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VCSEL-BASED MULTIMODE FIBER OPTICAL INTERCONNECTS 
Optical telecommunication systems play a significant, yet rarely visible role in 
delivering our information transmission needs. Fiber-optic communication systems form 
the backbone of mobile networks, where only the last link between the base station and the 
user is realized by radio transmission. The city, country and world spanning 
telecommunication networks are also based on the unique ability of guided light to transfer 
large amounts of data. Even the short reach networks in the data centers, which store online 
videos, our e-mails and other data, are dependent on optical communications. A plot of the 
growth in data traffic with time, Fig. 1.1 [1], reveals that the data rates are predicted to 
steadily increase, while an increasing percentage of the traffic will be within the data center. 
In order to keep up with this increasing demand there is a need to increase the data rates, 
various standards have been developed by the IEEE 802.3 study group [2]. To answer the 
market demand, the speed of optical interconnects has been steadily increasing. So far, the 
improvement has been largely due to continued development of faster short-reach sources 
(vertical-cavity surface-emitting lasers [VCSELs]) and detectors. However, the 
 




throughputs and transmission distances of single fiber in short-range networks are already 
limited by the low bandwidth distance product of multimode fibers (MMFs), which are 
commonly used in such applications. Replacement of the MMF with single mode fiber 
(SMF) could be a possible solution, but that would require single mode lasers, more precise 
packaging and connectors which would drive the cost up. A more practical solution is to 
use parallel optical links utilizing arrays of transmitters and receivers, along with ribbon 
cables, in which many MMFs are bundled together, as it is stated in the 40G/100G Ethernet 
standard [3]. The potential of such spatial multiplexing is however limited by the amount 
of space available in the transceiver, which is typically desired to be comparable in size to 
present small form-factor pluggable transceivers. Therefore, there is a need for an increased 
throughput and distance achievable with a single fiber in the short-range optical networking 
applications.  
1.1 Types of Multimode Fiber 
MMF is the most popular type of optical fiber in short-range optical interconnects 
today. The main advantage of the MMF is a large core area, which relaxes alignment 
tolerances in coupling, makes launching light from the transmitter easier and reduces costs. 
The disadvantages of MMF, compared to e.g. SMF are higher cost per meter and 
intermodal dispersion. The higher cost per meter is offset by the fact that in a data center 
with a large number of short links the connectorization is a bigger cost-driving factor. The 
intermodal dispersion causes pulse broadening at the end of the fiber and reduces the 
bandwidth-distance product. The typical MMF core diameter is between 50µm and 
62.5µm. In most datacenters, OM3 and OM4 fiber dominate optical interconnects, 
 3 
however, it is expected that OM5 will replace OM4 in newly built data centers. Table 1.1 
shows some of the basic differences between OM3, OM4 and OM5 based MMF links. 
1.2 High Capacity Optical Interconnects 
The current IEEE 802.3bm standard uses 25G VCSELs over four or sixteen lanes of 
MMF at a data rate of 25.78125G to allow forward error correction (FEC) [4]. The 100G 
MMF and 400G MMF standard is in response to the need for higher density front panel 
interfaces and the need to reduce the cost and power of 100G optics and cabling. Due to 
their simplicity and lack of digital signal processing (DSP), VCSEL-MMF links are very 
sensitive to numerous penalties. The most important impairments in MMF links are due to 
the ISI effects such as chromatic dispersion (CD), modal dispersion (MD), non-ideal rise-
time of the VCSEL, limited receiver bandwidth and noise impairments such as relative 
intensity noise (RIN) of the VCSEL, mode partition noise (MPN) due to VCSEL-MMF 
combination, thermal noise, electrical amplifier noise and shot noise at the receiver. While 
the CD is caused due to the wavelength dependence of the refractive index of the fiber, the 
MD arises out of the relative delays between the different optical paths in the fiber and is 
determined by the alpha profile of the graded index (GI) MMF.  
Table 1.1. Comparison of OM3, OM4, and OM5 fiber with standardized distances and *expected distances  
 OM3 OM4 OM5 
Core Size (µm) 50 50 50(30) 
Modal Bandwidth (EMBc GHz-km) >2@850nm >4.7@850nm 
>4.7@850nm 
>2.47@953nm 
40GbE (distance) 100m 150m 150m 
100GbE (distance) 70m 100m 100m 
40G-SWDM (distance) N/A *350m *440m 
100G-SWDM (distance) N/A *100m *150m 
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MPN and RIN are related to the noise characteristics of a VCSEL. RIN represents 
intensity fluctuations in the composite power output of a VCSEL and is a power-dependent 
multiplicative noise. It is independent of the channel response. MPN on the other hand is 
caused due to a combination of the mode power fluctuations among different lasing modes 
in a VCSEL and the dispersive element in the link, typically the fiber. The correlated 
random fluctuations among the VCSEL transverse modes combined with the differential 
mode delays (DMD) due to the CD and MD of the MMF to cause random timing jitter in 
the received pulse. This bounded random jitter which is termed as MPN is then measured 
as intensity fluctuations at the sampling instant at the receiver [5]. 
The new standard in development is focusing on 400G MMF interconnects over 
fewer fibers using shortwave division multiplexing (SWDM). This incorporates standards 
for 26.5256Gbd PAM-2 and PAM-4, two lambda centered at 850nm and 910nm 
wavelengths, stronger forward error correction, and equalization at the receiver. The focus 
of this research will be to employ and evaluate strategies and techniques that have been 
used in long-haul links in low-complexity, low-power modems for VCSEL-MMF 
interconnects with the goal of increasing data rates and fiber capacity. This includes: MMF 
with sufficient bandwidth to support multiple wavelengths of VCSELs (OM5), advanced 
modulation formats and faster line rates, simple transmitter equalization, and few tap pulse 
shaping. 
The rest of the thesis is organized as following: Chapter 2 will give a background on 
Multimode fiber VCSEL communication links. Chapter 3 will go into detail on the effects 
of VCSEL mode competition on fiber communication systems. Chapter 4 will introduce 
VCSEL data communication systems and DSP-enabled links for faster data rates. Chapter 
 5 
5 will introduce shortwave division multiplexing for increasing fiber capacity. Chapter 6 
will report on results using state-of-the-art equipment and VCSELs. And, Chapter 7 will 
give some conclusions and direction towards next steps. 
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CHAPTER 2.  
MULTIMODE FIBER VCSEL COMMUNICATION SYSTEMS 
In general, any communication system needs three basic components: a transmitter, 
a communication channel, and a receiver. The transmitter takes the incoming digital data 
and converts it into a signal which can be transmitted over the communication channel. 
The communication channel is a physical medium used to transport the signal. Any 
physical channel has a limited bandwidth, adds noise to the signal, and causes other 
impairments, e.g. due to non-linearities of the components. The task of the receiver is to 
recover the original data sent by the transmitter as accurately as possible. The two 
fundamental properties, which characterize any communications channel, are bandwidth 
and signal-to-noise ratio (SNR) in the receiver. 
This chapter aims at providing a background in optics, photonics, and 
communications systems, required to understand, with minimal prior knowledge, the topics 
covered in this dissertation. This chapter does not claim to provide any novelty and heavily 
calls upon prior art from the synthetic work of Szczerba et al. [6], Agrawal et al. [7], 
Balemarthy et al. [8], Castro et al. [9], and Pavan et al. [10]. 
2.1 Vertical-Cavity Surface-Emitting Lasers 
2.1.1 Directly Modulated Lasers 
 




In this research, the optical link starts with the directly modulated semiconductor 
laser. These types of lasers are very power efficient [11], with overall power conversion 
efficiencies >50 % being fairly common. The word “laser” is an acronym for Light 
Amplification by Stimulated Emission of Radiation, which briefly summarizes the process. 
There are two components of any laser: an optical resonance cavity and an optical gain 
medium, which in this research is a semiconductor material. A photon travelling through 
the gain medium is able to generate an identical photon through stimulated emission, i.e. 
stimulating the recombination of an electron-hole pair. The emitted photon will have the 
same wavelength and phase (i.e. the same quantum state) as the stimulating photon. The 
resonance cavity provides a confinement of the photons, which leads to subsequent 
repetition of the light amplification process. The optical resonance cavity is usually formed 
between two mirrors, which can be built in numerous ways. To enable resonance, the cavity 
round-trip distance must be an integer number of wavelengths. The resonance can only 
happen for a discrete number of wavelengths and the separation between them is inversely 
proportional to the cavity length. The gain medium in an electrically pumped 
semiconductor laser typically consists of an intrinsic (undoped) layer of a semiconductor 
material, placed between p- and n- doped layers. This forms a semiconductor diode. When 
the diode is forward biased, charge carriers (electrons and holes) accumulate in the intrinsic 
layer. Electrons in the conduction band states can transit to lower energy states in the 
valence band, emitting the surplus energy as light. The transitions can be either 
spontaneous or stimulated. The bandgap of the semiconductor material used must 
correspond to the energy of photons at desired operation wavelength. As the current is 
increased, the number of carriers available for stimulated emission is increased, and 
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consequently the gain. When the gain exceeds the loss, which is due to absorption and 
cavity losses, the lasing threshold is reached. The current at which this happens is called 
the threshold current. For most optical communication systems, a low threshold current is 
desired. There are many varieties of semiconductor lasers, starting with multiple 
possibilities of forming resonance cavities in semiconductor lasers – from simple Fabry-
Perot type of cavities formed by cleaving of the edges of the laser chip to distributed 
feedback reflectors (DFB) to external mirrors for tunable lasers. The choice of material for 
the laser is largely dictated by the required operation wavelength. For optical interconnects 
the wavelength of operation is standardized at around 850nm [12] and therefore GaAs-
based materials are used. Longer wavelengths, such as 1060nm or 1090nm, will add an 
indium alloy to create an InGaAs based material. Light emitting diodes (LEDs) were used 
in the first short-range communication systems, but they do not have sufficient modulation 
bandwidth for modern applications. In short-range optical links the laser combines the 
functions of light source and modulator. In long reach systems directly modulated lasers 
are usually avoided, because of large chirp, which interacts with the chromatic dispersion 
and can increase or decrease the severity. This was not a major concern in short-range links 
until recently. A directly modulated VCSEL eliminates the bulky external modulators 
which often require high driving voltages and so it became the preferred transmitter for 
these short-reach communication links. 
2.1.2 Vertical-Cavity Surface-Emitting Lasers 
VCSELs were proposed over three decades ago by the Japanese scientist Kenichi Iga 
[13]. They gained popularity over the late 1990s and 2000s [14]. This type of laser emits 
radiation from the surface, in a direction perpendicular to the substrate. The main benefit 
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being that the lasers can be easily tested on a wafer, before dicing or packaging, which 
greatly reduces the production costs. The resonant cavity is most commonly formed by 
reflectors comprised of alternating layers of high and low refractive index material, parallel 
to the substrate, forming high quality distributed Bragg reflectors (DBRs). At least one of 
the reflectors must be partially transmissive to enable extraction of light from the laser. The 
resonance cavity is located between the reflectors. Lateral confinement can be provided by 
various means. In modern GaAs-based high-speed VCSEL designs, it is typically done 
with oxide apertures. The resonance cavity is perpendicular to the substrate and is very 
short and wide. This geometry supports a single longitudinal and multiple transverse 
optical modes. Light is emitted from the laser vertically, along the direction of the cavity. 
In the resonance cavity, there is a gain region formed by a p-i-n junction. The popularity 
of VCSELs can be attributed to some of their unique properties, like longitudinal single 
mode operation, large modulation bandwidth and high quality circular beams. The most 
important features are, however, low-cost fabrication and low power consumption [15]. 
Current state of the art (i.e. lowest) energy dissipation in a VCSEL used for data 
communication is below 100fJ per bit at 25Gbps [16, 17]. The basic static property of any 
semiconductor laser is how the optical output power P depends on the electrical current I 
driving the device. The optical output power is very small for currents below the threshold 
current, which typically ranges from 0.3mA to 1mA. The output power rapidly increases 
above the threshold current. The growth is linear at low currents, but it saturates at some 
point and begins to decrease with increased current. This happens due to thermal effects, 
since the increased current contributes to increased heating inside the device. Knowledge 
of the relation of the optical output power and voltage across the device as a function of 
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the bias current gives also insight into the laser power efficiency, which is given by η = 
P/(IV) , where P is the optical output power, I is the current and V is the voltage across the 
laser. The higher the efficiency the better, since less energy is wasted as heat. The high 
speed VCSELs used for data communications are usually low power devices, with 
maximum output powers rarely reaching over 10mW until recently [18]. 
2.1.3 Spectral Characteristics 
VCSELs available today have a single longitudinal mode and single to multiple 
transverse modes. As each transverse mode has a slightly different wavelength, the result 
is a broad spectrum of the laser dependent on the amount of lasing mode groups. To make 
matters more complicated, the number of lasing modes can change with the bias current, 
with more modes possible at higher bias currents. It also worth noting, is that the laser 
spectrum is much broader than the bandwidth of the modulating signal. For example, a 
spectral width of 1nm at 850nm corresponds to a bandwidth of 415GHz, which is much 
higher than the typical modulation bandwidth. Therefore, the spectral efficiency of the 
modulation becomes irrelevant, since effects related to e.g. chromatic dispersion will be 
dominated by the spectral width of the laser itself. It was shown that VCSELs with fewer 
transverse modes and narrower spectral widths can enable longer transmission distances in 
MMF [19, 20, 21]. Standards dealing with short-range optical communications have 
recommendations on the root mean square (RMS) spectral width of the lasers used in the 
transmitters. For example, Ethernet specifies 0.6nm as the maximum spectral width for 
10Gbps lanes [22, Sec. 6]. It is possible, however to make single mode VCSELs, with very 
narrow spectral widths, which will be investigated in Chapter 6. Transmitters with 
narrower spectral widths, such a single mode VCSELs, can yield higher bandwidth-
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distance products. Single mode VCSELs can be made for example by using smaller oxide 
apertures e.g. as the ones used in [19, 20], or increasing the loss for higher order modes 
[21]. The result is a laser with narrower spectral width. This improves propagation in MMF 
and helps reach longer distances at high bit rates, while still retaining the ease of 
connectorization of multimode fiber. 
2.1.4 Frequency Response 
The frequency response of a VCSEL is one of the key parameters from the point of 
view of the system design. In general, the frequency response of a semiconductor laser is 
flat at low frequencies, possibly with a peak at the resonance frequency, and then it has a 
fast roll-off [11]. The frequency response depends not only on the laser design, but also on 
the bias current. The larger the bias current, the higher the resonance frequency. This 
relationship holds until thermal saturation effects take over in effect limiting the maximum 
bandwidth. The presence of a strong resonance peak also has a significant effect on data 
transmission, as it causes an overshoot on symbol transitions, and this can be detrimental 
for multilevel data transmission. 
2.1.5 Laser Noise 
Relative intensity noise (RIN) is caused by shot noise and the spontaneous emission 
coupled into lasing modes. This causes unwanted fluctuations of the optical power, thereby 
generating a noise current in the optical receiver circuit, which translates to an optical 
power penalty in the data link. RIN is measured with respect to a finite bandwidth optical 
system, and is thus quoted in terms of dB/Hz. Another source of optical power noise is the 
feedback of stray optical reflections into the laser. This is an unavoidable effect common 
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to all laser systems, and proper engineering of the optical assembly is required to minimize 
its effects. The optical power in a multimode VCSEL is partitioned between several lasing 
modes, so modal noise can occur when one of the modes is indirectly discriminated. 
Polarization-selective elements, such as beam splitters and some couplers, can also produce 
this kind of noise [23]. To minimize such effects as many VCSEL lasing modes as possible 
should be coupled into the fiber in order to prevent differential mode attenuation. 
2.1.6 Mathematical Model 
 If we were to summarize the VCSEL behavior mathematically, the multimode 

























where N(r,t), Sij(t), and j(r,t) are the carrier, photon, and injection current density in the 
active region of the VCSEL, respectively. The subscript ij denotes the IJ transverse mode. 
r and t denote the polar coordinates and time. Gij(r,t) is the modal gain. The carrier rate 
equation terms can be described as the injection current, depletion due to recombination, 
carrier diffusion into the device, and depletion due to stimulated emission in the ijth mode, 
from left to right. The photon rate equation can be described as the spontaneous emission 
due to carrier recombination, photons created due to stimulated emission in the ijth mode, 
and the photon lifetime in the cavity. FN(t) and FS(t) are the noise caused by spontaneous 
emission. Based on the equation set, a time domain model could be developed which takes 
mode competition, carrier diffusion losses, and RIN into consideration. However, if we 
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consider a communication link and just not the VCSEL, we need to transform the photons 
into an electric field to calculate all effects in the communication link. Therefore, we need 
to solve the rate equations in the form of: 
𝐸(𝑡) = √𝑆 exp(−𝑖(𝜔𝑡 + 𝜙)) (2.2) 
 A laser diode oscillator has a finite linewidth due to phase fluctuation of the electric 






𝛤𝑖𝑗𝑣𝑔𝑎𝑁[𝑁(𝑡) − 𝑁𝑡ℎ] (2.3) 
where α is a linewidth enhancement factor, ϕij(t) is the phase of the output signal of the 
VCSEL, and 𝑎𝑁 = 𝜕𝐺/𝜕𝑁 is defined as differential gain. 
 The wavelength of each transverse mode is different [9]. A simple model of an 
oxide confined VCSEL could be a circularly symmetric step-index optical waveguide. 
Under the boundary conditions for a circularly symmetric step-index optical waveguide 








Where u and ω represent the normalized frequencies in core and in the cladding 
respectively, and J represents the Bessel function of the first kind and K represents the 
Hankel function of the first kind. For a given mode, the normalized frequencies u and ω 
are represented as: 
𝑢𝑖𝑗 = 𝑟√𝑛𝑐2𝑘2 − 𝛽𝑖𝑗
2 = 𝑘 ∙ 𝑟√𝑛𝑐2 − 𝑛𝑒𝑓𝑓,𝑖𝑗




2 𝑘2 = 𝑘 ∙ 𝑟√𝑛𝑒𝑓𝑓,𝑖𝑗
2 − 𝑛𝑐𝑙
2  (2.6) 
Where i represents the azimuth mode index and j is the radius mode index. nc, ncl, and neff,ij  
are the core index, the cladding index, and the effective mode index of mode IJ. k is the 
wave vector of central wavelength in a vacuum. Β is the propagation constant in the 
VCSEL cavity. 
 The wavelength of each transverse mode can be predicted by a simple effective 







where λc is the central wavelength. ∆𝑛𝑒𝑓𝑓,𝑖𝑗  is the difference between the core index nc and 
the effective mode index ncl. ∆𝜆 is the wavelength shift with respect to λc. 
 Instead of solving for 𝑛𝑒𝑓𝑓,𝑖𝑗  the phase parameter of the step index optical 
waveguide, B, can be used to calculate ∆𝑛𝑒𝑓𝑓,𝑖𝑗. The phase parameter B of each IJ mode 












2  (2.8) 
In a weakly guided step-index waveguide, 𝑛𝑐  + 𝑛𝑐𝑙 ≈ 2𝑛𝑐 and ∆𝑛𝑒𝑓𝑓,𝑖𝑗
2 ≈ 0. Therefore, 






(1 − 𝐵𝑖𝑗) + ∆𝑛𝑒𝑓𝑓,𝑖𝑗
2 ≈ (𝑛𝑐 − 𝑛𝑐𝑙)(1 − 𝐵𝑖𝑗) (2.9) 
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(1 − 𝐵𝑖𝑗) (2.10) 
Hence, the wavelength of each transverse mode is derived as: 
𝜆𝑖𝑗 = 𝜆𝑐 − 𝜆𝑐
𝑛𝑐−𝑛𝑐𝑙
𝑛𝑐
(1 − 𝐵𝑖𝑗) (2.11) 
With these equations the VCSEL output can be written as an electric field. First, the mode 
power, Sij, can be calculated by the rate equations. Second, the phase of each transverse 
mode 𝜙𝑖𝑗 can be calculated by equation (2.3). Third, the center wavelength of each 
transverse mode 𝜆𝑖𝑗 can be calculated by equation (2.11). The output of the optical signal 
in terms of E(t) is then: 
𝐸(𝑡) = ∑ √𝑆𝑖𝑗exp (−𝑖(𝜔𝑖𝑗𝑡 + 𝜙𝑖𝑗))𝑖𝑗  (2.12) 
where the mode frequency ωij=λij/c, and c is the speed of light. Note that the electric field 
of each mode Eij(t) is captured as well. 
2.2 Multimode Fiber 
Multimode Fiber (MMF) is the most popular type of optical fiber in short-range 
optical interconnects. The main advantage of the MMF is a large core area, which relaxes 
alignment tolerances in coupling, makes launching light from the transmitter easier, and 
reduced costs in the 2000s. This was very important in first systems using LED sources. 
The disadvantages of MMF, compared to e.g. single mode fiber (SMF) are higher cost per 
meter and intermodal dispersion. The higher cost per meter is offset by the fact that in a 
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data center with a large number of short links the connectorization is a bigger cost-driving 
factor. The intermodal dispersion causes pulse broadening at the end of the fiber and 
reduces the bandwidth-distance product. 
2.2.1 Multimode Propagation 
The typical MMF core diameter is between 50 µm and 62.5 µm. For comparison, a 
typical SMF has a core diameter of 9 µm. The light guiding mechanism in an MMF is the 
same as any other dielectric waveguide, a core of refractive index n0 is surrounded by a 
cladding with a refractive index n1 < n0. Due to total internal reflection, the propagating 
light is trapped inside the core, as long as the incidence angle at the core-cladding interface 
is smaller than the critical angle (defined with respect to the fiber axis). This simple 
description does not, however cover the entire picture. The field of the propagating wave 
has to repeat itself as it reflects at the interface. The fields that satisfy this condition are 
called modes of the waveguide [34, Ch. 7]. The fields of the modes maintain the same 
transverse distribution and polarization along the waveguide. From a mathematical point 
of view, modes are a solution to the electromagnetic wave equation in the waveguide, and 
in this case, an MMF. The wave equation for weakly guiding dielectric waveguide, where 
𝑛1 − 𝑛0 ≪ 1 can be simplified to a scalar wave equation [35, Ch. 14], 
(∇𝑡
2 + 𝑘0
2𝑛2(𝑟) − 𝛽2)𝐸𝑡(𝑟, 𝜃) = 0 (2.13) 
where 𝐸𝑡 gives the transversal electric field profile defined in the cylindrical coordinate 
system normal to the fiber axis given by (r, θ), k0 is the wavenumber, β is the propagation 
constant and n(r) gives the refractive index profile, which is assumed to be axially 
symmetric around the fiber axis. The solutions to this equation are the linearly polarized 
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modes, commonly denoted as LPij modes, with subscript indexing for the radial and 
azimuthal orders of the mode, respectively. The LP01 is the fundamental mode, and in 
SMFs it is the only mode of the fiber. The number of modes in a fiber can be calculated 







where λ is the wavelength of the light propagating in the fiber and a is the core diameter. 





given in [57, Ch. 8]. For fiber with a core diameter in the range between 50 µm and 62.5 
µm, with a core refractive index of 1.5, and 1% index contrast between the core and the 
cladding, the number of supported modes is between 600 and 900. An arbitrary transverse 
electric field in a dielectric waveguide can be written as a superposition of guided modes 
possible for a given waveguide [34, Ch. 7], 
𝐸(𝑥, 𝑦, 𝑧) = ∑ 𝑎𝑖,𝑗𝑢𝑖,𝑗(𝑥, 𝑦)𝑖,𝑗 𝑒𝑥𝑝(−𝑗𝛽𝑖,𝑗𝑧) (2.16) 
where for each mode ij, ai,j is the mode amplitude, 𝑢𝑖,𝑗(𝑥, 𝑦) is the mode distribution and 
βi,j is the propagation constant of each mode. The propagation constant is different for each 








where ω is the angular frequency, the group velocity of each mode could be different. This 
translates to a differential mode delay between modes [36], and in effect causes the modal 
dispersion. Different launch conditions can excite different groups of modes, giving rise to 
unpredictable performance of the MMFs, particularly when older types of fiber designed 
for overfilled launch (i.e. exciting all modes) with LEDs are used with laser transmitters 
[37]. However, it has been demonstrated that under special coupling conditions the 
propagation reach in MMF can be dramatically increased [38]. It would seem, that given 
the amount of modes, the modal dispersion will be too large to achieve any reasonable 
transmission distance in MMF. There are however mode groups with identical or similar 
group velocities, and they can be grouped together in principal mode groups. Modes LPij 
belong to the same principal mode group m if they fulfill the condition [39] 
𝑚 = 2𝑗 + 𝑖 − 1 (2.18) 
The number of modes in a group increases with the group number m, with the lowest-order 
group containing on the fundamental mode [40]. Since the modes in a mode group have 
similar properties, they can be treated in terms of mode groups, rather than individual 
modes [41]. 
2.2.2 Graded Index Fiber 
Given that there are many mode groups in an MMF, each with different group 
velocity, it is important to design the fiber in such a way, that it minimizes the spread in 
propagation between different modes. This is achieved when the refractive index is highest 
at the fiber axis and gradually decreases towards the cladding [42]. It is common for the 
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cores of graded-index fibers to follow power-law index profile (alpha profile) [41] given 
by [34, Ch. 8]. 
𝑛2(𝑟) = 𝑛𝑎










2 )] , 𝑟 ≤ 𝑎 (2.19) 
where na is the refractive index at the fiber axis, n1 and p is the profile exponent. For an 
optimized value of the profile exponent, the differential mode delays (DMD) can be nearly 
eliminated [39]. The optimal profile exponent is dependent on fiber material and the 
wavelength of light which is supposed to be used. Note that the index profile can be 
optimized at only one wavelength. Apart from intermodal dispersion there is also chromatic 
dispersion. Multi-mode VCSELs have sufficiently broad spectrum to suffer from this 
problem [43]. Single-mode VCSELs operating at 850 nm and with sufficient output power 
and low manufacturing cost [44] could help to avoid it. The launch conditions are also 
important, as the number of excited modes and power distribution between the modes is 
going to influence the impulse response of the fiber. 
2.2.3 Index Perturbations 
Fiber manufacturers try to achieve the pure alpha profile for elimination of DMD, 
but process limitations result in small deviations. The set of perturbations, comprising 108-
fibers, was first created by researchers at the University of Cambridge [45] and further 
modified by the IEEE 802.3aq Ethernet task force [46]. The almost quadratic shape in Fig. 
2.2 corresponds to the pure alpha profile with a nominal value of α= 1.97. Sometimes the 
α of the profile can vary across the fiber cross-section. The 108 fiber model divides the 
core region into two halves, each of which can independently have α= 1.89, 1.97, 2.05. In 
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addition to the nominally smooth α profile at the center, dips and peaks are also observed 
in practice. The transition at the core and cladding interface can be abrupt or exponentially 
smooth. The final defect considered in the 108-fiber set is the kink which is effectively a 
perturbation in the gradient of the refractive index profile. The model considers both kink-
free profiles and kinks at different locations. The model arrives at a total of 108 index 
profiles by considering all possible combinations of these perturbations. The parameters of 
these index perturbations are specified in [46]. Another widely prevalent fiber model is the 
Monte Carlo fiber set [47], which consists of approximately 5000 fibers whose modal 
delays are determined by empirically matching randomly generated delays to statistics of 
measured fiber parameters such as bandwidth and delay spread. The data about these 
measured fibers was provided by the top three fiber manufacturers in the world. 
The 108-fiber set is considered to represent the worst 5% of the installed fiber base 
[45] whereas the Monte Carlo model is supposed to be representative of the entire installed 
base. The validity of both claims was highly debated in the IEEE 802.3aq task force 
discussions. Although the 108-fiber set was initially used by the task force, the final power 
 




budgets and the receiver test impulse responses determined by the IEEE are based on the 
Monte Carlo fiber set. This is partly because the Monte Carlo set is indirectly based on 
fiber measurement data. 
2.2.4 Modal Delays 
Though the pure alpha profile minimizes the delay spread, actual fibers with these 
non-ideal refractive index profiles exhibit considerable delay spread in practice. Figure 2.3 
illustrates this effect by showing the modal delays for the pure alpha profile, the center dip 
profile the center peak profile and finally a fiber with a kink in its refractive index profile. 
These perturbations have been chosen from the 108-fiber model.  
Although one cannot predict how the modal delays for a particular profile will 
behave without detailed simulations, the general trends can sometimes be estimated. For 
example, the center dip profile implies that the mode groups propagating closer to the axis, 
the lower-order mode groups (LOMs), travel faster than the mode groups away from the 
axis, the higher-order mode groups (HOMs). Therefore, the modal delays should increase 
with mode group in general, as verified by Figure 2.3. 
2.2.5 Modal-Chromatic Dispersion Interaction (MCDI) 
 




To expand on this idea, the effects of mode spectral bias (MSB) on the transmitted 
signal can be mathematically modeled assuming that the VCSEL normalized spectrum can 
be represented by: 
𝑆(𝜆) = ∑ 𝐴𝑖𝛿(𝜆 − 𝜆𝑖)
𝑀
𝑖=1  (2.20) 
where ith denotes the VCSEL mode order, M the total number of VCSEL modes, λi the 
wavelength of each mode, δ() the Dirac delta function, and 𝐴𝑖 = ℎ𝑛𝐸{𝑎𝑖(𝑡)}represents the 
normalized long term averaged power of the ith VCSEL mode with 𝐸{𝑎𝑖(𝑡)} the time 
average function, ai(t) is the instantaneous power of each mode, and hn a normalization 
factor that takes into consideration the duty cycle of the signal and the extinction ratio of 
the laser. For a modulated VCSEL that couples light into an MMF, the received signal after 
electronic conversion can be expressed as 
𝑦(𝑡) = 𝑃𝑂𝑀𝐴 ∑ 𝐹𝑖(𝑡)𝑎𝑖(𝑡) + 𝑛(𝑡)
𝑀
𝑖  (2.21) 
where POMA is the optical modulation amplitude (OMA) transmitted power, n(t) is the 
additive Gaussian white noise (AWGN) in the receiver, and Fi(t) is the waveform for each 
mode after coupling to the fiber given by 
𝐹𝑖(𝑡) = ∑ 𝐶𝑖𝑔𝑓𝑖(𝑡 − 𝐿∆𝑡𝑖𝑔)
𝑁𝑔
𝑔  (2.22) 
where gth is the MMF group mode number, Ng is the number of mode groups in the MMF, 
Cig is the coupling matrix where each of its elements represent the coupling strength of the 
ith VCSEL mode to the gth MMF mode group, fi(t) is the waveform before coupling to the 
MMF fiber for a given bit sequence, L is the link length, and the term given by 
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∆𝑡𝑖𝑔 = 𝑡𝑔 − 𝐷(𝜆𝑖 − 𝜆0) (2.23) 
is the length normalized temporal delay of each MMF mode centroid at λi, where 𝜆𝑖  >
 𝜆𝑖−1, 𝐷 is the chromatic dispersion parameter. The term tg represents the differential mode 
delays (DMD) of the multimode fiber with any arbitrary index profile and unit length. For 














where N1 is the group refractive index, ∆≈
𝑛1−𝑛2
𝑛1
, 𝑛1is the refractive index on the axis of 
the fiber, c is the speed of light, n2 is the refractive index in the cladding, vg is the number 
of modes inside the mode group (MG) g, vT is the total number of modes, and 








is the optimum alpha value that minimize group delay at the operational wavelength λ. The 
previous equation minimizes tg to the first order in Δ [48]. Note that all temporal delays 
used here are relative values and the more negative the value the shorter the travelling time. 
The main parameters that account for the MCDI effect in VCSEL-MMF channels, 
are the coupling terms Cig, the chromatic dispersion, and the magnitude and sign of the 
mode delays expressed in the Δtig term. The coupling term quantifies the degree of MSB 
Table 2.1: Mode spectral bias and chromatic dispersion effects. 
MMF Mode Order MMF Mode Spectra 
Mode Spectra Effect 
on Velocity 
Higher Order Modes (HOMs) 
Shorter wavelengths of 
the VCSEL spectra 
Reduce velocity 
Lower Order Modes (LOMs) 
Longer wavelengths of 




in the MMF. Due to MSB and chromatic dispersion, changes in the speed of the mode 
groups are produced as summarized in Table 2.1. Changes in MMF mode delays can 
produce advantageous or detrimental effects in the channel bandwidth. In order to explain 
the bandwidth changes, it is required to classify the fibers based on the speed of their modes 
relative to its mode order. In [49] the MMFs are classified as: Left-tilted DMD MMF (L-
MMF) and right-tilted DMD MMF (R-MMF). This classification is independent of their 
modal bandwidth.  
In L-MMF high-order modes (HOMs) tend to travel faster than low-order modes 
(LOMs). Conversely in R-MMF LOMs tend to travel faster than HOMs. This characteristic 
can be better illustrated by using alpha-profile MMFs [48]. For example, L-MMFs have 
alpha parameter values slightly lower than the optimum alpha value computed. Utilizing 
this lower alpha value produces negative delays that increase their magnitude as the mode 
group index increases. Therefore, in this theoretical L-MMF all the HOMs travel faster 
than the LOMs. Conversely, for R-MMF alpha profile fiber the alpha parameter is slightly 
higher than the optimum alpha value (6) producing larger positive delays as the MG index 
increases. In the R-MMF all HOMs travel slower than LOMs.  
The result of deploying these two fiber types in channels where VCSEL coupling 
results in an MSB, is that L-MMF tends to minimize channel dispersion since the MSB 
causes a reduction in velocity of the faster HOMs and an increase the velocity of the slower 
LOMs. The overall effect for a L-MMF is a reduction of the combined modal-chromatic 
dispersion. Conversely, in R-MMF the combined modal-chromatic dispersion increases. 
Experimental evidence of the reduction of modal-chromatic dispersion has been shown 
indirectly based on bit error rate (BER) measurements [49]. In the vast majority of the 
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tested VCSEL-MMF channels, the links using L-MMF outperform the channel links using 
R-MMF of equal modal bandwidth [49], [50]. It should be noted that MSB effect depends 
on the optics utilized to couple the light from the VCSEL to the MMF. Modeling using 
refractive optics elements shows predominant effects of MSB as shown in [49]. 
2.2.6 Impulse and Frequency Response 
When the power distribution over the different modes and propagation delays of 
each mode are known, the impulse response of the fiber can be estimated. If the fraction 
of power in each of the LPij modes is denoted Cij, the impulse response of an MMF of 
length L can be expressed as 





𝑔  (2.26) 
The frequency response can be readily obtained from the impulse response with a Fourier 
transform. The frequency response of the fiber is dependent on the source type and launch 
conditions into the fiber. For example LEDs usually excite all modes in the fiber and 
consequently for LED transmitters an over-filled launch (OFL) condition is used. The fiber 
bandwidth under OFL condition is usually given for fibers foreseen for use with LEDs. For 
fibers optimized for use with VCSELs the effective modal bandwith (EMB) is given [51, 
52]. The EMB is calculated using (2.26) from the DMD which is measured by selectively 
exciting different mode groups. To measure the DMD a single mode fiber is used to launch 
short pulses at different radial offsets from the center. Usually, the entire range from the 
fiber axis to the cladding is scanned. The frequency response of the fiber can be 
conveniently measured by a vector network analyzer (VNA) using the same setup as for a 
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VCSEL frequency response measurement. As an example the frequency response could be 
measured for a link including with a VCSEL and OM4 MMF, with various lengths of the 
fiber, Table 2.2 (same as Table 1.1). The OM4 fiber has a bandwidth-distance product of 
4700 MHz-km, defined for laser launch, at the wavelength of 850 nm. At this wavelength 
the optimized index profile guarantees very low DMD, and a narrow spectral width reduces 
the effects of chromatic dispersion [50]. This was shown to work in practice, transmission 
over 1km of OM4 MMF with a single mode VCSEL was demonstrated in [19, 20]. On the 
other hand, long term reliability (i.e. lifetime) of single mode VCSELs is yet to be 
established [44, 53]. In most datacenters, OM3 and OM4 fiber dominate optical 
interconnects, however, it is expected that OM5 will replace OM4 in newly built data 
centers. Table 2.2 shows some of the basic differences between OM3, OM4 and OM5 
based MMF links.  
2.3 Signal Detection and Noise 
2.3.1 Signal Detection 
Table 2.2: Comparison of OM3, OM4, and OM5 fiber with standardized distances and 
*expected distances. 
 OM3 OM4 OM5 
Core Size (µm) 50 50 50(30) 
Modal Bandwidth (EMBc GHz-km) >2@850nm >4.7@850nm 
>4.7@850nm 
>2.47@953nm 
40GbE (distance) 100m 150m 150m 
100GbE (distance) 70m 100m 100m 
40G-SWDM (distance) N/A *350m *440m 
100G-SWDM (distance) N/A *100m *150m 
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An optical receiver converts the incident optical power Pin into an electric current. 
The most common device performing this task is a p-i-n photodetector. The output current 
is directly proportional to the incident optical power, the relationship is given by I = RdPin, 
where the Rd is the responsivity of the photodiode and Pin is the square of the electric field. 
The phase information is lost in a direct detection system. The photodiode is usually 
followed by an electrical amplifier, which then is followed by a decision circuit or a more 
sophisticated demodulator. Two types of amplifier configurations are possible, a 
transimpedance amplifier (TIA) and a voltage amplifier. A TIA has ideally zero input 
impedance, the input signal is a current and the output signal is voltage [54, Ch. 14]. The 
other type is a voltage amplifier, which has voltage input and voltage output. Since a 
photodiode can be regarded as a current source [54, Ch. 14], a TIA is a better amplifier 
choice. The output of the photodiode contains also undesired noise. The performance of 
the system depends on the signal-to-noise ratio (SNR), which is defined as follows: 




where 𝐼  ̅and σ are respectively, the average photocurrent and the root mean square noise 
current. It is important to note that the SNR is defined in the electrical domain and the noise 
is measured in the electrical domain after the detection of the optical signal. The 
performance of a system is given by the receiver sensitivity, which is the amount of optical 
power needed to operate below a specific bit error rate (BER). In direct detection systems, 
the electrical power is proportional to the square of the optical power (square law 
detection). 
2.3.2 Fiber Independent Noise Penalties 
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There are three noise sources which are relevant in multimode intensity modulation 
direct detection (IM/DD) systems that are independent of fiber: 
1. Shot Noise  
2. Thermal Noise 
3. Relative Intensity Noise (RIN)  
The shot noise originates from the quantum nature of light and current. Even if constant 
optical power is incident on the photodiode, the photon absorption and electron-hole 
generation processes happen at random time intervals. This gives rise to a random variation 
of the signal current. The variance of the shot noise is: 
𝜎𝑠ℎ𝑜𝑡
2 = 2𝑞𝐼∆𝑓 (2.28) 
where q, I, and ∆f are respectively the elementary charge, the photocurrent, and the receiver 
bandwidth [55, Sec. 5.1.1]. It is apparent, that the variance of the shot noise increases with 
the photocurrent (and thus with the average optical power).  
The thermal noise comes from the fact that at any temperature above the absolute 
zero the electrons are moving inside the conductor and the thermal motion of the electrons 
manifests itself as current noise. The variance of the thermal noise is given by 
𝜎𝑡ℎ𝑒𝑟𝑚𝑎𝑙
2 = 4𝑘𝐵𝑇∆𝑓/𝑅𝐿 (2.29) 
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where kB, T, and RL are respectively, the Boltzmann constant, the temperature, the noise 
figure of the amplifier following the photodiode and the load resistance [55, Sec. 5.1.2]. 
This noise contribution is not dependent on the signal power. 
The RIN originates in the laser. The carrier generation and recombination process 
in a semiconductor laser is random in its nature and gives rise to noise. The RIN spectrum 
is not white, it peaks at resonance frequency, and for multi-mode lasers also at low 





where SRIN is the RIN value (often expressed in dB/Hz [55, Sec. 5.4.2]). It is worth noting, 
that the variance of the RIN is also dependent on the signal power, just as the shot noise, 
but in this case, the noise variance is proportional to the square of the photocurrent. 
It is important to realize how much noise there is present and which noise sources 
dominate, as this determines the performance of the link and potentially also design of the 
modulation. The following parameters illustrate well the system used in the experiments 
 




presented in this work, R = 0.4A/W, T = 298K, RL = 50Ω and SRIN = −155 dB/Hz. To 
illustrate the relationship between the three noise contributions for the given parameters, 
they are plotted against received optical power Pin in Fig. 2.4.  
The RIN and shot noise are stronger than the thermal noise only for received power 
levels greater than 3dBm. On the other hand, the photodetectors used in our experiments 
have saturation power levels at around 3dBm received optical power, so it is apparent that 
the system is always dominated by the thermal noise. 
2.3.3 Fiber Dependent Noise Penalties 
There is one noise source which is relevant in multimode IM/DD systems that are 
dependent of fiber: 
Mode Partition Noise (MPN) 
The MPN in VCSEL-MMF channels is caused by both the power fluctuation 
among VCSEL modes and the temporal separation of the VCSEL modes after propagating 
through the dispersive fiber. MPN is not typically the main limitation in VCSEL-MMF 
channels for reaches specified in IEEE 802.3 and Fiber Channel standards. However, as 
data rates increase, MPN can become a critical impairment to overcome for increasing or 
even maintaining reaches easily achieved at lower data rates. One reason for this is that 
MPN is dependent on optical power. Therefore, when MPN becomes the dominant noise 
penalty in a channel, its effect on the signal-to-noise ratio (SNR) degradation cannot be 
mitigated by simply increasing the transmitted power. Mode partition noise has been 
studied for single-mode fiber (SMF) channels using multi-longitudinal mode lasers [57–
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59]. Simple analytic expressions have been derived to describe the dependence of MPN on 
the temporal separation of the laser modes due to chromatic dispersion and link length [59]. 
These models also illustrate the conditions for which bit error rate (BER) noise floors 
develop as a result of MPN. Although these SMF expressions are useful and have been 
adopted by standards organizations to determine VCSEL-MMF worst-case penalties, their 
derivation requires several assumptions that are not accurate for VCSEL-MMF channels. 
A more general model, based upon [57], [60], [61], is shown here to accommodate 
for modal dispersion and the modal-chromatic dispersion interaction. The noise 
dependency on transmitted power can be derived from (2.21) when 𝑎𝑖(𝑡) is replaced by its 




𝑖 + 𝑛(𝑡) + 𝑃𝑂𝑀𝐴
′ 𝜂(𝑡) (2.31) 
where 𝑃𝑂𝑀𝐴
′ = 𝑃𝑂𝑀𝐴/ℎ𝑛, and η(t) represents the OMA dependent noise of the system (see 
section 2.2.5). The OMA dependent noise term can have several components in VCSEL-
MMF channels including MPN, relative intensity noise (RIN), modal noise (MN), and jitter 
intensity noise among others. Assuming MPN is predominant its normalized variance can 
be obtained using, 
𝜎𝑇





2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ (2.32) 
where ()̅ represents the ensemble average [50]. 
A simpler expression that does not require previous knowledge of the MPN 
statistics can be obtained from (2.32) using the method described in [57-59]. This method 
which can estimate the MPN standard deviation (STDV) for a simple alternating pattern in 
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SMF, has been extended to account for any arbitrary pattern transmitted using MMF [60], 
[61]. A general expression for MPN based on the Ogawa model [61] that accounts for 
modal chromatic interaction is given by 
𝜎𝑀𝑃𝑁








where kMPN is the mode partition noise coefficient that indicates the magnitude of the noise 
and relates the degree of correlation among the VCSEL modes. Several assumptions are 
required to obtain this, such as: 
1) The temporal variations of ai(t) are slow compared with the bit rate.  
2) The total power of all the modes at any instant, t, is constant, ∑ 𝑎𝑖(𝑡) = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡
𝑀
𝑖=1  
3) The correlation of the power fluctuation among modes is given by 𝑎𝑖(𝑡)𝑎𝑗(𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ = (1 −
𝑘𝑀𝑃𝑁
2 )𝑎𝑖(𝑡)𝑎𝑗(𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 
4) The power fluctuation standard deviation can be estimated from, (𝑎𝑖(𝑡) − 𝑎𝑖(𝑡)̅̅ ̅̅ ̅̅ ̅)
2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
=
𝑘𝑀𝑃𝑁
2 (𝑎𝑖(𝑡) − 𝑎𝑖(𝑡)̅̅ ̅̅ ̅̅ ̅) 
5) The turn-on delays of laser modes are small compared with the bit period.  
6) kmpn is identical for all the VCSEL modes and it does not change among transmitted 
pulses.  
7) There is linear power response of the fiber for each VCSEL mode.  
8) The power in each transverse mode is caused by stimulated emission. 
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This model has been used to estimate the MPN at different temporal positions in a 
transmitted bit sequence [59]. The model predicts the MPN magnitude for different 
transmitted patterns as a function of length, spectral width of the laser, and kmpn. The 
accuracy of this model depends on the assumptions shown above. The model predicts that 
σmpn is highly dependent on t where an arbitrary data sequence is transmitted. The modeled 
VCSEL has a Gaussian spectrum with spectral width of 0.3 nm, and kmpn = 0.3.  
Also, it should be noted that (2.32) already includes the MCDI effect due to 
selective coupling between VCSEL transverse modes to MMF modes. The MCDI is 
accommodated in Fi which depends on Cig, the coupling matrix from each VCSEL mode 
to the each MMF. When a VCSEL is modulated, the power transmitted by each mode set 
(MS) varies. The power variation has deterministic and random components. By 
retransmitting a defined bit pattern and observing the detected signal after propagating 
through the MMF, it is possible to separate the deterministic and random fluctuations in 
the transmitted power. 
For example, suppose a specific pattern was transmitted using a VCSEL into a short 
(5 m) section of high modal bandwidth (~4700 MHz-km) 50µm core diameter MMF. Five 
hundred waveforms were then captured using a sampling oscilloscope and their ensemble 
average waveform was computed. Refer to the total signal label in Fig. 2.5 (black trace). 
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The signal for each mode set (MS) was also captured using an optical filter. The ensemble 
average signal for each MS is shown in gray colored traces. For this VCSEL most of the 
power is transmitted by MS2 and MS3. The MS signal amplitude was corrected to 
compensate for the insertion loss through the optical filter. 
Further operation on (2.33), when it is assumed a laser with a continuous spectrum 
and a single mode fiber channel, provides a simple analytical expression that estimates the 




(1 − 𝑒−𝜋𝐵𝐿𝐷𝜎𝜆) (2.34) 
where σλ is the spectral width of the Gaussian optical source. This expression, which 
utilizes few parameters of the channel such as σλ, kmpn and L, has been used by standard 
organizations as a worst case estimator of MPN for SMF and MMF channels. 
2.4 Fiber Optic Communication 
2.4.1 Communication Channel Model 
 




The physical description of the short-range communication system is interesting, 
but it is useful to present a simplified mathematical model, which can be used for 
modulation format design. Such a model, presented also in [62], is illustrated in Fig. 2.6. 
The modulator maps the symbols u(k), at an instant k to a waveform x(t). The received 
signal is y(t) and can be written as: 
𝑦(𝑡) = 𝑥(𝑡) + 𝑛(𝑡) (2.35) 
where n(t) is the added noise. The demodulator uses y(t) to provide an estimate of u(k), 
which is denoted ˆu(k).  
There is a non-negativity constraint on the signal x(t), since it is used to modulate the 
directly modulated laser. The laser operates only if it is forward biased, and thus the driving 
signal must be non-negative.  
From 2.3.2, it follows that the main noise source is the thermal noise. This type of 
noise can be characterized statistically as AWGN [63, Sec. 1.3] and therefore the 
considered system can be treated as an AWGN channel with non-negativity constraint. It 
should be noted that there is no non-negativity constraint on y(t). This channel model has 
been analyzed in detail in the communications literature, e.g. [64, 65]. 
 





As the baud rate of short-range optical connections increase, they become 
increasingly limited by the component bandwidth and modal dispersion in the MMF which 
limits the usable distances. In this case, the industry has turned to parallel interconnects, 
such as those defined in the IEEE 802.3 standard, in which 40Gbps and 100Gbps links are 
created by aggregation of 10Gbps and 25Gbps links. In effect, each link uses eight or 
twenty fibers in parallel, since a pair of fibers is needed for bi-directional communication. 
This has an advantage of keeping the transmission distances reasonably long, but it has the 
disadvantage of increasing the physical size of the interconnects. New designs reducing the 
size of the interconnects are being developed [66, 67]. Multilevel modulation formats can 
be used to increase the bit rate in each of the parallel lines, multiplying the achievable 
throughput. The increased spectral efficiency would primarily enable squeezing more data 
into the limited electrical bandwidth, without increasing the number of lasers, detectors, 
and drivers. There are, however, some constraints to consider the typical link power 
budgets and wall-plug power consumption are limited. This means, that a modulation 
format with high spectral efficiency, good sensitivity and low complexity is needed. It is 
very hard to optimize all the three conditions at the same time, especially in an IM/DD 
system, where the available signal space is limited by the non-negativity constraint. The 
problem becomes easier if restricted to two parameters at a time, for example spectral 
efficiency and complexity, or spectral efficiency and sensitivity. If implementation in the 
short term is considered, it is important to keep the modulation formats simple to design at 
high baud rates, given the constraints of today’s electronics. It is interesting to consider 
beyond short term constraints and investigate what would be a good modulation format to 
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i.e. maximize the sensitivity, without keeping strict hardware constraints. While 
application of digital signal processing (DSP) at high speed is difficult and implies high 
power consumption today, Moore’s law still applies and new possibilities might emerge in 
the future. Analog electronic equalization was discussed for short-range applications using 
both OOK [68] and was shown practically in [69], multilevel modulation formats were 
discussed in [70, 71], and electronic equalization is already used in active copper cable 
[72]. In the last example, the electronic equalization reduces the requirements for quality 
of the copper cabling, increases the transmission distance and reduces the cost. Once the 
complexity constraints on the electronic processing are moved into a background plane, 
we can consider optimization of more advanced modulation formats for improved 
sensitivity in IM/DD systems. In this work a few modulation formats are covered; simple 
modulation formats such as PAM, interesting for high-speed applications, and partial-
response duobinary. These will be discussed separately throughout the thesis. Other signal 
spaces based on different basis functions are possible, as long as the non-negativity 
constraint is fulfilled. An example of such a modulation format is pulse position 
modulation, which is commonly used in wireless infrared communications [65]. This type 
of modulation is very power efficient, but has rather poor spectral efficiency, so prospects 
of use in links based on MMF are weak. 
2.4.3 Pulse Amplitude Modulation 
Pulse amplitude modulation is the simplest modulation format applicable for 
IM/DD systems, such as short-range optical communications. In fact, OOK (sometimes 
called NRZ) is a special case of PAM, with 2 modulation levels, each representing one bit. 
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𝑟𝑒𝑐𝑡(𝑡 𝑇⁄ ) (2.36) 
where T denotes symbol time duration. For an M-level PAM the symbol waveforms may 
be represented as 
𝑠𝑚 = 𝐴𝑚𝜙0(𝑡) (2.37) 
where 1 < m < M. Note that this describes the optical intensity profile of the pulse, rather 
that the electrical field amplitude. The non-negativity constraint means also that negative 
values of sm are not allowed and therefore all Am values must be positive. An illustration 
of constellation diagrams for OOK, PAM-4, and PAM-8 are shown in Fig. 2.7. Since there 
is only one basis function, the constellation diagram can be presented on one axis. For 
comparison, constellation diagrams of conventional PAM in systems without non-
negativity constraint are included in Fig. 2.7. It is also easy to illustrate the PAM 
modulation in the time domain. Examples of experimental OOK, PAM-4 and PAM-8 eye 
 
Fig. 2.7: Comparison of different PAM-M constellations and their eye 




diagrams are illustrated in Fig. 2.7. Eye diagrams are simple and useful tools for getting a 
quick overview of signal quality and impairments in the system. Both SNR and timing jitter 
can be observed from eye diagrams. Lower SNR is manifested by broadened signal levels, 
and timing jitter is manifested by the widened eye crossings. It is also obvious from the 
eye diagrams that the more modulation levels there are, the higher is the required SNR to 
achieve error-free data transmission. 
2.4.4 Theoretical BER Calculation 
As the number of modulation levels is increased, the spectral efficiency increases. 
If the bit rate is kept fixed, the bandwidth of M-level PAM is reduced by a factor of log2 
(M), compared to OOK [73]. Alternatively, the symbol rate and bandwidth can be kept 
fixed and the bit rate increased. In either case, PAM-M will require more optical power at 
the receiver to reach the same BER as OOK. It is useful to have an analytical expression 
for the expected system BER, as a function of the received optical power. Knowledge of 
the theoretically expected performance enables not only comparison with other modulation 
formats, but also proper evaluation of the experimental results and implementation 










where Iavg is the average photocurrent, σ is the noise variance and davg is the average 
Hamming distance between the labels of adjacent symbols. If Gray labeling is used, davg = 
1. If natural labeling is used it is given by: 





In the case when the bit rate is fixed and the modulation order is increased the optical power 
penalty for using M-level PAM, compared to OOK, expressed in dB is: 




where M is the number of modulation levels [73]. If the symbol rate is fixed, the optical 
power penalty compared to OOK is [74]: 
𝑃𝑝𝑠 = 10 log10(𝑀 − 1) (2.41) 
There is a trade-off between power efficiency and bandwidth efficiency. However, 
if high speed components such as integrated photoreceivers are not available, then the 
penalty for use of photodetectors with voltage amplifiers, rather than transimpedance 
amplifiers outweighs the power penalty due to increased number of levels. Because of the 
relaxed bandwidth requirements on components, multilevel PAM modulation can be useful 
in extending the transmission distance. In fact, PAM was proposed also for increasing the 
transmission distance in SMF [73] and along with equalization for electrical backplane 
connections [75]. In short-range applications PAM, in particular with 4 levels has been 
discussed in the context of polymer fiber links [76, 77]. The possibilities of 
implementation, advantages and drawbacks of PAM applications in MMF and VCSEL 
based links were studied in [70, 78, 79]. 
One of the advantages of PAM is the simplicity of implementation. CMOS circuits 
operating at baud rates up to 56Gbaud have already been developed [80]. In a laboratory 
environment PAM signal can be generated in real time from binary signals. It is particularly 
simple for PAM-4 which can be generated by combining two clock aligned decorrelated 
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binary data streams. One of the streams must be half of the amplitude of the other to get 
PAM-4 at the output. Generation of PAM-4 signal with this method is difficult. 
Conceptually, only one more binary signal source is required. In reality, the signal quality 
generated with such a setup suffers from reflections in the power combiners. Precise signal 
phase control and amplitude is also required. A much better way to generate a PAM-4 or 
possibly PAM-8 signal is to use a dedicated circuit, such as an 8-bit digital to analog 
converter (DAC). 
Experimental BER measurements can be also done in real time using a standard 
error analyzer designed for OOK. The decision threshold has to be set between the levels 
of PAM-4 and the error analyzer has to be programmed with a binary pattern corresponding 
to transitions of given PAM decision threshold. If the measured BER is low, it can be 
assumed that only symbol errors between neighboring levels occur. Thus, the calculation 
of the resulting BER can be greatly simplified. To calculate the theoretical BER values for 
PAM-M systems, consider the symbol error rate (SER) calculation. Assuming that all M 








𝑖=0  (2.42) 
where Pij is the probability of receiving symbol j when symbol i was transmitted [63, Ch. 














Here, Ii denotes the photocurrent at symbol i, and Ith,j is the threshold current, where Ith,0 = 
−∞, and Ith,M = +∞. The remaining decision thresholds are located between the subsequent 
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symbols. The root mean square (RMS) value of the noise current at the symbol i level is 
denoted σi. 
The BER is dependent on the labeling of the symbols. The Gray labeling usually 
provides the best performance [81], but sometimes in experiments it is easier to implement 











𝑖=0  (2.44) 
where the dij is the Hamming distance between the labels of symbols i and j [81]. Assuming 
that the thermal noise is dominating, all symbol levels are equally spaced, and the decision 








where Iavg is the average photodetector current and σ = σi for all i is the RMS noise current. 
For high signal to noise ratios (SNRs), it can be assumed that only errors between adjacent 





The BER can be calculated from the SER values, in high-SNR regime for the naturally 




𝑆𝐸𝑅𝑏𝑜𝑡 + 𝑆𝐸𝑅𝑚𝑖𝑑 +
1
2
𝑆𝐸𝑅𝑡𝑜𝑝  (2.47) 











𝑆𝐸𝑅𝑡𝑜𝑝  (2.48) 
An alternative to this method would be to use a real-time sampling oscilloscope to 
capture the received waveform and calculate the BER offline. The error analyzer based 
approach has the distinct advantage of enabling BER measurements down to 10−12, which 
is important for data communications applications. The lowest BER that can be reached 
using off-line processing in a reasonable time (less than 24 hours) is around 10−7. The 
ability to reach low BER is important because until recently FEC was not accepted in data 
communication applications. On the other hand, offline BER measurement would be 
advantageous in case higher-order PAM, with 8 and more levels, since the manual 
adaptation of the threshold for each measurement is time consuming. 
2.4.5 Effects of RIN on PAM-M 
It is clear how the BER depends on the received optical power, if the main noise 
source is the thermal noise, which in general is AWGN. However, it is not always the 
thermal noise that dominates. The system performance can be dominated by RIN 
originating in the laser, which is dependent on the received optical power. In this case, 
increasing the optical power into the receiver does not mean that a lower BER will be 
reached because the increase received signal power will be accompanied by higher noise 
power.  
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The effects of RIN can be evaluated analytically, by taking it into account in the 
noise variance when calculating the BER. Examples of BER curves for PAM-4, also with 
30 GHz noise bandwidth, with RIN in range from −150dBm/Hz to −134dBm/Hz are 
included in Fig. 2.8. It was assumed that the decision thresholds are equidistant from the 
adjacent symbol levels.  
As the RIN levels are increased, the BER curves start showing progressively higher 
error floors. Naturally, an increased number of levels reduces the RIN level that can be 
tolerated.  
2.4.6 Intersymbol Interference 
Intersymbol interference (ISI) occurs when one symbol interferes with subsequent 
symbols. The sampled received signal values have a form [63, Ch. 9.2] 






Fig. 2.8: Simulated BER curves of PAM-4 with varying RIN and extinction 




where In denotes the transmitted symbols, xn denotes the response of the system, and νk is 
the noise variable. The desired term, corresponding to the transmitted symbol is 
represented by Ik, the term x0 can be treated as a scaling factor. The second term on the 
right hand side is the undesired interference. The effects of ISI on PAM signals can be 
visualized using an eye diagram. An example simulated PAM-4 eye diagram after 
transmission through a channel with Gaussian impulse response with a 3dB bandwidth 
three times higher than the symbol rate is show in Fig. 2.9. For comparison, an eye diagram 
of the same format, but in a channel with 3 dB bandwidth equal to 0.6 of the symbol rate 
is shown in Fig. 2.9. There are two kinds of penalties introduced by the ISI, power penalty 
and timing penalty. Power penalty is due to the vertical eye closing, and the timing penalty 
is due to the horizontal eye closing. 
The power penalty due to the ISI is well understood for OOK systems. The basic ISI 
penalty calculation methods, have been outlined in [83]. The ISI power penalty, expressed 
in dB, for any PAM formats is 









where Em is the worst case eye closure. In case of OOK it is approximated as 






The bit period is denoted as T and the channel 10% – 90% rise-time is denoted as TC. This 
ISI penalty calculation method, which is valid under assumption of a Gaussian channel 
response and rectangular input pulse, was given in [84]. It is used in the IEEE 802.3 link 
budget spreadsheet [85].  
Methods of calculation of the 10% – 90% rise-time for a given system are described 
in [84]. The ISI penalty estimates can be extended to PAM-4. A PAM-4 eye diagrams 
contains three OOK eye diagrams stacked on top of each other. 
Assuming that the channel response is Gaussian, it is easy to observe that for the 
same system rise-time and symbol rate, the eye closure in case of PAM-4 is twice as large 










In a simplistic view of a digital communication system if one wishes to increase the spectral 
efficiency, the only solution is to increase the number of modulation levels. In reality, it 
may be easier and cheaper to increase the signaling rate beyond the channel 3dB bandwidth 
and accept the resulting ISI penalty or to use equalizers. From the point of view of 
sensitivity, it is logical to switch to a higher order modulation format at the point when the 
ISI penalties for a lower order format are larger than the penalty for using more levels. This 
situation is illustrated in Fig. 2.10, where sensitivity penalties for OOK and PAM-4 are 
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plotted against the ratio of the data rate to the channel 3dB bandwidth. The reference point 
for the power penalties is a sensitivity of and OOK system at data rate equal to the channel 
3dB bandwidth. We examine systems with no equalization, equalization and equalization 
with raised cosine pulse shaping. The ISI penalties for OOK do not exceed the sensitivity 
penalty for going to PAM-4 until the point when the bit rate is two times larger than the 
system bandwidth. As more equalization is added to the system, it can take up to three 
times the system bandwidth before OOK exceeds the sensitivity of moving to PAM-4. 
2.5 Equalization, Pulse Shaping, and Forward Error Correction 
2.5.1 Equalization 
Based on the VCSEL and fiber characterization, the power penalties due to ISI from 
CD, MD, laser bandwidth and laser-fiber interactions can be fairly significant. Owing to 
high attenuation values compared to silica-based optical links, the penalty due to the ISI 
 




could be highly detrimental to the performance of MMF-based links. The power penalties 
due to the deterministic ISI effects can be compensated using a simple analog equalizer 
with modest number of taps. The tap-length of the equalizer is an indication of the 
complexity in analog circuitry required to implement the structure and hence of the cost of 
implementing the system [86], [77]. In this work, a digital implementation of the analog 
linear equalizer has been used to compensate for the dispersion-induced ISI. This can take 
place at the transmitter and/or receiver. The linear equalizer, also called a feed-forward 
equalizer, consists of a simple finite impulse response (FIR) structure whose tap weights 
are adjusted to compensate for the channel distortion [88], [89]. Typically, two kinds of 
FFE structures are available: 1) Symbol-spaced equalizer, where the filter taps are 
separated by one whole symbol period; and 2) Fractionally-spaced equalizer in which the 
tap-spacing is some fraction of the symbol period ‘T’. The output of a T/K-spaced 
fractional feed forward equalizer is given by [8]: 
𝑦(𝑡) = 𝑎−𝑁𝑅𝑥 (𝑡 +
𝑁𝑇
𝐾
) + ⋯+ 𝑎−1𝑅𝑥 (𝑡 +
𝑇
𝐾








where a-N … a-1, a0, a1… a+N are the filter tap weights, 𝑅𝑥(𝑡) is the unequalized received 
signal which is given as input to the FFE and ‘K’ represents the fractional delay between 
the taps. Note that +N does not have to equal –N, i.e. the filter needs not be symmetric. 
The filter tap weights are tuned adaptively to match the output to a known training sequence 
by least mean-squares (LMS) algorithm [83] with a given step-size. Once, trained the filter 
weights are static throughout the optic communication. 
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2.5.2 Pulse Shaping 
Throughout the work presented in this thesis, raised cosine (RC) pulse shaping is 
























In Eq. (2.54), T is the symbol period, while β is the roll-off factor. The ISI penalty is data 
rate dependent and is the ratio of the eye height without ISI to that with ISI. It represents 
the extent to which the signal power would have to be increased in order to compensate for 
the reduced noise margin, arising from an ISI induced closing of the eye. As stated before, 
the ISI penalty is [83]: 




where the eye closure penalty can also be expressed as: 




∫ 𝐻𝑝𝐻𝑐𝐻𝐸,𝑇𝑥𝐻𝐸,𝑅𝑥𝐻𝑟 exp(𝑗2𝜋𝑓𝑡𝑜) 𝑑𝑓
𝐵𝑊𝐸𝑄
−𝐵𝑊𝐸𝑄
  − ∫ 𝐻𝑝𝐻𝑐𝐻𝑟 exp(𝑗2𝜋𝑓𝑡𝑜) 𝑑𝑓
∞
𝐵𝑊𝐸𝑄
)  (2.55) 
where to is the sampling instant and M is the number of levels in the signaling. One of the 
advantages of employing RC pulse shaping rather than unshaped (UnS) rectangular NRZ 
pulses is that its lower bandwidth requirement ensures a lower ISI penalty in a bandwidth 
constrained optical link. Hence, Eq. (2.55) may be simplified as follows: 





Thus, unlike the noise enhancement penalty, the ISI penalty does not depend on how 
equalization is split between the transmitter and receiver, but depends on the net 
equalization, namely it depends on 𝐻𝐸,𝑇𝑥𝐻𝐸,𝑅𝑥. Employing higher modulation formats like 
PAM-4 additionally result in sensitivity penalty: 
𝑃𝑚𝑜𝑑 = 10log (𝑀 − 1) (2.57) 
Clearly, employing higher modulation formats are justified when the loss in sensitivity is 
compensated by the reduced ISI penalty owing to the lower signal bandwidth.  
Unshaped NRZ pulse shaping with equalization, near-brick wall receiver filtering 
and optimum sampling at 𝑡𝑜 = 0 results in an eye closure penalty of: 




Eq. (2.58) shows 𝐸𝑚 < 0 for certain low values of bitrate/(link-bandwidth), where this is 
due to the presence of an overshoot, as shown in the simulation results of. This occurs due 
to a concentration of the pulse energy at the center of the pulse for these values of 
bitrate/(link-bandwidth). It should be noted that this is never observed, because it is an 
artifact of the near infinite bandwidth of an ideal unshaped pulse.  
The actual shape of the received nominally unshaped pulse depends on the total 
channel bandwidth. Therefore, we refer to these pulses as PAM-2 (VCSEL modulation is 
distinctly not OOK). Furthermore, we use our measured channel response and denote the 
received waveform after propagation through our channel as unshaped (UnS). Note that 
the IEEE 802.3 standard assumes the transmitter employs Gaussian pulse shaping and 
overall impulse response of the MMF link to be Gaussian shaped. 
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2.5.3 Equalizer Noise Enhancement 
A drawback of using equalizers is that they enhance the system noise while 
correcting channel impairments. Consider the measured combined optical transmitter, fiber 
and optical receiver response, Hc(f). The MMF link, which is dominated by the VCSEL 
response, is shown to be closely approximated by a Gaussian behavior, where the 
frequency response of an mth order Gaussian is exp ((𝑓 𝑓𝑜)⁄
2𝑚
). The noise penalty then 
needs to be determined with a receive filter Hr(f), a noise spectral density N(f) and 
frequency responses 𝐻𝐸,𝑇𝑥 and 𝐻𝐸,𝑅𝑥 for the transmitter pre-emphasis and receiver post-
equalization, respectively. Pre-emphasis and post-equalization jointly compensate for the 
channel response for frequencies up to some BWEQ due to hardware or SNR limitations, 
i.e. equalization compensates such that 𝐻𝐸,𝑇𝑥𝐻𝐸,𝑅𝑥 =
1
𝐻𝑐
 for frequencies up to BWEQ. 
The optical power penalty due to noise enhancement is the ratio of the noise power 
before and after receiver post-equalization [83]: 















)  (2.59) 
where, 
𝑁1 = 𝑁𝑡ℎ𝑒𝑟𝑚𝑎𝑙 + 𝑁𝑅𝐼𝑁 + 𝑁𝐴𝐷𝐶  +  𝑁𝐷𝐴𝐶  (2.60) 
𝑁2 = 𝑁𝑡ℎ𝑒𝑟𝑚𝑎𝑙 + 𝑁𝑅𝐼𝑁 + 𝑁𝐴𝐷𝐶  +  ?̃?𝐷𝐴𝐶  (2.61) 
where 𝑁𝑅𝐼𝑁 and 𝑁𝐷𝐴𝐶  are Power Spectral Densities (PSDs) of the RIN and DAC 
quantization noise added at the transmitter, 𝑁𝐴𝐷𝐶  is  the PSD of the ADC quantization noise 
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added at the receiver, while 𝑁𝑡ℎ𝑒𝑟𝑚𝑎𝑙  accounts for the all the thermal noise added by the 
link shown. It should be noted that ?̃?𝐷𝐴𝐶  is the PSD of the DAC quantization noise after 
pre-emphasis. In this theoretical analysis, the digital receive filter is presumed to have the 
same bandwidth limitation as the equalizer, i.e. BWEQ, and an ideal low-pass filter shape. 
Hence the second term in the numerator of Eq. (2.59) is negligible. 
A DAC (8-bit architecture) imposes significant white noise resulting in an effective 
number of bits (ENOB) of ~5.2. The RC pulse shaping and subsequent pre-emphasis are 
done in the digital domain with 8-bit resolution and prior to the DAC. Hence, any 
quantization noise added by this filtering process is overwhelmed by the white thermal 
noise imposed by the DAC and the subsequent link components.  
Similarly, a typical ADC has an architecture of 8 bits and an ENOB of ~4.5-5, also 
exhibiting a white noise behavior. Modern wideband DACs and ADCs are typically 
dominated by thermal noise and that quantitation noise and jitter are not the limiting noise 
sources. Thus, these devices exhibit white noise and an ENoB that is essentially frequency 
independent. 
Furthermore, it is reasonable to model RIN and shot noise as having white PSDs. 
Hence, the experimental link has a net noise which is not quantization noise limited and 
has a near-white PSD. Note that the minimum ENOB requirement to avoid a quantization 
penalty for a four level modulation format is ~3.8 [91]. Thus, the noise spectrum of Eq. 
(2.59) can be assumed to be white with 𝑁1 ≈  𝑁2. 
Equations () reveal that if the link is not limited by the bit resolution of the DAC, 
then the DSP induced noise enhancement is mostly a result of the receiver post-equalization 
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and not transmitter pre-emphasis. In such a case, 𝐻𝐸,𝑅𝑥 = 1 and 𝐻𝐸,𝑇𝑥 =
1
𝐻𝑐
 . On the other 
hand, the noise enhancement is maximum (worse case noise enhancement) when the entire 




2.5.4 Forward Error Correction 
The Reed-Solomon (RS) codes, introduced in 1960 [92], are one of the most 
popular classes of error correcting codes, used in many communication technologies. 
Hardware implementations of RS codes have been studied and optimized over many years. 
The performance of RS FEC was investigated e.g. in [93]. 
The RS code with n-symbol-long codewords, each symbol of length q bits, can 
correct t = (n − k)/2 symbol errors, where k is the number of payload data symbols. The 
code rate is k/n. For the common RS(255,239) code, n = 255, k = 239, t = 8 and q = 8. The 
rate is 239/255 = 0.94 and the overhead is 16/239 = 6.7%. The error rate at the output of 
the decoder can be calculated as a function of the bit-error rate at the input of the decoder. 
Assuming that the error probability at the input BERin is independent over all the bits in 
the FEC codeword, the incoming symbol error rate is: 
𝑆𝐸𝑅𝑖𝑛 = 1 − (1 − 𝐵𝐸𝑅𝑖𝑛)
𝑞 (2.60) 
Under assumptions that the decoder corrects all errors up to t symbols and detects all errors 







𝑖 (1 − 𝑆𝐸𝑅𝑖𝑛)
𝑛−𝑖 (2.61) 
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The output bit-error rate can be calculated from the output symbol error rate by inverting 
the step: 
𝐵𝐸𝑅𝑜𝑢𝑡 ≈ 1 − (1 − 𝑆𝐸𝑅𝑜𝑢𝑡)
1/𝑞 (2.62) 
The overhead for a Reed-Solomon (RS) error correction has been included in the 
raw link speed. Several considerations are taken for choosing an appropriate FEC 
including: total latency, overclocking, and implementation penalty. We assume the RS 
(544, 514, 15, 10) FEC code will be implemented, which is in accordance with IEEE 
802.bm standards for PAM-4 [95]. An over-clocking rate of 3 percent is included in all 
data that uses RS FEC. Since all equalization is not feed-forward (FFE), we count errors to 




CHAPTER 3.  
EFFECTS OF VCSEL MODE COMPETITION ON FIBER 
COMMUNICATION SYSTEMS 
The growing demand for bandwidth in short reach optical links has resulted in a 
need to increase the data rates of multimode fiber links [96], [97]. As long-haul and metro 
fiber optic links have begun deploying 100GbE systems, the need to upgrade short-reach 
optical links for local and storage area networks to keep pace has prompted the 
development of 400G Gigabit Ethernet standards. One prominent standard developed is 
400GBASE-SR16, utilizing 16 parallel ~25 Gbps lanes with vertical cavity surface 
emitting lasers (VCSELs) over multimode fiber (MMF). Some investigations on VCSEL-
based MMF links have indicated that the MPN penalty is a limiting noise factor for 
realizing longer reaches of MMF links [61]. Currently, the IEEE 802.3bs standard link 
model uses a worst-case kmpn parameter of 0.3 which makes the MPN penalty contribution 
significant to the total penalty of the link [2], and suggests that links of 50Gbps over >100m 
are nearly impossible due to the noise penalty. For this reason, it was important to study 
the noise characteristics of VCSELs and factors effecting it in more detail. MMF must be 
treated from a statistical perspective due to variations in modal bandwidth that result from 
the interaction of the VCSEL-launched fiber mode power distribution (MPD) with the 
fiber’s differential modal delay (DMD), both of which exhibit significant variation while 
remaining within their respective specifications [45, 98].  
The performance of VCSEL-based optical links is mainly limited by the penalty 
due to dispersion and penalty due to the noise in the VCSEL output. VCSEL noise has two 
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aspects to it: Fluctuations in the composite power output or the relative intensity noise 
(RIN) and random fluctuations of optical power among different transverse modes of the 
VCSEL. The multi-mode nature of VCSELs used in data centers and LANs results in 
random fluctuations among the different transverse modes due to mode competition [4, 
57]. These random fluctuations manifest as a random timing jitter due to the wavelength-
dependence of the group velocity which is different for different modes. This random jitter 
results in an amplitude variance at the optimal sampling instant, and is referred to as mode 
partition noise. Ogawa [57] proposed, using simplified assumptions, a simple model to 
estimate the variance due to MPN in single-mode and multi-mode fiber links which was 
then used by Agrawal [59] to derive closed-form expressions for the power penalty due to 
MPN under additional idealizing assumptions. This extended Ogawa-Agrawal (O-A) 
model is the basis for the model used by the IEEE standards group to estimate high-speed 
VCSEL-based MMF link performance [4]. It uses major assumptions which are listed in 
2.3.3, but here we will focus on: 




i=1 = 1       (3.1) 
2) The cross-correlation parameter, γcc of the power fluctuations between any two 




= constant for all i ≠ j   (3.2) 
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3) The power in a given mode remains constant throughout the duration of a bit 
period. 
The variance for the normalized power in each mode is thus calculated by the O-A 
model in a heuristic manner following above assumptions [58] without any consideration 
of the physical basis of how the modes actually fluctuate inside a laser. For a VCSEL, 
however, the lasing transverse modes continuously compete for gain in the active region. 
Consequently, the extent of intensity overlap between the spatial distributions of any two 
modes is a primary factor determining the cross-correlation coefficient (rij) of those modes. 
Thus, the random fluctuations among different VCSEL modes result from a complicated 
interaction of mode profile and various mode-coupling mechanisms. Additionally, these 
correlations in the mode power fluctuations impact the value of RIN for the device. Thus, 
each of the assumptions 1) - 3) are violated when the standard MPN model is applied for 
VCSELs. 
Another assumption in the O-A model for MPN is that the modes in a VCSEL are 
all anti-correlated. Our experiments [9] showed different kmpn measured from the statistics 
in each transverse mode of an 850nm VCSEL, contrary to the standard model assumption. 
Similar experiments have measured the correlated fluctuations between polarization modes 
of a VCSEL [99], and correlations between transverse modes of an optically injected 
VCSEL [100]. However there has never been an experimental demonstration of accurately 
measuring the cross-correlations and determining the actual kmpn parameter. 
In this Chapter, we develop a novel method to measure the cross-correlations 
between transverse VCSEL modes. The cross-correlations are then used to recalculate kMPN 
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values for two different VCSEL wavelengths. We then determine that the RIN of the laser 
is actually fiber dependent, and demonstrate how the RIN increases with fiber transmission. 
Based off these findings, we study how fiber effects VCSELs with different numbers of 
optical mode sets ranging from 3 to 10 and determine there could be an optimum number 
of modes for a VCSEL and thus an optimum aperture size. 
3.1 Noise in VCSEL Based Links 
Through a novel measurement system, we reported direct measurement of 
correlation properties of transverse modes for VCSELs of different wavelengths. We 
demonstrated that VCSELs have low kmpn with all measurements <0.06, consistent with 
link experiments using multimode VCSELs coupled through multimode fiber. This finding 
demonstrates the use of k=0.3 is very conservative and a lower worst case of 0.15 is 
justified, as well as indicating that data rates beyond 50Gbps are possible. We investigate 
both 850nm and 900nm VCSELs 
3.1.1 Covariance and Correlation Properties among VCSEL Modes 
The full statistics of mode-fluctuations in a VCSEL lasing with ‘M’ transverse 
modes can be completely described by a covariance matrix (COV) of the normalized 
instantaneous mode powers {𝑎𝑖}𝑖=1
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Here, vari = 〈𝑎𝑖
2〉 − 〈𝑎𝑖〉
2 is the variance of the fluctuation from mean value of the 
ith VCSEL mode and covij = 〈𝑎𝑖𝑎𝑗〉 − 〈𝑎𝑖〉 〈𝑎𝑗〉 is the covariance of modes i and j. Note 
that, unless stated otherwise, all references to modes in the rest of this paper refers to the 
transverse modes of the VCSEL. The notation {𝑎i}𝑖=1
𝑀  is the same as that used in O-A 
model with the exception that the instantaneous sum of the mode powers is no longer 
assumed constant, e.g., ∑ 𝑎i𝑀𝑖=1 ≠1. Instead, we assume that ∑ 〈𝑎𝑖〉
̅̅ ̅̅ ̅𝑀
𝑖=1 =1, i.e. the sum of 
the average mode powers is constant. The COV matrix completely captures the noise 
properties of a laser. 
The cross-correlation of the noise can be calculated using the COV matrix and 








where 𝑎𝑖(𝑡) represents the normalized (∑〈𝑎𝑖〉 =1) instantaneous optical power in the ith 
mode, 𝑎𝑗(𝑡 + 𝜏) is the time-delayed version of the instantaneous power in the jth mode, <
> is the time average operator, and 𝜎𝑖, 𝜎𝑗 are the standard deviations of the 𝑎𝑖(𝑡), 𝑎𝑗(𝑡). 
The resulting Rij(τ) ranges between -1 to 1, and is a measure of the correlation between 
noise in ith and jth modes, where -1 represents a pure anti-correlation and 1 represents a 
pure correlation. 
It has been recognized that chromatic dispersion and DMD can act in a 
compounding or compensating fashion [9]. At these wavelengths, the fiber has normal 
chromatic dispersion (Dispersion parameter, D <0), with the higher order VCSEL modes 
(shorter wavelengths) exhibiting lower group velocity than the lower order VCSEL modes 
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(longer wavelengths). Additionally, higher order VCSEL modes tend to couple more 
efficiently to higher fiber modes leading to mode spectral bias. Thus, so called left sloped 
DMD (L-MMF, higher order fiber modes arriving earlier than lower order VCSEL modes) 
can experience a compensating effect between CD and DMD when a VCSEL with multiple 
modes is employed. Right sloped fiber (R-MMF) on the other hand tends to have both CD 
and DMD act to delay the higher modes (shorter wavelengths). Thus, we distinguish 
between these two types of fibers, which may be characterized by the same EMBc but still 
yield different net dispersion. 
For both the 850nm and 900nm VCSELs, correlations were calculated from the 
measured variances and covariances for all mode pairs in a back to back link and with two 
different 100m multimode fibers, a 2.05GHz-km EMBc L-MMF and a 2.10GHz-km EMBc 
R-MMF. The two fibers have identical attenuation of 0.88dB including coupling loss. 
The 850nm VCSEL modes exhibit mostly anti-correlations, which decrease in 
strength with increasing mode number difference. The cross-correlations Rij(t) for two 
example mode pairs of the 850nm VCSEL biased at 8mA (2.16mW) are shown in Fig. 3.1. 
 
Fig. 3.1: (a) Cross-correlation of mode pair 3, 4 in back to back setup and after 100m 
of L-MMF and 100m of R-MMF; (b) Cross-correlation of mode pair 2, 4 in back to 
back setup and after 100m of L-MMF and 100m of R-MMF. 
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R34 exhibits anti correlation while R24 exhibits a positive correlation. For all back to back 
cases, the correlations peaked at the same t=0. The back to back (negligible dispersion) 
correlations decrease to ½ strength at t=0 within a few hundred picoseconds. This temporal 
duration of the correlation is related to the equilibration time of the gain medium. 
Two observations from the measured correlations after fiber propagation were that 
firstly, the peak magnitudes shifted to t<0 and secondly the peak magnitudes were smaller. 
Following Eq (2), t<0 corresponds to the jth mode lagging the ith mode. Thus, when the 
correlation peaks at t<0 the jth VCSEL mode has experienced a slower average group 
velocity. The peaks themselves also decrease due to the net dispersion of the fiber. The R-
MMF exhibit the most reduction, where this is consistent with the R-MMF having the 
larger net dispersion. 
The temporal shift in peak correlation contributes to the decreased correlation 
experienced within any given symbol period since the symbol temporal width of 25Gbaud 
is small compared to the time scales of Fig. 3.1. In the case of the L-MMF, the peak cross-
correlation shifts only slightly due to lower net channel dispersion from the counteracting 
DMD and CD effects. In contrast, the R-MMF has a significant shift due to the 
compounding effects of the DMD and CD. Mode 4 is seen to experience the largest average 
group delay. 
Table 3.1 lists the τ=0 correlations for all mode pairs for btb and both L-MMF and R-
MMF for the 850nm VCSEL. Each mode pair has its correlation reduced by at least 25% 
after propagation in 100m of fiber and in one case we observe that the mode pairs have 
become essentially uncorrelated. This decrease in correlation will necessarily impact the 
aggregate RIN which relies on anti-correlation between modes to reduce the RIN below 
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that of the sum of the individual variances and will be discussed in Section 3.1.3. 
VCSEL and VCSEL-MMF behavior was also observed with 900nm VCSELs, 
Table 3.2, where 10mA (2.95mW) of bias was used to ensure 4 lasing VCSEL modes. For 
the 900nm VCSEL only the adjacent mode pairs are anti-correlated and all non-adjacent 
mode pairs are positively correlated.  Mode pair 1, 4 is essentially uncorrelated. The 
additional positive correlations seen in the 900nm VCSEL will have an effect on the noise 
of the VCSEL and be discussed in Section 3.1.3. Similar to the 850nm VCSEL, we observe 
a reduction in correlation across all mode pairs after propagation through fiber with the R-
MMF again yielding the larger reduction and both L-MMF and R-MMF producing a larger 









Modes Rij Rij Rij 
1,2 -0.61 -0.58 -0.45 
1,3 -0.16 -0.12 -0.04 
1,4 -0.10 -0.07 ~0 
2,3 -0.25 -0.24 -0.10 
2,4 0.24 0.18 0.15 
3,4 -0.58 -0.52 -0.38 
 









Modes Rij Rij Rij 
1,2 -0.44 -0.37 -0.29 
1,3 0.20 0.13 0.06 
1,4 0.01 ~0 ~0 
2,3 -0.27 -0.19 -0.10 
2,4 0.17 0.10 0.05 
3,4 -0.25 -0.20 -0.14 
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reduction than that observed with the 850nm VCSEL. This is consistent with the expected 
larger net dispersion at 900nm in the MMF due to the anticipated larger DMD. 
Higher capacity VCSEL-MMF links can be achieved using multi-level modulation 
while still retaining the simplicity of direct modulation and direct detection. Indeed, new 
deployments using PAM-4 are proposed [101, 102]. Each intensity level may have a 
different RIN and MPN resulting from the different photon density and different number 
of lasing modes. Therefore, we investigate the noise correlations over a wide range of bias 
to fully quantify the VCSEL noise properties and potential impact on link performance. 
Using the 900nm VCSEL we determined the cross-correlations at 4 different bias 
points corresponding to 4 intensity levels of a PAM-4 format. The peak cross correlations 
of the 900nm VCSEL at these bias points are listed in Table 3.3. At the three lower bias 
currents 3.5mA, 5mA, and 8mA, only three modes exhibit measurable power. Furthermore, 
for these three modes, the anti-correlations and positive correlations increase as the bias 
increases and peak just as a fourth mode begins to lase. This drop in correlation with the 
introduction of the fourth mode is most likely linked to additional gain competition and 
spatial hole burning effects. Most importantly, the cross-correlations go through a 
Table 3.3: 900nm Cross-Correlations at four Bias points 
Back to 
Back 
3.5mA 5mA 8mA 10mA 
Modes Rij Rij Rij Rij 
1,2 -0.28 -0.37 -0.63 -0.44 
1,3 0.29 0.27 0.37 0.20 
1,4 - - - 0.01 
2,3 -0.49 -0.55 -0.60 -0.27 
2,4 - - - 0.17 
3,4 - - - -0.25 
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significant variation with bias indicating that there are large differences of MPN and RIN 
penalties among the different modulation levels. 
3.1.2 KMPN Calculations 
The determination of kmpn as defined by O-A model is limited by our observations 
that VCSEL modes do not conform to the underlying assumptions of this model. However, 
we can estimate kmpn for those mode pairs that are anti correlated and can therefore 
provide an estimate of an effective kmpn that can be used to estimate link performance.  
The O-A model enables kmpn to be calculated by two different methods [57]. First, 
as a two mode correlation (TMC) where in the MPN standard deviation is proportional to 
kmpn which can be written in terms of the back to back 𝑅𝑖𝑗 as: 




Again, all modes are presumed anti-correlated [11], thus  𝑅𝑖𝑗 is presumed negative. The 
second square root represents the product of the standard deviations of modes i and j 
normalized to their respective powers. Ultimately, kmpn, is a re-normalized correlation of 
the joint standard deviations of modes i and j. Lastly, the assumptions of the O-A model 
yield the same kmpn for all mode pairs used in Eq. (3.5). Clearly, for VCSELs this is not 
the case. 
In the second method, kmpn is determined from the variance of a single mode 









where the numerator represents the variance in the ith mode. In this form the real time data 
𝑎𝑖 must be free of all correlated noise. Thus we remove the receiver noise (thermal and 
shot) and the measured aggregate RIN contribution. The denominator was calculated from 
measured time averaged power spectrum, {ai}. The variance is then weighted with the 
{〈𝑎𝑖〉}. We include this method since it is the most commonly used to determine kmpn 
because it is experimentally convenient and allows for kmpn measurements with 
modulation.  
The calculated kmpn for both the 850nm at 8mA and 900nm at 10mA are listed in 
Table 3.4. The absence of an entry in Table 3.4 indicates a mode pair that is uncorrelated 
or positively correlated. We observe that, although kmpn varies by method, mode pair and 
mode number, all determinations of kmpn are less than 0.06 for both the 850nm and 900nm 
VCSELs. Thus, despite the variations of the kmpn, all of the estimates are substantially lower 
than the worst case kmpn of 0.3 used in the 802.3 IEEE standard and fiber channel standard 
[4]. In some cases, the kmpn is less than 0.03. We also examined additional VCSELs at both 
wavelengths and observed similar results with kmpn never exceeding 0.062. Importantly, 
these low kmpn are consistent with our previous link experiments as well as with other 
published link results [103, 104]. 















1,2 0.052 0.038 1 0.040 0.031 
1,3 0.024 - 2 0.050 0.029 
1,4 0.020 - 3 0.057 0.017 
2,3 0.035 0.019 4 0.026 0.028 
2,4 - - - - - 
3,4 0.059 0.024 - - - 
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We also calculated the kmpn for the 900nm VCSELs at the four biases previously 
described. Using the cross-correlations listed in Table 3.3 the kmpn for the various methods 
and modes are listed in Table 3.5. In all cases kmpn is strictly less than 0.06. 
We also observe a noticeable decrease in kmpn when the fourth VCSEL mode lases 
at 10mA bias. This follows the decreased correlation already identified in Table 3.3. Again, 
these kmpn are much lower than the currently assumed worst case value used for standards 
efforts. The decreased kmpn associated with four lasing modes compared to 3 lasing modes 
may be expected to yield a performance improvement, however, it is likely that the extreme 
modes, 1 and 4 or 1 and 3 may dominate the MPN limited performance since these modes 
are most likely to be dispersed to the symbol edges first. However it is noted that the 
extreme mode pair 1, 4 is always weakly correlated. It is not clear if it is more beneficial 
to have fewer mode pairs with lower kmpn, but experimentally it does not appear that one 
level of PAM-4 degrades faster as more fiber length is introduced. Therefore, the change 
in kmpn between different biases of a VCSEL may not be significant. 










1,2 0.042 1 0.045 
2,3 0.047 2 0.040 
-  3 0.034 
5mA 
1,2 0.044 1 0.037 
2,3 0.037 2 0.041 
-  3 0.029 
8mA 
1,2 0.050 1 0.022 
2,3 0.040 2 0.059 
-  3 0.047 
10mA 
1,2 0.038 1 0.031 
2,3 0.019 2 0.029 
3,4 0.024 3 0.017 




3.1.3 RIN Measurement from Correlations 
The directly measured variance and covariance allows us to calculate the effective 
RIN without making additional measurements or assumptions. Furthermore, the effective 
RIN can be determined in any link configuration, back to back or over varying lengths of 
fiber. The effective RIN is calculated directly from the measured covariance matrix 
elements using: 
10
𝑅𝐼𝑁 (𝑑𝐵 𝐻𝑧⁄ )
10 ∙ ∆𝑓 = ∑ 𝑣𝑎𝑟𝑖
𝑁
𝑖=1 + ∑∑ 𝑐𝑜𝑣𝑖𝑗𝑖≠𝑗  (3.7) 
where var𝑖 = 〈𝑎𝑖
2〉 − 〈𝑎𝑖〉
2 and 𝑐𝑜𝑣𝑖𝑗 = 𝑅𝑖𝑗(𝜏 = 0)𝜎𝑖𝜎𝑗. Note that since the variance and 
covariance are in terms of 𝑎𝑖 and 𝑎𝑗, the average power term is unnecessary as the averaged 
instantaneous power sums to 1, e.g. ∑ 〈𝑎𝑖〉
𝑀
𝑖=1 =1.  
A significant difference from standard RIN measurements is that the VCSEL noise 
statistics are added together by mode and mode pair rather than measured as an aggregate 
power. Thus, terms from the individual modes mixing in the receiver photodiode are not 
included; however, the VCSEL transverse modes are generally >150GHz apart and lose 
coherence with each other after a short distance (<5cm). Therefore neglecting these terms 
should have little impact on the RIN.  
Use of a RIN parameter suggests the RIN is white noise or the effects can be 
captured as an effective white noise. The frequency dependence of the RIN can be 
computed from the COV matrix by the Fourier transforms of the auto-correlations and 
cross-correlations of the modes and mode pairs respectively, however it is desirable to 
retain the simplicity of the RIN parameter as is commonly used. 
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Since the cross-correlations are primarily anti-correlated, the covariance terms of 
Eq. (5) generally subtract from the sum of the individual variances and result in a lower 
RIN. In other words, the strength of the anti-correlations are significant factor for obtaining 
a low RIN and any disruption of this results in a larger RIN. Since the anti-correlation 
strengths decrease after fiber propagation the effective RIN will increase. 
From the cross-correlations of the 850nm VCSEL through fiber and the standard 
deviations of the modes measured at the end of the fiber, we estimate that the effective RIN 
increases by 1dB/Hz for 100m of L-MMF and 3dB/Hz for R-MMF compared to the back 
to back case. Similarly, the cross-correlations for the 900nm VCSEL (Table 3.2) and the 
standard deviations of the modes measured at the end of the fiber, we estimate that the 
effective RIN increases by 1 dB/Hz for L-MMF and 2 dB/Hz for R-MMF compared to the 
back to back case. Due to the additional positive correlations for the 900nm VCSELs, the 
back to back RIN was higher than the 850nm VCSEL RIN. However, also due to the 
additional positive correlations, the RIN did not increase as much through fiber in the 
900nm case, as the dispersive effects reduce the noise by decorrelating the positive 
correlations thus reducing their magnitude. The 850nm VCSEL through L-MMF still had 
a lower effective RIN than the 900nm VCSEL back to back, but all effective RINs were 
below -140dB/Hz. We conclude that in order to minimize RIN enhancement when using 
VCSELs with many anti-correlated modes, an L-MMF is best suited for the link. However, 
if the VCSEL has nearly equal positive and anti-correlations, the type of fiber does not 
affect the RIN significantly. 
We confirmed these effects by directly measuring the effective RIN at the link end, 
Fig. 3.2(a), which shows the average effective RIN increases by 1dB/Hz for L-MMF and 
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5dB/Hz for R-MMF. Note that the RIN increase is predominantly observed at high 
frequencies. We experimentally quantified the impact on an OOK link using the two fibers 
at 34Gbps with 3.3 ER at 8mA bias using the 850nm VCSEL. We use our same end-to-
end link model as used in section IV to calculate the MPN penalty. Using the known link 
parameters and kmpn = 0.03, we demonstrate that an increased RIN parameter is required to 
match the theoretical results with experimental data, confirming the phenomenon of RIN 
enhancements due to fiber, Fig 3.2(b). Specifically, we observe an increase in RIN of 4 
dB/Hz for the R-MMF and a 3 dB/Hz RIN difference between L- and R-MMF, resulting 
in a BER floor at 10-8 for R-MMF while L-MMF is able to support error-free 
communication. This increased RIN penalty of 3dB for R-MMF as compared to L-MMF 
is a substantial link penalty for high-speed VCSEL links. 
3.2 Optimum VCSEL Apertures 
The power efficiency, low cost, and high density capabilities of VCSEL-based 
transceivers make them a key component of short reach interconnects. The IEEE802.3bs 
standard focuses on 25GBd PAM-2 and PAM-4 MMF links requiring 16 and 8 fibers for 
400Gbps links, respectively. Next generation links will most likely focus on fewer MMF 
 
Fig. 3.2: (a) Measured RIN parameter of back-to-back vs. 100m R-MMF vs. 100m L-
MMF; (b) 34Gbps OOK link BER analytic model vs. experiment. 
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pair solutions by using wideband multimode fiber (WBMMF), short wavelength division 
multiplexing (SWDM), and faster line rates. In the case of PAM-4, these data rates were 
demonstrated with multiple aperture VCSELs. However, there was a difference in 
maximum error-free data rates between the VCSEL apertures that was not specific to mode 
partition noise (MPN), extinction ratio (ER), or VCSEL RMS spectral width [105]. Rather, 
the dispersion the VCSEL modes experience in the fiber differs between the VCSEL 
aperture sizes, and results in different noise enhancement effects. 
In this section, we demonstrate through direct measurement of 850nm VCSELs 
with four different apertures, that i) the transverse mode correlations are stronger when 
fewer modes are present i.e. smaller apertures and ii) the mode correlations degrade more 
quickly due to dispersion when there are fewer modes. Thus the initial RIN is lower (better) 
for smaller aperture VCSELs but the observed RIN at a receiver is more sensitive to link 
dispersion for smaller apertures. This results in an optimum aperture size which depends 
on total link dispersion. We then show, through experiment, RIN degradation in 100Gbps 
error-free PAM-4 links and compare the noise enhancement effects of the different aperture 
VCSEL. These results demonstrate that VCSELs with a smaller aperture are more 
susceptible to RIN enhancement due to the stronger anti-correlations and fewer mode 
groups and that there is an optimum aperture size. 
3.2.1 Experimental Setup 
The VCSELs used in this study were 3rd generation high-speed VCSELs fabricated 
at Chalmers University. The 850nm VCSELs have aperture diameters of: 5, 7, 9, and 11μm. 
The VCSELs support 3 to 10 mode groups depending on aperture size, are biased with 
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similar current densities. Each achieves data rates of at least 60GBd PAM-2 over 100m 
WBMMF and 90Gbd PAM-4 over 100m WBMMF. The mode separation process, Fig. 1a, 
provides >15dB of isolation from adjacent transverse modes while still retaining the 
complete spectral content of each mode set. Details of the experiment are similar to 
reference 4. The setup is calibrated so back-to-back peak correlations coincide with τ=0. 
The measured spectral RMS of the VCSELs are 0.698nm, 0.763nm, 0.869nm, and 0.949nm 
for the 5μm, 7μm, 9μm, and 11μm VCSELs, respectively. The fiber for link tests was 
LaserWave FLEX WideBand Multimode Fiber [103]. This WBMMF provides more than 
4.7MHz-km effective modal bandwidth (EMBc) over the 850nm to 940nm wavelength 
range. This specific fiber was optimized near 900nm wavelength, making it slightly left 
tilted at 850nm. The link loss was ~0.78dB including connectors. Here, the term left tilted 
refers to the slope of the differential mode delay (DMD), where high-order modes travel 
faster than low-order modes and the DMD reduces the effects of chromatic dispersion from 
the fiber. 
3.2.2 Cross-Correlations 
The cross-correlation coefficient of the intensity noise, 𝑅𝑖𝑗(τ), is calculated using 
400k synchronously captured noise samples from all mode pairs for each VCSEL and the 









Here, 𝑎i(t) and 𝑎j(t + τ) represent the instantaneous power in the i
th and jth mode and 
σi  and σj are the standard deviations of the i
th and jth mode. The correlations are determined 
 
 
Fig. 3.3: (a) Correlations R12, R23, and R13 for the 5μm aperture VCSEL; (b) correlations R12, 
R34, and R25 for the 7μm aperture VCSEL; (c) correlations R12, R23, and R24 for the 9μm aperture 
VCSEL; (d) correlations R12, R16, and R78 for the 11μm aperture VCSEL. 
Table 3.6. Cross-correlations of 5μm and 7μm aperture VCSELs 
Mode 1 2 3 4 5 
1 - -0.62 -0.35 -0.20 0.08 
2 -0.71 - -0.43 -0.24 0.15 
3 -0.68 0.64 - -0.36 -0.18 
4 - - - - -0.23 
 
Table 3.7. Cross-correlations of 9μm and 11μm aperture VCSELs 
Mode 1 2 3 4 5 6 7 8 9 10 
1 - -0.42 -0.24 0.19 -0.27 -0.11 0.04 ~0 ~0 ~0 
2 -0.51 - -0.34 0.20 -0.31 0.07 0.06 0.03 ~0 ~0 
3 0.22 -0.35 - -0.15 0.18 -0.28 -0.13 -0.08 -0.05 ~0 
4 -0.31 0.16 -0.28 - -0.13 -0.24 0.06 -0.19 0.07 -0.07 
5 -0.12 0.14 -0.17 -0.27 - -0.29 -0.23 -0.17 0.16 0.10 
6 -0.05 0.05 -0.19 -0.15 -0.21 - -0.17 0.18 -0.14 -0.13 
7 ~0 ~0 0.09 -0.20 -0.26 -0.25 - -0.16 0.14 0.12 
8 - - - - - - - - -0.29 -0.25 




for all mode pairs in both a back to back setup and after 100m of WBMMF. The number 
of supported modes vary between VCSEL apertures, where the 5μm VCSEL supports 3 
mode groups and the 11μm VCSEL supports 10 mode groups. Note that in all VCSEL 
apertures, not every spectral peak signifies an independent mode. Some modes have 
multiple spectral peaks due to mode degeneracies. The 5μm aperture VCSEL has three 
mode correlations, where all modes exhibit strong correlations. The dominant lowest mode 
is anti-correlated with both higher modes which are positively correlated, Fig. 3.3a. The 
7μm aperture VCSEL supports 6 modes, leading to more complex gain competition, 
several correlations are shown in Fig. 3.3b. As the VCSEL apertures increase to 9μm and 
11μm, this trend continues as shown in Fig. 3.3c and 3.3d. The strength of the correlations 
generally decrease since there is gain competition among more modes and any two specific 
modes exhibit less correlation, Table 3.6 and 3.7. Furthermore, in the largest aperture 
VCSELs, the spatial overlap between the lowest and very highest mode groups are smaller 
making the mode groups essentially uncorrelated (correlations with ~0). Importantly, all 
VCSEL apertures support both anti-correlations and positive correlations, and the largest 
anti-correlations are between the first few modes. The larger anti correlations of the smaller 
aperture VCSELs contributes to the observation that the RIN is generally lower with 
smaller apertures. Lastly, we note that mode partition noise (MPN) is associated with anti-
correlated modes and is therefore expected to be higher in the fewer mode, smaller aperture, 
VCSEL. 
3.2.3 RIN Enhancement from Fiber 
The net RIN is the sum of the variances plus a term that accounts for correlations 
(which are time dependent). We assume the RIN is white noise across the bandwidth: 
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10
𝑅𝐼𝑁 (𝑑𝐵 𝐻𝑧⁄ )
10 ∙ ∆𝑓 = 𝑣𝑎𝑟𝑅𝐼𝑁 = ∑ 𝑣𝑎𝑟𝑖[𝑊]
𝑁
𝑖=1 +∑∑ 𝑐𝑜𝑣𝑖𝑗[𝑊]𝑖≠𝑗  (3.9) 
where, 𝑣𝑎𝑟𝑖 = 〈𝑎𝑖
2〉 − 〈𝑎𝑖〉
2  and, 𝑐𝑜𝑣𝑖𝑗 = 𝑅𝑖𝑗𝜎𝑖𝜎𝑗 (3.10) 
Here the ai are normalized such that ∑ 〈𝑎𝑖〉
𝑀
𝑖=1 =1. From Fig. 3.3, we observe that the 
dispersive nature of the fiber significantly reduces the cross-correlations between the 
modes. In the case of the 5μm aperture VCSEL, Fig. 3.3a, the correlations are significantly 
reduced after 100m. Compared to the case of larger apertures 7μm, 9μm, and 11μm 
VCSEL, Fig. 3.3b, 3.3c, and 3.3d, the correlations decay slightly slower. This is most likely 
the result of the initially lower correlation and the different “mixing” effects the higher 
order modes experience when coupling to higher fiber modes. The result of this difference 
in loss of correlation is a difference in the susceptibility to RIN enhancement among 
different VCSEL apertures. The correlations experience most of their reduction due to 
dispersion and not timing delay between the mode groups. The RIN was computed with 
both the variances and covariances of each mode and the aggregate signal, Table 3.6 and 
3.7. The 5μm and 9μm aperture VCSELs had an initial (no fiber dispersion) RIN of -
 
Fig. 3.4: (a) BER for 100Gbps RC PAM-4 using 5μm aperture VCSEL; (b) BER for 
100Gbps RC PAM-4 using 9μm aperture VCSEL; (right) eye diagrams comparing 9μm 





Table 3.8: Measured RIN and enhanced RIN for all VCSEL apertures 
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151dB/Hz and -150dB/Hz. All VCSELs experience an increased RIN after propagating 
thru fiber. The results of the computed aggregate RIN are confirmed by direct measurement 
of RIN using a high bandwidth real-time scope, Table 3.8. From our link BER experiments, 
we experimentally quantify the impact on a raised cosine (RC) PAM-4 signal at 100Gbps 
with setup similar to reference [105]. Consistent with Table 3.8, the 7μm VCSEL performs 
best. Figure 3.4 shows the BER and eye diagrams for the 5 and 9μm VCSELs. The 5μm 
aperture VCSEL degrades faster than the 9μm VCSEL with increased fiber length. The 
5μm VCSEL does not reach 100m at 100Gbps PAM-4 error-free, Fig. 3.4a, while the 9μm 
aperture VCSEL reaches nearly 150m error-free, Fig 3.4b. This is consistent with the 
observed eyes of the 5μm VCSEL at 100m and the 9μm at 150m. More importantly, a noise 
floor develops much quicker in the smaller aperture VCSEL due to the dispersion effects 
on the heavily anti-correlated pairs and possibly due to MPN contribution. The 5μm 
VCSEL will experience a greater penalty due to MPN than the 9μm VCSEL, which will 
appear as a timing jitter and will not necessarily be accounted for in the variance 
measurements. Therefore, among this set of VCSELS the 7μm aperture is an optimum size 




CHAPTER 4.  
VCSEL DATA COMMUNICATION 
The 100GBASE-SR4 standard uses 25Gbps VCSELs to achieve 100Gbps using 
four MMF lanes. However, for the deployment of 200G and 400G systems, there is a need 
to increase the capacity of the system while controlling the density of the front panel 
interface and also the cost and complexity of the system. Employing 25Gbps core data rates 
for the 400GbE solution proposed by the IEEE P802.3bs Task Force requires using 16 
fibers in each direction. At these data rates, it is difficult to scale to Terabit capacities. The 
historic and natural solution for retaining the low cost and low power consumption 
advantages of VCSEL-MMF links is enhancing the core data rates that each VCSEL source 
supports. However, data rate increases continue to out run bandwidth increases of VCSELs 
and receivers. Fortunately short reach links are beginning to exploit signal processing 
strategies to maintain the increasing data rates although available DSP is more limited that 
that used in long-haul systems due to power, cost and latency constraints. 
In this Chapter, we will demonstrate the ability of VCSELs to scale data rate through 
VCSEL improvement and including signal processing strategies to mitigate channel 
impairments while shaping the spectral energy of the signal. Our first experiments 
investigate deployment of PAM-4 for 50Gbps. We then show that 100G transmission using 
a single 25G VCSEL can be achieved by employing RC pulse shaping and pre-emphasis 
at the transmitter in conjunction with post compensation at the receiver. We demonstrate 
greater than 100Gbps PAM-4 error-free signaling over 100m of OM5 MMF with new 
generations of VCSEL and photodiode technology. And, lastly we review different 
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modulation formats and determine the optimum format for a target bitrate, givem a specific 
channel bandwidth. 
4.1 VCSEL Links >50Gbps: Experimental Studies and Demonstrations 
VCSEL-MMF links with bitrates >50Gbps have been reported in the past using OOK 
modulation [106], but the capability to robustly support >50Gbps is limited. Advanced 
modulation formats like the multilevel modulation schemes that support multiple bits per 
symbol, offer a practical solution. In particular, PAM-4 has been demonstrated to support 
32Gbps [107] using 850nm VCSELs. At the time of this research, reaches up to 200m at 
30Gbps [101] and 50m at 50Gbps [102] were demonstrated at 850nm. Longer wavelength 
solutions using InGaAs VCSELs near 1micron had also been proposed. These VCSELs 
have their active layers strained, resulting in large differential gain and higher modulation 
bandwidths for these VCSELs. Advances in this technology have enabled 1060nm 
VCSEL-based MMF links with high reliability. One potential problem with links at longer 
wavelengths is the fiber DMD which would be high for the standard OM3 and OM4 fibers 
at wavelengths other than their optimal operation point, i.e., 850nm. To counter this issue, 
specialty fibers have been proposed which are designed for operation in broadband region, 
i.e., at wavelengths from 850nm to 1100nm, but more research is needed to determine the 
feasibility. 
4.1.1 50Gbps PAM-4 links using 1060nm VCSELs 
First attempts at 50Gbps links involved using strictly PAM-4. The ~25-Gbaud 
electrical PAM-4 signal is generated by power-combining two independent PRBS-7 
channels (SHF 12124A), Fig. 4.1(a). Each channel has an independent 4-tap symbol spaced 
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pre-emphasis filter.  The resultant electrical signal exhibits a quality factor of ~9.5 when 
loaded with 50Ω impedance, Fig. 4.1(b).  The receiver is custom designed at Georgia Tech 
consisting of an InGaAs photodiode and a low noise Inphi TIA yielding a net bandwidth 
of ~28GHz. The bit error ratio (BER) of the received PAM-4 signal is calculated using a 
conventional error analyzer (SHF 11100A). Three different threshold levels are used to 
measure the symbol error rates (SER) of the top, middle and the bottom eyes in the PAM-
4 signal. 
The BER can be calculated from the SER values, in high-SNR regime for the 




𝑆𝐸𝑅𝑏𝑜𝑡 + 𝑆𝐸𝑅𝑚𝑖𝑑 +
1
2
𝑆𝐸𝑅𝑡𝑜𝑝  (4.1) 
Our analytic model calculates the BER values directly from the noise variances 
such as receiver thermal noise, shot noise, RIN and MPN along with the eye-closure 
penalty which is impacted by all possible ISI effects in the link including the laser and 
receiver bandwidths, CD, DMD, baseline wander effects and finite ER of the transmitter. 
Our noise variances are equivalent to those of the IEEE 802.3bm link budget model [4]. 
ISI effects are determined assuming a Gaussian channel response to estimate the eye-
closure penalty from the net channel response captured by the 10%-90% rise-time Tc. The 
worst-case eye-closure for each individual eye for PAM-4 is [108]: 
 
Fig. 4.1: (a) Block diagram of the experimental setup of PAM-4 link at 1060nm; (b) 
Eye diagram at TP1; (c) L-I-V curve of the VCSEL. 
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where ‘T’ is the symbol period. Through best fitting of the analytic model results with the 
back-to-back (back to back) and fiber experimental data, power penalties due to individual 
ISI effects have been identified along with an accurate estimation of different noise 
parameters including RIN and MPN. The BER performance for back to back, 100m and 
200m of OM3 fiber, using pre-emphasis optimized for each link, is shown in Fig. 4.2. 
Results for the 100m fiber link with the same pre-emphasis as the back to back case are 
also included for accurate estimation of CD/MD penalties from comparison with analytic 
model results.  The PAM-4 full ER (top/bottom) was maintained at ~6dB with a baud rate 
of 25.78125Gbaud/s allowing for FEC overhead. This OM3 sample has its peak modal 
bandwidth between 900 and 950nm. The performance with 100m OM3 exhibits a 2dB fiber 
penalty when the same pre-emphasis as back to back was used. Estimations deduced from 
fitting our analytic model results to the experimental data for 100m fiber link yield 
~2.4GHz.km for the EMBc of the OM3 fiber at 1060nm. Here, a CD parameter of 
~40ps/nm.km has been used in the analytic model which is typical of 50 micron MMFs at 
   
Fig. 4.2: 50Gbps using PAM-4 at 1060nm: (left) OM3 MMF performance: Analytic 
(solid lines): RIN ~-155dB/Hz, CD=40ps/nm.km, EMBc~2.4GHz.km and ISI penalty 
indicated. Experimental (dashed lines): 100m and 200m; (right) Prototype Wideband 
MMF performance: Analytic (solid lines): RIN ~ -155dB/Hz, CD=40ps/nm.km, 
EMBc~4GHz.km and ISI penalty indicated.  Experimental data (dashed lines): 150m, 
250m and 310m. 
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1060 nm. The corresponding ISI penalties due to CD and MD for this 100m fiber link are 
~0.2dB and 1.5dB respectively. The 200m fiber data shows that a BER of < 10-5 can be 
achieved, which is limited only by the overall power available. Specifically, there is no 
evidence of a noise floor in these measurements, which suggests negligible MPN penalty 
in these links. Fig. 4.2 also shows the performance of a prototype wideband MMF designed 
for performance beyond ~980nm. DMD measurements with a tunable laser show that 
modal bandwidth increases from ~1.8GHz-km at 775nm to as high as ~4.2GHz-km at 
1000nm for these fibers. The peak bandwidth beyond 1000nm has not yet been determined. 
The experimental data shows that error-free performance is possible for reach up to 150m 
fiber without FEC and 310m with FEC at an additional fiber penalty of ~3dB. 
4.1.2 RIN Dependence on Bias for 50Gbps PAM-4 Links 
RIN is primarily the result of spontaneous emission [109] and therefore generally 
decreases with increasing average laser power. The RIN penalty for a modulated VCSEL 
depends on the individual intensities of each possible amplitude. For PAM-2 links, a single 
RIN corresponding to the average output power may be a reasonable approximation as 
there are only two output power levels and the ER may be modest. The four distinct levels 
of PAM-4 together with the typical high ER associated however may result in significant 
variation of RIN with the power levels. Additionally, the reduced ER of the individual 
levels increases the BER sensitivity to RIN compared to OOK links and a small error in 
RIN estimation causes larger deviations in the predicted link performance even at 
reasonably high ER. The effect increases with increasing VCSEL RIN, and is significant 
for RIN >-140dB/Hz. The power spectral density (PSD) of the VCSEL RIN is measured 
when operating the VCSEL unmodulated at different DC-bias currents. The resultant 
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spectra, Fig. 4.3, exhibit the expected peak resonance frequency shifts towards higher 
frequencies and increased damping with increasing bias, Fig 4.3.  
We compute the average RIN at each bias and use these results in our analytic 
model. These VCSELs exhibit a very good average RIN less than -150dB/Hz for bias larger 
than 5mA. Error-free performance of 25.78GBaud PAM-4 using 900nm VCSELs at a full 
(highest to lowest level) ER of ~5.4dB, is readily achievable, Fig. 3.6, in the back to back 
configuration. We fit the measured data using both a fixed average RIN of -153.8dB/Hz 
corresponding to the average bias point (7.5mA) and an intensity dependent RIN of [-
143.4, -150, -153.6 and <-155] dB/Hz for the 0, 1, 2 and 3 levels respectively. 
The receiver sensitivity is fixed; therefore the only fitting parameter is the net ISI 
penalty. The variable RIN model yields notably better fits to the measured data than the 
fixed RIN model, Fig. 4.4. Importantly, the ISI primarily determines the behavior at high 
BER and a combination of ISI and RIN determines the behavior at low BER. The extracted 
ISI is ~5.3dB (5.5dB) for the variable RIN and fixed RIN model respectively. Importantly, 
the apparent ISI penalty decreases by ~0.2dB when using a variable RIN; thus the fixed 
RIN modeling overestimates the fiber ISI penalty. Furthermore, these deviations in the RIN 
penalty will be much larger for VCSELs with higher RIN. For example, our model predicts 
  
Fig. 4.3: (a) Unmodulated RIN spectra for various bias currents; (b) L-I-RIN for 
the 900nm VCSEL 
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deviations of up to 2dB if the average RIN of the VCSEL is >-145dB/Hz for an ER of 
~6dB. Error-free transmission over 100m of three standard OM4 fibers and an OM3 fiber 
is also readily achieved, Fig. 4.4. Here, a bias of 8.5mA and a full ER of ~6dB was used. 
The EMBc of the three OM4 fibers are ~10.0GHz-km (OM4-1), ~6GHz-km (OM4-2) and 
~5.2GHz-km (OM4-3) with slightly different optimum wavelengths near 850nm. 
We use the same individual RIN values as for the back to back case and achieve a 
very good fit when using an appropriate ISI penalty. On the other hand when using the 
singe valued RIN the model deviates from the observed BER performance. Note that the 
model predicts the MPN parameter k to be < 0.1 indicating negligible MPN in all the links. 




Fig. 4.4: 50Gbps PAM-4 for (top left) back to back at 7.5mA bias; (top right) 100m 
of three standard OM4 fibers at 8.5mA. (bottom) 100m of one standard OM3 fiber at 




Data centers (DCs) are the “processing unit” of the internet, providing both storage 
and computational resources to all users. Maintaining and increasing these services 
requires power efficient optical links ranging from a few meters to ~2km with the number 
of connections scaling inversely with reach. Thus, the short reach interconnects within DCs 
are highly constrained to be low cost as highly power efficient, while supporting increasing 
data rates. Vertical cavity surface emitting laser (VCSEL) sources using multimode fiber 
(MMF) and direct photodetection have consistently provided advantages in short reach 
links since these links offer excellent performance, low cost and high density and are power 
efficient.  
In this section, we explore the challenges and benefits of signal processing with 
currently available optical technologies and demonstrate a path to deploying 100Gbps 
VCSEL links [2] using a single VCSEL source over >100m of MMF while employing 
direct detection. We achieve higher data rates by increasing the baud rate as well as by 
employing higher modulation formats [3] both enabled by signal processing that can be 
implemented in current SiCMOS technologies [4]. We demonstrate the benefits of near 
Nyquist spectral occupancy and the decoding strategies required when employing these 
pulse shapes. We show that 100G transmission using a single 25G VCSEL can be achieved 
by employing the spectrally efficient RC pulse shaping and pre-emphasis at the transmitter 
in conjunction with the widely employed Oerder-Meyr timing recovery and post 
compensation using 7 FFE and 3 DFE taps at the receiver. We investigate the performance 
advantages of pulse shaping in band limited links including a comparison of ISI penalties 
for RC pulses and unshaped signals. We include calculations for noise enhancement due 
to receiver equalization and transmitter pre-emphasis for both shaped and unshaped signals 
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enabling a full assessment of PAM-4 signaling in bandwidth constrained VCSEL/MMF 
links. We also demonstrate 107Gbps PAM-4 signaling at 850nm and 940nm through 105m 
of OM5 MMF. 
4.2.1 Pulse Shaping and Equalizer Noise Enhancement 
Bandwidth limitations from components and fiber are a primary roadblock to 
achieving higher baud rates. One way to overcome this limitation is to limit the bandwidth 
by employing pulse shaping. However, pulse shaping comes at a cost of increased 
processing requirements, especially with advanced multilevel formats. Alternatively, one 
can use equalization to mitigate the ISI penalty. However, equalization introduces noise 
enhancement and an additional power penalty. Thus, it is important to optimize the trade-
offs between pulse shaping, modulation format and equalization. We must first compute 
the penalties associated with these impairments [110, 111] with the goal to obtain a limit 
on the achievable performance, when using available VCSELs, fibers and receivers.  
We start with the measured combined optical transmitter, fiber and optical receiver 
response, 𝐻𝑐(𝑓). The MMF link, which is dominated by the VCSEL response, is shown to 
be closely approximated by a third order Gaussian behavior, where the frequency response 
of an mth order Gaussian is exp ((𝑓 𝑓𝑜)⁄
2𝑚
). The steep roll-off after 20GHz implies 
significant challenges for equalization and motivates the use of a pulse shaping technique 
with a tighter roll-off than those conventionally used in MMF links. Hence, we investigate 
the use of raised cosine (RC) pulse shaping. We employ RC pulse shaping, where the 
























Revisiting section 2.5.2, in Eq. (4.3), T is the symbol period, while β is the roll-off factor. 
The ISI penalty is data rate dependent and is the ratio of the eye height without ISI to that 
with ISI. It represents the extent to which the signal power would have to be increased in 
order to compensate for the reduced noise margin, arising from an ISI induced closing of 
the eye. The ISI penalty is [83]: 




Details of the ISI implications and derivation can be found in section 2.5.2. 
We also must consider equalization and the noise it enhances in the system. Pre-
emphasis and post-equalization jointly compensate for the channel response for 
frequencies up to some BWEQ due to hardware or SNR limitations, i.e. we compensate 
such that 𝐻𝐸,𝑇𝑥𝐻𝐸,𝑅𝑥 =
1
𝐻𝑐
 for frequencies up to BWEQ.  
Figure 4.5 depicts the elements of our link and identifies the various noise 
processes. The optical power penalty due to noise enhancement is the ratio of the noise 
power before and after receiver post-equalization [83]: 















)  (4.5) 
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where, 
𝑁1 = 𝑁𝑡ℎ𝑒𝑟𝑚𝑎𝑙 + 𝑁𝑅𝐼𝑁 + 𝑁𝐴𝐷𝐶  +  𝑁𝐷𝐴𝐶   (4.6)  
𝑁2 = 𝑁𝑡ℎ𝑒𝑟𝑚𝑎𝑙 + 𝑁𝑅𝐼𝑁 + 𝑁𝐴𝐷𝐶  +  ?̃?𝐷𝐴𝐶   (4.7) 
where 𝑁𝑅𝐼𝑁 and 𝑁𝐷𝐴𝐶  are Power Spectral Densities (PSDs) of the RIN and DAC 
quantization noise added at the transmitter,  𝑁𝐴𝐷𝐶 is  the PSD of the ADC quantization 
noise added at the receiver, while 𝑁𝑡ℎ𝑒𝑟𝑚𝑎𝑙 accounts for the all the thermal noise added by 
the link shown in Fig. 4.5. It should be noted that ?̃?𝐷𝐴𝐶  is the PSD of the DAC quantization 
noise after pre-emphasis. In our theoretical analysis, the digital receive filter is presumed 
to have the same bandwidth limitation as the equalizer, i.e. BWEQ, and an ideal low-pass 
filter shape. Hence the second term in the numerator of Eq. (4.5) is negligible. More details 
on the noise enhancement can be found in section 2.5.3. 
We revisit the power penalty due to ISI and sensitivity degradation in our link at 
various bit rates for the cases of the measured channel and RC pulse shaping without 
equalization are shown in Fig. 4.6 (same as Fig. 2.10). Results are shown for the case of 
 
Fig. 4.5: Block diagram of the VCSEL -MMF link investigated.  Noise sources are 
identified at each element with the dominant noise source in bold. 
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PAM-2 and PAM-4 modulations. Finally, in Fig. 4.6, we also show the power penalty 
owing to ISI and sensitivity degradation for the case of RC pulse shaping with equalization. 
It can be seen that employing PAM-4 rather than PAM-2 is justified for bit rates greater 
than three times the channel bandwidth, when employing RC pulse shaping and 
equalization. It can be seen from Fig. 4.6 that employing RC pulse shaping and PAM-4 
modulation is justified for our 107Gbps equalized optical link, because the bitrate/(link-
bandwidth) ratio is 107Gbps/28GHz=3.8. We emphasize that the results in Fig. 4.6 depend 
on the following system parameters: 
1. These results were computed using the experimentally measured channel response of 
the optical link and hence the cross over points change if the channel were different. A 
Gaussian channel rolls off much slower than the measured channel equivalent 3dB 
bandwidth will exhibit a higher crossover point. 
 




2. The results in Fig. 2 are dependent on the equalization bandwidth BWEQ. 
3. Finally, the cross over points are also dependent on the implementation penalties, 
which are typically higher for PAM-4 than for PAM-2. For example, brick wall filters 
are not realizable and we have neglected VCSEL nonlinearities. For our channel at 
107Gbps (i.e. bitrate/(link-bandwidth)=3.8) our experiments resulted in a closed eye 
for PAM-2-RC modulation, while the eye was open for PAM-4-RC. We also obtained 
a closed eye for PAM-4-unshaped modulation. 
 
The results shown in Fig. 4.6 assume ideal sampling at the center of the eye. 
Typically, the advantage of a lower ISI with RC pulse shaping comes at the cost of having 
 
 
Fig. 4.7: Received pulse shapes at bitrate/(link-bandwidth) = 4. 
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to employ more sophisticated timing recovery algorithms, because the width of the eye for 
raised cosine pulse shaping is narrower than that for unshaped waveforms. 
When the link is significantly bandwidth constrained, unshaped pulses suffer 
greater ISI then RC pulses due to their higher spectral occupancy. Hence, unshaped pulses 
lose the advantage of an initially wider pulse. Fig. 4.7 shows an isolated received pulse 
(simulated) for unshaped and RC pulse shaping in an equalized channel, when the bitrate 
is 4 times the bandwidth. It can be seen from Fig. 4.7 that the drop in pulse amplitude due 
to the bandlimited channel is comparable for the case of unshaped pulses and for RC pulse 
shaping, thereby resulting in an eye having a similar width. The width of the eye for the 
case of unshaped pulses is significantly reduced at this higher bitrate, because the 
bandlimited nature of the link severely distorts the pulses and the received pulses are no 
 
 
Fig. 4.8: Experimental PAM-4 BER for UnS and RC 0.1 pulse shapes with the same Vpp 
swing (0.7V) and optical power (1.5dBm). 
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longer rectangular shaped, as can be seen from Fig. 4.7. Hence a migration to RC pulse 
shaping is justified. 
We experimentally compare unshaped to a RC pulse shape with roll off factor of 
0.1, Fig. 4.8. Using the same voltage swing and maintaining the same output power, we 
are able to directly assess the performance degradation of a RC pulse shape. Ideally, the 
RC pulse shape with a roll-off factor of 0.1 should extend the baud rate from 30GBaud 
unshaped pulses to ~54Gbaud 0.1 RC without any performance degradation [111]. As 
expected, we experimentally measure minimal BER degradation when moving to RC. 
Thus, we can conclude that the implementation penalty of RC compared to unshaped pulses 
is nearly the same and that the sample jitter in RC is negligible. 
4.2.2 Experimental Setup 
 
 
Fig. 4.9: Experimental Setup for PAM-4 link. 
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As shown in Fig. 4.9, the experimental setup we employed included the electrical 
transmitter, optical transmitter, the optical channel, optical receiver and finally the offline 
electrical receiver. 
4.2.3 Electrical Transmitter 
The 107Gbps electrical PAM-4 signal was generated using the Keysight M8196A 
Arbitrary Waveform Generator (AWG) having 32 GHZ of bandwidth. Unlike the 
conventional rectangular pulse shape of unshaped (UnS) signaling, we employ the 
spectrally efficient raised cosine (RC) pulse shape. 
In our experiments, we used roll-off factor of 0.1 for the back-to-back (BTB) and 
with fiber scenarios. As seen from the employed data rate, an overhead of 7 percent was 
considered in order to account for the deployment of a low latency Reed-Solomon FEC 
[10]. The FEC technique we employed had an uncorrected bit error rate (BER) threshold 
of 4.2 × 10−4 in order to achieve a post FEC BER < 1 × 10−12. In addition to generating 
the electrical signal the AWG also performed the DSP technique of pre-emphasis. This 
involved the AWG relying on a calibration software for measuring the overall channel 
response from the AWG to the optical receiver, where this channel response was then 
partially compensated by the AWG. The adaptive filter at the receiver post-compensated 
for the residual channel response. The joint compensation of the channel response through 
pre-emphases and post compensation was primarily gain boosting of less than 10dB at the 
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Nyquist frequency and they can be implemented using low-complexity, low-cost analog 
FIR and IIR filters. Fig. 4.10 demonstrates how pre-emphasis helps overcome channel 
distortions and hence opens the eye, the filter shape is described in Section IV of this paper 
(Fig. 11). 
There are multiple chipsets currently available for 28Gbaud PAM-4 from Inphi and 
Avago with the experimental setup, Fig. 4.9, similar to that of the Inphi architecture [112]. 
These products are full transceivers with PAM-4 mapping and a pre-emphasis FIR filter at 
the Tx while having a continuous time filter, ADC and equalizer at the Rx. These chipsets 
support 56Gbps PAM-4 sufficient for the overhead of FEC. In order to achieve 56Gbaud 
PAM-4 with pulse shaping, a doubling in throughput and an additional filter for RC pulse 
shaping are required. However, the general architecture is unchanged and therefore the 
complexity and cost to move to 100Gbps would not be significant. Designing an analog 
FIR filter to implement RC pulse shaping is not a sophisticated task. Due to the symmetry 
as well as regular zero crossings of RC pulses, only 6-7 non-zero unique tap weights are 
 
 
Fig. 4.10: Transmitted distorted signal captured with sampling scope and optical received 








needed to create an effective T/2 spaced filter, and this filter would have better performance 
than the DAC used in the experiment. Generally, it is preferable to deploy the most efficient 
link possible for a given application. And, some applications will benefit from maintaining 
the native 100G data systems using analog PAM-2. However, historically higher data rates 
per laser source always become dominant technology. As an estimate on availability, the 
bandwidth of PAM-4 electronics has increased from approximately 10Gbps in 2010 to 
56Gbps in 2015. Thus PAM-4 chipsets with sufficient through-put should be available in 
commercial chipsets in the next few years and as SiCMOS chipsets become available for 
PAM-4 over a wide range of media, costs will not be a significant issue. 
4.2.4 Optical Transmitter 
The optical transmitter converted the electrical signal to an optical signal. As seen 
in Fig. 4.9, the electrical signal after pre-emphasis was amplified using a 70GHz linear 
SHF 827 amplifier. The amplified signal was then employed in directly modulating an 
unpackaged VCSEL via a 3in cable, 40GHz bias-tee, and 40GHz probe. The VCSELs were 
biased in the near-linear region of its L-I-V transfer characteristic. The amplification of the 
modulating signal allowed the AWG to spend most of its resources on pre-emphasis rather 
than on generating a high power output signal. The VCSELs used in our experiment were 
commercially designed for 25Gbps operation. Additionally, they had a RIN of ~-142dB/Hz 
[11, 12]. Two important impairments imposed by the VCSELs include the nonlinear nature 
of its electrical to optical conversion as well as its limited modulation bandwidth. The 
optical power levels for PAM 4 modulation were optimized for minimizing this 
nonlinearity. Employing pre-emphasis and post-compensation helped relax the bandwidth 
constrained imposed by these VCSELs. Finally, the employment of spectrally efficient 
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raised cosine pulse shaping in the electrical transmitter helped achieve maximum data rate 
for the available bandwidth. The VCSELs were biased at 13.5 mA (for 850nm) and 14.4mA 
(for 940nm), yielding RMS spectral widths of ~0.49nm and ~0.54nm at 850nm and 940nm, 
respectively. Both VCSELs yielded >3dBm fiber coupled power with no thermoelectric 
cooler. 
4.2.5 Fiber and Optical Receiver 
In this study we first employed 105m of OM4 fiber from OFS in conjunction with 
an 850nm Finisar VCSEL and then employed 105m of OM5 fiber from OFS in conjunction 
with both 850nm and 940nm Finisar VCSELs. The major impairments imposed by the 
fiber include modal dispersion and chromatic dispersion [113]. Additionally, dispersion in 
the fiber results in the generation of mode partition noise (MPN) and enhancement of RIN 
[113]. The effective modal bandwidths (EMBc) of the OM4 fiber and OM5 were 6GHz-
km and ≥5GHz-km, respectively [103]. The optical receiver consisted of an Enablence p-
i-n photodiode followed by a low noise Inphi Trans Impedance Amplifier (TIA) having 
bandwidth >43GHz. The photodiode had a responsivity of 0.3 and 0.33 at 850 and 940nm 
with coupling. The twin outputs of the TIA were captured by both a sampling scope (DCA 
81600D), and a real-time scope (DSA-X 96204Q). The bandwidth of the entire BTB optical 
link was measured to be ~21GHz with the 850nm VCSEL and ~22GHz with the 940nm 
VCSEL. The bandwidth dropped to ~20GHz at 850nm when 105m of fiber was employed. 
The overall bandwidth of the optical receiver was 28GHz and the thermal noise added was 
2.1mV RMS. The sampling scope was used to observe the received eyes prior to offline 
DSP, while the real-time scope recorded the waveform for offline equalization. 
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4.2.6 Electrical Receiver 
The real-time scope sampled the received signal at 160GSa/s. The waveform was 
saved and employed as the input for the offline electrical receiver, where this receiver 
performed offline equalization and demodulation. Fig. 4.11 shows the various offline DSP 
steps. The use of RC pulse shaping for spectral efficiency, instead of the conventional 
rectangular pulses, necessitates the use of an advanced timing recovery scheme, namely 
the Oerder-Meyr algorithm [114]. This compensates for fractional baud rate errors that rise 
from imperfect clocks in the digital-to-analog and analog-to-digital converters. As shown 
in Fig. 9, the signal was resampled and then low-pass filtered for SNR maximization 
through suppression of out-of-band noise. The ISI imposed by the residual channel 
response after pre-emphasis is overcome using equalization. Static equalization techniques 
can optimize the link for a specific application, while reducing its adaptability to multiple 
or dynamic link conditions. Hence, we choose to employ adaptive equalization techniques 
relying on a training sequence. Identification of the start of the training sequence 
(synchronization) within the output of the receive filter is achieved through a cross-
correlation test between the transmitted training sequence and the received signal 
waveform, as shown in Fig. 4.11. The equalization algorithm itself relies on the availability 

























































































Fig. 4.11: Receiver Architecture 
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to one sample per symbol. After an extensive study of various methods, we zeroed in on a 
digital feedback equalizer (DFE) filter having 3 backward taps and 7 forward taps, because 
it struck the optimum tradeoff between implementation complexity and BER performance. 
The DFE filter coefficients are adaptively determined using the Least-Mean-Square (LMS) 
algorithm with a step size of 0.0004. As shown in Fig. 4.11, the equalized output is then 
passed through a slicer for calculation of symbol error rate. The use of gray coding ensures 
that the BER of the signal is approximately 0.5 times the symbol error rate. 
4.2.7 Experimental Results 
We first evaluated the system performance at 850nm for 105m of both standard 
OM4 fiber and WBF. These fibers had an over-compensated alpha profile, which reduces 
the group delay of the higher order fiber modes compared to the lower order fiber modes 
at a single wavelength. The higher order VCSEL modes having higher wavelengths couple 
into higher order fiber modes having a lower group delay. Thus, modal dispersion 
compensates chromatic dispersion (CD), thereby reducing the effect of fiber-enhanced RIN 
 
Fig. 4.12: Received unequalized eye at 850nm through 105m of OM4. 
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and MPN [113]. Fig. 4.12 shows the received eye prior to equalization where a minor eye 
skew of ~0.05 UI can be seen, where this skew can be attributed to VCSEL nonlinearities. 
While this skew can be mitigated through additional signal processing, we avoided 
correcting it because the penalty was negligible enough to ensure that the BER was below 
the required threshold value. Fig. 4.13 shows the spectrum of equalization filters in the case 
of 105m of OM4 fiber and an 850nm VCSEL. The Keysight AWG implements pre-
emphasis of the signal to compensate for the estimated channel response evaluated by the 
AWG calibration software. The adaptive filter at the receiver compensates the remaining 
channel distortions. In this case, the AWG and adaptive filter provide similar 
compensation, and thus can each be implemented with digital or analog filters of similar 
complexity. 
Fig. 4.14 compares the BER of three scenarios for the 850nm VCSEL, namely the 
BTB scenario, 100m OM4 fiber scenario, and 100m wideband fiber scenario. It can be seen 
from Fig. 4.14 that the FEC limit was readily achieved in all cases. The steep roll-off of 
 
Fig. 4.13: Frequency response of the pre-emphasis filter in the transmitter and adaptive 
equalizer filter in the receiver. 
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the link’s bandwidth and saturation of the TIA made pre-emphasis for compensation of the 
channel response challenging. An additional 2.5dB attenuation was required for adequate 
compensation. However, comparing the BER performances of the BTB and fiber scenarios 
in Fig. 4.14, it can be said that there remains an uncompensated residual ISI penalty of 
approximately 1.3dB. It can be stated from Fig. 4.14 that within the margins of 
experimental error both OM4 and WBF provide similar performance, where this provides 
motivation for a migration from OM4 to WB, which can support higher frequencies in 
addition to 850nm. Thus, we then compared the system performance at 850nm and 940nm, 
when using WBF.  
Fig. 4.15 compares the eye diagrams at 850nm and 940nm, when employing WBF. 
It can be seen from Fig. 4.15 that unlike at 850nm, the eye skew is much less pronounced 
at 940nm, despite using similar voltage swings. This may be attributed to damping 
differences between the VCSEL cavities. Fig. 4.14 also shows the BER performance at 
 
Fig. 4.14: 100Gbps PAM-4 BER performance at 850 nm and 940nm. 
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940nm for both B2B and WBF scenarios and compares it to the results obtained at 850nm. 
It can be seen from Fig. 10 that there is a 4dB and 6dB penalty from the thermal limit. 
Within these penalties, 2.29dB is associated with noise enhancement from receiver 
equalization, which was calculated from Eq. (1) based off the receiver equalization 
response in Fig. 4.13. Approximately 0.6dB is associated with the RIN of the VCSEL, 
calculated from the measured average RIN of the VCSEL (-142dB/Hz) and parameters of 
the link using our PAM-4 analytic model mentioned in [115]. Another 0.3dB penalty is 
associated with the ISI penalty at this particular bitrate/(link-bandwidth) (3.8), which is 
calculated from Eq. (7) and shown in Fig. 4.6. Additional penalties could be a result of 
nonlinearities in the PAM-4 eyes, both timing and amplitude, which can be observed in 
both Fig. 4.12 and Fig. 4.15. 
4.3 Error-Free 100Gbps PAM-4 
New generation VCSELs have been shown to have low relative intensity and mode 
partition noise (RIN and MPN) penalties (section 3.1), demonstrating that data rates are 
 
Fig. 4.15: Received unequalized eyes at (a) 940nm and (b) 850nm for OM5. 
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limited by bandwidth issues at the transmitter and/or receiver. Experimental efforts with 
PAM-2 VCSEL links have reached 57Gbps error-free with no equalization and 71Gbps 
over 3m error-free with transmitter equalization [116, 117]. Additionally, several research 
groups have achieved 100Gbps and beyond using more complex modulation formats and 
FEC with transmitter and receiver equalization [118]. Although PAM-4 may enable higher 
data rates and longer reach [118], PAM-4 is generally less power efficient and requires 
more complex coding and decoding. Solutions that require FEC also add considerable 
latency and are not considered to be an option for high performance computing 
applications. Therefore, different VCSEL MMF links, with varying complexity and 
features (modulation format, equalization format, and forward error correction) need to be 
studied. 
In this section, we demonstrate greater than 100Gbps PAM-4 error-free signaling 
over 100m of SWDM capable fiber; LaserWave FLEX WideBand Multimode Fiber [103] 
(OM5). Equalization is implemented exclusively at the transmitter as pre-emphasis. We 
study the maximum achievable error free (BER<10-12) data rates for both PAM-2 and 
PAM-4. Additionally, we investigate the benefits of pulse shaping within the band limited 
VCSEL links. Furthermore, we study four sets of three VCSELs, with each set having a 
different aperture diameter of 5.1μm, 7.3μm, 9.2μm, or 11.2μm. The power penalties for 
each VCSEL, modulation format, and pulse shape are compared. 
4.3.1 Experimental Setup 
The VCSELs in this study were 3rd generation high-speed VCSELs from Chalmers 
University. The oxide-confined 850 nm VCSELs were designed for high-speed modulation 
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using strained InGaAs quantum wells, a short optical cavity, and multiple oxide apertures 
[119]. The reflectivity of the top mirror was adjusted in a post-fabrication process for the 
VCSELs to have a flat and high-bandwidth modulation response [120]. The VCSELs were 
driven by a 92GSa/s Arbitrary Waveform Generator (AWG) with 32GHz of analog 
bandwidth (Keysight Technologies M8196). Each VCSEL is capable of >20GHz 
bandwidth. A peak-to-peak voltage swing of 900mV was used to drive each VCSEL for 
all reported data. Details of the experiment are similar to our previous work [105] with a 
few alterations. In the case of the shaped pulses, a time-domain raised cosine (RC) filter 
with 0.3 roll-off factor is used. The optical signal was muxed and demuxed into and out of 
the WBF to demonstrate SWDM compatibility. The Huber-Suhner Cube Optics 
Mux/Demux added an additional 2.7dB loss. Lastly, all BER measurements were done 
with an SHF 11100 A. In the case of PAM-4, the error rate is evaluated by measuring the 
symbol error rate of each eye at identical sampling points, and then summing half the 
individual eye error rates [101], this is described in detail in section 2.4.4. 
4.3.2 PAM-2 
To quantify the tradeoffs between PAM-2 and PAM-4 we compare the performance 
of both formats over a wide range of bitrates.  We first determine the receiver thermal noise 
limit for PAM-2 including extinction ratio (ER), the responsivity of the photodiode 
(including coupling loss), and the thermal noise at the output of the receiver.  This 
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represents the best case BER if the modulated optical signal were free of impairments; ISI, 
RIN, jitter, or MPN. 
Unshaped (UnS) pulses are tested with PAM-2 modulation. Unshaped pulses are 
limited only by the bandwidth of the electrical AWG and the intrinsic bandwidth of the 
equalized link. The maximum achievable data rate through 100m of MMF is 64Gbps, the 
minimum is 58, Table 4.1. The results were consistent for the 3 VCSELs of each set.  
When applying RC pulse shaping an increase of the data rate is observed. The larger 
aperture VCSELs show a larger increase likely due to the larger extinction ratio capability 
resulting from their larger slope efficiency. The 5μm VCSEL exhibited an ER of ~6.5dB 
while the other VCSELs had an ER of ~8dB. 





Max Data Rate (Gbps) 
UnS PAM-2 RC PAM-2 
VCSEL # VCSEL # 
1 2 3 1 2 3 
5.1 58 58 58 62 60 58 
7.3 64 62 60 68 68 68 
9.2 62 62 60 68 66 68 
11.2 60 58 60 68 68 68 
 








VCSEL # VCSEL # 
1 2 3 1 2 3 
5.1 153 155 155 151 152 152 
7.3 151 150 152 150 149 150 
9.2 147 149 148 144 146 146 
11.2 145 146 146 141 143 142 
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All VCSELs have less than -141dB/Hz enhanced RIN (RIN value after 100m of 
fiber). The smaller aperture VCSELs produce a smaller RIN and thus have less enhanced 
RIN compared to the larger apertures, Table. 4.2. The 5, 7, 9, and 11μm VCSELs were 
biased near 4, 8, 13, and 20mA, respectively.  
Figure 4.16 depicts the BER vs received power for the 9mm VCSEL.  The behavior, 
and that of each of the other VCSELs, is free of any noise floor and demonstrates a penalty 
dominated by ISI compared to the best case thermal limited result. 
Using our analytic link model based off the IEEE spreadsheet model, we determine 
that RIN and MPN adds at most a 1.5dB power penalty for the 5μm aperture VCSELs and 
up to 3dB for the 11μm aperture VCSELs. The vast majority of the link penalty, up to 
10dB, is a combination of residual ISI from bandwidth limitation and aliasing as the data 
rates reach >46Gbps. The difference in noise and extinction ratio between each VCSEL 
aperture has a minor effect. 
4.3.3 PAM-4 
 
Fig. 4.16: BER vs. received power for PAM-2 for various bit rates on an equalized 
100m OM5 channel using RC pulses with a 9μm VCSEL and an ER of ~8dB. 
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PAM-4 offers the lowest implementation complexity for all formats with 2 
bits/symbol with transceivers already commercially available for up to 50Gbps []. Similar 
to the PAM-2 setup, we determine the receiver thermal noise limit for PAM-4. The addition 
of two more amplitude levels results in a sensitivity penalty of dB compared to PAM-2. 
PAM-4 benefits from a large ER, low RIN and may be the format of choice with strongly 
band limited channels. Furthermore, the addition of two more amplitude levels also 
increases the link sensitivity to noise. 
PAM-4 modulation was evaluated with both UnS and RC pulses. The same bias 
points were used in the PAM-4 and PAM-2 experiments. For PAM-4, the 7 and 9μm 





Max Data Rate (Gbps) 
UnS PAM-4 RC PAM-4 
VCSEL # VCSEL # 
1 2 3 1 2 3 
5.1 84 80 82 96 88 92 
7.3 90 88 90 110 102 104 
9.2 88 84 86 104 102 100 






Fig. 4.17: BER vs. received power for PAM-4 for various bit rates on an equalized 100m 
OM5 channel using RC pulses with a 9μm VCSEL and an ER of ~8dB. 
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VCSELs perform best due to their high ER and low RIN. Figure 4.17 shows the BER vs. 
received power and depicts ISI dominated performance up to 94Gbps. The 100Gps results 
 
Fig. 4.18: Error-free eye diagrams: (a) PAM-2 UnS 60Gbps, (b) PAM-2 RC 68Gbps, (c) 
PAM-4 UnS 90Gbps, (d) PAM-4 RC 100Gbps, (e) PAM-4 RC 110Gbps 
 
(a) (b) (c) (d) (e)
 
Fig. 4.19: Received power (BER 10-12) vs. bit rate for PAM-2 and PAM-4 using both UnS 
and RC pulses on an equalized channel with aperture size 7μm (a), and 9μm (b). Black, 
red and blue represent VCSEL 1, 2, and 3, respectively. The green and purple lines show 
the bit rate trends for their respective shaping and modulation format. All data is through 






reveal some indication of a noise floor. Error-free eye diagrams comparing PAM-2 and 
PAM-4 are displayed in Figure 4.18. 
Figure 4.19 compares the power penalty of both PAM-2 and PAM-4 for the 7μm 
(4a) and 9μm (4b) apertures. The results from all VCSELs are depicted demonstrating 
excellent uniformity among similar VCSELs. PAM-2 outperforms PAM-4 for bitrates 
<50Gbps (UnS) and <60Gbps (RC). The crossing of the similar colored trend lines 
identifies where PAM-4 begins to outperform PAM-2.  Using UnS pulses with PAM-4, 
data rates of 90Gbps were achievable, Table 4.3. Pulse shaping with the RC filter yields 
substantial benefits for PAM-4 increasing data rates ~20Gbps up to 110Gbps. Shaping 
provides ~20% bitrate increase for both PAM-2 and Pam-4. From the increasing power 
penalties at high bitrates shown in Fig. 4.19 we see that even modest increases in 
component bandwidths will provide significant margin increases further enabling error-
free 100Gbps VCSEL- MMF links. 
4.4 Power Efficient Modulation Formats for Error-Free VCSEL MMF Links 
Power efficient VCSEL based optical links are essential for data centers and high 
performance computing centers since data center capacity growth is limited by power 
considerations Current IEEE standards 802.3bm and 802.3cd define 10Gbps, 25Gbps and 
50Gbps core rates for current 100Gbps modules and future 400Gbps solutions. Currently 
VCSEL links are mainly used for server to top of rack (TOR) connections, but could evolve 
into a higher data rate substitute for passive copper cable, server to middle of rack (MOR) 
solutions at 30m [121], or even low power >1km inter data center connections [122]. 
Regardless, as bandwidth capacity requirements grow and server switch radix increase 
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from 128 to 256, the demand for low power high speed links will increase. Thus, using as 
many VCSEL links as possible will keep data center costs and power consumption the 
lowest [123]. Since VCSEL links are primarily bandlimited by the laser, increases in data 
rates are directly coupled with advances in VCSEL bandwidth, which have increased from 
18GHz to 30GHz over the last decade. The economics of short reach links strongly limit 
the complexity of any signal processing used to enhance capacity Furthermore, FEC adds 
latency and increase power requirements and should be minimized or avoided. Thus PAM-
4, electrical duobinary [124], and efficient channel equalization have been investigated. 
 In this section, we quantify the effectiveness, from a received power perspective, 
of PAM-2, PAM-4, and duobinary at 25Gbps, 50Gbps and 100Gbps. Equalization 
strategies include only transmitter based pre-emphasis. We exclude FEC and therefore 
focus on error-free performance. We quantify the power penalty versus data rate and reach 
for each modulation format and identify an optimum data format based on the required 
bitrate and available intrinsic channel bandwidth. 
4.4.1 Modulation Formats 
 PAM-4 was introduced to increase the bitrate in bandlimited channels at the cost of 
an increase in required optical power received. When thermal noise is dominant, the optical 
received power penalty for using M-level PAM compared to PAM-2 increases by 
10 log10(𝑀 − 1), at the same symbol rate, where M is the number of PAM levels. PAM-
2 and PAM-4 are both implementable with low complexity, requiring one and four 
electronic operations per bit at the transmitter, respectively. PAM-3 is not as attractive due 
to its more complex implementation. In contrast, duobinary is a low complexity signaling 
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solution that provides an increase in bitrate while reducing the received power penalty 
compared to PAM-4. Furthermore, duobinary has the same horizontal eye opening as 
PAM-2 for equivalent symbol rates and increases the bitrate by (𝑀 − 1) rather than log2𝑀 
of PAM signals. Table 4.4 lists the number of electronic operations per bit of PAM-2, 
PAM-4, and duobinary (including equalization provided by the DAC) as well as the 
calculated optical received power penalty at the receiver. Note that all three modulation 
formats have similar transmitter complexity. Thus, all three formats could be used with 
similar transmitter power requirements. The experimental setup was similar to that listed 
in section 4.3.1. 
4.4.2 Experimental Results 
 The sensitivity of the three modulation formats were evaluated for bit rates from 
24Gbps to maximum error-free bit rate achievable through 100m of OFS OM5 fiber. The 
rise and fall time of the electrical drive signal is limited by the DAC analog bandwidth. 
Figure 4.20 shows the received power required for each format versus bit rate at 8mA bias. 
For bit rates <45Gbps the better receiver sensitivity of PAM-2 makes it the most power 
efficient format. As the bit rate increases, PAM-2 and PAM-4 reach the same efficiency 
near 50Gbps after 100m of fiber. Duobinary is the most efficient modulation format 
between 48Gbps and 68Gbps. At 50Gbps, duobinary is ~2dB more power efficient than 
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either PAM-2 or PAM-4, making it an excellent solution for reducing the power required 
for a 50G link. At 100m; power efficiency can be increased by lowering the DC bias of the 
VCSEL or decreasing the electrical drive swing (optical ER). If the ER is kept constant, 
the DC bias of the VCSEL can be lowered from 8mA to 5.5mA reducing the power by 
2.21dB, Fig. 4.20. For a constant DC bias, the electrical drive swing voltage reduces 
significantly as the required ER decreases, Table 4.5. At an ER of 4dB, the voltage 
reduction is a substantial 5.28dB. For data rates >85Gbps error-free links are no longer 
possible with just transmitter equalization. However, with additional filtering in the form 
of pulse shaping, VCSEL links can reach beyond 100Gbps using a PAM-4 modulation. In 
theory, duobinary should also be able to reach the same rates. However, duobinary 
 
Fig. 4.20: Received power (dBm) at 10-12 BER for various bit rates on an equalized 
channel with a 7μm VCSEL. All data is taken through 100m OM5 fiber. 
 







4dB 0.173 -5.28 
5dB 0.212 -3.51 
6dB 0.256 -1.88 






signaling at 100Gbps requires 100GSa/s to properly implement. This further complicates 
the transmitter and is beyond the capabilities of the DAC used here. 
With the most power efficient 25Gbps, 50Gbps and 100Gbps error-free VCSEL 
links established, we next quantify the maximum fiber reach. For 25Gbps, all formats are 
able to achieve 500m reach error-free, Fig. 4.21a. Even though PAM-2 has the smallest 
sensitivity penalty, all formats require nearly identical received power at longer reach. This 
 
 
Fig. 4.21: Received power (dBm) at 10-12 BER for various fiber lengths on an equalized 
channel with a 7μm VCSEL and 7dB ER. (a) PAM-2, PAM-4, and duobinary at 25 Gbps; 
(b) PAM-2, PAM-4, and duobinary at 50 Gbps and PAM-4 RC at 100Gbps. 
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results from the increasing effects of dispersion and modal bandwidth resulting in an ISI 
penalty which dominates at long reach for 25Gbps links. For 50Gbps links the bandwidth 
limitations result in a back to back performance with only a 2dB benefit for PAM-2. Thus 
the effects of dispersion and modal bandwidth which are also enhanced at higher data rates 
results in PAM-2 and PAM-4 requiring equal received optical power at 225m, Fig 4.21b. 
The error-free reach is 250m and 300m, respectively. In contrast, the correlative coding 
intrinsic to duobinary results in a lower bandwidth requirement for the same bit rate and 
thus duobinary is able to reach 400m error-free. This clearly demonstrates deployment 
opportunities for duobinary. Most importantly, these results demonstrate that 25Gbps and 
50Gbps VCSEL MMF links are suitable for mid-range up to 500m links and are thus 
appropriate for most intra data center links. 
We further evaluated each format to determine suitability for 100Gbps links. Only 
PAM-4 with raised cosine pulse shaping at the transmitter was able to achieve error-free 
performance. The maximum 100Gbps reach is 150m and is thus appropriate for a large 
 
Fig. 4.22: Best modulation format for an error-free link from 0 to 500m at a given 
Bitrate/Bandwidth based on power efficiency. The dashed lines represent the maximum 





number DC links since many cable lengths in data centers are 30m or less and would benefit 
from a power-efficient 100Gbps solution. 
As noted, the VCSEL bandwidth dominates link bandwidths and hence modest 
improvements in VCSELs will provide a commensurate increase in in performance. 
Furthermore, there is a tradeoff between equalization complexity and power requirements. 
Hence, it is useful to examine format performance from the perspective of the required 
bitrate and available channel bandwidth. Specifically, the link characteristic of merit is the 
ratio of bitrate to equalized channel bandwidth. Figure 4.22 depicts the fiber reach 
achievable with the lowest received optical power for each format for each normalized 
bitrate. There is a clear best format for each normalized bit rate and there is a large bitrate 
range where duobinary provides an advantage over PAM-2 and PAM-4. Note that when 
the fiber reach increases, the transition between optimum formats is dependent on the 
normalized bit rate due to residual ISI resulting from fiber dispersion. Importantly, while 
these results correspond to a specific set of VCSELs, and fiber, the behavior is general for 








CHAPTER 5.  
SHORTWAVE DIVISION MULTIPLEXING (SWDM) 
IEEE standard 802.3bm and the future 802.3cm standard define 10Gbps PAM-2, 
25Gbps PAM-2 and 50Gbps PAM-4 core rates for current 100Gbps, and future 200Gbps 
and 400Gbps modules. Hence, a 400Gbps link requires 8 fibers per direction. Scaling 
VCSEL links to >400Gbps will require faster line rates with higher modulation formats 
and wave division multiplexing. PAM-4 [125] and short wave division multiplexing 
(SWDM) over OM5 [126] are both currently being standardized in the IEEE 802.3 Ethernet 
Working Group [127]. 
Faster data rates may be feasible, however the bandwidth limits of VCSEL MMF 
links would require complex receiver DSP and FEC schemes that add latency. Therefore, 
scaling by wavelength multiplexing will be a more cost effective solution. It has been 
shown that 100Gbps PAM-4 is feasible in the previous Chapter. However, the continual 
growth of data centers will demand higher capacity short reach solutions for 
800GbE/1.6TbE solutions. Thus, capacity will need to scale to more wavelengths to meet 
this demand.  
In this Chapter, we investigate the ability to wave division multiplex 4 different 
wavelengths operating at 100Gbps over 100m OM5 fiber. To further increase fiber 
capacity, we investigate the upper wavelength limit of VCSEL technology at 1060nm. 




5.1 4λ x 100Gbps VCSEL PAM-4 Transmission over Wideband MMF 
Short reach optical interconnects, here defined to have reach <500m, are dominated 
by intensity-modulated VCSELs with direct-detection over MMF due to low power per bit, 
lower cost and high density. Serial SWDM 50Gbps links have been demonstrated using 
PAM-2 [117]. In the case of PAM-2, 107m 850nm VCSEL links have been reported with 
BER <10-12 to 60Gbps [128]. For PAM-4, data rates of 112Gbps [129] and 107Gbps have 
been demonstrated to 100m, but require forward error-correction (FEC) to achieve BER 
<10-12. In this manuscript we use the term PAM-2 to be consistent with PAM-4 in place of 
the more common NRZ or more precise binary-NRZ. 
The primary link limitation is the channel bandwidth, owing to limited VCSEL 
bandwidth. Higher line rates therefore require both channel equalization and efficient 
bandwidth usage. Therefore, exploring different signaling strategies within an SWDM link; 
i) channel equalization, ii) pulse shaping and iii) and modulation formats will provide 
insight into further increasing data rates. Many VCSEL-MMF links now include some 
equalization [128, 129], which enables bandlimited pulse shaping like raised cosine (RC), 
while maintaining low complexity. We believe that this, together with SWDM, enables 
scaling to 400Gbps and beyond. 
In this section, we demonstrate 100Gbps PAM-4 transmission below the FEC 
threshold using 850nm, 880nm, 910nm, and 940nm VCSELs over 100m wideband MMF 
(OM5). Through advancements in both VCSELs and photoreceivers, we show 50Gbps 
PAM-2 and 100Gbps PAM-4 are achievable with next generation technology. These 
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results demonstrate a feasible path to 400GbE single MMF solutions. We color code the 
850nm, 880nm, 910nm, and 940nm wavelengths blue, green, gold, and red, respectively. 
5.1.1 Transmitter: Equalization and Pulse Shaping 
Modern VCSEL drive circuits now include a multi-tap analog FIR filter and a 
wideband line driver. We examine a number of transmitter filtering strategies to assess the 
impact on link performance. One method is to simply equalize the channel response where 
the equalization is limited by the filter complexity and added noise considerations. The 
channel here includes the line driver, amplifier, and everything to, and including, the 
receiver TIA. A second filtering option allows for deliberate shaping of the electrical drive 
signal to produce a near Nyquist pulse and thereby reduce ISI. We note that both techniques 
reduce ISI by improving the received signal spectra and will therefore have similar effects 
when implemented separately. However, pulse shaping generally requires stricter spectral 
control and is therefore more complex to implement. 
The observed channel response exhibits a 3rd order Gaussian frequency response 
with a 3dB frequency of <20GHz. With equalization we extend this to ~27GHz although 
the channel response above 30GHz is negligible. We specifically limited the equalization 
to <10dB gain so that the filter can be implemented with a relatively simple FIR structure 
or a passive analog filter. 
The reference case, which we call unshaped (UnS), relies on the DAC to create the 
drive signal by holding the symbol value constant over all samples within the symbol 
period. The rise-fall times of the drive signal is strictly limited by the DAC analog 
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bandwidth. The signal is further truncated by the channel response. Since this channel 
frequency response is fixed, it impacts the performance differently at different baud rates. 
Actively shaping the pulse allows a reduction of the ISI. We implemented an 






















   (5.1) 
where β is the roll-off factor chosen to be a readily achievable 0.1. The filter used to 
approximate the RC spectral shape was limited to 11 T/2 taps (5 symbols). The 0.13μm 
SiGe BiCMOS process provides the gain and bandwidth necessary to create these 11-tap 
analog FIR filters for 50GBd waveforms [130]. The RC spectra for a 50GBd signal is 
compared to the UnS spectra and the equalized channel response in Fig. 4. We emphasize 
that these drive signals are clearly sufficient for 25GBd signaling. The RC signal is 
optimized for the available channel bandwidth limited by the VCSEL bandwidth and 
therefore represents the optimum signaling for higher baud rates. We examine 4 filtering 
strategies; with and without channel equalization and with and without pulse shaping. All 
four of these are investigated using PAM-2 and PAM-4 formats. 
5.1.2 PAM-2 (NRZ) 
To understand the tradeoffs and benefits of pulse shaping and equalization, we first 
experimentally determine the PAM-2 BER performance for a wide range of baud rates. As 
reference we identify the thermal noise limited performance for a receiver with 29GHz 
bandwidth. This represents the best case BER without intersymbol interference (ISI), RIN, 
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jitter, or mode partition noise (MPN) impairments. 
The equalized channel with UnS pulses supports error-free performance to 44Gbps 
using PAM-2 for all 4 VCSEL wavelengths, Fig. 5.1, limited by available received power. 
Baud rates below 30Gbps exhibited performance near the thermal limit. The BER behavior 
also shows all VCSELs have nearly identical performance with no sign of a noise floor and 
a near uniform power penalty consistent with an ISI dominant penalty.  
RC pulse shaping, Fig. 5.1, systematically improves performance; the power 
penalty is decreased for all bitrates compared to the unshaped transmission and the 
maximum error-free bit rate is increased from 44Gbps to 54Gbps. Again, there is no 
evidence of a noise floor. The lower power penalty of RC signaling is attributed to the 
reduced ISI and increased energy in the center of the symbol period. 
The back-to-back performance was evaluated for all baud rates. At lower baud 
rates, the back-to-back and through-fiber configurations behave nearly identically since the 
equalization, which is separately done for back-to-back and through fiber, compensates for 
any small channel differences. At maximum baud rates, the fiber imposes a small power 
penalty of <0.8dB without evidence of a noise floor. 
RC pulse shaping consistently outperforms UnS pulses on the same equalized 
channel. The maximum UnS data rate increases from 40Gbps to 44Gbps with equalization 
 
Fig. 5.1: (left) Unshaped PAM-2 performance on an equalized 27GHz channel, for all 
4 VCSEL wavelengths; (right) RC shaped PAM-2 performance on an equalized 27GHz 
channel, for all 4 VCSEL wavelengths. Link includes 100m of OM5 with a 6dB ER. 
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and increases further to 54Gbps with RC pulse shaping. Thus, equalization and pulse 
shaping together increased the maximum error-free rate by 14Gbps. 50Gbps and higher 
was only achievable with both channel equalization and pulse shaping. A 5dB power 
penalty was incurred at 50Gbps PAM-2. From the perspective of required optical power, 
equalization benefits RC pulse shaping more than UnS. These results demonstrate the 
advantages of using both channel equalization and pulse shaping. 
These results also show that VCSELs with wavelengths from 850nm to 950nm 
readily support error-free >40Gbps PAM-2 over 100m or more of OM5 fiber using simple 
transmitter based electronic filtering. Furthermore, 50Gbps serial rates can be achieved 
with additional filtering and penalty; however, modest VCSEL bandwidth improvements 
will enable 50Gbps serial rates with simple electronic filtering. 
5.1.3 PAM-4 
An alternative to 50Gbps PAM-2 is 25GBaud PAM-4. PAM-4 is currently under 
standardization for the IEEE standard 802.3cd and may also be a viable path to 100Gbps. 
A key challenge is to identify filtering strategies that enable PAM-4 without adding 
significant complexity. For brevity, we only investigated PAM-4 on the equalized 
channels. We also focus on data rates that can achieve error-free BERs since added latency 
of FEC is not tolerable in many applications of VCSEL/MMF links. 
As reference, we again determine the receiver thermal noise limit for PAM-4 
assuming equal optical modulation amplitude (OMA) between each eye and a 29GHz 
receiver bandwidth. The additional optical power penalty over PAM-2 is ~4.8dB [108]. 
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Error analysis was accomplished by real-time counting using the error analyzer for each 
eye within the PAM-4 signal. 
On the equalized channel, error-free PAM-4 performance is demonstrated to 
72Gbps with UnS pulses, Fig. 5.2, and RC pulse shaping improves the maximum error free 
rate to 84Gbps, Fig. 5.2. Compared to PAM-2, PAM-4 always improves the maximum 
achievable data rate. Again, all wavelengths achieved error-free performance with very 
similar overall performance; no clear noise floor and penalties consistent with ISI. The 
results in Fig. 5.2 used the same filter as PAM-2, Fig. 5.1. Similar to PAM-2, the back-to-
back and fiber configurations behave nearly identically at low baud rates. At maximum 
data rates, the fiber imposes a penalty up to 1.4dB but does not create a noticeable noise 
floor. 
5.1.4 Comparison of PAM-2 and PAM-4 
The required optical power to achieve an error-free BER is compared for data rates 
≥24Gbps, Fig. 5.3. As demonstrated, PAM-4 significantly extends achievable error-free 
data rates but does not simply allow a doubling of the data rate compared to PAM-2. 
Notably, both formats approach the thermal limit of the receiver at low baud rates. 
 
Fig. 5.2: (left) PAM-4 performance for 4 VCSEL wavelengths on an equalized channel 
using unshaped pulses; (right) PAM-4 performance for 4 VCSEL wavelengths on an 
equalized channel using RC pulses. Link includes 100m of OM5 and a 6dB ER. 
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Neglecting the added complexity of a PAM-4 transceiver and only considering 
received power as the metric for choosing a modulation format, it is advantageous to 
choose PAM-4 for data rates ≥50Gbps. This assumes both equalization and pulse shaping 
are implemented. If just equalization is used the transition to PAM-4 occurs near 40Gbps. 
It is also clear that modest increases in channel bandwidth, again determined mostly by the 
VCSEL, allow PAM-2 to readily support 50Gbps and PAM-4 to support 100Gbps links. 
Choosing a somewhat arbitrary maximum 3dB penalty over the thermal limit we 
observe that PAM-2 achieves 36Gbps and 45Gbps using equalization alone and 
equalization with shaping respectively. These correspond to a bitrate to bandwidth ratio of 
1.33 and 1.67. In contrast PAM-4 exhibits a ratio of 1.96 and 2.64 for equalized and 
equalized with shaping respectively. 
5.1.5 PAM-4 100Gbps and 400Gbps Links 
 
Fig. 5.3: Required received power for error-free (BER 10-12) transmission with PAM-2 
and PAM-4 on an equalized channel for the 850nm VCSEL. Link includes 100m of OM5 





Examination of the performance beyond 84Gbps i.e. beyond rates that achieve error 
free performance, we observe a monotonic increase in the minimum achievable BER 
reaching ~10-3 at 100Gbps without receiver equalization. Addition of a 7/3 receiver 
equalizer produces sub-FEC threshold BER (BER <4.2x10-4) at effective bit rates as high 
as 104Gbps. This FEC threshold is based on the standard Reed Solomon (RS) code chosen 
by the IEEE for short reach links due to its low-latency and low-overhead characteristics 
[3]. 
We investigate in detail the performance of each VCSEL wavelength in both a 
back-to-back configuration as well as through 100m of OM5 with two different equalizers, 
Fig. 5.4. The 5/1 DFE produces sub-FEC threshold BER. The BER behaviors were 
consistent between all VCSELs and no burst errors were found in the captured data. 
Furthermore, there was no sign of a significant noise floor with this tap configuration. 
Additionally, adding more equalizer taps lowers the BER revealing no floor above 
10-6 BER. This suggests the main impairment in the signal is residual ISI. Since all 
transmissions were passed through a MUX/deMUX to the OM5 and the same equalization 
was used for each VCSEL wavelength, the 100Gbps rates could be combined easily for a 
400Gbps link. In the back-to-back configuration, the 940nm VCSEL performs slightly 
better than the other VCSELs with the 910nm VCSEL performing the worst. We note that 
Table 5.1: PAM-4 100Gbps Fiber Penalty vs. Wavelength 




850 880 910 940 
0.9 0.7 1.3 1.5 
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the 910nm preproduction VCSELs have the worst performance of the four VCSELs by a 
minor, but consistent margin. 
The OM5 fiber imposes only a small penalty that varies slightly among the four 
wavelengths at 100Gbps, Table 5.1. The fiber penalty varies with wavelength primarily 
due to the variation of the EMBc of the fiber. The 0.7dB penalty indicates that the peak 
bandwidth of the fiber is around 880nm. However, even at an effective 100Gbps the fiber 
penalty for all wavelengths is small compared to the ISI penalty. 
If error-free data transmission is required, then an equalized bandwidth of ~30GHz, 
based off estimation from Fig. 5.4, is required to achieve 100Gbps. This estimate is in 
agreement with recent results where 68Gbps PAM-2 and >100Gbps PAM-4 were 
demonstrated error-free on a channel equalized to 30GHz in different work. 
  
Fig. 5.4: PAM-4 performance for 4 VCSEL wavelengths with Tx and Rx equalization 
using RC pulses at 100Gbps. (a) BER after equalization for back-to-back (B2B) link 
with 7/3 forward/backward receiver equalizer and (b) BER after equalization for back-
to-back (B2B) link with 5/1 forward/backward receiver equalizer; (c) OM5 link with 
7/3 forward/backward receiver equalizer (d) and OM5 link with 5/1 forward/backward 
receiver equalizer.  
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5.2 Error-Free 1060nm 100Gbps PAM-4 VCSEL Links 
To reduce the fiber requirements, the IEEE Ethernet working group 802.3cm has 
started standardizing 50Gbps PAM-4 data rates as well as shortwave division multiplexing 
(SWDM) to transmit two wavelengths per fiber (850nm and 910nm) [131]. In order to 
support SWDM, multimode fiber (MMF) manufacturers have developed MMF which 
provides sufficient modal bandwidth (EMBc) from 850nm to 950nm [232]. These two 
efforts allow VCSEL-MMF links to scale capacity in two dimensions: data rates and 
wavelengths. 
In this section, we investigate greater than 100Gbps PAM-4 signaling using 
1060nm VCSELs over 100m of SWDM capable fiber; OFS LaserWave FLEX WideBand 
Multimode Fiber (OM5) [103]. Equalization is implemented exclusively at the transmitter 
as pre-emphasis. We study the maximum achievable error-free (BER <10-12) data rates for 
PAM-2 and PAM-4 and reach 60Gbps and 100Gbps, respectively. Additionally, we 
investigate benefits of pulse shaping within band limited VCSEL links and find a reduction 
in power penalty of 4dB at 50Gbps and 3.5dB at 100Gbps. We conclusively show OM5 
fiber is capable of supporting link transmission of the entire wavelength band of 
GaAs/InGaAs VCSEL Datacom technology (850nm to 1060nm). 
5.2.1 Experimental Setup 
The 1060 nm VCSEL design [122] has been developed from a previous 850nm 
high-speed GaAs-based design [119]. The active region of the VCSEL has three InGaAs 
quantum wells separated by partially strain-compensating GaAsP barriers. The short half-
wavelength-thick cavity provides strong longitudinal optical confinement and is 
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surrounded by DBR structures carefully designed in the AlGaAs material system. 
Transverse optical and current confinement is achieved by two primary oxide layers in the 
top p-DBR, which are thin and placed in optical field nodes to obtain low beam divergence 
and improve transmission over longer distances. 
The VCSELs were driven by a 92GSa/s Arbitrary Waveform Generator (AWG) 
with 32GHz of analog bandwidth (Keysight Technologies M8196), Fig. 5.5top. The 5μm 
aperture VCSELs that were investigated had >23GHz bandwidth. A peak-to-peak voltage 
swing of 650mV was used to drive each VCSEL with a DC bias of ~6mA. Details of the 
experiment are similar to our previous work [113] with a few alterations. In the case of 
 
 
Fig. 5.5: (top) Experimental setup for BER measurements; (bottom) OM5 Fiber EMBc 
(blue) and fiber dispersion (red) over wavelength. ANSI/TIA492AAAE MMF standard 
(green) with approximated 1060nm (green dashed). 
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investigating shaped pulses, a time-domain raised cosine (RC) filter with 0.35 roll off factor 
is used. The optical signal was attenuated by 3dB to emulate the loss from a MUX/deMUX. 
A Thor Labs DXM30BF Ultrafast Detector was used with an SHF 807 amplifier for the 
receiver. Lastly, all BER measurements were done with an SHF 11100A error rate 
analyzer. In the case of PAM-4, the error rate is evaluated by measuring the symbol error 
rate of each eye at identical sampling points, and then summing half the individual eye 
error rates. 
5.2.2 Shortwave Division Multiplexing (SWDM) for 850nm to 1060nm VCSELs 
The inclusion of SWDM in the next IEEE MMF standard allows continued scaling of 
VCSEL link capacity while alleviating strain on data rate requirements. The current 
standard is focusing on SR4.2 and SR8.2 links for 200GbE and 400GbE solutions, where 
SRx.2 represents x fibers with 2 wavelengths. These solutions require wideband MMF in 
order to support higher wavelengths with sufficient EMBc to limit modal dispersion. The 
ANSI/TIA-492AAAE OM5 fiber standard was crafted to support SWDM and requires a 
minEMBc of 4700MHz-km at 850nm and 2470MHz-km at 953nm, covering four 
wavelengths. The EMBc of the OM5 fiber surpasses the requirement, Fig. 5.5 bottom. 
Fiber penalties in VCSEL MMF links are mostly dispersion related. The two worst 
case dispersion scenarios over the 850nm to 1060nm band in OM5 are at 850nm where 
chromatic dispersion is at a maximum and 1060nm where modal dispersion is at a 
maximum. Longer wavelengths have additional benefits due to the higher concentration of 
Indium in optoelectric devices such as smaller material bandgap (less fJs/bit) and higher 
responsivity of photodiodes. These benefits help further offset link penalties outside of the 
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primary design range of the fiber. By establishing link performance at 1060nm over OM5 
fiber, and having already established 850nm, 880nm, 910nm, and 940nm performance, we 
now demonstrate that all wavelengths from 850 to 1060nm will behave in a similar fashion. 
With the standard at 30nm spacing, this includes 970nm, 1000nm, and 1030nm 
wavelengths for a potential 8 channels supported by a single MMF. 
5.2.3 Channel Response and PAM-2 
The channel response is taken with 100m of OM5. Even with an EMBc of 
~2500MHz-km at 1060nm, the link 3dB bandwidth is ~20GHz, Fig 5.6a. With a 10-tap 
equalizer we are able to realize a link bandwidth of ~32GHz, where the equalizing filter is 
discussed in previous work [133]. The equalizer provides large bandwidth enhancement 
due to the slow roll off of the channel. This is attributed to advances in multimode 
photodiode bandwidth that reach >32GHz. 
We examine PAM-2 error-free rates with a PRBS-15 signal using the same 1060nm 
VCSEL. An extinction ratio (ER) of 7dB is maintained across the examined bit rates. The 
receiver thermal limit is shown in Fig. 5.6b in purple. This represents the best case received 
power for a given BER limited only by thermal noise, responsivity, and VCSEL extinction 
ratio. At 25Gbps, deterministic ISI penalties are negligible. The majority of the <1dB 
 
Fig. 5.6: (a) Unequalized electrical channel response (b) BER vs. received power for 
PAM-2 for various bit rates on an equalized 100m OM5 channel with extinction ratio of 
7dB; (c) PAM-2 eye diagrams at 50Gbps and 60Gbps. 
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penalty is due to VCSEL noise including both relative intensity noise (RIN) and mode 
partition noise (MPN), as well as noise resulting from reflections at optical coupling points. 
As data rates reach 50Gbps, the optical power penalty reaches ~5.5dB. Residual ISI and 
DAC aliasing account for a maximum 4dB optical power penalty. The ISI penalty may be 
further reduced with larger transmitter filtering, however we limited our filter to at most 
10 taps. The result is a 7dB power budget assuming a required power of -6dBm for PAM-
2 at 50Gbps. Using all the available optical power we achieve 60Gbps over 100m of OM5, 
the maximum testable data rate for our BERT. 
5.2.4 PAM-4 
PAM-4 is used in band limited systems due to the increase in bits/symbol, lowering 
its required bandwidth for the same bitrate. PAM-4 benefits from a high ER laser and 
extends data rates in band limited channels. Similar to the PAM-2 setup, we determine the 
receiver thermal noise limit for PAM-4, Fig. 5.7a. The tradeoff for moving to a higher order 
modulation scheme is a 4.77dB ISI penalty. Additionally, the increase in level transitions 
makes PAM-4 more susceptible to nonlinearities of the VCSEL and RIN. 
At 25Gbps, PAM-4 exhibits nearly the same inherent noise penalty as PAM-2. 
However, PAM-4 supports much higher data rates data rates without incurring the same 
ISI penalty as PAM-2, Fig. 5.7a and 5.7c. At 50Gbps, the residual ISI penalty is <0.5dB 
compared to 25Gbps. Power sensitivity is similar to PAM-2 as the ISI penalty of PAM-2 
is nearly the same as the optical power penalty from increasing the amplitude levels. At 
80Gbps, the band limitations of the channel contribute ~3dB ISI penalty compared to an 
ideal link. 100Gbps was achievable with a ~6dB power penalty. However, this establishes 
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that OM5 fiber can support 100Gbps PAM-4 with the upper wavelengths of GaAs/InGaAs 
VCSELs. We note again these are all error-free results. 
We next added an additional filter to the transmitter to shape the electrical drive 
signal to yield Nyquist-like pulses further reducing ISI, Fig. 5.7b. We shape over 4 symbols 
with an RC filter with a 0.35 roll off. While this is a small filter, it is more complex to 
implement than the previous equalization since the tap spacing requirement is generally 
smaller. However, the penalties are substantially reduced, Fig. 5.7b and 5.7c. At 50Gbps, 
PAM-2 is achieved with a modest 2.5dB power penalty. 60Gbps performs error-free with 
a 3.5dB penalty, this was the maximum data rate of the BERT. The pulse shaping also had 
a large improvement on PAM-4. Most notably, the power penalty compared to an ideal 
link at 100Gbps was reduced to <3dB. This small penalty should provide a sufficient power 
budget for margins required in commercial deployment. 
5.3 Error-Free 850nm to 1060nm VCSEL Links: 800Gbps 8λ-SWDM 
Low cost, and high density capabilities of VCSEL-based transceivers make them a 
key component of short reach interconnects. The standards anticipate forward error 
 
Fig. 5.7: (a) BER vs. received power for PAM-4 for various bit rates on an equalized 
100m OM5 channel with extinction ratio of 7dB; (b) Received power (at BER 10-12) vs. 
bit rate for PAM-2 (solid) and PAM-4 (dashed), including pulse shaping (red), on an 
equalized channel over 100m OM5. Thermal receiver limits are in purple; (c) eye 
diagrams of unshaped 60Gbps PAM-2 (top) and 100Gbps PAM-4 (top) and shaped 
60Gbps (bottom) and 110Gbps (bottom). 
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correction (FEC), however error free links without FEC are desirable in many applications. 
Error-free FEC-free VCSEL links have been demonstrated at 71Gbps PAM-2 over 3m 
[117] and 100Gbps PAM-4 over 100m [2, 3]. In the case of PAM-4, these data rates were 
demonstrated with multiple aperture and multiple wavelength VCSELs. Although faster 
data rates are feasible, bandwidth limits of VCSEL MMF links would require complex 
receiver DSP and FEC schemes that add latency and power consumption. Higher efficiency 
and low latency will be beneficial to deploy 50Gbps and 100Gbps single lane architectures. 
Therefore, scaling by wavelength multiplexing of error free links will be a more cost 
effective solution. It has been shown that 100Gbps PAM-4 is feasible across four 
wavelengths in the targeted OM5 range [133, 105]. Some performance and dispersion 
penalties have been investigated for both PAM-4 and longer wavelength VCSELs [134-
135, 122], highlighting link budgets and PAM-4 advantages at 50Gbps. However, an 
assessment the distinct penalties across the entire possible SWDM range is necessary to 
better understand the full capability of future VCSEL links. 
In this section, we investigate the effectiveness of limited transmitter equalization 
on 850nm, 980nm, and 1060nm VCSELs in back to back (b2b) and OM5 links. We 
compare the error-free sensitivity (BER 10-12) for different equalizers sizes across all 
VCSEL wavelengths using PAM-2. Additionally, we measure a Q factor and determine a 
maximum bit rate. We also assess fiber penalties for both PAM-2 and PAM-4 through 
100m of OM5 across all wavelengths. And, through simple measurements, we decompose 
total power penalty into individual dispersion related penalties, noise related penalties, and 
in the case of PAM-4, nonlinear related penalties. 
5.3.1 Experimental Setup 
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 The 850nm and 1060nm VCSELs were designed by Chalmers University and the 
980nm VCSELs were designed by TU Berlin. All VCSELs had similar aperture sizes (5-
6μm) with measured RMS spectral widths of 0.60, 0.51, and 0.41 for the 850nm, 980nm, 
and 1060nm VCSELs, respectively. The VCSELs were driven by a 92GSa/s Arbitrary 
Waveform Generator (AWG) with 32GHz of analog bandwidth (Keysight M8196) using a 
PRBS-15 pattern, Fig. 5.8. Experimental details are similar to earlier sections with a few 
alterations. When investigating shaped pulses, a time-domain raised cosine (RC) filter with 
0.35 roll off is used. The optical signal is mode scrambled to create a worst-case overfilled 
launch and to ensure measurement consistency across different wavelengths. A Thor Labs 
DXM30BF Detector was used with an SHF 807 amplifier for the receiver. The measured 
channel response, including 100m of OM5 fiber, is nearly identical for all VCSELs. Lastly, 
all BER counting up to 60Gbaud was done with an SHF 11100A error rate analyzer. In the 
case of PAM-4, the error rate is evaluated by measuring the symbol error rate of each eye 
at identical sampling points, and then summing half the individual eye error rates. 
5.3.2 Transmitter Equalization 
 
Fig. 5.8: Experimental setup for equalization and fiber penalty analysis. The color scheme 
850nm (blue), 980nm (green) and 1060nm (red) is used consistently throughout for all 
figures in section 5.3. 
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 Modern VCSEL drive circuits now include a multi-tap analogue FIR filter and a 
wideband line driver [130]. To quantify the benefits of transmitter equalization within an 
SWDM environment, we first demonstrate the error-free sensitivity improvement for bit 
rates to 60Gbps, Fig. 5.9, and then determine the maximum achievable data rate with 
equalization, Fig. 5.10. Drive voltage was kept constant across all VCSELs, but different 
for PAM-2 and PAM-4. All VCSELs were biased at 5mA for PAM-2 and PAM-4. The 
extinction ratio (ER) was measured to be 4dB, 5.8dB, and 5.7dB for the PAM-2 850nm, 
980nm, and 1060nm links, respectively. 
Without equalization, all VCSELs support up to 60Gbps error free BER10-12, Fig. 
5.9. Small differences in received powers at low bit rates result from differences in 
photodiode responsivity, ER, and relative intensity noise (RIN). The channel response is 
then equalized using frequency domain based gain equalization. The AWG is constrained 
into 3-tap, 5-tap, 7-tap, and 10-tap T-spaced time domain filtering [133]. Each tap 
configuration was tested at all wavelengths for error-free operation. In Fig. 5.9, only the 
 
Fig. 5.9: Error-free sensitivity of PAM-2 versus bitrate of 850nm, 980nm, and 1060nm 
VCSELs. 3-tap (dotted blue), 5-tap (dot-dash blue), 7-tap (dash blue), and 10-tap (solid 
blue) filters for 850nm VCSEL included. 
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equalization of the 850nm VCSEL is shown, but the benefits are similar for all VCSELs. 
We observe a decreasing benefit with increasing number of taps consistent with a channel 
memory of a few symbols. At 50Gbps the average received power can be reduced by nearly 
2dB using equalization. Furthermore, the residual penalty at 50Gbps is only ~2dB 
compared to 25Gbps.  
The maximum bit rate and the impact of pulse shaping is determined by assessing 
the Q factor: 𝑄 = 𝐼1 − 𝐼0 (𝜎1 + 𝜎0)⁄ , (where the parameters have their usual meaning). For 
these measurements, Fig. 5.10, the average received optical power is fixed to 0dBm for all 
bit rates and a 10-tap equalizer is optimized separately for back to back and with 100m of 
OM5 fiber for each VCSEL. The back to back unequalized 850nm link is shown for 
reference in Fig. 5.10 (purple solid line) and the error free Q=7 is also indicated. The error-
free data rate of each VCSEL extends beyond 65Gbps. Pulse shaping with a 9-tap RC filter 
with roll-off 0.35 is then added to the equalized links. Error-free data rates now increase to 
 
Fig. 5.10: Q factor vs. bit rate for equalized PAM-2 100m OM5 link using 850nm, 
980nm, and 1060nm VCSELs. Purple line corresponds to the unequalized 850nm PAM-
2 back to back (dark blue) link shown in Fig. 5.9. 
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>75Gbps for all wavelengths with the 850nm VCSEL reaching to 78Gbps PAM-2 over 
100m OM5, nearly a 30% data rate increase from the unequalized back to back link. 
Interestingly, the pulse shaping improves the Q factor by >2dB across all bit rates yielding 
a 50Gbps response with negligible penalty compared to 25Gbps. 
5.3.3 Receiver Equalization 
 The results presented in previous section relied solely on transmitter based filtering, 
in part to enable direct assessment of error rates. However receiver based signal 
optimization is a standard feature of optical receivers [112]. Implementing equalization at 
both the Tx and Rx reduces complexity and improves performance by distributing the 
filtering and by enabling a static equalizer at the transmitter and a dynamic filter at the 
receiver. 
Various receiver DFE filters with transmitter-based equalization were investigated 
for PAM-4. Here we investigated sub-100Gbps data rates due to ADC limitations. Results 
for unshaped pulses at 72Gbps, Fig. 5.11, and RC pulse shaping for 84Gbps, Fig. 5.12, 
 
Fig. 5.11: Receiver tap combinations at 72Gbps PAM-4 on an equalized channel, using 
unshaped (UnS) pulses and PAM-4. 
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show the benefits of receiver DFE filters for the highest PAM-4 bit rates that achieved 
error-free performance. The results shown are for the 850nm VCSEL and are representative 
of all VCSEL wavelengths. We first compare the offline error counting method to the real-
time error analyzer results and demonstrate consistency between these methods. The 
largest DFE filter examined, a 7/3 forward/backward tap configuration produced ~0.5dB 
reduction in the required received optical power for a BER >10-5. Fewer taps yield 
commensurately smaller benefits. The performance gains of receiver DFE filters for RC 
pulses is similar to, but slightly less than that observed for UnS pulses. This reduction in 
gain results in part from the tighter timing tolerance that accompanies RC pulse shaping. 
There is a trend of higher receiver filter benefits at lower BER. At error rates of 10-
6 both pulses experience a gain of approximately 0.75dB. Extrapolating to a BER of 10-
12, a gain of at least 1dB for both UnS and RC pulses is expected. 
5.3.4 Fiber Penalties 
Fiber penalties including chromatic dispersion, differential mode delay and loss 
 




will vary considerably from 850nm to 1060nm. We assess the total fiber penalty by 
comparing the required received power for error-free operation between back to back and 
with 100m OM5 with the equalization optimized for back to back. The VCSELs perform 
similarly for PAM-2 for the back to back with the 850nm VCSEL requiring >1.5dB lower 
power, Fig. 5.13. The 100m of OM5 adds only a modest penalty in all cases.  For 50Gbps 
PAM-2 the fiber adds a total penalty of 1.5dB, 1.2dB, and 1dB to the 850nm, 980nm, and 
1060nm links, respectively. For 100Gbps PAM-4, the fiber exhibits a power penalty of 
2.2dB, 1.8dB, and 2.6dB to the 100Gbps PAM-4 850nm, 980nm, and 1060nm links, 
respectively. Thus OM5 fiber is readily able to support even the 200nm wide 
implementations of SWDM for both 50G PAM-2 and 100G PAM-4. 
The total link penalty is decomposed into penalties associated with noise, 
dispersion, or nonlinearity. With reference to the Q factor, by measuring the minimum 
power required for a target BER with PAM-2 and PAM-4, I1, I0, ER, σ1, and σ0, with and 
without fiber, the individual power penalties for noise, dispersion and nonlinear PAM-4 
 
Fig. 5.13: Error-free received power for 850nm, 980nm, and 1060nm 10-tap equalized 
links using PAM-2 and PAM-4. Includes both back to back and 100m OM5. 
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effects can be isolated and quantified. Penalties from RIN, enhanced RIN, thermal, and 
equalizer noise addition are determined by measuring noise power and applying noise 
penalty equations derived in the IEEE Ethernet spreadsheet [85]. Dispersion penalties 
(chromatic, modal) are determined from differences in received power with and without 
the fiber. And, nonlinear penalties that arise from PAM-4 (eye skew, ISInon-linear) are 
 
 
Fig. 5.14: Power penalty for error-free (a) PAM-2 and (b) PAM-4, over various bit rates 
for 850nm, 980nm, 1060nm 100m OM5 VCSEL links. Dispersion penalty notes by solid 
lines, fiber noise penalty noted by dashed lines, and nonlinear penalties noted by dotted 
lines in (b). 
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measured by comparing the BER of PAM-2, PAM-4, and the individual SER of each PAM-
4 eye. 
Several distinct penalties are depicted in Fig. 5.14. The primary observation is that 
the dispersion penalty is nearly constant with increasing bitrate for 850nm and 980nm 
while it increases with bitrate at 1060nm for both PAM-2, Fig 5.14a and PAM-4, Fig. 
5.14b. Although the chromatic dispersion (CD) is greatest at 850nm, the DMD-CD 
interaction may be reducing the net dispersion penalty. The measured modal bandwidth for 
the fiber is ~5000MHz-km for both 850nm and 980nm, and ~2700MHz-km for 1060nm. 
Thus, the increase in dispersion penalty at 1060nm, where CD is lower, results from a 
decreasing modal bandwidth which is optimized for 850nm to ~950nm. The enhanced RIN 
penalty is fairly constant with wavelength, due to the offsetting effects between CD and 
DMD as well as the decreasing RMS spectra with increasing VCSEL wavelength. 
In the case of the nonlinearity, all VCSELs have a similar penalty, with 980nm 
having slightly more, which slowly increases as the bit rate increases. The PAM-2 penalties 
(RIN and dispersion) are smaller than the PAM-4 penalties, resulting from the higher 
sensitivity of PAM-4 to amplitude distortions. For these VCSEL designs, nonlinear 






CHAPTER 6.  
STATE-OF-THE-ART VCSEL COMMUNICATION 
Future VCSEL deployments must continue to scale serial data rates to 100Gbps 
and beyond while retaining energy-efficiency and cost effectiveness. For applications such 
as high performance computing (HPC), forward error correction (FEC) adds substantial 
latencies making them impractical for many short reach links [136]. Thus, VCSEL-MMF 
links have been restricted to PAM-2 modulation formats, as PAM-4 has been standardized 
to include FEC. We demonstrated a path to 100Gbps data rates using 21GHz production 
VCSELs in previous Chapters. However, as VCSEL and receiver bandwidths increase, it 
is now possible to increase data rates for VCSEL-MMF links further. 
In this Chapter, we overview the changes in VCSEL fiber optic communication 
technology over the last few years that have enabled data rates to continue increasing. We 
 
Fig. 6.1: SWDM capacity, data rate, and bandwidth growth over the last decade. 
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then present our most recent work with both single mode and multimode VCSEL setting 
record data rates and data rate distance products over fiber. 
6.1 Advances in Error-Free Transmission for >100Gbps PAM-4 
In this section, we overview the maximum achievable error-free (BER <10-12) data 
rates and the penalties for standard 50Gbps and 100Gbps links for PAM-2 and PAM-4 
using both commercially produced and research grade VCSELs. We show that 
VCSEL/MMF links are significantly improved with simple equalization and pulse shaping 
implemented exclusively at the transmitter. Current production VCSELs, used for existing 
25Gbps transceivers, support up to 100Gbps using PAM-4 with FEC and research grade 
VCSELs enable error-free rates well beyond 100Gbps using PAM-4. We show that these 
benefits originate substantially due to the slow roll-off of VCSEL responses when strongly 
biased but also due to higher available power and low relative intensity noise (RIN). This 
performance is achieved with short wave division multiplexing (SWDM) capable fiber; 
LaserWave FLEX WideBand Multimode Fiber (OM5) which readily supports 50Gbaud 
beyond 100m. 
6.1.1 Experimental Setup 
VCSELs suitable for IEEE standard 802.3bm (25Gpbs PAM-2) were provided by 
Finisar. This design is in volume production and previously described [119]. The relative 
intensity noise (RIN) was ~-142dB/Hz with an oxide aperture of ~8μm and an RMS 
spectral width of 0.493nm. Next generation VCSELs used in this study were 3rd generation 
VCSELs designed and fabricated at Chalmers University. These 850nm VCSELs were 
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designed for high-speed modulation using strained InGaAs quantum wells, a λ/2 optical 
cavity, and multiple oxide apertures [120]. The reflectivity of the top mirror was adjusted 
to optimize a flat and high-bandwidth modulation response [120]. The optimum mirror 
reflectivity can be designed into the epitaxial layer growth and the fabrication process is 
otherwise conventional. Thus these VCSELs represent a target for high volume production. 
VCSELs with 5μm, 7μm, 9μm and 11μm aperture sizes were studied, each had a bandwidth 
of ~25GHz and RIN between -145dB/Hz to -153dB/Hz depending on aperture. The RMS 
spectral widths are 0.69nm, 0.76nm, 0.86nm, 0.94nm from smallest to largest aperture. 
The electrical drive signals were generated using a Keysight Arbitrary Waveform 
Generator (AWG) with 32GHz of analog bandwidth. The signals were amplified with a 
SHF 827 linear amplifier and applied to unpackaged VCSELs using an RF probe, Fig. 6.2. 
All VCSELs were biased and electrically driven for optimum performance. Extinction 
ratios (ER) for 7μm, 9μm and 11μm aperture Chalmers VCSELs were ~8dB. The Finisar 
VCSEL and the Chalmers 5μm aperture VCSEL had a ~6dB ER. A PRBS-15 pattern was 
used for all testing and the PAM-4 patterns were implemented with gray coding. The OM5 
fiber is similar to [132] and exceeds the proposed OM5 TIA specification of 4700MHz-km 
at 850nm. The setup includes a CWDM MUX and deMUX to emulate a SWDM link, 
resulting in a total insertion loss of 2.4dB for 100m of fiber. 
 
Fig. 6.2: Experimental SWDM link with MUX and deMUX. The “channel” starts at the 
DAC and ends at the digitizer. The total link loss is 2.4dB. 
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The receiver consists of an InGaAs photodiode with 20μm aperture and a low noise 
Inphi TIA with a combined electrical bandwidth of 29GHz. The responsivity was 
~0.34A/W at 850nm. In section 6.1.4, the receiver was exchanged with a Thor Labs 
DXM30BF photodiode with 33GHz bandwidth and 0.48A/W responsivity at 850nm 
connected to a SHF 807 amplifier. The received signal is direct detected and analyzed by 
a DCA 81600D sampling scope, SHF 11100A Error Analyzer (EA), and Keysight M8040A 
EA to capture eye diagrams and determine bit error rates. 
6.1.2 Commercial Production VCSELs 
Commercial production VCSELs are currently manufactured targeting 25Gbps 
PAM-2 links. The 3dB bandwidths of these VCSELs are ~20GHz. The channel response 
with this production VCSEL had a 3dB bandwidth of ~19GHz, Fig. 2. When equalizing, 
the channel response roll-off, the choice of equalizer length, optical power, extinction ratio, 
baud rate and RIN all contribute to the optimum equalized 3dB bandwidth. 
Experimentally, links are equalized using a 10-tap frequency-domain equalizer. 
However, an equivalent equalizer can be implemented with a conventional time-domain 
10-tap FIR filter, Fig 6.3. The number of taps are limited to ensure a high-bandwidth power 
efficient filter is feasible. The optimum equalized 3dB bandwidth was determined by 
maximizing link data rates for each VCSEL. As a result, the filter may not be optimum for 
low baud rates and the observed received power is slightly higher than that possible with a 
filter optimized for low baud rates. We also evaluate the impact of an additional 9-tap 
raised cosine (RC) pulse shape filter to reduce spectral occupancy, thereby limiting the 
impact of dispersion [133]. 
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We quantify the performance of PAM-2 and PAM-4 formats by the received power 
required for error-free operation for various data rates. The equalized channel bandwidth 
was 24GHz corresponding to a peak equalizer gain of ~11dB and demonstrating the 
significance of the unequalized 15dB channel bandwidth. The production VCSELs achieve 
maximum error-free PAM-2 data rates of 54Gbps and 44Gbps with and without pulse 
shaping respectively, Fig. 6.4. Implementing PAM-4 with the production VCSEL extends 
maximum error-free data rates to 84Gbps and 72Gbps with and without pulse shaping 
respectively, Fig. 6.4. 
For many applications it is more instructive to examine the performance 
corresponding to specified data rates compared to btb. Using the error-free equalized PAM-
2 link as reference, Fig. 6.4 shows pulse shaping of PAM-2 allows 50Gbps with a 5dB 
penalty and a ~4dB power margin. Pulse-shaped and equalized PAM-4 supports 50Gbps 
with similar required optical power. Modest pulse shaping of PAM-4 allows >75Gbps with 
 
Fig. 6.3: Measured channel response of Fig. 1 with production VCSEL and corresponding 
10-tap FIR equalization filter response optimized for a 24GHz 3 dB bandwidth (red 
dotted). Optical spectra in inset. 
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a 7dB penalty and a similar ~3dB power margin. This demonstrates the performance 
advantages attainable using transmit only filters with 25Gbps production VCSELs. 
6.1.3 Research Grade VCSELs 
The Chalmers VCSELs yield an unequalized 3dB channel bandwidth of 21.5GHz 
for 11μm oxide aperture and 22.5GHz for the other apertures, Fig. 6.5. These research 
grade VCSELs, each exhibit 2.5GHz more channel bandwidth compared to production 
VCSELs, an increased OMA, and fiber coupled power up to 18mW for the 11μm oxide 
aperture. Each VCSEL was biased with a near equal current density of ~0.15 mA/μm2. 
The corresponding mode structures are shown as insets in Fig 6.5. These research VCSELs 
were able to be equalized to a 3dB bandwidth of 28GHz due to their increased bandwidth, 
lower RIN, improved optical power, and higher extinction ratio. 
 
Fig. 6.4: Required received power for error-free transmission with PAM-2 and PAM-4 
on an equalized channel with 100m OM5 fiber using Finisar production VCSELs. Solid 
lines: no pulse shaping; Dashed line: raised cosine (RC) pulse shaping. 
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The 7μm VCSEL supports maximum PAM-2 data rates of 68Gbps and 62Gbps 
with and without pulse shaping respectively, Fig. 6.6a. This represents a 30% increase over 
production VCSELs. The 9µm and 11µm aperture VCSELs performed nearly identical to 
the 7µm VCSEL. Most notably, the research grade VCSELs readily support error-free 
50Gbps PAM-2 with only transmit equalization and no pulse shaping, an important data 
rate benchmark. Furthermore, these VCSELs support 50Gbps with only a 2dB penalty 
compared to back to back when using both equalization and pulse shaping. 
When examining PAM-4, the research grade VCSELs achieve error-free data rates 
of 100Gbps and 90Gbps with and without pulse shaping, Fig. 6.6a, which is the first report 
of 100Gbps PAM-4 error-free rates. The maximum achievable error-free data rate for 
PAM-4 was 110Gbps. 
 
Fig. 6.5: Measured channel response of research grade Chalmers VCSELs with optical 
spectra for 5μm, 7μm, 9μm, and 11μm apertures, the production VCSEL response is also 
shown. 
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Focusing on PAM-4 100Gbps data rates, we examine performance versus aperture 
and fiber reach, Figs. 6.6b, and 6.6c. Performance versus aperture varies due to the specific 
RIN, power, and optical spectral characteristics. Typically, VCSELs with more mode sets 
experience a smaller RIN enhancement due to fiber dispersion and associated decorrelation 
of modes (section 3.2). We observed a RIN enhancement (worsening) of 5dB/Hz, 3dB/Hz, 
2dB/Hz and 2dB/Hz for the 5μm, 7μm, 9μm, and 11μm VCSELs, respectively after 100m 
of fiber. 
The 7μm and 9μm VCSELs performed best due to their low RIN and RIN 
enhancement. Error-free 100Gbps PAM-4 was achieved at 150m using the 7μm VCSEL, 
and 100m with the 9μm VCSEL, Fig. 6.6b and 6.6c. Generally, the fiber penalties are small, 
 
Fig. 6.6: (a) Required received power for error-free transmission with PAM-2 and PAM-
4 on an equalized channel with 100m OM5 fiber using 7μm Chalmers VCSELs. Solid 
lines: no pulse shaping; Dashed line: raised cosine (RC) pulse shaping; (b) PAM-4 BER 
performance for 5μm and 7μm; (c) PAM-4 BER performance for 9μm and 11μm; (d) 
PAM-4 BER performance over 100m for all apertures. All results achieved with 
transmitter only equalization. 
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~1-1.5dB at 100m. However, a noise floor associated with RIN enhancement was observed 
with the 5μm VCSEL limiting error-free performance to 50m. 
The 100m performance of each research grade VCSEL is shown together, Fig. 6.6d. 
The 7μm VCSEL performs best, with the 5μm VCSEL performing the worst. The 7μm, 
9μm, and 11μm VCSEL all reach error-free data rates at similar received power. For the 
7μm, 9μm, and 11μm VCSELs, the OM5 fiber imposes a penalty of approximately 2dB 
over 100m. Also, there is no indication of a significant BER floor for VCSELs at 100m 
other than the 5μm aperture. Thus, the most important factor to enabling 100Gbps data 
rates is increasing VCSEL bandwidth while simultaneously maintaining low RIN and 
sufficient fiber coupled power. 
6.1.4 Comparison of Channel Bandwidths 
At the higher data rates, the bandwidth limitation of the receiver notably impacts 
link performance. Receivers with MMF input present significant challenges balancing 
collection efficiency with speed. We investigated link performance using a receiver with a 
different frequency response, specifically a Thor Labs photodiode and SHF amplifier, Fig. 
6.7a. Although the 3dB bandwidth is slightly worse, roll off is slower resulting in higher 
10dB and 15dB bandwidths. As a result, the equalized 3dB bandwidth is >33GHz. 
Three link configurations are considered, Fig. 6.7b: Finisar VCSEL (red) with 3dB 
equalized bandwidth of 24GHz, Chalmers VCSEL (blue) with 3dB equalized bandwidth 
of 28GHz, and the Chalmers VCSEL with Thor receiver (black) with 3dB equalized 
bandwidth of 33GHz. The additional 5GHz channel bandwidth reduces the PAM-4 penalty 
by ~7dB at 100Gbps yielding a penalty of <2dB compared to PAM-4 back to back with a 
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~8dB margin when implementing equalization and pulse shaping. Without shaping, 
100Gbps is achieved with a 5dB penalty. Similar benefits are found for the commercial 
VCSEL which now supports a maximum bit rate of >80Gbps and negligible penalty at 
50Gbps compared to PAM-4 back to back (the PAM-2 link also shows negligible penalty 
with the new receiver compared to PAM-2 back to back). We conclude that error-free 
 
 
Fig. 6.7: (a) Previous measured channel response of Fig. 2 and Fig. 5a compared to 
improved receiver (black); (b) Comparison of required received power for error-free 
(BER 10-12) PAM-4 transmission on an equalized channel with 100m OM5 fiber. Solid 




100Gbps (50GBaud PAM-4) can be achieved with 25GHz VCSELs and receivers that 
enable 30GHz equalized channel. 
6.2 104Gbps NRZ over 50m OM5 MMF 
To sustain capacity growth continued effort is needed to increase core data rates 
while retaining the power efficiency advantages of VCSEL-MMF links. The new inclusion 
of equalization and forward error correction (FEC) into VCSEL-MMF links show potential 
for extending link capabilities [117, 133]. Furthermore, there are a number of foundries 
producing CMOS components suitable for filters and amplifiers needed to deploy these 
high speed links. For example, GLOBALFOUNDRIES 45SPCLO CMOS process exhibits 
an fT of 280GHz and supports 100Gbps NRZ TIAs [137]. 
In this section, we demonstrate, for the first time, >100Gbps PAM-2 NRZ signaling 
using 850nm VCSELs through OM5 multimode fiber. Equalization is employed using a 
transmitter based static equalizer and receiver based adaptive equalizer. Furthermore, a 
raised cosine (RC) pulse shape was implemented to minimize bandwidth limited 
impairments. Specifically, we demonstrate 102Gbps PAM-2 with BER below FEC 
threshold through 50m of OM5 fiber. We also demonstrate error-free data rates of 84Gbps 
over 100m OM5 and 90Gbps over 50m OM5. This is the fastest reported error-free PAM-
2 direct modulation data rate for any laser to date and the first VCSEL-MMF transmission 
eclipsing 100Gbps using traditional NRZ signaling. 
6.2.1 Experimental Setup 
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 The electrical PAM-2 signal was created with a Keysight M8194A AWG. The 
channel response, from the DAC output to the real time scope, is depicted in Fig. 6.8 for 
the native and equalized channel. Equalization was constrained to the equivalent of 10 taps 
to ensure fabrication is feasible in current technologies. VCSELs used in this study were 
unpackaged 3rd generation VCSELs designed and fabricated at Chalmers University for 
50G NRZ operation. The VCSELs had an aperture of 5μm, 26GHz 3dB bandwidth, and 
RIN <-150dB/Hz. OFS OM5 MMF with ≥5GHz-km effective modal bandwidth at 850nm 
was used for the transmission experiments. 
The receiver was a Thor Labs DXM30BF photodiode with 33GHz bandwidth and 
0.48A/W responsivity at 850nm connected to a SHF 807 amplifier. The received signal 
was captured using the real-time Keysight UXR1102A oscilloscope. The filter at the 
receiver was applied through the UXR and compensates for remaining channel distortions. 
Again, the filter was limited to 5 taps. Direct bit error rate counting was done using the 
SHF 11100A error analyzer for rates ≤60Gbps. Probability density function (PDF) analysis 
was implemented for data rates >60Gbps. The methods were shown to be equivalent for 
rates up to 60Gbps. We determined the maximum error-free rates achievable with and 
without pulse shaping.  Additionally, we determined the rates achievable when low latency 
Reed-Solomon (544, 514, 15, 10) KP4 FEC is to be employed. Specifically when we 
achieve an uncorrected BER of 2•10-4. 
 




 The VCSEL-MMF channel response is primarily governed by the VCSEL and 
receiver responses, Fig. 6.9. Here, the steep channel response roll-off beyond 40GHz is 
due to the receiver bandwidth. The low RIN, and high fiber-coupled power allow the noise 
limited equalization to provide >10dB net gain boost. Thus, due to the slow channel 
response roll-off, linear equalization can effectively increase the channel bandwidth of 
VCSEL-MMF links by over 50%, Fig. 6.9. As a result, modest linear equalization proves 
to significantly increase the data rate. We note also the low modal dispersion of the fiber 
ensures the RIN is not significantly worsened due to mode decorrelation. At the receiver, 
we applied a 5-tap FFE filter optimized for each bit rate through the software of the 
UXR1102A. Additionally, a 9-tap RC pulse shape filter was applied at the transmitter with 
0.3 roll-off to reduce spectral occupancy. We note that improvements in the receiver 
bandwidth will allow equalization to larger channel bandwidths. 
6.2.3 Results 
 
Fig. 6.9: Normalized VCSEL response, channel response, equalized channel response 
and 850nm optical spectrum. 
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The VCSELs were biased at 4.0mA, yielding a RMS spectral width of ~0.49nm 
and ~3dBm of fiber coupled power. Fiber coupling via a lensed fiber was optimized for 
best receiver sensitivity. The BER PDF analysis (beyond 60Gbps) was done over >1•107 
(oversampled) symbols and did not show signs of any noise floor for all rates examined. 
The VCSELs were first tested for their error-free rates with only linear equalization 
 
 
Fig. 6.10: (a) Received power for error-free transmission with PAM-2 on an equalized 
channel through 50m (red) and 100m (blue) OM5 fiber. Pulse shaping was added to the 
equalization to increase data rates (dashed); (b) Bit error rate (BER) of RC PAM-2 
through 50m OM5 fiber. FEC limit marked by gray dashed line. 
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applied. 72Gbps was achieved through 100m of fiber and 75Gbps was achieved through 
50m of fiber, Fig. 6.10a. Furthermore, there was only a small increase in penalty for 100m 
compared to 50m at rates beyond 70Gbps. Both fiber lengths experienced minor power 
penalty increase until 60Gbps. 
The RC filter was applied to compare maximum achievable data rates under the 
same conditions. At 0dBm, the error-free data rate increases by 12Gbps over 100m of fiber 
and 15Gbps over 50m of fiber, to 84Gbps and 90Gbps, respectively. Using linear 
equalization with RC filters, there is nearly no power penalty until 60Gbps. Beyond 
90Gbps and over 50m of OM5, data rates were no longer error-free by PDF analysis, Fig. 
6.10b. The BER steadily increased with data rate, rolling off at BERs >1•10-6. At 98Gbps, 
sufficient waveforms could be collected to count symbol errors offline with confidence. 
We counted an error rate of 1.02•10-4 at 104Gbps PAM-2 over 50m OM5, sufficiently 
below the KP4 FEC limit for error-free performance. Based on data rate improvements 
from equalization, we estimate that a receiver bandwidth improvement of 20% will produce 
near error-free 100Gbps PAM-2. No burst errors were found in the waveforms analyzed, 
demonstrating the ability of VCSEL-MMF links to continue capacity growth. 
6.3 168Gbps PAM-4 over 50m OM5 MMF 
 Increase in data center infrastructure to support growing cloud services has led to 
growing demand for energy-efficient, high-speed data links for server-to-server and server-
to-rack interconnects. These links are dominated by Vertical-Cavity Surface Emitting 
Lasers (VCSELs) and multimode fiber (MMF) due to their excellent performance, low 
cost, low power, and high density form factor. The IEEE 802.3cm standard efforts support 
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50Gbps PAM-4 core rates in four (two lambda) and eight fiber configurations to support 
traffic up to 400Gbps. To continue extending data rate capacity, both faster data rates and 
increases in shortwave division multiplexing (SWDM) lambda will be required. 
Experimental VCSEL links have demonstrated 102Gbps OOK over 50m OM5 MMF, a 
120Gbps PAM-4 Transceiver [138], and SWDM VCSEL links for 800Gbps/1.6Tbps 
solutions. The inclusion of equalization at the transmitter and receiver, as well as low-
latency KP4 forward error correction (FEC) acceptance in IEEE standards, have allowed 
VCSEL MMF links to scale data rates competitively with silicon photonics and short reach 
coherent solutions while continuing to offer the most efficient bitrate in regards to cost and 
power consumption. 
 In this section, we demonstrate greater than 160Gbps PAM-4 signaling over 50m 
of OM5 MMF, using 850nm unpackaged VCSELs with allocation for FEC. Equalization 
is implemented at the transmitter as pre-emphasis and receiver as a static feed-forward 
equalizer (FFE). Additionally, we include raised cosine (RC) filtering to demonstrate the 
benefits of shaping the electric signal for a typical equalized VCSEL link channel. We 
study the maximum achievable error-free (BER <10-12) data rates for PAM-4 and reach 
146Gbps over 50m of OM5. We conclusively show VCSELs are capable of reaching over 
160Gbps PAM-4, demonstrating the continued capability of VCSEL MMF links to scale 
line rates with demand. 
6.3.1 Experimental Setup 
 In this section, we study the performance of a new generation of anti-waveguiding 
VCSELs with increased bandwidth above 28GHz [139]. It was previously shown that this 
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generation of oxide-confined VCSELs operates at 60Gbps without pre-emphasis or signal 
processing in PAM-2 modulation and is expected to enable higher bit-rates if operated in 
combination with specialized electronics [140]. 
 The VCSELs were driven by a 120GSa/s Arbitrary Waveform Generator (AWG) 
with 45GHz of analog bandwidth (Keysight Technologies M8194) with a PRBS-15 
pattern. Details of the setup are shown in the figure in section 6.2.1. The VCSELs that were 
investigated had ~28GHz bandwidth. A peak-to-peak voltage swing of 650mV was used 
to drive each VCSEL with a DC bias of ~4mA. Details of the experiment are similar to our 
previous work [133] with a few alterations. In the case of investigating shaped pulses, a 9-
tap T/2 spaced time-domain raised cosine (RC) filter with 0.35 roll off factor was used. 
The transmitter pre-emphasis was generated by the AWG in a limited form, by restricting 
the DAC to a 6-tap filter. The filter at the receiver was applied through a real-time Keysight 
UXR1102A oscilloscope and compensates for remaining channel distortions using a static 
 
Fig. 6.11: Received power for error-free transmission with PAM-4 on an equalized 
channel through 100m (red) OM5 fiber with VCSEL channel response (inset). 
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5-tap FFE based on the baud rate. The optical signal was attenuated by 3dB to emulate the 
loss from a MUX/deMUX. The OM5 MMF was supplied by OFS. A Thor Labs DXM30BF 
Ultrafast Detector was used with an SHF 807 amplifier for the receiver. Direct bit error 
rate counting was done using the SHF 11100A error analyzer (BERT) for rates ≤120Gbps. 
For PAM-4, the error rate is evaluated by measuring the symbol error rate of each eye at 
identical sampling points, and then summing half the individual eye error rates. Probability 
density function (PDF) analysis was implemented for data rates >120Gbps using the real-
time UXR. The BERT and PDF method was shown to be close to equivalent for rates up 
to 120Gbps. The BER PDF analysis was done over >1•107 (oversampled) symbols. When 
the BER was >10-6, offline error counting was done through the real-time scope. 
6.3.2 Transmitter Equalization and Error-Free PAM-4 
 In order to keep equalization simple for analog implementation, a static UI-spaced 
6-tap FFE filter response was applied based on the channel response, Fig. 6.11 inset. With 
regards to equalization, the channel response roll-off, the choice of filter length, optical 
power, extinction ratio, baud rate and RIN all contribute to the optimum equalized 3dB 
bandwidth. For experimental simplicity, we determined the optimum equalized 3dB 
bandwidth by maximizing link data rates for the VCSEL, which was >40GHz. As a result, 
the filter may not be optimum for low baud rates and the observed received power is 
slightly higher than that possible with a filter optimized for low baud rates. 
 The minimum optical power to achieve error-free PAM-4 through 100m OM5 fiber 
was experimentally measured by sweeping the bit rate to just beyond 120Gbps, Fig. 6.11. 
The minimum received power is consistent at ~-6dBm to 80Gbps, limited by the thermal 
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noise and responsivity of the receiver. Beyond 80Gbps, the residual ISI from the channel 
and nonlinearities of the PAM-4 eyes begin to exponentially increase the power penalty as 
the bitrate increases. Regardless, at 100Gbps the power penalty increase is less than 1dB, 
demonstrating that 100Gbps PAM-4 over 100m is achievable with a 6-tap FFE transmitter 
equalizer. As the data rate increase to 120Gbps, the power penalty increases to 3.6dB, still 
having some power margin. Beyond 120Gbps, PDF analysis was used to calculate the BER 
and the power penalty begins to increase >1dB for every 3Gbps improvement. 
 Several BER curves were taken below 120Gbps for comparison, Fig. 6.12. No noise 
floor can be seen in any of the BER curves. At 50Gbps and 80Gbps, PAM-4 exhibits nearly 
the same shape. At 100Gbps and above, the BER curves have slightly varying shapes due 
to the non-optimal equalization resulting in some eye nonlinearity which be seen in the 
eyes, Fig. 6.12 (right). Note at 120Gbps there is less nonlinearity than at 100Gbps. Re-
optimizing the equalization for a 100Gbps will significantly reduce the nonlinearity 
without the need for a Volterra filter. 
6.3.3 RC Filtering, Receiver Equalization, and FEC with PAM-4 
 
Fig. 6.12: BER vs. received power for PAM-4 for various bit rates on an equalized 
channel through 100m OM5 fiber; Eye diagrams (right) for equalized error-free 100Gbps 
and 120Gbps PAM-4 through 100m OM5 fiber. 
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 An RC filter, as described in the experimental setup, is added for deliberate shaping 
of the drive signal to match the equalized channel and thereby reduce ISI. Through 100m 
OM5, the RC filter improves the bit rate by 12Gbps. The RC filter improves the bitrate by 
15Gbps through 50m OM5, to an error-free 146Gbps. At high bit rates, the performance 
through 50m OM5 becomes significantly better than 100m due to dispersion effects. 
Compared to the maximum achievable error-free bitrates through 100m OM5, 50m OM5 
provides 1.8dB and 2dB of extra power margin for non-filtered and RC filtered pulses, 
respectively. Considering the 100m OM5 has only ~0.1dB more loss than 50m OM5, this 
was a substantial reduction in the dispersion power penalty. 
 To extend the data rate, FEC and a receiver equalizer were added to the system. 
The static 5-tap T-spaced receiver equalizer consisted of 1 pre- and 3 post-taps and was 
 
Fig. 6.13: (a) Received power for error-free transmission with PAM-4 on an equalized 
channel through 100m (red) and 50m (blue) OM5 fiber. Pulse shaping was added to the 
equalization to increase data rates (dashed); (b) Receiver equalizer power margin gain 
over 50m OM5 at 10-6 BER; (c) Bit error rate (BER) of RC PAM-4 through 50m OM5 
fiber. FEC limit marked by black (3%) and gray (7%) dashed line; (bottom right) PAM-
4 eye diagram at 160Gbps before receiver equalization. 
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optimized for each bit rate, while overhead was allocated for the well-accepted KP4 FEC. 
We note that over the >107 symbols analyzed, no burst errors were found. The receiver 
equalizer steadily improved optical power margin to a 1.7dB maximal gain, Fig. 6.13b, due 
to the increase in residual ISI from the increasing bit rate. Combining both transmitter and 
receiver equalization with RC filtering, we measured the BER versus bit rate with 
allocation for FEC, Fig. 6.13c. At BERs >10-6, the symbol errors were physically counted 
offline. Through 50m OM5, data rates reached 168Gbps with FEC allocation for an 
effective >163Gbps, conclusively demonstrating a >160Gbps VCSEL solution for data 
centers and continued growth in VCSEL MMF line rates. 
6.4 2λ x 107Gbps PAM-4 Transmission over 1100m OM5 
The majority of optical interconnects in a data center are <30m and consist of 
850nm multimode vertical-cavity surface-emitting lasers (VCSELs) and multimode fiber 
(MMF) due to their energy efficiency, low cost, and high density form factor. These 
solutions are generally constrained to <150m due to chromatic and modal dispersion 
limitations. The effects of both dispersions can be efficiently mitigated by reducing the 
number of VCSEL modes, ideally to achieve single-mode (SM) operation [141]. At longer 
reaches, demonstrations of 54Gbps PAM-2 over 2200m MMF [142], 25Gbps over 1500m 
graded-index SMF [143], and 51.56Gbps PAM-4 over 2300m MMF [144], but required 
either extensive equalization (40 taps) or hard-decision forward error correction (HD-FEC) 
with 12% overhead. Improvements in SM VCSEL bandwidth and power have led to 
experimental demonstration 60Gbps PAM-2 over 800m MMF [145] with no equalization 
and KP4 FEC. Yet, it is important to establish that SM VCSELs can operate under IEEE 
802.3cm standards set for multimode VCSEL MMF links (such as two-lambda SWDM, 
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transmitter and receiver equalization, PAM-4 modulation, low-latency KP4 FEC, etc.) to 
exhibit transition between SM and MM VCSELs that maintains the high-speed, low-power 
VCSEL link characteristics without having to redesign existing analog electronic drivers. 
 In this section, we demonstrate greater than 100Gbps PAM-4 signaling over 1100m 
of OM5 MMF and 50Gbps PAM-2 over 1550m OM5 MMF, using 850nm and 910nm 
unpackaged VCSELs with allocation for KP4 FEC. Equalization is implemented at the 
transmitter and receiver as a static feed-forward equalizer (FFE). Additionally, we include 
raised cosine (RC) filtering to demonstrate the benefits of shaping the electric signal for a 
typical equalized VCSEL link channel. Furthermore, we examine the maximum achievable 
error-free (BER <10-12) reach for PAM-4 and PAM-2 and demonstrate error-free 120Gbps 
PAM-4 over 750m OM5, 107Gbps PAM-4 over 900m OM5, 70Gbps PAM-2 over 800m 
OM5, 60Gbps PAM-2 over 1100m OM5, and 53.5Gbps PAM-2 over 1300m OM5. We 
show SM VCSEL technology is capable of scaling to faster data rates, with multiple 
lambda, over >1000m fiber lengths to provide energy efficient optical interconnects for all 
demands within data centers. 
6.4.1 Single Mode VCSEL Benefits, Equalization and Pulse Shaping, and PAM-2 Data 
Rate Tests 
The SM 850nm and 910nm VCSELs had one transverse mode with SSMR >30dB. 
Even with a single transverse mode, both VCSEL wavelengths produced >2.2dBm optical 
power at 3mA. The full width at half-maximum (FWHM) of the transverse mode was 
0.021nm and 0.025nm of the 850nm and 910nm VCSEL, respectively. Typically, MM 
VCSEL MMF links are reach limited by chromatic dispersion, modal dispersion, and fiber 
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effective modal bandwidth (EMBc). SM VCSELs are not as effected by dispersion due to 
their small spectral content and typical under filled launch conditions. 
 At the transmitter, a static UI-spaced 6-tap FFE filter response was applied based 
on the channel response. An RC filter, as described in the experimental setup, was added 
for deliberate shaping of the drive signal to match the equalized channel and reduce ISI. 
The static 5-tap T-spaced receiver equalizer consisted of 1 pre- and 3 post-taps. The 
bandwidth of the fiber plays a negligible role in limiting the bandwidth of the system, 
resulting in consistent channel bandwidth and slow change in phase over longer lengths of 
fiber, Fig. 6.14a. 
53.5Gbps, 60Gbps, and 70Gbps PAM-2 were tested for maximum reach, Fig. 
6.14b. BER was calculated by PDF analysis every 100m of OM5 length. The 850nm and 
910nm VCSEL behaved similarly and differences in received powers for the same data and 
fiber distance were <0.5dB. The fiber attenuation increased by approximately 0.5dB/200m. 
At an error-free BER, 70Gbps reached 800m, 60Gbps reached 1100m, and 53.5Gbps reach 
1300m. For 53.5Gbps and 60Gbps, significant power penalties for increasing distance are 
 
Fig. 6.14: Measured phase response through back-to-back (btb), 500m, 1000m, and 
1500m channel; (b) Received power for error-free transmission with 53.5Gbps, 60Gbps, 
and 70Gbps PAM-2 on an equalized channel from 0m to 1400m of OM5 fiber with eye 
diagrams of 60Gbps and 70Gbps PAM-2 next to their respective curves. 
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not observed until after 800m OM5. At 70Gbps, large penalty increases are not discernable 
until 500m OM5. We note these penalties are most likely due to the receiver equalizer not 
being able to compensate for the phase completely as the fiber length increased. This effect 
will be exacerbated in faster data rates (70Gbps), where the receiver equalizer may be 
required to not only correct for channel phase, but also residual ISI from band limitations. 
By allocating overhead for FEC, fiber reach extended 250m, Fig. 6.15a. 7% overhead was 
included for two different types of low-latency FEC, but the target BER was for KP4 FEC 
(3% overhead). No burst errors were found when offline counting errors at BERs >10-6. 
Both 850nm and 910nm VCSELs reached 1550m OM5 with FEC allocation at 53.5Gbps 
PAM-2 for an aggregate 100Gbps throughput. 
6.4.2 PAM-4 Analysis 
PAM-4 is investigated to increase data throughput by increasing the bits transmitted 
per symbol. Compared to PAM-2 it incurs a 4.77dB sensitivity penalty for the addition of 
two more amplitude levels. 107Gbps and 120Gbps PAM-4 were tested for maximum error-
free reach, Fig 6.16a. 120Gbps reached 750m OM5 while 107Gbps reached 900m OM5. 
 
Fig. 6.15: (a) Bit error rate (BER) of RC PAM-2 from 1300m to 1650m of OM5 fiber. 
FEC limit marked by black (3%) and gray (7%) dashed line; (right half) 910nm VCSEL 
eye diagrams for 53.5Gbps PAM-2 through 500m OM5 (top left), 1000m through OM5 
(bottom left), and 1500m through OM5 (top right) before receiver equalization. 
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Significant power penalties were not observed until beyond 500m OM5. With FEC 
allocation, fiber reach extends 200m, to 1100m, Fig. 6.17a. Similar to the PAM-2 case, no 
burst errors were found when offline counting errors. Both 850nm and 910nm VCSELs 





Fig. 6.16: (a) Received power for error-free transmission with 53.5Gbaud and 60Gbaud 
on an equalized channel from 0m to 1000m of OM5 fiber with eye diagrams of 
53.5Gbaud and 60Gbaud PAM-4 next to their respective curves; (bottom) 850nm 






Fig. 6.17: (a) Bit error rate (BER) of RC PAM-4 from 900m to 1150m of OM5 fiber. 
FEC limit marked by black (3%) and gray (7%) dashed line; (bottom) 850nm VCSEL 
PAM-4 eye diagram of 53.5Gbaud through 1000m OM5 before receiver equalization. 
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CHAPTER 7. CONCLUSIONS 
7.1 VCSEL-Based Fiber Optic Communication 
To address the rapid growth in the bandwidth needs, the IEEE 802.3 standard work 
groups continue to evolve standardizing optical links with targets for 100Gbps PAM-4. 
Consequently, some of the impairments that are negligible at lower speeds start to become 
prominent which need further investigation. The research began by addressing the concern 
of data rate limitations due to RIN and MPN. We introduced the notion of a 
misunderstanding of VCSEL noise behavior in Chapter 3. For the first time, VCSEL 
transverse modes were isolated with enough power to make meaningful measurements of 
their noise, and thus capture the cross-correlations due to mode gain competition. We 
demonstrated that mode partition noise (MPN) had a minimal effect on the overall noise of 
the system for the lengths of fiber being considered for IEEE standards. We also discovered 
that relative intensity noise was dependent on the effects fiber dispersion have on the 
transverse mode cross-correlation. We showed that RIN enhancement can be detrimental 
to an optical link, and perhaps there is an optimum set of modes that provides the least 
amount of RIN enhancement over a 100m link. In Chapter 4, we demonstrated a 
progression of data improvement in part realized by Chapter 3. Through improvements on 
both the electrical and optical side we demonstrate the progression from 50Gbps PAM-4 
with FEC to 100Gbps PAM-4 error-free. We detail the considerations and trade-offs when 
addressing channel impairments at the transmitter and receiver. And, we conclude with a 
section discussing the most cost-effective way to design a system for a target length or data 
rate given the bandwidth of the system. In Chapter 5, we expanded on the idea of wave 
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division multiplexing (SWDM) applying the data rates of Chapter 4 to more wavelengths 
in an effort to increase capacity from 100Gbps per fiber to 1Tbps per fiber. We 
demonstrated how a system of 4 lambda operated over new OM5 fiber. We also showed 
the effects of different transmitter and receiver equalization strategies, depending on the 
tap length or type of equalizer. Further research was presented proving that VCSEL 
wavelengths from 850nm to 1060nm could all operate over OM5 fiber enabling 8 lambda 
per fiber at over 100Gbps over 100m. Most importantly, we showed that the same 
equalization provided similar results across all the wavelengths. Finally, in Chapter 6, we 
demonstrated state-of-the-art data rates using the latest in electronic and optical equipment. 
We demonstrated with the newest generation of VCSELs >100Gbps NRZ and >160Gbps 
PAM-4 over 50m of OM5 fiber. We also demonstrated, using single mode VCSELs at 
850nm and 910nm, the ability to transmit 50Gbps NRZ and 100Gbps PAM-4 over 1500m 
and 1100m of OM5 fiber, respectively. This demonstrates the continued ability of VCSEL 
interconnects to scale data rates and possibly reach 200Gbps PAM-4. We demonstrated the 
ability of VCSELs to reach over 1000m at 100Gbps as well, making VCSELs a potential 
option for all data center intraconnects. 
7.2 Future Directions 
Based off the work in Chapters 3-6, investigation is needed for near-term and long-
term development and deployment of links. In the near-term, the next standard will most 
likely target 100Gbps PAM-4 and/or 50Gbps NRZ VCSEL links for data centers. At this 
stage in development, it is important to investigate how VCSELs from different vendors 
behave with PAM-4 signaling and how much equalization will be needed to allow for a 
general standard that fits most VCSEL vendors. Additionally, noise limitations for the laser 
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will need to be investigated as more complex equalization tends to lead to a higher noise 
enhancement of the electrical signal. Worst-case limitations will need to be developed for 
100Gbps PAM-4 links with regards to older generations of VCSELs and noise 
enhancement through fiber. 
For the long-term, increasing the number of wavelengths and increasing serial data 
rates needs to be investigated. There is some community notion that silicon photonics will 
take over for VCSELs in data center applications; however, this is not true due to VCSEL 
links low power and low cost when it is possible for a datacenter to have >250000 links 
that are <30m. To reduce the number of links, more investigation will be needed for 
efficient and low-area optical MUXs and deMUXs. To develop the data rates presented in 
Chapter 6, more research will be needed for equalization optimization and driver 
impedance matching to avoid electrical back reflections. The most research will be needed 
in the area of single mode VCSELs, especially since they are being considered for 
transmission through multimode fiber. Ideally, single mode fiber at 850nm would be best, 
but until it is taken up by industry for production, SM to MM coupling will need to be 
investigated. For future investigation, measuring the effects of off-center launches, 
overfilled launches, and transmission through fibers with kinks will be important. It is 
important to determine if the only tradeoff is optical power for a more confined optical 
spectra, resulting in reduced dispersion effects. Researching on all these fronts should 
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