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Abstract
We investigate the occurrence of six classes of pronounciation variants
in a very large corpus of spontaneous german speech. A high correlation
between the dialect region of the speaker, the speaking rate and the
word position within the utterance is observed. The integration of the
pronounciation variants into a speech recognition system yields moderate
improvement of the word error rate.
In einem sehr groen Korpus spontaner deutscher Sprache wird
das Auftreten von sechs Klassen von phonetischen Aussprachevarianten
untersucht. Dabei ergibt sich eine deutliche Abhangigkeit der Re-
alisierungshaugkeit von der Sprechgeschwindigkeit, der Dialektregion
des Sprechers und der Stellung des Wortes in der

Auerung. Durch
die Aufnahme der Aussprachevarianten in die Modellparameter eines
Spracherkenners konnte eine Reduktion der Fehlerrate des Spracherken-
ners erzielt werden.
1 Einleitung
Zu den wichtigsten Wissensquellen in einem maschinellen Spracherken-
nungssystem gehort das phonetischeWorterbuch, eine Datenbank uber die
phonetische Realisierung der zu erkennenden Worte. Dieses Worterbuch
ist meist so aufgebaut, da fur jedes Wort eine kanonische phonetische
Ausspracheform enthalten ist. Setzt man ein Spracherkennungssystem in
einer Applikation ein, sollte es auer den kanonischen Aussprachen der
Worte auch uber Wissen uber die moglichen Aussprachevarianten und
deren Wahrscheinlichkeitsverteilung verfugen. Man benotigt daher Meth-
oden, um ein gegebenes phonetisches Worterbuch mit Aussprachevari-
anten anzureichern.
Die moglichen Aussprachevarianten von Hand zu ermitteln ist ermudend
und fehlertrachtig. Daher sind verschiedene Algorithmen zum automatis-
chen Bestimmen von Aussprachevarianten vorgeschlagen worden. Grob
lassen sie sich in zwei Kategorien klassizieren:
1
1. die regelbasierte Generierung von phonetischen Aussprachevarianten
aufgrund von linguistisch-phonetischem Wissen, und
2. die automatische Transkription von unterschiedlichen Realisierun-
gen eines Wortes durch maschinelle phonetische Analyse in einem
Korpus (z.B. mittels eines Phonemerkenners)
Mit den Verfahren der zweiten Kategorie (vgl. [1], [3] oder [6]) kann
die tatsachliche a-priori-Haugkeit jeder gefundenen Aussprachevariante
abgeschatzt werden. Dadurch kann erreicht werden, da das Worterbuch
nur um relevante Varianten erweitert wird und damit das Problem
der Zunahme der Verwechselbarkeit weniger stark entsteht. Allerdings
mussen zur robusten statistischen Bestimmung einer Aussprachevariante
mehrere Instanzen des zu modellierenden Wortes in der Datenbasis
vorhanden sein. Fur selten auftretende Worte ist eine Variantengener-
ierung nach dieser Methode daher i.allg. nicht moglich.
Ein solches Problem entsteht nicht bei der regelbasierten Generierung
von Aussprachevarianten. Hier konnen auch fur selten belegte Worte des
Vokabulars Varianten generiert werden. Allerdings ist die Gefahr der

Ubergenerierung gegeben, wenn mehrere Regeln z.T. mehrfach auf eine
kanonische Wortform angewendet werden konnen.
Ziel dieser Untersuchung ist es, den Nutzen der Verwendung von regel-
basiert generierten Aussprachevarianten zu analysieren. Konkret soll
geklart werden
1. inwieweit die Realisierung von bestimmten Varianten vom Kontext
abhangt und von daher vorhersagbar ist,
2. wie hoch der Einu der inadaquaten Wortmodellierung in der
Trainingsphase eines Spracherkenners auf die Erkennungsleistung
ist,
3. wie hoch der Einu der inadaquaten Modellierung der Worter
wahrend der eigentlichen Spracherkennung ist.
Dieses Papier ist wie folgt aufgebaut. Zunachst werden der verwendete
Korpus und die eingesetzten Regeln zur Generierung von Aussprachevari-
anten vorgestellt. Dann werden das Auftreten von Aussprachevarianten
im Korpus sowohl global als auch in Abhangigkeit des Kontextes unter-
sucht. Dabei werden zur Untersuchung Entscheidungsbaume herangezo-
gen. Zum Schlu werden Experimente mit dem Ziel der Verbesserung
der Qualitat des Spracherkenners durch explizite Variantenmodellierung
vorgestellt.
2 Verwendeter Korpus
Ein Teil des zur Analyse verwendeten Korpus wurde im Rahmen des
BMBF-Verbundprojekts VERBMOBIL an insgesamt vier Datensam-
melorten (Bonn, Karlsruhe, Kiel und Munchen) gesammelt und transli-
teriert. Ein weiterer Teil wurde im Rahmen des JANUS-Projekts an
der Universitat Karlsruhe gesammelt. In beiden Fallen handelt es
sich um Aufnahmen von spontanen Mensch-zu-Mensch Dialogen aus der
Terminvereinbarungs-Domane.
Insgesamt standen zur Analyse 10735 deutsche

Auerungen mit zusam-
men knapp 2310000 gesprochenen Worten zur Verfugung. Die dialektale
Herkunft der Sprecher wurde nicht fur alle Aufnahmen erfat. Fur eine
Stichprobe von 106 Sprechern wurde uberpruft, inwieweit der Aufnahme-
ort als Naherung fur die Herkunft des Sprechers geeignet ist. Die An-
nahme erwies sich dabei in 83 Fallen (78%) als korrekt.
3 Regeln zur Generierung von
Aussprachevarianten
Um allgemeingultige Regeln zur Generierung von Aussprachevarianten
in einer Sprache aufzustellen, ist eine genaue Korpusanalyse erforder-
lich. Zwei solche Korpusanalysen wurden unabhangig voneinander von
[4] und [5] durchgefuhrt. Dabei wurden die folgenden Aussprachevariatio-
nen beobachtet.
1 keine
2 Ausfall des Glottalverschlulautes
3 'schwa'-Elision
4 Nasalassimilation nach 'schwa'-Elision
5 Reduktion des 'r' bei Vokal-r-Verbindungen
6

Anderungen der Vokaldauer
7

Anderungen der Vokalqualitat
8 stimmhaft-stimmlos-

Anderung [v - f]
9 Lautverschmelzung bei gleichem Silbenaus- und Anlaut
10 Monophthongierung von Diphthongen
11 Glottalisierung eines Plosivs in einem Kontext von Nasalkonsonanten
12 Nasalisierung der Endsilbe '-nden'
Table 1: Beobachtete Typen von Aussprachevarianten
Die ersten sechs Regeln stellten nach [4] die groe Mehrzahl der
Abweichungen und wurden daher in die Untersuchung aufgenommen.
Um eine

Ubergenerierung von Varianten zu vermeiden, wurden fur ein
gegebenes Wort alle anwendbaren Regeln an allen Stellen angewendet.
Die so entstandenen Varianten wurden jedoch nicht weiter durch nochma-
lige Regelanwendungen modiziert. Dieses Verfahren fuhrte zu einer
Generierung von durchschnittlich 1,58 zusatzlichen Varianten pro Wort,
was einer Vergroerung des Vokabulars um den Faktor 2,58 entspricht.
Beispiele fur die Anwendung der Regeln und die genaue Anzahl der
erzeugten Varianten werden in Tabelle 2 zusammengefat.
Die erlaubten Vokalqualitatanderungen sind 'e' nach '@', 'E:' nach 'e:',
und 'i' nach '@'.
Nr. Beschreibung Beispiel kanonische variierte Anzahl
Wortform Wortform
1 keine

Ather QE:t6 QE:t6 9149
2 Glottislautelision

Ather QE:t6 E:t6 2138
3 Schwa-Elision haben hab@n habn 2578
4 Nasalassimilation haben hab@n habm 2321
5 'r'-Reduktion Jorg j2rk j26k 442
6 Vokalverkurzungen guten gu:t@n gut@n 3224
7 Vokalqualitatanderungen Messe mes@ m@s@ 3807
Table 2: Verwendete Regeln und Anwendungshaugkeiten auf einem
Worterbuch von 9149 Worten
4 Analyse der Vorkommenshaugkeit
der einzelnen Varianten
4.1 Haugkeit des Auftretens im Korpus
Fur den gesamten Analysekorpus wurden mittels forced alignment die
besten Wortketten bestimmt. Dabei konnte fur jedes Wort jede seiner
Aussprachevarianten gleichwahrscheinlich eingesetzt werden. Der Sprach-
erkenner bestimmte dabei fur jede Instanz eines Wortes, welche der ange-
botenen Aussprachevarianten lokal vorlag. Auf diese Weise ergab sich die
in Tabelle 3 angegebene Verteilung der Aussprachevarianten.
Nr. Beschreibung Haugkeit Haugkeit
(absolut) (relativ)
1 keine 205464 88.9
2 Glottislautelision 10597 4.6
3 Schwa-Elision 5320 2.3
4 Nasalassimilation 2915 1.3
5 'r'-Reduktion 385 0.2
6 Vokalverkurzungen 4323 1.9
7 Vokalqualitatanderungen 1956 0.9
- alle 230960 100.0
Table 3: Haugkeit der Realisierung der verschiedenen Aussprachevarianten
Vergleicht man die tatsachlichen Realisierungen mit der Anzahl der
vorhandenen Varianten im Worterbuch, so fallt die relativ geringe
Haugkeit der Realisierung von Vokalqualitatanderungen und die groe
Wahrscheinlichkeit der Elision von Glottalverschlulaut und 'schwa'
auf. Abweichend von den Ergebnissen von Flach [4] war die Zahl der
Vokalverkurzungen deutlich groer als die der Vokalqualitatanderungen.
Fur die Abweichung von der kanonischen Aussprache sind zahlreiche
Grunde denkbar. In den nachsten Abschnitten soll versucht werden, einige
dieser Grunde aus dem Datenmaterial abzuleiten.
4.2 Abhangigkeit der Vorkommenshaugkeit von
anderen Faktoren
Weitere Ursachen fur das Auftreten von Aussprachevarianten sind Vari-
ationen der Sprechgeschwindigkeit und dialektale Farbungen. Auch eine
Abhangigkeit von vorangehenden Hasitationen oder Pausen, bzw. eine
Abhangigkeit von der Stellung im Satz (erstes Wort, letztes Wort) ist
denkbar. Um diese Abhangigkeiten zu ermitteln, wurden in mehreren
Versuchen Entscheidungsbaume (decision trees, [6]) berechnet. Als Op-
timierungskriterium wurde die Entropie der Variantenverteilungsfunktion
gewahlt:
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, ist die optimale Gruppeneinteilung diejenige, bei der alle
Nicht-Varianten in Gruppe 1, alle nach Regel 2 veranderten Worte in
Gruppe 2 usw. eingeteilt werden. Fur diesen Fall nimmt die Entropie den
kleinsten moglichen Wert an.
Die Moglichkeiten einer Aufteilung der Gesamtmenge in Gruppen sind
durch die moglichen Fragen begrenzt. Der komplette Fragensatz ist in
Tabelle 4 aufgefuhrt.
Der Algorithmus zum Konstruieren eines decision trees geht von
einem einzigen Knoten, dem Wurzelknoten, aus. Dieser enthalt alle
Worte des Korpus. Der Algorithmus wahlt nun aus einem vordenierten
Fragensatz diejenige Frage aus, die zur minimalen Entropiesumme der
zwei resultierenden Tochterknoten fuhrt. Jeder Tochterknoten besteht
dabei aus einer Menge von Worten; bei dem einen Tochterknoten ist
die Frage mit 'ja' beantwortet worden, bei dem anderen mit 'nein'.
Diese Prozedur wird fur die Tochterknoten rekursiv durchgefuhrt, bis
der resultierende Entropieverlust unter eine vordenierte Schranke
fallt. Dabei konnen die Fragen sowohl auf das Wort selbst (ist dieses
Wort schnell gesprochen worden?) als auch auf die Nachbarn (ist das
nachfolgende/vorhergehende Wort schnell gesprochen worden?) gerichtet
werden.
Die Blatter des so entstandenen Baumes reprasentieren

Aquivalenzklassen. Innerhalb dieser ist im Schnitt eine Klassizierung
einfacher als in der Grundmenge. Je naher am Wurzelknoten eine Frage
verwendet wird, desto groer ist ihr Einu auf die Entropie. Man kann
daher an einem fertig konstruierten decision tree zweierlei ablesen:
1. welche Fragen wichtig sind, d.h. welche der abgefragten Merkmale
einen groen Einu auf das Entstehen von Aussprachevarianten
Nr. Name der Frage Bedeutung
1 first_word erstes Wort der

Auerung?
2 last_word letztes Wort der

Auerung?
3 pause Pause?
4 hesitation Hasitation?
5 Variant0 kanonische Variante?
6 Variant2 Variante nach Regel 2?
7 Variant3 Variante nach Regel 3?
8 Variant4 Variante nach Regel 4?
9 Variant5 Variante nach Regel 5?
10 Variant6 Variante nach Regel 6?
11 Variant7 Variante nach Regel 7?
12 breathing Atemgerausch?
13 very_slow Sprechdauer T grosser als T + 2?
14 slow T +  < T < T + 2?
15 average T    < T < T + ?
16 fast T    > T > T   2?
17 very_fast T < T   2?
18 SpeedSlow T > T + ?
19 SpeedHigh T < T   ?
20 Kiel Sprecher aus der Region Kiel?
21 Bonn Sprecher aus der Region Bonn?
22 Karlsruhe Sprecher aus der Region Karlsruhe?
23 Munchen Sprecher aus der Region Munchen?
Table 4: Verwendeter Fragensatz
haben
2. welchen Einu die Fragen haben, d.h. welche Merkmale zu welcher
Verteilung von Aussprachevarianten fuhren.
4.3 Ergebnisse der Anwendung der Entschei-
dungsbaume
Fur die oben bereits denierten Fragen ergab sich im Experiment mit
230.960 annotierten Worten aus dem VERBMOBIL-Korpus der in Bild 1
und in Tabelle 5 dargestellte Baum.
Zusammenfassend lat sich sagen:
 Zu Beginn einer

Auerung ist die Wahrscheinlichkeit einer
Aussprachevariante drastisch kleiner als an anderen Stellen. Die
Wahrscheinlichkeit einer initialen Glottalverschluelision ist sogar
nahe Null. Allerdings werden initial 40% mehr Vokalverkurzungen
beobachtet als im Mittel.
 Es ist ein deutlicher Einu der Dialektregion festzustellen. Die di-
alektale Farbung weist dabei ein Nord-Sud-Gefalle auf: wahrend bei
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Figure 1: Baum bei Verwendung der Fragen 1-12 und 20-23
Sprechern der Region 'Kiel' die schwa-Elision 50% und die Nasalas-
similation sogar 70% hauger auftritt als im Mittel, ist in der Re-
gion 'Bonn' die schwa-Elision nur noch 35% und die Nasalassimi-
lation 50% hauger. In der Munchner Region schlielich liegt die
Haugkeit von schwa-Elision und Nasalassimilation 22% und 30%
unter dem Durchschnitt. Bei den anderen Variantentypen ergibt sich
kein einheitliches Bild. Lediglich die um 30% erhohte Haugkeit der
Glottalverschluelision in der Region 'Karlsruhe' fallt leicht aus dem
Rahmen.
 Am Ende einer

Auerung zeichnet sich ein auergewohnliches
Muster ab. Die Wahrscheinlichkeit der - meist initialen - Glot-
talverschluelision liegt 35% unter dem Durchschnitt. Dafur liegt die
Haugkeit der Vokalverkurzung um 40%, der Vokalqualitatanderung
um 118% und die der r-Variantenbildung sogar um 300% uber dem
Durchschnitt.
Fur den Fall der Erkennung von Sprache eines unbekannten Sprechers
ist die Dialektregion oft nicht bekannt. Die entsprechende Frage lat
sich dann nicht beantworten. Es ist daher vorteilhaft, sich auf Fragen
zu beschranken, die kein a-priori-Wissen uber den Sprecher voraussetzen.
Die Fragen 1 bis 20 aus Tabelle 4 erfullen diese Forderung. Dabei ist
zu beachten, da die Fragen 5 bis 11 nicht auf das Wort selbst, sondern
Knoten Anzahl Entropie Anwendung von Regel Nr. (in %)
Worte 1 2 3 4 5 6 7
Wurzel 230960 0.5130 88.96 4.59 2.30 1.26 0.17 1.87 0.85
jj 10679 0.3314 93.64 0.62 1.66 0.80 0.09 2.58 0.61
jn 220281 0.5202 88.73 4.78 2.33 1.28 0.17 1.84 0.86
jnj 31960 0.5983 86.81 4.04 3.40 2.17 0.15 2.18 1.23
jnn 188321 0.5056 89.06 4.91 2.15 1.13 0.17 1.78 0.79
jnnj 36316 0.5825 87.05 4.84 3.12 1.84 0.14 2.04 0.97
jnnn 152005 0.4859 89.54 4.92 1.92 0.97 0.18 1.72 0.75
jnnnj 8282 0.5592 88.34 3.03 2.11 1.34 0.71 2.61 1.86
jnnnn 143723 0.4807 89.61 5.03 1.91 0.94 0.15 1.66 0.69
jnnnnj 80509 0.4574 90.42 4.29 1.81 0.88 0.20 1.68 0.73
jnnnnn 63214 0.5082 88.58 5.98 2.05 1.02 0.08 1.65 0.64
Table 5: Baum bei Verwendung der Fragen 1-12 und 20-23
nur auf die benachbarten Worter angewendet werden durfen, sonst fuhren
sie trivialerweise zu einer optimalen Aufspaltung. Bei Verwendung dieses
Fragensatzes erhalt man den in Bild 2 und Tabelle 6 dargestellten Baum.
Knoten Anzahl Entropie Anwendung von Regel Nr. (in %)
Worte 1 2 3 4 5 6 7
Wurzel 230960 0.5130 88.96 4.59 2.30 1.26 0.17 1.87 0.85
jj 42512 0.7460 82.16 6.05 4.78 2.93 0.29 2.40 1.40
jn 188448 0.4530 90.50 4.26 1.75 0.89 0.14 1.75 0.72
jjj 41155 0.7315 82.60 6.11 4.51 2.73 0.29 2.44 1.32
jjn 1357 1.0609 68.75 4.35 12.9 8.77 0.15 1.25 3.83
jnj 148512 0.4930 89.36 4.80 2.04 1.03 0.13 1.87 0.75
jnn 39936 0.2868 94.70 2.23 0.64 0.34 0.17 1.29 0.63
jnjj 7133 0.2982 94.39 0.42 1.36 0.67 0.10 2.45 0.60
jnjn 141379 0.5008 89.11 5.02 2.08 1.05 0.17 1.85 0.76
jnjnj 6138 0.6164 86.74 3.36 2.22 1.65 0.65 3.08 2.31
jnjnn 135241 0.4944 89.22 5.10 2.07 1.02 0.11 1.79 0.69
Table 6: Baum bei Verwendung der Fragen 1-20
Zusammenfassend lat sich hier sagen:
 Die Sprechgeschwindigkeit hat einen entscheidenden Einu auf
die Haugkeit des Auftretens von Aussprachevarianten. Bei hoher
Sprechgeschwindigkeit ist die Gesamthaugkeit von Varianten 50%
hoher als der Durchschnitt, bei niedriger Sprechgeschwindigkeit 50%
kleiner.
 Bei hoher Sprechgeschwindigkeit verdoppelt sich die Wahrschein-
lichkeit der schwa-Elision; die Haugkeit der Nasalassimilation steigt
um 130%. Alle anderen Variantentypen treten um ca. 50% vermehrt
auf.
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Figure 2: Baum bei Verwendung der Fragen 1-20
 Bei hochster Sprechgeschwindigkeit verfunacht sich die
Wahrscheinlichkeit der schwa-Elision, Nasalassimilationen treten
sogar siebenfach hauger auf als im Durchschnitt aller Worte. Auch
Vokalqualitatverschiebungen treten 350% hauger auf.
 Bei niedriger Sprechgeschwindigkeit sinken dementsprechend die
Wahrscheinlichkeiten von schwa-Elision und Nasalassimilation auf
unter 30% des Mittelwertes aller Worte. Glottalverschluelisionen
treten um 50% vermindert auf. Hingegen ist kein Einu auf die
Haugkeit von r-Varianten zu beobachten.
5 Einsatz im Spracherkenner
5.1 Einsatz beim Training des Spracherkenners
In der sog. Trainingsphase werden dem Spracherkenner Bandaufnahmen
realer, gesprochener Satze und die dazugehorigen Transliterationen zur
Verfugung gestellt. Aus der Transliteration berechnet der Spracherkenner
mit Hilfe des Worterbuchs die Phonemsequenz. Diese wird zeitlich mit
der Aufnahme ausgerichtet. Aus den Abschnitten des Sprachsignals
'lernt' das System die charakteristischen Eigenschaften der einzelnen
Phoneme.
Stimmt nun die phonetische Umschrift im Worterbuch nicht mit der
realisierten Instanz eines Wortes uberein, ist die zeitliche Ausrichtung mit
der

Auerung zwangslaug falsch. Ein fehlerhaftes Lernen der Phoneme
ist die Folge. Daraus resultiert eine Minderung der Trennscharfe der
Phonemmodelle untereinander. Dieser Eekt kann durchaus posi-
tive Folgen haben, namlich dann, wenn auch bei der eigentlichen
Spracherkennung dieselbe Art der Aussprachevariante realisiert wird. In
diesem Fall 'pat' das falsch trainierte Phonem besser zum Sprachsig-
nal, als es ein korrekt trainiertes Phonem wurde. Erst wenn bei der
Erkennung die Aussprachevarianten explizit im Worterbuch modelliert
sind, konnen die Vorzuge scharferer Phonemmodellierung genutzt werden.
Um den Einu der Aussprachevarianten im Worterbuch zu bestim-
men, wurde ein Spracherkenner zum einen nur mit den kanonischen Vari-
anten und zum anderen mit allen generierten Aussprachevarianten im
Worterbuch trainiert. Dabei kann der Erkenner bei der Berechnung der
besten Zeitzuordnungen (forced alignment) die am besten passende Vari-
ante wahlen. Im Schnitt lagen die akustischen Scores bei der Verwendung
von Varianten um 0.15% besser. Der Rechenaufwand und damit die Train-
ingszeit werden jedoch verlangert.
5.2 Einsatz beim Test des Spracherkenners
In der Testphase, der eigentlichen Anwendung eines Spracherkenners,
mu das System Sprachaufnahmen unbekannten Inhalts von unbekannten
Sprechern analysieren und erkennen.
Als Testsuite wurden die 265 Satze des 'kurzen' Teilsets der Verbmobil-
Akustik-Evaluation 1995 verwendet [2]. Die Wortakkuratheit des verwen-
deten Systems, das nur auf einer Teilmenge des verfugbaren Materials
trainiert war, lag initial bei 67.8%. Davon ausgehend wurden zwei neue
Systeme auf dem gesamten Material trainiert, wovon das eine nur die
kanonischen plus knapp 200 von Hand hinzugefugte Wortformen, das an-
dere samtliche automatisch generierte Wortformen zur Verfugung hatte.
Beide Systeme wurden dann jeweils mit beiden Worterbuchern getestet.
Die erzielten Erkennungsleistungen zeigt Tabelle 7.
Varianten Varianten % korrekt Wortakkuratheit
im Training? im Test ?
nein nein 71.4% 68.1%
nein ja 72.3% 68.5%
ja nein 70.8% 67.7%
ja ja 72.5% 68.9%
Table 7: Erkennungsergebnisse
Man erkennt eine leichte Steigerung der Wortakkuratheit bei Verwen-
dung automatisch generierter Aussprachevarianten im Testworterbuch.
Diese Steigerung tritt auch dann ein, wenn im Training keine
Aussprachevarianten verwendet wurden.
Verwendet man im Training Aussprachevarianten, verzichtet jedoch beim
Test darauf, fuhrt die erhohte Trennscharfe der trainierten Phonemmod-
elle und die schlechte Modellierung der phonetischen Realisierung im Test
zu einer Reduktion der Erkennungsleistung.
6 Zusammenfassung
In dieser Arbeit wurde das Auftreten von sechs Klassen von
Aussprachevarianten in einem sehr groen Korpus spontaner Sprache
untersucht. Dabei ergab sich eine starke Abhangigkeit der Real-
isierungshaugkeit von der Sprechgeschwindigkeit, der Dialektregion des
Sprechers und von der Position des Wortes in der

Auerung.
Die Aussprachevarianten wurden in die Modellparameter eines
Spracherkenners aufgenommen. Dabei konnte gezeigt werden, da
dadurch im Training eine Verbesserung der Trennscharfe der Phonem-
modelle untereinander erreicht werden konnte. Die Verwendung der
Varianten in der Erkennung verringerte die Fehlerrate des Spracherken-
ners um 1,5% relativ.
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