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A B S T R AC T
The prospect of realizing new bulk metallic glasses with improved properties has
driven a large amount of research since the early work of Duwez [1]. In analogy
to nanocrystalline solids, a new type of metallic glasses may by synthesized by
consolidating glassy powder. This so-called nanoglass consists of glassy grains
separated by interfaces [2]. So far, the existence of nanoglasses was only indirectly
proven by experiments [2, 3, 4, 5]. This dissertation presents molecular dynamics
simulations of nanoglasses and provides detailed insights into the structure and
properties of this class of material.
In the first part, an investigation of the structure and stability of a planar glass-glass
interface is conducted by analyzing the local topology, alloy composition and density
in comparison to the bulk structure. An analogy between an internal interface and
a shear band is established. The stability of the glass-glass interfaces under thermal
treatment and hydrostatic pressure is also analyzed.
The second part is dedicated to the deformation behavior of metallic nanoglasses.
Here, mechanical properties of a Cu64Zr36-nanoglass are characterized under tensile
load and compared to the deformation behavior of a homogeneous bulk glass. For
this study, dense and porous nanoglasses are used and the influence of grain size
and porosity on the plastic behavior of nanoglasses is investigated. In addition, it is
studied how thermal treatment and prior-deformation change the plastic response of
the metallic nanoglass.
In the third part, the phonon density of states (PDOS) of nanoglasses is studied
in comparison to other nanostructures (nanoparticles, nanocrystals and embedded
nanoparticles). In this case, germanium is used as representative reference material.
By comparing with the PDOS of single crystalline and amorphous structures, the
physical origins of additional or vanishing vibrational modes or frequency shift are
identified. A general view on the interplay of nanostructural features and lattice
vibrations is provided.
In the last part, an investigation of the crystalline to amorphous transition of thin
iron films embedded in AlFe glass is conducted. For the first time theoretical evidence
is provided for the existence of a single-component metallic glass. The calculated
PDOS reinforce the aforementioned statements. In addition, the investigation of finite
size effects in PDOS is extended for the case of Fe thin films.
xi
Part I
I N T RO D U C T I O N

1
M E TA L L I C G L A S S E S
1.1 I N T RO D U C T I O N
The history of metallic glasses starts in 1960, at California Institute of Technology,
when Duwez et al. [1] discovered the first binary metallic amorphous alloy Au80Si20.
They developed rapid quenching techniques for cooling metallic liquids at very high
rates of about 106K/s. At this cooling rate atoms do not have enough time or energy
to rearrange for crystal nucleation and the material is frozen in an amorphous state.
The atoms retain an amorphous distribution, i.e. random packing with no long-range
order. These amorphous alloys have been termed in literature also as liquid alloys (for
commercial applications), non-crystalline metals or glassy metals, but conventionally
the nomenclature metallic glass is widely adopted in material science. Therefore,
metallic glasses can be defined as metallic material with a disordered atomic-scale
structure.
The very high cooling rate required to produce metallic glasses restricts the speci-
men geometry to thin ribbons, foils and powders with sizes of the order of microns
[6]. Therefore, in order to increase the specimens size for commercial applications,
new production routes for metallic glasses have been developed in the last decades.
Besides the technique of rapid quenching from the liquid state, other production
routes like vapor deposition (inert gas condensation) [7], solid state amorphization
reactions, e.g. ball milling [8] or amorphization by high energy radiation [9] have
been extensively developed and elaborated for the purpose of producing a wide variety
of metallic glasses.
In order to find materials with high glass forming ability (low cooling rate and
increased size of the specimens) different alloy systems were investigated. In 1969
Chen and Turnbull [10] formed amorphous spheres of the ternary Pd-M-Si (M = Ag,
Cu, Au) at critical cooling rates of 100 K/s to 1000 K/s with a diameter of 0.5 mm.
In 1974, Chen obtained a critical casting thickness of 1 mm in Pd-T-P (T = Ni, Co,
Fe) [11]. A metallic glass suitable for commercial use was first made in 1976 by C.
Graham and H. Liebermann [12]. This material known as Metglas was used for low-
loss power distribution transformers. In the early 1980s Turnbull’s group produced
glassy ingots of Pd40Ni40P20 with a diameter of 5 mm [13]. By processing in a boron
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Figure 1: Amorphous metallic alloy combine higher strength that crystalline metal alloy with
the elasticity of polymers. Figure reproduced from Ref. [19].
oxide flux, they increased the critical casting thickness to 1 cm and obtained the first
bulk metallic glass (BMG) [14]. Around 1990 the field of BMG developed rapidly
when Inoue et al. produced an amorphous aluminum alloy [15, 16, 17] with a wide
applicability in aerospace industry. Perhaps the most popular commercial BMG is a
pentary alloy based on Zr-Ti-Cu-Ni-Be, which with a critical casting thickness of up
to 10 cm [18] and became known as Vitreloy 1, developed by Johnson and Peker in a
project funded by NASA to develop new aerospace materials.
Metallic glasses possess interesting properties in comparison with the crystalline
state. Due to the amorphous structure the displacement of atoms e.g. to accommodate
a dislocation is obstructed. Also, the amorphous structure is characterized by the
absence of long-range order and defects, like dislocations, that are important for
the deformation behavior of polycrystalline materials [20]. With no crystal defects,
metallic glasses show special properties like high strength (twice that of steel, but
lighter), increased hardness, high toughness and elasticity. Also, some metallic glasses
have high corrosion resistance [21] and interesting magnetic properties [22]. As an
example, Terford [19] has shown a comparison between a Zr-based BMG (Vitreloy)
and steels and Ti alloys (see Fig. 1). Although all have about the same density,
the BMG has a higher Young’s modulus (96 Gpa), high elastic strength (2%) and
high tensile yield strength (1.9 GPa). Possessing these exciting properties, metallic
glasses have been called by some material scientists as revolutionary materials [23].
Moreover, because of the size of the ingots that can be achieved, metallic glasses are
currently used in relatively low-volume niche applications in areas such as sports,
electronics, medicine, and defense. Therefore more studies are required for improving
their properties and enlarging the size of the synthesized ingots.
4
1.2 G L A S S F O R M I N G C R I T E R I A
1.2 G L A S S F O R M I N G C R I T E R I A
In order to slow down the crystallization kinetics when quenching a melt with high
glass forming ability and to stabilize an amorphous state, the following criteria must
be fulfilled:
• Multi-component alloys (three of more elements) increase the complexity and
size of the crystal unit cell, resulting in a low energetic advantage of forming
an ordered structure with long-range order.
• An atomic radius mismatch between elements, ∆r/r > 12 %, leads to a higher
packing density and smaller free volume in the glassy state compared with
metallic melts, and requires a greater volume increase for crystallization.
• A negative heat of mixing between the main elements increases the energy
barrier at the liquid-solid interface and decreases atomic diffusion. This retards
local atomic rearrangements and the crystal nucleation rate.
• An alloy composition close to a deep eutectic forms a stable liquid phase at low
temperature.
Slower crystallization allows a decreased critical cooling rate and an increased size of
the BMGs.
5

2
NA N O G L A S S E S
2.1 M OT I VAT I O N
A large number of BMGs with a high glass forming ability have been developed
for many alloy systems [24]. Because of high quenching rate (101-106 K/s), only
samples with dimensions in the order of centimeters could be obtained. Moreover,
the preparation of BMGs by melt quenching requires multiple components to avoid
crystallization. With the exception of CuZr [25] BMGs contain more than three ele-
ments in the vicinity of the eutectic point of the phase diagram to retain an amorphous
structure arrangement during the cooling process [26]. By using many elements it is
difficult to conduct a systematic investigation on glass formation mechanisms because
of large number of degrees of freedom. Moreover, the role of the alloy composition on
the properties of metallic glasses is largely unknown [27]. The traditional method to
overcome these drawbacks and finding promising new BMGs is simply to make mix
after mix in the lab, a development technique called “the monkeys-on-a-typewriter
thing” [28].
An alternative method to overcome this limitation could be powder metallurgy. By
consolidating a glassy powder, samples of BMG size (thickness bigger than 1 cm)
could be obtained even with a low number of elements. However, the tendency to
crystallization impedes efforts to make BMGs by consolidating glassy powders [7].
Later the first successful synthesis of a BMG by warm extrusion of a glassy powder
in the supercooled liquid state was reported [29, 30]. The new BMG had nearly
the same tensile strength as that of the corresponding as-cast bulk glass. In most
studies processing temperatures were in the supercooled liquid regime and no trace of
micro-structural features such as glass-glass interfaces were found. By decreasing
the processing temperature, Gleiter et al. [31] found a new type of non-crystalline
solid generated by consolidating nanometer-sized glassy particles. They argued that
such a metallic glass produced via cold compaction of glassy nanoparticles consists
of glassy grains separated by interfaces and called the resulting sample a nanoglass.
The way to produce nanometer-sized glassy particles is by inert gas condensa-
tion [2]. The resulting glassy nanoparticles are then consolidated into a pellet-shaped
specimen. The consolidation is performed in a high-pressure device at pressures
7
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Figure 2: Formation of a nanoglass in comparison to a nanocrystal. The material consists
of small glassy grains. In the central part of these grains, the interatomic spacings
are similar to a bulk glass. In the interfacial areas, a broad spectrum of interatomic
spacing may exist.
of several GPa. The preparation of a nanoglass follows the same route as that of a
nanocrystal [31], as shown in Fig. 2 (top panel). The atomic structure of a nanoglass
is indicated schematically in Fig. 2 (bottom panel). Gleiter et al. [31] predicted that
these contact regions between adjacent droplets are characterized by a lower atomic
density and that they differ structurally and/or chemically from the atomic structure
in the center of the droplets. This structural model of a nanoglass was supported
by the fact that the volume fraction of the interfaces was found to scale with the
reciprocal size of the consolidated particles [2, 31]. Therefore this processing should
open a new opportunity to fabricate metallic glasses containing a small number of
elements and with dimensions that may be impossible to achieve by casting methods
[32]. Moreover, the presence of interfaces in nanoglasses can possibly provide an
important benefit by improving the mechanical properties, if one assumes that they act
similar to shear bands in pre-deformed metallic glasses [33]. Until now, only indirect
experimental evidence for the existence of interfaces in nanoglass was provided by
means of Mössbauer spectroscopy and X-ray diffraction [2, 3, 4, 5]. Still it is not
clear, if the difference in the Mössbauer spectra and X-ray diffraction pattern of a
nanoglass compared to those of melt-spun glass with the same chemical composition
is due to the presence of interfaces or other effects.
8
2.1 M OT I VAT I O N
Due to the lack of direct evidence for the existence of a nanoglass molecular
dynamics (MD) simulations may be a useful tool to provide detailed information
on the structure of nanoglasses at the atomic level, which are difficult to obtain by
experiment. Therefore, in the present work, MD simulations are applied to address the
unsolved problems encountered in the experimental studies of metallic nanoglasses:
• What is the structure of internal interfaces in a metallic nanoglass?
• Are these interfaces thermodynamically stable?
• How do glass-glass interfaces alter the properties of a metallic nanoglass?
Even though there is no direct experimental evidence for the existence of interfaces
in a nanoglass, in metallic glasses it is a well proven fact that planar defects exist in
form of shear bands introduced by plastic deformation. In comparison with grain
boundaries in polycrystalline materials, it has been shown that these shear bands
exhibit an excess free volume and a modified local structure [34, 35]. Therefore, if
it is possible to establish an analogy between atomic structure of an interface and
an individual shear band, we could predict the presence and stability of glass-glass
interfaces in nanoglasses.
Bulk metallic glasses have a high strength but show negligible plasticity in uniaxial
tension (<0.5% strain) [36, 33]. In order to overcome this drawback pre-deformed
samples [33, 37, 38] and glasses with nanocrystalline inclusions [39, 40, 41, 36, 42]
have been studied in the past. The pre-induced shear bands and the second crystalline
phase inclusions represent a softer phase in comparison to the hard bulk glass. The
initiation and propagation of shear bands is controlled by the scale and orientation of
the softer phase with the result that deformation occurs through the development of
a highly organized pattern of multiple shear bands distributed uniformly throughout
the sample [39, 40, 38]. These softer inhomogenieties prevent the catastrophic failure
of the metallic glass on one dominant shear band when loading in tension [39]. One
part of the present dissertation shows how the mechanical properties of metallic
nanoglasses loaded in a state of uniaxial stress change significantly when compared
to bulk glass, just due the presence of interfaces.
It is well known that vibrational modes of nano-structured materials deviate from
the bulk values [43, 44, 45, 46, 47]. Therefore studying the phonon density of
state (PDOS) can provide evidence for the existence of interfaces in nanoglasses.
However, nano-size effects in the PDOS are not fully understood, yet. For example,
the difference in PDOS between a nanocrystal and a bulk crystal was suggested to be
due to the difference in atomic structure of grain boundaries relative to those in the
crystal grains [43, 46]. Other studies have suggested that this anomaly in the PDOS
is mainly due to surfaces stresses for systems with finite surface-to-volume ratios
[48, 49]. Moreover, confinement of the particle was also found to influence the PDOS
of nano-scale materials [50]. All these three effects can modify the PDOS in the same
9
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Figure 3: (a) Mössbauer spectrum and distribution, p(QS), of the quadrupole spliting (QS) of
a melt-spun Pd70Fe3Si27 metallic glass. (b) Mössbauer spectrum and distribution,
p(QS), of the quadrupole spliting (QS) of a nanoglass with the same composition as
in (a). The experimental data are taken from Ref. [31].
way, and confusion can occur easily. One part of this dissertation characterizes the
PDOS of a nanoglass compared to different nano-structures like free nanoparticles,
nanocrystals and embedded nanoparticles. This comparison will allow to separately
study each of these three effects in the PDOS and shows how the presence of interfaces
changes the PDOS and the related thermal properties of a nanoglass when compared
to a homogeneous BMG.
2.2 E X P E R I M E N TA L E V I D E N C E S
Within the past 20 years, after metallic nanoglasses were first proposed by Jing et
al. [2], a multitude of studies was conducted in order to understand their microstruc-
ture. Nanoglasses with different chemical compositions, including Au-Si, Au-La,
Fe-Si, La-Si, Pd-Si, Ni-Ti, Ni-Zr and Ti-P [3], were synthesized by consolidating
nanometer-sized glassy particles and indirect experimental evidence for the existence
of glass-glass interfaces was provided by means of Mössbauer spectroscopy and X-ray
diffraction [2, 3, 4, 5].
The differences in the small angle X-ray scattering pattern of the Pd-Si nanoglass
in comparison to the vapor-quenched glass of the same composition were attributed
to density fluctuations in the glass-glass interfaces [2].
Moreover, the quadrupole splitting (QS) distribution of a melt spun (Pd70Fe3Si27)
glass and a nanoglass with the same chemical composition reveal strong differences
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in Mössbauer spectra. Compared to the melt-spun glass, the nanoglass exhibited two
peaks in the QS distribution as shown in Fig. 3. The first one coincides with the
one of the melt-spun glass, while the second one was only observed in the nanoglass.
This peak was, thus, assumed to originate from the interfaces with a width of about
3 interatomic spacing, between adjacent glassy particles. This structural model of a
nanoglass is supported by the fact that the volume fraction of the interfaces was found
to scale with the reciprocal size of the consolidated particles and vanished after long
annealing times [2, 31]. In addition to the higher QS value, the interface component
also exhibited an enhanced isomer shift. The enhanced isomer shift indicates a reduced
s-electron density in the glass-glass interfaces. A reduced s-electron density seems
to support the idea of a lower average atomic density in the glass-glass interfaces
(enhanced volume) and/or electron localization effects at the interface due to local
structural/density variation.
Although all experimental observations are consistent with the structural model
proposed, no direct evidence for this model has been obtained, yet. Moreover, X-ray
diffraction of a Au-Si nanoglass [51] has provided no evidence for the existence of
interfacial areas, as it was reported by Jing et al. [2], but it was argued that there is also
evidence for structural differences between the nanoglass and the glass prepared by
other methods. Therefore, very little is known about the transition from the structure
of the as-consolidated nanoglasses to a homogeneous glass.
2.3 F R E E VO L U M E I N M E TA L L I C G L A S S E S
The presence of glass-glass interfaces in a nanoglass was predicted based on indirect
experiments. These interfaces can be characterized by an excess volume (low density)
and different structure in comparison to the atomic structure in the center of the
glassy particles [2]. Moreover, it was shown that the excess volume of the interfaces
vanishes after long annealing times [31]. In this section we define the free volume
of the case of a metallic glass and study how fluctuations in the free volume content
would affect the atomic transport. In case of amorphous materials it is not possible
to define a free volume, rigorously [52]. However, the most frequent approach for
characterizing a metallic glass is the free volume model developed by Cohen and
collaborators [53, 54, 55, 56]. By means of this model Cohen [53] tried to explain
the transition from the liquid to the glassy state manifested by changes in viscosity,
specific heat, and thermal expansion coefficient within a narrow temperature interval
centered about transition temperature (Tg).
According to Cohen’s model an atom in a liquid is trapped in a cage formed by
its neighboring atom. Since the atom is confined in this cage, it’s movement is
backscattered most of the time by the cage atoms. Only when enough space larger
than the atomic volume (va) is developed next to the atom, it can move into the liquid.
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Figure 4: Schematic representation of the free volume model proposed by Cohen. Here va
is the atomic volume, vm is specific volume of the cage. Atomic transport occurs
when a void form with a volume approximately equal with the atomic volume va.
Later the free volume concept was improved by Cohen and Gress [56], who gave a
quantitative description of the model. They started to develop the free volume model
based on the following four assumptions:
1. It is possible to associate a local free volume v with each atom, and v = vm−va
(yellow area in Fig. 4). Here va is the atomic volume, vm is specific volume
of the cage. The local free volume can be redistributed between neighboring
cages.
2. When v reaches some critical value vc, the excess can be regarded as free.
3. Atomic transport occurs when voids with a volume greater than some critical
value vc (approximately equal with atomic volume va) form by redistribution of
the local free volume. The process is shown schematically in Fig. 4, right.
4. No local free energy ( f ) is required for the redistribution of free volume.
The free volume model can well describe the thermodynamic behavior of dense
liquids and glasses in metastable equilibrium, but this model does not give any
information about the local atomic structure. Even though glasses are characterized
by a lack of long-range order, a high degree of short– and medium–order was found
[57, 58]. Therefore the cage formed around individual atoms by its neighboring
atoms would be characterized by a local volume and also by a specific geometry.
Information about the local topology (how atoms are packed) in a glass is not provided
by the free volume model. As a matter of fact, the latest results have shown a direct
structure-property correlation, linking the local topology in a metallic glass and its
mechanical behavior [59, 60]. Therefore, a study on the structure of metallic glasses
is necessary in order to extract statistical information about the glass structure and to
discover the key feature of the atomic short-range order.
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It is common to amorphous materials that long-range order is lacking while a consi-
derable amount of short-range order (SRO) is present [61, 58].
Historically, the most cited structural models for liquids and glasses are Bernal’s
[62, 63] and Scott’s [64, 65] for dense random packing of hard spheres. They stressed
the need for a science of statistical geometry. A couple of years later, Finney [66]
conducted geometrical studies of two random packing models of high density by
means of a Voronoi polyhedra construction [67] providing a sensitive structural
description. Brostow [68] involved molecular dynamics simulations for analysing
the local arrangements in disordered Pb system providing geometrical information
about individual Voronoi polyhedra. The Voronoi tessellation method was involved
[67] (presented in detail in Chap. Methods) to divide amorphous samples in Voronoi
polyhedra around each atom, yielding local volumes and information about nearest
neighbor environments. The occupation of certain types of Voronoi polyhedra was
defined as a fingerprint of the SRO of the amorphous alloy.
Beside the Voronoi tessellation method various experimental methods, for example
X-ray and neutron diffraction [69, 70, 71, 72], have been used to study and prove
the atomic SRO of metallic glasses. These experiments give only average and one-
dimensional structural information. By using nanobeam electron diffraction with
coherent electron bean smaller that 1nm in diameter, Hirata et al. [73] recently found
first evidences for sub-nanoscale ordered regions in the disordered metallic glass.
Moreover, in addition to SRO as the defining structural feature of metallic glasses a
certain degree of medium range atomic order (MRO) [61, 57, 74, 75, 75, 76] is also
found. The MRO can be defined as the next-level structural organization beyond the
SRO, for example, how the Voronoi polyhedra units are connected and arranged to
fill three-dimensional space. Summarizing these observations the atomic structure of
metallic glasses is characterized not only by randomness but also by SRO and MRO,
which can be easily analyzed by means of Voronoi tessellation atomistic methods and
various experimental methods.
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3.1 G E N E R A L A S P E C T S
Unlike crystalline metals and alloys, metallic glasses do not exhibit long-range
translational symmetry. In the tightly packed glassy structure the displacement of
atoms (e.g. to accommodate a dislocation) is obstructed. A metallic glass, therefore,
absorbs less energy upon stress-induced deformation through damping and returns
more by rebounding elastically to its initial shape. However, once a metallic glass
is pushed past the reversible elastic regime into the plastic regime of irreversible
deformation, reliable predictions of irreversible response of the material become more
difficult. Where dislocations allow changes in atomic neighborhood at low energies
or stress in a crystal, the local rearrangement of atoms in metallic glasses is a high
energy or high stress process [77].
Historically, the most cited papers on the mechanical properties of metallic glasses
are those of Spaepen [78, 79] and Argon [80]. Spaepen’s approach on the mechanism
of plastic flow in metallic glasses is given by the classical free-volume model, as
developed by Turnbull and co-workers [53, 55]. This method essentially views plastic
deformation as a series of discrete atomic jumps in the glass as depicted schematically
in Fig. 5 (a); these jumps are obviously favored near sites of high free volume which
can accommodate them more readily. Later, in 2006 Spaepen reviewed and assessed
his theory based on the new result of recent creep data on metallic glasses [81] and
concluded that the single-atom mechanism for the creation of free volume needs to be
re-examined in view of the multi-atom defect volume found in the analysis.
On the other hand, Argon has shown that flow can localize in a band in which
the strain rate has been perturbed, when the threshold stress driving the local shear
transformation is altered through creation of free volume. Therefore Argon’s model
has been put forth to explain various features of the inhomogeneous deformation
in metallic glasses. The process depicted in Fig. 5(b) shows the nucleation of a
shear transformation. A local shear transformation is defined as a small region
Ω, around free volume sites, where large local shear strains can be attained [80].
The energetically favored transformation configuration is in the shape of a thin disk
containing the shear transformation direction in its plane. Argon’s model has been
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Figure 5: Two-dimensional schematics of the atomistic deformation mechanism proposed for
metallic glasses, including (a) a local atomic jump , and (b) shear transformation
zone (STZ). Figures reprouced from Ref. [78] and [80].
improved later by Maeda [82] and further by Srolovitz et al. [83]. They pointed out
that these shear transformations take place at particular regions in the material which
are structurally distinct.
Closely related to the approaches by Spaepen and Argon is the shear transformation
zone theory by Falk and Langer [84]. A shear transformation zone (STZ) is defined as
a region of the material susceptible to shear transformation under a suitable applied
stress. The primary difference between this theory and the earlier theories is that the
orientation of shear transformations are essential to the theory. This orientational
nature is evident in MD simulation by the fact that different regions of the material
deform under application of differently oriented shear stresses [85]. It is important to
note that a STZ is not a structural defect in an metallic glass in the same way that a
lattice dislocation is a defect in a crystal. Instead, a STZ is an event defined in a local
volume, not a feature of the glass structure.
Besides the approach to plastic deformation in metallic glass using the free volume
model, computational modeling was used to suggest possible correlations between
atomic short-range order (SRO) and plastic deformation [86, 59]. Contrary to the
free volume model, Bailey and al. [87] have observed that a shear banded region
is not characterized by a decrease in the local density in their simulations. The
latter results call into question the applicability of the free volume theory. Other
studies on the origin of plasticity in CuZr amorphous alloys consider SRO clusters
and the percentage of free volume [34, 88]. It was shown that the global plasticity is
dependent on the global packing density of amorphous alloys such that alloys with
a lower packing density (lower SRO and increased percentage of free volume) have
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a larger plasticity and vice versa. The packing density of the CuZr binary alloy was
found to increase gradually with increasing Cu content, reaching a maximum at 64 %
Cu, and decreasing thereafter. Therefore, a Cu64Zr36 alloy could be regarded to have
the smallest free volume, i.e., highest packing density. Thus, in this dissertation
all studies on mechanical properties of metallic glasses are conducted for Cu64Zr36.
Moreover, Cheng pointed out that in general the intrinsic mechanical properties of a
metallic glass are controlled by the composition and the internal atomic structure or
SRO [60]. For a given composition the structure of a metallic glass can be tuned by
changing the processing history (such as annealing or using different cooling rates for
metallic glass preparation) [89, 60]. Annealing or slower cooling render the metallic
glass structure more prone to strain localization, which leads to more concentrated
plastic flow in fewer shear bands. This is due to structural relaxation processes which
lead to increased SRO and a direct decrease in the free volume fraction. In conclusion,
the mechanical properties of metallic glasses can be tuned by changing the alloy
composition and the processing history that directly lead to changes in SRO and
percentage of free volume.
3.2 P L A S T I C D E F O R M AT I O N
The plastic deformation of metallic glasses is essentially a biased accumulation of
local strain incurred through the operation of shear transformation zones and the
redistribution of free volume [77]. Depending on the temperature, the applied stain
rate and the local glass topology two basic modes of plastic deformation can be
distinguished: homogeneous flow and inhomogeneous flow. Homogeneous flow
usually occurs at low strain rate and high temperatures, while inhomogeneous flow
occurs at high strain rate and low temperatures [90].
3.2.1 Homogeneous deformation
The homogeneous deformation of metallic glasses may be considered as viscous flow
of a supercooled fluid, and, indeed, this is typically observed at elevated temperature
or near the supercooled liquid regime. Moreover, because sometimes the obtained
metallic glasses is far from a steady state regime in MD simulations, the homogeneous
plastic flow can be also observed at ambient temperature [59]. Under steady-state
conditions homogeneous flow is regarded as a balance between structural disordering
and ordering, i.e. free volume creation and annihilation [77]. In this case plastic flow
is Newtonian, i.e. the strain rate is proportional to the applied stress.
Apart from the steady-state condition homogeneous flow can also take place under
conditions of structural instability, so that a net gain or loss of free volume can result
during deformation. In Ref. [91] it was observed that upon loading a metallic glass
with higher strain rates, the plastic deformation leads to structural evolution (i.e.
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accumulation of free volume) that is accompanied by softening; the stress-strain curve
therefore exhibits a peak and a decrease in stress with further applied strain.
3.2.2 Inhomogeneous deformation
As noted in the previous section, the homogeneous deformation of metallic glasses
becomes non-Newtonian at high stresses or by decreasing the temperature. Moreover,
by further increasing the stain rate or decreasing the temperature metallic glasses de-
form exclusively through localization processes. Therefore metallic glasses subjected
to stresses in excess of their strength undergo an instability that leads to the formation
of shear bands. A shear band is a planar volume of material that is sheared during
plastic deformation. The main contribution to shear localization is generally believed
to be a local increase in free volume or evolution of structural order due to the shear
transformation zone operations (STZ) [77]. Moreover, MD simulations have offered
direct correlations between microstructure and plastic behavior of metallic glasses
[60, 88, 60]. In case of the CuZr metallic glass, it was found that STZ are activated in
regions characterized by a defective short-range order (SRO) [88]. The investigations
show a considerable influence of the cooling rate and annealing process on the atomic
structure of the glass, which is also reflected in the plasticity of the glasses. The
more relaxed the glass is the higher is the SRO (reduced free volume and increased
packing density) and the harder and more brittle is the metallic glass. The brittleness
is one critical drawback of metallic glasses, which limits their application as structural
materials [38]. Under uniaxial tension metallic glasses fail catastrophically along
a single or a small number of shear bands [39]. Concerning this problem, we have
investigated the role of interfaces in nanoglasses (presented in detail in chapter 8).
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4
M O L E C U L A R DY NA M I C S
4.1 G E N E R A L A S P E C T S
Molecular dynamics (MD) simulations describe the dynamics of an ensemble of
interacting atoms at finite temperature by integrating Newton’s equations of motion,
mi
∂ 2ri
∂ t2
= Fi(r1,r2, ...,rN), i = 1...N, (4.1)
where mi is the mass of the atom i, ri its position and Fi the force acting on it. For
N > 3 the equations can not be solved analytically, and one has to resort to numerical
methods. In MD simulations this is achieved by regarding the forces as constant over
a short time step ∆t and by integrating Eq. 4.1, iteratively. The force Fi acting on each
particle in the system is the negative gradient of the potential energy V of a system of
interacting atoms:
Fi = −∇riV (r1,r2, ...,rN). (4.2)
Such potential functions are usually derived by considering a large quantity of
experimental data, together with theoretical quantum-mechanical calculation [92].
The potential functions contain fitting parameters, which are adjusted to reproduce
selected properties of material known from experiments and/or first-principles calcu-
lations [93].
In MD simulations a measurable quatity A of the system under consideration is
calculated as a time average of the actual values of interest A(t),
〈A〉= lim
τsim→∞
1
τsim
τsim∫
τ=0
A(t)dt, (4.3)
where 〈...〉 indicates the time average, and τsim is the simulation time. In practice,
allowing an equilibration of the system, the initial time steps of the simulation have to
be excluded from the average.
MD simulations presented in this dissertation have been carried out with two
simulation codes, LAMMPS [94] and PARCAS [95], which are both freely available.
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Both codes have a rich set of potentials and support massively-parallel simulations
on computing clusters. The distribution of a simulation to multiple compute nodes
is required in order to enable multi-million atom MD simulations. LAMMPS has
more options for simulation control than PARCAS. On the other hand, PARCAS
has integrated a more efficient routine for calculating a variable time step, useful
especially in the case of quenching simulations, where the temperature varies in a
wide range. At high temperature, calculating trajectories of atoms involves short time
steps, while at ambient temperatures the time step can be considerably increased.
Despite of the attractive possibilities provided by the MD method for studying
nanostructured materials, MD is not without limitations. The two main drawbacks
of this method are the time and length scales of processes that can be modeled.
The trajectories of atoms are calculated in MD using an explicit time integration
algorithm that imposes a stability limit on the maximum time step, which has to
be a fraction of the period of the thermal vibrations. This involves the ability to
simulate the system properties for a couple of hundred nanoseconds at maximum.
The time limitation reflects on the high cooling rates used to simulate the metallic
glass preparation by quenching of a melt. The typical cooling rates are very high
(> 1010 K/s) in comparison to experiments, which are performed at much lower
cooling rates (101−106 K/s). This will result in a metallic glass far from a relaxed
structure and with a higher fraction of free volume. Moreover, the time limitation
is mirrored in the extremely high strain rates (107s−1 and higher) when we perform
MD simulations on deformation properties of metallic glasses. One has to bear in
mind this difference when comparing simulated experiments with real experiments,
where typical strain rates are around 10−4s−1 [30]. The usage of high strain rates
in MD simulations implies that the contribution of thermally activated processes
is considerably reduced and one can expect higher yield and flow stresses than in
experiments.
In early MD simulations the size of the studied system was limited to a couple
of thousands of atoms [92]. The size of the system was limited by the available
storage an the host computer and, more crucially, by the processor speed. This size
limitation was ameliorated by using periodic boundary conditions (PBC). PBC let
atoms on one side of the simulation cell interact with atoms on the opposite side and
are particularly useful for simulating a bulk system. Nowadays, modern massively-
parallel computers can handle millions or even billions of atoms in MD simulations
[97]. Recent experiments on mechanical properties of metallic glasses were conducted
for samples with diameters smaller than 100 nm [98, 99], equivalent to millions of
atoms, which can be modeled easily with the MD method. For example, in Fig. 6
a comparative study (MD vs. experiment) of mechanical properties of a metallic
glass nanowire with diameter below 100 nm under tensile deformation is shown.
Similar features of plastic deformation have been observed in simulation and also in
experiment. Both metallic glass samples exhibit localized deformation in one major
shear band (see Fig. 6).
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Simulation Experiment
20 nm 50 nm
Figure 6: Plastic deformation in metallic glass; a comparative study experiment vs. simulation.
Experimental results are provided by Ref. [96] for the Zr52.5Cu17.9Al10Ni14Ti5
metallic glass, and the simulation was done for a Cu64Zr36 metallic glass.
Despite the limitations presented above, MD has provided invaluable insights into
the detailed topology of metallic glasses and structures, and particularly, of this
new class of materials called nanoglasses, which could not have been obtained with
experimental measurements, alone. Moreover, MD is a useful method which links
the microscopic behavior and statistical mechanics when studying nano-structured
materials.
4.2 I N T E R AT O M I C P OT E N T I A L S
In this study the interatomic interactions are described by two empirical potentials:
For CuZr Mendelev’s embedded atom (EAM) type potential [100] is used and for Ge
Tersoff’s bond order potential [101]. Here, we introduce the notation of the EAM,
which describes the total potential energy of an N atomic system as
E =
1
2
N
∑
i
N
∑
j 6=i
Vαiβ j(ri j)+
N
∑
i
Fαi(ρi), (4.4)
where the first term is the sum of pair interactions, Vαiβ j(ri j) is the pair interaction
between atom i (of chemical identity αi) and atom j (of chemical identity β j), and Fαi
represents the embedding energy of atom i in the host of electron density ρi induced
at site i by all other atoms. The host electron density is given by
ρi =
N
∑
j 6=i
ρα j(ri j), (4.5)
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where ρα j(ri j) is the electron density function assigned to atom j. The second term
in equation 4.4 represents, in an approximative manner, the many-body interactions
responsible for a significant part of bonding in metals.
Tersoff potentials in contrast, are based on the concept of bond order: the strength of
a bond between two atoms is not constant, but depends on the local environment. This
idea is similar to that of the EAM potentials, presented before, where coordination of
an atom is used as the variable controlling the energy. In covalent materials, however,
the focus is on bonds rather than atoms: that is where the electronic charge is sitting
in covalent bonding.
At first sight, a Tersoff potential has the appearance of a pair potential
E = ∑
i
Ei =
1
2
∑
i 6= j
Vi j, with (4.6)
Vi j = fC(ri j)[ fR(ri j)+ bi j fA(ri j)], (4.7)
where the potential energy is decomposed into a site energy Ei and a bonding energy
Vi j, ri j is a distance between the atoms i and j, fA and fR are the attractive and
repulsive pair potential respectively, and fC is a smooth cutoff function. The basic
idea is that the bond i j is weakened by the presence of other bonds ik involving atom i.
The amount of weakening is determined by the amount and positions of other atoms.
Angular terms in bi j appear necessary to construct a realistic model.
In the first set of results, where we study construction and interface stability of
nanoglasses, both type of potentials are used. For studying mechanical properties
of metallic nanoglasses only Mendelev’s EAM potential is involved, while Tersoff’s
potential is used when we investigate, in the last part of this dissertation, the vibrational
properties of nanoglasses in comparison with other nano-scale materials.
4.3 S I M U L AT I N G M E C H A N I C A L P RO P E RT I E S
Studying deformation mechanisms in metallic nanoglasses in comparison to a homo-
geneous BMG we perform strain-controlled tensile tests. During such a simulation the
sample is continuously stretched in one dimension (z-axis) at a constant engineering
strain rate, while its dimensions are adjusted in the other two directions such that the
pressure components pxx and pyy are zero, allowing for lateral contraction. Periodic
boundary conditions are applied in all three dimensions. The pressure is controlled
by Berendsen’s barostat [102]. All current deformation simulations are performed at
a constant strain rate of 4x107 1/s and a low temperature of 50K. The deformation
mechanism was investigated using local atomic shear strain described in [103], and
was calculated with the OVITO analysis and visualization software [104].
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A quantitative interpretation of strain localization has been realized using the degree
of strain localization parameter defined by Cheng et al. [60],
ψ =
√
1
N
N
∑
i=1
(ηMisesi −η
Mises
ave )
2 , (4.8)
where ηMisesave is the average of the von Mises strain of all atoms [105], and N is
the total number of atoms. ψ evaluates the deviation of strain distribution from the
homogeneous behavior. A larger ψ value indicates larger fluctuations in the atomic
strain and a more localized deformation mode.
4.4 S I M U L AT I N G V I B R AT I O NA L P RO P E RT I E S
While the phonon density of states (PDOS) is a function of local atomic structure, it is
also sensitive to atomic-level stresses and the microstructure. Therefore studying the
PDOS of nanoglasses could be useful to provide insights into their internal structure.
In Sec. 9 structural features in the PDOS of Ge and Cu64Zr36 nanoglasses are
studied in comparison with different other nanostructures such as free nanoparticles,
nanocrystals and embedded nanoparticles. For this, we calculated phonon density of
states using velocity autocorrelation function.
4.4.1 Velocity autocorrelation function
The phonon density of states (PDOS) was computed from the Fourier transform of
the velocity autocorrelation function (VAC) [106],
g(ω) =
∫
dteiωt
〈v(t) ·v(0)〉
〈v(0)2〉
, (4.9)
where v(0) is the average velocity vector of a particle at initial time, v(t) is the average
velocity at time t, and ω is the frequency. In order to exclude the contribution of
atomic rearrangements or diffusional jumps to the VAC, the system was equilibrated
in an isobaric-isothermal ensemble. In consequence, all PDOS approach zero at
ω = 0. We calculated the average of Eg. 4.9 over all particles and for ten different
independent cases. All PDOS calculations were performed at 50 K and for times long
enough to obtain a good frequency resolution.
As an example, using this technique we calculated the PDOS of Ge in a single-
crystalline diamond structure (see Fig. 7 right). In order to understand the features
of the PDOS, we also calculated the phonon dispersion (Fig. 7 left) using the frozen
phonon method [107]. Four crystalline peaks are identified in the PDOS, namely the
transverse acoustic (TA), longitudinal acoustic (LA), longitudinal optical (LO) and
transverse optical (TO) modes, in the order of ascending energy (see Fig. 7 right).
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Figure 7: Calculated phonon dispersion for diamond Ge crystal and its calculated density of
states (in arbitrary units).
The calculated phonon dispersion and PDOS for the Ge crystal is in fair agreement
with experimental and theoretical data [108, 109]. However, Tersoff-type potentials
tend to overestimate the frequencies of the transverse acoustic (TA) modes at the
zone boundary and also the optical modes, since this model is too stiff for angular
distortions [110]. Despite of this fact, the Tersoff potential is suitable for studying
finite-size effects in the PDOS of nanostructured Ge on a qualitative level, since it
is known to reproduce the structural properties of crystalline, liquid and amorphous
states of germanium [111].
The PDOS can be used for determining thermodynamic properties of a material.
For instance, the specific heat at constant volume Cv can be directly calculated within
the harmonic approximation as
Cv(T ) = 3kB
ωMAX∫
0
(
h¯ω
kBT
)2
e
h¯ω
kBT
(e
h¯ω
kBT −1)2
g(ω)dω (4.10)
where g(ω) is the PDOS (see Eq. 1), h¯ the Plack’s constant divided by 2pi , and kB the
Bolzmann constant.
4.4.2 Surface stresses
When the characteristic length scales of materials decrease to the nanometer regime,
the surface stresses affect the materials properties [112, 113]. By means of surface
stresses the shift observed in Raman spectra of different nanomaterials has been
explained [113, 114]. Also, atomistic simulations revealed the influence of surface
stresses on the phonon density of states of nanocrystals [48].
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Tensile surface stress
Compressive hydrostatic
pressure
Compressive surface stress
Tensile hydrostatic
pressure
Figure 8: Schematic presentation of surface stress influence on nano-particles. If the surface
is under compressive stress, the particle shrinks, decreasing the interatomic bond
lengths (left panel). If the surface is under tensile stress, the particle expands,
increasing the interatomic bond lengths (right panel).
For an isotropic material [115], the surface stress fij is given in relation to the
surface tension σ by
fi j = δi jσ +
∂σ
∂ei j
, (4.11)
where δi j is the Kronecker delta and ei j the strain tensor. In general, the surface stress,
fij, is numerically equal to the force per unit length of an exposed edge which must be
applied to a terminating surface in order to keep it in equilibrium [116]. The second
index, j, denotes the direction in which the force acts, while the index i is the direction
normal to the exposed edge.
In the case of a liquid surface there is no change in the average density and
configuration of the atoms in the surface, so that ∂σ/∂ei j = 0 [116]. On the other
hand, in the case of a crystal, the surface introduces elastic stresses. Then the surface
atomic density depends on the strain so that the surface tension becomes a function
of ei j, i.e. fi j 6= σ . Moreover, the sign of ∂σ/∂ei j can be predicted. In metallic
materials the atomic bonding at the surface is different from the bulk. Surface atoms
have less nearest neighbors compared with bulk atoms. The loss of neighbors which
results from the creation of a surface reduces the local electron density around the
atoms near the surface. Surface atoms then sit in a lower average electron density
than bulk atoms. The response of these surface atoms would be to reduce their
interatomic distance in order to increase the surrounding charge density. In this case,
∂σ/∂ei j becomes negative and fi j < σ . Consequently, surface atoms would create
a compressive surface stress (Fig. 8 left). On the other hand, ∂σ/∂ei j can also be
positive resulting in a tensile surface stress [115], causing an increase of interatomic
bond lengths (see Fig.8 right). This effect was attributed to a change in valances of
atoms on the surface of the particle [112], interstitial concentration, the presence of
surface oxide or phase separation [117, 49].
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5
M E TA L L I C G L A S S F O R M AT I O N A N D
C H A R AC T E R I Z AT I O N
5.1 M O D E L I N G M E TA L L I C G L A S S F O R M AT I O N
The most popular method to prepare a glass is by quenching from the melt. The
glass formation behavior is usually discussed by means of enthalpy or volume versus
temperature diagrams. Fig. 9 shows the glass formation behavior of a CuTi alloy.
Let us envisage a small volume of a melt of this alloy at a temperature well above
the melting temperature Tm of the material. With decreasing temperature the atomic
structure of the melt will gradually change and will be characteristic of the tempera-
ture at which the melt is held. Cooling down below Tm will transform the melt into
the crystalline state, provided that the kinetics permits nucleation of the crystalline
phase. The volume will decrease abruptly to the value typical for the crystal, resulting
in a first order phase transformation. Continued cooling of the crystal will slowly
decrease the volume due to thermal contraction of the crystal. But what does hap-
pen if the cooling rate is sufficiently high? Then the melt can be cooled below Tm
without crystallization and a supercooled melt is obtained, which has an amorphous
structure and is metastable with respect to the crystallization. Now the volume de-
creases, but not abruptly, resulting in a second order phase transformation. After
further decreasing the temperature, the mobile melt will become a rigid glass. The
extrapolations of the supercooled melt and the glass lines intersect at a temperature,
which is called the glass transformation temperature Tg (see Fig. 9). The viscosity
between Tm and Tg increases about 15 orders of magnitude [118], and becomes so high
that the structure of the material becomes rigid and is no longer temperature depen-
dent. The temperature region lying between the limits where the volume is either that
of an equilibrated liquid or that of a glass is denoted as the glass transformation region.
5.2 S T RU C T U R A L R E L A X AT I O N O F M E TA L L I C G L A S S E S
Since the glass transformation region is controlled by kinetic factors, i.e. by the
viscosity of the supercooled melt, a slower cooling rate will allow the volume to
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Figure 9: Volume as a function of temperature of CuTi during the heating and cooling.
follow the equilibrium line to lower temperatures. The glass will have a lower volume
(enthalpy) than that obtained at the fast cooling rate, as can be seen in Fig. 10(a).
The atomic arrangement will be characteristic of the supercooled melt at lower
temperature, so that the lower cooling rate will result in a lower Tg. The ideal glass
transition temperature [119] is called Kauzmann temperature Tk. Before Tk is reached
upon cooling, any real system arrests at Tg into a solid like state. Gibbs has pointed
out [120] that an uniquely defined amorphous state at low temperatures may exist,
characterized by minimum specific volume (energy) - temperature relations, which
still lie above the corresponding relations for a crystal. This state should be realized,
when the liquid is cooled very slowly and constrained so as not to crystallize. By
definition one has in all systems Tk < Tg < Tm. The exact value of Tg depends on
cooling rate, pressure and other parameters [121].
Glasses and supercooled melts are thermodynamically metastable in a twofold
sense: Firstly, both undergo crystallization during which the material transforms into
one or more crystalline phases. Secondly, it is obvious that the properties of the glass
depend on the thermal history of the particular sample measured. When the glass
is reheated close to Tg, its properties may change due to a process called structural
relaxation.
Structural relaxation of an amorphous material means the transition from a less
stable to a more stable amorphous state, which is still metastable. This is accompanied
by a number of changes in physical properties. Changes due to structural relaxation
are conveniently explained by considering the volume versus temperature diagram
(see Fig. 10). First, the cooling rate can influence the structural relaxation process.
A rapidly cooled glass has a high Tg, a large volume, and a low density. A slowly
cooled glass will result in a sample with a structure characterized by a smaller volume
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Figure 10: Volume versus temperature curves for CuTi obtained from: a) two different cooling
rates of 5 K/ps and 0.5 K/ps, respectively, and b) quenching the melt with a cooling
rate of 5 K/ps and structural relaxation process under annealing at a temperature
of 590 K for 2 ns. After structural relaxation process the volume of the glasses
decrease with a percentage equivalent to the excess volume, marked in gray in both
panels.
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and a lower Tg, as seen in Fig 10(a). Due to the fact that in MD simulations cooling
rates are very high, it is more convenient to relax the structure of the glass by thermal
treatment. As an example, consider in Fig. 10(b) the structural relaxation process
of a CuTi glass under annealing for 2 ns at a temperature close to Tg, but still in the
glassy regime. The final structure after the annealing process at a temperature of
590 K is characterized by a smaller volume (higher density). Although the changes in
the density occurring during structural relaxation are not larger than 1%, they can be
important for various glass properties [122].
5.3 S T RU C T U R E C H A R AC T E R I Z AT I O N O F M E TA L L I C G L A S S E S
In the previous section we showed that during structural relaxation of a metallic glass
the change in density (volume) can be as small as 1% [122]. On the other hand, the
local topology of a metallic glasses changes considerably during structural relaxation
[59]. Since metallic glasses cannot be identified by assigning lattice parameters as it
is usually done for crystals, the following techniques are often used to describe and
distinguish amorphous structures.
5.3.1 Voronoi tesselation
One of the most frequently used techniques for characterizing the structure of liquids
and glasses is the Voronoi tessellation method [67]. By means of this method the
amorphous sample is divided into Voronoi polyhedra (VPs) around each atom; the
occupation of certain topological VPs is then taken as a fingerprint of the short-range
order (SRO) of the amorphous alloy.
A descriptive Voronoi polyhedron analysis was performed by Finney [66] for an
array of points. By taking an array of points and the perpendicular bisect of the vector
between them, a large number of intersecting planes can be obtained. For defining
the polyhedron associated with a particular point, the smallest polyhedron formed
about that point is selected, ensuring that no further planes can cut this chosen set.
This polyhedron contains all those points closer to the given center than to any other,
and hence a network of such polyhedra completely fills space. The two dimensional
analogue is illustrated in Fig. 11. Each polyhedron contains information sufficient to
completely describe the neighborhood of the associated central point. The array of
points is thus replaced by an equivalent array of polyhedra and the problem of packing
spheres can now be considered in terms of packing polyhedra. Finney also developed
a theory of polyhedral networks starting from the generalization of the Euler relation,
N0−N1 +N2−N3 + ... = 1, (5.1)
where Ni denotes the number of i-dimensional entities, for example, for a packing in
three dimensions
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Figure 11: Construction of two dimensional Voronoi polygon.
N0 ≡ V the number of vertices
N1 ≡ E the number of edges
N2 ≡ F the number of faces
N3 ≡ P the number of polyhedra
Considering that each edge is two-ended and each vertex three-rayed and using the
equation
3V = 2E, (5.2)
and the three dimensional Euler relation (5.1) with P=1 for a single polyhedron, the
avarage number of edges per face is given by:
2E/F = 6(F −2)/F . (5.3)
For a network of Voronoi polyhedra completely filling space, each edge is shared by
three faces; hence, a face Fi of i edges contributes 1/3i edges to the network:
E =
1
3
∑
i
iFi. (5.4)
Moreover, as four edges meet at each vertex, each edge is associated with two vertices:
V =
1
2
E. (5.5)
Substituting these values for V and E into Euler’s relation 5.1, one obtains:
∑
i
(6− i)Fi = 6(P+ 1). (5.6)
By expanding (5.6) for each polyhedron in the array gives:
3F3 + 2F4 +F5−F7−2F8− ... = 12. (5.7)
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Figure 12: The atomic packing configurations of different Voronoi polyhedra corresponding
to the different CNs. Results taken from Ref. [74].
This relation, which must be fulfilled by every polyedron in every array, contains
information about the fundamental packing conditions and possible polyhedron types
which can occur. Finney noted that the number of allowed types is extremely large,
and condition (5.7) is hardly a significant restriction.
The digits F3, F4, F5, etc, also called Voronoi indexes [n3, n4, n5,...], are used
to differentiate the types of VPs, where ni is the number of i-edged sides of the
polyhedron, and ∑i ni is the total coordination number (CN). The clusters in the body-
centered-cubic and the face-centered-cubic crystals, for example, have Voronoi indices
of [8,0,0,0] and [0,12,0,0], respectively, standing for the octohedron and the regular
rhombic dodecahedron. As an example of Voronoi tessellation analysis on metallic
glasses, Sheng [74] identified the most popular Voronoi polyhedra corresponding to
the different CNs in several representative metallic glasses, as shown in Fig. 12.
The Voronoi tessellation method was intensively used to study the structure of
various amorphous materials as organic materials, analyzing the volume of atoms
on the protein surface [123], analyzing various aspects of ceramics [124], or most
interestingly from the standpoint of this thesis, metallic glasses [125, 71, 126]. It
was shown that this icosahedral unit in metallic glasses is a fingerprint of SRO which
plays an important role in the material properties [88, 127, 128]. In case of Cu64Zr36,
the prototype material used in the present thesis, the Cu-centered full icosahedron (FI)
[0,0,12,0] is the most prominent VP with a population of about 22 % (with respect
to the number of Cu-atoms in the system), which corresponds to a volume fraction
of approximately 15 % . This Voronoi polyhedron is known to be a key structural
motif in amorphous Cu–Zr–alloys, characterized by high packing density [88] and
high shear resistance [59].
5.3.2 Pair distribution function
Pair distribution functions (PDF) reveal structural features, particularly for liquids
and amorphous structures. The PDF describes the density of interatomic distances
in a material. Of special practical importance is the radial pair distribution function,
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Figure 13: Pair distribution function of CuTi in the liquid, supercooled liquid and the glass
state, normalized to the first nearest neighbor distance.
which is independent of orientation. The PDF gives the probability of finding a pair
of atoms at distance r apart, relative to the probability expected for a completely
random distribution of the same density. For defining the PDF or simply g(r), the
configurational distribution function is integrated over the positions of all atoms
except two,
g(r) =
V
N2
〈∑
i
∑
i6= j
δ (r− ri j)〉. (5.8)
Here, N denotes the number of atoms in the simulation cell, V is the volume of the
same cell, i and j are indices that run over all N atoms in the sample and ri j is the
distance between atom i and j. This form is used in the evaluation of g(r) by computer
simulation; in practice, the δ -function is replaced by a function which is non-zero in
a small range of separations, and a histogram is compiled of all pair distances falling
within a given range.
Fig. 13 presents the PDF of the model structure CuTi metallic glass at different
temperatures in a range of 800 K including two states, the supercooled liquid and
the glassy state. At 900 K the emergence of broad peaks in the PDF shows that the
structure is similar to a liquid state. During the cooling process, when the temperature
achieve the value of 630 K, the splitting of the second peak in the PDFs gradually
appears. This temperature is equal to Tg extracted form the volume versus temperature
diagram. Therefore the PDF is an alternative method to determine the Tg. At the final
temperature, 100 K, the second peak has been split almost completely into subpeaks,
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Figure 14: Went-Abraham parameter of CuTi during glass formation.
which is a typical feature of the glassy state [129]. The split in the second peak can
be interpreted as a sign of short-range order formation in the glassy regime [130].
5.3.3 Wendt-Abraham parameter
When the PDF is used for analyzing structural features of the glasses, an evident
problem is to formulate a quantitative criterion for specifying the boundary between
the supercooled liquid and glass phase. A parameter often used as a measure for the
phase transition is the Wendt-Abraham (WA) parameter [129] extracted from the PDF,
which is defined by
RWA =
gmin
gmax
, (5.9)
where gmin and gmax are the values of the first minimum and first maximum of the
PDF.
The WA parameter stresses the local character of the PDF, permitting a direct
comparison between structures and leading to a sensitive estimate of Tg. From our
calculations on CuTi it is found that the temperature dependence of the WA parameter
leads to a clear intersection between the linear extrapolation of the glass and the
supercooled branches at ≈ 630 K respectively (see Fig. 14), which are consistent with
the value of Tg obtained from the volume versus temperature curve. The WA value
at Tg is ≈ 0.14, independent of the type of glass. This value correlates well with the
appearance of the splitting of the second peak in the PDF.
36
5.4 C R I T I C A L F R E E VO L U M E
Ge glass
CuTi glass






     

	


	









	










	
	
Figure 15: Atomic displacement around a vacancy (top) and residual volume after relaxation
of a vacancy (bottom), for CuTi and Ge glasses in a NPT ensemble at 0 K.
5.4 C R I T I C A L F R E E VO L U M E
For a system of hard-spheres, like organic molecular liquids and glasses, modeled by a
Lennard−Jones potential, the free volume model developed by Cohen [56] predicted
a critical value of free volume (vc) for an atom to move in the liquid approximately
equal to the atomic volume (va) [56]. Moreover, for a system with a softer interatomic
potential the free volume concept was found less obvious. If atoms are soft they may
be able to move without free space, simply by squeezing. Generally, the value vc/va is
about 0.8 for van der Waals liquids, and the theory assumes this value to be close to
unity. For metallic glasses, in contrast, experimental results showed that this value
can go down to 0.1 [53].
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The same feature was also seen by us. As an example, we investigated the delo-
calization process of the free volume created by randomly picking atoms from the
glass. Two glasses, Ge and CuTi, were used to characterize the structural relaxation.
One atom was randomly extracted, creating a vacancy, and the system was relaxed
in a NPT ensemble at 0 K and zero pressure. In Fig. 15 (bottom panel) the average
residual volume of the vacancy after relaxing for 100 ps is plotted for both kinds
of glasses. The average is calculated over one hundred repetitions of the extraction
process. In the case of the CuTi glass, after relaxation, in average about 40 % of the
residual free volume remains localized in the vacancy, pretty much independent of the
glass composition. Fig. 15 (top panel) shows the mean square displacement (MSD)
and the place of the vacancy in the glass (green color). In case of the CuTi glass,
neighboring atoms move collectively towards the vacancy, trying to fill the volume.
In case of the Ge covalent glass there is no effective MSD around the vacancy and all
free volume remains localized after athermal relaxation (see Fig. 15). The residual
volume of the vacancy in the Ge glass is about 110%. This is because defects like
vacancies can cause lattice expansion [131]. After a simple analysis, we found in
analogy to the ratio vc/va a value about 0.4 in case of the CuTi glass and of about 1.1
for the Ge glass. According to the free volume theory, atomic transport occurs when
the ratio vc/va is close to unity. Therefore, in case of a Ge glass the free volume model
is successful when studying thermal and atomic transport properties. On the other
hand, for soft materials like metals not only the local volume of the cage surrounding
an atom is an important variable, but also the cage geometry (local topology) has a
vital influence on the metallic glass properties. As a matter of fact, it was shown that
self-diffusion in metallic glasses is strongly correlated with specific types of Voronoi
polyhedra [132]. In the following, we will always use the Voronoi tessellation method
to characterize local order and free volume.
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6
P L A NA R G L A S S - G L A S S I N T E R FAC E
6.1 I N T RO D U C T I O N
It has been shown that shear bands in deformed metallic glasses are microstructural
inhomogeneities characterized by an excess free volume [133, 42] and a defective
short-range order in comparison with the undeformed bulk glass [76]. More, these
shear bands are stable under annealing conditions at elevated temperatures [42]. Thus,
if it is possible to prepare internal interfaces in a metallic glass with an atomic structure
different from the bulk glass and these interfaces are stable, then they could influence
the properties of the metallic glass, similar to pre-induced shear bands [33, 37, 134].
In a study by Jin et al. [2], where a powder of nano-scale metallic glass-droplets has
been compacted at room temperature, indications of interfacial regions between the
glassy droplets were detected.
Due to the lack of long-range order and translational periodicity, the definition
of interfaces in amorphous materials is less obvious than in crystalline materials.
A grain boundary in a polycrystalline metal is defined as a 2-dimensional defect
separating two domains of different crystallographic orientation but similar crystal
structure [135]. The mismatch between adjacent grains is accommodated in the
interface and, therefore, grain boundaries are less ordered regions and, in alloys,
even the composition can differ from the grain interiors. The atomic positions in
a metallic glass are not randomly distributed, but exhibit a high degree of short-
range order. Moreover, recent theoretical studies and simulations have revealed the
existence of medium-range order in metallic glasses [57, 58] within a range of about
1 nm and, therefore, the definition of defects in metallic glasses, like point defects
or internal interfaces, becomes reasonable. Consequently, by defining a grain as a
domain enclosed by an internal interface, the concept of grain boundaries could also
be extended to amorphous materials.
6.2 I N T E R FAC E C H A R AC T E R I Z AT I O N
In order to elucidate the structure, stability and properties of internal interfaces in
metallic glasses, we have performed molecular dynamics (MD) simulations [94]
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Figure 16: A glass-glass interface in an amorphous Cu64Zr36-alloy is characterized by a lower
fraction of Cu-centered full icosahedra (FI) and increased Voronoi volumes. In a
2d-plot of the FI-distribution (top) and linear scans of the FI-density and Voronoi
volumes (bottom), the interface of about 1 nm width is clearly detectable.
using the embedded atom method potential for Cu–Zr by Mendelev et al. [100]. An
amorphous Cu64Zr36-sample was prepared by cooling from the melt: after relaxation
at 2000 K for 2 ns to ensure chemical homogeneity, the melt was quenched to
50 K using a cooling rate of 0.01 K/ps. The atomic structure of the synthesized
Cu64Zr36-glass exhibited good agreement with data reported in literature [59]. Planar
glass-glass interfaces were prepared by just contacting two relaxed glass surfaces at
low temperature (50 K) allowing for adhesion. The interfaces were studied under
compression normal to the interface plane with a constant stress of 3 GPa and at
a temperature of 50 K. Furthermore, the thermal stability was investigated in an
annealing run at 800 K (about 0.85Tg) for 70 ns.
For examining the atomic short-range order and excess free volume content in the
interfaces, the Voronoi tessellation method [67, 136] was employed, which divides the
simulation cell into Voronoi polyhedra (VPs) around each atom (method explained
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in detail in section 5), yielding atomic volumes and information about the nearest
neighbor environments. Figure 16 shows the distribution of Voronoi volumes and
the fraction of Cu-centered full icosahedra (FI) in a Cu64Zr36-glass sample with one
planar interface at x = 0. In a region of about 1 nm width at the position of the
initial glass surfaces, the Voronoi volumes are increased by about 1-2 % with respect
to the average bulk Voronoi volume Ω0. In Sec. 2.3 the local free volume v was
defined as the difference between the specific volume of the cage vm (analogous to our
Voronoi volume) and the atomic volume va and assuming a constant atomic volume,
the increase in Voronoi volume is translated into an increase in local free volume. The
difference between the average local free volume of the interfaces and the relax bulk
glass is translated to an excess free volume of 1-2 % in our model.
This leads to the question how the localized excess free volume in the interface
is related to the atomic structure. We have therefore evaluated the topology of the
occurring Voronoi polyhedra, their frequency and spatial distribution, which gives a
fingerprint of the atomic short-range order. If we compare the interface, assuming a
width of 1 nm (see Fig. 16, bottom), with the grain interior by analyzing the population
of the 25 most prominent Cu- and Zr-centered polyhedra, structural differences are
obvious: In the case of the grain interior, the Cu-centered full icosahedron (FI)
[0,0,12,0] is the most prominent VP with a population of about 22 % with respect
to the number of Cu-atoms in the system. In the interface this structural backbone
[60] is defective, since the fraction of Cu-centered FIs is as low as 10 % (see Fig. 16),
which yields an average FI-fraction in the interface of only 70 % of the bulk value.
A similar deficiency in the interface is found for the Zr-centered polyhedra with
indices [0,0,12,3], [0,1,10,4], [0,0,12,4], and [0,1,10,5]. Like the full icosahedra, these
VPs are characterized by a large number of pentagonal facets, which are believed
to indicate areas of dense atomic packing and, thus, high shear resistance [88]. So
far, we can conclude that interfaces between glassy grains are planar defects of about
1 nm thickness, with an excess free volume of approximately 1–2 % resulting from
a defective short range order. Similar features have been observed in simulations of
shear bands in metallic glasses [34, 35].
6.3 T E N S I L E T E S T
In order to further investigate the relation of glass-glass interfaces and shear bands,
we have studied the deformation of a sample containing one planar grain boundary
and a homogeneous bulk sample under uniaxial tensile load by applying a constant
strain rate in z-direction of 4·107 s−1 at a constant temperature of 50 K. The pressure
in x- and y-direction was controlled to 0 kbar, allowing for lateral contraction. The
interface was oriented in a 45◦-angle to the tensile axis to ensure maximum shear
stress along the interface plane.
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Figure 17: Atomic structure of deformed samples at 12 % tensile strain: linear scans of average
atomic volume and fraction of full icosahedra reveal similar features in the shear
band region (-3 nm < x < 3 nm) for the interface sample compared to the bulk
sample. Outside the shear band, there are slight differences; the atomic volume
and FI-fraction in the grain interior of the interface sample hardly differ from the
undeformed state, since STZ-activity mainly occurs in the interface region.
Yet, if a sample initially contains a structurally softer region like an internal in-
terface, where the activation barrier for shear transformations is lower due to the
defective short-range order and increased free volume, plastic deformation is expected
to occur mainly in this region. And indeed, we observe strain localization in the
interface-sample directly with the onset of plasticity. The grain interiors, on the
other hand, hardly contribute to plasticity, and the FI fraction remains fairly constant
during deformation. Thus, an interface in a metallic glass can act as a shear band
precursor, promoting plastic deformation in the interface plane This finding is in good
agreement with the aforementioned experimental results on pre-deformed metallic
glasses, where pre-induced shear bands act as softer phase with lower barriers for
shear band nucleation.
The different degree of shear localization is reflected in the atomic level structure
of the deformed samples (see Fig. 17). For the bulk sample as well as for the interface
sample, the shear band is characterized by an excess free volume of about 1 % with
respect to the average atomic volume in the undeformed bulk glass. The icosahedra
fraction inside the shear bands is 14 %, again for both samples. The difference,
however, between the two samples occurs in the glass outside the shear band: while
the atomic volumes and the icosahedra population in the whole bulk-sample differ
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Figure 18: A glass-glass interface in an amorphous Cu64Zr36-alloy is characterized by a lower
fraction of Cu-centered full icosahedra (FI) and a higher fraction of Cu-atoms. In
a 2d-plot of the Cu-density distribution (top) and linear scans of the FI-density
and Cu-density distribution (bottom), the interface of about 1 nm width is clearly
detectable.
from the undeformed values, even outside the shear band, the atomic level structure in
the grain interiors of the sample with interface has hardly changed during deformation.
6.4 S E G R E G AT I O N E FF E C T S
Apart from characterizing glass-glass interfaces by an excess free volume and a lack
in short range order, the alloy composition in glass-glass interfaces might also deviate
from the bulk value. In the case of amorphous CuZr–alloys, Cu-atoms were found to
segregate to the surface at elevated temperature [137, 138, 139]. When consolidating
a glassy nanopowder, which was subjected to a pre-annealing process, a nanoglasses
characterized by interfaces with an increased Cu–concentration would form.
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In order to elucidate the structure and properties of Cu enriched interfaces, a planar
glass-glass interface was prepared by contacting two annealed surfaces. Initially,
the glass was prepared following the procedure presented before for an interface
with a homogeneous element distribution. Afterwards, the glass was annealed for
10 ns at 800 K, leading to a thin layer with enhanced Cu concentration in the surface.
Contacting two such surfaces at low temperature (50 K), an interface characterized by
an increased Cu concentration forms. Fig. 18(a) shows the Cu-atoms density relative
to the bulk density. A line pattern characterized by an increased Cu-concentration in
the center of the sample, can be seen. Moreover, in the vicinity of this interface a low
fraction of Cu-atoms can be observed, since Cu-atoms have migrated to the surface
during the segregation process. Besides an increased population of Cu-atoms, these
interfaces have a lower fraction of Cu-centered FI relative to the number of Cu atoms.
The average FI-fraction in the interface is about 12 % of the bulk value which yields
an average FI-fraction in the interface of about 75 % of the bulk value (see Fig. 18(b)).
The FI-fraction in both kinds of interfaces (with homogeneous element distribution
and with Cu-enriched) is almost the same, indicating that the Cu-segregation to the
interface does not have a significant influence on atomic short-range order in the
interface. Next, we will examine if these interfaces are thermally stable, and how they
can influence the properties of a metallic glass.
6.5 S TA B I L I T Y O F I N T E R FAC E S
6.5.1 Interface excess free volume
Interfaces in a metallic glass can be characterized by a difference in the local topology
(defective short-range order), excess free volume and composition compared to the
bulk, as we saw in the previous section. The first question to be discussed concerns
the small percentage of excess free volume of a planar interface in a CuZr metallic
glass (about 1-2 %).
A simplified model geometry with a parallel set of glass-glass interfaces (Fig. 20)
of identical thickness was studied resembling four adjacent glassy grains enclosed by
open surfaces in x-direction, which can act as sinks for the excess free volume, and
periodic images in y- and z-direction. The same amorphous Cu64Zr36-sample, which
was prepared following the procedure presented in the previous section, was used
together with a Cu50Zr50 glass which was prepared using a higher cooling rate of
0.5K/s. The interfaces were randomly diluted and monitored in MD-runs at 50 K by
following the density redistribution throughout the sample with time. For comparison,
the same procedure has been followed for a covalent Ge glass.
Fig. 19 shows the calculated density distribution as function of the x-position. The
initial density in the core of the glass-glass interfaces is chosen as 90 % of the bulk
glass density which is below the solubility limit of free volume in all glasses. In the
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Figure 19: Density variations of samples with glass-glass interfaces: Dotted lines depict the
initial density distribution, solid ones the result after annealing. Densities are given
relatively to the bulk value. Panel a.) shows the case for Cu50Zr50 and panel b.)
the case for Cu64Zr36 at 50 K after 100 ps. The density variation at 300 K in an
identical geometry for Ge is shown in panel c.), while the case of 500 K it is shown
in panel d.). The calculations for Ge were run for 5 ns.
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 5ns@500K
t=0
Figure 20: Atomic positions before and after an annealing run of the planar interfaces in Ge
(5ns@500K). Blue atoms depict those that were initially positioned in the diluted
zone, red atoms those in the bulk region. No interdiffusion is observed over the
calculated simulation time.
case of Cu64Zr36 and Cu50Zr50 metallic glasses, most of the excess free volume in
the interfaces is released in a very short time (less than 100 ps) and is annihilated at
the free surfaces in x-direction. As a consequence, the density difference between
the interfacial areas and the bulk glass is very small. In case of the Cu64Zr36 glass,
we find about 2 % of excess free volume, while in case of the Cu50Zr50 glass it does
not exceed 1 % (see Fig. 19 a and b). This relaxation is independent of temperature
and a similar result is also obtained for athermal conditions. In the case of Ge, in
contrast, the interfacial areas release very little excess free volume at 300 K even on
an extended time scale of 5 ns (see Fig. 19 c). If the temperature is raised to 500 K,
however, significant relaxation of the diluted zones can be observed and only about
5 % of the excess free volume stays inside the interfaces. This finding hints to the
possibility that diffusional transport determines the interfacial stability even on MD
time scales. Monitoring the atomic positions for the case of Ge at 500 K, however,
reveals that the transport of excess free volume is initially not coupled to diffusional
motion even at elevated temperatures, since no intermixing of atoms can be observed
(see Fig. 20). Therefore, we can safely exclude thermally activated diffusion as
mechanism driving the delocalization process observed on MD time scales. In this
context, it should be noted that also Cu50Zr50 and Cu64Zr36 metallic glasses do not
show significant mixing.
In order to elucidate the physical reason for the different behavior of the Ge and
the CuZr glasses, we also compared the local density variation in the interfaces with
the flow strain of CuZr and Ge under uniaxial tension (Fig. 21). From a linear
extrapolation of the calculated stress-strain curve at 50 K we find a flow strain of
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Figure 21: Calculated stress-strain curve of: a) Ge glass at 300 K and 500 K in comparison
to the b) Cu50Zr50 and Cu64Zr36 glasses at 50 K for uniaxial tension. Dotted lines
depict the extrapolations of the linear elastic regimes.
about 1 % for Cu50Zr50 and of about 1-2 % for Cu64Zr36 glass. One should keep in
mind, that the Cu50Zr50 glass used for these investigations, was obtained using a high
cooling rate of 0.5 K/ps, so that the glassy structure is characterized by large excess
free volume and therefore a lower packing density [88]. This results in a lower flow
strain in comparison to the Cu64Zr36 metallic glass obtained with a lower cooling rate
(0.01 K/ps).
In case of Ge we find a flow strain of about 8 % by linear extrapolation of the
calculated stress-strain curve at 300 K. If the temperature is raised to 500 K the flow
strain is reduced to about 5 %. If we compare these values with the density variation
in the relaxed samples (see Fig. 19 b) and translate the excess free volume induced
in the glass-glass interfaces into a local strain, we find a striking agreement. At 300
K, for instance, the Ge sample with interfaces diluted by 10 % relaxes to a density
distribution with a 8 % difference in density compared to the bulk sample, which
matches the flow strain of the homogenous sample. Similarly, we find a density of
95 % in maximum for the simulation at 500 K being in agreement with the 5 % flow
strain of the bulk sample.
Cu50Zr50 and Cu64Zr36 metallic glasses respond by homogeneous plastic flow [77]
removing most of the excess free volume in the interfaces because of their low flow
strains (Fig. 19 a). The residual free volume left in the interfaces after relaxation is
about 1 % for Cu50Zr50 and about 2 % for Cu64Zr36 glass. Again, we find striking
agreement between these values and the calculated flow strains in metallic glasses.
The interfaces relax as long as the local density corresponds to a strain larger than the
flow strain.
We can conclude that the route for relaxing internal stresses and/or excess free vol-
ume sensitively depends on the mechanical and diffusional properties of the material
considered. In materials, where the internal stresses induced by the excess free volume
within the interfaces exceed the flow stress, the delocalization of free volume is driven
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by homogenous plastic flow, which does not require thermal activation as exemplified
by the systems CuZr and Ge. If the local strains are comparable or smaller than the
flow strain, metastable interfacial areas are formed. Their delocalization on extended
times scales is finally determined by the material dependent diffusivity of the excess
free volume in the bulk glass. Our simulations provide a first detailed picture of the
existence and the structure of interfaces in the nanoglass. Only those materials in
which the internal strains induced by the excess interfacial free volume cannot be
relaxed by plastic flow or fast diffusional processes will maintain the nanometer-sized
microstructure of a planar glass-glass interface for an extended period of time. More-
over, it should be noted that structural variations comparable to the ones described
above do not exist in crystalline materials because the free volume associated with
the core regions of crystal defects, like grain boundaries, remains localized during
annealing.
In summary, we showed that the percentage of excess free volume, which can
be stabilized in the glass-glass interfaces, depends on the internal stress induced by
excess free volume within the these interfaces. As flows strain measured for Zr-based
metallic glass is generally less than 2 % [37, 38, 98], then our argument about 1-2 %
percentage of excess free volumes located into Cu64Zr36 and about 1 % into Cu50Zr50
glass-glass interfaces, is in good agreement with experimental results. The small
difference is due to the dependence of the mechanical properties of the material on
composition and sample history. We also showed that in case of the covalent Ge glass
the excess free volume localized in the interfaces is much higher in comparison with
CuZr metallic glasses.
6.5.2 Thermal stability of interfaces
The next question we address is, whether glass-glass interfaces are thermally stable
or delocalize under mechanically and/or thermally activated processes. Since the
percentage of excess free volume localized in the internal interfaces in metallic glasses
is too low to be analyzed, we focused on the defective short-range order and alloy
composition.
The first question concerns the long time stability of glass-glass interfaces and
their behavior at elevated temperature. For studying this, we return to the case of
one homogeneous planar interface in a Cu64Zr36 metallic glass. The sample with one
planar boundary was annealed at a temperature of 800 K (≈ 0.85Tg of the dense glass)
and, again, the population of Cu-centered full icosahedra in the interface region and
in the grain interior were monitored (see Fig. 22).
Within the first 25 ns of annealing, the fraction of full icosahedra increases in both
test volumes. The increase in the grain interior, however, is only in the range of 1 %
and it is attributed to the structural relaxation under thermal treatment (see section 5.2).
High cooling rates used for preparation of the initial metallic glass result in a structure
50
6.5 S TA B I L I T Y O F I N T E R FAC E S
 0.12
 0.14
 0.16
 0.18
 0.20
 0.22
 0.24
 0.26
 0  10  20  30  40  50  60  70
ic
os
ah
ed
ra
 fr
ac
tio
n
t [ns] 
ρbulkρGB
Figure 22: After a relaxation during the first 25 ns of annealing at 800 K, the population of
Cu-centered full icosahedra remains almost constant and the difference between
the grain boundary and the bulk glass is still significant.
characterized by a lower fraction of short-range order, while thermal annealing leads
to a more relaxed structure. In the interface region, we see a stronger recovery of the
icosahedral short-range order, following a logarithmic behavior. This is the result
of the reduced icosahedra fraction in this region and higher free volume content,
allowing for higher atomic mobilities [59] and, thus, easier structural rearrangements.
After 25 ns, however, the relaxation is completed and for an extended simulation
time of almost 50 ns, the population of full icosahedra remains constant, in the grain
interior as well as in the interface (see linear fits in Fig.22). An extrapolation of
our data to longer time scales still gives a difference between the FI fraction in the
grain interior and the interface of about 2 %. Given this result, together with the high
annealing temperature, we expect interfaces in metallic glasses to be stable at ambient
conditions. This is in good agreement with experimental results, where traces of
interfaces were found in a glass sample synthesized by cold compaction [2]. Moreover,
shear bands in pre-deformed samples, which exhibit similar structural features as
glass-glass interfaces, are stable at ambient conditions [140, 38, 33, 134, 141].
In the case of a Cu-enriched interface annealed at 800 K for 10 ns we found a very
weak interface delocalization. In Fig. 23 (a) it can be seen that those Cu-atoms located
in the interface do not diffuse back into the grain interior under annealing and even at
a high temperature this interface is stable. Therefore, at ambient conditions, where
the diffusional mobility gets lower, we expect Cu-enriched interfaces to be stable
for an extended time scale. On the other hand, also the population of Cu-centered
full icosahedra in the interface remains lower in comparison to the bulk value. In
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Figure 23: A glass-glass interface in an amorphous Cu64Zr36-alloy characterized by a higher
fraction of segregated Cu-atoms and a lower FI-fraction, annealed for 10 ns at
800 K. After annealing the interface is well localized, a) the percentage of Cu-
atoms does not change considerably and b) the population of Cu-centered full
icosahedra remains almost constant after the first 5 ns, and the difference between
the grain boundary and the bulk glass is still significant (about 2 %).
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Fig. 23 (b) it can be seen that the short-range order in the interface does not follow a
strong recovery process after annealing. After only 5 ns the relaxation is completed
and for the next 5 ns the population of full icosahedra remains constant, in the grain
interior as well as in the interface (see linear fits in Fig.23 b). The fraction of FI in the
interface after 10 ns annealing at an elevated temperature is still lower in comparison
to the FI in the bulk glass (about 2 %). Based on these results we expect interfaces in
metallic glass to be stable at ambient conditions.
6.5.3 Interfaces under compression
Since nanoglasses are experimentally prepared by cold compaction of glassy nanopow-
ders, we have also studied the stability of a glass-glass interface under compression.
In the previous section the examined interface has been produced without applying
any pressure, and, therefore, it is not quite clear how the interface structure might
change under compression.
Before evaluating the interface stability under compression, first, we need to know
the behavior of the uniaxial stress-strain curves of the Cu64Zr36 glass in both tension
and compression. In Fig. 24 (a) a clear asymmetry in the stress-strain curves can be
seen; the strength in compression is considerably greater than that in tension. The
asymmetry between tensile and compressive strength comes from the fact that shear
flow in metallic glasses depends not only upon shear stress, but also upon normal
stress that acts upon the plane of shearing [142].
Next the population of Cu-centered full icosahedra is evaluated during compression.
Therefore, we return to the same case of a homogeneous planar interface in a Cu64Zr36
metallic glass used to study the thermal stability of the interface. The interface is
studied under compression normal to the interface plane with a constant stress of
3 GPa, which is higher than the yield stress (the stress at which the stress-strain
curve deviates from a linear behavior) but lower than the critical stress for shear
band formation at a temperature of 50 K (see Fig. 24 (a)). Compressing the sample
with a homogeneous planar interface, as can be seen in Fig. 24 (b), we can not
observe any changes due to the applied stress, neither in the grain interior nor in the
interface. Hence, we assume that a bulk glass produced by compaction of a glassy
powder at low temperature will contain 2-dimensional defects between the former
glass particles. Therefore, all the results presented in this chapter prove the existence
of glass-glass interfaces in a metallic nanoglass obtained by cold compaction, and the
thermal stability of these interfaces at ambient conditions.
6.6 S U M M A RY
A planar glass-glass interface prepared by contacting two relaxed glass surfaces
was investigated. We found that this interface is characterized by a modified local
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Figure 24: a) Stress-strain curves of Cu64Zr36 bulk metallic glass in both tension and com-
pression. b) Population of Cu-centered full icosahedra under uniaxial compression
at a constant stress of 3 GPa and a temperature of 50 K in the grain interior and in
an interface of about 1 nm width. No changes due to the applied stress, neither in
the grain interior nor in the interface, can be observed.
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topology (defective short-range order) and an excess free volume fraction similar to
that found in shear bands. The maximum content of excess free volume localized
within the interface is proportional to the yield strain. If the glass is initially annealed
to an elevated temperature below Tg, Cu-atoms segregate to the surface. Contacting
two such glass surfaces, which have been subjected to a pre-annealing process, a
glass-glass interface with an increased concentration of Cu atoms and also modified
topology is formed. Finally, we have shown that both kinds of interfaces are stable
under annealing conditions at elevated temperatures below the transition temperature,
and do not delocalize under compression, if the normal stress is below the critical
stress for shear band formation.
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7.1 NA N O G L A S S C O N S T RU C T I O N
In this chapter we turn to the case of a 3-dimensional model and investigate the
structure and stability of glass-glass interfaces in nanoglasses (NGs). In a first set
of simulations NGs with idealized microstructures were generated by consolidating
glassy spheres of 5 nm diameter starting from an initially face centered cubic ar-
rangement (see Fig. 25). We have used a spherical geometry for the glassy particles,
because this geometry is similar to that found in experiments. As an example, Fig. 25
shows the formation of a NG consisting of 32 glassy spheres compacted by applying
an external hydrostatic pressure of 6 GPa at 300 K. The glassy spheres have been
cut from a cubic glass quenched from the melt. For comparison two types of glasses
have been used, a covalent Ge glass and a CuZr metallic glass in two compositions:
Cu50Zr50 and Cu64Zr36. Ge particles were simulated as a representative covalently
bonded material using the Tersoff interatomic potential [101], while CuZr was chosen
as a prototypical binary metallic glass described by Mendelev’s embedded atom type
potential [100].
To prepare a homogeneous NG without pores, the hydrostatic pressures used for
powder compaction may induce shear stresses that exceed the critical stress for shear

	


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Figure 25: Consolidation of a nanoglass by compacting 32 nanometer-sized glassy spheres at
a pressure of 6 GPa.
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Figure 26: Nanoglass construction consisting of 18th columnar grains with a hexagonal cross
section. The pressure used for compaction is 3 GPa.
band formation. Therefore, a second type of geometry is used to construct a NG
free of pores by consolidating 18 glassy particles with an idealized nanostructure
consisting of columnar grains with a hexagonal cross section and a diameter of 10 nm
(see fig. 26). The metallic glass powders are compacted by applying an external
hydrostatic pressure of 3 GPa at 50 K. As we saw in Sec. 6.5.3, this compaction
pressure is lower than the critical stress for shear band formation at 50 K. Therefore,
this geometry is useful for compacting NGs with internal interfaces and free of pores
and other defects.
7.2 I N T E R FAC E S I N NA N O G L A S S E S
By consolidating Cu50Zr50 and Cu64Zr36 glassy spheres of 5 nm diameter at a pressure
of 6 GPa (first type of geometry previously explained), a homogeneous sample is
obtained and no clear interfaces characterized by an excess free volume are observed
in the microstructure after consolidation. This can be explained by the fact that the
pressure used for powder consolidation exceeds the maximum stress extracted from
the stress-strain curve in compression (see Fig. 24 a). On the other hand, the random
interface orientation in the NG caused by the initial face centered cubic arrangement,
together with the density fluctuations in the glass, make the measurement of excess
free volume in the range of 1–2 % difficult.
If an identical simulation is carried out for glassy nanoparticles of Ge, a totally
different structure will result. Figs. 27 a-f show the consolidation at a temperature
of 300 K for the case of amorphous Ge nanoparticles. The left panel (Figs. 27a-c)
displays the arrangement of atoms in a thin slice (1.5 nm thick) of the sintered Ge
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Figure 27: Consolidation of a Ge nanoglass at 300 K: The nanoglass is obtained by com-
paction of nanometer-sized (5nm diameter) glassy spheres (germanium) at a pres-
sure of 6 GPa. Figs. a-c display the atomic structure of the nanoglass by showing
the position of the Ge atoms within a thin slab of material cut out of the block of
nanoglass. The density distribution in the nanoglass block is shown in Figs. d-e).
The contour plots are showing the atomic density relative to the bulk value. It
may be seen that the nanoglass consists of a periodic array of dense glassy regions
separated by glass/glass interfaces between them. As the compaction process goes
on, the density in the glass-glass interfaces increases. At the same time these
interfaces become wider.
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nanoglass. Initially, the face centered cubic arrangement of the glassy Ge spheres
leads to a regular pattern of voids between the spheres (Fig. 27a). As the compaction
process proceeds (Fig. 27b-c), the size of the voids between the spheres is reduced.
In the contact regions between adjacent spheres, glass-glass interfaces are formed.
These interfaces may be seen as line pattern characterized by enhanced interatomic
spacings. Figs. 27d-f display the evolution of the density distribution in the NG by
means of different colors. In those regions, where adjacent spheres get into contact
(Fig. 27c), interfaces with excess free volume are formed. This nanostructured glass
with significant density variations in the contact areas stays stable even on extended
time scales (10 ns) at elevated temperatures (700 K), which are below the glass
transition temperature.
In the previous chapter we analyzed the case of a planar glass-glass interface in the
Cu64Zr34 metallic glass. We concluded that an internal interface is characterized by
an excess free volume or different chemical composition and defective short-range
order (SRO) with respect to the grain interior. Therefore we expect to see similar
planar defects in a metallic NG. Because Cu64Zr34 is characterized by the highest
packing density [143, 88], in all simulations shown next, we use only the Cu64Zr34
metallic glass prepared with a low cooling rate of 0.01 K/ps.
Thus, two types of Cu64Zr36 metallic NGs have been constructed by consolidating
glassy droplets with a honeycomb geometry, using homogeneous (with a homoge-
neous element distribution) and inhomogeneous (with Cu-enriched surface) glassy
powders. As already stated, consolidating glassy droplets with a honeycomb geometry
is a useful route when we study NGs free of pores compacted at a low hydrostatic
pressure. In addition, the interface geometry is more simple (2-dimensional) in com-
parison to the interfaces (3-dimensional) localized in a NG obtained by compacting
spherical glassy droplets, and, therefore, it is easier to analyze the NG structure in this
case. Figs. 28(a) and (b) show the density distribution of Cu-atoms in the inhomoge-
neous and homogeneous NG, respectively, by means of different colors. Annealing
the powder under free surface conditions at 800 K (below transition temperature,
Tg ≈950 K), Cu-atoms were found to segregate to the surface. Consolidating the
resulting powder, an inhomogeneous NG characterized by interfaces with an enhanced
population of Cu-atoms is obtained (see Fig. 28a). On the other hand, in the case
of a homogeneous NG Cu-atoms are uniformly distributed throughout the sample
(Fig. 28b). Figs. 28(c) and (d) show the distribution of Voronoi volume for both types
of NGs. As expected, a low fraction of excess free volume (1-2 %) can be identified in
the interfaces of the homogeneous NG, in good agreement with our previous studies
of a planar glass-glass interface. In the case of an inhomogeneous NG the Cu-enriched
interfaces have a higher density with respect to the density of the inner part of the
grains. This is explained by the smaller Cu-Cu interatomic distance as compared to
the lengths between Cu and Zr. Evaluating the radial distribution function reveals
an interatomic distance of 2.61 nm for Cu-Cu and 2.84 nm for Cu-Zr, respectively.
Moreover, besides the different chemical composition of the interfaces, both kinds
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Figure 28: Interfaces in inhomogeneous (first column) and homogeneous (second column)
nanoglasses. Panels (a) and (b) show the density of Cu-atoms relative to the bulk
value. In panels (c) and (d) Voronoi volume of Cu-atoms relative to the bulk
value is shown. Both types of nanoglasses have interfaces with lower density of
Cu-centered full icosahedra, panels (e) and (f), or increased disorder inducing in
turn a higher potential energy for interfaces atoms, panels (g) and (h).
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of metallic NGs (homogeneous and inhomogeneous) are characterized by interfaces
with a low degree of SRO. In section 6.2, we showed that the most prominent Voronoi
polyhedron (fingerprint of SRO) is the Cu-centered full icosahedron (FI). Figs. 28(e, f)
show the density distribution of FI in homogeneous and inhomogeneous Cu64Zr34
nanoglasses. Both metallic NGs are characterized by interfaces with a lower FI
fraction of only 70 % of the grain interior value, similar to the percentage found by us
in a planar glass-glass interface. Therefore, the interfaces in a NG are identified as
a local structure with an enhanced disorder in the atomic configuration, inducing an
increase in potential energy. Figs. 28 (g, h) show clearly that for both types of NGs
the interfaces atoms have a higher potential energy.
7.3 S U M M A RY
In this section, we have presented the formation and characterization of NGs. By
compacting glassy nanopowder with different geometry (spherical and columnar
grains) a NG formed. The covalent Ge nanoglass is characterized by interfaces with
an high excess free volume, and are stable under thermal treatment at 700 K for
a long simulation time. In case of the Cu64Zr36 alloy, two types of metallic NG
can be generated, a homogeneous NG with interfaces characterized by excess free
volume and an inhomogeneous NG with interfaces characterized by an increased Cu
concentration. The interfaces in both NGs are characterized by a low degree of SRO.
Therefore the interfaces in NGs are identified as structural inhomogeneities with an
increased disorder in the atomic configuration, which leads to an increased potential
energy for atoms located in the interfaces.
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