Abstract. This article describes how Analysis of Variance may be used to select those regions of the curves generated by a gas sensor ar ray which contain the most discriminant information for a particular application. The Analysis of Variance is performed on each point of the signals generated by the sensor array for a particular set of samples. The Group Variances and the Residual Variances are plotted as functions of their position in the signal. Regions of the signals that vary systematically from one group of samples to another will have high Group Variance values and low and randomly distributed Residual Variance values. This method has shown for a particular set of products for cats analysed with a thirty two polymer sensor array, that the most discriminant information is located at the end of the curves. It has also shown an absence of discrimination between standard and tainted pig fat samples with this sensor array. The ad vantage of this method is that it can be used on almost any sort of raw signal as a pre-analysis step in order to know whether it is worthwhile going on to more fastidious and time consuming signal analysis procedures.
Introduction
In food industry, classical analysis of food flavour is done with physico-chemical analytical tools such as GC/MS or with Sensory Analysis techniques. Thus, most of the time, these traditional methods are expensive and time consuming. An alternative technique to evaluate the gas quality of food products is now being widely investigated: gas sensor arrays [1, 2] . Gas sensors have a characteristic electrical resistance which varies rapidly with the adsorption of volatile molecules. Electrical signals generated by an array of gas sensors can be analysed with appropriate statistical methods in order to give a rep re s e n t ation of diffe rent products. At the moment, artificial odour sensing systems arouse much interest in a number of industries as they seem to be a very promising rapid technique for aroma control.
However, there is still much research and development work to be done before the sensors are ready for on line quality control. Sensors developers must work on sensing materials to improve manufacturing repeatability, to reduce their sensitivity to temperature, to humidity, to other interfering gases, to poisoning and drift. Sensor users need to work on sample preparation and above all on data treatment with statistical tools [3] . Much work is being done in both areas. For polymer sensors for instance, different teams have been wo rking on the deposition techniques so that they become as reproducible and as insensitive to process parameters as possible [4, 5] . In this article we will mainly focus on the users side by proposing a statistical method to analyse the signals generated by a sensor array and detect discriminant information in them.
Indeed, sensors arrays may generate a huge quantity of data that must be reduced in order to extract the information re l evant for a particular ap p l i c ation. Of the diffe re n t applications to be found in the bibliography, only a few give detailed justifi c ation for the regions of the sensor signals chosen to characterise the analysed products. Many applications are based on a response vector constituted of the maximum values for all the sensors in the array [1, 6, 7] , without taking into account the dynamic phase or the shape of the curves. A priori, nothing indicates that the dynamic phase or the shape do not contain relevant information for the discrimination of the products. One particular approach, to take into account the entire curves, consists in decomposing the curves into a certain number of discontinuous values [8] . The drawback of this method is that it requires a large number of variables to define each sample. To analyse the matrix that is generated in this way by a factor analysis or by a n e u ral netwo rk , it is necessary to get a large number of samples to have a re a s o n ably balanced samples/va ri abl e s ratio. A second approach consists in modelling the curves with a particular function, and then ex t racting the model parameters [9, 10] , or in directly extracting a few values for e a ch curve with a step by step descendent Discri m i n a n t Factor Analysis [9] . Here an alternative method is presented, t h at can be applied to systemat i c a l ly analyse the entire curves and to extract the relevant information in them by p e r fo rming an A n a lysis of Va riance at each point of the signals. This method is applied directly to the raw signals without proceeding to a modelisation step wh i ch may be time consuming and source of errors due to incorrect choice of the model or incorrect estimation of the parameters.
A n a lysis of Va riance (ANOVA) is undoubtedly a ve ry commonly used technique for determining if variables are significantly sensitive to changes in factor levels. In Sensory Analysis for example the Analysis of Variance is used to determine whether a human panel perceived different products as being similar or not for va rious at t ri butes [11] . H oweve r, A n a lysis of Va riance is mostly used to analy s e individual variables and not signals. In signals generated by gas sensors the information is spread all along the curves and it is necessary to detect the regions in the signals that vary systematically from one group of products to another. The application of the Analysis of Variance to each point of the curve seems to be appropriate to find out these interesting regions. This approach has been previously used to analyse NMR relaxation curves in a similar way [12] [13] [14] .
Material and methods

Data acquisition
Twelve different moist products for cats were analysed with 32 polymer gas sensors of the Aroma Scan instrument manufa c t u red by the Unive rsity of Manchester [15, 16] . Fo u r rep l i c ates we re done for each of the twe l ve pro d u c t s , on 200 g from four different cans (same batch, same manufacturing date). These 200 g were put in a plastic bag, the plastic bag was infl ated with pure 99.999% nitrogen (with a controlled humidity of 50%). The sample bags were left for five minutes at room temperature (20°C, constant) for headspace generation. The measurement took place using the following cycle: during one minute the pure nitrogen at 50% humidity was passed through the sensor chamber. The sens o rs ' base resistances we re calculated with this re fe re n c e nitrogen. The headspace from the sample bag was then pumped for 100 seconds (150 mL/min). The sensors were then cleaned with the headspace of a solution of water and 2% butanol for one minute. Finally the reference nitrogen was passed through the sensors again in order to reset them to their base resistances.
Data treatment
For each measurement, each of the 32 sensors generates a curve (101 points for each sensor at one point per second) with an ascending phase and a second phase during which the slope decreases greatly (Fig. 1) . In recent studies published on gas sensor, several approaches have been used to determine the regions of the curves that contain the relevant information for the discrimination of the products. In particular, Vernat-Rossi et al. [9] compared results obtained for two different analyses on the discrimination of dried sausages of different origins and different aromas, with metal oxide sensors. The fi rst study was a Discriminant Fa c t o r A n a lysis on the most info rm at ive points in the dy n a m i c phase as determined by a pre l i m i n a ry step by step D i s c riminant Factor A n a lysis. The second study was a D i s c riminant Factor A n a lysis on the para m e t e rs re s u l t i n g from a modelisation of the dynamic phase using a Gompertz sigmoïd. The results of this comparison showed that, for this particular study, the relevant information was contained in the initial dynamic phase of the curves (first ten seconds of the analysis). For other applications [1, 6, 7, 17 ] the relevant information is contained in the second phase where the slope is weaker.
In the present study a univariate technique, Analysis of Variance, is applied to the raw signal to determine which regions of the curves are most informative.
With the Aroma Scan instrument, at a fixed time t = x, the signal I t=x generated by a particular sensor can be defined as:
R t = resistance of the sensor at time t.
(1)
A matrix was created in which each sample was defined by the 32 sets of 101 points generated by each sensor, giving 3232 variables for each sample. Products were divided into twelve groups with four samples in each (four replicates of each product).
The Analysis of Variance used by Vackier et al. [12] and by Rutledge et al. [13, 14] to analyse NMR relaxation curves was applied to determine the overall influence of the product on the sensor responses and to determine which regions of the curves are the most sensitive to the product effect. Calculations were performed using a program developed in Fig. 1 . Average responses from sensor 1 to the vo l atile compounds of the twelve products (in the first seconds of the analysis, all the curves merge into one single curve, at the end of the analysis, curves from different products become quite different).
the Lab o rat o ry of A n a lytical Chemistry of INA P-G, a n d va l i d ated using MATLAB routines. This A n a lysis of Variance was done for each column of the matrix, i.e. for each of the 3232 variables. ANOVA calculates the variability at each point in the curve which is due to the predefined grouping of the samples, and the variability which is not explained by the groups.
Each of the twelve groups of products P i (i = 1 to 12) is ch a ra c t e rised by an ave rage value y i. and an estimat e d variance σ i 2 (calculated using the 4 replicates, j = 1 to 4), which measures the dispersion of the values of the variable within each of the twe l ve groups. An ave rage dispers i o n within groups can be calculated, which is also called withingroup or Residual Variance (2):
(n = 4 × 12 = 48 and k = 12).
The dispersion of the group averages y i. compared to the grand ave rage y . . is called the betwe e n -group or Gro u p Variance (3):
.
If the groups have similar values for a given variable, the between-group Variance of the variable is very low. If the groups are very different, the between-group Variance tends to be higher. In order to analyse the significance level of the d i ffe rences for a given va ri abl e, one usually studies the G roup Va riance/Residual Va riance ratio (Fisher F va l u e ) . The calculation of the F ratio and of the associated probability is undoubtedly a good statistical criterion to estimate the significance level of the influence of an indiv i d u a l variable on the factor studied. But here, the variables studied are points in a signal. We found that it is often more i n t e resting to plot the betwe e n -group Va riance values as function of their position in the signal and look at the evolution of this plot. 
Results and discussion
The A n a lysis of Va riance shows that the Group Va ri a n c e increases almost constantly, for all sensors, from the beginning of the curve to the end of the curve (Fi g. 2) . F u rt h e rm o re, the va riance between the twe l ve groups is significantly higher than the Residual Variance (Fig. 3) and the closer to the end of the curves, the more the difference becomes significant for all 32 sensors. In this particular case the Residual Variance values are structured, indicating that some info rm ation in the signals has not been taken into account by the grouping of the samples. Figure 4 shows the F ratio. As the F ratio value for a significant difference between groups at the 95% probability level (11 and 36 degrees of liberty) is 2.059, nearly the whole curve is significant.
These results show that it is best, in this particular study, to use the values at the end of the curves to discriminate the products. Although in the case of this particular application, it may have been interesting to study even longer
Original articles measurement times, the data of the end of these signals gives a satisfactory discrimination between products.
In other cases this Analysis of Variance could be very i n t e resting to demonstrate an absence of discri m i n at i o n . Standard and boar tainted pork fat samples were analysed (5 grams heated at 80°C during 30 minutes, five replications for each group). The measurement cycle was the same as that used for the moist cat food, measurements being done using an autosampler -the headspace analysis itself lasted 80 s. instead of 101 s. (Fig. 5) . Results of the ANOVA, carried out on these data, gave Group Variances and Residual Variances which show that there is no discrimination between these two groups. Figures 6, 7 and 8 show respectively the Group Variances, the Residual Variances and the F ratio for sensor 1. Here the minimum theoretical F rat i o value should have been 5.12 to have a 95% signifi c a n c e level (1 and 9 degrees of liberty). In this application, the method shows that variability between groups is not significantly higher than within groups (standard or tainted). These results may be due to problems of variability in meat products, lack of sensitivity of the sensors to the molecules responsible for the taint, or high water contents at 80°C that can mask the sensors' responses to the volatile molecules.
In order to be more complete, we also modelled the signals obtained with cat food samples and with pig fat samples in order to extract representative parameters for the curves shape. These models were calculated using MATLAB routines. Cat food signals were modelled with a four parameters function: (4) ) .
(4)
This function was used to decompose the thirty two signals generated by the four replicates on the twelve analysed products. Figure 9 shows the estimated curve for the first measurement of product 1 on sensor 1, the sum of square errors being 0.0878.
Pig fat samples were modelled with a three parameters function (these parameters were calculated separately for the time intervals [ 
This function was used to decompose the thirty two signals generated by the five replicates on the two types of pig fat products where decomposed. Figure 10 shows the estimated c u rves for the measurement on the fi rst standard pig fat sample by sensor 1. Here the sums of square errors were respectively 0.0462 and 0.0003 for the first (Fig. 10a ) and the second (Fig. 10b) parts of the curve. It could be stressed that it was very difficult to decompose all the curves from the second phases (35 s to 80 s) for the pig fat samples.
138
Original articles Table I gives the results of the A n a lysis of Va riance perfo rmed on the four para m e t e rs calculated for the cat fo o d sample signals. We can notice that parameter p(2) wh i ch rep resents the slope at the end of the signal is the one that d i s c ri m i n ates the products best. Table II gives the results of the A n a lysis of Va riance perfo rmed on the para m e t e rs calc u l ated for the pig fat samples (results are given only for the decompositions on the fi rst phase of the signals, as the decompositions of the second parts we re ve ry uncert a i n ) . These results confi rm that there is no re l evant info rm ation in the curves to discri m i n ate standard and boar tainted fat s a m p l e s .
This complementary analysis on parameters representative from the curve shape, compared to the results of the Analysis of Variance performed on each point of the raw curves, shows that this second method is a very good tool to show up if the curves contain interesting information. This can be done befo re proceeding to use the fastidious and often uncertain signal decomposition procedures required to have the characteristic parameters of the signal.
Conclusion 139
Original articles Fig. 8 . Evolution of the F ratio for the two categories (standard or tainted) of pork fat samples. Fig. 9 . Estimated and real curve for the first measurement of product 1 on sensor 1 (points for seconds 1 and 2 of the acquisition where the signal has not started to rise yet were not taken into account). The method proposed is an interesting and rapid data analysis tool to detect the presence of relevant information in the sensor responses. In the cat food example, it was shown that the relevant information to discriminate the products is contained at the end of the curves. This could be explained by the fact that adsorption and diffusion phenomena on sensor surfaces have probably stabilised [18] , so that the differences between products are more obvious. However the gas sensitivity mechanism of the polymers is poorly understood at present. Diffe rent hypotheses show that the intera c t i o n b e t ween organic vap o u rs and organic semi-conductors depends on the type of polymer, on the type of counter-ion, on the analysed vapour [1] . Each application must therefore be studied separately and the ANOVA is certainly well adapted to do this. It has also been shown that it can detect when t h e re is no discriminant info rm ation in the curves. We believe that this method can contribute to the improvement and the diffusion of the gas sensor technology as it gives a good basis to know if a particular sensor array gives a pertinent response for a given problem.
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Fi g. 10a. E s t i m ated and real curve fo r the measurement on the first standard pig fat sample by sensor 1. Acquisition for the interval [4 s; 35 s] (points for seconds 1, 2 and 3 of the acquisition where the signal has not started to rise yet were not taken into account). 
