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ZONE DIAGRAMS IN COMPACT SUBSETS OF UNIFORMLY
CONVEX NORMED SPACES
EVA KOPECKA´, DANIEL REEM, AND SIMEON REICH
Abstract. A zone diagram is a relatively new concept which has emerged in
computational geometry and is related to Voronoi diagrams. Formally, it is a
fixed point of a certain mapping, and neither its uniqueness nor its existence
are obvious in advance. It has been studied by several authors, starting with T.
Asano, J. Matousˇek and T. Tokuyama, who considered the Euclidean plane with
singleton sites, and proved the existence and uniqueness of zone diagrams there.
In the present paper we prove the existence of zone diagrams with respect to
finitely many pairwise disjoint compact sites contained in a compact and convex
subset of a uniformly convex normed space, provided that either the sites or
the convex subset satisfy a certain mild condition. The proof is based on the
Schauder fixed point theorem, the Curtis-Schori theorem regarding the Hilbert
cube, and on recent results concerning the characterization of Voronoi cells as
a collection of line segments and their geometric stability with respect to small
changes of the corresponding sites. Along the way we obtain the continuity
of the Dom mapping as well as interesting and apparently new properties of
Voronoi cells.
1. Introduction
A zone diagram is a relatively new concept related to geometry and fixed point
theory. In order to understand it better, consider first the more familiar concept
of a Voronoi diagram. In a Voronoi diagram we start with a set X , a distance
function d, and a collection of subsets (Pk)k∈K in X (called the sites or the gen-
erators), and with each site Pk we associate the Voronoi cell Rk, that is, the set
of all x ∈ X the distance of which to Pk is not greater than its distance to the
union of the other sites Pj, j 6= k. On the other hand, in a zone diagram we
associate with each site Pk the set Rk of all x ∈ X the distance of which to Pk
is not greater than its distance to the union of the other sets Rj , j 6= k. Figures
1 and 2 show the Voronoi and zone diagrams, respectively, corresponding to the
same ten singleton sites in the Euclidean plane.
At first sight, it seems that the definition of a zone diagram is circular, because
the definition of each Rk depends on Rk itself via the definition of the other cells
Rj , j 6= k. On second thought, we see that, in fact, a zone diagram is defined to be
a fixed point of a certain mapping (called the Dom mapping), that is, a solution
of a certain equation. While the Voronoi diagram is explicitly defined, so its
existence (and uniqueness) are obvious, neither the existence nor the uniqueness
of a zone diagram are obvious in advance. As a result, in addition to the problem
of finding algorithms for computing zone diagrams, we are faced with the more
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Figure 1. A Voronoi diagram
of 10 point sites in a square in
(R2, ℓ2).
Figure 2. A zone diagram of
the same 10 points as in Figure
1.
fundamental problem of establishing their existence (and uniqueness) in various
settings, and with the problem of reaching a better understanding of this concept.
The concept of a zone diagram was first defined and studied by T. Asano, J.
Matousˇek and T. Tokuyama [2, 3] (see also [4]), in the case where (X, d) was
the Euclidean plane, each site Pk was a single point, and all these (finitely many)
points were different. They proved the existence and uniqueness of a zone diagram
in this case, and also suggested a natural iterative algorithm for approximating
it. Their proofs rely heavily on the above setting. Several other papers related to
zone diagrams in the plane have been published, e.g., those of T. Asano and D.
Kirkpatrick [1], of J. Chun, Y. Okada and T. Tokuyama [6], and recently of S. C.
de Biasi, B. Kalantari and I. Kalantari [9].
Shortly after [3], the authors of [22] considered general sites in abstract spaces,
called m-spaces, in which X is an arbitrary nonempty set and the “distance”
function should only satisfy the condition d(x, x) ≤ d(x, y) ∀x, y ∈ X and can
take any value in the interval [−∞,∞]. They introduced the concept of a double
zone diagram, and using it and the Knaster-Tarski fixed point theorem, proved the
existence of a zone diagram with respect to any two sites in X . They also showed
that in general the zone diagram is not unique. In a recent work by K. Imai, A.
Kawamura, J. Matousˇek, Y. Muramatsu and T. Tokuyama [14], the existence and
uniqueness of the zone diagram with respect to any number of general positively
separated sites in the n-dimensional Euclidean space Rn was announced. The
proof is based on results from [22] and on an elegant geometric argument specific
to Euclidean spaces. Very recently some of these authors have generalized this
result to finite dimensional normed spaces which are both strictly convex and
smooth [15].
In the present paper we prove the existence of zone diagrams with respect to
finitely many pairwise disjoint compact sites contained in a compact and convex
subset of a (possibly infinite dimensional) uniformly convex space, provided that
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either the sites or the convex subset satisfy a certain mild condition. This mild
condition holds, for instance, if either the convex subset X has a strictly convex
boundary or the sites are contained in the interior of X relative to the affine hull
spanned by X (and X is arbitrary). The proof is based on the Schauder fixed
point theorem, the Curtis-Schori theorem regarding the Hilbert cube, and on re-
cent results concerning the characterization of Voronoi cells as a collection of line
segments and their geometric stability with respect to small changes of the corre-
sponding sites (see Sections 3 and 4). Along the way we obtain the continuity of
the Dom mapping (Proposition 6.1) in a general setting and interesting properties
of Voronoi cells, namely Lemma 5.1 and Lemma 5.2. Although Voronoi diagrams
have been the subject of extensive research during the last decades [5, 18, 12],
this research has been mainly focused on Euclidean finite dimensional spaces (in
many cases just R2 or R3), and it seems that these lemmata are new even for R2
with a non-Euclidean norm.
It may be of interest to compare our main existence result with the recent
existence result described in [15]. On the one hand, our result is weaker than that
result, since we only prove the existence of a zone diagram in a compact and convex
set, while in [15] uniqueness is also proved and the setting is the whole space Rn. In
addition, it seems that some of the arguments in [15], although only formulated
for finitely many compact sites, can be extended to infinitely many, positively
separated closed sites. On the other hand, our result is stronger in the sense
that we allow infinite dimensional spaces and we do not require the smoothness
of the norm. As a matter of fact, the counterexamples mentioned in [15] show
that uniqueness does not necessarily hold if the norm is not smooth. In any
case, the strategies used for proving these two results are completely different: in
[15] the authors use the existence of double zone diagrams (based on the Knaster-
Tarski fixed point theorem) and several geometric arguments, and here we use the
Schauder fixed point theorem, the Curtis-Schori theorem regarding the Hilbert
cube, and several general results about Voronoi cells in uniformly convex normed
spaces and elsewhere.
The structure of the paper is as follows: in Section 2 we present the basic
definitions and notation. In Section 3 we provide the outline of the proof of the
main result. In Section 4 we formulate several claims which are needed in the
proof. The proof itself is given in Sections 5, 6 and 7. We conclude the paper
with Section 8, which contains open problems and two pictures of zone diagrams.
We note that although the setting in the main result is a compact and convex
subset of a uniformly convex normed space, many of the auxiliary results actually
hold in a more general setting with essentially the same proofs, and therefore we
formulate and prove them there.
2. Definitions and Notation
In this section we present our notation and basic definitions. We consider a
closed and convex set X 6= ∅ in some normed space (X˜, | · |), real or complex,
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finite or infinite dimensional. The induced metric is d(x, y) = |x− y|. We assume
that X is not a singleton, for otherwise everything is trivial.
The notation |θ| = 1 will always mean a unit vector θ. Given p ∈ X we set
Θp = {θ : |θ| = 1, p + tθ ∈ X for some t > 0}. This is the set of all directions
such that rays emanating from p in these directions intersect X not only at p.
We denote by [p, x] the closed line segment connecting p and x, i.e., the set
{p + t(x − p) : t ∈ [0, 1]}. We denote by B(x, r) the open ball of center x and
radius r. The notation Y ≈ Z means that the topological spaces Y and Z are
homeomorphic.
Definition 2.1. Given two nonempty sets P,A ⊆ X, the dominance region
dom(P,A) of P with respect to A is the set of all x ∈ X the distance of which to
P is not greater than its distance to A, that is,
dom(P,A) = {x ∈ X : d(x, P ) ≤ d(x,A)}.
Here d(x,A) = inf{d(x, a) : a ∈ A}.
Definition 2.2. Let K be a set of at least 2 elements (indices), possibly infinite.
Given a tuple (Pk)k∈K of nonempty subsets Pk ⊆ X, called the generators or the
sites, the Voronoi diagram induced by this tuple is the tuple (Rk)k∈K of nonempty
subsets Rk ⊆ X, such that for all k ∈ K,
Rk = dom(Pk,
⋃
j 6=k
Pj) = {x ∈ X : d(x, Pk) ≤ d(x, Pj) ∀j 6= k, j ∈ K}.
In other words, each Rk, called a Voronoi cell, is the set of all x ∈ X the distance
of which to Pk is not greater than its distance to the union of the other Pj, j 6= k.
Definition 2.3. Let (X, d) be a metric space and let K be a set of at least 2
elements (indices), possibly infinite. Given a tuple (Pk)k∈K of nonempty subsets
Pk ⊆ X, a zone diagram with respect to that tuple is a tuple R = (Rk)k∈K of
nonempty subsets Rk ⊆ X such that
Rk = dom(Pk,
⋃
j 6=k
Rj) ∀k ∈ K.
In other words, if we define Xk = {C : Pk ⊆ C ⊆ X}, then a zone diagram is a
fixed point of the mapping Dom :
∏
k∈K
Xk →
∏
k∈K
Xk, defined by
(1) Dom(R) = (dom(Pk,
⋃
j 6=k
Rj))k∈K .
For example, let P1 = {p1} and P2 = {p2} be two different sets in the Euclidean
plane, or more generally, in a Hilbert space X . In this case the corresponding
Voronoi diagram consists of two half-spaces: dom(P1, P2) is the half-space con-
taining P1 and determined by the hyperplane passing through the middle of the
line segment [p1, p2] and perpendicular to it, and dom(P2, P1) is the other half-
space. The zone diagram of (P1, P2) exists by the results of [3] (in the case of the
Euclidean plane), or [22] (in the general case), but it is not clear how to describe
the zone diagram explicitly.
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We now recall the definition of strictly and uniformly convex spaces.
Definition 2.4. A normed space (X˜, | · |) is said to be strictly convex if for all
x, y ∈ X˜ satisfying |x| = |y| = 1 and x 6= y, the inequality |(x + y)/2| < 1 holds.
(X˜, | · |) is said to be uniformly convex if for any ǫ ∈ (0, 2], there exists δ ∈ (0, 1]
such that for all x, y ∈ X˜, if |x| = |y| = 1 and |x−y| ≥ ǫ, then |(x+y)/2| ≤ 1−δ.
Roughly speaking, if the space is uniformly convex, then for any ǫ > 0, there
exists a uniform positive lower bound on how deep the midpoint between any two
unit vectors must penetrate the unit ball, assuming the distance between them is
at least ǫ. In general normed spaces the penetration is not necessarily positive,
since the unit ball may contain line segments. The plane R2 endowed with the
max norm | · |∞ is a typical example of this. A uniformly convex space is always
strictly convex, and if it is also finite dimensional, then the converse is true too.
The n-dimensional Euclidean space Rn, or more generally, inner product spaces,
the sequence spaces ℓp, the Lebesgue spaces Lp(Ω), p ∈ (1,∞), and a uniformly
convex product of a finite number of uniformly convex spaces, are all examples
of uniformly convex spaces. See [7] and, for instance, [16] and [11] for more
information regarding uniformly convex spaces.
We now recall three definitions of a topological character.
Definition 2.5. The Hilbert cube I∞ is the set I∞ =
∏∞
n=1[0, 1/n] as a topological
space the topology of which is induced by the ℓ2 norm, or, equivalently, by the
product topology.
Definition 2.6. A topological space X is said to be locally (path) connected if
for any x ∈ X and any open set U containing x, there exists a (path) connected
open set V ⊆ U such that x ∈ V . X is said to be weakly locally (path) connected,
or (path) connected im kleinen, if for any x ∈ X and any open set U containing
x, there exists a (path) connected set C ⊆ U and an open set V ⊆ C such that
x ∈ V .
Definition 2.7. Let (X, d) be a metric space. Given two nonempty sets A1, A2 ⊆
X, the Hausdorff distance between them is defined by
D(A1, A2) = max{ sup
a1∈A1
d(a1, A2), sup
a2∈A2
d(a2, A1)}.
Recall that the Hausdorff distance is different from the usual distance between
two sets which is defined by
d(A1, A2) = inf{d(a1, a2) : a1 ∈ A1, a2 ∈ A2}.
Recall also that if (X, d) is compact and we consider the set of all its nonempty
closed subsets, then this space is a compact metric space with the Hausdorff
distance as its metric [13].
We end this section with a definition which is pertinent to the formulation of
our main result and some of our auxiliary assertions. It is followed by a brief
discussion.
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Definition 2.8. Let X be a closed and convex subset of a normed space. Let
p ∈ X. Let θ ∈ Θp. Let L(θ) ∈ (0,∞] be the length of the line segment generated
from the intersection of X and the ray emanating from p in the direction of θ.
The point p is said to have the emanation property (or to satisfy the emanation
condition) in the direction of θ if for each ǫ > 0 there exists β > 0 such that for
any φ ∈ Θp, if |φ − θ| < β, then the intersection of X and the ray emanating
from p in the direction of φ is a line segment of length at least L(θ)− ǫ. In other
words, L(φ) ≥ L(θ)− ǫ. The point p is said to have the emanation property if it
has the emanation property in the direction of every θ ∈ Θp. A subset C of X is
said to have the emanation property if each p ∈ C has the emanation property.
The following examples illustrate the emanation property. In the first four the
emanation property holds, and in the last one it does not hold.
Example 2.9. X is any bounded closed convex set and p ∈ X is an arbitrary
point in the interior of X relative to the affine hull spanned by X .
Example 2.10. The boundary of the bounded closed and convex X is strictly
convex (if a 6= b are two points in the boundary, then the open line segment
(a, b) is contained in the interior of X relative to the affine hull spanned by X)
and p ∈ X is arbitrary. Any ball in a strictly convex space has a strictly convex
boundary.
Example 2.11. X is a cube (of any finite dimension) and p ∈ X is arbitrary.
Example 2.12. X is a closed linear subspace and p ∈ X is arbitrary.
Example 2.13. This example shows that the emanation condition does not hold
in general. Consider the Hilbert space ℓ2. Let (en)
∞
n=1 be the standard basis. Let
y1 = e1 and for each n > 1 let yn = e1/2 + en/n. Let A = {−e1}. Let X be
the closed convex hull generated by A
⋃
{yn : n = 1, 2, . . .}. Let p = 0 and let
θn = yn/|yn| for each n. Then p does not satisfy the emanation condition in the
direction of θ1. Indeed, limn→∞ θn = θ1 but L(θn) =
√
0.25 + 1/n2 < 0.99 =
L(θ1)− 0.01 for each n > 1. The subset X is in fact compact since the sequence
(yn)
∞
n=1 converges.
For more details about the emanation property, see [21].
3. Outline of the proof of the main result
In this section we outline the proof of our main result, Theorem 7.2. It states
that there exists a zone diagram with respect to finitely many pairwise disjoint
compact sites in a compact and convex subset of a uniformly convex normed space,
provided that either the sites or the convex subset satisfy a certain mild condition.
The idea of the proof is to find a certain space Y homeomorphic to the Hilbert
cube I∞ (Y ≈ I∞ for short) such that Dom(Y ) ⊆ Y and Dom is continuous on Y .
Now, if h : I∞ → Y is a homeomorphism, then f = h−1 ◦ Dom ◦ h : I∞ → I∞ is
a continuous mapping which maps a compact and convex subset of ℓ2 into itself,
so the Schauder fixed point theorem [23] (see also [10, p. 119] and Theorem 3.1
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below) ensures that f has a fixed point q ∈ I∞. By taking R = h(q), we see that
R is a fixed point of Dom, that is, R is a zone diagram. In order to apply this
idea, one has to find the set Y , to prove that it is homeomorphic to I∞, and to
prove the continuity of Dom on Y . It has turned out that even in the case of
singleton sites in a square in the Euclidean plane the proof is not obvious (the
main difficulty is to prove the continuity of Dom), and, in fact, such a proof has
never been published.
The above strategy was suggested by the first author, and was briefly mentioned
in [3, p. 1188]. The space Y was taken to be
∏
k∈K Yk, where K was finite, Yk was
{C : Pk ⊆ C ⊆ Qk and C is closed} and Qk was the intersection of the Voronoi
cell of Pk with X (the square). Since each site Pk is taken to be a singleton, it
follows that each Qk is actually convex, so, in particular, it is a connected and
locally connected compact metric space. Since, in addition, Pk 6= Qk, it follows
from the theorem of D. Curtis and R. Schori [8, Theorem 5.2] stated below (see
also [13, p. 91]) that Yk, as a metric space endowed with the Hausdorff metric, is
homeomorphic to I∞. The topology on Y is the product topology, induced by the
uniform Hausdorff metric D˜((Sk)k∈K , (S
′
k)k∈K) = max{D(Sk, S
′
k) : k ∈ K}, so Y ,
as a finite product of spaces homeomorphic to I∞, is also homeomorphic to I∞.
Theorem 3.1. (Schauder) Let X be a nonempty convex and compact subset of
a normed space. If f : X → X is continuous, then it has a fixed point.
Theorem 3.2. (Curtis-Schori) Let X be a Peano continuum, that is, a con-
nected and locally connected compact metric space, and let P ⊆ X, P 6= X be
closed and nonempty. Let 2XP = {C : P ⊆ C ⊆ X, C is closed}, endowed with the
Hausdorff metric. Then 2XP ≈ I
∞.
In the general case, the application of the above strategy, and, in particular,
the verification of the hypotheses of Theorem 3.2, are not a simple task, and
they require several additional tools related to dominance regions, such as their
characterization as unions of line segments, and their stability with respect to
small perturbations of the relevant sets. These results will be stated in the next
section. They have recently been established in [19, 21], and their proofs can be
found there. Using these results, we first prove the existence of a zone diagram
with respect to finite sites, and then, approximating compact sets by finite subsets
of them and applying a continuity argument, we extend this existence result to
any compact sites with the emanation property.
4. Several technical tools
In this section we either prove or cite several technical claims needed for estab-
lishing the main result; see [21] and [19] for those proofs not included here.
The following theorem is a new representation theorem for dominance regions.
Theorem 4.1. Let X be a closed and convex subset of a normed space. Let
P,A ⊆ X be nonempty. Suppose that the distance between x and P is attained
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for all x ∈ X. Then dom(P,A) is a union of line segments starting at the points
of P . More precisely, given p ∈ P and |θ| = 1, let
(2) T (θ, p) = sup{t ∈ [0,∞) : p+ tθ ∈ X and d(p+ tθ, p) ≤ d(p+ tθ, A)}.
Then
dom(P,A) =
⋃
p∈P
⋃
|θ|=1
[p, p+ T (θ, p)θ].
When T (θ, p) =∞, the notation [p, p+T (θ, p)θ] means the ray {p+tθ : t ∈ [0,∞)}.
The proof of Theorem 4.1 is based on the following simple observation, which
will also be needed for a different purpose later (see the proof of Lemma 5.2).
Lemma 4.2. Let (X˜, | · |) be a normed space, and let ∅ 6= A ⊆ X˜. Suppose that
y, p ∈ X˜ satisfy d(y, p) ≤ d(y, A). Then d(x, p) ≤ d(x,A) for any x ∈ [p, y].
The next two theorems describe a continuity property of dominance regions
and the mapping T defined in (2) in uniformly convex normed spaces. We note
that condition (3) below expresses the fact that the set A is “well distributed in
X”. It obviously holds when X is bounded, but it may also hold even when X
is not bounded, as in the case where X = Rn and A is the lattice of points with
integer coordinates.
Theorem 4.3. Let X be a closed and convex subset of a uniformly convex normed
space. Then, under certain conditions, the mapping dom(·, ·) has a uniform con-
tinuity property with respect to the Hausdorff distance. More precisely, assume
that P and A are nonempty with d(P,A) > 0. Suppose that
(3) ∃ρ ∈ (0,∞) such that ∀x ∈ X the open ball B(x, ρ) intersects A.
Then for each ǫ ∈ (0, d(P,A)/6) there exists ∆ > 0 such that if D(A,A′) < ∆,
D(P, P ′) < ∆, and the distances between any point x ∈ X and both P and P ′ are
attained, then the inequality D(dom(P,A), dom(P ′, A′)) < ǫ holds.
Theorem 4.4. Let X be a closed and convex subset of a uniformly convex normed
space. Let p ∈ X and suppose that p has the emanation property. Then the
mapping T (·, p) has a certain continuity property. More precisely, let A ⊂ X
be nonempty such that (3) holds and that d(p, A) > 0. Then for each ǫ ∈
(0, d(p, A)/6) and each θ ∈ Θp there exists ∆ > 0 such that for each φ ∈ Θp,
if |θ− φ| < ∆, then |T (θ, p)− T (φ, p)| ≤ ǫ. In addition, the range of the mapping
T is bounded by ρ.
We remark in passing that in the proofs of Theorems 4.3 and 4.4, the uni-
form convexity of the space enters, inter alia, through Clarkson’s strong triangle
inequality [7, Theorem 3].
The following lemma will be needed for proving the local connectedness of
certain dominance regions (Lemma 5.1 and Lemma 5.2). Note that the set Bp is
not necessarily the unit ball (or a ball of some closed affine hull), as in the case
where X is the Hilbert cube I∞ in ℓ2, or more generally, a compact and convex
subset of an infinite dimensional normed space.
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Lemma 4.5. Let X be a convex set in a normed space and let p ∈ X. Define the
set Bp = {rθ : r ∈ [0, 1], θ ∈ Θp}. Then Bp is convex.
Proof. Let b1, b2 ∈ Bp. Then bi = riθi for some ri ∈ [0, 1] and |θi| = 1. Let
b = λ1b1 + λ2b2 for some λ1, λ2 ∈ [0, 1] with λ1 + λ2 = 1. Suppose that b 6= 0, for
otherwise b ∈ Bp. Then b = rθ with r = |λ1b1 + λ2b2| and θ = (λ1b1 + λ2b2)/r.
Clearly, 0 ≤ r ≤ r1λ1 + r2λ2 ≤ 1, and |θ| = 1, so it remains to prove that
p+ tθ ∈ X for some t > 0.
By the definition of θi, there is ti > 0 such that yi := p + tiθi ∈ X . We can
assume that λi 6= 0 and ri 6= 0 for i ∈ {1, 2}, for otherwise θ = θj for j 6= i and
p + tjθ ∈ X . Let β1 = λ1r1t2/(λ1r1t2 + λ2r2t1), β2 = λ2r2t1/(λ2r2t1 + λ1r1t2)
and t = (β1t1+ β2t2)r/(λ1r1+ λ2r2). These values were obtained by equating the
coefficients of the θi in the equation p+ tθ = β1y1 + β2y2. It is easy to check that
βi ∈ (0, 1), β1 + β2 = 1, t > 0 and p+ tθ = β1y1 + β2y2. Thus p+ tθ ∈ X because
X is convex. 
The next two lemmata are probably known, at least in a version close in its spirit
to their formulation (see, e.g., [17, p. 162, exercise 6] and [13, Proposition 10.7,
pp. 82-83]), but we include their proof for the sake of completeness.
Lemma 4.6. If Z is a topological space which is weakly locally (path) connected,
then it is locally (path) connected.
Proof. The proof is based on the fact that Z is locally (path) connected if and
only if for every open set U of Z each (path) connected component of U is open in
Z [17, p. 161]. Given an open set U , let x ∈ U . Let Cx be the (path) connected
component of x in U . Since Z is weakly locally (path) connected, there exist a
(path) connected set C ⊆ U and an open set V ⊆ C such that x ∈ V . By the
maximality of Cx, we have C ⊆ Cx, and hence V ⊆ Cx. Thus x belongs to the
interior of Cx, and in the same way all the other points of Cx are in its interior.
Hence Cx is open in X and the same is true for all other (path) components of
U . 
Lemma 4.7. Let (Z, d) be a metric space and suppose that Z =
⋃m
i=1 Zi for some
locally (path) connected closed subsets Zi of Z. Then Z is locally (path) connected.
Proof. It suffices to prove the assertion for m = 2; the general case follows by
induction. Let x ∈ Z. Then x ∈ Zi for some i. Let U be an open neighborhood
of Z with x ∈ U . Assume first that x /∈ Zj for j 6= i. Then the intersection
U ∩B(x, d(x, Zj)/2) ⊆ Zi contains an open (path) connected subset V of Zi with
x ∈ V , since Zi is locally (path) connected. Note that V is also (path) connected
with respect to the topology of Z. Since d(V, Zj) > 0, it follows that V is actually
open in Z, so x has an open (path) connected neighborhood contained in U in
this case.
Assume now that x ∈ Z1 ∩ Z2. Then U ∩ Zi is an open neighborhood of x in
Zi, so for each i ∈ {1, 2}, there is an open (path) connected subset Vi ⊆ U ∩ Zi
of Zi with x ∈ Vi, because Zi is locally (path) connected. The union V1 ∪ V2 is a
(path) connected subset of Z which is contained in U , but it is not clear whether
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it is open in Z. However, by definition, Vi = V
′
i ∩ Zi for some open set V
′
i of Z,
and
x ∈ V ′1 ∩ V
′
2 = (V
′
1 ∩ V
′
2 ∩ Z1) ∪ (V
′
1 ∩ V
′
2 ∩ Z2) ⊆ V1 ∪ V2 ⊆ U.
Since x is arbitrary, this proves that Z is weakly locally (path) connected, so by
Lemma 4.6 it is locally (path) connected. 
The following lemma will be useful for proving the main result of Section 5.
Lemma 4.8. Let X be a convex set in a normed space, and suppose that P,A ⊂ X
satisfy r := d(P,A) > 0. Let B(P, r/2) := {x ∈ X : d(x, P ) < r/2}. Then
B(P, r/2) ⊆ {x ∈ X : d(x, P ) < d(x,A)} and d(x, P ) ≥ r/2 for any x ∈ X
satisfying x ∈ dom(A, P ).
Proof. The set B(P, r/2) is contained in {x ∈ X : d(x, P ) < d(x,A)} because if
x ∈ B(P, r/2) and a ∈ A, then r ≤ d(a, P ) ≤ d(a, x) + d(x, P ) < d(a, x) + r/2, so
d(x, P ) < r/2 ≤ d(x,A).
Now let x ∈ dom(A, P ). Since d(x,A) ≤ d(x, P ), this point does not belong to
B(P, r/2) by the above paragraph. Let p ∈ P be arbitrary, and consider the line
segment [x, p]. It intersects the boundary of B(P, r/2) (otherwise the connected
space [x, p] would have a decomposition as a union of two disjoint open sets) at
some point y, and since B(P, r/2) is open, it follows that d(y, P ) ≥ r/2. Hence
d(x, p) = d(x, y) + d(y, p) ≥ r/2, i.e., d(x, P ) ≥ r/2, as claimed. 
We finish with the following lemma, the proof of which is a simple consequence
of the definition.
Lemma 4.9. The equality dom(
⋃n
i=1 Pi, A) =
⋃n
i=1 dom(Pi, A) holds for any
nonempty subsets P1, . . . , Pn and A of the metric space X.
5. The space homeomorphic to the Hilbert cube
The main result of this section is Proposition 5.4 below. It is based on Lemma 5.2
which shows that dom(p, A) is locally path connected whenever d(p, A) > 0, and
on Lemma 5.3 which generalizes this result to dom(P,A) for any finite set P . As
Lemma 4.2 shows, dom(p, A) is star-shaped. However, this property by itself is
not sufficient for concluding that it is locally (path) connected, since there are
simple examples of star-shaped sets in R2 which are not locally connected. In
fact, a result of T. Zamfirescu [24, Theorem 4] shows that a large class (in the
sense of Baire category) of star-shaped sets in Rn are not locally connected.
As a result, the local path connectedness of dom(p, A) must be proved. It has
turned out that the proof, given in Lemma 5.2, is somewhat technical, and in
a special but important case, namely Lemma 5.1 below, a simpler proof can be
presented. This special case is of interest in itself, and its proof also casts some
light on the strategy for proving Lemma 5.2. The condition on p and s described
in Lemma 5.1 holds, for instance, when p is in the interior of X relative to the
closed affine hull spanned by it. See also the short discussion before Lemma 4.5
regarding the set Bp.
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Figure 3. An example related
to Lemma 5.1 in a square in
(R2, ℓ7). Here p = pk, A is the
collection of the other singleton
sites pj, j 6= k, and dom(p, A) is
the Voronoi cell of pk. The set
Bp is simply the unit ball.
Figure 4. An example
where the conclusion of
Lemma 5.1 fails if the uni-
form convexity assumption is
removed. Here X is a square
in (R2, ℓ∞), p = (0, 0), and
A = {(2, 0), (−2, 0), (0,−2)}.
The green region is dom(p, A).
Lemma 5.1. Let X be a closed and convex subset of a uniformly convex normed
space. Let p ∈ X. Suppose that there exists some s > 0 such that p+ sθ ∈ X for
each θ ∈ Θp. Suppose also that p has the emanation property. Let ∅ 6= A ⊂ X
be such that d(p, A) > 0. Suppose also that condition (3) holds. Then dom(p, A)
is homeomorphic to the set Bp = {rθ : r ∈ [0, 1], θ ∈ Θp}, and, in particular,
dom(p, A) is path connected and locally path connected.
Proof. Let f : Bp → dom(p, A) be defined by f(rθ) = p+ rT (θ, p)θ, i.e., f(0) = p
and f(x) = p + T (x/|x|, p)x for x 6= 0, where T (θ, p) is defined in (2). Let
ǫ = min{d(p, A)/2, s/2}. Let θ ∈ Θp and t ∈ [0, ǫ] be arbitrary. Then for
x = p + tθ we have x ∈ X because t ≤ s and X is convex. In addition, 2ǫ ≤
d(p, A) ≤ d(p, x) + d(x,A) ≤ ǫ + d(x,A), so d(x, p) ≤ ǫ ≤ d(x,A) and hence
x ∈ dom(p, A). Thus T (θ, p) ≥ ǫ by the definition of T . From Theorem 4.4 it
follows that T is bounded, so f is well defined. By Theorem 4.1, f is onto, and it
is one-to-one by a direct calculation. If y = p+ rT (θ, p)θ, then θ = (y−p)/|y−p|
and r = |y − p|/T (θ, p), so the inverse function is defined by
f−1(y) =
{ y−p
T ((y−p)/|y−p|,p)
y 6= p
0 y = p.
It now follows from Theorem 4.4 that both f and f−1 are continuous. Since
Bp is convex by Lemma 4.5, it is path connected and locally path connected, so
dom(p, A) is both path connected and locally path connected, as claimed. 
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An example related to Lemma 5.1 is given in Figure 3. This may be somewhat
surprising, but in general the conclusion of Lemma 5.1 is not true, and Figure 4
presents a counterexample in the non-uniformly convex space (R2, ℓ∞) with two
simple sets.
An examination of the above proof suggests that problems can appear if no
positive number s satisfies the condition in the formulation of Lemma 5.1, because
in this case the function f−1 may not be continuous. Such a phenomenon occurs
in infinite dimensional spaces, for instance, when X is the Hilbert cube I∞ in ℓ2,
but cannot happen if p is in the interior of X relative to the closed affine hull
spanned by it. In order to replace Lemma 5.1 one has to show directly by other
arguments that dom(p, A) is connected and locally connected. This will be done
in Lemma 5.2 below.
Lemma 5.2. Let X be a closed and convex set in a uniformly convex normed
space. Let p ∈ X and ∅ 6= A ⊂ X and suppose that d(p, A) > 0. Suppose also
that condition (3) holds and that p has the emanation property. Then dom(p, A)
is path connected and locally path connected.
Proof. By Lemma 4.2, any two points x1, x2 ∈ dom(p, A) can be connected via
p, so dom(p, A) is path connected. In order to prove that dom(p, A) is locally
path connected it suffices by Lemma 4.6 to show that it is weakly locally path
connected. Let x0 ∈ dom(p, A). If x0 = p, then let V = B(x0, r) ∩ X for
r = d(p, A)/3. Given y ∈ V , the triangle inequality shows that 3r = d(p, A) ≤
d(p, y) + d(y, A) ≤ r + d(y, A). Hence d(y, p) ≤ r < 2r ≤ d(y, A) and y ∈
dom(p, A), so V ⊆ dom(p, A). Since V is convex, x0 = p has a path connected
open neighborhood.
Now suppose that x0 6= p, and for any ǫ > 0 let U = B(x0, ǫ) ∩ dom(p, A) be
any neighborhood of x0. Let θ0 = (x0−p)/|x0−p|. Then |θ0| = 1, and since x0 =
p+|x0−p|θ0 ∈ dom(p, A), the definition of T (θ0, p) (in (2)) implies that d(x0, p) ≤
T (θ0, p). Hence x
′
0 := (x0−p)/T ((x0−p)/|x0−p|, p) = (|x0−p|/T (θ0, p))θ0 is well
defined, different from 0 and belongs to Bp = {rθ : r ∈ [0, 1], |θ| = 1, p + tθ ∈
X for some t > 0}. In addition, |x′| > 0 for each x′ ∈ B(x′0, |x
′
0|/2) ∩Bp.
Define f : B(x′0, |x
′
0|/2) ∩Bp → dom(p, A) by f(x
′) = p+ T (x′/|x′|, p)x′. Since
T (·, p) is continuous (Theorem 4.4) and since f(x′0) = x0, it follows that f is
continuous, so for the given ǫ > 0, there exists some δ1 ∈ (0, |x
′
0|/2) such that if
|x′ − x′0| < δ1, then |f(x
′) − f(x′0)| < ǫ. Hence f(U
′
1) ⊂ U for U
′
1 = B(x
′
0, δ1) ∩
Bp. Since U
′
1 is a path connected (in fact, convex) open set containing x
′
0, the
continuity of f implies that f(U ′1) is a path connected set contained in U and
containing x0 = f(x
′
0). In order to establish the weak (path) connectedness of
dom(p, A), it suffices to show that f(U ′1) contains an open neighborhood of x0.
Since T (θ0, p) > 0, the continuity of T (·, p) implies that there exists δ2 ∈ (0, 1)
such that if θ ∈ Θp and |θ − θ0| < δ2, then T (θ, p) > 0. Let δ3 = δ2|x0 − p|/2.
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Given x ∈ B(x0, δ3) ∩ dom(p, A), we have
(4)
∣∣∣∣ x− p|x− p| − x0 − p|x0 − p|
∣∣∣∣ = ||x0 − p|(x− p)− |x− p|(x0 − p)||x− p||x0 − p| =
|(|x0 − p| − |x− p|)(x− p) + |x− p|((x− p)− (x0 − p))|
|x− p||x0 − p|
≤
2|x0 − x|
|x0 − p|
< δ2.
Thus T ((x − p)/|x − p|, p) > 0 for each x ∈ B(x0, δ3) ∩ dom(p, A). For each
such x, let g(x) = (x − p)/T ((x − p)/|x − p|, p). Since g is continuous, for δ1
from the definition of U ′1 there exists δ4 ∈ (0, δ3) such that if |x − x0| < δ4,
then |g(x) − g(x0)| < δ1. But g(x0) = x
′
0 and g(x) ∈ U
′
1 for each x in the set
V := B(x0, δ4) ∩ dom(p, A). In addition, by the definition of f and g we have
x = f(g(x)) for each x ∈ V (just let θ = (x − p)/|x − p| and x′ = g(x), and
note that x′/|x′| = θ). Hence V is an open neighborhood of x0 which is contained
in f(U ′1), so dom(p, A) is weakly locally path connected and hence locally path
connected by Lemma 4.6. 
Lemma 5.3. Let X be a closed and convex subset of a uniformly convex normed
space. Let P = {p1, . . . , pm} ⊂ X and assume that ∅ 6= A ⊂ X satisfies d(P,A) >
0. Suppose also that condition (3) holds and that the subset P has the emanation
property. Then dom(P,A) is locally path connected.
Proof. This assertion is a simple consequence of the facts that dom(P,A) =⋃m
i=1 dom(pi, A)) (by Lemma 4.9), that dom(pi, A) is locally path connected (by
Lemma 5.2) and closed for each i, and the fact that the metric space dom(P,A)
is a finite union of locally path connected closed sets and hence locally path con-
nected by Lemma 4.7. Note that the topology of dom(pi, A), which is induced by
the norm of the space, coincides with its topology as a subspace of dom(P,A),
and hence we can apply Lemma 4.7. 
Proposition 5.4. Let X be a compact and convex subset of a uniformly convex
normed space, and let (Pk)k∈K be a finite tuple of finite sets in X which are
pairwise disjoint. Suppose that for each k ∈ K the site Pk has the emanation
property. For each k ∈ K, let Ak =
⋃
j 6=k Pj and Qk = dom(Pk, Ak). Let Yk =
{C : C is closed and Pk ⊆ C ⊆ Qk}, endowed with the Hausdorff metric. Let
Y =
∏
k∈K Yk, endowed with the uniform Hausdorff metric. Then Y ≈ I
∞.
Proof. Given k ∈ K and p ∈ Pk, let Cp be the path connected component of p in
Qk, and let Ep = {q ∈ Pk : q ∈ Cp}. Since d(Pk, Ak) > 0 for each k by assumption,
we have d(q, Ak) > 0 for any q ∈ Ep, so dom(q, Ak) is path connected by Lemma
5.2. Thus dom(q, Ak) ⊆ Cp for each q ∈ Ep, and hence dom(Ep, Ak) ⊆ Cp by
Lemma 4.9. On the other hand, if x ∈ Cp, then x ∈ dom(p
′, Ak) for some p
′ ∈ Pk,
because Qk =
⋃
p∈Pk
dom(p, Ak) by Lemma 4.9. Lemma 5.2 implies that there is
a path between p′ and x, and since x ∈ Cp, there is a path between x and p. Thus
p′ ∈ Ep, so x ∈ dom(p
′, Ak) ⊆ dom(Ep, Ak) and hence dom(Ep, Ak) = Cp.
Since for each p1, p2 ∈ Pk, either Ep1 = Ep2 or Ep1 ∩ Ep2 = ∅, it follows that
{Ep : p ∈ Pk} = {Ek,1, . . . , Ek,mk} for some disjoint sets Ek,l, l = 1, . . . , mk,
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the union of which is Pk. Hence the path connected components of Qk are
dom(Ek,1, Ak), . . . , dom(Ek,mk , Ak), and since they are closed and disjoint in the
compact set X , they are, in fact, compact and positively separated. Since Ek,l ⊆
Pk, we have d(Ek,l, Ak) ≥ d(Pk, Ak) > 0 for each k and each l. Hence, by Lemma
5.3, the sets dom(Ek,l, Ak) are also locally path connected.
By Lemma 4.8, we have Ek,l & dom(Ek,l, Ak) for each l = 1, . . . , mk and
each k, because there are points x with d(x, Ek,l) = r/4 for r = d(Ek,l, Ak)
and each such point is in dom(Ek,l, Ak), but not in Ek,l. Consequently, Theo-
rem 3.2 implies that 2
dom(Ek,l,Ak)
Ek,l
≈ I∞. Using the fact that the sets dom(Ek,1, Pk),
dom(Ek,2, Pk),. . . , dom(Ek,mk , Pk) are positively separated (and also the fact that
any closed set C in Yk has the unique decomposition C =
⋃mk
l=1(C∩dom(Ek,l, Ak))
as a disjoint union of closed sets contained in the components dom(Ek,l, Ak)), we
can easily verify that Yk with the Hausdorff metric is homeomorphic to the fi-
nite product space
∏mk
l=1 2
dom(Ek,l,Ak)
Ek,l
, endowed with the uniform Hausdorff metric.
Therefore Yk ≈ (I
∞)mk ≈ I∞, and hence Y ≈ I∞. 
6. Continuity of the Dom mapping
Proposition 6.1. Let X be a convex subset of a uniformly convex normed space,
and let (Pk)k∈K be a tuple of nonempty and positively separated sets in X, that
is, inf{d(Pk, Pj) : j, k ∈ K, j 6= k} > 0. Assume that condition (3) holds (with the
same ρ) for each k ∈ K with Pk and Ak =
⋃
j 6=k Pj instead of P and A. Suppose
that the distance between each x ∈ X and each Pk, k ∈ K, is attained. For each
k ∈ K let Qk = dom(Pk,
⋃
j 6=k Pj) and Yk = {C : C is closed and Pk ⊆ C ⊆ Qk}.
Let Y =
∏
k∈K Yk, endowed with the uniform Hausdorff metric D˜ defined by
D˜((Sk)k∈K , (S
′
k)k∈K) = sup{D(Sk, S
′
k) : k ∈ K}. Then Dom maps Y into itself
and is uniformly continuous there.
Proof. First, note that for any nonempty subsets P,A,B of X , if A ⊆ B, then
dom(P,B) ⊆ dom(P,A). Now let S = (Sk)k∈K ∈ Y be given. By the defini-
tion of Yk, we have Pk ⊆ Sk for each k ∈ K, so Wk := dom(Pk,
⋃
j 6=k Sj) ⊆
dom(Pk,
⋃
j 6=k Pj) = Qk by the definition of Qk. Since the k-th component of
W := Dom(S) is the closed subset Wk, we conclude that (Pk)k∈K ⊆ Dom(S) ⊆
(Qk)k∈K , and hence Dom maps Y into itself.
Now let ǫ > 0 satisfy 12ǫ ≤ inf{d(Pk, Pj) : j, k ∈ K, j 6= k}, and let ∆
correspond to ǫ in Theorem 4.3. Let S = (Sk)k∈K, S
′ = (S ′k)k∈K be any two tuples
in Y satisfying D˜(S, S ′) < ∆. As a result, we also have D(Sk, S
′
k) < ∆ for each
k ∈ K. This implies that D(
⋃
j 6=k Sj,
⋃
j 6=k S
′
j) ≤ ∆ for each k ∈ K, because
D(
⋃
j 6=k Sj ,
⋃
j 6=k S
′
j) ≤ sup{D(Sj, S
′
j) : j 6= k}.
Fix k ∈ K. If x ∈
⋃
j 6=k Sj, then x ∈ Sj for some j 6= k, so x ∈ Qj =
dom(Pj ,
⋃
i 6=j Pi) ⊆ dom(Pj, Pk). Hence d(x, Pk) ≥ 6ǫ by Lemma 4.8. Thus
d(Pk,
⋃
j 6=k Sj) ≥ 6ǫ for each k ∈ K. Hence all the conditions of Theorem 4.3
are satisfied (here P = Pk = P
′, A =
⋃
j 6=k Sj , A
′ =
⋃
j 6=k S
′
j and condition
(3) of Theorem 4.3 for A follows from condition (3) for Ak =
⋃
j 6=k Pj because
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Pj ⊆ Sj). Thus D(dom(Pk,
⋃
j 6=k Sj), dom(Pk,
⋃
j 6=k S
′
k)) < ǫ for each k ∈ K. By
the definition of Dom and D˜, we have D˜(Dom(S),Dom(S ′)) ≤ ǫ, so Dom is indeed
uniformly continuous on Y . 
7. The main result
Proposition 7.1. Let X be a compact and convex subset of a uniformly convex
normed space, and let (Pk)k∈K be a finite tuple of finite sets in X which are
pairwise disjoint. Suppose that for each k ∈ K, the site Pk has the emanation
property. Then there exists a zone diagram with respect to these sites.
Proof. Given the finite sites (Pk)k∈K , let Y be as in Proposition 6.1. Since Dom
maps Y into itself and is continuous there by Propostion 6.1, and since Y is
homeomorphic to the Hilbert cube by Proposition 5.4, we deduce the existence
of a zone diagram from the Schauder fixed point theorem, as explained in the
beginning of Section 3. 
Theorem 7.2. Let X be a compact and convex subset of a uniformly convex
normed space, and let (Pk)k∈K be a finite tuple of compact sets in X which are
pairwise disjoint. Suppose that for each k ∈ K, the site Pk has the emanation
property. Then there exists a zone diagram with respect to these sites.
Proof. Let (Pk)k∈K be the given finite tuple of pairwise disjoint compact sites.
Let r = min{d(Pk, Pj) : j 6= k}. By the compactness of the sites, for each positive
integer m and for each k ∈ K, there exists a finite subset Pm,k of Pk such that
D(Pm,k, Pk) < 1/m. Note that d(Pm,k, Pm,j) ≥ r whenever j 6= k. For each m,
let Rm = (Rm,k)k∈K be a zone diagram corresponding to the tuple (Pm,k)k∈K, the
existence of which is guaranteed by Proposition 7.1. In other words,
(5) Rm,k = dom(Pm,k,
⋃
j 6=k
Rm,j) ∀k ∈ K.
Since the space of all nonempty compact subsets of X (endowed with the Haus-
dorff metric) is compact [13], and since K is finite, we can find a convergent
subsequence of the finite sites and the components of the corresponding zone di-
agrams. Therefore for some subsequence (ml)
∞
l=1 of positive integers the sequence
(Rml,k)
∞
l=1 converges to some set Rk, and the sequence (Pml,k)
∞
l=1 converges to
Pk by the definition of Pm,k. Hence
⋃
j 6=kRml,j converges to
⋃
j 6=kRj , because
D(
⋃
j 6=kRml,j,
⋃
j 6=kRj) ≤ max{D(Rml,j, Rj) : j 6= k}.
Let ǫ′ = r/12. Then 12ǫ′ ≤ min{d(Pml,k, Pml,j) : j 6= k}. Let k ∈ K. If j 6= k
and x ∈
⋃
j 6=kRml,j, then x ∈ Rml,j for some j 6= k. Therefore
x ∈ dom(Pml,j,
⋃
i 6=j
Rml,i) ⊆ dom(Pml,j,
⋃
i 6=j
Pml,i) ⊆ dom(Pml,j, Pml,k).
Hence d(x, Pml,k) ≥ 6ǫ
′ by Lemma 4.8, and, as a result, d(Pml,k,
⋃
j 6=k Rml,j) ≥
6ǫ′ for each k ∈ K and l. Thus d(Pk,
⋃
j 6=kRj) ≥ 6ǫ
′ and hence the positive
distance condition in Theorem 4.3 holds. From (5) and the continuity of dom(·, ·)
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(Theorem 4.3) we conclude that R = (Rk)k∈K is a zone diagram with respect to
(Pk)k∈K . 
The hypotheses of Theorem 7.2 are satisfied, in particular, when all the compact
sites are contained in the interior of a closed ball (or another compact and convex
set) in Rn.
8. Concluding remarks and open problems
In this short section we describe several interesting questions and directions for
further investigation.
An interesting problem is whether the dominance region dom(P,A) is locally
connected for general positively separated sets P and A. If so, then this will
suggest an alternative method for proving the existence of a zone diagram with
respect to compact sites. Second, it would be interesting to extend the existence
result further, say to all normed spaces, without any compactness requirement
on the sites and the subset X . The question of uniqueness is interesting too. It
seems that the uniform convexity assumption on the norm is not sufficient even
in the plane with two singleton sites, as shown in [15], but perhaps, following [15],
uniform convexity combined with uniform smoothness of the norm will imply
uniqueness in the infinite dimensional case too. It would also be of interest to
establish our main theorem (Theorem 7.2) and auxiliary results (e.g., Lemmata
5.1 and 5.2) without imposing the condition of the emanation property on the
points.
Another interesting and natural problem is how to approximate a zone diagram
in the setting described in this paper. It turns out that there is a way to do it,
and a key point in carrying out this task is to use the algorithm for computing
Voronoi diagrams of general sites in general spaces described in [19, 20]. For the
sake of completeness, we include two pictures of zone diagrams in the plane with
two different norms. The proof of Theorem 7.2 shows that one can approximate
the given compact sites by finite subsets of them and then the corresponding
zone diagram approximates the real one. Unfortunately, no error estimates are
obtained in the proof, and it would indeed be of interest to find such estimates.
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Figure 5. A zone diagram of
5 sites, each with 4 points, in a
square in (R2, ℓ6).
Figure 6. A zone diagram of 3
sites in a square in (R2, ℓp), p =
3.14159, each with 3 points.
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