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Abstract. We investigate the effect of increased greenhouse gas con-
centrations on the zonally averaged extent of the polar cell in a latitude
dependent, two-layer Energy Balance Model. The model includes separate
terms for atmospheric and surface albedos, and takes into account reflections
of shortwave radiation between the surface and atmospheric layers. We
introduce the notion of a cloud factor function, which depends on the
surface temperature gradient, to simulate the cell structure of Earth’s global
atmospheric circulation. A simulation of moderately increased greenhouse
gas concentrations results in a poleward movement of the polar cell, while
larger concentrations drive it toward the equator but obscure its boundary,
suggesting large fluctuations in the jet stream.
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1 Introduction
The use of energy balance models (EBMs) to study features of the climate sys-
tem has a long history beginning with the early work of Budyko and Sellers
[6, 31], and continuing with [9, 15, 17, 21, 23, 24, 25, 35] among many other
studies. Recent examples include [29] which summarized earlier investigations
and analyzed simulations of wind stress and ocean gyres, [32] which studied the
effects of non-linear interactions, and [4] which modeled non-uniform climate
engineering strategies.
It has been suggested and supported by observations that the general circulation
pattern is altered by anthropogenic warming [3, 11, 19, 22]. In this paper, we
investigate the qualitative behavior of the polar jet streams of an aqua-planet
in response to increasing greenhouse gas concentrations, using only elemen-
tary physical considerations within the framework of an energy balance model.
Our basic model is a latitude dependent, two-layer energy balance model that
includes separate terms for atmospheric and surface albedos, and takes into ac-
count reflections of shortwave radiation between the surface and atmospheric
layers, and includes heat diffusion terms for each layer. The novel feature in
our model is what we refer to as a “cloud factor function”, a function which
depends on the surface temperature gradient, and which dynamically simulates
the cell structure of Earth’s global atmospheric circulation.
More specifically, the cloud factor function, Cf (θ), is a dimensionless quantity
that represents the fraction of the zonally averaged planetary albedo at lati-
tude θ attributable to clouds. The thermal wind equations link the horizontal
temperature gradient to the polar jet stream and suggest that the most stable
regions of the jet stream are located where the magnitude of the temperature
gradient is maximized. We interpret the latitude where this occurs as the aver-
aged southern boundary of the Northern Hemispheric polar cell, and define our
cloud factor function to achieve a maximum value at that location at each time
step in our numerical scheme. This allows us to track the polar cell as it moves
dynamically with each time step until the system reaches equilibrium.
We model the cloud factor function in two different ways. In the first case,
Cf (θ) is a piecewise linear continuous function of latitude (called “Model One”)
and in the second case (“Model Two”) it is a cubic Hermite spline so that it is
continuously differentiable at all latitudes. In both cases, Cf (θ) is constructed
so that its minimum and maximum values can be interpreted as the primary cell
boundaries of the global circulation as indicated above. The two versions exhibit
the same qualitative behavior, indicating that this behavior is robust and does
not depend on the regularity of Cf (θ). We note also that since Model Two has
no singularities of derivatives, it would more readily lend itself to mathematical
analysis as a smooth dynamical system.
This paper is organized as follows. The following Section 2 is divided into sub-
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sections that describe the components of our model, including standard forcings,
but which focus primarily on the couplings between the cloud factor function and
the surface and atmospheric albedos. We also describe how the latitude where
the maximum magnitude of the temperature gradient occurs at each time step
of our computations alters the cloud factor function for the next time step. Sec-
tion 3 describes the results of numerical experiments for average changes in the
polar cell boundary as greenhouse emissions increase. In Section 4 we compare
the behavior of our model with other investigations of jet stream response to
increasing greenhouse gas emissions and offer concluding remarks. In addition
there are two appendices. Appendix A gives explicit formulas for the cloud fac-
tor functions, and Appendix B provides a concise description of the numerical
scheme used in our computations.
2 Model Description
Our EBM consists of an ocean covered surface layer and an overlying atmo-
spheric layer. Throughout, we let x = sinφ, where φ is latitude4, so that
−1 ≤ x ≤ 1, but because our aqua-planet is symmetrical, we will generally
display data only for the northern hemisphere, 0 ≤ x ≤ 1.
Let Ts and Ta represent the zonally averaged temperatures of the surface and
atmosphere respectively. Here Ta is a measure of the free tropospheric tem-
perature, say at 500 hPa, but we will express it as an equivalent surface air
temperature, assuming a constant lapse rate. The time evolution of the tem-
peratures are solutions to coupled differential equations of the form,
Ca
∂Ta
∂t
= F ↓atm + Fup − Fout −
1
2pia2
dHa
dx
(1a)
Cs
∂Ts
∂t
= F ↓ground − Fup −
1
2pia2
dHs
dx
, (1b)
where a is the radius of Earth, the last terms in each equation represent merid-
ional diffusive heat transport (to be specified below), Ca, Cs are respectively
specific heats of the atmosphere and surface, Fout is the longwave radiative heat
flux to space, and Fup is heat flux from the ocean to the atmosphere from all
sources. As described below, all of these terms will be chosen to match the
corresponding terms in the two layer energy balance model of Rose and Mar-
shall [29, 30]. By contrast, the remaining two terms, F ↓atm and F
↓
ground, in Eqs.
(1a) and (1b) represent incoming solar radiation flux and both depend on the
4This formula assumes that φ is measured in radians. Later, in the context of temperature
gradients, it will be calculated as x = sin(piφ/180) when φ is given in degrees.
3
atmospheric albedo, αa, and ground albedo, αg.
To model the dependence of F ↓atm and F
↓
ground on αa, and αg, we follow Qu
and Hall [28] and Donohoe and Battisti [8]. They assume an atmospheric layer
within which the radiation undergoes three processes: reflection by a factor αa,
transmission by a factor Tsw (the transmissivity of shortwave radiation), and
absorption by a factor (Asw = 1− αa − Tsw).
Summing up the infinite number of transmissions and reflections between the
atmosphere and the ground, the total downwelling flux to the ground F ↓ground,
the net flux into the atmosphere F ↓atm, and the total upwelling flux at the top
of the atmosphere (TOA), F ↑TOA are given by,
F ↓ground =
(1− αg)Tsw
(1− αaαg)
S0s(x)
4
(2)
F ↓atm = (1− αg − Tsw)(1 +
αgTsw
1− αaαg )
S0s(x)
4
(3)
F ↑TOA = (αa +
T 2swαg
(1− αaαg)
S0s(x)
4
(4)
where s(x) is the annual weight function for incoming solar radiation (dimen-
sionless, unit global mean), which following [29, 30], is given in terms of the
second order Legendre polynomial P2(x) as,
s(x) = 1 + s2P2(x), (5)
with s2 = −0.48.
From the last expression the planetary albedo is identified as,
αp = αp,atm + αp,ground = αa + Teαg (6)
where
Te = T
2
sw
(1− αaαg) , (7)
and Teαg can be considered the contribution from the ground albedo αg to the
planetary albedo modulated by the interactions with the atmosphere.
2.1 Cloud Factor Functions
In order to assign latitudinal values to αg and αa, we first introduce a cloud fac-
tor function, Cf = Cf (θ), a dynamic function of latitude θ. Roughly speaking,
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Cf represents the fraction of the zonally averaged planetary albedo at latitude θ
attributable to clouds (see Eq.(10) below). We construct the cloud factor func-
tion Cf so that it has minimum and maximum values according to the primary
cells of the global circulation. Since the zonally averaged cloud cover is largely
determined by the circulation cells and their jet stream boundaries, our cloud
factor function will allow our model to take the general circulation of the at-
mosphere into account (see Figure 1). We note, however, that the minimum of
Cf (θ) will be held fixed at 30◦ latitude in all performed numerical experiments,
so our simulated Hadley cell boundry is not dynamic (as opposed to the polar
cell boundary which will depend on the surface temperature gradient).
It is difficult to measure cloud cover in the polar regions due to a number of
factors: thin and low lying clouds, low visibility between clouds and the under-
lying surface, and polar conditions create an unusual amount of near surface
hazes and fogs [7]. Because of these problems, there is an uncertainty in cloud
cover over the polar regions. Vavrus et al. [38] conclude maximum cloudiness
occurs over open water in the summer time, with cloud fraction values of 81%.
Palm et al. [26] agree that maximum cloudiness occurs over open water in the
summer time but report model cloud fraction values of 90%. Both conclude
that the average polar cloud fraction is increasing as the sea ice extent has been
decreasing.
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Figure 1: Zonal mean cloud fraction from CMIP3 models and compared to
observations (International Satellite Cloud Climatology Project, ISCCP).6
Taking these findings into consideration we construct two candidates for Cf (θ),
one through the use of linear splines and the other using cubic Hermite splines.7
These two cloud factor functions are then incorporated into what we describe
in Section 2.5 as Model One and Model Two. In both cases the graphs of the
cloud factor functions are initially constrained to take extremal values at 0◦, 30◦,
60◦, and 90◦ latitude, the boundaries of an initial idealized cell structure of the
general circulation. Specifically, the coordinates are (0, 0.9), (30, 0.1), (60, 0.9)
and (90, 0.9) so as to represent high cloudiness at the equator as well as from
60◦ degrees and poleward, and low cloudiness at 30◦ degrees. The graphs are
shown in Figures 2 and 3.
6Figure from Stocker 2014 edition [34]
7Cubic Hermite splines are continuously differentiable at all points, including juncture
points.
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Figure 2: Linear Hermite spline cloud factor Cfl plotted as a function of latitude
from equator to pole. See equation 20 in Appendix A.
Figure 3: Cubic Hermite spline cloud factor Cfc plotted as a function of latitude
from equator to pole. See equation 21 in Appendix A.
2.2 Albedo Functions
Our modeling of the atmospheric albedo αa and the ground albedo αg begins
with an initial approximate estimate of the planetary albedo. As a reference
frame and a guide, Figure 4 shows the zonal mean planetary albedo partitioned
between atmospheric and surface components.
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Figure 4: Zonal mean planetary albedo partitioned between atmospheric and
surface components 9
For our two models, we first approximate the Earth’s total planetary albedo by
expressing the base planetary albedo αp0 as
αp01 = 0.28 + 0.38x
4 (8)
and
αp02 = 0.25 + 0.38x
4. (9)
The coefficients in Eqs (8) and (9) are chosen so that the equilibrium average
planetary albedos within Model One and Model Two, given in Section 3, ap-
proximate Earth’s average planetary albedo. Figure 5 shows a plot of αp01.
9Image taken from Donohoe and Battista [8]
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Figure 5: Initial planetary albedo, αp01
We emphasize that at no time step in our computational scheme do the functions
of Eqs (8) and (9) represent the planetary albedo in our models, which instead
will vary in time in a way that depends on the global temperature distribution.
We use αp0 (representing either Eq. (8) or (9)), along with one of the two cloud
factor functions Cf , to define the atmospheric contribution to the planetary
albedo as:
αa = Cf (αp0 − αclear) + αclear, (10)
where αclear is the clear sky (cloud free) albedo of the atmosphere which we take
as constant, αclear = 0.149 [33]. Initial plots of the atmospheric albedo are given
in Figures 6 and 7 for the linear and cubic spline versions of Cf respectively.
We note that these plots of αa depend on Cf , and in the sequel Cf will in turn
depend on the surface temperature gradient, so the atmospheric albedo will also
depend on the surface temperature gradient.
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Figure 6: Initial atmospheric albedo αa plotted as a function of latitude from
equator to pole for linear Hermite spline cloud factor Cfl
Figure 7: Initial atmospheric albedo αa plotted as a function of latitude from
equator to pole for cubic Hermite spline cloud factor Cfc
We can now define the atmospheric transmittance of short wave radiation (SWR)
in terms of αa as
Tsw = 1− αa −Asw, (11)
where Asw = 0.05 is the atmospheric absorption of SWR [17]. We note that
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Tsw depends on Cf making it dynamic in time.
We model the ground albedo αg, in two different ways. The first is a simple
piecewise linear function which we employ in our Model One,
αgl =
{
0.06 if Ts > Tf
0.7 if Ts ≤ Tf .
(12)
As in previous studies [30], we use threshold temperature Tf = −10◦C. A
piecewise linear approximation of the ground albedo necessarily has a large
sudden jump in the albedo at the ice line. For our Model Two, we smooth out
that boundary. Following other researchers (for example [18]), we also model
the ground albedo using the hyperbolic tangent function as follows,
αgt = 0.40− 0.34 tanh(Ts + 8). (13)
In both cases, the ground albedo αg is a function of the surface temperature.
2.3 Albedo Constraint
The fraction of incoming solar energy sent back to space from Earth is about
29% [33] with roughly 88% of that coming from the atmospheric contribution
and the remainder due to the modulated surface albedo [8, 28]. We therefore
restrict our atmospheric and modulated ground albedos to these approximate
values. They are of necessity approximate because the the atmospheric and
ground albedo contributions in our model are dynamic and therefore fluctuate.
The total planetary albedo αp is given by,
αp =
1
2
∫ 1
−1
αp(x)s(x)dx (14)
where, as before, x is the sine of latitude, αp(x) is the zonally averaged planetary
albedo at x, and s(x) is the annual weight function for incoming solar radiation
given by equation 5. The atmospheric albedo αa is defined as,
αa =
1
2
∫ 1
−1
αa(x)s(x)dx, (15)
where αa(x) is the zonally averaged atmospheric albedo at x. Therefore we
define the effective ground albedo by,
Teαg = αp − αa (16)
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2.4 The Model
The energy balance equations of this section will be incorporated into what we
describe as Model One and Model Two in Section 3, but with different choices
in each case for the cloud factor functions and albedos. In this section those
terms remain generic.
We begin by linearizing the terms Fup, Fout in Eqs (1a) and (1b) and write,
Fout =Aout +BoutTa
Fup =Aup +Bup(Ts − Ta),
(17)
Then collecting the remaining terms from the preceding sections, the system of
coupled PDEs for the zonally and column averaged two layer climate system
becomes,
Ca
∂Ta
∂t
= (1− αa − Tsw)
(
1 +
αgTsw
1− αaαg
)
Sos(x)
4
+Aup +Bup(Ts − Ta)
−Aout −BoutTa + CaKa
a2
∂
∂x
[
(1− x2)∂Ta
∂x
] (18a)
Cs
∂Ts
∂t
=
(1− αg)Tsw
1− αaαg
Sos(x)
4
−Aup −Bup(Ts − Ta)
+
CsKs
a2
∂
∂x
[
(1− x2)∂Ts
∂x
] (18b)
√
1− x2 ∂Ta
∂x
x=−1,0,1 =
√
1− x2 ∂Ts
∂x
x=−1,0,1 = 0; t > 0 (18c)
Table 1 lists the parameter values appearing in Eqs. (18a) and (18b). These
are the same choices made by Rose and Marshall [29, 30].
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Parameter Units Numerical Value
a m 6.373× 106
S0 W m
−2 1367
Tf
◦C -10
s2 -0.48
Ca J m
−2 ◦C−1 107
Cs J m
−2 ◦C−1 107
Ka m
2 s−1 2.7× 106
Ks m
2 s−1 5.2× 105
Bup W m
−2 ◦C−1 15
Aup W m
−2 238
Bout W m
−2 ◦C−1 1.7
Aout W m
−2 211
Table 1: Parameter values for the EBM as in Rose and Marshall [29, 30].
The initial (t = 0) temperature profiles will be specified below, and the dynamic
feature of the cloud factor function is explained in the following section.
The system of equations given in Sect.2.4 is defined for −1 ≤ x ≤ 1, where
x < 0 is the Southern Hemisphere and x > 0 is the Northern Hemisphere.
The Southern and Northern hemispheres are symmetric with respect to the
boundary value problem. So, by symmetry, we need only consider the solution
from 0 ≤ x ≤ 1.
2.5 Polar Jet Stream
The response of the polar jet stream to arctic amplification and changing merid-
ional temperature gradients has been analyzed extensively (e.g., [3, 11, 22] and
references therein). With the thermal wind equations in mind, we identify the
mean latitudinal position of the polar jet stream, at any time t, with the loca-
tion of the maximum value of the surface meridional temperature gradient. The
surface temperature gradient is defined as,
∂Ts(t, θ)
∂θ
= cos(θ)
∂Ts(t, x)
∂x
=
√
1− x2 ∂Ts(t, x)
∂x
. (19)
We solve the model equations in Sect.2.4 numerically by time-stepping out to
equilibrium. At each time step ∆t of the numerical calculation, the cloud factor
function Cf is updated so that it takes the value 0.9 for all x greater than or
equal to the value of x which maximizes the absolute value of the meridional
temperature gradient in the previous time step. For example, the graphs in
Figures 2 and 3 correspond in each case to a maximum meridional temperature
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gradient occurring at 60◦ latitude. Since the atmospheric albedo αa depends
on Cf (c.f. Eq.(10)), it is updated in this way. Similarly, the ground albedo αg
(which is a function of latitude) is updated at each time step according to the
value of the surface temperature Ts in the previous time step (see Eqs.(12) and
(13)). Numerical approximation details are described in Appendix B.
In order to examine the behavior of the Polar cell, two variants of the model
have been created:
1. Model One - for dynamic linear cloud factor Cfl , initial base planetary
albedo αp01 , and linear ground albedo αgl .
2. Model Two - for dynamic cubic Hermite spline cloud factor Cfc , initial
base planetary albedo αp02 , and hyperbolic tangent ground albedo αgt .
3 Numerical Results
In this section we present numerical results for our Model One and Model Two
that correspond to increasing radiative forcings, such as from increased green-
house gas concentrations, and examine the effects on the maximum absolute
value of the surface temperature gradients. We interpret these maximum values
as the southern boundary of the polar cell and the averaged location of the jet
stream, in equilibrium.
Since the coupled partial differential equations of the models are non autonomous,
equilibrium temperature and temperature gradient values for each experiment
must be found by numerically running them out to equilibrium. The equilib-
rium temperature distributions for Ta(x) and Ts(x) in all cases below are robust
with respect to the choice of initial temperature distributions.
The results of this section take as initial temperature distributions the final
equilibrium temperatures obtained by Rose and Marshall [29] (in their Figure
2). However, in all cases we obtain the same equilibrium temperature results us-
ing constant initial temperature distributions ranging from −9◦C and higher for
our Model One, and −5◦ C and higher for our Model Two. For initial constant
temperatures below those values both models result in snowball earth equilibria.
Following [29], in order to simulate increased greenhouse gas concentrations,
we decrease the parameter Aout which controls the flux of outgoing longwave
radiation (OLR) from the top of the atmosphere.
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3.1 Model One
The equilibrium solution for Model One with no additional forcings (i.e. with
Aout = 211 Wm
−2) is presented in Figure 8(a). With the definitions of Section
2.3, the total average planetary albedo is αp = 0.3014, with 85% of that amount
from the atmospheric contribution, and the remaining 15% from the modulated
ground albedo. The maximum absolute value of the surface temperature gradi-
ent occurs at 60◦ latitude, which coincides with the expected southern boundary
of the polar cell for an aqua-planet.
By decreasing the parameter Aout, we introduce a radiative forcing to simulate
an increase in greenhouse gas concentrations in the model. With a decrease by 1
Wm−2 of Aout, we calculate that the southern boundary of the polar cell begins
to move poleward and at equilibrium reaches 63◦ latitude. With a net decrease
of 2 Wm−2 of Aout, the boundary of the polar cell continues to move pole-
ward and reaches 66◦ latitude at equilibrium, as shown in Figure 8(b). Thus, a
moderate increase in greenhouse gas concentration warms the aqua-planet and
pushes the southern boundary of the Polar cell poleward.
However, with a net decrease of Aout by 3 Wm
−2, the movement is reversed
and the maximum temperature gradient moves towards the Equator reaching
52◦ latitude at equilibrium, as shown in Figure 8(c). Finally, with a net de-
crease by 4 Wm−2 so that Aout = 207 Wm−2, it continues to move south and
at equilibrium reaches 50◦ latitude, as shown in Figure 8(d).
We see from Figure 8(c) and 8(d) that the maximum temperature gradient
decreases relative to nearby latitudes suggesting a polar cell boundary that
is less sharp and increasingly obscured, as would be consistent with greater
oscillations of the polar jet stream within shorter time intervals. Table 2 shows
the absolute values of the temperature gradients (in degrees Celsius per degree
of latitude) and their locations.
Table 2: Max Abs Values of Average Temperature Gradients, Model One
Figure Aout Latitude Temp Decrease per Deg Latitude
8a 211 Wm−2 60.46◦ 1.279
8b 209 Wm−2 66.49◦ 1.066
8c 208 Wm−2 51.63◦ 0.9742
8d 207 Wm−2 50.44◦ 0.9209
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(a) Aout = 211Wm−2 (b) Aout = 209Wm−2
(c) Aout = 208Wm−2 (d) Aout = 207Wm−2
Figure 8: Meridional profiles of Ts and Ta with surface temperature gradients
plotted, scaled by a factor of 10, as a function of latitude for a particular nu-
merical solution of (18a) and (18b) from equator to pole for Model One. All
numerical solutions are obtained using the parameters from Table 1 and indi-
cated value for Aout simulating an increase in greenhouse gas concentrations.
A simulation of moderately increased greenhouse gas concentrations results in
a poleward movement of the polar cell, while larger concentrations obscure its
boundary.
3.2 Model Two
The equilibrium solution presented in Figure 9(a) with no additional forcings
(i.e. with Aout = 211 Wm
−2) has a maximum surface temperature gradient at
16
59◦ latitude, which roughly coincides with what may reasonably be expected as
the southern boundary of the Polar cell for an aqua-planet. With the definitions
of Section 2.3, the average planetary albedo is αp = 0.2913, with 83% atmo-
spheric contribution, and the remaining 17% contribution is from the modulated
ground albedo.
The results for Model Two are qualitatively consistent with Model One. With
an increase of 1 Wm−2 of radiative forcing the southern boundary of the Po-
lar cell begins to move poleward and at equilibrium reaches 63◦ latitude, Figure
9(b). With 2 Wm−2 radiative forcing the direction reverses towards the Equator
and at equilibrium has moved to 53◦ latitude, as shown in Figure 9(c). Model
Two has a higher initial average surface temperature at Aout = 211 Wm
−2,
and thus leads to a reversing of the souther boundary of the Polar cell with
less radiative forcing than Model One. With 3 Wm−2 the movement continues
southward and the southern boundary of the Polar cell is located at 52◦ latitude
at equilibrium, as shown in Figure 9(d). Finally, with 4 Wm−2 it further moves
south and at equilibrium has moved to 51◦ latitude (not depicted in Figure 9 ).
Table 3: Max Abs Values of Average Temperature Gradients, Model Two
Figure Aout Latitude Temp Decrease per Deg Latitude
9a 211 Wm−2 59.09◦ 1.367
9b 210 Wm−2 62.62◦ 1.222
9c 209 Wm−2 52.56◦ 1.069
9d 208 Wm−2 51.72◦ 0.9206
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(a) Aout = 211Wm−2 (b) Aout = 210Wm−2
(c) Aout = 209Wm−2 (d) Aout = 208Wm−2
Figure 9: Meridional profiles of Ts and Ta with surface temperature gradient
plotted, scaled by a factor of 10, as a function of latitude for a particular nu-
merical solution of (18a) and (18b) from equator to pole for Model Two. All
numerical solutions are obtained using the parameters from Table 1 and indi-
cated value for Aout simulating an increase in greenhouse gas concentrations.
A simulation of moderately increased greenhouse gas concentrations results in
a poleward movement of the polar cell, while larger concentrations obscure its
boundary.
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4 Discussion
Our results may be compared with observations and predictions from more
elaborate models. Using the Coupled Model Intercomparison Project (CMIP5)
and assuming the representative concentration pathway 8.5 (RCP8.5) scenario,
Barnes and Polvani [3] found that all jets migrate poleward in the twenty-first
century, with a shift of 2◦ in the Southern Hemisphere and a 1◦ shift in the
Northern Hemisphere. Using reanalysis, Manney and Hegglin [22] found that
the southern polar jet has shown a robust poleward shift, while the northern
polar jet has shifted equatorward in most regions and seasons. In [11] Francis
and Vavrus found evidence to support a linkage between rapid Arctic warming
and more frequent high-amplitude, wavy jet-stream configurations, and in [19]
Karamperidou, Cioffi, and Lall considered meridional surface temperature gra-
dients and found them to be determinants of large-scale atmospheric circulation
patterns.
The equilibrium configurations of our models share qualitative features with
these investigations. A simulation of moderately increased greenhouse gas con-
centrations results in an initial poleward movement of the polar jet stream, and
as the temperature continues to rise with higher greenhouse gas concentrations,
the surface temperature gradient weakens and the southern boundary of the
polar cell becomes increasingly ill-defined and moves equatorward. Our results
suggest that in the context of increasing greenhouse gas emissions, the surface
temperature gradient may be a leading driver of changes in polar jet stream
behavior, and reinforce similar findings from other studies.
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Appendices
A Cloud Factor Function Formulas
The cloud factor functions we use in Model One and Model Two are given
respectively by,
Cfl(θ) =

0.9− 0.0266667θ 0 ≤ θ ≤ 30
0.0266667θ − 0.7 30 ≤ θ ≤ 60
0.9 60 ≤ θ ≤ 90
(20)
and
Cfc (θ) =

0.000111111(
30− θ
15
+ 1)θ2 + 0.001(
θ
15
+ 1)(30− θ)2 0 ≤ θ ≤ 30
0.000111111(1 +
θ − 30
15
)(60− θ)2 + 0.001(1 + 60− θ
15
)(θ − 30)2 30 ≤ θ ≤ 60
0.001(
θ − 60
15
+ 1)(90− θ)2 + 0.001( 90− θ
15
+ 1)(θ − 60)2 60 ≤ θ ≤ 90
(21)
B Solution Methodology For The Initial Bound-
ary Value Problem
The initial boundary value problem (IBVP) (18) falls in the class of linear evo-
lution problems for which various numerical methods have been developed. We
have employed in this paper an implicit finite difference method (FDM) based
on the Crank-Nicholson scheme [2, 36]. This scheme has the desirable property
of being inherently stable. More specifically, we subdivide the spatial variable
interval [0,1] uniformly in I subintervals (xi, xi+1), i = 0, ..., I where xi = i∆x;
∆x being the spatial step size that is set to be 10−3 (See Figure 10). Simi-
larly, we consider for the time variable t, the equidistant sequence tn = n∆t;
n = 0, 1, ..., N , where the time step ∆t is set to be 1 and N is chosen large enough
for the temperature to reach the asymptotic regime, i.e, the equilibrium of the
solution of the IBVP(18). For the simplicity of the publication, we introduce
the auxiliary variable T to denote either the temperature of the atmospheric
layer, Ta or the temperature of the surface layer, Ts. We then approximate
T (xi, t
n) by Tni where T
n
i is the solution of the algebraic system resulting from
24
the adopted finite difference scheme.
The derivatives that occur in the IBVP (18) are approximated as follows. First,
we have distributed the spatial derivative and then we have used the following
second order approximation,
∂T
∂x
(xi, t
n) ≈ T
n
i+1 − Tni−1
2∆x
(22)
and
∂2T
∂x2
(xi, t
n) ≈ T
n
i+1 − 2Tni + Tni−1
∆x2
(23)
The first order time derivative is replaced by a second order approximation
using the Crank-Nicholson relations [2, 36]
∂T
∂t
(xi, t
n+ 12 ) =
1
2
[
∂T
∂t
(xi, t
n+1) +
∂T
∂t
(xi, t
n)] (24)
and
∂T
∂t
(xi, t
n+ 12 ) ≈ T
n+1
i − Tni
∆t
(25)
sequentially, IBVP(18) is then replaced by the following algebraic system,
β(Tn+1ai − Tnai) =
1
2
[β
′
i(T
n+1
ai+1 − 2Tn+1ai + Tn+1ai−1)− β
′′
i (T
n+1
ai+1 − Tn+1ai−1)
− (Bup +Bout)Tn+1ai +BupTn+1si +Aup −Aout
+ (1− αnai − T nswi)(1 +
αngiT nswi
(1− αnaiαngi)
)
S0s(xi)
4
+ β
′
i(T
n
ai+1 − 2Tnai + Tnai−1)− β
′′
i (T
n
ai+1 − Tnai−1)
− (Bup +Bout)Tnai +BupTnsi +Aup −Aout
+ (1− αnai − T nswi)(1 +
αngiT nswi
(1− αnaiαngi)
)
S0s(xi)
4
]
(26a)
γ(Tn+1si − Tnsi) =
1
2
[γ
′
i(T
n+1
si+1 − 2Tn+1si + Tn+1si−1 )− γ
′′
i (T
n+1
si+1 − Tn+1si−1 )
−BupTn+1si +BupTn+1ai −Aup +
(1− αngi)T nswi
(1− αnaiαngi)
S0s(xi)
4
+ γ
′
i(T
n
si+1 − 2Tnsi + Tnsi−1)− γ
′′
i (T
n
si+1 − Tnsi−1)
−BupTnsi +BupTnai −Aup +
(1− αngi)T nswi
(1− αnaiαngi)
S0s(xi)
4
]
(26b)
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where
β =
Ca
∆t
γ =
Cs
∆t
β
′
i =
CaKa(1− x2i )
2a2∆x2
γ
′
i =
CsKs(1− x2i )
2a2∆x2
β
′′
i =
2xiCaKa
4a2∆x
γ
′′
i =
2xiCsKs
4a2∆x
(27)
A schematic interpretation or cone of dependance of the adopted FDM dis-
cretization is depicted in Figure 10. It shows the implicit nature of this scheme.
It also reveals that the evaluation of the temperature at the boundaries Tn0 (resp.
TnI ) requires the values of T
n
−1(resp. T
n
I+1). These “fictitious” values are set to
be Tn−1 = T
n
0 and T
n
I+1 = T
n
I ; n = 0, ..., N . This choice results from the first
order approximation of the boundary condition, IBVP (18).
Figure 10: A schematic interpretation of the FDM approximation. The value
of Tn+1i (hollow disk) requires the values of five neighbored points (solid disks).
Note that the algebraic system (26) can be expressed in a compact representa-
tion as follows,
26
ATn+1 = BTn + bn (28)
Where A and B are block diagonal matrices whose entries are explicitly given in
equations C.1 - C.14, pages 88 - 92 in [27]. The linear system (28) is solved using
LPACK package (routine -gesv)[1] that is based on LU type decomposition [12].
The gradient of the surface temperature, Ts, reported in Figures 8 - 9 has
been evaluated with the software package (numpy.gradient)[37]. This routine
computes the gradient using second order accurate central differences in the
interior points and either first or second order accurate one-side differences at
the boundaries.
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