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Abstract
We prove a refinement of the Strichartz inequality for the wave equation in dimensions d ≥ 2.
As an application we obtain the linear profile decomposition for the wave equation with initial
data in H˙
1
2 × H˙− 12 (Rd).
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1. Introduction
The wave equation ∂ttu = ∆u, in Rd+1, with initial data u(·, 0) = u0, ∂tu(·, 0) = 0, has
solution which can be written as
u(·, t) = 1
2
(
eit
√
−4u0 + e−it
√
−4u0
)
,
where
e±it
√
−4u0(x) =
1
(2pi)d
∫
Rd
û0(ξ)ei(x·ξ±t|ξ|)dξ.
In 1977, Strichartz [55] proved (see also [62]), his fundamental inequality
‖eit
√
−4g‖
L
2 d+1
d−1 (Rd+1)
≤ C‖g‖
H˙
1
2 (Rd), (1)
where H˙
1
2 (Rd) denotes the homogeneous Sobolev space with half a derivative in L2(Rd).
An easy consequence of our work will be that maximizers exist for this inequality. This
was known for d = 2, 3 for which the maximizers were calculated explicitly [22]. Another
consequence of our work will be the Besov space refinement
‖eit
√
−4g‖
L
2 d+1
d−1 (Rd+1)
≤ C‖g‖
B˙
1
2
2,q(Rd)
, (2)
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where q = 2 d+1d−1 for d ≥ 3, and q = 3 for d = 2. Here B˙s2,q is defined by
‖g‖B˙s2,q = (
∑
k
2ksq‖Pkg‖q2)
1
q ,
where P̂kf = χAk f̂ and Ak = {ξ ∈ Rd; 2k ≤ |ξ| ≤ 2k+1}. The Strichartz estimate (1)
follows from (2) by the sequence space embedding `2 ↪→ `q.
For our applications the following refinement will be of more use. Let S = {wm}m ⊂ Sd−1
be maximally 2−j-separated, and define τ j,km by
τ j,km :=
{
ξ ∈ Ak :
∣∣ ξ
|ξ| − wm
∣∣ ≤ ∣∣ ξ|ξ| − wm′ ∣∣ for every wm′ ∈ S, m′ 6= m
}
.
Note that
∣∣ ξ
|ξ| − wm
∣∣ ≤ 2−j for all ξ ∈ τ j,km . We also set P̂kgjm = χτj,km ĝ.
Theorem 1.1 Let d ≥ 2, q = 2 d+1d−1 . Then, there exist some p < 2 and some θ > 0 such
that 2
‖eit
√
−4g‖Lq(Rd+1) . sup
j,k,m
2k
θ
2 |τ j,km |
θ
2
p−2
p ‖P̂kgjm‖θp‖g‖1−θ
H˙
1
2
. (3)
This kind of refinement was obtained for the Schro¨dinger equation by Moyua, Vargas,
Vega [46], [47] for dimension d = 2, generalizing and improving a result of Bourgain [5], by
Carles, Keraani [8] for dimension d = 1, and by Be´gout, Vargas [2] for dimensions d ≥ 3.
See also Rogers, Vargas [52] for the nonelliptic Schro¨dinger equation, and Chae, Hong, Lee
[10] for higher order Schro¨dinger equations.
Theorem 1.1 will enable us to prove a profile decomposition for the wave equation with
initial data in H˙
1
2 × H˙− 12 (Rd) for dimensions d ≥ 2. Similar decompositions were obtained
previously by Bahouri and Ge´rard [1] with initial data in L2 ×H1(R3), and Bulut [7] with
initial data in Hs × Hs−1(Rd) for d ≥ 3 and s ≥ 1. For profile decompositions for the
Schro¨dinger equation, see [2], [8], [35], [45] and [54], and for the Klein–Gordon equation see
[38].
It is a relatively simple task to adapt the arguments of [2] in order to prove Theorem 1.1
for functions which are Fourier supported in dyadic annuli (see [25]). These estimates can
be combined, via the Littlewood–Paley inequality, to obtain
‖eit
√
−4g‖Lq(Rd+1) .
(∑
k
2k(
∑
j
∑
m
|τ j,km |q
p−2
2p ‖P̂kgjm‖qp)
2
q
) 1
2
. (4)
This does not yield the Besov refinement (3), and perhaps more importantly, it does not
yield the profile decomposition because it is not possible to take a supremum in k without
losing some regularity. In order to prove Theorem 1.1, we deal with the interaction between
dyadic annuli by combining Tao’s bilinear inequality [56] (which improved upon Wolff’s
estimate [64]) with what is perhaps a new orthogonality property for the cone.
When d 6= 3, we are lead to consider orthogonality properties of thickened pieces of the
cone in Lp, which is a deep and largely unanswered question (see for example [63] or [23]).
We sidestep the problem by strengthening the standard lemma which proves that the norm
on the right hand side of (4) is smaller than the H˙1/2 norm. This is achieved using an atomic
decomposition of Lp due to Keel and Tao [29].
The profile decomposition has traditionally proven useful in the nonlinear theory (see for
example [13–15], [16,17], [26], [28], [30–33], [34], [36], [37], [38], [39], [40–42], [48] or [60,61]).
We explore such applications elsewhere [51].
2 The expresion A . B denotes A ≤ CB, where the value of the positive constant C will change from line
to line. The expresion A ∼ B means that A . B and A & B.
2
After submitting this article, Quilodra´n posted a similar result to Theorem 1.1 for the
case of dimension d = 2 on the arXiv [50].
2. The Strichartz refinement
Theorem 1.1 and the estimate (2) easily follow from the following theorems. We define
the Xkp,q-norm by
‖f‖Xkp,q = (
∑
j
∑
m
|τ j,km |q
p−2
2p ‖P̂kf jm‖qp)
1
q .
The case d = 3 will be easier thanks to some extra orthogonality.
Theorem 2.1 Let 85 < p < 2. Then, for all 0 ≤ θ < 12 ,
‖eit
√
−4g‖L4(R3+1) . (
∑
k
22k‖Pkg‖4Xkp,4)
1
4 . sup
j,k,m
2k
θ
2 |τ j,km |
θ
2
p−2
p ‖P̂kgjm‖θp‖g‖1−θ
B˙
1
2
2,4(1−θ)
.
For dimensions d = 2 and d ≥ 4, we will prove
Theorem 2.2 Let 53 < λ < 2 and set p =
6
6−λ . Then, for all 0 ≤ θ < λ− 53 ,
‖eit
√
−4g‖L6(R2+1) . sup
j,k,m
2k
θ
2 |τ j,km |
θ
2
p−2
p ‖P̂kgjm‖θp‖g‖1−θ
B
1
2
2,3(1−θ)
.
Let d > 3, q = 2(d+1)d−1 and
d+3
d+1 < λ <
d+1
d−1 . Set p =
2(d+1)
2(d+1)−λ(d−1) . Then, for all 0 ≤ θ <
λ 2d−3 − 2(d+3)(d−3)(d+1) ,
‖eit
√
−4g‖Lq(Rd+1) . sup
j,k,m
2k
θ
2 |τ j,km |
θ
2
p−2
p ‖P̂kgjm‖θp‖g‖1−θ
B
1
2
2,q(1−θ)
.
The main tool will be Tao’s bilinear estimate, proved in [56], which improved upon Wolff’s
theorem in [64] (see also [4]).
Theorem 2.3 [56] Let d+3d+1 ≤ r1 ≤ 2, and suppose that ∠(wm, wm′) ∼ 1. Then for all
 > 0,
‖eit
√
−4P0g1me
it
√
−4P`g1m′‖Lr1 (Rd+1) . 2`(
1
r1
− 12+)‖P̂0g1m‖L2(Rd)‖P̂`g1m′‖L2(Rd). (5)
By a rescaling argument (see [57] and [64]) and interpolation we get the following corollary.
We include the proof for the benefit of the reader.
Corollary 2.1 Let d+3d+1 ≤ r1 ≤ 2, r ≥ r1, and suppose that ∠(wm, wm′) ∼ 2−j. Then for
all  > 0,
‖eit
√
−4Pkgjme
it
√
−4Pk+`g
j
m′‖Lr(Rd+1)
. 2`( 1r−
r1
2r+)2k(
r1d
r − d+1r )2j(
d+1
r −
r1(d−1)
r )‖P̂kgjm‖
L
2r
2r−r1 (Rd)
‖ ̂Pk+`gjm′‖
L
2r
2r−r1 (Rd)
.
The following remark will be useful for the proof.
3
Remark 2.1 Setting ĝ(ξ) = f(ξ, |ξ|) and dσ(ξ, τ) = δ(|ξ| − τ)dξ, we have that
eit
√
−4g(x) =
1
(2pi)d
∫
ei(x·ξ+t|ξ|)ĝ(ξ)dξ
=
1
(2pi)d
∫
ei(x·ξ+t|ξ|)f(ξ, |ξ|)dξ
=
1
(2pi)d
∫
C
ei(x·ξ+tτ)f(ξ, τ)dξdτ
= f̂dσ(x, t),
where C :=
{
(ξ, τ) ∈ Rd+1 : |ξ| = τ}.
Therefore, if ĝ is supported in τ j,km , we can interpret e
it
√
−4g as the Fourier transform of
a measure supported in
τ˜ j,km :=
{
(ξ, |ξ|) ∈ Rd+1 : ξ ∈ τ j,km
}
.
Proof of Corollary 2.1. We have the trivial estimate
‖eit
√
−4P0f1ne
it
√
−4P`f1n′‖L∞(Rd+1) . ‖P̂0f1n‖L1(Rd)‖P̂`f1n′‖L1(Rd).
By interpolation with (5) we get for r ≥ r1 ≥ d+3d+1 ,
‖eit
√
−4P0f1ne
it
√
−4P`f1n′‖Lr(Rd+1) . 2`(
1
r−
r1
2r+)‖P̂0f1n‖
L
2r
2r−r1 (Rd)
‖P̂`f1n′‖
L
2r
2r−r1 (Rd)
, (6)
for every f1n, f
1
n′ with ∠(wn, wn′) ∼ 1. Letting w ∈ Sd−1, and j ∈ [0,∞), we define the
transformations T 2
j
w , which are the composition of a dilation and a Lorentz transformation
3 ,
to be the linear map which preserves the cone and satisfies
T 2
j
w (w, 1) = (w, 1),
T 2
j
w (w,−1) = 22j(w,−1),
T 2
j
w (x, t) = 2
j(x, t) if (x, t) ∈ Rd+1 is orthogonal to (w, 1) and (w,−1). (7)
We have that
detT 2
j
w = 2
j(d+1)
and that if τ˜ j,km , τ˜
j,k+`
m′ with ∠(wm, wm′) ∼ 2−j , then, there are n = n(j,m), n′ = n′(j,m,m′)
with ∠(wn, wn′) ∼ 1 such that T 2jwm(τ˜ j,km ) ⊂ Cτ˜1,kn , T 2
j
wm(τ˜
j,k+`
m′ ) ⊂ Cτ˜1,k+`n′ with C a constant
depending on the dimension d. By a change of variables
eit
√
−4Pkgjm(x) =
1
(2pi)d
∫
ei(x·ξ+t|ξ|)χτj,km (ξ)ĝ(ξ)dξ
=
2kdCd
(2pi)d
∫
ei(2
kCx·ξ+2kCt|ξ|)χC−1τj,0m (ξ)ĝ(2
kCξ)dξ
=
2kdCd
(2pi)d
∫
ei〈((T
2j
wm
)−1(2kCx,2kCt)),(ξ,|ξ|)〉χτ1,0n (ξ)
|J(T 2j0,wm)−1(ξ)|χC−1τj,0m
(
(T 2
j
0,wm)
−1ξ
)
ĝ
(
(T 2
j
0,wm)
−12kCξ
)
dξ
= 2kdCd eit
′√−4P0f1n(x′),
and arguing in the same way
eit
√
−4Pk+`g
j
m′(x) = 2
kdCd eit
′√−4P`f1n′(x′),
3 The Lorentz transformation L2
j
w is defined by L
2j
w (x, t) = T
2j
w (2
−j(x, t)).
4
where
(x′, t′) = (T 2
j
wm)
−1(2kCx, 2kCt),
P̂0f1n(ξ) = χτ1,0n (ξ)|J(T 2
j
0,wm)
−1(ξ)|χC−1τj,0m
(
(T 2
j
0,wm)
−1ξ
)
ĝ
(
(T 2
j
0,wm)
−12kCξ
)
,
P̂`f1n′(ξ) = χτ1,`
n′
(ξ)|J(T 2j0,wm)−1(ξ)|χC−1τj,`
m′
(
(T 2
j
0,wm)
−1ξ
)
ĝ
(
(T 2
j
0,wm)
−12kCξ
)
,
∠(wn, wn′) ∼ 1,
(T 2
j
0,wm)
−1 is the transformation defined as (T 2
j
wm)
−1(ξ, |ξ|) = ((T 2j0,wm)−1(ξ), ∣∣(T 2j0,wm)−1(ξ)∣∣),
and |J(T 2j0,wm)−1(ξ)| is the jacobian of the transformation (T 2
j
0,wm)
−1. It is easy to see that
|J(T 2j0,wm)−1(ξ)| ∼ 2−j(d−1) for ξ ∈ τ j,0n , τ j,`n′ . Therefore we have
‖P̂0f1n‖
L
2r
2r−r1 (Rd)
∼ 2j(d−1)( 2r−r12r −1)2−kd 2r−r12r ‖P̂kgjm‖
L
2r
2r−r1 (Rd)
,
‖P̂`f1n′‖
L
2r
2r−r1 (Rd)
∼ 2j(d−1)( 2r−r12r −1)2−kd 2r−r12r ‖ ̂Pk+`gjm′‖
L
2r
2r−r1 (Rd)
,
and
‖eit
√
−4Pkgjm e
it
√
−4Pk+`g
j
m′‖Lr(Rd+1)
∼ 2k(2d− (d+1)r )2j (d+1)r ‖eit
√
−4P0f1ne
it
√
−4P`f1n′‖Lr(Rd+1).
By (6) we get then
‖eit
√
−4Pkgjm e
it
√
−4Pk+`g
j
m′‖Lr(Rd+1)
∼ 2k(2d− (d+1)r )2j (d+1)r ‖eit
√
−4P0f1ne
it
√
−4P`f1n′‖Lr(Rd+1)
. 22kd2j
(d+1)
r 2`(
1
r−
r1
2r+)‖P̂0f1n‖
L
2r
2r−r1 (Rd)
‖P̂`f1n′‖
L
2r
2r−r1 (Rd)
∼ 2`( 1r− r12r+)2k( r1dr − d+1r )2j( d+1r − r1(d−1)r )‖P̂kgjm‖
L
2r
2r−r1 (Rd)
‖ ̂Pk+`gjm′‖
L
2r
2r−r1 (Rd)
,
and we deduce the result.

Proof of Theorem 2.1. We begin by decomposing our estimate in annular pieces in the
bilinear setting,
‖eit
√
−4g‖L4(R3+1) = ‖eit
√
−4g eit
√
−4g‖ 12L2(R3+1)
= ‖
∑
k>`
eit
√
−4Pkg eit
√
−4P`g +
∑
k≤`
eit
√
−4Pkg eit
√
−4P`g‖
1
2
L2(R3+1).
By the triangular inequality and symmetry
‖eit
√
−4g‖L4(R3+1) .
(∑
`≥0
‖
∑
k
eit
√
−4Pkg eit
√
−4Pk+`g‖L2(R3+1)
) 1
2
.
We observe now that for ` ≥ 0,
supp
(
(eit
√
−4Pkg eit
√
−4Pk+`g)∧x,t
)
⊂ supp
(
P̂kg ∗ P̂k+`g
)
× R
⊂ Ak+` × R,
where Ak+` = Ak+`−1 ∪ Ak+` ∪ Ak+`+1.
Thus, the supports of the functions {(eit√−4Pkg eit√−4Pk+`g)∧x,t}k are almost disjoint
and therefore by L2 orthogonality we have
‖eit
√
−4g‖L4(R3+1) .
(∑
`>0
(
∑
k
‖eit
√
−4Pkg eit
√
−4Pk+`g‖2L2(R3+1))
1
2
) 1
2
. (8)
5
Now we use a Whitney decomposition, in the spirit of [57] and [64] (see also [58] and
[59]). For fixed k and k + `, let Γ = {(x, y) ∈ Ak ×Ak+` : ∠(x, y) = 0}. We decompose
Ak ×Ak+` \ Γ as follows: For every j ∈ N, we decompose Ak and Ak+` in the sectors τ j,km
and τ j,k+`m respectively. We say that τ
j,k
m is the parent of τ
j+1,k
m if τ
j+1,k
m ⊂ τ j,km , and we
write τ j,km ∼ τ j,k+`m′ if τ j,k+`m and τ j,k+`m′ are not adjacent but have adjacent parents.
We write
‖eit
√
−4Pkg eit
√
−4Pk+`g‖2L2(R3+1)
= ‖
∑
j≥0
∑
m,m′:τj,km ∼τj,k+`m′
eit
√
−4Pkgjm e
it
√
−4Pk+`g
j
m′‖2L2(R3+1).
Lemma 2.1
‖
∑
j
∑
m,m′:τj,km ∼τj,k+`m′
eit
√
−4Pkgjm e
it
√
−4Pk+`g
j
m′‖2L2(R3+1)
.
∑
j
∑
m,m′:τj,km ∼τj,k+`m′
‖eit
√
−4Pkgjm e
it
√
−4Pk+`g
j
m′‖2L2(R3+1).
Proof. We again want to use orthogonality on the Fourier side. We claim that if τ j,km ∼
τ j,k+`m′ ,
supp
(
(eit
√
−4Pkgjm e
it
√
−4Pk+`g
j
m′)
∧x,t
)
⊂ τ˜ j,km + τ˜ j,k+`m′ ⊂ Hj,km , (9)
where by writing d
(
(ξ, τ),C
)
:= |τ − |ξ||,
Hj,km :=
{
(ξ, τ) ∈ Rd × R : d((ξ, τ),C) ∼ 2−2j2k, ∠(wm, ξ) . 2−j} .
To see this, let (y, |y|) ∈ τ˜ j,km , (z, |z|) ∈ τ˜ j,k+`m′ , then
d((y, |y|) + (z, |z|),C) = |y|+ |z| − |y + z| = (|y|+ |z|)
2 − |y + z|2
|y|+ |z|+ |z + y|
∼ 2(|y||z| − y · z)|y|+ |z| =
2|y||z|(1− y·z|y||z|)
|y|+ |z|
=
2|y||z|(1− cos(∠(y, z)))
|y|+ |z| ∼
|y||z|∠(y, z)2
|y|+ |z|
∼ 2k2−2j .
On the other hand, as ∠(wm, wm′) ∼ 2−j , we have
∠(y + z, wm) ≤ ∠(y, wm) + ∠(z, wm) . 2−j .
This concludes the proof of (9). As the cardinal of indices m′ related with m is of order
O(1) and the sets {Hj,km }j,m are almost disjoint, we get the lemma by Plancherel’s theorem
and almost orthogonality.

Therefore, combining Lemma 2.1 and Corollary 2.1,
‖eit
√
−4Pkg eit
√
−4Pk+`g‖2L2(R3+1)
. 2`(1−
r1
2 +)
∑
j
∑
m,m′:τj,km ∼τj,k+`m′
22k2k(3r1−6)2j(4−2r1)‖P̂kgjm‖2 4
4−r1
‖ ̂Pk+`gjm′‖2 44−r1 ,
for all 32 ≤ r1 ≤ 2.
6
Now, as the number of indices m′ related with m is O(1), using 2ab ≤ εa2 + 1ε b2 for ε > 0,
‖eit
√
−4Pkg eit
√
−4Pk+`g‖2L2(R3+1)
. 2`(1−
r1
2 +)
(∑
j
∑
m
2−`(1+
(3r1−6)
2 )22k2k(3r1−6)2j(4−2r1)‖P̂kgjm‖4 4
4−r1
+
∑
j
∑
m′
2`(1+
(3r1−6)
2 )22k2k(3r1−6)2j(4−2r1)‖ ̂Pk+`gjm′‖4 44−r1
)
= 2−`(
r1
2 +
(3r1−6)
2 −)
(∑
j
∑
m
22k2k(3r1−6)2j(4−2r1)‖P̂kgjm‖4 4
4−r1
+
∑
j
∑
m′
22(k+`)2(k+`)(3r1−6)2j(4−2r1)‖ ̂Pk+`gjm′‖4 44−r1
)
.
Inserting this into the estimate (8), we see that ‖eit
√
−4g‖L4(R3+1) is dominated by a
constant times(∑
`≥0
2−
`
2 (
r1
2 +
(3r1−6)
2 −)
(∑
k
∑
j
∑
m
22k2k(3r1−6)2j(4−2r1)‖P̂kgjm‖4 4
4−r1
+
∑
k
∑
j
∑
m′
22(k+`)2(k+`)(3r1−6)2j(4−2r1)‖ ̂Pk+`gjm′‖4 44−r1
) 1
2
) 1
2
.
Using the change of variables k′ = k + ` for the second term
‖eit
√
−4g‖L4(R3+1)
.
(∑
`≥0
2−
`
2 (
r1
2 +
(3r1−6)
2 −)(
∑
k
22k
∑
j
∑
m
2k(3r1−6)2j(4−2r1)‖P̂kgjm‖4 4
4−r1
)
1
2
) 1
2
.
Setting p = 44−r1 , this is
‖eit
√
−4g‖L4(R3+1) .
(∑
`≥0
2−
`
2 (
r1
2 +
(3r1−6)
2 −)(
∑
k
22k
∑
j
∑
m
|τ j,km |2
p−2
p ‖P̂kgjm‖4p)
1
2
) 1
2
.
Now, for all
3
2
< r1 ≤ 2 (this implies 2 ≥ p > 85 ), we can sum in `, which yields
‖eit
√
−4g‖L4(R3+1) .
(∑
k
22k
∑
j
∑
m
|τ j,km |2
p−2
p ‖P̂kgjm‖4p)
1
4
= (
∑
k
22k‖P̂kg‖4Xkp,4
) 1
4
.
This concludes the proof of the first inequality. For the second inequality, by a simple
adaptation of Theorem 1.3 in [2] or the forthcoming Lemma 2.3, we have for every 0 ≤ θ <
1
2 and p < 2,
(
∑
k
22k‖P̂kg‖4Xkp,4)
1
4 .
(∑
k
22k sup
j,m
|τ j,km |2θ
p−2
p ‖P̂kgjm‖4θp ‖P̂kg‖4(1−θ)2
) 1
4
.
Thus, taking a supremum in k,
‖eit
√
−4g‖L4(R3+1) . sup
j,k,m
2k
θ
2 |τ j,km |
θ
2
p−2
p ‖P̂kgjm‖θp‖g‖1−θ
B˙
1
2
2,4(1−θ)
,
and we are done.
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
In dimensions d = 2 and d ≥ 4, we will need some additional lemmas. We begin by proving
an easy generalization of Lemma 6.1 in [57], which is a cheap substitute for L2 orthogonality
in Lp. We present this generalization because in our case we will be working with functions
Fourier supported in neighborhoods of the cone, instead of rectangles.
Lemma 2.2 Let (Ek)k∈Z be a collection of sets such that there exist almost disjoint (Fk)k∈Z,
with Ek ⊂ Fk for every k, such that there exist bump functions φEk equal to 1 on Ek and 0
outside Fk, and such that ∫
|φ̂Ek(ξ)|dξ ≤ C (10)
uniformly in k. Suppose that (fk)k∈Z are a collection of functions whose Fourier transforms
are supported on (Ek)k∈Z. Then for all 1 ≤ p ≤ ∞, we have
‖
∑
k
fk‖p . C1−
2
p∗
(∑
k
‖fk‖p∗p
) 1
p∗
where p∗ = min(p, p′) and p∗ = max(p, p′).
Proof. Let m̂kf = φEk f̂ . It will be enough to prove
‖
∑
k
mkgk‖p . C1−
2
p∗
(∑
k
‖gk‖p∗p
) 1
p∗
for general functions gk. The result then follows by taking fk = gk = mkgk. By interpolation
it suffices to prove the inequality for the values p = 1, p = 2, p =∞.
The case p = 2 follows by Plancherel and using that the collection is almost disjoint.
For p = 1, we note that
‖
∑
k
mkgk‖1 .
∑
k
‖mkgk‖1 =
∑
k
‖φ̂Ek ∗ gk‖1
≤
∑
k
‖φ̂Ek‖1‖gk‖1 ≤ C
∑
k
‖gk‖1.
Similarly for p =∞
‖
∑
k
mkgk‖∞ ≤
∑
k
‖mkgk‖∞ =
∑
k
‖φ̂Ek ∗ gk‖∞
≤
∑
k
‖φ̂Ek‖1‖gk‖∞ ≤ C
∑
k
‖gk‖∞.

Remark 2.2 The standard case is when Fk = (1 + c)(Ek − c(Ek)) + c(Ek) for some c > 0
and {Ek}k are rectangles. Here c(Ek) is the centre of Ek, so this is nothing more than
a slightly larger rectangle with the same centre. The condition (10) is then satisfied with
C = C(d).
The next lemma refines the well known embedding L2 ↪→ X0p,q (see [5], [2], [52]).
Lemma 2.3 Let q > 2, and 1 < p < 2. Then∑
j
(
∑
m
|τ j,km |q
p−2
2p ‖P̂kgjm‖qp)
2
q . ‖Pkg‖22.
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The key ingredient in the proof is an atomic decomposition of Lp due to Keel and Tao
[29].
Lemma 2.4 [29] Let f ∈ Lp(Rd) for some 1 < p <∞. Then, we can decompose
f(x) =
∑
n∈Z
cnχn(x),
where χn are functions bounded in magnitude by 1 and supported in disjoint sets of measure
at most 2n, and cn are non-negative real numbers such that∑
n∈Z
2n|cn|p ∼ ‖f‖pp.
We also need a simple inequality used in [57], which allows us to get some gain when we
sum over a partition in norm `p, for p ≥ 1. It follows easily from the cases p = 1 and p =∞.
Lemma 2.5 [57] Let p ≥ 1, then∑
m
|Ω ∩ τ j,km |p . |Ω|min(|Ω|, |τ j,km |)p−1.
Proof of Lemma 2.3. Using Lemma 2.4, we can decompose
P̂kg =
∑
n
cnχn,
where the χn have disjoint supports, Hn, with |Hn| ≤ 2n and∑
n
2n|cn|2 ∼ ‖Pkg‖22. (11)
Using that Hn have disjoint supports
(∗) :=
∑
j
|τ j,km |
p−2
p (
∑
m
‖P̂kgjm‖qp)
2
q .
∑
j
|τ j,km |
p−2
p (
∑
m
(
∫
τj,km
∑
n
|cnχHn |p)
q
p )
2
q
.
∑
j
|τ j,km |
p−2
p (
∑
m
(
∑
n
|cn|p|Hn ∩ τ j,km |)
q
p )
2
q .
By Minkowski’s inequality and the hypothesis qp > 1,
(∗) .
∑
j
|τ j,km |
p−2
p (
∑
n
|cn|p(
∑
m
|Hn ∩ τ j,km |
q
p )
p
q )
2
p .
We split the sum in n, and use Lemma 2.5, so that
(∗) .
∑
j
|τ j,km |
p−2
p
( ∑
n>kd−j(d−1)
|cn|p(
∑
m
|Hn ∩ τ j,km |
q
p )
p
q +
∑
n≤kd−j(d−1)
|cn|p(
∑
m
|Hn ∩ τ j,km |
q
p )
p
q
) 2
p
.
∑
j
|τ j,km |
p−2
p
( ∑
n>kd−j(d−1)
|cn|p|τ j,km |
q−p
q 2n
p
q +
∑
n≤kd−j(d−1)
|cn|p2n
) 2
p
.
Simplifying,
(∗) .
∑
j
( ∑
n>kd−j(d−1)
|cn|p|τ j,km |
p
2− pq 2n
p
q +
∑
n≤kd−j(d−1)
|cn|p2n
p
2 2n(1−
p
2 )|τ j,km |
p
2−1
) 2
p
.
∑
j
( ∑
n>kd−j(d−1)
|cn|p2n
p
2 2(
p
2− pq )(kd−j(d−1)−n) +
∑
n≤kd−j(d−1)
|cn|p2n
p
2 2(
p
2−1)(kd−j(d−1)−n)
) 2
p
.
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As p < 2, by Ho¨lder’s inequality,
(∗) .
∑
j
( ∑
n>kd−j(d−1)
|cn|22n2 1p (
p
2− pq )(kd−j(d−1)−n)( ∑
n>kd−j(d−1)
2
1
2−p (
p
2− pq )(kd−j(d−1)−n)) 2−pp
+
∑
n≤kd−j(d−1)
|cn|22n2 1p (
p
2−1)(kd−j(d−1)−n)( ∑
n≤kd−j(d−1)
2n2
1
2 (n−(kd−j(d−1)))
) 2−p
p
)
.
Again as p < 2 and q > 2 we can sum, so that
(∗) .
∑
j
( ∑
n>kd−j(d−1)
|cn|22n2 1p (
p
2− pq )(kd−j(d−1)−n) +
∑
n≤kd−j(d−1)
|cn|22n2 1p (
p
2−1)(kd−j(d−1)−n)
)
.
∑
n
|cn|22n
∑
(d−1)j≥kd−n
2
1
p (
p
2− pq )(kd−j(d−1)−n) +
∑
n
|cn|22n
∑
0≤(d−1)j≤kd−n
2
1
p (
p
2−1)(kd−j(d−1)−n)
.
∑
n
|cn|22n.
So we conclude the result using (11).

Proof of Theorem 2.2. By the triangle inequality and symmetry as before,
‖eit
√
−4g‖Lq(Rd+1) .
(∑
`>0
‖
∑
k
eit
√
−4Pkg eit
√
−4Pk+`g‖Lr(Rd+1)
) 1
2
,
where r = q2 =
d+1
d−1 . We use again that,
supp
(
(eit
√
−4Pkg eit
√
−4Pk+`g)∧x,t
)
⊂ Ak+` × R,
however, we are no longer in L2, and so, instead we apply Lemma 2.2. We cover Ak+` by a
finite collection of rectangles {Rk,n}n of cardinality depending on the dimension, which are
at a distance ∼ 2k+` to the origin. We set Ek,n = Rk,n×R and we have by construction that
for some small c > 0, the sets Fk,n = (1 + c)(Ek,n − c(Ek,n)) + c(Ek,n) are almost disjoint.
Thus, the hypothesis of Lemma 2.2 are satisfied, so that
‖eit
√
−4g‖Lq(Rd+1) . (
∑
`>0
(
∑
k
‖eit
√
−4Pkg eit
√
−4Pk+`g‖r∗Lr(Rd+1))
1
r∗ )
1
2 , (12)
where r∗ = min(r, r′). That is, r∗ = r if d ≥ 3 and r∗ = r′ if d = 2. As before we use the
Whitney decomposition
‖eit
√
−4Pkg eit
√
−4Pk+`g‖r∗Lr(Rd+1)
= ‖
∑
j
∑
m,m′:τj,km ∼τj,k+`m′
eit
√
−4Pkgjm e
it
√
−4Pk+`g
j
m′‖r∗Lr(Rd+1).
Again, we have to deal with orthogonality in Lp. We need the following lemmas.
Lemma 2.6
‖
∑
j
∑
m,m′:τj,km ∼τj,k+`m′
eit
√
−4Pkgjm e
it
√
−4Pk+`g
j
m′‖r∗Lr(Rd+1)
. (
∑
j
(
∑
m,m′:τj,km ∼τj,k+`m′
‖eit
√
−4Pkgjm e
it
√
−4Pk+`g
j
m′‖r∗Lr(Rd+1))
1
r∗ )r∗ .
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Proof. By the triangle inequality, it will suffice to prove for fixed j, k and `,
‖
∑
m,m′:τj,km ∼τj,k+`m′
eit
√
−4Pkgjm e
it
√
−4Pk+`g
j
m′‖r∗Lr(Rd+1)
.
∑
m,m′:τj,km ∼τj,k+`m′
‖eit
√
−4Pkgjm e
it
√
−4Pk+`g
j
m′‖r∗Lr(Rd+1).
This will follow from Lemma 2.2. Indeed, we have the set inclusion
supp
(
(eit
√
−4Pkgjm e
it
√
−4Pk+`g
j
m′)
∧x,t
)
⊂ (τ j,km + τ j,k+`m′ )× R.
Fix j and observe that (τ j,k+`m′ + τ
j,k
m )×R ⊂ 4(τ j,k+`m′ − c(τ j,k+`m′ )) + c(τ j,k+`m′ )×R = Em′ .
Now, as Fm′ = ((1 + c)(Em′ − c(Em′)) + c(Em′)) × R are almost disjoint for small c > 0
and the cardinality of the indices m related with m′ is of order O(1), we can use Lemma
2.2 with C = C(d), as every set Em′ after a rotation is a dilation of τ1,1m0 for some m0, to
conclude the proof.

Lemma 2.7
‖
∑
j
∑
m,m′:τj,km ∼τj,k+`m′
eit
√
−4Pkgjm e
it
√
−4Pk+`g
j
m′‖r∗Lr(Rd+1)
. 2` d−12 (r∗−2
r∗
r∗ )
∑
j
∑
m,m′:τj,km ∼τj,k+`m′
‖eit
√
−4Pkgjm e
it
√
−4Pk+`g
j
m′‖r∗Lr(Rd+1).
Proof. As before we want to use Lemma 2.2, but this time including the summation in j.
As in the proof of Lemma 2.1, we have
supp
(
(eit
√
−4Pkgjm e
it
√
−4Pk+`g
j
m′)
∧x,t
)
⊂ τ˜ j,km + τ˜ j,k+`m′ ⊂ Hj,k,`m ,
where
Hj,k,`m :=
{
(ξ, τ) ∈ Ak+` × R : d
(
(ξ, τ),C
) ∼ 2−2j2k, ∠(wm, ξ) . 2−j} .
Let H˜j,k,`m be the 2
−2j2k neighborhood of Hj,k,`−1m ∪Hj,k,`m ∪Hj,k,`+1m , and let φHj,k,`m be
a bump function which is 1 on Hj,k,`m and 0 outside H˜
j,k,`
m . We will show that we can find
such functions φHj,k,`m with ∫
|φ̂Hj,k,`m (ξ)|dξ ≤ C(d)2
`
(d−1)
2
uniformly in j,m. As the sets {H˜j,k,`m }j,m are almost disjoints, we can apply Lemma 2.2 to
get the result. To show that we can find these functions, we decompose Hj,k,`m in the sets
Hj,k,`m,θ := H
j,k,`
m ∩ {(ξ, τ) ∈ Rd+1 : ∠(wθ, ξ) . 2−j2−
`
2 },
where {wθ} ⊂ Sd−1 is a maximally 2−j2− `2 -separated grid such that ∠(wθ, wm) . 2−j . This
set has cardinality . 2` (d−1)2 . The key point is that we can find rectangles Rj,k,`m,θ such that
Hj,k,`m,θ ⊂ Rj,k,`m,θ and
∣∣Hj,k,`m,θ ∣∣ ∼ ∣∣Rj,k,`m,θ ∣∣.
Let φHj,k,`
m,θ
be a bump function which is equal to 1 on some rectangle R˜j,k,`m,θ which is
contained in Rj,k,`m,θ , and is 0 in (1 + c)(R˜
j,k,`
m,θ − c(R˜j,k,`m,θ )) + c(R˜j,k,`m,θ ) for some c > 0. We have
then ‖φ̂Hj,k,`
m,θ
‖L1 . 1 uniformly in j,m. Therefore for a correct choice of {R˜j,k,`m,θ }θ we can
set φHj,k,`m =
∑
θ
φHj,k,`
m,θ
satisfying the required properties.
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
We will require both Lemma 2.6 and Lemma 2.7 in order to obtain the refinement. Lemma
2.6 alone is not sufficient due to the power of 1r∗ that appears. On the other hand, Lemma 2.7
is not sufficient as the constant 2`
d−1
2 (r∗−2 r∗r∗ ) does not permit to sum in `. In order to take
advantage of the positive aspects of both lemmas we introduce r2 < r∗ to be determined
later (see (14) and (15)). We obtain
(∗) := ‖
∑
j
∑
m,m′:τj,km ∼τj,k+`m′
eit
√
−4Pkgjm e
it
√
−4Pk+`g
j
m′‖r∗Lr(Rd+1)
= ‖
∑
j
∑
m,m′:τj,km ∼τj,k+`m′
eit
√
−4Pkgjm e
it
√
−4Pk+`g
j
m′‖r2Lr(Rd+1)
× ‖
∑
j
∑
m,m′:τj,km ∼τj,k+`m′
eit
√
−4Pkgjm e
it
√
−4Pk+`g
j
m′‖r∗−r2Lr(Rd+1)
.
(∑
j
(
∑
m,m′:τj,km ∼τj,k+`m′
‖eit
√
−4Pkgjm e
it
√
−4Pk+`g
j
m′‖r∗Lr(Rd+1))
1
r∗
)r2
×
(
2`
d−1
2 (r∗−2 r∗r∗ )
∑
j
∑
m,m′:τj,km ∼τj,k+`m′
‖eit
√
−4Pkgjm e
it
√
−4Pk+`g
j
m′‖r∗Lr(Rd+1)
)1− r2r∗
.
Using Corollary 2.1, and writing ar = d−12 (r∗−2 r∗r∗ ) r∗−r2r∗ , this is dominated by 2`ar times(∑
j
( ∑
m,m′:τj,km ∼τj,k+`m′
2`
r∗
r (1−
r1
2 +)2k
r∗
r (r1d−(d+1))2j
r∗
r (d+1−r1(d−1))‖P̂kgjm‖r∗2r
2r−r1
‖ ̂Pk+`gjm′‖r∗2r
2r−r1
) 1
r∗
)r2
×
(∑
j
∑
m,m′:τj,km ∼τj,k+`m′
2`
r∗
r (1−
r1
2 +)2k
r∗
r (r1d−(d+1))2j
r∗
r (d+1−r1(d−1))‖P̂kgjm‖r∗2r
2r−r1
‖ ̂Pk+`gjm′‖r∗2r
2r−r1
)1− r2r∗
.
where
5
3
< r1 < 2 for d = 2, and
d+ 3
d+ 1
< r1 <
d+ 1
d− 1 for d > 3. (13)
Rewriting,
(∗) . 2` r∗r (1− r12 +ar rr∗+)(∑
j
( ∑
m,m′:τj,km ∼τj,k+`m′
2kr∗2k
r∗
r (r1−r)d2j
r∗
r (r−r1)(d−1)‖P̂kgjm‖r∗2r
2r−r1
‖ ̂Pk+`gjm′‖r∗2r
2r−r1
) 1
r∗
)r2
×
(∑
j
∑
m,m′:τj,km ∼τj,k+`m′
2kr∗2k
r∗
r (r1−r)d2j
r∗
r (r−r1)(d−1)‖P̂kgjm‖r∗2r
2r−r1
‖ ̂Pk+`gjm′‖r∗2r
2r−r1
)1− r2r∗
.
As the number of indices m′ related with m is O(1), using 2ab ≤ εa2 + 1ε b2 for ε > 0,
12
(∗) . 2` r∗r (1− r12 +ar rr∗+)(∑
j
(∑
m
2−`
r∗
2 2−`
r∗
r
(r1−r)d
2 2kr∗2k
r∗
r (r1−r)d2j
r∗
r (r−r1)(d−1)‖P̂kgjm‖2r∗2r
2r−r1
+
∑
m′
2`
r∗
2 2`
r∗
r
(r1−r)d
2 2kr∗2k
r∗
r (r1−r)d2j
r∗
r (r−r1)(d−1)‖ ̂Pk+`gjm′‖2r∗2r
2r−r1
) 1
r∗
)r2
×
(∑
j
∑
m
2−`
r∗
2 2−`
r∗
r
(r1−r)d
2 2kr∗2k
r∗
r (r1−r)d2j
r∗
r (r−r1)(d−1)‖P̂kgjm‖2r∗2r
2r−r1
+
∑
m′
2`
r∗
2 2`
r∗
r
(r1−r)d
2 2kr∗2k
r∗
r (r1−r)d2j
r∗
r (r−r1)(d−1)‖ ̂Pk+`gjm′‖2r∗2r
2r−r1
)1− r2r∗
.
That is,
(∗) . 2` r∗r (1− r12 +ar rr∗+− r2− (r1−r)d2 )(∑
j
(∑
m
2kr∗2k
r∗
r (r1−r)d2j
r∗
r (r−r1)(d−1)‖P̂kgjm‖2r∗2r
2r−r1
+
∑
m′
2(k+`)r∗2(k+`)
r∗
r (r1−r)d2j
r∗
r (r−r1)(d−1)‖ ̂Pk+`gjm′‖2r∗2r
2r−r1
) 1
r∗
)r2
×
(∑
j
∑
m
2kr∗2k
r∗
r (r1−r)d2j
r∗
r (r−r1)(d−1)‖P̂kgjm‖2r∗2r
2r−r1
+
∑
m′
2(k+`)r∗2(k+`)
r∗
r (r1−r)d2j
r∗
r (r−r1)(d−1)‖ ̂Pk+`gjm′‖2r∗2r
2r−r1
)1− r2r∗
.
Inserting into the estimate (12) and writing k′ = k + `, we get
‖eit
√
−4g‖Lq(Rd+1) .
(∑
`≥0
2`
1
r (1−
r1
2 +ar
r
r∗+−
r
2−
(r1−r)d
2 )
(∑
k
(∑
j
(∑
m
2kr∗2k
r∗
r (r1−r)d2j
r∗
r (r−r1)(d−1)‖P̂kgjm‖2r∗2r
2r−r1
) 1
r∗
)r2
× (∑
j
∑
m
2kr∗2k
r∗
r (r1−r)d2j
r∗
r (r−r1)(d−1)‖P̂kgjm‖2r∗2r
2r−r1
)1− r2r∗) 1r∗) 12 .
Setting p = 2r2r−r1 , we have that ‖eit
√
−4g‖Lq(Rd+1) is dominated by a constant multiple
of
(∑
`≥0
2`
1
r (1−
r1
2 +ar
r
r∗+−
r
2−
(r1−r)d
2 )
(∑
k
2kr∗
(∑
j
(∑
m
|τ j,km |r∗
p−2
p ‖P̂kgjm‖2r∗p
) 1
r∗
)r2
× (∑
j
∑
m
|τ j,km |r∗
p−2
p ‖P̂kgjm‖2r∗p
)1− r2r∗) 1r∗) 12 .
Taking suprema,
13
‖eit
√
−4g‖Lq(Rd+1) .
(∑
`≥0
2`
1
r (1−
r1
2 +ar
r
r∗+−
r
2−
(r1−r)d
2 )
(∑
k
2kc(r∗−r2) sup
j,m
|τ j,km |c(r∗−r2)
p−2
p ‖P̂kgjm‖2c(r∗−r2)p
× 2k(r∗−c(r∗−r2))
(∑
j
(∑
m
|τ j,km |r∗
p−2
p ‖P̂kgjm‖2r∗p
) 1
r∗
)r2
(∑
j
∑
m
|τ j,km |(1−c)r∗
p−2
p ‖P̂kgjm‖2(1−c)r∗p
)1− r2r∗) 1r∗) 12 ,
where (1− c)r∗ > 1, that is c < 1− 1r∗ . Using Lemma 2.3,
‖eit
√
−4g‖Lq(Rd+1)
.
(∑
`≥0
2`
1
r (1−
r1
2 +ar
r
r∗+−
r
2−
(r1−r)d
2 )
(∑
k
2kc(r∗−r2) sup
j,m
|τ j,km |c(r∗−r2)
p−2
p ‖P̂kgjm‖2c(r∗−r2)p 2k(r∗−c(r∗−r2))‖P̂kg‖2r∗−2c(r∗−r2)2
) 1
r∗
) 1
2
.
We want to be able to sum in `, therefore we require
1− r1
2
+ ar
r
r∗
− r
2
− (r1 − r)d
2
< 0.
For the case d = 2, this is insured by
r2 > 9(1− r12 ). (14)
For the cases d > 3, we require instead that
r2 >
2d(d+ 1)
(d− 3)(d− 1) − r1
(d+ 1)2
(d− 3)(d− 1) . (15)
Thus, summing in ` and taking a supremum in k,
‖eit
√
−4g‖Lq(Rd+1) . sup
j,m,k
2k
c
2 (1−
r2
r∗ )|τ j,km |
c
2 (1−
r2
r∗ )
p−2
p ‖P̂kgjm‖c(1−
r2
r∗ )
p(∑
k
2k(r∗−c(r∗−r2))‖P̂kg‖2r∗−2c(r∗−r2)2
) 1
2r∗
.
This can be rewritten as,
‖eit
√
−4g‖Lq(Rd+1) . sup
j,m,k
2k
c
2 (1−
r2
r∗ )|τ j,km |
c
2 (1−
r2
r∗ )
p−2
p ‖P̂kgjm‖c(1−
r2
r∗ )
p ‖g‖(1−c(1−
r2
r∗ ))
B˙
1
2
2,2r∗(1−c(1− r2r∗ ))
,
which is the desired inequality. We set θ = c
(r∗ − r2)
r∗
, where 0 ≤ c < 1− 1r∗ .
For d = 2, to ensure (14) we take
0 ≤ θ < 1
3
(
1− 2r2
3
)
< r1 − 53 .
For d > 3, to ensure (15) we take
0 ≤ θ < 2
d+ 1
(
1− (d− 1)r2
d+ 1
)
< r1
2
d− 3 −
2(d+ 3)
(d− 3)(d+ 1) ,
and we are done.

14
3. Profile decomposition with applications
We consider now the wave equation with general initial data u(·, 0) = u0, ∂tu(·, 0) = u1.
Its solution can be written as
u(·, t) = S(u0, u1)(·, t) = S+(u0, u1)(·, t) + S−(u0, u1)(·, t) (16)
=
1
2
(
eit
√
−4u0 +
1
i
eit
√
−4u1√−4
)
+
1
2
(
e−it
√
−4u0 − 1
i
e−it
√
−4u1√−4
)
,
where
√̂−4f(ξ) = |ξ|f̂(ξ). An easy consequence of the Strichartz inequality (1) is that
‖S(u0, u1)‖
L
2 d+1
d−1 (Rd+1)
≤ C‖(u0, u1)‖
H˙
1
2×H˙− 12 (Rd), (17)
where ‖(u0, u1)‖
H˙
1
2×H˙− 12 (Rd) is the norm in the product Sobolev space H˙
1
2 × H˙− 12 (Rd)
defined as
‖(u0, u1)‖2
H˙
1
2×H˙− 12 (Rd) = ‖u0‖
2
H˙
1
2 (Rd)
+ ‖u1‖2
H˙−
1
2 (Rd)
.
For (u0, u1) ∈ H˙ 12 ×H˙− 12 (Rd), the energy E(u0, u1) = ‖(u0, u1)‖
H˙
1
2×H˙− 12 (Rd) is conserved
for solutions of (16), that is, for all t ∈ R we have E(u(t), ∂tu(t)) = E(u0, u1).
We need to introduce some definitions in order to state the profile decomposition. For a
bounded sequence (u0,u1) = (u0,n, u1,n)n in H˙
1
2 × H˙− 12 (Rd) we define the value
‖(u0,u1)‖ = sup
n
‖(u0,n, u1,n)‖
H˙
1
2×H˙− 12 (Rd).
If {(rnj , `nj , wnj , xnj , tnj )n∈N}j∈N is a family of sequences in R+ \{0}× [1,∞)×Sd−1×Rd×R
and T
`nj
wn
j
is the rescaled Lorentz transformation defined in (7), then we say that the family
is orthogonal if one of the following properties is satisfied for all j 6= k:
A. Lorentz property
`nj
`nk
+
`nk
`nj
−→
n→∞+∞ (18)
B. Rescaling property
rnj
rnk
+
rnk
rnj
−→
n→∞+∞ (19)
C. Angular property
rnj ∼ rnk , `nj ∼ `nk and `nj |wnj − wnk | −→
n→∞+∞ (20)
D. Space-time translation property
rnj = r
n
k , `
n
j = `
n
k , w
n
j = w
n
k and
∣∣∣(T `njwn
j
)−1rnj (x
n
j − xnk , tnj − tnk )
∣∣∣ −→
n→∞+∞ (21)
For each (rnj , `
n
j , w
n
j , x
n
j , t
n
j ) ∈ R+ \ {0} × [1,∞)× Sd−1 ×Rd ×R, we define the transfor-
mations Γnj by
Γnj F (x, t) =
(rnj
`nj
) d−1
2
F
(
(T
`nj
wn
j
)−1rnj (x− xnj , t− tnj )
)
.
These transformations conserve the L2
d+1
d−1 norm, that is
‖Γnj F‖
L
2 d+1
d−1 (Rd+1)
= ‖F‖
L
2 d+1
d−1 (Rd+1)
.
The importance of the orthogonality of the sequences becomes clear in the following
lemmas, which will be proved in section 6.
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Lemma 3.1 Let d ≥ 2, {(rnj , `nj , wnj , xnj , tnj )n∈N}1≤j≤N in R+ × [1,∞) × Sd−1 × Rd × R,
be an orthogonal family of sequences, and {S(φj0, φj1)}1≤j≤N be a sequence of functions in
L2
d+1
d−1 (Rd+1). Then for every N ≥ 1 we have
lim sup
n→∞
‖
N∑
j=1
Γnj S(φ
j
0, φ
j
1)‖
2 d+1d−1
L
2 d+1
d−1 (Rd+1)
=
N∑
j=1
‖S(φj0, φj1)‖
2 d+1d−1
L
2 d+1
d−1 (Rd+1)
.
Lemma 3.2 Let d ≥ 2, {(rnj , `nj , wnj , xnj , tnj )n∈N}1≤j≤2 in R+ × [1,∞)× Sd−1 × Rd × R, be
two orthogonal sequences, and {S(φ10, φ11)} be a function in L2
d+1
d−1 (Rd+1) . Then we have
(Γn2 )
−1Γn1S(φ
1
0, φ
1
1) ⇀
n→∞ 0 weakly in L
2 d+1d−1 (Rd+1).
The following theorem is the main result of this section.
Theorem 3.1 Let (u0,n, u1,n)n be a bounded sequence in H˙
1
2 × H˙− 12 (Rd) with d ≥ 2.
Then, there exist a subsequence (still denoted (u0,n, u1,n)n), a sequence (φ
j
0, φ
j
1)j∈N ⊂ H˙
1
2 ×
H˙−
1
2 (Rd) and a family of orthogonal sequences {(rnj , `nj , wnj , xnj , tnj )n∈N}j∈N in R+ \ {0} ×
[1,∞)× Sd−1 × Rd × R, such that for every N ≥ 1,
S(u0,n, u1,n)(x, t) =
N∑
j=1
Γnj S(φ
j
0, φ
j
1)(x, t) + S(R
N
0,n, R
N
1,n)(x, t), (22)
with
lim
N→∞
lim sup
n→∞
‖S(RN0,n, RN1,n)‖
L
2 d+1
d−1 (Rd+1)
= 0. (23)
Furthermore, we also have for every N ≥ 1,
‖(u0,n, u1,n)‖2
H˙
1
2×H˙− 12 =
N∑
j=1
‖(φj0, φj1)‖2H˙ 12×H˙− 12 + ‖(R
N
0,n, R
N
1,n)‖2
H˙
1
2×H˙− 12 + o(1), n→∞.
(24)
The existence of maximizers for the Strichartz inequality, is an easy consequence of the
profile decomposition. For progress on closely related problems see [3], [7], [9], [11,12], [18],
[19], [20], [27], [43], [49], [53] and [54].
Corollary 3.1 Let d ≥ 2, then there exists a maximizing pair (ψ0, ψ1) ∈ H˙ 12 × H˙− 12 (Rd)
such that
‖S(ψ0, ψ1)‖
L
2 d+1
d−1 (Rd+1)
= W (d)‖(ψ0, ψ1)‖
H˙
1
2×H˙− 12 (Rd),
where
W (d) := sup{‖S(φ0, φ1)‖
L
2 d+1
d−1 (Rd+1)
: (φ0, φ1) ∈ H˙ 12 × H˙− 12 with ‖(φ0, φ1)‖
H˙
1
2×H˙− 12 (Rd)= 1}.
Proof. We choose (u0,n, u1,n) ∈ H˙ 12 × H˙− 12 such that ‖(u0,n, u1,n)‖
H˙
1
2×H˙− 12 (Rd) = 1 and
‖S(u0,n, u1,n)‖
L
2 d+1
d−1
−→
n→∞W (d). By the profile decomposition (22) together with (23),
W (d)2
d+1
d−1 = lim sup
n→∞
‖S(u0,n, u1,n)‖2
d+1
d−1
L
2 d+1
d−1 (Rd+1)
= lim
N→∞
lim sup
n→∞
‖
N∑
j=1
Γnj S(φ
j
0, φ
j
1)‖
2 d+1d−1
L
2 d+1
d−1 (Rd+1)
.
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By Lemma 3.1, this is equal to
∞∑
j=1
‖S(φj0, φj1)‖
2 d+1d−1
L
2 d+1
d−1 (Rd+1)
.
Using the Strichartz inequality (17) and (24), this is bounded by
W (d)2
d+1
d−1
∞∑
j=1
‖(φj0, φj1)‖
2 d+1d−1
H˙
1
2×H˙− 12
≤W (d)2 d+1d−1 (
∞∑
j=1
‖(φj0, φj1)‖2H˙ 12×H˙− 12 )
d+1
d−1 ≤W (d)2 d+1d−1 .
Therefore, in order to have equalities throughout, there should be exactly one term in the
sum, which yields the maximizing pair.

The proof of Theorem 3.1 will follow from the following proposition concerning com-
pactness. We first define the inverse transformation (Γnj )
−1 associated to (rnj , `
n
j , w
n
j , x
n
j , t
n
j )
as:
(Γnj )
−1F (x, t) =
( `nj
rnj
) d−1
2
F
(
T
`nj
wn
j
1
rnj
(x, t) + (xnj , t
n
j )
)
.
We observe that (Γnj )
−1Γnj F = F .
Proposition 3.1 Let d ≥ 2, and let (u0,n, u1,n)n be a sequence in H˙ 12 × H˙− 12 (Rd) such
that
‖(u0,n, u1,n)‖
H˙
1
2×H˙− 12 (Rd) ≤M and ‖S(u0,n, u1,n)‖L2 d+1d−1 (Rd+1) ≥ K.
Then, there exists a sequence (rnj0 , `
n
j0
, wnj0 , x
n
j0
, tnj0)n∈N in R
+ \ {0}× [1,∞)× Sd−1×Rd×R
such that, up to a subsequence,
(Γnj0)
−1S(u0,n, u1,n) ⇀
n→∞ U with ‖U‖L2 d+1d−1 (Rd+1) ≥ C(K,M).
The proof of Proposition 3.1 will occupy the next section.
4. Proof of Proposition 3.1
We will require two propositions before starting the proof of Proposition 3.1. The first
one gives a statement similar to Theorem 3.1 but under the stronger hypothesis of localized
frequency of the sequence. The principle arguments of the proof can be traced back to [44],
[24] and [1]. We will need the following lemma, a proof of which can be found in [45] for the
Schro¨dinger equation. The same proof works in this case.
Lemma 4.1 Let (φ0,n, φ1,n)n and (φ0, φ1) be in H˙
1
2 × H˙− 12 . The following statements are
equivalent:
(i) (φ0,n, φ1,n) ⇀
n→∞(φ0, φ1) weakly in H˙
1
2 × H˙− 12 (Rd).
(ii) S(φ0,n, φ1,n) ⇀
n→∞S(φ0, φ1) weakly in L
2 d+1d−1 (Rd+1).
Proposition 4.1 Let d ≥ 2 and (P0,n, P1,n)n be a bounded sequence in H˙ 12 × H˙− 12 (Rd)
such that
|P̂0,n|, |P̂1,n| . χF , (25)
where F ⊂ Rd \ {0} is a compact set.
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Then, there exist a subsequence (still denoted (P0,n, P1,n)n), a sequence (φα0 , φ
α
1 )α∈N, and
pairs {(ynα, snα)n∈N}α∈N in Rd × R, obeying
|ynα − ynα′ |+ |snα − snα′ | −→
n→∞+∞, for every α 6= α
′ (26)
such that
S(P0,n, P1,n)(x, t) =
A∑
α=1
S(φα0 , φ
α
1 )(x− ynα, t− snα) + S(PA0,n, PA1,n)(x, t), (27)
with
lim
n→∞ ‖S(P
A
0,n, P
A
1,n)‖2 d+1d−1 (Rd+1) −→A→+∞ 0, (28)
|φ̂α0 |, |φ̂α1 | ≤ χF for every α, (29)
and for every A ≥ 1, the orthogonality property
‖(P0,n, P1,n)‖2
H˙
1
2×H˙− 12 =
A∑
α=1
‖(φα0 , φα1 )‖2
H˙
1
2×H˙− 12 +‖(P
A
0,n, P
A
1,n)‖2
H˙
1
2×H˙− 12 +o(1) as n→∞ .
(30)
Proof. Letting (P0,P1) = (P0,n, P1,n)n be a bounded sequence in H˙
1
2 × H˙− 12 (Rd), we
define the set V(P0,P1) by
V(P0,P1) =

(φ0, φ1)
∈ H˙ 12 × H˙− 12
∣∣∣∣∣∣∣∣∣∣∣∣
there exists a family of pairs (xn, tn)
such that, up to a subsequence :
S(P0,n, P1,n)(x+ xn, tn) ⇀
n→∞φ0 weakly in H˙
1
2
∂tS(P0,n, P1,n)(x+ xn, tn) ⇀
n→∞φ1 weakly in H˙
− 12 .

,
and write
η(P0,P1) = sup
{
‖(φ0, φ1)‖
H˙
1
2×H˙− 12 ; (φ1, φ2) ∈ V(P0,P1)
}
.
As (P0,P1) is bounded, the set V(P0,P1) is not empty just by taking the sequence
(xn, tn) = (0, 0).
We begin by proving
lim sup
n→∞
‖S(P0,n, P1,n)‖2 d+1d−1 (Rd+1) . η(P0,P1)
θ for some θ > 0. (31)
Using Wolff’s linear restriction Theorem [64], we have for some p0 < 2, q0 < 2 d+1d−1 ,
lim sup
n→∞
‖S(P0,n,P1,n)‖
L
2 d+1
d−1 (Rd+1)
≤ lim sup
n→∞
‖S(P0,n, P1,n)‖
q0(d−1)
2(d+1)
Lq0 (Rd+1)‖S(P0,n, P1,n)‖
1− q0(d−1)2(d+1)
L∞(Rd+1)
. lim sup
n→∞
(‖P̂0,n‖Lp0 (Rd) + ‖P̂1,n‖Lp0 (Rd))
q0(d−1)
2(d+1) ‖S(P0,n, P1,n)‖
1− q0(d−1)2(d+1)
L∞(Rd+1) .
Using (25), this yields
lim sup
n→∞
‖S(P0,n, P1,n)‖
L
2 d+1
d−1 (Rd+1)
. lim sup
n→∞
‖S(P0,n, P1,n)‖
1− q0(d−1)2(d+1)
L∞(Rd+1) . (32)
Now, by the compact Fourier support of P0,n, P1,n, and Remark 2.1, we can deduce that
for some ψ̂ ∈ C∞0 (Rd+1), we have
S(P0,n, P1,n) = S(P0,n, P1,n) ∗ ψ.
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Hence, there exist (xn, tn) such that
lim sup
n→∞
‖S(P0,n, P1,n)‖L∞(Rd+1) . lim sup
n→∞
|(S(P0,n, P1,n) ∗ ψ)(xn, tn)|
= lim sup
n→∞
∣∣∣ ∫∫ ψ(−x,−t)S(P0,n, P1,n)(x+ xn, t+ tn)dxdt∣∣∣}
= lim sup
n→∞
∣∣∣ ∫∫ ψ(−x,−t)S(S(P0,n, P1,n)(·+ xn, tn), ∂tS(P0,n, P1,n)(·+ xn, tn))(x, t)dxdt∣∣∣.
Using Lemma 4.1 this is bounded by
sup
{∣∣∣ ∫ ∫ ψ(−x,−t)S(φ0, φ1)(x, t)dxdt∣∣∣ : (φ0, φ1) ∈ V(P0,P1)}.
By Ho¨lder’s inequality and the Strichartz inequality (17), this is bounded by a constant
multiple of
sup
{
‖(φ0, φ1)‖2
H˙
1
2×H˙− 12 : (φ0, φ1) ∈ V(P0,P1)
}
. η(P0,P1)2,
which yields (31).
We extract now the functions φα0 , φ
α
1 recursively. If η(P0,P1) = 0, then by (31) we can
take φα0 ≡ 0, φα1 ≡ 0 for all α and we are done. Otherwise, there exist (φ10, φ11) ∈ V(P0,P1)
such that
‖(φ10, φ11)‖H˙ 12×H˙− 12 ≥
1
2
η(P0,P1) > 0.
By the definition, we can choose a sequence (yn1 , s
n
1 ) ⊂ Rd×R such that, up to extracting
a subsequence, we have:
S(P0,n, P1,n)(x+ yn1 , s
n
1 ) ⇀
n→∞φ
1
0 weakly in H˙
1
2 ,
∂tS(P0,n, P1,n)(x+ yn1 , s
n
1 ) ⇀
n→∞φ
1
1 weakly in H˙
− 12 ,
where we observe that the functions φ10, φ
1
1 have Fourier support contained in F . We set
P10,n(x) := P0,n(x)− S(φ10, φ11)(x− yn1 ,−sn1 ),
P11,n(x) := P1,n(x)− ∂tS(φ10, φ11)(x− yn1 ,−sn1 ),
so that
S(P10,n, P
1
1,n)(x+ y
n
1 , s
n
1 ) ⇀
n→∞ 0 and ∂tS(P
1
0,n, P
1
1,n)(x+ y
n
1 , s
n
1 ) ⇀
n→∞ 0, (33)
and that P10,n, P
1
1,n have Fourier support contained in F . Now, for ψ with compact Fourier
support we have
‖ψ ∗ P0,n‖2
H˙
1
2
+ ‖ψ ∗ P1,n‖2
H˙−
1
2
=
∥∥S(ψ ∗ φ10, ψ ∗ φ11)(· − yn1 ,−sn1 )∥∥2H˙ 12 + ∥∥∂tS(ψ ∗ φ10, ψ ∗ φ11)(· − yn1 ,−sn1 )∥∥2H˙− 12
+
∥∥ψ ∗ P10,n∥∥2H˙ 12 + ∥∥ψ ∗ P11,n∥∥2H˙− 12 + 2〈ψ ∗ P10,n, S(ψ ∗ φ10, ψ ∗ φ11)(· − yn1 ,−sn1 )〉H˙ 12
+ 2
〈
ψ ∗ P11,n, ∂tS(ψ ∗ φ10, ψ ∗ φ11)(· − yn1 ,−sn1 )
〉
H˙−
1
2
=
∥∥ψ ∗ φ10∥∥2H˙ 12 + ∥∥ψ ∗ φ11∥∥2H˙− 12 + ∥∥ψ ∗ P10,n∥∥2H˙ 12 + ∥∥ψ ∗ P11,n∥∥2H˙− 12
+ 2
〈
ψ ∗ φ10, S(ψ ∗ P10,n, ψ ∗ P11,n)(·+ yn1 , sn1 )
〉
H˙
1
2
+ 2
〈
ψ ∗ φ11, ∂tS(ψ ∗ P10,n, ψ ∗ P11,n)(·+ yn1 , sn1 )
〉
H˙−
1
2
.
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Hence, using (33), we have∥∥(ψ∗P0,n, ψ ∗ P1,n)∥∥2H˙ 12×H˙− 12
=
∥∥(ψ ∗ φ10, ψ ∗ φ11)∥∥2H˙ 12×H˙− 12 + ∥∥(ψ ∗ P10,n, ψ ∗ P11,n)∥∥2H˙ 12×H˙− 12 + o(1) as n→∞.
Therefore, taking ψ appropriately and by (25), we conclude that |φ̂10(ξ)|, |φ̂11(ξ)|, |P̂10,n(ξ)|,
|P̂11,n(ξ)| . 1 almost everywhere.
If we take ψ̂ ≡ 1 in the set F ,∥∥(P0,n,P1,n)∥∥2H˙ 12×H˙− 12 = ∥∥(φ10, φ11)∥∥2H˙ 12×H˙− 12 + ∥∥(P10,n, P11,n)∥∥2H˙ 12×H˙− 12 + o(1).
Now, we repeat the above process replacing (P0,n, P1,n)n with (P10,n, P
1
1,n)n, observing that
the hypothesis on (P0,n, P1,n)n are also satisfied by (P10,n, P
1
1,n)n. If η(P
1
0, P
1
1) > 0, we get
φ20, φ
2
1, (y
n
2 , s
n
2 ) and (P
2
0,n, P
2
1,n)n.
To see that |sn1 − sn2 | + |yn1 − yn2 | −→
n→∞∞ we suppose otherwise. We could then find a
subsequence (still indexed by n) such that
sn1 − sn2 = sn∗ sn∗ → s∗. and yn1 − yn2 = yn∗ , yn∗ → y∗.
So that for every pair (h1, h2) ∈ H˙ 12 × H˙− 12 ,
〈S(P10,n, P11,n)(·+ yn2 , sn2 ), h1〉H˙ 12 + 〈∂tS(P
1
0,n, P
1
1,n)(·+ yn2 , sn2 ), h2〉H˙− 12
= 〈S(P10,n, P11,n)(·+ yn1 , sn1 ), S(h1, h2)(·+ yn∗ , sn∗ )〉H˙ 12
+ 〈∂tS(P10,n, P11,n)(·+ yn1 , sn1 ), ∂tS(h1, h2)(·+ yn∗ , sn∗ )〉H˙− 12 .
Thus by (33) and the strong convergence of S(h1, h2)(· + yn∗ , sn∗ ) → S(h1, h2)(· + y∗, s∗)
and ∂tS(h1, h2)(·+ yn∗ , sn∗ )→ ∂tS(h1, h2)(·+ y∗, s∗), we get
〈S(P10,n, P11,n)(·+ yn2 , sn2 ), h1〉H˙ 12 + 〈∂tS(P
1
0,n, P
1
1,n)(·+ yn2 , sn2 ), h2〉H˙− 12 → 0.
Recalling that S(P10,n, P
1
1,n)(·+ yn2 , sn2 ) ⇀ φ20, ∂tS(P10,n, P11,n)(·+ yn2 , sn2 ) ⇀ φ21, the unique-
ness of weak limits would imply that φ20 = 0 and φ
2
1 = 0, and therefore η(P
1
0, P
1
1) = 0,
which gives a contradiction. Iterating the process we get the pairs (φα0 , φ
α
1 )α, (y
n
α, s
n
α)α sat-
isfying (26), (27), (29) and (30). It remains to prove (28). Since (P0,n, P1,n)n is bounded in
H˙
1
2 × H˙− 12 and by (30),∑
α
‖(φα0 , φα1 )‖2
H˙
1
2×H˙− 12 ≤ lim supn→∞ ‖(P0,n, P1,n)‖
2
H˙
1
2×H˙− 12 ,
the series
∑
α
‖(φα0 , φα1 )‖2
H˙
1
2×H˙− 12 converges, so that
‖(φα0 , φα1 )‖2
H˙
1
2×H˙− 12 −→α→∞ 0.
Now, by construction we have
‖(φα0 , φα1 )‖2
H˙
1
2×H˙− 12 ≥
1
2
η(Pα−10 , P
α−1
1 ),
so that
η(PA0 , P
A
1 ) −→
A→∞
0,
and we are done by (31).

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Now, we extract the cores of our sequences, enabling us to satisfy the hypothesis of
Proposition 4.1. The key ingredient will be the Strichartz refinement proved in the second
section. The proof of the following proposition is an adaptation of a result in [6] (see also
[45]).
Proposition 4.2 Let (u0,n, u1,n)n be a bounded sequence in H˙
1
2 × H˙− 12 (Rd) with d ≥ 2.
Then, for every  > 0, there exist N = N(, ‖u0,u1‖), a family
{
(gi0,n, g
i
1,n)
}
1≤i≤N and a
family of sequences {(2kni , 2jni , θni )n∈N}1≤i≤N in R+ \ {0}× [1,∞)× Sd−1 that satisfy, up to
a subsequence,
(i) The rescaling, Lorentz or angular property:
2k
n
i
2k
n
i′
+
2k
n
i′
2kni
+
2j
n
i
2j
n
i′
+
2j
n
i′
2jni
+ 2j
n
i |θni − θni′ | →
n→∞∞ ∀ i 6= i
′.
(ii) Compact Fourier support:
supp(ĝi0,n), supp(ĝ
i
1,n) ⊂ T ni ,
with {
(ξ, |ξ|) ∈ Rd+1 : (ξ, |ξ|) = T 2j
n
i
θn
i
1
2kni
(ρ, |ρ|), ρ ∈ T ni
}
contained in a compact set, independent of n and i, that does not contain the origin.
(iii) Boundedness: there exists a C = C(, (u0,u1)) such that
2
kni
2 |ĝi0,n|, 2
−kni
2 |ĝi1,n| ≤ C|T ni |−
1
2 .
(iv) The smallness property:
‖S(u0,n, u1,n)−
N∑
i
S(gi0,n, g
i
1,n)‖
L
2 d+1
d−1 (Rd+1)
< .
(v) The almost orthogonality identity:
‖(u0,n, u1,n)‖2
H˙
1
2×H˙− 12 =
N∑
i=1
‖(gi0,n, gi1,n)‖2
H˙
1
2×H˙− 12
+ ‖(u0,n −
N∑
i=1
gi0,n, u1,n −
N∑
i=1
gi1,n)‖2
H˙
1
2×H˙− 12 .
Proof. Suppose first that ‖S(u0,n, u1,n)‖
L
2 d+1
d−1
≥ . By Theorem 1.1 and the expression (16)
we deduce that there exist p < 2 and 0 < θ < 1, for which
‖S(u0,n, u1,n)‖
L
2 d+1
d−1 (Rd+1)
. sup
k,j,m
2k
θ
2 |τ j,km |
θ
2
p−2
p (
∫
τj,km
|P̂ku0,n|p) θp ‖u0,n‖1−θ
H˙
1
2
+ sup
k,j,m
2−k
θ
2 |τ j,km |
θ
2
p−2
p (
∫
τj,km
|P̂ku1,n|p) θp ‖u1,n‖1−θ
H˙−
1
2
. 2kn1 θ2 |τ jn1 ,kn1mn1 |
θ
2
p−2
p (
∫
τ
jn1 ,k
n
1
mn1
|P̂kn1 u0,n|p)
θ
p ‖u0,n‖1−θ
H˙
1
2
+ 2−k
n
1
θ
2 |τ jn1 ,kn1mn1 |
θ
2
p−2
p (
∫
τ
jn1 ,k
n
1
mn1
|P̂kn1 u1,n|p)
θ
p ‖u1,n‖1−θ
H˙−
1
2
,
for some (kn1 , j
n
1 ,m
n
1 ). Here we used the fact that |a|+ |b| ≤ 2 max{|a|, |b|}.
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Setting u′0,n = 2
kn1
2 u0,n, u′1,n = 2
− k
n
1
2 u1,n, we have
 . |τ jn1 ,kn1mn1 |
θ
2
p−2
p (
∫
τ
jn1 ,k
n
1
mn1
|P̂kn1 u′0,n|p)
θ
p ‖u0,n‖1−θ
H˙
1
2
+ |τ jn1 ,kn1mn1 |
θ
2
p−2
p (
∫
τ
jn1 ,k
n
1
mn1
|P̂kn1 u′1,n|p)
θ
p ‖u1,n‖1−θ
H˙−
1
2
.
Thus,∫
τ
jn1 ,k
n
1
mn1
|P̂kn1 u′0,n|p + |P̂kn1 u′1,n|p & 
p
θ
[
max(‖u0,n‖
H˙
1
2
, ‖u1,n‖
H˙−
1
2
)
]p− pθ |τ jn1 ,kn1mn1 |1− p2 . (34)
We observe that p− pθ < 0, and define
cn = 
p
θ
[
max(‖u0,n‖
H˙
1
2
, ‖u1,n‖
H˙−
1
2
)
]p− pθ
. (35)
On the other hand,∫
τ
jn1 ,k
n
1
mn1
∩
{
| ̂Pkn1 u
′
0,n|>λ
} |P̂kn1 u′0,n|p ≤ ∫
τ
jn1 ,k
n
1
mn1
∩
{
| ̂Pkn1 u
′
0,n|>λ
} |P̂kn1 u′0,n|p
(
|P̂kn1 u′0,n|
λ
)2−p
=
‖Pkn1 u′0,n‖22
λ2−p
≤
‖u0,n‖2
H˙
1
2
λ2−p
,
and similarly ∫
τ
jn1 ,k
n
1
mn1
∩
{
| ̂Pkn1 u
′
1,n|>λ
} |P̂kn1 u′1,n|p ≤ ‖u1,n‖2H˙− 12λ2−p .
Therefore, setting
λ =
(
4 max(‖u0,n‖2
H˙
1
2
, ‖u1,n‖2
H˙−
1
2
)
cn
) 1
2−p
|τ jn1 ,kn1mn1 |
− 12 ,
we have by (34), that∫
τ
jn1 ,k
n
1
mn1
∩
{
| ̂Pkn1 u
′
0,n|≤λ
} |P̂kn1 u′0,n|p + ∫
τ
jn1 ,k
n
1
mn1
∩
{
| ̂Pkn1 u
′
1,n|≤λ
} |P̂kn1 u′1,n|p
=
∫
τ
jn1 ,k
n
1
mn1
|P̂kn1 u′0,n|p + |P̂kn1 u′1,n|p
− (
∫
τ
jn1 ,k
n
1
mn1
∩
{
| ̂Pkn1 u
′
0,n|>λ
} |P̂kn1 u′0,n|p + ∫
τ
jn1 ,k
n
1
mn1
∩
{
| ̂Pkn1 u
′
1,n|>λ
} |P̂kn1 u′1,n|p) ≥ cn2 |τ jn1 ,kn1mn1 |1− p2 ,
By Ho¨lder’s inequality∫
τ
jn1 ,k
n
1
mn1
∩
{
| ̂Pkn1 u
′
0,n|≤λ
} |P̂kn1 u′0,n|2 + ∫
τ
jn1 ,k
n
1
mn1
∩
{
| ̂Pkn1 u
′
1,n|≤λ
} |P̂kn1 u′1,n|2

p
2
(36)
≥ |τ jn1 ,kn1mn1 |
p
2−1(
∫
τ
jn1 ,k
n
1
mn1
∩
{
| ̂Pkn1 u
′
0,n|≤λ
} |P̂kn1 u′0,n|p + ∫
τ
jn1 ,k
n
1
mn1
∩
{
| ̂Pkn1 u
′
1,n|≤λ
} |P̂kn1 u′1,n|p) ≥ cn2 .
Now, defining
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f̂10,n = 2
− k
n
1
2 P̂kn1 u
′
0,nχτj
n
1 ,k
n
1
mn1
∩
{
| ̂Pkn1 u
′
0,n|≤λ
} = P̂kn1 u0,nχ
τ
jn1 ,k
n
1
mn1
∩
{
| ̂Pkn1 u0,n|≤2
− k
n
1
2 λ
} ,
f̂11,n = 2
kn1
2 P̂kn1 u
′
1,nχτj
n
1 ,k
n
1
mn1
∩
{
| ̂Pkn1 u
′
1,n|≤λ
} = P̂kn1 u1,nχ
τ
jn1 ,k
n
1
mn1
∩
{
| ̂Pkn1 u1,n|≤2
kn1
2 λ
} ,
these functions are supported in a set τ j
n
1 ,k
n
1
mn1
, and
|f̂10,n| ≤ 2−
kn1
2 λ = 2−
kn1
2 A|τ jn1 ,kn1mn1 |
− 12 , |f̂11,n| ≤ 2
kn1
2 λ = 2
kn1
2 A|τ jn1 ,kn1mn1 |
− 12 ,
where
A = −
p
θ(2−p) max(‖u0,n‖
H˙
1
2
, ‖u1,n‖
H˙−
1
2
)1+
p
θ(2−p) .
Moreover,
2k
n
1
∫
|f̂10,n|2 + 2−k
n
1
∫
|f̂11,n|2 ≥
(cn
2
) 2
p
.
We define now
(f0,n,1, f1,n,1) = (u0,n, u1,n)− (f10,n, f11,n).
If
‖S(u0,n, u1,n)− S(f10,n, f11,n)‖
L
2 d+1
d−1
= ‖S(f0,n,1, f1,n,1)‖
L
2 d+1
d−1
< ,
we are done. If not, we repeat the process with (f0,n,1, f1,n,1). And recursively we obtain
functions (f0,n,i, f1,n,i) = (f0,n,i−1, f1,n,i−1) − (f i0,n, f i1,n). We observe that the (f̂ i0,n, f̂ i1,n)i
have disjoint supports. The functions f̂ i0,n, f̂
i
1,n are compactly supported on some sets τ
jni ,k
n
i
mn
i
.
This is similar to (ii) with gi0,n, g
i
1,n replaced by f
i
0,n, f
i
1,n, and T ni replaced by τ j
n
i ,k
n
i
mn
i
.
As ‖f0,n,i‖
H˙
1
2
≤ ‖u0,n‖
H˙
1
2
, ‖f1,n,i‖
H˙
1
2
≤ ‖u1,n‖
H˙−
1
2
, we see that
|f̂ i0,n| ≤ 2−
kni
2 −
p
θ(2−p) max(‖f0,n,i−1‖
H˙
1
2
, ‖f1,n,i−1‖
H˙−
1
2
)1+
p
θ(2−p) |τ jni ,knimn
i
|− 12 (37)
≤ 2−
kni
2 A|τ jni ,knimn
i
|− 12
|f̂ i1,n| ≤ 2
kni
2 −
p
θ(2−p) max(‖f0,n,i−1‖
H˙
1
2
, ‖f1,n,i−1‖
H˙−
1
2
)1+
p
θ(2−p) |τ jni ,knimn
i
|− 12
≤ 2
kni
2 A|τ jni ,knimn
i
|− 12 .
This corresponds to (iii). Recalling that p− pθ < 0, we also have that
2k
n
i
∫
|f̂ i0,n|2 + 2−k
n
i
∫
|f̂ i1,n|2 ≥ (
p
θ max(‖f0,n,i−1‖
H˙
1
2
, ‖f1,n,i−1‖
H˙−
1
2
)p−
p
θ )
2
p ≥
(cn
2
) 2
p
.
(38)
Observe that û0,n−
Nn∑
i
f̂ i0,n and
Nn∑
i
f̂ i0,n have disjoints supports, as well as û1,n−
Nn∑
i
f̂ i1,n
and
Nn∑
i
f̂ i1,n. Thus
‖û0,n −
Nn∑
i
f̂ i0,n‖22 = ‖û0,n‖22 − ‖
Nn∑
i
f̂ i0,n‖22 = ‖û0,n‖22 −
Nn∑
i
‖f̂ i0,n‖22, (39)
‖û1,n −
Nn∑
i
f̂ i1,n‖22 = ‖û1,n‖22 − ‖
Nn∑
i
f̂ i1,n‖22 = ‖û1,n‖22 −
Nn∑
i
‖f̂ i1,n‖22. (40)
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Finally, using the Strichartz inquality (17),
‖S(u0,n, u1,n)−
Nn∑
i
S(f i0,n, f
i
1,n)‖2
L
2 d+1
d−1 (Rd+1)
= ‖S(u0,n −
Nn∑
i
f i0,n, u1,n −
Nn∑
i
f i1,n)‖2
L
2 d+1
d−1 (Rd+1)
.
∑
k
2k‖Pku0,n −
Nn∑
i
Pkf
i
0,n‖22 +
∑
k
2−k‖Pku1,n −
Nn∑
i
Pkf
i
1,n‖22.
By (39), (40) and Plancherel’s theorem, this is equal to
‖u0,n‖2
H˙
1
2
−
∑
k
2k
Nn∑
i
‖Pkf i0,n‖22 + ‖u1,n‖H˙− 12 −
∑
k
2−k
Nn∑
i
‖Pkf i1,n‖22.
As every pair f̂ i0,n, f̂
i
1,n is supported in an annulus Akni , this is equal to
‖u0,n‖2
H˙
1
2
−
Nn∑
i
2k
n
i ‖f i0,n‖22 + ‖u1,n‖2
H˙−
1
2
−
Nn∑
i
2−k
n
i ‖f i1,n‖22.
Finally, by (38), this is bounded by
. ‖u0,n‖2
H˙
1
2
+ ‖u1,n‖2
H˙−
1
2
−Nn(cn2 )
2
p .
Thus, taking Nn sufficiently large, we conclude (iv) and by (39), (40) we also conclude
(v), replacing gi0,n, g
i
1,n by f
i
0,n, f
i
1,n, and T ni by τ j
n
i ,k
n
i
mn
i
.
We remark that as (u0,n, u1,n)n is bounded in H˙
1
2 × H˙− 12 (Rd), the sequence cn defined in
(35) is bounded below and so the sequence Nn is bounded above. Letting N = sup
n
Nn, we
set (f i0,n, f
i
1,n) = (0, 0) and (2
kni , 2j
n
i , wnmi) = (1, 1,w) with any w ∈ Sd−1, for Nn < i ≤ N .
Similarly when ‖S(u0,n, u1,n)‖
L
2 d+1
d−1
<  we take (f i0,n, f
i
1,n) = (0, 0) and (2
kni , 2j
n
i , wnmi) =
(1, 1,w) for 1 ≤ i ≤ N .
The family (2k
n
i , 2j
n
i , wmn
i
)1≤i≤N obtained, does not necessarily satisfy (i), but as we will
see, it will be enough to reorganize it.
By taking a subsequence, if necessary, we can assume that for every ` 6= `′, either
2k
n
`′
2k
n
`
+
2k
n
`
2k
n
`′
+
2j
n
`′
2j
n
`
+
2j
n
`
2j
n
`′
+ 2j
n
` |wmn
`
− wmn
`′
| →
n→∞∞,
or
2k
n
`′
2k
n
`
+
2k
n
`
2k
n
`′
+
2j
n
`′
2j
n
`
+
2j
n
`
2j
n
`′
+ 2j
n
` |wmn
`
− wmn
`′
| ≤ C.
We introduce the following equivalence relation: ` ∼ `′ if
2k
n
`′
2k
n
`
+
2k
n
`
2k
n
`′
+
2j
n
`′
2j
n
`
+
2j
n
`
2j
n
`′
+ 2j
n
` |wmn
`
− wmn
`′
| 6→
n→∞
∞,
for 0 ≤ `, `′ ≤ N . Denoting the equivalence classes by {Li}1≤i≤NL , where NL ≤ N ,
gi0,n =
∑
`∈Li
f `0,n, g
i
1,n =
∑
`∈Li
f `1,n, and rename (k
n
i , j
n
i , θ
n
i ) = (k
n
` , j
n
` , w
n
m`
) for some ` ∈ Li.
As (gi0,n, g
i
1,n)i clearly satisfy the properties (iv) and (v), we just need to check the prop-
erties (ii) and (iii).
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Setting
T ni =
⋃
`∈Li
τ
jn` ,k
n
`
mn
`
C1,i = C1,i(, (u0,u1)) = max
n
max
`,`′∈Li
{
2k
n
`′
2k
n
`
+
2k
n
`
2k
n
`′
}
<∞
C2,i = C2,i(, (u0,u1)) = max
n
max
`,`′∈Li
{
2j
n
`′
2j
n
`
+
2j
n
`
2j
n
`′
}
<∞
C3,i = C3,i(, (u0,u1)) = max
n
max
`,`′∈Li
{
2j
n
` |wmn
`
− wmn
`′
|
}
<∞,
the supports of ĝi0,n, ĝ
i
1,n are contained in T ni , and for ξ ∈ T ni we have
1
2kni
(ξ, |ξ|) ⊂⋃
`∈Li
τ˜
jn` ,k
n
` −kni
mn
`
, which is contained in a compact set supported away from the origin. Also,
for ξ ∈ τ jn` ,kn` −knimn
`
with ` ∈ Li, we have
∠(ξ, θni ) ≤ |θni − wnmn
`
|+ 2−jn`
≤ 2−jni C3,i + 2−jni C2,i = 2−jni (C2,i + C3,i),
and therefore for ξ ∈ T ni we have that T 2
jni
θn
i
1
2kni
(ξ, |ξ|) is contained in a compact set inde-
pendent of i and n, which does not contain the origin. Thus, we get the property (ii).
The property (iii) is clear as we have
2
kni
2 |ĝi0,n|, 2−
kni
2 |ĝi1,n| ≤ C
d+1
2
1,i C
d−1
2
2,i C(, ‖u0,u1‖)|T ni |−
1
2 ≤ C(, (u0,u1))|T ni |−
1
2 .

In [51], we will require a slightly different version of the previous lemma which we state
now. Notice that if we do not require the orthogonality property (i) of Lemma 4.2, the bound
on the functions (37) depends only on the parameters  and ‖(u0, u1)‖
H˙
1
2×H˙− 12 . Thus, the
constant which appears in the boundedness property (ii) in the following, depends only on
these parameters.
Lemma 4.2 Let (u0, u1) ∈ H˙ 12 × H˙− 12 (Rd) with d ≥ 2 and ‖S(u0, u1)‖
L
2 d+1
d−1 (Rd+1)
≥ .
Then, for every  > 0, there exist N = N(, ‖(u0, u1)‖
H˙
1
2×H˙− 12 ), A = A(, ‖(u0, u1)‖H˙ 12×H˙− 12 ),
a family of pairs of functions
{
(f i0, f
i
1)
}
1≤i≤N and a family of sectors
{
τ ji,kimi
}
1≤i≤N that
satisfy
(i) compact Fourier support:
supp(f̂ i0), supp(f̂
i
1) ⊂ τ ji,kimi ,
(ii) boundedness:
2
kni
2 |f̂ i0|, 2
−kni
2 |f̂ i1| ≤ A|τ ji,kimi |−
1
2 ,
(iii) closeness:
‖S(u0, u1)−
N∑
i=1
S(f i0, f
i
1)‖
L
2 d+1
d−1 (Rd+1)
< ,
(iv) orthogonality:
‖(u0, u1)‖2
H˙
1
2×H˙− 12 =
N∑
i=1
‖(f i0, f i1)‖2
H˙
1
2×H˙− 12 + ‖(u0 −
N∑
i=1
f i0, u1 −
N∑
i=1
f i1)‖2
H˙
1
2×H˙− 12 .
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In order to prove Proposition 3.1, the difficulty now is to deal with the upper and lower
cones, namely the S+ and S− parts. The following lemma helps us to link the Propositions
4.1 and 4.2.
Lemma 4.3 Let {(gi0,n, gi1,n)n∈N}1≤i≤N1 be a family of sequences in H˙
1
2 × H˙− 12 (Rd) which
satisfies (ii) and (iii) of Proposition 4.2.
Then there exist N2 ≤ 2N1, a family of sequences {(rnj , `nj , wnj )n∈N}1≤j≤N2 which satisfies,
up to a subsequence,
rnj
rnj′
+
rnj′
rnj
+
`nj
`nj′
+
`nj′
`nj
+ `nj |wnj − wnj′ | →
n→∞∞ ∀ j 6= j
′, (41)
and a family of sequences {(P j0,n, P j1,n)}1≤j≤N2 in H˙
1
2 × H˙− 12 (Rd), which satisfies, for every
j,
|P̂ j0,n|, |P̂ j1,n| . χF , (42)
where F ⊂ Rd \ {0} is a compact set, and such that
N1∑
i=1
S(gi0,n, g
i
1,n)(x, t) =
N2∑
j=1
(rnj
`nj
) d−1
2
S(P j0,n, P
j
1,n)
(
(T
`nj
wn
j
)−1rnj (x, t)
)
. (43)
Proof. Setting (rni , `
n
i , w
n
i ) = (2
kni , 2j
n
i , θni ), by (ii) and (iii) of Proposition 4.2, the functions
P i0,n, P
i
1,n defined as
S(P i0,n, P
i
1,n)(x, t) =
( `ni
rni
) d−1
2
(
S+(gi0,n, g
i
1,n)(T
`ni
wn
i
1
rni
(x, t)) + S−(gi0,n, g
i
1,n)(T
`ni
−wn
i
1
rni
(x, t))
)
,
satisfy (42). We have
N1∑
i=1
S(gi0,n, g
i
1,n)(x, t) =
N1∑
i=1
(rni
`ni
) d−1
2
S+(P i0,n, P
i
1,n)
(
(T `
n
i
wn
i
)−1rni (x, t)
)
+
(rni
`ni
) d−1
2
S−(P i0,n, P
i
1,n)
(
(T `
n
i
−wn
i
)−1rni (x, t)
)
,
which is slightly different to (43). To overcome this, we redefine the functions P i0,n, P
i
1,n. We
have that if (rn1 , `
n
1 , w
n
1 ) is orthogonal in the sense of (41), to every (r
n
i , `
n
i ,−wni ), we define
S(P 10,n, P
1
1,n)(x, t) =
( `n1
rn1
) d−1
2
S+(g10,n, g
1
1,n)(T
`n1
wn1
1
rn1
(x, t)),
S(P 20,n, P
2
1,n)(x, t) =
( `n1
rn1
) d−1
2
S−(g10,n, g
1
1,n)(T
`n1
−wn1
1
rn1
(x, t)).
These functions, by (ii) and (iii) of Proposition 4.2, satisfy (42).
If instead (rn1 , `
n
1 , w
n
1 ) is not orthogonal to some (r
n
i , `
n
i ,−wni ) with 1 ≤ i ≤ N , then,
taking a subsequence we can assume
rn1
rni
+
rni
rn1
+
`n1
`ni
+
`ni
`n1
+ `n1 |wn1 + wni | ≤ C. (44)
We define
S(P 10,n, P
1
1,n)(x, t) =
( `n1
rn1
) d−1
2
(
S+(g10,n, g
1
1,n)(T
`n1
wn1
1
rn1
(x, t)) + S−(gi0,n, g
i
1,n)(T
`n1
wn1
1
rn1
(x, t))
)
.
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In this case we have that P 10,n, P
1
1,n is Fourier supported in K+ ∪K−, where
K+ :=
{
ξ ∈ Rd : (ξ, |ξ|) = T `n1wn1
1
rn1
(ρ, |ρ|), ρ ∈ T n1
}
,
K− :=
{
ξ ∈ Rd : (ξ, |ξ|) = T `n1wn1
1
rn1
(ρ,−|ρ|), ρ ∈ T ni
}
.
By (ii) of Proposition 4.2, K+ is contained in a compact set that does not contain the
origin. Regarding K−, we can rewrite it as
K− =
{
ξ ∈ Rd : (ξ, |ξ|) = T `n1wn1 (T
`ni
−wn
i
)−1
rni
rn1
(
T
`ni
−wn
i
1
rni
(ρ,−|ρ|)), ρ ∈ T ni },
and by (44), we have that for every compact K ∈ Rd+1 which does not contain the origin,
the set
K ′ = T `
n
1
wn1
(T `
n
i
−wn
i
)−1
rni
rn1
K,
is also compact and does not contain the origin.
Again by (44), we have
|P̂ 10,n|, |P̂ 11,n| ≤ C
(
1 +
(`ni
`n1
) d−1
2
(rn1
rni
) d+1
2
)
. C,
where C is the constant of (iii) in Proposition 4.2. Thus the functions P 10,n, P
1
1,n satisfy (42).
We observe that there can only exist one index i with (rni , `
n
i ,−wni ) not orthogonal to
(rn1 , `
n
1 , w
n
1 ). Indeed, if there were two indices i, i
′ with (rni , `
n
i ,−wni ) and (rni′ , `ni′ ,−wni′) not
orthogonal to (rn1 , `
n
1 , w
n
1 ), then (r
n
i , `
n
i ,−wni ) and (rni′ , `ni′ ,−wni′) would not be orthogonal
aso that (rni , `
n
i , w
n
i ) and (r
n
i′ , `
n
i′ , w
n
i′) would not be either, which is a contradiction.
Then it is clear that if we iterate the process for (rni , `
n
i , w
n
i ) with i ≤ N , we obtain
N2 functions {P j0,n, P j1,n}1≤j≤N2 with N2 ≤ 2N1, which satisfy (42), and renaming the wnj
if necessary, a family of sequences {rnj , `nj , wnj }1≤j≤N2 which satisfies (41). Noting that if
(rn1 , `
n
1 , w
n
1 ) is not orthogonal to (r
n
i , `
n
i ,−wni ), then (rni , `ni , wni ) is also not orthogonal to
(rn1 , `
n
1 ,−wn1 ), the term( `ni
rni
) d−1
2
(
S+(gi0,n, g
i
1,n)(T
`ni
wn
i
1
rni
(x, t)) + S−(g10,n, g
1
1,n)(T
`ni
wn
i
1
rni
(x, t))
)
will appear in the process as one of the S(P j0,n, P
j
1,n). We therefore obtain (43).

Proof of Proposition 3.1. By Proposition 4.2, for every  > 0 and for every n, there exists
a family of functions
{
(gi0,n, g
i
1,n)
}
1≤i≤N1 and (Q
N1
0,n, Q
N1
1,n) such that
S(u0,n, u1,n)(x, t) =
N1∑
i=1
S(gi0,n, g
i
1,n)(x, t) + S(Q
N1
0,n, Q
N1
1,n)(x, t), (45)
with
lim sup
n→∞
∥∥∥S(QN10,n, QN11,n)∥∥∥
L
2 d+1
d−1 (Rd+1)
<

2
, (46)
satisfying (ii) and (iii) of Proposition 4.2 and
‖(u0,n, u1,n)‖2
H˙
1
2×H˙− 12 =
N1∑
i=1
‖(gi0,n, gi1,n)‖2
H˙
1
2×H˙− 12 + ‖(Q
N1
0,n, Q
N1
1,n)‖2H˙ 12×H˙− 12 . (47)
27
Now, by Lemma 4.3, we can write
S(u0,n, u1,n)(x, t) =
N2∑
j=1
(rnj
`nj
) d−1
2
S(P j0,n, P
j
1,n)
(
(T
`nj
wn
j
)−1rnj (x, t)
)
+ S(QN10,n, Q
N1
1,n)(x, t),
where N2 ≤ 2N1, {(rnj , `nj , wnj )}1≤j≤N2 is a family of sequences which obeys (41), and the
family of sequences {(P j0,n, P j1,n)n∈N}1≤j≤N2 satisfies (42).
By Proposition 4.1 applied to
(
P j0,n, P
j
1,n
)
n∈N for each j, we have the decomposition
S(u0,n, u1,n)(x, t) =
N2∑
j=1
A∑
α=1
(rnj
`nj
) d−1
2
S(φj,α0 , φ
j,α
1 )
(
(T
`nj
wn
j
)−1rnj (x− xnj,α, t− tnj,α)
)
+
N2∑
j=1
(rnj
`nj
) d−1
2
S(PA0,j,n, P
A
1,j,n)
(
(T
`nj
wn
j
)−1rnj (x, t)
)
+ S(QN10,n, Q
N1
1,n)(x, t)
:=
N2∑
j=1
A∑
α=1
Γn(j,α)S(φ
j,α
0 , φ
j,α
1 )(x, t)
+
N2∑
j=1
(rnj
`nj
) d−1
2
S(PA0,j,n, P
A
1,j,n)
(
(T
`nj
wn
j
)−1rnj (x, t)
)
+ S(QN10,n, Q
N1
1,n)(x, t),
where (xnj,α, t
n
j,α) = T
`nj
wn
j
(ynj,α, s
n
j,α)
rni
, and with the sequences associated to Γn(j,α) being
(rnj , `
n
j , w
n
j , x
n
j,α, t
n
j,α). Moreover
|ynj,α − ynj,α′ |+ |snj,α − snj,α′ | −→
n→∞+∞, for every (j, α) 6= (j, α
′), (48)
and for each j,
lim
A→∞
lim
n→∞ ‖S(P
A
0,j,n, P
A
1,j,n)‖
L
2 d+1
d−1 (Rd+1)
= 0.
We choose A so that
lim
n→∞ ‖S(P
A
0,j,n, P
A
1,j,n)‖
L
2 d+1
d−1 (Rd+1)
<

2N2
, (49)
for every 1 ≤ j ≤ N2. Therefore if we denote
S(R0,n, R1,n)(x, t) =
N2∑
j=1
(rnj
`nj
) d−1
2
S(PA0,j,n, P
A
1,j,n)
(
(T
`nj
wn
j
)−1rnj (x, t)
)
+ S(QN10,n, Q
N1
1,n)(x, t),
we have, relabeling the pairs (j, α) and taking N = A ·N2,
S(u0,n, u1,n)(x, t) =
N∑
j=1
Γnj S(φ
j
0, φ
j
1)(x, t) + S(R0,n, R1,n)(x, t), (50)
such that from (46) and (49)
lim sup
n→∞
‖S(R0,n, R1,n)‖
L
2 d+1
d−1 (Rd+1)
< , (51)
from (30) and (47)
‖(u0,n, u1,n)‖2
H˙
1
2×H˙− 12
=
N∑
j=1
‖(φj0, φj1)‖2H˙ 12×H˙− 12 + ‖(R0,n, R1,n)‖
2
H˙
1
2×H˙− 12 + o(1), n→∞, (52)
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and by (48) and (41), we can take a subsequence which is orthogonal. Now, by Lemma 3.1,
taking a subsequence, we have
lim sup
n→∞
‖
N∑
j=1
Γnj S(φ
j
0, φ
j
1)‖
2 d+1d−1
L
2 d+1
d−1 (Rd+1)
=
N∑
j=1
‖S(φj0, φj1)‖
2 d+1d−1
L
2 d+1
d−1 (Rd+1)
,
so that taking  ≤ K2 , by (50) and (51),
2
N∑
j=1
‖S(φj0, φj1)‖
2 d+1d−1
L
2 d+1
d−1 (Rd+1)
≥ K2 d+1d−1 .
By Ho¨lder, the Strichartz inequality (17), (52) and the hypothesis,
N∑
j=1
‖S(φj0, φj1)‖
2 d+1d−1
L
2 d+1
d−1 (Rd+1)
. sup
j
‖S(φj0, φj1)‖
4
d−1
L
2 d+1
d−1 (Rd+1)
N∑
j=1
‖(φj0, φj1)‖2H˙ 12×H˙− 12
. sup
j
‖S(φj0, φj1)‖
4
d−1
L
2 d+1
d−1 (Rd+1)
lim sup
n→∞
‖(u0,n, u1,n)‖2
H˙
1
2×H˙− 12
. sup
j
‖S(φj0, φj1)‖
4
d−1
L
2 d+1
d−1 (Rd+1)
M2,
so that, there exists j0 such that
‖S(φj00 , φj01 )‖
4
d−1
L
2 d+1
d−1 (Rd+1)
& K
2 d+1d−1
M2
.
Taking the inverse transformation (Γnj0)
−1, we get from (50),
(Γnj0)
−1S(u0,n, u1,n)
= S(φj00 , φ
j0
1 ) +
N∑
j=1, j 6=j0
(Γnj0)
−1Γnj S(φ
j
0, φ
j
1) + (Γ
n
j0)
−1S(R0,n, R1,n).
By Lemma 3.2, we have for every j 6= j0,
(Γnj0)
−1Γnj S(φ
j
0, φ
j
1) ⇀n→∞ 0
and therefore
(Γnj0)
−1S(u0,n, u1,n) ⇀
n→∞ U = S(φ
j0
0 , φ
j0
1 ) + W,
where W is the weak limit of (Γnj0)
−1S(R0,n, R1,n). Now, as
‖W‖
L
2 d+1
d−1 (Rd+1)
≤ lim sup
n→∞
‖(Γnj0)−1S(R0,n, R1,n)‖L2 d+1d−1 (Rd+1) < ,
we conclude that
‖U‖
L
2 d+1
d−1 (Rd+1)
& K
2 d+1d−1
M2
again taking  sufficiently small, and the proof is complete.

5. Proof of Theorem 3.1
We require the following lemma, which is a simplification of Proposition 4.1, with a weaker
hypothesis, but with a weaker smallness of the remainder property and considered together
with the space-time translations, the Lorentz symmetries and rescalings.
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Letting (u0,u1) = (u0,n, u1,n)n be a bounded sequence in H˙
1
2 × H˙− 12 (Rd), we define the
set W(u0,u1) by
W(u0,u1) =

(φ0, φ1)
∈ H˙ 12 × H˙− 12
∣∣∣∣∣∣∣∣∣∣∣∣
there exist transformations Γn
such that, up to a subsequence :
(Γn)−1S(u0,n, u1,n)(x, 0) ⇀
n→∞φ0 weakly in H˙
1
2
∂t(Γn)−1S(u0,n, u1,n)(x, 0) ⇀
n→∞φ1 weakly in H˙
− 12 .

,
and write
µ(u0,u1) = sup
{
‖(φ0, φ1)‖
H˙
1
2×H˙− 12 ; (φ1, φ2) ∈ W(u0,u1)
}
.
Lemma 5.1 Let d ≥ 2 and (u0,n, u1,n)n be a bounded sequence in H˙ 12 × H˙− 12 (Rd) Then,
there exist a subequence (still denoted (u0,n, u1,n)n), a sequence (φα0 , φ
α
1 )α, and a family of
orthogonal sequences {(rnα, `nα, wnα, xnα, tnα)n∈N}α in R+× [1,∞)×Sd−1×Rd×R, α ∈ N such
that
S(u0,n, u1,n)(x, t) =
N∑
α=1
ΓnαS(φ
α
0 , φ
α
1 )(x, t) + S(R
N
0,n, R
N
1,n)(x, t), (53)
with
µ(RN0 ,R
N
1 ) −→
N→+∞
0 where (RN0 ,R
N
1 ) = (R
N
0,n, R
N
1,n)n, (54)
and the orthogonality property
‖(u0,n, u1,n)‖2
H˙
1
2×H˙− 12 =
N∑
α=1
‖(φα0 , φα1 )‖2
H˙
1
2×H˙− 12 +‖(R
N
0,n, R
N
1,n)‖2
H˙
1
2×H˙− 12 +o(1) as n→∞ .
(55)
Proof. The proof is analogous to that of Proposition 4.1, where we just have to ensure that
the sequences are orthogonal. We include the argument for completeness.
We extract the functions φα0 , φ
α
1 recursively. If µ(u0,u1) = 0, then we can take φ
α
0 ≡ 0,
φα1 ≡ 0 for all α and we are done. Otherwise, there exists (φ10, φ11) ∈ W(u0,u1) such that
‖(φ10, φ11)‖H˙ 12×H˙− 12 ≥
1
2
µ(u0,u1) > 0.
By the definition, we can choose a sequence (rn1 , `
n
1 , w
n
1 , x
n
1 , t
n
1 ) in R+ × [1,∞) × Sd−1 ×
Rd × R such that, up to extracting a subsequence, we have:
(Γn1 )
−1S(u0,n, u1,n)(x, 0) ⇀
n→∞φ
1
0 weakly in H˙
1
2 ,
∂t(Γn1 )
−1S(u0,n, u1,n)(x, 0) ⇀
n→∞φ
1
1 weakly in H˙
− 12 .
We set
R10,n(x) := u0,n(x)− Γn1S(φ10, φ11)(x, 0),
R11,n(x) := u1,n(x)− ∂tΓn1S(φ10, φ11)(x, 0),
so that
(Γn1 )
−1S(R10,n, R
1
1,n)(x, 0) ⇀
n→∞ 0 and ∂t(Γ
n
1 )
−1S(R10,n, R
1
1,n)(x, 0) ⇀
n→∞ 0. (56)
Now,
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‖u0,n‖2
H˙
1
2
+ ‖u1,n‖2
H˙−
1
2
=
∥∥Γn1S(φ10, φ11)(·, 0)∥∥2H˙ 12 + ∥∥∂tΓn1S(φ10, φ11)(·, 0)∥∥2H˙− 12
+
∥∥R10,n∥∥2H˙ 12 +∥∥R11,n∥∥2H˙− 12 +2〈R10,n,Γn1S(φ10, φ11)(·, 0)〉H˙ 12 +2〈R11,n, ∂tΓn1S(φ10, φ11)(·, 0)〉H˙− 12
=
∥∥Γn1S(φ10, φ11)(·, 0)∥∥2H˙ 12 + ∥∥∂tΓn1S(φ10, φ11)(·, 0)∥∥2H˙− 12 + ∥∥R10,n∥∥2H˙ 12 + ∥∥R11,n∥∥2H˙− 12
+ 2
〈
φ10, (Γ
n
1 )
−1S(R10,n, R
1
1,n)(·, 0)
〉
H˙
1
2
+ 2
〈
φ11, ∂t(Γ
n
1 )
−1S(R10,n, R
1
1,n)(·, 0)
〉
H˙−
1
2
= ‖φ10‖2
H˙
1
2
+ ‖φ11‖2
H˙−
1
2
+
∥∥R10,n∥∥2H˙ 12 + ∥∥R11,n∥∥2H˙− 12
+ 2
〈
φ10, (Γ
n
1 )
−1S(R10,n, R
1
1,n)(·, 0)
〉
H˙
1
2
+ 2
〈
φ11, ∂t(Γ
n
1 )
−1S(R10,n, R
1
1,n)(·, 0)
〉
H˙−
1
2
.
Therefore, by (56), we have∥∥(u0,n,u1,n)∥∥2H˙ 12×H˙− 12 = ∥∥(φ10, φ11)∥∥2H˙ 12×H˙− 12 + ∥∥(R10,n, R11,n)∥∥2H˙ 12×H˙− 12 + o(1).
We repeat the above process replacing (u0,n, u1,n)n with (R10,n, R
1
1,n)n. If µ(R
1
0,R
1
1) > 0,
we obtain φ20, φ
2
1, (r
n
2 , `
n
2 , w
n
2 , x
n
2 , t
n
2 ) and (R
2
0,n, R
2
1,n)n.
To prove that the orthogonality between Γn1 and Γ
n
2 we suppose otherwise. For every pair
(h1, h2) ∈ H˙ 12 × H˙− 12 ,
〈(Γn2 )−1S(R10,n, R11,n)(·, 0), h1〉H˙ 12 + 〈∂t(Γ
n
2 )
−1S(R10,n, R
1
1,n)(·, 0), h2〉H˙− 12
= 〈(Γn1 )−1S(R10,n, R11,n)(·, 0), (Γn1 )−1Γn2S(h1, h2)(·, 0)〉H˙ 12
+ 〈∂t(Γn1 )−1S(R10,n, R11,n)(·, 0), ∂t(Γn1 )−1Γn2S(h1, h2)(·, 0)〉H˙− 12 .
Thus, by (56) and the strong convergence of (Γn1 )
−1Γn2S(h1, h2)(·, 0) → ΓS(h1, h2)(·, 0)
and ∂t(Γn1 )
−1Γn2S(h1, h2)(·, 0) → ∂tΓS(h1, h2)(·, 0), where Γ is isometric in H˙
1
2 (see the
proof of Lemma 3.1 for more details) we obtain
〈(Γn2 )−1S(R10,n, R11,n)(·, 0), h1〉H˙ 12 + 〈∂t(Γ
n
2 )
−1S(R10,n, R
1
1,n)(·, 0), h2〉H˙− 12 → 0.
Recalling that (Γn2 )
−1S(R10,n, R
1
1,n)(·, 0) ⇀ φ20, ∂t(Γn2 )−1S(R10,n, R11,n)(·, 0) ⇀ φ21, the
uniqueness of weak limits would imply that φ20 = 0 and φ
2
1 = 0, and therefore µ(R
1
0,R
1
1) = 0,
which gives a contradiction. Iterating the process we get (φα0 , φ
α
1 )α and (r
n
α, `
n
α, w
n
α, x
n
α, t
n
α)α
satisfying (53) and (55). It remains to prove (54) but this is done exactly as in Proposition
4.1.

Proof of Theorem 3.1. We apply Lemma 5.1, so that it remains to prove
lim
N→∞
lim sup
n→∞
‖S(RN0,n, RN1,n)‖
L
2 d+1
d−1 (Rd+1)
= 0.
We suppose for a contradiction that
lim
N→∞
lim sup
n→∞
‖S(RN0,n, RN1,n)‖
L
2 d+1
d−1 (Rd+1)
6= 0.
Then we could find a subsequence Nk →∞, and K > 0, such that for every k ∈ N,
lim sup
n→∞
‖S(RNk0,n, RNk1,n)‖
L
2 d+1
d−1 (Rd+1)
≥ K.
On the other hand we have by (55),
lim sup
n→∞
‖(RNk0,n, RNk1,n)‖2H˙ 12×H˙− 12 ≤ lim supn→∞ ‖(u0,n, u1,n)‖
2
H˙
1
2×H˙− 12 =: M.
We will use these to violate Lemma 5.1.
By Proposition 3.1, for every k ∈ N, there exists a transformation that we denote Γnk ,
such that
(Γnk )
−1S(RNk0,n, R
Nk
1,n) ⇀n→∞S(R
Nk
0 , R
Nk
1 ) weakly in L
2 d+1d−1 , (57)
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with
‖S(RNk0 , RNk1 )‖
L
2 d+1
d−1 (Rd+1)
≥ C(K,M) > 0.
By the Strichartz inequality (17), we get
‖(RNk0 , RNk1 )‖H˙ 12×H˙− 12 & C(K,M) > 0. (58)
Now, Lemma 4.1 says that (57) is equivalent to(
(Γnk )
−1S(RNk0,n, R
Nk
1,n)(·, 0), (Γnk )−1∂tS(RNk0,n, RNk1,n)(·, 0)
)
= (RNk0,n, R
Nk
1,n) ⇀
n→∞(R
Nk
0 , R
Nk
1 ),
and we deduce that (RNk0 , R
Nk
1 ) ∈ W(RNk0 ,RNk1 ) for every k ∈ N. Then by (58),
µ(RNk0 ,R
Nk
1 ) & C(K,M),
which contradicts (54), and we are done.

6. Orthogonality
It remains to prove Lemmas 3.1 and 3.2. We will require the following lemma due to
Bahouri and Ge´rard [1].
Lemma 6.1 [1] For all p ∈ [2,∞),∣∣∣∣∣ N∑
j=1
aj
∣∣p − N∑
j=1
|aj |p
∣∣∣ ≤ CN∑
j 6=k
|aj ||ak|p−1.
We introduce also the following definition
Definition 6.1 Two sequences (rnj , `
n
j , w
n
j , x
n
j , t
n
j )n∈N, (r
n
k , `
n
k , w
n
k , x
n
k , t
n
k )n∈N are in balance
if
rnj `
n
k
rnk `
n
j
+
rnk `
n
j
rnj `
n
k
6→
n→∞
∞. (59)
Proof of Lemma 3.1. We can assume that ‖S(φj0, φj1)‖
L
2 d+1
d−1
t,x
≤ 1 for 1 ≤ j ≤ N . Using
Lemma 6.1 and that the transformations Γnj conserve the L
2 d+1d−1 (Rd+1),∣∣∣‖ N∑
j=1
Γnj S(φ
j
0, φ
j
1)‖
2 d+1d−1
L
2 d+1
d−1 (Rd+1)
−
N∑
j=1
‖S(φj0, φj1)‖
2 d+1d−1
L
2 d+1
d−1 (Rd+1)
∣∣∣
=
∣∣∣‖ N∑
j=1
Γnj S(φ
j
0, φ
j
1)‖
2 d+1d−1
L
2 d+1
d−1 (Rd+1)
−
N∑
j=1
‖Γnj S(φj0, φj1)‖
2 d+1d−1
L
2 d+1
d−1 (Rd+1)
∣∣∣
≤
∫ ∫ ∣∣∣∣∣ N∑
j=1
Γnj S(φ
j
0, φ
j
1)(x, t)
∣∣2 d+1d−1 − N∑
j=1
∣∣Γnj S(φj0, φj1)(x, t)∣∣2 d+1d−1 ∣∣∣dxdt
≤ CN
∫ ∫ ∑
j 6=k
∣∣Γnj S(φj0, φj1)(x, t)∣∣∣∣ΓnkS(φk0 , φk1)(x, t)∣∣ d+3d−1 dxdt.
For fixed j 6= k, we will prove that∫ ∫ ∣∣Γnj S(φj0, φj1)(x, t)∣∣∣∣ΓnkS(φk0 , φk1)(x, t)∣∣ d+3d−1 dxdt −→n→∞ 0.
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For R > 0, we define the sets
Λj,nR :=
{
(x, t) ∈ Rd × R : ∣∣(T `njwn
j
)−1rnj (x− xnj , t− tnj )
∣∣ < R}
and Λk,nR in the same way. We split
Rd × R = ((Rd × R) \ Λj,nR )⋃((Rd × R) \ Λk,nR )⋃(Λj,nR ∩ Λk,nR ),
and estimate the integral in these regions.
For every  > 0, there exists an R0 sufficiently big for which∫(
(Rd×R)\BR0
) ∣∣∣S(φj0, φj1)∣∣∣2 d+1d−1 dxdt < , ∫(
(Rd×R)\BR0
) ∣∣∣S(φk0 , φk1)∣∣∣2 d+1d−1 dxdt < ,
so that by Ho¨lder’s inequality and a change of variables,∫(
(Rd×R)\Λj,n
R0
) ∣∣Γnj S(φj0, φj1)(x, t)∣∣∣∣ΓnkS(φk0 , φk1)(x, t)∣∣ d+3d−1 dxdt
≤
(∫(
(Rd×R)\BR0
) ∣∣∣S(φj0, φj1)∣∣∣2 d+1d−1 dxdt) d−12(d+1)(∫ ∫ ∣∣∣S(φk0 , φk1)∣∣∣2 d+1d−1 dxdt) d+32(d+1) < ,
and in the same way∫(
(Rd×R)\Λk,n
R0
)∣∣Γnj S(φj0, φj1)(x, t)∣∣∣∣ΓnkS(φk0 , φk1)(x, t)∣∣ d+3d−1 dxdt < ,
so we have reduced the problem to show that there exists n0, such that if n > n0,∫
(Λj,n
R0
∩Λk,n
R0
)
∣∣Γnj S(φj0, φj1)(x, t)∣∣∣∣ΓnkS(φk0 , φk1)(x, t)∣∣ d+3d−1 dxdt < .
We define 0 < M <∞ by
‖S(φj0, φj1)χ|S(φj0,φj1)|>M‖L2 d+1d−1 (Rd+1), ‖S(φ
k
0 , φ
k
1)χ|S(φk0 ,φk1 )|>M‖L2 d+1d−1 (Rd+1) <

2
.
Splitting the integral and by Ho¨lder’s inequality∫
(Λj,n
R0
∩Λk,n
R0
)
∣∣Γnj S(φj0, φj1)(x, t)∣∣∣∣ΓnkS(φk0 , φk1)(x, t)∣∣ d+3d−1 dxdt
≤
∫
(Λj,n
R0
∩Λk,n
R0
)
∣∣Γnj S(φj0, φj1)(x, t)∣∣∣∣ΓnkS(φk0 , φk1)(x, t)∣∣ d+3d−1
χ{
(
`n
k
rn
k
)
d−1
2 |Γn
k
S(φk0 ,φ
k
1 )|>M
}⋃{
(
`n
j
rn
j
)
d−1
2 |Γn
j
S(φj0,φ
j
1)|>M
}(x, t)dxdt
+M2
d+1
d−1
(rnj
`nj
) d−1
2 (
rnk
`nk
)
d+3
2
∫ ∫
χΛj,n
R0
(x, t)χΛk,n
R0
(x, t)dxdt
≤‖Γnj S(φj0, φj1)χ
(
`n
j
rn
j
)
d−1
2 |Γn
j
S(φj0,φ
j
1)|>M
‖
L
2 d+1
d−1 (Rd+1)
‖ΓnkS(φk0 , φk1)‖
d+3
d−1
L
2 d+1
d−1 (Rd+1)
+ ‖Γnj S(φj0, φj1)‖
L
2 d+1
d−1 (Rd+1)
‖ΓnkS(φk0 , φk1)χ( `nk
rn
k
)
d−1
2 |Γn
k
S(φk0 ,φ
k
1 )|>M
‖
d+3
d−1
L
2 d+1
d−1 (Rd+1)
+M2
d+1
d−1 (
rnj
`nj
)
d−1
2 (
rnk
`nk
)
d+3
2
∫ ∫
χΛj,n
R0
(x, t)χΛk,n
R0
(x, t)dxdt
<

2
+M2
d+1
d−1 (
rnj
`nj
)
d−1
2 (
rnk
`nk
)
d+3
2
∫ ∫
χΛj,n
R0
(x, t)χΛk,n
R0
(x, t)dxdt.
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By a change of variables, it will suffice to prove that
In := (
rnj
`nj
)
d−1
2 (
rnk
`nk
)
d+3
2
∫ ∫
χB1((T
`nj
wn
j
)−1rnj (x− xnj , t− tnj ))
χB1((T
`nk
wn
k
)−1rnk (x− xnk , t− tnk )) dxdt (60)
is dominated by . , where B1 is the unit ball in Rd+1. We now, separate cases according
to the nature of the orthogonality on the sequences.
Case 1: The sequences satisfy the Rescaling or Lorentz property, and are not
in balance.
Using the change of variables (x, t) 7→ T `
n
j
wn
j
(x, t)
rnj
+ (xnj , t
n
j ), we get
In=
(rnk
`nk
`nj
rnj
) d+3
2
∫∫
χB1(x, t)χB1
(
(T `
n
k
wn
k
)−1T
`nj
wn
j
rnk
rnj
(x, t) + (T `
n
k
wn
k
)−1rnk (x
n
j − xnk , tnj − tnk )
)
dxdt,
which can be written as
In =
(rnk
`nk
`nj
rnj
) d+3
2
∣∣∣B1⋂((T `njwn
j
)−1T `
n
k
wn
k
rnj
rnk
(
B1 − (T `
n
k
wn
k
)−1rnk (x
n
j − xnk , tnj − tnk )
))∣∣∣, (61)
which is bounded by (rnk
`nk
`nj
rnj
) d+3
2 ∣∣B1∣∣.
If instead we use the change of variables (x, t) 7→ T `nkwn
k
(x, t)
rnk
+ (xnk , t
n
k ), we get
In =
(rnj
`nj
`nk
rnk
) d−1
2
∣∣∣B1⋂((T `nkwn
k
)−1T
`nj
wn
j
rnk
rnj
(
B1 − (T `
n
j
wn
j
)−1rnj (x
n
k − xnj , tnk − tnj )
))∣∣∣, (62)
which in this case is bounded by (rnj
`nj
`nk
rnk
) d−1
2 ∣∣B1∣∣.
Putting it together, we have
In ≤ min
((rnk
rnj
`nj
`nk
) d+3
2 ,
(rnj
rnk
`nk
`nj
) d−1
2
)
.
As (59) does not hold, we conclude the result.
Case 2: The sequences satisfy the Rescaling or Lorentz property, and are in
balance.
From (61), we can bound In by
In ≤ sup
(y0,s0),(y1,s1)∈Rd×R
(rnk
`nk
`nj
rnj
) d+3
2
∣∣∣(B1 + (y0, s0))⋂((T `njwn
j
)−1T `
n
k
wn
k
rnj
rnk
B1 + (y1, s1)
))∣∣∣.
It is easy to see that we have the maximal intersection when wnk = w
n
j ,
In ≤
(rnk
`nk
`nj
rnj
) d+3
2
∣∣∣(B1 + (yn0 , sn0 ))⋂(T `
n
k
`n
j
wn
k
rnj
rnk
B1 + (yn1 , s
n
1 )
))∣∣∣.
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We have that T
`nk
`n
j
wn
k
rnj
rnk
B1 is contained in a parallelepiped Pni,k of dimensions
rnj (`
n
k )
2
rnk (`
n
j )2
× r
n
j
rnk
×
`nkr
n
j
rnk `
n
j
× · · · × `
n
kr
n
j
rnk `
n
j
, and we can conclude that
In ≤
∣∣∣(B1 + (yn0 , sn0 ))⋂(Pni,k + (yn1 , sn1 ))∣∣∣ −→
n→∞ 0,
because if the sequence is in balance, then (19) implies (18) and viceversa.
Case 3: The sequences satisfy the Angular property.
We have that χB1((T
`nj
wn
j
)−1rnj (x − xnj , t − tnj )) is supported in a parallelepiped P1 :=
(`nj )
2
rn
j
× 1rn
j
× `
n
j
rn
j
× · · · × `
n
j
rn
j
with the smallest side pointing in the (wnj , 1) direction, and the
longest one in the (wnj ,−1) direction; as well as χB1((T `
n
k
wn
k
)−1rnk (x−xnk , t− tnk )) is supported
in a parallelepiped P2 :=
(`nk )
2
rn
k
× 1rn
k
× `nkrn
k
× · · · × `nkrn
k
with the smallest side pointing in the
(wnk , 1) direction, and the longest one in the (w
n
k ,−1) direction. We have then,
|P1 ∩ P2| . 1(rnk )d+1
(`nk )
d
|wnk − wnj |
.
Therefore, from (60) we get
In .
1
`nk |wnk − wnj |
.
By (20) we deduce the result.
Case 4: The sequences satisfy the Space-time translation property.
Suppose (21) holds, then we infer that
supp χB1
(
T
`nj
wn
j
(T `
n
k
wn
k
)−1
rnk
rnj
(x, t)
)
⊂n→∞ K, (63)
with K a fixed compact set.
By (21) and (63) we deduce that
χB1(x, t)χB1
(
(T `
n
k
wn
k
)−1T
`nj
wn
j
rnk
rnj
(x, t) + (T `
n
k
wn
k
)−1rnk (x
n
j − xnk , tnj − tnk )
)
−→
n→∞ 0
for all (x, t) ∈ Rd+1, and therefore by (61) we are done.

Proof of Lemma 3.2. We have to prove that
lim
n→∞
∫
g(x, t)(Γn2 )
−1Γn1S(φ
1
0, φ
1
1)(x, t)dxdt = 0
where g ∈ L2 d+1d+3 (Rd+1). By a change of variables, it is equivalent to prove
lim
n→∞
∫
Γn2 g(x, t)Γ
n
1S(φ
1
0, φ
1
1)(x, t)dxdt = 0,
which can be deduced by arguing as in the previous proof.

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