The variability of solar and wind generation increases transmission network operating costs associated with maintaining system stability. These ancillary services costs are likely to increase as a share of total energy costs in regions with ambitious renewable energy targets. We examine how efficient deployment of intermittent renewable generation capacity across locations depends on the costs of balancing real-time system demand and supply. We then show how locational marginal network tariffs can be designed to implement the efficient outcome for intermittent renewable generation unit location decisions. We demonstrate the practical applicability of this approach by applying our theory to obtain quantitative results for the California electricity market.
Introduction
The intermittency of solar and wind generation increases the cost of maintaining system stability and reliability. Examples of such ancillary services costs include automatic generation control, spinning reserves, non-spinning reserves, and fast ramping reserves. Historically, the share of intermittent renewable generation capacity in most jurisdictions was small, which meant that allocating ancillary services costs across consumers and/or producers in an arbitrary manner did not result in significant economic efficiency losses. However, in many regions ancillary services costs have become increasingly important with the surge in intermittent renewable energy production brought about by renewable energy mandates.
In California, for example, annual ancillary services costs more than tripled from 2015 to 2018. 1 The primary driver of these changes was the nearly 5,800 MW increase in grid scale solar generation capacity and more than 500 MW increase in wind generation capacity that came on line between 2015 and the end of 2018. 2 California has a 33 percent renewable portfolio standard (RPS) by 2020 and a 50 percent RPS by 2030, so ancillary services quantities and ancillary services costs are likely to become an even larger share of total wholesale energy costs in the future.
These trends in ancillary services quantities and costs are common to all regions with significant intermittent renewable energy goals. They provide strong evidence that the economic efficiency consequences of continuing to allocate ancillary services costs in an arbitrary manner are increasing. We propose to internalize these ancillary services cost increases through network tariffs that price locational differences in the factors driving these costs. Specifically, different dollar per MW of capacity installed network tariffs would be assessed for intermittent renewable resources interconnecting at different renewable resource locations in the transmission grid. Keeping other factors the same, these locational marginal network tariffs should encourage renewable generation unit interconnection at locations that minimize the adverse market efficiency consequences of meeting a region's intermittent renewable energy goals. This paper develops a theoretical model to characterize the socially efficient expansion of intermittent renewable generation capacity needed to achieve a specified renewable energy target (such as California's 33 percent renewable energy goal) in a manner that accounts for the grid reliability externality associated with the necessary intermittent generation investments. 3 By subtracting the first-order condition for a generation unit owner's capacity expansion decision at a location in the grid and the first-order conditions from the socially efficient investment solution at that same lo-cation, we derive an expression for the dollars per MW installed locational marginal network tariff that implements the socially efficient allocation of renewable generation as a decentralized market outcome.
We then use market outcome and hourly generation data from the California ISO control area to estimate features of the joint distribution of hourly capacity factors for all renewable resource areas in California and the other parameters of our model. Based on those estimates, we compute two socially efficient investment solutions (one constraining investment at each location to be at least the current capacity at that location and the other only requiring non-negative capacities at all locations) and the optimal locational marginal network tariffs associated with each solution.
Finally, we compute several alternative solutions to achieving California's renewable energy goals and compare the costs of attaining those goals under these solutions to the costs under our two efficient solutions.
The central planner's problem is how to distribute incremental or total intermittent capacity across renewable resource locations in a control area so as to minimize the total expected cost of serving demand, subject to achieving an annual expected output target for renewable energy production. This problem is very similar to a portfolio selection problem in which a manager distributes investment dollars across financial assets to minimize the variance of returns, subject to achieving a given expected return. There are two major differences between the renewable generation investment problem and the classical portfolio choice problem. First, short sales are impossible because capacity at each location must be non-negative. In the incremental capacity expansion problem, existing capacity at that location is sunk. Second, the socially efficient renewable generation capacity investment portfolio depends also on factors other than the variance and covariance of asset returns, for instance the covariance with consumption. This second feature is likely to be important in reality because some intermittent generation technologies are better suited to meet peak demand than others. For example, solar generation capacity in California produces the most energy during daylight hours versus wind generation capacity that tends to produce more energy in the early morning and late evening hours.
We show that implementing the efficient allocation of solar and wind power as a decentralized equilibrium, requires a locational marginal network tariff that covers both the marginal cost of connecting the capacity to the grid at that location and the marginal expected ancillary services cost of the capacity. Locational investment decisions by intermittent renewable resources can be distorted for reasons besides a failure to internalize marginal network costs. For instance, the marginal subsidy to a renewable generation investment can differ from the marginal social value of contributing to the renewable target. If so, the locational marginal network tariff can be used as an instrument to correct these distortions as well.
We present a stylized application of our modeling framework to the California electricity market, to demonstrate the feasibility and practicality of implementing locational marginal network tariffs.
We focus on the role of system stability in relation to renewable generation investment by estimating the marginal network tariffs associated with internalizing the marginal expected ancillary services costs at each location. One should be careful about drawing general conclusions from this stylized analysis, but we believe several of our conclusions are likely to hold even with a more realistic model. First, we find significant differences across locations in terms of the efficient marginal network tariffs. They differ by multiples as high as four to one across renewable resource locations, and the marginal tariffs at solar locations are qualitatively different from those at wind locations, with the latter locations displaying much more variability. Because investments at particular locations can contribute to system stability, the efficient marginal network tariffs can be below the marginal costs of connecting capacity to the grid at such locations.
The marginal network tariffs associated with internalizing the marginal expected ancillary services costs are modest in absolute numbers, below $2,200 per MW installed capacity per year at most locations. This suggests that locational marginal network tariffs can incite renewable owners to make efficient localization decisions without substantially reducing the overall profitability of investments. The differences in tariffs are likely to be amplified and the overall tariffs are likely to somewhat increase when even more renewable generation is brought on line and ancillary services costs increase even further. These results support the view that locational marginal network tariffs can yield a cost-effective approach for regions with ambitious renewable generation capacity expansion goals. This is the first paper to propose locational marginal network tariffs as an instrument to internalize the increase in system operating costs and correct other distortions in the location decisions of new intermittent renewable generation units, and to characterize the efficient design of such tariffs. We are the first to assess efficient deployment of solar and wind generation capacity based on non-simulated data, and we do this for the California electricity market. We also estimate the locational marginal network tariffs that can sustain the efficient solution. Callaway et al. (2018) and Sexton et al. (2018) examine renewable energy subsidies in the US in relation to greenhouse gas emissions and other pollutants based on simulated production data for wind and solar power. Lamp and Samano (2019) apply our approach to evaluate the efficiency of solar power expansion in Germany, based on non-simulated data. 4 None of those papers discuss the role of network tariffs for renewable investment.
The remainder of the paper proceeds as follows. Section 2 characterizes the growing renewable generation intermittency challenge facing California. Section 3 presents our theoretical modeling framework and derives the socially efficient renewable energy investment solution for meeting a given renewable energy goal. This section then uses this modeling framework to characterize the efficient locational marginal network tariff for renewable resources. Section 4 contains our application to the California electricity market and derives two socially efficient solutions to meeting California's 33 percent RPS along with the computed locational marginal network tariffs that internalize marginal system costs. Section 5 considers several counterfactuals that illustrate the increased cost of meeting California's RPS goal using plausible non-optimal policies for intermittent renewable generation capacity expansion. Section 6 concludes the paper with a brief policy discussion. All tables and figures are in the Appendix.
California's Renewable Generation Challenge
California has invested in over 11,000 MW of grid-scale solar generation capacity and over 4,400 MW of grid-scale wind generation capacity between 2002, when the state's RPS was first implemented, and the end of 2018. 5 For solar capacity, virtually all of this investment has taken place since 2011, whereas for wind this investment has occurred at a steady annual rate since 2002. As of the beginning of 2019, there was more than 14,000 MW of grid-scale solar generation capacity and more than 6,000 MW of wind capacity in California. Figure 1 shows the cumulative installed capacity of solar and wind generation in the California ISO control area from 2010 through 2018. Figure 2 plots the histogram of hourly wind output in the California ISO control area for 2018 conditional on a positive value of hourly wind output. This histogram is extremely skewed to the right and has a substantial amount of frequency mass close to zero hourly output. The histogram rapidly decreases to zero frequency more than 2,000 MWh below the installed capacity of wind units in the state.
Hourly solar output was equal to zero in more than 42 percent of the hours in 2018. Figure 3 plots the histogram of hourly solar output conditional on a positive value of hourly solar output.
This histogram is bimodal, with one peak very close to zero and another smaller peak close to 9,000
MWh. With the exception of very low hourly output levels, the distribution of hourly solar output levels is relatively flat across all output levels. Different from the case of wind capacity, there are a number of hours in 2018 when the hourly solar output was closer to the amount of installed solar generation capacity in the California. Figure 4 plots the histogram of the sum of hourly wind and solar output for 2018 conditional on this sum being positive. Less than one-tenth of one percent of the hours in 2018 no wind nor solar energy was produced. This histogram is tri-modal, with the largest frequency at very low levels of hourly output. There is second spike at 3,000 MWh and another smaller one at 9,000 MWh. This histogram also has a very significant right skew.
How has this distribution changed over time as California has expanded the amount of solar and wind generation capacity? One might expect that as more renewable resource locations are developed, the uncertainty in aggregate hourly wind, solar, and wind and solar output should decline. This intuition is based on the logic that there is little contemporaneous correlation between hourly renewable energy output at different resource locations in California. However, as shown in Wolak (2016) , there is a substantial amount of contemporaneous correlation between the hourly output of solar locations in California and between the hourly output of wind locations in California. Wolak (2016) uses one year of hourly output data from all wind and solar units in California between April 1, 2011 and March March 31, 2012 and computes the capacity factor f jh at location j during hour h for all hours of the year as f jh = Q jh K j , where Q jh is the hourly output in MWh at renewable energy location j during hour h and K j is the amount of renewable generation capacity in MW at location j. Wolak (2016) then computes the contemporaneous covariance matrices of the hourly capacity factors of all 13 solar locations, all 40 wind location and all 53 wind and solar locations that existed during his same period. An eigenvalue decomposition of these covariance matrices reveals that more than 80 percent of the sum of variances in hourly capacity factors across the 13 solar locations can be explained by a single factor. For the 40 wind locations, more than 80 percent of the sum of the variances in the hourly capacity factors across these locations can be explained by three orthogonal factors. For the 53 wind and solar locations, more than 80 percent of the sum of the variances in the hourly capacity factors across these locations can be explained by 5 orthogonal factors. Wolak (2016) argues that these results demonstrate that adding more renewable generation capacity in California is likely to increase significantly the aggregate uncertainty in renewable energy output. To demonstrate this point, Wolak (2016) computes the annual sample mean and covariance of the vector of hourly capacity factors across all renewable energy locations in California to derive the efficient frontier of portfolios of renewable generation capacity investments with the same total installed capacity of wind and solar generation units in California, but with every portfolio on this efficient frontier having the largest mean hourly capacity factor for the given portfolio standard deviation of the hourly capacity factor. The actual portfolio of wind and solar generation units in California is shown to lie significantly inside this efficient frontier, which indicates the significant potential reliability and economic benefits of locational network tariffs as a mechanism for reducing the variability in aggregate hourly renewable output and the costs of managing system reliability. Table 1 reports the annual mean, standard deviation, Coefficient of Variation (CV), standardized skewness, and standardized kurtosis of the hourly wind, solar and combined wind and solar output for 2013 to 2018. 6 Standard deviations increase across all years and all three types of hourly output. This is consistent with the amount of installed renewable generation capacity increasing across the years. The sample CV provides a normalized measure of the variability in the three hourly output measures that accounts for the growth in the annual mean hourly output across the years. Consistent with the results reported in Wolak (2016) , the general trend for the combined solar and wind output is that CV has increased every year between 2013 and 2018. The standardized 6 If Q h is the output in hour h,Q is the annual mean of hourly output and s is the annual standard deviation of hourly output, then the Coefficient of Variation is equal to s/Q, the standardized skewness is equal to 1/H H h=1 (Q h −Q) 3 /s 3 , and the standardized kurtosis equals 1/H H h=1 (Q h −Q) 4 /s 4 , where H is the number of hours in a year.
6 skewness of the annual distribution of hourly output of wind and solar resources has also increased across the years.
The duration of low hourly renewable output levels is an important measure of intermittency that signals the need for system operators to purchase more ancillary services as the share of intermittent renewable resources increases. For each year from 2013 to 2018, we choose an hourly output level, say 500 MWh. Starting with hour one of January 1 of the year, we look for the first hour with an output of wind, solar, or wind and solar energy production below this level. We count how many consecutive hours the hourly output remains below this level. This counts as one duration of output levels below the 500 MWh threshold. We then record the length of this duration in hours.
We repeat this same process of finding spells of hourly output less than 500 MWh for all hours of the year. Table 2 reports the number of durations of low hourly output of wind for 500, 1,000, 1,500 and 2,000 MWh threshold values. The length of these durations in hours and the standard deviation of these durations, as well as the maximum length duration is reported. Particularly, for the earlier years in the sample, there are extremely long maximum periods of low renewable output. Even by 2018, when there is more than 6,000 MW of wind capacity in California, the maximum duration of less than 2,000 MWh of wind output was 377 hours, which is almost 16 days. Table 3 reports Table   2 for solar output. The maximum duration of low levels of solar output are significantly smaller than those for wind output, consistent with the fact that there is fixed number of daylight hours each day of the year and even during cloudy days, some solar energy is produced. Table 4 reports Table 2 for the combined hourly wind and solar output for 1,000, 2,000, 3,000, and 4,000 MWh hourly output thresholds. Comparing the 1,000 and 2,000 MWh threshold mean duration, standard deviation, and maximum value in Table 4 to those in Tables 2 and 3 demonstrates that combining these two sources of renewable energy reduces the mean duration of low output levels and maximum duration of low output levels relative to the solar or wind alone. However, there are still substantial durations of low output levels that battery storage technologies would have a difficult time dealing with. For example, in 2018, and although there is more than 18,000 MW of wind and solar capacity in California, the maximum duration of less than 4,000 MWh of output from these units was 65 hours, which is almost three days.
These results provide empirical support for the California ISO's increasing demand for ancillary services as the state has scaled up its wind and solar generation capacity. Further evidence for the increased demand for ancillary services and dispatchable generation capacity is the fact that between 2001 and the end of 2013, California added more than 16,000 MW of natural gas-fired capacity. Figure 5 plots the installed capacity in California by technology as of the end of the years from 2001 to 2018 Although wind and solar investments have made up virtually all of the capacity additions since 2011 and there have some recent natural gas-fired generation retirements, there is still more than 40,000 MW of natural gas-fired generation capacity in California.
The above analysis of the distribution of the hourly output of wind and solar generation units in California argues that a significant fraction of existing thermal capacity will continue to be needed to provide ancillary services and energy as California brings on line more renewable generation units to meet its RPS goals. These thermal units must be fully compensated for the services they provide or their owners are likely to mothball or retire them. This compensation will ultimately be paid for by electricity consumers. Our analysis of efficient network tariffs for renewable generation is aimed at minimizing these thermal energy and ancillary services costs associated with meeting California's RPS goals.
Optimal Renewable Generation Investment and Tariffs
This section presents our theoretical model of decentralized renewable generation investment. We also characterize the socially efficient renewable generation investment solution, and derive an expression for the locational marginal network tariff that implements the efficient solution under decentralized investment choice.
Modeling Renewable Generation Investment
Consider a control area with J possible locations of intermittent electricity generation. This energy typically comes from wind and solar generation capacity. Denote by K j the installed intermittent generation capacity at location j, measured in megawatts (MW), with K = (K 1 , ..., K J ) T being the J × 1 vector of intermittent generation capacity at all possible locations, and where T denotes "transpose". Let Q jh be the amount of electricity actually produced at location j during hour h = 1, 2, ..., H, where H is the total number of hours in the year.
Define f jh = Q jh /K j as the hourly capacity factor at location j during hour h, which is equal to the actual production at location j during hour h divided by the amount that could be produced by full utilization of the K j MWs of capacity at that location. Let µ j be the expected value of f jh .
The corresponding vector of realized capacity factors during hour h is equal to f h = (f 1h , ..., f Jh ) T , and the expected value of f h is equal to µ = (µ 1 , ..., µ J ) T .
In terms of this notation, the actual output Q jh at location j during hour h is equal to f jh K j , and the expected output, E[Q jh ], is equal to µ j K j . Total renewable energy output during hour h
The difference between system demand D h and the intermittent renewable electricity production R h during hour h yields a residual demand that must be covered by dispatchable generation capacity, primarily thermal generation units. We assume that the total amount of thermal generation capacity at every location is sufficiently large that consumers never have to be curtailed. 
Assuming that all of the random variables-the elements of the vector f h and D h -have the same stochastic properties across years, the expected net present value (ENPV) of investing one MW of capacity at location j equals:
whereτ is the life-span in years of the investment, and δ is the annual discount rate. The price z jh paid per unit of renewable output at location j during hour h typically contains a subsidy to the renewable resource owners and therefore can differ substantially from the wholesale price p jh = P jh (Q jh ). The subsidy often takes the form of a payment per MWh produced that renders the total price of renewable production fixed for the entire term of the power purchase agreement used to finance the construction of the facility: z jh = z j for all h. We allow the price to depend on the amount of renewable capacity at location j:
We introduce the term S j (K) K j into (1) to account for our proposed hourly network tariff paid by the investor to the network owner per unit of capacity installed at location j. The tariff should cover the total costN j (K j ) to the network owner of connecting the K j MW to the grid as well as the contribution of the facility to total system cost. Hence, we allow the tariff to depend on the installed capacity K at all locations in the grid.
represents the average capital cost of installing K j MW of capacity at location j. It encompasses the construction cost plus the discounted expected overhead and maintenance costs over the life-span of the plant. We allow both the network costN j (K j ) and the capital cost F j (K j ) to be non-linear in K j to account for scale effects.
The investment is undertaken if and only if it has a non-negative ENPV. Let all payments during the H hours of year τ be made at the end of the year. Normalize the capital cost and the network cost at location j to
.
By this normalization, the average hourly ENPV of investing K j MW of renewable capacity at
The Efficient Portfolio of Renewable Generation Capacity
To determine the form of the per MW installed hourly locational network tariff S j (K), we first solve the central planner's problem and then compare it to the one facing the private investor. The central planner minimizes the sum of expected thermal energy costs, ancillary services costs and renewable generation investment costs,
subject to achieving the renewable portfolio standard (RPS),
which requires expected annual hourly renewable energy production to be greater than or equal to 100α (0 < α < 1) percent of expected annual hourly electricity demand.
Depending on the problem, we impose the constraint that the installed capacity at location j must be greater than or equal to zero, K j ≥ 0, or the installed capacity at location j be greater than or equal to some previously installed capacity K e j at location j, K j ≥ K e j . Let K e = (K e 1 , ..., K e J ) T be the vector of existing capacity at all renewable locations. There is also an upper bound K up j ≥ K j on the amount of capacity that each renewable location can handle because of the configuration of the transmission network. Denote the vector of upper bounds by K up = (K up 1 , ..., K up J ) T . The Lagrangian for the central planner's problem where investment at all locations must be greater than or equal to the existing capacity at that location and less than or equal to K up j at each location j, is:
where λ ≥ 0 is the Kuhn-Tucker (KT) multiplier associated with the RPS constraint, ξ j ≥ 0 is the KT multiplier associated with K j ≥ K e j , (ξ = (ξ 1 , ..., ξ J ) T is the vector of KT multipliers associated with lower capacity investment constraints at the J renewable resource locations), and η j ≥ 0 is the KT multiplier associated with K j ≤ K up j , (η = (η 1 , ..., η J ) T is the vector of KT multipliers associated with these J upper bound constraints).
The efficient portfolio K * of renewable generation capacity, the shadow price λ * on the renewable target, and the shadow prices ξ * and η * at the J locations are jointly characterized by J first-order conditions and 2J + 1 complementary slackness conditions. The first-order equation for the efficient investment K * j at location j equals
is total wind (solar) output during hour h given the optimal investment portfolio K * , and R * h = R w * h + R s * h is the corresponding total renewable output. A similar first-order condition applies if j is instead a solar location and we replace
The complementary slackness condition of the renewable target is
and the 2J complementary slackness conditions of the lower and upper bounds to capacity are:
A marginal increase in the renewable capacity at location j leads to an expected reduction in the use of costly thermal production to cover residual demand. This marginal benefit is the first term on the left-hand side of (6). The second term is the marginal expected contribution to satisfying the renewable target. In an interior optimum, ξ * j = η * j = 0, these two marginal benefits are equated with the sum of the marginal capital cost, the marginal grid connection cost and the marginal expected ancillary services cost for the renewable technology installed at location j (wind in this case).
Computing the optimal portfolio of renewable capacity investments assuming that all locations have zero existing capacity simply sets K e solar production, R s h , and system demand, D h . The kernel regression estimate takes the form:
whereĤ is total sample hours, R w , R s and D is point of evaluation of this conditional expectation, k(t) is a univariate kernel, and σ w , σ s , and σ D are smoothing parameters computed using crossvalidation. We use the Gaussian kernel, so that k(t) = 1 √ 2π e − 1 2 t 2 . This functional form flexibly estimates the conditional expectation of total hourly ancillary services costs given the realized values of hourly wind and solar production and total system demand.
With this functional form for E[
, an expression can be derived for the marginal increase in the expected hourly total ancillary services costs with respect to an increase in wind or solar production at renewable location j that enters into the first-order condition for optimal investment at location j. If location j is a wind location, this expression is
We now have all of the ingredients necessary to derive the efficient network tariff for each renewable energy location.
The Efficient Locational Marginal Network Tariff
To derive an efficient locational marginal network tariff, consider the marginal profitability
of investing an additional MW at renewable resource location j, evaluated at the efficient portfolio K * , so that z * jh = Z jh (K * j ). The first term is the expected marginal revenue at location j, the second term is the capital cost of the marginal increase in capacity at location j. The third term is the marginal network tariff at location j. Subtracting the marginal profitability condition (10) from (6) for each location yields:
Proposition 1 We can align the marginal private and social incentives at wind location j (under appropriate concavity assumptions) if and only if the marginal network tariff ∂S j (K * ) ∂K j at location j is characterized as follows:
We can align the marginal private and social incentives at solar location j by replacing
Implementing the efficient allocation of wind and solar power as a decentralized equilibrium requires a marginal network tariff ∂S j (K * ) ∂K j at location j that covers both the marginal cost of connecting the facilities at j to the grid and causes investors to internalize the marginal externality associated with the cost of maintaining system stability. These marginal network and system costs are the two terms on the first row of (11) if j is a wind power location (expressions are qualitatively similar if j is a solar location). The marginal payment to renewable electricity production may differ from the marginal social benefit of that output for a number of reasons. First of all, the wholesale price need not reflect the marginal cost of serving residual demand, for instance because of imperfect competition in the wholesale market. Second, the actual subsidy to renewable investment could be inefficient and differ from the marginal social value λ * , for instance because the amount of capacity installed at j affects the subsidy. If so, the network tariff must also correct these other distortions, as reflected in the second row of (11).
Assume that z jh paid to renewable output at location j is constant over the life time of the plant and equal to z * j = 1 H H h=1 Z jh (K * j ) per MWh produced. Let the wholesale price equal the marginal thermal production cost at every location, so that p * jh = C h (D h − R * h ). Assume that both the lower bound and upper bound on investment at location j are non-binding, so that both ξ * j and η * j are equal to zero. In this case, the role of the efficient locational marginal network tariff is to capture the marginal grid connection cost and the expected marginal ancillary services cost, and to correct any distortions associated with the support system for renewable electricity:
if j is a wind location, and we replace
if j is a solar location. We can then implement the socially optimal portfolio of renewable capacities K * by a locational network tariff
for each renewable resource location. The novelty of this network tariff compared to ones that are currently applied, is the β j term associated with marginal ancillary services costs and price 13 distortions in renewable subsidies.
Application to the California Electricity Market
This section presents a stylized application of our modeling framework to the California electricity market. Before proceeding with this analysis, we would like to emphasize that there are many ways to enhance our model to better reflect actual system conditions in California, but these extensions would either significantly complicate the process of solving our model or require additional data we are currently unable to access. We therefore view the application in this section as a demonstration of the feasibility and practicality of implementing a locational marginal network tariff rather than as finding the correct value for all renewable resource locations in California.
Data and Estimation of the California Electricity Market
We require three sets of inputs. First, we need estimates of the first two moments of the hourly
, the expected thermal cost function. Second, we need the information necessary to compute C h (D h − R h ), the realized total variable cost of meeting the residual demand with thermal units, for each hour of the year. Third, we need information on the realized value of A h (R w h , R s h , D h ) and R w h , R s h and D h for a large sample of hours to compute (9). Plugging this information into our model allows us to compute the optimal portfolio of renewable generation investments at all locations in California to achieve the 33 percent RPS goal.
To obtain data on the hourly joint distribution of (f T h , D h ), we rely on the data used in Wolak (2016) , which contains the hourly capacity factor, f jh , for all 13 solar locations and 40 wind locations producing energy and hourly system demand, D h , during the period April 1, 2011 to March 31, 2012. In terms of the notation of the model, the dimension of the vector, f h equals J = 53.
Section 4 in Wolak (2016) presents a comprehensive analysis of the high degree of contemporaneous correlation between the hourly renewable energy output at all locations in California. This analysis also demonstrates that the hourly outputs of all solar locations are positively correlated with hourly system demand, whereas the outputs at some wind locations are slightly positively correlated with hourly system demand and others are slightly negatively correlated. The heat rate HR g of natural gas-fired generation unit g gives the MMBTUs of natural gas required to produce one MWh of electricity from that unit. We combine this information with the delivered price of natural gas to generation unit g during day d, P N AT GAT gd , for each generation unit during our sample period to compute the variable cost of producing a MWh at thermal generation unit g during day d as:
where V OM g is the variable operating and maintenance cost of unit g. We then compute the hourly system-wide marginal cost curve for the time period April 1, 2011 to March 31, 2012, using the value of V C gd as the height of the step and CAP g , the capacity in MW of generation unit g as the length of the step, for all generation units that are available to produce electricity during the hour.
Stacking these variable cost and capacity steps from the lowest to highest variable cost yields the system-wide marginal cost curve for hour h of day d. Integrating this curve from zero to the value of the residual demand to be served by thermal units, yields the total variable cost of meeting this residual demand.
Although California is currently a significant net importer of electricity, meeting approximately 25 percent of its annual demand from imports, it is likely that it will increasingly export renewable energy during low demand periods with significant in-state renewable energy production. To account for this outcome in our modeling, we allow any excess renewable production in an hour to be sold at the lowest variable cost of any thermal generation unit in California operating during that hour.
Because California relies on incremental imports to meet unexpectedly high demand conditions, we also allow California to meet any shortfall between the production of in-state thermal units and system demand by importing electricity at an offer price equal to the highest variable cost unit in California operating during that hour.
The third dataset is a sample of hourly total ancillary services costs, hourly wind energy production, hourly solar energy production, and hourly system demand that can be used to estimate the conditional mean of hourly total ancillary services costs given hourly wind and solar output and hourly system demand. To estimate this model for the highest currently existing renewable penetration in California, we use data from April 1, 2015 to March 31, 2017, to match the same calendar time period as our other data. During this period there are six ancillary services: Regulation Up, Regulation Down, Spinning Reserve, Non-Spinning Reserve, Regulation Mileage Up, and Regulation Mileage Down. For all of these ancillary services, market participants have the option to self-provide from a generation unit they own or have a contract with. For this reason, we follow the convention used by the California ISO Department of Market Monitoring in reporting ancillary services costs, and take the market price, multiply by the total amount of each ancillary service in that hour (the sum of self-procured capacity and capacity purchased from the market) and multiply that sum by the price. Then we sum these amounts over all the ancillary services to obtain total hourly ancillary services costs.
Annual ancillary services costs were $62 million in 2015, $119 million in 2016, and $172 million in 2017. As percentage of total wholesale energy purchase costs in the California ISO control area, they increased from 0.7 percent to 1.9 percent across the three years. Figures 14 and 15 To compute the residual demand faced by thermal resources in California each hour, we must account for the fact that there are other generation technologies in use besides wind, solar and natural gas-fired generation. As shown in Figure 5 , there are also small and large hydroelectric units, biomass, geothermal and nuclear power. Small hydro, biomass, and geothermal production count towards the state's RPS goals. Let the hourly output of these units equal RE h . Consequently, include RE h in the computation of the RPS constraint. In terms of this notation, the RPS constraint (4) becomes:
We also subtract the hourly production of the sum of nuclear units, large hydroelectric units, and net imports, which we denote QO h , from hourly system demand D h . The residual demand for thermal resources then is equal to:
The constraint (14) is representative of how the actual RPS mandate applies, and (15) reflects the fact that hydroelectric and nuclear units contribute to meeting demand in California.
The final parameters necessary to solve our model are the $ per KW of installed capacity cost of building a wind or solar generation unit and the network connection costs. There is considerable debate over the precise value of these costs. We use estimates of these figures of $2,000 per KW for wind from Anderson et al. (2017) and $4,000 per KW for solar for all locations from recent data compiled from the California Solar Initiative for systems larger than 1 MW. 7 We also assume δ = 1/(1 + r) for r = 0.10 and a life-span of twenty years,τ = 20. The qualitative features of our empirical results are not significantly different for reasonable changes in these parameters. Only the value of λ * , the shadow price on the RPS constraint at the solution, changed with changes in magnitudes. Higher values of the capacity costs increase λ * , as do lower values of the discount rate.
Computed Solutions for the California Electricity Market
We now turn to computing two solutions to the efficient expansion of California's renewable generation capacity to meet its 33 percent RPS goal. The first solution assumes that all locations must continue to have at least the capacity that was already installed at the start of the sample period, April 1, 2011. The second solution only assumes that capacities at all renewable resource locations must be non-negative.
In both instances we solve the Lagrangian (5), in the first case with K j ≥ K e j for all j, and in the second case with K j ≥ 0 for all j. We use the realized variable cost of producing electricity each hour of the year to produce the realized residual demand during that hour, (5). In the modified RPS constraint (14), we replace E[D h ] and E[RE h ] with the actual values of D h and RE h . Finding the solution to (5) requires solving a bound-constrained, nonlinear program with a single linear constraint (the RPS constraint). Comparing our two optimal renewable expansion solutions in Table 5 , we find that the total hourly cost of the K j ≥ 0 solution is $1,465,200 per hour, whereas the total cost of the K j ≥ K e j solution is $1,514,200 per hour, a less than 4 percent increase. The cost saving in the K j ≥ 0 solution occurs in part because renewable generation in that case relies entirely on wind power. Specifically, the K j ≥ 0 solution requires 23,142 MW of wind generation capacity. The K j ≥ K e j requires a total of 24,648 MW of wind and solar capacity, of which solar capacity amounts to 499 MW. The difference of 1,506 MW is less than the installed capacity of wind and solar in our base year of 2011 of 3,539 MW. The result implies that more than half of this installed capacity would remain if California was able to start from zero capacity at all wind and solar locations and meet it RPS goals. These findings are a striking difference to actual expansion in solar and wind power in California. More than two-thirds of the capacity increase between 2002 and 2017 was solar power. The findings suggest that there has been overinvestment in solar power, but also at some wind locations because there is less installed wind power in the K j ≥ 0 solution than the K j ≥ K e j solution. Tables 6 and 7 report similar results for different discount rates. In Section 5, we will show that the 5 locations that have the highest expected revenue per MW installed capacity are wind locations. The main reason why the socially efficient solution does not involve solar power under the K j ≥ 0 constraint is because capacity factors are too low compared to the investment cost to justify investment. Those numbers would likely change if the investment costs of solar power were smaller.
We can compute the optimal locational marginal network tariffs for each renewable resource location in California as described in the previous section. We consider the case where tariffs are only designed to internalize the network interconnection costs and the ancillary services costs, and do not account for any inefficient subsidies of renewable energy (alternatively, the support system is efficient). In this case, β j only depends on the first term of (12), which equals
if j is a wind location and
if j is a wind location. Figure 6 plots a histogram of the locational marginal network tariffs associated with the marginal expected ancillary services cost, i.e. the β j 's associated with (16) and (17), at each of the 53 solar and wind locations in California for the K j ≥ K e j solution, and for three different discount rates. Most of the marginal tariffs are in the range $0.10 to $0.25 per hour of the year per MW installed capacity. In net present value, these numbers translate into a total increase in the network tariff in the range of $7.5 to $18.6 per KW installed capacity in the baseline specification of r = 0.10 and a 20 year life span of the investment, to be compared with the estimated investment costs of the renewable generation units. Under the assumption that the total investment cost of a wind power plant is $2,000 per KW, and the network interconnection cost amounts to ten percent of the total investment cost, accounting also for the marginal ancillary services costs can add between 4 and 9 percent to the network tariff of a wind power plant. These increases in the network tariff certainly are not negligible, but also not so large that they would substantially reduce the profitability of the investment. We would also expect these magnitudes to change in a more detailed model of the California electricity market and to increase with increaseing shares of renewables in the system.
There is also substantial variation in the size of the marginal tariffs. They differ by multiples as high as four to one across renewable resource locations. Marginal tariffs are even negative at some locations. A negative number means that an increase in the volume of installed capacity at that location reduces the total expected ancillary services cost, and that investment at the location therefore should be subject to a discount in the network tariff relative to the cost of interconnecting capacity at that location. By implication, the efficient way to reduce ancillary services costs does not necessarily involve spreading renewable generation over a larger number of locations, but can instead involve increased concentration at particularly suitable locations. Figure 7 plots the histogram of the same component of locational marginal network tariffs for the K j ≥ 0 solution. The two histograms are quite similar, which is not surprising given the similarity of the two optimal solutions. However, the locational marginal network tariffs now are smaller and more often negative. Hence, the concentration effect appears to be more pronounced for the K j ≥ 0 solution.
The confidentiality of the renewable energy locations prevents us from reporting characteristics of specific locations, but we are able to present plots as function of features of each location. Figure 8 plots the locational marginal network tariff associated with the marginal expected ancillary services costs against the annual average hourly capacity factor at that location for the K j ≥ K e j solutions, and for different discount rates. Figure 9 plots the same marginal tariff against the annual standard deviation of the hourly factor at that location for this same solution. The two figures reveal systematic differences between solar power and wind power. The marginal tariffs for solar power are positive and linearly increasing both in the mean capacity factor and its standard deviation.
Differences in capacity factors and their standard deviation appear to be main explanations for differences in the efficient locational marginal network tariffs across solar locations. The picture is very different for wind power. The marginal network tariffs for wind power are more often negative. Also, there is no clear relationship between the magnitude of the tariff at a location and the mean capacity factor or its standard deviation. Instead, there can be substantial differences between different wind locations that have very similar characteristics in terms of their expected capacity factor or standard deviations of the capacity factor. This heterogeneity is particularly visible for locations that are very windy (so that the mean capacity factor is high) or have large wind variability. 
The Cost of Non-Optimal Policies to California
This section compares the cost of alternative policies for attaining California's 33 percent RPS goals relative to the optimal policy. To determine the potential cost of not pursuing an optimal interconnection policy, we compute the compliance cost for several plausible alternatives.
We consider two different approaches. The first computes the dollar per MW of annual revenue from producing renewable energy at each location valued at the California ISO's real-time price for that location for all locations in California. We then restrict all new capacity investments to the five highest dollar per MW of annual revenue locations. We run this scenario for the K j ≥ 0 constraints. Specifically, we solve (5) restricting the set of locations where investment can take place to the top five most profitable locations.
Given that locational prices are observable and a number of private companies sell information that allows a prospective investor to estimate fairly accurately the annual output at that the location, the information necessary to executive this RPS compliance path is readily available. We experimented with a larger number than five locations, but found the results were not appreciably different from those obtained with a smaller number of locations.
The second expansion scenario assumes that all locations scale up their existing capacity until the 33 percent RPS constraint is met. This solution simply finds the smallest value of γ, a scalar greater than one, such that the modified RPS constraint (14) is satisfied when all values of K e j are multiplied by the γ. We recognize that is an extremely naive expansion strategy, but include it as an upper bound on how costly non-optimal expansion strategies would be.
Results are reported in Table 5 . For the five-most-profitable-locations solution for the K j ≥ 0 constraints, the total hourly cost is $1,484,900, which is only slightly higher than the most efficient solution for this case. In particular, the solution does not involve building any solar power and demonstrates the potential efficiency of concentrating wind power production to a few locations even in the presence of ancillary services costs. These results support the view that as long as new entrants focus on the most profitable locations, they should be able to come close to the optimal configuration. This outcome is not guaranteed because the new entrants will have to find the optimal mix of capacity at each of these locations, which is what the efficient network tariffs should deliver. Nevertheless, by restricting attention to just these locations, solutions very close to the social optimum can be found.
It is interesting to note that in terms of installed capacity, the solutions that invest only at the five most profitable locations are able to satisfy the RPS goals with less investment in renewable generation capacity than the socially efficient solutions. For the K j ≥ 0 solution, the five-mostprofitable-locations solution requires, 22,266 MW, versus 23,142 MW for the least cost solution.
The solution that scales up the existing renewable capacity at all locations by the same factor, γ > 1, is significantly more expensive and requires much more renewable capacity. The total cost per hour is $2,065,700 and the total amount of installed capacity is 40,731 MW. This result demonstrates that expansion policies that do not consider the factors we discuss can lead to substantially more expensive paths to compliance with the RPS.
Conclusions
Ancillary services costs have in many regions become increasingly important because of the rapid increase in intermittent renewable energy production brought about by renewable energy mandates.
The traditional approach to recovering ancillary services costs as a per unit charge on demand may need to be revisited because where renewable generation units locate influences the magnitude of these costs. We propose locational marginal network tariffs for renewable generation as a way to provide incentives for more efficient renewable generation locational decisions.
Whether it is necessary to impose such tariffs on the renewable generation owners by regulatory mandate, or if network owners would voluntarily introduce such tariffs, is likely to depend on the scope of the tariffs, the operational responsibilities of networks owners and on the regulatory regime.
For instance, if the only purpose of the network tariff is to cover the direct network interconnection costs and system balancing costs, then a network owner with system operation responsibility (such as a TSO) operating under a revenue cap would have an incentive to introduce the desired locational marginal network tariff because this would be a cost-minimizing tariff for the network owner itself.
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Locational marginal network tariffs could reduce or replace standard renewable support mechanisms that pay per unit of electricity produced, such as feed-in tariffs, tradable green certificates and production tax credits. Instead, renewable resource owners would receive a dollar per MW payment each hour of the year for each MW of capacity interconnected at that location. This solution would eliminate inefficient renewable production decisions caused by the standard support mechanisms. Renewable resource owners would no longer have an incentive to produce at negative wholesale prices, as they do with incentive schemes that remunerate on the basis of MWh produced.
Instead, they would receive the $ per MW payment per hour regardless of how much electricity they actually produce and therefore agree to cease production when prices are negative. Operating the unit would then be the responsibility of the network owner.
Although we are cautious in drawing quantitative conclusions from our stylized empirical analysis, we believe several qualitative conclusions are possible that are likely to hold even with a more realistic model. First, we find significant differences in the values of the efficient locational marginal network tariffs for California's renewable generation locations and in the tariffs for solar versus wind power. The marginal tariffs differ by multiples as high as four to one across renewable resource locations. Marginal tariffs are negative at some locations, suggesting that renewable generation adds to system stability at those locations and therefore should be subject to discounts in the network tariff relative to the cost of interconnecting the capacity. Second, the absolute levels of the payments to cover marginal expected ancillary services costs are modest. In our baseline specification, the network tariff of a wind power plant can increase by an estimated 4 to 9 percent when adjusted to account for the incremental system costs associated with renewable generation expansion. These combined results support the view that locational marginal network tariffs yield a more cost-effective pathway to meeting renewable goals, by creating incentives for renewable owners to make efficient localization decisions without substantially reducing the overall profitability of investments.
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