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Automatic Keyword Extraction, also known as Automatic Keyword Indexing, is 
the use of software to extract the keywords, which can contain the main information 
of an article. It can supply a concise summary, to simplify readers to get the 
appropriate information. Automatic Keyword Extraction plays an important role on 
Automatic Summarization, Information Retrieval, Text Classification, Text 
Clustering and so on. Currently, The way to acquiring information from the Internet 
fast, effectively, and accurately, has become the urgent requirements. Fortunately, 
Automatic Keyword Extraction is a feasible and important way to addressing the 
problem. 
For the problem of extracting keywords from webpages, not only the structure 
information and content information of the documents have been used, but also the 
related key technologies have been discussed in this thesis. 
1. With respect to Key words Extraction, it has been considered as a binary 
classification problem: un-keyword and keyword. Furthermore, the automatic 
keyword extraction system has been designed and implemented. 
2. A novel approach to calculating word semantic similarities has been proposed, 
which refers the Markov Model to calculate the similarities using a tree structure, on 
the knowledge base of HowNet 2002.  
3. An improved TF-IDF approach has been proposed, which introduces the 
“Tongyici Cilin”, and clusters the synonymous words after word segmentation. Then, 
this approach considers the frequency of the word and the frequency of the 
synonymous words in a document as the Term Frequency, meanwhile, the frequency 
of the word and the frequency of the synonymous words in the inverse documents as 
the Inverse Document Frequency. The experimental result shows that it has more 
advantages than the tradition TF-IDF approach. 















discussed. The dependency words have been extracted after using the dependency 
parser to parse the sentences, which contain the keywords, which make them more 
expressive to represent the key information. 
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