Abstract-In this paper, we describe a new error-driven active learning approach to self-growing radial basis function networks for early robot learning. There are several mappings that need to be set up for an autonomous robot system for sensorimotor coordination and transformation of sensory information from one modality to another, and these mappings are usually highly nonlinear. Traditional passive learning approaches usually cause both large mapping errors and nonuniform mapping error distribution compared to active learning. A hierarchical clustering technique is introduced to group large mapping errors and these error clusters drive the system to actively explore details of these clusters. Higher level local growing radial basis function subnetworks are used to approximate the residual errors from previous mapping levels. Plastic radial basis function networks construct the substrate of the learning system and a simplified node-decoupled extended kalman filter algorithm is presented to train these radial basis function networks. Experimental results are given to compare the performance between active learning and passive learning.
I. INTRODUCTION
In early robot learning, several mappings need to be set up for sensorimotor coordinations which build the links between sensory information and motor values such as eye/head/hand coordination, and transformation of sensory information from one modality to another and from one frame of reference to another, such as arm forward/inverse kinematics and information transformation among eye-centered, head-centered, body-centered and hand-centered representations [1] , [2] for a humanoid robot system with cameras, a pan/tilt head and robot arms. Generally, these mappings build the links between a m-dimension space to another n-dimension space. These two space may or may not have the same number of dimensions, but the mappings, which links the two spaces, are usually nonlinear. Automatically building these mappings involves growing, shrinking and adjustments of neurons in the mapping network, similar to infant brain growth during cognitive development [3] .
Traditional sensorimotor mapping learning algorithms treat the learning system as a passive recipient of training data and use these training data to build the mapping; while human beings adapt to different ways of learning by actively interacting with their environment, and by observing the consequences of such actions. This is called active learning, and it has been proven to be more efficient compared to passive learning [4] [5] . We use active learning very often in our life, from basic skill learning of infants to more specific skill training of athletes. In this paper, we are interested in biologically inspired map building algorithms for robot learning at a very early stage, specifically, we investigate an errordriven active learning method in growing radial basis function networks for robot coordination learning. We use arm inverse kinematics, i.e. learn to predict the joint values from a given arm endpoint, as the testbed for our algorithm as it is a typical nonlinear mapping problem, and the idea discussed here can be applied to other robot sensorimotor mappings and coordination transformation problems such as eye/head/hand coordination control. Also human arm control and learning is an important research topic in neuroscience and other areas [1] . Like other research activities on biologically and psychologically inspired learning and control in artificial systems [6] , [7] , [8] , [9] , the objectives of this research are twofold: to develop new and more efficient learning and control algorithms for autonomous artificial systems in unstructured and dynamic environments on the one hand; and testing, verifying or advancing our understanding of mechanisms from neuroscience, psychology and related biological areas on the other. In this paper, a plastic radial basis function (RBF) network is used as the computational substrate for automatically constructing a sensorimotor mapping network, and an error-driven active learning approach for map building is presented. We refer to plasticity in the mapping network as the result of two forms of change: an increase or decrease in the number of neurons or nodes in the network; or a change in an existing node's parameters, either as a shift of location of the covering field or a change in size of that coverage. These two kinds of change in the network have different mechanisms but both represent plasticity for growth and development, similar to that reported in neuroscience [3] . This plastic RBF network differs from the traditional SelfOrganizing Map (SOM) of Kohonen [10] and similar artificial neural networks [11] which need to predefine the network structure and the number of nodes in the network.
In order to reduce large error clusters in the mapping, an error-driven active learning approach is introduced to explore these large error clusters further, and local growing RBF subnetworks are used to cover the related subdivisions of input space in a hierarchical way, i.e. the higher subnetworks approximate the mapping errors from the previous levels of network/subnetworks. The feature of approximating residual error of the previous layer is similar to the hierarchical RBF in [12] . However, there are two main differences: the first is that we use a local subnetwork for each large error cluster, while [12] used one network for each layer; the second difference is that we use an automatic growing RBF network for each subnetwork, while [12] used a fixed network structure for each layer: the number of neurons in each layer, and the position and the coverage of each neuron were all fixed and predefined.
In the following, section II overviews the whole learning system architecture and its main components. Section III describes the plastic RBF and its simplified node-decoupled extended kalman filter (EKF) learning algorithm. Section IV introduces an error-driven active learning approach, and applies a hierarchical clustering technique for dividing the input space and a local learning approach for approximating the large error clusters. Section V details the experiments and results. Finally, we conclude this paper in section VI. Fig. 1 shows the flowchart of the learning system. The learning system has two parts: one is learning process and another is reconstruction process. The learning process builds the base layer and subnetworks of the higher level layers; while the reconstruction process combines these learned networks to predict the output for a given input. It should be noted that these two processes work simultaneously rather than separately, i.e. not finishing the whole learned process first, and then doing the reconstruction later on. The learned subnetworks of previous layers are immediately used to do the construction during the learning process of the subnetworks of the current layer, as shown in Fig. 1(a) . For example, to learn the subnetworks in layer 2, the system use the reconstruction process to calculate the residual error from layer 0 and layer 1.
II. THE ARCHITECTURE OF THE LEARNING SYSTEM
The whole learning system is based on a hierarchical structure of growing radial basis function networks (GRBF). The system firstly uses a GRBF to cover the whole work space. When the mapping error from this network does not change significantly, the residual error from the network drives active learning to explore detailed information in some areas with large errors, and local subnetworks are used to approximate these residual errors in each large error cluster separately. Similarly for the next higher level of subnetworks, i.e. in some areas with large mapping errors, the higher subnetworks approximate the residual error of the previous layers of network/subnetworks. Automatic growing radial basis function networks are utilized as the main components for different scales of mapping network or subnetworks. The GRBFs are trained by a simplified decoupled extended kalman filter (SDEKF) algorithm [13] , which will be discussed in section III.
We applied a hierarchical clustering technique to group and locate the large mapping error clusters for active learning. The Error-driven active learning system flowchart. Based on hierarchical error clustering, the system locates the areas with large learning errors in the current layer, and this information drives the robot system to explore these areas actively and separately, and build local mapping subnetworks to approximate the residual(r(x)) of the current layer at these significant areas. Each subnetwork is constructed by a growing radial basis function network. Different subnetworks have different number of nodes and different node locations and coverages. (a) Learning process. At the beginning of each layer, the residuals from previous layers are analyzed and grouped into clusters by using hierarchical error clustering technique(HEC). After the HEC analysis, the switch of the current layer in the figure is switched to the branch of constructing the subnetworks. Only the first three layers are shown in this figure. (b) Reconstruction process. The outputs from all the layers are summed up to generate the output. In each layer, for a given input, either one subnetwork or none is selected according to the coverages of the subnetworks of this layer.
hierarchical clustering technique groups the two most similar error clusters each time and forms a new error cluster, until one final single cluster remains. The hierarchical clustering technique keeps the records of clustering in a binary tree structure so we can cut off the tree at different levels to obtain different scales of clusters with different cluster sizes. The higher cutoff value we use, the bigger size each cluster is, and therefore the less similarity among the elements in each cluster. During learning process, a module "learning phase"(not shown in the figure) monitors the change of the mapping errors, and determines when the error changes have effectively ceased and the map has become saturated. This module triggers the active learning process to build next level of subnetworks if the map becomes saturated. A long-term memory (LTM) stores training data of the most recent trials for later use in the hierarchical error cluster module for analyzing the mapping error distribution. The module "Sig. clusters" selects the large error clusters from the cluster tree generated by the module hierarchical error clustering(HEC). For each large error cluster, the system generates an active learning position at each learning step, sends this location to the robot and gets information back from the robot's action. The residual error from previous layers which cover this location is then used to train a local subnetwork. Such process continues until the mapping error changes from this cluster cease. The system then conducts the active learning in another area of large error clusters selected by the module HEC and the module "Sig. clusters". After finishing construction of all the subnetworks in the current layer, the system will continue to generate another level if the mapping error is still large than a threshold.
III. A PLASTIC RBF NETWORK AND THE SIMPLIFIED NODE-DECOUPLED EKF LEARNING ALGORITHM
We need a nonlinear mapping algorithm to implement various robot sensorimotor mapping problems. Radial basis function networks not only have good global generalization abilities in function approximation [14] , and have simple topological structure, but also have explicit structure that reveals how learning proceeds and allows us to interpret the learned network. Pouget and Snyder [15] have shown that there is strong evidence that basis functions may exist in the human brain to support sensorimotor learning. In this section, we investigate a plastic radial basis function network to support error-driven active learning and present the SDEKF algorithm for learning and updating of RBF network parameters.
A. Radial basis function networks as a computational substrate for error-driven active learning
A RBF network is expressed as:
where
T is the vector of system outputs, N o is the number of outputs and X is the system input. a k is the weight vector from the hidden unit φ k (x) to the output, N is the number of radial basis function units, and μ k and σ k are the kth hidden unit's center and width, respectively. The size of each neuron in the RBF network varies and the overlaps between neurons are different. Each neuron has its own center and coverage. The output is the linear combination of the hidden neurons.
B. Growing and pruning strategies of the RBF network
The growing RBF network starts with no hidden units, and with each learning step, i.e., after the system observes the consequence after an action, the network grows or shrinks when necessary or adjusts the network parameters accordingly.
The network growth criteria are based on the novelty of the observations, which are: whether the current network prediction error for the current learning observation is bigger than a threshold, and whether the node to be added is far enough from the existing nodes in the network, as shown in conditions 3 and 5. The criterion in equation 4 is to check the prediction error within a sliding window to ensure that growth is smooth.
where, (x(t), y(t)) is the learning data at tth step, and μ r (t) is the center vector of the nearest node to the current input x(t). m is the length of the observation window. If the above three conditions are met, then a new node is inserted into the network with the following parameters:
where, k is the overlap factor between hidden units.
The above network growth strategy does not include any network pruning, which means the network size will become large, some of the hidden nodes may not contribute much to the outputs and the network may become overfit. In order to overcome this problem, we use a pruning strategy as in [14] , over a period of learning steps, to remove those hidden units with insignificant contribution to the network outputs.
Let o nj be the jth output component of the nth hidden neuron, o nj = a nj exp(−
If r nj < δ for M consecutive learning steps, then the nth node is removed. δ is a threshold.
C. GRBF network learning based on simplified nodedecoupled EKF
Section III-B gives the network growing and pruning algorithm. At each step, however, if no new hidden node is added, a learning algorithm is needed to adjust the parameters of the existing nodes. There are two groups of parameters that need to be updated, one is the weights between the hidden units to the outputs, another is the centers and the widths of hidden units in the network. By adjusting the centers, the widths, and the weights, the network optimizes the output according to the current learning data.
The traditional global extended kalman filter approach updates all the above parameters of the network at each learning step, its computational complexity is O (N o (N i N + N ) 2 ) per learning step. Also, the matrix inverse operation is involved in calculating the kalman gain at each step. As the size of the network grows large, the computation cost gets very high.
In this section, we derive the node-decoupled EKF (ND-EKF) algorithm for training the RBF network, and further present its simplified formulae for the ND-EKF. In ND-EKF, during learning, instead of updating all the network parameters once at each learning step, we update the parameters of each node independently. The parameters of the network are grouped into N o + N components. The first N o groups are the weights, w k = [a 0k , a 1k , · · · , a Nk ]
T , k = 1, 2, · · · , N o (a ij is the weight from ith hidden node to jth output); and the rest N groups are the parameters of hidden units' parameters:
The superscript T stands for transpose of a matrix.
So for kth parameter group at tth learning step, ND-EKF is given by:
and K k (t) is the kalman gain, which is given by
is the error covariance matrix, and is updated by
where, y k (t) is the kth component of y(t) in training data (x(t), y(t)), B k (t) is the submatrix of derivatives of network outputs with respect to the kth group's parameters at tth learning step. R k (t) is the variance of the measurement noise, and is set to be diag(λ) (λ is a constant) in this paper. q is a scalar that determines the allowed random step in the direction of the gradient vector.
The computational complexity of the node-decoupled EKF is O(N
, which is much lower than the global EKF: O (N o (N i N + N ) 2 ). In the kalman gain calculation, matrix inversion is involved. This is further simplified by applying the matrix inversion lemma.
1) For the weight parameters:
For the weight parameters, w k = [a 0k , a 1k , · · · , a Nk ] (k = 1, 2, ..., N o), as the weights for each output are completely independent of those of other outputs, so the system learns the weights for each individual output separately. Therefore we have
and the kalman gain is
where,
, it is a scalar. The error covariance matrix becomes:
For the hidden units: For the parameters of
T , the gradient matrix B k becomes:
where, x 1 , x 2 , ..., x Ni are the components of input signal x.
The kalman filter in (8) can be rewritten as,
and therefore P k (t) can be written as
, and this is a scalar.
So by using (6) , (11), (12), (16), and (17), the matrix inversion operations in ND-EKF are avoided, this forms the SDEKF algorithm which we used to train GRBFs in our learning system shown Fig. 1 .
IV. ERROR-DRIVEN ACTIVE LOCAL LEARNING
At the first stage of robot mapping learning such as arm kinematics learning and eye/hand coordination learning, the robot acts randomly. On each action, the network is trained using the data from the robot action. However, the training error in the workspace is not uniform, i.e. some areas have larger training errors than others. This is because these mapping is nonlinear, and the mapping difficulties are different over the workspace.
To reduce the large mapping error clusters, an error-driven active learning approach is presented. We see examples of active learning in human beings such as infants repeating a pattern of actions to gain skills, and athlete training specific actions to gain certain skills in order to overcome a bottleneck of performance. Error clustering and local learning are two key components in active learning. We applied hierarchical error clustering to locate the large error clusters at different levels and used local subnetworks to approximate the residual mapping errors of these clusters, as shown in Fig. 1 .
A. Hierarchical error clustering
From Fig. 1 , we can find that the mapping errors of the whole working space are grouped roughly into different clusters in terms of error locations and their amplitudes. Hierarchical error clustering is used to group the mapping errors simultaneously over a variety of scales by creating a cluster tree. At each step of the hierarchical clustering, only two mapping errors with the nearest distance are joined. The distance between two mapping errors is defined as:
where r and s are two error indexes, n is the number of components of each error (location component x, y and error amplitude in our application). x ri and x si are error components. w i is the weight for the ith component. The hierarchical clustering algorithm has the following steps:
Algorithm: hierarchical clustering Initialize: assign each mapping error to its own cluster and ID. Repeat 1. Compute distance between pairs of clusters according to formula (18). 2. Merge the two clusters that are closest to each other and assign a new ID. Until there is only one cluster left.
The cluster tree stores multilevel set of clusters, where clusters at one level are joined as clusters at the next higher level. The hierarchical structure allows us to choose what scale of clusters to use according to at which size the local error clusters are chosen and approximated by local subnetworks.
B. Local learning
Once the hierarchical error cluster tree is generated, the robot is driven to move to the areas with large average errors, and capture the data relevant to the learning task, for example, the arm endpoint coordinates and the arm joint values for the task of learning arm kinematics. As shown in Fig. 1 , the obtained data is firstly compared with the predicted value from the lower mapping network(s), and then the residual mapping errors are used to train local subnetworks. Local subnetworks are also built by using growing radial basis function networks trained by SDEKF. Although global growing radial basis function networks, which cover the whole work space, can adjust the number of neurons, and the location and size of each neuron, these adjustments are usually affected by the distribution of the training data, i.e. the network attempts to insert new neurons, or attracts more neurons/adjusts existing neurons to satisfy the area with density data. If a global network is used in active learning, the active learning data, which is usually from some local areas, will affect the network mapping in other areas. Therefore in this paper, we used a multilevel network structure to learn the rough mapping at the base layer and to approximate the large error clusters by local subnetworks at higher levels. For a training sample (x(t), y(t)) at time t, the residual error r j for the input of the subnetwork at the jth layer is computed
where a m li is the weights from the ith neuro to the output of the mth subnetwork which covers the current input point x(t) at the lth layer (l = 0, 1, · · · , j − 1), while φ m li (x(t)) is ith neuron of the mth subnetwork. N m l is the number of the neurons in the mth subnetwork at the lth layer. So given the training example (x(t), y(t)), the training pair for the mth subnetwork at jth layer is (x(t), r j (x(t))).
V. EXPERIMENTAL RESULTS
To test the proposed error-driven active learning in GRBF for early robot learning, the nonlinear robot arm inverse kinematic problem was used as a testbed. The system attempts to predict the joint angles (j 1 , j 2 ) given an arm end position (p, θ) in polar coordinates for 2 degrees of freedom in this paper.
The system started to build the mapping skills by random movements in the whole work space and utilized a growing RBF network as a base layer to support the first stage learning. Along with the learning process, neurons were added to or removed from the mapping network, and the position and width of each neuron in the network were adjusted to reflect the training data and the mapping error was reduced. However, after a period of training, the mapping error levels off, i.e. no further significant error reduction, as shown in figure 2. Two main reasons for this problem: (a) Although each neuron in RBF networks only covers local area, its width and position are adjusted in the learning process, therefore the adjustments may affect the mapping network(s) already setup before this trial; and (b) The training is driven by random movements of the robot arm, and the robot arm inverse kinematic problem is highly nonlinear which is mainly caused by the geometry of the robot arm. The random training samples and the global mapping network cause the mapping error of the workspace to be nonuniform, as shown in figure 3 .
To overcome the above problems in the growing RBF mapping network, an error-driven active learning approach with local mapping subnetworks was used. difference is within a cluster. Generally, the higher level of subnetworks, the bigger value of the cutoff point in order to approximate local and detailed mapping. Fig. 5 shows the 8 clusters with big average error of the first layer. A threshold was used to remove clusters with small number of error points, i.e. the system ignores the error clusters with the number of error locations less than this threshold. In this paper, we set it to 10. Fig . 6 shows the error distribution after active learning in each of the 8 cluster areas in Fig. 5 , 400 trials for each cluster. From these two figures, we see that the error becomes more uniform and smaller. Fig. 7 shows the comparison results for with and without active learning, and Fig. 8 gives their error variance comparison results. From these two figures, we can find that the system reduced the error and its variance significantly by using active learning and local RBF subnetworks at different levels. During active learning, the robot explored one big error cluster and set up the local subnetwork before turning to another. At beginning of training each subnetwork for a cluster, the mapping error for the local subnetwork was big due to the lack experience and neurons in the subnetwork. This is demonstrated by the transitions between each local subnetwork in the active learning curves in Fig. 7 and Fig. 8 . For the 8 subnetworks, the following numbers of neurons were achieved automatically by growing RBF network algorithm: 49, 57, 22, 55, 29, 19, 17, and 15. Fig. 9 and Fig. 10 demonstrate the average error and error variance changes for each large mapping error cluster by using active learning with local subnetworks. The average error was reduced greatly for each cluster and the error variance was also improved. The error reductions in these large error clusters make the mapping error to be more uniform in the whole workspace as shown in Fig. 6 and the overall error to become smaller as shown in Fig. 7 . It should be noted that in this paper, only two layers of network are shown, but it is straight forward to add more layers of subnetworks to reduce big error clusters using the same mechanism. Self-growing and shrinking neurons in mapping networks exist in our human brains especially during infant cognition development at early stages. Error-driven active learning is used very often in our daily life. In this paper, we describe a biologically plausible error-driven active learning approach in self-growing radial basis function networks for early robot learning. A hierarchical clustering technique is introduced to group mapping error locations and generate big error clusters to drive the active learning. Local subnetworks are used for active learning to approximate the residual errors from previous mapping network levels. Plastic radial basis function networks construct the substrate of the learning system and a simplified node-decoupled EKF algorithm is presented to train these radial basis function networks. Experimental results demonstrate that our approach of error-driven active learning with growing RBF networks significantly reduces mapping errors compared to passive and global learning approaches.
