Convolutional Neural Networks (CNNs) have been used for automated detection of prostate cancer where Area Under Receiver Operating Characteristic (ROC) curve (AUC) is usually used as the performance metric. Given that AUC is not differentiable, common practice is to train the CNN using a loss functions based on other performance metrics such as cross entropy and monitoring AUC to select the best model. In this work, we propose to fine-tune a trained CNN for prostate cancer detection using a Genetic Algorithm to achieve a higher AUC. Our dataset contained 6-channel Diffusion-Weighted MRI slices of prostate. On a cohort of 2,955 training, 1,417 validation, and 1,334 test slices, we reached test AUC of 0.773; a 9.3% improvement compared to the base CNN model.
Introduction
Prostate cancer detection is a longstanding challenge in medical imaging for which, many algorithms have been proposed using conventional machine learning algorithms [1, 2, 3, 4] . With the advent of deep Convolutional Neural Networks (CNNs) and the promising results achieved by CNNs in computer vision tasks, there has been a shift in designing computer-aided detection algorithms for prostate cancer toward CNN architectures [5, 6, 7, 8, 9] . From Machine learning perspective, prostate cancer detection is a binary classification task. To evaluate performance of such a binary classification model, Area Under Receiver Operating Characteristic (ROC) curve (AUC) is usually used. In medical imaging in particular, AUC is widely used as a performance measure [10] .
Conventional approach for training a CNN is backpropagation [11] . For a loss function to work in backpropagation, it must be differentiable [12] . However, AUC is not differentiable and therefore, CNNs are usually trained using a loss functions based on other performance metrics such as cross entropy. During the training process, while loss is being minimized, AUC is monitored and the best performing model is selected based on the highest AUC [7, 8, 9] . The challenge here is that a model optimized for minimum loss may not necessarily produce the best possible AUC. To address this issue, we propose an evolution-based method to fine-tune a CNN that has been trained for prostate cancer detection.
Genetic algorithms (GAs) are a class of evolutionary methods which have been used for optimization in machine learning for a number of years [13, 14] . GAs do not rely on the derivative of the loss function (called fitness function in evolutionary algorithms domain). High computational cost of GAs has limited their application in CNN optimization [15] . Nevertheless, there are efforts for using GAs for optimizing CNNs for image classification [16, 17] .
In this paper, we use a GA to fine-tune a CNN, which has been trained for prostate cancer detection using Diffusion-Weighted Magnetic Resonance Imaging (DW-MRI). The GA is applied to the fully connected (FC) layers of the CNN, thus the computational cost is significantly reduced. Although more sophisticated CNN architectures have been used for prostate cancer detection [7, 8, 9] , we developed a simple CNN with 3 convolutional layers and 3 FC layers to demonstrate capability of the proposed method in improving the performance of CNN architectures. The proposed evolutionary fine-tuning algorithm improves AUC of the CNN by 9.3% in the test set, which includes 1,334 slices of DW-MRI images of prostate.
Methods
DW-MRI images from 414 prostate cancer patients (5,706 2D slices) were used as the dataset. Institutional review board approval was obtained for this study. Six DWI sequences were included for each slice: apparent diffusion coefficient (ADC) map, and five different b-value images (0, 100, 400, 1000, and 1600 sm −2 ). Images were preprocessed and prostate regions were cropped using manual contours of the prostate. Each prostate region was resized to 64 × 64 pixels. The dataset was divided into training (217 patients, 2,955 slices), validation (102 patients, 1,417 slices), and test sets (95 patients, 1,334 slices). Label for each slice was generated based on the targeted biopsy results where a clinically significant prostate cancer (Gleason score>6) was considered a positive label. Figure 1 shows the CNN architecture that we used for the experiments. The configuration of the CNN is shown in Table 1 . Padding was not used in the architecture and stride was equal to one. Weights of CNN layers were initialized by Xavier method [18] . All biases and weights of FC layers were randomly initialized from a uniform distribution over [0, 1]. The model was trained based on Cross Entropy loss function and optimized by Stochastic Gradient Descent (SGD) [19] . We used Python 3.7.3, PyTorch 1.1.0, and Ubuntu 19.04 for the experiments. Convolution layers can be considered as feature extractors, which are optimized by SGD. However, FC layers are in fact classifiers, which may not reach an optimum point in terms of AUC by SGD. Thus, we hypothesize that by introducing a GA to FC layers, the classifier portion of the CNN is further optimized for AUC. Therefore, our proposed approach is similar to freezing shallow layers (feature extractors) of CNNs in Transfer Learning [20] .
The initial population of our GA includes 512 instances of the classifier (3 FC layers of the CNN). One instance is extracted from the trained CNN model while the remaining 511 instances are randomly initialized. Classifiers (instances) are ranked based on their AUC performance for the training set. Top half of the instances are transferred to the next generation. They are then crossed over and mutated to produce two remaining quarters of the generation. Mutation occurs with probability of 1%. As long as the maximum AUCs on the validation and training sets are improved, this process continues.
Even with targeting FC layers, computational cost and memory requirements of the GAs are still high. To mitigate this, we applied the crossover and mutation operations at layer level, instead of individual nodes (Figure 2 ). In other words, we do not optimize each individual weight and bias of the classifier and instead, parents and offsprings are in the form of an entire layer. 
Evaluation and Results
Based on a grid search performed for selecting optimum hyper-parameters, we set learning rate to 0.001, and momentum equal to 0.8. L2 penalty of 0.001 and batch size of 1 were used. Although the maximum epoch number was 50, the best AUC was achieved in 10 th epoch. Once he CNN was optimized by SGD, the model attained an AUC of 0.794 on the validation set and 0.707 on the test set. Our best model after applying the GA was achieved in the third generation. The AUC performance was 0.815 and 0.773 on the validation and test sets, respectively, which is a 9.3% of AUC improvement on the test set. Table 2 lists the results in detail. We ran the GA algorithm on GeForce GTX 1060 and it took 10 min to reach the optimal AUC result. 
Conclusion
In this work, we proposed a GA-based method to fine-tune CNNs for prostate cancer detection. Monitoring validation set AUC during conventional training of CNNs results in a sub-optimal model. By applying a GA to FC layers, and performing crossover and mutation on the entire layer instead of individual coefficients, the proposed evolution-based fine-tuning procedure becomes feasible even for low-end GPUs such as GeForce GTX 1060. We demonstrated that for a simple CNN architecture with 3 convolutional layers and 3 FC layers, our proposed evolutionary algorithm can improve the AUC of test dataset by 9.3%.
