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Abstract
In this article, we propose a way to consider processes indexed by a collection A of subsets of a
general set T . A large class of vector spaces, manifolds and continuous R-trees are particular cases.
Lattice-theoretic and topological assumptions are considered separately with a view to clarifying the
exposition. We then define a Wiener-type integral YA =
∫
A
f dX for all A ∈ A for a deterministic
function f : T → R and a set-indexed Le´vy process X. It is a particular case of Raput and Rosinski
[40], but our setting enables a quicker construction and yields more properties about the sample paths
of Y. Finally, bounds for the Ho¨lder regularity of Y are given which indicate how the regularities of
f and X contributes to that of Y . This follows the works of Jaffard [24] and Balanc¸a and Herbin [6].
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The regularity of sample paths of stochastic processes have been an object of deep interest as early as the
1960s. This field, far from having dried out, still is nowadays the place of a thriving research as diverse
as the study of random fractals (see e.g. the survey of Xiao [46] or Khoshnevian et al. [?]), wavelet
theory (e.g. Ayache et al. [4]), regular parametrization of random curves (e.g. Lawler and Zhou [28])
and many more. All those works have the common point that the regularity of sample paths is used to
better understand the processes at play.
Let us consider a Le´vy process X = {Xt : t ∈ R+}. As expressed above, there are a lot of ways one can
talk about the regularity of X. We are interested in the Ho¨lder regularity of the sample paths of X. Jaffard
[24], followed by Balanc¸a [5], studied the process X in an extremely refined fashion. In particular, they
extended a classical result from Blumenthal and Getoor [8] and Pruitt [39] which gives the pointwise
Ho¨lder exponent αX(t) at any t ∈ R+ depending on the Le´vy-Khintchine triplet of X.
For a given, regular enough, function f : R+ → R, we can define the ‘primitive process’ Y given by
∀t ∈ R+, Yt =
∫
[0,t]
f dX. (0.1)
In the continuation of the previous works, we study the regularity of Y based on those of X and f. Namely,
under some additional hypotheses (see Corollary 4.21), we prove in particular that, for all t ∈ R+, the
pointwise exponent of Y satisfies with probability one:
αY(t) = αX(t) + αf (t)1f(t)=0. (0.2)
A result of this kind has already been established by Balanc¸a and Herbin [6] for a stochastic integral
with respect to a continuous semimartingale. Since X has in general a dense set of discontinuities owing
to its Poissonian part, we had to take a different approach. However, having a lot of discontinuities is
not always a disadvantage when one wants to understand Ho¨lder regularity. When they are plenty, they
provide bounds on the Ho¨lder exponent. Jaffard developed this idea in [23] to determine the Ho¨lder
regularity of deterministic functions and successfully applied it in [24] to characterize the full multifractal
spectrum of X. We shall adapt those techniques to obtain (0.2) and related results.
Actually, we took the opportunity to study more general processes than R+-indexed ones. Several
advantages of this approach will be discussed as we proceed. Let us consider for now a generic set T
as well as a function f : T → R. In order to be able to define an expression similar to (0.1), it is more
natural to consider a Le´vy process X = {XA : A ∈ A } indexed by a collection A of subsets of T rather
than by T itself. The existence and properties of X have been studied by Herbin and Merzbach [16],
extending a work from Bass and Pyke [7]. This enables to view X as a stationary random measure, with
respect to which it is possible to define an integral. Hence, the goal of this article is to study the Ho¨lder
regularity of the sample paths of the set-indexed process Y given by:
∀A ∈ A , YA =
∫
A
f dX (0.3)
and express it in terms of the regularity of f and X. When T = R+, A may be chosen as the collection
of all segment [0, t] for t ∈ R+, so (0.1) is a particular case.
The theory of set-indexed processes is exposed in [19, 20, 34] by Ivanoff and Merzbach. The original
need was to generalize the theory of processes a` deux indices (i.e. R2+-indexed processes) pioneered by
[10, 33, 35, 37, 42, 44, 45] and many others. Maybe unexpectedly, it turns out that this setting enables the
study of T -indexed processes where T is quite a general partially ordered set (see Proposition 1.2 for the
exact correspondance and [21] for a related approach). For instance, it encompasses the multiparameter
case T = Rp+ (see Khoshnevisan [25] for a modern exposition) and processes indexed by continuous trees
(see Evans [11], Le Gall [29], Lin [30] and references therein), which both constitute important subjects
in modern-day probability.
In Section 1, we expose the framework of set-indexed theory. The approach taken is a bit different from
the classical one where the definition of the indexing collection A gathers in one place both lattice-related
and topological assumptions. We aim to simplify the exposition by splitting the properties between several
subsections and separately investigating their consequences.
In Section 2, we rigorously define the integral (0.3) in the same fashion as the classical Wiener integral.
This appears as a particular case of the construction of Rajput and Rosinski [40], but the stationarity
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of the increments of X enables a quicker construction. Thanks to the set-indexed framework, a Le´vy-
Itoˆ decomposition for the sample paths of Y is proven in the same spirit as Herbin and Merzbach [16,
Theorem 7.9].
In Section 3, we discuss several notions of Ho¨lder regularity following Herbin and Richard [17]. Usually,
determining the Ho¨lder regularity of some function h : R+ → R at t ∈ R+ is to find the best α > 0
such that the estimate |h(s) − h(t)| 6 |s − t|α holds true for s sufficiently close to t. So the focus is on
bounding the increments of h. However, when the partial order on T is not total, there is a variety of
increments that one could want to bound. For T = R2+, two notions of increments are usually considered
for h : R2+ → R and (s1, s2), (t1, t2) ∈ R
2
+: the ‘naive’ increment h(s1, s2)− h(t1, t2) and the rectangular
increment h(s1, s2)−h(s1, t2)−h(t1, s2)+h(t1, t2). We provide corresponding definitions to tackle those
different situations. We then further push ideas from [24, 23] to obtain (deterministic) upper bounds for
the Ho¨lder regularity of a deterministic function h : A → R based on its pointwise jumps.
In Section 4, we prove a 0-1 law (Theorem 4.1) and then proceed to our main results (Theorems 4.3 and
4.16). They give upper and lower bounds on the Ho¨lder regularities of Y in terms of the Le´vy-Khintchine
triplet of X and estimates on f . Simple examples are considered, already showing the crucial influence
of the geometry of T on the regularity of Y. Several phenomenons in the multiparameter case invisible
in dimension one are investigated.
Notations: (Ω,F ,P) is a complete probability space, T a non-empty measurable space and m a measure
on T . As soon as their respective definitions are given, A will denote an indexing collection on T , dA a
pseudo-metric on A (abusively called metric in the sequel), X a set-indexed Le´vy process and Y will be
given by (0.3). By A ⊆ A′ (resp. A ⊂ A′), we mean that A is included (resp. strictly included) in A′. O
(resp. o) will denote the usual Landau’s ‘big O’ (resp. ‘small o’) notation. By x → a− (resp. x → a+)
for a ∈ R, we mean that we take the limit as x increases (resp. decreases) to a.
1 Set-indexed framework
When one wants to study general T -indexed processes Z = {Zt : t ∈ T } while retaining the intuition
that T represents a kind of ‘time’, it becomes natural to endow it with an order relation 4. Stating that
s 4 t for s, t ∈ T would then mean that ‘s happens before t’. As annouced above, this setting turns out
to be equivalent to considering processes Z = {ZA : A ∈ A } for a specific collection A of subsets of
T (Proposition 1.2). The advantage is that it becomes easier and more natural to define the increment
process ∆Z over bigger collections than A , extending the previous notion of rectangular increments for
two-parameter processes. This framework is presented in Section 1.1.
Since our goal is to deal with the regularity of the sample paths of A -indexed processes, we require a
topology on A , or equivalently on T (see (1.3)), by means of a metric dA whose properties are exposed
in Section 1.2.
At last, we present in Section 1.3 restrictions on A to be finite-dimensional in some sense. This will later
help to establish much needed sample paths properties (Section 2.3) and martingale inequalities (Section
4.2).
1.1 Indexing collection as a poset
1.1.1 A and other classes
In the following, P(T ) denotes the collection of all subsets of T and for any subcollection D ⊆ P(T ),
D(u) denotes the collection of all finite unions of elements in D . The following definition is inspired from
[17, Definition 2.1], which is itself a careful selection of the required properties of [20, Definition 1.1.1].
Definition 1.1 (Indexing collection). A class A ⊆ P(T ) is an indexing collection on T if the following
properties hold:
1. (Stability under intersections). ∅ ∈ A , A and A \ {∅} are closed under countable intersections.
2. (Separability from above). There exists an increasing sequence of finite subcollections An =
{An1 , ..., A
n
kn
} ⊆ A (n ∈ N) closed under intersections such that given the functions gn : A →
An ∪ {T } defined by
∀A ∈ A , gn(A) =
⋂
A′∈An∪{T }:
A⊆A′
A′,
the elements of A may be approximated as follows: for all A ∈ A , A =
⋂
n∈N
gn(A).
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3. (SHAPE condition). For any positive integer n and A,A1, ..., An ∈ A , if A ⊆
⋃
i6n Ai, then
A ⊆ Aj for some j 6 n.
4. (TIP assumption). The map
T −→ A \ {∅}
t 7−→ A(t) =
⋂
n∈NAn(t),
where An(t) =
⋂
A∈An∪{T }:
t∈A
A, is one-to-one.
For all A ∈ A , the unique point t ∈ T such that A = A(t) is called the tip of A.
First of all, let us state that such a definition is actually equivalent to a couple of simple axioms. The
proof is just straightforward abstract nonsense. Whenever convenient, we will switch from one point of
view to the other (see Examples 1.4 and 1.5).
Proposition 1.2 (Correspondance (T ,A )↔ (T ,4)). Suppose that 4 is a partial order on T satisfying
the following two conditions:
1. (Countable subsemilattice). Any countable subset {tn : n ∈ N} of T admits a joint minimum
denoted by
∧
n∈N tn ∈ T .
2. (Separability from above). There exists a countable subset D ⊆ T such that for any t ∈ T , there
exists a non-increasing sequence (tn)n∈N in D such that t =
∧
n∈N tn.
Denote for all t ∈ T , A(t) = {s ∈ T : s 4 t}. Then A = {A(t) : t ∈ T } ∪ {∅} is an indexing collection.
Conversely, if one considers an indexing collection A on T , then the order relation 4 given by
∀s, t ∈ T , s 4 t ⇐⇒ A(s) ⊆ A(t)
satisfies conditions 1 and 2 above.
In the sequel, A stands for such an indexing collection and B = σ(A ) for the σ-algebra it generates.
The previous definition of A will be made clearer as properties are further derived from those four
assumptions, but let us still make some preliminary remarks about each of them.
1. Being closed under countable intersections (i.e. A is a δ-ring) ensures that a lot of measure-theoretic
constructions apply.
Also having A \ {∅} as a δ-ring ensures the well-posedness of the TIP assumption. Moreover, it
is necessary in order to prove that the cartesian product of indexing collections is still an indexing
collection.
Another reason to require stability under intersections would be that filtrations play a crucial role
while studying processes such as martingales or Markov processes. In order to impose intuitive ’time
consistent’ relations between the σ-algebras in a set-indexed filtration, stability under intersections
is required. For more details, see [20].
2. One key element arising in the study of R+-indexed ca`dla`g (right continuous with left limits)
stochastic processes is the use of dyadics. They are extremely useful to get results in the continuous
case from their discrete alter egos.
In the second assumption, the class An indeed plays a role similar to the dyadics of order n in
that endeavour. In the litterature of set-indexed processes, one usually imposes some topological
structure on T so that A lies in the interior of gn(A) for all n ∈ N instead. This implies a
‘separability strictly from above’, but we chose against it here since A will be endowed with a
metric in Section 1.2 so that there is no competition with another topology.
3. The SHAPE condition has been first introduced in [20, Assumption 1.1.5] as a sufficient condition
to ensure the existence of increment maps (see Proposition-Definition 1.14). Since it turns out
that such a condition is also necessary (even though the proof is not detailed here, Lemma 1.13 is
actually an equivalent formulation of the SHAPE condition), it has been added to the definition.
In lattice-theoretic vocabulary, this condition is known as join irreducibility.
4. The TIP assumption has also been introduced in [20, Assumption 2.4.2] and draws a clear corre-
spondance between general processes {Zt : t ∈ T } and set-indexed processes {ZA : A ∈ A } such
that Z∅ = 0 through the relation Zt = ZA(t) for all t ∈ T .
This bijection is the key element that enables the correspondance of Proposition 1.2.
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Remark 1.3. Although what we mean by ‘indexing collection’ differs from parts of the litterature, we
will stress each time a result from the litterature is used and why the conclusions still hold in our case.
For instance, an indexing collection is usually supposed to be closed under arbitrary intersections, but
this property also holds in our framework. Indeed, consider a subcollection A ′ ⊆ A . Then, separability
from above tells that
⋂
A∈A ′ A =
⋂
n∈N
⋂
A∈A ′∩An
A so it still belongs to A by stability under countable
intersections. Likewise, for all t ∈ T ,
⋂
A∈A :t∈AA =
⋂
n∈N
⋂
A∈An:t∈A
A = A(t), which links back to the
usual meaning of A(t) in the litterature.
In particular, T and A both have a global minimum:
0T =
∧
t∈T
t and ∅′ = A(0T ) =
⋂
A∈A :A 6=∅
A. (1.1)
The notation will be consistent with the usual 0 whenever T has one. Without loss of generality, we
suppose that both ∅ and ∅′ belong to An for all n ∈ N.
Let us present several examples in order to better understand what Definition 1.1 entails. Since it has
been explained in Proposition 1.2 that it is equivalent to consider an indexing collection A or an order
relation 4 on T verifying certain properties, we will make full use of it depending on which is the most
pratical in the actual context.
Examples 1.4 (Discrete indexing collections). Contrary to the litterature, both discrete and continuous
indexing collections are still available at this level of generality. It is the topological assumptions added in
Section 1.2 that will put the discrete case aside. Since the following examples are at most countable, any
increasing sequence (An)n∈N of finite subcollections of A closed under intersections such that
⋃
n∈N An =
A works out for the separability from above condition in Definition 1.1. So we just need to specify the
partial order 4 of Proposition 1.2.
⋄ T = Np (for an integer p > 1) endowed with the ususal componentwise partial order yields an indexing
collection where
∀t ∈ Np, A(t) = J0, tK =
{
s ∈ Np : ∀i ∈ J1, NK, si 6 ti
}
.
⋄ T = Zp, once divided into 2p ’quadrants’, may be endowed with an order relation as follows:
∀s, t ∈ Zp, s 4 t ⇐⇒
{
∀i ∈ J1, pK, siti > 0 and si 6 ti
}
.
Remark that using the usual componentwise partial order on Zp would not yield an indexing collection
since ⋂
n∈N
K−∞,−nKp = ∅
which is not in accordance with the fact that A \ {∅} should be closed under countable intersections.
⋄ A tree T ⊆ {∅} ∪
⋃∞
p=1(N
∗)p (see Neveu’s convention for trees introduced in [?]) is endowed with a
natural partial order for which
∀t = t1...tp ∈ T , A(t) =
{
∅
}
∪
{
t1...ti : 1 6 i 6 p
}
=
{
ancestors of t
}
∪
{
t
}
.
One may also adapt this idea to finite graphs through the choice of a spanning tree.
Examples 1.5 (Continuous indexing collections).
⋄ T = Rp+ (or [0, 1]
p) endowed with the usual componentwise partial order goes the same way as Np. To
check the separability condition, one may set An as the collection of A(t)’s where each component ti
of t is a dyadic of order n between 0 and n, i.e. ti = ki 2
−n where ki ∈ J0, n2
nK.
More generally, the positive cone T = E+ of a separated Riesz space (E,4) such that C
0([0, 1]) or
Lq(0, 1) (see [3] for more details and examples) may be endowed with an indexing collection.
⋄ T = Rp is easily endowed with an indexing collection by combining the ideas from Zp and Rp+.
⋄ The space of [0, 1]-valued sequences T = [0, 1]N endowed with the usual componentwise partial order
also yields an indexing collection where the elements of An are the sets of the form
n∏
i=1
[0, di]×
∞∏
i=n+1
[0, 1]
where d1, ..., dn are dyadics of order n in [0, 1], i.e. di = ki 2
−n where ki ∈ J0, 2
nK for all i 6 n.
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⋄ The hypersphere T = Sp may be endowed with an indexing collection through the spherical coordinates
map Sp ∋ t 7→ ϕ(t) = (ϕ1(t), ..., ϕp(t)) ∈ [0, π]
p−1 × [0, 2π) and the usual componentwise order 4 on
R
p
+ by
∀t ∈ Sp, A(t) =
{
s ∈ Sp : ϕ(s) 4 ϕ(t)
}
.
Using coordinate maps (and partially ordering them), one may also endow more general manifolds with
indexing collections.
⋄ An R-tree T (see [11, Definition 3.15]) rooted at some ρ ∈ T may be endowed with an indexing
collection A whose elements are the geodesic segments Jρ, tK for all t ∈ T as long as it is separated
from above.
Let us now recall for the sake of further reference some additional classes of subsets of T based on the
definition of A . Definitions 1.6 through 1.8 are taken from [20] apart from the notation Cn(t) which
comes from [16] and the classes Ck which are introduced here for the first time.
Definition 1.6 (Increment class C ). The class of increment sets is given by
C =
{
A \ U : A ∈ A , U ∈ A (u)
}
.
For any k ∈ N, the subclass Ck of k-increments of C is given by
Ck =
{
A0 \
k+1⋃
i=1
Ai : A0, ..., Ak+1 ∈ A
}
.
One obviously has A ⊆ C ⊆ C (u) ⊆ B where each inclusion is strict in general. The classes C and C (u)
are a semiring of sets and a ring of sets respectively (see [27, Definitions 1.8 and 1.9]). Thus they are
well-adapted to measure-theoretic constructions, which will be made clearer in Section 1.1.2. The class
C is also a natural extension of the rectangular increments of R2+-indexed processes.
The subclasses Ck will play an important role to characterize a dimensional property of A (see Section
1.3). They also are used to define regularity criterion for set-indexed maps (see Section 3). The particular
case of C0 has been used in [16] to characterize increment stationarity for set-indexed Le´vy processes (see
Section 2.2 for a definition).
Definition 1.7 (Extremal representation). Any C ∈ C may be written as
C = A0 \
n⋃
i=1
Ai
where n ∈ N and A0, ..., An ∈ A are such that for all i, j ∈ J1, nK, Ai ⊆ A0 and Ai ⊆ Aj implies i = j.
This representation, called extremal representation of C, is unique up to relabelling A1, ..., An.
This representation is mainly a consequence of the SHAPE condition. We refer to [20, Assumption 1.1.5]
and the following comments for more details.
The last class and its usefulness have been remarked early and may be found in [20, Assumption 1.1.7].
Definition 1.8 (Left neighborhoods C ℓ). The class of left neighborhoods is given by
C
ℓ =
⋃
n∈N
C
ℓ(An)
where for all integer n, C ℓ(An) is the collection of all sets of the form A\
⋃
A′∈An:A
′(AA
′ where A ∈ An.
For all t ∈
⋃
C∈C ℓ(An)
C, let Cn(t) denote the unique element of C
ℓ(An) containing t.
For t /∈
⋃
C∈C ℓ(An)
C, set Cn(t) = T .
The class C ℓ(An) is made of the ’indivisible’ (i.e. smallest for the inclusion), pairwise disjoint elements
of C that one can create from An. C
ℓ is a subclass of C with the nice feature of being able to ’zoom
in’ on any point t ∈ T , which will prove to be crucial to define the pointwise jumps of X (see Definition
2.11) and derive a Le´vy-Itoˆ representation out of it (see (2.10)). For that, remark that the surjectivity in
the TIP assumption ensures that Cn(t) ⊆ An(t) for all n ∈ N big enough, so Cn(t) belongs to C
ℓ(An).
In turn, injectivity says that (Cn(t))n∈N decreases to {t}.
Actually, we can say a bit more than this. Namely, the class C ℓ is a dissecting system, meaning that for
any t 6= t′ in T , there are C,C′ ∈ C ℓ such that t ∈ C, t′ ∈ C′ and C ∩C′ = ∅. To check it, one just needs
to take C = Cn(t) and C
′ = Cn(t
′) for a big enough n ∈ N.
Example 1.9. Consider T = Rp+ and its indexing collection given in Examples 1.5. Then the elements
of C ℓ(An) are the ’hypercubes’
R
p
+ ∩
p∏
i=1
(di − 2
−n, di]
where the di’s are dyadics of order n in [0, n].
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1.1.2 Increment map and linear functional
We are on our way to define the integral
∫
T
f dX where f : T → R is a deterministic map and X is
a specific set-indexed process. As it has already be explained earlier, one advantage of the set-indexed
setting is that X may already be considered as a kind of cumulative distribution function of a an additive
map ∆X = {∆XU : U ∈ C (u)}. The goal of this section is to reach Proposition-Definition 1.14 where
∆X is properly defined and its link with
∫
T
f dX clarified.
Definition 1.10 (Simple functions). The space of simple functions is the linear subspace E of RT
spanned by the indicator functions 1A where A ∈ A .
Remark 1.11. By the usual inclusion-exclusion formula, we know that for all C = A0 \
⋃n
i=1 Ai ∈ C ,
1C = 1A0 −
n∑
i=1
(−1)i
∑
j1<...<ji
1A0∩Aj1∩...∩Aji
, (1.2)
hence 1C belongs to E . Since any element of U ∈ C (u) may be written as a disjoint union of elements in
C , its corresponding indicator function will also belong to E . Hence
{
1U : U ∈ C (u)
}
⊆ E .
The following straightforward result highlights an important aspect of C : it enables to write simple
functions as sums of pairwise disjoint indicators. The writing is not unique, but it could be made so
using the class C (u).
Proposition 1.12 (C -representation of simple functions). Any simple function f ∈ E may be written as
f =
n∑
i=1
ci1Ci
where n ∈ N, c1, ..., cn ∈ R
∗ and C1, ..., Cn ∈ C are pairwise disjoint.
Lemma 1.13. The family
{
1A : A ∈ A \ {∅}
}
is linearly independent in RT , and thus forms a basis of
E .
Proof. Assume the family is linearly dependent. We can write a dependence relation
∑n
i=1 αi1Ai = 0
where n ∈ N∗, α1, ..., αn ∈ R
∗ and A1, ..., An ∈ A \ {∅} are pairwise distinct.
By writing for all j ∈ J1, nK,
1Aj =
n∑
i=1
i6=j
αi
αj
1Ai ,
we deduce that
Aj ⊆
n⋃
i=1
i6=j
Ai.
By the SHAPE condition (see Definition 1.1), we get that for all j ∈ J1, nK, there exists ij ∈ J1, nK \ {j}
such that Aj ⊂ Aij . Notice that the inclusion is strict since the Ai’s are pairwise distinct.
Let us show that this brings a contradiction. Since i1 6= 1, we might as well suppose that i1 = 2 so that
A1 ⊂ A2. Suppose that A1 ⊂ ... ⊂ Aj , then ij > j since ij 6= j by definition and ij < j would yield the
contradiction Aj = Aij . Hence, up to relabelling, we may suppose that ij = j+1 so that A1 ⊂ ... ⊂ Aj+1.
By iteration, we get A1 ⊂ ... ⊂ An, but this is a contradiction since An must also be included in some
distinct Ai for i < n.
From this lemma, we deduce the existence of an additive extension ∆h to C (u) of any map h : A → R
in the sense of [20]. Previously, it was known that SHAPE is a sufficient condition to the existence of
such extensions, but it is also necessary to ensure the existence of all such extensions (the proof will
be omitted here, but relies mainly on Lemma 1.13). It is one reason why SHAPE has been included in
Definition 1.1 contrary to [20] where the existence of an additive extension is supposed whenever needed,
which so turns out to be an equivalent point of view.
Proposition-Definition 1.14 (Increment map and linear functional). Consider a map h : A → R such
that h(∅) = 0.
⋄ There exists a unique additive extension ∆h : C (u) → R of h, i.e. such that ∆h|
A
= h and for all
pairwise disjoint U1, U2 ∈ C (u), ∆h(U1 ⊔ U2) = ∆h(U1) + ∆h(U2).
The map ∆h is called the increment map of h.
7
⋄ There exists a unique linear map h : E → R such that h(1A) = h(A) for all A ∈ A . Moreover,
h(1U ) = ∆h(U) for all U ∈ C (u).
The map h is called the linear functional associated with h.
Proof. The existence and unicity of h are but a direct consequence of Lemma 1.13. According to Remark
1.11, we may define ∆h(U) = h(1U ) for all U ∈ C (u), which is obviously additive.
It remains to prove uniqueness by induction. Suppose that such ∆h exists. First, remark that ∆h is
uniquely determined on A since we must have ∆h|
A
= h. Suppose now that for a fixed integer k ∈ N,
∆h is uniquely determined on the class Ck−1 (given in Definition 1.6) where we set C−1 = A . Let us
consider an element Ck = A0 \
⋃k+1
i=1 Ai ∈ Ck and show that the value ∆h(Ck) is determined by ∆h|Ck−1 .
Denote Ck−1 = A0 \
⋃k
i=1 Ai. Since Ck−1 = Ck ⊔ (Ak+1 ∩ Ck−1), the additivity of ∆h tells us that
∆h(Ck) = ∆h(Ck−1)−∆h(Ak+1 ∩ Ck−1)
where both Ck−1 and Ak+1 ∩ Ck−1 actually belong to Ck−1. Hence ∆h(Ck) is uniquely determined by
the induction hypothesis.
Thus ∆h is uniquely determined on C = A ∪
⋃
k∈N Ck, but since any element of C (u) may be written
as a disjoint union of elements of C , ∆h is uniquely determined on C (u) by additivity.
1.2 Indexing collection as a metric space
1.2.1 Metric dA on A
Since we want to have a look at the regularity of set-indexed processes, we require a (pseudo-)metric
dA on A . Moreover, we want dA to interact well with the already existing order structure of the in-
dexing collection A . A similar approach has been undertaken in [17] to obtain a set-indexed version of
Kolmogorov-Chentsov’s regularity theorem, but here we do not require any quantitative hypothesis.
In the following, for any A ⊆ A′ in A , [A,A′] will denote the set
{
A′′ ∈ A : A ⊆ A′′ ⊆ A′
}
.
Moreover, whenever a metric dA is given on A , the TIP bijection of Definition 1.1 automatically induces
a metric dT on T by
∀s, t ∈ T , dT (s, t) = dA (A(s), A(t)) (1.3)
Conversely, whenever dT is given, dA is also characterized by (1.3). This pushes further the correspon-
dance established by Proposition 1.2. We underline the fact that even though T might sometimes by
endowed with a natural metric, if dA is given, then dT will always be defined by (1.3) and vice versa.
Definition 1.15 (Set-indexed compatible metric). A metric dA on A is said to be (set-indexed) com-
patible if the following properties hold:
1. (Contractivity). For any A,A′, A′′ ∈ A , dA (A ∩ A
′′, A′ ∩ A′′) 6 dA (A,A
′).
2. (Outer continuity). For any (An)n∈N non-increasing sequence in A , dA (An, A) → 0 as n → ∞
where A =
⋂
n∈NAn.
3. (Shrinking mesh property). The diameter of the left-neighborhoods tends to 0, i.e.
max
C∈C ℓ(An)
diam(C) −→ 0 as n→∞
where C ℓ(An) has been given in Definition 1.8 and diam(C) = sup{dT (s, s
′) : s, s′ ∈ C}.
4. (Midpoint property). For any A ⊆ A′ in A , there exists A′′ ∈ [A,A′] such that dA (A,A
′′) =
dA (A
′′, A′) = dA (A,A
′)/2.
In the following, let us consider such a compatible metric dA . In particular, the metric dT given by (1.3)
endows T with a topology, relating back to the usual definition of indexing collection given in [20] where
T is supposed to be a topological space from the start.
Open balls for dA and dT will be denoted by BA (A, ρ) and BT (t, ρ) respectively.
Let us briefly comment on this definition. Assumptions 1 and 2 may be found in [17, Definition 2.2]
and ensure that dA is compatible with the order structure on T . Assumption 3 is a way to further push
that compatibility to the ‘meshes’ An. In particular, it is a qualitative counterpart to the quantitative
hypothesis [17, Assumption HA ]. Remark that closely related assumptions may also be found in [21]
where a lattice-indexed Poisson process is studied. As for Assumption 4, it is an hypothesis reminiscent
of the standard setting of geodesic spaces and its relevance will be further discussed after Proposition
1.17.
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Examples 1.16.
⋄ In the case where T itself is endowed with a pseudo-metric d, instead of directly defining dA through
dT = d, we may also consider the induced Hausdorff metric given by
∀A,A′ ∈ A \ {∅}, dH(A,A
′) = inf
{
ε > 0 : A′ ⊆ Aε and A ⊆ (A′)ε
}
where Aε = {t ∈ T : d(t, A) 6 ε} and dH(∅,∅
′) = 0 by convention.
dH is always contractive, outer continuous if d is with respect to the sub-semilattice (T ,4). Similarly,
the shrinking mesh and midpoint properties may be formulated in terms of d.
⋄ If m is a measure on (T ,B) (recall that B = σ(A )) such that m(A) <∞ for all A ∈ A , then we may
also consider
∀A,A′ ∈ A , dm(A,A
′) = m(A△A′)
where A△A′ = (A \A′) ∪ (A′ \A) is the symmetric set difference. dm is always contractive and outer
continuous. A local version of the shrinking mesh property (which is what we truly need, but is harder
to state) is true as long as the midpoint property is by mimicking the proof of [20, Lemma 5.1.6]. The
midpoint property works for all Examples 1.5 as long as m is absolutely continuous with respect to the
‘Lebesgue measure’.
1.2.2 Geodesics in A
Let us now delve into the consequences of the midpoint property of dA (Definition 1.15). They will prove
to be important when establishing the Le´vy-Itoˆ decomposition in Section 2.3 and when giving upper
bounds on the Ho¨lder regularity in Section 3.2.
A (constant speed) geodesic is a map γ : I → A where I is an interval of R such that
∀x, y ∈ I, dA (γ(x), γ(y)) = v |x− y|
where v > 0 is a constant, called the speed of the geodesic.
The following proposition should be compared to [20, Lemma 5.1.6] which ensures the existence of so-
called flows. Those flows embody the intrisic ‘continuous’ quality of classical indexing collections since
they constitute continuous paths between elements of A . Flows are also a precious link with the usual
one-dimensional theory: from a set-indexed process Z and a flow γ : R+ → A , one may define a process
{Zγt : t ∈ R+} , called the projection of Z along γ, by setting Z
γ
t = Zγ(t) for all t ∈ R+ (see [17, 20] for
more details and applications).
Here, our hypotheses on dA enable a similar approach through increasing geodesics which share a lot of
properties with those flows. Compared to [20], our approach seemed simpler to expose since we separated
order properties (Section 1.1) from topological ones (Section 1.2). Moreover, as a consequence of the
previously mentioned Lemma 5.1.6, the midpoint property (which is the key to Proposition 1.17) is true
in the classical set-indexed setting for dA = dm and a m a Radon measure, so our exposition is also more
general.
Proposition 1.17 (Existence of increasing geodesics). For any A0, A1 ∈ A such that A0 ⊂ A1 and
dA (A0, A1) > 0, there exists an increasing geodesic γ : [0, 1]→ A such that γ(0) = A0 and γ(1) = A1.
Proof. Denote for all non-negative integer n the set Dn = {k 2
−n : 0 6 k 6 2n} of dyadics of order n
in [0, 1] as well as D =
⋃
n∈ND. Directly iterating on the midpoint property in Definition 1.15 yields a
collection {Ad : d ∈ D} such that d < d
′ implies Ad ⊂ Ad′ and
∀d ∈ Dn+1 \ Dn, dA (Ad, Ad±2−n) =
1
2
dA (Ad−2−n , Ad+2−n).
Then we define a map γ : [0, 1]→ A as follows:
∀x ∈ [0, 1], γ(x) =
⋂
d∈D:
x6d
Ad.
The function γ is increasing. Moreover, the iteration directly proves that for all d, d′ ∈ D, dA (γ(d), γ(d
′)) =
dA (A0, A1)|d− d
′|. Outer continuity allows to extend this relation for all x, y ∈ [0, 1].
Before moving on, let us prove a useful application of increasing geodesics to the shrinking mesh property.
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Proposition 1.18 (Weak shrinking mesh property). The ‘mesh size’
δn = max
{
dA (A,A
′) : A,A′ ∈ An, A maximal proper subset of A
′
}
−→ 0 as n→∞
where by ‘A being a maximal proper subset of A′’, we mean that A ⊂ A′ and there is no A′′ ∈ An such
that A ⊂ A′′ ⊂ A′ (recall that ⊂ stands for the strict inclusion).
Proof. Fix n ∈ N and consider A,A′ ∈ An such that A is a maximal propert subset of A
′ and δn =
dA (A,A
′). Then consider an increasing geodesic γ : [0, 1]→ A such that γ(0) = A and γ(1) = A′.
Since for all x > 0, the tips (Definition 1.1) of γ(x) and A′ both belong to the same element in C ℓ(An),
we have
∀x > 0, dA (γ(x), A
′) 6 max
C∈C ℓ(An)
diam(C).
Since γ is continuous, letting x→ 0+ yields
dA (A,A
′) 6 max
C∈C ℓ(An)
diam(C).
The result then follows by letting n→∞.
1.2.3 Metric dC on C
The metric dA on A may be naturally extended to a metric dC on C with corresponding interesting
properties. In Section 3, this metric is used to give an equivalent definition of the set-indexed Ho¨lder
exponents defined in [17].
Definition 1.19 (Metric dC on C ). For any C = A0 \
⋃n
i=1 Ai and C
′ = A′0 \
⋃n′
j=1 A
′
j in C written
with their extremal representations given in Definition 1.7, denote by dC (C,C
′) the Hausdorff distance
between the sets {A0, ..., An} and {A
′
0, ..., A
′
n′}, i.e.
dC (C,C
′) = max
{
max
06i6n
min
06j6n′
dA (Ai, A
′
j), max
06j6n′
min
06i6n
dA (Ai, A
′
j)
}
.
(C , dC ) is a (pseudo-)metric space for which the canonical injection (A , dA ) →֒ (C , dC ) is an isometry,
i.e. dC (A,A
′) = dA (A,A
′) for any A,A′ ∈ A .
In order to comprehend what is going on for dC , the minimum is here in order to ’match’ Ai with the
closest A′j and vice versa while the maximum takes the total error into account for the best matching.
dC is well-defined since the extremal representation of an element of C is unique due to Definition 1.7.
The next lemma basically tells that all constitutive elements of Cn(t) (Definition 1.8) converge to A(t)
as n tends to infinity and sheds a new light on the metric dT given by (1.3).
Lemma 1.20. For all t ∈ T , dC (Cn(t), A(t))→ 0 as n→∞. Moreover,
∀s, t ∈ T , dT (s, t) = lim
n→∞
dC (Cn(s), Cn(t)). (1.4)
Proof. Let t ∈ T and ε > 0. By outer continuity of dA , there exists an integer n0 such that
∀n > n0, An(t) ∈ An and dA (An(t), A(t)) 6 ε/2. (1.5)
According to Proposition 1.18, there exists n1 > n0 such that
∀n > n1, δn 6 ε/2 (1.6)
where δn is the one from that very proposition.
By (1.5), for all n > n0, Cn(t) ∈ C
ℓ. In particular, we may write its extremal representation Cn(t) =
A0n \
⋃jn
i=1A
i
n. By (1.6), we get
∀n > n1, ∀i 6 jn, dA (An(t), A
i
n) 6 ε/2. (1.7)
Hence it follows that for all n > n1,
dC (Cn(t), A(t)) 6 dC (Cn(t), An(t)) + dA (An(t), A(t)) by triangle inequality,
6 δn + dA (An(t), A(t)) by definition of dC and δn,
6 ε by (1.5) and (1.7).
Hence dC (Cn(t), A(t))→ 0 as n→∞.
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Only (1.4) remains to prove. Let s, t ∈ T . Remark that Cn(s) and Cn(t) both belong to C for all n big
enough, say n > n2. Then we can write for all n > n2,
dT (s, t) = dC (A(s), A(t)) 6 dC (A(s), Cn(s)) + dC (Cn(s), Cn(t)) + dC (Cn(t), A(t)).
Taking lower limits yields dT (s, t) 6 lim infn→∞ dC (Cn(s), Cn(t)). Conversely, for all n > n2,
dC (Cn(s), Cn(t)) 6 dC (Cn(s), A(s)) + dT (s, t) + dC (Cn(t), A(t)).
Taking upper limits yields lim supn→∞ dC (Cn(s), Cn(t)) 6 dT (s, t). The limit (1.4) follows.
1.2.4 Divergence d on T ×A
Our main focus being the study of the integral YA =
∫
A
f dX of a function f , defined on T , against a
set-indexed process X , defined on A , it introduces an interaction between points t ∈ T and sets A ∈ A
that the pseudo-metric dA , or equivalently dT , fails to capture. The goal of this part is to shed some
light and put words on such phenomenon, which we illustrate in the case where T = R2+ from Examples
1.5.
A
A′
t
Figure 1: t ∈ A△A′ where dA (A,A
′) is much smaller than dA (A,A(t)).
Even if more details will be given in Section 3, let us say for now that we will be interested in bounding
the increments of Y around some A ∈ A taking the form YA − YA′ where A
′ is close to A for dA . Using
the additive extension from Proposition 1.14, we have
YA − YA′ =
(
∆YA\A′ + YA∩A′
)
−
(
∆YA′\A + YA′∩A
)
= ∆YA\A′ −∆YA′\A.
This tends to indicate that points t ∈ A△A′ (i.e. the hatched region in Figure 1) do have an influence
on the increment YA − YA′ where dA (A,A
′) is small but dA (A,A(t)) might not be. Hence the need to
express ‘how close’ such t are to A.
Definition 1.21 (Victiny V and divergence d). For all A ∈ A , t ∈ T and ρ > 0, define
V(A, ρ) =
⋃
A′∈BA (A,ρ)
(
A△A′
)
and d(t, A) = inf
{
ρ > 0 : t ∈ V(A, ρ)
}
with the convention V(A, ρ) = ∅ for ρ 6 0.
V(A, ρ) is called the victiny of A of size ρ and d(t, A) the divergence between t and A.
This definition naturally yields two notions of ‘open balls’ for t ∈ T , A ∈ A and ρ > 0:
V(A, ρ) =
{
s ∈ T : d(s, A) < ρ
}
, (1.8)
V ′(t, ρ) =
{
A′ ∈ A : d(t, A′) < ρ
}
. (1.9)
where we check that (1.8) is coherent with Definition 1.21. V ′(t, ρ) will be called dual victiny of t of size
ρ.
Example 1.22. Although d(t, A) = dA (A(t), A) in the case where T = R+ (or a tree more generally,
see Examples 1.5), other behaviors start to appear in higher-dimensional examples.
When T = R2+ and dT = d2 is the usual euclidean distance, the victinies are illustrated in Figure 2.
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2ρ
2ρ
t
×
V(A(t), ρ) (hatched) and BT (t, ρ) (crossed)
2ρ
2ρ
t
×
V ′(t, ρ) (hatched) and BT (t, ρ) (crossed)
Figure 2: Victiny and dual victiny for (T , dT ) = (R
2
+, d2).
Some might wonder whether through the TIP bijection, one could obtain a metric on T with the formula
(s, t) 7→ d(s, A(t)). However that is not the case since both symmetry and triangle inequality fail in
general. Indeed, if symmetry was true, then we would have V(A(t), ρ) = V ′(t, ρ) but Figure 2 strongly
suggests that is generally not the case. As for triangle inequality, Figure 3 illustrates a case where while
both d(s, A(t)) and d(t, A(u)) are small — both s and t are contained in corresponding small victinies —
d(s, A(u)) is big, so d(s, A(u)) 6 d(s, A(t)) + d(t, A(u)) cannot hold.
×
s
t×
u×
Figure 3: The hatched regions represent victinies of A(t) and A(u).
Before moving on, let us briefly study V and d in order to see that, even though there is no metric
structure in general, those objects still retains some related nice geometric properties.
Proposition 1.23 (Properties of V). The following properties hold:
1. (Victinies behave like open balls). For all A,A′ ∈ A and ρ > 0,⋃
ρ′<ρ
V(A, ρ′) = V(A, ρ) ⊆
⋂
ρ′>ρ
V(A, ρ′) (1.10)
and
V(A′, ρ− dA (A,A
′)) ⊆ V(A, ρ) ⊆ V(A′, ρ+ dA (A,A
′)). (1.11)
2. (Discretization of the victiny). For all A ∈ A , ρ > 0 and n ∈ N, denote
Vn(A, ρ) =
⋃
A,A∈An∩BA (A,ρ):
A⊂A
(
A \A
)
= V n(A, ρ) \ V n(A, ρ) (1.12)
where V n(A, ρ) (resp. V n(A, ρ)) is the union (resp. intersection) of all maximal (resp. minimal)
elements for ⊆ in An ∩BA (A, ρ). Then
V(A, ρ) =
⋃
n∈N
Vn(A, ρ). (1.13)
Vn(A, ρ) should be seen as a discretized version of V(A, ρ) and will prove to be useful twice in this article:
for Lemma 3.7 which is a step to deduce an upper bound on the Ho¨lder regularity of Y and for a set-
indexed version of Doob’s maximal inequality (Theorem 4.10) which will be used to give a lower bound
for the same regularity.
Proof. Let us fix A,A′ ∈ A , n ∈ N and ρ > 0.
1. The relation (1.10) is a straightforward consequence of the definition.
Let us prove the second inclusion of (1.11). Consider A′′ ∈ BA (A, ρ). Then
A△A′′ =
(
A \A′′
)
∪
(
A′′ \A
)
⊆
[(
A \A′
)
∪
(
A′ \A′′
)]
∪
[(
A′′ \A′
)
∪
(
A′ \A
)]
=
(
A△A′
)
∪
(
A′△A′′
)
.
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Since both dA (A
′, A) and dA (A
′, A′′) are smaller than ρ+ dA (A,A
′), we get
A△A′′ ⊆ V(A′, ρ+ dA (A,A
′)).
Hence V(A, ρ) ⊆ V(A′, ρ+dA (A,A
′)). The first inclusion follows from this one by permuting A and
A′ as well as replacing ρ by ρ− dA (A,A
′).
2. Let us prove that the definition (1.12) of Vn(A, ρ) is consistent.
Denote
V n(A, ρ) = A1 ∪ ... ∪Ak
V n(A, ρ) = A1 ∩ ... ∩Aℓ
where the Ai’s (resp. Aj ’s) are the maximal (resp. minimal) elements in An ∩BA (A, ρ). Then
V n(A, ρ) \ V n(A, ρ) =
⋃
16i6k
16j6ℓ
(
Ai \Aj
)
.
From this expression, the converse inclusion in (1.12) is straightforward whereas the direct inclusion
comes from the fact that any A \A is included in some Ai \Aj .
Let us prove the direct inclusion in (1.13). For A′ ∈ BA (A, ρ), we have A△A
′ =
[
A \ (A ∩ A′)
]
∪[
A′ \ (A ∩A′)
]
by definition. Hence, by separability from above (Definition 1.1), we get
∀n0 ∈ N, A△A
′ ⊆
⋃
n>n0
[
gn(A) \ gn(A ∩A
′)
]
∪
[
gn(A
′) \ gn(A ∩ A
′)
]
(1.14)
which would then be included in
⋃
n∈N Vn(A, ρ) as long as there exists n0 ∈ N such that
∀n > n0, max
{
dA (A, gn(A)), dA (A, gn(A
′)), dA (A, gn(A ∩ A
′))
}
< ρ. (1.15)
So let us find such n0. Using outer continuity (cf. Definition 1.15) and contractivity for the last
inequality, we get the following:
dA (A, gn(A)) −→
n→∞
dA (A,A) = 0 < ρ
dA (A, gn(A
′)) −→
n→∞
dA (A,A
′) < ρ
dA (A, gn(A ∩ A
′)) −→
n→∞
dA (A,A ∩A
′) 6 dA (A,A
′) < ρ.
Thus (1.15) is true for a big enough n0 ∈ N. Hence
V(A, ρ) ⊆
⋃
n∈N
Vn(A, ρ).
For the converse inclusion in (1.13), fix A,A ∈ BA (A, ρ) such that A ⊂ A. Then,
A \A =
[(
A ∩ A
)
\A
]
∪
[
A \
(
A ∩ A
)]
⊆
[(
A ∩ A
)
△A
]
∪
[
A△
(
A ∩A
)]
.
Contractivity then shows that both A ∩ A and A ∩ A belong to BA (A, ρ). The result follows.
Proposition 1.24 (Properties of d). The following properties hold:
1. For all t ∈ T , A ∈ A, d(t, A) 6 dA (A(t), A).
2. (Ersatz of triangle inequality). For all t ∈ T , the map d(t, .) is 1-Lipschitz, i.e.
∀A,A′ ∈ A , |d(t, A)− d(t, A′)| 6 dA (A,A
′).
Proof.
1. This property is just a consequence of the fact that, by the TIP bijection, t ∈ A△A(t) unless
A = A(t). If A = A(t), consider an increasing geodesic γ : [0, 1]→ A from ∅ to A. Then t ∈ A\γ(x)
for all x < 1, so d(t, A) 6 dA (γ(x), A). Letting x tends to 1
− yields d(t, A) = 0 = dA (A(t), A).
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2. Let us fix t ∈ T , A,A′ ∈ A and ρ > dA (A,A
′). Denoting ε = ρ − dA (A,A
′) and using (1.11), we
obtain
t ∈ V(A, d(t, A) + ε) ⊆ V(A′, d(t, A) + ρ),
V(A′, d(t, A)− ρ) ⊆ V(A, d(t, A) − ε) 6∋ t.
Hence, by definition of d(t, A′), for all ρ > dA (A,A
′),
d(t, A)− ρ 6 d(t, A′) 6 d(t, A) + ρ.
The result follows from taking ρ→ dA (A,A
′)+ in the previous inequality.
1.3 Finite-dimensional hypotheses
Here, we make further assumptions on (T ,A ) that have a finite-dimensional flavour. Those will be used
in particular to establish a Le´vy-Itoˆ decomposition (Section 2.3) and combined with the concepts of the
previous section to prove some martingale related results (Section 4).
If (E,4E) and (F,4F ) are two partially ordered sets, an order embedding φ : E →֒ F is a map such that
∀x, y ∈ E, x 4E y ⇐⇒ φ(x) 4F φ(y).
A partially ordered set (E,4) has poset (or order) dimension 6 p where p ∈ N if there exists an order
embedding φ : E →֒ Np where Np is endowed with the usual componentwise partial order. Some authors
prefer another definition based on the intersection of linear orders. We refer to [38, Theorem 10.4.2] to
see they are equivalent.
Definition 1.25 (Indexing collection of finite dimension). The indexing collection A is said to have
finite dimension if there exist p ∈ N∗ such that the following properties hold:
1. The An’s all have poset dimension 6 p.
2. C ℓ ⊆ Cp−1, i.e. all left-neighborhood C ∈ C
ℓ may be written C = A0 \
⋃p
i=1 Ai where A0, ..., Ap ∈
A .
The smallest of such integers will be called the dimension of A and denoted dimA .
In the following, A will be an indexing collection of finite dimension p.
Let us briefly comment on those properties.
1. The second property is required to bound the local number of elements in the ‘mesh’ An as n
goes to infinity and so follows a similar philosophy as [17, Assumption HA ] even if neither of them
implies the other.
2. One might think that if the An’s have poset dimension 6 p, then C
ℓ ⊆ Cp′ for a possibly greater
p′. Unfortunately, that is not the case as illustrated in Figure 4 where the elements of A1, A2 and
A3 are drawn. Even though their poset dimension is 2, one may complete this construction such
that the extremal representation of Cn((1, 1)) is made from an ever increasing number of elements
in An, and so cannot belong to some Cp′ where p
′ is independent from n.
Figure 4: Cn(1, 1) (hatched region) for n ∈ {1, 2, 3} and T = [0, 1]
2 endowed with a peculiar indexing
collection.
3. Conversely, we have not been able to prove that C ℓ ⊆ Cp−1 implies an upper bound on the poset
dimension on the An’s. To the best of our knowledge of the litterature on the subject, it seems
to be a hard problem (see [41] and references therein for related results which do not quite fit our
setting).
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2 Integration with respect to a set-indexed Le´vy process
This section is devoted to give a sense to the integral
∫
T
f dX . According to [16, Theorem 4.3], the
process X = {XA : A ∈ A } against which we are going to integrate will end up being a particular case
of Independently Scattered Random Measure (ISRM) as defined by Rajput and Rosinski [40]. So why
not use the integral built in [40] since those two agree whenever they are both defined? As mentioned
in the introduction, there are mainly two reasons: first, the stationarity of the increments of the set-
indexed Le´vy process enables a simpler construction and second, the set-indexed setting will prove to
be instrumental in getting a Le´vy-Itoˆ decomposition for both processes X and Y that the more general
setting of [40] does not provide.
2.1 Density of simple functions
Let us consider a σ-finite Borel measure m defined on (T ,B) and such that m(A) < ∞ for all A ∈ A .
Since A 6= B in general, it is not entirely obvious that E (Definition 1.10) is dense in Lp(m) for p > 1.
This part explains why it is nonetheless true in this case.
Lemma 2.1 (σ-finiteness). The increasing sequence (Tn)n∈N ∈ A (u)
N given by Tn =
⋃
A∈An
A is such
that T =
⋃
n∈N Tn and m(Tn) <∞ for all n ∈ N. In particular, m is σ-finite.
Proof. T =
⋃
n∈N Tn directly follows from the TIP bijection. The σ-finiteness directly follows from the
fact that m is finite on A and that An is also finite.
Just as in Examples 1.16, dm : (B,B
′) 7→ m(B△B′) defines a metric on Bm = {B ∈ B : m(B) < ∞}.
That metric is natural in the sense that it is the restriction to indicator functions of the usual L1(m)
metric, i.e.
∀B,B′ ∈ B, ‖1B − 1B′‖L1(m) = dm(B,B
′). (2.1)
Littlewood’s principles [31] acts as guides to intuition with regards to measure theory and how can one
apprehend some of its hardest concepts. In particular, the first principle tells that any Borel set B ∈ B(R)
such that Leb(B) <∞ — where Leb is the Lebesgue measure — can be approximated as a finite union
of intervals with respect to the metric dLeb. This principle is much more general and still holds in our
setting when finite unions of segments are replaced by the elements of C (u).
Lemma 2.2. For any (Bn)n∈N, (B
′
n)n∈N ∈ B
N,
dm
( ⋂
n∈N
Bn,
⋂
n∈N
B′n
)
6
∞∑
n=0
dm(Bn, B
′
n).
Proof. Let (Bn)n∈N, (B
′
n)n∈N ∈ B
N. Then,
dm
(⋂
nBn,
⋂
nB
′
n
)
= m
((⋃
nB
∁
n
)
∩
(⋂
nB
′
n
))
+ m
((⋂
nBn
)
∩
(⋃
n B
′∁
n
))
6
∑
j
m
(
B∁j ∩
(⋂
nB
′
n
))
+
∑
j
m
((⋂
nBn
)
∩B′∁j
)
6
∑
j
m(B′j \Bj) +
∑
j
m(Bj \B
′
j)
=
∑
j
dm(Bj , B
′
j).
Proposition 2.3. The metric space (Bm, dm) is complete and C (u) is a dense subset.
Proof. Let us show that Bm is complete. Let (Bn)n∈N be a Cauchy sequence in Bm. According to (2.1),
(1Bn)n∈N is a Cauchy sequence in L
1(m). Since L1(m) is complete, this sequence has a limit. We claim
that this limit is necessarily of the form 1B. We only prove it for m(T ) < ∞ since m is σ-finite (cf.
Lemma 2.1). Then apply Borel-Cantelli’s lemma to obtain subsequence of (1Bn)n∈N converging m-a.e.
Its limit must thus take its values in {0, 1} m-a.e., i.e. be equal to 1B for some B ∈ B.
Applying (2.1) once more yields that m(B) < ∞ and Bn → B in Bm as n → ∞. The completeness
follows.
Let us prove that C (u) is a dense subset of Bm, i.e. C (u) = Bm where C (u) is the closure in Bm of
C (u). Since m is finite on A , C (u) ⊆ Bm. According to Lemma 2.1, we may assume T ∈ A (u). In this
case, since Bm = B = σ(C (u)), it is equivalent to show that C (u) is a σ-algebra.
∅ ∈ C (u) is trivial whereas stability by complement directly follows from the relation m(B∁△U∁) =
m(B△U) and the fact that C (u) is closed under complement since T ∈ C (u).
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It remains to prove stability under countable intersection. Let (Bn)n∈N be a sequence in C (u) and ε > 0.
For any n ∈ N, consider Un ∈ C (u) such that dm(Bn, Un) 6 ε 2
−(n+1). Then, according to Lemma 2.2,
dm
( ⋂
n∈N
Bn,
⋂
n∈N
Un
)
6
∞∑
n=0
ε2−(n+1) =
ε
2
. (2.2)
Moreover, since m(T ) <∞, the monotone continuity of m implies that
dm
( ⋂
n∈N
Un,
⋂
n6k
Un
)
= m
( ⋂
n6k
Un \
⋂
n∈N
Un
)
−→
k→∞
0. (2.3)
Hence (2.2), (2.3) and the triangle inequality imply that for k big enough,
dm
( ⋂
n∈N
Bn,
⋂
n6k
Un
)
6 ε.
Since C (u) is closed under finite intersection,
⋂
n6k Un ∈ C (u). Hence
⋂
n∈NBn ∈ C (u).
Remark 2.4. Actually, (Bm, dm) is separable since one may prove that C
ℓ(u) is countable and dense.
Corollary 2.5 (Density of simple functions). For any p > 1, E = Span{1A : A ∈ A } is dense in L
p(m).
Proof. Since the linear space Span{1B : B ∈ Bm} is dense in L
p(m), we just need to check that 1B
belongs to the closure of E in Lp(m) for any B ∈ Bm. Given such B ∈ Bm, Proposition 2.3 implies the
existence of a sequence (Un)n∈N in C (u) such that dm(Un, B)→ 0 as n→∞. Thus
‖1Un − 1B‖Lp(m) = m(Un△B)
1/p −→ 0 as n→∞.
Hence E is dense in Lp(m).
2.2 Construction of the integral
In the following, let us consider a measurem on (T ,B) such that dm is set-indexed compatible (Definition
1.15) as well as a L2(Ω) set-indexed Le´vy process (siLe´vy) X as defined and studied in [16]. By that, we
mean that X checks the following properties:
0. For all A ∈ A , E
[
X2A
]
<∞.
1. (Independent increments). For any positive integer n and any pairwise disjoint C1, ..., Cn ∈ C ,
the random variables ∆XC1 , ...,∆XCn are independent where ∆X stands for the increment process
from Proposition-Definition 1.14.
2. (Stationary increments). For any C1, C2 ∈ C such that m(C1) = m(C2), ∆XC1 and ∆XC2 have
the same distribution.
3. (Outer continuity in distribution). For any non-increasing sequence (An)n∈N in A , XAn converges
in distribution to XA where A =
⋂
n∈NAn.
This definition varies slightly from the one given in [16]. First, the independence and stationary properties
of the increments have been formulated as in [16, Corollary 4.5] which is an equivalent definition. Secondly,
outer continuity in distribution replaces stochastic continuity to fit our setting with regards to the flows
vs increasing geodesics discussion of Section 1.2. Theorem 2.9 will prove that this condition is actually
equivalent to stochastic continuity. Let us also mention that our regularity results will not depend on the
behavior of the ‘big jumps’, so imposing to have second-order moment is not truly a restriction per say.
A nice feature is that X shares a lot of common properties with the usual one-dimensional case, in
particular with respect to its Fourier transform φ∆XC (ξ) = E
[
eiξ∆XC
]
for which we can write a Le´vy-
Khintchine decomposition (see [16]), meaning that there exists a triplet (b, σ2, ν) where b ∈ R, σ2 ∈ R+
and ν is a Borel measure on R such that ν({0}) = 0 and
∫
R
(1 ∧ x2)ν(dx) <∞ such that for all C ∈ C ,
φ∆XC = exp[m(C)ψ] where ψ is the Le´vy-Khintchine exponent of X given by
∀ξ ∈ R, ψ(ξ) = ibξ −
1
2
σ2ξ2 +
∫
R
(
eiξx − 1− iξx1|x|61
)
ν(dx). (2.4)
Remark 2.6. The Le´vy-Khintchine decomposition proved in [16] remains true in our modified setting
since the argument relies on properties shared both by flows (namely [16, Proposition 4.1]) and increasing
geodesics (as used here).
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Lemma 2.7. For all C ∈ C , we have
E [∆XC ] =
(
b+
∫
|x|>1
xν(dx)
)
m(C) and Var(∆XC) =
(
σ2 +
∫
R
x2ν(dx)
)
m(C).
Proof. Let C ∈ C and denote ψC = m(C)ψ. Since ∆XC ∈ L
2(Ω), ψC is twice differentiable and
ψ′C(0) = iE [∆XC ] and ψ
′′
C(0) = −Var(∆XC).
Since ∆XC ∈ L
2(Ω), we also know that
∫
R
x2ν(dx) <∞, so we are able to differentiate twice under the
integral sign to get for all ξ ∈ R,
ψ′C(ξ) =
(
ib− σ2ξ +
∫
R
(
ixeiξx − ix1|x|61
)
ν(dx)
)
m(C)
and
ψ′′C(ξ) =
(
−σ2 +
∫
R
(
−x2eiξx
)
ν(dx)
)
m(C).
The result follows from taking ξ = 0.
This lemma tells us that the expectation and variance of ∆X behave exactly as the ‘reference’ measure
m that dictates the stationarity of the increments. It is a key step to define the integral with respect to
X through a Wiener type of construction.
Definition 2.8 (X-integrable functions). Assume that X is a siLe´vy with Le´vy-Khintchine triplet
(b, σ2, ν) given by (2.4). Let L(X) denote the linear space of Borel functions f : T → R where m-
a.e. equal maps are identified and such that
‖f‖L(X) =
√√√√(b+ ∫
|x|>1
xν(dx)
)2
‖f‖2L1(m) +
(
σ2 +
∫
R
x2ν(dx)
)
‖f‖2L2(m)
is finite (with the convention 0×∞ = 0).
Measurable functions f : T → R such that f1A ∈ L(X) for all A ∈ A are called locally X-integrable
functions.
We remark that depending on whether the proportionality constants are zero or not, L(X) is either L1(m),
L2(m) or L1(m) ∩ L2(m) as long as X is non zero. It is then a classical result that
(
L(X), ‖.‖L(X)
)
is a
Banach space. Moreover, as a consequence of Corollary 2.5, E is a dense subspace of L(X).
Theorem 2.9 (Integration with respect to X). There exists a unique continuous linear map
X : L(X) −→ L2(Ω)
f 7−→ X(f) =
∫
T
f dX
such that X(1A) = XA for all A ∈ A . X(f) is called the (stochastic) integral of f with respect to X .
Proof. We know by Proposition 1.14 that X|E must be the linear functional associated with X. Let
f =
∑n
i=1 ci1Ci be a simple function written with its C -representation given by Proposition 1.12. Then,
by Lemma 2.7, |E [X(f)] | 6
n∑
i=1
|ci||E [∆XCi ] |
=
∣∣∣∣∣b+
∫
|x|>1
xν(dx)
∣∣∣∣∣
n∑
i=1
|ci|m(Ci)
=
∣∣∣∣∣b+
∫
|x|>1
xν(dx)
∣∣∣∣∣ ‖f‖L1(m).
and Var(X(f)) =
n∑
i=1
c2iVar(∆XCi)
=
(
σ2 +
∫
R
x2ν(dx)
) n∑
i=1
c2im(Ci)
=
(
σ2 +
∫
R
x2ν(dx)
)
‖f‖2L2(m).
Hence ‖X(f)‖2L2(Ω) = Var(X(f))+E [X(f)]
2
6 ‖f‖2L(X). SoXmay be uniquely extended as intended.
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We remark that this construction enables to extend the process ∆X from C (u) to Bm by setting
∀B ∈ Bm, ∆XB = X(f1B) =
∫
T
1B dX. (2.5)
From Theorem 2.9, we may finally define the process Y by setting
∀A ∈ A , YA = X(f1A) =
∫
A
f dX (2.6)
where f is a given locally X-integrable function.
Likewise, we extend the increment process ∆Y from C (u) to Bm by setting
∀B ∈ Bm, ∆YB = X(f1B) =
∫
T
f1B dX (2.7)
for which we state and prove the natural property that pairwise disjoint increments of ∆Y remain
independent.
Proposition 2.10 (Y has independent increments). For all k > 1 and pairwise disjoint B1, ..., Bk ∈ Bm,
the random variables ∆YB1 , ...,∆YBk are independent.
Proof. Fix an integer k > 1 and consider
G =
{
(B1, ..., Bk) ∈ (Bm)
k : ∆YB1 ,∆YB2\B1 , ...,∆YBk\∪j<kBj are independent
}
Let us show that G = (Bm)
k. Endow (Bm)
k with the metric
(
(B1, ..., Bk), (B
′
1, ..., B
′
k)
)
7−→
k∑
j=1
dm(Bj , B
′
j).
According to Proposition 2.3, C (u)k is a dense subset of (Bm)
k. Using the independence of the increments
of X , G is easily shown to contain C (u)k.
Moreover, by the continuity of X (Theorem 2.9), G is also closed for such a metric.
Hence G = (Bm)
k. The result follows.
2.3 Le´vy-Itoˆ decomposition
Since our goal is to study the regularity of the trajectories of the set-indexed process Y as defined in
(2.6), we must first find a version with well-defined, nice sample paths. In the one-dimensional case of X,
this hurdle has already been dealt with a long time ago with the Le´vy-Itoˆ decomposition, which states
that any Le´vy process X may be written as the independent sum of a drift, a Brownian motion and a
compensated Poisson process. This classical result has been adapted to the set-indexed case in [16].
The Gaussian part being the easiest, let us start with it. A set-indexed Brownian motion (siBm) is a
centered Gaussian process B = {BA : A ∈ A } with covariance function given by
∀A1, A2 ∈ A , E [BA1BA2 ] = m(A1 ∩ A2). (2.8)
Such processes and their fractional generalization have been studied in [15] in the set-indexed setting.
The Poissonian part requires a bigger setup. Since the universe Ω was supposed rich enough to support
the existence of the process X, it supports the following construction whose details may be found in [26].
The measure m⊗ ν being σ-finite, we can consider a Poisson random set Π˜ on T ×R of intensity m⊗ ν.
Define then
∀ε > 0, ∀A ∈ A , NεA =
∑
(t,J)∈Π˜:
t∈A, |J|>ε
J − m(A)
∫
ε6|x|61
xν(dx). (2.9)
where the sum is finite by construction of Π˜.
According to [16, Theorem 7.9], the set-indexed process Nε converges almost surely uniformly in A ⊆
Amax (for any given Amax ∈ A ) to a set-indexed Le´vy process N with Le´vy-Khintchine triplet (0, 0, ν).
So if we also consider the siBm B from (2.8) independent from N, the set-indexed process bm(.)+σB+N
actually is a siLe´vy with Le´vy-Khintchine triplet (b, σ2, ν). Since such a triplet characterizes the finite-
dimensional distributions of X, we might as well suppose that
∀A ∈ A , XA = bm(A) + σBA + NA. (2.10)
The biggest advantage of this representation lies in the fact that we are now able to talk about the ‘jump
structure’ of X as follows. Recall that the point-mass jump at t ∈ T of a map h : A → R is given by
Jt(h) = limn→∞∆h(Cn(t)) as long as the limit is defined.
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Definition 2.11 (Well-defined jumps). A map h : E → R has well-defined jumps if Jt(h) is well-defined
for all t ∈ T and {t ∈ A : |Jt(h)| > ε} is finite for all A ∈ A and ε > 0.
For any map h : A → R with well-defined jumps, denote its jump set by
Π(h) =
{
t ∈ T : Jt(h) 6= 0
}
. (2.11)
According to [16, Theorem 7.3], X has well-defined jumps and Π(X) = Π almost surely where Π the
projection of Π˜ onto T . In particular, (2.9) has the ‘nicer’ writing:
∀ε > 0, ∀A ∈ A , NεA =
∑
t∈Π∩A:
|Jt(X)|>ε
Jt(X) − m(A)
∫
ε6|x|61
xν(dx) (2.12)
from which it is possible to derive a ‘nicer’ version of the integral defined in Theorem 2.9:
∀ε > 0, ∀A ∈ A ,
∫
A
f dNε =
∑
t∈Π∩A:
|Jt(X)|>ε
f(t)Jt(X) −
∫
A
f dm
∫
ε6|x|61
xν(dx). (2.13)
The right-hand side constitutes a set-indexed process with well-defined jumps. Fortunately, this property
may be kept when taking ε→ 0+.
Theorem 2.12 (Le´vy-Itoˆ decomposition). The process Y may be written as a sum of three independent
set-indexed processes:
∀A ∈ A , YA = b
∫
A
f dm + σ
∫
A
f dB +
∫
A
f dN a.s. (2.14)
where
∫
.
f dN = lim
ε→0+
∫
.
f dNε. The limit as ε → 0+ happens almost surely uniformly in [∅, A] for all
A ∈ A .
Proof. The proof goes just as in [16, Theorem 7.9] apart from a mistake that has been made in the
application of Wichura’s maximal inequality from [43]. Indeed, we need to have the An of bounded poset
dimension in order to have a correct upper bound similar to the proof of [1, Theorem 4.6]. But since A
has been supposed to have finite dimension (Definition 1.25), it is indeed the case.
In the case when
∫
|x|61
|x|ν(dx) <∞, we define
∀ε > 0, ∀A ∈ A , N˜εA =
∑
t∈Π∩A:
|Jt(X)|>ε
f(t)Jt(X) and
∫
A
f dN˜ε =
∑
t∈Π∩A:
|Jt(X)|>ε
f(t)Jt(X) (2.15)
for which another Le´vy-Itoˆ decomposition can be stated.
Corollary 2.13 (Le´vy-Itoˆ decomposition for integrable jumps). If
∫
|x|61
|x|ν(dx) < ∞, (2.14) may be
rewritten as:
∀A ∈ A , YA = b˜
∫
A
f dm + σ
∫
A
f dB +
∫
A
f dN˜ (2.16)
where b˜ = b −
∫
|x|61
xν(dx), and
∫
.
f dN˜ = lim
ε→0+
∫
.
f dN˜ε. The limit as ε → 0+ happens almost surely
uniformly in [∅, A] for all A ∈ A .
So far, it is not clear to us whether one can obtain such a representation for the whole process X, i.e. if
∀f ∈ L(X), X(f) = b
∫
T
f dm+ σ
∫
T
f dB + lim
ε→0+
∫
T
f dNε
where the convergence as ε → 0+ happens almost surely in some pathwise sense. However, one may
easily establish this representation in L2(Ω).
As we did for X in (2.10), we will only consider the versions of Y given by (2.14) or (2.16) depending
on the context. A first important consequence of the Le´vy-Itoˆ decomposition is that it gives the jump
structure of Y.
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Corollary 2.14 (Jump structure). The following holds with probability one: Y has well-defined jumps
and for all t ∈ T , Jt(Y ) = f(t)Jt(X). In particular, Π(Y ) = Π ∩ {f 6= 0} where {f 6= 0} = {t ∈ T :
f(t) 6= 0}.
Proof. According to Lemma 2.1, it is enough to prove that for any n ∈ N, the following holds with
probability one:
∀t ∈ Tn, Jt(Y ) = f(t)Jt(X)
where Tn is the one from that very lemma. Let n ∈ N. We write the Le´vy-Itoˆ decomposition of Y
and determine de point-mass jump of its components. Since dm is compatible, from the shrinking mesh
property and f ∈ L(X) follows that
∀t ∈ Tn, Jt
(
b
∫
.
f dm
)
= 0. (2.17)
According to Theorem 2.12, there exists an event ΩN of probability one such that for all ω ∈ ΩN ,∫
A
f dNε(ω) converges to
∫
A
fdN(ω) uniformly in A ⊆ Tn as ε→ 0
+. Since A has finite dimension, this
convergence also happens uniformly in C ∈ C ℓ such that C ⊆ Tn. In particular, since C
ℓ is a dissecting
system,
∀ω ∈ ΩN , ∀t ∈ Tn, Jt
(∫
.
f dN(ω)
)
= f(t)Jt(X(ω)). (2.18)
Only the Gaussian part remains, but it may be proven by the same method as [16, Theorem 7.3], so there
exists an event ΩB of probability one such that for all ω ∈ ΩB, σ
∫
.
f dB(ω) has well-defined jumps and
∀ω ∈ ΩB, ∀t ∈ Tn, Jt
(
σ
∫
.
f dB(ω)
)
= 0. (2.19)
The result follows from (2.17), (2.18) and (2.19).
3 Regularity criteria
Ho¨lder regularity is expressed in terms of exponents and may vary depending on the context and the
behavior one wishes to capture. In Section 3.1, we provide the necessary definitions to this effect.
In Section 3.2, we further push ideas from [24, 23] to obtain (deterministic) upper bounds for the Ho¨lder
regularity of a deterministic function h : A → R based on its pointwise jumps. The notion of victiny
developed in Section 1.2.4 is the key concept to improve on the ‘naive’ upper bound.
3.1 Set-indexed pointwise Ho¨lder exponents
In [17], Herbin and Richard defined a number of Ho¨lder exponents which localize different visions of the
continuity property in the set-indexed case. In a general fashion, those Ho¨lder exponents are used to
finely study the regularity of maps h : A → R around a given A ∈ A or equivalently through the TIP
bijection, around a given t ∈ T . We will be using the convention sup∅ = 0 which is usual for regularity
exponents.
3.1.1 Ho¨lder exponent
First, the (pointwise) Ho¨lder exponent constitutes the natural generalization of its one-dimensional analog
to the metric space (A , dA ):
∀A ∈ A , αh(A) = sup
{
α > 0 : lim sup
ρ→0+
sup
A′∈BA (A,ρ)
∣∣h(A)− h(A′)∣∣
ρα
<∞
}
. (3.1)
If positive, for any α ∈ (0, αh(A)), the pointwise Ho¨lder exponent yields the following control of h in the
neighborhood of t:
∃ρα > 0 : ∀A
′ ∈ BA (A, ρα),
∣∣h(A)− h(A′)∣∣ 6 dA (A,A′)α. (3.2)
Conversely, the estimate (3.2) implies α 6 αh(A).
In modern litterature, one usually uses a slight modification of the above definition where one substracts
the smooth part of the function — its Taylor expansion — before comparing it to a power of the radius
(see [6] for an in-depth comparison in the case T = R+). However, the set-indexed setting does not seem
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to have any natural substitutes for polynomials, hence the definition. Moreover, keeping the polynomial
part has even proven to be useful to study stochastic processes when T = R+ (see [6]).
[17] also introduced the (pointwise) Ho¨lder C -exponent in order to look at the variation of h in terms of
the class C and the associated increment map ∆h indexed by C . [17, Proposition 3.2] actually proves
that the following definition does not depend on the choice of k ∈ N:
∀A ∈ A , αh,C (A) = sup
{
α > 0 : lim sup
ρ→0+
sup
C∈Ck∩BC (A,ρ)
∣∣∆h(C)∣∣
ρα
<∞
}
(3.3)
where the class Ck has been given in Definition 1.6. Such a definition leads to the apparently stronger
than (3.2) corresponding estimate for α ∈ (0, αh,C (A)):
∀k ∈ N, ∃ρα,k > 0 : ∀C ∈ Ck ∩BC (A, ρα,k),
∣∣∆h(C)∣∣ 6 dC (A,C)α. (3.4)
A reason why it is preferred over a more natural definition on C is that C is not a Vapnick-Cˇervonenkis
class since C ℓ is a dissecting system, so C -indexed processes are far from having continuous sample paths
in general (see [2] for more details).
Finally, it has not been seen in [17] that the usual Ho¨lder exponent and the C -exponent actually coincide.
Proposition 3.1. For all A ∈ A , αh(A) = αh,C (A).
In particular, we will only mention αh(A) in the following and still use both estimates (3.2) and (3.4).
Proof. Let A ∈ A . Then
sup
C∈C0∩BC (A,ρ)
∣∣∆h(C)∣∣ρ−α = sup
A0,A1∈BA (A,ρ):
A0⊆A1
∣∣∆h(A1 \A0)∣∣ρ−α
= sup
A0,A1∈BA (A,ρ):
A0⊆A1
∣∣h(A1)− h(A0)∣∣ρ−α
6 sup
A0,A1∈BA (A,ρ):
A0⊆A1
[∣∣h(A1)− h(A)∣∣+ ∣∣h(A)− h(A0)∣∣]ρ−α
6 2 sup
A′∈BA (A,ρ)
∣∣h(A)− h(A′)∣∣ρ−α.
Hence taking k = 0 in (3.3) immediately yields that αh(A) 6 αh,C (A).
Conversely, if αh,C (A) = 0, then equality immediately holds. Otherwise, take α ∈ (0, αh,C (A)). Fix
ρα,0 > 0 just as in the estimate (3.4) for k = 0. Let A
′ ∈ BA (A, ρα,0). Then,∣∣h(A)− h(A′)∣∣ 6 ∣∣∆h(A \A′)∣∣ + ∣∣∆h(A′ \A)∣∣. (3.5)
Since the extremal representation of A \A′ is A \ (A ∩A′), it follows by definition of dC that
dC (A \A
′, A) = max
{
dA (A,A
′), dA (A ∩ A
′, A)
}
.
By contractivity, it follows that dA (A ∩ A
′, A) 6 dA (A,A
′), so dC (A \ A
′, A) = dA (A,A
′). Similarly,
dC (A
′ \A,A) = dA (A,A
′). In particular, we may apply the estimate (3.4) to (3.5) and get
∀A′ ∈ BA (A, ρα,0), |h(A) − h(A
′)| 6 2dA (A,A
′)α.
Hence α 6 αh(A), the result follows.
Remark 3.2. Taking α ∈ (0, α˜h(A)) where α˜h(A) is the local analog of αh(A) (see [17] and references
therein for a precise definition) would yield an estimate similar to (3.2) for all α ∈ (0, α˜h(A))
∀A0, A1 ∈ BA (A, ρα),
∣∣h(A0)− h(A1)∣∣ 6 dA (A0, A1)α
from which one could deduce an estimate similar to (3.4) of the form
∀C,C′ ∈ Ck ∩BC (A, ρα,k),
∣∣∆h(C)−∆h(C′)∣∣ 6 dC (C,C′)α.
In particular, if h has well-defined jumps (Definition 2.11) and A has finite dimension, it follows from
the previous estimate and Lemma 1.20 that s 7→ Js(h) = limn→∞∆h(Cn(s)) is Ho¨lder-continuous in a
neighborhood of A (i.e. for points s such that A(s) is in a neighborhood of A for dA ). However, from
Corollary 2.14, Y has well-defined jumps, so s 7→ Js(Y ) cannot be continuous unless it is null everywhere.
This happens only if ν = 0, in which case Y is Gaussian and [17] shows that it generally implies that
αY = α˜Y . So local exponents do not constitute the right tools here.
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3.1.2 dT -localized exponent
In Section 3.1, we talked about the problem that characterizing the regularity of Y through increments of
the form YA− YA′ — which is the case for αY (A) — requires to take non-local information into account.
We introduced in Definition 1.21 the notion of victiny especially to tackle this issue. Another way to solve
the problem is to swap the increment YA−YA′ by ∆YC for C ∈ C close to A and of small diameter. Not
only the shrinking mesh property (Definition 1.15) will ensure that this definition is well-posed, but also
∆YC actually constitutes the right notion of increment in the set-indexed setting. This fact has already
been noted in the study of two-parameter processes (see the introduction of Section 1).
With that in mind, we define the dT -localized exponent of h : A → R:
∀A ∈ A , αh,dT (A) = sup
α > 0 : lim supρ→0+ supC∈Cp−1∩BC (A,ρ):
diam(C)<ρ
|∆h(C)|
ρα
<∞
 . (3.6)
where we recall that p = dimA (Definition 1.25) and diam(C) = sup{dT (s, s
′) : s, s′ ∈ C}. Remark that,
contrary to (3.3) which defines the C -exponent, this definition does depend on p due to the condition on
the diameter. Indeed, elements of Ck+1 with diameter smaller than ρ cannot in general be only expressed
using elements of Ck with diameter smaller than ρ.
The following proposition gives some properties about the dT -localized exponent in order to get a better
feel for it.
Proposition 3.3. Let A = A(t) ∈ A . The following properties hold:
1. (Equivalent definition using the TIP bijection).
αh,dT (A(t)) = sup
α > 0 : lim supρ→0+ supC∈Cp−1∩BC (A(t),ρ):
C⊆BT (t,ρ)
|∆h(C)|
ρα
<∞
 . (3.7)
2. (Corresponding estimate). For all α ∈ (0, αh,dT (A)), there exists ρα > 0 such that for all C ∈
Cp−1 ∩BC (A, ρα),
C ⊆ BT (t, ρα) =⇒
∣∣∆h(C)∣∣ 6 (max{dC (A,C), diam(C)})α. (3.8)
Conversely, (3.8) implies α 6 αh,dT (A).
3. (Comparison to the Ho¨lder exponent). αh(A) 6 αh,dT (A).
Proof. Let us fix A = A(t) ∈ A .
1. It is just a consequence of the fact that for all ρ > 0 and C ∈ BC (A, ρ),
diam(C) < ρ =⇒ C ⊆ BT (t, 2ρ)
C ⊆ BT (t, ρ) =⇒ diam(C) 6 2ρ
2. It is straightforward consequence of (3.7).
3. Since C ℓ ⊆ Cp−1, it is a but a simple comparison between (3.3) for k = p− 1, Proposition 3.1 and
(3.6).
This exponent should also be compared to the pointwise continuity exponent introduced in [17, Definition
3.4]:
∀t ∈ T , αpch (t) = sup
{
α > 0 : lim sup
n→∞
|∆h(Cn(t))|
m(Cn(t))α
<∞
}
. (3.9)
However, we found our definition easier to work with since it is more closely linked to a metric, does
not directly rely on the countable class C ℓ and yields a more powerful estimate at the end while still
answering our need to replace YA − YA′ with a better, more local, notion of increment.
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3.2 Regularity of generic OJI functions
In [23], Jaffard used the discontinuities of a ca`dla`g function h : R+ → R to obtain the following upper
bound on its Ho¨lder exponent:
∀t ∈ R+ \Π(h), αh(t) 6 lim inf
s∈Π(h)→t
log |Js(h)|
log |s− t|
(3.10)
where Js(h) = h(s)− h(s
−) for all s ∈ R+. In this section, we strive to generalize this approach in order
to use it in a similar fashion as [24]. We start by treating the Ho¨lder exponent only. We explain how to
do a similar (and simpler) study of the dT -localized exponent in Section 4.3.
3.2.1 Jump sets in generic configuration
In order to adapt (3.10) to a more general setting, we could consider the point-mass jumps Js(h) =
limn→∞∆h(Cn(t)) of a map h : A → R with well-defined jumps (Definition 2.11) in a neighborhood of
t and reproduce Jaffard’s proof. This would yield the following bound:
∀t ∈ T , αh(t) 6 lim inf
s∈Π(h):
dT (s,t)→0
+
log |Js(h)|
log dT (s, t)
∨ 0. (3.11)
Recall that αh(A) and αh(t) are the same — provided that A = A(t) — due to the correspondance (1.3)
between dA and dT . Moreover, the ‘∨ 0’ ensures that this inequality holds for all t ∈ T .
Alas, unless T is one-dimensional, this upper bound turns out not to be so sharp. The reason is that we
failed to consider the majority of the point-mass jumps contributing to lessen the regularity, i.e. the ones
in the victiny of A = A(t) (Definition 1.21). Continuing our illustration with (T , dT ) = (R
2
+, d2) from
Example 1.22, the area of BT (t, ρ) in Figure 2 is of order ρ
2 whereas the area of V(A, ρ) is of order ρ as
ρ→ 0, so not taking the jumps in V(A, ρ) \BT (t, ρ) into account incurs severe losses in the sharpness of
the argument.
So in order to obtain a better upper bound on αh(A), we need to be able to ‘fetch’ the jumps of h in the
victiny of A while only using elements in BA (A, ρ) for small ρ.
Definition 3.4 (OJI function). A map h : A → R with well-defined jumps is said to be only jump-
irregular (OJI) if it can be written in the form:
∀A ∈ A , h(A) = lim
ε→0+
[ ∑
s∈Π(h)∩A:
|Js(h)|>ε
Js(h)− a(A, ε)
]
where a : A × (0, 1)→ R is a continuous function (where A is endowed with the metric dm = m(.△.))
and the limit as ε→ 0+ happens almost surely uniformly in [∅, A] for all A ∈ A .
The term ‘only jump-irregular’ is meant to indicate that OJI functions are only allowed to have discon-
tinuities in the form of point-mass jumps.
Using the uniform convergence as ε→ 0+ and the fact that A is finite-dimensional (Definition 1.25), one
readily checks that for any OJI function h and s ∈ T , ∆h(Cn(s))→ Js(h) as n→∞.
In order to improve on (3.11) and take all the jumps of h in the victiny of A ∈ A into account, it may
happen that some jumps cannot be picked separately from the viewpoint of a given A. It is the case for
instance whenever Js(h) and Js′(h) are both non-zero in Figure 5.
2ρ
2ρ
s
×
s′
×L(s) = L(s′) t
×
Figure 5: s, s′ ∈ V(A(t), ρ) cannot be isolated from one another using elements in BA (A(t), ρ).
Definition 3.5 (Generic configuration). For a given A ∈ A , an OJI function h : A → R is said to
be in generic configuration in the victiny of A if there exists ρ0 > 0 such that for all for all ρ ∈ (0, ρ0),
s ∈ Π(h) ∩ V(A, ρ) and ε > 0,
∃A,A ∈ BA (A, ρ) : A ⊆ A and
∣∣∆h(A \A)− Js(h)∣∣ 6 ε.
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Remark that they are OJI functions that are not in generic configuration in the victiny of A. For instance,
take the function defined for all A ∈ A by h(A) = 1s∈A + 1s′∈A for s and s
′ as in Figure 5.
Theorem 3.6 (Generic configuration for X and Y ). For all A ∈ A , the Poissonian parts of X and Y
are almost surely in generic configuration in the victiny of A.
Before proving this theorem, we need to introduce some notations in order to correctly define:
⋄ The ‘boundary’ — later called L(s) — on which s (and s′) stands in Figure 5.
⋄ Approximating sequences (An(s))n∈N and (An(s))n∈N such that ∆h(An(s)\An(s))→ Js(h) as n→∞.
The sets An(s) \ An(s) ∈ C0 should be thought of as ‘thick’ versions of L(s) converging to L(s) as
n→∞.
Let A ∈ A , ρ > 0 and s ∈ V(A, ρ) be fixed. By Proposition 1.23, we may write V(A, ρ) =
⋃
n∈N Vn(A, ρ)
where
∀n ∈ N, Vn(A, ρ) =
⋃
A,A∈An∩BA (A,ρ):
A maximal proper subset of A
(
A \A
)
and the ‘maximal proper subset’ condition is not a restriction since it just eliminates redundancy in the
definition of Vn(A, ρ).
From this expression, there exists a non-decreasing sequence (An(s)\An(s))n>n0 such that for all n > n0,
An(s), An(s) ∈ An∩BA (A, ρ), An(s) is a maximal proper subset of An(s) and s ∈ An(s)\An(s). Remark
that the number of choices to define such sequences for all s ∈ V(A, ρ) can be made countable by using
the (arbitrary) total order on the An’s given in Definition 1.1.
Denote, as intended,
L(s) = L(A, ρ, s) =
⋂
n∈N
(
An(s) \An(s)
)
.
Since dm is compatible (Definition 1.15), Proposition 1.18 ensures that m(L(s)) = 0.
Lemma 3.7. A sufficient condition for an OJI function h to be in generic configuration in the victiny of
A ∈ A is that there exists ρ0 > 0 such that for all ρ ∈ (0, ρ0) ∩Q and s ∈ Π(h) ∩ V(A, ρ),
Π(h) ∩ L(A, ρ, s) = {s}.
Proof. Let us fix ρ ∈ (0, ρ0) ∩Q and s ∈ Π(h). Since h is OJI, we may write
∆h
(
An(s) \An(s)
)
= lim
ε→0+
[ ∑
t∈Π(h)∩(An(s)\An(s)):
|Jt(h)|>ε
Jt(h)−∆a
(
An(s) \An(s), ε
)]
. (3.12)
where the convergence as ε→ 0+ happens uniformly in n > n0.
Since An(s) decreases to
⋂
n∈NAn(s), we deduce from the outer continuity of dm that
dm
(
An(s),
⋂
n∈N
An(s)
)
−→ 0 as n→∞.
Moreover, the shrinking mesh property tells that dm(An(s), An(s)) and hence
dm
(
An(s),
⋂
n∈N
An(s)
)
−→ 0 as n→∞.
Hence, due to the continuity of a(., ε) with respect to dm, taking n→∞ in (3.12) and using Π(h)∩L(s) =
{s} yields
lim
n→∞
∆h
(
An(s) \An(s)
)
= lim
ε→0+
∑
t∈Π(h)∩L(s):
|Jt(h)|>ε
Jt(h) = Js(h).
Hence h is in generic configuration in the victiny of A.
Proof of Theorem 3.6. We only prove it for X, the proof for Y is exactly the same.
By the Le´vy-decomposition (2.10), the Poissonian part of X is OJI.
Fix A ∈ A and ρ > 0. Denote Π = {sn : n ∈ N} and the event
Ωρ =
{
∃s, s′ ∈ Π ∩ V(A, ρ) : s 6= s′ and s′ ∈ L(s, A, ρ)
}
.
Since m(L(s)) = 0 for all s ∈ V(A, ρ),
P (Ωρ) 6
∑
i6=j
P (sj ∈ L(si, A, ρ)) = 0.
Hence Ω∗ =
⋂
ρ∈Q∗
+
Ω∁ρ is an event of probability one. Lemma 3.7 then implies that for all ω ∈ Ω
∗, X(ω)
is in generic configuration in the victiny of A ∈ A .
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3.2.2 Bounding regularity with point-mass jumps
As promised, the study of generic OJI functions yields a better bound than (3.11).
Theorem 3.8. Let A ∈ A , h : A → R an OJI function in generic configuration in the victiny of A and
a sequence (sn)n∈N ∈ Π(h)
N such that d(sn, A)→ 0 as n→∞. Then,
αh(A) 6 lim inf
n→∞
log |Jsn(h)|
log d(sn, A)
∨ 0.
Proof. The case αh(A) = 0 is trivial. Otherwise, take α ∈ (0, αh(A)). Let us consider ρα,0 > 0 such that
the estimate (3.4) holds for k = 0.
Without loss of generality, we may suppose that for all n, d(sn, A) < min{1, ρ0, ρα,0} where ρ0 is the one
of Definition 3.5.
Let ε > 0 and n ∈ N. Estimate (3.4) yields
∀A,A ∈ BA (d(sn, A) + ε),
∣∣∆h(A \A)∣∣ 6 (d(sn, A) + ε)α. (3.13)
Since sn ∈ Π(h) ∩ V(A, d(sn, A) + ε) and h is in generic configuration, we may find A and A in
BA (d(sn, A) + ε) such that ∣∣∆h(A \A)− Jsn(h)∣∣ 6 ε. (3.14)
Combining (3.13) and (3.14) and taking ε→ 0+ yields
∣∣Jsn(h)∣∣ 6 d(sn, A)α and thus
α 6
log |Jsn(h)|
log d(sn, A)
.
The result follows from taking lower limit as n→∞ and then α→ αh(A)
−.
Following ideas from [24], let us introduce for any given map h : A → R with well-defined jumps,
measurable set L ⊆ T and δ > 0,
∀j ∈ N, Eδj|L(h) =
⋃
s∈Π(h)∩L:
|Js(h)|∈Γj
V ′
(
s, |Js(h)|
δ
)
(3.15)
where V ′ is the dual victiny given in (1.9) and
∀j ∈ N, Γj =
{
x ∈ R : 2−j 6 |x| < 2−(j−1)
}
. (3.16)
Let us also introduce
Eδ|L(h) = lim sup
j→∞
Eδj|L(h) =
⋂
k∈N
⋃
j>k
Eδj|L(h). (3.17)
The set L allows to select the jumps of X falling into a specific region depending on the behavior of f.
It will be precised later on while proving the upper bound in Theorem 4.3.
Combined with Theorem 3.8, the following result yields an upper bound on the Ho¨lder exponent (much
like (11) in [24]).
Proposition 3.9. If h : A → R has well-defined jumps and A ∈ A , then
A ∈ Eδ|L(h) =⇒ lim inf
s∈Π(h)∩L:
d(s,A)→0
log |Js(h)|
log d(s, A)
6
1
δ
.
Proof. Let A ∈ Eδ|L(h). Then there exists an increasing sequence (jk)k∈N in N and a sequence (sk)k∈N ∈
(Π(h) ∩ L)
N
such that
∀k ∈ N, 2−jk < |Jsk(h)| 6 2
−(jk−1) and d(sk, A) 6 |Jsk(h)|
δ.
So d(sk, A)→ 0 and |Jsk(h)| → 0
+ as k →∞. In particular, there exists k0 such that
∀k > k0,
log |Jsk(h)|
log d(sk, A)
6
1
δ
.
The result follows from taking the lower limit in the above inequality.
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4 Regularity of the process Y =
∫
.
f dX
The goal of this section is to characterize the almost sure regularity of Y — as defined in Section 3 — in
terms of the behaviors of both f and X . In Section 4.1, we establish a 0-1 law of independent interest to
simplify the proofs that follows in the subsequent parts. Section 4.2 gives bounds on the Ho¨lder regularity
of Y . Section 4.3 does the same work for the dT -localized exponent. Finally, Section 4.4 is devoted to
some examples and applications of the main results.
4.1 A 0-1 law
Let us start by recalling the Le´vy-Itoˆ decomposition (2.10) of X given by
∀A ∈ A , XA = bm(A) + σBA + NA
where such a writing is uniquely characterized (distribution-wise) by the Le´vy-Khintchine triplet (b, σ2, ν)
of X. From it, we established a Le´vy-Itoˆ decomposition (Theorem 2.12) for Y given by
∀A ∈ A , YA =

b
∫
A
f dm + σ
∫
A
f dB +
∫
A
f dN if
∫
|x|61
|x|ν(dx) =∞,
b˜
∫
A
f dm + σ
∫
A
f dB +
∫
A
f dN˜ if
∫
|x|61
|x|ν(dx) <∞.
where N˜ is the non-compensated version of N defined in Corollary 2.13 and b˜ is modified accordingly.
In the case where T = R+ and m is the Lebesgue measure, asking the regularity of the drift part of Y
(the first term) is the same as asking the regularity of a primitive of f . This problem has been entirely
dealt with through the use of a tool called the 2-microlocal frontier which characterizes how the regularity
evolves when one takes fractional integrals and/or derivatives of f . The 2-microlocal formalism dates
back to [9] and has seen a lot of developments throughout the years (see for instance [22, 32, 36] and
references therein). In order to do the same in the set-indexed setting, one would need to develop an
analog for the 2-microlocal frontier. Being an entirely deterministic endeavor, we chose to push it aside
for this article.
Namely, we are going to cancel the drifts in the expression of Y (i.e. take either b = 0 or b˜ = 0 depending
on the case), giving the following simpler expressions:
∀A ∈ A , YA =

σ
∫
A
f dB +
∫
A
f dN if
∫
|x|61
|x|ν(dx) =∞,
σ
∫
A
f dB +
∫
A
f dN˜ if
∫
|x|61
|x|ν(dx) <∞.
(4.1)
Hence we are going to express the regularity of Y as given in (4.1) in terms of (σ2, ν) — which characterizes
the law of X — and f .
The following 0-1 law, which happens to be Blumenthal’s when T = R+, is a first clue which states that
the regularity of Y at a fixed A ∈ A must be determinisitic.
Theorem 4.1 (Set-indexed 0-1 law). Let A ∈ A and define
∀ρ > 0, F(A,ρ) = σ
(
YA − YA′ : 0 < dA (A,A
′) < ρ
)
and FA+ =
⋂
ρ>0
F(A,ρ).
If m(V(A, ρ))→ 0 as ρ→ 0, then any event in FA+ has either probability 0 or 1.
Proof. Define the σ-algebra
F(A,∞) =
∨
ρ>0
F(A,ρ).
Since FA+ ⊆ F(A,∞), it is enough to prove that FA+ is independent from F(A,∞).
First, remark that the family of cylinders{
YA − YA1 ∈ B1, ..., YA − YAk ∈ Bk
}
where k ∈ N, A1, ..., Ak ∈ A , B1, ..., Bk ∈ B(R) and dA (A,Aj) > 0 for all j ∈ J1, kK is a π-system that
generates F(A,∞). So by a monotone class argument, it is enough to show that FA+ is independent from
YA − YA1 , ..., YA − YAk for some fixed A1, ..., Ak ∈ A such that dA (A,Aj) > 0 for all j ∈ J1, kK.
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Let ρ > 0. Since FA+ ⊆ F(A,ρ) and Y has independent increment (Proposition 2.10), FA+ is independent
from the random variables
∆YA\(Aj∪V(A,ρ)) −∆YAj\(A∪V(A,ρ))
for all j ∈ J1, kK. Since m(V(A, ρ))→ 0 as ρ→ 0, FA+ is actually independent from the random variables
lim
ρ→0
[
∆YA\(Aj∪V(A,ρ)) −∆YAj\(A∪V(A,ρ))
]
= YA − YAj
for all j ∈ J1, kK where the limit holds in L2(Ω) according to Theorem 2.9. The result follows.
A stronger condition than m(V(A, ρ)) → 0 as ρ → 0 is usually true in our setting and describes the
local geometry around A ∈ A . The speed at which the convergence holds actually influences the final
regularity (see Corollaries 4.17 and 4.18).
As an application of the 0-1 law, the following proposition ensures that both terms in (4.1) may be treated
separately.
Proposition 4.2. Let A ∈ A . If m(V(A, ρ))→ 0 as ρ→ 0, then
αY (A) = ασ
∫
.
f dB(A) ∧ α
∫
.
f dN (A) a.s.
The same holds if one replaces N by N˜ and/or all the Ho¨lder exponents α.(A) by the corresponding
dT -localized exponents α.,dT (A).
Proof. The other proofs being similar, we only prove it for N and αY .
Let A ∈ A . Since αY (A) is FA+-measurable, it is deterministic according to Theorem 4.1. Replacing
Y by σ
∫
.
f dB (resp.
∫
.
fdN) yields that ασ
∫
.
fdB(A) (resp. α
∫
.
f dN (A)) is also constant. Thus, there
exist αY , αB, αN ∈ R+ ∪ {∞} such that the event
Ω∗ =
{
αY (A) = αY
}
∩
{
ασ
∫
.
f dB(A) = αB
}
∩
{
α∫
.
f dN (A) = αN
}
happens with probability one.
It is a classical (deterministic) result that αY > αB∧αN always holds and that there is equality whenever
αB 6= αN . Suppose that αY > αB = αN and consider α = (αY + αB)/2. Since α > αN , for all ω ∈ Ω
∗,
there exists a sequence (A′n(ω))n∈N ∈ A
N such that dA (A,A
′
n(ω))→ 0
+ as n→∞ and
lim
n→∞
1
dA (A,A′n(ω))
α
∣∣∣∣∣
∫
A
f dN(ω)−
∫
A′n(ω)
f dN(ω)
∣∣∣∣∣ = +∞.
Instead of extracting a subsequence and potentially replacing Y by −Y , we might as well suppose that
there exists an event ΩN ⊆ Ω
∗ of positive probability such that for all ω ∈ ΩN ,
lim
n→∞
1
dA (A,A′n(ω))
α
[∫
A
f dN(ω)−
∫
A′n(ω)
f dN(ω)
]
= +∞. (4.2)
Let ω ∈ ΩN . Since α < αY and ω ∈ Ω
∗, (4.2) implies that
lim
n→∞
1
dA (A,A′n(ω))
α
[
σ
∫
A
f dB(ω)− σ
∫
A′n(ω)
f dB(ω)
]
= −∞
in order to compensate for the divergence.
Since B is symmetric and independent from N and the sequence (A′n)n∈N only depends on N, we may
replace B by −B in the previous relation and obtain that for P-almost every ω ∈ ΩN ,
lim
n→∞
1
dA (A,A′n(ω))
α
[
σ
∫
A
f dB(ω)− σ
∫
A′n(ω)
f dB(ω)
]
= +∞
which is a contradiction since P (ΩN ) > 0. Hence αY = αN = αB.
4.2 Ho¨lder regularity
As explained in Proposition 4.2, treating separately the two cases ν = 0 and σ2 = 0 is enough to obtain
a complete characterization of Y apart from the drift, which is always supposed to be zero.
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4.2.1 The Gaussian part
The case where ν = 0 has already been treated at great lengths in the litterature. For the set-indexed
case, [17, Corollary 5.3] ensures that under some entropic condition similar to Dudley’s, for all A ∈ A ,
the following holds with probability one:
αY (A) =
1
2
ασ
∫
A△.
f2 dm(A). (4.3)
As already pointed out in Section 4.1, the Ho¨lder exponent for A′ 7→
∫
A△A′
f2 dm cannot be deduced
solely from the Ho¨lder exponent of f . The knowledge of some kind of 2-microlocal frontier is required,
hence (4.3) cannot be readily improved. More precise results for the one-dimensional gaussian case
concerning the 2-microlocal frontier especially adapted to our exponent are given in [6].
4.2.2 The Poissonian part
In this part, let us suppose that Y is purely Poissonian, i.e. that we take σ2 = 0 in the Le´vy-Itoˆ
decomposition (4.1). The first study of Ho¨lder regularity of a purely Poissonian Le´vy process happened
in [8] where Blumenthal and Getoor determined the value of the pointwise Ho¨lder exponent αX(0) as
defined by (3.1). As explained in Section 3.1, there seem not to exist any natural extension of polynomials
to the set-indexed setting, hence our choice to substract by hand the ‘polynomial part’ in the same way
as [8]. The authors also introduced the so-called Blumenthal-Getoor exponent :
β = inf
{
δ > 0 :
∫
|x|61
|x|δν(dx) <∞
}
. (4.4)
Remark that since ν is a Le´vy measure, β ∈ [0, 2]. For T = R+, Blumenthal and Getoor proved in
particular that αY (0) = 1/β almost surely together with the convention 1/0 = +∞. This result has
been extended in [5, 24, 39] in much greater detail. Our goal is to extend those results in the case of
the integral process Y , which to our knowledge has not been done even in R+, and for possibly different
spaces than R+.
In the following, let us fix A ∈ A .
Recall that the divergence d and the victiny V(A, ρ) have been given in Definition 1.21.
Theorem 4.3 will tell us that the Ho¨lder exponent of Y at A is governed by the regularity of both f and
X. Since X has stationary increments, the exponent β and some information about the victiny of A will
be enough to understand the regularity of X (Corollary 4.17). However for Y, we need to know more
about the behavior of f in the victiny of A. That is the reason why Lf,α(A) and Lf,α(A, ρ) are introduced
below and correspond to the ‘irregular part’ of f. As for the sets Rf (A) and Rf (A), they determine the
proportion of the victiny where f is indeed irregular.
Thus, we define for all α > 0 and ρ > 0,
Lf,α(A) =
{
s ∈ T : |f(s)| > d(s, A)α
}
,
Lf,α(A, ρ) = V(A, ρ) ∩ Lf,α(A),
L∁f,α(A, ρ) = V(A, ρ) \ Lf,α(A),
Rf (A) =
{
(α, q) ∈ R2+ : lim inf
ρ→0+
m(Lf,α(A, ρ))
ρq
> 0
}
,
Rf (A) =
{
(α, q, q′) ∈ R3+ : lim sup
ρ→0+
[
m(Lf,α(A, ρ))
ρq
+
m(L∁f,α(A, ρ))
ρq′
]
<∞
}
.
It is not too surprising that we take the irregularity of f into account only through the measure m since
the integral with respect to X does not differentiate between m-a.e. equal functions.
Theorem 4.3. Let A ∈ A . Suppose that σ2 = 0 and f is bounded in the victiny ofA (i.e. sups∈V(A,ρ0) |f(s)| <
∞ for some ρ0 > 0). Then the following holds with probability one:
sup
(α,q,q′)∈Rf (A)
min
{
q
β
,
q′
β
+ α
}
6 αY (A) 6 inf
(α,q)∈Rf (A)
{
q
β
+ α
}
with the conventions that inf ∅ = 1/0 = +∞.
We recall that A is supposed to be finite dimensional as well (Definition 1.25). We will comment and
apply this result in Section 4.4.
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Proof of the upper bound The upper bound is very similar in spirit as [24] and the key step is the
covering argument given by Proposition 4.6.
Remark that if β = 0, there is nothing to prove. So let us suppose in the following that β > 0.
For now, let us consider any measurable set L ⊆ T of finite positive m-measure and denote for all j ∈ N,
Πj|L = L ∩
{
s ∈ Π : Js(X) ∈ Γj
}
(4.5)
νj = ν(Γj) (4.6)
where Γj =
{
x ∈ R : 2−j 6 |x| < 2−(j−1)
}
has been introduced in (3.16).
Lemma 4.4. Fix γ < β. There exists an increasing sequence (jk)k∈N in N such that
νj = O
(
8j
)
as j →∞ (4.7)
2jkγ = O
(
νjk
)
as k →∞ (4.8)
Proof. Since β > 0, the convergence of
∫
|x|61
|x|γν(dx) is equivalent to the convergence of
∞∑
j=0
νj2
−jγ .
The Cauchy-Hadamard formula for the radius of convergence of power series then gives
β = lim sup
j→∞
log2 νj
j
(4.9)
which is a relation that was already noted in [24]. The estimate (4.7) (resp. (4.8)) then follows from this
formula and the fact that β < 3 (resp. γ < β).
Recall that the random sets Eδj|L(h) and E
δ
|L(h) have been introduced in (3.15) and (3.17) respectively.
Lemma 4.5. Let A ∈ A , then for all δ > 0 and j ∈ N,
exp
[
−νjm
(
L ∩ V(A, 2−jδ)
)]
6 P
(
A /∈ Eδj|L(X)
)
6 exp
[
−νjm
(
L ∩ V(A, 2−(j+1)δ)
)]
.
Proof. We only prove the upper bound, the lower bound being proven in exactly the same way.
Fix δ > 0 and j ∈ N. Then, by definition of V and V ′,
P
(
A /∈ Eδj|L(X)
)
= P
(
∀s ∈ Πj|L, A /∈ V
′(s, |Js(X)|
δ)
)
6 P
(
∀s ∈ Πj|L, A /∈ V
′(s, 2−(j+1)δ)
)
= P
(
∀s ∈ Πj|L, s /∈ V(A, 2
−(j+1)δ)
)
.
Since Πj|L is a Poisson random set of intensity measure νjm(L ∩ .), we may write Πj|L = {s1, ..., sMj}
where Mj is a Poisson random variable of intensity νjm(L) and the si’s are iid variables of distribution
m(L ∩ .)/m(L) independent from Mj. Hence, conditioning with respect to Mj yields
P
(
∀s ∈ Πj|L, s /∈ V(A, 2
−(j+1)δ)
)
= E
[
P
(
∀i ∈ J1,MjK, si /∈ V(A, 2
−(j+1)δ) | Mj
)]
= E
[
P
(
s1 /∈ V(A, 2
−(j+1)δ)
)Mj]
= exp
[
νjm(L)
(
P
(
s1 /∈ V(A, 2
−(j+1)δ)
)
− 1
)]
= exp
[
−νjm
(
L ∩ V(A, 2−(j+1)δ)
)]
.
The result follows.
Proposition 4.6. Let A ∈ A and suppose that there exists q > 0 such that
ρq = O
(
m(L ∩ V(A, ρ))
)
as ρ→ 0. (4.10)
Then for all δ < β/q, A belongs to Eδ|L(X) with probability one.
Proof. Fix δ < β/q and A ∈ A . Then, by (4.10) and Lemma 4.5, there exists κ > 0 such that
∀j ∈ N, P
(
A /∈ Eδj|L(X)
)
6 exp
(
−κνj2
−jδq
)
.
Hence, taking γ ∈ (δq, β) and using the sequence (jk)k∈N of Lemma 4.4, we get
∀k ∈ N, P
(
A /∈ Eδjk|L(X)
)
6 exp
(
−κ2jk(γ−δq)
)
which is a convergent series. The result follows from Borel-Cantelli lemma.
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Proposition 4.7. For all (α, q) ∈ Rf (A), we have
αY (A) 6
q
β
+ α a.s.
Proof. The following holds with probabiliy one.
αY (A) 6 lim inf
s∈Π(Y ):
d(s,A)→0
log |Js(Y )|
log d(s, A)
by Theorem 3.8,
= lim inf
s∈Π(Y ):
d(s,A)→0
[
log |Js(X)|
log d(s, A)
+
log |f(s)|
log d(s, A)
]
by Corollary 2.14,
6 lim inf
s∈Π(Y )∩Lf,α(A):
d(s,A)→0
log |Js(X)|
log d(s, A)︸ ︷︷ ︸
61/δ
+ lim sup
s∈Lf,α(A):
d(s,A)→0
log |f(s)|
log d(s, A)︸ ︷︷ ︸
6α
where the last two inequalities are due to Propositions 3.9 and 4.6 and the definition of Lf,α(A).
The upper bound of Theorem 4.3 may be readily deduced from Proposition 4.7 by taking a relevent
sequence converging to the claimed upper bound.
The covering argument could be modified to give an upper bound which would hold for all A ∈ A with
probability one. It would basically only require suitable assumptions in order to be able to apply [18,
Theorem 2]. However, since such a modification would make the assumptions much heavier, we chose
against it. Moreover, this improvement cannot be carried over to the lower bound argument due to the
multifractal nature of the regularity (see [24]).
Proof of the lower bound when β > 1 For this part of the proof, we will require some concentration
in the form of a set-indexed version of Cairoli’s inequality (Theorem 4.10), which is a multiparameter
generalization of Doob’s maximal inequality.
The key step in proving it is to discretize the set-indexed martingale Y on An, then use the fact that An
embeds itself into Np for some integer p and finally apply already known results about multiparameter
martingales. This is what Lemma 4.8 contains.
Lemma 4.8 (Discrete set-indexed maximal inequality). For all γ > 1, there exists a constant κp,γ > 0
such that for all n ∈ N and ρ > 0,
E
[
sup
A′∈An∩BA (A,ρ)
|YA − YA′ |
γ
]
6 κp,γ
(
E
[∣∣∆YVn(A,ρ)∣∣γ] + E [∣∣∆YA\V n(A,ρ)∣∣γ])
where Vn(A, ρ) = V n(A, ρ) \ V n(A, ρ) has been introduced in (1.12).
Remarks 4.9.
⋄ Since Vn(A, ρ) (resp. A\V n(A, ρ)) belongs to C (u) (resp. C0), Proposition 1.14 ensures that ∆YVn(A,ρ)
(resp. ∆YA\V n(A,ρ)) is a well-defined expression. Such a point also holds for the expression ∆YA\V (A,ρ)
appearing later in Theorem 4.10.
⋄ As it will made clearer in the proof, such a result holds for more general processes than Y and are
closely linked to a class of Np-indexed processes called orthosubmartingales as defined in [25, p.16-17].
For more information about set-indexed martingales, we refer to [20].
⋄ Generalizing [42, Theorem 3.3] might lead to a weak L1 version of such inequality, but we do not need
it here.
Proof. Fix γ > 1, n ∈ N and ρ > 0. Since An is of poset dimension smaller than p (see Section 1.3),
there exists an order embedding φ : An ∩BA (A, ρ) →֒ J0, kK for some k ∈ N
p where Np is endowed with
the usual componentwise partial order denoted here by 4 . Denote by I the range of φ and define
∀j ∈ J0, kK, Mj =
∣∣∣∆Y⋃
i∈I:i4j φ
−1(i)\V n(A,ρ)
∣∣∣ .
Checking that M = {Mj : j ∈ J0, kK} is a non-negative orthosubmartingale in the sense of [25, p.16-17]
is straightforward. Using [25, Theorem 2.3.1] leads to
E
[
sup
j4k
Mγj
]
6
(
γ
γ − 1
)γp
E [Mγk ] . (4.11)
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By definition of M , we have
Mk =
∣∣∆YV n(A,ρ)\V n(A,ρ)∣∣ = ∣∣∆YVn(A,ρ)∣∣. (4.12)
Moreover,
sup
A′∈An∩BA (A,ρ)
|YA − YA′ | 6 |YA − YV n(A,ρ)| + sup
A′∈An∩BA (A,ρ)
|YA′ − YV n(A,ρ)|
= |∆YA\V n(A,ρ)| + sup
j4k
Mj .
Hence
E
[
sup
A′∈An∩BA (A,ρ)
|YA − YA′ |
γ
]
6 2γ
(
E
[
|∆YA\V n(A,ρ)|
γ
]
+ E
[
sup
j4k
Mγj
])
. (4.13)
The result follows from combining (4.11), (4.12) and (4.13).
In the following theorem, since V(A, ρ) does not necessarily belong to C (u), the expression ∆YV(A,ρ) in
what follows should be understood in the same sense as (2.7), i.e.
∆YV(A,ρ) =
∫
T
f1V(A,ρ) dX.
Theorem 4.10 (Set-indexed maximal inequality). For all γ > 1, there exists a constant κp,γ > 0 such
that for all ρ > 0,
E
[
sup
A′∈BA (A,ρ)
|YA − YA′ |
γ
]
6 κp,γ
[
E
[∣∣∆YV(A,ρ)∣∣γ]+E [∣∣∆YA\V (A,ρ)∣∣γ]]
where V (A, ρ) =
⋂
n∈N V n(A, ρ).
Proof. Just like the one-dimensional setting, obtaining continuous versions of martingale inequalities is
a consequence of their discrete counterparts (here, Lemma 4.8) and outer-continuity of sample paths
(ensured for Y by its Le´vy-Itoˆ decomposition (2.14)).
This maximal inequality encourages us to understand the Lγ-norm of variables like ∆YU = X(f1U ). In
this endeavor, we will need to dabble a bit with Orlicz spaces to obtain relevant estimates.
For γ ∈ (1, 2], let Φγ be the Orlicz function defined by
Φγ : R −→ R+
u 7−→
∫
R
(
|xu|2 ∧ |xu|γ
)
ν(dx).
Denote ‖.‖Φγ the associated Luxemburg norm defined for all measurable map g : T → R by
‖g‖Φγ = inf
{
c > 0 :
∫
T
Φγ(c
−1g(s))m(ds) 6 1
}
. (4.14)
We refer to [12] for a modern exposition of the general theory of (generalized) Orlicz spaces. However,
we will only be using the fact that ‖.‖Φγ induces a (quasi)norm on the linear space L
Φγ of all measurable
maps g : T → R (where two m-a.e. maps are identified) such that ‖g‖Φγ <∞.
More specifically of interest to us is that [40, Theorem 3.3] proves that the stochastic integral
LΦγ −→ Lγ(Ω)
g 7−→
∫
T
g dX
is continuous. In particular, there exists a constant κΦγ > 0 such that:
∀g ∈ L(X), ‖X(g)‖Lγ(Ω) = E
[∣∣∣∣∫
T
g dX
∣∣∣∣γ]1/γ 6 κΦγ‖g‖Φγ . (4.15)
The following lemma will simplify further use of the Luxemburg norm.
Lemma 4.11. For any γ ∈ (1, 2] and measurable map g : T → R,
‖g‖Φγ 6
[∫
R
|x|γν(dx)
]1/γ
‖g‖Lγ(m).
31
Proof. In the formulation of the Lγ-space as an Orlicz space, we have
‖g‖Lγ(m) = inf
{
c > 0 :
∫
T
c−γ |g(s)|γm(ds) 6 1
}
.
Comparing this norm with (4.14), it follows that it is enough to prove the following:
∀c > 0,
∫
T
Φ(c−1g(s))m(ds) 6 c−γ
∫
T
|g(s)|γm(ds)
∫
R
|x|γν(dx). (4.16)
Let c > 0 and s ∈ T . Then,
Φ(c−1g(s)) =
∫
|xg(s)|6c
|c−1xg(s)|2ν(dx) +
∫
|xg(s)|>c
|c−1xg(s)|γν(dx)
= c−2
∫
|xg(s)|6c
|xg(s)|2−γ |xg(s)|γν(dx) + c−γ
∫
|xg(s)|<c
|xg(s)|γν(dx)
6 c−2c2−γ
∫
|xg(s)|6c
|xg(s)|γν(dx) + c−γ
∫
|xg(s)|>c
|xg(s)|γν(dx)
= c−γ |g(s)|γ
∫
R
|x|γν(dx).
Integrating with respect to m yields (4.16), from which the result follows.
Recall that we supposed β > 1. From (4.15) and Lemma 4.11 follows that for all γ ∈ (β, 2] (or γ = 2 if
β = 2), there exists a finite constant κγ > 0 such that
∀B ∈ Bm, E [|∆YB|
γ ] 6 κγ‖f1B‖
γ
Lγ(m) (4.17)
where ∆YB = X(f1B).
We are now ready to proceed to the lower bound itself.
Proposition 4.12. Suppose that the hypotheses of Theorem 4.3 and β > 1 hold.
Then, for all (α, q, q′) ∈ Rf (A),
αY (A) > min
{
q
β
,
q′
β
+ α
}
a.s.
Proof. Fix (α, q, q′) ∈ Rf (A). We will only prove the result in the case q
′/β + α 6 q/β. The second case
is proven in exactly the same fashion, one just has to replace q′ by q and take α = 0 in the following.
Let δ > β/q′ and η = 1/δ + α. By Borel-Cantelli, it is enough to prove that
∞∑
j=1
P
(
sup
dA (A,A′)<2−j
|YA − YA′ | > 2
−jη
)
< ∞. (4.18)
Fix γ ∈ (β, 2] (or γ = 2 if β = 2). By Theorem 4.10, for all j ∈ N,
P
(
sup
dA (A,A′)<2−j
|YA − YA′ | > 2
−jη
)
6 κp,γ2
jηγ
[
E
[∣∣∆YV(A,2−j)∣∣γ]+E [∣∣∆YA\V (A,2−j)∣∣γ]] . (4.19)
Since A \ V (A, 2−j) ⊆ V(A, 2−j), it follows from (4.17) and (4.19) that
P
(
sup
dA (A,A′)<2−j
|YA − YA′ | > 2
−jη
)
= O
(
2jηγ‖f1V(A,2−j)‖
γ
Lγ(m)
)
as j →∞. (4.20)
On the one hand, since (α, q, q′) ∈ Rf (A), we have m(Lf,α(A, ρ)) = O(ρ
q) as ρ→ 0. Moreover, f is also
bounded in the victiny of A. Thus
‖f1Lf,α(A,ρ)‖
γ
Lγ(m) = O (ρ
q) as ρ→ 0. (4.21)
On the other hand, using (α, q, q′) ∈ Rf (A) once more yields m(L
∁
f,α(A, ρ)) = O(ρ
q′) as ρ→ 0. Hence
‖f1L∁f,α(A,ρ)
‖γLγ(m) = O
(
ρq
′+αγ
)
as ρ→ 0. (4.22)
Since we supposed that q′/β + α 6 q/β and if we take γ close enough to β, the estimates (4.29) and
(4.30) give together
‖f1V(A,ρ)‖
γ
Lγ(m) = O
(
ρq
′+αγ
)
as ρ→ 0. (4.23)
32
Combining (4.20) and (4.23) yields
P
(
sup
dA (A,A′)<2−j
|YA − YA′ | > 2
−jη
)
= O
(
2−j(q
′+(α−η)γ)
)
as j →∞. (4.24)
Since
q′ + (α− η)γ = q′ −
γ
δ
−→ q′ −
β
δ
as γ → β+
and q′ − β/δ > 0, (4.24) proves that (4.18) holds. The result follows.
Proof of the lower bound when β < 1 For this part of the proof, we suppose that β < 1. In
particular,
∫
|x|61
|x|ν(dx) <∞ so that (4.1) gives the following expression:
∀A ∈ A , YA = lim
ε→0+
[ ∑
t∈Π∩A:
|Jt(X)|>ε
f(t)Jt(X)
]
(4.25)
where the limit as ε→ 0+ happens almost surely uniformly in [∅, A] for all A ∈ A .
The problems in trying to copy the proof for β > 1 is that Y is not a (orthosub)martingale anymore (as
mentioned in the proof of Lemma 4.8). Instead, we introduce the set-indexed process Z|L given by
∀A ∈ A , (Z|L)A = lim
ε→0+
[ ∑
t∈Π∩L∩A:
|Jt(X)|>ε
|Jt(X)|
]
(4.26)
where L ⊆ T is once more a free parameter set that will be chosen later on. Remark that Z|L is also a
set-indexed Le´vy process, but with respect to m(L ∩ .) instead of m as ‘reference measure’.
We first establish a lower bound on the regularity of Z|L and then deduce one for the regularity of Y .
The following method is inspired from [5]. Denote for all η > 0, the set-indexed process (Z|L)
η given by
∀A ∈ A , (Z|L)
η
A = lim
ε→0+
[ ∑
t∈Π∩L∩A:
ε6|Jt(X)|<2
−η
|Jt(X)|
]
(4.27)
Lemma 4.13. Let A ∈ A and suppose that there exists q > 0 such that
m(L ∩ V(A, ρ)) = O
(
ρq
)
as ρ→ 0. (4.28)
Then for all δ > β/q, there exists a constant κδ > 0 such that
∀j ∈ N, P
(
sup
A′∈BA (A,2−j)
∆(Z|L)
j/δ
A△A′ > j2
−j/δ
)
6 κδ e
−j.
Proof. The proof is inspired from [5, Lemma 2.1], but we chose to give the details for the sake of
completeness. Fix j ∈ N. Then, since Z is non-negative,
∀A′ ∈ BA (A, 2
−j), ∆(Z|L)
j/δ
A△A′ 6 ∆(Z|L)
j/δ
V(A,2−j).
Hence, by Markov’s inequality,
P
(
sup
A′∈BA (A,2−j)
∆(Z|L)
j/δ
A△A′ > j2
−j/δ
)
6 e−jE
[
exp
(
2j/δ∆(Z|L)
j/δ
V(A,2−j)
)]
.
So we just need to prove that E
[
exp
(
2j/δ∆(Z|L)
j/δ
V(A,2−j)
)]
= O(1) as j →∞ to conclude.
Using (4.27), we may compute the Laplace transform of ∆(Z|L)
j/δ
V(A,2−j) and get
E
[
exp
(
2j/δ∆(Z|L)
j/δ
V(A,2−j)
)]
= exp
(
2j/δm(L ∩ V(A, 2−j))
∫
|x|62−j/δ
(
e|x| − 1
)
ν(dx)
)
.
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Hence, due to (4.28) and the fact that e|x| − 1 6 2|x| for |x| 6 1, there exists a constant κ > 0 such that
E
[
exp
(
2j/δ∆(Z|L)
j/δ
V(A,2−j)
)]
6 exp
(
κ2−j(q−1/δ)
∫
|x|62−j/δ
|x|ν(dx)
)
.
Taking γ ∈ (β, 1 ∧ δq) gives
E
[
exp
(
2j/δ∆(Z|L)
j/δ
V(A,2−j)
)]
6 exp
(
κ2−j(q−1/δ)
∫
|x|62−j/δ
|x|1−γ |x|γν(dx)
)
6 exp
(
κ2−j(q−1/δ+(1−γ)/δ)
∫
|x|62−j/δ
|x|γν(dx)
)
6 exp
(
κ2−j(q−γ/δ)
∫
|x|61
|x|γν(dx)
)
.
Since q−γ/δ → q−β/δ as γ → β+ and q−β/δ > 0, we may find γ > β showing that the above expression
is bounded as j →∞. The result follows.
Lemma 4.14. Let A ∈ A and suppose that (4.28) holds. Then, the following holds with probability
one: for all δ > β/q, there exists ρδ > 0 such that
∀ρ ∈ (0, ρδ), ∀A
′ ∈ BA (A, ρ), (∆Z|L)A△A′ 6 ρ
1/δ.
Proof. Let us fix δ > β/q. It is enough to prove that the following holds with probability one: there exists
k ∈ N such that
∀j > k, ∀A′ ∈ BA (A, 2
−j), (∆Z|L)A△A′ 6 2
−j/δ.
According to Lemma 4.13, this is already true if we replace (∆Z|L) by (∆Z|L)
j/δ . Thus, it is enough
to prove that the following holds with probability one: there exists k ∈ N such that for all j > k and
A′ ∈ BA (A, 2
−j), (∆Z|L)A△A′ = (Z|L)
j/δ
A△A′ . In other words, we want to show that A /∈ E
δ
|L(X) almost
surely. By Lemma 4.5, we have for all j ∈ N,
P
(
A ∈ Eδj|L(X)
)
6 1− exp
[
−νjm
(
L ∩ V(A, 2−jδ)
)]
6 νjm
(
L ∩ V(A, 2−jδ)
)
since 1− e−x 6 x,
= O
(
νj2
−jδq
)
by (4.28).
Taking γ ∈ (β, δq) and using (4.9) yields
P
(
A ∈ Eδj|L(X)
)
= O
(
2−j(δq−γ)
)
as j →∞
which then is a convergent series. Thus, by Borel-Cantelli, A /∈ Eδ|L(X) with probability one. The result
follows.
Proposition 4.15. Suppose that the hypotheses of Theorem 4.3 and β < 1 hold.
Then, for all (α, q, q′) ∈ Rf (A),
αY (A) > min
{
q
β
,
q′
β
+ α
}
a.s.
Proof. Fix (α, q, q′) ∈ Rf (A). By definition of L
∁
f,α(A, ρ), we have
∀s ∈ L∁f,α(A, ρ), |f(s)| 6 ρ
α (4.29)
for all ρ > 0 small enough.
Likewise, since f is bounded in the victiny of A, there exists κf > 0 such that
∀s ∈ Lf,α(A, ρ), |f(s)| 6 κf (4.30)
for all ρ > 0 small enough.
Combining those estimates on f with the expression (4.25) of Y yields for all ρ > 0 small enough
∀A′ ∈ BA (A, ρ), |YA − YA′ | 6 ρ
α(∆Z|Lf,α(A)∁)A△A′ + κf (∆Z|Lf,α(A))A△A′ .
Since (α, q, q′) ∈ Rf (A), we may apply Lemma 4.14 to both L = Lf,α and L = L
∁
f,α (for which (4.28)
holds if we replace q by q′). Thus, the following holds with probability one: for all ε > 0, there exists
ρ0 > 0 such that
∀ρ < ρ0, ∀A
′ ∈ BA (A, ρ), |YA − YA′ | 6 ρ
α+q′/β−ε + κf ρ
q/β−ε.
The result follows immediately.
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Just as for the upper bound and Proposition 4.7, the lower bound of Theorem 4.3 is deduced from
Proposition 4.15 by taking a relevent subsequence.
4.3 dT -localized regularity
4.3.1 The Gaussian part
Using the same method as in [17] and under the same entropic conditions, one is able to determine the
regularity of Y in the case where ν = 0. Namely, for all A ∈ A , the following holds with probability one:
αY,dT (A) =
1
2
ασ
∫
.
f2 dm,dT (A). (4.31)
4.3.2 The Poissonian part
Similarly to Section 4.2, we define for all A = A(t) ∈ A , α > 0 and ρ > 0,
L′f,α(A) =
{
s ∈ T : |f(s)| > dT (s, t)
α
}
,
L′f,α(A, ρ) = BT (t, ρ) ∩ L
′
f,α(A),
L′∁f,α(A, ρ) = BT (t, ρ) \ L
′
f,α(A),
R
′
f (A) =
{
(α, q) ∈ R2+ : lim inf
ρ→0+
m(L′f,α(A, ρ))
ρq
> 0
}
,
R′f (A) =
{
(α, q, q′) ∈ R3+ : lim sup
ρ→0+
[
m(L′f,α(A, ρ))
ρq
+
m(L′∁f,α(A, ρ))
ρq′
]
<∞
}
.
Theorem 4.16. Let A ∈ A . Suppose that σ2 = 0 and that f is bounded in the neighborhood of A.
Then, with probability one,
sup
(α,q,q′)∈R′f (A)
min
{
q
β
,
q′
β
+ α
}
6 αY,dT (A) 6 inf
(α,q)∈R
′
f (A)
{
q
β
+ α
}
with the conventions that inf ∅ = 1/0 = +∞.
Such a result should be compared to Theorem 4.3. It constitutes an adequate counterpart to the fact
that the previous result must take non-local information into account. Here, we clearly see that only
properties and behaviors around t are considered.
Sketch of proof. Such a result is similar to Theorem 4.3 and its proof may be done using similar ideas.
We will only focus on highlighting the few differences that arise when applying the same method.
For the upper bound, the key is proving an estimate using jumps similar to the one in Theorem 3.8.
It so turns out that the upper bound coming from this approach is the left-hand side of (3.11), which
should not come as a surprise since the dT -localized exponent only takes into account what happens in
the neighborhood of t. The rest of the computation is the same once one has replaced V(A, ρ) by BT (t, ρ).
As for the lower bound, it is somewhat more involved. For all A = A(t) ∈ A and ρ > 0, we introduce a
localized version Y(.,ρ) = {Y(A′,ρ) : A
′ ∈ A } of Y around A as follows:
∀A′ ∈ A , Y(A′,ρ) = ∆YA′∩BT (t,ρ).
The set-indexed processes Y(.,ρ) still have independent increments, and so the martingale arguments
developed above will still apply. Let us show that.
For the case where β > 1, the key argument lies in Proposition 4.12. We claim that, up to some
inconsequential constants, we can replace the probability in (4.18) by
P
(
sup
C∈C ℓ∩BC (A,2−j) : C⊆BT (t,2−j)
|∆YC | > 2
−jη
)
and the rest of the proof would still follow once one replaces V(A, 2−j) by BT (t, 2
−j).
Indeed, for all ρ > 0,
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sup
C∈C ℓ∩BC (A,ρ):
C⊆BT (t,ρ)
|∆YC | 6 sup
C∈C ℓ∩BC (A,ρ)
|∆Y(C,ρ)|
where ∆Y(.,ρ) is the increment map of Y(,.ρ),
6 sup
C∈Cp−1∩BC (A,ρ)
|∆Y(C,ρ)|
since C ℓ ⊆ Cp−1 where p = dimA ,
6 2p sup
A0,...,Ap∈BA (A,ρ)
|Y(A,ρ) − Y(A0∩...∩Ap,ρ)|
by the inclusion-exclusion formula (1.2).
Moreover, for all A0, ..., Ap ∈ BA (A, ρ),
dA (A,A0 ∩ ... ∩Ap) 6 dA (A,A0 ∩ A) + dA (A0 ∩ A,A0 ∩ ... ∩ Ap)
6 dA (A,A0) + dA (A,A1 ∩ ... ∩ Ap) by contractivity,
< ρ+ dA (A,A1 ∩ ... ∩Ap).
Thus, by induction, we deduce that
sup
C∈C ℓ∩BC (A,ρ):
C⊆BT (t,ρ)
|∆YC | 6 2
p sup
A′∈BA (A,(p+1)ρ)
|Y(A,ρ) − Y(A′,ρ)|.
Hence for all j ∈ N,
P
(
sup
C∈C ℓ∩BC (A,2−j) : C⊆BT (t,2−j)
|∆YC | > 2
−jη
)
6 P
(
sup
A′∈BA (A,(p+1)2−j)
|Y(A,2−j) − Y(A′,2−j)| > 2
−p2−jη
)
which proves our claim, since Theorem 4.10 still applies to Y(.,2−j) and ∆Y(V(A,2−j),2−j) = ∆YBT (t,2−j).
For the case when β < 1, the trick of introducing the localized process Y(.,ρ) works in a similar fashion.
4.4 Examples and applications
In the following, we give some simple criteria when applying Theorems 4.3 and 4.16. We also give an
example showing that the inequality is not always sharp.
4.4.1 Cases of equality
We will see that the local geometry of the victiny (resp. open ball) around A ∈ A plays a crucial role in
order to determine the Ho¨lder exponent (resp. the dT -localized exponent) of Y at A.
Corollary 4.17. Let A ∈ A . Suppose that the following hypotheses hold:
(i) σ2 = 0.
(ii) There exists qV > 0 such that for all ε > 0, there exists ρV,ε > 0 such that:
∀ρ ∈ (0, ρV,ε), ρ
qV+ε 6 m(V(A, ρ)) 6 ρqV−ε. (4.32)
(iii) There exists α > 0 such that for all ε > 0, there exists ρα,ε > 0 such that:
∀s ∈ V(A, ρα,ε), d(s, A)
α+ε
6 |f(s)| 6 d(s, A)α−ε. (4.33)
Then, with probability one,
αX(A) =
qV
β
and αY (A) =
qV
β
+ α.
Proof. The case of X is just the particular case when f = 1, for which the estimate (4.33) works with
α = 0.
Using (4.33), we get
∀ε > 0, ∀ρ ∈ (0, ρα,ε), Lf,α+ε(ρ) = V(A, ρ) and Lf,α−ε/2(ρ) = ∅.
Hence, according to (4.32) and Theorem 4.3, for all ε > 0, the following holds with probability one:
min
{
ε−1
β
,
qV − ε
β
+ α−
ε
2
}
6 αY (A) 6
qV + ε
β
+ α+ ε.
The result follows from taking ε→ 0+ along a subsequence.
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Likewise, Theorem 4.16 yields the following result. The proof is exactly the same.
Corollary 4.18. Let A = A(t) ∈ A . Suppose that the following hypotheses hold:
(i) σ2 = 0.
(ii) There exists qB > 0 such that for all ε > 0, there exists ρV,ε > 0 such that:
∀ρ ∈ (0, ρV,ε), ρ
qB+ε 6 m(BT (t, ρ)) 6 ρ
qB−ε. (4.34)
(iii) There exists α > 0 such that for all ε > 0, there exists ρα,ε > 0 such that:
∀s ∈ BT (t, ρα,ε), dT (s, t)
α+ε
6 |f(s)| 6 dT (s, t)
α−ε. (4.35)
Then, with probability one,
αX,dT (A) =
qB
β
and αY,dT (A) =
qB
β
+ α.
The condition on f for Corollary 4.18 is actually equivalent to say that f(t) = 0 and αf (t) = αf (t) =
α where αf (t) is the pointwise Ho¨lder exponent as given in (3.1) and αf (t) is the pointwise Ho¨lder
subexponent given by
αf (t) = inf
{
α > 0 : lim inf
ρ→0+
inf
s∈BT (t,ρ)
|f(s)− f(t)|
dT (s, t)α
> 0
}
whenever it is defined. A slightly modified exponent of this kind has already been introduced in [13] to
study the local Hausdorff dimension of trajectories of Gaussian processes. We also remark one could also
express the estimate on the local behavior of the victiny (or the ball) with an exponent-like vocabulary.
As a nice consequence to the previous corollaries, we recover a fact that has already been observed
in [6, 14] and many others, namely that even in the context of a stochastic integral, integrating still
regularizes in some sense.
Corollary 4.19 (Y is more regular than X). Let A = A(t) ∈ A . If the estimate (4.32) holds, then with
probability one,
αY (A) > αX(A).
Similarly, if the estimate (4.34) holds, then with probability one,
αY,dT (A) > αX,dT (A) + αf (t)1f(t)=0.
Stating a better result for αY (A) similar to αY,dT (A) is quite straightforward, but would require intro-
ducing another exponent for f considering d instead of dT . We chose against it since the dT -localized
exponent already illustrates our point.
Proof. Let A = A(t) ∈ A . We only prove the result for the dT -localized exponent, the Ho¨lder exponent
being easier.
If ν = 0, then Proposition 4.2 and (4.31) immediately yield the result. So we might as well suppose that
σ2 = 0. According to Theorem 4.16, it is enough to prove that with probability one,
sup
(α,q,q′)∈R′f (A)
min
{
q
β
,
q′
β
+ α
}
> αX,dT (A) + αf (t)1f(t)=0. (4.36)
Suppose that f(t) 6= 0 or αf (t) = 0 so that αf (t)1f(t)=0 = 0. Then, remark that according to (4.32), for
all ε > 0 and (α, q, q′) ∈ R′f (A), we may always consider that both q and q
′ are greater than qB − ε in
the left-hand side of (4.36). In particular,
sup
(α,q,q′)∈R′f (A)
min
{
q
β
,
q′
β
+ α
}
>
qB
β
. (4.37)
According to Corollary 4.18, qB/β = αX,dT (A) almost surely. Hence (4.36) follows from (4.37) in this
case.
Now, suppose that f(t) = 0 and αf (t) > 0. Then, for all α ∈ (0, αf (t)) and small enough ρ > 0,
L′f,α(A, ρ) = ∅. In particular, (α, q, qB − ε) ∈ R
′
f (A) for all q, ε > 0. Thus
sup
(α,q,q′)∈R′
f
(A)
min
{
q
β
,
q′
β
+ α
}
> min
{
q
β
,
qB − ε
β
+ α
}
.
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Taking q → +∞, ε→ 0+ and α→ αf (t)
+ yields
sup
(α,q,q′)∈R′f (A)
min
{
q
β
,
q′
β
+ α
}
>
qB
β
+ αf (t). (4.38)
Hence (4.36) follows from (4.38) in this case.
We proceed to apply those results to a multiparameter Le´vy process in order to show that various
behaviors start to appear when p > 1. The coming example should be compared to the case p = 1 where
it was proven in [8] that almost sure regularity is 1/β.
Example 4.20 (Set-indexed Le´vy process for T = Rp+). Suppose that T = R
p
+ is endowed with its
usual indexing collection A as given in Examples 1.5, m is the Lebesgue measure and dT = ‖.− .‖ is any
distance induced by a norm on Rp.
Let also X be a purely Poissonian set-indexed Le´vy process on A and t ∈ Rp+. According to Corollaries
4.17 and 4.18 which hold for qV = 1 and qB = p respectively, the following holds with probability one:
αX(A(t)) =
{
1/β if t 6= 0,
p/β if t = 0
and αX,‖.−.‖(A(t)) = p/β.
When dA = dm is taken instead, the values of αX(A(t)) and αX,dT (A(t)) do not change as long as
t = (t1, ..., tp) is such that t1...tp 6= 0 since dT stays equivalent to ‖.− .‖ on any compact set away from
the coordinate hyperplanes (see [13, Lemma 3.1]).
Let us now consider t in such an hyperplane. If p = 1, there is nothing much to say and we recover the
result of [8], i.e. αX(0) = 1/β almost surely. However, when p > 1, we have m(BT (t, ρ)) = ∞ for all
ρ > 0, so an argument based on Borel-Cantelli ensures that the following event holds with probability
one:
Ω∗ =
⋃
ε>0
⋂
ρ>0
{
∃s ∈ Π ∩BT (t, ρ) : |Js(X)| > ε
}
.
This means that there are sequences of macroscopic jumps converging to 0. Applying the estimate (3.11)
yields αX(t) = αX,dT (t) = 0 almost surely.
4.4.2 The one-dimensional case T = R+
When T = R+, both exponents are reduced to the usual pointwise one, yielding the following result.
Corollary 4.21 (Ho¨lder regularity when T = R+). Suppose that m is the usual Lebesgue measure on
R+ and that σ
2 = 0. Then, for all t ∈ R+, the following holds with probability one:
sup
(α,q,q′)∈Rf (t)
min
{
q
β
,
q′
β
+ α
}
6 αY (t) 6 inf
(α,q)∈Rf (t)
{
q
β
+ α
}
. (4.39)
Moreover, if there exists α > 0 such that for all ε > 0, there exists ρα,ε > 0 such that
∀s ∈ (t− ρα,ε, t+ ρα,ε), |s− t|
α+ε
6 |f(s)| 6 |s− t|α−ε.
then, the following holds with probability one:
αY (A) =
1
β
+ α.
Remark that in this case, by a similar argument to Corollary 4.19, we may always take q ∧ q′ = 1
in the left-hand side of (4.39) and q > 1 in its right-hand side, simplifying the expression in practical
applications.
Examples 4.22. We finally address the simplest case and another one where the upper and lower bounds
do not coincide.
⋄ Suppose that f(s) = sα for all s ∈ R+. Consider t ∈ R+. According to Corollary 4.21, the following
holds with probability one:
αY (t) =
1
β
+ α1t=0.
⋄ Let q > 1. Consider a Borel set E ⊆ R+ such that
0 < lim inf
ρ→0+
m(E ∩ [0, ρ])
ρq
6 lim sup
ρ→0+
m(E ∩ [0, ρ])
ρq
< ∞.
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For instance, the set
E =
⋃
j∈N
(
2−j − 2−jq, 2−j
]
works fine. Then consider 0 6 α < α′ and define the function f(s) = sα1E + s
α′
1E∁ for all s ∈ R+.
Applying Corollary 4.21 yields
min
{
q
β
,
1
β
+ α
}
6 αY (0) 6 min
{
q
β
+ α,
1
β
+ α′
}
a.s.
which is not an equality for a large choice of q, α, α′ and β.
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