Recently a new interconnection topology has been proposed which compares very favorably with the well known n-cubes (hypercubes) in terms of degree, diameter, fault-tolerance and applicability in VLSI design. In this paper we use a new probabilistic measure of network fault tolerance expressed as the probability of disconnection to study the robustness of star graphs. We derive analytical approximation for the disconnection probability of 
.
In traditional reliable or fault-tolerant architectures the objective of failure-free operation is achieved mainly by hardware replication or redundancy. But in case of a large scale parallel computing system, this redundancy is provided inherently in the design of the interconnection topology and the system is allowed to degrade gracefully under conditions of failure down to the lowest acceptable performance level. Hence the design of the interconnection network becomes the most important issue in the design of large-scale systems.
The underlying topology of an interconnection network is modeled as a symmetric graph where the nodes represent the processing elements and the edges (arcs) represent the bidirectional communication channels. Design features for an efficient interconnection topology include properties like low degree, regularity, small diameter, high connectivity, efficient routing algorithm, high fault tolerance, low fault diameter etc. Since more and more processors must work concurrently in a large-scale system, the criteria of high fault tolerance and strong resilience [1, 2, 3] have become increasingly important. A computer system is said to be k-fault tolerant if it can allow up to k failures with continuing operations; k is called the fault tolerance of the system. Network fault tolerance has been defined as the maximum number of elements that can fail without inducing a possible disconnection in the network [8] [n!' Rm (7) )Rm
Proof: The disconnection can occur when the number of failures is less than the number of neighbors of the subset to be disconnected, the probability of a disconnection when the number of failures is less than the number of neighbors Rm is zero. For larger values of i, the probability of a disconnection of a subset of size m is proportional to the number of possible subsets which can be so disconnected. The disconnection of each of these subsets can occur when a specific Rm out of a total of n! nodes failed.
Thus, the total probability of disconnection is the ratio of two values.
At this point we want to note that it was conjectured in Najjar and Gaudiot [4] .20 (8) This example shows that when the connection of a 2-node cluster is possible at 2n
4, the probability of a prior single node disconnection event is about half a million times larger and similarly when a disconnection of a 3-node cluster is possible at 3n 7, the probability of a prior two node disconnection is twenty thousand times larger. This example, although it does not prove the said conjecture of Najjar and Gaudiot [4] , is a further demonstration of the rationale behind the conjecture as was shown with examples from hypercubes, cube connected cycles, etc. Now we propose to give an approximate analytical expression for P(i) based on the above-mentioned results. We cannot give an exact expression for P(i) but try to give an indication of its magnitude (and later verify it experimentally) by using the approximation Q(i) Q(i) which is based on the conjecture Ql(i) >> Qm(i) for all rn > 1. Hence
To evaluate P(i) for our star graphs, we need an expression for Q(i) for > n 1. Equation 10 corresponds to the single node disconnection probability when more than n 1 nodes have failed. For -> 2n 3, it is possible to have two or more single node disconnection. However, the probability of multiple single node disconnection is of the same order as that of a cluster disconnection when rn > 1. Therefore, using the approximation Q(i) Q I(i), we can extend the range of in 10 to > n 1. We obtain In each case the number of samples were higher than 2000.
Frequency of Disconnection can be made about binary cubes and cube connected cycles [1] . Results for P(i) Figure 2 , 3, and 4 show the analytical and simulation plots of P(i) versus the percentage of failed nodes (i/N percent) for a star graph of order 4, 5 and 6 respectively. We make the following observations:
The curves are narrower for higher order star graphs and the discrepancy between analytical and simulation results is never beyond 20%.
If emax represents the maximum value of P(i) and /peak represents the corresponding value of i, there is a very close correlation in the value of /peak between the simulation results and the analytical model. Also the value of/peak tends to be lesser for higher order star graphs and /peak for star graphs is always less than 50%. It may be recalled from Aker and Krishnamurthy [1] that/peak for binary cubes was near 50%. 1972.
