最小極大マッチング問題に対する多面体アプローチ by 松本 雄介
最小極大マッチング問題に対する多面体アプローチ
Polyhedral Approach to Minimum Maximal Matching Problem
情報工学専攻 松本 雄介
Yusuke Matsumoto
1 Introduction
Problems encountered in the real world include many
combinatorial optimization problems. Combinatorial
optimization problems have been investigated for many
years and numerous research results have been ob-
tained. In this research area, there are plenty of prob-
lems that have an exponentially large number of feasible
solutions. The minimum maximal matching problem
(MMM for short) is one of the most famous NP-hard
problems. In this dissertation, we consider MMM.
1.1 Minimum Maximal Matching Problem
Let G = (V;E) be a graph, where V is a vertex set and
E is an edge set . We regard an edge of E as a set con-
taining exactly two distinct vertices of V . Therefore, we
assume that E does not contain self-loop edges. Unless
stated otherwise, hereafter, we assume that a graph is
undirected and simple. A subset M  E is called a
matching in G if e \ f = ; for all distinct e; f 2 M .
Moreover, a matching M  E is called maximal if no
edge in E nM can be added to M without breaking the
matching property. Thus, MMM is a problem of nding
a maximal matching of minimum cardinality.
MMM is motivated by practical applications such
as the worst-case behavior analysis of a telephone
switching network [10].
1.2 Previous Works
Yannakakis and Gavril [14] proved that MMM is NP-
hard even if a given graph G is planar or bipar-
tite and the maximum degree of G is three. It is
known that the cardinality of any maximal matching
is no larger than twice that of the minimum maximal
matching; hence, any maximal matching is a trivial 2-
approximation solution to MMM. Zito [15] presented a 
2  1d

-approximation algorithm for d-regular graphs.
Furthermore, MMM has a polynomial time approxima-
tion scheme for planar graphs [1, 12] and -precision
unit disk graphs [9].
For any graph, it was not known whether there
exists a non-trivial approximation algorithm with a
factor smaller than 2. Recently, Gotthilf, Lewen-
stein, and Rainshmidt [7] presented a

2  c log jV jjV j

-
approximation algorithm, where c is an arbitrary con-
stant. This approximation algorithm is based on
the local search technique. In contrast, Chebk and
Chlebkova [4] showed that it is NP-hard to approxi-
mate the solution ofMMM to within any constant factor
smaller than 76 .
2 Approximation Algorithms for Mini-
mum Maximal Matching Problem
In this section, we propose two approximation algo-
rithms based on a linear programming relaxation. After
introducing the linear programming formulation used in
the algorithms, we present an algorithmic framework.
2.1 Linear Programming Formulation
Let R be the set of real numbers. We deal with the
following linear programming problem for x 2 RE in
the two approximation algorithms.
minimize x(E);
subject to x((e))  1 8e 2 E; (LP)
x(e)  0 8e 2 E;
where for each P  V , (P ) is the set of e 2 E such
that P \ e 6= ; and x(A) = Pa2A x(a) for any sub-
set A  E. We call a coecient matrix corresponding
to the rst constraint of (LP) an edge-edge adjacency
matrix (EE matrix for short). Although (LP) is a relax-
ation of the linear programming formulation for MMM,
it is enough for the two approximation algorithms to
obtain an optimal solution to (LP).
2.2 Algorithmic Framework
The two approximation algorithms regard an optimal
solution to (LP) as weights on E, and they nd a
matching with consideration for the weights. Match-
ings found in the two approximation algorithms are
dierent. One approximation algorithm nds a \maxi-
mal" weight matching and the other approximation al-
gorithm nds a \maximum" weight matching.
For A  E, i(A) is a set of edges in EnA adjacent
to i edges in A. Lemma 2.1 plays an important role
for the analysis of the approximation ratios of the two
approximation algorithms.
Lemma 2.1. For any maximal matching M , the
following inequality holds.
jM j  2x(E)  x(M)  x(1(M)):
xopt denotes an optimal solution to (LP). Using
Lemma 2.1, if we analyze a lower bound of xopt(M) +
xopt(1(M)), we will obtain an approximation algorithm
with a factor smaller than 2. Although we omit proofs
of the lower bounds, we analyze the lower bounds in
Theorem 1 and Theorem 2.
2.3 Approximation Algorithm with Factor De-
pendent on Maximum Number of Adjacent
Edges
Let G0 = (G;xopt) be an weighted graph, where xopt(e)
is an weight of each edge e of G0. Given a maximal
matching M , if the following inequality holds for every
e 2 EnM , M is called a maximal weight matching.
xopt((e) \M)  xopt(e):
For every edge e in E, 0e denotes the number of
edges adjacent to e, and 0(G) denotes the maximum
number in the set of all 0e for any edge e in E.
Lemma 2.2. Given a maximal weight matching M
in G0, the following inequality holds.
xopt(M) + xopt(1(M))  xopt(E)
0(G) + 1
:
This approximation algorithm needs to nd a maximal
weight matching. Then, we can obtain the maximal
weight matching via a greedy algorithm. We dene
M 0 = ;. The greedy algorithm selects an edge e in de-
scending order of xopt, and it adds e into M
0 if the union
of M 0 and e is a matching. Letting M 0 be a maximal
matching obtained by the greedy algorithm, any edge
e in EnM 0 is adjacent to some edge f in M 0 such that
xopt(e)  xopt(f), so M 0 is a maximal weight matching.
Moreover, the greedy algorithm runs in O(jEj log jEj)
time.
Finally, we obtain Theorem 1.
Theorem 1. For a simple graph G = (V;E), there
is a

2  10(G)+1

-approximation algorithm for MMM
in the time to solve (LP) plus O(jEj log jEj) time.
2.4 Approximation Algorithm with Factor De-
pendent on Edge-Coloring Number
The approximation algorithm proposed in the previ-
ous subsection outputs a maximal weight matching. In
this subsection, instead of the maximal weight match-
ing, a new approximation algorithm nds a maximum
weight matching M. For an analysis of a lower bound
of xopt(M
), we consider a decomposition of an edge set
E of a graph G into matchings. It is known that the
minimum number of matchings that E is decomposed
into is equal to an edge-coloring number 0(G). Then,
we obtain the following lemma.
Lemma 2.3. Given a maximum weight matching
M in G0, the following inequality holds.
xopt(M
)  xopt(E)
0(G)
:
Note thatM in G is a maximal matching, since x(e) 
0 for every e 2 E. Moreover, it is known that M can
be found in polynomial-time [5].
The following theorem follows from Lemma 2.3.
Theorem 2. For a simple graph G, there is
a

2  10(G)

-approximation algorithm for MMM in
polynomial-time.
Let (G) be the maximum degree of G. For
0(G), Theorem 3 and Theorem 4 are known within
edge-coloring theory.
Theorem 3. [Theorem 28.1 in [13]] For any graph G,
(G)  0(G)  (G) + 1:
Theorem 4. [Theorem 20.1 in [13]] For any bipartite
graph G, 0(G) = (G):
Using Theorem 3 and Theorem 4, we can obtain the
following corollaries.
Corollary 1. The approximation ratio of our ap-
proximation algorithm for MMM achieves 2   1(G)+1
for any graph.
Corollary 2. If G is a bipartite graph, the approxi-
mation ratio of our approximation algorithm for MMM
achieves 2  1(G) .
For bipartite graphs, Fujito and Nagamochi [6]
showed the integrality gap of (LP) is at least 2  1(G) .
Moreover, 0(G) is equal to (G) for bipartite graphs,
so the integrality gap of (LP) for bipartite graphs is
equal to the approximation ratio of our approximation
algorithm on bipartite graphs. Therefore, as far as an
approximation algorithm for MMM uses (LP), we be-
lieve our result is the best possible.
3 Characterization for Total Unimodu-
larity of Edge-Edge Adjacency Matri-
ces
In the previous section, we presented the two approx-
imation algorithms based on the linear programming
relaxation. Given a simple graph G, the rst step in
the two approximation algorithms nds an optimal so-
lution xopt to (LP). In a case where xopt is the opti-
mal integer solution, we can obtain the optimal integer
solution to MMM on G. In this section, we consider
EE matrices that represent adjacency relations between
pairs of edges in G. We then investigate the problem of
characterizing graphs such that we can obtain an opti-
mal integer solution to an integer programming prob-
lem with an EE matrix of each of the graphs via the
linear programming relaxation.
3.1 Background
A polyhedral approach is both important and useful
in solving combinatorial optimization problems. One
of the main topics in polyhedral approaches is to in-
vestigate integrality of a polyhedron, where integrality
means that all of the extreme points in the polyhedron
have integer coordinates. The integrality of a polyhe-
dron is strongly related to total unimodularity of a co-
ecient matrix appearing in an integer programming
problem. If every square non-singular submatrix of the
coecient matrix is an integer matrix with determinant
1 or  1, we say that the coecient matrix is totally
unimodular. From this denition, all totally unimodu-
lar matrix are composed of only 0; 1, or  1 entries. It
is known that if a coecient matrix of an integer pro-
gramming problem is totally unimodular, we can obtain
an optimal integer solution via the linear programming
relaxation. Thus, we are interested in the types of coef-
cient matrices that are totally unimodular. Recently,
Berger and Parekh [2] introduced EEmatrices, and they
proposed a theorem stating that EEmatrices of trees are
totally unimodular. Unfortunately, the theorem was in-
correct [3].
In this section, we will show a necessary and su-
cient condition for total unimodularity of EE matrices.
This condition is the rst characterization for total uni-
modularity of EE matrices.
If a given graph is a tree or a circuit, its EE matrix
is not totally unimodular. However, there is a way to
transform the optimal solution to the linear program-
ming into the optimal integer solution to the minimum
maximal matching problem.
3.2 Edge-Edge Adjacency Matrices
A coecient matrix corresponding to the rst con-
straint of (LP) is an EE matrix. In this subsection, we
dene EE matrices. Given a simple graph G = (V;E),
an EE matrix M(G) = (mei;ej ) is dened by
mei;ej =
(
1 if ei \ ej 6= ;,
0 otherwise
for each ei; ej 2 E. Note that mei;ei = 1.
3.3 Prohibited Graphs
The following graphs appear in the necessary and suf-
cient condition. Let TS be a tree that is formed
by replacing every edge in K1;3 by a path with two
edges (Fig. 1(a)) and let Ct be a circuit with t
edges (Fig. 1(b)). In addition, we dene the graph
formed by adding an edge to each vertex in C3 as
GTC (Fig. 1(c)). Henceforth, we call the set TS ; Ct
for t  4, and GTC prohibited graphs.
3.4 Necessary and Sucient Condition
Let Z denote the set of integers. The following theorem
was shown in [8].
Theorem 5. AmatrixA 2 Zpq is totally unimodu-
lar if and only if every extreme point of the polyhedron
fx j Ax  b;x  0g has integer coordinates for all
b 2 Zq .
From the above theorem, given a graph G, if M(G)
is totally unimodular, we can obtain an optimal integer
solution to (LP) via the linear programming relaxation.
From this point of view, it is important to provide the
(a) TS
(b) C4
(c) GTC
Fig. 1 Prohibited graphs
necessary and sucient condition for total unimodu-
larity of EE matrices. The following is the principal
theorem in this section, and it gives the necessary and
sucient condition.
Theorem 6. An EEmatrix of a given graph is totally
unimodular if and only if the graph does not contain at
least one of TS , Ct for t  4, or GTC as a subgraph.
The following becomes a ow of proof. First, we show
that the EE matrices of the prohibited graphs are not
totally unimodular. Next, we prove that if a given
graph does not contain at least one of the prohibited
graphs as a subgraph, then the EEmatrix of the graph is
totally unimodular. Consequently, we can obtain The-
orem 6.
3.5 LP-Rounding for Trees and Circuits
From Theorem 6, for (LP) in the cases of trees and cir-
cuits, some extreme points of the feasible region may
have non-integer coordinates. Namely, if a given graph
is a tree or a circuit, its edge-edge adjacency matrix
is not totally unimodular. However, there is a way to
transform the optimal solution to the linear program-
ming into the optimal integer solution to MMM.
3.5.1 Case of Trees If a given graph is a tree,
it has been known the polynomial-time algorithm for
MMM [11]. For MMM on trees, we give another
polynomial-time algorithm with consideration for the
rst constraint of (LP).
Lemma 3.1. If a given graph is a tree, there exists
a polynomial-time algorithm to transform an optimal
solution xopt to (LP) into a new optimal solution x

opt
to (LP) such that for any edge e, xopt(e) is larger than
or equal to 1, or it is equal to 0.
From Lemma 3.1, we can obtain the following the-
orem from optimality of xopt.
Theorem 7. An optimal value of (LP) for trees is
in Z.
3.5.2 Case of Circuits In the case of trees, an op-
timal solution to (LP) can be transformed into an op-
timal integer solution to MMM. In contrast, if a given
graph is a circuit, there are cases where an optimal
value of (LP) is not equal to the cardinality of a min-
imum maximal matching. Therefore, an optimal solu-
tion to (LP) cannot be transformed into an optimal in-
teger solution toMMM while keeping the optimal value.
However, the optimal solution can be rounded to the
integer solution to MMM with the minimum integer in
integers larger than or equal to the optimal value of
(LP). Therefore, the integer solution is the optimal in-
teger solution. We obtain the following theorem with
consideration for a dual of (LP).
Theorem 8. If a given graph is a circuit, there exists
a polynomial-time algorithm to round an optimal solu-
tion to (LP) to an optimal integer solution to MMM.
4 Conclusion
In this dissertation, we dealt with the minimum max-
imal matching problem and the edge-edge adjacency
matrices appearing in the linear programming formula-
tion of the problem.
In Section 2, we presented the two approxima-
tion algorithms for this problem. The two approxima-
tion algorithms are among the rst to approximate the
solution of the minimum maximal matching problem
on bounded degree graphs to within a constant factor
smaller than 2. Moreover, as far as an approximation
algorithm for the minimum maximal matching problem
uses the linear programming formulation, we believe
our result is the best possible. Furthermore, we believe
that our algorithmic framework regarding an optimal
solution as weights can be applied for many NP-hard
problems.
In Section 3, we gave the necessary and sucient
condition for total unimodularity of edge-edge adja-
cency matrices. This condition is the rst character-
ization for total unimodularity of edge-edge adjacency
matrices. Although edge-edge adjacency matrices of
trees and circuits are not totally unimodular, for trees
and circuits, we gave the polynomial-time algorithms
with consideration for the linear programming formu-
lation.
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