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1 Introduction
We let H2 denote the Hardy space H2(D) of the open unit disk D in the complex plane.
Recall that H2 is the Hilbert space of holomorphic functions which are power series cen-
tered at 0 with square-summable coefficients. As usual, we identify H2 with its space of
boundary values, the subspace of L2(∂D) spanned by {1, z, z2, . . . }, where the functions
in this set are considered as functions on ∂D. We let P denote the Cauchy projection,
the orthogonal projection from L2(∂D) to H2. This projection may be extended in a
natural way to a map from L1(∂D) to H(D), the set of holomorphic functions on D (see
[12]).
A (possibly unbounded) classical Toeplitz operator is defined by starting with a
function φ ∈ L2(∂D), called a symbol function, and compressing the multiplication
operator Mφ to H
2. That is, we define
Tφ = PMφ.
It is known that Tφ is bounded if and only if φ ∈ L∞, and in general it is interesting to
relate properties of Tφ to those of the symbol function φ. Extensive work has been done
on classical Toeplitz operators and much is now known about them [9].
Recently, Sarason has proposed studying compressions of classical Toeplitz operators
to coinvariant subspaces of the shift operator on H2 [12]. He calls these truncated
Toeplitz operators, which we will abbreviate as TTO. Recall that by Beurling’s theorem,
any coinvariant subspace of the shift operator is of the form
Ku = H
2
⊖ uH2
for some inner function u. Such spaces are also called model spaces, and we denote the
orthogonal projection to the model space Ku by Pu. Every Ku comes equipped with
an anti-unitary conjugation operator C, whose properties are discussed in detail in [12].
Here we just recall that, given f ∈ Ku, (Cf)(eiθ) = u(eiθ)eiθf(eiθ). Note that this is
∗The first author was supported by the National Science Foundation under grant DMS-1055897.
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an equality of boundary values, not interior values. Also, we will use the same notation
and formula for general f ∈ L2.
Given a model space Ku and a symbol function φ ∈ L2, we define the truncated
Toeplitz operator Aφ on Ku as
Aφ = PuMφ.
As before, the general project is to deduce properties of Aφ from properties of φ and
vice versa. A TTO does not have a unique symbol. However, every TTO has a unique
symbol in Ku +Ku [12], and we will often focus attention on that choice of symbol.
Hankel operators on H2 are closely related to Toeplitz operators. The Hankel oper-
ator Hφ with symbol φ ∈ L2 is defined as
Hφ = (I − P )Mφ.
As before, this may only be densely defined. Unlike a Toeplitz operator, which is an
operator from H2 to H2, a Hankel operator is a map from H2 to (H2)⊥. If we define
Pu to be the projection onto Ku, we can define the truncated Hankel operator (THO)
Bφ as
Bφ = PuHφ.
This is a map from Ku to (Ku)0, the subset of Ku that vanishes at 0. Note that if we
assume φ ∈ uH2 + uH2, then Bφ = HφPu, since Hφ already maps into Ku.
We note, but will not use, the fact that the discussion of Hankel operators in this
context could be recast in the language of Hankel bilinear forms, as in [8].
The goal of this paper is to give criteria for TTOs and THOs to be in the Schatten
ideals Sp. Given a bounded operator T between two (possibly distinct) Hilbert spaces,
the singular values λi are defined as the eigenvalues of the positive operator
√
T ∗T . The
Schatten p-norm of T is then the lp norm of the sequence of singular values, and T is
said to be in Sp if this norm is finite. The special cases S1, the trace class operators,
and S2, the Hilbert-Schmidt operators, are well known. In the case of classical Toeplitz
operators, it is known that no nonzero Tφ is in any Sp ideal. The classical Sp Hankel
operators have been completely characterized, and this characterization is surveyed in
[15].
We now give an informal overview of this paper’s contents. Given a TTO Af , we
may write the symbol function f as the sum of a holomorphic function and an anti-
holomorphic function: f = φ + ψ. In this case, Af = Aφ + Aψ = Aφ + A
∗
ψ. This
decomposition suggests that perhaps it suffices to study operators Aγ with γ holomor-
phic.
However, problems arise. First, the symbol f is not unique. This difficulty is over-
come by restricting attention to a canonical choice of symbol. As noted previously,
Sarason showed that every TTO corresponds to a unique symbol in Ku +Ku. Even in
that case, the splitting into φ+ ψ is not unique. That is a minor technical issue which
is resolved by requiring that ψ be orthogonal to the projection onto Ku of the constant
function.
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There is then a more fundamental problem. We are interested in knowing how the
size of Af is related to the smoothness of f . However, passing from Af to the summands
Aφ and A
∗
ψ does not always respect this relationship. In [3], the authors show there is a
TTO Af which is a rank one operator, but for no choice of splitting are the summands
Aφ and A
∗
ψ bounded. Thus in recombining Aφ and A
∗
ψ to recapture Af , the cancellation
between the two terms (and subsequent loss of information) can be the primary effect.
Our first set of results concern TTOs Aφ with holomorphic symbol φ. In that case,
we use Lemma 1 below to recast questions about the Schatten class membership of Aφ
as questions about classical Hankel operators on the Hardy space. Using the classical
Hardy space theory we then obtain in Theorem 1 conditions for Aφ to be in a Schatten
class in terms of the membership of a transform of φ in a Besov space.
Even if a TTO has a holomorphic symbol, the symbol is not uniquely determined.
However, if the model space is generated by a Blaschke product with zero set Z, then
the values of the analytic symbol on Z are uniquely determined. In Theorem 3 we show
that if Z is an interpolating sequence, then the summability properties of those values
determine the Schatten class properties of the corresponding TTO.
The next set of results involves more restricted situations in which we can make
progress by studying operators without assuming the symbol is analytic. We study
model spaces generated by Blaschke products associated with thin sequences, model
spaces generated by certain types of singular inner functions, and operators associated
with a class of very smooth symbols.
In the final section we use Hilbert space techniques to give a characterization of
TTOs in the Hilbert-Schmidt class. We work with an equivalent formulation involving
truncated Hankel operators. The condition obtained is in the spirit of the classical
characterization of Hilbert-Schmidt Hankel operators by membership of their symbol in
the Dirichlet space.
We note that similar questions have been addressed from a different perspective by
R.V. Bessonov in [4].
The first author would like to thank John E. McCarthy for his many helpful sugges-
tions.
2 Using Classical Results
In this section, we exploit the connection between TTOs and classical Hankel operators
to give a complete description of the Sp TTOs with holomorphic symbol in terms of a
Besov space condition.
Lemma 1. If φ ∈ Ku and Aφ is bounded, then Aφ = U(BCφ+R), where U is a unitary
operator independent of φ and R is a bounded rank one operator.
Proof. We define Rf = 〈Cφf, 1〉 = 〈f,Cφ〉, which is bounded by the Cauchy-Schwarz
inequality. We define U = Muz. Note that Uf = Cf , so U is a unitary operator from
(Ku) to Ku.
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From lemma 2.1 of [12], we know that CAφC = Aφ. Hence
Aφf = CAφCf = CPKu(uzφf) = CPH2(uzφf) = uzPH2(uzφf)
= U(P
H2
(uzφf)) = U(P
H2
(Cφf)) = U(BCφ +R)(f).
Lemma 2. Let ψ be an anti-holomorphic function with ψ ∈ Ku and 〈ψ,PKu1〉 = 0, and
such that Aψ is bounded. Then Aψ = U(B(zuψ)+V ), where U is the unitary operator in
Lemma 1 and V is a rank one operator.
Proof. Note that 〈ψ,PKu1〉 = 0 implies 〈ψ, 1〉 = 0, so ψ(0) = 0 and we may write
ψ = zν. Then
Aψf = CAψCf = CPKu(ψuzf ) = uzPKu(νuf) = UPKu(νuf) = U(Bνu + V )(f).
Remark 1. Lemma 1 shows that to study properties related to the size of Aφ (finite rank,
compact, Sp, etc), it suffices to study the properties of BCφ. In fact, noting that φ is
analytic, we may study HCφ. This is because, for f ∈ Ku, Bf extends by zero to the rest
of H2. If g ∈ uH2, then g = ug1, and Hfg = (I − P )fug1. Though the product fug1
may not be in H2, being the product of two L2 functions f and ug1, it is in L
1. In fact,
fu ∈ H2, so fug1 ∈ H1 and (I − P )fug1 = 0 as desired, since the Cauchy projection is
the identity on H1.
In other words, if we decompose H2 as
Ku ⊕ uH2,
and if φ is holomorphic, then HCφ decomposes as
HCφ = BCφ ⊕ 0.
Theorem 1. Suppose φ is analytic and p ∈ (0,∞). Then Aφ ∈ Sp if and only if Cφ is
in the Besov space Bp, and these have comparable norms in their respective spaces.
Proof. The case p ∈ [1,∞) follows from Remark 1 and the characterization of Sp Hankel
operators in [15] (Theorem 9.4.13). The case p ∈ (0, 1) follows similarly from the Main
Theorem in [14].
Theorem 2. If φ is analytic, then Aφ is compact if and only if Cφ ∈ VMOA. Alter-
natively, Aφ is compact if and only if there exists a continuous function g on ∂D such
that HCφ = Hg.
Proof. This follows from Remark 1 and theorems 9.3.2 and 9.3.4 in [15].
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Remark 2. Note that the condition that Cφ be in VMOA is a subtle one, because Cφ
involves a factor of u which is highly oscillatory and VMOA is defined by the smallness
of the oscillation.
Remark 3. Since A∗φ = Aφ, the above theorems all have analogues for TTOs with
conjugate-analytic symbols. In fact, these theorems suffice to characterize the Sp oper-
ators in all Sedlock algebras Bα with α /∈ T. The Sedlock algebras, defined in [13], are
precisely the maximal algebras of bounded TTOs. We use the notation and results in
[13]. The operators in Bα are exactly the adjoints of operators in Bα−1 , so it suffices to
consider α ∈ D. Let uα = (u − α)/(1 − αu) for α ∈ D. Then the Crofoot transform Tα
implements a unitary equivalence between operators in Bα on Ku and truncated Toeplitz
operators with holomorphic symbol on Kuα :
TαA
uα
φ T
−1
α = A
u
φ/(1−αu).
All operators in Bα are of the latter form, so to check if Auφ/(1−αu) is Schatten class or
compact, it suffices to examine Auαφ using the previous results.
3 Representing the Operators as Matrices
Any TTO A has a symbol φ+ψ with φ, ψ holomorphic and thus A = Aφ+Aψ = Aφ+A
∗
ψ.
Applying the results of the previous section to both Aφ and Aψ gives sufficient conditions
for A to be in Sp. However, absent further structure allowing us to pass information
effectively from A to the summands, these conditions are not necessary. This is made
clear by the results of Baranov et al. [3]. For both model spaces generated by Blaschke
products and model spaces generated by singular inner functions they produce examples
of bounded, rank one TTOs which have no bounded symbol. Recalling Sarason’s result
that a TTO with holomorphic symbol is bounded if and only if it has a bounded holo-
morphic symbol we see that this A cannot be split as above with bounded summands.
Noting that A can be chosen to be rank one, we see further that even if A is in all Sp it
need not be true that A can be split as above with the summands in any Sp.
We now consider the case where u is an infinite Blaschke product. (Finite Blaschke
products produce finite-dimensional model spaces, where all operators are trivially bounded,
compact, and in all Sp ideals.) We will assume all its zeros are simple and denote them
by zn and the corresponding Blaschke factors by bn. Let kn be the reproducing kernel
at zn and kˆn be the normalized reproducing kernel. Explicitly, for general z ∈ D,
ku,z(w) =
1− u(z)u(z)
1− zw .
In particular, if z = zn,
kn(w) = ku,zn(w) =
1
1− znw.
If A = Aφ+Aψ with φ+ψ in Ku+Ku, then we have a simple expression for the Berezin
transform of A at any zn. It is
〈Aφ+ψkˆn, kˆn〉 = 〈(ψ + ψ)kˆn, kˆn〉 = 〈φ+ ψ, |kˆn|2〉 = 〈φ+ ψ,Pzn〉H2 = φ(zn) + ψ(zn),
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where Pzn is the Poisson kernel for evaluating harmonic functions at zn. Note this value
is determined by the operator and is independent of the choice of symbol. Also, any
function in Ku is determined by its values on {zn}. Thus, if A has a holomorphic symbol,
then, although the symbol is not completely determined by {〈Akˆn, kˆn〉}, the operator A
is determined.
The functions en = b1 . . . bn−1kˆn form an orthonormal basis (see the remark following
Theorem 10 in [6]). Note that when φ is analytic Aφ is upper triangular with respect to
this basis. If n1 > n2, then
〈Aφen1 , en2〉 = 〈φbn2 . . . bn1−1kˆn1 , kˆn2〉 = 0,
because we are evaluating at zn a product that includes bn. The diagonal elements are
exactly the φ(zn):
〈Aφen, en〉 = 〈φkˆn, kˆn〉 = φ(zn).
If Aφ+ψ is in S1, it has finite trace, so the norms of the diagonal elements must be
absolutely summable. For the operator to be in S2, the norms of the diagonal elements
must be square summable, since to be in S2 an operator must have square summable
entries in any infinite matrix representation. We will show that under certain hypotheses,
these necessary conditions are also sufficient.
We let un be u with the nth factor omitted and define
δn = |un(zn)| =
∏
i≥1,i 6=n
|bi(zn)| .
Lemma 3. Suppose u is a Blaschke product. Let φ be an analytic symbol function such
that
∞∑
n=1
|φ(zn)|
δn
<∞.
Then Aφ ∈ S1.
Proof. Note that αn = un/un(zn) takes the value 1 at zn and 0 at the other nodes. We
estimate ∥∥∥∥∥
∞∑
i=1
φ(zi)Aαi
∥∥∥∥∥
S1
≤
∞∑
i=1
|φ(zi)|‖Aαi‖S1 =
∞∑
i=1
|φ(zi)|
δi
‖Aui‖S1 .
The modulus of ui is one on the circle and hence ‖Aui‖S1 ≤ 1, which shows that B =∑∞
i=1 φ(zi)Aαi converges in S1. It follows from Theorem 4.1 in [12] that the set of TTOs
with holomorphic symbol are closed in S1, so B is also a TTO with holomorphic symbol.
Because B and Aφ have the same diagonal elements, it must be the case that Aφ = B
and Aφ ∈ S1.
Theorem 3.
(a) Suppose u is an interpolating Blaschke product and Aφ is a TTO with analytic
symbol. Then, for 1 ≤ p ≤ ∞, Aφ ∈ Sp if and only if {φ(zi)} ∈ lp.
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(b) Suppose u is an interpolating Blaschke product. For analytic φ, Aφ is compact if
and only if {φ(zn)} tends to zero.
Proof. (a) We prove the result for p = 1 and p =∞ and then finish using interpolation.
It is a general fact that the map D taking a Sp operator T to the sequence of diagonal
elements {〈Tei, ei〉} is bounded from Sp to lp for p ∈ [1,∞]. It is well known that all S1
operators have finite trace, and the standard proof of this fact shows that D is bounded
from S1 to l
1 with norm 1. The Cauchy-Schwarz inequality applied to the values 〈Tei, ei〉
shows that D is bounded from S∞ to l
∞ with norm 1. Then, by part (3) of Theorem
2.2.4, Theorem 2.2.6, and Theorem 2.2.7 of [15], D is bounded from Sp to l
p for every
p ∈ [1,∞].
We now consider the other direction. First recall that for u an interpolating Blaschke
product, the numbers δi are bounded away from zero. Hence the proof of the previous
lemma exhibits a bounded map from l1 to S1. For the other endpoint, because u is an
interpolating sequence, given a bounded set of target values {zn} we can find a bounded
holomorphic function φ that takes the targets values at the nodes. Thus Aφ is a bounded
operator with the required diagonal matrix elements. Finally note that if φ˜ is a different
holomorphic function taking the same values on {zn} then Aφ = Aφ˜. Thus the map of
l∞ into bounded TTOs is well defined and independent of the choice of symbol. Hence
that map must be (the extension of) the map previously defined from l1 to S1. Thus
the second part of the theorem also follows by interpolation.
(b) Since the {zn} form an interpolating sequence, the reproducing kernels kˆn are a
Riesz basis for Ku. Define hj = ‖kj‖uj/δj . We compute
〈kˆj , uj〉 = δj/‖kj‖,
so the set {hj} forms a dual basis to {kˆj} and hence is also a Riesz basis. Further, the
hj are eigenvectors for Aφ with eigenvalues φ(zi):
〈Aφhn, kj〉 = 〈φhn, kj〉,
and this inner product is 0 unless n = j, in which case the inner product is φ(zi)δj .
This implies that Aφhn = φ(zi)hn. Then Aφ is diagonalized by the Riesz basis hn, and
it is known that an operator diagonalized by a Riesz basis is compact if and only if the
sequence of eigenvalues tends to zero.
If the zeros of a Blaschke product form an interpolating sequence, then the normalized
reproducing kernels associated with those points are a Riesz basis for the model space.
In such cases one can try to quantify how close those vectors are to being an actual
orthonormal basis. One way to do this is to consider whether the vectors form an Sp
basis, a Schatten class perturbation of an orthonormal basis. Following Gorkin et al.,
we say that the normalized reproducing kernels at the nodes {kˆn} form a U + Sp basis
if there exist U unitary and K ∈ Sp such that kˆn = (U + K)en for all n, where {en}
is any orthonormal basis [7]. Requiring that the reproducing kernels corresponding to a
set of nodes {zn} form a U + Sp basis is a stronger hypothesis than assuming the {zn}
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form an interpolating sequence. Gorkin et al. give a quantitative characterization of Sp
bases for p ≥ 2. Their paper discusses Hardy space kernels, but since the formula for
kn reduces to the Hardy space kernel on the nodes zn, their results apply as stated to
model spaces generated by Blaschke products.
Theorem 4. Let be u a Blaschke product and let A be a TTO that admits a general
symbol f ∈ H∞ + H∞. (Equivalently, A splits as the sum of two bounded operators
Aφ + Aψ. Since any bounded TTO with holomorphic symbol admits a H
∞ symbol, we
may assume φ,ψ ∈ H∞.)
(a) Fix some p ∈ [1,∞) and suppose that the functions {kˆn} form a U +Sp basis. Then
A ∈ Sp if and only if {f(zn)} ∈ lp.
(b) Suppose that the functions {kˆn} form a U + S∞ basis. Then A is compact if and
only if {f(zn)} tends to zero.
Proof. We will move freely between operators and their representations as infinite-
dimensional matrices. Fix some basis en. By hypothesis, there exists unitary U and
K ∈ Sp such that kˆn = (U + K)en. With respect to the basis Uen, A has matrix
representation [〈AUei, Uej〉]ij . We write Uei = kˆi −Kei. Then
[〈AUei, Uej〉] = [〈A(kˆi −Kei), (kˆj −Kej)]
= [〈Akˆi, kˆj〉]− [〈Akˆi,Kej ]− [〈Kei, kˆj〉] + [〈AKei,Kej〉].
We will show that the first term is in Sp if and only if {f(zn)} ∈ lp and that the other
three terms are always in Sp. This will complete the proof. We see that
[〈Akˆi, kˆj〉] = [Aφkˆi+Aψkˆi, kˆj ] = [〈Aψ kˆi, kˆj〉]+[〈kˆi, Aφkˆj〉] = ψ(zi)[〈kˆi, kˆj〉]+φ(zj)[〈kˆi, kˆj〉].
Let Dφ be the diagonal matrix with entries φ(zi) and define Dψ analogously. Note that
these diagonal matrices are bounded by hypothesis. Let G be the Gram matrix. Then
[〈Akˆi, kˆj〉] = DψG+GDφ.
The hypothesis that the reproducing kernels form a U+Sp basis implies that there exists
J ∈ Sp such that G = I + J [7]. Then
[〈Akˆi, kˆj〉] = Dψ(I + J) + (I + J)Dφ.
This is equal to an Sp operator plus Dψ + Dφ, which proves our claim about the first
term.
Consider now the second term. Under our hypotheses, V = U +K is invertible, and
we have
[〈Akˆi,Kej ] = [〈kˆi, A∗Kej〉] = [〈V −1kˆi, V ∗A∗Kej〉] = [ei, V ∗A∗Kej〉].
This is the matrix of the Sp operator V
∗A∗K. Similarly, the third term is always in Sp.
The fourth term is the matrix of the Sp operator K
∗AK.
The argument for part (b) is similar.
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Remark 4. Using this theorem, we see that even if Z = {zn} satisfies the strong separa-
tion condition that the
{
kˆn
}
be a U +Sp basis, it may not be possible to split a TTO in
Sp into a sum of two TTO’s in that class, one with a holomorphic symbol, the other with
conjugate holomorphic symbol. Examples are obtained by selecting the symbol f = φ+ψ¯
with φ,ψ holomorphic,
{
φ(zn) + ψ¯(zn)
} ∈ ℓp(Z) and {φ(zn)}, {ψ¯(zn)} /∈ ℓp(Z).
We now give a result for model spaces generated by singular inner functions. Our
main tool will be results about the action of the operation of triangular projection on the
Schatten classes originally due to Gohberg, Krein, Brodskii, and Macaev. We will use
the presentation and formalism of [5]. Let H be any Hilbert space. Given a finite nest
N of subspaces 0 = S0 ⊂ · · · ⊂ Sn = H, we let PSi be the orthogonal projection onto Si
and define △PSi = PSi − PSi−1 . Then, given some bounded operator A, we define
TN (A) =
∑
PSi−1A△PSi
RN (A) =
∑
PSiA△PSi
DN (A) =
∑
△PSiA△PSi .
If we think of A as having a block matrix representation where the blocks correspond
to the subspaces in the partition, then TN (A) is the strictly upper triangular part of the
matrix, RN (A) is the upper triangular part including the diagonal blocks, and DN (A)
is the diagonal. Thus RN = TN +DN . Theorem 3.2 in [5] shows that if p ∈ (1,∞) and
A ∈ Sp, then each of the above nets converges in Sp as the nest is refined.
In the proof of next theorem, we construct a continuous nest of subspaces with
respect to which a TTO with holomorphic symbol becomes upper triangular and a TTO
with anti-holomorphic symbol becomes lower triangular. By the above discussion, the
projection onto the upper triangular part is bounded in Sp. Then it seems that applying
this projection to an arbitrary TTO Aφ+ψ gives Aφ, and hence that we can split Sp
TTOs into their holomorphic and anti-holomorphic parts boundedly. Unfortunately,
this is not the case. In general, both the holomorphic and the anti-holomorphic parts
contribute to the limit of the diagonal net, so the upper triangular projection recovers
the holomorphic part plus some error term. However, by imposing a suitable hypothesis
on the symbol, we can insure this error term is zero, so that this scheme works; that is,
we can write A as a sum of two operators and use the results of section 2 on each to
obtain necessary and sufficient conditions for A to be in Sp.
If u is a singular inner function, we will use Pr to mean PKur .
Theorem 5. Let u be an inner function and p ∈ (1,∞). Let A be a Sp TTO with
canonical symbol f = φ + ψ ∈ Ku + Ku such that, for some r ∈ (0, 1), APrf ∈ Sp
(equivalently, APrφ ∈ Sp). Then Aφ and Aψ are both Sp operators.
Proof. We may assume without loss of generality that APrf = 0 by noting that A ∈ Sp
if and only if A−APrf is.
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Define Ka = Kua . For a ∈ [0, 1], this gives a continuous nest of subspaces
K0 = 0 ⊂ · · · ⊂ Ka ⊂ · · · ⊂ K1 = Ku.
We have AψKa ⊂ Ka, so for any finite subnest, the corresponding block matrix for Aψ
is upper triangular. By taking adjoints, we see that the block matrix for Aφ is lower
triangular. We have
RN (A) = RN (Aφ +Aψ) = DN (Aφ) +Aψ.
It suffices to show that DN (Aφ) tends to zero. By taking adjoints again, it is enough
to show that DN (Aφ) tends to zero. Choose a finite nest Kqi , with q0 = 0, qn = 1
and 0 ≤ i ≤ n. We further stipulate that |qi − qi−1| < r for all i > 0. We will show
that △KqiAφ△Kqi vanishes for every i, so that DN (Aφ) is zero for all sufficiently fine
partitions.
Under our hypotheses, we can write φ = urφ1 for some holomorphic φ1. This shows
that AφKqi ⊂ Kqi−1 . Hence △KqiAφ△Kqi vanishes for every i.
A similar theorem holds when APrf ∈ Sp. In section 6 of [3] the authors consider,
among other things, conditions that allow effective splitting of a TTO into an analytic
and conjugate analytic component. The technical hypotheses they impose are similar in
spirit to those in the previous theorem.
In the next several results we show that a similar splitting is possible for some
products of singular inner functions. In the case of an atomic singular inner function,
such a splitting into Sp summands is always possible. Rochberg proved this in [11].
For the remainder of this section, we let u and v be two atomic singular inner
functions with single disjoint atoms. The functions u and v form a corona pair, so we
may apply the corona theorem. Then there exist a, b ∈ H∞ such that 1 = au+ bv. We
let Bφ and Cφ denote TTOs on the spaces Kv and Ku respectively.
Lemma 4. Let A be a bounded TTO on Kuv that admits a symbol f ∈ H∞. Then
A ∈ Sp(Kuv) if and only if Bauf ∈ Sp(Kv) and Cbvf ∈ Sp(Ku).
Proof. Suppose that A ∈ Sp. Note that Kuv = Ku ⊕ uKv, so the compression of A to
Ku is in Sp. We have Af = Aauf+bvf , and because Ku is orthogonal to all multiples of
u, the compression to Ku is exactly Cbvf . Similar reasoning shows that Bauf ∈ Sp.
Now suppose that Bauf and Cbvf are both Sp operators on their respective spaces.
Let g = aug + bvg be an arbitrary element of Kuv. We see
Af (g) = PKuv [(aug+bvg)(auf+bvf)] = PKuv [a
2u2fg+b2v2fg] = uPv[a
2ufg]+vPu[b
2vfg]
= uBaufBa(g) + vCbvfCb(g).
This is a sum of Sp operators, so it is in Sp.
Theorem 6. Let A be a TTO on Kuv with bounded symbol f = φ+ψ. Then A ∈ Sp(Kuv)
if and only if Aφ ∈ Sp(Kuv) and Aψ ∈ Sp(Kuv).
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Proof. Write f = uaφ+ vbφ+uaψ+ vbψ. The the compression of A to Ku is also in Sp.
This compression is Buaψ +Bvbφ+Bvbψ. Note that Buaψ = 0 on Ku. Then Bvbφ+Bvbψ
is an Sp operator, and using the results of [11] on the space Ku, we see that Bvbφ ∈ Sp
on Ku. Similar reasoning shows that Cuaφ ∈ Sp on Kv. Then the previous lemma shows
that Aφ ∈ Sp.
We note that the previous result extends to any corona pair of inner functions u and
v and by induction to any n inner functions that are valid corona data.
4 Polynomial Symbol
In [1], Ahern and Clark prove that any model space is unitarily equivalent to a sum of
three L2 spaces of a simple form. Specifically, they prove the following result. Suppose
that u is an inner function with canonical decomposition u = Bs△, where
B(z) =
∞∏
n=1
(
− an|an|
)
z − an
1− anz ,
s(z) = exp
(
−
∫ 2pi
0
eiθ + z
eiθ − z dσ(θ)
)
,
△(z) = exp
(
−
∞∑
n=1
rn
eiθn + z
eiθn − z
)
.
Here an is a Blaschke sequence (we define an/|an| = 1 when an = 0), σ is a finite,
nonnegative, continuous, singular measure, and the rn are nonnegative with
∑
rn <∞.
Then there is a unitary operator V taking Ku to L
2(dσB)⊕L2(dσ)⊕L2(dτ), where
θB is the measure on the positive integers with mass 1− |ak| at k and τ is the measure
on [0,∞) defined by τ = rn+1m on the real interval [n, n + 1) and m is the Lebesgue
measure. Further, V takes the TTO Az to an operator of the form M + H, where M
is a multiplication operator and H is a Hilbert-Schmidt operator. The operator M has
the form
M =MB ⊕Ms ⊕M△,
where (MBf)(n) = znf(n), (Msf)(λ) = e
iλf(λ) and (M△f)(λ) = e
irn+1f(λ) for λ ∈ [n, n+ 1).
Theorem 7. Suppose the symbol function q ∈ L2(∂D) is a polynomial in z and z.
(a) If u is a Blaschke product with zeros zk, then Aq ∈ Sp for p ≥ 2 if and only if
{q(zi)} ∈ lp, and A is compact if and only if {q(zi)} tends to zero.
(b) If u is a continuous singular function, then Aq is compact if and only if q vanishes
on the support of σ, and in this case it is the zero operator.
(c) If u is an atomic singular function, then Aq is compact if and only if q(e
iun) = 0 for
every un, and in this case Aq is the zero operator.
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Proof. (a) It is clear that AzAz = Az2 , and Az2 =M
2+H ′, whereH ′ is Hilbert-Schmidt.
From this we deduce that if p is a polynomial in z and z, then modulo some Hilbert-
Schmidt operator, Aq is a multiplication operator M given by Mf = q(zn)f(n).
Then A ∈ Sp for p ≥ 2 if and only if M is, and A is compact if and only if M is.
Hence it suffices to study M , which is diagonal with entries {q(zi)}. Then M is in
Sp for p ≥ 2 if and only if this sequence is in lp, and M is compact if and only if
{q(zi)} tends to zero.
(b) Here M takes the form (Mf)(λ) = q(eiλ)f(λ), and the only compact multiplication
operator is the zero operator.
(c) Here M is (Mf)(λ) = q(eirn+1)f(λ), and the only compact multiplication operator
is the zero operator.
One naturally wonders if the above results extend to more general functions by taking
limits. We note that using this idea, Ahern and Clark showed that when f is continuous
on ∂D, Af is compact if and only if f(e
iθ) = 0 for all eiθ ∈ suppu∩ ∂D (Theorem 5.4 in
[1]).
5 Hilbert-Schmidt Truncated Hankel Operators
We noted in Lemma 1 that the Toeplitz and Hankel theories are closely intertwined. The
Berezin transform is known to be a powerful tool in studying Toepliz operators. The
Berezin transform cannot be defined for Hankel operators because they map one space
into a different space. However, the fact that they map the space into its dual space leads
to a natural, closely related construction; namely taking Bf to the function 〈Bfkζ , kζ〉,
which, in contrast to the Berezin transform, is an analytic function of ζ. Note that the
Berezin transform is traditionally defined using normalized kernels, and we could have
used normalized kernels here and gotten similar, if slightly more complicated, formulas
than the ones below.
We present our characterization of Hilbert-Schmidt TTOs in two parts. The proof
of the first goes through for any sufficiently nice reproducing kernel Hilbert space, which
shows a more general fact about such spaces: the Hilbert-Schmidt norm of a bilinear
form of Hankel type is 〈f, Tf〉, where Tf = 〈f, k2ζ 〉.
Theorem 8. Suppose Bf¯ is a truncated Hankel operator with conjugate analytic symbol,
and set (Tf)(ζ) =
〈
f, k2ζ
〉
. Then Bf¯ ∈ S2 if and only if 〈f, Tf〉 is finite. In fact
∥∥Bf¯∥∥2S2 = 〈f, Tf〉 .
Proof. The map (α, β) → 〈Bf¯α, β¯〉 = 〈αβ, f〉 defines a bilinear functional on Ku and
hence a linear functional L on the algebraic tensor product Ku⊗algKu. Having Bf¯ ∈ S2
is equivalent to knowing that the functional extends continuously to the Hilbert space
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tensor product Ku ⊗ Ku. As such it is of the form L(α ⊗ β) = 〈α⊗ β,Bf 〉 for some
Bf ∈ Ku⊗Ku. The functional L is “of Hankel type,” that is, for any α, β, L(α⊗β) is a
linear functional of the pointwise product αβ. Hence, by Proposition 2.1 of [10], L ⊥ VD,
where VD is the subspace of Ku⊗Ku of functions which vanish on the diagonal; N ∈ VD
exactly if N(kζ , kζ) = 0 for all ζ in the disk. Hence the norm of L equals the norm of
its image in the quotient space V ⊥D .
The space V ⊥D is described by a classical result of Aronszajn (Theorem II in Section 8
of [2]). He showed that V ⊥D is (isometrically isomorphic as a reproducing kernel Hilbert
space to) H
(
k2ζ
)
, the reproducing kernel Hilbert space of functions on the unit disk
generated by the kernel functions
{
k2ζ
}
. Using this identification, we see that the norm
of Bf in the tensor product, and hence the norm of the operator in S2, is the norm of the
restriction ofBf to the diagonal; that is, the norm inH
(
k2ζ
)
of 〈Bf , kζ ⊗ kζ〉 = (Tf)(ζ).
Summarizing, ∥∥Bf¯∥∥2S2 = 〈Tf, Tf〉H(k2ζ) .
This gives the norm of Bf¯ , but we would prefer an answer that does not involve
the inner product in H
(
k2ζ
)
, about which we know very little. To accomplish that and
complete the proof we show that for all α, γ ∈ Ku we have 〈α, γ〉Ku = 〈Tα, γ〉H(k2ζ) . By
linearity it suffices to consider the case of α = kw a reproducing kernel, because linear
combinations of such kernels are dense. We first compute
Tkw(ζ) =
〈
kw, k
2
ζ
〉
= k2ζ (w) = k
2
w(ζ).
Hence
〈Tkw, γ〉H(k2
ζ
) =
〈
k2w(ζ), γ
〉
H(k2
ζ
)
= 〈γ, k2w(ζ)〉H(k2
ζ
) = γ(w).
On the other hand
〈kw, γ〉Ku = 〈γ, kw〉Ku = γ(w).
We have reduced the problem to determining when 〈f, Tf〉 is finite. The next theorem
computes Tf for model spaces, completing our characterization of those THOs. We write
f = f1 + uf2 with fi ∈ Ku.
Theorem 9. We have
Tf(w) = 〈f, k2u,w〉 = (zf)′(w)− 2u(w)(zf2)′(w).
Proof. Recall Tf(w) = 〈f, k2u,w〉. We have
k2u,w(z) =
(
1− u(w)u(z)
1− wz
)2
=
1
(1− wz)2 − 2
u(w)u(z)
(1 − wz)2 +
u(w)2u(z)2
(1− wz)2 .
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The third term is orthogonal to Ku2 , so we may ignore it. The inner product of f against
the first term is 〈
f,
1
(1− wz)2
〉
= (wf)′.
The inner product against the second term is
−2
〈
f,
u(w)u(z)
(1− wz)2
〉
= −2
〈
u(z)(f1 + u(z)f2),
u(w)
(1− wz)2
〉
= −2u(w)
〈
b2,
1
(1− wz)2
〉
= −2u(w)(wf2)′.
The total is
Tf(w) = 〈f, k2u,w〉 = (zf)′(w)− 2u(w)(zf2)′(w).
Remark 5. When f = f1 or u = 0, the condition that 〈f, Tf〉 is finite is exactly the
usual condition for a Hankel operator on the Hardy space to lie in S2: f must lie in
the Dirichlet space. In fact, this is a restatement of the observation behind the proof
of Theorem 1; if a TTO has an analytic symbol, then it can be understood using the
classical theory of Hankel operators on the Hardy space. Note also that computing T
for the Hardy and Fock spaces and applying the previous theorem recovers the classical
results for these spaces.
These results suffice to prove a complete characterization of the Hilbert-Schmidt
TTOs, since by Lemmas 1 and 2, any TTO Aψ+φ may be written as the truncated
Hankel operator BCφ+νu and Theorem 8 may be applied.
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