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1. Introduction
Given amatrix A ∈ Rn×n and q ∈ Rn the Linear Complementarity Problem (LCP) is to ﬁnd a vector
z ∈ Rn such that
Az + q 0, z  0, and zt(Az + q) = 0.
If such a z exists, then we call z, a solution of LCP(q, A). LCP’s have been discussed in detail in the
book of Cottle et al. [2]. A number of matrix classes have been deﬁned in connection with LCP, to
study the various aspects of LCP’s, such as existence of solutions, uniqueness of solution and stability
of the solutions. One such class is the class of Z-matrices. A Z-matrix is a matrix with real entries
whose off-diagonal entries are non-positive. There are many nice characterization results for the class
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of Z-matrices. One can see the book by Berman and Plemmons [1] for a detailed list of the available
characterizations. Here in this article we discuss about a subclass of Z-matrices called the strong
Z-matrices.
Deﬁnition 1.1. Let A ∈ Rn×n. Then A is called a strong Z-matrix (or A has the strong Z-property), if all
the off-diagonal entries are negative and the diagonal entries are non-negative.
For a matrix A (or a vector x), by A > 0 (or x > 0) we mean that every component of the matrix (or
the vector) is positive. In the above statement, we have similar meaning if we replace ‘>’ by ‘<’ or ‘’
or ‘’. We shall recall the deﬁnition of some matrix classes that are relevant to this paper.
Deﬁnition 1.2. Let A ∈ Rn×n.
(i) A is called a P-matrix if all its principal minors are positive.
(ii) A is called an almost P-matrix if it has negative determinant and all other principal minors of
order less than n are positive.
(iii) A is called a non-degenerate matrix, if all principal minors of A are non-zero.
(iv) A is called an S-matrix, if there exists a vector z such that
Az > 0, z > 0.
(v) A is called a Q0-matrix, if LCP(q, A) is solvable whenever it is feasible.
(vi) A is called a Q-matrix, if LCP(q, A) has a solution for every q ∈ Rn.
(vii) A is called an N-matrix, if all its principal minors are negative.
(viii) An N-matrix is called an N-matrix of the ﬁrst kind, if it contains at least one positive entry.
Otherwise it is called an N-matrix of the second kind.
Deﬁnition 1.3. Let S(q, A) denote the set of all solutions to the problem LCP(q, A). Then we say that
A ∈ Rn×n is a Lipschitzianmatrix (orA has the Lipschitzian property), if themultivaluedmapΦA : Rn →
Rn+ deﬁned by ΦA(q) = S(q, A) is Lipschitzian, i.e., there exists a positive number C such that
ΦA(p) ⊆ ΦA(q) + C ‖ p − q ‖ B
for every p and q satisfying S(p, A) /= ∅ and S(q, A) /= ∅. Here ‖ · ‖ denotes the Euclidean norm inRn
and B denotes the unit ball inRn.
Principal pivotal transform
The determinant of a matrix A is denoted by det A, throughout this article. For any positive integer
n, write [n] = {1, 2, . . . , n}, and for any subset α of [n], write α¯ = [n] \ α. For any A ∈ Rn×n, Aαα is
obtainedbydropping rowsandcolumnscorresponding to α¯ fromA. Ifα ⊆ [n] is such thatdet Aαα /= 0,
then the matrix A deﬁned by
A =
(
Aαα Aαα¯
Aα¯α Aα¯α¯
)
,
where
Aαα = (Aαα)−1, Aαα¯ = −AααAαα¯ , Aα¯α = Aα¯αAαα , Aα¯α¯ = Aα¯α¯ − Aα¯αAαα¯
is known as the principal pivotal transform (PPT) of Awith respect to α. For a more detailed discussion
see the monograph by Cottle et al. [2].
Property ()
Let A ∈ Rn×n. A is said to have the Property () if the rows corresponding to the non-positive
diagonal entries of the matrix are non-positive.
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In [6], Murthy et al. proved the following lemma which we will need in this paper.
Lemma 1.1. Suppose A ∈ Rn×n is a Lipschitzian matrix. If A ∈ Q0, then A and all its PPTs satisfy the
Property ().
Deﬁnition 1.4. Ifα andβ are two subsets of a setω, their symmetric difference deﬁned in set theory is
αβ = (α ∪ β) \ (α ∩ β).
Now, we shall recall some known results that are required for this paper.
Theorem 1.1 [3, Theorem 2.10]. Exactly one of the following alternatives holds. Either the inequality
xtA 0
has a non-zero and non-negative solution, or the inequality
Ay > 0
has a non-negative solution.
Theorem 1.2 [2, Theorem 4.1.2]. Let C be the matrix obtained from the square matrix A by a principal
pivot on the submatrix Aαα. Then, for any principal submatrix Cββ of C:
det Cββ = det Aγ γ / det Aαα ,
where γ = αβ.
Theorem 1.3. Inverse of an almost P-matrix is an N-matrix.
Proof. The result follows from Theorem 1.2 
Theorem 1.4 [6, Theorem 4]. Suppose A ∈ Rn×n. Then A is a Lipschitzian Q-matrix if, and only if, A ∈ P.
Theorem 1.5 [2, Theorem 6.6.4]. An N-matrix of the ﬁrst kind is a Q-matrix.
Theorem 1.6 [4]. An N-matrix of the second kind is a Q0-matrix but not Q .
Theorem 1.7 [6, Corollary 6]. N-matrix of the ﬁrst kind can never be Lipschitzian.
Theorem 1.8 [5]. An N-matrix of the second kind is Lipschitzian.
Theorem 1.9. If A is almost P and Lipschitzian, then A−1 is an N-matrix of the second kind.
Proof. The result follows from Theorems 1.3 and 1.7. 
2. Main results
Lemma 2.1. Let A ∈ Rn×n.
(i) If {x ∈ Rn : Ax 0} ⊆ Rn+, then A−1  0.
(ii) If {x ∈ Rn : Ax 0} ⊆ Rn++, then A−1 > 0.
HereRn+ denotes the non-negative orthant andRn++ denotes the interior ofRn+.
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Proof. Note that A is non-singular under the hypothesis of both (i) and (ii). For if Ax = 0 for some
x /= 0 then x 0 (or x > 0), then A(−x) = 0 and −x 0 (or −x > 0). That implies that x = 0, which
is a contradiction. Nowwe prove A−1 > 0 assuming the hypothesis of (ii) (A similar proof can be given
assuming the hypothesis of (i)).
Now, supposea12  0.WriteA−1 =
⎛
⎜⎜⎜⎝
a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
. . .
...
an1 an2 · · · ann
⎞
⎟⎟⎟⎠andyt = (0, 1, . . . , 0). Then,wehave
(A−1y)t = ( 0,, . . . ,), where  could be any real number. But A(A−1y) = y 0 will imply that
A−1y > 0, from the hypothesis of (ii). This is a contradiction. Thus A−1 > 0. 
Lemma 2.2. Let A ∈ Rn×n. If A =
(
B b
at ann
)
, where B is a principal submatrix of order n − 1, then
any other principal submatrix B′ of order n − 1 of A can be brought to the form A′ =
(
B′ b′
a′t a′nn
)
by
premultiplying and post-multiplying A by a suitable permutation matrix P and its transpose, respectively,
that is A′ = PAPt .
Theorem 2.1. Let A ∈ Rn×n be a strong Z matrix. Then the following two statements are equivalent.
(i) A has the P-property.
(ii) A has the Lipschitzian property and det A > 0.
Proof. The proof of (i) ⇒ (ii) is well known. For a proof one can refer to [2, Lemma 7.3.10]. We now
prove the implication (ii) ⇒ (i). Ourproof isby inductiononn, theorderof thematrixA. Letus consider
the case when n = 2. Since A has the Lipschitzian property, A is a non-degenerate matrix, refer [7].
Then by our assumption, A should have the following sign structure. A =
(+ −
− +
)
. Since det A > 0, A
is a P-matrix. Now, we will assume (ii) ⇒ (i) for all matrices of order n k and we prove the above
implication for matrices with order k + 1. Let A ∈ R(k+1)×(k+1). Write A =
(
B b
at ak+1,k+1
)
, where
B is of order k, a and b are vectors inRk . Matrix A has the Lipschitzian property, so is non-degenerate
[7], hence B−1 exists. Now consider the following PPT of Awith respect to B,
A =
(
B−1 −B−1b
atB−1 ak+1,k+1 − atB−1b
)
.
Let c = ak+1,k+1 − atB−1b. We consider two cases here; c > 0 and c  0.
Case 1: c > 0. By using the Schur formula det A = c det Bwith det A > 0, we get det B > 0. Since A is
completely Lipschitz (see [7]), B is also Lipschitzian and, by the induction hypothesis, B is a P-matrix.
Case 2: c  0. Since A is a Z-matrix, A is a Q0-matrix. By Lemma 1.1, it follows that atB−1  0. Hence,
y :=−(B−1)ta 0. Now, Bty = −a > 0 (from the strong Z-property of A). Note y is a strictly positive
vector because B is a strong Z-matrix. Thus, Bt ∈ Z ∩ S = Z ∩ P (see [1, Theorem 2.3 in Chapter 6]). It
follows that B is a P-matrix, so det A = c det B 0, which is impossible, as we assumed det A > 0. It
shows that this case cannot happen.
By Lemma 2.2, we have shown that every principal submatrix of order k in A is a P-matrix. Also,
det A > 0. Hence it follows that A is a P-matrix. This ends the proof of (ii) ⇒ (i) in the above theorem.

The above result may fail to hold in general, if A is not a strong Z-matrix. We illustrate that with an
example below.
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Example 2.1. Let A =
⎛
⎜⎜⎝
1 −2 0 0
−2 1 0 0
0 0 1 −2
0 0 −2 1
⎞
⎟⎟⎠. Note that A is a Z-matrix but not a strong Z-matrix.
Consider A−1 =
⎛
⎜⎜⎜⎜⎜⎜⎝
− 1
3
− 2
3
0 0
− 2
3
− 1
3
0 0
0 0 − 1
3
− 2
3
0 0 − 2
3
− 1
3
⎞
⎟⎟⎟⎟⎟⎟⎠
and observe that A−1 has Lipschitzian property, due to a
result by Parthasarathy et al. [8]. Thus A also has the Lipschitzian property. Also det A > 0. But A is not
a P-matrix.
Example 2.2. Let A =
⎛
⎜⎜⎝
1 −2 − −
−2 1 − −
− − 1 −2
− − −2 1
⎞
⎟⎟⎠. Then A0 = A and for sufﬁciently small  > 0, A
has the strong Z-property with every 3 × 3 principal submatrix of A having negative determinant
and det A > 0. Now, from Theorem 2.1, we can conclude that A does not possess the Lipschitzian
property, because A is not a P-matrix.
The following result is well known.
Theorem 2.2 [1]. Let A ∈ Rn×n be a Z-matrix. Then the following statements are equivalent.
(i) A is a P-matrix.
(ii) A−1  0.
In view of the Lemma 2.1 and Theorems 2.1 and 2.2, we have the following theorem.
Theorem 2.3. Let A ∈ Rn×n be a strong Z-matrix.
Then the following statements are equivalent.
(i) A is a P-matrix.
(ii) ∀x ∈ Rn [Ax 0 ⇒ x 0].
(iii) A−1 > 0.
(iv) A has the Lipschitzian property and det A > 0.
Proof. (i) ⇒ (ii) follows from Theorem 2.2. Now we prove (ii) ⇒ (iii). From Lemma 2.1, we know
that A−1  0. We need to show that aij > 0 for all i and j (we know for all i and j, aij  0). Now suppose
a12 = 0.Write A−1 =
⎛
⎜⎜⎜⎝
a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
. . .
...
an1 an2 · · · ann
⎞
⎟⎟⎟⎠. Consider y0 = (0, 1, 0, . . . , 0)t . Then A−1y0 is a non-
zero non-negative vector with ﬁrst coordinate 0 (that is (A−1y0)1 = 0). Take y = A−1y0  0. Then
y0 = Ay. Now since A is a strong Z-matrix and y 0 with y1 = 0, we have (Ay)1 = (y0)1 is negative.
This is a contradiction. Thus (ii) ⇒ (iii). By Theorem 2.2, we have (iii) ⇒ (i). The equivalence of
(i)and(iv) is evident from Theorem 2.1. This completes the proof. 
What happens in Theorem 2.1 if we assume det A < 0 and A is a strong Z-matrix with Lipschitzian
property? We answer this question as follows.
A. Chandrashekaran et al. / Linear Algebra and its Applications 432 (2010) 964–969 969
Theorem 2.4. Let A ∈ Rn×n(n 2) be a Z-matrix. Then the following two statements are equivalent.
(i) A is non-singular with A−1 < 0.
(ii) A is almost P and A has the Lipschitzian property.
Proof. First we prove that (i) ⇒ (ii). Let A =
(
B b
at ann
)
, where B is a principal submatrix of order
n − 1. Now, if there exists a non-negative vector x ∈ Rn−1 with Bx > 0, then B is a P-matrix. If the
above statement is false, by Theorem 1.1 there exists a non-zero non-negative vector y0 ∈ Rn−1 with
yt0B 0. Let y¯
t = (yt0, 0) ∈ Rn. Here since A is a Z-matrix, y¯tA 0, where y¯ is a non-zero non-negative
vector in Rn. Also observe, y¯tA is not a zero vector because A is a non-singular matrix. Now, since
A−1 < 0, we have y¯tAA−1 = y¯t > 0. This contradicts the fact that y¯t has the nth coordinate zero. From
Lemma 2.2, we have shown every principal submatrix of order n − 1 is a P-matrix . If det A > 0, A is
a P-matrix. Consequently A−1 is also a P-matrix, but we know A−1 < 0. Thus det A < 0, and hence
A is an almost P-matrix. Hence A−1 is an N-matrix of the second kind. Consequently A−1 has the
Lipschitzian property or A has the Lipschitzian property, see Gowda [4]. Statement (ii) ⇒ (i) follows
from Theorem 1.9. 
Remark 2.1. Let A ∈ Rn×n be a non-singular strong Z-matrix. From the above two theorems we can
easily conclude whether such an A possesses Lipschitzian property or not. Compute A−1. If A−1  0,
then A−1 or A has the Lipschitzian property, because A is a P-matrix. If A−1 < 0, then A has the
Lipschitzian property. Now, if A−1 does not belong to any of the above two classes, with at least one
negative and at least one non-negative entry, then A need not have the Lipschitzian property.
For example if det A > 0 and if aij < 0 for some i, j (Here aij is the ijth element of A−1), then A is not
a Lipschitzian matrix. It follows from Theorem 2.1.
The following example shows that a strong Z-matrix with A−1  0 need not imply that A has the
Lipschitzian property.
Example 2.3. Let A =
(
0 −1
−1 0
)
is a strong Z-matrix. Here A = A−1  0. Since A has zero diagonal
entries, it is not non-degenerate, so it is not Lipschitzian [7].
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