We have studied the energy and angular distributions of low-energy electron emission in collisions of bare carbon ions of 1-MeV/u energy with He and H 2 targets. The double-differential cross sections ͑DDCS's͒ are measured for electrons with energies between 0.5 and 300 eV emitted within an angular range of 15°to 160°. The large forward-backward asymmetry observed in the angular distributions is explained in terms of the two-center effect. Single differential cross sections ͑SDCS's͒ and total cross sections are also derived by integrating the DDCS's over emission angles and energies. The data are compared with different theoretical calculations based on the first Born, CDW ͑continuum-distorted-wave͒, and CDW-EIS ͑eikonal-initial-state͒ approximations. The angular distributions of DDCS's and SDCS's are shown to deviate largely from the predictions of the B1 calculations, and are in much better agreement with both the continuum distorted-wave models. The CDW approximation provides a better agreement with the data compared to the CDW-EIS approximation, especially at higher electron energies. The total ionization cross sections for all three targets are shown to follow a scaling rule approximately.
I. INTRODUCTION
Collisions between bare ions and helium atoms can provide important information on the ionization dynamics beyond the case for atomic hydrogen. Helium is the simplest two-electron system in which to study ion-atom collisions, and can be used as a prototype for describing ionization of many electron systems. The measurements of the energy and angular distributions of electron double-differential cross sections ͑DDCS's͒ in the ionization of He by different highenergy ͑1.8-5 MeV/u͒ bare ions have been reported recently ͓1-3͔. Different approximate models have also been developed to specify the wave function to be used either in first Born or the continuum-distorted-wave ͑CDW͒ calculations. Two such distorted-wave calculations are commonly used in studies of ionization, namely, the CDW-EIS ͑eikonal initial state͒ ͓4,5͔ and CDW calculations. As discussed in paper I, the main difference between the CDW-EIS and CDW approximations lies in the forms of distortions applied in the initial channel. The former accounts for the distortion in the initial channel by using an eikonal phase, while the latter, similar to the final channel, uses a continuum distortion. The eikonal phase corresponds to the asymptotic behavior of the continuum distortion at asymptotic distances, thereby reducing the role of the two-center character of the distorted-wave functions on the electron emission. However, a stringent test to these models can be provided by comparing them against the measured energy and angular distributions electron DDCS's. Moreover for two-electron or multielectron atoms, it is quite common to use a H-like wave function with an effective atomic number Z e f f derived from the binding en-ergy. The CDW-EIS model was recently improved ͓6͔ to include realistic or numerical Hartree-Fock-Slater ͑HFS͒ wave functions for an active electron in the initial and final states. It was also demonstrated that the inclusion of such wave functions in the calculations improves the agreement with the experimental data ͓2,3͔ at higher energies.
As discussed in paper I, the two-center effect ͑TCE͒ can be studied by measuring the forward-backward angular asymmetry in low-energy electron emission using conventional electron spectroscopic techniques. The recoil-ionmomentum spectroscopy ͑RIMS͒ technique, using cold targets, was also used recently to study the two-center effects and its influences on the emission of low-energy electrons and recoil ions ͓7͔. The relation between electron spectroscopy and RIMS was also addressed recently ͓8-10͔ in order to study the ion-atom ionization mechanism. The observed shift in the recoil-ion and electron longitudinal momentum distributions in the opposite directions is believed to be associated with such two-center effects ͓11͔, which is shown to be stronger with higher values of the perturbation strength S p ϭZ p /v p , where Z p and v p are the atomic number and velocity of the projectile, respectively. A large shift, and hence a large post-collision interaction, is observed for S p ϭ2.0, whereas a negligible shift in the electron and recoilion longitudinal distributions is noted in the case of much smaller values of S p (ϭ0.6) ͓8͔. However, in spite of a negligible shift in the momentum distributions ͓10͔, a large forward-backward asymmetry was observed in the electron emission for C 6ϩ ϩHe with S p quite small, i.e., 0.6 ͓3͔ and 0.4 ͓2͔. The goal of the present measurement is to explore the TCE by measuring the forward-backward asymmetry in the angular distribution of low-energy electron emission in fast ion-atom collisions with He and H 2 , for which the perturbation strength is nearly 1.0 (S p ϭ0.94). *Email address: lokesh@tifr.res.in Molecular hydrogen is also a two-electron system. The investigation of the ionization mechanism of H 2 in heavy-ion collisions can serve as a basis for understanding the ionization of more complex molecules in such collisions. Molecular hydrogen data are not only required for deriving the cross sections for atomic H ͓see Eq. ͑1͒ in paper I͔, but are also important to test the model calculations, which are used in an attempt to explain the ionic collision with this simple molecule with the help of the independent-particle approximation. The experimental data and model calculations for the interaction of ions with molecular hydrogen are also required to gain a knowledge of many other physical systems in nature, including the astrophysical and laboratory plasmas. Our theoretical treatment is based on an independent-electron model, which ignores electron-electron interaction. Furthermore, we simplify the molecular hydrogen target as an effective one-electron hydrogenic target with charge Z e f f ϭ1.064,
where Z e f f 2 /2 gives rise to the ionization potential of H 2 . Such a simplification of the multielectronic targets relies on the fact that the ionization potential has proved to be one of the most crucial parameters in accounting the main features of ionization process. The sensitivity of emission of extremely slow electrons to the use of different effective charges warrants more elaborate calculations using molecular wave functions in the future. The testing of molecular target effects in the single ionization of H 2 was carried out extensively in the past ͓12͔. At high collision energies, total single-ionization cross sections for H 2 target are essentially twice the atomic ionization cross sections. To our knowledge, such calculations have not been done for doubledifferential cross sections. The total cross section of dissociative ionization and double ionization is only about 5-10 % of the total ionization cross section, for the present collision systems ͓13,14͔ and therefore single ionization is the main reaction channel.
II. EXPERIMENTAL DETAIL
The experimental details were already described in paper I, and hence will not be discussed here. All the measurements were carried out at the van de Graaff accelerator facility in the J.R. Macdonald Laboratory at Kansas State University ͑KSU͒. The same hemispherical analyzer was used in the experiment to measure the angular distributions of the low-energy electron emission. The angular distributions of electron DDCS's are measured in small angular steps. The electrons with energies between 0.5 and 300 eV are detected at different angles, namely, 15°, 20°, 30°, 45°, 50°, 60°, 70°, 80°, 90°, 95°, 105°, 120°, 135°, and 160°for H 2 and He targets. The spectrum was taken with and without the target gas in the chamber. The spectrum collected without gas was used to subtract the background, which mainly arises due to slit scattering and the beam interaction with the residual gas atoms. The chamber was flooded with He or H 2 gas at a low pressure ͑0.1-0.15 mTorr͒ for the low-energy scan ͑0.5-50 eV͒. The low pressure was required to minimize the rescattering of the low-energy electrons from the gas molecules. The data were corrected to account for the loss due to the scattering of low-energy electrons from the target gas while moving toward the spectrometer entrance. The correction factor was found to be less than 5% ͓15͔ and 10% for He and H 2 ͓16͔, respectively. However, for higherenergy ͑30-300 eV͒ scans a higher gas pressure ͑0.3-0.45 mTorr͒ was used. The pressure dependence was also studied to ascertain the region for single-collision conditions. To achieve a ''static'' gas pressure in the chamber, a paddle was used on the top of the pump to reduce the load on the pump.
To put the measured electron yields on an absolute scale, we measured, at different angles, the electron energy spectrum from the ionization of He in a collision with 1.5-MeV protons for which the cross section data are known ͓17͔. From these measurements a normalization factor was obtained which was energy and angle independent within about 7%.
The statistical error was low (Ͻ5 -10 %) except for the extreme backward angles for which the cross sections are very low. For these angles ( e у120°) the statistical error was 5-15 %. The absolute errors in the cross sections, which were typically 25-30 % between 5 and 100 eV, resulted from the normalization procedure, the counting statistics, and the background subtraction. For electron energies below 5 eV and above 100 eV the absolute errors could be as large as 30-50 %. The lowest-energy electrons easily could be deflected by stray fields, and may cause additional systematic errors. Extreme precautions were taken to ensure the cleanliness inside the scattering chamber to remove any source of electrostatic fields. The magnetic field was reduced to about 5 mG or less by using -metal shielding and an external coil. These were required to detect the lowest-energy electrons (Ͻ1 eV). Above 100 eV statistical errors were relatively large because of the substantial background and low ionization cross sections, especially for the backward angles. A slight fall in the cross sections below 1 eV, for a few angles, could be due to the stray fields.
III. RESULTS AND DISCUSSION
The results are discussed in three sections. First we present the energy distributions of the electron DDCS's at different angles. In Sec. V, we display the angular distributions of the electrons having different energies. The singledifferential distributions derived from the DDCS's are also discussed. The total cross sections derived for all three targets, along with our recent data at higher energies, are then shown to follow a scaling rule suggested by Wu et al. ͓18͔.
IV. ENERGY DISTRIBUTIONS OF DDCS'S
In Fig. 1 we display the electron energy distributions of the measured double-differential cross sections for several forward and backward angles. The measurements are compared to the three theoretical calculations. In the case of emission at 30°, the first Born ͑B1͒ calculations in general fall much below the experimental data. The deviation increases gradually above 10 eV, and underestimates the experimental data by a factor of 6 at 300 eV. The post-collision interaction between the projectile and the electrons largely influences the emission in the extreme forward angles. The lowest-energy electrons are affected less, since they are pro-duced in large impact parameter collisions, and hence the large deviation from the B1 calculations with higher energy electrons are observed. The CDW-EIS model, on the other hand, explains the data much better than the B1 model, but still underestimates the cross section by ϳ25Ϫ50 % throughout the energy. The CDW model gives a better agreement, and the calculations reproduce the data over the entire energy range. In the case of slightly larger forward angles, i.e., for 60°, all three calculations reproduce the data set very well. The B1 calculations, however, show some deviations above 50 eV. Both of the distorted-wave calculations reproduce extremely well the data measured at 90°over the entire energy range, i.e., between 0.5 and 300 eV. The B1 calculations overestimate the DDCS's over the whole energy range from 25 to 250%. The behavior remains almost the same in the case of small backward angles such as 95°. At 105°and 135°the B1 calculations overestimate the data by a factor of 2-4. Both the CDW and CDW-EIS calculations reproduce the absolute values and the energy dependence quite well, except for higher-energy electrons for which the CDW-EIS calculations fall below the data. In fact, both the continuum distorted-wave calculations give almost the same cross sections below 100 eV for 105°and below 50 eV for 135°a bove which they start differing from each other, and CDW calculations closely follow the data. The difference between these two calculations becomes quite large at 300 eV, for which the CDW model predicts factors of 3 and 6 larger values compared to the CDW-EIS calculations at 150°and 135°, respectively. A very similar trend is observed in the case of the extremely large angle of 160°, as shown in Fig.  1͑h͒ . Figure 2 shows the similar energy distributions of the DDCS's for H 2 targets. At small forward angles 15°͑and 45°), the deviation of the B1 calculations from the data above 5 eV is obvious. The B1 results fall well below the data indicating a large influence due to the two-center effect on the forward-electron emission. The CDW-EIS results also fall below the observed cross sections whereas the CDW results show a much better agreement. At 80°and 90°there is a better agreement among all three calculations and the measured DDCS's. At large backward angles 135°and 160°, the CDW-EIS model reproduces the data between 2 and 100 eV, beyond which the calculations start falling below the measured trend while the CDW model remains good even up to 300 eV. The first Born calculations, however, overestimate the measured DDCS's up to about 100 eV, above which the calculations seem to be in good agreement. It may be noted that the low-energy part of the spectra at all the angles are not reproduced by any of the theories used here, whereas, in the case of the He target, the same calculations provided a better agreement with the data at lower energies, at least in the forward angles. Apart from the low-energy data, the spectra at all the angles are much better reproduced in the case of the He target compared to that for H 2 . This may reflect the inadequacy of the approximate representation of the H 2 target in terms of the independent-electron approximation, especially for the low-energy electrons.
V. ANGULAR DISTRIBUTIONS OF ELECTRON DDCS'S
In Fig. 3 we show the angular distributions of the DDCS's at some fixed energies for the He target. The data for He targets also can be found in Table I . The electron energies are chosen to be 10, 40, 100, 200, 240, and 300 eV ͑see Fig.  3͒ . The distributions at all the energies shown fall sharply above 60°. At small forward angles the distributions increase slowly with decreasing angle, or remain almost flat. At higher electron energies, however, a humplike structure is observed around 60°. This behavior is slightly different from the earlier observations of a sharp peaking at around 70°-75°at higher-energy (vϭ10-15 a.u.) collisions of C 6ϩ ϩHe ͓3,2͔. In the present collisions, the velocity being lower (vϭ6.35 a.u.), the projectiles have enough time to drag the low-energy electrons into a small forward cone.
As mentioned in paper I, the peaks in the angular distributions are due to the binary collisions ͑commonly known as the binary encounter approximation͒ between projectiles and electrons. The widths of the peaks are due to the initial momentum distributions of the electrons. In the case of He, the Compton profile being wider compared to that for H or H 2 , TABLE I. Some of the measured electron DDCS's ͑in Mb/eV sr͒ for 1-MeV/u C 6ϩ ϩHe at some selected energies () and emission angles (). Typical errors are about 25% except for р5 eV, for which the errors could be 40-50 %. For backward angles the uncertainty is large ͑about 30-40 %͒ for higher-energy ( у100 eV) electrons.
FIG. 2. The double-differential cross sections of electron emission for H 2 targets. The lines have the same meaning as in Fig. 1. the peaks are relatively broader. The results from the distorted-wave theories show that the effects of the TCE appears mostly at the tails of the peaks by drastically changing the asymmetry character. The large asymmetry between the forward and backward emission is obvious, since the DDCS in the extreme forward angles is larger than that for the most backward angles by a factor of 12 at 10 eV, and by a factor of 90 at 100 eV. This factor increases to about 220 at 300 eV, indicating the existence of a strong two-center effect. The B1 calculations, which do not include the two-center effects, predict a much more symmetric distribution about the peak. For example, according to the B1 calculations, the ratio between the DDCS's at 15°and 160°is found to be about 1.2 at 10 eV, 3.1 at 100 eV, and to increase to only about 12 at 300 eV. Both continuum-distorted-wave calculations reproduce the angular asymmetry much better than the B1 calculations although one finds small discrepancies. The CDW-EIS results give the best agreement between 60°and 105°, and fall below the data at small forward and large backward angles. For example, at 10 eV the CDW-EIS results fall below the data by about 40-50 % at the lowest angles, and by about 25% at large backward angles. A similar deviation is found at forward angles for higher energies, but at backward angles the deviation is larger. The calculations underestimate the data at backward angles by a factor of 1.5 at 40 eV, and this deviation increases to factors of about 3.0 at 200 eV and about 6.0 at 300 eV. The CDW calculations, on the other hand, reproduce the forwardbackward angular asymmetry and the absolute magnitudes much better at all the energies. In fact, the calculated cross sections pass through almost all the data points within error bars. It may indicate that the CDW model is more suitable to describe the TCE in heavy ion-atom collisions.
It may be noted that at a higher beam energy the CDW-EIS model gives better agreement with the DDCS data ͓3͔ for the backward angles for high-energy electrons. For example, in Fig. 3͑g͒ we display the angular distributions of DDCS's of electrons emitted with 300-eV energy in a collision of 2.5 MeV/u C 6ϩ ϩHe ͑taken from Ref. ͓3͔, and corrected for a few typographical mistakes ͓19͔͒ ͑see Table II͒ . It is obvious that the CDW-EIS results fall below the data at large backward angles only by a factor of about 1.5-1.7, which is much smaller than that for 1-MeV/u collisions ͓see Fig. 3͑f͔͒ .
The angular distributions of the DDCS's in the case of the H 2 target are shown in Fig. 4 for different electron energies ͑see Table III͒ . It may be noted that the distributions gradually take the shape of a peaklike structure around 70°with higher energies, and this behavior is quite different from that observed for He targets, in which flat distributions in the forward angles are observed instead. This difference arises from the difference in the Compton profiles between H 2 and He, which affects the width of the binary peaks. Also, the deviations from the theories are larger for H 2 than for He or H targets ͑see paper I͒. The B1 calculations deviate strongly from the measured data at forward as well as backward angles. Of course, for higher-energy electrons the B1 calculations come closer to the data at large backward angles. For 30, 50, and 100 eV, both the CDW-EIS and CDW calculations fall below the data at small angles and at large backward angles. The CDW model, however, continues to give a better agreement in backward angles, and shows a slight deviation from the data in small forward angles. The deviations in both distorted-wave calculations from the data are larger for H 2 targets than for He targets for similar energies. At higher energies, i.e., for 100, 150, and 250 eV, the CDW-EIS calculations underestimate the data by factors of about 4.0, 8.0, and 20, respectively. In contrast, for He targets the CDW-EIS model falls below the data only by factors of 4.0 at 200 eV and 6.0 at 300 eV, indicating a stronger deviation from the theory in the case of H 2 targets. The comparison of the data with the CDW calculations at higher energies can also be found from Figs. 4͑d͒, 4͑e͒ , and 4͑f͒. The CDW calculations, which reproduce the He data for backward angles very well for higher energies, now fall below the H 2 data by a factor of almost 1.7 at 100 eV, 2.4 at 150 eV, and 4.0 at 250 eV for the most backward angle measured. This might indicate the inadequacy of the approximation used to describe the molecular hydrogen wave function using the independent-electron model.
VI. ANGULAR DISTRIBUTIONS OF SDCS'S
The single-differential cross sections ͑SDCS's͒ (d/d⍀) were derived by performing numerical integrations over the electron energies, and are shown in Figs. 5 and 6 for He and H 2 targets, respectively. These data for all three targets, i.e., H, H 2 , and He, are also tabulated in Table IV . The angular distribution clearly shows a maximum value at the smallest forward angle, and decreases slowly up to 60°for He target ͑Fig. 5͒. Beyond this angle the SDCS data fall very sharply, and then level off above 150°. The B1 calculations show an entirely different distribution, in which the cross sections are distributed almost symmetrically in the forward and backward angles. The calculations predict a cross section that is a factor of 3.0 smaller than the measured one at 15°, and over- FIG. 4 . The angular distributions of electron DDCS's for 1-MeV/u C 6ϩ ϩH 2 measured at different electron energies as indicated in different panels. The different calculations are also shown by solid ͑CDW-EIS model͒, dashed ͑CDW model͒, and dotted ͑B1 model͒ lines.
FIG. 5. The angular distributions of single-differential cross sections for C 6ϩ ϩHe ͑1 MeV/u, v p ϭ6.35). The different calculations are also shown by solid ͑CDW-EIS model͒, dashed ͑CDW model͒, and dotted ͑B1 model͒ lines. The circles joined by lines represent the SDCS for pϩHe at the same projectile velocity, and are taken from Refs. ͓17,20͔.
estimates for large backward angles by almost the same factor. The two-center effect causes this enhancement in the forward angles, and a depletion in the large angles compared to the B1 prediction. The CDW-EIS prediction also falls slightly lower than the data in the case of small forward angles, underestimating them by about 30-70 %, but the calculations reproduce the data for the rest of the angles. The CDW model reproduces almost all the data points, giving very good agreement with the entire angular distribution. A similar comparison holds good for the SDCS data of H 2 targets as shown in Fig. 6 . The CDW-EIS results fall about 20-30 % below the measured data at the extremely forward and backward angles, whereas the CDW model provides the best agreement while the B1 results are entirely different from the observed cross sections. The difference in the shape of the distributions for the He and H 2 targets, especially in the forward angles, is to be noted, since the peaklike structure around 70°in the case of H 2 is missing in the distribution for He targets. The peaking at about 70°is also observed in collisions with H targets, as discussed in paper I. The difference in the peak shapes for He and H 2 ͑or H͒ is due to the different Compton profiles for these molecules and the binary nature of the collisions. To compare the distributions ͑for same target atom͒ with similar data in proton collisions, in Fig. 5 we plot the SDCS's ͑circles joined by lines͒, for pϩHe at the same beam velocity (vϭ6.35), for which the perturbation strength is quite small (S p ϭ0.16) ͑taken from Refs. ͓17,20͔͒. It is obvious that in this case, i.e., in collisions with light particles, the distribution peaks at 60°, and falls at small forward angles as well as large backward angles. The difference in the shape of the distributions in the case of heavy-ion collisions compared to that for proton collisions could arise due to the two-center effect, which is stronger for a heavy ion projectile for which S p ϳ1.0.
It is obvious that the finer details of the energy and angular distributions of electron DDCS's in collisions with He or H 2 are better reproduced by the CDW calculations compared to the CDW-EIS calculations, as also observed in collisions with atomic hydrogen target ͑see paper I͒. This shows that a more detailed description of the ionization mechanism cannot be made without considering the electron as moving in a two-center field created by the heavy particles during the entire time of collision. In the CDW-EIS model, as mentioned earlier, the two-center character is emphasized mostly in the outgoing channel. Thus the present results show that better agreement and finer details on the DDCS's can only be achieved by including the two-center dynamics of the electron in the incoming path of the collision, as is done in the CDW model. These observations are similar for all three targets studied i.e., H, H 2 , and He.
VII. TOTAL CROSS SECTIONS AND SCALING RULE
The total cross sections are also derived by integrating the angular distributions of the SDCS's over the whole angular range. The measured cross sections for He atoms is 679 Mb, which is in excellent agreement with the earlier observations by Shinpaugh et al. ͓21͔ , who measured the total cross section to be 668 Mb for the same collision system. The calculated values are 777 Mb ͑B1 model͒, 595 Mb ͑CDW-EIS model͒, and 687 Mb ͑CDW model͒. The CDW model pro- FIG. 6 . The angular distributions of single-differential cross sections for H 2 targets. The different calculations are also shown by solid ͑CDW-EIS model͒, dashed ͑CDW model͒, and dotted ͑B1 model͒ lines. It was shown by Wu and co-workers ͓18,23͔ that the total ionization cross sections for ion-atom collisions for different targets ͑H and He͒ follow a scaling rule in the low-and intermediate-velocity regions. The scaled cross sections ( sc ) for different targets and different projectiles with various charge states seem to fall on a universal line when plotted against the scaled velocity (v sc ) for v sc , up to about 4 a.u. The scaled cross sections and velocity are defined, in terms of the ionization potential (I in a.u.͒ and charge states (q), as sc ϭI 1.3 /q and v sc ϭv/(I 1/2 /q 1/4 ). The present studies along with our previous results for 2.5 MeV C 6ϩ ϩ(H,H 2 ,He) targets can be used to check the proposed scaling rule up to v sc Ϸ9.0. We show such a plot in Fig. 7͑c͒ , in which we also include some of the published results on the ionization of H and He by different ions such as He, Li, C, O, and Ar with a variety of charge states. It can be seen that most of the data points seem to bunch together to follow a universal scaling rule, which also holds good at much lower scaled velocities, as shown by Wu and co-workers ͓18,23͔. The data points used in Fig. 7͑c͒ belong to different collision systems, as listed here: Cϩ(H,He,H 2 ) (vϭ6.35 and 10͒ ͓22,3͔, (N 7ϩ ,C 6ϩ )ϩHe (vϭ1.58) ͓18͔, Ar 7ϩ,8ϩ ϩH (v ϭ1.2-3.2) ͓24͔, (C 4ϩ ,O 4ϩ ϩH (vϭ5 -10) ͓25͔, Li 3ϩ ϩHe (vϭ1.4-3.2) ͓26͔, (He 2ϩ ,Li 3ϩ ,C 6ϩ ,O 8ϩ )ϩHe (v ϭ5 -9) ͓27͔, and (C 6ϩ ,N 7ϩ ,O 8ϩ ,F 9ϩ )ϩHe (vϭ3.2-9) ͓21͔.
VIII. FORWARD-BACKWARD ASYMMETRY PARAMETER
The forward-backward asymmetry in electron emission can be quantitatively estimated by studying the asymmetry parameter ͓␣()͔ as a function of electron energy . The angular asymmetry parameter is defined as ͓5͔
where D() represents the measured DDCS at an emission angle . Although D(0) and D() were not measured, they could be deduced by extrapolating the angular distributions since the distributions vary smoothly near 0°and 180°. At present, we use the DDCS's at 15°and 160°to calculate ␣() from experimental data as well as from theoretical cross sections. It is obvious that the limit of ␣→0 denotes a symmetric distribution, and ␣→1 signifies a large asymme- 7 . The total ionization cross sections for C 6ϩ ϩHe ͑a͒ and C 6ϩ ϩH 2 and C 6ϩ ϩH ͑b͒ ͑paper I and Refs. ͓22,3͔͒ at two collision energies. The scaled cross section vs the scaled velocity. The different sets of data are taken from the following references: ͑1͒ present and ͓22,3͔, ͑2͒ ͓27͔, ͑3͒ ͓26͔, ͑4͒ ͓25͔, ͑5͒ ͓24͔, ͑6͒ ͓18͔, and ͑7͒ ͓21͔.
try. In Fig. 8͑a͒ we show ␣() for He and H 2 targets as a function of the . It may be seen that ␣() is very small (Ϸ0.5 for C 6ϩ ϩHe) in the zero-energy limit, and increases with the electron energy. It approaches 1.0 at about 100 eV. Fainstein et al. ͓5͔ showed that, apart from the TCE, the forward-backward asymmetry can also result if ionized electron moves in a non-Coulomb field, as in the case of any multielectron target ͑like He, in the present case͒. As a result the B1 model also shows a forward-backward asymmetry i.e., nonzero ␣, for →0. In the present case the ␣'s from the B1 model are very small, indicating that the TCE is the most important contributor to the observed angular asymmetry of the low-energy electron emission. The CDW-EIS model ͑as well as the CDW model, which is not shown here͒ calculations give good agreement with the He data, but show some deviation from the data for H 2 in the lower energy region.
In Fig. 8͑b͒ we display the comparison between the derived values of ␣ for C 6ϩ ϩHe collisions at two different beam energies, i.e., 1 and 2.5 MeV/u ͑obtained from Ref.
͓3͔͒. It is clearly seen that the angular asymmetry is larger for low-energy collisions at all electron energies. However, part of the difference could be explained by the existing difference in the B1 model itself; the remaining part is due to the TCE which is stronger in the case of lower velocity collisions. The CDW-EIS calculations are in good agreement with both sets of data. The CDW model, however, provides results almost identical to the CDW-EIS model, and is therefore not shown.
IX. CONCLUSIONS
We have measured the absolute double-differential cross sections of low-energy ͑0.5-300 eV͒ electron emission for bare carbon ions colliding with helium and molecular hydrogen. The angular distributions are measured on a wide range of emission angles. The two-center effect is found to have a large influence on the forward-backward asymmetry of the electron DDCS's. A comparative study is presented for He and H 2 targets. The present studies ͑including the experiment with H target͒, covering three reduced velocities ͑i.e. v/v e ϭ4.7, 5.9 and 6.35͒, provide a stringent test of the perturbative calculations based on B1 and continuum-distorted-wave approximations. The B1 calculations are shown to have failed largely to reproduce the large forward-backward asymmetry observed. The CDW-EIS model provides a reasonable agreement, although some discrepancies exist for electron emission in extreme forward and backward angles. The discrepancy is quite large in the case of H 2 targets compared to that for He targets. The CDW calculations are found to provide a better agreement with the data, especially at higher electron energies. The two-center electron emission is better represented by the CDW model compared to the CDW-EIS model. The forward-backward angular asymmetry was also studied for He and H 2 , which provides a quantitative estimate of the two-center effect. The total ionization cross sections, derived for different target projectile combinations, are shown to follow a scaling rule, as recently proposed.
