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Abstract
A complete description of 4-by-4 matrices
[
αI C
D βI
]
, with scalar 2-by-2 di-
agonal blocks, for which the numerical range is the convex hull of two non-
concentric ellipses is given. This result is obtained by reduction to the leading
special case in which C −D∗ also is a scalar multiple of the identity. In par-
ticular cases when in addition α−β is real or pure imaginary, the results take
an especially simple form. An application to reciprocal matrices is provided.
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1. Introduction
The numerical range of a matrix A ∈ Cn×n is defined as
W (A) = {〈Ax, x〉 : x ∈ Cn, ‖x‖ = 1}.
We are using the standard notation 〈., .〉 for the inner product on the n-
dimensional space Cn and ‖.‖ for the norm associated with it: ‖x‖2 = 〈x, x〉.
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It is well known that W (A) is a convex compact subset of C containing
the spectrum σ(A) of A, and thus its convex hull conv σ(A). For normal
matrices A, the equality W (A) = conv σ(A) holds. On the other hand, for
non-normal A ∈ C2×2 the numerical range is an elliptical disk, with the foci
at the eigenvalues. These and other by now classical properties of W (A) can
be found, e.g., in [7, Chapter 1] or more recent [3, Chapter 6].
The shape of W (A) for A ∈ C3×3 is also known, see [9] (or its translation
[10] into English) for the classification and [8] for the pertinent tests. How-
ever, for n ≥ 4 many questions remain open. In particular, it is of interest
when the boundary ∂W (A) of the numerical range contains an elliptical arc
[5].
A useful tool in studying properties of W (A) is the so called Numerical
range (NR) generating curve C(A), also introduced in [9] — the Kippen-
hahn curve in the terminology of [3, Chapter 13], where a very lucid and
detailed description of C(A) is given. This curve is defined uniquely by
having exactly n tangent lines in each direction eiθ, intercepting the family
of orthogonal lines at the eigenvalues λj(θ) of Im(e
−iθA). As it happens,
W (A) = convC(A), and so ∂W (A) consists of some arcs of C(A) possibly
connected by line segments.
We will denote the characteristic polynomial of Im(e−iθA) by PA(λ, θ)
and call it the NR generating polynomial of A. From the description of
C(A) it follows in particular that it contains an ellipse if and only if PA(λ, θ)
is divisible by a polynomial quadratic in λ. More specifically (as can be
established by direct computations similar to those carried out say in [2]),
an ellipse centered at p+ iq (p, q ∈ R) corresponds to a factor of the form
(λ+ p sin θ − q cos θ)2 + x cos 2θ + y sin 2θ − z (1.1)
with some x, y, z ∈ R satisfying z ≥ √x2 + y2. Note that if z = √x2 + y2,
then the quadratic (1.1) factors further into two linear functions in λ, and
the ellipse in question degenerates into the doubleton of its foci.
If n = 4 and PA(λ, θ) is divisible by (1.1), then the quotient is of the
same type. Consequently, for A ∈ C4×4 the boundary of W (A) contains
an elliptical arc if and only if C(A) consists of two ellipses, one of which
is possibly degenerate. So, ∂W (A) contains an elliptical arc if and only if
W (A) is an elliptical disk, the convex hull of two ellipses, or the convex hull
of an ellipse and one or two points (the latter being an option only if A is
unitarily reducible). The respective criteria were established in [4]. However,
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these criteria are not stated in terms of A directly and therefore not easy to
verify. More can be done if A enjoys some additional structure.
This paper is devoted to 4-by-4 matrices of the form
A =
[
αI C
D βI
]
. (1.2)
In [6, Section 4], we have provided necessary and sufficient conditions for
such matrices to have W (A) in the shape of an elliptical disk or the convex
hull of two concentric ellipses. Here we treat the remaining case, when W (A)
is the convex hull of two ellipses with distinct centers. For convenience of
reference, this shape is called bi-elliptical in what follows.
The special case of matrices (1.2) with C −D∗ being a scalar multiple of
the identity is considered in Section 3, after some preliminary technicalities
disposed of in Section 2. Under additional restrictions on α−β, this result is
further simplified in Section 4 which also contains several numerical examples.
As it happens, the general case can be reduced to the one tackled in Section 3;
this reduction is carried over in Section 5. The final Section 6 contains an
application to so called reciprocal matrices.
2. Preliminary results
Passing from A to A− α+β
2
I, we may (and will, in what follows) without
loss of generality suppose that in (1.2) β = −α. As in [6], we will also use
the notation
H = C∗C +DD∗, Z = DC. (2.1)
Lemma 1. Let A be given by (1.2), with β = −α. Then:
(i) The eigenvalues of A are ±σ1, ±σ2, where σj =
√
zj + α2 and z1, z2
are the eigenvalues of Z;
(ii) The eigenvalues of Im(e−iθA) are ±λj(θ), where
λj(θ) =
√
(Im(e−iθα))2 + µj(θ)/4 (j = 1, 2),
and µj(θ) are the eigenvalues of(
eiθC∗ − e−iθD) (e−iθC − eiθD∗) = H − 2 Re(e−2iθZ); (2.2)
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(iii) The NR generating polynomial PA of A is λ
4−Ξ1(θ)λ2+Ξ2(θ), where
Ξ1(θ) =
1
4
TrH + |α|2 −
(
1
2
Re TrZ + Reα2
)
cos 2θ
−
(
1
2
Im TrZ + Imα2
)
sin 2θ, (2.3)
16Ξ2(θ) = 6|α|4+2|α|2 TrH+2 Re(α2 TrZ)+1
2
Tr(H)2−1
2
Tr(H2)+|Tr(Z)|2
− Tr(ZZ∗)− Re ζ1 cos 2θ − Im ζ1 sin 2θ + Re ζ2 cos 4θ + Im ζ2 sin 4θ, (2.4)
with ζ1, ζ2 given by
ζ1 = 8|α|2α2 + 2α2 TrH + 4|α|2 TrZ + 2 TrZ TrH − 2 TrZH,
ζ2 = 2 detZ + 2α
2 TrZ + 2α4.
Proof. For (i) and (ii), the result follows by using Schur complement for-
mula when computing the respective characteristic polynomials; the perti-
nent computation for (ii) is actually contained in the proof of [6, Lemma 2.1].
Expanding PA(λ, θ) = (λ
2 − λ21(θ))(λ2 − λ22(θ)), we derive (iii) from (ii).
Observe that PA is an even function of λ. This agrees with the result
of [6] for matrices (1.2) with arbitrary block sizes, implying that C(A) is
symmetric with respect to the origin. From here we immediately obtain
Proposition 1. Suppose A ∈ C4×4 of the form (1.2) is such that C(A)
consists of two non-concentric ellipses. Then, for an appropriate choice of
signs of σj, ∂W (A) contains a pair of parallel line segments coinciding in
length and direction with σ1 + σ2.
Proof. Let C(A) consist of the ellipses E1, E2. Due to the central symmetry
of C(A), either both E1, E2 also are symmetric with respect to the origin,
or E1(:= E) = −E2 6= −E. The former case is excluded, because otherwise
E1, E2 would be concentric. Furthermore, the foci of ±E are the eigenvalues
of A, and so (relabeling z1, z2 if needed, and choosing the square roots signs
appropriately) we may suppose that σ1, σ2 are the foci of E.
Consider now the composition S of two symmetries, one with respect to
the origin and the other with respect to the center of E. By its construction,
4
S is a shift and, since S(−(σ1+σ2)/2) = (σ1+σ2)/2, it is the shift by σ1+σ2.
So,
E = S(−E) = −E + (σ1 + σ2).
The flat portions on the boundary of W (A) are therefore the common tan-
gents of E and −E, and the endpoints of each differ by σ1 + σ2.
3. Leading special case
Let
A =
[
αI B∗ + I
B − I −αI
]
. (3.1)
This is a particular case of (1.2) in which C = B∗ + I and D = B − I.
Respectively, (2.1) takes the form
H = 2(BB∗ + I), Z = BB∗ − I + 2i ImB. (3.2)
Let us denote the eigenvalues of ImB by β1, β2 while keeping the notation
±σj for the eigenvalues of A. Let us also write α as u+ iv (u, v ∈ R).
Theorem 2. For A as in (3.1), W (A) is bi-elliptical if and only if B is not
normal and
(1 + v2)(σ1 + σ2)
2 = (β1 − β2)2. (3.3)
Both in the proof of Theorem 2 and its further application, putting block
B in an upper triangular form
B =
[
b1 b
0 b2
]
(3.4)
and rewording conditions in terms of its entries proves to be useful. This can
be done by a block diagonal unitary similarity of A, preserving its structure
(3.1). Moreover, it can be arranged that b ≥ 0. So, without loss of generality
A =

α 0 b1 + 1 0
0 α b b2 + 1
b1 − 1 b −α 0
0 b2 − 1 0 −α
 . (3.5)
Let us also denote Re bj = ξj, Im bj = ηj, j = 1, 2.
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Plugging in the values of σj from Lemma 1, condition (3.3) can be rewrit-
ten as
TrZ + 2α2 + 2
√
detZ + α2 TrZ + α4 = 4p2, (3.6)
where √
(η1 − η2)2 + b2
1 + v2
:= 2p. (3.7)
Rewriting (3.6) as
2
√
detZ + α2 TrZ + α4 = 4p2 − TrZ − 2α2
and taking the square, we find that (3.3) is equivalent to T = 0, where
T := 16p4 − (8 TrZ + 16α2)p2 + (TrZ)2 − 4 detZ. (3.8)
This condition is in its turn equivalent to both ReT and ImT being equal
to zero. For future use observe therefore that
ReT =
(
4p2 − (b2 + |b1|2 + |b2|2)
)2 − 16u2p2 − 4 |b1|2 |b2|2 , (3.9)
ImT =16v (v(η1 + η2)− 2u) p2 + 4(ξ21 − ξ22)(η1 − η2). (3.10)
Proof of Theorem 2. Necessity. If B is normal then it follows from (3.2)
that so is Z. Moreover, Z and H commute. This situation falls under the
setting of [6, Theorem 4.1], according to which W (A) is the convex hull of
two ellipses, but these ellipses are concentric. So, B is not normal.
After yet another unitary (this time, permutational) similarity, the matrix
(3.5) becomes
A0 =

α b1 + 1 0 0
b1 − 1 −α b 0
0 b α b2 + 1
0 0 b2 − 1 −α
 .
This matrix is tridiagonal. Moreover, b 6= 0 since B is not normal. In termi-
nology of [1] it implies that A0 is proper (meaning that entries in the positions
(j − 1, j) and (j, j − 1) cannot simultaneously equal zero). Invoking [1, The-
orem 10], we conclude that the only flat portions of ∂W (A) are horizontal.
Their y-coordinates are determined by the eigenvalues of ImA0, which is the
direct sum of two copies of
[
v −i
i −v
]
, and therefore equal ±√1 + v2. The
6
lengths of these portions are equal to the spread of the compression H0 of
ReA0 onto the (2-dimensional) subspace generated by the eigenvectors of
ImA0 corresponding to either of its eigenvalues. Denoting f =
√
1 + v2 − v
and k = 1/
√
1 + f 2, an orthonormal basis in one of these subspaces can be
chosen as
k[−i, f, 0, 0]T and k[0, 0,−i, f ]T .
The matrix of H0 in this basis is
1
2
√
1 + v2
[
u(f−1 − f) + 2η1 −ib
ib u(f−1 − f) + 2η2
]
,
and the spread of this matrix equals 2p defined by (3.7). It remains to observe
that (β1 − β2)2 = (η1 − η2)2 + b2 and to make use of Proposition 1.
Sufficiency. Suppose that (3.3) holds. We will now show that under this
condition the NR generating polynomial of A factors as
PA(λ, θ) =
(
(λ+ p sin θ)2 + Ω(θ)
) (
(λ− p sin θ)2 + Ω(θ)) , (3.11)
where Ω(θ) = x cos 2θ + y sin 2θ − z for some appropriate choice of real
parameters x, y, z.
According to Lemma 1(iii), (3.11) is equivalent to
2
(
p2 sin2 θ − Ω(θ)) = Ξ1(θ), (p2 sin2 θ + Ω(θ))2 = Ξ2(θ), (3.12)
where Ξ1 and Ξ2 are given by (2.3) and (2.4), respectively. The first equality
in (3.12) defines x, y, z uniquely as
x = 1
4
Re TrZ + 1
2
Re(α2)− p2
2
,
y = 1
4
Im TrZ + 1
2
Im(α2),
z = 1
8
TrH + |α|
2
2
− p2
2
,
(3.13)
or, in terms of B directly:
x = 1
4
(b2 + |b1|2 + |b2|2 − 2) + 12 Re(α2)− 18 b
2+(η1−η2)2
1+v2
,
y = 1
2
(η1 + η2) +
1
2
Im(α2),
z = 1
4
(b2 + |b1|2 + |b2|2 + 2) + 12 |α|2 − 18 b
2+(η1−η2)2
1+v2
.
(3.14)
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Incidentally, with this choice of x, y, z, the second equality in (3.12) also
holds. Here is the pertinent chain of computations. First, form (3.13):
4
[
p2 sin2(θ) + Ω(θ)
]
= −1
2
TrH − 2|α|2 + 4p2
+
[
Re TrZ + 2 Re(α2)− 4p2] cos 2θ
+
[
Im TrZ + 2 Im(α2)
]
sin 2θ
Squaring we obtain:
16
[
p2 sin2(θ) + Ω(θ)
]2
= 24p4 − 4p2 (Re(TrZ + 2α2) + TrH + 4|α|2)
+
1
2
|TrZ + 2α2|2 +
(
1
2
TrH + 2|α|2
)2
− 8 Re
[(
2p2 − 1
2
TrZ − α2
)(
2p2 − 1
4
TrH − |α|2
)]
cos 2θ
− 8 Im
[(
2p2 − 1
2
TrZ − α2
)(
2p2 − 1
4
TrH − |α|2
)]
sin 2θ
+ 2 Re
[
(2p2 − 1
2
TrZ − α2)2
]
cos 4θ
+ 2 Im
[
(2p2 − 1
2
TrZ − α2)2
]
sin 4θ.
Plugging in Ξ2 from (2.4):
32
[(
p2 sin2 θ + Ω(θ)
)2 − Ξ2(θ)] (3.15)
= 3
[
16p4 − 8
3
(
Re(TrZ + 2α2) + TrH + 4|α|2) p2
+
2
3
Tr(Z∗Z)− 1
3
|TrZ|2 + 1
3
Tr(H2)− 1
6
Tr(H)2
]
− 4 Re
[
16p4 − 2(TrH + 2 TrZ + 4α2 + 4|α|2)p2 + TrZH − 1
2
TrZ TrH
]
cos 2θ
− 2 Im [−8(TrZ + 2α2)p2 + 2 TrZH − TrZ TrH] sin 2θ
+ Re
[
16p4 − 8(TrZ + 2α2)p2 + (TrZ)2 − 4 det(Z)] cos 4θ
+ Im
[−8(TrZ + 2α2)p2 + (TrZ)2 − 4 det(Z)] sin 4θ.
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Rewriting the right hand side of (3.15) in terms of the entries of B we obtain,
with the use of (3.9)–(3.10):(
p2 sin2 θ + Ω(θ)
)2 − Ξ2(θ)
=
1
32
[3 ReT − 4 ReT cos 2θ − 2 ImT sin 2θ + ReT cos 4θ + ImT sin 4θ] .
So, condition (3.3), equivalent to T = 0, indeed implies the second equality
in (3.12).
Finally, from (3.14): z = x+ (1 + v2), and furthermore,
z2 − x2 − y2 = (1 + v2)2 + 2(1 + v2)x− y2
=
(1 + v2)(ξ21 + ξ
2
2)
2
+
(1 + 2v2)b2
4
+
[
u− (η1 + η2)v
2
]2
+
v2(η1 − η2)2
4
> 0
since b 6= 0. Factorization (3.11) therefore generates C(A) consisting of two
non-degenerate ellipses.
4. Follow up observations and examples
Suppose that in (3.1) the parameter α is real or pure imaginary. Criterion
established in Section 3 can then be recast explicitly in terms of B. This is
done in two theorems below, stated for B as in (3.4). Note however that
the results can be easily reworded without putting B in a triangular form.
Indeed, {b1, b2} is the spectrum of B, while b2 = ‖B‖F − |b1|2 − |b2|2, with
‖.‖F denoting the Frobenius norm.
Theorem 3. Let α(= u) ∈ R. Then the numerical range of matrix (3.5) is
bi-elliptical if and only if b 6= 0 and either
(i) η1 = η2 and 4b
2u2 = (ξ21 − ξ22)2, or (ii) u = ξ1 = ξ2 = 0.
Proof. Since v = 0, according to (3.10) ImT = 0 if and only if η1 = η2 or
ξ21 = ξ
2
2 . On the other hand, 4p
2 = (η1 − η2)2 + b2 due to (3.7), and so (3.9)
takes the form(
(η1 − η2)2 − (|b1|2 + |b2|2)
)2 − 4u2 ((η1 − η2)2 + b2)− 4 |b1|2 |b2|2 . (4.1)
If η1 = η2, then (4.1) vanishing amounts to
(|b1|2 − |b2|2)2 = 4u2b2, which is
exactly case (i). If η1 6= η2, denote the coinciding values of ξ21 and ξ22 by ξ2.
Expression (4.1) then simplifies to
−4ξ2(η1 − η2)2 − 4u2
(
(η1 − η2)2 + b2
)
,
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and so it vanishes if and only if u = ξ = 0. This is case (ii).
Corollary 1. Let A be of the form (3.5) with zero main diagonal. Then
W (A) is bi-elliptical if and only if b 6= 0 and either
(i) Im b1 = Im b2 and |b1| = |b2|, or (ii) Re b1 = Re b2 = 0.
Note that in [11, Theorem 3.14] the result of Corollary 1 was established
under additional restrictions b =
√
(1− |b1|)2(1− |b2|)2, |b1| , |b2| < 1.
According to Corollary 1, for α = 0 the value of b is irrelevant (as long
as it is different from zero, of course). The situation is quite the opposite for
non-zero values of α.
Corollary 2. Let A be of the form (3.5) with α 6= 0. Then there is at most
one value of b(> 0) for which W (A) is bi-elliptical.
Proof. For α ∈ R the result follows from Theorem 3, with an explicit expres-
sion for b. For non-real values of α, observe that condition ReT = 0 with the
use of (3.7) and (3.9) yields a quadratic equation for b2 with one non-positive
root, and thus a unique positive one.
It is possible to derive the explicit value of b for non-real α as well, but
the expression is somewhat cumbersome. We will restrict our attention to
another special case, when α is pure imaginary.
Theorem 4. Let α be pure imaginary: α = iv 6= 0. Then the numerical
range of matrix (3.5) is bi-elliptical if and only if b 6= 0,
|b1| = |b2| , and v2b2 = (η1 − η2)2. (4.2)
Proof. Setting u = 0 in (3.9) and (3.10), we see that conditions ReT = 0
and ImT = 0 simplify respectively to
4p2 − b2 = (|b1| ± |b2|)2 (4.3)
and
4v2p2(η1 + η2) + (ξ
2
1 − ξ22)(η1 − η2) = 0. (4.4)
Moreover, due to (3.7) and (4.3):
4v2p2 = (η1 − η2)2 − (4p2 − b2) = (η1 − η2)2 − (|b1| ± |b2|)2 .
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Plugging this expression for 4v2p2 into (4.4), after some additonal simplifi-
cations we arrive at
(|b1| ± |b2|) (η1 |b2| ± η2 |b1|) = 0, (4.5)
with the signs matching that in (4.3). Note that the system of conditions
(4.3),(4.4) is equivalent to (4.3),(4.5), with p given by (3.7).
The sufficiency of (4.2) for (3.3) to hold is now immediate. To prove the
necessity, observe that from (3.7), since b 6= 0:
4p2 − b2 = (η1 − η2)
2 − v2b2
1 + v2
< (η1 − η2)2 ≤ (|η1|+ |η2|)2 ≤ (|b1|+ |b2|)2 ,
and therefore (4.3) holds with the lower sign. Then so does (4.5).
Suppose now that |b1| 6= |b2|. Condition (4.5) then boils down to η1 |b2| =
η2 |b1|, which in its turn implies that η1, η2 are of the same sign, and arg b1 =
arg b2 or arg b1 = pi − arg b2. The above inequality for 4p2 − b2 can therefore
be strengthened as follows:
4p2 − b2 = (η1 − η2)
2 − v2b2
1 + v2
< (η1 − η2)2 = (|η1| − |η2|)2 ≤ (|b1| − |b2|)2 .
This is a contradiction with (4.3).
So, in fact |b1| = |b2|, and (4.3) (with the correct choice of the sign)
implies 4p2 − b2 = 0, thus leading to (4.2).
Figure 1: On the left - an example illustrating theorem 3 with α = 110 , b = 1, b1 =
1
5 (3− i) and b2 = 15 (2− i) . On the right - an example illustrating theorem 4 with
α = 110 i, b = 1, b1 =
1
10 (3 + 4i) and b2 =
1
10 (4 + 3i) .
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5. General case
We now return to arbitrary matrices (1.2), not supposing a priori the
special form (3.1).
Theorem 5. Let A be of the form (1.2), with the usual convention β = −α.
Then W (A) is bi-elliptical if and only if
(i) there exists θ for which e−iθC − eiθD∗ is a scalar multiple of a unitary
matrix while (e−iθC − eiθD∗)D is not normal, and
(ii) for this value of θ,
4
√
det (Im(e−iθA))(σ1(θ) + σ2(θ))2 = (s1(θ)− s2(θ))2. (5.1)
Here ±σ1(θ),±σ2(θ) are the eigenvalues of e−iθA (so that σj(0) = σj,
j = 1, 2) and s1(θ), s2(θ) are the non-repeating eigenvalues of Im
(
(e−iθA)2
)
.
It will become clear from the proof of Theorem 5 that θ satisfying condi-
tion (i) is unique mod pi. Also, if (i) holds then the eigenvalues±λ1(θ),±λ2(θ)
of Im(e−iθA) actually satisfy λ1(θ) = λ2(θ) and, if (ii) also holds, then
θ = arg(σ1 + σ2) mod pi. So, with an appropriate choice of the signs condi-
tion (5.1) can be rewritten as
(λ1(θ) + λ2(θ)) (σ1(θ) + σ2(θ)) = s1(θ)− s2(θ).
Finally, condition s1(θ) 6= s2(θ) follows from (e−iθC − eiθD∗)D not being
normal.
Proof. To establish necessity of (i), choose eiθ as the direction of the line
segments on ∂W (A), as guaranteed by Proposition 1. The matrix Im(e−iθA)
then must have repeated eigenvalues. According to Lemma 1(ii), this hap-
pens if and only if the 2-by-2 hermitian matrix defined by (2.2) has coinciding
eigenvalues, and is therefore a scalar multiple of the identity. This, in turn,
is equivalent to e−iθC − eiθD∗ being a scalar multiple of a unitary matrix.
This scalar multiple cannot be zero, since otherwise Z = e2iθC∗C while
H = 2C∗C, and so Z is a normal matrix commuting with H. As was
already mentioned in the proof of Theorem 2, this situation corresponds to
W (A) being the convex hull of two concentric ellipses, and thus leads to a
contradiction.
Both condition (5.1) and the shape of W (A) persist under scaling of A.
So, we may for the rest of the proof suppose that θ = 0 and C∗ −D = 2W
where W is unitary. Furthermore, a unitary similarity of A via diag[I,W ]
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leaves condition (5.1) invariant, while replacing C by C1 = CW and D by
D1 = W
∗D. Since C∗1 −D1 = W ∗(C∗ −D) = 2I, it suffices to consider the
case W = I.
This brings us into the setting of Theorem 2, with B = D1+I(= C
∗
1 −I).
Since this B is (or is not) normal simultaneously with (e−iθC − eiθD∗)D,
condition (i) is indeed necessary.
Supposing that (i) holds, it only remains to show that (5.1) with θ = 0
is (3.3) in disguise. But indeed, for A as in (3.1):
1 + v2 =
√
det(ImA),
while Im(A2) is the direct sum of two copies of Im(α2)I + 2 ImB, and so
s1(0)− s2(0) = 2(β1 − β2).
Example. Let
A =

4 0 4− 8i 0
0 4 5− 5i 4− 12i
−2 + 6i 5− 5i −4 0
0 2 + 6i 0 −4
 .
The matrix e−iθC − eiθD∗ is upper triangular, and so it can be normal only
if its lower left entry is also zero. This requirement is equivalent to θ =
−pi/4 mod pi. On the other hand, with this choice of θ indeed e−iθC −
eiθD∗ = ±10√2I is a scalar multiple of a unitary matrix (in this case, even
the identity). Moreover, since D is not normal, the product (e−iθC−eiθD∗)D
is not normal either. So, condition (i) of Theorem 5 holds.
Furthermore, since
eipi/4A =
√
2

2 + 2i 0 6− 2i 0
0 2 + 2i 5 8− 4i
−4 + 2i 5 −2− 2i 0
0 −2 + 4i 0 −2− 2i
 ,
somewhat lengthy but direct computations yield: σ1(−pi/4) + σ2(−pi/4) =
5
√
2, s1(−pi/4) − s2(−pi/4) = 20
√
29, and
√
det ((Im(eipi/4A)) = 58. So,
condition (ii) of Theorem 5 also holds, and W (A) is bi-elliptical.
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Figure 2: The numerical range of A from the Example.
The bi-elliptical shape of W (A) in the setting of Theorem 5 means that
in fact W (A) = W (A1 ⊕ A2), where A1 = −A2 ∈ C2×2, σ(A1) = {σ1, σ2},
and ‖A1‖2F = ‖A‖2F /2. The following observation is therefore non-trivial and
thus of some interest.
Proposition 6. Any matrix (1.2) satisfying condition (i) of Theorem 5 is
unitarily irreducible.
In what follows, denote by L± the span of e1, e2 (resp., e3, e4) — the
first/last two standard basis vectors of C4. The following auxiliary statement
will be used repeatedly.
Lemma 2. Let a reducing subspace L of the matrix (3.1) have a non-trivial
intersection with L+ or L−. Then L = C4.
Proof. For any x ∈ C2
A
[
x
0
]
=
[
αx
Bx− x
]
, A∗
[
x
0
]
=
[
αx
Bx+ x
]
and
A
[
0
x
]
=
[
B∗x+ x
−αx
]
, A∗
[
0
x
]
=
[
B∗x− x
−αx
]
.
So, if for some x ∈ C2 the subspace L contains one of the vectors
[
x
0
]
or[
0
x
]
, it also contains the other one, as well as
[
B∗x
0
]
and
[
0
Bx
]
. Applying
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this observation to Bx and B∗x in place of x, we conclude that
[
0
B∗x
]
,
[
Bx
0
]
also lie in L, and thus
L ⊇ Span
{[
x
0
]
,
[
Bx
0
]
,
[
B∗x
0
]
,
[
0
x
]
,
[
0
Bx
]
,
[
0
B∗x
]}
.
Since B is not normal, if such a non-zero x exists, it cannot be an eigenvector
of both B and B∗. Consequently, Rank{x,Bx,B∗x} = 2, and L = C4×4.
Proof of Proposition 6. As it was shown in the proof of Theorem 5, condi-
tion (i) implies that by scaling, rotating, and unitary similarities the matrix
A can be put in form (3.1) with a non-normal B. Since these transformations
preserve unitary (ir)reducibility, we only need to consider this special case.
In particular, Lemma 2 is applicable.
Observe that any reducing subspace L of A has to be invariant under
A2 = α2I+ diag[CD,DC] = (α2−1)I+ diag[B∗B+B−B∗, BB∗+B−B∗],
and therefore under ImA2 and ReA2. This implies the invariance under
diag[B∗B,BB∗] and diag[ImB, ImB]. Equivalently, L is invariant under
H1 = diag[P1, P2] and H2 = diag[P, P ], where P1, P2 and P are spectral
projections of B∗B,BB∗ and ImB, respectively. Note that these projections
all have rank one, and P1 does not commute with P2, due to non-normality
of B.
With an appropriate choice of a unitary matrix W ∈ C2×2, a unitary
similarity via diag[W,W ] can be used to put P in the form diag[1, 0], without
changing the structure (3.1) of A. We will use the notation
[
tj ωj
ωj 1− tj
]
for
the resulting form of Pj, j = 1, 2. Here 0 ≤ tj ≤ 1, with tj not equal zero (or
one) simultaneously, and |ωj|2 = tj(1− tj).
Since H2 = diag[1, 0, 1, 0], a non-zero L has to contain a non-zero vector
x of the form [m, 0, n, 0]T or [0,m, 0, n]T . If only one of m,n is non-zero,
Lemma 2 implies that L = C4. So, we need now only to consider m,n 6=
0. The two options for the location of the non-zero entries can be treated
similarly, and for the sake of definiteness we will assume that x = [m, 0, n, 0]T .
Applying H1 and then H2 we see that
[t1m,ω1m, t2n, ω2n]
T , [t1m, 0, t2n, 0]
T ∈ L. (5.2)
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If t1 6= t2, comparing the second vector from (5.2) with x we conclude that
e1 or e3 lies in L. We can thus invoke Lemma 2 again.
It remains to consider the case t1 = t2. The second inclusion in (5.2) is
then redundant while the first can be simplified to y = [0, ω1m, 0, ω2n]
T ∈ L.
Since L is also invariant under ImA =
[
vI −iI
iI −vI
]
, along with x, y it will
contain x˜ = [vm−in, 0, im−vn, 0]T and y˜ = [0, vω1m−iω2n, 0, iω1m−vω2n]T .
So, dimL ≥ Rank{x, x˜, y, y˜} = Rank ∆1 + Rank ∆2, where
∆1 =
[
m vm− in
n im− vn
]
, ∆2 =
[
ω1m ω1vm− iω2n
ω2n iω1m− ω2vn
]
.
But det ∆1 = i(m
2 + n2)− 2vmn and det ∆2 = i(ω21m2 + ω22n2)− 2ω1ω2vmn
cannot both equal zero unless ω1 = ω2. This, however, is precluded by non-
commutativity of P1 with P2. So, L is at least 3-dimensional, it therefore has
a non-trivial intersection with 2-dimensional L±, and yet another application
of Lemma 2 completes the proof.
6. Reciprocal matrices
To illustrate the applicability of Theorem 5, let us consider a so called
reciprocal 4-by-4 matrix. By definition this is a tridiagonal matrix with the
off-diagonal pairs of mutually inverse entries:
A =

0 a1 0 0
a−11 0 a2 0
0 a−12 0 a3
0 0 a−13 0
 . (6.1)
A diagonal unitary similarity can be used to change the argumets of aj in-
dependently, without any effect on W (A). So, without loss of generality it
suffices to consider matrices (6.1) with aj > 0 for all j = 1, 2, 3.
Formally speaking, reciprocal matrices are not of the type considered in
this paper. However, by a transpositional similarity (6.1) can be put in the
form (1.2) with α = β = 0 and
C =
[
a1 0
a−12 a3
]
, D =
[
a−11 a2
0 a−13
]
. (6.2)
This observation, combined with [6, Lemma 2.2], was used in K. Vazquez’s
Capstone project (under the supervision of one of the authors) to obtain the
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criterion for the matrix (6.1) to have an elliptical numerical range. A similar
result was obtained simultaneously and independently by N. Bebiano and
J. da Provide´ncia (private communication). Stated in terms of
Aj =
a2j + a
−2
j
2
(≥ 1), (6.3)
this criterion looks as follows:
A2 =
1 +
√
5
2
A1 +
1−√5
2
A3 or A2 =
1 +
√
5
2
A3 +
1−√5
2
A1,
and at least one of the inequalities in (6.3) is strict.
Here is what follows for reciprocal matrices (6.1) by applying Theorem 5
to A given by (1.2),(6.2) with α = β = 0.
Theorem 7. Let A be as in (6.1). Then W (A) is bi-elliptical if and only
if A1 = A3 > 1 (equivalently: a1 = a3 6= 1 or a1 = a−13 6= 1) and A2 = 1
(equivalently: a2 = 1).
Proof. With C and D given by (6.2), the matrix Z from (2.1) is simply
Z =
[
2 a2a3
a−12 a
−1
3 1
]
.
So, the eigenvalues z1, z2 of Z are (3±
√
5)/2, and by Lemma 1(i) with α = 0
the spectrum of A consists of the four point ±(1±√5)/2.
The only candidates for θ in the statement of Theorem 5 in our setting
are therefore integer multiples of pi.
With this choice of θ, the matrix e−iθC − eiθD∗ up to the sign equals
C −D∗ =
[
a1 − a−11 0
a−12 − a2 a3 − a−13
]
.
It is a scalar multiple of a unitary if and only if a−12 − a2 = 0 and a1− a−11 =
±(a3 − a−13 ). These are exactly the conditions A2 = 1, A1 = A3.
Finally, with a2 = 1 the matrix
(C −D∗)D =
[
1− a−21 a1 − a−11
0 1− a−23
]
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is normal if and only if a1 = 1 (equivalently: A1 = 1). This concludes the
proof of necessity.
To prove sufficiency, we just need to show that (5.1) holds with θ = 0.
To this end, observe that
det(ImA) =
1
16
|det(C −D∗)|2 = 1
16
(a1 − a−11 )2(a3 − a−13 )2 =
1
4
(A1 − 1)2,
and Im(A2) is unitarily similar to ImZ ⊕ ImZ so that s1,2 = ±(a3− a−13 )/2.
Consequently,
(s1 − s2)2 = (a3 − a−13 )2 = 2A3 − 2 = 2A1 − 2.
We see that (5.1) indeed holds if we pick σ1,2 ∈ σ(A) as say (1±
√
5)/2.
Figure 3: An example illustrating Theorem 7 with A2 = 1 and A1 = A3 = 3.
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