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Assessment of Quadratic Nonlinear
Cardiorespiratory Couplings During Tilt Table Test
by Means of Real Wavelet Biphase
Spyridon Kontaxis, Jesús Lázaro, Eduardo Gil, Pablo Laguna, Raquel Bailón
Abstract—Objective: In this paper a method for assessment
of Quadratic Phase Coupling (QPC) between respiration and
Heart Rate Variability (HRV) is presented. Methods: First, a
method for QPC detection is proposed named Real Wavelet
Biphase (RWB). Then, a method for QPC quantification is
proposed based on the Normalized Wavelet Biamplitude (NWB).
A simulation study has been conducted to test the reliability of
RWB to identify QPC, even in the presence of constant delays
between interacting oscillations, and to discriminate it from
Quadratic Phase Uncoupling. Significant QPC was assessed based
on surrogate data analysis. Then, quadratic cardiorespiratory
couplings were studied during a tilt table test protocol of 17
young healthy subjects. Results: Simulation study showed that
RWB is able to detect even weak QPC with delays in the range
of 0 − 2 s, which are usual in the Autonomic Nervous System
(ANS) control of heart rate. Results from the database revealed
a significant reduction (p<0.05) of NWB between respiration
and both low and high frequencies of HRV in head-up tilt
position compared to early supine. Conclusion: The proposed
technique detects and quantifies robustly QPC and is able to track
the coupling between respiration and various HRV components
during ANS changes. Significance: The proposed method can help
to assess alternations of nonlinear cardiorespiratory interactions
related to ANS dysfunction and physiological regulation of HRV
in cardiovascular diseases.
Index Terms—Cardiorespiratory coupling, heart rate variabil-
ity, respiration, wavelet bicoherence, wavelet biphase
I. INTRODUCTION
T
HE coupling of heart rate (HR) to the respiratory cycle
has been extensively studied as the heart period decreases
during inspiration and increases during expiration [1]. These
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rhythmical fluctuations in heart periods are known as respi-
ratory sinus arrhythmia (RSA) [2]. The RSA is mediated by
the parasympathetic nervous system via the vagus nerve [3]
and has been used as an index, although partially incomplete
[4], of cardiac vagal tone [5]. Heart rate variability (HRV)
has been proposed as a noninvasive indicator of autonomic
nervous system (ANS) regulation over the heart [6] and RSA
is usually reflected in high-frequency oscillations in the typical
frequency range (0.15−0.4 Hz) of normal adult respiration.
HRV is often considered to have a complex structure in-
volving various superimposed oscillations, nonlinearly related
to each other [7]. RSA may be influenced by respiratory pace-
maker oscillations in central nervous system, which occasion-
ally differ from actual breathing. The pacemaker hypothesis
posits that a kernel of neurons with nonlinear intrinsic bursting
properties are essential to generate synchronized rhythmic
activity, that is distributed to follower respiratory neurons [8],
[9]. Both pacemaker and actual respiration may produce heart
rate oscillations [10]. The central modulation of sympathetic
nerve activity by respiration, occurs due to coupling of pre-
sympathetic centers in the medulla oblongata with central
pattern generators of respiration [11], [12].
Anatomical studies have demonstrated that the generators
of cardiac and respiratory rhythm are located in the brainstem
and thus the interaction between cardiovascular and respiratory
systems is affected by the activity of higher brain regions
of central nervous system [13], [14]. In [15] causal rela-
tionships between cardiac, respiratory and brain oscillatory
processes were reported in rats, varying with the state of
anesthesia. Furthermore, it has been demonstrated that there
is no synchronization between both systems in coma or
heavily sedated subjects ventilated via a respirator. In these
situations, the cardiac and respiratory systems seemed to
be disconnected, resulting in cardiac oscillations of constant
frequency and no relationship between their phases [16]. A
variety of studies suggest that the cardiorespiratory system
exhibits nonlinear interactions between breathing and heart
rate [17]–[19]. Nonlinear nature between external stimuli and
heart period fluctuations can be attributed to the nonlinear
features of the sinoatrial (SA) node [20], among others.
Cardiorespiratory nonlinear interactions have been ad-
dressed by analyses including nonlinear prediction [21], en-
tropy [22], symbolization [23], phase synchronization [24]
and recurrence quantification analysis [25]. Information theory
has proven to be useful to evaluate directional interactions in
cardiorespiratory data [26] and it has been found that those
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interactions are mostly unidirectional from respiration to HRV
[27]. The tendency of unidirectional coupling from respiratory
to cardiovascular system has been found also in terms of
mutual predictability considering weak coupling between two
self-sustained oscillators from bivariate data [28], [29].
In [30] the respiratory and cardiac frequencies and phases
were used for evaluating the direct influence of respiration on
the heart. Assessing the cardiorespiratory coupling function
and its time evolution, the mechanism through which res-
piration influences the cardiac oscillations can be revealed.
Nonlinear properties of mechanisms which generate time
series via phase relations of their harmonic components can
be quantified using High Order Statistics (HOS) analysis
[31]. Phase information of characteristic frequencies is able
to characterize the nonlinear nature, e.g. quadratic or cubic,
of interacting oscillations. A variety of studies in HOS field
have been implemented to analyze the nonlinear properties of
HRV signals [32], [33]. In [17] and [34] a bispectral analysis
has been applied to cardiorespiratory data in order to analyze
the coupling mechanisms between respiratory and cardiac
systems. These techniques measure time-phase relationships
among interacting oscillations with quadratic nature.
Wavelets introduction in bispectrum field reduced time
averages to a minimum, allowing the application of HOS in
non-stationary biomedical signals [35]. A drawback of wavelet
bispectrum is that its value depends on both the degree of
phase coupling and the amplitude of interacting frequency
components. In the case of normalized wavelet bispectrum,
known as wavelet bicoherence (WB), the amplitude depen-
dence is removed [36]. It has been demonstrated that WB does
not reliably measure quadratic phase coupling (QPC), since
high bicoherence levels are present also when QPC is absent
[37]. Biphase Randomization Wavelet Bicoherence (BRWB),
a modification of WB proposed by Li et al. [38], dealt with
the problem of previous method. In the present study a novel
method named Real Wavelet Biphase (RWB), which takes
into account only phase information, is alternatively proposed,
overcoming the previous limitations, as well as simplifying the
computational complexity.
The aim of this study consists in QPC assessment between
respiration and HRV during a tilt table test in a robust and
reliable way. Reliability of RWB in QPC detection will be
proven in a simulation study even when constant delays
between components that might appear in real signals, are
present. Significant QPC will be assessed based on a surrogate
data analysis. Then, method’s ability to discriminate different
strengths of QPC from linear and, what we will later call
Quadratic Phase Uncoupling, will be tested. Robustness of
strength quantification will be proven for the Normalized
Wavelet Biamplitude (NWB), where the amplitude dependence
on the interacting oscillations has been mitigated.
The rest of the paper is organized as follows. In Section
II the definition of existing methods for QPC assessment
and their limitations are firstly described. Then, the proposed
methods for QPC detection and quantification are presented.
Subsequently, a strategy to study cardiorespiratory interactions
during ANS changes induced by tilt table test, as well as and
the materials used in this study are presented. A simulation
study is designed to evaluate the performance of algorithms.
Results are presented and discussed in Section III and Section
IV, respectively. Finally, conclusions of this work are given in
Section V.
II. METHODS FOR QPC DETECTION
QPC arises when oscillations interact through a Quadratic-
Linear (Q-L) system (Fig. 1). A simple nonlinearity introduces
new harmonics with higher-order frequency and phase corre-
lations which simply could not have been produced through
a linear transformation. This specific class of second-order
nonlinear interaction involves frequency triplets f1, f2, f1+f2,
where the sum of the phases at f1 (φ1) and f2 (φ2) is the phase
at frequency f1+f2 (i.e. φ1+φ2) [39]. This QPC is to be
distinguished from other two cases, the linear relation where
no component appears at f1+f2, and what we call Quadratic
Phase Uncoupling (QPU), where there are components at the
triplet f1, f2 and f1+f2 but the QPC relationship is not met.











Fig. 1. The block diagram of a Quadratic-Linear (Q-L) system and the
harmonics generated by 2 interacting oscillations (f1,f2).
A. Wavelet Bicoherence and Biphase Randomization Wavelet
Bicoherence
Bispectral analysis, which is used to analyze just one signal,
can be extended to study nonlinear relationships between
different signals x(t), y(t), z(t) introducing their Continuous
Wavelet Transform (CWT) coefficients Wx (f, τ), Wy (f, τ)
and Wz (f, τ), respectively. The wavelet cross-bispectrum
B (f1, f2) (WBS) consists of wavelet biamplitude (AB (f1, f2))
and wavelet biphase (ΦB (f1, f2)) which are given by [35]:
B (f1, f2) =
∫
T
Wx (f1, τ)Wy (f2, τ)W
∗




AW (f1, f2, τ) e
jΦW(f1,f2,τ)dτ
= AB (f1, f2) e
jΦB(f1,f2) (1)
where f12 = f1+f2. AW (f1, f2, τ) and ΦW (f1, f2, τ) are the
instantaneous wavelet biamplitude and biphase. The calcula-
tion is done after energy normalization and mean subtraction
and the coefficients are computed in the region Ω ∈ {f1+f2 ≤
fs/2} [35], fs being the sampling frequency. The integration
is done over a finite time interval T : τ0 ≤ τ ≤ τ1. CWT
coefficients of x(t) (likewise of y(t), z(t)) are given by:













= Ax (f, τ) ejφx(f,τ) (2)
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where ψ(t) is the mother wavelet translated by a factor τ
and scaled by a factor a, a= fc/f , wherein fc is the center
frequency of the mother wavelet (see (3)). Ax (f, τ) and
φx (f, τ) are the amplitude and phase of CWT, respectively.
In this study the complex Morlet wavelet is used, due to its






where σ is the variance parameter. The center frequency of
the wavelet fc is set to half the sampling rate (2 Hz in this
study); its bandwidth is controlled by the parameter σ, which
is set to 1 Hz in this study.
Let us consider the signal x(t)=Aej(2πfxt+φ) without any




in (2) we obtain:




































is the Fourier transform of the com-
plex mother wavelet ψ(t). Given x(t), y(t) and z(t), the
instantaneous wavelet biphase for a triplet of oscillations at
frequencies (f1, f2, f1+f2), based on the above, could be
written as:
ΦW(f1, f2, τ) =φx (f1, τ) + φy (f2, τ)− φz (f1 + f2, τ)
= 2πf1τ + 2πf2τ − 2π(f1+f2)τ
+ φ1 + φ2 − φ12 (5)
where φ1, φ2, φ12 are the initial phases of the components f1,
f2, f1+f2, respectively. When QPC is present φ12 = φ1 +φ2
(see Fig. 1) and thus ΦW(f1, f2, τ) = 0.
QPC detection based on WBS can be blurred by the second-
order properties of the signal [41]. Thus, the normalized WBS,






where the dependence of B (f1,f2) on the amplitude of








As a consequence, 0 ≤ b2 ≤ 1. However, QPC detec-
tion by WB in (6) still presents with some limitations
[37]. WB will be close to 1 when wavelet amplitudes
Ax (f1, τ), Ay (f2, τ) and Az (f1+f2, τ) are nonzero and
the wavelet biphase relationship ΦW (f1, f2, τ) is constant
across the integration time, which not necessarily implies
QPC. In fact, this is a QPU case where the presence of
oscillations triplets (f1, f2, f1+ f2) without quadratic phase
coupling (φz (f1+f2, τ) 6= φx (f1, τ) + φy (f2, τ)) will pro-
vide high WB values given the constant phase relation-
ships [42]. The QPC detection requires a zero biphase
(φz (f1+f2, τ) = φx (f1, τ)+φy (f2, τ)) [43].
Besides the classical WB, biphase randomization wavelet
bicoherence (BRWB) method has been proposed [38]. An
ensemble average biphase randomization algorithm was estab-
lished for bispectrum estimation by adding a biphase random-
ization term ejαkΦB(f1,f2) wherein the biphase is multiplied by
a random variable, αk, which is uniformly distributed within









where E[.] denotes an ensemble average operator for K
realizations, αk, of biphase randomized bispectra. After nor-







When the biphase ΦB (f1, f2) is close to 0, as in the case of
QPC, multiplying the biphase of each realization by a random
variable αk will keep the resulting biphase of (8) close to 0
so that a high bicoherence value will remain. A biphase not
close to 0 but still constant across the segments (QPU) would
generate a high bicoherence (b2(f1, f2)) without the presence
of QPC. However, when the biphase ΦB (f1, f2) is randomized
it results in a reduced bicoherence (b2
R
(f1, f2)) as a result of
expectation of a phasor moving in (−π, π] [38].
B. Real Wavelet Biphase (RWB)
In this study a QPC detector, based on wavelet biphase, is
proposed. It is suggested that the wavelet biphase carries the
information about the nature of quadratic coupling.
Our interest consists in the “phase locking” (zero biphase
i.e., ΦW (f1, f2, τ) = 0) that represents the perfect QPC,
while other values (positive or negative) correspond to the
deflection from it. When the frequency f1 + f2 is absent
(Linear case), φz (f1 + f2, τ) does not follow the changes
of the other phase components φx (f1, τ), φy (f2, τ) lead-
ing to an instantaneous wavelet biphase far away from a
constant zero value (“phase locking”). When there are two
components, with frequencies f1, f2 and phases φx (f1, τ),
φy (f2, τ) respectively, as well as an oscillation at frequency
f1 + f2 with phase φz (f1+f2, τ), QPC or QPU can be
present depending on the phases φz (f1 + f2, τ), φx (f1, τ)
and φy (f2, τ) along the time. If φz (f1 + f2, τ) is the sum
of the phases φx (f1, τ), φy (f2, τ) for the whole analyzed
interval, QPC is present since ΦW (f1, f2, τ)=0. In QPU this
specific phase relationship that leads to the “phase locking”
is absent. The phase φz (f1 + f2, τ) is not the sum of the
other phase components (ΦW (f1, f2, τ) 6= 0) but a different
value providing a non-zero instantaneous wavelet biphase that
represents the absence of higher order phase relationship.
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Based on the aforementioned approach, the mathematical
formula of (1) is simplified in terms of the complex argument





Real Wavelet Biphase is defined from the real part of (10)
with a time normalization term as:









cos (ΦW (f1, f2, τ)) dτ (11)
This simple computation is the mean cosine value of the
instantaneous wavelet biphase in the interval T and is bounded
between -1 and 1. Values close to 1 correspond to perfect QPC.
In order to compare the computed amount of QPC with the













where the lowest value of NTH (f1,f2) is given by the upper
bound of the statistical noise that the replacement of the
integrals by summations and the use of non-orthogonal mother










The detection of short-lived couplings demands the computa-
tion to be done in small intervals which, contrariwise, would
reduce the resolution, causing errors in phase estimation. For
a time-varying tracking of QPC the definition of instantaneous
bispectra is given by:































where CWT computation is done in a window of length T
centered at the desired time point t, while the integration
is carried out for the T
′
(< T ) central seconds. Then, the
definition of instantaneous WB (b2(f1, f2, t)), instantaneous
BRWB (b2
R




which allow the detection of couplings with at least duration
T
′
, can be done based on (14), (15) and (16). NTH (f1,f2, t)
can be defined for each time instant t and the values in
b2(f1, f2, t), b
2
R
(f1, f2, t) and b
2
Φ
(f1,f2, t) that do not exceed
it are set to zero. The final value of the time-varying threshold
NTH (f1,f2, t) will be defined based on surrogate data analysis
and will be explained in the next section.
C. Surrogate Data Analysis
To obtain a statistically significant estimation of QPC, a
surrogate method is employed. In [44], an approach was de-
scribed, which takes the Fourier transform of the original data
and then assigns a random phase to each frequency component,
resulting in time series with the same power spectrum as the
original data, but which are randomized in every other respect.
Regarding HOS-surrogates, the surrogate data will have the
same amplitude distribution (AW (f1, f2, τ)), as the original
data, but any temporal phase relationship (ΦW (f1, f2, τ)) that
may have been in the original data should be destroyed.
A phase-randomized bispectrum for surrogate analysis
(BS (f1, f2, t)) has been proposed by Scully et al. [45] replac-
ing the biphase at each time point in the analyzed interval (T
′
)
with a uniform random variable θ in U [−π : −θth, θth : π]:






AW (f1, f2, τ) e
jθ(τ)dτ (17)
Normalizing with BN (f1, f2, t) we obtain the Surrogate
Phase Randomized Bicoherence (SPRB):
b2
S
(f1, f2, t) =
|BS (f1, f2, t)|2
BN(f1, f2, t)
(18)
In [45] a specific threshold θth = 1 was used, while in our
study we will examine how different values of θth threshold
affect QPC detection not only in case of a perfect coupling but
also in case of QPC with a certain delay, as it will be explained
later. SPRB is determined for 100 realizations and the mean
plus 2 standard deviations is used as threshold NTH (f1,f2, t)
at each time point t [45], substituting the value of (13) only
when it is greater. Finally, the original values of b2(f1, f2, t),
b2
R
(f1, f2, t) and b
2
Φ
(f1, f2, t) greater than this threshold will
be preserved, otherwise are set to zero.
D. Quantification of Nonlinear Cardiorespiratory Coupling
The complex structure of HRV includes various oscillations
that might be nonlinearly related to respiration [7]–[12]. Our
hypothesis is that HRV signal might be formed as an output
of a quadratic nonlinear system:









wherein xL(t) is a low frequency (LF) oscillation, in the
range from 0.04 to 0.15 Hz, that represents a component
of sympathetic and parasympathetic activation and xR(t) is a
high frequency (HF) component, usually in the range from
0.15 to 0.4 Hz, related to the respiration (vagal activity)
that controls the HRV not only through a linear function but
also with nonlinear ones. Interactions of vagal-mediated and




might be a way to regulate heart rate and blood pressure, since
intrinsic cardiac nervous system integrates mechanosensitive
and chemosensitive neuron inputs with efferent information
from both the sympathetic and parasympathetic inputs from
the brain [46]. The coupling strengths εL and εR could be
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) with respect to respiration power (σ2
R
).
Based on the above definition, the most adequate RWB
approach to investigate cross-phase relationships and time-
variant nonlinear cardiorespiratory couplings is the instanta-
neous cross-RWB (b2
Φ
(f1,f2, t)). The signals x(t) and z(t) cor-
respond to HRV, while y(t) to respiration. Thus, ΦW (f1, f2, τ)
in (5) is modified as:
ΦW (f1, f2, τ) = φx (f1, τ)+φy (f2, τ)−φx (f1+f2, τ) (20)
Regarding any HRV analysis there is a limitation that should
be taken into account. The intrinsic sampling frequency of
HRV is given by the heart rate fHR. As a result, the maximum
frequency with physiological meaning, which can be analyzed
is defined as half the mean HR f1 + f2 < fHR/2 in the
analysis window [47]. This frequency is much lower than
fs/2 and so more restrictive than the presented in section
II.A. Spectral components above this frequency are due to
spectrum repetitions and thus, values in bi-frequency domain,
whose coordinates exceed fHR/2 were set to zero.
Feature Set: Respiratory frequency estimation is included
in HRV analysis redefining the HF band centered at respiratory
frequency [48], [49]. A quadratic phase coupling between
respiration and LF or HF HRV components will be identified
based on the respiratory rate information (fr(t)), which is
computed in each segment by:















Once the respiratory frequency has been identified, a fre-
quency range around the dominant rate in each time instant t is
defined as ΩR =[fr(t)−0.05 , fr(t)+0.05] Hz. For HRV signal,
two ranges are considered, ΩR for the RSA component at HF
band and ΩL =[0.04 , fr(t)−0.05] Hz, to take into account also
the sympathetic activity at LF band. Based on the previous
ranges, two regions are defined where QPC will be assessed,
ΩL,R : {f1∈ΩL , f2∈ΩR} and ΩR,R : {f1∈ΩR , f2∈ΩR}. Recall
from (20), f1 refers to HRV (x(t)) while f2 to respiration
(y(t)). Real respiratory signals (Fig. 2) may contain other
components besides the dominant one, which would generate
peaks in other regions in the bi-frequency domain, although
they are not considered in this study. The following parameters








where I ∈ { [L,R] , [R,R] } refers to the region ΩI where
the parameter was computed. If the region of interest is
the whole bi-frequency domain Ω then the subscript I is
omitted (CΦ(t)). The detection is done based on RWB method
(b2
Φ
(f1,f2, t)). For comparison purposes, QPC detection can















(t) are indexes of phase synchronization
since get lower values when there is a deviation from the
quadratic phase locking. However, as it will be shown later,
none of them can be used to quantify QPC strength.
TABLE I
FEATURES USED IN THIS STUDY
Feature Meaning
fr Mean rate of respiration signal (y(t))
ER,R Mean NWB between HRV, x(t), at frequencies
around fr and respiration, y(t) (ΩR,R)
EL,R Mean NWB between HRV, x(t), at frequencies
lower than fr and respiration, y(t) (ΩL,R)
TR,R Time percentage of QPC in ΩR,R
TL,R Time percentage of QPC in ΩL,R
Once the detection of QPC is performed based on
NTH (f1,f2, t) and is positive, i.e. C
Φ
I
(t) > 0, it makes sense
to quantify the coupling strength at the involving frequencies
f̂1, f̂2 (23). Note that these frequencies depend on t, but this
dependence has been omitted from the notation for simplicity.



































where the influence of the interacting oscillations amplitudes
through (Wx(f1, τ)) and (Wy(f2, τ)) on |B(f1, f2, t)| is re-
moved. NWB is influenced only by the coupling strength and
the nonlinear oscillations amplitude in HRV (|Wx(f1+f2,τ)|).
Moreover, if the phase is not maintained constant at the
integration interval, EI(t) will get lower values. Note that
QPC detection can be carried out through the normalized
domains b2(f1, f2, t), b
2
R
(f1, f2, t) or b
2
Φ
(f1,f2, t), while its
quantification is done always through WBS (B(f1, f2, t)).
The feature set, used in the present study and summarized
in Table I, consists of the following parameters: (i) the mean
respiratory rate (fr) and, for the regions of interest ΩL,R and
ΩR,R, (ii) the temporal average of NWB values (EI), and (iii)





Seventeen volunteers (age 28.5 ± 2.8 years, 11 males)
underwent a head-up tilt table test recorded at University of
Zaragoza. The protocol consisted of: 4 minutes in early supine
position (Te), 5 minutes head-up tilted to an angle of 70
o
(Th) and 4 minutes back to later supine position (Tl). The
standard 12-lead ECG and respiratory signals were recorded
using the BIOPAC MP 150 system with a sampling frequency
of 1 kHz and 125 Hz respectively. The respiratory signal
was recorded through a strain gauge transducer. HRV was
generated from the beat occurrence time series, detected on
lead V4 of the ECG, based on the integral pulse frequency
modulation (IPFM) model, which accounts for the presence
of ectopic beats [50] and sampled at a sampling frequency
(fs) of 4 Hz. The respiration signal was downsampled to 4





















































































(d) |Wy(f, t)| (e) |Wx(f, t)|
(c) b2Φ(f1,f2, t = 30s)
(f) |B(f1,f2, t = 30s)|
Fig. 2. (a) Respiration signal y(t), (b) HRV signal x(t), (c) Instantaneous cross-RWB (b2
Φ
(f1,f2, t)) for t = 30s, (d) CWT amplitude of y(t), (e) CWT
amplitude of x(t) and (f) Amplitude of instantaneous WBS (|B(f1,f2, t)|) for t = 30s. Bold dashed lines indicate the integration time interval T
′
=10s.
Hz. Both HRV and respiration were filtered, with a band-pass
filter (Butterworth 6th order with low/high cutoff frequencies
of 0.04 and 0.8 Hz, respectively).
F. Simulation Study
A simulation was carried out to evaluate the performance
of WB, BRWB and RWB in assessing QPC. It offers the
ability to investigate the correct detection of QPC and its
reliability in cases of linear and QPU. Based on the model
described in (19), the two principal components reenacting
the sympathetic (xL(t)) and parasympathetic (xR(t)) activity
would be represented with oscillations around the frequencies
fL=0.1 Hz and fR=0.25 Hz (a common respiratory frequency),
respectively.
To do that, two white gaussian noises are filtered using two
autoregressive models, which are designed locating at the polar
plane two conjugated poles at low frequency for sympathetic
activity (pL1 = 0.95e
j2πfL/fs , pL2 = p
L∗
1 ) and at high frequency
simulating RSA (pR1=0.95e
j2πfR/fs , pR2= p
R∗
1 ) [51]. The two
signals xL (t), xR (t) are normalized to have the same power
and the respiration signal is defined as y(t) = xR(t).
In earlier works [52], [53], it has been suggested that the
nonlinear phase coupling occurs when the systems are in phase
(QPC), or with a constant delay (QPCD). In order to study the
effect of a constant delay between components we propose a
modification of (19):
xD(t)=xL (t)+xR (t) +
εL
εL,R








where tL = φD/(2πfL), tR = φD/(2πfR) are the delay pa-
rameters, which are assumed for simplicity based on common
phase shift value φD. To simulate QPU, nonlinear components




xQPU(t)=xL (t)+xR (t) +
εL
εL,R




F -1{|FR,R (f)| ejφR,R}
(26)
where F -1 denotes the inverse Fourier transform, FL,R(f)
the Fourier Transform of xL (t)xR (t), FR,R(f) the Fourier
Transform of x2
R
(t), and φL,R, φR,R, two random variables
uniformly distributed within (−π, π]. As a result, the zero
biphase relationship of nonlinear components is destroyed but
their spectral properties remain.
The sampling frequency fs is 4 Hz to be comparable with
the fs of the real signals. In our approach we are interested in
the estimation of short-live couplings and thus, the integration
time will be set to T
′
= 10 s centered at the window of length
T =60 s for all the methods. In BRWB 100 realizations (K=
100) have been done for the randomized biphase procedure.
1) Reliability of QPC detection: The first simulation is an
attempt to ascertain the reliability of QPC detection (CΦ
I
(t))
considering the delay influence (φD) in (25) and to show how
the choice of θth affects the surrogate derived thresholds. Phase
deviations from the ideal quadratic ones will be simulated for
a low strength coupling (εL =εR =0.1). The purpose of this
analysis is to prove the ability of each algorithm to provide
information regarding the deflection from the specific coupling
named QPC in a controlled manner. The phase shift φD varies
from 0 to 1.57 rad with a step of 0.31 rad to simulate a
progressive deviation from the perfect “phase locking”, while
the threshold θth for surrogate data varies from 0 to 1.25
rad with a step of 0.25 rad. The simulation is repeated 100
times for each case and the median values are presented for
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TABLE II
THE PARAMETER SET OF TIME-VARYING QPC SIMULATION
Intervals (sec) Duration (sec) Coupling Parameters
0− 60 60 QPU εL =0, εR=0.5
60− 85 25 Linear εL =εR =0
85− 105 20 QPC εL=0, εR=0 → 0.5
105 − 125 20 QPC εL=0, εR=0.5 → 0
125 − 145 20 Linear εL =εR =0
145 − 170 25 QPC εL =0.25, εR=0
170 − 185 15 Linear εL =εR =0
185 − 215 30 QPC εL =0, εR=0.1
215 − 235 20 Linear εL =εR =0
235 − 280 45 QPC εL =0.5, εR=0
280 − 295 15 Linear εL =εR =0
295 − 335 40 QPCD εL =0, εR=0.5
335 − 370 35 Linear εL =εR =0
comparison. Results will be compared to the ones obtained by
WB and BRWB.
2) Robustness of QPC assessment: The second simulation
is an attempt, given the optimized threshold θth, to ascertain
the robustness of QPC quantification (EI(t)) under different
coupling strengths and in the presence of linear and QPU
relationships. Without considering any delay influence (φD =0)
(19), the linear case of cardiorespiratory couplings is simulated
selecting ε= εL = εR =0, while different level of QPC with
ε= εL = εR, which varies from 0.2 to 1 with a step of 0.2.
The same strength variations are considered for QPU, which
is obtained through (26). The simulation is repeated 100 times
and the median values are presented for comparison. Results
will be compared to the ones obtained by WB and BRWB.
3) Time-varying QPC tracking: This simulation has been
performed in order to investigate the ability of the proposed
method to detect and quantify dynamic QPC. First, the com-
ponents xL(t), yR(t) are generated and they will be present
during the whole simulation as the linear components of HRV.
Then within the duration of the signal there will be segments
of QPC (19), QPC with a constant delay (25) and QPU (26).
Table II describes the various durations and coupling strengths
of the different stages that compose the simulated signal.
Note that, in this simulation, one of εL or εR is set to 0 in
the coupling intervals in order to investigate RWB (CΦ(t))
accuracy to track down the coordinates of a single peak in the
whole bi-frequency domain Ω (not a specific subregion ΩI).
For instance, when εL =0, and εR 6=0 the expected maximum
value is b2
Φ
(fR, fR, t), while for εL 6=0 and εR =0 is b2Φ(fL, fR, t).
Furthermore, we simulated different QPC scenarios, where the
coupling strength was time-varying (85-125 s), constant (145-
170 s, 185-215 s, 235-280 s) or in presence of delay (295-
335 s). Time-varying coupling is denoted in Table II with an
arrow indicating a linear increase or decrease in the coupling
strength. For the remaining intervals, the first and last 5s of
theirs duration are also time-varying couplings phenomena
(linear increase/decrease until the desired coupling strength).
Regarding QPCD, φD is randomly distributed in [−1.2, 1.2] rad,
while for QPU, φL,R and φR,R are randomly distributed within
(−π, π] rad in each realization. The whole signal is analyzed
through overlapped windows of length T with a step factor
of 2 seconds. The simulation is repeated 100 times and the
median values of f̂1, f̂2, C
Φ(t) and E(t) are presented.
G. Statistical Analysis of Cardiorespiratory Coupling during
Tilt Table Test
The real signals are analyzed through overlapped windows
of length T = 60 s with a step factor of 2 s and integration
interval T
′
= 10 s and a statistical analysis is performed for the
feature set defined in Table I. In order to investigate changes
of cardiorespiratory couplings at head-up tilt Th with respect
to early supine Te and cardiorespiratory couplings at later
supine position Tl with respect to Te, two statistical tests were
carried out separately. A Student’s t-test or a Wilcoxon test was
implemented for each feature depending on the distribution of
the data, Gaussian or not, respectively. All statistical tests were
paired for each subject in each comparison (Th vs Te, Tl vs
Te) and statistical differences are considered when the null
hypothesis was rejected with significance level p < 0.05. In
order to avoid transition phenomena at the beginning and at
the end of Th stage, as well as to retain similar number of




1) Reliability of QPC detection: Fig. 3 shows the feasibility
of each method in QPC detection under a delay influence (φD)
and how the choice of θth in surrogate data analysis affects the
outcome. Phase deviations from the ideal quadratic ones lead
to reduced values for BRWB and RWB, while WB method
seems to ignore phase alternations and thus cannot be used to
estimate properly QPC. The frequency resolution is worse at
lower (ΩL,R) than at higher frequencies (ΩR,R) and consequently
the maximum phase shift, for which QPC is detected, is lower
for ΩL,R than for ΩR,R. When θth →π the phase randomization of
surrogate data is not effective, making impossible the detection
of a perfect QPC in ΩL,R.
Limiting the surrogate biphase away from 0 leads to a less
random evolution of the phase (θ(τ)), which could create
constant (non-zero) phase relationships in a small integration
interval T
′
. The surrogate threshold is a bicoherence value and
is sensitive to constant phase relationships [37]. When θth → π,
the upper values of surrogate threshold are high. Based on the
above, the optimum threshold (θth) for surrogate data which
allows the detection of QPC with the maximum possible delay,
is given for θth=0, as it can be seen Fig. 3.
2) Robustness of QPC assessment: Fig. 4 shows the robust-
ness of methods on QPC detection and its strength quantifica-
tion. BRWB (CR
I
) and the simplest computation of RWB (CΦ
I
)
can detect QPC and discriminate it from linear and QPU. On
the contrary, WB (CI) fails to discriminate between QPC and
QPU since high values are maintained in both cases. However,
none of the normalized domains is able to quantify the strength
of QPC, since all are insensitive to changes in ε, while the
parameter EI can be used to quantify the strength of QPC,
once that it has been detected. Lower values of EL,R (Fig. 4(c))
are due to lower frequency resolution which affects the phase
estimation at lower frequencies. Although EI underestimates
QPC strength, it is able to track its changes.
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Fig. 4. (a) Estimated coupling for QPU conditions at (a) ΩL,R, (b) ΩR,R,
estimated coupling for QPC conditions at (c) ΩL,R, (d) ΩR,R.
3) Time-varying QPC tracking: Fig. 5(a) shows a repre-
sentative example of a simulated HRV signal, whose various
frequency components and their evolution in time can be seen
in Fig. 5(b). RWB detector (CΦ(t)) gets low median values
for non-QPC waves (Linear, QPU) and could be used for QPC
tracking in weak couplings and even in the presence of a cer-
tain delay (QPCD) in the interacting components of HRV (Fig.
5(c)). As it can be appreciated in Fig. 5(d), the median values
of estimated bi-frequencies (f̂1, f̂2), which correspond to the





, are well detected and close
to the simulated ones (fL =0.1 Hz, fR =0.25 Hz). Regarding
QPC quantification, median E(t) (Fig. 5(e)) measurements
follow the changes of cardiorespiratory coupling across the
time. Note that some of the cross-coupling products between
sympathetic (f1 = 0.1 Hz) and parasympathetic branches
(f2 = 0.25 Hz) were located at frequencies close to the one
of linear components (f2−f1=0.15 Hz), which may explain
the underestimation of coupling strength in the intervals 145-
170 s and 235-280 s (Fig. 5(e)). Those intervals implicate
components of low frequencies in HRV (f1=0.1 Hz) where
the frequency resolution of the wavelet is lower.
B. Statistical Analysis of Cardiorespiratory Coupling during
Tilt Table Test
Fig. 6 illustrates the instantaneous QPC quantification for
one subject between LF and HF components of HRV and
the respiration signal. Row signals are also plotted on the





























































































Fig. 5. (a) Synthesized HRV signal x(t), (b) CWT of HRV , (c) Instantaneous cross-RWB QPC detection (CΦ(t)), (d) Estimated bi-frequencies (f̂1, f̂2),







































































Fig. 6. For a subject of tilt test database (a) Normalized QPC between HF of x(t) and y(t), (b) Normalized QPC between LF of x(t) and y(t), (c) Respiration





































(a) (b) (c) (d)
Fig. 7. Boxplots of the feature set together with the aliasing time. (a) Mean
NWB for all subregions, (b) Time percentage wherein QPC was present,
(c) Mean respiratory rate, (d) Time percentage of aliasing. The statistical
differences are marked with an asterisk (p<0.05).
right. Fig. 7 represents the results obtained for the whole
database including boxplots for all the subjects with the mean
NWB values for each stage (Fig. 7(a)), the corresponding
time percentages wherein QPC was present (Fig. 7(b)), the
mean respiratory rate (Fig. 7(c)) for each stage and the time
percentages TA (Fig. 7(d)), when aliasing (f1+f2>fHR/2) was
present. Statistical differences are marked with an asterisk. The
null hypothesis was rejected (p < 0.05) for the mean NWB
values (ER,R, EL,R) in tilt stage (Th vs Te), while for the rest
of features there were not statistical differences.
IV. DISCUSSION
Assessment of QPC between respiration and HRV could
provide valuable information regarding ANS regulation, apart
from RSA which is often used as an index of vagal control of
the heart [54], although partially incomplete. Our hypothesis is
that HRV is formed as the output of a quadratic-linear system
with input respiratory oscillations, among others.
In our work, reliability of QPC detection was evaluated
using a HOS-surrogate analysis. The feasibility of different
methods in QPC detection was tested, even in the presence
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of constant delay between the interacting oscillations (Fig. 3).
WB method seems to ignore phase alternations and thus cannot
be used to estimate properly QPC. In BRWB the maximum
phase shift for the nonlinear coupling xL (t− tL)xR (t− tR)
is φD ≈ 0.63 rad, which corresponds to delay parameters
tL ≈ 0.97 s, tR ≈ 0.39 s, while for RWB are tL ≈ 1.53
s and tR ≈ 0.61 s (φD ≈ 0.95 rad). Regarding nonlinear
interactions due to the vagal activity x2
R
(t− tR), in BRWB
the maximum delay is approximately tR ≈ 0.61 s (φD ≈ 0.95
rad), while a better performance, tR ≈ 0.77 s (φD ≈ 1.26
rad), is achieved with RWB. These values are in accordance
with physiological responses reported in the literature. For
example, the response time of a single efferent vagal impulse
on the sinus node is very short and affects only 1 or 2
heartbeats after its onset [46]. Considering a vagal arterial
baroreflex mechanism, the latencies between systolic pressure
fluctuations and R-R intervals at low frequencies are up to 2.0
s, while average latencies between systolic pressures and R-R
intervals at respiratory frequencies are much less (<0.5 s) [55].
Delay values in those ranges have been used in the literature
for modeling a transfer function between instantaneous vagal
firing rate and the heart rate [56].
The simplest computation of RWB can be used to detect
QPC even for weak couplings and constant delays between
interacting oscillations, while the proposed NWB is able to
track changes in coupling strength (Fig. 4). In this study
the complex Morlet wavelet was used, but either different
mother wavelets could be used optimizing their parameters
to achieve better frequency resolution, or improved estimation
of phase and frequency extraction can be obtained through
the synchrosqueezed wavelet transform [30]. Moreover, in a
time-varying QPC scenario (Fig. 5), RWB and NWB showed
a robust performance. The simulation was carried out in a
control manner wherein the same power of linear oscillations
(sympathetic and parasympathetic branches) maintain across
time and continuous changes on cardiorespiratory coupling
strength and delays between components were induced. The
usage of RWB was essential for a correct identification of
those bi-frequencies with significant QPC level, discriminating
them from QPU and linear, while NWB for quantification of
time-varying, constant or in presence of delay QPC strength.
The proposed methods were used to study cardiorespiratory
nonlinear interactions during ANS changes induced by a tilt
table test. NWB (Fig. 7(a)) was significantly reduced in head-
up tilt position Th with respect to early supine Te for both
regions ΩR,R and ΩL,R (p<0.05). Gil et al. [57] reported for the
same database that during tilt, the power content in the HF
band of HRV did not present any significant change, while
the power content in the LF band was significantly higher. The
reduction of nonlinear coupling strength between the dominant
respiratory and RSA component of HRV (ER,R) could be due to
a possible vagal withdrawal as previous methods have shown
[58], while changes at EL,R may occur by reciprocal mod-
ulation of sympathetic and parasympathetic-related rhythms,
which have already been seen on the discharge of central
neurons and in peripheral neural outflows [59]. Furthermore,
the feedback from pulmonary stretch receptors and direct
respiratory-related changes in venous return during head-tilt
position could evoke respiratory related fluctuations in HRV,
probably through nonlinear processes [60]. Our findings based
on NWB provide complementary information to the work
Orini et al. [61], who reported for the same database, the ab-
sence of linear cardiorespiratory coupling reduction during Th.
Among the other studied parameters, the mean respiratory rate
fr (Fig. 7(c)) did not change significantly during the protocol
phases while in Fig. 7(b), it can be seen that QPC in ΩR,R
was present for a larger time percentage than ΩL,R. However,
the changes at their durations were not found significantly
different between stages.
In this study two main contributions, not yet addressed in
previous studies on bispectral analysis, are included. First,
RWB is introduced simplifying the computation load associ-
ated to BRWB, when implementing the phase randomization
procedure. In addition, RWB results are more robust than
BRWB in the presence of delays between the interacting
components under analysis. Finally, a new metric named NWB
is introduced, which after detecting the presence of QPC,
quantifies its strength. NWB showed to be the most significant
feature for distinguishing stages with different ANS regulation
during a tilt table test protocol.
One limitation of this study is the exclusion of those peaks
where f1+f2 was higher than half of mean HR. Thus, the
time with no QPC can be attributed to real lack of QPC
or to the fact that the coupling is not measurable due to
aliasing. In our study the median value of the time percentage
where aliasing was present (TA) is zero for all the stages
(Fig. 7(d)). In some subjects in late supine (Tl), the heart
rhythm slows but the respiratory rate is maintained high and
thus the time percentage of aliasing is much higher. The
percentages of the subjects without any presence of aliasing
at each of the protocol stages Te, Th, Tl were 65%, 82.5%,
59%, respectively. Generally, the methods presented in this
paper are suited for assessment of quadratic nonlinearities and
could be easily extended to other higher order statistics (cubic)
but cannot be used to detect other general forms of nonlinear
couplings [26], [30], [58].
V. CONCLUSION
A new proposal, namely Real Wavelet Biphase (RWB), in
combination with a surrogate data analysis, has been presented
for identification of quadratic nonlinear interactions between
respiration and HRV signals. The coupling strength of these
interactions is quantified based on the Normalized Wavelet
Biamplitude (NWB). A variety of simulations were performed
to prove RWB reliability and robustness to discriminate
Quadratic Phase Coupling, even in the presence of constant
delay between interacting oscillations, from Quadratic Phase
Uncoupling and Linear relationships. To study cardiorespira-
tory interactions during a tilt table test, QPC was detected
first by the proposed RWB and its strength was quantified
based on NWB. Results from the database showed that a tilt
test maneuver may lead to changes of quadratic nonlinear
interactions of Autonomic Nervous System, since a significant
reduction (p<0.05) of NWB was found during the tilted phase
compared to the previous phase in supine position.
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