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“The true life cycle cost of operating and maintaining a powerplant includes the penalties
incurred during starts, stops, and cycling operation – the ’wear and tear’ on equipment that
degrades efficiencies, increases forced–outage rates, and swells maintenance budgets.”
[S. A. Lefton, P. M. Besuner, G. P. Grimsrud]

Summary
With the rapid growth of Renewable Energy Sources (RES) in the power generation mix
in accordance with the German energy transition policy (‘Energiewende’), fewer baseload
coal power plants will be required. Future power generation will be supplied through de-
centralized power utilities such as off-shore wind parks and also through high operational
flexibility of existing conventional coal power units. High operational flexibility means
conventional power plants have to increase cyclic operations to cope with feed-ins from
variable Renewable Energy Sources (v-RES) such as wind and solar.
Unlike medium and peak load power plants that can react quickly to load changes and
power ramps, baseload power plants are not suited for such operations. Important tech-
nical requirements for flexible operation include among others; frequent start-ups and
shut-downs, a minimum downtime, shorter startup time and short operational periods.
Baseload coal power plants however do not meet these requirements.
This increased cyclic mode of operation can have severe impacts on vital power plant
components such as superheater and reheater tubes resulting in high temperature cyclic
oxidation/corrosion especially because these plants were not designed for frequent cyclic
operations. To optimize plant operations, minimize material damage and reduce opera-
tional and maintenance cost, it is therefore important to understand the oxidation and
corrosion risk to plants materials associated with this flexible mode of operation.
In this context, thermochemical modeling in FactSage 6.4TM as well as experimental inves-
tigations were carried out. For the experimental investigations, five commercial coal boiler
superheater and reheater materials, namely T91, VM12-SHC, TP347-HFG, DMV304 HCu
and DMV310 N were exposed for 1000 hours under discontinuous isothermal oxidation
conditions and 1000 hours thermo–cyclic oxidation conditions at a metal surface temper-
ature of 650 °C. The synthetic corrosive flue gas consisted of a mixture of CO2, O2, SO2,
N2 and H2O. The test material samples were partly covered in fly ash to investigate the
effect ash deposits on the corrosion and oxidation behavior of the test materials. After ex-
posure metallographic analysis (LOM and SEM–EDS) were carried out to study the oxide
morphology and micro–structural properties of the materials.
The oxidation kinetics (weight change) results showed significant oxide growth rates
(weight gain) under cyclic oxidation conditions especially in the martensitic alloys – T91,
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VM12-SHC. Furthermore, metallographic analysis revealed severe oxide spallation in
the ash covered sections of these alloys. The austenitic materials (TP374-HFG, DMV310
N) with the exception of DMV304 HCu showed good oxidation behavior with minimal
oxide growth both under isothermal and thermal cyclic conditions. However, severe
grain boundary attack and internal sulphidation were found in these alloys. DMV310 N
showed the best corrosion and oxidation performance. The thermochemical modeling
calculations supported the experimental results.
Keywords: Flexible generation; Cycling; High temperature corrosion; Oxidation; Thermo-
chemical modeling
Kurzfassung
Bedingt durch die Zunahme der erneuerbaren Energien im Rahmen der Energiewende
sind zunehmend weniger Großkraftwerke erforderlich. Zukünftig erfolgt die Bereitstel-
lung der elektrischen Energie durch dezentrale Energieerzeuger, wie Offshore-Windparks,
Solar-Parks sowie die in der Flexibilität gesteigerten konventionellen Kraftwerke. An ein
konventionelles Kohlekraftwerk besteht zukünftig der Anspruch einer möglichst flexiblen
Fahrweise und die Herausforderung, den bisherigen Dauerbetrieb unter Volllast auf einen
Teilbetrieb mit wenigen Betriebsstunden unter Teillast absenken zu können.
Für die nötige flexible Fahrweise sind, neben anderen Faktoren, eine kurze Anfahrdauer,
kurze Einsatzzeiten, hochfrequente An- und Abfahrzyklen sowie minimale Stillstandzeiten
sehr wichtige Kriterien, um die Betriebsweise dem schwankenden Bedarf optimal angle-
ichen zu können. Diese Kriterien können bisher jedoch nur von Mittel- und Spitzen-
lastkraftwerken erfüllt werden. Durch die zunehmende Schwankungsbreite der Ein-
speisung von elektrischer Energie, in Folge des Ausbaus regenerativer Energieerzeugung
und dem Abbau von Grundlastkraftwerken, sind zunehmend auch die verbleibenden
Grundlastkraftwerke auf eine flexible Fahrweise angewiesen.
Diese Betriebsweise führt in kohlebefeuerten Grundlastkraftwerken zur drastischen
Verkürzung der Betriebszeiten durch schneller stattfindende Materialschädigungen, wie
beispielsweise Hochtemperaturkorrosion und -oxidation. Um solche Anlagen bei Re-
duzierung der Betriebskosten für eine flexiblere Fahrweise zu optimieren, ist es notwendig
das Korrosionsverhalten der Dampferzeugerwerkstoffe genauer zu untersuchen.
Im Rahmen dieser Arbeit wurden sowohl thermochemische Modellierungen in
FactSageTM 6.4 als auch experimentelle Untersuchungen durchgeführt. Für die exper-
imentellen Untersuchungen wurden fünf kommerzielle Stähle für den Einsatz in Über-
hitzern und Zwischenüberhitzern ausgewählt (TP91, VM12-SHC, TP347-HFG, DMV304
HCu und DMV310 N). Diese wurden jeweils für 1000 Stunden unter isothermen sowie
thermozyklischen Oxidationsbedingungen bei einer Temperatur von 650°C dem synthetis-
chen Rauchgas ausgesetzt. Das korrosive Rauchgas bestand aus einer Mischung von CO2,
O2, SO2, N2 und H2O. Die Materialproben wurden zum Teil mit Flugasche bedeckt, um
die Auswirkungen der Ascheablagerungen auf das Korrosions- und Oxidationsverhalten
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der Werkstoffe zu untersuchen. Die korrodierten Proben wurden licht- und rastereletro-
nenmikroskopisch analysiert (LiMi und REM-EDX). Bei der Charakterisierung von Oxid-
schicht und Material wurden neben den morphologischen auch die mikrostrukturellen
Eigenschaften untersucht.
Bezüglich der Oxidationskinetik (Gewichtsänderungen) zeigten insbesondere die marten-
sitischen Stähle (T91, VM12-SHC) unter thermozyklischen Bedingungen signifikante
Oxidwachstumsraten (Gewichtszunahmen). Darüber hinaus konnten metallographische
Analysen Oxidschichtabplatzungen in den mit Asche bedeckten Bereichen nachweisen.
Hingegen wiesen die austenitischen Stähle (TP347-HFG, DMV310 N), mit Ausnahme von
DMV304 HCu, sowohl unter isothermen als auch unter thermozyklischen Bedingungen ein
gutes Oxidationsverhalten mit minimalem Oxidschichtwachstum auf. Dennoch konnten
Korngrenzenangriffe sowie innere Sulfidbildungen in diesen Legierungen beobachtet wer-
den. Von allen Stählen wies DMV310 N den höchsten Widerstand gegenüber Korrosion
und Oxidation auf. Die thermochemische Modellierung bestätigte die experimentellen
Ergebnisse.
Schlagwörter: Flexible Kraftwerke; Lastwechsel; Hochtemperaturkorrosion; Oxidation;
Thermochemische Modellierung
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1. Introduction
1.1. Background and Motivation
The goal to reduce energy-related carbon dioxide emissions mainly from fossil fuel com-
bustion has created several challenges for the energy sector worldwide [1]. One of the
most important challenges is the integration of renewable energy sources into the power
grid and optimizing supply to meet the ever-increasing demand for electricity, heat and
transport fuel [2–4]. In the future, there will be an increase in the deployment of inter-
mittent, that is irregular, unpredictable, fluctuating or non-reliable variable Renewable
Energy Sources (v-RES) generation from wind and solar power [5, 6]. In Germany, for
example, the energy system is in the process of transforming from a nuclear and coal-
based system to a more sustainable renewable-based system (an energy policy known as
the “Energiewende”, cf. Section 1.2).
Although renewable energy sources RES hold promising benefits for the future to meet
the growing energy demand in a more environmentally sound way, it is however required
that dispatchable (reliable) power generation units that can be regulated (like baseload
coal and nuclear power plants) operate in a highly flexible manner to allow for the smooth
integration of variable power into the power grid [2, 3, 5, 6]. High-operational flexibility
is therefore a very important prerequisite for coping with intermittent power supply.
High operational flexibility for conventional generating units means an increase in several
modes of flexible (cyclic) operation such as increase in load following operations, reduc-
ing output to allow for feed-ins from wind or solar, a minimum downtime, two-shifting1,
frequent unit starts (hot, warm, and cold), increased load and thermal power ramp rates,
weekend shutdowns, and long-term plant layup [6,7].
It is worth mentioning that, cycling is not entirely new to power plants, because demand
has always been variable and therefore power units have always been required to cycle.
This ’new’ mode of cycling, especially in the last few years however requires baseload units
to operate beyond their nominal design limits. The power ramps and increased thermal
cycles are a completely new mode of operating which is not due to changes in demand,
1Two-shifting is the mode of operation where the plant is started up during the day and shut down at night
(cf. Appendix C)
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as opposed to the conventional variable power in response to changes in demand that the
units are used to (see Section 2.2) [7–10].
Cycling can have severe irreparable effects on the materials of the vital high-temperature
boiler components such as superheater and reheater tubes due to increased temperature
transients in the materials [7, 9, 10]. As coal-fired power plants increasingly operate in
cycling modes it is essential to understand the corrosion and oxidation risk on the materials
of boiler components that are related to increased cycling so as to be able to minimize
component damage and reduce operational and maintenance costs. The present study
attempts to investigate the impact of increased flexibility (cycling) on coal-based boiler
superheater and reheater materials. In Section 1.2 a brief description is given on the
German Energiewende and the technical difficulties involved – the impact it can have on
conventional baseload power generation units.
1.2. Technical challenges of the Energiewende
The German Energiewende – energy transition or turn around, is a regulatory framework to
transform Germany’s energy system from a nuclear and coal-based system into a RES-based
system [11–13]. In June 2011 the government of Germany decided to completely phase
out nuclear power by 2022 following the Fukushima disaster and at the same time also
planned to significantly increasing power generation from renewables [6,11,12,14,15]. It
is however, worth mentioning that the Energiewende did not start in 2011. It can be traced
as far back as in the 1970’s as the result of an anti-nuclear movement (1976) and the
search for alternatives during that era [3,14]. The share of gross electricity consumption
from RES has since then increased significantly particularly over the last decade, see Fig-
ure 1.1. As of 2014, power from renewables accounted for 25.7% (more than one quarter)
of gross electric power generation meanwhile brown coal (lignite) and hard coal summed
up to 34.3% with natural gas and nuclear accounting for 9.6% and 15.5% respectively, see
Figure 1.22 [16–18]. Also, the German Transmission System Operators (TSO) estimated
in 2012 that the shares of onshore and offshore wind will increase to about 45% and PV to
about 10% by 2032. Renewable energy shares are expected to rise even further to about
80% by 2050, see Figure 1.3 and Table 1.1 [3,12,15,19,20].
Today, power generated from RES serves as a kind of baseload and priority is given to re-
newables over power generated from conventional sources. Nevertheless, unlike baseload
power from dispatchable conventional sources, baseload power from variable renewables
(wind and solar power) fluctuates and depends highly on the current state of the weather
– windy days or longer periods of sunshine [17,22]. This makes it difficult to be able to ac-
tually predict when power from variable renewable sources which is available at any given
2Also see Figure B.2
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Figure 1.3.: Renewable energy share in Germany past and future targets of the German
government [20]
time and therefore making v-RES less suitable for grid control and stabilization. This im-
plies that conventional baseload power plants will have to compensate for the variability
of wind and solar power (for instance, on a windless or cloudy day) through load cycling
operations. Nowadays, this mode of operation is required of all power plants not only mid
and peak load plants which are traditionally designed for load cycling operations, but also
conventional baseload plants [16,19,22,23].
Table 1.1.: Development of RES in Germany, [24]
Installed capacities (GW)
RES Integration
2010 2020 2030 2040 2050
Hydro (without PSH) 4.8 5.1 5.2 5.2 5.2
Wind onshore 26.8 32.9 35.9 38.0 39.0
Wind offshore 0.2 9.0 23.8 33.5 37.0
Biomass 5.3 7.9 8.5 8.7 8.7
Photovoltaic 10.0 42.0 60.0 70.0 75.0
Geothermal 0.0 0.3 1.0 2.3 5.3
RES direct import 0.0 0.7 7.7 15.8 20.8
RES total 47.1 97.9 142.1 173.5 191.0
The objective of the Energiewende to replace coal and nuclear power with renewables is a
promising but challenging process for several reasons. As already mentioned Section 1.1
above, nuclear and coal power plants operate as baseload plants throughout the year, that
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is they operate for longer periods without interruptions and are only shut down during
maintenance. This makes them inflexible and unsuitable for cycling unlike mid and peak
load plants such as hard coal and natural gas plants which are flexible [20].
The reasons for conventional baseload inflexibility include lower operating costs, their
large unit sizes and material-related problems. Load following operations or power ramps
increases thermal stress or creep strains which can reduce the life expectancy of the ma-
terial [20, 25, 26]. Cycling baseload power plants might also lead to safety issues from
increased human errors, low efficiency as well as negative environmental effects [20].
Furthermore, the start up time from a cold state (cold start) for baseload plants can take
several hours and even days to reach full load, see Table 1.2. Therefore, load following
operations can be very slow which again makes baseload plants unsuitable for cycling [20,
27]. However, according to Deutsche Energie Agentur (German Energy Agency) (dena)
[19], increased flexibility of conventional power plants can be achieved through retrofits
of existing plants or the construction of new, highly flexible power plants.
Table 1.2.: A comparison of coal and gas power plants, [27]
Coal power plant Gas power plant
Brown coal Hard coal (combined cycle)
Electrical efficiency in [%]
actual 43 46 58
future 50 50 60
Start-up duration in [h]
cold start 4 2 – 3
warm start 2 – 3 1 – 1.5
hot start 1 – 2 0.5 – 1
Load rate of change, [%NPa
per min.]
2 – 5 3 – 5 7
Minimum load, [%NP]
existing plants 40 – 50 35 – 40 30 – 50
new plants 25 25 20 – 40
aNP =nominal power, cf. Appendix C
1.3. Problem Statement
As already discussed in Section 1.1 above, the rapid growth of renewable energy sources
in the generation mix require conventional power plant to operate on a more flexible basis
(cyclic mode) to compensate for the variable supply from wind and solar power. Older
plants traditionally designed for baseload operations are required to adjust to increased
cycling. Furthermore, fewer baseload plants will be needed for the future as they are being
replaced by more modern and more flexible ones [28, 29]. Also, as already mentioned
in Section 1.2 there are several technical difficulties associated with the increase of RES
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especially from variable renewables such as wind and solar power into the generation mix.
Increased flexibility means baseload power plants will have to increase the number of load
following operations, part load operations, numerous starts and stop, reduce minimal,
shorter periods offline, longer plants layups and ramping up and down. These mode of
operations which are new for conventional plants can greatly affect or reduce the estimated
life of the plants from material damage of important plant components (cf. Section 2.2).
Material problems that can result from increase cyclic operation include creep-fatigue dam-
age, fireside corrosion of superheater and reheater tubings as well as membrane waterwall
tubings, stress cracking corrosion among others. Furthermore, an increased rate in cycling
operation on high-temperature components of existing plants can lead to an increase in
wear-and-tear of the materials through fouling and slagging from the action of coal de-
posits on the materials (see Section 2.4.4). All these lead to a decrease in thermal efficiency
and an increase in operating costs from repeated unit starts making it less profitable for
these plants to stay in business.
Most studies on the impact of RES on conventional baseload plants often tend to neglect
the material degradation aspects from corrosion and oxidation. Therefore, extensive re-
search is needed in this area. As baseload coal-fired power plants increasingly operate in
cycling modes it is important to understand the consequences of increased cycling on vital
plant components such as superheaters and reheaters to minimize component damage and
reduce operational and maintenance costs [7,9,10].
1.4. Study Approach
The goal of the present study is to investigate the corrosion and cyclic oxidation effects on
coal-fired power plant materials which may arise from increased cycling. For this purpose,
five commercial coal boiler superheater materials, namely: T91, VM12-SHC, TP347-HFG,
DMV304 HCu and DMV310 N were selected for investigation. The materials were exposed
to a model corrosive flue gas atmosphere under well controlled isothermal and cyclic ox-
idation conditions for 1000 h each at 650 °C. The corrosive gas used was a synthetic flue
gas mixture consisting of CO2, O2, SO2 at 500 ppmv, N2 and H2O. The materials were also
partly covered in coal boiler fly ash to investigated the impact it has on oxidation.
The weight change of the materials were measured at different time intervals to obtain
information on the oxide scale growth and spallation. The results were fitted with kinetic
modeling results from COSP – a Windows-based kinetic modeling software package to
predict oxidation and spallation. The materials were analyzed metallographically using
Light (Optical) Microscopy (LOM) and Scanning Electron Microscopy (SEM) together with
Energy Dispersed X-Ray Spectroscopy (EDS), for scale morphology, oxide scale thickness
and corrosion products.
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Thermo-chemical computer-aided calculations were also performed to better understand
the oxidation behavior of the test materials. The thermo-chemical software package
FactSageTM version 6.4 – an Integrated Thermodynamic Database System (ITDS) with a
compound (pure substances) database and a solution database (oxides, salts, metallic al-
loys etc.) was used to study the reaction of the synthetic flue gas and the fly ash with the
tested alloys. In the next section (Section 1.4) the study approach and structure of the this
study are outlined.
Figure 1.4 illustrates the structure of the current study which is divided into seven chapters.
In Chapter 1 the reader is introduced to the problem and the goals and objectives of the
study are presented. A critical review of available literature on high temperature cyclic
oxidation and corrosion is given in Chapter 2. Thermo-chemical modeling calculations of
flue gas corrosion are presented in Chapter 3. Chapter 4 provides the experimental work
on isothermal and cyclic oxidation carried out in this study and the oxidation results are
presented in Chapter 5 together with kinetic modeling results. In Chapter 6 the results
obtained from the entire study are discussed while Chapter 7 gives a summary as well as
suggestions and prospects for future studies.
Experimental Studies Thermodynamic Modeling
– Isothermal Test (1000 h)
– Cyclic Oxidation Test (1000 h)
– Metallographic Analysis (SEM)
– Gas Phase Equilibria
– Alloy Phase Mappings, etc.
– Comparison of Results with
Experiments
Phase I
Phase II
Phase I
Phase II
Evaluation of cyclic oxidation and corrosion
of superheater and reheater materials
C
yc
lic
O
xi
da
tio
n
S
tu
dy
Figure 1.4.: Study approach

2. Literature Review
2.1. State of the Art
As already discussed in Section 1.1, one of the main challenges facing energy systems
worldwide is coping with the rapid growth of renewables in the generation mix. The
main problem for conventional baseload power plants is that they are required to increase
cycling which is different from the traditional mode of operation. This means load fol-
lowing operations, power ramps within short time intervals during periods of low wind or
no sunshine and reducing generation at other times when there is a rise in wind power
generation.
This trend is projected to continue and increase even further in the future. For example,
in Germany, flexibility (i.e. dealing with power ramps within a few hours) was expected
to increase from 30 GW of flexibility in 2009 to about 50 GW by 2020. This means more
flexibility (20 GW) is required in the future. It is therefore necessary to look for ways of
dealing with the increased load ramps [5]. At the moment the flexibility of coal power
plants is estimated at about 2 GW for brown coal (lignite) and 1.5 GW for hard coal (in-
cluding Combined Heat and Power (CHP)) plants at an installed capacity of 22 GW and
30 GW respectively. This means only about 5% of the installed capacities of both brown
coal and hard coal can be used for flexibility operations corresponding to load gradient of
2 – 3 % per minute [5].
Renewable Energy Sources (RES) and especially variable Renewable Energy Sources
(v-RES) such wind and solar power differ greatly from conventional baseload power in
several aspects. Baseload power plants are dispatchable meaning they can be regulated,
meanwhile variable energy sources are non-dispatchable and their hourly generation fluc-
tuates or varies greatly, depending on the current state of the weather (windy or sunny)
and the time of the day. Therefore, an increase of variable power in the generation mix
can greatly affect the residual load1 which could lead to brief situations where there is a
surplus of variable power but at the same there is also a shortage in power. As a result,
the integration of variable energies must take into account others important aspects such
1Residual load is the difference between actual power demand and feed-in from variable sources such as
wind and solar [17]. cf. Appendix C
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as energy storage systems, highly flexible thermal power plants as backups, expansion of
the network among others [15].
Figure 2.1 shows a common load cycling operation of a conventional coal-based power
unit with variable feed-ins from wind and PV, for the 16th of March 2012 [16]. As can be
seen on the diagram this was a day with intense sunshine. Feed-in from PV increased from
between 08:00 AM and 01:00 PM with about 16 GW and then started to drop between
02:00 PM and 06:00 PM.
Coal and gas power plants had to be ramped-up to cover for the high demand in the
morning periods and then ramped-down during midday to give way for the temporary
feed-ins from solar and to be able to also cover evening periods when demand is high
again with full load operations. Thus, the coal and gas plants were briefly switched to
partial load operations. This way separate grids are not needed for each feed-in [16].
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Figure 2.1.: Flexible operation with RES integration [16]
2.2. Cycling of generating units
Cycling is defined as a variety of operations which alters a plant’s output. These include
among others start ups and shut downs, ramping up or down and part load operations [9,
30,31]. Cycling can also be referred to as sudden changes (i.e. an increase or a decrease)
in the generation output of a plant. There are several reasons for cycling in power plants
and these may be for servicing or maintenance, component failure, rapid load size changes
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or more recently allowing for variable renewable generation. As already mentioned, the
integration of intermittent v-RES into the power grid requires the increased cycling of both
coal-based and natural gas units to make way for wind and solar power [28,32,33]. Mid
and peak load power units such as gas turbines (natural gas combustion) and Combined
Cycle Plants (CCP) are specifically designed for cycling operations. Baseload power units
are less responsive to load changes than their load-cycling counterparts [5, 23, 34]. The
minimum load for lignite and hard coal power plants is around 40 – 50% of the plants
nominal output2, but newer or refurbished plants can have as low as 25 – 30% of nominal
output [5].
As mentioned previously in Section 1.1, cycling is not new to power plants. Demand has
always been variable and power system operators have always in the past been forced
to vary generation to meet a highly predictable consumer demand on a daily, weekly or
seasonal basis. Over the years, three different generators with different modes of operation
were designed to balance electrical power output with consumer demand; these include:
baseload, mid load (load-cycling) and peak load (also for load cycling). Baseload plants
are traditionally large units that operate regularly at almost maximum power output, and
are shut down a few times in a year during maintenance. This enables them to run for
comparably longer periods without failure or equipment loss. Load cycling (mid load and
peak load) plants on the other hand are specifically used as system reserves and they
normally operate during periods of high demand to balance power output with consumer
demand. Usually, brown coal (lignite) plants and nuclear power plants operate as baseload
plants [20,26].
Formerly, in a centralized power system, baseload plants operated only within their techni-
cal design limits throughout their lifetime with only brief periods of load cycling, peaking
or use as system reserves before they were decommissioned. Nowadays, in a decentral-
ized power system and also with the rapid increase of v-RES from solar and wind power,
there has been a sudden change in the way baseload plants are required to operate. Power
fluctuations are not only demand-driven as it previously was (determined by consumers)
but also generation-driven which is determined by the availability of power from variable
renewable sources [5]. The demand-driven fluctuation was more or less well defined, but
variable power fluctuations are completely unpredictable. These kind of power fluctua-
tions are completely new to conventional plants. Therefore, baseload load plants have to
compete with medium and peak load cycling plants by increasing cycling operations (off-
design operations) in order to maintain the price at which they sell power instead of oper-
ating within their design limits. Furthermore, feed-in priority is given to variable sources
which forces conventional power plants out of merit. As a result, baseload plants have to
increasingly operate in cycling modes which cause severe repercussions such as rapid age-
2Nominal power, output, or capacity, is the maximum potential full load capacity of a plant which is not
necessarily the same as the actual full load output of the plant (cf. Appendix C).
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ing, an increase in the cost of operation and a reduced lifespan (see Figure 2.2). [23,34].
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Figure 2.2.: Estimated life of baseload unit with and without cycling, adapted from [35]
Modern Combined-Cycle Gas Turbine (CCGT) are manufactured taking into consideration
the new order of the day – increased cycling. They are designed to efficiently cope with
variable nature of operation and still be able to minimize damage. Although large conven-
tional units manage to cope with increase flexible operation, it still does not change the
fact that these plants have an average design life between 25 – 40 years meaning existing
baseload power plants will operate in increased cycling modes for most or the remainder of
their service life. Studies on RES integration have often neglected the engineering impacts
as well as the cost of increased cycling on baseload units [5,34].
Material related issues (creep, fatigue or corrosion damage) which may result from off-
design operating modes are of particular relevance to plant operators and owners of gen-
eration units as these have a significant impact on the service life of these plants [23,34].
Cycling a plant leads to high temperature gradients and pressure stress on the boiler, the
turbine as well as auxiliary equipment resulting in the damage of these components. Dam-
age builds-up over time and ultimately leads to accelerated equipment breakdowns and
forced outages which increases a plant’s unreliability3 [26]. It is also important to mention
3cf. Equivalent Forced Outage Rate (EFOR), Appendix C
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that cycling or changing a units output once its on and running has little damaging effects.
However, frequent starts ups and shut downs can be very damaging due to the large ther-
mal transients. Figures 2.3 and 2.4 show the effect of part load operation and weekend
shutdown on steam and metal temperatures. It is clear from the diagrams that shut downs
and start ups cause a huge temperature change in both steam and steel temperatures than
the part load operation at one-third of the full load.
Besides material damage caused by operating in cycling mode, cycling can also be very
costly for baseload plants. According to Gutirrez-Martin et al., [23] cycling increases the
heat rate of generating units i.e. the amount of fuel used per unit of output, because more
fuel is needed to bring the unit from say a cold state to steady operation state. This means
less MWh generated for a similar amount of fuel.
Power (MW) Steel Temp (◦C) Steam Temp (◦C) Flue Gas (t/h)
0
100
200
300
400
500
600
700
800
900
1000
1 1451
Minutes
Figure 2.3.: Effect of part-load operation on steam and steel temperature [36]
2.2.1. Requirements for conventional coal-fired power plants
As variable energy feed-in continue to increase, the technical requirements for conven-
tional baseload units have also increased. Some of the most essential of these require-
ments include: increased number of starts and stops, faster startups, a minimum down-
time, brief operational periods, increase in part-load operations and load following oper-
ations, two-shifting, week shutdowns or long periods of standstills [29, 37, 38]. On the
contrary, conventional power plants are designed for longer periods of operation at full
load, and they have longer start-up times which could be disadvantageous for high oper-
ational flexibility. Nevertheless, the above mentioned requirements are a must today and
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Figure 2.4.: Effect of weekend shutdown on steam and steel temperatures [36]
plants are required to have maximum output under a short period of time, minimum loads,
frequent starts, increased rate of load change, shorter offline periods. This means existing
conventional plants have to switch from baseload to more flexible load-cycling generation
units [39,40].
2.2.2. Damages caused by cycling
Cycling can have damaging effects on coal-based power plant units as stated previously
in Section 2.2. Varying output leads to strains and stresses in the materials of plant com-
ponents as the components undergo enormous changes in thermal and pressure stresses,
for instance, during start up and shut down. This can result in accelerated equipment
damage and unplanned outages. Start ups and shut downs are more damaging than load
following operations. Wear and tear4 on plant components can be increased from creep-
fatigue interaction [28]. Figure 2.5 shows the damage related with cycling (cold, warm
and hot start) for a generation unit. The different damage mechanisms that may result
from increased plant cycling are discussed in detail in Section 2.4.4.
4see Appendix C
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DAMAGE
Load Cycling Hot Starts Warm Starts Cold Starts
LL1
LL2
LL3
5 hr or less off line 5 hr − 40 hr off line 40 hr or greater off line
Load Cycling
LL1 − lowest load at which design SH/RH temperatures can be maintained
LL2 − current "advertised" low load
LL3 − lowest load at which the unit can remain online
Hot Start Warm Start Cold Start
Figure 2.5.: Plant starts and relative damage caused by cycling (adapted from [10])
2.3. High Temperature Corrosion
2.3.1. Background
High temperature corrosion can be defined as the reaction of a metal with its environment
at high temperatures in the absence of a liquid electrolyte [41–43]. It is also referred to as
scaling or dry corrosion. Oxidation can sometimes be ambiguous because it can either refer
to the formation of oxides or the oxidation of a metal (i.e. a change from a lower valence
metallic state to a higher valence state). However, it is only one type of high temperature
corrosion as shall be discussed in the next sections. It is, worth noting that oxidation is
the most vital form of high temperature corrosion because alloys rely on this reaction to
form protective scales for resistance against corrosion attack such as carburization, sulph-
idation or other forms of high temperature corrosion [42, 43]. The oxidation resistance
of a metal is also dependent on other important properties of the high temperature oxide
scale formed, and these include; the micro-structure, the thermodynamic stability of the
scale, as well as the ionic defect structure [42] since all metals oxides and sulphides are
ionic in structure [44].
Oxide scale formation is limited in reducing environments (see Table 2.1) which are char-
acterized by low oxygen activities unlike in oxidizing conditions with high oxygen activ-
ities. Therefore, industrial reducing atmospheres are more corrosive than the oxidizing
environments. At elevated temperatures, metals are able to directly react with the gaseous
environment to form oxides or sulphides but electrochemical reactions remains the basic
channel of high temperature corrosion [45,46].
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High temperature environment
Oxidizing Reducing
Oxygen Hydrogen
Sulphur dioxide Ammonia
Sulphur trioxide Hydrogen sulfide
Water (steam) Sulfur
Chlorine Carbon
Carbon dioxide Carbon monoxide
Molten salts
Table 2.1.: Oxidizing and reducing environments at high temperature
Corrosion in general can take several forms as summarized in Figure 2.6. The first group
shows forms of corrosion which can be identified when visually inspected. Uniform cor-
rosion or general corrosion is the form of corrosion where metal loss is regular or even;
Localized corrosion (pitting, crevice) is the type where metal loss is found at distinct parts;
Galvanized corrosion which is the damage that occurs when two dissimilar metals contact
in the presence of an electrolyte.
The second group includes corrosion forms which may need additional means of identific-
ation. Flow related damages include erosion at high velocities; cavitation occurs at even
higher velocities by bubbles at low pressure areas in the path of a flowing stream, fret-
ting from friction of two surface in contact, and intergranular corrosion (grain boundary
attack) occurring at the grain boundaries of metal structures; exfoliation involves prefer-
ential attack of a metal at or near grain boundaries. dealloying is damage where one or
more alloying elements are selectively removed.
The last group are those types which must be identified by microscopic means. Cracking
involves corrosion fatigue (cf. Section 2.4.4.1) due to mechanical stress in corrosive envir-
onments where a ductile material becomes brittle (e.g. Stress Corrosion Cracking (SCC))
High temperature (or gaseous, dry) corrosion e.g. scaling, internal attack as dsicussed
above. There is also micro-biologically induced corrosion from the metabolic process of
bacteria or microbes producing corrosive species in usually harmless environments.
High temperature corrosion remains an important problem in several industries, such
as conventional power generations units like coal-based and nuclear power plants, nat-
ural gas combustion turbines, petrochemical and refineries, pulp and paper, chemical pro-
cessing industries waste incineration and many others [42]. In the next sections, the ther-
modynamic (Section 2.3.2) and kinetic (Section 2.3.3) fundamentals necessary to under-
stand gas–metal high temperature corrosion reactions are discussed and some examples
are also given on the high temperature corrosion mechanisms peculiar to coal-fired gen-
eration plants (Section 2.3.5).
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Figure 2.6.: Forms of corrosion [47]
2.3.2. Thermodynamic principles
A good knowledge of high-temperature corrosion reactions means one is able to predict
whether a given metal or alloy component will react with a given gas phase component
in its environment and then make an attempt to justify the corrosion products. How-
ever, in practice, corrosion related problems are more complex, and often involves multi–
component systems i.e. one or more alloys reacting with gas mixtures made up of several
components. The presence of liquid or solid particles that form by either condensation in
the vapor or collision of particulate matter make the problem even worse [44].
One way of analyzing such problems is through equilibrium thermodynamics. Although
not predictive, equilibrium thermodynamics allows one to verify the whether or not a given
species will evaporate or condense significantly, the reaction products that may form, under
which conditions a given reaction product will react with a condensed phase and many
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other possibilities [42,44,46,47]. These analysis are conveniently represented in graphical
form. A selected few of the various types of diagrams used are discussed below.
2.3.2.1. Standard free energy of formation versus temperature diagrams
It is often of interest to predict the possibilities under which a certain corrosion product
(oxide, sulphide etc.) will form (for example, the selective oxidation of alloys). This
information can be obtained by verifying which oxide is the most stable. The stability of a
system at constant temperature and pressure is determined by its Gibbs free energy [46]
which is the driving force of the reaction between a metal and a gaseous component [48].
It is defined by the second law of thermodynamics as shown in Equation (2.1):
∆G =∆H − T∆S (2.1)
where ∆H is the enthalpy change, ∆S the entropy change of the reaction and T is the
absolute temperature in Kelvins.
Considering a chemical reaction such as the oxidation of a metal Equation (2.2):
M +O2→MO2 (2.2)
or for one mole of molecular oxygen Equation (2.3):
2x
y
M +O2→ 2yMxOy (2.3)
the Gibbs energy under standard temperature and pressure conditions is given as Equa-
tion (2.4):
∆GO2/MO =∆G
o
O2/MO
+ RT ln
a2/yMxOy
a2x/yM
 
aO2
 (2.4)
where ∆G is the Gibbs free energy of the system, ∆Go the free energy change of all spe-
cies in their standard states, R the universal gas constant, T the temperature and a the
thermodynamic activity which indicates the deviation from the standard state for a given
species5 [44,48,50]. The activity is given in Equation (2.5) as:
ai =
pi
poi
(2.5)
where pi is the partial pressure of a gaseous species or the vapor pressure of a condensed
species and poi is the partial pressure at standard state of species i which is usually chosen as
unity (1 atm) for convenience [46]. When ∆G < 0, the reaction is spontaneous; ∆G = 0,
means thermodynamic equilibrium and when ∆G > 0, the process is thermodynamically
5Activity can also be defined as the ratio of the fugacity of a species i at a given state to the fugacity of the
same species at standard state i.e. ai = fi/ f 0i (relative fugacity). Fugacity is an effective pressure and is
defined as the pressure at which the chemical potential of an ideal gas is the same as that of the real gas
cf. [49].
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impossible. At equilibrium conditions when the change in temperature and pressure are
both equal to zero i.e. dT = 0 = dp (∆G = 0), Equation (2.4) becomes Equation (2.6):
∆G0O2/MO
= −RT ln
a2/yMxOy
a2x/yM
 
aO2
 = −RT lnK (2.6)
where K is the equilibrium constant which describes the equilibrium state of the system.
The standard free energy of a selected reactions of interest are given in Table 2.2.
Table 2.2.: Standard free energies of reactions [46,51]
Reaction ∆G0 = A+ BT a (J ·mol−1)
A B
2
3A1+
1
2O2→ 13Al2O3 −565, 900 128
1
2Si+
1
2O2→ 12SiO2 −451, 040 86.8
Mn+ 12O2→MnO −412, 304 72.8
2
3Cr+
1
2O2→ 13Cr2O3 −373, 420 86
23
6 Cr+C→ 16Cr23C6 −68, 533 −6.45
Fe+ 12O2→ FeO −264, 890 65.4
3FeO+ 12O2→ Fe3O4 −312, 210 125.1
2Fe3O4 +
1
2O2→ 3Fe2O3 −249, 450 140.7
Fe+ 12S2→ FeS −150, 247 52.6
3Fe+C→ Fe3C −29, 037 −28.0
Co+ 12O2→ CoO −233, 886 70.7
3CoO+ 12O2→ Co3O4 −183, 260 148.1
Ni+ 12O2→ NiO −234, 345 84.3
awhere A is the temperature-independent standard enthalpy change of the reaction (∆H0), B is the
temperature-independent standard entropy change of the reaction (S0) and T is the temperature in [K]
Ellingham diagrams or Ellingham-Richardson diagrams [41, 46] are standard Gibbs free
energy of formation (∆Go) which are used to compare the relative stability of each product
as well as estimate the conditions under which a metal is oxidized or the circumstances
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where a metal oxide is reduced [42,44,45,52–56]. The values of ∆Go are represented in
kilojoules [kJ] per mole of O2. This is to normalize the scale as well as making it possible
to do a direct comparison of the stability of these oxides. Figure 2.7 illustrates Ellingham
diagram for the stability of oxides6. The lower the position of a line (lower standard free
energy) on the diagram, the more stable is the oxide, sulphide etc in question. [42].
Reconsidering the reaction for the oxidation of metals (Equation (2.2)), and assuming
that the metal and its oxide have unit activities, the oxygen partial pressure can be rep-
resented as given in Equation (2.7) or in its logarithmic form as given in Equation (2.8).
Equation (2.7) indicates the oxygen partial pressure at which both metal and oxide coexist
(i.e., the dissociation pressure of the oxide) [42,44,47].
pM/MO2O2
= exp

∆Go
RT

(2.7)
logpM/MO2O2
=
∆Go
RT
(2.8)
2.3.2.2. Gibbs free energy vs composition diagrams
The equilibrium state at constant temperature and pressure is described by the Gibbs free
energy minimization i.e. a minimum in the Gibbs free energy of the system. The Gibbs
free energy is given by Equation (2.9):
G =
∑
i
µini (2.9)
where: µi is the chemical potential and ni the number of moles of component i. At chemical
equilibrium i.e. when the change in temperature and pressure are both equal to zero
(dT = 0 = dp) the Gibb’s energy equation becomes Equation (2.10).∑
i
µini = 0 (2.10)
For a binary system the Gibb’s energy is given by Equation (2.11):
G = (1− X )µA + XµB (2.11)
where µA and µB are the chemical potentials of the components A and B while (1− X )
and X are the mole fractions of A and B respectively. For a multi-component system with
multiple phases the minimum energy represents the stability of the chemical potential (µ),
of each component in the system.
From Equation (2.11) the chemical potentials (µA) and (µB) can be derived as given in
Equation (2.12) and Equation (2.13) respectively.
µA = G − X dGdX (2.12)
6The Ellingham diagram for sulphides in given in Figure B.1
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Figure 2.7.: Ellingham diagram for oxides formation at standard states: pure elements, pure
oxides and gases at 1 amt. [43]
µA = G − (1− X ) dGdX (2.13)
Figure 2.8 illustrates a plot of Gibbs energy versus composition for a single phase and two
co-existing phases. From Figure 2.8a a tangent drawn to the free-energy curve intercepts
the y − axis at X = 0 and X = 1 which corresponds to the chemical potentials of A and
B, respectively. From Figure 2.8b, it is seen that, the two phases cross each other at lower
temperatures and the standard free energy is minimized by separating the two phases. A
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Figure 2.8.: Gibbs free energy vs composition diagrams for (a) single phase and (b) two
co-existing phases (adapted from [44])
common tangent drawn between the two individual Gibbs energy curves with intercepts at
X = 0 and X = 1 indicates that X1 and X2 are the equilibrium compositions of the two co-
existing phases and also the equality of the chemical potentials i.e. µαA = µ
β
A and µ
α
B = µ
β
B
in the composition range X1 to X2 with two co-existing phases α + β [44]. Isothermal
horizontal lines (on a temperature vs composition diagram) that connect two co-existing
phases throughout the two-phase region are called tie lines [57].
Other diagrams used for graphical representation of high temperature corrosion systems,
e.g. oxides, sulphides, etc. are activity vs composition diagrams that are useful to explain
corrosion products or particulate matter formed on the metal [44].
2.3.2.3. Vapour species diagrams
According to Birks et al.„ [44] and Roberge, [42, 47] vapor species formed during high
temperature corrosion can strongly affect the corrosion rate. The formation of volatile
vapor species significantly accelerate the rate of attack. As cited in [42] it has been shown
by Gulbransen and Jansson that the metal and volatile oxide species play an important
role in the kinetics of high-temperature oxidation of chromium, molybdenum, carbon and
silicon. Some six important facts of high temperature oxidation that have been deduced
include [44]:
1. Oxygen and metal species diffuse through a compact oxide film at low temperatures,
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2. Oxide films form and evaporate at medium and high temperatures,
3. Volatile metal and oxide species form at the metal-oxide interface and move through
the oxide layer and mechanically form cracks in the oxide layer at moderate and high
temperatures,
4. Volatile oxide gases directly form at moderate and high temperatures,
5. Gaseous oxygen diffuse through a barrier oxide layer that has been volatilized at high
temperatures, and
6. Spallation or the breaking off of metal and oxide particles occur at high temperatures.
Vapour pressures in oxide systems are usually represented in Log(pMx Oy ) (i.e. the log of
the metal oxide partial pressures) versus Log(pO2) (i.e. the log oxygen partial pressures)
at constant temperature, (cf. Figure 2.9). Another diagram used is the Arrhenius diagram
which is a Log(pMx Oy ) versus 1/T (with T in K) at a constant oxygen pressure. It can be
seen from Figure 2.9 that high Cr(g) vapor pressures are formed at low-oxygen partial
pressures and high-oxygen partial pressures produce a much larger CrO3(g) pressure.
This high pressure of CrO3(g) can lead to the thinning of protective chromia (Cr2O3)
scales [42]. Also, for this Cr-O system at high temperatures only one condensed
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Figure 2.9.: Vapour equilibria in the Cr-O system at 1250°C [42]
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2.3.2.4. Two-dimensional Isothermal stability diagrams
During the reaction of a metal with a gas system consisting of two or more oxidants
different phases are formed that depend on thermodynamic and kinetic considerations.
The phases during such reactions are best represented graphically using classical two-
dimensional isothermal stability diagrams. They offer a simpler way of analysing the dif-
ferent condensed phases during oxidation, sulphidation or caburization etc. reactions.
They are commonly plotted as the log of the activities or the log partial pressures of two
non–metallic components (usually O2, SO2, etc.) or sometimes as the log of the partial
pressures of one non-metallic component against the composition ratio of two metallic
components (e.g. Fe-Cr-O system).
Some of the properties of the diagram are: the diagram is divided into areas that are
labelled with the predominant (stable) phase under the specified conditions of temperature
or pressure – hence the name predominance area diagrams is also used to refer to these
diagrams. However, more than one phase may be stable in an area but the other phases
are only in smaller quantities. Secondly, the line separating two phases indicate conditions
of equilibrium between the two phases [58].
Phase stability diagrams assume that all the species have an activity of one which corres-
ponds to standard state [42,44,46]. Small deviations from unity in the activities indicate
only minor instability while large deviations imply that particularly phase is not likely to
form [59]. There are also three-dimensional phase diagrams for reactions that illustrate
two metallic components reacting with two non-metallic components [44].
Limitations of phase stability diagrams
The assumption of unit activity limits the use of phase stability diagrams. The limitations
of stability diagrams include [48,58]:
• The diagrams often only indicate the main components while leaving out important
impurities that are commonly found in industrial atmospheres.
• As already noted above, the diagrams assume unit activities i.e. equilibrium condi-
tions. Equilibrium can often be reached quite rapidly in high temperature oxidation
settings. However, when the metal or material is cooled-down equilibrium condi-
tions are not re-established.
• Another important limitation of phase stability diagrams is that they are based en-
tirely on thermodynamic data but they do not give any information on the kinetics
(i.e. the rate of oxidation).
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• Finally, gases in cracks or voids (micro-environments) can lead to a phase other than
expected from the overall reaction reaction.
Figures 2.10 to 2.15 show some examples of interest of two dimensional phase stability
diagrams calculated with the thermodynamic modeling software FactSage™.
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Figure 2.10.: Fe-S-O phase stability diagram at 650 °C
Figure 2.11.: Cr-S-O phase stability diagram at 650 °C
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Figure 2.12.: Nb-S-O phase stability diagram at 650 °C
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Figure 2.13.: Mn-S-O phase stability diagram at 650 °C
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Figure 2.14.: Mo-S-O phase stability diagram at 650 °C
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2.3.3. Kinetic principles
2.3.3.1. Mechanisms of high temperature oxidation
Considering the reaction of a metal with oxygen to form an oxide Equation (2.14):
M +
1
2
O2→MO (2.14)
the solid metal oxide (MO) product that forms from the reaction separates the two react-
ants as shown in Figure 2.16. The metal oxide product formed may be a solid, liquid or a
gas. For instance, chromium, vanadium and molybdenum oxidizes to Cr2O3 (solid), V2O5
(liquid) and MoO3 (gaseous). Therefore, for such a case only chromium oxide will not
corrode easily and could act as a protective barrier [47].
The overall oxidation process can be summarized into a series of steps as follows: First,
there is mass transfer of oxygen to the metal surface where it is adsorbed. Next, the
reacting metal is transferred to the metal-scale boundary where it assimilates into the
scale. Further growth occurs by the movement of metal and or oxygen through the oxide
layer [46]. The formation of defects such a voids or macro-cracks as the scale grows can
reduce the protectiveness of the oxide film because such defects facilitate the movement of
oxygen to the metal substrate to cause further oxidation [42]. There are several theories
in the literature used to explain the transport mechanisms especially at low temperatures
or at the early phase of high temperature oxidation where logarithmic growth rate prevails
[44,48].
X
C
C
C
M MO Gas
2
1
(a)
O
M2++2e- M2++O2-→MO
O2+2e- O2-2
1
M
M2+
e-
2 (g)
Alloy MO Gas
M→
→
(b)
Figure 2.16.: Schematic cross-sectional diagram of oxide scale growth, (a) showing scale
thickness and (b) transport processes and reactions occurring during oxide scale
growth [46]
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2.3.3.2. Wagner’s theory on high temperature oxidation
Wagner’s model attempts to explain the the behavior of high temperature oxidation where
the diffusion of ions determines the rate of oxidation as is illustrated in Figure 2.17. For
an oxidation process to progress in such a case as shown in Figure 2.17, Wagner assumes
that (as cited in [44]):
Metal
M
Oxide
MO
Cations
Cation vacancies
Electrons
Anions
p"O2
(p"O2)
ΔG°MO
M2+
O2−
2e−
2e−
O2 MO
or
RT
a"M
Gas
O2
1 exp(     )(p ′O2)M/MO ΔG°MORTexp(     )
+
+
+ =
==
=
1
2
1
2
O212
M = M2+ + 2e−
M + O2− = MO + 2e−
or
Overall reaction: 2M + O2 = 2MO; ΔG°MO
a'M = 1
X
Figure 2.17.: Wagner’s model on scale formation [44]
• the metal oxide scale is compact and perfectly adherent.
• the movement of electrons or ions across the scale is what controls the rate of the
oxidation process.
• thermodynamic equilibrium exist at both the metal–scale and scale–gas interfaces.
• the oxide layer indicates only small variations from stoichiometry (i.e. the metal to
non-metal ratio as given by the chemical formula) which therefore means that the
movement of ions do not depend on their position within the scale.
• thermodynamic equilibrium also exist locally throughout the oxide scale.
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• the thickness of the oxide layer can be compared with the distance where the elec-
trical double layer (i.e. two parallel layers with opposite electric charges) takes place
• the solubility of oxygen in the metal is not considered.
With the assumption of thermodynamic equilibrium conditions at both the metal–scale and
scale–gas interfaces, it can be concluded that activity gradients also exist across the scale
for both the metal and non-metal (oxygen, sulphur, etc.). As a result, metal and oxide ions
are inclined to migrate in opposite directions across the oxide scale. Due to this back and
forth movements of ions, the net of charge transfer is zero (balanced).
2.3.3.3. The Pilling-Bedworth ratio
A useful parameter that is used in describing the protectiveness of an oxide scale is the
Pilling-Bedworth ratio, which is the ratio of the volume of oxide produced to the volume of
oxide consumed cf. Equation (2.15). The volumes of the oxides and metals are calculated
from the atomic and molecular weights as well as the densities of the phases. If the volume
of oxide produced is relatively high, this could break the binding force between the metal
and the oxide. On the other hand, when the volume of oxide produced is comparatively
low, this could lead to higher tensile stress in the oxide layer which can eventually result
in cracks [42,52]. Table 2.3 shows the PB–ratio for a selected number of oxides.
PB =
Voxide
Vmetal
=
Moxide ·ρmetal
n ·ρoxide ·Mmetal (2.15)
Vmetal is the molar volume of the metal, Mox ide is the molecular weight of the oxide, ρox ide
is the oxide density, n the number of metal atoms in the oxide molecule, ρmetal the density
of the metal and Mmetal is the atomic weight of the metal.
The following applies for the PB ratio: a PB ratio moderately greater than 1 (like the case
for Fe, Ni, Cr, Si, Co, Al and their alloys) implies good protection (most desired situation)
because in this case only very little compressive stresses are produced in the oxide scale.
If the ratio is greater than two (like the case for niobium, Nb and tungsten, W), large com-
pressive stresses often occur during oxide growth which can cause cracks and eventually
spalling thereby exposing the metal to further oxidation. Figure 2.18 shows some of the
ways in which oxide layers are damaged. For a PB ratio less than 1, this directly implies
the scale is non-protective. This is the case for porous scales on metals such as Mg, Ca,
Na and K where tensile stresses can cause cracks and therefore offer no barrier against
gas penetration to the surface of the metal. However, it is also worth mentioning that PB
ratios have been found to offer poor evidence of the actual protectiveness of oxide scales
for various reasons explained in [42,52].
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Figure 2.18.: Hypothetical ways in which an oxide scale is damaged [47]
Oxide Oxide/Metal Volume Ratio
Al2O3 1.28
NiO 1.65
FeO (on α-Fe) 1.68
TiO2 1.70 –1.78
CoO 1.86
Cr2O3 2.07
Fe3O4 (on α-Fe) 2.10
Fe2O3 (on α-Fe) 2.14
Nb2O5 2.68
Table 2.3.: PB–ratio for common metals
2.3.3.4. Rate Laws and Micro-mechanisms
There are three basic kinetic laws that have been used to explain rate of oxidation of pure
metals which depend on quite simple oxidation models. It worth noting that in practice,
oxidation problems and oxide layer properties are more sophisticated than these simple
models.
Linear kinetics
Linear oxidation rate occurs in the case where the oxide scale is porous or there are cracks
in the scale such that the corrosive gas easily and continuously penetrates the scale and
reacts with the base metal in a disastrous way. Thus, no protection against corrosive gas
is available and the corrosion rate is determined basically by the amount of corrosive gas
available. In this instance the rate does change with time (it is more or less constant as
time proceeds) [47]. The linear oxidation rate is given in Equation (2.16) as:
d x
d t
= kl (2.16)
which upon integrating gives Equation (2.17):
x = kl t (2.17)
where x is the oxide scale thickness, t is the time of oxidation and kl is the linear rate
constant [48]. Figure 2.19 shows the linear relationship between oxide scale and time.
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Logarithmic kinetics
The logarithmic relationship is based on empirical relations with no underlying mecha-
nisms. As mentioned in Section 2.3.3.1, this behavior is seen to take place in the early
stages of oxidation or at low temperatures where the oxide films are thin. This therefore
restricts their use for high temperature corrosion problems [47,52].
It takes the form Equation (2.18):
x = ke · log (at + b) (2.18)
where ke is the rate constant and a and b are empirical constants for the test condition in
question. Figure 2.19 also shows the logarithmic behavior.
Parabolic kinetics
If the oxide scale formed on the metal is a continuous and adherent scale which prevents
the corrosive gas from reacting with the base metal, the protection of the metal increases
as the scale grows. In this situation the amount of corrosive gas available is not what
determines the oxidation or attack rate but the diffusion of ions is the rate controlling
step of the oxidation process. The diffusion distance increases as the scales grows which
therefore slows down the oxidation rate . The rate (d x/d t) is thus inversely proportional
to the scale thickness (x) as shown in Equation (2.19) [47,52]:
d x
d t
=
kp
x
(2.19)
which after integrating gives Equation (2.20):
x2 = 2kp · t (2.20)
where kp is the parabolic rate constant and x the oxide scale thickness and t oxidation
time. The parabolic rate behavior is also shown in Figure 2.19.
The parabolic oxidation rate constant kp is the most useful parameter for determining
oxidation resistance. A low kp value indicates an overall low oxidation rate which implies
the metal is consumed at a very slow rate which is common for protective oxidation. On
the other hand, a high kp value signifies that the metal is consumed at a higher rate and
therefore there is no protection against oxidation [60].
Micro-mechanisms
On a sub-molecular level, the diffusion of gases and metals across the oxide layer takes
place by the movement of atoms. This movement is made easier by the presence of va-
cancies in the oxide ionic structures as shown in Figure 2.20 for the case of NiO. From
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Figure 2.19.: Basic rate laws - linear, logarithmic and parabolic relationships [44]
Figure 2.20 it is seen that a few Ni+3 sites are present together with the Ni+2 and for every
two Ni+3 there is a vacant Ni+2 site. The density of the vacancies increases when only a
small quantity of a foreign metal is present e.g. Cr+3 (considered an impurity) and the
rate of oxidation increases [45]. This kind of metal-deficit oxide is known as a p-type
oxide7 [42, 47] see Figure 2.21. Table 2.4 shows the effect of adding chromium on the
oxidation of nickel.
Table 2.4.: Oxidation rate of nickel alloyed with chromium at 1000 °C and 1 atm [45]
Weight percent Cr Parabolic rate constant
kp

g2cm4s−1

0 3.1·10−10
0.3 14·10−10
1.0 26·10−10
3.0 31·10−10
10.0 1.5·10−10
7For a p-type oxide with significant cation vacancies, the growth of the oxide lattice (layer) takes place at
the gas/scale interface while metal consumption occurs at the scale/substrate interface [61].
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Figure 2.20.: Nickel oxide scale with a metal-deficit. [47]
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Figure 2.21.: Schematic diagram of a p-type oxide growth occurring at the oxide/gas interface
showing cathodic reaction [42]
On the contrary, an oxide with a metal-excess is known as an n-type8 oxide where extra
metal ions occupy positions within the oxide scale. The growth of n-type oxides are illus-
trated in Figure 2.22 and Figure 2.23. Here also the presence of a metal will also affect
the vacancies. For the case of zinc, a lower valence metal will lead to a metal excess which
is a desired effect while the presence of a higher valence metal will cause a decrease in
the number of zinc ions and consequently the oxidation rate of zinc [42,47]. An elaborate
explanation of these defects can be found in Birks et al. [44].
In the case of metals that form more than one oxide, e.g. iron which can form FeO, Fe2O3
and Fe3O4 scales, all the three oxides will form simultaneously depending on available
oxygen on the surface of the metal. The oxide which requires the most oxygen, in this
8For n-type oxides, the oxide layer growth and metal consumption occur simultaneously at the oxide/metal
interface [61]. There are two forms of the n-type oxide: (1) an n-type cation interstitial metal-excess
oxide which consists of interstitial cations plus other cations and (2) an n-type anion oxide which consist
of oxygen anion vacancies [42].
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Figure 2.22.: Film growth of an n-type anion vacancy oxide on the metal/oxide interface [42]
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Figure 2.23.: Growth of a cation interstitial n-type oxide occurring at an oxide/gas interface [42]
case Fe2O3 will be formed on the outer scale while FeO which requires the least amount
of oxygen will form on the inside next to the metal substrate and Fe3O4 will form in the
middle with well-defined boundaries for each oxide. If the oxide layers are not damaged
they will grow further at parabolic rate as discussed above [42, 47, 62]. Wustite (FeO),
which is stable at temperatures above 570 °C, is a simple (cubic cation vacant) p-type
oxide. Here, Fe2+ is the only mobile species but it can diffuse quite greatly. In the case
of magnetite (FeO·Fe2O3, commonly written as Fe3O4 [48]) an inverse spinel, iron will
act in both divalent and trivalent forms. Here, Fe2+, Fe3+ and O2− are the mobile species.
Lastly, hematite (Fe2O3 ) which consists of both cation interstitials and anion vacancies is
a rhombohedral n-type oxide. The amount of defects are much lesser than those in FeO
and Fe3O4. The mobile species in this case are Fe
+3 and O2− [63]. Figure 2.24 shows
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the iron-oxygen (Fe–O) phase diagram. Trindade et al., [64] obtained similar multi-layer
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Figure 2.24.: Fe-O phase diagram, adapted from [44,57]
oxide arrangements after exposing a low Cr-alloy (Alloy B) at high temperatures (550 °C)
see Figure 2.25. Table 2.5 shows some common spinel phases found in alloy oxidation.
Table 2.5.: Spinel phases found in alloy oxidation [65]
n–type MgFe2O4 ZnCo2O4
NiFe2O4 MgAl2O4
ZnFe2O4 ZnAl2O4
p–type MgCr2O4 ZnCr2O4
FeCr2O4 CoAl2O4
CoCr2O4 NiAl2O4
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Figure 2.25.: Microstructure of alloy B after exposure in air at 550°C [64]
2.3.4. Effect of mechanical stresses in oxide scales
Another important factor of interest that affects oxide scale growth are mechanical stresses
during oxidation. Mechanical stresses are important because if they are high enough, they
can deform or even break the scale and eventually damages the protectiveness of the scale.
It is important to determine such effects in order to design more resistant scale-retaining
alloys. Normally, a compressive stress in the scale is countered with a balanced tensile
stress in the metal. i.e. in the absence of external stresses [46].
There are mainly three types of stress that have been examined [52] and these include:
mechanical stresses that occur during oxide growth or oxidation or corrosion process
(σox), external stresses from operation (σex t) and stress induced by a temperature change
(σtherm). The sum of the three stress describes the mechanical failure mechanism. For
instance, if the sum is greater than or equal to a given critical value (σc), then spalling or
cracking of the protective scales can occur. There are several methods available to measure
and calculate stresses in order to determine if failure will occur or not [46,52].
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Table 2.6.: Thermal expansion coefficients (α) of metals and their oxides [46]
Material 106 α [K−1] T [°C]
Fe 15.3 0 – 900
FeO 15.0 400 – 800
FeO 12.2 100 – 1000
Fe2O3 14.9 20 – 900
Ni 17.6 0 – 1000
NiO 17.1 20 – 1000
Co 14.0 25 – 350
CoO 15.0 20 – 900
Cr 9.5 0 – 1000
Cr2O3 7.3 100 – 1000
Cr2O3 8.5 400 – 800
Alloy 800 16.2–19.2 20 – 1000
The stresses during oxide growth are as a result of volume change which depending on
the shape, size or composition of the material could lead to deformations in the oxide.
Thermally induced stresses, as the name implies depend on the extent of the temperature
change as well as the thermal expansion coefficients of both the oxide and the metal.
Generally, metals have a higher thermal expansion coefficient than their respective oxides,
as can be seen from Table 2.6 for a selected list of materials and their coefficients of thermal
expansion. Cooling an oxidized metal quickly will cause compression in the oxide scale
such that if the stress is too high, the scale may undergo mechanical break down. Scale
damage is less common in nickel and cobalt oxide scales but common in chromium oxide
scales as seen in austenitic materials that form chroma scales [46].
2.3.5. High temperature corrosion mechanisms in coal boilers
High temperature corrosion problems in coal-fired power plants has always been of import-
ance to plant operators and engineers ever since coal was used as a fuel for the generation
of electricity. Such problems include, fireside (gas-side) corrosion of boiler water wall,
superheaters and reheaters tubings from the combustion products, steam-side oxidation,
hot corrosion, slagging and fouling among others.
In a nutshell, coal contains sufficiently high levels of sulphur and alkali metals (sodium and
potassium) which are extremely damaging as they have been found to be the main sources
of corrosive attack in boiler and superheater tubes. This is as a result of complex chemical
reactions which involve sulfur and alkali metals (Na, K) to form alkali sulphates. The al-
kali sulphates, together with sulphur tri-oxide (SO3), react with the protective iron oxide
scale breaking it down to form more complex alkali iron sulphates deposits. The deposits
can flake off at temperatures between 425 – 480 °C, such as for water wall tubes, thereby
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exposing the bare metal to more attack known as fireside corrosion. With increasing tem-
peratures between 565 – 705 °C, as is the case for superheater and reheater tubes, these
complex iron alkali sulphates can melt into a liquid form (molten slag) and directly attack
the tubes leading to a phenomena known as hot corrosion [48]. There is also steam-side ox-
idation which occurs on the inner surfaces of superheaters and reheaters from superheated
steam which behaves similarly to oxygen at high temperatures above 570 °C [48,53,66].
These problems constitute the main reason why steam temperatures were maintained at
540°C over the last few decades. It is apparent that increasing the steam temperature also
increases efficiency however, this could have catastrophic effects on vital plant compon-
ents through high temperature corrosion. Some of the main forms of high temperature
corrosion peculiar to coal boilers are discussed below.
There are several forms of high temperature corrosion affecting coal–fired boilers which
can be broadly grouped into three main types: oxidation, sulphidation and carburiza-
tion. The names basically describe the most prevalent product of corrosions: oxidation
for oxides, sulphidation for sulphides, carburization for carbides etc. [43]. There is also
chlorine-induced and deposit induced forms of high temperature corrosion which will also
be discussed in the next sections below. Nitridation which is also another form of high
temperature corrosion is more common in ammonia production plants and shall not be
treated here. Table 2.7 shows the main forms of high temperature corrosion in hot flue
gases.
Table 2.7.: Forms of high temperature corrosion in hot flue gases [67]
Corrosion mechanism Species responsible
Oxidation O2, H/H2O, CO2/CO
Sulphidation H2S
Oxidation/Sulphidation SO2
Carburization CO
Oxidation/carburization CO2
Hydrogen corrosion H2
Oxidation and hydrogen action H2O
Nitridation N2, NH3
Chlorine-induced Cl2
Deposit-induced alkali sulphates, oxides
2.3.5.1. Oxidation
As mentioned previously in Section 2.3.1 oxidation is the reaction of a metal with oxygen
to form an oxide or a scale on the surface of the metal. It is the most important and
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common form of high temperature corrosion as heat resistant materials depend on the
formation of an oxide film to resist against attack from the corrosive gas. Viswanathan et
al., [66] suggest the oxidation of ferritic steels to take the form Equation (2.21):
x = kt r (2.21)
where, x is the oxide scale thickness, k is a proportionality coefficient that depends on the
temperature, oxygen partial pressure, alloy composition, geometry (radius of curvature)
and stress level, t is the oxidation time and r is the rate exponent. Figure 2.26 shows the
oxidation of metals under high temperature conditions.
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O2O2
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M+2
M+2
O2
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1) Adsoption
2) Nucleation and Growth
3) Film Growth
4) Defects
Figure 2.26.: Oxide growth model, adapted from [68]
The operating temperature of the boiler is critical in the oxidation rate of materials.
Viswanathan et al. [66] found out that parabolic kinetics briefly prevails for a short period
of about 6 months below temperatures of 700 °C, and that above this temperature (>700
°C) there is a change to linear kinetics which increases the oxidation rate. This implies an
increase in temperature is associated with an increase in the oxidation rate. For example,
chromia scales which are generally preferred and used to reduce oxidation attack, provide
less protection at higher temperatures. For instance, low-chromium alloys (with about
2–3% Cr) used in boiler tubes are restricted to temperatures of about 565°C to 600°C due
to increased oxidation from fireside corrosion attack. Figure 2.27 shows the effect of
temperature on the penetration of common alloys.
As previously mentioned, chromium oxide (Cr2O3 or chromia) is very important in redu-
cing oxidation attack as it provides a protective oxide film. Generally, austenitic stainless
steels with relatively high amounts of chromium are comparably robust at high temperat-
ures than ferritic stainless steels. This effect is depicted in Figure 2.28. Also, according to
Viswanathan et al., [66] ferritic-martensitic alloys with about 9–12 Cr% such as HCM12,
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Figure 2.27.: Effect of temperature on penetration of common alloys [47]
TP91 and TP92 have shown to offer favorable resistance for temperatures up to 620°C
while their advanced counterparts like VM12 and T122 can withstand temperatures above
620°C.
The grain size also plays an important during oxidation. Trindade et. al., [64] also reported
the formation of a slow growing chromia scale on the high–Cr alloy steel TP347 with
smaller grain size which they attributed to the high density of grain boundaries causing
chromium to diffuse outward at a faster rate along the grain boundaries. For similar alloy
with larger grain boundaries they obtained a complex scale mixture consisting of the oxides
of Fe, Cr, Ni and Mn.
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Figure 2.28.: Effect of chromium in providing corrosion resistance [47]
Internal oxidation
Internal oxidation is defined as the process where oxygen diffuses into an alloy and reacts
with one or more alloying elements causing a sub-surface precipitation of the oxide of the
respective metals [44]. In other words, when oxygen dissolves and diffuses inward into
an alloy when exposed to high temperature conditions, causing oxygen to react with the
less noble metals (that are less resistant to oxidation) to form oxide scales within the alloy,
internal oxidation can be said to have occurred. The reverse situation where oxygen and
metal atoms diffuse in opposite directions to form an oxide layer on the surface of the
material is known as external oxidation [44, 61]. A similar situation can also occur when
the reacting gas is sulphur or carbon etc. It is important to note that, the resistance of
alloys to high temperature corrosion depends on the formation of stable and slow growing
external oxide scale such as chromia (Cr2O3) and alumina (Al2O3). Internal oxidation
negatively alters (damages) the mechanical properties of the alloy, thus it is undesired
although according to Gao and Li, [61] can be sometimes used under suitable conditions
to produce oxide dispersion strength. Figure 2.29 shows the internal oxidation on a
Ni-9Cr alloy after 40 h of exposure at 900 °C.
2.3.5.2. Sulphidation
Sulphidation can simply be defined as contamination or corrosion caused by the presence
of sulphur or its compounds [42]. This form of corrosion is catastrophic as it has been
found to penetrate the base material, see Figure 2.30. Previously, Cr2O3 scales were used
to prevent this form of attack however, this led to an accelerated form of corrosion (hot
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Unoxidized substrate
Cu-plating
Ni nodules
Internal oxidation zone
Figure 2.29.: Cross-section morphology of a Ni-6Cr alloy after 40h of oxidation at 900 °C and
pO2 = 10−9 Pa [61]
corrosion9) which has been linked to alkali sulphates deposits on the surface of the material
[69].
Furthermore, the sulphidation of common metals is much faster than their oxidation
[44, 70]. For instance, Cr which offers good oxidation resistance, sulphidizes about a
million times faster than it oxidizes [71] and alloys that depend on the formation of a
chromia scale for resistance against high temperature oxidation are susceptible to sulph-
ides formation in mixed gases with substantially high sulphur partial pressures (pS2) and
low oxygen partial pressures (pO2) [72].
2.3.5.3. Deposit-induced fireside corrosion
Generally, fireside corrosion in coal-fired boilers can loosely be divided into two types based
on the location. These are; (1) waterwall corrosion which occurs in the lower part of the
furnace and (2) fuel ash corrosion of superheaters/reheaters in the upper region of the
furnace). There are different corrosion mechanisms involved which determines the nature
of corrosion such as; the gas and metal temperature, the composition of the boiler tube
materials and the local chemistry of the combustion and ash deposits [73].
9There are two types of hot corrosion: Type I (or high temperature hot corrosion, 900 °C [46]) and Type
II (or low temperature hot corrosion, 650 – 670 °C [46]). In Type 1 sulphur compounds are usually
involved whereas in Type II suphides are not often present in the metal closer to the corrosion products.
Here, the partial pressure of SO3 determines whether sulphides will form. Also, some alloy rich in Ni can
form sulphides [44].
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Figure 2.30.: Schematic diagram of sulphidation corrosion penetration [42]
Fireside corrosion is caused either by gas–phase oxidation or liquid–phase (coal–ash) cor-
rosion also known as hot corrosion. Gas–phase oxidation can be minimized by using ma-
terials that are resistant to oxidation [42, 74, 75] however, liquid phase deposit–induced
corrosion on the other hand poses serious problems due to its accelerated form of attack
resulting from a molten slag layer (between 593 to 760 °C). The mechanisms involved in
liquid–phase deposit–induced corrosion in the superheater/reheater region of coal–fired
boilers can be summarized as follows [76]; alkali sulphates containing deposits build–up
on the surface of superheater/reheater tubes which becomes sticky as a result of an in-
creasing temperature gradient. This then facilitates any fly ash particles from the flue gas
to be easily captured which eventually increases the amount of potassium and sodium sul-
phate that build up on the metal surface typically between temperatures of 593 to 760 °C.
The alkali sulphate compounds are then thermally dissociated and SO2 is catalyzed by
Fe2O3 in the flue gas to form SO3. It is the reaction of SO3 together with Fe2O3 and alkali
sulphates in the deposits that leads to the formation of molten alkali-iron tri-sulphates
at the metal interface as shown in Equation (2.22). Finally, the molten alkali sulphates
moves through the protective oxide scales (Cr, Ni, Mo, Fe) onto the surface of the mate-
rial where it directly reacts with the metal causing accelerated oxidation and sulphidation.
Equation (2.22) shows the various regimes of fireside corrosion.
Fe2O3 + 3(K,Na)2SO4 + 3SO3 −→ 2(K, Na)3Fe(SO4)3 (2.22)
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A quantitative method has also been derived to describe the effect of temperature on the
corrosion rate [77,78]. The thickness of the molten sulphate can be obtained as shown in
Equation (2.23):
Xmelt =
kSO2−4
Tdecomp −
χoxide·qA
koxide
+ Tmetal

q
A
 (2.23)
where, Xmelt is the thickness of the molten sulphate layer, χoxide is the thickness of the
oxide, Tdecomp is the decomposition temperature of the sulphate layer, Tmetal is the metal
surface temperature, kSO2−4 is the thermal conductivity of the sulphate layer, koxide is the
thermal conductivity of the oxide layer and (q/A) is the heat flux through the scale.
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Figure 2.31.: Regimes of fireside corrosion; adapted from [74]
2.3.5.4. Carburization
Carburization is the absorption of carbon atoms into a metal surface at high temperatures
to form chromium carbides products, which decrease the protectiveness of the oxide scales
previously formed [79]. In coal-based boilers superheaters and reheaters, this form of
attack is commonly found in boiler materials that are exposed to coal, CO, CH4, soot, or
other hydrocarbons at high temperatures greater than 800 °C. This form of attack takes
place when carbon fluxes through the oxide scale layer to the oxide/metal interface as
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CO or other carbon-containing species [42,80]. Furnaces rich in carbonate deposits have
been found to experience high rates of carburization. In one study by Nava [81], the
author reported that the presence of carbon together with sodium sulphate (NaSO4) could
cause NaSO4 to become unstable, thereby producing Na2S and CO2. The CO2 reacts with
the leftover C to form CO which is seen as the major cause of carburization. Furthermore,
Lopez-Lopez et al. [82] indicated that carburization has been found on the surfaces of
tubings facing the flue gas flow (i.e. the path of combustion gas).
2.3.5.5. Chlorine corrosion
The major reason advocated for the reduced corrosion resistance from halogens (such
as chlorine and fluorine) is that they form volatile corrosion products which are non-
protective [42, 47]. According to Khanna, [53], 75% of chlorine is found in the residuals
after flue gas cleaning (to remove dust particles etc.) while some 25% is also found in the
filter dust. It is difficult to determine the role of chlorine on fireside corrosion in oxidizing
conditions, but in reducing atmospheres HCl and NaCl render the protective oxides inef-
fective by either inducing a crack on the oxides or by reacting with the metal oxides or
base metal to form volatiles species [53].
Kung [83] have shown that found that chlorine may have some benefits in sub stoichiomet-
ric sulphidizing environments. The author reported that at 371 °C chlorine found in re-
ducing/sulphidizing gas mixtures had little or no effect on the corrosion behaviour of the
several commercial alloys that were investigated. An even more beneficial effect was found
at 482°C where the presence of HCl prevented sulphidation attack from H2S again under
certain sub-stoichiometric combustion conditions.
2.3.5.6. Slagging and fouling
Slagging and fouling are basically processes that lead to deposition of ash particles on the
heat transfer surfaces of coal-fired boilers. Slagging is defined as the deposition of ash
deposits on regions of the furnace that are directly in contact with the radiant heat from
coal combustion, particularly in the lower region of the furnace. On the other hand fouling
is the collection of ash deposits on heat transfer surfaces which are not in contact with the
combustion flame, i.e. the upper region of the furnace where heat transfer is by convection
(the closely spaced tubing’s in pulverized fuel (PF) boiler). Slagging and fouling in coal
boilers is common in water walls tubes, pendant super-heaters as well as burner quarls10.
Most often, the ash deposit is in a molten state and either flows from the initial point of
deposition or is highly fused [84]. Figure 2.32 shows some typical locations slagging and
fouling in a coal boilers.
10Burner quarls, tiles or tunnels are holes on furnace walls used for air and fuel injection
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The impact of slagging and fouling for a plant can be detrimental causing loss in efficiency,
unplanned outages, huge financial penalties as well as posing a problem for safety.. An-
other issue with slagging and fouling which makes the problem complicated is that coals
that have been identified as high and low risk fuels have all had severe slagging and fouling
impacts. Fuel mixtures (coal blends) could therefore make the problem worse. Changes
in the boiler operation parameters due to load variations or component failure from the
malfunction of equipment could also lead to slagging and fouling [84].
Slagging on
superheater tubes
Slagging on
furnace walls
Slagging around
coal burners
Slagging on the
ash hopper slope
Fouling on
superheater tubes
Fouling on
economizer tubes
Fouling on
flue gas ducts
Figure 2.32.: Typical locations of fouling and slagging in coal-fired boilers [84]
2.4. High Temperature Cyclic Oxidation
2.4.1. Background and methods
High temperature alloys are usually prone to duty cycles that differ widely from one appli-
cation to another. This could be for instance, very brief periods of operation such as those
of propulsion engines or weeks, months or even years of operation such as in power gen-
eration systems and chemical industries. Whatever the case may be, the operation mode
includes start ups and shutdowns with complex interactions from temperature changes
that causes stress in otherwise protective oxide layers. In the absence of any stress relief,
the thermally induced stresses could lead to an increase in scale thickness [46,85]. In the
case where the oxide film is too thin to withstand the temperature change and there is a
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thermal mismatch between the metal and the oxide, a sufficient increase in the size of the
oxide could lead to spalling of the oxide [46].
These factors are what determines if a component will fail prematurely or show long-
term resistance. This also sets an upper service temperature limit for materials which can
of course have a direct influence on the efficiency as well as economical and ecological
implications [85].
Thermal cycling oxidation tests are usually weight-change versus time measurements
which are followed by microscopic examination of the exposed material samples. They
are regularly applied to estimate damage to materials which can result from oxidation.
Usually, these test simulate industrial situations for a given period of time, often for quite
shorter periods than in real operating situations to draw useful conclusions on the oxida-
tion the materials in that particular industrial environment. There are several standards
used for cyclic oxidation tests. The ISO technical committee 156 (cited in [86]) have de-
fined several test methods which are widely used for high temperature cyclic oxidation
testing. These methods include:
1. Thermogravimetric testing which is in-situ weight change measurements at high tem-
peratures on a single test sample without intermediate cooling in between of the
sample.
2. Continuous isothermal exposure testing (ISO/TC 156CD21608) which is a single post-
exposure weight change measurements on a number of test samples without inter-
mediate cooling (Figure 2.33a).
3. Discontinuous isothermal exposure testing (ISO/TC 1561122) which is a series of
weight change measurements on a single test sample with intermediate cooling at
predefined time intervals which must not necessarily be regular (Figure 2.33b).
4. Cyclic oxidation testing (ISO/TC 15 NWIP) which is a number of weight change mea-
surements on a single test sample with frequent, regularly controlled temperature
cycles (Figure 2.33c).
2.4.2. Important Experimental Parameters for Cyclic Oxidation
There are several experimental variables which might be of no significance in isothermal
oxidation experiments but can be very crucial for cyclic oxidation tests. These include;
the extent of the temperature change (i.e. how large is the temperature change, ∆T), the
number of cycles (frequency), the heating and the cooling rate as well as the exposure
time or duration [46].
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Figure 2.33.: Temperature profiles for isothermal and cyclic testing (a) continuous isothermal
testing (b) discontinuous isothermal testing (c) thermal oxidation cycling testing
[86]
Temperature and cycling duration (frequency)
Cyclic oxidation experiments usually involves heating the test specimen to a desired tem-
perature and cooling it down at room temperature which can provide enough thermal
stress to break off any oxides at high temperatures. However, if the oxidation rates at
lower temperatures are slow this implies the scale formed is capable of resisting thermal
cycling for much longer periods . The effect is shown in Figure 2.34 for a 20Cr–25Ni–Nb
stainless steel alloy.
The thermally induced stress can only be detrimental to the oxide lattice if there are no
stress relief mechanisms11 present which could lead to damage of the oxide scale. This is
typically the case when the cooling rate is very rapid but if slow could lead to creep in the
metal which can reduce the stress in the oxide scale [46].
11Examples of stress relief mechanisms include: porosity in the oxide as it grows, cracking of oxide, double
layer formation and decohesion, reducing oxidation rates and selective oxidation [52]. The presence of
vacancies within the oxide lattice (porosity) can however also lead to stresses in the metal substrate and
thus causes creep [44,87].
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Figure 2.34.: Temperature drop needed to spall 20Cr–25Ni-Nb steel [46]
The frequency of cycling also plays an important role during high temperature cyclic oxida-
tion and its effect has also been studied extensively. The results in the literature show that
short and more frequent cycles increase spallation of the metal oxides and Smialek (cited
in [46]) have reported that longer cycles lead to a more faster weight loss. Figure 2.35
shows the weight change vs number of cycles.
Corrosive environment
The presence of water vapor and carbon dioxide which is found in the flue gas of fossil fuel
combustion plants have been found to increase the reaction rates of steels and other metals
substantially. Water vapor in particular which is found in almost all high temperature
engineering applications has been found to have detrimental effects on oxidation. One of
the most damaging effects of water vapor is that it increases the rate of spalling of chromia
(Cr2O3) and alumina (Al2O3) scales [44]. This has been found in the alumina-forming
superalloy CMSX-4. Water vapor reduces the fracture toughness of the alloy–oxide scale
boundary. In sulphidizing environments, sulphide scales which are formed tend to have
poor adherence due to the fact that most of such scales grow by outward cation diffusion
which can bring about the formation of voids around the scale/metal boundary [44].
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Figure 2.35.: Net specimen weight changes predicted for cyclic oxidation
2.4.3. Cyclic oxidation kinetics
According to Smialek [88], in most cases of high temperature cyclic oxidation, parabolic
rate kinetics prevails and deviations from parabolic growth law are usually very small or
require that the oxidation duration be extended in order to become noticeable.
2.4.4. Damage mechanisms associated with cycling operation
As coal–fired energy generation plants continue to operate in cyclic modes, the level of
component damage might increase and reduced overall performance [10,89]. It has been
seen that about 60 – 80% of all plant failures are as a result of cycling [10]. Figure 2.36
shows the common equipment problems that are related to cycling.
Critical plant components that might be affected or damaged from increased cycling in-
clude superheater and reheater tubes, water wall tubes, plant start-up components, econ-
omizer inlet, minor system related components such as valves, generator windings etc.
As already mentioned Section 2.4.2, the magnitude of the temperature gradient and ramp
rates are useful indicators of creep and fatigue damage that might result from cycling. The
above mentioned variables are what determine how serious cycling a unit can be. This
data can also be used to troubleshoot a unit cycling operation conditions such as setting
a temperature ramp rate limit e.g. for superheater, economizers during start-up and shut
down or cooling in order to minimize damage and increase the life of the components,
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reduce maintenance costs as well as improve reliability of the plant [34,90]. Some of the
main damage mechanisms that might occur from cycling are discussed below.
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Figure 2.36.: Common equipment problems due to cycling [10]
2.4.4.1. Creep-fatigue damage
Creep can be defined as the change in the shape or size of a material resulting from stresses
on the material over time. Baseload units that are usually operated over a long period of
time are commonly faced with such problems.
Fatigue is defined as the damage to a material which occurs when a material is exposed to
cyclical or fluctuating (repeated and varying levels) of stress which can lead to fractures
and failures. Therefore, fatigue is more likely to occur during cycling operations where
there are large thermal and pressure gradients [26]. Frequent starts and stops of the boiler
cause thermal stresses which lead to fatigue, cracks in the base materials or welds [91].
Creep and fatigue go hand in hand. According to Denny and O’Malley [26], a plant
component that has already reached half of its creep damage life can fail with only about
10% of fatigue. Therefore, older baseload units which have been operated for a number
years are very vulnerable to component failure.
Creep–fatigue interaction is of great importance to component failure. Creep and fatigue
can act together to cause premature failure. Figure 2.37a shows the creep-fatigue interac-
tion for a 2.25Cr–1Mo alloy. The solid line (or limit line) indicates the design limit which
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is expressed as a fraction of the creep and fatigue life of the material [92]. This line is
used to determine the effect of combining fatigue and creep and different materials have
different creep-fatigue curves.
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Figure 2.37.: Creep-fatigue curve – effect of introducing two-shifting cycling [92]
The dotted line’s length determines the relative life of components subjected to fatigue
and creep i.e. components exposed to only one type of damage mechanism tend to have
a longer life whereas those exposed to both types of stress damage are prone to fail faster
[92]. Baseload power plant components often are exposed to more creep than fatigue
and this can be seen on the graph. But when a plant component is introduced to fatigue
for part of its life as a result of cycling, the component is expected to fail sooner. Plant
components for creep-fatigue interaction that are of importance include: superheater and
reheater, feedwater heaters an economizers among others [92]. Figure 2.37b shows the
creep-fatigue damage for different materials.
2.4.4.2. Stress corrosion cracking
Stress Corrosion Cracking (SCC) is generally found to occur in waterwall tubes particularly
at attachments such as corner tubes, wall box openings etc. SCC in the waterwall tubes
at the buckstay attachments used to resist the internal pressure of the furnace occurs by
non-uniform thermal stresses cycles which by definition go from a minimum to maximum
to complete one cycle for a given time period [10]. Figure 2.38 shows the typical stress
life cycle of stress vs time.
Changes in plant load during load following operations involve rapid changes in tempera-
tures (increase and decrease) leading to large thermal stresses. This could have numerous
undesired effects such as coal mills or pulverizers going off, or the velocities of steam and
flue gas changing, furnace temperature and heat profiles are being altered to name a few.
This causes a plant to operate out of its design limits [10].
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Figure 2.38.: A generic stress life cycle of stress versus time, where M = bending moment,
σa= stress amplitude, σmax= maximum tensile stress, σmin= minimum tensile
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2.4.4.3. Furnace Wall Corrosion
Furnace wall corrosion problems result from the combined effect of oxidation and sulphi-
dation. Sulphidation as already discussed in Section 2.3.5.2 increases the rate of attack
where sulphide scales can form underneath the protective oxide scales and sulphidation
being faster than oxidation could lead to severe material damage.
Another problem of concern is that of thermal creep and fatigue in furnace wall (water
wall) tubes which lead to “elephant skin” cracking of the water wall tubes. This type of
cracking is generally difficult to identify due to layers of ash deposits or slag covering
the parts affected [92]. Figure 2.39 shows furnace wall corrosion problems related to
cycling.
2.4.4.4. Fireside corrosion
As previously described in Section 2.3.5.3 fire-side corrosion is the damage mechanism
which result from the chemical reaction of the boiler materials with the coal ash deposits
(forming molten alkali-iron tri-sulphate) at high temperatures. Elements such as sulphur
and chloride found in coal which are released during combustion can react with the oth-
erwise protective oxide scales and greatly reduce the oxidation resistance of the metals
which therefore increase oxidation attack of the materials [93]. Again as mentioned ear-
lier, the metal surface temperature which increase with steam temperatures and the flue
gas (combustion) temperatures also affect the corrosion. Components affected here are
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superheater/reheater and also water wall (furnace) tubes [94]. Serious fireside corrosion
has been reported by plants where steam temperatures are above 565 °C [92]. Below
about 550 °C, the alkali iron trisulphates are solid, but dissociate above 780 °C.
(a) Leakage tubes caused by thermal transients, [7]
(b) Corrosion fatigue on waterwall tube, [95]
Figure 2.39.: Membrane waterwall tube damage due to cycling

3. Thermodynamic Modeling of Flue Gas
Corrosion
3.1. Description of modeling package – FactSage™
Thermodynamic modeling of high temperature corrosion or oxidation processes is a useful
way of analyzing the corrosion behavior of high temperature materials in flue gas atmo-
spheres [50, 59, 67, 96]. As already discussed in Section 2.3.5, the corrosion behavior of
the high temperature materials is affected by the constituents of the flue gas (oxygen, sul-
phur etc.) whose reaction with the metal or material (ferritic-martensitic, austenitic etc.)
can conveniently be studied using a complex thermodynamic modeling approach or ther-
mochemical calculations, to be able to describe the corrosion and oxidation behavior of
the materials [59,67,96].
These calculations are based on the Gibbs energy minimization principle from which un-
der normal standard conditions could be used to derive the oxygen partial pressure at
which both the metal and its oxide will co-exist (see Section 2.3.2). Therefore, for a given
state, the stability regions of the metal oxide can be determined depending on the oxygen
partial pressure [67, 97]. For a pure substance e.g. a gas species or an element or even a
stoichiometric compound like Al2O3, the Gibbs energy depends mainly on the temperature
i.e. if the pressure is neglected such that G = G (T ). For a non-ideal system such as solid
metal matrix phases like the BCC, FCC, intermetallic phases like SIGMA or LAVES phase,
solid salts (K2(SO4,CrO4)), solid oxide solution phases such as wustite – FeO or corundum
– (Al,Cr,Fe)2O3, the Gibb’s energy depends on both the temperature and the composition
(again neglecting the effect of pressure) i.e. G = G (T , x i). Mathematical methods or
calculations could be used to obtain activities, phase amounts, equilibrium constants etc.
from the Gibb’s energy of the various phases [59]. The dependence of Gibb’s energy on
temperature is as follows Equation (3.1) [50,97]:
G = a + bT + cT lnT +
∑
dnT
n (3.1)
The coefficients, a, b, c, and d are obtained from the heat capacities, enthalpies and en-
tropies at a reference state (298 K and 1 bar) and are directly used in determining the Gibbs
energy. This information is then used to obtain stability phase area diagrams [50]. In this
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respect, the thermochemical modeling software package FactSage™, version 6.4 was used
to carry out complex equilibria calculations to study the oxidation and corrosion behavior
of the commercial alloys experimentally investigated in this study. A brief description of
the software package follows in the next section Section 3.1.
FactSageTM™is a Windows-based thermodynamic modeling software package and an In-
tegrated Thermodynamic Database System (ITDS) consisting of a compound or pure sub-
stances database (elements, gas species, condensed phases, intermetallic compounds etc.)
and a solution database (oxides, salts, metallic alloys etc.). It implements the Gibbs energy
minimization method and has various modules for point calculations, complex equilibria
(i.e. multi–phase, multi–component systems), phase diagrams, predominance area dia-
grams and many others [59, 98, 99]. The database stores thermochemical data for each
compound at a given state and temperature range such as; standard enthalpy of forma-
tion (∆Ho), absolute or standard entropy of change (So), and temperature dependent heat
capacities (cp (T )) [59,98–100].
The results obtained show the equilibrium state of a phase (i.e. the equilibrium amounts
or activities) or in case of a solution phase the equilibrium amounts of the internal phase
constituents are also given. The activities indicate how far away a phase is from equilib-
rium. The smaller the activity the less likely that such a phase will form as already stated
in Section 2.3.2.1.
It is worth noting some important limitations of the software package: limited number
of phase selection per calculation run. With the numerous amounts of phases that might
form in a high temperature reaction system such as those in a coal combustion flue gas
environment, only a limited number of solutions, with limited cp ranges can be selected per
calculation run. Selecting therefore the possible number of phases which might form can
be difficult. Secondly, as already mentioned in Section 2.3.2.4, the use of thermodynamic
databases to obtain phase stability diagrams provides no information on the kinetics or
oxidation rate and therefore the kinetics cannot be studied.
3.2. Gas phase equilibria
The thermochemical behavior of the flue gas – the composition, the partial pressure of
individual gas components during high temperature corrosion is important as this deter-
mine what phases will be formed in equilibrium. The simulation of the modeled flue gas
mixture (Table 3.1) used in this study is vital to establish the composition of the individual
gas species at equilibrium as a function of temperature i.e. how the flue gas changes with
respect to temperature. The calculations for the gas phase calculations were carried out in
the Equilib module using the FactPS database for pure substances. The calculation results
Chapter 3. Thermodynamic Modeling of Flue Gas Corrosion 59
of the model flue gas mixture are shown in Figure 3.1 as the fugacity (effective partial
pressure) change with respect to temperature.
Table 3.1.: Model flue gas mixture composition
Gas species CO2 O2 N2 SO2 H2O
[vol%] 14.29 3.34 65.72 0.05 16.60
It can be seen from Figure 3.1 that, for the given flue gas model in Table 3.1, the fu-
gacities of N2, H2O, O2 and CO2 are relatively higher compared to the other gas species
and their fugacities do not change with temperature (they are more or less constant). CO
and H2 have quite low fugacities but their fugacities increase greatly with temperature.
Not shown on the diagram is S2 with even much lower partial pressures in the range;
−69.91< logp (S2)< −29.76 for temperatures between 300 – 1000 °C, pS2 also increases
with temperature. The corrosive species SO2 and SO3 have moderately high fugacities.
The partial pressures of SO2 increases with temperature while that of SO3 decreases with
temperature.
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This information is needed to establish the position of the flue gas in a phase stability di-
agram (cf. Section 2.3.2.4). For example, in the Fe-Cr-O-S phase stability diagram at 650
°C and 1 atm shown in Figure 3.2, where Fe + Cr represent the typical components found
in coal power plant materials and O + S representing gas species found in the combus-
tion gas, the equilibrium position of the model flue gas can be identified for this system
using the results obtained from gas phase calculations. This is represented by the gray
sphere shape in the diagram. This point corresponds to the partial pressures of SO2 and
O2 as obtained from the flue gas calculations at 650 °C and 1 atm, where the ordinate
logp (SO2) = −3.582 and the abscissa logp (O2) = −1.478. At that position, hematite
(Fe2O3) and chromia (Cr2O3) are the phases that are in equilibrium with the flue gas
model. Therefore, any change in equilibrium i.e. an increase or a decrease in tempera-
ture or the partial pressure of either O2 or SO2 will lead to a corresponding shift in the
equilibrium position to a different region on the phase diagram. For instance, a decrease
in p (O2) and high p (SO2)will result in the formation of the corrosive products FeS2 and
Cr2S3.
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Figure 3.2.: Stability diagram for the Fe-Cr-O-S system at 650 °C
Furthermore, it can also be depicted from Figure 3.2 that the oxide layer sequence changes
with increasing partial pressure of oxygen i.e. from the metal substrate or alloy (Fe, Cr)
at low oxygen partial pressures to Fe2O3 and CrO2 at high oxygen partial pressures. This
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sequence is expected in reality for Fe-Cr alloys assuming of course that pSO2 = 0.
3.3. Fly ash behavior
Coal ash particles deposited on boiler materials during coal combustion play a very im-
portant role on the corrosion of those materials. On the one hand, they act as protective
barriers against the corrosive flue gas preventing further corrosion but on the other hand
they also reduce the corrosion resistance of the materials through chemical reactions from
particles in the deposits with the material [50,101]. The reaction is aggravated in the case
where the ash is in a molten state as discussed in Section 2.3.5.3. It is also therefore of
interest to examine the behavior of the fly ash at the given test temperature of 650 °C for
this study, using thermochemical modeling approach. The composition of the fly ash used
in the experiments is given in Table 3.2.
Table 3.2.: Composition of Fly Ash
Concentration Normalized
Element [wt%] [wt%]
Na2O 0.32 0.34
MgO 3.53 3.71
Al2O3 12.16 12.77
SiO2 43.69 45.90
K2O 1.44 1.51
CaO 17.01 17.87
Fe2O3 17.04 17.90
Sum 95.19 100.00
For the simulation of the fly ash, two slag phases (Slag#1 and Slag#2) which consist
basically of the constituents of the fly ash are modeled at the test temperature of 650 °C
to determine the melting behavior of the ash. The alkali metal oxides K2O and Na2O are
known to influence the melting behavior of ash. Figure 3.3 shows the isothermal section
of the K2O–Na2O–SiO2 ternary system at 650 °C with the various slag phases for different
concentrations of K2O, Na2O and SiO2.
Additionally, a projection of the fly ash melting behavior is carried out in the temperature
range 300 – 1000 °C for the K2O–Na2O–SiO2 ternary system. This result is presented in
Figure 3.4. It can be seen from the diagram that a liquid slag will form only above 800
°C and at high of K2O concentrations. This is also confirmed in Figure 3.5 and Figure 3.6
showing the melting behavior for different concentrations of K2O and Na2O at different
temperatures. From the results of simulation of fly ash, it is clear that at low K2O and
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Na2O concentrations a corresponding molten phase eutectic can only be attained above
800 °C and therefore such liquid slag phases for the given fly ash composition will have
little or no effect on the corrosion attack of the materials. The results obtained here agree
with that of Meyer and Gutte [50].
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Figure 3.3.: Isothermal section at 650 °C of the K2O–Na2O–SiO2 ternary phase diagram
3.4. Gas–Metal Equilibria
For the gas–metal equilibria the reaction of flue gas with the commercial alloys are sim-
ulated. It is important to note that, the equilibrium phase diagrams derived from these
calculations do not present the complete picture of the reaction owing firstly to the fact
that not all the components of the alloy system will take part in the reaction with the flue
gas [59] and also due to the limitations mentioned in Section 3.1. Therefore, only a limited
numbers of possible phases that can occur are selected for the equilibrium calculations. To
obtain of possible phases that might form from the reaction of the alloy system with the flue
gas, non-isothermal stability diagrams (so called one–dimensional alloy phase mappings)
were simulated as a function of temperature.
The calculations were performed in the Equilib module (for complex equilibria), making
use of the FactPS database for pure substances for the gas phase, the FT-Oxid database for
all pure oxides and oxide solutions and the FS-Stel database for alloy systems. The results
of the gas – metal equilibration for the investigated commercial alloys are presented and
discussed below. It should be noted that particular attention is paid here to the ’gas phase’
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Figure 3.6.: Molten slag phase formation in fly ash
of the flue gas only. Deposits are not considered in the calculations. A two phase flow (gas
+ ash deposits) model is presented in Section 3.5.
3.4.1. TP91
The gas – alloy phase equilibria results for TP91 are presented in Figure 3.7. The results
shows the typical BCC phase which is very common of ferritic steels [59]. The precipitate
phase M23C6 is also seen to be constant throughout the temperature range reaching a
maximum at about 600 °C. The M23C6 phase is normally expected for ferritic-martensitic
steels with < 12% Cr. It is said to be stable up to temperatures of about 800 °C and
dissolves in the matrix between 900 – 1000 °C as can be seen from the diagram [50]. The
main components of the M23C6 phase are Fe23Mo3C with about 4g and Fe23C6 with about
1g. This phase is important because inter-crystalline corrosion of ferritic and austenitic
steels is caused by the depletion of Cr in the base metal. Grain boundary attack is enhanced
through the precipitation of Cr-rich metal carbide phases such as M23C6 as well as M7C3 and
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Figure 3.7.: TP1 gas–metal phase equilibria
M6C6 and even nitrides such Cr2N [50]. According to Hald cited in [50], the metal carbide
phase M23C6 is the most important phase for 9 – 12 %Cr steels. The carbides can form
also in austenitic steels. During formation, on the grain boundaries, they are responsible
for depleting Cr in the vicinity of the grain boundary. If the metal is heated to about 900
°C, the M23C6 phase eventually dissolves. Conversely, during cooling of the metal, this
leads to the precipitation of the carbide phase. This could lead to embrittlement and inter-
crystalline corrosion. This effect is worse for ferritic steels than for austenitic steels due a
high diffusion rate and low dissolution.
The spinel phase (Spinel1) is seen to be dominant at low temperatures up to about 550 °C
and is overlapped by the MeO (metal oxide) phase and BCC phase at higher temperatures
above 650 °C. The main constituents of the Spinel1 phase are the inverse spinel magnetite
(Fe3O4) and the Fe-Cr spinel FeCr2O4. The spinel phase formed is also important because
the oxidation of steel materials may leads to the formation of a protective single phase
at the surface such as magnetite Fe3O4 [65]. The spinel lattice is relevant with respect
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to the protection it provides the alloy and the spinel structure may occur with different
stoichiometry continually as a ’double oxide’ phase. Such a phase may offer a good kinetic
barrier to prevent further oxidation. An example of such spinel is NiO·Cr2O3 spinel in Cr-
Ni-Fe alloys (cf. Table 2.5). The structure of the spinel is therefore vital on the corrosion
behavior of steel alloys. It should be noted that a second spinel phase might form, but that
is not represented on the diagram.
The MeO (metal oxide) phase which is the most dominant phase above 600 °C is composed
of mainly FeO, Fe2O3, Cr2O3 and some MnO. Finally, the Olivine phase is also quite con-
stant throughout the temperature range. Olivine, with the general form M2SiO4 (where M
= Mg, Fe) is an orthosilicate and they are susceptible to mechanical and chemical break-
down [102]. The main constituents of the olivine phase from the calculation is Fe2SiO4
(fayalite).
Pure solids: Not represented on the phase equilibria diagrams for clarity purposes are
pure solids that might form. The pure solids include small quantities (< 2 g) of Nb2O5,
the spinel FeV2O4, which occur throughout the temperature range; MoS2, which might
form up to about 850 °C and FeS between 800 and 900 °C with a maximum at 850 °C.
3.4.2. VM12-SHC
The ferritic-martensitic alloy VM12-SHC also shows quite a similar equilibria (see Fig-
ure 3.8) to TP91 with a classical BCC matrix which is dominant above 650 °C. The precipi-
tate carbide phase M23C6 (with mainly Fe20Mo3C6 and small amounts of Fe23C6) is constant
throughout the temperature range. A precipitate sulphide phase, (Fe-Mn)S composing of
mainly FeS and MnS is also found to be present in the equilibria in small amounts and is
expected throughout the temperature range as well. The metal oxide phase MeO which is
superimposed by the BCC phase also has similar constituents as in TP91 i.e. FeO, Fe2O3,
Cr2O3 and MnO. The ’low’ temperature (below 650 °C) dominant Spinel1 phase also has
magnetite and Fe-Cr spinel as main components. The HCP phase, which is a hexagonal
metallic structure with C and N might also form.
Pure solids: The pure solids expected here are also in small amounts < 2g and include;
MoO – at low temperatures up 500 °C, MoC – between 450 °C and 700 °C, MoS2 – up
to 800 °C, Cu2S and the spinel FeV2O4 which is constant through the entire temperature
range.
3.4.3. TP347-HFG
The austentitic alloy TP347-HFG shows the typical FCC phase common in austenitic ma-
terials. The phase equilibria diagrams are shown in Figure 3.9. It can be seen here that
the spinel phase is the most dominant throughout the temperature range. It is quite high
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Figure 3.8.: VM12-SHC gas–metal phase equilibria
at low temperatures and slightly decreases with increasing temperature. The main com-
ponents for the Spinel1 phase are the inverse spinel magnetite (Fe3O4) and Fe-Cr spinel
(FeCr2O4). M23C6 was not found to be stable for this equilibration. The precipitate (Mn-
Fe)S is present in smaller quantities throughout the temperature range. Olivine phase
with main constituents MnFeSiO4, Mn2SiO4 and Fe2SiO4 is also expected to form most
likely above 400 °C. The MeO phase might also form above 550 °C with main components
being FeO, Fe2O3, MnO and some Cr2O3.
Pure solids: The pure solids which might form here also in small quantities (< 2g) are
Nb2O5 which is constant throughout the temperature range and Ni3S2 which might occur
at low temperatures up to 500 °C.
3.4.4. DMV304 HCu
The phase equilibria for the austenitic alloy DMV304 HCu is given in Figure 3.10. The alloy
also shows the FCC matrix common in austenitic alloy. It can also be seen that corundum
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Figure 3.9.: TP347-HFG gas–alloy phase equilibria
with main components being Cr2O3 and Fe2O3 is dominant at low temperatures but it
is overlapped by the FCC phase above 600 °C. The precipitate phase M23C6 with main
constituents being Fe20Mo3C6 is expected throughout the temperature range. The BCC
phase is found for this equilibration and it is expected for such complex Fe-Cr-Ni alloys with
high amounts of the three main components. The (Mn-Fe)S precipitate is also expected
throughout the temperature range.
Pure solids: The stable pure solids expected are MoO2 up to 650 °C, Cu2S up to 950 °C,
and Nb2O5 constant for the entire temperature range. The oxides of Mn i.e. MnO and
MnO2 are closer to equilibrium with activities of 0.7 and 0.9 respectively. This implies
they are likely to form. MnS also has activity of 0.6.
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Figure 3.10.: DMV304 HCu gas – alloy phase equilibria
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3.4.5. DMV310 N
The complex austenitic Fe-Cr-Ni based alloy shows the typical FCC phase which is dom-
inant at high temperatures above 550 °C and the corundum phase which is dominant at
low temperatures below 550 °C but superimposed by the FCC phase at high temperatures
(see Figure 3.11). Also, the precipitate phase (Mn-Fe)S with mainly MnS might form.
As can be seen from the corundum phase (Figure 3.11c), chromia prevails over hematite
above 550 °C, which in practice if the chromia layer is dense will shield the material from
corrosion.
Pure solids: Similar to TP347 HFG, Nb2O5 (for the entire temperature range) and Ni3S2
(below 450 °C) are the pure solids expected to form in small amounts.
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Figure 3.11.: DMV310 N gas – alloy phase equilibria
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Table 3.3.: Condensed phases formed from the reaction of gas and deposits on the iron metal
oxides, 650 °C, 1 atm
Condensed phase Amount [g] Activity
Fe2O3, hematite 1.0040E+02 1
CaAl2Si2O8, anorthite 2.8858E+01 1
Ca3Fe2Si3O12, andradite 2.0816E+01 1
CaMgSi2O6, diopside 1.9933E+01 1
Fe2SiO4, fayalite 1.9565E+01 1
KAlSi2O6, leucite 6.9972E+00 1
SiO2, quartz 3.3908E+00 1
NaAlSi3O8, high-albite 2.8770E+00 1
3.5. Two phase flow model
The flue gas in coal-fired combustion chambers contains both gases plus ash particles
(aerosols). It is therefore important to determine the reaction of the aerosol particles
in fly ash deposits with the oxides formed on the metal surface. In this section, an attempt
is made to estimate under which conditions the ash deposits will react with and damage
the oxides formed on the material surfaces, i.e. the condensed phases which might form
from such a reaction. The fugacities of the flue gas species used correspond to those given
in Section 3.2 and the ash deposits composition are those given in Table 3.2. Since the
deposits found on superheater materials in coal fired boilers are low in Cl-content [50], the
effect of chlorine was not considered for this calculation. The oxides used were those of
iron (Fe2O3 40 g, Fe3O4 30 g and FeO 30g). Table 3.3 shows the condensed phases formed
from the reaction of the gas, ash deposits and iron oxides at 650 °C and 1 atm. These are
the condensed species that are expected to form on the walls of the superheater/reheater
materials at the calculated temperature.
As it can be seen from Table 3.4, the reaction of the flue gas with the ash deposits leads
to decreasing oxygen partial pressures, p (O2) and an increase in the partial pressures of
sulphur dioxide, p (SO2) (cf. Section 3.2) which could alter the stoichiometry of the oxide
layer.
3.6. Predominance area diagrams
As discussed in Section 2.3.2.4, predominance area diagrams can be divided into two cate-
gories: in the first type the partial pressure of a corrosive gas component is plotted against
the composition of one alloy component. This is particular useful when investigating the
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Table 3.4.: Flue gas fugacities from reaction with ash and oxide at 650°C and 1 atm
Gas species Equil. amount Fugacity, p (X i) [atm] logp (X i) [atm]
N2 1.31E+02 5.15E-01 -0.29
H2O 6.59E+01 2.60E-01 -0.59
CO2 5.68E+01 2.24E-01 -0.65
SO2 1.89E-01 7.46E-04 -3.13
H2 7.79E-02 3.07E-04 -3.51
CO 3.24E-02 1.28E-04 -3.89
H2S 1.16E-02 4.58E-05 -4.34
S2 4.82E-05 1.90E-07 -6.72
SO3 5.62E-09 2.22E-11 -10.65
O2 9.55E-15 3.76E-17 -16.42
effect of the alloy composition on the reaction system [59]. In the second category the log
partial pressure of one corrosive gas component is plotted against the log partial pressure
of another component of the corrosive gas. Here, the alloy composition is kept constant
to investigate the role of the various corrosive gas species.
It is worth noting the difference between the predominance area diagrams and the alloy
phase equilibria performed in Section 3.4. For the predominance area diagrams, the few
selected alloy components for calculation are considered to react with the corrosive gas
which leads to a change in their compositions or amounts whereas for the alloy phase
equilibria the total alloy composition is used for calculation to obtain component activities
and thus their compositions of the individual components do no change [59]. The phase
stability diagrams for various systems representing the commercial alloys investigated in
the experiments and the various phases that might form were calculated and are presented
Figures 3.12 to 3.20.
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Figure 3.18.: Fe-Nb-S-O predominance area diagram at 650 °C and 1 atm
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Figure 3.19.: Fe-Mn-S-O predominance area diagram at 650 °C and 1 atm
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Figure 3.20.: Fe-Mo-S-O predominance area diagram at 650 °C and 1 atm

4. Experimental
4.1. General overview
As discussed in Section 2.4.1 high temperature oxidation or corrosion tests usually in-
volve weight-change measurements over time followed by metallographic analysis of the
exposed or corroded materials to obtain information on the oxidation behavior and dam-
age mechanisms of the materials in a given environment. There are several approaches
to these, and these include: continuous thermogravimetric testing, continuous isother-
mal testing, discontinuous isothermal testing and thermal cycling oxidation testing. The
cycling oxidation tests are widely used [85] (cf. Section 2.4.1).
The net weight change of the materials is taken to be equal to the net weight of oxygen
absorbed as a result of scaling or oxide formation. Assuming uniform and compact oxide
formation, the specific weights i.e. mass change divided by the surface area of the test
sample will correspond approximately to the oxide scale thickness. This approach is widely
used in practice because it is precise, less tedious and also economical than measuring the
oxide scale thickness at regular time intervals. In this study, discontinuous isothermal
oxidation and thermal cycling oxidation tests were carried out to evaluate the effect of
increased cycling on commercial boiler materials. This chapter presents the experimental
work carried out and the analytical methods used on the corroded test materials to evaluate
the impact of increased cycling on the materials.
4.2. Investigated materials
A total of five commercial coal boiler (superheater and reheater) alloys were selected for
isothermal and cyclic corrosion testing. These included: T91, VM12–SHC, TP347–HFG,
DMV304 HCu and DMV310 N; The microstructure of the materials are shown on the Schäf-
fler diagram given in Figure 4.1. Their chemical compositions are given in Table 4.1. A
brief description of the materials in given below.
TP 91: TP91 alloy is a martensitic ASTM steel grade used in the furnace waterwalls and su-
perheater and reheaters in fossil fuel and nuclear power plants. It is used for both tubular
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Table 4.1.: Chemical composition of selected materials
Alloy Fe Cr Ni C Mo Mn Si Others
TP91 Bal 8.75 0.4 0.105 0.95 0.45 0.35 V0.22
VM12-SHC Bal 12 0.40 0.14 0.40 0.45 0.60 Cu 0.25; W 1.7; V 0.30; Co 1.8
TP347HFG Bal 18.0 10.0 0.08 - 1.6 0.60 Nb 0.8
DMV304HCu Bal 18.4 9.1 0.087 0.26 0.79 0.23 Cu 3.1; Nb 0.44; N 0.11
DMV310N Bal 25.33 21.05 0.058 - 1.2 0.39 Nb 0.445; N 0.255
0 10 20 30 40
0
10
20
30
40
1 2
34
5
Chromium equivalent, wt%
N
ic
ke
le
qu
iv
al
en
t,
w
t%
Schäffler diagram for stainless steels
F + M
Martensite
A + M
Austenite
Ferrite
A + M
+ F
M + F
A + F
0%
Fe
rri
te
5%
Fe
rri
te
10
%
Fer
rite
20%
Fer
rite
40%
Fer
rite
80%
Ferr
ite
100%
Ferrit
e
Ni-equivalent: Ni + 30 C + 0.5 Mn
Cr-equivalent: Cr + Mo + 1.5 Si + 0.5 Nb + 2Ti
1: T91
2: VM12-SHC
3: TP347-HFG
4: DMV304 HCu
5: DMV310 N
Figure 4.1.: Schäffler diagram for stainless steels, adapted from [103]
or tubes (T) and pipes (P) with varying wall thicknesses, hence the name TP91. It was de-
veloped in the USA at the beginning of the 1980. The material is a modified form of P9 i.e.
a 9Cr–1Mo steel, and has higher allowable stress than P22. This property allowed thinner
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wall pipes to be designed thereby saving material cost in manufacturing as well as instal-
lations. Also, the welding and preheating of this steel grade requires less energy [104].
TP91 falls in the category of 9 – 12 %Cr alloys which are given the collective name Creep-
Strength Enhanced Ferritic (CSEF) [105, 106]. It is an advance chromium-molybdenum
steel (9CrMoV) used in coal-fired plants for the manufacture of boilers components as al-
ready mentioned above and can be operated for temperatures up to about 650°C [107].
VM12-SHC: VM12-SHC (with SHC meaning super high corrosion resistant) is a 12Cr–
1.6Co–1.5W–B ferritic-martensitic steel developed by Vallourec Group for use in coal boil-
ers and Heat Recovery Steam Generators (HRSG) plants. It is also used to replace the grade
X20CrMoV11-1 in existing power plants [108]. It has good creep resistance and steam-side
oxidation behavior. It can be used for working temperatures up to 620 °C [109]. VM12-
SHC bridges the gap between 12% Cr steels, X20CrMoV12-1 and austenitic steels used in
the hot boiler-tube regions for temperatures up to 620 °C. Seamless tubes of VM12-SHC
coal boiler are usually normalized and tempered for thin wall components and about 12
mm thick for several applications [110].
TP347-HFG: TP347-HFG alloy is an austenitic heat-resistant steel, used in the fabrication
of superheater and reheater tubings in advanced coal boilers. It is an 18%Cr–9%Ni–0.7Nb
alloy with higher allowable stress and creep rupture strength compared to the grades
TP304, TP321H and TP316H [111]. However, according to Chi et al., [111] this steel
grade has poor high temperature performance in Ultra-Supercritical Coal Boiler (USCB)
power plants. The heat treatment1 involves solution treated at high temperatures between
1150 – 1200 °C, followed by water quenching to stop the precipitation of new phases dur-
ing cooling [111]. The material has a finer grain size which affects the material properties
(corrosion resistance) during service. This is beneficial for creep resistance during ser-
vice which is the main reason for alloying the material with niobium unlike it predecessor
TP347 H [112,113].
DMV304 HCu: DMV304 HCu is an 18Cr-8Ni austenitic stainless steel alloyed with copper
and boron to improve the creep strength. It is produced by adding ∼3 wt% of copper,
some niobium and nitrogen to the traditional 18Cr-8Ni steel grade (304 steel), and also
increasing the carbon content to enhance creep and high temperature properties. Nitrogen
also strengthens the solid solution of the material which gives the material higher allow-
able tensile stresses. Additionally, chromium diffuses to the surface faster to form a dense
and adherent chromia (Cr2O3) scale. The material is best suited for tube applications in
the temperature range 600 – 650 °C [114]. It has also been found that the steel grade
1Heat treament is the process or the combination of processes which involve heating and cooling a metal or
an alloy in its solid state to obtain a desired property or condition. These include; annealing, hardening,
quenching, normalizing, patenting, spherodizing and tempering etc. See Appendix C for a description of
the heat treatment methods.
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DMV304 HCu has shown coarsening of the Cu-rich phases which occurs in long-term ser-
vice conditions and therefore could be less protective in the case where the coarsening rate
is faster. [114].
DMV310 N: DMV310 N is a 25Cr–20Ni austenitic steel alloyed with nitrogen. It has good
creep and high temperature corrosion resistance for temperatures between 600 °C to 670
°C [115] compared to the grades 304 and 347. It is suited for use in the most advanced
coal–based power plants (Supercritical (SC) and USCB vessels) for steam temperatures up
to 620°C. The good high temperature corrosion and creep resistance is attributed to the
addition of niobium and nitrogen which gives a solid-solution strengthening from nitrogen
as well as the precipitation hardening by fine and stable NbCrN. Nevertheless, DMV310 N
is susceptible to form coarse sigma and Cr2N phases which could reduce the strength and
embrittle the material. This is the reason why the micro–structure is stabilized with nickel,
nitrogen and niobium which makes this alloy particularly suitable for boiler superheater
materials. [116].
Figure 4.2 shows the micro–structures of the alloys as received. It is generally found that
the corrosion resistance of high temperature materials is approximately determined by
the amount of free chromium in the alloy as shown by the relation in Equation (4.1)
[50,117,118]:
Crfree = Cr%− 14.54C% (4.1)
The free Cr-contents of the selected candidate materials are presented in Figure 4.3. A
description of sample preparation and test procedure follows.
4.2.1. Test sample preparation – shape and size
The candidate materials were received as 1m long seamless tubes with varying outer di-
ameters and wall thicknesses, between 4 – 8 mm (Table 4.2) from which 2 sets of 20 mm
half cylinders were machined (Figure 4.4) – for isothermal and thermal cycling testing
respectively. The sample sizes were designed and machined for easy handling and opera-
tion during the exposure tests (weight measurements). Furthermore, they were tested ’as
received’ without any additional modifications.
4.3. Test Procedure
4.3.1. Isothermal oxidation tests
As mentioned previously, discontinuous isothermal oxidation tests according to ISO/TC
1561122 were performed for 1000 h at 650 °C. Figure 4.5 shows the arrangement of
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(a) TP91, 100x magnification (b) VM12-SHC, 100x magnification
(c) TP347-HFG, 200x magnification (d) DMV304 HCu, 200x magnification
(e) DMV310 N, 100x magnification
Figure 4.2.: Microstructure of selected materials, as received
the experimental setup for the oxidation tests. The experiments were carried out in a
horizontal test tube furnace that included a heat resistant mullite ceramic working tube
measuring 1200 mm x 75 mm x 86 mm (L x ID x OD). The test samples were placed
on a ceramic shell with both ends of the half cylinder partially covered in coal fly ash2
(Figure 4.6) to simulate the action of deposits on the heat transfer surface in real boilers
conditions. The region of the tube furnace with uniform temperature distribution was used
for testing. The temperature profile of the tube furnace is shown in Figure 4.7. A type K
2Fly ash was obtained from the brown coal (lignite) power plant in Jänschwalde, Peitz burning lignite from
the Lusatian (Lausitz) region in Germany. The composition of the fly ash is given in Table 3.2
84 4.3. Test Procedure
TP91 VM12 TP347 DMV304 DMV310
0
5
10
15
20
25
30
7.22
9.96
16.84 17.14 16.9
Sc
al
e
Th
ic
kn
es
s
in
[µ
m
]
Scale Thickness under Cyclic Conditions
free %-Cr
Figure 4.3.: Free Cr-content of selected commercial alloys
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Figure 4.4.: Dimensions of half cylinder machined samples used in the exposure tests
thermocouple (NiCr-Ni) was inserted close to the samples within ±3 °C in the vicinity of
the samples to monitor local temperatures. A synthetic flue gas mixture (SO2 at 500 ppmv)
preheated to 110 °C was fed through a gas mixing station (GMS600 see Figure B.3) with a
mass flow controller (MFC) over the test samples at 1000 mL/min. The composition and
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Table 4.2.: Selected material types and dimensions
DIN Mat. Nr. Type OD Wall thickness
Material [mm] [mm]
TP 91 X10CrMoVNb9-1 1.4903 Martensitic 51 4.20
VM12-SHC X12CrCoWVNb12-2-2 1.4915 Martensitic 50 4.10
TP347-HFG X8CrNi19-11 1.4908 Austenitic 51 7.10
DMV304HCu X10CrNiCu Nb 18-9-3 1.4907 Austenitic 51 7.50
DMV310N X6CrNiNbN 25-20 1.4952 Austenitic 51 8.00
the volumetric flow rates of the gas mixture can be taken from Table 4.3.
Table 4.3.: Model flue gas mixture composition
Composition Flow rate
Gas species [vol%] L/min
CO2 14.29 1.429
O2 3.34 0.334
N2 65.72 7.880
SO2 0.05 0.005
H2O 16.60 0.352
Sum 100 10
The isothermal oxidation tests were interrupted at regular intervals (every 200 h), the test
samples were allowed to cool, carefully cleaned of any ash deposits with a soft brush, their
weights recorded and then reinserted back into the furnace with a fresh ash deposit. At
the end of each cycle, the materials were visually inspected with the naked eye for any
surface change i.e. if the sample is wrinkled, cracked, flaked (spalled), or if there is any
corrosion on the edges.
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Figure 4.5.: Schematic diagram of experimental setup
Figure 4.6.: Test specimen arrangement in half ceramic shell
4.3.2. Thermal cycling oxidation tests
The thermal cycling tests were equally performed for 1000 h at 650 °C. The experimental
setup, flue gas mixture and fly ash used in the isothermal oxidation tests were also used
for the thermal cycling tests without any modifications. The total number of cycles was 50
i.e. 20 h per cycle. To reproduce near realistic thermal gradients in boiler settings, each
cycle consisted of a heating phase where the test samples were slowly heated at 5 K/min to
300 °C and then holding this temperature for 2 hours. The temperature was then ramped
up to the maximum test temperature of 650 °C at a faster heat rate of 20 K/min. This
temperature was maintained for 10 h before cooling the samples down to 150 °C in the
furnace and the process was repeated. The experiment was stopped at regular intervals
(after 5 complete cycles) to measure the weight change of the materials. The cycling
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process was programmed and carried out automatically in the furnace. The temperature
profiles for both the isothermal oxidation and thermal cycling test are shown in Figure 4.8.
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Figure 4.8.: Experimental test runs showing (a) isothermal oxidation and (b) thermal cycling
4.3.3. Experimental Error
As already mentioned above, the temperature variation in the furnace was in the range
±3K. Also, the oxidation time or duration was recorded only under steady state opera-
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tions of the furnace, this means any periods during unstable conditions (repairs) were
not accounted for. The experimental error for the weight change measurements was
around ±0.05mg and the different sizes of the materials were measured with an accu-
racy of ±0.02mm. The accuracy of the specific weights calculations was in the range
±0.5mg · cm−2. The scale thickness measurement errors were taken to be around±2µm for
the ferritic steels TP91 and VM12-SHC with even oxide scales and approximately ±0.5µm
for TP347 HFG, DMV304 HCu and DMV310 N with minor scales. Due to poor adhesion
and poor edge retention of epoxy mount on the austenitic alloys this leads to gaps be-
tween the materials and the epoxy mounts damaging the scales. It was quite difficult to
accurately measure the scale thickness for the austenitic alloys especially TP347-HFG and
DMV310 N.
4.4. Metallographic Investigation Methods
The analytical techniques used included: light (optical) microscopy (LOM) as a first step
to inspect the microstructures of the materials and Scanning Electron Microscopy (SEM)
coupled with Energy Dispersed X-Ray Spectroscopy (EDS) was used to obtain the surface
morphology and compositional analysis of the products of corrosion. The preparation of
the samples for metallographic analysis is given below in (Section 4.4.1).
4.4.1. Specimen preparation
Mounting, sectioning, grinding, and polishing: After completion of the experiments, the
material samples were weighed as usual and immediately placed in a desiccator for subse-
quent metallographic preparation. The test samples (half cylinders) were then mounted
in epoxy resin (EpoFix) for 12 hours. The mounted specimens were then sectioned longi-
tudinally in two halves. They were then ground using different grades of silicon carbide
papers (P240-coarse – P4000-fine) with a force of about 20N, then cloth polished in a
vibration polisher (VibroMet2) for 24 h. After removal from the polisher, the specimens
were immediately cleaned, sprayed with alcohol and followed by drying with warm air to
remove any remaining moisture.
Etching: To reveal grain structures under the optical microscope, the specimens were
etched accordingly.
• Etchant 1 (used for the ferritic-martensitic steels TP91 and VM12-SHC): 100 ml 4%
picral (picric acid) + 5 ml 37% hydrochloric acid (HCl). Etched by swabbing at
room temperature for about 10 – 15 seconds. Then rinsed with water and alcohol
and dried with hot air.
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• Etchant 2: used for the austenitic steels (TP347 HFG, DMV304 HCu and DMV310 N):
200 ml distilled water (H2O), 200 ml 32% hydrochloric acid (HCl) and 20 ml 65%
nitirc acid (HNO3) heated to about 65°C. Etched by immersion for 60 – 70 seconds
and immediately cleaned with water and alcohol and then dried with hot air.
Conductive coating for SEM: to minimize distortions and improve image quality the SEM
specimens were preferentially sputtered with gold.
4.4.2. Light (optical) microscopy
Light (optical) microscopy (LOM) was used to obtain cross-sectional micro-structures of
the commercial alloys before and after exposure to isothermal and cycling conditions. The
Carl Zeiss - Axiotech 100 HD of using an Olympus BX60M, with magnifications up to 500X
was used.
4.4.3. SEM-EDS microscopy
Scanning Electron Microscopy (SEM) which has much higher magnifications than optical
microscopes was used together with Energy Dispersed X-Ray Spectroscopy (EDS) for de-
tailed analysis of the materials to check surface morphology, type of attack and depth of
attack (internal oxidation, sulphidation etc.), oxide formation, and chemical composition
of corrosion products. An SEM system MIRA II XMH (Tescan, Brno, Czech Republic) com-
bined with an EDS system Inca (Oxford Instruments, Wiesbaden, Germany) was used for
the analysis.

5. Results
5.1. Oxidation growth rate kinetics
5.1.1. Weight change measurements
The weight change of the samples after oxidation exposure testing are presented as a
function of time. The specific weight change was determined by subtracting the initial
weight before oxidation from the weight measured after oxidation and then normalized
with the initial surface area of the sample as shown in Equation (5.1).
∆Wnet =
Wf −Wo
A
(5.1)
where: ∆Wnet is the net weight change in [mg · cm−2], Wf and Wo the final and initial
weights in [mg], and A the area in [cm2]. Figures 5.1a and 5.1b show the kinetic data
obtained from isothermal and thermal cycling oxidation testing of all candidate alloys after
1000 h of exposure at 650 °C. A comparative evaluation of the individual alloys under both
test conditions is illustrated in Figures 5.2a and 5.2e.
The net weight change data revealed positive weight gains after 1000 h of exposure at
650 °C for all candidate alloys, under both isothermal and cycling modes. However, the
weight gain during thermal cycling oxidation exposure was significantly higher than under
isothermal oxidation conditions, especially for the martensitic steels TP91 and VM12-SHC.
The austenitic alloys showed no significant increase in weight from isothermal to thermo-
cyclic oxidation. The austenitic alloys TP347-HFG and DMV310 N showed the least weight
gain under both isothermal as well as thermo-cyclic oxidation while DMV304 HCu was the
only austenitic alloy with substantial weight gain under both test conditions. As can be
seen from Figures 5.2c to 5.2e, the austenitic steels showed a slight decrease in weight
change after about 400 h especially DMV310 N. From visual inspection light spallation
(flaking) was found on both the martensitic and austenitic materials during thermo-cycling
testing. The excessive weight gain of the martensitic steels during thermal cycling indicate
the adverse effect on these materials.
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Figure 5.1.: Net weight change after 1000 h of exposure at 650 °C under (a) isothermal
conditions and (b) thermal cycling conditions
5.1.2. Parabolic rate kinetics
The alloys followed parabolic rate kinetics after 1000 h of exposure under isothermal and
cyclic conditions. The parabolic rate constants, kp in

mg2 · cm−4 · s−1 were calculated
using the relation given in Equation (5.2) and the results are presented in Table 5.1.
∆W
As
2
= kp · t (5.2)
where ∆W is the weight change in [mg], As the surface area of the sample in [cm2] and t
the time in [s]. As discussed in Section 2.3.3.4, the low kp values for the austenitic steels
especially DMV310 under both isothermal oxidation and cyclic oxidation conditions indi-
cate good oxidation resistance. Conversely, the high kp values for the ferritic-martensitic
alloys, especially TP91 signify poor protection against oxidation especially under thermo-
cyclic conditions for these materials. The scale thickness measurements are given in Fig-
ure 5.3.
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Figure 5.2.: Comparison of net wet change of alloys under isothermal and cyclic oxidation
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Table 5.1.: Parabolic rate constants, (kp) after 1000 h exposure
(kp) [mg2cm4s−1]
Material Isothermal Cyclic
TP91 4.69·10−7 2.52·10−5
VM12-SHC 1.89·10−8 6.67·10−6
TP 347 HFG 3.03·10−8 2.89·10−8
DMV 304 HCu 6.88·10−9 1.19·10−8
DMV 310 N 1.23·10−9 4.99·10−11
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Figure 5.3.: Scale thickness measurements isothermal and thermal cycling
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5.2. Kinetic modeling
Kinetic modeling was performed in COSP and fitted to the experimental results. COSP (i.e.
Cyclic Oxidation Spalling Program) is a windows based software package used to model
cyclic oxidation weight gain and spallation. The input parameters include: selecting an
oxidation growth model or law (logarithmic, parabolic, etc.) and a spalling geometry, the
oxide involved, the growth rate, the spall constant, the cycle frequency and exposure time
parameters. The output of the model includes: weight change results, the total amount
of metal consumed and oxygen uptake, the retained and spalled oxide amounts and much
more. Detailed explanation of the software package can be found in [88,119].
Model development: For modeling, the hematite (Fe2O3) oxide layer with a stoichiometric
constant of 3.3270 was assumed to form. The parabolic growth law was selected and the
parabolic rate constants obtained from the experiments were implemented in the model
and adjusted were necessary. Furthermore, a uniform growth or oxide thickness was as-
sumed with no spallation under isothermal conditions (i.e. a spall constant of zero, Q0 = 0)
and varying spall constants under cyclic conditions. The results from modeling for both
the isothermal and cyclic case fitted with the experimental results are given in Figures 5.4
and 5.6. The total oxygen uptake, metal consumed and weight of retained oxide were also
calculated and are presented in Figures 5.5 and 5.7. The experimental results show good
fitting with the COSP model, showing a positive weight gain for all candidate materials
under isothermal and cyclic conditions. The ferritic-martensitic materials showed a partic-
ular good fit with the model while the austenitic materials showed small deviations from
the model probably due to minimal weight gain in these materials.
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Figure 5.4.: Net wet change predicted in WinCOSP and experimental results, isothermal
oxidation
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Figure 5.5.: Total oxygen uptake, metal consumed and weight of retained oxide, isothermal
oxidation
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Figure 5.6.: Net wet change predicted in WinCOSP and experimental results, cyclic oxidation
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Figure 5.7.: Total oxygen uptake, metal consumed and weight of retained oxide, isothermal
oxidation
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5.3. Isothermal oxidation after 1000 h
The results from metallographic analysis (LOM and SEM–EDS) of the exposed materials
after 1000 h of exposure at 650 °C under isothermal oxidation conditions are presented in
the section. As mentioned in Section 4.3, the test samples were partly covered with ash
to allow an estimation of the influence of coal ash on the materials oxidation behavior by
drawing a comparison between the bare metal (BM) and the ash covered (AC) regions as
will be discussed here.
5.3.1. Light (optical) microscopic analysis
The LOM images, at low magnifications (200x), of all exposed alloys under isothermal con-
ditions for both ash covered section (AC) and bare metal (BM), are shown in Figures 5.8
to 5.12. The micrographs show that the corrosion rate (scale growth) was uniform for
the ferritic-martensitic steels TP91 and VM12-SHC (Figures 5.8 and 5.9). The austenitic
materials showed minimal scale growth, especially TP347 HFG and DMV310 N (see Fig-
ures 5.10 and 5.12). The tainted areas in DMV310 N (Figure 5.12 a) are results of staining
from the etchant during preparation and not a product of oxidation or corrosion. Oxide
scale growth on DMV304 HCu was inconsistent and uneven as only selected locations of
the sample were oxidized, some more than the others. This effect is even more pronounced
in the section of the material covered with ash (AC) as can be depicted from Figure 5.11.
(a) 200x magnification, BM (b) 200x magnification, AC
Figure 5.8.: Light optical micrographs of TP91 (isothermal oxidation)
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(a) 200x magnification, BM (b) 200x magnification, AC
Figure 5.9.: Light optical micrographs of VM12 (isothermal oxidation)
(a) 500x magnification, BM (b) 500x magnification, AC
Figure 5.10.: Light optical micrographs of TP347-HFG (isothermal oxidation)
(a) 500x magnification, BM (b) 500x magnification, AC
Figure 5.11.: Light optical micrographs of DMV304 HCu (isothermal oxidation)
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(a) 500x magnification, BM (b) 500x magnification, AC
Figure 5.12.: Light optical micrographs of DMV310 N (isothermal oxidation)
5.3.2. Micro-structural (SEM–EDS) analysis of isothermal oxidation
5.3.2.1. Isothermal oxidation of TP91
Figure 5.13 shows the SEM cross-section micrographs and EDS linescans of TP91 for the
ash covered (AC) and bare metal (BM). TP91 was severely oxidized with the formation of
spongy, porous and poorly adhesive oxide scales. The average scale thickness1 measured
at several points on the sample were approximately 20µm for the bare metal section and
37 µm for the ash covered section (Figure 5.3a). The oxide scales were duplex in nature
(Figure 5.14) with two distinctive layers: an outer (epitactic) and an inner (topotactic) ox-
ide layer on both the bare metal and the ash covered sections of the sample. This is typical
and was expected for the ferritic-martensitic steels. From the EDS line scans (Figure 5.13b
and d), it can be estimated that the layers consist of alternating Fe-rich and Cr-rich oxides.
The elemental distribution is given in Figures 5.15a and 5.15b.
On the bare alloy section (Figure 5.14a), EDS compositional analysis revealed that Fe and
O contents in the outer epitatic oxide layer (about 14 µm thick) were around 40 and 60
at% respectively. Following from Table 5.2 this corresponds approximately to hematite
(Fe2O3) formation which was the most dominant oxide formed. The inner oxide layer
(about 9 µm thick) with decreasing Fe content (between 27 – 29 at%) and increasing
Cr-content of about 24 – 25 at% indicate the possibility of a magnetite layer together
with the spinel FeCr2O4. This is common and was expected for oxide scales formed on
the ferritic-martensitic steel – with an oxygen rich hematite layer forming outwards, an
intermediate magnetite layer and an iron rich (wustite) oxide layer forming close to the
base material. From the elemental mappings shown in Figure 5.15a it can also be depicted
that the innermost layer consists of a manganese oxide and also a thin chromium oxide
1Note: The scale thickness measurement given here is an average obtained from various measurement
points from the whole sample.
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scale close to the metal. The base metal was depleted of chromium. This is confirmed not
only by the mappings but also by the EDS linescans given in Figure 5.13b.
at% Fe2O3 Fe3O4 Cr2O3 Spinel
FeCr2O4
Fe3O4·FeCr2O4 FeO·FeCr2O4 2Fe3O4·FeCr2O4
Fe 40 43 0 14 29 22 10
Cr 0 0 40 29 14 22 34
O 60 57 60 57 57 56 57
Table 5.2.: Possible phases formed in an oxide scale, [120]
For the ash covered section of the sample (Figure 5.14b), a distinctively unique layer (with
about 34 µm maximum thickness) was formed outwards. The epitactic outer layer has
an oxygen content of about 60 at% and an Fe-content of about 40 at% which signifies a
possible hematite scale. The inner layer is characterized by alternating Fe-rich and Cr-rich
oxides as can be seen from the line scans. It was estimated that this layer could possibly be
made up of a magnetite and FeCr2O4 spinel. The elemental mappings (Figure 5.15b) show
a thin chromium oxide layer adjacent to the metal (metal/oxide interface). Manganese
oxide can also be depicted in the inner lower layer. The base material was depleted of
both chromium and manganese. Some traces of molybdenum oxide are also found in the
lower layer. Furthermore, a brittle ash layer with cracks was found in this section (AC)
separating the two oxide scales at various points of the sample as can be seen on the phase
mappings given in Figure 5.14. Such a porous layer facilitates the outward diffusion of
iron leading to higher rates of oxidation. No inward diffusion of sulphur was noticed in
the material. It is also important to note that the ash deposits on the alloy TP91 were quite
sticky and difficult to remove from the surface during soft brushing after only 100 hours
of the experiment.
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(a) SEM micrograph (BM), SEM MAG: 2000x (c) SEM micrograph (AC), SEM MAG: 2000x
(b) EDS linescan (BM) (d) EDS linescan (AC)
Figure 5.13.: SEM micrographs with EDS linescans of TP91 after 1000 h at 650 °C, isothermal
conditions
(a) TP91 after exposure under isothermal oxidation BM (b) TP91 after exposure under isothermal oxidation AC
Figure 5.14.: Phase mapping of TP91 after 1000 h at 650 °C under isothermal conditions
Chapter 5. Results 105
20 µm C
(a) Element mapping of TP91 after 1000 h at 650 °C under isothermal conditions
(BM)
(b) Element mapping of TP91 after 1000 h at 650 °C under isothermal conditions
(AC)
Figure 5.15.: Element mapping of TP91 after 1000 h at 650 °C under isothermal conditions
5.3.2.2. Isothermal oxidation of VM12-SHC
The SEM cross–sectional micrographs and EDS linescans of the ferritic–martensitic alloy
VM12-SHC are presented in Figure 5.16. The oxide scale formed on the sample was also
sample was porous and poorly adhesive similar to the case of the ferritic steel TP91. The
scale was characterized by several layers; an outermost oxide layer, an intermediate and a
thin innermost layer. The average scale thickness according to measurements at different
points on the entire sample gave an average of 11µm for the bare metal section (BM)
and approximately 33 µm for the ash covered section (AC), see (Figure 5.3a). From the
EDS line scans (Figure 5.16 b and d), it becomes obvious that the layers are composed of
alternating Fe-rich and Cr-rich oxide layers similar to TP91.
The bare metal section of the sample (Figure 5.17a) revealed an outermost oxide layer
(maximum thickness of 14µm and minimum of 3 µm) with about 40 at% Fe and 60 at% O
which according to Table 5.2 suggests the possibility of a hematite oxide layer. The inner
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oxide layer showed slightly reduced oxygen amount (∼54 at%) and an Fe and Cr content
of 28 at% and 18 at% respectively indicate a magnetite and Fe-Cr spinel layer, too. The
innermost oxide layer with an increased Cr content indicates possible chromia (Cr2O3)
formation at the metal/oxide interface and the base material was depleted of chromium.
This layer contains small amounts of Mn and Fe as available from the elemental distribution
mappings given in Figures 5.18a and 5.18b. Some traces of a molybdenum sulphide can
be seen at the oxide/metal interface.
The ash covered section of the test sample (see Figure 5.17b) portrayed oxide layers simi-
lar in structure to the bare metal section. The outer epitactic layer – with a scale thickness
of about 11 µm, was found to have roughly 60 at% O and 40 at% Fe layer suggesting a
hematite (Fe2O3). The inner topotactic layer was found to consist of Fe-O-Cr compound
which can be estimated to be a combination of magnetite and FeCr2O4 spinel. The inner-
most layer was rich in Cr and consisted of Cr-O-Fe-Mn which suggest a possible chromia
scale with an oxide of manganese. Again the base material was depleted of chromium.
This is confirmed by the elemental mappings shown in Figure 5.18b, too. There was an
increase in silicon in the inner oxide layer as can be seen from the elemental mappings.
Similarly, like in the bare metal section, the elemental mapping revealed some traces (in
very small amounts) of molybdenum sulphide at the oxide–alloy interface.
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20 µm
outer oxide scale
inner oxide scale
(a) SEM micrograph (BM), SEM MAG: 4000x (c) SEM micrograph (AC), SEM MAG: 4000x
(b) EDS linescan (BM) (d) EDS linescan (AC)
Figure 5.16.: SEM micrographs with EDS linescans of VM12-SHC after 1000 h at 650 °C,
isothermal conditions
(a) VM12-SHC after exposure under isothermal conditions BM (b) VM12-SHC after exposure under isothermal conditions AC
Figure 5.17.: Phase mapping of VM12-SHC after 1000 h at 650 °C under isothermal conditions
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(a) Element mapping VM12-SHC after 1000 h at 650 °C under isothermal conditions
(BM)
(b) Element mapping of VM12-SHC after 1000 h at 650 °C under isothermal conditions
(AC)
Figure 5.18.: Element mapping of VM12-SHC after 1000 h at 650 °C under isothermal condi-
tions
5.3.2.3. Isothermal oxidation of TP347-HFG
Figure 5.19 shows the cross–sectional SEM micrographs and EDS linescans of the oxide
scale developed on the austenitic alloy TP347 HFG after 1000 h at 650 °C under isothermal
conditions. Firstly, as mentioned in Section 4.3.3, it is worth noting that the oxides formed
on the the austenitic steels were partially damaged during metallographic preparation due
to poor adhesion and poor edge retention of epoxy mount causing wide gaps and conse-
quently erroneous scale thickness measurements and hindering accurate determination of
the phase compositions. Nevertheless, the alloy TP347-HFG showed good corrosion re-
sistance on both the bare metal and ash covered section. Average scale thickness on the
entire sample was approximately 1 – 2 microns.
The very thin oxide scale (∼1µm) formed on the bare metal section (Figure 5.20a) was
made up of Cr-Fe-Mn-O with very low oxygen contents (in the range 22 – 24 at%) with high
Chapter 5. Results 109
chromium content of about 48 at% and low Fe and Mn contents. The elemental mappings
(Figure 5.21a) reveal that the base material was almost depleted of Cr. This indicates the
possibility of a protective chromia scale formation. Most importantly, there was significant
internal sulphidation (with a penetration depth ranging from 22 – 38 µm) found on the
bare metal section. The phase mapping image (Figure 5.20a) indicates the formation
of Nb, Fe and Cr sulphides in the base metal, confirmed by the elemental mapping too.
Some manganese enrichment towards the surface of the metal suggest the formation of a
manganese oxide.
The ash covered section with an average oxide thickness of about 2 microns revealed a
much more oxygen rich layer of more than 60 at% with correspondingly low Fe and Cr
contents (14 and 20 at% respectively). This indicates the formation of magnetite together
with Fe-Cr spinel (FeCr2O4). However, grain boundary attack was found on the ash covered
section. The elemental distributions are given in Figures 5.21a and 5.21b. Similar to the
bare metal alloy section manganese was found to be present in the oxide layer which
probably means that a manganese oxide was also formed, too.
20 µm
internal sulphidation
20 µm
grain boundary attack
(a) SEM micrograph (BM), SEM MAG: 4000x (c) SEM micrograph (AC), SEM MAG: 4000x
(b) EDS linescan (BM) (d) EDS linescan (AC)
Figure 5.19.: SEM micrographs with EDS linescans of TP347-HFG after 1000 h at 650 °C,
isothermal oxidation
110 5.3. Isothermal oxidation after 1000 h
(a) TP347-HFG after exposure under isothermal conditions BM (b) TP347-HFG after exposure under isothermal conditions AC
Figure 5.20.: Phase mapping of TP347-HFG after 1000 h at 650 °C under isothermal condi-
tions
(a) Element mapping of TP347-HFG after 1000 h at 650 °C under isothermal condi-
tions (BM)
(b) Element mapping of TP347-HFG after 1000 h at 650 °C under isothermal condi-
tions (AC)
Figure 5.21.: Element mapping TP347-HFG after 1000 h at 650 °C under isothermal condi-
tions
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5.3.2.4. Isothermal oxidation of DMV304 HCu
The SEM cross–section images of the surface morphologies and EDS linescans of the
austenitic alloy DMV304 HCu are given in Figure 5.22 and the phase mappings in Fig-
ure 5.23, respectively. As already highlighted in Section 5.3.1 the oxide layer formed on
the entire metal was uneven with corrosion appearing stronger in some areas than others.
The average scale thickness on the entire sample was measured to be around 4 µm in the
bare metal section and 9 µm in the ash covered section, cf. Figure 5.3a. The oxide layer
was partly destroyed during preparation due to poor adhesion of epoxy mount which could
affect measurements and compositional analysis.
The oxides formed on the bare metal section measured between 8 – 10 µm on the surface
of the material as can be seen in Figure 5.23a. From EDS compositional analysis of the
different phases, the partially damaged oxide layer consisted of more than 60 at% O and
38 at% Fe which probably implies a hematite scale was formed. The sub-surface grain
boundary attack layer (with an average depth of 9 microns) was caused by the oxides of
Cr, Fe and Mn, with oxygen contents of about 47at% and iron and chromium contents
of roughly 23 at% and 30 at% respectively, while Mn was negligibly less than 1 at%. The
elemental mappings of the bare alloy section are given in Figure 5.24a. No inward diffusion
of sulphur was noticed here.
On the ash covered section with also partially damaged oxide layers, some form of localized
oxidation of certain areas was found. Oxide layer measurements revealed between 8 – 12
µm together with some grain boundary attack. Similar to the scale on the bare metal
section, the ash covered region showed a duplex oxidation layer: an outer iron rich and
an inner chromium rich layer. The surface oxide layer indicated the formation of hematite
(40 at% Fe and 60 at% O). The inner layer revealed 30 at% Fe, 17 at% Cr and 53% O
and some small amounts of Mn. Worth noting internal diffusion of sulphur into the base
material (Figure 5.24b) takes place. The elemental mappings revealed the possibility of
Mo and Nb sulphide formation.
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20 µm
mount
grain boundary attack
poor adhesion
(a) SEM micrograph (BM), SEM MAG: 4000x (c) SEM micrograph (AC), SEM MAG: 4000x
(b) EDS linescans (BM) (d) EDS linescans (AC)
Figure 5.22.: SEM micrographs with EDS linescans of DMV304 HCu after 1000 h at 650 °C,
isothermal conditions
(a) DMV304 HCu after exposure under isothermal conditions BM (b) DMV304 HCu after exposure under isothermal conditions AC
Figure 5.23.: Phase mapping of DMV304 HCu after 1000 h at 650 °C, isothermal conditions
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(a) Element mapping DMV304 HCu after 1000 h at 650 °C, isothermal oxidation, BM
(b) Element mapping of DMV304 HCu after 1000 h at 650 °C, isothermal conditions,
AC
Figure 5.24.: Element mapping of DMV304 HCu after 1000 h at 650 ° C, isothermal oxidation
5.3.2.5. Isothermal oxidation of DMV310 N
The austenitic alloy DMV310 N has the best oxidation performance under isothermal con-
ditions after 1000 h of exposure at 650 °C. As can be depicted from the SEM cross–sectional
micrographs and EDS linescans shown in Figure 5.25, oxidation was at its minimum with
less than 1 µm oxide scale thickness. However, as already stated, the scales formed on the
austenitic alloys were damaged and therefore difficult to measure accurately measuring.
This was particularly the case for the ash covered section as no trace of oxide was found,
therefore scale thickness and phase composition of the ash covered section will be omitted
in the subsequent discussion.
According to the phase mapping in the bare metal section a Cr-Fe-Ni-Mn-Nb oxides were
formed. The Cr and O rich layer corresponding 26 at% and 64 % with a small amount
of 10 at% Fe gives a rough approximation of magnetite (Fe3O4) and FeCr2O4 spinel (Ta-
ble 5.2). The increasing chromium content close to the metal indicates the formation of a
protective Cr-layer. Some light form of pitting indicating localized attack occurred on the
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entire sample. Similar to the other austenitic materials, some grain boundary attack was
noticed on the ash covered section of the sample. The elemental mappings are shown in
Figures 5.27a and 5.27b.
(a) SEM micrograph (BM), SEM MAG: 4000x (c) SEM micrograph (AC), SEM MAG: 4000x
(b) EDS linescans (BM) (d) EDS linescans (AC)
Figure 5.25.: SEM micrographs with EDS linescans of DMV310 N after 1000 h at 650 °C,
isothermal conditions
(a) DMV310 N after exposure under isothermal conditions BM (b) DMV310 N after exposure under isothermal conditions AC
Figure 5.26.: Phase mapping of DMV310 N after 1000 h at 650 °C under isothermal conditions
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(a) Element mapping of DMV310 N after 1000 h at 650 °C under isothermal condi-
tions, BM
(b) Element mapping of DMV310 N after 1000 h at 650 °C under isothermal condi-
tions, AC
Figure 5.27.: Element mapping of DMV310 N after 1000 h at 650 ° C under isothermal
conditions,
5.4. Cyclic oxidation after 1000 h
In this section, the results from microstructural analysis (LOM and SEM–EDS) of all the
commercial alloys after 1000 h of exposure at 650 °C under thermal cycling oxidation
conditions are presented. The thermo-cyclic oxidation behavior of the bare metal BM and
the ash covered AC section are given and a comparison with the isothermal oxidation
behavior is presented in Section 5.3.
5.4.1. Light optical microscopy
The LOM images of all candidate alloys after 1000 h of exposure under thermal cycling
conditions at 650 °C are presented in Figures 5.28 to 5.32. The low magnification micro-
graphs show that the oxidation of the ferritic-martensitic alloys (TP91 and VM12-SHC)
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was uniform i.e. the same rate of attack can be seen throughout the sample, see Fig-
ures 5.28 and 5.29. It becomes obvious that the metal wastage or oxidation of the ferritic-
martensitic steels significantly increased during thermal cycling compared to isothermal
oxidation. Figure 5.28 shows some grain boundary attack in TP91, too, which was not
present under isothermal conditions. Like in the case of isothermal oxidation, the ash
covered (AC) section was more wasted than the bare metal (BM). The austenitic alloys
(TP347-HFG, DMV304-HCu and DMV310 N) did show similar behavior as in isothermal
conditions with good resistance against corrosion and minimal oxide scale formation. The
austenitic alloy DMV304 HCu showed a form of localized oxidation behavior similar to
that in isothermal oxidation – with some areas being more oxidized than others as can be
seen in Figure 5.31.
(a) 200x magnification, BM (b) 200x magnification, AC
Figure 5.28.: Light optical micrographs of TP91 after 1000 h exposure, (cyclic conditions)
(a) 200x magnification, BM (b) 200x magnification, AC
Figure 5.29.: Light optical micrographs of VM12-SHC after 1000 h exposure (cyclic conditions)
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(a) 500x magnification, BM (b) 500x magnification, AC
Figure 5.30.: Light optical micrographs of TP347-HFG after 1000 h exposure (cyclic condi-
tions)
(a) 500x magnification, BM (b) 500x magnification, AC
Figure 5.31.: Light optical micrographs of DMV304 HCu after 1000 h exposure (cyclic condi-
tions)
(a) 500x magnification, BM (b) 500x magnification, AC
Figure 5.32.: Light optical micrographs of DMV310 HCu after 1000 h exposure (cyclic condi-
tions)
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5.4.2. Micro-structural (SEM–EDS) analysis of cyclic oxidation
5.4.2.1. Cyclic oxidation of TP91
The SEM cross-sectional micrographs and EDS linescans for ferritic-martensitic TP91 un-
der thermal cycling conditions are presented in Figure 5.33. Average scale thickness mea-
surements from several points on the sample gave an average of 78µm for the bare metal
and about 85µm for the ash covered section respectively and are presented in Figure 5.3b.
This signifies an increase in scale thickness of about 74% from isothermal conditions which
clearly indicates the severe impact of cycling on this metal. The micrographs reveal ex-
treme attack for TP91 accompanied by spallation which is more severe in the ash covered
section of the sample. The scales on both test sections (ash and bare alloy) were duplex
in nature like under isothermal conditions, too.
The bare alloy section showed two distinct layers as can be seen from the phase mapping
diagrams given in Figure 5.34a. The outer epitactic oxide layer on the bare alloy section
was about 57 µm in thickness and consists mainly of hematite (Fe2O3) – about 45% of all
the phases indicated with 40 at% Fe and 60 at% O (according to Table 5.2). Interestingly,
this scale contains some magnetite and Fe-Cr spinel with Fe-contents of about 44 at% and
O-contents at 56 at%. The inner topotactic layer with about ∼40µm thickness consisted
presumably of FeCr2O4 spinel with Fe contents between 30 and 45 at%, Cr content around
11 to 23 at% and O ranging from 43 to 47 at%. Light spalling was also noticed on the bare
metal section. A Mn-oxide formation could also be detected from the elemental mappings
shown in Figure 5.35a.
On the ash covered section of the test sample, severe spalling occurred. The oxide layer
was porous with a fragile ash layer that got damaged during excessive temperature changes
– heating and cooling of the sample. EDS phase compositional analysis revealed the outer
layer, Figure 5.34b, was possibly a hematite layer with Fe content of ∼41 at% and O
content∼59 at%. Among all phases about 33 % belong to this layer and the scale thickness
was measured to be 53 µm. The inner oxide layer with a scale thickness of 46 µm was
composed of a mixture of Fe3O4 and FeCr2O4 spinel, revealed by the EDS compositional
analysis (32 – 42 at% Fe, 10 – 20 at% Cr and 48 at% O). Interestingly, a brittle ash layer
(undamaged), 28µm long and 15µm wide was found at the metal/oxide interface on the
ash covered section. As already mentioned, such a fragile layer could easily spall and
facilitate oxidation leading to excessive metal wastage. The elemental mappings of the
ash covered section given in Figure 5.35b also indicate the formation of a Mn-oxide in the
inner layer.
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(a) SEM micrograph (BM), SEM MAG: 2000x (c) SEM micrograph (AC), SEM MAG: 2000x
(b) EDS linescans (BM) (d) EDS linescans (AC)
Figure 5.33.: SEM micrographs with EDS linescans of TP91 after 1000 h at 650 °C under
cyclic conditions
(a) TP91 after exposure under cyclic conditions BM (b) TP91 after exposure under cyclic conditions AC
Figure 5.34.: Phase mapping of TP91 after 1000 h Exposure under cyclic conditions
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(a) Element mapping of TP91 after 1000 h at 650 °C under cyclic conditions (BM)
(b) Element mapping of TP91 after 1000 h at 650 °C under cyclic conditions (AC)
Figure 5.35.: Element mapping of TP91 after 1000 h at 650 °C under cyclic conditions
5.4.2.2. Cyclic oxidation of VM12-SHC
Figures 5.36 and 5.37 show SEM cross-sectional micrographs and phase mappings of the
ferritic martensitic alloy VM12-SHC after 1000 h of exposure at 650 °C. The elemental
mappings of both bare metal and ash covered section are given in Figures 5.38a and 5.38b
and the scale thickness measurements are presented in Figure 5.3b. This alloy showed
aggravated attack followed by spallation which is quite similar to the cyclic oxidation case
of the martensitic steel TP91. The oxide scale on the bare metal section was about 50µm
and slightly thicker on the ash covered section with 55µm (see Figure 5.3b). The scale
formed was duplex in nature with two distinct layers: an outer epitactic layer and an inner
topotactic layer.
On the bare metal section, some spalling was noticed but not as severe as on the ash cov-
ered area of the test sample. The outer epitactic layer likely consisted of magnetite (Fe3O4)
from compositional analysis of the phases. It had an Fe-content of 60 at% and O-content
of 40 at%, cf. Table 5.2. The outer scale was about 34 µm thick. The inner scale about
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∼31µm thick was probably composed of both magnetite and Fe-Cr spinel with increasing
Cr-content at the metal-oxide interface. The Fe-content was between 16 – 30 at%, Cr 23
– 38 at% and O around 46 – 48 at%. At the scale metal interface the oxides consisted of
Cr-O-Fe-Mn as can be seen on the phase mapping in Figure 5.37a and confirmed by the
elemental mappings shown in Figure 5.38a. The lower oxide layer was rich in sulphur as
can be seen from the elemental mappings but no internal diffusion of sulphur was found.
The ash covered section showed severe spalling which is possibly the result of fragile ash
layers which are easily damaged from rigorous heating and cooling of the material. The
scale formed consists of alternating Fe-rich and Cr-rich oxide. The outer epitactic layer
about 39µm thick, showed the formation of hematite (Fe2O3) with 40 at% Fe and 60
at% O. The inner topotactic layer was probably Fe3O4 and Fe-Cr spinel with increasing Cr-
content (14 – 29) at the metal/oxide interface. Fe and O contents were 14 – 29 at% and 56
– 57 at% respectively. The inner layer thickness was about 26µm. The innermost layer was
made up of Cr-O-Fe-Nb and elemental mappings (Figure 5.38b) reveal the formation of a
Mn-oxide. Similar to the bare metal section, the lower oxide layer was rich in sulphur.
(a) SEM micrograph (BM), SEM MAG: 2000x (c) SEM micrograph (AC), SEM MAG: 2000x
(b) EDS linescans (BM) (d) EDS linescans (AC)
Figure 5.36.: SEM micrographs with EDS linescans of VM12-SHC after 1000 h at 650 °C
under cyclic conditions
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(a) VM12-SHC after exposure under cyclic conditions BM (a) VM12-SHC after exposure under cyclic conditions AC
Figure 5.37.: Phase mapping of VM12-SHC after 1000 h at 650 °C under cyclic conditions
(a) Element mapping of VM12-SHC after 1000 h at 650 °C under isothermal condi-
tions (BM)
(b) Element mapping of VM12-SHC after 1000 h at 650 °C under isothermal conditions
(AC)
Figure 5.38.: Element mapping of VM12-SHC after 1000 h at 650 °C under isothermal condi-
tions
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5.4.2.3. Cyclic oxidation of TP347-HFG
The austenitic alloy TP347-HFG showed good corrosion resistance in terms of minimal ox-
ide scale growth during thermal cycling as well as under isothermal conditions. However,
pitting and internal sulphidation was noticed. The SEM micrographs and EDS linescans
are given in Figure 5.39. The phase mappings are shown in Figure 5.40. The scale was
partly destroyed during preparation leading to gaps between mount and material. This can
give rise to inaccurate scale measurements in general and erroneous phase compositions.
Nevertheless, the average scale thickness was approximately < 2µm (cf. Figure 5.3b) on
both the bare metal and the ash covered sections.
In the bare metal section (Figure 5.40a) subsurface oxidation occurred – with an oxide
below the metal surface (subsurface oxidation) with a depth of about 11 µm. This could
result in the formation of pits. The EDS phase mappings revealed the formation of oxides
of Cr,Fe, Nb, and Mn in this region. The sample was also partly depleted of Cr. The external
oxide layer (about 1% only) was probably a chromia (Cr2O3) layer with 40 at% Cr and 60
at% O, cf. Table 5.2.
The ash covered section (Figure 5.40b) of the test sample revealed minimal scale formation
with the possibility of Fe3O4 and FeCr2O4 spinel formation with an Fe-content ∼ 37 at%,
Cr about 15 at% and 48% O. The oxide layer consisted of Fe-Cr-Mn-Si-O-Nb. Additionally,
significant internal sulphidation was noticed on this section of the sample, with a total
penetration depths ranging between 22 and 38 µm. EDS phase mappings revealed the
formation of likely Fe,Nb, and Cr sulphides.
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(a) SEM micrograph (BM), SEM MAG: 4000x (c) SEM micrograph (AC), SEM MAG: 4000x
(b) EDS linescans (BM) (d) EDS linescans (AC)
Figure 5.39.: SEM micrographs with EDS linescans of TP347-HFG after 1000 h of exposure
under cyclic conditions
(a) TP347-HFG after exposure under cyclic conditions BM (b) TP347-HFG after exposure under cyclic conditions AC
Figure 5.40.: Phase mapping of TP347-HFG after 1000 h at 650 °C under cyclic conditions
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(a) Element mapping of TP347-HFG after 1000 h at 650 °C under cyclic conditions
(BM)
(b) Element mapping of TP347-HFG after 1000 h at 650 °C under cyclic conditions
(AC)
Figure 5.41.: Element mapping of TP347-HFG after 1000 h at 650 °C under cyclic conditions
5.4.2.4. Cyclic oxidation of DMV304 HCu
The SEM cross sectional micrographs and EDS linescans are shown in Figure 5.42 and the
phase mappings are provided in Figure 5.43. From micrographs it is quite clear that cycling
had a harmful effect on the austenitic material. Scale thickness measurements showed that
the ash covered section was more wasted with a scale thickness of about 18µm than the
bare metal with 8 µm (Figure 5.3b). The ash section showed a duplex layer like all Fe-
based steels in this study. Small traces of internal sulphidation was noticed.
The bare metal section (Figure 5.43a) with minimal scale growth had duplex – outer and
inner oxide layers. The outer epitactic layer (Fe-O-Cr-Nb) was about 4µm thick and the
inner topotactic oxide layer (Cr-Fe-O-Nb) had a maximum thickness of about 4µm. EDS
composition analysis revealed the probability of a hematite (Fe2O3) outer layer with 40
at% Fe and 60 at% O. The inner layer had increasing Cr-content which possibly indicated
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the formation of Fe-Cr spinel and magnetite. Elemental analysis (Figure 5.44a) reveals
that the alloy was depleted of Cr and the inner layer contained some Nb and Mn oxides.
The ash covered section (Figure 5.43b) showed increased oxidation rates with thicker
scales than in the bare metal section. The duplex scale had scale thicknesses of about
8µm for the outer epitactic layer and about 12µm for the inner topotactic layer at the
maximum locations. The outer layer again was similar to that in the bare metal section,
possibly being hematite with typical 40 at% for Fe and 60 at% for O. There may be some
magnetite (Fe3O4) with about 43 at% Fe and 57 at% O. The inner layer was the typical
magnetite and Fe-Cr spinel combination. Worth noting is that in the ash covered section
had some form of grain boundary attack took place. The elemental mappings are given in
Figure 5.44b and reveal the presence of Mn-oxide in the lower oxide layer as well as the
formation of Ni-oxide.
(a) SEM micrograph (BM), SEM MAG: 4000x (c) SEM micrograph (AC), SEM MAG: 4000x
(b) EDS linescans (BM) (d) EDS linescans (AC)
Figure 5.42.: SEM micrographs with EDS linescans of DMV304 HCu after 1000 h of exposure
under cyclic conditions
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(a) DMV304 HCu after exposure under cyclic conditions BM (b) DMV304 HCu after exposure under cyclic conditions AC
Figure 5.43.: Phase mapping of DMV304 HCu after 1000 h of exposure under cyclic conditions
(a) Element mapping of DMV304-HCu after 1000 h at 650 ° under cyclic conditions
(BM)
(b) Element mapping of DMV304-HCu after 1000 h at 650 °C under cyclic conditions
(AC)
Figure 5.44.: Element mapping of DMV304-HCu after 1000 h at 650 °C under cyclic conditions
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5.4.2.5. Cyclic oxidation of DMV310 N
The austenitic alloy DMV310 N showed the best corrosion and oxidation performance
with the least oxide scale growth in this study. The scale thickness was approximated
to be ≤ 1µm for both the bare metal section and the ash covered section. Due to the
damaged oxide scales during metallographic preparation it was difficult to analyze scale
thickness and phase compositions accurately. As already seen from the other austenitic
alloys, especially TP347-HFG, cavities or pitting corrosion were found which was more
noticeable on the ash covered area.
The bare material (Figure 5.46a) showed a thin layer of Cr-Fe-O-Mn-Nb which suggests the
possible formation of Cr-Fe spinel and a single iron rich layer made up of Fe-O-Cr-Ni-Nb.
As already mentioned cavities were noticed but to a lesser extent in the bare metal section.
Elemental mappings revealed internal formation of Nb and Ni sulphides (Figure 5.47a).
No indication of manganese oxides was found.
The ash covered section (Figure 5.46b) had deeper pits or cavities more than in the bare
metal section. Here a locally damaged layer was found to consist of Cr-Fe-O. A chromium
(about 20 at%) and oxygen (above 60 at%) rich layer was formed with only small amounts
of 12 at% Fe which could mean that chromia, Fe-Cr spinel and magnetite were formed.
Similar to the bare metal section, elemental analysis revealed internal sulphidation of Nb
and Ni sulphides (Figure 5.47b). Like in the bare metal section no indication of manganese
oxides was found.
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(a) SEM micrograph (BM), SEM MAG: 4000x (c) SEM micrograph (AC), SEM MAG: 4000x
(b) EDS linescans (BM) (d) EDS linescans (AC)
Figure 5.45.: SEM micrographs with EDS linescans of DMV310 N after 1000 h of exposure
under cyclic conditions
(a) DMV310N after exposure under cyclic conditions BM (b) DMV310N after exposure under cyclic conditions AC
Figure 5.46.: Phase mapping of DMV310 N after 1000 h of exposure under cyclic conditions
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(a) Element mapping of DMV310 N after 1000 h under cyclic conditions (BM)
(b) Element mapping of DMV310 N after 1000 h under cyclic conditions (AC)
Figure 5.47.: Element Mapping of DMV310 N after 1000 h at 650 °C under cyclic conditions
6. Discussion
6.1. Isothermal and cycling oxidation
6.1.1. Weight change and parabolic kinetics
High temperature oxidation is a vital process for materials used in high temperature appli-
cations such as energy conversion units like coal power plants. In isothermal operations,
the rate of metal wastage is usually determined by the rate at which solid matter diffuses
through the oxide layer. The oxidation rate normally follows parabolic kinetics where
the growth rate is inversely proportional to the oxide scale thickness. This is the typical
situation for conventional baseload power plants.
However, with the integration of renewables into the energy generation mix, conventional
baseload plants are forced to operate in a cyclic mode which involves periodic start-ups
and shut-downs of the units. Cyclic oxidation therefore becomes important for these units.
This mode of operation can lead to increased oxide growth rates and eventually spalling of
the oxides during the cooling process and loss of protective oxide scale which exposes the
bare material to the corrosive gas for further attack. Therefore the oxidation and corrosion
rate of the materials increase.
Cyclic oxidation testing is therefore necessary to evaluate corrosion and oxidation behavior
(or the performance) of existing coal boiler materials. This usually involves exposing sev-
eral materials under well controlled test conditions and then carrying out weight change
measurements of exposed materials after a given period of time [119].
In this respect, the isothermal and cyclic oxidation behavior of five commercially used coal-
fired superheater and reheater alloys; TP91, VM12-SHC, TP347-HFG, DMV304 HCu and
DMV310 N was investigated under simulated coal firing isothermal and flexible (cycling)
firing conditions. From the weight change results obtained, it is quite apparent that cycling
operation increased the oxidation rate of all the materials (see Section 5.1) as well as the
oxide thickness as presented in Sections 5.3 and 5.4. The exposed materials also showed
parabolic growth rate as expected in both isothermal and cyclic conditions. These results
are in good agreement with the results from previous studies [85,121–123].
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With respect to the weight gained, these five commercial alloys ranked as follows in an
increasing order (from least to most weight gained): DMV310 < TP347 HFG < DMV304
HCu < VM12-SHC < TP91. The scale thickness measurements followed the same ranking
order as the weight gain measurements for both isothermal and thermal cycling condi-
tions.
6.1.2. Effect of Chromium on oxidation rate
Chromium is known to influence the oxidation behavior of iron-based ferritic, martensitic
and austinitic steels. High Cr-containing Fe-base alloys have a tendency for good oxidation
resistance while low-Cr alloys exhibit poor oxidation behavior. It has been shown that Fe-
Cr alloys containing chromium levels less than 18 wt% will first form a protective chromia
layer but shortly afterwards accelerated (or break-away) oxidation forming alternating
layers of Fe-rich and Cr-rich oxides [124]. This was the case for the ferritic-martensitic
alloys TP91 and VM12-SHC with about 9%-Cr and 12%-Cr respecitvely.
The results obtained in this study are in agreement with the literature – the high-Cr alloys
had an overall lower scale growth and parabolic rate constants as shown in Figures 6.1a
and 6.1b, than the low Cr martensitic steels. From Figures 6.1a and 6.1b, it can be seen that
the austenitic alloy DMV310 N (25Cr-21Ni alloy) showed the least oxidation compared to
all other tested materials.
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Figure 6.1.: Effect of chromium on oxidation rate
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6.1.3. Effect of minor alloying elements (Ni, Mn, Mo, and Nb)
6.1.3.1. Nickel
Nickel has beneficial effects with respect to corrosion resistance and can overshadow the
effects of other minor elements. The addition of nickel to alloys is mainly to provide
toughness, strength and stability. The ferritic martensitic alloys had nickel contents of
about 0.4 wt%. Because of its function as austenite stabilizer the austenitic alloys had
Ni-contents of about 10, 9.1 and 21.05 wt% for TP347-HFG, DMV304 HCu and DMV310
N respectively. The presence of a Ni-oxide was found in DMV310 N which showed the best
oxidation performance especially in the bare metal alloy section for both isothermal and
thermal cycling conditions. DMV304 HCu with a substantial Ni-content showed the worst
oxidation behavior of all three austenites.
6.1.3.2. Manganese
The addition of manganese takes place during the process of melting the alloy. While
decreasing the diffusion velocity it serves two purposes: (1) for deoxidizing and (2) desul-
phurizing. Mn helps to prevent brittleness by its combination with sulphur. Iron-based
alloys generally have a manganese content up to about 1.0 wt%. The investigated com-
mercial alloys had manganese contents as follows: 0.45 wt% for the ferritic-martensitic
TP91 and VM12-SHC) while the austenitic steels had Mn-contents of 1.6 wt% for TP347-
HFG, 0.79 wt% for DMV304 HCu and 1.2 wt% for DMV310 N.
According to Li [124], manganese could have damaging effects on the oxidation resistance
of alloys due to its high diffusion rate through a Cr2O3 scale and forming a less protective
MnCr2O4 external layer which is vulnerable to spalling. The formation of an alumina scale
(Al2O3) can inhibit the outward diffusion of manganese. The ferritic martensitic alloys
TP91 and VM12-SHC had oxide layers quite rich in Mn, this may suggest the poor oxida-
tion performance of the materials and spallation under thermal cycling conditions. The
austenitic alloys TP347-HFG and DMV304 HCu also had thin layers of a manganese oxide
but better performance than the ferritic-martensitic steels. No indication of a Mn-oxide or
spinel layer was found in DMV310 N and thus showed the best oxidation resistance. Simi-
lar to the results obtained by Li [124], the Fe-Cr-Ni base alloys show varying characteristics
which reveal the effect of minor alloying elements such as manganese.
6.1.3.3. Molybdenum
Molybdenum with usually less than 3 wt% also increases strength and hardenability. It in-
creases creep strength by the action of micro-carbides. The oxidation of refractory metals
(Mo, Nb, etc.) is unfortunately high [125]. The oxidation of Mo is vital in the evaporation
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of oxides at high temperatures and pressures [44]. Sulphidation of Mo, occurs by inward
diffusion of sulfur while iron or nickel sulphide formation occurs by outward transport of
cation forming on the surface. At high p (S2) the inner sulphide layer is usually a combina-
tion of MoS2 and FeS while at low p (S2) it is an FexMo6S8 phase (Chevrel). The addition
of Mn or a combination of Mn and Al could improve sulphidation resistance of Fe-Mo alloy
by forming an intermediate Mn(Fe)S layer [46]. Internal Mo sulphidation was noticed in
the austenitic alloy DMV304 HCu with a Mo-content of 0.26 wt%.
6.1.3.4. Niobium
The oxidation of Nb at high temperature occurs by the inward diffusion of oxygen through
the scale. Generally, a protective layer is formed which stresses the oxide formation at the
scale–alloy interface as the scale grows. This could lead to cracking of the scale and accel-
erated oxidation [44]. The addition of niobium has also been found to reduce detrimental
carburization [54]. The outer oxide layers of TP91 were found to contain some traces of
Nb i.e. an Fe-O-Nb layer.
6.2. Ferritic-martensitic and austenitic steels oxidation
6.2.1. Oxide morphology
Iron-base (ferritic, martensitic or austenitic) alloys form different oxide layers with com-
plex microstructures on their surfaces when exposed to high temperature conditions. As
discussed in Section 2.3.3.4, the oxide with the lowest oxygen content wustite (FeO) occu-
pies the innermost layer adjacent to the metal substrate, followed by an intermediate layer
of magnetite (Fe3O4) and an outer oxygen rich layer of hematite (Fe2O3). However, this
sequence can be altered due to the presence of other alloying elements, the corrosive en-
vironment or even through heat treatment usually done through precipitation hardening
and solid-solution hardening. The thickness of the scale increases with increasing temper-
atures due to rapid diffusion of iron and oxygen. The diffusion is also affected by cracks
which may form during oxide growth, porosity of the oxide and the adhesiveness of the
oxide to the base metal [62, 124]. The following sub-sections present the type of oxide
structures found in this study for both the ferritic-martensitic as well as the austenitic ma-
terials that were exposed to isothermal and cyclic conditions for 1000 hours at 650 °C.
6.2.1.1. Ferritic–martensitic steels (TP91 and VM12-SHC)
The ferritic materials generally showed higher oxidation rates than the austenitic mate-
rials. The oxide layers of the ferritic-martensitic steels had the classical outer hematite
(Fe2O3) layer and an inner mixed layer of magnetite and FeCr2O4. TP91 showed an outer
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hematite layer and a mixed inner layer consisting of magnetite and Fe-Cr spinel together
with manganese oxide and a thin chromia scale on both the bare metal and ash covered
section. This is in agreement with the study of Laverde et al. [123] who have proposed a
similar oxidation mechanism for TP91 alloy. VM12-SHC also showed a similar oxide struc-
ture to TP91 with an outer hematite layer and an inner mixed layer composed of magnetite
together with manganese oxide and a thin Cr2O3 scale.
6.2.1.2. Austenitic steels (TP347-HFG, DMV304 HCu and DMV310 N)
The austenitic alloys TP347-HFG and DMV310 N showed thin protective oxide layers
mainly consisting of Cr2O3 on both the bare metal alloy section and the ash covered section.
DMV304 showed a moderately higher oxidation rate than the other austenitic materials
with the outer layers of hematite (Fe2O3) and an inner layer of magnetite (Fe3O4), Fe-Cr
spinel and chromia. As mentioned in Section 4.3.3, the oxide layers in these materials
were partially destroyed due to poor adhesion of the mount and it was therefore diffi-
cult to get a clear picture of the structure of these layers. Knödler et al. [120], exposed the
austenitic superheater material 1.4910 (X3CrNiMoN17-13) to steam side conditions at 637
°C for 21,700 h and found also thin protective film which they attributed to the diffusion
of chromium and nickel towards the surface forming a Cr-Ni spinel Fe(CrNi)O4.
Grain boundary attack in austenitic steels
Grain boundary chemistry is vital as it can strongly influence the strength of a material
thereby causing severe damage in austenitic steels or nickel base alloys. Grain boundary
oxidation is known to penetrate the materials more than surface oxidation and can accel-
erate the formation of fatigue cracks. It is also found to increase fatigue damage due to
cyclical stress by the formation and acceleration of cracks. When this happens, the cracks
open up, and expose the bare metal to the corrosive environment and further cracks occur
by oxidation [126]. All the austenitic materials (TP347-HFG, DMV304 HCu and DMV310
N) investigated in this study showed some form of grain boundary attack or cavitation.
Kiamehr et al., [127] also reported similar results for TP347-HFG.
Austenitic steels are generally prone to carbide (M23C6) precipitation. A minimum of 12%-
Cr in solid solution is required for the formation a protective film for good oxidation resis-
tance. At the test temperature of 650 °C austenites are vulnerable to carbide precipitation
which results in the depletion of chromium (less than 12%-Cr) and subsequently causing
pitting corrosion in the Cr-depleted regions close to the precipitates. Schweitzer suggests
using low carbon alloys (< 0.03% C) to prevent carbide precipitation which can lead to
intergranular attack in austenitic or nickel based alloys [128].
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Figure 6.2.: Oxide scale comparison between bare metal and ash covered section
6.3. Effect of fly ash deposits
The five commercial alloys investigated were partly covered in ash leaving the uncovered
bare alloy section to the corrosive gas mixture only. According to the results of scale thick-
ness measurements the oxidation rate in the ash covered section was generally higher
compared to the bare alloy section. This is also in agreement with several studies from
the literature on coal ash corrosion [74, 101, 129–132]. As discussed in Section 3.3, fly
ash deposits which are by themselves not corrosive can affect the corrosion rate of high
temperature materials in two ways: first by acting as barriers between the metal and the
corrosive gas and secondly, by reacting with the metal creating porous ash layers or zones
and thereby creating a path for oxygen diffusion into the metal which increases the corro-
sion rate. With increasing thermal stress (e.g. during cycling) such layers will spall and a
new oxide layer reforms which leads to metal loss or increased corrosion rate.
6.3.1. Spallation
The reason for increased oxidation rate during cyclic heating and cooling can be explained
as mismatch strains which are created between the oxide lattice and the base material be-
cause of different thermal expansion coefficients between the oxide and metal as discussed
in Section 2.3.4. Metals normally have a higher thermal expansion than their respective
oxides, and thus heating and cooling an oxidized metal can lead to a high enough strain in
the oxide scale that can rupture or break down the scale. The oxide layers of the ferritic-
martensitic steels TP91 and VM12-SHC were relatively spalled compared to the ones of
the austenitic alloys. This is attributed to the formation of a fragile ash layers in the oxide
which are vulnerable to spalling during thermal cycling.
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6.4. Comparison of experimental results with thermodynamic
modeling
In order compare experimental and modeling results, it is important to also take into ac-
count the irregularities or deviations which might result from real firing conditions. The
possible reasons for deviations include [50]:
• Flue gas velocity1: The flue gas from coal combustion consists of both gas species and
aerosols flowing at different velocities in the boiler. This could have an influence on
the local corrosion rate depending on the flue gas velocities and geometry of the
boiler as a result of gas–side erosion.
• Composition of mineral deposits: The composition of fly ash particles is constantly
changing and this also could influence the corrosion process. Furthermore, the actual
composition of the ash deposits in a boiler is more complex than the one used for
simulations.
• Temperature: The temperatures of alloys and flue gas fluctuate. This results in ther-
mal stress which together with fly ash erosion and mechanical stress could lead to
spallation of protective oxide scales exposing the ’fresh’ metal surface to further cor-
rosion attack. Additionally, elevated temperature gradients between the deposits
and the material surface can lead to a speculative determination of temperatures for
equilibrium calculations.
• Kinetics: Processes which are determined by kinetics (e.g. diffusion) can not be
exactly described with thermodynamic models.
The correlation and differences between both results are discussed below taking into con-
sideration the above mentioned reasons for deviations.
Ferritic martensitic alloys
The ferritic–martensitic materials generally showed overall a good correlation with the
modeling results. From the non-isothermal one-dimensional phase mappings for TP91
(Figure 3.7), the MeO (metal oxide) phase was the dominant phase and showed the possi-
bility of a FeO, Fe2O3, and Cr2O3 and MnO forming above 550 °C. This was the case of the
oxide layer found in TP91 with a hematite outer layer and MnO inner layer as could be
seen from the elemental mappings (Figures 5.15b and 5.35b). A possible spinel magnetite
inner layer was calculated. The modeling predicted the formation of small quantities of
pure solids such as Nb2O5. The results from EDS phase mappings indicated that the outer
1The maximum allowable flue gas velocity in the superheaters section is between 15 – 18 m/s for PF boilers
with low or soft ash and around 12 – 14 m/s for PF boilers with abrasive ash due to gas-side erosion [91].
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oxide layer was a made up of Fe-O-Nb. MoS2 was predicted to occur only above 850 °C
however at the test temperature of 650 °C, elemental mappings revealed the presence of
molybdenum sulphide in the base metal. The spinel phase (made up of magnetite and
Fe-Cr spinel) was superimposed above 650°C temperature, therefore small amounts were
expected at the test temperature.
For the martensitic alloy VM12-SHC, the modeling results predicted a dominant spinel
phase (Fe3O4) followed by the BCC and MeO phase (made up of wustite, hematite, chromia
and MnO) for temperatures up to 650 °C (Figure 3.8). EDS phase mappings however
showed an overwhelming Fe-oxide (possibly hematite) outer layer followed by magnetite
and Fe-Cr spinel (cf. Figures 5.17 and 5.37). MnO was formed as could be seen from the
elemental mappings Figures 5.18a, 5.18b, 5.38a and 5.38b. Cu2S which was suggested
from modeling was not found to have formed.
Austenitic alloys
The austenitic alloys showed varying consistency with modeling calculations. In TP347-
HFG the spinel phase (mainly magnetite and Fe-Cr spinel) was dominant for the test tem-
perature at 650 °C followed by the FCC phase, the MeO phase and small amounts of (Mn-
Fe)S phase. However, a thin oxide phase was formed on the alloy which due to poor
adhesion of the mount led to a partial damage of the layer making it difficult to fully ana-
lyze the layer. But EDS phase mappings (Figures 5.20 and 5.40) and elemental mappings
Figures 5.41a and 5.41b revealed a Cr-O-Fe scale, which possibly was protective chromia
and some magnetite according to the elemental mappings. There was Mn enrichment at
the oxide–metal interface which indicated a Mn-oxide formation as predicted by from the
calculations. Most important, this alloy suffered immensely from internal sulphidation
attack primarily in form of Nb, Mo, Fe and Cr sulphides. This was unexpected from the
calculations.
DMV304 HCu showed good correlation with modeling results. The outer oxide layer was
hematite and the inner layer magnetite and Fe-Cr spinel as well as chromia together with
MnO according to the elemental mappings (Figure 5.44b) and the EDS elemental phase
mappings Figure 5.43. DMV310 N showed good correlation with the results from calcu-
lations. A corundum phase was predicted which was possibly protective as it was experi-
mentally found. However, there was internal sulphidation in the experiments which was
noticed in form of niobium sulphide but was not predicted from calculations. Instead,
nickel sulphide was calculated.
Fly ash chemistry
The results from modeling suggested for the given composition of fly ash, that no molten
slag will form at the test temperature of 650 °C which was confirmed experimentally. Fur-
thermore, the reaction of gas with the fly ash deposits was anticipated to reduce oxygen
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partial pressures and increase sulphur and sulphur oxides which could alter the oxide
chemistry. It was found, in most cases that the ash covered section of the test samples had
significant sulphur either in the oxide or in the material.
Finally, thermochemical modeling calculations can be used to predict to a good approxima-
tion what types of solution, condensed phases or pure solids might form from the reaction
of high temperature alloys with corrosive environments which could serve as a first step in
studying these systems. However, experimental work is necessary to confirm or contrast
the results as has been done in the study.

7. Conclusion
Coal-fired power plants especially baseload power plants are increasingly required to op-
erate in a highly flexible or cyclic operating mode in order to accommodate the integration
of RES into the generation mix. This trend is however set to increase even further in the
near future and power plants must have to adjust to these new pattern. Although cycling
is in its entirety not new to conventional units since demand has always also been vari-
able (demand–driven cycling), this new mode of operation so-called generation–driven cy-
cling is completely new to conventional coal-firing units especially baseload power plants.
The technical demand for high operational flexibility includes frequent start-ups and shut-
downs, load following operations, temperature ramping, two-shifting, just to name a few.
Baseload plants are not used to this mode of operation unlike the medium and peak load
counterparts which are designed specially for high flexibility. In order to stay in business
baseload units will have to compete by eventually increasing flexible operation. This can
have detrimental effects on vital plant components because this kind of operation will ex-
ceed originally intended design limits and subsequently lead to severe repercussions for
the plants from material failure, forced outages, economic penalties among others. It is
therefore important – in order to avoid unexpected material failures, reduce maintenance
and operating cost, to analyze the corrosion/oxidation risks related to increased flexible
or cyclic operation.
It was the goal of this study to analyze these risks and help provide answers to some of
the questions such as how fast (oxidation rate) and what kind of corrosion mechanisms
might occur under flexible operating conditions. The task was split into two: first thermo-
chemical modeling of corrosion of high temperature corrosion of selected commercial coal
boiler superheater and reheater materials, to get first insights of the problem, then carry-
ing out experimental tests to obtain a clearer picture. The tests were subdivided into two
parts: i.e. isothermal firing conditions and cyclic or flexible firing modes so as to be able
to directly determine the impact of cycling on the plant materials. The five commercial
alloys chosen for this study included two ferritic–martensitic materials; TP91 and VM12-
SHCC and three austenitic materials TP347-HFG, DMV304 HCu and DMV310 N which are
high temperature materials used in superheater and reheater components. The materials
were exposed under isothermal and thermal cycling conditions for 1000 h each at 650 °C
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metal surface temperature. The results from this study are summarized below and some
suggestions and recommendations for future work are given.
Experimental studies
• The oxidation rate of the materials increased significantly during thermal cycling
conditions compared to isothermal conditions. This was especially the case for the
ferritic-martensitic materials TP91 and VM12-SHC. Scale thickness measurements
showed 28µm for TP91 under isothermal conditions increasing to 82µm under cyclic
firing conditions. VM12 had 22µm under isothermal conditions and 52µm under
cyclic conditions. The austenitic alloy DMV304 HCu showed moderate increase in
oxidation rate with scale thickness measuring about 7µm in isothermal conditions
and 13µm under thermal cycling conditions. TP347-HFG and DMV310 N showed
quite good oxidation resistance with approximately 1 – 2µm scale thickness under
both isothermal and thermal cycling conditions. Overall, the austenitic materials
performed better than the ferritic–martentisitic materials. This result was confirmed
by kinetic modeling studies. Increasing protection is related to the Cr-content of
the materials as materials with less than 18 wt% Cr generally show less oxidation
resistance. This is because a minimum of 12%-Cr is required in solid solution to form
a protective film.
• Coal ash deposits change the stoichiometry of the oxide scale and consequently lead
to a variation in the oxidation/corrosion rate of the materials. Sections covered with
fly ash were found to have an increased oxide growth with layer thickness larger
than the one of the bare alloy. This was mostly the case for the ferritic martensitic
materials TP91 and VM12-SHC with significantly increased scale thickness under
cycling modes.
• The formation of brittle ash layers or zones within oxide layers and on the oxide–
metal interface that break and spall led to porous oxide layers open to more corrosion
attack from the corrosive gas media. This effect is more pronounced in thermal
cycling than under isothermal conditions especially for the ferritic martensitic alloys.
• Austenitic materials are vulnerable to grain boundary attack or cavitation/pitting.
Although all the austenites showed good oxidation resistance some form of grain
boundary attack was found to occur. DMV310 N which especially showed the best
performance under both test conditions had a profound increase in cavitation attack
under thermal cycling conditions.
• Internal sulphidation attack was found in all the austenitic materials in various forms
as Mo, Nb, Cr, or Fe sulphides. However, this could not be attributed to either cycling
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or ash deposits as this phenomenon was found to occur both under thermal cycling
and isothermal conditions as well as in the bare metal and the ash covered layer.
• MnO was found in almost all the material sections with larger oxide scale thickness.
In the ferritic–martensitic steels it was a substantial part of the inner scale close
to the metal substrate (oxide-metal interface) while in the austenitic steels it was
either in substantial amounts in the oxide scale or found as traces. This Mn was
completely depleted of iron but rich in Cr in some cases suggesting a Mn-Cr spinel.
This is also qualitatively confirmed by thermodynamic modeling. MnO formation can
therefore play a negative role in the oxidation of the materials due to the reduction
of Cr in solid solution. DMV310 N showed no traces of Mn-oxide and had the best
performance of all the materials.
Thermodynamic modeling studies
• The alloy composition is critical in the corrosion behavior of a material. Fe-Cr-Ni
alloys will generally form a chromia (Cr2O3) scale which if compact will provide
protection for the material against corrosion attack. However, this leads to the de-
pletion of Cr from the material which could cause the formation metal carbide phases
such as M23C6 and can lead to inter-crystalline corrosion and intergranular attacks.
Some grain broundary attack was found especially in the austenitic alloys.
• The role of the partial pressures of the corrosive gas species and the temperature
of the system cannot be overstressed. Non-isothermal one–dimensional alloy phase
mappings clearly show the influence of temperature on the alloy system. Increasing
or decreasing partial pressures of one or more gas components or reversed together
with changing temperatures can lead to completely different stable products being
formed.
• The reaction of the ash deposit with the gas mixture and metal oxide is complex.
This leads to decreasing oxygen partial pressures, however depending on the flue
gas concentration which can increase sulphur and sulphur oxides partial pressures.
This increase in sulphur will alter the chemistry of an otherwise protective oxide
layer and cause more attack.
Recommendations for future studies
The present study has been vital to evaluate the oxidation and corrosion risks on commer-
cial boiler superheater and reheater materials associated with increased thermal cycling
or flexible operation. The oxidation kinetics have been analyzed as well as the corrosion
mechanisms prone to occur on commercial boiler superheater and reheater materials. The
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study has opened up the way for future studies in this particular field of research. Some
recommendations and suggestions for future works are given below.
For high temperature corrosion testing, it would be of particular interest to investigate
under different flue gas atmospheres with varying concentrations of the individual gas
species to analyze sulphidation (H2S), carburization (CO) etc., using different fly ash de-
posits or even synthetic ash deposits (with different levels of sulphates, chlorides). The
impact of flexible operation impact on coatings and welds, longer exposure duration to
analyze the precipitation of Cr-carbides especially in austenitic steels with relatively good
oxidation resistance, tests at different temperatures especially for high Cr alloys such as
DMV310 N have to be carried out. Finally, using different thermal cycling modes will also
be beneficial towards a better understanding of the problem.
A. Thermochemical Results Table
Structure
Table A.1.: TP91 reaction with corrosive flue gas at 650 °C (showing only stable phases)
T = 650.00 C
P = 1.0000E+00 atm
V = 3.3823E+00 litre
STREAM CONSTITUENTS AMOUNT [g]
CO2 2.81E-01
O2 2.39E-02
N2 4.11E-01
SO2 1.43E-03
H2O 1.34E-01
Fe 8.86E+01
Cr 8.75E+00
Ni 4.00E-01
Mo 9.50E-01
Mn 4.50E-01
Al 2.00E-02
Si 3.50E-01
C 1.05E-01
S 1.00E-02
P 2.00E-02
Nb 8.00E-02
N 5.00E-02
V 2.15E-01
EQUIL AMOUNT VOL% FUGACITY
PHASE: GAS [bar]
N2_FactPS 1.31E+02 5.23E+01 5.23E-01
H2_FactPS 4.82E+01 1.93E+01 1.93E-01
CO_FactPS 3.35E+01 1.34E+01 1.34E-01
CO2_FactPS 2.13E+01 8.50E+00 8.50E-02
H2O_FactPS 1.48E+01 5.91E+00 5.91E-02
CH4_FactPS 1.51E+00 6.06E-01 6.06E-03
continued on next page
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Table A.1 (continued)
H2S_FactPS 3.50E-02 1.40E-02 1.40E-04
NH3_FactPS 1.57E-02 6.27E-03 6.27E-05
(P2O3)2_FactPS 8.04E-03 3.21E-03 3.21E-05
COS_FactPS 7.76E-04 3.10E-04 3.10E-06
HCN_FactPS 7.31E-05 2.92E-05 2.92E-07
H2CO_FactPS 1.02E-05 4.10E-06 4.10E-08
... ... ... ...
PHASE: BCC_A2#1 gram WEIGTH % ACTIVITY
Al1C3_FSstel 3.59E-21 1.30E-20 8.38E-34
Cr1C3_FSstel 1.05E-11 3.79E-11 2.25E-32
Fe1C3_FSstel 2.29E-03 8.30E-03 2.12E-23
Mn1C3_FSstel 6.14E-12 2.23E-11 1.62E-11
Mo1C3_FSstel 3.70E-06 1.34E-05 1.16E-17
Nb1C3_FSstel 3.77E-16 1.37E-15 5.64E-36
... ... ... ...
TOTAL : 2.76E+01 1.00E+00 1.00E+00
PHASE: M23C6 gram WEIGTH % ACTIVITY
Cr20Cr3C6_FSstel 4.39E-14 1.06E-12 5.96E-155
Fe20Cr3C6_FSstel 3.96E-08 9.60E-07 1.16E-24
Mn20Cr3C6_FSstel 2.47E-19 6.00E-18 4.00E-172
Ni20Cr3C6_FSstel 1.25E-12 3.04E-11 2.36E-59
V20Cr3C6_FSstel 1.01E-21 2.45E-20 9.61E-206
Cr20Fe3C6_FSstel 1.45E-07 3.51E-06 2.08E-135
Fe20Fe3C6_FSstel 1.31E-01 3.17E+00 4.05E-05
... ... ... ...
TOTAL : 4.13E+00 1.00E+00 1.00E+00
PHASE: M2O3(Coru)#1 gram WEIGTH % ACTIVITY
Al2O3_FToxid 1.43E-02 7.73E-01 1.01E-02
Cr2O3_FToxid 1.75E+00 9.41E+01 8.90E-01
Fe2O3_FToxid 9.46E-02 5.10E+00 8.96E-03
Mn2O3_FToxid 1.91E-06 1.03E-04 1.12E-12
TOTAL : 1.86E+00 1.00E+00 1.00E+00
PHASE: Olivine gram WEIGTH % ACTIVITY
Fe1Fe1Si1O4_FToxid 2.26E+00 8.89E+01 8.89E-01
Mn1Mn1Si1O4_FToxid 5.35E-03 2.11E-01 2.13E-03
Fe1Mn1Si1O4_FToxid 5.49E-02 2.16E+00 2.17E-02
Mn1Fe1Si1O4_FToxid 2.20E-01 8.68E+00 8.71E-02
Fe1Ni1Si1O4_FToxid 1.42E-04 5.58E-03 6.06E-05
Ni1Fe1Si1O4_FToxid 4.83E-06 1.90E-04 2.30E-06
Mn1Ni1Si1O4_FToxid 1.38E-05 5.44E-04 1.99E-06
Ni1Mn1Si1O4_FToxid 1.17E-07 4.63E-06 1.06E-11
Ni1Ni1Si1O4_FToxid 3.03E-10 1.19E-08 1.57E-10
TOTAL : 2.54E+00 1.00E+00 1.00E+00
Pure solids g ACTIVITY
continued on next page
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Table A.1 (continued)
FeV2O4(s)_FactPS 4.68E-01 1.00E+00
MoS2(s)_FSstel 1.99E-01 1.00E+00
Nb2O5(s)_FSstel 1.14E-01 1.00E+00
end
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Figure B.1.: Ellingham diagram for selected sulphides [46]
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C. Glossary
A B C D E F G H I J K L M N O P Q R S T U V W X Y Z
A
Annealing: Annealing is a heating and cool-
ing process but with relatively slow cool-
ing [128]. This usually involves heating to
and holding at a favorable temperature and
then cooling at an suitable rate, mainly to
soften metallic materials [133]. The oper-
ating temperature and cooling rate all de-
pend on the material undergoing treatment
as well as the goal of the treatment process.
There are several other reasons for such a
heat treatment and these include: stress re-
moval; to cause softness; to change physi-
cal properties such as the toughness, duc-
tility, magnetic or electric properties etc.;
to change the crystalline structure; remove
gases or obtain a fixed microstructure [128].
(see also process annealing and normaliz-
ing).
Austenitic steels: Austenitic steels or alloys
are the most widely used type of stainless
alloys. They have a wide range of appli-
cation from less corrosive to aggressive and
very corrosive atmospheres. They are non-
magnetic highly favorable for industrial pro-
cess applications. They have a face-centered
cubic (FCC) austenitic structure from less
than zero up about melting temperatures
due to the addition of alloying components
such as nickel and manganese. They can-
not be hardened through heat treatment but
through cold work they can be strain hard-
ened.
To obtain the austenitic structure about
18%-Cr and 8%-Ni are usually added
to induce the transition from ferritic to
austenitic.They are relatively very rough,
weldable, formable compared to ferritic
steels. The nickel serves to improve the cor-
rosion resistance in less corrosive environ-
ment (such as foods, organic and soft inor-
ganic chemicals as well as a broad range of
most natural atmospheres.
Austenitic alloys are also stabilized, e.g. al-
loy 321 is stabilized with titanium while al-
loy 347 is stabilized with niobium. Also,
to prevent carbide precipitation which is
the main cause of intergranular corrosion in
these materials, the carbon content is usu-
ally lowered to a minimum (< 0.03% C)
[128]. Back to Menu
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E
Equivalent forced outage rate (EFOR) is a
measure of a plant’s unreliability. The EFOR
for baseload power plants is about 6.4%.
There are also other measures used to assess
a plant’s reliability and these include: the
unit capability factor, the equivalent avail-
ability factor, and unplanned capability loss
factor [30].Back to Menu
F
Forced Outage : A force outage is an un-
planned component failure or any other
situation where the unit has to be removed
from service instantly within six hours or be-
fore the end of the next weekend [30]. Back
to Menu
H
Hardening. This is the process of heating
and quenching (cooling) certain iron-based
alloys from a temperature either within or
above the critical range to obtain a hard-
ness higher to that produced when the al-
loy is not cooled or quenched. This process
is only usually use in the formation marten-
site. Back to Menu
L
Load–following: Load following is the
mode of operation where the plant is on for
more than 48 hours at a time but has to
change its output accordingly to follow the
daily demand trend for electricity. This is
the demand driven cycling which baseload
plants are used to as the demand daily elec-
tricity demand pattern is highly predictable.
This kind of cycling has little impacts on the
metal and steam tmperatures as can be seen
from Figure 2.3 [92]. Back to Menu
M
Martensitic alloys: Martensitic alloys
which have very high hardness and strength
are obtained by heating above critical tem-
perature (above 870 °C) and then quenched
(rapid cooling) to form martensite mi-
crostructure. To increase corrosion resist-
ance and ductility, the alloys are usually
tempered or stress relieved between 150 –
370 °C. The are also hardenable because
of the transformation from body-centered
cubic (BCC) to body-centered tetragonal
(BCT). Back to Menu
N
Nominal power: Nominal power, output or
capacity, is the maximum potential full load
power of a plant which is not necessarily
the same as the actual full load output of
the plant. The ratio of the actual output to
maximum output over a given period of time
is known as the capacity factor. Dispatch-
able (regulated) plants like coal and nuclear
have a high capacity ratio (which depends
on the technical capabilities of the plant)
than v-RES power from solar and wind that
depend on the weather condition.
Normalizing (heat treatment). This in-
volves heating iron-based alloys to about
500 °C above the critical temperature range,
then cooled in still air below that range at
ordinary temperature. Back to Menu
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O
On–load cycling: On–load cycling is the
mode of operation in which, e.g. the plant
operates at base load during the day and
then ramps down to minimum stable gen-
eration overnight [92]. Back to Menu
P
Process annealing: Process annealing is
the process of heating iron-based alloys to
a temperature less than or near the lower
critical temperature limit, normally between
540 to 725C. Back to Menu
Q
Quenching. This is rapid or fast cooling by
immersion in liquids or gases or by contact
with metal. Back to Menu
R
Ramping: During ramping the output of the
plant is varied between minimum and full
levels in order to follow changes in power
demand [30].
Residual load: the difference between
actual power demand and the feed-in
from intermittent non-dispatchable generat-
ors [17]. It can be summarized in Equa-
tion (C.1) as follows:
Residual Load = Demand−RES (C.1)
Example: on a windy night when wind
power is high, no further fossil power gener-
ation will be needed. In this case, the resid-
ual load will be negative because demand is
low at night and feed in from wind power
is high (i.e. there is an overcapacity). On
the other hand, on a day with low wind and
sun feed in and there is also high demand
for power, will be positive and in this case,
conventional baseload plants are expected
to compensate for this [22]. Back to Menu
S
Sporadic operation: This involves irregu-
lar or occasional operation for periods of
less than two weeks and then the plant is
shutdown for more than several days [92].
Start ups: This entails starting of a unit
that is offline; there are three types of starts,
these include: hot, warm, or cold, depend-
ing on the temperatures of the metal in the
boiler or turbine [30]. Hot starts are
generally defined to have very high boiler
or turbine temperatures between 370 °C
to 485 °C, and less than 8 to 12 hours
off-line. Warm starts have boiler or tur-
bine temperatures between 120 °C to 370
°C and have been off-line for 12 to 48
hours. Cold starts are ambient tempera-
ture starts, the temperature of the boiler
and turbine temperatures below fracture ap-
pearance transition temperatures (FATT) i.e.
120 °C or less, and have been offline for 48
to 120 hours. These definitions may vary
depending on the unit size, manufacturer
and dispatcher/Independent System Oper-
ator (ISO) definitions. Back to Menu
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T
Tempering. This is the process of reheat-
ing hardened steel to a temperature below
the lower critical temperature, followed by
cooling at a desired rate. This process is also
known as drawing.
Two–shifting: Two shifting is the mode of
operation where the plant is started up and
shut down once a day i.e. running dur-
ing the day and stopping during the night;
“Spinning reserve”, or the maximum techni-
cal load is kept on-line (at very low load) es-
pecially when there is low demand [5, 92].
Double two-shifting is the operating mode in
which the plant is started up and shut down
twice a day. In this case it is called 4-shifting
[30]. Back to Menu
W
Wear and Tear: Wear is used to refer to the
case where a component reaches the end
of its natural life through ordinary causes
such as thermal fatigue, corrosion. Wear can
however be accelerated. Tear is used to refer
to an unusual event that accelerates the life,
for instance during poor control of operat-
ing conditions. Tear can occur during base-
load operations, but it is generally more pro-
nounced during cycling operations [30].
Weekend shutdowns: As the name implies
the plant shuts down at weekends. This
mode is usually combined with two–shifting
and load-following operations. Boiler shut-
down is less complicated than start-up but
emphasis is laid on safety and protection
of unit materials. There are basically two
ways in which a plant is shut down: a con-
trolled shutdown where the combustion rate
is slowly reduce, or an emergency emer-
gency. Back to Menu
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