Let L n be the finite language of all n! strings that are permutations of n different symbols (n ≥ 1). We consider context-free grammars G n in Chomsky normal form that generate L n . In particular we study a few families {G n } n≥1 , satisfying L(G n ) = L n for n ≥ 1, with respect to their descriptional complexity, i.e. we determine the number of nonterminal symbols and the number of production rules of G n as functions of n.
Introduction
The set L n of all permutations of n different symbols consists of n! elements [9, 14] . So being a finite language, L n can be trivially generated by a contextfree grammar with a single nonterminal symbol and n! productions. However, this is no longer true when we require that L n is generated by a context-free grammar G n in Chomsky normal form.
In this paper we investigate a few families {G n } n≥1 of context-free grammars in Chomsky normal form that generate {L n } n≥1 . In particular we are interested in the grammatical or descriptional complexity of these families. As complexity measures we use the number of nonterminal symbols and the number of production rules of G n , both considered as functions of n. These measures have been used frequently in investigating context-free grammars; cf. e.g. [10, 12, 13, 6, 4, 1, 5] . This paper is organized as follows. After preliminaries on notation and terminology (Section 2) we consider some elementary properties of grammars G n in Email address: infprja@cs.utwente.nl (Peter R.J. Asveld).
Chomsky normal form that generate L n (Section 3). In Section 4 we consider a straightforward approach based on the power set of the terminal alphabet Σ n of G n . Looking at regular (i.e. right-linear) grammars to generate {L n } n≥1 gives rise to a family of context-free grammars in Chomsky normal form in Section 5 with less productions than the ones in Section 4 (provided n ≥ 3).
The families {G n } n≥1 studied in Sections 6 and 7 are obtained in a different way; viz. we exhibit G 1 and G 2 explicitly and then we proceed inductively by means of a grammatical transformation to obtain G n+1 from G n (n ≥ 2). Section 8 is devoted to a divide-and-conquer approach; although it leads to "concise" grammars, determining their descriptional complexity is less straightforward. Finally, Section 9 consists of some concluding remarks.
The present paper has been inspired by G. Satta who conjectured in 2002 [16] that "any context-free grammar G n in Chomsky normal form that generates L n must have a number of nonterminal symbols that is not bounded by any polynomial in n". Recently, this statement has been proved by K. Ellul, B. Krawetz, J. Shallit and M.-w. Wang in [7] . However, in [7] it is not shown how to generate the languages {L n } n≥1 by context-free grammars {G n } n≥1 in Chomsky normal form. The present paper provides some straightforward approaches to obtain a few such families {G i n } n≥1 (1 ≤ i ≤ 7). None of these approaches is surprising but their relative descriptional complexity (expressed in terms of the number of nonterminal symbols and of the number of productions) is by no means obvious; cf. Section 9. In this way the paper is a taxonomy of basic grammar families for {L n } n≥1 and it might serve as a starting point for more involved approaches as well as for the quest for optimal grammars, i.e. grammars that are minimal with respect to these or other descriptional complexity measures.
Preliminaries
For each set X, let P(X) denote the power set of X, and P + (X) the set of nonempty subsets of X, i.e. P + (X) = P(X) − {∅}. For each finite set X, #X denotes the cardinality (i.e. the number of elements) of X. ⋆ n . This mapping is extended to languages L over Σ n by A(L) = {A(w) | w ∈ L}.
In the sequel we often restrict ourselves to context-free grammars G n = (V n , Σ n , P n , S n ) in Chomsky normal form with the following property: if A → BC is a production in P n , then so is A → CB, and we abbreviate A → BC | CB by A −◮ BC. The underlying rationale is, of course, that we want to keep the number of nonterminal symbols as low as possible. However, the reader should always realize that A −◮ BC counts for two productions.
Elementary Properties
In this section we discuss some straightforward properties of context-free grammars in Chomsky normal form that generate L n . Examples of these properties will be given at appropriate places in subsequent sections. Throughout this section G n = (V n , Σ n , P n , S n ) is a context-free grammar in Chomsky normal form that generates L n and N n is defined by N n = V n − Σ n . For each word w over Σ n in L(G n , A), D(A, w) denotes a derivation tree for w from A according to the rules of G n .
is a nonempty subset of an isomorphic copy M k of the language L k for some k (1 ≤ k ≤ n). Consequently, each string z in L(G n , A) has length k, z consists of k different symbols, and
Proof. (1) Let w be a word in L(G n ) with derivation tree D(S n , w) in which the nonterminal symbol A occurs. Consider the subtree D(A, x) of D(S n , w), rooted by the nonterminal A, the leaves of which constitute a substring x of w; so there exist words u and v with w = uxv. If |x| = k for some k (1 ≤ k ≤ n), then A(x) has precisely k elements, since w is a permutation in L n .
Suppose that L(G n , A) contains a string y with |y| = k: thus there is a derivation tree D(A, y) according to G n for y. Replacing D(A, x) by D(A, y) in D(S n , w) yields a derivation of uyv with |uyv| = n and uyv / ∈ L n . Hence each word in L(G n , A) has length k.
By a similar argument we can conclude that L(G n , A) is a language over the alphabet A(x) with the property that for each word z in L(G n , A), we have
so it contains a word of length k for some k ≥ 1. Then by Proposition 3.1(1), we have that both L(G n , A) and L(G n , B) are subsets of the same isomorphic copy
This result gives rise to an equivalence relation on N n ; viz.
Definition 3.2. Two nonterminal symbols A and B from N n are called equivalent if |x| = |y| for some x ∈ L(G n , A) and some y ∈ L(G n , B). The corresponding equivalence classes are {E n,k } n k=1 . The number of elements #E n,k of the equivalence class E n,k will be denoted by
Next we consider the effect of a single rewriting step with respect to the equivalence classes {E n,k } n k=1 .
set P(Σ n ) of the alphabet Σ n . This partial order, induced by the inclusion relation on P(Σ n ), is a more general notion than the linear order present in the concept of sequential grammar; cf. [8, 3] .
We will now define this partial order relation formally as follows.
Definition 3.4. Let A and B be nonterminal symbols from N n . Then the partial order ⊑ on N n and the correspondering strict order ⊏ are defined by:
As complexity measures of a context-free grammar G n we use the number ν(n) of nonterminal symbols and the number π(n) of productions of G n ; so ν(n) = #N n and π(n) = #P n . As the notation suggests, we will view both ν and π as functions of n. For a more general and thorough treatment of descriptional complexity issues in relation to context-free grammars and their languages we refer to [10, 12, 13, 6, 4, 1, 5] .
A Simple Approach
In view of Section 3 a straightforward way to generate L n is to define G n in terms of subsets of Σ n : to each X of P + (Σ n ) we associate a nonterminal A X that generates all permutations over
Example 4.2. We consider the case n = 3 in detail; instead of subsets of Σ 3 , we use subsets of {1, 2, 3} as indices of nonterminals. Then we have G 
Proof.
(1) and (2) follow from Definition 4.1 and [9] . By the definition of N n and P n , we have
k − 2 elements, because both X and Y are nonempty. Then
Consequently, we have π 1 (n) = n + h(n) = 3 n − 2 n+1 + n + 1. 2
An Improvement
As a kind of intermezzo we briefly discuss a way to generate {L n } n≥1 by regular grammars {G R n } n≥1 . Although regular grammars are by no means context-free grammars in Chomsky normal form, Proposition 3.3 and Definition 4.1 suggest the following family {G R n } n≥1 .
Notice that in each rule of the form A → BC from G 1 n (Definition 4.1) we first restricted B by some symbol A i from E n,1 and then we replaced A i by the right-hand side of the unique rule A i → a i .
Example 5.2. Again we show the case n = 3:
Proof. We proceed as in the proof of Proposition 4.
From Definition 5.1 we can obtain a family of context-free grammars in Chomsky normal form that generates {L n } n≥1 as follows.
Clearly, we have substituted A i for a i in all right-hand sides of rules from Definition 5.1 with left-hand side in E n,2 ∪ E n,3 ∪ · · · ∪ E n,n .
Example 5.5. For the case n = 3 we obtain: 
Proof. The one-to-one correspondence between G R n and G 2 n for each n ≥ 1 also implies that Proposition 5.6 follows from the proof of Proposition 5.3. 2 Proposition 5.7. For each n ≥ 1, G 2 n is an unambiguous context-free grammar in Chomsky normal form.
Proof. By Definition 5.4, G 2 n is a context-free grammar in Chomsky normal form. The rules in P n imply that for each word w = a i 1 a i 2 · · · a in in L n , the linearly ordered sequence (i 1 , i 2 , . . . , i n ) uniquely determines the order in which the productions have to be applied in a leftmost way in order to obtain w; viz.
So there is exactly one leftmost derivation for each w in L n ; hence G 2 n is unambiguous.
2
With respect to the number of productions the grammars G 2 n are superior to the ones of Definition 4.1 since for n ≥ 3, we have Note that in both grammars G 3 n (n = 2, 3) of Example 6.1(2-3) all nonterminals are not recursive and that
n ) is a language over Σ n , whereas L n+1 is a language over Σ n+1 . More precisely, we obtain the elements of L n+1 by inserting the new symbol a n+1 at each available spot in the strings of L n . This observation is the crux of our grammatical transformation. We obtain the new grammar G 3 n+1 from G 3 n as follows.
• (a) Each initial rule, e.g. S n −◮ AB, is replaced by two rules:
A primed symbol indicates that in the subtree rooted by that primed symbol still an occurrence of the new symbol a n+1 should be inserted.
•
The latter two rules are added "to propagate the primes".
symbol not yet present in N n . The last rule will place a n+1 to the left or the right, respectively, of the a generated by A; cf. also the next, final step in the construction.
• (d) Finally, we add the new rule A n+1 → a n+1 to P n+1 .
It is now a routine matter to verify that (i)
, and (iii) P n+1 does not contain a rule of the form S n+1 → a (a ∈ Σ n+1 ). The first step (a) yields:
From the second step (b) we get:
The last two steps (c) and (d) produce:
It is now easy to show that L(G 
Proposition 6.5. For the family {G 3 n } n≥1 of Definition 6.2 we have (1) D(n, 1) = n, D(n, n − 1) = 2 (n ≥ 2), D(n, n) = 1 and for each k with 2 ≤ k ≤ n − 2,
(1) Clearly, D(n, n) = 1 and D(n, 1) = n as E n,n = {S n } and E n,1 = {A 1 , . . . , A n } because A i → a i are the only rules in P n with terminal righthand sides.
The other two equalities are easily established by induction over n using the properties of G 
This implies that ν 3 (n + 1) = 2 · ν 3 (n). Solving this difference equation with initial condition ν 3 (2) = 3 (Definition 6.2(2) and Example 6.1(2)) yields ν 3 (n) = 3 · 2 n−2 for n ≥ 2.
(3) We write π 3 (n) = f (n) + g(n) for n ≥ 2, where f (n) is the number of initial productions and g(n) is the number of noninitial productions in G 3 n . By the transformation of Definition 6.2(3) we obtain the following recurrence relations: f (n + 1) = 2 · f (n) with f (2) = 2, and g(n + 1) = 3 · g(n) + 1 with g(2) = 2. Solving these equations yields f (n) = 2 n−1 and g(n) = 5 2
(n ≥ 2); hence the result. 2 Proposition 6.5(2)-(3) may be rewritten as ν 3 (n) = ⌊3 · 2 n−2 ⌋ and π 3 (n) = ⌊ ⌋, respectively (n ≥ 1).
Note that the recurrence relation in Proposition 6.5(1) is identical to the one for the binomial coefficients C(n, k), although the boundary conditions are different. It results in the Pascal-like triangle of Table 1 . 
Finally, we remark that the grammatical transformation of Definition 6.2(3) is of general interest in the following sense: given any context-free grammar G n in Chomsky normal form that generates L n (thus not just G 3 n ), then it produces a context-free grammar G n+1 in Chomsky normal form for L n+1 . We will apply this observation in Section 9.
Inserting an Additional Terminal Symbol -2
The family {G 3 n } n≥1 is rather efficient with respect to the number of nonterminals as compared to the family {G 2 n } n≥1 : ν 3 (n) = 3 · 2 n−2 < 2 n − 1 = ν 2 (n) for n ≥ 3. The price we have to pay is an increase of the number of productions, since π 3 (n) = > n · 2 n−1 = π 2 (n) for n ≥ 5. In addition the degree of ambiguity of G 3 n is rather high as can been seen from the following sample subderivations. Let A ⇒ BC ⇒ ⋆ w B w C with B ⇒ ⋆ w B and C ⇒ ⋆ w C be a subderivation according to G 3 n . From the new grammar G 3 n+1 the substring w B a n+1 w C can be obtained by
In this section we will modify the grammatical transformation of Definition 6.2 in such a way that the second subderivation is not possible, because the occurrence of a n+1 will always be introduced to the right of the terminal symbols a 1 , a 2 , · · · , a n . This results in a family of grammars {G
. In order to derive permutations from {a n+1 }L n we need the rule S n+1 → A n+1 S n and to preserve S n as well as all rules from G 4 n .
Definition 7.1. The family {G 4 n } n≥1 is given by {(V n , Σ n , P n , S n )} n≥1 with (1) G • (b) We add the rules S n+1 → A n+1 S n and A n+1 → a n+1 to P n+1 , where A n+1 is new nonterminal symbol not yet present in N n .
• (c) For each (noninitial) rule in G (1)). Definition 7.1(a)-(c) yields: 
There is a one-to-one correspondence between the nonterminals of G 4 n and the elements of P + (Σ n ). E.g. in Example 7.2(2) we have S ). Then we distinguish two cases:
Since v does not possess an occurrence of a n+1 , a leftmost derivation of w has the form S n+1 ⇒ A n+1 S n ⇒ a n+1 S n ⇒ ⋆ a n+1 v. By the induction hypothesis there is only one leftmost derivation according to G n for v from S n . And notice that P n ⊂ P n+1 , whereas rules from P n+1 − P n cannot interfere in the subderivation
n ) and a i ∈ Σ n ; note that i = n + 1. As ua i = λ, the occurrence of a n+1 in w cannot be introduced by the initial rule S n+1 → A n+1 S n , but it must be obtained by a leftmost subderivation A ′ i ⇒ A i A n+1 ⇒ a i A n+1 ⇒ a i a n+1 using the unique rule A i → a i from P n and the unique rule A n+1 → a n+1 from P n+1 − P n . Consider, the following leftmost derivation of w:
Suppose there are two such derivations according to G 4 n+1 . Then we can obtain two different leftmost derivations for ua i v according to G 4 n as follows: (1) replace the subderivation uA
2) remove all primes from primed symbols, and (3) change all remaining occurrences of a n+1 into λ.
However, the existence of two different leftmost derivations for ua i v in G 
. Alternatively, we have N n+1 = N n ∪ {A ′ | A ∈ N n − {S n }} ∪ {S n+1 , A n+1 } which yields the difference equation ν 4 (n + 1) = 2 · ν 4 (n) + 1 with ν 4 (2) = 3. Solving this equation gives the same result.
(3) We write π 4 as π 4 (n) = f (n) + g(n) where g(n) is the number of terminal rules A i → a i and f (n) the number of remaining rules. Then g(n) = n, whereas f (n + 1) = 3 · f (n) + n + 1 with f (2) = 2. Let f h be the solution of the corresponding homogeneous equation f h (n + 1) = 3 · f h (n), i.e. f h (n) = c · 3 n . For a particular solution we try f p (n) = an + b which yields a = − ; thus f p (n) = − . Finally, we use the initial condition f (2) = 2 to determine the constant c from f
. Then c = 5 12 which implies π 4 (n) = f (n)+g(n) = (n ≥ 2). Substituting n = 1 in this expression gives π 4 (1) = 1 as well.
2
Although we obtained unambiguous grammars (Proposition 7.3), the price we have to pay for this is high (Proposition 7.4): viz.
The grammatical transformation of Definition 7.1(3) is as general as the one of Definition 6.2(3): it is applicable to any context-free grammar G n in Chomsky normal form for L n and it yields a context-free grammar G n+1 in Chomsky normal form with L(G n+1 ) = L n+1 ; cf. Section 9 for an application.
Divide and Conquer
The families of grammars considered in the previous sections all share the property that E n,k = ∅ for all k (1 ≤ k ≤ n). In this section we consider a family of grammars {G 5 n } n≥1 that is a divide-and-conquer modification of {G 1 n } n≥1 of Section 4 in the sense that -instead of dividing X ∪ Y in all possible disjoint nonempty X and Y -we restrict the subdivisions of X ∪ Y to almost equally sized X and Y . As a consequence we have that for some k, the sets E n,k are empty, whenever n ≥ 4. Definition 8.1. The family {G 5 n } n≥1 is given by {(V n , Σ n , P n , S n )} n≥1 with • S n = A Σn , and
• the sets N n and P n are determined by the algorithm in Figure 1 . {A 123 , A 124 , A 125 , A 134 , A 135 , A 145 ,  A 234 , A 235 , A 245 , A 345 }, E 5,2 = {A 12 , A 13 , A 14 , A 15 , A 23 , A 24 , A 25 , A 34 , A 35 , A 45 }, 
The values of D(n, k) for 1 ≤ n ≤ 10 are given in Table 2 . Unfortunately, a closed form for ν 5 (n) and π 5 (n) is very hard or even impossible to obtain; a situation very common in analyzing these divide-and-conquer approaches; cf. e.g. pp. 62-78 in [17] or [20] . A numerical evaluation and a comparison 
A012272* π i (n) A090326* A001787 A090327* A090328* A077277* Table 5 Integer sequences.
grammars mentioned in Section 1 -viz. {G 0 n } n≥1 with G 0 n = (V n , Σ n , P n , S n ), N n = {S n } and P n = {S n → w | w ∈ L n }, although not in Chomsky normal form-satisfies ν 0 (n) = 1, and π 0 (n) = δ 0 (n) = n!. From Propositions 5.7 and 7.3 it follows that for the families {G 2 n } n≥1 and {G 4 n } n≥1 , we have δ 2 (n) = δ 4 (n) = n! as well. Quite generally, one may ask whether there exist trade-offs between the complexity measures ν, π and δ. And, of course, the question remains whether there exists a family of minimal grammars with respect to the descriptional complexity measures ν(n) and π(n).
It is rather straightforward to show that the family of grammars {G R n } n≥1 is minimal with respect to both ν R (n) and π R (n) for the class of regular (or right-linear) grammars that generate {L n } n≥1 . But for the class of contextfree grammars in Chomsky normal form that generate {L n } n≥1 the situation is not that clear. For the families {G 
(i) for even values of n we take G n equal to G 5 n , and (ii) for odd values of n -i.e. in case n = 2k + 1-we take G 5 2k and we apply the grammatical transformation of Section 6 or 7 to obtain G n ; cf. the remarks at the end of Sections 6 and 7.
Applying the grammatical transformation from Definition 7.1(3) in this way, together with the recurrence relations ν 4 (n + 1) = 2 · ν 4 (n) + 1 and π 4 (n + 1) = 3 · π 4 (n) − n + 2, yields the family {G 6 n } n≥1 . Similarly, the family {G 7 n } n≥1 is obtained by using the grammatical transformation of Definition 6.2(3) and the recurrences ν 3 (n + 1) = 2 · ν 3 (n) and π 3 (n + 1) = 3 · π 3 (n) − 2 n−1 + 1. The resulting values of ν 6 (n), π 6 (n), ν 7 (n) and π 7 (n) for 1 ≤ n ≤ 16 are in Tables 3 and 4 . These modifications of {G 5 n } n≥1 have a profitable effect on the π(n)-values for odd n as well.
In Section 5 we defined a regular grammar G R n for L n (n ≥ 1). By standard methods G R n can be converted into a deterministic finite automaton for L n . So Proposition 5.3 or 5.6 determines the state complexity [21] (and the "transition complexity") of this automaton.
The construction of the grammar families in this paper has something in common with designing algorithms to generate permutations, although in our case we are somewhat limited: we are unable to apply transpositions ("swapping of symbols") because a transposition -even in the simple case of swapping adjacent elements-is a context-dependent rewriting step inherently. For a classification of (functional) programs for generating permutations we refer to [19] . The family {G 3 n } n≥1 corresponds to Algorithm A in [19] , whereas the family {G R n } n≥1 is more or less a "mirrored" instance of its Algorithm B.
In this paper we restricted ourselves to generating permutations. Of course, there are other algebraic or combinatorial objects that -restricted to size n or parameterized by n in an other way-can be represented as a finite formal language L n for which one may proceed as in the previous sections. An example is in [2] where we restrict our attention to "circular shifts"; these special permutations give rise to functions ν(n) and π(n) that are polynomially bounded in n rather than the exponential functions of the present paper; cf. Section 1 [16, 7] .
Finally, we mention that the result of evaluating functions like ν i (n) and π i (n) for n = 1, 2, 3, · · · (1 ≤ i ≤ 7) is a so-called integer sequence. Some of these are well known, other ones seem to be new. In Table 5 we give an overview: the codes in this table refer to N.J.A. Sloane's "Database of Integer Sequences" [18] : the starred items have been added recently as being new, whereas the sequences for i = 6, 7 have not been included because of their ad hoc character. Tables 1 and 2 are known in [18] as A029635 and A090349*, respectively.
