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ABSTRACT
Recent analysis of strongly-lensed sources in the Hubble Frontier Fields indicates that
the rest-frame UV luminosity function of galaxies at z =6–8 rises as a power law
down to MUV = −15, and possibly as faint as -12.5. We use predictions from a cos-
mological radiation hydrodynamic simulation to map these luminosities onto physical
space, constraining the minimum dark matter halo mass and stellar mass that the
Frontier Fields probe. While previously-published theoretical studies have suggested
or assumed that early star formation was suppressed in halos less massive than 109–
1011M⊙, we find that recent observations demand vigorous star formation in halos
at least as massive as (3.1, 5.6, 10.5)×109M⊙ at z = (6, 7, 8). Likewise, we find that
Frontier Fields observations probe down to stellar masses of (8.1, 18, 32)×106M⊙;
that is, they are observing the likely progenitors of analogues to Local Group dwarfs
such as Pegasus and M32. Our simulations yield somewhat different constraints than
two complementary models that have been invoked in similar analyses, emphasizing
the need for further observational constraints on the galaxy-halo connection.
Key words: cosmology: theory — galaxies: high-redshift — galaxies: formation —
galaxies: evolution — galaxies: haloes
1 INTRODUCTION
A key question regarding the way in which dark mat-
ter halos grow galaxies is the minimum mass of a dark
matter halo Mmin that can both retain its gas and con-
dense it efficiently onto a galaxy. Locally, this question is
central to both the “missing satellites” and the “too big
to fail” problems (Klypin et al. 1999; Boylan-Kolchin et al.
2011). In the context of the reionization epoch (z > 6),
it arises because of the possible role of faint galaxies in
driving the growth of the nascent ultraviolet ionizing back-
ground (UVB): the steep observed slope of the UV lumi-
nosity function’s (LF) faint end gives rise to a luminosity
density that diverges if integrated to arbitrarily faint lumi-
nosities. Hence faint galaxies could well have driven reion-
ization and dominated the UVB, but only if the limiting
luminosity out to which the LF continues as a power law
is quite faint (Robertson et al. 2013; Finkelstein et al. 2012;
Kuhlen & Faucher-Gigue`re 2012). As a minimum luminos-
ity would imply a minimum halo mass, measurements of the
former can be invoked as a constraint on the latter.
This, in turn, would constrain a number of physical pro-
cesses that can regulate gas cooling, star formation, and
feedback in low-mass halos. For example, “Jeans Filter-
ing” prevents gas from being accreted by dark matter ha-
los whose virial temperature is less than the (appropriately
time-averaged) temperature of the ambient intergalactic
medium (IGM; Efstathiou 1992; Quinn et al. 1996; Gnedin
2000; Okamoto et al. 2008). While the effect is expected to
play a role even in the absence of reionization (Naoz et al.
2009), idealized simulations predict that the latent heat from
photoionization completely halts gas accretion in halos with
circular velocities Vcirc below 30 km s
−1 but is negligible
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for Vcirc > 75 kms
−1 (Thoul & Weinberg 1996). Similarly,
three-dimensional simulations indicate that it suppresses the
gas reservoirs of halos less massive than 3× 108M⊙ (Vcirc <
26 kms−1) at z = 6 (Okamoto et al. 2008; Finlator et al.
2012). This idea has motivated extended reionization models
in which star formation is assumed not to occur in reionized
regions in halos less massive than 1–2× 109M⊙ (Iliev et al.
2007; Alvarez et al. 2012; Mesinger & Dijkstra 2008). Build-
ing further on this idea, Bouche´ et al. (2010) proposed that
gas in halos less massive than 1011M⊙ does not accrete ef-
ficiently onto the central galaxy owing to photoionization
feedback from hot stars at z > 6. They showed that this as-
sumption naturally allows a simple model to reproduce mea-
surements of galaxy downsizing at z 6 2. Note that these
theoretical studies invoke similar physics but assume thresh-
old masses that vary by two orders of magnitude, clearly
motivating the need for observational constraints.
An additional effect that is related to Jeans suppres-
sion is photoevaporation: During the reionization epoch,
ionization fronts likely evaporated gas that was bound to
minihalos (< 107–8M⊙;Shapiro et al. 2004), suppressing fur-
ther star formation below this mass range. Even in the
absence of a UVB, halos whose virial temperature is less
than 104K cannot cool and condense their gas through colli-
sional excitation of neutral hydrogen; they are dependent
on molecular hydrogen formation cooling, which is rela-
tively inefficient. These effects have been modeled in high-
resolution, ab-initio numerical simulations, leading to pre-
dictions that the reionization-epoch LF flattens for lumi-
nosities MUV < −12 (Wise et al. 2014).
Another source of suppression is galactic outflows,
which are closely associated with vigorous star forma-
tion (Veilleux et al. 2005). A variety of theoretical mod-
els indicate that outflows are more efficient at removing
gas from galaxies and suppressing their growth when they
live in low-mass halos (Dekel & Silk 1986; Heckman 2002;
Murray et al. 2005; Muratov et al. 2015; Christensen et al.
2016). They may even introduce a characteristic scale be-
low which suppression is particularly efficient (Dekel & Silk
1986; Muratov et al. 2015).
Finally, recent models in which the local star formation
rate density is computed from the local density of molecular
hydrogen (as opposed to the total gas density) predict that
galaxy growth is suppressed in dark matter halos less mas-
sive than 1010M⊙ (Krumholz & Dekel 2012; Kuhlen et al.
2012). If true, then the z = 6 UV LF is expected to turn
over at an absolute magnitude of ≈ −15 (Jaacks et al. 2013).
Given the importance of the high-redshift UV LF as a
probe of activity in low-mass halos, multiple techniques for
interpreting it have been developed. One method involves
assuming that local group dwarf galaxies are representative
of the high-redshift population and using spatially-resolved
star formation histories to infer the abundance and activ-
ity in their progenitor population. Weisz et al. (2014b) used
this approach to argue that the intrinsic z > 5 LF grows
without a turnover to at least MUV = −5. However, a sub-
sequent analysis found that it may flatten for MUV > −13
(Boylan-Kolchin et al. 2015; see also Boylan-Kolchin et al.
2014), in better agreement with predictions from ab-initio
simulations (for example, Wise et al. 2014).
More directly, a number of groups have used imaging
from the Hubble Frontier Fields to trace the UV LF out
to unprecedented depths (Atek et al. 2015; Ishigaki et al.
2015, 2016; Laporte et al. 2016; Livermore et al. 2016;
Bouwens et al. 2016). The deepest measurements are re-
ported by Livermore et al. (2016), who use a wavelet decom-
position approach to remove foreground light from galaxies
associated with the lensing clusters. This allows them to
identify many more faint systems than had previously been
detected. They find that the UV LF is inconsistent with a
turnover at M < −12.5 at z = 6, with weaker constraints at
higher redshifts.
What do the Livermore et al. (2016) measurements im-
ply for galaxy growth in low-mass halos? Qualitatively, the
finding that the slopes of the dark matter halo mass func-
tion at low masses and the UV LF at faint luminosities are
similar (≈ −2 in both cases) implies that galaxy luminos-
ity varies nearly linearly with the host halo’s mass down
to the faintest detected systems. Moreover, evidence for a
minimum halo mass below which gas accretion and star for-
mation are inefficient has not yet been detected. Instead,
the Livermore et al. (2016) data place an upper limit on
Mmin. This limit constrains the efficiency of physical effects
that limit star formation in low-mass halos. Additionally,
it informs simplified reionization models that “paint” lu-
minosities directly onto dark matter halos: they are disfa-
vored if they invoke significant suppression where it is not
observed.
A simple way to derive this limit is to impose a min-
imum halo mass cutoff on a galaxy formation model and
ask how large that cutoff may be made before it intro-
duces conflict with the observed LF. While similar compar-
isons have been undertaken before (Mun˜oz & Loeb 2011;
Castellano et al. 2016), the arrival of significantly deeper
measurements motivates us to revisit the problem. Addi-
tionally, galaxy formation models are now able to address
a broader range of observables simultaneously than before.
In particular, Finlator et al. (2016) discussed a numerical
hydrodynamic + continuum radiation transport model that
reproduces both the observed UV LF and the abundance of
low-ionization metal absorbers (Finlator et al. 2016). More-
over, it predicts an integrated optical depth to Thom-
son scattering of 0.059, in excellent agreement with the
most recent constraints from the cosmic microwave back-
ground (Planck Collaboration 2016a,b). In short, this model
yields favorable agreement with observations of galaxies, ab-
sorbers, and a spatially-inhomogeneous reionization history
simultaneously, opening up the possibility of understanding
how these observables relate to one another. It is therefore
a particularly well-tested framework for interpreting the ob-
served LF.
In this work, we use this simulation to interpret the
constraints reported by Livermore et al. (2016) as an upper
limit on Mmin at z > 6–8, and on the lowest stellar mass
of the galaxies that have been observed at this epoch. In
Section 2, we review our simulations. In Section 3, we present
our results. In Section 4, we discuss their implications and
compare to previous work. In Section 5, we summarize.
2 SIMULATION AND ANALYSIS
We ran our cosmological radiation hydrodynamic simula-
tion using a custom version of Gadget-3 (Springel 2005).
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We previously presented this simulation in Finlator et al.
(2016); the reader is referred to that work and to Sec-
tion 2 of Finlator et al. (2015) for details of the physi-
cal treatments. Briefly, we discretize the mass in a peri-
odic, cubical volume of comoving length 7.5h−1Mpc into
2 × 3203 dark matter and gas resolution elements and
the radiation field into a regular spatial grid of 403 vox-
els and 16 independent frequency bins. Gas whose proper
density exceeds 0.13 cm−3 forms stars via a subgrid
multiphase treatment (Springel & Hernquist 2003). Star-
forming gas is selectively added to galactic outflows fol-
lowing the “ezw” model (Dave´ et al. 2013). The ioniz-
ing emissivity is tied to the local star-forming gas parti-
cles’ metallicities and star formation rates using the Yg-
gdrasil (Zackrisson et al. 2011) spectral synthesis code.
The assumed ionizing escape fraction depends both on red-
shift and halo mass (Finlator et al. 2015). The radiation field
is evolved using a moment method, and we iterate at each
timestep between the ionization and radiation solvers to ob-
tain a consistent solution (Finlator et al. 2011, 2012).
We generate the initial conditions using
an Eisenstein & Hu (1999) power spectrum at z = 249. We
compute the initial gas ionization and temperature using
RECFAST (Wong et al. 2008) Our adopted cosmology is
one in which ΩM = 0.3, ΩΛ = 0.7, Ωb = 0.045, h = 0.7,
σ8 = 0.8, and the index of the primordial power spectrum
n = 0.96.
For each of our z = 6, 7, and 8 snapshots, we iden-
tify simulated galaxies using skid1 and compute their rest-
frame 1500 A˚ luminosities (in ergs sec−1 Hz−1) using ver-
sion 2.3 of the Flexible Stellar Population Synthesis li-
brary (Conroy et al. 2009), interpolating to each star parti-
cle’s age and metallicity. The summed luminosities for each
model galaxy are then expressed as absolute ABmagnitudes.
We neglect dust extinction because galaxies at z > 6 are ob-
served to have relatively blue UV continua (Bouwens et al.
2014). In detail, our simulations do permit a small amount
of dust; we will return to this possibility in our discussion of
Figure 1 and consider it more closely in a future study.
We compute each galaxy’s host halo mass by growing
a sphere about its center of mass until it encloses an over-
density that matches the expected overdensity of collapsed
systems. A merging step re-assigns satellite galaxies to par-
ent halos; we find that roughly 40% of galaxies are satellites.
Fundamentally, our study leverages the numerically pre-
dicted relationship between halo mass and UV luminosity,
which we show in Figure 1. The model predicts significant
scatter in this relationship: the host halo mass can vary by
an order of magnitude even among centrals forMUV 6 −14.
Consequently, a given minimum luminosity corresponds to
a lower minimum halo mass in our model than in a model
in which the luminosity-halo mass relation is assumed to be
scatter-free.
For context, we also compare our predicted halo
mass-luminosity relation with two complementary analyses.
Finkelstein et al. (2016) used an abundance-matching anal-
ysis to derive a relationship that has the same slope, but
for which a typical halo is roughly one magnitude fainter
(compare the circles with the dashed curve in Figure 1).
1 http://www-hpcc.astro.washington.edu/tools/skid.html
Figure 1. The simulated relationship between halo mass and UV
luminosity at z = 6 both for centrals (red circles) and for satellites
(green crosses). The scatter is quite significant, particularly for
MUV > −17.
This offset is somewhat surprising given that both rela-
tionships reproduce the observed UV LF. Assuming that
the Finkelstein et al. (2016) fit is driven by bright galax-
ies, the inconsistency may confirm the suggestion that the
simulation overproduces the bright end of the observed LF
(Figure 2), though perhaps not as significantly as one might
expect from Figure 1. The discrepancy cannot be resolved
by adding dust to our models without rendering their UV
continuum slopes too red: The predicted slopes β (where
the flux Fλ ∝ λ
β) for sources with MUV ≈ -17 – -19 are
characteristically -2.5, whereas observations indicate typical
values of -2.3 (Bouwens et al. 2014). Adding enough dust
to redden the predicted slopes into agreement with observa-
tions would dim them by 6 0.5 mag (Calzetti et al. 2000),
eliminating no more than half of the gap between our pre-
dictions and Finkelstein et al. (2016). We have also verified
that our simulation’s halo mass function agrees with ana-
lytical expectations to within 0.1 dex computed using hm-
fcalc (Murray et al. 2013), so it is not the case that the
model matches the observed LF by underproducing halos
and overproducing stars within each halo. In any case, the
disagreement at the fainter end, which is the subject of this
work, is weaker owing to the large predicted scatter.
We also compare our predictions to those of Ma et al.
(2015), who recently studied a small number of simulated
galaxies with unprecedented numerical resolution and phys-
ical realism. Using a similar analysis to ours (including the
decision to neglect dust), they find the relationship indi-
cated by the solid magenta triangles. Their model predicts
that galaxies are systematically 1–2 magnitudes fainter at
a given halo mass than ours, although the lowest-mass halo
lies within our model’s predicted scatter. Consistently with
their Figure 4, we find that they predict overall fainter lumi-
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Figure 2. The simulated and observed luminosity functions at
z = 6. As the minimum dark matter halo mass is increased, suc-
cessively brighter galaxies are eliminated from the predicted LF.
Measurements are from Livermore et al. (2016) and are shown
both without (solid) and with (open) a correction for Eddington
bias (see text).
nosities at given halo mass than is inferred from abundance-
matching analyses. Ma et al. (2015) also re-simulated their
1010M⊙ halo at eight times lower mass resolution using three
different density thresholds for star formation, leading to
generally brighter galaxies (open triangles) that are in much
better agreement with our model and, ironically, empirical
inferences (as represented here by Finkelstein et al. 2016).
It is interesting to note that decreasing the mass resolution
by a factor of 8 has a larger effect on MUV than changing
the threshold density for star formation by a factor of 100.
This highlights the numerical challenge of modeling even in-
dividual galaxies at high redshift in a resolution-convergent
way.
3 ANALYSIS AND RESULTS
In Figure 2, we illustrate our approach. With no tuning of
parameters, the predicted dust-free LF is in excellent agree-
ment with observations at z = 6 (red curve). We next impose
a turnover in the LF by removing galaxies hosted by dark
matter halos below a variable mass threshold Mc.
2 Increas-
ing Mc moves the turnover to higher luminosity, weakening
the agreement with observations.3 In the case of satellite
galaxies, we remove them only if their parent halo mass ex-
ceeds the threshold. Qualitatively, this will lead to a higher
(and hence more conservative) limit onMmin than if we only
considered the subhalo mass.
For a given cutoff halo mass Mc, we compute a χ
2(Mc)
2 For clarity, note that we use Mc to denote the model parameter
and Mmin as the physically relevant minimum halo mass that we
are trying to infer; that is, the value of Mc that is preferred by
the data is a constraint on Mmin.
3 Imposing Mc = 108M⊙ (red curve in Figure 2) does not re-
move any star-forming halos in our simulation at z 6 8 owing to
photoionization heating, so it is equivalent to Mc = 0.
Figure 3. ∆BIC(Mc) versus Mc; (blue, green, red) indicate the
constraints at z =(6,7,8). Solid/dashed curves indicate inferences
without/with a correction to the data for Eddington Bias. The
data, when compared with our model, provide strong evidence
against models in which star formation is suppressed in halos less
massive than 109.5M⊙ at z = 6, with weaker constraints resulting
at higher redshifts.
statistic that quantifies the agreement between the predicted
and observed LFs:
χ2(Mc) ≡
N∑
i=1
(φM,i(Mc)− φD,i)
2
σ2D,i
(1)
Here, i runs over the N observed magnitude bins; φM,i(Mc)
and φD,i are the modelled and observed LFs in the ith mag-
nitude bin, respectively, while σD,i is the reported uncer-
tainty in the ith magnitude bin. As the reported errors are
slightly asymmetric, we use the (upper, lower) error if the
model is (above, below) the data. With no tuning of param-
eters, χ2(Mc = 0) = 9.91 for 13 data points, reinforcing the
visual impression that the baseline model is in good agree-
ment with the data.
Having computed χ2(Mc), we follow Livermore et al.
(2016) by using the Bayesian Information Criterion (BIC)
to ask how strongly a given minimum halo mass is ruled
out. First, we compute the BIC for the base model, which
is the simulation itself with no adjustable parameters; this
is just χ2(Mc = 0). Next, we vary the cutoff halo mass Mc
and compute the BIC
BIC(Mc) = χ
2(Mc) + k ln(N) (2)
where k = 1 is the number of parameters in the ad-
justable model and N is the number of magnitude bins
for which Livermore et al. (2016) report a LF measure-
ment. We then compute ∆BIC(Mc) ≡ BIC(Mc) − BIC(0).
Kass & Raftery (1995) find that ∆BIC > (2, 6, 10) indicates
(positive, strong, very strong) evidence against the more ad-
justable model.
At z = 6, we find that ∆BIC > 2 for all adjustable
models simply because N > 10. However, it exceeds (6,10)
for log(Mc) > (9.5, 9.7), indicating strong evidence against
significant suppression of star formation in halos less massive
than 109.5M⊙ (Figure 3). Repeating this analysis at z = 7,
we find that ∆BIC is above (6,10) for log(Mc) = (9.75, 9.95).
Models in which Mmin > 10
10M⊙ are therefore ruled out for
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Figure 4. The simulated and observed luminosity functions at
z = 6. The red curve shows the LF if no simulated galaxies are
omitted; it is the same as the red curve in Figure 2. Analogously
to Figure 2, increasing the minimum stellar mass removes succes-
sively brighter galaxies, weakening the agreement with observa-
tions.
z = 6–7. At z = 8, the shallower nature of the data leads
to a weaker constraint: ∆BIC > 6 for log(Mc) > 10.25,
and it never exceeds 10. We have separately evaluated the
impact of satellites by ignoring them entirely, finding that
the inferred threshold halo mass decreases by less than a
factor of two. For simplicity, however, we report results in
the case where satellite systems are included.
A related question regards the minimum stellar mass
that is currently probed by Frontier Fields data: Are they
sensitive to analogues to the progenitors of Local Group
dwarf galaxies? The answer depends both on the minimum
stellar mass that the observations probe, and on the amount
of subsequent growth that can be expected from z = 6→ 0.
We address this question using the same approach as be-
fore: by removing galaxies whose total formed stellar mass
exceeds a threshold and computing the ∆BIC that relates
the predicted luminosity functions with and without the
threshold. Throughout this analysis, we adopt the total stel-
lar mass formed rather than the mass that remains in stars
in order to facilitate comparison with Weisz et al. (2014a).
As we show in Figure 4, the level of agreement with
observations at z = 6 begins to weaken once the mini-
mum stellar mass is increased above 106M⊙. Quantifying
this impression via the ∆BIC analysis, we find that models
in which observations do not probe down to stellar masses
of 8.1 × 106M⊙ at z = 6 are strongly disfavored (Figure 5).
The minimum stellar mass is somewhat larger at higher red-
shifts, but even at z = 8 we find that current observations
probe down to stellar masses of 3.2× 107M⊙.
To place this scale in context, we have used Weisz et al.
(2014a) to compute the total stellar mass formed in various
local group dwarfs by z = 4.8. These range from ∼ 103–
107M⊙, with the implication that some of them were al-
ready massive enough at z = 5 that the Frontier Fields
may be identifying analogues to their progenitors at z > 6.
To emphasize this overlap, we indicate the total stellar mass
formed in three representative dwarfs by z = 4.8 in Figure 5.
The progenitors of M32 and Pegasus would very likely have
Figure 5. ∆BIC(M∗) versus M∗; (blue, green, red) indicate the
constraints at z =(6,7,8); the size of the Eddington Bias correc-
tion is indicated as in Figure 3. The data, when compared with our
model, provide strong evidence that observations probe at least
down to stellar masses of 6× 106M⊙ at z = 6, with higher min-
ima at higher redshifts. The arrows label the total stellar masses
formed in three local group dwarf galaxies by z = 5 (Weisz et al.
2014a). Current data likely probe the progenitors of massive
dwarfs such as Pegasus and M32, but not smaller ones such as
Cetus.
been observable, while that of Cetus would not. Deeper HST
data will be required to constrain the amount of star forma-
tion that occurred in local dwarfs prior to z = 4.8, and will
test the association between local group and Frontier Fields
dwarfs in more detail.
The Livermore et al. (2016) LF measurements may be
subject to Eddington bias; that is, the tendency to over-
estimate the proportion of rarer, brighter objects owing to
contamination by more common, fainter objects that scat-
ter into brighter bins. Livermore et al. (2016) account for
this consistently when they fit Schechter functions to their
measurements, but the measurements themselves are uncor-
rected. In order to account for this, we compute the ratio
of the Schechter functions derived both with and without
the Eddington bias correction4 and take the ratio of these
as a correction factor. The correction varies with magnitude
but is in the range of 0.8–0.9 for z =6–7 and 0.5–0.9 for
z = 8. We then derive the ∆BIC curve both with (dashed)
and without (solid) the correction. Correcting only the mea-
surements in this way (while leaving the reported uncer-
tainties unchanged) lowers the LF amplitude, increasing the
limit on Mmin by 0.05–0.1 dex. Intuitively, if there are fewer
galaxies observed, then we may remove fewer halos from
the model before it conflicts with data. However, multiply-
ing the uncertainties by the same correction factor makes
χ2(Mc) more sensitive to Mc, moving the ∆BIC curve to
lower halo masses by a similar amount. The end result is
a nearly-complete cancellation between the two corrections
(compare the dashed and solid curves). We conclude that
Eddington bias is not a major uncertainty in the minimum
4 The uncorrected fits are not published
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halo and stellar mass of the systems that Livermore et al.
(2016) identify.
In summary, the Livermore et al. (2016) data provide
strong evidence against significant suppression of star for-
mation in halos less massive than 1010.25M⊙ throughout
the range z =6–8, with the strongest constraint coming from
z = 6, where the data require star formation in halos at least
as massive as 109.5M⊙. At the same time, our model suggests
that the faintest directly-detected galaxies are comparable
in stellar mass to the progenitors of Local Group dwarfs.
This supports the exciting possibility of using reionization-
epoch observations to study the early stages of their growth,
just as it supports using the local group to draw inferences
regarding the galaxies that drove reionization (for example,
Boylan-Kolchin et al. 2014).
4 DISCUSSION
The purpose of this study is, in essence, to invoke the rela-
tion shown in Figure 1 (and its analogues at higher redshifts)
in order to constrain Mmin from the observed UV LF. Our
analysis shows that current observations already exert pres-
sure on some previous treatments for star formation. For ex-
ample, we find that star formation must be relatively unsup-
pressed in halos down to 3.1× 109M⊙ at z = 6, whereas the
fiducial metallicity-based H2 model of Krumholz & Dekel
(2012) predicts ≈ 80% suppression at this mass scale (their
Figure 8). Our results are also in conflict with the accretion-
floor model of Bouche´ et al. (2010): if halos below 1011M⊙
do not form stars, then galaxies must populate halos in a
very different way than arises in hydrodynamic simulations
(that is, Figure 1) in order to match the Livermore et al.
(2016) measurements. Of course, the Bouche´ et al. (2010)
model was forwarded as an interpretation of observations
at z 6 6, hence a more convincing test would be to repeat
our analysis using the observed UV LF at lower redshifts.
For the present, we therefore limit ourselves to the conclu-
sion that an accretion floor at 1011M⊙ does not apply at
z > 6. This agrees with Behroozi et al. (2013), whose analy-
sis of the stellar mass - halo mass relation likewise indicates
robust star formation in 1010M⊙ halos out to z = 8.
An obvious improvement over our study would be to test
the prediction presented in Figure 1. In order to motivate the
need for such a test, we compare our analysis to two previous
efforts. Mun˜oz & Loeb (2011) constructed a semi-analytical
model and used it to analyze the shallower observations that
were available at the time (MUV 6 −18). In their entirely
complementary model, halos are assumed to condense their
gas into a star-forming disk whenever there is a merger, af-
ter which the condensed gas forms into stars. They fitted
simultaneously for the luminosity amplitude L10 (that is,
the luminosity log(L1500/erg s
−1Hz−1) within 1010M⊙ ha-
los), and for Mmin (msupp in their notation), and found that
Mmin 6 10
9.5M⊙ at z = 6 (we will compare with their
results only at z = 6; similar results occur at z = 7 and
z = 8). In other words, for an observed luminosity function
that probes 100× shallower than Livermore et al. (2016),
they derived roughly the same Mmin as we do. It is rea-
sonable to assume that, were they to confront their model
with the most recent constraints, the inferred Mmin would
be much lower than ours. This discrepancy reveals a very
significant theoretical uncertainty.
The fact that both models match the observed LF’s
normalization despite this remarkable discrepancy owes to
a cancellation between two effects. First, their derived nor-
malization L10 = 27.2 is nearly 10× larger than our model,
which predicts L10 = 26.3 (Figure 1), corresponding to a
much lower star formation efficiency. Second, their model
predicts highly bursty star formation histories: For their
fiducial model, the “active fraction” of 1010M⊙ halos is
< 50%. Additionally, their model assumes that star for-
mation in satellite halos stops whenever there is a major
merger. This contrasts with our model, in which star forma-
tion is generally smooth (Finlator et al. 2011) and satellites
constitute a significant fraction of the observable population
(Figure 1). Together, these differences increase the predicted
characteristic luminosity at a given halo mass with respect
to our model.
More recently, Castellano et al. (2016) (see
also Yue et al. 2014, 2016) confronted a different semi-
analytic model with Frontier Fields measurements that
probed down toMUV = −15 and inferred that the threshold
circular velocity must be below 50 km s−1, corresponding
to a halo mass threshold of log(Mc/M⊙) = 9.3. Given that
their input LF is 2–3 magnitudes shallower than ours, the
result that the inferred halo mass threshold is similar once
again implies a discrepancy in the underlying physics. It
is likely that, as before, tradeoffs between the unknown
burstiness and star formation efficiency of high-redshift
galaxies are to blame.
The need for observations that can distinguish between
these models is clear. For example, JWST will enable mea-
surements of the relationship between complementary ob-
servables such as UV luminosity, continuum slope, stellar
mass, and Hα luminosity, which will probe the underlying
level of burstiness. In the nearer term, comparison with clus-
tering measurements may already be able to distinguish be-
tween the models; however, this is beyond the scope of the
current study. For the present, it is most noteworthy that,
in all three analyses, observations forbid star formation to
be suppressed in halos above log(Mc/M⊙) = 9.5.
The uncertainties inherent in using galaxy formation
models to interpret the UV LF may be mitigated by invok-
ing observations of long gamma-ray bursts (LGRBs), which
are also believed to trace star formation. Wei et al. (2016)
recently used a simple model that ties galaxy growth and
LGRBs to the evolving dark matter halo mass function to
deriveMmin from Swift observations. At 1σ confidence, they
constrain it to be less than 1010.5M⊙ at z < 4 and in the
range of 107.7–1011.6M⊙ at 4 < z < 5. These results are
consistent with ours, although they apply to lower redshifts.
Finally, we note that there is room for progress in re-
ducing both observational and theoretical uncertainties. On
the observational side, the luminosity of the faintest Hub-
ble Frontier Fields sources remain uncertain owing to the
challenge of measuring faint sources in lensed fields. Addi-
tionally, the unknown intrinsic sizes of the lensed sources
introduces uncertainty into the observational incomplete-
ness corrections that are needed to compute volume den-
sities. The effect is particularly dramatic for the faintest
luminosities (Bouwens et al. 2016). On the theoretical side,
resolution limitations may affect our analysis: with our cos-
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mology and dynamic range, the minimum stellar mass to
which Livermore et al. (2016) probe (6× 106M⊙; Figure 5)
corresponds to ≈ 52 star particles, whereas we have pre-
viously argued that 64 are required for converged predic-
tions of global galaxy properties such as mass and luminos-
ity (Finlator et al. 2006). The host halos, by contrast, are
quite well-resolved: the minimum halo mass of 3.1× 109M⊙
corresponds to 7100 dark matter particles, which is more
than sufficient to resolve both the halo’s mass and inter-
nal structure (Trenti et al. 2010) as well as its gas accretion
history (Naoz et al. 2009). Hence while we do not believe
that resolution limitations are severe, at present they limit
our ability to comment in more detail on the nature of the
faintest currently-observed galaxies.
5 SUMMARY
We have combined predictions from a cosmological radia-
tion hydrodynamic simulation with observations of the UV
LF at z =6–8 in order to constrain the minimum mass dark
matter halo in which star formation is unsuppressed. We
find that recent observations require vigorous star forma-
tion in halos at least as massive as (3.1, 5.6, 10.5)×109M⊙
at z = (6, 7, 8), ruling out models in which significant sup-
pression is expected in halos as massive as 1010M⊙. Like-
wise, we find that these observations probe objects with total
formed stellar masses (at the observed epoch) in the range
8–32×106M⊙. This overlaps with the range of inferred stel-
lar masses of local group dwarfs at z = 4.8, indicating that
the Frontier Fields may well contain fairly direct insights
into the early growth histories of local dwarfs. Lingering
degeneracies between unknowns such as the duty cycle of
star formation and the normalization of the MUV-Mh rela-
tion indicate that future work involving galaxy colors and
clustering measurements are required in order to constrain
models further.
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