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1. The q-Markov-WZmethod in a nutshell
In 1900 Andrei Markov [3] used the following equation, which latter become to be famously
known as the Wilf–Zeilberger (WZ) equation,
F (n + 1,k) − F (n,k) = G(n,k + 1) − G(n,k),
to derive fast converging series for some well-known constants, in particular ζ(3). In [4] we elevated
Markov’s ad hoc method into a full ﬂedge method based on the Wilf–Zeilberger algorithms. Here we
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26 M. Apagodu / Advances in Applied Mathematics 48 (2012) 25–36derive new series representations of some well-known q-series identities using this method. But ﬁrst
we present a brief introduction to the q-Markov-WZ method from [4].










where a(qk) is q-hypergeometric (a sequence a(qk) is said to be q-hypergeometric if the ratio
a(qk+1)/a(qk) is a rational function of qk). We ﬁrst look for a two-variable q-proper-hypergeometric

























Where the coeﬃcients ai(qn) are to be determined. We also want F (0,k) = H(0,qk), so we insist that
the ai(qn) satisfy the following initial conditions:
a0(0) = 1; ai(0) = 0, 1 i  d.
We showed in [4] that the coeﬃcients {ai(qn)} and a function G(n,k) of the form Rational(qn,qk)×
H(qn,qk) exist such that the pair (F (n,k),G(n,k)) satisﬁes the WZ equation,
F (n + 1,k) − F (n,k) = G(n,k + 1) − G(n,k).










The successful {ai(qn)} with minimum degree in qk are often outputted as a solution to a ﬁrst-order






, . . . ,ad
(
qn+1
))T = A(qn)(a0(qn), . . . ,ad(qn))T ,
where A(qn) is a (d + 1) × (d + 1) matrix with entries that are rational functions in qn .
In addition, the coeﬃcients of the polynomial that is hidden inside the original Gosper algorithm,
are also expressible in terms of the ai(qn), and hence the anti-difference G(n,k) can be expressed as













where bi(qn,qk) are certain polynomials in qn and qk .


























Theorem 1. (See [4, Theorem 7.2].) If (F ,G) satisﬁes the WZ equation, then
∞∑
k=0



















2. q-Markov as a solution of a recurrence equation
Suppose (F (n,k),G(n,k)) satisﬁes the WZ equation
F (n + 1,k) − F (n,k) = G(n,k + 1) − G(n,k),
for all integers n and k. If we add both sides of the WZ equation over k from 0 to ∞, we get
Φ(n + 1) − Φ(n) = lim
K→∞G(n, K ) − G(n,0),
where Φ(n) =∑∞k=0 F (n,k). If the limit exists and equal to r(n), then the recurrence becomes




In particular, if limK→∞ G(n, K ) = 0, then after solving the recurrence we get











F (n,k). (1)k=0 n=0 k=0







provided that both sums converge. The limiting process may be justiﬁed by Tannery’s theorem.
3. Main results
In this section we use the q-Markov-WZ method described above and derive series representations
for some well-known identities that converges faster than the original series. Furthermore, in most
cases the new series converges to the original series both as analytic function as well as formal power
series.




(1− a)(1− aq)(1− aq2) · · · (1− aqk−1) if k > 0,
1 if k = 0,
1
(1−aq−1)(1−aq−2)···(1−aqk) if k < 0.


















−az + czq j + aq j+1 − cq2 j+1
(az − cq2 j+1)(az − cq2 j)
]
× azq
n+1 − czq2n+1 − aczq2n + c2q4n+1
(c,q)n(za − cq2n)(az − cq2n+1) (−z)
n.
Proof. For integers n, k, deﬁne F (n,k) and G(n,k) by










Then, the pair (F (n,k),G(n,k)) satisﬁes the WZ equation
F (n + 1,k) − F (n,k) = G(n,k + 1) − G(n,k).
Furthermore, we have limK→∞ G(n, K ) = 0, for any integer n. Now if we add both sides of the WZ
equation over k from 0 to ∞ and express the result in terms of the sum Φ(n) =∑∞k=0 F (n,k), we get
a ﬁrst-order recurrence
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Now take the limit of both sides as n → ∞ and show that limn→∞ F (n,k) = 0 under the assumption
of the theorem to conclude that limn→∞ Φ(n) = 0. The limiting process may be justiﬁed by Tannery’s
theorem. Finally, apply (2) above to complete the proof of the ﬁrst equality.
For the second equality, deﬁne the two functions by








−az + czq j + aq j+1 − cq2 j+1




qn(azq − czqn+1 − aczqn+k + c2q3n+k+1)
(az − cq2n)(az − cq2n+1)qk
)
F (n,k).
Then, the pair (F (n,k),G(n,k)) satisﬁes the WZ equation
F (n + 1,k) − F (n,k) = G(n,k + 1) − G(n,k).
Now proceed as in the ﬁrst proof to show that
Φ(n + 1) − Φ(n) = −azq
n+1 − czq2n+1 − aczq2n + c2q4n+1





−az + czq j + aq j+1 − cq2 j+1
(az − cq2 j+1)(az − cq2 j) .
Solving the recurrence with the initial condition Φ(0), we get the identity
Φ(n) = Φ(0) −
n−1∑
j=0
azq j+1 − czq2 j+1 − aczq2 j + c2q4 j+1





−az + czqi + aqi+1 − cq2i+1
(−az + cq2i+1)(−az + cq2 j)
]
.
Finally, take the limit of both sides as n → ∞ and show that limn→∞ F (n,k) = 0 to complete the
proof. 
Comments: (a) The second equality was considered in Markov’s original paper [3] where only the
ﬁrst two terms of the sum on the right side is stated. Here we provided explicit closed form for the
right side.















zk = − az + q − a − zq
2
(z − 1)(−q + a)(zq − 1) .
(c) The sum on the right side of the second equality is
− (−zaq + zqc + cza − c
2q)
(za − c)(za − qc) −
z(−z + q)(a − c)q2(−za + zqc + cza − c2q3)
(−1+ c)(za − qc)(za − c)(za − cq2)(za − cq3)
− z
2(−z + q)(a − c)(−z + q2)(−qc + a)q3(−za + zcq2 + cqza − c2q6)
(−1+ c)(−1+ qc)(za − qc)(za − c)(za − cq3)(za − cq2)(za − cq4)(za − cq5) + · · · .
Clearly, qm − z is a factor of the terms of the sum starting from the mth term. Whence if we set











−aqm + czq j + aq j+1 − cq2 j+1
(aqm − cq2 j+1)(aqm − cq2 j)
]
× aq
mqn+1 − cqmq2n+1 − acqmq2n + c2q4n+1
(c,q)n(qma − cq2n)(aqm − cq2n+1)
(−qm)n.





qk = q − c
aq − c .











−cqmz + czq j + cqmq j+1 − cq2 j+1
(cqmz − cq2 j+1)(cqmz − cq2 j)
]
× cq
mzqn+1 − czq2n+1 − cqmczq2n + c2q4n+1
(c,q)n(zcqm − cq2n)(cqmz − cq2n+1) (−z)
n.





zk = − (−zq + 1+ cz − c)
(zq − 1)(z − 1)(−1+ c) .
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Then, we have limK→∞ G(n,k) = 0, for any integer n. Now if we add both sides of the WZ equation
over k from 0 to ∞ and express the result in terms of the sum Φ(n) =∑∞k=0 F (n,k), we get a ﬁrst-
order recurrence





Take limit as n → ∞ of both sides and apply formula (1) above to complete the proof. 
If we set c = q, then we obtain the q-binomial theorem, namely




















If we set c = aq we get,






























−ad + cdq j + a2q− j − ac





abdq + abcq − cbdqn+1 − acdqn+1 + c2d2q3n − abcdqn






(−abq + cdq2 j)(cdq2 j − ab)
]
,
where P ( j) = a2b2 − ab2cq j − ab2dq j + b2cdq2 j − a2cbq j + abc2q2 j + 2abcdq2 j − bc2dq3 j − a2bdq j +
abd2q2 j − bcd2q3 j + a2cdq2 j − ac2dq3 j − acd2q3 j + c2d2q4 j .
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−ad + cdq j + a2q− j − ac









Then, the pair (F (n,k),G(n,k)) satisﬁes the WZ equation
F (n + 1,k) − F (n,k) = G(n,k + 1) − G(n,k).
Furthermore, we have limN→∞ G(N,k) = 0, for any integer k. Add both sides of the WZ equation
form k = 0 to k = ∞ and express the result in terms of the sum Φ(n) =∑∞k=0 F (n,k). The result is
the ﬁrst-order recurrence equation





−ad + cdq j + a2q− j − ac
−abq + cdq j .
Finally, solve the recurrence with the initial condition Φ(0) and take limit of both sides as n → ∞
and apply formula (2) above to complete the proof of the ﬁrst equality.
For the second equality deﬁne the two functions by






(−abq + cdq2 j)(cdq2 j − ab) ,
where P ( j) is as deﬁned above and
G(n,k) = abdq
n+1 + acbqn+1 − cbdq2n+1 − acdq2n+1 + c2d2q4n+k − abcdq2n
(cdq2n − ab)(−ab + cdq2n+1)qk F (n,k).
Then proceed as in the ﬁrst proof.





qk = (q − d)(dq − da + aq
2 + aqb − bq3 − aq)
(qb − d)(a − q)(bq2 − d) .














−da + aq−mdq j + q− ja2 − aq−ma
−aqb + aq−mdq j
]
.





qk = −qdab + bq
4 − bq3d − bq2a + aq2 + q2da + qd2 − aq3 − q2d − d2a
(−q + a)(−d + bq)(bq2 − d) .














(−abq + adq2 j−m)(adq2 j−m − ab)
]
× abdq + a
2bq1−m − abdqn−m+1 − a2dqn−m+1 + a2d2q3n−2m − a2bdqn−m
(aq−m,q)n(d,q)n(−abq + adq2n−m)(adq2n−m − ab) ,
where we replace c = aq−m in P ( j) above.
























q(5n+2)(5n+1)/2z−1 − q(5n+3)(5n+2)/2z−2 + q(5n+4)(5n+3)z−3
− q(5n+4)(5n+5)/2z−4 + q(5n+5)(5n+6)/2z−5](−z)−5n
= (z,q)∞(q/z,q)∞(q,q)∞.
Proof. Deﬁne the following two functions by
F (n,k) = (−1)kq(k−2n)(−2n−1+k)/2(z)k−2n,
and
G(n,k) = (q2n−k+1z−1 − q4n−2k+3z−2)F (n,k).
Then, the pair (F (n,k),G(n,k)) satisﬁes the WZ equation
F (n + 1,k) − F (n,k) = G(n,k + 1) − G(n,k)
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Φ(n + 1) − Φ(n) = G(n,0),
where Φ(n) =∑−1−∞F (n,k). Solving the recurrence, we get




By Tannery’s theorem limn→∞ Φ(n) = 0 and hence
−1∑
−∞




On the other hand, if we replace n by −n in the WZ equation, we get
F (−n + 1,k) − F (−n,k) = G(−n,k + 1) − G(−n,k),
for all (n,k). If we sum both sides over k from 0 to ∞, we obtain
Φ(n − 1) − Φ(n) = −G(−n,0),








Combining the two identities we get
∞∑
k=−∞




This completes the proof of the ﬁrst equality. For the second equality consider the two functions
F (n,k) = (−1)k+nq(k−3n)(k−1−3n)/2zk−3n,
and
G(n,k) = (−q4n−2k+3z−2 + q2n−k+1z−1)F (n,k).
For the third equality consider the two functions
F (n,k) = (−1)kq(−4n+k)(k−1−4n)/2z−4n+k,
and
G(n,k) = (q4n−k+1z−1 − q8n−2k+3z−2 − q16n−4k+10z−4 + q12n−3k+6z−3)F (n,k).
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F (n,k) = (−1)kq(−5n+k)(k−1−5n)/2z−5n+k,
and
G(n,k) = (q25n−5k+15z−5 − q20n−4k+10z−4 + q15n−3k+6z−3 − q10n−2k+3z−2 + q5n−k+1z−1)F (n,k).
Then, proceed as in the proof of the ﬁrst part to show the remaining equalities.
Comments: (a) The last equality is the well-known classical Jacobi’s triple product identity. The
right side of equality (1)–(4) are new.
(b) The identity is true both as an analytic function and as a formal power series in z. Furthermore,
the right side converges faster than the left side both as analytic as well as formal power series.
(c) For any given positive integer n, one can ﬁnd such expansions with n terms that we couldn’t
give a general formula in terms of n. Also the larger n, the faster the series converges to the original
series both as formal power series and analytic function.





























Proof. For integers n, k, deﬁne F (n,k) and G(n,k) by











Then, the pair (F (n,k),G(n,k)) satisﬁes the WZ equation
F (n + 1,k) − F (n,k) = G(n,k + 1) − G(n,k).
Now proceed as in the proof of Theorem 3. The identity holds for analytic functions as well as power
series in z.
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If we make the substitution q → q2 we get

















































Comment: The special cases in the corollary appeared in [5], but they are incorrectly stated with a
missing term.
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