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Abstract
The inverse Galois problem is a major question in mathematics. For a given base field F and
a given finite group G, one would like to list all Galois extensions L/F such that the Galois
group of L/F is G.
In this work we shall solve this problem for all fields F, and for group G of unipotent 4 × 4
matrices over F2. We also list all 16 U4(F2)-extensions of Q2. The importance of these results
is that they answer the inverse Galois problem in some specific cases.
This is joint work with Ján Minácˇ and Nguyen Duy Tân.
Keywords: Galois Theory, Class Field Theory, Massey Products, Galois Extensions of
Local Fields.
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Introduction
Let G be a finite group, and let F be an arbitrary field. A fundamental problem in Ga-
lois theory is to describe all Galois extensions L/F whose Galois groups are isomorphic
to group G. It is desirable to describe such families of extensions using invariants of L/F
which depend only on the base field F. If G is abelian then this is possible by the theo-
ries of Kummer and Artin-Schreier extension, and classical work of A. Albert and D. J. Salt-
man. Moreover this description is elegant, simple and useful. It is known that there are some
other very interesting and useful explicit constructions of Galois extensions L/F with pre-
scribed Galois group G. See for example, [Jar11], [JLY02, Chapters 5-6], [Led05, Chapters
2,5-7], [Mas87], [MNQD77], [MZ11], [Sal82]. However the simplicity and generality of the
descriptions of Kummer and Artin-Schreier extension seem to be unmatched.
Recall that for each natural number n, Un(Fp) is the group of upper triangular n×n-matrices
with entries in Fp and diagonal entries 1. In a recent development of Massey products in Ga-
lois cohomology, it was recognized that Galois extensions L/F with Gal(L/F) ' Un(Fp) play
a very special role in Galois theory of p-extensions. (See [Efr14], [EM14], [HW15], [Dwy75],
[LMS03], [MT13,MT15a,MT14b,MT15b]). Moreover the works above reveal some surpris-
ing depth and simplicity of analysis of these extensions.
In this thesis we show that there exists a very simple description of the families of Galois
extensions L/F with Gal(L/F) ' U4(F2) over any given field F. The key difference from the
results in [MT15a] is that in this thesis we describe all Galois extensions with Gal(L/F) '
U4(F2). We also show that a similar description is valid for Galois U3(F2)-extensions over an
arbitrary field.
Beside of their intrinsic value, these simple descriptions of Galois extensions L/F with
Gal(L/F) ' U4(Fp) are expected to play a significant role in an induction approach to the
construction of Galois extensions L/F with Gal(L/F) ' Un(F2) for n ≥ 2, and for a possible
proof of the Vanishing n-Massey Conjecture for absolute Galois groups of fields (see [MT13,
MT15b]). Also this description should be useful for establishing the Kernel n-Unipotent Con-
jecture for absolute Galois groups of fields and p = 2. This would be a very interesting exten-
sion of the work of [MS96], [Vil]. (See also [EM11], [MT15a].) Further possible applications
of this work can be related to an extension of the study of Redei symbols (see [Ama14]) and
also the study of 2-Hilbert towers (see [McL08]).
Main results in this thesis are in: Theorem 3.1.1, Theorem 3.1.2, Theorem 2.3.1 and Theo-
rem 2.3.2.
In Chapter 1, I start with a definition of Massey products especially triple Massey products
and explain the connection between Massey products and some embedding problems. Specifi-
cally, I will discuss the Heisenberg extensions and U4(Fp)−Galois extensions.
vii
In Chapter 2, we recover the result of Hirotada Naito [Nai95] on dihedral extensions of Q2.
We will separately discuss the cases p , 2 and p = 2 of dihedral extensions of Qp. In the
case p , 2, there is only one D4−extension for p ≡ 3(mod4) and there is no D4−extension for
p ≡ 1(mod4) over Qp. In the case p = 2, there is a constructive method to build up all 18
D4−extensions of Q2, which are listed at the end of this chapter.
Chapter 3 contains my results with Professor Jan Minácˇ and Dr Nguyễn Duy Tân. We
provide a description of Galois U4(F2)-extensions over any given field [AMT15]. We then
use this description to count the number of Galois U4(F2)-extensions over a field which is a
finite extension of Q2. For this result, we used the construction method of Minácˇ and Tân for
U4(Fp)−extensions, which is explained in Chapter 1, and the construction method of Naito for
D4−extensions, which is explained in Chapter 2, to make a list of all 16 distinct U4(F2) Galois
extensions over Q2. This list is provided in this chapter.
I quote results and preliminary material from available sources with precise references.
viii
Chapter 1
Massey Products
1.1 Introduction
Massey products have a lot of influence on several rather distinct parts of mathematics. Here
I would like to point out some of these aspects. Massey products originated from topology
in an effort to produce finer topological invariants than those which existed before. W. S.
Massey [Mas58] introduced this product which generalizes the usual cup product.
The complement of Borromean rings gives an example where triple Massey product is de-
fined and non-zero.
In the complement of Borromean rings the linking number of any two rings is zero while
all three are linked, showing Borromean rings are an example of a non-trivial Massey product.
In the middle of the 1970s, it was recognized that the non-vanishing of Massey products
could be viewed as an obstruction to determination of the homotopy type of some topolog-
ical spaces from their cohomology rings. P. Deligne, P. Griffiths, J. Morgan and D. Sulli-
van [DGMS75] in their paper on “Real homotopy theory of Ka¨hler manifolds" using the con-
cept of vanishing Massey products showed real homotopy type of Ka¨hler manifolds follows
from its real cohomology ring. Given two spaces X and Y it is said they are homotopy equiva-
lent or of the same homotopy type, if there exist continuous maps f : X −→ Y and g : Y −→ X
1
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such that g ◦ f is homotopic to the idX and f ◦ g is homotopic to idY . For more information,
please go to [DGMS75].
In 1975, W. G. Dwyer [Dwy75] discovered a crucial link between unipotent representations
of groups and a certain vanishing of Massey product. LetGK(p) be the maximal pro-p-quotient
of an absolute Galois group GK of a field K, and let U4(Fp) be upper triangular unipotent 4 by
4 matrices with entries in Fp. By Dwyer’s work, every surjective homomorphism from GK(p)
to U4(Fp) determines a defined triple Massey product which in fact contains zero. This will be
discussed in details later.
1.2 Massey products
Let G be a profinite group and p a prime number. Consider the finite field Fp as a trivial dis-
crete G-module. Let C• = (C•(G,Fp), δ,∪) be the differential graded algebra of inhomogenous
continuous cochain of G with coefficients in Fp [NSW13, Chapter I, Section 2] .
Assume H•(G,Fp) be the corresponding cohomology groups, and Z1(G,Fp) the subgroup
of C1(G,Fp) consisting of all 1-cocycles. Because we use the trivial action on the coefficients
Fp, Z1(G,Fp) = H1(G,Fp) = Hom(G,Fp). In this section we review Massey products in
H·(G,Fp) and their relations to certain types of embedding problems, which will be needed in
the sequel. (See [MT13] and [MT15a]).
Let n ≥ 3 be an integer. Let a1, · · · , an be elements in H1(G,Fp) = Z1 ⊆ C1(G,Fp).
Definition 1.2.1. A collection M = {ai j|1 ≤ i < j ≤ n + 1, (i, j) , (1, n + 1)} of elements
ai j of C1(G,Fp) is called a defining system for the n−fold Massey product 〈a1, · · · , an〉 if the
following conditions are fulfilled:
(1) ai,i+1 = ai for all i = 1, 2, · · · n.
(2) δai, j =
∑ j−1
l=i+1 ail ∪ al j for all i + 1 < j.
Then
∑n
k=2 a1,k ∪ ak,n+1 is a 2-cycle. Its cohomology class in H2 is called the value of the
product relative to the defining system M and it is denoted by 〈a1, · · · , an〉M. The product
〈a1, · · · , an〉 itself is the subset of H2(G,Fp) consisting of all elements which can be written in
the form 〈a1, · · · , an〉M for some defining systemM.
As observed by Dwyer [Dwy75] in the discrete context (see also [Efr14, Section 8] in the
profinite case), a defining system for Massey products can be interpreted in terms of upper-
triangular unipotent representations of G, as follows.
Let Un+1(Fp) be a group of all upper-triangular unipotent (n+1)× (n+1)−matrices with en-
tries in Fp. Let Z be the subgroup of all such a matrices with all off-diagonal entries being zero
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except at position (1, n + 1). We may identify Un+1(Fp)/Z with the group Un+1(Fp) of all upper
triangular unipotent (n+ 1)× (n+ 1)−matrices with entries over Fp with the (1, n+ 1)− entries
omitted. For any representation ρ : G → Un+1(Fp) and 1 ≤ i < j ≤ n + 1, let ρi j : G → Fp be
the composition of ρ with the projection from Un+1(Fp) to its (i, j)−coordinate. We use similar
notation for representations ρ : G → Un+1(Fp).
Assume that
M = {ai j|1 ≤ i < j ≤ n + 1, (i, j) , (1, n + 1)}
is a defining system for an n−fold Massey product 〈a1, · · · , an〉. We denote a map ρM : G →
Un+1(Fp) by (ρM) = −ai j. Then one can check that ρM is a (continuous) group homomorphism.
Moreover, 〈a1, · · · , an〉 = 0 if and only if ρM can be lifted to the group homomorphism
G → Un+1(Fp). On the other hand, if ρ : G → Un+1(Fp) is a group homomorphism, then
{−ρi j|1 ≤ i < j ≤ n + 1, (i, j) , (1, n + 1)}
is defining system for
〈−ρ12, · · · − ρn,n+1〉.
(See [Dwy75, Theorem 2.4].)
1.3 Embedding problem
A weak embedding problem E for a profinite group G is a diagram
U U
GE :=
f
ϕ
which consists of profinite groupsU andU and homomorphisms ϕ : G →U, f : U → U
with f being surjective. If in addition ϕ is also surjective, we call E an embedding problem.
A weak solution of E is a homomorphism ψ : G → U such that fψ = ϕ. We call E a finite
weak embedding problem if group U is finite. The kernel of E is defined to be M := ker( f ).
We denote by S ol(E) the set of weak solutions of E.
Assume now the kernel M is abelian. The conjugation action of U on M is trivial while
restricting to M ⊆ U. Hence this induces an U−module structure on M. We consider M as a
G-module via ϕ and the conjugation action ofU on M. we denote by Mϕ this G−module. The
following result is well known:
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Lemma 1.3.1. Let E(G, f , ϕ) be a weak embedding problem with a finite abelian kernel M
which has a weak solution. Then S ol(E) is a principal homogeneous space over the group of
1-cycles Z1(G,Mϕ).
In particular, any weak solution θ of E induces an bijection
S ol(E)  Z1(G,Mϕ).
Proof. See [NSW13, Proof of 3.5.11]
1.4 Heisenberg extensions
Let F be a field containing a primitive p−th root of unity ζ. For any element a ∈ F×, we write
χa for the character corresponding to a via the Kummer map [CF67, Chapter 3]
F× → H1(GF ,Z/pZ) = Hom(GF ,Z/pZ)
where GF is the absolute Galois group of the field F. Assume a < (F×)p. So the exten-
sion F( p
√
a)/F is a Galois extension with the Galois group 〈σa〉  Z/pZ, where σa satisfies
σa( p
√
a) = ζ p
√
a.
The character χa defines a homomorphism χa ∈ Hom(GF , 1pZ/Z) ⊆ Hom(GF ,Q/Z) by the
formula
χa =
1
p
χa.
Let b be any element in F×. Then norm residue symbol may be defined as
(a, b) := (χa, b) := b ∪ δχa.
Here δ is a coboundary homomorphism δ : H1(G,Q/Z) → H2(G,Z) associated to the short
exact sequence of trivial G-modules
0→ Z→ Q→ Q/Z→ 0
The cup product χa ∪χb ∈ H2(GF ,Z/pZ) can be interpreted as the norm residue symbol (a, b).
More precisely, we consider the exact sequence
0→ Z/pZ→ F×s
x 7→xp−−−→ F×s → 1,
where Z/pZ has been identified with the group of p−th roots of unity µp via the choice of ζ.
As H1(GF , F×s ) = 0, we obtain
0→ H2(GF ,Z/pZ) i−→ H2(GF , F×s )
×p−→ H2(GF , F×s ).
Then one has i(χa ∪ χb) = (a, b) ∈ H2(GF , F×s ). (See [Ser13, Chapter XIV, Proposition 5].)
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Assume that a, b are elements in F×, which are linearly independent modulo (F×)p. Let
K = F( p
√
a, p
√
b). Then K/F is a Galois extension whose Galois group is generated by σa and
σb. Here
σa(
p√
b) =
p√
b, σa(
p√a) = ζ p√a, σb( p
√
a) = p
√
a, σb(
p√
b) = ζ
p√
b.
We consider a map U3(Z/pZ)→ (Z/pZ)2 which sends1 x z0 1 y0 0 1
 7→ (x, y).
Then we have the following embedding problem
0 Z/pZ U3(Z/pZ) (Z/pZ)2 1,
GF
ρ
where ρ is the map
(χa, χb) : GF → Gal(K/F)  (Z/pZ)2
and the last isomorphism is the one which sends σa to (1, 0) and σb to (0, 1).
Assume that χa ∪ χb = 0. Then the norm residue symbol (a, b) is trivial. Hence there exists
α ∈ F( p√a) such that NF( p√a)/F(α) = b, (see [Ser13, Chapter XIV, Proposition 4(iii)]). We set
A0 = αp−1σa(αp−2) · · ·σp−2a (α) =
p−2∏
i=0
σia(α
p−i−1) ∈ F( p√a).
Lemma 1.4.1. Let fa be an element in F×. Let A = faA0. Then we have
σa(A)
A
=
NmF( p√a)/F(α)
αp
=
b
αp
.
Proof. [MT15b] Observe that σa(A)A =
σa(A0)
A0
. The lemma then follows from the identity
(s − 1)
p−2∑
i=0
(p − i − 1)si =
p−1∑
i=0
si − ps0
We may use multiplicative version of above equality to prove this lemma.
σa(A)
A
=
σa(αp−1)σ2a(α
p−2) · · ·σp−1a (α)
αp−1σa(αp−2) · · ·σp−2a (α)
=
σa(α)σ2a(α) · · ·σp−1a (α)
αp−1
=
NmF( p√a)/F(α)
αp
=
b
αp
.
 
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Proposition 1.4.2. Assume that χa ∪ χb = 0. Let fa be an element in F×. Let A = faA0 be
defined as above. Then the homomorphism ρ := (χa, χb) : GF → Z/pZ × Z/pZ lifts to a
Heisenberg extension ρ : GF → U3(Z/pZ).
Sketch of Proof. [MT15b] Let L := K( p
√
A)/F. Then L/F is Galois extension. Let σ˜a ∈
Gal(L/K) (resp. σ˜b ∈ Gal(L/K)) be an extension of σa (resp. σb). Since σb(A) = A, we have
σ˜b(
p√A) = ζ j p√A, for some j ∈ Z. Hence σ˜pb( p
√
A) = p
√
A. This implies that σ˜b is of order p.
On the other hand, we have σ˜a((
p√A)p) = σa(A) = A bαp . Hence σ˜a(
p√A) = ζ i p√A p
√
b
α
, for
some i ∈ Z. Then σ˜pa( p
√
A) = p
√
A. Thus σ˜a is of order p.
If we set σA := [σ˜a, σ˜b] then σA(
p√A) = ζ p√A. This implies that σA is of order p. Also one
can check that
[σ˜a, σA] = [σ˜b, σA] = 1
We can define an isomorphism ϕ : Gal(L/F)→ U3(Z/pZ) by letting
σa 7→ x :=
1 1 00 1 00 0 1
 , σb 7→ y :=
1 0 00 1 10 0 1
 , σA 7→ z :=
1 0 10 1 00 0 1
 .
Then the composition ρ : GF → Gal(L/F) ϕ−→ U3(Z/pZ) is the desired lifting of ρ.
Note that [L : F] = p3. Hence there are exactly p extensions of σa ∈ Gal(E/F) to the
automorphism in Gal(L/F) since [L : E] = p3/p2 = p. Therefore for later use, we can
choose an extension, still denoted by σa ∈ Gal(L/F), of σa ∈ Gal(K/F) in such a way that
σa(
p√A) = p√A p
√
b
α
.  
1.5 Triple Massey product
When n = 3, in the last section, we will speak about a triple Massey product. Note that in this
case, the triple Massey product 〈a1, a2, a3〉 is defined if and only if a1 ∪ a2 = a2 ∪ a3 = 0 in
H2(G,Fp). Then there exist cochains a12 and a23 in C1(G,Fp) such that
δa12 = x ∪ y and δa23 = y ∪ z,
in C2(G,Fp). Then we say that D := {x, y, z, a12, a23} is a defining system for triple Massey
product 〈x, y, z〉. Observe that
δ(x ∪ a23 + a12 ∪ z) = 0.
Hence, x∪a23+a12∪z is a 2-cocycle. We define the value 〈x, y, z〉D of the triple Massey product
〈x, y, z〉 with respect to the defining system D to be the cohomology class [x ∪ a23 + a12 ∪ z] in
H1(G,Fp). The set of all values 〈x, y, z〉D when D runs over the set of all defining systems, is
called the triple Massey product 〈x, y, z〉 ⊆ H1(G,Fp). Note that we always have
〈x, y, z〉 = 〈x, y, z〉D + x ∪ H1(G,Fp) + z ∪ H1(G,Fp).
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We also have the following result.
Lemma 1.5.1. If the triple Massey products 〈x, y, z〉 and 〈x, y′, z〉 are defined then the triple
Massey product 〈x, y + y′, z〉 is defined too, and
〈x, y + y′, z〉 = 〈x, y, z〉 + 〈x, y′, z〉.
Proof. [MT15b] Let {x, y, z, a12, a23} (respectively, {x, y′, z, a′12, a′23}) be a defining system
for 〈x, y, z〉 (respectively 〈x, y′, z〉). Then {x, y+ y′, z, a12 + a′12, a23 + a′23} is a defining system for〈x, y + y′, z〉. We also have
〈x, y, z〉 + 〈x, y′, z〉 = [x ∪ a23 + a12 ∪ z] + x ∪ H1(G,Fp) + z ∪ H1(G,Fp)
+ [x ∪ a′23 + a′12 ∪ z] + x ∪ H1(G,Fp) + z ∪ H1(G,Fp)
= [x ∪ (a23 + a′23) + (a12 + a′12) ∪ z] + x ∪ H1(G,Fp) + z ∪ H1(G,Fp)
= 〈x, y + y′, z〉.
 
For the following proposition, I assume the Theorem 1.6.4 which is originally from [MT15b,
Theorem 3.6]and [MT15b, Theorems 3.8 and 4.2].
Proposition 1.5.2. Let F be an arbitrary field. Let χ1, χ2, χ3 be elements in Hom(GF ,Fp). We
assume that χ1, χ2, χ3 are Fp-linearly independent. If the triple Massey product 〈χ1, χ2, χ3〉 is
defined then it contains 0.
Proof. [MT15b] Let F s be a separable closure of F and L be the fixed field of F s under the
kernel of the surjection (χ1, χ2, χ3) : GF → (Fp)3. Then the Theorems 3.6, 3.8 and 4.2 [MT15b]
imply that L/F can be embedded in a Galois U4(Fp)-extension M/F. More over there exist
σ1, σ2, σ3 ∈ Gal(M/F) such that they generate Gal(M/F), and
χ1(σ1) = 1, χ1(σ2) = 0, χ1(σ3) = 0;
χ2(σ1) = 0, χ2(σ2) = 1, χ2(σ3) = 0;
χ3(σ1) = 0, χ3(σ2) = 0, χ3(σ3) = 1.
(Note that for each i = 1, 2, 3, χi is trivial on Gal(M/M0), hence χi(σ j) make sense for every
j = 1, 2, 3.) An explicit isomorphism ϕ : Gal(M/F)→ U4(Fp) can be defined as
σ1 7→

1 1 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , σ2 7→

1 1 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , σ3 7→

1 1 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 .
Let ρ be the composite homomorphism ρ : GF → Gal(M/F)  U4(Fp). Then one can check
that
ρ12 = χ1, ρ23 = χ2, ρ34 = χ3.
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(Since all the maps ρ, χ1, χ2, χ3 factor throughGal(M/F), it is enough to check these equalities
on the elements σ1, σ2, σ3.) This implies that 〈−χ1,−χ2,−χ3〉 contains 0 by [Dwy75, Theorem
2.4]. Hence 〈χ1, χ2, χ3〉 also contains 0.  
For each x in Field F, denote [x]F be the image of x in F/F p.
Proposition 1.5.3. Assume that dimFp〈[a]F , [b]F , [c]F〉 ≤ 2. If the triple Massey product
〈χa, χb, χc〉 is defined, then it contains 0.
Proof. For char(F) = 2 see [MT13] and for char(F) , 2 [MT15b].  
Theorem 1.5.4. Let p be an arbitrary prime and F any field. Then the following statements
are equivalent.
(1) There exists χ1, χ2, χ3 in Hom(GF ,Fp) such that they are Fp−linearly independent and if
char(F) , p then χ1 ∪ χ2 = χ2 ∪ χ3 = 0.
(2) There exists a Galois extension M/F such that Gal(M/F)  U4(Fp).
Moreover, assume that (1) holds, and let L be a fixed field of (F)s under the kernel of the sur-
jection (χ1, χ2, χ3) : GF → (Fp)3. Then in (2) we can construct M/F explicitly such that L is
embedded in M.
If F contains a primitive p−th root of unity, then the two above conditions are also eqivalent
to the following condition.
(3) There exist a, b, c ∈ F× such that [F( p√a, p√b, p√c) : F] = p3 and (a, b) = (b, c) = 0.
If F be of characteristic p then conditions (1), (2) above are also equivalent to the following
condition.
(3’) There exist a, b, c ∈ F× such that [F(θa, θb, θc) : F] = p3.
Proof. See [MT15b].  
Definition 1.5.5. We say G has the triple Massey product property with respect to Fp if every
defined triple Massey product 〈a1, a2, a3〉, where a1, a2, a3 ∈ H1(G,Fp), necessarily contains 0.
1.6 U4(Fp)−Extensions
Assume F is a field containing a primitive p-th root ζ of unity, and let a, b, c ∈ F× such that a, b
and c are linearly independent modulo (F×)p and that (a, b) = (b, c) = 0. We shall construct
that Galois U4(Fp)-extension M/F such that M contains F( p
√
a, p
√
b, p
√
c).
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First note that F( p
√
a, p
√
b, p
√
c)/F is a Galois extension with Gal(F( p
√
a, p
√
b, p
√
c)/F) gener-
ate by σa, σb, σc. Here
σa(
p√a) = ζ p√a, σa( p
√
b) =
p√
b, σa(
p√c) = p√c
σb(
p√a) = p√a, σb( p
√
b) = ζ
p√
b, σb(
p√c) = p√c
σc(
p√a) = p√a, σc( p
√
b) =
p√
b, σc(
p√c) = ζ p√c
Let E = F( p
√
a, p
√
c). Since (a, b) = (b, c) = 0, there are α ∈ F( p√a) and γ ∈ F( p√c)
(see [Ser13, Chapter XIV, Proposition 4(iii)]) such that
NmE/F( p√c)(α) = b = NmE/F( p√a)(γ)
Let G be the Galois group Gal(E/F). Then G = 〈σa, σc〉 where σa ∈ G (respectively σc ∈ G)
is the restriction of σa ∈ Gal(F( p√a, p
√
b, p
√
c)/F) (respectively σc ∈ Gal(F( p√a, p
√
b, p
√
c)/F)).
Our goal is to find an element δ ∈ E× such that the Galois closure of E( p√δ) is our desired
U4(Fp)-extension of F. We define
C0 =
p−2∏
i=0
σic(γ
p−i−1) ∈ F( p√c),
and define B := γ/α. Then we have the following result which follow from Lemma 1.4.1.
Lemma 1.6.1. We have
(1) σa(A0)A0 = Nmσc(B).
(2) σc(C0)C0 = Nmσa(B)
−1.
Proof. [MT15b] Using the Lemma 1.4.1, we have
σa(A0)
A0
=
b
αp
=
Nmσc(γ)
Nmσc(α)
= Nmσc(B)
and
σc(C0)
C0
=
b
γp
=
Nmσa(α)
Nmσa(γ)
= Nmσa(B)
−1
 
Lemma 1.6.2. Assume that there exist C1,C2 ∈ E× such that
B =
σa(C1)
C1
C2
σc(C2)
Then Nmσc(C1)/A0 and Nmσa(C2)/C0 are in F
×. Moreover, if we let
A = Nmσc(C1) ∈ F( p
√
a)×
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and
C = Nmσa(C2) ∈ F( p
√
c)×,
then there exists δ ∈ E× such that
σc(δ)
δ
= AC−p1
σa(δ)
δ
= CC−p2
Proof. [MT15b] By lemma 1.6.1, and the fact that Nmσc(C2) = Nmσc(σc(C2)), we have
σa(A0)
A0
= Nmσc(B) = Nmσc
(
σa(C1)
C1
)
Nmσc
( C2
σc(C2)
)
=
σa(Nmσc(C1))
Nmσc(C1)
.
This implies that
Nmσc(C1)
A0
= σa
(Nmσc(C1)
A0
)
.
Because Nmσc (C1)A0 is fixed by both σa and σc, we have
Nmσc(C1)
A0
∈ F( p√c)× ∩ F( p√a)× = F×.
Using the same procedure, by the same lemma (lemma 1.6.1), we have
σc(C0)
C0
= Nmσa(B
−1) = Nmσa
( C1
σa(C1)
)
Nmσa
(
σc(C2)
C2
)
=
σc(Nmσa(C2))
Nmσa(C2)
.
This implies that
Nmσa(C2)
C0
= σc
(Nmσa(C2)
C0
)
.
Hence
Nmσa(C2)
C0
∈ F( p√a)× ∩ F( p√c)× = F×.
Clearly, one has
Nmσa(CC
−p
2 ) = Nmσa(C2)
pNmσa(C2)
−p = 1
Nmσc(AC
−p
1 ) = Nmσc(C1)
pNmσc(C
−p
1 ) = 1.
We also have
σa(AC
−p
1 )
AC−p1
CC−p2
σc(CC
−p
2 )
=
σa(A)
A
(
σa(C1)
C1
)−p C
σc(C)
( C2
σc(C2)
)−p
=
b
αp
γp
b
B−p
= 1.
Hence, we have
σa(AC
−p
1 )
AC−p1
=
σc(CC
−p
2 )
CC−p2
.
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From [Con65, Page 756] (a variant of Hilbert’s Theorem 90) we see that there exists δ ∈ E×
such that
σc(δ)
δ
= AC−p1 ,
σa(δ)
δ
= CC−p2 .
 
The next lemma is used in order to apply lemma 1.6.2 in theorem 1.6.4. Furthermore, this
lemma is used in Section 1.7.
Lemma 1.6.3. There exists e ∈ E× such that B = σaσc(e)e . Furthermore, the following statements
are true.
(1) If we set C1 := σc(e) ∈ E×, C2 = e−1 ∈ E×, then B = σa(C1)C1 C2σc(C2) .
(2) If we set C1 := e ∈ E×, C2 := (eB)σc(eB) · · ·σp−2c (eB) ∈ E×, then B = σa(C1)C1 C2σc(C2) .
Proof. [MT15b] We have
Nmσaσc(B) =
Nmσaσc(α)
Nmσaσc(γ)
=
Nmσa(α)
Nmσc(γ)
=
b
b
= 1.
Hence by Hilbert’s Theorem 90, there exists e ∈ E× such that B = σaσc(e)e .
In the first case, we have
σa(C1)
C1
C2
σc(C2)
=
σa(σc(e))
σc(e)
e−1
σc(e−1)
=
σaσc(e)
e
= B.
And in the second case, from B = σaσc(e)e , we have eB = σaσc(e). Therefore σ
p−1
c (eB) = σa(e).
Hence
B =
σa(e)
e
eB
σ
p−1
c (eB)
=
σa(C1)
C1
C2
σc(C2)
.
 
Theorem 1.6.4. Let the notation and assumption be as in Lemma 1.6.2. LetM := E( p
√
δ,
p√A, p√C, p√b).
Then M/F is a Galois extension, M contains F( p
√
a, p
√
b, p
√
c) and Gal(M/F)  U4(Fp).
Proof. [MT15b] Let W be a Fp-vector space in E×/(E×)p generated by [b]E, [A]E, [C]E and
[δ]E. Here for any x , 0 in a field L, we denote [x]L the image of x in L×/L×. Since
σc(δ) = δAC
−p
1 ,
σa(δ) = δCC
−p
2 ,
σa(A) = A
b
αp
(by lemma 1.4.1),
σc(C) = C
b
γp
(by lemma 1.4.1),
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we see thatW is in fact an Fp[G]-module whereG = Gal(E/F). Hence M/F is a Galois exten-
sion by Kummer theory.
Claim: dimFp(W) = 4. Hence [L : F] = [L : E][E : F] = p
4p2 = p6.
Proof of Claim: From our hypothesis that dimFp〈[a]F , [b]F , [c]F〉 = 3, we see that 〈[b]E〉 
Fp.
Clearly 〈[b]E〉 ⊆ WG. From the relation
[σa(A)]E = [A]E[b]E
we see that [A]E is not in Wσa . Hence dimFp〈[b]E, [A]E〉 = 2.
From the relation
[σc(C)]E = [C]E[b]E,
we see that [C]E is not in Wσc . But we have 〈[b]E, [A]E〉 ⊆ Wσc . Hence
dimFp〈[b]E, [A]E, [C]E〉 = 3.
Observe that the element (σa − 1)(σc − 1) annihilates the Fp[G]− module 〈[b]E, [A]E, [C]E〉,
while
(σa − 1)(σc − 1)[δ]E = σa([A]E)[A]E = [b]E,
we see that
dimFpW = dimFp〈[b]E, [A]E, [C]E, [δ]E〉 = 4.
Let Ha,b = F( p
√
a, p
√
A, p
√
b) and Hb,c = F( p
√
c, p
√
C, p
√
b). Let
N := Ha,bHb,c = F( p
√
a, p
√
c,
p√
b,
p√
A,
p√
C) = E(
p√
b,
p√
A,
p√
C).
Then N/F is a Galois extension of order p5. This is becauseGal(N/E) is dual to the Fp[G]−submodule
〈[b]E, [A]E, [C]E〉 via Kummer theory, and the proof of the claim above shows that
dimFp〈[b]E, [A]E, [C]E〉 = 3.
We have the following commutative diagram
Gal(Hb,c/F) Gal(F( p
√
b)/F)
Gal(N/F) Gal(Ha,b/F)
So we have a homomorphism η from Gal(N/F) to the pull-back Gal(Hb,c/F) ×Gal(F( p√b)/F)
Gal(Ha,b/F):
η : Gal(N/F)→ Gal(Hb,c/F) ×Gal(F( p√b)/F) Gal(Ha,b/F)
which makes the following diagram commute.
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Gal(Hb,c/F) Gal(F( p
√
b)/F)
Gal(Hb,c/F) ×Gal(F( p√b)/F) Gal(Ha,b/F) Gal(Ha,b/F)
Gal(N/F)
We claim that η is injective. Indeed, let σ be an element in ker(η). Then σ|Ha,b = 1 in
Gal(Ha,b/F) and σ|Hb,c = 1 in Gal(Hb,c/F). Since N is the compositum of Ha,b and Hb,c,
this implies that σ = 1.
Since |Gal(Hb,c/F) ×Gal(F( p√b)/F) Gal(Ha,b/F)| = p5 = |Gal(N/F)|, we see then η is an iso-
morphism. As in proof of Proposition 1.4.2 we can choose an extension σa ∈ Gal(Ha,b/F) of
σa ∈ Gal(F( p√a, p
√
b)/F) in such a way that
σa(
p√
A) =
p√
A
p√b
α
.
Since the commutative diagram above is a pull-back, we can choose an extensionσa ∈ Gal(N/F)
of σa ∈ Gal(Ha,b/F) in such a way that
σa|Hb,c = 1.
Now we can choose any extension σa ∈ Gal(M/F) of σa ∈ Gal(N/F). Then we have
σa(
p√
A) =
p√
A
p√b
α
and σa|Hb,c = 1.
Similarly, we can choose an extension σc ∈ Gal(M/F) of σc ∈ Gal(F( p
√
b, p
√
c)/F) in such a
way that
σc(
p√
C) =
p√
C
p√b
γ
and σc|Ha,b = 1.
Claim: The order of σa is p.
Proof of claim. As in the proof of Proposition 1.4.2, we see that σpa(
p√A) = p√A. Since
σa(δ) = δCC
−p
2 , we have σa(
p√
δ) = ζ i p
√
δ
p√CC−12 for some i ∈ Z. This implies that
σ2a(
p√
δ) = ζ iσa(
p√
δ)σa(
p√
C)σa(C−12 )
= ζ2i
p√
δ(
p√
C)2C−12 σa(C
−1
2 ).
Inductively we obtain
σpa(
p√
δ) = ζ pi
p√
δ(
p√
C)pNmσa(C2)
−1
=
p√
δ · (C) · Nmσa(C2)−1
=
p√
δ.
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Therefore, we can conclude that σpa = 1 and σa is of order p.
Claim: The order of σc is p.
Proof of claim. As in the proof of Proposition 1.4.2, we see that σpc (
p√C) = p√C. Since
σc(δ) = δAC
−p
1 , we have σc(
p√
δ) = ζ j p
√
δ
p√AC−11 for some j ∈ Z. This implies that
σ2c(
p√
δ) = ζ jσc(
p√
δ)σc(
p√
A)σc(C−11 )
= ζ2 j
p√
δ(
p√
A)2C−11 σa(C
−1
1 ).
Inductively we obtain
σpc (
p√
δ) = ζ p j
p√
δ(
p√
A)pNmσc(C1)
−1
=
p√
δ · (A) · Nmσc(C1)−1
=
p√
δ.
Therefore, we can conclude that σpa = 1 and σa is of order p.
Claim: [σa, σc] = 1.
Proof of claim: It is enough to check that σaσc(
p√
δ) = σcσa(
p√
δ). We have
σaσc(
p√
δ) = σa(ζ j
p√
δ
p√
AC−11 )
= ζ jσa(
p√
δ)σa(
p√
A)σa(C1)−1
= ζ jζ i
p√
δ
p√
CC−12
p√
A
p√b
α
σa(C1)−1
= ζ i+ j
p√
δ
p√
C
p√
A
p√b
α
(σa(C1)C2)−1
= ζ i+ j
p√
δ
p√
C
p√
A
p√b
α
(C1σc(C2))−1
B
= ζ i+ j
p√
δ
p√
C
p√
A
p√b
γ
(C1σc(C2))−1.
On the other hand, we have:
σcσa(
p√
δ) = σc(ζ i
p√
δ
p√
CC−12 )
= ζ iσc(
p√
δ)σc(
p√
C)σc(C2)−1
= ζ iζ j
p√
δ
p√
AC−11
p√
C
p√b
γ
σc(C2)−1
= ζ i+ j
p√
δ
p√
A
p√
C
p√b
γ
(C1σa(C2))−1.
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Hence σaσc(
p√
δ) = σcσa(
p√
δ).
We define σb ∈ Gal(M/K) to be the element which is dual to [b]E via Kummer theory. In
other words, we require that
σb(
p√
b) = ζ
p√
b,
and σb acts trivially on
p√A, p√C and p√δ. We consider σb as an element inGal(M/F) then it is
clear that σb is an extension of σb ∈ Gal(F( p√a, p
√
b, p
√
c)/F).
Let W∗ = Gal(M/E), and let H = Gal(M/F) then we have the following exact sequence
1→ W∗ → H → G → 1.
By Kummer theory, W∗ is dual to W, hence W  (Z/pZ)4. In particular, we have |H| = p6.
Claim: [σa, [σa, σb]] = [σb, [σa, σb]] = 1.
Proof of claim. Since G is abelian, it follows that [σa, σb] is in W∗. Hence
[σb, [σa, σb]] = 1.
To see [σa, [σa, σb]] = 1, observe Heisenberg group U3(Fp) is a nilpotent group of nilpo-
tent length 2, we see that [σa, [σa, σb]] = 1 on Ha,b and Hb,c. So it is enough to check that
[σa, [σa, σb]](
p√
δ) = p
√
δ.
By definition of σb, we see that
σbσa(
p√
δ) = σa(
p√
δ) = σaσb(
p√
δ).
Hence [σa, σb](
p√
δ) = p
√
δ. Since σa and σb act trivially on
p√C, and σb acts trivially on E, we
see that
[σa, σb](
p√
C) =
p√
C, and [σa, σb](C−12 ) = C
−1
2 .
Hence,
[σa, σb]σa(
p√
δ) = [σa, σb](ζ i
p√
δ
p√
CC−12 )
= ζ i[σa, σb](
p√
δ)[σa, σb](
p√
C)[σa, σb](C2)−1
= ζ i
p√
δ
p√
CC−12
= σa(
p√
δ)
= σa[σa, σb](
p√
δ).
Thus [σa, [σa, σb]](
p√
δ) = p
√
δ.
Claim: [σb, [σb, σc]] = [σc, [σb, σc]] = 1.
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Proof of claim. Since G is abelian, it follows that [σb, σc] is in W∗. Hence
[σb, [σb, σc]] = 1.
To see [σc, [σb, σc]] = 1, observe that the Heisenberg group U3(Fp) is a nilpotent group of
nilpotent length 2, we see that [σc, [σb, σc]] = 1 on Ha,b and Hb,c. So it is enough to check that
[σc, [σb, σc]](
p√
δ) = p
√
δ.
By definition of σb, we see that
σbσc(
p√
δ) = σc(
p√
δ) = σcσb(
p√
δ).
Hence [σb, σc](
p√
δ) = p
√
δ. Since σb and σc act trivially on
p√A, and σb acts trivially on E, we
see that
[σb, σc](
p√
A) =
p√
A, and [σb, σc](C−11 ) = C
−1
1 .
Hence,
[σb, σc]σc(
p√
δ) = [σb, σc](ζ j
p√
δ
p√
AC−11 )
= ζ i[σb, σc](
p√
δ)[σb, σc](
p√
A)[σb, σc](C1)−1
= ζ j
p√
δ
p√
AC−11
= σc(
p√
δ)
= σc[σb, σc](
p√
δ).
Thus [σc, [σb, σc]](
p√
δ) = p
√
δ.
Claim: [[σa, σb], [σb, σc]] = 1.
Proof of claim. SinceG is abelian, [σa, σb] and [σb, σc] are inW∗. Hence [[σa, σb], [σb, σc]] =
1 because W∗ is abelian.
Since σa, σb and σc generate Gal(M/F) and |Gal(M/F)| = p6, we see that Gal(M/F) 
U4(Fp) by [BD01, Theorem 1].
An explicit isomorphism ϕ : Gal(M/F)→ U4(Fp) may be defined as
σa 7→

1 1 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , σb 7→

1 0 0 0
0 1 1 0
0 0 1 0
0 0 0 1
 , σc 7→

1 0 0 0
0 1 0 0
0 0 1 1
0 0 0 1
 .
 
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1.7 Explicit form of U4(F2)−Extensions
Let the notation and assumption be as in Lemma 1.6.2. Let us consider the case p = 2 [MT15b].
In Lemma 1.6.3, we can choose e = α
α+γ
. (Observe that α + γ , 0.) Since αα = γγ = b where
α = σa(α) and γ = σc(γ), we have
σaσc(
α
α + γ
) =
α
α + γ
=
1
1 + γ/α
=
1
1 + α/γ
=
γ
α + γ
=
γ
α
α
α + γ
.
If we choose C1 = σc(e) and C2 = e−1, then by Lemma 1.6.3 part (1), we have
A = Nmσc(C1) = Nmσc(σc(e)) = Nmσc(e) =
α2γ
(α + γ)(αγ + b)
,
C = Nmσa(C2) = Nmσa(e
−1) =
(α + γ)(αγ + b)
bα
.
In Lemma 1.6.2, we can choose δ = e−1 = α+γ
α
. In fact, we have
σc(δ)
δ
= σc(e)−1e = σc(e)−2eσc(e) = C−21 Nmσc(e) = AC
−2
1 ,
σa(δ)
δ
= σa(e)−1e = e−1σa(e)−1e2 = Nmσa(e
−1) = CC−22 .
Therefore
M = F(
√
b,
√
A,
√
C,
√
δ)
= F(
√
b,
√
α2γ
(α + γ)(αγ + b)
,
√
(α + γ)(αγ + b)
bα
,
√
α + γ
α
)
= F(
√
b,
√
α + γ
α
,
√
(αγ + b),
√
αγ).
Now by Lemma 1.6.3 part (2), if we choose C1 = e = αα+γ and C2 = eB =
γ
α+γ
, then we have
A = Nmσc(C1) = Nmσc(e) =
α2γ
(α + γ)(αγ + b)
,
C = Nmσa(C2) = Nmσa(eB) =
αγ2
(α + γ)(αγ + b)
.
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In Lemma 1.6.2, we choose δ = (α + γ)−1. In fact, we have
σc(δ)
δ
=
γ(α + γ)
αγ + b
= AC−21 ,
σa(δ)
δ
=
α(α + γ)
αγ + b
= CC−22 .
Therefore
M = F(
√
b,
√
A,
√
C,
√
δ) = F(
√
b,
√
α2γ
αγ + b
,
√
αγ2
αγ + b
,
√
α + γ).
Observe also that M is the Galois closure of E(
√
δ) = F(
√
a,
√
c,
√
α + γ).
1.8 Kummer theory and local class field theory
1.8.1 Abelian Kummer theory
Let K be a field containing an n−th root of unity. Let L/K be a Galois extension which is
abelian of exponent n i.e. for all σ ∈ Gal(L/K) we have σn = idL then L = K( n
√
W) for some
subgroup K×n ⊂ W ⊂ K×. In particular Kummer theory tells us that within a fixed algebraic
closure there is a bijection
{W |K×n ⊂ W ⊂ K×}
 {L/K abelian of exponent n inside K}
where the bijection is given by
W 7→ K( n√W)
and
(L×)n ∩ K× ← [ L.
In this case if W is a subgroup of K× corresponding to L/K by above correspondence, we
have a perfect pairing
Gal(L/K) ×W/K×n → 〈ζn〉
(σ, a) 7→ σ(
n
√
a)
n
√
a
.
To see the proof of the above facts, see [Jac64, Chapter III, Theorem 7 and Theorem 8]
or [Lan13, Theorem 8.1 and Theorem 8.2].
When we deal with abelian extensions of exponent p equal to the characteristic, then we
have to develop an additive theory.
If K is a field, we define an operator ℘ by
℘(x) = xp − x
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for x ∈ K. Then ℘ is an additive homomorphism of K into itself. The subgroup ℘(K) plays the
same role as the subgroup K×p in multiplicative theory, whenever p is a prime number.
Now we assume K has characteristic p. A root of polynomial Xp−X −a with a ∈ K will be
denoted by ℘−1(a). If B is a subgroup of K containing ℘(K) we let LB = K(℘−1(B)) be the field
obtained by adjoining ℘−1(a) to K for all a ∈ B. We emphasize the fact that B is an additive
subgroup of K.
In this case, the map B 7→ K(℘−1(B)) is a bijection between the subgroups of K containing
℘(K) and abelian extensions of K of exponent p. Let L = LB = K(℘−1(B)), and let G be its
Galois group. If σ ∈ G and a ∈ B and ℘(α) = a, let 〈σ, a〉 = σ(α) − α. Then we have a bilinear
map
G × B→ Z/pZ
given by
(σ, a) 7→ 〈σ, a〉.
The kernel on the left is 1 and the kernel on the right is ℘(K). The extension L/K is finite if
and only if [B : ℘(K)] is finite and if that is the case then
[L : K] = [B : ℘(K)].
For proof see [Lan13, Theorem 8.3].
1.8.2 Local class field theory
In characteristic zero, a local field is either C or R or a complete discrete valued field with a
finite residue field. In characteristic p > 0, they are formal power series in one variable with
coefficient in a finite field.
Now Let K be a local field and Kab be the maximal abelian extensions of K in a fixed
separable closure of K. Local class field theory says that there is a homomorphism
θ : K× → Gal(Kab/K)
called the local Artin homomorphism that induces an isomorphism of topological groups
Kˆ× → Gal(Kab/K)
where
Kˆ× = lim← K
×/U
with U ranges over the finite index open normal subgroups of the group K×.
Let L be a finite extension of K. Let NmL/K : L× → K× be the norm map. Let θL and θK be
the local Artin homomorphism associated to L and K, respectively. Let
res : Gal(Lab/L)→ Gal(Kab/K)
be the homomorphism mapping an automorphism σ of Lab to its restriction σ|Kab . Then the
following diagram commutes.
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K× Gal(Kab/K)
L× Gal(Lab/L)
θK
NmL/K res
θL
Now let L be a finite abelian extension of K in a fixed separable closure of K. The subgroup
NmL/K of the group K× corresponds to the subgroup Gal(L/K) of the group Gal(Kab/K). Also
the composition
K× → Gal(Kab/K) res Gal(L/K)
is surjective with kernel NmL/K(L×).
The precise definition of θ and the proof of the above facts can be found in [Sha72, Chapter
V] and [CF67, Chapter VI].
Chapter 2
Dihedral Extensions over Rational p-adic
Fields
Let Qp be the rational p-adic field for a prime p. It is well-known that there exist only finitely
many extensions of a fixed degree over Qp in a fixed algebraic closure of Qp [Wei95, p. 208].
Yamagishi [Yam95] computed the number of extensions K over a finite extension k/Qp whose
Galois group Gal(K/k) is isomorphic to a fixed finite p-group.
In this chapter, I will exhibit all extensions M over Qp whose Galois group is isomorphic
to the dihedral group D4 of order 8 [Nai95]. We will see that there exists no such extension for
p ≡ 1 (mod 4), one extension for p ≡ 3 (mod 4) and 18 extensions for p = 2.
Definition 2.0.1. Let K be a field of characteristic not 2, and let a, b ∈ K×. We define quater-
nion algebra (a, b) to be the K−algebra on two generators i, j with defining relations
i2 = a, j2 = b, and i j = − ji
2.1 Non-dyadic fields
It is known that there is a D4−extension of field K with char(K) , 2 if and only if there
are a, b ∈ K, which are independent modulo squares, such that quaternion algebra (a, b) is
split [MS90, Theorem 1.6]. When p ≡ 3 (mod 4), then −1 is not square and by [Lam05, The-
orem 2.2], the only split quaternion algebra, in the form (a, b) where a and b are linearly
independent, is (p,−p). Hence for p ≡ 3 (mod 4) there is just one dihedral extension of Qp.
When p ≡ 1 (mod 4), again by [Lam05, Theorem 2.2], there is a u ∈ Zp such that u is not
square and (u, p) is non-split quaternion algebra and there is no split quaternion algebra (a, b)
where a and b are linearly independent module squares in this case. Hence for p ≡ 1 (mod 4)
there is no dihedral extension of Qp.
Also the following is an alternative proof for p , 2 using W-groups. Let K be a field with
char(K) , 2. Define
K(2) = K(
√
a : a ∈ K×),
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also define
E = {y ∈ K(2) : K(2)(√y)/K is Galois}
and
K(3) = K(
√
y : y ∈ E).
It is known that Gal(K(2)/K) 
∏
i∈I Z/2Z, where I is smallest index set with {ai ∈ K : i ∈ I},
is a basis of K×/K×2. The field K(3) is called the Witt Closure of K and the group Gal(K(3)/K)
is called theW-group. Observe that all D4-extensions of K are subfields of K(3) and by [MS96,
Example 4.2 and 4.3], we have
Gal(Q(3)p /Qp)  Z/4Z × Z/4Z when p ≡ 1(mod 4)
and
Gal(Q(3)p /Qp)  Z/4Z o Z/4Z when p ≡ 3(mod 4)
where σ1σ2σ−11 = σ
−1
2 is the action in the latter case. Observe that there is no subgroup of
Gal(Q(3)p /Qp) that is isomorphic to D4 for p ≡ 1(mod 4) and there is exactly one subgroup for
p ≡ 3(mod 4).
And second alternative proof from [Nai95] is the following. Let M/Qp be a D4-extension.
M/Qp has four intermediate fields N1, N′1, N2 and N
′
2 of degree 4 which are not Galois exten-
sions over Qp.
We see they are totally and tamely ramified: totally ramified because || · ||p = |Nm(·)|1/4p
which corresponds to decomposition of p in these degree 4 extensions as p = p4 and tamely
ramified because p is an odd prime. We see by Serre [Ser78] thatQp has four totally and tamely
ramified extensions of degree 4. Therefore we see that Qp has at most one D4-extension.
In the case p ≡ 1 (mod 4), then −1 is square in Qp. So we see that Qp has no D4-
extension, because Qp( 4
√
p)/Qp is a totally and tamely ramified Galois extension of degree
4. Also Gal(Qp( 4
√
p)/Qp) is a cyclic group of order 4. Because there is no cyclic quotient of
order 4 in dihedral group of order 8, therefore, there is no D4-extension like M/Qp such that
Qp( 4
√
p) ⊂ M. In the case p ≡ 3 (mod 4), we see that Qp(
√−1, 4√p) is the only D4-extension
over Qp.
2.2 Dyadic fields
Let M/Q2 be Galois extension of degree 8. We know that the Galois group of M/Q2 is iso-
morphic to D4 if and only if M contains an intermediate field of degree 4 which is not a Galois
extension over Q2.
Let K be a quadratic extension over Q2 such that M/K is a cyclic extension of degree 4.
Also assume K1 and K2 are two other quadratic extensions over Qp. It is sufficient to construct
all quadratic extensions over K1 and K2 which are not Galois extensions over Q2.
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2.2.1 Construction method
For every Ki with i = 1, 2 we can generate two quadratic extensions Ni and N′i such that Ni/Q2
and N′i /Q2 are non-Galois extensions of Q2 as follows:
We get Ni = Ki(
√
) and N′i = Ki(
√
σ) for an  ∈ K×i such that σ/ < K×2i where σ is the
generator of the Galois group Ki/Q2.
So M = Ki(
√
,
√
σ). Now examine a representative system of K×i /K
×2
i . Take all pairs
(,σ) of the system such that  . σ mod K×2i . By putting M = Ki(
√
,
√
σ), we get all D4-
extensions M/Q2.
Q2
K1 K2
N1 N′1 N2 N
′
2
M
Lemma 2.2.1. (1) 2-adic unit x is square in Q2 if and only if x ≡ 1 mod 8,
(2) The set {−1, 2, 5} forms a F2-basis for Q×2 /Q×22 .
(3) The unique quaternion division algebra is (−1,−1) = (2, 5).
Proof. [Lam05, Corollary 2.24] 
So by the above Lemma, all quadratic extensions over Q2 are
Q2(
√−1),Q2(
√
5),Q2(
√−5),Q2(
√
2),Q2(
√−2),Q2(
√
10),Q2(
√−10)
Part One: m = ±2 and ±10:
Let Ki = Q2(
√
m) for m = ±2 or ±10. In this case, we have p = (√m) is the prime ideal
of Ki which lies over 2 . Also observe p5 = 4p and by [Lam05, Theorem 2.19], all elements of
1 + p5 are squares in Ki. Therefore we get
K×i
K×2i

(
√
m)
(m)
× O
×
(1 + m + 2
√
m, 1 + p5)
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where 1 + m + 2
√
m = (1 +
√
m)2. Observe there is a natural isomorphism Ki  (
√
m) × O×
and we have K×i /K
×2
i  (
√
m)/(m) × O×/O×2. On the other hand there is a surjective map
O×
O×2 →
O×
(1 + m + 2
√
m, 1 + p5)
and since the size of the left hand side is equal to the size of the right hand side (by following
lemma), we have
O×
O×2 
O×
(1 + m + 2
√
m, 1 + p5)
.
Lemma 2.2.2. If K is a finite extension of degree n over Q2, then |K×/K×2| = 2n+2.
Proof. [Lam05, Corollary 2.23]. 
So,
| K
×
i
K×2i
| = 24 and | (
√
m)
(m)
× O
×
(1 + m + 2
√
m, 1 + p5)
| = 2 × 2 × 4 = 24.
Also for any x ∈ O×, write x−1 = a′ + b′√m, and choose a ≡ a′(mod8) and b ≡ b′(mod4).
Then it is easy to see that x(a + b
√
m) ∈ 1 + 8O + 4p ⊆ O2 (since 1 + 8O ⊆ (O×)2). So
x + y
√
m ≡ x′ + y′√m (mod p5) ⇔ x ≡ x′ (mod 8) and y ≡ y′ (mod 4)
Hence, for constructing D4-extensions, it is sufficient to examine elements  and 
√
m where
 = a + b
√
m for a = 1, 2, 3, 4, 5, 6, 7, 8 and b = 0, 1, 2, 3. But when a is even we can replace 
by 
√
m/2; therefore it is enough to check for a = 1, 3, 5, 7 and b = 0, 1, 2, 3. We take  such
that
1) 
2) σ
3) (1 + m + 2
√
m)
4) σ(1 + m + 2
√
m)
are different modulo p5 from each other and take 
√
m, such that
1) 
2) −σ
3) (1 + m + 2
√
m)
4) −σ(1 + m + 2√m)
are different modulo p5 from each other, for number 2) and 4) we use the fact that (
√
m)σ =
−σ√m. Then we get D4-extensions as follows:
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A1 ={Q2(
√
1 +
√
2,
√−1),Q2(
√
3 +
√
2,
√−1),
Q2(
√√
2,
√−1),Q2(
√
3
√
2,
√−1)}
A2 ={Q2(
√√−2, √−1),Q2(√3√−2, √−1)}
B1 ={Q2(
√
1 +
√−2, √−5),Q2(
√
5 +
√−2, √−5), }
C1 ={Q2(
√√−2(1 + √−2), √5),Q2(√√−2(1 + 3√−2), √5), }
C2 ={Q2(
√√−10(1 + √−10), √5),Q2(√√−10(1 + 3√−10), √5), }
D1 ={Q2(
√
1 +
√
10,
√−1),Q2(
√
3 +
√
10,
√−1),
Q2(
√√
10,
√−1),Q2(
√
3
√
10,
√−1)}
D2 ={Q2(
√√−10, √−1),Q2(√3√−10, √−1)}
E1 ={Q2(
√
1 +
√−10, √−5),Q2(
√
5 +
√−10, √−5), }
To check that the above method (Naito’s method) gives us distinct D4-extensions in each
set, we can use the following method.
We begin with a biquadratic extensionQ2(
√
a,
√
b) of order 4 overQ. LetM1 = Q2(
√
α1,
√
b)
and M2 = Q2(
√
α2,
√
b) be two extensions in the above list where α1 and α2 are inQ2(
√
a) and
NmQ2(√a)/Q2
(
α1
α2
)
∈ Q22.
We will show that α1 and α2 are not in the same square class, i.e. α1/α2 is not square in
E := Q2(
√
a,
√
b). Hence M1 and M2 are distinct.
In set A1, letM1 = Q2(
√
1 +
√
2,
√−1) andM2 = Q2(
√
3 +
√
2,
√−1). Since NmQ2(√2)/Q2(1+√
2) = −1 and NmQ2(√2)/Q2(3 +
√
2) = 7, we have
NmQ2(
√
2)/Q2(
√−7(1 + √2)
3 +
√
2
) = 1.
Note that −7 ≡ 1 (mod 8) and so −7 is square in Q2. Now, by an explicit version of Hilbert
90 for quadratic extensions we can find a relation between 1 +
√
2 and 3+
√
2√−7 modulo squares in
E = Q2(
√−1, √2).
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Let
t =
√−7(1 + √2)
3 +
√
2
and
l = t + 1 =
(3 +
√−7) + (1 + √−7)√2
3 +
√
2
.
Now assume 1 , σ ∈ Gal(Q2(
√
2)/Q2), so we have
σ(l) = σ(t + 1)
= σ(t) + 1
= σ(t) + tσ(t)
= (t + 1)σ(t) = lσ(t).
(2.1)
Therefore
σ(l)
l
= σ(t)
and by applying σ on both sides we have
l
σ(l)
= t.
Hence
t =
l2
NmQ2(
√
2)/Q2(l)
.
So in the above case,
t =
√−7(1 + √2)
3 +
√
2
=
 (3 + √−7) + (1 + √−7)√2
3 +
√
2
2 1
2 + 2√−7
and since 1√−7(2+ 2√−7 )
= 2−3 + 2−2 + 1 + 2 + 23 + · · · ∈ Q2, we have
1√−7(2 + 2√−7 )
< E2 ∩Q2 = Q22 ∪ (2)Q22 ∪ (−1)Q22 ∪ (−2)Q22.
Hence 1 +
√
2 and 3 +
√
2 are not in the same square class of E, and M1 , M2.
Let M3 = Q2(
√√
2,
√−1) and M4 = Q2(
√
3
√
2,
√−1). For M3 and M4 we have E as
above and
NmQ2(
√
2)/Q2(
√
2)
NmQ2(
√
2)/Q2(3
√
2)
∈ Q22.
So, 3
√
2/
√
2 = 3 < E2 implies M3 , M4.
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For the last step in A1, we need to check M1 and M2 < {M3,M4}. NmQ2(√2)/Q2(1 +
√
2) and
NmQ2(
√
2)/Q2(3+
√
2) are in the square class of −1 denoted by [−1] inQ2, and NmQ2(√2)/Q2(
√
2)
and NmQ2(
√
2)/Q2(3
√
2) are in the square class of [−2] in Q2. Also since [−1] , [−2] in Q2, we
have M1 and M2 < {M3,M4}.
For A2, we have NmQ2(
√−2)/Q2(
√−2) = 2 and NmQ2(√−2)/Q2(3
√−2) = 18, and [2] = [18] in
Q2. So 3
√−2/√−2 = 3 < E2 = Q2(
√−2, √−1)2 implies
Q2(
√√−2, √−1) , Q2(√3√−2, √−1).
In B1, we have E = Q2(
√−2, √−5) and NmQ2(√−2)/Q2(1+
√−2) = 3 as well as NmQ2(√−2)/Q2(5+√−2) = 27. Also we have [3] = [27] = [−5] in Q2. So we need to use the explicit version of
Hilbert 90 for quadratic extensions to find a relation between 1 +
√−2 and 5 + √−2.
Let
t =
3(1 +
√−2)
5 +
√−2 and l = t + 1 =
8 + 4
√−2
5 +
√−2 .
Therefore
3(1 +
√−2)
5 +
√−2 = t =
l2
Nm(l)
=
8 + 4√−2
5 +
√−2
2 329 .
This concludes (1 +
√−2)/(5 + √−2) = 6e2 where e ∈ E. Since 6 < E2 ∩ Q2, 1 +
√−2 and
5 +
√−2 are in different square classes of E. Hence
Q2(
√
1 +
√−2, √−5) , Q2(
√
5 +
√−2, √−5).
In C1, we have E = Q2(
√−2, √5) and NmQ2(√−2)/Q2(
√−2(1 + √−2)) = 6 as well as
NmQ2(
√−2)/Q2(
√−2(1 + 3√−2)) = 38. Also we have [6] = [38] = [−10] = [−2][5] in Q2.
So we need to use the explicit version of Hilbert 90 for quadratic extensions to find a relation
between
√−2(1 + √−2) and √−2(1 + 3√−2).
Let
t =
√
19
3
 1 + √−2
1 + 3
√−2
 and l = t + 1 = (1 + √19/3) + (3 + √19/3)√−2
1 + 3
√−2 .
Therefore√
19
3
 1 + √−2
1 + 3
√−2
 = t = l2Nm(l) =
 (1 + √19/3) + (3 + √19/3)√−2
1 + 3
√−2
2 1
2 + 1419
√
19
3
.
This concludes √−2(1 + √−2)√−2(1 + 3√−2) =
1√
19
3
(
2 + 1419
√
19
3
)e2
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where e ∈ E. Since  1√ 19
3
(
2 + 1419
√
19
3
)
 = [−5]
in Q2 and since −5 < E2 ∩ Q2,
√−2(1 + √−2) and √−2(1 + 3√−2) are in different square
classes of E. Hence
Q2(
√√−2(1 + √−2), √5) , Q2(√√−2(1 + 3√−2), √5).
In C2, we have E = Q2(
√−10, √5) and NmQ2(√−10)/Q2(
√−10(1 + √−10)) = 110 as well
as NmQ2(
√−10)/Q2(
√−10(1 + 3√−10)) = 910. Also we have [110] = [910] = [−2] = [−10][5]
in Q2. So we need to use the explicit version of Hilbert 90 for quadratic extensions to find a
relation between
√−10(1 + √−10) and √−10(1 + 3√−10).
Let
t =
√
91
11
 1 + √−10
1 + 3
√−10
 and l = t + 1 = (1 + √91/11) + (3 + √91/11)√−10
1 + 3
√−10 .
Therefore√
91
11
 1 + √−10
1 + 3
√−10
 = t = l2Nm(l) =
 (1 + √91/11) + (3 + √91/11)√−10
1 + 3
√−10
2 1
2 + 6291
√
91
11
.
This concludes √−10(1 + √−10)√−10(1 + 3√−10) =
1√
91
11
(
2 + 6291
√
91
11
)e2
where e ∈ E. Since  1√ 91
11
(
2 + 6291
√
91
11
)
 = [−5]
inQ2 and since −5 < E2∩Q2, we have
√−10(1+ √−10) and √−10(1+3√−10) are in different
square classes of E. Hence
Q2(
√√−10(1 + √−10), √5) , Q2(√√−10(1 + 3√−10), √5).
For D1, assume
M1 = Q2(
√
1 +
√
10,
√−1), M2 = Q2(
√
3 +
√
10,
√−1),
M3 = Q2(
√√
10,
√−1), M4 = Q2(
√
3
√
10,
√−1).
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In this case, we have E = Q2(
√
10,
√−1). We want to show M1 , M2. We have
NmQ2(
√
10)/Q2(1 +
√
10) = −9 and NmQ2(√10)/Q2(3 +
√
10) = −1. Since [−9] = [−1] in Q2,
we can find a relation between 1 +
√
10 and 3 +
√
10 using Hilbert 90.
Let
t =
3(1 +
√
10)
(3 +
√
10)
and l = t + 1 =
6 + 4
√
10
3 +
√
10
.
Therefore
3(1 +
√
10)
3 +
√
10
= t =
l2
Nm(l)
=
6 + 4√10
3 +
√
10
2 (4)(49)−1 .
This concludes (1+
√
10)/(3+
√
10) = −e2 where e ∈ E. Since −1 < E2∩Q2, we have 1+
√
10
and 3 +
√
10 are in different square classes of E. Hence M1 , M2.
To see M3 , M4, observe
NmQ2(
√
10)/Q2
3√10√
10
 = 9
and 3√10√
10
 = [3] = [−5]
in Q2. Also observe −5 < E2 ∩ Q2. Therefore
√
10 and 3
√
10 are in different classes of E.
Hence M3 , M4.
For the last step in D1, we need to check M1 and M2 < {M3,M4}. We have NmQ2(√10)/Q2(1+√
10) and NmQ2(
√
10)/Q2(3+
√
10) are in the square class of −1 inQ2 and NmQ2(√10)/Q2(
√
10) and
NmQ2(
√
10)/Q2(3
√
10) are in the square class of [−10] = [10][−1] inQ2. Also since [−1] , [−10]
in Q2, we have M1 and M2 < {M3,M4}.
For D2, we have NmQ2(
√−10)/Q2(
√−10) = 10 and NmQ2(√−10)/Q2(3
√−10) = 90, and [10] =
[90] in Q2. So 3
√−10/√−10 = 3 < E2 = Q2(
√−10, √−1)2 implies
Q2(
√√−10, √−1) , Q2(√3√−10, √−1).
In E1, we have E = Q2(
√−10, √−5) and NmQ2(√−10)/Q2(1 +
√−10) = 11 as well as
NmQ2(
√−10)/Q2(5 +
√−10) = 35. Also we have [11] = [35] = [−5] in Q2. So we need to
use explicit version of Hilbert 90 for quadratic extensions to find a relation between 1 +
√−10
and 5 +
√−10.
Let
t =
√
35
11
1 + √−10
5 +
√−10
 and l = t + 1 = (5 + √35/11) + (1 + √35/11)√−10
5 +
√−10 .
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Therefore√
35
11
1 + √−10
5 +
√−10
 = t = l2Nm(l) =
 (5 + √35/11) + (1 + √35/11)√−10
5 +
√−10
2 1
2 + 67
√
35
11
.
This concludes
1 +
√−10
5 +
√−10 =
1√
35
11
(
2 + 67
√
35
11
)e2
where e ∈ E. Since  1√35
11
(
2 + 67
√
35
11
)
 = [−2]
in Q2 and since −2 < E2 ∩Q2, we have 1+
√−10 and 5+ √−10 are in different square classes
of E. Hence
Q2(
√
1 +
√−10, √−5) , Q2(
√
5 +
√−10, √−5).
Part Two: m = −1,−5:
Let Ki = Q2(
√
m) for m = −1,−5. In this case, p = (1 + √m) is the prime ideal of Ki
which lies over p. We see that all elements of 1 + p5 are square in Ki (same as part one for any
x ∈ 1 + p5 we have Nm(x) ≡ 1(mod8)).
For Ki = Q2(
√−1), we have
K×i
K×2i

(1 +
√−1)
(2
√−1) ×
O×
(7, 1 + p5)
since 7 ≡ (√−1)2 (mod p5). We examine elements  and (1+ √−1) where  = a+b(1+ √−1)
for a = 1, 3, 5, 7 and b = 0, 1, 2, 3. We take  such that
1) 
2) σ
3) 7
4) 7σ
are different modulo p5 from each other and take (1 +
√−1), such that
1) 
2) −√−1σ
3) 7
4)
√−1σ
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are different modulo p5 from each other. Then we get D4-extensions as follows:
A3 = {Q2(
√
1 +
√−1, √2),Q2(
√
3(1 +
√−1), √2)}
D3 = {Q2(
√
1 + 3
√−1, √10),Q2(
√
1 + 5
√−1, √10)}
F2 = {Q2(
√
3 + 2
√−1, √5),Q2(
√
2 +
√−1, √5), }
Next, consider Ki = Q2(
√−5). We get:
K×i
K×2i

(1 +
√−5)
(−4 + 2√−5) ×
O×
(3, 1 + p5)
since 3 ≡ (√−5)2 (mod p5). We examine element  and (1+ √−5) where  = a+ b(1+ √−5)
for a = 1, 3, 5, 7 and b = 0, 1, 2, 3. We take  such that
1) 
2) σ
3) 3
4) 3σ
are different modulo p5 from each other and take (1 +
√−5), such that
1) 
2) σ(2 + 5
√−5)
3) 3
4) 3σ(2 + 5
√−5)
are different modulo p5 from each other. Then we get D4-extensions as follow:
B2 = {Q2(
√
−1 + 5√−5, √−2),Q2(
√
3 + 5
√−5, √−2)}
E2 = {Q2(
√
1 +
√−5, √2),Q2(
√
5(1 +
√−5), √2)}
F3 = {Q2(
√
3 + 2
√−5, √−1),Q2(
√
4 +
√−5, √−1), }
Now we are going to check the distinction of the extensions in each set using the explicit
version of Hilbert 90 for quadratic extensions.
For A3, we have NmQ2(
√−1)/Q2(1 +
√−1) = 2 and NmQ2(√−1)/Q2(3(1 +
√−1)) = 18, and
[2] = [18] in Q2. So 3(1 +
√−1)/(1 + √−1) = 3 < E2 = Q2(
√−1, √2)2 implies
Q2(
√
1 +
√−1, √2) , Q2(
√
3(1 +
√−1), √2).
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InD3, we have E = Q2(
√
10,
√−1) and NmQ2(√−1)/Q2(1+3
√−1) = 10 as well as NmQ2(√−1)/Q2(1+
5
√−1) = 26. Also we have [10] = [26] inQ2. So we need to use the explicit version of Hilbert
90 for quadratic extensions to find a relation between 1 + 3
√−1 and 1 + 5√−1.
Let
t =
√
13
5
1 + 3√−1
1 + 5
√−1
 and l = t + 1 = (1 + √13/5) + (5 + 3√13/5)√−1
1 + 5
√−1 .
Therefore√
13
5
1 + 3√−1
1 + 5
√−1
 = t = l2Nm(l) =
 (1 + √13/5) + (5 + 3√13/5)√−1
1 + 5
√−1
2 1
2 + 1613
√
13
5
.
This concludes
1 + 3
√−1
1 + 5
√−1 =
1√
13
5
(
2 + 1613
√
13
5
)e2
where e ∈ E. Since  1√ 13
5
(
2 + 1613
√
13
5
)
 = [−2]
in Q2 and since −2 < E2 ∩Q2, we have 1+ 3
√−1 and 1+ 5√−1 are in different square classes
of E. Hence
Q2(
√
1 +
√−1, √10) , Q2(
√
1 + 5
√−1, √10).
In F2, we have E = Q2(
√
5,
√−1) and NmQ2(√−1)/Q2(3+2
√−1) = 13 as well as NmQ2(√−1)/Q2(2+√−1) = 5. Also we have [13] = [5] in Q2. So we need to use the explicit version of Hilbert 90
for quadratic extensions to find a relation between 3 + 2
√−1 and 2 + √−1.
Let
t =
√
5
13
3 + 2√−1
2 +
√−1
 and l = t + 1 = (2 + 3√5/13) + (1 + 2√5/13)√−1
2 +
√−1 .
Therefore√
5
13
3 + 2√−1
2 +
√−1
 = t = l2Nm(l) =
 (2 + 3√5/13) + (1 + 2√5/13)√−1
2 +
√−1
2 1
2 + 165
√
5
13
.
This concludes
3 + 2
√−1
2 +
√−1 =
1√
5
13
(
2 + 165
√
5
13
)e2
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where e ∈ E. Since  1√ 5
13
(
2 + 165
√
5
13
)
 = [−10]
in Q2 and since −10 < E2 ∩ Q2, 3 + 2
√−1 and 2 + √−1 are in different square classes of E.
Hence
Q2(
√
3 + 2
√−1, √5) , Q2(
√
2 +
√−1, √5).
In B2, we have E = Q2(
√−5, √−2) and NmQ2(√−5)/Q2(−1 + 5
√−5) = 126 as well as
NmQ2(
√−5)/Q2(3 + 5
√−5) = 134. Also we have [126] = [−2] and [134] = [−10] = [−2][5] in
Q2. So 5 is square in Q2(
√
3 + 5
√−5, √−2) but not in Q2(
√
−1 + 5√−5, √−2). Hence they
are distinct.
For E2, we have NmQ2(
√−5)/Q2(1 +
√−5) = 6 and NmQ2(√−5)/Q2(5(1 +
√−5)) = 6(5)2, and
[6] = [−10] in Q2. So 5(1 +
√−5)/(1 + √−5) = 5 < E2 = Q2(
√−5, √2)2 implies
Q2(
√
1 +
√−5, √2) , Q2(
√
5(1 +
√−5), √2).
In F3, we have E = Q2(
√−5, √−1) and NmQ2(√−5)/Q2(3+2
√−5) = 29 as well as NmQ2(√−5)/Q2(4+√−5) = 21. Also we have [29] = [21] = [5] in Q2. So we need to use the explicit version of
Hilbert 90 for quadratic extensions to find a relation between 3 + 2
√−5 and 4 + √−5.
Let
t =
√
21
29
3 + 2√−5
4 +
√−5
 and l = t + 1 = (4 + 3√29/21) + (1 + 2√29/21)√−5
4 +
√−5 .
Therefore√
21
29
3 + 2√−5
4 +
√−5
 = t = l2Nm(l) =
 (4 + 3√21/29) + (1 + 2√21/29)√−5
4 +
√−5
2 1
2 + 4421
√
21
29
.
This concludes
3 + 2
√−5
4 +
√−5 =
1√
21
29
(
2 + 4421
√
21
29
)e2
where e ∈ E. Since  1√21
29
(
2 + 4421
√
21
29
)
 = [2]
in Q2 and since 2 < E2 ∩Q2, we have 3+ 2
√−5 and 4+ √−5 are in different square classes of
E. Hence
Q2(
√
3 + 2
√−5, √−1) , Q2(
√
4 +
√−5, √−1).
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Part Three: m = 5:
By [Coh08, Lemma 4.4.26], we have Ki = Q2(
√
5) is the only unramified extension of Q2.
Take p = (2) which is the prime ideal of Ki. We see that all elements of 1 + p3 are square in Ki
since they are congruent to 1 modulo 8.
Let θ = (1 +
√
5)/2, we see that
1 + θ, 2 + 3θ, 5, 5(1 + θ), 5(2 + 3θ)
are square in Ki since Nm(1+θ) = Nm(3+
√
5
2 ) = 1, Nm(2+3θ) = Nm(
7+3
√
5
2 ) = 1 and 5 = (
√
5)2.
We examine elements  and 2 where  = a + bθ for 0 ≤ a ≤ 7 and 0 ≤ b ≤ 7 such that
either a or b is odd. We take  or 2 such that
1) η
2) ση
are different modulo p3 each other where η runs over
{1, 1 + θ, 2 + 3θ, 5, 5(1 + θ), 2 + 7θ}.
Then we get D4-extensions over Q2 as follow:
F1 = {Q2(
√
2 +
√
5,
√−1),Q2(
√
4 +
√
5,
√−1),
Q2(
√
2(2 +
√
5),
√−1),Q2(
√
2(4 +
√
5),
√−1)}
Now we would like to check that the extensions in set F1 are distinct.
Let
M1 = Q2(
√
2 +
√
5,
√−1) M2 = Q2(
√
4 +
√
5,
√−1)
M3 = Q2(
√
2(2 +
√
5),
√−1) M4 = Q2(
√
2(4 +
√
5),
√−1)
Since 2(2+
√
5)/(2+
√
5) = 2 < E2 = Q2(
√
5,
√−1)2, we conclude M1 , M3. Also for the
same reason, M2 , M4. In addition we have NmQ2(
√
5)/Q2(2 +
√
5) = −1 and NmQ2(√5)/Q2(4 +√
5) = 11. Also we know [11] = [−5] , [−1] in Q2, hence M1,M3 < {M2,M4}.
Part Four: Removing extra counted extensions:
We get all D4-extensions over Q2 as above. But we doubly counted the number of dihedral
extensions L, because K1(
√
,
√
σ) coincides with K2(
√
ξ,
√
ξτ) for a suitable ξ ∈ K×2 where τ
is the generator of the Galois group of K2/Q2. Therefore N = Ki(
√
σ) are other quadratic ex-
tensions K ofQ2 in D4-extensions other than K1 and K2. Thus we have the following equalities.
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A1 = A2 ∪ A3 where E = Q2(
√−1, √2) and K = Q2(
√−1) in A2 and K = Q2(
√−2) in A3
respectively.
B1 = B2 where E = Q2(
√−2, √−5) and K = Q2(
√
10).
C1 = C2 where E = Q2(
√−2, √5) and K = Q2(
√
5).
D1 = D2 ∪ D3 where E = Q2(
√−1, √10) and K = Q2(
√−1) in D2 and K = Q2(
√−10) in
D3 respectively.
E1 = E2 where E = Q2(
√
2,
√−5) and K = Q2(
√
2).
F1 = F2 ∪ F3 where E = Q2(
√−1, √5) and K = Q2(
√−5) in F2 and K = Q2(
√−1) in F3
respectively.
Hence, all 18 distinct D4-extensions are as follows:
Q2(
√
1 +
√
2,
√−1) Q2(
√
1 +
√−2, √−5)
Q2(
√
3 +
√
2,
√−1) Q2(
√
5 +
√−2, √−5)
Q2(
√√
2,
√−1) Q2(
√√−2(1 + √−2), √5)
Q2(
√
3
√
2,
√−1) Q2(
√√−2(1 + 3√−2), √5)
Q2(
√
1 +
√
10,
√−1) Q2(
√
2 +
√
5,
√−1)
Q2(
√
3 +
√
10,
√−1) Q2(
√
4 +
√
5,
√−1)
Q2(
√√
10,
√−1) Q2(
√
2(2 +
√
5),
√−1)
Q2(
√
3
√
10,
√−1) Q2(
√
2(4 +
√
5),
√−1)
Q2(
√
1 +
√−10, √−5),
Q2(
√
5 +
√−10, √−5),
2.3 Description of Galois D4-extensions
In this section, we describe all dihedral extensions over all fields.
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2.3.1 The case of characteristic not 2
Let F be a field of characteristic not 2.
Definition 2.3.1. An unordered pair {[b]F , [a]F}, where a and b are in F× is admissible if
(b, a) = 0 and dimF2(〈[a]F , [b]F〉) = 2.
Lemma 2.3.2. Assume that {[b]F , [a]F} is admissible. Let E = F(√a,
√
b). Then there exists
δ1 ∈ F(√a) such that
[NmF(√a)/F(δ1)]F = [b]F .
Furthermore for any such δ1, there exists δ2 in F(
√
b) such that [δ1]E = [δ2]E and
[NmF(√b)/F(δ2)]F = [a]F .
Proof. As (a, b) = 0 there exists δ1 ∈ F(√a) ( [Ser13, Chapter XIV, Proposition 4]) such that
[NmF(√a)/F(δ1)]F = [b]F .
Now let δ be any element in F(
√
a) such that [NmF(√a)/F(δ)]F = [b]F . We write δ = x + y
√
a,
where x, y ∈ F×. Then x2 = y2a + bd2, for some d ∈ F×. Hence
(x + y
√
a + d
√
b)2 = 2(x + y
√
a)(x + d
√
b).
Set δ2 = 2(x + d
√
b) ∈ F(√b). Then [δ1]E = [δ2]E and [NmF(√b)/F(δ2)]F = [4(x2 − bd2)]F =
[4y2a]F = [a]F . 
The above lemma shows that the following definition is well-defined.
Definition 2.3.3. Let P = {[b]F , [a]F} be an admissible unordered pair. Let E = F(√a,
√
b). A
one dimensional F2-subspaceW of E×/(E×)2 is said to be compatible with P ifW is generated
by a δ ∈ F(√a) with [NmF(√a)/F(δ)]F = [b]F . In this case we say that (P,W) is admissible.
The construction of Galois D4-extensions over fields of characteristic not 2 is known. See
for example [JLY02, Theorem 2.2.7]. Here we make a description of all Galois D4-extensions
over a given field, which is similar to the description of Galois U4(F2) extensions in Theo-
rem 3.1.1.
Theorem 2.3.1. Let F be a field of characteristic not 2. There is a natural one-one correspon-
dence between the set of admissible pairs ({[a]F , [b]F},W) and the set of Galois D4 extensions
L/F.
Proof. Let ({[b]F , [a]F},W) be admissible. Let E = F(√a,
√
b). Let L = E(
√
W). Then L/F
is a Galois D4-extension. (See for example [MT14a, Subsection 2.2].)
Now let L/F be a Galois D4-extension. We identify D4 with U3(F2). Let ρ : Gal(L/F) →
U3(F2) be any isomorphism. Set σ1 = ρ−1(E12), and σ2 = ρ−1(E23). Then the commutator
subgroup Φ = [Gal(L/F),Gal(L/F)] is 〈[σ1, σ2]〉.
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Let M be the fixed field of Φ. Then M/F is a 2-elementary abelian extension of F, and
Gal(M/F) is the internal direct sum
Gal(M/F) = 〈σ1|M〉 ⊕ 〈σ2|M〉 ' (Z/2Z)2.
Let [a]F , [b]F be elements in F×/(F×)2 which are dual to σ1|M, σ2|M respectively via the Kum-
mer theory. Explicitly we require that
σ1(
√
a) = −√a, σ1(
√
b) =
√
b;
σ2(
√
a) =
√
a, σ2(
√
b) = −√b.
Claim: {[b]F , [a]F} does not depend on the choice of ρ.
Proof of Claim: Suppose that ρ′ : Gal(L/F) → U3(F2) is another isomorphism. We define
σ′1 = ρ
′−1(E12), and σ′2 = ρ
′−1(E23). We need to show that {σ1|M, σ2|M} = {σ′1|M, σ′2|M}. We
first note that Φ is the centre of Gal(L/F).
Because σ′2|M is in Gal(M/F) = 〈σ1|M〉 ⊕ 〈σ2|M〉, we have that modulo the subgroup Φ, σ′2
is equal to one of the following elements σ1, σ2, or σ1σ2.
If σ′2 = σ1σ2 modulo Φ, then σ
′
2
2 = (σ1σ2)2 , 1, a contradiction. Similarly σ′1 cannot be
σ1σ2 modulo Φ.
Case 1: σ′2 = σ1 modulo Φ. In this case σ
′
1 cannot be σ1 modulo Φ. Otherwise it would
lead to a contradiction that 1 , [σ′1, σ
′
2] = [σ1, σ1] = 1. Hence σ
′
1 = σ2 modulo Φ.
Case 2: σ′2 = σ2 modulo Φ. In this case σ
′
1 cannot be σ2 modulo Φ. Otherwise it would
lead to a contradiction that 1 , [σ′1, σ
′
2] = [σ2, σ2] = 1. Hence σ
′
1 = σ1 modulo Φ.
In both cases we have {σ1|M, σ2|M} = {σ′1|M, σ′2|M}, as desired.
We have an exact sequence
1→ Gal(L/F(√a))→ Gal(L/F)→ Gal(F(√a)/F)→ 1.
Then Gal(L/F(
√
a) is an F2[Gal(F(
√
a)/F)]-module where the action is by conjugation. We
also have the Gal(F(
√
a)/F)-equivariant Kummer pairing
F(
√
a) ∩ (L×)2
(F(
√
a)×)2
×Gal(L/F(√a))→ F2.
As an F2-vector space Gal(L/F(
√
a)) has a basis consisting of σ2, [σ1, σ2]. Let δ be the el-
ement dual to [σ1, σ2]. Then NmF(√a)/F(δ) ≡ b mod (F(
√
a)×)2. Hence NmF(√a)/F(δ) is in
b(F×)2 ∪ ba(F×)2.
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Suppose that NmF(√a)/F(δ) = ba f 2, for some f ∈ F×. From σ1(δ)/δ = ba( f /δ)2, we see
that
σ1(
√
δ) = (±)√δ√ba f /δ.
Hence
σ21(
√
δ) = (±)σ1(
√
δ)σ1(
√
ba)( f /σ1(δ))
= (±)2√δ√ba( f /δ)√b(−√a)( f /σ1(δ))
= −√δ.
This implies that σ1 is not of order 2, a contradiction. Hence we have [NmE/F(δ)]F = [b]F . Let
W be the one dimensional F2-subspace of M×/(M×)2 generated by [δ]M. ThenW is compatible
with {[a]F , [b]F}. Also since L = M(
√
W), we see that W does not depend on the choice of
ρ. 
Lemma 2.3.4. Assume that F is a finite extension of Q2 of degree n. Let q be the highest
power of 2 such that F contains a primitive q-th root of unity. Then the number N of admissible
unordered pairs {[a]F , [b]F} is (2n+2 − 1)(2n − 1) if q , 2,(2n+1 − 1)2 if q = 2.
Proof. Let N′ be the number of ([a]F , [b]F) such that (a, b) = 0 and that dimF2〈[a]F , [b]F〉 = 2.
Then N = N′/2. On the other hand, by [MT15a, Remark 3.9], we have
N′ =
(2n+2 − 1)(2n+1 − 2) if q , 2,2(2n+1 − 1)2 if q = 2.
The result then follows. 
Lemma 2.3.5. Assume that F is a finite extension of Q2 of degree n. Let us fix an unordered
admissible pair {[a]F , [b]F}. Then the number of admissible pairs ({[a]F , [b]F},W) is 2n.
Proof. By local class field theory we have an isomorphism
F×
NmF(√a)/F(F(
√
a)×)
' Gal(F(√a)/F) = Z/2Z.
SinceG := Gal(F(
√
a)/F) is of exponent 2, we see that
F×
NmF(√a)/F(F(
√
a)×)
is also of exponent
2. Hence
(F×)2 ⊆ NmF(√a)/F(F(
√
a)×) ⊆ F×.
Since |G| = 2, we have
2 =
∣∣∣∣∣∣ F×NmF(√a)/F(F(√a)×)
∣∣∣∣∣∣ =
 F×(F×)2 : NmF(√a)/F(F(
√
a)×)
(F×)2
 .
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By [Neu99, Chapter II, §5, Corollary 5.8], one has |F×/(F×)2| = 2n+2. Hence
NmF(√a)/F(E×)
(F×)2
=
∣∣∣∣∣ F×(F×)2
∣∣∣∣∣ /2 = 2n+1.
Consider the homomorphism Nm :
F(
√
a)×
(F(
√
a)×)2
→ F
×
(F×)2
. Then im(Nm) =
NmE/F(E×)
(F×)2
.
By [Neu99, Chapter II, §5, Corollary 5.8], one has |F(√a)×/(F(√a)×)2| = 22n+2. Hence we
have
| kerNm| =
∣∣∣∣∣∣ F(
√
a)×
(F(
√
a)×)2
∣∣∣∣∣∣ /|im(Nm)| = 22n+2/2n+1 = 2n+1.
Hence
|{[δ]F(√a) : [NmF(√a)/F(δ)]F = [b]F}| = | kerNm| = 2n+1.
Therefore the number of W such that ({[b]F , [a]F},W) is admissible, is 2n+1/2 = 2n. 
We recover the following result, which was also obtained in [Yam95, Theorem 2.2] (see
also [MNQD77, Theorem 11], [MT14a, Remark 3.9]).
Corollary 2.3.6. Assume that F is a finite extension of Q2 of degree n. Let q be the highest
power of 2 such that F contains a primitive q-th root of unity. Then the number of Galois
D4-extensions of F is 2n(2n+2 − 1)(2n − 1) if q , 2,2n(2n+1 − 1)2 if q = 2.
Proof. This follows from Theorem 2.3.1, Lemma 2.3.4 and Lemma 2.3.5. 
2.3.2 The case of characteristic 2
Let F be a field of characteristic 2. We define the class of a ∈ F+ in F+/℘(F+) as [a]F .
Definition 2.3.7. An unordered pair {[b]F , [a]F}, where a and b are in F× is admissible if
dimF2(〈[a]F , [b]F〉) = 2.
Lemma 2.3.8. Assume that {[b]F , [a]F} is admissible. Let E = F(θa, θb) where θa ∈ ℘−1(a) and
θb ∈ ℘−1(b). Then there exists δ1 ∈ F(θa) such that
[TrF(θa)/F(δ1)]F = [b]F .
Furthermore for any such δ1, there exists δ2 in F(θb) such that [δ1]E = [δ2]E and
[TrF(θb)/F(δ2)]F = [a]F .
Proof. As the trace map TrF(θa)/F is surjective, there exists δ1 ∈ F(θa) such that
[TrF(θa)/F(δ1)]F = [b]F .
40 CHAPTER 2. DIHEDRAL EXTENSIONS OVER RATIONAL p-ADIC FIELDS
Now let δ1 be any element in F(θa) such that [TrF(θa)/F(δ1)]F = [b]F . We write δ1 = x + yθa,
where x, y ∈ F. Then y = b + ℘(d), for some d ∈ F. We have
δ1 + x + aθb + ab + ad2 = x + (b + ℘(d))θa + x + aθb + ab + ad2
= [bθa + aθb + ab] + [℘(d)θa + ad2]
= [(θaθb)2 − θaθb] + [(dθa)2 − dθa].
.
Set δ2 = x + aθb + ab + ad2 ∈ F(θb). Then [δ1]E = [δ2]E and [TrF(θb)/F(δ2)]F = [a]F . 
The above lemma shows that the following definition is well-defined.
Definition 2.3.9. Let P = {[b]F , [a]F} be an admissible unordered pair. Let E = F(θa, θb).
A one dimensional F2-subspace W of E/℘(E) is said to be compatible with P if W is gen-
erated by a δ ∈ F(θa) with [TrF(θa)/F(δ)]F = [b]F . In this case we say that (P,W) is admissible.
Lemma 2.3.10. Let {[a]F , [b]F} be an admissible unordered pair Let E = F(θa, θb). Let δ ∈
F(θa) with [TrF(θa)/F(δ)]F = [b]F . Then E(θδ)/F is a Galois D4-extension.
Proof. The extension E/F is Galois with Galois group generated by σa, σb, where σa and σb
are defined by the conditions:
σa(θa) = θa + 1, σa(θb) = θb,
σb(θa) = θa, σ(θb) = θb + 1,
Since TrF(θa)/F(δ) = b + ℘(d) for some d ∈ F, we have
σa(δ) = δ + b + ℘(d).
Clearly we have
σb(δ) = δ.
Then [MT14a, Proof of Proposition 4.1] shows that L = E(θδ)/F is Galois and its Galois
group is isomorphic to D4. Furthermore, we can choose an extension, still denoted σa in
Gal(L/F), of σa such that σa(θδ) = θδ + θb + d. 
Theorem 2.3.2. Let F be a field of characteristic 2. There is a natural one-one correspondence
between the set of admissible pairs ({[a]F , [b]F},W) and the set of Galois D4 extensions L/F.
Proof. Let ({[b]F , [a]F},W) be admissible. Let E = F(√a,
√
b). Let L = E(
√
W). Then L/F
is a Galois D4-extension. (See [MT14a, Subsection 4.2].)
Now let L/F be a Galois D4-extension. We identify D4 with U3(F2). Let ρ : Gal(L/F) →
U3(F2) be any isomorphism. Set σ1 = ρ−1(E12), and σ2 = ρ−1(E23). Then the commutator
subgroup Φ = [Gal(L/F),Gal(L/F)] is 〈[σ1, σ2]〉.
Let M be the fixed field of Φ. Then M/F is an 2-elementary abelian extension of F, and
Gal(M/F) is the internal direct sum
Gal(M/F) = 〈σ1|M〉 ⊕ 〈σ2|M〉 ' (Z/2Z)2.
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Let [a]F , [b]F be elements in F/℘(F)2 which are dual to σ1|M, σ2|M respectively via the Artin-
Schreier theory. Explicitly we require that
σ1(θa) = θa + 1, σ1(θb) = θb;
σ2(θa) = θa, σ2(θb) = −θb.
Claim: {[b]F , [a]F} does not depend on the choice of ρ.
Proof of Claim: Suppose that ρ′ : Gal(L/F) → U4(F2) is another isomorphism. We define
σ′1 = ρ
′−1(E12), and σ′2 = ρ
′−1(E23). We need to show that {σ1|M, σ2|M} = {σ′1|M, σ′2|M}. We
first note that Φ is the center of Gal(L/F).
Because σ′2|M is in Gal(M/F) = 〈σ1|M〉 ⊕ 〈σ2|M〉, we have that modulo the subgroup Φ, σ′2
is equal to one of the following elements σ1, σ2, or σ1σ2.
If σ′2 = σ1σ2 modulo Φ, then σ
′
2
2 = (σ1σ2)2 , 1, a contradiction. Similarly σ′1 cannot be
σ1σ2 modulo Φ.
Case 1: σ′2 = σ1 modulo Φ. In this case σ
′
1 cannot be σ1 modulo Φ. Otherwise it would
lead to a contradiction that 1 , [σ′1, σ
′
2] = [σ1, σ1] = 1. Hence σ
′
1 = σ2 modulo Φ.
Case 2: σ′2 = σ2 modulo Φ. In this case σ
′
1 cannot be σ2 modulo Φ. Otherwise it would
lead to a contradiction that 1 , [σ′1, σ
′
2] = [σ2, σ2] = 1. Hence σ
′
1 = σ1 modulo Φ.
In both cases we have {σ1|M, σ2|M} = {σ′1|M, σ′2|M}, as desired.
We have an exact sequence
1→ Gal(L/F(θa))→ Gal(L/F)→ Gal(F(θa)/F)→ 1.
ThenGal(L/F(θa) is an F2[Gal(F(θa)/F)]-module where the action is by conjugation. We also
have the Gal(F(θa)/F)-equivariant Artin-Schreier pairing
F(θa) ∩ ℘(L)
℘(F(θa))
×Gal(L/F(θa))→ F2.
As an F2-vector space Gal(L/F(θa)) has a basis consisting of σ2, [σ1, σ2]. Let δ be the
element dual to [σ1, σ2]. Then TrF(θa)/F(δ) ≡ b mod (℘(F(θa)). Hence NmF(θa)/F(δ) is in
b + ℘(F) ∪ b + a + ℘(F).
Suppose that TrF(θa)/F(δ) = b + a + ℘( f ), for some f ∈ F. Then σ1(δ) = δ + b + a + ℘( f ).
Thus
σ1(θδ) = θδ + θb + θa + f + i,
for some i ∈ {0, 1}. Hence
σ21(θδ) = σ1(θδ) + σ1(θb) + σ1(θa) + f + i
= θδ + θb + θ + a + f + iθb + θa + 1 + f + i
= θδ + 1.
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This implies that σ1 is not of order 2, a contradiction. Hence we have [TrE/F(δ)]F = [b]F . Let
W be the one dimensional F2-subspace of M×/(M×)2 generated by [δ]M. ThenW is compatible
with {[a]F , [b]F}. Also since L = M(θW), we see thatW does not depend on the choice of ρ. 
Using the correspondence in Theorem 2.3.1, we can rearrange Naito’s list of D4−extensions
in the following table.
{[a], [b]} Naito’s list of D4−extensions
{[−1], [2]} Q2(
√
1 +
√
2,
√−1) Q2(
√
3 +
√
2,
√−1)
NmQ2(
√
2)/Q2(1 +
√
2) = −1 NmQ2(√2)/Q2(3 +
√
2) = 7
{[−1], [5]} Q2(
√
2 +
√
5,
√−1) Q2(
√
2(2 +
√
5),
√−1)
NmQ2(
√
5)/Q2(2 +
√
5) = −1 NmQ2(√5)/Q2(2(2 +
√
5)) = −4
{[−1], [10]} Q2(
√
1 +
√
10,
√−1) Q2(
√
3 +
√
10,
√−1)
NmQ2(
√
10)/Q2(1 +
√
10) = −9 NmQ2(√10)/Q2(3 +
√
2) = −1
{[−2], [2]} Q2(
√√
2,
√−1) Q2(
√
3
√
2,
√−1)
NmQ2(
√
2)/Q2(
√
2) = −2 NmQ2(√2)/Q2(3
√
2) = −18
{[−5], [5]} Q2(
√
4 +
√
5,
√−1) Q2(
√
2(4 +
√
5),
√−1)
NmQ2(
√
5)/Q2(4 +
√
5) = 11 NmQ2(
√
5)/Q2(2(4 +
√
5)) = 44
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{[−2], [−10]} Q2(
√√−2(1 + √−2), √5) Q2(√√−2(1 + 3√−2)
NmQ2(
√−2)/Q2(
√−2(1 + √−2)) = 6 NmQ2(√−2)/Q2(
√−2(1 + 3√−2)) = 38
{[−10], [10]} Q2(
√√
10,
√−1) Q2(
√
3
√
10,
√−1)
NmQ2(
√
10)/Q2(
√
10) = −10 NmQ2(√10)/Q2(3
√
10) = −90
{[−5], [−10]} Q2(
√
1 +
√−10, √−5) Q2(
√
5 +
√−10, √−5)
NmQ2(
√−10)/Q2(1 +
√−10) = 11 NmQ2(√−10)/Q2(5 +
√−10) = 35
{[−2], [−5]} Q2(
√
1 +
√−2, √−5) Q2(
√
5 +
√−2, √−5)
NmQ2(
√−2)/Q2(1 +
√−2) = 3 NmQ2(√−2)/Q2(5 +
√−2) = 27
Chapter 3
U4(F2)-Extensions
In the last chapter we saw the list of all D4−extensions of rational 2-adic fields. In this chapter,
we use the technique of Minácˇ and Tân [MT15b], which is introduced in chapter 1, to write the
list of all U4(F2)−extensions of Q2.
3.1 Description of Galois U4(F2)-extensions over fields
For any field F of characteristic not 2 and for any element a ∈ F×, we denote [a]F the image
of a in F×/(F×)2. For any field L of characteristic 2 and for any element a ∈ L, we denote [a]L
the image of a in L/℘(L).
For 1 ≤ i, j ≤ n, let ei j denote the n-by-n matrix with the 1 of Fp in the position (i, j) and 0
elsewhere, and let Ei j = I + ei j where I is identity matrix of order n.
3.1.1 The case of characteristic not 2
Let F be a field of characteristic different from 2.
Definition 3.1.1. A pair ([b]F ,V), where b is in F× and V ⊆ F×/(F×)2, is admissible if
dimF2(V) = 2, dimF2(〈V, [b]F〉) = 3 and (b, v) = 0 for every [v]F ∈ V .
Lemma 3.1.2. Assume that ([b]F ,V) is admissible. Let E = F(
√
V). Then there exists δ ∈ E
such that [NmE/F(δ)]F = [b]F .
Proof. We have V = 〈[a]F , [c]F〉 for some a, c ∈ F×. Then (a, b) = (b, c) = 0. By [MT13,
Section 5], there exists δ ∈ E such that NmE/F(δ) = bd2 for some d ∈ F×. 
Definition 3.1.3. Assume that ([b]F ,V) is admissible. Let E = F(
√
V). Then a triple ([b]F ,V,W),
whereW is a free F2[Gal(E/F)]-submodule of E×/(E×)2, is admissible ifW is generated by an
element [δ]E with [NmE/F(δ)]F = [b]F .
Lemma 3.1.4. Let K be a field of characteristic p > 0. Let G be a finite p-group. Then every
non-zero left ideal in the group ring K[G] contains the element
∑
σ∈G σ.
44
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Proof. Let I be any non-zero left ideal in K[G]. Then I contains a minimal non-zero left ideal
J. As a K[G]-module, J is simple. We know that over K[G] there is up to isomorphism only
one simple module, which is K with trivial action. Let n be any element in J which generates
J as a K[G]-module. Then n is fixed under all elements of G. Hence n = a
∑
σ∈G σ, for some
a ∈ K×. This implies that ∑σ∈G σ is in J. 
Lemma 3.1.5. Let ([b]F ,V,W) be an admissible triple. Assume that V = 〈[a]F , [c]F〉. Let
E = F(
√
V). Assume that W is generated by [δ]E as a free F2[Gal(E/F)]-module with
[NmE/F(δ)]F = [b]F . Let A = NmE/F(√a)(δ) and C = NmE/F(√c)(δ). Then every generator
of W as a free F2[Gal(E/F)]-module is of the form
[δ′]E = [δAACCbb]E,
where A, C, b ∈ {0, 1}.
Furthermore for any generator [δ′]E ofW as a free F2[Gal(E/F)]-module, we have [NmE/F(δ′)]F =
[b]F . In particular, this implies that the pair (V,W) uniquely determines [b]F .
Proof. LetG = Gal(E/F). As an F2-vector space,W is generated by [δ]E, [A]E, [C]E, [b]E. Let
[δ′]E be an arbitrary generator of the free F2[G]-module. Then
[δ′]E = [δδAACCbb]E,
for some δ, A, C, b ∈ {0, 1}. Suppose that δ = 0, then we see that (∑σ∈G σ)([δ′]E) is trivial in
E×/((E×)2), a contradiction. Hence δ = 1. Furthermore, we have
[NmE/F(δ′)]F = [b]F .
This implies that [b]F is uniquely determined by V and W.
Conversely, assume that [δ′]E = [δAACCbb]E, for some A, C, b ∈ {0, 1}. Let W ′ be the
F2[G]-module generated by [δ′]E. Then we have W ′ ⊆ W. It is then enough to show that
W ′ is a free F2[G]-module. Suppose that W ′ is not free. Then there would exist a non-zero
ideal I ⊆ F2[G] such that I would annihilate δ′. By Lemma 3.1.4 any non-zero ideal of F2[G]
contains the element
∑
σ∈G σ =: N. Therefore N would annihilate [δ′]E. This contradicts the
fact that
N([δ′]E)] = [NmE/F(δ′)]E = [b]E , 1 ∈ E×/(E×)2. 
Proposition 3.1.6. Let ([b]F ,V,W) be an admissible triple. Let E = F(
√
V). Let L = E(
√
W).
Then L/F is a Galois U4(F2)-extension.
Proof. Suppose that V = 〈[a]F , [c]F〉 and that W is generated by δ with NmE/F(δ) = bd2. Let
A = NmE/F(√a)(δ) and C = NmE/F(√c)(δ). We first note that F(
√
a,
√
b,
√
c)/F is an abelian
2-elementary extension with Galois group generated by σa, σb, σc, where
σa(
√
a) = −√a, σa(
√
b) =
√
b, σa(
√
c) =
√
c;
σb(
√
a) =
√
a, σb(
√
b) = −√b, σb(
√
c) =
√
c;
σc(
√
a) =
√
a, σc(
√
b) =
√
b, σc(
√
c) = −√c.
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Clearly we have
σc(δ) = δAδ−2,
σa(δ) = δCδ−2,
σa(A) = A
bd2
A2
,
σc(C) = C
bd2
C2
,
and
C
A
=
σa(δ)
δ
δ
σc(δ)
.
Then [MT14a, Section 3] implies that L/F is a Galois U4(F2)-extension. Moreover an explicit
isomorphism ρ : Gal(L/F)→ U4(F2) is given by
σa 7→

1 1 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , σb 7→

1 0 0 0
0 1 1 0
0 0 1 0
0 0 0 1
 , σc 7→

1 0 0 0
0 1 0 0
0 0 1 1
0 0 0 1
 ,
for suitable extensions σa, σb, σc ∈ Gal(L/F) of σa, σb, σc. 
Proposition 3.1.7. There is a natural way to associate an admissible triple ([b]F ,V,W) to any
given Galois U4(F2)-extension L/F.
Proof. Assume that L/F is a Galois U4(F2)-extension. Let ρ : Gal(L/F) → U4(F2) be any
isomorphism. Set σ1 = ρ−1(E12), σ2 = ρ−1(E23), and σ3 = ρ−1(E34). Then the commutator
subgroup Φ = [Gal(L/F),Gal(L/F)] is the internal direct sum
Φ = 〈[σ1, σ2]〉 ⊕ 〈[σ2, σ3]〉 ⊕ 〈[[σ1, σ2], σ3]〉 ' (Z/2Z)3.
Let M be the fixed field of Φ. Then M/F is an abelian 2-elementary extension of F, and
Gal(M/F) is the (internal) direct sum
Gal(M/F) = 〈σ1|M〉 ⊕ 〈σ2|M〉 ⊕ 〈σ3|M〉 ' (Z/2Z)3.
Let [a]F , [b]F , [c]F be elements in F×/(F×)2 which are dual to σ1|M, σ2|M, σ3|M respectively via
Kummer theory. Explicitly we require that
σ1(
√
a) = −√a, σ1(
√
b) =
√
b, σ1(
√
c) =
√
c;
σ2(
√
a) =
√
a, σ2(
√
b) = −√b, σ2(
√
c) =
√
c;
σ3(
√
a) =
√
a, σ3(
√
b) =
√
b, σ3(
√
c) = −√c.
Let E = F(
√
a,
√
c). Then E is fixed under σ2, [σ1, σ2], [σ2, σ3] and [[σ1, σ2], σ3]. Hence
E is fixed under a subgroup H of Gal(L/F) which is generated by σ2, [σ1, σ2], [σ2, σ3] and
[[σ1, σ2], σ3]. We have [LH : F] = |Gal(L/F)|/|H| = 4, and [E : F] = 4. Therefore E = LH.
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Claim: E does not depend on the choice of ρ.
Proof of Claim: Suppose that ρ′ : Gal(L/F) → U4(F2) is another isomorphism. We define
σ′1 = ρ
′−1(E12), σ′2 = ρ
′−1(E23), and σ′3 = ρ
′−1(E34). Let H′ be the group generated by σ′2,
[σ′1, σ
′
2], [σ
′
2, σ
′
3] and [[σ
′
1, σ
′
2], σ
′
3]. We need to show that H = H
′. We first note that σ2 and
σ′2 commute with every element in Φ.
We have σ′2|M is in Gal(M/F) = 〈σ1|M〉 ⊕ 〈σ2|M〉 ⊕ 〈σ3|M〉.
Hence modulo the subgroup Φ, σ′2 is equal to one of the following element σ1, σ2, σ3,
σ1σ2, σ1σ3, σ2σ3, σ1σ2σ3.
If σ′2 = σ1, or σ1σ2, or σ1σ3, or σ1σ2σ3 modulo Φ, then
[[σ2, σ3], σ′2] = [[σ2, σ3], σ1],
which is impossible since [[σ2, σ3], σ1] is nontrivial but [[σ2, σ3], σ′2] is trivial.
If σ′2 = σ3, or σ2σ3 modulo Φ, then
[[σ1, σ2], σ′2] = [[σ1, σ2], σ3],
which is impossible since [[σ1, σ2], σ3] is nontrivial but [[σ1, σ2], σ′2] is trivial.
From the above discussion we see that σ′2 ≡ σ2 mod Φ. This implies that H′ = H. Thus E
does not depend on the choice of ρ.
We have an exact sequence
1→ Gal(L/E)→ Gal(L/F)→ Gal(E/F) = G → 1.
Then Gal(L/E) is an F2[G]-module where the action is by conjugation. We also have the
G-equivariant Kummer pairing ( [Wat94, Section 1])
E ∩ (L×)2
(E×)2
×Gal(L/E)→ F2.
As an F2-vector space,Gal(L/E) has a basis consisting ofσ2, [σ1, σ2], [σ2, σ3] and [[σ1, σ2], σ3].
Let [δ]E be an element dual to [[σ1, σ2], σ3]. Then NmE/F(δ) ≡ b mod (E×)2. Hence NmE/F(δ)
is in b(F×)2 ∪ ba(F×)2 ∪ bc(F×)2 ∪ bac(F×)2.
Let A = NmE/F(√a)(δ) and C = NmE/F(√c)(δ). Suppose that NmE/F(δ) ≡ ba mod (F×)2.
Then NmF(√a)/F(A) = ba f 2 for some f ∈ F×. From σ1(A)/A = ba( f /A)2, we see that
σ1(
√
A) = (±)√A√ba f /A.
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Hence
σ21(
√
A) = (±)σ1(
√
A)σ1(
√
ba)( f /σ1(A))
= (±)2√A√ba( f /A)√b(−√a)( f /σ1(A))
= −√A.
This implies that σ1 is not of order 2, a contradiction. Hence we have NmE/F(δ) is not in
ba(F×)2.
Similarly we can show that NmE/F(δ) is not in bc(F×)2 ∪ ba(F×)2. Therefore
NmE/F(δ) ≡ b mod (F×)2.
We set V = 〈[a]F , [c]F〉. Then V does not depend on the choice of ρ. Since
NmF(√a)/F(A) = NmE/F(δ) = b mod (F
×)2,
we have (a, b) = 0. Similarly, we have (b, c) = 0. Therefore (b, v) = 0 for every v ∈ V , and
the pair ([b]F ,V) is admissible. Let W be the F2[G]-submodule of E×/(E×)2 which is dual via
the Kummer theory to Gal(L/E). Then W does not depend on choice of ρ, and W is free and
generated by δ. Since [NmE/F(δ)]F = [b]F , we see that the triple ([b]F ,V,W) is admissible.
Since V and W determine [b]F uniquely, we see that [b]F does not depend on the choice of
ρ. 
Theorem 3.1.1. Let F be a field of characteristic not 2. There is a natural one-one correspon-
dence between the set of admissible triples ([b]F ,V,W) and the set of Galois U4(F2)-extensions
L/F.
Proof. By Proposition 3.1.6 we have a map µ from the set of admissible triples ([b]F ,V,W) to
the set of Galois U4(F2)-extensions L/F. By Proposition 3.1.7 we have a map η from the set of
Galois U4(F2)-extensions L/F to the set of admissible triples ([b]F ,V,W). We show that µ and
η are inverses of each other.
Let ([b]F ,V,W) be an admissible triple. Via the map µ we obtain a U4(F2)-extension L/F.
Explicitly, if V = 〈[a]F , [c]F〉 and E = F(√a, √c), then L = E(
√
W) and there is an isomor-
phism ρ : Gal(L/F) ' U4(F2) such that ρ−1(E12) = σa, ρ−1(E23) = σb, ρ−1(E34) = σc. (Here
σa, σb, σc are defined as in Proposition 3.1.6.) We apply the construction in Proposition 3.1.7
with this isomorphism ρ. Then we obtain back the admissible triple ([b]F ,V,W).
Now let L/F be a U4(F2)-extension. Then via the map η we obtain an admissible triple
([b]F ,V,W). Since L = F(
√
V)(W), we see that µ sends the triple ([b]F ,V,W) back to the
extension L/F. 
We apply the theorem above to count the number of Galois U4(F2)-extensions over a 2-adic
field.
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Lemma 3.1.8. Assume that F is a finite extension ofQ2 of degree n. Let q be the highest power
of 2 such that F contains a primitive q-th root of unity. Then the number N of admissible pairs
([b]F ,V) is 
4(2n+2 − 1)(2n − 1)(2n−1 − 1)
3
if q , 2,
4(2n+1 − 1)(2n − 1)2
3
if q = 2.
Proof. Let N′ be the number of ([a]F , [b]F , [c]F) such that (a, b) = (b, c) = 0 and that dimF2〈[a]F , [b]F , [c]F〉 =
3. Then N = N′/6. This is because for each given V such that ([b]F ,V) is admissible, since
there are 3 possibilities for [a]F and 2 possibilities [b]F , there are precisely 6 choices of choos-
ing ([a]F , [c]F) with V = 〈[a]F , [c]F〉. On the other hand, by [MT15a, Lemma 3.6 and Proposi-
tion 3.4], we have
N′ =
(2n+2 − 1)(2n+1 − 2)(2n+1 − 4) if q , 2,(2n+1 − 1)(2n+1 − 2)(2n+2 − 4) if q = 2.
The result then follows. 
Lemma 3.1.9. Assume that F is a finite extension of Q2 of degree n. Let us fix an admissible
pair ([b]F ,V). Then the number of admissible triples ([b]F ,V,W) is 23n−1.
Proof. Let E = F(
√
V). By local class field theory we have an isomorphism
F×
NmE/F(E×)
' Gal(E/F) = G.
Since G is of exponent 2, we see that
F×
NmE/F(E×)
is also of exponent 2. Hence
(F×)2 ⊆ NmE/F(E×) ⊆ F×.
Since |G| = 4, we have
4 =
∣∣∣∣∣∣ F×NmE/F(E×)
∣∣∣∣∣∣ =
[
F×
(F×)2
:
NmE/F(E×)
(F×)2
]
.
By [Neu99, Chapter II, §5, Corollary 5.8], one has |F×/(F×)2| = 2n+2. Hence∣∣∣∣∣NmE/F(E×)(F×)2
∣∣∣∣∣ = ∣∣∣∣∣ F×(F×)2
∣∣∣∣∣ /4 = 2n.
Consider the homomorphism Nm :
E×
(E×)2
→ F
×
(F×)2
. Then im(Nm) =
NmE/F(E×)
(F×)2
. By
[Neu99, Chapter II, §5, Corollary 5.8], one has |E×/(E×)2| = 24n+2. Hence we have
| kerNm| =
∣∣∣∣∣ E×(E×)2
∣∣∣∣∣ /|im(Nm)| = 24n+2/2n = 23n+2.
Hence
|{[δ]E : [NmE/F(δ)]F = [b]F}| = | kerNm| = 23n+2.
Therefore by Lemma 3.1.5 the number of W such that ([b]F ,V,W) is admissible, is 23n+2/8 =
23n−1. 
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We recover the following result, which was also obtained in [MT15a, Theorem 3.8].
Corollary 3.1.10. Assume that F is a finite extension of Q2 of degree n. Let q be the highest
power of 2 such that F contains a primitive q-th root of unity. Then the number of Galois
U4(F2)-extensions of F is
(2n+2 − 1)(2n − 1)(2n−1 − 1)23n+1
3
if q , 2,
(2n+1 − 1)(2n − 1)223n+1
3
if q = 2.
Proof. This follows from Theorem 3.1.1, Lemma 3.1.8 and Lemma 3.1.9. 
3.1.2 The case of characteristic 2
Let F be a field of characteristic 2.
Definition 3.1.11. A pair ([b]F ,V) where b is in F and V ⊆ F/℘(F) is admissible if dimF2(V) =
2 and dimF2(〈V, [b]F〉) = 3.
Lemma 3.1.12. Assume that ([b]F ,V) is admissible. Let E = F(℘−1(V)). Then there exists
δ ∈ E such that [TrE/F(δ)]F = [b]F .
Proof. It is clear since we know that the trace map TrE/F is surjective. 
Definition 3.1.13. Assume that ([b]F ,V) is admissible. Let E = F(℘−1(V)). Then a triple
([b]F ,V,W) where W is a free F2[Gal(E/F)]-submodule of E/℘(E), is admissible if W is gen-
erated by an element [δ]E with [TrE/F(δ)]F = [b]F .
Lemma 3.1.14. Let ([b]F ,V,W) be an admissible triple. Assume that V = 〈[a]F , [c]F〉. Let
E = F(℘−1(V)). Assume that W is generated by [δ]E as a free F2[Gal(E/F)]-module with
[TrE/F(δ)]F = [b]F . Let A = TrE/F(θa)(δ) and C = TrE/F(θc)(δ). Then every generator of W as a
free F2[Gal(E/F)]-module is of the form
[δ′]E = [δ]E + A[A]E + C[C]E + b[b]E,
where A, C, b ∈ {0, 1}.
Furthermore for any generator [δ′]E ofW as a free F2[Gal(E/F)]-module, we have [TrE/F(δ′)]F =
[b]F . In particular, this implies that the pair (V,W) determines uniquely [b]F .
Proof. LetG = Gal(E/F). As an F2-vector space,W is generated by [δ]E, [A]E, [C]E, [b]E. Let
[δ′]E be an arbitrary generator of the free F2[G]-module. Then
[δ′]E = δ[δ]E + A[A]E + C[C]E + b[b]E,
for some δ, A, C, b ∈ {0, 1}. Suppose that δ = 0, then we see that (∑σ∈G σ)([δ′]E) is trivial in
E/℘((E)), a contradiction. Hence δ = 1.
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Conversely, assume that [δ′]E = [δ]E + A[A]E + C[C]E + b[b]E, for some A, C, b ∈ {0, 1}.
Let W ′ be the F2[G]-module generated by [δ′]E. Then we have W ′ ⊆ W. It is then enough to
show thatW ′ is a free F2[G]-module. Suppose thatW ′ is not free. Then there exists a non-zero
ideal I ⊆ F2[G] such that I annihilates δ′. But it is known that any non-zero ideal of F2[G]
contains the element
∑
σ∈G σ =: N. Therefore N annihilates [δ′]E. This contradicts the fact that
N([δ′]E)] = [TrE/F(δ′)]E = [b]E , 0 ∈ E/℘(E). 
Proposition 3.1.15. Let ([b]F ,V,W) be an admissible triple. Let E = F(℘−1V). Let L =
E(℘−1W). Then L/F is a Galois U4(F2)-extension.
Proof. Suppose that V = 〈[a]F , [c]F〉 and that W is generated by δ with TrE/F(δ) = b + ℘(d),
for some d ∈ F. Let A = TrE/F(θa)(δ) and C = TrE/F(θc)(δ). We first note that F(θa, θb, θc)/F is
an abelian 2-elementary extension with Galois group generated by σa, σb, σc, where
σa(θa) = θa + 1, σa(θb) = θb, σa(θc) = θc;
σb(θa) = θa, σb(θb) = θb + 1, σb(θc) = θc;
σc(θa) = θa, σc(θb) = θb, σc(θc) = θc + 1.
Clearly we have
σc(δ) = δ + A,
σa(δ) = δ +C,
σa(A) = A + b + ℘(d),
σc(C) = C + b + ℘d.
Then [MT14a, Proof of Theorem 4.2] show that L/F is a Galois U4(Fp)-extension. Moreover
an explicit isomorphism ρ : Gal(L/F)→ U4(F2) is given by
σa 7→

1 1 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , σb 7→

1 0 0 0
0 1 1 0
0 0 1 0
0 0 0 1
 , σc 7→

1 0 0 0
0 1 0 0
0 0 1 1
0 0 0 1
 ,
for suitable extensions σa, σb, σc ∈ Gal(L/F) of σa, σb, σc. 
Proposition 3.1.16. There is a natural way to associate an admissible triple ([b]F ,V,W) to any
given Galois U4(F2)-extension L/F.
Proof. Let ρ : Gal(L/F) → U4(F2) be any isomorphism. Set σ1 = ρ−1(E12), σ2 = ρ−1(E23),
and σ3 = ρ−1(E34). Then the commutator subgroup Φ = [Gal(L/F),Gal(L/F)] is the internal
direct sum
Φ = 〈[σ1, σ2]〉 ⊕ 〈[σ2, σ3]〉 ⊕ 〈[[σ1, σ2], σ3]〉 ' (Z/2Z)3.
Let M be the fixed field of Φ. Then M/F is an abelian 2-elementary extension of F, and
Gal(M/F) is the (internal) direct sum
Gal(M/F) = 〈σ1|M〉 ⊕ 〈σ2|M〉 ⊕ 〈σ3|M〉 ' (Z/2Z)3.
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Let [a]F , [b]F , [c]F be elements in F/℘(F) which is dual to σ1|M, σ2|M, σ3|M respectively via
the Artin-Schreier theory. Explicitly we require that
σ1(θa) = θa + 1, σ1(θb) = θb, σ1(θc) = θc;
σ2(θa) = θa, σ2(θb) = θb + 1, σ2(θc) = θc;
σ3(θa) = θa, σ3(θb) = θb, σ3(θc) = θc + 1;
Let E = F(θa, θc). Then E is fixed under σ2, [σ1, σ2], [σ2, σ3] and [[σ1, σ2], σ3]. Hence
E is fixed under a subgroup H of Gal(L/F) which is generated by σ2, [σ1, σ2], [σ2, σ3] and
[[σ1, σ2], σ3]. We have [LH : F] = |Gal(L/F)|/|H| = 4, and [E : F] = 4. Therefore E = LH.
Claim: E does not depend on the choice of ρ.
Proof of Claim: Suppose that ρ′ : Gal(L/F) → U4(F2) is another isomorphism. We define
σ′1 = ρ
′−1(E12), σ′2 = ρ
′−1(E23), and σ′3 = ρ
′−1(E34). Let H′ be the group generated by σ′2,
[σ′1, σ
′
2], [σ
′
2, σ
′
3] and [[σ
′
1, σ
′
2], σ
′
3]. We need to show that H = H
′. We first note that σ2 and
σ′2 commute with every element in Φ.
We have σ′2|M is in Gal(M/F) = 〈σ1|M〉 ⊕ 〈σ2|M〉 ⊕ 〈σ3|M〉.
Hence modulo the subgroup Φ, σ′2 is equal to one of the following element σ1, σ2, σ3,
σ1σ2, σ1σ3, σ2σ3, σ1σ2σ3.
If σ′2 = σ1, or σ1σ2, or σ1σ3, or σ1σ2σ3 modulo Φ, then
[[σ2, σ3], σ′2] = [[σ2, σ3], σ1],
which is impossible since [[σ2, σ3], σ1] is non trivial but [[σ2, σ3], σ′2] is trivial.
If σ′2 = σ3, or σ2σ3 modulo Φ, then
[[σ1, σ2], σ′2] = [[σ1, σ2], σ3],
which is impossible since [[σ1, σ2], σ3] is non trivial but [[σ1, σ2], σ′2] is trivial.
From the above discussion we see that σ′2 ≡ σ2 mod Φ. This implies that [b]F does not
depend on the choice of ρ and that H′ = H. Thus E does not depend on the choice of ρ also.
We have an exact sequence
1→ Gal(L/E)→ Gal(L/F)→ Gal(E/F) = G → 1.
Then Gal(L/E) is an F2[G] module where the action is by conjugation. We also have the
G-equivariant Artin-Schreier pairing
E ∩ ℘(L)
℘(E)
×Gal(L/E)→ F2.
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As an F2-vector spaceGal(L/E) has a basis consisting ofσ2, [σ1, σ2], [σ2, σ3] and [[σ1, σ2], σ3].
Let [δ]E be an element dual to [[σ1, σ2], σ3]. Then TrE/F(δ) ≡ b mod ℘(E). Hence TrE/F(δ) is
in (b + ℘(F)) ∪ (b + a + ℘(F)) ∪ (b + c + ℘(F)) ∪ (b + a + c + ℘(F)2).
Let A = TrE/F(θa)(δ) and C = TrE/F(θc)(δ). Suppose that TrE/F(δ) ≡ b + a mod ℘(F). Then
TrF(θa)/F(A) = b + a + ℘( f ) for some f ∈ F. Hence σ1(A) = A + b + a + ℘( f ). Thus
σ1(θA) = θA + θb + θa + f + i,
for some i ∈ {0, 1}. Therefore
σ21(θA) = σ1(θA) + σ1(θb) + σ1(θa) + f + i
= θA + θb + θa + f + i + θb + θa + 1 + f + i
= θA + 1.
This implies that σ1 is not of order 2, a contradiction. Hence we have NmE/F(δ) is not in
b + a + ℘(F).
Similarly we can show that NmE/F(δ) is not in (b + c + ℘(F)) ∪ (b + a + ℘(F). Therefore
TrE/F(δ) ≡ b mod ℘(F).
We set V = 〈[a]F , [c]F〉. Then V does not depend on the choice of ρ, and the pair ([b]F ,V)
is admissible. Let W be the F2[G]-submodule of E/℘(E) which is dual via the Artin-Schreier
theory to Gal(L/E). Then W is does not depend on choice of ρ, and W is free and generated
by δ. Since [TrE/F(δ)]F = [b]F , we see that the triple ([b]F ,V,W) is admissible. Since [b]F is
uniquely determined by (V,W), we see that [b]F does not depend on the choice of ρ.

Theorem 3.1.2. Let F be a field of characteristic 2. There is a natural one-one correspondence
between the set of admissible triples ([b]F ,V,W) and the set of Galois U4(F2) extensions L/F.
Proof. By Proposition 3.1.15 we have a map µ from the set of admissible triples ([b]F ,V,W) to
the set of Galois U4(F2)-extensions L/F. By Proposition 3.1.7 we have a map η from the set of
Galois U4(F2)-extensions L/F to the set of admissible triples ([b]F ,V,W). We show that µ and
η are the inverses of each other.
Let ([b]F ,V,W) be an admissible triple. Via the map µ we obtain a U4(F2)-extension L/F.
Explicitly, if V = 〈[a]F , [c]F〉 and E = F(√a, √c), then L = E(
√
W) and there is an isomor-
phism ρ : Gal(L/F) ' U4(F2) such that ρ−1(E12) = σa, ρ−1(E23) = σb, ρ−1(E34) = σc. (Here
σa, σb, σc are defined as in Proposition 3.1.6.) We apply the construction in Proposition 3.1.16
with this isomorphism ρ. Then we obtain back the admissible triple ([b]F ,V,W).
Now let L/F be a U4(F2)-extension. Then via the map η we obtain an admissible triple
([b]F ,V,W). Since L = F(
√
V)(W), we see that µ sends the triple ([b]F ,V,W) back to the
extension L/F 
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Lemma 3.1.17. Assume that dimF2(F/℘(F)) = n < ∞. Then the number N of admissible pairs
([b]F ,V) is
4(2n − 1)(2n−1 − 1)(2n−2 − 1)
3
.
Proof. Recall that the Gaussian binomial coefficients are defined by
(
n
r
)
q
=

(qn − 1)(qn−1 − 1) · · · (qn−r+1 − 1)
(q − 1)(q2 − 1) · · · (qr − 1) if r ≤ n
0 if r > n.
Every admissible pair ([b]F ,V) can be obtained as follows. First, we choose a three dimen-
sional F2-subspace V ′ of F/℘(F). The number of choices of such V ′ is
(
n
3
)
2
. Then we choose
a two dimensional F2-subspace V of V ′. The number of choices of such V is
(
3
2
)
2
. Finally, we
choose a vector [b]F in V ′ \ V . The number of choices of such b is 8 − 4 = 4. Therefore we
have
N =
(
n
3
)
2
×
(
3
2
)
2
× 4 = 4(2
n − 1)(2n−1 − 1)(2n−2 − 1)
3
. 
Lemma 3.1.18. Assume that dimF2(F/℘(F)) = n < ∞. Let ([b]F ,V) be a fixed admissible pair.
Then n ≥ 3 and the number of admissible triples ([b]F ,V,W) is 23n−6.
Proof. Since there exists at least one admissible pair, namely ([b]F ,V), we see that n ≥ 3.
It is known that for a field L of characteristic 2, then the maximal pro-2-quotient GL(2) of
the absolute Galois group of L is free of rank dimF2(L/℘(L)). (See [Koc02, Theorem 9.1].)
Let E = F(℘−1(V)). Then GE(2) is a (closed) subgroup of index 4 in the free pro-2-group
GF(2) of rank n. Thus GE(2) is also free and of rank 4n − 3.
Consider the surjective homomorphism Tr :
E
℘(E)
→ F
℘(F)
. We have
| ker(Tr)| =
∣∣∣∣∣ E℘(E)
∣∣∣∣∣ / ∣∣∣∣∣ F℘(F)
∣∣∣∣∣ = 24n−3/2n = 23n−3.
Hence
|{[δ]E : [TrE/F(δ)]F = [b]F}| = | ker Tr| = 23n−3.
Therefore the number of W such that ([b]F ,V,W) is admissible, is 23n−3/8 = 23n−6. 
Corollary 3.1.19. Assume that dimF2(F/℘(F)) = n < ∞. Then the number of Galois U4(F2)-
extensions L/F is
(2n − 1)(2n−1 − 1)(2n−2 − 1)23n−4
3
.
In the next proposition we show in particular that for each natural number n there exists a
field satisfying the hypothesis of the above corollary.
Proposition 3.1.20. Let p a prime number. Then for each cardinal number C there exists a
field K of characteristic p such that [K : ℘(K)] = C.
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Proof. Consider any Fp-vector space V such that dimFp(V) is C. Let V∗ = Hom(G,Q/Z)
be the Pontrjagin dual of V . Then V∗ is a profinite (abelian) group. By [Wat74, Theorem
2] there exists a field F of characteristic p such that F admits a Galois extension L/F with
Gal(L/F) = V∗. By the Artin-Schreier theory we conclude that Homcont(V∗,Fp) = H1(V∗,Fp),
which is isomorphic canonically with V via Pontrjagin duality, is isomorphic to A/℘(F) ,where
A is some subgroup of F containing ℘(F). Hence the F2-dimension of A/℘(F) is C.
Now consider a maximal Galois extension K/F in the maximal p-extension F(p) of F such
that: (*) the natural map A/℘(F)→ K/℘(K) is an injection.
Claim 1: Such an extension K/F exists.
Proof: Let S be the set of all field extensions K over F in F(p) satisfying the condition (*).
Then S is not empty since it contains at least F. This set is partially ordered by set inclusion.
We shall apply apply Zorn’s lemma. We take a non-empty totally ordered subset T of S. Let
K be the union of all fields Ki in T . Clearly K/F is a field extension and K ⊆ F(p). Consider
the natural map A℘(K) → K/℘(K). Suppose that this map is not injective. Then A ∩ ℘(K)
is strictly larger than ℘(F). However A ∩ ℘(K) = ⋃Ki∈T (A ∩ ℘(Ki)). Thus there exists a field
Ki ∈ T such that A ∩ ℘(Ki) is strictly larger than ℘(F). This implies that the natural map
A/℘(F) → Ki/℘(Ki) is not injective, which contradicts to the condition that Ki satisfies (*).
Therefore the map A℘(K)→ K/℘(K) is injective and K is in T . Clearly K is greater than every
element in T . The Claim then follows from Zorn’s lemma.
Claim 2: The above injection A/℘(F)→ K/℘(K) is an isomorphism.
Proof: If the injection is not an isomorphism, then there exists an element u in K such that
u . a mod ℘(K) for every a ∈ A. We have A∩ (iu + ℘(K)) = ∅ for every i = 1, 2 . . . , p − 1. Let
T = K(θu). Then T is strictly larger than K and T ⊆ F(p). We have
A ∩ ℘(T ) = A ∩ (K ∩ ℘(T )) = A ∩ [
p−1⋃
i=0
(iu + ℘(K))] = A ∩ ℘(K) = ℘(F).
We consider the natural map η : A/℘(F) → T/℘(T ). Then ker(η) = A ∩ ℘(T )
℘(F)
= 0. Thus η
is injective. This contradicts the maximality of K. 
3.2 The case F = Q2
In this section we consider some fixed algebraic separable closure of Q2 and all following Ga-
lois extensions live inside this separable closure.
There are exactly 16 U4(F2)-extensions of Q2 [MT14a, Theorem 3.7]. By [MT15b],
Q2
(√
a,
√
b,
√
c,
√
A,
√
C,
√
δ
)
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is a U4(F2)−extension of Q2 with a, b and c in the field Q2 such that (a, b) = (b, c) = 0 (norm
residue symbol, Section 1.4), also α ∈ Q2(√a) and γ ∈ Q2(√c) such that
NmQ2(√a)/Q2(α) = b = NmQ2(√c)/Q2(γ).
In addition A,C and δ are as follows. By section 1.7, assume e = α
α+γ
and B = γ/α, so we
have
A = Nmσc(e) =
α2γ
(α + γ)(αγ + b)
,
C = Nmσa(eB) =
αγ2
(α + γ)(αγ + b)
,
and
δ = α + β.
Lemma 3.2.1. There is an f ∈ Q2 such that
A = Nσc(e) = fα
and
C = Nσa(eB) = fγ.
In particular,
f =
αγ
(α + γ)(αγ + b)
∈ Q2
Proof: Since α, γ , 0, we have
f =
αγ
(α + γ)(αγ + b)
=
1
(α/γ + 1)(γ + b/α)
=
1
α + α¯ + γ + γ¯
∈ Q2.
Also, because all elements of Q2 are square in Q2
(√
a,
√
b,
√
c
)
, we have
Q2
(√
a,
√
b,
√
c,
√
A,
√
C,
√
δ
)
= Q2
(√
a,
√
b,
√
c,
√
α,
√
γ,
√
α + γ
)
 
By lemma 2.2.1 (or similarly [Lam05, Corollary 2.24]), {−1, 2, 5} is an F2−basis ofQ×2 /Q×22 ,
so
Q×2 /Q
×2
2 = {1,−1, 2, 5,−2,−5, 10,−10}.
The unique quaternion division algebra corresponds to (−1,−1) = (2, 5) = 1 (see lemma 2.2.1),
so the rest of the following possibilities correspond to (Z/2Z)3−extensions of Q2.
A1 = {(2,−1) = (−1, 5) = 0, (2,−1) = (−1, 10) = 0, (5,−1) = (−1, 10) = 0}
A2 = {(2,−2) = (−2,−10) = 0, (2,−2) = (−2,−5) = 0, (−10,−2) = (−2,−5) = 0}
A3 = {(5,−5) = (−5,−10) = 0, (5,−5) = (−5,−2) = 0, (−10,−5) = (−5,−2) = 0}
A4 = {(−2,−10) = (−10, 10) = 0, (−2,−10) = (−10,−5) = 0, (10,−10) = (−10,−5) = 0}
Since each set Ai for i = 1, 2, 3, 4 generates the same (Z/2Z)3−extensions of Q2, by The-
orem 3.1.1, they generate the same U4(F2)−extensions. Hence, there are four cases for b;
b = −1,−2,−5 and −10.
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3.2.1 b = −1
For b = −1, a and c can be as follows: (a = 2, c = 10), (a = 2, c = 5) or (a = 10, c = 5).
These three possibilities for a and c generate the same U4(F2)-extensions of Q2. Assume
(a = 2, b = −1, c = 10).
Let 1 = 1 +
√
2, 2 = 3 +
√
2, 3 = 1 +
√
10 and 4 = 3 +
√
10. We have:
NmQ2(
√
2)/Q2(1) = −1
NmQ2(
√
2)/Q2(2) = 7 = (−7)(−1)
NmQ2(
√
10)/Q2(3) = −9 = (9)(−1)
NmQ2(
√
10)/Q2(4) = −1.
Note: −7 and 9 are squares in Q2. Set
α = 1 +
√
2, α′ =
3 +
√
2√−7 ;
γ = 3 +
√
10, γ′ =
1 +
√
10
3
;
where
√−7 = 1 + 22 + 24 + 25 + · · · ∈ Q2. We define
δ1 := α + γ; δ2 := α + γ′; δ3 := α′ + γ; δ4 := α′ + γ′;
and
M1 := Q2(
√
2,
√−1, √10, √α, √γ, √δ1),
M2 := Q2(
√
2,
√−1, √10, √α, √γ′, √δ2),
M3 := Q2(
√
2,
√−1, √10, √α′, √γ, √δ3),
M4 := Q2(
√
2,
√−1, √10, √α′, √γ′, √δ4).
Q2(
√−1)
3+
√
2√−7
1+
√
10
31 +
√
2 3 +
√
10
M1 M2 M3 M4
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Distinction of M1,M2,M3 and M4
Notation: Denote by [a], the square class of a in Q×2 /Q
×2
2 and by [a]F , the square class of a in
F×/F×2 (unless specified).
We have the following diagram for each Mi:
Q2
Q2(
√
a) Q2(
√
c)
Ei = Q2(
√
a,
√
c)
Nm Nm
Nm Nm
[b]
[α] [γ]
[w]
Nm Nm
Nm Nm
for some w ∈ Wi with Wi = 〈[δi], [αi], [γi], [b]〉 is a F2(Gal(Ei/Q2))−module in E×i /E×2i . By
[MT15b], we have Mi = Ei(
√
Wi). Also by Kummer theory and Theorem 3.1.1, we have
M×2i ∩ Ei = Wi; therefore
Mi = M j ⇒ Wi = W j.
Now if Wi = W j then we can write δi as follows:
δi = δ
1
j α
2
j γ
3
j b
4e2
where 1, · · · 4 ∈ {0, 1} and e ∈ E×.
The strategy to show Mi , M j for i , j is to assume Wi = W j and to find a contradiction
using norm of the last equality.
Claim: M1 , M2
For M1, we have b = −1, α1 = 1 +
√
2, γ1 = (1 +
√
10)/3 and δ1 = (4 + 3
√
2 +
√
10)/3,
therefore
W1 = 〈[δ1], [1 +
√
2], [(1 +
√
10)/3], [−1]〉.
For M2, we have b = −1, α2 = 1 +
√
2, γ2 = 3 +
√
10 and δ2 = 4 +
√
2 +
√
10, therefore
W2 = 〈[δ2], [1 +
√
2], [3 +
√
10], [−1]〉.
We assume W1 = W2, then we can write δ1 = δ
1
2 α
2
2 γ
3
2 b
4e2 for some 1, · · · 4 ∈ {0, 1} and
e ∈ E×. Therefore
NmE/Q2(
√
2)(δ1) = NmE/Q2(
√
2)(δ2)
1NmE/Q2(
√
2)(α2)
2NmE/Q2(
√
2)(γ2)
3NmE/Q2(
√
2)(b)
4NmE/Q2(
√
2)(e
2)
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On the other hand, we have NmE/Q2(
√
2)(δ1) = 8/3(1 +
√
2) and NmE/Q2(
√
2)(δ2) = 8(1 +
√
2),
also NmE/Q2(
√
2)(α2) = (1 +
√
2)2, NmE/Q2(
√
2)(γ2) = −1 and NmE/Q2(√2)(b) = b2. Therefore
8/3(1 +
√
2)
(8(1 +
√
2))1(−1)3 ∈ Q2(
√
2)×2.
For 1 = 0 from the last equation, we have ±1/3(1+
√
2) ∈ Q2(
√
2)×2, but this is a contradiction.
Also, for 1 = 1 from the last equation, we have ±1/3 ∈ Q2(
√
2)×2, but this is a contradiction
too. Hence W1 , W2, and we conclude M1 , M2.
Claim: M2 , M3
W2 is as above. For M3, we have b = −1, α3 = (3 +
√
2)/
√−7, γ3 = (1 +
√
10)/3 and
δ3 = 3(3 +
√
2) +
√−7(1 + √10), therefore
W1 = 〈[δ1], [(3 +
√
2)/
√−7], [(1 + √10)/3], [−1]〉.
If we assume W2 = W3 then we can write δ2 = δ
1
3 α
2
3 γ
3
3 b
4e2 for some 1, · · · 4 ∈ {0, 1} and e ∈
E×. Now take norms, NmE/Q2(
√
10)(δ2) = 8(3+
√
10) and NmE/Q2(
√
10)(δ3) =
18
√−7−14
−21
1+
√
10
3 , also
NmE/Q2(
√
10)(α3) = −1, NmE/Q2(√10)(γ3) = (1 +
√
10)2/9 and NmE/Q2(
√
10)(b) = b
2. Therefore
8(3 +
√
10)(
18
√−7−14
−21 · 1+
√
10
3
)1
(−1)2
∈ Q2(
√
10)×2.
For 1 = 0 from the last equation, we have ±8(3+
√
10) ∈ Q2(
√
10)×2, but this is a contradiction.
Also, for 1 = 1 from the last equation, we have
± 1
8(3 +
√
10)
· 18
√−7 − 14
−21 ·
1 +
√
10
3
∈ Q2(
√
10)×2.
On the other hand, because
NQ2(
√
10)/Q2
( 1 + √10
3(3 +
√
10)
)
= 1,
we know that
1 +
√
10
3(3 +
√
10)
= f · k2 for some f ∈ Q2 and k ∈ Q2(
√
10).
Let us find f and k as above. Set
t :=
1 +
√
10
3(3 +
√
10)
and l := t + 1 =
10 + 4
√
10
3(3 +
√
10)
.
Therefore σ(l) = lσ(t) for some 1 , σ ∈ Gal(Q2(
√
10)/Q2). So we have σ(l)/l = σ(t) and
l/σ(l) = l, therefore
1 +
√
10
3(3 +
√
10)
= t =
l2
Nm(l)
=
( 10 + 4√10
3(3 +
√
10)
)2
· 9
60
.
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Therefore,
±18
√−7 − 14
8(−21) ·
9
60
= ±9
√−7 − 7
5
·
(
1
4
√−7
)2
∈ Q2(
√
10)×2,
but with the choice of
√−7 = 1 + 22 + 24 + 25 · · · , we have 9
√−7−7
5 = 1 + 2 + 2
3 + 25 + · · · <
(±1)Q2(
√
10)×2, and this is a contradiction too. Hence W2 , W3, and we conclude M2 , M3.
Claim: M3 , M4
W3 is as above. For M4, we have b = −1, α4 = (3 +
√
2)/
√−7, γ4 = 3 +
√
10 and
δ4 = 3 +
√
2 +
√−7(1 + √10), therefore
W4 = 〈[δ4], [(3 +
√
2)/
√−7], [3 + √10], [−1]〉.
we assume W3 = W4, then we can write δ3 = δ
1
4 α
2
4 γ
3
4 b
4e2 for some 1, · · · 4 ∈ {0, 1} and e ∈
E×. Now take norms, NmE/Q2(
√
10)(δ3) =
18
√−7−14
−21
1+
√
10
3 and NmE/Q2(
√
10)(δ4) =
6+6
√−7√−7 (3+
√
10),
also NmE/Q2(
√
10)(α3) = −1, NmE/Q2(√10)(γ3) = (3 +
√
10)2 and NmE/Q2(
√
10)(b) = b
2. Therefore
18
√−7−14
−21 · 1+
√
10
3(
6+6
√−7√−7 (3 +
√
10)
)1
(−1)3
∈ Q2(
√
10)×2.
For 1 = 0, from the last equation, we have ±18
√−7−14
−21 · 1+
√
10
3 ∈ Q2(
√
10)×2, but this is a
contradiction. Also, for 1 = 1, from the last equation, we have
±
√−7
6 + 6
√−7 ·
18
√−7 − 14
−21 ·
1 +
√
10
3(3 +
√
10)
∈ Q2(
√
10)×2.
Therefore,
±
√−7
6 + 6
√−7 ·
18
√−7 − 14
−21 ·
9
60
∈ Q2(
√
10)×2,
so,
1
3
(−7 + √−7) ∈ Q2(
√
10)×2,
but 1/3(−7+ √−7) = 2+ 23 + 24 + · · · < (±1)Q2(
√
10)×2 and this is a contradiction too. Hence
W3 , W4, and we conclude M3 , M4.
Claim: M1 , M3
Assume W1 = W3 then we can write δ1 = δ
1
3 α
2
3 γ
3
3 b
4e2 for some 1, · · · 4 ∈ {0, 1} and
e ∈ E×. Now take norms, NmE/Q2(√2)(δ1) = 8/3(1+
√
2) and NmE/Q2(
√
2)(δ3) =
−14+18√−7
−21 · 3+
√
2√−7 ,
also NmE/Q2(
√
2)(α3) = −1, NmE/Q2(√2)(γ3) = (1 +
√
10)2/9 and NmE/Q2(
√
2)(b) = b
2.
Since
NmE/Q2(
√
2)
 3 + √2√−7(1 + √2)
 = 1,
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we have
3 +
√
2√−7(1 + √2) = f · k
2 for some f ∈ Q2 and k ∈ Q2(
√
2).
Let us find f and k as above. Set
t :=
3 +
√
2√−7(1 + √2) and l := t + 1 =
3 +
√−7 + (1 + √−7)√2√−7(1 + √2) .
Therefore σ(l) = lσ(t) for some 1 , σ ∈ Gal(Q2(
√
2)/Q2). So we have σ(l)/l = σ(t) and
l/σ(l) = l, therefore
3 +
√
2√−7(1 + √2) = t =
l2
Nm(l)
=
3 + √−7 + (1 + √−7)√2√−7(1 + √2)
2 · 7
14 + 2
√−7 .
Therefore
(−1/21)(−14 + 18√−7)(1/√−7)(3 + √2)
(8/3(1 +
√
2))1(−1)3 ∈ Q2(
√
2)×2.
For 1 = 0, from the last equation, we have ±−14+18
√−7
−21 · 3+
√
2√−7 ∈ Q2(
√
2)×2, but this is a contra-
diction. Also, for 1 = 1, from the last equation, we have
±−14 + 18
√−7
−21 ·
3 +
√
2√−7
3
8(1 +
√
2)
∈ Q2(
√
2)×2.
Therefore,
±√−7 − 2 ∈ Q2(
√
2)×2.
but
√−7−2 = 1+2+24 + · · · < (±1)Q2(
√
2)×2 and this is a contradiction too. HenceW1 , W3,
and we conclude M1 , M3.
Claim: M1 , M4
Assume W1 = W4 then we can write δ1 = δ
1
4 α
2
4 γ
3
4 b
4e2 for some 1, · · · 4 ∈ {0, 1} and e ∈
E×. Now take norms, NmE/Q2(
√
10)(δ1) = 8/9(1+
√
10) and NmE/Q2(
√
10)(δ4) =
6+6
√−7√−7 ·(3+
√
10),
also NmE/Q2(
√
10)(α4) = −1, NmE/Q2(√10)(γ4) = (3 +
√
10)2 and NmE/Q2(
√
2)(b) = b
2.
Therefore
8/9(1 +
√
10)(
(1/
√−7)(6 + 6√−7)(3 + √10)
)1
(−1)2
∈ Q2(
√
10)×2.
For 1 = 0, from the last equation, we have ±8/9(1 +
√
10) ∈ Q2(
√
10)×2, but this is a contra-
diction. Also, for 1 = 1, from the last equation and
1 +
√
10
3(3 +
√
10)
=
( 10 + 4√10
3(3 +
√
10)
)2
· 9
60
.
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we have
±6 + 6
√−7√−7 · (3 +
√
10) · 9
8(1 +
√
10)
∈ Q2(
√
10)×2.
Therefore,
±3/2(√−7 − 7) ∈ Q2(
√
10)×2.
but 3/2(
√−7 − 7) = 1 + 22 + 28 + · · · < (±1)Q2(
√
10)×2 and this is a contradiction too. Hence
W1 , W4, and we conclude M1 , M4.
Claim: M2 , M4
Assume W2 = W4 then we can write δ2 = δ
1
4 α
2
4 γ
3
4 b
4e2 for some 1, · · · 4 ∈ {0, 1} and
e ∈ E×. Now take norm, NmE/Q2(√2)(δ2) = 8(1 +
√
2) and NmE/Q2(
√
2)(δ4) =
6+6
√−7√−7 · 3+
√
2√−7 , also
NmE/Q2(
√
2)(α4) = (3 +
√
2)2, NmE/Q2(
√
2)(γ4) = −1 and NmE/Q2(√2)(b) = b2.
Therefore
8(1 +
√
2)(
(−1/7)(6 + 6√−7)(3 + √2)
)1
(−1)3
∈ Q2(
√
2)×2
For 1 = 0, from the last equation, we have ±8(1+
√
2) ∈ Q2(
√
2)×2, but this is a contradiction.
Also, for 1 = 1, from the last equation and
3 +
√
2√−7(1 + √2) =
3 + √−7 + (1 + √−7)√2√−7(1 + √2)
2 · 7
14 + 2
√−7
we have
± (6 + 6
√−7)(3 + √2)
−7 ·
1
8(1 +
√
2)
∈ Q2(
√
2)×2.
Therefore,
±3 ∈ Q2(
√
2)×2.
and this is a contradiction too. Hence W2 , W4, and we conclude M2 , M4.
3.2.2 b = −5
For b = −5, a and c can be 2 and −10 respectively. Assume 1 = 1 +
√−2, 2 = −1 +
√−2,
3 = −1 +
√−10 and 4 = 5 +
√−10, we have
NmQ2(
√
2)/Q2(1) = 3
NmQ2(
√
2)/Q2(2) = 3,
NmQ2(
√−10)/Q2(3) = 11
NmQ2(
√−10)/Q2(4) = 35
Note: −5/3 = 1+O(23) ≡ 1 (mod 8), −5/11 = 1+O(24) ≡ 1 (mod 8) and −5/35 = 1+O(23) ≡ 1
(mod 8), so 3, 11 and 35 are in the same square class as −5.
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Set
α =
√
−5
3
(1 +
√−2), α′ =
√
−5
3
(−1 + √−2);
γ =
√
−5
11
(−1 + √−10), γ′ =
√
−5
35
(5 +
√−10);
where √
−5/3 = 1 + 2 + 24 + 25 + 26 + 27 + 29 + · · · ∈ Q2,√
−5/11 = 1 + 23 + 26 + 27 + 210 + 212 + · · · ∈ Q2
and √
−5/35 = 1 + 2 + 25 + 26 + 29 + 212 + · · · ∈ Q2.
We define
δ1 := α + γ; δ2 := α + γ′; δ3 := α′ + γ; δ4 := α′ + γ′;
and
M1 := Q2(
√−2, √−5, √−10, √α, √γ, √δ1),
M2 := Q2(
√−2, √−5, √−10, √α, √γ′, √δ2),
M3 := Q2(
√−2, √−5, √−10, √α′, √γ, √δ3),
M4 := Q2(
√−2, √−5, √−10, √α′, √γ′, √δ4).
Q(
√−5)
√
−5
3 (−1 +
√−2)
√
−5
11 (−1 +
√−10)
√
−5
3 (1 +
√−2)
√
−5
35 (5 +
√−10)
M5 M6 M7 M8
Distinction of M5,M6,M7 and M8
Claim: M5 , M6
For M5, we have
b = −5, α5 =
√
−5/3(1 + √−2), γ5 =
√
−5/11(−1 + √−10)
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and
δ5 =
√
−5/3(1 + √−2) +
√
−5/11(−1 + √−10),
therefore
W5 = 〈[δ5], [
√
−5/3(1 + √−2)], [
√
−5/11(−1 + √−10)], [−5]〉.
For M6, we have
b = −5, α6 =
√
−5/3(1 + √−2), γ6 =
√
−5/35(5 + √−10)
and
δ6 =
√
−5/3(1 + √−2) +
√
−5/35(5 + √−10),
therefore
W6 = 〈[δ6], [
√
−5/3(1 + √−2)], [
√
−5/35(5 + √−10)], [−5]〉.
Assume W5 = W6, we can write
δ5 = δ
1
6 α
2
6 γ
3
6 b
4e2 (3.1)
for some 1, · · · 4 ∈ {0, 1} and e ∈ E× where E = Q2(
√−2, √−10). Let
f5 = 2(
√
−5/3 −
√
−5/11) ∈ Q2
and
f6 = 2(
√
−5/3 + 5
√
−5/35) ∈ Q2.
Now we take the norm of both sides. So, we have
NmE/Q2(
√−2)(δ5) = f5α5
and
NmE/Q2(
√−2)(δ6) = f6α6.
Also we have
NmE/Q2(
√−2)(α6) = α
2
6,NmE/Q2(
√−2)(γ6) = −5 and NmE/Q2(√−2)(b) = b2.
Therefore from (3.1) we have
f5α5
( f6α6)1(−5)3 ∈ Q2(
√−2)×2. (3.2)
But for 1 = 0,
f5α5
(−5)3 < Q2(
√−2)×2
because
NmQ2(
√−2)/Q2
(
f5α5
(−5)3
)
=
1
252
f 25 (−5) < Q×22 ∪ (−2)Q×22 .
For 1 = 1, from (3.2), we have
f5α5
f6α6(−5)3 ∈ Q2(
√−2)×2.
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Using the fact that α5 = α6 and by multiplying 1 to above, we need to check whether
(−5)3 f5 f6 is square in Q2(
√−2). By fixed choice of√
−5/3 = 1 + 2 + 24 + 25 + 26 + 27 + 29 + · · · ∈ Q2,√
−5/11 = 1 + 23 + 26 + 27 + 210 + 212 + · · · ∈ Q2
and √
−5/35 = 1 + 2 + 25 + 26 + 29 + 212 + · · · ∈ Q2,
we have
f5 f6 = 24(1 + 22 + 26 + 28 + 29 + · · · ) < Q×22
and
(−2) f5 f6 = 24(2 + 22 + 24 + 25 + 26 + 28 + · · · ) < Q×22 ,
as well as
(−5) f5 f6 = 24(1 + 2 + 22 + 25 + 27 + 28 + · · · ) < Q×22
and
(−2)(−5) f5 f6 = 24(2 + 24 + 25 + 27 + 211 + · · · ) < Q×22 .
So this is a contradiction. Hence W5 , W6, and we conclude M5 , M6.
Claim: M7 , M8
For M7, we have
b = −5, α7 =
√
−5/3(−1 + √−2), γ7 =
√
−5/11(−1 + √−10)
and
δ7 =
√
−5/3(−1 + √−2) +
√
−5/11(−1 + √−10),
therefore
W7 = 〈[δ7], [
√
−5/3(−1 + √−2)], [
√
−5/11(−1 + √−10)], [−5]〉.
For M8, we have
b = −5, α8 =
√
−5/3(−1 + √−2), γ8 =
√
−5/35(5 + √−10)
and
δ8 =
√
−5/3(−1 + √−2) +
√
−5/35(5 + √−10),
therefore
W8 = 〈[δ8], [
√
−5/3(−1 + √−2)], [
√
−5/35(5 + √−10)], [−5]〉.
Assume W7 = W8, we can write
δ7 = δ
1
8 α
2
8 γ
3
8 b
4e2 (3.3)
for some 1, · · · 4 ∈ {0, 1} and e ∈ E×. Let
f7 = 2(−
√
−5/3 −
√
−5/11) ∈ Q2
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and
f8 = 2(−
√
−5/3 + 5
√
−5/35) ∈ Q2.
Now we take the norm of both sides. So, we have
NmE/Q2(
√−2)(δ7) = f7α7
and
NmE/Q2(
√−2)(δ8) = f8α8.
Also we have
NmE/Q2(
√−2)(α8) = α
2
8,NmE/Q2(
√−2)(γ8) = −5 and NmE/Q2(√−2)(b) = b2.
Therefore from (3.3) we have
f7α7
( f8α8)1(−5)3 ∈ Q2(
√−2)×2. (3.4)
But for 1 = 0,
f7α7
(−5)3 < Q2(
√−2)×2
because
NmQ2(
√−2)/Q2
(
f7α7
(−5)3
)
=
1
253
f 27 (−5) < Q×22 ∪ (−2)Q×22 .
For 1 = 1, from (3.4), we have
f7α7
f8α8(−5)3 ∈ Q2(
√−2)×2.
Using the fact that α7 = α8, we have
f7
f8(−5)3 ∈ Q2(
√−2)×2.
So, we need to check whether (−5)3 f7 f8 is square in Q2(
√−2)×. By fixed choice of √−5/3,√−5/11 and √−5/35 we have
f7 f8 = 26(1 + 2 + 22 + 23 + 25 + 211 + · · · ) < Q×22
and
(−5) f7 f8 = 26(1 + 22 + 24 + 28 + 29 + 210 + · · · ) < Q×22 ,
as well as
(−2) f7 f8 = 26(2 + 25 + 27 + 28 + 29 + 210 + · · · ) < Q×22
and
(−2)(−5) f7 f8 = 26(2 + 22 + 24 + 26 + 27 + 28 + · · · ) < Q×22 .
So this is a contradiction. Hence W7 , W8, and we conclude M7 , M8.
3.2. THE CASE F = Q2 67
Claim: M6 , M7
Assume W6 = W7, we can write
δ6 = δ
1
7 α
2
7 γ
3
7 b
4e2 (3.5)
for some 1, · · · 4 ∈ {0, 1} and e ∈ E×. we have
f6 = 2(
√
−5/3 + 5
√
−5/35) ∈ Q2.
and
f7 = 2(−
√
−5/3 −
√
−5/11) ∈ Q2
Now we take the norm of both sides. So, we have
NmE/Q2(
√−10)(δ6) = f6γ6
and
NmE/Q2(
√−10)(δ7) = f7γ7.
Also we have
NmE/Q2(
√−10)(α7) = −5,NmE/Q2(√−10)(γ7) = γ7 and NmE/Q2(√−10)(b) = b2.
Therefore from (3.5) we have
f6γ6
( f7γ7)1(−5)2 ∈ Q2(
√−10)×2. (3.6)
But for 1 = 0,
f6γ6
(−5)2 < Q2(
√−10)×2
because
NmQ2(
√−10)/Q2
(
f6γ6
(−5)2
)
=
1
252
f 26 (−5) < Q×22 ∪ (−10)Q×22 .
For 1 = 1, from (3.6), we have
f6γ6
f7γ7(−5)2 ∈ Q2(
√−10)×2.
Now we need to find a relation between γ6 and γ7 modulo squares in Q2(
√−10). Since
NmE/Q2(
√−10)(
γ6
γ7
) = 1,
we can follow the same method we used in section 3.2.1. So take
t =
γ6
γ7
and l = t + 1 =
γ6 + γ7
γ7
.
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Therefore
γ6
γ7
= t =
l2
Nm(l)
=
(
γ6 + γ7
γ7
)2
(2 + 2
√
−5/11
√
−5/35). (3.7)
So, we have
(2 + 2
√−5/11√−5/35) f6
f7(−5)2 ∈ Q2(
√−10)×2.
So, we need to check whether (2 + 2
√−5/11√−5/35)(−5)2 f6 f7 is square in Q2(
√−10)×. By
fixed choice of
√−5/3, √−5/11 and √−5/35 we have
(2 + 2
√
−5/11
√
−5/35) f6 f7 = 28(1 + 2 + 22 + 23 + 25 + 26 + · · · ) < Q×22
and
(2 + 2
√
−5/11
√
−5/35)(−5) f6 f7 = 28(1 + 22 + 24 + 26 + 27 + 210 + · · · ) < Q×22 ,
as well as
(−10)(2 + 2
√
−5/11
√
−5/35) f6 f7 = 28(2 + 23 + 25 + 27 + 28 + 211 + · · · ) < Q×22
and
(−10)(2 + 2
√
−5/11
√
−5/35)(−5) f6 f7 = 28(2 + 22 + 23 + 25 + 27 + 28 + 29 + · · · ) < Q×22 .
So this is a contradiction. Hence W6 , W7, and we conclude M6 , M7.
Claim: M5 , M7
Assume W5 = W7, we can write
δ5 = δ
1
7 α
2
7 γ
3
7 b
4e2 (3.8)
for some 1, · · · 4 ∈ {0, 1} and e ∈ E×. Let
f5 = 2(
√
−5/3 −
√
−5/11) ∈ Q2
and
f7 = 2(−
√
−5/3 −
√
−5/11) ∈ Q2
Now we take the norm of both sides. So, we have
NmE/Q2(
√−2)(δ5) = f5α5
and
NmE/Q2(
√−2)(δ7) = f7α7.
Also we have
NmE/Q2(
√−2)(α7) = α
2
7,NmE/Q2(
√−2)(γ7) = −5 and NmE/Q2(√−2)(b) = b2.
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Therefore from (3.8) we have
f5α5
( f7α7)1(−5)3 ∈ Q2(
√−2)×2. (3.9)
But for 1 = 0,
f5α5
(−5)3 < Q2(
√−2)×2
because
NmQ2(
√−2)/Q2
(
f5α5
(−5)3
)
=
1
253
f 25 (−5) < Q×22 ∪ (−2)Q×22 .
For 1 = 1, from (3.9), we have
f5α5
f7α7(−5)2 ∈ Q2(
√−2)×2.
Now we need to find a relation between α5 and α7 module squares in Q2(
√−2). Since
NmE/Q2(
√−2)(
α5
α7
) = 1,
we can follow the same method we used in section 3.2.1. So take
t =
α5
α7
and l = t + 1 =
α5 + α7
α7
.
Therefore
α5
α7
= t =
l2
Nm(l)
=
(
α5 + α7
2α7
)2 3
2
. (3.10)
So, we need to check whether 3/2(−5)3 f5 f7 is square in Q2(
√−2). By fixed choice of√−5/3, √−5/11 and √−5/35 we have
(
3
2
) f5 f7 = 24(1 + 2 + 22 + 23 + 25 + 29 + · · · ) < Q×22
and
(
3
2
)(−5) f5 f7 = 24(1 + 2 + 22 + 25 + 27 + 28 + · · · ) < Q×22 ,
as well as
(−2)(3
2
) f5 f7 = 24(2 + 22 + 24 + 25 + 26 + 28 + · · · ) < Q×22
and
(−2)(3
2
)(−5) f5 f7 = 24(2 + 24 + 25 + 27 + 211 + 213 + · · · ) < Q×22
So this is a contradiction. Hence W5 , W7, and we conclude M5 , M7.
Claim: M5 , M8
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Assume W5 = W8, we can write
δ5 = δ
1
8 α
2
8 γ
3
8 b
4e2 (3.11)
for some 1, · · · 4 ∈ {0, 1} and e ∈ E×. Let
f5 = 2(
√
−5/3 −
√
−5/11) ∈ Q2
and
f8 = 2(−
√
−5/3 + 5
√
−5/35) ∈ Q2.
Now we take the norm of both sides. So, we have
NmE/Q2(
√−10)(δ5) = f5γ5
and
NmE/Q2(
√−10)(δ8) = f8γ8.
Also we have
NmE/Q2(
√−10)(α8) = −5,NmE/Q2(√−10)(γ8) = γ28 and NmE/Q2(√−10)(b) = b2.
Therefore from (3.11) we have
f5γ5
( f8γ8)1(−5)2 ∈ Q2(
√−10)×2. (3.12)
But for 1 = 0,
f5γ5
(−5)2 < Q2(
√−10)×2
because
NmQ2(
√−10)/Q2(
f5γ5
(−5)2 ) =
1
252
f 25 (−5) < Q×22 ∪ (−10)Q×22 .
For 1 = 1, from (3.12) we have
f5γ5
f8γ8(−5)2 ∈ Q2(
√−10)×2.
Using the fact that γ5 = γ7, by (3.7) we have
γ5
γ8
=
(
γ5 + γ8
γ8
)2 1
2 + 2
√−5/11√−5/35 .
So, we need to check whether (2 + 2
√−5/11√−5/35)(−5)2 f5 f8 is square in Q2(
√−10)×. By
fixed choice of
√−5/3, √−5/11 and √−5/35 we have
(2 + 2
√
−5/11
√
−5/35) f5 f8 = 28(1 + 22 + 25 + 28 + 210 + · · · ) < Q×22
and
(2 + 2
√
−5/11
√
−5/35)(−5) f5 f8 = 28(1 + 2 + 22 + 26 + 29 + 210 + · · · ) < Q×22 ,
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as well as
(−10)(2 + 2
√
−5/11
√
−5/35) f5 f8 = 28(2 + 22 + 23 + 27 + 210 + · · · ) < Q×22
and
(−10)(2 + 2
√
−5/11
√
−5/35)(−5) f5 f8 = 28(2 + 23 + 24 + 25 + 28 + · · · ) < Q×22
So this is a contradiction. Hence W5 , W8, and we conclude M5 , M8.
Claim: M6 , M8
Assume W6 = W8, we can write
δ6 = δ
1
8 α
2
8 γ
3
8 b
4e2 (3.13)
for some 1, · · · 4 ∈ {0, 1} and e ∈ E×. We have
f6 = 2(
√
−5/3 + 5
√
−5/35) ∈ Q2.
and
f8 = 2(−
√
−5/3 + 5
√
−5/35) ∈ Q2.
Now we take the norm of both sides. So, we have
NmE/Q2(
√−2)(δ6) = f6α6
and
NmE/Q2(
√−2)(δ8) = f8α8.
Also we have
NmE/Q2(
√−2)(α8) = α
2
8,NmE/Q2(
√−2)(γ8) = −5 and NmE/Q2(√−2)(b) = b2.
Therefore from (3.13) we have
f6α6
( f8α8)1(−5)3 ∈ Q2(
√−2)×2. (3.14)
But for 1 = 0,
f6α6
(−5)2 < Q2(
√−2)×2
because
NmQ2(
√−2)/Q2
(
f6α6
(−5)3
)
=
1
253
f 26 (−5) < Q×22 ∪ (−2)Q×22 .
For 1 = 1, from (3.14) and the fact that α6 = α5 and α8 = α7, we have
3 f6
2 f8(−5)2 ∈ Q2(
√−2)×2.
72 CHAPTER 3. U4(F2)-EXTENSIONS
So, we need to check whether (3/2)(−5)2 f6 f8 is square in Q2. By fixed choice of
√−5/3,√−5/11 and √−5/35 we have
(3/2) f6 f8 = 24(1 + 22 + 23 + 25 + 26 + · · · ) < Q×22
and
(3/2)(−5) f6 f8 = 24(1 + 2 + 22 + 23 + 24 + 26 + · · · ) < Q×22 .
as well as
(−2)(3/2) f6 f8 = 24(2 + 22 + 25 + 28 + 211 + · · · ) < Q×22
and
(−2)(3/2)(−5) f6 f8 = 24(2 + 26 + 29 + 212 + 215 + · · · ) < Q×22 .
So this is a contradiction. Hence W6 , W8, and we conclude M6 , M8.
3.2.3 b = −2
For b = −2, a and c can be 2 and −10. Assume 1 =
√
2, 2 = 4 +
√
2, 3 = 2 +
√−10 and
4 = 2 + 3
√−10.
NmQ2(
√−10)/Q2(1) = −2
NmQ2(
√−10)/Q2(2) = 14
NmQ2(
√−5)/Q2(3) = 14
NmQ2(
√−5)/Q2(4) = 94
(Note: −2/14 = 1 + O(23) ≡ 1 (mod 8) and −2/94 = 1 + O(23) ≡ 1 (mod 8), so 14 and 94 are
in the same square class as −2)
Set
α =
√
2, α′ =
√
−2
14
(4 +
√
2);
γ =
√
−2
14
(2 +
√−10), γ′ =
√
−2
94
(2 + 3
√−10);
where √−2/14 = 1 + 22 + 23 + 24 + 27 + 28 + 210 + · · · ∈ Q2,
and √−2/94 = 1 + 23 + 24 + 25 + 26 + 214 + 216 + · · · ∈ Q2,
We define
δ1 := α + γ; δ2 := α + γ′; δ3 := α′ + γ; δ4 := α′ + γ′;
and
M1 := Q2(
√
2,
√−2, √−10, √α, √γ, √δ1),
M2 := Q2(
√
2,
√−2, √−10, √α, √γ′, √δ2),
M3 := Q2(
√
2,
√−2, √−10, √α′, √γ, √δ3),
M4 := Q2(
√
2,
√−2, √−10, √α′, √γ′, √δ4).
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Q(
√−2)
√
−2
14 (4 +
√
2)
√
−2
14 (2 +
√−10)√2
√
−2
94 (2 + 3
√−10)
M9 M10 M11 M12
Distinction of M9,M10,M11 and M12
Claim: M9 , M10
For M9, we have
b = −2, α9 =
√
2, γ9 =
√−2/14(2 + √−10)
and
δ9 =
√
2 +
√−2/14(2 + √−10),
therefore
W9 = 〈[δ9], [
√
2], [
√−2/14(2 + √−10)], [−2]〉.
For M10, we have
b = −2, α10 =
√
2, γ10 =
√−2/94(2 + 3√−10)
and
δ10 =
√
2 +
√−2/94(2 + 3√−10),
therefore
W10 = 〈[δ10], [
√
2], [
√−2/94(2 + 3√−10)], [−2]〉.
Assume W9 = W10 then we can write
δ9 = δ
1
10α
2
10γ
3
10b
4e2 (3.15)
for some 1, · · · 4 ∈ {0, 1} and e ∈ E× where E = Q2(
√
2,
√−10). Let
f9 = 4
√−2/14
and
f10 = 4
√−2/94.
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Now we take the norm of both sides. So, we have
NmE/Q2(
√
2)(δ9) = f9α9
and
NmE/Q2(
√
2)(δ10) = f10α10.
Also we have
NmE/Q2(
√
2)(α10) = α
2
10,NmE/Q2(
√
2)(γ10) = −2 and NmE/Q2(√2)(b) = b2.
Therefore from (3.15) we have
f9α9
( f10α10)1(−2)3 ∈ Q2(
√
2)×2. (3.16)
But for 1 = 0,
f9α9
(−2)3 < Q2(
√
2)×2
because
NmQ2(
√
2)/Q2
(
f9α9
(−2)3
)
=
1
43
f 29 (−2) < Q×22 ∪ 2Q×22 .
For 1 = 1, from (3.16) and the fact that α9 = α10, we have
f9
f10(−2)3 ∈ Q2(
√
2)×2.
So, we need to check whether (−2)3 f9 f10 is square in Q2(
√
2). By fixed choice of√−2/14 = 1 + 22 + 23 + 24 + 27 + 28 + 210 + · · · ∈ Q2,
and √−2/94 = 1 + 23 + 24 + 25 + 26 + 214 + 216 + · · · ∈ Q2,
we have
f9 f10 = 24(1 + 22 + 24 + 25 + 28 + · · · ) < Q×22
and
(−2) f9 f10 = 24(2 + 22 + 24 + 27 + 28 + · · · ) < Q×22 ,
as well as
(2) f9 f10 = 24(2 + 23 + 25 + 26 + 29 + · · · ) < Q×22
and
(2)(−2) f9 f10 = 26(1 + 2 + 23 + 26 + 27 + · · · ) < Q×22 .
So this is a contradiction. Hence W9 , W10, and we conclude M9 , M10.
Claim: M10 , M11
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Let W10 be as above. For M11, we have
b = −2, α11 =
√−2/14(4 + √2), γ11 = √−2/14(2 + √−10)
and
δ11 =
√−2/14(4 + √2) + √−2/14(2 + √−10),
therefore
W11 = 〈[δ11], [
√−2/14(4 + √2)], [√−2/14(2 + √−10)], [−2]〉.
Assume W10 = W11 then we can write
δ10 = δ
1
11α
2
11γ
3
11b
4e2 (3.17)
for some 1, · · · 4 ∈ {0, 1} and e ∈ E×. Let
f10 = 4
√−2/94
and
f11 = 12
√−2/14.
Now we take the norm of both sides. So, we have
NmE/Q2(
√−10)(δ10) = f10γ10
and
NmE/Q2(
√−10)(δ11) = f11γ11
Also we have
NmE/Q2(
√−10)(α11) = −2,NmE/Q2(√−10)(γ11) = γ211 and NmE/Q2(√−10)(b) = b2.
Therefore from (3.17) we have
f10γ10
( f11γ11)1(−2)2 ∈ Q2(
√−10)×2. (3.18)
But for 1 = 0,
f10γ10
(−2)2 < Q2(
√−10)×2
because
NmQ2(
√−10)/Q2
(
f10γ10
(−2)2
)
=
1
42
f 210(−2) < Q×22 ∪ (−10)Q×22 .
For 1 = 1, from (3.18), we have
f10γ10
f11γ11(−2)2 ∈ Q2(
√−5)×2.
Now we need to find a relation between γ10 and γ11 module squares in Q2(
√−10). Since
NmE/Q2(
√−10)(
γ10
γ11
) = 1,
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we can follow the same method we used in section 3.2.1. So take
t =
γ10
γ11
and l = t + 1 =
γ10 + γ11
γ11
.
Therefore
γ10
γ11
= t =
l2
Nm(l)
=
(
γ10 + γ11
γ11
)2
(2 − 34√−2/14√−2/94). (3.19)
So, we need to check whether (2 − 34√−2/14√−2/94)(−2)2 f9 f10 is square in Q2(
√−10).
By fixed choice of
√−2/14 and √−2/94, we have
(2 − 34√−2/14√−2/94) f10 f11 = 26(2 + 29 + 210 + 211 + 212 + · · · ) < Q×22
and
(2 − 34√−2/14√−2/94)(−2) f10 f11 = 28(1 + 2 + 22 + 23 + 24 + 25 + · · · ) < Q×22 ,
as well as
(−10)(2 − 34√−2/14√−2/94) f10 f11 = 28(1 + 2 + 23 + 24 + 25 + 26 + · · · ) < Q×22
and
(−10)(2 − 34√−2/14√−2/94)(−2) f10 f11 = 28(2 + 23 + 29 + 210 + 212 + · · · ) < Q×22 .
So this is a contradiction. Hence W10 , W11, and we conclude M10 , M11.
Claim: M11 , M12
Let W11 be as above. For M12, we have
b = −2, α12 =
√−2/14(4 + √2), γ12 = √−2/94(2 + 3√−10)
and
δ12 =
√−2/14(4 + √2) + √−2/94(2 + 3√−10),
therefore
W12 = 〈[δ12], [
√−2/14(4 + √2)], [√−2/94(2 + 3√−10)], [−2]〉.
Assume W11 = W12 then we can write
δ11 = δ
1
12α
2
12γ
3
12b
4e2 (3.20)
for some 1, · · · 4 ∈ {0, 1} and e ∈ E×. Let
f11 = 12
√−2/14
and
f12 = 2(4
√−2/14 + 2√−2/94).
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Now we take the norm of both sides. So, we have
NmE/Q2(
√
2)(δ11) = f11α11
and
NmE/Q2(
√
2)(δ12) = f12α12.
Also we have
NmE/Q2(
√
2)(α12) = α
2
12,NmE/Q2(
√
2)(γ12) = −2 and NmE/Q2(√2)(b) = b2.
Therefore from (3.20) we have
f11α11
( f12α12)1(−2)3 ∈ Q2(
√
2)×2. (3.21)
But for 1 = 0,
f11α11
(−2)3 < Q2(
√
2)×2
because
NmQ2(
√
2)/Q2
(
f11α11
(−2)3
)
=
1
43
f 211(−2) < Q×22 ∪ 2Q×22 .
For 1 = 1, from (3.21) and the fact that α11 = α12, we have
f11
f12(−2)3 ∈ Q2(
√
2)×2.
So, we need to check whether (−2)3 f11 f12 is square in Q2(
√
2). By fixed choice of
√−2/14
and
√−2/94 we have
f11 f12 = 24(1 + 22 + 24 + 26 + 28 + · · · ) < Q×22
and
(−2) f11 f12 = 24(2 + 22 + 24 + 26 + 28 + · · · ) < Q×22 ,
as well as
(−10) f11 f12 = 24(2 + 23 + 25 + 27 + 29 + · · · ) < Q×22
and
(−10)(−2) f11 f12 = 26(1 + 2 + 23 + 25 + 27 + 210 + · · · ) < Q×22 .
So this is a contradiction. Hence W11 , W12, and we conclude M11 , M12.
Claim: M9 , M11
Assume W9 = W11 then we can write
δ9 = δ
1
11α
2
11γ
3
11b
4e2 (3.22)
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for some 1, · · · 4 ∈ {0, 1} and e ∈ E×. We have
f9 = 4
√−2/14
and
f11 = 12
√−2/94.
Now we take the norm of both sides. So, we have
NmE/Q2(
√−10)(δ9) = f9γ9
and
NmE/Q2(
√−10)(δ11) = f11γ11.
Also we have
NmE/Q2(
√−10)(α11) = −2,NmE/Q2(√−10)(γ11) = γ11 and NmE/Q2(√−10)(b) = b2.
Therefore from (3.22) we have
f9γ9
( f11γ11)1(−2)2 ∈ Q2(
√−10)×2. (3.23)
But for 1 = 0,
f9γ9
(−2)2 < Q2(
√−10)×2
because
NmQ2(
√−10)/Q2
(
f9γ9
(−2)2
)
=
1
42
f 29 (−2) < Q×22 ∪ (−10)Q×22 .
For 1 = 1, from (3.23), we have
f9γ9
f11γ11(−2)2 ∈ Q2(
√−10)×2.
Using the fact γ9 = γ11, we need to check whether (−2)2 f9 f11 is square inQ2(
√−10). By fixed
choice of
√−2/14 and √−2/94 we have
f9 f11 = 24(1 + 2 + 23 + 24 + 26 + 27 + · · · ) < Q×22
and
(−2) f9 f11 = 24(2 + 23 + 26 + 29 + 212 + 215 + · · · ) < Q×22 ,
as well as
(−10) f9 f11 = 24(2 + 24 + 25 + 26 + 28 + 29 + · · · ) < Q×22
and
(−10)(−2) f9 f11 = 26(1 + 2 + 22 + 26 + 29 + 212 + · · · ) < Q×22 .
So this is a contradiction. Hence W9 , W11, and we conclude M9 , M11.
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Claim: M9 , M12
Assume W9 = W12 then we can write
δ9 = δ
1
12α
2
12γ
3
12b
4e2 (3.24)
for some 1, · · · 4 ∈ {0, 1} and e ∈ E×. We have
f9 = 4
√−2/14
and
f12 = 2(4
√−2/14 + 2√−2/94).
Now we take the norm of both sides. So, we have
NmE/Q2(
√−10)(δ9) = f9γ9
and
NmE/Q2(
√−10)(δ12) = f12γ12.
Also we have
NmE/Q2(
√−10)(α12) = −2,NmE/Q2(√−10)(γ12) = γ212 and NmE/Q2(√−10)(b) = b2.
Therefore from (3.24) we have
f9γ9
( f12γ12)1(−2)2 ∈ Q2(
√−10)×2. (3.25)
But for 1 = 0,
f9γ9
(−2)2 < Q2(
√−10)×2
because
NmQ2(
√−10)/Q2
(
f9γ9
(−2)2
)
=
1
42
f 29 (−2) < Q×22 ∪ (−10)Q×22 .
For 1 = 1, from (3.25), we have
f9γ9
f12γ12(−2)3 ∈ Q2(
√−5)×2.
Using the fact that γ9 = γ11 and γ12 = γ10, by (3.19) we have
γ9
γ12
=
(
γ11
γ10 + γ11
)2 1
2 − 34√−2/14√−2/94 .
So, we need to check whether (2 − 34√−2/14√−2/94)(−2)2 f9 f12 is square in Q2(
√−10).
By fixed choice of
√−2/14 and √−2/94 we have
(2 − 34√−2/14√−2/94) f9 f12 = 26(2 + 24 + 25 + 27 + 28 + 29 + · · · ) < Q×22
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and
(2 − 34√−2/14√−2/94)(−2) f9 f12 = 28(1 + 2 + 22 + 25 + 213 + · · · ) < Q×22 ,
as well as
(−10)(2 − 34√−2/14√−2/94) f9 f12 = 28(1 + 2 + 26 + 27 + 213 + · · · ) < Q×22
and
(−10)(2 − 34√−2/14√−2/94)(−2) f9 f12 = 28(2 + 23 + 24 + 25 + 26 + 29 + · · · ) < Q×22 .
So this is a contradiction. Hence W9 , W12, and we conclude M9 , M12.
Claim: M10 , M12
Assume W10 = W12 then we can write
δ10 = δ
1
12α
2
12γ
3
12b
4e2 (3.26)
for some 1, · · · 4 ∈ {0, 1} and e ∈ E×. We have
f10 = 4
√−2/94
and
f12 = 2(4
√−2/14 + 2√−2/94).
Now we take the norm of both sides. So, we have
NmE/Q2(
√−10)(δ10) = f10γ10
and
NmE/Q2(
√−10)(δ12) = f12γ12.
Also we have
NmE/Q2(
√−10)(α12) = −2,NmE/Q2(√−10)(γ12) = γ212 and NmE/Q2(√−10)(b) = b2.
Therefore from (3.26) we have
f10γ10
( f12γ12)1(−2)2 ∈ Q2(
√−10)×2. (3.27)
But for 1 = 0,
f10γ10
(−2)2 < Q2(
√−10)×2
because
NmQ2(
√−10)/Q2
(
f10γ10
(−2)2
)
=
1
42
f 210(−2) < Q×22 ∪ (−10)Q×22 .
For 1 = 1, from (3.27) and the fact that γ10 = γ12, we have
f10
f12(−2)2 ∈ Q2(
√−10)×2.
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So, we need to check whether (−2)2 f10 f12 is square in Q2(
√−10). By fixed choice of√−2/14 and √−2/94 we have
f10 f12 = 24(1 + 2 + 23 + 24 + 27 + 28 + · · · ) < Q×22
and
(−2) f10 f12 = 24(2 + 23 + 26 + 27 + 212 + 214 + · · · ) < Q×22 ,
as well as
(−10) f10 f12 = 24(2 + 24 + 25 + 26 + 27 + 28 + 29 + · · · ) < Q×22
and
(−10)(−2) f10 f12 = 26(1 + 2 + 22 + 29 + 210 + 212 + · · · ) < Q×22 .
So this is a contradiction. Hence W10 , W12, and we conclude M10 , M12.
3.2.4 b = −10
For b = −10, a and c can be −2 and −5. Let 1 = 6 +
√−2, 2 = 2 +
√−2, 3 = −1 +
√−5 and
4 = 5 + 3
√−5.
NmQ2(
√−2)/Q2(1) = 38
NmQ2(
√−2)/Q2(2) = 6
NmQ2(
√−5)/Q2(3) = 6
NmQ2(
√−5)/Q2(4) = 70
Note: −10/38 = 1 + O(23) ≡ 1 (mod 8), −10/6 = 1 + O(23) ≡ 1 (mod 8) and −10/70 =
1 + O(23) ≡ 1 (mod 8), so 38, 6 and 70 are in the same square class as −10.
Set
α =
√
−10
38
(6 +
√−2), α′ =
√
−10
6
(2 +
√−2);
γ =
√
−10
6
(−1 + √−5), γ′ =
√
−10
70
(5 + 3
√−5);
where √−10/38 = 1 + 2 + 23 + 27 + 28 + 29 + 214 + · · · ∈ Q2,√
−10/6 = 1 + 2 + 24 + 25 + 26 + 27 + 29 + · · · ∈ Q2
and √−10/70 = 1 + 2 + 25 + 26 + 29 + 212 + 214 + · · · ∈ Q2.
We define
δ1 := α + γ; δ2 := α + γ′; δ3 := α′ + γ; δ4 := α′ + γ′;
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and
M1 := Q2(
√−2, √−10, √−5, √α, √γ, √δ1),
M2 := Q2(
√−2, √−10, √−5, √α, √γ′, √δ2),
M3 := Q2(
√−2, √−10, √−5, √α′, √γ, √δ3),
M4 := Q2(
√−2, √−10, √−5, √α′, √γ′, √δ4).
Q(
√−10)
√
−10
6 (2 +
√
2)
√
−10
6 (−1 +
√−5)
√
−10
38 (6 +
√
2)
√
−10
70 (5 + 3
√−5)
M13 M14 M15 M16
Distinction of M13,M14,M15 and M16
Claim: M13 , M14
For M13, we have
b = −10, α13 =
√−10/38(6 + √−2), γ13 = √−10/6(−1 + √−5)
and
δ13 =
√−10/38(6 + √−2) + √−10/6(−1 + √−5),
therefore
W13 = 〈[δ13], [
√−10/38(6 + √−2)], [√−10/6(−1 + √−5)], [−10]〉.
For M14, we have
b = −10, α14 =
√−10/38(6 + √−2), γ14 = √−10/70(5 + 3√−5)
and
δ14 =
√−10/38(6 + √−2) + √−10/70(5 + 3√−5),
therefore
W14 = 〈[δ14], [
√−10/38(6 + √−2)], [√−10/70(5 + 3√−5)], [−10]〉.
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Assume W13 = W14 then we can write
δ13 = δ
1
14α
2
14γ
3
14b
4e2 (3.28)
for some 1, · · · 4 ∈ {0, 1} and e ∈ E× where E = Q2(
√−2, √−5). Let
f13 = 2(6
√−10/38 − √−10/6
and
f14 = 2(6
√−10/38 + 5√−10/70).
Now we take the norm of both sides. So, we have
NmE/Q2(
√−2)(δ13) = f13α13
and
NmE/Q2(
√−2)(δ14) = f14α14.
Also we have
NmE/Q2(
√−2)(α14) = α
2
14,NmE/Q2(
√−2)(γ14) = −10 and NmE/Q2(√−2)(b) = b2.
Therefore from (3.28) we have
f13α13
( f14α14)1(−2)3 ∈ Q2(
√−2)×2. (3.29)
But for 1 = 0,
f13α13
(−10)3 < Q2(
√−2)×2
because
NmQ2(
√−2)/Q2
(
f13α13
(−10)3
)
=
1
1003
f 213(−10) < Q×22 ∪ (−2)Q×22 .
For 1 = 1, from (3.29) and the fact that α13 = α14, we have
f13
f14(−2)3 ∈ Q2(
√−2)×2.
So, we need to check whether (−2)3 f13 f14 is square in Q2. By fixed choice of√−10/38 = 1 + 2 + 23 + 27 + 28 + 29 + 214 + · · · ∈ Q2,√
−10/6 = 1 + 2 + 24 + 25 + 26 + 27 + 29 + · · · ∈ Q2
and √−10/70 = 1 + 2 + 25 + 26 + 29 + 212 + 214 + · · · ∈ Q2,
we have
f13 f14 = 22(1 + 2 + 22 + 23 + 24 + · · · ) < Q×22
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and
(−10) f13 f14 = 22(2 + 23 + 26 + 27 + 29 + · · · ) < Q×22 ,
as well as
(−2) f13 f14 = 22(2 + 26 + 27 + 28 + 29 + · · · ) < Q×22
and
(−2)(−10) f13 f14 = 24(1 + 2 + 23 + 24 + 27 + · · · ) < Q×22 .
So this is a contradiction. Hence W13 , W14, and we conclude M13 , M14.
Claim: M14 , M15
Let W14 be as above. For M15, we have
b = −10, α15 =
√
−10/6(2 + √−2), γ15 =
√
−10/6(−1 + √−5)
and
δ15 =
√
−10/6(2 + √−2) +
√
−10/6(−1 + √−5),
therefore
W15 = 〈[δ15], [
√
−10/6(2 + √−2)], [
√
−10/6(−1 + √−5)], [−10]〉.
Assume W14 = W15 then we can write
δ14 = δ
1
15α
2
15γ
3
15b
4e2 (3.30)
for some 1, · · · 4 ∈ {0, 1} and e ∈ E×. Let
f14 = 2(6
√−10/38 + 5√−10/6)
and
f15 = 2
√
−10/6.
Now we take the norm of both sides. So, we have
NmE/Q2(
√−5)(δ14) = f14γ14
and
NmE/Q2(
√−5)(δ15) = f15γ15
Also we have
NmE/Q2(
√−5)(α15) = −10,NmE/Q2(√−5)(γ15) = γ215 and NmE/Q2(√−5)(b) = b2.
Therefore from (3.30) we have
f14γ14
( f15γ15)1(−10)2 ∈ Q2(
√−5)×2. (3.31)
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But for 1 = 0,
f14γ14
(−10)2 < Q2(
√−5)×2
because
NmQ2(
√−5)/Q2
(
f14γ14
(−10)2
)
=
1
1002
f 214(−10) < Q×22 ∪ (−5)Q×22 .
For 1 = 1, from (3.31), we have
f14γ14
f15γ15(−10)2 ∈ Q2(
√−5)×2.
Now we need to find a relation between γ14 and γ15 module squares in Q2(
√−5). Since
NmE/Q2(
√−5)(
γ14
γ15
) = 1,
we can follow the same method we used in section 3.2.1. So take
t =
γ14
γ15
and l = t + 1 =
γ14 + γ15
γ15
.
Therefore
γ14
γ15
= t =
l2
Nm(l)
=
(
γ14 + γ15
γ15
)2
(2 + 2
√
−10/6√−10/70). (3.32)
So, we need to check whether (2+2
√−10/6√−10/70)(−10)2 f14 f15 is square inQ2(
√−5).
By fixed choice of
√−10/38, √−10/6 and √−10/70, we have
(2 + 2
√
−10/6√−10/70) f14 f15 = 24(1 + 2 + 22 + 24 + 25 + 26 + · · · ) < Q×22
and
(2 + 2
√
−10/6√−10/70)(−10) f14 f15 = 24(2 + 23 + 24 + 26 + 28 + · · · ) < Q×22 ,
as well as
(−2)(2 + 2
√
−10/6√−10/70) f14 f15 = 24(1 + 22 + 23 + 25 + 27 + · · · ) < Q×22
and
(−2)(2 + 2
√
−10/6√−10/70)(−10) f14 f15 = 24(2 + 22 + 23 + 24 + 25 + · · · ) < Q×22 .
So this is a contradiction. Hence W14 , W15, and we conclude M14 , M15.
Claim: M15 , M16
Let W15 be as above. For M16, we have
b = −10, α16 =
√
−10/6(2 + √−2), γ16 =
√−10/70(5 + 3√−5)
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and
δ16 =
√
−10/6(2 + √−2) + √−10/70(5 + 3√−5),
therefore
W16 = 〈[δ16], [
√
−10/6(2 + √−2)], [√−10/70(5 + 3√−5)], [−10]〉.
Assume W15 = W16 then we can write
δ15 = δ
1
16α
2
16γ
3
16b
4e2 (3.33)
for some 1, · · · 4 ∈ {0, 1} and e ∈ E×. Let
f15 = 2
√
−10/6
and
f16 = 2(2
√
−10/6 + 5√−10/70).
Now we take the norm of both sides. So, we have
NmE/Q2(
√−2)(δ15) = f15α15
and
NmE/Q2(
√−2)(δ16) = f16α16.
Also we have
NmE/Q2(
√−2)(α16) = α
2
16,NmE/Q2(
√−2)(γ16) = −10 and NmE/Q2(√−2)(b) = b2.
Therefore from (3.33) we have
f15α15
( f16α16)1(−10)3 ∈ Q2(
√−2)×2. (3.34)
But for 1 = 0,
f15α15
(−10)3 < Q2(
√−2)×2
because
NmQ2(
√−5)/Q2
(
f15α15
(−10)3
)
=
1
1003
f 215(−10) < Q×22 ∪ (−3)Q×22 .
For 1 = 1, from (3.34), we have
f15
f16(−10)3 ∈ Q2(
√−2)×2.
So, we need to check whether (−10)3 f15 f16 is square in Q2(
√−2). By fixed choice of√−10/6, √−10/70 and √−10/38 we have
f15 f16 = 22(1 + 2 + 22 + 23 + 25 + 28 + · · · ) < Q×22
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and
(−10) f15 f16 = 22(2 + 23 + 25 + 213 + 217 + · · · ) < Q×22 ,
as well as
(−2) f15 f16 = 22(2 + 25 + 27 + 28 + 211 + · · · ) < Q×22
and
(−2)(−10) f15 f16 = 24(1 + 2 + 23 + 25 + 26 + 27 + · · · ) < Q×22 .
So this is a contradiction. Hence W15 , W16, and we conclude M15 , M16.
Claim: M13 , M15
Assume W13 = W15 then we can write
δ13 = δ
1
15α
2
15γ
3
15b
4e2 (3.35)
for some 1, · · · 4 ∈ {0, 1} and e ∈ E×. We have
f13 = 2(6
√−10/38 − √−10/6
and
f15 = 2
√
−10/6.
Now we take the norm of both sides. So, we have
NmE/Q2(
√−2)(δ13) = f13α13
and
NmE/Q2(
√−2)(δ15) = f15α15.
Also we have
NmE/Q2(
√−2)(α15) = α
2
15,NmE/Q2(
√−5)(γ15) = −10 and NmE/Q2(√−5)(b) = b2.
Therefore from (3.35) we have
f13α13
( f15α15)1(−10)3 ∈ Q2(
√−2)×2. (3.36)
But for 1 = 0,
f13α13
(−10)3 < Q2(
√−2)×2
because
NmQ2(
√−2)/Q2
(
f13α13
(−10)3
)
=
1
1003
f 213(−10) < Q×22 ∪ (−2)Q×22 .
Now we need to find a relation between α13 and α15 module squares in Q2(
√−2). Since
NmE/Q2(
√−2)(
α13
α15
) = 1,
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we can follow the same method we used in section 3.2.1. So take
t =
α13
α15
and l = t + 1 =
α13 + α15
α15
.
Therefore
α13
α15
= t =
l2
Nm(l)
=
(
α13 + α15
α15
)2
(2 − (14/5)
√
−10/6√−10/38). (3.37)
So, we need to check whether (2 − (14/5)√−10/6√−10/38)(−10)3 f13 f15 is square in
Q2(
√−2). By fixed choice of √−10/6, √−10/70 and √−10/38 we have
(2 − (14/5)
√
−10/6√−10/38) f13 f15 = 24(1 + 2 + 22 + 23 + 24 + · · · ) < Q×22
and
(2 − (14/5)
√
−10/6√−10/38)(−10) f13 f15 = 24(2 + 23 + 26 + 210 + 212 + · · · ) < Q×22 .
as well as
(−2)(2 − (14/5)
√
−10/6√−10/38) f13 f15 = 24(2 + 26 + 28 + 29 + 210 + · · · ) < Q×22
and
(−2)(2 − (14/5)
√
−10/6√−10/38)(−10) f13 f15 = 26(1 + 2 + 23 + 24 + 26 + 27 + · · · ) < Q×22 .
So this is a contradiction. Hence W11 , W12, and we conclude M11 , M12.
Claim: M13 , M16
Assume W13 = W16 then we can write
δ13 = δ
1
16α
2
16γ
3
16b
4e2 (3.38)
for some 1, · · · 4 ∈ {0, 1} and e ∈ E×. we have
f13 = 2(6
√−10/38 − √−10/6
and
f16 = 2(2
√
−10/6 + 5√−10/70).
Now we take the norm of both sides. So, we have
NmE/Q2(
√−5)(δ13) = f13γ13
and
NmE/Q2(
√−5)(δ16) = f16γ16.
Also we have
NmE/Q2(
√−5)(α16) = −10,NmE/Q2(√−5)(γ16) = γ216 and NmE/Q2(√−5)(b) = b2.
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Therefore from (3.38) we have
f13γ13
( f16γ16)1(−10)2 ∈ Q2(
√−5)×2. (3.39)
But for 1 = 0,
f13γ13
(−10)2 < Q2(
√−5)×2
because
NmQ2(
√−5)/Q2
(
f13γ13
(−10)2
)
=
1
1002
f 213(−10) < Q×22 ∪ (−5)Q×22 .
For 1 = 1, from (3.39), we have
f13γ13
f16γ16(−10)2 ∈ Q2(
√−5)×2.
Using the fact that γ13 = γ15 and γ16 = γ14, also by (3.32), we have
γ13
γ16
=
(
γ13 + γ16
γ16
)2 1
2 + 2
√−10/6√−10/70 .
So, we need to check whether (2+2
√−10/6√−10/70)(−10)2 f13 f16 is square inQ2(
√−5).
By fixed choice of
√−10/6, √−10/70 and √−10/38 we have
(2 + 2
√
−10/6√−10/70) f13 f16 = 22(1 + 2 + 22 + 23 + 26 + 27 + · · · ) < Q×22
and
(2 + 2
√
−10/6√−10/70)(−10) f13 f16 = 24(2 + 23 + 25 + 26 + 27 + 28 + · · · ) < Q×22 ,
as well as
(−5)(2 + 2
√
−10/6√−10/70) f13 f16 = 22(1 + 22 + 24 + 25 + 26 + 27 + · · · ) < Q×22
and
(−5)(2 + 2
√
−10/6√−10/70)(−10) f13 f16 = 24(2 + 22 + 23 + 25 + 26 + · · · ) < Q×22 .
So this is a contradiction. Hence W9 , W12, and we conclude M9 , M12.
Claim: M14 , M16
Assume W14 = W16 then we can write
δ14 = δ
1
16α
2
16γ
3
16b
4e2 (3.40)
for some 1, · · · 4 ∈ {0, 1} and e ∈ E×. Let
f14 = 2(6
√−10/38 + 5√−10/6)
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and
f16 = 2(2
√
−10/6 + 5√−10/70).
Now we take the norm of both sides. So, we have
NmE/Q2(
√−5)(δ14) = f14γ14
and
NmE/Q2(
√−5)(δ16) = f16γ16.
Also we have
NmE/Q2(
√−5)(α16) = −10,NmE/Q2(√−5)(γ16) = γ216 and NmE/Q2(√−5)(b) = b2.
Therefore from (3.40) we have
f14γ14
( f16γ16)1(−2)2 ∈ Q2(
√−5)×2. (3.41)
But for 1 = 0,
f14γ14
(−10)2 < Q2(
√−5)×2
because
NmQ2(
√−5)/Q2
(
f14γ14
(−10)2
)
=
1
1002
f 214(−10) < Q×22 ∪ (−5)Q×22 .
For 1 = 1, from (3.41) and the fact that γ14 = γ16, we have
f14
f16(−2)2 ∈ Q2(
√−5)×2.
So, we need to check whether (−10)2 f14 f16 is square in Q2(
√−5). By fixed choice of√−10/6, √−10/70 and √−10/38 we have
f14 f16 = 22(1 + 22 + 26 + 27 + 29 + · · · ) < Q×22
and
(−5) f14 f16 = 22(1 + 2 + 22 + 25 + 29 + 210 + · · · ) < Q×22 .
as well as
(−10) f14 f16 = 22(2 + 22 + 23 + 26 + 210 + · · · ) < Q×22
and
(−5)(−10) f14 f16 = 22(2 + 23 + 24 + 25 + 26 + · · · ) < Q×22 .
So this is a contradiction. Hence W14 , W16, and we conclude M14 , M16.
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3.2.5 Conclusion
Theorem 3.2.2. M1,M2, · · · ,M16 are all U4(F2)-Galois extensions of Q2.
Proof. By [MT14a, Theorem 3.7], we know that there are only 16 U4(F2)-Galois extensions of
Q2. Also by [MT15b] all of the extensions M1, · · · ,M16 are Galois extensions of Q2 and their
Galois groups are isomorphic to U4(F2).
The only part remaining is to show M1, · · · ,M16 are distinct. In the sections 3.2.1, 3.2.2,
3.2.3 and 3.2.4, we already showed that |{Mi,Mi+1,Mi+2,Mi+3}| = 4 for i = 1, 5, 9, 13. So now,
we need to show, for a fixed i, j = 1, 5, 9, 13 and i , j, we have
{Mi,Mi+1,Mi+2,Mi+3} ∩ {M j,M j+1,M j+2,M j+3} = φ.
All dihedral extensions of M1, · · · ,M4 contain
√−1, but there are some dihedral extensions
in M5, · · · ,M16 such that they don’t contain
√−1. So
M5, · · · ,M16 < {M1,M2,M3,M4}.
Similarly, all dihedral extensions of M5, · · · ,M8 contain
√−5, but there are some dihedral
extensions in M1, · · · ,M4 and M9, · · · ,M16 such that they don’t contain
√−5. So
M1, · · · ,M4,M9, · · · ,M16 < {M5,M6,M7,M8}.
Also, all dihedral extensions of M9, · · · ,M12 contain
√−2, but there are some dihedral exten-
sions in M1, · · · ,M8 and M13, · · · ,M16 such that they don’t contain
√−2. So
M1, · · · ,M8,M13, · · · ,M16 < {M9,M10,M11,M12}.
Finally, all dihedral extensions of M13, · · · ,M16 contain
√−10, but there are some dihedral
extensions in M1, · · · ,M12 such that they don’t contain
√−10. So
M1, · · · ,M12 < {M13,M14,M15,M16}.

Theorem 3.2.3. There is no Un(F2)−extension of Q2 for n ≥ 5.
Proof. Let M be a Un(F2)−extension of Q2. Let ker(ϕ) be the kernel of the surjective map
ϕ : Un(F2) → Fn−12 where ϕ([ai j]) = (a1,2, a2,3, · · · , an−1,n). Also assume K to be the fixed field
of ker(ϕ), so Gal(K/Q2)  Un(F2)/ker(ϕ)  Fn−12 .
To generate K, we need exactly n − 1 F2−linearly independent elements of Q×2 /Q×22 . But
Q×2 /Q
×2
2 has only three linearly independent elements. Therefore, for n ≥ 5, there are not
enough linearly independent elements to generate K. Hence, there is no Un(F2)−extension of
Q2 for n ≥ 5. 
Corollary 3.2.4. Number of Un(F2)−extensions of Q2 is as follows:
#{Un(F2) − extensions of Q2} =

7 if n = 2
18 if n = 3
16 if n = 4
0 if n ≥ 5
(3.42)
Proof. Chapter 2 and Theorems 3.2.2 and 3.2.3.  
Summary
In this thesis we classify all U4(F2)−Galois extensions L/F. Using the same method, we clas-
sify all U3(F2)−Galois extensions which are isomorphic to the dihedral extensions over any
fields. Also, as an example, we list all Un(F2)−Galois extensions of Q2.
An open question is extending the results to all Un(Fp)−Galois extensions for all natural
numbers n and prime numbers p. Another interesting problem is to replace Fp by any finite
fields.
These problems are part of a major problem in Galois theory which is the classification of
all Galois extensions over any fields.
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