A formulation of quantum statistical mechanics, which incoporates the statistical inference of Shannon as its integral part, is discussed. Our basic idea is to distinguish the dynamical entropy of von Neumann in terms of the density matrixρ(t), H = −kT rρ lnρ, and the statistical amount of uncertainty of Shannon, S = −k n p n ln p n , with p n = (ρ) nn in the representation where the total energy and particle numbers are diagonal. We propose to interprete Shannon's statistical inference as specifying the initial conditions of the system in terms of (ρ) nn , and thus prevent the statistical inference preceding physical dynamics. We argue that thermal equilibrium is ensured by a quantum counter part of mixing property, and that the physical entoropy of the final state, which is defined by a suitable time average in a themodynamic limit, is estimated by the maximum of Shannon's S. In the context of the H-theorem in a broad sense, our picture is characterized as a specification of initial conditions by statistical inference on the basis of a limited amount of information available and a coarse-graining in the time direction. An interesting analogy with the renormalization group fixed point is also noted.
Introduction
A formulation of statistical mechanics on the basis of Shannon's information theory [1] has been proposed by E.T.Jaynes in 1957 [2] . This formulation utilizes the least biased statistical inference about a physical system on the basis of a limited amount of information available. This approach becomes particularly transparent when it is combined with the basic knowledge of quantum mechanics. Despite of its transparent and attractive aspects, it appears to the present author that this approach is largely regarded as "unphysical" by the majority of physicists. See, however, Ref. [3] for the use of the information entropy in the context of non-equilibrium statistical thermodynamics.
The main purpose of the present paper is to incorporate the attractive features of Jaynes's proposal ( in a reformulated form ) into the general framework of quantum statistical mechanics [4] [5] . By this way, one can see not only the attractive features brought into the general framework of quantum statistical mechanics by Shannon's information theory, but also the limitations and well-known unsolved dynamical issues of quantum statistical mechanics. A characteristic feature of our analysis is that the distinction between statistical aspects and dynamical aspects of quantum statistical mechanics becomes quite transparent. As for the use of Shannon's information theory in quantum statistical mechanics in a different setting, see [6] and [3] .
In this paper, we work exclusively on quantum statisitcal mechanics, simply because any modern theory of statistical mechanics, which is taught at the graduate course, should be able to distinguish fermions from bosons and describe the basic phenomena such as the Bose-Einstein condensation and the degenerate Fermi-Dirac electrons in a metal, for example [7] [8] [9] . In the course of our discussion, we of course often rely on the recent impressive progress in the Boltzmann approach to classical statistical mechanics [10] [11] [12] . But for the practical reasons stated above, we work on quantum statistical mechanics. Besides, the Jaynes's approach becomes more transparent in the quantum setting.
We would like to briefly summarize the basic aspects of our analysis. Following Landau and von Neumann, we take the density matrixρ which satisfies T rρ(t) = 1, 0 ≤ρ nn (1.1)
as the fundamental ingredient of quantum statistical mechanics. Thisρ is regarded as the "wave function" of a many particle system. We examine a quantum system, which is slightly away from thermal equilibrium, in the representation where the total energy and particle numbers are diagonal. The average value of any macroscopic observableÔ is given by Ô (t) = T rÔρ(t).
(1.2)
For the system slightly away from equilibrium, Ô (t) is time dependent in general, and thusρ(t) is time dependent. Following von Neumann, we introduce the (dynamical) entropy defined by H = −kT rρ lnρ (1.3) which is a generalization of Gibbs entropy to a quantum system. It is well known that H thus defined is constant in time.
The basic observation in this paper is that we can define another quantity S = −k n p n ln p n (1.4) in terms of p n ≡ (ρ) nn defined in the representation where the total energy and particle numbers are diagonal. By definiton we have p n (t) = p n (0) and thus S is also constant in time. We propose to identify S thus defined, which can be regarded as basically statistical quantity, as the amount of uncertainty of Shannon which was introduced into statistical mechanics by Jaynes [2] . Note that H in (1.3) agrees with S in (1.4) only whenρ is diagonalizable simultaneously with the total Hamiltonian and the total particle number operator. This clear distinction between H in (1.3) and S in (1.4) has not been made in the past.
In the present formulation of quantum statistical mechanics, we regard the least biased estimate on the basis of limited amount of information discussed by Jaynes as a least biased estimate of initial conditions on the diagonal elements p n . Note that the diagonal elements ofρ(t) are constant in time and thus they cannot approach equilibrium values by any dynamical motion but by statistical inference. From the days of Boltzmann, it is well known that "Second law of thermodynamics can be represented only by means of assumptions regarding initial conditions" [12] . Instead of choosing the typical states in the classical Boltzmann analysis [11] , we use the Shannon's "least biased" estimate as the specification of the initial state of a quantum system, for which we have only a very limited amount of information. As is clear from our formulation, the Shannon's information theory does not tell anything about the time development of a many particle system. The information theory of Shannon, however, tells us a very simple derivation of the formula (1.4) on the basis of an interesting composition law, which is briefly reviewed in Section 2, and also tells us how S is interpreted in estimate theory. In quantum statistical mechanics, as formulated here, it is clear that Shannon's statistical inference does not precede physical dynamics.
We still have to deal with the main problem of quantum statistical mechanics as to what kind of dynamical properties of the system ensure the eventual approach to thermal equilibrium. For this part we do not have a definite answer, but we will argue that a property, which may be regarded as a quantum counter part of the mixing property in classical ergodic theory [13] , is sufficient to ensure the eventual thermal equilibrium. In this respect, it may be said that we are at the similar level as a formulation of classical statistical mechanics on the basis of Gibbs ensemble theory. See also Ref. [3] for an attempt to construct general nonequilibrium statistical thermodynamics.
As for the entropy law, some form of coarse graining is necessary not only in the Gibbs approach to quantum statistical approach [9] but also in the Boltzmann approach to classical statistical mechanics [10] . In our approach it turns out to be more convenient to take a coarse graining in the "time direction" or a suitable time averaging [14] [3] . In this respect, it may be interesting to recall that several authors regard the Boltzmann equation in classical statistical mechanics as an approximation to the Liouville equation when combined with a suitable time averaging [14] [9] .
The actual procedure of our analysis of the H-theorem starts with applying the least biased estimate by maximizing Shannon's S (1.4) on the basis of a limited amount of information available. We interprete this least biased estimate as the most noncommittal estimate of the initial conditions on the diagonal elements ofρ(t) on the basis of the limited information available. The non-diagonal elements ofρ(t), which are not fixed by Shannon's statistical inference, are fixed by other macroscopic observables at t = 0, as will be described in Section 3. The physical state described byρ(t) then develops with time following the Schroedinger equation, which preserves the value of von Neumann entropy H. The entropy law of Clausius in the present formulation is expressed as the approach of the macroscopic properties of the system on a suitable time average in a thermodynamic limit to those of the almost equilibrium state, whose physical entropy is estimated by the maximum value of Shannon's S.
Least biased inference in information theory
We here recapitulate, for the sake of completeness, the essense of the least biased estimate in Shannon's information theory [1] following the presentation in Ref. [2] . We consider the variable x which takes the n values {x 1 , x 2 , ...., x n }. We also define the probability p i for the variable x to assume the value x i . The non-negative probability p i is constrained by the condition
which means that the total probability is unity. Let's consider a smooth function f (x) of the variable x, such as f (x) = x.
We then ask what we can say about the set of probabilities {p 1 , p 2 , , ...., p n }, if the only available information is the average value < f > of f (x) defined by
Clearly it is impossible to determine all p i uniquely for a large value of n since we know only < f >. Following Shannon, we introduce the amount of uncertainty for the set of variables {p 1 , p 2 , ...., p n } and we determine each p i by allowing the maximum amount of uncertainty, or equivalently, the least bias for the chosen solution of {p 1 , p 2 , ...., p n }. The non-negative continuous function S n (p 1 , p 2 , ...., p n ) of {p 1 , p 2 , ...., p n }, which determines the amount of uncertainty associated with the n variables, is postulated to satisfy the following two basic requirements:
(a)If all p i are equal, and consequently p i = 1/n by definition, A(n) ≡ S n (1/n, 1/n, ...., 1/n)
is an increasing function of n. This condition is natural since it means that the amount of uncertainty (or our ignorance) increases when n increases.
(b)The composition law
holds. The meaning of this composition law is as follows: Let's divide the variables {p 1 , p 2 , , ...., p n } into r combinations
(2.5)
Here w 1 , for example, stands for the probability that any one of
., x k 1 } is realized , the probability for one of x i is given by p i /w 1 . The reason we have the factor w 1 in front of S k 1 (p 1 /w 1 , p 2 /w 1 , ..., p k 1 /w 1 ) is that we have uncertainty S k 1 (p 1 /w 1 , p 2 /w 1 , ..., p k 1 /w 1 ) with probability w 1 in addition to the uncertainty S r (w 1 , w 2 , ...., w r ). This composition law requires the agreement of the total amount of uncertainty calculated in this two-step procedure with the original amount of uncertainty in the left-hand side of (2.4).
For example, for n = 3 with {p 1 , p 2 , p 3 } = {1/2, 1/3, 1/6}, we may consider w 1 = 1/2, w 2 = 1/3 + 1/6 = 1/2 and the above composition law requires
For the case of only one probability variable, the amount of uncertainty should be zero, and thus S 1 (1) = 0.
A remarkable fact is that these two conditions (a) and (b) are solved in an elementary way and lead to the unique solution[1] [15] ( see also Appendix in Ref. [2] )
with a positive constant k. One can confirm that this solution is in fact non-negative and satisfies the above example (2.6), for example. The solution which gives the maximum for the amount of uncertainty S n (p 1 , p 2 , ...., p n ) with the constraints
is given by using the Lagrange multiplier as
and the parameter β is determined by
It is obvious that a simple generalization of this problem leads to the grand canonical ensemble of Gibbs theory
where β = 1/kT and E(ν i ; j) is the jth energy eigenvalue with the particle number ν i ; the summation is over all the physically recognizable energy eigenstates of a many particle system, and thus the Bose-Einstein or Fermi-Dirac statistics is automatically incorporated. The amount of uncertainty is identified with the Gibbs entropy for a thermal equilibrium case. This provides a very simple derivation of the Gibbs formula with only a basic knowledge of quantum mechanics. The conventional statistical mechanics for equilibrium states could thus be interpreted as the least biased estimate on the basis of a small amount of information available, namely, the average energy < E > and the average particle number < N >: It is maximally noncommittal with regard to missing information. It was emphasized in Ref. [2] that "whether or not results agree with experiment, they still represent the best estimates that could have been made on the basis of the information available".
Nevertheless, the physical contents of this formulation such as the role of physical properties of a specific system, which are expected to be important to ensure thermal equilibrium, are not clear in the presentation in this section. We attempt to incorporate these physical contents into the present formulation in the next section by giving a proper definition of the amount of uncertainty in the context of quantum statistical mechanics. We present a general framework of quantum statistical mechanics which incorporates the least biased statistical inference as an integral part and analyze the entropy law of Clausius. We thus attempt to provide a physical basis for the derivation of (2.11).
Statistical inference and entropy law in quantum statistical mechanics
We here attempt to formulate a general framework of quantum statistical mechanics, which incorporates the least biased statistical inference as an integral part. In particular, we discuss how to describe near-equilibrium states and their approach to thermal equilibrium in such a framework. We assume that we analyze a physical system which is completely characterized by its total energy and particle numbers, if the thermal equilibrium should be realized. In the representation where the total energy and the particle number are diagonal, we have the density matrixρ(t) which satisfies [9] T rρ(t) = nρ (t) nn = n p n = 1,
We here assume for simplicity the presence of only one kind of particles. We first note that p n is time independent
since the total Hamiltonian is diagonal in the present representation. We assume that either none of the energy levels are degenerate, or if some of them are degenerate, the density matrixρ(t) is diagonalized by a unitary transformation beforehand in each sector which contains the degenerate energy levels. Consequently, all the possible off-diagonal elements of the density matrixρ(t) are time dependent. Our proposal is to define the Shannon's amount of uncertainty, which is based on the information available, by
This S, which carries no characteristic properties of quantum theory, may be assigned a purely statistical meaning as in the analysis in the previous section, and it is time independent unless one applies some artificial approximate manipulation to it. The dynamical entropy of von Neumann
which is a quantum generalization of Gibbs entropy, is also time independent since the time development ofρ is a unitary transformation. In Ref. [3] (and also in [6] ), this entropy H, which in principle contains the effects of quantum coherence, is called the information entropy. In this paper we stick to the classical notion of information and thus to the amount of uncertainty defined in (3.3). The necessity of choosing (3.3) as the amount of uncertainty becomes clear later. The average value of any operator in the Schroedinger representation is defined by
In the framework of Shannon's least biased statistical estimate used by Jaynes, the maximum value of the amount of uncertainty, which is identified with S in (3.3) in the present formulation, is considered with the constraints (3.1). One then obtains the standard result p n = e ανn−βEn / n e ανn−βEn , (3.6)
but the non-diagonal elements ofρ(t) are left completely unspecified, namely, we remain maximally noncommittal with regard to missing information. (In the case of the black body radiation, the photon number operator does not commute with the total Hamiltonian and thus we set the "chemical potential" α = 0 in the above formula.) The parameter β attains a meaning of the inverse temperature when the thermal equilibrium is achieved. On the other hand, the maximum of the von Neumann entropy H with constraints (3.1) gives rise to [7] 
with the grand potential q. This density matrixρ is completely diagonal; in other words, if one imposes the maximum condition on the von Neumann entropy, we arrive at the canonical ensemble without any freedom of time development. (This property is undestood by using the inequality (3.9) to be discussed below.) In fact, the conventional analysis of thermostatistics utilizes this property of the entropy H and attempts to prove the Boltzmann's H-theorem for this H in (3.4) as an indicator of the general tendency toward thermal equilibrium [9] . In contrast, we here attempt to characterize the approach to thermal equilibrium from a different perspective. For the general situation, the maximum uncertainty estimate of Shannon as formulated here does not specify the density matrix completely, and the best estimate of the average of a general operatorÔ is
which is time independent. This average agrees with the true average (3.5) in the case of thermal equilibrium. The least biased estimate is thus sufficient for the description of equilibrium states, which is in agreement with the analysis in the previous section. It is clear that the least biased estimate of Shannon, as formulated here, is purely statistical and does not provide any information about dynamical time development. We next note an inequality between S and H H ≤ S. To show this relation, we define a set of hermitian operatorŝ
namelyρ 0 is a diagonal matrix with diagonal elements p n , andη 0 is a diagonal matrix with diagonal elements ln p n . We then have In this derivation, we used the inequality which follows from the normalization conditions T reη = 1 and T reη 0 = 1,
All the calculations in (3.12) have been performed in the representation whereη is diagonal. This inequality is in turn based on the inequality valid for a general hermitian operatorη 0 [9] (eη 0 ) kk ≥ e (η 0 ) kk (3.13) where the equality holds only for a diagonalη 0 , and on the fact that for a real variable x, (x − 1)e x + 1 ≥ 0, where the equality holds only for x = 0. This inequality, H ≤ S, valid for anyρ(t) suggests that we can impose the maximum amount of uncertainty condition on S without any dynamical constraint on H. This is consistent with the fact that we impose no constraints on the time dependent off-diagonal elements ofρ(t). Note also that the diagonal components ofρ(t) do not change with time in our representation of quantum states, and thus they cannot approach the equilibrium values by any dynamical motion but by statistical inference. These properties put together suggest that we can interprete the least biased estimate formulated by Jaynes as specifying the maximally noncommittal initial conditions on the diagonal elements p n of the density matrixρ(t) on the basis of a limited amount of information available. From this analysis, it should be clear that Shannon's statistical inference, as formulated here, does not precede physical dynamics. (In contrast, if one should use (3.4) as Shannon's amount of uncertainty, the statistical inference would precede physical dynamics, since the statistical inference would then determine the time dependent off-diagonal elements ofρ(t) as well.)
In analogy with the definiton of a quantum state in terms of a complete set of commuting hermitian operators [16] , we assume that our density matrixρ(t), which is a generalization of the Schroedinger wave function, is completely specified by a set of macroscopic observables {Ô} and energy and particle numbers; in the present case, the operators {Ô} do not commute with the total Hamiltonian by our assumption. We then define the non-equilibrium state operationally by the relation
= T rρ(t)Ô − n p n < n|Ô|n > = 0 (3.14) for some macroscopic observablesÔ other than total energy and particle numbers. Here p n is defined in (3.6 ). If we do not find any sensible macroscopic observableÔ which satisfies the above relation, the system is in thermal equilibrium. What we have in mind as the observablesÔ is , for example, the smeared energy densityĤ(f ) = d 3 xf ( x)T 00 (0, x) defined in terms of the conserved energy-momentum tensorT µν after a local heating of the system, or the smeared particle number densityν(f ) = d 3 xf ( x)Ĵ 0 (0, x) defined in terms of the conserved particle number currentĴ µ after injecting particles to the system. The density matrixρ(t) at t = 0 is thus specified by the Shannon's maximum uncertainty estimate, which fixes the diagonal elements p n as in (3.6) , and the set of ∆Ô(t) at t = 0. Note that the macroscopic properties of the initial physical states, which are described by variables ∆Ô(t) together with the total energy and particle numbers, could still be quite different from each other, although the diagonal elements p n are fixed in the present approach. (If one could define macroscopic variables and macroscopic states precisely as in classical Boltzmann statistical mechanics [11] , one would be able to to work exclusively on such variables. In view of the absence of such well-defined macroscopic variables in quantum statistical mechanics, we work on the Gibbs entropy (3.4) and its behavior in a suitably smeared sense as an indicator of thermal equilibrium.) Compared to the conventional Gibbsian approach to the quantum mechanical Htheorem [9] , our formulation puts much emphasis on the statistical inference of the intial conditions ofρ(t). Our statistical inference contains the statistical aspect of the conventional approach, namely, the notion of equal a priori probabilities in the following sense: Starting with the relation (2.4), one may understand that a coarse-grained density, which is determined by experimental data, is described by the set of probabilities which corresponds to the equal a priori probabilities [9] ; namely, equal probability in each sub-block. But we remain maximally noncommittal with regard to the time dependent off-diagonal elements ofρ(t) in the present approach. Our system described by the density operatorρ(t) then develops with time following Schroedinger equation with a fixed value of the von Neumann entropy H. The value of H is expected to be not far away from that of the canonical ensemble since the maximum value of S fixes the diagonal elements ofρ(t) at the canonical equilibrium values.
Our next task is to specify what kind of dynamical properties of a many particle system ensure that the system with initial conditions defined by our statistical inference will in the long run approach the almost equilibrium state. We first note that the time average of ourρ(t) over a sufficiently long period approaches arbitrarily close to the canonical equilibriumρ 0 with diagonal elements p n in (3.6) . In this sense, our system by its construction satisfies the Boltzmann's ergodic postulate; the time average behavior of a system is the same as its equilibrium behavior. Namely a suitable time averaging of (3.14) gives rise to ∆Ô ≃ 0 (3.16) which is the equilibrium condition. We need to justify the time averaging procedure in (3.16) on the basis of dynamical considerations. To be specific, we first have to avoid the persistent macroscopic oscillation of the system. Secondly, we have to avoid the quantum version of Poincare's recurrence theorem [17] , even if the apparent macroscopic quasi-periodic motion should be absent. If either one of these conditions were not satisfied, our system, even if it satisfies (3.16), would be quite different from our intuitive understanding of thermal equilibrium. To avoid the recurrence theorem, we appeal to the notion of a thermodynamic limit, namely, the limit V → ∞ with the particle density N/V kept finite, where we have an infinite number of degrees of freedom and thus the reccurence time, if it should exist at all, is expected to be infinitely long [3] . As for the persistent synchronized collective oscillation, the probability for a great number of oscillators inρ(t) to synchronize persistently is expected to be negligibly small in a thermodynamic limit. The thermodynamic limit suggests that only the macroscopic motion, which is not sensitive to any specific boundary condition such as the shape of the box, could survive in the limit. In the generic situation, our system in the thermodynamic limit is thus expected to give a negligible time correlation between ∆Ô(t) for a large time difference |t 1 − t 2 |. See Ref. [18] for a recent related discussion of quantum dynamics.
We formulate the above negligible time correlation precisely as a dynamical postulate on our system. The thermal equilibrium condition (3.16) is stated more precisely as ( see also (3.14) )
for t → ∞ for any macroscopic observableÔ and a fixed finite ∆t c ; Ô 0 is defined in (3.8) with p n in (3.6). For ∆t c = ∞, the left-hand side of this relation vanishes by our construction. We impose this condition for a finite ∆t c and assume that ∆Ô (∆t c ) is not sensitive to a small variation of ∆t c . The actual magnitude of ∆t c , which is expected to be microscopically quite long and of the order of macroscopic time scale, will generally depend on the specific system we are analyzing. We emphasize that this dynamical condition (3.17) is regarded as a quantum counter part of the so-called mixing property in classical ergodic theory [13] . It is known in classical ergodic theory that not all the systems can achieve thermal equilibrium when left isolated. Only those dynamical systems which satisfy the mixing property ensure that the phase space average with Liouville density agrees with the long time average of any macroscopic variable. It is also known that the mixing property alone does not directly gives rise to the entropy law of Clausius due to the Liouville theorem. One need to analyze a coarse graining of the phase space to establish the entropy law [13] . An intuitive physical picture for the appearance of entropy law from a coarse graining is as follows: When one divides the entire phase space into small meshes, one assumes the statistical average, namely, equal a priori probabilities inside each mesh. Because of mixing property, the trajectory of the many-particle system travels through all the meshes and receives the operation of equal a priori parobabilities ( and also decoherence in the case of quantum case) in each mesh. All the meshes are thus effectively equalized, and the entire system approaches the microcanonical ensemble if the total energy is precisely specified. If one chooses a finer mesh, it takes more time for the system to achieve thermal equilibrium but the system will eventually arrive at thermal equilibrium.
In our formulation, which is based on the Shannon's statistical inference of initial conditions, the above order of dynamical mixing property and statistical consideration associated with coarse graining is effectively reversed. We first use the statistical inference and the dynamical requirement (3.17) comes later. Since the diagonal elementsρ nn are time independent, this reversal of ordering does not make any difference. The physical entropy of the final thermodynamic state defined by this time averaging (3.17) , which is characterized by ∆t c , is estimated bȳ
for t → ∞. This value is expected to be very close to the maximum of Shannon's statistical amount of uncertainty S with p n as in (3.6) , which is the maximum value of any sensible definition of entropy because of (3.9). We interprete this as a manifestation of the entropy law in the present formulation of quantum statistical mechanics. We reiterate that we used two ingredients to formulate the entropy law in our approach : The first is the statistical input related to the least biased inference, and the second is the dynamical input related to the postulated damping of synchronized macroscopic collective motion as in (3.17) . The von Neumann entropy H is in contrast rigidly defined by the basic dynamics, and it does not allow any arbitrary manipulation such as taking a time averaging ofρ(t). The dynamical entropy H of von Neumann stays constant throughout the unitary time development of the system regardless of our time averaging procedure. In fact, the above time averaging (3.17) to define the physical thermodynamic state resolves the discrepancy of the dynamical von Neumann H and the physical statistical entropy (3.18) we defined.
Physically, the von Neumann entropy H is sensitive to the dynamical motion of all the time scales in the system, whereas the thermodynamic entropy (3.18) is not sensitive to the motion with time scales shorter than ∼ ∆t c ; moreover, the condition (3.17) states that the macroscopic motion with time scales larger than ∼ ∆t c in the system diminishes for t → ∞. We here note an interesting analogy of the present formulation with the renormalization group in field theory. The parameter ∆t c (or to be precise,h/∆t c ) characterizes the energy scale of the theory, and the entropyH(∆t c ) ≡ −kT rρ lnρ in (3.18) corresponds to the renormalized running coupling constant. The ultra-violet limit ∆t c → 0 gives rise to the von Neumann entropy H, which corresponds to the bare coupling constant, the fundamental quantity defined by the basic dynamics , namely, quantum mechanics in the present case. But physics is not sensitive to the bare coupling constant. The infrared limit ofH for ∆t c → large gives rise to the measurable quantity, the maximum of Shannon's S, corresponding to the coupling constant α = 1/137 in QED defined in the Thomson limit. In this analogy, the entropy law of Clausius corresponds to the statement of the existence of a stable infrared fixed point.
The main purpose of this note has been to formulate quantum statistical mechanics, which incorporates Shannon's statistical inference as an integral part, and to provide a physical picture for the general tendency toward thermal equilibrium , which is different from the one in the conventional formulation of quantum mechanical H-theorem [3] [9]: Usually one deals with the entropy which is defined in terms of coarse-grained elements of the density matrix. The dynamical increase (in the future or past direction) of the entropy thus defined is based on the different time development of the coarse-grainedρ and lnρ in H = −kT rρ lnρ ; independently of the technical details, in view of (3.2), the origin of the time variation of the diagonal elements ofρ in the representation where the total Hamiltonian is diagonal (see Section 6.5 in [9] ) is not quite clear, at least, to the present author.
In any case, the conventional coarse-grained approach to the quantum mechanical H-theorem contains the statistical input, namely, the equal a priori probabilities, as an essential assumption. The coarse-graining by itself does not necessarily lead to the increase of the entropy, as is seen from (2.4) and (3.15) which show that S remains unchanged even if one divides the density matrix into its subsectors; it is essential to assume the equal a priori probabilities, which diagonalize each subsector of the density matrix with equal eigenvalues, to let S increase. The coarse graining thus performs not only the statistical operation by setting the diagonal elements in each subsector of the density matrix to be equal but also the dynamical operation by setting the off-diagonal time dependent elements to be zero. As a means to analyze the dynamical aspect of the conventional approach to coarse graining, one may utilize a smeared (macroscopic) equation [9] [19]
where P i is the probability for the ith subscetor and Z i is the dimension of the subsector. The quantity A(i → j) stands for the transition probability between two subsectors; from the requirement of time reversal invariance, one imposes the detailed balancing A(i → j) = A(j → i). This equation (3.20) , which is based on equal a priori probabilities, leads to the same result as the microcanonical ensemble [9] , but it is not known to what extent (3.20) is justified by the basic principles of quantum mechanics. (The subtle problem here is that one somehow equalizes all the time independent p n =ρ nn in (3.2) on the basis of Eq.(3.20) and the assumption of equal a priori probabilities applied to each subsector. Since p n =ρ nn are time independent, the net result is equivalent to setting all p n to be equal by statistical considerations alone, i.e., to assuming the microcanonical ensemble from the onset.) Incidentally, Eq.(3.20), which is a phenomenological equation, may be regarded as a quantum analogue of Boltzmann equation [11] .
In contrast, the notion of time derivative of the entropy does not appear directly in our picture. We simply define the physical entropy of a thermodynamic state after specifying the state by the time averaging (3.17) . In the context of the H-theorem in a broad sense, our proposal is thus characterized as a specification of the initial conditions by Shannon's statistical inference on the basis of a limited amount of information and a suitable coarse-graining (3.17) in the time direction. See Refs. [14] [3] for the past discussion of coarse-graining in the time direction or time averaging.
From our formulation on the basis of Shannon's statistical inference, it is expected that our consideration is valid for a system for which the statistical inference is applicable, to begin with. In other words, the system may be slightly away from thermal equilibrium but not far away from equilibrium. Our formulation will however be able to incorporate the linear response theory [20] [21] by adding an external infinitesimal perturbation, which vanishes both at t = 0 and t = ∞ but assumes a non-vanishing value for some time interval in the intermediate stage. If the system is really far away from equilibrium, it will be a subject of quantum mechanics; the density matrixρ(t) and the dynamical entropy H of von Neumann are useful for such a situation also, but presumably not the statistical inference. See Ref. [3] for the discussion of general nonequilibrium cases.
Discussion
The von Neumann entropy H = −kT rρ lnρ, whose time development is defined by Schroedinger equation, does not change with time. This fact clearly shows that the entropy law of Clausius is not a direct consequence of microscopic dynamical laws alone, just as the canonical distribution (2.11) is not a direct consequence of microscopic dynamical laws alone: In the context of classical Boltzmann approach, this fact is well known just to quote " It follows that the macroscopic dynamics cannot be a consequence of the microscopic dynamics alone" [10] . We presented in this paper a formulation of quantum statistical mechanics, which incorporates the reformulated least biased statistical inference of Jaynes [2] as an integral part, and also a physical picture for the quantum mechanical H-theorem in this framework. In particular, it has been shown that the identification of (3.3) with the amount of uncertainty of Shannon prevents statistical inference preceding dynamical time development. It is hoped that our analysis makes the elegant aspect of Shannon's theory of inference acceptable as an integral part of quantum statistical mechanics, and thus the derivation of (2.11) would become more acceptable in the community of physicists.
The derivation of the amount of uncertainty from the interesting composition law (2.4) is also important in view of the recent analyses of the so-called Tsallis statistics [22] , which is based on a modified formula of entropy; the modified entropy does not satisfy this composition law. One of the essential aspects of Boltzmann-Gibbs statisitics is captured by the composition law (2.4).
In conclusion, we have shown that a proper mixture of statistical and dynamical considerations is essential in any attempt, not only in the rpesent one but also in all the past formulations, to describe many particle systems in quantum statistical mechanics, and that a clear distinction between statistical aspects and dynamical aspects will lead to a better understanding of the entire subject. The remaining problem in our formulation is to specify precisely the class of many-particle Hamiltonians which ensure (3.17) . I thank A. Shimizu, H. Tasaki and M. Ueda for stimulating discussions and for calling relevant references to my attention.
