We consider the problem of control for continuous time stochastic hybrid systems in finite time horizon. The systems considered are nonlinear: the state evolution is a nonlinear function of both the control and the state. The control parameters change at discrete times according to an underlying controlled Markov chain which has finite state and action spaces. The objective is to design a controller which would minimize an expected nonlinear cost of the state trajectory. We show using an averaging procedure, that the above minimization problem can be approximated by the solution of some deterministic optimal control problem. This paper generalizes our previous results obtained for systems whose state evolution is linear in the control.
Introduction
We consider in this paper a controlled hybrid system: control actions are taken periodically at discrete times, and they influence in some probabilistic sense the parameters of a system that evolves in continuous time. More precisely, the state of the continuous part of system is described by some nonlinear differential equation; its dynamics is parameterized by some vector which may take a finite number of different values. The value of these param-eters are functions of a controlled Markov chain, that has jumps at some fixed moments of time.
As an example for such a system, consider the admission control into a telecommunications network. The state of the continuous time system may be taken to be the amount of workload (i.e. the transmission time required by the information packets) in the different nodes. The dynamics of this state is determined by the number, the routes and the type of sessions that are present in the network. These can be described by a Markov chain that takes a finite number of states. This Markov chain has transitions corresponding to the end of sessions, or to the beginning of new sessions. The latter, however, may be controlled by the network; the actions available are thus to accept or reject a new coming call, having some requirements for its routing, bandwidth, and duration.
The objective is to minimize an expected nonlinear cost of the state trajectory over a finite horizon problem. We consider the behavior of the hybrid system when the time between transitions of the Markov chain is small. Using an averaging procedure, we show that the above minimization problem can be approximated by the solution of some deterministic optimal control problem. This paper generalizes our previous results obtained for systems whose state evolution is linear in the control [2, 3] .
Note that the problem we deal with here is closely related with singularly perturbed stochastic optimal control problems which were intensively studied in the literature, see, e.g. [4, 5, 6, 7, 9, 10, 19, 20, 21, 22] . Our result differs, however, from the ones obtained in the references above and it can be regarded as an extension of the averaging technique developed for deterministic singularly perturbed optimal control problems (see, e.g. [16] ).
Notation: Throughout this paper R n and R nxm denote, respectively, the n dimensional Euclidean space and the set of all n x m real matrices. P~ and E~ are, respectively, the probability measure and mathematical expectation corresponding to an initial distribution x and a policy u (which will be specified later). I]" ]l will refer to the Lx norm in the finite dimensional space. That is, for q ~ R k and A e R nxk, [[ql[ = maxi=l,Z,...,klqi[ and [JAil = maxllqlt=ll[Aq[ I. LxJ stands for the greatest integer which is smaller than or equal to x. To distinguish the variables, we use capital letters for stochastic variables, i.e. Z and H, and small letters for deterministic variables, i.e. z and h.
The remainder of this paper proceeds as follows: In Section 2, we describe the class of systems under consideration and formulate the problem. Also some preliminaries are recalled. Section 3 presents the main result about an approximation of the problem of optimal control of the hybrid stochastic system by a deterministic optimal control problem. Approaches that allow to characterize the solution of the deterministic optimal control problem and to use this solution to obtain an asymptotically optimal policy for the hybrid stochastic system are discussed. The fundamental lemmas which are used to achieve our main result are proved in Appendices.
Problem Formulation and Preliminaries
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Consider the following hybrid stochastic control system
where Z(t) is the state, z0 is the initial state, Y(t) is a control, f(., .) :--+ R n is a function. The controls Y(t) will be defined below as a piecewise constant function of time taking there values in a finite subset of R k. We shall denote this subset as D2. By D1 we shall denote a compact subset of R n which will be assumed to contain the solutions Z(t) of (2.1) obtained with the admissible controls.
Y(t)
is not chosen directly by the controller, but is obtained as a result of controlling the following underlying stochastic discrete event system. Let e be the basic time unit. Time is discretized, i.e. transitions occur at times t = ne, n = 0, 1,..., [e-iJ. There is a finite state space X = {1, 2,..., N} and a finite action space A. If a state is v and an action a is chosen then the next state is w with the probability P~aw. A policy u = {uo, ut,...} in the set of policy U is a sequence of probability measures on A; at each time t = ne the controller chooses u~ based on the history of all previous states and actions, as well as the present state. In this paper, our attention is concentrated on the following classes of policies:
9 Markov policies, denoted by ~, i.e. policies for which un depends only on the current state, and does not depend on previous states and actions. 9 Stationary policies, denoted by 5 p, i.e. policies for which un depends only on the current state, and does not depend on previous states and actions nor on the time.
The stochastic process {Xn, An} is known as a controlled Markov chain, or Markov decision process (MDP), and well studied by researchers in the past three decades, see, e.g. [13] and the references therein. We assume throughout the paper that under any stationary policy, the state space forms an aperiodic Markov chain such that all states communicate (regular Markov chain). The results of the paper hold in fact under weaker ergodicity assumptions, however the restricted assumption makes the presentation clearer.
We make the following assumption on the nonlinear function f(Z(t), Y(t)). 
The set D2 is defined as the set of all possible values of 9 on X • A. [18] .
The slow variables Zt may then represent the number of customers in the different queues whereas the underlying MDP may correspond to routing, or admission of some calls. []
For fixed e and X0 --x, the control problem considered in this paper is as follows: find a policy u that achieves
where Zi is the solution of (2.1), and the cost function G: R" ~ R, satisfies the following assumption: Our objective is to construct a policy u~ which is asymptotically optimal for Q~. More precisely, the difference between the cost under this policy and F~(zo) converges to zero as e --+ 0.
In the reminder of this section, we recall a general result on MDPs that establishes the uniform convergence of the state-action frequencies to their limits.
Let m and K be arbitrary integer numbers and where l{xn = w, Xn = a} is the indicator function (that is, it is equal to one when xn = w, an = a, and it is equal to zero otherwise). If H is a random realization of h, then we denote
Let ~/(u) = {r/(u; w, a)} be the vector of steady state probabilities of stateaction, (w, a), pairs obtained when using a stationary policy u, i.e. Notice that due to the ergodicity assumption on our model, q(u; w, a) does not depend on the initial distribution. It follows from [12] and [1] that for any policy u and initial distribution 4,
This implies by the bounded convergence theorem that Before ending this section, we recall an inequality which will be used in the proof of our main results. Let us define the point-to-set mapping V(z) : Da ~ 2 R"
= U Z r/(w,a)f(z,g(w,a)). Notice that V(z) is compact and convex (and even polyhedral) since W has all these properties (see [12] ). Consider the differential inclusion Lemma 3.1 shows that the solutions of differential inclusion (3.2) are approximated by random trajectories of (2.1).
Lemma 3.2: There exists a function ~e(t, h) such that i) for a fixed h ~ H, it is a solution of(3.2); ii) for any policy u, ~(t) = ~(t, H) satisfies
where Z(t) is the solution of(2.1) and 7(e) is as in Lemma 3.1.
Proof'. See Appendix B. 9 [3] . [] Now we are ready to present our main result in this paper.
Remark 3.1." When f(z,y) in (2.1) is linear in the second argument (for each value of the first argument), i.e. f(z,y)=fl(z) +f2(z)y, lemmas 3.1 and 3.2 reduce to the corresponding results in
Define the "deterministic" optimal control problem Q0 as follows: Q0: Find a solution z(t) of (3.2) which minimizes the cost function FO(zo) A inf G(z(1)) (3.5) g over the trajectories z of system (3.2).
The following theorem about an approximation of Q, by Q0 can be easily established on the basis of lemmas 3.1 and 3.2. 
That is, ue(z*) is asymptotically optimal for Qe.
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Proof: Let u be an arbitrary policy, Z(t) be the solution of (2.1) and ~e(t) be a solution of (3.2) satisfying (3.4). Then, by Assumption 2.2 and Lemma 3.2, 
EuG(Z(1)) > F~ -C67(e).
Hence By Theorem 3.1, the policy ue(z*) constructed on the basis of an optimal solution of the deterministic problem Q0 is asymptotically optimal for the problem Q~. Let us now consider some ways of characterization of the optimal trajectory z* (t) of Q0-
Hamilton-Jacoby-Bellman (HJB) Equation for Qo
One way of characterization of the optimal control in the problem Q0 is related to the HJB equation. Define the Hamiltonian of (3.2) as
As follows from (3.1), ~/f(z, 2) is equal to the optimal value of the following linear programming (LP) problem
~r176 2) = rn~ax { ~ 2 T f (z' g(w' a) )q(w' a)l~l = {rl(w' a) } ~ W } (4.4)
where the characterization of W as a set of linear constrains was given explicitly in [11] . The HJB equation of Q0 is written in the form
OBo(t, ) ( OBo(t,z)
at ~-3r176 z, ~z ] =0' B0(1,z) = G(z) . The HJB equation allows us to construct both necessary and sufficient conditions of optimality for Q0 and, in particular, to verify whether a given z(t), solution of (3.2), is optimal in Q0 (see details in [8] ). On the other hand, the viscosity solution of (4.5) (see e.g. [15] ) defines the optimal value of the problem Q0 on the interval Is, 1] subject to the initial condition Zs = z which provides an approximation for the optimal value B~(s, z, x) of the problem Q, on the same interval Is, 1] subject to the same initial condition zs = z and with the initial state of the MDP being x. More precisely, since, by definition, B~(0, z, x) = G~(z) and B0(0~ z) = Go(z), from Theorem 3.1 it follows that lim Be(0, z, x) = Bo(0, z) . This problem is welt known to be equivalent to the linear programming problem (4.4) (see, i.e. [12] ). Namely:
a) The optimal value of the above problem does not depend on the initial distribution ~ and it is equal to the optimal value of (4.4)
4) = e(z, 2)
b) There is a one-to-one correspondence between optimal stationary policies of L(z, 2) and the optimal solutions of (4.4).
The approximate solution of Q, via Q0 has, thus, a decomposition structure. One fixes first the slow parameters z and 2 and finds optimal stationary policy for "fast" MDP (4.6) and then finds an optimal (or near optimal) regime of changing the slow parameters via solution of HJB (4.3).
Reduction to Bolza Problem
Another, in a sense dual decomposition procedure for an approximate solution of Q~ can be constructed in case the objective function is given in the integral form. Assume that instead of (2.3), we consider the following objective function: For v r V(z), we take q~(z, v) to be equal to +oo.
Similar to the proof of Theorem 1 in [17] , it can be shown that Q0 is equivalent to the Bolza problem 
lim ~ j=0
?71----+0 (3 The equivalence is understood in the sense that they have the same value, and that based on the solution of (4.8), one can construct an optimal policy for the MDP and vice versa. Thus again with fixed slow parameters (this time, z and v), one finds optimal stationary strategies for fast MDP with constraint (4.10) and then consider slow deterministic Bolza problem (4.9).
Conclusion
The system we dealt with in this paper includes parameters jumping at discrete times governed by a controlled Markov chain with finite state and action spaces. We considered the problem of optimal control of this nonlinear stochastic hybrid system under the condition that the intervals between the jumps are small. We showed that an asymptotically optimal policy for this problem can be found on the basis of solution of some specially constructed deterministic optimal control problem. 
A-l(e) f z(t)dt ~ V(e(zt)) + CMA(e)B Zl which implies that dist A-'(e) g(t)dt, V(~(zl)) < CMA(e) .
(A.5)
Define the vectors vt, l = 0, 1,..., t~(e) -1, as the projections of the vectors TI+I
A-l(e) f z(t)dt
onto the sets V(g(rt)), i.e.
P. Shi et al.
Vl = argmin
A-I(8)
As noticed in Section 4, there exists a policy st such that .
[ f(Zl, Y(t))dt--< ~(~)11r -z, II + A(~)E~ ~(~)
I 1 ~flf(Zl, Y(t))dtf f(~,(q), Y(t))dt
1
~, flf(~(~D, v(t))dt_vz[).
( it is easy to show that using (A.14), (A.16)-(A.17) By definition, it is easy to see that
+ (Lt + L2)e + L3A(e)It(K(e)) .
E~dist{~k~(H), W} <_ v(K) .
vl(h) e V(~l(h)) , VI=O, 1,...,E(e)-I .
Following the procedure in the proof of Lemma 3.1 from (A.15) to (A.18), it can be shown that there exists a function vl (e) which tends to zero as e tends to zero such that "g+l 9 l
E2 ~ ~ f(~l(H),y(t~H))dt-vt(n) <_ vl(e) .
Define the piecewise linear function ~(t, h) according to the formula 
= ~ (l(h) + (t --Zl)Vl(h), ~(t,h) I.(r + (t --zd(e)_l)Vr
dist(~(t, h), V(((t, h))) = dist(vl(h), V(((t, h))) <_ dist(vl(h), V(~(zl, h) ) ) + p( V(~(rl, h) ), V(~(t, h) ) ) <_ dist(vl(h), V(~l(h))) + MCd(e)
: MCA (8) 
~(t,h) e V(z(t,h)),z(O,h) -~zo
such that where C2 is a positive number, which can be chosen to be the same for all h~H. Let ~(t, h) be the solution of the equation
z(t,h) =f(~(t,h),y(t,h)) , ~(O,h) =zo.
Notice that if u is a policy and H is a random realization of states-actions history, then
~(t, H) = Z(t) . (B.8)
By definition, we have TI+I 
~(Zl+l,h) = ~(zl, h) + f f(~(t,h),y(t,h))dt , ~(O,h) = zo ,
Vl+l / + I f(Ct(H), y(t, H))dt -vt(H) 9
(B.14)
By Assumption 2.1, we know that 1 "Q+I 1 ~'+' The right hand side of last inequality tends to zero as e tends to zero, which establishes our desired result. 9
y(t, H))dt f(~t(H), y(t, H))dt -~(e) ~ f(~l(H)' CEUllN~(n) -~l(H)
I
