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ABSTRACT 
Telecommunication networks evolve as technology advances and society changes. Optical 
communications employing Wavelength Division Multiplexing (WDM) has become the domi­
nant technology for use in backbone networks. As IP gains in popularity, the traffic pattern in 
carrier networks shift from being voice centric to being data centric. This has led to a change 
in the network infrastructure and many researchers believe that networks are evolving towards 
the slim two-layer model of IP over WDM. Although IP routers are becoming faster, eliminat­
ing the need for ATM and SONET/SDH, there still exists a significant bandwidth mismatch 
between the sub-wavelength level IP packets and wavelength capacity. The process of multi­
plexing, demultiplexing and switching lower rate traffic stream onto and off of higher capacity 
wavelengths is defined as traffic grooming.ln this dissertation, we address several fundamental 
issues of the grooming network design and operation in the context of IP over WDM. 
First, we provide an introduction to the evolution of optical network architectures from 
SONET/SDH to WDM. We describe the principles of routing and wavelength assignment 
in IP over WDM networks, and explain how wavelength continuity constraint and wavelength 
usage constraint affect network performance. We develop a mathematical model to analyze the 
blocking performance of the optical networks with wavelength usage constraint. We conclude 
that in the practical WDM networks with wavelength usage constraint, increasing the total 
number of available wavelengths in a fiber is an attractive alternative to employing wavelength 
conversion. 
Next, to make the network viable and cost-effective for carrying IP centric traffic, it must be 
able to offer sub-wavelength level services and must have the capability to pack these services 
effectively onto a wavelength. This motivates the study of traffic grooming problems in the 
XV 
IP over WDM framework. We investigate the traffic grooming performed in IP layer, where 
the sub-wavelength level IP packets are grouped together in electrical domain before they are 
sent to the WDM layer. This is referred to as IP traffic grooming. Similarly, the grooming 
performed in WDM layer is called WDM wavelength grooming. We study IP traffic grooming 
problem with the objective to minimize the number of transmitters and receivers needed in 
the WDM layer. The resulting topology is called the virtual topology. We also propose three 
routing strategies for allocating dynamic traffic requests in the designed virtual topologies. 
Their blocking performance is studied and compared through simulations. 
The third issue addressed in this dissertation is IP traffic grooming in a recently proposed 
architecture called light trails. After a brief introduction to the light trail architecture, we 
define the light trail design problem and identify the minimum number of light trails to carry 
the given traffic demand. An ILP is formulated for solving the light trail design problem with 
given static traffic requirement. Two heuristic approaches are also developed for obtaining fast 
solutions in large networks. In our numerical examples, our heuristic approaches give very fast 
and good solutions in comparison to the results obtained from solving the ILP formulations. 
We finally address the issue of fault management in grooming networks. Although fault 
tolerance in WDM network has been extensively studied in literature, the research on sur­
vivability issues in grooming networks is still a relatively new area. We study shared and 
dedicated protection against single link failure in WDM grooming networks and develop an 
ILP formulation for each of them respectively. We extend our research on the full protection 
design to partial protection where the backup capacity is smaller than the primary capacity. 
This problem is decomposed into two sub-problems, namely resource minimization and pro­
tection maximization. We present ILP formulations for each of the sub-problems, and further 
design a dynamic routing strategy named shortest-available-least-congested routing. We show 
that partial protection is a useful feature in grooming networks. 
1 
CHAPTER 1. Introduction 
1.1 A Brief History of Optical Networks 
An optical network is a data network built using fiber-optics technology, which sends data 
digitally, as light, through joined fiber strands. Optical fiber offers low-loss transmission over 
an enormous frequency range of about 25 THz, which is several orders of magnitude more than 
the bandwidth available in copper cables. Additionally, optical fiber offers lower bit error rates 
than any other transmission media and is less susceptible to various kinds of electromagnetic 
interferences and other undesirable effects. Consequently, optical networks offer an enormous 
increase in both transmission capacity and reliability over the traditional copper wire-based 
networks. 
The first fiber-optic communication system was installed by AT&T and GTE in 1977. 
Since then, the tremendous cost savings and improved network service quality has led to many 
advances in the technologies required for optical networks. Fiber-optics today is used almost 
exclusively in the physical layers of wide-area networks around the globe, and the development 
of metropolitan optical networks is already underway. 
Telecommunications networks evolves along with the technological advances and the social 
changes. The first digital networks were asynchronous networks, where each network element's 
internal clock source timed its transmitted signal. Due to the fact that each clock had a 
certain amount of variation, signals arriving and transmitting could have a large variation in 
timing, which often results in bit errors. Furthermore, as optical-fiber deployment advances, 
no standards existed to mandate how network elements should format the optical signal. The 
emergence of numerous proprietary methods makes it difficult to interconnect, equipment from 
different vendors. 
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1.1.1 SONET/SDH 
The need for optical standards leads to the creation of the synchronous optical network 
(SONET). SONET is a standard for optical communications transport formulated by the Ex­
change Carriers Standards Association (ECSA) for the American National Standards Institute 
(ANSI), which sets industry standards in the U.S. for telecommunications and other industries. 
Following the development of the SONET standard by ANSI, the CCITT undertook to 
define a synchronization standard that would address interworking between the CCITT and 
ANSI transmission hierarchies. That effort finished off in 1989 with CCITT's publication of 
the synchronous digital hierarchy (SDH) standards. SDH is a world standard, and SONET 
can be considered as a subset of SDH. 
A synchronous mode of transmission means that the optical signals transmitted through a 
fiber-optic system have been synchronized to an external clock. The resulting benefit is that 
data streams carrying voice, data, and images through the fiber system in a steady, regulated 
manner so that each stream of light can easily be identified and extracted from delivery or 
routing. In a synchronous system such as SONET, the average frequency of all clocks in the 
system is the same (synchronous) or nearly the same (plesiochronous). Every clock can be 
traced back to a highly stable reference supply. For instance, the STS-1 rate remains at a 
nominal 51.84 Mbps, allowing many synchronous STS-1 signals to be stacked together when 
multiplexed without any bit-stuffing. Thus, the STS-ls are easily accessed at a higher STS-N 
rate. 
SONET and SDH are two closely related standards, they provide the foundation to trans­
form the transport networks that we know today. SONET/SDH governs interface parameters, 
rates, formats, and multiplexing methods, and operations, administration, maintenance, and 
provisioning (OAM&P) for high-speed transmission of bits of information in flashing laser-
light streams. It SONET/SDH that enables network providers to use different vendor's optical 
equipment with the confidence of at least basic interoperability. 
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1.1.2 WDM 
SONET has survived during a time of tremendous changes in network capacity needs. The 
main reason is its scalability. According to its open ended growth plan for higher bit rates, 
theoretically no upper limit exists for SONET bit rates. However, as bit rates increase, physical 
limitations in the laser sources and optical fiber begin to make the bit rate increasing on each 
signal impractical. 
Additionally, connection to the networks through access rings also have increased require­
ments. Customers are carrying more and different types of data traffic and demand more 
services and options. To provide full end-to-end connectivity, a new paradigm needed to be 
developed to meet all the high capacity and varied needs. Optical networks provide the required 
bandwidth and flexibility to enable end-to-end wavelength services. 
Facing the challenges of increased service needs, fiber exhaust, and layered bandwidth 
management, service providers need options to provide an economical solution. One way to 
alleviate the shortage of fiber is to lay more fibers. However, this solution is not always viable 
mainly due to the fact that the cost of laying new fibers is prohibitively high, especially in 
densely populated metropolitan areas. Besides, the rights-of-way issues arc complicated and 
add the difficulties to lay new fiber. 
A second choice is to increase the network capacity using time division multiplexing (TDM), 
where TDM increases the fiber capacity by slicing time into smaller intervals so that more data 
can be transmitted per second, as shown in Figure 1.1. It allows flexible traffic management 
on the fixed bandwidth but requires O-E-O and electrical multiplex/demultiplex function. 
Traditionally, this has been method of choice (DS-1, DS-2, DS-3, etc.) in the industry. 
However, when service providers use this approach exclusively, they must make the leap to the 
higher bit rate in one jump, requiring the purchase of more capacity than they initially needed. 
Based on the SONET hierarchy, the next incremental step from 10 Gbps TDM is 40 Gbps - a 
quantum leap that many believe will not be possible for TDM tcchonology in the near future. 
TDM has also been used with transport networks that are based on either SONET or SDH. 
The third choice for service providers is to use wavelength division multiplexing (WDM), 
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Figure 1.1 Increased network capacity - TDM. 
which increases the capacity of embedded fiber by first assigning incoming optical signals 
to specific frequencies (wavelength, lambda) within a designated frequency band and then 
multiplexing the resulting signals out onto the fiber. This wavelength spacial reuse reduces 
the cost of the expensive electrical multiplex/demultiplex function. Since incoming signals arc 
never terminated in the optical layer, the interface can be bit-rate and format independent. 
This bit rate and protocol transparency allows service providers to easily integrate the WDM 
technology with existing equipment in the network and access to the untapped capacity in the 
embedded fiber at the same time. 
Figure 1.2 Increased network capacity - WDM. 
WDM combines multiple optical signals so that they can be amplified as a group and 
transported over a single fiber to increase capacity, as shown in Figure 1.2. Each signal carried 
can be at a different rate (OC-3, -12, -24, etc.) and in a different format (SONET, ATM, data, 
etc.). When the inter gap between two wavelength channels is smaller than 100 GHz (~ 0.80 
nm), such multiplexing is also referred to dense WDM (DWDM). 
Consider a highway analogy where one fiber can be thought of as a multilane highway. 
Traditional TDM systems use a single lane of this highway and increase capacity by moving 
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doser on this single lane by using wider vehicles. WDM optical networking is analogous to 
accessing multiple lanes on the highway by using narrower vehicles (increasing the number of 
wavelengths on the embedded fiber base) to gain access to the fiber wavelength capacity. An 
additional benefit of optical networking is that the highway is blind to the type of traffic that 
travels on it. Consequently, the vehicles on the highway can carry ATM packets, SONET, as 
well as IP traffic. 
1.2 IP over WDM 
The popularity of the Internet and Internet protocol (IP)-based intranet is promising enor­
mous growth in data traffic originating from IP endpoints. This growth is being fueled by 
various Web-based applications and by the indirect impact of increased computing power and 
storage capacity in the end systems. The advent of now services with increasing intelligence 
and bandwidth demands are further adding to the traffic growth. New access technologies 
such as Asymmetric Digital Subscriber Line (ADSL), High-bit-rate Digital Subscriber Line 
(HDSL), and fiber to the home (FTTH) would remove the access bottlenecks and enforce an 
even faster growth of demand on the backbone network. These changing trends have led to 
a fundamental shift in traffic patterns. The amount of data traffic on carrier networks now 
exceeds that of voice traffic. The cross-over happened for many carriers in 1998 [1], This shift 
in traffic patterns in carrier networks has led to a change in the way that networks need to be 
organized. 
In the past, the amount of data traffic on carrier networks was small compared with voice-
centric traffic. Therefore, the carrier networks were designed mainly for voice traffic, and data 
networks were on the edges. For example, data clients would use leased constant bit rate lines to 
carry data traffic over voice networks. As the amount of data traffic has surpassed that of voice 
traffic, the data domain has become a remunerative market for the voice network providers. 
Furthermore, the voice revenue traffic has continued to decline due to market competition. 
These two effects leads to a trend where the core networks are designed primarily for data 
with voice networks on the edges. The voice can be carried in the core networks using "voice-
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over-IP" or similar paradigms. Such architectures have resulted in the need for better quality 
of service (QoS), protection and availability guarantees in IP networks. To meet these growing 
demands, WDM has moved from the research laboratories and is emerging as a dominating 
trend for use in backbone networks. 
WDM significantly increases the fiber capacity utilization by dividing the available band­
width into non-overlapping channels, namely wavelengths, each operating at peak electronic 
speed. Connections between users are supported by establishing an all-optical channel, namely 
lightpath, between the two end nodes of each connection. On lightpaths signals can be at differ­
ent rates and use different formats as the signals are never terminated inside the core network. 
This bit-rate and protocol transparency is a key feature of an optical backbone network. A 
wavelength converter is a device that allows the optical signal on a wavelength to be converted 
onto another wavelength. In the absence of wavelength converters, a lightpath should occupy 
the same wavelength on all the links it traverses. This property is known as the wavelength-
continuity constraint. 
Today's Internet is dominated by applications and services based on IP protocol, almost all 
end-user communication applications in practice make use of TCP/IP. Most network designers 
believe that IP is going to be the common traffic convergence layer in communication networks. 
Consequently, IP over WDM has been envisioned as the winning combination of the network 
architecture [2, 3]. 
IP/MPLS 
ATM 
SONET 
WDM 
IP/MPLS 
SONET 
WDM 
IP/MPLS 
WDM 
(a) (b) (c) 
Figure 1.3 Possible layering architectures. 
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At present, WDM is mostly deployed point-to-point and the current four-layer architecture 
is shown in Figure 1.3 (a), in which IP routers are connected to ATM switches and then send 
ATM cells over SONET devices that were connected to a WDM transport system. ATM 
switches are required for multi-service integration (integrating voice and data). In addition, 
routers are limited generally in speed compared to ATM switches. SONET is required for 
aggregation - combining 155 Mb/s ATM streams to OC-48 SONET streams - and protection. 
As IP routers are becoming significantly faster along with the introduction of quality of 
service (QoS) in IP, the need for ATM is diminishing. Beginning in 1996, packet over SONET 
or IP over PPP over SONET started becoming a popular approach. The four-layer model 
depicted in Figure 1.3 (a) was hence reduced to a three-layer architecture as shown in Figure 
1.3 (b), where IP data traffic is transmitted over SONET approach doing without ATM layer. 
In 1999, several router manufacturers announced fast OC-192 interfaces. Therefore the 
need for traffic aggregation using SONET is now under reconsideration. Routers with SONET 
interfaces that can fill an entire wavelengths have started becoming available. Moreover, the 
protection and restoration function that is provided by SONET add-drop multiplexers (ADMs) 
can be subdivided between IP and WDM equipment. In 2000, Ethernet framing also started 
gaining a foothold with the evolution of 10 Gigabit Ethernet. Some arc predicting that even­
tually, SONET will not be required and Ethernet will be running end-to-end. Regardless of 
what the data link layer framing (SONET/PPP/Ethernet) is used, the reduced architecture 
is called "IP over WDM" where IP and WDM are the only two layers that arc needed. This 
two-layer model is shown in Figure 1.3 (c), which aims at a direct integration of IP with WDM 
optical layers [2, 3]. 
MPLS (Multi-protocol label switching) may provide an integration structure between IP 
and WDM layer. A generalized multi-protocol label switching (GMPLS), also referred to as 
Multi-protocol lambda switching (MPAS), which supports not only devices that perform packet 
switching, but also those that perform switching in the time, wavelength, and spacc domain 
has also been proposed [4], In an MPLS network, incoming packets arc assigned a "label" by a 
"label edge router (LER)". Packets arc forwarded along a "label-switched path (LSP)" where 
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each "label-switched router (LSR)" makes forwarding decisions based solely on the contents 
of the label. At each hop, the LSR strips off the existing label and applies a new label which 
tells the next hop how to forward the packet. 
MPLS evolved from numerous prior technologies including Cisco's "Tag Switching", IBM's 
"ARIS", and Toshiba's "Cell-Switched Router". The initial goal of label based switching was 
to bring the speed of Layer 2 (such as ATM, Frame Relay or Ethernet) switching to Layer 3 
(such as IP) by replacing the complex IP address based route lookup with the fast Label based 
switching methods. This initial justification for techniques as MPLS is no longer perceived 
as the main benefit, as Layer 3 switches are now able to perforin route lookups at sufficient 
speeds to support most interface types. However, MPLS brings many other benefits to IP-based 
networks such as, 
• Traffic Engineering 
• VPNs(Virtual Private Networks) 
• Elimination of Multiple Layers. 
Typically most carrier networks employ an overlay model where SONET/SDH is deployed 
at Layer 1, ATM is used at Layer 2 and IP is used at Layer 3. Using MPLS, carriers can 
migrate many of the functions of the SONET/SDH and ATM control plane to Layer 3, thereby 
simplifying network management and network complexity. Eventually, carrier networks may 
be able to migrate away from SONET/SDH and ATM all-together. 
1.3 IP over WDM Networking Architecture 
The development of IP over WDM technology and networking architecture can be broadly 
classified into three generations [5]: 
• First Generation: In the first-generation, WDM (or DWDM) systems are used mainly 
for point-to-point high-bandwidth pipes between adjacent IP routers. IP packets arc 
encapsulated in SONET frames using Packet-over-SONET schemes. Precisely speaking, 
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this is still a three-layer architecture as shown in Figure 1.3 (b). Many IP routers and 
WDM equipment vendors have products commercially available today that can support 
IP over point-to-point DWDM. Point-to-point DWDM systems have seen widespread 
deployment in long distance carriers. 
• Second Generation: In the second-generation IP over WDM systems, WDM channels arc 
routed in WDM networks using crossconnects enabling more efficient WDM bandwidth 
utilization and IP router interface utilization. Due to the reconfigurability afforded in 
this generation of products, there is a drive to move protection switching and restoration 
directly to WDM layer, thereby, eliminating SONET layer for the first time. Many 
WDM vendors have announced WDM crossconnect products that will enable this second-
generation IP over WDM networking. 
• Third Generation: In the third generation, IP packets are directly transported and 
switched by WDM packet switches that leads to much finer granularity in traffic multi­
plexing on the respective wavelength channels. WDM packet switching [6, 7, 8] has been 
successfully demonstrated in laboratory trials, including the DARPA funded optical La­
bel Switching Project [9] . However, this technique is still yet maturing and it remains 
to be seen whether such optical packet switching technologies can mature and bo made 
commercially available in the near future. 
1.3.1 IP over Point-to-Point WDM 
In an IP over point-to-point WDM architecture, IP routers arc directly interconnected 
via WDM fiber links. As illustrated in Figure 1.4, the neighboring routers for a given router 
interface is fixed. In the IP over point-to-point WDM architecture, the network topology is 
fixed and the network configuration is static with typically centralized network management 
and limited interaction between IP and WDM layers. 
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Router 
Figure 1.4 Router interconnections in the IP over point-to-point WDM 
architecture. 
1.3.2 IP over Reconfigurable WDM 
In an IP over reconfigurable WDM architecture, IP routers are connected to the ports of 
WDM crossconnects as shown in Figure 1.5. A WDM crossconnect can then connect any of its 
input port to any of its output port. In other words, the WDM crossconnects arc themselves 
interconnected in a mesh configuration with WDM fiber links. Therefore, by appropriately 
configuring the WDM crossconnects, a given router interface can be connected to any other 
router interface. As a result, the neighboring router for a given router interface is configurable 
under this architecture. 
Router 
OXC 
Figure 1.5 Router interconnections in the IP over reconfigurable WDM 
architecture. 
The IP and WDM layers can be combined in several different models [10]. 
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• Overlay model where the two layers relate to each other in a client-server relationship, 
with IP being the client to the WDM layer. The IP network layer links arc realized 
by the corresponding WDM layer connections. Under the overlay model, IP domain 
is more or less independent of the WDM layer. The IP/MPLS routing protocols arc 
independent of the routing and signaling protocols of the WDM layer. The overlay 
model may be statically provisioned using a Network Management System or may be 
dynamically provisioned. Static provisioning solution may not be scalable though. 
IP Layer 
UN: UNI 
WDM Layer 
UNI : User-Network Interface 
Figure 1.6 Overlay IP over WDM network model. 
• Augmented model where IP and WDM have a single addressing plane, but separate rout­
ing instances. For example, IP addresses could be assigned to optical network elements 
and carried by optical routing protocols to allow routing (reachability) information to 
be shared with the IP domain to support some degree of automated discovery. In aug­
mented model, control information is passed on from one instance to another. Static 
configuration or border gateway protocol (BGP) can be used to bridge the two routing 
instances. 
• Peer model where devices from the IP and WDM networks relate to each other in a 
peer-to-peer relationship, and there is only one instance of a routing protocol running in 
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EGP: Exterior Gateway Protocol 
IGP: Interior Gateway Protocol 
IGP-B 
IGP-A s/riti 
Figure 1.7 Augmented IP over WDM network model. 
the optical domain as well as in the IP domain. In this model, MPLS and its lambda 
variant MPAS can be used to provide a uniform control plane. The assumption in this 
model is that all the WDM crossconnects and the IP routers have a common addressing 
scheme. 
The overlay model, which is aligned with the carrier practice of organizing their operational 
units into transport and switching units, is of particular interests to carriers and is likely to be 
adopted in near-term immediate deployment. Proponents of the other models may argue that 
due to the overall simplified management and control structures, their models are likely to be 
adopted in the long-term for highly dynamic IP over WDM networks. 
Notice that regardless of the model being adopted, logically a reconfigurable IP over WDM 
network always sees a virtual topology (or logical topology ), which is dynamically reconfigurable. 
In the overlay model, the dynamic virtual topology is the one formed by IP links. In the 
augmented and peer model, the dynamic virtual topology is the lightpath tunnel topology. In 
all cases, fine-grained IP traffic is routed over the respective virtual topology. 
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IGP 
WDM Network 
IGP: Interior Gateway Protocol 
Figure 1.8 Peer IP over WDM network model. 
1.4 Motivation and Approach 
The fundamental properties of the WDM system are exploited to form an all optical layer. 
Bit rate and protocol transparency enables transport of native enterprise data traffic like 
Gigabit Ethernet, ATM, SONET, IP etc. on different channels. It also brings in more flexibility 
so that the system can be connected directly to any signal format without extra equipment. 
The optical transport architecture will employ both transport networking and enhanced service 
layers, working together in a complementary and inter-operative manner. 
We address several prominent issues of optical layer in the context of IP over WDM. 
1.4.1 Routing and Wavelength Usage Constraint 
In the two-layer IP over WDM architecture, proponents of all-optical networks (AONs) 
have predicted that IP over WDM can become a reality only when all the end-to-end services 
are offered optically. In wavelength routed WDM networks, connections between users are 
supported by an all-optical channel, namely lightpath. However, the wavelength continuity 
constraint leads to higher call blocking probability in a network without wavelength conversion 
than it does in a network that employ full-wavelength conversion at all nodes. Although 
wavelength conversion improves network blocking performance, the high cost of wavelength 
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converters have made it impractical to employ full-wavelength converters at all nodes. The 
benefit of using wavelength converters in wavelength routed WDM networks and wavelength 
converter placement problems have been extensively studied in literature. 
Another practical problem is that not all the wavelengths can be used at any given instant in 
time due to power constraints. This restriction is referred to as the wavelength, usage constraint 
[11]. Such a scenario could arise due to the restriction on the power carried in the fiber or the 
power limit on the optical components on the path such as amplifiers, re-generators, etc. The 
reason behind is that fiber nonlinoarity effects, such as stimulated Brillouin scattering (SBS), 
simulated Raman scattering (SRS), four wave mixing (FWM), self-phase modulation (SPM), 
cross-phase modulation (XPM), and intermodulation (mixing), arise as the optical power levels 
increases in an optical fiber. In fact, these fiber nonlinearities present a new realm of barriers 
that need special attention when designing state-of-the-art fiber optic systems. 
Wavelength routing remains to be a fundamental problem in IP over WDM networks. It is 
highly desired that the traffic is efficiently packed and uses minimum number of wavelengths to 
avoid employing expensive equipment like wavelength converters, transmitters and receivers. 
However, as the data traffic keeps increasing and the WDM network resource is still limited, 
wavelength routing will appear to be a predominant problem. In order to satisfy both wave­
length continuity constraint and wavelength usage constraint and still achieve good network 
blocking performance, two alternatives can be employed: (1) Employing wavelength converters 
with the number of wavelengths carried in the fiber being the same as the maximum number of 
usable wavelengths; or (2) Employing more wavelengths in a fiber but restricting the number 
of usable wavelengths to a certain maximum without employing wavelength converters. This 
leads to the following research problems. 
How to achieve good network blocking performance without employing wavelength convert­
ers? When the number of usable wavelengths is fixed, would adding more wavelengths be a better 
choice than employing wavelength converters in the networks? How would the wavelength be 
assigned? What is the performance of network with wavelength usage constraint? 
In Chapter 3, we develop an analytical model for evaluating the blocking performance 
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of WDM optical networks with wavelength usage constraint employing random wavelength 
assignment scheme. The analytical model is shown to be accurate by comparing the results 
with that of simulations for two different network topologies that have high and low link 
load correlation. We evaluate the performance of first-fit wavelength assignment strategy and 
compare its performance with that of random wavelength assignment strategy. It is observed 
that with an increase of few extra wavelengths in the fiber, the blocking performance is similar 
to that when full-wavelength conversion is employed. The simulation results also show that 
the number of extra wavelength required to achieve a certain blocking performance is lesser 
when first-fit wavelength assignment strategy is employed. We conclude that employing extra 
wavelengths in practical networks is an attractive alternative compared to full-wavelength 
conversion even in the presence of power budget constraints. 
1.4.2 IP Traffic Grooming 
One critical issues that the two-layer IP over WDM networks are facing is the big gap 
between available bandwidth on a wavelength capacity and the existing low-rate traffic con­
nections. The bandwidth on a wavelength is close to the peak electronic transmission speed 
and has been steadily increased from OC-48 (2.5 Gbps) to OC-192 (lOGbps), and is expected 
to increase up to OC-768 (40 Gbps). This wavelength capacity is becoming too large for certain 
data traffic requirements and the networks are required to provide dynamic service to the users 
at much lower capacity than that available on a wavelength channel. These sub-rate traffic 
connections can vary from STS-1 (51.84 Mbps) to the full wavelength capacity. Moreover, in 
networks of practical sizes, the number of source-destination traffic connections is still an order 
of magnitude higher than the number of available wavelengths. 
Several further traffic multiplexing techniques on a wavelength are thus proposed. One ap­
proach to provisioning fractional wavelength capacity is to multiplex traffic on the wavelength. 
The act of multiplexing, demultiplexing and switching lower rate traffic streams onto higher 
capacity wavelengths is defined as traffic grooming [12, 13, 14]. The resulting networks arc 
referred to as WDM grooming networks. 
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In the two-layer IP over WDM networks, SONET ADMs are eliminated and the function 
of multiplexing traffic onto wavelengths will be passed onto the IP/MPLS routers as well as 
optical crossconnects. Consequently, traffic grooming can be performed in both layers, namely, 
IP traffic grooming and WDM wavelength grooming. IP traffic grooming, that is, the traffic 
aggregation performed at IP routers, would help to alleviate the complexity of performing sub-
wavelength level grooming in WDM layer. In this dissertation, we address several fundamental 
issues related to the design and operation of traffic grooming in IP over WDM networks. 
Specifically, we answer the following important questions: 
• What is the role and classification of traffic grooming in IP over WDM optical networks? 
How should IP traffic be processed before it is sent to optical layer? How to groom the 
IP traffic such that the number of transmitters and receivers required in optical layer is 
minimized? 
• In WDM grooming networks, due to the high bandwidth involved, any link failure that 
results into fiber being unusable will have catastrophic results. How should we provide 
protection and restoration for WDM grooming networks? How can we efficiently groom 
multiple working and protection paths in the network? 
In Chapter 4 we study the IP traffic grooming problem in IP over WDM framework. We 
use the concept of virtual topology to solve the IP traffic grooming problem with objective 
to minimize the network cost in terms of number of transmitters and receivers. To minimize 
transmitters and receivers inevitably introduces overhead IP traffic in the networks and impacts 
networks performance such as wavelength utilization, throughput and average delay. This is a 
tradeoff we have to make. 
This transmitter/receiver minimization problem is formulated as an ILP (Integer Linear 
Programming) optimization problem. A lower bound of this minimization problem is derived 
from the traffic matrix. The complexity of the ILP formulation can be reduced by adding hop-
length limit constraints. It may still yield a good solution with carefully selected maximum hop-
length. This model provides a general formulation and various constraints, such as maximum 
17 
node degree, can be easily integrated into it. 
The ILP formulation produces the optimal solution for static traffic demands, however, 
applying this technique to dynamic traffic in large networks is not very practical due to its 
large computation time. To solve the IP traffic grooming problem with static estimated traffic 
in big networks, we develop the traffic aggregation algorithm as a heuristic approach. Both 
ILP and heuristic approaches give a virtual topology design for a given estimated traffic. In 
the virtual topology, each link corresponds to a lightpath in the optical layer. Wo further 
develop three different routing and wavelength assignment strategies based on the designed 
virtual topology, where the actual traffic seen by the IP layer varies from the estimated traffic. 
The performance of the proposed routing and wavelength assignment schemes is evaluated and 
compared in terms of blocking probability. 
1.4.3 Traffic Grooming in Light Trail Architecture 
In order to transport IP traffic effectively over optical networks, several different switching 
techniques in optical layer have been proposed in literature. 
1.4.3.1 Optical Packet Switching 
Optical packet switching (OPS) [6, 7, 8] is one alternative technology to circuit switching 
in backbone networks. The major advantages of OPS is the flexible and efficient bandwidth 
usage, which enables the support of diverse services. Pure OPS technology in which packet 
header recognition and control are performed in all-optical domain is still many years away 
from becoming reality. OPS with electronic header processing and control is more realistic 
for medium-term network scenarios. A practical OPS experiment has been performed under 
the European ACT KEOPS (KEys to Optical Packet Switching) project[15]. In KEOPS, the 
header is sent with data (payload), but at a lower bit rate, and the header processing is still 
in electrical domain. This potentially requires an optical buffering at the input port, to allow 
the header processing circuits to finish its job. 
However, there are still several critical technological challenges need to be overcome before 
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a practical OPS network bccomes a reality. 
Firstly, the lack of an efficient way to store information in optical domain is the major 
difficulty in the implementation of OPS nodes. At present, the buffering technology is not 
mature and has to overcome a number of technological constraints, such as large and varying 
size of optical buffers. 
Secondly, in highly dynamic traffic environment as OPS, wavelength converters are required 
and play an important role in contention resolution. Wavelength converters can be integrated 
to the design of optical buffer and switch architecture in OPS networks. An all-optical wave­
length converter is desirable for OPS. However, the fabrication techniques for such wavelength 
converters are still not practical. 
The third issue is the high speed header processing in OPS. Currently, the processing 
of the header is performed in electrical domain. All-optical header processing has received 
considerable attention [16, 17], but the technology is still in its early stage. 
A key enabling technology in OPS is the optical switch fabrics. To deal with packct-by-
packet requests, an OPS node requires the switch fabric that is capable of rapid reconfiguration. 
For instance, when the data rate is at 40 Gbps and beyond, the switching times have to be on 
the order of a few nanoseconds. 
Finally, the other critical requirements include the reliability and scalability of the technol­
ogy to high port counts, low loss and crosstalk, efficient energy usage and so on. Unfortunately, 
none of today's available fabric technologies is eligible to build such a reliable and cost-effective 
high-performance optical packet switches. 
1.4.3.2 Optical Burst Switching 
The concept of burst switching has been proposed for conventional telephone networks in 
early 1980's [18]. Fast circuit switching has been originally developed to support statistical 
multiplexing of voice circuits, but it was also suitable for data communication at moderate 
rates. Starting from the middle 1980's, fast packet and cell switching took the place of the 
circuit switching. At that time, fast circuit switching was implemented using time-division 
19 
multiplexing in electrical domain to provide distinct channels (time slots). This is essentially 
similar to the ATM technology. The concept of burst switching has been extended for ATM 
networks. The International Telecommunication Union - Télécommunication Standardization 
Sector (ITU-T) standard for burst switching in ATM networks is known as ATM block trans­
fer (ABT) [19]. Burst switching for optical networks, namely, optical burst switching, was 
proposed in late 1990's [20, 21]. 
Optical burst switching (OBS) maybe a viable alternative switching technology to transport 
IP traffic directly over WDM networks. In wavelength switched network, once a lightpath is 
established, it remains in place for a relatively long time, perhaps months or even years. In 
OBS, the goal is to set up a wavelength channel for each single burst to bo transmitted. At 
the ingress node of an OBS network, various types of data arc assembled as data burst, which, 
for example, can carry one or more IP packets. In OBS, a burst is dynamically assigned to a 
wavelength channel upon its arrival and is later disassembled at the egress node. To establish a 
connection for an incoming burst, the ingress nodes sends an associated control packet (request 
or set-up) over a dedicated wavelength channel or a non-optical channel before the burst is 
transmitted. The data burst is switched ail-optically using the OBS fabric. 
Two primary techniques to transmit data arc tell-and-wait(TAW) and tell-and-go(TAG). 
In tell-and-wait scheme [22], a burst is buffered while the control packet is being sent to set up 
switches and reserve bandwidth for establishing a connection. In tell-and-go scheme [22, 23] a 
burst is sent immediately after its control packet without receiving a confirmation. If a switch 
along the path cannot carry the burst due to congestion, the burst is dropped. In this scheme, 
it may still be necessary to buffer the burst in the optical burst switch until its control packet 
has been processed [19]. Other schemes, known as just-enough-time (JET) [21] and just-in-time 
(JIT) [24], have also been proposed in literature. An OBS architecture is described in [25]. 
An amount of research papers on OBS technology and its applications have been published 
by researcher around the world. Among them, a vast majority are based on JET. In the JET 
scheme, there is a delay between transmission of the control packet and transmission of the 
optical burst. This delay can be set to be long enough, for example, larger than the total 
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processing time of the control packet along the path. Therefore, when a burst arrives at an 
intermediate node, the control packet has been processed and a channel on the output port has 
been reserved. Thus, there is no need to buffer the burst at the intermediate nodes. This is a 
very important feature of the JET scheme, since optical buffers are still difficult to implement. 
Improvements and variations of JET have also been studied extensively in literature. 
Given burst switching's limited success in the 1980's, one may question why burst switching 
should be a promising approach to the high speed data communications now. As aforemen­
tioned, burst switching is essentially very similar to ATM, however, the flexibility of ATM 
outperformed burst switching in electrical domain. Some researchers believe that since optical 
fibers have provided virtually unlimited bandwidth resource, it makes sense to carry control 
information in a dedicated parallel channel so as to keep the data path simple. Besides, it is 
best to avoid queueing as much as possible, because both electrical and optical buffers are ex­
pensive at gigabit data rates. For this reason, many believe that OBS achieves good statistical 
multiplexing performance by transmitting many independent data channels in parallel. 
1.4.3.3 Challenges to OBS 
Just like OPS, OBS has to overcome several critical technological challenges before it really 
becomes practical. One important issue is the synchronization at terminal nodes [25]. Consider 
an OBS network using passive optical components with no re-timing of the data. A terminal 
that receives this burst must synchronize the received data at the bit level and the burst level. 
To use re-timing elements throughout the OBS network could be an alternate solution, however 
this puts too many complicated requirements on transmission components. And eventually, 
this complexity makes the implementation of OBS even more difficult. 
In OBS, guard bands arc used in each burst to accommodate possible timing jitters along 
the path from source to destination in OBS. Due to the relatively low speed of optical switching 
elements, a significant guard time has to be provided between control and data segments, which 
results in another significant overhead for OBS. Therefore, taking into account the large ratio 
between switching delay and IP burst duration, the network might be severely underutilized. 
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It is also worth mentioning that JET does not completely remove optical buffers from OBS 
networks. Notice that optical buffers are still required at the ingress nodes to generate the 
initial delay between a data burst and its control packet. The need of high speed optical buffers 
remains as a notably intractable problem for OBS. Additionally, sincc the number of control 
channels arc limited in optical networks, the control channels can bccomc bottleneck for the 
performance of the OBS networks. Currently, commercial OBS networks do not exist. It is 
yet not clear whether OBS will become an alternative technique for the core optical network 
or it is just an intermediate step towards all-optical packet switching. 
1.4.3.4 Light Trail Architecture 
The Light trail [26] has been proposed as a novel architecture designed for carrying finer 
granularity IP traffic. A light trail is a unidirectional optical trail between the start node and 
the end node. It is similar to a lightpath with one important difference that the intermediate 
nodes can also access this unidirectional trail. A lightpath is an end-to-end system in which no 
further wavelength multiplexing between the multiple intermediate nodes along the lightpath 
is allowed. While in light trails, the wavelength is shared in time and the medium access is 
arbitrated by control protocol among the nodes that try to transmit data simultaneously, that 
is, upstream nodes have higher priorities than lower stream nodes. 
Light trail architecture brings up various issues in designing optical networks for trans­
porting IP centric traffic: How to identify a set of light trails at the design phase for the given 
traffic? What are the new constraints introduced by light trail architecture? How hard is this 
problem? How good can we achieve in terms of wavelength utilization and how? 
In Chapter 5 we propose an exact ILP formulation for obtaining optimal light trail design 
with minimum cost (in terms of number of light trails as well as the number of wavelengths). A 
simplified formulation is also given as well as possible LP-relaxations. Two algorithms, namely 
local best-fit increasing packing and local best-fit decreasing packing arc developed for solving 
the light trail design problem. Even though the heuristic algorithms do not guarantee global 
optimality, their capability of obtaining fast solutions with local optimality is still preferred 
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especially when the problem is unmanageable to ILP approaches. 
1.4.4 Survivable Grooming Network Design 
Protection and restoration have always been an important issue in the design and operation 
of WDM optical networks. Due to the huge amount of traffic carried in the WDM network, 
any single failure can be catastrophic. However, the research on emerging survivability issues 
in WDM grooming network is still a relatively new territory. 
In Chapter 6 we address two important issues in WDM network design, survivability and 
traffic grooming. The aim is to enable subwavelength level traffic grooming in survivable WDM 
network design. In order to provide 100% protection under single link failure, two link-disjoint 
alternate paths for each connection are pre-computed. The path selection and wavelength 
assignment schemes are formulated as ILP optimization problems. Two exact formulations arc 
given for employing backup multiplexing and dedicated backup with Minimum-Link-Primary-
Sharing(MLPS) respectively. Illustrative examples arc given to show the improvement of wave­
length utilization of the two schemes and the difference path selections. 
Backup multiplexing has been extensively studied in mesh-restoration WDM networks. It 
saves the amount of the reserved restoration capacity by allowing different backup paths to 
share the same wavelength on their common links if their corresponding primary paths arc 
link disjoint. Backup multiplexing is still applicable in WDM grooming network, however, it 
becomes much more expensive in computation than it is in networks without traffic groom­
ing. As the wavelength utilization improved by the network grooming capability, it becomes 
affordable to use dedicated backup reservation to provide 100 % restoration for the single link 
failure. Furthermore, by minimizing the total link-primary-sharing (MLPS), the number of 
affected working paths due to single link failure is reduced, thereby the recovering signalling is 
simplified. It would be ideal to employ both backup multiplexing and MLPS schemes, however 
this would be too costly in computation and hence infcasiblc for practical usage. 
Our design approach for survivable grooming network that provides 100 % protection again 
single link failures can be easily extended to grooming networks providing partial protection. 
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In partial protection network, due to the constraints on available network resource, the re­
served backup capacity is less than or equal to the capacity of its primary path. The ratio of 
the minimum backup capacity to its primary capacity is called the protection ratio, denoted 
by Pratio• In general, for any request, Prauo — 0 implies no protection, PraUo — 1 indicates 
full protection, and when 0 < Pratio < 1, a request is partially protected. Wc decompose the 
partial protection problem into two subproblcms, namely resource minimization and protection 
maximization. The first step is to use the minimum resource to meet the partial protection re­
quirement. In the second step, the residual network resource is optimally distributed to provide 
better protection to some if not all of the requests. We develop ILP formulations for solving the 
partial protection design with given static traffic. We also designed the shortest-avail,able-least-
congested routing algorithm for solving this problem with dynamic unknown traffic. Results 
obtained from solving ILP formulations and performing simulations arc presented. The study 
shows that to provide partial protection is an effective compromise for grooming networks with 
restrained resource and hence a useful feature of WDM grooming networks. 
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CHAPTER 2. Network Models and Notations 
Wavelength Division Multiplexing (WDM) has emerged as the promising technology to 
meet the ever-increasing demand for bandwidth. WDM divides the available fiber bandwidth 
into WDM channels, called wavelengths, each operating at peak electronic rate. Connections 
between users are supported by establishing an all-optical channel between the end nodes. 
The all-optical connections are referred to as lightpaths [27]. Signals on lightpaths can be at 
different rates and may use different formats as the signals are never terminated inside the 
core network. This bit-rate and protocol transparency is a key feature that is very desirable 
in the backbone network. 
A wavelength converter is a device that allows the optical signal on a wavelength to be 
converted into another wavelength. In the absence of wavelength converters, a lightpath 
should occupy the same wavelength on all the links it traverses. This property is known 
as the wavelength-continuity constraint. Hence a connection request encounters higher block­
ing probability in a network without wavelength conversion than it does in a network that 
employs full-wavelength conversion at all nodes. 
The role of wavelength converters in wavelength-routed networks has been studied exten­
sively in the literature [28, 29, 30, 31, 32, 33]. The role of sparse-wavelength conversion, where 
only a few nodes in the network have full-wavelength conversion capability, has been analyzed 
in [33]. The effect of limited-wavelength conversion, where a given input wavelength can be 
converted into a set of (but not all) output wavelengths, has been studied in [34] and [35]. 
Multi-fiber multi-wavelength wavelength-routed networks have been shown to offer blocking 
performance similar to that of networks that employ limited- or sparse-wavelength conver­
sion [36, 37, 38]. A generalized framework for analyzing optical networks that employ both 
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wavelength and time division multiplexing has been recently proposed in [14] from which most 
of the models discussed above can be derived. Although wavelength converters improve net­
work blocking performance, the high cost of wavelength converters have made it impractical 
to employ full-wavelength converters at all nodes. 
2.1 Grooming WDM Network Models 
The act of multiplexing, demultiplexing, and switching lower rate traffic streams onto higher 
capacity wavelengths is defined as traffic grooming. The resulting WDM optical networks are 
referred to as WDM grooming networks. 
2.1.1 WDM Grooming Networks 
WDM grooming networks can be classified into two categories [38]: dedicated-wavelength 
grooming (DWG) networks and shared-wavelength grooming (SWG) networks. In DWG net­
works source destination pairs (s-d pairs) arc connected by lightpaths and connections between 
the s-d pair are multiplexed onto the lightpath. A new lightpath to the destination is estab­
lished when the requested bandwidth is not available on any of the existing lightpaths to the 
destination. On the other hand, in SWG networks, if a request cannot be accommodated on 
an existing lightpath to its destination, it is multiplexed onto an existing lightpath to an in­
termediate node. This connection is then switched at the intermediate node towards the final 
destination either directly or through other intermediate nodes. If we define each lightpath 
as one hop, then, a request between an s-d pair takes a single hop to reach its destination in 
DWG networks, while it may take multiple hops in SWG networks. The performance of WDM 
grooming networks depends on the efficient aggregation of requests into full or almost-full 
wavelength requirements. 
2.1.2 Grooming Nodes in WDM Networks 
The grooming nodes in WDM networks can be classified into various categories depending 
on the level of grooming capability it provides. If a node can multiplex and demultiplex low-
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rate traffic only on dropped wavelengths at an add-drop multiplexer (ADM), it is referred 
to as a ADM-constrained grooming node. If a node can switch connections across different 
lightpaths, but cannot switch between different wavelengths, it is termed as a wavelength 
continuity constrained grooming node. If a node can switch connections in any permutation 
from one wavelength to another, it is then termed as a full grooming node [39]. 
2.2 Restoration Models 
Network survivability can be achieved by using link-, path- or segment based protection 
mechanism [40, 41]. Link-based method reroute disrupted traffic around the failed link, while 
path-based rerouting replaces the whole path between the source and destination of a demand. 
Segment-based method reroutes the affected path-segments when failure occurs. We employ 
path-based protection for each request in this dissertation. 
Capacity sharing among the primary and restoration paths can be dedicated or shared. 
The dedicated technique uses 1 : 1 protection, where each primary path has a corresponding 
restoration path. In the shared case, several primary paths can have the same backup paths 
share the same wavelength w on link I as long as the primaries are node and/or link disjoint. 
This scheme is called the backup multiplexing technique [42]. It is still 1 : 1 protection as 
long as only one link fails. However, the path is assigned upon the actual failure. This 
improves wavelength utilization, while providing guaranteed protection under the single fault 
assumption. This is due to the fact that no single failure will cause two primary paths to 
contend for the same backup capacity. We have the following constraints in our restoration 
models. 
• Number of connections (lightpaths) on each link is bounded 
• Levels of protection 
- Full protection: (i) Every demand is assigned a primary and a backup path (ii) The 
primary and backup paths arc allocated the same capacity 
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- Partial protection: (i) Every demand is assigned a primary path and a backup path 
(ii) The reserved capacity for backup path is smaller than or equal to that of the 
corresponding primary path 
- No protection: Every demand is assigned only primary path 
- Best-effort protection: (i) Every demand is assigned a primary path. A backup 
path is assigned if resources are available (ii) Accept as many demands as possible 
with or without backup 
• No backups are admitted without a primary path. 
• Primary and backup paths for a given demand should be node disjoint. 
We use full protection model by default if it is not mentioned. 
2.3 Notations 
The physical topology of a WDM network is represented as a weighted directed graph 
Gp — (V,E) with V be the set of network nodes and E the set of physical links (edges). 
\V\ = N and \E\ — L. Nodes correspond to network nodes and links correspond to the fibers 
between nodes. 
Since we will be using ILP based optimization approach to solve many problems, the 
following notations will be used in problem formulations. 
• W: Maximum number of wavelengths in each direction in a bidirectional fiber (technology 
dependent data) 
• C: Maximum capacity of each wavelength. (We assuming each wavelength has the same 
capacity.) 
• m,n,s,t — 1 , 2 , . . . ,  N: Number assigned to each node in the network. 
•  I =  1 ,  2 , . . . ,  L: Number assigned to each link in the network. 
•  u> =  1, 2, , W :  Number assigned to each wavelength. 
28 
i, j =  1 , 2 , . . . ,  N x (N — 1): Number assigned to each demand (s-d pair). 
K = 2: Number of alternate routes between every s-d pair. 
p,r =  1 ,  2 , . . . ,  KW: Number assigned to a path for each s-d pair. A path has an 
associated wavelength (lightpath). Each route between every s-d pair has W wavelength 
continuous paths. The first 1 < p, r < W paths belong to route 1 and W +1 < p, r < 2W 
paths belong to route 2. 
p , f  =  1 , 2 , . . . ,  KW: If 1 < p, r < W (route 1), then W + 1 < p, r < 2W (route 2) and 
vice versa. 
DnxN =  { d i } -  Traffic matrix, d i  indicates the required capacity of low-speed traffic 
requests in units of OC-1. 
Hnxn = {hst}: Distance matrix. hst indicates the physical distance from node s to t. 
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CHAPTER 3. Wavelength Usage Constraint 
3.1 Introduction 
Wavelength routing remains to be an important problem in IP over WDM framework due 
to the fact that the data traffic keeps increasing, more and more lightpaths need to be setup 
in order to satisfy the traffic requirement. Hence, the network resource needs to be utilized 
efficiently so as to minimize the call blocking probability. 
In WDM optical networks, the available fiber bandwidth can be divided into a large number 
of wavelengths while maintaining the operating speed of each wavelength to bo around the peak 
electronic speeds. However, due to power constraints not all the wavelengths may be used at 
any given instant in time. This restriction is referred to as the wavelength usage constraint. 
Such a scenario could arise due to the restriction on the power carried in the fiber or the 
power limit on the optical components on the path such as amplifiers, re-generators, etc. Two 
alternatives can be employed to solve this wavelength usage constraint problem: (1) Employing 
wavelength converters with the number of wavelengths carried in the fiber being the same as 
the maximum number of usable wavelengths; or (2) Employing more wavelengths in a fiber 
but restricting the number of usable wavelengths to a certain maximum without employing 
wavelength converters. 
3.1.1 Two Solutions: An Example 
We illustrate the wavelength usage constraint and motivate the two solutions to the wave­
length usage constraint problem through a simple example. Consider a two-link path of a 
network as shown in Figure 3.1(a). The nodes are assumed to be connected by a single-fiber 
link. Each fiber is assumed to carry signals in at-most two wavelengths at any given time due 
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to power considerations. Assume that two calls have been established in the path; the first call 
originating from Node 1 and destined for Node 2 is established on wavelength W\ and second 
call originating from Node 2 and destined for Node 3 is established on wavelength W-j. 
©=20D G 
W2 W2 W2 
(a) (b) 
Figure 3.1 A two-link network, (a) 2 wavelengths per fiber with no wave­
length conversion, (b) 2 wavelengths per fiber with wavelength 
conversion, (c) 3 wavelengths per fiber with at-most 2 usable 
at any given time and no wavelength conversion. 
Consider a third call that originates from Node 1 destined for Node 3. If the fibers were 
to carry only two wavelengths and wavelength conversion is not employed, then the third call 
would be blocked. The third call would be accepted if wavelength conversion is employed at 
Node 2. A connection can be established from Node 1 to Node 3 by assigning wavelength W\ 
on the first link and wavelength W2 on the second, making use of the wavelength conversion 
capability at Node 2 as shown in Figure 3.1(b). An alternative to employing wavelength 
conversion is to increase the number of wavelengths available in a fiber. For example, if the 
fibers were to carry 3 wavelengths of which only two can be used at any given time, then the 
third call could be accommodated on wavelength W3 without employing wavelength conversion 
as shown in Figure 3.1(c). 
In this chapter, we form an analytical model for evaluating the blocking performance of 
wavelength-routed optical network with wavelength usage constraint. The analytical model 
is used to evaluate the above two alternatives. The remainder of the chapter is organized as 
follows: Section 3.2 provides the network model and assumptions that arc used in developing 
the analytical model. The analytical model for computing the blocking performance of net­
works with wavelength usage constraint is developed in Section 3.3. Section 3.4 compares the 
analytical and simulation results and discusses the performance of the two alternatives on ring 
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and mcsh-torus networks. Section 3.5 concludes the chapter. 
3.2 Network Model and Assumptions 
Let us consider an N nodes wavelength-routed optical network, where the nodes arc con­
nected by single fiber links. Each fiber is assumed to carry a total of W wavelengths of which 
at-most U wavelengths can be used at any given time (W > U). 
The analytical model developed in this chapter is based on the following assumptions: 
• Call requests arrive at each node according to a Poisson process with rate A„. Each call 
is equally likely to be destined to any of the remaining nodes. 
• The holding time of calls are exponentially distributed with mean 1/p. The load offered 
by a node is p — \n/p Erlangs. 
• The bandwidth requirement of calls arc assumed to be of one wavelength capacity. 
• No broadcast or multicast traffic is considered. 
• The routing of calls follows fixed-path routing strategy, e.g., shortest-path routing. Al­
though dynamic routing algorithms provide slightly better performance, it is much harder 
to study them analytically. 
• The wavelength assigned for a connection is assumed to be chosen at random from the 
set of available wavelengths. 
• The load on a link of a path is assumed to be correlated only to the load in the previous 
link of the path, referred to as the Markovian Correlation. 
• Blocked calls are discarded and are not re-attempted. 
3.3 Analysis 
In this section, we develop an analytical model that has modest computation requirements. 
We use the previously proposed Trunk Switched Network models of [14] as a base model, and 
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extend it by restricting the number of usable wavelengths in a fiber. 
The network blocking probability is computed as the average blocking probability experi­
enced over different path lengths. Consider a z-link path model as shown in Figure 3.2. 
First hop with (z-1) links Second hop 
(5^-GXKî) 
« 
Wf 
< > 
Figure 3.2 A z-link path model 
Let P z ( W f )  denote the probability of W f  wavelength continuous paths available on the 
z-link path. The network blocking probability, denoted by Pb, is given by: 
N-l 
# = E = 0)% (3.1) 
Z=1 
where p z  is the probability of selecting a z-link path. The probability of choosing a path of 
a certain hop length can be computed based on the network topology and routing algorithm 
employed. Pz(Wf — 0) denotes the blocking probability over the z-link path. 
Let W i  denote the number of wavelengths free on the last link of the path. Let P z ( W f ,  W { )  
denote the probability of Wf wavelengths being available on a z-link path with Wi wavelengths 
free on the last link. Pz(Wf) is then written as: 
w 
E (3.2) 
w,=wf 
The z-link path is analyzed as a two-hop path by viewing the first z — 1 links as the first 
hop and the last two links as the second hop, as shown in Figure 3.2. It is to be noted that 
the destination node is not considered as the last node of the path. Let Wh and Wp denote 
the number of wavelengths available on the first hop and the number of free wavelengths on 
the last link of the first hop (link z — 1). Pz(Wf, W\) is recursively computed as: 
w w 
^ (3.3) 
Wh=Wf Wp=0 
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The starting point of this recursion, for z — 1, is defined as: 
P i ( W f ,  W i )  
P ( W  -  U )  if W f  =  0 
f (W;) if = W) and W; > ty - [/ (3.4) 
0 otherwise 
where P ( W i )  denotes the probability of W i  free wavelengths on a link. P ( W i )  is computed 
using a two-link path model and is described in Section 3.3.1. 
It is to be noted that when W f  { W f  > 1) wavelengths are said to be available on a z-link 
path, it is assumed that there is a choice of Wf wavelengths on which a call can be established. 
However, this does not guarantee that Wf calls can be accommodated on the z-link path as 
the wavelength usage constraint could be violated at some or all links on the path. 
P ( W f ,  W i \ W h ,  W p )  is computed by conditioning on the number wavelengths free on the 
last link as: 
P(W„ wtlwh, «y . ( p(w' ,wi" w" W'> " w" a ,v' (3.5, 
I 0 otherwise 
where P ( W i \ W h ,  W v )  is the probability of W i  wavelengths being free on the last link given W h  
wavelengths are available on the first hop and Wp wavelengths free on the last link of the first 
hop. With the assumption of Markovian correlation of link loads, W[ is independent of W/t. 
Hence, P(Wi\Wh, Wp) is reduced to P(Wi\Wp). The computation of P{Wi\Wp) is based on a 
two-link model and is discussed in Section 3.3.1. Equation 3.5 is rewritten as: 
(3.6) 
I 0 otherwise 
P ( W f \ W h ,  W p ,  W i )  denotes the probability of having W f  wavelengths available on a two-
link path given that Wh wavelengths are free on the first hop with Wp wavelengths free on 
the last link of the first hop and Wi wavelengths free on the last link. This probability value 
is computed by considering two cases: (1) No wavelength conversion and (2) Full-wavelength 
conversion. 
34 
In case 1, there is no wavelength conversion in the network. Thus the wavelength continuity 
constraint is imposed on the connections. Let Uc denote the number of wavelengths that arc 
used by connections that occupy both the links. P(Wf\Wh, Wp, Wi) is then obtained as: 
1 if W f  =  0 and ( W p  <  W  —  U  or W i  <  W  —  U )  
J2uc=o 
( W - W P , W - W , )  
wh\(W-wh-ur 
*1 ~ W f 
(3.7) 
if W f  >  0,  W } )  >  W  -  U ,  W i  >  W  -  U ,  
a n d  W f  <  m i n ( W h ,  W { )  
0 otherwise 
In case 2, the number of wavelengths available on the path is the minimum number of free 
wavelengths of each link on the path, provided the total number of used wavelengths in the 
links are below the maximum value. Thus, a call is blocked only if either or both of the links 
have U wavelengths occupied. In this case P(Wf\Wh, Wp, Wi) is computed as: 
1 if W f  =  0, and ( W v  <  W  —  U  or W i  <  W  —  U )  
1 if W f  >  0, W p  >  W  -  U  ,  W i  >  W  —  I J ,  
a n d  W f  =  m i n ( W h , W i )  
(3.8) 
0 otherwise 
The values of P(Uc\Wp, Wi), P(Wi\Wp), and P(Wi) arc obtained using a two-link path 
model as described in the following subsection. 
3.3.1 Free Wavelength Distribution 
Consider a two-link path model as shown in Figure 3.3. Lot up, «,/, and uc denote the 
number of wavelengths busy on the first link, the number of wavelengths busy on the second 
link, and the number of wavelengths occupied by calls that continue from the first link to the 
35 
second, respectively. Note that uc < min(up,ui) and max(up,ui) < U. Recall that at-most U 
wavelengths out of the total W wavelengths carried by a fiber can be used at any given time. 
Figure 3.3 Wavelength occupancy on a 2-hop path. 
Let Ap denote the arrival rate for calls to the first link, Ai denote the arrival rate for calls 
to the second link, and Ac [Ac < min(Xp, A;)] denote the arrival rate of calls to the first link 
that continue to the second link. If the link loads are assumed to be uniformly distributed, 
it follows that Xp = A; = A. The Erlang loads corresponding to the calls that occupy the 
first link, second link, and that which continue from the first to the second can be written as, 
Pp = tT> Pi = tS and Pc = 7T> respectively. 
The wavelength distribution on a two-link path can be characterized as a 3-dimcnsional 
Markov chain. The state-space is denoted by the 3-tuple (up, ui, uc). The steady-state prob­
ability for the states can be computed as [43]: 
(Pp~Pc)ur>-Ur- (pc)"c (Pi-Pc)"'""-
n(n„,ui,-uc) ^ ^ 
Z^j=0 2-,k=j (i-j)! 0')! (fc-j)! 
where 0 < u p < U , 0 < u i < U , 0 < u c <  m i n ( u p ,  u i ) .  
The following probabilities that are required to complete the analytical model arc derived 
from the above steady-state probability. 
W
"
W W
"
] U(w -W,„W-W,, for W  —  ( J  <  W ) ,  W v  <  W  
otherwise 
(3.10) 
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n(w-w,,,w-w,,u„) 
if Uc < min(W — Wp, W — W[) 
and W — U < W/ , Wp < W 
0 otherwise 
(3.11) 
EU ^min(x X„=0 2—tXc= 0 
P ( W i )  =  
othen 
(3.12) 
3.3.2 Estimation of Call Arrival Rates on a Link 
In the analytical model developed in Section 3.3, the network traffic is assumed to be known 
in term of link load. Typically the traffic in the network is specified in terms of set of offered 
loads between the source and destination node pairs. The call arrival rate has to be estimated 
from the arrival rates of calls to nodes [33]. 
Consider a network with N  nodes and L  links, the average path length of a connection in 
the network is given by: 
N - 1  
Zav — ^ ^ Z Pz (3.13) 
Z—l 
where pz is the path-length distribution. Let \n denote the call arrival rate at a node. Let A 
denote the average link arrival rate and is computed as: 
A = N X n Z a  (3.14) 
The fraction of traffic that is not destined for a node is obtained as the ratio of the number 
of links a path that are not the last hop to the total number of links in the path. For a path 
with z links, there are (z — 1) intermediate links. Hence, the fraction of traffic on a link that 
would continue on any neighboring links at a node is written as: 
37 
t ,3,5, 
= 1 - J- (3.16) 
It is to be noted that the above expression gives the fraction of the traffic that is not 
destined for a node. Such traffic could continue on any of the output links at the node. The 
link load correlation is defined as the probability that a call on a link would continue to a 
successive link on a chosen path and is given by: 
7c = (1-^-)^; (3.17) 
^av & 
where E denotes the number of links at a node that do not connect the node to any of the 
previous nodes in the path, referred to as exit links. Hence, the arrival rate of traffic on a link 
that would continue to a successive link on a path is given by Ac = jc\. 
3.4 Results and Discussion 
In this section, we assess the accuracy of the analytical model by comparing it with the 
simulation results. Two kinds of network topologies are considered for performance evaluation: 
1. a 25-node bidirectional ring network 
2. a 5 x 5 bidirectional mesh-torus network 
The networks are assumed to employ shortest-path routing. If more than one shortest 
path is available, one of them is chosen at random. The path length distribution, pz, and the 
number of exit nodes, E, for the two networks are given below: 
1. Bidirectional Ring network with N nodes (if N is odd): 
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E = 1 (3.19) 
2. M x M bidirectional mesh-torus network (if M is odd): 
4(M-z) 
M2—1 
4z 1 < z < ^  
< z < M - 1 
(3.20) 
E = 3 (3.21) 
The link load correlation factors for the 25-nodc bi-directional ring network and 5x5 
bi-directional mesh-torus network are 0.846 and 0.2, respectively. The selection of these two 
networks for evaluating the accuracy of the proposed analytical model is due to the high and 
the low values for link correlation factors. Evaluating the analytical model at these extreme 
values of link correlation factors validates the model for a wide range of networks. 
For each network, the number of usable wavelengths on each link is fixed as 16 (U - 16). 
The blocking performance is compared by varying the total number of wavelengths in each fiber. 
Three different values for the total number of wavelengths in a link are considered: W = 16; 
W = 18, and W — 20. It is assumed that the networks do not employ wavelength conversion 
for the above parameters. The blocking performance of networks with the above parameters 
are compared with that of a network employing 16 wavelengths per fiber and full-wavelength 
conversion at each node. 
Figures 3.4 and 3.5 show the blocking performance versus the link load of the two network 
topologies considered. It is observed that the simulation and the analysis results match closely, 
thereby validating the analytical model developed in this paper. It is worth mentioning that the 
analysis and simulation results match better in the mesh-torus in comparison to the results in 
the ring topology. This is due to the fact that the link load correlation ratio of the mesh-torus 
is lower than it is of the ring topology with the same number of nodes. 
It is also observed that there is a significant improvement in the blocking performance 
when the total number of wavelengths in a link is just a few more (4 in the examples shown 
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Modeling vs Simulation: in a 25-node ring network 
1.0E-01 
1.0E-02 
S 
2 1.OE-03 
1.0E-04 
- -o - Sim W=16 LN16 
- -O - Sim W=18 U=16 
- -0- - Sim W=20 U=16 
. -A* - Sim W=U»16 FullWC 
• Ana W=16 U=16 
•Ana W=18 U=16 
•Ana W=20 U=16 
•Ana W*=U»16 FullWC 
1.0E-05 
6.5 7 4.5 5 5.5 6 
Link load in Eriangs 
Figure 3.4 Blocking probability versus the link offered load for a bidirec­
tional ring network with 25 nodes. 
Modeling vs Simulation: in a 5x5 Mesh-Torus network 
1.0E-01 
1.0E-02 
•Ana W-16U-16 
•Ana W=18 U=16 
• Ana W-20 U=16 
• Ana W=U=16 full-WC 
- o -SimW-16U-16 
- -o- - Sim W-18 11=16 
- «O - Sim W=20 U*16 
- -A- - Sim W=U=16 full-WC 
6.5 7 4.5 5.5 6 
Link load In Eriangs 
Figure 3.5 Blocking probability versus the link offered load for a bidirec­
tional 5x5 Mesh-Torus network. 
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above) than the maximum that can be used at any instant of time. Specifically, for the above 
parameters, it is observed that a network employing 20 wavelengths per fiber with at-most 16 
being usable at any given time has a blocking performance close that of a network employing 
16 wavelengths per fiber with full-wavelength conversion capability at all nodes. 
Figures 3.4 and 3.5 also shows that the blocking performance of networks with higher 
correlation ratio will benefit more compared to those with lower correlation with the extra 
wavelengths. From the graphs, it can be seen that the addition of four extra wavelengths 
results in almost the same blocking performance as the case with full-wavelength conversion 
in ring networks as compared to mesh-torus. This effect can be significant with the increase 
in the network size. This effect is also due to the fact that wavelength converters do not result 
in a drastic reduction in the blocking performance for networks with higher correlation ratio 
[14, 33]. As most of the existing real-life networks have sparse connectivity, therefore having a 
high link load correlation, the approach of providing extra wavelengths is attractive compared 
to employing full-wavelength conversion. 
Random vs First-Fit: in a 25-node ring network 
1.0E-01 
1.0E-02 
q. 1. OE-03 
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Random W=16 U=16 
Random W*18 U=16 
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4.5 5 5,5 6 6.5 7 
Link load in Eriangs 
Figure 3.6 Comparison of random and first-lit wavelength assignment 
schemes for a bi-directional ring network with 25 nodes. 
Wc assume random wavelength assignment for developing the analytical framework. How­
ever, the number of extra wavelengths required to achieve a certain performance would be 
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Radom vs First Fit: in a 5x5 Mesh-Torus network 
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Figure 3.7 Comparison of random and first-fit wavelength assignment 
schemes for a bidirectional 5x5 mesh-torus network. 
rcduced if better wavelength assignment schemes are employed. To illustrate this claim, wo 
consider first-fit assignment algorithm and evaluate its performance with the wavelength usage 
constraint on ring and mesh-torus networks. In this scheme, all wavelengths arc numbered. 
When searching for available wavelengths, a lower numbered available wavelength is chosen to 
establish the connection. Figs. 3.6 and 3.7 show the performance comparison of random and 
first-fit wavelength assignment algorithms on ring and mesh-torus networks, respectively. 
We observe that first-fit wavelength assignment algorithm performs better in term of block­
ing probability compared to random wavelength assignment. This is because first-fit wave­
length assignment packs all the connections towards the lower end of the wavelength space. 
Such an arrangement results in more wavelength-continuous channels available from source 
to destination as compared to random wavelength assignment. Hence, the number of wave­
lengths required to obtain a certain blocking performance is smaller under first-fit wavelength 
assignment strategy. This further establishes the viability of employing more wavelengths 
with wavelength continuity constraint rather than having lesser number of wavelengths with 
full-wavelength conversion capability. 
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3.5 Summary 
Wavelength routing remains to be an important issue in in IP over WDM networks. As 
data traffic keeps increasing and the network resource becomes insufficient. In addition, the 
wavelength continuity constraint in the optical layer leads to higher call blocking probability in 
a network without wavelength conversion than it does in a network that employ full-wavelength 
conversion at all nodes. At present, the high price of wavelength converters make it impractical 
to be employed at every node. The problem we solve in this chapter provides a viable solution 
which avoids involving wavelength converters. 
Wc consider the power budget scenario in optical networks when the total number of usable 
wavelengths in a fiber is limited to a certain maximum number due to power considerations. 
The total number of available wavelengths in the fiber can be more then the maximum usable 
number, referred to as the wavelength usage constraint. We developed an analytical model 
for evaluating the blocking performance of WDM optical networks with wavelength usage 
constraint employing random wavelength assignment scheme. The analytical model is shown 
to be accurate by comparing the results with that of the simulation for two different network 
topologies that have high and low link load correlation. We evaluate the performance of first-fit 
wavelength assignment strategy and compare its performance with that of random wavelength 
assignment strategy. 
It is observed through our simulations that with an increase of 4 more wavelengths in 
the fiber while remain the number of usable wavelengths as 16, the blocking performance is 
similar to that when full-wavelength conversion is employed. Our results also show that the 
number of extra wavelength required to achieve a certain blocking performance is lessor when 
first-fit wavelength assignment strategy is employed. Thus employing extra wavelengths in 
practical networks is an attractive alternative compared to full-wavelength conversion even in 
the presence of power budget constraints. 
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CHAPTER 4. IP Traffic Grooming in WDM Networks 
4.1 Introduction 
The rapid growth of IP traffic demand has led to a paradigm shift in the telecommunications 
industry from voice-optimized to IP-centric networks. It is widely believed that, in the near 
future, data communications will be based on optical transportation networks (OTNs). 
A challenging problem for carrying IP traffic over WDM optical networks is the huge opto­
electronic bandwidth mismatch. The bandwidth on a wavelength is 10 Gbps today and is 
likely to increase, while the sub-rate traffic connections can vary from STS-1 (51.84 Mbps) to 
the full wavelength capacity. The bandwidth of a full wavelength is becoming too large for a 
single request. Therefore, the wavelength capacity might be underutilized for IP centric traffic 
unless it is filled up by efficiently aggregated traffic. 
One approach to provisioning fractional wavelength capacity, as discussed earlier, is to 
divide a wavelength into multiple sub-channels using time-, frequency-, or code division mul­
tiplexing, and then multiplex traffic on the wavelength, i.e., traffic grooming. However, optical 
processing and buffer technologies are still not mature enough to achieve online routing de­
cisions at high-speed. With the development of MPLS (Multiprotocol Label Switching) and 
GMPLS (Generalized Multiprotocol Label Switching) standards, it is possible to aggregate a 
set of IP packets for transport over a single lightpath. Therefore, traffic grooming in IP over 
WDM optical networks is performed at two layers, namely IP traffic grooming and WDM traffic 
grooming. IP traffic grooming is the aggregation of smaller granularity IP layer traffic streams. 
It is performed at MPLS/GMPLS enabled IP routers by using transmitters and receivers. 
This aggregated traffic streams are then sent to the optical layer where WDM traffic grooming 
(or wavelength level traffic grooming) is performed by utilizing optical add-drop multiplexors 
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(OADMs). The two-layered grooming reduces the workload at both IP and optical layers. 
4.1.1 Related Work 
Most of the work in the literature on traffic grooming has been concentrated on providing 
efficient network designs in SONET/WDM rings for improving the overall network cost [12, 
13, 44, 45, 46]. This is appropriate because today's backbone transport infrastructures arc 
organized in rings. As networks are evolving to become more IP-centric, grooming for IP 
traffic in general networks is becoming an important area. 
In the IP environment, the network topology is a general mesh and the traffic is typically 
neither static nor known in advance. Static and dynamic traffic grooming problems has been 
studied by various researchers. A novel algorithm for integrated dynamic routing of bandwidth 
guaranteed paths in MPLS networks is developed in [47]. In this work a node is viewed as W 
sub-nodes, where W denotes the number of wavelengths. A super-node is created for the node 
which has wavelength conversion capability. Three different types of nodes, namely routers, 
OXCs (with or without wavelength conversion capability) are considered. Different logical 
links are crcated accordingly so as to create a new network representation. Figure 4.1 gives an 
example of the network representation for integrated routing computation. 
Router OXC with wavelength conversion 
Figure 4.1 Network representation for integrated routing computation. 
In this example, each link is assumed to have two wavelengths, \\ and A%. Nodes 1 and 
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4 are routers, Node 2 is an OXC with wavelength conversion and Node 3 is an OXC without 
wavelength conversion. Consider a request for 0.1 unit from Node 1 to Node 4 in Figure 4.1. 
If this demand is routed from Node 1 to Node 3 to Node 4 using Ai, Node 3 cannot use Ai 
to route traffic along the path 2-3-4. This is due to the fact that Node 3 is OXC and cannot 
switch between different wavelengths. 
Routing in such a network, therefore, is decidcd by taking into account the combined 
topology and resource usage information at the IP and optical layers, with constraints on the 
maximum delay or number of hops. However, the network representation of Figure 4.1 becomes 
very complex quickly with the increase in the number of wavelength. Therefore, it is hard to 
apply this algorithm in practical DWDM optical networks. 
The study in [48] also proposed another auxiliary graph according to the given networking 
configuration. In this model a node is viewed as W + 2 layers with two nodes at each layer, 
one acting as the input and the other being the output. Apart from W layers with one 
for each wavelength, two layers named access layer and lightpath layer arc added. This more 
general graph model is applicable in heterogeneous WDM mesh networks. An integrated traffic 
grooming algorithm and a integrated grooming procedure that jointly solve traffic grooming 
subproblems are developed. Several grooming policies arc compared and evaluated through 
simulations. However, this approach may also face the scalability problem as the number of 
wavelength increases. 
4.1.2 IP Traffic Grooming Issues 
The main cost in IP traffic grooming is due to cost on the transmitters and receivers at 
the end nodes rather than number of wavelengths [49], which was the main cost for grooming 
ring network design. The studies in [12], [50] and [51] arc the first to consider transmitter and 
receiver cost rather than number of wavelengths in grooming ring network design. 
It has been shown that to minimize the number of transmitters and receivers required is 
equivalent to minimizing the number of lightpaths that arc needed, since each lightpath needs 
one transmitter and one receiver. The problem of minimizing the number of transmitters and 
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receivers for a general topology is studied in [52]. The authors concentrate on the topology sub-
problem. They assume the virtual topologies are always implementable on the given physical 
topology and the traffic streams and lightpaths are full-duplex. 
An ILP formulation is developed to solve the transmitter/receiver minimizing problem. A 
heuristic algorithm is presented based on the successively deleting lightpaths from an initial 
topology. 
In this chapter, the design problem in a more general IP traffic grooming network is formu­
lated as an ILP optimization problem. A lower- and upper-bound of the tranmistter/receiver 
problem is developed and a heuristic algorithm based on traffic matrix transformation is also 
developed. The organization of this chapter is as follows: Section 4.3 defines the network 
models. An exact ILP (Integer Linear Programming) formulation is presented in Section 4.4. 
Due to the complexity of the problem itself, a fast heuristic algorithm is proposed in Section 
4.5. Results of both approaches are compared and evaluated in Section 4.6 and 4.7. Dynamic 
routing in the resulting virtual topology is studied in Section 4.8. Section 4.9 presents our 
conclusions and discusses possible future work. 
4.2 IP Traffic Grooming Problem Formulation 
4.3 Network Model 
There arc two topologies associated with the WDM optical networks: 
• Physical topology, a graph GP(V, E) with V being the set of nodes and E being the set 
of physical links; 
• Virtual topology (logical topology), a graph Gi(V,L) with nodes corresponding to the 
nodes in the physical network and edges corresponding to the lightpaths. 
Each lightpath may extend over several physical links (spans). Lightpaths can be viewed as 
chains of physical channels through which packets arc moved from a router to another router 
toward their destinations. The link flow and link capacity for link (m, n) (from node m to 
node n) are denoted by xmn and umn, respectively. 
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As mentioned earlier, the main cost in IP traffic grooming is due to the transmitters and 
rcccivers. The number of transmitters and receivers is equivalent to the number of lightpaths 
in the network. Figure 4.2 depicts an illustrative example that shows how IP traffic grooming 
helps to reduce the number of transmitters and rcccivers in a 3-node network. 
Assume that each link has capacity of 100 units. The matrix in Figure 4.2 (a) is the original 
traffic matrix. It includes the location and capacity of three requests. Figure 4.2(a) depicts one 
solution in the absence of IP traffic grooming, it simply establishes a lightpath (connection) 
for each s-d pair. It requires one transmitter and one receiver at each node. 
Figure 4.2(b) depicts another solution based on the fact that the capacity requested by s-d 
pair (1,3) is relatively smaller. Thus, instead of reserving a separate lightpath for it, the spare 
capacity along lightpath 1 —> 2 and 2 —> 3 can be reused to accommodate the traffic of s-d 
pair (1,3). That is, the traffic from Node 1 to Node 2 and 3 both take the route from Node 
1 to Node 2, Node 2 receives and analyzes the traffic, drops the traffic that is destined for it 
and forwards the remaining traffic (from Node 1 to Node 3) along with its own traffic (from 
Node 2 to Node 3) to Node 3. This add-and-drop procedure is performed by transmitters and 
receivers at Node 2. In this scenario, the traffic carried by the optical layer is represented by 
the matrix in Figure 4.2 (b). 
(^mn^mn) 
(a) (b) 
Figure 4.2 Illustrative example of IP traffic grooming. 
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The schcme shown in Figure 4.2 (b) results into one less transmitter and receiver in com­
parison to the scheme shown in Figure 4.2 (a). However, the lower size traffic request (1,3) 
takes a longer route in IP layer to avoid reserving an entire wavelength for it. This is the 
tradeoff we need to make in order to alleviate the wavelength underutilization in optical layer. 
A formal problem statement of the IP traffic grooming problem is given in the next section. 
4.4 Solution for Optimal Strategy 
4.4.1 Problem Statement 
Unlike the other chapters, let us denote the traffic matrix as - {r/.s£}, where dsf 
denotes the traffic capacity required from source node s to destination node t, represents the 
capacity requirement of the systems. 
The IP traffic grooming problem we study in this chapter can be described as follows. 
Given a traffic matrix for a network, how to aggregate the traffic requests for transporting, 
such that the total number of transmitters (and receivers) required in the network is minimized. 
In the virtual topology, each arc corresponds to a lightpath between the node pair. Hence 
the problem of minimizing the number of lightpaths is equivalent to minimizing the number 
of arcs required in the virtual topology. 
Notice that if each request is assigned a dedicated lightpath, the virtual topology would 
be a full-connected network if there is a request for each node pair. The desired grooming 
network is the one with minimum number of transmitters and receivers, which is a solution 
with a minimum set of arcs in its virtual topology that is sufficient to carry the given traffic. 
To simplify the problem, it is assumed that each request has capacity smaller than or 
equal to the full-wavelength capacity. Note that for a capacity requirement of more than a 
full wavelength, there has to be some full wavelength paths assigned to this request and its 
remaining capacity need would be fulfilled using the traffic grooming algorithm. The terms 
"link" and "arc" are used interchangeably here. 
This problem is similar to a capacitated multicommodity flow design problem [53] with 
limited link capacities. Therefore, this problem can be formulated as an ILP optimization 
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problem. It is assumed that a request from the same s-d pair will always take the same route. 
Also, it is assumed that each link has the same capacity that is given by W x C, where 
W denotes the number of wavelengths carricd by a link, and C denotes the full-wavelength 
capacity. 
4.4.2 Notations 
4.4.2.1 Parameters 
• Lgt: (data) for each s-d node pair, list all possible routes from source node s to destination 
node t, excluding routes that pass through a node more than once, number them using 
k as an index. That is, indicates the 3rd route from Node 1 to Node 6. 
• Algt : (binary data), takes value of 1 if arc I is on the kth path from node s to t; zero 
otherwise. 
4.4.2.2 Variables 
• 7gt: binary variable, route usage indicator, takes value of 1 if route r,t is taken; zero 
otherwise. 
• uf. integer variable, logical link usage indicator, keeps an account of the number of 
lightpaths on arc I in the virtual topology. 
4.4.3 Problem Formulation 
1. Objective: 
The objective is to minimize the number of arcs in the virtual topology. This reflects 
the minimum number of lightpaths in optical layer. Recall that variable m counts the 
number of lightpaths on arc i in the virtual topology. Here L is defined as the set of 
arc in the virtual topology. If the capacity carried by arc i exceeds the full wavelength 
capacity, multiple lightpaths between the same node pair are required. Thus the number 
of transmitters (and receivers) increase. 
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min^^ui (4.1) 
IÇlL 
2. Fiber link capacity constraint: Let TCl  be the total capacity carried by link /, which is 
given by Equations (4.2). Constraint (4.3) guarantees that the aggregated capacity on 
any arc does not exceed the total fiber capacity, which is bounded by W x C. 
E ZXX'% (4-2) 
( s , t ) , s y ^ t  k  
TC' < x C (4.3) 
3. Traffic routes constraint: 
Equations (4.4) and (4.5) ensure that if there is a request from node s to t, one and only 
one route is assigned to the request. In another word, dst > 0, set 7^. = 1. Otherwise, 
there is no traffic request from node s to node t, none of the routes from node s to node 
t will be taken, hence, Yhk^st = 0-
(4.4) 
k  
(4.5) 
k  
4. Arc usage constraint: Recall that arc usage indicator m counts the number of lightpaths 
required on arc I (logical link I) in order to carry the aggregated traffic TCl. m — 
\TCl/C~\. This is obtained by using Equations (4.6) and (4.7). For example, if C = 48 
and TCl — 62, [62/48] — 2 lightpaths are required on logical link % from the its start 
node to its end node. 
C x u, > TC' (4.6) 
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C x %; < TC' + C (4.7) 
Notice that from Equations (4.3) and (4.6), the total number of lightpaths on a logical 
link I is bounded by the number of wavelengths on the optical fiber. It can also be noticed 
that Equation 4.7 is not required for solving this problem, it is left in the formulation to help 
understand the definition of uj. 
Further constraints, such as the limited number of transmitters on each node, can be easily 
added to this formulation. This will help to capture the cost on each node in the network. 
The limitation of this exact ILP formulation is that it enumerates all the possible routers 
for each s-d pair and search for an optimal set of arcs in virtual topology. In a fully cormcctcd 
network of N nodes, there arc up to Yhh=0 -Pjv-2 possible routes for each s-d pair, where 
is the permutation operation. This search requires large computation time as the network size 
increases. The formulation can be further simplified by adding a hop-length constraint such that 
the number of possible routes is reduced to a reasonable number, consequently, the computation 
time is saved. However, this network design problem is still a special case of multicoinmodity 
flow problem, which becomes unmanageable even for moderate sized networks. Therefore, we 
have to resort to heuristics to obtain "good" solutions in a reasonable amount of time that 
capture all the constraints of the ILP solution. 
4.5 Heuristic Approach 
4.5.1 Bounds 
For a network G(V, E), in the absence of IP traffic grooming, the number of transmitters 
and receivers required at node s, denoted by Tx™ax and RxJ1^ respectively, can be derived 
from matrix DjvxiV-
T%r== E 
t : ( s , t ) € E  
(4.8) 
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Ac" Z r|i (4.9) 
t : ( t , s ) G E  
where C denotes the full wavelength capacity that can be utilized. This is bccausc request 
dst requires at most \dst/C] transmitters at node s to transmit traffic dst, likewise, it requires 
at most \dst/C] receivers at node t to receive traffic dst-
From the perspective of network flows, the total amount of outgoing traffic flows seen by 
node s is ^2t7Lsdst, the total amount of incoming flows to node s is 53t^iS dts. Hcncc, the 
minimum number of transmitters and receivers needed in the network to carry the traffic in 
Dnxn can be derived using the following two equations. 
In general, Tx™m and are loose lower bounds. The reason is that in order to reduce 
the number of transmitters (and receivers) some s-d pairs may have to take multiple hops and 
hence increase the link load in the virtual topology. This overhead load is not captured in 
Equations (4.10) and (4.11), and it is dependent on the traffic pattern. 
4.5.2 Traffic Aggregation Algorithm 
To develop a traffic aggregation heuristic approach, the basic idea is to merge the smaller 
traffic request onto bigger bundles to reduce the number of transmitters and receivers. Al­
though the total number of lightpaths required in the network is reduced, the finer granularity 
requests may take multiple-hop and longer routes. This may introduce delay for lower-rate 
requests. However, we believe that this is affordable in the future slim IP-over-WDM control 
plane, and this is a tradeoff we would have to make in order to reduce the overall network cost. 
An element in traffic matrix can be reallocated by merging it with other traffic streams. Thus 
there will be no need to establish a direct path for that s-d pair. An element in traffic matrix 
can be aggregated if it is smaller than full capacity, i.e., has spare capacity on a wavelength 
r . m i n  (4.10) 
ftxmin — |- -j (4.11) 
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channel and allows other traffic streams to be merged on it. Each element in the traffic matrix 
can be viewed as in one of the three states, 
• State 0: If it can be reallocated or be aggregated; 
• State 1: If it cannot be reallocated, but can be aggregated; 
e State 2: If it cannot be eliminated or aggregated. For example, if dst = 0, there is no 
traffic to be reallocated, and there is no need to allocate traffic. 
The goal of the traffic aggregation algorithm is to choose a traffic stream dst that can be 
merged with some other traffic streams dsn and dnt, so that dst can be carried using a multiple 
hop path and not burden the system to establish a new path for it. After selecting dst, the 
basic traffic aggregation operation on traffic matrix D consists of the following three steps: 
1. dgn < dst + dsn\ 
2. dnt <— dst + dnt] 
3. dst 0. 
After this operation, the traffic request between s-d pair ( s , t )  is aggregated on s-d pairs 
(s, n) and (n, t). Let TR(Ts<t!n) be the number of transmitters (equals to the number of 
receivers) needed after merging dst with dsn and dnt. TR(T°) is called the upper bound, where 
T° is the original traffic matrix. 
The key here is to select d,st and node n to reduce the value of TB,(TS}t.n). In experimenting 
with the ILP formulation, we observed that the ILP solution uses multi-hop routes for smaller 
requests, while the bigger requests tend to use direct single hop path. We use this observation to 
develop an heuristic solution. Figure 4.3 gives the traffic aggregation algorithm. The resulting 
new traffic matrix gives the structure of a virtual topology and the required capacity on each 
physical link. The idea behind this is to integrate smaller traffic request, say dst, to those bigger 
traffic requests, dsn and dnt, to saturate the existing wavelength paths before establishing a 
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INPUT: Graph G(V, E) and a traffic matrix Dnx^. 
OUTPUT: Rearranged traffic matrix -DjvxN-
ALGORITHM: 
1. Initialize s-d pair status: 
If ds t  > 0 then ds t.state = 0, 
else d s t-state = 2. 
2. target = min(dst • dst-state — 0). 
3. If target = NULL, terminate. 
4. else 
(a) Set K=new stack. Pick node v that satisfies: 
i. d,sv.state < 1, dvt-state < 1; 
ii. d,st 4- d> S v  C , d,st 4- d.vt ^ C, 
iii. < TA(T). 
K.push {v}. 
(b) Define index(v) = max ( d s V ,  d v t ), v G K. 
(c) If K = $, then ds t.state <— 1, go to 2. 
(d) else n = arg m,a,xveK{index(v) : v G K}. 
(e) Update traffic matrix DnxN -
i- dsn  < d st + dsn] 
ii. d nt <— d st + d nt, 
iii. d s t  <— 0, d s t-state 2. 
5. Go to 2. 
Figure 4.3 Approximate approach: Traffic aggregation 
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new one. This would force some smaller granularity traffic to take longer routes with multiple 
hops, while saving some lightpaths. 
The algorithm starts by finding the s-d pair with minimum request capacity that is in 
state 0 (Step 2 in Figure 4.3), say dst- Next it searches for a set of all eligible intermediate 
nodes, namely K (Step 4a in Figure 4.3). Define the index value of an item v in set K 
as index(v) — max(dsv,dvt). The intermediate node n is selected from I\ to saturate some 
wavelengths. Hence, if K is not empty, n is chosen as the node with the maximum index value. 
Then the algorithm updates the current, traffic matrix after an intermediate node is decided 
(Step 4e in Figure 4.3). If K is empty, no eligible intermediate node is found for this s-d pair, 
dst-state is changed from 0 to 1, which means request dst cannot be reallocated, but could be 
aggregated. The algorithm keeps searching for the next s-d candidate for aggregation until 
there is no eligible s-d pairs in state 0 can be found. 
4.5.3 Complexity Analysis 
One s-d pair is changed from State 0 to either State 1 or State 2 in each stop. Thus the 
algorithm terminates after at most N2 passes. The run time for searching target in each loop is 
up to jV2, it takes another N loops to find the set K. Thus, the overall computation complexity 
of this algorithm is 0(N5). In practice one will never see this complexity and the algorithm 
terminates much faster. One way is to use effective data structures to make the search more 
efficient and faster. 
4.5.4 Example of Traffic Aggregation 
Figure 4.4 illustrates an example of how the traffic aggregation algorithm performs. Assume 
that each wavelength has capacity of OC-48 (2.5Gbps), and the minimum allocataire unit is 
OC-1. Thus, C = 48. Consider traffic matrix that is composed of random combination of 
OC-1, OC-3, and OC-12. An original traffic matrix includes all possible s-d pairs, shown as 
the top left matrix in Figure 4.4. 
The algorithm starts by finding the minimum eligible s-d pair that can be reallocated, which 
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Figure 4.4 An illustrative example of traffie aggregation algorithm. 
is (1,4) with di_4 = 2 in this example. Next it finds the possible intermediate nodes to put into 
set K. It can be observed that K — {2,3} with inde:x(2) — 43 and index(3) = 37. Amongst 
the candidates nodes in K, the one with highest index value is chosen, that is n = 2. Next, we 
update the current traffic matrix by removing di,4 from the original position and aggregating 
it with di_2 and da,i- This results into the matrix on the top right in Figure 4.4. Next it selects 
d2 3 = 6 and completes its processing by choosing n — 1. The algorithm continues until no 
more relocatable s-d pair exists as shown in Figure 4.4. The bottom left matrix shows the final 
results. Application of Equations (4.8) and (4.9) indicate that 12 transmitters (and receivers) 
are required for the original traffic matrix. After traffic aggregation, this number is reduced 
by 3. More detailed performance study is provided in Section 4.7. 
4.6 Solutions and Numerical Results 
The ILP formulation of Section 4.4 is solved by using CPLEX Linear Optimizer 7.0. We 
use the ILP formulation and the traffic aggregation approach to solve IP traffic grooming 
problem for a 6-node network, with W — 6, C = 48. Table 4.1 gives a traffic matrix with 
randomly generated 50 requests. The integer numbers indicates the request capacity in unit of 
OC-1 (51.84 Mbps). The objective is to design a network with as few logical links as possible. 
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Notice that there are totally Pf + P4 + + Pf + P% = 65 routes for each s-d pair in a 6-nodc 
network, and this number increases dramatically as the network size increases. It would be a 
great burden and might be unnecessary as well to obtain optimality by searching among all the 
possible routes. In this 6-no de network example, we performed experiments with maximum 
hop-length as 3, 4 and 5. It is observed that limiting the hop-length to 3 still yields close to 
optimal solution while the number of all candidate paths for each s-d pair is effectively reduced 
from 65 to P^ + P^ + P2 = 17. This significantly reduces the computation complexity of solving 
the ILP optimization problem. 
Table 4.1 Requests matrix for a 6-nodc network 
1 2 3 4 5 6 
1 0 3 3+1+1 12+12 3+1+1 12+12 
2 12+12+12+3 0 3 1+3 0 1+1+12 
3 3 1 0 12+12 3+1+1 0 
4 3 12 3+12+3+3 0 1 3+1+1+12 
5 3 3+12 12 0 0 3+1 
6 1+3 12 0 3+12 0 0 
The results obtained from solving ILP with hop length = 3 and traffic aggregation approach 
are shown in Figure 4.5 (a) and Figure 4.5(b), respectively. 
According to Equations (4.10) and (4.11), at least 9 transmitters (receivers) arc required. 
Figure 4.5 (a) shows an optimal solution of 11 lightpaths by solving the ILP formulation with a 
maximum hop-length limit of 3. Figure 4.5 (b) shows solution with 12 transmitters (receivers) 
using traffic aggregation approach. Table 4.2 shows the virtual topology routing assignments 
obtained by solving the ILP formulation and the traffic aggregation heuristic algorithm. 
4.6.1 Observations 
Figure 4.5 also shows the similarity between the virtual topology design obtained from 
solving ILP formulation and heuristic approach. More specifically, the ILP formulation tends 
to keep bigger requests on shorter paths in virtual topology and tries to integrate smaller traffic 
streams onto bigger bundles. The ILP approach provides an optimal solution by performing 
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(a) 
(b) 
Figure 4.5 Comparison of ILP solution and heuristic approach: An illustra­
tive example, (a) Results obtained by solving ILP optimization 
problem with hop-length limit 3. (b) Results obtained from 
traffic aggregation approach. 
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Table 4.2 Resulting routes in virtual topologies 
Node 
pair 
Requested 
Capacity 
ILP Formulation Traffic Aggregation 
Route on VT Route on VT 
1-2 3 1-6-2 1-4-2 
1-3 5 1-4-3 1-4-3 
1-4 24 1-4 1-4 
1-5 5 1-4-3-5 1-4-3-5 
1-6 24 1-6 1-6 
2-1 39 2-1 2-1 
2-3 3 2-4-3 2-1-4-3 
2-4 4 2-4 2-6-4 
2-6 14 2-4-6 2-6 
3-1 3 3-5-2-1 3-4-1 
3-2 1 3-5-2 3-4-2 
3-4 24 3-5-4 3-4 
3-5 5 3-5 3-5 
4-1 3 4-1 4-1 
4-2 12 4-6-2 4-2 
4-3 21 4-3 4-3 
4-5 1 4-3-5 4-3-5 
4-6 17 4-6 4-2-6 
5-1 3 5-4-1 5-2-1 
5-2 15 5-2 5-2 
5-3 12 5-2-4.3 5-3 
5-6 4 5-4-6 5-2-6 
6-1 4 6-2-1 6-4-1 
6-2 12 6-2 6-4-2 
6-4 15 6-2-4 6-4 
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exhaust search among all possible routes. The traffic aggregation heuristic algorithm also gives 
a pretty good solution in this example by just performing local search, which takes much less 
computation time. However, as an approximate approach, the traffic aggregation heuristic 
cannot guarantee any optimality. 
The integration of the traffic helps to reduce the number of transmitters and receivers. 
On the other hand, it also introduces overhead traffic to the network and impact the resource 
utilization. Besides, it adds potential delays to the requests which have been reallocated 
to take multiple hops in the virtual topology. It can be observed from Table 4.2 that the 
average hop-length in the ILP solution is 80/50 — 1.6. The average hop-length in the traffic 
aggregation heuristic is 77/50 = 1.54, while without grooming, given enough resource, the 
minimum average hop-length is 1. The more we save on transmitters and receivers, the longer 
the average hop-length is, accordingly the longer average delay. This is the trade-off we cannot 
avoid. 
The ILP approach becomes unmanageable quickly as the size of the network increases. The 
reason is that the number of all possible arcs in the corresponding fully connected network 
increases dramatically as the number of nodes increases. We study the performance of the 
IP traffic aggregation heuristic approach in terms of wavelength utilization in the following 
Section. 
4.7 Performance Study 
4.7.1 Performance Metrics 
The performance study for the above algorithm is carried out using the following perfor­
mance metrics. 
Effective load. We study the performance in terms of wavelength utilization. With given 
traffic matrix £>jvXAr, where dst is the amount of requested wavelength capacity. Given a net­
work's physical topology GP(V, E) with N nodes, we apply Dijkstra's shortest path algorithm 
to find the shortest path between all s-d pairs. This forms a distance matrix Hm^n = {hst}, 
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where list denotes the physical distance from node s to node t. More specifically, /i,s( here 
represents the shortest hop-length from node s to node t. If the number of wavelengths is 
sufficient, each request would use the corresponding shortest physical path. Thus we define 
the effective network load Ze// as, 
( s , t )  
This gives the minimum network resources in terms of the actual capacity used by that is 
needed for the given traffic requests. 
Offered load. In the wavelength routed optical network without grooming capability, 
each request will be assigned a full wavelength capacity C, even though the actual requested 
capacity might be only a fraction of C. We define the minimum offered load of a WDM network 
in the absence of grooming as IWDM- It is given by Equation (4.13) and represents the physical 
wavelength link product used without the grooming capacity. 
Similarly, let l^p be the offered load by setting up lightpaths based on the new traffic matrix 
DnxN = {dst}, which is obtained by using the traffic aggregation approach. With sufficient 
wavelength resource, each s-d pair in D would take its corresponding shortest path. Recall 
the distance matrix H^xN = {hst}, hp can be obtained by using Equation (4.14). More 
specifically, this provides the lower bound on the actual reserved capacity for the lightpaths 
after aggregation. 
Wavelength utilization. The wavelength utilization is defined as the ratio between 
the effective network load and the actual offered load. Hence, the wavelength utilization in 
(4.12) 
IWDM — ^ 2 f-^rl x C x h. (4.13) 
(4.14) 
(«,*) 
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WDM network without grooming capability and in IP traffic grooming networks are given by 
Equations (4.15) and (4.16), respectively. 
IWDM = , (4 15) 
IWDM 
VIP = (4 16) 
hp 
4.7.2 Examples 
Figures 4.6 and 4.7 show a set of experiment results obtained from a 16-nodc bidirectional 
ring topology and a 4 x 4 mesh torus network, respectively. The traffic generation for ring, 
mesh and ARPENET are the same. The traffic is uniformly distributed among all source-
destination pairs. For each s-d pair, we randomly generate a number between 0 and max 
allowable traffic. Thus the mean is (max — l)/2. By increasing the value of max, we can 
increase the value of the mean traffic in the network. The wavelength utilization is shown in 
Figures 4.8 and 4.9 for the two topologies, respectively. The bars in the Figures 4.6 and 4.7 
represent the number of equivalent OC-1 capacity units that are required in different network 
topologies with different traffic matrices. We consider only sub-rate traffic in the experiments. 
The traffic matrix is randomly generated and the effective load is increased by increasing the 
mean value of the sub-rate traffic capacity. Ten experiments are performed for each traffic 
pattern and the average values are presented as the final results. 
Simulations on the 20-node-31-link ARPANET topology (shown in Figure 4.10) arc con­
ducted and the corresponding results are shown in Figures 4.11 and 4.12. 
In the absence of traffic grooming, the capacity required in a WDM network (the mid­
dle bar) does not change much as the sub-rate traffic requests varies. This is because each 
connection is assigned an entire wavelength irrespective of whether it actually requires a full 
wavelength or a fractional wavelength capacity. Significant improvement on the reserved ca­
pacity can be observed when there are more finer granularity requests in the traffic matrix. 
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Resource Requirement in a 16-Node Ring Network 
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Figure 4.6 Resource requirement in a 16-node bi-directional ring network. 
Resource Requirement in a 4x4 Mesh Torus Network 
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Figure 4.7 Resource requirement in a 4 x 4 bi-directional mesh torus net­
work. 
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Wavelength Utilization in a 16-Node Ring Network 
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Figure 4.8 Wavelength utilization in a 16-node bi-directional ring network. 
Wavelength Utilization in a 4x4 Mesh Torus Network 
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Figure 4.9 Wavelength utilization in a 4 x 4 bi-directional mesh torus net­
work. 
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Figure 4.10 The 20-node-31-link ARPANET topology. 
Resource Requirement in the 20-node-31-link ARPANET 
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Figure 4.11 Resource requirement in the 20-node-31-link bi-directional 
ARPANET. 
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Wavelength Utilization in the 20-node-31-link ARPANET 
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Figure 4.12 Wavelength utilization in the 20-nodc-31-link bi-dircctional 
ARPANET. 
This is also because the wavelengths are severely under utilized in WDM networks without 
traffic grooming when most traffic requests are sub-rate traffic. 
In comparison to the WDM networks without traffic grooming, the capacity reserved in IP 
traffic grooming networks goes up as the effective load increases. This reflects a wavelength 
sharing among sub-rate traffic streams, which also results in an improvement on wavelength 
utilizations. 
Generally, given the same traffic matrix, more wavelength-links are required in a ring 
topology comparing with a mesh-like topology. This can also be observed from Figures 4.6 
and 4.7 where the same traffic matrices are tested, the effective load in the 16-node ring is 
almost twice as that of in the 4x4 mesh torus network. This is partly due to the longer average 
path length in ring topology than in a mesh network with the same number of nodes. Besides, 
in a ring topology, each s-d pair has only two alternate paths, when establishing the same 
number of lightpaths. Thus more wavelengths are required in order to satisfy the wavelength 
continuity constraint. In these experiments, the performance of our algorithm in ring topology 
is almost as good as it is in the mesh torus topology. 
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4.8 Dynamic Routing in the Virtual Topology 
The above design is based on the given static traffic matrix, or the estimated traffic ma­
trix. The actual traffic varies from the given data. In this section we study the routing and 
wavelength assignment of dynamic traffic in the designed virtual topology. 
4.8.1 Dynamic Traffic 
The virtual topology is designed based on the given static traffic matrix, which is also 
referred to as the estimated traffic matrix. The requested capacity dynamic traffic varies from 
the corresponding estimated value. We define this difference as (Diffj, if the given requested 
capacity between node s and t is dst, the capacity for each random request from s to t is 
uniformly distributed between max(dst - \Diff\,Q) and min(dst + \Diff\, C). The value of 
\Diff\ indicates the variation of the random traffic from the estimated traffic, and it is one 
of the parameters in our simulations. The blocking performance are compared as this range 
varies. Since the virtual topology is designed closely based on the given estimated traffic 
matrix, it is expected that as the value of \Dif f\ goes up, the network will see an increasing 
blocking probability. 
It is also assumed here that random requests arrive at each node according to a Poisson 
process with rate A. Each request is equally likely to be destined to any of the remaining 
nodes. The holding time of the requests are exponentially distributed with mean 1/p. Hence, 
t h e  E r l a n g  l o a d  o f f e r e d  b y  a  n o d e  i s  p  =  X / f i .  
4.8.2 Routing Strategies 
To begin with, it is worth mentioning that both the ILP approach and the heuristic algo­
rithms provide not only the virtual topology design, but also the routing for each request. From 
this we can calculate the designed load on each link in the virtual topology, which is, more 
specifically, the total capacity used on each corresponding lightpath in the physical topology. 
For instance, Figure 4.13 is the same virtual topology that we obtained in Section 4.6 with the 
estimated traffic matrix given in Table 4.1, with the designed load on each link marked. 
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Figure 4.13 Virtual topology solution with designed load on cach link. 
Before starting the design of routing strategies, let us define the route that obtained from 
either ILP solution of heuristic algorithms as the preferred route, let us also refer to those design 
approaches as the static design. Once we have the virtual topology, we can apply shortest path 
algorithm repeatedly to find multiple routes for each node pair. 
Notice that the preferred route for a node pair, which is obtained from the static design, 
does not necessarily to be the shortest route in the virtual topology. 
Three different routing strategies are developed as follows. The wavelength assignment 
follows the rule of first-fit. 
• Fixed Path Routing (FPR): Only the preferred route is considered in the virtual topol­
ogy, if there is no enough wavelength available along this route, the request is blocked, 
otherwise, the request is accepted. 
• Least Congested Routing (LCR): The least congested route is defined as the route which 
has the maximum amount of free capacity. If there is a tic, a shorter route is taken. 
• Preferred Path First (PPF): In this scheme, the preferred route is the first choice for 
each node pair. K shortest paths for the given virtual topology arc prc-computcd for 
each node pair, where K indicates the number of alternate paths. K takes the value of 
four in our simulations. If the preferred route is not available, the first available shortest 
path is chosen. 
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4.8.3 Performance Analysis 
The performance of different routing strategies are studied in terms of blocking probability. 
Figures 4.14, 4.15, 4.16 show the performance comparison of the proposed three routing-
strategies with different values of \Diff\ for the virtual topology in Figure 4.13. It can be 
observed that as expected earlier, when the value of \Diff \ increases, the network sees higher 
blocking probability. As stated earlier, this is due to the fact that the virtual topology is 
designed closely based on the given traffic matrix, as the actual traffic pattern goes away from 
the estimation, the blocking performance in the resulting virtual topology goes down. After 
certain point, virtual topology will need to be updated based on a better traffic estimation. 
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—Û—PPF: |Diff|=0 
—A—LCR: |Diff|=0 
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Figure 4.14 Blocking performance in virtual topology in Figure 4.13 with 
random traffic, \Diff\ — 0. 
The fixed path routing (FPR) approach considers only the preferred route obtained from 
the static design, it is actually independent to the resulting virtual topology. Also as a fixed 
path approach, it inevitably has the worst blocking performance among all the three routing 
schemes. 
In contrast to FPR, the least congested routing (LCR) considers only the virtual topology. 
When the number of alternate paths is large enough, the preferred path will bo included in the 
set of alternate paths. The preferred path first (PPF) approach takes both the static design 
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Figure 4.15 Blocking performance in virtual topology in Figure 4.13 with 
random traffic with \Diff\ = 2. 
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Figure 4.16 Blocking performance in virtual topology in Figure 4.13 with 
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and the virtual topology into account. Both LCR and PPF should perform better than FPR. 
And in this example, PPF performs even better than LCR. 
Figure 4.17 gives another virtual topology design based on a different estimated traffic-
Figures 4.18, 4.19, and 4.20 show another set of performance comparison among FPR, LCR 
and PPF. In this example, FPR still gives the worst blocking performance, while LCR always 
performs better than FPR and PPF. 
The reason LCR performs better for the virtual topology given by Figure 4.17 while PPF is 
the best choice for the virtual topology given by Figure 4.13 is that the average designed load 
in Figure 4.13 is higher than that is in Figure 4.17. This also means that it is more critical for 
the requests to take the preferred routes. In other words, there is no much space for selecting 
alternate paths when the design link load is high. Therefore, PPF outperformed LCR, in this 
scenario. 
While in Figure 4.17, the designed link load is relatively lower, which leaves more possibility 
for the network to select an alternate path if the preferred path is unavailable. LCR, becomes 
a better choice in comparison to PPF in this case. 
26 
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20 
Figure 4.17 Virtual topology solution with designed load on each link. 
Wc still can not conclude exactly in which situation PPF performs better than LCR. 
However, it is also can be observed that the performance of LCR and PPF is reasonable 
close. If the static design is an optimal solution, which means that all the estimated traffic 
requests are efficiently packed on each lightpath, the virtual topology should see a relatively 
high designed link load. In this case, it is proper to say that PPF is better choice is the static 
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Figure 4.18 Blocking performance in virtual topology in Figure 4.17 with 
random traffic, \Diff\ = 0. 
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Figure 4.19 Blocking performance in virtual topology in Figure 4.17 with 
random traffic with \Diff\ = 2. 
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Figure 4.20 Blocking performance in virtual topology in Figure 4.17 with 
random traffic with \Diff\ — 4. 
design is an optimal one. 
4.9 Summary 
Traffic grooming is an essential issue in the evolution of future IP over WDM network 
architectures. IP traffic is characterized by its burstiness, high variability and sub-wavelength 
capacity requirements. Traffic grooming in optical networks has gained significant importance 
in the recent years due to the prevailing different and variable requirements of end users on 
single wavelength. 
In this chapter, wo studied the IP traffic grooming problem in IP over WDM framework. 
IP traffic grooming, that is, the traffic aggregation performed at IP routers, would help to 
alleviate the complexity of performing sub-wavelength level grooming in WDM layer. Wo 
used the concept of virtual topology to solve the IP traffic grooming problem with objective 
to minimize the network cost in terms of number of transmitters and receivers. To minimize 
transmitters and receivers inevitably introduces overhead IP traffic in the networks and impacts 
networks performance such as wavelength utilization, throughput and average delay. This is a 
tradeoff we have to make. 
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This transmitter/receiver minimization problem is formulated as an ILP optimization prob­
lem. The lower bound of this minimization problem is derived from the traffic matrix. The 
complexity of the ILP formulation can be reduced by adding hop-length limit constraints. It 
may still yield a good solution with carefully selected maximum hop-length. This model pro­
vides a general formulation and various constraints, such as maximum node degree, can be 
easily integrated into it. 
The ILP formulation produces the optimal solution for static traffic demands, however, 
applying this technique to dynamic traffic in large networks is not practical due to its pro­
hibitively large computation time. We also designed a simple fast heuristic approach, called 
the traffic aggregation algorithm. It is evaluated in Section 4.6 and 4.7. The IP traffic aggrega­
tion algorithm does not yield an optimal solution in terms of number of transmitters/receivers. 
However, it helps to effectively reduce the number of transmitters/receivers, and reduces the 
overhead IP traffic by reallocating smaller traffic streams first. The performance of IP traffic 
aggregation approach is studied in terms of wavelength utilization. We have shown that in 
comparison with WDM networks without traffic grooming, the IP traffic aggregation algo­
rithm significantly improves the wavelength utilization in both ring and mesh torus topologies. 
Moreover, the polynomial computation complexity of the traffic aggregation algorithm makes 
it suitable for fast online IP traffic grooming. 
It is worth mentioning that the IP traffic matrices, which contain the knowledge of the 
volume of traffic that flows between all possible sources and destinations, are not available to 
carriers today. Despite the lack of the information, it is still possible to capture the charac­
teristics of IP traffic. Traffic matrix estimation has attracted more and more attention due to 
the benefits that would be derived by having access to accurate information of the size and 
the locality of the traffic flow [54, 55]. 
This traffic aggregation approach proposed in this chapter can be extended and applied in 
virtual private network design and upgradable network design. The wavelength utilization can 
be further improved by performing wavelength level traffic grooming in optical layer. 
We also study the routing and wavelength assignment for dynamic traffic in the obtained 
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virtual topology. The dynamic traffic requests varies from the estimated traffic pattern. Three 
different routing strategies, namely, Fixed Path Routing (FPR), Least Congested Routing 
(LCR), and Preferred Path First (PPF) are proposed. The blocking performance of these 
three routing schemes is compared through simulation. The results show that as the dynamic 
traffic varies away from the estimated traffic, the blocking performance of all the three schemes 
goes down. FPR always gives the worst blocking performance. When the designed link load 
is high, PPF outperforms LCR. 
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CHAPTER 5. Traffic Grooming in Light Trail Architectures 
To accommodate sub-rate IP bursts on OTNs is one of the key and still challenging problems 
in realizing the future optical Internet. Light trail [26] offers a strong candidate for supporting 
IP traffic over optical networks. We study this architecture in more detail and show how it 
can be effectively used. This chapter is devoted to the optimal design of light trails in WDM 
networks. The rest of the chapter is organized as follows. Section 5.1 is a brief introduction 
to light trail concept, light trail node structure, and a summary of light trail properties. A 
formal statement of light trail design problem is given in Section 5.2, followed by a two-step 
approach for solving this problem. The results obtained from our experiments arc presented 
in Section 5.4. Section 5.5 presents our conclusions. 
5.1 Light Trail Architecture 
Current technologies that transport IP centric traffic in optical networks are often too 
expensive, due to their reliance on expensive optical and opto-electronic approach. Consumers 
generate diverse granularity traffic and service providers need technologies that are affordable 
and seamlessly upgradable. Recently, a concept called light trail was proposed to enable IP 
centric communications at the optical layer [26]. A light trail is a unidirectional optical trail 
between the start node and the end node. It is similar to a lightpath with one important 
difference that the intermediate nodes can also access this unidirectional trail. In light trails, 
the wavelength is shared in time and the medium access is arbitrated by control protocol 
among the nodes that try to transmit data simultaneously, that is, upstream nodes have 
higher priorities than lower stream nodes. 
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5.1.1 Light Trail Example 
Wc depict a 4-node light trail in Figure 5.1. The light trail starts from Node 1, passes 
through Node 2, Node 3 and ends at Node 4. Each of the nodes 1, 2 and 3 arc allowed to send 
data to any of their respective downstream nodes without the need for optical switch reconfig­
uration. Every node receives the data from the upstream nodes, but only the corresponding 
destination node(s) will accept the data packets while other nodes will ignore them. An out-of-
band control signal carrying information pertaining to the set up, tear down and dimensioning 
of light trails is dropped and processed at each node in the light trail. Since a light trail is 
unidirectional, a light trail with Nt nodes offers up to nt(nt-i) 0p^icai connections along the 
trail. The six paths for the 4-node light trail are shown in Figure 5.1. 
The exclusion of fast switching at packet/burst level, combined with the flexible provi­
sioning for diverse traffic granularity make the light trails superior to conventional circuit and 
burst switched architecture. 
5.1.2 Node Structure 
Figure 5.2 provides a typical node structure in light trail framework [26]. In Figure 5.2, the 
multiple wavelengths from the input link are de-multiplexed and then sent to corresponding 
light trail switches. A portion of the signal power goes to the local receiver, the remaining 
signal power passes through an optical shutter which is typically an AOTF (Acousto-Optic 
Tunable Filter). Thus a node receives signal from all wavelengths. If a particular wavelength 
is not being used by an upstream node (incoming fiber has no signal), the local host can insert 
Figure 5.1 Illustrative example of traffic streams in a light trail. 
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its own signal, otherwise it does not use the trail. The local signal is coupled with the incoming 
signal as shown in Figure 5.2. 
Tx Rx 
Tx Rx 
Rx Tx 
I Optical shutter 
Drop coupler (DC) |jl> Add coupler (AC) 
Figure 5.2 An example node structure in light trail framework. 
Figure 5.3 provides a detailed light trail node structure with three input and three output 
fibers and two wavelengths on each fiber. The input signal is first demultiplexed, a portion of 
it is dropped and the remaining goes to the corresponding 3x3 wavelength switch, as depleted 
in Figure 5.3. The output of the wavelength switches goes through the optical shutter and 
along with the local added signals, are sent to the output ports of the light trail node. Notice 
that the optical shutter can locate either before the wavelength switch or after it at the output 
side. 
Figure 5.4 gives a connection of 4-node light trail and the corresponding ON/OFF switch 
configurations. The direction of communication is from Node 1 to Node 4. The light trail on 
that wavelength is separately shown in Figure 5.5. The optical shutter is set to OFF state at 
the start and end nodes of the light trail such that the signal is blocked from traveling further. 
For an intermediate node along the light trail, the optical shutter is set to ON state to allow 
the signal to pass through the node. 
A unidirectional light trail is thereby obtained from the start node to the end node as 
shown in Figure 5.5. No switch reconfiguration is required after the initial light trail setup. 
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Figure 5.3 Au example light trail node structure with three input fibers 
with two wavelengths on each fiber. 
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Figure 5.4 An example node configuration in light trail framework. 
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Figure 5.5 Detailed node configuration of the light trail in Figure 5.4. 
Due to the power loss within the light trail, which mainly conies from the power splitting at 
each node, the length of a light trail is limited and is estimated in terms of hop-length. The 
expected length of a light trail is 4 to 6 hops, and a reasonable hop-length of a light trail is 5 
[26]. 
5.1.3 Light Trail Characteristics 
In contrast to OBS, we do not need to configure any switches when using light trails to carry 
IP bursts. This leads to an excellent provisioning time [26]. Moreover, the major advantage of 
using light trails for burst traffic, as compare to OBS, is the improved wavelength utilization. 
Utilization is defined as the ratio of capacity used over time for actual data transmission to 
the total reserved capacity. The study in [26] shows that the utilization in OBS is severely 
degraded comparing to that in light trails as the network load increases. More specifically, 
the utilization of light trails is an order of magnitude better than that in OBS under similar 
conditions. 
Multicasting in optical layer is another salient feature of light trail architecture. Nodes in 
a light trail are able to send the same quanta of information to a set of downstream nodes 
without the need for a special processing or control arbitration. 
In general, the light trail offers a technologically exclusive solution that enables a number 
of salient features and is practical. It exhibits a set of properties that distinguishes and 
differentiates light trails from other platforms. The following three characteristic properties of 
light trails make possible this differentiation: 
81 
• The light trail provides a way to groom traffic from many nodes to share a wavelength 
path to transmit their subwavelength capacity traffic. 
• The light trail is built using mature components that are configured in such a way that 
allows extremely fast provisioning of network resources. This allows for dynamic control 
for the fluctuating bandwidth requirements. 
• The light trail offers a method to group a set of nodes at the physical layer to create 
optical multicasting - a key feature for the success of many applications. 
• The maturity of components leads to the implementation of light trails in a cost effective 
manner resulting in economically viable solutions for mass deployment. 
5.2 Light Trail Design 
To identify a set of light trails to carry the given traffic is one of the key issues in setting 
up light trails in a WDM network. The performance of light trail in terms of wavelength 
utilization also depends on the location of the light trails. The goal of the design problem 
therefore is to develop an effective method to groom traffic in light trail architecture and come 
up with a set of light trails. The light trail design problem is stated as follows: 
Given graph G(V,E), where |V| = N, and traffic matrix how to define a minimum 
number of light trails to carry the given traffic. 
The design problem is expected to be a hard problem. The approach presented here, which 
identifies a set of light trails to be set up in a network, consists of two steps. The first step 
is called traffic matrix preprocessing. As stated earlier, due to the power losses on the lines, a 
long light trail may not be advisable. The length of a light trail is limited and is specified in 
terms of hop-length, denoted by Tlrnax. Therefore in the first step, a single long hop traffic is 
recursively divided into multiple hops. 
The second step is to formulate the design problem and solve it as an ILP optimization 
problem, for the given network topology and refined traffic matrix obtained from step one. 
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The objective here is to find a minimum number of light trails that are required for the system 
to carry the traffic. 
5.2.1 Step I: Traffic Matrix Preprocessing 
In the preprocessing of the traffic matrix, a single long hop traffic is divided into multiple 
hops to satisfy the hop-length constraint. Recall the distance matrix HnxN = {li.it}, where 
hst denotes the physical distance from node s to node t. 
The length of a light trail is a main constraint due to the loss both at nodes and over the 
links. Let Tlmax be the maximum length of a light trail. For traffic between s-d pair 
where hst > Tlmax, it is not possible to accommodate this traffic on a direct light trail. Thus 
this traffic will need to go through multiple hops. Here one light trail is counted as one "hop". 
This necessitates the first step in our approach, namely traffic matrix preprocessing. 
Lot D n x N  =  { d s t }  denote the given (estimated) traffic matrix. Traffic matrix pre-processing 
will return a modified traffic matrix that satisfies: DnxN = {dst '• hst < Tlmax, Vd„t > 0}. 
Figure 5.6 provides the pseudo code for traffic matrix preprocessing algorithm. 
In this step, the traffic on s-d pair ( s , t )  with hst  > Tlmax, will be reallocated on multiple 
hops. The goal is to find a node n such that path from node s to node n forms the first 
hop which is less than Tlmax in distance. A next intermediate node n is found recursively 
for the source node. Among all possible intermediate nodes, n is chosen to be as close to the 
destination node as possible, as shown in step 1 in Figure 5.6. This is done in order to rcducc 
the number of hops that the original traffic has to take. 
After the preprocessing of the traffic matrix, each non-zero element in the modified traffic 
matrix would have corresponding distance less than TlmaX) which is the maximum length 
allowed for a light trail. 
5.2.2 Step II: ILP Formulation 
Given the network topology Gp(V, E), and the traffic matrix obtained from step I, we first 
list all possible paths with the hop-length limit constraint for cach s-d node pair, this can be 
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INPUT: Graph G — (V, E) and a traffic ma­
trix DnxN• 
OUTPUT: Rearranged traffic matrix Dnxn 
and the distance matrix H^xn-
ALGORITHM: 
Step 0: Apply Dijkstra's shortest path algo­
rithm, calculate distance matrix H^XN-
While ( find (s, t) : dst  > 0, hst  > Tlmax ) 
{ 
1. Pick an intermediate node n: 
T l  = arg UliTlD^y{dvt\dsv 5^ 
2. Update traffic matrix A/vxiV: 
(a) dsn dsn + dsi\ 
(b) dnf < dnt + dst, 
(c) d8t 0. 
A 
Figure 5.6 Light trail design step 1: Traffic matrix preprocessing. 
accomplished by applying breadth first search for each node. These eligible paths form a set 
of all possible light trails. Among all these possible choices, we then choose an optimal set of 
paths to form the light trail network, such that the total number of light trails arc minimized. 
This problem is formulated as an ILP optimization problem. We also assume that cach request 
can not be divided into different parts and transferred separately. 
5.2.3 Notations 
5.2.3.1 Parameters 
For the given directed graph GP(V, E), N = \ V\, let L T  be the set of all the possible light 
trails within hop-length limit Tlmax, and r = 1,2,..., |LT\ be the number assigned to cach 
light trail in the LT. 
Wc consider only fractional wavelength capacity in this study, therefore, dst < C. We 
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assume the network is a single fiber network. In the absence of wavelength converters, the 
wavelength continuity constraints still need to hold for light trail networks. Here, wc do not 
impose constraints on the number of wavelengths available per link. Yet, as wc will see later 
on, the number of wavelengths required for establishing the light trails is not high. 
5.2.3.2 Variables 
• nTs t\ (binary variable) route indicator, takes value of 1 if request (s, t) takes light trail r; 
zero otherwise. This also implies that node ,s and t are on trail r and s is Vs upstream 
node. Notice that node s and t do not have to be neighbors in a light trail. 
• ST: (binary variable) light trail usage indicator, takes value of 1 if trail r is used by any 
request; zero otherwise. 
5.2.3.3 ILP Formulation 
1. Objective: 
When CT — 1, the objective is to minimize the number of light trails that arc required 
in the network. When CT is defined as the hop-length of light trail r, the problem 
becomes to minimize the total wavelength-links in the network, which represents the 
total reserved capacity in the networks. This can be used to optimize the wavelength 
capacity utilization, while it might consume more light trails. 
2. Assignment constraint: Each request is assigned to one and only one light trail. 
3. Light trail capacity constraint: The aggregated request capacity on a light trail should 
not exceed the full wavelength capacity. 
min CT x 8T. (5.1) 
T 
(5.2) 
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'y ] n-stdst ^ c (5.3) 
(»,*) 
4. Light trail usage constraint: If any of the s-d pair is assigned on light trail r, 6T is set 
to 1; otherwise, if none of the s-d pairs picked light trail r, Sl = 0. Recall that ST is a 
binary variable. 
5.2.4 Solution Consideration 
The light trail design is a challenging problem for the following reasons. 
First, in order to use a wavelength fully, one would like to groom near full-wavelength 
capacity traffic onto the wavelength. This is similar to a normal traffic grooming problem, 
which is often formulated as a bin packing problem and it is known to be an NP-complctc 
problem. However, we cannot simply set up a light trail for any set of traffic requests that add 
up to C. For example, given that d\2 + + die — C, it might not be possible to establish the 
desired light trail due to the physical hop-length constraint. Hencc, the light trail hop-length 
limit also adds to the complexity of the problem. 
Second, the ILP formulation of the light trail design problem is similar to the bin packing 
problem, which is an NP-hard problem. However, if we treat light trails as the "bins", and 
elements in the given traffic matrix as the "items" in bin packing problem, this problem differs 
from a normal bin packing problem due to a potential physical route constraint that an item 
cannot be put in any of the given bins, but only a sub-set of the bins. More specifically, an 
s-d pair can be assigned to the routes which satisfy: 1) node s and t belong to the route; 2) 
node s is the upstream node of node t along the route. Hence, the approximate algorithms for 
solving normal bin packing problems cannot be directly applied here for solving this light trail 
design problem. 
(5.4) 
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5.3 Light Trail Design: Heuristic Approaches 
We propose the following heuristic algorithms for light trail design. As it is well known, 
first-fit and best-fit are two common and effective heuristic algorithms for solving bin packing 
problems. Here we choose best-fit algorithm for solving the light trail design problem. 
5.3.1 The Best-Fit Approach 
Recall that after the traffic matrix preprocessing, each request in the newly obtained traffic 
matrix satisfies the light trail hop-length limit, that is, the shortest hop-length for each s - d 
pair is no greater than Tlmax. 
The goal of the second step is to identify a set of light trails for carrying the given traffic. 
To do this, we first pick up the s — d pair which has the longest distance in the distance matrix 
Hst- Since a light trail between this s-d pair will be eventually required. 
Once we pick up an s-d pair with the longest physical hop-length, the head and tail of a 
light trail are decided. The goal now is to find the best eligible light trail between these two 
end nodes. This is analogous to fully pack a "bin" in the bin packing problem. There arc two 
subproblcms need to be solved. First, the selection of a path (within the hop-length limit) 
between these two nodes is required. Second, the assignment of requests to this light trail 
needs to be identified. 
In order to find the best light trail between the known head and tail nodes, wo perform an 
exhausting search among all the possible paths between these two nodes. Best-fit here tries to 
pick up the path between the given two end nodes that is the best among all the paths between 
these head and tail nodes, instead of all candidate paths. This is still a local search, therefore, 
the final results might not be global optimal. 
For each eligible path between the known head and tail nodes, we first sort all possible 
s-d pairs along this path according to their required capacity. There are two different ways of 
packing them onto a path rather than do it randomly. One is to allocate the smallest requests 
first, which is called increasing packing, the other way is to allocate the biggest requests first, 
hence it is named decreasing packing. 
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• Increasing packing tries to allocate finer requests first, so that the number of requests 
that can be packed onto this path is maximized. There might still be some capacity left 
on this light trail, but that is not sufficient for the next smallest request. This approach 
would groom as many requests as possible onto the light trail, thereby, leaving the rest of 
the network with fewer number of requests that are left to be allocated. The expectation 
is that this contributes to the saving on total number of light trails that arc needed in 
the network. However, for each light trail, the packing efficiency might not be the most 
efficient, in other words, the spare capacity might not be minimized. 
• Decreasing packing tries to allocate bigger requests first, and leaves the light trail with 
minimum spare capacity. However, since the big requests are allocated first, the total 
number of requests that can be carried by the light trail might be less than that of the 
allocation on Increasing packing. Therefore, it could leave more requests unallocated in 
the network and more light trails might need to be set up later on in order to carry all 
the requests. The spare capacity on each light trail is minimized in this approach at the 
time of allocating the capacity. 
It is not clear which approach works better and always gives the minimum number of light 
trails required in the network. It depends on the traffic patterns. A preferred approach is to 
try both and choose the one that provides a better solution for the given data. 
5.3.2 Algorithm Design 
With the known graph, we first find out all possible paths for each s-d pair, save the path 
information in the following structure called KSPa,th[N][N][NRoutemax\ which contains the 
path information for each route in the network. 
For later convenience usage, we sort the paths according to their physical hop-length, 
such that KSPath\head\ [tail] [1] contains the path information (hop-length, intermediate nodes 
along this path) of the first shortest path from head to tail. 
Figure 5.7 gives the pseudo code of the local best-fit algorithm. In this pseudo code, seq is 
used to denote which route among all valid routes from head and tail is chosen to be the trail. 
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Also noticing that wc are only dealing with sub-wavelength level requests here, by default, a 
shortest path will be chosen as the light trail to carry a given request if no better path can be 
found. That is, initially seq = 1. 
More criteria can be added when there is a tie of selecting a route. Wc choose the one which 
can accommodate more requests, this is not included in the pseudo code in Figure 5.7. As 
mentioned earlier, sorting AllRequest[ ] in different ways gives us different algorithms namely, 
local best-fit decreasing packing and local best-fit increasing packing. 
5.3.3 Discussions 
The proposed heuristic algorithm has two steps, as shown in Figure 5.6 and 5.7. Both 
the first and second step would need the information of paths between each s-d pairs. 
Therefore, we first find out all possible paths for each s-d pairs. The worst case complexity 
of the exhausting search for each s-d pair is 0(N3). The total running time for finding all 
possible routes is 0(RN3), where R is the number of s-d pairs (requests). In fact, instead of 
searching for all paths, we can search among if-shortest path with K being big enough. This 
could reduce the complexity to 0(N(E + NlogN + KN)) for all node pairs [56]. This may be 
a promising choice for big networks. 
In best-fit packing of step 2, for each s-d pair, we search among all K paths for the best-fit 
one. For path r with nT nodes, there are maximum t = (nT — 1) + (nT — 2) + • • • +1 = O(n^) s-d 
pairs, where nT is bounded by Tlmax, hencc t = 0(TZ^aœ). The sorting takes 0(tlogt) loops, 
and packing takes another t loops. Totally 0(tlogt) loops for each path. There are K paths, 
and the same procedure will be performed on the selected best-fit path. Therefore, totally 
0(K(tlogt)) = 0(K(TlmaxlogTlmax)) loops are needed for each s-d pair. At least one s-d pair 
will be eliminated from matrix R. in Figure 5.7, the program stops when R is empty. 
5.4 Performance Study 
To evaluate the performance of the above ILP formulations and the heuristic algorithms 
that we proposed earlier, experiments are performed on a physical topology given in Figure 5.8. 
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INPUT: Graph G — (V, E), the rearranged traffic matrix Dnxn and dis­
tance matrix ZfyvxTV-
OUTPUT: A collection of light trail. 
ALGORITHM: 
Initializations: d — 0, R — {(m, n) : dm,n > 0}. 
Do { 
1. (m, n) = arg max{hmtn : (m, ?i) <E i?}. 
head — m, tail — n . 
2. Trailcap = newstream — Trailcap, 
best = 0, seg = 1. 
3. for(r = 1; T < NRoutemax; r + +) 
if(i<rS,P[Zieac<][taiZ][T].Zeng#/i < Tlmax) 
(a) Copy all s-d pairs along path KSP[head] [tail] [T] that need to be 
allocated to array AllRcqucst[ ]. 
The length of AllRequest[ ] is known and denoted by NSD; 
(b) Sort AllRequest[ ] according to the capacities; 
(c) for (tmp — 1; tmp < NSD; tmp + +) 
if (newstream + AllRequest[tmp\.cap < C) 
newstream = newstream + AllRequcst[tmp\.cap] 
(d) if (newstream > best) 
{ 
best = newstream; 
seq — r; 
} 
4. Copy all s-d pairs along path K S P[head][tail][seq] that need to be 
allocated to array AHRequest[ ]. 
The length of AllRequest[ ] is known and denoted by NSD\ 
5. for(tm,p = 1; tm,p<NSD; tmp + +) 
if (newstream + AllRequest[tmp\.cap < C) 
{ 
Trailcap — Trailcap + Al I Request[tmp\. cap) 
d A U R e q u e s t [ t m p ] . s r c , A l l R e q u e s t [ t r n p ] . d s t  0 ,  
} 
} While (R^§) 
Figure 5.7 Light trail design step 2: Best-Fit approach. 
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To simplify the problem, we assume each physical link is bidirectional with the same length. 
10 
Figure 5.8 A 10-node example network. 
Table 5.1 gives a randomly generated traffic matrix for this example. The integer numbers 
indicate the requested capacity in unit of OC-1 (51.84 Mbps), the entire wavelength capacity 
is OC-48. Here we only consider the fractional wavelength capacity for traffic grooming in 
light trail networks. Intuitively, if every s-d pair requires capacity greater than half of the 
full wavelength capacity, no two requests can be groomed on a light trail. Thus, it is that 
most s — d pairs request a small fractional capacity of the full wavelength channel. Hence, wc 
randomly generate requested capacities between 0 and 11 as shown in Table 5.1. 
Table 5.1 Traffic matrix for a 10-node network. 
1 2 3 4 5 6 7 8 9 10 
1 0 5 8 11 3 8 5 7 8 10 
2 3 0 8 4 0 5 1 2 3 1 
3 9 3 0 7 3 10 11 8 0 6 
4 6 0 8 0 2 5 5 2 1 1 
5 0 6 10 4 0 2 11 10 5 2 
6 11 3 4 4 3 0 2 6 8 3 
7 0 2 10 2 11 5 0 1 6 0 
8 0 5 6 2 3 1 11 0 5 0 
9 4 5 11 8 8 2 3 1 0 5 
10 0 9 9 3 7 10 1 2 1 0 
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5.4.1 Light Trail Hop-Length Limit: Tlmax = 4 
Wc use CPLEX Linear Optimizer 7.0 [57] to solve the ILP formulation proposed in 5.2.2. 
We assume that each candidate path can be used once, that is, u — 1. Assume the hop-length 
limit Tlmax — 4, from the topology we can observe that all s-d pairs have paths within this 
hop-length limit, hence, the traffic matrix preprocessing will not make any change in the given 
traffic matrix. 
Table 5.2 presents the results from solving the ILP formulation with hop-length limit 
Tlmax — 4. It can be observed that W = 4 is sufficient on each link, although we do not 
impose constraints on number of wavelengths. 
Table 5.2 ILP: Resulting light trails Tlmax = 4. 
No. Light Trails Hop-length Accommodated s  —  d  Pairs Load 
1 {2, 3, 4, 7, 9} 4 (3,7) (3,4) (2,7) (2,9) (4,9) 23 
2 {3, 2, 6, 8, 10} 4 (2,6) (2,8) (2,10) (3,6) (3,8) (3,10) 32 
3 {4, 3, 2, 1, 5} 4 (4,1) (4,3) (4,5) (3,5) (1,5) (3,1) (2,1) 34 
4 {4, 7, 6, 8, 10} 4 (6,8) (6,10) (4,6) (4,7) (4,8) (4,10) 22 
5 {5, 1, 2, 3, 4} 4 (1,2) (1,3) (1,4) (5,2) (5,3) (5,4) (2,4) 48 
6 {5, 1, 6, 7, 9} 4 (1,7) (1,9) (6,9) 21 
7 {5, 1, 6, 8, 10} 4 (1,8) (1,10) (1,6) (5,6) 27 
8 {5, 8, 7, 9, 10} 4 (9,10) (8,9) (5,9) (5,8) (5,7) (7,9) (5,10) 44 
9 {9, 7, 4, 3, 2} 4 (9,2) (9,3) (9,4) (7,3) (7,2) (3,2) 39 
10 {9, 7, 6, 1, 5} 4 (7,6) (6,5) (9,1) (9,6) (6,1) 25 
11 {10, 8, 6, 2, 3} 4 (10,3) (10,2) (8,3) (8,2) (6,3) (6,2) (2,3) 44 
12 {10, 8, 6, 7, 4} 4 (10,6) (10,4) (7,4) (6,4) (6,7) (8,4) (8,6) (8,7) 35 
13 {10, 9, 7, 8, 5} 4 (10,9) (10,8) (10,7) (10,5) (9,8) (9,7) (9,5) (8,5) (7,8) (7,5) 38 
Table 5.2 shows the 13 light trails are needed to carry the given traffic. The traffic assign­
ment obtained from solving ILP formulation is also listed. For each light trail, the summation 
of all the traffic it carries is calculated and shown in the right most column in Table 5.2. 
Table 5.3 presents the results from solving the local best-fit heuristic algorithm proposed 
in Section subsection:BestFitApproach. In this example, local best-fit increasing packing ap­
proach gives a solution 16 light trails. 
5.4.2 Light Trail Hop-Length Limit: Tlmax — 3 
When the light trail hop-length limit is set to Tlmax = 3, requests between some node 
pairs in the network shown in Figure 5.8 have to be divided and allocated to multiple light 
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Table 5.3 Local Best-Fit: Resulting light trails Tlmnx  = 4. 
No. Light Tails Hop-length Accommodated s  — d Pairs Load 
1 {3, 2, 6, 8, 10} 4 (3,10) (2,10) (2,8) (3,2) (6,10) (2,6) (6,8) (3,8) (3,6) 44 
2 {10, 8, 6, 2, 3} 4 (10,3) (8,6) (10,8) (6,2) (6,3) (8,2) (8,3) (2,3) (10,2) 47 
3 {1, 6, 2, 3, 4} 4 (1,4) (6,4) (2,4) (1,2) (3,4) (1,3) (1,6) 47 
4 {1, 5, 8, 10, 9} 4 (1,9) (10,9) (5,10) (1,5) (8,9) (5,9) (1,8) (1,10) 41 
5 {2, 6, 8, 7, 9} 4 (2,9) (2,7) (6,7) (7,9) (6,9) (8,7) 31 
6 {3, 4, 7, 8, 5} 4 (3,5) (7,8) (4,5) (4,8) (8,5) (4,7) (7,5) (3,7) 38 
7 {4, 3, 2, 6, 1} 4 (4,1) (2,1) (4,6) (4,3) (3,1) (6,1) 42 
8 {4, 7, 9, 10} 3 (4,10) (4,9) (9,10) 7 
9 {5, 8, 7, 4, 3} 4 (5,3) (8,4) (7,4) (5,4) (5,8) (7,3) 38 
10 {9, 7, 6, 2, 1} 4 (9,1) (9,6) (7,2) (9,7) (7,6) (9,2) 21 
11 {9, 7, 4, 3} 3 (9,3) (9,4) 19 
12 {9, 10, 8, 5} 3 (9,5) (9,8) (10,5) 16 
13 {10, 8, 6, 7, 4} 4 (10,4) (10,6) (10,7) 14 
14 {1, 5, 8, 6, 7} 4 (1,7) (5,6) (5,7) 18 
15 (5, 1, 2} 2 (5,2) 6 
16 {6, 1, 5} 2 (6,5) 3 
trails. More specifically, the shortest paths between Node 3 and Node 10 have hop-length of 
4. Therefore, the request between these two nodes cannot be accommodated on single light 
trails. The traffic matrix preprocessing heuristic re-arranges the original traffic c^io onto 
and dgjQ. Similarly, the request from Node 10 to Node 3 is aggregated onto node-pair (10,2) 
and (2,3). The resulting traffic matrix is shown in Table 5.4. 
Table 5.4 Traffic matrix for a 10-node network: After traffic matrix pre­
processing. 
1 2 3 4 5 6 7 8 9 10 
1 0 5 8 11 3 8 5 7 8 10 
2 3 0 17 4 0 5 1 2 3 1 
3 9 3 0 7 3 10 11 14 0 0 
4 6 0 8 0 2 5 5 2 1 1 
5 0 6 10 4 0 2 11 10 5 2 
6 11 3 4 4 3 0 2 6 8 3 
7 0 2 10 2 11 5 0 1 6 0 
8 0 5 6 2 3 1 11 0 5 6 
9 4 5 11 8 8 2 3 1 0 5 
10 0 18 0 3 7 10 1 2 1 0 
Solving the ILP formulation with this modified traffic matrix gives an optimal solution 
consisting of 23 light trails as shown in Table 5.5. Experiments by using both local best-fit 
93 
increasing and decreasing packing algorithms arc performed, and the better solution with a 
result of 24 light trails is chosen. The detailed results are shown in Table 5.6. 
Table 5.5 ILP: Resulting light trails T l m a x  = 3. 
No. Light Trails Hops Accommodated s—d Pairs Load 
1 {1, 6, 7, 4} 3 (1,4) (6,4) 15 
2 {1, 6, 7, 9} 3 (1,6) (1,7) (1,9) (6,7) (7,9) 29 
3 {1, 5, 8, 10} 3 (1,8) (1,10) 17 
4 {2, 3, 4, 7} 3 (2,4) (3,4) (3,7) 22 
5 {2, 6, 7, 9} 3 (2,6) (2,7) (2,9) (6,9) 17 
6 {2, 6, 8, 10} 3 (2,8) (2,10) (6,8) (6,10) (8,10) 18 
7 {3, 2, 1, 5} 3 (3,2) (3,1) (3,5) (2,1) (1,5) 21 
8 {3, 2, 6, 8} 3 (3,6) (3,8) 24 
9 {4, 7, 6, 1} 3 (4,6) (4,1) 11 
10 {4, 7, 8, 5} 3 (4,7) (4,8) (4,5) (7,8) (7,5) (8,5) 24 
11 {4, 7, 9, 10} 3 (4,9) (4,10) 2 
12 {5, 1, 2, 3} 3 (5,2) (5,3) (1,2) (1,3) (2,3) 46 
13 {5, 8, 7, 4} 3 (5,8) (5,7) (5,4) (8,7) (8,4) 38 
14 {5, 8, 6} 2 (5,6) 2 
15 {5, 8, 10, 9} 3 (5,10) (5,9) (8,9) 12 
16 {6, 8, 5, 1} 3 (6,5) 3 
17 {8, 6, 2, 3} 3 (8,3) (6,3) 10 
18 {9, 7, 6, 1} 3 (9,1) (7,6) (6,1) 20 
19 {9, 7, 6, 2} 3 (9,6) (9,2) (7,2) 9 
20 {9, 7, 4, 3} 3 (9,7) (9,4) (9,3) (7,4) (7,3) (4,3) 42 
21 {9, 10, 8, 5} 3 (9,10) (9,8) (9,5) (10,5) 21 
22 {10, 8, 6, 2} 3 (10,8) (10,6) (10,2) (8,6) (8,2) (6,2) 39 
23 {10, 9, 7, 4} 3 (10,9) (10,7) (10,4) 5 
5.4.3 Light Trail Hop-Length Limit: Tlmax = 5 
When Tlmax increases to 5, the running time to solve ILP formulation increases dramati­
cally. This is because, as earlier mentioned, the number of candidate paths increases very fast 
as Tlmax increases. This increase introduces a significant number of variables and constraints 
in the ILP formulation. The optimal solution contains 10 light trails, the detailed results arc 
shown in Table 5.7. The heuristic algorithms give solutions in seconds. The better solution ob­
tained from using both best-fit increasing packing order and best-fit decreasing order packing 
consists of 13 light trails as shown in Tabic 5.8. 
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Table 5.6 Local Best-Fit: Resulting light trails Tlm„,x  = 3. 
No. Light Trails Hops Accommodated s—d Pairs Load 
1 {1, 6, 7, 4} 3 (1,4) (1,6) (1,7) (6,4) (7,4) (6,7) 32 
2 {1, 6, 7, 9} 3 (1,9) (6,9) (7,9) 22 
3 {1, 5, 8, 10} 3 (1,10) (5,8) (1,8) (8,10) (1,5) (5,10) 38 
4 {2, 6, 7, 9} 3 (2,9) (2,6) (2,7) 9 
5 {2, 6, 8, 10} 3 (2,10) (2,8) (6,8) (6,10) 12 
6 {3, 2, 1, 5} 3 (3,2) (3,1) (3,5) (2,1) 18 
7 {3, 4, 7, 8} 3 (3,8) (3,7) (3,4) (4,7) (4,8) (7,8) 40 
8 {4, 7, 6, 1} 3 (4,6) (4,1) (6,1) (7,6) 27 
9 {4, 7, 8, 5} 3 (4,5) (7,5) (8,5) 16 
10 {4, 7, 9, 10} 3 (4,9) (4,10) (9,10) 7 
11 {5, 1, 2, 3} 3 (5,2) (5,3) (1,2) (1,3) (2,3) 46 
12 {5, 8, 7, 4} 3 (5,4) (5,7) (8,7) (8,4) 28 
13 (5, 8, 10, 9} 3 (5,9) (8,9) (10,9) 11 
14 {8, 6, 2, 3} 3 (8,3) (8,6) (8,2) (6,3) (6,2) 19 
15 {9, 7, 6, 1} 3 (9,1) (9,7) (9,6) 9 
16 {9, 7, 6, 2} 3 (9,2) (7,2) 7 
17 {9, 7, 4, 3} 3 (9,3) (9,4) (7,3) (4,3) 37 
18 {9, 10, 8, 5} 3 (9,5) (9,8) (10,8) (10,5) 18 
19 {10, 8, 6, 2} 3 (10,2) (10,6) 28 
20 {10, 8, 7, 4} 3 (10,4) (10,7) 4 
21 {2, 3, 4} 2 (2,4) 4 
22 {3, 2, 6} 2 (3,6) 10 
23 {5, 1, 6} 2 (5,6) 2 
24 {6, 1, 5} 2 (6,5) 3 
Table 5.7 ILP: Resulting light trails Tlmax = 5. 
No. Light Trails Hops Accommodated s - d  Pairs Load 
1 {1, 2, 3, 4, 7, 6} 5 (1,4) (1,6) (1,7) (3,6) (4,6) 39 
2 (2, 1, 6, 7, 9, 10} 5 (2,1) (2,6) (2,7) (2,9) (2,10) (1,9) 47 
(1,10) (9,10) (6,9) (6,10) 
3 {3, 4, 7, 8, 10, 9} 5 (3,7) (3,8) (3,10) (4,7) (4,8) (4,9) 42 
(4,10) (7,8) (7,9) (10,9) 
4 {4, 3, 2, 1, 5, 8} 5 (4,1) (4,5) (3,2) (3,1) (3,5) (1,5) 35 
(1,8) (2,8) 
5 {5, 1, 6, 2, 3, 4} 5 (5,6) (5,4) (1,2) (1,3) (6,2) (6,3) 45 
(2,3) (2,4) (3,4) 
6 {5, 8, 10, 9, 7, 6} 5 (5,10) (5,9) (8,9) (8,7) (8,6) (10,6) 41 
(9,6) (7,6) 
7 {6, 1, 5, 8, 7, 4} 5 (6,1) (6,5) (6,8) (6,7) (6,4) (5,8) 
(5'7) 
47 
8 {9, 7, 8, 5, 1, 2} 5 (9,7) (9,5) (9,1) (9,2) (7,5) (7,2) 44 
(8,2) (5,2) 
9 {9, 10, 8, 7, 4, 3} 5 (9,8) (9,4) (9,3) (10,8) (10,7) (10,4) 48 
(8,4) (7,4) (7,3) (4,3) 
10 {10, 8, 5, 1, 2, 3} 5 (10,5) (10,2) (10,3) (8,5) (8,3) (5,3) 44 
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Table 5.8 Local Best-Fit: Resulting light trails Tlmax  = 5. 
No. Light Trails Hops Accommodated s-d Pairs Load 
1 {3, 2, 6, 7, 8, 10} 5 (3,10) (3,6) (3,8) (6,8) (2,6) (3,2) 48 
(6,10) (2,8) (6,7) (2,7) (2,10) (7,8) 
2 {10, 8, 7, 6, 2, 3} 5 (10,3) (2,3) (8,3) (8,2) (7,6) (6,3) 46 
(6,2) (10,8) (7,2) (10,7) (8,6) 
3 {1, 5, 8, 6, 7, 4} 5 (1,4) (1,6) (1,8) (1,7) (5,4) (6,4) 48 
(1,5) (5,6) (8,4) (7,4) 
4 {1, 2, 3, 4, 7, 9} 5 (1,9) (1,3) (3,4) (7,9) (1,2) (4,7) 47 
(2,4) (2,9) (4,9) 
5 {1, 5, 8, 7, 9, 10} 5 (1,10) (8,7) (5,8) (5,9) (8,9) (9,10) 48 
(5,10) 
6 {3, 4, 7, 6, 8, 5} 5 (3,5) (3,7) (7,5) (4,6) (6,5) (8,5) 40 
(4,5) (4,8) 
7 {4, 3, 2, 6, 1} 4 (4,1) (6,1) (3,1) (4,3) (2,1) 37 
8 {4, 7, 8, 10} 3 (4,10) 1 
9 {5, 8, 7, 6, 2, 3} 5 (5,3) (5,7) (7,3) (5,2) 37 
10 {9, 10, 8, 6, 2, 1} 5 (9,1) (10,6) (10,2) (9,2) (9,6) (9,8) 31 
11 {9, 10, 8, 7, 4, 3} 5 (9,3) (9,4) (9,7) (10,4) 25 
12 {9, 10, 8, 5} 3 (9,5) (10,5) 15 
13 {6, 8, 10, 9} 3 (6,9) (10,9) 9 
5.4.4 Discussions 
An observation from the optimal solutions obtained by solving ILP formations is that only 
the longest candidate paths are chosen as light trails. This is due to the fact that only the 
number of light trails is being minimized. The program stops searching as the number of light 
trails does not decrease, even though it is possible to substitute some light trails with shorter 
paths. 
The problem becomes unmanageable to ILP approach as the problem size increases. In 
these scenario, relaxation techniques could be a preferred choice, When the traffic is uniform 
or the variation among different requests are small enough that they can be approximately 
treated as uniform traffic, D^xN — {ds,t = d\V(s, t)}. LP relaxation is a very effective means 
for obtaining fast solutions. This can be achieved by modifying ILP formulation 5.2.2 as 
follows, and the rest of the formulation remains the same. 
M 
(5.5) 
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0 < <T < 1 (5.6) 
0 < < 1 (5.7) 
In this formulation, the coefficient matrix of the variables is totally unimodular, hence, 
the LP relaxation still yields integer solutions. This can be applied to solve light trail design 
problem where the traffic requests have similar capacities. 
The concept of light trails has been proposed as a novel architecture designed for carrying 
finer granularity IP burst traffic. The fast access of lightpath communication and the flexible 
dynamic sub-wavelength provisioning make light trail architecture a strong candidate for trans­
porting IP traffic over optical networks. As a newly proposed concept, light trail architecture 
also brings up various issues in designing optical networks for transporting IP centric traffic. 
How to identify a set of light trails in the design phase is one of the key issues in light trail 
implementations. In this chapter we proposed an exact ILP formulation for obtaining optimal 
light trail design with minimum cost (in terms of number of light trails as well as the number of 
wavelengths). A simplified formulation with possible LP-relaxations is given as well. We also 
designed two algorithms, namely local best-fit increasing packing and local best-fit decreasing 
packing. Heuristic algorithms do not guarantee the optimality of the solution. However, their 
capability of obtaining fast and near optimal solutions is still preferred, especially when the 
problem is unmanageable to ILP approaches. 
5.5 Summary 
97 
CHAPTER 6. Survivable Grooming Network Design 
6.1 Introduction 
WDM significantly increases the capacity of a fiber by allowing simultaneous transmission 
of multiple wavelengths (channels), each operating at rates up to 10Gb/s. There arc several 
critical issues involved in using WDM optical networks effectively. We address two important 
issues of current interest in this chapter. 
1. Due to the high bandwidth involved, any link failure that leaves fiber unusable will have 
catastrophic results. Thus protection and restoration schemes for the interrupted ser­
vices must form an integral part of the network design and operation strategics. Although 
network survivability can be achieved at the higher layers above the optical layer, e.g., 
self-healing in SONET rings, using alternate ATM virtual path, fast rerouting in MPLS, 
and changing routes using dynamic routing protocols in the IP layer, it is advantageous 
to use optical WDM survivability mechanisms since they offer a common and fast sur­
vivability platform for services to the higher layers. Moreover, due to the availability of 
multiple paths on the same fiber, the higher layers may not be aware of and may plan to 
use an alternate path through the same fiber, obviously that will not work. 
2. The bandwidth on a wavelength is close to the peak electronic transmission speed and 
has steadily increased from OC-48 (2.5 Gbps) to OC-192 (lOGbps), and is expected to 
increase up to OC-768 (40 Gbps). The available bandwidth on a wavelength is becoming 
too large for certain traffic. Several types of further traffic multiplexing on a wavelength 
are thus proposed [21, 25, 13]. One approach to provisioning fractional wavelength ca­
pacity is to multiplex traffic on a wavelength. The resulting networks are referred to as 
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WDM grooming networks. The aim of this research is to enable grooming capability in 
the design of survivable WDM mesh networks. 
This chapter deals with lightpath protection schemes for subwavelength level traffic groom­
ing networks, which are defined as shared-wavelength grooming networks with wavelength con­
tinuity constrained grooming nodes. This chapter is organized as follows: the remainder of 
Section 6.1 reviews prior work on survivable WDM network design. The ILP formulations for 
enabling grooming in survivable WDM network arc presented in Section 6.2. Results of ILP 
formulations are given in Section 6.3. Our approaches of survivable grooming network design is 
extended to partially protected WDM grooming networks in Section 6.4. Section 6.5 presents 
the conclusions. 
6.1.1 Related Work 
Joint working (primary) and spare (backup) capacity planning in mesh-survivable WDM 
networks design has gained a lot of attention in optical community [58],[40], [41], [59]. 
The study in [58] proposed an optimal design scheme to achicvc fast restoration in sur­
vivable WDM transport networks by using predetermined restoration paths. The problem 
was formulated as an Integer Linear programming (ILP) problem to optimally determine the 
working paths and their corresponding restoration paths, together with the number of fibers 
in each span, and the optical crossconnects in each node. The study in [40] examined differ­
ent approaches to protect mesh-based WDM optical networks from single-link failures. The 
problems of determining the capacity requirements for a static traffic demand based path/link 
protection/restoration schemes were formulated into ILP optimization problems. Joint opti­
mization of primary and restoration routes to minimize the network capacity was studied in 
[41]. The study also tried to determine the best restoration route for each wavelength demand, 
the capacities, and primary routes of all demands, given network topology. They considered a 
static traffic demand and optimized the network cost assuming various cost models and sur­
vivability paradigms. The study in [59] formulated various operational phases in survivable 
WDM networks as a single ILP optimization problem, and proposed a fast algorithm for fast 
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online reconfiguration based on LP-relaxation technique to solve the ILP problem. 
The above algorithms are designed for a network scenario where the full wavelength is the 
minimum unit of the bandwidth on a link. The algorithms cannot be directly applied for 
grooming WDM networks design. For example, it is assumed in [59] that if a wavelength is 
used by any primary path, it cannot be used by any backup paths. This constraint holds in 
WDM networks without grooming and it helps to simplify the ILP formulation for the sur­
vivable network design. However, in grooming WDM networks this primary path wavelength 
restriction might not be necessary where the subwavelength level primary and backup paths 
could be groomed on the same wavelength on a link. 
On the other hand, most early work on traffic grooming had focused on SONET ring, which 
deals with known and static traffic. Only few recent studies focusing on non-ring topologies. 
This is appropriate because today's backbone transport infrastructures are organized in rings. 
However, as networks evolve to become more IP-centric, grooming for IP traffic will become an 
important area for future work. In the IP environment, the network topology could be general 
mesh and the traffic is typically neither static nor known in advance. Grooming in mcsli-
based networks with dynamic traffic will become an important extension to current ring-based 
grooming algorithms. 
By the time we completed our study on the full protection in survivable grooming network 
design again single link failure [60], there had been only a few papers on this topic in litera­
ture. The study in [61] addressed the problem of dynamically establishing dependable low-rate 
traffic stream connections in WDM mesh networks with traffic grooming capabilities. To es­
tablish a dependable connection, they pre-computed link-disjoint primary and backup paths 
between the source and destination node and use backup multiplexing to reduce the overhead 
of backup traffic streams. Two schemes for grooming traffic streams onto wavelengths wore 
proposed, namely Mixed Primary-Backup Grooming Policy (MGP) and Segregated, Prim.ary-
Backup Grooming Policy (SGP). Their simulation results showed that SGP performs better 
in mesh networks and MGP performs better in ring networks. Similar study in the context of 
IP/MPLS protection/restoration with dynamic traffic has been done in [62], where k-shortest 
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paths were pre-computed for each request and wavelength assignment followed the first-fit 
(FF) policy. The authors also applied backup multiplexing technique to reducc the redundant 
reserved spare capacity. Benefits gained by dynamically provisioning low-rate traffic streams 
at the IP/MPLS layer in IP over WDM optical networks are shown through simulations. 
More research interests have been focused on the issue of survivability in grooming networks 
lately. In [63], the authors proposed three approaches, namely protection-at-lightpath (PAL) 
level, mixed protcction-at-conncction (MPAC) level, and separate protection-at-connection 
(SPAC) level, for grooming a connection request with shared protection. In shared protection, 
backup paths can share resources provided their corresponding working paths arc unlikely to fail 
simultaneously. Different ways of backup sharing as well as the tradeoff between wavelengths 
and grooming ports were studied in this paper. They concluded that when the lower bandwidth 
connections outnumber higher bandwidth connections, it is beneficial to groom working paths 
and backup paths separately,especially when the number of grooming ports is sufficient; when 
the number of grooming ports is moderate or small, protecting each specific light pat h achieves 
the best performance. The same problem with dedicated protection was studied in [64]. Two 
approaches, protection-at-lightpath (PAL) level and protcction-at-conncction (PAC) level, for 
grooming a connection request were studied. Their study showed that under the same assump­
tion in [63] when the lower bandwidth connections outnumber higher bandwidth connections, 
PAC outperforms PAL given large number of grooming ports arc available; otherwise, when 
the number of grooming ports is moderate or small, PAL performs better. 
The above studies are based on simulations. We investigate the problem of how to groom 
subwavelength level requests efficiently in mesh restorable WDM networks, and formulate 
the corresponding path selection and wavelength assignment problem as ILP optimization 
problems. We also extend our solutions to the partially protected grooming networks, based on 
the same design idea, we develop a heuristic algorithm for routing dynamic traffic in grooming 
networks. 
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6.2 Formulation of the Optimization Problem 
6.2.1 Network Model 
A network with W wavelengths and K disjoint alternate paths for each s-d pairs can be 
viewed as W x K networks, each of them representing a single wavelength network. Here wc 
choose K = 2. The first W networks contain the first alternate path for each s-d pair on 
each wavelength, number the networks from 1 to W according to the wavelengths associated 
with them. The second W networks contain the second alternate path for each s-d pair on 
each wavelength, similarly, number them from W + 1 to 2W, where the {W + <)th network 
represents the same wavelength as the ith network, where i = 1,2,..., W. Figure 6.1 illustrates 
this layered model of a 6-node network with 3 wavelengths, 2 connections with cach has 2 link 
disjoint alternate paths. We can also observe from Figure 6.1 that, for example, a path among 
network 1 to W is selected as a primary path for a request, its backup paths can only be 
selected from the network W + 1 to 2W in this layered network model, so as to guarantee that 
the primary and backup paths are link disjoint. 
6.2.2 Restoration Models 
We consider 100% restoration guarantee for any single link failure for protected connections. 
This implies that the primary (working) paths and the restoration (backup) paths are assigned 
the same capacity and arc link disjoint, assuming that it is possible in the network topology. 
6.2.2.1 Backup Multiplexing 
An efficient way of assigning backup capacities is to employ backup multiplexing technique 
to improve the network resource utilization. This technique allows many restoration paths, 
belonging to different source-destination node pairs, to share a wavelength w on a link I if and 
only if their corresponding primary paths arc link disjoint. This is based on the fact that a 
single link failure will not break down two link disjoint paths. 
In grooming WDM networks, the capacity reserved for restoration paths is more compli­
cated. Let B = {£>i, &2, • • •, frfc} denotes the set of backup paths that traverse the wavelength w 
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w=l p=l 
w=2 p=2 
First alternate paths 
w=l p=4 
Second alternate paths 
Figure 6.1 An example of layered network model with W = 3, K — 2. 
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on link I .  Let their respective capacities be D  =  { d \ , d 2,..., d ^ } ,  and their respective primary 
paths be P — {pi,p2, •••,Pk}- If none of the pi s have common links, the needed capacity 
on w is max(d\,d2, • • •, d^). If some of the pi s have common links, their backup paths can 
still be groomed on wavelength w. However, the capacity to be reserved must be up to the 
summation of their capacities. The primary paths can be grouped according to their com­
mon links. Let Pl = {p\, p\,. . . ,pla} denote the group of primary paths that have link I as 
their common link. The capacity required by this group for back up of link I is then given 
by Dl = (d[ + dl2 + • • • + dla). It is possible that one primary path belongs to more than one 
group. The reserved capacity on wavelength w on link I is therefore the maximum value of the 
c a p a c i t i e s  r e q u i r e d  b y  a l l  t h e  g r o u p s ,  t h a t  i s  D  —  m a x ( D l ) .  
6.2.2.2 Dedicated Backup Reservation 
One simple and effective way of assigning backup capacities is to reserve dedicated capacity 
for each backup path. While choosing primary paths, instead of simply choosing the shortest 
path, we try to minimize the total link-primary-sharing (MLPS). The link-primary-sharing is 
defined as following, 
si — mox(0, Pi - 1) (6.1) 
where s/ denotes the link-primary-sharing of link I and Pi denotes the total number of 
primary paths that utilize link I. si can be viewed as the penalty assigned to link I when it is 
used by more than one primary path. 
Backup multiplexing and dedicated backup reservation schemes with MLPS have been 
formulated in ILP optimization problems in Section 6.2.5 and 6.2.6, respectively. 
6.2.3 Assumptions 
To formulate the grooming survivable network design problem in a WDM mesh network 
with static traffic pattern as an ILP problem, we make the following assumptions. 
1. The network is a single-fiber general mesh network. 
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2. A connection request cannot be divided into several lower speed connection requests and 
routed separated from the source to the destination. The data traffic on a connection 
request should always follow the same route. 
3. The transceivers in a network node are fixed, hence wavelength continuity constraint 
applies. 
4. Each grooming node has unlimited multiplexing and demultiplexing capability. This 
means that the network node can multiplex/demultiplex as many low-speed traffic streams 
to a lightpath as needed, as long as the aggregated traffic does not exceed the lightpath 
capacity. 
6.2.4 Notations 
The following cost parameter is employed. 
• C<: Cost of using link I. 
The following information is given regarding link usage and whether two given paths arc 
link and node disjoint. 
• : Takes a value of one if paths ( i , p )  and ( j , r )  have at least one link in common; 
zero otherwise. If two routes share a link, then all lightpaths using those routes have the 
corresponding I value set to one; else zero. (data). 
The following notations are for path-related information. 
• S l'p: Path indicator. It takes a value of one if (i,p) is chosen as a primary path; zero 
otherwise (binary variable). 
• z/,r: Path indicator. It takes a value of one if ( m ,  r )  is chosen as a restoration path; zero 
otherwise (binary variable). 
• £j'p: Link indicator. It takes a value of one if link I is used in path (i,p); zero otherwise 
(data). 
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• t p l f :  Wavelength indicator. It takes a value of one if wavelength w  is used by the path 
zero otherwise (data). 
The following variables are used to present wavelength assignment in this grooming network. 
• P\w: Takes a value of one if wavelength w on link I is used by primary path of demand 
i) zero otherwise (binary variable). 
» r\w: Takes a value of one if wavelength w on link I is used by backup path of demand i\ 
zero otherwise (binary variable). 
• Wf Total number of wavelengths required on link I (nonncgative integer). 
• Total capacity assigned to primary paths on wavelength w on link I (nonncgative 
integer). 
• Ri tW: Total capacity reserved for backup paths on wavelength w on link I (nonncgative 
integer). 
6.2.5 ILP Formulation I: Backup Multiplexing 
1. Objective: 
The objective is to minimize the total wavelength links. Given a network topology and a 
set of point-to-point demands and their link disjoint primary and backup routes, assign 
the primary and backup routes in an optimal way that the total wavelength links is 
minimized. Here we choose Q = 1, hence, the objective is to minimize the total number 
of wavelength — links. 
m.in^^Ci x Wi (6.2) 
IÇ.E 
2. Constraints on physical route variables: A lightpath can carry traffic for a s-d pair only 
if it is in the physical route of this request. 
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K W  
= (6-3) 
p =  1  
^ = (6.4) 
r=1 
3. Constraints on path indicators: One and only one path will be assigned as a primary (backup) 
path for each request. 
AW 
= 1 (6.5) 
p=l 
K W  
- 1 (6.6) 
r=1 
4. Constraints on topology diversity of primary and backup paths: Primary and restoration 
paths of a given demand should be node and link disjoint. 
w K W  
= E (6-7) 
p=l r = W +1 
K W  W  
E ^ = (6-8) 
p = W +1 r—1 
5. Constraints on wavelength capacity: Primary capacities are aggregated. For each wave­
length, the sum of primary capacities and backup capacities should not cxcccd the total 
wavelength capacity. 
^  ^ d j  x  P i  w  (6.9) 
MitW + Ri^u < C (6.10) 
6. Constraints on fiber capacity: The number of wavelengths used on a fiber should not 
exceed the total number of wavelengths carried by the fiber. Equations (6.12), (6.13), 
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and (6.14) together set u^w = 1, if xitW > 1, and zero otherwise. x^w counts the number 
of primary and backup paths that use wavelength w on link I, and Wi counts the number 
of wavelengths used on link I. Recall that we assume single-fiber networks here. 
xi ,w — Pi,™} ( G i i )  
w (6.12) 
K N ( N  -  1 )ui:W > xi tW (6.13) 
G {0,1} (6.14) 
(0-15) 
w 
< W (G.1G) 
7. Constraints on backup multiplexing: The capacity reserved for backup paths on a link 
need to take the correlations between the corresponding primary paths into account. If 
the primary paths do not have common links, their backup paths can share the same 
wavelength on their common links, the reserved capacity will be the maximum requested 
capacity among them. Otherwise, the capacity for their backups on the same wavelength 
will also be aggregated. Recall R^w denotes the capacity assigned to backup paths on 
wavelength w on link Z, Ri)W is given as: 
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> 4 % z/'X'%r 
+ (4: X x %p),(j,p) 
+ Ej>i 4 x x %p),(j,p) (6 17) 
+ 4 x x 7(i,p),(j,p) 
+ Ej>, ^  X X /(i,p),(j,p) 
where is a binary variable which takes value of one when t/-7,p = 1 and u1'1' = 1. It 
is given by Equation (6.18), (6.19) and (6.20). 
^,p,t,p>^,p + ^ ,p_l (6.18) 
z/'P'i'P < (6.19) 
r),P,«,P < (6.20) 
6.2.6 ILP Formulation II: Dedicated Backup with MLPS 
1. Objective: 
The objective is to minimize the total wavelength-links as well as total link-primary-
sharing. Recall that s; denotes the link-primary-sharing on link I. Let ( be the 
weight of sj. The objective function is hence give as: 
mm(^] C; X x S;). (6.21) 
ieE 
Constraints 6.3-6.15 arc still applicable, only the backup capacitics arc calculated in a 
different way. 
2. Constraints on backup capacity: Backup capacitics arc aggregated when dcdicatcd backup 
reservation is applied. 
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Rl,w — ^ ] di x r^w. (6.22) 
3. Constraints on link-primary-sharing : Recall the definition of si in Section 6.2.2.2, sz is 
nonncgative and given as following. 
6.3.1 Experimental Design 
This section presents numerical results of the ILP formulations given in Section 6.2.5 and 
6.2.6 on physical topologies given in Figure 6.2(a) and (b). 
The performance of grooming depends on the efficiency of grooming fractional wavelength 
traffic onto full or almost-full wavelength, hence, it also depends on the traffic pattern. When 
most of the traffic are of full-wavelength capacity or almost full-wavelength capacity, grooming 
will not bring much improvement on wavelength utilization. In this example traffic is randomly 
generated with each request having a capacity of OC-12, which is 1/4 of the full wavelength 
capacity. Two link disjoint alternate paths for cach connection arc prc-computcd based on 
fixed shortest-paths routing algorithm. 
6.3.2 Experiment I 
We use CPLEX Linear Optimizer 7.0 [57] to solve the ILP formulation I and II. Tables 6.1 
and 6.2 show the path selection and wavelength assignment results of the same set of requests 
on topology given by Figure 6.2(a) with ILP formulation I and II, respectively. 
(G.23) 
(6.24) 
6.3 Numerical Results 
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a 
10 
(b) 
Figure 6.2 Physical topologies used in experiments. 
Table 6.1 Solution from ILP formulation I: Requires 21 wavelength-links. 
Seq. s-d Formulation I 
No. pair Primary Backup 
1 1-3 1-2-3 Wg 1-6-3 W2 
2 1-4 1-2-3-4 W3 1-6-5-4 W2 
3 1-5 1-2-3-4-5 %% 1-6-5 W2 
4 2-4 2-3-4 W2 2-6-5-4 W4 
5 2-5 2-6-5 UI4 2-3-4-5 W3 
6 2-6 2-6 W4 2-1-6 W2 
7 3-5 3-4-5 W3 3-6-5 W4 
8 3-6 3-2-6 UI4 3-6 W4 
9 4-2 4-3-2 W4 4-5-6-2 IU2 
10 4-5 4-3-6-5 W4 4-5 11>2 
11 5-2 5-6-2 W2 5-4-3-2 W4 
12 5-3 5-4-3 W4 5-6-3 W2 
13 6-1 6-2-1 U>2 6-1 Wi 
14 6-3 6-3 W2 6-2-3 W2 
15 6-4 6-3-4 W 2 6-5-4 W2 
I l l  
Table 6.2 Solution from ILP formulation II: Requires 21 wavelength-links. 
Seq. 
No. 
s-d 
pair 
Formulation II 
Primary Backup 
1 1-3 1-2-3 w3 1-6-3 W3 
2 1-4 1-6-5-4 U>3 1-2-3-4 W3 
3 1-5 1-6-5 W3 1-2-3-4-5 W3 
4 2-4 2-3-4 W2 2-6-5-4 W1 
5 2-5 2-6-5 W\ 2-3-4-5 W2 
6 2-6 2-6 W\ 2-1-6 W3 
7 3-5 3-4-5 W2 3-6-5 W\ 
8 3-6 3-6 W\ 3-2-6 Wi 
9 4-2 4-&-2 U>i 4-5-6-2 U>3 
10 4-5 4-5 Wg 4-3-6-5 Wl 
11 5-2 5-6-2 W3 5-4-3-2 •Wl 
12 5-3 5-6-3 W3 5-4-3 W\ 
13 6-1 6-1 U>x 6-2-1 W3 
14 6-3 6-3 W3 6-2-3 W3 
15 6-4 6-5-4 W3 6-3-4 %% 
Tables 6.1 and 6.2 shows that 21 wavelength-links are needed to carry all the 15 requests. 
The solution for the same request set in the network without traffic grooming capability can be 
obtained from formulation I as a special case where each request has full wavelength capacity. 
The results arc shown in Table 6.3. It turned out that minimum 52 wavelength-links arc 
required in the network without traffic grooming capability. 
From pre-computed path sets, we can calculate the maximum wavelength-links that arc 
needed to establish all the primary and backup paths. Notice that without traffic grooming 
and backup multiplexing, 64 wavelength-links are needed, while backup multiplexing helps to 
reduce it to 52. The gain by using backup multiplexing is then 18.75%, and 8 wavelength-links 
arc saved. 
With subwavelength traffic grooming, 21 wavelength-links are sufficient, which means an­
other 31 wavelength-links are saved. If we take the wavelength capacity granularity into ac­
count, the total required capacity is 64/4 = 16 OC-12 capacity units. Without grooming, each 
lightpath uses full OC-48 capacity, although the requested capacity is OC-12, so totally 52 OC-
48 capacity units have been occupied. With traffic grooming, although 21 wavelength-links 
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Table 6.3 Solution without traffic grooming: Requires 52 wavelength-links. 
Seq. 
No. 
s-d 
pair 
No Traffic Grooming 
Primary Backup 
1 1-3 1-2-3 tUg 1-6-3 tug 
2 1-4 1-2-3-4 l«3 1-6-5-4 W\ 
3 1-5 1-6-5 1-2-3-4-5 W2 
4 2-4 2-3-4 'W4 2-6-5-4 WJ 
5 2-5 2-6-5 W2 2-3-4-5 Wj 
6 2-6 2-6 Wg 2-1-6 W2 
7 3-5 3-6-5 Wg 3-4r5 W5 
8 3-6 3-6 W6 3-2-6 W7 
9 4-2 4r3-2 we 4-5-6-2 W2 
10 4-5 4-5 W4 4-3-6-5 U>7 
11 5-2 5-6-2 W4 5-4-3-2 Wj 
12 5-3 5-6-3 U>5 5-4-3 Wl 
13 6-1 6-1 W% 6-2-1 W2 
14 6-3 6-3 U>4 6-2-3 W2 
15 6-4 6-5-4 U>5 6-3-4 W6 
have been used, it is still possible to pack other lightpaths on to some wavelengths even without 
taking backup multiplexing into account, because some wavelengths still have free bandwidth, 
and the total used capacity is exactly 16 OC-12 capacity units. This example clcarly shows the 
improvement of capacity utilization by enabling subwavelength level grooming in the rcstorablc 
WDM network design. 
Although in the above example, backup multiplexing and dedicated backup with MLPS 
perform the same in terms of wavelength-links. This will not always happen. However in 
this scenario MLPS is preferred because fewer working paths will bo touched by single-link 
failures. For example, from Table 6.1, the failure of link (2,3) would affect 4 working paths in 
formulation I and 2 in formulation II as shown in Table 6.2. Additionally, with the objective 
to minimize the total wavelength-links, backup multiplexing stops when the objective value 
does not decrease any more. It is still possible to reallocate some primary paths so that there 
could be more chances to multiplex backup paths onto some wavelength, and result in more 
spare capacity on the utilized wavelengths. But the value of the objective function will stay 
the same. 
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Different path selections can be observed from the Tables 6.1 and 6.2. In order to simply 
minimize the total wavelength-links, grooming tends to exhaust one wavelength before using 
another wavelength. While link-primary-share is taken as a link penalty, in formulation II, it 
would be preferred to have more balanced load for primary paths. 
6.3.3 Experiment II 
We also performed experiments on the topology in Figure 6.2(b), which is a 10-nodc network 
with 14 bi-directional links. The randomly generated traffic matrix is shown in Table 6.4. 
Table 6.4 Traffic matrix for the 10-node-14-link network. 
1 2 3 4 5 6 7 8 9 10 
1 0 0 0 12 1 0 0 0 0 0 
2 1 0 0 0 0 0 0 0 0 12 
3 0 3 0 0 0 0 0 0 0 0 
4 0 0 0 0 3 1 0 3 12 12 
5 0 0 0 0 0 0 0 0 1 0 
6 0 0 3 0 0 0 0 0 0 0 
7 0 0 0 0 0 0 0 0 3+1 0 
8 1 0 12+12 0 0 0 1 0 0 0 
9 0 3 0 0 12 3+3 0 0 0 0 
10 3 0 0 0 0 0 0 0 0 0 
The solution from formulation I shows that by employing backup multiplexing technique 28 
wavelength-links are needed, while formulation II gives a solution requires 33 wavelength-links. 
The detailed results on path selection and wavelength assignment arc shown in Table 6.5 and 
Table 6.6 respectively. 
In general, formulation II requires more wavelength-links in comparison to formulation I. 
However, this becomes affordable in networks with subwavelength grooming capability, where 
the wavelength utilization is significantly improved by traffic grooming. Moreover, from t-lie 
respect of ILP formulation, formulation II has less complexity than formulation I in terms of 
number of constraints and variables, which makes formulation II less computationally expensive 
and hence more practical. 
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Tabic 6.5 Solution from ILP formulation I: Requires 28 wavelength-links. 
Seq. 
No. 
s-d 
pair 
Formulation I 
Primary Backup 
1 9-2 9-10-8-5-1-2 W1 9-7-6-2 W l  
2 3-2 3-2 W l  3-4-7-6-2 W l  
3 7-9 7-9 W l  7-8-10-9 W1 
4 8-7 8-6-7 W l  8-7 W l  
5 9-6 9-7-6 W l  9-10-8-6 W l  
6 2-1 2-1 W l  2-6-1 W l  
7 1-4 1-6-7-4 W l  1-2-3-4 W l  
8 4-9 4-7-9 W l  4-3-2-6-8-10-9 W1 
9 10-1 10-8-5-1 W l  10-9-7-6-1 W l  
10 4-8 4-7-8 W l  4-3-2-6-8 W l  
11 4-5 4-3-2-1-5 W l  4-7-8-5 W l  
12 8-1 8-5-1 W l  8-6-1 W l  
13 9-5 9-10-8-6-1-5 W l  9-7-8-5 W l  
14 5-9 5-1-6-8-10-9 W l  5-8-7-9 W l  
15 8-3 8-6-2-3 W l  8-7-4r3 W l  
16 7-9 7-9 W l  7-8-10-9 W l  
17 2-10 2-6-8-10 W I  2-3-4-7-9-10 W l  
18 9-6 9-10-8-6 W l  9-7-6 W l  
19 4-6 4-3-2-6 V > 1  4-7-6 W l  
20 6-3 6-2-3 W l  6-7-4-3 W l  
21 8-3 8-7-4-3 W l  8-6-2-3 W l  
22 1-5 1-6-8-5 W l  1-5 W l  
23 4-10 4-3-2-6-7-9-10 W l  4-7-8-10 W l  
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Table 6.6 Solution from ILP formulation II: Requires 33 wavelength-links. 
Seq. 
No. 
s-d 
pair 
Formulation II 
Primary Backup 
1 9-2 9-10-8-5-1-2 W 1 9-7-6-2 W l  
2 3-2 3-2 W \  3-4-7-6-2 W l  
3 7-9 7-9 W l  7-8-10-9 W l  
4 8-7 8-7 W l  8-6-7 W 1 
5 9-6 9-7-6 W 1 9-10-8-6 W l  
6 2-1 2-1 W l  2-6-1 W l  
7 1-4 1-6-7-4 W l  1-2-3-4 W l  
8 4-9 4-7-9 W l  4-3-2-6-8-10-9 W l  
9 10-1 10-9-7-6-1 W l  10-8-5-1 W l  
10 4-8 4-7-8 W l  4-3-2-6-8 W l  
11 4-5 4-7-8-5 W l  4-3-2-1-5 W l  
12 8-1 8-5-1 W l  8-6-1 W l  
13 9-5 9-7-8-5 W l  9-10-8-6-1-5 W l  
14 5-9 5-8-7-9 W l  5-1-6-8-10-9 W l  
15 8-3 8-7-4-3 W 2  8-6-2-3 W l  
16 7-9 7-9 W l  7-8-10-9 W l  
17 2-10 2-6-8-10 W l  2-3-4-7-9-10 W l  
18 9-6 9-7-6 W l  9-10-8-6 W l  
19 4-6 4-7-6 W l  4-3-2-6 W l  
20 6-3 6-2-3 W 2  6-7-4-3 W 1 
21 8-3 8-6-2-3 W l  8-7-4-3 W l  
22 1-5 1-5 W l  1-6-8-5 W l  
23 4-10 4-7-8-10 W l  4-3-2-6-7-9-10 W l  
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6.4 Partial Protection 
Our approaches of survivable grooming network design can be extended to the partial 
protection in WDM grooming networks. As aforementioned in Chapter 2.2, the grooming ca­
pability of the network makes partial protection a possible solution when the network resource 
is not sufficient to provide full protection for every request. 
For a request m, its requested capacity for primary or working path is given as dm, the 
minimum capacity for its backup is given as bm. The difference between partial protection and 
full protection is that here 0 < bm < dm, while in the full protection, bm — dm. Just for the 
sake of completeness, when bm = 0, it is called no protection for request m. The problem is 
partial protection is to find a primary path for request m, assigning capacity of dm to it, and 
find a backup path with capacity cm such that bm < cm < dm. The higher the value of cm, the 
better protection request m has. 
6.4.1 Optimal Design for Partial Protection 
The exact ILP formulations earlier in this chapter can be modified to solve the partial 
protection problems in grooming networks as well. However, a direct modification makes the 
formulations nonlinear, because in partial protection problems, the backup capacity bccomcs 
unknown. 
If we reconsider the motivation of the partial protection in grooming networks, the problem 
might be solved differently. The main reason partial protection is adopted is that we do not 
have enough wavelength resource to provide full protection for cach request. In other words, 
we may not want to exploit one extra wavelength just to provide more than the minimum 
capacity requirement of the backups. In this situation, the partial protection problem can be 
divided into two subproblems. 
1. Resource minimization: Given the network resource and minimum backup requirement, 
try allocate each request m with primary capacity of dm and backup capacity of bm. 
2. Protection maximization: Given all the requests are accommodated with the minimum 
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protection requirement being satisfied, the second step is to optimally distribute the 
residual network capacity to provide better protection to some, if not all, of the requests. 
we propose a two-phase ILP formulation with dedicated backup reservation for the partial 
protection design in WDM grooming networks as follows. 
6.4.2 ILP Formulation I: Resource Minimization 
1. Objective: 
The objective is to minimize the total wavelength-links as well as the total link-primary-
sharing. 
mm( ^2 Wij x Xij + Wij x s,;j). (0.25) 
The constraints in Equations 6.3 - 6.8, and 6.11 - 6.16, and 6.22 - 6.24 still apply here. 
The modified constraints are following. 
2. Constrains on wavelength capacity variables: Primary capacities are aggregated. Backup 
capacities arc aggregated when dedicated backup reservation is applied. 
aij ,w — ^ ] dm x  Pij,w (6.26) 
rn 
Pij,w = x  rij ,w (6.27) 
For each wavelength, the sum of primary capacities and backup capacities should not 
cxcccd the total wavelength capacity. 
aij ,w ~l~ Pij,w ~ C (6.28) 
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6.4.3 ILP Formulation II: Protection Maximization 
After solving the ILP formulation in Section 6.4.2, it is guaranteed that each request vn 
has its minimum protection requirement being satisfied, which is bm. In the grooming WDM 
network, it is quite possible that there are still fractional wavelength resource available in the 
network. This second step is to optimally allocate the residual capacity so that some if not all 
the requests can achieve better protection than their minimum requirements. 
After we solved the ILP formulation presented in Section 6.4.2, the primary and backup 
paths for each request m are known, with dm reserved for primary path and bm for the backup 
path. That is the variables in aforementioned ILP formulations arc the data for this formula­
tion. The are as follows. 
• Am,p: Path indicator that takes a value of one if (m,p) is chosen as a primary path; zero 
otherwise (binary data). 
• rm'r: Path indicator that takes a value of one if (m, r) is chosen as a restoration path; 
zero otherwise (binary data). 
e Pjjw: binary data, 1 if wavelength w on link (i,j) is used by primary path of demand 
m; 0 otherwise. 
• RijtW- binary data, 1 if wavelength w on link (i,j) is used by backup path of demand m; 
0 otherwise. 
• Aij: nonnegative integer, total number of wavelengths required on link (ï,j). 
The new variable here is, 
• cm: capacity assigned to the backup path of request m. 
1. Objective: 
The objective here is to maximize the protection. We use cm — bm to indicate the quality 
of the protection, where bm < cm < dm. Wm is the weight assigned to the request m. 
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77103(^2%#, x (Cm - b^)). (6.29) 
m 
2. Constraints on wavelength capacity variables: Primary and backup capacitics arc aggre­
gated. 
X ^  + Cm x J < G (G.30) 
m 
bm ^ C-m ^ d,m (6.31) 
6.4.4 Experimental Results 
We use CPLEX Linear Optimizer 7.0 [57] to solve the two ILP formulations developed 
above, namely resource minimization and protection maximization. The experiments arc per­
formed on the same 10-node network topology shown in Figure 6.2 (b). For the sake of conve­
nience, the topology is redrawn in Figure 6.3. It is assumed that each link is bi-unidirectional. 
10 
Figure 6.3 Physical topologies used in experiments. 
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6.4.4.1 Experiment I 
The first experiment uses the same randomly generated 23 requests as shown in Table (i.4. 
We also assume each link has single fiber that carries 2 wavelengths. As presented in Section 
6.3.3, 33 wavelength-links arc needed with full protection for each request. We present the 
solutions with capacity assigned on primary and backup paths here in Table 6.7. As it shows, 
wavelength 2 is only used by two requests on their primary paths. Obviously wavelength 2 is 
not fully utilized on those corresponding links in this example. 
Table 6.7 Solution with full protection: Requires 33 wavelength-links. 
Seq. 
No. 
s-d 
pair 
Primary Path Backup Path 
path w cap path w cup 
1 9-2 9-10-8-5-1-2 Wl 3 9-7-6-2 Wl 3 
2 3-2 3-2 WI 3 3-4-7-6-2 Wl 3 
3 7-9 7-9 Wl 3 7-8-10-9 Wl 3 
4 8-7 8-7 WI 1 8-6-7 Wl 1 
5 9-6 9-7-6 Wl 3 9-10-8-6 Wl 3 
6 2-1 2-1 Wl 1 2-6-1 Wl 1 
7 1-4 1-6-7-4 Wl 12 1-2-3-4 Wl 12 
8 4-9 4-7-9 Wl 12 4-3-2-6-8-10-9 Wl 12 
9 10-1 10-9-7-6-1 WI 3 10-8-5-1 Wl 3 
10 4-8 4-7-8 Wl 3 4-3-2-6-8 Wl 3 
11 4-5 4-7-8-5 Wl 3 4-3-2-1-5 Wl 3 
12 8-1 8-5-1 WI 1 8-6-1 Wl 1 
13 9-5 9-7-8-5 WI 12 9-10-8-6-1-5 Wl 12 
14 5-9 5-8-7-9 Wl 1 5-1-6-8-10-9 Wl 1 
15 8-3 8-7-&3 IU2 12 8-6-2-3 Wl 12 
16 7-9 7-9 Wl 1 7-8-10-9 Wl 1 
17 2-10 2-6-8-10 Wl 12 2-3-4-7-9-10 Wl 12 
18 9-6 9-7-6 Wl 3 9-10-8-6 Wl 3 
19 4-6 4-7-6 Wl 1 4-3-2-6 Wl 1 
20 6-3 6-2-3 W2 3 6-7-4-3 Wl 3 
21 8-3 8-6-2-3 Wl 12 8-7-4-3 W1 12 
22 1-5 1-5 W1 1 1-6-8-5 Wl 1 
23 4-10 4-7-8-10 Wl 12 4-3-2-6-7-9-10 Wl 12 
For the experiments on partial protection, we define the minimum backup capacity and 
protection ration as follows. 
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bm — [Cm X Pratio\ (6.32) 
where Pra tio is referred to as the protection ratio. 
In this experiment, P ratio = 0.6. The path selection and wavelength assignment results arc 
presented in Table 6.8. Totally 28 wavelength-links are required in this scenario when partial 
protection with Pratio = 0.6 is provided. It also shows that only one wavelength is used in the 
network. It can also be seen that some of the requests are provided with more capacity than 
their minimum requirement fully protected and some are fully protected. 
Table 6.8 Solution with partial protection (P ratio = 0.6): Requires 28 
wavelength-links. 
Seq. 
No. 
s-d 
pair 
Primary Path Backup Path 
Path w  c a p  Path w  c a p  
1 9-2 9-7-6-2 W l  3 9-10-8-5-1-2 W l  3  
2 3-2 3-2 W l  3 3-4-7-6-2 W l  3 
3 7-9 7-9 W l  3 7-8-10-9 W l  3 
4 8-7 8-7 W 1 1 8-6-7 W l  1 
5 9-6 9-10-8-6 W l  3 9-7-6 W l  3 
6 2-1 2-1 W l  1 2-6-1 W l  1 
7 1-4 1-2-3-4 W l  12 1-6-7-4 W l  12 
8 4-9 4-7-9 W l  12 4-3-2-6-8-10-9 W l  8 
9 10-1 10-9-7-6-1 W l  3 10-8-5-1 W l  3 
10 4-8 4-7-8 W I  3 4-3-2-6-8 W I  2 
11 4-5 4-7-8-5 W l  3 4-3-2-1-5 W 1 2 
12 8-1 8-5-1 W l  1 8-6-1 W l  1 
13 9-5 9-7-8-5 W l  12 9-10-8-6-1-5 W l  12 
14 5-9 5-8-7-9 W I  1 5-1-6-8-10-9 W l  1 
15 8-3 8-6-2-3 W 1 12 8-7-4-3 W l  8 
16 7-9 7-9 W l  1 7-8-10-9 W l  1 
17 2-10 2-6-8-10 W l  12 2-3-4-7-9-10 W l  9 
18 9-6 9-7-6 W 1  3 9-10-8-6 W l  3 
19 4-6 4-7-6 W I  1 4-3-2-6 W l  1 
20 6-3 6-2-3 W 1 3 6-7-4-3 W l  3 
21 8-3 8-7-4-3 W I  12 8-6-2-3 W I  12 
22 1-5 1-5 W I  1 1-6-8-5 W l  1 
23 4-10 4-7-8-10 W l  12 4-3-2-6-7-9-10 W l  12 
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6.4.4.2 Experiment II 
In the second experiment,50 requests are randomly generated as it is shown in Table 6.9, 
in which each request has a capacity of 12. Given total number of wavelength W = 3, there is 
no solution for full protection {Pratio — !)• 
When the protection ratio reduces to P ratio — 0.5, the resource minimization step gives 
a solution of 59 wavelength-links, where all backup paths arc given their minimum capacity, 
which is 6 in this scenario. Based on this routing and wavelength assignment results obtained 
from resource minimization, we perform protection maximization. The results show that some 
of the requests gain more backup capacity and reach to its full protection level, the improved 
requests are shown in Table 6.10. 
Table 6.9 Traffic matrix for the 10-no de-14-link network: 50 requests. 
1 2 3 4 5 6 7 8 9 10 
1 0 0 0 12 12 0 12 0 0 12 
2 0 0 0 12 0 0 0 0 0 12+12 
3 12+12 12 0 0 12 12+12 0 12 12+12 0 
4 0 12 0 0 0 0 12 12 12 12 
5 12+12 0 0 0 0 12 12+12 0 0 0 
6 0 0 12 12 0 0 0 12+12 12+12 0 
7 0 0 0 12 0 0 0 0 12+12+12 12 
8 12 12 12 0 0 0 12 0 0 0 
9 0 0 12+12 0 0 0 0 0 0 0 
10 12 0 12+12 12 0 12 12 0 12 0 
Table 6.10 Requests with improved protection: Given P ratio = 0.5. 
Seq. 
No. 
s-d 
pair 
Primary Path Backup Path 
Path w  cap Path W  cap 
5 10-9 9-7-6-2 W Z  12 10-8-7-9 W 2  12 
18 7-10 7-9-10 W \  12 7-8-10 W l  12 
24 8-1 8-6-1 W 2  12 8-5-1 W l  12 
27 6-8 6-8 W l  12 6-7-8 W3 12 
30 1-7 1-6-7 W l  12 1-5-8-7 12 
31 6-3 6-2-3 W l  12 6-7-4-3 W3 12 
47 3-5 3-2-1-5 w 3  12 3-4-7-8-5 W l  12 
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6.4.5 Shortest-Available-Least-Congested Routing 
This section deals with partial protection design in WDM grooming networks with dynamic 
traffic patterns. The basic ideas of solving two subproblems are applied in dynamic routing. 
The idea of resource minimization is conveyed to the shortest-available routing strategy on 
primary path allocation, and the idea of protection maximization is realized by looking for the 
least-congested routing for the backup path. 
More specifically, for each node pair, K alternate paths arc pre-computed, as the candidate 
routes for the primary path. As a request comes, the shortest available path, p, is selected first 
as the temporary primary path. By removing all the links involved in path p, a rcduccd network 
topology is generated. In this reduced graph, find L alternative paths as the corresponding 
backup path candidates for the temporary primary path p. Among these L backup path 
candidates, select the one which has the maximum free capacity to be the backup path given 
p being the temporary primary path. Such a backup route is also referred to as the least 
congested route among all the L backup path candidates. 
Let b denote the least congested route given p as the temporary primary path. If b satisfies 
the protection requirement, the call is accepted with p being the primary path and b being the 
backup path. Depending on the free capacity on path b, the request is at least protected with 
its minimum requirement or being full protected in the best case. 
Otherwise, if b, the one which has the maximum free capacity among all L backup can­
didates, can not meet the minimum protection requirement of the current request, then none 
of the L backup candidates can satisfy the protection requirement, p is removed from the list 
of the eligible primary path candidates, and the next shortest available path is then selected 
as the new temporary primary path, its backup candidates will be generated and checked ac­
cordingly. This algorithm terminates either the request is accepted, or all K alternate paths 
as the primary path candidates have been checked. If either primary or backup path can not 
bo found, the request is said to be blocked. 
This routing scheme is therefore called shortest-available-least-congested routing for partial 
protected WDM grooming networks. The main idea of this design is to first assign the minimum 
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resource, in terms of wavelength-links, to the primary path. Given the primary path is dccidcd, 
the second step is the select a backup path. Among all the L backup path candidates, sclcct the 
one which has the maximum free capacity to be the backup path. Essentially, this is the same 
as the design idea in ILP, in which wc solve two subproblems, namely resource minimization 
and protection maximization in order to obtain an optimal partial protection in grooming 
WDM networks. 
6.4.6 Simulation Results 
Wc perform our simulations on the same topology shown in Figure 6.3. Each link has a 
single fiber which carries 3 wavelengths. It is assumed that random requests arrive at each 
node according to a Poisson process with rate A. Each request is equally likely to be destined 
to any of the remaining nodes. The holding time of the requests arc exponentially distributed 
with mean 1 /fi. Hence, the Erlang load offered by a node is p = A//i. The requested capacity 
is uniformly distributed between a given lower-bound and an upper-bound, the full wavelength 
capacity is chosen to be OC-48. The minimum backup capacity is specified by the protection 
ratio as defined earlier in Suction 6.4.4.1. 
A request is said to be accepted if and only if both of its primary path and backup path arc 
successfully allocated. If a primary path can not be found, the request is said to be blocked 
due to primary blocking. Otherwise, given its primary path being successfully allocated, if no 
backup paths are found to satisfy the protection requirement, the request is said to be blockcd 
due to backup blocking. These terms are used to analysis the simulation results. 
6.4.6.1 Experiment I 
In this experiment, the request capacity is uniformly distributed between OC-1 and OC-
36, with the given full wavelength capacity being OC-48. Figure 6.4 presents the networking 
blocking performance as the node load changes. For each node load, we perform simulations 
in 10 rounds, with each round has 100000 random requests. An average value is taken as 
the blocking probability for the given node load value. The number of primary blocking and 
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backup blocking are presented in Figures 6.5 and 6.6, respectively. 
Requested capacity varies from OC-1 to OC-36 
1.0E-02 
1.0E-03 
2 1.0E-04 
1.0E-05 
3.5 2.5 0.5 
Offered node load 
Protection Ratio:0.6 Protection Ratio:1.0 Protection Ratio:0.8 
Figure 6.4 Blocking performance for traffic capacity varies from OC-1 to 
OC-36. 
6.4.6.2 Experiment II 
In this experiment, the request capacity is uniformly distributed between OC-24 and OC-
36. In comparison to the traffic pattern in Experiment I in Section 6.4.6.1, the average load 
here is higher, also the variance of the requested capacity is smaller. And hence, the traffic 
pattern in this experiment is called the heavy traffic, while the traffic pattern in Section 6.4.6.1 
is referred to as the light traffic. 
Figure 6.7 presents the blocking performance as the node load changes. For cach node load, 
we also perform simulations in 10 rounds, each consisting 100000 random requests. The number 
of primary blocking and backup blocking are presented in Figures 6.8 and 6.9 respectively. 
As it can be observed from Figures 6.4 and 6.7, as the protection ratio goes down, the 
network blocking performance improves. In the network with high load as shown in Figure 
6.7, a greater improvement on blocking performance can be seen as the protection ratio goes 
from 0.8 to 0.6, while in the network with light load as a comparison, the improvement is more 
even. The reason being is that the wavelength resource is more constrained when the traffic 
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Requested capacity varies from OC-1 to OC-36 
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Figure 6.5 Number of call blocked due to primary blocking. 
Requested capacity varies from OC-1 to OC-36 
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Figure 6.6 Number of call blocked due to backup blocking. 
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Requested capacity varies from OC-24 to OC-36 
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Figure 6.7 Blocking performance for traffic capacity varies from OC-24 to 
OC-36. 
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Figure 6.8 Number of call blocked due to primary blocking. 
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Requested capacity varies from OC-24 to OC-36 
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Figure 6.9 Number of call blocked due to backup blocking. 
load is high. 
Figures 6.5 and 6.8 show the number of primary blocking also goes down as the value of 
protection ration decreases. This is due to the fact that as less resource is reserved for backup 
paths, the chance of establishing the primary paths increases. A very sharp reduce on the 
number of backup blocking can be seen in both Figure 6.6 and Figure 6.9. This is mainly due 
to the reduce on protection value that leads to lower backup capacity requirement. For the 
same reason as it is in the blocking performance improvement, as the protection ration goes 
down, greater improvement is seen on both number of primary blocking as well as the number 
of backup blocking in the network with heavy load. 
This chapter addresses two important issues in WDM network design, survivability and 
traffic grooming. The aim is to enable subwavelength level traffic grooming in survivable WDM 
network design. In order to provide 100% protection under single link failure, two link-disjoint 
alternate paths for each connection are pre-computed. The path selection and wavelength 
assignment schemes are formulated as ILP optimization problems. Two exact formulations 
6.5 Summary 
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are given for employing backup multiplexing and dedicated backup (with MLPS) rcspcctivcly. 
Illustrative examples are given to show the improvement of wavelength utilization of the two 
schemes and the difference path selections. 
Backup multiplexing has been extensively studied in mesh-rcstoration WDM networks, it 
helps to reduce the amount of spare capacity by allowing multiple backup paths to share the 
same wavelength on their common links given their corresponding primary paths arc link dis­
joint. Backup multiplexing becomes much more complicated in WDM grooming networks as 
we analyze in Section 6.2.2.1. It can still be applied in WDM grooming networks, however, it 
becomes much more expensive in computation than it is in the network without traffic groom­
ing. Since the network grooming capability leads to a significant improvement on wavelength 
utilization, the dedicated backup reservation becomes affordable to provide 100 % restora­
tion for any single link failure. Furthermore, by minimizing the total Link-Primary-Sharing 
(MLPS), the number of affected working paths due to single link failure is reduced, so that 
the recovering signalling is simplified. It would be ideal to employ both backup multiplexing 
and MLPS scheme. However that will be too costly in computation and therefore infcasiblc 
for practical usage. 
The approaches we proposed here can be easily adapted to solve partial protection prob­
lems in grooming network design. The partial protection design is decomposed into two sub-
problems, namely resource minimization and protection maximization. Each subproblcm is 
formulated as an ILP optimization problem. We apply this design idea in dynamic traffic 
scenario, and propose a routing scheme called shortest-available-least-congested algorithm to 
deal with the problem of routing partial protected requests in grooming networks. The essence 
of our design is to make the best out of the network resource that meets the minimum protec­
tion requirement before exploiting more wavelengths. The results for both static and dynamic 
traffic scenarios are obtained and presented. The results show that partial protection is a 
useful compromise when the network resource is restrained and not sufficient to provide full 
protection for every request. 
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CHAPTER 7. Summary and Future Work 
As technology develops, the networking infrastructure evolves towards the slim two-layer 
model of IP over WDM. The need of ATM, SONET/SDH diminishes and their functions arc 
divided by IP and WDM layers. Challenges remain as changes happen. We have addressed 
several prominent issues of the design in optical layer in the contcxt of IP over WDM. 
Routing and wavelength assignment is a key problem that needs to be solved. The data 
traffic keep increasing while the wavelength resource is still limited. The wavelength continuity 
constraint in WDM layer leads to higher blocking probability in a network without wavelength 
conversion capability, in comparison to a network which wavelength converters arc equipped. 
How to route and assign wavelength on a request efficient to avoid employing the expensive 
network equipment like wavelength converters, or adding transmitters and receivers remains 
to be a significant problem. 
We consider the power budget scenario in optical networks when the total number of usable 
wavelengths in a fiber is limited to a certain maximum number due to power considerations. 
The total number of available wavelengths in the fiber can be more than the maximum usable 
number, this is referred to as the wavelength usage constraint. This research gives a viable 
solution of establishing lightpaths without involving wavelength converters but still achieves 
similar blocking performance. We develop an analytical model for evaluating the blocking 
performance of WDM optical networks with wavelength usage constraint. This model is verified 
to be accurate by comparing the results obtained from the simulations. We also evaluate the 
performance of first-fit wavelength assignment strategy and compare its performance with 
that of random wavelength assignment strategy. Our results show that with an increase of 
few extra wavelengths in the fiber, the blocking performance is similar to that when full-
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wavelength conversion is employed. Moreover, the number of extra wavelengths required to 
achieve a certain blocking performance is lesser when first-fit wavelength assignment strategy is 
employed. We conclude that employing extra wavelengths in practical WDM optical networks 
is an attractive alternative compared to full-wavelength conversion even in the presence of 
power budget constraints. Strictly speaking, the wavelength usage constraint is an estimation 
of the power limit on each fiber link. It would be accurate to use the actual power that every 
wavelength introduces to the fiber link in order to measure the exact power level of this fiber 
link. This can be another challenging research problem. 
As the capacity of a single wavelength keeps increasing, there exists a big gap between 
the huge wavelength capacity and the fractional wavelength level users requirements, it is 
of great importance to develop efficient wavelength sharing techniques. This motivated our 
investigation on IP traffic grooming in both conventional WDM optical networks as well as in 
a recently proposed architecture called light tail. IP traffic grooming here is referred to as the 
traffic aggregation performed at IP routers. It helps to alleviate the complexity of performing 
subwavelength level grooming in WDM layer. 
The concept of virtual topology is used to solve the IP traffic grooming problem with 
objective to minimize the network cost in terms of number of transmitters and receivers. Wc 
formulate the transmitter/receiver minimization problem as an ILP optimization problem, and 
also design a simple heuristic approach, called the traffic aggregation algorithm. The IP traffic 
aggregation algorithm effectively reduces the number of transmitters/receivers as well as the 
overhead IP traffic in big networks where it is impractical to apply ILP approaches. 
For a given estimated traffic matrix, a virtual topology can be obtained by applying either of 
the above approaches. We then propose three different routing strategies for dynamic routing in 
the resulting virtual topology, namely fixed pa,th ruting (FPB.), least congested routing (LCR), 
and preferred path first (PPF). The blocking performance of these routing schemes is compared 
through simulations with different traffic patterns and virtual topologies. Our simulation 
results show that given a virtual topology with high designed link load, PPF is a preferred 
choice among the three routing schemes. When the designed link load is low, LCR outperforms 
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PPF and FPR. 
The light trail has been proposed as a novel architecture designed for carrying finer gran­
ularity IP burst traffic. The fast access of light trail communication and the flexible dynamic 
sub-wavclength provisioning make light trail architecture a strong candidate for transporting 
IP traffic over optical networks. As a newly proposed concept, light trail architecture also 
brings up various issues in designing optical networks for transporting IP centric traffic. 
We study the problem of how to identify a set of light trails at the design phase, which is one 
of the key issues in light trail implementations. Both mathematical formulation and hcuristic 
algorithms are developed for obtaining a solution with minimum number of light trails to carry 
the given traffic. This problem is also referred to as the light trail design problem. Wc have 
not proved but we believe that light trail design problem is NP-complctc. This proof remains 
to be one of the future projects. Dynamic routing in light trail optical networks is another 
topic worth investigating. Finally, to come up with a better cost function is still an interesting 
problem for both conventional WDM networks as well as in the light trail architecture. 
Another major issue in optical fiber network is the management of fault. Even a single link 
failure is expensive in optical networks due to the huge amount of traffic carried by a single fiber. 
We study the resource planning in WDM grooming networks where a single link failure is part 
of the design and operation process. Wc propose two exact formulations for employing backup 
multiplexing and dedicated backup respectively in survivable grooming networks. Backup 
multiplexing has been extensively studied in mesh-restoration WDM networks, it leads to the 
save on the reserved capacity by allowing backup paths to share the wavelength capacity if 
their corresponding primary paths are link disjoint and will not fail due to the same single link 
failure. However, backup multiplexing becomes much more computational expensive than it is 
in networks without grooming functionality. 
Our study shows that dedicated backup reservation becomes affordable and appears to 
be more desired in survivable grooming networks, where the wavelength utilization has sig­
nificantly improved by the grooming capability of the network. Furthermore, by adding a 
constraint to minimize the total link-primary-sharing, the number of affected working paths 
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due to single link failure is reduced. This effectually prevents failure from spreading and 
simplifies the recovering signalling as the same time. 
When network resource is restrained and insufficient to provide 100% protection to every 
request, one solution is to provide partial protections. The ratio between the reserved backup 
capacity to the primary capacity is called the protection ratio. Our methods for survivable 
WDM grooming network design can be easily adapted to solve the routing and wavelength 
assignment problem in partial protected grooming networks. We solve this problem by dividing 
it into two subproblems: 1) resource minimization, and 2) protection maximization. Based 
on this design idea, we formulate each subproblem as an ILP optimization problem for the 
static traffic scenario, and develop a routing scheme called shortest-available-least-congested 
algorithm to solve routing and wavelength assignment problem in dynamic traffic scenario. Our 
approaches first allocate the minimum required network resource to meet the partial protection 
requirement, then maximize the residual network resource to provide better protection for some 
of the requests if it is impossible for all the requests. Our results show that partial protection 
is an effective compromise when the network resource is limited. 
Survivable design in grooming network is still a relatively now territory. The protection 
and restoration design in grooming networks is more complicated than that of the conventional 
WDM networks, which docs not have grooming capability. However, the wavelength resource 
in grooming networks is not as restricted as it is in conventional WDM networks. Other than 
minimizing the spare capacity reserved in the network, which is a common objective of general 
WDM network, different aspects of the protection and restoration design can be considered. 
For example, future research projects can focus on the quality of protection or the failure 
propagation in grooming networks. 
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