INTRODUCTION
The equation, addition to the fact that discretizations of scalar differential equations Ž . result in equations of type 1 , direct applications of difference equations of order greater than 1 date back to more than half a century ago and nowadays these equations are increasingly encountered in both social and w x w x natural sciences; see, 4 and 6 for some applications and additional references.
Ž . Ž . A solution x of f x, . . . , x s x is a fixed point or equilibrium of Eq. Ž .
Ž . Ž . 1 . Like its differential analogs, 1 can be and often is translated into a first-order vector equation; the instability or the asymptotic stability of x may then be determined by linearizing the associated vector function, This is adequate for many purposes; on the other hand, in many applied Ž problems e.g., when unusual dynamical behavior occurs at certain parameter values in a model, or information is needed on the extent of the basin . of attraction of a sink as well as in theoretical questions on the nonlinear aspects, one or more of the following may occur: 1 
Ž .
Ž . a f hence also V is not C -smooth at X; f 1
b f is C -smooth at X but the derivative of V has eigenvalues of f modulus one;
Ž . c Some information is needed on how close to X a vector of initial Ž conditions must be selected in order to ensure convergence to x e.g., it is . desired to show that x is globally asymptotically stable .
To discuss the stability of x when any one of these conditions applies, we need a deeper understanding of the properties of f than is required for Ž . linearization when the latter is applicable . In this article, we take a new step in this direction by considering functions f that satisfy certain norm inequalities on R m . The origin of the inequalities to be considered in the following text, is found in the case m s 1 and the inequality,
Ž . Ž .
Ž . If 2 holds for all x in some deleted neighborhood U of x then x is easily Ž . seen to be asymptotically stable, although if the reverse of 2 holds on U Ž . Ž. then x is strongly unstable or repelling . Note that 2 generalizes lin-< Ž .< earization on the line because it implies the inequality f Ј x F 1 when f 1 Ž . is C -smooth at x. On the other hand, inequality 2 is not necessary for asymptotic stability of x for m s 1; indeed, several conditions that are both necessary and sufficient for asymptotic stability on the line are now w x w x Ž . knownᎏsee 7 and 8 . The salient feature of 2 for our purposes here is that it admits direct generalization to higher dimensions if the absolute value on the right is replaced by a norm on R m to yield
Ž . We present results that explore the consequences of 3 and related inequalities. Among the issues discussed here are the following:
Ž . I Demonstrate asymptotic stability relative to the invariant sets Ž . of V whose elements satisfy 3 relative to the sup-normᎏsee Theorem 1; f Ž . We address these and several other matters in the sequel. A few examples illustrate the applicability of our results to specific problems for Ž . Ž . which some of a ᎐ c hold.
PRELIMINARIES
In the sequel, we assume that f is continuous and that m G 2 unless otherwise noted.
General notation. In addition to V defined in the Introduction, the f following notation is used in the sequel: 
Proceeding in this way, it is clear that we obtain inductively,
Ž . The previous process in particular establishes 5 . However, as for 4 , note Ž . that 6 implies
Ž . so that 4 holds for m q 1. Suppose now that 4 for some k ) m. Then
Ž . 
hen X is asymptotically stable relati¨e to each in¨ariant subset S of T l A that is closed in T ; in particular, x attracts e¨ery trajectory with a¨ector of
for all positive integers k and for every X g S.
and further,
. . , m y 1. Therefore, from 7 , 10 , and 6 we may conclude that
be any vector of initial values
for every positive integer n. Therefore, the sequence, 
so it may be concluded that for all i s 1, . . . , m,
as n ª ϱ. It follows that x ª x; thus X attracts every point of S, and S n Ž . is closed, so X g S. With 9 implying the stability of X in the relative topology on A, the proof is complete.
Theorem 1 is, of course, valid with T s R m ; on the other hand, in many w . m applied models, the positive orthant T s 0, ϱ is the relevant invariant set, to which attention may be restricted. It should be emphasized that if m T / R , then it is possible that X g Ѩ T, as in the next example. EXAMPLE 1. The third-order equation,
w x represents a special case of the flour beetle population model; see 3 where it is shown in particular that when a q b F 1 and a, b ) 0, then the 3 Ž origin is asymptotically stable relative to the nonnegative octant in R i.e., all nonnegative solutions are attracted to the origin and the beetles . become extinct . We now show that the same conclusion holds under the conditions,
using Theorem 1. Before proceeding, it is worth noting that the lineariza-Ž . tion of 12 at the origin has a unit eigenvalue when a q b s 1; this w x resulted in a separate proof in 3 for a q b F 1 that uses the detailed Ž . Ž . properties of 12 . This is not necessary; we need only observe that if 13 
has a globally asymptotically stable fixed point at the origin. Note that < < when k s m and a s 1, then the characteristic polynomial equation for Ž . m Ž . 14 is y a s 0. Therefore, e¨ery eigenvalue of the linearization of 14 < < lies on the unit circle in this case. For a -1 the global nature of asymptotic stablity could not be inferred from linearization alone.
Theorem 1 applies more generally to any continuous, real-valued function g with the property, Another way of looking at this metric-sensitivity of Theorem 1 is to note that if the graph of f in R mq 1 lies within the complement of the closed polyhedral cone, Ž . 5 5 3 The functional X s X y X on R is not a Liapunov Ž . function for V in the traditional or strict sense, because as inequality 9 f Ž Ž .. Ž . shows, the Liapunov᎐LaSalle difference V X y X is not negative f w x definite on A. Nevertheless, the general theory in 5 is applicable to , and raises the question as to whether Theorem 1 can alternately be proved Ž using the aforementioned general theory of course, because of the sup-. norm, we need not look for a Liapunov function . Because the latter theory does not make explicit use of the sup-norm, and even with the sup-norm, its conclusions involve the maximal invariant subset of
Ž .
Ä 4 rather than the invariant singleton X ; E, to prove Theorem 1 it is Ä 4 necessary to show that X is the maximal invariant set of V in E l A. f We begin by observing in the next lemma that E l A has a simple geometric structure; for m G 2, define the polyhedral set P ; R m as
Ž so that P is just the complement of the interior of the polyhedral cone
Proof. Let f and the fixed point x be given so that their explicit Ž . mention is not necessary.
In particular, if A s R m then E s P so that E can be quite large with m a nonempty interior. However, there is also the next result. Ž . Given that the number of arguments inside the ''max'' in 16 is now Ä reduced by one, let us assume inductively that for some k g 1, 2, . . . , m y 4 1 it was shown that
Ž . then using Lemma 1 and 17 we obtain 0 0 Ž . 
EXPONENTIAL STABILITY
In this section we obtain a stronger asymptotic stability result by restricting the set A of the previous section. We also discuss the precise relationship of the results to be obtained with linearized asymptotic stability, which is also of exponential type. Ž w x. for X is similarly defined with obvious modifications see, e.g., 1 and exponential stability relative to a set M is defined in the same way as the analogous asymptotically stable case.
An exponentially stable fixed point is asymptotically stable with the added distinction that convergence near an exponential sink is faster and more easily noticed than near a nonexponential one.
Ž .
Ž . i.e., for every n G 1,
and the exponential stability of x follows immediately. Remarks. Because linearized asymptotic stability is also of exponential type, a relationship between Theorem 3 and the linearization theorem can be expected at the local level when f is continuously differentiable. Some remarks are in order before we discuss this relationship. First, we note that if f has continuous partial derivatives on a deleted neighborhood U of X then the inequality, 
Ä 4 COROLLARY 2. Let ␣ g 0, 1 , and assume that X is in the interior of w x
Ž . Let ␣ g 0, 1 be fixed. By 27 and the mean value theorem of calculus, < < there is ␦ ) 0 such that for t -␦ we have
where t is between t and 0. Hence, for X s u , . . . , u s tc q X and
Ž . no matter what constant ␣ g 0, 1 is chosen. Hence, 24 cannot hold in any neighborhood of X; i.e., X cannot be in the interior of A . 
Remark. Note that inequality 26 is a generalization of the one-dimen-< Ž .< sional inequality f Ј x -1, though it is not as strong for m G 2 as the Ž . conclusion of linearization theorem, which may be abbreviated as X -1, with denoting the spectral radius. 
Remark. It is easy to see that
Thus, unlike A, the expansive set AЈ can be defined in terms of V f Ž . without loss; however, because the right side of 30 does not properly contain AЈ, there is also no significant gain in adopting such a definition in this article. We only analyze the stability of origin where linearization is not applicable Ž when p -1 or q -1 by contrast, the sets of parameter values in . Examples 1 and 2 where linearization fails are ''thin'' . In addition, if Ž .
p q f x, y s ax y and either of the last two inequalities hold, then the Ž . left-hand side of 25 will be unbounded in each neighborhood of the origin, even when the origin can be shown to be exponentially stable.
There are three cases to consider: First, assume that p) 1, where Ž . w x for every ␦ g 0, x and x, y g 0, ␦ we have is more than is required by Theorem 5 . Hence, the origin is unstable in this case, again regardless of the value of a. In Fig. 1 , S is graphed for a s 1, p s 1r4, and q s 1r3, together with AЈ and A. The latter two sets are separated in this case by the zero level curve of the function, . whose equation as well as the equation for the lower boundary of S is easy to compute. Of course, a rather quick way of visually identifying the sets A and AЈ is by drawing at least one nonzero level curve.
Finally, consider the case ps 1. This is the only case where the value of a affects stability, and the only case where the origin is the unique fixed point, if to avoid degeneracy, we assume that a / 1. Then we have Ž . Ž . Ž . two cases: i a -1 and ii a ) 1. In case i , for all x, y G 0, 
