ABSTRACT
INTRODUCTION
This paper is devoted to online identification methods and their possible practical application along with adaptive control; while monitoring long-term, time operation of variant dynamic systems. An emphasis is set on long-term operation and consequently the working mechanism with non-informative data. The process of algorithm realization is also elaborated. Online identification methods are explored, where non-informative data that could possibly destabilize numerical computation of the identified system parameters is weighted by the chosen method to ensure "forgetting". The contributions in this paper lay within two newly created algorithms and their modifications for online identification; based on the technique for utilizing an alternative covariance matrix. All algorithms are verified by simulations in Matlab Simulink software environment. Finally, the results obtained through the simulation algorithms mentioned in the article are compared to other commonly used algorithms.
PROBLEM STATEMENT
Let as consider a stochastic system in which observations are made at discrete time instants k = 1, 2... . A directly manipulated input u k and an indirectly affected output y k (both possibly multivariate) can be distinguished in the data pair d k = (u k , y k ). The collection of all data observed in the system up to time t is denoted by D t = (d 1 , d 2 , .... d t ). The dependence of a new pair of data (u k , y k ) on previous observations D k-1 can be described by a conditional probability density function (p.d.f) with the following structure ( ) ( ) ( ) Incomplete knowledge of the system behavior is expressed through a vector of unknown time varying parameters θ k ∈θ. Note that the input generator described by the second term does not depend on these parameters directly, it is expected to utilize only prior information and information contained in observed data. These techniques are used in Regularized Exponential Forgetting (REF) and Stabilized Linear Forgetting (SLF).
REF AND SLF TECHNIQUE
Suppose that no explicit model of parameter changes is known. Yet, we can quantify our prior information (and possibly information taken from data already available) by introducing an alternative probability density function (p. 
where ) θ and P denote the mean and covariance of a particular p.d.f., then the following solutions show: EF:
( )
(4) Let's consider the model of the system with time varying parameters θ k , see [3] . In order to be able to track parameter variations we complement the standard recursive last square (RLS) algorithm by exponential or linear forgetting according to (3) or (4) 
which construct the harmonic mean for REF and
Constructs the arithmetic mean for SLF. In both cases the prior covariance matrix Q isn't forgotten and is repeatedly taken into account for every step k seen in [1] .
AUGMENTING REF WITH ACM
The involved REF augmentation considers addition and keeping the initial information in Alternative Covariance Matrix (ACM) form, see [2] . The augmentation is based on the modified 
METHODOLOGY FOR THE VERIFICATION OF THE SIMULATIONAL ALGORITHM
Two different models were created in the verification of properties (for the introduced algorithms) in the observation of time variant parameters of dynamic systems.. These two models (model no. 1. and no. 2.) have a different approach to input excitation (input signal generator A and B). Algorithm quality has been compared through the use of DF, which is considered to be the standard in the field. The Praly Forgetting (PF) algorithm featured in [4] has also been considered, using the weighted covariance matrix P. All algorithms were subject to the same test with identical length using the two featured models. All results were graphically evaluated, and analyzed in a table where algorithm quality has been shown numerically through parameters IS and PE.
Description of model no. 1 and no. 2
In the case of model 1., a second order model is considered with external disturbance v (t) according to: ( ) The time variant parameter has been chosen as a (1) = 0.98, which has been kept constant for half of the n simulation steps, then at time t = n / 2 its value is changed to a (1) = − 0.98. The outside disturbance has been simulated as a square signal periodically changing its value from +1 to −1 every 100 simulation steps. The identification has been made difficult mainly by the rare occurrence of disturbances, which contain minimal information about the parameter d (i) .
For the needs of the simulation, two input signal generators have been assumed:
• Input signal generator A: discrete white noise generator • Input signal generator B: input signal generated using the following equation:
, where u* k is normally distributed white noise and u* k-1 is the previous input value. For model no. 2. only one change has been realized in comparison to model no. 1. This has been carried out by altering the time variant parameter a (1,k) = 0.98 cos(2π k/250). In this case, two different input generators were considered as well:
• Input signal generator A: discrete white noise generator • Input signal generator B: input signal generated similarly to model no 1., where u (k) has been chosen only from the interval u (k) ~ (0.5, 1).
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From the previously mentioned algorithms DF has been chosen along with an additional three normalized methods: REF, SLF and PF. For the simulation verification a set of S-Function libraries has been created along with a common universal user interface. This interface allows the user to select input data, simulated the model and observed algorithm. The output of the discussed simulations is a graphical representation of the observed parameters along with a data file containing the results for the following analysis. Integral sum (IS) of the Euclidian norm of parameter error and prediction error PE has been shown, which is the amount exceeded by the interval ±3σ
2 . The simulation experiments will be marked by the character pair XY, where X is the number of the utilized model (no. 1 or no. 2) and Y represents the generator utilized (A or B).
EVALUATION OF SIMULATION RESULTS
This section shows all results in table form. For the detailed description of the algorithm behaviour during the simulations with different lengths (simulations lasting n = 6000, 12 000 and 120 000) have been evaluated as shown in Tables (1 to 3) . It is clear in Table ( 2); that using a simulation length of n = 12 000 steps artefacts of long lasting runs already start appearing. The result is the confirmation of REFACM algorithm quality in comparison to REF, which in case 1A achieved better results than REF. Algorithm PF also achieved excellent results. The data featured in Table ( 3) fully confirm the previous considerations of the REFACM algorithm quality. It is clear that ACM behaves as if a constraint has been enforced on parameter trending, which also implies the improvement of IS parameters in comparison to the results achieved by REF. The convergence of the REF covariance matrix is faster and finite in contrast to REFACM, where the convergence is slower and also the addition of excited ACM cannot be finite. The achieved simulation results and REFACM algorithm behaviour at 6 000 and 120 000 simulation steps, show that as the running length increases the quality improves in contrast to REF, see Figure 1 . In Table ( 
CONCLUSTION
The simulation verification tests featured in the previous section, evaluated in the Matlab Simulink environment confirms that the quality of the tested algorithms is diverse. For long running simulations, the best results are achieved by the REFACM algorithm -which is the focus of this paper. The quality of REFACM in comparison with other algorithms confirms the advantages of using ACM given the specific conditions featured in this work.
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