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Abstract. La decodificacio´n de la cine´tica de movimientos imaginados
a partir del electroencefalograma (EEG) permite obtener ma´s grados de
libertad en el control de dispositivos por medio de una interfaz cere-
bro computadora, a costa de un aumento en la complejidad del prob-
lema. Intentos recientes para discernir entre diferentes niveles de fuerza
y velocidad en la imaginacio´n de movimientos obtuvieron resultados cer-
canos al nivel de aleatoriedad, lo que demanda una mejora en la exac-
titud de la prediccio´n. En este sentido, las redes neuronales profundas
han demostrado ser capaces de resolver problemas complejos a partir de
la abstraccio´n de la sen˜al de entrada; entre ellas, las redes neuronales
convolucionales (ConvNet) adema´s son capaces de aprender relaciones
topolo´gicas en los datos. En particular, en el presente trabajo se imple-
mento´ una ConvNet para distinguir entre niveles de fuerza y velocidad
durante la imaginacio´n de una tarea de agarre, a partir de EEG de e´poca
u´nica. Se obtuvo una exactitud mayor a 70% con un pre-procesamiento
mı´nimo del EEG, constituyendo una mejor´ıa sensible por sobre resulta-
dos previos a partir de los mismos datos utilizando estrategias alternati-
vas.
Keywords: Movimientos cine´ticos imaginados · Interfaz cerebro com-
putadora · Redes neuronales convolucionales · Electroencefalograma.
1 Introduccio´n
La decodificacio´n de sen˜ales cerebrales relacionadas a tareas motoras permite es-
tablecer una comunicacio´n humano-ma´quina por medio de una interfaz-cerebro
computadora (BCI por sus siglas en ingle´s), sin necesidad de una salida neuro-
muscular [1]. De esta forma, se pueden generar comandos y establecer un canal
de comunicacio´n alternativo con el medio, conveniente en pacientes con enfer-
medades neuromusculares como esclerosis lateral amiotro´fica, accidente cere-
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brovascular o lesiones de la me´dula espinal; particularmente en grados avan-
zados donde la persona queda completamente paralizada, en un estado de en-
claustramiento. Adicionalmente, aunque en principio las BCI fueron pensadas
para comandar y controlar dispositivos, actualmente las a´reas de investigacio´n
y aplicacio´n se ampliaron hacia la neurociencia y la rehabilitacio´n [2].
En una BCI, las sen˜ales cerebrales son comu´nmente registradas en un elec-
troencefalograma (EEG) y analizadas en tiempo real para generar comandos
que permitan controlar un dispositivo. Si las salidas de comando esta´n basadas
en la actividad cerebral motora, en primer lugar es de intere´s detectar la in-
tencio´n de movimientos imaginados o ejecutados, contemplando que ambos tipos
de movimiento muestran procesos corticales similares. Las te´cnicas actuales se
basan principalmente en el ana´lisis de los ritmos sensoriomotores o de los po-
tenciales corticales lentos, ya que contienen informacio´n anticipada del compor-
tamiento [3]. Entre los potenciales corticales lentos, los potenciales corticales
relacionados a movimientos reales o imaginados fueron ampliamente estudiados
para detectar la intencio´n de movimiento [4]. En contraste, el reconocimiento
de tareas cinema´ticas y cine´ticas a partir del EEG au´n sigue siendo un reto.
Gran cantidad de estudios se enfocaron en clasificar entre el movimiento de las
manos (derecha-izquierda) y entre ambas manos o ambos pies [5], mientras que
unos pocos se centraron en tareas relacionadas a movimientos cinema´ticos y au´n
menos en aspectos cine´ticos [6, 7], como la fuerza y velocidad durante una tarea
de agarre. La posibilidad de diferenciar entre tareas motoras imaginadas con
diferentes para´metros cinema´ticos y cine´ticos otorga al sistema mayor grado de
libertad y permite un control natural, a costa de un aumento en la complejidad
de la decodificacio´n.
En este sentido, los me´todos de aprendizaje por representacio´n permiten
extraer de forma automa´tica las caracter´ısticas o´ptimas para la etapa de clasi-
ficacio´n. Entre ellos, son de particular intere´s los me´todos basados en el apren-
dizaje profundo, en donde se crean mu´ltiples niveles de representacio´n com-
puestos por mo´dulos simples y no lineales que transforman la sen˜al de entrada
en niveles cada vez ma´s abstractos [8]. Particularmente, las redes neuronales
convolucionales (ConvNets) han tenido un desarrollo notable en el campo de la
visio´n computacional [9]. Recientemente, algunos estudios comenzaron a utilizar
las ConvNets para clasificar la sen˜al del EEG, implementando redes que permiten
mejorar los resultados obtenidos hasta el momento en mu´ltiples paradigmas y
entre varios sujetos [10].
En funcio´n de lo expuesto anteriormente, el objetivo del presente estudio es
evaluar si las ConvNets pueden predecir la cine´tica de movimientos imaginados a
partir de EEG de e´poca u´nica. A tal fin, se analizo´ una base de datos previamente
publicada [6] y se compararon los resultados de la clasificacio´n obtenidos por la
ConvNet contra una clasificacin´ por chance. Para definir el nivel de exactitud por
chance se permutaron las etiquetas de las clases aleatoriamente. Como ı´ndices de
medicio´n del desempen˜o de la red se calcularon: la exactitud, el valor predictivo
positivo (VPP) y tasa de verdaderos positivos (TVP). Adicionalmente, se evaluo´
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el comportamiento de la red con canales intercambiados para determinar si existe
un aprendizaje de la relacio´n espacial entre canales.
2 Materiales y Me´todos
2.1 Base de datos
La base de datos contiene registros de EEG de 16 voluntarios sanos. El exper-
imento se desarrollo´ bajo un protocolo aprobado por el comite´ de e´tica de la
region Nordjylland, respetando la declaracio´n de Helsinki, y los sujetos firmaron
un consentimiento informado antes de su particio´n. El EEG se registro´ durante
la imaginacio´n de cuatro tareas de agarre isome´trico con diferentes niveles de
fuerza y velocidad, donde la fuerza se expresa como porcentaje de la ma´xima
contraccio´n voluntaria (MCV) y para plasmar el cambio de velocidad se fijaron
dos periodos de tiempo diferentes para alcanzar dicha fuerza. Las categor´ıas o
clases son las siguientes: Slow20, contemplando un periodo de tiempo de 3 s para
alcanzar el 20% de la MCV; Slow60, con 3 s para alcanzar el 60% de la MCV;
Fast20, con 0.5 s para alcanzar el 20% de la MCV y Fast60, con 0.5 s para al-
canzar el 60% de la MCV. Se realizaron 40 repeticiones de cada clase, por lo que
se dispone de 160 realizaciones por cada sujeto. Para el registro se utilizaron 20
canales del dispositivo Neuroscan NuAmp, de acuerdo con el sistema 10/10 (fig.
1) y manteniendo una impedancia menor a 5 KΩ. Todos los electrodos fueron
referenciados al lo´bulo derecho y puestos a tierra en el nasion. La frecuencia de
muestreo fue de 500 Hz. Para ma´s detalles referirse a [6].
2.2 Pre-procesamiento
Se implemento´ un filtro notch para reducir el ruido de l´ınea de 50 Hz. De cada
realizacio´n se tomaron e´pocas de 500 ms (250 muestras), a partir de los 100 ms
antes de la imaginacio´n del movimiento (marcador), es decir de 600 a 100 ms
previos al marcador. Los datos se dispusieron en arreglos de 5 x 4 x 250 (fig.
1), donde las dos primeras dimensiones corresponden a la distribucio´n espacial
de los 20 canales y la tercer dimensio´n a las muestras temporales. Los datos
fueron divididos en 128 realizaciones (80%) para entrenamiento y validacio´n, y
32 realizaciones (20%) para prueba. De las 128 realizaciones, 102 fueron usadas
para entrenar (80%) y 18 para validacio´n (20%).
2.3 Red neuronal convolucional
El modelo se baso´ en la red EEGnet propuesta por Lawhern et al. [10] y fue
construido en Keras 2.0.5 [11] usando TensorFlow 1.2.1 [12] y entrenado en una
placa de video NVIDIA Quadro K620 GPU, con CUDA 8 y cuDNN 8.
El modelo consistio´ en cuatro capas (Tabla 1). La entrada de la primera
capa es una matriz tridimensional (3D) preprocesada para cada e´poca, la cual
se reformo´ (reshape) agregando una cuarta dimensio´n de valor uno (ya que cada
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Fig. 1. Disposicio´n de los electrodos utilizados en el sistema 10/10 y su organizacio´n
espacial en la matriz ingresada a la red.
voxel de la matriz 3D contiene un solo valor y no 3 como es en las ima´genes
RGB). La primer capa convolucional consiste de 16 kernels de 2 × 2, que se
aplican a cada muestra de tiempo, generando 16 mapas, formados por el conjunto
de combinaciones lineales de cuatro canales vecinos en la dimensio´n espacial
(filtro espacial). Los pesos del kernel fueron inicializados distribucio´n normal y se
regularizaron con una red ela´stica (L1+L2), con L1 = .0016 y L2 = .0346, debido
a que se esperaba que los pesos fueran pequen˜os y ralos. No se utilizo´ relleno
(padding) y el paso (stride) se establecio´ en 1 para todas las dimensiones. Se
aplico´ una activacio´n lineal exponencial (ELU) despue´s de cada capa, con α = 1,
seguida de una normalizacio´n (batch normalization) y una tasa de eliminacio´n
(dropout) de .34.
En la segunda capa, se tuvieron en cuenta las dimensiones espaciales y tem-
porales, utilizando ocho nu´cleos (kernels) convolucionales de 2 × 2 × 27 para
cada mapa. En este caso, el taman˜o de la dimensio´n espacial se mantuvo con-
stante rellenando con ceros. Luego, se aplico´ un submuestreo (max pooling 3D)
con un paso igual a 1, sin relleno, que selecciono´ el valor ma´ximo de un nu´cleo de
2 × 3 × 4. Se aplico´ una activacio´n ELU, normalizacio´n y eliminacio´n utilizando
los mismos hiperpara´metros que en la primera capa.
La tercera capa consiste de cuatro nu´cleos convolucionales (2 × 2 × 27)
para cada mapa, que se corresponden con las cuatro clases del problema. El
submuestreo en esta capa fue 2 × 1 × 4. Se realizo´ un promedio global de
los 4 mapas obtenidos (globalaverage3D) al final de esta capa. Finalmente, las
cuatro puntuaciones resultantes se transformaron en probabilidades mediante
una activacio´n softmax.
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Table 1. Arquitectura de la red neuronal convolucional, donde Cx = canales en di-
reccio´n medio-lateral, Cy = canales en direccio´n antero-posterior, T = muestras tem-
porales, N = nu´mero de clases.
Capa Tipo Salida Para´metros #
1 Input (Cy × Cx × T ) 0
Reshape (Cy × Cx × T × 1) 0
Conv3D (2, 2, 1) × 16 (4× 3× T × 16) 80
Batch normalization (4× 3× T × 16) 64
ELU (4× 3× T × 16) 0
Dropout (.25) (4× 3× T × 16) 0
2 Conv3D (2, 2, 27) × 8 (4× 3× T × 8) 13832
Batch normalization (4× 3× T × 8) 32
ELU (2× 1× 62× 8) 0
Max pooling 3D (2, 3, 4) (2× 1× 62× 8) 0
Dropout (.25) (2× 1× 62× 8) 0
3 Conv3D (2, 1, 3) × N (2× 1× 62×N) 196
Batch normalization (4× 3× 62×N) 16
ELU (1× 1× 15×N) 0
Max pooling 3D (2, 1, 4) (1× 1× 15×N) 0
Dropout (.25) (1× 1× 15×N) 0
Global Average Pooling 3D (N) 0
4 Activation (Softmax) (N) 0
2.4 Ajuste del modelo
El proceso de aprendizaje consistio´ en un nu´mero fijo de iteraciones durante
el entrenamiento, utilizando un mini-conjunto (mini-batch) de 10 e´pocas selec-
cionadas aleatoriamente y se utilizo´ la optimizacio´n de Adam, lr = 0.0238,
β1 = β2 = .9, decay = 0.023. La cantidad de iteraciones de entrenamiento se
establecio´ en 137. Se utilizo´ como me´trica la exactitud obtenida del conjunto
de validacio´n y se guardo´ el modelo a medida que la exactitud mejoraba. Para
evitar un sobreajuste del modelo, solo se mantuvo el modelo con mayor exac-
titud de validacio´n. Este procedimiento de regularizacio´n es similar al obtenido
con una detencio´n temprana (early stopping), con la desventaja de que se real-
iza el proceso de entrenamiento con una cantidad de iteraciones prefijada. Sin
embargo, este me´todo fue seleccionado porque la ConvNet tiene un nu´mero rel-
ativamente pequen˜o de ejemplos de entrenamiento, y la detencio´n temprana no
siempre dio como resultado la mejor precisio´n posible. Finalmente, se realizo´ un
procedimiento de validacio´n cruzada de 5 grupos para verificar la generalizacio´n.
El modelo se determino´ por medio de una bu´squeda aleatoria de 300 it-
eraciones, variando algunos para´metros e hiperpara´metros. El nu´mero de capas
vario´ entre 2 y 5 para verificar la capacidad del modelo, y como no es comu´n
utilizar bach normalization con dropout se probo´ el desempen˜o de la red sin
dropout y con diferentes tasas de eliminacio´n entre 0 y 1. Tambie´n se probaron
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los optimizadores de Adam y gradiente estoca´stico descendente (SGD de sus
siglas en ingle´s), as´ı como la inicializacio´n de pesos normal, uniforme y Glorot
uniforme. El nu´mero de iteraciones en el entrenamiento vario´ entre 20 y 150, la
cantidad de e´pocas utilizadas en el mini-batch de cada iteracio´n vario´ entre 8
y 150. Se vario´ la tasa de aprendizaje entre 0.0001 y 0.01, con un decaimiento
entre 0 y 0.01. Los regularizadores L1 y L2 variaron entre 0.001 y 0.1.
2.5 Verificacio´n de la red
Para asegurar que la red realmente estaba aprendiendo a partir de los datos se
realizo´ un desordenado aleatorio de las etiquetas de cada clase, de esa forma se
definio´ el nivel de exactitud por chance. Tambie´n se cambio´ el orden espacial
de los canales para cada ejemplo, con el objetivo de verificar la existencia de
una relacio´n espacial aprendida por la red. Por otro lado, como se dispon´ıa de
pocos ejemplos de cada sujeto para el entrenamiento, se realizo´ una curva de
aprendizaje en funcio´n de la cantidad de realizaciones para verificar si exist´ıa
una mejora en la exactitud incrementando la cantidad de datos y si se alcanzaba
un nivel de estabilidad.
3 Estad´ısticas
La exactitud, el VPP y la TVP para cada sujeto se determinaron como la media
de los valores obtenidos durante la validacio´n cruzada de 5 grupos. Se realizo´ una
prueba t de muestras pareadas para determinar si existe una diferencia entre la
exactitud del modelo entrenado con las etiquetas correctas (EC) y desordenadas
(ED). Un ana´lisis de la varianza para medidas repetidas fue realizado para de-
terminar la diferencia en los ı´ndices VPP y TVP, en funcio´n del modelo (EC
y ED), velocidad (imaginacio´n de movimiento ra´pido y lento) y fuerza (20% y
60% de MCV) como factores. Los efectos principales e interacciones de hasta
dos v´ıas fueron analizados para determinar si existe una diferencia en los ı´ndices
de desempen˜o. La prueba de Shapiro-Wilk fue realizada para verificar la nor-
malidad de los datos. Las interacciones fueron analizadas utilizando la prueba
post hoc de Tukey cuando fue requerido. Los ı´ndices fueron reportados como
media ± desvi´o esta´ndar. Los valores de p menores a 0.05 fueron considerados
como estad´ısticamente significativos.
4 Resultados
A partir de la curva de validacio´n durante el entrenamiento (fig. 2) se observo´
que la red llega a un punto de estabilidad alrededor de 100 iteraciones. Tambie´n
se puede observar que se llego´ a una meseta en la curva de aprendizaje a partir
de 120 ejemplos, por lo tanto es probable que no exista una mejora importante
si entrenamos con ma´s datos.
Como se muestra en la fig. 3, para etiquetas permutadas aleatoriamente la red
no pudo aprender a distinguir entre las clases, obteniendo valores de exactitud
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Fig. 2. Izquierda: evolucio´n de la exactitud durante la validacio´n para todos los sujetos
en funcio´n del nu´mero de iteraciones. Derecha: Exactitud en la clasificacio´n en los datos
de prueba en funcio´n de la cantidad de ejemplos para cada voluntario. En ambas gra´ficas
la l´ınea oscura representa la exactitud media para todos los sujetos, mientras que las
l´ıneas claras representan la media de cada sujeto, derivada de la validacio´n cruzada de
5 grupos.
cercanos al valor teo´rico de chance para 4 clases (25 %). Tambie´n podemos
verificar que sin una relacio´n espacial entre canales la red no puede aprender a
distinguir entre las diferentes clases, con un valor cercano a la chance.
Fig. 3. Exactitud de la validacio´n en los datos de prueba para todos los voluntarios
con las etiquetas permutadas de forma aleatoria (izquierda) y removiendo la relacio´n
espacial entre los canales (derecha).
La exactitud en la clasificacio´n de la ConvNet (71.3±12.0%) fue significativa-
mente mayor que la de la clasificacio´n cuando las etiquetas fueron desordenadas
de forma aleatoria (24.3± 4.2%, t15 = 15.04, p < 0.001). El VPP y la TVP para
todos los voluntarios se muestra en la fig. 4, donde puede verse que el VPP de la
ConvNet fue significativamente mayor con las etiquetas correctas (72.3±15.3%)
que con las etiquetas desordenadas (24.2±6.9%, F1,15 = 288.7, p < 0.001), no en-
contra´ndose interacciones significativas. Para la TVP los resultados de la Conv-
Net con las etiquetas correctas (71.3±15.6%) tambie´n fueron significativamente
mayores que con las etiquetas aleatorias (24.2±11.4%, F1,15 = 242.9, p < 0.001).
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Adema´s, se encontro´ interacciones significativas entre el modelo y los factores
de velocidad (F1,15 = 7.0, p = 0.018) y fuerza (F1,15 = 4.7, p = 0.046). Luego de
un ana´lisis post-hoc se encontro´ que la TVP es ligeramente ma´s alta para los
movimientos lentos y para para fuerzas al 60% de la MVC para la clasificacio´n
con ED.
Fig. 4. Resultado de la clasificacio´n sobre los datos de prueba. Se muestra el valor
predictivo positivo (VPP) y la tasa de verdaderos positivos (TVP) para todos los
voluntarios (n = 16). Las cajas representan la mediana y los percentiles 25 y 75, los
bigotes los percentiles 5 y 95, los diamantes los valores fuera del rango de los percentiles
[5 - 95], mientras que los puntos representan el valor promedio de cada sujeto a partir
de los 5 grupos de la validacio´n cruzada.
5 Discusio´n
El objetivo del estudio consistio´ en evaluar si la ConvNet propuesta es capaz de
aprender a clasificar la cine´tica de movimientos imaginados a partir del EEG de
e´poca u´nica. Los resultados mostraron que, mientras que la clasificacio´n con ED
esta´ dentro del rango de exactitud por chance para un problema de clasificacio´n
de cuatro clases (alrededor del 25%), los ı´ndices de clasificacio´n obtenidos con
la ConvNet son significativamente ma´s altos, en el orden del 70%. A modo de
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referencia, trabajos anteriores donde se clasifico´ la tarea de agarre con la misma
base de datos, obtuvieron resultados en el rango de 37-48% [6], cercanos al
nivel de chance y similares a los obtenidos cuando se intercambiaron los canales
espacialmente. Aunque se encontraron interacciones en la TVP para la velocidad
y la fuerza en las ED, las diferencias son mı´nimas y debidas a la chance.
Adicionalmente, a partir de las estrategias de entrenamiento propuestas se
pudo verificar que la red aprende la relacio´n espacial existente entre los canales,
ya que al permutarlos aleatoriamente la red no puede clasificar entre las difer-
entes clases. En el estudio se mantuvo la distribucio´n espacial de los electrodos
en la matriz de datos de entrada a la red, a diferencia de trabajos previos publi-
cados [13–16]. Adema´s, en la curva de aprendizaje se observa un incremento en
la exactitud del modelo al aumentar la cantidad de ejemplos que entran a la red
hasta llegar a una aparente estabilizacio´n con una exactitud promedio mayor al
70% (fig. 2).
Como un pro´ximo paso en la presente l´ınea de investigacio´n, se pretende
evaluar el rendimiento de la red en otras bases de datos, con problemas de mayor
y menor complejidad, en funcio´n de la cantidad de clases a distinguir y a partir de
movimientos reales o imaginados entre diferentes partes del cuerpo o diferentes
tipos de movimientos, con la salvedad de que al aumentar la complejidad del
modelo, se espera un mayor nu´mero de hiperpara´metros a entrenar, por lo que
es necesario una mayor cantidad de datos.
6 Conclusio´n
En conclusio´n, la red ConvNet propuesta demostro´ ser capaz de predecir con una
exactitud mayor a 70% la cine´tica de la imaginacio´n de tareas motoras a partir
del EEG de e´poca u´nica, sin necesidad de realizar un pre-procesamiento complejo
y aprovechando la relacio´n espacial existente entre los canales registrados.
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