Abstract-The upcoming WiMedia 1.5 standard for UltraWideband (UWB) supports payload throughputs of more than 1 Gbit/s. It features Low-Density Parity Check (LDPC) codes as coding scheme for the high data rate modes. LDPC decoder design for this standard is a very challenging task, since it has to offer high throughputs, low latency, excellent error correction capabilities, and furthermore flexibility.
I. INTRODUCTION
Channel coding is a vital part of digital data transmission in order to ensure the Quality of Service (QoS) and to reduce power consumption. Low-Density Parity Check (LDPC) codes [1] belong to the best channel codes known today. Because of their iterative decoding scheme they allow for a near-optimum performance close to the Shannon limit. This property led to the inclusion of LDPC codes into a wide range of communication standards, such as WiFi, WiMax, and DVB-S2/T2. Recently, LDPC codes were adopted from the WiMedia alliance for the high data rate modes (up to 1024 Mbit/s payload) of the WiMedia UWB standard [2] .
Investigations have shown the superiority of LDPC codes over the previously used convolutional codes in the context of OFDM-based UWB systems [3] [4] . In comparison they showed a high coding gain of up to 3 dB. LDPC decoding is an iterative process where a huge amount of messages are exchanged between two types of nodes (variable and check nodes). An LDPC decoder becomes very efficient when employing an architecture-aware code design [5] . The parity check matrices of these codes are composed of cyclically shifted identity matrices (called submatrices hereafter). They allow for the exploitation of the inherent parallelism of the LDPC decoding algorithm yielding high decoder throughputs. Using very sparse parity check matrices as proposed in [3] decreases the decoder complexity even further. In the new WiMedia standard, the decoder has to satisfy tight constraints regarding throughput, latency, and flexibility, making the decoder design very challenging. An air data rate of up to 1.41 Gbps has to be supported at a moderate clock frequency of 264 MHz and small codeword sizes (1200 or 1320 bits). Furthermore, the latency of the decoding process has to be less than 0.9375 µs. When compared to traditional LDPC decoders (e.g., [3] [4][6] [7] ) an entire redesign of the decoder architecture is mandatory in order to meet the tight constraints. In state-of-the-art architectures one submatrix is processed per clock cycle. For a WiMedia decoder this is not sufficient. Instead three submatrices need to be processed. It is the first standard that relies on such a decoder architecture.
An approach to resolve this issue was presented in [8] . However, the authors used fully parallel check node processing units which is prohibitive for high check node degrees as used in the WiMedia standards. Furthermore, they did not show the implementation complexity.
In this paper we present to the best of our knowledge the first implementation of an LDPC decoder for the WiMedia UWB standard. The decoder employs partly parallel check node processing units in order to process multiple submatrices per clock cycles. The paper presents the decoder architecture along with synthesis results in a 65 nm technology and communications performance simulations.
II. WIMEDIA UWB SYSTEM MODEL
The WiMedia UWB standard is based on a multiband OFDM air interface with and without frequency hopping. The overall US UWB band ranging from 3.1 GHz to 10.6 GHz is split into 14 subbands using 528 MHz of bandwidth with 128 OFDM subcarriers. The subbands are grouped to form five band groups. Four of them contain three subbands and one consists of two subbands. In this paper we will focus on the first band group ranging from 3.1 GHz to 4.8 GHz. In order to evaluate the communications performance of the WiMedia UWB standard a SystemC based simulation chain has been implemented. The basic structure of the simulation chain is depicted in Figure 1 .
The current WiMedia system uses standard convolutional coding. In WiMedia 1.5 LDPC codes were adopted for the high data rates (≥ 640 Mbit/s payload). After channel coding the coded data stream is interleaved and then mapped onto QPSK symbols for the lower data rates and DCM symbols for the medium data rates ranging from 300 Mbit/s to 480 Mbit/s. For the high data rates 16QAM is used. These symbols are then used in the OFDM modulator to generate the OFDM symbols to be transmitted over the channel. The channel models used correspond to the IEEE 802.15.3a channels CM1 to CM4. The main characteristics of these models are depicted in Table I . In the receiver the signal is demodulated and equalized deploying ideal channel estimation. The resulting demapped and deinterleaved soft-information is then processed by the channel decoder which is either a Viterbi decoder or an LDPC decoder. The WiMedia physical layer parameters are depicted in Table II. III. LDPC CODES LDPC codes [1] are linear block codes defined by a sparse parity check matrix H of size M × N , see Figure 2a ). For binary LDPC codes a valid codeword x has to satisfy H x T = 0 in a modulo-2 arithmetic. A column in H is associated to a codeword bit, a row corresponds to a parity check. A non-zero element in a row means that the corresponding bit contributes to this parity check. Typically, 2% or less of the elements of H are non-zero.
The complete code can be best visualized by a Tanner graph, a graphical representation of the associations between code bits and parity checks. Each column of H corresponds to a variable node (VN) and represents one code bit, each row of H corresponds to a check node (CN) and represents one parity check, respectively. Edges connect variable and check nodes according to the non-zero elements of the parity check 
A. LDPC Decoding
LDPC codes can be decoded using the Sum-Product algorithm (SPA) [1] . Soft information is exchanged iteratively between variable and check nodes. To reduce the implementation complexity the SPA is transformed into the logarithmic domain.
Decoding works as follows: The variable node n is initialized with the corresponding log-likelihood ratio (LLR) of the received bit λ ch n . Next, messages are propagated from the variable nodes to the check nodes via the edges of the Tanner graph. For the first iteration the messages sent by the variable node n via its edges to the connected check nodes m. λ n→m = λ ch n . The check node m computes new messages for the variable nodes. Due to the high implementation complexity of the optimal belief propagation algorithm, suboptimal algorithms are used for the check node implementation. We use the normalized Min-Sum algorithm [9] where only the two smallest magnitudes are used:
with N (m) the set of variable nodes connected to the check node m. When using the extrinsic scaling factor α, a communications performance close to the optimal algorithm is achievable. Typically, α is chosen as 0.75 or 0.875, since these values are easy to implement. Then, the variable nodes compute an overall estimation of the decoded bit (a posteriori probability, APP) by adding up the extrinsic information of all connected check nodes to the channel value:
with M(n) the set of check nodes connected to the variable node n. The sign of Λ n can be understood as the hard decision on the decoded bit. New messages λ n→m are then computed following the extrinsic principle:
The decoding process is stopped after a maximum number of iterations or earlier if the parity check is satisfied.
B. Layered Decoding
Updating the variable and check nodes can be done with a two-phase scheduling: In the first phase all variable nodes are updated, in the second phase all check nodes, respectively. To improve the communications performance for a given number of iterations turbo decoding message passing (TDMP) [5] , which is also known as layered decoding, shuffled decoding or Gauss-Seidel iterations, is used. The idea is to take intermediate results of the calculations into account still in the same iteration. Consider we are processing one check node. After computing new LLRs, they are sent back to the connected variable nodes immediately. These variable nodes update their outgoing edges, such that the other check nodes connected to these variable nodes will receive already updated results. With this technique it is possible to reduce the number of iterations by up to 50 % at a fixed communications performance. The achieved gain in convergence speed can thus be used to reduce the latency or to increase the throughput of the decoding process (valid for software as well as hardware decoders).
C. Structured LDPC Codes
A random connectivity between variable and check nodes poses big challenges for an efficient hardware implementation. Complex connectivity networks become mandatory to allow for a flexible and parallel message exchange, resolving occurring memory access conflicts. Thus, LDPC codes defined by standards are based on so called structured LDPC codes [10] . The matrices of these codes are composed of cyclically shifted identity matrices of size P × P , see Figure 3 . These codes allow for an efficient implementation of the connectivity between up to P variable and P check nodes. Memory access conflicts are avoided and a low complexity logarithmic barrel shifter is sufficient as connectivity network for a given P . Furthermore, storing the parity check matrix is simplified. Only the positions of the cyclically shifted identity matrices and the corresponding shift value have to Figure 3 these pairs for the check nodes 0 to 23 are (a, s) = {(1, 23), (2, 18), (8, 13) , (9, 20) , (12, 1), (13, 0)}, with a addressing the set of variable nodes and s the shift offset.
D. WiMedia LDPC Codes
The WiMedia matrices are structured ones with P = 30 and look very much the same as in the WiMax standard. At the moment they are still under non-disclosure. In the WiMedia standard, eight LDPC codes are provided, see Table III . Two block lengths (N = 1200, N = 1320) are defined, each offering four different code rates. As proposed in [3] , the matrices are very sparse and only about 1% of the matrix entries are non-zero. Due to the high sparseness the decoder complexity is reduced and the decoding process is accelerated, since less edges have to be processed by the decoder. The high block length is optional and obtained by encoding a full 1200 bit codeword a second time with a code rate of 10 / 11 . The 120 additional parity bits are transmitted via the guard carriers.
IV. DECODER ARCHITECTURE
The implementation of LDPC decoders is either done in a fully parallel or partly parallel way. Fully parallel architectures instantiate all nodes of the Tanner graph. However, the large area, routing congestions and the lack of flexibility make this approach prohibitive [11] . Partly parallel architectures become mandatory where only a subset of VNs and CNs is instantiated through functional units (FU). The nodes of the Tanner graph are processed in a time multiplexed way on the FUs. Messages and APP values are stored in RAMs and accessed when needed by the FUs. A permutation network has to be used, that is capable to establish the correct connections between the FUs. Structured LDPC codes allow to replace complicated flexible networks by a low complex logarithmic barrel shifter with P inputs [10] .
In state-of-the-art layered LDPC decoders, one submatrix (equal to P edges) is processed per clock cycle. This corresponds to serial working FUs that are capable to read/write one edge per clock cycle. In order to obtain high throughputs, P can be increased when designing a code. But increasing P is a trade-off between block length and communications performance. A high P at a low block length will result in a poor communications performance, due to the low degree of freedom when designing the code (the parity check matrix is composed of only a few submatrices then). Thus, a high Fig. 4 . Layered decoder architecture with partly parallel check nodes P requires a large block length in order to obtain reasonable performance. For the WiMedia standard, however, the block length is fixed to 1200 bits because of the given framing structure. Due to this small block size it is not possible to increase P much beyond 30 by code design without sacrificing communications performance. Instead, the high throughput and the low latency constraints of WiMedia make the processing of multiple submatrices per clock cycles necessary. and Equation 3 are processed in the 30 check node blocks (CNBs). The check node FUs (CFUs) contain the check node functionality, i.e., they perform the minimum search and the parity check. In our decoder, each CNB is capable to read and write three edges per clock cycle, while each edge stems from a different slot. Thus, the decoder allows for the processing of 90 edges per clock cycle. This parallelism yields the high throughput and low latency required, despite the low codeword and submatrix sizes. The minimum search within the CFU is performed according to [12] .
Each slot holds one third of the variable node estimations Λ n in its APP RAM, with P = 30 APP values per address. Slot 0 stores the 3 * ith submatrix columns of the parity check matrix, i.e., it holds the APP information Λ 0 to Λ 29 at address 0, Λ 90 to Λ 119 at address 1, and so on. Slot 1 stores the (3 * i + 1)th submatrix columns of the parity check matrix, i.e., it holds the APP information Λ 30 to Λ 59 , Λ 120 to Λ 149 , etc. Finally, slot 2 holds the rest of the APP information, i.e., the (3 * i + 2)th submatrix columns. By addressing the APP RAM and shifting the output into the appropriate order, each CNB receives the correct APP information.
Each slot has own address and permutation RAMs to store its portion of the parity check matrix. The content of these RAMs can be directly derived from the parity check matrix, as shown in Figure 3 . Figure 5a) shows the address and shift vectors for the WiMax code for a decoder architecture Figure 5b ) the same code is processed on the proposed architecture with three slots. Taking the address in Figure 5a ) modulo three gives the slot where this submatrix will be processed. Finally, dividing this address by three will give the new address for the target slot. The permutation values are not affected by this transformation.
Using three slots instead of a single one, obviously leads to a significant acceleration of the decoding process. For the first check node group, only two instead of six clock cycles are necessary for reading the APP information. In case the memory accesses are not equally distributed to the slots (e.g., the check node degree is not divisible by three), the address vector is filled up with -1, see slot 0. For the decoder this means not to access the APP RAMs and to insert a nooperation cycle for this slot.
The WiMedia codes were designed with respect to a stallfree decoder architecture. In Figure 5b ), which shows the WiMax code, the decoder will have to stall between the first two check nodes. The reason is that for slot 1 both check nodes access the APP RAM at address 0. The second read access, however, must not be executed before the first check node has written back its updated information to the APP RAM. Due to the delay of several clock cycles while decoding, stall cycles have to be introduced in this case. For WiMedia, the check node processing can be scheduled in such a way that accessing the same APP information only happens, when the result was written back before. No stall cycles have to be introduced, which results in a high utilization of the functional units.
V. RESULTS

A. Implementation
The presented WiMedia LDPC decoder was implemented in synthesizable VHDL code and synthesized in a 65 nm CMOS low power technology. The following constraints are satisfied:
• Code rate flexibility Table IV gives the obtained throughput and latency results for the six codes defined by the standard. Double buffering is applied in order to hide the input interface latency. Payload throughputs of more than 1 Gbps are obtained.
The core was synthesized in a 65 nm low power technology, see Table V . Overall, the decoder takes 0.51 mm 2 after synthesis. 76.5% (0.39 mm 2 ) are caused by the memories and only 23.5% (0.12 mm 2 ) come from logic. The memory domination is caused by its disadvantageous aspect ratios. E.g., the APP RAMs are only 16 entries deep but 210 bit wide, resulting in inefficient bit densities and yielding the high area. Figure 6 shows the communications performance of the short LDPC codes. The results were obtained using the UWB simulation chain as shown in Figure 1 with a CM1 channel and a bit-accurate LDPC decoder model. For comparison reasons the performance of a rate 3 / 4 convolutional code (64 states) is also shown. Compared to the corresponding LDPC code a coding gain of 4 dB (PER 10 −1 ) to 6 dB (PER 10 −3 ) can be observed.
B. Communications Performance
VI. CONCLUSION
In this paper we presented to the best of our knowledge the first implementation of a WiMedia 1.5 UWB LDPC decoder. The decoder allows for payload throughputs beyond 1 Gbit/s 
