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Preface
The present work deals with the matching and vertex cover problem in balanced hypergraphs.
This class of hypergraphs is, according to the definition by Berge in the 70s, one possible gen-
eralization of bipartite graphs. Several authors have investigated the matching problem in this
class so far (cf. [FHO74], [CC87], [CCKV96], [HT02] and [CSZ07]). On the one hand there
are linear programming algorithms, which find maximum matchings and minimum vertex cov-
ers in balanced hypergraphs, due to the integrality of associated polytopes. On the other hand
no polynomial matching algorithm is known, which makes use of the special combinatorial
properties of this class of hypergraphs, e.g. its strong coloring properties. In our opinion this is
the main reason for investigating the matching problem in balanced hypergraphs. Hence, the
foremost aim of this work is to provide better insight into matching and vertex cover problems
for balanced hypergraphs.
In the first chapter we define basic notions about graphs, hypergraphs, matchings, vertex cov-
ers and colorings. Most of the definitions are widely-used and can be found, for instance,
in [Ber89].
The next chapter deals with the class of balanced hypergraphs. At first, we briefly discuss the
matching problem in two special subclasses, namely balanced hypergraphs with maximum
degree two and totally balanced hypergraphs. After that we discuss hereditary and coloring
properties of balanced hypergraphs, drawing completely from Berge, cf. [Ber70] and [Ber73].
Then we present an algorithm developed by Cameron and Edmonds [CE90] for vertex 2-
coloring in balanced hypergraphs and subsequently, following one of Berge’s ideas, we pro-
pose an algorithm for k-coloring the vertex set of a balanced hypergraph. To our knowledge,
the k-coloring algorithm is known but has never been described completely in the literature
before. Moreover, we analyse the connection between regularity and maximum matchings
in balanced hypergraphs. It is generally known that the edge set of a regular balanced hy-
pergraph decomposes into perfect matchings. We give strong estimations for the matching
number, under the condition that a balanced hypergraph does not differ much from regularity.
Furthermore, we obtain that our estimations are not improvable and that a matching, having at
least the size of our estimations, can be found with the above mentioned coloring algorithms
applied to the dual hypergraph. Then we present Ko˝nig’s theorem for balanced hypergraphs.
It was first proved in [BV70] and [FHO74]. We give a new inductive and combinatorial proof
of Ko˝nig’s theorem based on our coloring and regularity considerations. Next, we examine
further duality properties between matchings and vertex covers and give several new results,
which can be interpreted as combinatorial formulations and strengthenings of the complemen-
tary slackness relation. However, we emphasize that we do not use any linear programming
arguments here. In the following we investigate polyhedra, which are associated to match-
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ing and covering problems in balanced hypergraphs. We give a short combinatorial proof of
their integrality, which is due to Lova´sz (cf. [Lov72]). The proof, which is commonly cited
in literature, can be found in [FHO74]. In the rest of the second chapter we outline how our
new ideas can be used to augment matchings in algorithms. Moreover we model matching
problems as Leontief Flows. The ideas of chapter two are transferred to the dual hypergraph,
from which we obtain results about stable sets and edge covers.
The third chapter is concerned with a new decomposition theory for balanced hypergraphs.
Based on Ko˝nig’s theorem and the considerations of the preceding chapter, we generalize the
Gallai-Edmonds decomposition for graphs, cf. [Gal65] and [Edm68], to the class of balanced
hypergraphs in four different ways. In contrast to the classical decomposition we do not only
decompose the vertex set, we also decompose the edge set of our hypergraphs. Our first de-
composition theorem considers weighted matchings and we give an algorithm to achieve this
decomposition. As a special case of the weighted matching decomposition we consider max-
imum matchings, regarding the number of contained edges. Furthermore, we compare our
decomposition to the classical one. In the next decomposition theorem we investigate max-
imum matchings, regarding the number of covered vertices. We prefer a slightly different
decomposition here, due to the special weight function. As a last step we apply our decompo-
sition to the dual hypergraph and obtain results about stable sets and edge covers.
In chapter four we prove Hall’s theorem for balanced hypergraphs. Hall’s theorem has been
proved at first by Conforti et. al. ( [CCKV96]). Huck and Triesch [HT02] stated the first com-
binatorial proof. Now, we give a new, short, and combinatorial proof of Hall’s theorem based
on our decomposition theory and the regularity considerations of chapter two. Additionally,
we investigate the connection between the Hall condition and vertex covers.
The first topic of chapter five is the class of extendable and balanced hypergraphs. A hyper-
graph is called extendable, a notion of Plummer [Plu80], if any of its edges is contained in
a perfect matching. We provide several strong characterizations of such hypergraphs. In a
second step we offer more than 20 new characterizations of the whole class of balanced hy-
pergraphs. Then we discuss briefly, which parts of our matching theory can be conveyed to
the bigger class of normal hypergraphs defined by Lova´sz in [Lov72]. The last part of chapter
five deals with several interesting subclasses of balanced hypergraphs, for example the factor
critical ones and some hypergraphs having special degree properties. The chapter’s last result
establishes a connection between Hall’s theorem and the regularity considerations of chapter
two. By means of Hall’s theorem we are able to achieve a new regularity result, which gener-
alizes an old theorem of Ore [Ore62] for bipartite graphs to the class of balanced hypergraphs.
In the final chapter we pose open questions and possible areas for future research based on
this work.
A small part of our decomposition theory and our new proof of Ko˝nig’s theorem can also be
found in a preprint on arXiv.org [ST09].
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1 Definitions and Notations
In this section we will define basic notions and introduce basic concepts concerning hyper-
graphs and graphs. Other concepts about hypergraphs and a compendium of the main topics
in hypergraph theory can be found in [Ber89].
1.1 Hypergraphs and Graphs
Let V = {v1, · · · ,vn} be a finite set and E = {e1, · · · ,em} a collection of subsets of V. The pair
H = (V,E) is called hypergraph, the elements vi of V are the vertices of H and the elements ei
of E are the edges of H. If |e| ≤ 2 for all e ∈ E, we call H a graph. Edges e ∈ E with |e|= 1
are called loops. A graph, which contains all possible edges e with |e| = 2 and no loops or
repeated edges, is said to be complete. For a subset W ⊂V we call the hypergraph
H(W ) = (W,{e∩W | e ∈ E,e∩W 6= /0})
the subhypergraph induced by the set W. Furthermore, for a subset F = { f1, · · · , fk} ⊂ E we
denote VH(F) =V (F) =
kS
i=1
fi and we call the hypergraph
H(F) =
(
k[
i=1
fi,F
)
the partial hypergraph generated by the set F. Moreover, we denote the multiset union by
∗[
i∈I
Mi,
for sets Mi ⊆ E, i ∈ I, i.e., if there are exactly k different sets Mi1, · · · ,Mik , which contain the
edge f , the edge f is contained exactly k times in the multiset
∗S
i∈I
Mi.
We define
H− v =
[
e∈E
v/∈e
e,{e ∈ E | v /∈ e}
 for all v ∈V,
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H−W =
 [
e∈E
e∩W= /0
e,{e ∈ E | e∩W = /0}
 for all W ⊆V,
H \ v = (V \ v,{e\{v} | e ∈ E}) for all v ∈V and
H \ e = (V,E \{e}) for all e ∈ E.
Please note that generally H−W 6= H(V \W ) with our definition.
If a hypergraph H˜ is a partial hypergraph of a subhypergraph of H or a subhypergraph of
a partial hypergraph of H, we say that H˜ is a partial subhypergraph of H. The hypergraph
H∗ = (E,{V1, · · · ,Vn}) with Vi = {e ∈ E | vi ∈ e} is called the dual hypergraph of H.
Let {v0,v1, · · · ,vl} ⊆ V and {e1, · · · ,el} ⊆ E. The sequence P = v0e1v1e2 · · ·elvl is called a
path if vi−1,vi ∈ ei for i = 1, · · · , l and v0,v1, · · ·vl are pairwise distinct. Moreover, we denote
the length of the path P by `(P). The sequence C = v0e1v1e2 · · ·elvl is a cycle if vi−1,vi ∈ ei
for i = 1, · · · , l, v0,v1, · · ·vl−1 are pairwise distinct, and v0 = vl. In addition, we denote the
length of the cycle C by l(C). The path P resp. the cycle C is called strong if there is no
edge ei in P resp. C containing three vertices of the path P resp. cycle C. We define VH(C) =
{v0,v1, · · · ,vl−1} and VH(P) = {v0,v1, · · · ,vl}. Note, that the notions strong cycle and cycle
resp. strong path and path are equal in the case of graphs.
We say that two vertices v1 and v2 ∈ V are adjacent or neighbours, if there is an edge e ∈ E
with {v1,v2} ⊆ e.Moreover the edges f1 and f2 are called incident if f1∩ f2 6= /0. Furthermore
we say that v is incident to an edge e, if v ∈ e. The incidence matrix A ∈ {0,1}|V |×|E| of a
hypergraph H is defined by its entries
av,e =
{
1, v is incident to edge e
0, otherwise.
We define the line graph L(H) = (W,D) of a hypergraph as follows. The vertices W are the
edges of H and two vertices are adjacent, if the two associated edges of H are incident. Line
graphs can be interpreted as a variant of the dual hypergraph, in which the hypergraph edges
are replaced by a couple of edges of cardinality two.
The number max
e∈E
|e| = k is the rank of H, denoted by rank(H), and if max
e∈E
|e| = min
e∈E
|e|, the
hypergraph H is called uniform. The number degH(v) = |{e ∈ E | v ∈ e}| is called the degree
of v ∈V. We define ∆(H) = max
v∈V
degH(v) and δ(H) = minv∈V
degH(v). A hypergraph H = (V,E),
for which ∆(H) = δ(H) holds, is said to be regular.
Two vertices v,w ∈ V are connected if there is a path P from v to w in H. Analogously, two
edges e, f ∈ E are called connected, if there is a path P in H with first edge e and last edge f .A
component C of H is a subhypergraph induced by a maximal set S⊆V of connected vertices.
For a set F ⊆ E we say that F ∩C is the subset of edges of F contained in the component C.
An articulation vertex or cut vertex of H is a vertex, whose removal increases the number of
components of H.
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1.2 Matchings and Vertex Covers
Now we turn to matchings and different kinds of optimality criteria for them. A subset M ⊆ E
is called matching of H if the edges m∈M are pairwise disjoint. We say that a matching M⊆E
is d-maximum for a weight function d : E→N= {0,1,2, · · ·}, if there is no matching M˜ of H
with ∑
m∈M˜
d(m)> ∑
m∈M
d(m) and denote the d-matching number gd(H) = ∑
m∈M
d(m). If d ≡ 1,
we speak of E-maximum matchings and denote the E-matching number by gE(H) = |M| for
a maximum matching M with respect to contained edges. Moreover, if d(e) = |e| for all e∈ E,
we speak of V -maximum matchings and denote the V -matching number by gV (H) = |V (M)|.
If we speak merely of a maximum matching or matching number, we mean a V -maximum
matching concerning contained vertices. We call a matching M perfect if it contains all vertices
of H.
Let f : V → N be a function. An f -factor of H is a partial hypergraph H˜ with degH˜(v) =
f (v) for all v ∈ V. If f ≡ c is a constant function, we say that H has a c-factor. Hence,
perfect matchings are 1-factors of H. We say that H is factor critical if H \v contains a perfect
matching for all v ∈ V. Please note that our definition of factor critical hypergraphs differs
slightly from the usual one in graphs (cf. Remark 4.5 for an explanation).
Now we define different kinds of vertex covers. Let x ∈N|V |. Then x is called a d-vertex cover
for a weight function d : E→ N if the inequality
∑
v∈e
xv ≥ d(e)
holds for every edge e ∈ E. x is called minimum d-vertex cover if there is no vertex cover x˜
with ∑
v∈V
xv > ∑
v∈V
x˜v and we denote the d-vertex cover number by τd(H) = ∑
v∈V
xv. The notions
V - resp. E- vertex covers are defined for the weight function d(e) = |e| resp. d(e) = 1 for
all e ∈ E. In the case that a vertex cover x has entries in Q instead of N, x is said to be a
fractional vertex cover. If we just speak of a vertex cover or vertex cover number, we mean
a V -vertex cover and the V -vertex cover number. This definition does not conform to the
definition commonly used in graph theory. In graph theory a vertex cover is usually defined
as an E-vertex cover.
Note that there is a small difference between the V -weight functions and the other weight
functions, namely that the values of the V -weight functions change if we consider partial
subhypergraphs, whereas the d- weight function remains unchanged.
A subset S⊆V is said to be stable or independent if |S∩e| ≤ 1 for all e ∈ E. If S is a stable set
of H of maximum cardinality, we denote αV (H) = |S|. Let d : V → R be a weight function.
A stable set S is called maximum weight stable set with regard to the weight function d or
d-maximum if there is no other stable set T of H with ∑
v∈T
d(v) > ∑
v∈S
d(v) and we denote
αd(H) = ∑
v∈S
d(v).
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Let x ∈ N|E|. Then x is called a d-edge cover for a weight function d : V → N if the inequality
∑
e3v
xe ≥ d(v)
holds for every vertex v ∈ V . x is called minimum d-edge cover if there is no edge cover x˜
with ∑
e∈E
xe > ∑
e∈E
x˜e and we denote the d-edge cover number by ρd(H) = ∑
e∈E
xe. If d ≡ 1 we
speak of an edge cover.
The notions maximum weight stable set and maximum matching resp. edge cover and vertex
cover are closely related because any d-maximum matching M of H resp. d-vertex cover x of
H is a d-maximum stable set of the dual hypergraph H∗ resp. a d-edge cover of H∗ and vice
versa.
1.3 Colorings
An edge coloring of H in k colors is a function c : E → {1, · · · ,k} such that any vertex v ∈V
with degH(v) > 1 is incident to two edges e ∈ E and f ∈ E with c(e) 6= c( f ). The sets Ci =
{e ∈ E | c(e) = i} for i = 1, · · · ,k are called edge color classes. We say that H has the colored
edge property if H has an edge coloring c in ∆(H) colors, such that for all pairs of incident
edges e, f it holds c(e) 6= c( f ).
A coloring of the vertices of H in k colors (k-coloring) is a function c : V → {1, · · · ,k} such
that no edge e with |e|> 1 is monochromatic, i.e., there are two vertices v1,v2 ∈ e with c(v1) 6=
c(v2). The sets Ci = {v ∈V | c(v) = i} for i = 1, · · · ,k are called vertex color classes. We say
that H is k-colorable, if H has a coloring of the vertices in k colors. By χ(H) we denote the
chromatic number of H, i.e., the smallest integer k, for which H is k-colorable.
We call a k-coloring c
a) strong if there are no v1,v2 ∈ e with v1 6= v2 and c(v1) = c(v2) for all e ∈ E.
b) good if there are min{|e|,k} different colors in e for all e ∈ E.
The two notions of vertex and edge colorings are defined in the aforementioned way in order to
obtain a duality between edge and vertex colorings. We emphasize, that, in contrast to graphs,
it is possible, that vertex color classes of a hypergraph contain adjacent vertices. Moreover, a
proper edge coloring can possess incident edges with the same color.
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Now we come to the class of balanced hypergraphs, a generalization of bipartite graphs due to
Berge cf. [Ber70]. A recent survey about balanced hypergraphs resp. matrices can be found
in [CCV06].
Definition 2.1. [Ber70] Let H = (V,E) be a hypergraph.
1. We call H balanced if H contains no strong cycle of odd length.
2. We call H a bipartite graph if H is a graph and contains no cycle of odd length. Hence,
bipartite graphs are balanced hypergraphs.
3. We call H totally balanced if H contains no strong cycle. 
We can also define balanced hypergraphs by means of the incidence matrix. If the incidence
matrix of a hypergraph H does not contain the k× k submatrix
Ck =

1 0 0 0 · · · 0 1
1 1 0 0 · · · 0 0
0 1 1 0 · · · 0 0
... . . . . . .
...
...
0 0 · · · 0 1 1 0
0 0 · · · 0 0 1 1

for odd k, the hypergraph H is balanced and if H does also not contain the matrix for even k,
H is totally balanced. Our first theorem deals with hereditary properties of balancedness.
Theorem 2.2. [Ber70] Let H = (V,E) be a balanced resp. totally balanced hypergraph then
each partial subhypergraph H˜ of H and the dual hypergraph H∗ of H are balanced resp.
totally balanced.
Proof. The incidence matrix of H does not contain Ck for k odd as a submatrix. Therefore the
incidence matrices of partial subhypergraphs of H do not contain these matrices as submatri-
ces, because their incidence matrices are itself submatrices of the incidence matrix of H. The
incidence matrix of the dual hypergraph is the transpose of incidence matrix of H, and does
therefore not contain any matrix Ck for odd k. The proof for totally balanced hypergraphs is
analog. 
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This is a strong 5-cycle.
This is a balanced
hypergraph containing a 3-cycle.
Figure 2.1: Two examples of hypergraph cycles.
2.1 The special case ∆(H) = 2
Here we show how we can find a d-maximum matching and a minimum d-vertex cover of a
balanced hypergraph H with ∆(H) = 2. Since ∆(H) = 2, the dual hypergraph H∗ of H is a
bipartite graph and we can color the edges of H (the vertices of H∗) in two colors. Let A and
B be the color classes. It is possible to find maximum matchings and minimum vertex covers
with the help of network flow algorithms (cf. [FF06]), e.g. with the algorithm of Ford and
Fulkerson [FF56]. A network is a graph N = (W,D), whose edges are ordered pairs of vertices,
i.e., D⊆W ×W. Therefore the edges of networks are called arcs. If an arc a = (v,w) ∈D, v is
called the tail of a and w its head. The incidence matrix I ∈ {0,±1}|V |×|D| of N is defined by
av,a =

1, v is the head of arc a
−1, v is the tail of arc a
0, otherwise.
Our next step is to define a special network N = (W,D) and a weight function c : D→N of its
edges with
W = E ∪{s, t},
D = {(e1,e2) ∈ A×B | there is a vertex v ∈V contained in e1 and e2} and
∪{(s,a) | a ∈ A}∪{(b, t) | b ∈ B}∪{(t,s)},
c(x,y) =

d(y), x = s
d(x), y = t
∞, otherwise.
See Figure 2.2 for an example. The vertex s is called the source of the network and t its sink.
A subset C of W is called a cut of N if s ∈C and t /∈C. The number
cap(C) = ∑
(x,y)∈D,x∈C,y/∈C
c(x,y)
14
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a1
a2
a3
a4
a5
a6
a7
a8
b1
b2
b3
b4
b5
b6
b7
b8
b9
b10
d(ai) d(bi)
s t
∞
Figure 2.2: An example of our network modell with V (M) = {v1, · · · ,v20}, A = {a1, · · · ,a8}
and B = {b1, · · · ,b10}.
is called the capacity of C.A flow x∈RD of N is an admissible point of the linear programming
problem
maxx(s,t)
s.t. Ix = 0
0≤ x≤ c.
The number val(x) = x(s,t) is called the value of the flow x. The Max-Flow Min-Cut Theorem
of Ford and Fulkerson [FF56] and Elias, Feinstein and Shannon [EFS56] states that the maxi-
mum value of a flow equals the minimum capacity of a cut.
A minimum cut C∗ of our network has clearly finite capacity (for example the cut W \ {t}
has finite capacity). Furthermore, there are no arcs of N, which have their tail in A∩C∗ and
their head in B \C∗; otherwise C∗ would have infinite capacity. That is the reason why the
set M = (A∩C∗)∪ (B\C∗) is a stable set of our network and therefore a matching of H. The
d-weight of this matching is
∑
e∈M
d(e) = ∑
e∈A∩C∗
d(e)+ ∑
e∈B\C∗
d(e) = ∑
e∈E
d(e)− cap(C∗).
Since C∗ is a minimum cut, the matching M is d-maximum. A corresponding maximum flow
can be easily transformed into a minimum d-vertex cover of H, because for each maximum
flow x it holds
x(v,w) = c(v,w), if v ∈C∗ and w /∈C∗
x(v,w) = 0, if v /∈C∗ and w ∈C∗.
Hence, the vertices of the edges of A∩C∗ can cover the edges of B∩C∗ and the vertices of the
edges of B \C∗ can cover the edges of A \C∗. Please note that this approach is again relying
on properties of the line graph of our hypergraph H. The vertices of N, except s and t, are the
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edges of H and the vertices are adjacent if the corresponding edges intersect. Here we profit
from the fact that line graphs of balanced hypergraphs with maximum degree two are bipartite.
2.2 The special case of totally balanced hypergraphs
Here we consider the class of totally balanced hypergraphs. One important property of line
graphs of totally balanced hypergraphs is, that they are chordal graphs. Chordal graphs have
the following defining property: Every cycle of length greater than three has a chord, i.e., an
edge between two vertices of the cycle, that is not an edge of the cycle. In addition, there are
at least two nonadjacent vertices v1,v2 in every chordal graph, called simplicial vertices, such
that the set of neighbours of vi, i = 1,2 form a complete graph. This is a result of Dirac [Dir61]
and Lekkerkerker and Boland [LB62]. Now we can define the notion of a perfect elimination
ordering: An ordering v1, · · · ,vn of the vertices of a graph G is a perfect elimination order-
ing if vi is a simplicial vertex of G({vi, · · · ,vn}). (Please note that induced subgraphs of G,
e.g. G({vi, · · · ,vn}) are defined slightly different in this context. Their edge set contains only
edges e of G, which lie completely in the set of inducing vertices.) Since induced subgraphs
of chordal graphs are again chordal graphs, we obtain that the vertices of chordal graphs can
be organized in such a perfect elimination ordering. Thus, the vertices of line graphs of to-
tally balanced hypergraphs can also be arranged in such an ordering. Furthermore, there are
algorithms to find a maximum weight stable set of a chordal graph relying on that elimination
ordering, for example an algorithm of Frank [Fra75] or an algorithm of Gavril [Gav72] for
unweighted stable sets. These algorithms can be used to find maximum matchings of totally
balanced hypergraphs.
2.3 Colorings of balanced hypergraphs
Balanced hypergraphs have a lot of interesting coloring properties. In this section we sum-
marize these properties and state a coloring algorithm of Cameron and Edmonds for balanced
hypergraphs.
Theorem 2.3. [Ber70] Let H = (V,E) be a balanced hypergraph. Then H is 2-colorable.
Proof. Suppose there exists a balanced hypergraph H = (V,E) with |V | minimal, such that
χ(H)> 2. The hypergraphs H \ v admit a 2-coloring for all v ∈V with color classes C(v) and
D(v). Since H is not 2-colorable, each v ∈V lies in at least two edges e1,e2 with |ei|= 2 and
e1∩C(v) 6= /0 and e2∩D(v) 6= /0. Consider now the partial hypergraph G = (V,{e ∈ E | |e| =
2}). G is balanced and therefore bipartite. Let K be a connected component of G. K has more
than three vertices because of degG(v) ≥ 2 for all v ∈ V. Hence we can choose one vertex v∗
in K, which is not an articulation vertex of K. (There are at least two vertices of K, which are
16
2.3 Colorings of balanced hypergraphs
not articulation points. Take, e.g., the first or last vertex of a longest path in G.) Consider a
coloring of H \v∗. K is bipartite and v∗ is not an articulation vertex of K.Hence, all neighbours
of v∗ have the same color. This is the reason why the coloring can be extended to a proper
2-coloring of G. The edges of H, which do not lie in G have cardinality at least 3. Therefore,
they are already 2-colored by the 2-coloring of H \ v∗. This is a contradiction to χ(H)> 2. 
Balanced hypergraphs and therefore all their partial subhypergraphs are 2-colorable. This
property characterizes the class of balanced hypergraphs, as shown in the next corollary.
Corollary 2.4. [Ber70] Let H = (V,E) be a hypergraph. Then H is balanced if and only if
all its subhypergraphs are 2-colorable.
Proof. By Theorem 2.3 and 2.2 it follows that, if H is balanced, all of its subhypergraphs
are also balanced and therefore 2-colorable. For the other direction we assume that H is not
balanced. Hence H contains a strong odd cycle as subhypergraph, which is not 2-colorable. 
Remark 2.5. Let H = (V,E) be a balanced hypergraph. From Corollary 2.4 we can deduce
that, if we multiply an edge e of H with a natural number k, i.e., we replace e by e1, · · · ,ek
with ei = e, for i = 1, · · · ,k, we obtain again a balanced hypergraph. The 2-colorability of H
is not affected by this operation.
In our next step we will state an even stronger coloring property of balanced hypergraphs,
namely that these hypergraphs admit a good coloring. In addition to that, the proof of this
statement indicates how to obtain such a coloring by means of a 2-coloring algorithm.
Theorem 2.6. [Ber73] Let H = (V,E) be a balanced hypergraph. Then H has a good k-
coloring of its vertices for every k ∈ N with 2≤ k ≤ |V |.
Proof. From Theorem 2.3 we know that H has a k-coloring for k ≥ 2 with color classes
C1, · · · ,Ck (not necessarily good). We define n(e) = |{Ci | i = 1, · · · ,k, e∩Ci 6= /0}|. Sup-
pose that there exists an edge e∗ ∈ E with n(e∗)<min{|e∗|,k}. Then we can select two color
classes Ci and C j, i, j ∈ {1, · · · ,k} and i 6= j, with |Ci∩ e∗| ≥ 2 and |C j∩ e∗|= 0.
Consider the subhypergraph H˜ induced by Ci∪C j. It admits a good 2-coloring (2-colorings are
always good) with color classes C˜i and C˜ j. Now we define a new coloring by listing the color
classes (w.l.o.g. i < j): C1, · · · ,Ci−1,C˜i,Ci+1, · · · ,C j−1,C˜ j,C j+1, · · · ,Ck. Apart from that, we
denote by m(e) the number of color classes of our new coloring, which meet e ∈ E. This
new coloring improves the distribution of colors in the following way: m(e) ≥ n(e) for all
e ∈ E \ {e∗} and m(e∗) = n(e∗)+ 1. Repeatedly applying this transformation, yields a good
k-coloring of H. 
This result can be transferred to the dual hypergraph.
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Corollary 2.7. [Ber73] Let H = (V,E) be a balanced hypergraph and let k ∈ N, k ≥ 2.
Then the edges of H can be colored in k colors, such that any vertex v ∈ V is incident to
min{degH(v),k} color classes. In particular H has the colored edge property.
Proof. We apply Theorem 2.6 to the dual hypergraph H∗ of H. H∗ admits a good coloring
of its vertices in k colors. This is a proper edge coloring of H, such that any vertex v ∈ V is
incident to min{degH(v),k} color classes. For the colored edge property consider a coloring
of the edges in ∆(H) = rank(H∗) colors.
Remark 2.8. Theorem 2.3 proves that the vertices of any balanced hypergraphs can be 2-
colored, such that no edge with more than two vertices lies completely in one color class.
Unfortunately, the proof is not algorithmic. An algorithm to achieve such vertex 2-colorings
of balanced hypergraphs was given by Cameron and Edmonds in [CE90]:
2-Coloring-Algorithm
Input: A balanced Hypergraph H = (V,E).
Step 1: Color an abitrary vertex v ∈V red or blue.
Step k: If k−1 vertices are colored, there are two possible outcomes:
a) (Forced Coloring) There is one edge e∈ E, which vertices are completely
colored in one color, say red, except exactly one uncolored vertex. Then
color this vertex blue.
b) (Free Coloring) Otherwise color an abitrary vertex v ∈V red or blue.
Output: A proper 2-coloring of the vertices of H.
Now we prove the correctness of this algorithm. Suppose one edge e∗ has been completely
colored in one color, say red, during the algorithm. e∗ contains at least two vertices v1 and v2,
which are colored because of outcome a). If all vertices, except the last one, had been freely
colored in red, the last one would have been colored in blue. Choose the last vertex v1 and
the second to the last vertex v2 with this property and the edges e1 and e2, which forced their
coloring. Now choose the vertices v3 and v4 of e1 and e2, which were colored directly before
v1 resp. v2 and the edges e3 and e4 forcing their coloring. Repeat this procedure until you
reach a freely colored vertex. (Note that both sequences, the one, which starts at v1, and the
one, which starts at v2, end at the same vertex. Otherwise v1 would have been colored in blue
because of the coloring of v2.) The hypergraph H˜ (cf. Figure 2.3) containing the edges and
vertices of the two sequences and containing e∗ is a partial subhypergraph of H. But H˜ is a
strong odd cycle. Hence, we get a contradiction to the balancedness of H.
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e∗v1 v2
v3 v4
v5 v6
Figure 2.3: Structure of H˜.
This algorithm in combination with Berge’s proof of Theorem 2.6 yields an efficient proce-
dure to achieve a good vertex coloring of a balanced hypergraph:
Good-k-Coloring-Algorithm
Input: A balanced Hypergraph H = (V,E).
Step 1: Color the vertices v ∈ V abitrarily in k colors. We obtain color classes
C11 , . . . ,C
1
k .
Step l +1: As long as there is an edge e∗ ∈ E with
n(e∗) = |{Cli | i = 1, · · · ,k,e∗∩Cli 6= /0}|<min{|e∗|,k}
we obtain two color classes Cli and C
l
j, i, j ∈ {1, · · · ,k} and i 6= j, with |Cli ∩
e∗| ≥ 2 and |Clj∩e∗|= 0.Now color the subhypergraph H˜ induced by Cli ∪Clj
with the 2-coloring algorithm. As result we receive two new color classes
Cl+1i and C
l+1
j and define a new coloring by setting C
l+1
s = C
l
s for all s ∈
{1, · · · ,k}\{i, j}.
Output: A good k-coloring of the vertices of H.
Applied to the dual hypergraph, we obtain a procedure to color the edges of a balanced hy-
pergraph H in k ∈ {2, · · · ,∆(H)} colors (cf. also [CCV06]). Later we will describe how this
algorithm can be used to augment matchings in balanced hypergraphs. 
2.4 Matchings and vertex covers of balanced hypergraphs
In this section we use the coloring properties of balanced hypergraphs to obtain facts about
matchings and vertex covers. Moreover, we consider the results of these section in the dual
hypergraph and obtain statements about stable sets and edge covers as corollaries.
Theorem 2.9. [Ber70] Let H = (V,E) be a balanced hypergraph. The edge set E of H can
be decomposed into ∆(H) edge disjoint matchings. In particular, if H is regular, the edge set
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of H can be divided into ∆(H) edge disjoint and perfect matchings.
Proof. This follows directly from Corollary 2.7 with k = ∆(H) and the fact that any vertex
v ∈V is incident to degH(v) color classes. Therefore, the color classes define matchings. 
Such a decomposition can be constructed in polynomial time (cf. Remark 2.8). Now we
transfer the last results to the dual hypergraph.
Corollary 2.10. Let H = (V,E) be a balanced hypergraph. The vertex set V of H can be
decomposed into rank(H) disjoint stable sets. In particular, if H is uniform, the vertex set of
H can be divided into rank(H) disjoint stable sets S1, · · · ,Srank(H) with |Si∩e|= 1 for all e∈ E
and i = 1, · · · , rank(H). 
Corollary 2.11. [Ber70] Let H = (V,E) be a balanced hypergraph. There is a matching M
of H, which is incident to all vertices of maximum degree.
Proof. We put loops, which contain vertices v with degH(v) < ∆(H) into H until all the ver-
tices of H have degree ∆(H). The new hypergraph H˜ is balanced and regular. This is the
reason why H˜ contains a perfect matching M. Then we remove the new loops from M and
obtain a matching of H, which is incident to all vertices of maximum degree.
Corollary 2.12. Let H = (V,E) be a balanced hypergraph. There is a stable set S of H, which
is incident to all edges of maximum cardinality. 
In our next theorem we use the colored edge property to estimate the matching number of a
balanced hypergraph. There is a similar result of Ore in [Ore62] (p.119 ff.) for bipartite graphs
and perfect matchings.
Theorem 2.13. Let H = (V,E) be a balanced hypergraph and q ∈ N. If
∑
v∈V
(∆(H)−degH(v))≤ q∆(H)−1,
then gV (H)≥ |V |−q+1. In particular, if
∑
v∈V
(∆(H)−degH(v))≤ ∆(H)−1,
H has a perfect matching.
Proof. Let H be a balanced hypergraph with ∑
v∈V
(∆(H)− degH(v)) ≤ q∆(H)− 1. In order
to obtain matchings we can color the edges of H in ∆(H) colors. Suppose that all color
classes cover less than |V |−q+1 vertices. Then the sum of all vertex degrees of H is at most
(|V |−q)∆(H). Since ∑
v∈V
(∆(H)−degH(v)) ≤ q∆(H)−1, the sum of all vertex degrees must
be at least ∆(H)|V |− (q∆(H)−1) = ∆(H)(|V |−q)+1. This is a contradiction. 
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In the next remark we study how to improve our estimate of the matching number by multi-
plying or removing edges from our hypergraph.
Remark 2.14.
1. If we require that ∑
v∈V
(∆(H)−degH(v)) = q∆(H)− k for a k ∈ {1, · · · ,∆(H)}, we can
rearrange the equality in the following way:
∆(H)
∑
i=1
((|V |−q+1)−|V (Mi)|) = ∆(H)− k
for matchings resp. color classes M1, · · · ,M∆(H), which we obtain as the result of the
edge coloring algorithm, mentioned in Remark 2.8.
In particular, we obtain for q = 1, that H has at least k perfect matchings.
2. If ∑
v∈V
(∆(H)− degH(v)) = q∆(H)− k and the edge coloring algorithm has found k1
matchings M+1 , · · · ,M+k1 and k2 matchings M
−
1 , · · · ,M−k2 with
|V (M+i )| > |V |−q+1, i = 1, · · · ,k1,
|V (M−i )| < |V |−q+1, i = 1, · · · ,k2 and
k1
∑
i=1
(|V (M+i )|− (|V |−q+1))+
k2
∑
i=1
((|V |−q+1)−|V (M−i )|)≥ ∆(H)− k+1,
we can improve the equality of Theorem 2.13. Remove the matchings M−1 , · · · ,M−k2 from
H and duplicate the edges of the matchings M+1 , · · · ,M+k1. The result is a new hypergraph
H˜ with
∑
v∈V
(∆(H˜)−degH˜(v))
= ∑
v∈V
(∆(H)−degH(v))+ |V |(k1− k2)−
k1
∑
i=1
|V (M+i )|+
k2
∑
i=1
|V (M−i )|
= ∑
v∈V
(∆(H)−degH(v))+ |V |(k1− k2)−
k1
∑
i=1
(|V (M+i )|− (|V |−q+1))
−
k2
∑
i=1
((|V |−q+1)−|V (M−i )|)+(k2− k1)(|V |−q+1)
≤ q∆(H)− k+(k1− k2)(q−1)−∆(H)+ k−1
= (q−1)∆(H˜)−1.
In particular it is possible to improve q if the coloring algorithm has found one matching
M∗ with |V (M∗)|> |V |−q+1. In this case we can multiply the edges of M∗ with a factor
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c≥ ∆(H) and obtain a new hypergraph H˜ with a better constant q :
∑
v∈V
(∆(H˜)−degH˜(v))
≤ ∑
v∈V
(∆(H)−degH(v))+ |V |∆(H)− (|V |−q+2)∆(H)
≤ q∆(H)−1+(q−2)∆(H) = (q−1)(2∆(H))−1 = (q−1)(∆(H˜))−1.
3. The last remark also shows, that it is always possible to obtain a new hypergraph H˜ from
a balanced hypergraph H by multiplying edges such that
∑
v∈V
(∆(H˜)−degH˜(v))≤ q∆(H˜)−1 with gV (H) = |V |−q+1.
Unfortunately, it is a difficult task to decide, which edges should be multiplied. 
Now we rephrase our results in terms of the dual notions.
Corollary 2.15. Let H = (V,E) be a balanced hypergraph and q ∈ N. If
∑
e∈E
(rank(H)−|e|)≤ q rank(H)−1,
then there is a stable set S⊆V incident to at least |E|−q+1 edges. 
In analogy to our last two statements we can also color edges resp. vertices of H in δ(H) resp.
min
e∈E
|e| colors. Then we obtain similiar results for edge resp. vertex covers.
Theorem 2.16. Let H = (V,E) be a balanced hypergraph and q ∈ N. If
∑
v∈V
(degH(v)−δ(H))≤ qδ(H)−1,
then there is an edge cover x with ∑
e∈E
xe>0
|e|= ∑
e∈E
xe=1
|e| ≤ |V |+q−1. In particular, if
∑
v∈V
(degH(v)−δ(H))≤ δ(H)−1,
H has an edge cover x with ∑
e∈E
xe=1
|e|= |V | and thus a perfect matching.
Proof. Let H be a balanced hypergraph with
∑
v∈V
(degH(v)−δ(H))≤ qδ(H)−1.
22
2.4 Matchings and vertex covers of balanced hypergraphs
We can color the edges of H in δ(H) colors, such that every vertex is incident to all color
classes C1, · · · ,Cδ(H), because the dual hypergraph H∗ has a good coloring in δ(H) colors.
Hence, by setting
xie =
{
1, e ∈Ci
0, otherwise
we get an edge cover xi of H for all i = 1, · · · ,δ(H). Suppose that ∑
e∈Ci
|e| ≥ |V |+ q, for
i = 1, · · · ,δ(H). Then the sum of all vertex degrees of H is at least (|V |+ q)δ(H). Since
∑
v∈V
(degH(v)− δ(H)) ≤ qδ(H)−1, the sum of all vertex degrees must be at most δ(H)|V |+
qδ(H)−1. This is a contradiction. 
Next, we reformulate the last result in terms of the dual hypergraph.
Corollary 2.17. Let H = (V,E) be a balanced hypergraph and q ∈ N. If
∑
e∈E
(|e|−min
e∈E
|e|)≤ qmin
e∈E
|e|−1,
then there is an E-vertex cover x with ∑
v with xv>0
degH(v)≤ |E|+q−1.
Proof. The proof of this assertion is analog to the last one. ∑
e∈E
(|e|−min
e∈E
|e|) = ∑
v∈V
degH(v)−
|E|min
e∈E
|e| ≤ qmin
e∈E
|e| − 1 and this is equivalent to ∑
v∈V
degH(v) ≤ (|E|+ q)mine∈E |e| − 1. Now
there must be an E-vertex cover with the required property. 
Remark 2.18. Our results of Theorem 2.13, 2.16 and their corollaries in the dual hypergraph
are not improvable. A graph, only consisting of a path of length two, fulfills the property that
∑
v∈V
(2−degH(v)) = ∆(H) = 2 and also that ∑
v∈V
(degH(v)−1) = δ(H) = 1. However, it has no
perfect matching.
Up to now we have compared the degrees of all vertices with the minimum and maximum
degree of our hypergraph. We have obtained that if our hypergraph is regular enough, i.e.,
only a few of the vertex degrees differ from the minimum resp. maximum degree, we can
get strong estimations of the matching and edge cover number. In our next step we will draw
conclusions from the fact that the vertex degrees do not differ too much from an abitrary value
d ∈ {δ(H), · · · ,∆(H)}.
Theorem 2.19. Let H = (V,E) be a balanced hypergraph, q ∈ N and d ∈ {δ(H), · · · ,∆(H)}.
If
∑
v∈V
|d−degH(v)| ≤ qd−1,
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then gV (H)≥
⌈
(|V |−q)d
∆(H)
⌉
.
Proof. Let H be balanced hypergraph with ∑
v∈V
|d−degH(v)| ≤ qd−1 Again we can color the
edges of H in ∆(H) colors. Suppose that all color classes cover less than
⌈
(|V |−q)d
∆(H)
⌉
vertices.
Therefore every color class contains less than (|V |−q)d∆(H) vertices. So, on the one hand the sum of
all vertex degrees of H is at most (|V |−q)d∆(H) ∆(H) = (|V |d−qd) and on the other hand we obtain
∑
v∈V
(d−degH(v))≤ qd−1 by using the triangle inequality. Rearranging the last inequality we
get ∑
v∈V
degH(v)≥ |V |d−qd +1, which is a contradiction. 
Our last few statements combined the degree sum of balanced hypergraphs with different kinds
of colorings. In our next step we will relate the different colorings with the cardinality of the
edge and vertex set.
Theorem 2.20. Let H = (V,E) be a balanced hypergraph.
1. There is a stable set with at least
⌈ |V |
rank(H)
⌉
vertices.
2. There is an E-vertex cover x with at most
 |V |
min
e∈E
|e|
 vertices v, for which xv = 1 holds.
3. There is a matching with at least
⌈ |E|
∆(H)
⌉
edges.
4. There is an edge cover x with at most
⌊ |E|
δ(H)
⌋
edges e, for which xe = 1 holds.
Proof. We prove only part 1. The same approach can be applied to the other parts.
It is possible to color the vertices of H in rank(H) colors, such that in any edge e ∈ E of H
there is at most one vertex of each color class. That means, the color classes are stable sets.
Moreover, suppose, that all color classes have cardinality less than
⌈ |V |
rank(H)
⌉
. Then their
cardinality is less than |V |rank(H) and there are rank(H) color classes. Therefore we obtain at
least one uncolored vertex and this is a contradiction. 
Next, we state Ko˝nig’s theorem for balanced hypergraphs, which has been proved in parts by
Berge and Las Vergnas [BV70] and Fulkerson et al. [FHO74]. We give a new combinatorial
and inductive proof without the use of linear programming theory here.
Ko˝nig’s original version of this theorem for bipartite graphs can be found in [Ko˝n16] (cf. 16.6
in part A of [Sch03]). Today we know that Ernst Steinitz proved this theorem for bipartite
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graphs 22 years before Ko˝nig in his dissertation [Ste94], in which he investigated configura-
tions in projective geometry (cf. [Gro98] for the historical backround).
Theorem 2.21. [BV70] [FHO74] Let H = (V,E) be a balanced hypergraph. Then
gd(H) = τd(H)
for all weight functions d : E→ N. In particular gE(H) = τE(H) and gV (H) = τV (H).
Proof. At first we prove gE(H) = τE(H). Suppose that there is a balanced hypergraph with
gE(H) < τE(H). Choose such a hypergraph H, with |V |+ |E| minimal. We distinguish two
cases:
1. There is a v ∈ V, which is covered by every E-maximum matching. Consider H − v.
Then it holds: τE(H − v) = gE(H − v) = gE(H)− 1. Now we can construct an E-
vertex cover of H by taking a minimum E-vertex cover x of H− v and setting xv = 1.
Then ∑
v∈V
xv =gE(H). This is a contradiction.
2. There is an E-maximum matching Mv with v /∈V (Mv) for all v ∈V. Choose an abitrary
edge e ∈ E and an E-maximum matching Mv with v /∈V (Mv) for every v ∈ e. Consider
the balanced hypergraph
H˜ = (
[
v∈e
V (Mv)∪ e,
∗[
v∈e
Mv∪{e})
(for the balancedness of H˜ cf. Remark 2.5).
Since ∆(H˜) ≤ |e|, we can color the edges of H˜ in |e| colors because balanced hyper-
graphs have the colored edge property. Let C1, · · · ,C|e| be the color classes. Note that
these color classes are also matchings. Then there must be at least one color class with
more than |Mv| edges because the number of edges of H˜ is |e||Mv|+1. This is a contra-
diction because the Mv are E-maximum matchings. Hence, the situation in case 2 is not
possible.
We have now proved that gd(H) = τd(H) for d(e) ∈ {0,1}. (If d(e) = 0 for some edges,
remove them from the hypergraph and consider the rest.) Now we prove inductivelygd(H) =
τd(H). We can assume that d(e) ≥ 1, for all e ∈ E and d(e) > 1 for at least one e ∈ E.
Suppose that gd(H) < τd(H) for an abitrary balanced hypergraph H and choose ∑
e∈E
d(e)
minimal with this property. Define the incidence weight function pv : E → N for all v ∈ V
with pv(e) =
{
0 v /∈ e
1 v ∈ e. Then it holds
gd−pv(H) = τd−pv(H) for all v ∈V.
We distinguish again two cases:
25
2 Balanced hypergraphs
1. There is a vertex v∗ ∈V, which is contained in a (d− pv∗)-maximum matching. In this
case a matching M∗ with ∑
m∈M∗
(d− pv∗)(m)+ 1 = ∑
m∈M∗
d(m) exists in H. Furthermore
there is a d-vertex cover x∗ with weight τd−pv∗ (H)+1. (Choose a minimum (d− pv∗)-
vertex cover x and set x∗v = xv for all v ∈V \{v∗} and x∗v∗ = xv∗+1.) Therefore, both are
optimum and gd(H) = τd(H).
2. For all v ∈V there is no (d− pv)-maximum matching, which covers v.
Choose an edge e ∈ E with d(e) ≥ 2. There is a (d− pv)-maximum matching Mv with
v /∈V (Mv) for every v ∈ e. Consider the balanced hypergraph
H˜ = (
[
v∈e
V (Mv)∪ e,
∗[
v∈e
Mv∪{e}).
Since ∆(H˜)≤ |e|, we color the edges of H˜ in |e| colors and let C1, · · · ,C|e| be the color
classes. The sum of all d edge weights of H˜ is at least d(e)+ |e|min
v∈e
{
∑
m∈Mv
d(m)
}
.
That is the reason why there is a color class Ci, which has a d weight of at least 1+
min
v∈e
{
∑
m∈Mv
d(m)
}
. Now choose v∗ ∈ e such that ∑
m∈Mv∗
d(m) = min
v∈e
{
∑
m∈Mv
d(m)
}
. We
can deduce
gd(H)≥ ∑
m∈Mv∗
d(m)+1≥ ∑
m∈Mv∗
(d− pv∗)(m)+1 = τd−pv∗ (H)+1≥ τd(H).
This completes the proof. 
Remark 2.22. Berge and Las Vergnas [BV70] reduced the equationgd(H) = τd(H) for a bal-
anced hypergraph H =(V,E) and an abitrary weight function d to the casegE(H˜)= τE(H˜) for
an auxiliary hypergraph H˜.One might think, that this approach can be used to solve the match-
ing problem algorithmically for abitrary d, if an algorithm for d ≡ 1 is known. Unfortunately,
this is not the case and we have to analyse the auxiliary hypergraph to come to this conclusion.
It is constructed from H as follows: An edge e = {v1, · · · ,vk} ∈ E with d(e) > 1 is replaced
by d(e) new disjoint edges e1 = {v11, · · · ,v1k}, · · · ,ed(e) = {vd(e)1 , · · · ,vd(e)k } with new vertices
v11, · · · ,vd(e)k . For the new vertices it holds: v ji ∈ f ∈ E \{e} if and only if vi ∈ f ∈ E \{e} for
i = 1, · · · ,k and j = 1, · · · ,d(e). This procedure is repeated for all edges with d(e)> 1. Edges
e∈ E with d(e) = 0 are removed from H. This reduces the matching and vertex cover problem
for abitrary weight functions d to the case d ≡ 1 but the cardinality of the edge and vertex set
of H˜ is not bounded by a polynomial in |E|, |V | and d.
Consider for example the hypergraph H =({v1, · · · ,vn},E = {e1 · · · ,en}) with ei = {v1, · · · ,vi}
and d(ei) = |ei|= i for i = 1, · · · ,n (cf. Figure 2.4). If we replace e2 by two new edges, after
that e3 by 3 new edges, then e4 by four edges and so on, we obtain
|V (H˜)| = n+1(1 ·1+1)+2(2 ·2+1)+3(3 ·5+1)+4(4 ·16+1)+ · · ·
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v1 v2 v3 v4 v5 · · · vn
Figure 2.4: Example hypergraph.
= n+1(1 ·a0 +1)+2(2 ·a1 +1)+3(3 ·a2 +1)+4(4 ·a3 +1)
+ · · ·+n(n ·an−1 +1)
with a0 = 1 and ak = kak−1 +1 and therefore (by induction) ak =
k
∑
m=0
k!
m! for k = 1, · · · ,n.
Fulkerson et al. [FHO74] showed at first that the polytope {y ∈ R|E| | Ay = 1}, defined by
means of the incidence matrix A of H, has integral vertices. After that they applied linear pro-
gramming theory to show the equality of the matching and vertex cover numbers. In Section
2.5 we will give a short proof for the integrality of the aforementioned polytope. 
We will now apply Ko˝nig’s theorem to the dual hypergraph.
Corollary 2.23. Let H = (V,E) be a balanced hypergraph. Then
αd(H) = ρd(H)
for all weight functions d : V → N of the vertices of H. 
By means of Ko˝nig’s theorem we will prove two combinatorial properties of balanced hyper-
graphs, which can also be found in [Ber89].
Corollary 2.24. [Ber89] Let H = (V,E) be a balanced hypergraph, then H has the Helly
property, i.e., for any set {e1, · · · ,ek}⊆E of pairwise incident edges, there is a vertex v∈
kT
i=1
ei.
Proof. Let H = (V,E) be a balanced hypergraph and {e1, · · · ,ek} ⊆ E a set of pairwise inci-
dent edges. We define H˜ := H({e1, · · · ,ek}). Then it holds gE(H˜) = 1, because the edges of
H˜ are pairwise intersecting. This yields τE(H˜) = 1 and this achieves the proof.
By considering the Helly property in the dual hypergraph we obtain conformality:
Corollary 2.25. [Ber89] Let H = (V,E) be a balanced hypergraph, then H is conformal,
i.e., for any set {v1, · · · ,vk} ⊆ V of pairwise adjacent vertices, there is an edge e with e ⊇
{v1, · · · ,vk}. 
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The next corollaries of Ko˝nig’s theorem will be extensively used in the next chapter. These
corollaries can be interpreted as combinatorial formulations and as a strengthening of the com-
plementary slackness relation for the linear programs, which are associated to the matching
and vertex cover problem in balanced hypergraphs.
Corollary 2.26. Let H = (V,E) be a balanced hypergraph. Let M be a d-maximum matching
of H and let x be a minimum d-vertex cover of H. Then
∑
v∈m
xv = d(m)
for all m ∈M.
Proof. Assume that ∑
v∈m∗
xv > d(m∗) for an edge m∗ ∈M. The inequality ∑
v∈m
xv ≥ d(m) must
hold for the other edges m ∈M \{m∗} . Otherwise x cannot be a d-vertex cover. Summing up
the weights of all matching edges we get
∑
v∈V
xv ≥ ∑
m∈M
∑
v∈m
xv > ∑
m∈M
d(m).
This contradicts Theorem 2.21. 
Corollary 2.27. Let H = (V,E) be a balanced hypergraph and let v∗ ∈ V be a vertex, which
is not covered by at least one d-maximum matching. Then xv∗ = 0 for all minimum d-vertex
covers x of H.
Proof. Suppose that v∗ is a vertex with v∗ /∈V (M) for a d-maximum matching M and xv∗ > 0
for a minimum d-vertex cover. Then, due to Corollary 2.26, we obtain
∑
v∈V
xv ≥ ∑
m∈M
∑
v∈m
xv + xv∗ = ∑
m∈M
d(m)+ xv∗ > ∑
m∈M
d(m).
This contradicts Theorem 2.21. 
The next two corollaries are the analoga of the previous ones in the dual hypergraph.
Corollary 2.28. Let H = (V,E) be a balanced hypergraph. Let S be a d-maximum stable set
of H and let x be a minimum d-edge cover of H. Then ∑
e3v
xe = d(v) for all v ∈ S. 
Corollary 2.29. Let H = (V,E) be a balanced hypergraph and let e∗ ∈ E be an edge with
e∗ ∩ S = /0 for at least one d-maximum stable set S. Then xe∗ = 0 for any minimum d-edge
cover x of H. 
Our next results strengthen the usual complementary slackness relation. At first we show
a property of vertices covered by every maximum matching. Then we prove an analogous
result for edges not contained in every maximum matching. In the course of that we give the
corresponding interpretations in the dual hypergraph.
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Corollary 2.30. Let H = (V,E) be a balanced hypergraph and v ∈ V with v ∈ V (M) for all
d-maximum matchings M of H. Then there is a minimum d-vertex cover x of H with xv > 0.
Proof. Suppose there is a vertex v∗ in H with v∗ ∈V (M) for all d-maximum matchings M of H
and xv∗ = 0 for every minimum d-vertex cover x of H.Hence, for all d-maximum matchings M
of H it holds: v∗ ∈ m ∈M and d(m)> 0, otherwise we would obtain a d-maximum matching
not containing v∗. We define
d˜ : E→ N with d˜(e) =

d(e) v∗ /∈ e
d(e)−1 v∗ ∈ e and d(e)> 0
0 v∗ ∈ e and d(e) = 0.
In order to achieve the proof we comparegd(H) and τd(H) withgd˜(H \v∗) and τd˜(H \v∗). It
holdsgd˜(H \v∗)≥gd(H)−1, because we can choose a d-maximum matching M. It contains
v∗. Therefore its d˜-value is exactly gd(H)−1. Moreover we can deduce that τd(H)≥ τd˜(H \
v∗), because any minimum d-vertex cover of H is also a d˜-vertex cover of H \v∗ (possibly not
minimum). Combining all this and using Ko˝nig’s Theorem 2.21, we obtain
gd(H) = τd(H)≥ τd˜(H \ v∗) =gd˜(H \ v∗)≥gd(H)−1.
That means, there are two possible cases:
a) τd˜(H \ v∗) =gd˜(H \ v∗) =gd(H)−1 and thus τd(H) = τd˜(H \ v∗)+1. Choose a min-
imum d˜-vertex cover x of H \ v∗ and set additionally xv∗ = 1. This yields a minimum
d-vertex cover of H with xv∗ = 1 and this is a contradiction.
b) τd˜(H \ v∗) = gd˜(H \ v∗) = gd(H). Every d˜-maximum matching of H \ v∗ contains at
least two edges of positive weight, which have contained v∗ in H. In addition, every
minimum d-vertex cover x of H is also a minimum d˜-vertex cover of H \ v∗. Hence,
∑
v∈e
xv ≥ d(e)> d(e)−1 for all e ∈ E with v∗ ∈ E. Because of Corollary 2.26 such edges
cannot be contained in any d-maximum matching. This is a contradiction. 
Remark 2.31. In a balanced hypergraph H = (V,E) there always exists a vertex v ∈ V with
v ∈V (M) for all d-maximum matchings M of H. We will state a proof for this fact in Chapter
3. 
Corollary 2.32. Let H = (V,E) be a balanced hypergraph. Moreover, let e∈ E with e∩T 6= /0
for all d-maximum stable sets T of H. Then there is a minimum d-edge cover x with xe > 0. 
Next, as mentioned above, we state a result for edges not contained in any maximum matching.
Corollary 2.33. Let H = (V,E) be a balanced hypergraph and e ∈ E with e /∈ M for all d-
maximum matchings M. Then there is a minimum d-vertex cover x of H with ∑
v∈e
xv > d(e).
29
2 Balanced hypergraphs
Proof. Suppose there is an edge e∗ in H with e∗ /∈ M for all d-maximum matchings M and
∑
v∈e
xv = d(e∗) for all minimum d-vertex covers x of H. We define
d˜ : E→ N with d˜(e) =
{
d(e) e ∈ E \{e∗}
d(e)+1 e = e∗.
Now, we comparegd(H) and τd(H) withgd˜(H) and τd˜(H). It holdsgd˜(H)≥gd(H) because
we can choose a d-maximum matching M. It does not contain e∗. Therefore its d˜-value is
exactly gd(H). Moreover, we can deduce that τd(H)+ 1 ≥ τd˜(H) because any minimum d-
vertex cover x of H can be augmented to a d˜-vertex cover of H (possibly not minimum) by
adding 1 to xv for an abitrary vertex v of e∗. From all this and Ko˝nig’s theorem 2.21, we obtain
gd(H)≤gd˜(H) = τd˜(H)≤ τd(H)+1 =gd(H)+1.
Thus, there are two possible cases:
a) τd˜(H) = τd(H)+1.A d˜-maximum matching M of H contains e
∗ and has valuegd(H)+
1. Therefore M is also a d-maximum matching of H containing e∗ and this is a contra-
diction.
b) τd˜(H) = τd(H). This implies that minimum d˜-vertex covers of H are also minimum
d-vertex covers of H. Hence we get a minimum d-vertex cover with ∑
v∈e
xv ≥ d(e)+1>
d(e). Again we end up with a contradiction. 
Corollary 2.34. Let H = (V,E) be a balanced hypergraph and v ∈ V with v /∈ S for all d-
maximum stable sets S of H. Then there is a minimum d-edge cover x of H with ∑
e3v
xe > d(v).

As final result in this section we will prove a theorem of Huck and Triesch [HT02] concerning
strong paths and matchings. Huck and Triesch proved the result for general hypergraphs. We
give a short proof for the class of balanced hypergraphs here.
Theorem 2.35. [HT02] Let H = (V,E) be a balanced hypergraph and S ⊆ V nonempty.
Assume that for each v ∈ S there is a matching Mv with v /∈V (Mv) and V \S ⊆V (Mv). Then
a) or b) holds.
a) H contains a strong path P = v0e1v1e2 · · ·elvl of positive even length with V (P)∩ S =
{v0,vl}.
b) H contains a matching M with V (M) =V \S.
Proof. Consider the balanced hypergraph
H˜ =
(
V,
∗[
v∈S
Mv
)
.
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It holds degH˜(v) = |S| for all v ∈V \S and degH˜(v)< |S| for all v ∈ S. Now add the new edge
e∗ = S to H˜. We obtain a new hypergraph ˜˜H. Then there are two possible cases:
a) ˜˜H is not balanced any more. Hence, the new edge e∗ has completed a strong odd cycle,
which yields a strong path P = v0e1v1e2 · · ·elvl of positive even length with V (P)∩S =
{v0,vl} in H˜ and therefore P is also contained in H.
b) ˜˜H is balanced. Moreover, we deduce deg ˜˜H(v) = |S| for all v ∈ V \S and deg ˜˜H(v) ≤ |S|
for all v ∈ S. Therefore we can decompose the edge set of ˜˜H into |S| matchings all of
them covering V \ S. One of these matchings contains e∗ and this is the reason why H
contains a matching with V (M) =V \S. 
2.5 Integral polyhedra
In this section we show that the set packing polytope P = {y∈R|E| | Ay≤ 1,y≥ 0} and the set
covering polyhedron Q = {y ∈R|E| | Ay≥ 1,y≥ 0}, defined by means of the incidence matrix
A of a balanced hypergraph H, have integral vertices. We could prove this fact with the help of
Ko˝nig’s Theorem 2.21, which shows that any linear maximization problem defined over P has
an integer maximum value, and with linear programming arguments. Nevertheless, we will
give a combinatorial reason, based on the colorings of the last section, for the integrality of the
polyhedra. At first, we show that the set partitioning polytope defined by the incidence matrix
of a balanced hypergraph has integral vertices. The proof used here is due to Lova´sz [Lov72].
Theorem 2.36. [Lov72] [FHO74] Let H = (V,E) be a balanced hypergraph and A its inci-
dence matrix. Then the polytope
P˜ = {y ∈ R|E| | Ay = 1,y≥ 0}
is integral, i.e., every vertex of P˜ has all coordinates 0 or 1.
Proof. If P˜ 6= /0, there is a solution y∗ of the system of linear equations Ay∗ = 1,y∗ ≥ 0. Now
we can multiply every row of Ay∗ = 1 by the common denominator b of the coordinates of
y∗. We obtain Aby∗ = b, with an integral vector by∗ ≥ 0. Define H˜, the partial hypergraph of
H, consisting of the edges belonging to positive entries of y∗. We can multiply each edge of
H˜ by b and obtain a regular and balanced hypergraph ˜˜H. Thus, the edge set of ˜˜H consists
of b disjoint perfect matching. This is the reason why there are 0,1-vectors z1, · · · ,zb (the
incidence vectors of these matchings), which solve Azi = 1 for i = 1, · · · ,b and therefore lie in
P˜. Moreover y∗ =
b
∑
i=1
1
bzi is a convex combination of these matchings. Hence, P˜ is integral. 
Corollary 2.37. [FHO74] Let H = (V,E) be a balanced hypergraph and A its incidence
matrix. Then the polytope
P = {y ∈ R|E| | Ay≤ 1,y≥ 0}
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is integral.
Proof. Any vertex y∗ of P is a vertex of the polyhedron
P˜ = {y ∈ R|E| | atiy = 1, for all rows ai of A with atiy∗ = 1,y≥ 0}.
Therefore y∗ is integral. 
Corollary 2.38. [FHO74] Let H = (V,E) be a balanced hypergraph and A its incidence
matrix. Then the polyhedron
Q = {y ∈ R|E| | Ay≥ 1,y≥ 0}
is integral.
Proof. Analogous to the previous corollary. 
2.6 Algorithmic aspects of matchings and vertex covers
At first we would like to emphasize, that all of the considerations made in this section can
be applied directly to the dual hypergraph in order to obtain stable sets and edge covers of
balanced hypergraphs. Here, we restrict our consideration to matchings and vertex covers.
In the preceding section we have seen that several polyhedra associated with balanced hyper-
graphs are integral. Hence, we can use linear programming techniques to solve matching or
vertex cover problems efficiently. Here we will show, how matchings of balanced hypergraphs
can be augmented or how the weight of vertex covers can be decreased under certain circum-
stances with the help of combinatorial algorithms.
We start with the coloring algorithm of Remark 2.8. Let H = (V,E) be a balanced hyper-
graph and ∑
v∈V
(∆(H)−degH(v)) = q∆(H)− k for k ∈ {1, · · · ,∆(H)}. We can find a matching
of H, which contains at least n−q+1 vertices, with the edge coloring algorithm without any
additional efforts because of Theorem 2.13. Moreover, we obtain for the color classes resp.
matchings M1, · · · ,M∆(H), which are produced by the algorithm,
∆(H)
∑
i=1
((n−q+1)−|V (Mi)|) = ∆(H)− k
(cf. Remark 2.14). Now it could be possible to improve the value of q by removing or multi-
plying edges of some of the matchings M1, · · · ,M∆(H) (cf. again Remark 2.14). Unfortunately,
the maximum degree of our hypergraph is doubled during every improvement step in the worst
case. Therefore it is possible that the edge set grows exponentially.
Now, let a weight function d : E → N of the edges of H be given. Suppose there is an edge
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e ∈ E with positive d-weight and for every v ∈ e there is a matching Mv, which does not cover
v. Consider the balanced hypergraph
H˜ = (
[
v∈e
V (Mv)∪ e,
∗[
v∈e
Mv∪{e}).
Since ∆(H˜) ≤ |e|, we can color the edges of H˜ in |e| colors. Let C1, · · · ,C|e| be the color
classes. The sum of all weights of H˜ is
d(e)+∑
v∈e
∑
m∈Mv
d(m).
Therefore, the matchings C1, · · · ,C|e| must have a greater average d-weight than the matchings
Mv,v ∈ e. Suppose now that all the Mv have the same d-weight. Then at least one of the Ci is
a matching of greater d-size.
Let x1, · · · ,xk be d-vertex covers of H and F1, ...,Frank(H) the color classes of a vertex coloring
in rank(H) colors of H. Then x∗, defined by
x∗v =
max{x
1
v , · · · ,xkv}, v ∈
rank(H)S
i=1,i6= j
Fi
min{x1v , · · · ,xkv}, v ∈ Fj,
is a d-vertex cover of H because in every edge we choose for at most one vertex the minimum
value and for the remaining vertices the maximum value of all given vertex covers. Hence,
every edge must be covered. In addition, if the different vertex covers xi only differ in the
color class Fj, we obtain a new d-vertex cover x∗ of H with ∑
v∈V
xiv ≥ ∑
v∈V
x∗v , for all i = 1, · · · ,k.
2.7 Modelling of matching problems as Leontief Flow
Problem
Suppose there is given a matching M of our balanced hypergraph H. How can we find a
minimum d-vertex cover by means of this matching? For example, if we want to find out,
if our matching is d-maximum. This problem can be modelled as a so called Leontief Flow
Problem (cf. Leontief [Leo51] and Dantzig [Dan55]). For that purpose we define the notion of
a Leontief matrix. A matrix A ∈Rm×n is pre-Leontief if each column has at most one positive
entry. Moreover, a pre-Leontief matrix A is called Leontief if a vector x ∈Rn exists with x≥ 0
and Ax> 0. Then the minimum d-vertex cover problem can be modelled as follows:
min ∑
v∈V (M)
xv
s.t. ∑
v∈m
xv = d(m) for all m ∈M
∑
v∈e∩V (M)
xv ≥ d(e) for all e ∈ E \M
xv ≥ 0 for all v ∈V (M).
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This linear programm has a solution if and only if M is d-maximum. Furthermore, we can
rearrange it into
min ∑
v∈V (M)
xv
s.t. ∑
v∈m
xv = d(m) for all m ∈M
∑
v∈e∩V (M)
−xv + ze = −d(e) for all e ∈ E \M
xv,ze ≥ 0 for all v ∈V (M) and for all e ∈ E \M
with new slack variables ze ≥ 0 for all e ∈ E \M (cf. Figure 2.5). The constraint matrix B
of the second formulation is a Leontief matrix (set xv = 1 for all v ∈ V (M) and ze = P for all
e ∈ E \M with P> |e∩V (M)| for all e ∈ E \M then B(xz)> 0 ). That means, the problem is a
Leontief Flow Problem. Unfortunately, there is no algorithm for solving such problems with
negative entries on the right-hand side. An algorithm of Jeroslow et al in [JKRW92] solves
such flow problems if their right-hand side is entirely positive.
e1
e2
e3
e4
e5
e6
e7
e8
e9
e10
m1
m2
m3
m4
m5
−d(ei) d(mi)
ze
xv
Figure 2.5: An example of a Leontief Flow modell with V (M) = {v1, · · · ,v9}, M =
{m1, · · · ,m5} and E \M = {e1, · · · ,e10}.
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3.1 Introduction
In this section we introduce four new decomposition theorems for the class of balanced hyper-
graphs. Our decomposition of the vertex set is a generalization of the classical Gallai-Edmonds
decomposition (cf. [Gal65] and [Edm68]), which we will present next.
Theorem 3.1. [Gal65] [Edm68] Let a graph H = (V,E) be given, we define the sets:
DH = {v ∈V | v is not covered by every maximum matching M of H},
AH = {v ∈V \DH | v is a neighbor of a vertex v˜ ∈ DH} and
CH = V \ (AH ∪DH).
Then the following conditions hold:
1. DH−v = DH and AH−v = AH for all v ∈ AH .
2. Every maximum matching M of H contains a perfect matching of HC :=(CH ,{e∈E | e⊆
CH}) and a maximum matching of every component of HD := (DH ,{e ∈ E | e⊆ DH}).
3. For every component K of HD it holds: The graph K−v contains a perfect matching for
all v ∈V (K).
4. gE(H) = 12(|V |+ |AH |− |{C |C is a component of HD}|). 
The decomposition of the edge set of a balanced hypergraph generalizes the so called persis-
tency partition, introduced by Costa for bipartite graphs and E-maximum matchings [Cos94],
later generalized to matroid optimization problems by Cechla´rova´ and Lacko [CL01]. Costa
investigated the decomposition of the edge set of a bipartite graph into the three sets of edges
contained in none, some and all maximum E-matchings.
Another recent attempt to generalize the Gallai-Edmonds decomposition to hypergraphs by
Stehlı´k can be found in [Ste07]. Stehlı´k investigates so called matching covers in arbitrary
hypergraphs. A matching cover MC = {m1, · · · ,mk} of a hypergraph H = (V,E) is a collec-
tion of disjoint subsets of V with the additional properties that for all m ∈MC there is an edge
e ∈ E with m ⊆ e. Since the elements of a matching cover are not necesserarily edges of H,
matching covers are no matchings. This is the reason, why we cannot apply his results to our
setting.
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The Gallai-Edmonds decomposition is a standard tool in matching theory for ordinary graphs.
By means of this classical decomposition we can prove a lot of fundamental results of match-
ing theory very easily for example the Tutte theorem [Tut47]. It states, that a graph G = (V,E)
has a perfect matching if and only if for all S ⊆V the number of odd components of G−S is
at most |S| Moreover, we can prove Berge’s Formula [Ber58], of the E-matching number of
a graph, or Petersen’s Theorem [Pet91] that 3-regular and 2-connected graphs contain a per-
fect matching. Furthermore, there is a matching algorithm and a helpful optimality criterion
for matchings [LP86] based on the Gallai-Edmonds decomposition. It is therefore natural to
ask for a hypergraph version of this decomposition, especially in the case of balanced hyper-
graphs, for which the matching problem is known to be polynomial-time solvable.
3.2 Main Result
In this section we present our most general theorem, i.e., a decomposition of the edge and ver-
tex set of a balanced hypergraph by means of d-maximum matchings and minimum d-vertex
covers for abitrary weight functions d. The classical Gallai-Edmonds decomposition divides
only the vertex sets into subsets. In our opinion, a decomposition of edge set complements the
vertex decomposition very well.
Let H = (V,E) be a balanced hypergraph. In the following we restrict the function d to the set
E \{e} if we consider H \ e for some e ∈ E. Since edges of d-weight zero are dispensable for
d-maximum matchings, we assume w.l.o.g. that d has only positive function values. Suppose
further, that H contains an empty edge e∗ with positive weight. On the one hand there is no
vertex cover, which could cover e∗, and on the other hand you could add e∗ abitrarily often to
any matching M without violating the fact that any vertex is incident to only one edge of M.
Consequently, we set gd(H) = τd(H) = ∞ in this case.
Theorem 3.2. Let H = (V,E) be a balanced hypergraph and d : E → N a weight function.
Given the following six vertex and edge sets:
V d1 (H) := {v ∈V | xv > 0 for all minimum d-vertex covers x of H}
= {v ∈V | gd(H)<gd(H \ v)},
V d2 (H) := {v ∈V | there are two minimum d-vertex covers x1 and x2 of H,
with x1v > 0 and x
2
v = 0 }
= {v ∈V | gd(H) =gd(H \ v) and v lies in all d-maximum matchings of H},
V d3 (H) := {v ∈V | xv = 0 for all minimum d-vertex covers of H}
= {v ∈V | there is a d-maximum matching M with v /∈V (M)},
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Ed1 (H) := {e ∈ E | e lies in all d-maximum matchings of H}
= {e ∈ E | τd(H)> τd(H \ e)},
Ed2 (H) := {e ∈ E | there are two d-maximum matchings M1 and M2 of H,
with e ∈M1 and e /∈M2 }
= {e ∈ E | τd(H) = τd(H \ e) and ∑
v∈e
xv = d(e)
for all minimum d-vertex covers x of H},
Ed3 (H) := {e ∈ E | e /∈M for all d-maximum matchings M of H}
= {e ∈ E | τd(H) = τd(H \ e) and
∑
v∈e
xv > d(e) for at least one minimum d-vertex cover x of H}
the following conditions hold:
1. There is no edge e⊆V d3 (H).
2. Let e ∈ Ed3 (H). Then Ed1 (H) = Ed1 (H \e),Ed2 (H) = Ed2 (H \e), and V d3 (H) =V d3 (H \e).
3. Let v ∈V d3 (H). Then V d1 (H) =V d1 (H \v),V d2 (H) =V d2 (H \v), and Ed3 (H) = Ed3 (H \v).
4. Let v ∈V d2 (H). Then it holds:
V d1 (H) ⊆ V d1 (H \ v)
V d2 (H)\{v} ⊆ V d1 (H \ v)∪V d2 (H \ v)∪V d3 (H \ v)
V d3 (H) ⊆ V d3 (H \ v).
5. Let e ∈ Ed2 (H). Then it holds:
Ed1 (H) ⊆ Ed1 (H \ e)
Ed2 (H)\{e} ⊆ Ed1 (H \ e)∪Ed2 (H \ e)∪Ed3 (H \ e)
Ed3 (H) ⊆ Ed3 (H \ e).
6. The edges of Ed1 (H) are pairwise disjoint and not incident with edges of E
d
2 (H).
7. e⊆V d1 (H)∪V d2 (H) for all e ∈ Ed1 (H).
8. gd(H) = ∑
e∈Ed1 (H)
d(e)+gd(H(Ed2 (H))).
Proof. At first we have to show that the different definitions of the sets V d1 (H),V
d
2 (H),V
d
3 (H)
and Ed1 (H), E
d
2 (H), E
d
3 (H) are equal. We start with V
d
3 (H). If v
∗ is a vertex with xv∗ = 0
for all minimum d-vertex covers, Corollary 2.30 states that v∗ cannot be contained in every
d-maximum matching. Now suppose that v∗ is a vertex with v∗ /∈ V (M) for a d-maximum
matching M. Then, because of Corollary 2.27, we obtain xv∗ = 0 for all minimum d-vertex
covers of H. Now we turn to V d1 (H). If there is a vertex v with xv > 0 for all minimum
d-vertex covers x of H, it is clear that gd(H) = τd(H) < τd(H \ v) = gd(H \ v) and vice
versa. (Otherwise we would obtain a minimum d-vertex cover x of H with xv = 0.) Hence,
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we can conclude that vertices of V d1 (H) lie in every d-maximum matching, V
d
1 (H) = {v ∈V |
gd(H) < gd(H \ v) and v lies in all d-maximum matchings of H} and therefore V d2 (H) =
V \ (V d1 (H)∪V d3 (H)). Thus, we obtain that the two definitions of V d2 (H) are equal.
The equality of the two definitions of Ed3 (H) follows from Corollary 2.26 and Corollary 2.33.
Now we consider the edges of Ed1 (H). If there is an edge e, which lies in all d-maximum
matchings, it is clear that the removal of e causes a decrease of the d-matching number and
vice versa. The equality of the two definitions of Ed2 (H) follows from the definitions of the
other edge sets and the fact that Ed2 (H) = E \ (Ed1 (H)∪Ed3 (H)). Now we prove the assertions:
1. Let x be an arbitrary minimum d-vertex cover. Then ∑
v∈e
xv ≥ d(e) > 0 and thus there
must exist a v∗ ∈ e with xv∗ > 0. Hence, e*V d3 (H).
2. Let e ∈ Ed3 (H). Then gd(H) = τd(H) = τd(H \ e) = gd(H \ e). Hence, d-maximum
matchings of H are d-maximum matchings of H \ e, and, clearly, every d-maximum
matching M of H \e is a matching of H. Therefore, we obtain Ed1 (H)=Ed1 (H \e),Ed2 (H)=
Ed2 (H \ e) and Ed3 (H) = Ed3 (H \ e)∪{e}. Furthermore, we can deduce that V d3 (H) =
V d3 (H \ e).
3. Consider H and H \ v for a vertex v ∈ V d3 (H). Then any minimum d-vertex cover x of
H is also a minimum d-vertex cover of H \ v (by deleting xv = 0). Moreover, any mini-
mum d-vertex cover of H \ v is also a minimum d-vertex cover of H, because τd(H) =
gd(H) = gd(H \ v) = τd(H \ v). Hence, V d1 (H) = V d1 (H \ v),V d2 (H) = V d2 (H \ v) and
V d3 (H) =V
d
3 (H \v)∪{v}. Furthermore, we obtain Ed3 (H) = Ed3 (H \v) because of Corol-
lary 2.33.
4. Let v ∈ V d2 (H). Then d-maximum matchings of H are d-maximum matchings of H \ v
and minimum d-vertex covers of H \ v are minimum d-vertex covers of H. Therefore,
V d2 (H)\{v} ⊇V d2 (H \ v) and V d1 (H)⊆V d1 (H \ v). Moreover, V d3 (H)⊆V d3 (H \ v).
5. Let e ∈ Ed2 (H). Then d-maximum matchings of H \ e are d-maximum matchings of
H Therefore, Ed2 (H) \ {e} ⊇ Ed2 (H \ e) and Ed1 (H) ⊆ Ed1 (H \ e). Moreover, Ed3 (H) ⊆
Ed3 (H \ e).
The following two assertions are clear in view of the definitions of the sets. The formula of the
matching number relies on the fact, that a d-maximum matching contains all edges of Ed1 (H)
and some edges of Ed2 (H). 
Remark 3.3. As expected in view of the preceding chapter, the decompostions of the edge
and vertex set are very similar; in particular the vertex cover problem for the edge set and
the matching problems for the vertex set play the same role. That is the reason why we can
transfer several ideas from the vertex decomposition to the edge decomposition and vice versa.
Surprisingly, one of our first ideas to augment matchings cannot be transferred directly. Let
a weight function d : E → N of the edges of H be given. Suppose there is an edge e ∈ E
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0
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0
0
3
2
0
0
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0
0
1
0
Figure 3.1: A small hypergraph with two given V -vertex covers, one denoted above the ver-
tices and one below.
with positive d-weight and for every v ∈ e there is a matching Mv, which does not cover v.
Moreover, let ∑
m∈Mv
d(m) = p for all v ∈ e. By means of the balanced hypergraph
H˜ = (
[
v∈e
V (Mv)∪ e,
∗[
v∈e
Mv∪{e}),
we can deduce, that there is at least one matching M∗ ⊆
∗S
v∈e
Mv∪{e} with ∑
m∈M∗
d(m)> p (cf.
Section 2.6). The analogous situation for the vertex cover problem is the following: Suppose
there is a vertex v ∈ V, which is only contained in edges e1, · · · ,edegH(v), and for every ei,
i = 1, · · · ,degH(v) there is a vertex cover xi with ∑
v∈e
xiv > d(e), and all x
i should have the same
total weight. Now, we cannot find a vertex cover with smaller value in general. Consider the
example in Figure 3.1.
The white vertex v∗ is an example for the situation above. The vertex covers above and below
the vertices are minimum V -vertex covers and cannot be improved. However, for the two
edges e1,e2 containing v∗ there is a vertex cover xei with ∑
v∈ei
xeiv > |ei|.
Remark 3.4. Suppose there is an edge e in our hypergraph with d(e) = 0. We have excluded
such edges at the beginning of this chapter but we will briefly discuss this case here. There
are only two possibilities for our decomposition theory because such edges cannot lie in all
d-maximum matchings.
1. e ∈ Ed2 (H). Then e lies in some d-maximum matching M and the matching M \ {e} is
also d-maximum. Hence, e⊆V d3 (H).
2. e ∈ Ed3 (H). Then there is a vertex v ∈ e lying in all d-maximum matchings. Hence,
e*V d3 (H).

3.3 Construction Algorithms
Now, we elaborate on how to construct our decomposition by means of a matching algorithm
(e.g., linear programming).
Remark 3.5. We begin with the edge set:
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Edge-Set-Decomposition-Algorithm
Input: A balanced hypergraph H = (V,E) and a weight function d : E→ N.
Step A: Solve the d-maximum matching problem for H \ e for all e ∈ E and for H.
Put all e ∈ E with gd(H)>gd(H \ e) into Ed1 (H).
Step B: Solve the matching problem for all e∗ ∈ E \Ed1 (H) and for a new weight function
d˜ : E→ N with d˜(e) =
{
d(e) e ∈ E \{e∗}
d(e)+1 e = e∗.
(cf. Corollary 2.33)
Put e∗ with gd(H)<gd˜(H) into Ed2 (H).
Put e∗ with gd(H) =gd˜(H) into Ed3 (H).
Analog for the vertex set.
Vertex-Set-Decomposition-Algorithm
Input: A balanced hypergraph H = (V,E) and a weight function d : E→ N.
Step A: Solve the d-maximum matching problem for H \ v for all v ∈V and for H.
Put all v ∈V with gd(H)<gd(H \ v) into V d1 (H).
Step B: Solve the matching problem for all v∗ ∈V \V d1 (H) and for a new weight function
d˜ : E→ N with d˜(e) =
{
d(e) v∗ /∈ e
d(e)−1 v∗ ∈ e and d(e)> 0.
(cf. Corollary 2.30)
Put v∗ with gd(H)>gd˜(H) into V d2 (H).
Put v∗ with gd(H) =gd˜(H) into V d3 (H).
The correctness of the sets Ed1 (H) and V
d
1 (H) follows from our decomposition Theorem 3.2.
For the correctness of the other sets compare the proofs of the Corollaries 2.30 and 2.33. 
3.4 The special case of E-maximum matchings
In our next step we will study E-maximum matchings and E-vertex covers as a special case
because this setting is usually considered for graph and hypergraph matching in the literature.
Since E-vertex covers are only 0,1 allocations of the vertex set, we can get stronger results in
this case. In particular, we show how to obtain the sets V E1 (H), V
E
2 (H), and V
E
3 (H) from the
sets EE1 (H), E
E
2 (H), E
E
3 (H) directly without the use of optimization algorithms.
Corollary 3.6. Let H = (V,E) be a balanced hypergraph. Given the following six vertex and
edge sets (cf. Figure 3.2):
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V E1 (H) := {v ∈V | xv = 1 for all minimum E-vertex covers x of H}
= {v ∈V | gE(H)<gE(H \ v)},
V E2 (H) := {v ∈V | there are two minimum E-vertex covers x1 and x2 of H
with x1v = 1 and x
2
v = 0 }
= {v ∈V | gE(H) =gE(H \ v) and v lies in all E-maximum matchings of H},
V E3 (H) := {v ∈V | xv = 0 for all minimum E-vertex covers of H}
= {v ∈V | there is a E-maximum matching M with v /∈V (M)},
EE1 (H) := {e ∈ E | e lies in all E-maximum matchings of H}
= {e ∈ E | τE(H)> τE(H \ e)},
EE2 (H) := {e ∈ E | there are two d-maximum matchings M1 and M2 of H
with e ∈M1 and e /∈M2 }
= {e ∈ E | τE(H) = τE(H \ e)
and ∑
v∈e
xv = 1 for all minimum E-vertex covers x of H},
EE3 (H) := {e ∈ E | e /∈M for all E-maximum matchings M of H}
= {e ∈ E | τE(H) = τE(H \ e) and
∑
v∈e
xv > 1 for at least one minimum d-vertex cover x of H}
the following conditions hold:
1. There is no edge e⊆V E3 (H).
2. Let e∈EE3 (H). Then EE1 (H) =EE1 (H \e),EE2 (H)=EE2 (H \e), and V E3 (H)=V E3 (H \e).
3. Let v∈V E3 (H). Then V E1 (H)=V E1 (H \v),V E2 (H)=V E2 (H \v), and EE3 (H)=EE3 (H \v).
4. Let v ∈V E2 (H). Then it holds:
V E1 (H) ⊆ V E1 (H \ v)
V E2 (H)\{v} ⊆ V E1 (H \ v)∪V E2 (H \ v)∪V E3 (H \ v)
V E3 (H) ⊆ V E3 (H \ v).
5. Let e ∈ EE2 (H). Then it holds:
EE1 (H) ⊆ EE1 (H \ e)
EE2 (H)\{e} ⊆ EE1 (H \ e)∪EE2 (H \ e)∪EE3 (H \ e)
EE3 (H) ⊆ EE3 (H \ e).
6. The edges of EE1 (H) are pairwise disjoint and not incident with edges of E
E
2 (H).
7. For all e ∈ EE1 (H) it holds e⊆V E2 (H) or e = {v} with v ∈V E1 (H).
8. For all e∈EE2 (H) it holds: Either there is exactly one vertex v∈ e∩V E1 (H) and e\{v}⊆
V E3 (H) or there are at least two vertices v1,v2 ∈ e∩V E2 (H) and e∩V E1 (H) = /0.
9. gE(H) = |EE1 (H)|+gE(H(EE2 (H))).
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vertices of V E1 (H)
vertices of V E2 (H)
vertices of V E3 (H)
edges of EE1 (H)
edges of EE2 (H)
edges of EE3 (H)
Figure 3.2: Some examples of our decomposition.
Proof. The two new assertions 7 and 8 rely on the fact that for any minimum E-vertex cover
x and for any edge e ∈ EE1 (H)∪EE2 (H) it holds ∑
v∈e
xv = 1 (cf. Corollary 2.26). 
Remark 3.7. In case we know the sets EE1 (H), E
E
2 (H), E
E
3 (H) as well as the collection of all
E-maximum matchings Π, we can directly define the sets V E1 (H), V
E
2 (H) and V
E
3 (H).
a) Put all vertices, which do not lie in all matchings M ∈Π, into V E3 (H) and remove them
from H.
b) Put all vertices, which lie in loops, into V E1 (H).
c) Put the remaining vertices into V E2 (H).
Please note that this is not possible for the general decompositions.
3.5 Comparison with the classical decomposition I
In this section we compare our decomposition with the classical Gallai-Edmonds decomposi-
tion. The classical decomposition of Gallai and Edmonds [Gal65] [Edm68] decomposes the
vertices of a graph H = (V,E) into the following three sets:
DH = {v ∈V | v is not covered by every maximum matching M of H},
AH = {v ∈V \DH | v is a neighbor of a vertex v˜ ∈ DH} and
CH = V \ (AH ∪DH).
In the case of balanced hypergraphs a similar definition of AH by means of the neighborhood
of DH resp. V E3 (H) does not yield strong results. Therefore, we have decomposed the vertices
according to their persistency in optimum solutions of the vertex cover problem. Nevertheless,
in the case of bipartite graphs, the classical decomposition and our own decomposition are
equal.
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0 · · · 0
1 · · · 1
0/1...
0/1
0/1
...
0/1
DH
AH
CH
V E3 (H)
V E1 (H)
V E2 (H)
Figure 3.3: The structure of the Gallai-Edmonds decomposition and a minimum E-vertex
cover.
Theorem 3.8. Let H = (V,E) be a bipartite graph without loops, and let the sets AH ,CH ,DH
and V E1 (H),V
E
2 (H),V
E
3 (H) be defined as before. Then AH =V
E
1 (H),CH =V
E
2 (H), and DH =
V E3 (H).
Proof. It is obvious that DH =V E3 (H). By means of the classical Gallai Edmonds decomposi-
tion (cf. [Gal65] and [Edm68] ) we can construct an E-vertex cover of the graph H (cf. Figure
3.3). Set xv = 1 for one class of the bipartition of CH , xv = 1 for all v ∈ AH and xv = 0 for all
v ∈ DH =V E3 (H). This is again an E-vertex cover of H because edges in graphs have at most
cardinality 2 and there is no edge in the subgraph induced by the vertices of DH = V E3 (H).
Furthermore, x has the same weight as any E-maximum matching of H. Therefore, it is a min-
imum E-vertex cover. Summarizing all the above, we deduce CH ⊆V E2 (H). Now consider an
abitrary vertex v ∈ AH . If we set xv = 0, there would be an edge between v and DH =V E3 (H),
which could not be covered by x, because vertices of DH = V E3 (H) always have weight 0.
Hence, we obtain AH ⊆V E1 (H). This completes the proof.
3.6 The case of V -maximum matchings
At first we will investigate the set VV2 (H). The statement helps to strengthen our decomposition
in the case of V -maximum matchings and V -vertex covers.
Lemma 3.9. Let H = (V,E) be a balanced hypergraph and v∈V . ThengV (H)−1 =gV (H \
v) if and only if a minimum vertex cover x of H exists with xv = 1.
Proof. IfgV (H)−1 =gV (H \v), there is a vertex cover x˜ of H \v with total weightgV (H)−
1 and one can obtain a vertex cover of H by setting x˜v = 1. This vertex cover has the same
weight as every maximum matching of H. Therefore, it is a minimum vertex cover.
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If there is a minimum vertex cover x of H with xv∗ = 1 for a vertex v∗ ∈ V , then x˜v = xv for
all v ∈ V \ {v∗} is a vertex cover of H \ v∗ (possibly not minimum). Consider a maximum
matching M of H.
Case 1: v∗ ∈V (M)
Then we have found a vertex cover and a matching of H \ v∗ with the same value, namely
gV (H)−1. Hence, both are optimum and gV (H)−1 =gV (H \ v∗).
Case 2: v∗ /∈V (M)
Then we have found a matching of greater weight than a vertex cover in H \ v∗. But this is
impossible. 
The next theorem is the decomposition of Theorem 3.2 transferred to the case of V -maximum
matchings and V -vertex covers. Please note that the V -weight function changes if we re-
move vertices from our hypergraph. Therefore, our decomposition sets are defined slightly
differently. Moreover, we emphasize that this theorem is one of the main tools for our new
combinatorial proof of Hall’s theorem (cf. Chapter 4).
Theorem 3.10. Let H = (V,E) be a balanced hypergraph. We define the sets:
VV1 (H) := {v ∈V | xv ≥ 2 for all minimum vertex covers x of H}
= {v ∈V | gV (H)≤gV (H \ v) and v lies in all maximum matchings of H},
VV2 (H) := {v ∈V | there is a vertex cover x of H with xv = 1}
= {v ∈V | gV (H)−1 =gV (H \ v)},
VV3 (H) := {v ∈V | xv = 0 for all minimum vertex covers x of H}
= {v ∈V | there is a maximum matching M of H with v /∈V (M)},
EV1 (H) := {e ∈ E | e lies in all maximum matchings of H}
= {e ∈ E | τV (H)> τV (H \ e)},
EV2 (H) := {e ∈ E | there are two maximum matchings
M1 and M2 of H with e ∈M1 and e /∈M2 }
= {e ∈ E | τV (H) = τV (H \ e) and ∑
v∈e
xv = |e| for all minimum vertex
covers x of H},
EV3 (H) := {e ∈ E | e /∈M for all maximum matchings M of H}
= {e ∈ E | τV (H) = τV (H \ e) and ∑
v∈e
xv > |e| for at least one minimum
vertex cover x of H}.
Then the following conditions hold:
1. There is no edge e⊆VV3 (H).
2. Let e∈EV3 (H). Then EV1 (H)=EV1 (H \e),EV2 (H)=EV2 (H \e), and VV3 (H)=VV3 (H \e).
3. Let v ∈VV2 (H). Then it holds:
VV1 (H) ⊆ VV1 (H \ v)
VV2 (H)\{v} ⊆ VV1 (H \ v)∪VV2 (H \ v)∪VV3 (H \ v)
VV3 (H) ⊆ VV3 (H \ v).
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4. Let e ∈ EV2 (H). Then it holds:
EV1 (H) ⊆ EV1 (H \ e)
EV2 (H)\{e} ⊆ EV1 (H \ e)∪EV2 (H \ e)∪EV3 (H \ e)
EV3 (H) ⊆ EV3 (H \ e).
5. Let v ∈VV3 (H). Then it holds:
VV1 (H) ⊆ VV1 (H \ v)∪VV2 (H \ v)
VV2 (H) ⊆ VV2 (H \ v)
VV3 (H)\{v} ⊆ VV2 (H \ v)∪VV3 (H \ v).
6. |e| ≥ 2|e∩VV1 (H)| holds for all edges e ∈ EV1 (H)∪EV2 (H).
|e| ≥ 2|e∩VV1 (H)|+1 holds for all edges e ∈ EV1 (H)∪EV2 (H) with e∩VV2 (H) 6= /0.
7. The edges of EV1 (H) are pairwise disjoint and not incident with edges of E
V
2 (H).
8. e⊆VV1 (H)∪VV2 (H) for all e ∈ EV1 (H).
9. gV (H) = ∑
e∈EV1 (H)
|e|+gV (H(EV2 (H))).
Proof. Firstly, we have to show that the different definitions of our sets are equivalent. The
two different definitions of VV2 (H) are equal because of Lemma 3.9. Moreover, the lemma
yields the equality of the two definitions of VV1 (H). The equality of the remaining definitions
and the assertions 1. to 4. can be deduced along the lines of the proof of Theorem 3.2.
5. Consider H and H \ v for a vertex v ∈ VV3 (H). Then any minimum vertex cover x of
H is also a minimum vertex cover of H \ v (by deleting xv = 0). This is the reason
why every vertex v ∈VV2 (H) is contained in VV2 (H \ v). Moreover, there is no vertex in
VV1 (H)∩VV3 (H \ v) because such vertices would have weight 0 in any minimum vertex
cover of H \v. Furthermore, there is no vertex in VV3 (H)\{v}∩VV1 (H \v) because such
vertices would have weight at least 2 in any minimum vertex cover of H \ v.
6. This assertion relies on the fact, that for every minimum vertex cover x and any edge of
a maximum matching m it holds ∑
v∈m
xv = |m|.
The other claims are again in analogy to Theorem 3.2 and Corollary 3.6. 
Remark 3.11. In general, the sets VV1 (H) and V
V
1 (H \ v) resp. VV2 (H) and VV2 (H \ v) are
not equal for a vertex v ∈ VV3 (H). An easy example for this fact is a path P = v1e1v2e2v3.
v2 ∈VV1 (P) and v1,v3 ∈VV3 (P), but VV1 (P\ v1) = /0 and VV2 (P\ v1) = {v2,v3}.
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3.7 Comparison with the classical decomposition II
The next theorem compares the foregoing decomposition to the classical one of Gallai and
Edmonds. Again, as in the E-weight function case, we can see that the decomposition of
the vertex sets are equal when we consider bipartite graphs. Moreover, we investigate factor-
critical and balanced hypergraphs particularly with regard to Chapter 4 and the proof of Hall’s
theorem.
0 · · · 0
2 · · · 2
1...
1
1
...
1
DH
AH
CH
VV3 (H)
VV1 (H)
VV2 (H)
Figure 3.4: The structure of the Gallai-Edmonds decomposition and a minimum V -vertex
cover.
Theorem 3.12. Let H = (V,E) be a balanced hypergraph, and let the sets VV1 (H), V
V
2 (H),
VV3 (H) and AH , CH , DH be defined as before. Then AH = V
V
1 (H), CH = V
V
2 (H) and DH =
VV3 (H) if:
1. VV2 (H) = /0, in particular if H is factor critical, or
2. H is a bipartite graph.
Proof. 1. It is clear that DH =VV3 (H). If H is factor critical, the equationgV (H)≤gV (H \
v) holds for all v ∈V. Therefore, v ∈VV1 (H) or v ∈VV3 (H). Hence, VV2 (H) = /0.
Now we consider an abitrary balanced hypergraph with VV2 (H) = /0 and suppose that
there is a vertex in CH ∩VV1 (H). This vertex would not have any neighbors in DH . Since
VV2 (H) = /0, we would obtain an edge m of a maximum matching with ∑
v∈m
xv ≥ 2|m|.
This contradicts Corollary 2.26. Hence, we conclude
CH ⊆VV2 (H) = /0 and VV1 (H) = AH .
2. H is a bipartite graph. By means of its classical Gallai Edmonds decomposition (cf.
[Gal65] and [Edm68] ) we can construct a vertex cover of the graph H (cf. Figure 3.4).
Set xv = 1 for all v ∈ CH , xv = 2 for all v ∈ AH and xv = 0 for all v ∈ DH . This is a
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vertex cover of H because edges in graphs have at most cardinality 2 and there is no
edge in the subgraph induced by the vertices of DH . Furthermore, x has the same weight
as any maximum matching of H. Therefore, it is a minimum vertex cover. To sum up
the above, we deduce CH ⊆ VV2 (H). Now consider an arbitrary vertex v ∈ AH . If we
set xv ≤ 1, there would be an edge between v and DH , which could not be covered by
x, because vertices of DH always have weight 0. Hence, we obtain AH ⊆ VV1 (H). This
completes the proof.
3.8 Decomposition for stable sets and edge covers
Finally, we transfer our decomposition theorems to the dual notions, namely, weighted stable
sets and edge covers. In the following we restrict the function d to the set V \ {v}, if we
consider H \ v for some v ∈ V. Suppose an edge e contains a vertex v with positive weight
and v /∈ f for all f ∈ E \ e. We define αd(H \ e) = ρd(H \ e) = ∞ to sustain the duality of this
decomposition theorem to the decomposition theorem 3.2.
Corollary 3.13. Let H = (V,E) be a balanced hypergraph and d : V → N a weight function
of the vertices. Now we define six vertex and edge sets:
(V d1 (H))
∗ := {v ∈V | v lies in all d-maximum stable sets of H}
= {v ∈V | ρd(H)> ρd(H \ v)},
(V d2 (H))
∗ := {v ∈V | there are two d-maximum stable sets S1 and S2 of H
with v ∈ S1 and v /∈ S2 }
= {v ∈V | ρd(H) = ρd(H \ v) and ∑
e3v
xe = d(v)
for all minimum d-edge covers x of H},
(V d3 (H))
∗ := {v ∈V | v /∈ S for all d-maximum stable sets S of H}
= {v ∈V | ∑
e3v
xe > d(v) for at least one minimum d-edge cover x of H},
(Ed1 (H))
∗ := {e ∈ E | xe > 0 for every minimum d-edge cover x}
= {e ∈ E | αd(H)< αd(H \ e)},
(Ed2 (H))
∗ := {e ∈ E | there are two minimum d-edge covers x1 and x2 of H
with x1e > 0 and x
2
e = 0 }
= {e ∈ E | S∩ e 6= /0 for all d-maximum stable sets S of H and
αd(H) = αd(H \ e)},
(Ed3 (H))
∗ := {e ∈ E | xe = 0 for all minimum d-edge covers x of H}
= {e ∈ E | there is a d-maximum stable set S of H with v /∈ e for all v ∈ S}.
Then the following conditions hold:
1. There is no vertex v solely contained in edges of (Ed3 (H))
∗.
2. Let e ∈ (Ed3 (H))∗. Then (Ed1 (H))∗ = (Ed1 (H \ e))∗,(Ed2 (H))∗ = (Ed2 (H \ e))∗,
and (V d3 (H))
∗ = (V d3 (H \ e))∗.
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3. Let v ∈ (V d3 (H))∗. Then (V d1 (H))∗ = (V d1 (H \ v))∗,(V d2 (H))∗ = (V d2 (H \ v))∗,
and (Ed3 (H))
∗ = (Ed3 (H \ v))∗.
4. Let v ∈ (V d2 (H))∗. Then it holds:
(V d1 (H))
∗ ⊆ (V d1 (H \ v))∗
(V d2 (H))
∗ \{v} ⊆ (V d1 (H \ v))∗∪ (V d2 (H \ v))∗∪ (V d3 (H \ v))∗
(V d3 (H))
∗ ⊆ (V d3 (H \ v))∗.
5. Let e ∈ (Ed2 (H))∗. Then it holds:
(Ed1 (H))
∗ ⊆ (Ed1 (H \ e))∗
(Ed2 (H))
∗ \{e} ⊆ (Ed1 (H \ e))∗∪ (Ed2 (H \ e))∗∪ (Ed3 (H \ e))∗
(Ed3 (H))
∗ ⊆ (Ed3 (H \ e))∗.
6. The vertices of (V d1 (H))
∗ form a stable set and are not adjacent to vertices of (V d2 (H))
∗.
7. v /∈ e for all e ∈ (Ed3 (H))∗ and for all v ∈ (V d1 (H))∗.
8. αd(H) = ∑
v∈(V d1 (H))∗
d(v)+αd(H((V d2 (H))
∗)). 
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In this chapter we will prove Hall’s theorem for balanced hypergraphs by means of our de-
composition theory. The original version for bipartite graphs was independently proven by
Ko˝nig [Ko˝n31] and Hall [Hal35]. The generalization for balanced hypergraphs has first
been proven by Conforti et al. [CCKV96]. Later, Huck and Triesch gave a combinatorial
proof [HT02]. Before we start, we will state a necessary definition.
Definition 4.1. We say that a hypergraph H satisfies the Hall condition if for all disjoint
A,B ⊆ V with |A| > |B| an edge e ∈ E exists with |e∩A| > |e∩B| (cf. Figure 4.1). A pair
A,B ⊆ V is called critical if |A| > |B|, there is no edge e ∈ E with |e∩ A| > |e∩ B|, and
|A|+ |B| is minimal with this property. Note that |A|= |B|+1 in this case. 
Remark 4.2. The Hall condition for a bipartite graph H = (U∪W,E) (U and W are the classes
of the bipartition) is usually defined in the following way:
For all sets A⊆U or A⊆W it holds
|A| ≤ |{v ∈V | v is a neighbor of a vertex of A}|.
The condition stated in Definition 4.1 is equivalent to this one in the case of bipartite graphs.
On the one hand suppose that for all disjoint A,B⊆V with |A|> |B| an edge e ∈ E exists with
|e∩A|> |e∩B|, and, moreover, there is a set A∗ with
|A∗|> |{v ∈V | v is a neighbor of a vertex of A∗}|.
It holds |e∩A∗| ≤ |e∩ {v ∈ V | v is a neighbor of a vertex of A∗}| for all e ∈ E. Therefore,
A∗ and the set of its neighbors violate our assumption. On the other hand suppose the usual
Hall condition is fulfilled. Then our bipartite graph has a perfect matching and therefore the
condition of Definition 4.1 is clearly fulfilled, too. 
V
BA e
Figure 4.1: Two disjoint sets A,B⊆V not violating the Hall condition
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Now we will prove Hall’s theorem by our decomposition theorem.
Theorem 4.3. [CCKV96] A balanced hypergraph H = (V,E) has a perfect matching if and
only if H satisfies the Hall condition.
Proof. The “only if” direction is true because any hypergraph with a perfect matching clearly
satisfies the Hall condition. Suppose for the “if” direction that there is a balanced hypergraph
H = (V,E), which satisfies the Hall condition and has no perfect matching. Choose H with
these properties such that |V | is minimal. Hence, H is factor critical, AH = VV1 (H) and CH =
VV2 (H) = /0 (cf. Theorem 3.12). Assume that xv = 2 for all v ∈ VV1 (H) (cf. Figure 4.2) in a
minimum vertex cover x.
VV3 (H)V
V
1 (H)
2 2 0 0
2 2 0 0
...
0
Figure 4.2: Structure of a maximum matching in a minimum counterexample with xv = 2 for
all v ∈VV1 (H).
By Theorem 2.21, 2|VV1 (H)|= gV (H), whereas the minimality of |V | implies that gV (H) =
n−1. Hence,
2|VV1 (H)|= n−1⇔ |VV1 (H)|+1 = |VV3 (H)|.
Moreover, |e∩VV3 (H)| ≤ |e∩VV1 (H)| for all e ∈ E, otherwise x would not be a vertex cover.
Thus, the sets A = VV3 (H) and B = V
V
1 (H) violate the Hall condition. Therefore a vertex
v∗ ∈V with xv∗ ≥ 3 exists for any minimum vertex cover x of H and |VV3 (H)|> |VV1 (H)|+1.
For each v ∈ VV3 (H) we choose a matching Mv, which is a maximum matching of H not
containing v. Now we consider the hypergraph
H˜ =
V, ∗[
v∈VV3 (H)
Mv
 .
It holds degH˜(v) = |VV3 (H)| for all v ∈VV1 (H) and degH˜(v) = |VV3 (H)|−1 for all v ∈VV3 (H).
Hence, we obtain
∑
v∈V
(degH˜(v)−δ(H˜)) = |VV1 (H)| ≤ |VV3 (H)|−2 = δ(H˜)−1.
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Therefore, because of Theorem 2.16, H˜ has a perfect matching and so we can conclude that
H has a perfect matching, too. This is a contradiction. 
Again we transfer our results to the dual hypergraph.
Corollary 4.4. A balanced Hypergraph H = (V,E) has a stable set S incident to all edges if
and only if for all disjoint sets A,B⊆ E with |A|> |B|, there is a v ∈V with
|{a ∈ A | v ∈ a}|> |{b ∈ B | v ∈ b}|.

Remark 4.5. Now we will consider the special case of bipartite graphs. Note that our defini-
tion of factor criticality is not equal to the one, which is often found in literature. Usually, a
graph G = (V,E) is defined to be factor critical if G− v has a perfect matching for all v ∈ V.
Here, we call G resp. a hypergraph H factor critical if G \ v resp. H \ v has a perfect match-
ing for all v ∈ V. It is therefore possible to obtain bipartite and factor critical graphs with our
definition. Consider Figure 4.3.
v1
v2
v3
H
v2
v3
H \ v1
v1 v3
H \ v2
v1
v2
H \ v3
Figure 4.3: A factor critical and bipartite graph.
To obtain Hall’s theorem for bipartite graphs, we only need the first part of the above proof:
As before, we start by choosing a minimal counterexample H, which is factor critical and
AH = VV1 (H) and CH = V
V
2 (H) = /0. It holds xv = 2 for all v ∈VV1 (H) and a minimum vertex
cover x because H is a graph. Then the equation
2|VV1 (H)|= n−1⇔ |VV1 (H)|+1 = |VV3 (H)|
is fulfilled. Moreover, |e∩VV3 (H)| ≤ |e∩VV1 (H)| for all e ∈ E. Otherwise x would not be a
vertex cover. Thus, the sets A =VV3 (H) and B =V
V
1 (H) violate the Hall condition. 
It is obvious that a hypergraph, which does not fulfill the Hall condition, has no perfect match-
ing. In the next remark we will state consequences of this insight for the vertex cover problem.
Remark 4.6. Let a balanced hypergraph H = (V,E) be given and suppose H contains a pair
A,B⊆V with |A|> |B|,A∩B = /0, and there is no edge e ∈ E with |e∩A|> |e∩B|. Now we
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.... . .
Figure 4.4: A hypergraph consisting of two intersecting edges with cardinality k+1.
can construct a vertex cover x of H in the following way: Set
xv =

0 v ∈ A
2 v ∈ B
1 v ∈V \ (A∪B)
for all v∈V.Moreover, we can deduce thatgV (H)≤ ∑
v∈V
xv = n−|A|+ |B|.Hence, ifgV (H)=
n−k for k ∈ {0,1},H has a minimum vertex cover x with xv≤ k+1 for all v∈V. The question
is, whether we can transfer this result to lower matching numbers.
Figure 4.4 shows, that a function x : E → N, with xv < k+1 for all v ∈ V, cannot be a vertex
cover of hypergraphs H with gV (H) = n− k and k ∈ N,k ≥ 2 in general. The hypergraph of
Figure 4.4 has exactly one minimum vertex cover, in which the values of all vertices are zero,
except the vertex in the intersection of the two edges. Its value is k+1.
Therefore, we have to investigate, if the bound xv≤ k+1 is large enough to cover any balanced
hypergraph with gV (H) ≤ n− k. It is obvious that we could only have a problem with this
bound, if our hypergraph contains edges e with |e| > k+1. Suppose there is a hypergraph H
with gV (H) = n− k and for all minimum vertex covers, there is a vertex v∗ with xv∗ > k+1.
Then there is an edge e∗ ∈ E with v∗ ∈ e∗,xv∗ > k+1 and |e∗|> k+1. First suppose v∗ is only
contained in other edges e ∈ E \{e∗} with |e| ≤ k+1. Then we can pass some weight of v∗ to
other vertices of e∗. (If for all vertices v ∈ e∗ it holds xv ≥ k+1, we can directly diminish the
weight of v∗, without changing the other weights.) Hence, we get a contradiction in this case
and therefore v∗ ∈ e˜ 6= e∗ with |e˜|> k+1. To sum up, we obtain that H has a partial hypergraph
H˜ = (e∗∪ e˜,{e∗, e˜}),which consists of two intersecting edges of cardinality greater than k+1.
One possible case is that these edges only intersect in v∗, then this partial subhypergraph H˜
has a matching number smaller than |V (H˜)|−k, but, unfortunately, we still do not know, what
are the consequences for H itself.
We conjecture that the bound mentioned above is large enough. Moreover, it is clear that bal-
anced hypergraphs with maximum edge size 3 fulfill the conjecture. The first critical situation
arises for balanced hypergraphs containing edges of size 4 and having a matching number of
exactly n−2. 
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In order to obtain further results about balanced hypergraphs, we will now apply the theory
from the foregoing chapters. First, we will investigate extendability properties of balanced hy-
pergraphs and subsequently we derive several new characterizations of balanced hypergraphs.
Moreover, we briefly summarize, which parts of our matching theory can be conveyed to the
larger class of normal hypergraphs. Next, we investigate special classes of balanced hyper-
graphs, their matchings and vertex covers by means of our theory. The last result of this work
establishes a link between the regularity conditions of Chapter 2 and Hall’s theorem. It can be
interpreted as a generalization of a theorem of Ore [Ore62] for bipartite graphs.
5.1 Extendability
In this section we will try to obtain results about balanced hypergraphs having the strong
property that any of their edges is contained in a perfect matching. Such hypergraphs are
called extendable, a notion due to Plummer [Plu80]. Next, we are going to define the stronger
notion of k-extendability.
Definition 5.1. [Plu80] Let H = (V,E) be a hypergraph. We say that H is k-extendable if for
every set F = {e1, · · · ,ek} ⊆ E of k pairwise disjoint edges there is a perfect matching M of H
with F ⊆M. 
Surveys about the extendability properties of graphs can be found in [Plu94] and [Plu96].
[Plu88] treats the special case of the extendability of bipartite graphs. To characterize 1-
extendability, we define a special property of hypergraphs originally defined for graphs in
[Ber76] and later for hypergraphs in [Ber78].
Definition 5.2. [Ber76] Let H = (V,E) be a hypergraph. If we can multiply each edge
e of H with a positive natural number and obtain a regular hypergraph, then H is called
regularizable. 
With this definition, a characterization of the 1-extendability of balanced hypergraphs can be
proven.
Theorem 5.3. Let H = (V,E) be a balanced hypergraph and A its incidence matrix. The
following assertions are equivalent:
1. H is 1-extendable.
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2. x ≡ 1 is a minimum vertex cover of H and for any other minimum vertex cover x˜ of H
and each edge e ∈ E it holds ∑
v∈e
x˜v = |e|.
3. EV3 (H) =V
V
3 (H) = /0.
4. The system of linear equations Ay = 1 has a solution y> 0.
5. H is regularizable.
6. H−V (e) fulfills the Hall condition for all e ∈ E.
Proof. The first two characterizations of 1-extendability rely on Ko˝nig’s Theorem 2.21 and
our decomposition Theorem 3.10.
If the system of linear equations Ay = 1 has a strictly positive solution, H is regularizable
(multiply y by the common denominator of its entries, cf. Theorem 2.36). Moreover, if H
is regularizable we can multiply each edge e of H by a positive natural number and obtain a
regular and balanced hypergraph. Therefore, the edge set of the new hypergraph decomposes
into edge disjoint perfect matchings. This is the reason why every edge of H lies in a perfect
matching. Hence, H is 1-extendable. Moreover, if H is 1-extendable, we can set
ye =
the number of all perfect matchings containing e
the number of all perfect matchings
.
The vector y, with entries ye,e ∈ E, is a solution of the system of linear equations Ay = 1 and
y> 0.
The last characterization is clear in view of the definitions of H−V (e) and 1-extendability. 
As before we transfer the last result to the dual notions.
Corollary 5.4. Let H = (V,E) be a balanced hypergraph, A its incidence matrix and d : V →
N,d(v) = degH(v) a weight function of the vertices. The following assertions are equivalent:
1. Each vertex v ∈V is contained in a stable set S incident to all edges e ∈ E.
2. x ≡ 1 is a minimum d-edge cover of H, and for any other minimum edge cover x˜ of H
and each vertex v ∈V it holds ∑
e3v
x˜e = degH(v)
3. (EV3 (H))
∗ = (VV3 (H))
∗ = /0.
4. The system of linear equations (At)y = 1 has a solution y> 0.
5. The vertices of H can be multiplied (i.e., each vertex v∈V is replaced by a set {v1, · · · ,vk},
k ∈ N, of vertices lying in exactly the same edge set as v) such that H is uniform. 
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5.2 Characterizations of balanced hypergraphs
In this section we state new characterizations of balanced hypergraphs. In order to arrange our
statements clearly, we have grouped similar characterizations.
Theorem 5.5. Let H = (V,E) be a hypergraph. The following statements are equivalent:
1. H = (V,E) is balanced.
2. a) There is no edge e∈ E˜ with e⊆V d3 (H˜) for every partial subhypergraph H˜ = (V˜ , E˜)
of H and for every weight function d.
b) There is no edge e∈ E˜ with e⊆V E3 (H˜) for every partial subhypergraph H˜ =(V˜ , E˜)
of H.
c) There is no edge e∈ E˜ with e⊆VV3 (H˜) for every partial subhypergraph H˜ =(V˜ , E˜)
of H.
3. a) V d1 (H˜)∪V d2 (H˜) 6= /0 for every partial subhypergraph H˜ of H and for every weight
function d.
b) V E1 (H˜)∪V E2 (H˜) 6= /0 for every partial subhypergraph H˜ of H.
c) VV1 (H˜)∪VV2 (H˜) 6= /0 for every partial subhypergraph H˜ of H.
4. a) It holds for every partial subhypergraph H˜ = (V˜ , E˜) of H : ∑
v∈e
xv = d(e) for every
weight function d of E˜, every minimum d-vertex cover x of H˜ and for each e ∈ E˜,
which is contained in a d-maximum matching of H˜.
b) It holds for every partial subhypergraph H˜ of H : ∑
v∈e
xv = 1 for every minimum
E-vertex cover x of H˜ and for each e ∈ E˜, which is contained in an E-maximum
matching of H˜.
c) It holds for every partial subhypergraph H˜ of H : ∑
v∈e
xv = |e| for every minimum
V -vertex cover x of H˜ and for each e ∈ E˜, which is contained in a V -maximum
matching of H˜.
5. a) xv = 0 for every minimum d-vertex cover x of H and for each v ∈ V, which is not
contained in every d-maximum matching.
b) It holds for every partial subhypergraph H˜ of H : xv = 0 for every minimum E-
vertex cover x of H˜ = (V˜ , E˜) and for each v ∈ V˜ , which is not contained in every
E-maximum matching of H˜.
c) It holds for every partial subhypergraph H˜ of H : xv = 0 for every minimum V -
vertex cover x of H˜ = (V˜ , E˜) and for each v ∈ V˜ , which is not contained in every
V -maximum matching.
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6. a) The edge set of every regular partial subhypergraph H˜ of H decomposes into per-
fect matchings.
b) It holds for every partial subhypergraph H˜ =(V˜ , E˜) of H : If ∑
v∈V˜
(∆(H˜)−degH˜(v))≤
∆(H˜)−1, then H˜ has a perfect matching.
c) It holds for every partial subhypergraph H˜ =(V˜ , E˜) of H : If ∑
v∈V˜
(∆(H˜)−degH˜(v))≤
q∆(H˜)−1, then H˜ has a matching M with |VH˜(M)| ≥ |V˜ |−q+1.
7. a) The edge set of every regular partial subhypergraph H˜ of H decomposes into δ(H˜)
edge covers.
b) It holds for every partial subhypergraph H˜ = (V˜ , E˜) of H : If ∑
v∈V˜
(degH˜(v)−
δ(H˜))≤ δ(H˜)−1, then H˜ has a perfect matching.
c) It holds for every partial subhypergraph H˜ = (V˜ , E˜) of H : If ∑
v∈V˜
(degH˜(v)−
δ(H˜))≤ qδ(H˜)−1, then H˜ has an edge cover C with ∑
e∈C
|e∩V˜ | ≤ |V˜ |+q−1.
8. Each regularizable partial subhypergraph H˜ of H is 1-extendable.
9. Each partial subhypergraph H˜ of H contains a matching, which is incident to all vertices
of maximum degree.
Proof. If the hypergraph H is balanced, the assertions follow from our Theorems 2.13, 2.16,
2.21, 3.2, 3.6, 3.10, 5.3, and Corollary 2.11. For the reverse direction suppose that H is not
balanced. This is the reason why there is a partial subhypergraph C of H, which is a strong
odd cycle. Now we prove that the different assertions do not hold for C:
2. a),b),c):
Hence, e⊆V E3 (C) resp. e⊆VV3 (C) for every edge e of C.
3. a),b),c):
Moreover, V E1 (C)∪V E2 (C) = /0 resp. VV1 (C)∪VV2 (C) = /0.
4. a),b),c):
Furthermore, for each minimum E- resp. V -vertex cover x there is an edge e of C with
∑
v∈e
xv > 1 resp. ∑
v∈e
xv > |e| and every edge of a strong odd cycle lies in a maximum matching
(E of V ) of the cycle.
5. a),b),c):
Since for every vertex v of C there exists an E- resp. V -maximum matching M of C not con-
taining v, the assertion cannot be fulfilled for a hypergraph, which is not balanced.
6. a),b),c):
The edge set of a strong odd cycle, which is a regular subhypergraph, does not decompose into
perfect matchings of the cycle. Moreover, the odd cycle does not have a perfect matching.
7. a),b),c):
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In addition, the edge set does not decompose into δ(C) edge covers and there is no edge cover,
which is also a perfect matching.
8.:
C is a regular hypergraph, therefore obviously regularizable but not 1-extendable.
9.:
C does not contain a matching covering all vertices of maximum degree.
Our next corollary transforms the characterizations above to the dual notions. We could trans-
form every characterization into the dual notions but we merely give a selection of interesting
characterizations.
Corollary 5.6. Let H = (V,E) be a hypergraph. The following statements are equivalent:
1. H = (V,E) is balanced.
2. Every vertex v ∈ V˜ is contained in an edge e ∈ (Ed1 (H˜))∗∪ (Ed2 (H˜))∗ for every weight
function d and every partial subhypergraph H˜ = (V˜ , E˜) of H.
3. (Ed1 (H˜))
∗∪ (Ed2 (H˜))∗ 6= /0 for every weight function d and every partial subhypergraph
H˜ = (V˜ , E˜) of H.
4. It holds for every partial subhypergraph H˜ = (V˜ , E˜) of H : ∑
e3v
xe = d(v) for every weight
function d, every minimum d-edge cover x of H˜, and for each v ∈ V˜ , which is contained
in some d-maximum stable set of H˜.
5. The vertex set of every uniform partial subhypergraph H˜ = (V˜ , E˜) of H decomposes into
stable sets S1, · · · ,Srank(H˜) with |Si∩ e|= 1 for i = 1, · · · , rank(H˜) and for every e ∈ E˜.
6. Each partial subhypergraph H˜ of H contains a stable set, which is incident to all edges
of maximum cardinality.
5.3 Matchings in normal hypergraphs
The class of normal hypergraphs is a superclass of the set of balanced hypergraphs. They
were introduced by Lova´sz in [Lov72] as a tool to prove the Weak Perfect Graph Theorem.
Lova´sz showed that line graphs of normal hypergraphs are perfect graphs (cf. [Lov72]). Later,
Gro¨tschel, Lova´sz, and Schrijver proved in [GLS81] that for example the maximum weight
stable set problem can be solved for this class of graphs in polynomial time.
The edges of a normal hypergraph H, corresponding to the vertices of a maximum weight
stable set of the line graph L(H), form a maximum weight matching in H. This is the reason
why their algorithm, based on the ellipsoid method, can be used for the matching problem in
normal hypergraphs.
In this section we will briefly discuss, which parts of our matching theory can be applied to
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normal hypergraphs and which parts are not valid for this class. We start with the definition of
this class.
Definition 5.7. [Lov72] A hypergraph H is said to be normal if any partial hypergraph H˜ of
H has the colored edge property. 
It follows directly from this definition, that partial hypergraphs of normal hypergraphs are
again normal. However, induced subhypergraphs of normal hypergraphs are not necessarily
normal, as the Figure 5.1 shows (consider H \ v4).
v1 v4
v2
v3
Figure 5.1: Example of a normal hypergraph due to Berge
Moreover, we can see, that Hall’s theorem is not valid any more for this class of hypergraphs.
First of all, there are no isolated points in H. Therefore, setting B = /0 will not yield any
critical pair. Now, consider the setting B = {v1}. For all choices A = {v2,v3}, A = {v2,v4}
and A = {v3,v4} there is an edge containing more vertices of A than of B. The same is true for
the settings B = {v2},B = {v3}, and B = {v4}. If we choose B with |B| ≥ 2 we will not get any
critical pair because |V (H)|= 4. Summarizing we obtain that H fulfills the Hall condition, but
it has no perfect matching.
The last fact, which can be deduced from this example is, that our decomposition theory
is not suitable for this class of hypergraphs. There is only one minimum vertex cover for
this hypergraph, namely set xv4 = 3 and the remaining weights to zero. If you remove the
vertex v4, the matching number decreases. This contradicts our decomposition Theorem 3.10.
Analogously, we can argue that this hypergraph contradicts decomposition Theorem 3.2.
The next theorem is due to Lova´sz [Lov72] and shows some parallels between the matching
problem in normal hypergraphs and balanced ones. It can also be found in [Ber89].
Theorem 5.8. [Lov72] Let H = (V,E) be a normal hypergraph and A its incidence matrix.
Then it holds:
1. The polytope P = {y ∈ R|E| | Ay≤ 1,y≥ 0} is integral.
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2. gd(H) = τd(H) and, moreover, this equality holds for all partial hypergraphs H˜ of H.
Proof. For the first assertion use the proof of Theorem 2.36. For the second assertion apply
our proof of Ko˝nig’s Theorem 2.21. The two proofs make only use of the colored edge prop-
erty of the considered hypergraph H and hypergraphs, which are either partial hypergraphs of
H, or hypergraphs, which are obtained by multiplying edges of H. The colored edge property
is also true for these hypergraphs if H is a normal hypergraph. Hence, the proofs stated in
these theorems can be directly applied to normal hypergraphs. 
5.4 Miscellaneous
In this section we investigate several special balanced hypergraphs by means of our theory,
e.g., hypergraphs with special degree properties and factor critical hypergraphs. Moreover, we
apply Hall’s theorem to obtain a further regularity result, similar to the Theorems 2.13, 2.16,
and 2.20 (cf. [Ore62]).
Theorem 5.9. Let H = (V,E) be a balanced hypergraph and c,d ∈ N be given with d > c,
V = K ∪L and degH(v) = d for all v ∈ K and degH(v) = c for all v ∈ L. Then H contains a
perfect matching if |L| ≤ d−1d−c or |K| ≤ c−1d−c .
Proof. If |L| ≤ d−1d−c , the inequality of Theorem 2.13
∑
v∈V
(∆(H)−degH(v)) = (d− c)|L| ≤ d−1 = ∆(H)−1
holds. Hence, H has a perfect matching. Analogously, if |K| ≤ c−1d−c , the inequality of Theorem
2.16
∑
v∈V
(degH(v)−δ(H)) = (d− c)|K| ≤ c−1 = δ(H)−1
holds. Again, H has a perfect matching.
Now we construct a critical pair in another special class of balanced hypergraphs.
Theorem 5.10. Let H = (V,E) be a balanced hypergraph and k ∈ N. If the numbers |V |
min
e∈E
|e|
and
|V |
rank(H)
are both contained in the open interval (k,k+1), H has no perfect matching.
Proof. From Theorem 2.20 we know that H has an E-vertex cover x with at most
 |V |
min
e∈E
|e|
=
k vertices v with xv = 1. In addition, we obtain a stable set S with at least
⌈ |V |
rank(H)
⌉
= k+1
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vertices. We define C := {v ∈V | xv = 1}. It holds for all edges
|C∩ e| ≥ 1 and |S∩ e| ≤ 1.
Hence, C and S form a critical pair of H. Therefore, H has no perfect matching.
Factor critical and balanced hypergraphs were investigated in [CSZ07]. We now consider
vertex covers of balanced and factor critical hypergraphs.
Theorem 5.11. Let H = (V,E) be a balanced and factor critical hypergraph. Then |V |
is odd, V = VV1 (H)∪VV3 (H), (A,B) = (VV3 (H),VV1 (H)) is the only critical pair, and xv ={
2, v ∈VV1 (H)
0, v ∈VV3 (H)
is a vertex cover of H.
Proof. We have seen in Theorem 3.12 that V = VV1 (H)∪VV3 (H). Now, we choose a critical
pair A,B of H. Then A∪B = V because H \ v contains a perfect matching for all v ∈ V and
therefore cannot contain a critical pair. Suppose that B∩VV3 (H) 6= /0. Choose a vertex v ∈
B∩VV3 (H) and a maximum matching M with v /∈V (M). We obtain
|A|= |A∩V (M)|= ∑
m∈M
|A∩m| ≤ ∑
m∈M
|B∩m|= |B|−1.
This is a contradiction and we deduce that B∩VV3 (H) = /0, A ⊇ VV3 (H) and B ⊆ VV1 (H).
Moreover, we know that for every minimum vertex cover x of H it holds
xv
{
≥ 2, v ∈VV1 (H)
= 0, v ∈VV3 (H)
and therefore n−1 = |A|−1+ |B|= 2|B| ≤ 2|VV1 (H)| ≤ τV (H) =gV (H) = n−1. Hence, we
obtain that A = VV3 (H), B = V
V
1 (H), |V |= 2|VV1 (H)|+1 and that xv =
{
2, v ∈VV1 (H)
0, v ∈VV3 (H)
is a
minimum vertex cover of H. 
Next, we will give a characterization of factor critical and balanced hypergraphs.
Corollary 5.12. Let H =(V,E) a balanced hypergraph. Then H is a factor critical hypergraph
if and only if V = VV1 (H)∪VV3 (H), |VV1 (H)|+ 1 = |VV3 (H)| and xv =
{
2, v ∈VV1 (H)
0, v ∈VV3 (H)
is a
vertex cover of H.
Proof. We have proved one direction in the last theorem. Now, we come to the reverse direc-
tion. We can deduce that
gV (H) = 2|VV1 (H)| ≤ n−1 = |VV1 (H)|+ |VV3 (H)|−1 = 2|VV1 (H)|.
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Moreover, it holds gV (H) = gV (H \ v) for all v ∈ V (cf. Theorem 3.10). Hence, H is factor
critical. 
Now, we leave the factor critical hypergraphs and apply Hall’s theorem to obtain a result about
degree sums of vertex sets.
Theorem 5.13. Let H = (V,E) be a balanced hypergraph. If for all disjoint A,B ⊆ V with
|A|> |B| it holds
∑
a∈A
degH(a)> ∑
b∈B
degH(b),
then H has a perfect matching.
Proof. Suppose H has no perfect matching, then H contains a critical pair A,B with |e∩A| ≤
|e∩B| for all e ∈ E. Summing up these inequalities for all edges, we get
∑
a∈A
degH(a) = ∑
e∈E
|e∩A| ≤ ∑
e∈E
|e∩B|= ∑
b∈B
degH(b).
This is a contradiction.
The last theorem in this work is another generalization of Ore’s theorem [Ore62]. Its proof is
based on Hall’s theorem.
Theorem 5.14. Let H = (V,E) a balanced hypergraph. If for all disjoint A,B⊆V with |A|>
|B| it holds
∑
a∈A
(q−degH(a))−∑
b∈B
(q−degH(b))≤ q−1
for a q ∈ N, then H has a perfect matching.
Proof. Suppose H has no perfect matching then H contains a critical pair A,B with |e∩A| ≤
|e∩B| for all e ∈ E. We rearrange the following equality to achieve a contradiction.
∑
b∈B
q−∑
a∈A
q =−q.
Therefore, we get
∑
b∈B
q−∑
a∈A
q+∑
e∈E
(|e∩A|− |e∩B|)≤−q
and because of that we finally obtain
∑
b∈B
(q−degH(b))−∑
a∈A
(q−degH(a))≤−q,
which contradicts the inequality ∑
a∈A
(q−degH(a))− ∑
b∈B
(q−degH(b))≤ q−1. 
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6 Open problems and future work
The principal task, which must still remain open for now, is to find a combinatorial and poly-
nomial matching algorithm for the class of balanced hypergraphs. However, we hope to have
come closer to this aim in the course of this work. There are also several partial questions,
which could help solving that problem. One question would be, whether it is possible to multi-
ply edges of a balanced hypergraph with a polynomial and combinatorial algorithm, such that
the estimation of Theorem 2.13 yields the matching number of that hypergraph. Moreover,
it would be very helpful to know, for which greatest subclass of balanced hypergraphs the
classical Gallai-Edmonds decomposition coincides with one of our new ones. We have given
a partial answer to this question in the Theorems 3.8 and 3.12.
Another interesting question is if it is possible to obtain new results for all hypergraphs, by in-
vestigating fractional matchings and vertex covers. Then, because of the linear programming
duality, the fractional version of Ko˝nig’s theorem would still be valid and perhaps it would be
possible to transfer several results to greater classes of or to all hypergraphs. This may also be
interesting for fractional graph theory.
Finally, another interesting task would be to find a good characterization of k-extendable and
balanced hypergraphs.
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edge coloring, 12
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