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ABSTRACT
We present an approach to domain adaptation, addressing the case where data
from the source domain is abundant, labelled data from the target domain is lim-
ited or non-existent, and a small amount of paired source-target data is available.
The method is designed for developing deep learning models that detect the pres-
ence of medical conditions based on data from consumer-grade portable biosen-
sors. It addresses some of the key problems in this area, namely, the difficulty of
acquiring large quantities of clinically labelled data from the biosensor, and the
noise and ambiguity that can affect the clinical labels. The idea is to pre-train an
expressive model on a large dataset of labelled recordings from a sensor modality
for which data is abundant, and then to adapt the model’s lower layers so that its
predictions on the target modality are similar to the original model’s on paired
examples from the source modality. We show that the pre-trained model’s pre-
dictions provide a substantially better learning signal than the clinician-provided
labels, and that this teacher-student technique significantly outperforms both a
naive application of supervised deep learning and a label-supervised version of
domain adaptation on a synthetic dataset and in a real-world case study on sleep
apnea. By reducing the volume of data required and obviating the need for labels,
our approach should reduce the cost associated with developing high-performance
deep learning models for biosensors.
1 INTRODUCTION
We are interested in the following situation, frequently encountered when developing clinical ma-
chine learning models on biosensor data: We have abundant labelled data from one domain (the
source domain), little or no labelled data from another (the target domain), and a small amount of
paired data from the source and target domains. The prediction target is the same for both domains,
and we want to train a model that works well in the target domain. This is a type of domain adap-
tation problem (there are other types: for instance, paired data might be unavailable, or data from
the target domain might be abundant — see (Wang & Deng, 2018; Pan & Yang, 2009; Saenko et al,
2010) for reviews).
The work of (Gupta & Malik, 2016) in computer vision, and of (Li et al, 2019; Meng et al, 2019)
in speech recognition, tackles closely related but not identical problems. A core idea in all of these
efforts, which is central to our approach as well, is teacher-student training. A “teacher” model is
trained in the source domain, and a “student” model is trained to mimic its behaviour using paired
source-target data. In (Gupta & Malik, 2016), the student model learns to mimic the teacher’s rep-
resentations at some intermediate layer on a set of paired data: a head is then attached to the student
and trained on labelled target domain data. In (Li et al, 2019; Meng et al, 2019) the approach is more
direct: the student model is trained to reproduce the teacher’s predictions on paired examples, where
the target domain data is generated synthetically from source domain examples. All of this work
assumes abundant paired data, and so does not attempt to control the sample complexity of student
training. By contrast, we tackle the scenario where paired data is not available in large quantities:
the only abundant data we assume is source domain data. We train the student to match the teacher’s
representations at some intermediate layer as well as to mimic its predictions, as with previous work.
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Additionally, we control student training sample complexity by initialising the student as a clone of
the teacher, and by fine-tuning only a lower portion of its weights. This way, we recruit additional
statistical power from the source domain.
Our method is likely to be especially useful on clinical time series data, for a number of reasons.
Firstly, the technique obviates the need for large-scale acquisition of labelled clinical data, which can
require the resources of a technology giant (Perez et al, 2019). Secondly, clinical time series labels
are often afflicted by noise and ambiguity. This can arise due to the nature of the target condition1,
or the limitations of the sensor used by the clinician for labelling, or human error. In many cases,
then, clinical time series problems should be viewed as probabilistic classification problems, where
the correct output is a distribution over labels rather than a hard label. One expects teacher-student
training to work especially well on probabilistic classification problems: for each example xi, the
teacher can offer something close to the correct distribution P (y|xi) to the student, rather than a
single sample from that distribution, as with standard supervised learning. This should greatly de-
crease variance, and as a consequence, decrease sample complexity (Ba & Caruana, 2014). Finally,
our method is very straightforward compared with much of the work on domain adaptation, which
tends to rely on adversarial training (Purushotham et al, 2017; Tzeng et al, 2017; Long et al, 2018).
We feel that this simplicity is an advantage in the medical domain.
1.1 EXPERIMENTS AND FINDINGS
We use our technique to develop a model for sleep apnea from a large dataset of labelled electrocar-
diogram (ECG) data, and a small amount of paired ECG/PPG data. For reproducibility, experiments
on a synthetic dataset, where we perturb the ECG signal from a publicly available dataset in a way
that loosely resembles the domain shift caused by using PPG, are also conducted. We compare
against other approaches that might be taken given the same data (plus labels for the PPG), namely
straightforward supervised learning, a naive application of the pre-trained model to a partly domain-
invariant representation, and supervised domain adaptation (where the labels are used as targets
rather than the pre-trained model’s output). We find that teacher-student domain adaptation outper-
forms these alternatives both on the synthetic data and in the sleep apnea study, with pre-training and
fine-tuning each contributing equally to the performance boost. A key finding is that, across all of
our experiments, using the pre-trained model’s predictions as targets significantly improves perfor-
mance relative to using the clinical labels. We find that fine-tuning on the labels in the target domain
(rather than the pre-trained model’s output) actually degrades performance relative to naively apply-
ing the pre-trained model to the target domain. We expect that this can be explained largely by the
variance-reduction argument given above. Other important (albeit less surprising) findings are that
transfer learning gives a dramatic improvement over only using the target domain data, and that our
particular domain adaptation architecture outperforms other flavours of transfer learning on the data
we experiment with.
2 MODEL
Suppose we are given two datasets. One contains time series of features derived from some sensor
(sensor A), together with time series of labels. The other contains time series of features derived
from sensor A, and time series of the same features measured simultaneously by sensor B2. We
denote a generic sensor A time series from this set x(A), and the same for sensor B. The second
dataset may also contain additional features recorded by sensor B, along with those that it shares
with sensor A: we denote these additional feature time series x(B
′). Our goal is to train a model
that takes recordings from sensor B and returns a time series of predictions as to whether some
physiological event is occurring or not — a sequential binary classification problem.
We begin by pre-training a model on the first dataset. The model outputs a sequence of predictions
p given a sequence of input vectors x: p = H(S(T (x))). T (for “tail”) is a module that acts
independently on each input vector xi in the sequence x to produce a sequence of vectors r: ri =
T (xi). This sequence is passed to a sequence model S, which produces another sequence of vectors:
1For example, the exact start and end points of a sleep apnea event are not precisely defined
2In fact, the technique applies to any source of domain shift across sensors. For example, both sensors could
be ECG, with one single-lead and the other multi-lead, or the sensors could come from different manufacturers.
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Figure 1: Model architecture. The components are annotated according to the notation in the text
(see Section 2).
q = S(r). Finally, H (for “head”) acts independently on each element of q, producing a sequence
of predictions: pi = H(qi).
After pre-training, we perform domain adaptation. S and T are cloned (we call the clones S′ and
T ′), and an auxiliary modelA that acts on x(B
′) is introduced. These parts come together to produce
a sequence of predictions pB on data from sensor B as follows:
pB(x
(B), x(B
′)) = H
(
S′
(
φ
[
T ′(x(B)), A(x(B
′))
]))
, (1)
where φ is an aggregation function. The realisation of this architecture that we use for sleep apnea
is pictured in Figure 1.
T ′, S′, and A are trained on the activations and outputs of the pre-trained model: Given the paired
inputs x(A), x(B), x(B
′), the loss is
L = 1
n
∑
i
[pBi − pAi]2 + α
nd
∑
ij
[
S′
(
φ
[
T ′(x(B)), A(x(B
′))
])
ij
− S(T (x(A)))ij
]2
, (2)
where pAi = H(S(T (x(A)))i), α is a real number, n is the number of time steps in the example, i
indexes the time step, and j indexes into the representation vector produced by S or S′, which has
dimension d. The pA and pB are logits. The loss function (2) is a hybrid between the losses from (Ba
& Caruana, 2014) and (Gupta & Malik, 2016), encouraging the domain adaptation model’s internal
representations of the target domain to be similar to the source domain, as well teaching the target
model to mimic the source model’s predictions. To control sample complexity, we do not update H
during domain adaptation: we are then free to make it highly expressive and have it absorb a large
amount of information from the source domain.
3 CASE STUDY: SLEEP APNEA
In this section we demonstrate the real-world applicability of our method, using it to develop a
model for sleep apnea. We collected recordings from wrist-worn PPG sensors, time-aligned with
ECG, from subjects undergoing polysomnography (PSG) — See Appendix A for a description of
sleep apnea, and of the study during which data collection was performed. We develop a model for
detecting apnea events from PPG data, using this dataset for domain adaptation after pre-training an
ECG model on the PhysioNet Computing in Cardiology Challenge 2018 (PCCC) dataset3, described
3https://physionet.org/content/challenge-2018/1.0.0/
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in Appendix B. The experiments reported here used data from 17 subjects. The PPG data was
annotated by sleep experts using PSG data, and we use the labels to evaluate our label-free method
and to compare it with label-supervised approaches.
To ensure that our work is reproducible, we also experiment on a synthetically altered version of
PCCC, described in Appendix B, and to show which parts of our idea matter most, we perform an
ablation study, found in Appendix C.
3.1 DATA
As input to the model we use sequences of heart rate variability (HRV) features, a representation
of ECG and PPG data that is used widely in machine learning, and in automated analysis generally
(Radha et al, 2018; Vandecasteele et al, 2017; Fonseca et al, 2017; Radha et al, 2019). Although
HRV features are partly domain-invariant, they are not completely so (Lin et al, 2014; Jan et al,
2019). In fact, domain shift may be most severe during the physiological events that we are inter-
ested in detecting. For instance, (Khandoker & Palaniswami, 2010) find that while under normal
physiological conditions there is good agreement between ECG- and PPG-derived HRV features,
the two diverge during apnea events. Moreover, signal from wearables may be especially prone
to noise and distortion, further exacerbating domain shift. We therefore expect a model trained on
ECG-derived HRV features to perform suboptimally on PPG-derived HRV. HRV features are de-
rived from sets of beat-to-beat intervals occurring within fixed time windows (referred to as epochs
in the sleep literature). Following standard practice, we divide the label time series into windows
aligned with the HRV windows, and train our models to predict the label of each window (windows
having less than a 75% consensus as to the label are ignored).
3.2 MODEL
A high-level description of the model is given in Section 2. ForH we use a comparatively large mul-
tilayer perceptron (MLP), for S we use a bi-directional long short-term memory module (LSTM)
(Hochreiter & Schmidhuber, 1997), and for T we use a smaller MLP. With these choices, the pre-
trained model has the same structure as in (Radha et al, 2018), where conventional supervised trans-
fer learning from ECG to PPG is studied. We calibrate the pre-trained model’s predictions using
Platt scaling (Niculescu-Mizil & Caruana, 2005) before using them to train the student — this gives
a small performance boost. x(A) and x(B) are sequences of HRV features derived from ECG and
PPG respectively. x(B
′)
i contains the slice of raw PPG signal from which x
(B)
i was computed. A
acts on the raw signal with a 1D convolutional neural network (CNN) (LeCun et al, 1999), and then
takes the mean along the time dimension. For the aggregation function φ, we found simple addition
to work well. We also experimented with an attention mechanism (Vaswani et al, 2017), but it per-
formed poorly. In the loss function (2), α = 1 was found to work well. For a schematic see Figure
1. We include the convolutional part because the raw signal may contain information about how the
PPG-derived HRV features should be corrected, and there may be extra apnea-relevant information
in the PPG signal beyond what is captured by HRV features.
3.3 RESULTS
To show the effectiveness of teacher-student domain adaptation, and to gain some understanding
of why it works well, we tested it alongside a number of other approaches. For all of these, we
gathered predictions on all study subjects, using leave-one-out cross-validation at the subject level
for approaches involving training on the PPG dataset, and computed metrics for all the predictions
and labels taken together. An overview of the results is given in Table 1. The rows in the table
correspond to the following experiments: For “Label-Supervised (PPG only)”, we trained a model
solely on PPG data, with the clinical labels as targets, using straight-ahead supervised learning. The
model architecture we used is identical to the teacher model in Figure 14. For “Teacher-Student
(PPG only)”, we trained the same model on the same inputs as for “Label-Supervised (PPG only)”
but used the PCCC model’s predictions as targets. For “Label-Supervised Domain Adaptation”,
we took the approach described in Section 3.2, but with the cross entropy between predictions and
4We also experimented with a convolutional LSTM acting on the raw PPG waveform along the lines of
(Gotlibovych et al, 2018), and MLP-LSTM-MLP architecture acting on PPG peak-peak intervals.
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Table 1: Per-window validation metrics for sleep apnea.
MODEL ROC AUC PR AUC
Label-Supervised (PPG only) 0.61 0.16
Teacher-Student (PPG only) 0.71 0.21
Label-Supervised Domain Adaptation 0.71 0.29
Label-Supervised Transfer Learning 0.71 0.30
Naive Transfer 0.75 0.34
Teacher-Student Transfer Learning 0.78 0.42
Teacher-Student Domain Adaptation 0.80 0.47
(ECG input) 0.83 0.47
clinical labels replacing the MSE between the two models’ predictions5. For “Label-Supervised
Transfer Learning”, we fine-tuned the entire PCCC model to adapt to PPG, using clinical labels
as targets. For ”Naive Transfer“, we directly applied the PCCC model to HRV features derived
from PPG, with no fine-tuning. For “Teacher-Student Transfer Learning” we unfroze H , and fine-
tuned the entire PCCC model to adapt to PPG, using teacher-student training. For “Teacher-Student
Domain Adaptation”, we did what was described in 3.2. Finally, “ECG Input” is the teacher model
applied to source-domain examples from the paired data. This represents the maximum theoretical
performance of the student model. We see that Teacher-Student Domain Adaptation outperforms all
other techniques, showing performance comparable to that achieved by applying the PCCC model
to ECG data6.
3.3.1 TEACHER-STUDENT VS LABEL-SUPERVISED
One of our more interesting findings is that teacher-student approaches consistently outperform
approaches that rely on the clinical labels, often to a striking degree. This is most starkly illustrated
when we apply straightforward supervised learning to the PPG dataset, either training on the clinical
labels or on the PCCC model’s ECG-based predictions. Teacher-supervision improves performance
in terms of area under the precision-recall curve by 30% in this case. We speculate that this partly
due to hard labelling of ambiguous cases. Inter-rater disagreement is common in this domain, so the
true distribution over labels given the input is not deterministic, and we can think of the labels seen
during training as samples from the true distribution. This sampling will be a source of variance,
which negatively affects generalisation. In this case, since naive transfer outperforms all label-
supervised approaches, the negative effect of this variance outweighs the benefit from adjusting
to domain shift during fine-tuning. Teacher-student domain adaptation works well partly because
it does not incur this variance, as the model is presented with estimated probabilities rather than
samples during training.
4 DISCUSSION
We have shown that it is possible to recruit statistical power from large, publicly available datasets
to produce models for sensors that do not have much readily available data associated with them,
and for which labelled data may be completely unavailable. We found evidence that supervision
from a pre-trained model may be strongly preferable to supervision from clinician-provided labels.
We suspect that this finding may generalise to other forms of paired biosensor time series beyond
PPG/ECG, and to medically relevant scenarios other than biosensor time series, and we look forward
to future work exploring the potential and limits of teacher-student techniques in the clinical domain.
5This is very close to the approach of (Gupta & Malik, 2016), where shared representations are encouraged
between teacher and student but labels are used to fit the target model
6Note that, although the experiments here are conducted using a small number of subjects, results are
reported per-window and thus have low variance. For instance, using the formula from (Brinbaum & Klose,
1957) and the fact that the we have∼6000 examples in the minority class, we can upper-bound the variance on
the ROC AUC score for “Teacher-Student Domain Adaptation” at 3.6× 10−5.
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A SLEEP APNEA STUDY DETAILS
A.1 SLEEP APNEA
Sleep apnea is a sleep disorder characterized by pauses in breathing or periods of shallow breathing
during sleep. The most common form is obstructive sleep apnea (OSA), in which breathing is inter-
rupted by a blockage of airflow. OSA is considered to be an underdiagnosed condition. Population
prevalence is estimated at 9%-50%, and differs significantly between men and women and increases
with age and obesity level (Punjabi, 2008). OSA is highly correlated with stroke, hypertension,
coronary artery disease and diabetes mellitus (Mandal & Kent, 2018) (though the causal relation-
ship is unclear). The gold standard diagnostic test for OSA in a clinical setting is a laboratory-based,
overnights attended polysomnography (PSG) with expert annotation.
A.2 STUDY DESCRIPTION
Data collection was carried out during a study of individuals presenting with symptoms of a sleep
disorder, who were undergoing a diagnostic in-lab sleep study for clinical purposes. Study subjects
were assessed for sleep disorders via a single-night in-clinic polysomnography (PSG) test. After
data quality filtering, a total of 17 subjects were included for analysis. The gender ratio of the
subjects is 2:1 male to female which is consistent with what is reported in the literature (Young et
al, 1993). The patient population was diverse with respect to age (between 18 and 75), ethnicity,
and body mass index (BMI). All study participants wore a consumer-grade wrist-worn device with
a 20Hz single wavelength photoplethysmography (PPG) sensor and a three-axis accelerometer.
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A.3 POLYSOMNOGRAPHY
Ground truth apnea and hypopnea events were determined based on expert annotated flow events
from PSG data collected on the same individuals which were recorded simultaneously to provide
physiological measures of human activity and behavior during sleep. Scoring was completed accord-
ing to AASM manual ver 2.4(Berry et al, 2017) (1A rule) by a third party registered polysomnog-
raphy technologist. The PSG sensors comprised of multiple electrical signals including electroen-
cephalogram (EEG), electrooculogram (EOG), electromyogram (EMG) from both chin and legs,
electrocardiogram (ECG), snore vibrations, breathing effort, blood oxygen saturation (SpO2) oral
and nasal airflow.
A.4 DATA PROCESSING
Signals from both the PSG device and the wrist-worn wearable were first roughly time-aligned using
real-time clock (RTC) time stamps for the respective devices. However due to inaccuracies and drift
in the RTCs, a finer synchronization was performed.
The general approach to data pre-processing is to extract time-domain beat/pulse wave fiducial mark-
ers from which we can obtain beat-to-beat or peak-to-peak heart rate intervals.
Peaks of each pulse wave recorded via the wrist-worn optical PPG sensor were detected using the
Automatic Multi-scale Peak Detection (AMPD) algorithm (Scholkmann & Wolf, 2012). The AMPD
algorithm provides robustness to noise by automatically rejecting spurious peaks which are below an
automatically selected scale. The algorithm works by constructing a local maxima scalogram which
provides information about the frequency (count) of local maximas at various scales (separation)
throughout the data. Once an optimal scale is found peak finding reduces to finding all maxima
which persist up to that scale.
The largest amplitude feature in a typical electrocardiogram (ECG) lead is the QRS complex or sim-
ply R-wave which occurs during ventricular depolarization thus initiating contraction of the heart.
We applied a simplified variant of the very common Pan-Tompkins algorithm which applies a band-
pass filter, derivative filter, squaring operation and a moving window averaging to assess the signal
(R-wave amplitude) vs noise level. The peak level associated with each peak is then compared to
an adaptively updated threshold based on the noise level such that only unambiguous R-waves are
detected using a fairly conservative SNR threshold. Given the general lack of gross body motion and
high quality DAC and recording properties of the PSG device the ECG is usually very high quality
and low noise.
B PHYSIONET DATA
We used external data for domain adaptation from PhysioNet(Goldberger et al, 2000) which was
contributed by the Massachusetts General Hospitals (MGH) Computational Clinical Neurophysi-
ology Laboratory (CCNL), and the Clinical Data Animation Laboratory (CDAC). The dataset in-
cludes 1,985 subjects which were monitored at an MGH sleep laboratory for the diagnosis of sleep
disorders7. The arousal events were labelled by certified sleep technologists at the MGH based
on the PSG waveforms and classified into spontaneous arousals, respiratory effort related arousals
(RERA), bruxisms, hypoventilations, hypopneas, apneas (central, obstructive and mixed), vocaliza-
tions, snores, periodic leg movements, Cheyne-Stokes breathing or partial airway obstructions.
C ABLATION STUDY
From the results of our main experiments (Table 1) it is clear that the basic aspects of the ap-
proach — teacher supervision and transfer learning/domain adaptation — are key for performance.
Here we test the smaller details: we remove the output-prediction term from the loss function so
that it matches the one in (Gupta & Malik, 2016), remove the activation loss so that only the pre-
trained models outputs are predicted, remove the CNN, and test a minimal implementation where
the model’s lower layers are simply fine-tuned to predict the pre-trained model’s outputs. Results
7https://physionet.org/content/challenge-2018/1.0.0/
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Table 2: Ablation study
MODEL ROC AUC PR AUC
Minimal 0.783 ± 0.006 0.432 ± 0.005
No CNN 0.791 ± 0.007 0.442 ± 0.006
No Output Loss 0.789 ± 0.005 0.448 ± 0.007
No Activation Loss 0.789 ± 0.005 0.448 ± 0.011
Full Model 0.801 ± 0.007 0.462 ± 0.006
Table 3: Per-window validation metrics for synthetic data
MODEL ROC AUC PR AUC
Label-Supervised (Simulated PPG Only) 0.68 0.15
Label-Supervised Transfer Learning 0.71 0.20
Label-Supervised Domain Adaptation 0.73 0.20
Teacher-Supervised (Simulated PPG Only) 0.77 0.25
Naive Transfer 0.77 0.32
Teacher-Supervised Transfer Learning 0.81 0.37
Teacher-Supervised Domain Adaptation 0.81 0.38
(ECG) 0.82 0.41
are shown in Table 2. The minimal model performs worst and full model best. The CNN seems
to give the worst effort-to-reward ratio, and can probably be removed if a simple implementation is
desired. Means and standard deviations across five runs are reported: we see that the results are very
stable.
D SYNTHETIC DATA
To ensure that our method can be validated without access to proprietary data, we report the results of
an easy-to-reproduce experiment on a synthetic dataset. We hold aside twenty subjects from PCCC,
and simulate domain shift by randomly perturbing the ECG-derived peaks for these subjects. The
perturbation is done according to a hidden Markov model, reflecting the bursts of noise and distortion
found in the real data. The transition matrix we used is0.995 0.002 0.001 0.0020.01 0.98 0.01 0.00.0 0.005 0.96 0.035
0.03 0.0 0.97 0.0
 . (3)
In state i, the probability of adding any noise at all is pi. If noise is added, it is sampled from
a normal distribution N (µi, σi); the absolute value of the sample is taken before adding it to the
signal (the absolute value prevents negative peak-to-peak intervals). We used p = (0, 0.5, 0.1, 0.7),
µ = ( , 0.2, 0.4, 0), σ = ( , 0.5, 0.6, 1).
Since there is no “raw waveform” here, we omit the CNN: aside from that, we carry out the same ex-
periments as in the sleep apnea study. The results, shown in Table 3, are broadly similar to those from
the real data. Although the labels have been (presumably carefully) prepared for a machine learning
competition, the difference between label-supervised and teacher-supervised methods is even more
pronounced here: the best label-supervised approach (domain adaptation) is worse than the worst
teacher-supervised approach (straightforward supervised learning with teacher-supervision). The
difference between domain adaptation and transfer learning (fine-tuning the entire model) is mini-
mal on this data. This may be due to the omission of the CNN, which was shown to make a small
positive difference in the ablation study on the real data (Table 2). We also tried removing one or
the other term from the loss function, which for this data made essentially no difference.
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