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Glavni poticaj za istrazˇivanje modalnih logika je tzv. paradoks materijalne implikacije,
odnosno situacija iz klasicˇne logike sudova koja nastaje kad istinitost formule P→ R
definiramo na nacˇin da je P→ R istinita ako i samo ako je P lazˇ ili R istina. Iz toga
dobijamo da iz lazˇi slijedi sve i to se ne mozˇe popraviti u klasicˇnoj logici sudova.
Modalnom logikom u uzˇem smislu rijecˇi nazivamo prosˇirenje klasicˇne logike sudova
operatorima nuzˇno i moguc´e. Razvoj modalne logike mozˇe se podijeliti u tri faze:
sintakticˇku, koju su obiljezˇili prvi Lewisovi modalni sistemi; klasicˇnu, u kojoj se javlja
Kripke sa svojom semantikom; i modernu, u kojoj je modalna logika shvac´ena kao
sredstvo za opis relacijskih struktura.
Standardna translacija nam omoguc´ava da modalnu logiku shvatimo kao fragment logike
prvog reda. Johan van Benthem je dokazao da se radi o tocˇno onom fragmentu koji je
invarijantan na bisimulacije.
U prvom poglavlju ovog rada definirat c´emo sintaksu modalne logike, Kripkeovu
semantiku i bisimulaciju kao vazˇnu relaciju medu Kripkeovim okvirima.
U drugom poglavlju c´emo se orijentirati na konacˇne Kripkeove strukture. Glavni alat
kojim c´emo se sluzˇiti bit c´e bisimulacijske igre.
Trec´e poglavlje c´emo zapocˇeti opisivanjem prevodenja formula modalne logike u formule
logike prvog reda te c´emo definirati neke pojmove iz teorije konacˇnih modela (poput
Ehrenfeucht - Fraı¨sse´ovih igara i lokalnosti) i navesti neke tvrdnje vezane uz njih.
To c´e nam pomoc´i da u cˇetvrtom poglavlju dokazˇemo Van Benthem - Rosenov teorem,
koji je zapravo verzija Van Benthemovog teorema za konacˇne modele, a cˇiji je prvi dokaz
dao Eric Rosen. U ovom smo se radu opredijelili za verziju dokaza koju je izlozˇio
njemacˇki matematicˇar Martin Otto, koja je mnogo elementarnija od originalne Rosenove.
U ovom diplomskom radu nec´emo navoditi definicije svih pojmova niti c´emo dokazivati
sve cˇinjenice iz matematicˇke logike. Tu prije svega mislimo na pojmove koji se odnose na




Uvod i osnovne definicije
U ovom poglavlju c´emo navesti neke osnovne definicije i cˇinjenice koje c´e nam biti
potrebne za daljnja razmatranja.
1.1 Modalna logika
Modalna logika nastaje zbog nemoguc´nosti da u klasicˇnoj logici sudova izrazimo neke od
recˇenica iz prirodnog jezika te uz njih povezano zakljucˇivanje. Klasicˇan primjer takvih
recˇenice su
Moguc´e je da c´e danas c´e padati kisˇa
ili
Sutra nuzˇno idem na posao
Klasicˇna logika sudova ima problem u interpretaciji ovih dviju recˇenica zbog toga sˇto
njihova istinitost ne ovisi o tome hoc´e li danas zaista pasti kisˇa, odnosno hoc´emo li zaista
sutra otic´i na posao.
U gornja dva primjera smo upotrijebili priloge moguc´e i nuzˇno, koji spadaju medu tzv.
modalne operatore1 (zbog istog razloga se i pripadne logike zovu modalnim logikama)
te ih redom oznacˇavamo simbolima ^ i . Treba rec´i da su ^ i  operatori na sudovima,
tj. nisu bulovski logicˇki veznici, stoga njihova interpretacija ne mozˇe biti zadana pomoc´u
neke istinosne funkcije.
Sljedec´a definicija nam daje opis osnovnog modalnog jezika i formula modalne logike.
1Nuzˇno i moguc´e su samo neki od primjera modalnih operatora. U npr. temporalnoj logici se promatraju
operatori poput uvijek je bilo da i uvijek c´e biti da, dok se u logikama znanja i vjerovanja promatraju operatori
poput znam da i vjerujem da.
2
POGLAVLJE 1. UVOD I OSNOVNE DEFINICIJE 3
Definicija 1.1.1. Osnovni modalni jezik se sastoji od prebrojivog skupa propozicionalnih
varijabli Θ = {p, q, r, ...}, bulovskih veznika ¬ i ∨, logicˇke konstante ⊥ i unarnog
modalnog operatora ^.
Formula je rijecˇ osnovnog modalnog jezika definirana sljedec´om rekurzivnom definicijom:
• svaka propozicionalna varijabla je formula;
• logicˇka konstanta ⊥ je formula;
• ako su φ i ψ formule, tada su (¬φ), (φ ∨ ψ) i (^φ) takoder formule;
• rijecˇ osnovnog modalnog jezika je formula ako i samo ako je nastala pomoc´u
konacˇno mnogo primjena prethodnih triju pravila.
Veznike ∧,→ i↔, logicˇku konstantu > te modalni operator  koristimo kao pokrate na
nacˇin da:
• φ ∧ ψ oznacˇava ¬(¬φ ∨ ¬ψ);
• φ→ ψ oznacˇava ¬φ ∨ ψ;
• φ↔ ψ oznacˇava (φ→ ψ) ∨ (ψ→ φ);
• > oznacˇava ¬⊥;
• φ oznacˇava ¬^¬φ.
Sada c´emo definirati model za modalni jezik.
Definicija 1.1.2. Model za osnovni modalni jezik je uredena trojka M = (W,R,V), pri
cˇemu je:
• W neprazan skup cˇije elemente zovemo svjetovi;
• R binarna relacija na skupu W (R ⊆ W ×W), koja se naziva relacijom dostizˇivosti;
• V funkcija koja svakoj propozicionalnoj varijabli p iz skupa Θ pridruzˇuje neki
podskup V(p) od W.
Drugi nazivi za model osnovnog modalnog jezika su Kripkeova struktura2 ili samo
struktura. Funkciju V nazivamo valuacijom, dok V(P) zamisˇljamo kao skup svjetova u
modelu u kojima je p istinita. Skup W se naziva nosacˇ, a kako se model cˇesto
poistovjec´uje s nosacˇem, umjesto w ∈ W pisat c´emo w ∈ M.
2Saul Kripke (r. 1940.), americˇki filozof i logicˇar
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Za svijet v ∈ W rec´i c´emo da je sljedbenik svijeta w ako je wRv. Skup svih sljedbenika
svijeta w , u oznaci W[w], definiramo sa W[w] = {v ∈ W | wRv}.
Za svijet w kazˇemo da je R-terminalan ako je W[w] = ∅.
Sljedec´om definicijom opisujemo istinitost formula modalne logike u modelu M.
Definicija 1.1.3. Neka je M = (W,R,V) model i w proizvoljan svijet u njemu. Istinitost
formule φ, u oznaci M,w φ, definiramo rekurzivno po slozˇenosti formule na sljedec´i
nacˇin:
• ako je φ propozicionalna varijabla, tj. φ = p gdje je p ∈ Θ, tada definiramo:
M,w  p⇔ w ∈ V(p);
• ako je φ logicˇka konstanta ⊥, tj. φ = ⊥, tada definiramo:
ne vrijedi M,w ⊥;
• ako je φ formula oblika ¬ψ, tada definiramo:
M,w  ¬ψ⇔ ne vrijedi M,w  ψ;
• ako je φ formula oblika ψ ∨ η, tada definiramo:
M,w  ψ ∨ η⇔M,w  ψ ili M,w  η;
• ako je φ formula oblika ^ψ, tada definiramo:
M,w  ^ψ⇔ za neki v∈W takav da je (w,v)∈R vrijedi M,v  ψ.
Napomena 1.1.4. Uocˇimo da vrijedi:
M,w  ψ ako i samo ako za svaki v∈W takav da je wRv vrijedi M,v  ψ. Naime, prema
definiciji operatora , imamo da vrijedi M,w  ψ ako i samo ako vrijedi M,w  ¬^¬ψ.
To je ekvivalentno tome da ne postoji v ∈ M sljedbenik od w takav da vrijedi M,v  ¬ψ, a
to je evivalentno tome da za svakog sljedbenika v ∈ M od w vrijedi M,v  ψ sˇto je pak
ekvivalentno sa M,w  ψ.
Definicija 1.1.5. Neka je φ neka formula modalne logike. Rec´i c´emo da je φ istinita na
modelu M ako za sve svjetove w∈W vrijedi M,w  φ.To kratko oznacˇavamo sa M  φ.
Rec´i c´emo da je formula φ valjana formula ako za sve modele M vrijedi M  φ.
Nakon sˇto smo definirali semantiku za modalnu logiku, navest c´emo primjer jednog
hilbertovskog sistema modalne logike kojeg c´emo, u cˇast S. Kripkea, oznacˇavati sa K.
Sheme aksioma u sistemu K su:
(A1) Sve formule koje dobijemo kada u nekoj valjanoj formuli klasicˇne logike sudova
neku od propozicionalnih varijabli zamijenimo formulom modalne logike
(A2) (A→ B)→ (A→ B).
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Pravila izvoda su modus ponens i nuzˇnost, tj.
A
A
Posve analogno kao i u racˇunu sudova definiraju se pojmovi dokaza, izvoda i teorema.
Isto tako, lako se, indukcijom po duljini dokaza, dokazuje teorem adekvatnosti, tj. da je
svaki teorem sistema K ujedno i valjana formula modalne logike. Takoder, sistem K
zadovoljava i teorem potpunosti (svaka valjana formula modalne logike je teorem sistema
K). S druge strane, za razliku od klasicˇne logike sudova, za modalnu logiku ne postoji
samo jedan istaknuti sistem kojem su ostali ekvivalentni. Neka od najcˇesˇc´e razmatranih
prosˇirenja sistema K su:
• T = K + shema aksioma A→ A
• S4 = T + shema aksioma A→ A
• S5 = T + shema aksioma ^A→ ^A
• GL3 = K + shema aksioma (A→ A)→ A
Napomena 1.1.6. Kod sistema K nemamo ogranicˇenja na relaciju dostizˇivosti R. Kod,
npr., sistema T relacija R je refleksivna, dok je kod sistema GL relacija R tranzitivna i
inverzno dobro fundirana.
1.2 Bisimulacija
U ovoj tocˇki c´emo definirati bisimulaciju, vazˇnu relaciju izmedu dvaju Kripkeovih okvira
te c´emo dati odgovor na pitanje koliko su bisimulirani okviri jedan drugom bliski u smislu
ekvivalencije.
Definicija 1.2.1. Neka su M = (W,R,V) i M′ = (W ′,R′,V ′) modeli. Binarna relacija
Z ⊆ W ×W ′ se naziva bisimulacijom izmedu M i M′ (u oznaci Z : M - M′) ako
zadovoljava sljedec´e uvjete:
1. Ako je wZw′, tada za svaku propozicionalnu varijablu p vrijedi: w ∈ V(p) ako i
samo ako w′ ∈ V ′(p);
2. Ako je wZw′ i wRv, tada postoji svijet v′ ∈ M′ takav da je vZv′ i w′R′v′;
3. Ako je wZw′ i w′R′v′, tada postoji svijet v ∈ M takav da je vZv′ i wRv.
3Go¨del - Lo¨b, po Kurtu Go¨delu i Martinu Lo¨bu, ujedno i najjednostavniji sistem za logiku dokazivosti
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Ako je Z ⊆ W ×W ′ bisimulacija izmedu modela M i M′ te je wZw′, tada to oznacˇavamo s
Z : M,w - M′,w′
Ako postoji neprazna bisimulacija izmedu M i M′, to c´emo krac´e oznacˇavati s
M - M′
Ako postoji neprazna bisimulacija Z izmedu M i M′ takva da za neke w ∈ M i w′ ∈ M′
vrijedi wZw′, to c´emo krac´e oznacˇavati sa
M,w - M′,w′
Uvjete 1., 2. i 3. iz prethodne definicije redom nazivamo at, forth i back.
Napomena 1.2.2. Neka su M, M′ i M” proizvoljne Kripkeove strukture. Tada vrijede
sljedec´a svojstva bisimulacije:
• M - M
Definirajmo Z ⊆ W ×W sa Z = {(w,w) | w ∈ W}). Ocˇito su zadovoljeni uvjeti at,
forth i back pa vrijedi M - M
• M - M′ ⇒ M′ - M
Ako je Z ⊆ W ×W ′ bisimulacija izmedu M i M′, lako se provjeri da je njoj inverzna
relacija Z−1 = {(w′,w) | (w,w′) ∈ Z} bisimulacija izmedu M′ i M. Uvjet at je ocˇito
zadovoljen, dok je uvjet forth zapravo uvjet back za Z (i obratno). Dakle, ako je
M - M′, onda je i M′ - M
• M - M′ i M′ - M′′ ⇒ M - M′′
Neka je Z ⊆ W ×W ′ bisimulacija izmedu M i M′, a Z′ ⊆ W ′ ×W ′′ bisimulacija
izmedu M′ i M′′. Definirajmo Z′′ ⊆ W ×W ′′ kao kompoziciju relacija Z i Z′ na
sljedec´i nacˇin:
Z′′ = Z′ ◦ Z = {(w,w′′) ∈ W ×W ′′ | (∃w′ ∈ W ′)(wZw′ ∧ w′Z′w′′)}. Uvjet at je opet
trivijalno zadovoljen. Provjerit c´emo uvjet forth (uvjet back se provjerava
analogno).
Prema definiciji Z′′ imamo dva slucˇaja u odnosu na w′ ∈ W ′:
-w′ ∈ W ′ nije takav da je wZw′ i w′Z′w′′ za neke w ∈ W i w′′ ∈ W ′′. Tada nemamo
sˇto provjeravati
-wZw′ i w′Z′w′′.
Ukoliko je wZw′ i wRv, tada postoji v’ takav da vZv′ i w′R′v′. No, kako je w′Z′w′′, a
w′R′v′, tada zbog w′Z′w′′ postoji v′′ takav da je w′′R′′v′′ i v′Z′v′′. Dakle, imamo da
wZ′′w′′ i wRv povlacˇi da postoji v′′ ∈ W ′′ takav da je w′′R′′v′′ i vZ′′v′′.
Dakle, ako M - M′ i M′ - M′′, onda M - M′′.
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Definicija 1.2.3. Neka su M i M′ modeli te w ∈ M i w′ ∈ M′. Rec´i c´emo da su svjetovi w i
w′ modalno ekvivalentni (u oznaci w! w′), ako za svaku modalnu formulu φ vrijedi
M,w  φ⇔ M′,w′  φ
U kakvom su odnosu pojmovi bisimuliranost i modalna ekvivalentnost, govori nam
sljedec´i teorem.
Teorem 1.2.4. Neka su M i M′ modeli.Tada za sve svjetove w ∈ W i w′ ∈ W ′ vrijedi:
M,w - M′,w′ ⇒ w! w′.
Dokaz. Trebamo pokazati da, ako je M,w - M′,w′, onda za proizvoljnu formulu
modalne logike φ vrijedi
M,w  φ⇔ M′,w′  φ
Oznacˇimo bisimulaciju izmedu M,w i M′,w′ sa Z.
Tvrdnju dokazujemo indukcijom po slozˇenosti formule φ:
• ako je φ = ⊥, tada tvrdnja ocˇito vrijedi zbog M,w 1 ⊥ i M′,w′ 1 ⊥.
• ako je φ propozicionalna varijabla, tvrdnja vrijedi zbog uvjeta at, jer se w i w’
podudaraju na istim propozicionalnim varijablama.
• ako je φ oblika ¬ψ, tada imamo M,w  ¬ψ ako i samo ako M,w 1 ψ ako i samo
ako (pretpostavka indukcije) M′,w′ 1 ψ ako i samo ako M′,w′  ¬ψ.
• ako je φ oblika ψ ∨ η, tada M,w  ψ ∨ η vrijedi ako i samo ako M,w  ψ ili
M,w  η. Ovo posljednje po pretpostavci indukcije vrijedi ako i samo ako
M′,w′  ψ ili M′,w′  η, sˇto pak vrijedi ako i samo ako M′,w′  ψ ∨ η.
• ako je φ oblika ^ψ, tada je M,w  ^ψ ako i samo ako postoji v ∈ W za kojeg
vrijedi wRv, takav da je M, v  ψ. Sada, po uvjetu forth, postoji v′ ∈ W ′ takav da je
vZv’ i w’R’v’. Iz vZv’, zbog pretpostavke indukcije, slijedi M′, v′  ψ, a zbog
w’R’v’ odmah slijedi M′,w′  ^ψ. Obratna implikacija se pokazuje analogno,
primjenom uvjeta back.

Teorem 1.2.4. nam govori da su formule modalne logike invarijantne na bisimulaciju,
odnosno da bisimulacija cˇuva istinitost. Kontraprimjer koji pokazuje da obrat ne vrijedi u
opc´em slucˇaju navest c´emo u sljedec´em poglavlju, nakon sˇto definiramo bisimulacijske
igre. U nekim slucˇajevima ipak vrijedi obrat Teorema 1.2.4. Da bi smo ih opisali, prvo
nam treba sljedec´a definicija.
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Definicija 1.2.5. Rec´i c´emo da je model M = (W,R,V) slikovno konacˇan ako za svaki
w ∈ W vrijedi da je W[w] = {v ∈ W | wRv} konacˇan skup.
Teorem 1.2.6 (Hennessy-Milner). Neka su M i M′ slikovno konacˇni modeli. Tada za
svaki w ∈ W i w′ ∈ W ′ vrijedi: M,w - M,w′ ako i samo ako w! w′.
Dokaz. Jedna implikacija vrijedi za proizvoljne modele i dokazana je u teoremu 1.2.4. Da
bismo dokazali drugi smjer, provjerit c´emo da je relacija modalne ekvivalencije! na
slikovno konacˇnim modelima zapravo jedna bisimulacija. U tu svrhu c´emo provjeriti da
relacija modalne ekvivalencije zadovoljava uvjete at, forth i back.
Uvjet at je ocˇito zadovoljen. Za uvjet forth, pretpostavimo da vrijedi w! w′ i wRv.
Pretpostavimo da ne postoji v′ ∈ W ′ takav da je w′Rv′ i v! v′. Oznacˇimo sa
S ′ = {u′ ∈ W ′ | w′R′u′}. Uocˇimo da je S ′ neprazan; u protivnom bi vrijedilo M′,w′  ⊥,
sˇto bi povlacˇilo kontradikciju sa w! w′ posˇto vrijedi M, v 1 ⊥. Nadalje, posˇto je M′
slikovno konacˇan, S ′ mora biti konacˇan. Neka je S ′ = {w′1, ...,w′n}. Prema pretpostavci, za
svaki wi ∈ S ′ postoji formula ψi takva da vrijedi M, v  ψi, ali i M′, v′ 1 ψi. Odavde slijedi
M,w  ^(ψ1 ∧ ... ∧ ψn)
i
M′,w′ 1 ^(ψ1 ∧ ... ∧ ψn)
sˇto je kontradikcija s pretpostavkom da je w! w′.
Uvjet back se dokazuje analogno. 
Sljedec´a propozicija c´e nam biti od koristi u nastavku diplomskog rada.
Propozicija 1.2.7. Neka su Mi = (Wi,Ri,Vi), i ∈ I, disjunktni Kripkeovi modeli, tj. Wi su
medusobno disjunktni skupovi. Oznacˇimo sa
⊎
i∈I Mi = (W,R,V) njihovu disjunktnu uniju,
pri cˇemu je W =
⋃
i∈I Wi, R =
⋃
i∈I Ri, dok za svaku propozicionalnu varijablu p vrijedi
V(p) =
⋃






Drugim rijecˇima, modalna istinitost je invarijantna na disjunktne unije.
Dokaz. Tvrdnju dokazujemo indukcijom po slozˇenosti formule φ. Neka je i ∈ I neki
indeks; dokazat c´emo da za svaku modalnu formulu φ i za svaki element w od Mi vrijedi
Mi,w  φ ako i samo ako M,w  φ, gdje je M =
⊎
i∈I Mi.
Pretpostavimo da φ ne sadrzˇi logicˇkih veznika. Ako je φ = p, gdje je p neka
propozicionalna varijabla, tada imamo Mi,w  φ ako i samo ako w ∈ Vi(p) ako i samo ako
(po definiciji od V) w ∈ V(p) ako i samo ako M,w  φ. S druge strane, φ mozˇe biti i
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logicˇka konstanta ⊥, ali je ona lazˇna na svijetu w u oba modela pa i u ovom slucˇaju vrijedi
zˇeljena ekvivalencija.
Pretpostavka indukcije je da ekvivalencija iz iskaza propozicije vrijedi za sve modalne
formule koje ukupno sadrzˇe najvisˇe n ∈ N simbola ¬,∨ ili ^. Moramo pokazati da ista
ekvivalencija vrijedi ako φ sadrzˇi n + 1 simbola ¬,∨ ili ^. Slucˇajevi φ = ¬ψ i φ = ψ ∨ η
su jednostavni pa c´emo ih izostaviti i koncentrirati se na slucˇaj φ = ^ψ.
Pretpostavimo da Mi,w  ^ψ. Tada postoji v ∈ Mi takav da vrijedi wRiv i Mi, v  ψ. Iz
toga, po pretpostavci indukcije, slijedi M, v  ψ. No, tada iz definicije M imamo da je
wRv i stoga je M,w  ^ψ.
Za obratnu implikaciju, pretpostavimo da M,w  ^ψ vrijedi za neki w ∈ Mi. Tada postoji
v takav da vrijedi wRv i M, v  ψ. Iz definicije od R sada slijedi wR jv za neki j, a buduc´i
da su nosacˇi disjunktni, imamo i = j. Iz toga slijedi da je i v ∈ Mi pa mozˇemo primijeniti
pretpostavku indukcije: imamo Mi, v  ψ, iz cˇega slijedi Mi,w  ^ψ. 
Poglavlje 2
Konacˇni modeli
U ovom poglavlju procˇavat c´emo neke pojmove vezane uz konacˇne Kripkeove strukture.
Posebnu pazˇnju c´emo posvetiti stablastim strukturama.
2.1 Bisimulacijska igra
Neka su M = (W,R,V) i M′ = (W ′,R′,V ′) dva proizvoljna modela te neka su w ∈ M i
w′ ∈ M′ proizvoljni svjetovi. Vrijedi li
M,w - M′,w′
tj. postoji li neka neprazna bisimulacija Z izmedu M i M′ takva da je wZw′, mozˇemo
ustanoviti pomoc´u tzv. bisimulacijske igre.
Bisimulacijska igra se odvija na strukturama M = (W,R,V) i M′ = (W ′,R′,V ′) i igraju je
dva igracˇa,koje c´emo u daljnjem tekstu zvati Igracˇ I i Igracˇ II.1
Primijetimo odmah da, ukoliko se w ∈ M i w′ ∈ M′ ne podudaraju u svim
propozicionalnim varijablama, tada nije zadovoljen definicijski uvjet at, dakle ne mozˇe
vrijediti M,w - M′,w′.
Ako se svjetovi w ∈ M i w′ ∈ M′ podudaraju na istim propozicionalnim varijablama, tada
se na njih postavljaju oznake, koje c´emo u daljnjem tekstu, radi jednostavnosti, oznacˇavati
s . Postavljanje  na w i w′ smatrat c´emo nultim potezom u bisimulacijskoj igri
U svakom sljedec´em potezu bisimulacijske igre Igracˇ I ima pravo ucˇiniti sljedec´e:
• izabrati neku od struktura M ili M′
• pomaknuti oznaku  s trenutno oznacˇenog svijeta u odabranoj strukturi na neki
drugi svijet u istoj toj strukturi koji je s prethodnim u odgovarajuc´oj relaciji
dostizˇivosti.
1U stranoj literaturi se Igracˇ I i Igracˇ II najcˇesˇc´e zovu Spoiler i Duplicator
10
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Igracˇ II odgovara na potez igracˇa I na nacˇin da u suprotnoj strukturi od one koju je izabrao
Igracˇ I pomakne oznaku  s trenutno oznacˇenog svijeta na neki drugi koji je s njim u
odgovarajuc´oj relaciji dostizˇivosti. Pritom, takoder, mora paziti da se svijet na kojeg zˇeli
pomaknuti oznaku  sa svijetom na kojeg je Igracˇ I jedan u suprotnoj strukturi vec´ bio
pomaknuo oznaku  podudara u svim propozicionalnim varijablama.
Koje je znacˇenje odgovora Igracˇa II na poteze Igracˇa I u bisimulacijskoj igri? Ovdje treba
primijetiti tri stvari:
• ako je Igracˇ II u moguc´nosti odgovoriti na svaki potez Igracˇa I, tada je nakon
svakog poteza oznaka  u obje strukture na svjetovima koji se podudaraju u svim
propozicionalnim varijablama
• ako Igracˇ I u svom potezu mozˇe pomaknuti oznaku  s nekog wi na neki wi+1 u
strukturi M, to znacˇi da svijet wi ima sljedbenika u odnosu na relaciju R. Tada
moguc´nost odgovora Igracˇa II znacˇi da neki w′i u strukturi M
′ na kojem se dotad
nalazila oznaka  ima sljedbenika w′i+1 u odnosu na relaciju R′, koji se sa wi+1
podudara u svim propozicionalnim varijablama
• ako Igracˇ I u svom potezu mozˇe pomaknuti oznaku  s nekog w′i na neki w′i+1 u
strukturi M′, to znacˇi da svijet w′i ima sljedbenika u odnosu na relaciju R
′. Tada
moguc´nost odgovora Igracˇa II znacˇi da neki wi u strukturi M na kojem se dotad
nalazila oznaka  ima sljedbenika wi+1 u odnosu na relaciju R, koji se sa wi+1
podudara u svim propozicionalnim varijablama
Napomena 2.1.1. Iz definicije bisimulacijske igre lako se vidi da postoje tocˇno cˇetiri
moguc´a ishoda:
1. Svjetovi na kojima se trenutno nalaze oznake  u obje strukture nemaju sljedbenike
u odnosu na odgovarajuc´e relacije dostizˇivosti, tako da Igracˇ I ne mozˇe odigrati
dozvoljen potez.
2. U nekoj od struktura na kojima igramo bisimulacijsku igru trenutno oznacˇeni svijet
ima sljedbenika u odnosu na odgovarajuc´u relaciju dostizˇivosti, dok trenutno
oznacˇeni svijet u drugoj strukturi nema sljedbenika u odnosu na odgovarajuc´u
relaciju dostizˇivosti, tako da Igracˇ II ne mozˇe odigrati dozvoljen potez.
3. U nekom od poteza Igracˇ I je u nekoj od promatranih struktura pomaknuo oznaku 
s trenutno oznacˇenog svijeta na nekog njegovog sljedbenika u odnosu na
odgovarajuc´u relaciju dostizˇivosti. Trenutno oznacˇeni svijet u suprotnoj strukturi
ima sljedbenika (ili visˇe njih) u odnosu na odgovarajuc´u relaciju dostizˇivosti, ali
nijedan od njih se ne podudara s trenutno oznacˇenim svijetom u suprotnoj strukturi
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na svim propozicionalnim varijablama. U ovom slucˇaju Igracˇ II opet ne mozˇe
odigrati dozvoljen potez.
4. Igra mozˇe potrajati i beskonacˇno mnogo poteza.
U slucˇajevima 1. i 4. pobjeduje Igracˇ II, dok u slucˇajevima 2. i 3. pobjeduje Igracˇ I.
Definicija 2.1.2. Rec´i c´emo da Igracˇ II ima pobjednicˇku strategiju u bisimulacijskoj igri
na strukturama M i M′ s oznakama  postavljenima na pocˇetku na w ∈ M i w′ ∈ M′ ako
uvijek na potez Igracˇa I mozˇe odgovoriti potezima koji mu garantiraju pobjedu.
Vrijedi sljedec´a propozicija:
Propozicija 2.1.3. Neka su M = (W,R,V) i M′ = (W ′,R′,V ′) Kripkeove strukture i
w ∈ M i w ∈ M i w′ ∈ M′ proizvoljni svjetovi u njima. Igracˇ II ima pobjednicˇku strategiju
u igri bisimulacija na navedenim strukturama sa oznakama  postavljenim u pocˇetku na
w i w′ ako i samo ako vrijedi
M,w - M′,w′.
Dokaz. Nuzˇnost je ocˇita. Naime, lako se vidi da bisimulacija definira pobjednicˇku
strategiju za Igracˇa II.
Za dokazati dovoljnost, prvo c´emo definirati Z ⊆ W ×W ′ kao skup svih (u, u′) ∈ W ×W ′
takvih da Igracˇ II ima pobjednicˇku strategiju u bisimulacijskoj igri na strukturama M i M′
sa oznakama  u pocˇetku postavljenima na u i u′. Primijetimo odmah da je posebno i
(w,w′) ∈ Z.
Bez smanjenja opc´enitosti mozˇemo iskljucˇiti irelevantne svjetove, tj. one koje Igracˇ II
nec´e birati, posˇto vodi racˇuna o pobjednicˇkoj strategiji (naime, kad u nastavku budemo
dokazivali da je Z bisimulacija, zanimat c´e nas samo svjetovi vezani uz tu relaciju).
Preciznije, mozˇemo pretpostaviti da je:
• W skup svih svjetova u takvih da postoji svijet u′ takav da je uZu′;
• relacija R na W definirana sa: uRv ako i samo ako se Igracˇ II mozˇe po pravilima
pobjednicˇke strategije za bisimulacijsku igru s oznakama  u pocˇetku
postavljenima na w i w′ pomaknuti s u na v;
• valuacija V restrikcija pocˇetne valuacije na nacˇin da za svaku propozicionalnu
varijablu p promatramo skup V(p) ∩W .
Analogno mozˇemo pretpostaviti da je:
• W ′ skup svih svjetova u′ takvih da postoji svijet u takav da je uZu′;
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• relacija R′ definirana sa: u′R′v′ ako i samo ako se Igracˇ II mozˇe po pravilima
pobjednicˇke strategije za bisimulacijsku igru s oznakama  u pocˇetku
postavljenima na w i w′ pomaknuti s u′ na v′;
• valuacija V ′ restrikcija pocˇetne valuacije na nacˇin da za svaku propozicionalnu
varijablu p promatramo skup V ′(p) ∩W ′.
Zˇelimo pokazati da je Z bisimulacija takva da vrijedi Z : M,w - M′,w′. U tu svrhu
moramo provjeriti da ona zadovoljava uvjete at, forth, i back.
• at
Neka je (u, u′) ∈ Z. Iz definicije relacije Z tada imamo da Igracˇ II ima pobjednicˇku
strategiju u bisimulacijskoj igri u kojoj su oznake  u pocˇetku postavljene na u i u′.
Posebno, Igracˇ II ne gubi bisimulacijsku igru u kojoj su oznake  na pocˇetku
postavljene na u i u′. Iz definicije bisimulacijske igre sada posebno slijedi da za
svaku propozicionalnu varijablu p vrijedi u ∈ V(p) ako i samo ako u′ ∈ V ′(p).
• forth
Neka je uZu′ i uRv. Iz definicije relacije Z imamo da Igracˇ II ima pobjednicˇku
strategiju u bisimulacijskoj igri s oznakama  u pocˇetku postavljenima na u i u′.
Uvjet uRv mozˇemo interpretirati kao da je u bisimulacijskoj igri s oznakama u
pocˇetku postavljenima na u i u′ Igracˇ I oznaku  pomaknuo sa svijeta u na svijet v.
Posˇto Igracˇ II ima pobjednicˇku strategiju u bisimulacijskog igri s oznakama  u
pocˇetku postavljenima na u i u′, tada postoji svijet v′ ∈ M′ takav da za svaku
propozicionalnu varijablu p vrijedi da je v ∈ V(p) ako i samo ako v′ ∈ V ′(p) te
u′R′v′ (odnosno, Igracˇ II na potez Igracˇa I, koji u strukturi M pomakne oznaku  s u
na v, odgovara pomicanjem oznake  u strukturi M′ sa u′ na v′). Posˇto vrijedi u′R′v′
te smo napravili restrikciju relacije R′, tada po definiciji relacije Z vrijedi vZv′.
• back
Dokazuje se analogno uvjetu forth.

Primjer 2.1.4. Propozicija 2.1.3. nam omoguc´ava da konstruiramo protuprimjer koji
pokazuje da ne vrijedi obrat Teorema 1.2.4.
U tu svrhu definirajmo strukture M = (W,R,V) i M′ = (W ′,R′,V ′), kao na slici 2.1
(strelice oznacˇavaju da su svjetovi u relacijama R, odnosno R’, pri cˇemu strelice koje
slijede zbog tranzitivnosti relacija R i R’ nisu oznacˇene). Oba modela za svaki n∈ N
posjeduju konacˇnu granu duljine n, ali M′ dodatno ima i jednu beskonacˇnu granu.
Takoder, za sve propozicionalne varijable definiramo:
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Slika 2.1: strukture M i M′
V(p) = V ′(p) = ∅
Zasad nam je cilj pokazati da ne mozˇe vrijediti M,w - M′,w′ (kasnije c´emo pokazati da
vrijedi w! w′ ). U tu svrhu moramo odrediti pobjednicˇku strategiju za Igracˇa I u
bisimulacijskoj igri na ovim strukturama, ako su u pocˇetku oznake  postavljene na w i w′
(moguc´e ih je u nultom potezu postaviti na te svjetove jer se w i w′ podudaraju u svim
propozicionalnim varijablama). Isto tako, zbog V(p) = V ′(p) = ∅ imamo da se svi svjetovi
u obje strukture podudaraju u svim propozicionalnim varijablama. Stoga je dozvoljeni
potez svakog od Igracˇa zapravo pomicanje oznake  prema nekom sljedbeniku jednog od
trenutno oznacˇenih svjetova u odnosu na odgovarajuc´u relaciju dostizˇivosti.
Sada se lako vidi da se pobjednicˇka strategija Igracˇa I sastoji od toga da u prvom potezu
u igri pomakne oznaku  s w′ ∈ M′ na njegovog sljedbenika na beskonacˇnoj grani. Igracˇ
II tada odgovara potezom u strukturi M. Pritom mora pomaknuti oznaku  s w na nekog
njegovog sljedbenika. Struktura M za svaki n ∈ N sadrzˇi granu duljine n, medutim, za
razliku od strukture M′, ne sadrzˇi beskonacˇnu granu. Stoga Igracˇ II mora pomaknuti
oznaku  prema nekom sljedbeniku od w koji se nalazi, recimo, na grani duljine k ∈ N.
Lako se vidi da je svaki iduc´i potez obaju igracˇa pomicanje prema sljedbenicima trenutno
oznacˇenih svjetova u odabranim granama. Medutim, posˇto je odabrana grana u strukturi
M duljine k, nakon najvisˇe k poteza Igracˇ II c´e ostati bez odgovora na potez Igracˇa I.
Naime, trenutno oznacˇeni svjetovi c´e biti onaj na beskonacˇnoj grani u M′ koji je za k
koraka udaljen od w′ i onaj na odabranoj grani u M koji je za k koraka udaljen od w.
Medutim, taj svijet nema sljedbenika. Dakle, Igracˇ I pobjeduje i ne mozˇe vrijediti
M,w - M′,w′.
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2.2 Konacˇne bisimulacije
Od interesa c´e nam biti promatrati i konacˇne aproksimacije bisimulacija. Pocˇinjemo s
nekoliko definicija.
Definicija 2.2.1. Neka je M = (W,R,V) Kripkeova struktura i w ∈ M. Uredeni par (M,w)
naziva se tocˇkovna Kripkeova struktura.2
Definicija 2.2.2. Neka su (M,w) i (M′,w′) tocˇkovne Kripkeove strukture. Sa
M,w -n M′,w′
oznacˇavat c´emo cˇinjenicu da Igracˇ II ima pobjednicˇku strategiju u bisimulacijskoj igri na
M i M′ s oznakama  postavljenim u pocˇetku na w i w′, pri cˇemu igra traje najvisˇe n ∈ N
poteza.
Relaciju -n izmedu tocˇkovnih Kripkeovih struktura zovemo n-bisimulacija.
Napomena 2.2.3. Iz definicije 1.3.6. je jasno da M,w - M′,w′ povlacˇi da
M,w -n M′,w′ vrijedi za svaki n ∈ N. Isto tako, ako za neki n ∈ N vrijedi
M,w -n M′,w′, onda za svaki k ∈ N, pri cˇemu je k ≤ n vrijedi M,w -k M′,w′.
Dodatno, s M,w -0 M′,w′ c´emo oznacˇavati cˇinjenicu da su na svjetovima w i w′ istinite
iste propozicionalne varijable. Primijetimo da je ova oznaka u duhu pravila
bisimulacijske igre, gdje stavljanje oznaka  na w i w′ koji moraju zadovoljavati iste
propozicionalne varijable smatramo nultim potezom.
Provjerimo da je za svaki n ∈ N -n relacija ekvivalencije na skupu svih konacˇnih
tocˇkovnih Kripkeovih struktura3:
• refleksivnost
M,w -n M,w ocˇito vrijedi za svaku tocˇkovnu Kripkeovu strukturu (M,w). Naime,
pobjednicˇka strategija Igracˇa II se naprosto sastoji od imitiranja poteza Igracˇa I.
Takvi su potezi uvijek moguc´i jer se radi o identicˇnim strukturama.
• simetricˇnost
Pretpostavimo da vrijedi M,w -n M′,w′ za neke tocˇkovne Kripkeove strukture.
Tada ocˇito vrijedi i M′,w′ -n M,w. Naime, zbog prethodno opisanih pravila igre
bisimulacija, lako se vidi da je za Igracˇa II u pitanju ista pobjednicˇka strategija
kojom pokazuje da vrijedi M,w -n M′,w′
2eng. pointed Kripke structure
3Mozˇemo se ogranicˇiti na strukture cˇiji su nosacˇi konacˇni podskupovi od N pa stoga mozˇemo govoriti i
o skupu tocˇkovnih Kripkeovih struktura.
POGLAVLJE 2. KONACˇNI MODELI 16
• tranzitivnost
Pretpostavimo da vrijedi M,w -n M′,w′ i M′,w′ -n M′′,w′′. To znacˇi da Igracˇ II
ima pobjednicˇku strategiju u igri bisimulacija na (M,w) i (M′,w′) protiv Igracˇa I i
da Igracˇ II ima pobjednicˇku strategiju protiv Igracˇa I u igri bisimulacija na (M′,w′) i
(M′′,w′′). Zˇelimo dokazati da Igracˇ II ima pobjednicˇku strategiju protiv Igracˇa I na
M,w i M′′,w′′. Igracˇ I mozˇe u svakom potezu izabrati hoc´e li pomaknuti oznaku 
u strukturi M ili u strukturi M′′. Sada imamo dva slucˇaja:
1. Ako Igracˇ I pomakne oznaku  u strukturi M, tada c´e Igracˇ II u strukturi M′′
povuc´i potez kojim bi odgovorio na potez koji bi povukao u strukturi M′ kao
odgovor na potez Igracˇa I u strukturi M. Takav potez je moguc´ zbog
M,w -n M′,w′ i M′,w′ -n M′′,w′′.
2. Ako Igracˇ I pomakne oznaku  u strukturi M′′, tada c´e Igracˇ II u strukturi M
povuc´i potez kojim bi odgovorio na potez koji bi povukao u strukturi M′ kao
odgovor na potez Igracˇa I u strukturi M′′. Takav potez je takoder moguc´ zbog
M,w -n M′,w′ i M′,w′ -n M′′,w′′.
U daljnjem tekstu c´emo dokazati neke vazˇne rezultate o konacˇnim bisimulacijama. Opet
nam treba nekoliko definicija.
Definicija 2.2.4. Neka je ϕ proizvoljna formula modalne logike. Stupanj formule ϕ (u
oznaci deg(ϕ)) definiramo rekurzivno na sljedec´i nacˇin:
• ako je ϕ propozicionalna varijabla, tada je deg(ϕ) = 0
• ako je ϕ = ¬ψ, tada je deg(ϕ) = deg(ψ)
• ako je ϕ = ψ ◦ η, gdje je ◦ ∈ {∧,∨,→,↔}, tada je deg(ϕ) = max{deg(ψ), deg(η)}
• ako je ϕ = ψ, tada je deg(ϕ) = deg(ψ) + 1
Skup svih formula ϕ takvih da je deg(ϕ) ≤ n (n ∈ N) oznacˇavat c´emo s MLn.
Definicija 2.2.5. Neka su (M,w) i (M′,w′) dvije tocˇkovne Kripkeove strukture. Rec´i c´emo
da su (M,w) i (M′,w′) n-modalno ekvivalentne (u oznaci (M,w) ≡nML (M′,w′)) ako za
svaku formulu ϕ ∈ MLn vrijedi: M,w  ϕ ako i samo ako M′,w′  ϕ.
Sljedec´a propozicija nam govori u kakvom su odnosu n-modalna ekvivalencija i konacˇna
bisimuliranost.
Propozicija 2.2.6. Za svake dvije tocˇkovne Kripkeove strukture (M,w) i (M′,w′) vrijedi:
ako M,w -n M′,w′, onda (M,w) ≡nML (M′,w′).
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Dokaz. Tvrdnju dokazujemo indukcijom po n.
• baza indukcije
Pretpostavimo da vrijedi M,w -0 M′,w′. To zapravo znacˇi da se svjetovi w i w′
podudaraju u svim propozicionalnim varijablama (jer postavljanje oznaka  na w i
w′ smatramo nultim potezom u bisimulacijskoj igri). Posˇto su formule stupnja 0
tocˇno one koje sadrzˇe samo logicˇke veznike i propozicionalne varijable, sada ocˇito
imamo da za svaku takvu formulu ϕ vrijedi M,w  ϕ ako i samo ako M′,w′  ϕ.
Prema tome, vrijedi (M,w) ≡0ML (M′,w′)
• korak indukcije
Pretpostavimo da za neki n ∈ N vrijedi da n-bisimuliranost tocˇkovnih struktura
(M,w) i (M′,w′) povlacˇi i njihovu n-modalnu ekvivalenciju. Neka je ϕ proizvoljna
modalna formula takva da je deg(ϕ) = n + 1. Koncentrirat c´emo se na
najkompliciraniji slucˇaj: kad je ϕ oblika ψ, gdje ψ neka formula stupnja n.
Pretpostavimo sada da Igracˇ II ima pobjednicˇku strategiju u bisimulacijskoj igri s
oznakama  na pocˇetku postavljenima na w i w′ u n + 1 poteza. Neka su oznake 
nakon prvog poteza postavljene na u ∈ M i u′ ∈ M′, koji su sljedbenici od w i w′
redom. Sada imamo da Igracˇ II ima pobjednicˇku strategiju u bisimulacijskoj igri na
(M, u) i (M′, u′) u n poteza, a to po pretpostavci indukcije znacˇi posebno da i za
formulu ψ vrijedi M, u  ψ ako i samo ako M′, u′  ψ. Iz ovog pak slijedi
M′,w′  ϕ ako i samo ako M′,w′  ϕ, sˇto je i trebalo dokazati.

Primjer 2.2.7. U primjeru 2.1.4. smo preko bisimulacijske igre pokazali da tocˇkovne
strukture (M,w) i (M′,w′) nisu bisimulirane. Sada c´emo preko konacˇnih bisimulacija i uz
pomoc´ propozicije 2.2.6. pokazati da su svjetovi w i w′ modalno ekvivalentni, tj. da za
svaku modalnu formulu ϕ vrijedi sljedec´a ekvivalencija:
M,w  ϕ⇔ M′,w′  ϕ
Neka je ϕ proizvoljna modalna formula i neka je n = deg(ϕ). Iz propozicije 2.2.6. slijedi
da je dovoljno dokazati da Igracˇ II ima pobjednicˇku strategiju u n poteza u bisimulacijskoj
igri na (M,w) i (M′,w′). Prvo uocˇimo da za n = 0 Igracˇ II pobjeduje jer se w i w′
podudaraju u svim propozicionalnim varijablama. Kao i u primjeru 2.1.4. (zbog V(p) = ∅
za svaku propozicionalnu varijablu p) , vidimo da je Igracˇu II za odgovor na potez Igracˇa
I dovoljno pomaknuti oznaku  prema nekom sljedbeniku trenutno oznacˇenog svijeta.
Neka je sada n ≥ 0. Pobjednicˇku strategiju za Igracˇa II konstruiramo u odnosu na prvi
potez Igracˇa I. Imamo sljedec´ih nekoliko slucˇajeva:
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• Igracˇ I u strukturi M (M′) pomicˇe oznaku  s w (w′) na nekog njegovog sljedbenika
na grani duljine l ≤ n. Tada Igracˇ II pomicˇe oznaku  sa w′ (w) na nekog njegovog
sljedbenika u M′ (M), koji se nalazi na grani duljine l. Sada je jasno da c´e nakon
najvisˇe l poteza trenutno oznacˇeni svjetovi ostati bez sljedbenika, tj. pobjeduje
Igracˇ II.
• Igracˇ I u strukturi M (M′) pomicˇe oznaku  s w (w′) na nekog njegovog sljedbenika
na grani duljine l > n. Tada Igracˇ II takoder pomicˇe oznaku  sa w′ (w) na nekog
njegovog sljedbenika u M′ (M), koji se nalazi na grani duljine l. U ovom slucˇaju
Igracˇ II pobjeduje jer mozˇe odgovoriti na svaki potez Igracˇa I.
• Igracˇ I u strukturi M′ pomicˇe oznaku  s w′ na njegovog sljedbenika na
beskonacˇnoj grani. Tada Igracˇ II mora pomaknuti oznaku  s w na nekog njegovog
sljedbenika koji se nalazi na grani duljine barem n. Sada ocˇito Igracˇ II pobjeduje.
Dakle, Igracˇ II ima pobjednicˇku strategiju u bisimulacijskoj igri u n poteza na (M,w) i
(M′,w′) za svaki n ∈ N. Prema propoziciji 2.2.6. sada imamo (M,w) ≡nML (M′,w′) za
svaki n ∈ N, tj. za svaki n ∈ N i za svaku modalnu formulu ϕ stupnja n vrijedi M,w  ϕ
ako i samo ako M′,w′  ϕ, iz cˇega zakljucˇujemo da su w i w′ modalno ekvivalentni
svjetovi.
2.3 Karakteristicˇne formule
Za obrat propozicije 2.2.6. kljucˇan c´e biti prelazak na modalni jezik s konacˇno mnogo
propozicionalnih varijabli. Jedan od razloga sadrzˇan je u sljedec´oj lemi.
Lema 2.3.1. Pretpostavimo da je skup propozicionalnih varijabli osnovnog modalnog
jezika konacˇan. Tada za svaki n ∈ N postoji, do na logicˇku ekvivalentnost, konacˇno
mnogo formula ϕ, takvih da je deg(ϕ) ≤ n.
Dokaz. Oznacˇimo skup propozicionalnih varijabli s Θ = {p1, p1, ..., pm}. Lemu c´emo
dokazati indukcijom po n.
• baza indukcije
Neka je n = 0. Formule stupnja nula su one izgradene samo od logicˇkih veznika,
propozicionalnih varijabli i konstanti > i ⊥. Prema tome, dovoljno je dokazati da
formula propozicionalne logike koje su izgradene od m propozicionalnih varijabli
ima, do na logicˇku ekvivalenciju, konacˇno mnogo (konstante > i ⊥ su pokrate za
neku fiksnu tautologiju i antitautologiju, poput P1 ∨ ¬P1 i P1 ∧ ¬P1). Totalnih
interpretacija (funkcija sa skupa propozicionalnih varijabli u {0, 1}) ima 2m. Posˇto
su dvije formule propozicionalne logike ekvivalentne ako i samo ako se podudaraju
POGLAVLJE 2. KONACˇNI MODELI 19
na svim interpretacijama, sada imamo da takvih formula ima koliko ima i
podskupova skupa svih interpretacija, a to je 22
m
• korak indukcije
Neka je n ∈ N takav da za svaki k ≤ n postoji samo konacˇno mnogo modalnih
formula stupnja k koje su medusobno neekvivalentne. Dokazˇimo da postoji samo
konacˇno mnogo modalnih formula cˇiji je stupanj manji ili jednak n koje su
medusobno neekvivalentne. U tu svrhu dokazˇimo prvo pomoc´nu tvrdnju:
– Postoji samo konacˇno mnogo formula oblika ψ, pri cˇemu je deg(ψ) < n, koje
su medusobno neekvivalentne.
Iz pretpostavke indukcije skup S svih modalnih formula stupnja strogo manjeg od
n, koje su medusobno neekvivalentne, je konacˇan. Neka je S = {ψ1, ..., ψl}. Neka je
ϕ stupnja n oblika ψ te neka je M proizvoljna Kripkeova struktura i w ∈ M
proizvoljan svijet takav da vrijedi M,w  ψ. Tada postoji u ∈ M takav da vrijedi
wRu i M, u  ψ. Posˇto je deg(ψ) = n − 1, tada postoji i0 ∈ {1, .., l} takav da vrijedi
M, u  ψi0 (zapravo vrijedi i visˇe: formule ψ i ψi0 su ekvivalentne). No tada ocˇito
vrijedi M,w  ψi0 .
Dokazˇimo sada obrat, tj. da M,w  ψi0 povlacˇi M,w  ψ. Neka vrijedi
M,w  ψi0 . Tada postoji u ∈ M takav da je wRu i M, u  ψi0 . Posˇto su formule ψ i
ψi0 ekvivalentne, to povlacˇi M, u  ψ, a ovo povlacˇi M,w  ψ. Time je pomoc´na
tvrdnja dokazana.
Dokazˇimo sada da postoji samo konacˇno mnogo neekvivalentnih formula cˇiji je
stupanj n. Neka je ϕ proizvoljna modalna formula stupnja n.Tada postoji savrsˇena
konjunktivna normalna forma formule logike sudova A(P1, ..., Pl) te potformule
ψ1,...,ψl od ϕ takve da su ϕ i A(ψ1, ..., ψl) ekvivalentne.
Posˇto ima samo konacˇno mnogo propozicionalnih varijabli, tada i neekvivalentnih
savrsˇenih konjunktivnih normalnih formi takoder ima konacˇno mnogo. Prema
pomoc´noj tvrdnji znamo da formula oblika ψ cˇiji je stupanj najvisˇe n isto ima
konacˇno mnogo. Prema tome, modalnih formula stupnja n ima konacˇno mnogo.

U ostatku ovog odjeljka smatramo da je skup propozicionalnih varijabli konacˇan, tj.
Θ = {p1, p1, ..., pm}.
Neka je sada (M,w) proizvoljna, ali fiksna tocˇkovna Kripkeova struktura. Modalnu
formulu χn[M,w] ∈ MLn za zadani n ∈ N konstruiramo na sljedec´i nacˇin:
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Formula χn[M,w] zove se n-ta karakteristicˇna formula tocˇkovne Kripkeove strukture
(M,w).
Lako se vidi da za svaki n ∈ N vrijedi M,w  χn[M,w]. Isto tako, lako mozˇemo vidjeti da
cˇak i ako se struktura (M,w) beskonacˇno grana, konjunkcije i disjunkcije iz rekurzivne
definicije ostaju konacˇne zbog leme 2.3.1.
Karakteristicˇne formule c´e nam biti most izmedu n-bisimuliranosti i n-modalne
ekvivalencije. O tome govori sljedec´i teorem.
Teorem 2.3.2. Neka su (M,w) i (M′,w′) proizvoljne tocˇkovne Kripkeove strukture nad
modalnim jezikom s konacˇno mnogo propozicionalnih varijabli. Tada je za svaki n ∈ N
ekvivalentno:
1. M,w -n M′,w′
2. M′,w′  χn[M,w]
3. (M,w) ≡nML (M′,w′)
Dokaz. Implikacija 1.⇒3. vrijedi opc´enito i dokazali smo je u propoziciji 2.2.6.
Implikacija 3.⇒2. je ocˇita zato sˇto vrijedi M,w  χn[M,w], pa sada iz 3. jednostavno slijedi
M′,w′  χn[M,w]. Naime, strukture (M,w) i (M
′,w′) se podudaraju na svim formulama
stupnja manjeg ili jednakog n, posebno i na χn[M,w].
Pokazˇimo josˇ da M′,w′  χn[M,w] povlacˇi M,w -n M′,w′. Tvrdnju dokazujemo
indukcijom po n.
• baza indukcije
Neka je n = 0. Pretpostavimo da vrijedi M′,w′  χ0[M,w]. To znacˇi da w
′ zadovoljava
iste propozicionalne varijable kao i w. Prema tome, Igracˇ II pobjeduje u nultom
potezu.
• korak indukcije
Pretpostavimo da za neki n ∈ NM′,w′  χn[M,w] povlacˇi M,w -n M′,w′. Nadalje,




– M′,w′  χ0[M,w],




– M′,w′  
∨
(w,u)∈R χn[M,u].
Prva tvrdnja povlacˇi (po bazi indukcije) da oznake  mozˇemo u nultom potezu
postaviti na w i w′.
Druga tvrdnja povlacˇi da za svakog R-sljedbenika u od w vrijedi M′,w′  ^χn[M,u].
Ovo pak povlacˇi da za svakog R-sljedbenika u od w postoji R′-sljedbenik u′ od w′
takav da vrijedi M′, u′  χn[M,u]. Iz ovoga slijedi (po pretpostavci indukcije) da za
svakog R-sljedbenika u od w postoji R′-sljedbenik u′ od w′ takav da vrijedi
M, u -n M′, u′
Trec´a tvrdnja povlacˇi da za svakog R′-sljedbenika u′ od w′ vrijedi
M′, u′ 
∨
(w,u)∈R χn[M,u]. Ovo pak povlacˇi da za svakog R
′-sljedbenika u′ od w′
postoji R-sljedbenik u od w takav da vrijedi M′, u′  χn[M,u]. Iz ovoga slijedi (po
pretpostavci indukcije) da za svakog R′-sljedbenika u′ od w′ postoji R-sljedbenik u
od w takav da vrijedi M, u -n M′, u′
Iz prethodnih razmatranja sada dobivamo da vrijedi M,w -n+1 M′,w′.

Iz teorema 2.3.2. direktno slijedi sljedec´i korolar na kojeg c´emo se pozivati u daljnjem
tekstu.
Korolar 2.3.3. Neka je skup propozicionalnih varijabli konacˇan. Tada nad klasom svih
tocˇkovnih Kripkeovih struktura vrijedi:
1. Za svaki n ∈ N relacija -n ima konacˇno mnogo klasa ekvivalencije.
2. Svaka klasa ekvivalencije od -n definabilna je modalnom formulom.
Dokaz. 1. Iz leme 2.3.1. slijedi da modalnih formula stupnja manjeg ili jednakog n do
na logicˇku ekvivalenciju ima konacˇno mnogo. Oznacˇimo njihov broj (u ovisnosti od
n) sa F(n). Iz teorema 2.3.2. imamo da je, ako je skup propozicionalnih varijabli
konacˇan, n-bisimuliranost ekvivalentna n-modalnoj ekvivalenciji. Dvije su
tocˇkovne Kripkeove strukture n-modalno ekvivalentne ako se podudaraju na istom
podskupu skupa svih modalnih formula stupnja manjeg ili jednakog n, a takvih
podskupova ima 2F(n), odnosno konacˇno mnogo.





vrijedi M,w  ϕ ako i samo (M,w) ∈ C. Dakle, formula ϕ definira klasu C.

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2.4 Stablaste strukture
U ovom odjeljku c´emo naglasak staviti na Kripkeove okvire, tocˇnije malo c´emo se visˇe
pozabaviti relacijom dostizˇivosti.
Definicija 2.4.1. Neka je M = (W,R,V) Kripkeova struktura te w i v proizvoljni svjetovi u
njoj. Konacˇan niz (w,w1, ...,wn−1, v) svjetova u M zvat c´emo putem od w do v u strukturi
M ako vrijedi wRw1R...Rwn−1Rv. Prirodan broj n u tom c´emo slucˇaju zvati duljinom puta
od w do v.
Napomena 2.4.2. Primijetimo da u nekoj Kripkeovoj strukturi put izmedu dvaju svjetova
ne mora biti jedinstven. Neka je M = (W,R,V), pri cˇemu je W = {w, v, u}, a
R = {(w, v), (v, u), (v, v)}. Lako se vidi da je (w, v, u) jedan put od w do u, medutim jedan
drugi put od w do u je i npr. (w, v, v, v, v, u).
Definicija 2.4.3. Neka je M proizvoljna Kripkeova struktura i w ∈ M neki svijet u njoj.
Skup svih svjetova u M za koje postoji put od w duljine najvisˇe l nazivamo l-okolinom od
w u strukturi M (u oznaci U l(w)).
Sa M  U l(w) oznacˇavamo podstrukturu od M induciranu restrikcijom na U l(w).
Napomena 2.4.4. Strukturu M  U l(w) mozˇemo zamisliti kao podstrukturu od M na
nacˇin da smo odrezali svjetove za koje je duljina puta od w vec´a od l.
Definicija 2.4.5. Za tocˇkovnu Kripkeovu strukturu (M,w) rec´i c´emo da je stablasta ako
za svaki svijet u ∈ M razlicˇit od w postoji jedinstven put od w do u.
Za tocˇkovnu Kripkeovu strukturu (M,w) rec´i c´emo da je l-lokalno stablasta ako je
M  U l(w) stablasta struktura.
Visinu stablaste strukture (M,w) definiramo kao maksimum duljina putova od w do
u ∈ W \ {w}.
Lema 2.4.6. Za tocˇkovne Kripkeove strukture (M,w) i (M′,w′) vrijedi:
1. M,w -l M′,w′ ako i samo ako M  U l(w),w -l M′  U l(w′),w′
2. Ako su M,w i M′,w′ stablaste strukture visine l, tada se l-bisimulacija podudara s
bisimulacijom, tj.
M,w -l M′,w′ ako i samo ako M,w - M′,w′
Dokaz. 1. Dovoljno je pokazati da vrijedi M  U l(w),w -l M,w. No, to je ocˇito jer je
(M  U l(w),w) podstrukura od (M,w) koja sadrzˇi sve svjetove cˇija je duljina puta
do w najvisˇe l pa se pobjednicˇka strategija Igracˇa II u bisimulacijskoj igri sastoji od
imitiranja poteza Igracˇa I.
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Pretpostavimo da vrijedi M  U l(w),w -l M′  U l(w′),w′. Tada imamo
M,w -l M  U l(w),w -l M′  U l(w′),w′ -l M′,w′
pa zbog tranzitivnosti od -l slijedi M,w -l M′,w′. Obrat se dokazuje analogno.
2. Dovoljno je primijetiti da u ovom slucˇaju svaka bisimulacijska igra zavrsˇava nakon
najvisˇe l poteza, tocˇnije nakon najvisˇe l poteza oznake  c´e se nalaziti na
svjetovima bez sljedbenika.

Sada c´emo pokazati da za svaku tocˇkovnu Kripkeovu strukturu (M,w) postoji stablasta
struktura koja joj je bisimulirana.
Definicija 2.4.7. Neka je (M,w) proizvoljna tocˇkasta Kripkeova struktura. Stablasto
razmatanje od M iz w, u oznaci M∗w je Kripkeova struktura (W∗w,R∗w,V∗w), pri cˇemu je:
• W∗w skup svih konacˇnih nizova (w,w1, ...,wn) takvih da su w,w1, ...wn ∈ W i da
vrijedi wRw1R...Rwn
• R∗w definiramo na nacˇin da za bilo koja dva w′ i w′′ iz W∗w vrijedi: w′R∗ww′′ ako i
samo ako postoji v ∈ W takav da je w′ + v = w′′, pri cˇemu + oznacˇava nizovnu
konkatenaciju
• V∗w definiramo na nacˇin da za svaku propozicionalnu varijablu p vrijedi
V∗w(p) = {(w,w1, ...,wn) ∈ W∗w : wn ∈ V(p)}
Napomena 2.4.8. Lako se provjeri da je M∗w stablasta struktura s korijenom w. Isto tako,
lako se vidi da se, cˇak i ako je polazna tocˇkasta struktura konacˇna, mozˇe dogoditi da
njeno stablasto razmatanje bude beskonacˇna struktura. Neka je M = (W,R,V) takva da je
W = {w}, R = {(w,w)} i V(p) = ∅ za svaku propozicionalnu varijablu p. M∗w je tada
struktura takva da je W∗w skup svih konacˇnih nizova koji sadrzˇe samo w, pri cˇemu za svaki
n ∈ N postoji tocˇno jedan takav konacˇan niz duljine n, a sljedbenik nekog niza je onaj niz
koji sadrzˇi tocˇno jedan w visˇe.
Propozicija 2.4.9. Neka je (M,w) tocˇkovna Kripkeova struktura. Tada vrijedi:
1. M,w - M∗w,w
2. za svaki n ∈ N vrijedi: M,w -n M∗w  Un(w),w
3. Postoji parcijalno razmatanje koje je bisimulirano sa (M,w) i koje je l-lokalno
stablasto.
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Dokaz. 1. Iz definicije stablastog razmatanja je jasno da u nultom potezu oznake 
mozˇemo postaviti na w ∈ M i w ∈ M∗w (jer se ti svjetovi podudaraju na svim
propozicionalnim varijablama). Pobjednicˇku strategiju za Igracˇa II u
bisimulacijskoj igri sada definiramo rekurzivno na sljedec´i nacˇin:
neka su nakon n-tog poteza u igri oznake  postavljene na neki wn ∈ M i na neki
(w,w1, ...,wn) ∈ W∗w. Ako wn nema sljedbenika u odnosu na R, tada (po definiciji
W∗w) ni (w,w1, ...,wn) nema sljedbenika u odnosu na R
∗
w i obratno. Dakle, Igracˇ II
pobjeduje jer Igracˇ I ne mozˇe odigrati dozvoljen potez. Ukoliko to nije slucˇaj, Igracˇ
II mora postupiti na sljedec´i nacˇin:
• ako Igracˇ I pomakne oznaku  u strukturi M s wn na nekog njegovog
sljedbenika wn+1, tada Igracˇ II pomicˇe oznaku  u strukturi M∗w s (w,w1, ...,wn)
na njegovog sljedbenika (w,w1, ...,wn,wn+1). Iz definicije valuacije V∗w jasno je
da se novooznacˇeni vrhovi podudaraju u svim propozicionalnim varijablama.
• ako Igracˇ I pomakne oznaku  u strukturi M∗w s (w,w1, ...,wn) na njegovog
sljedbenika (w,w1, ...,wn,wn+1), tada Igracˇ II pomicˇe oznaku  u strukturi M s
wn na njegovog sljedbenika wn+1. Iz definicije valuacije V∗w opet je jasno da se
novooznacˇeni vrhovi podudaraju u svim propozicionalnim varijablama.
2. Slijedi direktno iz 1. primjenom leme 2.4.6.
3. Trazˇenu strukturu konstruiramo na nacˇin da prvo iz M∗w uklonimo sve svjetove cˇija
je udaljenost od w vec´a od l. Neka je sada (w, ..., v) proizvoljan svijet bez
sljedbenika (tzv. list). Ako je njegova udaljenost od w manja od l, onda smo gotovi
jer v u strukturi (M,w) ocˇito nema sljedbenika. Ako je udaljenost (w, ...v) od w
jednaka l, tada na taj list dodamo izomorfnu kopiju podstrukture od (M,w) koju
cˇine svi svjetovi za koje postoji put s pocˇetkom u v ∈ M.

Razmatranja iz prethodnih dvaju odjeljaka nam daju sljedec´i korolar.
Korolar 2.4.10. Neka je skup propozicionalnih varijabli konacˇan. Tada je za svaki n ∈ N
svaka tocˇkovna Kripkeova struktura n-bisimulirana nekoj konacˇnoj stablastoj strukturi.
Posljedicˇno, svaka ispunjiva modalna formula ispunjiva je u korijenu konacˇnog stabla.
Poglavlje 3
Modalna logika i logika prvog reda
U ovom poglavlju c´emo se baviti odnosom modalne logike i logike prvog reda. Tocˇnije,
definirat c´emo neke pojmove i izlozˇiti neke rezultate iz logike prvog reda koji c´e nam
trebati za dokaz Van Benthem - Rosenovog teorema.
3.1 Standardna translacija
Kripkeova struktura, na nacˇin kako smo je definirali u prvom poglavlju, predstavlja jedan
primjer relacijske strukture. Tocˇnije, imamo skup W na kojem su zadane jedan dvomjesna
relacija R i prebrojivo mnogo jednomjesnih relacija V(p). Jedan nacˇin da opisˇemo takvu
relacijsku strukturu je modalna logika. No postoje i neka sredstva za opisivanje relacijskih
struktura koja su jacˇe izrazˇajnosti od osnovnog modalnog jezika. Jedno od njih je i logika
prvog reda. U ovom odjeljku c´emo se baviti nacˇinom na koji formule modalne logike
postaju formulama logike prvog reda. Takvo preslikavanje c´emo zvati standardnom
translacijom te c´emo u nastavku odjeljka proucˇavati njena svojstva. Prije nego sˇto uopc´e
definiramo standardnu translaciju, moramo definirati jezik teorije prvog reda u koji c´emo
prevoditi modalne formule.
Definicija 3.1.1. Neka je Φ skup propozicionalnih varijabli. Sa L1^(Φ) oznacˇavamo jezik
teorije prvog reda s jednakosˇc´u koji ima unarne predikate P0, P1, ... koji odgovaraju
propozicionalnim varijablama p0, p1,... u Φ i binarni relacijski simbol R koji odgovara
unarnom modalnom operatoru ^. Pisˇemo α(x) da bi oznacˇili formulu jezika teorije prvog
reda s jednom slobodnom varijablom x.
Definicija 3.1.2 (Standardna translacija). Neka je x varijabla jezika prvog reda.
Standardna translacija S Tx, koja prevodi modalne formule u formule jezika L1^(Φ)
definira se na sljedec´i nacˇin:
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S Tx(p j) = P jx
S Tx(⊥) = x , x
S Tx(¬φ) = ¬ S Tx(φ)
S Tx(φ ∨ ψ) = S Tx(φ) ∨ S Tx(ψ)
S Tx(^φ) = ∃y(Rxy ∧ S Ty(φ))
pri cˇemu je y nova varijabla (josˇ neiskorisˇtena u translaciji).
Napomena 3.1.3. Lako se vidi da za logicˇku konstantu >, bulovske veznike ∧,→ i↔ i
unarni modalni operator  vrijedi:
S Tx(>) = x = x
S Tx(φ ∧ ψ) = S Tx(φ) ∧ S Tx(ψ)
S Tx(φ→ ψ) = S Tx(φ)→ S Tx(ψ)
S Tx(φ↔ ψ) = S Tx(φ)↔ S Tx(ψ)
S Tx(φ) = ∀y(Rxy→ S Ty(φ))
Primjer 3.1.4. Pokazat c´emo na primjeru formule ^(p→ q) kako funkcionira definicija
standardne translacije.
S Tx(^(p→ q)) = ∃y1(Rxy1 ∧ S Ty1(p→ q))
= ∃y1(Rxy1 ∧ ( S Ty1(p)→ S Ty1(q)))
= ∃y1(Rxy1 ∧ (∀y2(Ry1y2 → S Ty2(p))→ Qy1))
= ∃y1(Rxy1 ∧ (∀y2(Ry1y2 → Py2)→ Qy1))
Medutim, ovo nije jedina formula prvog reda koja je standardna translacija modalne
formule ^(p→ q). Josˇ jedna takva formula je
∃y100(Rxy100 ∧ (∀y200(Ry100y200 → Py200)→ Qy100))
Dakle, takvih formula ima beskonacˇno mnogo, a razlikuju se u jedino u skupu novih
varijabli. U nastavku odjeljka c´emo elegantno ukloniti ovu neodredenost.
Sada c´emo malo proanalizirati definiciju standardne translacije. Uocˇavamo dvije bitne
stvari:
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• standardna translacija S Tx(φ) bilo koje modalne formule sadrzˇavat c´e tocˇno jednu
slobodnu varijablu, i to upravo x. Naime, iz ovakve definicije standardne translacije
je jasno da c´e svaki nastup varijable x biti slobodan, dok c´e nastupi novih varijabli,
koje uvodimo prilikom translacije modalnih operatora ^ i , biti vezani za
kvantifikatore ∃ (u slucˇaju operatora ^) i ∀ (u slucˇaju operatora ). To smo i htjeli
postic´i jer, ako se prisjetimo definicije istinitosti modalne formule (definicija
1.1.3.), njenu istinitost provjeravamo na odredenom svijetu u nosacˇu W. Na isti
nacˇin c´emo istinitost formule prvog reda koja nastaje njenom standardnom
translacijom provjeravati evaluirajuc´i slobodnu varijablu x nekim svijetom w ∈ W
• modalni operatori su translatirani kao ogranicˇeni kvantifikatori, tj. u njihovom su
dosegu samo svjetovi koji su u relaciji s nekim drugim relevantnim svjetovima
Na pocˇetku odjeljka smo naglasili da je Kripkeova struktura M = (W,R,V) primjer
relacijske strukture. No nju, osim kao model za osnovni modalni jezik, mozˇemo
promatrati i kao model za jezik L1^(Φ), tj. kao σ-strukturu M = (W, ϕ), gdje se σ sastoji
od jednog dvomjesnog relacijskog simbola R i prebrojivo mnogo jednomjesnih relacijskih
simbola Pi, i ∈ N. Funkcija ϕ sada simbolu R pridruzˇuje relaciju dostizˇivosti R, dok za
svaki jednomjesni relacijski simbol vrijedi Pi ∈ σ vrijedi ϕ(Pi) = V(pi). Sada ocˇekujemo,
ako je definicija standardne translacije bila korektna, da za svaku Kripkeovu strukturu
M = (W,R,V), za svaki w ∈ M i za svaku modalnu formulu φ vrijedi: M,w  φ ako i
samo ako M |= S Tx(φ)[w]. O tome nam govori sljedec´a propozicija.
Propozicija 3.1.5. Neka je φ formula modalne logike. Tada vrijedi:
1. Za sve modele M i sve svjetove w ∈ M vrijedi:
M,w  φ ako i samo ako M |= S Tx(φ)[w]
2. Za sve modele M vrijedi:
M  φ ako i samo ako M |= ∀x S Tx(φ)
Dokaz. 1. Tvrdnju dokazujemo indukcijom po slozˇenosti formule φ, koju c´emo
oznacˇiti sa k(φ).
Neka je k(φ) = 0. Tada je φ ili propoziocionalna varijabla ili logicˇka konstanta ⊥.
Ako je φ propozicionalna varijabla, tada za proizvoljne M,w vrijedi:
M,w  p⇔ w ∈ V(p)
⇔ w ∈ ϕ(P)
⇔ M |= P(w)
⇔ M |= S Tx(p)[w]
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Ako je φ = ⊥, tada, zbog S Tx(φ) = x , x, po definiciji imamo M,w 1 ⊥ i
M 2 S Tx(⊥)[w].
Neka tvrdnja vrijedi za neki n ∈ N i za sve formule ψ takve da je k(ψ) < n. Neka je
φ takva da je k(φ) = n. Razlikujemo sljedec´e slucˇajeve:
• Formula φ je oblika ¬ψ. Tada vrijedi:
M,w  φ⇔ M,w  ¬ψ
⇔ M,w 1 ψ
⇔ M 2 S Tx(ψ)[w]
⇔ M |= ¬ S Tx(ψ)[w]
⇔ M |= S Tx(¬ψ)[w]
⇔ M |= S Tx(φ)[w]
• Formula φ je oblika ψ ∨ η. Tada ocˇito imamo k(ψ) < n i k(η) < n pa vrijedi:
M,w  φ⇔ M,w  ψ ∨ η
⇔ M,w  ψ ili M,w  η
⇔ M |= S Tx(ψ)[w] ili M |= S Tx(η)[w]
⇔ M |= S Tx(ψ ∨ η)[w]
⇔ M |= S Tx(φ)[w]
• Formula φ je oblika ^ψ. Zbog k(ψ) < n imamo:
M,w  φ⇔ M,w  ^ψ
⇔ ∃v ∈ M(wRv ∧ (M,w  ψ))
⇔ ∃v ∈ M(wRv ∧ (M |= S Tx(ψ)))
⇔ M |= ∃v(Rwv ∧ S Tx(ψ)[w])
⇔ M |= S Tx(^ψ)[w]
⇔ M |= S Tx(φ)[w]
2. Dokazuje se pomoc´u 1.
Naime, za proizvoljni M vrijedi:
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M  φ⇔ (∀w ∈ M)(M,w  φ)
⇔ (∀w ∈ M)(M |= S Tx(φ)[w])
⇔ M |= ∀x S Tx(φ)

Propozicija 3.1.5. nam predstavlja most izmedu modalne logike i logike prvog reda.
Zahvaljujuc´i njoj, mozˇemo prenositi ideje, rezultate i tehnike dokazivanja iz jedne logike
u drugu. Jedno od svojstava koje vrijedi u logici prvog reda, a mozˇe se (koristec´i
propoziciju 3.1.5.) pokazati da takoder vrijedi i za modalnu logiku je, npr. kompaktnost.
Prirodno pitanje koje nam se dalje namec´e je u koji fragment logike prvog reda
standardna translacija preslikava formule modalne logike, preciznije u koji podskup jezika
L1^(Φ). Ono sˇto sigurno znamo jest da standardna translacija nije surjekcija, posˇto
translatirane modalne formule sadrzˇe samo ogranicˇene kvantifikatore. Prije nego se
upustimo u daljnje proucˇavanje, treba nam sljedec´a definicija.
Definicija 3.1.6. Formula α(x) jezika L1^(Φ) je invarijantna na bisimulacije ako za svake
dvije Kripkeove strukture M i M′, za sve svjetove w ∈ M i w′ ∈ M′ i sve bisimulacije Z
takve da vrijedi Z : M,w - M′,w′ vrijedi:
M |= α[w] ako i samo ako M′ |= α[w′]
Napomena 3.1.7. U teoremu 1.2.4. smo pokazali da su formule modalne logike
invarijantne na bisimulacije. Sada uz pomoc´ propozicije 3.1.5. lako dobivamo da, ako je
neka formula jezika L1^(Φ) nastala standardnom translacijom modalne formule, tada ona
nuzˇno mora biti invarijantna na bisimulacije.
U sljedec´em primjeru c´emo navesti jednu formulu jezika L1^(Φ) koja nije invarijantna na
bisimulacije.
Primjer 3.1.8. Neka su M = (W,R,V) i M′ = (W ′,R′,V ′) Kripkeove strukture kao na slici
3.1. Stavljamo W = {1, 2, 3, 4, 5}, W ′ = {a, b, c, d, e}, R = {(1, 2), (2, 3), (3, 4), (3, 5)},
R′ = {(a, b), (a, c), (b, d), (c, d), (d, e)}. Valuacije V i V ′ definiramo kao na slici, na nacˇin
da je svakom svijetu iz W, odnosno W ′, ispod njega dopisana propozicionalna varijabla
koju zadovoljava. Dakle, V(p) = {1, 3}, V ′(p) = {a, d}, V(q) = {2, 4, 5}, V ′(q) = {b, c, e}.
Lako se vidi da vrijedi M, 1 - M′, a.
Promotrimo sljedec´u formulu logike prvog reda:
φ(x) = ∃y1y2y3(y1 , y2 ∧ y1 , y3 ∧ y2 , y3 ∧ Rxy1 ∧ Rxy2 ∧ Ry1y3 ∧ Ry2y3)
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Slika 3.1:
Iako je M, 1 - M′, a, vrijedi M′ |= φ[a], ali M 2 φ[1]. Dakle, φ nije invarijantna na
bisimulacije. Samim time, nije mogla nastati kao standardna translacija neke modalne
formule.
U primjeru 3.1.4. smo vidjeli da kod standardne translacije postoji neodredenost po
pitanju vezanih varijabli koje koristimo. Sada c´emo opisati nacˇin da otklonimo tu
potesˇkoc´u. Preciznije, pokazat c´emo kako standardna translacija modalne formule
preslikava u fragment jezika L1^(Φ) koji sadrzˇi samo dvije varijable, x i y.
Prvo napisˇimo definicije od S Tx i S Ty:
S Tx(p j) = P jx S Ty(p j) = P jy
S Tx(⊥) = x , x S Ty(⊥) = y , y
S Tx(¬φ) = ¬ S Tx(φ) S Ty(¬φ) = ¬ S Ty(φ)
S Tx(φ ∨ ψ) = S Tx(φ) ∨ S Tx(ψ) S Ty(φ ∨ ψ) = S Ty(φ) ∨ S Ty(ψ)
S Tx(^φ) = ∃y(Rxy ∧ S Ty(φ)) S Ty(^φ) = ∃x(Ryx ∧ S Tx(φ))
Sada je jasno da se translacija modalnih operatora mozˇe izvrsˇiti bez uvodenja trec´e
varijable. Naime, dovoljno je nakon uvodenja y, iduc´u translaciju izvrsˇiti ponovnom
upotrebom varijable x i tako dalje. Sada standardna translacija modalne formule
^(p→ q) glasi:
S Tx(^(p→ q)) = ∃y(Rxy ∧ S Ty(p→ q))
= ∃y(Rxy ∧ ( S Ty(p)→ S Ty(q)))
= ∃y(Rxy ∧ (∀x(Ryx→ S Tx(p))→ Qy))
= ∃y(Rxy ∧ (∀x(Ryx→ Px)→ Qy))
Uocˇimo da x i u ovom slucˇaju ostaje slobodna varijabla (jer c´e uvijek imati barem jedan
slobodan nastup), dok je svaki nastup varijable y vezan. Ovo nam omoguc´ava da se u
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rezultatima iz logike prvog reda koji c´e nam trebati za dokaz Van Benthem - Rosenovog
teorema mozˇemo ogranicˇiti na slucˇaj formula koje sadrzˇe dvije varijable, od kojih jedna
slobodna.
3.2 Ehrenfeucht - Fraı¨sse´ove igre
U ovom c´emo se odjeljku baviti Ehrenfeucht1 - Fraı¨sse´ovim2 igrama, koje su se pokazale
kao izuzetno efikasno sredstvo u teoriji konacˇnih modela. Prije opisa samih igara,
moramo definirati neke pojmove.
Definicija 3.2.1. Kvantifikacijski rang formule logike prvog reda φ, u oznaci qr(φ),
definiramo rekurzivno po slozˇenosti formule φ na sljedec´i nacˇin:
• ako je φ atomarna, qr(φ):=0;
• ako je φ = ψ ◦ η, gdje je ◦ binarni logicˇki veznik, tada je qr(φ):=
max{qr(ψ), qr(η)};
• za negaciju definiramo qr(¬φ):=qr(φ);
• ako je φ oblika ∀xψ ili ∃xψ, tada definiramo: qr(φ):=qr(ψ)+1.
Napomena 3.2.2. Primijetimo da za modalnu formulu φ vrijedi:
deg(φ)=qr(S Tx(φ))
U daljnjem tekstu promatramo σ-strukture M = (M, ϕ) kod kojih se signatura σ sastoji od
konacˇno mnogo relacijskih simbola.
Definicija 3.2.3. Neka su A = (A, ϕ) i B = (B, ϕ′) dvije σ-strukture. Neka je q prirodan
broj te (a1, ..., aq) ∈ Aq i (b1, ..., bq) ∈ Bq dvije q-torke elemenata iz A, odnosno B. Rec´i
c´emo da je preslikavanje Q : {a1, ..., aq} → {b1, ..., bq} zadano s {(a1, b1), ..., (aq, bq)}
parcijalni izomorfizam izmedu σ-struktura A i B ako vrijede sljedec´i uvjeti:
• Q je injekcija;
• Q cˇuva interpretacije relacijskih simbola, tj.
za svaki k ∈ N i za svaku k-torku (r1, ..., rk) ∈ {a1, ..., aq}k vrijedi:
(r1, ..., rk) ∈ ϕ(Rk) ako i samo ako (Q(r1), ...,Q(rk)) ∈ ϕ′(Rk), za svaki k-mjesni
relacijski simbol Rk ∈ σ.
1Andrzej Ehrenfeucht (r. 1932.), americˇki matematicˇar poljskog podrijetla
2Roland Fraı¨sse´ (1920. - 2008.), francuski logicˇar i matematicˇar
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Definicija 3.2.4. Za dvije σ-strukture A i B rec´i c´emo da su elementarno ekvivalentne (u
oznaci A ≡ B) ako za svaku σ-recˇenicu φ vrijedi: A |= φ ako i samo ako B |= φ.
Za A i B kazˇemo da su q-elementarno ekvivalentne (u oznaci A ≡q B) ako za svaku
σ-recˇenicu φ takvu da je qr(φ) ≤ q vrijedi: A |= φ ako i samo ako B |= φ.
Ehrenfeucht - Fraı¨sse´ova igra se odvija na dvije σ-strukture A i B, izmedu dva igracˇa,
koje c´emo oznacˇavati kao I i II. Potez svakog od igracˇa se sastoji od:
• odabira jedne od struktura
• odabira jednog od elemenata u toj strukturi
Igracˇ I igra prvi i nakon sˇto odabere strukturu i element njenog nosacˇa, igracˇ II bira
element u suprotnoj strukturi. Igra duljine k na A i B je igra u kojoj I i II svaki biraju
potez tocˇno k puta. Intuitivno, cilj Igracˇa I je pokazati da A i B nisu elementarno
ekvivalentne strukture, dok igracˇ II nastoji dokazati suprotno.
Neka su {a1, ..., ak} i {b1, ..., bk} skupovi koji sadrzˇavaju elemente iz struktura A i B redom,
i to takvi da je pojedini ai, odnosno bi izabran od strane nekog od igracˇa u i-tom potezu.
Naglasimo da se pritom ne mora nuzˇno raditi o razlicˇitim elementima, tj. igracˇ I mozˇe
ponoviti izbor elementa, ali mu to nije pametno jer ne doprinosi njegovoj pobjedi.
Definicija 3.2.5. Rec´i c´emo da igracˇ II pobjeduje u Ehrenfeucht - Fraı¨sse´ovoj igri u k
poteza na strukturama A i B ukoliko je sa {(a1, b1), ..., (ak, bk)} zadan parcijalni
izomorfizam izmedu A i B.
Rec´i c´emo da igracˇ II ima pobjednicˇku strategiju u Ehrenfeucht - Fraı¨sse´ovoj igri na
strukturama A i B u k poteza ako na svaki potez igracˇa I mozˇe odgovoriti potezom koji
mu garantira pobjedu.
Dokaz sljedec´eg teorema mozˇe se nac´i u [5].
Teorem 3.2.6 (Ehrenfeucht). Neka je σ signatura koja je sastoji od konacˇno mnogo
relacijskih simbola te neka su A i B σ-strukture. Tada igracˇ II ima pobjednicˇku strategiju
u Ehrenfeucht - Fraı¨sse´ovoj igri u q poteza na A i B ako i samo ako vrijedi A ≡q B.
Napomena 3.2.7. U jednom kljucˇnom koraku u dokazu Van Benthem - Rosenovog
teorema primijenit c´emo Ehrenfeucht - Fraı¨sse´ovu igru na Kripkeovim strukturama. Zato
c´emo sad eksplicitno raspisati sˇto su parcijalni izomorfizmi na takvim strukturama.
Neka su (a1, ..., aq) i (b1, ..., bq) uredene q-torke elemenata iz M = (W,R,V) i
M′ = (W ′,R′,V ′). Da bi preslikavanje Q : {a1, ..., aq} → {b1, ..., bq} zadano sa
{(a1, b1), ..., (aq, bq)} bilo parcijalni izomorfizam izmedu M i M′, moraju vrijediti sljedec´a
dva uvjeta:
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• ai i bi moraju zadovoljavati iste propozicionalne varijable za svaki i = 1, ...q
• za svake (i, j) ∈ {1, ..., q}2 mora vrijediti
aiRa j ako i samo ako biR′b j
Primjer 3.2.8. U napomeni 2.4.8. smo naveli primjer Kripkeove strukture M, pri cˇemu je
W = {w}, a R = {(w,w)} (jednocˇlana refleksivna struktura) te smo pokazali da je M∗w
beskonacˇna struktura. Prema propoziciji 2.4.9. imamo da su tocˇkovne Kripkeove
strukture (M,w) i (M∗w,w) bisimulirane. No, M i M
∗
w nisu elementarno ekvivalentne.
Naime, pobjednicˇki potez igracˇa I je izbor elementa w u strukturi M. Taj element je u
relaciji sa samim sobom, a takav ne postoji u M∗w. Prema tome, ove dvije strukture se ne
podudaraju ni na recˇenicama jezika L1^(Φ) kvantifikacijskog ranga 1. Primjeri takvih
recˇenica su ∀xRxx i ∃xRxx. Obje su istinite na M, a lazˇne na M∗w.
3.3 Lokalnost
Lokalnost neke formule nekog jezika kojim opisujemo neku relacijsku strukturu
intuitivno nam govori da istinitost dane formule na toj strukturi ovisi iskljucˇivo o
elementima nosacˇa koji se nalaze u nekoj vrsti okoline onog elementa nosacˇa u kojem
provjeravamo istinitost dane formule.
Kod Kripkeovih struktura M smo (u odjeljku 2.4.) definirali l-okoline pojedinih svjetova
w, koje smo oznacˇavali sa U l(w), dok smo inducirane podstrukture oznacˇavali sa
M  U l(w). Jedno od bitnih svojstava modalnih formula je upravo njihova lokalnost. To
c´emo sad prvo strogo definirati, a onda i dokazati.
Definicija 3.3.1. Za modalnu formulu ϕ rec´i c´emo da je l-lokalna ako za svaku tocˇkovnu
Kripkeovu strukturu (M,w) vrijedi:
M,w  ϕ ako i samo ako M  U l(w),w  ϕ
Propozicija 3.3.2. Svaka modalna formula ϕ takva da je deg(ϕ) ≤ l je l-lokalna.
Dokaz. Iz dokaza prve tvrdnje leme 2.4.6. znamo da vrijedi M,w -l M  U l(w),w. Sada
iz propozicije 2.2.6. imamo (M,w) ≡lML (M  U l(w),w), odnosno M,w  ϕ ako i samo
ako M  U l(w),w  ϕ 
Sˇto se ticˇe formula logike prvog reda, postoje i istrazˇeni su razni tipovi lokalnosti, poput
Gaifmanove ili Hanfove. Nama je ovdje, za dokaz Van Benthem - Rosenovog teorema,
dovoljan jednostavan koncept l-lokalnosti na Kripkeovim strukturama formula α(x) jezika
L1^(Φ) u jednoj slobodnoj varijabli. O tome nam govori sljedec´a definicija.
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Definicija 3.3.3. Formula α(x) jezika L1^(Φ) je l-lokalna ako za svaku tocˇkovnu
Kripkeovu strukturu (M,w) vrijedi:
M |= α[w] ako i samo ako M  U l(w) |= α[w]
Poglavlje 4
Dokaz Van Benthem - Rosenovog
teorema
U prethodnim smo poglavljima definirali sve potrebne pojmove i naveli (ili dokazali) sve
potrebne tvrdnje koje nam trebaju za dokaz sljedec´eg teorema.
Teorem 4.0.1 (Van Benthem - Rosen). Nad skupom svih konacˇnih Kripkeovih struktura
za svaku formulu α(x) jezika L1^(Φ) takvu da je qr(α) = q ekvivalentno je:
(a) α(x) je invarijantna na bisimulacije.
(b) Za α(x) postoji modalna formula ψ takva da je α(x) ≡ S Tx(ψ), pri cˇemu je
deg(ψ) = l, gdje je l = 2q − 1.
Teorem 4.0.1. dokazujemo pomoc´u sljedec´ih triju lema.
Lema 4.0.2. Svaka formula α(x) jezika L1^(Φ) koja je invarijantna na bisimulacije je i
l-lokalna za l = 2q − 1, pri cˇemu je q = qr(α(x)).
Dokaz. Pretpostavimo da je α(x) invarijantna na bisimulacije te neka je q = qr(α).
Stavimo l = 2q − 1. Da bismo pokazali da je α(x) l-lokalna, uzet c´emo proizvoljnu
tocˇkovnu Kripkeovu strukturu (M,w) i pokazati da vrijedi:
M |= α[w] ako i samo ako M  U l(w) |= α[w].
Kako je α(x) invarijantna na bisimulacije, mozˇemo bez smanjenja opc´enitosti pretpostaviti
da je (M  U l(w),w) stablo visine l. Naime, strukturu (M,w) mozˇemo zamijeniti njenim
parcijalnim stablastim razmatanjem koje je l-lokalno stablasta struktura, a cˇiju smo
kontrukciju opisali u 3. tvrdnji leme 2.4.9. Takva struktura (oznacˇimo je s (M∗,lw ,w)) je
bisimulirana sa (M,w) te zbog invarijantnosti na bisimulacije formule α(x) vrijedi:
M |= α[w] ako i samo ako M∗,lw |= α[w].
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Sada (po lemi 2.4.6.,1. tvrdnja) imamo da M,w -l M∗,lw ,w povlacˇi
M  U l(w),w -l M∗,lw  U l(w),w.
Sada samo trebamo primijetiti da svaka bisimulacijska igra na strukturama
(M  U l(w),w) i (M∗,lw  U l(w),w) u kojoj su oznake  na pocˇetku postavljene na w
zavrsˇava u najvisˇe l poteza. Prema tome, vrijedi
M  U l(w),w - M∗,lw  U l(w),w,
a struktura (M∗,lw  U l(w),w) je po konstrukciji stablasta.
Ako za neke tocˇkovne Kripkeove strukture (M′,w′) i (M′′,w′′) takve da vrijedi
M′,w′ - M,w i M′′,w′′ - M  U l(w),w pokazˇemo M′,w′ ≡q M′′,w′′, onda smo gotovi,
jer tada imamo sljedec´i niz ekvivalencija:
• M |= α[w] ako i samo ako M′ |= α[w′] (zbog bisimuliranosti i invarijantnosti α(x) na
bisimulacije)
• M′ |= α[w′] ako i samo ako M′′ |= α[w′′] (zbog ≡q ekvivalencije)
• M′′ |= α[w′′] ako i samo ako M  U l(w) |= α[w] (zbog bisimuliranosti i
invarijantnosti α(x) na bisimulacije)
Za strukture (M′,w′) i (M′′,w′′) koje c´e biti bisimulirane s (M,w) i (M  U l(w),w)
odabrat c´emo one koje se sastoje od dovoljno mnogo izomorfnih kopija od (M,w) i
(M  U l(w),w). Obje strukture c´e imati q izomorfnih kopija od (M,w) i od
(M  U l(w),w), ali c´e se razlikovati samo po jednoj komponenti (u kojoj c´e se nalaziti w′,
odnosno w′′). Spomenute strukture su prikazane na slici 4.1., s istaknutim elementima
nosacˇa oznacˇenim sa •. Otvoreni konusi predstavljaju kopije od (M,w), a zatvoreni kopije
od (M  U l(w),w). Prema propoziciji 1.2.7., struktura na lijevoj strani je bisimulirana sa
(M,w), a struktura na desnoj je bisimulirana s (M  U l(w),w). Za dokazati nihovu
q-ekvivalenciju dovoljno je, dakle, pronac´i strategiju za igracˇa II u igri na tim strukturama
u q poteza. Sa • oznacˇavamo elemente na pojedinoj od struktura s kojima pocˇinjemo igru.
Nadalje, uvodimo pojam kriticˇne udaljenosti dm1, cˇija je vrijednost za m-ti par poteza
jednaka
dm = 2q−m
Na pocˇetku igre imamo d1 = 2q−1 = dl/2e te se kriticˇna udaljenost smanjuje svakim
sljedec´im potezom za faktor 1/2. Upravo ta kriticˇna udaljenost modelira potez igracˇa II u
odnosu na potez koji povucˇe igracˇ I, tj. igracˇ II c´e igrati na sljedec´i nacˇin:
1Udaljenost medu elementima u Kripkeovoj strukturi definiramo kao najmanju duljinu puta u smislu
definicije 2.4.1.
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Slika 4.1: strukture (M′,w′) i (M′′,w′′)
• ako igracˇ I odabere element izvan kriticˇne udaljenosti, tada igracˇ II bira isti element
u nekoj od struktura izomorfnih M ili M  U l koji josˇ nije odabran (posˇto imamo q
kopija obiju struktura, takav c´e sigurno uvijek postojati)
• ako igracˇ I odabere element unutar kriticˇne udaljenosti, tada igracˇ II djeluje po
lokalnom kontekstu
Ideja lokalnog konteksta je sljedec´a: za elemente odabrane tijekom igre zamisˇljamo da
pripadaju disjunktnim skupovima Ai. Na pocˇetku igre imamo jedan takav skup A1, koji se
sastoji od elemenata oznacˇenih sa •.
Element kojeg neki od igracˇa odabere u m-tom potezu c´e upasti u jedan od postojec´ih
skupova ako je najvisˇe dm udaljen od nekog njegovog elementa.
Svi elementi medusobno razlicˇitih skupova Ai su nakon m-tog poteza drugog igracˇa
udaljeni za visˇe od dm.
Strategija za igracˇa II c´e biti takva da nakon njegovog m-tog poteza vrijedi:
• svaki skup Ai i njemu pripadni skup A j u suprotnoj strukturi povezani su
parcijalnim izomorfizmom hi koji se prosˇiruje na sve elemente koji su najvisˇe dm
udaljeni od Ai i A j = hi(Ai).
Dakle, ako u m-tom potezu igracˇ I odabere element cˇija je udaljenost od prethodno
odabranih elemenata vec´a od dm, tada je definiran novi skup Ai. Igracˇ II mora u suprotnoj
strukturi ucˇiniti istu stvar.
Ako igracˇ I odabere element koji se nalazi u nekom od skupova Ai, tada igracˇ II prvo
pripadnim izomorfizmom hi na Ai odredi odgovarajuc´i element u suprotnoj strukturi te ga
zatim ubacuje u pripadni skup hi(Ai).
Lako se vidi da ovakva strategija igracˇa II cˇuva gore navedenu invarijantu nakon svakog
m-tog poteza.
Oznacˇimo s K skup svih k ∈ N za koje je hk definirano nakon q poteza igre. Tada
parcijalni izomorfizmi {hk | k ∈ K} daju igracˇu II pobjedu.
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
Lema 4.0.3. Svaka l-lokalna formula α(x) jezika L1^(Φ) koja je invarijantna na
bisimulacije ujedno je i invarijantna na l-bisimulacije, preciznije: ako za neke dvije
tocˇkovne Kripkeove strukture (M,w) i (M′,w′) vrijedi M,w -l M′,w′ tada vrijedi:
M |= α[w] ako i samo ako M′ |= α[w′].
Dokaz. Neka je α(x) formula koja je l-lokalna i invarijantna na bisimulacije.
Pretpostavimo da vrijedi M,w -l M′,w′ i M |= α[w]. Trebamo pokazati da tada vrijedi i
M′ |= α[w′]. Bez smanjenja opc´enitosti pretpostavimo da su (M,w) i (M′,w′) l-lokalno




Zbog l-lokalnosti imamo M |= α[w] ako i samo ako M  U l(w) |= α[w]. Sada imamo
M,w -l M′,w′ ako i samo ako (lema 2.4.6., tvrdnja 1.) M  U l(w),w -l M′  U l(w′),w′
ako i samo ako (lema 2.4.6., tvrdnja 2.) M  U l(w),w - M′  U l(w′),w′.
Dakle, M  U l(w) |= α[w] ako i samo ako M′  U l(w′) |= α[w′], iz cˇega, zbog l-lokalnosti,
zakljucˇujemo M′ |= α[w′]. 
Lema 4.0.4. Za svaku formulu α(x) jezika L1^(Φ) koja je invarijantna na l-bisimulacije
postoji modalna formula ψ (deg(ψ) ≤ l) takva da je α(x) ≡ S Tx(ψ)
Dokaz. Prema 2. tvrdnji korolara 2.3.3., svaka klasa ekvivalencije od -l definabilna je
modalnom formulom. Oznacˇimo s χl,M,w modalnu formulu koja definira klasu
ekvivalencije od -l u kojoj se nalazi (M,w). Sada (iz propozicije 3.1.5.) slijedi da je




Gornja disjunkcija je konacˇna zbog 1. tvrdnje korolara 2.3.3.. 
Dokaz teorema 4.0.1. Pretpostavimo da je formula α(x) invarijantna na bisimulacije. Ona
je tada po lemi 4.0.2. i l-lokalna za l = 2q − 1, pri cˇemu je q = qr(α). Po lemi 4.0.3. sada
imamo da je α(x) invarijantna i na l-bisimulaciju te je konacˇno (po lemi 4.0.4.)
ekvivalentna standardnoj translaciji modalne formule ψ, cˇiji je stupanj manji ili jednak l.
Obrat slijedi iz propozicije 3.1.5. 
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Sazˇetak
U ovom radu smo ustanovili koja je veza izmedu modalne logike i logike prvog reda.
Nakon sˇto smo definirali osnovni modalni jezik i Kripkeovu semantiku, u prvom smo
poglavlju definirali bisimulaciju, koja se pokazala kao kljucˇan koncept u modalnoj logici.
Kljucˇna stvar u drugom poglavlju je uvodenje bisimulacijskih igara kao jednog nacˇina
karakteriziranja bisimuliranosti u smislu teorije igara. Kasnije proucˇavanje stablastih
struktura i l-okolina na Kripkeovim strukturama nam je pomoglo kod uvodenja koncepta
l-lokalnosti.
U trec´em poglavlju smo definirali standardnu translaciju, koja nam je omoguc´ila
promatranje modalne logike kao fragmenta logike prvog reda. U proucˇavanje Ehrenfeucht
- Fraı¨sse´ovih igara se nismo dublje upustili, nego smo definirali i iskazali ono sˇto nam je
potrebno za dokaz Van Benthem - Rosenovog teorema. Takoder smo definirali i vrlo
jednostavan koncept l-lokalnosti na Kripkeovim strukturama.
Vrlo je vazˇno naglasiti da dokaz Van Benthemo - Rosenovog teorema kojeg smo iznijeli u
cˇetvrtom poglavlju funkcionira i na konacˇnim i na opc´enitim Kripkeovim strukturama.
Summary
In this paper we established connection between modal logic and first order logic.
In first chapter, after defining basic modal language and Kripke semantics, we introduced
the notion of bisimulation, which happens to be the key concept in modal logic.
Crucial thing in second chapter was introduction of bisimulation games as one way to
characterize bisimilarity in game theoretic way. Latter investigation of tree structures and
l-neighbourhoods on Kripke structures helped us to introduce notion of l-locality.
Introduction of standard translation made possible for us to look at modal logic as a
fragment of first order logic. We didn’t take deeper look at Ehrenfeucht - Fraı¨sse´ games,
having defined and stated only what we needed to prove Van Benthem - Rosen theorem.
We also defined basic concept of l-locality of Kripke structures.
It is important to emphasize that proof of Van Benthem - Rosen theorem that we presented
in final chapter is good in both finite and general case of Kripke structures.
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