In the stochastic bandit problem, the goal is to maximize an unknown function via a sequence of noisy function evaluations. Typically, the observation noise is assumed to be independent of the evaluation point and satisfies a tail bound taken uniformly on the domain. In this work, we consider the setting of heteroscedastic noise, that is, we explicitly allow the noise distribution to depend on the evaluation point. We show that this leads to new trade-offs for information and regret, which are not taken into account by existing approaches like upper confidence bound algorithms (UCB) or Thompson Sampling. To address these shortcomings, we introduce a frequentist regret framework, that is similar to the Bayesian analysis of Russo and Van Roy (2014). We prove a new high-probability regret bound for general, possibly randomized policies, depending on a quantity we call the regret-information ratio. From this bound, we define a frequentist version of Information Directed Sampling (IDS) to minimize a surrogate of the regret-information ratio over all possible action sampling distributions. In order to construct the surrogate function, we generalize known concentration inequalities for least squares regression in separable Hilbert spaces to the case of heteroscedastic noise. This allows us to formulate several variants of IDS for linear and reproducing kernel Hilbert space response functions, yielding a family of novel algorithms for Bayesian optimization. We also provide frequentist regret bounds, which in the homoscedastic case are comparable to existing bounds for UCB, but can be much better when the noise is heteroscedastic.
Introduction
In the stochastic bandit problem one seeks to maximize an unknown function through a sequence of noisy evaluations. At each iteration, an algorithm chooses a point of the domain, trying to maximize the sum of rewards obtained. This creates a dilemma of exploration and exploitation, as one needs to balance acquiring more information about the unknown function and choosing points which lead to a high reward. To make the problem tractable in cases where the domain is infinite or continuous, the class of possible reward functions has to be restricted, for example to linear functions or a reproducing kernel Hilbert space (RKHS). Further, a common assumption used to get concentration results, is that the observation noise is (conditionally) independent and satisfies a tail bound. In most of the existing literature, the noise bound is assumed to be known and independent of the evaluation point. For many applications, this is arguably restrictive in several respects, as for instance the noise distribution might depend on the evaluation point, or the noise in the relevant part of the domain is much lower than the uniform upper bound. To name just a few examples, consider reinforcement learning applications, where data is generated via roll-outs, and noise inherently dependents on the exploration policy and the part of the environment explored. We also point to hyper-parameter tuning on physical systems, where the measurement noise often largely varies with the chosen parameter setting.
In this work, we introduce stochastic bandits with heteroscedastic noise, where we explicitly allow the noise distribution to depend on the evaluation point. With heteroscedastic noise, two key challenges arise, which are not present in the homoscedastic case. First, to estimate the unknown function, we would like to use the noise dependency to construct a more accurate estimator. Intuitively, one should assign more weight to observations which are less noisy, and indeed, for least squares estimation this leads to a variant known as weighted least squares. Second, regarding exploration and exploitation, an algorithm should in general prefer actions with less noise, as the observations obtained then result in a better estimate of the unknown function. This calls for methods which efficiently trade off information and regret, something of importance beyond the setting we discuss here. By introducing a novel frequentist regret framework, we derive several algorithms which are able to balance the expected regret against the informativeness of the action taken at each time step.
Related Work
For a general introduction to the multi-armed bandit problem we refer the reader to the survey of Bubeck and Cesa-Bianchi (2012) and references therein, and we only point out a few key references below. The well-known upper confidence bound strategy (UCB) was first introduced for the multiarmed bandit problem by Auer et al. (2002) , and later extended to linear bandits (Dani et al., 2008; Abbasi-Yadkori et al., 2011) and Gaussian processes (Srinivas et al., 2010; Abbasi-Yadkori, 2012; Chowdhury and Gopalan, 2017) . Another popular algorithm is Thompson Sampling (Thompson, 1933) , where frequentist regret guarantees are known in the linear case (Agrawal and Goyal, 2013; Abeille and Lazaric, 2017) and for RKHS functions (Chowdhury and Gopalan, 2017) .
A Bayesian analysis of Thompson Sampling was given by Russo and Van Roy (2016) , and this work also motivated Information Directed Sampling (IDS) in (Russo and Van Roy, 2014) . Bayesian IDS has recently been shown to achieve state-of-the-art performance in the sequential matrix completion problem (Marsden and Bacallado, 2017) .
For the case of finite, linear bandits, Lattimore and Szepesvari (2017) provide an asymptotically instance-optimal algorithm, and showed that both UCB and Thompson Sampling can be arbitrarily far away from the lower bound. Our work adds to this line of research insofar as we identify another setting, where standard approaches like UCB fail to appropriately trade off information and regret.
We are aware of only a few publications addressing heteroscedastic noise in the bandit setting. Most notably is the work of Cowan et al. (2015) for the case of finite, independent arms with Gaussian noise and unknown variances, where they show both finite time bounds and an asymptotically instance optimal algorithm. Some connections to the resource allocation problem have been pointed out by Lattimore et al. (2015) , and heavy-tailed noise distributions are discussed in (Lattimore, 2017) . While Bayesian IDS handles the complications introduced in our setting in principle, there are no frequentist regret guarantees known for this algorithm. In different context, the heteroscedastic noise problem has been studied before; for example in linear least squares regression (Aitken, 1936) , Gaussian process regression (Goldberg et al., 1998; Kersting et al., 2007) , in active learning (Antos et al., 2010; Chaudhuri et al., 2017) and Bayesian optimization (Assael et al., 2014) .
Contributions
In this work, we formalize the stochastic bandit problem with heteroscedastic noise and address the challenges we have outlined in the introduction.
• We show in Example 1, that the widely used UCB or Thompson Sampling strategies do not appropriately account for heteroscedasticity, and can even fail to resolve simple examples.
• In Section 3, we introduce new high-probability regret bounds for randomized policies, that depend on the choice of an information gain function, and a quantity we call regret-information ratio. One can view this derivation as a frequentist analog of the Bayesian framework of Russo and Van Roy (2014) ; or as a generalization of the standard analysis of UCB and its variants (Abbasi-Yadkori et al., 2011; Srinivas et al., 2010) . We also introduce a new concentration inequality for supermartingales (Theorem 11), which might be of independent interest.
• Our framework motivates a frequentist version of Information Directed Sampling (IDS), introduced in Section 4. This strategy is designed to have a small regret-information ratio, as it appears in our main result. Opposed to the Bayesian setting, where the information ratio can be directly calculated using the prior distribution, we instead define IDS to minimize a frequentist surrogate of the regret-information ratio over all sampling distributions. Moreover, we prove several properties of the regret-information ratio, which were previously only known for finite action sets. We also propose a deterministic variant of IDS, which is computationally cheaper while retaining some of the advantages of the randomized version.
• We extend the concentration bounds from Abbasi-Yadkori (2012) for least squares regression to heteroscedastic noise (Section 5). This allows us to define several variants of IDS in Section 6 and we derive high probability regret bounds, which in the homoscedastic case are comparable to known bounds for UCB, but can be much better when the noise is heteroscedastic.
• In Section 7, we empirically show that some of our approaches can outperform UCB and Thompson Sampling in a linear setting, even when the noise is homoscedastic.
Finally, we emphasize that, even though we primarily focus on bandits with heteroscedastic noise, Information Directed Sampling and the surrounding framework are formulated more generally, and could be used to derive new algorithms for different settings as well.
Problem Statement
Let f : X → R be a continuous function, that maps from a compact, metric space X to the real numbers. Using the terminology of the bandit literature, we refer to X as the action set, and call an element x ∈ X an action (or arm). Denote by P(X ) the set of Borel probability measures on X . Define a policy π = (π t ) t≥1 to be a sequence of mappings π t : (X × R) t−1 → P(X ) from histories to distributions on X . We say a policy is deterministic, if π t is always supported on a single action. Further, let ( t ) t≥1 be a real-valued noise process. Then we define a stochastic sequence (x t , y t ) t≥1 with natural filtration F t = σ(x 1 , y 1 , . . . , x t , y t ), such that x t ∼ π t (x 1 , y 1 , . . . , x t−1 , y t−1 ) is the action chosen by the policy and y t = f (x t ) + t is a noisy evaluation of f (x t ). The goal is to find a policy, which maximizes the cumulative reward T t=1 f (x t ) or, equivalently, minimizes the regret R T = max x∈X T t=1 f (x) − f (x t ) . By introducing the sub-optimality gaps ∆(x) = max x ∈X f (x )−f (x), we can write R T = T t=1 ∆(x t ), and we define S = max x∈X ∆(x).
In order to derive concentration inequalities for least square estimators, we make use of a tail bound on the noise distribution. In contrast to existing work, we allow this bound to depend on the evaluation point x ∈ X . Formally, let ρ : X → R >0 be a continuous, positive function, such that t is conditionally ρ(x t )-subgaussian, that is for all t ≥ 1 and ρ t = ρ(x t ),
Note that this condition implies that the noise has zero mean, and common examples include Gaussian, Rademacher, and uniform random variables. At this point, we leave open the kind of knowledge the policy has about the noise bound ρ; one can think of different settings, where either ρ is given, ρ(x t ) is observed at time t, or is estimated from the observations. In what follows, we also rely on a frequentist notion of information gain. We assume that we are given a sequence (I t ) t≥1 of non-negative, continuous functions I t : (X × R) t−1 × X → R ≥0 , and we think of I t (x) = I t (x 1 , y 1 , . . . , x t−1 , y t−1 , x) as the information gain of evaluating x ∈ X at time t. Accordingly, we define the maximum information gain at time T ,
where the essential supremum is taken over the stochastic process (x t , y t ) T t=1 up to sets of measure zero. A specific example that we explore in greater detail later, is I t (x) = log(1 + σ t (x) 2 /ρ(x) 2 ), which in the Bayesian setting with posterior variance σ t (x) 2 corresponds to the mutual information I(x; f |F t−1 ). In this case our definition of γ T relates to the notion from Srinivas et al. (2010) .
Example 1 (Choice between low and high noise) To start with, we take any bandit instance with homoscedastic noise and duplicate the set of actions. Then, we increase the amount of observation noise on each copy, such that for each action, one has the choice between a low and a high noise version. As we will see shortly, standard algorithms fail to resolve this seemingly simple example.
Formally, let S be a compact set, and define X = S × {ρ 1 , ρ 2 } for 0 < ρ 1 < ρ 2 . We denote (s, ρ ) ∈ X for s ∈ S and ρ ∈ {ρ 1 , ρ 2 }. Further, let f = f θ * : X → R be a parametrized function, such that f θ * (s, ρ 1 ) = f θ * (s, ρ 2 ) for all s ∈ S. We use the last coordinate to specify the noise bound ρ(s, ρ ) = ρ . Naively, any regret guarantee using a uniform noise bound degenerates as ρ 2 → ∞. This seems unnecessary, as choosing (s, ρ 1 ) over (s, ρ 2 ) clearly yields a more efficient solution. Unfortunately, this is not the default choice. For standard algorithms, consider the widely used UCB strategy. Here, a confidence set C t is constructed (possibly depending on ρ), containing the true parameter θ * with high probability. UCB then evaluates x UCB t ∈ arg max x∈X max θ∈Ct f θ (x). Note that the acquisition function is independent of ρ(x UCB t ), therefore UCB has no preference of ρ 1 over ρ 2 . The same is true for Thompson Sampling, where x TS t ∈ arg max x∈X fθ(x) is determined using a sampleθ from the posterior distribution of θ.
Beyond this simple example, one can easily come up with more complicated noise structures, which can be exploited by a learning algorithm. As another extreme case, take a linear bandit problem in R d , and add a set of d basis vectors to the action set, such that observations from these actions have no (or infinitesimal small) observation noise. By scaling the new basis vectors, one can also achieve that none of the new actions is optimal. Still, if these actions are played first, one can have vanishing regret after d steps, but again UCB and Thompson Sampling fail to take these actions; compare also Example 2 in (Russo and Van Roy, 2014) and Example 4 in (Lattimore and Szepesvari, 2017) .
A Frequentist Regret Framework
In this section we introduce a high-probability regret bound for general, possibly randomized policies. The only assumption we will use is that S = max x∈X ∆(x) is a bound on the sub-optimality gaps, and we emphasize that the results of this section are independent of any assumptions on the noise process. The framework can be seen as a frequentist analog of the Bayesian analysis of Russo and Van Roy (2014) . Similarly, as their bound is stated in terms of the entropy of the optimal action, our bounds depend on the total information gain γ T , defined through the choice of information gain functions I t . Alternatively, our framework can be understood as a generalization of the standard regret analysis of UCB and its variants (Abbasi-Yadkori et al., 2011; Srinivas et al., 2010) , and in fact, our framework recovers the usual guarantees for UCB. In the key step of the proof, we apply the Cauchy-Schwarz inequality to separate an information gain from a ratio of expected instantaneous regret and information gain. Analogously to Russo and Van Roy (2014) , this motivates the definition of the regret-information ratio at time t,
For a fixed policy π with sampling distribution π t , we write Ψ t = Ψ t (π t ), and with slight abuse of notation, we define Ψ t (x) = Ψ t (δ x ) as the regret-information ratio of x ∈ X , where δ x denotes the Dirac delta function at x. Note that Ψ t can only be small if the instantaneous regret is small or the information gain is large, which motivates the use of policies with small regret-information ratio.
Theorem 1 (Regret Bound for Randomized Policies) Let S = max x∈X ∆(x), and let Ψ t , γ T as defined above. Then, for any policy, with probability at least 1 − δ, at any time T ≥ 1, it holds that
If also I t (x t ) ≤ 1 holds for all t ≥ 1, then, with probability at least 1 − δ, at any time T ≥ 1,
We remark that the assumption I t ≤ 1 can be viewed as a continuity assumption on the information gain, and is not very restrictive. In fact, for the information gain functions we use later, γ T is sublinear in T , which in turn implies I t → 0, and I t ≤ 1 is trivially satisfied after some finite time.
The main difficulty in the proof of the general theorem is to deal with randomized policies. Indeed, for deterministic policies, we have the following, simpler version of the previous theorem.
Theorem 2 (Regret Bound for Deterministic Policies) Let the sequence (x t ) T t=1 be generated by any deterministic policy. Then, at any time T ≥ 1, the regret is bounded by R T ≤ T t=1 Ψ t γ T . Proof Note that for deterministic policies, x t is predictable with respect to the filtration F t , and therefore
It(xt) . Hence we can write
Ψ t I t (x t ) and apply
We outline the proof of the general theorem, but have to defer details to Appendix B. For brevity, we denote ∆ t = ∆(x t ) and I t = I t (x t ). The central step in the proof, that allows us to apply the definition of Ψ t and Cauchy-Schwarz as in the deterministic case, is
To get there, we have to bound the sum of martingale differences ∆ t − E[∆ t |F t−1 ], such that we can express the regret in terms of E[∆ t |F t−1 ]. We attain this at the expense of an additive factor of order O S log T δ using a 'peeling' argument on Freedman's inequality and the union bound on T . The more challenging part of the proof is to bound the sum of expected information gains
Again, we need to bound a martingale difference sequence E[I t |F t−1 ]−I t , such that we can make use of
It is possible to apply Freedman's inequality as in the first step, or even an Azuma-Hoeffding type inequality like for example Corollary 2.7 of Fan et al. (2015) . However, both ways would introduce a multiplicative log(T ) factor in our leading term through the union bound over T .
To avoid this, note that g t = E[I t |F t−1 ] is a predictable, non-negative process, which upper bounds the martingale differences g t − I t ≤ g t . Using the method of mixtures, similar as done by Abbasi-Yadkori et al. (2011) and Corollary 2.7 in (Fan et al., 2015) , we prove a new anytime concentration inequality for bounded supermartingales (Theorem 11 in Appendix A). As a consequence, we get the following lemma, showing that, for any non-negative stochastic process X t , with high-probability the sum of conditional means
Lemma 3 (Concentration of conditional mean) Let X t be any non-negative stochastic process adapted to a filtration {F t }, and define m t = E[X t |F t−1 ] and M T = T t=1 m t . Further assume that X t ≤ b t for a fixed, non-decreasing sequence (b t ) t≥1 and let (l t ) t≥1 be any fixed, positive sequence. Then, with probability at least 1 − δ, for any T ≥ 1,
Further, if b T ≥ 1, with probability at least 1 − δ for any T ≥ 1 it holds that,
To prove the first inequality, we use the Bhatia-Davis inequality (Lemma 18, Appendix G) to upper bound the sum of conditional variances
m t , and for the second part of the lemma, note that the right-hand side of the first inequality depends only sublinearly on M T . All details on the concentration results can be found in Appendix A.
Applied to the sequence I t , the last equation then gives the main result for the case I t ≤ 1, and the unrestricted case follows by using a more conservative bound I t ≤ γ t instead. We also remark that the log 1 δ factor introduced in the last step cannot be completely avoided, as one would expect for general randomized policies (see also Example 2 in Appendix B).
Frequentist Information Directed Sampling
As the regret bound given in the previous section primarily depends on T t=1 Ψ t , we look for policies such that the regret-information ratio is as small as possible. Unfortunately, Ψ t cannot be directly controlled, as it depends on ∆(x t ) and therefore on the unknown value max x∈X f (x). However, if a confidence interval [l t (x), u t (x)] is available, containing the true function values f (x) with probability 1 − δ, one can construct an upper bound ∆
t also holds with probability 1 − δ. Such confidence bounds are known for different estimators and function classes, and we will discuss some variants in the next section. For now we rely on ∆ + t as being given to define a surrogate of the regret-information ratio,
Clearly, by our assumption on
holds with probability 1 − δ for any µ ∈ P(X ). We define Information Directed Sampling (IDS) to be a policy π IDS , such that at any time t,
Using Prokhorov's Theorem (Prokhorov, 1956) , we show in Lemma 16 in Appendix C, that a minimizer µ ∈ P(X ) of Ψ + t (µ) always exists for compact X , assuring that IDS is well-defined. Like the Bayesian counterpart in (Russo and Van Roy, 2014) , the regret-information ratio Ψ t (µ) and its surrogate Ψ + t (µ) are convex functions of µ, which is a direct consequence of the fact that h(x, y) = x 2 y is convex on R × R >0 (see Lemma 17). Moreover, we have the following result, which might also have far-reaching algorithmic implications.
Lemma 4 (Compare Proposition 6 in (Russo and Van Roy, 2014) ) There exists a minimizing distribution µ * ∈ arg min µ∈P(X ) Ψ + t (µ), which is supported on at most two actions. The lemma is proven for finite action sets in (Russo and Van Roy, 2014) . We address the technical challenges of having a compact set X in Appendix C, and show that even for continuous action sets, a simple parameterization of the sampling distribution suffices to find a minimizer of Ψ + t . In settings with finitely many actions, this allows to minimize Ψ + t (µ) by iterating over all pairs of actions, or one can use convexity of Ψ + t to apply gradient descent on the probability simplex. By the previous lemma, IDS can be chosen in such a way, that the sampling distribution π IDS t is supported on at most two actions at any time. That this is necessary in general can easily be seen in a simple example. However, one can still directly minimize the regret-information ratio over distributions supported on a single action. We define Deterministic Information Directed Sampling (DIDS) to be a deterministic policy which at time t chooses an action
As the minimization happens over a subset of P(X ), clearly min µ∈P(X ) Ψ
. Empirically, we found that which version has lower regret strongly dependents on the information function used to define IDS. We think that DIDS could oftentimes yield a computational cheaper alternative to IDS with similar and or even better performance. Understanding the potential benefits of the randomized version is left for future work.
Least Squares Regression with Heteroscedastic Noise
So far we have defined Information Directed Sampling in terms of a surrogate Ψ + t of the regretinformation ration, which depends on a high-probability upper bound ∆ + t on the sub-optimality gaps. To construct this upper bound in the next section, we briefly discuss variants of classical least squares estimation for observations with heteroscedastic noise (see also Aitken, 1936; Rasmussen and Williams, 2006) , and generalize the concentration inequalities of Abbasi-Yadkori (2012) for least square estimators in R d and separable Hilbert spaces to the setting with heteroscedastic noise. Throughout this section, we assume that X is a subset of R d and that the noise satisfies the subgaussian condition (1), which we summarize in a diagonal noise matrix Σ = Σ T = diag(ρ 2 1 , . . . , ρ 2 T ).
Linear Least Squares with Heteroscedastic Noise
Assume that the data {x t , y t } T t=1 is generated from a linear function f (x) = x θ * with unknown parameter θ * ∈ R d . As common, we define the design matrix X = X T = (x 1 , . . . , x T ) and the observation vector y = y T = (y 1 , . . . , y T ) , where we drop the subscript T in favor of readability.
With heteroscedastic noise, the ordinary least squares estimator is known to be inefficient in general. Aitken (1936) was first to consider an alternative known as weighted linear least squares, defined as a minimizer of weighted norm Xθ − y 2 Σ −1 , which amounts to applying ordinary least squares to normalized data X = Σ −1/2 X and y = Σ −1/2 y. This has the wanted effect of putting less weight on noisier observations; moreover, the Gauss-Markov theorem asserts that the estimator has the smallest possible variance among all linear and unbiased estimators for fixed design X and Gaussian noise. Adding a Tikhonov regularization term depending a positive definite matrix V 0 , we setθ T = arg min θ y − θ X 2
, and with V T = X Σ −1 X + V 0 , a closed form is given byθ T = V In the next theorem, we extend the elegant concentration inequality forθ from Abbasi-Yadkori et al. (2011) to the setting with heteroscedastic noise.
Lemma 5 (Theorem 2 in (Abbasi-Yadkori et al., 2011) for heteroscedastic noise) Let (x t , y t ) t≥1 be any stochastic process in R d × R such that y t = x t θ * + t and t satisfies noise assumption (1). Then, forθ T as defined above, with probability at least 1 − δ, for any T ≥ 1, it holds that
Proof Theorem 2 in (Abbasi-Yadkori et al., 2011) proves the case ρ t = R. We show that this immediately translates to the general case. For any t ≥ 1, define x t = xt ρt , and corresponding observations y t = yt ρt . Now we apply the case R = 1 to the process {x t , y t } and the corresponding estimatorθ T = V −1 T X y . Observe thatθ T =θ T to complete the proof. Note that by Cauchy-Schwarz,
for all x ∈ X , and in combination with the previous lemma, this yields confidence intervalsf T (x)±β T σ T (x) that contain the true function value f (x) with probability at least 1 − δ at any time T , wheref T (x) = x θ T ,
Let H be a separable Hilbert space with inner product ·, · H and corresponding norm · H . For a positive definite operator V 0 : H → H, we denote the inner product ·, · V 0 := ·, V 0 · with corresponding norm · V 0 . Let f * ∈ H be the unknown function used to generate the data {v t , y t } T t=1 , such that y t = v t , f * H + t . As substitute for the design matrix, define the operator M = M T : H → R T , such that for all v ∈ H and t = 1, . . . , T , (M v) t = v t , v , and denote its adjoint by M * : R T → H. Taking the noise matrix Σ = Σ T = diag(ρ 2 1 , . . . , ρ 2 T ) into account, we define the regularized least squares estimatorμ T = arg min
We now turn to concentration inequalities forμ T in separable Hilbert spaces as first introduced by Abbasi-Yadkori (2012). The same inequality for the special case of a RKHS was recently rederived by Chowdhury and Gopalan (2017).
Lemma 6 (Theorem 3.11 in (Abbasi-Yadkori, 2012) for heteroscedastic noise) Let (v t , y t ) t≥1 be a stochastic process in H × R, such that y t = v t , f * H + t satisfies the noise assumption (1). Then with probability at least 1 − δ, for any v ∈ H and for all T ≥ 1,
Proof Theorem 3.11 in Abbasi-Yadkori (2012) proves the case ρ t = R. Define y t = y t /ρ t and v t = v t /ρ t , and apply the case R = 1 toμ T . Note thatμ T =μ T to complete the proof.
Least Squares Estimation in RKHS Consider the important special case, where H is a RKHS over R d with kernel function k :
Notably, for V 0 = λI, the representer theorem yields the following, tractable form ofμ T ,
. Details of this derivation are given in Appendix D. Similarly, we get v 2
. Also note thatμ T and σ T can be iteratively updated using Schur's complement (Chowdhury and Gopalan, 2017, Appendix F), avoiding the computation of a T × T matrix inverse at every step. In the next lemma, we specialize the previous result to the RKHS setting.
Lemma 7 Let H be a RKHS, andμ T be the estimator defined above with V 0 = λI for λ > 0. Assume that the process (x t , y t ) t≥1 satisfies the noise assmption (1). Then, the following holds with probability at least 1 − δ, for all T ≥ 1,
We again draw the connection to Bayesian optimization. Let f * ∼ GP(0, λ −1 k) be a sample from a Gaussian process, where λ > 0 is a parameter trading off the strength of the prior distribution, and assume that the observation noise t independent and N (0, ρ 2 t ) distributed. Then the posterior distribution of f * is also a Gaussian process with meanμ T and covariance kernel k T (x, y) =
Regret Bounds for Information Directed Sampling
We now define ∆ + t for linear and RKHS functions f , using the regularized least squares estimator and the corresponding confidence intervals of Lemma 5 and 7. Specifically, we get estimatorŝ f t : X → R and a symmetric confidence interval |f (x) −f t (x)| ≤ β δ t σ t (x) at level 1 − δ for non-decreasing scale factor β t = β δ t and confidence width σ t (x). We define the surrogate
Note that x UCB t ∈ arg max x∈X f t (x)+β t σ t (x) is the UCB action and ∆
). For simplicity, we now make the assumption that the noise function ρ is known. We introduce two information gain functions I F t (x) and I UCB t , which are both simple to compute and also naturally yield regret bounds for the corresponding IDS and DIDS policies.
IDS-F
The first information function we propose is I F t = log 1 + σt(x) 2 ρ(x) 2 . We motivate this in the Bayesian setting with a Gaussian prior and likelihood, where I F t is up to a constant factor equal to the conditional mutual information I(f ; x|F t−1 ). In the linear case, this follows by writing I(θ; x t , y t |F t−1 ) = H(θ|F t−1 ) − H(θ|F t−1 , x t , y t ), and then using the matrix determinant lemma,
Note that as the confidence width σ t (x) decreases, I t gets smaller; this means the information gain is diminishing as the uncertainty about f decreases. On the other hand, I t (x) increases as ρ(x) decreases, which also makes sense; less noise means more information and a larger improvement in the confidence bounds. Note that by compactness of X , we can also ensure that I t (x) ≤ 1, either by rescaling, or increasing the regularization parameter in the confidence bounds.
IDS-UCB
We introduce a second information function,
|x) 2 , where we define σ t (x UCB t |x) as the confidence width at x UCB t after x has been evaluated. For the least squares estimators that we use in Section 5, this can be computed without knowing the outcome of evaluating at x and we explicitly calculate this quantity in Appendix E . Again, I UCB t can be motivated in the Bayesian setting, where it corresponds to the mutual information I(x; f (x UCB t )|F t−1 ). From the data processing inequality (Cover and Thomas, 2012) it also follows that I UCB t (x) ≤ I F t (x) for all x ∈ X . The resulting IDS-UCB policy collects information about the UCB action, but is not restricted to playing the same, if a more informative alternative action is available. Using similar ideas we introduce IDS-TS and further variants in Appendix E. Note also that both DIDS-F and DIDS-UCB are not more expensive to compute than standard UCB.
To bound the regret of IDS-F and IDS-UCB, we will need the following lemma, which relates the regret-information ratio of IDS to the regret-information ratio of UCB.
Lemma 8 At any time t, denote the sampling distribution of IDS with µ IDS t , the action chosen by DIDS and UCB with x DIDS t and x UCB t respectively. Then,
. If in this case also I t (x) ≤ 1 holds, then Ψ + t (x UCB ) ≤ 8β 2 t ρ(x UCB ) 2 , and consequently with R = max x∈X ρ(x), for any of these strategies,
Proof The sequence of inequalities follows directly from the respective definitions. The formula for Ψ + t (x UCB ) follows by noting that
The last inequality uses that β t is non-decreasing, and uniformly bounds ρ(x) ≤ R.
Finally, we obtain regret bounds for IDS and DIDS using the previous lemma, Theorem 1 or 2, and the concentration inequalities in Lemma 5 and 7. Note that for I F t , bounds on γ T are known, for example in the linear setting γ T = O(d log(T )) (Abbasi-Yadkori et al., 2011), and for RKHS with Gaussian kernel γ T = O (log(T ) d (see Srinivas et al., 2010 , also for other kernels). Further, by I UCB t ≤ I F t we can use the same bounds for I UCB t .
Corollary 9 Denote X UCB t the set of UCB actions at time t as observed during the run of IDS and DIDS respectively, and set R = sup t≥1 min x∈X UCB t ρ(x). For estimatorsf t with confidence boundŝ
, with probability at least 1 − δ, the regret of IDS-F and IDS-UCB is bounded by
, and of DIDS-F and DIDS-UCB by R T = O T Rβ δ T γ T . There are several remarks in place. First, our bounds are in the homoscedastic setting comparable to the standard bound of UCB, which in fact can also be recovered via Lemma 8. In settings with heteroscedastic noise, our bounds can be much better, for example as depicted in Example 1, where the bound of IDS depends only on the lowest noise action, as opposed to the bound for UCB and Thompson Sampling. To obtain bounds adaptive to more general heteroscedastic settings, one would need to bound the sum T t=1 Ψ t directly in relation to ρ and the policy, which we leave for future work. It is also important to understand that our bounds are worst-case guarantees and the actual instance-dependent regret can be much different; see also the experiments in the next section.
Experiments
We compare our methods in a simple, synthetic setup to UCB and Thompson Sampling (TS). We fix a linear function in R 3 and, for each experiment, randomly generated a set of 30 actions contained in the euclidean unit ball. For each of these actions, we fix the noise bound in the homoscedastic setting ( Figure 1a) to ρ = 0.5 and, in the heteroscedastic setting (Figure 1b) , we chose the bound for each action uniformly in [0.1, 1]. In the homoscedastic setting, we compare to standard UCB and TS with Gaussian posterior. We also simulated the setting of duplicated actions (Example 1) with UCB-σ and TS-σ for σ ∈ {1, 1.5, 2}, increasing the noise variance to σ. In the heteroscedastic setting, standard UCB and TS use 1 as a uniform upper bound on the noise, but we also show W-UCB and W-TS, which use the weighted least squares and Lemma 5 to compute the upper confidence bound.
For our methods, we show IDS-F, DIDS-F, IDS-UCB and further IDS-TS. The latter is defined by I TS
t (x) = I(x; f (x TS t )|F t−1 ) with respect to a proposal action x TS t from Thomson Sampling and works very well in our experiment, but we currently do not have any regret guarantees for this policy (see also Appendix E). We do not show the regret of DIDS-UCB and DIDS-TS as it was too close to the randomized version. For all methods, we calculate confidence bounds from Lemma 5 directly using the determinant and the matrix V T , and we fix δ = 0.01. Errorbars show 2 times standard error of 500 trials. In our experiments, IDS-F is over-exploring, which can be explained by noting that I F t captures global information about the function f , irrespective of where the optimum is. An interesting numerical observation is that the regret of IDS-F closely follows the theoretical upper bound O( T log(T )). Further experiments and discussion can be found in Appendix F. In both experiments, IDS-UCB is the best method with known frequentist guarantees, outperforming UCB and W-UCB, where latter uses the weighted least squares estimator. IDS-TS achieves the lowest regret, improving also on Thompson Sampling. As discussed above, IDS-F explores too much, and DIDS-F is slightly better than UCB.
Conclusion and Future Work
We introduced a frequentist version of IDS, mainly to address bandits with heteroscedastic noise. However, we believe that the generality of our analysis opens up many promising directions for future work, some of which we outline below. As termed by Russo and Van Roy (2014) , Information Directed Sampling should be rather seen as a design principle than an algorithm, as it depends on the user-defined choices of I t and ∆ + t . Empirically, we observed that the performance of IDS strongly depends on the choice of I t , hence better understanding and deriving new information functions is an important task for future work. For instance, Russo and Van Roy (2014) use I t (x) = I(x; arg max x∈X f (x)|F t−1 ), but this is in general more expensive to compute and one might have to use approximation techniques, as for example done in (Wang and Jegelka, 2017) for I t (x) = I(x; max x∈X f (x)|F t−1 ). The choice of I t can also be seen as introducing prior information on the problem structure to the algorithm, which could be useful in other settings as well.
Regarding bandits with heteroscedastic noise, we assumed that the heteroscedastic noise bound ρ is known. For applications one might instead want to estimate the variance of the noise directly from the data, as done in (Cowan et al., 2015) for Gaussian multi-armed bandits. We also point out a striking similarity of IDS-F and an instance-dependent lower bound, due to Burnetas and Katehakis (1996) , see equation (8) in (Cowan et al., 2015) . Finally, it needs to be seen if the notion of regretinformation ratio is useful beyond the algorithms we study here. For example, it might be possible to bound the regret-information ratio of Thompson Sampling, where regret bounds in the frequentist setting remain notoriously harder to achieve than in the Bayesian setting. 
Appendix A. Concentration Inequalities for Martingales
We first state the following consequence of Freedman's inequality.
Lemma 10 (Similar to Lemma 3 in (Kakade and Tewari, 2009)) Let X 1 , . . . , X T be a martingale difference sequence with respect to a filtration F t such that X t ≤ b holds for all t = 1, . . . , T . Denote the corresponding martingale by M T = T t=1 X t and the sum of conditional variances by
, and consequently, with probability at least 1 − δ,
Proof Our proof uses the ideas of the proof of Lemma 3 in (Kakade and Tewari, 2009 ) and is included for completeness; along the way we also get rid of unnecessary assumptions in the original lemma. Define l = log T λ −2 log β , and α i = λ 2 b 2 β i for i = 0, . . . , l, further set α −1 = 0 for notational convenience. Note that since V T ≤ T b 2 , our choice of l implies that α l ≥ V T .
Here, (i) is Freedman's inequality (Freedman, 1975) , and (ii) uses that β > 1. This shows the first part of the lemma. For the second part, note that for T = 1, the claim is trivially true by X 1 ≤ b, hence we assume T ≥ 2. If also λ ≥ 1, we can upper bound l ≤ log T log β =: l . We choose β = 5/3, and set λ = log
δ , such that indeed λ ≥ 2 log log (2) log(5/3) + 1 ≥ 1 for T ≥ 2, hence proving the claim.
The next concentration inequality for supermartingales is a variant of Corollary 2.7 in (Fan et al., 2015) , and might be of independent interest.
Theorem 11 Let S T = T t=1 ξ t be a sum of supermartingale differences ξ t with filtration {F t }. Further, let U t be a non-negative predictable process, such that ξ t ≤ U t holds for all t ≥ 1. Define
Further denote A T = T t=1 C 2 t . Then, for any fixed positive sequence (l t ) T t=1 , with probability at least 1 − δ,
The proof combines Corollary 2.7 in (Fan et al., 2015) , with the method of mixtures as used in the proof of Theorem 1 in (Abbasi-Yadkori et al., 2011) . We start with the following lemma.
Lemma 12 Let ξ t , C t as in Theorem 11, and define for λ ≥ 0, t ≥ 1,
Further, let τ be a stopping time with respect to the filtration {F t }. Then M λ t is a supermartingale, M λ τ is almost surely well-defined, and
Proof The proof is along the lines of Lemma 8 in (Abbasi-Yadkori et al., 2011) , where we replace the subgaussian condition by the suitable analog found in (Corollary 2.6, Fan et al., 2015) . We start by showing that M λ t is a supermartingale. Let
By Corollary 2.6 of (Fan et al., 2015) , we have that E[e λξs |F s−1 ] ≤ exp
The rest of the argument is standard (compare for example Theorem 5.7.6 in Durrett, 2010) ; by the convergence theorem for non-negative supermartingales, M λ τ is well defined for any stopping time τ ≤ ∞, then using Fatou's lemma it follows that M λ τ ≤ lim inf t→∞ M λ τ ∧t ≤ 1.
To prove Theorem 11, we now use the method of mixture, similar to Theorem 1 in (AbbasiYadkori et al., 2011) . The main difference is that the supermartingale M λ t from the the previous lemma is only defined for λ ≥ 0, which requires to choose a mixing density supported on [0, ∞).
Proof of Theorem 11 Remember that
2 A t . Further, let Λ = (Λ t ) t≥1 be a sequence of independent Gaussian random variable truncated to
π is a normalizing constant. Using Λ as a mixing distribution we define
where F ∞ = σ ∪ T t=1 F t is the tail σ-algebra of the filtration F t . In particular, using Fubini's theorem, we still get
In the next step, we explicitly calculate M t for any t ≥ 1,
Completing the square yields
and with the previous equation,
In (i) we introduced an indicator function and used that all other terms are positive. To get (ii), we first applied a change of variables λ = λ − S t /(l t + A t ) and then made use of S t ≥ 0 to reduce the integration range (and again that the integrand is positive).
A final application of Markov's inequality yields
where (i) uses the inequality for M t derived above, and (ii) follows from Lemma 12.
To get the anytime result as stated in the Theorem, we use the same stopping time argument as in (Abbasi-Yadkori et al., 2011) . Define the stopping time
This completes the proof.
As a consequence of the previous result, we have the following lemma.
Lemma 3 (in Section 3) Let X t be a non-negative stochastic process adapted to a filtration {F t }. Assume that X t ≤ b t for a fixed, non-decreasing sequence {b t }. Define m t = E[X t |F t−1 ] and M T = T t=1 m t , and let (l t ) t≥1 be any fixed, positive sequence. Then, with probability at least 1 − δ,
The first part of the lemma follows now directly from Theorem 11. For the second part, we use a trade-off parameter η > 1, and set l t = b t to find
where for (i) we used the inequality √ a + b ≤ √ a + √ b, and for (ii) we used 2 √ ab ≤ a + b (Lemma 19) on the first term, and ab log(ab) ≤ a + b log(b) (Lemma 20) on the second term with the condition b T ≥ 1. We set η = 2 and combine the previous inequalities. Solving for
Appendix B. Proof of Theorem 1
We will write ∆ t = ∆(x t ) and I t = I t (x t ) for notational convenience.
Step 1) Bounding the regret by the expected regret We first prove a lemma which bounds the regret in terms of
Lemma 13 For any policy π we have with probability at least 1 − δ,
Further, with probability at least 1 − δ, at any time T ≥ 1,
3δ (log(T ) + 1) .
Proof First, we rewrite the regret
such that we only need to bound the martingale difference sequence
Further, by the Bhatia-Davis inequality,
and consequently,
Now we apply Lemma 10 to find that with probability at least 1 − δ,
where for the last inequality we have used 2 √ ab ≤ a + b for a, b ≥ 0. This proves the first part of the lemma. Replacing δ by 6δ π 2 T 2 and taking the union bound over all time steps T ≥ 1 gives the anytime bound.
Step 2) Application of Cauchy-Schwarz In the next lemma, we bound the sum of expected instantaneous regret using the information-regret ratio and the expected information gain.
Lemma 14
Proof First use the definition of Ψ t and then apply Cauchy-Schwarz.
Step 3) Bounding the expected information gain From the last step, we are left with the sum of expected information gains,
Using Lemma 3, we show that the sum of expected information gains
Lemma 15 With probability at least 1 − δ,
and if further I t ≤ 1 holds, then, with probability at least 1 − δ,
Proof of Lemma 15. Remember that
The proof of the lemma is a direct application of Lemma 3, first with the conservative bound I t ≤ t s=1 I s ≤ γ t , and then with the assumption I t ≤ 1.
Step 4) Completing the proof For the proof of the main theorem, we take the union bound over the events such that Lemma 13 and Lemma 15 simultaneously hold, effectively replacing δ by δ 2 in respective statements. Applying Lemma 13, 14 and 15 in order, we find
3δ (log(T ) + 1) , and if I t ≤ 1 holds, the last step can be strengthend to
Dropping all constants, we find
and if I t ≤ 1 holds
We remark that in Step 3) in our proof, a dependence on log 1 δ is unavoidable, as shown by the following example.
Example 2 Define a stochastic process I t , such that I t ∼ Ber( 
Appendix C. Properties of the Information Regret Ratio
Here we present details on the properties of the regret-information ratio and its surrogate. In the next lemmas, we show that a minimizer of Ψ + t (µ) always exists, and in fact can be chosen to be supported on two actions, and further, that the regret-information ratio is a convex function of µ ∈ P(X ). Formally, we assume that X is a compact, metric space and ∆ : X → R + , g : X → R + are continuous, bounded functions, such that g is not zero everywhere. In the following, we let
Eµ[g(x)] , which includes both the regretinformation ratio and its surrogate. Note however, that minimizing the actual regret-information ratio is a trivial matter (assuming that ∆ is known), as for x * ∈ arg max x∈X f (x), we have by definition ∆(x * ) = 0, and therefore min x∈X Ψ t (x) = 0; but this is of course not true in general for the surrogate Ψ + t .
Lemma 16 There exists a µ * ∈ P(X ) such that Ψ(µ * ) = inf µ∈P(X ) Ψ(µ).
Proof Clearly Ψ(µ) ≥ 0, and if there is a point x ∈ X with ∆(x) = 0, we have Ψ(µ * ) = 0 for µ * = δ x , with the convention that 0 0 = 0. Therefore, without loss of generality, we can assume that
Denote by Ψ * = inf µ∈P(X ) Ψ(µ) and pick a sequence µ n such that Ψ(µ n ) → Ψ * as n → ∞. By the assumption that ∆ ≥ and g is not zero everywhere, Ψ * < ∞, and in particular E µn [g] > 0 for n large enough. Since µ n is a probability distribution over a compact, metric space, the sequence is trivially tight. We apply Prokhorov's theorem (Prokhorov, 1956) , which guarantees the existence of a subsequence µ n i converging weakly to some µ * ∈ P(X ) (in fact, P(X ) is compact in the weak* topology). By definition of weak convergence (or weak* convergence from the point of view of functional analysis), s(x) dµ n i → s(x)dµ for every continuous bounded function s : X → R.
, and the same for
. Finally, continuity of h gives
which proves the claim.
In the next two lemmas, we extend Proposition 6 of Russo and Van Roy (2014) to the case of compact action sets X .
Lemma 17 Ψ(µ) is convex in µ.
Proof The proof is completely analogs to the proof of Proposition 6 in (Russo and Van Roy, 2014) . Define h : R × R >0 → R, (x, y) → x 2 /y. As shown in Chapter 3 of Boyd and Vandenberghe (2004) , h is convex on its domain. Further, f :
is an affine function. Since Ψ(µ) = h(f (µ)) is a composition of a convex and an affine function, Ψ is convex, too.
Lemma 4 (in Section 4) There exists a measure µ * ∈ arg min µ∈P(X ) Ψ(µ) with |supp(µ * )| ≤ 2, i.e. a measure which achieves the minimum value of Ψ and is supported on at most two actions.
Proof The proof is an extension of Proposition 6 in (Russo and Van Roy, 2014) , where we deal with the technicalities of having a compact action set.
Define Ψ * = min µ∈P(X ) . Again, without loss of generality, we can assume that ∆(x) ≥ > 0 for all x ∈ X , as otherwise we immediately get a measure supported on a single action, such that Ψ * = 0. In particular, for what follows, we assume that
As a first step, we show that η has the same minimizers as Ψ. Note that η(µ) ≥ 0, and if Ψ(µ) = Ψ * , then η(µ) = 0, which shows one direction. For the converse, assume that µ minimizes η, i.e. η(µ) = 0. This immediately gives Ψ(µ) = Ψ * . Now, let µ be any minimizer of Ψ, and therefore also a minimizer of η. Remember that by definition of the support, for any x ∈ supp(µ) and any neighborhood N x of x, µ(N x ) > 0. We claim that the function
is constant on supp(µ). Suppose there exist x, y ∈ supp(µ) such that s(x) < c < s(y) for some c ∈ R. Then, by continuity of s, we can find disjoint neighborhoods N x and N y of x and y respectively, such that for all x ∈ N x and y ∈ N y , s(x ) < c < x(y ).
Let µ x , µ y and µ ⊥ be the measures obtained by restricting µ to N x , N y and (N x ∪ N y ) c respectively, and let α x = µ x (N x ) and α y = µ y (N y ). By the definition of support, α x > 0 and α y > 0 (in particular, µ x /α x and µ y /α y are the conditional probability distributions of µ given N x and N y respectively). Note that for our choice of x and y,
Define for λ ∈ [−α −1 x , α −1 y ] a parametrized measure
Clearly µ λ (X ) = 1, hence µ λ defines a probability measure for −α −1 x ≤ λ ≤ α −1 y such that µ 0 = µ. Intuitively, by varying λ we transfer probability mass from N x to N y . With a slight abuse of notation, we write η(λ) = η(µ λ ). Because µ is a minimizer of η, it must be that which contradicts (9). This shows that d * := s(x) is constant for x ∈ supp(µ), and in particular for all x ∈ supp(µ),
Ψ * ∆(x) . To complete the proof, note that supp(µ) is compact because the support is always closed and X compact; hence we can pick x min ∈ arg min x∈supp(µ) g(x) and x max ∈ arg max x∈supp(µ) g(x). Let 0 ≤ β ≤ 1, such that
Let µ * = βδ x min + (1 − β)δ xmax be a distribution supported on {x min , x max }. From the last two equations, it follows that E µ [g] = E µ * [g], and also E µ [∆] = E µ * [∆] . Consequently, µ * achieves the same objective value on η as µ, and therefore is a minimizer of both η and Ψ * . ρ(x) 2 , which in the Bayesian setting, with Gaussian prior and likelihood and posterior variance σ t (x), corresponds to the mutual information I(x; f |F t−1 ).
IDS-UCB Remember that we defined σ t (y|x) 2 as the confidence width at y ∈ X if we were to evaluate x ∈ X at time t. Then IDS-UCB is defined through
Using the Sherman-Morrison formula, we compute for the linear case, denoting σ t (x) = x V −1 t , σ t (x|x
) 2 ρ(x) 2 + σ t (x) 2 ., Using Schur's complement, for RKHS functions we get
compare Appendix F in (Chaudhuri et al., 2017) . From the last expression, it is also easy to see that
IDS-TS Similar as IDS-UCB, we define IDS-TS by using the information function I TS t = log σ t (x TS t ) 2 σ t (x TS t |x) 2 , where x TS t is a proposal action by the Thompson Sampling policy, that is, x TS t maximizes a samplẽ f from the posterior distribution of f . Intuitively, we use Thompson Sampling to identify an action to gather information on, but the resulting IDS-TS is not restricted to playing x TS t . Though currently we do not have a bound for the regret-information ratio of this policy, we point out that if the regretinformation ratio of Thompson Sampling is bounded, then by a similar argument as in Lemma 8, one can also bound the regret-information ratio of IDS-TS.
IDS-E We also propose the use of the averaged information gain
log σ t (x TS t,i ) 2 σ t (x TS t,i |x) 2 , calculated using m proposals x TS t,1 , . . . , x TS t,m from the Thompson Sampling policy. In both experiments, we observed that the randomized versions of IDS-TS, IDS-E and IDS-UCB perform very similar to the respective deterministic DIDS-TS, DIDS-E and DIDS-UCB.
Only for IDS-F and DIDS-F the performance is drastically different, where as before IDS-F is overexploring. In the heteroscedastic experiment, one can see UCB to be less efficent than W-UCB, and the same for Thompson Sampling, where the latter is actually is competitive with IDS-TS (which can hardly be seen due to overlapping lines). Further, IDS-UCB clearly outperforms W-UCB, and IDS-TS achieves the lowest regret after 5000 steps.
