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Characterizations of Two-Points and Other
Related Distributions
L.B. Klebanova
Abstract
We provide new characterizations of two-points and some related
distributions. We use properties of independence and/or identity of
the distributions of suitable linear forms of random variables.
Key words: characterization of a distribution; two-points distri-
bution; uniform distribution; squared hyperbolic secant distribution;
independent or identically distributed linear forms
1 Characterization by the identical distribu-
tion property
In a recent paper [1] we have given characterizations of the hyperbolic secant
distribution based on properties of identical distribution of linear forms with
random coefficients and on the property of independence of such forms. These
characterization properties are, in some sense, ‘similar’ (or analogous) to
characterization properties of the Gaussian distribution. Here we use the
same technique, the method of intensive monotone operators, to provide
further characterizations results for two-points distributions and for other
related distributions.
Theorem 1.1. Let X1, X2 be two independent copies of a symmetric random
variable X. Suppose ε is a random variable taking two values, 0 and 1, each
with probability 1
2
and such that X1, X2, ε are independent. Then the relation
εX1
d
= 1
2
(X1 +X2) (1.1)
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holds if and only if X takes only two values, −a and a, for some a > 0, each
with probability 1
2
.
Proof. Let g(t) be characteristic function of the random variable X . The
equation (1.1) can be written in the form
1
2
(
g(t) + 1
)
= g2(t/2). (1.2)
It is easy to verify that for any a ≥ 0 the function cos(at) is a solution of
(1.2). We have to prove that there are no other solutions of this equation.
For that aim we use the method of intensively monotone operators (see [2]).
Define now the following operator
(Ag)(t) = 2g2(t/2)− 1.
Denote by E+ the set of all non-negative continuous functions in the interval
[0, T ] for some fixed number T > 0, such that g(t) has no zeros in [−T, T ].
By using the terminology and arguments from [2], it is easy to check that the
operator A is intensively monotone from E+ to the space of all continuous
functions in [0, T ].
Consider the family {ϕ(at), a > 0}, where ϕ(t) = cos(t). According to
Example 1.3.1 from [2] this family is strongly E+-positive. The statement of
Theorem 1.1 follows now from Theorem 1.1.1 in [2].
Let us give now a more general result.
Theorem 1.2. Let X be a random variable symmetric with respect to the
origin 0 and n ≥ 2 be a natural number. Consider n independent copies of
X, namely X1, X2, . . . , Xn. Let εn be a discrete random variable such that
X1, X2, . . . , Xn, εn are independent. If n is odd, we suppose that εn takes
values 0, 2, . . . , n− 1 with the following probabilities
P[εn = n− 2k] =
1
2n−1
(
n
k
)
, k = 0, . . . , (n− 1)/2.
In the case when n is even εn takes values 0, 2, . . . , n− 2 with probabilities
P[εn = n] =
1
2n
(
n
n/2
)
+
1
2n−1
,
2
P[εn = n− 2k] =
1
2n−1
(
n
k
)
, k = 1, . . . , n/2− 1.
Then the relation
εnX1
d
= X1 +X2 + . . .+Xn (1.3)
holds if and only if X takes only two values, −a and a for some a > 0, each
with probability 1
2
.
Proof. The relation (1.3) can be written equivalently in terms of the charac-
teristic function f of X1:
fn(t) =
1
2n−1
(n−1)/2∑
k=0
(
n
k
)
f((n− 2k)t) for odd n, (1.4)
fn(t) =
1
2n−1
n/2−1∑
k=0
(
n
k
)
f((n− 2k)t) +
1
2n
(
n
n/2
)
for even n. (1.5)
Both equations (1.4) and (1.5) can be solved by applying the method of in-
tensively monotone operators similarly to the proof of the previous Theorem
1.1.
2 Characterization by independence property
Theorem 2.1. Let X1, X2 be independent identically distributed random
variables having a symmetric distribution. Let ε be a random variable taking
two values, 0 and 1, each with probabilities tfrac12 and such that X1, X2, ε
are independent. Define two forms
L1 = εX1 + (1− ε)X2 and L2 = εX1 − (1− ε)X2.
Then the forms L1 and L2 are independent if and only if X1 takes only two
values, −a and a, for some a > 0, each with probability 1
2
.
Proof. Let us calculate the joint characteristic function of L1 and L2. We
have
E[exp{isL1 + itL2} = E[exp{i(s+ t)εX1 + i(s− t)(1− ε)X2}]
= 1
2
(f(s+ t) + f(s− t).
3
The independence property of L1 and L2 is equivalent to the relation
1
2
(f(s+ t) + f(s− t)) = f(s)f(t) for all s, t. (2.1)
It is easy to see that the function f(t) = cos(at) is a solution of (2.1). To
see that there are no other solutions, let us put t = s into (2.1). We obtain
1
2
(f(2s) + 1) = f 2(s),
what coincides with (1.2). The result follows now from Theorem 1.1.
3 Characterization of the uniform distribu-
tion
Here we give a characterization of the uniform distribution by the property
of identical distributions of linear forms with random coefficients.
Theorem 3.1. Let X1, X2, X3 be independent and identically distributed ran-
dom variables, copies of X, where X is a non-degenerate random variable
symmetric with respect to the origin 0 and finite absolute third moment. Let
further, ξ be a random variable taking only two values, 1/2 and 1, each with
probability 1
2
. The random variables X,X2, X3, ξ are assumed to be indepen-
dent. The following linear
L1 = ξX1 +
1
4
(X2 +X3) and L2 =
1
2
(X1 +X2 +X3)
are identically distributed if and only if X has a uniform distribution on a
symmetric interval (−A,A) for some A > 0.
Proof. The identity of the distributions of L1 and L2 is expressed in terms
of the characteristic functions f of X as follows:
1
2
(
f(t) + f(t/2)
)
f 2(t/4) = f 3(t/2), (3.1)
It is easy to see that the function g(t) = sin(At)/(At) is a solution of (3.1)
for any A > 0. To finish the proof it is sufficient to show that the equation
(3.1) has no other solutions.
We introduce the function
K(t) =
f(t)
f(t/2)
,
4
which is well-defined in a neighborhood of the origin 0 and that K(t) satisfies
the equation
K(t) = 2K2(t/2)− 1 for all t. (3.2)
Notice that the equation (3.2) coincides with (1.2). However, we cannot
apply the statement of Theorem 1.1 because K(t) is not supposed to be a
characteristic function. Therefore, we need to propose another method of
solving (3.2).
The properties of the random variable X guarantee that its characteristic
function f(t) is real-valued and symmetric with respect to 0, and has at least
three continuous derivatives. We easily see that the function K(t) possesses
the same properties. Therefore, K(0) = 1 and K′(0) = 0. It is also obvious
that if K(t) is a solution of (3.2), then K(at) is also a solution of this equation
for any a > 0. However, K′′(0) = 3
4
f ′′(0) < 0, hence we can choose a > 0
such that that K′′(0) = −1.
Introduce a set F of three times continuously differentiable symmetric
functions, defined on [−T, T ] for some T > 0 sufficiently small, and such
that for any g ∈ F the following properties hold: g(0) = 1, g′′(0) = −1 and
|g(t)| ≤ 1 for all |t| ≤ T . Define
d(g1, g2) = sup
t
∣∣∣g1(t)− g2(t)
t3
∣∣∣, g1, g2 ∈ F. (3.3)
It is easy to check that d(g1, g2) is a distance in F, and moreover, that F is a
complete metric space with this distance. Let us consider operator B defined
as
(Bg)(t) = 2g2(t/2)− 1, for all t.
We can easily verify that B maps F into F. For arbitrary g1, g2 ∈ F we have
d(Bg1,Bg2) = sup
t
∣∣∣2 · g21(t/2)− g22(t/2)
t3
∣∣∣ = sup
τ
∣∣∣1
4
·
g21(τ)− g
2
2(τ)
τ 3
∣∣∣ ≤
≤
1
2
· sup
τ
∣∣∣g1(τ)− g2(τ)
τ 3
∣∣∣ = 1
2
· d(g1, g2).
These relations show that the operator B is a contraction and, therefore, it
has a unique fixed point in F. Consequently, K(t) = cos(t).
Let us remind that we have assumed that K′′(0) = −1. The general
solution is cos(at) for any a > 0. The function K(t) was defined as K(t) =
f(t)/f(t/2), so that
f(t) = cos(at)f(t/2) =
5
= cos(at) cos(at/2)f(t/4) = . . . =
∞∏
k=0
cos(at/2k) =
sin(2at)
2at
,
because f is continuous at zero and f(0) = 1.
4 One more characterization
In Section 3 we have given a characterization of the uniform distribution
with the characteristic function (in normalized form) f(t) = sin(t)/t. Here
we provide a characterization of another distribution whose characteristic
function is f(t) = t/ sinh(t). The latter corresponds to a random variable Y
on R with a density function
p(x) =
pi
4 cosh2(pix/2)
, x ∈ R. (4.1)
Theorem 4.1. Let X1, X2, X3 be independent and identically distributed ran-
dom variables, copies of X, where X is a non-degenerate random variable,
symmetric with respect to the origin, and with finite absolute third moment.
Let further, ξ be a random variable taking only two values, 1/2 and 1, each
with probability 1
2
. Suppose also that the random variables X,X2, X3, δ are
independent. Then the following linear forms
L1 = ξX1 +
1
2
(X2 +X3) and L2 = X1 +
1
4
(X2 +X3)
are identically distributed if and only if the density function of X is of the
form p(x/a)/a, x ∈ R, a > 0, where p(x) is defined by (4.1).
The proof of Theorem 4.1 is very similar to that of the previous Theorem
3.1 and, therefore, is omitted.
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