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Chapter 4: Basic Cell Biology 
Lesley H. Greene and Gilbert Shama 
4.1 Introduction 
There is no simple answer to the question ‘what is life?’ The question is itself open to all 
sorts of interpretations that range from the strictly biochemical to the profoundly 
philosophical. Although the attributes of a living organism may at one level appear intuitive, 
they are actually very difficult to set down with economy in such a way as to encompass all 
known life forms.  Paradoxically, it might be those engaged in the search for extra-terrestrial 
life who, not being bound to what might just turn out to be terrestrial adaptations, succeed in 
arriving at a truly universal definition of life. Returning to Earth, we must always guard 
against accepting the commonly observed as being definitive: just last year a bacterium was 
isolated from a lake in California in which the phosphorus present in its DNA could be 
substituted for by arsenic (Wolfe-Simon et al., 2010).  
We are therefore obliged to proceed without the luxury of a crisp definition of life, but that 
need not impede our objectives here which are of a strictly utilitarian purpose; to provide our 
readers – who we assume are engineers and physical scientists – with an appreciation of the 
nature of living organisms. These engineers and scientists share at least one thing in common 
– an interest in the interaction of atmospheric gas plasmas with living organisms, and 
although this puts in to context our objectives, we will only have cause to mention gas 
plasmas at the very end of this chapter. In attempting to meet our objectives we are mindful 
of the limitations imposed upon us; we have but one chapter in which to convey what the 
essence of living organisms is.   
.2 The Division of the Living World 
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Human beings are inveterate classifiers – a characteristic that we presumably inherited from 
our distant ancestors. There would have been nothing abstract or purely intellectual in this 
ability, as quite simply, it would have conferred on our ancestors a distinct survival advantage. 
The benefits of being able to distinguish prey animals from dangerous predators, or which 
berries were safe to eat and which not, are self evident. Equally so would have been the 
ability to pass such information on. Even to early humans the world in which they lived, their 
perceived world, their ‘umwelt’ as Yoon (2009) refers to it, must have readily resolved itself 
into the dichotomous one of plants and animals. The definition of these two taxonomic 
entities stated in its most basic and simplistic terms might be that former did not move and 
were reliant on the sun to grow, whereas the latter did and didn’t respectively! 
This almost instinctive division of the living world into two continued to hold sway long after 
micro-organisms were discovered. A discovery which naturally only became possible once 
the right technology – the microscope – had become available. The birth of microbiology, in 
the late 17th century, is generally attributed to that supremely skilled maker of microscopes 
and consummate investigator of the world around him, Antoni van Leeuwenhoek. Micro-
organisms subsequently came to be referred to as ‘microflora’ a term that persists to this day 
even though it is widely appreciated that they are not microscopic plants.  
One solution to the problem of what to do, taxonomically speaking, with organisms that were 
neither plants nor animals was to create a new kingdom in which to place, or rather, dispose 
of them into. Such was the kingdom Protista. It contained organisms displaying a wide 
diversity of characteristics but sharing essentially only one; that of being of microscopic 
dimensions. This might be seen as ‘tidy’ or expedient at a superficial level but it could not be 
rigorously defended, and was therefore ultimately unsatisfactory. This is not the place to 
follow the, at times, bitter disputes between taxonomic ‘lumpers’ and ‘splitters’ other than to 
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note that proposals for the number of kingdoms have variously grown from  two to as many 
as  thirteen (Margulis and Schwartz,1988).  
Turning to bacteria, in the latter quarter of the 19th Century a Danish microbiologist, 
Christian Gram, was experimenting with stains that would enable him to visualize bacteria 
that had infected animal tissue. He found that all the bacteria he examined could be divided 
into two categories depending upon their ability to take up a crystal violet dye. It was later 
confirmed that this simple test held enormous taxonomic significance and actually 
differentiated bacteria on the basis of the composition of their cell envelope. Those that took 
up the crystal violet dye came to be known as ‘Gram positive’ and those that did not, ‘Gram 
negative’. For a long while the bacterial world was viewed as dichotomous, but - almost 
inevitably - this came to be seen as over-simplistic. If division is indeed to be made on the 
basis of cell envelope structure and composition, then in fact four groupings emerge. 
However, the terms Gram positive and Gram negative are still retained and in frequent use; 
they have even been Latinized as Firmacutes and Gracilocutes respectively, but are now 
joined by the Mendosicutes and the Tenericutes. 
But to return to kingdoms, one system that has gained general acceptance is the Five 
Kingdom Classification first proposed by R. H. Whittaker in 1959 (Whittaker, 1959). In 
addition to the two original kingdoms, Animalia and Plantae, he proposed the kingdoms 
Fungi, Protista and Monera; the last being commonly referred to as the Bacteria. The Five 
Kingdom classification and all the schemes that preceded it were based on classification at 
the level of the organism – that is the whole organism. Some organisms are multi-cellular 
whereas others comprise only small assemblages of cells and still others are uni-cellular.  
Based on the ‘primary’ dichotomous division, plants and animals at the organismic level may 
be thought of as representing two fundamentally different types of organism, however, at the 
cellular level they actually share a number of features in common. Foremost amongst these is 
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that their cellular nuclei are enclosed within a membrane.  In addition, their cells are both 
relatively large (of the order of tens of µm), complex, and contain a number of identifiable 
structures known as organelles.  Cells of this type were referred to as eukaryotes - that is, 
having a true nucleus. This distinguished them from the cells of bacteria in which the nuclear 
membrane is absent and from cells that contain no membranous organelles. Cells displaying 
this simpler type of cellular architecture came to be known as prokaryotes. However, even 
though the basis for the existence of the latter was subsequently criticised as being essentially 
negative i.e. no defined membrane, no organelles, this view seemed to reinforce the notion 
that actually, the living world was after all a dichotomous one – not, as had originally been 
proposed, as consisting simply of a division between plants and animals, but rather between 
prokaryotes and eukaryotes.  
Classification along these terms was generally considered to be of a higher hierarchical level 
that that of kingdom, and each of these two categories was referred to as a ‘Super Kingdom.’ 
One organelle possessed by both prokaryotes and eukaryotes is the ribosome – the structure, 
upon which proteins are synthesised. Ribosomes are comprised of RNA and proteins, and in 
the 1970s the means of sequencing this macromolecule became available. Carl Woese and his 
associates at the University of Illinois undertook the systematic sequencing and comparison 
of one particular sub unit of ribosomes (16S rRNA) from a broad range of organisms (see e.g. 
Fox et al., 1977). This approach had the advantage over previous ones in that it dealt with 
natural differences and promised to reveal the evolutionary relationships between organisms 
– a so-called phylogenetic classification. And indeed a startling discovery was made; the 
prokaryotes were revealed to have concealed within them a very deep division that resolved 
itself into two groups as different to each other as they were from the eukaryotes. These two 
groupings – or domains – were first referred to as the archaebacteria and the eubacteria; the 
latter meaning ‘true bacteria’. However, Woese was at pains to point out that the 
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archaebacteria were neither ‘strange’ nor ‘old’ bacteria but merited equal taxonomic status 
with the two other domains. Indeed, although the archaebacteria and the eubacteria resembled 
each other superficially, the former are actually closer to the eukaryotes in their molecular 
biology. The domains were subsequently renamed the Archaea, the Bacteria and the Eucarya 
(Figure 1). 
However, one thing the study of taxonomy teaches us is that there is no last word. The 
concept of vertical gene transfer derives from evolution, that is, any organism will contain 
genes from ancestor organisms from which it evolved. The increasing use of antibiotics in the 
latter half of the previous century revealed a phenomenon that has subsequently shown itself 
to have profound implications. Bacteria from very different species were able to transfer 
amongst themselves genes conferring resistance to particular antibiotics. This was the first 
demonstration of the existence of horizontal, or lateral, gene transfer among prokaryotes. 
There is even evidence that it occurs among eukaryotes. The existence of this mechanism of 
gene transfer leads to the conclusion that different parts of an organism’s genome will have 
different evolutionary histories and calls into question the validity of published phylogenetic 
trees. Faced with this difficulty, taxonomists have sought to focus their attention on so-called 
‘core’ or ‘house-keeping genes’ arguing that these are more tightly conserved than ‘auxiliary 
genes’ which have a greater likelihood of having been acquired through horizontal gene 
transfer. However, the percentage of such genes in the typical bacterial genome turns out to 
be low, and it has been argued that the basis for constructing   meaningful phylogenetic 
relationships is thus severely weakened. Indeed, the implications of this go far deeper; some 
taxonomists now claim that the existence of horizontal gene transfer challenges the very 
concept of the species most particularly for prokaryotes but also for eukaryotes. The great 
ornithologist Ernst Mayr defined species as ‘groups of actually or potentially interbreeding 
natural populations which are reproductively isolated from other such groups’ (Mayr, 1942). 
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This definition has subsequently come in for heavy criticism. The principal basis for this is 
that the definition can only apply to eukaryotes – and in fact to only certain eukaryotes - and 
that it actually holds no meaning for prokaryotes. The latter constituting a serious indictment 
given that life is overwhelmingly prokaryotic. 
So far viruses have not received mention in the classification schemes discussed above. They 
certainly cannot be overlooked if just on purely numerical terms; it has recently been 
estimated that one millilitre of seawater may contain some 107 viral particles, that is, 10 times 
the number of bacteria present (Wommack and Colwell, 2000).  From this it has been 
estimated that the oceans alone contain in total possibly 4 x 1030 viral particles.   Are they 
even to be considered as living is perhaps the most fundamental question to be asked? Until 
relatively recently the consensus was to relegate them to the periphery of the living world – 
they have even been described as ‘molecules on the threshold of life’. But the consensus is 
changing, and a view seems to have formed in which viruses are now distinguished from 
‘virions’ or viral particles. The latter term refers to the mechanism used by viruses to spread 
from one cell to another and has even been defined as the ‘virus self’, and that furthermore 
the term ‘virus’ should properly be reserved for the entity’s intracellular phase i.e. when it 
has infected a cell and when it ‘shows the major physiological properties of other organisms: 
metabolism, growth and reproduction’ (Bandea, 1983). Therefore, if a virion infects a 
bacterium, the infected bacterial cell should no longer be thought of as a bacterium but rather 
a virus with a cellular appearance (Forterre, 2010). It has even been proposed that each of the 
three domains described above, the Archaea, the Bacteria and the Eukarya, may have 
descended from RNA-containing viruses.    
Naming of Organisms 
7 
 
The readily identifiable gross characteristics of plants and animals meant that divisions into 
groupings - or taxa - below the level of kingdom were relatively straightforward and a 
hierarchical structure came to be established. The naming of taxa below the level of Kingdom 
in the Monera has not fully been resolved. This is in part due to the continued use of terms 
such as Gram positive that were briefly explained above. Once again, we need not concern 
ourselves unduly with these debates and can proceed directly to the naming of species. 
Although as indicated above, the very existence of the term ‘species’ has been challenged at a 
fundamental level, the impact of such a challenge on ‘everyday biology’ has yet to make 
itself felt, and it will come as no surprise to learn that the term is both in constant and near-
universal use.  It still remains necessary – and presumably always will be - if only on a purely 
operational level, as a way of referring to groups of organisms that bear a certain level of 
similarity to one another. We shall therefore adhere to tradition and continue to use the term 
species here.    
The name given to biological species consists of two names and the naming system is 
referred to as ‘binominal’ or ‘binomial’. The first term is the generic name, or the name of the 
genus. The rules of biological nomenclature require that the first letter of the generic name be 
capitalized and that it be written in italicised script.  The second name, also written in italics, 
but entirely in lowercase letters, was originally referred to as the trivial name but is now more 
commonly referred to as the specific epithet.  Both names taken together comprise the name 
of the species.  This is best illustrated with reference to the example shown in Figure 2. 
In contexts where there is no ambiguity about the generic name, it may be abbreviated to a 
single capitalized letter, so Staphylococcus aureus becomes S. aureus. If reference is 
subsequently made to S. epidermidis, then it will be taken that reference is intended to 
Staphylococcus epidermidis. But if mention to Streptococcus pyogenes is made it must be 
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referred to thus i.e. in full and not as S. pyogenes where it might incorrectly be taken to mean 
Staphylococcus pyogenes. 
4.3 Cellular Organization 
The Physical Dimensions of Living Cells and Other Biological Agents 
Considerations of physical scale come to both engineers and physical scientists almost as 
something of an instinct.  The physical dimensions of a living organism constitute one of its 
important cardinal characteristics both in its own right and also in relation to its environment.   
Indeed, an organism’s size determines many of the interactions that occur within its 
environment. What follows is intended to provide a brief overview of the typical dimensions 
of various cell types. 
Although the discourse above on taxonomy may have given the impression that the term 
‘prokaryote’ no longer had any validity, it may be argued that purely as a convenient 
descriptor of a certain type of cell having a relatively simple internal architecture, it does still 
retain some usefulness. Such cells were described above as having dimensions of the order of 
one micron, and whilst not exact, this is a pretty useful rule of thumb. But there are 
exceptions and fairly notable ones too. 
In 1993 the world of microbiology was rocked by reports that Epulopiscium fishelsoni, an 
organism that until then had been classified as a protest, was in fact a bacterium. The startling 
thing about this particular organism was that its length measured 600 µm (Angert et al., 1993). 
This was followed a few years later by the discovery of another even larger species 
(Thiomargarita namibiensis) with a diameter of 750 µm (Schulz and Jorgensen, 2001).  
Oddly the rules about prokaryote size seem only to be broken in dramatic ways and there do 
not appear to be - thus far at any rate - prokaryotes populating the middle ground between 
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that of a few microns and hundreds of microns. It should be borne in mind that these gigantic 
prokaryotes inhabit highly specialized ecological niches and the chances of encountering 
them are extremely remote. 
How small can bacteria be? Cells of the mycoplasma Mycoplasma pneumonia are spindle-
shaped with dimensions 1 to 2 µm long and only 0.1 to 0.2 µm wide. Reports in the literature 
exist of ‘ultramicrobacteria’ and these were defined by Hood and McDonnell (1987) as 
having dimensions equal to, or below 0.2 µm.  To date these have only been found in 
environments where nutrients are in short supply – so-called “oligotrophic” environments. 
Although the majority of these bacteria are unculturable by conventional methods, their 
existence has been confirmed by molecular techniques that were also able to reveal the 
phylogenetic relationships existing between them. It has been suggested that in oligotrophic 
environments there is a distinct advantage to being small. This is because nutrients enter the 
cell by diffusion through the cell envelope and surface area to volume increases as overall 
size decreases. It also appears that bacteriovores preferentially prey on large rather than small 
bacteria, and that consequently there is actually a survival advantage to being small. Rutz and 
Kieft (2004) isolated ‘dwarf’ bacteria from soils and measured their cell volumes; the 
smallest corresponded to cocci of diameters of 0.25 µm and for rods to dimensions of 0.25 x 
0.5 µm.  
Claims of the existence of so-called ‘nanobacteria,’ having dimensions as small as 50 nm 
were first made about 12 years ago.  Apart from their truly minute size, interest in 
nanobacteria centred on their supposed role in the causation of a number of human diseases 
ranging from cancer, multiple sclerosis and arthritis. The existence of bacteria of such minute 
dimensions was challenged on purely theoretical estimates of the smallest dimensions which 
a self-replicating organism could possess. These included considerations of nutrient diffusion 
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rates across the cell envelope as well as the volume necessary to accommodate the 
organism’s genome and other essential organelles such as ribosomes. These would appear to 
indicate that the lower size limit for a self-replicating cell lies within the range 100 –140 nm 
(Maniloff, 1997).  The fact that they have attracted the epithet ‘the cold fusion of the 
microbial world’ probably says it all; it seems that ‘nanobacteria’ are in fact associations of 
proteins with various types of crystalline minerals (Young and Martel, 2010).  
After the revelations made above in relation to the upper size limit of prokaryotes, it should 
come as no surprise to discover that eukaryotes have been isolated that defy the traditional 
conventions relating to their dimensions (i.e. a cell size of the order of 10 µm). In contrast to 
the highly contentious claims considered above for the existence of nanobacteria, reports of 
the existence of ‘nanoeukarotes’ with dimensions as small as 2 µm, and even ‘picoeukaryotes’ 
with dimensions below 2 µm are widely attested to. The smallest eukaryote so far described 
is Ostreococcus tauri which has a diameter of 0.8 µm but which despite space limitations 
manages to contain 14 linear chromosomes, one chloroplast and several mitochondria. Whilst 
taken together these anomalously-sized prokaryotes and eukaryotes may be seen as 
weakening the case for the retention of these terms, it must be appreciated that they are in a 
sense the exceptions that prove the rule. 
Virions or virus particles range in size from 15 to 400 nm. Whilst they are unable to replicate 
outside of a host cell, some are capable of surviving for long periods in the environment. 
Viroids – or sub-viral agents as they are sometimes referred to - are un-enveloped stretches of 
covalently closed single strand RNA circles about 250-400 nucleotides in length that infect 
plants (Tsagris et al., 2008). A prion is an infectious agent that is comprised only of protein. 
Prions are believed to infect and propagate by refolding abnormally into a structure which is 
able to convert normal molecules of the protein into the abnormally structured form. Prions 
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have shown themselves to be generally quite resistant to denaturation by proteases, heat, 
radiation, and formalin treatments, although potency or infectivity can thereby be reduced. 
The prion responsible for Creutzfeldt-Jakob disease has a molecular weight of 21 kiloDaltons 
(Telling et al., 1996). 
Prokaryotic and Eukaryotic Cell Structures 
It is widely believed that the first living cell – a prokaryote - arose on Earth between 3.6 and 
3.9 billion years ago. Eukaryotes are thought to have first appeared some 2.7 billion years ago. 
In contrast to prokaryotes, they possess a true nucleus, an endomembrane and a cytoskeleton. 
Just under 2 billion years ago a eukaryotic cell succeeded in engulfing a free-living 
photosynthetic bacterium that subsequently evolved over time to give rise to the energy-
generating organelles, mitochondria and chloroplasts.   
One way of defining the complexity of a living organism is based on the number of cell types 
it possesses. Prokaryotes and many unicellular eukaryotes have only one or a few cell types, 
whereas vertebrates have more than 100. Returning to the prokaryotes, these cells assume 
only a limited number of shapes or morphologies, the commonest are rods, spheres and 
spirals, but recently triangular and square-shaped bacteria have been discovered. The range of 
morphologies in eukaryotes is greater but for the most part they can generally be assumed to 
be variations of the spherical form. Generalised examples of prokaryotic and eukaryotic cells 
are depicted in Figure 3.  
All cells have a cell membrane which is composed of a lipid bilayer.  The composition of 
lipids and proteins that constitute the membrane vary significantly between and within 
kingdoms.  This variation is crucial for cellular function and also to enable cells to survive in 
their environment.  The membrane fundamentally provides a barrier between the cell interior 
and the external world.  In general, membranes are composed of a lipid bilayer in which the 
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hydrocarbon tails (commonly 14-20 carbons long) of the lipids are arranged tail to tail. Thus 
the hydrophobic ends are facing inside the membrane and the polar heads on the inner and 
outer surfaces of the membrane (Figure 4). Complex lipids are the major components of 
membranes and are classified into two groups: phospholipids and glycolipids. In a typical 
phospholipid which is the dominant from of lipid type in cell membranes, the polar head will 
consist of a polar group, a phosphate group and glycerol. The tail will be composed of two 
long carbon chains covalently bonded to the polar head. The most widely accepted view of 
the structure of the membrane is embodied in the 'Fluid Mosaic Model' shown in Figure 5. 
The cell membrane also provides a selective barrier for the passage of metabolites and 
elimination of waste.  Transport of molecules across the membrane can occur by three 
mechanisms. Passive transport involves the thermodynamically favourable diffusion of small 
molecules such as sugars, nucleic acids, amino acids and inorganic ions. Most commonly this 
occurs through pores in the membrane which are composed of proteins.  Facilitated transport 
involves the interaction of a protein transporter with the transported molecule. A third 
mechanism is active transport and here involves the passage of ions against a concentration 
gradient. This form of transport requires energy and transmembrane proteins such as the Na+, 
K+-ATPases that allow the import of K+ into the cell and the export of Na+ outside the cell 
following a conformational change (Garrett and Grisham, 2002).  
Differences between Prokaryotes and Eukaryotes 
Prokaryotes have a unique and essential cell structure called a cell wall.  Interestingly, it is 
this feature that allowed prokaryotic cells to first be distinguished into two main groups 
( Gram positive and Gram negative) over one hundred twenty years ago as mentioned above .  
Gram positive bacteria have a thick cell wall composed primarily of a polymer called 
peptidoglycan (consisting of sugars and amino acids) and an inner membrane.  Gram negative 
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bacteria have a thinner cell wall primarily consisting of peptidoglycan and both an inner and 
outer membrane that flanks the cell wall.   
Other notable structures, or organelles, which are found in eukaryotes but not in prokaryotes 
include the endoplasmic reticulum, golgi apparatus and mitochondria.  The endoplasmic 
reticulum can be divided into two types.  Only the first of these, the rough endoplasmic 
reticulum is associated with ribosomes.  Ribosomes comprise two large complexes composed 
of proteins and ribonucleic acid (RNA) which are the site of protein synthesis to be discussed 
later in this chapter.  Proteins synthesized on the rough endoplasmic reticulum are folded and 
processed within its interior.  Lipid metabolism is a key process that occurs in the smooth 
endoplasmic reticulum.  The golgi apparatus is the site where newly synthesized proteins are 
modified, most often through a process of glycosylation in which sugars are added, before 
they are delivered to other organelles or to the cell membrane for inclusion or transport out of 
the cell.  Mitochondria are the location for the generation of large amounts of the nucleotide 
adenosine triphosphate (ATP).  This key biological molecule is considered the main energy 
currency of the cell which enables countless essential biochemical reactions to occur.  It is 
also integral to the evolution of the eukaryotic kingdom.  Lysosomes are the organelles which 
serve as the sites where materials taken in by the cell, as well as worn out cellular membranes 
and organelles, are degraded.  Peroxisomes detoxify various molecules and break down fatty 
acids.  Secretory vesicles store secreted proteins and fuse with plasma membrane to release 
their contents.  Cytoskeletal fibers which are microfilaments, microtubules and intermediate 
filaments, form networks and bundles that support cellular membranes, cell structure and help 
organize organelles. 
 
Some bacteria have the ability to move and are referred to as being ‘motile’. Some can glide, 
whilst some use gas vesicles to change their position in a water-column and others posses 
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flagella. The latter is the more common means for movement. Flagella are long, thin, external 
microtubule-based extensions that resemble a tail.  Where bacteria are flagellated, they can 
possess either a single flagellum – typically situated at one of its poles (Figure 3) - or 
multiple flagella. These structures are predominantly composed of protein called flagellin.  
Pilli are bacterial surface structures that enable cell adhesion to surfaces.  In animal cells 
movement can occur through flagella or cilia.  The latter are also microtubule -based 
structures. 
4.4 Fundamental Biological Processes within Cells 
Metabolism 
Metabolism is the term given to the series of interconnected pathways that provide both the 
chemical building blocks and the energy for the construction of the biological entities that 
form the basis and complexity of life.  The starting point of metabolism involves the uptake 
and conversion of nutrients into useful molecules such as carbohydrates, lipids, nucleic acids, 
proteins as well as compounds that are used as forms of energy such as adenosine 
triphosphate (ATP).  Metabolism can be generalized as two fundamental and competing 
processes; catabolism and anabolism.  In catabolic processes oxidative degradation of 
complex nutrients such as lipids, carbohydrates and proteins obtained from external sources 
or internal reserves are broken down to form simpler molecules such as CO2, H2O and 
NH3.This is an energy-yielding process where chemical energy is released and captured 
primarily in the form of ATP.  Free energy contained in the two phosphoric anhydride bonds 
of ATP can then be used in the countless energy requiring processes of anabolism. Chemical 
energy may also be conserved in the reduction of the coenzymes nicotinamide adenine 
dinucleotide (NAD+) and nicotinamide adenine dinucleotide phosphate (NADP+) to NADH 
and NADPH, respectively.  Both are involved in many oxidative reactions in catabolism. 
NADH is also essential for the formation of ATP from ADP in aerobic cells as will be 
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described in the context of the electron transport chain and oxidative phosphorylation. 
Anabolism involves the synthesis of complex biological molecules such as proteins, nucleic 
acids, lipids and polysaccharides from simpler precursors which include amino acids, fatty 
acids and nitrogenous bases.  This requires the formation of covalent bonds and utilizes the 
chemical energy stored predominantly in ATP.  Coenzymes also play an important role in 
anabolism. For example, NADPH is central to the formation of fatty acids. Thus catabolism 
and anabolism are two dynamic and interrelated processes underlying all of metabolism in 
which the products of one provide the materials for the other.  
Carbon is a vital element that forms the building block for virtually all biological molecules 
and its uptake as glucose and utilization is the basis for one of the most ancient and near 
universal metabolic processes - glycolysis. This term comes from the Greek glykys, meaning 
'sweet' and lysis, meaning 'splitting'. Glycolysis is also most importantly a key pathway for 
the generation of energy in the form of ATP. Glycolysis involves the step-wise degradation 
of glucose into pyruvate in the cytosol of the cell with a net yield of two ATP molecules 
(Figure 6). This ten-step anaerobic process requires no oxygen and because of this feature 
glycolysis more than likely first evolved in the earliest organisms as a means of extracting 
energy from nutrients in the oxygen-deficient atmosphere that characterised early Earth. 
Interestingly, bacteria have a greater richness of metabolic diversity than eukaryotes. For 
example, cyanobacteria and photosynthetic bacteria can use CO2 as a carbon source and light 
as an energy source.  
In most mammalian cells and aerobic bacterial cells (those that utilize oxygen) the end 
product of glycolysis, pyruvate, can be converted to acetyl-CoA and then enter the citric acid 
cycle which in mammalian cells takes place in the mitochondria.  This pathway is also known 
by two other names, the tricarboxylic acid cycle and the Krebs cycle after Hans Krebs who 
first investigated this pathway and earned a Nobel Prize in 1953 for his pioneering work.  The 
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first step in the cycle involves the formation of citrate through the condensation of acetyl-
CoA with oxaloacetate.  The remaining seven enzyme-catalyzed steps of the cycle involve 
the ultimate regeneration of oxaloacetate which provides the starting material for the cycle to 
begin again (Figure 7).  The intermediates formed during this process can be used for the 
biosynthesis of amino acids, fatty acids and nucleic acids to name but a few. In an inter play 
between catabolism and anabolism these biological molecules can also serve as intermediates 
for the citric acid cycle, thus glucose is not the only carbon source. Two key molecules 
formed directly in the citric acid cycle are NADH and the reduced form of flavin adenine 
dinucleotide (FADH2). Both NADH and FADH2 are both essential to the formation of ATP 
through the electron transport chain and the establishment of a proton gradient in the 
mitochondria (Figure 8).   
The electron transport chain is a series of four inner mitochondrial membrane-embedded 
protein complexes (I-IV) and the protein cytochrome C (Figure 9).  NADH and FADH2 from 
the citric acid cycle provide electrons to the electron transport chain which is used to form 
H2O from oxygen and protons.  The protons from NADH and FADH2 are used to form a 
proton gradient that results in the phosphorylation of ADP to ATP via the flow of H+ through 
the key enzyme, ATPase.  In bacteria, complexes I-IV, cytochrome C and the ATPase are 
associated with the inner side of the cell membrane which faces the cytoplasm.  The 
glycolytic pathway and the citric acid cycle coupled to the electron transport chain produces a 
net gain of between 30 and 38 ATP molecules from one molecule of oxidized glucose.  This 
is far more substantial and efficient than the net gain of two ATP molecules from glycolysis 
alone. Excellent reference sources which detail glycolysis, the citric acid cyle and the 
electron transport chain in both prokaryotic and eukaryotic cells can be found in Neidhardt 
and Ingraham, 1990; Madigan et al. 2003; Nelson and Cox, 2008; Garrett and Grisham, 2010. 
DNA and RNA 
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Deoxyribonucleic acid (DNA) is a fundamental biological molecule consisting of a sequence 
of nucleotides. A nucleotide is composed of one or two carbon-based rings, nitrogen, 
phosphate groups and a five-carbon sugar.  DNA uses a combination of four bases which are 
divided into two groups. The purine group consists of adenine and guanosine and the 
pyrimidine group consists of cytosine and thymine (Figure 10). In ribonucleic acid (RNA) the 
base uracil is found in place of thymine. Both DNA and RNA have a ribose sugar, however 
in DNA the deoxyribose sugar lacks the hydroxyl group on carbon 2. The DNA molecule 
exists as a double stranded molecule (the famous ‘double helix’ discovered by Francis Crick, 
James Watson and Maurice Wilkins who received the Nobel Prize in 1962) whilst RNA is a 
single stranded molecule. DNA contains information in the form of hereditary units called 
genes. These genes encode proteins, transfer RNA and ribosomal RNA.  DNA in mammalian 
eukaryotic cells is divided into linear chromosomes which are packed around special type of 
protein complexes known as histones, whilst in prokaryotes it exists as a simple circular 
double stranded molecule not associated with histone proteins. 
DNA is copied in a process called replication by the DNA polymerase enzyme. There are 
three principle types of DNA polymerases in bacteria: I, II and III.  DNA polymerase I and II 
function mainly in DNA repair whereas DNA polymerase III functions mainly in replication.  
In eukaryotes DNA polymerases ,  and  are primarily responsible for replication, DNA 
polymerase  functions in DNA repair and DNA polymerase  replicates DNA in the 
mitochondria, which also contains its own set of genes.  The process by which cells duplicate 
is different in prokaryotes and eukaryotes. 
Bacteria reproduce as vegetative cells when environmental conditions are favorable.  Under 
ideal conditions, i.e. an abundance of nutrients, conducive environmental conditions and in 
the absence of a build up of toxic compounds, bacteria exhibit so-called logarithmic growth.  
For example, the bacterium Vibrio natriegens exhibits a doubling time (or life cycle) of less 
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than 10 minutes at 37°C.  Binary fission is the process by which a bacterial cell divides into 
two new cells in a growing population of bacteria.  For example, E. coli is observed to 
elongate to twice its size, then form a septum or inward growth of the cell membrane and cell 
wall which eventually pinches off yielding two new ‘daughter’ cells with distinct cell 
membranes and walls.  During the elongation stage all cell components increase in number so 
that the new cells can survive independently and the DNA replicates. 
In eukaryotes the process involves a sophisticated cell cycle comprising four main stages.  In 
brief summary, during the G1 phase the cell grows in size. During the S phase the DNA is 
duplicated. The G2 phase is the interim period between the S and M phases. Here as the cell 
prepares for the next phase and the duplicated DNA is checked for complete and correct 
synthesis.  The detection of damaged DNA can lead to delays in entering the M phase or even 
trigger cell death. In the M phase the duplicated DNA is separated from the parent DNA 
through a process called mitosis and the cell splits in the final phase termed cytokinesis. 
Genes are copied by an RNA polymerase enzyme into a molecule called messenger RNA 
(mRNA) through a process known as transcription.  Successive triplets of nucleotides in an 
mRNA molecule are called codons.  Each codon is specific for one type of amino acid. The 
arrangement of these codons specifies the sequence of amino acid residues during synthesis 
of a protein through a process called translation.  In eukaryotes there are three types of 
polymerases. RNA polymerase I synthesizes ribosomal RNA, RNA polymerase II 
synthesizes mRNA and polymerase III synthesizes transfer RNA.  Prokaryotes have only one 
type of RNA polymerase which performs all of these functions. 
Excellent sources of information which will expand upon the topic of DNA/RNA structure 
and the process of transcription can be found in the following cell biology, genetics and 
biochemistry textbooks: Garrett and Grisham, 2010; Lewin, 2008;Lodish et al., 2008; Pollard 
and Ernshaw, 2008; Nelson and Cox, 2008. 
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Proteins 
Proteins are composed of a combination of twenty common naturally occurring amino acids 
which can be grouped according to different physical characteristics.  They can be either: 
nonpolar, polar-uncharged, basic or acidic.  The average size of a single domain protein of 
known structure is 159 amino acids (Greene et al., 2006). Proteins can function as individual 
monomeric forms or as complexes of two or more proteins.  Some of the largest protein 
complexes are viruses. The linear sequence of a protein is referred to as its primary structure. 
Proteins are an arrangement of secondary structures packed in three-dimensional space to 
form a tertiary structure.  There are two types of secondary structures: alpha-helices and beta-
sheets. The tertiary structures of proteins can be classified into three general groups: the all 
alpha-helical class, the all beta-sheet class and the mixed alpha-helical/beta-sheet class 
(Figure 11).  Proteins basically fall into one of three types: globular proteins which include 
enzymes, membrane proteins and fibrous proteins such as collagen. 
The stepwise mechanism of assembling amino acids into a protein occurs during translation 
of mRNA on a large structure called the ribosome.  In this process, the nucleotide sequence in 
the mRNA specifies the type and order of amino acids. Transfer RNA decodes the mRNA 
through codon-anticodon pairing and positions the correct amino acid on the ribosome where 
it is covalently linked via a peptide bond to the growing polypeptide chain.  The ribosome is 
composed of ribosomal RNA and proteins and consists of a small and large subunit.  For 
prokaryotes, the small subunit is called 30S and large subunit is 50S.  For eukaryotes the 
small and large subunits are 40S and 60S, respectively. Refer to Nelson and Cox, 2008; 
Garrett and Grisham, 2010 for greater detail on the fundamental and ancient process of 
translation. 
The structure of folded proteins and the folding mechanism are both encoded in the amino 
acid sequence. Many proteins fold spontaneously in an aqueous solvent at physiological 
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temperature, neutral pH and moderate ionic strength.  However, some proteins need 
assistance folding, and this process is facilitated with the help of a special type of protein 
known as chaperones (Hartl and Hayer-Hartl, 2002; Pollard and Earnshaw, 2008).  A 
chaperone does not direct the formation of the three-dimensional structure, but binds exposed 
hydrophobic regions of the unfolded polypeptide chain and prevents them from aggregating 
and misfolding.  These hydrophobic regions remain protected until the chain is long enough 
to begin the correct folding process.  Chaperones interact through a hydrophobic groove with 
the growing polypeptide chain as it emerges from the exit tunnel in the large ribosomal 
subunit. The most common chaperones in eukaryotes are heat shock protein 40 and heat 
shock protein 70.  In bacteria they are the trigger factor, DnaJ and DnaK. 
The majority (approximately 65-80%) of newly synthesized bacterial polypeptides fold 
spontaneously or with the help of the trigger factors, especially if they are small proteins. The 
remaining polypeptides require the help of DnaK and DnaJ chaperones and in half of these 
cases chaperonins, which are large barrel-shaped protein complexes, are additionally needed. 
The best known example of a chaperonin is the E. coli GroEL and its cochaperonin GroES .  
The eukaryotic chaperonin is called TRiC. The GroEL/GroES complex allows newly 
synthesized and denatured polypeptide chains to fold or refold while bound in a cylindrical 
cavity protected from the cytoplasm environment. This is an expensive process and requires 
the expenditure of ATP as the source of energy. 
Some proteins that misfold can form ordered -sheet aggregates that pack into very specific 
and well-defined structures called amyloid fibrils.  These structures are associated with over 
twenty diseases (Chiti and Dobson, 2006).  Two of the most notable are Alzheimer’s and 
Parkinson’s disease, both of which are neurodegenerative disorders. The detailed mechanism 
by which the amino acid sequence encodes its corresponding three-dimensional structure and 
the prediction of this structure in silico is called the 'protein folding problem'. This has been 
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actively studied for over thirty years and remains one of the greatest unsolved questions in 
biology toady. 
4.5 Cellular Behavior  
Sporulation 
Bacteria have evolved a number of different strategies for survival when the environment in 
which they find themselves in becomes inimical to growth. This can occur when for instance, 
nutrients become depleted – that is a state of starvation exists, or when physical conditions in 
the environment become inhospitable such as the pH becoming acidic or the temperature 
exceeding the growth range of the bacterium. The response to starvation has been intensively 
investigated and will be used to typify the ranges of responses a bacterium may take. 
The first response is to attempt its transferral to another environment. The organelle of 
motility i.e. movement, is the flagellum, and this can propel the bacterium towards sources of 
nutrients. Naturally, sensory mechanisms are also involved and the phenomenon is referred to 
as ‘chemotaxis’. Another possible response is the synthesis of antibiotic substances in order 
to deny other competing organisms in the same ecological niche access to scarce nutrient 
sources. Synthesis of hydrolytic enzymes may also be initiated; these are produced within the 
cell but then exported into the environment in response to the presence of nutrient sources 
that require a greater effort on the part of the bacterium to access. Good examples of this 
category of substrates are macromolecules such as proteins and polysaccharides. The extra-
cellular enzymes act to hydrolyse these macromolecules into entities that are sufficiently 
small to able to be transported through the cell envelope and serve the cell as sources of 
energy and essential elements. The final – ultimate – response is the synthesis of a so-called 
endospore. This process is only available to certain Gram positive genera – particularly 
Bacillus and Clostridium - and results in the demise of the ‘mother cell’ and investiture in the 
formation of a ‘daughter cell’ i.e. the endospore that confers an increased chance of survival. 
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Endospores are more usually simply referred to as ‘spores’. Spores are capable of surviving 
environmental extremes such as dessication, exposure to high fluxes of ultraviolet light, and 
high temperatures. To give just one example, spores of Geobacillus stearothermophilus can 
survive exposure to water at 100 º C for 4 hours.  Bacteria with this capability are of 
significant concern because they are hard to kill and require special sterilization procedures to 
prevent contamination of food and systemic illness. 
The entire process has been interpreted by Jacob-Dubuisson et al. (2004) as an example of 
‘collective decision-making’ based on individual cells sending out chemical signals in 
response to the perceived stress and also ‘reading’ or, interpreting, messages received from 
other members of the population. The process of forming a spore or ‘sporulation’, as it is 
called, has recently been shown to involve the concerted activity of over 500 genes and may 
take about 10 hours to complete. (Schultz et al., 2009).   
Certain eukaryotes have available to them a comparable mechanism for surviving stress 
which is referred to as ‘encystation’. Confined essentially to a small number of protozoa, 
these oocysts, or ‘cysts’ as they are usually referred to, have been shown to be highly 
resistant to certain disinfectants. The cysts of Cryptosporidium parvum, for example, a water-
borne parasite, are particularly resistant to chlorination.  Mammalian cells do not have this 
special protective capability. 
Communication 
Until relatively recently populations of unicellular organisms were viewed as existing and 
functioning independently of one another. Gradually, however clues began to emerge that 
they might possess rudimentary forms of inter-cell signalling, or communication, and that 
they did in fact have ‘ambitions beyond dividing into two’, as Williams et al. (2007) put it. 
However, concerted investigation of this phenomenon really only began when it was 
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observed that the marine bacterium Vibrio fischeri produced light only at high cell densities 
but not at low cell densities. This finding suggested that this bacterium possessed a 
mechanism for sensing population size and co-ordinating light emission accordingly. It was 
subsequently revealed that cell-cell signalling in V. fischeri was mediated by an acylated 
homoserine lactone (AHL) - a low molecular weight compound. The phenomenon 
subsequently came to be dubbed ‘quorum sensing’ (QS) by Fuqua et al. (1994). Since then 
the ability to communicate has been identified in an ever-growing number bacterial species. 
Whilst AHLs feature prominently in Gram negative bacteria, a number of other chemical 
compounds have been implicated in bacterial communication. Gram positive bacteria seem 
primarily to employ various peptides for signalling purposes. Indeed, it has even been 
suggested that virtually the entire spectrum of low molecular weight compounds produced by 
bacteria may have dual roles that include communication – a view that has even been taken of 
antibiotics (Yim et al., 2006). At high cell densities, bacteria also produce more QS signal, 
which in turn enhances the QS response and has led to these signals being named 
‘autoinducers’. Geske et al. (2008) have described the effect as a ‘lifestyle switch’ in which a 
bacterium goes from being a solitary cell to a member of a multi-cellular community. 
The most closely studied mechanism of QS remains that conducted by Gram negative 
bacteria. In these bacteria then, the diffusible signal molecule, AHL is produced by an 
enzyme known as LuxI. When the concentration of AHL reaches a threshold concentration in 
the environment it is able to diffuse back into the cell where it binds to regulator protein 
known as LuxR. This AHL-LuxR complex is then able to activate the transcription of genes 
necessary for group behaviour. The nomenclature of the synthases and receptors (i.e. LuxI 
and LuxR respectively) is in recognition of the fact that the mechanism was first elucidated in 
the bioluminescent bacterium V. fischeri. 
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Apart from the ability to co-ordinate light emission in marine bacteria, there are a number of 
other ways in which QS manifests itself.  It has, for example, been found to play a strategic 
role in infections caused by pathogenic bacteria such as Staphylococcus, Salmonella and E. 
coli. Virulence genes are only activated once the population level has reached a certain size 
so as to improve the chances of overwhelming the host’s immune response.  Another 
example occurs in the myxobacteria where it has been shown that Myxococcus xanthus is 
actually able to co-ordinate mass attacks on its (bacterial) prey by overwhelming force of 
numbers (Dworkin, 1996). 
The discovery of communication among bacteria has led to some quite dramatic reappraisals 
of these organisms.  Crespi (2001) has drawn parallels of many bacterial characteristics with 
those of higher organisms using the very vocabulary of animal behaviourists. For example, 
biofilms are complex ordered structures produced at solid surfaces by certain bacteria that 
Crespi  dubs ‘domicile creation’ likening it to the burrows, nests and hives which social 
animals construct. 
The discovery of these signalling molecules presents an opportunity to disrupt 
communications with great potential advantages in for example the treatment of bacterial 
infections. Suga and Smith (2003) presented a review of strategies being taken to identify 
small molecular weight inhibitors of various steps in the bacterial signalling pathway but 
other strategies for achieving this objective. 
Cell Death  
A mammalian cell can die either by apoptosis or by necrosis. Necrosis is an accidental death 
caused by traumatic injury from which a cell cannot recover. In necrosis the cell membrane is 
damaged and becomes leaky. This results in water rushing into the cell and causing it to swell 
and ultimately rupture. The cell contents are spilt into the intercellular space leading to an 
inflammatory response. Another cell called the macrophages digest the spilt cell contents in a 
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process also known as phagocytosis. Apoptosis is programmed cell death where a cell goes 
through phases until it is eliminated from the organism. There are six classes of cells that 
undergo programmed cell death namely defective cells, superfluous or excess cells, cells 
whose function is no longer needed, cells that can no longer go through cell cycle because of 
irreparable DNA damage, virus-infected cells and cells damaged by chemotherapy agents 
(Pollard and Earnshaw, 2008).  
Apoptosis can be induced by either intrinsic or extrinsic factors. In addition to their role in 
energy production, mitochondria also regulate intrinsic apoptosis. When a cell detects a 
problem originating from within the cell (intrinsic factors) such as DNA damage, oxidative 
stress, the presence of chemotherapy drugs and viral infections, the mitochondria initiates the 
intrinsic pathway of apoptosis. Two proteins Bak and Bax associate and insert into the 
mitochondrial membrane to form pores. The mitochondrial membrane becomes leaky and a 
protein called cytochrome C leaks out of the mitochondria and binds to another protein 
known as Apaf-1. The Apaf-1 –cytochrome C complex binds procaspase 9 and helps it 
convert to an active caspase 9 which in turn activates other proteins that leads to the 
destruction of chromosomal DNA and ultimately cell death.  
The extrinsic pathway of apoptotic cell death is activated by external stimuli such as UV light, 
heat and gamma irradiation. When these stimuli activate certain molecules called ligands, the 
ligands bind to their receptors in the plasma membranes. Receptor proteins are proteins that 
have three domains: one at the surface of the membrane, the second in the membrane and the 
third in the cytoplasm. For example, when an activated Fas ligand binds to its Fas receptor, 
the Fas-associated death domain binds to the cytoplasmic domain of the Fas receptor. 
Another cytoplasmic protein called procaspase 8 then binds to the Fas-associated death 
domain. Procaspase 8 dimerizes and becomes active. Active caspase 8 is released and it 
activates a cascade of other caspases downstream which also leads to cell death. 
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4.6 Conclusions 
We have endeavoured in the preceding to provide readers with a basic appreciation of cell 
biology in order that they may be better able to both plan experiments involving living 
organisms and also interpret the results from such experiments. 
Possible current applications might include applications where bacteria were present on an 
abiotic surface and it was desired to inactivate them. In such applications the nature of the 
surface could well prove to be irrelevant, and treatment could be focussed solely on 
establishing plasma conditions that result in maximum lethality towards the contaminants. At 
the other extreme would be an application where antibiotic-resistant organisms had colonised 
a wound and the objective would then become one of eliminating them without causing 
unnecessary damage to the underlying tissue. These are just two possible examples, but of 
course it would be impossible to foresee all possible applications, and by the same token, aim 
to have equipped the reader with absolutely all the biology s/he would need for such 
applications. Notwithstanding, we hope that we have provided sound foundations for adding 
to as necessary.   
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Figure 4.1 The new tree of life (Redrawn after Woese et al., 1990) 
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Figure 4.2 The binomial system of nomenclature 
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Figure 4.3 Schematic representation of a typical prokaryotic and eukaryotic cell. 
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Figure 4.4 Schematic representation of the fluid mosaic model 
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Figure 4.5 Simplified schematic of glycolysis and the TCA cycle. Glucose is converted 
to pyruvate in 10 reactions which yield two molecules of ATP. This occurs 
in the cytoplasm. Pyruvate is converted to acetyl-CoA, which condenses with 
oxaloacetate to form citrate in the TCA cycle. Through a series of seven more 
reactions oxaloacetate is regenerated. Three NADH and one FADH2 molecules are 
produced, which are used in the electron transport chain. The TCA cycle occurs in 
the mitochondria. These pathways also provide intermediates for the biosynthesis 
of nucleotides, amino acids, carbohydrates, and fatty acids. References: Garrett & 
Grisham, 2010; Nelson & Cox, 2008. 
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Figure 4.6 Schematic of the electron transport chain and the formation of ATP. 
NADH and FADH2 from the TCA cycle serves as substrates for this pathway. 
Electrons flow through a series of membrane-bound protein carriers (Complex I– 
IV), coenzyme Q, and cytochrome C. This is accompanied by the flow of protons 
from the matrix to the inner membrane space. The flow of protons back into the 
matrix through ATP synthase facilitates the synthesis of ATP. These processes 
occur in the mitochondria and require molecular O2 as the final electron acceptor. 
References: Garrett & Grisham, 2010; Nelson & Cox, 2008. 
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Figure 4.7 The four bases in DNA 
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Figure 4.8 Ribbon drawings of select protein structures. Six proteins with variations 
in size and structure are shown. The proteins were visualized in the program 
RASMOL and the α-carbon backbone schematically represented as ribbons. 
Helices are shown in pink and β-strands in yellow. The coordinates for the structures were 
obtained from the RCSB Protein Data Bank (PDB): (a)myoglobin (PDB 
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code: 1U7S); (b) retinol-binding protein (PDB code: 1jyd); (c) β-2-microglobulin 
(PDB code: 1BMG); (d) ribosomal S6 (PDB code: 1ris); (e) triose phosphate 
isomerase (PDB code: 1TIM); (f) interleukin enhancer-binding factor 1 bound to 
DNA (PDB code: 2C6Y). 
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