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ON FINITE SYSTEMS OF EQUATIONS
IN ACYLINDRICALLY HYPERBOLIC GROUPS
OLEG BOGOPOLSKI
Abstract. LetH be an acylindrically hyperbolic group without nontrivial
finite normal subgroups. We show that any finite system S of equations
with constants from H is equivalent to a single equation.
We also show that the algebraic set associated with S is, up to conjugacy,
a projection of the algebraic set associated with a single splitted equation
(such equation has the form w(x1, . . . , xn) = h, where w ∈ F (X), h ∈ H).
From this we deduce the following statement: Let G be an arbitrary over-
group of the above group H. Then H is verbally closed in G if and only if
it is algebraically closed in G.
Another corollary: If H is a non-cyclic torsion-free hyperbolic group,
then every (possibly infinite) system of equations with finitely many vari-
ables and with constants from H is equivalent to a single equation.
1. Introduction
Study of equations in groups is a classical subject of group theory with long
history, nice results and many intriguing problems (see the inspiring paper of
Neumann [12] of 1943, the survey of Roman’kov [18] of 2012 and the recent
paper of Klyachko and Thom [8]).
Acylindrically hyperbolic groups (definied by Osin in [14], see Definition 3.2
below) is a large class of groups that is intensively studied in the modern geo-
metric group theory. This class includes non-(virtually cyclic) groups that are
hyperbolic relative to proper subgroups, many 3-manifold groups, groups of
deficiency at least 2, many groups acting on trees, non-(virtually cyclic) groups
acting properly on proper CAT(0)-spaces and containing rank-one elements,
non-cyclic directly indecomposable right-angled Artin groups, all but finitely
many mapping class groups, Out(Fn) for n > 2, and many other interesting
groups; see the survey of Osin [15].
However almost nothing is known on solutions of equations and related
problems in the class of acylinfrically hyperbolic groups. In [2], we described
solutions of certain equations of the form xnym = anbm in acylindrically hy-
perbolic groups. Using this description, we studied in [2] the verbal closedness
(see Definition 2.2 below) of acylindrically hyperbolic subgroups in groups.
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One of the corollaries there solves Problem 5.2 from the paper [11] of Myas-
nikov and Roman’kov: Verbally closed subgroups of torsion-free hyperbolic
groups are retracts.
More information on algebraic and verbal closedness of groups in overgroups
or in classes of groups can be found in [2, Sections 1, 2, 15]. The present paper
is a continuation of [2]. We formulate briefly the main results. For convenience,
we call a group clean if it does not contain nontrivial finite normal subgroups.
• Theorem A, says that if H is a clean acylindrically hyperbolic group, then
any finite system of equations with constants in H has the same set of solutions
in H as a single equation. Moreover, this set is a projection (up to conjugacy)
of the set of solutions of a single splitted equation (see Definition 2.1 below).
• Theorem C, says that for any clean acylindrically hyperbolic group H and
any overgroup G of H the notions of verbal and algebraic closedness of H in G
are equivalent. Some special cases of this theorem were considered earlier in [7]
and [10], see Remark 7.1 below.
• A part of Corollary D says that if H is a finitely generated clean acylin-
drically hyperbolic group and G is a finitely presented overgroup of H , then
the notions for H to be verbally closed in G, to be algebraically closed in G,
and to be a retract of G are equivalent.
• A special case of Corollary B says that if H is a non-cyclic torsion-free
hyperbolic group, then every (possibly infinite) system of equations with con-
stants from H and finitely many variables is equivalent to a single equation
with constants from H , i.e., they have the same sets of solutions in H .
In the proof we use test words for acylindrically hyperbolic groups, see [2]
and Section 5 below.
2. Full formulations of main results and definitions
Let H be a group. An equation with variables x1, . . . , xn and constants
from H is an element of the free product Fn ∗ H , where Fn is the free
group with basis x1, . . . , xn. Sometimes we write an equation f in the form
f(x1, . . . , xn;H) stressing that f involves the variables x1, . . . , xn and con-
stants from H . Sometimes, for convenience, we write an equation f0f1 in the
form f0 = f
−1
1 .
Let S ⊆ Fn ∗H be a system of equations and let G be an overgroup of H .
A tuple (g1, . . . , gn) with components from G is called a solution of the system
S in G if f(g1, . . . , gn;H) = 1 in G for every equation f(x1, . . . , xn;H) from S.
Let VG(S) be the set of all solutions of the system S in G, i.e.,
VG(S) = {(g1, . . . , gn) ∈ G
n | f(g1, . . . , gn;H) = 1 for all f ∈ S}.
32.1. Systems of equations versus a single equation.
Definition 2.1. An equation f ∈ Fn ∗ G is called splitted if it has the form
wg, where w ∈ Fn and g ∈ G.
For m > n, let prn : G
m → Gn be the projection to the first n coordinates,
i.e., prn(g1, . . . , gm) = (g1, . . . , gn). For g, u ∈ G, we denote g
u = u−1gu.
For (g1, . . . , gn) ∈ G
n and u ∈ G, we set (g1, . . . , gn)
u = (gu1 , . . . , g
u
n). The first
main result of this paper is the following theorem.
Theorem A. Let H be an acylindrically hyperbolic group without nontrivial
finite normal subgroups. Let S ⊂ Fn ∗H be a finite system of equations with
constants from H. Then the following statements hold:
(1) There exists a single equation f ∈ Fn ∗H such that
VH(f) = VH(S).
(2) There exists a natural k > n and a single splitted equation f ∈ Fk ∗H
of the form f1f0, where f1 ∈ Fk and f0 ∈ H such that the following
two properties are satisfied:
(a)
prn
(
VH(f)
)
=
⋃
α∈Z
VH(S)
fα0 .
(b) For any overgroup G of the group H we have
prn
(
VG(f)
)
⊇
⋃
α∈Z
VG(S)
fα0 .
(3) There exist a natural k > n and two splitted equations f, g ∈ Fk ∗ H
such that
VH(S) = prn
(
VH(f)
)
∩ prn
(
VH(g)
)
.
Note that in the proof of this theorem we essentially use a proposition on
test words in acylindrically hyperbolic groups obtained in [2].
Recall that a group H is called equationally noetherian if every system of
equations with constants from H and a finite number of variables is equivalent
to a finite subsystem, see [1]. Since hyperbolic groups are equationally noe-
therian (see [17, Corolary 6.13] for the general case and [19, Theorem 1.22] for
the torsion-free case), the following corollary follows directly from Theorem A.
Corollary B. Let H be a non-(virtually cyclic) hyperbolic group without non-
trivial finite normal subgroups. Then every (possibly infinite) system of equa-
tions with constants from H and finitely many variables is equivalent to a
single equation with constants from H, i.e., they have the same sets of solu-
tions in H.
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2.2. Verbal and algebraic closedness. Let X = {x1, x2, . . . } be a count-
ably infinite set of variables and let F (X) be the free group with basis X .
We recall definitions of algebraically (verbally) closed subgroups and retracts.
Definition 2.2. Let H be a subgroup of a group G.
(a) (see [13, 11]) The subgroup H is called algebraically closed in G if for
any finite system of equations
S = {Wi(x1, . . . , xn;H) = 1 | i = 1, . . . , m}
with constants from H the following holds: if S has a solution in G,
then it has a solution in H .
(b) (see [11, Definition 1.1]) The subgroup H is called verbally closed in G
if for any word W ∈ F (X) and any element h ∈ H the following holds:
if the equation W (x1, . . . , xn) = h has a solution in G, then it has a
solution in H .
(c) The subgroup H is called a retract of G if there is a homomorphism
ϕ : G → H such that ϕ|H = id. The homomorphism ϕ is called a
retraction.
Obviously, if H is a retract of G, then H is algebraically closed in G. Alge-
braic closedness implies verbal closedness, but the converse implication is not
valid in general, see example in [2, Remark 13.2].
The following proposition of Myasnikov and Roman’kov says that, under
some general assumptions, the property of H to be algebraically closed in G
is equivalent to the property of H to be a retract of G.
Recall that a group G is called finitely generated over a subgroup H if there
exists a finite subset X ⊆ G such that G = 〈X,H〉.
Proposition 2.3. ([11, Proposition 2.2]) Let H be a subgroup of a group G.
Suppose that at least one of the following holds:
(a) H is finitely generated and G is finitely presented.
(b) H is equationally noetherian and G is finitely generated over H.
Then H is algebraically closed in G if and only if H is a retract of G.
Our second main theorem establishes the equivalence of verbal and algebraic
closedness for clean acylindrically hyperbolic subgroups of arbitrary groups.
Theorem C. Let H be an acylindrically hyperbolic group without nontrivial
finite normal subgroups and let G be an arbitrary overgroup of H. Then H is
verbally closed in G if and only if H is algebraically closed in G.
The proof of this theorem is very short modulo the second statement of
Theorem A, see Section 7. The following corollary follows directly from The-
orem C and Proposition 2.3. This corollary was already obtained by the
author in [2] without appealing to Theorem C.
5Corollary D. ([2, Theorems 2.2 and 2.4]) Let H be a subgroup of a group G
such that at least one of the following holds:
(a) H is finitely generated and G is finitely presented.
(b) H is equationally noetherian and G is finitely generated over H .
Suppose additionally that H is acylindrically hyperbolic and does not have
nontrivial finite normal subgroups. Then the following three statements are
equivalent.
(1) H is algebraically closed in G.
(2) H is verbally closed in G.
(3) H is a retract of G.
3. Necessary definitions
3.1. Definitions of acylindrically hyperbolic groups. All actions of
groups on metric spaces are assumed to be isometric in this paper.
Definition 3.1. (see [3] and Introduction in [14]) An action of a group G on
a metric space S is called acylindrical if for every ε > 0 there exist R,N > 0
such that for every two points x, y with d(x, y) > R, there are at most N
elements g ∈ G satisfying
d(x, gx) 6 ε and d(y, gy) 6 ε.
Given a generating set X of a group G, we say that the right Cayley graph
Γ(G,X) is acylindrical if the left action of G on Γ(G,X) is acylindrical. For
Cayley graphs, the acylindricity condition can be rewritten as follows: for
every ε > 0 there exist R,N > 0 such that for any g ∈ G of length |g|X > R
we have ∣∣{f ∈ G | |f |X 6 ε, |g−1fg|X 6 ε}∣∣ 6 N.
Recall that an action of a group G on a hyperbolic space S is called ele-
mentary if the limit set of G on the Gromov boundary ∂S contains at most 2
points.
Definition 3.2. (see [14, Definition 1.3]) A group G is called acylindrically
hyperbolic if it satisfies one of the following equivalent conditions:
(AH1) There exists a generating set X of G such that the corresponding
Cayley graph Γ(G,X) is hyperbolic, |∂Γ(G,X)| > 2, and the natural
action of G on Γ(G,X) is acylindrical.
(AH2) G admits a non-elementary acylindrical action on a hyperbolic space.
In the case (AH1), we also write that G is acylindrically hyperbolic with
respect to X .
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3.2. Hyperbolically embedded subgroups. We use this notion only in
formulations of lemmas in Section 4. For convenience of the reader, we recall
relevant definitions from [4]; see also [14].
Let G be a group with a fixed collection of subgroups {Hλ}λ∈Λ. Given a
symmetric subset X ⊆ G such that G is generated by X together with the
union of all Hλ, we denote by Γ(G,X ⊔H) the right Cayley graph of G whose
edges are labelled by letters from the alphabet X ⊔ H, where
H =
⊔
λ∈Λ
Hλ.
We consider the Cayley graph Γ(Hλ, Hλ) as a complete subgraph of Γ(G,X⊔H).
Definition 3.3. (see [4, Definition 4.2]) For every λ ∈ Λ, we introduce a
relative metric d̂λ : Hλ × Hλ → [0,+∞] as follows. Let a, b ∈ Hλ. A path
in Γ(G,X ⊔ H) from a to b is called Hλ-admissible if it has no edges in the
subgraph Γ(Hλ, Hλ). The distance d̂λ(a, b) is defined to be the length of a
shortest Hλ-admissible path connecting a to b if such exists. If no such path
exists, we set d̂λ(a, b) =∞.
Definition 3.4. (see [4, Definition 4.25]) Let G be a group, X a symmetric
subset of G. A collection of subgroups {Hλ}λ∈Λ of G is called hyperbolically
embedded in G with respect to X (we write {Hλ}λ∈Λ →֒h (G,X)) if the follow-
ing hold.
(a) The group G is generated by X together with the union of all Hλ and
the Cayley graph Γ(G,X ⊔ H) is hyperbolic.
(b) For every λ ∈ Λ, the metric space (Hλ, d̂λ) is proper. That is, any ball
of finite radius in Hλ contains finitely many elements.
Further, we say that {Hλ}λ∈Λ is hyperbolically embedded inG if {Hλ}λ∈Λ →֒h
(G,X) for some X ⊆ G.
It was proved in [14, Theorem 1.2] that a group G is acylindrically hy-
perbolic if and only if it contains a proper infinite hyperbolically embedded
subgroup.
3.3. Elliptic and loxodromic elements. The following definition is stan-
dard.
Definition 3.5. Given a group G acting on a metric space S, an element
g ∈ G is called elliptic if some (equivalently, any) orbit of g is bounded,
and loxodromic if the map Z → S defined by n 7→ gnx is a quasi-isometric
embedding for some (equivalently, any) x ∈ S. That is, for x ∈ S, there exist
7κ > 1 and ε > 0 such that for any n,m ∈ Z we have
d(gnx, gmx) >
1
κ
|n−m| − ε.
Let X be a generating set of G. We say that g ∈ G is elliptic (respectively,
loxodromic) with respect to X if g is elliptic (respectively, loxodromic) for the
canonical left action of G on the Cayley graph Γ(G,X).
Note that even in the case of groups acting on hyperbolic spaces, there may
be other types of actions (see [5, Section 8.2] and [14, Section 3]). However, if
G is a group acting acylindrically on a hyperbolic space, then every element of
G is either elliptic or loxodromic. This was first proved Bowditch [3, Lemma
2.2]; a more general statement was proved by Osin in [14, Theorem 1.1]).
Recall that if G is an acylindrically hyperbolic group with respect to a
generating set X , then every loxodromic, with respect to X , element g ∈ G
is contained in a unique maximal virtually cyclic subgroup EG(g) of G, see
[4, Lemma 6.5]. This subgroup is called the elementary subgroup associated
with g; it can be described as follows (see equivalent definitions in [4, Corol-
lary 6.6]):
EG(g) = {f ∈ G | ∃n ∈ N : f
−1gnf = g±n}. (3.1)
Clearly, the centralizer CG(g) of g is contained in EG(g).
Recall that two elements a, b ∈ G of infinite order are called commensurable
if there exist g ∈ G and s, t ∈ Z \ {0} such that as = g−1btg.
Preparing to the proof of Theorem A, we need to produce many non-
commensurable loxodromic elements g with respect to the same generating
set of G and with the additional property that EG(g) = 〈g〉. Moreover, we
need that these elements have certain form. This technical part of the proof
is the subject of Section 4.
4. Special elements
We reproduce the following definition from [2].
Definition 4.1. Suppose that G is an acylindrically hyperbolic group.
(a) An element g ∈ G is called special if there exists a generating set X of
G such that
- G is acylindrically hyperbolic with respect to X ,
- g is loxodromic with respect to X , and
- EG(g) = 〈g〉.
In this case g is called special with respect to X .
(b) Elements g1, . . . , gk ∈ G are called jointly special if there exists a gen-
erating set X of G such that each gi is special with respect to X .
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Note that point (a) of this definition was already used in the case of rela-
tively hyperbolic groups (see comments in [16, Section 3]).
The purpose of this section is to prove Proposition 4.5; it will be used in
Section 5 to construct certain test words in acylindrically hyperbolic groups.
We deduce this proposition formally from the following three lemmas.
Lemma 4.2. (see [2, Lemma 10.3]) Let G be a group, X ⊆ G, H →֒h (G,X)
a finitely generated infinite subgroup. Then for any finite collection of ele-
ments a1, . . . , as ∈ G \H and any infinite subset H˜ ⊆ H, there exist elements
h1, . . . , hs ∈ H˜ such that a1h1, . . . , ashs are paarwise non-commensurable lox-
odromic elements with respect to the action of G on Γ(G,X ⊔H).
Remark. We will use a special case of this lemma where a1 = · · · = as. In
this case this lemma is very similar to [4, Corollary 6.12] and, actually, can be
deduced from the proof of this corollary.
Lemma 4.3. ([2, Lemma 10.4]) Let G be an acylindrically hyperbolic group
with respect to a generating set Y and let a, b ∈ G be two non-commensurable
loxodromic with respect to Y elements, where, additionally, a is special. Then
there exists a positive integer n0 such that for any n,m > n0 the element g =
anbm is special with respect to some generating set, in particular EG(g) = 〈g〉.
Lemma 4.4. ([2, Lemma 10.5]) Suppose that G is an acylindrically hyperbolic
group without nontrivial finite normal subgroups. Then there exist an element
g ∈ G and a generating set Y of G such that g is special with respect to Y and
〈g〉 →֒h (G, Y ).
Proposition 4.5. Suppose that G is an acylindrically hyperbolic group with-
out nontrivial finite normal subgroups. Then, there are special loxodromic
elements a, g ∈ G such that for any integer k > 0, the coset a〈g〉 contains k
pairwise non-commensurable and jointly special elements.
Proof. By Lemma 4.4, there exist an element g ∈ G and a generating set Y
of G such that g is special with respect to Y andH →֒h (G, Y ), whereH = 〈g〉.
It follows from Definition 4.1 that G is acylindrically hyperbolic with respect
to Y .
Let b ∈ G \ H be an arbitrary element. By Lemma 4.2, there exist two
non-commensurable loxodromic elements bgs, bgt with respect to Y ⊔ H .
It follows that they are loxodromic with respect to Y . At least one of them,
say c := bgs is non-commensurable with g. In particular,
〈c〉 ∩ 〈g〉 = 1.
9By Lemma 4.3, there exists a positive integer n0 such that for any n,m > n0
the element cngm is special with respect to some generating set, in particular
EG(c
ngm) = 〈cngm〉. (4.1)
By Lemma 4.2, for any k ∈ N, there exist natural numbersm1 < m2 < · · · <
mk+1 such that m1 > n0 and the elements c
n0gm1, . . . , cn0gmk+1 are pairwise
non-commensurable and loxodromic with respect to Y ⊔H . Then they are lox-
odromic with respect to Y . Moreover, by (4.1), we have EG(c
n0gmi) = 〈cn0gmi〉
for i = 1, . . . , k + 1. Thus, these elements are pairwise non-commensurable
and jointly special with respect to Y .
We set a = cn0gm1. Then a, g and k elements agm2−m1 , . . . , agmk+1−m1
satisfy the conclusion of proposition. ✷
Remark. One can prove a stronger version of this lemma, saying that for
any infinite subset I ⊆ a〈g〉, there exists an infinite subset of I consisting of
pairwise non-commensurable and jointly special elements.
5. Test words in acylindrically hyperbolic groups
The history of test words in free groups is illuminated in [6]. In this pa-
per Ivanov constructed the so-called C-test words in free groups. In [9] Lee
constructed C-test words with some additional property. In this section we
construct certain test words in acylindrically hyperbolic groups.
Definition 5.1. (see [2, Definition 12.1]) Let H be a group and let a1, . . . , ak
be some elements ofH . A wordW (x1, . . . , xk) from Fk is called an (a1, . . . , ak)-
test word if for every solution (b1, . . . , bk) of the equation
W (a1, . . . , ak) = W (x1, . . . , xk)
in H , there exists a number α ∈ Z such that bi = a
Uα
i for i = 1, . . . , k, where
U =W (a1, . . . , ak).
Notation. We write 1k for the tuple (1, . . . , 1︸ ︷︷ ︸
k
).
The following proposition is a special case of Proposition 12.4 from [2] .
Proposition 5.2. (see [2, Proposition 12.4]) Let H be an acylindrically hyper-
bolic group without nontrivial finite normal subgroups and let a1, . . . , ak ∈ H
(where k > 3) be jointly special and pairwise non-commensurable elements.
Then there is an (a1, . . . , ak, 1
k−2)-test word Wk(x1, . . . , xk, y3, . . . , yk).
Moreover, one can choose this test word so that the elements a1, . . . , ak to-
gether with Wk(a1, . . . , ak, 1
k−2) are jointly special and pairwise non-commen-
surable.
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In the following section we need a weaker version of Proposition 5.2, which
will also simplify notations. We set
Uk(x1, . . . , xk) := Wk(x1, . . . , xk, 1
k−2).
Then we obtain the following corollary.
Corollary 5.3. Let H be an acylindrically hyperbolic group without non-
trivial finite normal subgroups and let a1, . . . , ak ∈ H (where k > 3) be
jointly special and pairwise non-commensurable elements. Then there is an
(a1, . . . , ak)-test word Uk(x1, . . . , xk) such that the elements a1, . . . , ak together
with Uk(a1, . . . , ak) are jointly special and pairwise non-commensurable.
6. Proof of Theorem A
Lemma 6.1. Let H be a group. For any finite system of equations S ⊂ Fn∗H
there exists a finite system S ′ ⊂ Fn ∗ H consisting of only splitted equations
such that |S ′| > |S| and
VH(S
′) = VH(S)× {g1} × · · · × {gk}
for some elements g1, . . . , gk ∈ H.
Proof. To define S ′, one should replace each constant h in S by a new
variable xh and add the equation xhh
−1. ✷
Notation. To shorten notation, we write x instead of the tuple (x1, . . . , xn).
Proof of Theorem A.
(1) Let S = {s1, . . . , sk}, where si ∈ Fn∗H . We take arbitrary (k+2) jointly
special and pairwise non-commensurable elements a1, . . . , ak+2 ∈ H . The ex-
istence of such elements is guaranteed by Proposition 4.5. By Proposition 5.2,
there exists an (a1, . . . , ak+2, 1
k)-test wordWk+2(z1, . . . , zk+2, y1, . . . , yk). Then
the desired equation is
f : Wk+2(a1, . . . , ak+2, 1
k) = Wk+2(a1, . . . , ak+2, s1, . . . , sk).
(2) By Lemma 6.1, we may assume that S consists of splitted equations:
S = {wi(x1, . . . , xn) = hi | i = 1, . . . , m}. (6.1)
By Proposition 4.5, there exist special elements a, b such that the coset a〈b〉
contains (2m+ 2) pairwise non-commensurable jointly special elements, say
abs, abt, abk1 , . . . , abkm , abl1 , . . . , ablm .
Then the elements of the tuple
T = (abs, abt, h−1i ab
kihi, h
−1
i ab
lihi; i = 1, . . . , m)
11
are also pairwise non-commensurable and jointly special. Let U2m+2 be the
T -test word, see Corollary 5.3. We set
f0 = U2m+2(ab
s, abt, h−1i ab
kihi, h
−1
i ab
lihi; i = 1, . . . , m).
Now we introduce 2 new variables y, z and set
f−11 = U2m+2(yz
s, yzt, wi(x)
−1yzkiwi(x), wi(x)
−1yzliwi(x); i = 1, . . . , m).
We show that the splitted equation f written in the form
f−11 = f0. (6.2)
satisfies the statements (a) and (b) of Theorem A.
(a) Suppose that f has a solution in H , say
(x1, . . . , xn, y, z) = (C1, . . . , Cn, A, B).
We shall show that there exists α ∈ Z such that (C1, . . . , Cn)
f−α
0 is a solution
of the system S.
Set Hi = wi(C). Then we have
U2m+2(ab
s, abt, h−1i ab
kihi, h
−1
i ab
lihi; i = 1, . . . , m)
=
U2m+2(AB
s, ABt, H−1i AB
kiHi, H
−1
i AB
liHi; i = 1, . . . , m).
(6.3)
By definition of the test word (see Definition 5.1), applied to U2m+2 and
(6.3), there exists α ∈ Z such that the formulas (6.4) – (6.7) are valid:
(abs)f
α
0 = ABs, (6.4)
(abt)f
α
0 = ABt, (6.5)
(h−1i ab
kihi)
fα
0 = H−1i AB
kiHi, (6.6)
(h−1i ab
lihi)
fα
0 = H−1i AB
liHi, (6.7)
It follows from (6.4) and (6.5) that (bs−t)f
α
0 = Bs−t. Since b is special, we
have
B = bf
α
0 . (6.8)
From (6.4) and (6.8), we obtain that
A = af
α
0 . (6.9)
Substituting (6.8) and (6.9) in (6.6) and (6.7), we deduce that
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h
fα0
i H
−1
i ∈ CH((ab
ki)f
α
0 ) ∩ CH((ab
li)f
α
0 )
(3.1)
⊆ EH((ab
ki)f
α
0 ) ∩ EH((ab
li)f
α
0 )
= 〈(abki)f
α
0 〉 ∩ 〈(abli)f
α
0 〉
The latter equation holds since the elements abki and abli are special. This
intersection is trivial since abki and abli are non-commensurable. Therefore
wi(C) = h
fα
0
i
for i = 1, . . . , m. Hence Cf
−α
0 is a solution of S.
(b) Since VG(f) is invariant under conjugation by the element f0, it suffices
to check that
prn
(
VG(f)
)
⊇ VG(S).
The latter is trivial: If (x1, . . . , xn) = (c1, . . . , cn) is a solution of the system
S in G, then
(x1, . . . , xn, y, z) = (c1, . . . , cn, a, b)
is a solution of the equation (6.2) in G.
(3) We may again assume that S has the form (6.1). We may additionally
assume that the set {h1, . . . , hm} of right sides of equations from S contains
two non-commensurable special elements from H ; otherwise we could take two
non-commensurable special elements u, v ∈ H and add two equations xn+1 = u
and xn+2 = v to S. Obviously, the set of solutions of the old system S is a
projection of the set of solutions of the new system S.
In the following we will use the tuple T , the element f0 and the equation f
defined in (a). Thus, we have
prn
(
VH(f)
)
=
⋃
α∈Z
VH(S)
fα
0 . (6.10)
By Corollary 5.3, all components of T together with f0 are pairwise non-
commensurable and jointly special. Let T ′ be the tuple obtained from T by
adding the component f0:
T ′ = (f0, ab
s, abt, h−1i ab
kihi, h
−1
i ab
lihi; i = 1, . . . , m)
Let U2m+3 be the T
′-test word from Corollary 5.2. We set
g0 = U2m+3(f0; ab
s, abt, h−1i ab
kihi, h
−1
i ab
lihi; i = 1, . . . , m).
Now we introduce new variables t, y, z and define the word
g−11 = U2m+3(t, yz
s, yzt, wi(x)
−1yzkiwi(x), wi(x)
−1yzliwi(x); i = 1, . . . , m).
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Let g be the equation g1g0. Using the same arguments as in the proof of (a),
we obtain
prn
(
VH(g)
)
=
⋃
α∈Z
VH(S)
gα0 . (6.11)
Claim 1. Suppose that for some α, β ∈ Z we have
VH(S)
fα0 ∩ VH(S)
g
β
0 6= ∅.
Then α = β = 0.
Proof. By assumption, the set {h1, . . . , hm} of right sides of equations from
S contains two non-commensurable special elements, say u, v. Then
uf
α
0 = ug
β
0 and vf
α
0 = vg
β
0 ,
and we deduce
fα0 g
−β
0 ∈ EH(u) ∩ EH(v) = 〈u〉 ∩ 〈v〉 = 1.
The penultimate equation holds since u and b are special, and the latter equa-
tion holds since u and v are non-commensurable.
By Corollary 5.3, all components of T ′ together with g0 are pairwise non-
commensurable and jointly special. In particular, g0 and f0 are non-commen-
surable and have infinite orders. From this and fα0 = g
β
0 , we obtain α = β = 0.
✷
This claim and equations (6.10) and (6.11) imply that
VH(S) = prn
(
VH(f)
)
∩ prn
(
VH(g)
)
.
✷
Remark 6.2. In the general case, one splitted equation in statement (3) of
Theorem A is not sufficient. Indeed, let H be an arbitrary nontrivial group
and let S = {wi(x1, . . . , xn) = hi | i = 1, . . . , m}, m > 2, be a finite system of
splitted equations with constants hi from H such that CH(h1) ∩ CH(h2) = 1
and VH(S) 6= ∅. Then for any splitted equation f ∈ Fk ∗H , where k > n, we
have
VH(S) 6= prn
(
VH(f)
)
.
This follows from the following obsevations:
(a) If f is a splitted equation of the form f1f0, where f1 ∈ Fk and f0 ∈ H ,
then
(
VH(f)
)f0 = VH(f). Moreover, we have (VH(f))g = VH(f) for
any g ∈ H if f0 = 1.
(b) VH(S)
g ∩ VH(S) = ∅ for every nontrivial g ∈ H . This can be proved
similarly to the proof of Claim 1.
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7. Proof of Theorem C
Proof. Suppose that H is verbally closed in G. We show that H is alge-
braically closed in G. Let S be a finite system of equations with constants
from H such that VG(S) 6= ∅. We shall show that VH(S) 6= ∅.
Let f be a splitted equation as in statement (2) of Theorem A. By part (b)
of this statement, we have VG(S) ⊆ prn
(
VG(f)
)
, hence VG(f) 6= ∅. Since H
is verbally closed in G, we have VH(f) 6= ∅. By part (a) of statement (2) of
Theorem A, we have VH(S) 6= ∅. Thus, H is algebraically closed in G. The
converse implication is obvious. ✷
Remark 7.1. Consider the free product
H = ∗
α∈A
Hα,
where A is an arbitrary set of cardinal larger than 1 and each Hα is nontrivial.
In [10] Mazhuga showed that if H is a verbally closed subgroup of a group G,
then H is algebraically closed in G. This result (except the very special case
H = Z2 ∗ Z2, which was first considered in [7]) follows from our Theorem C.
Indeed, H can be splitted as H = A ∗ B, where A and B are nontrivial;
hence H is relatively hyperbolic with respect to {A,B}. It is well known
that if a non-(virtually cyclic) group is relatively hyperbolic with respect to a
collection of proper subgroups, then it is acylindrically hyperbolic. Therefore
H is acylindricaly hyperbolic except the case, where H ∼= Z2 ∗ Z2.
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