A number of practical issues associated with the parallel distributed memory solution of elliptic partial di erential equations using unstructured meshes in two dimensions are considered. The rst part of the paper describes a parallel mesh generation algorithm which is designed both for e ciency and to produce a well-partitioned, distributed mesh, suitable for the e cient parallel solution of an elliptic p.d.e. The second part of the paper concentrates on parallel domain decomposition preconditioning for the linear algebra problems which arise when solving such a p.d.e. on the unstructured meshes that are generated. It is demonstrated that by allowing the mesh generator and the p.d.e. solver to share a certain coarse grid structure it is possible to obtain e cient parallel solutions to a number of large problems. Although the work is presented here in a nite element context, the issues of mesh generation and domain decomposition are not of course strictly dependent upon this particular discretization strategy.
Introduction
Finite element methods for the solution of elliptic partial di erential equations (p.d.e.'s) on complex domains using unstructured grids have been in use for a number of years. Recently many sophisticated and reliable algorithms have been developed which involve e cient mesh generation and re nement as well as the use of e ective preconditioning, leading to the production of a considerable range of quality software, such as the public domain package PLTMG ( 3] ) for example. Unfortunately, many of the advances incorporated into software such as this are yet to be carried over to nonserial computers, such as distributed memory parallel architectures, with much recent research into the scalable solution of unstructured nite element problems concentrating mainly on the problem of data partitioning 4, 9, 14, 15, 16, 23, 28, 34] . For this paper we take the view that in order to produce e cient, scalable, parallel algorithms it is necessary to consider the data partitioning problem in conjunction with the issues of parallel mesh generation and practical parallel solution (i.e. preconditioning).
The remainder of this introductory section gives further background to the problem under consideration: the parallel solution of 2-d elliptic p.d.e.'s using a distributed unstructured mesh of triangles and an e ective parallel preconditioner. Then in sections 2 and 3 we discuss in more detail some new parallel algorithms for mesh generation and domain decomposition preconditioning respectively. The parallel mesh generation is a variant of the work described in 31] however it is designed to be faster and to produce a two level (coarse/ ne) mesh data structure. This data structure is then used in the preconditioning algorithms to generalize the work of 7] to unstructured meshes. The nal section contains a complete numerical example using the methods developed and a discussion of this and future work.
Mesh Generation and Data Partitioning
The use of unstructured meshes has a number of advantages over structured meshes, especially when solving problems on complex domains or with the aid of local re nement. As we will see however, for distributed memory parallel computation unstructured meshes can complicate the issues of load balancing and communications signi cantly. For the solution of nite element problems typical algorithms involve decomposing the mesh into a number of subdomains and allocating each of these to a processor. The contributions to the sti ness matrix (or other nite element matrices) can then be computed element-by-element in parallel on each processor (with a partial assembly being performed for each subdomain as well if desired). Finally, the linear algebra is performed in a distributed fashion across the processors in some manner which should aim to keep the amount of data transfer between processors as low as possible. Hence the decomposition of the elements of the mesh into subdomains should have two main features: each processor should store approximately the same number of node points or elements (to facilitate load balancing), and the number of node points which lie on the boundary between processors should be kept low (since the amount of interprocessor communication is likely to depend heavily upon this).
As has already been indicated there has been a considerable amount of recent research into the problem of partitioning an existing unstructured mesh across distributed memory in a manner compatible with the above requirements. However this is a far from ideal approach since if we wish to solve very large problems in parallel we do not want the mesh generation itself to be a serial bottleneck. Neither do we wish to have to use secondary storage in order to hold a complete mesh which is too large for the primary memory of a single processor. For these reasons we address the problem of generating partitioned meshes in parallel. The requirement therefore is to generate a mesh in parallel such that, upon completion, each processor has generated about the same number of nodes and the mesh is distributed such that the number of nodes lying on the boundary between processors is as low as possible. Note that this approach di ers to that of 2] or 21] for example, where the generation is simply farmed out to waiting processors. Instead it is more akin to the philosophy of 24] and 31] which both make use of a coarse background grid which is partitioned amongst the processors before the generation of the nal mesh commences. In fact this background grid turns out to be very important, not only for the parallel mesh generation (see section 2), but also for the domain decomposition preconditioning that is described in section 3.
Preconditioning
When solving large sparse linear systems of equations such as those that arise when applying the nite element method on a very large or ne mesh, it is usual to use iterative techniques. A good iterative method should not only require considerably less memory than a direct solver but it should also yield solutions in less time. For this paper we restrict our attention to self-adjoint elliptic p.d.e.'s which give rise to symmetric positive de nite matrix problems and so allow the use of the preconditioned conjugate gradient method. The rate of convergence of the conjugate gradient algorithm is governed by the condition number of the linear system and this is known to increase signi cantly for nite element matrices as the mesh size, h, decreases 20] . For this reason it is important that a good preconditioner is available when solving problems on large meshes, such as those that we are likely to wish to generate in parallel.
A number of preconditioners have been used in the nite element solution of elliptic p.d.e.'s on unstructured meshes, such as simple diagonal scaling or incomplete Choleski factorization for example 12, 26] . The second of these is generally superior, especially if a good ordering is chosen for the unknowns 8]. However, parallel methods based upon incomplete factorizations are usually di cult to implement e ciently due to the triangular solves that must be performed at each preconditioning step. From a parallel implementation point of view domain decomposition preconditioners are far more attractive. As the name suggests these methods make use of local solutions, which can be computed independently on decomposed subdomains, in order to precondition the problem. Unfortunately nearly all of the work that has been done on domain decomposition methods appears to be restricted to structured meshes on regular geometries 6, 7, 19, 25, 29] . In section 3 of this paper we show how a certain class of these techniques, known as iterative substructuring methods 6, 29] , can be extended to deal with unstructured meshes on irregular geometries, provided we make use of the presence of the underlying background grid that is used in the mesh generation.
Parallel Generation of Partitioned Unstructured Meshes
As explained in section 1 our rst objective is to generate in parallel a mesh which is distributed across a number of processors in such a way as to approximately minimize the amount of interprocessor communication that will be required when obtaining nite element solutions on this mesh, subject to the constraint that the computational load (in obtaining such solutions) be equally spread amongst the processors. In the rst instance we model these requirements by aiming to minimize the number of generated nodes which lie on the boundary between regions on di erent processors, whilst also attempting to generate an equal number of nodes on each processor. The algorithm that follows makes use of a coarse background grid which covers the domain (or an approximation to it where the boundary region is curved or very detailed). Following 31, 32] the algorithm also requires that at each knot point of the background grid we have a value, which we will refer to as a point distribution value, which de nes the desired mesh spacing of the generated mesh in the immediate neighbourhood of this point (note that 32] describes a sequential rather than a parallel algorithm). These point distribution values may be obtained in numerous possible ways: based upon automatic error estimates, initial solutions, the domain geometry or other user-de ned requirements.
Using the generator in an adaptive context, the distribution values can be determined by solving the nite element problem on the coarse mesh, or an intermediate mesh of uniform density, and estimating the errors over each element. In order to generate a suitable mesh for an initial value problem, the point distribution values may be based upon the given data so that the initial solution is accurately represented by the mesh (i.e. the mesh is re ned where necessary). The generator can be used to produce meshes in which the point creation is driven by the boundary point distribution by leaving the point distribution values as they are after the background grid generation stage and applying a smaller value of the global mesh density factor for the subsequent production of the ne mesh. If the desired distribution of vertices in the nal grid is known a priori, then the point distribution values can be set by hand or by using a suitable function. Given a set of point distribution values at each knot point of the background grid, the rst stage of the mesh generation algorithm is to cheaply estimate how many nodes will be generated along each edge of this grid and within each element (it is in this respect that our mesh generation algorithm di ers most signi cantly from that in 31]: see subsection 2.1). Following this a weighted graph is produced such that each vertex of the graph represents a coarse element and has a weight equal to the number of predicted nodes for that element, and each edge of the graph represents an edge of the background grid and has a weight equal to the number of nodes that will be generated along it. The vertices of this weighted graph are then partitioned between the processors so as to ensure that the sum of the vertex weights on each processor is about the same, whilst the sum of the weights of those edges joining vertices on di erent processors is as low as possible. Finally the nite element mesh itself is generated in parallel, with each processor generating the portion of the mesh corresponding to the coarse background elements which it was allocated during the partitioning stage. If the a priori estimates of the number of nodes generated in each coarse element and along each coarse edge are su ciently accurate then the mesh produced by this algorithm will be distributed according to both the load balancing and the low data communication requirements outlined above.
Estimating Edge and Vertex Weights
The formulae that we use for estimating the number of nodes that will be produced by our parallel mesh generator are as simple and cheap as possible (unlike the more expensive neural network approach used in 31]), whilst still giving reliable predictions. For the number of nodes generated on an edge, E ij say, of the coarse grid we use
where i and j are the knot points at the ends of the edge,`i j is the length of the edge, i and j are the point distribution values at knot points i and j respectively and is a scaling value which controls the grid point density. For the number of nodes generated in an element, N i say, of the coarse grid we initially use the related estimate
where A i is the area of the coarse element and i 1 , i 2 and i 3 are the point distribution values at its three vertices.
As explained below the rst of these estimates, for the edge weights, turns out to be exact due to the nature of the parallel mesh generation. The second of these estimates works well for coarse elements for which the three point distribution values, i 1 , i 2 and i 3 , are similar but needs to be improved when they di er signi cantly. This is achieved by a technique which we call \virtual re nement" in which an imaginary vertex is placed at the centroid of the coarse element (with a point distribution value of ( i 1 + i 2 + i 3 )=3) and w N i is then taken as the sum of the estimates for the three child elements. By employing this technique to \virtually re ne" a background element a number of levels, the performance of the estimator is greatly improved. As an illustration of the e ect of this we see that, with one level of re nement, ( where the parameter is chosen, fairly cautiously, to be 1:2.
In 17] the reliability of these predictors is demonstrated by comparing the estimates with the number of nodes actually generated using the generation algorithm outlined below. The predicted values may now be used to give vertex and edge weights to the dual graph of the coarse background mesh in preparation for its partitioning across the processors.
Partitioning the Coarse Mesh
The approach that we use to partition the coarse mesh is based upon recursive bisection. This means that we need only consider the more straightforward problem of mesh bisection, so as to ensure load balancing and low communication. As has already been stated we choose to do this by bisecting the weighted dual graph of the background grid using weights based upon estimates of the number of nodes that will be generated in the nal mesh.
The bisection technique that we use is described in 14] and is an extension of the popular spectral algorithm 28]. This involves expressing the bisection problem as a discrete constrained minimization: it can be rewritten as minimize y T Sy subject to y T s = 0 ; y i = p w N i ; (2.4) where S = D T LD, and neglecting the factor of one quarter. Due to the complexity of this problem we seek an approximate solution by treating the x i (and therefore the y i ) as continuous rather than discrete variables. Since, for a connected background grid, the matrices L and S are singular with a null space of dimension one, this involves using a Lanczos method (based upon that of 27]) to compute an eigenvector u 2 which corresponds to the smallest non-zero eigenvalue 2 of S and which is orthogonal to the null space of S (see 14]). From (2.3) the partitioning vector x is then given by x i = u 2 i p w N i :
We note that since the problem is solved using continuous variables, the property that x i = 1 (y i = p w N i ) is lost and therefore the solution obtained will not be optimal. The partitioning is therefore made by sorting the V vertices of the dual graph according to the size of their entry in x and placing elements represented by x 0 i : i = 1 : : :n in one subdomain (with x 0 being the sorted vector) and those by x 0 i : n + 1 : : :V in the other, with n chosen so that to produce a decomposition of the mesh into two subdomains of approximately equal weight which has a relatively small number of vertices lying on the boundary between the two subdomains.
Recursive application of this bisection technique on each new subdomain allows the coarse mesh to be divided into more that just two pieces (although the number does have to be a power of two).
The partitioning technique used by L ohner et al in 24] is a little more general than this, allowing an arbitrary number of subdomains, however it fails to take into account the number of nodes that are going to be created along the boundaries between subdomains { unlike the spectral approach. Also, because we are using the spectral algorithm only on the coarse background grid, our code does not su er from the high computational overheads often associated with the spectral method on large meshes. Consequently there is no urgent need to implement this part of the generator in parallel for the time being, although the work of Leete et al ( 23] ) shows this to be possible (in the computational examples described in subsection 2.5 the sequential recursive bisection typically accounts for about 15% of the total generation time). Other improvements to the implementation of the spectral technique, using a multi-level approach, are described in 4] and 15].
Parallel Mesh Generation
Having partitioned the coarse background mesh across the distributed memory of the parallel processors it now remains to generate the nite element mesh. The main di culty with this is one of ensuring conformity of the mesh between subregions. Note that we choose to treat each coarse background element as a separate subregion to be meshed independently and so each processor will typically have a number of subregions to deal with. (Alternatively, it is possible to treat the union of the coarse elements on each processor as a single region for meshing purposes but we choose not to do this due to the nature of the nite element solution algorithm that is described in section 3.)
The conformity problem turns out to be surprisingly easy to overcome. Firstly we insist that on each coarse edge, E ij , the number of nodes generated should be exactly the number w E ij , given by (2.1), with the positions of these nodes given by an unambiguous geometric rule (see 17] for details). We then use a two-dimensional version of Weatherill's algorithm ( 32] ) for generating a Delaunay mesh on the interior of each subdomain (coarse element). This algorithm has the important property that no additional nodes are ever added along the boundary of the region being meshed. Hence neighbouring subdomains will always have meshes which match up along their interface: not only in the number of nodes but in their precise location too. As well as inserting no new points into boundaries, an additional positive feature of Weatherill's algorithm is that in theory the run time only grows linearly with the number of points created. Hence if two processors with a very di erent number of coarse elements generate about the same number of nodes in total, they should take approximately the same execution time. This means that the actual mesh generation process should itself be well load balanced.
Parallel Implementation Issues
The requirement of keeping a consistent join between the di erent subregions which are meshed independently has been discussed in the previous subsection. When an edge of the coarse mesh lies on the partition between two di erent processors there is no di culty in ensuring that both processors place identical nodes along this edge, without the need for any communication between them. It is not even necessary that these nodes have the same numbering on the di erent processors. The ne grid vertices are in fact numbered locally to the processor on which they are created. A local numbering scheme for the ne grid elements and vertices within each coarse element is adopted. In addition to this, the coarse mesh vertices and edges are considered separately and the ne grid nodes along each coarse edge numbered locally.
The local numbering scheme does not pose any problems since for a typical parallel nite element solver (see for example 16]) the global numbering of vertices and elements is not required, however, a data structure must be built which gives information concerning data transfer across interpartition boundaries. Here, each processor needs a list of local vertices which are shared with neighbouring subdomains. For the correct updating of values associated with interpartition boundary vertices, two processors with a common subdomain boundary must have the shared vertices listed in the same order. With the parallel mesher two such data structures are built; one for the transfer of coarse interpartition boundary vertices (IBVs) and one for the coarse interpartition boundary edges (IBEs). This saves unnecessary waste by not explicitly listing all the vertices along the interpartition boundary, i.e. those along the inside of an IBE are implicitly de ned.
The data transfer structure for the coarse IBVs is constructed on the master processor after the partitioning of the coarse mesh has taken place. The relevant transfer information for each slave processor is then sent by the master processor along with the coarse subdomain data required for the meshing. To achieve consistent node orderings the coarse grid vertices on each processor are listed in the same order as the global node numberings and in the coarse IBV transfer array the vertices shared with a particular neighbour are listed in ascending order.
The corresponding structure for the IBEs is built in a similar fashion but in parallel once the coarse grid data has been farmed out. Each processor lists the edges it has in common with each of its neighbours and for consistency, the IBEs a processor shares with another are listed in the same order as the global edge numbering. The global numbering of edges is performed beforehand on the master processor along with the coarse transfer data. Since the local edges are not necessarily numbered in the same order as the global edge numbering scheme, the list of common IBEs is not always in ascending order (as is the case with the IBVs). By ensuring that the local numbering of unknowns along each edge is performed in a consistent manner, i.e. in ascending order from the end which has the greater coarse grid global node number, the order of unknowns along an interpartition boundary is consistent for the two processors in question.
This meshing strategy is su ciently unambiguous at processor interfaces to allow the straightforward implementation of a parallel nite element algorithm yet it also allows the mesh generation to proceed in parallel without the need for any data communication once the background elements have been partitioned and distributed. The only potential bottleneck in the algorithm therefore is the generation and partitioning of this coarse mesh. However, as indicated in the previous subsection, this turns out to be an acceptable cost in practice.
The nal stage of almost any mesh generation algorithm is that of mesh smoothing. For example, a possible global approach to this would be to make use of a Laplacian lter (as in 33]) to alter the position of each grid point, v 0 say, internal to the entire domain:
where m is the number of neighbouring vertices and ! is a relaxation parameter. In order to perform this smoothing calculation for nodes on subdomain boundaries it would be necessary to undertake a signi cant amount of interprocessor communication (when the coarse edges are on a partition between two processors). Moreover, the ne mesh would no longer be an exact re nement of the background mesh: a property that will be of use to us in the next section. For these reasons we only apply the smoothing operation to those nodes in the interior of each subdomain. Assuming that the initial coarse grid is itself appropriately smoothed it is expected that this will be adequate.
Examples
To illustrate the performance of this mesh generator we choose a highly irregular domain and generate a number of meshes on it, using up to 32 nodes of the Intel iPSC/860. The domain we have selected is taken from Bank's PLTMG users' guide ( 3] ), where it is referred to as the Texas geometry. In each case the meshes generated are of a uniform density and the coarse background grid used comprises of 1331 elements (which takes about 1:2 seconds to generate on a single processor). An example coarse mesh is shown in Figure 1 . Table 1 shows some computational results: giving the total number of elements generated, the average number of vertices created on each processor, the maximum percentage nodal imbalance on any processor and the time taken for generation. An example ne mesh, partitioned into four subdomains, is shown in Figure 2 (note that Figures 1 and 2 are illustrative only and do not correspond to the much larger meshes quoted in Table 1 ). These results show that the a priori mesh partitionings have resulted in meshes that are reasonably well load balanced. There is a small imbalance in each example however: with a maximum imbalance in the number of vertices of 5.2% when using 16 processors for example. This is due both to small errors in the estimates of the number of nodes generated in each coarse element and to the slight imperfections in the weighted graph partitioning algorithm that we used. It can also be seen that the generation time increases as larger meshes are generated even though the average number of vertices being created on each processor is roughly equal. This is not due to scalability factors since no communication takes place but rather the nonlinear growth in runtime of our mesh generator with respect to the number of points it creates in each coarse element as can be seen in Figure 3 (see also 17] ). This gure shows that, with our particular implementation of the sequential mesh generator, 32], it is faster to generate 10 vertices on 10 background elements (say) in turn than to generate vertices on a single background element for example.
In 17] the mesh generator has been shown to perform equally well on complex domains where local mesh re nement has been employed. It is also demonstrated that, in terms of minimizing communication costs, the decompositions produced by the parallel mesher are competitive with partitions generated by other methods (e.g. Recursive Spectral Bisection and Recursive Graph Bisection 28]) when applied to the entire triangulation. for some 2 < 2 , where the bilinear form a( ; ) is symmetric and elliptic, ( ; ) represents the usual L 2 -inner product, and we will assume for simplicity that u satis es the Dirichlet condition u = u E on the domain boundary, @ . Once a partitioned triangulation of the problem domain, , has been constructed using the approach described in section 2, it is possible to form a nite element discretization of (3.1) on this mesh. For the purposes of this paper we will only consider a piecewise linear discretization although the ideas presented here do extend to higher order elements, through the use of hierarchical basis functions for example (see 1] and references therein). This will lead to the necessity to solve one or more sparse linear systems of the form Kx = b ; (3.2) where K is a symmetric positive de nite sti ness (or Jacobian) matrix, b is a known vector and x is a vector of unknowns which correspond to values at the nodes of the nite element mesh (see 20] for example). Using piecewise linear elements, if we order the nodes of the nite element mesh starting with all of the nodes generated inside the rst coarse element, followed by all of the nodes inside the second coarse element, up to all of the nodes inside the last coarse element, followed by all of the nodes on the boundary between coarse elements (this excludes those on the Dirichlet boundary), then the resulting nite element system, (3.2), takes the block-arrowhead form 2 6 6 6 6 6 6 6 6 6 6 6 4 A II (1) A IB (1) A II (2) A IB (2) . . . . . . (2) A T IB (N ) A BB Here it is assumed that there are N subdomains and that x I (i) represents those unknowns inside subdomain i and x B represents those unknowns on the boundary between subdomains (i.e. the boundary between coarse elements). in (3.5)), then we can solve each of the subdomain problems of (3.4) for the rest of the unknowns:
A II (N ) A IB (N ) A T IB (1) A T IB
x I (i) , for i = 1; :::; N. Such an approach is ideal for distributed memory parallel computing because each system in (3.4) is entirely independent and may therefore be solved in parallel with the others when required. Moreover, if an iterative method, such as the Conjugate Gradient (CG) algorithm (see 11]), is used to solve (3.5) then it is not usually necessary to explicitly form the matrix S of (3.6). This is very important because it would be extremely computationally expensive to construct the matrix S, however the CG algorithm, for example, only needs to know the product of S with given direction vectors, v B say. From (3.6) we see that (3.8) and may therefore be obtained using only matrix-vector multiplications and subdomain solves (some local communication is also required between processors sharing interpartition boundary vertices). Each of these operations may also be carried out in parallel on each subdomain if necessary. An advantage of using the SCM is that it yields a smaller system to solve than the original one. In fact, the fewer the number of subdomains, the shorter one expects the boundary between them to be and so the smaller the Schur Complement matrix S will become. This must however be balanced against the fact that at each CG iteration it is necessary to perform an accurate solve on each subdomain (due to (3.8)) and these solves will of course get larger as the number of subdomains get fewer. On structured problems it is often possible to make use of fast subdomain solvers as described in 6], thus leading authors to tend to be less concerned about the size of the subdomain problems than about the size of the Schur Complement system. This in turn can lead to the habit of letting the number of subdomains be equal to the number of processors that are being used to solve the problem. In this work we do not do this, preferring instead to try and keep the number of subdomains independent of the number of processors as far as possible. This is achieved by treating each coarse element in our background grid as a separate subdomain rather than combining all of those coarse elements which are assigned to the same processor into a single subdomain.
As with the original nite element matrix, K, in (3.2) and (3.3), the condition number of the Schur Complement matrix S also depends upon the nite element mesh from which it is ultimately derived. The precise nature of this dependence is hard to quantify but from numerical experiments it can be seen that the condition number grows at a rate of O(h ?1 ) as a nite element mesh (of grid size h) is uniformly re ned (see e.g. 5]). For this reason it is essential to nd a good preconditioner for the linear system (3.5) if we wish to obtain a reasonable convergence rate when solving the problem on a nite element mesh with a very large number of degrees of freedom. In this section we extend the preconditioner analyzed by Dryja and Widlund in 7] , to deal with such a system on an unstructured mesh. This extension is only possible because of the presence of two levels to our unstructured grid, with the ne mesh being embedded within the original coarse mesh that was used for its parallel generation.
The principle behind the preconditioner considered in 7] is that it approximates the Schur complement matrix S in both a local and a global manner, and in a way which makes it easy to invert. This is achieved by the use of a coarse substructure on which the problem may be solved cheaply to remove low frequency errors, and through the solution of independent local problems for the unknowns on each edge of the substructure to eliminate high frequency errors. Subsection 3.1 describes how this approach is developed in the context of our nested unstructured meshes. The rest of this section considers the performance of this preconditioner and issues relating to its parallel implementation. It may be observed that without the coarse substructure solves the parallel implementation would be a lot more straightforward however it is also demonstrated that such a preconditioner is not as e ective. An asymptotic result from 7] is also quoted to indicate why the full preconditioner performs so well.
The Preconditioner
We wish to precondition the linear system (3.5) where the unknowns x B represent nodal values on the boundary between subdomains (coarse elements). Inspection of Figure 4 shows that these unknowns may be divided into two categories: those at the knot points of the coarse mesh and those lying within an edge of the coarse mesh. If we order these unknowns with the coarse mesh knot points Here x E is a vector of the unknowns within the coarse mesh edges and x V is a vector of the unknowns at the coarse mesh knot points. The remaining blocks represent the corresponding splitting of S (de ned by (3.6)) and g (de ned by (3.7)) subject to this ordering. ; (3.12) using the same ordering of the nodes on the boundary between subdomains as above. We may further de ne our ordering of the unknowns on the boundary between subdomains by requiring that the nodes lying on each individual edge of the coarse mesh be numbered contiguously.
Hence we may express x E , for example, as x E = (x T E (1) ; x T E (2) 
say, where the rectangular matrices R E (i) and R V act as restriction operators which return only those coe cients associated with the i th coarse edge and the coarse mesh knot points respectively.
The block diagonal preconditioning given by (3.14) is clearly straightforward to implement. Unfortunately, when the number of subdomains is quite large its performance is not too good due to the individual edge problems, involving S ?1 EE (i) , becoming very small. Since we intend using the elements of our coarse background mesh as our subdomains this is likely to occur quite frequently and so a better preconditioner is required.
Utilizing the ideas presented for structured mesh preconditioning in 7, 29] we may now make use of the coarse background mesh to introduce a global contribution to our preconditioner. This can be achieved by interpolating from the interface unknowns onto the unknowns at the knot points of the coarse mesh, then solving a coarse mesh system and interpolating back onto the substructure edges. To implement this it is necessary to alter the preconditioning step in the preconditioned CG algorithm from (3.14) to
HereR T V interpolates linearly from the coarse knot points onto the coarse mesh edges and the matrix K V is the sti ness matrix (corresponding to the bilinear form a( ; ) in (3.1)) on the coarse mesh.
In 7] it is demonstrated that for a solution on regular meshes the preconditioner from which (3.15) has been generalized causes the condition number of the preconditioned Schur system to grow as (1 + log ( H h )) 2 as h ! 0 (where H indicates the size of the coarse substructure). We expect equally good performance in the case of this preconditioner. The following subsection investigates this with the aid of some computational examples.
The E ectiveness of the Preconditioner
The performance of the preconditioner is now considered by solving the Poisson equation ? u = 1 in the domain ; subject to the Dirichlet boundary condition u j @ = 0, on the meshes which were generated in order to provide the results given in subsection 2.5. In each case the conjugate gradient solver was run until a relative residual of 10 ?8 was achieved. Table 2 shows the number of iterations required to achieve convergence using the Schur complement method with and without domain decomposition preconditioning (SCM-P1 indicates use of the purely local preconditioner given by (3.14) and SCM-P2 corresponds to the preconditioner given by (3.15) which includes the coarse mesh solve). As can be seen, the full preconditioner (SCM-P2) substantially reduces the number of iterations required for each problem and also causes a slower growth in the number of iterations as the mesh is re ned. The local preconditioner (SCM-P1), whilst being of some bene t, is signi cantly less e ective than this and so is not considered any further. Timing and e ciency details for our parallel implementation of this solver appear in table 4.
No Unknowns SCM SCM-P1 SCM-P2  23819  8868 330  219  49  50153  14649 430  243  57  111887  23118 542  263  63  223052  33335 665  277  69  446151  49725 805  297  74  827733  67630 948  308  80   Table 2 : Iteration counts.
Parallel Implementation Issues
Having established the e ectiveness of the proposed domain decomposition preconditioner it is necessary to demonstrate that it may be implemented in parallel in an e cient manner. Inspection of (3.15) shows that the preconditioning step requires a number of small independent subproblems to be solved. These consist of an edge problem of the form R T E (i) S ?1 EE (i) R E (i) r for each edge i (from 1 to L) of the coarse mesh, and a global problem on the coarse mesh itself:R T V K ?1 VR V r. Below we show how each of the edge problems may be constructed and solved on the individual processor which stores that coarse edge, with all communication between pairs of processors which may share a common coarse edge being carried out in parallel with other computations (i.e. with hidden communication). A serial algorithm is then described for solving the global substructure problem which, it is shown, may be implemented in parallel with the coarse edge problems in such a way as to minimize this serial overhead.
Edge Solvers
These edge problems involve not only the values along the particular edge but also contributions from the two subdomains adjoining it. If l i and r i denote the number of the subdomain to the \left" and \right" respectively of edge i, the Schur submatrix for an edge i is given by Although this may appear to be quite computationally intensive the edge problems are considerably smaller than the sparse interior problems which must also be solved at each iteration and experiments show that the relative computation costs between the edge and subdomain operations are quite similar, so the dense factorization of the edge problems is not detrimental. Since the full Schur Complement matrix (3.6) is never actually formed, the Schur edge blocks, S EE (i) , require composing before they can be factorized. This too is quite expensive since, as seen from (3.16), a number of solves over the two subdomains on either side of the edge must be performed: the actual number being equal to the number of nodes along the edge. (Despite this high computational cost an e cient implementation is still far superior to using an iterative technique for these dense edge systems.) For an edge lying on a partition between two di erent processors, contributions towards the corresponding Schur edge matrix are required from the two processors responsible for the adjacent coarse elements. This necessitates the transmission of partially assembled Schur edge matrices between processors. Since these matrices are dense (but symmetric), the full lower triangle must be sent, which makes this communication very expensive. However, it is possible to hide this cost by overlapping the communication with computation, using the algorithm presented in table 3. At step (3) the matrices are transmitted using asynchronous sends which return immediately and do not wait for the message to be received by the destination processor. This allows further computation to be performed at stage (4) whilst the communication is taking place. Because the computation of step (4) is quite intensive, the expectation is that no idle waiting will be required at step (5) and thus the communication is totally hidden.
Coarse Grid Solve
The other term in the preconditioning step of (3.15) is a global coupling term requiring the use of the interpolation operatorR T V . This is very cheap to implement since we already know the required distances from each edge node to the coarse mesh points from when the mesh was originally generated (see subsection 2.3). All that is now required is to solve the coarse mesh problem, involving the matrix
Since the global coupling term is independent of all of the edge subproblems it may be solved in parallel with them. This is achieved by identifying which of the processors has the least amount of work assigned to it (recall that the mesh generator aims to give an equal amount of work to each processor but, as illustrated in subsection 2.5, does not always achieve this perfectly), and performing the coarse grid solve serially on this processor. There are of course some communication overheads associated with assembling this problem onto one processor but these too can be overlapped with the (1) Post asynchronous receives for non-local contributions to those Schur edge matrices which lie on an interface between processors (2) Form local contributions to these Schur edge matrices (3) Send these partially formed Schur matrices to neighbouring processors (4) Form and factor Schur matrices for edges internal to each processor's partition (5) Wait for an asynchronous receive to be satis ed (if necessary) Sum local and non-local contributions of received Schur edge matrix Factor this Schur edge matrix Repeat (5) until all edges shared with another processor are accounted for Table 3 : Algorithm for forming and factorising Schur edge matrices solution of the Schur edge problems so as to hide the costs.
In Table 4 we give the corresponding parallel run times for the problems presented in subsection 3.2. The timings are separated into the time required for calculating the components of the preconditioner (startup time) and the time required for the (preconditioned) conjugate gradient iterations to converge (iteration time). The startup costs for the preconditioned solve can be seen to be slightly higher than for the unconditioned solve because of the additional work required in forming and factoring the Schur edge matrices.
Scalability
We examine the parallel performance of the preconditioned solver by the use of the xed time scalability measure ( 30] ). This is favoured over the usual xed size scalability analysis since the problem size is no longer restricted to that which can be solved on one processor. As the number of processors is increased we allow the size of problem to also grow and thus can gather results for more natural problem sizes.
For our analysis the problem size on one processor was taken to be the largest possible that could be dealt with using primary memory. The time taken to perform 60 iterations was then taken as the xed time for the further tests. The coarse and ne mesh sizes were increased with the number of processors, keeping the ratio of ne to coarse grid elements reasonably constant, such that the problem was always solved in the same xed time (for 60 iterations) and the MFLOP count taken. The growth in the MFLOP rate when solving on increasing numbers of processors thus gives the scalability of the solver. Rather than keep a xed coarse mesh, we choose to increase the number of coarse grid elements as the number of processors used is incremented since it is apparent that for the mesh generation this must be the case. Also, by maintaining the ne:coarse element ratio we minimize any scalability abnormalities due to the di ering MFLOP rates of various operations (see 13] for an explanation of the consequences of using the xed time metric). Table 5 gives the results of our xed time scalability analysis for the parallel preconditioned solver running on the iPSC/860. We have used the same geometry as in subsection 2.5, again applying uniform re nement. Since the data partitioning is not optimal, the decomposition of the mesh is a factor in the parallel scaling. Hence this is not a measure of the scalability of the solver itself but a more realistic practical indication of the scalability of the overall algorithm. The e ciencies are quite respectable but could be improved by employing a better load balancing strategy for the coarse solve as discussed in the next section. The coarse mesh and an example ne mesh are shown in Figures 5 and 6 respectively. Results for the mesh generation on 16 processors are given in Table 6 . Although the mesh generation involves creating regions which are highly re ned, the mesh decomposition has resulted in equally good load balancing as for the uniform re nement examples (Table 1 ). A comparison of the pre-and un-conditioned solves for this problem is given in Table 7 . Although the initialization costs for the preconditioned solve (SCM-P2) appear quite high, it must be noted that this time is independent of the p.d.e. being solved and hence for more ill-conditioned problems it will not be so dominant. In such cases we would expect the preconditioned solve to achieve a greater speedup over the standard SCM. From theory on locally re ned structured grids (e.g. see 1]) it is known that the condition number of the preconditioned system is governed by the worst case subdomain, i.e. the most re ned coarse grid element in our context. In order to stop one subdomain from causing ill-conditioning, we could therefore choose to adapt the background mesh slightly before the parallel grid generation takes place.
Further Issues
It is clear that the coarse mesh solve is a potential bottleneck for the domain decomposition preconditioner. Parallelization of this solve, using a conjugate gradient method for example, would result in a scalable algorithm but would be ine cient due to the communication requirements in the inner iteration where there is no scope for overlapping it with computation. By employing a serial solve and performing it on the least loaded processor we may hide some, if not all, of the computation, depending on the original load balancing. However, this is not particularly satisfactory since there may still be a high level of parallel slackness.
The technique we propose to overcome this is to take into account the cost of the coarse grid solve when performing the partitioning of the coarse grid prior to the mesh generation. The idea is to construct a weighted complexity model for the computational requirements of a coarse element (in terms of the number of internal and edge unknowns) and also for the coarse solve itself. Each dual graph vertex can then be weighted with the value given by the complexity model for the corresponding coarse element. The cost related to the coarse grid solve is added to one of the lower weighted vertices, v say, and the graph partitioned. The processor allocated v is thus responsible for the coarse solve and the whole computation is load balanced. This produces a scalable method without the need to parallelize the coarse grid solve and which is relatively straightforward to implement.
It is well known (e.g., 9]) that subdomains with bad aspect ratios have a negative impact on the conditioning of interface problems. In terms of the decomposition of unstructured meshes where the production of good aspect ratio subdomains is non-trivial, this brings in an added complication to the partitioning stage. This has been noted in unstructured preconditioning work by Farhat et al 10] and Le Tallec et al 22] . This constraint may in fact be in opposition to the communication minimization requirement that we have previously been trying to satisfy. Designing mesh partitioning algorithms which achieve all these aims for arbitrary meshes is therefore highly challenging. However, by treating each coarse mesh element as a subdomain, the problem of producing subdomains with good aspect ratios is transformed from one of partitioning to one of coarse grid generation. Of course the major objective of nite element mesh generation is to produce elements of a \good" shape and so the production of coarse elements/subdomains with good aspect ratios can be achieved with a suitable meshing algorithm.
In this paper we have presented a mesh generation and a domain decomposition solution approach which both rely on the same underlying coarse grid. It has been shown that this underlying coarse mesh allows these methods to be implemented e ciently on a parallel machine. The numerical examples used here have all involved the solution of simple linear equations, however the methods can also be applied to nonlinear problems as discussed in 16] . Future work will be directed at the repartitioning required after the mesh generation stage in order to improve the e ciency of the solver. It will also be interesting to try and extend the results to non-symmetric systems of equations resulting from the discretization of non-self-adjoint partial di erential equations. Finally it should also be possible to have more than two levels to the hierarchy of meshes so as to get a true multigrid approach.
