We present and discuss a method to relax sets described by finitely many smooth convex inequality constraints by the level set of a single smooth convex inequality constraint. Based on error bounds and Lipschitz continuity, special attention is paid to the maximal approximation error and a guaranteed safety margin. Our results allow to safely avoid the obstacle by obeying a single smooth constraint. Numerical results indicate that our technique gives rise to a smoothing method which performs well even for smoothing parameters very close to zero.
Introduction
For continuously differentiable convex functions g i : R n → R, i ∈ I = {1, . . . , p}, with p > 1 we let g 0 = max i∈I g i and put
We interpret M 0 as an obstacle or 'tabu set', so that feasible points are given by its set complement
Obviously, whereas the obstacle M 0 is a closed convex set with conjunctive description, the feasible points M c 0 form an open set of disjunctive structure. We will impose the following assumptions on M 0 : (A1) M 0 satisfies the Slater condition, i.e. {x ∈ R n | g 0 (x) < 0} = ∅,
Our aim is to provide safe smooth convex outer approximations of M 0 , that is, to construct sets
with a smoothing parameter t > 0 such that the following properties (P1) -(P6) are satisfied:
(P1) g t : R n → R is continuously differentiable and convex for all t > 0, (P4) for given ε in (P3), δ can be explicitly computed, (P5) for all sufficiently small σ > 0 there is some τ > 0 such that for all sufficiently small t ≥ τ we have inf x∈bd Mt dist(x, M 0 ) ≥ σ, where bd A denotes the topological boundary, and dist(x, A) = inf a∈A x − a 2 denotes the Euclidean distance of x ∈ R n from the set A ⊂ R n , (P6) for given σ in (P5), τ can be explicitly computed.
As a consequence of these properties, avoiding the obstacle M 0 with an approximation error of at most ε > 0 can be realized by points x which satisfy the smooth constraint g t (x) ≥ 0 with some t ∈ (0, δ]. Moreover, for all sufficiently small t ≥ τ the 'safety margin' between bd M t and M 0 will be at This paper is organized as follows. In Section 2 we describe a general way to construct the approximating functions and sets with properties (P1) and (P2) from smooth convex underestimates of the univariate 'positive part function' (·) + as a basic building block. Special cases are obtained by hyperbolic and entropic smoothing of (·) + . Section 3 deals with the maximal approximation error and uses the theory of error bounds to guarantee properties (P3) and (P4). Properties (P5) and (P6) are discussed in Section 4 with the help of Lipschitz constants. Section 5 shows how our method can be applied directly to multivariate entropic smoothing, Section 6 illustrates the obtained results with a small numerical example, and Section 7 concludes the paper with some final remarks. Proofs of auxiliary results are compiled in an appendix.
Construction of the approximating sets
Since the nonsmoothness of g 0 (x) = max i∈I g i (x) solely stems from the nonsmoothness of the multivariate max function max(a 1 , . . . , a p ), we focus on smoothing the latter function. Before we explain our technique, let us briefly comment on four other approaches.
• Interpretation of the multivariate max function as the ∞ norm a ∞ and smoothing it with t norms ϕ t (a) = a t for t → ∞ as suggested, for example, in [6] , only works for nonnegative arguments a 1 , . . . , a p .
• In logarithmic smoothing, as introduced in [4] , the smoothing function ϕ t is implicitly defined by p i=1 log(ϕ t (a) − a i ) = log(t) for t > 0, but in general not explicitly available.
• For p = 2, smoothing approaches from the literature on nonlinear complementarity problems (cf. [3, 15] for reviews) may be employed by rewriting max(a 1 , a 2 ) = − min(−a 1 , −a 2 ) and then apply smoothed versions of the bivariate min function min(a 1 , a 2 ). A generalization of this approach to the case of multivariate max functions (p ≥ 2) only seems possible via the inefficient nested smoothing of bivariate max functions, that is, by using the representation max(a 1 , a 2 , a 3 ) = max(a 1 , max(a 2 , a 3 )), etc. [2] .
• Exponential or entropic smoothing, as introduced and studied in [1] and [10] , approximates the multivariate max function by the function ϕ t (a) = t log(
exp(a i /t)) with smoothing parameter t > 0. Although this approximation cannot be obtained by our general construction principle, Section 5 will show that the estimates obtained by our method easily apply also to multivariate entropic smoothing. This also explains the degree of generality in which we present our results in Sections 2 -4.
In the present paper we borrow a construction from [17] and define the function
for (x, y) ∈ R n ×R, where a + = max(0, a) denotes the 'positive part function'. To motivate this choice, note that G 0 (x, y) is an exact penalty function for the problem min
which is the (smooth) epigraph reformulation of the nonsmooth problem
The chosen penalty parameter 1 is the smallest one such that the penalty formulation possesses the same optimal points as the original problem, regardless of which inequalities are active.
In the following lemma, where we consider the univariate nonsmooth optimization problem
, and the optimal value is g 0 (x). In particular, for all x ∈ R n we have g 0 (x) = inf y∈R G 0 (x, y), and the infimum is attained.
Proof. Let x ∈ R
n be given and, without loss of generality, let g 1 (x) ≤ . . . ≤ g p (x). Then it is not hard to see that
Due to p ≥ 2, the set of optimal points of
• Next, let ϕ t denote some smooth convex underestimating approximation of (·) + with approximation parameter t > 0. To be more precise, in the sequel the family of functions (ϕ t , t > 0) will have to satisfy the following conditions:
holds for all sufficiently large a ≥ 0, and ϕ t (a) ≥ c 3 (t) holds for all sufficiently small a ≤ 0.
Note that below we will impose further conditions on (ϕ t , t > 0).
Example 2.2 The family of functions
is a slight modification of smoothing functions which go back at least to [14] , are sometimes referred to as hyperbolic smoothing functions [16] , and also result from the logarithmic smoothing approach [4] Given ϕ t , we define
for (x, y) ∈ R n × R and t > 0, as well as
for x ∈ R and t > 0. Due to (C1), the objective function of the underlying univariate optimization problem
is twice continuously differentiable for all x ∈ R n and t > 0. 
Lemma 2.4 Let
Proof. To show part a), let x ∈ R n and t > 0 be given. Under condition (C5), Q t (x) is an unconstrained optimization problem with strictly convex objective function G t (x, ·). Its solution set hence contains at most one element.
Moreover, by (C6) and p > 1 we have
Consequently G t (x, ·) is coercive and, thus, possesses at least one optimal point. This shows the assertion of part a).
For the proof of part b) note that y t (x) solves the critical point equation
As Φ t is continuously differentiable on R n × R by (C1), and
does not vanish for any (x, y) ∈ R n ×R by (C5), the implicit function theorem yields the assertion of part b).
As a consequence of part a) we have g t (x) = G t (x, y t (x)), so that part b) implies the first assertion of part c). To see the second assertion, recall that g t is convex if and only if its epigraph
is a convex set. We have α ≥ g t (x) = inf y∈R G t (x, y) if and only if α ≥ G t (x, y) holds for some y ∈ R, as the infimum is attained in view of part a). The latter means that each (x, α) from epi g t lies in the orthogonal projection of
along the y−axis. As orthogonal projections of convex sets are again convex, it remains to be shown that G t is convex for all t > 0. This follows from the facts that, by (C4) and (C5), ϕ t is monotonically increasing and convex, and that the functions g i (x) − y, i ∈ I, are convex in (x, y).
For the proof of part d) note that, for given x ∈ R n and t > 0, (C3) yields
for all y ∈ R and, thus, in view of Lemma 2.1
• Next, for
we will show property (P2). Note that M t is a convex set under property (P1).
Recall that the linear independence constraint qualification (LICQ) is said to hold at a pointx
, are linearly independent, where I 0 (x) = {i ∈ I| g i (x) = 0} denotes the set of active indices. The (weaker) Mangasarian-Fromovitz constraint qualification (MFCQ) holds atx, if some vector d ∈ R n with ∇g i (x), d < 0, i ∈ I 0 (x), exists, where ·, · denotes the standard inner product on R n .
Lemma 2.5 Let (A1) hold, and let the functions g t satisfy (P1) as well as (2.3). Then property (P2) holds for the sets M t defined by (2.4).
Proof. The first assertion of (P2) is an immediate consequence of (2.3). Furthermore, by (A1) and due to (2.3), for all t > 0 the convex set M t satisfies the Slater condition. The latter implies that MFCQ holds everywhere in M t . Since this set is described by a single constraint, also LICQ holds everywhere, so that the second assertion of (P2) is shown.
• As a consequence of Lemmata 2.4 and 2.5 we obtain the following result.
Theorem 2.6 Let (A1) be satisfied and, given a family of functions (ϕ t , t > 0) which satisfies (C1) -(C6), let g t and M t be constructed as in (2.2) and (2.4) for t > 0. Then the properties (P1) and (P2) hold.
In the sequel, let cl A denote the topological closure of a set A ⊂ R n . The next corollary prepares the result that the obstacle M 0 can be avoided by obeying the weak inequality constraint g t (x) ≥ 0.
Corollary 2.7 Under the assumptions of Lemma 2.5 we have
for all t > 0.
Proof. Since, for any t > 0, LICQ holds in
Analogously, as (A1) implies that MFCQ holds everywhere in M 0 , we also have bd
Since the first assertion of (P2) implies cl
0 , the proof is complete.
• In view of Corollary 2.7, so far we can guarantee that an open obstacle set of the form {x ∈ R n | g 0 (x) < 0} is avoided by points satisfying the constraint g t (x) ≥ 0 for any t > 0. In Section 6 we will discuss how to actually avoid the closed obstacle set M 0 .
Remark 2.8 Note that, in general, the function y t is not explicitly available, as it also seems to be the case for the hyperbolic and entropic smoothing functions ϕ t and ϕ t . However, if in this case
is the obstacle set of some optimization problem
and
is its smoothed version, then P t can be equivalently replaced by the lifted problem with explicit constraints
At the end of this section we point out that under a certain monotonicity property of the family of functions (ϕ t , t > 0), also the sets (M t , t > 0) enjoy a monotonicity property.
(C7) ϕ t (a) is monotonically decreasing as a function of t for all a ∈ R. .2). Then for all 0 < t 1 < t 2 and x ∈ R n we have
Proof. Let 0 < t 1 < t 2 and x ∈ R n be given. Then, in view of (C7) we obtain for all y ∈ R
so that, after taken the infima over y on both sides, the first inequality follows. The second inequality was already shown in (2.3).
•
The following lemma is obvious, and the resulting theorem is an easy consequence of Lemmata 2.10 and 2.11.
Lemma 2.11
Let the functions g t satisfy (2.5), and let M t be defined by
Theorem 2.12 Let (ϕ t , t > 0) satisfy the conditions (C1) -(C7), and let g t and M t be constructed as in (2.2) and (2.4). Then for all
0 < t 1 < t 2 and x ∈ R n we have M 0 ⊂ M t 1 ⊂ M t 2 .
Maximal approximation error
In this section we will study conditions under which property (P3) holds, that is, when for all ε > 0 there is some δ > 0 such that for all t ∈ (0, δ] we
Recall that the Hausdorff distance of two sets A, B ⊂ R n is defined as
when R n is equipped with the Euclidean norm · 2 .
Clearly, for A ⊂ B the Hausdorff distance reduces to
that is, in view of (P2) we have
Next, recall that the function g 0 admits a global error bound if there exists a constant γ > 0 such that for all x ∈ R n we have
In [11, 12] it is shown that under (A1) and (A2) a global error bound holds.
where we have used that g 0 is positive on M c 0 . To take advantage of (3.2), we impose another condition on the family of functions (ϕ t , t > 0): (C8) There is a constant c 4 > 0 such that for all t > 0 and a ∈ R we have a 
Lemma 3.2 Let (ϕ t , t > 0) satisfy the conditions (C1) -(C6) and (C8), and let g t be constructed as in (2.2) for t > 0. Then we have
with C 4 = pc 4 for all x ∈ R n and t > 0.
Proof. For all (x, y) ∈ R n × R and t > 0 we have by (C8)
In view of Lemma 2.1, this yields
• Lemma 3. and any γ satisfying (3.1).
Proof. As seen before, under (A1) and (A2) the estimate (3.2) holds with some γ > 0. Furthermore, by (3.3) we have for all t > 0 and
Plugging this into (3.2) leads to
which shows the assertion.
The combination of Lemmata 3.2 and 3.3 leads to the following conclusion. and any γ satisfying (3.1).
Note that property (P3) can be interpreted as the set convergence lim t 0 M t = M 0 with respect to the Hausdorff distance. If also condition (C7) holds, then this convergence is monotonic in the sense that M 0 ⊂ M t 1 ⊂ M t 2 holds for all 0 < t 1 < t 2 (cf. Th. 2.12).
In order to satisfy (P4), that is, the ability to explicitly calculate δ in (3.4), we need an explicit formula for γ in the error bound (3.1). For background on the computation of error bounds we refer to [8] for the convex polyhedral case, and to [7] for the general convex case. In the following we will cite a formula from [9] which relates γ to the minimal directional derivative of g 0 in normal directions of M 0 along bd M 0 .
To state it, we define g(x) = (g 1 (x), . . . , g p (x)) , the (n, p)−matrix
and recall the notation
. Using a complementarity condition and the fact that we are only interested in directions of length one, the normal directions inx ∈ bd M 0 are given as
Moreover, the directional derivative of g 0 (x) = max i∈I g i (x) atx ∈ bd M 0 in direction d has the form
The minimal directional derivative of g 0 in normal directions of M 0 along bd M 0 can thus be written as
Note that bd M 0 = {x ∈ R n | g 0 (x) = 0} as well as all sets N (x, M 0 ), x ∈ bd M 0 , are nonempty and compact under (A1) and (A2). 4 and any γ with (3.5).
Safety margin
We emphasize that the condition d H (M 0 , M t ) ≤ ε does not imply the existence of a 'safety margin' between bd M t and the obstacle M 0 in the sense that dist(x, M 0 ) ≥ ε holds for all x ∈ bd M t . This is illustrated by the following example.
Example 4.1 Consider the hyperbolic smoothing function ϕ t . Since ϕ t is convex, we have
for all a ∈ R. Moreover, it is ϕ t (0) = 0 for all t > 0. In order to guarantee a safety margin between M 0 and M c t , we strengthen (C3) to (C9) There is a constant c 5 > 0 such that for all t > 0 and a ∈ R we have
Now let p = 2, and consider a pointx
Note that (C8) and (C9) can hold simultaneously only for c 5 ≤ c 4 .
Example 4.2 In view of ϕ t (0) = ϕ t (0) = 0, neither the hyperbolic smoothing function nor the entropic smoothing function satisfy (C9). Thus, we embed them into the families
, t > 0, and ϕ t, (a) = t log(1 + exp(a/t)) − t log(2), t > 0,
respectively, with ∈ R. It is not hard to see that conditions (C1) -(C8) hold for (ϕ t, , t > 0) as well as for ( ϕ t, , t > 0) whenever ≥ 1. In particular, we have
for all a ∈ R and t > 0. For > 1 this implies (C8) with c 4 = 2 and c 4 = log(2) as well as (C9) with c 5 =
−1 2
and c 5 = ( − 1) log(2).
Remark 4.3 Note that appropriate scaling of the functions ϕ t, and ϕ t, from Example 4.2 in t leads to the functions
and ϕ t/ log(2), (a) = t log(1 + exp(log(2)a/t))/ log(2) − t, t > 0,
which share all conditions (C1) -(C9) as well as the constants c 4 = and
c 5 = − 1 for > 1.
Lemma 4.4 Let (ϕ t , t > 0) satisfy the conditions (C1) -(C6) and (C9)
, and let g t be constructed as in (2.2) for t > 0. Then we have
with C 5 = pc 5 for all x ∈ R n and t > 0.
Proof. The proof is completely analogous to the proof of Lemma 3.2.
• Recall that g 0 satisfies a (global) Lipschitz condition on some set X ⊂ R n , if there exists a Lipschitz constant L > 0 with 
Proof. In view of (2.5) we have M 0 ⊂ M t ⊂ Mt for all t ∈ (0,t] so that, due to (4.1), for all t ∈ (0,t], x ∈ bd M t and z ∈ M 0 we obtain
This implies
when τ is chosen according to (4.2) . Due to the upper bound on σ, the interval [τ,t] is nonempty.
• To guarantee the existence and computability of a Lipschitz constant L for g 0 on some set X ⊂ R n with M 0 ⊂ X for our purpose, in the following we recall the notion of the convex subdifferential of g 0 atx ∈ R n [13] ,
With the convex subdifferential one can formulate the following mean value theorem for g 0 [5] : for all x, z ∈ R n there exist some θ ∈ (0, 1) and some s ∈ ∂g 0 ((1 − θ) x + θz) with
In view of the Cauchy Schwarz inequality this implies for all x, z ∈ X
where the inner maximum is attained due to the nonemptiness and compactness of ∂g 0 (ζ) for all ζ ∈ X. Any positive number
if it exists, is thus a Lipschitz constant for g 0 on X.
Since, in general, the computation of subdifferentials is difficult, and in order to compare the formulas for γ in (3.5) and for L in (4.3), we use the wellknown relation between directional derivative and subdifferential,
for all x, d ∈ R n [13] . This implies
Note that I (x) = I 0 (x) only holds for g 0 (x) = 0.
This not only yields a possibility to compute L, as we will see below, but also to compare it with the size of γ −1 from (3.5): 5) where the last inequality stems from bd M 0 ⊂ X and .6) and (4.4) we obtain that any positive number
if it exists, is a Lipschitz constant for g 0 on X. Note that the estimate in (4.6) is sharp if, for example, no constraint g i (x) ≤ 0 is redundant in the sense that for each i ∈ I there is some x ∈ M 0 with i ∈ I 0 (x).
In the following we will first study the case of polyhedral obstacle sets and then point out the necessary modifications for the case of general convex obstacle sets.
Polyhedral obstacle sets
We temporarily assume (A3) All functions g i (x), i ∈ I, are affine linear, that is, we have
Under assumption (A3), M 0 obviously is a polyhedron and, under our standing assumptions (A1) and (A2), even a polytope. Moreover, under (A1) and (A2) we must have max i∈I a i 2 > 0 so that, by (4.7),
is a Lipschitz constant for g 0 on X = R n . We remark that, by appropriate scaling of the affine functions g i , i ∈ I, one can obtain any prescribed Lipschitz constant without changing the shape of M 0 .
The combination of (4.8) and Lemma 4.5 with arbitraryt > 0 immediately leads to the following result. (2.5) , and (4.1) hold with some C 5 > 0. Then, for any safety margin σ > 0, the choice
Lemma 4.6 Let (A1) -(A3),
The following theorem is a consequence of Lemmata 2.10, 4.4 and 4.6.
Theorem 4.7 Let (A1) -(A3) be satisfied and, given a family of functions (ϕ t , t > 0) which satisfies (C1) -(C9)
, let g t and M t be constructed as in (2.2) and (2.4) for t > 0. Then (P5) and (P6) hold, since for any safety margin σ > 0, the choice
Clearly, the safety margin σ may not be chosen arbitrarily large, if a maximal approximation error ε must be guaranteed at the same time. From the problem geometry the restriction σ ≤ ε is obvious. Moreover, because of (3.4) and (4.10) the interval [τ, δ] is nonempty if and only if 4 ,
Recall that (4.5) guarantees γ max i∈I a i 2 ≥ 1. 
Since, on the other hand, the parameter > 1 is free, we might as well choose it appropriately: for any
guarantees (4.11).
Nonpolyhedral obstacle sets
The complicating difference between the nonpolyhedral and the polyhedral case is the x−dependence of the inner maximum in (4.7). However, then nonempty and compact sets X ⊂ R n may be employed for the computation of a Lipschitz constant L. As a disadvantage, this restricts the subsequent results to only sufficiently small values of t. In fact, we will replace (A3) by the following assumptions on X:
n is a nonempty compact and convex set with M 0 ⊂ X,
In view of property (P3), the assumptions (A4) and (A5) guarantee the existence of some δ X > 0 such that
and, thus, M t ⊂ X holds for all t ∈ (0, δ X ]. By (A4) and (4.7) we may compute a Lipschitz constant in the form 12) so that Lemma 4.5 witht = δ X leads to the following result. (4.12) , and let (2.5) as well as (4.1) hold with some C 5 > 0. Then, for any safety margin
Lemma 4.9 Let (A4) and (A5) be satisfied with a set
The following theorem is then a consequence of Lemmata 2.10, 4.4 and 4.9.
Theorem 4.10 Let (A1), (A2), (A4), and (A5) be satisfied with a set
, let L be computed according to (4.12) and, given a family of functions (ϕ t , t > 0) which satisfies (C1) -(C9), let g t and M t be constructed as in (2.2) and (2.4) for t > 0. Then (P5) and (P6) hold, since for any safety margin
As for polyhedral obstacle sets, the safety margin σ may not be chosen arbitrarily large, if a maximal approximation error ε must be met at the same time. From the problem geometry the restrictions σ ≤ ε ≤ σ X are obvious. The second inequality entails δ ≤ δ X . Because of (3.4) and (4.14), in analogy to the polyhedral case the interval [τ, δ] is nonempty if and only if σ ≤ c 5 γLc 4 ε.
The considerations from Example 4.8 hold analogously.
Multivariate entropic smoothing
In contrast to the hyperbolic smoothing approach, or possibly other smoothing approaches covered by the conditions (C1) -(C9), one can apply entropic smoothing also directly to the multivariate max function. In fact, in [1, 10] it is shown that under our assumptions the function t log i∈I exp(g i (x)/t) is not only continuously differentiable and convex for all t > 0, but also that the estimate
is satisfied for all x ∈ R n and t > 0. Upon defining the function
we, thus, clearly have the property (P1) as well as
for all x ∈ R n , t > 0 and ∈ R. For M t, = {x ∈ R n | g t, (x) ≤ 0}, Lemma 2.5 yields the following result. As from results in [10] the monotonicity property (2.5) is easily concluded, Lemma 2.11 leads to the following theorem.
Theorem 5.2 For all
Next, in view of (5.1) the estimate (3.3) holds with C 4 = log(p) for all ≥ 1, so that Lemma 3.6 proves the following theorem.
Theorem 5.3 Let (A1), (A2) be satisfied. Then for all ≥ 1, (P3) and (P4) hold for
and any γ with (3.5).
Finally, (5.1) shows that the estimate (4.1) holds with C 5 = ( − 1) log(p) for all > 1, so that Lemmata 4.6 and 4.9 prove the following theorems.
Theorem 5.4 Let (A1) -(A3) hold. Then for all > 1, (P5) and (P6) hold for M t, with
τ = max i∈I a i 2 ( − 1) log(p) σ. (5.2)
Theorem 5.5 Let (A1), (A2), (A4), and (A5) be satisfied with a set
and let L be computed according to (4.12) . Then for all > 1, (P5) and (P6) hold in the sense that for any safety margin 
for all x ∈ R n , t > 0, and > 1 with C 4 = and C 5 = − 1.
for all x ∈ R n and t > 0.
In particular, with 
Numerical example
Under the properties (P1) -(P6), and in particular using a safety margin σ > 0, the constructions from Remark 2.8 can be generalized as follows. Let M 0 = {x ∈ R| g 0 (x) ≤ 0} be the (closed) obstacle set of the optimization problem P : min
Then, for the appropriate choices of t > 0, all feasible points of the smooth problem
avoid the obstacle set. Moreover, if g t is constructed according to (2.2) , and the function y t is not explicitly available, then P t can be equivalently replaced by the lifted problem with explicit constraints
Let us now consider a two dimensional box as the obstacle set, where we put
The function g 0 = max{g 1 , g 2 , g 3 , g 4 } admits a global error bound with any constant γ > 0 satisfying (3.5) , that is,
For symmetry reasons it is sufficient to evaluate the right hand side only for those x ∈ bd M 0 with I 0 (x) = {1} and with I 0 (x) = {1, 2}.
Moreover, for all x ∈ bd M 0 with I 0 (x) = {1, 2} we have
We obtain min
and, hence, the error bound is satisfied with γ = √ 2. Furthermore, (4.8) yields the global Lipschitz constant L = 1.
To smooth M 0 , as g t we consider the scaled functions g 2t/p, , g t/(log(2)p), , and g t/ log(p), (x) from Remark 5.6. As seen before, all three approaches satisfy properties (P1) -(P6) and share the estimates
for all x ∈ R n , t > 0, and > 1. In particular, in our example (P4) holds for all three smoothing approaches with (2) Table 1 : Optimal points defined gradients and used the initial point (0, −2) for P t(ε)/ log(4),2 as well as (0, −2, 0) for P t(ε)/2,2 and P t(ε)/(4 log(2)),2 . The computed optimal points are shown in Table 1 , and the corresponding CPU times in Table 2 . In the tables, the first row corresponds to univariate entropic smoothing, the second row to multivariate entropic smoothing, and the last row to univariate hyperbolic smoothing.
The tables show that both, the univariate and the multivariate entropic smoothing approaches, are outperformed by univariate hyperbolic smoothing. In fact, while multivariate entropic smoothing works for slightly smaller values of ε than univariate entropic smoothing, both methods break down P t(ε)/(4 log(2)),2 0.16 0.08 − − − P t(ε)/ log(4),2 0.15 0.14 0.13 − − P t(ε)/2,2 0.14 0.19 0.14 0.16 0.16 Table 2 : CPU times in seconds for values of ε which are still so large that they may be of practical interest. The reason for this numerical failure of entropic smoothing is very likely to be due to the division by values of t close to zero in the definitions of g t, and ϕ t, .
Univariate hyperbolic smoothing, however, at least in this example does not fail for any positive value of ε (larger than machine precision), where even the computing times remain almost constant. Although further numerical tests are necessary, we strongly believe that the univariate hyperbolic smoothing approach in general exhibits significantly better numerical properties than any of the two entropic smoothing approaches.
Final remarks
While this paper studied outer approximations of sets described by finitely many smooth convex constraints, we point out that the presented techniques may be modified to investigate related properties of inner approximations as they appear, for example, in connection with interior point methods. In fact, for the functions ϕ t, and ϕ t, from Example 4.2, negative values of the parameter lead to the appropriate estimates.
Our results also apply to the minimization of max functions, that is, of functions f 0 (x) = max{f 1 (x), . . . , f p (x)} with convex functions f i , i = 1, . . . , p. Our construction yields safe smooth convex outer approximations of the epigraph of f 0 . In particular, one can obtain smooth convex underestimating functions of f 0 with explicit bounds on the deviation of their minimal values from the original minimal value.
Proof. (C1) is obvious.
(C2): We slightly modify an argument from [10] : for all t > 0 and a ∈ R we have exp ( ϕ t (a)) = (1 + exp(a/t)) t exp(−t log(2)) = (1, exp(a)) 1/t exp(−t log(2)) → (1, exp(a)) ∞ = max(1, exp(a)) (t 0), so that lim t 0 ϕ t (a) = max(log(1), a) = a + .
(C3): The relation (1, exp(a)) 1/t ≤ 2 t (1, exp(a)) ∞ yields ϕ t (a) + t log(2) = log (1, exp(a)) 1/t ≤ t log(2) + log ( (1, exp(a)) ∞ ) = t log(2) + a + for all t > 0 and a ∈ R. so that (C6) holds with c 1 (t) ≡ 1 and c 2 (t) = c 3 (t) = − log(2)t.
(C7): This is due to the well-known monotonicity property of 1/t −norms in t and the fact that −t log(2) is monotonically decreasing in t. = y + i∈I t log 1 + exp g i (x) − y t − t log (2) and g t (x) = t log i∈I exp(g i (x)/t) − t log(p).
satisfy g t (x) ≤ g t (x) for all x ∈ R n and t > 0.
