On the estimation of the distribution of sample means based on non-stationary spatial data by Ekström, Magnus & Belyaev, Yuri
On the Estimation of the Distribution of Sample 
Means Based on Non-Stationary Spatial Data 
Arbetsrapport 89 2001 
Working Paper 89 2001 
Magnus Ekstrom 
Yuri Belyaev 
SWEDISH UNIVERSITY OF 
AGRICULTURAL SCIENCES (SLU) 
Department of Forest Resource 
Management and Geomatics 
S-901 83 UMEA 
Phone: 090- 786 58 25 Fax: 090- 14 19 15, 77 81 16 
ISSN 1401- 1204 
ISRN SLU- SRG- AR--89 -- SE 
On the Estimation of the Distribution of Sample 
Means Based on Non-Stationary Spatial Data 
MAGNUS EKSTROM and YURI BELYAEV 
Swedish University of Agricultural Sciences 
ABSTRACT. Two different methods of estimating the distribution of sample 
means based on non-stationary spatially indexed data {Xi : i E I}, where I is 
a finite subset of the integer lattice 71}, are presented. The information in the 
different cells in the lattice are allowed to come from different distributions, but 
with the same expected value or with expected values that can be decomposed 
additively into directional components. Furthermore, neighboring lattice cells 
are assumed to be dependent, and the dependence structure is allowed to differ 
over the lattice. It will be shown under such rather general conditions that 
the distribution of the sample mean can be estimated by resampling, as well 
as by a normal approximation for which a non-parametric estimator of variance 
is provided. The developed methods can be applied in assessing accuracy of 
statistical inference for spatial data. 
Key words: resampling, m-dependent random variables, estimating distributions, spatial data 
on integer lattices. 
1. Introduction 
It is well known that Efron's (1979) bootstrap, based on independent and identically 
distributed (i.i.d. ) observations, provides good estimators in non parametric statistical 
analysis. However, Efron's bootstrap fails if the observations are not independent ( cf. 
Singh, 1981, Remark 2.1). For making the bootstrap suitable for dependent observa­
tions, various block resampling methods have been proposed. Instead of drawing one 
sample observation at a time, as in Efron's bootstrap, a block of sample observations is 
drawn where the size of the block should increase at some rate as the sample size gets 
larger. In the present paper, some block resampling methods for spatially dependent 
data are proposed. The specific use of blocks for such data was first studied by Hall 
(1985). Other contributions have been made by Hall (1988), Garcia-Soidan & Hall 
(1997), and Lahiri et al. (1999), among others. See also Chapter 5 in Politis et al. 
(1999), and the references therein. 
Block resampling methods, like those suggested in the articles mentioned above, 
have been proposed to handle stationary spatial data. In this paper methods of es­
timating the distribution of sample means based on non-stationary spatial data are 
proposed. 
Assume that we have some spatially indexed data, i.e. {Xi : i E I}, where I is 
a finite subset of the integer lattice 71}. Remote sensing data from satellites are, for 
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example, of this form. For simplicity, the case when I is rectangular will be consid­
ered, but extensions to non-rectangular subsets of 7!}, that possess some regularity, are 
possible. The kind of data we consider is of the following type: The values registered 
at different lattice cells are allowed to come from different distributions, and the de­
pendence structure is allowed to differ over the lattice. We assume that all observed 
values are from distributions with the same expected value, or with expected values 
that can be decomposed additively into directional components. Furthermore, it will 
be assumed that observations separated by a certain distance are independent. The 
distribution of the sample mean under such conditions does not necessarily converge 
to a limit distribution. However, it will be shown that the sequence of distributions of 
sample means weakly approaches a sequence of normal distributions, for which Ekstrom 
(2001) provided consistent non-parametric variance estimators. 
The concept of weakly approaching sequences was introduced by Belyaev (1995), 
and further developed by Belyaev & Sjostedt-de Luna (2000). It is a natural general­
ization of weak convergence, without the need of a limit distribution. 
A block resampling scheme is also suggested in the present paper, and it is shown 
that the proposed sequence of resampling estimators weakly approaches the sequence 
of distributions of sample means, in probability. The type of estimators considered 
in this paper has been studied earlier by Belyaev (1996), who considered triangular 
arrays of row-wise finitely dependent r.v.s, and proposed blockwise resampling schemes 
for estimating distributions of sums of r.v.s. Lemma 1-2 and Theorem 1-3 in the next 
section extend and modify results of Belyaev (1996) to spatial lattice data. 
This paper is organized as follows: In the next section the estimators are introduced, 
and the obtained theoretical properties are presented. In Section 3, a simulation study 
is carried out in order to compare the different estimators. In Section 4 an approach, 
developed by the second author, for estimation of accuracy of discretely colored maps 
is considered. Proofs of lemmata are given in the Appendix. 
We use the following notation: All sets are shown by calligraphic letters A, and 
IAI is the number of elements in A; r.v.s are denoted by capital letters; point in index 
position is used for sums, e.g. X . .  = L:i L:j Xij; bold letters are used for vectors and 
lists; £(Z) is the distribution (probability measure) of a r.v. Z; Fz(-) and Fz(- I U) 
are the distribution function of Z and the regular conditional distribution function 
of Z given the r.v. U, respectively; N(fJ,, a2) is the normal distribution with mean /-l 
and variance a2; a 1\ b = min{ a, b}; a V b = max{ a, b}; an;::::: bn is used for sequences 
{ an}n�l, {bn}n�l, for which there exist two constants 0 < c1 < c2 < oo such that 
c1 :S an/bn :S c2, n = 1, 2, . . . .  We use � for convergence in probability and � for 
weak convergence. Two sequences of r.v.s {U�}n�l and {U�}n�l have weakly approach­
ing distribution laws { £(U�)}n�l, { £(U�)}n�l, if for any bounded continuous function 
j(-), E[j(U�)]-E[f(U�)] ---+ 0 as n---+ oo. Then we write £(U�) A £(U�), n---+ oo. 
Let {U�, Zn}n�l be a sequence of pairs of r.v.s and {£(U� I Zn)}n�l be the sequence of 
regular conditional distribution laws of u� given Zn. We write £(U� I Zn) v;.a(P) £(U�) 
if E[f(U�) I Zn]-E[f(U�)] � 0, n---+ oo, for any bounded continuous function f(·). 
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2. Results 
Assume we have spatially indexed data Xn = {Xi: i E In}, where In={i = {i1, i2}: 
i1 = 1, ... , n1, and i2 = 1, ... , n2}, n = {n1, n2}. Observations separated by a certain 
distance will be assumed to be independent, as formalized in the following definition. 
Definition 1 
The r.v.s Xi, i E In, are said to be spatially m-dependent if Xi' and Xi", i' , i" E In, 
are independent whenever li�- i�l > m1 or li;- i�l > m2, m={ml, m2}. 
Remark. The results in this paper hold for more general data than indicated, i.e. , 
the results are valid for arrays Xn = {Xi,n : i E In}, n1, n2 = 1, 2, . . .  , of collections of 
r.v.s Xi,n, such that for each n, the r.v.s in Xn are m-dependent. To keep the notation 
manageable, we will write Xi rather than Xi,n · 
Define m1,2=m1m2 and n1,2=n1n2. Also, let X .. = L:iEinXi, X .. =X .. jn1,2, and 
!n=n1,2Var[X .. ] . We are interested in the expected value p .. = E[X .. ] . X . .  is a point 
estimator of p . .  , and in order to do inference, e.g. ,  confidence intervals, we need to 
estimate the distribution law £(�(X .. -p .. )). Below, we suggest different methods 
for estimating this distribution. We introduce the following assumptions: 
AM: For all n, E [Xi] = 0, i E In. 
AD (m): For all n, the r.v.s Xi, i E In, are spatially m-dependent. 
AL (5): For all n, and some positive constants 5::;2 and T0, E[ !Xi i2H] <T0, iE in · 
By AM and AD (m), we have 
1 ( m1i\(n1-il) m2A(n2-i2) 
In = --;;;:-- L E [Xi] + L 2E [XiXi1+h1h] + L 2E [XiXi1h+h2] 
l,2 iEin h1=l h2=l 
m1i\(n1 -i1) m2A(n2-i2) 
+ L L 2E [XiXil+hl,i2+h2] 
hl=l h2=1 
m1i\(n1-i1) m2A(i2-l) ) + L L 2E [XiXil +hlh-h2] . hl=l h2=1 
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(1) 
Theorem 1 
If AM, AD (m) , and AL (6 ) are valid, then 
£(yfn1,2X . .  ) A N(O,In), as n1,n2- +  oo, 
i.e., the sequences of distribution laws {£(yfn1,2X .. )}n1,n22:1 and {N(O, ln)}n1,n22:1 weakly 
approach each other as n1, n2 - +  oo. 
Remark. If in Theorem 1, In-+ 1 > 0, as n1, n2 - +  oo, then yfn1,2X . .  converges 
weakly to N(O, 1). This weak convergence also follows from more general results, e.g. ,  
from Theorem 6.1.2 in Lin & Lu (1996) on a-mixing random fields. 
Let 
52j-l,i = {(j-1)ki + (j-1)mi + 1, ... , (jki + (j-1)mi) 1\ ni} ' i = 1, 2, 
52j,i = {jki + (j-1)mi + 1, ... , (jki + jmi) 1\ ni} ' i = 1, 2, 
and define the following rectangular blocks of indices, 
Tj(1) = {i: i1E 82)!-1,1 and i2E 82j2-1,2} ,  jE J(1) = {(1,1), ... ,(sl,s2)}, 
Tj(2) = {i: i1 E 82j1-1,1 and i2 E 8212,2} ,  j E J(2) = {(1, 1), ... , (s1, t2)}, 
Tj(3) = { i : i1 E 52)1,1 and i2 E 8212-1,2} ,  j E J(3) = { (1, 1), ... , (t1, s2) }, 
Tj(4) = {i: i1 E 82j1,1 and i2E 8212,2} ,  j E J(4) = {(1, 1), ... , (t1, t2)}, 
where kh > mh, and sh, th, h = 1, 2, are the largest integers such that, 
kh + mh + nh -1 sh< -------- kh + mh and 
. - 4 -(l) We can wnte X .. = Ll=l Xn , where 
Lemma 1 
mh + nh -1 th < Sh -th <_ 1. - k + ' h mh 
Under the assumptions of Theorem 1, and if kh = o(nh) as kh, nh- +  oo, h = 1, 2, 
(i) and ( ii) 
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,.,;(1) - "" -+ 0 rn rn ' 
(2) 
Lemma 2 (Ekstrom, 2001) 
Assume, for all n and i, that ai = ai ( n) has an absolute value less than or equal to 1. 
Then, under the assumptions of Theorem 1, for some constant 77 2::1 and bh -ah 2:: mh, 
h =1, 2, 
(i) 
E [ ,,t+l a,x, 2+J] :S T;'q(8rn,.(b"-"'")) I+J/2, h = 1, 2, 
(ii) 
E 
[ 
,
, E1 ,,�+ 1 a,X, 
'+'
] 
:S Tory( 64m1,2( b1-a1) (b2 -a2)) 
1+0/2, 
Proof of Theorem 1. The desired result is proved by Belyaev & Sjostedt (1996) in 
the case when the r.v.s Xi, i E In, are independent. That is, if AM, AD(O) , and 
AL( o) are valid, then 
(3) 
Without loss of generality we assume that m1, m2 2:: 1. By (1), the Cauchy-Schwarz, 
and the Lyapunov inequalities, respectively, one can verify that 
(4) 
and therefore the collection of r.v.s { J7i1,2X .. }n1,n2;:::1 is tight. If the difference of ele­
ments of two random collections tends to zero in probability, and if one of the collec­
tions is tight, then the other collection is also tight and the collections weakly approach 
each other in distribution (Lemma 7, Belyaev & Sjostedt-de Luna, 2000) . Thus, by 
Lemma 1(i), it is enough to show that .C(J7i1,2X�1)) A N(O, In), as kh/nh---+ 0 and 
kh, nh ---+ oo, h = 1, 2. 
Consider the r.v.s, 
By their construction, they are independent and have expectation zero. Further, by 
Lemma 2(ii) and the upper bound (2) for sh, for any nh > kh V mh, h = 1, 2, 
Hence, the r.v.s xy), j E .:J(1), satisfy assumptions AM, AD(O) , and AL(o) (with T5 
replaced by T5TJ(576m1,2)1+512). Thus, by (3), with xjl) instead of xi, sh instead of nh, 
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. -(1) � (1)/ . ( -(1)) wa and by notmg that vn02Xn = L...JjE.J(lJ Xi -JSi82, 1t follows that £ vn02Xn +---t 
( (1)) N 0, In , as s1, s2 -+ oo. 
Observe that inequality ( 4) implies that the collection of normal distributions 
{ N(O, ln)}n is tight as n1, n2 -+ oo. Two random collections, of which one is tight, 
weakly approach each other in distribution if and only if the difference of their charac­
teristic functions tend to zero (Theorem 1, Belyaev & Sjostedt-de Luna, 2000) . From 
Lemma 1(ii), ��) - In -+ 0, and so N(O, ��)) A N(O, In), as kh/nh -+ 0 and 
kh, nh-+ oo, h = 1, 2. Thus, we have 
£(Jn1,2X .. ) A £(Jn1,2X�1l) A N(O, ��1l) A N(O, In), 
as kh/nh -+ 0 and kh, nh -+ oo, h = 1, 2, and this completes the proof. D 
For making use of Theorem 1, we need to know or estimate the variance In· Define 
rectangular blocks of indices 
B; = { (5) 
and let 
Xj = 2)Xi- X .. ) Ii, (6) i EBj 
where Ii is equal to 1 if i E In, and zero otherwise . In Ekstrom (2001) the following 
estimator of In is proposed: 
(7) 
where k1,2 = k1k2 = !Bj I is the block size, and Jn = {j = {j1, j2} : J1 = 2-k1, ... , n1, and J2 = 
2- k2, ... , n2}. 
We make the following assumption on k1 and k2: 
AK(5) : If 5 = 2, then kh = o(nh) as kh, nh -+ oo, h = 1, 2. If 0 < 5 < 2, then 
(kl/k2)((k1k2/(n1n2)) log k2)15, (k2/k1)((k1k2/(n1n2)) log k1)15, and (kh/nh) log kh, h = 
1, 2, all tend to zero as kh, nh -+ oo, h = 1, 2. 
Remark. If n1 ::=:::: n2, k1 ::=:::: k2, and k1n11logk1-+ 0, as min{n1,n2,k1,k2}-+ oo, 
then AK(5) holds for any 0 < 5 S 2. 
Theorem 2 (Ekstrom, 2001) 
If AM, AD(m) , AL(5) , and AK(5) are valid, then 
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Remark. Alternatively, the estimators of variance suggested by Politis & Romano 
(1993) and Sherman (1996), which are consistent under the assumptions of Theorem 
2, can be used. Further, if 6 = 2, then for some c1 > 0, E[( i'n - In?] ::::; c1 (k1,2nl,� + 
k12 + k22). Thus, ifn1 ::=:: n2 and kh ::=:: y'nh, h = 1,2, then yn1,2E[(i'n-ln?J = 0(1). 
See Ekstrom (2001). 
By Theorem 1 and 2, N(O, i'n) can be used as an estimator of the distribution 
£(yn1,2(X .. - [j .. )). Alternatively, a different, possibly non-normal (except in the 
asymptotics), approximation can be used, as will be seen in the next theorem. Let �k 
denote the collection of blocks { Bj : j E Jn}, and let b1 ,2 = ( n1 + k1 - 1) ( n2 + k2 - 1) 
denote the total number of blocks in �k· Draw randomly d1,2 blocks with replacement 
from � k and let Mj equal the number of times the block Bj appears in the set �Z of re­
sampled blocks. Hence, { Mj, j E Jn} follow a multinomial distribution and E* [ Mj] = 
d1,2bl,�, E*[(Mj)2] = d1,2bl,�(1- bl,� + d1,2bl,�), and E*[Mj,Mj"] = d1,2bl,�(-1 + d1,2), 
j' # j", where E* denotes the expectation over the resampling distribution. 
Let ( )1/2 X* = _1_ b1,2 '"" M': X?. n n k d � 3 3  1,2 1,2 1,2 
j E.:Jn 
The distribution of X� depends both on the original randomness of Xn and on ran­
domness generated by resampligg from the collection of blocks �k· We will consider 
the conditional distribution of X� given the data Xn. 
From ( 6) we have that 
jE.:Jn 
and thus E*[X�IXn] = 0. Moreover, from (8) we see that 
and so 
jE.:Jn 
b1,2 ( d1,2 (1- _1_ + d1,2) - d1,2 (-1 + d )) '"" (X?)2 = A . n1 2k1 2d12 b b b b2 1'2 � J In , , , 1,2 1,2 1,2 1,2 jE.:Jn 
Thus, the conditional variance of yn1,2X� given Xn approaches In as n1, n2 -7 oo. 
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(8) 
Theorem 3 
Under the assumptions of Theorem 2, and if d1,2----+ oo as n1, n2 ----+ oo, 
-* wa(P) -£(y'n1,2Xn1Xn) f----'--+ £(y'n1,2X .. ), as n1,n2----+ oo, 
i.e., the sequence of conditional distribution laws {£( yn1,2X� IX,. )}n1 ,n22:1 weakly ap­
proaches {£(yn1,2X .. )}n1,n22:1, in probability, as n1, n2 ----+ oo. 
Remark. From Theorem 3 above, together with Lemma 9 in Belyaev & Sjostedt-de 
Luna (2000) , it follows that supx IF yfn1,2X� (xi:X,.)- F yfn1,2X .. (x)l � 0, as n1, n2 ----+ oo. 
Let W ( z) = ez - 1 -z -z2 /2. 
Lemma 3 
Under the assumptions of Theorem 3, 
d ( ( b ) 1/2) R = � "" \lf 'tX'? 1'2 n b � 'L J  k d 1,2 
jE.:ln 
n1,2 1,2 1,2 
Proof of Theorem 3. Without loss of generality, we assume that m1/\ m2 :2: 1. Note 
that n12(k1 2d1 2/b1 2)112X� is a sum of d1 2 i.i.d. r.v.s Xf*, ... , X�* , where Xf* takes ' ' ' ' ' nl nz 
the values Xj, j E Jn, with probability b;;}n2 on_each value. By this fact and (8), the 
conditional characteristic function tp�J IXn) of X� given the data X,. can be written 
as ( ( 1/2) ) d1,2 tp�(ti:X,.) = E* [eity!n1,2X;*.IXn J = L f-- exp itXj (n �1'2 d ) 
jE.:Jn 
1,2 1,2 1,2 1,2 
By Theorem 2 and Lemma 3, for any given t E JR, 
( 9) 
where exp( -t21n/2) is the characteristic function of the normal distribution N(O, In). 
Inequality (4) implies that {N(O,In)}n is tight. Hence, by Theorem 2 in Belyaev & 
Sjostedt-de Luna (2000) , £(yn1,2X�IXn) (a(�� N(O, In), as n1, n2----+ oo. 
Denote the characteristic function of yn1,2X .. by tpn ( · ) . By Theorem 1 in this paper 
and by Theorem 1 in Belyaev & Sjostedt-de Luna (2000) , tpn(t) - exp( -t21n/2) ----+ 0, 
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as n1, n2 -+ oo, for any given t E JR. From this result, together with ( 9), we get that 
rp�(tJXn,)- rpn(t) � 0, for any given t, as n1, n2-+ oo. Hence, Theorem 2 in Belyaev 
& Sjostedt-de Luna (2000) implies the desired result. D 
Similar results can be obtained under the following more general assumption on the 
first moment: 
AM': For all n, E[Xi]=f.L, iEin, where 11 may depend on n. 
Corollary 1 
If AM', AD(m) , and AL(o) are valid, then 
(i) £(yn1,2(X .. - M)) A N(O, In), as n1, n2-+ oo. 
If, in addition, AK ( 6) is valid, then 
(""") {' ( ;;:n-:-::x� *I"" ) wa(P) {' ( ;;:n-:-::(x- ))  '-' y n1,2 n .mn f-------'--t '-' y n1,2 .. - f1 , as n1, n2-+ oo. 
Proof. Note that the r. v .s Xf =Xi - f.L, i E In, satisfy the assumptions of Theorem 
1, and that X?.= n l,� L.:iEin Xf =X .. - f.L· This implies that £(yff1'0(X .. - M)) A 
N(O, In), as n1, n2-+ oo, and thus (i) is proved. Since 
we see that neither :Yn nor X� depend on M· Hence, Theorem 2 and 3 implies ( ii) and 
(iii), respectively. D 
Below we consider a case when observed r.v.s do not have a constant mean. 
AM": For all n, we have Yi = f.Li +Xi, where Xi, i E In, satisfy assumption AM. 
f.Li decomposes additively into directional components, i.e., f.Li = f1 + ri2 + Ci1, where f1 
is the overall mean, ri2, i2 =1, . . .  , n2, are the row effects, and ci1, i1 =l, . . .  , n1, are the 
column effects. All effects, f.L, ri2, i2 =1, . . .  , n2, and ci1, i1 =1, . . .  , n1, may depend on n. 
It should be noted that the row and column effects are defined as deviations from the 
overall mean so that L'.:�
2
=1 ri2 = 0 and L'.:�
1
=1 Ci1 = 0. 
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Theorem 4 
If AM", AD ( m) , and AL ( 5) are valid, then 
£(yfn1,2(Y .. - M)) A N(O, In), as n1, n2-+ oo. 
Proof. The result is an immediate consequence of Theorem 1 and the fact that - -
X . .  =Y .. -tJ. D 
The ordinary-least-squares estimators of the effects are 
Thus, we estimate Mi with fli = fl + fi2 + cii, and we can define residuals, ei = Yi - Jli, 
i E In. 
Next we want to estimate the variance ln=n1,2Var[Y . .  ]=n1,2Var[X .. ]. It should 
be noticed that the r.v.s Xi, i E In, are not observable, and that we therefore cannot 
use the "old" estimator in of the variance In· Further, we cannot replace the Xis with 
the }is in the formula for in, since the varying mean values of the }is will then ruin 
the estimate of the variance In· We can, however, replace the Xis with the residuals, 
and so we obtain the following estimator of variance: 
Theorem 5 (Ekstrom, 2001) 
If AM", AD(m) , AL(o) , and AK(o) are valid, then 
Remark. If 5 = 2, then for some c2 > 0, E( i� -In?:::; c2 ( k1,2nl,� + k12 + k22 + kin12 + 
k�n22). Thus, if n1 :o::: n2 and kh :o::: vn:h, h= 1, 2, then yfn1,2E(i�- In?= 0(1). See 
Ekstrom (2001). 
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By Theorems 4 and 5, N(O, 'Y�) can be used as an estimator of the distribution of 
-Jnl,2(Y .. - J.L). Alternatively, the following technique can be used. Let Yn = {Yi : i E 
In}, and define 
Theorem 6 
( )1/2 
Y* = _1_ b1,2 "" M�Y? n n k d � 3 J '  1,2 1,2 1,2 j E.:Tn 
Under the assumptions of Theorem 5, and if d 1,2----+oo as n1, n2----+oo, 
Lemma 4 
Under the assumptions of Theorem 6, 
Rl = _!.2_ L .T, ,;ty? 1,2 p 0 d ( ( b ) 1/2) n '±' " 3 --+ , as n1, n2 ----+ oo. b n k d 1,2 jE.:Jn 1,2 1,2 1,2 
Proof of Theorem 6. The proof is almost identical to the proof of Theorem 3. Only 
some changes of notation are needed, and the references to Theorem 1 and 2, and 
Lemma 3, should be changed to Theorem 4 and 5, and Lemma 4, respectively. D 
Remark. It is easily seen that the results in this paper hold also for rectangular index 
sets I expanding in all directions, i.e. for I = { i : i1 = -n1, . . .  , n1 and i2 = -n2, . . .  , n2}. 
Moreover, the assumption on the index set to be of rectangular shape can be relaxed 
by using "subshapes" , as described in, for example, Sherman (1996). 
3. A simulation study 
In this Monte Carlo study, non-stationary spatially m-dependent data Xi, i E In, are 
generated, where each Xi is a weighted average of independent and skewly distributed 
r.v.s such that Xi has a small variance if both i1 and i2 are small, whereas the variance 
of Xi is large when i1 and i2 are large. To be more specific, let mh = 2lh for some 
integer lh 2: 0, h = 1, 2, and define weights w(i) = vi/ L_��=-h L.��=-b Vj, where vi = 
((1 + li1l)(1 + li2l))-1, i1 = -h, ... , h, i2 = -l2, . . .  , Z2. Define 
iz+b 
L w( {li1- J1l, li2- J2l}) (Zj- E[Zj]) , 
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where the r.v.s Zi are independent and log-normal with parameters e = E(log Zi) = 0, 
and 
V 
1 2::2 Jh + lh . O'j= Var(logZi)=- l , for allJ. 2 nh + 2 h + 1 h=l 
For judging the performance of an estimate Fn, of the distribution Fn of y'n1,2(X .. -
JJ), we calculate the maximum absolute difference supx IFn(x)- Fn(x)l, where Fn will 
be represented by the empirical distribution of 1 million replicates of y'n1,2(X .. - JJ). 
Three different estimators of Fn will be considered: 
NA: Normal approximation with the variance estimated by i'n; 
R1: Resampling estimator y'nl,2X� with d1,2 = b1,2 (this choice of d1,2 corresponds 
to the number of resampled blocks used by Belyaev (1996) & Sjostedt (2000) in 
their resampling schemes for sequences of m-dependent r.v.s); and 
R2: Resampling estimator y'nl,2X� with d1,2 = I n1,2/k1,2l + 1, where I x l denotes the 
smallest integer greater than or equal to x. 
In our study, 250 samples of Xn, are generated for each choice of rectangular shapes of 
the index and blocks sets, N =n1 x n2, K =k1 x k2, and m = {m1, m2}. The maximum 
absolute differences for each of the three estimators of Fn are calculated. In Table 
1-7, the mean (Mean) and the standard deviation (StDev) of the maximum absolute 
differences are presented for each estimator. 
NA R1 R2 
Block size (K) Mean StDev Mean StDev Mean StDev 
5 X 5 0.059 0.031 0.078 0.029 0.079 0.030 
10 X 10 0.065 0.040 0.085 0.037 0.089 0.038 
15 X 15 0.079 0.048 0.097 0.046 0.108 0.043 
Table 1. N = 25 x 25 and m = {1, 1}. 
NA R1 R2 
Block size ( K) Mean StDev Mean StDev Mean StDev 
5 X 5 0.085 0.041 0.102 0.039 0.104 0.037 
10 X 10 0.080 0.047 0.098 0.044 0.106 0.043 
15 X 15 0.084 0.055 0.102 0.052 0.113 0.050 
Table 2. N = 25 x 25 and m = {2, 2}. 
NA R1 R2 
Block size (K) Mean StDev Mean StDev Mean StDev Jl 
5 X 5 0.045 0.022 0.067 0.021 0.069 0.021 
10 X 10 0.037 0.025 0.061 0.024 0.063 0.023 
15 X 15 0.046 0.032 0.070 0.029 0.071 0.031 
Table 3. N =50 x 50 and m = {1, 1}. 
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NA R1 R2 
Block size ( K) Mean StDev Mean StDev Mean StDev 
5 X 5 0.078 0.025 0.098 0.025 0.097 0.025 
lOxlO 0.049 0.029 0.070 0.027 0.074 0.027 
15 X 15 0.053 0.034 0.075 0.031 0.079 0.032 
Table 4. N =50 x 50 and m = {2, 2}. 
NA R1 R2 
Block size (K) Mean StDev Mean StDev Mean StDev 
15 X 15 0.017 0.009 0.045 0.014 0.045 0.014 
20 X 20 0.016 0.010 0.045 0.012 0.045 0.014 
25 X 25 0.018 0.011 0.045 0.013 0.046 0.015 
30 X 30 0.017 0.012 0.045 0.014 0.047 0.014 
Table 5. N = 250 x 250 and m = {1, 1}. 
NA R1 R2 
Block size (K) Mean StDev Mean StDev Mean StDev 
15 X 15 0.025 0.012 0.050 0.015 0.052 0.014 
20 X 20 0.021 0.012 0.046 0.013 0.048 0.016 
25 X 25 0.020 0.013 0.047 0.015 0.047 0.014 
30 X 30 0.020 0.013 0.048 0.016 0.049 0.016 
Table 6. N = 250 x 250 and m = {2, 2}. 
NA R1 R2 
Block size (K) Mean StDev Mean StDev Mean StDev 
15 X 15 0.033 0.013 0.057 0.016 0.057 0.014 
20 X 20 0.026 0.013 0.051 0.015 0.052 0.015 
25 X 25 0.023 0.014 0.049 0.015 0.051 0.016 
30 X 30 0.024 0.015 0.051 0.017 0.051 0.016 
Table 7. N = 250 x 250 and m = {3, 3}. 
In Table 1-7 we see that the normal approximation performs �e best, even for rather 
small values of N. Further, for the resampling estimator �X� there is no real gain 
in choosing the number d1,2 of resampled blocks as large as b1,2; d1,2 = I n1,2/ k1,2l + 1 
seems quite enough. To state guidelines on how to choose an optimal block size in a 
given situation is a difficult task under the assumptions given in this paper, and will 
not be discussed here. It is clear, however, that the block size should increase with n1 
and n2. Also, the optimal block size depends on the strength of dependence, as seen 
in the tables above. 
The estimators N(O, ry�) , £(�Y�) with d1,2 = b1,2, and £(�Y�) with d1,2 = 
I n1,2/k1,2l + 1, gave less satisfactory results in our simulations, and we do not recom­
mend these estimators unless n1 and n2 are larger than in the simulations in this paper. 
An alternative to these estimators will be presented in a forthcoming paper. 
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4. An application to assessing characteristics of accuracy of discretely col­
ored digital maps 
The methods considered in this paper can be applied to assessing characteristics of 
accuracy of discretely colored maps created by using remote sensing data (Belyaev 
2000a, b) . For example, different types of landscapes can be shown in maps by using 
different colors. Let JC = {1, 2, . . .  , q} be the number of colors used. A digital discretely 
colored map is a collection of small colored squares called pixels. We consider the lattice 
Z2 = { i = { il, i2} : il, i2 = 0, 1, 2, . . .  }, and the i-pixel is the square with the vertices 
{ i1, i2}, { i1 + 1, i2}, { i1 + 1, i2 + 1 }, { i1, i2 + 1 }, whose color is coded by a digit Ci E JC. We 
denote pixels as { i, ci}, i E Z2. The same area can be shown by maps having different 
number of pixels. We consider a rectangular digital map 9Jtn = { { i, ci} : i E In} 
where as above In = { i = { i1, i2} : i1 = 1, . . .  , n1, i2 = 1, . . .  , n2}. Suppose that all 
pixels are correctly colored, i.e. 9Jtn is the true map with n1,2 = n1n2 pixels. Usually 
it is impossible or too expensive to create the true maps. Instead remotely sensed 
data §, e.g. data registered by satellite sensors, are used to obtain approximations 
to the true maps. Suppose that some classification based on § is used in selecting 
colors of pixels. Denote by ci the (number of the) color obtained after classifying a 
part of the data si E § related to the i-pixel. Assume that the cross-classification 
probabilities Pkz(s) = P(ci = l I Ci = k, si = s) are known. Here, Pkz(s) is the 
conditional probability to select color ci = l given the true color ci = k and the related 
remotely sensed data s = si. For sake of simplicity we assume that l E JC and square 
matrices IP'( s) = (Pkt ( s)), s E §, have full rank. Then there exist inverse matrices 
IP'-1 ( s) = (pkt ( s)), s E §. The numbers Nk,z of pixels which have the true color k and 
have been classified as having the color l ,  are important characteristics of accuracy of 
the created map 9J1� = { { i, ci} : i E In}· By using the indicator functions we can 
write Nk,1 as follows: 
N;z = L I(ci = k)I(ci = l ). 
iE'In 
Its mathematical expectation is 
E[N;z] = L I(ci = k)Pkt(si)· 
iE'In 
(10 ) 
(11) 
Both values Nk,z and E[Nk,z] are not feasible. However, there exist the unbiased estima­
tors E[Nk,z] 
where 
fl;t = L f(ci = k)Pkz(si), 
iE'In 
A "'""' lk • I(ci = k) = � p (s)I(ci = l). 
lEJC 
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(12) 
(13) 
We will consider digital maps with very large numbers of pixels n. For simplicity, we 
will consider the asymptotic behavior as n1, n2 -+ oo. We can consistently estimate 
variances and distributions of normed deviations (N;1 - E[N;1 ])/ ytnlj, k, l E JC. Let 
g1,2 be the number of all boundary pixels, i.e., the pixels whose colors differ from the 
colors of some of their neighboring pixels. We need the following assumption: 
In words this assumption means that the number of pixels in 9J1n, constituting the 
boundaries dividing subsets of pixels having the same true colors, is comparable with 
the minimal diameter of In. Heuristically, this means that the boundaries dividing 
subsets of pixels having the same colors in the true map 9J1n can be well approximated 
by smooth curves. 
The r.v.s Xi considered in Section 2 will be defined here by the following relation: 
(14) 
We will use the same collection IJ3k of blocks Bi defined by (5) and suppose that the 
results of classification { ci : i E In } are m-dependent, m = {m1, m2}. Then AD(m) 
holds for Xn. We also introduce the following assumptions: 
From AC it follows that all iXil are uniformly bounded and AL(o) holds for any 5 > 0. 
If AK' holds then AK(2) also holds. Hence, all results stated in Section 2 are valid 
for r.v.s Xi, i E In defined by (14). But we can not directly use them in assessing 
distribution of deviations 
(15) 
because the values of indicators I( ci = k) are not observable. Henceforth, in order to 
be brief, we suppose that m1, m2, k1, k2 are even. 
We can solve the problem of assessing variance and the distribution function of 
deviations (15) by using instead of X'j the following r.v.s: 
Let 
Xj = 2::(-1)I(ii>ii+kl/2)+I(iz>h+kz/2)j(ci = k)pkz(s). iEBj 
x; = 2::(-1)I(il>h+h/2)+I(i2>Jz+k2/2l(xi _ x .. )Ii, 
iEBj 
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and 
Theorem 7 
�o = 1 � (X�)2 fn k � J 
· 
1,2n1,2 
j E:Tn 
Suppose that the random pixels' colors C� = { ci, i E In} in the created map 9J1� are 
m-dependent and assumptions AB, AC and AK' hold. Then 
�o P 0 fn- In --t , (16) 
The proof of (16) is rather long. Here we give a short sketch of it. In the proof we use the 
equality XJ = Xj if Bj is inside of In and it does not contain boundary pixels in 9J1n. 
Assumption AB implies that the share of such blocks tends to one as n1, n2 -t oo. Let 
A(1l(j, k, m) = {i: j :::; i:::; j + (k- m)/2} and A(2l(j, k, m) = {i: j + (k + m)/2 < 
i :S j + k} and let BJs,t) { i : i1 E A(s) (j1, k1, m1), i2 E A(t) (j2, k2, m2) }, s, t = 1, 2. We 
define the following r.v.s: 
Further we prove that 
xjs,t) = ( -1)s+t L (Xi- X .. )h 
iEB(s
,t) 
J 
�a = 1 � � (X\s,t))2 + Ro fn k � � J 
n' 1,2n1,2 'E -r t-1 2 3 v n s, - , 
where R� � 0 as n1, n2 -t oo. We then use Theorem 2 in Ekstrom (2001) for each sum 
(k�,2n1,2)-
1 L,jE:Tn (X? ,t))2 with k�,2 = (kl/2)(k2/2), and we obtain relation (16). The 
random sampling of d1,2 blocks Bj E s:Bk, j E :ln, can also be applied here. Let 
Theorem 8 
( ) 
1/2 
j(a* = _1_ b1,2 � M': X�. n n n k d � 3 3  1,2 1,2 1,2 1,2 
jE.Jn 
Under the assumptions of Theorem 7, 
(17) 
The proof of (17) can be obtained by using the same method as in Section 2. The 
detailed proof of Theorem 7 and 8 will be given in a separate paper with several numer­
ical examples. Presently we do not know how large n1, n2 should be so that it would 
be possible to apply the suggested asymptotic approach. 
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5. Appendix 
Two useful inequalities: 
Inequality A: For any positive numbers z1, ... , Zr and A 2: 1 we have, from the Jensen 
inequality, 
( )A A-1 ( A A) Z1 + ... + Zr :::; r z1 + ... + zr . 
Inequality B: For any independent random variables Z1, ... , Zr and A2: 1, with E[Zh] =0 
and E[IZhiAJ < oo, h = 1, . . . , r, it holds that 
E[IZ1 + ... + Zr lA] :::; W(A/2-l)vo(E[IZliAJ + ... + E[IZr lA]), 
where 1 :::; 77 = TJ (A) < oo is a constant, and 77 :::; 2 if A:::; 2 (Petrov 1995, p. 82-83). 
Proof of Lemma l(i) . Note that Xi' and Xi" are independent when i' and i" belong 
to two different blocks TP) and T�?). Thus, J J 
Define 
s2j-l,i,h = {(j-1)ki + (j-1)mi + (h-1)mi + 1, . . . , 
((j-1)ki + (j-1)mi + hmi) 1\ (jki + (j-1)mi) 1\ ni} .  
Further, define 
,(2) - { • . . s . d . s . } . J(2) d h - 1 l 'i,h z.�1E 211-1,1,han �2E 212,2 ,J E an - , ... , , 
where l:::; (k1 + m1-1)/m1, and 
(2) - { . (2) u (2) } uj,g h . 0,h E 0,g+2(f-l) . f:g+2(f-l)�l, f?l 
By Inequality A with A= 2 and r = 2, Inequality B with A= 2 and r = IU}�j I, and 
Inequality A with A= 2 and r :::; M, respectively, 
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< 
n�,, ;!;,, t hE/ [ C�,, X,) '] 
J ,g J ,h 
2 
< 4:1
�
2 L L L L E[Xf] 
' 
j E.:J(2) g=1 hEUC2l iET(2) J ,g J ,h 
( )( )k 2/(2+J) < 4m1,2 k1 + m1 + n1 m2 + n2 1m2T0 (18) - n1,2(k1 + m1)(k2 + m2) ' 
where the last inequality follows from (2) and the inequality l7j� � :s; k1m2. Likewise, 
( )(k )k 2/(2+/i) n1 2E[(X�3)?J < 4m1,2 m1 + n1 2 + m2 + 
n2 2m1T0 , (19) ' - n1,2(k1 + mi) (k2 + m2) 
2 ( )( ) 2/(2+J) n E[(X(4))2] < 4m1,2 m1 + n1 m2 + n2 '
a 
(20) 1'2 n - n1,2(k1 + m1) (k2 + m2) 
By the assumptions on kh and nh, h = 1, 2, we see that n1,2E[(X(1))2] -----t 0, l = 2, 3, 4, 
and so �X�) � 0, l = 2, 3, 4, as kh/nh -----t 0 and kh, nh -----t oo, h = 1, 2. D 
Proof of Lemma l(ii). By the Cauchy-Schwarz inequality, and inequalities (4) and 
(18)-(20), 
l'l'n -'l'};l I = n,,, E [ ( t X�l )'
] 
-E[(X).'l)'] 
4 4 4 
= n1,2 L E[(X�))2] - 2 L L E[X�) X�)] 
l=2 l=1 j=l+1 
4 4 4 1/2 
:s; n1,2 L E[(X�))2] + 2n1,2 L L ( E[(X�)?JE[(X�))2] ) 
l=2 l=2 j=l+1 
+2n,,t, (E [x-t, x�)J' E[X!Pi'f' 
4 4 4 
:s; n1,2 L E[X�)]2 + 2n1,2 L L (E[X�)j2 E[X�)J2) 112 
l=2 l=2 j=l+1 
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D 
Proof of Lemma 3. By the inequalities Jw(z) l < lzJ2+P, if lz l < 1, 0 < p < 1, and 
Jez-1J ::; JzJ, 
Jw(z) l::; lzJ2+PJ{Izl<1} + ( lez -11 + lz l + lz�2 ) I{lzl2:1}::; 4JzJ2+P. (21) 
Thus, by (21) and Inequality A, 
d ( 16t2b )l+p/2 < � 1,2 """' - b k d � 1,2 n1,2 1,2 1,2 
jE.:Tn 
= R�) + R�l, say. 
2+p ( 16t2k b x?. )l+p/2 """' X.J. + d 1,2 1,2 � � � 1,2 d n1,2 1,2 
If we choose p such that 0 < p < 6 1\ 1, then by the Lyapunov inequality, E[JXiJ2+P]::; 
(E[JXiJ2H])(2+P)/(2H) ::; TJ2+p)/(2H). This implies that a modified version of Lemma 
2(ii) can be used, i.e., we can use Lemma 2(ii) with 6 and To replaced by p and 
TJ2+p)/(2H), respectively. Hence, if kh 2:: mh, h =  1, 2, 
E[R(1)] < J16tJ2+pT(2+p)/(2H)'Ilml+p/2(b /n )l+P/2d-p/2- -+ 0 n - o 'I 1,2 1,2 1,2 1,2 ' (22) 
E[R(2)] < J16tJ2+pT(2+P)/(2H)'Ilml+P/2(k b jn2 )l+P/2d-p12--+ 0 n - o 'I 1,2 1,2 1,2 1,2 1,2 ' (23) 
D 
Proof of Lemma 4. Define P, = fl-J1 =X .. , Ti2 = i\2 -ri2 = X.i2/n1 - P,, i2 = 1, ... , n2, 
and ci1 =ci1-Ci1 =Xi1.jn2-P,, i1=1, ... ,n1. By inequality (21) and Inequality A, 
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2+p 
From (22) and (23) we see that Ri!:) � 0, h = 1, 2, as n1, n2 ----+ oo. By Inequality A 
and Lemma 1 we have, for i1 = 1, ... , n1, 
(24) 
and thus, by the Lyapunov inequality, Eli\212+P :::; ( Ts1J)(2+p)/(2+5) (256m1,2/n1)l+P/2. 
By Inequality A and Lemma 2(i), with p instead of 6, fi2 instead of Xi, and with 
(Ts7J)(2+p)/(2Hl(256m1,2/n1)l+P/2 instead of 18, we get (assuming k2 � m2), 
d kl+p ( 16t2b )l+p/2 )l+kl-1 J2+k2-1 2+P E[R(3l] < 1,2 1 1,2 '"' '"' '"' -. J. n - b k d � � � r�2 2 1,2 n1,2 1,2 1,2 
"Err 
· _ · · - · J Jn �l-]l �2-]2 
< (215t2m m )l+P/2'11(7: '11)(2+p)/(2+5) (b k /(n n ))l+P/2d-p12 ----+ 0 - 2 1,2 '/ J., 1,2 1 1,2 1 1,2 ' 
which implies that Rf:l � 0 as n1, n2 ----+ oo. Likewise, R�) � 0, and so the desired 
result follows. 0 
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