Let A be an operator from one Hilbert space H into another. It was known that A is of trace class if and only if the metric entropy of A(B) is integrable where B is the unit ball in H . We give a new, general sufficient condition for an integral operator to be of trace class, and examples showing it is sharp but not necessary.
Introduction
Kolmogorov's concept of e-entropy (e.g., [KT] ), here called metric entropy [Lo] , is a measure of the size of a totally bounded metric space (5, d) . Given e > 0, let Nm(s, 5) be the smallest number of closed balls B(xt, e) :-{y : d(Xi, y) < e} , / = 1, ... , 77, in a covering of 5, in other words, the smallest 77 such that there exists an e-net {xx, ... , xn} for (S, d). The diameter of a set A c 5 is diamv4 := suo{d(x, y) : x, y £ A}.
Let NK(e, 5) be the smallest number of sets Aj with diam.4, < 2e that cover 5. Let D(s, 5) be the largest number of points x,-£ 5 such that <af(x,, Xj) > s for all i £ j. Then it is known and easily checked that (1.1) D(2e,S) < NK(e,S) < NM(e,S) < D(e,S).
Thus as e | 0, these quantities are of the same order of magnitude, up to a factor of 2 in e. Let HK := log A^ , HM := logNM, and C := logD. The first result we will state is 
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Here HM(-, •) can be replaced by HK(-, -) or C(-, •).
Theorem A reduces easily to the case of selfadjoint compact operators with a basis of eigenvectors and thus to diagonal operators. Then, part (ii) was stated by Sudakov [Su] and is proved in Marcus [Ma] ; part (i) was given by Oloff [Ol] , see also Carl [C] .
An operator A is Hilbert-Schmidt if and only if A* A is of trace class, where A* is the adjoint of A . Hilbert-Schmidt operators are interesting to probabilists as the so-called radonifying operators between Hilbert spaces: Sazonov [Sa] , Minlos [Min] , Kolmogorov [K] , and Schwartz [Schw] . On related questions for the isonormal and other Gaussian processes, the metric entropy condition (1.4) / HK(e,E)xl2de<rjo Jo has been studied by Dudley [Dul, Du2] and Fernique [F] . Then (1.4) implies (1.3) for an ellipsoid E -A(B) but not conversely; for example, if HK(e, E) ẽ~2
|loge|a as e J. 0, then (1.4) holds just for a < -2 and (1.3) holds for a < -1.
The characterization of trace class operators gives a sufficient condition for an integral operator to be of trace class as follows. Let (X, p) and (Y, v) be two finite measure spaces. Let K £ L2(X x Y, p x v). Then, as is well known, an integral operator Ak from L2(v) into L2(p) is defined by AK(f)(x) = JK(x,y)fi(y)du (y) and is a Hilbert-Schmidt operator. Conversely, any Hilbert-Schmidt operator from L2(v) into L2(p) is of the form AK for some K £ L2(X xY, px v). Conditions for Ak to be of trace class are not as simple. Here is the main new result of this note, a sufficient condition based on metric entropy. Theorem 1. Let KY :-{K(-, y) : y £ Y}. Suppose K is such that for some Af < oo and r < 2, for 0 < e < 1 we have Nm(e, Ky) < M/er. Then AK is of trace class.
The next section will give quite short, partly new proofs of Theorem A and some related facts to be given in Theorem B. Then §3 proves Theorem 1 and shows that " r < 2 " is sharp but that no metric entropy condition on KY characterizes trace class integral operators.
Statements and proofs for Theorem A
We can assume that the bounded operator A takes the Hilbert space H into itself. Let B be the unit ball of H. Let \A\ := (A*A)XI2. If any of the conditions in Theorem A is to hold, A must be a compact operator, hence so is \A\. Then there is an orthonormal basis {e"} of H with \A\e" = a"e" for all 77 and a" -> 0, n -> oo. For a given orthonormal set {/"} and bounded sequence of numbers c" > 0, define the ellipsoid E({c"}) := E({cn}, {fn}) '■= {LnXnfn ■ E"(**/c*)2 < 1}. Then \A\(B) = E({bn}, {/"}), where /" is the subsequence of those e" such that an ^ 0 (so an > 0) and b" are those a" . Also, via a partial isometry (e.g., [Scha, p. 4] ) A(B) = E({bn}, {gn}) where {gn} is an orthonormal set. So A(B) and |^4|(5) are isometric ellipsoids, with the same sequence {b"} . We can assume that b" j 0 as t? -> co.
For a sequence /)" j 0 and t > 0, let ra(/) := sup{7? : /)" > 1//}, or 0 if bo < l/t. For s > 0 let I(s) := f*m(t)/tdt. Theorem A will follow easily from Theorem B. A key step in the proof follows from Mityagin [Mit] . Theorem 2 of Marcus [Ma] includes the case r = 2; and Oloff [Ol] includes the general case.
Theorem B. Let E := E({b"}, {ff}) for an orthonormal set {ff} and some b" i 0. Let 0 < r < oo. Then the following are equivalent:
(c) For some c > 0, /0 I(ce~x/r)de < co.
(d) For all c>0, /0l I(ce~llr) de<oo.
(e) ^HM(ex'r,E)de<oo.
In (e), HM(-, -) can be replaced equivalently by HK(-, •) or C(-, -).
Proof. The series in (a) equals the Riemann-Stieltjes integral /0°° t~r dm(t). So In (e), Hm can be replaced by Hk or C by (1), and since all these functions are nonincreasing, integrability is only an issue near 0. So Theorem B is proved. D Carl and Stephani [CS, give other relations between semiaxes and metric entropy of ellipsoids.
Proof of Theorem A. For (a), A is of trace class by definition iff J2n °n < oo, and Hilbert-Schmidt iff Yl,nb\ < oc, so we can apply Theorem B for r = 1,2. [DiU, pp. 42, 48] ). Also, A is bounded in L2(p), say ||x|| < T < co for all x £ A , so AK(B)/T is included in the closed convex hull of A/T. It then follows from [Du3, Theorem 5 .1] that for any t > 2r/(2+r), there are constants C,, C2 < co such that for 0 < e < 1,
NM(e,AK(B)/T)<C1(exp(C2e-')).
Thus NM(e, AK(B)) < C, exp(C3£-'), 0 < e < 1 , where C3 = C2V. Now r < 2 implies 2r/(2 + 7*) < 1 , so we can choose 7 < 1 and apply Theorem A to conclude that AK is of trace class. Since a > \ , it follows that £ < 2 and Theorem 1 applies.
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Smithies [Sm] and Stinespring [St] for 0 < £ < 1 . So Theorem 1 fails for r = 2 .
On the other hand, the condition r < 2 is far from necessary, as the following shows:
Example. Let p -v -Lebesgue measure on [0,1]. Let rn be independent Rademacher functions, specifically, r"(x) = 1 if the 77th binary digit is 1 and r"(x) --1 otherwise. Then for each 77, p(r" = 1) = p(r" = -1) = 5 and the rn are orthonormal in L2[0, 1]. Let 8 > 0 and K(x,y) :-Jn>\ n~^~Srn(x)r"(y). Then clearly AK is of trace class. Now KY consists of those functions where each r"(y) can either be +1 or -1, independently of the others. Thus, given £ > 0, if 2n~x~s > e then D(e, Ky) > 2" since we can choose r,-= ±1 for j = I, ... , n and get 2" functions at distances more than £ apart. Thus D(e,KY) > exp((log2)(2/£)1/(1+(5» -1).
So we have, for any r < 1, examples of trace class operators with logD(e, Ky) > ae~r for some a > 0 and for 0 < £ < 1. In this sense Ky can be about as large as Ak(B) itself can be for Ak of trace class. Also, since K is symmetric, AK is selfadjoint and the corresponding class of functions Kx := {K(x, •) : x £ X} is the same as KY .
This and the previous example show that no condition on the metric entropy of Ky can characterize trace class integral operators.
Stinespring's hypothesis (3.1), although the condition /? > 2 is also sharp, fails for the rank 1 operator AL with L(x, y) := rx(x)rx(y). The hypothesis of Theorem 1 also fails for a rank 1 operator AK with K(x, y) = f(x)g(y) whenever g is not essentially bounded. So there is still apparently much to be done in finding useful conditions for the trace class property of integral operators.
Some of the results of this paper appeared in the first author's thesis [G] .
