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Premie`re partie
L’e´quation d’e´tat multi-phase de
l’hydroge`ne
Introduction
L’hydroge`ne posse`de la configuration e´lectronique la plus simple parmi les e´le´ments
de la classification pe´riodique, ce qui lui fait jouer un roˆle important dans le de´veloppement
de nombreuses the´ories physiques. C’est de plus l’e´le´ment le plus abondant dans l’uni-
vers, et ses proprie´te´s a` tre`s haute densite´ sont importantes pour comprendre de nombreux
objets et phe´nome`nes astrophysiques. Mais malgre´ cette simplicite´ apparente, son com-
portement sous haute pression est un sujet qui fait toujours l’objet d’intenses recherches
tant du point de vue the´orique qu’expe´rimental.
En phase solide, au dessous de 200 GPa, l’hydroge`ne mole´culaire se pre´sente sous
la forme de trois phases cristallines diffe´rentes (voir figure FIG.1) domine´es par les effets
quantiques [1], et dont on ne connait exactement que la nature de la phase I.
A plus hautes pressions, on s’attend a` rencontrer une transition isolant-me´tal pre´dite
initialement par Wigner et Huntington [6] autour de 35 GPa et qui, apre`s 80 ans de
spe´culations the´oriques, a e´te´ repousse´e re´cemmment par Johnson et Ashcroft a` 410 GPa
[7]. Les expe´riences de compression statique avec des presses a` enclumes de diamant
[8] ayant atteint des pressions de 320 GPa n’ont toujours pas mis en e´vidence cette
me´tallisation.
Lorsque l’on augmente la tempe´rature, on croise la courbe de fusion de l’hydroge`ne
mole´culaire qui pre´senterait un maximum autour de 80 GPa et 900 K [9]. Selon les di-
verses the´ories, ce maximum peut eˆtre attribue´ soit au passage d’un fluide mole´culaire a`
un fluide atomique [10], soit a` un adoucissement des interactions mole´culaires plus pro-
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FIG. 1: Diagramme de phase de l’hydroge`ne dans le domaine du MBar, obtenu par me-
sures Raman et infrarouge [2–4]. Les points repre´sente´s par des diamants et triangles
blancs sont issus de l’article Ref. [5].
nonce´ dans le liquide que dans le solide [11]. Cette transition fluide mole´culaire-fluide
atomique est e´galement associe´e, de manie`re plus ou moins simultane´e selon les the´ories,
a` une transition isolant-me´tal, plus connue sous le nom de Plasma Phase Transition (PPT),
et les calculs ab initio les plus re´cents semblent montrer que cette transition devrait eˆtre
du premier ordre [9, 10, 12–14], avec cependant des diffe´rences sur sa localisation selon
le mode`le ou la me´thode utilise´s (voir figure FIG.2).
Dans les domaines de la fusion par confinement inertiel (FCI) et de la mode´lisation
des plane`tes ge´antes comme Jupiter, l’e´quation d’e´tat (EoS) de l’hydroge`ne est tre`s certai-
nement la proprie´te´ la plus importante a` connaıˆtre. Tous les e´tats possibles d’un syste`me
d’hydroge`ne (solide mole´culaire, solide atomique me´tallique, fluide mole´culaire, fluide
me´tallique, plasma fortement couple´ et de´ge´ne´re´) et les transitions entre ces e´tats doivent
eˆtre correctement de´crits. Dans le domaine astrophysique, Saumon et Guillot [17] ont
montre´ que la pre´cision de l’e´quation d’e´tat de l’hydroge`ne influence significativement le
mode`le de structure des plane`tes telles que Jupiter ou Saturne et leur e´volution. Dans les
simulations FCI, une e´tude re´cente de Hu et al. [18] a montre´ que l’EoS pouvait avoir un
fort impact sur la dynamique de compression, sur les crite`res d’allumage et sur le gain
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FIG. 2: Diagramme de phase de l’hydroge`ne avec pre´diction de la PPT et une estimation
de son point critique pour diffe´rents calculs (Lorenzen(croix vertes) [14], Tamblyn [11],
Attaccalite [15], Morales [13]), compare´s aux mesures expe´rimentales les plus re´centes
[16].
d’une cible de fusion dimensionne´e pour les lasers de puissance du National Ignition Fa-
cility (NIF) et du Laser MegaJoule (LMJ).
Jusqu’a` l’utilisation des me´thodes ab initio, les diffe´rentes EoS de l’hydroge`ne uti-
lise´es dans les applications e´taient base´es sur des mode`les chimiques comme la SESAME
[19], le mode`le de Saumon-Chabrier-Van Horn (SCVH) [20], ou le mode`le de Ross [21].
Ceux-ci sont essentiellement base´s sur des mode`les physiques suppose´s de´crire correc-
tement les phe´nome`nes microscopiques, avec suffisamment de parame`tres inde´pendants
pour ajuster l’e´quation d’e´tat jusqu’a` ce qu’elle reproduise correctement les re´sultats
expe´rimentaux. Or, dans le cas particulier de l’hydroge`ne, on dispose de peu de me-
sures fiables. L’e´quation d’e´tat de l’hydroge`ne solide a e´te´ mesure´e avec pre´cision jus-
qu’a` 120 GPa a` 300 K en compression statique dans une presse a` enclume de diamant,
sur synchrotron par diffraction de rayons X [22]. L’e´quation d’e´tat de l’hydroge`ne dense
en phase fluide a e´te´ mesure´e le long de l’Hugoniot principale jusqu’a` 200 GPa par di-
vers proce´de´s (canon a` gaz [23], Z-pinch [24], chocs convergents [25], lasers de puis-
sance [26]), donnant au de´part une large dispersion des re´sultats mais qui, apre`s 10 ans
de controverse, commencent a` converger [27]. Nous pouvons ainsi constater sur la figure
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FIG.3 que, si les divers mode`les chimiques sont en accord a` basse pression dans la phase
mole´culaire, ils peinent a` donner une description univoque de l’Hugoniot de hydroge`ne
au dessus de 50 GPa (qui correspond a` des tempe´ratures supe´rieures a` 10 000 K envi-
ron), dans le domaine de couplage et de de´ge´ne´rescence partiels, appele´ matie`re dense
et tie`de, ou Warm Dense Matter (WDM). En effet, la principale faiblesse des mode`les
chimiques est qu’ils doivent pre´de´finir les potentiels d’interaction a` N corps, dont les ef-
fets sont importants dans ce domaine thermodynamique. Au contraire, les me´thodes de
calcul ab initio s’affranchissent de ces approximations en re´solvant de manie`re exacte
(ou presque) le proble`me quantique a` N corps et sont donc particulie`rement pertinentes
dans ce domaine. Plusieurs groupes ont donc utilise´ ces me´thodes pour calculer les pro-
prie´te´s thermodynamiques de l’hydroge`ne dans la WDM [28–32], et notamment le long
de l’Hugoniot principale. Cependant, et bien que Hu et al. [18] aient re´cemmment pro-
duit une table d’EoS ab initio couvrant un large domaine de densite´ (ρ=0.002-1596 g/cc)
et de tempe´rature (T=1.35 eV-5.5 keV) pour les besoins d’une e´tude sur les impacts de
l’EoS en FCI, il n’existe aucun mode`le d’EoS multi-phase de l’hydroge`ne. Nous enten-
dons par EoS multi-phase une EoS thermodynamiquement consistante, couvrant tout le
domaine thermodynamique, prenant en compte notamment la phase solide mole´culaire
avec sa courbe de fusion ab initio, avec la pre´cision des calculs ab initio dans la WDM,
et faisant le lien avec les divers mode`les physiques et chimiques dans leurs domaines de
validite´ a` hautes tempe´ratures et tre`s basses et tre`s hautes densite´s. C’est une telle table
que nous proposons de construire ici, qui englobe toutes les connaissances actuelles sur
la physique de l’hydroge`ne.
Dans la premie`re partie, nous allons de´crire comment nous avons construit cette
table, a` partir de me´thodes de calcul ab initio dans le domaine thermodynamique ou` les
mode`les chimiques et physiques existants manquent de pre´cision, puis e´tendue a` l’en-
semble du domaine thermodynamique avec ces meˆmes mode`les physiques et chimiques
lorsque leurs pre´dictions retrouvent les re´sultats des calculs ab initio. Nous de´crirons dans
un premier temps le formalisme des deux me´thodes ab initio que nous avons utilise´, la
dymamique mole´culaire quantique (Quantum Molecular Dynamic ou QMD) base´e sur la
the´orie de la fonctionnelle de la densite´ (DFT), et la me´thode Monte Carlo par inte´grale
de chemin (Path Integral Monte Carlo ou PIMC). Nous monterons que leur utilisation
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FIG. 3: Comparaison entre les donne´es expe´rimentales et plusieurs calculs de l’Hugo-
niot principale du D2 (ρ0=0.171 g/cc) a` haute pression. Les points expe´rimentaux sont
repre´sente´s par des symboles avec leurs barres d’erreur : Z-machine (triangles [24]), Ca-
non a` Gaz (croix [23]), Explosifs (carre´s verts [33], cercles verts [25], losanges verts [34]),
chocs par laser (carre´s gris [35, 36], cercles vides [26], cercles pleins bleus [27]). Ces
donne´es expe´rimentales sont compare´es aux pre´dictions issues de divers mode`les chi-
miques : Kerley [19], Ross [21], Saumon-Chabrier-van Horn [20], FVT [37].
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conjointe permet de produire une meilleure EoS de l’hydroge`ne que les mode`les chi-
miques, sur une large gamme de densite´s et de tempe´ratures dans la WDM.
A partir des calculs ab initio nous donnant une EoS tabule´e E(ρ,T) et P(ρ,T) sur
un domaine thermodynamique restreint, nous montrerons ensuite comment nous avons
pu ajuster une forme d’e´nergie libre sur ces calculs, en adaptant un certain nombre de
mode`les chimiques ou physiques que nous de´crirons dans le de´tail. Nous montrerons
e´galement que la forme d’e´nergie libre ainsi ajuste´e retrouve bien les limites des mode`les
existants aux frontie`res de notre domaine d’e´tude. Ainsi, a` partir de notre EoS ab initio et
de ces mode`les chimiques et physiques, nous serons en mesure de construire une EoS pour
toutes les temperatures et toutes les densite´s en ame´liorant conside´rablement sa pre´cision
dans le domaine de la WDM. Nous verrons notamment que cette EoS est en tre`s bon ac-
cord avec la plupart des donne´es expe´rimentales dans ce domaine (Hugoniot principale,
vitesse du son dans le fluide mole´culaire, courbe de fusion a` basse pression, mesures de
chocs multiples), et qu’elle permet de calculer la courbe de fusion du solide mole´culaire
a` haute pression, en accord avec les simulations ab initio les plus re´centes [9], tout en
mettant en e´vidence une diffe´rence isotopique sur cette courbe de fusion.
Dans la deuxie`me partie, nous pre´senterons une application directe de notre EoS
en montrant son influence sur les crite`res d’allumage et de combustion d’une cible de
fusion par confinement inertiel (FCI). Nous montrerons notamment que l’optimisation de
l’impulsion laser permettant de maximiser l’e´nergie thermonucle´aire de´gage´e par la cible
est fortement de´pendante de la pre´cision de l’EoS dans le domaine de couplage et de
de´ne´ge´rescence e´leve´s.
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Le proble`me quantique a` N corps
Sommaire
1.1 Description comple`te du proble`me . . . . . . . . . . . . . . . . . 12
1.2 L’approximation de Born-Oppenheimer . . . . . . . . . . . . . . 13
1.3 La the´orie de la fonctionnelle de la densite´ . . . . . . . . . . . . . 15
1.4 La re´solution nume´rique des e´quations de Kohn-Sham . . . . . . 22
1.5 Le traitement de la dynamique des noyaux . . . . . . . . . . . . . 26
1.6 L’ab initio a` hautes tempe´ratures : la me´thode PIMC . . . . . . . 38
La seule approche permettant de connaıˆtre les proprie´te´s d’un syste`me, quelles que
soient sa densite´ et sa tempe´rature, est de re´soudre exactement le proble`me quantique
a` N corps. Ceci consiste a` de´terminer l’hamiltonien d’un syste`me a` N corps en tenant
compte de toutes les interactions entre les noyaux et les e´lectrons. Nous allons pre´senter
le formalisme the´orique de ce proble`me, puis deux me´thodes permettant de le re´soudre,
me´thodes dites ab initio dans le sens ou` les interactions entre espe`ces sont traite´es au
niveau microscopique a` partir des e´quations de la me´canique quantique.
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1.1 Description comple`te du proble`me
Nous conside´rons un syste`me constitue´ d’un ensemble de Ni noyaux de masse Mk
et de nume´ro atomique Zk (1 ≤ k ≤ Ni), et de Ne e´lectrons de masse ml (1 ≤ l ≤ Ne).
Il est suppose´ e´lectriquement neutre, i.e
∑

































|Rk − rl| , (1.1)
ou` Rk et rl sont respectivement les ope´rateurs position des noyaux et des e´lectrons.
Si on appelle E la valeur propre de l’hamiltonien (1.1) associe´e a` la fonction d’onde
totale du syste`me |ψ〉, re´soudre le proble`me a` N corps revient a` trouver le couple (E, |ψ〉)
qui permet de minimiser la valeur moyenne de l’hamiltonien 〈ψ|H |ψ〉, selon le principe
variationnel.
Les grandeurs thermodynamiques du syste`me sont accessibles via la fonction de par-
tition canonique donne´e par :




ou` En repre´sente l’ensemble des valeurs propres de l’hamiltonien (1.1).
Le proble`me a` N corps ne peut eˆtre re´solu exactement. Il doit eˆtre fait appel a` un
certain nombre d’approximations que nous allons de´crire, et qui me`nent a` la me´thode
de la dynamique mole´culaire quantique (QMD) que nous allons par la suite utiliser pour
construire notre e´quation d’e´tat.
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1.2 L’approximation de Born-Oppenheimer
L’approximation de Born-Oppenheimer (BO) consiste a` conside´rer que, puisque les
noyaux sont beaucoup plus lourds que les e´lectrons (mproton = 1836me), ceux-ci re´pondent
instantane´ment a` toute modification de la position des noyaux.
Reprenons l’hamiltonien (1.1). Nous pouvons le de´composer en une partie Hi ne













|Rk − Rk′ |
, (1.3)




















|Rk − rl| (1.4)
L’approximation BO consiste a` rechercher des fonctions d’ondes propres de l’hamil-
tonien (1.1) de la forme |ψ(R,r)〉 = |Φ(R)〉 ⊗ |φ(R,r)〉 telles que |Φ(R)〉 soit fonction
d’onde propre de l’hamiltonien (1.3) et |φ(R,r)〉 soit fonction d’onde propre de l’hamil-
tonien (1.4). En d’autres termes, on conside`re que la fonction d’onde e´lectronique totale
de´pend des positions des noyaux, mais que la fonction d’onde totale des noyaux n’est pas
perturbe´e par le mouvement e´lectronique, qui re´pond instantane´ment a` tout mouvement
des noyaux (ceci n’est plus valable si le temps caracte´ristique du mouvement des noyaux
est du meˆme ordre de grandeur que le temps de relaxation e´lectronique). On note ε(R)
la valeur propre de He associe´e a` la fonction d’onde propre |φ(R,r)〉. L’approximation











sur |ψ(R,r)〉 (a` cause du rapport de masse). La fonction d’onde
propre |Φ(R)〉 ve´rifie alors la relation :
{K(R) + V (R) + ε(R)}|Φ(R)〉 = E|Φ(R)〉, (1.5)
ou`




















|Rk − Rk′ |
. (1.7)
L’e´quation (1.5) montre que l’approximation de Born-Oppenheimer revient a` conside´rer
que le potentiel d’interaction coulombienne entre les noyaux est remplace´ par un poten-
tiel effectif qui tient compte de l’e´crantage duˆ au fluide e´lectronique, cet e´crantage ne
de´pendant que de la position des noyaux.




(− β(K(R) + V (R) + He(R,r))]
= Tr{R} exp
[










est l’e´nergie libre e´lectronique pour une configuration des noyaux {R} donne´e. L’approxi-
mation de Born-Oppenheimer nous conduit donc a` re´soudre le proble`me quantique a` Ne
e´lectrons pour des positions de Ni noyaux fixe´es. Tout comme pour l’hamiltonien total H
incluant e´lectrons et noyaux, les valeurs et fonctions d’onde propres de l’hamiltonien He
ne peuvent eˆtre calcule´es directement. Nous allons exposer ici la the´orie de la fonction-
nelle de la densite´ (DFT), qui se fonde essentiellement sur l’approximation des e´lectrons
inde´pendants, et dont les e´quations sont a` la base de la me´thode QMD.
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1.3 La the´orie de la fonctionnelle de la densite´
Les bases de la the´orie de la fonctionnelle de la densite´ ont e´te´ pose´es en 1927 par
Thomas [1] et Fermi [2] qui calcule`rent l’e´nergie d’un atome en exprimant son e´nergie
cine´tique en fonction de la densite´. En 1928, Dirac rajoute le terme d’e´change pre´dit par
Hartree mais il n’y a toujours aucune prise en compte de la corre´lation e´lectronique qui fut
finalement rajoute´ par Winger. Dans le mode`le que nous allons de´crire, les Ne e´lectrons
qui de´pendent de 3Ne variables d’espace sont remplace´s par leur densite´ locale n(r) qui
ne de´pend plus que de 3 variables d’espace.
1.3.1 Le the´ore`me d’Hohenberg et Kohn
Reprenons l’hamiltonien He explicite´ dans l’e´quation (1.4). Nous pouvons e´crire cet
hamiltonien, en unite´ atomiques, de la forme :
















|rl − rl′ |
potentiel d’interaction entre les e´lectrons,
(1.10)
ou` V (r) est le potentiel exte´rieur auxquels sont soumis les e´lectrons (ici l’interaction cou-
lombienne entre les e´lectrons et les noyaux). A priori, le syste`me est donc entie`rement
caracte´rise´ par le nombre d’e´lectrons Ne et le potentiel externe V (r). Cependant, Ho-
henberg et Kohn ont montre´ d’une part que les caracte´ristiques du syste`me a` tempe´rature
nulle de´pendaient uniquement de la densite´ e´lectronique locale de´finie par
n(r) = Ne
∫
dr2 . . . drNe |ψ(r, r2, . . . , rNe)|2, (1.11)
et que cette densite´ locale e´tait de´termine´e de manie`re unique par le potentiel externe local
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V (r) (et inversement). L’e´tat fondamental du syste`me est donc uniquement de´termine´ par
la densite´ e´lectronique locale. En effet, supposons qu’il existe deux e´tats quantiques |ψ〉 et
|ψ′〉 correspondant a` la meˆme densite´ locale n(r). Si |ψ〉 correspond a` l’e´tat fondamental
de l’hamiltonien He, alors par de´finition :
〈ψ′ |He|ψ
′〉 ≥ 〈ψ|He|ψ〉. (1.12)
Comme il existe une relation univoque entre la densite´ locale n(r), les deux e´tats
quantiques |ψ〉 et |ψ′〉 et le potentiel externe local V (r), alors :
〈ψ′ |V (r)|ψ′〉 = 〈ψ|V (r)|ψ〉 (1.13)
et donc l’ine´galite´ (1.12) se re´duit a` :
〈ψ′ |K + U |ψ′〉 ≥ 〈ψ|K + U |ψ〉. (1.14)
Par conse´quent, on peut de´finir |ψ〉 comme l’e´tat quantique minimisant 〈ψ|K+U |ψ〉
pour une distribution de densite´ n(r) donne´e. On de´finit ainsi la fonctionnelle universelle
de la densite´ F [n] par :
F [n] = min
|ψ〉→n
〈ψ|K + U |ψ〉. (1.15)
L’e´nergie propre E de l’e´tat fondamental du syste`me de´crit par l’hamiltonien (1.1)
















En rajoutant la contrainte de la conservation du nombre d’e´lectrons dans le processus
de minimisation, via le potentiel chimique µ, on obtient la relation :
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δF [n]
δn(r)
+ V (r)− µ = 0. (1.17)
L’e´quation (1.17) de´termine la distribution de densite´ n(r) exacte du syste`me dans
son e´tat fondamental, et donc l’e´tat quantique permettant de minimiser 〈ψ|K+V |ψ〉 pour
cette distribution de densite´.
Cette relation a e´te´ e´tendue a` tempe´rature finie par Mermin [3]. Le raisonnement
est identique mais l’e´tat quantique |ψ〉 est remplace´ par une matrice densite´ a` l’e´quilibre
thermodynamique ρˆ. La fonctionnelle universelle de la densite´ s’e´crit ainsi :












Par cette the´orie, le proble`me initial a` N corps a e´te´ ramene´ a` la de´termination de
la fonctionnelle F [n]. Cette apparente simplification reste relative, car la forme exacte de
la fonctionnelle n’est toujours pas connue, et la me´thode de Kohn et Sham, utilise´e pour
re´soudre ce proble`me, ne´cessite quelques approximations.
1.3.2 Les e´quations de Kohn et Sham
L’ansatz de Kohn et Sham postule que la densite´ de l’e´tat fondamental du syste`me
a` N corps est identique a` celle d’un syste`me e´quivalent de particules inde´pendantes,
toutes les interactions a` N corps e´tant contenues dans une fonctionnelle d’e´change et
de corre´lation de´pendant de la densite´. La re´solution des e´quations du syste`me de parti-
cules inde´pendantes permet donc de retrouver l’e´tat fondamental du syste`me a` N corps
en interaction, a` condition que la fonctionnelle d’e´change et de corre´lation soit exacte.
Le potentiel thermodynamique du syste`me de´crit par l’hamiltonien (1.1) peut ainsi se
de´composer de la fac¸on suivante :
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ou` F0[N ] est l’e´nergie libre d’un gaz d’e´lectrons sans interaction et Fxc[n] est l’e´nergie
libre dite « d’e´change et de corre´lation » qui prend en compte les corrections de la partie
cine´tique et entropique du gaz sans interaction, et comple`te par la corre´lation le potentiel
d’e´change de Hartree. La minimisation de ce potentiel permettant de trouver la densite´
correspondant a` l’e´tat fondamental nous ame`ne a` l’e´quation :
δF0[n]
δn







− µ = 0. (1.20)
On peut ainsi de´finir un potentiel effectif Veff (r) comme :








Le proble`me peut donc se ramener a` la re´solution de l’e´quation :
δF0[n]
δn
+ Veff (r)− µ = 0 (1.22)
pour un syste`me d’e´lectrons inde´pendants plonge´s dans un potentiel exte´rieur de´finit
par Veff (r). Dans le cas d’un gaz d’e´lectrons re´ellement inde´pendants, ou` le potentiel
exte´rieur ne de´pend pas de la densite´, la re´solution de l’e´quation pre´ce´dente revient a` cal-
culer les valeurs propres et e´tats propres d’un syste`me de Ne e´lectrons plonge´s dans un










p2l + V (rl). (1.23)
Soient φl(r) les fonctions propres de hl associe´es a` la valeur propre εl. Les grandeurs
thermodynamiques du syste`me sont obtenues a` partir de la statistique de Fermi-Dirac, qui
donne la population des e´tats quantiques a` un corps par la distribution
fl =
1
1 + exp(β(εl − µ)) , (1.24)
le potentiel chimique µ e´tant de´termine´ par la condition de normalisation. La densite´






Les grandeurs thermodynamiques du syste`me (respectivement l’e´nergie cine´tique,

















[fl ln fl + (1− fl) ln(1− fl)], (1.28)
















[fl ln fl + (1 − fl) ln(1− fl)]. (1.29)
Dans le cas d’un gaz d’e´lectrons inde´pendants plonge´s dans un potentiel exte´rieur
inde´pendant de la densite´, nous avons donc directement acce`s a` la fonctionnelleF e[n]. On
utilise cette me´thode comme point de de´part de la re´solution du syste`me en interaction,
ou` le potentiel externe V (rl) est remplace´ par le potentiel effectif Veff (r). On introduit
un ensemble d’orbitales fictives, note´es {|φKSl 〉}, solutions des e´quations dites de Kohn






|φKSl 〉 = εl|φKSl 〉 (1.30)
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Comme Veff de´pend de la densite´, cette e´quation est non line´aire et ne peut eˆtre
re´solue que de manie`re ite´rative, jusqu’a` obtenir la convergence souhaite´e. Lorsque les
e´tats et valeurs propres sont ainsi obtenus, toutes les grandeurs thermodynamiques du
syste`me peuvent eˆtre calcule´es selon le mode`le des e´lectrons inde´pendants. L’approche
de Kohn et Sham permet donc de re´soudre exactement le proble`me a` Ne corps, a` condi-
tion de connaıˆtre la forme de l’e´nergie libre d’e´change et de corre´lation Fxc[n]. Cette
forme n’est aujourd’hui connue exactement que pour le gaz d’e´lectrons libres. Nous allons
donc de´crire quelques approximations parmi les plus utilise´es pour approcher cette forme
exacte, dont nous mesurerons par la suite l’influence sur les grandeurs thermodynamiques
de notre syste`me d’e´tude. Il est a` noter que, de part la de´composition par Kohn et Sham
du potentiel thermodynamique en e´nergie cine´tique de particules inde´pendantes et une
e´nergie de Hartree a` longue porte´e, la plupart de ces approximations donnent une descrip-
tion locale ou quasi-locale de la densite´ pour la fonctionnelle d’e´change et de corre´lation.
1.3.3 L’approximation de la densite´ locale
L’approximation la plus utilise´e pour approcher la forme exacte de Fxc[n] est l’ap-
proximation de la densite´ locale (Local Density Approximation ou LDA) dans laquelle
l’e´nergie d’e´change et de corre´lation au point r ou` la densite´ e´lectronique est e´gale a` n(r)









drn(r)[ǫhomx (n(r)) + ǫ
hom
c (n(r))], (1.31)




)1/3 d’apre`s Dirac [5]. Les calculs Monte-Carlo quantiques de
Ceperley et Alder [6] ont par ailleurs permis d’obtenir des valeurs pre´cises de ELDAc . Ces
valeurs ont e´te´ ensuite interpole´es par Vosko, Wilk et Nusair (VWN) [7] et par Perdew et
Zunger [8] pour aboutir a` une forme analytique de ELDAc . Les effets de polarisation du
spin peuvent eˆtre pris en compte dans l’approximation LDA pour donner la LSDA (Local
Spin Density Approximation),




↑(r), n↓(r)) + ǫhomc (n
↑(r), n↓(r))], (1.32)
ou` n↑(r) et n↓(r) repre´sentent les densite´s locales e´lectroniques pour les spins up et down.
La plus grande source d’erreur dans le calcul de ELSDAxc provient du terme d’e´change,
qui comprend un terme de « self-interaction »(un e´lectron interagissant avec lui-meˆme),
qui est relativement ne´gligeable dans un gaz homoge`ne mais devient important dans
des syste`mes atomiques. L’e´nergie de corre´lation est quant a` elle surrestime´e, mais sa
contribution a` l’e´nergie totale reste faible. L’approximation L(S)DA reste ainsi une tre`s
bonne approximation pour de´crire correctement la plupart des syste`mes ou` la densite´
e´lectronique est relativement uniforme, mais peut eˆtre ame´liore´e dans le cas ou` cette den-
site´ pre´sente de forts gradients.
1.3.4 L’approximation du gradient ge´ne´ralise´
Dans l’approximation du gradient ge´ne´ralise´ (GGA), le gradient de la densite´∇n est
introduit afin de rendre compte de la non-homoge´ne´ite´ de la densite´ e´lectronique re´elle.
La forme ge´ne´rale de la fonctionnelle d’e´change et de corre´lation dans l’approximation









↑, n↓, |∇n↑|, |∇n↓|, ...), (1.33)
ou` Fxc est sans dimension et ǫxc est l’e´nergie d’e´change du gaz d’e´lectrons non polarise´.
Plusieurs expressions de l’e´nergie d’e´change et de corre´lation ont e´te´ propose´es dans la
litte´rature. En principe, il est possible de les conjuguer a` volonte´, mais en pratique, seules
quelques combinaisons sont utilise´es. On retiendra plus particulie`rement la fonctionnelle
PBE-GGA [10] que nous avons utilise´e dans notre e´tude sur l’hydroge`ne. L’approxima-
tion GGA est reconnue pour donner de meilleurs re´sultats que la LDA pour les syste`me
magne´tiques et a` forte variation de la densite´ e´lectronique.
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1.3.5 Le choix de la « bonne »approximation dans le cas de l’hy-
droge`ne
En plus des deux approximations pre´ce´demment cite´es, et les plus couramment uti-
lise´es dans les calculs de structure e´lectronique, nous pouvons e´galement citer l’existence
d’autres me´thodes, telles que :
– la me´ta-GGA et l’hyper-GGA, permettant de mieux prendre en compte les inter-
actions a` longue distance au dela` des gradients ;
– les fonctionnelle hybrides (la plus utilise´e e´tant la B3LYP), pour lesquelles le
terme d’e´change est calcule´ exactement de manie`re non locale (terme de Hartree)
et le terme de corre´lation est ajuste´ a` partir de donne´es expe´rimentales ; elles sont
reconnues pour donner de bons re´sultats sur les e´nergies d’ionisation ;
– les fonctionnelles prenant en compte les interactions entre orbitales e´lectroniques,
type LDA+U, dans les syste`mes ou` les e´lectrons sont tre`s localise´s ; pour cer-
tains syste`mes corre´le´s, elles permettent notamment de corriger le gap entre les
diffe´rentes bandes d’e´nergie, sous-estime´ aussi bien en LDA qu’en GGA.
Il en ressort que le choix de l’approximation pour l’e´nergie d’e´change et de corre´lation
n’est pas dicte´ par une re`gle universelle, mais va de´pendre essentiellement des proprie´te´s
du mate´riau e´tudie´ et de l’ade´quation des re´sultats obtenus dans cette approximation avec
les donne´es expe´rimentales ou des calculs sans approximation (ou conside´re´s comme
tels). Ce choix se justifie donc a posteriori, ce que nous montrerons dans notre e´tude
sur l’EoS de l’hydroge`ne.
1.4 La re´solution nume´rique des e´quations de Kohn-
Sham
1.4.1 Le code de DFT pe´riodique abinit
Le code abinit [11] est un code permettant d’effectuer des calculs DFT avec une
base d’ondes planes en condition pe´riodique. Dans cette approche, le syste`me est de´fini
par une cellule de base re´plique´e a` l’infini dans les trois directions de l’espace. Cette ap-
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proche est parfaitement adapte´e pour les solides car elle permet de simuler des syste`mes
pe´riodiques. Elle permet e´galement de simuler des syste`mes de´sordonne´s (liquides, plas-
mas), mais la non pe´riodicite´ du syste`me ne´cessite de s’assurer que la boıˆte de simulation
soit suffisamment grande pour que sa pe´riodicite´ n’influe pas sur le re´sultat.
Le calcul des proprie´te´s du syste`me est auto-cohe´rent. A partir d’une valeur initiale
de la densite´ e´lectronique locale, et pour une fonctionnelle d’e´change et de corre´lation
donne´e, on calcule le potentiel effectif de l’e´quation (1.21), puis on re´soud les e´quations
de Kohn-Sham (1.30). Les valeurs propres et fonctions d’onde ainsi obtenues nous per-
mettent a` partir de l’e´quation (1.25) de calculer une nouvelle densite´ e´lectronique, et
d’acce´der notamment a` toutes les grandeurs thermodynamiques du syste`me (a` partir des
e´quations (1.26) et (1.29)). On re´ite`re le processus jusqu’a` obtenir la convergence sou-
haite´e pour la grandeur qu’on calcule en particulier (cela` implique que les crite`res de
convergence ne sont pas ne´cessairement les meˆmes pour toutes les observables).
1.4.2 Application a` un syste`me pe´riodique parfait : le cristal
1.4.2.1 The´ore`me de Bloch et base d’ondes planes
Les syste`mes ordonne´s tels que les structures cristallines posse`dent un certain nombre
de syme´tries permettant de repre´senter un milieu infini par un petit nombre de constituants
a` l’aide de l’espace re´ciproque. La syme´trie de translation du couple maille et motif du
re´seau rend possible la mode´lisation du solide par sa seule maille e´le´mentaire [12], les
proprie´te´s totales e´tant obtenues par pe´riodicite´ des grandeurs.
Dans un solide, les e´tats propres de l’hamiltonien a` un e´lectron, solutions des e´quations
de Kohn-Sham, ont une forme induite par la pe´riodicite´ du potentiel cristallin. D’apre`s le
the´ore`me de Bloch [13], ces e´tats peuvent s’e´crire comme le produit d’une onde plane et
d’une fonction ulk ayant la meˆme pe´riodicite´ que le potentiel cristallin :
φKSlk (r) = e
ik.ruKSlk (r), (1.34)
ou` k est un vecteur d’onde de la premie`re zone de Brillouin du cristal conside´re´. La
fonction ulk(r) peut eˆtre de´compose´e par transforme´e de Fourier sur une base d’ondes
24 Le proble`me quantique a` N corps






Pour de´crire exactement une fonction d’onde mono-e´lectronique, il faudrait the´oriquement
un nombre infini d’ondes planes, ce qui est irre´alisable nume´riquement. En pratique, le




|k+G|2 < Ecut, (1.36)
ou` m est la masse de l’e´lectron. Plus Ecut est grande et plus la base d’ondes planes
permettant de de´crire les e´tats propres est e´tendue. Les grandes valeurs de Ecut aug-
mentent donc la pre´cision du calcul mais le rendent e´galement plus couteux en terme
de ressources informatiques. Le the´ore`me de Bloch permet donc de re´duire le syste`me
infini a` la premie`re zone de Brillouin, avec un nombre d’ondes planes de´pendant de
l’e´nergie de coupure choisie. Cette base d’ondes planes reste ne´anmoins continue, et doit
eˆtre e´chantillonne´e plus ou moins finement selon la pre´cision du calcul recherche´e. En
pratique, le choix du maillage en points k est un point crucial du calcul. La taille du
re´seau re´ciproque est inversement proportionnelle au re´seau direct. Ainsi, si on re´duit le
syste`me a` sa maille e´le´mentaire, le nombre de points k devra compenser cette re´duction
pour obtenir une de´cription suffisamment converge´e des fonctions uKSlk (r). Pour diminuer
le nombre de points k ne´cessaires, on peut utiliser les syme´tries du syste`me. La me´thode
d’e´chantillonage la plus re´pandue est celle propose´e par Monkhorst et Pack [14] qui per-
met d’obtenir une grille uniforme de point k de dimension choisie.
1.4.2.2 Approximation des pseudo-potentiels
La majeure partie des proprie´te´s physiques et chimiques d’un atome sont dues aux
recouvrement des fonctions d’onde des e´lectrons les moins localise´s, essentiellement les
e´lectrons situe´s dans la bande de valence. Au contraire, les e´lectrons les plus proches du
noyau, appele´s e´lectrons de « coeur », extreˆment localise´s, ne participent aux liaisons chi-
miques qu’a` une certaine densite´, et sont faiblement perturbe´s par le potentiel effectif de
Kohn-Sham. Ces e´lectrons sont de´crits par des fonctions d’ondes ayant de grandes va-
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riations d’amplitude, ne´cessitant un grand nombre d’ondes planes et donc des ressources
informatiques importantes. De ce fait, on va conside´rer que l’e´tat atomique isole´ est une
bonne approximation pour ces e´lectrons. L’approximation des pseudo-potentiels revient
donc a` ne conside´rer que l’interaction entre les e´lectrons de valence et le potentiel cre´e´ par
le noyau et les e´lectrons de coeur. Lors de la construction du pseudo-potentiel, la re´gion
de coeur est de´finie par un rayon de coupure, et contient plus ou moins d’e´lectrons. Plus
le rayon de coupure est petit, plus la concordance entre le pseudo-potentiel et le potentiel
re´el est grande, mais plus le nombre d’ondes planes ne´cessaires pour de´crire correctement
le syste`me est important. Avec un grand rayon de coupure, la pseudo-fonction d’onde sera
de´crite avec un minimum d’ondes planes, ce qui permettra une convergence plus rapide et
un lissage dans la zone de coeur (on parle de pseudo-potentiel « doux »). La transfe´rabilite´
du pseudo-potentiel d’un syste`me a` un autre de´pend donc essentiellement de l’influence
du syste`me sur les e´tats de coeur. L’augmentation de la densite´ dans un syste`me est ainsi a`
meˆme de modifier les fonctions d’onde de coeur, et peut donc ne´cessiter l’utilisation d’un
pseudopotentiel plus « dur », au rayon de coupure plus petit.
Il existe plusieurs formalismes de pseudo-potentiels qui diffe`rent de part la conserva-
tion ou non de la charge dans la re´gion de coeur. Les pseudo-potentiels ne conservant pas
cette norme sont appele´s ultra-doux. La premie`re ge´ne´ration de pseudo-potentiels ultra-
doux, appele´s USPP (Ultra Soft Pseudo Potentiel), a e´te´ propose´ par Vanderbilt [15]. Leur
avantage sur les pseudo-potentiels a` norme conserve´e est qu’ils convergent bien plus ra-
pidement avec un nombre d’ondes planes ne´cessaires infe´rieur, et donc une e´nergie de
coupure e´galement infe´rieure. Par la suite, Blo¨chl [16] a introduit la me´thode PAW (Pro-
jector Augmented Wave) qui permet e´galement de ge´ne´rer des pseudo-potentiels ultra-
doux mais pour lesquels la grille utilise´e pour reconstruire la densite´ autour de chaque
atome est radiale. Bien que les pseudo-potentiels USPP permettent d’obtenir une tre`s
bonne pre´cision, les pseudo-potentiels PAW sont plus performants, car la fonction d’onde
de valence reconstruite par les pseudo-potentiels PAW est exacte, avec tous les noeuds
dans la re´gion de coeur, et ceci pour des rayons de coupure infe´rieurs.
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1.5 Le traitement de la dynamique des noyaux
Comme explicite´ pre´ce´demment, le code DFT abinit permet de calculer l’e´nergie
libre e´lectronique du syste`me a` tempe´rature finie, pour des positions fixes des noyaux. Le
proble`me a` N corps n’est donc qu’en partie re´solu, car contrairement a` la me´thode Monte
Carlo quantique (QMC) [17], nous n’avons pas acce`s aux fonctions d’ondes et valeurs
propres de l’hamiltonienHi. Nous allons pre´senter deux me´thodes permettant d’avoir une
approximation de l’e´nergie des noyaux pour les cristaux, la me´thode de la re´ponse line´aire,
et pour les syste`mes de´sordonne´s, la me´thode de la Dynamique Mole´culaire Quantique
(QMD).
1.5.1 Le cas des cristaux
1.5.1.1 La dynamique des re´seaux a` partir de la structure e´lectronique
Dans des conditions thermodynamiques ou` le mouvement des noyaux peut eˆtre conside´re´
comme classique, la connaissance de la fonction d’onde ionique est inutile puisque les





= FI(R) = − ∂
∂RI
E(R), (1.37)
ou` E(R) est l’e´nergie de l’e´tat fondamental d’un syste`me d’e´lectrons interagissant, se
de´plac¸ant dans un champ de noyaux fixes, dont l’hamiltonien s’e´crit, dans l’approximation
de Born-Oppenheimer :







|Rk − Rk′ |
≡ HKS + EN (R). (1.38)
Dans les cristaux, la ge´ome´trie du syste`me a` l’e´quilibre est donne´e par la condition
que la somme des forces applique´es a` un noyau soient nulles :
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FI(R) = 0 (1.39)
Cependant, la localisation des noyaux sur des sites fixes entraıˆne l’apparition d’un
mouvement purement quantique duˆ au principe d’incertitude de Heisenberg, pre´sent meˆme
a` tempe´rature nulle, et commune´ment appele´ mouvement de point ze´ro (Zero Point Mo-
tion ou ZPM). Pour des tempe´ratures auxquelles le solide est stable, ce mouvement peut
eˆtre traite´ comme une perturbation des positions d’e´quilibre {R0I} pour lesquelles FI(R0) =








ou` α, β, γ, ... repre´sentent les composantes carte´siennes. Dans l’approximation harmo-
nique, les de´placements des atomes par rapport a` leur position d’e´quilibre sont conside´re´s
comme des vibrations de pulsation ω telle que :
uI(t) = RI(t)− R0I(t) ≡ uIeiωt, (1.40)





en ne retenant que la de´rive´e seconde de l’e´nergie. Les coefficients CI,α;J,β peuvent eˆtre
repre´sente´s sous forme matricielle, appele´e matrice dynamique. Toutes les fre´quences de
vibrations des atomes repre´sente´s par un ensemble d’oscillateurs harmoniques inde´pendants





∣∣∣ = 0 (1.42)
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Dans un cristal, les de´placements des atomes ont des directions propres qui obe´issent
au the´ore`me de Bloch, c’est a` dire qu’ils ont la meˆme pe´riodicite´ que le re´seau cristallin.
Pour chaque atome contenu dans une cellule obtenue par translation Tn = n1a1+n2a2+









∣∣∣ = 0, (1.44)
ceci pour toute valeur de k. Si la cellule contient N atomes, alors on doit trouver 3N
valeurs de ωk. Dans cette e´quation, les valeurs des coefficients de la matrice dynamique











Les oscillateurs e´tant conside´re´s comme inde´pendants, on peut obtenir la fonction de









2~ωi,k repre´sentant l’e´nergie de point ze´ro. On inte`gre ensuite cette
quantite´ sur l’ensemble de la zone de Brillouin pour obtenir la fonction de partition et
l’e´nergie libre totale.
Cette description est le re´sultat d’un traitement perturbatif de la position des noyaux,
ou` nous n’avons tenu compte que des de´rive´es secondes de l’e´nergie par rapport au
de´placement. Elle ne s’applique donc qu’a` des tempe´ratures pour lesquelles le syste`me
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reste dynamiquement stable dans l’approximation harmonique.
1.5.1.2 Le calcul des phonons par la me´thode de la re´ponse line´aire
Le calcul des coefficients de la matrice dynamique peut s’obtenir de deux manie`res
diffe´rentes. L’approche directe, appele´e « frozen phonons », permet de calculer les co-
efficients CI,α;J,β ≃ −∆FI,α∆RJ,β en calculant l’e´volution de l’e´nergie totale du syste`me en
fonction de la position des noyaux. L’inconve´nient majeur de cette me´thode est qu’elle
ne´cessite des cellules suffisamment grandes pour tenir compte de la pe´riodicite´ des de´placements
correspondant a` chaque mode propre, qui est en the´orie infini. Une autre alternative est
base´e sur la « density functional perturbation theory »(DFPT) [18–21], qui permet de cal-
culer la re´ponse du syste`me a` une perturbation donne´e, en se limitant a` la maille primitive
du syste`me.
Reprenons l’hamiltonien du syste`me a` N corps (1.1). Il peut s’e´crire comme :
H = HKS + EN ({R}) (1.47)
avec
HKS = T + Vext({r}, {R}) + Vint({r}), (1.48)
ou`EN ({R}) correspond a` l’hamiltonien (1.3), T repre´sente l’ope´rateur cine´tique e´lectronique
(dans l’approximation de Born-Oppenheimer),Vext repre´sente l’interaction ions-e´lectrons,
et Vint l’interaction e´lectrons-e´lectrons.
On conside`re une perturbation du syste`me, associe´e au petit parame`tre ∂RI repre´sentant
la perturbation de la position de l’atome I autour de sa position d’e´quilibre. La de´rive´e







|H |ψ〉+ 〈ψ|H | ∂ψ
∂RI
〉. (1.49)
L’e´tat fondamental de l’hamiltonien repre´sentant un minimum pour toute variation
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On reconnaıˆt ici l’e´quation du the´ore`me de la force ou de Hellmann-Feynmann. De
































Pour connaıˆtre la de´rive´e seconde de l’e´nergie, nous n’avons donc besoin de connaıˆtre
que la de´rive´e premie`re de la densite´ : c’est le the´ore`me « 2n+1 » de la the´orie des pertur-
bations. Dans le cadre de la DFPT, elle peut eˆtre calcule´e de manie`re auto-cohe´rente. En
effet, conside´rons une perturbation du syste`me, associe´e a` un petit parame`tre λ. Pour une
observable du syste`me X(λ), le de´veloppement en se´rie de perturbations est










Si on applique le de´veloppement au premier ordre de perturbation a` l’e´quation de
Kohn-Sham (1.48), on obtient l’e´quation de Sternheimer









et la condition d’orthonormalisation des fonction d’onde nous donne
〈φKS,(0)l |φKS,(1)l 〉+ 〈φKS,(1)l |φKS,(0)l 〉 = 0. (1.55)
En multipliant l’e´quation (1.54) par la fonction d’onde propreφKSl , on obtient l’e´nergie
perturbe´e au premier ordre
ε
(1)
l = 〈φKS,(0)l |HKS,(1)|φKS,(0)l 〉. (1.56)
La proce´dure utilise´e pour obtenir les corrections des fonctions d’onde au premier
ordre est auto-cohe´rente : la premie`re ite´ration est re´alise´e avec HKS,(1) = V (0)(r).
On re´soud ensuite l’e´quation (1.54) qui donne toutes les fonctions φKS,(1)l respectant la
condition (1.55) et les valeurs propres perturbe´es {ε(1)l }. La perturbation au premier ordre

















|φKS,(1)l 〉 = −
[
V KS,(1) − ε(1)l
]
|φKS,(0)l 〉, (1.58)
ce qui permet de de´finir un nouveau potentiel effectif perturbe´ V (1)eff ≡ V KS,(1) par










1.5.1.3 Perturbations pe´riodiques et spectres de phonons
Les e´quations de la DFPT se simplifient dans le cas d’un cristal soumis a` une pertur-
bation pe´riodique de la position des atomes (ou phonon) de vecteur d’onde kp, dont les
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de´placements sont donne´s par l’e´quation (1.43). A l’ordre 1, la perturbation de la densite´,












∆n(r) = ∆nkp(r)eikp.r. (1.62)
La fonction d’onde pour un e´lectron de vecteur d’onde ke est modifie´e a` l’ordre 1 de




|φKS,(1),ke+kpl 〉 = −
[
V KS,(1),kp − ε(1),kpl
]
|φKS,(0),kel 〉. (1.63)









ou` u repre´sente la partie pe´riodique de la fonction de Bloch, et la perturbation au premier
ordre du potentiel de Kohn-Sham est donne´e par
v
(1),kp













Ainsi, contrairement a` la me´thode des « frozen phonons » qui ne´cessite l’utilisation
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d’une supercellule prenant en compte la pe´riodicite´ de la perturbation, la re´solution des
e´quations (1.63-1.65) peut se limiter a` la cellule primitive du cristal.
1.5.2 La simulation des syste`mes de´sordonne´s par la dynamique
mole´culaire quantique
Dans les cas ou` la longueur d’onde de De Broglie thermique des noyaux est beaucoup
plus faible que leur distance moyenne respective, les effets quantiques des noyaux peuvent
eˆtre ne´glige´s et ils sont alors traite´s par la me´canique classique. Leur fonction de partition














ou` le potentiel d’interaction, dans l’approximation de Born-Oppenheimer, provenant a` la








|Rl − Rl′ | + Fe(R). (1.68)
Afin de de´crire l’ensemble canonique a` la tempe´rature β−1 pour les noyaux, deux
possibilite´s sont offertes :
– ge´ne´rer les positions des noyaux selon la loi de probabilite´ donne´e par la fonction
de partition (1.67) ; cette me´thode est appele´e Monte Carlo ;
– propager les noyaux dans le temps sous l’action du potentiel UBO(R) en s’assu-
rant que leur tempe´rature effective soit celle recherche´e, dans la mesure ou` une
dynamique hamiltonienne s’inscrit dans l’ensemble canonique ; on parle alors de
dynamique mole´culaire.
1.5.2.1 La dynamique mole´culaire quantique (QMD)
La dynamique mole´culaire quantique (QMD) ou ab initio (AIMD) est une dyna-
mique mole´culaire dans laquelle le traitement des e´lectrons est re´alise´ selon le formalisme
de la DFT de´crit pre´ce´demment. Elle diffe`re de la dynamique mole´culaire classique, dans
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laquelle les forces s’excerc¸ant sur les noyaux sont calcule´es a` partir de potentiels effec-
tifs (de type Lennard-Jones par exemple) incorporant les effets e´lectroniques. Ces poten-
tiels comportent en ge´ne´ral des parame`tres ajuste´s de fac¸on empirique, et sont difficile-
ment transfe´rables vers des syste`mes ayant des proprie´te´s physiques tre`s diffe´rentes des
syste`mes sur lequels les potentiels ont e´te´ ajuste´s. Dans le cas des simulation QMD, les
forces s’exerc¸ant sur les noyaux de´rivent directement du calcul de structure e´lectronique,
sans parame`tre ajustable.
Le lagrangien de´terminant la dynamique des noyaux s’e´crit












|Rl − Rl′ | − Fe(R), (1.69)
et chaque noyaux se de´place sous l’action des forces {FI(R)} selon l’e´quation du mou-
vement (1.37). La re´solution nume´rique de ce syste`me s’effectue dans l’ensemble micro-
canonique, ou` les particules sont propage´es dans le temps selon des pas discrets ∆t, les
e´quations du mouvement e´tant quant a` elles discre´tise´es selon l’algorithme de Verlet
Rl(t+∆t) = 2Rl(t)− Rl(t−∆t) + Fl(R(t))
Ml
∆t2. (1.70)




















A tempe´rature e´lectronique nulle, I n’est autre que l’e´nergie des noyaux. Par contre,
dans le cas d’une tempe´rature e´lectronique finie, l’invariant lie´ au Lagrangien (1.69) est
















|Rl − Rl′ | + Fe(R). (1.73)
Pour e´valuer les proprie´te´s du syste`me a` tempe´rature finie, il faut donc eˆtre capable
de ge´ne´rer des positions qui soient compatibles avec la tempe´rature de´sire´e. L’un des
moyens d’obtenir ce type de configuration est de relaxer le syste`me en imposant que la
composante nucle´aire soit celle recherche´e.
1.5.2.2 L’ensemble isocine´tique
L’ensemble isocine´tique consiste a` conserver l’e´nergie cine´tique des noyaux au cours






















L’e´quation (1.75) montre que la partie potentielle de la fonction de partition de l’en-
semble isocine´tique est la meˆme que celle de la fonction de partition de l’ensemble ca-
nonique, si bien que les proprie´te´s structurales dans l’ensemble canonique peuvent eˆtre
de´termine´es dans l’ensemble isocine´tique.
Plusieurs algorithmes peuvent eˆtre mis en place pour maintenir l’e´nergie cine´tique des
noyaux constante. Le plus simple consiste a` multiplier les vitesses des particules a` chaque
pas de temps par un facteur homothe´tique assurant que l’e´nergie cine´tique soit toujours










L’autre solution consiste a` modifier les e´quations du mouvement en imposant la
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conservation de l’e´nergie cine´tique. Ceci est re´alise´ en introduisant un multiplicateur de
Lagrange sur l’e´quation du mouvement [23]











Ce multiplicateur de Lagrange est e´quivalent a` une force de frottement, qui implique
∂tKN = 0 avec KN repre´sentant l’e´nergie cine´tique des noyaux.
Les proprie´te´s configurationnelles, mais aussi dynamiques, sont conside´re´es comme
e´quivalentes, l’ensemble isocine´tique permettant de reproduire la distribution des vitesses
de Boltzmann avec une excellente pre´cision, d’autant mieux que le nombre de particules
est important.
1.5.2.3 Approximation de Born-Oppenheimer et minimisation
Plusieurs me´thodes ont e´te´ de´veloppe´es dans le cadre de la physique de la matie`re
condense´e pour coupler la dynamique des noyaux avec les calculs de structure e´lectronique
dans l’approximation de Born-Oppenheimer. Historiquement, l’apport essentiel ayant per-
mis l’essort des simulations QMD provient des travaux de Car et Parrinello [24]. L’ide´e
maıˆtresse de cette approche est de traiter simultane´ment la dynamique des noyaux avec le
calcul de l’e´tat fondamental e´lectronique, pour e´viter une minimisation de l’e´nergie libre
a` chaque pas de temps. Ceci est re´alise´ par l’ajout d’un terme cine´tique effectif pour les
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ou` E[φl,RI ] est l’e´nergie totale du syste`me ions-e´lectrons calcule´e dans le formalisme
de la DFT pour des positions nucle´aires fixes. µ est un parame`tre de masse fictif pour
les e´lectrons et Λ un parame`tre de Lagrange. Bien que cette me´thode ne soit pas adia-
batique, µ et Λ sont choisis pour optimiser la convergence vers la solution adiabatique
du proble`me. Pour maintenir la densite´ e´lectronique proche de sa solution adiabatique,
les modes de vibration caracte´ristiques e´lectroniques et nucle´aires sont de´couple´s. Les
e´quations du mouvement qui de´rivent de ce Lagrangien sont






= −Hφl(r, t) +
∑
l′
Λl,l′φl′ (r, t), (1.80)
MIR¨I = FI = − ∂E
∂RI
. (1.81)
Les e´quations (1.80-1.81) sont les e´quations de Newton pour les e´lectrons et les ions,
qui peuvent eˆtre nume´riquement re´solues par l’algorithme de Verlet.
La principale limite au mode`le de Car et Parrinello re´side dans le de´couplage des
modes e´lectroniques et nucle´aires : d’une part, le pas de temps typique doit eˆtre tre`s
court, car il est conditionne´ par les modes de vibrations e´lectroniques, et d’autre part les
modes de vibrations e´lectroniques doivent rester tre`s supe´rieurs aux modes de vibrations
nucle´aires pour que l’approximation adiabatique reste valable, ce qui peut s’ave´rer faux
dans le cas des me´taux.
Une manie`re d’e´viter ces proble`mes consiste a` traiter le mouvement des ions et le
calcul de structure e´lectronique par deux algorithmes diffe´rents. Le pas de temps de la
dynamique mole´culaire n’est conditionne´ que par la vibration caracte´ristique des ions ; il
est donc plus long que dans la dynamique de Car et Parrinello. D’un autre coˆte´, le cal-
cul de structure e´lectronique re´alise´ a` chaque pas de temps doit eˆtre beaucoup plus pre´cis
que dans l’algorithme de Car-Parrinello, et ne´cessite plus d’ite´rations auto-cohe´rentes.
D’une manie`re ge´ne´rale, ce qui est gagne´ en temps de calcul dans la dynamique des ions
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est perdu dans la minimisation de l’e´nergie e´lectronique, les deux me´thodes e´tant finale-
ment e´quivalentes sur ce point. Par contre, le fait de calculer la structure e´lectronique du
syste`me sans terme cine´tique fictif permet de mode´liser plus correctement les fermetures
de gap et la me´tallisation des syste`mes simule´s. De gros progre`s ont e´te´ apporte´s sur les
algorithmes de calculs auto-cohe´rents [25], rendant cette alternative aussi efficace que la
me´thode originelle de Car et Parrinello.
1.6 L’ab initio a` hautes tempe´ratures : la me´thode
PIMC
Nous allons ici de´crire brie`vement la me´thode PIMC, qui est une me´thode de cal-
cul ab initio exacte d’un syste`me fini a` N corps a` l’e´quilibre thermodynamique, utili-
sant le formalisme de l’inte´grale de chemin [26–28]. Dans cette me´thode, les protons et
les e´lectrons sont traite´s de manie`re quantique. De´veloppe´e initialement par E.Pollock et
D.M.Ceperley [29–31] pour l’hydroge`ne a` haute tempe´rature, puis adapte´e par B.Militzer
[32, 33] pour les basses tempe´ratures jusqu’a` 20 000 K, elle a e´te´ utilise´e notamment
pour e´tudier la transition de phase plasma (PPT) [34, 35], la courbe de fusion de l’hy-
droge`ne [36], les conditions de superfluidite´ de l’hydroge`ne mole´culaire [37], et son
e´quation d’e´tat [32, 33]. Nous montrerons que cette me´thode retrouve les re´sultats des cal-
culs QMD sur l’hydroge`ne a` basse tempe´rature et qu’elle repre´sente une me´thode de choix
pour l’extension des calculs ab initio a` haute tempe´rature. En effet, la principale limite
de la QMD a` tempe´rature finie re´side dans le nombre croissant de bandes e´lectroniques
peuple´es quand la tempe´rature augmente au dessus de la tempe´rature de Fermi.
1.6.1 La matrice densite´ a` tempe´rature finie
Reprenons la de´finition de la matrice densite´ a` tempe´rature finie ρˆ. Pour un syste`me
a` N corps, a` l’e´quilibre thermodynamique, d’hamiltonien H , de valeurs propres Ei et
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Dans l’ensemble canonique a` tempe´rature T , pi ∝ exp(−βEi) avec β = 1/kBT .




e−βEi|Ψi〉〈Ψi| = e−βH . (1.83)













. Dans le cadre d’applications
nume´riques, il est plus pratique de se placer dans l’espace des positions. Ainsi, pour un
syste`me de coordonne´es de N particules en D dimensions R = {r1, ..., rN}, la matrice
densite´ s’e´crit :




Pour tout hamiltonien hermitien H , la matrice densite´ est syme´trique :
ρˆ(R,R′;β) = ρˆ(R′,R;β), (1.86)








Pour une particule libre dans une boıˆte pe´riodique cubique de longueur L et de vo-
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si λβ ≪ L2, (1.92)
ou` λ = ~2/2m pour une particule de masse m. Cette expression peut e´galement eˆtre




qui est une e´quation de diffusion sur un temps imaginaire β. La condition initiale de cette
e´quation est donne´e par la limite haute tempe´rature,
ρ(R,R′; 0) = δ(R− R′). (1.94)




L’ope´rateur ∆ peut s’appliquer aussi bien au premier qu’au second argument de
ρ(r, r′;β). La solution exacte de cette e´quation est donne´e par l’e´quation (1.91). La
constante de diffusion λ est de´termine´e par la masse de la particule. Elle est grande pour
des particules le´ge`res, conduisant a` une diffusion rapide au cours du temps imaginaire, et
petite pour les particules lourdes et classiques. La largeur de la matrice densite´ est donne´e
par
√
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1.6.2 L’inte´grale de chemin en temps imaginaire
La me´thode PIMC repose sur l’introduction de pas de temps imaginaires dans la
dynamique du syste`me. Ceci est duˆ au fait que la matrice densite´ a` basse tempe´rature peut






ou` on de´finit le pas de temps τ = β/M . Dans l’espace des positions, la matrice densite´
peut s’e´crire comme l’inte´grale sur l’ensemble des M positions interme´diaires de´finies a`





dR1dR2...dRM−1ρˆ(R,R1; τ)ρˆ(R1,R2; τ)...ρˆ(RM−1,R′; τ).
(1.98)
Cette inte´grale est appele´e inte´grale de chemin en temps imaginaire. Cette expression
est exacte pour tout M ≥ 1 (a` l’exception des syste`mes de fermions), et dans la limite ou`
M → ∞, elle est continue. L’inte´reˆt de cette me´thode re´side dans le fait que la matrice
densite´ a` haute tempe´rature est plus facilement calculable qu’a` basse tempe´rature. En
effet, on de´compose usuellement l’hamiltonien H en une composante cine´tique et une
composante potentielle, H = K + V , et la matrice densite´ peut s’exprimer de la fac¸on
suivante [38] :




C2 = [K,V ]/2, (1.100)
C3 = [[V,K],K + 2V ]/6. (1.101)
Dans la limite des tre`s hautes tempe´ratures (τ → 0), on peut ne´gliger les com-
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mutateurs C2 et C3, qui sont a` un ordre plus e´leve´ en τ . Dans cette approximation dite
« primitive », la matrice densite´ peut s’e´crire :
e−τ(K+V ) ≈ e−τKe−τV . (1.102)
D’autre part, Trotter [39] a montre´ que :










La matrice densite´ pour un syste`me de N particules dans l’approximation primitive


























ou` S[Rt] repre´sente l’action le long du chemin.
L’approximation primitive est en soi suffisante pour effectuer des simulations PIMC.
Cependant, le nombre de pas de temps requis pour obtenir des re´sultats pre´cis est tre`s
consommateur en ressources informatiques. Sans rentrer dans les de´tails de l’imple´mentation
nume´rique de la me´thode PIMC et des me´thodes de´veloppe´es pour re´duire le nombre de
pas de temps (cf the`se de B. Militzer [32]), nous constatons imme´diatement a` partir de
l’e´quation (1.97) que, pour un pas de temps donne´ τ , M augmente si T diminue, donc
la me´thode est d’autant plus consommatrice de ressources que la tempe´rature est basse.
Ainsi, pour des basses tempe´ratures ou` les effets des excitations e´lectroniques sont moins
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FIG. 1.1: (a) Energie interne par atome de deuterium en fonction de la tempe´rature cal-
cule´e par les me´thodes QMD-DFT et PIMC. rs repre´sente la distance moyenne entre les
particules (en Bohr). Les courbes pour rs =1.75 et 1.5 sont de´cale´es respectivement de 2
et 4 eV pour plus de lisibilite´ (b) Pression en fonction de la tempe´rature calcule´e par les
me´thodes QMD-DFT et PIMC pour les meˆmes densite´s [40].
importants, la me´thode QMD reste plus efficace.
La figure FIG.1.1 est le re´sultat d’une e´tude comparative des me´thodes QMD et
PIMC dans le domaine de densite´s et de tempe´ratures correspondant a` l’Hugoniot prin-
cipale du D2 dense (ρ0 = 0.171 g/cm3) [40]. Ces deux me´thodes sont particulie`rement
efficaces sur des domaines thermodynamiques comple´mentaires, permettant de de´crire
l’ensemble du diagramme de phase de l’hydroge`ne. Les isochores en e´nergie et en pres-
sion montrent que les deux me´thodes sont sensiblement e´quivalentes. Les simulations
QMC, pre´cises a` hautes tempe´ratures ou` l’hydroge`ne dense est dissocie´ (T & 50 000 K),
ont du mal a` converger a` basse tempe´rature, dans le domaine mole´culaire. Au contraire, la
dynamique mole´culaire quantique, qui repre´sente une re´gression en terme de pre´cision
par rapport a` la me´thode QMC a` cause de l’approximation de l’e´change-corre´lation,
reste ne´anmoins plus efficace a` basse tempe´rature. Elle est cependant limite´e a` haute
tempe´rature par la forte augmentation du nombre d’e´tats e´lectroniques qui doivent eˆtre
pris en compte dans le calcul. Nous montrerons par la suite qu’en combinant les deux
me´thodes, nous pouvons obtenir une e´quation d’e´tat pre´cise de l’hydroge`ne quelle que
soit la tempe´rature.
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2.1 Le diagramme de phase de la matie`re
Comme nous l’avons vu dans le chapitre pre´ce´dent, la manie`re la plus exacte de
traiter l’e´quation d’e´tat d’un mate´riau est de re´soudre le proble`me quantique a` N corps.
En pratique, la re´solution de ces e´quations ne peut eˆtre que nume´rique, et donc sur des
syste`mes dont la taille, ne´cessairement re´duite, de´pend essentiellement de la puissance
de calcul disponible. En QMD, les boıˆtes de simulation ne contiennent ge´ne´ralement pas
plus de 1000 atomes. Ainsi, s’il est possible de calculer exactement des grandeurs ther-
modynamiques telles que l’e´nergie et la pression a` partir du the´ore`me du Viriel, nous
n’avons pas acce`s a` l’e´nergie libre du syste`me. D’autre part, les simulations nume´riques
ne permettent de construire qu’une EoS tabule´e. Il est possible, en ajustant une forme
mathe´matique pour E et P calcule´es sur un ensemble de densite´s et de tempe´ratures, de
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donner une formulation continue de l’EoS, mais elle est limite´e au domaine d’e´tude car
une forme mathe´matique n’a pas de sens physique et ne peut eˆtre extrapole´e au dela` de
son domaine d’application. Notre objectif va eˆtre d’ajuster sur nos calculs ab initio une
forme d’e´nergie libre qui puisse eˆtre e´tendue au dela` du domaine de la WDM.
En effet, puisque la re´solution de proble`me a` N corps a longtemps e´te´ inaccessible, de
nombreux mode`les ge´ne´riques simplificateurs ont e´te´ de´veloppe´s, permettant de de´crire
correctement l’e´quation d’e´tat dans des domaines thermodynamiques spe´cifiques. La plu-
part de ces mode`les ne sont pas valables dans le domaine de la WDM, mais d’une part ils
repre´sentent les limites que doit atteindre tout mode`le d’EoS, et d’autre part on va montrer
qu’on peut utiliser leurs expressions pour les ajuster sur nos calculs. On peut classer ces
mode`les en deux cate´gories :
– les mode`les dits « physiques », historiquement de´veloppe´s pour de´crire les e´tats
les plus simples de la matie`re situe´s aux extre´mite´s du diagramme de phase, c’est a`
dire les tre`s basses et tre`s hautes densite´s, et les tre`s hautes tempe´ratures ; ge´ne´ralement,
pas plus de deux espe`ces chimiques sont pre´sentes dans ces domaines (mole´cules
a` tre`s basses densite´s, ions et e´lectrons a` tre`s hautes densite´s et/ou tre`s hautes
tempe´ratures) ;
– les mode`les dit « chimiques », qui de´crivent en plus des domaines interme´diaires
en densite´ et en pression, ou` un plus grand nombre d’espe`ces sont susceptible
d’eˆtre pre´sentes (mole´cules neutres, mole´cules partiellement ionise´es, atomes neutres,
ions, e´lectrons) ; ces mode`les tiennent compte de l’interaction entre les diffe´rentes
espe`ces via des potentiels d’interaction ad hoc ; les re´sultats donne´s par ces mode`les
sont ainsi fortement de´pendants des potentiels choisis, mais ne´anmoins ils re-
trouvent tous les limites des mode`les physiques lorsque le nombre d’espe`ces en
pre´sence diminue.
La figure FIG.2.1 repre´sente sche´matiquement les diffe´rents e´tats de l’hydroge`ne en
fonction de la pression et de la tempe´rature [1]. La re´gion 1 repre´sente l’hydroge`ne ren-
contre´ le plus souvent a` l’e´tat naturel sous forme mole´culaire, ou` les e´quations d’e´tats sont
bien de´crites par des mode`les chimiques aux plus basses pressions (P . 100 GPa). Cette
re´gion est le lieu de la transition de phase solide mole´culaire-liquide et des transitions
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FIG. 2.1: Diagramme T(P) de la matie`re [1].
de phase solide-solide par changement de symme´trie (voir figure FIG.1). Dans la phase
solide mole´culaire, l’e´nergie de re´fe´rence pour l’e´quation d’e´tat est l’e´nergie du syste`me
a` tempe´rature nulle. L’e´nergie et la pression sont donc repre´sente´es par une somme de
trois termes qui correspondent aux proprie´te´s du corps a` tempe´rature nulle et a` l’agitation
thermique des noyaux et des e´lectrons :
E = EC + ETa + ETe (2.1)
P = PC + PTa + PTe (2.2)
La contribution thermique des noyaux peut eˆtre correctement de´crite par une EoS de
Gru¨neisen, ou` les noyaux sont conside´re´s comme des oscillateurs harmoniques (ou pho-
nons) vibrant autour de leur position d’e´quilibre. Le spectre des fre´quences de vibration
peut eˆtre de´crit par un mode`le de Debye, mais nous montrerons que la forme particulie`re
du spectre de phonons de l’hydroge`ne, et sa de´pendance en densite´ ne´cessitent d’aller au
dela` du mode`le de Debye. Nous montrerons e´galement que les tempe´ratures de fusion du
H2 solide permettent de ne´gliger la contribution thermique e´lectronique.
Lorsque la tempe´rature augmente a` densite´ constante, on rentre progressivement dans
la re´gion 2, ou` les mole´cules se dissocient et la matie`re neutre peut eˆtre correctement
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de´crite par le mode`le des gaz parfaits (pour les plus faibles pressions). Une augmenta-
tion continue de la tempe´rature ame`ne progressivement les atomes a` s’ioniser (re´gion 3),
phe´nome`ne qui peut eˆtre mode´lise´ par l’e´quation de Saha (valable e´galement pour les plus
faibles pressions). Ce phe´nome`ne continue jusqu’a` obtenir un me´lange d’ions totalement
ionise´s et d’e´lectrons tre`s chauds (re´gion 4). On parle alors de plasma cine´tique, qui cor-
respond a` un me´lange ide´al de deux gaz d’e´lectrons et d’ions.
Lorsqu’on augmente la densite´ a` tempe´rature constante, notamment pour des tempe´ratures
tre`s infe´rieures a` l’e´nergie de Fermi des e´lectrons, les e´lectrons se de´localisent par pres-
sion, a` cause du principe d’incertitude d’Heisenberg. A tre`s forte pression (P & 105
GPa), ce domaine thermodynamique, correspondant au gaz d’e´lectrons de´ge´ne´re´s (re´gion
4), est correctement de´crit par les mode`les de Fermi-Dirac ou de Thomas-Fermi auxquels
on ajoute une e´nergie d’e´change et de corre´lation destine´e a` prendre en compte les in-
teractions quantiques. La limite entre les descriptions de´ge´ne´re´e (ou quantique) et non








Pour kBT ≫ εF , le gaz d’e´lectrons est conside´re´ comme non de´ge´ne´re´ (re´gion 3) et
son comportement est donc classique. A l’inverse, pour kBT ≪ εF , les effets quantiques
dominent. Enfin, comme a` tre`s basse densite´, les mode`les de Fermi-Dirac et de Thomas-
Fermi tendent vers le me´lange de gaz ide´aux d’e´lectrons et ions lorsque la tempe´rature
augmente fortement (re´gion 5).
Ainsi, la principale difficulte´ dans la construction d’une EoS globale consiste essen-
tiellement a` de´crire correctement les transitions entre les re´gions 1 et 4 d’une part, et les
re´gions 2 et 4 d’autre part, pour deux raisons :
– si on augmente la densite´ a` partir des re´gions 1 ou 2, les lois de dissociation et
d’ionisation de Saha pertinentes a` basses densite´s ne sont plus valables, car elles se
basent sur des e´quilibres chimiques dans des me´langes ide´aux, et ne tiennent donc
pas compte des effets a` N corps sur ces phe´nome`nes ; nous verrons notamment
que les e´nergies de dissociation et d’ionisation atteignent un maximum lorsque la
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pression augmente, pour ensuite s’effondrer comple`tement, alors que le mode`le de
Saha pre´dit des e´nergies augmentant continuellement avec la pression ;
– si on diminue la densite´ a` partir de la re´gion 4, la cre´ation d’e´tats e´lectroniques
lie´s et la polarisation du mate´riau, et a fortiori la recombinaison de mole´cules sont
des phe´nome`nes que les mode`les de Fermi-Dirac et de Thomas-Fermi ne peuvent
de´crire.
Il apparaıˆt ainsi, sur la figure FIG.2.1, un domaine de´limite´ par le cercle en pointille´s,
se trouvant a` la jonction des domaines de validite´ des mode`les cite´s pre´ce´demment. Ce
domaine est pre´cise´ment celui de la WDM, entre le domaine de la matie`re dense et froide
et les plasmas chauds, ou` l’on rencontre des plasmas fortement couple´s, partiellement io-
nise´s et de´ge´ne´re´s, qu’aucun mode`le analytique n’est capable de de´crire correctement a`
l’heure actuelle.
Nous allons ainsi exposer les diffe´rents mode`les the´oriques cite´s pre´ce´demment qui
permettent de de´crire la matie`re de manie`re exacte dans des re´gimes thermodynamiques
ide´aux. Nous expliciterons e´galement leurs limites, et en recentrant la proble´matique
propre a` notre domaine d’e´tude, nous montrerons comment nous avons utilise´ ces mode`les
pour, d’une part, ajuster nos calculs ab initio et donner une expression de l’e´nergie libre
de l’hydroge`ne dans la WDM, et ensuite e´tendre cette EoS ab initio a` toutes tempe´ratures
et densite´s.
2.2 La phase solide : le mode`le de Gru¨neisen
Un solide peut eˆtre mode´lise´ par un ensemble d’oscillateurs harmoniques (les noyaux)
vibrant autour de leur position d’e´quilibre. Si on ne´glige l’interaction entre les phonons
(vibrations des noyaux) et les e´lectrons (dans l’approximation de Born-Oppenheimer),
l’e´nergie et la pression dans le solide peuvent eˆtre de´compose´es selon l’e´quation (2.1)
que nous rappelons ci-dessous,
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E = EC + ETa + ETe, (2.4)
P = PC + PTa + PTe, (2.5)
ou` EC et PC repre´sentent l’e´nergie et la pression a` tempe´rature nulle, ETa et PTa les
contributions thermiques des noyaux et ETe etPTe les contributions thermiques e´lectroniques.
Il faut pre´ciser que dans ce formalisme,EC etPC contiennent les contributions e´lectroniques
mais e´galement ioniques (appele´e mouvement de point ze´ro ou ZPM) a` tempe´rature nulle.
Nous verrons par la suite que ce ZPM est particulie`rement important dans le cas de l’hy-
droge`ne. Dans le cadre de notre e´tude, toutes ces contributions seront calcule´es par la
me´thode ab initio base´e sur la the´orie de la fonctionnelle de la densite´ (DFT), que nous
avons pre´sente´e dans le chapitre 1. De ces calculs nous extrairons une forme d’e´nergie
libre base´e sur le mode`le d’e´quation d’e´tat de Gru¨neisen que nous allons maintenant
pre´senter.
De´veloppe´ en 1926 pour repre´senter la contribution thermique des atomes a` l’e´nergie
totale, ce mode`le e´tablit que l’on peut relier la pression thermique d’un ensemble d’atomes





ou` le coefficient de Gru¨neisen γG ne de´pend que de V.
Conside´rons un solide de N atomes oscillant suivant 3N modes de vibrations inde´pendants.












− EikBT , (2.7)
avec
Vers une formulation ab initio de l’e´nergie libre dans la WDM 53







ou` E0 repre´sente l’e´nergie du solide a` T = 0 sans vibration des atomes, et (nj + 12 )hνj
repre´sente l’e´nergie du mode de vibration j a` la fre´quence νj . Si on de´finit










(1− e−hνj/kBT )−1. (2.10)
A partir de cette de´finition de la fonction de partition, on peut tirer les grandeurs
thermodynamiques F, E et P :
F = −kBT lnQ = Ec + kBT
3N∑
j=1
ln[1− e−hνj/kBT ], (2.11)









































L’e´quation pre´ce´dente montre une de´pendance en volume des fre´quences de vibra-
tion. Tant que le solide est dynamiquement stable, la compression accroıˆt ge´ne´ralement
les forces d’interaction, donc les fre´quences de vibration. A contrario, un changement de
phase sous pression se traduira par l’apparition de fre´quences ne´gatives (appele´es aussi
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modes de vibration « mous »), le solide se relaxant vers une phase e´nerge´tiquement plus
favorable.
Einstein de´veloppa un mode`le simple pour expliquer les mesures expe´rimentales
montrant la de´croissance a` basse tempe´rature de la chaleur spe´cifique des solides, qui
s’e´loigne de la valeur classique de Dulong-Petit (3R). Dans le mode`le d’Einstein, le so-
lide est assimile´ a` un re´seau de N atomes vibrant selon 3N modes inde´pendants, dont
toutes les fre´quences sont e´gales. Les re´sultats donne´s par ce mode`le e´taient globalement
en accord avec les expe´riences, mais des e´carts quantitatifs e´taient observe´s. Il fut en-
suite ame´liore´ par Debye, qui remplac¸a la fre´quence unique d’Einstein par un spectre de
fre´quences, les vibrations des N atomes e´tant couple´es entre elles. Dans ce spectre, seules
les 3N plus basses fre´quences existent. De ce fait, le nombre d’ondes stationnaires g(ν)dν











ou` ul et ut sont respectivement les vitesses longitudinales et transverses des ondes. La
fre´quence maximale νD est de´termine´e par le fait qu’il ne peut pas y avoir plus de 3N




















hνg(ν)dν = Th(TD/T ), (2.18)
ou` TD = hνD/kB est la tempe´rature de Debye du syste`me, et la fonction h est donne´e








ey − 1 . (2.19)
Le coefficient de Gru¨neisen est donne´ par







et la pression par




On retrouve bien ainsi la formulation de l’e´quation (2.6).
En synthe`se, pour utiliser ce mode`le, il est ne´cessaire :
– de calculer la fonction g(ν) sur le domaine de densite´ du solide ; ceci sera re´alise´
par la me´thode ab initio de la re´ponse line´aire, dans l’approximation quasi-harmonique;
– que la fonction g(ν) ainsi calcule´e ait une forme correspondant a` l’e´quation (2.17) ;
or, on peut constater sur la figure FIG.2.2 que la densite´ d’e´tats de phonons de l’hy-
droge`ne n’a pas une forme de Debye.
Nous montrerons dans le chapitre 3 comment ce proble`me peut eˆtre re´solu par l’uti-
lisation d’un mode`le de Debye adapte´ a` l’hydroge`ne, appele´ « Double mode`le de De-
bye » [2].
2.3 Les mode`les en phase fluide : l’approche chimique
avec potentiels
Nous allons pre´senter dans cette partie le principe ge´ne´ral des mode`les chimiques
qui ont e´te´ de´veloppe´s pour de´crire la phase fluide de l’hydroge`ne. Nous de´crirons en-
suite deux mode`les sur lesquels nous nous sommes appuye´s pour ajuster notre EoS ab
56 Vers une formulation ab initio de l’e´nergie libre dans la WDM




























g(ν)  ab initio
g(ν) Debye
FIG. 2.2: Comparaison entre une densite´ d’e´tats de phonons g(ν) pour l’hydroge`ne
a` 130 GPa calcule´e ab initio (trait noir) et mode´lise´e par une forme de Debye selon
l’e´quation (2.17) (trait rouge).
initio dans la WDM. Nous insistons bien sur le fait que la forme d’e´nergie libre qui sera
donne´e au chapitre 3 n’est pas un nouveau mode`le chimique mais sera entie`rement ajuste´e
sur les re´sultats des calculs ab initio.
L’approche chimique est base´e sur la minimisation de l’e´nergie libre F (V, T,N)
pour un volume V , une tempe´rature T et un nombre de particules Ni pour chaque espe`ce
chimique i [3–5]. L’e´tat du syste`me a` l’e´quilibre thermodynamique est ensuite trouve´ en
minimisant F a` V et T constants, en respectant les contraintes stochiome´triques impose´es








νi,j = 0 (2.22)
pour toute espe`ce j, νi,j e´tant les coefficients stochiome´triques des re´actions. Il est souvent
choisi d’e´crire F sous la forme d’une somme de trois termes [5]
F = Fid + Fint + Fconf . (2.23)
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Fid est la somme des e´nergies libres ide´ales de chaque syste`me, donne´es par la statistique
de Maxwell-Boltzmann ou Fermi-Dirac selon les espe`ces.
Fconf est l’e´nergie libre due aux interactions interparticulaires et a` leur configuration les
unes par rapport aux autres. Il de´pend ainsi de la fonction de distribution radiale g(r) qui
est de´pendante de la densite´ des espe`ces en pre´sence.
Fint repre´sente la sommes des e´nergies internes de chaque espe`ce, qui tiennent plus ou
moins compte des divers e´tats d’ionisation possibles pour chaque espe`ce.
Dans le cas de l’hydroge`ne, nous avons potentiellement quatre espe`ces chimiques en
pre´sence : des mole´cules H2, des atomes neutres H, des ions H+ et des e´lectrons e−. Le
degre´ d’ionisation de l’atome d’hydroge`ne e´tant e´gal a` 0 ou 1, la formule peut se re´e´crire :
F = Fid(H2,H,H+, e−) + Fex, (2.24)
ou` Fex ≡ Fint + Fconf est appele´e e´nergie libre d’exce`s. Toute la difficulte´ re´side dans
la bonne estimation du terme Fex, qui repose sur le traitement cohe´rent de Fint et Fconf .
Deux domaines du diagramme de phase sont particulie`rement bien de´crits par des mode`les
physiques :
– le domaine des faibles densite´s (ρ . 10−2 g/cm3), ou` les interactions entre espe`ces
chimiques peuvent eˆtre ne´glige´es, l’e´quation (2.23) se re´sumant alors a` F =
Fid(H2) + Fid(H) + Fid(H+) + Fid(e−) + Fint(H2) + Fint(H) ; ce domaine
est bien mode´lise´ par le gaz parfait mole´culaire qui se dissocie et s’ionise selon la
loi de Saha [6] ;
– le domaine des fortes densite´s (ρ & 20 g/cc), ou` l’hydroge`ne est comple`tement
ionise´ quelle que soit la tempe´rature ; ce domaine est bien de´crit par le mode`le
physique de Chabrier et Potekhin [7, 8].
La plupart des mode`les chimiques qui ont e´te´ e´labore´s pour donner une expression
de l’EoS sur l’ensemble du domaine thermodynamique se sont base´s :
– soit sur une loi line´aire de me´lange entre un fluide mole´culaire et un plasma ionise´,
comme le mode`le de ROSS [9, 10],
– soit sur une formalisation des potentiels d’interaction entre toutes les espe`ces a`
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l’e´quilibre chimique [11–16].
Comme nous l’avons vu en introduction sur l’Hugoniot principale du D2, ces mode`les
chimiques convergent a` basse densite´ (ρ .0.2 g/cm3), mais donnent des re´sultats tre`s
diffe´rents a` plus haute densite´, lorsque toutes les espe`ces chimiques sont en pre´sence. La
complexite´ de la re´solution du proble`me a` N corps motive donc notre de´marche d’utiliser
des me´thodes ab initio sans potentiel. Comme nous souhaitons ne´anmoins obtenir une
forme d’e´nergie libre dans ce re´gime thermodynamique, nous allons maintenant de´crire
les deux mode`les ge´ne´riques du gaz parfait mole´culaire et du plasma ionise´, qui serviront
de base a` cette forme d’e´nergie libre. Nous montrerons ensuite dans le chapitre 3 comment
aller au dela` de la loi line´aire de me´lange et de l’approximation des potentiels en ajustant
le terme Fex de l’e´quation (2.24) sur nos calculs ab initio.
2.3.1 Le gaz parfait mole´culaire
Le mode`le du gaz parfait est base´ sur l’approximation des particules inde´pendantes.
A ce titre, et bien qu’il soit parfaitement inadapte´ a` la description de la WDM, il repre´sente
une premie`re approche de l’e´quation d’e´tat, ainsi que le syste`me ide´al vers lequel doivent
tendre tous les syste`mes a` tre`s haute tempe´rature, lorsque l’e´nergie cine´tique des parti-
cules devient tre`s supe´rieure a` l’e´nergie potentielle d’interaction.
Conside´rons un gaz ide´al de mole´cules. L’e´nergie totale d’une mole´cule est la somme


























px, py et pz repre´sentent les composantes de l’impulsion d’une mole´cule de masse m en
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translation. µ = m1m2/(m1 +m2) repre´sente la masse re´duite de la mole´cule contenant
des atomes de masse m1 et m2. k est la constante de raideur de la mole´cule. I = (m1r21+
m2r
2
2) repre´sente le moment d’inertie de la mole´cule autour d’un axe passant par le centre
de masse de la mole´cule et perpendiculaire a` l’axe mate´rialise´ par les deux atomes, r1 et
r2 e´tant les distances des deux atomes par rapport au centre de masse, et θ et φ e´tant les




= Iθ˙ et pφ =
∂εr
∂φ˙
= I sin2(θφ˙). (2.28)
A ces diffe´rentes e´nergies nucle´aires, il faut au final rajouter une e´nergie d’excitation
e´lectronique εe.
2.3.1.1 La fonction de partition









ou` q est la fonction de partition a` une mole´cule et {n} repre´sente l’ensemble des e´tats
accessibles a` une mole´cule. En premie`re approximation, on conside`re que les e´tats trans-
lationnels, rotationels et vibrationels ne sont pas couple´s, et q peut s’e´crire
q = qtqrqvqe. (2.30)
2.3.1.2 La partie translationnelle
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2.3.1.3 La partie vibrationnelle
Le mouvement des vibrations intramole´culaire est de´crit par un mode`le d’oscillateur








~ω) n = 0, 1, 2, ... (2.32)
ou` ω = (k/µ)1/2. La fonction de partition peut s’exprimer sous la forme
qv =
exp(−θv/2T )
1− exp(−θv/T ) , (2.33)
ou` θv = ~ω/kB est la tempe´rature caracte´ristique de vibration.
2.3.1.4 La partie rotationnelle













ou` L repre´sente le moment angulaire de la mole´cule autour de son centre de masse. Les
valeurs propres de L2 e´tant j(j + 1)~2 (j = 0, 1, 2, ...), les niveaux d’e´nergie rotation-





Chaque niveau de rotation e´tant de´ge´ne´re´ (2j + 1) fois, la fonction de partition rota-




(2j + 1) exp
[







(2j + 1) exp
[
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avec θr = ~
2/2IkB repre´sentant la tempe´rature caracte´ristique de rotation.
2.3.1.5 Influence du spin nucle´aire sur la fonction de partition
Chaque noyau de la mole´cule posse`de un spin S, inde´pendant de la tempe´rature,
ayant pour effet d’augmenter le nombre d’e´tats quantiques accessibles de la mole´cule d’un
facteur 2S + 1 pour chaque noyau de la mole´cule. Il agit donc uniquement sur l’e´nergie
libre du syste`me. Pour une mole´cule syme´trique comme la mole´cule d’hydroge`ne ou de
ses isotopes, la description de la partie rotationnelle de´pend de la nature fermionique
(nombre de masse impair) ou bosonique (nombre de masse pair) des noyaux. Appelons
ψr la fonction d’onde rotationnelle totale, et ψn la fonction d’onde de spin totale. Dans
le cas d’une mole´cule diatomique de bosons, la fonction d’onde totale ψ = ψrψn doit
eˆtre syme´trique par permutation. Les e´tats de spin doivent donc eˆtre syme´triques lorsque
les e´tats de rotation sont syme´triques (valeurs paires de J), et antisyme´triques lorsque les
e´tats de rotation sont antisyme´triques (valeurs impaires de J). Dans ce cas, la fonction de
partition s’e´crit
qr = (S + 1)(2S + 1)
∑
j=0,2,4,...
(2J + 1) exp
[
− j(j + 1)θr
T
]
+ S(2S + 1)
∑
j=1,3,5,...
(2J + 1) exp
[




Dans le cas d’une mole´cule diatomique de fermions, le proble`me est inverse. La
fonction de partition s’e´crit
qr = S(2S + 1)
∑
j=0,2,4,...
(2J + 1) exp
[
− j(j + 1)θr
T
]
+ (S + 1)(2S + 1)
∑
j=1,3,5,...
(2J + 1) exp
[
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2.3.1.6 cas particulier de l’hydroge`ne et ses isotopes
Comme montre´ pre´ce´demment, les e´tats rotationnels dans les gaz diatomiques existent
sous une forme syme´trique (ou ortho) et une forme antisyme´trique (ou para). Dans le cas
de l’hydroge`ne, ce phe´nome`ne est tre`s marque´, car le moment d’inertie de la mole´cule est
faible (I ≃ 10−48 kg/m2). Les niveaux de rotation sont donc tre`s se´pare´s en e´nergie. Pour
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On voit imme´diatement que ce rapport varie en tempe´rature. Il est de l’ordre de 3 a`
tempe´rature ambiante, mais quand T → 0, seuls les e´tats para sont pre´sents.
Le second effet duˆ au spin dans le cas de l’hydroge`ne est isotopique. En effet, si H2
est une mole´cule de fermions, D2 est une mole´cule de bosons, de spin nucle´aire 1. Dans




(2J + 1) exp
[






(2J + 1) exp
[




et le rapport entre les e´tats ortho et para est donne´ par


















Ainsi, a` tempe´rature ambiante, le rapport ortho/para est de l’ordre de 2.
Nous montrerons par la suite que, si l’inclusion du spin n’a aucune infuence sur
l’e´quation d’e´tat du mate´riau, elle est en revanche importante sur l’entropie, la chaleur
spe´cifique, et notamment sur les courbes de fusion de H2 et D2. En effet, θr ≈ 85 K pour
l’hydroge`ne, et la tempe´rature maximale de la courbe de fusion ne de´passe pas 1000 K.
La limite classique pour les e´tats rotationnels (ie T ≫ θr) n’est donc pas atteinte dans la
phase solide. En dessous de 150 K notamment, les e´tats rotationnels sont a` 100% para.
Il faut garder ce point a` l’esprit dans la mesure ou` les codes de QMD utilise´s dans les
simulations nume´riques pour construire l’e´quation d’e´tat ne sont pas a` meˆme de repro-
duire cet effet de spin nucle´aire, et donc ne montrent pas de diffe´rences de comportement
isotopiques.
2.3.1.7 La partie e´lectronique
Pour la plupart des gaz, le premier e´tat excite´ e´lectronique est se´pare´ de l’e´tat fon-
damental de plusieurs eV. De ce fait, pour des tempe´ratures mode´re´es, les e´tats excite´s
peuvent eˆtre ne´glige´s. Ainsi la fonction de partition e´lectronique s’e´crit






ou` ε0 repre´sente l’e´nergie de l’e´tat fondamental, et g0 sa de´ge´ne´rescense. A quelques
exceptions pre`s, g0 = 1 pour la plupart des gaz.
2.3.1.8 L’e´nergie libre totale
Ainsi, si on traite le mouvement de rotation de manie`re classique (ce qui est le cas
aux tempe´ratures ambiante et supe´rieures), et si on ne´glige les excitations e´lectroniques,
l’e´nergie libre totale du gaz parfait de mole´cules est donne´e par :

























De cette expression de l’e´nergie libre d’un fluide mole´culaire, on peut de´duire fa-
cilement l’e´nergie libre du gaz classique monoatomique ou` les parties rotationnelles et
















puis des gaz ide´aux de protons et d’e´lectrons :
Fid(H









Il est a` noter que les protons et e´lectrons e´tant des fermions, les e´quations d’e´tat de
ces gaz ide´aux devraient eˆtre strictement traite´es par le mode`le de Fermi-Dirac, qui tient
compte du principe d’exclusion de Pauli. Nous pre´senterons ce mode`le plus loin, mais
nous pouvons de´ja` indiquer que, malgre´ le caracte`re fermionique des particules, la limite
haute tempe´rature (ou classique) du mode`le de Fermi-Dirac (kBT ≫ εF ) correspond a`
l’e´quation pre´ce´dente.
2.3.2 Dissociation et ionisation du gaz parfait mole´culaire : vers
le plasma cine´tique
Nous allons de´crire dans cette partie les phe´nome`nes de dissociation et d’ionisa-
tion du gaz parfait mole´culaire, qui apparaissent progressivement lorsque la tempe´rature
augmente. Ils seront toujours de´crits dans l’approximation du gaz ide´al avec des parti-
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cules non interagissantes. Lorsque ces phe´nome`nes ont lieu a` basse densite´ par effet de
tempe´rature, ils nous ame`nent progressivement vers la re´gion 5 du diagramme de phase de
la figure FIG.2.1 qui correspond au gaz ide´al de protons et d’e´lectrons. Nous montrerons
par contre que cette approximation peut aboutir a` des re´sultats non physiques si on reste
dans cette approximation a` de fortes densite´s.
On conside`re une re´action chimique de la forme
C ⇋ A+B (2.47)
On suppose que cette re´action chimique a` lieu a` tempe´rature et a` pression constantes.
Soit nA, nB et nC le nombre d’e´le´ments A,B et C a` l’e´quilibre chimique. Dans un









ou` qA, qB et qC sont les fonctions de partition a` un e´le´ment pour A,B et C. L’e´nergie






− nB ln qBe
nB




La variation δF est donne´e par :
δF
kBT
= −δnA ln qAe
nA
− δnB ln qBe
nB
− δnC ln qCe
nC
. (2.50)




(δnA + δnB) = −δnA = −δnB. (2.51)
Avec la minimisation de l’e´nergie libre (δF = 0) et la condition de conservation du
nombre d’atome, on obtient la loi d’action de masse :







Soit f la fraction de dissociation de l’espe`ce C. f = (nA + nB)/N ou` N = nA +














appele´e e´quation de Saha [6], ou` rs = (3V/4πN)1/3 est le rayon de la sphe`re atomique,
Λ =
√
h2/2πmkBT est la longueur d’onde thermique de De Broglie, Ed l’e´nergie de
dissociation de l’e´le´ment C, et qrve = qrqvqe de´finies pre´ce´demment.
2.3.2.1 Le cas de l’hydroge`ne
Pour l’atome d’hydroge`ne, le proton et l’e´lectron, nous re´duisons leur fonction de
partition a` la partie translationnelle. Pour la mole´cule de H2, nous nous plac¸ons dans
le cas ide´al ou` la tempe´rature est suffisamment e´leve´e pour que les niveaux de rotation
soient traite´s de fac¸on classique, mais suffisamment froid pour que les e´lectrons puissent
eˆtre conside´re´s dans leur e´tat fondamental. Ainsi










avec θr = 85.4 K, θv = 6210 K et ε0 ≃ -4.454 eV. L’approximation classique des niveaux
de rotation est donc valable pour T & 400 K.
La re´action chimique de dissociation de H2 sans ionisation du proton est
H2 ⇋ 2H (2.55)
et la fraction de dissociation α = nH/N est donne´e a` partir de l’e´quation (2.53) par


















avec Ed ≃ 4.454 eV.
La re´action chimique d’ionisation de l’atome d’hydroge`ne est
H ⇋ H+ + e−, (2.57)
et la fraction d’ionisation ε ≡ f est donne´e a` partir de l’e´quation (2.53) par
ε2








avec EI ≃ 13.6 eV. S repre´sente la multiplicite´ des spins nucle´aire et e´lectronique, qui
sont identiques dans cette re´action.
2.3.3 Evolution de la dissociation et de l’ionisation avec la den-
site´
On peut constater sur la figure FIG.2.3 [17] que dans le domaine de faible densite´ ou`
le mode`le du gaz parfait est valable, la dissociation et l’ionisation sont deux phe´nome`nes
distincts, et que leur taux diminue lorsque la densite´ augmente a` tempe´rature constante,
suivant le principe de Le Chatelier [18]. La limite de ce mode`le est que, pour des tre`s fortes
densite´s, quelle que soit la tempe´rature, le taux de dissociation et d’ionisation sont nuls. En
effet, le mode`le du gaz ide´al ne prend pas en compte les interactions entre particules qui,
dans le cas d’un fluide partiellement ionise´, sont a` l’origine de modifications importantes
des caracte´ristiques du syste`me [19] : lorsque la densite´ augmente, le potentiel externe
cre´e´ par les particules environnantes ne peut plus eˆtre conside´re´ comme une perturbation
de l’hamiltonien de l’atome ou de la mole´cule isole´s, et la re´solution du proble`me a` N
corps ne´cessite un traitement variationnel, comme pre´sente´ au chapitre 1. Avec l’augmen-
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FIG. 2.3: Scenario propose´ par le mode`le chimique de Saumon-Chabrier-Van Horn [11,
20] pour l’e´volution de la dissociation et de l’ionisation en fonction de la densite´. rs
repre´sente le rayon de la sphe`re ionique, exprime´ en bohr [17].
tation de la densite´ au dela` du domaine de validite´ de l’e´quation de Saha, on observe ainsi
un de´placement des niveaux d’e´nergie interne qui implique qu’a` des densite´s extreˆmes (rs
= 1, soit ρ ≈ 2.69 g/cm3), l’hydroge`ne devient me´tallique meˆme a` tempe´rature nulle [13].
La question en suspens est de savoir si, a` des densite´s interme´diaires entre le gaz ide´al ou
faiblement perturbe´ (rs . 6.5), et rs = 1, la tempe´rature d’ionisation diminue avec la den-
site´, et a` partir de quelle densite´ l’ionisation et la dissociation interviennent de manie`re
simultane´e (voir encadre´ de la figure FIG.2.3 [17]). Une telle transition de phase pour-
rait induire des variations abruptes de tempe´rature et de pression si cette transition est du
premier ordre (on parle de « Plasma Phase Transition » ou PPT). La plupart des mode`les
chimiques ont mis en e´vidence l’existence d’une telle transition, mais sa localisation dans
le diagramme P (T ) est fortement de´pendante du mode`le chimique utilise´ (voir figure
FIG.2.4). Cette divergence entre les mode`les chimiques dans la pre´diction de la PPT est
un des e´le´ments qui motive notre de´marche d’utiliser des me´thodes de calculs ab initio
pour aller au dela` des approximations de ces mode`les sur les interactions entre espe`ces.
2.3.4 La phase plasma
Un plasma d’hydroge`ne correspond a` un me´lange d’e´lectrons et de protons en in-
teraction. Son e´nergie libre peut s’e´crire sous une forme semblable a` l’e´quation (2.24)
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FIG. 2.4: Diffe´rentes pre´dictions de la PPT par les mode`les chimiques : SC [12, 13],
RK [21], MH [22], ER [23], SBT [24], RRN [25], BEF [26], MCPB [27]
comme :
F = Fid(H+) + Fid(e−) + Fex, (2.59)
Fid repre´sente la partie ide´ale des gaz d’e´lectrons et de protons, Fex repre´sente les inter-
actions ions-ions (ii), ions-e´lectrons(ie), et e´lectrons-e´lectrons(ee).









pour les e´lectrons non de´ge´ne´re´s (2.61)
ou`











repre´sentent respectivement les rayons des sphe`res ionique et e´lectronique, ni et ne e´tant
les densite´s moyennes ionique et e´lectronique, et Z le degre´ d’ionisation du plasma (dans
le cas d’un plasma partiellement ionise´, on parle plutoˆt de Z∗). Il faut pre´ciser ici que,
bien que cette notion soit largement utilise´e dans le domaine des plasmas, l’ionisation
n’est pas de´finie dans le cadre de la DFT, dans la mesure ou` aucune observable ne peut
lui eˆtre associe´e. Elle est un artefact ne´cessaire aux mode`les d’e´quation d’e´tat qui existent
pour les plasmas. Les parame`tres de couplage correspondent au rapport entre l’e´nergie
d’interaction coulombienne entre deux espe`ces et l’e´nergie cine´tique moyenne. Dans le
cas ou` Γii,ee ≪ 1, on parle de plasma faiblement couple´, et dans le cas ou` Γii,ee ≫ 1,
on parle de plasma fortement couple´. Il est a` noter que dans le cas particulier du plasma
d’hydroge`ne, ni = ne = n, ai = ae = a et Γii = Γee = Γ.
2.3.4.1 la partie ide´ale : Le gaz parfait de fermions
Le cas du gaz parfait de fermions (ici les protons et les e´lectrons) est une refor-
mulation quantique du mode`le de gaz parfait pre´sente´ pre´ce´demment. En effet, chaque
e´tat monoparticulaire ne peut pas eˆtre occupe´ par plus d’une particule (a` cause du prin-
cipe d’exclusion de Pauli), si on ne tient pas compte du spin. La statistique de Maxwell-
Boltzmann doit donc eˆtre remplace´e par la statistique de Fermi-Dirac.









ou` nj repre´sentent le nombre de particules dans les e´tats j, µ repre´sente le potentiel chi-
mique, et εj repre´sentent les e´nergies des e´tats j. Dans un gaz de fermions, il n’y a au
maximum qu’une particule dans un e´tat donne´. De ce fait, la fonction de partition grand
canonique devient :








On de´finit l’e´nergie libre F , le nombre de particules N , l’e´nergie interne E et la
pression P comme :
F = −kBT lnZ = −kBT
∑
j
































ln[1 + e(µ−εj)/kBT ], (2.69)
et le nombre d’occupation moyen du niveau j, aussi appele´ distribution de Fermi-Dirac,




















Si on conside`re que la distribution des e´tats d’e´nergie est presque continue, on peut
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ou` G est le parame`tre de de´ge´ne´rescence (e´gal a` 2 pour les e´lectrons). En remplac¸ant
les sommations discre`tes par des inte´grales dans les expressions de l’e´nergie libre, de























appele´es inte´grales de Fermi.
La distribution de Fermi-Dirac





ou` F (ε) repre´sente l’occupation moyenne du niveau d’e´nergie ε. A T = 0, µ = εF
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appele´e e´nergie de Fermi. Tous les e´tats en dessous du niveau de Fermi sont occupe´s et
tous les niveaux au dessus sont vides. N devient alors :



























Ainsi, dans l’espace re´ciproque, kF repre´sente une sphe`re, dite sphe`re de Fermi,





























On peut ainsi reformuler les conditions de de´ge´ne´rescence du gaz de fermions : pour
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kBT ≪ εF0 , les effets quantiques sont dominants, alors que pour kBT ≫ εF0 , le gaz
peut eˆtre conside´re´ comme classique.
Nous avons indique´ en introduction de cette partie que le gaz ide´al de protons est
de´crit par la statistique de Maxwell-Boltzmann. Le proton e´tant un fermion, le gaz ide´al de
protons devrait eˆtre en principe de´crit par l’e´quation d’e´tat de Fermi-Dirac. Ne´anmoins,
comme la masse du proton est environ 2000 fois plus e´leve´ que la masse de l’e´lectron,
l’e´nergie de fermi du proton est beaucoup plus basse que celle de l’e´lectron (εF (H+) ≈
εF (e
−)/2000). Ainsi, excepte´ pour des tempe´ratures extreˆmement basses ou des den-
site´s extreˆmement e´leve´es, que l’on peut rencontrer dans les naines blanches, les e´toiles
a` neutrons, ou le coeur des supernovas [28, 29], le gaz ide´al de protons est ge´ne´ralement
conside´re´ comme non de´ge´ne´re´ dans les domaines ou` le gaz d’e´lectrons est de´ge´ne´re´.
2.3.5 Vers une prise en compte des effets a` N corps dans le
plasma
2.3.5.1 L’e´quation d’e´tat de Debye-Hu¨ckel
L’e´quation d’e´tat de Debye-Hu¨ckel [30, 31] est une e´quation d’e´tat applicable aux
plasmas faiblement couple´s, c’est a` dire des plasmas pour lesquels les interactions cou-
lombiennes entres les particules sont faibles par rapport a` l’e´nergie cine´tique. La condi-
tion de validite´ du mode`le de Debye-Hu¨ckel peut se re´sumer a` Γii,ee ≪ 1. L’e´cart entre
ce mode`le et celui des gaz parfaits consiste en la prise en compte de ces interactions cou-
lombiennes.
On conside`re un plasma consitue´ de i espe`ces chimiques de charge Zie, et de densite´
moyenne ni. Dans les limites des faibles densite´s et des hautes tempe´ratures, l’e´nergie
cine´tique des particules est beaucoup plus e´leve´e que leur e´nergie d’interaction et les effets
de corre´lation peuvent eˆtre traite´s comme une perturbation par rapport au comportement
du gaz parfait. Dans ces conditions, l’e´nergie cine´tique des e´lectrons est tre`s largement
supe´rieure a` la tempe´rature de Fermi du syste`me, ils peuvent de ce fait eˆtre assimile´s
a` des particules classiques et suivre la statistique de Maxwell-Boltzmann. La pre´sence
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de particules autour d’une charge de re´fe´rence Zi modifie le potentiel coulombien et la
densite´ ni(r) des particules perturbatrices peut eˆtre obtenue par la statistique de Maxwell-
Boltzmann en pre´sence du champ moyen re´sultant Φ(r) par
ni(r) = nie
−ZieΦ(r)/kBT ≈ ni(1− ZieΦ(r)
kBT
+ ...), (2.89)
la line´arisation e´tant justifie´e par le fait que l’e´nergie potentielle reste faible par rapport
a` la tempe´rature. L’e´quation de Poisson et la neutralite´ du milieu (∑
i
niZi = 0) nous
donnent :

















C’est un potentiel central e´crante´ (de type Yukawa) ou` la longueur d’e´crantage est la










Le mode`le de Debye-Hu¨ckel pre´sente une formulation tre`s simple du potentiel mais
implique que le nombre de particules dans la sphe`re de Debye soit grand, soit λD ≫ a
distance interparticulaire moyenne. Ainsi, le potentiel avec e´cran peut eˆtre de´veloppe´ au







Le premier terme est le potentiel coulombien de la charge Zi elle-meˆme, le second
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repre´sente l’interaction de cette charge avec toutes les autres charges du milieu. L’e´nergie





















































et l’e´nergie libre totale dans le mode`le de Debye-Hu¨ckel est :
F = Fid + F
C , (2.98)
ou` Fid repre´sente la somme des e´nergies libres des gaz ide´aux de toutes les espe`ces chi-
miques en pre´sence.
Dans le cas d’un plasma d’hydroge`ne, on peut exprimer l’e´nergie interne coulom-
bienne en fonction du parame`tre Γ comme :
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On peut montrer [32] que, si l’e´nergie d’interaction ions-e´lectrons est tre`s faible devant
l’e´nergie de Fermi ( e2a ≪ kBTF ), alors on peut se´parer les interactions coulombiennes





















L’e´quation d’e´tat de Debye-Hu¨ckel est ainsi une limite que doivent atteindre tous les
mode`les de plasmas ionise´s de`s que le parame`tre de couplage devient faible.
2.3.5.2 Au dela` de la limite du couplage faible : le mode`le de Chabrier et
Potekhin
Les plasmas fortement corre´le´s (ie Γ ≫ 1) se rencontrent a` des densite´s tre`s fortes
et/ou des tempe´ratures tre`s basses. Ainsi, pour des densite´s extreˆmes, que l’on peut ren-
contrer par exemple dans le coeur des naines blanches [28, 29], les ions constituent un
fluide coulombien entoure´ d’un fond rigide d’e´lectrons de´ge´ne´re´s. Un tel milieu peut eˆtre
correctement de´crit par le mode`le du plasma a` une composante (One Component Plasma
ou OCP), dont les proprie´te´s thermodynamiques sont bien connues [33–39]. Mais l’ap-
proximation du fond rigide n’est valable que dans un domaine tre`s limite´. Dans la plupart
des cas, le gaz d’e´lectrons est polarise´ par la distribution de charges ioniques et les pro-
prie´te´s du plasma sont modifie´es par la re´ponse du fluide e´lectronique a` cette distribution
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de charge. Pour autant, tant que l’interaction ions-e´lectrons est faible devant la contri-
bution cine´tique des e´lectrons (soit e2/ae ≪ εF ), cette interaction peut eˆtre de´crite par
la the´orie line´aire de l’e´crantage. Dans ce cas, l’e´nergie libre d’exce`s du plasma peut
s’e´crire :
Fex = Fee + Fii + Fie. (2.105)
Le mode`le de plasmas comple`tement ionise´s (EIP) de Chabrier et Potekhin [7, 8] se
situe dans cette approximation, et propose des expressions analytiques pre´cises pour les
trois composantes de l’e´nergie libre d’exce`s de l’e´quation (2.105), pour des parame`tres
de couplage allant de la valeur de cristallisation (Γ ≈ 180) du plasma jusqu’a` la limite
de Debye-Hu¨ckel. Ces expressions analytiques sont ajuste´es sur les calculs hypernetted-
chain (HNC) et Monte Carlo les plus re´cents [39]. Dans ce mode`le, les termes Fee et Fii
sont respectivement de´crits par le mode`le IIT [36] et par le mode`le OCP que nous al-
lons pre´senter. Ces deux mode`les serviront par la suite de support a` notre forme d’e´nergie
libre ab initio. Nous passerons sur la forme analytique de Fie car cette interaction sera
incluse de manie`re implicite dans notre mode`le. En effet, comme nous l’avons indique´
pre´ce´demment, la de´composition de l’e´quation (2.105) provient de l’approximation line´aire
de l’e´crantage e´lectronique qui est de moins en moins pertinente lorsque la densite´ dimi-
nue [40].
Le cas des e´lectrons
Dans le mode`le de Fermi-Dirac, les interactions entre e´lectrons (le terme Fee) sont
absentes. Le mode`le de Debye-Hu¨ckel prend en compte les interactions coulombiennes
entre e´lectrons, mais dans la mesure ou` elles restent tre`s faibles devant l’e´nergie cine´tique.
D’autres mode`les ont e´te´ de´veloppe´s par la suite pour prendre en compte les interactions
a` toute tempe´rature et densite´.
Ainsi le mode`le du gaz ide´al d’e´lectrons a e´te´ initialement ame´liore´ par Thomas
(1927) [41] et Fermi (1928) [42]. Leur formalisme se base sur la statistique de Fermi-
Dirac applique´e a` un gaz d’e´lectrons sousmis a` l’action d’un potentiel externe φ(r) qui
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tient compte du champ cre´e´ par le noyau, mais aussi de tous les effets d’e´crantage des
particules entre elles. La restriction majeure de ce mode`le est que ce potentiel doit varier
lentement sur une distance e´quivalente a` la longueur d’onde de De Broglie de l’e´lectron de
telle manie`re qu’un grand nombre d’e´lectrons soient contenus dans un domaine ou` φ(r)
varie peu. Ainsi, cette approche quasi-classique souffre de de´fauts majeurs :







et donc diverge au voisinage de l’origine ;
– la the´orie ne peut reproduire les e´tats lie´s mole´culaires, elle est donc a priori fausse
a` basse tempe´rature ;
– il n’y a aucun effet des couches quantiques dus aux e´lectrons lie´s sur la densite´.
Cette approche constitue ne´anmoins la limite que doivent atteindre les calculs ab ini-
tio lorsque la densite´ est suffisamment e´leve´e [43].
Plusieurs mode`les plus complets ont e´te´ de´veloppe´s ensuite. Le mode`le de Thomas-
Fermi-Dirac (TFD) [44] a inclu dans l’e´nergie e´lectrostatique une e´nergie d’e´change a`
tempe´rature nulle, permettant de tenir compte du caracte`re antisyme´trique des fonctions
d’ondes e´lectroniques. L’e´nergie de corre´lation a` tempe´rature nulle dans le gaz homoge`ne
d’e´lectrons a e´te´ initialement parame´tre´e par Perdew et Zunger [45]. La prise en compte
de la tempe´rature dans la fonctionnelle d’e´change et de corre´lation ainsi de´finie conduit
a` un comportement non physique de la chaleur spe´cifique [46]. Perrot [47] a propose´
une formule empirique du terme d’e´change et de corre´lation pour le gaz d’e´lectrons ho-
moge`ne qui permet de lever ce comportement. Cette formule permet de retrouver les
re´sultats exacts de l’e´nergie d’e´change a` T = 0 et T → ∞, mais reste arbitraire pour les
tempe´ratures interme´diaires. Le mode`le le plus pre´cis existant a` l’heure actuelle est ce-
lui de Ichimaru, Iyetomi et Tanaka (IIT) [36], qui retrouve les divers re´sultats nume´riques
disponibles dans la litte´rature, aux barres d’erreur pre`s [48–50]. Une description comple`te
des e´quations de ce mode`le sera donne´e en annexe A.
Le cas des ions : le mode`le One Component Plasma - OCP
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Le mode`le OCP est le mode`le de re´fe´rence pour de´crire les proprie´te´s des plasmas
comple`tement ionise´s et de´ge´ne´re´s a` tre`s forte densite´. Dans ce mode`le, seuls les ions
sont conside´re´s comme e´tant en interaction, les e´lectrons constituent un fond uniforme
neutralisant conside´re´ comme rigide, car on se place dans le cas ou` ils sont totalement
de´ge´ne´re´s (Te ≪ TF ). On fait e´galement l’hypothe`se que l’e´tat de charge des ions est fixe
quelles que soient les conditions thermodynamiques. Ce n’est bien suˆr pas toujours le cas,
mais on cherche d’abord a` avoir un mode`le simple qui se limite aux plasmas tre`s denses :
naines blanches, hautes pressions ge´ne´re´es par lasers,etc...
Dans le cas d’un plasma d’hydroge`ne, les proprie´te´s thermodynamiques de ce plasma
ne de´pendent que du parame`tre de couplage Γ. L’e´nergie potentielle totale du syste`me
coulombien forme´ de N ions et de N e´lectrons s’e´crit :














|Ri − Rj | (2.107)






|Ri − r|dr (2.108)








est l’e´nergie d’interaction entre les e´lectrons.
L’e´nergie cine´tique est donne´e par :
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et l’hamiltonien total du syste`me est
HN = KN + UN . (2.111)
En se´parant dans l’hamiltonien les parties cine´tique et potentielle, la fonction de




GN (V, T ), (2.112)
ou` Λ est la longueur d’onde de de Broglie de´finie par
Λ = (2π~2/mikBT )
1/2, (2.113)
et




− βUN (rN )
]
drN (2.114)
est appele´e inte´grale de configuration. On peut re´e´crire la fonction de partition (2.112)








Dans ces conditions, l’e´nergie libre peut eˆtre se´pare´e entre partie ide´ale et e´nergie
libre dite « d’exce`s »
f = F/NkBT = f








ou` la partie dite en exce`s contient toutes les interactions entre les particules.
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Dans le mode`le OCP, l’e´nergie libre F ex ≡ Fii et toutes les quantite´s thermodyna-
miques de´rive´es sont entie`rement de´finies a` partir de fonctions de´pendant du parame`tre
de couplage Γ. En effet, UN fait intervenir des termes de la forme exp(−β(Ze)2/r), que
l’on peut re´e´crire sous la forme exp(−βΓa/r). On montre ainsi que, pour un nombre










= fii(ni, β) = fii(Γ). (2.117)
De nombreux calculs de fii(Γ) dans le cadre de l’OCP ont e´te´ re´alise´s nume´riquement
par des me´thodes Monte-Carlo, les re´sultats les plus pre´cis entre 1 ≤ Γ ≤ 190 e´tant dus
a` J.M.Caillol [51]. Dewitt, Slattery et Chabrier [39] ont propose´ un fit analytique repro-
duisant avec pre´cision la plupart des re´sultats nume´riques MC entre 1 ≤ Γ ≤ 160, de la
forme :
uii = Eii/NkBT = aΓ + bΓ
s + c (2.118)
avec a = −0.899126, b= 0.60712, c = −0.27998 et s = 0.321308.
A partir de l’expression de l’e´nergie interne, on peut remonter a` l’e´nergie libre par
inte´gration sur Γ :











bΓs + c ln Γ + d, (2.119)
ou` d est obtenu a` partir de la valeur de l’e´nergie libre pour Γ = 1.
Lorsque la tempe´rature devient assez basse et/ou la densite´ plus e´leve´e, la phase cris-
talline devient plus stable que la phase fluide. Celle-ci a e´te´ aussi e´tudie´e dans le cadre de
l’OCP, et la formulation la plus pre´cise de son e´nergie libre a e´te´ donne´e par Chabrier et
Potekhin [8]. Nous ne donnons pas ici le de´tail de cette formulation car la cristallisation
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de l’OCP apparaıˆt a` des densite´s beaucoup plus e´leve´es que celles correspondant a` notre
domaine d’e´tude.
En astrophysique, le mode`le OCP est le mode`le ade´quat pour de´crire l’inte´rieur des
naines blanches constitue´ de plasma de carbone (ρ ≈ 106−107 g/cm3, T ≈ 106−107 K,
TF ≈ 1010 − 1011 K), dont la courbe de fusion OCP se situe autour de Γ ≈ 180. Cela`
a permis de mettre en e´vidence un phe´nome`ne physique important, la cristallisation du
coeur des naines blanches au cours de leur e´volution [28, 29].
2.3.6 Les densite´s interme´diaires : de la ne´cessite´ des me´thodes
ab initio
Pour re´sumer l’ensemble des mode`les qui ont e´te´ pre´sente´s pre´ce´demment pour la
phase fluide, l’e´nergie libre de l’hydroge`ne peut s’e´crire de manie`re ge´ne´rale comme la
somme des e´nergies libres ide´ales de chaque espe`ce, plus l’e´nergie libre d’interaction
entre chaque espe`ce. A tre`s faible densite´ et/ou tre`s haute tempe´rature, ces interactions
peuvent eˆtre ne´glige´es et on se trouve en pre´sente d’un me´lange de gaz ide´aux. A tre`s
haute densite´, et quelle que soit la tempe´rature, le plasma d’hydroge`ne est tre`s bien de´crit
par le mode`le de Chabrier et Potekhin [7, 8], qui prend en compte toutes les interactions
entre particules. Toute la difficulte´ consiste a` donner une description de l’hydroge`ne a` des
densite´s interme´diaires aux domaines de validite´ de ces deux mode`les limite, c’est a` dire
de calculer le terme Fconf de l’e´quation (2.23) quand toutes les espe`ces chimiques sont
pre´sentes et que leurs interactions mutuelles ne sont pas ne´gligeables.
Il est de´ja` difficile de de´terminer quantitativement les limites de validite´ du gaz par-
fait et du mode`le de plasma ionise´ de Chabrier et Potekhin, c’est a` dire d’une part la den-
site´ au dessus de laquelle la dissociation des mole´cules et l’ionisation des atomes ne suit
plus la loi de Saha, et d’autre part la densite´ en dessous de laquelle les interactions ions-
e´lectrons dans le plasma ne peuvent plus eˆtre traite´es comme des perturbations de l’Ha-
miltonien. Seuls des calculs traitant explicitement les interactions a` N corps de manie`re
exacte, ou quasi-exacte, de type Monte carlo ou de dynamique mole´culaire quantique,
permettent de re´pondre a` cette question. Nous verrons dans la partie 7.1 que Kohanoff et
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Hansen [40] ont apporte´ un e´le´ment de re´ponse a` ce dernier point.
Dans le chapitre suivant, nous allons ainsi pre´senter l’ensemble des calculs ab initio
que nous avons re´alise´s dans le domaine de la WDM pour faire le lien entre les phases
mole´culaire et plasma de l’hydroge`ne, a priori bien de´crites par les mode`les existants.
Nous pre´ciserons l’e´tendue de ce domaine, et montrerons que nous pouvons utiliser une
forme ge´ne´rique d’e´nergie libre pour ajuster l’ensemble de ces calculs, ce qui nous per-
mettra de retrouver les limites des mode`les physiques pre´sente´s dans ce chapitre.
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Dans les anne´es passe´es, graˆce a` l’utilisation de supers calculateurs, l’e´quation d’e´tat
de nombreux syste`mes a pu eˆtre calcule´e avec pre´cision a` partir des premiers principes
[1–3]. La me´thode ab initio pourrait donc permettre de construire une e´quation d’e´tat
fiable de l’hydroge`ne sur un large domaine thermodynamique, au dela` de ce que peuvent
atteindre les me´thodes expe´rimentales. Les simulations nume´riques base´es sur la DFT ou
la me´thode Monte-Carlo quantique (QMC) ont de´ja` e´te´ utilise´es dans ce cadre [4–12].
Comme nous l’avons montre´ dans le chapitre 1, ces deux me´thodes sont particulie`rement
efficaces sur des domaines thermodynamiques comple´mentaires, permettant de de´crire
l’ensemble du diagramme de phase de l’hydroge`ne. Les simulations QMC, pre´cises a`
hautes tempe´ratures ou` l’hydroge`ne dense est dissocie´, ont du mal a` converger a` basse
tempe´rature, dans le domaine mole´culaire. Au contraire, la dynamique mole´culaire quan-
tique (QMD), qui est base´e sur une approximation plus forte que la me´thode QMC a`
cause de l’approximation de l’e´change-corre´lation, reste ne´anmoins plus efficace a` basse
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tempe´rature. Elle est cependant limite´e a` haute tempe´rature par la forte augmentation
du nombre d’e´tats e´lectroniques qui doivent eˆtre pris en compte dans le calcul. Les do-
maines de validite´ respectifs des me´thodes QMD et QMC ont re´cemment e´te´ e´tudie´s
dans le cas particulier de l’hydroge`ne [12, 13]. De ce fait, en utilisant ces deux me´thodes
comple´mentaires, une table d’e´quation d’e´tat de l’hydroge`ne peut eˆtre ge´ne´re´e, allant du
solide mole´culaire au plasma dense.
L’objet de ce chapitre est de construire une e´quation d’e´tat multi-phase de l’hy-
droge`ne, thermodynamiquement cohe´rente, et ajuste´e sur une large grille de donne´es ab
initio. Comme nous allons le de´velopper par la suite, ceci a e´te´ obtenu en trois e´tapes.
En premier lieu, nous avons effectue´ de nombreux calculs ab initio a` partir de la DFT
pour disposer d’un ensemble de points couvrant le domaine thermodynamique e´tudie´. Ces
donne´es figurent en Annexe B. Nous avons apporte´ une attention particulie`re sur la conver-
gence de ces calculs et sur les incertitudes nume´riques. En principe, la seule approxima-
tion de la DFT re´side dans le choix de la fonctionnelle d’e´change et de corre´lation. Nous
avons choisi l’approximation du gradient ge´ne´ralise´ (GGA) car elle donne le meilleur
accord possible avec les points expe´rimentaux de l’e´quation d’e´tat dans le solide. Dans
la partie fluide, de nombreux calculs ont de´ja` e´te´ re´alise´s et publie´s, aussi bien a` partir
de la DFT que de la me´thode QMC. Nous avons utilise´ et comple´te´ ces re´sultats avec
nos propres simulations, en portant un effort particulier sur le domaine thermodynamique
ou` intervient la dissociation de l’hydroge`ne. Dans la phase solide, les calculs DFT de la
courbe froide et des spectres de phonons ont e´te´ effectue´s sur plusieurs structures.
Dans un deuxie`me temps, en suivant l’approche chimique, nous avons utilise´ les
mode`les physiques pre´sente´s dans le chapitre 2 pour ajuster nos calculs ab initio. Dans la
phase solide, nous avons adapte´ le double mode`le de Debye utilise´ par Correa et al [3]
pour leur e´quation d’e´tat du carbone. Dans la phase fluide, nous avons combine´ une forme
d’e´nergie libre OCP et la loi d’action de masse pour de´crire la dissociation et l’ioni-
sation progressives de l’hydroge`ne. Des corrections quantiques sont ajoute´es pour tenir
compte de l’importante e´nergie de point ze´ro de l’hydroge`ne a` basse tempe´rature. Ces pa-
rame´trisations base´es sur des mode`les physiques nous permettent de calculer l’entropie du
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mate´riau. Enfin, l’e´quation d’e´tat ainsi obtenue est compare´e aux donne´es expe´rimentales
disponibles.
3.1 Approche ge´ne´rale
L’e´quation d’e´tat de l’hydroge`ne est obtenue en calculant l’e´nergie libre du syste`me
pour diffe´rents volumes par la me´thode ab initio, base´e sur la the´orie de la fonctionnelle
de densite´ [14], en utilisant le code de calcul ABINIT [15].
Nous supposons par la suite que l’e´nergie libre, quelle que soit la phase conside´re´e,
se de´compose comme suit :
F (V, T ) = F0(V ) + Fe(V, T ) + Fi(V, T ). (3.1)
F0(V ) repre´sente l’e´nergie du syste`me a` T = 0 K pour un volume donne´, c’est a` dire
l’e´nergie de l’e´tat fondamental pour des positions atomiques fixe´es. Fi(V, T ) et Fe(V, T )
repre´sentent respectivement les e´nergies libres ionique et e´lectronique a` la tempe´rature
finie. Cette de´composition implique la prise en compte de l’approximation de Born-
Oppenheimer : on conside`re que le mouvement des e´lectrons est beaucoup plus rapide
que celui des ions, et que les positions atomiques sont donc fixe´es quand on calcule la
structure e´lectronique du syste`me. On ne´glige de ce fait toute interaction e´lectron-phonon.
Nous avons compare´ les calculs de structure e´lectronique re´alise´s avec les approxi-
mations de la densite´ locale (LDA) de Ceperley et Alder [16] et du gradient ge´ne´ralise´
(GGA) de Perdew-Burke-Ernzerhof [17]. Le potentiel d’interaction des e´lectrons de va-
lence avec le “coeur gele´”, qui se re´duit dans le cas de l’hydroge`ne au potentiel d’in-
teraction coulombienne des e´lectrons avec le noyau, est approxime´ par l’utilisation d’un
pseudo-potentiel a` norme conserve´e Trouiller-Martins [18].
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3.2 L’equation d’e´tat en phase solide
3.2.1 La structure cristalline
Comme on peut le voir sur la figure FIG.3.1, a` faible tempe´rature, l’hydroge`ne
mole´culaire posse`de 3 phases cristallines distinctes dans un domaine de pression allant
jusqu’a`, au moins, 300 GPa [19–21]. La nature cristalline de la phase I pre´sente aux plus
fortes tempe´ratures a e´te´ de´termine´e expe´rimentalement par des expe´riences de diffraction
de neutrons [22] et de rayons X [23]. Note´e m-hcp, elle est constitue´e d’un re´seau hexa-
gonal compact sur les sites duquel sont situe´s les centres des mole´cules [24]. L’absence de
modes optiquement actifs dans cette phase s’explique par la libre rotation des mole´cules
autour des sites entraıˆnant une distribution sphe´rique de la densite´ e´lectronique. L’appa-
rition de bandes d’absorption infra-rouges dans les phases II et III pre´sentes a` plus basse
tempe´rature permet de penser que les axes des mole´cules de H2 prennent des directions
de´termine´es. La question de la nature de ces structures cristallines reste cependant en sus-
pens [25]. De nombreux travaux the´oriques ont e´te´ re´alise´s pour tenter de pre´dire quelles
seraient les structures les plus probables en phase II et III, soit par des me´thodes ab initio
de calcul de structure e´lectronique, soit par la me´thode Monte Carlo quantique. Nous ne
proposons pas ici de poursuivre dans cette voie pour trouver les structures des phases II et
III, mais nous montrerons que l’e´quation d’e´tat de l’hydroge`ne est en fait tre`s peu sensible
a` cette inde´termination dans la structure cristalline.
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FIG. 3.1: Diagramme de phase de l’hydroge`ne dans le domaine du me´gabar, obtenu par
mesures Raman et infrarouge [24, 26, 27]. Les points repre´sente´s par des diamants et
triangles blancs sont issus de l’article Ref. [28].
Nous avons choisi de comparer les e´quations d’e´tat obtenues a` partir de structures choisies
arbitrairement parmi celles propose´es dans la litte´rature (voir figure FIG.3.2) :
1. la structure hexagonale m-hcp a` 4 atomes par maille, hexagonale compacte comme
la phase I mais avec une orientation des mole´cules fixe, paralle`le a` l’axe c ;
2. la structure orthorombique Pca21 a` 8 atomes par maille, pre´dite comme la plus
probable en phase II [29–33], et la seule qui soit dynamiquement stable [34] ;
3. la structure me´tastable fcc Pa3 a` 8 atomes par maille, observe´e en phase II dans
l’ortho-D2 et le para-H2 purs [35] ;
4. la structure orthorombique Cmca a` 4 atomes par maille en phase III, e´tudie´e d’abord
par Johnson et Ashcroft [36] puis plus re´cemment par Pickard et Needs [4].
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FIG. 3.2: Sche´mas des structures e´tudie´es. Les fleˆches indiquent la direction des axes
des mole´cules dont l’angle avec l’axe z est infe´rieur a` 90 ˚ . Dans la structure m-hcp, les
mole´cules sont paralle`les a` l’axe z (l’angle polaire θ = 0 ˚ ). La structure Pca21 est de´duite
de la m-hcp en imposant θ = 55 ˚ et l’angle azimuthal φ = 43.5 ˚ . La structure Cmca est
de´duite de la m-hcp en imposant θ = 55 ˚ et en de´plac¸ant une mole´cule le long de l’axe y.
Dans la structure Pa3, les mole´cules sont oriente´es selon les diagonales de la cellule.
3.2.2 Les courbes froides
Suivant la de´composition de l’e´quation (3.1), la premie`re e´tape consiste a` calculer,
pour chacune des structure cite´es ci-dessus, sur une large gamme de volumes, la pres-
sion a` T=0 (dite pression froide) correspondant a` la pression e´lectronique dans un cristal
d’hydroge`ne ou` les atomes sont fixe´s sur leur position d’e´quilibre. Pour cela`, les calculs
de structure e´lectronique sont re´alise´s en relaxant la ge´ome´trie et les positions ioniques a`
chaque point de volume, pour chaque structure. La pression est directement calcule´e par
l’application du the´ore`me du viriel dans la cellule e´le´mentaire. Ces calculs sont re´alise´s
avec les grilles d’ondes planes et les e´nergies de coupure indique´es dans le tableau TAB.
3.1. Le rayon de coupure du pseudo-potentiel Trouiller-Martins a e´te´ choisi e´gal a` 0.6
bohr. Ces parame`tres nous permettent d’obtenir une convergence de la pression a` 10−1
GPa.
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Structures ngkpt ecut(Ry)
Pa3 LDA 63 460
Pa3 GGA 113 480
Pca21 GGA 133 460
m-hcp GGA 73 420
Cmca GGA 143 480
TAB. 3.1: Energie de coupure et grille de points k pour les diffe´rentes structures de l’hy-
droge`ne.
Les re´sultats sont enfin interpole´s par une e´quation d’e´tat de Vinet [37] en e´nergie
E0(X) = E0(0)+
4V0K0
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Nous calculons ainsi le volume d’e´quilibre V0, le module de compressibilite´ K0 et
sa de´rive´e K ′0 pour chaque structure. Les re´sultats sont reporte´s dans le tableau TAB.3.2.
Cette e´quation analytique ajuste les points calcule´s avec une pre´cision moyenne supe´rieure
a` 2.2% pour toutes les structures sur une gamme de pression allant de 0 a` 500 GPa.
Nous comparons d’abord les parame`tres calcule´s pour les diffe´rentes structures sans
tenir compte de l’e´nergie de point ze´ro. En effet, d’apre`s la de´composition de l’e´nergie
libre (equation (3.1)) que nous avons pose´, nous ne devons pas tenir compte de l’e´nergie
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Sans l’e´nergie de point ze´ro Avec l’e´nergie de point ze´ro
E0(0) V0 K0 K
′
0 Pre´cision V0 K0 K′0 Pre´cision
Pa3 LDA -15.534 10.98 2.10 6.04 0.4% 16.71 0.41 6.94 0.3%
Pa3 GGA -15.884 19.24 0.22 7.29 0.5% 22.95 0.136 7.42 0.5%
Pca21 GGA -15.878 20.92 0.17 7.34 1.1% 23.29 0.145 7.25 0.6%
m-hcp GGA -15.882 19.85 0.16 6.81 1.2% - - - -
Cmca GGA -15.680 39.59 0.0047 9.60 2.2% - - - -
TAB. 3.2: Parame`tres V0, K0 et K ′0 pour les diffe´rentes structures de l’hydroge`ne, avec
et sans prise en compte de l’e´nergie de point ze´ro. E0(0) est en eV/atome, V0 est en
cm3/mole, K0 est en GPa.
de point ze´ro dans le calcul des courbes froides car cette e´nergie est prise en compte dans
la contribution thermique ionique. Les re´sultats obtenus a` partir des structures Pa3, Pca21
et m-hcp dans l’approximation GGA sont tre`s comparables. Par contre, nous observons
un e´cart important entre ces trois structures et la structure Pa3 dans l’approximation LDA
d’une part, et la structure Cmca dans l’approximation GGA d’autre part. Si l’e´cart avec la
Pa3 en LDA est clairement duˆ a` la fonctionnelle d’e´change et de corre´lation, l’e´cart avec
la Cmca s’explique par la difficulte´ de relaxer la cellule autour du volume d’e´quilibre. En
effet la structure Cmca est a priori favorable e´nerge´tiquement en phase III, soit au dela` de
150 GPa, alors que les autres structures sont favorise´es en dessous de cette pression. On
se limitera donc par la suite a` comparer les structures dans le domaine thermodynamique
de la phase II (P≤150-200 GPa) et on exclura la Cmca de cette comparaison. Les courbes
froides ainsi calcule´es sont reporte´es sur la figure FIG.3.3, et montrent une faible disper-
sion des re´sultats par rapport a` la structure (≤ 5%), et une plus forte dispersion due a` la
fonctionnelle d’e´change et de corre´lation. Au dessous de 200 GPa, pour des structures et
densite´s identiques, la pression calcule´e avec l’approximation LDA est toujours infe´rieure
a` celle calcule´e avec l’approximation GGA.
Les volumes d’e´quilibre V0 calcule´s sans prise en compte de l’e´nergie de point ze´ro
sont nettement diffe´rents du volume d’e´quilibre expe´rimental e´gal a` 23.00 cm3/mol [38].
L’importance du ZPM (Zero Point Motion) dans le calcul des e´nergies et la de´termination
des structures cristallines de l’hydroge`ne a en effet e´te´ de´montre´e par le passe´ [39, 40].
Ainsi, si on tient compte de l’e´nergie de point ze´ro, on retrouve un volume d’e´quilibre
calcule´ qui surestime de 1.3% le volume expe´rimental pour la structure Pca21 et le sures-
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FIG. 3.3: Courbes froides ajuste´es par l’e´quation de Vinet dans le domaine thermodyna-
mique de la phase II.
time de 0.2% pour la structure Pa3, dans l’approximation GGA. Meˆme s’il est e´tabli que
l’utilisation de la DFT-GGA surestime le V0, cette estimation pourrait certainement eˆtre
ame´liore´e en ajustant les points calcule´s par l’e´quation de Vinet uniquement dans un petit
domaine autour de la position d’e´quilibre. Mais notre objectif est d’obtenir une e´quation
d’e´tat fiable jusqu’a` 500 GPa, et il est donc plus important d’avoir une bonne pre´cision
sur une large gamme de pression. D’autre part, nous n’avons pas calcule´ le V0 thermique
pour la structure Cmca, puisque cette structure n’est dynamiquement stable qu’au dela` de
180 GPa. Enfin, le mode`le choisi pour la contribution thermique ionique (que nous expli-
citerons par la suite) ne permet pas le calcul de cette contribution (et donc de l’e´nergie de
point ze´ro) pour la structure m-hcp.
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3.2.3 L’e´nergie libre a` tempe´rature finie
3.2.3.1 La contribution thermique e´lectronique
La premie`re formulation de la DFT par Hohenberg et Kohn [41] se rapportait a` un
ensemble de particules a` tempe´rature nulle ou` seule l’e´nergie interne de l’e´tat fondamental
est accessible. Les travaux de Mermin [42] ont permi d’e´tendre la DFT aux ensembles
canonique et grand canonique a` l’e´quilibre thermique, donnant ainsi acce`s a` l’entropie
des e´lectrons. La contribution thermique e´lectronique a donc e´te´ calcule´e en utilisant les
fonctions de Mermin a` l’aide du code de calcul de structure e´lectronique ABINIT. Ainsi,
dans le domaine de tempe´rature de notre e´tude (ie T ≤ 1500 K), P e(ρ, T ) ≤ 0.1%Pc(ρ).
Nous avons donc ne´glige´ cette contribution par la suite.
3.2.3.2 La contribution thermique ionique
Pour obtenir l’e´nergie libre ionique, nous nous plac¸ons dans l’approximation quasi-
harmonique en conside´rant que le solide de H2 a` tempe´rature finie est correctement de´crit
par un spectre de phonons qui n’interagissent pas entre eux [43]. L’e´nergie libre des pho-
nons est donne´e par :






~ω + β−1 ln(1 − e−β~ω)
]
dω (3.7)
ou` la fonction g(ω) repre´sente la densite´ d’e´tats de phonons dans la zone de Brillouin, et
est de´pendante du volume. Ces e´tats sont peuple´s a` tempe´rature finie selon la statistique
de Bose-Einstein. Nous calculons ainsi dans ABINIT la densite´ d’e´tats et les fre´quences
de phonons a` plusieurs densite´s pour les structures de´crites pre´ce´demment, en utilisant la
me´thode de la re´ponse line´aire [44–46]. On re´sout l’e´quation aux valeurs propres :
Mω2ǫ = D(k)ǫ (3.8)
ou` D(k) est la matrice dynamique dans l’espace re´ciproque, dont les coefficients repre´sentent
les de´rive´es secondes de l’e´nergie par rapport au de´placement des atomes, et ǫ repre´sentent
les vecteurs propres de de´placement des atomes (voir e´quation (1.41)). Dans l’approxima-
tion harmonique, les valeurs propres ω de la matrice dynamique sont toujours positives.
Construction d’une e´quation d’e´tat multi-phase de l’hydroge`ne dans la WDM 99
Si cette matrice posse`de une valeur propre ne´gative, cela` veut dire qu’il existe une autre
position d’e´quilibre de plus basse e´nergie. Ainsi, l’instabilite´ dynamique d’une structure
est lie´e a` l’apparition d’un mode de phonon de fre´quence imaginaire. Contrairement aux
approches consistant a` proposer des structures cristallines uniquement sur la base des
comparaisons des enthalpies, nous avons dans cette e´tude syste´matiquement ve´rifie´ le do-
maine de stabilite´ dynamique des structures e´tudie´es en calculant leur spectre complet de
phonons pour diffe´rents points de pression entre 0 et 500 GPa. Nous rappelons que notre
objectif n’est pas tant de trouver la bonne structure dans chaque phase, que de trouver des
structures stables sur l’ensemble du domaine thermodynamique que nous e´tudions pour
construire une e´quation d’e´tat.
Les tests de convergence des fre´quences nous ont amene´ a` choisir les parame`tres de
calcul suivants :
1. un rayon de coupure e´gal a` 0.6 bohr pour le pseudo-potentiel Troullier-Martins
(LDA et GGA),
2. une e´nergie de coupure e´gale a` 480 Ryd,
3. des grilles Monkhorst-Pack en points k de 8x8x8 pour la structure Cmca, 10x10x10
pour la structure Pa3, 8x8x8 pour la structure Pca21 et 12x12x12 pour la structure
m-hcp.
Avec ces parame`tres de calcul, la convergence des fre´quences est infe´rieure a` 0.04
THz. Pour le calcul des spectres de phonons, nous avons utilise´ des grilles en points q de
4x4x4 pour les structures Pa3, Pca21 et m-hcp, et 8x8x8 pour la structure Cmca.
Le calcul des fre´quences e´tant re´alise´ a` tempe´rature nulle, la structure m-hcp n’est
jamais stable dynamiquement sur le domaine de pression correspondant a` la phase I. Les
spectres complets de phonons n’ont donc e´te´ calcule´s que pour les structures a priori
stables en phase II (Pca21 et Pa3) et III (Cmca).
Lorsqu’on comprime l’hydroge`ne en structure Pa3 et Pca21, on constate l’apparition de
modes transversaux acoustiques imaginaires (voir figure FIG.3.4), dans la direction M
→ Γ pour la structure Pa3, et dans la direction X → U pour la structure Pca21. Nous
avons repre´sente´ la variation des fre´quences de ces modes en fonction de la pression sur
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Pa3 LDA    P=155 GPa
Pa3 GGA   P=202 GPa
Pca21 GGA   P=162 GPa
FIG. 3.4: Spectres de phonons de l’hydroge`ne dans les structures Pa3, Pca21 et Cmca. Les
pressions indique´es sont calcule´es a` T=0 K en tenant compte de l’e´nergie de point ze´ro.
Une comparaison entre les fonctionnelles d’e´change et de corre´lation GGA et LDA est
re´alise´e sur la structure Pa3.
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mode TA point M
Pa3 LDA 
mode TA point M
Pca21 GGA 
mode TA point X
FIG. 3.5: Evolution des modes transverses acoustiques en fonction de la pression pour les
structures Pa3 (LDA et GGA) et Pca21. Les points calcule´s sont interpole´s par des splines
cubiques.
la figure FIG.3.5. L’estimation des pressions pour l’apparition des instabilite´s est de 136
GPa pour la structure Pa3 avec l’approximation d’e´change-corre´lation LDA, 158 GPa
pour la structure Pca21 avec l’approximation GGA, et 191 GPa pour la structure Pa3 avec
l’approximation GGA. Contrairement aux re´sultats de Zhang et al. [34], nous trouvons
deux structures dynamiquement stables (Pa3 et Pca21) sur le domaine thermodynamique
correspondant a` la phase II de l’hydroge`ne (voir figure FIG.3.6). D’autre part, Zhang et al.
situent le mode imaginaire de la structure Pca21 autour du point Y, sur la base d’un calcul
re´alise´ avec une e´nergie de coupure de 80 Ryd. Nos calculs ont e´te´ re´alise´s avec un e´nergie
de coupure de 480 Ryd assurant une meilleure convergence des fre´quences de phonons,
et font apparaıˆtre un mode mou autour du point X, et non autour du point Y. Il apparaıˆt
ainsi que le domaine de stabilite´ dynamique, et par conse´quent la pression de transition
entre les phases cristallines II et III de l’hydroge`ne de´pend fortement de la structure,
mais e´galement de la fonctionnelle d’e´change et de corre´lation choisie, la pression de
transition calcule´e avec l’approximation LDA e´tant tre`s infe´rieure a` celle calcule´e avec
l’approximation GGA, pour la meˆme raison que celle e´voque´e sur les courbes froides.
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FIG. 3.6: Domaines de stabilite´ des structures e´tudie´es en phase II a` T=0 K, compare´s au
diagramme de phase expe´rimental de l’hydroge`ne.
De meˆme que pour les structures de la phase II, nous calculons les spectres de pho-
nons en densite´ et dans l’approximation GGA pour la structure Cmca, la seule dont nous
disposons dans la phase III. Nous obtenons un domaine de stabilite´ pour la structure Cmca
compris au minimum entre 197 et 533 GPa. Nous disposons donc d’un ensemble de struc-
tures stables pour couvrir tout le domaine thermodynamique de la phase solide (voir FIG.
3.7).
Nous cherchons ainsi a` construire un mode`le physique de´crivant l’e´volution de l’e´nergie
libre ionique sur un jeu continu de volumes en accord avec les points calcule´s ab initio,
et pour cela, nous allons utiliser un double mode`le de Debye, comme celui propose´ par
Correa et al. pour l’e´quation d’e´tat du carbone [3]. En effet, si nous reprenons l’e´quation
de l’e´nergie libre des phonons (eq.(3.7)), nous avons besoin de connaıˆtre g(ω) en chaque
point de volume. Comme nous l’avons explique´ dans le chapitre 2.2, dans un mode`le
de Debye classique, la fre´quence de vibration des atomes ne peut de´passer une valeur
maximale ωD, ou fre´quence de Debye, de´termine´e par la condition de normalisation∫ ωD
0 g(ω)dω = 1. Il est possible de calculer cette fre´quence de plusieurs manie`res [47].
On de´finit les tempe´ratures de Debye (ou moments de Debye) θ0 et θ2 par :
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(Bonev et al,  Nature 2004 )




Pa3 GGA Cmca GGA
FIG. 3.7: Domaine de stabilite´ de la structure Cmca compare´ aux domaines de stabilite´
des structures de la phase II.
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et on montre que, dans la limite ou` T ≫ θ0, θ2, l’e´nergie libre par atome est donne´e par :











+ . . .
]
. (3.11)
Le premier terme correspond a` une description classique du mouvement des ions, et le
second terme a` une correction quantique au 1er ordre.
A contrario, dans la limite ou` T → 0, on retrouve l’expression de l’e´nergie libre de
point 0 :










Dans le mode`le de Debye classique, la fonction gV (ω) est une fonction en ω2 telle
que :
gV (ω) = 3ω
2/ω3D pour ω ≤ ωD, (3.14)
gV (ω) = 0 pour ω > ωD. (3.15)
Dans ce cas, θ0 = θ1 = θ2. Aussi nous avons calcule´ les moments θ0 et θ1 sur
diffe´rents points de volumes pour les structures e´tudie´es afin de ve´rifier l’ade´quation du
mode`le de Debye classique a` notre syste`me.
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On constate sur la figure FIG.3.9 un e´cart entre les moments θ0 et θ1 de l’ordre
de 20% quelque soit la structure cristalline. En effet, les densite´s d’e´tats de phonons
de l’hydroge`ne sont tre`s diffe´rentes de la loi de densite´ donne´e par l’e´quation (3.14).
Comme on le voit sur la figure FIG.3.8, les DOS de phonons de l’hydroge`ne ne sont pas
continues mais pre´sentent deux (voire trois) pics en intensite´ selon la structure utilise´e
et la pression, avec un e´cart tre`s net pour les structures de la phase II (Pa3 et Pca21)
entre les modes de plus basses fre´quences (modes transverses acoutiques, librons et pho-
nons), de fre´quence ≤ 2000 cm−1 et les vibrons (modes de vibration intramole´culaires)
de fre´quence de l’ordre de 4500 cm−1. Nous avons ainsi choisi de repre´senter l’e´volution
de ces DOS a` l’aide d’un double mode`le de Debye. La densite´ d’e´tats totale est une com-
binaison line´aires de deux densite´s d’e´tats de Debye donne´es par l’e´quation (3.14) :









Les coefficients ξAV et ξBV doivent eˆtre calcule´s pour chaque point de volume. Ils sont
de´termine´s par la condition de normalisation des DOS :
1 = ξAV + ξ
B
V , (3.17)
et par les contraintes sur les moments de phonons :
ln(θ0) = ξ
A

















ou` θA et θB sont les tempe´ratures de Debye associe´es aux densite´s de Debye gAV (ω) et
gBV (ω). Ce syste`me de quatre e´quations non line´aires se re´duit a` deux en imposant la
condition arbitraire sur les deux inconnues restant a` calculer, θA ≤ θB et en exprimant ξAV
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Pa3 (GGA)  P=53 GPa
Pca21 (GGA)  P=131 GPa
Cmca (GGA) P=353 GPa
FIG. 3.8: Densite´s d’e´tats de phonons pour les structures Pa3, Pca21 et Cmca a` diffe´rents
volumes (traits noirs), ajuste´es par le double mode`le de Debye (traits rouges).
Sur la figure FIG.3.8, les densite´s d’e´tats de phonons pour les diffe´rentes structures
sont ajuste´es par le double mode`le de Debye a` plusieurs points de volume.
Pour pouvoir calculer les 2 variables θA et θB sur un ensemble continu de points de
densite´, nous avons e´mis l’hypothe`se que la variation de leur parame`tre de Gru¨neisen e´tait
line´aire en fonction du volume :
−d ln(θ{0,A,B})
d ln(V )
= γ{0,A,B}(V ) = α{0,A,B} + β{0,A,B} ln(V ). (3.22)
On ajuste les valeurs calcule´es de θA et θB par cette expression (voir tableau TAB.3.3).




(K) α{0} β{0} θ(0){A} (K) α{A} β{A}
Pa3 LDA 2810.45 0.089 0.454 1757.24 -0.128 0.661
Pa3 GGA 3147.61 0.162 0.308 2078.50 -0.079 0.543
Pca21 GGA 3141.01 0.286 0.310 1874.32 0.094 0.481




(K) α{B} β{B} Stabilite´
Pa3 LDA 6792.67 -0.046 0.018 0 ≤ P ≤ 136 GPa
Pa3 GGA 7151.6 -0.099 0.082 0 ≤ P ≤ 191 GPa
Pca21 GGA 6188.82 -0.185 0.083 0 ≤ P ≤ 158 GPa
Cmca GGA 7318.06 1.809 -3.997 180 ≤ P ≤ 533 GPa
TAB. 3.3: Parame`tres permettant d’ajuster les densite´s d’e´tats de phonons par le double
mode`le de Debye, pour plusieurs structures, Pa3, Pca21, Cmca, et deux fonctionnelles
d’e´change et de corre´lation, LDA and GGA. Le domaine de validite´ de l’ajustement est
indique´ en fin de tableau.
On constate sur la figure FIG.3.9 que les moments θ0 et θ1 calcule´s sur un continuum
de densite´s a` partir de θA et θB interpolent avec une tre`s bonne pre´cision les moments θ0
et θ1 calcule´s directement a` partir des DOS.
L’e´nergie libre harmonique par atome est finalement donne´e par l’expression :








h (V, T ), (3.23)

















exp(x) − 1dx. (3.25)
Comme on le constate sur la figure FIG.3.9, cette expression donne une tre`s bonne
interpolation de l’e´nergie libre calcule´e ab initio.
La pression a` tempe´rature finie est obtenue en de´rivant l’e´nergie libre par rapport au
volume (P = −( ∂F∂V )T ) et nous avons ainsi compare´ notre e´quation d’e´tat a` T=300 K avec
des donne´es expe´rimentales obtenues par Loubeyre et al. [48](voir figure FIG.3.10). De
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Pa3 GGA Response function
Pa3 LDA Response function
Pca21 GGA Response function
Cmca GGA Response function
Pa3 GGA Double Debye Model
Pa3 LDA Double Debye Model
Cmca GGA Double Debye Model
Pca21 GGA Double Debye Model
(b)
FIG. 3.9: (a) : moments de phonons θ0 et θ1 pour les phases cristallines Pa3 (GGA et
LDA), Pca21 (GGA) et Cmca (GGA), calcule´s directement a` partir des PDOS (points) et
ajuste´s a` partir du double mode`le de Debye.- (b) : e´nergie libre a` T=300 K en fonction de
la densite´ pour les structures Pa3 (GGA et LDA), Pca21 (GGA) et Cmca (GGA), calcule´e
ab initio (points) et ajuste´e a` partir du double mode`le de Debye (courbes).
meˆme qu’a` tempe´rature nulle, on constate toujours une plus forte sensibilite´ a` la fonction-
nelle d’e´change et de corre´lation qu’a` la structure. S’il nous est ainsi possible de conclure
que la GGA de´crit mieux le comportement thermodynamique de l’hydroge`ne que la LDA,
nous ne pouvons pas de´terminer quelle est la structure cristalline la plus pertinente en
phase II entre la Pa3 et la Pca21.
3.2.3.3 Les limites de l’approximation harmonique dans le cas de l’hydroge`ne
Les limites de la me´thode de la re´ponse line´aire pour le calcul de l’e´nergie libre a`
tempe´rature finie sont de deux ordres :
– une limite inhe´rente a` la me´thode elle meˆme, qui ne prend pas en compte l’anhar-
monicite´ (ie les termes non line´aires) importante a` haute tempe´rature, et notam-
ment a` proximite´ de la fusion solide-liquide ;
– une limite propre a` l’hydroge`ne, dont les mouvements de rotations sont libres au
dessus de 150 K, avec une tempe´rature caracte´ristique de rotation Θr ≈ 85.4 K ;
le calcul de re´ponse line´aire ne peut reproduire cette proprie´te´, car il est re´alise´ sur
une cellule primitive dont les orientations des mole´cules sont fige´es ; les mouve-
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ments de rotation autour de l’axe de la mole´cule sont donc traite´s comme des pho-
nons qui, du fait de cette contrainte, ont une tempe´rature caracte´ristique e´leve´e ;
ainsi, la structure Pca21 en GGA, 600 K . Θr . 3100 K pour 0.2g/cm3 ≤ ρ ≤
1g/cm3).
Ces deux approximations, dont l’impact est ne´gligeable sur l’e´quation d’e´tat a` 300 K (voir
la figure FIG.3.10), peuvent avoir plus d’incidence sur l’e´quation d’e´tat et la courbe de
fusion du solide a` plus haute tempe´rature.
3.2.4 Parame`tres pour une EOS inde´pendante de la structure
Comme nous l’avons montre´ pre´ce´demment, en choisissant de construire une e´quation
d’e´tat ab initio de l’hydroge`ne avec l’approximation GGA, nous obtenons un tre`s bon ac-
cord avec l’e´quation d’e´tat expe´rimentale a` 300K, quelque soit la structure choisie. Nous
disposons ainsi de deux e´quations d’e´tat comparables en phase II jusqu’a` environ 200 GPa
(avec les structures Pa3 et Pca21) et d’une e´quation d’e´tat en phase III (avec la structure
Cmca) entre 200 et 533 GPa. Nous avons donc de´termine´ les parame`tres de courbe froide
(E0(0), V0, K0 et K ′0) et d’e´nergie libre ionique (θ(0){0,A,B}, α{0,A,B} et β{0,A,B}) permet-
tant d’ajuster au mieux ces trois e´quations pour obtenir une e´quation d’e´tat inde´pendante
de la structure. Pour les parame`tres de la courbe froide, nous avons ajuste´ l’e´quation de
Vinet sur l’ensemble des points E(ρ) et P(ρ) toutes structures confondues. De meˆme, pour
la contribution thermique ionique, nous avons d’abord ajuste´ θ0, θ1 et θ2 toutes struc-
tures confondues, puis calcule´ ensuite θA et θB en re´solvant les e´quations (3.18), (3.19)
et (3.20). Ces parame`tres figurent dans le tableau TAB. 3.4.
Courbe Froide
E0(0) V0 K0 K ′0












3609.41 0.457 0.146 1434.97 -0.253 0.599 4348.99 -0.622 0.336
TAB. 3.4: Parame`tres pour l’e´quation d’e´tat de l’hydroge`ne inde´pendante de la structure.
E0(0) est en eV/atome, V0 en cm3/mole, K0 en GPa, θ(0){0,A,B} en K.
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FIG. 3.10: (a) : e´quation d’e´tat P(ρ) a` 300 K pour les structures Pa3 (GGA et LDA)
et Pca21 (GGA) compare´e avec des points expe´rimentaux jusqu’a` 130 GPa [48].- (b) :
e´quation d’e´tat P(ρ) a` 300 K moyenne´e sur les trois structures cite´es pre´ce´demment.

















FIG. 3.11: Equation d’e´tats P(V/V0) a` 4 K calcule´es a` partir des parame`tres du tableau
TAB.3.4 pour H2 et D2, compare´e aux points expe´rimentaux (losanges) d’Anderson et
Swenson [49]. V0 = 23.00 cm3/mol pour H2 et 19.94 cm3/mol pour D2.
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Nous constatons sur les figure FIG.3.10(b) et 3.11 que cette EoS globale retrouve
avec une pre´cision correcte les mesures expe´rimentales a` 300 K et a` 4 K. L’e´cart le plus
important entre les pre´dictions de l’EoS globale et les mesures se situe a` proximite´ du vo-
lume d’e´quilibre, ce qui s’explique par le fait que cette EoS est moyenne´e sur l’ensemble
des structures e´tudie´es et que la structure Cmca a un volume d’e´quilibre tre`s e´loigne´ du
volume d’e´quilibre re´el (voir tableau TAB.3.2).
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3.3 L’equation d’e´tat en phase liquide
Depuis de nombreuses anne´es, un effort the´orique important a e´te´ re´alise´ pour propo-
ser une e´quation d’e´tat fiable de l’hydroge`ne (et du deuterium) liquide dense et tie`de, afin
d’interpre´ter les donne´es expe´rimentales de compression par choc [50–53]. Ces expe´riences
donnent des re´sultats divergents sur le taux de compressibilite´ maximum pour l’hydroge`ne.
La principale difficulte´ dans la construction de cette e´quation d’e´tat est de mode´liser
correctement le passage de la phase mole´culaire isolante a` la phase atomique me´tallique.
En effet, si des expe´riences sur l’hydroge`ne solide ont montre´ que l’hydroge`ne reste iso-
lant jusqu’a` 316 GPa pour une densite´ e´gale a` treize fois la densite´ initiale [54], dans la
phase liquide la me´tallisation apparaıˆt a` des densite´s beaucoup plus basses. L’hydroge`ne
devient conducteur a` des tempe´ratures de quelques milliers de degre´s [55, 56], indiquant
par cela` une dissociation importante et ce meˆme a` des densite´s de l’ordre de quatre fois la
densite´ initiale [56]. Le comportement de l’hydroge`ne pre`s de la transition isolant-me´tal
est un sujet d’investigation the´orique depuis de nombreuses anne´es [57–62], qui a des im-
plications importantes pour la compre´hension des phe´nome`nes ayant lieu dans le coeur
des plane`tes ge´antes [63] et, plus ge´ne´ralement, de la formation des plane`tes [64]. On
trouve ainsi dans la litte´rature de nombreuses pre´dictions, base´es sur une mode´lisation
semi-empirique, d’une transition de phase plasma du premier ordre dans l’hydroge`ne li-
quide dense [60], et notamment sur l’Hugoniot principale [65].
Plusieurs mode`les chimiques, appliquant la the´orie des perturbations a` un fluide
dense partiellement dissocie´, ont pre´dit une compression maximale du deuterium a` 100
GPa entre 4 a` 6 fois la densite´ initiale. Le premier mode`le le plus utilise´ fut celui de Kerley
(SESAME 72) [66]. Cette e´quation d’e´tat multi-phase inclue la dissociation et l’ionisa-
tion, ainsi qu’un me´lange de fluides mole´culaire et atomique, d’apre`s l’approximation
line´aire de me´lange. Ce mode`le pre´dit un taux de compression de 4 a` 100 GPa, qui croıˆt
sensiblement a` plus grande pression. Plus re´cemment, le mode`le de Ross [67] applique
une loi line´aire de me´lange pour faire la jonction entre un mode`le de sphe`re mole´culaire a`
basse pression et un mode`le OCP a` haute pression. En ajustant une correction a` l’e´nergie
libre pour retrouver a` basse pression les mesures de tempe´rature de choc re´fle´chi [68],
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ce mode`le donne un maximum de compression de 6 a` 90 GPa. Ces deux mode`les sont
ge´ne´ralement conside´re´s comme e´tant les limites du domaine de validite´ des calculs de
l’Hugoniot. En effet, la plupart des autres mode`les pre´disent des taux de compressibilite´
compris entre ceux de Kerley et de Ross.
Du coˆte´ des me´thodes de calcul de structure e´lectronique, les approches Tight-binding
[69] donnent un taux de compression de 4 autour de 50 GPa ; les calculs QMD [5, 8, 9,
62, 70, 71] donnent un taux de compression de 4.3-4.5 autour de 50 GPa. D’un autre coˆte´,
des me´thodes d’inte´grales de chemin Monte carlo (PIMC) ont e´te´ utilise´es pour calculer
l’Hugoniot au dessus de 100 GPa. L’approche directe PIMC [72, 73] a donne´ un taux de
compression de 5 autour de 100 GPa. Enfin l’approche electron Force Field [74] pre´dit
e´galement un taux de compression de 5 entre 100 et 200 GPa.
Ces diffe´rentes me´thodes montrent toute la difficulte´ de mode´liser l’hydroge`ne li-
quide pre`s de la transition isolant-me´tal. Notre mode´lisation de l’EoS liquide est en quelque
sorte une synthe`se des approches chimiques et DFT : nous utilisons une forme d’e´nergie
libre pour de´crire la dissociation et l’ionisation, mais plutoˆt que de pre´supposer les inter-
actions entre les diffe´rentes espe`ces pre´sentes, nous allons ajuster les parame`tres de notre
mode`le sur des calculs ab initio DFT. Nous pouvons ainsi obtenir une e´nergie libre du
fluide mole´culaire isolant a` 0.2 g/cm3 au plasma dissocie´ a` 5 g/cm3 permettant d’acce´der
a` toutes les grandeurs thermodynamiques du syste`me avec la pre´cision des calculs ab
initio.
3.3.1 Le mode`le the´orique
Comme nous l’avons montre´ dans le chapitre 2.3, il n’existe pas de mode`le chimique
satisfaisant permettant de de´crire la phase fluide de l’hydroge`ne dans le domaine ther-
modynamique que nous e´tudions, ce qui ne´cessite l’utilisation de me´thodes de calcul ab
initio, notamment la dynamique mole´culaire quantique. Cependant, avec cette me´thode,
nous n’avons acce`s, en terme de grandeurs thermodynamiques, qu’a` l’e´nergie interne et
a` la pression du syste`me. La me´thode ne permet pas d’explorer l’ensemble de l’espace
des phases du syste`me pour les noyaux, et donc l’entropie du syste`me n’est pas directe-
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ment accessible. Nous allons donc construire une forme d’e´nergie libre dont les grandeurs
de´rive´es (Eint et P ) seront ajuste´es sur les calculs ab initio. Nous montrerons que cette
forme fonctionnelle donne une expression univoque de l’e´nergie libre si Eint et P sont
connues exactement.
La forme ge´ne´rale de cette e´nergie libre est :
F ≡ Fmol + Fatom + Fint, (3.26)
ou` Fmol repre´sente l’e´nergie libre du fluide mole´culaire, Fatom repre´sente l’e´nergie libre
du fluide dissocie´, et Fint repre´sente l’e´nergie libre d’interaction entre les deux fluides.
A tempe´rature et/ou densite´ suffisamment e´leve´es, le fluide atomique est un plasma
dont l’e´nergie libre est tre`s bien de´crite par le mode`le de Chabrier et Potekhin dans le
domaine ou` l’approximation line´aire de l’e´crantage e´lectronique est valable. Bien que
l’approximation line´aire de l’e´crantage ne soit pas valable dans tout le domaine thermody-
namique que nous e´tudions, nous utiliserons cette forme pour la phase dissocie´e (plasma
plus e´ventuellement formation d’atomes neutres) et ajusterons ses parame`tres sur nos cal-
culs ab initio.
L’e´nergie libre de la phase mole´culaire est beaucoup plus difficile a` formaliser. Pour
contourner ce proble`me, nous allons utiliser la loi de Saha qui donne une relation entre
les fonctions de partitions mole´culaires et atomiques a` l’e´quilibre chimique, via un pa-
rame`tre de dissociation effectif α. Ceci implique a priori que les deux fluides ne sont pas
en interaction, ce qui ne correspond pas a` la re´alite´. Nous ajusterons donc e´galement le
parame`tre α sur nos calculs ab initio pour que l’e´nergie d’interaction entre les deux fluides
Fint soit implicitement prise en compte. Nous allons expliciter maintenant les de´tails de
ce formalisme.
3.3.1.1 Relation entre fluide mole´culaire et fluide dissocie´
On conside`re un syste`me initial de N atomes, dont une partie se trouve sous la
forme de mole´cules, le reste e´tant dissocie´. Le coefficient de dissociation α = NaN , Na
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e´tant le nombre d’atomes dissocie´s. Le syste`me comporte donc Nα atomes et N2 (1 − α)
mole´cules.
Soit Ej l’e´nergie totale du syste`me, j indiquant tous les e´tats possibles du syste`me
pour une distribution donne´e de Nα atomes et N2 (1−α) mole´cules. L’e´nergie d’un atome
dans l’e´tat ai est note´ εi,ai , l’e´nergie d’une mole´cule dans l’e´tat mi est note´ εi,mi .








ceci en conside´rant que les atomes et les mole´cules sont identiques entre eux, et donc les
niveaux d’e´nergie accessibles a` chaque atome et mole´cule sont les meˆmes.


































ou` qa et qm sont respectivement les fonctions de partition a` un atome et a` une mole´cule.
Cette expression de la fonction de partition sous-entend que nous avons un me´lange ide´al
d’atomes (ionise´s ou non) et de mole´cules, et ne tient pas compte de leurs interactions.
Cependant, comme ces fonctions de partitions vont eˆtre ajuste´es sur des calculs ab initio
contenant toutes les interactions entre les espe`ces, nous allons montrer que cette formu-
lation d’un me´lange ide´al n’est qu’apparente, et que les parame`tres ajustables de cette
e´nergie libre permettent d’ajuster correctement l’e´nergie libre « re´elle ».
Comme les atomes et les mole´cules sont indiscernables, la fonction de partition est












Le degre´ de dissociation du liquide est uniquement fonction de la tempe´rature et de la
densite´. La relation entre la fraction de dissociation et la tempe´rature et la densite´ s’obtient
en minimisant l’expression ge´ne´rale de l’e´nergie libre d’un liquide compose´ d’atomes et
de mole´cules. Soit qa (resp. qm) la fonction de partition atomique (resp. mole´culaire).
L’e´nergie libre d’un liquide comportant Na atomes et Nm mole´cules est donne´e par :


























Avec la minimisation de l’e´nergie libre (δF = 0) et la condition de conservation du








1− α . (3.33)
En utilisant les e´quations (3.29) et (3.33), on obtient l’expression de l’e´nergie libre
suivante :
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Dans la limite α = 1 (liquide monoatomique), l’e´quation (3.34) donne :








Ainsi, nous avons acce`s a` l’e´nergie libre d’un fluide partiellement dissocie´ si nous
connaissons la fonction de partition atomique (ou l’e´nergie libre) pour le fluide comple`tement
dissocie´, ainsi que la fraction de dissociation α(ρ, T ). Ce sont ces deux grandeurs que
nous allons tenter d’extraire des simultations re´alise´es en QMD.
3.3.1.2 L’e´nergie libre du fluide dissocie´
Pour de´crire l’e´nergie libre du fluide dissocie´, nous nous appuyons sur l’e´nergie libre





id + Fex. (3.36)
Les deux premiers termes repre´sentent les parties ide´ales des gaz d’ions et d’e´lectrons
sans interaction, le dernier terme repre´sente l’e´nergie libre dite d’exce`s provenant des in-
teractions ions-ions, ions-e´lectrons, et e´lectrons-e´lectrons.
Nous avons de´ja` explicite´ l’e´nergie libre d’un gaz parfait de noyaux non relativistes
dans le chapitre 2.3. Nous en donnons ici une nouvelle formulation en fonction des pa-






id = kBT {ln(niλ3i )− ln(2S + 1)− 1}
= kBT {3 lnη − 1.5 lnΓ− 0.5 ln(6/π)− ln(2S + 1)− 1) (3.37)
ou` S est le spin du noyau pour l’isotope conside´re´ (1/2 pour le proton fermionique, 1 pour
le noyau de deute´rium bosonique).
L’e´nergie libre d’un gaz d’e´lectrons de´ge´ne´re´ par particules a e´te´ e´galement explicite´
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dans le chapitre 2.3.
3.3.1.3 L’e´nergie libre d’exce`s a` haute densite´ : le mode`le OCP
Dans la mesure ou` l’e´nergie d’interaction ion-e´lectron est faible devant l’e´nergie
cine´tique des e´lectrons, Ze2/ae ≪ kBTF , Galam et Hansen [75] ont montre´ que cette
interaction peut eˆtre traite´e comme une perturbation de Fex, et on en retient que la contri-
bution au premier ordre. En effet, l’approximation line´aire de l’e´crantage ions-e´lectrons se
justifie a` tre`s haute densite´ (rs ≪ 1), car les e´lectrons sont tre`s faiblement polarise´s par la
distribution de charge ionique, et le plasma peut eˆtre de´crit par le me´lange de deux syste`me
de´couple´s : un plasma a` une composante ionique (one-component plasma ou OCP), et un
« jellium »rigide et de´ge´ne´re´ d’e´lectrons. Dans ce cadre, Fex peut se de´composer comme
Fex = Fii + Fie + Fee, (3.38)
ou, dans sa forme sans dimension (fee = βFee/Ne, fii,ie = βFii,ie/Nii,ie)
fex = xi(fii + fie) + xefee, (3.39)
avec xi,e = Ni,e/N . Dans ce mode`le, l’e´nergie libre d’exce`s ne de´pend que du parame`tre
de couplage Γ et du parame`tre de densite´ rs, et peut eˆtre obtenue par inte´gration directe








Il est important de noter que par ce mode d’inte´gration, nous avons acce`s de manie`re uni-
voque a` l’e´nergie libre du syste`me si nous connaissons pre´cisemment l’expression de son
e´nergie interne d’exce`s, quelque soit la nature des parame`tres qui la de´crivent.
Pour fee, Chabrier et Potekhin [76, 77] ont adopte´ la formule d’interpolation d’Ichi-
maru, Iyetomi et Tanaka [78], valable a` toutes densite´s et tempe´ratures, et cohe´rente avec
les re´sultats nume´riques disponibles dans la litte´rature. C’est a` ce jour le mode`le de gaz
d’e´lectrons en interaction a` tempe´rature finie le plus pre´cis qui puisse eˆtre trouve´ dans la
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litte´rature. Chabrier et Potekhin donnent e´galement une formule analytique de fie dont
l’erreur quadratique moyenne est de l’ordre de 1.5% par rapport aux calculs HNC [75].
Pour l’e´nergie libre OCP fii, DeWitt, Slattery et Chabrier [79] ont propose´ une forme
d’e´nergie libre s’appuyant sur les calculs Monte Carlo les plus pre´cis de la forme
fii(ρ, T ) = aΓ +
b
s
Γs + c ln(Γ) + d (3.41)
pour 1 ≤ Γ ≤ 160, avec a = −0.899126, b = 0.60712, c = −0.27998, et s = 0.321308.
Cette forme n’e´tant plus valable dans le domaine de couplage faible (Γ ≤ 1), Chabrier
et Potekhin ont propose´ une forme analytique valable pour toute valeur de Γ a` partir
d’une forme similaire propose´e pre´ce´demment par Hansen [80, 81], qui a l’avantage d’at-
teindre la limite de Debye-Hu¨ckel pour des Γ tre`s faibles, tout en pre´servant la pre´cision
de l’e´quation (3.41).
3.3.1.4 L’e´nergie libre d’exce`s a` basse densite´ : au dela` de l’approximation
line´aire
Si l’approximation line´aire se justifie a` tre`s forte densite´, au fur et a` mesure que celle-
ci diminue (i.e que rs augmente), la partie non e´crante´e de l’interaction coulombienne
ion-e´lectron devient de plus en plus importante . Kohanoff et Hansen [82] ont ainsi es-
time´ qu’ a` rs = 0.5, soit ρ ≈ 20 g/cm3 pour l’hydroge`ne, l’approximation line´aire de
l’e´crantage n’e´tait plus valable, particulie`rement aux tempe´ratures ou` la de´ge´ne´rescence
est forte (T ≪ TF ). D’autre part, a` basse densite´ et tempe´rature, l’e´nergie des e´lectrons
ne peut eˆtre correctement de´crite par le mode`le du gaz d’e´lectrons en interaction duˆ a`
la formation d’e´tats e´lectroniques lie´s, et a fortiori de mole´cules. Cependant, lorsque la
tempe´rature augmente, la polarisabilite´ du gaz d’e´lectrons diminue et le potentiel effectif
inter-ionique se confond avec un potentiel de Yukawa pour T ∼ TF [83]. Pour la den-
site´ la plus basse de notre domaine d’e´tude (0.2 g/cm3), TF ∼100 000 K. Ainsi, tant que
T ≥100 000 K, nous montrerons que le mode`le de Chabrier et Potehkin de´crit correcte-
ment le fluide. Par contre, pour des tempe´rature infe´rieures, nous ne pouvons pas utiliser
directement la forme de fex donne´e par ce mode`le. Cette e´nergie libre d’exce`s doit eˆtre
calcule´e de manie`re ab initio. Cependant, quelque soit la forme re´elle de Fii, Fie, et Fee,
nous pouvons les de´composer comme e´tant la somme d’une partie froide et d’une partie
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a` tempe´rature finie :
Fii,ie,ee(ρ, T ) = Fii,ie,ee(ρ, 0) + δFii,ie,ee(ρ, T ). (3.42)
Ainsi, Fex peut s’exprimer comme :
Fex(ρ, T ) = Fex(ρ, 0) + δFex(ρ, T ), (3.43)
avec
Fex(ρ, 0) = Fii(ρ, 0) + Fie(ρ, 0) + Fee(ρ, 0),
δFex(ρ, T ) = δFii(ρ, T ) + δFie(ρ, T ) + δFee(ρ, T ). (3.44)
Le mode`le d’e´nergie libre de la phase dissocie´e que nous proposons pour 0.2g/cm3 ≤
ρ ≤ 5g/cm3 provient d’un double constat issu de la comparaison des calculs QMD et
PIMC re´alise´s jusqu’alors avec le mode`le de Charbrier et Potekhin :
– ce mode`le donne des re´sultats proches des calculs QMD et PIMC dans ce domaine
de densite´ pour des valeurs de Γ . 3, avec une contribution de δFie(ρ, T ) faible
par rapport a` l’e´nergie libre totale,
– a` plus basse tempe´rature, le terme pre´ponde´rant est Fex(ρ, 0).
Nous allons mode´liser l’energie libre d’exce`s de la fac¸on suivante :





Γs + c(ρ) ln(Γ) + d(ρ)
}
+ δFee(ρ, T ), (3.45)
ou`
Fex(ρ, 0) = kBTa(ρ)Γ = Fii(ρ, 0) + Fie(ρ, 0) + Fee(ρ, 0).
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Toutes les contributions froides des interactions sont contenues dans le terme kBTa(ρ)Γ
qui de´pend uniquement de la densite´. δFee(ρ, T ) est la contribution a` tempe´rature finie
dans le mode`le d’Ichimaru, Iyetomi et Tanaka, et la contribution δFie(ρ, T ) est contenue
implicitement dans l’e´nergie libre OCP. Les diffe´rents parame`tres a(ρ), b(ρ), c(ρ) et d(ρ)
sont suppose´s de´pendants de la densite´, et vont eˆtre ajuste´s sur les calculs de QMD et
PIMC. A haute tempe´rature et densite´, ce formalisme doit rejoindre celui de Chabrier et
Potekhin.
Par la suite, nous exprimerons toutes les e´nergies par atome. Dans le formalisme
d’e´crit par l’e´quation (3.45), l’e´nergie libre totale par atome pour le plasma dissocie´ est
donc finalement :









(ρ)Γs + c(ρ) ln(Γ) + d(ρ)
}
+ δFee(ρ, T ).
(3.46)
3.3.1.5 L’e´nergie libre du me´lange fluide mole´culaire-fluide dissocie´
Si on identifie l’e´quation (3.35) avec l’e´quation (3.46), alors l’e´nergie libre totale par
atome pour un liquide partiellement dissocie´ est donc finalement :









Γs + c(ρ) ln(Γ) + d(ρ)
}
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a(ρ)Γ + b(ρ)Γs + c(ρ)
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3.3.2 Les simulations nume´riques
Nous avons calcule´ l’e´quation d’e´tat dans le liquide (ie E(ρ, T ) et P (ρ, T )) par
la me´thode de la dynamique mole´culaire quantique (QMD), a` volume et tempe´rature
constants pour plusieurs densite´s comprises entre 0.2 g/cm3 et 5 g/cm3, et a` des tempe´ratures
comprises entre 300 K et 10000 K. Les re´sultats de ces calculs figurent en annexe B. Ces
calculs ont e´te´ comple´te´s et compare´s avec des calculs similaires re´alise´s par Holst et
al [11] et Morales et al [12] en QMD au dessous de 20000 K, puis a` plus haute tempe´rature
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avec les calculs PIMC (Path Integral Monte Carlo) re´alise´s par Militzer [7] et le mode`le
de Chabrier et Potekhin [76, 77], permettant au final de couvrir un domaine de densite´
allant de 0.2 g/cm3 a` 5 g/cm3, et jusqu’a` 125000 K.
Dans la me´thode QMD, les atomes se de´placent selon les lois de la me´canique clas-
sique Newtonienne, mais le potentiel d’interaction entre les atomes est calcule´ a` chaque
pas de temps a` partir des e´quations de la DFT a` tempe´rature finie. Les simulations se
de´roulent jusqu’a` ce que le nombre de pas de temps de calcul permette d’atteindre la
convergence souhaite´e pour les grandeurs calcule´es et l’e´quilibre thermodynamique. Les
grandeurs thermodynamiques E(ρ, T ) et P (ρ, T ) (voir FIG.3.13) , ainsi que la fonction
de corre´lation de paire g(r) sont moyenne´es sur toutes les particules et les pas de temps
a` l’e´quilibre. Ces calculs sont re´alise´s sur des boıˆtes de simulation de 144 atomes, avec
les grilles de points k de 2x2x2 et une e´nergie de coupure e´gale a` 480 Ryd. Le rayon de
coupure du pseudo-potentiel Troullier-Martins est identique a` celui choisi en phase so-
lide, soit rcut=0.6 bohr. Ces parame`tres nous permettent d’obtenir une convergence de la
pression et de l’e´nergie infe´rieure a` 1%.
L’objectif est d’ajuster les six parame`tres de l’e´quation (3.47) (a(ρ), b(ρ), c(ρ), d(ρ),
s et α(ρ, T )) sur les points de dynamique mole´culaire calcule´s. Pour cela` nous allons
supposer que α(ρ, T ) peut eˆtre approche´ par une fonction semblable a` une forme de Fermi,
donne´e par :
α(ρ, T ) =
1
e(B(ρ)/T−C(ρ)T ) + 1
. (3.51)
Cette fonction de Fermi a une limite finie a` T = 0 K (tempe´rature pour laquelle le fluide











et corrige donc l’e´nergie libre du fluide atomique pour donner une e´nergie libre mole´culaire
meˆme a` tempe´rature nulle. Nous montrerons par la suite que cette forme d’e´nergie libre
donne une description tre`s satisfaisante de l’e´nergie libre d’un fluide mole´culaire.
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Comme le mouvement des atomes est traite´ de fac¸on classique, l’e´nergie interne ab
initio ne tient pas compte de l’e´nergie quantique dont la contribution est importante a` basse
tempe´rature, a` cause de la faible masse de l’hydroge`ne (ΘD ∼ 1√m ). Nous montrerons
par la suite que sa contribution est essentielle pour d’une part, expliquer les diffe´rences
dans les courbes d’Hugoniot de l’hydroge`ne et du deute´rium, et d’autre part pour calculer
correctement la courbe de fusion de ces deux isotopes. Donc dans un premier temps, nous
n’avons pas apporte´ de correction quantique a` l’e´nergie libre classique calcule´e, pour
pouvoir comparer nos calculs avec d’autres calculs traitant les protons de fac¸on classique,
a` savoir :
1. l’e´quation d’e´tat ab initio E(ρ, T ) et P (ρ, T ) donne´e par Holst et al. [11], et les cal-
culs PIMC de Militzer [7], qui couvrent un domaine thermodynamique plus grand
que le noˆtre, allant de 0.2 g/cm3 a` 5 g/cm3, et de 500 K a` 125 000 K, mais sans
expression de l’e´nergie libre,
2. l’e´quation d’e´tat de Morales et al. [12], qui donne une expression de l’e´nergie
libre mais uniquement dans le liquide comple`tement dissocie´ (i.e de 0.7 g/cm3 a`
2.4 g/cm3 et de 2000 K a` 10 000 K).
Nous avons ajuste´ nos diffe´rents parame`tres de la fac¸on suivante :
1. a(ρ), b(ρ), c(ρ), d(ρ) et s sont ajuste´s a` haute tempe´rature (i.e entre 12 000 et
125 000 K), dans un liquide comple`tement dissocie´ ;
2. ceci nous permet de de´duire l’e´cart en P et E pour T ≤ 12 000 K entre un liquide
comple`tement dissocie´ et un liquide partiellement mole´culaire ;
3. cet e´cart nous permet ensuite d’ajuster la fraction de dissociation via les parame`tres
B(ρ) et C(ρ) ; ainsi, contrairement a` Holst, la fraction de dissociation n’est pas
mesure´e mais ajuste´e ; nous contournons ainsi la difficulte´ de devoir identifier une
mole´cule dans une simulation QMD sur des crite`res ne´cessairement subjectifs (dis-
tance intramole´culaire, dure´e de vie).
Les diffe´rents parame`tres sont donne´s par les expressions suivantes :
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a(ρ) = −0.731807+ (−3.084e− 3)ρ+ 0.35277 ln(ρ)
+ (8.8546e− 3)(ln(ρ))2 + 0.014805267(ln(ρ))3, (3.53)
b = 0.275457265, (3.54)
c = −0.32095, (3.55)
s = 0.321308, (3.56)
d(ρ) = d0 +
32.1514
16.3339
exp(−16.3339ρ) + dc(ρ), (3.57)
d0 = −0.2743876. (3.58)
Pour ρ ≤ 0.337 g/cm3,
dc(ρ) = −0.16369929ρ. (3.59)
Pour 0.337 g/cm3 ≤ ρ ≤ 0.419 g/cm3,
dc(ρ) = −0.16369929ρ+ 2.394940122ρ(ρ
2
− 0.337). (3.60)
Pour 0.419 g/cm3 ≤ ρ,
dc(ρ) = 0.0326858ρ. (3.61)
B(ρ) = exp(9.14895− 2.06913ρ), (3.62)
C(ρ) = exp(−8.6253 + 2.8804ρ). (3.63)
ρ est la densite´ e´quivalente de l’hydroge`ne pour une densite´ de l’isotope donne´e (i.e
ρ = mHmisotp ρisotp). La constante d0 est calcule´e afin d’obtenir la meˆme e´nergie libre pour
le fluide dissocie´ que celle calcule´e par Morales et al. [12] pour leur re´fe´rence.
Nous avons donc une e´nergie libre dont la courbe froide, de´pendante du parame`tre
a(ρ), sature a` haute densite´ et nous nous attendons a` ce qu’elle tende vers la courbe froide
de la structure bcc pre´dite pour le solide a` tre`s haute densite´ [24, 57, 84]. Tous ces pa-
rame`tres sont ajuste´s sur des simulations nume´riques (QMD a` basse tempe´rature et PIMC
a` haute tempe´rature) ou` les effets quantiques des noyaux sont absents ou ne´gligeables.
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FIG. 3.12: Fraction de dissociation des mole´cules en fonction de la tempe´rature pour deux
densite´s. Nous comparons notre dissociation ajuste´e (trait plein) avec celle de Holst (poin-
tille´s) [11] et celle calcule´e par la me´thode de Vorberger [85] applique´e aux simulations
de Holst.
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Sur la figure FIG.3.12, nous comparons la fraction de dissociation ajuste´e de notre
mode`le avec la fraction de dissociation calcule´e a` partir des simulations de Holst selon
deux me´thodes diffe´rentes :
1. la me´thode de Vorberger et al. [85], qui consiste a` compter le nombre de paires
d’atomes situe´es dans un rayon rbond tel que
∫ rbond
0 4πr
2g(r)dr = 1, en ne comp-
tant que les paires ayant une dure´e de vie supe´rieure a` dix pe´riodes de vibration,








Les fractions de dissociation e´voluent de manie`re similaire par les trois me´thodes en
densite´ et en tempe´rature. De meˆme, notre mode`le met en e´vidence une transition entre
le fluide mole´culaire et le fluide comple`tement dissocie´ que l’on retrouve de manie`re
microscopique dans les simulations nume´riques. On constate en particulier que cette tran-
sition est de plus en plus abrupte quand la densite´ augmente. Mais nous devons quand
meˆme rappeler que, bien que cette fraction de dissocition a un sens physique, elle est is-
sue d’un parame`tre ajustable qui compense les approximations drastiques de notre mode`le
d’e´nergie libre, telles que la loi line´aire de me´lange et l’e´volution purement chimique du
fluide d’hydroge`ne.
Nous avons finalement compare´ les grandeurs E(ρ, T ) et P (ρ, T ) donne´es par notre
mode`le avec les mode`les de Holst et al.et de Morales et al. sur l’ensemble du domaine
thermodynamique allant de 0.2 g/cm3 a` 5 g/cm3, et de 300 K a` 20 000 K, puis avec les
calculs PIMC de Militzer et le mode`le de Chabrier et Potekhin au dessus de 20 000 K.
Nous avons limite´ la comparaison avec le mode`le de Holst et al. au liquide entie`rement
dissocie´, soit aux tempe´ratures supe´rieures a` 12 000 K car Holst a rajoute´ dans son mode`le
une correction quantique prenant en compte l’e´nergie de vibration des mole´cules.
Les e´quations E(ρ, T ) et P (ρ, T ) en dessous de 10 000 K sont repre´sente´es sur le gra-
phique FIG.3.13. Nous avons un accord en e´nergie avec les mode`les de Holst et al. et
Morales et al. meilleur que 4% et un accord en pression meilleur de 2% entre 0.2 et 5
g/cc. Notre estimation de la fraction de dissociation nous semble e´galement tre`s correcte,
car en re´gime purement classique, nous avons un tre`s bon accord avec les calculs de Mo-
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FIG. 3.13: (a) Energie interne en fonction de la tempe´rature pour plusieurs densite´s,
obtenue par diffe´rents calculs QMD : nos calculs sont symbolise´s par des triangles et
ajuste´s par notre fit en traits pleins, le fit des calculs QMD de Holst et al. [11] par des ronds
et pointille´s, le fit des calculs CEIMC de Morales et al. [12] par des croix et pointille´s.-
(b) Meˆme graphique pour la pression.
rales et al. ou` le liquide est entie`rement dissocie´ au dessus de 2000 K quelle que soit la
densite´.
Sur le graphique FIG. 3.14 nous comparons l’e´nergie libre donne´e par le fit de Mo-
rales et al. et l’e´nergie libre donne´e par notre mode`le. Nous avons ajuste´ notre constante
d’entropie d0 de manie`re a` obtenir la meˆme valeur d’e´nergie libre que Morales a` la den-
site´ et la tempe´rature lui servant de re´fe´rence (ρ ≈ 1.38 g/cm3 et T = 6000 K). Ainsi,
nous avons un accord global sur l’e´nergie libre avec le mode`le de Morales et al. qui est
infe´rieure a` 2%, et un e´cart maximal sur l’entropie de 8% a` la densite´ et tempe´rature
maximales de leurs simulations (ρ ≈ 2.4 g/cm3 et T = 10 000 K).
La bonne concordance de F (ρ, T ), E(ρ, T ) et P (ρ, T ) entre ces trois mode`les utili-
sant la QMD (Holst, Morales et nous meˆmes) nous indique que notre mode`le est pertinent
pour 0.2 g/cm3 ≤ ρ ≤ 5 g/cm3.
Sur le graphique FIG. 3.15, nous montrons que l’extension de notre mode`le jus-
qu’a` 125 000 K (soit Γ ≈ 1 pour la plupart des densite´s) est en bon accord avec les
calculs PIMC de Militzer [7] ainsi que le mode`le de plasma comple`tement ionise´ de Cha-
brier et Potekhin [76, 77]. La partie ou` le mode`le est le moins pre´cis (≈5%) se situe aux
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(Phys.Rev.E 2010)
FIG. 3.14: Energie libre classique en fonction de la tempe´rature obtenue par QMD a` T et
ρ constants. Chaque courbe correspond a` un isochore.
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FIG. 3.15: (a) Energie interne en fonction de la tempe´rature au dessus de 10 000 K pour
plusieurs densite´s, obtenue par calculs PIMC [7], le mode`le de Chabrier et Potekhin [76]
et notre EoS. Chaque courbe correspond a` un isochore, et a e´te´ de´cale´e de 10 eV par
rapport a` la pre´ce´dente pour plus de clarte´.- (b) Meˆme graphique pour la pression.
tempe´ratures ou` nous faisons la jonction entre les calculs QMD et PIMC, soit entre 5 et
7 eV.
Nous avons donc construit finalement un mode`le d’e´nergie libre, thermodynami-
quement consistant, et reproduisant correctement l’e´volution de l’hydroge`ne dense entre
0.2 g/cm3 et 5 g/cm3 aussi bien en partie froide mole´culaire et plasma fortement couple´,
jusqu’a` la partie plasma dissocie´e et faiblement couple´e.
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3.3.3 La correction quantique aux simulations classiques
Comme nous l’avons dit pre´ce´demment, l’expression de l’e´nergie libre donne´e par
l’e´quation (3.47) ne tient pas compte de l’e´nergie quantique des atomes et mole´cules a`
basse tempe´rature, qui est importante de part la faible masse de l’atome d’hydroge`ne (et
du deute´rium, dans une moindre mesure). Typiquement, les effets quantiques deviennent
important lorsque la longueur d’onde de De Broglie du noyau (λi = (2π~2/mikBT )1/2)
est supe´rieure au rayon de la sphe`re ionique (ai = (43πni)−1/3 ou` ni est la densite´ io-
nique), ce qui se traduit par la condition :
T ≤ 558.02ρ2/3, (3.65)
avec ρ en g/cm3 et T en K . Nous verrons par la suite que dans le cadre du calcul de
la courbe de fusion du solide mole´culaire, et dans le calcul d’un chemin de compres-
sion isentropique, le domaine de tempe´rature explore´ fait que cette condition est souvent
ve´rifie´e. Cependant, c’est un crite`re approximatif, qui ne tient pas compte de la non unifor-
mite´ de la densite´ ionique dans le mate´riau. Ainsi, meˆme dans de l’hydroge`ne dilue´, une
forte e´nergie quantique est pre´sente, due aux vibrations intramole´culaires (la tempe´rature
de Debye caracte´ristique du vibron a` pression et tempe´rature ambiante est de l’ordre de
6000 K).
3.3.3.1 Estimer la correction quantique dans une simulation de QMD
Une manie`re d’estimer la correction quantique a` l’e´nergie libre dans un liquide est
de de´velopper la fonction de partition classique en puissances de la constante de Plank ~
selon la me´thode de Wigner [86] et Kirkwood [87]. Pour un syste`me de N atomes iden-
tiques de masse m, dans une description classique, l’hamiltonien se de´compose comme
la somme d’un terme cine´tique de´pendant des coordonne´es ge´ne´ralise´es d’impulsion p =
(p1, p2, ...,pN ), et d’un terme potentiel classique de´pendant des coordonne´es ge´ne´ralise´es
de position r = (r1, r2, ..., rN ) :
H(p, r) = K(p) + V (r).
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dr exp(−V (r)/kBT ). (3.66)



















Soit fi la force qui s’exerce sur l’atome i au temps t. Alors fi = ∇riV (r). La
fonction de partition s’e´crit donc :






En supposant que (β)
3(~)2
24m 〈f2i 〉 ≪ ZclNV T , l’expression de la fonction de partition





Nous pouvons donc utiliser cette expression pour calculer la correction quantique
aux diverses densite´s et tempe´ratures de nos simultations, mais pour l’injecter ensuite
dans notre mode`le, nous devons donner une expression analytique ∆F (ρ, T ) qui ajuste
ces calculs. Une fac¸on simple de trouver cette expression analytique est de mode´liser
se´pare´ment les mouvements quantiques atomique et mole´culaire par des oscillateurs har-
moniques, selon le mode`le d’Einstein. En effet, une autre manie`re, plus pre´cise, d’esti-
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mer les corrections quantiques est d’appliquer la me´thode propose´e par Berens, Mackay,
White et Wilson [88], qui consiste a` calculer la fonction d’autocorre´lation des vitesses et




dt exp(iωt)〈vi(t).vi(0)〉/〈v2i 〉. (3.70)
Ainsi, en supposant que le syste`me se comporte comme un ensemble d’oscillateurs
harmoniques, dont la distribution des fre´quences est donne´e par l’expression pre´ce´dente,











qui correspond a` l’e´quation (3.69) a` o(~2) pre`s. Si on suppose, comme dans le mode`le
d’Einstein, que les fre´quences sont toutes identiques et ne de´pendent que de la densite´,
alors la fonction d’autocorre´lation des vitesses peut s’e´crire, au deuxie`me ordre en t,
comme :








2 + ...), (3.72)
ou` ωE est la fre´quence d’Einstein d’un atome qui vibre dans le champ de force moyen





Le calcul de∆F nous donnant une fre´quence moyenne´e sur les atomes et les mole´cules
(dans le cas d’un fluide partiellement dissocie´), nous avons calcule´ se´paremment ωE pour
les atomes et les mole´cules comme suit.
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3.3.3.2 La correction quantique atomique
Pour estimer la correction quantique atomique, nous avons calcule´ ωE suivant l’ex-
pression (3.73) a` divers points de densite´ et de tempe´rature pour lequels le liquide est




de l’atome dissocie´ qui varie en fonction de la densite´ selon l’expression :
ΘE(ρ) = 452.79 + 390.49ρ. (3.74)
La fonction de partition de cette vibration est cette fois celle d’un oscillateur harmo-
nique a` trois dimensions, a` laquelle nous retirons la limite haute tempe´rature de´ja` incluse








3.3.3.3 La correction quantique mole´culaire
Pour estimer la correction quantique mole´culaire vibrationnelle, nous avons ne´glige´
en premie`re approximation les variations en densite´ et tempe´rature du vibron :






A cette vibration correspond une tempe´rature caracte´ristique donne´e par kBΘvib =
hν, et la fonction de partition de vibration s’e´crit :
qvib =
exp(−Θvib/2T )
1− exp(−Θvib/T ) . (3.77)
A cette fonction de partition, nous retirons e´galement la limite a` haute tempe´rature,
correspondant aux vibrations classiques des atomes de´ja` comprises dans nos simulations,
Construction d’une e´quation d’e´tat multi-phase de l’hydroge`ne dans la WDM 135








Comme pre´cise´ plus haut, nous supposons que cette vibration varie peu avec la
tempe´rature ( ∂ν∂T ≤ 0.4 cm−1K−1 entre 0 et 150 GPa [89]).
3.3.3.4 L’effet des corrections quantiques sur la fraction de dissociation
Si la prise en compte de ces corrections se traduit par un surplus d’e´nergie libre,
elle implique e´galement une modification de la fraction de dissociation. En effet, si on
reprend l’e´quation (3.29) en introduisant qc la fonction de partition classique (atomique et
mole´culaire), qcq la correction quantique a` la fonction de partition (atomique et mole´culaire),















Les corrections quantiques a` l’e´nergie libre d’un atome et d’une mole´cule s’e´crivent
donc :
F cqa = −kBT ln qcqa , (3.80)
F cqm = −kBT ln qcqm . (3.81)
De plus, si on note αc la fraction de dissociation classique et αq la fraction de dis-
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Sur la figure FIG.3.16, nous avons trace´ l’e´volution de la fraction de dissociation αq
en fonction de la tempe´rature pour trois densite´s diffe´rentes, et nous l’avons compare´ avec
son estimation classique. Nous pouvons ainsi constater que l’incorporation des corrections
quantiques favorise la dissociation des mole´cules de H2, et que cet effet est d’autant plus
fort que la densite´ augmente. Ceci peut eˆtre explique´ intuitivement par la perte d’e´nergie
quantique de vibration lorsqu’une mole´cule se dissocie.
L’expression de l’e´nergie libre classique donne´e par l’expression (3.47), que nous
notons Fc, devient, avec les corrections quantiques apporte´es par les e´quations (3.79) et
(3.82) :
F (ρ, T ) = F c(ρ, T ) + F cq(ρ, T ),
































∆Fcalc ∆Fmodel ∆Fcalc ∆Fmodel ∆Fcalc ∆Fmodel
1 g/cm3 0.040 0.058 0.032 0.043 0.013 0.011
αc 13-40% 5% 24-57% 32% 32-58% 89%
1.21 g/cm3 0.038 0.047 0.017 0.022 0.010 0.009
αc 25-51% 32% 33-54% 80% 97-100% 99%
1.4 g/cm3 0.041 0.032 0.021 0.021 0.011 0.011
αc 33-52% 79% 86-100% 100% 90-100% 100%
1.56 g/cm3 0.038 0.036 0.024 0.023 0.012 0.012
αc 29-100% 97% 79-100% 98% 90-100% 100%
1.74 g/cm3 0.030 0.026 0.040 0.042 0.014 0.014
αc 82-100% 100% 89-100% 100% ∼ ∼
Dans le tableau TAB.3.5, nous comparons les corrections quantiques calcule´es di-
rectement a` partir de la formule (3.69) avec celles donne´es par notre mode`le a` partir
des e´quations (3.76)-(3.83). Dans le domaine ou` le fluide est entie`rement dissocie´, nous
constatons un tre`s bon accord entre les deux me´thodes, qui justifie a posteriori l’approxi-
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2500K 5000K
∆Fcalc ∆Fmodel ∆Fcalc ∆Fmodel
1 g/cm3 2.9e-3 3.1e-3 1.6e-3 1.5e-3
αc 79-100% 100% 90-100% 100%
1.21 g/cm3 ... ... ... ...
αc 100% ∼ ∼ ∼
1.4 g/cm3 ... ... ... ...
αc 97-100% 100% ∼ ∼
1.56 g/cm3 5e-3 4.9e-3 2.9e-3 2.4e-3
αc 97-100% 100% ∼ ∼
1.74 g/cm3 ... ... ... ...
αc ∼ ∼ ∼ ∼
TAB. 3.5: Comparaison entre la correction quantique calcule´e directement a` partir de
l’e´quation (3.69) (∆Fcalc) et a` partir de notre mode`le (∆Fmodel), a` diffe´rentes densite´s
et tempe´ratures. Les e´nergies sont en eV/atome. Les corrections quantiques dans notre
mode`le ne tiennent pas compte du spin, absent dans les simulations. Les fractions de
dissociations calcule´es et donne´es par notre mode`le sont aussi compare´es pour chaque
densite´ et tempe´rature. Pour les fractions de dissociations calcule´es, on donne les valeurs
minimales et maximales obtenues a` partir des me´thodes de calcul de Vorberger et de Holst.
mation harmonique et l’inde´pendance de la fre´quence par rapport a` la tempe´rature. Dans
la partie partiellement dissocie´e, les e´carts restent relativement faibles, et sont principa-
lement dus a` l’incertitude sur la fraction de dissociation et la fre´quence de vibration des
mole´cules.
Nous disposons ainsi de tous les termes permettant de calculer l’e´nergie libre avec
correction quantique donne´e par l’e´quation (3.83). L’e´nergie interne et la pression cor-
rige´es avec les termes quantiques sont repre´sente´es sur les figures FIG. 3.13, et compare´es
avec le mode`le de Holst et al. sur l’ensemble du domaine termodynamique, et notam-
ment a` basse tempe´rature ou` Holst al. ont rajoute´ la correction quantique de vibration des
mole´cules. Nous constatons un bon accord entre ces deux mode`les (e´cart infe´rieur a` 4.5
%) entre 0.2 et 1 g/cm3, l’e´cart se situant essentiellement dans le domaine ou` l’hydroge`ne
se dissocie, au dela` de 1 g/cm3. Dans ce domaine, notre mode`le donne une e´volution
croissante quasi-line´aire en tempe´rature de E(ρ, T ) et P (ρ, T ) dans un hydroge`ne qua-
siment comple`tement dissocie´, alors que dans le mode`le de Holst et al., nous observons
des fluctuations de E et P (∂P∂T )ρ < 0 et (
∂E
∂T )ρ < 0, qui ne peuvent s’expliquer unique-
ment par la dissociation puisque ces fluctuations augmentent avec la densite´ alors que α
et ( ∂α∂T )ρ s’annulent a` forte densite´. Ces fluctuations sont probablement un artefact de la
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FIG. 3.16: Influence des corrections quantiques sur la fraction de dissociation pour trois
densite´s ; les fractions de dissociation classiques sont en trait plein, les fractions de disso-
ciations avec corrections quantiques sont en pointille´s.
forme mathe´matique choisie par Holst et al. pour ajuster leurs re´sultats. Ainsi, contraire-
ment a` notre forme d’e´nergie libre qui retrouve les limites physique du plasma ionise´, la
forme mathe´matique de Holst et al. n’est pas extrapolable au dela` du domaine de calcul
sur lequel elle a e´te´ ajuste´e.
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Dans le chapitre pre´ce´dent, nous avons de´crit comment deux formes d’e´nergie libre,
une pour le solide et une pour le liquide, permettent d’ajuster les calculs ab initio. Nous
insistons sur le fait qu’aucune donne´e expe´rimentale n’a e´te´ utilise´e pour contraindre ces
formes d’e´nergie libre. Nous allons maintenant comparer cette e´quation d’e´tat ab initio
avec les re´sultats expe´rimentaux pour valider sa pre´cision. Les approximations inhe´rentes
a` la DFT (mauvaise estimation des forces a` longue distance, sous-estimation du gap
e´lectronique) s’appliquant essentiellement dans le domaine thermodynamique de notre
e´tude (avec comme principales conse´quences une possible impre´cision dans la descrip-
tion des phe´nome`nes de dissociation et d’ionisation), la validation de la pre´cision de cette
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EoS sur des donne´es expe´rimentales produites dans ce domaine devrait nous conforter sur
sa pre´cision dans un domaine thermodynamique plus large.
Ainsi, dans ce chapitre, nous allons comparer les re´sultats de notre e´quation d’e´tat
avec les principales mesures de grandeurs thermodynamiques disponibles pour l’hydroge`ne
a` haute pression dans la phase fluide :
– les mesures de vitesse du son dans le fluide mole´culaire,
– les courbes d’Hugoniot principales de l’hydroge`ne et du deute´rium liquides a` 19 K,
– la courbe de fusion du solide mole´culaire de H2.
Nous avons de´ja` montre´ dans le chapitre pre´ce´dent que l’EoS en phase solide re-
trouvait correctement les points expe´rimentaux a` 300 K. Nous allons montrer que les
comparaisons en phase fluide sont e´galement tre`s satisfaisantes, bien qu’effectue´es dans
un domaine thermodynamique ou` les proprie´te´s du mate´riau sont a priori de´crites avec la
moins bonne pre´cision par la DFT comme nous l’avons e´voque´ pre´ce´demment.
4.1 La vitesse du son dans le fluide mole´culaire dense
A partir de l’e´quation (3.52), l’e´nergie libre mole´culaire est obtenue dans la limite ou`
la fraction de dissociation tend vers 0. Nous allons tester cette e´nergie libre mole´culaire
sur des mesures de vitesse du son par spectroscopie Brillouin dans le fluide de H2 entre 1
et 13 GPa et 293 et 526 K [1]. La vitesse du son adiabatique est calcule´e a` partir de notre







Sur la figure FIG.4.1, nous pouvons constater un tre`s bon accord entre les vitesses du
son calcule´es et expe´rimentales.
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FIG. 4.1: Vitesse adiabatique du son dans du H2 liquide en fonction de la pression a`
diverses tempe´ratures. Les points expe´rimentaux et leurs barres d’erreur [1] indique´s en
rouge sont compare´s avec les valeurs calcule´es issues de notre e´quation d’e´tat.
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4.2 Calcul des courbes d’Hugoniot principales de H2
et D2 liquides a` 19 K
Les mesures dynamiques de vitesses dans des expe´riences de ge´ne´ration de chocs
dans des mate´riaux plans fournit une mesure absolue de l’e´quation d’e´tat dans un fluide
dense. En particulier, le taux de compression en fonction de la pression, qu’on nomme
courbe d’Hugoniot, est un re´sultat significatif. L’Hugoniot de´crit les e´tats finaux possibles
(ρ, P,E) de la matie`re soumise a` une compression par choc, selon l’e´quation d’Hugoniot :








a` partir des condition initiales (ρ0, P0, E0).
Des expe´riences et des mesures tre`s pre´cises de chocs plans ont e´te´ re´alise´s sur
des cibles cryoge´niques de H2 et D2 avec un canon a` gaz [2, 3]. Ces points d’Hugo-
niot expe´rimentaux sont compare´s sur les figures FIG.4.2(a) et (b) aux courbes d’Hugo-
niot calcule´es a` partir des meˆmes conditions initiales avec notre e´quation d’e´tat et une
e´quation d’e´tat chimique (Kerley [4]). Dans ce domaine de pressions, les deux fluides
sont mole´culaires, avec une fraction de dissociation ne´gligeable. Nous pouvons observer
un bon accord entre les points expe´rimentaux et nos calculs dans le diagramme P(ρ/ρ0),
meˆme si les courbes d’Hugoniot issues de l’e´quation d’e´tat de Kerley ajustent mieux
l’expe´rience. Ceci n’est gue`re surprenant dans la mesure ou` les parame`tres de l’EoS
de Kerley ont e´te´ ajuste´s sur ces points expe´rimentaux. Ainsi, dans le diagramme P(T),
l’accord est nettement moins bon, et met en e´vidence une dissociation trop rapide en
tempe´rature dans les simulations ab initio. A pression constante, nous observons une
diffe´rence de compressibilite´ entre les courbes d’Hugoniot de H2 et D2, car les densite´s
initiales d’e´quilibre sont diffe´rentes, a` cause de la diffe´rence d’e´nergie de point ze´ro entre
les deux isotopes. Cette diffe´rence sur les volumes d’e´quilibre a un impact plus fort sur le
taux de compressibilite´ que la diffe´rence d’EoS entre les deux isotopes, qui est beaucoup
plus faible a` volume identique.
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Durant les dix dernie`res anne´es, la courbe d’Hugoniot du D2 cryoge´nique a pu eˆtre
progressivement mesure´e jusqu’a` 200 GPa graˆce a` diverses techniques expe´rimentales.
Les donne´es les plus re´centes obtenues par compression laser [5](qui devront proba-
blement eˆtre corrige´es si on se base sur la nouvelle e´quation d’e´tat du quartz [6]), par
compression par explosifs [7–9], et par compression par Z-pinch [6] sont compare´es sur
les figures FIG.4.3(a) et (b) a` l’Hugoniot calcule´e a` partir de notre EoS. Au dessus de
20 GPa, l’Hugoniot explore un re´gime allant du fluide mole´culaire au plasma dissocie´.
La courbe ge´ne´re´e par notre EoS est en tre`s bon accord avec l’ensemble de ces points
expe´rimentaux, a` l’exception des points issus des expe´riences sur le laser NOVA [10, 11].
Les pre´dictions des principaux mode`les chimiques (Kerley [4], le mode`le de Ross [12],
le mode`le SCVH [13] et le mode`le FVT [14]) ont e´galement e´te´ trace´es. Comme nous
l’avons de´ja` e´voque´, ces mode`les chimiques pre´disent un taux de compressibilite´ a` haute
pression plus important que celui constate´ expe´rimentalement. L’Hugoniot de Kerley, qui
semble eˆtre en meilleur accord avec les expe´riences, tend plus lentement vers la limite de
compression d’un gaz ide´al (ρ/ρ0 = 4) au dessus de 120 GPa. Ainsi, si tous les mode`les
chimiques convergent dans le domaine du fluide purement mole´culaire, ils donnent tous
des taux de compressibilite´ maximum diffe´rents. Ceci illustre bien la difficulte´ de de´crire
correctement la transition du fluide mole´culaire vers la phase plasma.
Plusieurs calculs ab initio de l’Hugoniot principale du D2 ont e´te´ re´alise´s par le passe´.
On peut constater sur les figures FIG.4.4(a) et (b) que notre EoS est en tre`s bon accord
avec ces calculs. Il subsiste ne´anmoins des diffe´rences qui sont essentiellement dues a` la
forme fonctionnelle utilise´e et au traitement des corrections quantiques. Nous conside´rons
que notre approche apporte un progre`s par rapport aux pre´c e´dents calculs sur ces deux
points. En outre, la forme d’e´nergie libre que nous avons construite nous permet de cal-
culer la diffe´rence isotopique sur l’EoS de l’hydroge`ne dense. L’influence des corrections
quantiques sur l’Hugoniot principale de l’hydroge`ne pre`s de son taux de compressibilite´
maximal est trace´e dans l’insert de la figure FIG.4.4(a). Les courbes d’Hugoniot de H2 et
D2 sont ge´ne´re´es a` partir du meˆme volume molaire (23.57 cm3/mol) a` 300 K, qui sont les
conditions expe´rimentales d’une expe´rience de compression par laser sur une cible pre´-
comprime´e [18]. Une diffe´rence de taux de compressibilite´ est constate´e entre les deux
isotopes, essentiellement due a` la diffe´rence d’e´nergie initiale entre H2 et D2.
Nous avons finalement compare´ les re´sultats de notre EoS aux donne´es expe´rimentales
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Kerley 2003 H2(ρ0 = 0.0709 g/cc, T=20 K)
Kerley 2003 D2(ρ0 = 0.172 g/cc, T=20 K)
QMD H2(ρ0 = 0.0709 g/cc, T=20 K)
QMD D2(ρ0 = 0.172 g/cc, T=20 K)
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FIG. 4.2: (a) Hugoniots principales de H2 et D2 dans le fluide mole´culaire. La pression
est trace´e en fonction du taux de compression. Les pre´dictions issues de notre EoS, en
traits pleins, sont compare´es aux donne´es expe´rimentales [2, 3]. Les lignes en pointille´s
repre´sentent les meˆmes Hugoniots obtenus a` partir d’une table SESAME [4]. (b) Meˆme
comparaison que dans la figure pre´ce´dente mais dans le diagramme P(T). Les mesures
de tempe´rature les plus re´centes sont indique´es avec leurs barres d’erreur : Z-pinch (dia-
mands [16]), laser (carre´s verts [17]), canon a` gaz (ronds bleus [3]
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 Ab initio calculations:
QMD (this work)
(ρ0 = 0.171 g/cc, T=20 K)
(a)



















FIG. 4.3: (a) Comparaison entre les donne´es expe´rimentales et plusieurs calculs de l’Hu-
goniot principale du D2 a` haute pression. Les points expe´rimentaux sont repre´sente´s
par des symboles avec leurs barres d’erreur : Z-machine (triangles [15]), canon a` Gaz
(croix [2]), Explosifs (carre´s verts [7],cercles verts [8], losanges verts [9]), chocs par laser
(carre´s gris [10, 11], cercles vides [5], cercles pleins bleus [6]). L’Hugoniot issue de notre
EoS, en trait plein, est compare´e aux pre´dictions issues de divers mode`les chimiques :
Kerley [4], Ross [12], Saumon-Chabrier-van Horn [13], FVT [14]. (b) Meˆme comparaison
que dans la figure pre´ce´dente mais dans le diagramme P(T). Les mesures de tempe´rature
les plus re´centes sont indique´es avec leurs barres d’erreur : Z-pinch (diamands [16]), laser
(carre´s verts [17]), canon a` gaz (ronds bleus [3]).
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QMD D2 (this work)(ρ0 = 0.171 g/cc, T=300 K)
QMD H2 (this work)(ρ0 = 0.0855 g/cc, T=300 K)





































FIG. 4.4: (a) Comparaison entre les diffe´rents calculs ab initio de l’Hugoniot principale
du D2 : la courbe issue de notre EoS, les points calcule´s par PIMC [19] et QMD [20–22] ;
en insertion : la diffe´rence isotopique sur le taux de compression entre H2 et D2 le long
d’Hugoniots avec des volumes initiaux identiques a` 300 K. (b) Meˆme comparaison que la
figure pre´ce´dente dans le diagramme P(T) ; en insertion : la comparaison avec les calculs
PIMC jusqu’a` 125 000 K.
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FIG. 4.5: Vitesses du son dans le quartz et dans le D2 mesure´es dans l’expe´rience de
double chocs de Boehly et al. [23], compare´es aux calculs issus de notre mode`le. Pour
l’e´quation d’e´tat du quartz, nous avons utilise´ la nouvelle EoS de Kundson et Desjarlais
[6].
de double chocs ge´ne´re´s par laser [23]. Meˆme si cette expe´rience ne constitue pas une me-
sure directe de l’e´quation d’e´tat, dans la mesure ou` il est ne´cessaire de connaıˆtre e´galement
avec pre´cision l’e´quation d’e´tat du mate´riau transmettant le deuxie`me choc (ici le quartz),
la synchronisation des chocs multiples est un e´le´ment important en fusion par confinement
inertiel (FCI), comme nous le montrerons dans la deuxie`me partie de ce me´moire. Nous
avons ainsi utilise´ comme e´quation d’e´tat du quartz l’e´quation d’e´tat la plus pre´cise dispo-
nible aujourd’hui, re´alise´e e´galement graˆce a` des calculs ab initio [6]. On peut constater
sur la figure FIG.4.5 que les re´sultats issus de notre mode`le sont en tre`s bon accord avec
les points expe´rimentaux.
Une comparaison avec les re´sultats de chocs multiples obtenus sur la machine Z-
pinch [15] aurait e´galement pu eˆtre re´alise´e, mais au vu de la complexite´ de la simula-
tion (qui doit reproduire exactement la chronome´trie des chocs de l’expe´rience) ainsi que
la ne´cessite´ d’avoir la bonne e´quation d’e´tat de tous les mate´riaux transmetteurs (ici le
quartz, le saphir et l’aluminium), nous n’avons pas souhaite´ aller plus loin dans cette ana-
lyse, le calcul de double choc pre´ce´dent nous donnant de´ja` une tre`s bonne indication sur
la fiabilite´ de notre EoS.
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4.3 Calcul de la courbe de fusion de H2 et D2.
Le calcul de la courbe de fusion constitue un test sensible des mode`les d’e´nergie
libre des phases solide et liquide. En utilisant les formes fonctionnelles de ces e´nergies
libres, nous pouvons calculer la courbe de fusion de l’hydroge`ne qui est le lieu ou` les
enthalpies libres de Gibbs des deux phases sont e´gales. La courbe de fusion ainsi calcule´e
pre´sente un maximum et peut eˆtre correctement parame´trise´e par une forme fonctionnelle
de Kechin [24],
Tm = T0(1 + P/a)
b exp(cP ), (4.3)
ou` Tm est donne´e en K, P en Gpa, T0=4.85266 K, a=0.0228677 GPa, b=0.747862 et
c=0.00982657 pour l’hydroge`ne. L’extrapolation de la courbe de fusion a` partir de points
expe´rimentaux mesure´s jusqu’a` 20 GPa [25] sugge`re que la courbe de fusion de l’hy-
droge`ne pourrait atteindre un maximum atour de 1100 K et 120 GPa. Des mesures poste´rieures
ont e´tendu la courbe de fusion a` des pressions plus e´leve´es, et confirment l’existence de
ce maximum [25–28]. Ces points expe´rimentaux sont compare´s a` notre courbe de fusion
ab initio sur la figure FIG.4.6, et on peut constater que l’accord est tre`s bon. Il faut rappe-
ler que la mesure des points de fusion de l’hydroge`ne au-dessus de 500 K est difficile et
que la pre´cision des re´sultats fait toujours de´bat [29]. Une courbe de fusion a e´te´ calcule´e
par QMD [30] en utilisant la me´thode de l’interface (la boıˆte de simulation est divise´e en
une partie solide et liquide qu’on fait e´voluer a` P et T constants) et l’approximation GGA
pour la fonctionnelle d’e´change et de corre´lation. Ce calcul pre´dit e´galement l’existence
d’un maximum de la courbe de fusion autour de 90 GPa et 900 K. Nous avons e´galement
compare´ cette courbe a` la notre sur la figure FIG.4.6, et nous pouvons voir qu’elles sont
relativement semblables, avec une diffe´rence notable sur la tempe´rature du sommet de
la courbe. Bien que les deux calculs sont base´s sur la QMD avec la meˆme fonctionnelle
d’e´change et de corre´lation, plusieurs diffe´rences peuvent expliquer cet e´cart. D’un coˆte´,
la me´thode de l’interface peut souffrir d’effets de taille de boıˆte finie, difficiles a` quantifier,
mais ne ne´cessite pas de connaıˆtre l’e´nergie libre du syste`me. D’un autre coˆte´, la me´thode
base´e sur l’e´nergie libre peut comporter des incertitudes provenant de la forme fonction-
nelle choisie. La me´thode de l’interface prend en compte les effets anharmoniques alors
qu’ils sont absents de la description du solide dans notre mode`le. Enfin, la me´thode de
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FIG. 4.6: Courbes de fusion de l’hydroge`ne et du deute´rium, obtenues a` partir de la
comparaison des enthalpies libres des phases solide et liquide. Les symboles repre´sentent
divers points expe´rimentaux [25–28, 31]. La courbe de fusion en trait plein noir a e´te´
de´termine´e par la me´thode de l’interface en QMD [30].
l’interface ne tient pas compte des corrections quantiques sur le mouvement des noyaux,
corrections importantes a` des tempe´ratures infe´rieures a` 1000 K. Nous verrons plus loin
que l’inclusion de ces corrections quantiques met en e´vidence une diffe´rence isotopique
importante entre les courbes de fusion de l’hydroge`ne et du deute´rium, diffe´rence aussi
importante que celle qu’on observe entre notre courbe et celle re´alise´e par la me´thode de
l’interface.
4.4 Effet isotopique sur la courbe de fusion
La prise en compte des corrections quantiques nucle´aires dans l’e´nergie libre du so-
lide et du liquide nous permet de mettre en e´vidence une diffe´rence isotopique sur la
courbe de fusion du solide mole´culaire. La courbe de fusion calcule´e pour le deuterium
est e´galement parame´trise´e par la forme fonctionnelle de Kechin avec les parame`tres sui-
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vants : T0=10.529 K, a =0.0350601 GPa, b=0.647859, et c=0.0065481. La courbe de
fusion de D2 est compare´e sur les figures FIG.4.6 et 4.7 a` la courbe de fusion de H2.
Une diffe´rence isotopique importante est observe´e, faisant apparaıˆtre une caracte´ristique
inattendue. A basse pression, la tempe´rature de fusion du D2 est infe´rieure a` celle du H2,
en accord avec la pre´diction initiale base´e sur l’interaction de paire entre mole´cules [32].
Mais au dessus de 120 GPa, les deux courbes de fusion se croisent et le solide de D2 fond
a` une tempe´rature plus e´leve´e que le solide de H2. Cette inversion isotopique sur la courbe
de fusion pourrait eˆtre lie´e a` une dissociation plus tardive de D2 par rapport a` H2.
Il faut pre´ciser a` ce stade que l’estimation de cet effet isotopique est semi-quantitative,
en particulier dans la partie fluide car les contributions quantiques sont tre`s approxima-
tives. En effet, le calcul de la courbe de fusion par la me´thode de l’e´nergie libre de Gibbs
est tre`s sensible aux incertitudes sur les e´nergies libres dans les phases solide et liquide.
De ce fait, un calcul tre`s pre´cis de l’effet isotopique sur la courbe de fusion de l’hydroge`ne
ne´cessiterait probablement un traitement plus complet des corrections quantiques dans la
phase liquide mole´culaire. Comme nous l’avons montre´ pre´ce´demment, les corrections
quantiques sont calcule´es avec pre´cision dans la phase plasma par le terme de Wigner-
Kirkwood au dessus de 400 K. Mais ce terme est une correction au premier ordre de
l’e´nergie libre classique, valable uniquement si la tempe´rature est tre`s supe´rieure a` la
tempe´rature caracte´ristique de la vibration quantique des noyaux. Or la tempe´rature de
vibration (ou de Debye) caracte´ristique de la mole´cule de H2 ≃ 6000 K, tre`s supe´rieure a`
la tempe´rature maximale de la courbe de fusion. Nous avons donc e´mis l’hypothe`se que
la correction quantique dans le fluide mole´culaire est essentiellement due a` cette vibra-
tion intra-mole´culaire, avec une fre´quence de vibration inde´pendante de la densite´ et de
la tempe´rature, avec un rapport de 1√
2
entre H2 et D2. Avec cette approximation, nous
avons un bon accord de la courbe de fusion de H2 avec les points expe´rimentaux jus-
qu’a` 800 K, mais avec une le´ge`re surrestimation de la tempe´rature maximale de fusion.
C’est pourquoi l’estimation de cet effet isotopique ne peut eˆtre que semi-quantitative,
le point important e´tant que les deux courbes de fusion se croisent. Nous pouvons par
ailleurs ame´liorer l’accord entre nos calculs et les points expe´rimentaux de la manie`re sui-
vante. Dans notre mode`le, nous calculons une constante d’e´nergie libre d0 (voir l’e´quation
(3.53)). Nous avons choisi de calculer cette constante pour obtenir la meˆme e´nergie libre
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FIG. 4.7: Courbes de fusion de H2 et D2 ajuste´es sur les points expe´rimentaux.
que celle calcule´e par Morales [33] dans la phase plasma, ce qui fait que notre mode`le
est comple`tement ab initio, sans aucun parame`tre ajuste´ sur l’expe´rience. Mais nous pou-
vons e´galement ajuster cette constante pour retrouver des points de fusion expe´rimentaux
a` basse tempe´rature tels que celui de Datchi [25] a` 371.8 K pour H2 et celui de Diat-
schenko [31] a` 372.5 K pour D2. Ceci nous donne deux valeurs diffe´rentes de cette
constante pour H2(d0 = −0.488117) et D2 (d0 = −0.195253). L’ajustement de cette
constante sur les points expe´rimentaux permet de compenser l’approximation de la cor-
rection quantique dans le fluide mole´culaire. Nous calculons ainsi deux nouvelles courbes
de fusion qui sont maintenant en tre`s bon accord avec les points expe´rimentaux de H2
et D2 (voir figure FIG.4.7). Nous constatons encore que les deux courbes de fusion se
croisent, meˆme si l’effet isotopique en dessous de 100 GPa est plus faible que lorsque la
constante d0 n’est pas ajuste´e sur l’expe´rience.
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4.5 Calcul d’un chemin de compression isentropique
Notre EoS nous donnant acce`s a` l’e´nergie libre dans toutes les phases du mate´riau,
nous pouvons calculer des chemins de compression isentropique qui pourront eˆtre utiles
pour dimensionner des expe´riences de compression dynamique. Ainsi, on peut voir sur
la figure FIG.4.8 un chemin de compression isentropique du deuterium partant du solide
a` 6 GPa et 300 K pour atteindre une densite´ de 10 g/cm3 (soit environ 7000 GPa). La
tempe´rature le long de l’isentrope est donne´e par la formule :












ou` T0 et V0 sont la tempe´rature et le volume initiaux. Comme on peut le constater sur la
figure FIG.4.8, le chemin de compression isentropique calcule´ dans le diagramme P (T )
est tre`s diffe´rent de celui calcule´ a` partir de la table de Kerley [4]. Ceci est probablement
duˆ au fait qu’il n’y a pas de transition solide-liquide en dessous de 3000 K dans le mode`le
de Kerley. L’augmentation de tempe´rature est tre`s faible le long de ce chemin. De ce fait,
si une expe´rience de compression isentropique de l’hydroge`ne pouvait eˆtre dimensionne´e,
un domaine encore inconnu du diagramme de phase pourrait eˆtre explore´. Nos calculs
mettent e´galement en e´vidence une forte discontinuite´ du chemin sur la courbe de fusion,
qui devrait pouvoir eˆtre observe´e.
4.6 Conclusion
En conclusion de ce chapitre, nous avons re´ussi a` construire une EoS multi-phase des
isotopes de l’hydroge`ne entie`rement ab initio, qui tient compte du mouvement quantique
de point ze´ro des noyaux. Elle couvre un large domaine thermodynamique de l’hydroge`ne,
allant du solide a` T = 0 K jusqu’au plasma dense. Nous avons donne´ des expressions
de l’e´nergie libre aussi bien en phase solide que fluide. La pre´cision de cette EoS a e´te´
teste´e sur la plupart des donne´es expe´rimentales disponibles aujourd’hui pour l’hydroge`ne
dense, et les comparaisons sont tre`s satisfaisantes.
La cohe´rence de notre approche sur le domaine thermodynamique e´tudie´ (0.2 g/cm3
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QMD D2 melting curve
D2 isentropic path (Kerley 2004)T0=300 K, P0=6 GPa
QMD D2 Isentropic path T0=300 K, P0=6 GPa
FIG. 4.8: Chemin de compression isentropique dans le D2 liquide obtenu a` partir de notre
e´quation d’e´tat, compare´ au chemin obtenu a` partir de la table de Kerley [4].
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≤ ρ ≤ 5 g/cm3, 0≤ T ≤ 125 000 K) et la validation expe´rimentale de notre EoS sur un
domaine expe´rimental relativement restreint nous donne une certaine confiance sur son
extension dans un domaine encore inaccessible par l’expe´rience. Nous allons maintenant
nous inte´resser a` son application dans l’e´tude de l’implosion de cibles pour la fusion par
confinement inertiel (FCI).
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Deuxie`me partie
Application a` la fusion par
confinement inertiel
Introduction
Apre`s avoir pre´sente´ dans la partie pre´ce´dente la construction d’une table d’e´quation
d’e´tat de l’hydroge`ne qui ame´liore la description du mate´riau dans la WDM par rapport
aux mode`les existants, nous allons nous inte´resser a` son application a` la fusion par confi-
nement inertiel (ou FCI).
La fusion nucle´aire est la re´action ou` les noyaux de deux e´le´ments le´gers se com-
binent pour former un noyau plus lourd. Cette re´action exothermique est la source d’e´nergie
des e´toiles. En 1952, la production d’e´nergie de fusion a e´te´ re´alise´e pour la premie`re fois
sur terre par l’explosion d’une bombe thermonucle´aire, utilisant des re´actions de fusion
de deuterium et de tritium. Depuis cette date, de nombreux travaux de recherche ont e´te´
mene´s pour controˆler les re´actions de fusion thermonucle´aire dans le but de produire de
l’e´nergie, et de tirer partie de l’immensite´ des ressources disponibles (l’oce´an contient 1
noyau de deuterium pour environ 6 000 noyaux d’hydroge`ne).
Deux approches ont e´te´ retenues pour re´aliser la fusion thermonucle´aire controle´e du
deuterium et du tritium :
– la fusion par confinement magne´tique (ou FCM), qui consiste a` confiner sur un
temps tre`s long (plusieurs centaines de secondes) un plasma de faible densite´ au
moyen de champs magne´tiques tre`s puissants ;
– la fusion par confinement inertiel (ou FCI), qui consiste a` confiner sur un temps
tre`s court (quelques picosecondes) un plasma tre`s dense (plusieurs centaines de
fois la densite´ du solide)
.
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Le principe de la FCI [1] consiste a` imploser par rayonnement laser une microbille
contenant un me´lange de deute´rium et de tritium de manie`re a` atteindre les conditions de
densite´ et de tempe´rature ne´cessaires a` l’allumage et a` la combustion thermonucle´aire. La
surface externe de la cible est ablate´e par le rayonnement, et exerce par effet fuse´e une
pousse´e centripe`te sur le combustible. Lorsque le rayonnement s’arreˆte, la cible continue
a` imploser en vol libre et de´ce´le`re peu a` peu. La tempe´rature au centre de la cible aug-
mente au fur et a` mesure du passage des chocs et forme progressivement un point chaud
central. Les re´actions de fusion amorce´es dans ce point chaud central se propagent a` tout
le combustible, en produisant plus d’e´nergie de fusion que d’e´nergie laser initialement
fournie.
D’un point de vue pratique, plusieurs solutions technologiques sont envisage´es pour
comprimer et allumer la cible. Le point chaud peut eˆtre aussi bien cre´e´ par les ondes
de choc ge´ne´re´es par le rayonnement, que par une source d’e´nergie externe : on parle
dans ce cas la` d’allumage rapide [2]. Deux types de rayonnement peuvent e´galement eˆtre
envisage´s : l’ablation par le rayonnement laser (attaque directe) ou par le rayonnement
X produit par l’interaction du laser avec une cavite´ en or (attaque indirecte) [3, 4]. Le
choix de la ge´ome´trie sphe´rique s’est impose´e dans la communaute´ suite aux travaux de
Nuckolls [5], qui a montre´ qu’on pouvait atteindre dans cette configuration les conditions
d’allumage tout en minimisant l’e´nergie a` investir. Pour espe´rer des gains e´leve´s, deux
conditions sont alors requises [5–9] :
– la majeure partie du combustible doit eˆtre comprime´e a` des densite´s tre`s e´leve´es
de manie`re quasi-isentropique permettant d’optimiser le travail de compression
ne´cessaire a` l’implosion ;
– une petite partie du combustible est chauffe´e a` de tre`s hautes tempe´ratures et
amorce la combustion thermonucle´aire du combustible fortement comprime´.
La recherche du seuil d’allumage, c’est a` dire de l’e´nergie cine´tique minimale pour
que les re´actions de fusion amorce´es dans le point chaud central se propagent a` tout le
combustible, a e´te´ l’objet d’un travail de recherche intense [7, 8, 10–12], aboutissant au
consensus ge´ne´ral que cette e´nergie seuil, pour une cible creuse, peut eˆtre de´termine´e a`
partir de la vitesse d’implosion et du parame`tre isentropique α [12–19], de´fini comme le
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rapport de la pression dans le combustible sur la pression de Fermi.
Dans la suite de cette partie, nous allons de´crire l’ensemble des crite`res ne´cessaires
a` l’allumage et la combustion d’une cible, conditionnant ainsi son dimensionnement, puis
le mode`le d’implosion de la FCI, et nous montrerons qu’ils sont de´pendants de l’EoS uti-
lise´e. Nous testerons ainsi la sensibilite´ a` l’EoS de deux sche´mas d’allumage diffe´rents
(allumage de´couple´ type allumage rapide ou par choc, et sche´ma auto-allumant) en utili-
sant l’EoS SESAME et notre EoS.
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Tout au long de ce chapitre, les formules seront donne´es dans le syste`me d’unite´s
CGS habituellement utilise´ en FCI (cm-K-s-erg-A), avec 1 erg=10−7 J. Les constantes










TAB. 5.1: Valeurs des constantes fondamentales dans le syste`me d’unite´s CGS.
Les mode`les pre´sente´s dans ce chapitre sont largement inspire´s du rapport interne
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CEA de Laurent Videau [1], qui s’appuie lui-meˆme sur les publications de Nuckols et
al. [2], Brueckner et Jordana [3], Meyer Ter Vehn [4], Dautray et Watteau [5], Lindl [6],
Bayer et Juraszek [7] et Atzeni et Meyer Ter Vehn [8].
5.1 La production d’e´nergie thermonucle´aire en FCI
5.1.1 Choix du combustible
Le me´canisme par lequel de l’e´nergie nucle´aire est rendue disponible se comprend
imme´diatement a` l’examen de la figure FIG.5.1, qui repre´sente, pour diffe´rents noyaux,
l’e´nergie de liaison par nucle´on en fonction du nombre de nucle´ons de l’e´le´ment conside´re´.
L’e´nergie maximale, donc la plus grande stabilite´, est obtenue pour le fer. Pour de plus
grand nombres de nucle´ons, les transitions vers des noyaux de plus faible masse pro-
duit des noyaux mieux lie´s et permet donc de libe´rer de l’e´nergie de liaison. C’est le
phe´nome`ne bien connu de fission nucle´aire, qui peut eˆtre spontane´ ou produit a` moindre
couˆt a` l’aide de neutrons.
FIG. 5.1: Energie de liaison par nucle´on.
A l’autre extre´mite´ de la courbe, les re´actions exo-e´nerge´tiques conduisent vers un
e´le´ment de masse plus importante : c’est la fusion nucle´aire. Contrairement a` la fission,
La physique de l’allumage d’une cible en FCI 173
qu’on peut obtenir dans des conditions ordinaires de tempe´rature, la fusion nucle´aire est
tre`s difficile a` obtenir. La raison en est que le potentiel d’interaction forte a une porte´e tre`s
courte (≈ 10−13cm) ; afin d’approcher les noyaux a` cette distance, il faut surmonter leur







ce qui signifie que pour approcher les deux noyaux a` la distance a` laquelle les forces
nucle´aires l’emportent sur les forces e´lectrostatiques (environ 5 fm), il faut confe´rer a` ces
particules une e´nergie cine´tique d’environ 300 keV. En fait, cette barrie`re coulombienne
peut eˆtre franchie par effet tunnel a` des e´nergies bien infe´rieures aux quelques centaines
de keV indique´es par la me´canique classique.
Le nombre dNr/dt de re´actions de fusion par unite´ de temps est proportionnel au
nombre Nc de noyaux cibles, au flux Φ de noyaux incidents, et a` la section efficace σ, qui




La figure FIG.5.2 repre´sente les sections efficaces des re´actions de fusion de´crites
ci-dessous :
D+T → 4He(3.5 MeV) + n(14 MeV) (5.3)
D+D → 3T(1 MeV) + H(3 MeV) (5.4)
D+D → 3He(0.8 MeV) + n(2.45 MeV) (5.5)
D +3 He → 4He(3.6 MeV) + H(14.7 MeV) (5.6)
Cette figure montre que la probabilite´ de ces re´actions augmente tre`s rapidement pour
des e´nergies comprises entre quelques keV et quelques dizaines de keV (zone de Gamov),
et que la re´action la plus facile a` obtenir est la re´action de fusion d’un noyau de deute´rium
avec un noyau de tritium.
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FIG. 5.2: Sections efficaces de diffe´rentes re´actions de fusion.
L’e´nergie cine´tique devant eˆtre fournie aux noyaux dans le re´fe´rentiel de leur centre
de masse, le moyen le plus commode pour l’obtenir est de chauffer un me´lange de noyaux
fusibles a` une tempe´rature telle que leur e´nergie thermique soit comparable a` l’e´nergie
requise. Dans un tel me´lange, les noyaux ne sont pas mono-cine´tiques, mais leurs vitesses
sont distribue´es selon la statistique de Maxwell-Boltzmann. Comme la section efficace
croıˆt tre`s rapidement avec l’e´nergie, l’existence de noyaux de hautes vitesses dans la par-
tie « chaude » de la maxwellienne fait que le nombre de re´actions par unite´ de temps
est sensiblement supe´rieur a` ce qu’on obtiendrait avec des noyaux affecte´s de l’e´nergie
moyenne 32kBT.
Conside´rons par exemple un me´lange de volume unite´ compose´ de Nd noyaux de
deuterium et Nt noyaux de tritium. La probabilite´ qu’une paire de noyaux ait la vitesse
relative v a` dv pre`s est proportionnelle a` fMBT (v)dv dans lequel fMBT (v) est la maxwel-
lienne a` la tempe´rature T. Le nombre de re´actions par unite´ de temps a` la vitesse v est
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vσ(v)fMBT (v)dv = NdNt < σv > . (5.7)
La grandeur moyenne < σv > ne de´pend plus, pour une re´action donne´e, que de la
tempe´rature du me´lange : elle est repre´sente´e en figure FIG.5.3 pour les re´actions de fusion
d’un plasma deuterium (D-D) et d’un me´lange de deuterium-tritium (D-T). On observe
dans ce dernier cas que le taux de re´action est maximum pour une tempe´rature proche de
40 keV, soit une e´nergie largement infe´rieure aux 300 keV de la barrie`re coulombienne de
l’hydroge`ne.
FIG. 5.3: Taux de re´actions moyens < σv > en fonction de la tempe´rature (en keV), pour
les diffe´rentes re´actions de fusion donne´es par les e´quations (5.3-5.6).
Bien e´videmment, il est ne´cessaire de maintenir ce plasma confine´ pendant un temps
suffisamment long, et au dessus d’une densite´ et d’une tempe´rature minimales.
5.1.2 Crite`res de confinement
5.1.2.1 Le crite`re de Lawson
Supposons qu’on de´sire bruˆler au moins un tiers du combustible. Il faut alors que la
densite´ initiale n et le temps τ pendant lequel les conditions de tempe´rature sont mainte-
176 La physique de l’allumage d’une cible en FCI




appele´ crite`re de Lawson. Le nombre nτ , produit de la densite´ par le temps de confine-
ment, est le parame`tre essentiel de la fusion thermonucle´aire. Pour du DT a` la tempe´rature
de 40 keV, le taux de re´action < σv > est proche de 10−15 ccs−1. Le crite`re de Lawson
s’e´crit donc dans ce cas :
nτ > 1015scc. (5.9)
Pour des temps de confinement de l’ordre de 1 s, on obtient une densite´ minimum
de 1015 noyaux par cc : ces ordres de grandeur sont ceux de la fusion par confinement
magne´tique. Si, au contraire, on ne dispose que de temps de confinement tre`s courts, la
densite´ minimum peut devenir e´norme ; dans le cas de la fusion inertielle, le temps de
combustion est de l’ordre de 10 ps, ce qui conduit a` une densite´ supe´rieure a` 1026 noyaux
par cc, soit pre`s de 1000 fois la densite´ du solide.
5.1.3 Le confinement inertiel
Maintenir en place, sans qu’il se dilue, un plasma thermonucle´aire, dont la tempe´rature
est de l’ordre de quelques centaines de millions de degre´s, est d’une difficulte´ certaine,
puisqu’aucune enceinte ne re´sisterait a` de telles conditions. Les e´toiles sont confine´es
par leur propre gravite´. Dans les Tokamaks, les particules charge´es formant le plasma de
fusion sont confine´es par le champ magne´tique toroı¨dal, et cela` pendant des temps relati-
vement longs.
Imaginons le cas extreˆme d’une sphe`re de plasma thermonucle´aire comprime´, mais
non confine´ ; celui-ci va se diluer en un temps tre`s court, mais non nul. Nous examinons
ici quelles sont les conditions a` re´unir pour que ce temps soit malgre´ tout suffisant pour
obtenir la combustion d’une fraction significative du combustible. Cette approche, qui
utilise l’inertie du combustible, justifie le vocable de « confinement inertiel ».
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5.1.3.1 Le plasma thermonucle´aire : un gaz parfait
Nous allons conside´rer a priori que le DT fusible se comporte comme un gaz parfait
totalement ionise´ compose´ d’ions et d’e´lectrons. Ceci sera ve´rifie´ par la suite. En reprenant
les formules donne´es dans la partie I., Chapitre 3., et en utilisant les relations ne = Zni
et ni =
2ρ
Au (ou` Au est le nombre de masse en unite´s atomiques), on obtient l’e´nergie et











ce qui donne, dans le cas du DT fusible :




Pint = 6.66× 107ρT. (5.13)
5.1.3.2 Temps de confinement
Soit une sphe`re de rayon R, homoge`ne, compose´e d’un me´lange e´quimolaire de
deuterium et de tritium comprime´ a` la densite´ ρ et porte´ a` la tempe´rature T . La sphe`re est
place´e dans le vide.
De`s l’instant initial, les couches exte´rieures de la sphe`re vont se de´tendre sous l’effet
de la pression interne du plasma. Une onde de de´tente prend alors forme, se propage vers
l’inte´rieur, et va, de proche en proche, provoquer le de´sassemblage de la sphe`re. Cette
onde se propage a` la vitesse du son cs dans le mate´riau. Le rayon de la sphe`re r(t) varie
alors comme r(t) = R− Cst.
La fusion de la sphe`re de DT ne peut se faire que dans la partie dense et chaude qui
n’a pas encore e´te´ atteinte par l’onde de de´tente. Pour un gaz parfait classique, la vitesse
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Nous supposons que la puissance thermonucle´aire de´gage´e par unite´ de volume, dPtndV
est constante au cours du temps et homoge`ne sur le volume. L’e´nergie totale de´gage´e
par une sphe`re de DT de rayon R pendant la dure´e de propagation de l’onde de de´tente



























ou` V = 43πR
3 est le volume initial de la sphe`re de DT. A partir de l’e´quation pre´ce´dente,
nous de´finissons alors le temps de confinement τc comme le temps moyen de de´gagement





Dans l’approximation du gaz parfait, en utilisant l’e´quation (5.15), ce temps de confi-
nement peut s’exprimer comme :










On constate ainsi que la dure´e de vie du plasma ne de´pend que de la tempe´rature et
de la dimension initiale de la sphe`re.
5.1.3.3 Masse surfacique
La connaissance du temps de confinement permet de re´exprimer le parame`tre de











Cette expression fait apparaıˆtre le produit ρR qui est un parame`tre essentiel de la
fusion inertielle.
5.1.3.4 Energie de´gage´e par les re´actions thermonucle´aires




. Le taux de re´action moyen sur une distribution maxwellienne des vitesses
donne le nombre N de re´actions thermonucle´aires D+T :
N = nDnT 〈σv(T )〉V τc, (5.23)
ou` τc est le temps de confinement de la sphe`re de DT et V son volume. Pour un me´lange




R3n2i0〈σv(T )〉V τc. (5.24)
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L’e´nergie totale thermonucle´aire de´gage´e ETN = W ∗ N avec W = 17.6 MeV.




















5.1.3.5 Taux de combustion en prenant en compte l’appauvrissement
La masse totale de combustible e´tant limite´e par la masse contenue dans la cible, une
part importante du combustible est bruˆle´e. On doit donc tenir compte de l’appauvrisse-
ment du combustible. Soit n(t) le nombre de re´actions par unite´ de volume qui ont eu lieu
a` l’instant t. Le nombre d’ions restant a` l’instant t s’e´crit alors :




Le nombre de re´actions par unite´ de temps et de volume correspond a` une perte
d’ions, ce qui donne :
dn(t)
dt
= nDnT 〈σv(T )〉 = (ni0
2
− n(t))2〈σv(T )〉. (5.28)
En inte´grant cette relation, nous trouvons finalement :
1







Nous introduisons a` ce stade le taux de combustion fb qui est de´finit comme le rap-
port entre le nombre d’ions bruˆle´s durant le temps de confinement τc et le nombre initial






2 + ni0〈σv(T )〉τc . (5.30)
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La figure FIG.5.4 donne l’e´volution deB(T ) avec la tempe´rature T . Pour une tempe´rature
de combustion de 200 a` 1 000 MK, B(T ) est compris entre 5 et 7 g/cm2. Dans le cas des
cibles a` haut gain, la tempe´rature de combustion est comprise entre ces valeurs, ce qui
nous conduira a` choisir une valeur moyenne B(T) = 6 g/cm2.
Connaissant le taux de combustion fb, nous pouvons en de´duire l’e´nergie thermo-
nucle´aire totale de´gage´e :












5.1.3.6 Calcul du gain du DT
Le gain du DT, note´ GDT , est de´fini comme le rapport entre l’e´nergie thermo-





En reprenant l’expression (5.33), et dans l’approximation du gaz parfait pour l’e´nergie
interne du DT, nous obtenons :
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Ainsi le gain ne de´pend que de la tempe´rature et de la densite´ surfacique du milieu
fusible. En exprimant la densite´ surfacique en fonction du gain et de la tempe´rature, nous













Nous allons de´crire maintenant les conditions d’allumage du milieu fusible : on
s’inte´resse a` une sphe`re de DT entoure´e d’un piston dense (voir figure FIG.5.5). Elle
correspond aux conditions obtenues par une cible en fin d’implosion.
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La sphe`re de DT centrale a un rayon R avec une tempe´rature T et une densite´ ρ. Nous
conside´rons que les e´lectrons et les ions sont a` la meˆme tempe´rature, et que la tempe´rature
et la densite´ sont constantes sur le rayon R.
FIG. 5.5: Sphe`re de DT gazeux entoure´e d’un milieu dense.
5.2.1 Bilan d’e´nergie lie´ aux conditions d’allumage
La notion d’allumage est base´e sur les conside´rations e´nerge´tiques du point chaud.
L’allumage est obtenu lorsque le bilan e´nerge´tique du point chaud devient positif. Pour
de´terminer les conditions d’allumage, il est ne´cessaire de prendre en compte les gains et
pertes du milieu fusible.







+ PTNdep − Prayonnement − Pconduction (5.37)
La variation d’e´nergie interne comprend :
– l’apport d’e´nergie par le travail des forces exte´rieures pendant l’implosion (Emec),
– le de´poˆt d’e´nergie par les re´actions thermonucle´aires (ETNdep),
184 La physique de l’allumage d’une cible en FCI
– la perte d’e´nergie par le rayonnement e´lectromagne´tique du plasma (Erayonnement),
qui est due pour l’essentiel aux transition libre-libre des e´lectrons (rayonnement
de freinage, ou bremsstrahlung),
– la perte d’e´nergie par conduction e´lectronique (Econduction).
5.2.2 De´poˆt des produits de fusion
Dans le cas des re´actions nucle´aires D-T, des neutrons de 14 MeV et des particules






< σv > . (5.38)
La fraction rede´pose´e dans le milieu fusible de densite´ surfacique ρR par les neutrons









ou` λα,n correspond au libre parcours moyen des α et des neutrons.
Le libre parcours moyen des neutrons peut eˆtre conside´re´ comme inde´pendant de
la tempe´rature et prend la valeur ρλn = 4.6 g/cm2. On montrera par la suite que cette
valeur est grande devant la masse surfacique du milieu, ce qui permet de ne´gliger le de´poˆt
d’e´nergie duˆ aux neutrons. Pour le libre parcours moyen des particules α, nous pouvons
utiliser deux formules approche´es qui ne´gligent l’influence de la densite´. La premie`re






La seconde forme est applicable uniquement pour T < 200 MK, concerne´ par le
domaine d’allumage hors e´quilibre thermodynamique local (ou HETL) :
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FIG. 5.6: Libre parcours moyen des particules α en fonction de la tempe´rature. La courbe
en trait plein repre´sente la fonction de Duderstadt et celle en trait pointille´ la fonction
simplifie´e.
ρλα = 2× 10−11T 5/4. (5.42)
Pour une tempe´rature donne´e, l’optimisation de Pαdep demande que les particules α
produites par les re´actions de fusion soient recapture´es par le point chaud, ce qui suppose
que le rayon Rpc du point chaud soit au moins e´gal au libre parcours λ de ralentissement
des particules α. La figure FIG.5.6 montre que vers 70 MK, le libre parcours moyen des
α sera proche de 0.1 g/cm2. Ainsi, pour le calcul de l’allumage vers 70 MK, qui ne´cessite
un ρR ≥ 0.19 g/cm2, nous pourrons conside´rer que toutes les particules α rede´posent leur
e´nergie dans le milieu. Dans le bilan d’e´nergie du DT fusible, nous prendrons donc :
Pαdep = Pα = 3.43× 1041 (ρR)
3
ρ
< σv > . (5.43)
5.2.3 Pertes radiatives du milieu fusible par Bremsstrahlung
Suivant les conditions du plasma, le re´gime radiatif peut eˆtre soit opaque, soit trans-
parent. Cette dernie`re description tre`s simplifie´e suffit au proble`me de l’allumage du
DT, puisque l’allumage par laser n’est possible qu’en re´gime HETL. Dans la suite, nous
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de´crirons les deux cas :
– re´gime opaque ETL : Te = Ti = Tr, ou` Tr est la tempe´rature radiative,
– re´gime transparent HETL : Te = Ti et Tr ≪ Te.
Cette limite peut eˆtre de´termine´e en comparant le libre parcours moyen des photons
aux dimensions du syste`me. En inte´grant le coefficient d’absorption de Kramers sur toutes
les fre´quences [8], nous avons :




Nous pourrons conside´rer que le milieu est transparent (HETL) si λr > 5R, soit :




Dans les conditions d’allumage types rencontre´es avec les cibles en laboratoire, cette
relation sera toujours ve´rifie´e et nous pourrons donc supposer que notre plasma est HETL.
Dans ce cadre, l’expression la plus pre´cise de la puissance perdue par Bremsstrahlung
a e´te´ donne´e par Atzeni et Meyer-Ter-Vehn [8] et peut s’exprimer comme :





Un re´gime de combustion auto-entretenue ne pourra s’e´tablir que si les gains ap-
porte´s par le ralentissement des α exce`dent les pertes radiatives par Bremsstrahlung.
Cette condition limite est donne´e par Pαdep = PBrem, et se re´sume a` l’expression d’une
tempe´rature limite, dite tempe´rature de Post. En effet, en e´galisant les e´quations (5.43) et
(5.46), on obtient :
√
Tpost = 0.9× 1021 < σv >, (5.47)
ce qui donne Tpost ≈ 50 MK.
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5.2.4 Travail des forces exte´rieures
Le DT central est entoure´ d’un piston dense de vitesse d’implosion Vimp (Vimp est
ne´gative par convention en phase d’implosion et positive en phase de de´tente). Nous pou-






ou` P est la pression interne du DT central et V son volume. Nous avons dV = 4πR2dR





Ces relations nous conduisent a` l’expression suivante :
dEmec
dt






soit pour du DT :
dEmec
dt




Nous supposerons (supposition applicable dans le cas situe´ aux limites de fonction-
nement) que pendant toute la dure´e de la phase d’allumage, l’hydrodynamique est fige´e :
la vitesse matie`re est nulle, ce qui signifie que nous sommes en fin d’implosion et que
le travail des forces exte´rieures au syste`me a transmis toute l’e´nergie au DT sous forme
d’e´nergie interne. Nous aurons donc a` la stagnation Emeca = 0.
5.2.5 Les pertes par conduction e´lectronique
Comme le DT central est entoure´ d’un piston froid, la puissance perdue par conduc-

























ou` log Λ correspond au logarithme coulombien pour les collisions e´lectrons-ions. Nous
prendrons log Λ = 6 pour le DT. Dans notre mode´lisation, nous supposons que les milieux
(DT central et piston) sont a` tempe´rature et densite´ uniforme. Pour calculer les pertes par
conduction, il faut introduire un gradient de tempe´rature. Nous ferons l’hypothe`se que ce
gradient de tempe´rature est e´gal a` dTdR =
2T


















ce qui donne :
Pcond = 7.62× 10−5T 7/2 ρR
ρ
. (5.56)
5.2.6 Calcul des conditions d’allumage
Les diffe´rentes hypothe`ses e´mises pre´ce´demment (travail des forces exte´rieures nul,
e´nergie de´pose´e par les neutrons ne´glige´e, toutes les particules α absorbe´es par le point
chaud) nous conduisent a` la relation :
Pα − Prayonnement − Pconduction = 0. (5.57)
Cette relation de´termine la limite d’allumage du point chaud au dela` de laquelle il sera
possible d’atteindre la combustion du milieu fusible. En utilisant les e´quations (5.43),
(5.46) et (5.56), nous obtenons une relation qui montre que la limite d’allumage ne de´pend
que de la masse surfacique et de la tempe´rature ionique du milieu fusible :
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FIG. 5.7: Courbes limites d’allumage dans le plan ρR − T . La courbe en trait plein
correspond au calcul simplifie´ avec une rede´position totale des α. La courbe avec tirets








Cette relation permet de tracer une courbe limite d’allumage dans le domaine ρR−T
(figure FIG.5.7).
Remarque :
Pour plus de pre´cision, il est possible d’effectuer un calcul plus complet prenant en compte
la rede´position partielle des neutrons et des particules α. Ce calcul s’appuie sur le bilan
d’e´nergie :
Pαdep + Pndep − Prayonnement − Pconduction = 0. (5.59)
Cette courbe d’allumage est trace´e sur la figure FIG.5.7. La diffe´rence avec la courbe
donne´e par (5.58) est suffisamment petite pour que nous gardions la formule simplifie´e.
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Cette relation permet d’avoir un calcul direct de la courbe limite alors que le calcul com-
plet ne fournit qu’une solution implicite difficilement exploitable par la suite. Pour obte-
nir l’allumage, il suffit donc de se situer dans le domaine au dessus de la courbe limite
d’allumage. Par contre, en chaque point de la courbe, l’e´nergie interne varie. Il est alors
judicieux de franchir la courbe d’allumage au point (ρR, T ) qui minimise l’e´nergie ap-
porte´e au syste`me.
On remarque que dans l’e´quation de l’e´nergie interne (5.12), le produit ρ2Eint est
uniquement fonction de la tempe´rature. On minimise donc ce produit avec ρR donne´ par
l’e´quation (5.58) le long de la courbe d’allumage, et on obtient :
T = 77 MK
ρR = 0.19 g/cm2
qui sont les valeurs optimales de tempe´rature et de densite´ surfacique du point chaud pour
atteindre l’allumage. L’e´nergie minimale a` investir dans le point chaud, appele´e e´nergie
seuil, est ainsi donne´e par l’e´quation (5.12) :




Pour un ρR et une tempe´rature fixe´s, on peut remarquer que l’e´nergie interne du
point chaud est inversement proportionnelle a` la densite´. Ainsi, pour bruˆler du DT en
investissant le minimum d’e´nergie, il faut comprimer d’autant plus le milieu fusible.
Remarque
Dans le bilan d’e´nergie du point chaud calcule´ ici, la seule contribution positive
est l’e´nergie me´canique de compression du combustible. Ce type de cible est dite auto-
allumante. Mais l’e´nergie seuil peut eˆtre atteinte avec une e´nergie me´canique re´duite si
une source externe d’e´nergie apporte la contribution manquante au bilan d’e´nergie. Il
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existe aujourd’hui deux scenarii envisage´s :
– l’allumage rapide, ou` la source externe d’e´nergie est fournie par un flux d’e´lectrons
de tre`s haute e´nergie, ge´ne´re´ par un laser ultra haute intensite´ (UHI) ;
– l’allumage par choc, ou` la source externe d’e´nergie est fournie par un choc fort en
fin d’impulsion du laser principal.
Je ne de´taillerai pas la physique de ces deux scenarii, qui reste globalement la meˆme que
celle des cibles auto-allumantes, si ce n’est qu’ils permettent de travailler avec des cibles
ne´cessitant des vitesses d’implosion et des e´nergies seuil plus basses.
5.2.7 Vitesse minimale durant la phase d’implosion
Comme nous l’avons dit pre´ce´demment, pendant la phase d’implosion, la puissance
me´canique est positive, le travail des forces exte´rieures fournit de l’e´nergie au DT central
et il est le seul contributeur positif durant la premie`re phase ou` les re´actions thermo-
nucle´aires n’ont pas commence´ a` jouer un roˆle important. Durant toute la phase d’implo-






+ Pα − Prayonnement − Pconduction. (5.61)
Pour des vitesses suffisamment e´leve´es (Vimp = 4× 107 cm/s sur la figure FIG.5.8),
le bilan d’e´nergie est toujours positif tout au long du chemin thermodynamique dans le
diagramme (ρR, T ). Par contre, pour des vitesses plus faibles (Vimp = 0.5 × 107 cm/s),
le bilan d’e´nergie est d’abord positif, puis devient ne´gatif. Dans ce cas, le DT central ne
pourra jamais atteindre la seconde branche qui correspond aux conditions d’allumage pour
laquelle le bilan d’e´nergie redevient positif. Cette figure montre donc que pour atteindre
le domaine d’allumage, la vitesse d’implosion doit eˆtre supe´rieure a` une limite de l’ordre
de 1.2×107 cm/s. Si nous prenons un facteur de se´curite´, nous imposerons des vitesses
d’implosion supe´rieures a` 2×107 cm/s. L’e´quation (5.37) ayant 2 solutions, nous trouvons
pour chaque valeur de Vimp deux courbes qui se´parent le plan (ρR, T ) en zones pour
lesquelles la variation en e´nergie interne par rapport au temps est ne´gative ou positive.
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FIG. 5.8: Courbes limites pour lesquelles la variation de l’e´nergie interne par rapport
au temps est nulle. Les courbes repre´sentent respectivement les vitesses d’implosion de
4×107 (courbe rouge), 2×107 (courbe verte), 1.2×107 (courbe bleue), 0.5×107 cm/s
(courbe noire).
5.3 Combustion : mode`le du point chaud central
Le mode`le que nous e´tudions est le mode`le du point chaud central (voir figure 5.9).
Le milieu fusible est constitue´ de deux parties :
– le DT central est chaud a` densite´ relativement faible ; il doit satisfaire aux condi-
tions d’allumage et est caracte´rise´ par sa tempe´rature Th, sa densite´ ρh, et son
rayon Rh ;
– le DT pe´riphe´rique est dense et froid, il constitue le combustible ; il est de´fini par
sa densite´ ρc et sa masse Mc.








La physique de l’allumage d’une cible en FCI 193
FIG. 5.9: Sche´ma de principe du mode`le par point chaud central. Les grandeurs ca-
racte´ristiques du point chaud sont indice´es par h et celles du combustible froid par c.
5.3.1 Caracte´ristiques du combustible
5.3.1.1 Le gaz d’e´lectrons de´ge´ne´re´s
Le combustible froid, de part la gamme de densite´s et de tempe´ratures qu’il traverse,
est grossie`rement assimile´ a` un gaz d’e´lectrons de´ge´ne´re´s. Cette approximation va nous
permettre de de´finir de manie`re analytique les parame`tres qui gouvernent cette compres-
sion. Nous verrons par la suite que ce mode`le d’e´quation d’e´tat n’est absolument pas
valable pour de´crire la matie`re dans les premiers moments de l’implosion.
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Pour tenir compte d’un niveau de pre´chauffage, nous introduisons le parame`tre d’en-
tropie α, ce qui donne la relation :




















α est donc un parame`tre qui repre´sente l’entropie qui a e´te´ communique´e au combus-
tible par divers processus de l’implosion, et notamment par la traverse´e des chocs. Pour le
DT, les e´quations pre´ce´dentes donnent :
Ec = 3.27× 1012αMcρ2/3c , (5.67)
Pc = 2.18× 1012αρ5/3c . (5.68)
5.3.1.2 L’EoS du combustible en condition re´elles
Comme nous l’avons dit pre´ce´demment, l’utilisation de l’EoS du gaz d’e´lectrons
de´ge´ne´re´ est une approximation qui doit eˆtre ve´rifie´e a posteriori. La plupart des simu-
lations d’implosions de cible FCI utilisent les EoS issues de mode`les chimiques tels que
l’EoS de Kerley [11] qui, si elles tendent bien vers l’EoS du gaz d’e´lectrons a` tre`s hautes
densite´s (si T ≪ TF ), s’en e´cartent tre`s fortement lorsque la densite´ diminue et/ou lorsque
la tempe´rature augmente fortement. Il est clair que, dans les premiers instants de l’implo-
sion, notamment lorsque les chocs ge´ne´re´s par l’irradiation laser traversent la cible, et que
la densite´ de la coquille atteint quelques dizaines de g/cc, l’EoS du gaz d’e´lectrons n’est
absolument pas valable. D’autre part, rien ne permet de dire que cette limite est e´galement
atteinte a` la stagnation. Nous allons donc re´e´crire les e´nergie et pression a` la stagnation
en introduisant un e´cart par rapport a` la limite du gaz d’e´lectrons de´ge´ne´re´s :
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Ec = E
id
c (1 + γE) (5.69)
Pc = P
id
c (1 + γP ) (5.70)
ou`Eidc etP
id
c sont de´finies par les e´quations (5.67) et (5.68). En pratique, et quelle que soit
l’EoS utilise´e, le coefficient α est de´fini dans les simulations hydrodynamiques comme
α = Pc/PF ou` Pc est donne´e par l’EoS utilise´e, et PF la pression de Fermi a` la meˆme














P (1 + γE) =
3
2
PVc(1 + γE) ≡ 3
2
PVc(1 + γ) (5.73)






γ est tout simplement l’e´cart entre l’EoS re´elle et celle du gaz parfait pour laquelle
E = 32PV .
5.3.2 Mode`le isobare : conditions de stagnation
Le mode`le de l’allumage par point chaud central est dit « isobare », car il suppose
que l’allumage se produit en fin d’implosion, a` l’arreˆt du piston. Les conditions d’arreˆt
du piston sont de´termine´es par l’e´quilibrage des pressions. En fait, les conditions finales
ne sont pas parfaitement isobares, les pressions sont donne´es par la relation suivante :
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Pc = ǫPh, ou` ǫ est un coefficient infe´rieur a` l’unite´.
En remplac¸ant Ph et Pc par leurs valeurs respectives, nous trouvons que les densite´s
du point chaud et du combustible sont relie´es par :







5.3.3 De´termination du coefficient ǫ
Pour rendre les calculs suffisamment simples pour eˆtre exploitables, nous suppose-
rons que la densite´ et la tempe´rature sont uniformes dans le point chaud et dans le combus-
tible. Il en va de meˆme pour la pression. Comme les conditions thermodynamiques sont
diffe´rentes entre les milieux froid et chaud, ce mode`le simplifie´ implique un gradient de
pression infini entre les deux milieux avec ǫ < 1. Nous proposons ici un mode`le qui prend
en compte des gradients entre les deux milieux avec notamment une re´partition spatiale
plus re´aliste au sein du combustible. Nous montrerons finalement qu’il est possible de
prendre en compte l’existence d’un gradient de pression dans le DT froid en choisissant
dans notre mode`le ǫ = 0.3.
A la fin de l’implosion, nous supposerons que l’ablateur a e´te´ comple`tement e´vapore´
et que le DT froid n’est soumis a` aucune pression exte´rieure. La pression dans le combus-
tible de´croıˆt donc continuˆment de la pression du point chaud Ph a` 0. Dans le combustible,
nous avons : P (r) = aαρ(r)5/3 avec a = 2.18 × 1012. En supposant que l’acce´le´ration














En inte´grant cette e´quation sur r, nous trouvons :
v˙(r −Rh) = −5
2
(aα)3/5(P (r)2/5 − P 2/5h ). (5.77)
Soit ∆R l’e´paisseur totale du combustible. Nous en de´duisons que :







et donc que :















Nous de´finissons maintenant le rapport A = Rh∆R . Nous pouvons exprimer la masse







































En e´liminant R3h dans les e´quations (5.81) et (5.82), il est possible de faire une
analogie avec le mode`le simplifie´ caracte´rise´ par ǫ. En effet, en reprenant les relations
Ec =
3
2PcV et Pc = 2.18× 1012αρ
5/3
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FIG. 5.10: Fonction ǫ(A).





. Nous avons repre´sente´ sur
la figure FIG.5.10 la fonction ǫ(A). Pour A voisin de 1, qui correspond ge´ne´ralement
a` la ge´ome´trie rencontre´e en FCI, le parame`tre reste proche de 0.3. Dans la suite, nous
prendrons cette valeur ǫ = 0.3.
5.3.4 Courbes de gain iso-vitesse
La FCI consistant a` mettre en vitesse un piston dense de mate´riau fusible, on va donc
introduire la vitesse d’implosion Vimp et simplifier le proble`me en faisant les hypothe`ses
suivantes :
– a` la fin de la phase d’acce´le´ration, la cible est compose´e par le DT central qui
forme le point chaud et d’un piston dense qui est le combustible froid (de vitesse
Vimp et de masse Mc) ; l’e´nergie cine´tique de ce piston est Ec = 12McV 2imp ;
– nous supposons que l’ablateur a e´te´ e´vapore´ et a communique´ sa vitesse Vimp au
DT froid ;
– le piston est ralenti et stoppe´ par le rebond des chocs successifs ; toute son e´nergie
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cine´tique est transforme´e en e´nergie interne.
Cette dernie`re hypothe`se permettra de relier les parame`tres de l’implosion a` ceux
du combustible. Elle permet de de´crire les courbes de gain iso-vitesse d’implosion. Les
solutions du mode`le d’implosion s’appliquent a` des cibles homothe´tiques, ce qui nous
conduit a` de´crire la courbe de gain iso-vitesse par :
– la de´termination d’une cible de base, qui est de´finie par les conditions limites
d’allumage du point chaud ;
– des cibles homothe´tiques, c’est a` dire ayant le meˆme rapport de convergence RC
qui est e´gal au rapport entre le rayon interne initial et le rayon final du point chaud.
5.3.4.1 Cible de base des courbes de gain iso-vitesse






imp = Eh + Ec = EDT (5.86)
Pour le point chaud, nous avons toujours :




En utilisant les e´quations (5.71), (5.72) et (5.75), nous pouvons calculer l’e´nergie
interne du combustible :
Ec = 5.1× 1010α3/5Mcǫ2/5ρ2/5h T 2/5h (1 + γ). (5.88)
En remplac¸ant Mc par 2EDTV 2imp , nous obtenons :






h (1 + γ). (5.89)
Pour simplifier l’e´criture, nous allons introduire les coefficients suivants :
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FIG. 5.11: Energie a` investir dans le DT en fonction de la densite´ du point chaud pour
une vitesse d’implosion donne´e (ici Vimp = 4× 107 cm/s).
a = 4.18× 108(ρRh)3Th, (5.90)
b = 1.02× 1011ǫ2/5T 2/5h . (5.91)










Cette relation montre que pour une vitesse d’implosion Vimp donne´e, l’e´nergie a` in-
vestir dans le DT pour la cible de base de´pend de la densite´ finale du point chaud (voir
figure FIG.5.11). Parmi toutes les solutions possibles, nous allons choisir celle qui mini-
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(1 + γ)5. (5.94)
Nous pouvons exprimer les caracte´ristiques du DT en fonction des parame`tres Vimp











(1 + γ)5, (5.96)























ρRc = ρRh + ρc(Rc −Rh). (5.100)
La cible de base d’une courbe de gain iso-vitesse est telle que le point chaud a
les conditions limites d’allumage Thall = 77 MK et ρRhall = 0.19 g/cm2. Nous pou-
vons tracer l’e´volution du gain pour les cibles de base en fonction de l’e´nergie investie
pour diffe´rents parame`tres α et dans l’approximation du gaz d’e´lectrons (γ = 0)(figure
FIG.5.12).
Remarque :
Nous avons auparavant de´termine´ une vitesse minimale pour arriver a` l’allumage, fixe´e a`
2 × 107 cm/s. De meˆme il est possible de de´terminer une vitesse maximale qu’il ne faut
pas de´passer. Pour rester dans le mode`le d’allumage par point chaud central, il ne faut pas
que le combustible devienne e´quivalent a` ce point chaud. Une manie`re d’e´valuer la vitesse
maximale serait de fixer une condition sur la densite´ telle que ρc > ρh. Cette relation nous
ame`ne alors a` l’ine´galite´ :
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FIG. 5.12: Gain du DT en fonction de l’e´nergie investie dans le DT pour α=1 et α=2.
Vimp < 1.54× 104
√
ǫThall, (5.101)
ce qui donne pour la cible de base de DT :
V maximp = 7.4× 107 cm/s. (5.102)
5.3.4.2 Le facteur d’homothe´tie
La courbe de gain iso-vitesse correspond a` une famille de cibles homothe´tiques pour
laquelle nous avons fixe´, en plus de la vitesse d’implosion, le rapport de convergence RC





ou` R0DT est le rayon initial du DT (cryoge´nique+gazeux). Le parame`tre α du combus-
tible est conserve´.
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Nous de´finissons le facteur d’homothe´tie f par le rapport entre le rayon du point
chaud a` celui de la cible de base de´finie pre´ce´demment. Nous avons donc Rh = fRh,cb,






























































Dans le cas ou` le facteur d’homothe´tie f ≥ 1, toutes les cibles de´finies ainsi sont
auto-allumantes.
Dans le cas ou` f < 1, les cibles ne sont plus auto-allumantes. Ce type de cible est utilise´
dans les sche´mas d’allumage de´couple´s.
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5.3.5 Du mode`le d’allumage au dimensionnement de la cible
Du formulaire iso-vitesse pre´sente´ pre´cedemment, nous pouvons nous apercevoir que
les conditions d’allumage et de combustion a` la stagnation ne de´pendent que de α, de la
vitesse d’implosion Vimp, et du facteur d’homothe´tie f . Ces trois parame`tres permettent
de de´finir ce qu’on appelle commune´ment une famille de cibles homothe´tiques, c’est a`
dire un ensemble de cibles dont les dimensions et parame`tres de combustion et d’allu-
mage varient avec f et qui pourront eˆtre bruˆle´s avec la meˆme vitesse d’implosion et le
meˆme α.
Le choix de la vitesse d’implosion et de α re´sultent de plusieurs compromis :
– la vitesse d’implosion doit eˆtre suffisamment e´leve´e pour atteindre le domaine
d’allumage ; d’un autre coˆte´, une vitesse d’implosion trop e´leve´e favorise les in-
stabilite´s parame´triques (Raman et Brillouin) qui entraıˆne une re´trodiffusion de
l’e´nergie laser ;
– nous verrons par la suite qu’une compression tre`s entropique, c’est a` dire avec un
α e´leve´, pose moins de contraintes sur l’optimisation de l’impulsion laser qu’un
α faible ; d’un autre coˆte´, un α e´leve´ implique que l’e´nergie investie dans le com-
bustible est e´galement plus e´leve´e.
Nous discutons pour l’instant seulement des conditions a` la stagnation donne´es par
α et Vimp. Or, pour atteindre ce point, plusieurs chemins thermodynamiques sont pos-
sibles, ce qui nous ame`ne a` introduire un troisie`me parame`tre dans le dimensionnement
de la cible : la pression d’ablation Pa ge´ne´re´e par l’absorption du laser. On de´finit ainsi
un parame`tre isentropique en vol αif qu’on distinguera du parame`tre isentropique a` la
stagnation αs, et qui correspond au α atteint par la coquille au moment ou` l’impulsion
laser s’arreˆte. Betti et al. [12] ont ainsi montre´ que
αs ∝ α0.8if V 0.67imp P−0.13a . (5.113)
Il est en pratique plus facile de maıˆtriser le αif via l’optimisation de l’impulsion laser
que le αs. On voit d’apre`s la relation pre´ce´dente qu’une pression d’ablation e´leve´e et/ou
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un αif faible permettent de re´duire le αs. Ces deux options e´tant contradictoires (plus Pa
est e´leve´e, et plus αif est e´leve´ ), il faut trouver un compromis sur la valeur de Pa permet-
tant d’optimiser le αs. Une dernie`re contrainte sur la pression d’ablation est donne´e par le
rapport d’aspect en vol Rav = R0/∆R, qui est le rapport entre le rayon du piston et son
e´paisseur tout au long de l’implosion. Plus le rapport d’aspect est faible, plus la cible est
sensible aux instabilite´s hydrodynamiques, plus Pa doit eˆtre faible.
En conclusion, une famille de cibles homothe´tiques se de´finit par le trio αif , Vimp et
Pa, qui vont ensuite conditionner l’optimisation de l’impulsion laser.
5.4 Conclusion
En synthe`se, nous pouvons retenir de la description des conditions d’allumage d’une
cible FCI trois points essentiels :
– les conditions limites d’allumage sont donne´es par la tempe´rature T et la densite´
surfacique du point chaud central ρRh ; elles sont inde´pendantes du design de la
cible ; une cible atteignant ces conditions limites est appele´e cible de base ;
– toutes les grandeurs finales de la cible s’expriment en fonction de la vitesse d’im-
plosion Vimp, du facteur d’entropie α de´fini dans l’approximation de l’EoS du gaz
d’e´lectrons de´ge´ne´re´s, et du facteur d’homothe´tie f donnant le rapport du rayon
du point chaud de la cible avec celui de la cible de base ; elles sont de´pendantes de
l’EoS du combustible ;
– l’optimisation de l’impulsion laser est re´alise´e a` Vimp, αif en vol et pression
d’ablation donne´s.
Le gain de la cible, qui est un parame`tre essentiel dans l’optique de la production
d’e´nergie par la fusion inertielle, ne de´pend que de la vitesse d’implosion et du facteur
homothe´tique (dans le cas du gaz d’e´lectrons de´ge´ne´re´s). Pour un gain donne´, nous allons
donc chercher a` minimiser l’e´nergie a` investir dans le DT ainsi que la masse de combus-
tible en minimisant le facteur d’entropie α lors de la compression. Nous allons montrer
dans le chapitre suivant comment optimiser la compression via la forme de l’impulsion
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laser pour remplir ces conditions.
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L’e´nergie fournie au combustible pendant sa compression est due au travail des forces
de pression et a` son augmentation d’entropie, d’apre`s la premie`re loi de la thermodyna-
mique dE = TdS − PdV . Comme nous l’avons vu dans les chapitres pre´ce´dents, l’ob-
jectif de la FCI est de comprimer fortement et rapidement la cible tout en minimisant
l’e´nergie a` investir. Pour cela, il est indispensable de limiter l’augmentation d’entropie
au cours de la compression. Or, si une succession infinie d’ondes de compression per-
met de cre´er une compression isentropique sans limite de compressibilite´, un choc fort
comme ceux cre´e´s par l’ablation de la cible par laser impose une limite de compressibilite´
ρ/ρ0 ≈ 4. Nous allons cependant montrer dans ce chapitre que nous pouvons ge´ne´rer une
compression forte et ne´anmoins quasi-isentropique en appliquant sur la cible une suc-
cession de chocs, graˆce aux e´quations de la dynamique des fluides [1, 2]. Nous allons
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e´galement montrer que cette compression, dite cumulative, est fortement de´pendante de
la loi temporelle de pression qui est applique´e. En effet, le passage de chaque choc cre´ant
un milieu plus dense, chaque choc est plus rapide que le pre´ce´dent et finit par le rattraper
au bout d’un certain temps. De ce fait, la loi temporelle de pression doit eˆtre telle que tous
les chocs convergent au meˆme moment de l’implosion.
Les sous-chapitres qui suivent et qui de´crivent la physique de la propagation des
ondes de compression et ondes de choc dans un fluide sont largement inspire´s de la the`se
de Ste´phanie Brygoo [2].
6.1 Les e´quations fluides
C’est a` partir des e´quations qui de´crivent un fluide (liquide ou gaz) en mouvement
que les e´quations de propagation des ondes ont e´te´ construites.
L’e´tat d’un e´le´ment fluide peut eˆtre de´crit par sa vitesse u, sa densite´ ρ et sa pression
P en fonction de sa postion r et du temps.
6.1.1 Conservation de la masse
On de´finit ρ(r, t) comme la densite´ de masse a` un point donne´ (r,t) et ayant une











ou` S est la surface exte´rieure du volume V . La loi de conservation de la masse donne
donc :








ρudA = 0. (6.3)








∇.(ρu)dV = 0. (6.4)
Comme l’expression pre´ce´dente est valable pour n’importe quel volume, l’e´quation
de conservation de la masse peut se re´duire a` :
∂ρ
∂t
+∇.(ρu) = 0. (6.5)
6.1.2 Conservation de l’implusion
Il est plus commode pour e´tablir cette e´quation de conside´rer un volume en mou-
vement dans lequel la quantite´ de matie`re reste constante. On de´finit alors ∂∂t comme la
de´rive´e partielle par rapport au temps a` un endroit donne´, et DDt comme la de´rive´e totale
de´crivant le changement par rapport au temps d’une particule en mouvement. Ces deux




















ou` f est le tenseur des forces surfaciques et F repre´sente les forces volumiques. En















F repre´sente toutes les forces qui pourraient agir sur l’e´l e´ment conside´re´ (e´lectriques,
gravitationnelles,...). On va conside´rer ici que l’ensemble de ces forces sont nulles. En
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remplac¸ant chaque terme par sa forme simplifie´e et en utilisant le fait que les e´quations
pre´ce´dentes sont valables pour un volume arbitraire, l’e´quation (6.7) prend la forme sui-




+ ρ(u.∇)u = −∇P. (6.9)
6.1.3 Conservation de l’e´nergie
On se place dans le re´fe´rentiel du fluide en mouvement. La variation d’e´nergie du














Cette variation est compense´e par des sources exte´rieures Qex que l’on conside`re nulles
pour notre e´tude, par l’e´nergie rentrant par conduction thermique QH que l’on conside`re
aussi nulle, et le travail par unite´ de temps des forces surfaciques Wf et volumiques WF .




















u2) = −∇.(Pu). (6.13)











u2) + Pu]. (6.14)
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6.2 Propagation des ondes sonores
Pour plus de simplicite´, nous allons travailler en une dimension avec des ondes
planes. Une onde sonore repre´sente la propagation d’une petite variation de pression qui
entraıˆne des variations de densite´ et de vitesse. ∆P et ∆ρ sont conside´re´es comme tre`s
petites devant la pression P0 et la densite´ d’e´quilibre ρ0.
ρ = ρ0 +∆ρ, (6.15)




≪ 1. On conside`re que la vitesse initiale du fluide est nulle. On peut donc
e´crire que :
u = ∆u, (6.17)
avec ∆uc ≪ 1, ou` c est la vitesse de propagation d’une onde sonore dans le fluide. En
utilisant ces expressions dans les e´quations de conservation de la masse et de la quantite´































Dans le cas d’une onde sonore, les e´changes de chaleur n’ayant pas le temps de se
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faire et les variations e´tant re´versibles, on conside`re que le mouvement d’une particule est







∆ρ = c2∆ρ. (6.22)
On de´rive (6.20) par rapport au temps et (6.21) par rapport a` x, et en utilisant







On reconnaıˆt l’e´quation de propagation d’une onde sonore se de´plac¸ant a` la vitesse







Il existe deux familles de solutions a` cette e´quation de propagation : f(x − ct) et
g(x + ct). f(x − ct) repre´sente une onde se propageant dans la direction des x positifs,
et g(x + ct) dans la direction des x ne´gatifs. Si le fluide n’est pas au repos au de´part,
mais est anime´ d’une vitesse constante u (dirige´e vers +x dans notre e´tude), les ondes
sont alors porte´es par ce fluide en mouvement. Leur vitesse est alors dans le re´fe´rentiel du
laboratoire e´gale a` u + c pour les ondes allant vers les x positifs, et u − c pour les ondes
allant vers les x ne´gatifs. On de´finit alors dans le plan x− t deux principales familles de








= u(x, t)− c(x, t). (6.26)
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6.3 Invariants de Riemann
Avant d’aller plus loin dans l’analyse de ces re´sultats, un petit rappel mathe´matique
s’impose. Si on de´finit une courbe x = φ(t), dans le plan x− t, la de´rive´e d’une fonction





















Comme le processus est isentropique, la densite´ n’est qu’une fonction de la pression

















et on fait de meˆme pour la de´rive´e de la densite´ de ρ par rapport a` x. On substitue ces
expressions dans les e´quations de conservation de la masse et du mouvement, et en addi-



































On peut remarquer que les e´quations pre´ce´dentes sont des de´rive´es suivant les courbes




dP = 0, (6.31)
dJ− = du− 1
ρc
dP = 0, (6.32)
suivant respectivement C+ et C−. Si on inte`gre ces e´quations, on trouve alors :





















J+ et J− sont appele´s les invariants de Riemann. Ces e´quations sont valables seule-
ment pour les e´coulements isentropiques. Il est important de remarquer que ces invariants
ont e´te´ de´finis a` partir des e´quations initiales de conservation de la masse et de la quantite´
de mouvement. Aucune approximation, a` part celle de la conservation de l’entropie, n’a
e´te´ introduite dans le mode`le.
6.3.0.1 Application au gaz parfait
Calculons les invariants de Riemann pour un gaz parfait. L’e´quation d’e´tat pour un






















. D’apre`s les e´quations (6.33) et





γ − 1c. (6.37)
Ces caracte´ristiques et invariants associe´s permettent de construire a` partir d’un e´tat
quelconque l’e´tat du syste`me a` un instant ulte´rieur. Un point (x, t) est toujours a` l’inter-
section de deux caracte´ristiques, l’une ne´gative et l’autre positive, provenant de deux e´tats
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FIG. 6.1: De´termination du point D a` partir des e´tats connus A et B par la me´thode des
caracte´ristiques dans un e´coulement adiabatique.
connus. Soit A et B ces deux e´tats connus de l’espace caracte´rise´s par une vitesse fluide
et une vitesse acoustique, donc par les invariants J+
−
. De ces deux points partent dans
l’espace-temps deux caracte´ristiques le long desquelles J+− sont conserve´es. En un point
D intersection des caracte´ristiques (voir figure FIG.6.1), on peut donner les vitesses u et
c par :
JD+ = uD +
2
γ − 1cD = J
A
+ = uA +
2
γ − 1cA, (6.38)
JD− = uD −
2
γ − 1cD = J
B
− = uB −
2
γ − 1cB, (6.39)









(JA+ − JB− ). (6.41)
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6.4 La compression isentropique
Nous allons de´crire dans cette partie comment construire une compression isentro-
pique a` partir des e´quations de Riemann (6.33) et (6.34). Imaginons que la compression
est re´alise´e a` l’aide d’un piston qui pousse le gaz initialement au repos (u = 0). On sou-
haite comprimer le gaz de densite´ initiale ρ0 jusqu’a` une densite´ donne´e ρ arbitraire, ce
qui en 1D revient a` amener le piston d’une position initiale x0 au temps initial t0, a` une
position finale x et un temps final t que nous fixerons arbitrairement a` x = 0 et t = 0.
La position initiale du piston x0 et le temps initial t0 sont donc ne´gatifs. D’apre`s les
e´quations de Riemann, la premie`re onde de compression va traverser le fluide le long de
la caracte´ristique C+ depuis le point x0 et t0, de´liminant le fluide perturbe´ du fluide non
perturbe´. Les caracte´ristiques C− provenant du piston vont croiser cette limite, donnant
l’e´galite´ :
J− = u− 2
γ − 1c = −
2
γ − 1c0, (6.42)
et donc la vitesse du son dans le liquide perturbe´ est donne´e par :




Dans le fluide perturbe´, la pente des caracte´ristiques C+ partant du piston est donne´e a`
l’aide de l’e´quation pre´ce´dente par :
u+ c = up + c0 +
γ − 1
2






dt est la vitesse du piston. Ainsi, dans le plan (x, t), plus la vitesse du pis-
ton up est e´leve´e, plus la pente de la caracte´ristique issue du piston est faible. Les ca-
racte´ristiques issues du piston peuvent donc se croiser en un point ou` les grandeurs u et
c ne sont plus mono-e´value´es. Cette discontinuite´ est caracte´ristique d’une onde de choc
et l’e´coulement n’est plus isentropique. Nous allons donc de´terminer la loi de vitesse du
piston telle que toutes les caracte´ristiques C+ issues du piston convergent au point x = 0
et t = 0 (voir figure FIG.6.2). Nous restons dans le cas du gaz parfait polytropique pour
simplifier mathe´matiquement le proble`me.
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Pour que toutes les caracte´ristiques C+, dont la pente est donne´e par l’e´quation
(6.44), convergent en x = 0 et t = 0 dans le plan (x, t), il faut que la trajectoire xp(t) du
piston ve´rifie l’e´quation :































Ainsi, le piston de´marre lentement puis acce´le`re progressivement, pour atteindre une
vitesse infinie lorsque t → 0. A partir des e´quations (6.36), (6.43) et (6.47), on obtient la


















De ce fait, la densite´ au niveau du piston tend e´galement vers l’infini. A t = 0, la
masse de gaz contenue dans l’intervalle [x0, 0] est comprime´e dans un volume infiniment
petit, avec une compression entie`rement isentropique. Evidemment, cela ne´cessite une
puissance au niveau du piston qui diverge e´galement quand t→ 0 selon la loi :
PM (t) ∝ Pp(t)up(t) ∝ |t|−(3γ−1)/(γ+1). (6.49)
Ce mode`le simplifie´ a essentiellement pour vocation de montrer qu’une compression isen-
tropique jusqu’a` une densite´ arbitraire est the´oriquement possible si la loi temporelle de
pression, donc la loi temporelle du laser dans le cas de la FCI est de´finie de manie`re ap-









FIG. 6.2: Caracte´ristiques d’une onde de compression cumulative (re´gion II) et trajectoire
du piston xp permettant cette compression. La re´gion I repre´sente le fluide non perturbe´
par l’onde de compression.
proprie´e, de telle sorte que les ondes de compressions successives se focalisent au point
ou` on veut obtenir la compression maximale.
6.5 De la compression isentropique a` la compression
d’une cible FCI
Plusieurs mode`les de compression isentropique ont e´te´ e´tudie´ dans le cas d’une com-
pression radiale. Tous ces mode`les partent de l’hypothe`se que la vitesse d’implosion d’un
e´le´ment de la cible est une fonction du rayon (up(r, t) ∝ r). Le mode`le de Kidder [3, 4]
est directement de´rive´ du mode`le 1D pre´ce´dent pour une cible sphe´rique de densite´ uni-
forme. Il montre que la pression ne´cessaire pour acce´le´rer une coquille jusqu’a` une vitesse
Vimp varie comme P ∝ V 2imp/Ar0 ou` Ar0 = R0/∆R0 est le rapport d’aspect a` l’instant
initial. Cette loi d’e´chelle est a` l’origine de l’architecture de cible creuse que nous avons
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pre´sente´ au debut de cette partie. En effet, re´duire le rapport d’aspect permet de diminuer
la pression et donc les instabilite´s hydrodynamiques qui peuvent se cre´er dans le plasma.
Le sche´ma d’implosion consiste donc a` porter la coquille jusqu’a` la vitesse d’implosion
Vimp souhaite´e, qui va de´terminer les crite`res essentiels que sont le ρR et le gain de la
cible, tout en limitant l’augmentation d’entropie via le parame`tre α pour limiter l’e´nergie
investie dans le DT (voir e´quations (5.104) a` (5.112)).
En the´orie, la loi de vitesse donne´e par l’e´quation (6.47) permet de ge´ne´rer une
succession infinie d’ondes de compression isentropiques. En pratique, avec l’e´clairement
d’un laser type Me´gaJoule, cette loi est irre´alisable. En effet, l’e´clairement laser a` t = 0
va ge´ne´rer une onde de choc dans le DT et le porter quasi-instantane´ment de P = 0 a`
P ≈ 200 GPa. Nous allons pourtant montrer qu’il est possible de comprimer le DT de
manie`re quasi-isentropique (c’est a` dire avec une augmentation limite´e du parame`tre α)
en ge´ne´rant une succession de chocs progressifs par une loi de pression similaire a` celle
donne´e par l’e´quation (6.49). Pour cela, nous allons montrer comment varie l’entropie
lors du passage d’une onde de choc.
6.5.1 Formation d’une onde de choc
Les ondes sonores, caracte´rise´es comme nous venons de le voir par la propagation de
petites quantite´s comme ∆ρ et ∆P , e´voluent avec le temps et peuvent devenir disconti-
nues. Ces discontinuite´s sont le re´sultat du caracte`re non line´raire des e´quations de conser-
vation de la masse et de la quantite´ de mouvement. Pour e´tablir les e´quations d’onde, tous
les calculs ont e´te´ faits au premier ordre, e´liminant ainsi leur apparition. Cependant, pour
comprendre la formation de l’onde de choc, la non-line´arite´ des e´quations ne peut plus eˆtre
ne´glige´e. Nous ne rentrerons pas dans le de´tail des e´quations, mais nous allons essayer de
voir qualitativement ce qui se passe a` partir des re´sultats pre´ce´dents [2].
Prenons l’exemple du gaz parfait. Nous avons vu que la vitesse de propagation des
ondes (e´quation (6.36)) croıˆt avec la densite´ du milieu. On conside`re un milieu qui, au
temps t = 0, a un profil de densite´ comme montre´ sur la figure 6.3a. Le point A a une
densite´ plus e´leve´e que le point B. La vitesse du son au point A est donc supe´rieure a` celle
au point B et la distance parcourue jusqu’au temps t1 par A est donc supe´rieure a` celle
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FIG. 6.3: Processus de formation de l’onde de choc :
a) Profil de l’onde au temps t=0. b) D’apre`s la de´finition
de la vitesse du son, pour un gaz parfait, plus la densite´
est e´leve´e, plus le point se de´place vite. Le point A se
de´place donc plus vite que le point B et l’onde commence
a` se de´former. c) Si on continue le raisonnement, le point
A va de´passer le point B, situation physique impossible
car il y aurait alors plusieurs densite´s possibles pour le
meˆme point. d) Le front se raidit donc pour former un
profil vertical. Aucun point ne peut de´passer ce front.
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FIG. 6.4: Passage d’une onde de choc.
parcourue par B. L’onde se de´forme alors (figure 6.3b). Le phe´nome`ne continue jusqu’a`
ce que le point A de´passe le point B (figure 6.3c). La situation n’est alors plus physique.
En effet, pour un meˆme point de l’espace, on ne peut avoir deux densite´s diffe´rentes. Au
lieu de cela, le profil de l’onde se raidit et tous les points « s’accumulent » en teˆte de
l’onde formant une discontinuite´ (figure 6.3d). Ce type de discontinuite´ est appele´e une
onde de choc.
6.5.2 Relation de Rankine-Hugoniot
Nous allons maintenant nous inte´resser aux conse´quences de l’apparition d’une telle
onde dans le milieu. On imagine un piston qui se de´place vers la droite a` une vitesse
u et comprime la matie`re. Nous supposerons donc que l’onde de choc est de´ja` forme´e et
qu’elle se de´place a` une vitesse Us. A droite de l’onde de choc, le mate´riau est encore dans
son e´tat initial P0, ρ0 et E0. Apre`s le passage de l’onde de choc, le milieu est caracte´rise´
par P, ρ et E (voir figure 6.4) [2].
Comme pour la formation de l’onde sonore, trois relations de conservation per-
mettent d’e´crire les e´quations de´crivant la discontinuite´ thermodynamique au passage de
l’onde de choc.
6.5.2.1 Conservation de la masse
On conside`re la masse comprise entre les points A et B au cours du temps t. Au
temps t + δt, la surface au point A s’est de´place´e et est maintenant au point A′ . Comme
il y a conservation de la masse, on peut e´crire :
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m = ρ0ABS = ρA
′BS, (6.50)
ou` S est la surface de la section conside´re´e. En remplac¸ant AB et A′B par leurs expres-
sions en fonction de la vitesse fluide Up et de la vitesse de choc Us, on obtient :
ρ0UsδtS = ρ(Usδt− Upδt)S, (6.51)
soit
ρ(Us − Up) = ρ0Us. (6.52)
6.5.2.2 Conservation de l’impulsion
La pression exerce de chaque coˆte´ de l’e´le´ment AB une force (P − P0)S. La masse
m a donc acquis une implusion dp e´gale a` :
dp = mUp = (P − P0)Sδt, (6.53)
Sδtρ0UsUp = (P − P0)Sδt, (6.54)
ce qui donne :
ρ0UsUp = P − P0. (6.55)
6.5.2.3 Conservation de l’e´nergie
Pour boucler les e´quations, il ne reste plus qu’a` conside´rer la conservation de l’e´nergie.
L’e´nergie rec¸ue par l’e´le´ment AB pendant l’intervalle de temps δt est e´gale au travail des
forces exte´rieures. Le travail qui intervient est celui provenant de la face A qui se de´place
en A
′
, soit PSUpδt. Ce travail est e´gal a` la variation d’e´nergie interne et a` l’e´nergie
cine´tique du milieu.
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ρ0SUsδt(E − E0 + 1
2
U2p ) = PSUpδt, (6.56)
ρ0Us(E − E0 + 1
2
U2p ) = PUp. (6.57)
En utilisant les e´quations (6.52) et (6.55), on retrouve la relation donne´e au chapitre
4.2 :








6.5.3 Variation de l’entropie au passage d’une onde de choc
On conside`re la relation thermodynamique
TdS = dE + PdV. (6.59)

















En utilisant (6.52) et (6.55), on peut exprimer Up en fonction de P et ρ uniquement :
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L’entropie augmente donc le long de l’Hugoniot. La transformation engendre´e par le
passage de l’onde de choc est irre´versible.
On peut essayer de quantifier a` quel ordre se situe la diffe´rence entre le chemin
thermodynamique suivant l’Hugoniot et un isentrope. Si on de´rive deux fois l’e´quation






















































On obtient alors :
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FIG. 6.5: Diagramme de compression d’un gaz polytropique dans le plan (ρ,P). La courbe
noire repre´sente l’Hugoniot principale et la courbe rouge repre´sente l’isentrope (de pa-
rame`tre d’entropie α = 1) trace´es a` partir des meˆmes conditions initiales. La courbe
bleue repre´sente une succession de trois chocs permettant de passer de l’isentrope α = 1















Le de´veloppement limite´ de SH au voisinage de V0 s’e´crit donc de la manie`re sui-
vante :
SH(V ) = S0 +








L’entropie le long de l’Hugoniot ne diffe`re donc qu’a` l’ordre 3 au voisinage de V0.
On dit que l’Hugoniot est osculatrice de l’isentrope a` l’origine. On peut donc imaginer
poursuivre un comportement isentropique en appliquant une succession de petits chocs de
faibles intensite´s (voir figure FIG.6.5).
6.5.4 Le sche´ma d’implosion d’une cible FCI et l’impact de l’EoS
Dans le scenario d’implosion d’une cible FCI, la coquille est mise en vitesse par
une succession de chocs ge´ne´re´s par l’ablation de la couche externe de la coquille. Cette
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FIG. 6.6: Profils de densite´ et de tempe´rature des diffe´rentes zones de la cible au cours de
son exposition par le laser.
ablation est re´alise´e soit par l’absorption d’un rayonnement laser (sche´ma d’attaque di-
recte) ou d’un rayonnement X (attaque indirecte) ge´ne´re´ par l’interaction du laser avec
une cavite´ contenant la cible. Nous allons nous limiter au sche´ma d’attaque directe pour
expliciter ce me´canisme.
Sous l’effet de l’irradiation, une partie de la couche externe de la coquille se trans-
forme en un plasma qui se de´tend, et par effet fuse´e, cre´e´ une pression d’ablation qui lance
une onde de choc centripe`te (voir figure FIG.6.6). Ce choc se propage en avant du front
d’ablation, et accroıˆt la tempe´rature et l’entropie du combustible.
Lorsque ce choc de´bouche sur la face interne du combustible, la puissance laser in-
cidente accroıˆt fortement afin d’augmenter rapidement la pression d’ablation. La succes-
sion de chocs ainsi cre´e´e permet d’acce´le´rer de manie`re continue la vitesse d’implosion
de la coquille. Lorsque la vitesse d’implosion souhaite´e est atteinte, l’irradiation laser est
coupe´e et l’implosion centripe`te se fait en « vol libre », avec une de´ce´le´ration progressive
jusqu’a` la stagnation ou` la valeur maximale du ρR est atteinte, permettant la cre´ation du
point chaud ne´cessaire a` l’allumage et la combustion (voir figure FIG.6.7). La forme type
de cette impulsion laser est dessine´e sur la figure FIG.6.8.
Le point essentiel dans la mise en forme de l’impulsion laser est de faire en sorte que
la coquille atteigne la vitesse en vol libre de´sire´e, avec le minimum de cre´ation d’entropie.
La succession de chocs cre´e´s par cette impulsion laser doit eˆtre telle qu’ils convergent tous
ide´alement sur la surface interne de la coquille au meˆme instant. Cette synchronisation est
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FIG. 6.7: Diagramme d’implosion de la cible : on indique l’e´volution du rayon d’un
e´le´ment de cible en fonction du temps. L’ablateur (ici du plastique) se de´tend sous l’effet
de l’irradiation laser, alors que la coquille et le gaz sont comprime´s par les chocs cre´e´s
par l’ablation. Au point de compression maximale se cre´e le point chaud qui de´clenche
l’allumage et la combustion, qui provoque la de´tente de la cible.
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FIG. 6.8: Forme standard d’impulsion laser pour la compression d’une cible FCI.
de´pendante de l’EoS : en effet, l’e´quation (6.62) nous montre que la vitesse d’un choc
est directement lie´e a` l’EoS du mate´riau au travers de sa compressibilite´ et de la pression
atteinte derrie`re le choc. En FCI, la pression derrie`re le choc est impose´e par la pression
d’ablation. C’est donc le taux de compression ge´ne´re´ par le passage des chocs qui va
conditionner leur synchronisation.
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Dans les chapitres pre´ce´dents, nous avons montre´ que la physique de la compression
et de l’allumage d’une cible FCI e´tait de´pendante de l’EoS utilise´e pour le combustible.
Dans ce chapitre, nous allons quantifier cette sensibilite´.
Depuis de nombreuses anne´es, l’EoS SESAME est l’EoS de re´fe´rence dans la com-
munaute´ de la FCI pour l’optimisation des lois laser et le calcul de gain des diffe´rentes
cibles et sche´mas d’allumage associe´s. Ce n’est que tre`s re´cemment qu’une e´quipe de
l’universite´ de Rochester a teste´ une e´quation d’e´tat du DT entie`rement ab initio, re´alise´e
par des calculs PIMC, dans des simulations d’implosion de cibles de type allumage ra-
pide et auto-allumantes [1]. Ils ont alors montre´ que les crite`res essentiels que sont le ρR
et le gain de la cible sont sensiblement modifie´s par cette e´quation d’e´tat dans les deux
sche´mas. Mais leurs conclusions ne peuvent eˆtre conside´re´es comme de´finitives dans la
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mesure ou` :
– l’EoS ab initio utilise´e n’est valable que pour des tempe´ratures supe´rieures a`
1.35 eV, alors que la tempe´rature initiale des cibles est de 19 K ; les simulations hy-
drodynamiques lors de cette e´tude sont donc re´alise´es avec des cibles pre´chauffe´es,
et l’impact de ce pre´chauffage sur les re´sultats finaux n’a pas e´te´ quantifie´ ;
– l’e´tude ne montre pas si les diffe´rences de gain constate´es lors de l’utilisation de
l’EoS ab initio sont re´cupe´rables ou pas avec une nouvelle optimisation des lois
lasers.
Dans ce qui suit, nous allons poursuivre cette e´tude initiale en utilisant une EoS ab
initio qui e´tend celle de Hu et al. jusqu’a` T = 0. Nous allons montrer que son utilisation,
en lieu et place de la SESAME ou d’une EoS e´quivalente (EoS de Kerley [4]), dans les
simulations d’implosion de cibles ne´cessite une re´optimisation comple`te de la loi laser
afin de conserver le ρR et l’e´nergie thermonucle´aire de´gage´e constants. Nous montrerons
notamment que, lors de l’implosion des cibles, un surplus d’entropie est cre´e´ avec l’utili-
sation de l’EoS ab initio, qui ne´cessite d’augmenter l’e´nergie laser incidente ou de re´duire
le parame`tre αif initial afin d’atteindre les meˆmes conditions thermodynamiques a` l’allu-
mage qu’avec l’EoS de Kerley.
Pour cela, nous allons e´tudier la mise en combustion de deux cibles selon deux
sche´mas d’allumage diffe´rents envisage´s sur le Laser MegaJoule en attaque directe (voir
figure FIG.7.1) :
– une cible type LMJ auto-allumante [2],
– une cible type allumage par choc [3],
ainsi que deux e´quations d’e´tat diffe´rentes :
– l’EoS de Kerley [4],
– notre EoS, que nous appellerons MP-EoS (Multi-Phase Equation of State) par la
suite.
Les simulations sont re´alise´es a` l’aide du code lagrangien multidimensionnel FCI2
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FIG. 7.1: (a) Cible type allumage par choc (b) Cible LMJ. La proportion de DT dans les
cibles est de 50/50. La proportion de DT/mousse de CH dans la cible LMJ est de 95/5.
Les cibles sont initialement a` la tempe´rature de 19 K.
[5], en une dimension sphe´rique. Au cours de l’implosion, les chemins thermodynamiques
suivis par les DT gazeux et cryoge´nique vont au dela` du domaine pour lequel nous avons
e´tabli notre MP-EoS (voir figure FIG.7.3). Nous allons d’abord expliciter comment nous
avons e´tendu cette e´quation d’e´tat afin d’obtenir une EoS tout domaine, tout en conservant
la pre´cision des calculs ab initio dans le domaine d’e´tude initial.
7.1 Extension de la table a` toutes les tempe´ratures
et densite´s
7.1.1 Extension de la table a` toutes les tempe´ratures
Nous avons montre´ dans le chapitre 3 que, quelle que soit la densite´ dans le do-
maine que nous avons e´tudie´, le mode`le de Chabrier et Potehkin [6, 7] pour les plasmas
comple`tement ionise´s retrouvait les re´sultats des calculs ab initio pour des tempe´ratures
supe´rieures a` 100 000 K. Nous avons donc naturellement prolonge´ notre EoS en tempe´rature
a` l’aide de ce mode`le, qui intrinse`quement retrouve la limite du me´lange ide´al des gaz
d’e´lectrons et de protons a` tre`s haute tempe´rature.
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7.1.2 Extension de la table a` toutes les densite´s
7.1.2.1 Extension aux tre`s hautes densite´s
La transition solide mole´culaire-solide atomique
Il est ge´ne´ralement admis que l’hydroge`ne solide se rencontre sous la forme d’un
cristal atomique me´tallique a` tre`s haute pression [8–10]. A tre`s haute densite´, la structure
monoatomique bcc est unanimement reconnue comme e´tant la structure de l’e´tat fon-
damental [11, 12]. L’e´nergie cine´tique e´lectronique domine largement toutes les autres
contributions (e´crantage, e´change et corre´lation), de telle sorte que les e´lectrons peuvent
eˆtre conside´re´s comme un gaz de fermions de´ge´ne´re´s, constituant uniquement un fond
neutralisant dans la limite rs → 0. Ce syste`me peut eˆtre tre`s bien de´crit par un mode`le
OCP (One Coponent Plasma), dont nous avons utilise´ une forme ge´ne´rique d’e´quation
d’e´tat pour notre mode`le. Dans sa version classique, l’e´quation d’e´tat de l’OCP de´pend
uniquement du parame`tre de couplage Γ. La transition solide-liquide du mode`le OCP clas-
sique, de´termine´e par le crite`re de Lindemann, est estime´e entre Γm = 172 et Γm = 178
[13, 14]. Des calculs PIMC plus re´cents, prenant en compte l’e´nergie quantique des
atomes [15], ont montre´ que la tempe´rature de fusion atteint un maximum vers 17400 K
et ρ ≃ 2850 g/cm3 (Γm ≃ 185) pour s’effondrer comple`tement jusqu’a` T=0 K pour
ρ ≃ 5700 g/cm3, donnant un liquide quantique. Cependant, pour des densite´s infe´rieures
a` 20 g/cm3, les courbes de fusion classique et quantique sont sensiblement e´gales.
La question de la validite´ de l’e´crantage line´aire se pose lorsque la densite´ dimi-
nue. En effet, pour des densite´s finies, mais suffisamment petites (rs ≪ 1), l’interaction
protons-e´lectrons peut eˆtre traite´e de manie`re perturbative par la the´orie de l’e´crantage
line´aire [16]. Cependant, la part des termes non line´raires dans l’interaction coulombienne
proton-e´lectron augmente avec rs, c’est a` dire lorsque la densite´ e´lectronique devient de
moins en moins uniforme autour des noyaux (ρe(r) 6= ρe), pouvant conduire a` des struc-
tures cristallines atomiques diffe´rentes de la bcc, voire a` une recombinaison en cristal
mole´culaire. Kohanoff et Hansen [17] ont ainsi montre´ que :
– si on compare les fonctions de corre´lation de paire protons-e´lectrons gpe(r) cal-
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Fusion OCP théorique Γ=172
Fusion OCP
(Kohanoff  et al, PRE 1996)
Fusion OCP QMD
Fusion OCP PIMC
FIG. 7.2: Diagramme de phase de l’hydroge`ne incluant la courbe de fusion the´orique du
mode`le OCP [13, 14], les points calcule´s par Kohanoff et Hansen [17] et un point calcule´
par comparaison d’enthalpies libres dans notre mode`le.
cule´es en LDA et par re´ponse line´aire, l’approximation de l’e´crantage line´aire
n’est plus valable pour rs ≥ 0.5 (ρ ≤ 20 g/cm3) ;
– en effectuant des calculs AIMD [18] a` plusieurs densite´s et tempe´ratures, pour
rs ≥ 0.5, la structure bcc n’est plus stable a` T = 0 K ;
– en utilisant le meˆme ratio de Lindeman que celui de l’OCP, la courbe de fusion a`
rs = 0.5 est estime´e a` Tm ≃ 2200 K et a` rs = 1 (ρ = 2.68 g/cm3), Tm ≃ 350 K
(voir figure FIG.7.2).
A l’observation de la figure FIG.7.2, la question de l’existence d’une phase cristalline
ou d’un liquide a` T = 0K entre le solide mole´culaire et le solide OCP reste pose´e [19–21].
La seule structure cristalline atomique propose´e a` ce jour au dela` de 490 GPa est la struc-
ture I41/amd [22]. Le comportement dynamique de cette structure n’a pas e´te´ e´tudie´ par
Pickard et Needs car la question de la validite´ de l’approximation harmonique dans les
phases monoatomiques de l’hydroge`ne reste en suspens [23]. Pour autant, notre calcul de
point de fusion de cette structure, a` rs = 1, en tenant compte de l’e´nergie thermique des
phonons, donne un re´sultat cohe´rent avec le calcul de Kohanoff et Hansen.
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Ne´anmoins, si une description comple`te et pre´cise de la transition entre le solide
mole´culaire et le cristal OCP est cruciale pour tracer des chemins de compression isen-
tropiques vers de tre`s fortes densite´s, elle n’est pas ne´cessaire pour l’application FCI que
nous allons de´velopper apre`s. En effet, quand on regarde la figure FIG.7.3 qui montre les
chemins thermodynamiques en Ti(ρ) suivis par les DT solide et gazeux, on constate qu’ils
sont de plusieurs ordres de grandeurs supe´rieurs a` la courbe de fusion de l’OCP.
Ainsi, pour e´tendre notre EoS aux tre`s hautes densite´s, nous avons simplement lisse´
notre mode`le du liquide avec celui du mode`le de Chabrier et Potehkin, sans tenir compte
de la cristallisation de l’OCP.
7.1.2.2 Extension aux tre`s basses densite´s
La principale difficulte´ dans l’extension de notre EoS aux basses densite´s re´side
dans la physique de la dissociation et de l’ionisation, qui pre´sentent des comportements
oppose´s a` faible et a` forte densite´ (comme e´voque´ au paragraphe 1.2.2). Notre formu-
lation d’e´nergie libre, ajuste´e sur un domaine ou` dissociation et ionisation sont quasi
simultane´es et essentiellement dues a` la pression, n’est donc pas extrapolable en l’e´tat.
Une mode´lisation correcte de la partie basse densite´ ne´cessiterait d’une part de transiter
de manie`re continue vers un domaine thermodynamique ou` la dissociation et l’ionisa-
tion sont peu affecte´es par la pression et de´pendent principalement de la tempe´rature, et
d’autre part de prendre en compte la transition de phase liquide-vapeur, pour finalement
retrouver un gaz parfait mole´culaire a` tre`s basse densite´. De nouveau, nous allons re-
centrer le proble`me par rapport au besoin de l’application FCI que nous allons e´tudier.
Nous devons de´crire correctement l’e´volution du gaz au cours de l’implosion de la cible,
qui devient tre`s rapidement tre`s chaud au cours de la compression (T = 100 eV pour
ρ ≈ 10−3 g/cm3), pour atteindre rapidement le re´gime ide´al du plasma cine´tique. La par-
tie tre`s peu dense correspondant au gaz parfait mole´culaire, et sa transition en tempe´rature
vers un plasma comple`tement dissocie´ et ionise´ est conside´re´e comme e´tant tre`s bien
de´crite par les mode`les chimiques, les interactions a` N corps e´tant faibles dans ce do-
maine. Hu et al. [1] ont montre´ qu’il n’y avait pas de diffe´rences significatives entre une
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table SESAME et les calculs ab initio en PIMC pour de telles tempe´ratures. Pour e´tendre
notre table, nous avons donc proce´de´ en deux e´tapes :
– nous avons e´tendu notre courbe froide liquide a` tre`s basse densite´ en se calant sur
des points expe´rimentaux du NIST (National Institute of Standards and Techno-
logy) [24],
– nous avons interpole´ les contributions thermiques ioniques et e´lectroniques de
notre mode`le avec celles donne´es par la table de Kerley [4].
La figure FIG.7.3 re´sume ainsi l’ensemble des mode`les et me´thodes utilise´s pour construire
une e´quation d’e´tat fiable sur l’ensemble du domaine thermodynamique explore´ lors de la
compression d’une cible pour la FCI. Pour des densite´s de DT supe´rieures a` 0.25 g/cm3,
notre EoS est aussi pre´cise que l’EoS de Hu et al. pour T ≥ 1.35 eV, et elle comple`te
cette EoS jusqu’a` T = 0 avec une description ab initio des phases solide et liquide. Pour
des densite´s de DT infe´rieures a` 0.25 g/cm3, notre EoS interpole´e avec l’EoS de Kerley
est aussi pre´cise que l’EoS de Hu et al. dans le domaine thermodynamique traverse´ par le
DT gazeux, ou` l’approche chimique est suffisante. La partie la moins pre´cise de notre EoS
correspond au domaine de densite´s et de tempe´ratures non explore´ lors de l’implosion des
cibles (10−3 g/cm3 ≤ ρ ≤ 0.25 g/cm3, T ≤ 105 K).
7.2 La cible pour l’allumage par choc
7.2.1 optimisation de la cible en fonction de l’EoS
Nous e´tudions en premier lieu l’implosion de la cible conc¸ue pour l’allumage par
choc. Les parame`tres d’implosion de la cible issus des simulations utilisant les deux
e´quations d’e´tat cite´es pre´ce´demment figurent dans les tableaux TAB.7.1. et 7.2
La compression de la cible a e´te´ initialement optimise´e avec l’EoS de Kerley [3].
L’impulsion laser correspondante est indique´e sur la figure FIG.7.5. Lorsque nous remplac¸ons
l’EoS de Kerley par notre e´quation d’e´tat ab initio en conservant la meˆme impulsion la-
ser, nous constatons une variation importante de l’ensemble de ces parame`tres, comme
cela avait de´ja` e´te´ mis en e´vidence par Hu et al [1]. Dans le cas de la cible pour l’allu-
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FIG. 7.3: Chemins thermodynamiques types d’une cible FCI contenant du DT
cryoge´nique et du DT gazeux. La courbe de fusion the´orique de l’OCP a e´te´ trace´e a`
partir de 5 g/cm3, qui correspond a` la limite de nos calculs d’EoS.
Vimp α
id
s αs 1 + γ ρmoy T P ρRmax Ethn ELaser
(km/s) (g/cm3) (keV) (Mbar) (g/cm2) (kJ) (kJ)
Kerley EoS 289 2.74 4.09 0.99 319 0.635 1.59e+5 1.86 149 357
MP-EoS (0) 288 2.52 4.5 0.98 285 0.528 1.21e+5 1.73 68 357
MP-EoS (1) 286 2.46 4.39 0.98 313 0.545 1.38e+5 1.87 84 358
MP-EoS (2) 289 2.6 4.68 0.98 319 0.591 1.52e+5 1.89 109 366
MP-EoS (3) 292 2.76 5.03 0.99 328 0.651 1.71e+5 1.89 152 373
TAB. 7.1: Valeurs a` la stagnation des parame`tres caracte´ristiques de la cible pour l’al-
lumage par choc, pour les diffe´rentes simulations effectue´es avec l’e´quation d’e´tat de
Kerley [4] et notre e´quation d’e´tat multi-phase (MP-EoS). Les indices des simulations ef-
fectue´es avec la MP-EoS indiquent (0) une simulation effectue´e avec la meˆme loi laser que
la simulation effectue´e avec l’EoS de Kerley, (1) une simulation effectue´e en optimisant la
synchronisation des chocs mais sans changer la puissance du laser, (2) une simulation ef-
fectue´e en optimisant la synchronisation des chocs et en augmentant la puissance du drive
(puissance laser maximale) pour obtenir la meˆme vitesse d’implosion maximale que celle
donne´e par la simulation effectue´e avec l’EoS de Kerley, (3) une simulation effectue´e en
optimisant la synchronisation des chocs et en augmentant la puissance du drive pour ob-
tenir la meˆme e´nergie thermonucle´aire que celle donne´e par la simulation effectue´e avec
l’EoS de Kerley. αids correspond au rapport entre la pression du gaz d’e´lectrons de´ge´ne´re´s
et de la pression de Fermi a` la densite´ ρmoy .
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FIG. 7.4: Courbe d’Hugoniot principale donne´e par la table de Kerley et notre MP-
EoS. La densite´ du DT cryoge´nique derrie`re le choc ge´ne´re´ par le pied de l’impulsion
laser (dont on connait la pression d’ablation) est donne´e par ces courbes d’Hugoniot. Les
losanges indiquent les pressions et densite´s atteintes derrie`re le premier choc lors des
diffe´rentes simulations re´alise´es au cours de cette e´tude, et correspondent aux impulsions
laser de la figure 7.5.
αid
if
αif 1 + γ ρmoy T P
(g/cm3) (keV) (Mbar)
Kerley EoS 1.21 1.39 0.9 12.40 1.77e-2 199
MP-EoS (0) 1.32 1.63 0.79 11.55 2.15e-2 210
MP-EoS (1) 1.26 1.50 0.85 13.98 2.19e-2 265
MP-EoS (2) 1.28 1.54 0.86 15.68 2.42e-2 330
MP-EoS (3) 1.28 1.56 0.86 16.67 2.54e-2 369
TAB. 7.2: Valeurs en vol des parame`tres caracte´ristiques de la cible pour l’allumage par
choc, pour les diffe´rentes simulations effectue´es avec l’e´quation d’e´tat de Kerley [4] et
notre e´quation d’e´tat multi-phase (MP-EoS). Les indices des simulations effectue´es avec
la MP-EoS indiquent (0) une simulation effectue´e avec la meˆme loi laser que la simulation
effectue´e avec l’EoS de Kerley, (1) une simulation effectue´e en optimisant la synchronisa-
tion des chocs mais sans changer la puissance du laser, (2) une simulation effectue´e en op-
timisant la synchronisation des chocs et en augmentant la puissance du drive pour obtenir
la meˆme vitesse d’implosion maximale que celle donne´e par la simulation effectue´e avec
l’EoS de Kerley, (3) une simulation effectue´e en optimisant la synchronisation des chocs
et en augmentant la puissance du drive pour obtenir la meˆme e´nergie thermonucle´aire que
celle donne´e par la simulation effectue´e avec l’EoS de Kerley.
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mage par choc, la densite´ surfacique ρRmax est re´duite de 7% (voir figure FIG.7.7(a)), la
densite´ volumique ρmax de 18% (voir figure FIG.7.8(a)), la vitesse d’implosion Vimp de
0.35% (voir figure FIG.7.9(a)). Le changement d’EoS induit une de´synchronisation des
chocs a` l’inte´rieur de la cible. En effet, l’impulsion laser initiale a e´te´ optimise´e pour une
compression dynamique utilisant la table de Kerley. Le premier choc induit par le pied de
l’impulsion laser ame`ne la coquille a` une pression P ≈ 160 GPa, soit a` une densite´ avec
notre EoS supe´rieure de 6.6% a` celle obtenue avec la table de Kerley (voir figure FIG.7.4)
. Ainsi, le deuxie`me choc va plus vite dans notre simulation et rattrape le premier choc a`
l’inte´rieur de la coquille, ce qui la place sur une isentrope plus e´leve´e avant la phase de
de´ce´le´ration (αif = 1.63 avec notre MP-EoS alors que αif = 1.39 avec l’EoS de Ker-
ley). Nous devons donc dans un premier temps resynchroniser ces chocs en augmentant
la dure´e du pied de l’impulsion laser de pre`s de 600 ps (voir sur la figure FIG.7.5(b) l’im-
pulsion (1)), afin que les premier et deuxie`me chocs convergent de nouveau sur la face
interne de la coquille. Nous retrouvons la valeur initiale du ρRmax (figure FIG.7.7(a)),
mais la vitesse d’implosion a tre`s le´ge`rement diminue´ (figure FIG.7.9(a)). La pression
d’ablation reste identique entre les deux simulations, seule la synchronisation des deux
premiers chocs a e´te´ modifie´e. La diffe´rence de compressibilite´ entre les deux e´quations
d’e´tat est significative uniquement sur le premier choc. De ce fait, l’optimisation de la
synchronisation des troisie`me choc et suivants est quasiment sans effet sur les parame`tres
de la cible.
En resynchronisant les chocs, nous avons le´ge`rement diminue´ la vitesse d’implo-
sion de 0.7%. Nous cherchons a` travailler avec une vitesse d’implosion constante pour
que l’e´nergie investie dans le DT soit identique dans les deux cas. Ainsi, nous pouvons
retrouver la vitesse d’implosion initiale donne´e par la simulation avec l’EoS de Kerley
en augmentant la puissance maximale de l’impulsion laser de 2.6% (voir sur la figure
FIG.7.5(a) l’impulsion (2)). Nous constatons ainsi qu’a` vitesse d’implosion identique,
nous parvenons a` la stagnation avec notre MP-EoS a` la meˆme densite´ moyenne de com-
bustible ρmoy, avec un ρRmax le´ge`rement plus e´leve´ (1.6%). Cependant, nous constatons
que l’e´nergie thermonucle´aire produite est quand meˆme infe´rieure de 27% a` celle obte-
nue avec l’EoS de Kerley. En effet, bien que les ρRmax soient sensiblement e´gaux dans
les deux cas, la tempe´rature ionique a` la stagnation lorsqu’on utilise notre MP-EoS est
infe´rieure de 6% a` celle obtenue avec l’EoS de Kerley. Cette baisse de tempe´rature affecte
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Laser pulse resynchronized with the MP-EoS (P
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Laser pulse optimized with the MP-EoS (P
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=160 GPa and Vimp=cst) (2)
Laser pulse optimized with the MP-EoS (P
a
=160 GPa and Ethn=cst) (3)
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FIG. 7.5: (a) Optimisation de l’impulsion laser pour la cible pour l’allumage par choc,
dans le cas ou` la pression d’ablation Pa derrie`re le premier choc est de 160 GPa, avec
l’EoS de Kerley et notre MP-EoS (b) Optimisation de l’impulsion laser pour la cible LMJ,
dans le cas ou` la pression d’ablationPa derrie`re le premier choc est de 500 GPa, puis dans
le cas ou` Pa = 260 GPa, avec l’EoS de Kerley et notre MP-EoS.














MP-EoS with laser pulse
resynchronized (1)
MP-EOS optimized 
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FIG. 7.6: (a) Chemins thermodynamiques du DT cryoge´nique de la cible pour l’allumage
par choc issus des simulations ge´ne´re´es par les impulsions laser de la figure FIG.7.5.
ρm et Ti correspondent aux densite´s et tempe´ratures ioniques moyennes (b) Chemins
thermodynamiques du DT cryoge´nique de la cible LMJ issus des simulations ge´ne´re´es
par les impulsions laser de la figure FIG.7.5.
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MP-EoS with initial laser pulse (0)
MP-EoS with laser pulse resynchronized (1)
MP-EoS optimized with Vimp cst (2)
MP-EoS optimized with Ethn cst (3)
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FIG. 7.7: Densite´s surfaciques en fonction de l’e´quation d’e´tat et de la loi laser pour (a)
la cible pour l’allumage par choc et (b) la cible LMJ en attaque directe.

















MP-EoS with initial laser pulse (0)
MP-EoS with laser pulse resynchronized (1)
MP-EoS optimized with Vimp cst (2)
MP-EoS optimized with Ethn cst (3)
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FIG. 7.8: Densite´s massiques en fonction de l’e´quation d’e´tat et de la loi laser pour (a) la
cible pour l’allumage par choc et (b) la cible LMJ en attaque directe.
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FIG. 7.9: Vitesses d’implosion (a) de la cible pour l’allumage par choc et (b) de la cible
LMJ.
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FIG. 7.10: Energie thermonucle´aire de´gage´e par (a) la cible pour l’allumage par choc et
(b) la cible LMJ.
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directement le taux de re´actions via la fonction B(T ) (voir e´quations (5.32)-(5.33)). Cette
diffe´rence de tempe´rature implique qu’une part plus importante de l’e´nergie cine´tique a
e´te´ convertie en entropie dans le cas de la simulation re´alise´e avec notre MP-EoS. En effet,
on peut approximativement e´crire que la variation d’e´nergie interne du DT entre l’instant
initial et la stagnation est donne´e par :









Ainsi, si on compare les simulations re´alise´es avec l’EoS de Kerley et MP-EoS (2) a` l’aide
des parame`tres figurant dans le tableau TAB.7.1, on constate que la variation d’e´nergie in-
terne est identique (les vitesses d’implosion sont e´gales), et que le travail de compression
est le´ge`rement infe´rieur dans le cas de la simulation MP-EoS (2) (la densite´ moyenne a`
la stagnation est la meˆme que dans la simulation re´alise´e avec l’EoS de Kerley, mais avec
une pression finale infe´rieure). Le terme ∫ TdS est donc plus e´leve´ dans le cas de la si-
mulation MP-EoS (2), ce qui implique une variation d’entropie plus e´leve´e, et ce d’autant
plus que la tempe´rature finale est plus faible.
Pour compenser cette dissipation de l’e´nergie cine´tique en entropie, nous devons
donc le´ge`rement augmenter l’e´nergie interne investie en augmentant la puissance maxi-
male de l’impulsion laser de 2.5%, ce qui augmente la vitesse d’implosion de 1% (si-
mulation MP-EoS (3)). Au final, le gain GDT de´fini comme le rapport entre l’e´nergie
thermonucle´aire produite sur l’e´nergie laser est sensiblement le meˆme (0.41) dans le cas
de la simulation re´alise´e avec l’EoS de Kerley et la simulation MP-EoS (3). Les chemins
thermodynamiques du DT cryoge´nique apre`s la stagnation sont identiques entre ces deux
simulations (voir figure FIG.7.6(a)).
Cette dissipation supple´mentaire de l’e´nergie interne en entropie a un impact sur le
seuil d’allumage de la cible. Nous rappelons que le seuil est de´fini comme e´tant l’e´nergie
minimale qu’il faut investir dans le DT pour que la cible soit auto-allumante. Nous allons
de´terminer ce seuil d’allumage pour la cible destine´e a` l’allumage par choc, tout en main-
tenant constants la vitesse d’implosion et le taux d’entropie α. Pour cela`, nous faisons
varier les dimensions de la cible d’un facteur homothe´tique f (les rayons des couches
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FIG. 7.11: Gain thermonucle´aire en fonction de l’e´nergie laser pour une famille de cibles
homothe´tiques correspondant a` la cible pour l’allumage par choc de´finie pre´ce´demment
(0.5 ≤ f ≤ 1.5)).
de DT de la cible sont multiplie´es par f ). L’e´nergie investie dans le DT augmente ainsi
selon f3 (voir e´quation (5.104)). Pour maintenir la vitesse d’implosion et α constants, les
temps de l’impulsion laser sont multiplie´s par f , et les puissances par f2. Nous faisons
varier f entre 0.5 et 1.5, en utilisant l’EoS de Kerley et l’impulsion initiale, ainsi que notre
MP-EoS et l’impulsion laser optimise´e (2). Les re´sultats de ces simulations sont reporte´s
sur la figure FIG.7.11. Le seuil correspond au gain GDT = 1. Nous constatons que ce
seuil est diffe´rent selon l’EoS utilise´e, et il est plus e´leve´ lorsqu’on utilise notre MP-EoS
(ELaser = 535 kJ) plutoˆt que l’EoS de Kerley (ELaser = 451 kJ), ce qui implique que,
pour α et Vimp fixe´s, il faut investir plus d’e´nergie dans le DT avec notre MP-EoS pour
allumer la cible, et que pour une e´nergie laser donne´e, le gain est moins important qu’avec
l’EoS de Kerley lorsqu’on se situe pre`s du seuil d’allumage.
7.3 La cible LMJ
L’impulsion laser ne´cessaire a` la compression de la cible LMJ pre´sente´e sur la fi-
gure FIG.7.1 a e´te´ initialement optimise´e avec l’EoS de Kerley [2] pour imploser a` la
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Vimp α
id
s αs 1 + γ ρmoy T P ρRmax Ethn Elaser
(km/s) (g/cm3) (keV) (Mbar) (g/cm2) (MJ) (MJ)
EoS Kerley 403 94 186 1 131 13.577 1.37e+6 1.67 81.59 0.989
MP-EoS (0) 406 123 243 1 122 17.057 1.59e+6 1.56 62.40 0.989
MP-EoS (1) 403 82 163 1 135 12.142 1.26e+6 1.61 71.19 1.049
MP-EoS (2) 400 60 119 1 156 9.792 1.17e+6 1.71 83.32 0.972
TAB. 7.3: Valeurs a` la stagnation des parame`tres caracte´ristiques de la cible LMJ, pour
les diffe´rentes simulations effectue´es avec l’e´quation d’e´tat de Kerley [4] et notre e´quation
d’e´tat multi-phase (MP-EoS). Les indices des simulations effectue´es avec la MP-EoS in-
diquent (0) une simulation effectue´e avec la meˆme loi laser que la simulation re´alise´e
avec l’EoS de kerley, (1) une simulation effectue´e en optimisant l’impulsion laser pour
conserver la vitesse d’implosion constante, (2) une simulation effectue´e en optimisant
l’impulsion laser pour conserver l’e´nergie thermonucle´aire constante. αids correspond au




αif 1 + γ ρmoy T P
(g/cm3) (keV) (Mbar)
EoS Kerley 2.13 3.23 1 5.07 2.90e-2 105
MP-EoS (0) 2.56 4.11 0.97 4.97 3.63e-2 130
MP-EoS (1) 2.41 3.93 0.96 10.04 5.35e-2 403
MP-EoS (2) 2.03 3.05 0.92 5.7 2.97e-2 121
TAB. 7.4: Valeurs en vol des parame`tres caracte´ristiques de la cible LMJ, pour les
diffe´rentes simulations effectue´es avec l’e´quation d’e´tat de Kerley [4] et notre e´quation
d’e´tat multi-phase (MP-EoS). Les indices des simulations effectue´es avec la MP-EoS in-
diquent (0) une simulation effectue´e avec la meˆme loi laser que la simulation re´alise´e
avec l’EoS de Kerley, (1) une simulation effectue´e en optimisant l’impulsion laser pour
conserver la vitesse d’implosion constante, (2) une simulation effectue´e en optimisant
l’impulsion laser pour conserver l’e´nergie thermonucle´aire constante.
vitesse de 403 km/s, avec un premier choc plac¸ant le combustible sur une isentrope α ≈ 2
(Pa ≈ 500 GPa, voir figure FIG.7.4).
Lorsque nous remplac¸ons l’EoS de Kerley par notre MP-EoS, tout en conservant
l’impulsion laser initiale, nous constatons les meˆmes effets que sur la cible pour l’allu-
mage par choc, a` savoir un abattement du ρRmax de 7%, du ρmax de 18%, et de l’e´nergie
thermonucle´aire de´gage´e de 27%. Nous pouvons ame´liorer ces re´sultats en resynchroni-
sant les chocs comme dans le cas de la cible pour l’allumage par choc. Dans le cas pre´sent,
a` 500 GPa, le DT est moins compressible avec notre MP-EoS qu’avec l’EoS de Kerley
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(voir figure FIG.7.4). La vitesse du premier choc est donc ralentie lorsqu’on change de
table, et les premier et deuxie`me chocs convergent dans le gaz. Nous devons donc rac-
courcir la dure´e du pied de l’impulsion laser de pre`s de 500 ps (voir figure FIG.7.5(b)
simulation (1)). La synchronisation des chocs e´tant ainsi re´optimise´e, nous augmentons
les valeurs des grandeurs pre´ce´demment cite´es, et retrouvons la vitesse d’implosion ini-
tiale. Pour autant, nous avons encore un abattement de 4% sur la valeur du ρRmax, de 7%
sur la valeur du ρmax, et de 13% sur l’e´nergie thermonucle´aire produite. Comme dans le
cas de la cible pour l’allumage par choc, cet e´cart est duˆ a` une dissipation supple´mentaire
de l’e´nergie cine´tique sous forme d’entropie, que nous pouvons illustrer avec la figure
FIG.7.12. Sur cette figure, nous avons trace´ les phases de de´ce´le´ration du DT cryoge´nique
entre le temps ou` la vitesse d’implosion est maximale et la stagnation, pour les simula-
tions re´alise´es avec les EoS de Kerley et MP-EoS re´optimise´e (1) avec et sans re´actions de
fusion. Dans toutes ces simulations, la vitesse d’implosion maximale est identique (403
km/s). Lorsque les re´actions nucle´aires sont active´es, le temps de stagnation intervient
plus toˆt que lorsqu’elles sont coupe´es. A ce temps de stagnation avec fusion correspond
une re´serve d’e´nergie cine´tique dans le cas sans fusion. Nous constatons ainsi que dans
le cas des simulations re´alise´es avec l’EoS de Kerley, la re´serve d’e´nergie cine´tique est
plus importante que dans les simulations re´alise´es avec notre Mp-EoS (14% de re´serve en
plus). Ceci indique clairement qu’il faut investir plus d’e´nergie cine´tique en e´nergie in-
terne du point chaud pour atteindre les meˆmes conditions thermodynamiques a` l’allumage
lorsqu’on utilise notre MP-EoS.
Ainsi, de la meˆme manie`re qu’avec la cible pour l’allumage par choc, nous avons
tente´ d’ame´liorer les re´sultats donne´s par la simulation MP-EoS (1) en augmentant pro-
gressivement la puissance maximale de l’impulsion laser et donc la vitesse d’implosion.
L’e´nergie thermonucle´aire maximale que nous pouvons ainsi obtenir reste infe´rieure de
6% a` celle obtenue avec l’EoS de Kerley. Ceci s’explique simplement en conside´rant les
formules isovitesse du ρR et du gain GDT que nous rappelons ici :
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Kerley EoS with fusion
MP-EoS optimized with fusion (1)
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FIG. 7.12: Vitesses d’implosion de la cible LMJ dans le cas des simulations re´alise´es
avec l’EoS de Kerley et MP-EoS optimise´ pour Pa = 500 GPa, avec et sans les re´actions
de fusion.


















Lorsque les conditions d’allumage sont atteintes (ρRh,cb = 0.19 g/cm2, Th = 77 MK,
γ ≈ 1), les formules ci-dessus s’e´crivent :






0.19V 2imp + 1.68× 1015
(0.19 + 6f )V
2
imp + 1.68× 1015
. (7.5)
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L’augmentation de la vitesse d’implosion entraıˆne l’augmentation d’e´nergie investie dans
le DT (EDT ∝ V 2imp), mais e´galement une diminution du gain et du temps de confinement
(ρR et GDT ∝ 1V 2imp ). L’e´nergie thermonucle´aire produite ne croıˆt donc pas inde´finiment
avec la vitesse d’implosion.
Une autre manie`re de compenser la production d’entropie lors de la compression est
de re´duire le parame`tre d’entropie α. En effet, selon la formule (5.104), l’e´nergie investie
dans le DT EDT ∝ α3. Re´duire α permet d’investir moins d’e´nergie dans le DT pour
allumer la cible et donc d’augmenter le gain. Pour cela`, nous construisons une impulsion
laser dont le pied de´livre un premier choc de pression moins e´leve´e. Nous avons ainsi
optimise´ une impulsion laser dont le pied cre´e une pression derrie`re le premier choc de
260 GPa (α = 1.15, voir figure FIG.7.4), tout en maintenant une vitesse d’implosion de
400 km/s (voir impulsion laser MP-EoS(2) sur la figure 7.5(b)). La plus grande compres-
sibilite´ du DT derrie`re le premier choc par rapport a` une pression d’ablation de 500 GPa
nous oblige a` augmenter la dure´e du pied de l’impulsion de pre`s de 3 ns afin que les pre-
mier et deuxie`me choc soient parfaitement synchronise´s. La re´duction de α derrie`re le
premier choc d’un facteur 2 permet ainsi de retrouver l’e´nergie thermonucle´aire de´livre´e
lors de la simulation re´alise´e avec l’EoS de Kerley (voir figure FIG.7.10(b)). Les che-
mins thermodynamiques du DT cryoge´nique apre`s la stagnation sont identiques dans le
cas de la simulation re´alise´e avec l’EoS de Kerley et la simulation MP-EoS(2) (voir figure
FIG.7.6(b)).
7.3.1 Pertinence du parame`tre α
Tout au long des discussions pre´ce´dentes, nous avons utilise´ le parame`tre α pour
de´signer le taux d’entropie du combustible. Nous rappelons que ce parame`tre a e´te´ de´fini
en prenant comme hypothe`se que le combustible se comporte comme un gaz d’e´lectrons
de´ge´ne´re´s. Or, lorsqu’on compare les valeurs de αid = Pid(ρmoy, T )/PF (ρmoy) et de
α = P (ρmoy, T )/PF (ρmoy), que ce soit a` la stagnation ou bien en vol (voir tableaux
TAB.7.1,7.2,7.3,7.4), il est clair que ce parame`tre ne repre´sente pas dans l’absolu l’en-
tropie d’un gaz d’e´lectrons de´ge´ne´re´s. En effet, en vol comme a` la stagnation, l’EoS du
mate´riau n’est pas celle d’un gaz d’e´lectrons de´ge´ne´re´s, soit parce que, en vol, la densite´
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est trop faible, soit parce que, a` la stagnation, la tempe´rature est trop e´leve´e pour qu’on
puisse ne´gliger la contribution ionique. Ne´anmoins, comme le montre les valeurs du coef-
ficient 1 + γ a` la stagnation, nous ne sommes pas loin de la limite du gaz ide´al (gaz ide´al
de protons et d’e´lectrons de´ge´ne´re´s).
Le parame`tre α repre´sente simplement l’e´cart entre la pression donne´e par l’EoS uti-
lise´e et la pression de Fermi a` la meˆme densite´. De ce fait, il est ne´cessairement de´pendant
de l’EoS utilise´e. Ainsi, pour une cible dont la masse de combustibleMc et la vitesse d’im-
plosion Vimp sont fixe´es, l’e´nergie investie dans le DT sera sensiblement la meˆme quelle
que soit l’EoS utilise´e puisque EDT ≈ 12McV 2imp. Par contre, les chemins thermodyna-
miques et donc le α peuvent eˆtre diffe´rents. Lorsqu’on re´optimise une rampe de compres-
sion pour une cible donne´e avec une nouvelle EoS, il ne faut pas chercher a` conserver
α constant en changeant de table. Pour autant, la me´thode d’optimisation des cibles, se
basant sur les trois crite`res que sont αs, Vimp et αif reste valable dans la mesure ou` ces
parame`tres sont optimise´s en fonction de l’EoS utilise´e.
7.4 Conclusion
L’utilisation de notre MP-EoS dans les simulations de compression de cibles FCI,
en lieu et place de l’EoS de Kerley, a un fort impact sur l’optimisation des lois laser. La
meilleure description du domaine de couplage fort et de de´ge´ne´rescence partiel par notre
MP-EoS a deux impacts majeurs : une diffe´rence de compressibilite´ le long de l’Hugo-
niot principale qui va affecter la synchronisation des chocs, et une cre´ation plus impor-
tante d’entropie lors de la compression qui va modifier le transfert d’e´nergie cine´tique en
e´nergie interne du point chaud lors de la phase de de´ce´le´ration. Cette perte d’e´nergie en
entropie conduit ainsi a` un de´placement du seuil d’allumage vers de plus hautes e´nergies
laser, et a` une re´duction de l’e´nergie thermonucle´aire de´gage´e. Retrouver le gain ther-
monucle´aire pre´dit par les simulations re´alise´es avec l’EoS de kerley ne´cessite soit d’aug-
menter la vitesse d’implosion et donc l’e´nergie laser, soit de diminuer le facteur d’entropie
α en re´duisant la puissance du premier choc ge´ne´re´ par le pied de l’impulsion laser. Dans
ce cas des cibles a` α e´leve´ (type LMJ), la conservation du gain implique une forte modi-
fication du timig des chocs par rapport a` la loi laser optimise´e avec l’EoS de Kerley.
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Conclusion
En conclusion, nous disposons maintenant d’une table d’e´quation d’e´tat multi-phase
de l’hydroge`ne avec la pre´cision des calculs ab initio sur un large domaine de densite´s et
de tempe´ratures, du solide a` tempe´rature nulle jusqu’au plasma dense. Les comparaisons
avec les diverses mesures expe´rimentales disponibles dans le domaine de la matie`re dense
et tie`de sont tre`s satisfaisantes. Le domaine initial de notre e´quation d’e´tat ab initio a pu
eˆtre e´tendu en tempe´rature et en densite´ a` l’aide de mode`les physiques ou chimiques pour
produire une table parfaitement adapte´e a` l’e´tude de l’implosion d’une cible FCI. Nous
avons pu ainsi montrer que le point de fonctionnement d’une cible, c’est a` dire l’opti-
misation du couple cible-impulsion laser, e´tait fortement de´pendant de l’e´quation d’e´tat
utilise´e. Il serait e´galement inte´ressant de tester l’impact de cette nouvelle e´quation d’e´tat
sur les mode`les d’inte´rieurs des plane`tes ge´antes, ce que nous n’avons pas eu le temps de
traiter au cours de cette the`se.
En plus de la construction d’une table d’e´quation d’e´tat pre´cise sur tout le domaine
thermodynamique, notre travail a permis de mettre en e´vidence des diffe´rences de com-
portement isotopique entre l’hydroge`ne et le deuterium a` haute pression et tre`s basse
tempe´rature, notamment sur la courbe de fusion. Au dela` du fait qu’il serait inte´ressant
de tenter de confirmer expe´rimentalement l’existence de ce shift isotopique, notre ap-
proche met plus ge´ne´ralement en e´vidence le fait que les proprie´te´s quantiques des noyaux
d’hydroge`ne ne peuvent eˆtre ne´glige´es a` basse tempe´rature, et que l’exploration du dia-
gramme de phase en dessous de 1000 K, et les incertitudes qui s’y rapportent (la nature
des phases cristallines II et III, la courbe de fusion, l’existence ou non d’un superfluide
entre le cristal mole´culaire et le cristal OCP), ne peuvent eˆtre totalement appre´hende´es par
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la DFT. Notre e´quation d’e´tat est robuste par rapport a` ces incertitudes. Cependant, elles
constituent un champ d’investigation qui pourra dans un futur proche eˆtre traite´ par des
me´thodes ab initio incluant les effets quantiques des noyaux a` basse tempe´rature comme
la dynamique mole´culaire par inte´grale de chemin (Path Integral Molecular Dynamique
ou PIMD). Une application inte´ressante sera alors de regarder des sche´mas de compres-
sion isentropique de cibles pre´-comprime´es de D2 pour atteindre le re´gime de la fusion
pycno-nucle´aire, ou` les re´actions de fusion interviennent meˆme a` tempe´rature nulle par
effet tunnel, graˆce a` la re´duction du potentiel de re´pulsion coulombien entre les noyaux
par l’e´crantage e´lectronique.
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Le mode`le IIT [1] donne une expression analytique de l’e´nergie libre d’exce`s d’un
gaz d’e´lectrons pour une large gamme de parame`tre de couplage (0.001 ≤ Γ ≤ 300) et









ou` a est le rayon de la sphe`re e´lectronique, et εF l’e´nergie de Fermi du gaz d’e´lectrons.
Les calculs sur lesquels sont ajuste´s ces expressions analytiques sont re´alise´s dans
l’approximation Singwi-Tosi-Land-Sjo¨lander (STLS) [2], afin de traiter les effets de cou-
plage fort au dela` de l’approximation RPA (Random Phase Approximation) qui sous-
estime l’e´nergie d’interaction. L’e´nergie libre d’exce`s dans le mode`le IIT est une fonction
de Γ et de θ, elle est donne´e par les e´quations suivantes :




0.75 + 3.04363θ2 − 0.092270θ3 + 1.70350θ4














c(θ) = 0.872496+ 0.025248 exp(−1/θ) (A.5)
d(θ) = θ1/2
0.614925+ 16.996055θ2+ 1.489056θ4







0.539409 + 2.522206θ2+ 0.178484θ4




































Cette expression de l’e´nergie libre d’exce`s reproduit les re´sultats classiques [3, 4] et
les calculs de l’e´tat fondamental [5, 6] avec une pre´cision meilleure que 0.6%. Dans le
domaine de de´ge´ne´rescence interme´diaire (θ ≈ 1), leur expression est en parfait accord
avec les calculs variationnels [7].
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Les tables suivantes contiennent les re´sultats des simulations QMD re´alise´es en phase
liquide sur l’hydroge`ne, avec des boıˆtes de simulation de 256 atomes et une grille de points
k de 23.
T (K) P (GPa) E (eV/atome)
500 3.12 ± 0.4 -15.70± 0.02
1000 4.12 ± 1.4 -15.58± 0.04
2500 7.8 ± 1.4 -15.00± 0.06
5000 10.18 ± 1.6 -14.83± 0.07
10000 18 ± 1.7 -14.05 ± 0.1
TAB. B.1: Equation d’e´tat de l’hydroge`ne pour ρ = 0.2 g/cc.
T (K) P (GPa) E (eV/atome)
300 211 ± 2 -14.47± 0.01
400 214 ± 2 -14.44± 0.01
500 220 ± 4 -14.41± 0.01
600 227 ± 2 -14.39± 0.01
800 228 ± 2 -14.33± 0.01
1000 227 ± 2 -14.28± 0.01
2500 227 ± 2 -13.92± 0.07
5000 261 ± 2 -13.50± 0.07
TAB. B.2: Equation d’e´tat de l’hydroge`ne pour ρ = 1 g/cc.
T (K) P (GPa) E (eV/atome)
300 299 ± 2 -14.13± 0.02
400 300 ± 2 -14.10± 0.02
500 300 ± 3 -14.06± 0.03
600 300 ± 2 -14.02± 0.02
800 294 ± 5 -13.93± 0.04
1000 295 ± 3 -13.87± 0.03
2500 320 ± 3 -13.60± 0.06
5000 361 ± 4 -13.17± 0.07
TAB. B.3: Equation d’e´tat de l’hydroge`ne pour ρ = 1.15 g/cc.
T (K) P (GPa) E (eV/atome)
300 339 ± 2 -13.98± 0.01
400 343 ± 2 -13.95± 0.01
500 344 ± 3 -13.92± 0.01
600 344 ± 3 -13.89± 0.01
800 331 ± 3 -13.78± 0.02
1000 335 ± 2 -13.73± 0.02
2500 362 ± 3 -13.44± 0.03
5000 405 ± 6 -12.99± 0.05
TAB. B.4: Equation d’e´tat de l’hydroge`ne pour ρ = 1.21 g/cc.
T (K) P (GPa) E (eV/atome)
300 485 ± 2 -13.49± 0.01
400 486 ± 2 -13.47± 0.01
500 472 ± 5 -13.40± 0.02
600 472 ± 3 -13.37± 0.02
800 476 ± 3 -13.32± 0.02
1000 481 ± 5 -13.28± 0.04
2500 516 ± 3 -12.97± 0.03
5000 568 ± 5 -12.53± 0.04
TAB. B.5: Equation d’e´tat de l’hydroge`ne pour ρ = 1.4 g/cc.
T (K) P (GPa) E (eV/atome)
300 603 ± 6 -13.10± 0.01
400 598 ± 4 -13.06± 0.01
600 602 ± 5 -13.00± 0.02
800 609 ± 6 -12.96± 0.02
2500 653 ± 4 -12.61± 0.03
5000 711 ± 5 -12.15± 0.04
TAB. B.6: Equation d’e´tat de l’hydroge`ne pour ρ = 1.56 g/cc.
T (K) P (GPa) E (eV/atome)
300 778 ± 7 -12.61± 0.01
400 775 ± 4 -12.58± 0.01
500 779 ± 1 -12.55± 0.01
600 781 ± 4 -12.52± 0.01
800 787 ± 3 -12.47± 0.01
1000 793 ± 2 -12.42± 0.01
2500 838 ± 4 -12.11± 0.02
5000 901 ± 12 -11.66± 0.11
TAB. B.7: Equation d’e´tat de l’hydroge`ne pour ρ = 1.74 g/cc.
T (K) P (GPa) E (eV/atome)
500 1066 ± 3 -11.86± 0.01
1000 1085 ± 2 -11.74± 0.01
2500 1136 ± 5 -11.43± 0.03
5000 1211 ± 10 -10.96± 0.05
10000 1278 ± 21 -10.37± 0.14
TAB. B.8: Equation d’e´tat de l’hydroge`ne pour ρ = 2 g/cc.
T (K) P (GPa) E (eV/atome)
300 2563 ± 6 -9.05 ± 0.01
1200 2618 ± 4 -8.83 ± 0.01
2400 2680 ± 5 -8.56 ± 0.02
4800 2760 ± 26 -8.11 ± 0.18
9600 2920 ± 40 -7.37 ± 0.24
TAB. B.9: Equation d’e´tat de l’hydroge`ne pour ρ = 3 g/cc.
T (K) P (GPa) E (eV/atome)
600 4681 ± 9 -5.98 ± 0.02
1200 4726 ± 6 -5.83 ± 0.01
2400 4814 ± 18 -5.51 ± 0.13
4800 4929 ± 32 -5.05 ± 0.18
9600 5138 ± 51 -4.29 ± 0.22
TAB. B.10: Equation d’e´tat de l’hydroge`ne pour ρ = 4 g/cc.
T (K) P (GPa) E (eV/atome)
300 7303 ± 21 -3.01 ± 0.04
600 7323 ± 14 -2.94 ± 0.02
1200 7381 ± 10 -2.79 ± 0.02
2400 7498 ± 33 -2.41 ± 0.16
4800 7643 ± 38 -1.97 ± 0.15
9600 7937 ± 81 -1.08 ± 0.31
TAB. B.11: Equation d’e´tat de l’hydroge`ne pour ρ = 5 g/cc.
