This paper describes a fuzzy rule-based approach applied for reconstruction of missing precipitation events. The working rules are formulated from a set of past observations using an adaptive algorithm. A case study is carried out using the data from three precipitation stations in northern Italy. The study evaluates the performance of this approach compared with an artificial neural network and a traditional statistical approach. The results indicate that, within the parameter sub-space where its rules are trained, the fuzzy rule-based model provided solutions with low mean square error between observations and predictions. The problems that have yet to be addressed are overfitting and applicability outside the range of training data.
INTRODUCTION
In engineering, decision support systems usually use models dependent on data obtained from acquisition systems, or that are outputs of other models which in turn use data acquired from the physical system under consideration. Data acquisition systems are often characterized by short breaks in their records. This may be caused by, for example, absence of the observer, instrumental failures, power failure, or communication line breakdown. If such data are to be utilized in real-time decision support and control systems, serious problems may occur. Control actions become crippled due to incomplete real-time data.
One such data set used widely in water-based decision support systems is precipitation. Hydrological yearbooks are full of gaps in precipitation data. Filling the missing records is needed to enable feasibility studies to be carried out, for potential assessment and in real-time decision making.
Reliability of a decision support system and the quality of the results obtained from a model depend on the quality of the input data and, most critically, on the presence of the data set itself. It is likely that a decision support system may fail if there are insufficient data to deal with. This may be overcome either by knowing what to do with the available data or by generating the missing data using some mechanism. The former approach is tedious since the system would need to have alternative courses of action to take every time data are missing that could hamper the decision making process. The latter approach involves some mechanism to reconstruct the missing data based on a set of rules. Such rules may come from insights into the nature of the physical system and the particular data to be reproduced.
Recent research shows that the so-called soft computing techniques are being applied in solving water based problems. For instance, artificial neural networks have been used in rainfall-runoff modelling (e.g. Dawson & Wilby, 1998) . See & Openshaw (1999) have shown that neural networks, fuzzy rule-based models and genetic algorithms can be integrated to be applied in river level forecasting.
This study deals with the reconstruction of missing precipitation records from observational data obtained from adjacent stations using an adaptive fuzzy rule-based approach. The results are then compared with those obtained using an artificial neural network and a traditional approach.
FUZZY RULE-BASED MODELLING AND WATER RESOURCES RESEARCH
Fuzzy logic has emerged as a more general form of logic that can handle the concept of partial truth. Truth here takes intermediate values between "completely true" and "completely false". Since the pioneering work of Zadeh (1965), fuzzy logic has been used as a modelling methodology that allows easier transition between humans and computers for decision making and a better way to handle imprecise and uncertain information. This methodology has undergone several developments and is currently widely used in machine control.
The fuzzy rule-based approach, which is applied here, is based on understandable and verbally formulated rules. Kosko (1993) described them as "patches" of local models overlapped throughout the parameter space, using a sort of interpolation at a lower level to represent patterns in complex nonlinear relationships.
The continuity of water-related parameters and the flexibility of fuzzy sets are major advantages that allow efficient means of knowledge representation. Recent research reports, some of which are cited below, show a very high potential for applying fuzzy rule-based models (FRBM) to decision making in water based systems.
One area where fuzzy systems have been applied is multi-objective decision making with imprecise objectives, such as multi-objective reservoir operation. Fontane et al. (1997) posed this problem using linguistically described operational goals and constraints with fuzzy membership functions. Their study included conducting interviews of both decision makers and representatives of decision-influence groups to develop measures of multiple fuzzy objectives as membership functions in terms of reservoir release or storage. Multiple objectives were treated as constraints, and the end-of-the-year storage as a goal.
In the area of replicating complex mathematical models, modelled the movement of water in the unsaturated zone using a fuzzy rule-based approach. Data generated by numerical solution of Richard's equation were used as examples to train (i.e. formulate the rules of) a fuzzy rule-based model. Bârdossy & Duckstein (1995) also used adaptive fuzzy systems to model daily water demand time series in the Ruhr basin, Germany, and used fuzzy rules to predict future water demand based on three input variables: the day of the week, the daily maximum temperature, and the general weather conditions of the previous days.
In the area of classification, the study by Carpa et al. (1994) showed that the theory of fuzzy sets can be applied to drought classification. They used fuzzy clustering techniques to identify areas with similar and homogenous meteorological characteristics. Furthermore, Pesti et al. (1996) proposed a methodology for predicting regional droughts from large-scale atmospheric patterns. A fuzzy rule-based model was used to predict the so-called Palmer's Drought Severity Index (PDSI) of New Mexico based on atmospheric circulation patterns of the United States. With past records split for training and verification, good predictive abilities were reported in addition to easy implementation, simple coding and little use of computer time.
The major problem in using fuzzy rule-based modelling is the formulation of rules. In cases of simpler systems, the fuzzy rules could be obtained from expert knowledge. In more complex systems, however, all the rules cannot be manually formulated (since such rules lack numerical precision) and it is vital to use intelligent systems that can configure their own working rales. A computer-based tool with such capabilities is developed herein, tested with data generated using hypothetical models of varying nonlinearity in which promising results were obtained, and applied to the problem in this research.
HOW A FUZZY RULE-BASED MODEL (FRBM) WORKS
A fuzzy rule-based model contains membership functions of fuzzy sets constructed on the range of all the inputs to the model. The membership functions could be represented by linguistic terms like "low", "medium" and "high". The output also contains membership functions. The model matches the input and output with fuzzy rules such as:
If Input 1 is LOW and Input 2 is HIGH then Output is MEDIUM Since membership functions overlap each other, so do the rules constructed from them. Figure 1 illustrates a glimpse of what goes on in a fuzzy model, in a situation where there are two inputs and one output. When a vector of input data is fed into the model, membership values to the corresponding input fuzzy sets are determined. For instance, xl belongs to HIGH and MEDIUM while x2 belongs to LOW and MEDIUM. This activates four of the nine overlapping rules, which are indicated by darker shading (Fig. 1 ). The inputs belong to the corresponding fuzzy sets to varying degrees. Using this information, the inference engine determines the degree to which the premise to each rule is satisfied. The rules that involve non-zero degree of fulfilment (DOF) are activated (as shown with the darker "tiles" in Fig. 1) and their consecutive consequences are combined and defuzzified to a numerical output y (for details see Bârdossy & Duckstein, 1995) . 
TRAINING ALGORITHM FOR THE FRBM
The generation of fuzzy rules is based on the least square training algorithm proposed by Bârdossy & Duckstein (1995) . This works with a known rule structure and is oriented towards construction of output membership functions corresponding to the fuzzy associative memory (FAM) matrix entries. It is directed to the minimization of the sum of the square error between the modelled and true values. This method has been applied to model movement of water in the unsaturated zone and good performance was reported . In this particular research, an important enhancement that has proven to be successful with test problems has been added to the original algorithm.
The least square algorithm works on the basis of the so-called training set (7), which is a set of S vectors, each of which is composed of K components of observed input vector a and observed output value b:
The method works as follows: The sum of the squared error resulting from the use of the rule system R can be written as: ^(a^),...^^))^')] 2 (2)
As the left-hand side of the rules is supposed to be known, the degree of fulfilment After the initial training is completed, according to the method suggested by Bârdossy & Duckstein (1995) , a local search is launched to select the best shape of input membership functions from four predefined ones. Four membership functions, viz. triangular, bell-shaped, dome-shaped and inverted-cycloid, were used (Fig. 2) . The local search is vital as it allows the fuzzy model to fine tune depending on the nonlinearity existing in the relationships among the quantities in the physical system to be represented.
THE STUDY AREA
The study area is located in the Dolomite Mountains in the Veneto region of Italy, and contains a network of automatic precipitation gauging stations (Fig. 3) . Daily precipitation data from three stations located in different tributaries of a single drainage basin, within a distance of 15 km, were considered. These stations are indicated in Fig. 3 as AE (Andraz, 1425 m a.m.s.L), AR (Arabba, 1630 m a.m.s.l.) and CA (Caprile, 1030 m a.m.s.L). The data record (Regione Veneto, 1985 -1991 used in the study extends for a period of seven years in which there are several gaps, ranging from one day up to a week at a time. Fig. 3 The study area.
PROBLEM FORMULATION
The problem was to establish the relationships between the data from the stations in the form of a system of fuzzy rules that can be used to predict the daily precipitation at one of the stations based on the precipitation of the same day at two other stations. In this study, the daily precipitation at Caprile is to be determined considering stations Andraz and Arabba as index stations. The basic assumption here is not the presence of a cause-and-effect relationship among data observed at two or more adjacent precipitation stations, but the attributing of both events to the same physical cause.
The seven-year daily precipitation data at the three stations were split into two blocks (1988-1991 for training and 1985-1987 for verification). The standard fuzzy architecture with the normed-weighted-sum combination (Kosko, 1986; Bârdossy & Duckstein, 1995) , product inference, and centroid defuzzification was applied.
Two problems were identified concerning the training data, the first of which is that the training data set itself has several gaps. This was overcome by disregarding those days in which there is a gap for at least one of the stations.
Initially, the modelling system reported lack of data to train most of its rules. A closer look at the data used for training showed that the problem was associated not only with the number of training examples, but, most importantly, with their distribution. The data set had many zero values, several days with low precipitation and very few days with intense precipitation, which is not a good representation of the parameter space. In order to overcome this problem, the input membership functions were constructed in such a way that their support would cover the whole parameter space while their peaks would be different (see Fig. 4 ). This approach, even if it leads to coarser rules, has proven to solve the problem associated with inadequate data.
INPUT 1
INPUT 1 Fig. 4 Altering the overlap between input membership functions: (a) partially overlapping, and (b) fully overlapping.
RESULTS
To compare the results obtained using different numbers of rules and using other methods, two performance indices were used: (a) the mean square error (mse) between observed and modelled results, and (b) the percentage of predictions within a 5% error band of the observed daily precipitation at Caprile.
In order to find out the effect of the number of rules on model performance, tests were conducted with the number of membership functions on each input (i.e. daily precipitation at Andraz and Arabba) varying from two to six, leading to a FRBM having from four to 36 rule entries, respectively (see Fig. 5 and Table 1) . p 1988-91 (Training) |g1985-87(Verification) Fig. 5 The effect of number of rules on model performance. The solution that was obtained using a number of rules with which high verification performance was observed, was selected as the best. The best performance during verification was observed when nine rules were applied. The scatter diagrams in Fig. 6(a) and (b) show the performance of the system with nine rules during training and verification, respectively. Figure 7(a) and (b) shows the observed and simulated daily precipitation hyetographs at Caprile for the first and second halves of 1987, respectively. The hyetograph has been divided into two for clarity.
COMPARISON WITH OTHER METHODS
Two other methods, the normal ratio method and an artificial neural network solution, have also been used to address the same problem.
The normal ratio method (NRM)
This traditional statistical pattern recognition method uses the normal precipitation (Linsley et al., 1988; Chow, 1964) of the station under consideration and of the adjacent stations over a certain period of time to forecast or estimate missing records at a station. The data recorded at the index stations are weighted by the ratios of the normal annual precipitation values. Thus, the precipitation P x at station Xis:
where A, B and C are the index stations, and P and N are precipitation and normal precipitation (mean of index period), respectively. Owing to data constraints, two instead of three index stations have been used here. This reduces equation (7) to:
where the subscripts CA, AR and AN represent stations Caprile, Arabba and Andraz, respectively. The same set of training data (1988) (1989) (1990) (1991) was used to calculate the normal precipitation at the three stations. The rest of the data were then used in equation (7) to verify the method.
Artificial neural network solution (ANN)
Neural network solutions were also applied to solve the same problem. The multi-layer perceptron architecture-trained with the same data as was used to calculate normal precipitation for the normal ratio method-was used to predict the precipitation in the other years. An error back propagation algorithm with two input nodes (precipitation at Arabba and Andraz), one output node (precipitation at Caprile) and five hidden nodes was used to train the network. The test for verification performance was conducted with the rest of the data. The ANN neural network tool (Solomatine & Avila Torres, 1996) was used.
The performance indices (mse and percentage of predictions within 5% tolerance) obtained using the two methods described above together with the best result from the FRBM are shown in Table 2 and Fig. 8 . 
DISCUSSION OF THE RESULTS
From Fig. 5 and Table 1 it can be seen that the training performance generally increases with the number of rules trained. Theoretically, a fuzzy system can be optimized with respect to several parameters, apart from the number of membership functions, that include shape, support and kernel of input membership functions. In this study, a combination of four predefined membership curves has been used for each case, which may have resulted in sub-optimal solutions in some cases. This explains why the case with nine rules gave better training performance than that with sixteen rules. However, the verification performance continues to improve up to some point and then degrades, as the number of rules increases. There is a sag in the graph of number of rules vs mse in verification (Fig. 5 ). This means there should be something like an optimal number of rules for a good verification performance. In this case study, nine rules gave the best solution.
The obvious reason for poor performance occurring with a greater number of rules is overfitting. This occurs when a model shows high performance on a set of training data that is not a good representative of the input domain. The effect of such a phenomenon is a poor performance during verification. In other words, the model will lack the capacity to generalize during application. As discussed earlier, due to its distribution, such a data set is not a good representative for training.
In general, it may be inferred that using a lower number of rules will provide generalized solutions and a higher number of rales will result in overfitting (if the training data set does not represent the variability of possible input/output combinations well). This suggests that the best solution should be looked for somewhere in between. However, if there are sufficient training data, the performance of the model is expected to increase consistently with the increasing number of rules.
Three methods were applied to the same problem under similar conditions and compared with the same performance indices. Referring to the relative performance of the three methods ( Fig. 8(a) and Table 2) , it can be observed that the lowest mse between observed and simulated results, during both training and verification, in most of the years and overall, could be obtained using FRBM.
In the situation in which events occur outside the range of the training pattern, the normal ratio method may be a more robust alternative.
All the three methods showed very close tolerance target satisfaction (see Fig. 8(b) ), the neural network model showing slightly better results.
CONCLUSIONS AND RECOMMENDATIONS
The fuzzy rule-based approach has shown its ability to handle part of the uncertainty that arises as a result of incomplete data. This approach can be extended throughout the entire drainage basin to produce a network of fuzzy rule-based models that are capable of filling the missing records, or of producing the data for real-time purposes in the case of sudden failure of the data acquisition system.
The optimal number of rules has to be identified to get the best performance during application (to avoid the extreme situations of generalization and overfitting). This situation is critical only when there is a lack of sufficient training data. Test runs can be conducted to determine this optimal number. Appropriate index stations have to be selected in order to avoid temporal variations in the storm pattern between index stations and the target station, or such temporal variations have to be incorporated in some way. Such situations may arise when dealing with hourly precipitation data.
The change in the behaviour of the data becomes more significant when the training data and verification data are far apart in time. For instance, if training is performed using the data from 1989-1991, good verification performance is expected in 1988 rather than in 1985, unless there was a major change in the storm patterns in one or more of the years. This approach could also be applied to study climatic patterns with a reference to some typical year.
The present study confirms the high potential of the fuzzy rule-based models for use in reconstructing missing precipitation events. Other experiments are ongoing in applying this powerful technology to other problems related to water resources.
