The directed Physarum dynamics is known to solve positive linear programs: minimize c T x subject to Ax = b and x ≥ 0 for a positive cost vector c. The directed Physarum dynamics evolves a positive vector x according to the dynamicsẋ = q(x) − x. Here q(x) is the solution to A f = b that minimizes the "energy" ∑ i c i f 2 i /x i . In this paper, we study the non-uniform directed dynamicsẋ = D(q(x) − x), where D is a positive diagonal matrix. The non-uniform dynamics is more complex than the uniform dynamics (with D being the identity matrix), as it allows each component of x to react with different speed to the differences between q(x) and x. Our contribution is to show that the non-uniform directed dynamics solves positive linear programs.
Introduction
Physarum Polycephalum is a slime mold that apparently is able to solve shortest path problems. Nakagaki, Yamada, and Tóth [NYT00] report about the following experiment; see Figure 2 . They built a maze, covered it by pieces of Physarum (the slime can be cut into pieces, which will reunite if brought into vicinity), and then fed the slime with oatmeal at two locations. After a few hours the slime retracted to a path following the shortest path in the maze connecting the food sources. The authors report that they repeated the experiment with different mazes; in all experiments, Physarum retracted to the shortest path. The paper [TKN07] proposes a mathematical model, the Physarum dynamics, for the behavior of the slime in the form of a system of coupled differential equations. In [BMV12, Bon13] it was shown that the Physarum dynamics solves the shortest path problem and the transportation problem. It was soon asked by the theory community whether the dynamics can solve more general problems.
A variant of the Physarum dynamics, the directed Physarum dynamics, is known to solve positive linear programs in standard form [JZ12, SV16b] . A positive linear program asks to minimize a linear function c T x with a positive cost vector c ∈ R m >0 subject to the constraints Ax = b and x ≥ 0. Here A ∈ R n×m and b ∈ R n . Formally, minimize c T x subject to Ax = b, x ≥ 0.
We assume throughout that the system is feasible and use I = { i | i ∈ supp(x * ) for some optimal solution x to denote the union of the supports of optimal solutions and F = { x | x is a feasible solution to (1) } to denote the set of feasible solution. In order to avoid trivialities, we assume I = / 0. The directed Physarum dynamics is defined as the dynamical system operating on x ∈ R m >0 according tȯ
where for
is the minimum energy solution of A f = b according to the weights ("resistances") c i /x i . The system is initialized to a point
Theorem 1 ( [JZ12, SV16b] ). The dynamics (2) has a solution x(t) ∈ G with t ∈ [0, ∞). The solution satisfies
In this paper, we study the non-uniform Physarum dynamicṡ
where D ∈ R m×m ≥0 is a diagonal matrix with positive entries D ii = d i > 0, i.e., the different components of x react with different speed to differences between q(x) and x. Again the system is initialized to a point x 0 ∈ G, i.e., x(0) = x 0 . The original and the non-uniform Physarum dynamics are both inspired by the study of the slime mold Physarum Polycephalum; see Section 2. We generalize the theorem above to the non-uniform dynamics.
Theorem 2. The dynamics (3) has a solution x(t) ∈ G with t
This theorem was claimed in [BBD + 13] , albeit with an incorrect proof; see Section 2. We note that the non-uniform dynamics (3) is more complex that the uniform dynamics (2). For example, if x(0) is a feasible solution to (1), then the solution x(t) is feasible 1 for all t. In contrast, the non-uniform dynamics may move out of feasibility as Figure 1 illustrates.
A fundamental tool for proving convergence of a dynamical system is a Lyapunov function. It is a function defined on the states of the system whose derivative with respect to time is non-positive. We exhibit a Lyapunov function for the dynamics (3). Let x * be any optimal solution to (1) with I = 5) , respectively. The feasible region "x 1 + x 2 = 1, x ≥ 0" is shown in red. Also, several trajectories of x(t) are depicted. For the uniform dynamics, the trajectories converge to the feasible region exponentially fast. In contrast, the solutions to the non-uniform dynamics converge to the feasible region only when they reach the optimal point (1, 0). Note that in the right plot (d 1 = 1 and d 2 = 5), the solutions enter the optimal point horizontally.
Whether the solution enters from the left or from the right depends on the initial point. In the plot on the left (d 1 = 5, d 2 = 1), the solutions enter the optimal point with slope −9/5. The dashed blue line depicts this slope and an analytical solution is presented in Section 6.
supp(x * ) (note that a convex combination of optimal solutions is also an optimal solution. Therefore there is an optimal solution with support equal to I) and consider
Theorem 3.V (x) ≤ 0 for all x ∈ G and there is a constant C (depending on x(0)) such that V (x(t)) ≥ C for all t ∈ (0, ∞).
It follows that lim t→∞ V (x(t)) exists and lim t→∞V (x(t)) = 0. By the first item of Theorem 2 any limit point 2 of the dynamics (3) will lie in
It then follows that the dynamics converges to the set
We will see below thatV (x) = 0 implies c T x = c T x * and q(x) = x. In particular, x ∈ E implies x ≥ 0 and
x is a fixed point of the dynamics and a feasible solution to the LP (since Ax = Aq(x) = b), and c T x = c T x * , i.e., x is an optimal solution to the LP. This paper is structured as follows. In Section 2 we review the biological background and discuss related work. In Section 3 we prove existence of a solution with domain [0, ∞). In Section 4 we analyze the Lyapunov function. In Section 5 we complete the proof of Theorem 2. In Section 6, we study in more detail how the solution approaches the optimum in the example of 
Biological Background and Related Work
Physarum Polycephalum is a slime mold that apparently is able to solve shortest path problems. Nakagaki, Yamada, and Tóth [NYT00] report about the following experiment; see Figure 2 . They built a maze, covered it by pieces of Physarum (the slime can be cut into pieces which will reunite if brought into vicinity), and then fed the slime with oatmeal at two locations. After a few hours the slime retracted to a path following the shortest path in the maze connecting the food sources. The authors report that they repeated the experiment with different mazes; in all experiments, Physarum retracted to the shortest path.
The paper [TKN07] proposes a mathematical model for the behavior of the slime and argues extensively that the model is adequate. Physarum is modeled as an electrical network with time varying resistors. We have a simple undirected graph G = (N, E) with two distinguished nodes modeling the food sources. Each edge e ∈ E has a positive length c e and a positive capacity x e (t); c e is fixed, but x e (t) is a function of time. The resistance r e (t) of e is r e (t) = c e /x e (t). In the electrical network defined by these resistances, a current of value 1 is forced from one of the distinguished nodes to the other. For an (arbitrarily oriented) edge e = (u, v), let q e (t) be the resulting current over e. Then, the capacity of e evolves according to the differential equatioṅ
whereẋ e is the derivative of x e with respect to time. Nakagaki et.-al.
[NIU + 07] pointed out that different edge may react with different speed to the differences between flow and capacity. For example, Physarum prefers darkness over bright light and hence edges in a bright environment react differently than edges in darkness. This let to the non-uniform dynamicsẋ
where d e is an indicator for the reactivity of an edge.
The biological experiments concern shortest paths. The papers [BMV12, Bon13] showed that the Physarum dynamics can solve the shortest path problem and the transportation problem; here A is the node-arc incidence matrix of a directed graph, b is the supply-demand vector of a transportation problem, i.e., ∑ i b i = 0, and c > 0 are the edge costs. The theoretical literature soon asked whether the dynamics (5) can also solve more general problems. [SV16a] extends the result to more general flow problems and [BBK + 19, FCP18] show that it can solve linear programs of the form "minimize c T |x| subject to Ax = b", where c is a positive vector. This was generalized to the non-uniform dynamics (6) in [KKM19] .
The directed version of the Physarum dynamics evolves according to the equatioṅ x e = q e − x e .
No biological significance is claimed for this dynamics. 
Existence of a Solution
As mentioned above, we show that the dynamics (3) with starting point x(0) ∈ G has domain [0, ∞) and stays in G. Moreover, for the limit points of the dynamics, the coordinates in I are positive and the coordinates outside I are zero. In order to talk conveniently about these limit points, we define the dynamics on a superset of G. Let
where
We can define q(x) for any x ∈ G * :
be the minimum energy solution q(x) with respect to the resistances r i = c i /x i and with support contained in supp(x). The following characterization of q(x) is well-known. We use R = R(t) to denote the diagonal matrix with diagonal entries c i /x i . 
We show existence of a solution with domain [0, ∞) for each initial point x 0 ∈ G * . Our argument is based on [SV16b] . Let M = max{ absolute value of the determinant of a square submatrix of A }.
Fact 1 (Lemma 3.3 in [BBK + 19]). For every x ∈ G
* : q(x) ∞ ≤ β := M b 1 . Fact 2 (Lemma 5.2 in [SV16b]). Let x ≥ 0, B = supp(x) = / 0, L B = A B R −1
B A T B and let A i be the i-th column of A B . For every i ∈ B it holds that
Proof. Let i ∈ B be arbitrary. a) By Fact 1,
b) We know that x i is differentiable in the interval [0, T ) and
Since every function that has bounded first derivatives is Lipschitz, the limit x(T ) = lim t→T − x(t) exists. c) Let y be an optimal solution with supp(y) = I. Note that I ⊆ supp(x(0)). Consider the barrier function
Since x j (t) is bounded by part a), so is W (t). Suppose for a contradiction that inf
we obtain a contradiction tȯ
d) Let y be an optimal solution to (1) with supp(y) = I. By part c), we have x i (t) > 0 for every i ∈ supp(y) and every t ∈ [0, T ]. Set
and note that
Further, using Fact 2, observe that for every t ∈ [0, T ] we have
Hence, by Gronwall Lemma we obtain for every t ∈ [0, T ] and i ∈ B that
We use the following standard result from dynamic systems. 
The Lyapunov Function
Recall the definition of the Lyapunov function (4). Let x * be an optimal solution to (1) with I = supp(x * ) and consider
Theorem 5 (Lyapunov function). Let x ∈ G * . Theṅ
Moreover,V (x) = 0 if and only if x is an optimal solution to (1).
Proof. Since V is continuously differentiable,
, where ∇V is the gradient of V (vector of partial derivatives of V with respect to the x i 's) [LaS76, page 30 ]. An easy computation yields
and
where the second equality follows by r i (t) = c i /x i (t) for i ∈ I, q(t) = R −1 (t)A T p(t), Ax * = b and
By combining (10) and (11) we obtaiṅ
Since
and using the Cauchy Schwarz inequality and the fact that
and further by combining (12) and (13),
≤ 0.
We haveV (x) = 0 if and only the inequalities (1), (2), and (3) are equalities. (1) is an equality iff q(x) and x are parallel, i.e., q(x) = α · x for some α ≥ 0. (2) is tight iff
i.e., iff α = 1 and hence
Thus,V (x) = 0 if and only if x is an optimal solution to (1).
Case 2: For i ∈ B \supp(x), we need to prove f i (x (n) ) → 0. For this it suffices to show q i (x (n) ) → 0. Let x * be an optimal solution to (1) with supp(x * ) = I. We may assume that (x (n) ) i ≥ x i /2 for all i ∈ I and all n. Let
Hence, x * ≤ ε · (x (n) ) and thus by Fact (2) we have
By the proof of Lemma 2 Part d) and by Lemma 1 it holds that
Putting it Together
We complete the proof of Theorem 2. Let x(t), t ∈ [0, ∞) be the global solution of (8) with
Suppose there is a sequence t n with t n → ∞ and
The latter equality holds since V (x) is C 1 and henceV (x) = ∇V • f (x), and since f is continuous by Lemma 3. However,V (x(t)) ≤ 0 and V (x(t)) ≥ V (p) for all t ∈ [0, ∞) because V (x(t)) is decreasing. Sȯ V (x(t)) → 0 as t → ∞. Hence, by uniqueness of limitsV (p) = 0.
FinallyV (p) = 0 implies that p is an optimal solution to (1) (Theorem 5).
Approach to Optimum: A Simple Example
We study the nonuniform dynamics for the simple example of Figure 1 in more detail. We consider "minimize c 1 x 1 + c 2 x 2 , x 1 + x 2 = 1, x ≥ 0, where c 2 > c 1 " and the Physarum dynamicsẋ i = d i (q i − x i ), i = 1, 2. The unique optimum is (1, 0). We ask how the dynamics enters the optimal point. Assume, we are in the point (x 1 , x 2 ). The conductance of edge i is x i /c i . The conductance of the system of parallel edges is x 1 /c 1 + x 2 /c 2 = (x 1 c 2 + x 2 c 1 )/c 1 c 2 . Therefore the potential difference is We know that the dynamics converges to the point (1, 0) and are interested in the behavior near the limit point. Therefore let (x 1 , x 2 ) = (1 − ε 1 , ε 2 ). Then For the approximation, we only kept the terms linear in the epsilons and ignored all higher powers. This is justified since we are interested in the behavior for small ε 1 and ε 2 . We continue with the approximations.
From the second equation, we conclude
• If d 2 > c 2 d 1 /(c 2 − c 1 ) = 2d 1 , the trajectories enter the optimal point horizontally. Whether a trajectory enters from the left or from the right depends on the initial point. The right plot in Figure 1 shows an example.
• If d 2 < 2d 1 , the trajectories enter the optimal point with slope −2 + d 2 /d 1 . In particular, for d 1 = d 2 = 1 (uniform dynamics), the slope is −1. The left plot in Figure 1 shows an example.
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