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Singular Perturbation Theory for a
Finite-Dimensional, Discrete-Time Chi Nonlinear
System
Xiaofan Cui and Al-Thaddeus Avestruz
Abstract—This paper develops the singular perturbation the-
ory for a particular discrete-time nonlinear system which models
the saturating inductor buck converter using cycle-by-cycle
digital control.
I. INTRODUCTION
Singular perturbation theory [1] is a well-known method
for studying nonlinear systems with two well-separated time
scales. The χ nonlinear system is a finite-dimensional,
discrete-time nonlinear system which can be used to model
a broad class of power electronics systems.
Although there exist several discrete versions of singular
perturbation theory in the literature [2]–[6], to the best of
authors’ knowledge, there is no such theorem which can be
directly applied to the χ nonlinear system. Therefore, in this
paper, we establish singular perturbation theory for the χ
nonlinear system.
II. SYSTEM DESCRIPTION
The χ nonlinear system is a finite-dimensional, discrete-
time nonlinear system whose state-space representation can
be expressed as
x[n+ 1] = x[n] + f(µz[n]), (1)
z[n+ 1] = g(x[n], z[n], µz[n]), (2)
where µ is called perturbation parameter.
Direct quote from [7]:
We assume the following assumptions
hold for all (n, x, z) ∈ [0,∞)×Dx ×Dz
containing the origin for some domain
Dx ⊂ R
n and Dz ⊂ R
m: (a) the matrix
∂g/∂z− Im is invertible; (b) the function
f and g are Lipschitz in (x, z) with Lip-
schitz constant Lf and Lg; (c) f(0) = 0,
g(0, 0, 0) = 0.
From assumption (a) above and the
implicit function theorem [8], the equa-
tion z = g(x, z, 0) has explicit solution
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z = h(x). We assume the function h is
Lipschitz in x with Lipschitz constant Lh.
We define the reduced model by
xs[n+ 1] = xs[n] + f(µh(xs[n])), (3)
zs[n] = h(xs[n]). (4)
The reduced model describes trajectories
of x and z which an observer sees in the
slow time frame when µ approaches 0. We
define the boundary-layer model by
y[n+ 1] =g(xs[n], y[n]
+ h(xs[n]), 0)− h(xs[n]). (5)
where y[n] = zf [n] − zs[n]. The zf [n] is
the trajectory of z which an observer sees
in the fast time frame when µ approaches
0. The boundary-layer model describes
the difference between the trajectory of z
which an observer sees in the fast time
frame and that in the slow time frame. We
note that y(n) = 0 is a solution for the
boundary-layer model.
III. THEORY
The following Theorem 1 shows the relationship between
the trajectory of the original system and that of the reduced
model as well as the boundary-layer model.
Direct quote from [7]:
Theorem 1. If xs = 0 is an exponentially
stable equilibrium of system (3) and y = 0
is an exponentially stable equilibrium of
system (5), uniform in xs, then there exists
a positive constant µ∗ such that for all
n ≥ 0 and 0 < µ ≤ µ∗, the singular
perturbation problem (1) and (2) has a
unique solution x[n, µ], z[n, µ] on [0,∞),
and x[n, µ] − xs[n, µ] = O(µ), z[n, µ] −
h(xs[n, µ])− y[n] = O(µ) hold uniformly
for n ∈ [0,∞), where xs[n, µ] and y[n]
are the solutions of the system (3) and sys-
tem (5). Furthermore, there exists n1 > 0,
such that z[n, µ]−h(xs[n]) = O(µ) holds
uniformly for n ∈ [n1,∞)
Proof. We use mathematic induction to prove 1
∥∥x[n]− xs[n]
∥∥ ≤ λµ. (6)
Equation (6) holds when n = 1 because
∥∥x[1]− xs[1]
∥∥ =∥∥f(µz0)
∥∥ ≤ L‖z0‖µ. (7)
We suppose that there exists λ satisfying
∥∥x[n]− xs[n]
∥∥ ≤ λµ
when n = k. The following derivations prove (6) when n =
k + 1:
∥∥x[k + 1]− xs[k + 1]
∥∥
=
∥∥x[k] + f(µz[k])− xs[k]− f(µxs[k])
∥∥
≤
∥∥x[k]− xs[k]
∥∥+ Lfµ
∥∥z[k]− xs[k]
∥∥
≤λµ+ Lfµ
∥∥y(k)∥∥
=(λ+ Lfβ)µ. (8)
By defining λ∗ = (λ + Lfβ), we show∥∥x[k + 1]− xs[k + 1]
∥∥ = O(µ).
By mathematic induction, we conclude that
∥∥x[n]− xs[n]
∥∥ = O(µ). (9)
Then we prove z[n, µ]− h(xs[n])− y[n] = O(µ).
∥∥z[n]− h(xs[n])− y[n]
∥∥
= ‖g(x[n− 1], z[n− 1], µ(z[n− 1])− h(xs[n])
− g(xs[n− 1], y[n− 1]
+ h(xs[n− 1]), 0) + h(xs[n− 1])‖
≤ ‖g(x[n− 1], z[n− 1], µ(z[n− 1])
− g(x[n− 1], z[n− 1], 0)‖
+
∥∥g(x[n− 1], z[n− 1], 0)− g(xs[n− 1], z[n− 1], 0)
∥∥
+
∥∥h(xs[n− 1])− h(xs[n])
∥∥
≤ Lgµ
∥∥z[n− 1]∥∥+ Lg
∥∥x[n− 1]− xs[n− 1]
∥∥
+ LhLfµ
∥∥xs[n− 1]
∥∥
≤ Lgµ
(∥∥xs[n− 1]
∥∥+∥∥y[n− 1]∥∥
)
+ Lg
∥∥x[n− 1]− xs[n− 1]
∥∥+ LhLfµ
∥∥xs[n− 1]
∥∥
≤
(
Lg(λ+ α+ β) + LhLfα
)
µ. (10)
We conclude that
z[n, µ]− h(xs[n])− y[n] = O(µ). (11)
Finally, we prove that there exists n1 > 0, such that
z[n]− h(x[n]) = O(µ) (12)
holds uniformly for n ∈ [n1,∞).
Let n1 = −ln(µ)/θ, for all n > n1,
∥∥y[n]∥∥ ≤∥∥y[n1]
∥∥ = ǫ∥∥y[0]∥∥ eθn1 = ǫ∥∥y[0]∥∥µ. (13)
We proved
∥∥y[n]∥∥ = O(µ) for all n > n1. Therefore z[n] −
h(x[n]) = O(µ) holds uniformly for n ∈ [n1,∞).
1In this paper, we assume the 2-norm ‖ · ‖ = ‖ · ‖2.
The following Theorem 2 shows the relationship between
the stability of the original system and that of the reduced
model as well as the boundary-layer model.
Theorem 2. There exists µ∗ > 0 such that for all µ ≤ µ∗,
then x = 0, z = 0 is an exponentially stable equilibrium of
the singular perturbation problem (1) and (2).
Proof. The exponential stability of the x = 0 of system (3) is
equivalent to
γ1‖x‖
2
≤ V (x) ≤ γ2‖x‖
2
, (14)
V (x[n+ 1]) ≤ σ1V (x[n]), (15)
where γ1 > 0, γ2 > 0, 0 < σ1 < 1. The exponential stability
of the equilibrium y = 0 of system (5) requires the following
equations to hold uniformly in x
γ3‖y‖
2
≤W (y) ≤ γ4‖y‖
2
, (16)
W (y[n+ 1]) ≤ σ2W (y[n]), (17)
where γ3 > 0, γ4 > 0, 0 < σ2 < 1.
We use ν = V +W as a Lyapunov function candidate for the
system (3) and (5). From (14), (15), (16) and (17)
min{γ1, γ3}
∥∥[x, y]∥∥2 ≤ ν(x, y) ≤ max{γ2, γ4}
∥∥[x, y]∥∥2 ,
(18)
ν(x[n + 1], y[n+ 1]) ≤ max{σ1, σ2}ν(x[n], y[n]). (19)
From (18) and (19), the equilibrium [x, y] = 0 of the systems
(3) and (5) is exponentially stable. Considering Theorem 1, we
can conclude that the equilibrium [x, y] = 0 of the systems
(1) and (2) is exponentially stable. A more rigorous proof can
be performed by following the same methods as the proofs of
Proposition 8.1 and Proposition 8.2 in [9].
IV. CONCLUSION
The theoretical contribution of this paper is developing
singular perturbation theory for the χ nonlinear system.
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