Abstract-This paper presents a general-purpose computer program which is capable of designing a large class of optimum (in the minimax sense) FIR linear phase digital filters. The program has options for designing such standard filters as lowpass, high-pass, bandpass, and bandstop filters, as well as multipassband-stopband filters, differentiators, and Hilbert transformers. The program can also be used to design filters which approximate arbitrary frequency specifications which are provided by the user. The program is written in Fortran, and is carefully documented both by comments and by detailed flowcharts. The filter design algorithm is shown to be exceedingly efficient, e.g., it is capable of designing a filter with a 100-point impulse response in about 20 s.
I. Introduction
This paper presents a general algorithm for the design of a large class of finite impulse response (FIR) linear phase digital filters. Emphasis is placed on a description of how the algorithm works, and several examples are included which illustrate specific applications. A unified treatment of the theory behind this approach is available in [ 11.
The algorithm uses the Remez exchange method [2] , [3] to design filters with minimum weighted Chebyshev error in approximating a desired ideal frequency response D( f ) . Several authors have studied the FIR design problem for special filter types using several different algorithms [4] -[ 131. The advantage of the present approach is that it combines the speed of the Remez procedure with a capability for designing a large class of general filter types. While the algorithm to be described has a special section for the more common filter types (e.g., bandpass filters with multiple bands, Hilbert transform filters, and differentiators), an arbitrary frequency response can also be approximated. McClellan and T. W. Parks 
II. Formulation of the Approximation Problem
The frequency response of an FIR digital filter with an N-point impulse response { h ( h ) } is the z-transform of the sequence evaluated on the unit circle, Le., In all cases, the real function G ( f ) will be used to approximate the desired ideal magnitude specifications since the linear phase term in (2) has no effect on the magnitude response of the filter. The form of G ( f ) depends on which of the four cases is being used. Using the appropriate symmetry relations, G( f ) can be expressed as follows. Case 1: Positive symmetry, odd length:
where n = ( N -1)/2, a(0) = h(rz), and a ( h ) = 2h(n -k )
for h = 1, 2,. . . , n.
k = O
Case 2: Positive symmetry, even length:
where n = N / 2 and b ( k ) = 2h(n -h ) for h = 1, * * . , n.
Case 3: Negative symmetry, odd length:
where n = (N -1)/2 and c ( h ) = 2h(n -h ) for 12 = 1, 2, . . . , rz and h(n) = 0.
Case 4: Negative symmetry, even length:
where n = N / 2 and d ( h ) = 2h(n -h ) for 12 = 1, -. , n.
Earlier efforts at designing FIR filters concentrated on Case 1 designs, but it is now possible to combine
For convenience, throughout this paper the notation H( f ) rather than H ( e j z n f ) is used to denote the frequency response of the digital filter. Case 2:
Case 4: 
if one is careful to 2mit those endpoint(s) *where
, then an equivalent approximation problem would be to minimize the quantity
by choice of the coefficients of P( f ) . The set F is re-
The net effect of this reformulation of the problem is a unification of the four cases of linear phase FIR filters from the point of view of the approximation problem. Furthermore, (15) provides a simplified viewpoint from which it is easy to see the necessary and sufficient conditions which are satisfied by the best approximation. Finally, (15) shows how to calculate this best approximation using an algorithm which can do only cosine approximations. The set of necessary and sufficient conditions for this best approximation is given in the following alternation theorem [ 21 .
Alternation theorem: If P ( f ) is a linear combination of r cosine functions i.e., error function of the filter satisfy the set of necessary and sufficient conditions for optimality as stated in the alternation theorem. The next section describes such an algorithm along with details as to its implementation.
Description of the Design Algorithm
As seen in Fig. 1 , the design algorithm consists of an input section, formulation of the appropriate equivalent approximation problem, solution of the approximation problem using the Remez exchange method, and calculation of the filter impulse response. The flowcharts of Figs. 2-5 give details of the exact structure of the computer program.
The input which describes the filter specifications consists of the following.
1) The filter length, 3 < NFILT < NFMAX (the upper limit set by the programmer).
2) The type of filter (JTYPE):
3) The frequency bands, specified by upper and lower cutoff frequencies (EDGE array) up to a maximum of 10 bands.
4) The desired frequency response (FX array) in each band. 5) A positive weight function (WTX array) in each band.
6)
The grid density (LGRID), assumed to be 16 unless 7) Impulse response punch option (JPUNCH).
Part 3) specifies the set F to be of the form F = U B i where each frequency band Bi is a closed subinterval of [ 0, 1. The inputs 4) and 5) are interpreted differently by the program for a differentiator than for the other two types of filters (see the EFF and WATE subroutines in Figs. 3 and 4) . The weight specification in the case of a differentiator results in a relative error tolerance as is used in all other cases.
The set F must be replaced by a finite set of points for implementation on a computer. A dense grid of points is used with the spacing between points being O.~/(LGRID X r ) where r is the number of cosine basis functions. Both D( f ) and W ( f ) are evaluated on this grid by the subroutines EFF and WATE, respectively. Then the auxjliary app5oximation problem is set up by forming D ( f ) and W( f ) as above, and an initial guess of the extrema1 frequencies is made by taking r + 1 equally spaced frequency values. The subroutine REMEZ (Fig. 5 ) is called to perform the calculation of the best approximation for the equivalent problem. The mechanics of the Remez algorithm will not be discussed here since they are treated elsewhere for the particular case of low-pass filters The appropriate equations (3)-(12) are used to recover the impulse response from the coefficients of the best cosine approximation obtained in the REMEZ subroutine. The'outputs of the program are the impulse response, the optimal error (min 11 E(f)ll), and the r f 1 extremal frequencies where
It is possible that one might want to design a filter to approximate a magnitude specification which is not included in the scheme given above, or change the weight function to get a desired tolerance scheme. A flowchart of such a program is given in Fig. 6 . In such cases, the user must code the subroutines EFF and WATE to calculate D ( f ) and W( f ) . The input is the same as before, except that there are only two types of filters, depending on whether the impulse syrnmetry is positive or negative.
A detailed program listing of the generalized design program is given in the Appendix. Representative 
E v a l u a t e s w e i g h t f u n c t i o n a t a g r i d p o i n t 
E R R = W T ( K + I I [ G E E ( K t I I -D E S ( K t l ) ]
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Where

X = C O S [ Z r T G R I D ( K I ]
NO yes 1 calculate frequency response a n d weighted error at index input card sequences are given for the design of a bandpass filter and a differentiator. To approximate an arbitrary magnitude response and/or an arbitrary weighting function, all the user has to do is change the subroutines EFF and WATE and use the program in the Appendix. In the next section, representative filters designed using these algorithms are presented.
IV. Design Examples
Figs. 7-22 show specific examples of use of the design program for several typical filters of interest. For each of these filters, one figure shows the computer output listing (including the run time on a Honeywell 6000 computer), and the other figure shows a plot of the filter frequency response on either a linear or a log magnitude scale (or sometimes both). 
Summary
A general-purpose linear phase FIR filter design program is presented which is capable of designing a wide variety of standard filters as well as any desired magnitude response which can be specified by the user. The speed of the algorithm, as well as its generality, make this program an attractive one for a wide variety of design applications.
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