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Abstract
We consider a fast-slow partial differential equation (PDE) with reaction-diffusion dynamics in
the fast variable and the slow variable driven by a differential operator on a bounded domain. As-
suming a transcritical normal form for the reaction term and viewing the slow variable as a dynamic
bifurcation parameter, we analyze the passage through the fast subsystem bifurcation point. In
particular, we employ a spectral Galerkin approximation and characterize the invariant manifolds
for the finite-dimensional Galerkin approximation for each finite truncation using geometric desin-
gularization via a blow-up analysis. In addition to the crucial approximation procedure, a key step
is to make the domain dynamic as well during the blow-up analysis. Finally, we prove that our re-
sults extend to the infinite-dimensional problem, showing the convergence of the finite-dimensional
manifolds to infinite-dimensional Banach manifolds for different parameter regimes near the bifur-
cation point. Within our analysis, we find that the PDEs appearing in entry and exit blow-up
charts are quasi-linear free boundary value problems, while in the central/scaling chart we obtain a
PDE, which is often encountered in classical reaction-diffusion problems exhibiting solutions with
finite-time singularities. In summary, we establish a first full case of a geometric blow-up analysis
for fast-slow PDEs with a non-hyperbolic point. Our methodological approach has the potential to
deal with the loss of hyperbolicity for a wide variety of infinite-dimensional dynamical systems.
Keywords: slow manifolds, invariant manifolds, blow-up method, loss of normal hyperbolicity,
reaction-diffusion equations, spectral Galerkin approximation.
Mathematics Subject Classification (2010): 34E15, 35K57, 37G10, 37L15, 37L65.
1 Introduction
Our starting point is the classical nonlinear parabolic reaction-diffusion PDE
∂tu = ∆u+ u
2 − v2, u = u(x, t), (x, t) ∈ Ω× [0, T ], (1.1)
for a smooth bounded domain Ω ⊂ Rd, where v ∈ R is the main bifurcation parameter and T > 0
is a given fixed time, and the nonlinearity resembles the well-known transcritical normal form from
ordinary differential equations (ODEs) in the reaction term. Indeed, suppose the spatial domain
Ω = [−a, a] ⊂ R is an interval for some fixed a > 0, and the PDE satisfies homogeneous Neumann
boundary conditions ∂xu(±a, t) = 0. Then there are two branches of constant solutions {u = v}
and {u = −v}. The local dynamics near the bifurcation point (u, v) = (0, 0) are well-studied, e.g.,
see the classical results by Crandall/Rabinowitz [11, 12]. There is a bifurcation at v = 0 with a
single real eigenvalue crossing the imaginary axis [25, 29] and an exchange-of-stability takes place.
This situation can be analyzed locally rigorously using several different methods such as Lyapunov-
Schmidt reduction [25] or center manifold reduction [19]. Yet, it is in many cases unrealistic to assume
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that the parameter v is varied infinitely slowly across the bifurcation point. Hence, the crucial case is
the extension to the dynamic fast-slow bifurcation problem
∂tu = ∂
2
xu+ u
2 − v2 + µ0ε+Hu(u, v, ε),
∂tv = ε(Lv + g(u, v)),
u = u(x, t), v = v(x, t), (x, t) ∈ [−a, a]× [0, T ], (1.2)
where L is a differential operator, µ0 ≡ µ is a constant function, g = 1+O(u, v, ε) is a given sufficiently
smooth vector field, Hu denotes higher order reaction terms, we still assume homogeneous Neumann
boundary conditions, and ε > 0 is small so that v is formally a slow variable; see also [27] for the ODE
case. The change to the slow time scale τ = εt gives
ε∂τu = ∂
2
xu+ u
2 − v2 + µ0ε+Hu(u, v, ε),
∂τv = (Lv + g(u, v)).
(1.3)
Note that in the singular limit ε = 0, the steady state homogeneous solutions are to leading-order
near (u, v) = (0, 0) formally still given by u ≡ v, u ≡ −v. If L ≡ 0, then it is well-known that
classical finite-dimensional methods and results apply as already demonstrated at the end of the 1990s
by Butuzov, Nefedov and Schneider [8, 9] using a more functional-analytic approach. Also from a
geometric viewpoint one can combine existing techniques for the case L = 0. Using the fact that the
slow variable v only gives a bounded semigroup perturbation on the linearized level allows one to follow
results by Bates [3, 4] and then employ center manifold theory [19]; for an example of this strategy
for the fold point see [2]. Yet, the ultimate goal would be to lift the most powerful available geometric
methods for ODEs directly to the PDE setting. For the single eigenvalue crossing problem in fast-slow
ODEs, Krupa and Szmolyan [26, 27] gave a very detailed analysis using geometric desingularization
via the blow-up method. This method has been pioneered in multiple time scale systems by Dumortier
and Roussarie [15] in the middle of the 1990s. So far, trying to lift the blow-up method to the PDE
(1.2)-(1.3) has remained elusive due to considerable conceptual and technical obstacles. Already the
case L = ∂2xv is challenging and is likely to provide the key to treat very general differential operators
in the slow variable. In this work, we provide a direct variant of the blow-up method for this case.
The first main idea for analyzing this situation is to use a spectral Galerkin reduction [17] and
study a spatial semi-discretization. In more detail, let {λk}∞k=1 denote the eigenvalues (ordered in
increasing absolute value) and {ek = ek(x)} the eigenfunctions of the Laplacian ∂2x with Neumann
boundary conditions. We denote by 〈·, ·〉 the inner product on L2([−a, a]). Then setting
u(x, t) =
∞∑
k=1
uk(t)ek(x), v(x, t) =
∞∑
k=1
vk(t)ek(x)
gives, upon taking the inner product of (1.2) with each ek, the infinite Galerkin ODE system
∂tuk = λkuk + 〈u2 − v2, ek〉+ ε〈µ0, ek〉+ 〈Hu(u, v, ε), ek〉,
∂tvk = ε(λkvk + 〈g(u, v), ek〉). (1.4)
Infinite-dimensional ODEs play a key role in nonlinear dynamics of PDEs [20], e.g., in the context
of amplitude/modulation equations [32]. Yet, the fast-slow case is poorly understood currently as
one essentially has to deal with two infinite-dimensional ODEs simultaneously due to to the scale
separation. The classical strategy in PDEs used to study Galerkin systems is to first use a truncation
uk = 0 = vk for all k > k0 and a fixed k0 ∈ N. Then one studies the resulting finite ODE system [17, 32]
with the dynamical understanding that near bifurcation points, only the projection onto the lowest
order modes ek with k ≤ k∗ for some intrinsic fixed critical k∗ should be relevant.
In order to deal with the loss of hyperbolicity at u = 0 = v, we employ the blow-up method at
each Galerkin level. More precisely, we can still carry out a blow-up transformation for each truncated
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Galerkin system where uk = 0 = vk for all k > k0. This leads to an infinite sequence of blown-
up problems with growing dimensions of the spherical blown-up space, which converges to a Banach
manifold [30] as k0 → +∞, in this case an infinite-dimensional sphere [1].
In the following, we make the crucial steps carrying out this infinite-dimensional limiting blow-up
by studying the entire family of truncated Galerkin systems (1.4) using ODE blow-up methods. An
important ingredient in this process is to also view the parameter a ∈ R specifying the domain as a
dynamic variable within the blow-up. Furthermore, studying the limiting PDE systems entails that
we have to prove approximation properties of finite-dimensional ODEs on manifolds converging to an
infinite-dimensional system on a Banach manifold. This requires careful a-priori bounds on sequences
of blow-up problems and their invariant manifolds. In the geometric process, we also identify within
each chart of the blow-up construction limiting PDEs of independent interest such as a free boundary
problem in the entry and exit charts, while recovering a more traditional, yet nonlocal, scalar reaction-
diffusion problem with polynomial nonlinearity in the scaling chart.
The analysis yields the following main result:
Theorem A. The attracting slow manifolds S−,k0a,ε near the origin for system (1.4), truncated at
k0 ∈ N, converge to the attracting slow Banach manifold S−a,ε as k0 →∞. In particular, for any fixed
µ 6= 1, there exists ε0 > 0 such that for all ε ∈ (0, ε0]:
• (exchange-of-stability) If µ < 1, the manifold S−a,ε extends around the origin inside a small
tubular neighbourhood of the attracting critical manifold {(u, v) : u = −v = c > 0}.
• (jump case) If µ > 1, the manifold S−a,ε extends around the origin inside a small tubular neigh-
bourhood the set {(u, v) : u = c > 0, v = 0}.
The immediate corollary of Theorem 1 is that solutions of the reaction-diffusion PDE locally
starting near {u = v, v < 0} first approach the attracting manifold S−a,ε near {u = v, v < 0}. Then two
cases occur depending upon µ, either there is an exchange-of-stability and S−a,ε extends towards the
other locally attracting part of the critical manifold, or we obtain a jump away from the bifurcation
point along a fast fiber. The special case µ = 1 is naturally going to correspond to canards but we
shall not treat this higher-codimension case here; see [6, 5, 15, 33] for more details regarding canards in
ODEs. Our result in Theorem 1 provides a generalization of the ODE situation [27], while the proof
technique is the first direct geometric desingularization of PDEs and differs substantially from the
finite-dimensional case. As such, this new method-of-proof forms the core contribution of our work.
In fact, we expect that our technique can become a blueprint for using geometric desingularization for
infinite-dimensional dynamical systems as discussed in Section 5.
The paper is structured as follows. Section 2 analyzes system (1.2) and the corresponding sys-
tem (1.4) around the homogenous solution {u = v = 0, ε = 0} for small ε by approximating the
center-stable, or slow, manifolds for each k0 > 0, and in the limit k0 → ∞. In Section 3, we discuss
the dynamics in the three different charts of an appropriately chosen blow-up manifold, again for each
k0 > 0 and in the limit k0 → ∞, allowing us to extend the slow manifold around the non-hyperbolic
origin. In particular, we investigate the correspondence of the Galerkin ODEs in the coordinates of
the charts with rescaled PDEs, related to (1.2). Finally, we use the results of the blow-up to prove a
more detailed version of Theorem 1 in Section 4. Then we conclude with a short summary and outlook
in Section 5.
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2 Analysis of the Galerkin system before blow-up
2.1 Explicit form of Galerkin ODEs
Consider equation (1.2) on the interval [−a, a] with Neumann boundary conditions such that the
eigenfunctions and eigenvalues of the Laplacian ∂2x are given as
ek+1(x) =
√
1
a
cos
(pi
a
kx
)
+ δk0
1−√2√
2a
, λk+1 = −
(pi
a
k
)2
, k ≥ 0, (2.1)
where δk0 = 1 if k = 0 and δk0 = 0 otherwise.
In the following, we derive equation (1.4) for truncation sizes k0 such that uk = 0 = vk for all
k > k0, recalling g = 1 +H
v(u, v, ε) and µ0 ≡ µ for some µ ∈ R, where
Hu(u, v, ε) = O (u3, u2v, v2u, v2, εu, εv, ε2) ,
Hv(u, v, ε) = O (u, v, ε) .
We obtain the following system of ODEs for any fixed k0 ≥ 1:
Proposition 2.1. Consider equation (1.2) on the interval [−a, a], where L = ∂2x, g = 1 +Hv(u, v, ε)
and µ0 ≡ µ for some µ ∈ R, such that the eigenfunctions and eigenvalues of the Laplacian with
Neumann boundary conditions ∂xek(±a, t) = 0 are given in equation (2.1). Then the system of infinite
Galerkin ODEs (1.4), truncated at k0 ≥ 1, can be written as
∂tu1 = u
2
1 − v21 + 2aεµ+
k0∑
j=2
(
u2j − v2j
)
+Hu1 , (2.2a)
∂tv1 = 2aε+H
v
1 , (2.2b)
∂tuk = λˆkuk + 2(uku1 − vkv1) +
√
2
k0∑
i,j=2
αki,j(uiuj − vivj) +Huk , 2 ≤ k ≤ k0, (2.2c)
∂tvk = ελˆkvk +H
v
k , 2 ≤ k ≤ k0, (2.2d)
∂tε = 0, (2.2e)
where λˆk =
√
2aλk, α
k
i,j ∈ [0, 1] with αki,j 6= 0 if and only if i+ j − k = 1 ∨ k − |i− j| = 1 and for all
1 ≤ k ≤ k0
Huk = O
(
u3i , u
2
i vj , v
2
jui, v
3
j , εui, εvj , ε
2
)
, i, j ∈ {1, . . . , k0},
Hvk = O (ui, vj , ε) , i, j ∈ {1, . . . , k0}.
Proof. Firstly, observe that〈 k0∑
j=1
ujej
2 −
 k0∑
j=1
vjej
2 , ek
〉
=
k0∑
j=1
u2j 〈e2j , ek〉+
k0∑
j,i=1,j 6=i
ujui〈ejei, ek〉 −
 k0∑
j=1
v2j 〈e2j , ek〉+
k0∑
j,i=1,j 6=i
vjvi〈ejei, ek〉
 .
Secondly, we can calculate
λ1 = 0, 〈1, e1〉 =
√
2a,
〈ekel, e1〉 = 〈e1el, ek〉 = 1√
2a
δk,l, k, l ≥ 1.
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Hence, we obtain
∂tu1 =
1√
2a
(
u21 − v21
)
+
√
2aεµ+
1√
2a
k0−1∑
j=2
(
u2j − v2j
)
+
1√
2a
Hu1 ,
∂tv1 = ε
√
2a+
1√
2a
Hv1 .
Additionally, we observe that, for 2 ≤ k ≤ k0,
〈e2k, ek〉 = 0, bk = 〈1, ek〉 = 0,
and that, for 2 ≤ i, j, k ≤ k0,
〈eiej , ek〉 = 1√
a
1
a
∫ a
−a
cos
(pi
a
(i− 1)x
)
cos
(pi
a
(j − 1)x
)
cos
(pi
a
(k − 1)x
)
dx
=
2√
a
∫ 1
0
cos ((i− 1)pix) cos ((j − 1)pix) cos ((k − 1)pix) dx
=
1√
a
(∫ 1
0
cos ((i+ j − 2)pix) cos ((k − 1)pix) dx+
∫ 1
0
cos ((i− j)pix) cos ((k − 1)pix) dx
)
=
1√
a
αki,j ,
where αki,j ∈ [0, 1] is non-zero if and only if i + j − 2 = k − 1, i.e. i + j − k = 1, or |i− j| = k − 1,
i.e. k − |i− j| = 1.
Hence, we get
∂tuk = λkuk +
2√
2a
(uku1 − vkv1) + 1√
a
k0∑
i,j=2
αki,j(uiuj − vivj) +
1√
2a
Huk , k ≥ 2,
∂tvk = ελkvk +
1√
2a
Hvk , k ≥ 2,
∂tε = 0.
Furthermore, we conduct the time change t˜ = t/
√
2a, and then drop the tilde again, which finishes
the proof.
2.2 Center manifold approximation for k0 = 1, 2, 3
To understand the dynamical structure of the Galerkin ODEs, and in order to introduce the basic
objects of multiple time scale dynamics and their notation, we analyze equation (2.2) for k0 = 1, 2, 3,
omitting the higher order times Huk and H
v
k for now.
2.2.1 Truncation at k0 = 1
Clearly, for k0 = 1, we have
∂tu1 = u
2
1 − v21 + 2aεµ,
∂tv1 = 2aε,
∂tε = 0,
(2.3)
such that we can describe the behaviour in the leading modes. Recall that the critical manifold [18,
24, 28] in standard form can be defined as the zero set of the fast vector field upon considering the
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limit ε → 0; we note that the terminology “critical manifold” is commonly used, even though more
general algebraic varieties appear, which already provides a clear indication, why blowing-up can be
useful [21, 22]. For (2.3), we focus on the branch S−,1a of the critical manifold S1 = {u21 = v21} given
by
S−,1a = {(u1, v1) : u1 = v1 < 0}.
The other three natural branches away from the origin (u1, v1) = (0, 0) can be treated analogously. A
direct linearization of the fast vector field with respect to the fast variables yields the local stability
of S−,1a . We obtain Du1(u21 − v21 + 2aεµ)|S−,1a = 2u1 < 0, so S
−,1
a is normally hyperbolic (as all
eigenvalues of the fast subsystem linearization have non-zero real part) and also attracting (as all
eigenvalues have negative real part). Fenichel’s Theorem [18, 24, 28] provides the existence of a
normally hyperbolic locally invariant slow manifold. The slow manifold can also be viewed as a center
manifold of system (2.3) due to its construction. We want to derive a parametrization h1(v1, ε) of the
center manifold at a given point on S−a , i.e. at the equilibrium {u1 = v1 = c, ε = 0} for c < 0 with |c|
sufficiently small. Understanding this parametrization will be important later on in our construction
of the slow manifolds in the normally hyperbolic regime before the bifurcation point. We first change
coordinates to shift the equilibrium to the origin
u˜1 = u1 − c, v˜1 = v1 − c,
obtaining the equations
∂tu˜1 = (u˜1 + c)
2 − (v˜1 + c)2 + 2aεµ,
∂tv˜1 = 2aε,
∂tε = 0.
(2.4)
The Jacobian of the vector field for this ODE, at u˜1 = 0, v˜1 = 0, ε = 0, reads
A =
2c −2c 2aµ0 0 2a
0 0 0
 ,
with eigenvalues λ1 = 2c < 0 and λ2,3 = 0. The Jordan normal form gives
M−1AM =
2c 0 00 0 1
0 0 0
 ,
where
M =
1 1 1−µ2c0 1 0
0 0 12a
 , M−1 =
1 −1 2a
(
µ−1
2c
)
µ
0 1 0
0 0 2a
 .
The coordinate change
M−1
u˜1v˜1
ε
 =
y1x1
x2

gives
u˜1 = y1 + v1 − 2aε
(
µ− 1
2c
)
,
v˜1 = x1,
ε =
x2
2a
,
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such that, for g = O(2), we obtain
y′1 = 2cy1 + g(x1, x2, y1) := K1(x1, x2, y1), (2.5)(
x′1
x′2
)
=
(
0 1
0 0
)(
x1
x2
)
=:
(
F1(x1, x2)
F2(x1, x2)
)
. (2.6)
This problem is now in standard form and we can approximate the center manifold via
hˆ1(x1, x2) = b11x
2
1 + b12x1x2 + b22x
2
2 +O(3).
Solving the invariance equation
K1 = F1∂x1h1 + F2∂x2h1,
gives the coefficients
b11 = 0, b12 =
µ− 1
2c2
, b22 =
(µ− 3)(µ− 1)
8c3
. (2.7)
Transforming back gives the parametrization
u˜1 = h˜1(v˜1, ε) = v˜1 − a(µ− 1)
c
ε+
a(µ− 1)
c2
v˜1ε− a
2(µ− 3)(µ− 1)
2c3
ε2 +O(3), (2.8)
and, hence,
u1 = h1(v1, ε) = v1 − a(µ− 1)
c
ε+
a(µ− 1)
c2
(v1 − c)ε− a
2(µ− 3)(µ− 1)
2c3
ε2 +O(3), (2.9)
One can check by computation that, indeed, h˜1(u˜1, v˜1) satisfies the invariance equation associated
with (2.4), given by
2aε∂v˜1 h˜1(v˜1, ε) = (h˜1(v˜1, ε) + c)
2 − (v˜1 + c)2 + 2aεµ+O(3). (2.10)
To understand, how the Galerkin modes influence the dynamics, it is now instructive to also compute
the next truncation level and compare results.
2.2.2 Truncation at k0 = 2
For k0 = 2, equation (2.2) reads
∂tu1 = u
2
1 − v21 + 2aεµ+ u22 − v22,
∂tv1 = 2aε,
∂tu2 = λˆ2u2 + 2(u2u1 − v2v1),
∂tv2 = ελˆ2v2,
∂tε = 0,
(2.11)
or again, with shift to u˜1 = u1 − c, v˜1 = v1 − c,
∂tu˜1 = (u˜1 + c)
2 − (v˜1 + c)2 + 2aεµ+ u22 − v22,
∂tv˜1 = 2aε,
∂tu2 = λˆ2u2 + 2(u2(u˜1 + c)− v2(v˜1 + c)),
∂tv2 = ελˆ2v2,
∂tε = 0.
(2.12)
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We now consider the equilibrium at the origin, and obtain, compared to the case k0 = 1, the additional
stable direction in u2 with eigenvalue λˆ2 + 2c < 0 and center direction in v2. Proceeding analogously
to the case k0 = 1 and transferring to standard form coordinates
u˜1 = y1 + v1 − 2aε
(
µ− 1
2c
)
,
u2 = y2 +
2c
2c+ λˆ2
v2,
v˜1 = x1,
ε =
x2
2a
,
v2 = x3,
we consider
hˆ1(x1, x2, x3) = b11x
2
1 + b12x1x2 + b22x
2
2 + b13x1x3 + b23x2x3 + b33x
2
3 +O(3),
hˆ2(x1, x2, x3) = c11x
2
1 + c12x1x2 + c22x
2
2 + c13x1x3 + c23x2x3 + c33x
2
3 +O(3).
The associated invariance equation gives the coefficients
b11 = b13 = b23 = 0, b12 =
µ− 1
2c2
, b22 =
(µ− 3)(µ− 1)
8c3
, b33 =
1
2c
− 2c
(λˆ2 + 2c)2
, (2.13)
c11 = c22 = c33 = c12 = 0, c13 =
2λˆ2
(λˆ2 + 2c)2
, c23 =
cλˆ2(2c+ λˆ2) + 4ac(µ− 1) + 2aλˆ2µ
a(λˆ2 + 2c)3
. (2.14)
Transforming back gives the center manifold approximation in form of the maps
u˜1 = h˜1(v˜1, ε, v2)
= v˜1 − a(µ− 1)
c
ε+
a(µ− 1)
c2
v˜1ε− a
2(µ− 3)(µ− 1)
2c3
ε2 +
(
1
2c
− 2c
(λˆ2 + 2c)2
)
v22 +O(3), (2.15)
and
u˜2 = h˜2(v˜1, ε, v2)
=
2c
2c+ λˆ2
v2 +
2λˆ2
(λˆ2 + 2c)2
v˜1v2 + 2
cλˆ2(2c+ λˆ2) + 4ac(µ− 1) + 2aλˆ2µ
(λˆ2 + 2c)3
v2ε+O(3). (2.16)
One can check by computation that, indeed, h˜ = (h˜1, h˜2) satisfies the system of invariance equations
associated with (2.12), given by
2aε∂v˜1 h˜1 + ελˆ2v2∂v˜2 h˜1 = (h˜1 + c)
2 − (v˜1 + c)2 + 2aεµ+ (h˜2)2 − v22 +O(3),
2aε∂v˜1 h˜2 + ελˆ2v2∂v˜2 h˜2 = λˆ2h˜2 + 2(h˜2(h˜1 + c)− v2(v˜1 + c)) +O(3).
(2.17)
The relations u1 = h1(v1, ε, v2) and u2 = h2(v1, ε, v2) are obtained by transforming back into original
coordinates.
Higher-order approximations can be calculated similarly. The calculation for the case k0 = 3 can
be found in Appendix A.1. We briefly summarize some important observations from these explicit
computations of the center/slow manifolds in the normally hyperbolic regime before the fast subsystem
bifurcation point at (u, v) = (0, 0). First, we notice that the expansions diverge, as expected, if c↗ 0
8
since normal hyperbolicity completely breaks down at c = 0. In fact, this breakdown necessitates the
use of a nonlinear method, such as the blow-up method, to deal with the invariant manifolds passing
near the singularity. Comparing the different Galerkin orders, we observe that the basic structure
from the first mode persists throughout the different orders. Second, many additional terms scale
with (λˆk)
−1 in the limit when k →∞. Since we have full control over the eigenvalues, it is easy to see
that (λˆk)
−1 → 0 as k →∞. This implies that we can conjecture the existence of a limiting manifold
as the Galerkin truncation level is increased; we remark that this argument seems to hold on even far
more general domains as long as we can rely on Weyl’s law for the the eigenvalues of the Laplacian.
2.3 Convergence of center manifolds to infinite-dimensional limit
We now consider the general case k0 ≥ 1, again skipping the higher-order terms Huk and Hvk , which
do not have a significant impact on the following approximation of the center manifolds up to second
order. Focusing on the critical branch
S−,k0a = {(u1, v1, u2, v2, . . . , uk0 , vk0) : u1 = v1 < 0, uk = vk = 0, 2 ≤ k ≤ k0},
we pick c < 0 with |c| small enough, yet still a fixed constant, and analyze the center manifold at the
corresponding equilibrium.
In more details, we make the change of variables
u˜1 = u1 − c, v˜1 = v1 − c,
such that, skipping the tilde notation in the following, we obtain the system of equations, with equi-
librium at the origin,
∂tu1 = (u1 + c)
2 − (v1 + c)2 + 2aεµ+
k0∑
j=2
(
u2j − v2j
)
, (2.18a)
∂tv1 = 2aε, (2.18b)
∂tuk = λˆkuk + 2(uk(u1 + c)− vk(v1 + c)) +
√
2
k0∑
i,j=2
αki,j(uiuj − vivj), 2 ≤ k ≤ k0, (2.18c)
∂tvk = ελˆkvk, 2 ≤ k ≤ k0, (2.18d)
∂tε = 0. (2.18e)
For c < 0, the origin is a center-stable equilibrium (center-unstable for c > 0) with center manifold
Mˆk0c =
{(
uk0 , (vk0 , ε)
)
∈ Rk0 × Rk0+1 :
(
uk01 , . . . , u
k0
k0
)
= hk0(vk0 , ε)
}
. (2.19)
For a neighbourhood U(0) ⊂ L2([−a, a]), we can view the parametrization map hk0 as a map
hk0 : U(0)× [0, ε1]→ L2([−a, a]), (v, ε) 7→ uk0
for some fixed ε1 > 0, via identifying
v =
∞∑
k=1
vkek,
uk0 =
k0∑
k=1
uk0k ek,
9
and denoting vk0 = (v1, . . . , vk0). Hence, we can consider Mˆ
k0
c also as a Banach manifold
Mk0c =
{
(u, (v, ε)) ∈ L2([−a, a])× (U(0)× [0, ε1]) : u = hk0(v, ε)
}
. (2.20)
The invariance equation for system (2.18) and hk0 = (hk01 , . . . , h
k0
k0
) reads
2aε∂v1h
k0
1 + ε
k0∑
i=2
λˆivi∂vih
k0
1 = (h
k0
1 + c)
2 − (v1 + c)2 + 2aεµ+
k0∑
i=2
(
(hk0i )
2 − v2i
)
, (2.21a)
2aε∂v1h
k0
k + ε
k0∑
i=2
λˆivi∂vih
k0
k = λˆkh
k0
k + 2(h
k0
k (h
k0
1 + c)− v2(v1 + c))
+
√
2
k0∑
i,j=2
αki,j
(
hk0i h
k0
j − vivj
)
, for all 2 ≤ k ≤ k0. (2.21b)
First of all, we show the following lemma, generalizing the observations from Section 2.2:
Lemma 2.2. The invariance equation (2.21) has the solution
uk01 = h
k0
1 (v
k0 , ε) = v1 − a(µ− 1)
c
ε+
a(µ− 1)
c2
v1ε
− a
2(µ− 3)(µ− 1)
2c3
ε2 +
k0∑
j=2
(
1
2c
− 2c
(λˆj + 2c)2
)
v2j +O(3), (2.22)
uk0k = h
k0
k (v
k0 , ε) =
2c
2c+ λˆk
vk + 2
cλˆk(2c+ λˆk) + 4ac(µ− 1) + 2aλˆkµ
(λˆk + 2c)3
vkε
+
2λˆk
(λˆk + 2c)2
v˜1vk +
Ck
(2c+ λˆk)
k0∑
i,j=2
βki,jvivj +O(3), (2.23)
where |Ck| < C for a constant C ∈ R, and βki,j ∈ {0, 1} with
βki,j = 1 if and only if i+ j − k = 1 ∨ k − |i− j| = 1.
Proof. For k = 1 this is just a straight-forward calculation by inserting formula (2.22) and
(
hk0i
)2
=
(
2c
2c+ λˆi
vi
)2
+O(3)
into equation (2.21a).
For k ≥ 2, this is also a direct calculation, inserting formulas (2.22) and (2.23) into equation (2.21b).
Note that the factor (2c + λˆk)
−1 in each term, is directly inherited from the terms λˆkhk0k and 2h
k0
k c
on the right hand side of equation (2.21b). The fact that we can find a general constant C > |Ck| can
easily be seen from the fact that all other coefficients in equation (2.23) are uniformly bounded and
αki,j ∈ [0, 1].
Taking a small neighbourhood U(0) ⊂ L2([−a, a]), we can now prove the following theorem, which
naturally also holds when transforming back via u1 = u˜1 + c, v1 = v˜1 + c into a neighbourhood of
U(v∗) ⊂ L2([−a, a]) for v∗ ≡ c:
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Theorem 2.3. For any v ∈ U(0) ⊂ L2([−a, a]), we have that∣∣∣uk01 ∣∣∣ = ∣∣∣hk01 (vk0 , ε)∣∣∣ ≤ C1(c) (‖v‖22 + (1 + ε)2)+O(3), (2.24)∣∣∣uk0k ∣∣∣ = ∣∣∣hk0k (vk0 , ε)∣∣∣ ≤ C2(c)∣∣∣λˆk∣∣∣ (‖v‖22 + (1 + ε)) +O(3). (2.25)
for all k0 ∈ N, where C1(c), C2(c) > 0 are constants. In particular, we obtain (up to the O(3) terms)
that
1. the sequence (un)n∈N ⊂ L2([−a, a]) is bounded and contains a weakly convergent subsequence,
2. and even more strongly, hn(v, ε) = un → u∗ =: h(v, ε) as n→∞ in L2([−a, a]), uniformly over
all (v, ε) ∈ U(0)× [0, ε1].
Proof. Using the fact that
sup
v∈U(0), k∈N
|vk| <∞,
we only need to take care of the terms
k0∑
j=2
(
1
2c
− 2c
(λˆj + 2c)2
)
v2j
in equation (2.22) and
Ck
(2c+ λˆk)
k0∑
i,j=2
βki,jvivj
in equation (2.23), to obtain the bounds (2.24) and (2.25). Since we have
‖v‖22 =
∞∑
j=1
|vj |2 ,
we immediately get (2.24). Furthermore, recall that |Ck| < C < ∞ and βki,j ∈ {0, 1} with βki,j = 1 if
and only if i+ j − k = 1 ∨ k − |i− j| = 1. Hence, we obtain by using Ho¨lder’s inequality∣∣∣∣∣∣ Ck∣∣∣2c+ λˆk∣∣∣
k0∑
i,j=2
βki,jvivj
∣∣∣∣∣∣
≤ C∣∣∣2c+ λˆk∣∣∣
(
k−1∑
i=2
|vivk+1−i|+ 2
k0∑
i=k+1
|vivi+1−k|
)
≤ C∣∣∣2c+ λˆk∣∣∣
(k−1∑
i=2
|vi|2
)1/2(k−1∑
i=2
|vk+1−i|2
)1/2
+ 2
(
k0∑
i=k+1
|vi|2
)1/2( k0∑
i=k+1
|vi+1−k|2
)1/2
≤ 3 C∣∣∣2c+ λˆk∣∣∣‖v‖22.
This gives (2.25) and therefore
‖un‖22 =
n∑
k=1
|unk |2 ≤ K1 +K2
∞∑
k=1
∣∣∣λˆk∣∣∣−2 <∞,
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where K1,K2 > 0 are constants for fixed v. Thus, the existence of a weakly convergent subsequence
follows with the Banach-Eberlein-Smulian theorem [10, Theorem 5.14-4].
Next, we show that (un)n∈N is a Cauchy sequence in L2([−a, a]) such that the second claim can
be deduced. Let δ > 0. Then it follows immediately from (2.25) that there is an N1 ∈ N such that for
all N ≥ N1, m,n ∈ N and a constant K > 0 depending on ‖v‖,
∞∑
k=N
|unk − umk |2 ≤
∞∑
k=N
(|unk |+ |umk |)2 ≤ K
∞∑
k=N
∣∣∣λˆk∣∣∣−2 < δ
3
.
Furthermore, we deduce from v ∈ L2([−a, a]) and formula (2.24) that there is an N2 ∈ N such that
for all n ≥ m ≥ N2 > N1
|un1 − um1 |2 =
∣∣∣∣∣∣
n∑
j=m
(
1
2c
− 2c
(λˆj + 2c)2
)
v2j
∣∣∣∣∣∣
2
<
δ
3
.
Additionally, we observe for n > m > k ≥ 2 that
|unk − umk | =
∣∣∣∣∣ Ck(2c+ λˆk)
∣∣∣∣∣
∣∣∣∣∣∣
n∑
i,j=2
βki,jvivj −
n∑
i,j=2
βki,jvivj
∣∣∣∣∣∣
≤
∣∣∣∣∣ C(2c+ λˆk)
∣∣∣∣∣ 2
n∑
i=m+1
|vivi−k+1|
≤
∣∣∣∣∣ 2C(2c+ λˆk)
∣∣∣∣∣ ‖v‖2
(
n∑
i=m+1
|vi|2
)1/2
.
Hence, there is an N∗ ≥ N2 such that for n ≥ m ≥ N∗
N1∑
k=2
|unk − umk |2 ≤ (N1 − 1)
∣∣∣∣∣ 2C(2c+ λˆ2)
∣∣∣∣∣
2
‖v‖22
(
n∑
i=m+1
|vi|2
)
<
δ
3
.
Hence, we obtain that for n ≥ m ≥ N∗
‖un − um‖22 =
∞∑
k=1
|unk − umk |2 = |un1 − um1 |2 +
N1∑
k=2
|unk − umk |2 +
∞∑
k=N1+1
|unk − umk |2 <
δ
3
+
δ
3
+
δ
3
= δ.
Since every estimate only depends on ‖v‖ ∈ U(0) which has a uniform bound, the convergence is
uniform.
We define for any given c ∈ R the infinite-dimensional Banach manifold
Mc :=
{
(u, (v, ε)) ∈ L2([−a, a])× (U(0)× [0, ε1]) : u = h(v, ε)
}
. (2.26)
Introducing the Hausdorff distance dH on sets A,B ⊂ L2([−a, a])× (L2([−a, a])× [0, ε1]) via
dH(A,B) = max
{
sup
x∈A
inf
y∈B
‖x− y‖L2 , sup
y∈B
inf
x∈A
‖x− y‖L2
}
,
we obtain the following corollary, where the manifolds Mnc may be slightly shifted due to the higher
order terms Huk , H
v
k :
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Corollary 2.4. Denoting by S−,k0a,ε the lower left branch (u1 < 0,v1 < 0) of the slow Fenichel manifold
for the fast-slow system of Galerkin ODEs (2.2), we have:
1. The manifolds Mnc (2.20) converge to Mc (2.26) as n→∞ in Hausdorff distance, i.e.
dH(M
n
c ,Mc)→ 0.
2. For any ε∗ ∈ (0, ε1], the manifolds Mnc ∩ {ε = ε∗} and S−,na,ε∗ coincide locally and, in particular,
we have convergence of S−,na,ε∗ to a Banach manifold S
−
a,ε∗ as n→∞ in Hausdorff distance.
Proof. The first part is straightforwardly following from Theorem 2.3 due to the uniform convergence
of (hn(v, ε), v, ε)→ (h(v, ε), v, ε). The second part follows from classical Fenichel theory by identifying
the center manifold Mnc ∩ {ε = ε∗} and the slow manifold S−,na,ε∗ as usual [18]. Then we simply apply
the convergence result for Mnc .
The manifolds Mnc , and the limiting object Mc, are then naturally transformed back into a neigh-
bourhood U(u∗)× U(v∗) ⊂ L2([−a, a])× L2([−a, a]) for u∗ = v∗ ≡ c via u1 = u˜1 + c, v1 = v˜1 + c.
Analogous statements to Corollary 2.4 can be made around the branches
S+,k0a = {(u1, v1, u2, v2, . . . , uk0 , vk0) : u1 = −v1 < 0, uk = vk = 0, 2 ≤ k ≤ k0},
for the corresponding objects S+,k0a,ε , S+a,ε and, for c < 0 with |c| small, the center manifolds M˜nc and
M˜c corresponding with u1 = −v1 = c.
3 Blow-up analysis through the singularity
Consider again system (2.2) with equilibrium at u1 = v1 = c, uk = vk = ε = 0, k ≥ 2, c < 0. The
equilibrium looses hyperbolicity completely at c = 0, i.e. at the origin. This implies that we have only
center directions. This is a situation, where geometric desingularization via the blow-up method has
proved to be particularly effective; see [13, 23, 28] for detailed introductions and surveys of blow-up
methods for general ODEs and their particular effectiveness for multiple time scale ODEs.
To apply the blow-up to our system (2.2), it is first helpful to work with a scaled version of the
eigenvalues for better grasping the role of a > 0. We write
λˆk = −
√
2pi2(k − 1)2a−3/2 =: bka−3/2. (3.1)
For the following, keep in mind that bk is monotonically decreasing with
bk → −∞ and
∞∑
k=1
∣∣b−1k ∣∣ <∞.
We write system (2.2), for any k0 ∈ N, as
∂tu1 = u
2
1 − v21 + 2aεµ+
k0∑
j=2
(
u2j − v2j
)
+Hu1 , (3.2a)
∂tv1 = 2aε+H
v
1 , (3.2b)
∂tuk = bka
−3/2uk + 2(uku1 − vkv1) +
√
2
k0∑
i,j=2
αki,j(uiuj − vivj) +Huk , 2 ≤ k ≤ k0, (3.2c)
∂tvk = εbka
−3/2vk +Hvk , 2 ≤ k ≤ k0, (3.2d)
∂tε = 0, (3.2e)
∂ta = 0, (3.2f)
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where αki,j ∈ [0, 1] with αki,j 6= 0 if and only if i+j−k = 1∨k−|i− j| = 1. Note that it is actually now
very convenient to also include the domain via the parameter a into the blow-up analysis. We shall
see that the dynamic domain for the PDE nicely “connects” different regions in the desingularization
procedure. In order to understand the behavior of (3.2) around the origin, we conduct a blow-up
transformation with the following changes of coordinates, for k ≥ 1:
uk = r¯
αk u¯k, vk = r¯
βk v¯k, ε = r¯
ζ ε¯, a = r¯δa¯, (3.3)
where r¯ ∈ [0, ρ], ρ > 0, (u¯1, v¯1, . . . , u¯k0 , v¯k0 , ε¯, a¯) are coordinates in the ambient space of the manifold
M = S2k0 × [0, A] =

k0∑
j=1
(
u¯2j + v¯
2
j
)
+ ε¯2 = 1
× [0, A],
where a¯ ∈ [0, A] and αk, βk, ζ, δ ∈ R. The blow-up is a map from this cyclinder times a radial
component into our original phase space
Φk0 : M × [0, ρ]→ R2k0+2.
From the vector field Xk0 induced by (3.2) one obtains via the pushforward condition Φk0∗ (X¯k0) = Xk0 ,
a blown-up vector field X¯k0 . To determine the exponents defining the blow-up, one may use combi-
natorial theory based upon Newton polygons/polytopes [7, 31], or directly exploit quasi-homogeneous
scaling [14, 28], whereas the latter method has turned out to be very successful for multiple time
scale systems. Trying to obtain a quasi-homogeneous blow-up of polynomial order N ∈ N, we get the
following algebraic relations from equation (3.2):
u1 :N + α1 = 2α1 = 2β1 = ζ + δ, and N + α1 = αj + βj , j ≥ 2 , (3.4)
v1 :N + β1 = ζ + δ , (3.5)
uk, k ≥ 2 :N + αk = −3
2
δ + αk = αk + α1 = βk + β1, (3.6)
N + αk = αj + αi = βj + βi, i, j ≥ 2, (3.7)
vk, k ≥ 2 :N + βk ≤ ζ − 3
2
δ + βk . (3.8)
We immediately observe that −32δ = N = α1 = β1 and αk = βk for all k ≥ 2. Furthermore, we
observe that quasi-homogenity is not possible in vk unless ζ = 0, which would imply δ = 2N = −3δ
and, hence, δ = N = αk = βk = 0, which is obviously not the desired situation. This is expected since
the natural parabolic scaling of the heat operator part does not agree with the scaling enforced by
the reaction terms. Therefore, we have to take ζ > 0. Choosing the smallest integer coefficients, we
obtain
N = αk = βk = 3, k ≥ 1, δ = −2, ζ = 8. (3.9)
Note that δ being negative is a consequence of the fact that we assumed for the parameter of the
domain a = O(1) as ε → 0. Other scalings would certainly be favorable if we would deal with very
large or very small domains; see Section 5. The vector field X¯k0 is smoothly conjugate to Xk0 outside
of the sphere S2k0 , yet new dynamics can be induced on the sphere, as we shall see below, by additional
desingularization. Instead of directly working with the new coordinates, it is effective to parametrize
the manifold M × [0, ρ] by different charts.
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3.1 Analysis in chart K1
Building upon the ideas in [27] and [16], we analyze the dynamics through the origin by studying the
system in three different charts. Firstly, we consider the entry chart K1, which is formally determined
by setting u¯1 = −1 in the original blow-up. The precise coordinate transformation is given by
u1 = −r31, v1 = r31v1,1, ε = r81ε1, a = r−21 a1, uk = r31uk,1, vk = r31vk,1, k ≥ 2, (3.10)
where r1 ≥ 0. We can study the dynamics in this chart K1 by applying the coordinate change (3.10),
identifying a common power of r1, and then applying a suitable time change. This yields a desingu-
larized vector field in the chart K1. More precisely we have:
Proposition 3.1. Under the change of coordinates (3.10) system (2.2), for any k0 ∈ N, yields the
desingularized blown-up system:
∂τr1 = −1
3
r1F1(r1, v1,1, ε1, a1, u2,1, v2,1, . . . ) , (3.11a)
∂τε1 =
8
3
ε1F1(r1, v1,1, ε1, a1, u2,1, v2,1, . . . ) , (3.11b)
∂τv1,1 = 2a1ε1 + v1,1F1(r1, v1,1, ε1, a1, u2,1, v2,1, . . . ) +O(r51), (3.11c)
∂τuk,1 = bka
−3/2
1 uk,1 + 2(−uk,1 − vk,1v1,1) +
√
2
k0∑
i,j=2
αki,j(ui,1uj,1 − vi,1vj,1)
+ uk,1F1(r1, v1,1, ε1, a1, u2,1, v2,1, . . . ) +O(r31), 2 ≤ k ≤ k0, (3.11d)
∂τvk,1 = r
8
1bka
−3/2
1 vk,1ε1 + vk,1F1(r1, v1,1, ε1, a1, u2,1, v2,1, . . . ) +O(r51), 2 ≤ k ≤ k0, (3.11e)
∂τa1 = −2
3
a1F1(r1, v1,1, ε1, a1, u2,1, v2,1, . . . ) , (3.11f)
where
F1(r1, v1,1, ε1, a1, u2,1, v2,1, . . . ) = (1− v21,1) + 2a1ε1µ+
k0∑
j=2
u2j,1 − v2j,1 +O(r31). (3.12)
Proof. Firstly, we observe that
3r21∂tr1 = −∂tu1
= −
r61(1− v21,1) + r612a1ε1µ+ r61 k0−1∑
j=2
u2j,1 − v2j,1 +O
(
r91
) ,
and, hence, by a desingularization using a time change from t to τ by eliminating the factor r31, we
obtain equation (3.11a). Similarly, we obtain
∂τε1 = −8ε1 1
r1
∂τr1 =
8
3
ε1F1(r1, v1,1, ε1, a1, u2,1, v2,1, . . . ).
Furthermore, we calculate
3r21v1,1∂τr1 + r
3
1∂τv1,1 = ∂τv1 = 2a1r
3
1ε1 +O
(
r81
)
,
which gives
∂τv1,1 =
1
r31
(
2a1r
3
1ε1 + v1,1r
3
1F1(r1, v1,1, ε1, a1, u2,1, v2,1, . . . ) +O
(
r81
))
.
The remaining computations are similar.
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For any k0 ≥ 1, note the existence of the three groups of equilibria
P−,k0a,1 =
{
a1 > 0 : p
−,k0
a,1 (a1) = (0, 0,−1, 0, 0, . . . , a1)
}
, (3.13)
P+,k0a,1 =
{
a1 > 0 : p
+,k0
a,1 (a1) = (0, 0, 1, 0, 0, . . . , a1)
}
, (3.14)
and
Qin,k01 =
{
a1 > 0 : q
in,k0
1 (a1) = (0, 0, 0, 0, 0 . . . , a1)
}
. (3.15)
The equilibrium qin,k01 (a1) is a saddle with eigenvalue 1 in the v1,1-direction.
Lemma 3.2. The equilibria p−,k0a,1 (a1) and p
+,k0
a,1 (a1) are
1. stable in the v1,1-direction with eigenvalue −2,
2. stable in the uk,1-directions with eigenvalues −2 + bka−3/21 ,
3. and neutral in all other directions.
Furthermore, for 0 < r1 < R1 sufficiently small, there are normally hyperbolic sets of equilibria S
−,k0
a,1
and S+,k0a,1 emanating from the lines P
−,k0
a,1 and P
+,k0
a,1 .
Proof. The first three points follow from straightforward calculations. The last statement can be
directly deduced using the implicit function theorem.
Note that S−,k0a,1 ∩ {r21a = a1} coincides with the branch S−,k0a of the critical manifold for the
Galerkin ODE (3.2) in original coordinates, and the same holds for S+,k0a,1 ∩ {r21a = a1} and S+,k0a . In
particular, the relation r21a = a1 means that r1 = 0 implies a1 = 0 if the direct correspondence to the
original dynamics is preserved. Hence, one has to work in suitable restricted domains, e.g., for a given
a > 0 only consider in phase space all a1, r1 ≥ 0 such that 0 < a1/r21 < ∞, i.e., a suitable wedge-like
region. Similar remarks apply to the other coordinates involving inverses such as a
−3/2
1 . Henceforth,
we make the following calculations with a general a∗1 ≈ 0 within the allowed wedge-like domain, i.e., we
are going to construct the center manifolds at M−,k0a,1 (a
∗
1) and M
+,k0
a,1 (a
∗
1) at the equilibria p
−,k0
a,1 (a
∗
1) and
p+,k0a,1 (a
∗
1), allowing for an arbitrarily close approximation of the center manifolds at the desingularized
origin.
3.1.1 Center manifold approximation
In the following, we will only focus on p−,k0a,1 (a
∗
1). The calculations for p
+,k0
a,1 (a
∗
1) will be analogous.
Again, we will omit the higher order terms without loss of generality.
Example with three modes
Firstly, we do the calculations for k0 = 3, in order to give more intuition on the relation between the
higher modes and exemplifying the general calculations to follow. For k0 = 3, equation (3.11) (without
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terms of order O(r31)) reads
∂tv1,1 = 2a1ε1 + v1,1F1,
∂tr1 = −13r1F1,
∂tε1 =
8
3ε1F1,
∂ta1 = −23a1F1,
∂tu2,1 = b2a
−3/2
1 u2,1 + 2(−u2,1 − v2,1v1,1) +
√
2(u2,1u3,1 − v2,1v3,1) + u2,1F1,
∂tv2,1 = r
8
1b3ε1a
−3/2
1 v2,1 + v2,1F1,
∂tu3,1 = b3a
−3/2
1 u3,1 + 2(−u3,1 − v3,1v1,1) + 1√2(u22,1 − v22,1) + u3,1F1,
∂tv3,1 = r
8
1b3ε1a
−3/2
1 v3,1 + v3,1F1,
(3.16)
where
F1 = (1− v21,1) + 2a1ε1µ+ u22 − v22 + u23 − v23.
With a shift to v˜1,1 = v1,1 + 1 and a˜1 = a1 − a∗1, we obtain
∂tv˜1,1 = 2(a˜1 + a
∗
1)ε1 + (v˜1,1 − 1)F˜1,
∂tr1 = −13r1F˜1,
∂tε1 =
8
3ε1F˜1,
∂ta˜1 = −23 a˜1F˜1,
∂tu2,1 = b2(a˜1 + a
∗
1)
−3/2u2,1 + 2(−u2,1 − v2,1(v˜1,1 − 1)) +
√
2(u2,1u3,1 − v2,1v3,1) + u2,1F˜1,
∂tv2,1 = r
8
1b3ε1(a˜1 + a
∗
1)
−3/2v2,1 + v2,1F˜1,
∂tu3,1 = b3(a˜1 + a
∗
1)
−3/2u3,1 + 2(−u3,1 − v3,1(v˜1,1 − 1)) + 1√2(u22,1 − v22,1) + u3,1F˜1,
∂tv3,1 = r
8
1b3ε1(a˜1 + a
∗
1)
−3/2v3,1 + v3,1F˜1,
(3.17)
where
F˜1 = (1− (v˜1,1 − 1)2) + 2(a˜1 + a∗1)ε1µ+ u22 − v22 + u23 − v23.
We now consider the equilibrium at the origin, with the three stable directions along v1,1 with eigen-
value λ1 = −2, u2,1 with eigenvalue λ2 = −2+b2(a∗1)−3/2 and u3,1 with eigenvalue λ3 = −2+b3(a∗1)−3/2,
and otherwise center directions. Transferring to standard form coordinates
v˜1,1 =
3
2a∗1
(
y1 +
8
9
(a∗1)
3ε1
(
3
4a∗1
− 3µ
4a∗1
))
,
a˜1 = x3 +
2a∗1v˜1,1
3
+
8
9
(a∗1)
3ε1
(
3
4a∗1
− 3µ
4a∗1
)
,
r1 = x1, u2 = y2, u3 = y3 ε1 = −3 x2
4(a∗1)2
, v2 = x4, v3 = x5,
we consider
hˆ1(x1, x2, x3, x4, x5) = b11x
2
1 + b12x1x2 + b22x
2
2 + b13x1x3 + b23x2x3 + b33x
2
3 + b44x
2
4 + b14x1x4
+ b24x2x4 + b34x4x3 + b55x
2
5 + b15x1x5 + b25x2x5 + b35x5x3 + b45x5x4 +O(3),
hˆ2(x1, x2, x3, x4) = c11x
2
1 + c12x1x2 + c22x
2
2 + c13x1x3 + c23x2x3 + c33x
2
3 + c44x
2
4 + c14x1x4
+ c24x2x4 + c34x4x3 + c55x
2
5 + c15x1x5 + c25x2x5 + c35x5x3 + c45x5x4 +O(3),
hˆ3(x1, x2, x3, x4) = d11x
2
1 + d12x1x2 + d22x
2
2 + d13x1x3 + d23x2x3 + d33x
2
3 + d44x
2
4 + d14x1x4
+ d24x2x4 + d34x4x3 + d55x
2
5 + d15x1x5 + d25x2x5 + d35x5x3 + d45x5x4 +O(3).
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The invariance equation associated to (3.17) gives the coefficients
b22 =
3(µ2 − 1)
16a∗1
, b23 =
µ− 1
2a∗1
, b44 =
a∗1
3
, b55 =
a∗1
3
, (3.18)
c24 =
3
√
a∗1(µ− 1)
2
(
b2 − 2(a∗1)3/2
) , c45 = √2(a∗1)3/2
b2 − 2(a∗1)3/2
(3.19)
d25 =
3
√
a∗1(µ− 1)
2
(
b3 − 2(a∗1)3/2
) , d44 = (a∗1)3/2√
2
(
b2 − 2(a∗1)3/2
) , (3.20)
and all other coefficients being zero. Transforming back gives the center manifold approximation in
form of the maps
v˜1,1 = h˜1(r1, ε1, a˜1, v2,1, v3,1)
=
1
1− 23a∗1ε1(µ− 1)
[
(1− µ)(a˜1 + a∗1)ε1 + (a∗1)2ε21
(µ− 1)(7µ− 1)
6
+ v22,1 + v
2
3,1
]
+O(3), (3.21)
u2,1 = h˜2(r1, ε1, a˜1, v2,1, v3,1)
= −2(a
∗
1)
5/2(µ− 1)
b2 − 2(a∗1)3/2
v2,1ε1 +
√
2(a∗1)3/2
b2 − 2(a∗1)3/2
v2,1v3,1 +O(3), (3.22)
u3,1 = h˜2(r1, ε1, a˜1, v2,1, v3,1)
= −2(a
∗
1)
5/2(µ− 1)
b3 − 2(a∗1)3/2
v3,1ε1 +
(a∗1)3/2√
2
(
b2 − 2(a∗1)3/2
)v22,1 +O(3). (3.23)
One can check by computation that, indeed, h˜ = (h˜1, h˜2, h˜3) satisfies the system of invariance equations
associated with (3.17). One can then transform back to v1,1 = v˜1,1 − 1 and a1 = a˜1 + a∗1.
General number of modes
We now consider system (3.11) with general k0 ∈ N, again shifting to v˜k01,1 = vk01,1 + 1 and a˜1 = a1 − a∗1
to fix the equilibrium at the origin. We introduce
Mˆ−,k0a,1 =
{(
xk01 , (r1, ε1, a1, v
k0
1 )
)
∈ Rk0 × Rk0+2 :(
v˜k01,1, u
k0
2,1 . . . , u
k0
k0,1
)
= hk01 ((r1, ε1, a˜1, v
k0
2,1, . . . , v
k0
k0,1
)
}
. (3.24)
For a∗1 ≤ a1 ≤ A1, we introduce A˜1 = A1−a∗1. For a neighbourhood U(0) ⊂ L2([−A˜1, A˜1]), , we might
view the parametrization map hk01 as a map
hk01 : [0, R1]× [0, ε11]× [0, A˜1]× U(0)→ L2([−A˜1, A˜1]), (r1, ε1, a1, v1) 7→ xk01
for some fixed R1, ε
1
1, A˜1 > 0, via identifying
v1 =
∞∑
k=2
vk,1ek,
xk01 = v˜
k0
1,1e1 +
k0∑
k=2
uk0k,1ek,
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and denoting vk01 = (0, v2,1, . . . , vk0,1). Hence, we can consider Mˆ
−,k0
a,1 also as a Banach manifold
M−,k0a,1 =
{
(x1, (r1, ε1, a˜1, v1)) ∈L2([−A˜1, A˜1])×
(
[0, R1]× [0, ε11]× [0, A˜1]× U(0)
)
:
x1 = h
k0
1 (r1, ε1, a˜1, v1)
}
. (3.25)
Similarly to Lemma 2.2, we can show the following:
Lemma 3.3. The invariance equation associated to system (3.11) — under change of coordinates
v˜k01,1 = v
k0
1,1 + 1 and a˜1 = a1 − a∗1 to shift the equilibrium to the origin — has the solution
v˜k01,1 = h
k0
1,1(r1, ε1, a˜1, v
k0
1 )
=
1
1− 23a∗1ε1(µ− 1)
[
(1− µ)(a˜1 + a∗1)ε1 + (a∗1)2ε21
(µ− 1)(7µ− 1)
6
+
k0∑
k=2
v2k,1
]
+O(3), (3.26)
uk0k,1 = h
k0
k,1(r1, ε1, a˜1, v
k0
1 )
= −2(a
∗
1)
5/2(µ− 1)
bk − 2(a∗1)3/2
vk,1ε1 + Ck
(a∗1)3/2
(bk − 2(a∗1)3/2)
k0∑
i,j=2
βki,jvivj +O(3), (3.27)
where |Ck| < C for a constant C ∈ R and βki,j ∈ {0, 1} with βki,j = 1 if and only if i + j − k =
1 ∨ k − |i− j| = 1.
Proof. Follows from direct calculations similarly to Lemma 2.2.
Furthermore, we can deduce the following theorem:
Theorem 3.4. For any v1 ∈ U(0) ⊂ L2([−A˜1, A˜1]), 0 ≤ a˜1 ≤ A˜1 and ε1 ∈ [0, ε11], r1 ∈ [0, R1] small,
we have that v˜k01,1 is uniformly bounded for all k0, and∣∣∣uk0k,1∣∣∣2 = ∣∣∣hk0k (r1, ε1, a1, vk01 )∣∣∣2 ≤ C1∣∣bk − 2(a∗1)3/2∣∣(‖v1‖22 + ε1) +O(3) (3.28)
for all k0 ∈ N and a constant C1 > 0. In particular, we obtain (up to the O(3) terms) that
hn1 (r1, ε1, a˜1, v1) = x
n
1 → x∗1 =: h1(r1, ε1, a˜1, v1)
as n→∞ in L2([−A˜1, A˜1]), uniformly in (r1, ε1, a˜1, v1).
Proof. Inequality (3.28) follows immediately from Lemma 3.3 with similar arguments as in the proof
of Theorem 2.3. The second statement is then implied, similarly to the proof of Theorem 2.3.
Remark : We can directly see the connection to the center manifold approximations in [27, 16], where only the
parametrization of the v1,1-direction is relevant. Note that on the invariant set {r1 = uj,1 = vj,1 = 0, j ≥ 2},
system (3.11) becomes
∂τv1,1 = 2a1ε1 + v1,1F1(0, v1,1, ε1, a1, . . . ),
∂τε1 =
8
3
ε1F1(0, v1,1, ε1, a1, . . . ),
∂τa1 = −2
3
ε1F1(0, v1,1, ε1, a1, . . . ).
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Note that one can summarize ρ1 = 2a1ε1 such that the above equation becomes
∂τv1,1 = 2ρ1 + v1,1F1(0, v1,1, ρ1, . . . ),
∂τρ1 = 2ρ1F1(0, v1,1, ρ1, . . . ).
We define
h−(ρ1) = −1 + (1− µ)ρ1 +O
(
ρ21
)
, (3.29)
h+(ρ1) = 1 + (1 + µ)ρ1 +O
(
ρ21
)
. (3.30)
Observe that
F1(0, h
−(ρ1), ρ1, . . . ) = 2ρ1 +O
(
ρ21
)
, F1(0, h
+(ρ1), ρ1, . . . ) = −2ρ1 +O
(
ρ21
)
.
and, hence, we observe that the invariance equation is satisfied:
O (ρ21) = 2ρ1 + h−(ρ1) (2ρ1 +O (ρ21)) = ∂τ (h−(ρ1)) = ∂h−(ρ1)∂ρ1 ∂τρ1 = O (ρ21) ,
O (ρ21) = 2ρ1 + h+ (ρ1) (−2ρ1 +O (ρ21)) = ∂τ (h+(ρ1)) = ∂h+(ρ1)∂ρ1 ∂τρ1 = O (ρ21) .
Hence, for the reduced system on {r1 = uj,1 = vj,1 = 0, j ≥ 2} we obtain the center manifold approximation
H±(ε1, a1, 0, 0, . . . ) = (1± µ)a1ε1 ± 1 +O
(
a21ε
2
1
)
. (3.31)
In equation (3.26), setting a∗1 = 0 and shifting v˜
k0
1,1 = v
k0
1,1 + 1, yields exactly the same formula as for H
−. For
H+, the situation is analogous.
Similarly to (2.26), we define the infinite-dimensional Banach manifold
M−a,1(a
∗
1) :=
{
(x1, (r1, ε1, a˜1, v1)) ∈ L2([−A˜1, A˜1])×
(
R3 × L2([−A˜1, A˜1])
)
:
x1 = h1(r1, ε1, a˜1, v1)
}
. (3.32)
We obtain the following corollary, where the manifolds M−,na,1 (a
∗
1) can be naturally transformed back
via −1+ v˜k01,1 = vk01,1 and a˜1+a∗1 = a1 to the corresponding objects for L2([−A1, A1]) and a∗1 ≤ a1 ≤ A1:
Corollary 3.5. The manifolds M−,na,1 (a
∗
1), as given in (3.24),
1. exist for all a∗1 ≥ 0, in particular for a∗1 = 0.
2. converge to M−a,1(a
∗
1) (3.32) as n→∞ in Hausdorff distance with respect to the L2-norm.
Proof. The first statement can be deduced directly from formulas (3.26) and (3.27) in Lemma 3.3,
which do not exhibit a singularity at a∗1 = 0. The second statement follows straightforwardly from
Theorem 3.4 in an analogous manner to Corollary 2.4.
Note that this corollary allows us to understand the center manifold M−a,1(0) truly from the origin
expressed by r1 = 0, still respecting the relation r
2
1a = a1 enforced at some fixed a > 0. In particular,
the center manifold exists within a suitable open set in {a1 ≥ 0, r1 ≥ 0}.
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3.1.2 Coincidence of manifolds
In the following, we make a crucial observation for the use of blow-up in our Galerkin scheme and
the subsequent limit, concerning the invariant manifolds Mc,M
n
c before blow-up, the global blow-
up manifolds M¯−a , M¯
−,n
a and its K1 versions M
−
a,1(0),M
−,n
a,1 (0), and similarly for M¯
+
a , M¯
+,n
a and its
K1 versions M
+
a,1(0),M
+,n
a,1 (0). We denote, for each n ∈ N, the blow-up map by Φn, which is a
diffeomorphism away from the origin, and the chart-K1 map by κ
n
1 . Furthermore, we introduce the
objects
Φ∞ : L2([−a¯, a¯])→ L2([−a, a])
and
κ∞1 : L
2([−a¯, a¯])→ L2([−A1, A1]
as the maps which coincide with Φn and κn1 on the finite-dimensional spaces of Fourier coefficients
respectively, by setting for u¯ ∈ L2([−a¯, a¯])
Φ∞(u¯1, u¯2, . . . , u¯n, 0, 0, . . . ) = Φn(u¯1, u¯2, . . . , u¯n)
and
κ∞1 (u1, u2, . . . , un, 0, 0, . . . ) = κ
n
1 (u1, u2, . . . , un).
Continuity of Φ∞ and κ∞1 is clear by construction.
Proposition 3.6. The invariant manifolds satisfy the following:
1. For all n ∈ N and c < 0 sufficiently small, we have that Mnc = Φn(M¯−,na ) in a small neigbourhood
of {u = v = c, ε = 0} and M−,na,1 (0) = κ1(M¯−,na ), and M˜nc = Φn(M¯+,na ) in a small neigbourhood
of {u = −v = c, ε = 0} and M+,na,1 (0) = κ1(M¯+,na ).
2. For c < 0 sufficiently small, we have that Mc = Φ
∞(M¯−a ) in a small neigbourhood of {u = v =
c, ε = 0} and M−a,1(0) = κ∞1 (M¯−a ), and M˜c = Φ∞(M¯+a ) in a small neigbourhood of {u = −v =
c, ε = 0} and M+a,1(0) = κ∞1 (M¯+a ).
Proof. The first statement just follows from the fact that we are dealing with smooth coordinate trans-
formations of vector fields governing ODEs. Concerning the second statement, using Corollaries 2.4
and 3.5 and the continuity of the maps, we can deduce that
Φ∞(M¯−a )← Φ∞(M¯−,na ) = Φn(M¯−,na ) = Mnc →Mc,
which implies Mc = Φ
∞(M¯−a ). The proof is analagous for the other maps.
In the following, we will simply write
M−,na,1 := M
−,n
a,1 (0), M
−
a,1 := M
−
a,1(0), M
+,n
a,1 := M
+,n
a,1 (0), M
+
a,1 := M
+
a,1(0).
3.1.3 Corresponding PDE
Additionally, we can show the following proposition, concerning the relation to a PDE in chart K1
with a free boundary:
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Proposition 3.7. Keeping the dynamics in ε1, a1, r1 the same, system (3.11) is — up to time changes
— the Galerkin discretization of the PDE system
∂τu1 =
√
2a1
(
∂2xu1 + u
2
1 − v21
)
+ F (ε1, r1, a1, u1, v1)u1 +O
(
r31
)
, u1 = u1(x, t), v1 = v1(x, t),
∂τv1 =
√
2a1
(
ε1r
8
1∂
2
xv1 + ε1
)
+ F (ε1, r1, a1, u1, v1)v1 +O
(
r51
)
, (x, t) ∈ [−a1, a1]× [0, T ],
∂τr1 = −13r1F (ε1, r1, a1, u1, v1) ,
∂τε1 =
8
3ε1F (ε1, r1, a1, u1, v1) ,
∂τa1 = −23a1F (ε1, r1, a1, u1, v1),
(3.33)
for solutions (u1, v1) such that u1,1 ≡ −1, where the interval [−a1, a1] is moving in time, and F is
given by
F (ε1, r1, a1, u1, v1) = 2a1ε1µ+
(‖u1‖2 − ‖v1‖2 +O (r31)) .
Proof. Firstly, observe that for all k0 > 0,〈 k0∑
j=1
uj,1ej
2 −
 k0∑
j=1
vj,1ej
2 , ek
〉
=
k0∑
j=1
u2j,1〈e2j , ek〉+
k0∑
j,i=1,j 6=i
uj,1ui,1〈ejei, ek〉 −
 k0∑
j=1
v2j,1〈e2j , ek〉+
k0∑
j,i=1,j 6=i
vj,1vi,1〈ejei, ek〉
 ,
and the same for k0 →∞. Secondly, we know
λ1 = 0, 〈1, e1〉 =
√
2a1,
〈ekel, e1〉 = 〈e1el, ek〉 = 1√
2a1
δk,l, k, l ≥ 1.
Hence, we obtain, in addition to the equations for ε1, a1, r1 as already given by (3.11),
∂τv1,1 = 2a1ε1 + v1,1
(1− v21,1) + 2a1ε1µ+ ∞∑
j=2
u2j,1 − v2j,1 +O
(
r31
)+O (r51) ,
∂τuk,1 = bka
−3/2
1 uk,1 + 2(−uk,1 − vk,1v1,1) +
√
2
∞∑
i,j=2
αki,j(ui,1uj,1 − vi,1vj,1)
+ uk,1
(1− v21,1) + 2a1ε1µ+ ∞∑
j=2
u2j,1 − v2j,1 +O
(
r31
)+O (r31) , k ≥ 2,
∂τvk,1 = r
8
1bka
−3/2
1 vk,1ε1 + vk,1
(1− v21,1) + 2a1ε1µ+ ∞∑
j=2
u2j,1 − v2j,1 +O
(
r31
)+O (r51) , k ≥ 2.
Now these equations can be truncated at any k0 ≥ 1 as before, which shows the claim.
The importance of Proposition 3.7 is twofold. On the one hand, there is a free boundary showing
that adjusting the spatial domain dynamically is helpful in a PDE blow-up. On the other hand,
we observe that the PDE is quasi-linear, yet still locally well-posed, as the diffusion coefficients are
dynamic variables. Both aspects are completely new and cannot appear for ODEs; see also Section 5.
The correspondence between Theorem 3.4 and Corollary 3.5 on the one side and Proposition 3.7 on
the other is illustrated in Figure 1.
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v1,1 ≈ −1
x1(x)
x1(x)
x1(x)
−a1 a1
−a1 a1
−a1 a1
r1 = 0
r1 = R1
(a) Extracts around M−a,1
v1,1 ≈ 1
x1(x)
x1(x)
x1(x)
−a1 a1
−a1 a1
−a1 a1
r1 = R1
r1 = 0
(b) Extracts around M+a,1
Figure 1: Behavior of solutions x1 = v1,1e1 +
∑∞
k=2 u
k0
k,1ek for the Galerkin problem in chart K1 along M
−
a,1 (a),
with decreasing a1 and r1, and M
+
a,1 (b), with increasing a1 and r1. Note that replacing v1,1 by u1,1 = −1 means
replacing x1 by u1, solving the corresponding PDE in (3.33). The behavior around r1 = 0, i.e. in between the
two illustrated regions, is captured by the analysis in chart K2.
3.2 Analysis in chart K2
We turn to analyzing the system in the rescaling chart K2, determined formally by setting ε¯ = 1,
where the dynamics around the origin can be understood in detail. The system of Galerkin ODEs in
K2 is given by the following result:
Proposition 3.8. Consider the rescaling
u1 = r
3
2u1,2, v1 = r
3
2v1,2, uk = r
3
2uk,2, vk = r
3
2vk,2, ε = r
8
2, a = r
−2
2 a2, (3.34)
where r2 ≥ 0. Under this change of coordinates and desingularization, system (2.2) becomes, for any
k0 ≥ 1,
∂τu1,2 = u
2
1,2 − v21,2 + 2a2µ+
k0∑
j=2
(
u2j,2 − v2j,2
)
+O (r32) , (3.35a)
∂τv1,2 = 2a2 +O
(
r52
)
, (3.35b)
∂τuk,2 = bka
−3/2
2 uk,2 + 2(uk,2u1,2 − vk,2v1,2)
+
√
2
k0∑
i,j=2
αki,j(ui,2uj,2 − vi,2vj,2) +O
(
r32
)
, 2 ≤ k ≤ k0, (3.35c)
∂τvk,2 = r
8
2bka
−3/2
2 vk,2 +O
(
r52
)
, 2 ≤ k ≤ k0, (3.35d)
∂τa2 = 0, (3.35e)
∂τr2 = 0. (3.35f)
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Proof. Clearly, we have ∂tr2 = 0 and also ∂τr2 = 0 for τ = r
3
2t. Hence, we observe that
r32∂tu1,2 = ∂tu1 = r
6
2
(
u21,2 − v21,2
)
+ r82r
−2
2 2a2µ+
k0∑
j=2
r62
(
u2j,2 − v2j,2
)
+O (r92) ,
which gives
∂tu1,2 = r
3
2
(
u21,2 − v21,2
)
+ r322a2µ+ r
3
2
k0−1∑
j=2
(
u2j,2 − v2j,2
)
+O (r62) .
Hence, by the time rescaling τ = r32t, we obtain the claimed equation. Additionally, we compute
r32∂tv1,2 = ∂tv1 = r
6
22a2 +O
(
r112
)
,
such that ∂τv1,2 = 2a2 +O
(
r52
)
follows. The remaining equations can be deduced similarly.
We can also compute the transition maps between K1 and K2:
Lemma 3.9. The changes of coordinates between the charts K1 and K2 for k0 ∈ N are given by the
maps κk012 : K1 → K2 with
u1,2 = −ε−3/81 , v1,2 = ε−3/81 v1,1, uk,2 = ε−3/81 uk,1, vk,2 = ε−3/81 vk,1, r2 = ε1/81 r1, a2 = ε1/41 a1, (3.36)
and κk021 : K2 → K1 with
ε1 = u
−8/3
1,2 , v1,1 = −u−11,2v1,2, uk,1 = −u−11,2uk,2, vk,1 = −u−11,2vk,2, r1 = −u1/31,2 r2, a1 = u2/31,2 a2. (3.37)
Proof. Follows from straight-forward calculations.
Note that for r2 = 0, equation (3.35) becomes
∂τu1,2 =
(
u21,2 − v21,2
)
+ 2a2µ+
k0∑
j=2
(
u2j,2 − v2j,2
)
,
∂τv1,2 = 2a2,
∂τuk,2 = −
√
2pi2(k − 1)2a−3/22 uk,2 + 2(uk,2u1,2 − vk,2v1,2) +
√
2
k0∑
i,j=2
αki,j(ui,2uj,2 − vi,2vj,2), k ≥ 2,
∂τvk,2 = 0, ∂τr2 = 0, ∂τa2 = 0.
Taking vk,2 zero for k ≥ 2, we observe that, at uk,2 = 0, the linearization has the factor(
2u1,2 −
√
2(k − 1)2pi2a−3/22
)
uk,2.
Hence, uk,2 = 0, for all k ≥ 0, is an exponentially stable equilibrium as long as
u1,2 <
pi2√
2
1
a
3/2
2
< (k − 1)2 pi
2
√
2
1
a
3/2
2
∀k ≥ 2. (3.38)
Hence, for u1,2, v1,2 the analysis of the transcritical singularity, depending on the sign of µ, can be
built upon similar ideas for the ODE case [27, 16], which covers only the first mode in our context.
We remark that [27] relies on a graphical phase plane argument in the scaling chart K2, so for analytic
estimates of the dynamics in the scaling chart K2 we refer to [16], which treats the Euler discretization
24
of the normal form ODE but, by taking the discretization parameter h→ 0, provides a detailed analysis
of the dynamics also for the ODE case, i.e., for the first mode in our setting. Building upon these
previous results, we are going to prove the main dynamical feature for equation (3.35) with k0 →∞ in
Proposition 3.10. In the following, we will immediately work in the limit k0 → ∞ since all estimates
will be clearly uniform. Note that in Appendix A.2, we sketch an alternative direct PDE argument to
the following proof of Proposition 3.10.
For suitably small δ, β, ν > 0, the following sets are therefore understood as subsets of l2 ×
l2 × [0, A2] × [0, R2] corresponding with L2([−a2, a2]) × L2([−a2, a2]) × [0, A2] × [0, R2], where A2 =
δ−1/4A1, R2 = δ1/8R1 are inherited from the first chart; we set
Σin2 =
{
u1,2 = −δ−3/8,v1,2 ∈ (−δ−3/8 − β,−δ−3/8 + β), a2 = δ1/4ν,
u2k,2 ≤ Cu
δ3/4
|bk| , v
2
k,2 ≤ Cv
δ3/4
|bk| , k ≥ 2
}
,
Σout2,a =
{
u1,2 = −δ−3/8, v1,2 ∈ (δ−3/8 − β, δ−3/8 + β), u2k,2 ≤ Cu
δ3/4
|bk| , v
2
k,2 ≤ Cv
δ3/4
|bk| , k ≥ 2
}
,
and
Σout2,e =
{
u1,2 = δ
−3/8, v1,2 ≤ Ω(µ)δ−1/8, u2k,2 ≤ Cu
δ3/4
|bk| , v
2
k,2 ≤ Cv
δ3/4
|bk| , k ≥ 2
}
,
where Ω(µ) > 0. Similarly to Proposition 3.6, we can define κ∞12 and find
M−,k0a,2 = κ
k0
12(M
−,k0
a,1 ),
M−a,2 = κ
∞
12(M
−
a,1).
Note with inequality (3.28) that for appropriate Cu, Cv, β > 0 we have that, for sufficiently small vk,2,
κ∞12(M
−
a,1) ∩ {u1,2 = −δ−3/8} = M−a,2 ∩ {u1,2 = −δ−3/8} ⊂ Σin2 .
In accordance with this, we choose
Σout1 =
{
ε1 = δ, a1 = ν, u
2
k,1 ≤ Cu
ε
3/2
1
|bk| , v
2
k,1 ≤ Cv
ε
3/2
1
|bk| , k ≥ 2
}
,
and
Σin1 = {r1 = ρ}.
Note that we will later, in the proof of Theorem 1, introduce a small subset W1 ⊂ Σin1 which forms a
neighbourhood of M−a,1∩Σin1 for sufficiently small vk,1 such that trajectories starting in W1 are mapped
to κ∞12
(
Σout1
)
= Σin2 .
Proposition 3.10. The following results hold for small δ > 0 depending on µ:
(P1) If µ < 1, every trajectory starting in Σin2 passes through Σ
out
2,a , and, hence, so does M
−
a,2.
(P2) If µ > 1, every trajectory starting in Σin2 passes through Σ
out
2,e and, hence, so does M
−
a,2.
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Proof. Set K := max{Cu, Cv}
∑∞
j=2
1
|bk| . Then we have, at Σ
in
2 , for all k0 ≥ 1,
1
2a2
k0∑
j=2
(
u2j,2 − v2j,2
) ≤ δ−1/4
2ν
Kδ3/4 < |µ− 1| , (3.39)
when
δ <
4ν2
K2
|µ− 1|2 .
Hence, the sign of (µ − 1) does not change and the dynamics for u1,2, v1,2 are as in the standard
transcritical ODE case for sufficiently small r1, as long as vk,2, uk,2, k ≥ 2, do not grow thereafter.
The global stability of vk,2 = 0 for all k ≥ 2 is clear from equation (3.35d) for any r2 > 0 (and
a2 small enough in comparison to potential higher order terms O
(
r52
)
), or vk,2 staying constant for
r2 = 0 respectively. For sufficiently small r2, the linear stability of uk,2 = 0 — and due to (3.39) this
is sufficient for the neighbourhoods we are considering — only becomes an issue for large u1,2, as can
be seen from (3.38); but even in this case, by applying the map κk021 (3.37) for any k0 — or directly
κ∞21— and taking into account that u1,2 ≤ δ−3/8, we observe that equation (3.38) is equivalent to
ν <
pi2√
2
,
which is, of course, easily satisfied by choosing ν accordingly.
These considerations show that we can apply the same reasoning as in the proof of [16, Proposition
3.6] for h→ 0, or the corresponding proof in [27], to obtain the corresponding behaviour for u1,2, v1,2
and by that the claim. For the precise scaling of v1,2 in Σ
out
2,e , we refer to the detailed proof of [16,
Proposition 3.6].
As for chart K1, we can give the corresponding PDE to the Galerkin ODEs. In chart K2, this
obviously only concerns a rescaling such that the PDE associated to system (3.35) reads simply, for
any r2 ≥ 0,
∂τu2 =
√
2a2
(
∂2xu2 + u
2 − v2 + µ0 +O
(
r32
))
,
∂τv2 =
√
2a2
(
r82∂
2
xv + 1 +O
(
r52
))
, u2 = u2(x, t), v2 = v2(x, t), (x, t) ∈ [−a2, a2]× [0, T ], (3.40)
under changing time back via t′ =
√
2a2t.
3.3 Analysis in chart K3
Finally, we consider the additional exit chart K3, determined by setting u¯1 = 1. The coordinate
transformation is given by
u1 = r
3
3, v1 = r
3
3v1,3, uk = r
3
3uk,3, vk = r
3
3vk,3, k ≥ 2, ε = r83ε3, a = r−23 a3, (3.41)
where r3 ≥ 0.
We can derive the following equations for the dynamics in chart K3:
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Proposition 3.11. Consider the rescaling (3.10). Under this change of coordinates, system (2.2), for
any k0 ∈ N, becomes
∂τr3 =
1
3
r3F3(r3, v1,3, ε3, a3, u2,3, v2,3, . . . ) , (3.42a)
∂τε3 = −8
3
ε3F3(r3, v1,3, ε3, a3, u2,3, v2,3, . . . ) , (3.42b)
∂τv1,3 = 2a3ε3 − v1,3F3(r3, v1,3, ε3, a3, u2,3, v2,3, . . . ) +O
(
r53
)
, (3.42c)
∂τuk,3 = bka
−3/2
3 uk,3 + 2(uk,3 − vk,3v1,3) +
√
2
k0∑
i,j=2
αki,j(ui,3uj,3 − vi,3vj,3)
− uk,3F3(r3, v1,3, ε3, a3, u2,3, v2,3, . . . ) +O
(
r33
)
, k ≥ 2, (3.42d)
∂τvk,3 = r
8
3bka
−3/2
3 vk,3ε3 − vk,3F3(r3, v1,3, ε3, a3, u2,3, v2,3, . . . ) +O
(
r53
)
, k ≥ 2, (3.42e)
∂τa3 =
2
3
a3F3(r3, v1,3, ε3, a3, u2,3, v2,3, . . . ) , (3.42f)
where
F3(r3, v1,3, ε3, a3, u2,3, v2,3, . . . ) = (1− v21,3) + 2a3ε3µ+
k0∑
j=2
u2j,3 − v2j,3 +O
(
r33
)
. (3.43)
Proof. Similarly to proof of Proposition 3.1.
The dynamics are organized similarly to the dynamics in the chart K1 with permuted stability. In
more detail, for any k0 ≥ 1, note the existence of the three groups of equilibria
P−,k0r,3 =
{
a3 > 0 : p
−,k0
r,3 (a3) = (0, 0,−1, 0, 0, . . . , a3)
}
, (3.44)
P+,k0r,3 =
{
a3 > 0 : p
+,k0
a,3 (a3) = (0, 0, 1, 0, 0, . . . , a3)
}
, (3.45)
and
Qout,k03 =
{
a3 > 0 : q
out,k0
3 (a3) = (0, 0, 0, 0, 0 . . . , a3)
}
. (3.46)
The equilibrium qout,k03 (a3) is a saddle with eigenvalue −1 in the v1,1-direction.
Lemma 3.12. The equilibria p−,k0r,3 (a3) and p
+,k0
r,3 (a3) are
1. unstable in the v1,3-direction with eigenvalue 2,
2. stable in the uk,3-directions with eigenvalues 2 + bka
−3/2
3 (for a3 not too large),
3. and neutral in all other directions.
Furthermore, for 0 < r3 < R3 sufficiently small, there are normally hyperbolic sets of equilibria S
−,k0
r,3
and S+,k0r,3 emanating from the lines P
−,k0
r,3 and P
+,k0
r,3 .
Proof. This is analogous to Lemma 3.2.
We now need to investigate the transition from K2 to K3. To this end, we compute:
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Lemma 3.13. The changes of coordinates between the charts K2 and K3 for k0 ∈ N are given by the
maps κk032 : K3 → K2 with
u1,2 = ε
−3/8
3 , v1,2 = ε
−3/8
3 v1,3, uk,2 = ε
−3/8
3 uk,3, vk,2 = ε
−3/8
3 vk,3, r2 = ε
1/8
3 r3, a2 = ε
1/4
3 a3, (3.47)
and κk023 : K2 → K3 with
ε3 = u
−8/3
1,2 , v1,3 = u
−1
1,2v1,2, uk,3 = u
−1
1,2uk,2, vk,3 = u
−1
1,2vk,2, r3 = u
1/3
1,2 r2, a3 = u
2/3
1,2 a2. (3.48)
As before, this can be extended to κ∞23.
Proof. Follows from straight-forward calculations.
In accordance with the discussion before Proposition 3.10, we set
Σin3 = {ε3 = δ} ,
and
Σout3 = {r3 = ρ}.
Lemma 3.14. The transition map Π3 from Σ
in
3 to Σ
out
3 is well-defined on κ
∞
23
(
Σout2,e
)
. Furthermore,
for any z ∈ κ∞23
(
Σout2,e
) ⊂ Σin3 , we have that piv1,3 (Π3(z)) = O (δ1/4).
Proof. Similarly to [16, Proposition 3.9]. The second statement follows directly from using v1,3 =
u−11,2v1,2.
4 Main result with proof
For sufficiently small ρ > 0, we introduce
• ∆in as a small neighbourhood around the pair of constant functions
(u∗, v∗) ≡ (−ρ,−ρ) ∈ L2([−a, a])× L2([−a, a]),
• ∆outa as a small neighbourhood around the pair of constant functions
(u∗, v∗) ≡ (−ρ, ρ) ∈ L2([−a, a])× L2([−a, a]),
• ∆oute as a small neighbourhood around the pair of constant functions
(u∗, v∗) ≡ (ρ, 0) ∈ L2([−a, a])× L2([−a, a]).
Furthermore, let us denote by Πa and Πe the transition maps along the dynamics of system (1.2) from
∆in to ∆outa and ∆
out
e respectively. We can now give the following detailed version of our main result
which is illustrated in Figure 2.
Theorem A (Detailed Version). The attracting slow manifolds S−,k0a,ε and S+,k0a,ε near the origin for
system (1.4), truncated at k0 ∈ N, converge, as k0 →∞, to the attracting slow Banach manifolds S−a,ε
and S+a,ε, respectively, for system (1.2).
In particluar, for any fixed µ 6= 1 and sufficiently small ρ > 0, there is an ε0 > 0 such that for all
ε ∈ (0, ε0]:
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(T1) If µ < 1, then the neighbourhood ∆in (including ∆in ∩ S−a,ε) is mapped by Πa to a set containing
S+a,ε.
(T2) If µ > 1, then the manifold S−a,ε passes through ∆oute in close vicinity to a point (ρ, k(ε)) where
k(ε) = O(ε1/4). The section ∆in is mapped by Πe to a set containing S−a,ε ∩∆oute .
Proof. The first statement has been proven in Corollary 2.4.
(T1) and (T2) can be now proven putting everything in Section 3 together. In more details,
we firstly translate, for ε0 and ρ small enough, the set ∆
in into a set W1 ⊂ Σin1 which forms a
neighbourhood of M−a,1∩Σin1 for sufficiently small vk,1 such that trajectories starting in W1 are mapped
to κ∞12
(
Σout1
)
= Σin2 . According to Proposition 3.10, we have that, if µ < 1, every trajectory starting
in Σin2 passes through Σ
out
2,a , and so does M
−
a,2. It is now easy to see, with a reversed calculation to the
transition from K1 to K2, that κ
∞
21
(
Σout2,a
)
, with a1 = ν, ε1 = δ, intersects with M
−
a,1 and M
+
a,1. Claim
(T1) follows then by tracking the dynamics in chart K1 up to reaching, in original coordinates, ∆
out
a .
If µ > 1, every trajectory starting in Σin2 passes through Σ
out
2,e and so does M
−
a,2. Analyzing the dy-
namics passing through κ∞23
(
Σout2,e
)
in chart K3, Lemma 3.14 gives the result (T2) under transformation
back to original coordinates.
We remark that the case µ = 1 coincides with the phenomenon of canards which requires a whole
new study for the situation of PDEs.
u∗ = −ρ
u∗ = 0
u∗ = −ρ
u(x)
−a a
sgn(v1)‖v‖2 ≈ ρ
sgn(v1)‖v‖2 = 0
sgn(v1)‖v‖2 ≈ −ρ
(a) µ < 1
u∗ = −ρ
u∗ = 0
u∗ = ρ
u(x)
−a a
sgn(v1)‖v‖2 ≈ O(1/4)
sgn(v1)‖v‖2 = 0
sgn(v1)‖v‖2 ≈ −ρ
(b) µ > 1
Figure 2: Sketch of the dynamics of a typical solution of the PDE system (1.2) along a slow attracting manifold
close to the critical manifold as described in Theorem A for µ < 1 (a) and µ > 1 (b).
5 Conclusion & Outlook
In this work, we have provided the first full and direct blow-up for fast-slow partial differential equation
in the context of a dynamic transcritical bifurcation for reaction-diffusion systems. We have employed
a Galerkin discretization, made the domain length a dynamic variable, and then performed a blow-up
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on each finite-dimensional truncation level. In three different charts, we have proven the convergence of
important invariant manifolds, which allowed us to track the attracting slow manifold through the fast-
slow transcritical point, where normal hyperbolicity is lost. Furthermore, we identified desingularized
PDEs in all three charts. Effectively, our main result is a fully geometric version of a dynamic
Crandall-Rabinowitz theorem.
Having a blueprint of blowing up infinite-dimensional multiscale dynamical systems, one can now
aim to tackle many other problems. We shall only mention a few of them here. One may aim to general-
ize our current transcritical setting in different ways, e.g., to very small or very large domains, to Dirich-
let/mixed or even singular boundary data, to singular diffusion constants, to quasi-linear parabolic
equations, to canard solutions, and to very general single eigenvalue crossing problems involving a
trivial homogeneous branch such as pitchfork singularities. Other low-codimension dynamic/fast-slow
bifurcation points for reaction diffusion PDEs would also be of interest including fold points, higher-
order folded singularities or Hopf points. In particular, these results should immediately be helpful
to understand pattern formation dynamics, amplitude/modulation equations with slowly-varying pa-
rameters, and to make many results obtained by formal asymptotic matching for PDEs rigorous via a
geometric approach. From the viewpoint of PDE theory, it seems also natural to conjecture that upon
a suitable spatial discretization, one may be able to treat other classes of differential operators such as
wave-type operators, advective terms, Fokker-Planck-type equations, and similar classes of problems,
where other dynamical systems methods have proven to be successful already. From a methodological
viewpoint, exploring the connection to free boundary problems and PDEs on Banach manifolds, is a
natural continuation of our work.
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A Appendix
A.1 Truncation at k0 = 3
To provide an even better grasp of the structure of the Galerkin equations, we also considered k0 = 3
for the computation of the center/slow manifold before the bifurcation point: in this case equation (2.2)
reads
∂tu1 = u
2
1 − v21 + 2aεµ+ u22 − v22 + u23 − v23,
∂tv1 = 2aε,
∂tu2 = λˆ2u2 + 2(u2u1 − v2v1) +
√
2(u2u3 − v2v3),
∂tv2 = ελˆ2v2,
∂tu3 = λˆ3u3 + 2(u3u1 − v3v1) + 1√2(u22 − v22),
∂tv3 = ελˆ3v3,
∂tε = 0,
(A.1)
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or again, with shift to u˜1, v˜1,
∂tu˜1 = (u˜1 + c)
2 − (v˜1 + c)2 + 2aεµ+ u22 − v22,
∂tv˜1 = 2aε,
∂tu2 = λˆ2u2 + 2(u2(u˜1 + c)− v2(v˜1 + c)) +
√
2(u2u3 − v2v3),
∂tv2 = ελˆ2v2,
∂tu3 = λˆ3u3 + 2(u3(u˜1 + c)− v3(v˜1 + c)) + 1√2(u22 − v22),
∂tv3 = ελˆ3v3,
∂tε = 0.
(A.2)
Again considering the equilibrium at the origin, we obtain, compared to the case k0 = 2, the additional
stable direction in u3 with eigenvalue λˆ3 + 2c < 0 and center direction in v2. Proceeding analogously
to the case k0 = 2 and transferring to standard form coordinates
u˜1 = y1 + v1 − 2aε
(
µ− 1
2c
)
,
u2 = y2 +
2c
2c+ λˆ2
v2,
u3 = y3 +
2c
2c+ λˆ3
v3,
v˜1 = x1, ε =
x2
2a
, v2 = x3, v3 = x4,
we consider
hˆ1(x1, x2, x3, x4) = b11x
2
1 + b12x1x2 + b22x
2
2 + b13x1x3 + b23x2x3 + b33x
2
3
+ b44x
2
4 + b14x1x4 + b24x2x4 + b34x4x3 +O(3),
hˆ2(x1, x2, x3, x4) = c11x
2
1 + c12x1x2 + c22x
2
2 + c13x1x3 + c23x2x3 + c33x
2
3
+ c44x
2
4 + c14x1x4 + c24x2x4 + c34x4x3 +O(3),
hˆ3(x1, x2, x3, x4) = d11x
2
1 + d12x1x2 + d22x
2
2 + d13x1x3 + d23x2x3 + d33x
2
3
+ d44x
2
4 + d14x1x4 + d24x2x4 + d34x4x3 +O(3).
The associated invariance equation gives the coefficients,
b11 = b13 = b23 = b14 = b24 = b34 = 0, b12 =
µ− 1
2c2
, b22 =
(µ− 3)(µ− 1)
8c3
,
b33 =
1
2c
− 2c
(λˆ2 + 2c)2
, b44 =
1
2c
− 2c
(λˆ3 + 2c)2
, (A.3)
c11 = c22 = c33 = c44 = c12 = c14 = c24 = 0, c13 =
2λˆ2
(λˆ2 + 2c)2
,
c23 =
cλˆ2(2c+ λˆ2) + 4ac(µ− 1) + 2aλˆ2µ
a(λˆ2 + 2c)3
, c34 =
√
2(λˆ2λˆ3 + 2c(λˆ2 + λˆ3))
(2c+ λˆ2)2(2c+ λˆ3)
, (A.4)
d11 = d22 = d44 = d12 = d13 = d34 = d23 == 0, d13 =
2λˆ3
(λˆ3 + 2c)2
,
d24 =
cλˆ3(2c+ λˆ3) + 4ac(µ− 1) + 2aλˆ3µ
a(λˆ3 + 2c)3
, d33 =
λˆ2(4c+ λˆ2)√
2(2c+ λˆ2)2(2c+ λˆ3)
. (A.5)
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Transforming back gives the center manifold approximation in form of the maps
u˜1 = h˜1(v˜1, ε, v2, v3) = v˜1 − a(µ− 1)
c
ε+
a(µ− 1)
c2
v˜1ε
− a
2(µ− 3)(µ− 1)
2c3
ε2 +
(
1
2c
− 2c
(λˆ2 + 2c)2
)
v22 +
(
1
2c
− 2c
(λˆ3 + 2c)2
)
v23 +O(3), (A.6)
u˜2 = h˜2(v˜1, ε, v2, v3) =
2c
2c+ λˆ2
v2 + 2
cλˆ2(2c+ λˆ2) + 4ac(µ− 1) + 2aλˆ2µ
(λˆ2 + 2c)3
v2ε
+
2λˆ2
(λˆ2 + 2c)2
v˜1v2 +
√
2(λˆ2λˆ3 + 2c(λˆ2 + λˆ3))
(2c+ λˆ2)2(2c+ λˆ3)
v2v3 +O(3), (A.7)
u˜3 = h˜3(v˜1, ε, v2, v3) =
2c
2c+ λˆ3
v3 + 2
cλˆ2(2c+ λˆ3) + 4ac(µ− 1) + 2aλˆ3µ
(λˆ3 + 2c)3
v3ε
+
2λˆ3
(λˆ3 + 2c)2
v˜1v3 +
λˆ2(4c+ λˆ2)√
2(2c+ λˆ2)2(2c+ λˆ3)
v22 +O(3). (A.8)
One can check by computation that, indeed, h˜ = (h˜1, h˜2, h˜3) satisfies the system of invariance equations
associated with (A.2), given by
2aε∂v˜1 h˜1 + ελˆ2v2∂v˜2 h˜1 + ελˆ3v3∂v˜3 h˜1 = (h˜1 + c)
2 − (v˜1 + c)2 + 2aεµ
+ (h˜2)
2 − v22 + (h˜3)2 − v23 +O(3),
2aε∂v˜1 h˜2 + ελˆ2v2∂v˜2 h˜2 + ελˆ3v3∂v˜3 h˜2 = λˆ2h˜2 + 2(h˜2(h˜1 + c)− v2(v˜1 + c))
+
√
2(h˜2h˜3 − v2v3) +O(3),
2aε∂v˜1 h˜3 + ελˆ2v2∂v˜2 h˜3 + ελˆ3v3∂v˜3 h˜3 = λˆ3h˜3 + 2(h˜3(h˜3 + c)− v3(v˜1 + c))
+ 1√
2
(
h˜22 − v22
)
+O(3).
(A.9)
The relations u1 = h1(v1, ε, v2, v3), u2 = h2(v1, ε, v2, v3) and u3 = h3(v1, ε, v2, v3) are obtained by
transforming back into original coordinates.
A.2 Sketch: Alternative PDE argument for chart K2
We decided to work with Galerkin systems throughout our analysis to keep one consistent framework.
Instead of working directly with the Galerkin systems, we want to mention that it is also possible
to use more PDE-based arguments in each chart. In particular, the second chart serves as a good
illustration of this strategy, which we shall sketch here. Hence, we again go back to the PDE view for
understanding the dynamics through chart K2:
∂tu = ∂
2
xu+ u
2 − v2 + µε+O(· · · ),
∂tv = ε∂
2
xv + ε+O(· · · ),
where x ∈ (−a, a) and homogeneous Neumann boundary conditions hold. A direct scaling such as
u = ε1/2U, v = ε1/2V, x = ε−1/4X, t = ε−1/2T
gives the PDE
∂TU = ∂
2
XU + U
2 − V 2 + µ+ εpuO(· · · ),
∂TV = ε∂
2
XV + 1 + ε
pvO(· · · ), (A.10)
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posed for X ∈ (−aε1/4, aε1/4). This form is, indeed, equivalent to equation (3.40). Denoting solutions
of (A.10) by (Uε(T,X), Vε(T,X)), with initial data that are sufficiently close to a constant, as given
by the transfer from the entry chart K1, we observe that in L
2[−a, a], as ε→ 0,
(Uε(T,X), Vε(T,X))→ (U0(T ), V0(T )) (A.11)
where (U0(T ), V0(T )) solves the ODE
∂TU0 = U
2
0 − V 20 + µ,
∂TV0 = 1.
(A.12)
The convergence follows from the fact that the Galerkin coefficients are uniformly bounded — in
particular, avoiding any divergences in ε —, as shown around Proposition 3.10, such that the L2-norm
does not blow up as ε → 0. In other words, the dynamics on the sphere, as expressed in chart K2,
coincide exactly as ε→ 0, i.e., as r2 → 0, with the ODE dynamics for (A.12). And by continuity in ε
in L2, it then suffices over a finite time scale to use the ODE approximation for the PDE for sufficiently
small ε > 0; in fact, considering a finite time scale is sufficient, since the data in the entry and exit
charts, that have to be matched, are located on a tube around suitable constant solutions. Hence,
one could prove the statements of Proposition 3.10 by subtracting the solutions of equation (A.10)
and (A.12), assuming that initial data are close to a constant with some ε-dependent error, and use
the results in [27], or [16] respectively.
In summary, the combination of a shrinking domain, the Neumann conditions, the parabolic regu-
larity and the uniformly bounded L2-norm in ε effectively enforce that solutions (Uε(T,X), Vε(T,X))
stay near constants for longer and longer times, and, hence, in the limit ε → 0 they must match the
ODE solutions, which are completely independent of X. Note very carefully that the blow-up method
has very nicely eliminated the higher-order reaction-terms in the limit, while the PDE approximation
argument can take care of the Laplacians in the classical scaling chart K2. This last step only works
in the absolute singular limit ε = 0 and the blow-up method guarantees that we can extend this result
to a neighbourhood of the sphere as we do not require it over infinite time scales in blown-up space
— which we would do without the entry or exit charts.
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