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Abstract 
Advanced High-Frequency Measurement Techniques for Electrical and Biological 
Characterization in CMOS 
 
by 
Jun-Chau Chien 
Doctor of Philosophy in Electrical Engineering and Computer Science 
University of California, Berkeley 
Professor Ali M. Niknejad, Chair 
Precision measurements play crucial roles in science, biology, and engineering. In 
particular, current trends in high-frequency circuit and system designs put extraordinary 
demands on accurate device characterization and modeling. On the other hand, the need 
for better point-of-care requires substantial innovation in developing miniaturized sensors 
and medical devices that ease the biological analysis without sacrificing the accuracy. 
This research presents two advanced measurement techniques for electrical and 
biological characterization applications.  
In the first part, a novel single-element on-wafer VNA calibration algorithm is 
presented dedicated for device characterization at mm-Waves. Conventional calibration 
approaches such as thru-reflect-line (TRL) require at least three precisely-machined and 
well-characterized standards. The necessity of probe re-positioning leads to significant 
measurement errors due to mechanical uncertainty as the measurement frequency 
approaches sub-THz. By exploiting on-chip impedance modulation, such an electronic 
calibration (E-Cal) algorithm can work with single element without any prior knowledge 
of the impedance behavior. This CMOS-based approach opens a new direction in the 
field of VNA calibration. 
In the second part, the implementation of a dielectric spectroscopy biosensor aiming 
for single-cell analysis is presented. Most present day clinical flow cytometers use 
fluorescence-activated cell sorting (FACS), which requires bulky optical detection system 
as well as complex sample-labeling process, limiting the assay time and the wide-spread 
adoption in the point-of-care (POC) setting. To address these issues, this research 
presents the design and the implementation of a sensor-on-CMOS spectrometer that 
measures the microwave signature of single cell as a potentially label-free analytic tool. 
The sensor covers four frequency bands across 6.5 – 30 GHz, offering sub-aF noise 
sensitivity at 100-kHz bandwidth. Such performance is enabled with injection-locked 
oscillator sensors in interferometry architecture. With microfluidic integration, 
experiments on flow cytometry and molecular sensing are demonstrated. 
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Chapter 1  
 
Introduction 
Microwaves are ubiquitous in our daily life. Microwave ovens, cellular phones, 
airport security scanning machine, and hyperthermia treatments of cancer with 
microwave ablations are some good examples. With the advance of semiconductor 
technology, we will soon enter the era of millimeter-waves (mm-Wave), particularly 
driven by the need for the next generation low-power mobile communications. Though 
planar CMOS technology has shown its capability for sub-THz circuits and systems [1 – 
2], new devices such as FinFETs, nanowire transistors, and new devices with 
heterogeneous integration of silicon, III-V, and organics compounds are gaining more 
attention. The latter will enable numerous applications in wearable devices and sensors 
applications due to its capability for implementation on a flexible substrate [3]. To 
embrace new technologies at yet higher frequencies for better system performance in 
various emerging applications, precision measurements are indispensable at both the 
device and circuit levels.  
In the other domain, the characterization and the analysis of biological specimen are 
the fundamentals for medical diagnosis in point-of-care health monitoring, biological 
research, and clinical studies. These specimens include tissues, cells, and bio-molecules 
such as glucose, DNA, and proteins. Study on the constituents of these biological 
specimens as well as their dynamic responses when subjected to chemical modification is 
extremely beneficial in the development of disease treatment and pharmaceuticals.  
Though consumer electronics have become ubiquitous and inexpensive, medical devices, 
by contrast, are still primarily found only in the hospitals. To make the dream Physician 
in everyone’s phone come true, substantial innovation is required to develop new sensors 
and devices that are fundamentally less invasive and able to operate with batteries for 
portable applications. 
To address the needs for precision measurements in both the electrical and biological 
characterization applications, two techniques are developed in this research. In the next 
two sections, we will provide an introduction to each of the problems. 
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1.1 High-Frequency Measurements for Device Characterization 
Device characterization plays a major role in microwave engineering. Many of the 
circuit performance can be predicted directly based on the measured S-parameters such as 
amplifier gain [4]. In addition, device modeling with scalability is mandatory to fully 
exploit the power of mixed-signal circuit designs. Nowadays device modeling is mostly 
performed at the foundry based on the measurements at limited frequency ranges (< 20 
GHz). Extrapolation is consequently mandatory to predict the circuit performance either 
by simply trusting the results from the post-layout extraction or performing excessive 
electromagnetics simulations. The importance of precise device characterization cannot 
be further emphasized.  
Calibration and de-embedding are mandatory for accurate S-parameter measurements. 
The purpose of the calibration and de-embedding is to remove the parasitics effect of the 
error boxes from the raw measurements. These error boxes can consist of the components 
within the network analyzer such as the directional couplers as well as those outside the 
network analyzer including cables, probes, connectors, and probing pads. By shifting the 
reference planes as close as possible to the devices and circuits ports, actual behaviors 
can be reliably measured.  
Currently, TRL and multiline TRL (mTRL) are recognized as the standard procedure 
for on-wafer calibration [5 – 6]. These algorithms offer the highest accuracy with 
minimum requirement on the impedance information of the calibration structures when 
compared to SLOT (short-load-open-thru) and LRRM (line-reflect-reflect-match) and 
therefore are the golden standard taken by National Institute of Standard and Technology 
(NIST). However, TRL requires at least three calibration structures. Thus, the 
measurements are more susceptible to probing error. Such a problem is more pronounced 
at mm-Wave and sub-THz frequencies due to the shrinkage of the wavelengths. On the 
other hand, simplification of error box model can reduce the number of calibration 
structures at the cost of model accuracy. For instance, open/short and thru-only 
approaches require the minimum number of structures by modeling the test fixture with 
lumped equivalent circuit where the distributed effects are ignored [7]. In this work, we 
exploit a ubiquitous device in CMOS in the application for on-wafer calibration and de-
embedding: the MOS transistors. By performing impedance modulation electronically, 
the process requires only a single element while solving for the full two-port S-parameter 
of the test fixture, maintaining TRL-equivalent accuracy. 
1.2 Dielectric Spectroscopy for Cellular and Molecular Sensing 
Dielectric spectroscopy measures the response of a biological specimen when 
exposed to alternating electromagnetic fields over a broad frequency range [8].  By 
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measuring the effective permittivity and the conductivity, the discrimination between 
cells is achievable based on their size, morphology, and compositions [9]. The 
instantaneous change of a single cell can also be examined in real-time to infer its 
physiological state under excitations. Such label-free and non-destructive approaches 
have drawn great attention due to its simplicity in sample preparation. Nevertheless, most 
of the work to date lack quantitative analysis and biological explanations for the 
phenomenon observed.  In addition, the scale of the samples is still relatively large, 
mostly limited by the sensor geometry and performance. Researches have demonstrated 
the ability to detect the presence of a cell but do not offer adequate sensitivity for 
discrimination purpose. 
Many of the previous research in this field have focused primarily on the sensor 
design and leave the work of detection to an external broadband network analyzer. The 
cost and the lack of portability prohibit such technology for point-of-care. Miniaturization 
using integrated circuits (IC) technology is therefore mandatory. In addition to its size, 
sensor-on-CMOS can potentially offer higher sensitivity that is not achievable with 
conventional tools, opening a new door for scientific studies.  
This research presents two microwave sensors in CMOS. The first one employs an 
impedance analyzer architecture using transmission-line sensors, enabling a measurement 
range of  1 – 50 GHz, the widest to date. Such a sensor performs dielectric sensing within 
an area of 200 × 20 µm2 using fringing fields. Chemical mixtures and biological medium 
measurements are demonstrated and measurement technique for drift mitigation is 
proposed. The second chip presents a novel spectrometer architecture for single-cell 
analysis in flow cytometry. With the distribution of narrowband oscillator-sensors along a 
microfluidic channel, both broad frequency coverage and enhanced sensitivity are 
achieved simultaneously. The sensor performance is furthered improved by injection 
locking the sensor oscillators which transforms frequency shift, the signal of interest, to a 
phase quantity that can be measured rapidly at high transducer gain. Flow cytometry is 
demonstrated with microfluidic integration. Furthermore, the system has been adapted for 
molecular sensing. 
1.3 Structure of the Dissertation 
In Chapter 2, the CMOS-based electronic calibration (E-Cal) algorithm for vector 
network analyzer (VNA) measurements is presented. We will start with the problem of 
de-embedding with three unknowns. The evolution of the algorithm for full VNA 
calibration involving seven unknowns will be discussed. Design non-idealities are 
highlighted followed by measurement results from 10 – 65 GHz. In Chapter 3, the 
fundamentals of dielectric spectroscopy, sensor topologies, and the system architecture 
for instrumentation miniaturization are presented. The design of a 1 – 50 GHz CMOS 
broadband impedance analyzer is discussed followed by aqueous solution measurements. 
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In Chapter 4, we will present the design of a highly sensitive microwave capacitive 
sensor with sub-aF noise floor for high-throughput label-free flow cytometry. The theory 
of injection-locked oscillator for sensing applications is analyzed with detailed 
discussions on the sensor robustness. Microfluidic integrations as well as flow cytometry 
measurements are presented.  Chapter 5 adapts the sensor architecture proposed in 
Chapter 4 for molecular sensing. Technique for flicker noise reduction is discussed.  
Finally, Chapter 6 concludes this research work and suggests future research directions. 
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Chapter 2  
 
Electronic Calibration in CMOS 
2.1 One-port Electronic Calibration 
The first electronic VNA calibration was proposed in 1970 by means of varactors [10]. 
As shown in Fig. 2.1(a), the reflection coefficient of a varactor loaded two-port network 
is 
Γ? = 𝑒𝑒?? +
𝑒𝑒??𝑒𝑒??Γ??
1− 𝑒𝑒??Γ??
=
𝑒𝑒?? − Δ?Γ??
1− 𝑒𝑒??Γ??
,                                                                                  (2.1) 
 
Δ? = 𝑒𝑒??𝑒𝑒?? − 𝑒𝑒??𝑒𝑒??.                                                                                                    (2.2) 
 
Such an expression can be expressed as bilinear transformation of t, which represents the 
normalized capacitance of the varactor: 
 
 
Figure 2.1: One-port calibration using (a) varactor with known capacitance value at each biasing 
point and (b) CMOS switched-capacitors with unknown parasitic capacitance Cp. 
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Γ? =
𝐾𝐾𝐾𝐾 + 𝐿𝐿
𝑀𝑀𝑀𝑀 + 1
,                                                                                                                    (2.3) 
 
In (2.3), K, L, and M are the transformation constants describing the network and can be 
solved if t is known. One can apply the same technique using on-chip switched-capacitors 
in CMOS (Fig. 2.1(b)). By including an array of these tiny switched-capacitors and 
enabling each of them sequentially, the measured reflection coefficient can be expressed 
as 
Γ? =
𝐴𝐴𝐴𝐴 + 𝐵𝐵
𝐶𝐶𝐶𝐶 + 1
,                                                                                                                    (2.3) 
 
with n an integer number representing the number of activated switched-capacitors in the 
array and the A, B, and C are another set of transformation constants. With at least two 
measurements, both A/C and B can be solved analytically with significant implications. 
Intuitively, as n goes to infinity, the impedance of the capacitor resembles an ideal short. 
As a consequence, A/C represents the reflection coefficient of having an ideal short 
located at the end of the network. In other words, measurement with known termination 
can be distilled from the raw data. Similarly, transformation constant B implies 
measurement with an open circuit termination. This is the concept of load extrapolation 
and forms the core theme of the electronic calibration (ECal) in this work.  
In the above problem, A and C cannot be solved individually due to the degeneracy of 
the measurements as n is an integer. Cp is yet another unknown that cannot be found due 
to insufficient information. Numerical approach such as least-square method can 
potentially be used to fit the unknowns A, B, and C as in [10]; however, this type of 
solution finding is not acceptable in precision calibration.  
In the next section, we apply the concept of load extrapolation to two-port electronic 
calibration. With the versatility of matrix manipulation, we will show that such 
calibration problem can be solved without any approximations. 
2.2 Two-Port Electronic Calibration 
Fig. 2.2 illustrates the general idea of the proposed two-port electronic calibration 
technique. In order to preserve the clarity of the equations and to arrive at fair comparison 
to on-wafer TRL, the problem has been narrowed to de-embedding the parasitic effects of 
the probing pads and the interconnections. The same concept can be adapted to full VNA 
calibration, which will be described in section 2.6. In this example, both the left (Sx) and 
the right (Sy) error boxes are assumed to be identical with ports being swapped, resulting 
in total three unknowns to be solved (e00, e11, and e01 = e10 assuming the network is 
reciprocal). In contrast to TRL which mandates three calibration standards, the aim of this 
research is to solve for all three unknowns from a collection of S-parameter 
measurements by applying impedance modulation on a single structure. In addition, this 
must be accomplished without any prior knowledge of the actual impedance value. One 
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example of the impedance network is shown in Fig. 2.2(b) which comprises three NMOS 
transistors (M1-3) serving as impedance modulators and a transmission line (t-line) with 
known length but unknown propagation constant (γ) and characteristic impedance (Z0). 
The impedance of each device is controllable through individual gate bias in an analog 
fashion. 
2.2.1 Extrapolation 
The first step in the proposed algorithm is to convert the measured [S]2×2 into one-port 
reflection measurements (Γ) with known termination. To achieve this, two [S]2×2 
measurements, only differing in the impedance state of one of the shunt NMOS 
transistors, are collected. As shown in Fig. 2.3(a), these measured [S]2×2 are described 
using T-matrices: 
𝑇𝑇?? = 𝑇𝑇?𝑇𝑇??𝑇𝑇??𝑇𝑇??𝑇𝑇?𝑇𝑇? ,                                                                                        (2.4) 
𝑇𝑇?? = 𝑇𝑇?𝑇𝑇???𝑇𝑇??𝑇𝑇??𝑇𝑇?𝑇𝑇? ,                                                                                      (2.5) 
 
 
Figure 2.2: (a) General concept of the single-element electronic calibration. (b) Implemented 
impedance network. 
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where 𝑇𝑇? and 𝑇𝑇? represents the test fixtures (or the error boxes) on both sides, 𝑇𝑇?? and 𝑇𝑇??? 
are the T-matrices of M1 modulated at different impedance states, and 𝑇𝑇??, 𝑇𝑇??, and 𝑇𝑇? are 
the T-matrices of M2, M3, and the inserted t-line, respectively. Multiplying 𝑇𝑇??with the 
inverse of 𝑇𝑇??, we arrive at 
𝑇𝑇? = 𝑇𝑇?? 𝑇𝑇?? ?? = 𝑇𝑇?𝑇𝑇??? 𝑇𝑇??
??
𝑇𝑇? ??.                                                  (  2.6) 
 
Note that the T-matrix of shunt admittance exhibits the following property: 
 
𝑇𝑇?? 𝑇𝑇??
??
= 𝑇𝑇????? = 𝑇𝑇∆? =
1−
∆𝑌𝑌𝑍𝑍?
2
−
∆𝑌𝑌𝑍𝑍?
2
∆𝑌𝑌𝑍𝑍?
2
1+
∆𝑌𝑌𝑍𝑍?
2
.                                      (2.7) 
 
Figure 2.3: (a)(c) Impedance states at each measurement. (b)(d) Derived reflection measurements 
with ideal short terminations. 
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Consequently, (2.6) can be grouped as 
 
𝑇𝑇? − 𝐼𝐼?×? 𝑇𝑇? = 𝑇𝑇?? 𝑇𝑇? = 𝑇𝑇?
∆𝑌𝑌𝑍𝑍?
2
−1 −1
1 1
.                                              (2.8) 
 
By expanding (2.8), the following equality is derived: 
 
𝑥𝑥?? − 𝑥𝑥??
𝑥𝑥?? − 𝑥𝑥??
= −
𝑚𝑚??
𝑚𝑚??
.                                                                                                 2.9  
 
Here 𝑚𝑚??and 𝑚𝑚?? are the elements in the 𝑇𝑇??  and x11, x12, x21, and x22 are the elements in 
𝑇𝑇?. Note that the left side of (2.9) is equivalent to the reflection coefficient (Γs1) with an 
ideal short terminating 𝑌𝑌?, i.e. the position of modulation (Fig. 2.3(b)). In other words, a 
measurement with known termination is extrapolated without any knowledge of the actual 
𝑌𝑌? . This is of no surprise if one observes carefully on the T-matrix of the shunt 
admittance in (2.7) and (2.8) where an ideal short exists in the admittance matrix. Such 
extrapolation forms the foundation of the proposed algorithm. It is worth mentioning that 
the equations here are very similar to TRL when extracting the propagation constant of 
the t-line. 
By reversing Tm1 and Tm2 and repeating (2.6) – (2.9), Γm2, the reflection coefficient of 
the test fixture loaded with t-line and Z2 in parallel with Y3 (shown as Cp in Fig. 2.3(b)), is 
derived. Similarly, the procedure is applied after collecting measurements from 
modulating Y3 (Fig. 2.3(c) and (d)). The derived reflection measurements are Γs2 and Γm1. 
 
Figure 2.4: Derived reflection measurements with ideal short terminations located at (a) left and 
(b) right side of π-network. 
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2.2.2 Impedance Sharing 
Up to this point, only Γs1 and Γs2 are considered useful as Γm1 and Γm2 are still loaded 
with an unknown termination ΓL. This is insufficient as four unknowns (including γ of t-
line) requires a minimum of four measurements to be solvable. In fact, the π-network 
shown in the schematic is designed such that Γm1 and Γm2 shares the series branch Z2; in 
other words, both measurements have identical load termination. This allows the merging 
of Γm1 and Γm2 by inverting each measurement, isolate the common term ΓL, and equating 
the two expressions with ΓL serving as a bridge (Fig. 2.3(b) and (d)). The expression is 
now useful as no additional variable has been introduced. It is important to mention that 
the proposed technique is inspired by LRRM [11].  
One might argue that the mismatch contributed by the off-state parasitic capacitance 
(Cp) at both sides of Z2, primarily from the transistor source/drain junction, will 
deteriorate our assumption on impedance sharing. To remedy this, Z2 can be chosen to be 
much smaller (30 ~ 70 Ω) than the mismatch-induced impedance difference. Such 
junction capacitance exhibits 7 bits of matching from foundry device model. 
Lastly, we modulate the impedance of Z2 to a different state (Z2’) and repeat the entire 
procedure. As shown in Fig. 2.4, Γm3 and Γm4 also shares an identical termination (ΓL’). 
After merging the two, a useful measurement free of unknown termination is derived. 
2.2.3 Equation solving  
With a total of six reflection measurements, we arrived at the following four non-
linear equations: 
𝑥𝑥𝑥𝑥 1− 𝑤𝑤 − 𝑥𝑥𝑥𝑥 𝛤𝛤?? − 𝛤𝛤??𝑤𝑤 − 𝑧𝑧 𝛤𝛤?? − 𝛤𝛤??𝑤𝑤 + 
𝛤𝛤??𝛤𝛤??𝑦𝑦 1− 𝑤𝑤 = 0,                                                                    (2.10) 
𝑥𝑥𝑥𝑥 1− 𝑤𝑤 − 𝑥𝑥𝑥𝑥 𝛤𝛤?? − 𝛤𝛤??𝑤𝑤 − 𝑧𝑧 𝛤𝛤?? − 𝛤𝛤??𝑤𝑤 + 
𝛤𝛤??𝛤𝛤??𝑦𝑦 1− 𝑤𝑤 = 0,                                                                    (2.11) 
𝑥𝑥 + 𝑧𝑧 − 𝛤𝛤?? − 𝛤𝛤??𝑦𝑦 = 0,                                                                    (2.12) 
𝑥𝑥 + 𝑧𝑧𝑧𝑧 − 𝛤𝛤?? − 𝛤𝛤??𝑦𝑦𝑦𝑦 = 0,                                                                    (2.13) 
 
 
Figure 2.5: A snapshot of implemented Matlab codes. 
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where x = e00, y = e11, z = e00e11 – e01e10, and w = e-2γl. Merging the equations results in a 
5th-order polynomial equation. The solution can be found numerically using solve in 
Matlab. Fig. 2.5 shows a snapshot of the Matlab code. 
2.2.4 Impedance renormalization  
Up to this point, the extracted Sx is normalized to the Z0 of the on-chip t-line. To solve 
for such unknown Z0, we take advantage of the shunt switches (M1 and M3) in the π-
network, which will serve as on-chip calibration standards.  
From 2.2.1, we have shown how reflection measurement terminated with an ideal 
short can be derived mathematically. On the other hand, network duality tells us that 
reflection measurements terminated with an ideal open can also be extracted in a similar 
way. To see this, we notice that the T-matrix of any arbitrary series impedance Z 
reference to Y0 is described by (Fig. 2.6(a)) 
 
𝑇𝑇? = 𝐼𝐼??? +
𝑍𝑍𝑌𝑌?
2
−1 1
−1 1
,                                                                                (2.14) 
 
Applying the procedure of (2.4) – (2.6) with two measured [S]2×2 differing only in Z2 (Tm3 
and Tm4 in Fig. 2.6(b)) leads to the following expression similar to (2.8): 
 
𝑇𝑇?? 𝑇𝑇?? ?? − 𝐼𝐼?×? 𝑇𝑇?𝑇𝑇?? = 𝑇𝑇?𝑇𝑇?? ⋅
∆𝑍𝑍𝑌𝑌?
2
−1 1
−1 1
.                                        (2.15) 
 
The following equality is derived after some algebra: 
 
𝑥𝑥??? + 𝑥𝑥???
𝑥𝑥??? + 𝑥𝑥???
= −
𝑚𝑚???
𝑚𝑚???
.                                                                                  (2.16) 
 
Here 𝑚𝑚???  and 𝑚𝑚???  are the elements in 𝑇𝑇?? 𝑇𝑇?? ?? − 𝐼𝐼?×?  and 𝑥𝑥??? , 𝑥𝑥??? , 𝑥𝑥??? , and 
𝑥𝑥???are the elements in 𝑇𝑇?𝑇𝑇??. Note that the left side of (2.16) is now equivalent to the 
reflection coefficient (Γo1) with an open termination. As Sx is known, ΓY1 is found: 
 
Γ?? =
𝑒𝑒?? − Γ??
Δ? − 𝑒𝑒??Γ??
.                                                                                                  (2.17) 
 
The procedure is repeated twice with transistor M1 turned on and off, leading to two 
expressions of the normalized admittance at different biasing: 
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𝑦𝑦?? =
𝑍𝑍?
𝑍𝑍?
+ 𝑗𝑗𝑗𝑗𝑍𝑍?𝐶𝐶?,                                                                                                (2.18) 
𝑦𝑦??? = 𝑗𝑗𝑗𝑗𝑍𝑍?𝐶𝐶?.                                                                                                                    (2.19) 
 
Here Z1 represents the on-state impedance of M1 and C1 and C2 model the corresponding 
capacitance loading. 
 
Figure 2.6: (a) Series impedance network. (b) [S]2×2 when modulation Z2. (c) Reflection 
measurements with open terminations. (d) Equivalent circuit models of M1 in its on (left) and off           
(right) states. 
13 
 
 
Before moving on, let’s study the physical location, layout, and the cross-section of 
the π-network as shown in Fig. 2.7. It is observed that the modulation of impedance 
occurs within the transistor channel having a longitudinal geometry on the order of tens 
of nm in deep sub-micron CMOS. Such fine length allows us to approximate Z1 with a 
frequency independent resistance as the phase shift is negligible even at sub-THz 
frequencies. By modeling Z1 with a constant resistance R1 whose value can be measured 
at DC, Z0 is found assuming C1 ≈ C2: 
 
𝑍𝑍? = 𝑅𝑅? ∙ 𝑦𝑦?? − 𝑦𝑦??? .                                                                                                (2.20)   
2.2.5 Via Exclusion 
The reference plane in the conventional TRL calibration is located at the center of the 
thru structure, as indicated in Fig. 2.8(a). From DUT perspective, the reference plane is at 
the signal layer of the t-line, which is usually on the top most metal layer, e.g. M9 in 
TSMC 65-nm CMOS. As a consequence, the de-embedded DUT S-parameter includes 
the accessing vias connecting the signal line from the device ports. On the other hand, the 
reference plane in the proposed π structure is located at the junction of the two nearby 
impedances, as shown in Fig. 2.8(b). This enables the engineering of the reference planes 
in the layout. By having all the impedance modulators in close proximity, as shown in the 
layout of Fig. 2.7 and Fig. 2.8(c), such reference plane can be shifted to a lower metal 
layer such as M4. Hence the effect of accessing vias can be excluded from the DUT 
without multi-structure and multi-steps of de-embedding. Such unique feature enables the 
measurement of the DUT intrinsic performance for the first time. From the simulation, 
these accessing vias result in a dB reduction in the transistor gain at frequency above 150 
GHz. Unfortunately, the effect of via exclusion cannot be verified in the experiment yet 
due to frequency capability of the measurement setup.   
 
Figure 2.7: (a) Layout and (b) cross-section of the π-network. 
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2.3 Design Considerations 
The robustness of the algorithm is verified through Monte Carlo simulation by 
quantifying the error sensitivity in both the extrapolation and the impedance-sharing steps. 
Uncorrelated noise with known variance are introduced in each element of the 
measurement [S]2×2 and the output variances are calculated. The algorithm is regarded as 
numerically stable if the solution converges. Optimization of design parameters can be 
carried out in the same way by minimizing the error sensitivity. Such numerical 
experiments allow rapid evaluation of the algorithm robustness against design parameters 
including the modulated impedance values and the length of t-line. Note that the 
analytical forms of noise sensitivity can be derived using perturbation analysis with the 
use of noise matrix, similar to the approach taken in multiline TRL (mTRL) [5]. This can 
potentially provide more design insights when weighting functions are introduced in the 
optimization process.  
 
Figure 2.8: (a) Reference plane in TRL thru structure. (b) Reference plane in CMOS ECal. (c)  
3D layout view indicating the location of reference planes. 
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There are two major design considerations due to non-idealities: error amplification in 
the extrapolation step and bandwidth limitation in the equation solving step. We will 
discuss them separately in the following subsections.  
2.3.1 Error Amplification 
The error sensitivity in the extrapolation step depends heavily on the impedance 
distances to the ideal short. This can be understood graphically with Fig. 2.9 where  
 
Figure 2.9: Error amplification in the extrapolation step with different combination of ∆𝑑𝑑? and 
∆𝑑𝑑?
′. 
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∆𝑑𝑑? =
1
𝑌𝑌?
− 𝑍𝑍????? ,                                                                                                    (2.21) 
∆𝑑𝑑?′ =
1
𝑌𝑌?′
− 𝑍𝑍????? .                                                                                                        (2.22) 
 
The blue circles represent the amount of uncertainty due to measurement error including 
random noise. From the figure, we can draw two conclusions. First, it is desirable to 
minimize ∆𝑑𝑑?? /∆𝑑𝑑? ratio such that the amount of error amplification can be limited (Fig. 
2.9(b)). This motivates the selection of NMOS switches instead of varactors as 
impedance modulators. Next, the error sensitivity is always larger than unity. This results 
in higher output uncertainty when compared with TRL in the simulation. Fortunately, 
such noise can be reduced using redundant measurements in the optimization flow as 
long as the measurement uncertainty remains random. We will study the impact of such 
error sensitivity in more details from the experiments in section 2.4.  
2.3.2 Bandwidth Limitation 
As traveling waves on a t-line exhibits frequency-dependent phase shift, the 
measurement bandwidth is limited. At low frequency, the solution exhibits higher 
sensitivity to the measurement uncertainty since the phase shift is small. This is 
equivalent to having a smaller signal-to-noise ratio (SNR) in analogy to a communication 
system. On the other hand, as frequency approaches integer multiples of λ/4, numerical 
stability suffers. Fig. 2.10 shows an example of Monte Carlo simulation at different t-line 
length.  
On the other hand, it is crucial to keep the measurement impedance as close to 50 Ω 
(or the impedance of the VNA system) as possible to minimize systematic error. Hence 
care must be taken to minimize that the parasitic capacitance of the shunt admittances to 
avoid shorting the signal currents at very high frequency. Similarly, it is desirable to 
maintain low series impedance in the π-network to maintain sufficiently high S21. To 
achieve this, additional capacitance can be placed in shunt with the series impedance 
modulator. Given such considerations, two sets of designs are implemented with the first 
measuring frequencies below W-band (< 110 GHz) and the other covering G-band (140 – 
220 GHz). 
2.3.3 Implementation 
Fig. 2.11 shows the die photo of the 110-GHz test structure fabricated in 65-nm 
CMOS. Microstrip t-lines with 6-µm signal width at M9 on top of a ground plane 
constructed with a mesh of M1 and M2 is implemented (Z0 ~ 52 Ω from HFSS at 60 
GHz). The length of the t-line in this particular example is 360 µm, equivalent to 45º  
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Figure 2.10: The effect of t-line length on noise sensitivity. All left plots represent the reflection 
measurements on the Smith Chart with t-line length quantified by the amount of phase shift. All 
right plots represent the extracted solutions. 
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phase shift at 50 GHz. NMOS gates, all single-finger with W/L of 10-µm/60-nm, are 
floated with 20 kΩ unsalicided poly-resistors having a width of 0.4 µm while the body is 
also floated with undoped silicon similar to T/R switch design to reduce parasitic loading 
[12]. A 44-fF MOM capacitor (Cc) is added to lower the series impedance (Z2) when M2 
is completely off. This keeps S21 higher than -12 dB at 10 GHz.  
To minimize parasitic capacitance, transistors for the G-band test structures are scaled 
to 6-µm/60-nm while t-line length is reduced to 160 µm, equivalent to 80º at 200 GHz. 
2.4 Experimental Results 
First, SLOT calibration is performed at the probe tips using ISS from Cascade 
Microtech with R&S ZVA-67 VNA. The output power at VNA ports is kept below -10 
dBm. The extracted γ of MSL is shown in Fig. 2.12, demonstrating reasonable accuracy 
compared to TRL from 10 – 65 GHz. In fact, the extracted α with the proposed approach  
matches closer to the HFSS simulation. Different reflection coefficients derived in the 
algorithm are plotted in Fig. 2.13. Each of them shows the expected behavior. Fig. 2.14 
compares Γs1 to the S11 and S22 of a short structure on the Smith Chart. Fig. 2.15 
compares the extracted test fixture S-parameter from the two approaches. 
Fig. 2.16(a) shows the DC equivalent circuit of the de-embedding structure in the 
measurement setup taking into account the wiring resistance Rp1 – Rp4. The network can 
be further simplified to five unknowns by ensuring the current returns from the same port. 
These unknown resistances are found through different combination of impedance states 
in M1-3. In order to maintain consistent Rp1 and Rp2, a customed switching network is 
soldered on a PCB (Fig. 2.16(b)).  
Fig. 2.17 shows the calculated Z0 and the equivalent t-line circuit elements, exhibiting 
the expected frequency dependency. Comparing to TRL calibration comparison method 
[13 – 14], our single-element approach captures the increase of the line conductance 
(Gp.u.l.) surprisingly well but suffers from higher error in the line resistance (Rp.u.l.). The 
accuracy could be limited by the deviation of C1 and C2 at different transistor biasing.   
As mentioned in section 2.3.1, it is desirable to have sufficient wide distance between 
the two modulated impedances to minimize error amplification. Therefore, varactors are 
 
Figure 2.11:  Calibration structure micrograph. 
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not suitable to serve as impedance modulators. This effect can be observed in our first 
prototype chip where varactors with capacitance change on the order of 4 fF are 
implemented. Fig. 2.18 shows the schematics of the structure, the die photo, and the 
extracted offset-short measurements at 30 GHz. It is found that the results are far off from 
the unity circle on the Smith Chart. This experiment indicates that careful design of the 
impedance modulator is necessary to achieve high precision. 
 
 
Figure 2.12:  Extracted t-line propagation constant. 
 
 
Figure 2.13: Reflection measurements with (a) short terminations and (b) open terminations. 
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Figure 2.14: Comparison between ECal extracted reflection measurements terminated with ideal 
short and measured reflection coefficients from TRL short structure. 
 
 
Figure 2.15:  Extracted Sx: (a) TRL and (b) proposed algorithm. (c) Sx in log-mag format. 
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Figure 2.16: (a) DC equivalent circuit and (b) customed switch network. 
 
 
 
Figure 2.17:  Extracted Z0 and the t-line circuit parameters with TRL and the proposed electronic 
calibration. 
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Figure 2.18: (a) The schematic and (b) the layout of ECal structure with varactors as impedance modulators  
(c) The extracted reflection measurements when terminating with ideal short. 
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2.5 Two-element VNA Calibration 
In the previous section, single-element calibration dedicated for de-embedding of 
probing components has been described. This section discuss how the concept can be 
adapted to full VNA calibration where there are total eight unknowns to be solved (Fig. 
2.19). As either one of the transmission terms (e10e32 or e01e23) is sufficient, the number of 
unknowns is reduced to seven. In this section, a two-element approach without bandwidth 
limitation is presented.  
Fig. 2.20 shows the required structures for VNA calibration evolved from the 
proposed electronic calibration algorithm. The first element consists of the same π-
network but without the t-line. The second element is a simple thru structure, which 
offers an additional four measurements to accommodate for doubling the number of the 
unknowns. In order to retain the same via-exclusion property, the reference plane of the 
thru is located at the center of a metal bridge positioned on M4 as shown in Fig. 2.20(b). 
In the next section, we will describe additional techniques necessary to solve for all the 
unknowns. 
2.5.1 Open Measurement in Two-element ECal 
The inclusion of thru leads to a new reflection measurement where the error box is 
loaded with an ideal open, as shown in Fig. 2.21(a). Here we will show how to arrive at 
this conclusion.  
First, the thru measurement is described again with T-matrices:  
 
𝑇𝑇???? =
𝑡𝑡?? 𝑡𝑡??
𝑡𝑡?? 𝑡𝑡??
= 𝑇𝑇?𝑇𝑇? .                                                                              (2.23) 
 𝑇𝑇? = 𝑇𝑇???𝑇𝑇????.                                                                                              (2.24) 
     
Note that 
𝑇𝑇? =
1
𝑒𝑒??
−∆? 𝑒𝑒??
−𝑒𝑒?? 1
,                                                                                          (2.25) 
𝑇𝑇?
?? =
1
𝑒𝑒??
1 −𝑒𝑒??
𝑒𝑒?? −∆?
,                                                                                          (2.26) 
𝑇𝑇? =
1
𝑒𝑒??
−∆? 𝑒𝑒??
−𝑒𝑒?? 1
.                                                                                          (2.27) 
 
By inserting (2.25) – (2.27) into (2.24), the following three equalities are found 
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Figure 2.19: Full VNA calibration error model. 
 
 
 
Figure 2.20: (a) Dual-element ECal structures. (b)3D layout illustration of ECal thru. 
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∆?=
𝑒𝑒??𝑡𝑡?? − 𝑡𝑡??
𝑒𝑒??𝑡𝑡?? − ∆?𝑡𝑡??
,                                                                                          (2.28) 
𝑒𝑒?? =
𝑡𝑡?? − 𝑒𝑒??𝑡𝑡??
𝑒𝑒??𝑡𝑡?? − ∆?𝑡𝑡??
,                                                                                          (2.29) 
𝑒𝑒?? =
∆?𝑡𝑡?? − 𝑒𝑒??𝑡𝑡??
𝑒𝑒??𝑡𝑡?? − ∆?𝑡𝑡??
.                                                                                          (2.30) 
 
Note that e32/e01 has been substituted with  
 
𝑒𝑒??
𝑒𝑒??
=
1
𝑒𝑒??𝑡𝑡?? − ∆?𝑡𝑡??
.                                                                                          (2.31) 
 
Next, the impedance sharing technique discussed in section 2.2.2 is utilized using the 
notation in Fig. 2.21(b). The reflection measurements from both left and right ports are 
 
𝛤𝛤?? =
𝑒𝑒?? − Δ?𝛤𝛤??
1− 𝑒𝑒??𝛤𝛤??
,                                                                                          (2.32) 
𝛤𝛤?? =
𝑒𝑒?? − Δ?𝛤𝛤??
1− 𝑒𝑒??𝛤𝛤??
.                                                                                          (2.33) 
 
By equating (2.32) and (2.33) by use of share 𝛤𝛤?? and plugging in (2.28) – (2.30): 
 
𝑐𝑐? 𝑒𝑒??
? − Δ?? + 𝑐𝑐? 1− 𝑒𝑒??
? + 𝑐𝑐? 𝑒𝑒??Δ? − 𝑒𝑒?? = 0,                                      (2.34) 
 
Figure 2.21: (a) Reflection measurements with open (left) and short (right) terminations. (b) 
Reflection measurements with identical load terminations. 
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where 𝑐𝑐??? are all measured quantities: 
 
𝑐𝑐? = 𝑡𝑡?? + 𝛤𝛤??𝑡𝑡??,                                                                                                                          (2.35) 
𝑐𝑐? = 𝛤𝛤??𝑡𝑡?? + 𝛤𝛤??𝛤𝛤??𝑡𝑡??,                                                                                                    (2.36) 
𝑐𝑐? = 𝑡𝑡?? + 𝑡𝑡??𝛤𝛤?? + 𝑡𝑡??𝛤𝛤??𝛤𝛤?? + 𝛤𝛤??𝑡𝑡??.                                            (2.37) 
 
Repeating the same procedure at different shared impedance 𝛤𝛤??, we arrive at 
 
𝑐𝑐?′ 𝑒𝑒??
? − Δ?? + 𝑐𝑐?′ 1− 𝑒𝑒??
? + 𝑐𝑐?′ 𝑒𝑒??Δ? − 𝑒𝑒?? = 0,                                      (2.38) 
 
where 𝑐𝑐???′ have exact the same form as (2.35) – (2.37) except that 𝛤𝛤?? and 𝛤𝛤?? are 
replaced with reflection measurements when loaded with 𝛤𝛤??. Solving (2.34) and (2.38) 
leads to the following expression 
 
𝑒𝑒??
? − Δ??
1− 𝑒𝑒??
? = −
𝑐𝑐?𝑐𝑐?
? − 𝑐𝑐?′𝑐𝑐?
𝑐𝑐?𝑐𝑐?
? − 𝑐𝑐?′𝑐𝑐?
.                                                                            (2.39) 
 
Note that the left side of (2.39) can be decomposed into 
 
𝑒𝑒?? + Δ?
1+ 𝑒𝑒??
𝑒𝑒?? − Δ?
1− 𝑒𝑒??
= 𝛤𝛤?,?????𝛤𝛤?,????.                                                                    (2.40) 
 
Therefore  
 
𝛤𝛤?,???? = −
1
𝛤𝛤?,?????
𝑐𝑐?𝑐𝑐?
? − 𝑐𝑐?′𝑐𝑐?
𝑐𝑐?𝑐𝑐?
? − 𝑐𝑐?′𝑐𝑐?
.                                                                            (2.41) 
 
As 𝛤𝛤?,????? is derived with extrapolation technique discussed in section 2.2.1, 𝛤𝛤?,???? can 
be found with (2.41).  
2.5.2 Solution Flow in Two-element ECal 
In the previous section, the combination of extrapolation and the impedance sharing 
techniques provides only two reflection measurements, 𝛤𝛤?,?????  and 𝛤𝛤?,???? . This is 
insufficient to solve for the three unknowns (𝑒𝑒??, 𝑒𝑒??, and Δ?) in the left error box (Sx). 
There are two approaches to circumvent this limitation. The first one is to insert a t-line 
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similar to the previously described single-element approach. Though one additional 
unknown (γ of the t-line) is introduced, this avoids the degeneracy of the measurements. 
The other approach is to utilize the technique introduced in section 2.2.4 by referencing 
the high-frequency impedance with that measured at DC. We will take the second route 
and introduce another optimization technique similar to the load extraction approach in 
enhanced-LRRM (eLRRM) algorithm [11]. 
According to Fig. 2.22(a), we have two reflection measurements as M1 is biased at 
two different voltages. 
 
𝛤𝛤?,?? =
𝑒𝑒?? − Δ?𝛤𝛤??
1− e??𝛤𝛤??
,                                                                                                (2.42) 
𝛤𝛤?,?? =
𝑒𝑒?? − Δ?𝛤𝛤??
1− e??𝛤𝛤??
,                                                                                                (2.43) 
 
Inverting both (2.42) and (2.43) leads to 
 
𝛤𝛤?? =
𝛤𝛤?,?? − 𝑒𝑒??
e??𝛤𝛤?,?? − Δ?
,                                                                                                (2.44) 
𝛤𝛤?? =
𝛤𝛤?,?? − 𝑒𝑒??
e??𝛤𝛤?,?? − Δ?
.                                                                                                (2.45) 
 
Next, the difference between the normalized load admittance is 
 
 
Figure 2.22: (a) Reflection measurements with single transistor termination. (b) Equivalent RC 
model of terminating transistor at different biasing.  
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Δ𝑦𝑦 = 𝑦𝑦? − 𝑦𝑦? =
1− 𝛤𝛤??
1+ 𝛤𝛤??
−
1− 𝛤𝛤??
1+ 𝛤𝛤??
= 𝑔𝑔? − 𝑔𝑔? = ∆𝑔𝑔.                                     2.46  
In the above expression, the parasitic capacitances at two impedance states are assumed 
identical and therefore drop out. This is a valid assumption as NMOS is kept in linear 
region at all time. (2.46) can be organized as  
 
∆𝑔𝑔 + ∆𝑔𝑔 + 2 𝛤𝛤?? + ∆𝑔𝑔 − 2 𝛤𝛤?? + ∆𝑔𝑔𝛤𝛤??𝛤𝛤?? = 0.                                               2.47  
 
By inserting (2.44) and (2.45) into (2.47) and note that  
 
∆𝑔𝑔 =
𝑅𝑅? − 𝑅𝑅?
𝑍𝑍?
,                                                                                                      (2.48) 
 
with both R1 and R2 being the resistance measured at DC, the unknowns (e00, e11, ∆x) can 
be solved in conjunction with 𝛤𝛤?,????? and 𝛤𝛤?,????. Once Sx is found, Sy can be solved with 
thru measurements according to (2.24).  
2.5.3 Load Extraction in Two-element ECal 
The accuracy of the previous approach depends greatly on the accuracy of ∆𝑔𝑔. In 
order to relax the accuracy requirement in the DC resistance measurements, load 
extraction technique adopted from eLRRM is applied [11]. Instead of measuring the 
conductance difference at two different biasing, parasitic capacitance of M1 when biased 
in linear region is fitted such that the conductance as M1 is completely off approaches its 
minimum. With notation in Fig. 2.22(b), the optimization goal is shown below 
 
min
??
𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑦𝑦? .                                                                                                            (2.49) 
 
This can be done with optimization or curve-fitting toolbox in Matlab. 
2.6 Single-element VNA Calibration 
It sounds impossible to solve for the full VNA calibration problem with a single 
element. Nevertheless, the switch-loaded distributed t-line makes this ultimate calibration 
possible. The general idea is shown in Fig. 2.23. By distributing switches across the 
entire t-line, numerous offset-short measurements can be derived using extrapolation 
technique. If the propagation constant of the switches-loaded t-line (𝛾𝛾′) is known, all the 
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error terms can be solved including the transmission ones as the structure by itself is a 
reciprocal two-port network. The key for this algorithm is to find 𝛾𝛾′. 
2.6.1 Propagation Constant Extraction in Single-element ECal  
Fig. 2.23(b) shows the schematic of two offset-shorts at different t-line lengths. The 
reflection coefficients can be derived as 
 
𝛤𝛤?,?? =𝑇𝑇?𝑇𝑇??
−1
1
,                                                                                                            (2.50) 
𝛤𝛤?,?? =𝑇𝑇?𝑇𝑇??
−1
1
,                                                                                                            (2.51) 
 
 
Figure 2.23: (a) Schematic of single-element ECal structure. (b) Offset-short reflection 
measurements from the left port and (c) from the right port. 
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where 
 
𝑇𝑇?? =
𝑒𝑒????? 0
0 𝑒𝑒????
,                                                                                            (2.52) 
 
represents the T-matrix of the t-line with length 𝑙𝑙? and propagation constant 𝛾𝛾′. After 
combining 𝛤𝛤?? and 𝛤𝛤?? into a 2 × 2 matrix form, we arrive at the following expression: 
 
𝛤𝛤?,?? 𝛤𝛤?,?? = 𝛤𝛤?? =𝑇𝑇?
−𝑒𝑒????? −𝑒𝑒?????
𝑒𝑒???? 𝑒𝑒????
= 𝑇𝑇?𝐿𝐿? ,                                            (2.53) 
𝑇𝑇? = 𝛤𝛤??𝐿𝐿?
??,                                                                                                                   2.54  
 
The same can be applied on the other port as shown in Fig. 2.23(c): 
 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑇𝑇? = 𝛤𝛤??𝐿𝐿?
??.                                                                                                     2.55  
 
In (2.55), swap operation means the ports of the network are flipped and is expressed 
mathematically as 
 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑇𝑇? =
0 1
1 0
𝑇𝑇?
??    0 1
1 0
= 𝐼𝐼?𝑇𝑇?
??𝐼𝐼? .                                                             2.56  
 
With (2.56), (2.55) can be reorganized as 
 
𝑇𝑇? = 𝐼𝐼?𝐿𝐿?𝛤𝛤??
??𝐼𝐼? .                                                                                                     2.57  
 
Inserting (2.54) and (2.57) into the line measurements 
 
𝑀𝑀???? = 𝑇𝑇?
𝑒𝑒????? 0
0 𝑒𝑒????
𝑇𝑇? ,                                                                               2.58  
 
leads to the following expression: 
 
𝛤𝛤??
??𝑀𝑀????𝐼𝐼?
??𝛤𝛤?? = 𝑀𝑀 = 𝐿𝐿?
?? 𝑒𝑒????? 0
0 𝑒𝑒????
𝐿𝐿?.                                           2.59  
 
Expanding the left side of (2.59), we arrive at the following four equations: 
 
𝑚𝑚?? =
𝑒𝑒??? ???????? − 𝑒𝑒?? ????????
𝑑𝑑𝑑𝑑𝑑𝑑 𝐿𝐿?
,                                                                   2.60  
𝑚𝑚?? =
𝑒𝑒??? ?????? − 𝑒𝑒?? ??????
𝑑𝑑𝑑𝑑𝑑𝑑 𝐿𝐿?
,                                                                               2.61  
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𝑚𝑚?? =
−𝑒𝑒??
? ?????? + 𝑒𝑒?? ??????
𝑑𝑑𝑑𝑑𝑑𝑑 𝐿𝐿?
,                                                                           2.62  
𝑚𝑚?? = −𝑚𝑚??,                                                                                                                                                   2.63  
𝑑𝑑𝑑𝑑𝑑𝑑 𝐿𝐿? = −𝑒𝑒??
? ????? + 𝑒𝑒?? ????? .                                                                                   2.64  
 
Here 𝑚𝑚??, 𝑚𝑚??, 𝑚𝑚??, and 𝑚𝑚?? are the elements in the combined measurement M and 
𝑑𝑑𝑑𝑑𝑑𝑑 𝐿𝐿?  is the determinant of the matrix 𝐿𝐿?. As all the lengths are defined by the layout, 
we can solve for the switched-loaded propagation constant from either one of (2.60) – 
(2.62). Once 𝛾𝛾′ is found, the error terms are solved using the offset-short measurements. 
The impedance can be renormalized following the procedure in section 2.2.4. 
2.6.2 Single-element ECal Implementation 
Fig. 2.24 shows the schematic of three switched-load t-line structures. Note that Fig. 
2.24(b) and Fig. 2.24(c) differ only in the granularity of the switches when distributed 
along the unloaded t-line. Switch mismatch has negligible impact on the accuracy due to 
the averaging effect of the distributed nature. The cut-off frequency for the loaded line is 
approximately 1 THz assuming each segment has an effective inductance and capacitance 
of 10 pH and 10 fF. The characteristic impedance of the line is 30 Ω. Fig. 2.24(d) shows a 
3D layout view of the connection between t-line and a switch, which is placed underneath 
the ground mesh.    
2.7 Chapter Summary 
This chapter introduced a novel VNA calibration technique in CMOS. By modulating 
the impedance of switches electronically, error terms can be solved with fewer calibration 
structures. The core theme is to derive reflection measurements loaded with ideal short 
using the concept of load extrapolation. In addition, the proposed π-network 
configuration allows the application of impedance sharing to avoid the introduction of 
additional unknown variables. Impedance renormalization can be carried out in the same 
structure by approximating the complex impedance of a transistor at high frequencies 
with resistance measured at DC. The reference plane can be placed on lower metal layers 
by layout design. This allows the exclusion of access via from the DUT. The complete 
die photo of the ECal chip is shown in Fig. 2.25.    
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Figure 2.24: (a) – (c) Circuit schematics of different single-element ECal structures. (d) 3D 
illustration of the connection from the signal line to a switch. 
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Figure 2.25: ECal chip micrograph. 
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Chapter 3  
 
Broadband Dielectric Spectroscopy 
for Chemical Mixture Detection 
The study of the interaction between matter and electromagnetic fields can be dated 
back to 19th century when James Clerk Maxwell uncovered the coupling between the 
electric and the magnetic fields. Thereafter the characterization of electromagnetic 
responses has become one of the most important analytical tools for material science and 
electronic engineering. The polarization of matter due to impinged fields is quantified by 
the permittivity (ε) and the permeability (µ), which describes how electromagnetic waves 
propagate in the medium. As the polarization depends uniquely on the molecular 
structures and the composition of the matter, it is possible to exploit the electromagnetic 
property in emerging biomedical applications. 
Currently the most successful electromagnetic sensing application is the millimeter-
wave imaging used in airport security screening [15]. Similar technology has also been 
pursued by numerous researchers in the medical fields for non-invasive tumor detection 
in human body [16 – 17]. Now it is time to turn our attention to even smaller specimen: 
cells that constitute the human body and biological molecules such as proteins and DNA. 
In this chapter, we will first review the fundamental principle of dielectric spectroscopy 
and different measurement modalities. Following that, we will discuss the design and the 
implementation of a 1 – 50 GHz sensor prototype in CMOS for chemical mixture 
detection. 
3.1 Introduction to Broadband Dielectric Spectroscopy (BDS) 
The interaction of matter with the electromagnetic fields induces different 
polarization effects depending on the composition, structure, and the orientation. Such a 
response is frequency-dependent and therefore enables the use of spectroscopy for 
material characterization. The polarization (𝑃𝑃) leads to the change of field intensity (𝐸𝐸) in 
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the medium and is related to the displacement fields (𝐷𝐷) as 
 
𝐷𝐷 = 𝜀𝜀?𝐸𝐸 + 𝑃𝑃.                                                                                                                     3.1   
 
Formally, the polarization is defined as the volumetric density of dipole moment in space: 
 
𝑃𝑃 =
𝑝𝑝
𝑉𝑉
.                                                                                                                           3.2   
 
On the other hand, it is easier to regard the polarization as the susceptibility (χe) of matter: 
 
𝑃𝑃 = 𝜀𝜀?𝜒𝜒?𝐸𝐸.                                                                                                                       3.3   
 
Equation (3.1) can therefore be expressed as 
 
𝐷𝐷 = 𝜀𝜀? 1+ 𝜒𝜒? 𝐸𝐸 = 𝜀𝜀?𝜀𝜀?𝐸𝐸 = 𝜀𝜀𝐸𝐸,                                                                                 3.4   
 
with 𝜀𝜀 being the complex permittivity: 
 
𝜀𝜀 = 𝜀𝜀? − 𝑗𝑗𝑗𝑗".                                                                                                                 3.5   
 
In (3.5), the real part accounts for the amount of electric energy stored in the matter, and 
is often termed dielectric constant, whereas the imaginary part captures the loss dissipated 
as heat, and is often characterized as loss tangent: 
 
 
Figure 3.1: The interaction of molecules with electromagnetic fields. 
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tan 𝛿𝛿 =
𝜀𝜀"
𝜀𝜀?
.                                                                                                                 3.6   
 
For example, the dielectric constant and the loss tangent of an undoped silicon at RF is 
approximately 11.7 and 0.043, respectively. In the optics, index of refraction (n) is more 
often used and the link with the permittivity and the permeability is  
 
𝑛𝑛 = 𝜀𝜀?𝜇𝜇? .                                                                                                                 3.7   
 
It is more appropriate to model the polarization with time-dependency by convolving 
the material dependent susceptibility with the field intensity: 
 
𝑃𝑃 𝑡𝑡 = 𝜀𝜀? 𝜒𝜒? 𝑡𝑡 − 𝜏𝜏 𝐸𝐸 𝜏𝜏 𝑑𝑑𝑑𝑑
?
??
,                                                                               3.8   
 
The above expression is similar to our engineering description of a linear time-invariant 
(LTI) system, which can be associated with a specific frequency response describing the 
system dynamics. In biological samples, such dynamics depends on the motion of the 
molecules. Fig. 3.1 illustrates a few examples with molecules widely found in blood. We 
will briefly explain each motion in the following paragraphs. 
At low frequencies around kHz, the ions exhibit translational motions when applying 
time-varying electric fields. Such ionic diffusion leads to the accumulation of charges at 
the electrode-electrolyte interface and is the major cause of the electrical-double-layer 
(EDL) [18]. The phenomenon is similarly found in the electrolytic capacitors, resulting in 
extremely high effective permittivity (> 1000) for the medium with high ionic strength 
[19]. As frequency increases, the translational motion is prohibited, causing the 
permittivity to drop. This is termed α-dispersion.  
There are two different molecular motions at frequencies above MHz. First, large 
molecules such as protein will exhibit rotational behavior if charge is non-uniformly 
distributed along the molecular chain. On the other hand, the interfacial polarization of 
the cellular membrane due to Maxwell-Wagner effect also contributes the dispersion of 
the permittivity. Such a combinational effect is termed β-dispersion [19]. It is worth 
mentioning that the Maxwell-Wagner polarization is widely studied with Effective 
Medium Theory (EMT) to analyze the effective permittivity of a cell using single or 
double shell models [20].  
At microwave frequencies, the highly polar water molecules will re-orient themselves 
with the fields through the rotational motions, leading to γ-dispersion centered around the 
relaxation frequency at 18 GHz [19]. On the other hand, as biological specimen is 
heterogeneous in nature, the interaction between the nearby molecules due to Van del 
Waal forces leads to δ-dispersion, which manifests themselves at frequencies slightly 
below the γ-dispersion. The origin of δ-dispersion can be attributed to the presence of 
bound water formed around the macromolecules as a thin membrane layer. These water 
molecules will present less mobility when responding to the alternating fields. The 
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aforementioned polarizations are based on relaxation. From circuit perspectives, these 
relaxation effects are equivalent as cascading of several RC filters.  
As frequency increases above THz and infrared band, resonance responses due to the 
collective vibration of macromolecules and the vibration of hydrogen bonds can be 
observed. A distributed mass-spring system can often be applied to describe such 
behavior [21]. The atomic polarization due to the distortion of the electron clouds within 
an atom can be observed at optical frequencies. 
The dispersion of the permittivity is usually described using the Debye model: 
 
𝜀𝜀 𝜔𝜔 = 𝜀𝜀? +
𝜀𝜀? − 𝜀𝜀?
1+ 𝑗𝑗𝑗𝑗𝑗𝑗
− 𝑗𝑗
𝜎𝜎
𝜔𝜔
,                                                                                             3.9   
 
where εs and ε∞ are the static and optical permittivity, respectively, j = √ -1, τ is the 
relaxation time constant, and 𝜎𝜎  is the conductivity. Complex composition of the 
biological specimen can be accounted for with the superposition of Debye equations: 
 
𝜀𝜀 𝜔𝜔 = 𝜀𝜀? +
∆𝜀𝜀?
1+ 𝑗𝑗𝑗𝑗𝜏𝜏?
?
.                                                                                             3.10   
 
In (3.10), Δεi and τi describe the difference between the static and the optical permittivity 
and the associated time constant at each band, respectively. Note that the effect of 
conductivity has been ignored in (3.10) as ionic distribution is less pronounced at 
microwave frequencies [22]. Other equations with empirical parameters can be used to 
simplify the model. The Havriliak-Negami relaxation model is the most generalized one:  
 
𝜀𝜀 𝜔𝜔 = 𝜀𝜀? +
𝜀𝜀? − 𝜀𝜀?
1+ 𝑗𝑗𝑗𝑗𝑗𝑗 ? ?
.                                                                                             3.11   
 
In the above expression, α and β are the empirical parameters describing the broadening 
and the asymmetry of the complex permittivity when plotted in polar form. Equation 
(3.11) is called Cole-Davison model if α = 1 and Cole-Cole model if β =1. 
The impulse response of the electric susceptibility can also be modeled with a 
stretched exponential function. Such a function can be conceived as a distribution of 
relaxation time constant with the distribution function ρ(u): 
 
𝜒𝜒? 𝑡𝑡 = 𝜒𝜒? 0 𝑒𝑒??
?
= 𝜌𝜌 𝑢𝑢 𝑒𝑒?
?
?𝑑𝑑𝑑𝑑
?
?
.                                                                                 3.12   
 
The Fourier Transform of (3.12) is called Kohlrausch–Williams–Watts function and can 
only be found with numerical integration. 
The polarization of matter is considered as a causal LTI system. Therefore Kramer-
Kronig relationship is applicable to the complex permittivity, linking the real and the 
imaginary parts of the permittivity through Hilbert transform [23]. In the time-domain, 
38 
 
 
Hilbert transform is the convolution of the function of interest with 1/πt. In frequency-
domain, Hilbert transform operates by multiplying the spectrum with –j×sign(ω), where 
 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝜔𝜔 =
−1,      𝑓𝑓𝑓𝑓𝑓𝑓  𝜔𝜔 < 0
      0,      𝑓𝑓𝑓𝑓𝑓𝑓  𝜔𝜔 = 0
      1,      𝑓𝑓𝑓𝑓𝑓𝑓  𝜔𝜔 > 0
                                                                                         3.13   
Due to system causality, it is sufficient to measure either the real or the imaginary part of 
the complex permittivity. The measurements of both parameters can facilitate the cross 
checking of the results. 
3.2 Sensor Types  
Sensors of different types are used to characterize the permittivity of the biological 
samples based on its size and physiological states. This section provides a summary of 
the existing sensor topologies.  
3.2.1 Open-ended Coaxial Cables 
The open end of a coaxial cable is one popular sensing site for tissue measurements at 
microwave frequencies. As fringing fields interact with the material-under-test (MUT), 
changes in the effective load result in differences in the measured S11 (Fig. 3.2).  
 
𝑆𝑆?? =
1− 𝑗𝑗𝑗𝑗𝑍𝑍? 𝐶𝐶 𝜀𝜀? + 𝐶𝐶?
1+ 𝑗𝑗𝑗𝑗𝑍𝑍? 𝐶𝐶 𝜀𝜀? + 𝐶𝐶?
.                                                                             3.14   
 
With careful calibration and shifting of the reference plane, the open-ended coaxial cables 
can be used as a probe to quantify the complex permittivity of tissues in a convenient 
way. For example, [24, 25, 26] presents a coaxial probe machined with stainless steel for 
interfacing with wet tissue excised from the tumor surgeries. With the advancement of 
micromachining, coaxial probes with aperture diameter less than 1 mm is feasible. For 
 
Figure 3.2: Open-ended coaxial sensor. 
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example, [27] demonstrated an active probe operating from 2 – 16 GHz, consisting of 
both a MEMS-based coaxial probe with 0.6-mm aperture size and CMOS circuits. The 
frequency range is limited by the electronics; the probe itself can support operating 
frequencies up to 30 GHz [28].  
3.2.2 Planar Waveguides 
Recently, transmission-line sensors have drawn significant attention in the 
community due to its broadband nature. With both transmission and reflection 
measurements, complex permittivity can be inferred by quantifying the change of wave 
propagation as the channel is loaded with MUT. In particular, planar structures such as 
microstrip lines and coplanar waveguide (CPW) are of great interest due to ease of 
microfluidic integration. This facilitates the sample delivery at reduced volume [29]. In 
particular, cell measurements at microwave frequencies are all accomplished with planar 
waveguides. For example, [30] and [31] measure cells in suspension placed within a 
miniature reservoir fabricated on top of the CPW. Single-cell analysis is similarly 
performed by immobilizing the cells using C-cup trapping structure [22].  
3.2.3 Resonators 
Sensors employing resonance offer superior sensitivity enhancement due to 
bandwidth narrowing. By measuring the shift in the resonant frequency and the 
degradation of the resonator’s quality factor, complex permittivity can be readily 
extracted. Similar to the waveguides, planar resonators such as spiral inductors, 
microstrop rings, and LC resonators are preferred. For example, [32] performs glucose 
sensing using planar spiral inductors fabricated on a PCB. The same can be applied for 
cell measurements once the cells are immobilized on top of the sensing capacitor. Planar 
antennae can serve for the same purpose. One good example is the measurement of 
protein conformation change using slot antenna [33].  
It is worth mentioning the Margin Probe developed by Dune Medical Inc., a 
biomedical start-up from Israel [34]. The pencil-like probe integrates a spiral coil with 1-
cm aperture resonating at 500 MHz when interacting with the tissue. The probe is used to 
identify the margin of excised tumors directly in the operating room. This provides real-
time feedback to the doctors and the surgeons. Such a device has received FDA approval 
in 2013 and the clinical trials conducted in UC Irvine Medical Center reports that it is 
capable of reducing the rate of secondary surgery by 50 % [35].  
3.2.4 Free-Space Measurements 
Free-space measurements are yet another type of dielectric sensing which can be 
performed remotely. Similar to the measurements using waveguide sensors, this approach 
measures the changes of the amplitude and the phase as the target sample is inserted 
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within the propagation paths. One critical issue for such measurement modality is the 
necessity of high power source to compensate for the path loss. This is not the case for 
near-field sensing where the samples are placed in direct contact with the sensors.  
3.3 Instrumentation 
3.3.1 Frequency-domain Spectroscopy 
All the aforementioned discrete sensors are measured with vector network analyzer 
(VNA). This instrumentation embeds various directional couplers to separate the incident 
and the reflected waves at each port for complex ratiometric measurements over a broad 
range through frequency sweeping. However, the sensor performance is considerably 
suffered due to the existence of the front-end passives. For instance, the receiver noise 
figure in Agilent N5242 PNA can be as high as 31 dB (noise floor of -133 dBm at 10-Hz 
bandwidth). This motivates the development of new sensor electronics.  
3.3.2 Time-domain Spectroscopy 
Broadband permittivity can also be measured in the time-domain using reflectometry 
and pulsed system, which offers significant throughput enhancement as frequency 
sweeping is avoided. Such time-domain spectroscopy has been widely adopted for THz 
spectroscopy by generating femto second pulses with quasi-optic techniques [36]. 
Pseudo-random sequence signal is yet another type of input excitation source for rapid 
broadband measurements [37]. As the input signal spans over a broad frequency spectrum, 
the correlation between the input and the sampled outputs allows the characterization of 
frequency response of the sensor. The main challenge for time-domain measurement is 
the design of high-speed sampler with low noise and low distortion. 
3.3.3 Impedance Analyzer 
The impedance analyzer is suitable for instrumentation miniaturization due to its 
architectural simplicity. As shown in Fig. 3.3(a), the current flows through the sensor is 
first amplified, converted to a voltage with a transimpedance amplifier (TIA), and I/Q 
demodulated directly without the need for directional couplers. The absolute sensor 
impedance can be calculated if the driving amplitude (V0) is known a priori: 
 
𝑍𝑍????? =
𝑉𝑉?
𝐼𝐼?????
.                                                                                                       3.15   
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Figure 3.3: Impedance analyzer architectures. 
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On the other hand, the sensing signal, which is defined as the percentage change in the 
sample impedance, is proportional to the driving amplitude: 
 
Δ𝑖𝑖 =
Δ𝑍𝑍
𝑍𝑍?????
𝐼𝐼? =
Δ𝑍𝑍
𝑍𝑍?????
𝑉𝑉?
𝑍𝑍?????
.                                                                       3.16   
 
Consequently, sensor SNR can be significantly improved with higher driving voltage. 
However, it is important to be aware that the driving amplitude cannot be arbitrary large; 
in fact, it is either determined by the affordable signal swing and the acceptable distortion 
level at the transmitter or the dynamic range specification at the receiver. For example, 
10-dB back-off from the 1-dB compression point of the receiver is mandatory to avoid 
measurement error due to distortion.  
Due to its architectural simplicity, several CMOS impedance analyzers have been 
implemented for bio-sensing applications. In [38], a CMOS impedance analyzer with 10 
× 10 sensing sites is demonstrated for label-free bio-molecular sensing. With 3.3-V 
 
Figure 3.3(cont’): Impedance analyzer architectures. 
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supply, the work demonstrates a dynamic range of more than 90 dB in 10-Hz bandwidth. 
To further improve the performance, [39] implements a sensor front-end with baseline 
cancellation. By driving the two sensors with a common excitation, the relative difference 
between the reference and the sensing channels can be distilled without saturating the 
subsequent amplifiers (Fig. 3.3(b)). Optimum cancellation is achieved with auto-
calibration prior to the actual measurements using delta-sigma modulator. Note that such 
baseline signal can also be cancelled with passive devices. For instance, [40] embeds a 
figure-8 pick-up transformer within an excitation coil for the detection of magnetic beads 
(Fig. 3.3(c)).  Feedback is another popular technique to relax the dynamic range 
requirement for the readout circuits. Fig. 3.3(d) shows the conceptual view of the 
architecture presented in [41]. The signal of interest is first I/Q demodulated to DC, 
amplified with high-gain integrators, and modulated back to RF to drive a feedback 
capacitor. With such global feedback, the outputs (VR and VI) will self-adjust such that 
the error signal ierror can be minimized. The impedance of the sensor (Zsense) is therefore 
related to the output voltages VR and VI at DC with the following expression: 
 
𝑠𝑠𝑠𝑠𝐶𝐶?? 𝑉𝑉? cos𝜔𝜔?𝑡𝑡 + 𝑉𝑉? sin𝜔𝜔?𝑡𝑡 = −
𝑉𝑉? cos𝜔𝜔?𝑡𝑡
𝑍𝑍?????
.                                                             3.17   
 
The system can perform impedance measurements up to 150 MHz, achieving 0.6-aFrms 
noise floor in 10-Hz bandwidth at 1-V amplitude drive. 
The aforementioned impedance analyzers are limited to frequencies less than 1 GHz. 
For microwave sensing, [42] implements an impedance analyzer with a capacitive half-
bridge. Ratiometric measurement is carried out from 0.62 – 10 GHz by measuring both 
the complex voltages at Va and Vb sequentially (Fig. 3.3(e)). Such an approach mitigates 
the load-pull effect on the signal source. 
3.4 Broadband Dielectric Sensor in CMOS 
To circumvent the aforementioned frequency limitation, a broadband dielectric sensor 
integrating an on-chip waveguide sensor and receiver front-end is discussed in this 
section. Measurement technique for drift mitigation and baseline cancellation is proposed. 
Experiment results on different chemicals are presented. 
3.4.1 Sensor and Reference Liquid Calibration 
Fig. 3.4 shows the device photo. The CMOS IC with on-chip sensor is clamped 
between a microfluidic module to perform sensing directly on top of the chip. In this 
work, a coplanar waveguide (CPW) transmission line (t-line) is used as the sensing 
element due to its broadband nature. Fringing fields, originating from the center signal 
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line and terminating in the adjacent ground, pass through the biological sample, enabling 
dielectric detection. To maximize sensor sensitivity, the passivation layer on top of the 
sensing metal is removed using pad-open layer. Unlike conventional S-parameter 
measurements using VNAs which requires bulky directional couplers, transmission 
measurement in voltage is adopted due to its simplicity in system architecture. To relate 
measured output voltage with sample permittivity (𝜀𝜀 = 𝜀𝜀? − 𝑗𝑗𝜀𝜀"), a novel model is 
proposed. Fig. 3.5 shows the model of a sample-loaded t-line. The reciprocal of Vout can 
be expressed as a linear function of t-line ABCD matrix: 
 
1
𝑉𝑉???
=
1
𝐼𝐼?
𝑍𝑍?
𝑍𝑍?𝑍𝑍?
𝐴𝐴 +
1
𝐼𝐼?𝑍𝑍?𝑍𝑍?
𝐵𝐵 +
1
𝐼𝐼?
𝐶𝐶 +   
1
𝐼𝐼?
𝑍𝑍?
𝑍𝑍?𝑍𝑍?
𝐷𝐷.                                                   3.18  
 
𝐴𝐴 𝐵𝐵
𝐶𝐶 𝐷𝐷
=
𝑐𝑐𝑐𝑐𝑐𝑐ℎ 𝛾𝛾ℓ𝓁𝓁 𝑍𝑍?𝑠𝑠𝑠𝑠𝑠𝑠ℎ 𝛾𝛾ℓ𝓁𝓁
𝑍𝑍?
??𝑠𝑠𝑠𝑠𝑠𝑠ℎ 𝛾𝛾ℓ𝓁𝓁 𝑐𝑐𝑐𝑐𝑐𝑐ℎ 𝛾𝛾ℓ𝓁𝓁
.                                                           3.19  
 
Note that Z?𝛾𝛾 = 𝑅𝑅 + 𝑗𝑗𝑗𝑗𝑗𝑗  and 𝛾𝛾 𝑍𝑍? = 𝐺𝐺 + 𝑗𝑗𝑗𝑗𝑗𝑗  where R, L, G, and C are circuit 
parameters of a t-line in quasi-TEM mode with units of ohm/m, H/m, S/m, and F/m. 
Since the t-line metal is exposed to the sample directly without passivation in between, 
the following equation holds: 
 
𝐺𝐺 + 𝑗𝑗𝑗𝑗𝑗𝑗 = 𝐹𝐹 𝜔𝜔 ∙ 𝜀𝜀? − 𝑗𝑗𝑗𝑗" .                                                                       3.20   
 
 
Figure 3.4: Photograph of dielectric spectroscopy biosensor. 
 
 
Figure 3.5: Sample-loaded t-line model for reference liquid calibration. 
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Here 𝐹𝐹 𝜔𝜔  is a geometric dependent parameter and is constant for a given CPW 
dimension. By applying Taylor series expansion on sinh and cosh functions up to 4th 
term, (3.18) can be re-expressed as a polynomial function of sample permittivity: 
 
sinh 𝑥𝑥 = 𝑥𝑥 +
𝑥𝑥?
3!
+
𝑥𝑥?
5!
+⋯                                                                                3.21   
  
cosh 𝑥𝑥 = 1+
𝑥𝑥?
2!
+
𝑥𝑥?
4!
+⋯                                                                                3.22   
  
𝑉𝑉???
?? = 𝑎𝑎 ∙ 𝜀𝜀? + 𝑏𝑏 ∙ 𝜀𝜀? + 𝑐𝑐 ∙ 𝜀𝜀 + 𝑑𝑑.                                                                  (3.23)  
 
In (3.23), the unknown coefficients a, b, c, and d can be calibrated by measuring four 
reference liquids with the least-square method. More importantly, the interconnect as well 
as the signal conditioning circuitry before and after the sensor, which exist in practical 
system implementation, can all be absorbed into the coefficients. Consequently, as 
compared to conventional approach using VNA where the sensor boundary must be 
precisely known [29], the proposed model is more robust to misalignment of 
microfluidics. 
 
3.4.2 Receiver 
A heterodyne architecture is utilized in the broadband receiver (Fig. 3.6). The sensing 
signal is first amplified by a distributed amplifier (DA) with 50-Ω input impedance, 
down-converted to 100-MHz IF frequency, and demodulated off-chip for vector 
measurements. The DA (Fig. 3.7(a)) consists of five unit cells. The input and output 
transmission lines are implemented with center-tapped inductors (Fig. 3.7(b)) for area 
reduction [43]. Series peaking inductors are inserted at the cascode nodes to further 
enhance the bandwidth. Note that DA exhibits excellent noise figure in the pass-band 
 
Figure 3.6: System architecture of the proposed sensor. 
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except at frequency below ¼ of the line cut-off (~ 18 GHz) due to increased noise 
contribution from the gate termination. On the other hand, as dipole relaxation for 
biological substance also occurs around this frequency band, it is desirable to improve the 
sensitivity through circuit techniques. In this work, a noise-cancellation (NC) DA is 
proposed. Instead of 50-Ω polysilicon resistor, the gate-line is terminated with a 
common-gate (CG) amplifier followed by a cascode stage. Signal is summed 
constructively at the output while the noise from the active termination is cancelled due 
to sign inversion [44]. The CG amplifier employs T-coil peaking for bandwidth 
enhancement. A second 2-stage DA is cascaded for testing purpose. 
The mixer (Fig. 3.7(c)) employs a double-balanced structure to prevent LO  
 
Figure 3.7: (a) Distributed amplifier. (b) Vertically-coupled center-tapped inductor. (c) Double-
balanced mixer. 
 
 
Figure 3.8: (a)  LO chain block diagram. (b) CS-CG S2D cell. 
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Figure 3.9: Photograph of CMOS sensor. 
 
 
 
Figure 3.10: Measurement results of (a) 2-stage DA (b) receiver. 
 
 
 
Figure 3.11: Measurement setup employing correlated-double-sampling. 
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feedthrough. VRF1 is driven by the DA while VRF2 can either be AC grounded or driven 
by another signal at RF frequency. The purpose of the latter approach will be discussed in 
the next section. To maximize both the bandwidth and the linearity, the mixer is 
inductively-peaked and loaded by pseudo-differential inverter-based TIA. In this 
prototype, the LO signal is fed off-chip. The LO chain (Fig. 3.8(a)) consists of a single-
to-differential (S2D) stage followed by two CML buffers. The S2D stage consists of three 
CS-CG cells with the outputs of the last two connected in cross-coupled fashion. In this 
way, the phase error due to path mismatch is averaged out. Fig. 3.8(b) shows the 
schematics of the CS-CG S2D cell. 
3.4.3 Experimental Results 
Fig. 3.9 shows the die photo of the sensor in 65-nm CMOS. First, the electrical 
performance of the front-end is measured through on-wafer probing. The 2-stage DA 
measures a pass-band gain of 12 dB and a NF of 6dB at low frequency with 60-GHz -3-
dB bandwidth (Fig. 3.10(a)). As the noise cancellation is activated, the low frequency 
gain is boosted by 4 dB while the NF is reduced by 2 dB. Without NC, the DA achieves 
an average input P-1dB of -8 dBm. A 3.5 dB reduction is observed as NC is enabled at 
frequency below 10 GHz. Fig. 3.10(b) shows the electrical performance of the front-end. 
The combined DA-mixer-TIA provides a gain of 18 dB and 7 dB NF at 1 GHz (NC on) 
while providing gain up to 50 GHz. The gradual gain roll-off is due to insufficient LO 
drive at high frequencies. The measured average NF from 1 to 18 GHz is 7.5 dB. The 
input-referred P-1dB is -31 dBm and -26.8 dBm at 1 and 20 GHz, respectively. 
Consequently, the linearity is limited by the baseband stages. 
Fig. 3.11 shows the measurement setup based on correlated double sampling (CDS) 
with the capability of rejecting phase wander between RF/LO for the on-chip Rx and the 
reference clock for the external demodulator. The idea is to monitor the system drift 
through another RF signal that is insensitive to the presence of the sample. This is 
achieved by injecting a phase-coherent signal at VRF2 of the mixer and switching the DA 
on and off. Measurements of -VRF2 and VRF1 – VRF2 (Fig. 3.11) are collected sequentially. 
The desired voltage (VRF1) can be re-constructed by normalizing to its adjacent 
measurement: 
 
𝑉𝑉???
𝑉𝑉???
= −
𝑉𝑉??? − 𝑉𝑉???
−𝑉𝑉???
− 1 .                                                                               3.24  
 
Another benefit of injecting at VRF2 is to cancel out the baseline signal exciting the CPW 
sensor at IF. This allows maximizing the SNR without saturating the mixer, which is 
beneficial for low frequency operation as the phase shift across the CPW t-line is smaller. 
In order to achieve optimum baseline signal cancellation, an off-chip 20-GHz phase 
shifter (PDL-100A, Colby Instrument) with electronic control is used to null the output 
prior to the sample measurements.  
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Fig. 3.12 shows the photo of the measurement setup. Liquid samples are injected into 
the channel using a syringe pump and high precision step motor. Time-domain 
waveforms of normalized VRF1 at 20 GHz with four different sample liquids are shown in 
Fig. 3.13, which matches theoretical permittivity values. The normalized VRF1 for 
different samples is shown in the scatter plot on a vector plane. Clusters of different 
samples are clearly observed. With (3.23), the extracted permittivity of IPA versus 
frequency is plotted, showing accurate behavior that matches to the theoretical model 
[45]. The standard deviation of the extracted permittivity at 20 GHz is less than 1%. The 
sensitivity (SNR = 1) is also 1 % ( = |Δε/ε|) at |ε|= 4.45 at 100-Hz bandwidth. The 
effectiveness of CDS of canceling the baseline drift is demonstrated in Fig. 3.14. It is 
found that the sensitivity is not limited by the thermal noise as the output standard 
deviation remains relatively constant when adjusting the bandwidth between 10 and 1000  
 
Figure 3.12: Measurement setup. 
 
 
Figure 3.13: Measured signals of 4 different liquids in (a) time-domain (b) vector-plane. (c) 
Extracted permittivity of IPA. 
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Figure 3.14: Drift mitigation: (a) measured raw data and (b) after applying CDS. 
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Hz. More likely the noise floor is limited by the slow CDS switching rate (3 Hz) 
constrained by the MATLAB communication between the PC, FPGA, and the data 
acquisition of Agilent N5242 PNA. Fig. 3.15 shows the measurement of water versus 
 
Figure 3.15: Measured normalized VRF1 of air, water, and PBS at 20 GHz. 
 
 
 
Table 3.1: Performance summary. 
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PBS (phosphate buffer saline, which resembles blood serum) at 20 GHz.  Table 3.1 
summarizes the sensor performance. 
3.5 Chapter Summary 
This chapter starts with an introduction of dielectric spectroscopy and explained the 
origin of dispersion in the complex permittivity. After discussing various sensor 
topologies, different impedance analyzer architectures were reviewed. To extend the 
frequency range with miniaturized instrumentation, a 1 – 50 GHz sensor prototype 
implemented in CMOS was presented. Measurement technique against sensor drift were 
highlighted and experimental results demonstrating the capability of the sensor for 
chemical mixture detection were presented. 
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Chapter 4  
 
Injection-Locked Oscillator Sensors 
for Single-Cell Analysis 
Flow cytometry, a process of electronically sorting and counting cells, is routinely 
used for medical diagnosis and disease monitoring, as commonly seen with CD4+ T-cell 
counts in HIV patients [46] and more recently with identifying circulating tumor cells 
(CTC) in cancer patients [47]. Most present day clinical flow cytometers use 
fluorescence-activated cell sorting (FACS), which requires bulky optical detection 
system.  More importantly, the complex sample-labeling process, required by both 
fluorescent and magnetic-based assay systems, is the rate-limiting step both in regards to 
assay time as well as the wide-spread adoption in the point-of-care (POC) setting. In the 
application of regenerative medicine, labeling of cells with surface biomarker, which 
potentially interferes with cellular functionality, must be avoided when sorting cells of 
desired phenotype after stem cells differentiation [48]. This motivates the development of 
label-free flow cytometry.  
Electrical impedance spectroscopy (EIS) [49] is an attractive approach for single-cell 
analysis. By measuring the electrical responses of the target sample under field excitation, 
direct assessment of biophysical properties enables label-free detection, an approach 
similar to mass, elasticity, and morphology measurements [50]. As an example, [51] 
demonstrates an impedance cytometer for whole blood cell analysis at 0.5 and 1.7 MHz 
with the integration of sample preparation in the microfluidics. One critical issue for low-
frequency measurement is the screening of the signal due to both electrical double layer 
(EDL) at the electrode-electrolyte interface and the interfacial relaxation of cell 
membrane (the β-dispersion), resulting in ambiguous identification of different cellular 
subpopulation. Moreover, interferences caused by the variation of ionic strength in the 
physiological medium can hinder the signal of interest. Such effects are captured using 
equivalent circuit model of a cell passing through the sensing electrodes shown in Fig. 
4.1(a) [52]. Additional chemical stimuli to modify cellular physiology or membrane 
permeability as well as polystyrene labeling are still inevitable [53 – 54]. 
The application of microwaves allows the probing of the intrinsic cytoplasm as the 
electric field easily penetrates through the cell membrane (Fig. 4.1(b)). Such bi-lipid layer 
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with 5 nm of thickness presents 3 ~ 4 pF of capacitance for 10-µm diameter cells and 
becomes transparent at frequency above 1 GHz. This motivates the investigation of using 
microwave signature as effective discrimination between cells of different phenotypes 
[22]. In the past, such study is carried out with large amount of cells suspended in 
aqueous medium [31]; it is not until recently that [55] demonstrates there indeed 
significant difference (~ 10 %) in permittivity between colorectal cancer cells at different 
aggressive stages at 5 – 15 GHz. Though showing promising results, these measurements 
are carried out by dehydration of the medium after cells being loaded onto a MEMS 
resonator, potentially altering its physiological status.  Therefore study in the frame closer 
to the clinical setting at larger scale is still necessary. It is worth mentioning that [56] 
implements an impedance sensor using off-the-shelves components at 500 MHz and is 
able to detect the size and the distribution of vacuoles between two different yeast cells 
while [57] is capable of studying yeast cell viability at 5 GHz using MEMS-based RF 
interferometry and vector network analyzer (VNA). Current state-of-the-art microwave 
(1.5 GHz) sensor for single-cell detection is presented in [58]; instead of probing the 
intracellular content, the sensor is aiming to detect the position of cells in the channel 
after dielectrophoresis (DEP) actuation.  
CMOS has been the optimal technology for biomedical devices in clinical use. In 
addition to system miniaturization, unprecedented sensitivity can be achieved with on-
CMOS direct sensing. Recently, different modalities have been demonstrated for cell-
 
Figure 4.1: Equivalent circuit models at (a) MHz and (b) GHz for cells suspended in the medium. 
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based analysis in CMOS, including the detection of red blood cell deformability using 
impedance analysis at 0.4 MHz [39], study of the pulsatile movement from mouse cardiac 
progenitor cells under changes in extracellular ion concentration using magnetic labeling 
[59], assay for personalized drug development using multi-modalities sensing platform  
[60], and extracellular recording of neuron network with large-scale microelectrode 
arrays [61]. CMOS systems dedicated for microwave sensing have also been 
demonstrated. For example, [62] integrates an on-chip coplanar waveguide (CPW) 
transmission-line sensor with broadband receiver for 1 – 50 GHz spectroscopy using S21 
measurements; [63] utilizes similar approach at 9 MHz – 2.4 GHz with integrated on-chip 
signal source; [64] measures the frequency shift of a sensing oscillator in a phase-locked 
loop (PLL) at 7 – 9 GHz; [42] derives the complex permittivity of material-under-test 
(MUT) between 0.62 – 10 GHz from a capacitive half bridge. In addition, [65] and [66] 
implement integrated VNAs in SiGe process to measure the complex permittivity of 
aqueous solutions at frequencies ranging from 50 – 100 GHz and 118 – 133 GHz. 
However, none of the work offers the capability for single-cell detection; only chemical 
mixture is experimented at relatively large sample volume (e.g. 0.09 nL from [62]).  
In this chapter, we present a CMOS spectrometer architecture aiming at 
characterizing dielectric responses at single-cell level between 6.5 – 30 GHz [67]. With 
sensing oscillator injection-locked to an excitation source, sample-induced frequency 
perturbation is converted to an output phase shift with electronically adjustable transducer 
gain. By exploiting such inherent phase amplification property, the proposed sensor 
offers sub-aF of capacitive sensitivity level at 100-kHz noise bandwidth under 1-V 
supply, allowing high-throughput flow cytometry for large-scale statistical study. Though 
the link between frequency modulation and phase shift has been widely exploited in 
different applications such as clock de-skewing [68], wireless beam-forming [69], 
frequency tuning in sub-THz signal generation [70], and Doppler radars [71 – 72], this 
work, to the authors’ knowledge, explores the use of ILO phase amplification property in 
reactance sensing for the first time.  
The chapter is organized as follows. Section 4.1 discusses the system specification for 
the sensor based on signal analysis and throughput requirement. The proposed system 
architecture based on injection-locked oscillator sensor is introduced in Section 4.2. 
System implementation, chopping techniques, and system noise analysis are discussed in 
Section 4.3. Section 4.4 and 4.5 presents the measurement results including both 
electrical characterization and the flow cytometry. Discussions are given in Section 4.6.   
4.1 Signal Analysis and System Requirement 
Fig. 4.2 shows a pair of coplanar electrodes in the flow cytometry setting performing 
differential-like measurements. As a cell flows across the sensing electrodes, the 
perturbed electrical fields result in a capacitance change between the electrodes. Such a 
56 
 
 
change can be derived by finding the perturbed system energy caused by an induced 
dipole moment (𝑝𝑝) due to the polarization of the cell: 
 
∆𝑈𝑈 =
1
2
∆𝐶𝐶𝑉𝑉?
? = −
1
2
𝑝𝑝 ∙ 𝐸𝐸? 𝑟𝑟 ,                                                                              (4.1) 
where V0 is the driving voltage, E0(r) is the electric field intensity in the medium, and the 
dot represents the inner product.  From (4.1), the induced capacitance change can be 
expressed as [58] 
∆𝐶𝐶 = 4𝜋𝜋𝜀𝜀?𝑎𝑎?Re 𝐾𝐾??
𝐸𝐸? ?
𝑉𝑉?
? ,                                                                                       4.2  
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𝜀𝜀? 𝜔𝜔 + 2𝜀𝜀? 𝜔𝜔
=
∆𝜀𝜀 𝜔𝜔
∆𝜀𝜀 𝜔𝜔 + 3𝜀𝜀? 𝜔𝜔
                                                                           
=
1
1+ 3
𝜀𝜀? 𝜔𝜔
∆𝜀𝜀 𝜔𝜔
,                                                                       4.3  
 
where εm and εp are the permittivity of the medium and the cell, respectively, a is the 
radius of the cell, and KCM is the Clausius-Mossotti factor, which describes the 
permittivity contrast between the cell (in shape of perfect sphere) and the medium. In the 
proposed sensor, KCM is the main quantity to be measured; however, as can be seen in (2), 
both cell size and field intensity contribute to the overall capacitance change and require 
careful interpretation or calibration of the data. The size of the cell can be inferred by the 
addition of low frequency conductivity change similar to conventional Coulter counter 
[73].  On the other hand, field intensity is a strong function of the elevation and mandates 
precision control on the position of cells in the microfluidic channel to ensure consistent 
data while maximizing signal level. Fig. 4.3(a) shows the simulated field intensity along  
 
Figure 4.2: Electrodes arrangement in flow cytometry: (a) 3-D and (b) cross-section illustrations. 
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Figure 4.3: (a) Field distribution and (b) normalized field intensity at the center of electrodes. (c) 
Induced capacitance change. 
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different streamlines at an elevation h ranging from 4 to 20 µm above the electrodes. In 
this work, a pad-open layer with aluminum is used to define the electrodes and therefore 
no post-fabrication is required. Both the electrode width and pitch are 10 and 20 µm, 
respectively, optimized based on the integrity of the signal waveforms. Fig. 4.3(b) plots 
the square of the field intensity at different elevation along the z-axis with all the fields 
normalized to that at h of 12 µm.  From Fig. 4.3(b), it is seen that the signal level is 
inversely proportional to the elevation, emphasizing the importance of the position 
control of the cells during the flow. Fig. 4.3(c) plots the capacitance changes from both 
the calculation (Eq. 2) and the HFSS simulation at different cell sizes. The induced 
capacitance change shows a sensitivity of 4 aF in 2.5 % of particle permittivity change (at 
nominal εp of 40) assuming the medium has permittivity (εm) of 65. Such an analysis can 
therefore be utilized to estimate the capacitance signal for system design. Note that 
discrepancy between the simulation and calculation is clearly observed in the figure. This 
is mainly due to the constant-field assumption in the calculation. On the other hand, it is 
important to point out that the HFSS simulated absolute capacitance change heavily 
depends on the granularity of the meshing. In order to resolve minute capacitance change 
during the permittivity sweep, mesh re-use must be employed between each simulation. 
The requirements for the sensing precision in terms of the minimum detectable 
capacitance, is determined as follows. According to [55], there is approximately 10 % 
difference in the relative permittivity between the colorectal cancer cells at different 
aggressive stages. These percentage differences in permittivity translate to a capacitance 
change of 16 aF for cells with diameter of 10 µm. Consequently, sensor noise floor of 1 
aFrms is necessary for sufficiently high signal-to-noise ratio (SNR). In the layout, the 
electrodes length (50 µm) is selected to be comparable to the fluidic channel width (60 
µm) to mitigate precise control of the flow streamline in the y-coordinate (Fig. 4.2(a)). 
Such geometry leads to water-loaded electrode capacitance of 29 and 16 fF at 5 and 30 
GHz, respectively. Therefore the required detection limit of the sensor is 34.4 ppm (1 
aFrms out of 29 fF). In practice, due to extra routing and circuit capacitance, such limit 
will be lowered to 10 ppm (1 aFrms out of 100 fF). 
To achieve throughput comparable with the existing flow cytometry (> 1 kcells/sec), 
a filtering bandwidth of more than 1 kHz is necessary by approximating the measured 
signal with Gaussian pulses (signal bandwidth ≈ 0.44/FWHM). In practice, much higher 
bandwidth is mandatory as the flow rate needs to be increased to accommodate for the 
diluted cell concentration. This is to prevent the channel from clogging. In this work, the 
bandwidth requirement is much more stringent (~ 100 kHz) as the system must resolve 
local field distribution at the edge of the electrodes, as shown in Fig. 4.3(a)). As described 
in the flow cytometry experiments in section 4.5, such local peaks are used as an 
indication of the cell elevation.  
It is essential to perform sensor calibration using size-traceable beads with known 
material properties prior to the cell measurements. As most polymers have relatively low 
permittivity, the sensor must support a dynamic range of 51 dB (= 350 aF / 1 aFrms) when 
calibrating with 10-µm diameter polystyrene beads (εr = 2.2) according to the curve in Fig. 
4.3(c). Note that one extra bit (6 dB) must be included if the sensor outputs bipolar 
waveform (Fig. 4.2(a)). In fact, smaller bead size is acceptable for calibration purpose, 
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relaxing the required dynamic range to 44 dB. Note that the fringing field measurement 
results in certain non-linearity in the capacitance-permittivity curve caused by the series 
configuration of the coupling and the sensing capacitors. Such curvature in the transfer 
curve can be calibrated with beads of known but different permittivity. Table 4.1 
summarizes the design specification for the proposed flow cytometry. 
4.2 Sensor Architecture 
4.2.1 Conventional Oscillator-based Sensor 
Oscillators are widely used for reactance sensing through shift in oscillation 
frequency [74, 75, 76, 77, 78]. As shown in Fig. 4.4(a), both high resolution and direct 
digitized readout can be achieved with simple counter-based frequency detection. Such 
an approach provides nearly unlimited dynamic range while the minimum resolvable 
frequency shift is limited by the residue frequency noise of the oscillator itself: 
 
∆𝜔𝜔?,???? = 𝑆𝑆? 𝜔𝜔 𝑗𝑗𝑗𝑗 ? 𝐻𝐻??? 𝜔𝜔 ?𝑑𝑑𝑑𝑑
?
?
,                                                               4.4  
 
Table 4.1: Specification for dielectric spectroscopy flow cytometry. 
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where Sϕ(ω) is the SSB phase noise of the oscillator and HLPF(ω) describes the noise-
filtering applied to the sensor. In the actual implementation, the noise floor is determined 
by the accumulated timing jitter within the counting window τw [79][80]. By normalizing 
against the oscillation frequency ω0, the noise-limited resolution is expressed as 
 
∆𝜔𝜔
𝜔𝜔? ?,???
?
=
4
𝜋𝜋𝜔𝜔?
?𝜏𝜏??
𝑆𝑆? 𝜔𝜔 sin
𝜔𝜔𝜏𝜏?
2
?
𝑑𝑑𝑑𝑑
?
?
.                                                 4.5  
 
For example, an oscillator at 10 GHz having a phase noise of -100 dBc/Hz at 1-MHz 
offset frequency will accumulate 10 ps of jitter in 100 µsec of counting window. The 
normalized frequency uncertainty is 0.1 ppm according to (4.5). Note that the counter 
noise has been excluded in the calculation. 
To reduce frequency drift due to temperature variation and environmental 
interference, differential measurement with a reference oscillator is necessary and is 
carried out in a time-interleaving fashion to avoid mutual locking. Though slow-varying 
 
Figure 4.4: Oscillator-based sensor architecture. (a) Frequency counting and (b) PLL. 
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common-mode noise is mostly rejected, the measurement discontinuity between each 
oscillator can potentially incur unwanted noise penalty due to incomplete cancellation. 
This could be one of the reasons that even the state-of-the-art oscillator sensors do not 
reach the theoretical sensitivity limit calculated from (4.5) [80]. On the other hand, 
pushing the sensing frequency toward microwaves (~ 30 GHz) significantly increases the 
design complexity for the detection circuitries as both the multiplexer and the counter, in 
particular the 1st-stage in the counter chain, must be operating at the maximum speed. 
Frequency calibration is inevitable if narrowband tuned-loads are utilized in those 
building blocks. Down-conversion can be employed to relax power-speed trade-offs at 
the cost of higher susceptibility to the mixer noise due to slew rate reduction after low-
pass filtering [78].  
Another modality for detecting frequency shift is by embedding the oscillator within a 
phase-locked loop (PLL), as shown in Fig. 4.4(b) [64]. In such scheme, the sample-
induced frequency shift is reflected on Vctrl from the action of feedback. Though it is 
known that PLL shapes the VCO phase noise with high-pass filtering at the output, this is 
not true for sensing application as the VCO noise is also referred to Vctrl through the 
phase error correction mechanism within the loop bandwidth. Besides the advantage of 
consistent excitation frequency during the sensing, such PLL-based measurements suffer 
from extra noise sources such as reference clock and charge pump. The speed is also 
limited speed due to stability constraint. Moreover, high performance baseband 
processing poses design challenges when KVCO is high. Lastly, the demand for differential 
measurements results in higher complexity in the calibration procedure making this 
approach unsuitable for flow cytometry applications [81 – 82]. 
4.2.2 Proposed Injection-locked Oscillator (ILO) Sensor 
Fig. 4.5 shows the simplified sensing architecture implemented in this work where 
both the sensing and the reference oscillators can operate in continuous mode, achieving 
the highest possible common-mode rejection. By injection locking the sensing oscillators 
with an excitation source, the perturbation of the oscillation frequency of either one of the  
 
Figure 4.5: Proposed sensor architecture. 
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ILOs transduces to a differential phase shift presented at the input of the phase detector 
(PD). Fig. 4.6 shows the ILO model and the phasor diagram [83 – 84]. As ωinj deviates 
from ωosc, the injection current Iinj must bear a phase shift θ with respect to Iosc such that 
the total current It flowing into the tank exactly compensates the extra phase shift α 
introduced by the resonator. From trigonometry shown in the phasor diagram, it is 
obvious that the phase of the resonator α due to frequency perturbation is enhanced when 
referring to θ. It is such a phase amplification property that plays the major role in 
improving the sensor performance.   
From Fig. 4.6(b), the steady-state phasors satisfy 
 
 
Figure 4.6: (a) Injection-locked oscillator model. (b) Steady-state phasor diagram. (c) Sensor 
transfer curve. 
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tan𝛼𝛼 =
𝐼𝐼??? sin𝜃𝜃??
𝐼𝐼??? + 𝐼𝐼??? cos𝜃𝜃??
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where Δω (= ω0 – ωinj) represents the frequency deviation between the injection and the 
resonance of the LC-tank. The transducer gain of the ILO can be found: 
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defines the coupling coefficient. Under weak injection (K  << 1) and ωinj  ≈ ω0,  
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??
  →  ???
≈
2𝑄𝑄
𝐾𝐾
= 2𝑄𝑄
𝐼𝐼???
𝐼𝐼???
,                                                                                     4.9  
 
which is proportional to the resonator Q and inversely proportional to the injection 
strength. Consequently, the weaker the injection, the higher the transducer gain. Another 
viewpoint for such phase amplification can be explained using ILO locking range. From 
transfer curve shown in Fig. 4.6(c), it is seen that θss reaches approximately ±90° across 
the locking range. This is because phase synchronization effect is minimum as the 
injection and the oscillation currents are in quadrature, i.e. the impulse sensitivity of the 
oscillator is minimum at its voltage maximum [85]. Consequently, the injection locking 
transduces the frequency shift, which is an unbound parameter, to a bounded phase 
quantity with maximum of 180º, leading to an inherent sensitivity enhancement. Another 
important advantage of employing phase detection is that the sensor is capable of 
capturing a rapid response since the measurement is resolved at an edge-to-edge basis in 
contrast to frequency counting measurements where higher resolution mandates longer 
counting time. 
4.2.3 Sensor Noise Analysis 
As the system is configured as an interferometer, noise of the excitation source can be 
neglected due to self-mixing. On the other hand, phase noise of the ILOs is 1st-order high-
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pass filtered by the injection locking due to phase synchronization effect [86]. The high-
pass filtering corner frequency can be derived through the General Adler’s Equation [84]: 
 
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑
= 𝜔𝜔? +
𝜔𝜔?
2𝑄𝑄
𝐼𝐼??? sin 𝜃𝜃??? − 𝜃𝜃
𝐼𝐼??? + 𝐼𝐼??? cos 𝜃𝜃??? − 𝜃𝜃
.                                                         4.10  
 
In (4.10), θ and θinj represents the instantaneous phase of the oscillation and injection 
currents, respectively. At locked state, θ = ωinjt and θinj = ωinjt + θss. Applying 
perturbation analysis with θ = ωinjt + 𝜃𝜃, 𝜃𝜃  << 1, and Taylor Series expansion, we arrive 
at the following differential equation describing the system dynamics [68][ 84][87] 
 
𝑑𝑑𝜃𝜃
𝑑𝑑𝑑𝑑
= −
𝜔𝜔?
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1
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where τ is the time constant for the system to reject the perturbation. The corner 
frequency of the high-pass filtering, or the injection-locking bandwidth, is therefore  
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The total integrated phase noise at the output of ILO is 
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Assuming the bandwidth of noise filtering is much smaller than that of injection locking, 
the minimum detectable frequency shift normalized to ω0 can be derived by dividing 
(4.13) to (4.7) with (4.12): 
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Interestingly, (4.15) shows that the noise floor is constant regardless of K and θss. This is 
because ωp scales with the transducer gain in an opposite way, i.e. weak injection results 
in the lowering of the injection locking bandwidth, which compensates the increase of the 
transducer gain. Fig. 4.7(a) illustrates the effect of injection strength on the shaped phase 
noise. It is important to note that (4.15) bears the same result as (4.4), the sensitivity limit 
in frequency counting approach. This is of no surprise as both modalities shares the same 
 
Figure 4.7: ILO phase noise shaping: (a) reducing injection strength and (b) increasing tank Q. 
 
 
 
Table 4.2: Measurement parameters. 
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sensing principle. Nevertheless, the high transducer gain offered by the injection locking 
is still beneficial in sensor design for rejecting noise sources from the subsequent stages, 
similar to the role of low-noise amplifier (LNA) in a receiver chain. Including the noise 
from PD, the input-referred noise floor is  
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where vn,PD (ω) and KPD are the noise PSD and the gain of the phase detector, respectively.  
It is of interest to compare the signal and noise property between the frequency 
counting and injection locking as a function of the resonator Q. In the frequency counting 
measurement, the sensitivity limit improves with higher Q due to the reduction of the 
oscillator phase noise. On the other hand, the integrated phase noise at the output of ILO 
stays constant; it is the enhancement in transducer gain that helps in lowering the input-
referred noise floor. Such phenomenon is depicted in Fig. 4.7(b) graphically. Finally, it is 
important to bear in mind that the proposed sensing architecture avoids time interleaving 
and hence maintains the highest possible common-mode rejection.  
Table 4.2 compares the measured parameters between different modalities. By 
stopping the oscillation, the LC resonator can be configured as the load of an amplifier in 
the same phase-detecting interferometry. Such an approach avoids the phase noise 
amplification due to the absence of the positive feedback [88]. However, as the signal is 
only amplified by the Q of the resonator, the minimum detectable frequency shift is 
identical with that of the ILO sensors. This is again of no surprise as it is the same 
resonator that implements the fundamental sensing element. Nevertheless, injection 
locking outperforms all the methods due to its inherent phase amplification. 
From the aforementioned discussion, two mutual injection-locked oscillators seem to 
be the optimum sensor configuration, which combines the benefits of interferometry and 
injection-locking signal amplification. Indeed, noise is reduced but not completely nulled 
while the effective phase shift induced by frequency perturbation is lowered, leading to 
constant SNR. Detailed analysis on two mutual injection-locked oscillators will be shown 
in Section 4.6.2. The results are also generalized to N-stage coupled oscillators. 
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4.3 Circuit Implementation 
4.3.1 System Architecture 
Fig. 4.8 shows the complete system block diagram of the proposed spectroscopic 
sensor prototype consisting of four channels in series to probe the dielectric property of 
the target cells at 6.5-, 11-, 17.5-, and 30-GHz frequencies. Such frequency range is 
selected to cover the broad dispersion of water relaxation centered around 18 GHz while 
each frequency is determined to avoid inter-channel coupling at higher harmonics and  
 
more importantly, the mutual pulling between the oscillators. The core of each channel 
consists of two injection-locked oscillators (ILOs) performing differential sensing using 
pairs of 50 µm × 10 µm pad-layer electrodes with 20-µm pitch, driven by a wideband 
QVCO, and a Gilbert mixer for phase detection. The ILOs are implemented with NMOS 
differential oscillator with analog controlled varactor for frequency calibration purpose. 
The QVCO is implemented with two differential LC-oscillators anti-phase coupled with  
 
Figure 4.8: Sensor block diagram. 
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diode-connected NMOS. Such an approach is preferred against passive 90º phase shifter 
due to its simplicity and highly symmetric layout. To accommodate large frequency 
deviation (~ 5 %) as ILOs are loaded with air (εr = 1) and aqueous sample such as water 
(εr = 80), the QVCO is designed with > 14 % of tuning range. To maximize the 
conversion gain of the phase detector (PD), the QVCO outputs are interpolated through 
summation and subtraction to cancel the quadrature phase error. Moreover, such phase 
interpolation rejects the uncorrelated phase noise from the QVCO outputs through PM-to-
AM conversion. Chopping is included through phase modulation along the RF path to 
mitigate signal corruption due to baseband flicker noise and will be discussed in the next 
section. A 8.5 – 24.5 dB gain VGA is followed by a 1st-order CT-ΣΔ modulator for signal 
digitization with off-chip decimation filtering. The demodulation of the signal is 
embedded within the modulator with NMOS switches. The integrator in the ΣΔ 
modulator can also be configured into a TIA by enabling the resistive paths for direct 
analog readouts. 
4.3.2 QVCO with Passive Couplers 
In this section, the fundamentals of the QVCO employing passive couplers are 
presented. Consider a four-port oscillator model coupled through linear passive devices 
shown in Fig. 4.9(a). The coupling currents injected into VI+ are 
 
𝐼𝐼?? = 𝑔𝑔? 𝑉𝑉?? − 𝑉𝑉?? + 𝑉𝑉?? − 𝑉𝑉?? = −2𝑔𝑔?𝑉𝑉??,                                (4.17)  
 
where 𝑔𝑔? is the conductance of the coupling devices. As expected, coupled oscillator with 
linear devices bears a desirable in-phase injection. However, due to such in-phase 
coupling, any phase relationship can be sustained at four ports as long as the net phase  
 
Figure 4.9: Four-port coupled oscillator (a) with linear couplers and (b) nonlinear couplers. 
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around the loop is an integer multiple of 2π. This can be understood in another way. 
Suppose that such a linearly coupled oscillator is already in perfect quadrature and no 
LC-tank mismatch exists. What happens when one of the tank’s resonance frequencies is 
lowered by Δω? Since all the coupling currents are in-phase with respect to the terminal 
voltages, there’s no mechanism to compensate for such a frequency-induced phase shift 
in the LC-tank and hence Bark- hausen’s criteria cannot be maintained. On the other 
hand, assume the coupling device exhibits the following nonlinear I-V behavior:  𝐼𝐼? =
𝑔𝑔??∆𝑉𝑉 + 𝑔𝑔??∆𝑉𝑉?, where ΔV is the terminal voltage across the device. The coupling 
currents injected into VI+ is 
 
𝐼𝐼?? = 𝑔𝑔?? 𝑉𝑉?? − 𝑉𝑉?? + 𝑉𝑉?? − 𝑉𝑉?? + 𝑔𝑔?? 𝑉𝑉?? − 𝑉𝑉??
?
+ 𝑉𝑉?? − 𝑉𝑉??
?
                                     
 
= −2𝑔𝑔??𝑉𝑉?? − 𝑔𝑔?? 2𝑉𝑉??
? + 6𝑉𝑉??
?𝑉𝑉?? .                        (4.18) 
 
Since VI+ and VI+3 are both in-phase with the nodal voltage, they behave exactly the same 
as the coupled oscillator using linear passives. On the other hand, VQ+2VI+ bears an 
orthogonal component (with respective to nodal voltage) that allows the compensation of 
phase shift due to mismatch in the LC-tank. To see this, the fundamental component in 
VQ+2VI+ is derived supposing that VI+ = V0cos(ω0t) and VQ+ = V0cos(ω0t – π/2 - 𝜙𝜙e): 
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where 𝜙𝜙e is the quadrature phase error and V0 is the oscillation amplitude. Note that the 
2nd term in (3) can be decomposed into an in-phase and orthogonal components: 
 
𝑐𝑐𝑐𝑐𝑐𝑐 𝜔𝜔?𝑡𝑡 − 2𝜙𝜙? = 𝑐𝑐𝑐𝑐𝑐𝑐 2𝜙𝜙? 𝑐𝑐𝑐𝑐𝑐𝑐 𝜔𝜔?𝑡𝑡 + 𝑠𝑠𝑠𝑠𝑠𝑠 2𝜙𝜙? 𝑠𝑠𝑠𝑠𝑠𝑠 𝜔𝜔?𝑡𝑡 .                          (4.20) 
 
Fig. 4.10(a) plots the phasor diagram. It can be seen that the nonlinear coupler creates an 
orthogonal component (Iinj,eff) to compensate for any frequency-mismatch-induced phase  
 
Figure 4.10: Phasor diagram illustrating effective injection currents in (a) Ic1 and (b) Ic2. 
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shift from the LC-tank. Therefore quadrature phase locking can be achieved. The same 
procedure can be applied to the coupling current (Ic2) flowing into VQ+ with 
corresponding phase diagram shown in Fig. 4.10(b). 
Phase error dependency on the matching property of different parameters can be 
analyzed using a perturbation method around the ideal quadrature solution using KVL 
matrices. Alternatively, the phasor diagram in Fig. 4.10 can assist the derivation of phase 
error if only the reactance mismatch between the two oscillators is of interest. From 
(4.18) and (4.20),  
    𝐼𝐼???,??? =
3
2
𝑔𝑔??𝑠𝑠𝑠𝑠𝑠𝑠(2𝜙𝜙?)𝑉𝑉?
?.                                                                              (4.21)  
 
Given Iosc to be the oscillation current in each differential oscillator and assuming that the 
in-phase coupling current is negligible compared to Iosc, the phase shift introduced by Iinj,eff 
of Ic1 (or Ic2) is 
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ≈ 𝜃𝜃 =
𝐼𝐼???,???
𝐼𝐼???
=
3
2𝑔𝑔? 𝑠𝑠𝑠𝑠𝑠𝑠 2𝜙𝜙? 𝑉𝑉?
?
𝐼𝐼???
.                                                    (4.22)  
  
The phase error with respect to LC-tank mismatch is derived: 
 
2𝜙𝜙? =
2
3
𝐼𝐼???
𝑔𝑔??𝑉𝑉?
? 𝑄𝑄
∆𝜔𝜔
𝜔𝜔?
.                                                                                         (4.23)  
  
Assuming the oscillation amplitude is proportional to the oscillation current (Iosc = V0Gtank) 
and with Q = ω0Ctank/Gtank, 
 
 
 
 
Figure 4.11: Phase error versus 𝑔𝑔?? at different 𝑔𝑔??. 
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𝜙𝜙? =
1
3
𝜔𝜔𝐶𝐶????
𝑔𝑔??𝑉𝑉?
?
∆𝜔𝜔
𝜔𝜔?
~
1
𝑔𝑔??𝑉𝑉?
? .                                                                               (4.24)  
 
From (4.24), two properties are observed. First, phase error is reduced with larger 𝑔𝑔?? due 
to increased Iinj,eff. Second, the phase error is inversely proportional to the amplitude 
square and hence increasing the oscillation amplitude helps in lowering phase error with 
much greater extent. To validate (4.24), Fig. 4.11 shows the simulated and the calculated 
phase error of a QVCO using modeled nonlinear passives with 1% capacitance mismatch 
introduced between the two LC-tanks. Excellent match between simulation and modeling 
is achieved. Note that in order to decouple the influence of high order harmonics on the 
phase error, an ideal filter is used such that all the high-order harmonics from coupling 
device are filtered out before entering into the corresponding tank. In this way, the 
simulation result reflects only the effect from the device nonlinearity on the coupling 
currents at the fundamental frequency. Indeed high order harmonics affect phase 
accuracy; nevertheless, their impact is already not pronounced due to the frequency 
selectivity of the LC-tank. A full transistor model is utilized in each differential oscillator 
with a total width of 48 µm for the cross-coupled pair. Inclusion of harmonic filter 
ensures that the quadrature locking is not achieved through super-harmonic coupling. 
Simulation is conducted at 26 GHz with the following LC-tank values: L = 125pH with Q 
= 12 at 26 GHz and Ctank = 0.15pF.  
  Study of the 𝑔𝑔?? impact is also shown in Fig. 4.11. Phase error is degraded with 
larger 𝑔𝑔??. This is caused by the lowering of the tank swing as the effective loading from 
the couplers to the LC-tank is increased. However, 3rd-order nonlinearity plays a more 
dominant role. 
 
Figure 4.12: (a) QVCO schematic and (b) the coupling cells. 
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4.3.3 Coupler Non-linearity Enhancement 
After discussing the importance of coupler nonlinearity, two coupling cells are 
implemented for comparison (Fig. 4.12). QVCO-1 employs conventional diode- 
connected devices where the phase accuracy can only be improved through up-sizing the 
devices at the expense of significant parasitic loading. Fig. 4.12(b) shows the schematic 
of the proposed coupling cell (QVCO-2). The idea is to implement a bi-directional diode 
with the addition of two tiny PMOS switches which turn on alternatively, allowing 
coupling current through M1 to reverse its direction within an oscillation cycle. 
Consequently, 𝑔𝑔??and 𝑔𝑔?? are doubled without introducing heavy loading. Interestingly,  
 
such a configuration further helps in enhancing  𝑔𝑔?? thanks to the nonlinearity of the 
PMOS. For another perspective, view the PMOS as a sampling mixer which generates 2nd 
harmonic at the gate of NMOS (VG), which mixes with the coupling current at the 
fundamental frequency through M1. 
 
Figure 4.13: (a) BPSK chopping technique and (b) its operation plotted on PD transfer curve. 
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4.3.4 Phase Chopping Technique 
Chopping is widely used in interferometers to mitigate the influence of interference 
and detector flicker noise by periodically blocking the signal in one of the paths. In this 
paper, we term such a scheme OOK modulation to resemble signal modulation in 
communication system. As phase is of interest in this work, chopping can be similarly 
achieved through BPSK modulation applied to one single path. Fig. 4.13 exhibits how the 
chopping is achieved with the aid of signal points on the PD transfer curve. It is important 
to point out that the actual phase signal is not truly chopped; in fact, it is the gain  
inversion property presented in the transfer curve of a mixer-based PD in the vicinity of 
±90° that implements the chopping behavior at the PD output. The main advantage of 
pursuing BPSK modulation is the doubling of the signal level when compared with OOK 
modulation. 
One critical issue for BPSK modulation is the high DC offset caused by large 
chopping ripples due to inevitable ILO locking transient. To understand this, let’s 
examine the phase dynamics in an intuitive way as the injection signal experiences 180º 
phase inversion.  First, consider the steady-state ILO waveforms in Fig. 4.14(a) where 
ωinj > ωosc (high-side injection) and hence positive phase difference θ is presented 
between Iinj and Vosc. As Iinj is inverted, Vosc will shift in the direction of increasing θ to 
approach the new steady-state phase through phase interpolation between Vosc and the 
inverted Iinj. On the other hand, the phase inversion of Iinj will results in Vosc being pulled 
in the direction of decreasing θss if ωinj < ωosc (low-side injection), as shown in Fig. 
4.14(b). On the phasor diagram, this indicates that Vosc will rotate in either clockwise or 
counter-clockwise direction depending on the polarity of the frequency difference, 
meaning that the process is deterministic. 
Fig. 4.15(a) shows the phasor dynamics as BPSK modulation applied to the Q-path 
together with the signal trajectory along the PD transfer curve assuming high-side 
injection on both ILOs. As only Q-path is being chopped, input phase will traverse along 
the PD transfer curve from point A to C and wrap around to re-start from point A again.  
 
As such a sequence determines the signal polarity of the chopping ripples, it is obvious 
that demodulation results in high DC offset as shown in the simulated waveforms (Fig. 
4.16(a)). 
One possible solution to prevent offset from saturating the basedband circuitries is 
time-gating the ripples at the PD output. However, this approach suffers from 
unpredictable residual ripple as the precise locking time constant is not known. On the  
other hand, a wider gating window results in significant loss in the signal level and is not  
preferred. 
4.3.5 Ping-Pong Nested Chopping  
This paper proposes a ping-pong chopping technique to circumvent such offset issue 
without introducing system complexity (Fig. 4.15(b)). The idea is to chop both I and Q  
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Figure 4.14: BPSK modulated phasor dynamics: (a) high-side injection and (b) low-side injection  
 
 
 
 
Figure 4.15: Phasor dynamics: (a) BPSK and (b) the proposed ping-pong nested chopping. 
 
75 
 
 
 
paths sequentially with 25% duty-cycle clocks such that the phase difference presented to 
PD will transverse back and forth along the PD transfer curve between point A and C and 
therefore modulating the ripple at half of the chopping frequency (Fig. 4.16(b)). This 
leads to the effect of nested chopping without introducing any additional choppers along 
the high-frequency signal paths. As ripples are self-cancelled pair-wise after 
demodulation, chopping offset is reduced. Finally, it is important to point out that ωinj 
must be either higher or lower than the oscillation frequency of both ILOs. If ωinj lies in 
between the two oscillation frequencies, the effect of nested chopping will vanish. 
Fig. 4.17 shows the schematic of the injection-locked oscillator, PD, and clock 
generation circuitries. Phase chopping is achieved through current commutators stacking 
on top of the I/Q phase interpolation stage. The Gilbert mixer is split into two with their 
LO and RF inputs swapped to present balanced loads to each of the ILO sensors. Gating 
switches are inserted at the output of PD for comparison purpose. The ping-pong 
chopping clocks as well as the gating control signals are derived from an off-chip 400- 
MHz clock. The chopping frequency is 50 MHz and the gating windows can be selected 
between 2.5 and 5 ns. 
4.3.6 System Noise Analysis  
Fig. 4.18 shows the model for analyzing the sensor system noise. In addition to the 
ILO and PD noise discussed in section III-C, the sensor also suffers from both the 
injection current noise and the QVCO phase noise, which can leak to the output due to a 
path mismatch. Referring all noise sources to the input of the PD, the noise PSD can be 
described as 
𝜙𝜙?? 𝜔𝜔 = 2𝑆𝑆?,??? 𝜔𝜔 𝐻𝐻???,??? 𝜔𝜔
?
+
𝑣𝑣?,??
? 𝜔𝜔
𝐾𝐾??
? + 2𝑖𝑖?,????
? 𝜔𝜔 ∙ 𝐾𝐾????
? ∙ 𝐻𝐻???,??? 𝜔𝜔
?
           
 
Figure 4.16: Simulated waveforms at PD output with (a) BPSK chopping and (b) the proposed 
ping-pong nested chopping. 
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Figure 4.17: Circuit schematics: (a) injection-locked oscillator. (b) Phase detector. (c) Clock 
generation and the timing waveform. 
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+𝑆𝑆?,???? 𝜔𝜔 ∙ 𝐻𝐻???,???? 𝜔𝜔
?
.                                                                                                               4.25  
 
In (4.25), in,Iinj(ω) and KIinj represents the current noise and the corresponding phase 
sensitivity of Iinj, Hinj,LPF(ω) is the input phase transfer function of ILO, and Sϕ,QVCO(ω) 
and HNTF,QVCO(ω) are the QVCO phase noise and its noise transfer function. We will 
consider each of them separately.  
The amplitude noise imposed on the injection current will be converted into phase 
modulation if the injection is off resonance (ωinj ≠ ω0), as shown in Fig. 4.19(a) and Fig. 
4.19(b). The conversion gain is therefore a function of θss and can be found with equation 
(4.6): 
𝐾𝐾???? 𝜃𝜃?? =
𝜕𝜕𝜃𝜃??
𝜕𝜕𝐼𝐼???
=
sin𝜃𝜃??
𝐾𝐾 + cos𝜃𝜃??
∙
1
𝐼𝐼???
= 𝐹𝐹 𝜃𝜃?? ∙
1
𝐼𝐼???
.                                     4.26  
 
The induced in-band phase noise at the output of the ILO is  
 
𝑆𝑆?,????
? 𝜔𝜔 = 𝐹𝐹? 𝜃𝜃?? ∙
𝑖𝑖?,????
? 𝜔𝜔
𝐼𝐼???
? .                                                                                 4.27   
 
To validate the model, the simulated F(θss) are compared with the calculation in Fig. 
4.19(c), and the result shows the expected noise increase with larger θss. Nevertheless, the 
current noise of Iinj contributes 13 % even with θss = 60º considering only the thermal 
noise at injection strength K of 0.4. However, simulation shows that the in-band noise (< 
10 kHz offset) can be potentially dominated by the flicker noise of Iinj and hence resistive 
degeneration is applied to all the current sources. 
The application of phase interpolation before the injection results in one additional 
level of noise conversion process. As shown in Fig. 4.19(d), amplitude noise on the tail  
 
Figure 4.18: System noise model. 
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current will incur both amplitude (AM) and phase modulation (PM) after the 
interpolation. The PM noise will directly appear at the output within the injection locking 
bandwidth while the AM noise is converted to phase fluctuation according to (4.26). 
Nevertheless, the overall noise contribution is similar to that without phase interpolation. 
Note that it is desirable to separate the tail currents for both summation and subtraction 
paths in order to avoid doubling the contribution due to noise correlation (Fig. 4.19(e)). 
The noise arising from the QVCO leaks to the output if both paths are not perfectly 
matched. Fig. 4.20(a) depicts the noise model where the injection locking is described by 
two 1st-order low-pass filters H1(ω) and H2(ω). The noise appears at the output due to 
path mismatch is described by the transfer function: 
 
 
Figure 4.19: The effect of injection current AM noise. 
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𝐻𝐻???,???? 𝜔𝜔
?
= 𝐻𝐻? 𝜔𝜔 − 𝐻𝐻? 𝜔𝜔 ? =
1
1+ 𝑗𝑗
𝜔𝜔
𝜔𝜔??
−
1
1+ 𝑗𝑗
𝜔𝜔
𝜔𝜔??
?
,                    (4.28) 
 
where ωp1 and ωp2 represent the injection-locking bandwidth of each path, respectively. 
As signal bandwidth is much smaller than both ωp1 and ωp2, (4.28) can be simplified to 
 
𝐻𝐻???,???? 𝜔𝜔
?
≈ 𝜔𝜔?
∆𝜔𝜔?
?
𝜔𝜔??
.                                                                          (4.29) 
 
Therefore, the amount of leakage can be determined by considering only the mismatch in 
the injection-locking bandwidth Δωp (= ωp1 – ωp2).  Such bandwidth mismatch arises 
from four parameters: ω0, Q, Iinj, and Iosc according to (4.12), and can be derived with 
total derivatives shown in Section 4.6.3. The model is compared with the simulation in 
Fig. 4.20(b) with the given amount of mismatch shown in the inset. It is obvious that the 
rejection of QVCO noise is highly dependent on θss. For simplicity, let’s compare the 
case at θss = 0º and 90º and the corresponding bandwidth mismatches are 
 
𝜃𝜃?? = 0°:  ∆𝜔𝜔? = 𝜔𝜔?
∆𝜔𝜔?
𝜔𝜔?
− 𝜔𝜔?
∆𝑄𝑄
𝑄𝑄
+
𝜔𝜔?
1 + 𝐾𝐾 ?
∆𝐼𝐼???
𝐼𝐼???
−
∆𝐼𝐼???
𝐼𝐼???
,                      (4.30) 
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𝐾𝐾? − 1
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∆𝑄𝑄
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+𝜔𝜔?
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∆𝐼𝐼???
𝐼𝐼???
−
∆𝐼𝐼???
𝐼𝐼???
.                                                                                                          (4.31) 
 
Figure 4.20: (a) Model for QVCO noise and (b) QVCO noise transfer function. 
80 
 
 
From the analysis, it is observed that injection at quadrature phase results in much higher 
sensitivity to mismatch compared to that of the in-phase injection. For example, the 
sensitivity to the oscillation frequency mismatch is increased by a factor of 2Q/K3. In this 
particular example, the difference can be as large as 38.7 dB, and therefore operating the 
sensor with on-resonance injection is recommended. Lastly, the noise contribution from 
QVCO leakage with the approximation in (4.29) can be calculated as 
 
 
Figure 4.21: Frequency calibration between (a) ILOs and (b) QVCO and ILO. 
 
 
 
Figure 4.22: Temperature regulation: (a) schematics and (b) measured thermal time constant. 
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                  (4.32) 
 
Assuming that QVCO has identical phase noise performance as the ILOs, the total noise 
contribution due to path mismatch is 0.15 % and 1 % for θss of 10º and 60º according to 
the amount of mismatch shown in Fig. 4.20(b), respectively. Sensor performance against 
environmental drift and supply rejection can be analyzed in the same way if the 
oscillators do not track perfectly over PVT. 
4.3.7 Calibration 
Based on the aforementioned discussions, frequency calibration is necessary for 
optimum noise performance and is achieved by minimizing the frequency difference 
between each oscillator. As shown in Fig. 4.21, the calibration involves two steps by 
referencing both the oscillation frequency of QVCO and ILO2 to that of ILO1 through the 
measurement of the beat frequency. When calibrating the QVCO frequency, the ILO2 
oscillation is ceased and is configured as a LC-buffer. Due to close proximity in the 
layout, the two ILOs mutually lock if frequency deviation is less than 10 MHz. The 
calibration is therefore completed by placing the oscillators-to-be-calibrated at the center 
of the locking range 
It is also essential to have a stable on-chip test structure in the dielectric (or 
capacitance) domain to facilitate gain calibration of each ILO. This is accomplished by 
implementing an array of four units on-chip switched capacitors made of metal 
overlapping (Fig. 4.17). Each unit presents approximately 20 aF of capacitance change 
based on the measurements. To mitigate sensor drift as well as the error induced by 
random mismatch, these test structures are clocked at 3 kHz during the measurements and 
the results are averaged. 
4.3.8 Temperature Regulation and Thermal Effect 
As dielectric relaxation is a strong function of molecular thermal energy, temperature 
regulation is implemented on-chip to avoid thermal interference. As shown in Fig. 4.22, 
PN junction diodes are used as VBE temperature sensors and minimum-length NMOS 
transistors in linear region serve as heat actuators. The temperature is adjusted by 
controlling the gates of heaters, which are segmented to accommodate variation in the 
thermal network due to the custom microfluidic packaging. The stabilization loop is 
closed off-chip with loop gain of 66 and exhibits worst-case locking time of 4 sec when 
the medium is not in flow. The heater currents are supplied through an off-chip LDO.  
As the ILO presents oscillation amplitude of less than 0.3 V, the power delivered to 
the medium is approximately 0.12 mW assuming the loss tangent of the medium is close 
to unity at frequency between 20 – 30 GHz. Hence microwave induced thermal effect on  
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Figure 4.23: Measured frequency and phase error versus differential control voltage at two 
different bands (ΔV = 0 at Vctrl = 1V). 
 
 
 
 
Figure 4.24: Frequency tuning curves for (a) QVCO-1 and (b) QVCO-2. 
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the physiological condition of cells can be neglected as the exposure of RF energy is less 
than 1 msec [22]. 
 
 
 
 
 
Figure 4.25: Measured QVCO-2 phase noise. 
 
 
 
Figure 4.26: Die micrograph: (a) QVCO-1 and (b) QVCO-2. 
 
 
 
Table 4.3: QVCO comparison table. 
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4.4 Electrical Characterization 
4.4.1 QVCO Measurements 
The QVCOs are measured through on-wafer probing. I/Q outputs are buffered and 
converted through a balun-loaded amplifier.  Phase error is measured with the aid of on-
chip current-mode down-converting Gilbert mixer to a base- band frequency of 100 MHz 
and waveforms are captured using Agilent DSO6104A. To validate that QVCO-2 
presents higher phase error immunity against tank mismatch, sensitivity measurement is 
carried out by offsetting the free-running frequencies of each oscillator with individually-
accessible control voltages. With exactly the same measurement setup, the relative 
 
Figure 4.27: Chip micrograph. 
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difference between the two architectures can be directly compared. Fig. 4.23 shows the 
phase error sensitivity and the oscillation frequency as a function of the differential 
control voltages at both the lowest and the highest frequency bands. All measured phase 
errors are normalized to that at ΔV = 0. It is clearly seen that both QVCOs exhibit similar 
frequency dependency; on the other hand, QVCO-2 presents significantly lower phase 
error sensitivity. For example, the phase error sensitivity (= Δ𝜙𝜙/ΔV) is reduced from 
9.14º/V to 1.89º/V at highest frequency band, showing an improvement factor larger than 
4. The measured absolute phase errors at ΔV = 0 are 1.5º and 0.36º for QVCO-1 and 
QVCO-2, respectively, partially limited by routing and probe asymmetry. Fig. 4.24 
shows the measured frequency tuning curves for both QVCOs. The PMOS devices shield 
the gate of the NMOS from the LC-tanks, and hence QVCO-2 exhibits higher oscillation 
frequency (28.07 vs. 27.65 GHz) and tuning range (4.0 vs. 3.7 GHz). Both QVCOs 
exhibit similar phase noise performance ranging from -98.5 to -100 dBc/Hz at 1-MHz 
offset (Fig. 4.25). Table 4.3 summarizes our study and compares it with recent works. 
Note that the measured phase noise is suboptimal due to lower tank Q-factor, limited by 
the available silicon area (Fig. 4.26); nonetheless, QVCO-1 achieves an FOMA of -193.9 
dB, comparable to state-of-the-art while QVCO-2 exhibits significantly improved phase 
accuracy.  
 
 
4.4.2 Sensor Characterization 
Fig. 4.27(a) shows the chip micrograph implemented in 65-nm CMOS. Each sensor 
occupies an area of 0.4×0.46 mm2 consuming a total power of 65 mW under 1-V supply. 
While the temperature sensor is placed in proximity to the sensing electrodes underneath 
the microfluidic channel, two sets of heaters are located at the chip corners to provide 
more homogenous temperature distribution. Frequency scaling among each channel is 
achieved by scaling only the geometry of the spiral inductors in the oscillators. Fig. 4.28 
shows the QVCO frequency tuning curves, exhibiting a tuning range of > 14.4 % for all 
channels. ILO locking range exceeds 2.5 % (in water) at nominal injection current setting 
(K = 0.4). By offsetting the ILO oscillation frequencies by 100 MHz, the phase noise of 
individual ILO is inferred by measuring the down-converted IF signal. The estimated ILO 
phase noise as the entire electrodes are immersed in water are -103.8 and -94 dBc/Hz at 
1-MHz offset frequency for 6.5- and 30-GHz channels, respectively. It is approximately 
1.5 ~ 3 dB better when loaded with air. The QVCO phase noise is -99 dBc/Hz at 1-MHz 
offset for the 30-GHz channel. 
The sensor sensitivity is characterized by input-referring the sensor output to 
frequency shift through the use of ILO2 control voltage. First, the tuning range, the gain 
of ILO2 (KILO2 = fosc,ILO2/Vctrl2), and the sensor transducer gain Av (= Vout/Vctrl2) are 
measured separately. Next, the frequency sensitivity is derived by converting the 
measured output rms noise voltage through KILO/Av: 
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where an example is shown in Fig. 4.29. The measured frequency resolution at 30-GHz 
channel is 5 ppm at 100-kHz filtering bandwidth at K = 0.4. The equivalent minimum 
detectable capacitance is therefore 10 ppm or 1.25 aF given the estimated ILO bulk 
capacitance of 125 fF when loaded fully with water. Such a number matches the SNR 
from modulating the on-chip switched-capacitors at 3 kHz measured with on-chip ΣΔ 
modulator (Fig. 4.30(a)). The PSD of such signal is also shown in Fig. 4.30(b), exhibiting 
a flicker noise corner of 10 kHz. Note that in the sensitivity measurement, the duration of 
data acquisition (or the observation window) is set to 4 msec, which effectively applies a 
high-pass filter with corner frequency of 125 Hz. In flow cytometry, such high-pass 
corner frequency depends on the flow rate of the cells when applying system-level  
 
Figure 4.28: QVCO tuning ranges for (a) 6.5-, (b) 11-, (c) 17.5-, and (d) 30-GHz channels. 
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correlated double sampling (CDS) to the biploar waveform shown in Fig.4.2(a). Faster 
flow rate will results in better rejection against low-frequency noise. Finally, the signal is 
referred to the capacitance domain after ILO gain calibration using array of 20-aF 
switched capacitors. 
Fig. 4.31(a) plots the sensor transfer curve from 30-GHz channel at different injection 
strength K, showing the expected transducer gain increment with weakened injection. The 
same figure also plots the transfer curve when the ILOs are configured as LC-buffers. 
Note that the gain compression is attributed to the output stage and such non-linearity can 
be compensated by simple curve-fitting curvature correction.  At K = 0.4, a dynamic 
range of 52 dB (2000 ppm/5 ppm) is obtained. Fig. 4.31(b) plots the frequency resolution 
as a function of K, again from the 30-GHz channel. Contrary to the analysis in Section  
 
Figure 4.29: Measured (a) ILO tuning range and (b) sensor transfer curve for 30-GHz channel. 
 
 
 
Figure 4.30: Measured (a) timing waveforms of modulating on-chip switched-capacitors and (b) 
PSD after sinc2 filtering. 
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4.2.3, the input-referred frequency noise is improving with higher transducer gain. This is 
because system noise is dominated by PD and the baseband circuitries instead of the 
ILOs. Frequency resolution is improved to 3 ppm with K = 0.1.  
Next, we study the sensor robustness against frequency mismatch between QVCO 
and ILOs. Fig. 4.32 plots the transducer gain Av and the corresponding sensitivity limits 
as Vctrl of QVCO is being adjusted. As expected, the gain increases when approaching the 
edge of locking range. Interestingly, the frequency noise improves with higher gain, as 
the noise is still dominated by the PD and the baseband circuits. The measured minimum 
detectable frequency shift is 1.25 ppm (also at 100-kHz bandwidth), equivalent to a 
minimum detectable capacitance change of 320 zF. 
It is worth studying QVCO noise leakage due to path mismatch. Fig. 4.33 plots the 
frequency resolution as a function of the ratio between the two ILO injection currents.  
 
Figure 4.31: Measured (a) transfer curves and (b) frequency resolution at 30-GHz channel. 
 
 
 
Figure 4.32: Measured (a) sensor sensitivity and (b) frequency resolution when adjusting Vctrl1. 
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The rms noise increases by 2.5 % when the current ratio is 1.2, corresponding to a 
mismatch of 9.1 %. Such increase in the noise floor can also be observed from the 
measured spectrum at the PD output centered around the chopping frequency. The study 
emphasizes the importance of path matching.  
The efficacy of chopping on flicker noise mitigation is shown in Fig. 4.34. Fig. 4.35 
compares the chopping waveforms at the PD output. The nested chopping effect is clearly 
seen from the polarity of the ripples. Table 4.4 compares the input-referred chopping-
induced offsets from different approaches. As there’s no precise on-chip phase reference, 
the offsets are calculated relative to that from the ping-pong nested chopping. The results 
show that such an input-referred offset can be as large as 761 ppm with BPSK chopping.  
 
Figure 4.33 Measured (a) frequency resolution and (b) PD noise floor with path mismatches. 
 
 
 
Figure 4.34: Measured output PSDs with and without chopping. 
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Ripple reduction through gating indeed reduces the offset at the cost of sacrificing the 
signal level. 
4.5 Flow Cytometry Measurements 
To ensure consistent elevation as cells flow across the sensing capacitors, 
microfluidics with 3D hydrodynamic focusing is necessary [91]. The focusing channel is 
patterned on top of the chip with 55 µm thick SU-8. After die mounting and wire 
bonding, a PDMS/glass microfluidic module is aligned and attached onto the chip under  
 
 
Figure 4.35: Measured chopping ripples at PD output. 
 
 
 
Table 4.4: Comparison of input-referred frequency offsets between different approaches. 
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Figure 4.36: Microfluidic integration: (a) device photo and (b) 3-D hydrodynamic focusing. 
 
 
Figure 4.37: Measured single polystyrene bead flowing across four channels. 
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Figure 4.38: Measured bead signals. 
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Figure 4.39: Histograms of the bead signals. 
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microscope.  Fig. 4.36 shows the entire measurement setup with focusing functionality 
demonstrated using different colors of ink. 
Polystyrene beads (Polyscience Inc.) with a diameter of 5.8 µm (standard deviation of 
0.447 µm) are distilled to 1.3 mg/ml using bovine serum albumin (BSA) for clogging 
prevention and injected using a syringe pump controlled at a rate of 160 mm/s.  Fig. 4.37 
shows the waveforms obtained from a 5.8 µm beads flowing across all four channels after 
ILO gain calibration. Fig. 4.38 shows the measured bead signals at high density over a 
duration of 100 s. The histogram shows that the coefficient of variation (CV) matches to 
that provided by the vendor (Fig. 4.39). Our flow cytometer can also differentiate 
between 5.8 and 10 µm beads in a mixture. 
We have attempted to configure the system as a magnetic bead sensor similar to [40] 
and [93] by overlaying the fluidic channels on top of the spiral inductors of the two ILOs.  
 
Figure 4.40: (a) Simulated E-fields on top of the 30-GHz spiral inductor. (b) Measured bead 
signals at 17.5- and 30-GHz channels. 
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Interestingly, signals (Fig. 4.40) are observed at all frequencies with both magnetic 
(DyNA beads) and non-magnetic beads including polystyrene and gold particles. Field 
simulation shows that the differential center-tapped inductors can in fact be considered as 
two large co-planar electrodes. Fig. 4.40(a) shows the fringing fields above the inductor 
when driven differentially with 1-V amplitude, showing field intensity on the order of 
0.6×104 V/m even at an distance 8 µm above M9 including CMOS passivation 
unremoved. Beads-induced capacitance change can therefore still be detected on top of 
the spiral inductors. Such a conclusion is different from [78]. Unfortunately, no magnetic 
response has been observed. This could be due to too high of an excitation frequency as 
the susceptibility of magnetic materials tends to vanish at frequencies above 6 GHz 
according to [92]. 
4.6 Discussions 
4.6.1 Sensitivity Limits 
This works presents an interferometry-based architecture employing injection-locked 
oscillator sensors for high-throughput flow cytometry using dielectric spectroscopy at 
microwave frequencies. Benefiting from the inherent phase amplification property of ILO 
sensors and simultaneous operation of both the sensing and the reference oscillators, the 
highest possible rejection against undesirable noise sources is obtained. A minimum 
detectable frequency shift of 1.25 ppm is measured with 100-kHz filtering bandwidth at 
30 GHz, approaching the intrinsic noise floor of the sensing oscillator. In theory, the 
frequency resolution is 0.296 ppm if only the noise of the two ILOs is being considered 
assuming that each bears phase noise of -94 dBc/Hz at 1-MHz offset. Therefore the 
proposed sensor architecture measures noise that is 4.2 times the theoretical limit 
considering only the thermal noise of the oscillators. As a comparison, state-of-the-art 
oscillator-based reactance sensor with frequency counting measurements [93] achieves 
thermal-noise-limited frequency resolution of 0.125 ppm in 5 ms of counting period from 
a 1-GHz oscillator with phase noise performance of -135.3 dBc/Hz at 1-MHz offset, 
resulting in an estimate frequency resolution of 2.8 ppm (= 0.125 ppm×√(100k×5m)) 
after up-scaling the bandwidth. The case is worst once the uncertainty of counting 
window has been taken into account. This concludes the advantage of injection-locking 
for high-speed sensing applications. On the other hand, the relatively high flicker noise 
corner frequency, which originates from the ILO itself, limits the resolution at low 
filtering bandwidth. Approaches to reject low frequency noise require further research. 
Lastly, it is important to point out the ILOs in this work are not designed for low phase 
noise. In fact, minimum tank capacitance is pursued to minimize signal degradation in the 
capacitive sensing. The estimated water-loaded tank-Q is 3.5 from HFSS and the post-
layout extraction at 30 GHz. Table 4.5 compares with previous work on oscillator-based 
sensors and impedance analyzers. 
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4.6.2 Mutually-locked Coupled Oscillators 
In this appendix, we will show that the frequency shift SNR of two mutually locked 
oscillators is no different from having two independent ILOs embedded in an 
interferometry. Fig. 4.41 shows the schematic of the coupled oscillators and its equivalent 
circuit model. To simplify the analysis, we consider only the in-phase coupling and 
therefore both Vout1 and Vout2 are perfectly synchronized with zero degree phase difference 
if ωosc1 = ωosc2. The SNR is defined as the ratio between output phase shift due to 
frequency perturbation and its corresponding phase noise. 
First, we will derive the output phase shift as ωosc1 is being perturbed by ∆ω. The 
Generalized Adler’s Equations of the system are 
 
 
 
Table 4.5: Comparison with oscillator-based reactance sensors and impedance analyzers. 
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𝑑𝑑𝜃𝜃?
𝑑𝑑𝑑𝑑
= 𝜔𝜔???? +
𝜔𝜔????
2𝑄𝑄
𝐼𝐼??? 𝑠𝑠𝑠𝑠𝑠𝑠 𝜃𝜃? − 𝜃𝜃?
𝐼𝐼??? + 𝐼𝐼??? 𝑐𝑐𝑐𝑐𝑐𝑐 𝜃𝜃? − 𝜃𝜃?
,                                                    (4.34) 
 
𝑑𝑑𝜃𝜃?
𝑑𝑑𝑑𝑑
= 𝜔𝜔???? +
𝜔𝜔????
2𝑄𝑄
𝐼𝐼??? 𝑠𝑠𝑠𝑠𝑠𝑠 𝜃𝜃? − 𝜃𝜃?
𝐼𝐼??? + 𝐼𝐼??? 𝑐𝑐𝑐𝑐𝑐𝑐 𝜃𝜃? − 𝜃𝜃?
.                                                    (4.35) 
 
With ωosc1 = ω0 + ∆ω, ωosc2 = ω0, the system will settle to a new oscillation frequency 
ωosc, and hence θ1 = ωosct + θss, θ2 = ωosct. Inserting in into (4.34) and (4.35), we arrive at 
the following expressions: 
 
𝐾𝐾 𝑠𝑠𝑠𝑠𝑠𝑠 𝜃𝜃??
1+ 𝐾𝐾 𝑐𝑐𝑐𝑐𝑐𝑐 𝜃𝜃??
=
1
2
1
1+
1
2
𝛥𝛥𝛥𝛥
𝜔𝜔?
2𝑄𝑄
𝛥𝛥𝛥𝛥
𝜔𝜔?
≈
1
2
2𝑄𝑄
𝛥𝛥𝛥𝛥
𝜔𝜔?
,                                (4.36) 
 
while ωosc simply equals to the average of ωosc1 and ωosc2: 
 
𝜔𝜔??? = 𝜔𝜔? +
𝛥𝛥𝛥𝛥
2
.                                                                                    (4.37) 
 
The effective frequency shift is therefore halved. Fig. 4.41(c) shows the corresponding 
phase diagram. 
Next, we study the phase noise appears at the difference output (θ1 – θ2). By injecting 
a sinusoidal noise current into OSC1 at the frequency of ω0 + ωm, the Generalized Adler 
Equations are [84] 
 
𝑑𝑑𝜃𝜃?
𝑑𝑑𝑑𝑑
=     𝜔𝜔? +
𝜔𝜔?
2𝑄𝑄
𝐼𝐼??? 𝑠𝑠𝑠𝑠𝑠𝑠 𝜃𝜃? − 𝜃𝜃? + 𝑖𝑖? 𝑠𝑠𝑠𝑠𝑠𝑠 𝜃𝜃? − 𝜃𝜃?
𝐼𝐼??? + 𝐼𝐼??? 𝑐𝑐𝑐𝑐𝑐𝑐 𝜃𝜃? − 𝜃𝜃? + 𝑖𝑖? 𝑐𝑐𝑐𝑐𝑐𝑐 𝜃𝜃? − 𝜃𝜃?
,                  (4.38) 
 
 
Figure 4.41: Mutually-locked oscillator sensor. (a) Circuit schematic. (b) Equivalent model. (c) 
Steady-state phasor diagram. 
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𝑑𝑑𝜃𝜃?
𝑑𝑑𝑑𝑑
= 𝜔𝜔? +
𝜔𝜔?
2𝑄𝑄
𝐼𝐼??? 𝑠𝑠𝑠𝑠𝑠𝑠 𝜃𝜃? − 𝜃𝜃?
𝐼𝐼??? + 𝐼𝐼??? 𝑐𝑐𝑐𝑐𝑐𝑐 𝜃𝜃? − 𝜃𝜃?
,                                                                                            (4.39) 
 
where in represents the noise amplitude. With θ1 = ω0t + 𝜃𝜃?, θ2 = ω0t + 𝜃𝜃?, θn = (ω0 + 
ωm)t, and small number approximation ( 𝜃𝜃? ,  𝜃𝜃? , and in/Iosc << 1), (4.38) is expressed as 
 
𝑑𝑑𝜃𝜃?
𝑑𝑑𝑑𝑑
≈
𝜔𝜔?
2𝑄𝑄
𝐾𝐾 𝑠𝑠𝑠𝑠𝑠𝑠 𝜃𝜃? − 𝜃𝜃?
1+ 𝐾𝐾 𝑐𝑐𝑐𝑐𝑐𝑐 𝜃𝜃? − 𝜃𝜃?
1+
𝑖𝑖?
𝐼𝐼???
1
𝐾𝐾 𝑠𝑠𝑠𝑠𝑠𝑠 𝜃𝜃? − 𝜃𝜃?
𝑠𝑠𝑠𝑠𝑠𝑠 𝜔𝜔?𝑡𝑡                                        
∙ 1−
𝑖𝑖?
𝐼𝐼???
1
1+ 𝐾𝐾 𝑐𝑐𝑐𝑐𝑐𝑐 𝜃𝜃? − 𝜃𝜃?
𝑐𝑐𝑐𝑐𝑐𝑐 𝜔𝜔?𝑡𝑡 .                                              (4.40) 
 
After applying Taylor series expansion with respect to θ? − θ?, we arrive at 
 
𝑑𝑑𝜃𝜃?
𝑑𝑑𝑑𝑑
≈
𝜔𝜔?
2𝑄𝑄
𝐾𝐾
1+ 𝐾𝐾
𝜃𝜃? − 𝜃𝜃? +
𝜔𝜔?
2𝑄𝑄
𝑖𝑖?
𝐼𝐼???
1
1+ 𝐾𝐾
𝑠𝑠𝑠𝑠𝑠𝑠𝜔𝜔?𝑡𝑡 .                        (4.41) 
 
In the same way, (4.39) is derived as 
 
𝑑𝑑𝜃𝜃?
𝑑𝑑𝑑𝑑
≈
𝜔𝜔?
2𝑄𝑄
𝐾𝐾
1+ 𝐾𝐾
𝜃𝜃? − 𝜃𝜃? = 𝜔𝜔? 𝜃𝜃? − 𝜃𝜃? .                                              (4.42) 
 
Merging (4.41) and (4.42) results in the following differential equation: 
 
𝑑𝑑 𝜃𝜃? − 𝜃𝜃? ,
𝑑𝑑𝑑𝑑
≈ −2𝜔𝜔? 𝜃𝜃? − 𝜃𝜃? +
𝑖𝑖?
𝐼𝐼???
1
𝐾𝐾
𝜔𝜔? 𝑠𝑠𝑠𝑠𝑠𝑠𝜔𝜔?𝑡𝑡 .                                    (4.43) 
 
 
Figure 4.42: Injection-locked oscillator topologies. (a) Single ILO. (b) Interferometry. (c) 3-stage 
coupled oscillator. (d) 4-stage coupled oscillators. (e) N-stage coupled oscillator. 
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(4.43) is solved by assuming 𝜃𝜃? − 𝜃𝜃? has the form of 𝐴𝐴 𝑠𝑠𝑠𝑠𝑠𝑠𝜔𝜔? 𝑡𝑡 + 𝐵𝐵 𝑐𝑐𝑐𝑐𝑐𝑐𝜔𝜔?𝑡𝑡: 
 
𝜃𝜃? − 𝜃𝜃? =   
1
2
1
𝐾𝐾
1
1+
𝜔𝜔?
2𝜔𝜔?
?
𝑖𝑖?
𝐼𝐼???
𝑠𝑠𝑠𝑠𝑠𝑠𝜔𝜔?𝑡𝑡 −
1
2
𝜔𝜔?
𝜔𝜔?
𝑐𝑐𝑐𝑐𝑐𝑐𝜔𝜔?𝑡𝑡 .                    (4.44) 
 
With ωm << ωp, 
𝜃𝜃? − 𝜃𝜃? ≈
1
2
1
𝐾𝐾
𝑖𝑖?
𝐼𝐼???
𝑠𝑠𝑠𝑠𝑠𝑠𝜔𝜔?𝑡𝑡 .                                                                                (4.45) 
 
The above expression is free of ωm due to the difference operation. The same approach is 
applied to a single ILO sensor (Fig. 4.42(a)), leading to  
 
 
 
𝜃𝜃 ≈
1
𝐾𝐾
𝑖𝑖?
𝐼𝐼???
𝑠𝑠𝑠𝑠𝑠𝑠𝜔𝜔?𝑡𝑡 .                                                                                              (4.46) 
 
Comparing (4.45) and (4.46), it is seen that the amount of phase perturbation from the 
pulling of a noise current is reduced by half.  
Defining the SNR of a single ILO (Fig. 4.42(a)) as  
 
𝑆𝑆𝑆𝑆𝑆𝑆? =
∆𝜔𝜔
𝜔𝜔?
𝑆𝑆
?
𝜙𝜙??
,                                                                                                            (4.47) 
 
with S and 𝜙𝜙?? representing the frequency-to-phase conversion and the integrated phase 
noise of the ILO, respectively, and assuming all the oscillators have identical noise floor, 
the SNR of two mutually locked oscillators is  
 
𝑆𝑆𝑆𝑆𝑆𝑆? =
1
2
∆𝜔𝜔
𝜔𝜔?
𝑆𝑆
?
2
𝜙𝜙?
2
? =
1
2
𝑆𝑆𝑆𝑆𝑆𝑆?.                                                                          (4.48) 
 
The SNR of two independent ILOs in an interferometry (Fig. 4.42(b)) is 
 
𝑆𝑆𝑆𝑆𝑆𝑆? =
∆𝜔𝜔
𝜔𝜔?
𝑆𝑆
?
2𝜙𝜙??
=
1
2
𝑆𝑆𝑆𝑆𝑆𝑆?.                                                                                (4.49) 
 
Therefore, there’s no performance improvement with two coupled oscillators. 
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It is worth generalizing the analysis to N-stage coupled oscillators. For example, the 
effective frequency shift of a three-stage coupled oscillator shown in Fig. 4.42(c) is 
 
∆𝜔𝜔
𝜔𝜔? ???
=
2
3
∆𝜔𝜔
𝜔𝜔?
.                                                                                                    (4.50) 
 
On the other hand, without detailed proof, the noise current generated from OSC1 leads to 
phase perturbation on θ3 – θ1   that is 2/3 of 𝜙𝜙? but only 1/3 of 𝜙𝜙? on the other two 
outputs (θ1 – θ2 and θ2 – θ3). Therefore the SNR of such 3-stage coupled oscillator is 
 
𝑆𝑆𝑆𝑆𝑆𝑆? =
2
3
∆𝜔𝜔
𝜔𝜔?
𝑆𝑆
?
2
3𝜙𝜙?
?
+ 2
1
3𝜙𝜙?
?
=
2
3
𝑆𝑆𝑆𝑆𝑆𝑆?.                                            (4.51) 
 
In the same way, the SNR of 4-stage coupled oscillator (Fig. 4.42(d)) is 
 
𝑆𝑆𝑆𝑆𝑆𝑆? =
3
4
∆𝜔𝜔
𝜔𝜔?
𝑆𝑆
?
3
4𝜙𝜙?
?
+ 3
1
4𝜙𝜙?
?
=
3
4
𝑆𝑆𝑆𝑆𝑆𝑆?.                                            (4.52) 
 
Figure 4.43: Simulated phase modulation for 4-stage coupled oscillator.  
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For N-stage coupled oscillator (Fig. 4.42(e)), 
 
𝑆𝑆𝑆𝑆𝑆𝑆? =
𝑁𝑁 − 1
𝑁𝑁
𝑆𝑆𝑆𝑆𝑆𝑆?.                                                                                            (4.53) 
 
Note that as N goes to infinity, the SNR converges to SNR0. This can be explained 
intuitively. First, the frequency perturbation on the sensing oscillator (OSC1) has 
negligible effect on the oscillation frequency of the whole system. From sensor 
perspective, this preserves the maximum frequency shift. Next, due to excessively long 
latency, there is no phase correlation between the input and the output of OSC1, and 
hence there is no phase reduction effect as in two mutually-locked oscillators.  
To validate the (4.52), Fig. 4.43 shows the simulated phase modulation at each phase 
differences of a 4-stage coupled oscillator (Fig. 4.42(d)) when injecting a noise current 
into OSC1 at 10 MHz. Obviously, the effects of noise pulling on each individual 
oscillator are not identical; the one generating the noise will experience pulling sensitivity 
that is three times larger than all the other outputs. 
4.6.3 Path Mismatch Derivation 
As discussed in section IV-D, QVCO noise leaks to the output due to path mismatch, 
which can be quantified by mismatch in the injection-locking bandwidth Δωp (= ωp1 – 
ωp2). To relate the amount of mismatch to parameters of interest, total derivative is 
applied to (4.12): 
 
∆𝜔𝜔? =
𝜕𝜕𝜔𝜔?
𝜕𝜕𝜔𝜔?
∆𝜔𝜔? +
𝜕𝜕𝜔𝜔?
𝜕𝜕𝜕𝜕
∆𝑄𝑄 +
𝜕𝜕𝜔𝜔?
𝜕𝜕𝐼𝐼???
∆𝐼𝐼??? +
𝜕𝜕𝜔𝜔?
𝜕𝜕𝐼𝐼???
∆𝐼𝐼??? ,                                          (4.54) 
𝜕𝜕𝜔𝜔?
𝜕𝜕𝜔𝜔?
=
𝜔𝜔?
𝜔𝜔?
+ 𝐺𝐺 ∙
𝜕𝜕𝜃𝜃??
𝜕𝜕𝜔𝜔?
,                                                                                                  (4.55) 
𝜕𝜕𝜔𝜔?
𝜕𝜕𝜕𝜕
= −
𝜔𝜔?
𝑄𝑄
+ 𝐺𝐺 ∙
𝜕𝜕𝜃𝜃??
𝜕𝜕𝜕𝜕
,                                                                                          (4.56) 
𝜕𝜕𝜔𝜔?
𝜕𝜕𝐼𝐼???
= 𝐻𝐻
1
𝐼𝐼???
+ 𝐺𝐺 ∙
𝜕𝜕𝜃𝜃??
𝜕𝜕𝐼𝐼???
,                                                                                    (4.57) 
𝜕𝜕𝜔𝜔?
𝜕𝜕𝐼𝐼???
= −𝐻𝐻
1
𝐼𝐼???
+ 𝐺𝐺 ∙
𝜕𝜕𝜃𝜃??
𝜕𝜕𝐼𝐼???
,                                                                            (4.58) 
𝐺𝐺 =
𝜔𝜔?
2𝑄𝑄
𝐾𝐾 𝑠𝑠𝑠𝑠𝑠𝑠 𝜃𝜃?? 2𝐾𝐾? + 𝐾𝐾 𝑐𝑐𝑐𝑐𝑐𝑐 𝜃𝜃?? − 1
1+ 𝐾𝐾 𝑐𝑐𝑐𝑐𝑐𝑐 𝜃𝜃?? ?
,                                                        (4.59) 
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𝐻𝐻 =
𝜔𝜔?
2𝑄𝑄
𝐾𝐾 2𝐾𝐾 + cos𝜃𝜃?? − 𝐾𝐾cos?𝜃𝜃??
1+ 𝐾𝐾 cos𝜃𝜃?? ?
,                                                                    (4.60) 
 
where  
 
∆𝜃𝜃?? =
𝜕𝜕𝜃𝜃??
𝜕𝜕𝜔𝜔?
∆𝜔𝜔? +
𝜕𝜕𝜃𝜃??
𝜕𝜕𝜕𝜕
∆𝑄𝑄 +
𝜕𝜕𝜃𝜃??
𝜕𝜕𝐼𝐼???
∆𝐼𝐼??? +
𝜕𝜕𝜃𝜃??
𝜕𝜕𝐼𝐼???
∆𝐼𝐼??? ,                              (4.61) 
𝜕𝜕𝜃𝜃??
𝜕𝜕𝜔𝜔?
= 2𝑄𝑄
1+ 𝐾𝐾 cos𝜃𝜃?? ?
𝐾𝐾 𝐾𝐾 + cos𝜃𝜃??
1
𝜔𝜔?
,                                                                    (4.62) 
𝜕𝜕𝜃𝜃??
𝜕𝜕𝜕𝜕
= sin𝜃𝜃??
1+ 𝐾𝐾 cos𝜃𝜃??
𝐾𝐾 + cos𝜃𝜃??
1
𝑄𝑄
,                                                              (4.63) 
𝜕𝜕𝜃𝜃??
𝜕𝜕𝐼𝐼???
=
−sin𝜃𝜃??
𝐾𝐾 + cos𝜃𝜃??
1
𝐼𝐼???
,                                                                                  (4.64) 
𝜕𝜕𝜃𝜃??
𝜕𝜕𝐼𝐼???
=
sin𝜃𝜃??
𝐾𝐾 + cos𝜃𝜃??
1
𝐼𝐼???
.                                                                                  (4.65) 
4.7 Chapter Summary 
This chapter presents the design and the implementation of an oscillator-based 
reactance sensor using injection-locking. First, system specification for flow cytometry is 
discussed. Next, we review the conventional oscillator sensors and present the proposed 
interferometry architecture with ILO sensors. The system noise is analyzed in details 
including circuit non-idealities such as injection strength mismatches. Several circuit 
techniques are introduced to improve phase error and to reduce the chopping induced DC 
offsets. In the measurements, detailed study of sensor performance is presented and flow 
cytometry is demonstrated. Comparisons with the prior works are given. Finally, we 
discussed the sensor SNR for coupled oscillators. 
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Chapter 5  
 
Injection-Locked Oscillator Sensors 
for Molecular Sensing 
Molecular sensing finds wide applications in the field of medicine and biology. For 
instance, the enzyme-linked immunosorbent assay (ELISA), a technique based on the 
detection of antibody-antigen binding, is routinely used for diseases diagnosis. DNA 
sequencing is yet another good example which forms the whole theme of Precision 
Medicine. In this chapter, two different molecular targets are measured at microwave 
frequencies based on the sensor architecture presented in Chapter 4. First, glucose 
sensing is presented in Section 5.1. The experimental results show that sensitivity close to 
the physiological blood sugar level of human is achievable. Moreover, it only requires a 
sample volume as small as 180 pL. The sensor is reusable and can be used for continuous 
glucose monitoring applications. In Section 5.2, measurements on protein conformation 
change are demonstrated. In order to reduce sensor flicker noise, a novel chopping 
technique based on near-field modulation is presented. Dynamic range is enhanced 
through system architectural improvement. Measurements performed on thermal-cycled 
bovine serum albumin solutions (BSA) shows that the microwave sensing can also be 
used in drug discovery applications. 
5.1 Glucose Sensing 
As more than 8% of world population suffers from diabetes, the importance of 
continuous glucose monitoring (CGM) cannot be emphasized enough. Though 
tremendous effort has been put into CGM system [94], measurements using test strips 
with frequent finger pricks a day are still an inevitable action, resulting in high (~$0.7 per 
strip). To avoid chemical-based glucose measurements, which require reduction-
oxidation reaction to take place, dielectric spectroscopy measurements on aqueous 
mediums at microwave frequencies have been pursued as an alternative [95, 96, 97]. 
Dielectric measurement can be potentially non-invasive and facilitates the re-use of the 
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sensor. Study shows that 135 mg/dL of concentration difference in human blood induces 
a change of one in the real part of the permittivity at 10 GHz [95], demonstrating the 
potential of dielectric-based glucose sensing. Unfortunately, the study is conducted with a 
commercial coaxial probe kit with VNA while requiring 10 mL of blood sample and is 
therefore not yet ready for clinical application. Planar transmission-line (t-line) sensors 
can also be used to characterize the concentration of the aqueous solution by measuring 
the change in line propagation constant or shift in the resonance frequency [96] – [97]. 
For example, [97] introduces a double stub resonator loaded with inter-digitated 
capacitors (IDCs), enabling simultaneous characterization of two different samples. 
However, the measured glucose concentration, ranging from 1500 ~ 8000 mg/dL, is not 
close to the actual blood sugar level (80 ~ 200 mg/dL). 
To enable point-of-care (PoC), device miniaturization is a must to bring portability 
for CGM. This motivates the application of CMOS technology for bio-sensing purpose. 
Several CMOS impedance analyzers have been demonstrated with significantly reduced 
sensing volume [62, 64]. However, none to date demonstrate glucose measurements with 
sensitivity level close to the actual blood sugar level.  
In this section, a reconfigurable sensor architecture is provided for glucose 
concentration measurements covering a wide concentration range. Sensing is performed 
directly on CMOS with microfluidics using coplanar electrodes. A sensitivity limit of 20 
mg/dL is achieved at 0.18 nL (50-µm × 60-µm × 60-µm) of sensing volume. To the 
authors’ knowledge, this work presents the highest sensitivity level with the smallest 
sample volume. Thanks to the scalability offered by CMOS, four independent sensors, 
each performing measurements at 6-, 11-, 17-, and 30-GHz, are integrated on a single 
chip. 
5.1.1 System Architecture 
Fig. 5.1 shows the conceptual view of the sensors in this work. Two pairs of parallel 
electrodes forms two differential capacitors with one serving as the reference while the 
other performing detection on the injected sample medium. Each capacitor is covered by 
isolated fluidic channel with the reference capacitor immersed in de-ionized water at all 
time. Dielectric characterization of the glucose solution is performed by measuring the 
induced capacitance change as the sample on top of the sensing capacitor is being altered.  
Fig. 5.2 depicts the system architecture. To accommodate large concentration 
difference without sacrificing the sensitivity, configurability is introduced. Such a 
concept is similar to the coarse and fine detection in most electronic design such as a 
zoom-in ADC.  When detecting high concentration, the system is configured into free-
running frequency measurements, as shown in Fig. 5.2(a). In this setup, the two 
capacitance sensors are embedded as part of the oscillator’s LC-tank. Shift in the 
oscillation frequency of the sensing oscillator (OSC2) is measured through the beat 
frequency (Fbeat) after mixing with oscillation signal from OSC1. The mapping between 
the capacitance and the normalized frequency shift can be characterized by  
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∆𝜔𝜔
𝜔𝜔?
=
1
1+ ∆𝐶𝐶 𝐶𝐶?
− 1.                                                                                          (5.1) 
where C0 represents the total bulk capacitance of the LC-tank. Here no linear 
approximation is made as the sample permittivity can span wide range, e.g. air vs. water. 
To extract the permittivity from the measured frequency shift, either reference liquid 
calibration with polynomial fitting or EM simulation is necessary. Such measurements 
provide unlimited dynamic range at the cost of elevated noise level due to degraded tank-
Q as capacitors are loaded with the lossy medium. 
When measuring moderate glucose concentration (500 – 2000 mg/dL), the system is 
configured into an interferometer-based architecture (Fig. 5.2(b)) where the same LC-
tank is driven by a gm-stage [58]. The induced capacitance change perturbs the LC-tank 
resonance frequency, which is captured by measuring the phase shift using an active 
mixer. The excitation signals are generated using the on-chip QVCO. The benefit of the 
interferometer architecture is that phase noise from the source is cancelled after self-
mixing.  
Finally, as glucose concentration is lowered to a level close to that of human blood, 
the LC-tanks are made to oscillate again but remain injection-locked to the source for 
enhanced sensitivity [67]. This enables the use of phase amplification property offered by 
the injection-locked-oscillator (ILO). The phase shift due to the capacitance change can 
be derived as 
𝜃𝜃 ≈ 2𝑄𝑄 ∙
𝐼𝐼???
𝐼𝐼???
∙
∆𝜔𝜔
𝜔𝜔?
≈ 𝑄𝑄 ∙
𝐼𝐼???
𝐼𝐼???
∙
∆𝐶𝐶
𝐶𝐶?
,                                                                        (5.2) 
 
where the amplification factor is proportional to the ratio of Iosc and Iinj. In all three modes, 
the same mixer is re-used, saving the hardware complexity considerably.   
 
Figure 5.1: (a) Capacitor sensors with microfluidic channels. (b) Chip micrograph and electrode 
dimensions. 
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  As dielectric relaxation of aqueous medium is a strong function of molecular 
thermal energy, temperature regulation is included (section 4.3.8). 
5.1.2 Glucose Measurements  
Fig. 5.3 shows the microfluidic structure and the setup. Fluidic channels, made by 
replica-molding using PDMS, consist of multiple inlets to facilitate the infusion of 
different samples. Interestingly, we found that the signal is sensitive to both the flow rate 
of the medium as well as the time constant of the fluidic network. To remedy these 
effects, data is collected when the medium is static. On the other hand, sensor drift is 
reduced by employing correlated double sampling (CDS) where the glucose medium is 
alternating with DI-water every ten seconds using tube clamps operated manually. 
Fig. 5.4 shows the measured time-domain waveforms in different configurations, 
demonstrating that measurement repeatability is achievable. In Fig. 5.4(c), the measured 
Vout are referred to induced capacitance change with the aid of on-chip capacitance 
reference after gain calibration. Signals are quantified by averaging over at least 16 CDS  
 
 
Figure 5.2: Reconfigurable sensor architecture: (a) Mode-I, (b) Mode-II, and (c) Mode-III. 
107 
 
 
cycles. Fig. 5.5 shows the quantified results at different glucose concentration, which is 
also characterized using a commercial glucose meter. The error bar stands for one 
standard deviation of the collected signal sequence from CDS. The minimum resolvable  
 
Figure 5.3: Microfluidic structure and the measurement setup. 
 
 
 
Figure 5.4: Measure time-domain waveforms of glucose medium in different configurations: (a) 
Mode-I, (b) Mode-II, and (c) Mode-III. 
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Figure 5.5: Measured induced capacitance change (reference to DI-water) at different 
concentration and sensing channels: (a) 6-GHz, (b) 11.-GHz, (c) 17-GHz, and (d) 30-GHz. 
 
 
 
Table 5.1: Comparisons with prior works. 
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concentration difference is dictated by the circuit flicker noise. The sensitivity limit, 
defined as SNR = 0 dB, is 20 mg/dL at worst-case. Each channel consumes 18.5 mW 
from 1-V supply excluding the power in the heater. Table 5.1 compares with prior works. 
5.2 Protein Conformation Detection 
Study of the protein-protein interactions is essential for drug discovery and validation 
for tomorrow’s therapeutics. Conventional approaches utilizing UV/VIS spectrometry 
and fluorescence require dedicated optical instrumentation as well as sophisticated 
sample preparation. On the other hand, spectroscopy at microwaves using near-field 
coupling shows great potential for label-free bio-sensing. In particular, probing 
macromolecules such as proteins and DNA exhibits significant responses through 
dispersive polarization. For instance, [33] studies the effect of temperature and pH 
modulation on the unfolding and refolding of RNase A using a slot antenna while [98] 
demonstrates the detection of DNA at few pM of sensitivity. 
Recently, miniaturized sensor-on-CMOS has been pursued due to not only its 
versatility for a multi-parameter sensing but also significant improvement in sensitivity 
offered by the direct integration.  At microwave frequencies, interferometry with 
injection-locked oscillators (ILO) as sensor is utilized for high-throughput single-cell 
detection [67]. However, substantial flicker noise limits the achievable sensitivity at low 
filtering bandwidth for detecting minute differences. In this work, we investigate the 
origins of the flicker noise in [67] and propose a near-field modulation chopping 
technique, which lowers the corner frequency by a factor of 40 with bio-sensing results. 
5.2.1 Conventional Chopping 
Fig. 5.6 shows the simplified block diagram of a highly sensitive capacitive sensor 
based on interferometry [67]. The capacitance change induced by different sample 
permittivity is detected through frequency-to-phase transduction of an LC-oscillator 
being injection-locked to an excitation source. To avoid signal corruption caused by the 
mixer 1/f noise, chopping is mandatory. This is achieved by applying BPSK modulation 
to one of the injection paths while utilizing the gain inversion property of the phase 
detector (PD) in the vicinity of ±90°. However, such an approach inevitably suffers from 
the undesirable up-conversion of the 1/f noise presented in both the injection current 
(Iinj1,2) and the ILO phase noise (LILO1,2). To facilitate the understanding of their origins, 
Fig. 5.6(b) shows the ILO model for phasor analysis [84]. First, the amplitude noise of 
Iinj1,2 manifest as phase noise at the input of the mixer (Fig. 5.6(c)). On the other hand, 
finite ILO 1/f phase noise leaks inevitably since injection-locking shapes the ILO in-band 
phase noise merely with 1st-order high-pass filtering. In either case, such phase 
perturbation is indistinguishable from the chopped signal. To make things worse, the 1/f 
noise in LILO experience the same phase amplification as the desired signal due to its 
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equivalence to low-frequency FM on the ILO oscillation, compromising the high 
sensitivity offered by injection locking. Such phenomenon is modeled by a noise-
modulated LC-tank phase shift (α) in Fig. 5.6(d). Note that such up-conversion of 1/f 
noise cannot be alleviated through OOK modulation, an approach widely used in optical 
interferometry using chopper wheels [58]. This is due to loss of 1/f noise information 
during one half of the modulation cycle. 
5.2.2 Near-Field Modulation 
In this work, we propose a field modulation technique to significantly reduce sensor 
1/f noise. The main idea is to periodically prohibit the sensing operation by shielding the 
E-fields, emitted out of the sensor electrodes, from penetrating into the sample. Such 
shielding can be achieved by adding a pair of shielding electrodes (P1-2) on top of the 
sensing ones (P3-4) with a switch bridging the two (Fig. 5.7). As switch is closed, a low-
impedance path for the displacement current is created to reduce the sensing sensitivity. 
On the contrary, P1-2 is floated with an opened switch and the sensing is restored through 
field coupling. By alternating between the two modes, signal chopping is achieved while 
keeping the operation in the vicinity of +90° on the PD transfer curve (Fig. 5.7(c)). As the 
1/f noise experiences neither phase nor amplitude modulation, the up-conversion is 
therefore mitigated. Note that such dynamic operation results in different capacitance 
loading and modulates the ILO oscillation frequency. To ensure proper locking, FSK 
needs to be applied to the excitation coherently to track such frequency deviation. 
 
Figure 5.6: (a) Interferometry sensor architecture with BPSK modulation. (b) ILO circuit model. 
(c) and (d) Phasor analysis for Iinj and LILO noise. 
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5.2.3 Sensor Design with Maximum Dynamic Range 
As ILOs exhibit finite locking range, sensor dynamic range is severely limited [67]. 
To maximize the range of operation, this work employs feedback-around-the-sensor 
architecture. As shown in Fig. 5.8, the output of the sensor front-end (Vout1) is locked 
against a constant Vref through feedback, which adjusts Vctrl2 of the varactor in ILO2 and 
compensates for the sampled-induced capacitance change. Such feedback system bears 
similarity as a delay-locked loop (DLL) where ILO2 serves as high-gain phase shifter. 
Measurement exhibits 50-dB loop gain at 100-Hz closed-loop bandwidth. Temperature is 
regulated using on-chip BJT diodes and NMOS heaters in linear region. 
Fig. 5.9 presents the 3D illustration of the proposed field-modulated capacitor and the 
circuit schematic of the signal path. Each sensing electrode, implemented in M8 with a 
dimension of 45 µm × 6.4 µm, is enclosed by both M7 and M9-AP layers in a stripline 
configuration. The latter serves as the shielding layer with 1.8 µm extension relative to 
the sensing electrode to minimize field leakage. The gate of the shielding switch (SW1) is 
modulated at 50-MHz chopping frequency while the switch presents 82-Ω Ron and 2.5-fF 
Coff. In addition, two units of switched-capacitor (SW2), implemented with M6 
underneath shielding M7, serve as on-chip reference. Each unit presents a measured 
frequency shift of 857 ppm. The QVCO switched-capacitor bank consists of 15 units with 
 
Figure 5.7. (a) Sensing mode. (b) Shielding mode. (c) Chopping illustration. 
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19.7-% tuning range. Each unit can be clocked individually with phase inversion 
capability. 
5.2.4 Experimental Results 
The shielding effect on the ILO oscillation frequency is first evaluated (Fig. 5.10(a)). 
Such calibration determines the number of switched-capacitors in QVCO to be clocked. 
Next, the shielding capability is tested by configuring SW1 in static state while 
modulating SW2. From Fig. 5.10(b), sensitivity is reduced by 40x as shielding is enabled. 
This factor matches the equivalent circuit model of the electrodes extracted from both the 
field and circuit simulations. 
 
Figure 5.8. System block diagram. 
 
 
 
Figure 5.9. Circuit schematic and 3D illustration of the sensing capacitor. 
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Fig. 5.11(a) compares the open-loop output PSD from Vout1. Flicker noise corner is 
reduced from 10 kHz to 250 Hz with the proposed near-field modulation while the in-
band is reduced by 11 dB. Such reduction matches to the level of spur rejection as we 
modulate Vctrl2 with 50-mVpp sinewave at 100 Hz. The residual flicker noise is due to 
finite locking transient during mode transition. Sensitivity limit at different off-chip 
filtering is shown in Fig. 5.11(b).  
Fig. 5.12 shows the die micrograph and the setup for protein solution measurements. 
Two independent fluidic channels are employed with the reference channel filled with 
DI-water. Benefiting from the feedback operation, the ILO remains locked when 
measuring both air and water. As each material represents the extremes of the 
permittivity distribution for biological samples, this work achieves the maximum  
 
Figure 5.10. (a) QVCO tuning and ILO locking ranges. (b) Shielding efficacy. 
 
 
Figure 5.11. (a) Output PSD. (b) Sensitivity limit at different filtering bandwidth with off-chip 
RC filters. 
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Figure 5.12. (a) Chip micrograph. (b) Microfluidic integration. (c) Dynamic range measurements. 
(d) Repeated BSA measurements. (e) and (f) CDS between two different BSA solutions. 
 
 
 
Table 5.2: Comparison with prior works. 
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dynamic range of 94.5 dB. To study protein conformation changes, BSA (66.5 kDa) 
solutions at 10% weight concentration are prepared. Thermal cycling is applied to the 
same BSA solution by heating up to 87 or 95°C for more than 15 minutes. Measurements 
are performed after cooling to the room temperature (22°C). Fig. 5.12(d)-(f) shows the 
measured time-domain waveforms, demonstrating the detection of protein structural 
change, which has been verified with UV-VIS Nanodrop spectrophotometry, at 180 pL of 
sensing volume. Correlated-double sampling has been applied to combat drifts. Table 5.2 
compares our sensor with prior works. 
5.3 Chapter Summary 
Molecular sensing is studied in this chapter. Experiments on glucose and bovine 
serum albumin (BSA) solutions show that dielectric sensing at microwave frequencies for 
molecular detection is achievable with our highly sensitive ILO sensors. From electronic 
perspective, two circuit techniques are presented to remedy the limitation in the sensor 
architecture presented in Chapter 4. These include near-field modulation for 1/f noise 
reduction and feedback-around-sensor architecture to maximize the dynamic range.  
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Chapter 6  
 
Conclusion and Future Research 
Direction 
Fig. 6.1 shows a brief history of VNA calibration algorithms. As mentioned in 
Section 2.1, one-port E-Cal was first proposed in 1970. However, it required prior 
knowledge on the actual varactor capacitance at different biasing voltages. Later on, two 
major VNA calibrations, the TRL and LRRM, were invented and have been the golden 
standards for the past forty years. This research proposes a single-element electronic 
calibration exploiting the impedance modulation of CMOS transistors without any prior 
knowledge of the on-chip impedance, reducing the cost while minimizing the probing 
errors. The experimental results are demonstrated in the problem of de-embedding. 
Efforts have been attempted to extend the concept toward full VNA calibration. Two 
additional algorithms are presented: dual-element and single-element approaches. These 
new algorithms are mathematically accurate but verifications with actual measurements 
are still mandatory. Moreover, the effect of probing errors requires careful study at G-
band (140 – 220 GHz) where the error is much more pronounced. Noise reduction using 
measurement redundancy must be investigated. The aim is to reduce the noise sensitivity 
to TRL-equivalent level.  
On the other hand, two-times probing is nevertheless inevitable in the proposed 
single-element E-Cal: one on the calibration structure and the other on the device-under-
 
Figure 6.1. History of VNA calibration. 
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test (DUT). Future work should innovate on embedding the impedance modulators into 
the DUT for true single-element electronic calibration (Fig. 6.2). It is also worth studying 
the application of the E-Cal concept to multi-port calibration. Such a technique will be 
beneficial for the characterization of differential circuits.  
Finally, it is interesting to explore the possibility of adapting the concept to the other 
RF/microwave measurements including noise figure and linearity. Photonics is yet 
another research area. 
In the second part, we presented a dielectric spectroscopy flow cytometer at 
microwave frequencies for high-throughput cell identification applications. The system 
sensitivity is enhanced through the use of injection-locking on oscillator-based capacitive 
sensors. Chopping techniques including phase and field modulations are presented to 
alleviate the flicker noise from the phase detector, to reduce chopping-induced DC offsets, 
and to prevent the up-conversion of the oscillator flicker noise. Flow cytometry and 
molecular measurements are demonstrated with microfluidic integration. Future work 
includes the characterization of mammalian cells. In particular, comparisons between 
different cancer cells are necessary in order to justify whether dielectric spectroscopy is 
applicable for label-free cell sorting.  
Numerous research directions can be pursued based on this work. From electronic 
perspectives, approaches to reduce flicker noise corner frequency below 10 Hz are 
needed. This will enable zF sensitivity, which is beneficial for molecular sensing at 
reduced concentration. Next, broadband spectrometer architecture with more sampling 
frequencies is critical for measuring the spectroscopic response of the specimen. Pushing 
the frequencies toward sub-THz, e.g. 500 GHz, is yet another direction which will enable 
label-free detection of DNA resonance. A spectrometer example is illustrated in Fig. 6.3. 
On the other hand, it is of interest to apply injection-locking in a MEMS-oscillator for 
sensing purpose. Significant sensitivity improvement is expected due to excessive high-Q 
resonator. With the combination of BioMEMS, new tool for scientific study can be 
developed. The adoption of microwave dielectric spectroscopy for non-invasive glucose 
sensing is also worthwhile studying. Finally, circuit techniques to enable near-field 
imaging at sub-cellular resolution will open another new direction for cellular studies. 
 
 
Figure 6.2. Embedded impedance modulators with DUT for single-element E-Cal. 
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Figure 6.3. Conceptual view of a sub-THz spectrometer architecture. 
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