
































TÍTULO DEL TFC: Implementación del Protocolo DPCF en Motas 
Inalámbricas y Estudio de su Eficiencia Energética 
 
TITULACIÓN: Enginyeria Tècnica de Telecomunicació, especialitat 
Sistemes de Telecomunicació 
 
AUTOR:  Iván Balboteo Toledano 
 
DIRECTORES: Jesús Alonso Zárate y Francisco Vázquez Gallego 
TUTORES: Luis Alonso Zárate 
 




Título: Implementación del Protocolo DPCF en Motas Inalámbricas y Estudio 
de su Eficiencia Energética  
 
Autor: Ivan Balboteo Toledano 
 
Directores: Jesús Alonso Zárate y Francisco Vázquez Gallego 
Tutor: Luis Alonso Zárate 
 






La mayoría de dispositivos inalámbricos que operan con el estándar IEEE 
802.15.4 implementan el método CSMA/CA no ranurado como protocolo de 
acceso al medio (MAC). Este protocolo ofrece un buen rendimiento para bajas 
cargas de tráfico y para un número de usuarios no muy elevado. Sin embargo, 
a medida que el número de usuarios con dispositivos inalámbricos aumenta y 
proliferan nuevas aplicaciones con grandes requisitos de recursos de red, el 
rendimiento de este protocolo empieza a ser insuficiente. Por ello, resulta 
necesario implementar nuevos protocolos MAC que ofrezcan buen rendimiento 
para cualquier número de usuarios y para elevadas cargas de tráfico. 
 
En este trabajo se ha implementado un protocolo MAC para redes 
inalámbricas de tipo ad hoc llamado Distributed Point Coordination Function 
(DPCF). El objetivo principal del protocolo es aumentar el rendimiento de este 
tipo de redes en términos de throughput y retardo de transmisión. Asimismo, el 
DPCF añade un nuevo nivel de funcionalidad a la red. Los dispositivos pueden 
despertarse solamente cuando es transmitida una señal de beacon, escuchar 
su dirección y volver al estado sleep, con el consecuente ahorro de energía. 
 
El rendimiento de DPCF se ha evaluado experimentalmente mediante una 
plataforma hardware basada en unos nodos sensores (dispositivos Z1 de 
Zolertia) llamados genéricamente motas. Se implementan transmisiones reales 
como novedad respecto al uso de simuladores. El lenguaje de programación 
de estas motas es NesC, que es una variación del lenguaje de programación 
C optimizado para las limitaciones de memoria de la mota y está orientado a 
componentes. 
 
Se han implementado y evaluado dos tipos de protocolos MAC. Uno de ellos 
es el nuevo protocolo DPCF y el otro es el protocolo CSMA del estándar IEEE 
802.15.4. Los resultados muestran que DPCF es capaz de mejorar el 
throughput total de una red ad hoc comercial 802.15.4, y mejorar notablemente 
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Most of the wireless devices that operate with the standard IEEE 802.15.4 
implement the method CSMA/CA non-beacon as the Medium Access Control 
(MAC) protocol. This protocol offers a good performance for not very high 
traffic loads and for not very high number of users. However, as the number of 
users increases, the performance of this protocol begins to be insufficient. 
Therefore, it is necessary to design new MAC protocols that offer high 
performance for any number of users and for high traffic loads. 
 
In this work, we have implemented a MAC protocol for wireless ad hoc 
networks called Distributed Point Coordination Function (DPCF). The main 
objective of the DPCF is to improve the performance of this type of networks in 
terms of throughput and delay. Likewise, the DPCF adds a new level of 
functionality to the network. The devices can wake up only when it is 
transmitted a signal of beacon, listen his address and go back to the sleep 
state, with the consistent saving of energy. 
 
The performance of DPCF has been evaluated experimentally by means of a 
platform hardware based in some sensor nodes (devices Z1 of Zolertia) called 
motes. Actual transmissions are implemented as a novelty with respect to the 
use of simulators. The programming language of these motes is nesC, a 
variation of the C programming language optimized for memory limitations of 
the mote and it is component-oriented.  
 
We have implemented and evaluated two types of protocols MAC. One of them 
is the new protocol DPCF and the other is the non-beacon mode of the CSMA 
protocol defined in the IEEE 802.15.4 Standard. The results show that DPCF 
can improve overall throughput of an ad hoc commercial based on the IEEE 
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La mayoría de nodos inalámbricos que operan con el estándar IEEE 802.15.4 
[1] implementan el método CSMA/CA no ranurado como protocolo de acceso al 
medio (MAC). Este protocolo MAC ofrece grandes prestaciones en entornos 
con baja carga de tráfico y pocos nodos, ofreciendo buena respuesta en 
términos de tasa de transmisión (throughput) y en términos de retardo de 
acceso al medio (delay). Sin embargo, su rendimiento se ve seriamente 
perjudicado cuando el número de nodos compitiendo por el canal es elevado, o 
cuando la carga de tráfico es elevada. 
 
Por otro lado, el aumento de la cantidad de nodos inalámbricos en el mercado y 
la aparición de nuevos servicios y aplicaciones multimedia ha provocado que 
las redes inalámbricas empiecen a saturarse de nodos que demandan 
velocidades de transmisión cada vez mayores. 
 
Además, los protocolos basados en CSMA no son eficientes energéticamente, 
y las aplicaciones Máquina a Máquina (M2M), con un gran auge actualmente, 
exigen que la vida operativa y autónoma de las redes WSN sea lo más larga 
posible para evitar el coste de reposición de baterías. Por ello, resulta 
necesario diseñar nuevos protocolos MAC que ofrezcan buen rendimiento para 
cualquier número de nodos y para elevadas cargas de tráfico, siempre 
ofreciendo eficiencias energéticas que aseguren un tiempo de vida largo en 
este tipo de redes.  
 
Actualmente existen numerosas propuestas de protocolos MAC para las redes 
ad hoc que mejoran el rendimiento del CSMA/CA [2]. El protocolo MAC DPCF 
es una de estas propuestas. Se trata de un protocolo MAC diseñado para 
trabajar en entornos ad hoc inalámbricos. El objetivo principal de diseño de 
este protocolo es el de aumentar el rendimiento de este tipo de redes en 
términos de throughput y retardo de transmisión. En este TFC, pretendemos 
evaluar su throughput y eficiencia energética, llevando a cabo la 




Los objetivos de este trabajo final de carrera son: 
 
1) Implementar el protocolo MAC DPCF en una red de sensores (motas 
Zolertia Z1) con tecnología radio IEEE 802.15.4.  
2) Evaluar el rendimiento de DPCF en términos de throughput (medido en 
bits por segundo) y consumo energético (medido en joules por bit 
transmitido).  
Introducción   5 
 
3) Comparar el rendimiento de DPCF con el rendimiento del protocolo MAC 
CSMA/CA del IEEE 802.15.4 en términos de throuhgput y de consumo 
de energía. 
4) Mejorar la eficiencia del protocolo DPCF empleando técnicas de duty-
cycling. 
El protocolo DPCF se programa sobre las motas utilizando un lenguaje de 
programación denominado nesC. Con el objetivo de analizar la eficiencia de 
ambos protocolos por separado se crea un escenario de pruebas real. Una vez 
finalizada la prueba se recogen los datos por el puerto serie de un PC y se 
comparan los rendimientos. 
 
1.3 Estructura de este documento 
 
El trabajo está estructurado en seis capítulos. En este primer capítulo se han 
presentado las motivaciones y los objetivos del proyecto. En el Capítulo 2 se 
hace una introducción a las redes de sensores inalámbricas (WSN) y se explica 
el estándar IEEE 802.15.4 en el que se basan, así como un protocolo MAC 
alternativo más eficiente denominado DPCF. El Capítulo 3 describe el entorno 
de trabajo, detallando la plataforma hardware y las herramientas software que 
se han utilizado para llevar a cabo la implementación de los protocolos CSMA y 
DPCF. En el Capítulo 4 se detallan las funciones de la aplicación desarrollada 
en NesC que se compila en la plataforma hardware (red de motas). En el 
Capítulo 5 se presentan y valoran los resultados obtenidos en los experimentos 
y se compara la eficiencia de los protocolos CSMA y DPCF. Las conclusiones 
de este trabajo se describen en el Capítulo 6. Finalmente, para completar la 
documentación del proyecto, en los anexos adjuntos se incluye el código fuente 
utilizado para programar las motas, así como el datasheet (documento de 
especificaciones) de la mota Z1. 
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2 Un nuevo protocolo MAC: DPCF 
2.1 Introducción: El estándar IEEE 802.15.4 
2.1.1 Redes WSN y LR-WPAN 
2.1.1.1 WSN (Wireless Sensor Network) 
Las redes de sensores inalámbricas (WSN) están formadas por nodos 
autónomos distribuidos. Los nodos integran sensores para monitorizar 
parámetros físicos o ambientales y un transceptor de radio para transmitir y 
recibir información. Estas redes están basadas en conmutación de paquetes, 
por lo que cada bloque de información se fragmenta en pequeñas unidades de 
transmisión denominadas paquetes. 
 
En el contexto de las redes de comunicaciones, los nodos de una WSN reciben 
habitualmente el nombre de motas. Estos serán los términos usados en el 
presente TFC. 
 
En la actualidad este tipo de redes se utiliza en numerosas aplicaciones. 
Algunos ejemplos son: monitorización y control de procesos industriales, 
monitorización en aplicaciones médicas, monitorización de variables 
ambientales, automatización del hogar, control de tráfico, etc. 
 
Los nodos deben ser muy simples en cuanto a interfaz de usuario y 
componentes hardware. Además de ir equipados con uno o más sensores, 
cada nodo dispone de: 
 
 Un transceptor radio u otro módulo de comunicación inalámbrica. 
 
 Un microcontrolador de bajo consumo.  
 
 Una batería. 
 
Los nodos de una red de este tipo deben ser robustos para permitir su 
implantación en medios adversos, deben tener bajo consumo energético y su 
fabricación debe ser económica. 
 
Relativo al módulo de comunicaciones (transceptor radio), el estándar IEEE 
802.15.4 – 2006 define la capa de acceso al medio (MAC) y la capa física 
(PHY). Este es el estándar utilizado por ZigBee. Se trata de una especificación 
para redes mesh de bajo consumo, promocionada por un amplio consorcio de 
participantes industriales (ZigBee Alliance). Zigbee incluye IEEE 802.15.4 como 
estándar para las capas inferiores de la pila de protocolos. 
2.1.1.2 LR-WPAN (Low Rate-Wireless Personal Area Network) 
 
Una LR-WPAN es una WSN simple que proporciona conectividad inalámbrica 
en aplicaciones con potencia limitada, que trabaja con rangos de cobertura 
entorno a los 10 metros y con tasas de transmisión bajas. 
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A continuación se describen brevemente las principales causas del consumo 
energético en un nodo de una LR-WPAN. 
 
1) Idle listening: Un nodo consume energía cuando está escuchando el 
canal radio a la espera de recibir un paquete. Para la mayoría de 
transceptores radio, el consumo de potencia en estado de escucha idle 
es similar al consumo asociado con el estado de recepción, cuando se 
recibe una transmisión en curso. Por este motivo, es conveniente que 
los nodos operen en estado de idle listening sólo cuando esperen recibir 
una transmisión y posteriormente entrar en un estado de bajo consumo, 
típicamente llamado sleep o stand-by. Esta técnica basada en alternar 
estados de activación (on) y desactivación (off) se denomina duty-
cycling. 
2) Overhearing: Cuando un nodo recibe un paquete del que no es el 
destinatario, se dice que el nodo está en estado de “overhearing”. Un 
nodo consume energía cuando recibe un paquete, independientemente 
de que esté destinado a él o no. Por lo tanto, debe evitarse el 
overhearing sistemático del tráfico dirigido a otros nodos. Los 
mecanismos utilizados para evitar overhearing deben asegurar que éste 
sea improbable e infrecuente. 
3) Colisiones: Un nodo consume energía cuando transmite. Por lo tanto, 
es necesario maximizar la probabilidad de que una transmisión tenga 
éxito y llegue al nodo destino. En el caso de que dos transmisiones se 
hagan simultáneamente, se produce una colisión y los paquetes 
transmitidos se pierden. En términos energéticos, puede ser más 
eficiente introducir redundancia y mecanismos que permitan evitar estas 
colisiones o, al menos, disminuir la probabilidad de que ocurran. 
4) Overhead: La información de control y señalización, que se transmite 
junto a los datos útiles en las cabeceras de los paquetes, necesaria para 
gestionar las operaciones del protocolo MAC, deben minimizarse, ya que 
conllevan un consumo energético no destinado a la transmisión de 
información útil. Los periodos aleatorios de backoff para minimizar la 
probabilidad de colisión en el acceso al medio también se consideran 
overhead de la capa MAC. 
2.1.2 El estándar IEEE 802.15.4 
 
Hace unos años, el Instituto de Ingenieros Eléctricos y Electrónicos (IEEE) y la 
ZigBee Alliance trabajaron conjuntamente con el objetivo de especificar toda la 
pila de protocolos para las redes LR-WPAN. El resultado fue: 
 
1. Por un lado, el estándar IEEE 802.15.4, centrado en la especificación de 
las dos capas más bajas del protocolo (capa física y de enlace). 
2. Por otro lado, la ZigBee Alliance estipuló las capas más altas de la pila 
de protocolos (desde la capa de red hasta la de aplicación). 
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En la Figura 2.1 se muestra la pila de protocolos de ZigBee.  
 
El estándar IEEE 802.15.4 define las especificaciones de la capa física (PHY) y 
de la subcapa de control de acceso al medio (MAC) para conexiones 
inalámbricas con baja tasa de transmisión, entre nodos simples de bajo 
consumo y que operan en un rango de cobertura de 10 metros. Por 
consiguiente, es un estándar diseñado específicamente para redes 
inalámbricas de área personal de bajo consumo (LR-WPAN).  
 
Bajo este estándar, las redes inalámbricas LR-WPAN pueden operar en tres 
bandas frecuenciales ISM (Industrial, Scientific, and Medical) libres de licencia. 
En la Tabla 2.1 se resumen las propiedades de estas bandas de frecuencia. 
 
El estándar IEEE 802.15.4 define dos modos de direccionamiento: permite 
tanto direcciones de 64 bits como direcciones cortas de 16 bits, que permiten el 
direccionamiento de más de 65.000 nodos. 
 
Dos tipos de nodos pueden formar parte de una red IEEE 802.15.4: 
 
1. Nodos con funcionalidad completa (Full Function Device, FFD). 
2. Nodos de función reducida (Reduced Function Device, RFD). 
 
 
Figura 2.1 Arquitectura en capas del estándar ZigBee/IEEE 802.15.4 
 





Tasa de datos 
(kb/s) 
Tasa de símbolos 
(ksym/s) 
868 1 20 20 
915 10 40 40 
2400 16 250 62,5 
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Un nodo FFD puede funcionar en dos modos: como coordinador de una red de 
área personal (PAN) o como nodo simple. Un nodo FFD puede comunicarse 
con otros nodos de tipo RFD o FFD. 
 
Un nodo RFD está diseñado para aplicaciones muy simples, como un 
interruptor de luz o un sensor infrarrojo pasivo, que no tienen la necesidad de 
transmitir grandes cantidades de datos, y sólo puede asociarse con un FFD de 
uno en uno. En consecuencia, el RFD se puede implementar utilizando un 
mínimo de recursos y capacidad de memoria. Un nodo RFD puede 
comunicarse únicamente con un nodo FFD. 
2.1.3 Topologías de red 
 
Una de las grandes ventajas que presenta el estándar IEEE 802.15.4 es la 
capacidad de crear múltiples caminos alternativos que darán robustez ante 
cualquier adversidad mediante una red mallada. Pese a que este tipo de 
topología es la más utilizada, existen otras que se comentan a continuación y 
que se pueden observar en la Figura 2.2. 
 
Estrella: Las comunicaciones siempre pasan por el nodo central, que actúa 
como coordinador PAN. Este tipo de redes son bastante vulnerables ya que 
dependen del buen funcionamiento del nodo central. Ante la caída del 
coordinador, es imprescindible tener implementado un sistema para que la red 
vuelva a reconfigurarse. 
 
Malla (o mesh): Como se ha comentado antes, es la topología predilecta de la 
tecnología ZigBee. Se crean múltiples caminos dentro de la red que dan 
robustez ante la caída de uno o más nodos. La estructura mallada puede 
complementarse con pequeñas ramas de las que cuelgan nodos de funciones 
reducidas. 
 
Cluster-tree: Topología que engloba las dos topologías anteriores. Se crean 
una serie de clusters (grupo de nodos RFD) en los que un FFD adopta la 
función de coordinador del cluster. Cada coordinador de cluster se encarga de 
comunicarse con todos aquellos nodos que tiene conectados, creando una 
disposición en estrella. Como complemento, si los vértices de la estrella son 
FFD, estos pueden enlazarse con RFD, igual que pasa en la topología mallada.  
 
 
Figura 2.2 Topologías de red 
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2.1.4 Protocolo MAC: CSMA/CA 
 
La función principal de la capa MAC es la de gestionar el acceso al medio. El 
objetivo es que todos los nodos de la red compartan de una forma eficiente y 
justa el medio de transmisión, en este caso, el canal radio. 
 
La base del protocolo MAC definido en el IEEE 802.15.4 es el algoritmo 
CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance), es decir, 
“escuchar el medio antes de transmitir”. En el estándar se definen dos tipos de 
CSMA/CA cuya aplicación depende de si se opta por el control de acceso 
basado en beacons (balizas) o no:  
 
1. Modo sin beacon: acceso basado en CSMA/CA no ranurado. 
2. Modo Beacon-enabled: acceso basado en CSMA/CA ranurado. 
Estos dos tipos de acceso se detallan en las siguientes subsecciones. 
2.1.4.1 CSMA/CA no ranurado (Unslotted CSMA/CA) en redes sin beacon 
 
En una red sin beacons se usa CSMA/CA no ranurado. Cada vez que un nodo 
quiere realizar la transmisión de un paquete, este debe esperar un tiempo 
aleatorio, llamado tiempo de backoff, durante el que no escucha el estado del 
canal. Al vencer este tiempo, se escucha el canal. Si el canal se encuentra 
libre (no hay ninguna transmisión presente), el nodo puede transmitir los datos. 
Si el canal se encuentra ocupado, el nodo debe esperar otro periodo aleatorio 
antes de intentar acceder al canal nuevamente. En la Figura 2.3 se muestra el 
diagrama de flujo del protocolo de acceso al medio. 
 
Variables que intervienen: 
 
 NB: contador del número de veces que se ejecuta el backoff para 
acceder al medio en cada intento de transmisión de un paquete. 
 BE: es el exponente de backoff, que se relaciona con el tiempo de 
backoff que el nodo espera antes de evaluar el estado del canal. En este 
caso se le asigna como valor inicial macMinBE, cuyo valor recomendado 
en el estándar IEEE 802.15.4 es 3.  
 aMaxBE = Máximo valor permitido para la variable BE, por defecto 
según el estándar es 5. Con esta variable se especifica el máximo 
tiempo de backoff que el nodo espera antes de evaluar el canal. 
 macMaxCSMABackoffs = Máximo valor permitido para el valor de la 
variable NB, es decir, es el máximo número de intentos de transmisión. 
El estándar define por defecto el valor 4. 







Demora por un número aleatorio de 
















Figura 2.3 Algoritmo CSMA/CA no ranurado 
 
El proceso para acceder al medio por primera vez es el siguiente: 
 
1. Se determina el tiempo de backoff que se tiene que esperar antes de 
realizar la primera comprobación del medio. Este tiempo será igual a un 
número de slots (medidos en unidades de tiempo), calculado como un 
número entero aleatorio definido en el intervalo             con 
distribución uniforme. Por ejemplo, si BE = 3, el valor de backoff estará 
comprendido entre 0 y 7, ambos incluidos y siendo todos los posibles 
valores equiprobables. El tiempo de slot se define en el estándar IEEE 
802.15.4 con la constante                                Este 
tiempo depende de la banda de frecuencia utilizada.  
                                  
 
               
 
Por ejemplo, si se emplea la banda de frecuencia de 2,4GHz, la tasa de 
símbolo equivale a 62,5 ksym/s (ver Tabla 2.1) y por tanto el tiempo de 
slot es: 
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2. Se realiza la función de Clear Channel Assessment (CCA) que permite 
valorar si el canal está ocupado o no. 
3. Si el canal está libre, se accede al medio para transmitir. 
4. Si el canal se detecta ocupado: 
 Se incrementa NB y BE en una unidad, cumpliendo que    
      . En el primer paso por dicho punto,            
       . En función del valor de la variable NB se realiza una 
operación u otra: 
a. Si                        se desestima la 
transmisión del paquete en curso. 
b. Si                         se volverá a calcular el 
tiempo de backoff con el nuevo valor de BE y el proceso se 
reinicia. 
2.1.4.2 CSMA/CA ranurado (Slotted CSMA/CA) en redes beacon-enabled 
 
Para redes con el modo de beacon activado se usa el acceso al canal 
CSMA/CA ranurado. En este caso, los periodos de backoff están sincronizados 
con el inicio de la transmisión de un beacon.  
 
El uso de beacons añade un nuevo nivel de funcionalidad a la capa MAC de la 
red. Los nodos pueden estar en modo off y despertarse solamente cuando 
reciben una señal de beacon, escuchan su dirección y vuelven al estado sleep, 
con el consecuente ahorro de energía. 
 
Las tramas beacon son importantes para mantener todos los nodos 
sincronizados sin requerir que los nodos consuman energía escuchando 
durante largos periodos de tiempo. En la Figura 2.4 se muestra la estructura de 
una trama de beacon. Los campos más significativos se encuentran en la carga 
útil (MAC payload) que contiene: la especificación de la supertrama, los 
campos de GTS, los campos pending address, y la carga útil del beacon.  
 
 
Figura 2.4 Estructura de la trama Beacon 
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El modo beacon-enabled se suele emplear en redes de tipo estrella, donde un 
coordinador puede crear una estructura de supertrama, delimitada por la 
transmisión periódica de beacons. 
 
El formato de una supertrama lo define el coordinador de la red y se muestra 
en Figura 2.5. La supertrama está limitada por el beacon (guía de la red) 
enviado por el coordinador, y está dividida en 16 time slots o intervalos de 
tiempo de igual duración. El beacon se transmite en el primer time slot de cada 
supertrama. Si un coordinador no desea usar la estructura de supertrama, 
puede deshabilitar la transmisión de beacons.  
 
La supertrama puede tener un periodo activo (Active Period) y un periodo 
inactivo (Inactive Period). Durante el periodo inactivo el coordinador puede no 
interactuar con su PAN y entrar en un modo de bajo consumo de energía.  
 
Para aplicaciones de bajo retardo que requieran un ancho de banda específico 
o para que ciertos nodos tengan prioridad sobre otros, el coordinador PAN 
puede dedicar partes de una trama activa para la reserva de recursos. Los slots 
de reserva de recursos se llaman Intervalos de Tiempo Garantizado 
(Guaranted Time Slots, GTS). El GTS forma el periodo libre de contienda 
(CFP), el cual siempre aparece después del periodo de acceso por contienda 
(CAP). El coordinador PAN puede asignar hasta siete GTS por supertrama, y 
un GTS puede ocupar más de un periodo o time slot. No obstante, una 
pequeña porción del CAP debe quedar sin asignar para permitir el acceso de 
nuevos nodos que deseen unirse a la red. La estructura de la supertrama con 
GTS se observa en la Figura 2.6. Todas las transacciones basadas en acceso 
por contienda deben completarse antes que el CFP comience, de lo contrario 
deberán esperarse al siguiente CAP. 
 
 
Figura 2.5 Estructura de la supertrama sin GTS, (a) sin y (b) con periodo de inactividad 
 
 
Figura 2.6 Estructura de la supertrama con GTS 
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Gracias a este modo de operación, se habilitan periodos de tiempo, asignados 
por el coordinador, en los que se evita por completo la contienda entre nodos y, 
por lo tanto, se evitan por completo las colisiones y los tiempos de backoff. 
 
La estructura de la supertrama está definida por dos parámetros según muestra 
la Figura 2.7: 
 
 macBeaconOrder (BO): esta variable, cuyo valor está comprendido en el 
intervalo        , define la duración del intervalo entre beacons. La 
duración de dicho intervalo se denomina BI (Beacon Interval) y se 
calcula como 
                                  
 
 macSuperframeOrder (SO): esta variable, cuyo valor está comprendido 
en el intervalo        , define la duración del periodo activo de la 
superframe, la cual incluye a la trama beacon inicial. La duración de esta 
porción se denomina SD (Superframe Duration) y se calcula como  
                                  
 
El estándar IEEE 802.15.4 define que: 
 
                                                                 
 
donde 
                               
                              
Por lo tanto, 
                                      
 
Con lo que se obtiene que 
                      
                      
         




Figura 2.7 Parámetros que definen una supertrama 
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Por lo tanto, el tiempo entre beacons depende de la duración de slot, que 
depende de la banda de frecuencia: 
 
 Desde 15ms hasta 245s en 2.4GHz. 
 Desde 96ms hasta 1573s en 915MHz. 
 Desde 192ms hasta 3146s en 868MHz. 
El diagrama de bloques del acceso al medio para el método beacon-enabled, 
se muestra en la Figura 2.8. Este es el algoritmo utilizado en todos los casos, a 
excepción de aquellas transmisiones en las que el nodo que intenta acceder al 
medio tiene un tiempo garantizado (GTS) asignado por el coordinador de la 
red. 
 
En el modo beacon-enabled intervienen dos nuevas variables, la ventana de 
contienda (CW) y el modo de prolongación de batería (BLE), que se suman a 
las variables del método CSMA/CA no ranurado descrito anteriormente: NB, 
BE, aMaxBE y macMaxCSMABackoffs. A continuación se explican estas dos 
nuevas variables: 
 
 CW: El valor de la variable CW indica el número de CCAs que el nodo 
debe realizar antes de intentar transmitir. El algoritmo de acceso al 
medio debe asegurarse de que la ventana de contienda ha expirado 
antes de transmitir. 
 BLE: Variable booleana (adopta los valores 1 ó 0) que activa o desactiva 
el modo de prolongación de batería. Si este modo está activo la variable 
BE toma el valor mínimo entre 2 ó el valor de macMinBE. Si el modo 
está desactivado, la variable BLE toma el valor macMinBE. 
El proceso para acceder al medio es el siguiente: 
 
1. Se localiza el límite del próximo periodo de backoff. 
2. Se espera un número aleatorio de periodos de backoff, calculado como 
un número entero aleatorio definido en el intervalo             con una 
distribución uniforme.  
3. Se realiza la función de Clear Channel Assessment (CCA). 
4. Si el canal está libre: 
 Se disminuye el valor de CW en una unidad. En función del valor 
de la variable CW se realiza una operación u otra. 








Demora por un número aleatorio de 
un periodo de backoff
NB=0, CW=2
Realizar un CCA sobre el 























Figura 2.8 Algoritmo CSMA/CA ranurado 
 
a. Si CW= 0, se accede al medio para transmitir en el límite 
del próximo slot de espera.  
b. Si CW es diferente de 0 se realizará la función de Clear 
Channel Assessment (CCA) sobre el límite del próximo slot 
de espera y el proceso se reinicia. 
5. Si el canal se detecta ocupado: 
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 La variable CW se resetea a su valor inicial y se incrementa NB y 
BE en una unidad, cumpliendo que BE no será nunca superior a 
aMaxBE. En función del valor de la variable NB se realiza una 
operación u otra: 
a. Si NB es mayor a macMaxCSMABackoffs se desestima la 
transmisión del paquete en curso. 
b. Si NB no es mayor a macMaxCSMABackoffs se volverá a 
calcular el número de slots de espera con el nuevo valor de 
BE y el proceso se reinicia. 
 
2.2 El protocolo DPCF 
2.2.1 Introducción 
 
Las revisiones del estándar IEEE 802.15.4 que han aparecido a lo largo de los 
años han aportado mejoras y correcciones a la versión inicial. Estas mejoras se 
han centrado en la modificación de diferentes aspectos de la capa física, como 
las técnicas de espectro ensanchado o la banda de frecuencia de operación. 
Sin embargo, salvo pequeñas modificaciones, los mecanismos de acceso al 
medio continúan siendo prácticamente los mismos. 
 
La mayoría de nodos inalámbricos que operan con el estándar 802.15.4 
implementan el método CSMA/CA no ranurado sin beacons como protocolo 
MAC. Este protocolo ofrece un buen rendimiento para bajas cargas de tráfico y 
para un número de nodos no muy elevado. Sin embargo, a medida que el 
número de nodos inalámbricos aumenta, y por tanto también el tráfico 
agregado total, el rendimiento de los protocolos basados en CSMA empieza a 
ser insuficiente.  
 
A continuación se hace referencia a algunos protocolos MAC que han sido 
propuestos en los últimos años para mejorar las prestaciones del protocolo 
MAC definido en el IEEE 802.15.4: 
 S-MAC [3] es un protocolo MAC de bajo consumo energético basado 
en el mecanismo Request To Send/Clear To Send (RTS/CTS) 
(diálogo previo a la transmisión de datos entre transmisor y receptor 
para aumentar la probabilidad de éxito de la transmisión) que 
aprovecha la sincronización entre nodos para habilitar el duty-cycling 
en redes de sensores. El protocolo utiliza tres técnicas para lograr un 
bajo consumo con duty-cycling: estados de sleep periódicos, virtual 
clustering, y adaptative listening. Los nodos de la red se encienden 
(on), reciben y transmiten datos, y vuelven a apagarse (off) 
periódicamente. En el inicio del periodo de encendido un nodo 
intercambia información de sincronización con sus nodos vecinos 
para asegurar que el nodo y sus vecinos se encienden al mismo 
tiempo. 
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 T-MAC [4] mejora el diseño del protocolo S-MAC, acortando el 
período de encendido si el canal está inactivo. En S-MAC, los nodos 
se mantienen despiertos durante todo el periodo de on, incluso si no 
envían ni reciben datos. En T-MAC los nodos permanecen despiertos 
sólo por un tiempo corto después de la fase de sincronización. Si no 
se reciben datos en esta ventana de tiempo, el nodo vuelve al modo 
sleep. Si se reciben datos, el nodo permanece despierto hasta que 
no reciba más datos o se termine el período de encendido. 
 BMAC [5], desarrollado en la universidad de California en Berkeley, 
es una técnica basada en CSMA que utiliza low power listening y un 
preámbulo prolongado para conseguir una comunicación de bajo 
consumo. Los nodos tienen un periodo de encendido y un periodo de 
apagado, y no es necesaria una sincronización con los nodos 
vecinos. Si un nodo desea transmitir, precede al paquete de datos 
con un preámbulo que es ligeramente más largo que el período sIeep 
del receptor. Durante el período de encendido, un nodo comprueba el 
estado del canal y si se detecta un preámbulo, permanece despierto 
para recibir los datos. Con el preámbulo prolongado, el transmisor se 
asegura de que en algún momento durante el preámbulo, el receptor 
se despierta, detecta el preámbulo, y permanece despierto hasta 
recibir los datos. 
 
Todas estas modificaciones del protocolo MAC están orientadas a mejorar la 
eficiencia energética, pero ninguno de ellos considera que el número de nodos 
pueda ser arbitrariamente elevado, como es el caso, por ejemplo, de las redes 
M2M. Esta es la principal motivación de este TFC, que se centra en un 
novedoso protocolo MAC diseñado para redes ad hoc inalámbricas con un 
elevado número de nodos. El protocolo se llama Distributed Point Coordination 
Function (DPCF) y fue propuesto en [6] para mejorar el rendimiento de las 
redes sin cables de área local (WLAN) basadas en el estándar IEEE 802.11. El 
objetivo principal de diseño de este protocolo es el de aumentar el rendimiento 
de este tipo de redes en términos de throughput y retardo de transmisión. 
Entendemos por throughput la cantidad de bits de datos por unidad de tiempo 
que se pueden transmitir en la red. En este TFC, pretendemos implementar 
este protocolo sobre motas basadas en IEEE 802.15.4 para evaluar su 
rendimiento en términos de throughput y energía, y para evaluar su aplicación 
en redes M2M. 
 
La descripción completa y detallada del protocolo DPCF puede encontrarse en 
[7]. Sin embargo, con objeto de hacer este documento autocontenido, en esta 
sección se realiza una breve descripción del protocolo DPCF.  
 
El protocolo DPCF combina los dos métodos de acceso definidos en el 
estándar IEEE 802.11 para redes WLAN. Por ello, en las siguientes sub-
secciones primero se describen los dos métodos de acceso del estándar IEEE 
802.11, conocidos como funciones básicas de coordinación, Distributed 
Coordination Function (DCF) y Point Coordination Function (PCF).  
Posteriormente, se describe el funcionamiento del protocolo DPCF, 
combinando DCF con PCF. 
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2.2.2 Distributed Coordination Function (DCF) 
 
La función DCF es uno de los métodos de acceso al medio definido en el 
estándar IEEE 802.11. Es obligatorio que todos los nodos inalámbricos que 
cumplen con el estándar la lleven implementada. DCF es aplicable tanto a 
redes distribuidas (ad hoc) como a redes en modo infraestructura. En modo 
infraestructura la función DCF puede trabajar conjuntamente con la función 
PCF ya que en estas redes un punto de acceso (AP, abreviatura del inglés 
Access Point) es el encargado de canalizar el tráfico y gestionar el acceso al 
medio de los nodos de la red. 
  
Los periodos de DCF son denominados también periodos de contienda (CP) ya 
que los nodos deben competir por el acceso al medio. Se definen dos tipos de 
acceso: básico y con evitación de colisiones mediante RTS/CTS. Un ejemplo 
de acceso básico al medio se representa gráficamente en la Figura 2.9. 
Cuando un nodo tiene datos a transmitir, aplica el mismo mecanismo de 
acceso al medio que el estándar 802.15.4 CSMA/CA (non-beacon), definido en 
2.1.4.1. 
 
Si el destino recibe correctamente el paquete de datos, envía un paquete de 
reconocimiento (acknowledgement, ACK) al nodo origen un tiempo SIFS (Short 
Interframe Space) después para confirmar la correcta recepción. El tiempo 
SIFS es usado para transmisiones de mayor prioridad, como tramas RTS/CTS 
y ACK. Las transmisiones de mayor prioridad pueden acceder al medio una vez 
transcurrido un tiempo SIFS. Una vez se ocupa el medio, el resto de 
transmisiones de menor prioridad no podrán transmitir y deberán esperar a que 
el medio vuelva a estar libre.  
 
Por otra parte, el estándar IEEE 802.11 define un mecanismo alternativo para 
el DCF que permite reducir el impacto de las colisiones y permite combatir el 
problema del nodo oculto. Este mecanismo se basa en el uso de un diálogo 
previo entre transmisor y receptor en el que intercambian paquetes de control 
llamados Request-to-Send (RTS) y Clear-to-Send (CTS). En la Figura 2.10 se 
puede observar gráficamente su funcionamiento. Cuando un nodo quiere 
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Figura 2.9 Acceso básico al canal mediante la función de coordinación DCF 


















Figura 2.10 Acceso al canal mediante RTS/CTS en la función de coordinación DCF 
 
caso anterior. Si el canal permanece libre durante un tiempo DIFS, el nodo 
inicia su transmisión. El primer paquete transmitido por el nodo después de la 
contienda al canal no es el paquete de datos, sino un paquete de control 
llamado RTS. Cuando el nodo destino recibe el paquete RTS correctamente, 
contesta con un paquete CTS un tiempo SIFS después. Un tiempo SIFS 
después de recibir el CTS, y siempre que el canal esté libre, se inicia la 
transmisión de datos. Si la transmisión ha sido correcta, el destino enviará un 
paquete de reconocimiento ACK un tiempo SIFS después de haber recibido los 
datos. 
 
El mecanismo de RTS/CTS suele utilizarse cuando la longitud de los paquetes 
de datos es larga debido, principalmente, a dos motivos: 
 
1. Cuando se produce una colisión, los paquetes afectados son del tipo 
RTS y no contienen datos útiles. A nivel MAC, es decir, sin contar las 
cabeceras añadidas por la capa física, los paquetes RTS tiene una 
longitud de 20 bytes, mientras que los paquetes de datos contienen una 
carga útil variable entre 0 y 2312 bytes, además de 34 bytes de 
cabecera MAC. Por lo tanto la colisión de paquetes de datos es mucho 
menos costosa, en términos de uso de recursos radio, que la colisión de 
paquetes de datos. 
2. Es un mecanismo de protección frente a nodos ocultos (hidden terminal 
problem). Este problema aparece cuando un nodo de una red se 
encuentra en el rango de transmisión de un receptor pero se encuentra 
fuera del rango de transmisión del transmisor. Al escuchar el canal, el 
nodo interpreta que está libre a pesar de la existencia de una 
comunicación activa entre otros dos nodos. Mediante el envío de 
paquetes CTS en los receptores se notifica a todos estos nodos ocultos 
la existencia de una comunicación. 
 
A pesar del uso de escucha de canal, de backoff aleatorios, y del uso de 
paquetes RTS/CTS, debido a retardos de propagación no despreciables, en 
una red inalámbrica es posible que dos o más nodos obtengan el mismo valor 
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de Backoff e inicien una transmisión en el mismo instante de tiempo. Si esto 
ocurre, se produce una colisión en el destino, y no es capaz de decodificar la 
información transmitida por dos o más nodos simultáneamente. No obstante, el 
uso de estos mecanismos, minimiza la probabilidad de colisión y aumenta la 




2.2.3 Point Coordination Function (PCF) 
 
El estándar IEEE 802.11 define una función de coordinación opcional para la 
capa MAC llamada Point Coordination Function (PCF). Los periodos de tiempo 
en los que se aplica esta función se denominan “periodos libres de contienda” 
(CFP). Para su funcionamiento es necesario que exista un AP encargado de 
gestionar el acceso al medio de los nodos mediante el envío de paquetes de 
POLL (del inglés polling, encuesta o interrogación). 
 
Durante los periodos de tiempo en los que se ejecuta la función PCF, los 
únicos nodos que tienen permisos para transmitir son aquellos que reciben un 
paquete de POLL o que reciben datos y tienen que enviar un paquete de 
reconocimiento ACK. En ambos casos el acceso al medio se hace un tiempo 
SIFS después de haber recibido el paquete. 
 
Un nodo que recibe un POLL puede enviar información al AP, o a cualquier 
nodo de la red (estableciendo un enlace punto a punto). En la Figura 2.11 se 
pueden observar las dos posibilidades de comunicación en un periodo PCF: 
 
1. Comunicación AP – Nodo 1. El AP envía un paquete combinado de 
datos y POLL hacia el nodo 1. Un tiempo SIFS después de recibir el 
paquete, el nodo 1 contesta al AP enviando un paquete de 
reconocimiento ACK combinado con datos con el mismo destino. Los 
paquetes combinados suelen ser de tipo datos, y se consigue enviar 
datos y control en un mismo paquete debido a que hay campos de esos 
paquetes que no se utilizan. 
 
2. Comunicación Nodo 1 – Nodo 2. La comunicación empieza cuando uno 
de los dos nodos recibe un POLL. Es posible que el AP adjunte datos en 
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Periodo libre de contienda (CFP)
 
Figura 2.11 Acceso al canal mediante la función de coordinación PCF 
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ese paquete. El nodo 1 envía el paquete de datos al nodo 2 un tiempo 
SIFS después de interpretar el POLL. El nodo 2 envía un paquete de 
reconocimiento ACK un tiempo SIFS después de recibir los datos. 
A pesar de que la función PCF puede alcanzar mejor rendimiento que DCF 
cuando la carga de tráfico es elevada, este método de acceso prácticamente 
no se implementa en las tarjetas inalámbricas 802.11 existentes en el mercado. 
Por ese motivo, los nodos que implementan la función PCF deben combinar 
periodos PCF con periodos de DCF para permitir la comunicación entre nodos 
que ejecutan PCF y nodos que ejecutan DCF. Además, estos periodos DCF 
son necesarios para permitir el acceso al sistema a nuevos nodos no 
registrados por el AP. 
2.2.4 Solución híbrida: DPCF 
 
El objetivo principal de diseño del protocolo DPCF era combinar las ventajas de 
DCF y de PCF. Por un lado, la capacidad de operar en modo distribuido de 
DCF, y por otro, aumentar el rendimiento en redes con muchos usuarios y alta 
carga de tráfico en términos de throughput y retardo de transmisión.  
 
El DPCF es un protocolo MAC diseñado para trabajar en entornos ad hoc 
inalámbricos. La idea principal de DPCF es que los nodos acceden al canal 
ejecutando el modo de acceso distribuido de DCF. Una vez se consigue el 
acceso exclusivo al canal, se establece un cluster temporal, creando una 
estructura de Master-Slave. El algoritmo de clustering se caracteriza por no 
utilizar información de control para conseguir que los nodos se autoconfiguren 
en clusters de manera espontánea y temporal. Los nodos asociados a cada 
cluster pueden realizar transmisiones de forma directa entre otros nodos del 
cluster (peer-to-peer). Gracias a la estructura Master-Slave, es posible utilizar 
el protocolo MAC basado en la función de coordinación PCF del estándar IEEE 
802.11 en redes ad hoc, donde el master puede asumir la función de AP de 
manera temporal.  
 
Cualquier nodo de una red DPCF debe ser capaz de operar en tres modos de 
operación; idle, Master y Slave. Los nodos DPCF que no están asociados a 
ningún cluster operan en modo Idle. Un nodo se encuentra en este modo 
cuando no tiene datos a transmitir y cuando no ha detectado la actividad de 
ningún cluster. Los dos modos de operación restantes (Slave y Master) 
corresponden a los nodos DPCF asociados a un cluster (ver Figura 2.12). 
 
Los nodos en modo Master son los encargados de la gestión del acceso al 
medio en los clusters. Esto se debe a que dentro de cada cluster se aplica el 
método de acceso PCF del estándar IEEE 802.11, libre de contienda al canal. 
El PCF requiere de un nodo centralizado que administre el acceso de los nodos 
asociados. Este es el papel del nodo en modo Master. Los nodos en modo 
Slave son aquellos que se han asociado al cluster, o que han realizado la 
petición de inicio de un cluster a otro nodo.  
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Figura 2.12 Red DPCF 
 
Todos los nodos DPCF deben alternar periodos de DCF con periodos de PCF. 
El periodo DCF consiste en operar en modo Idle durante un tiempo 
determinado y acceder al canal mediante el protocolo MAC DCF. Los nodos 
que no son DPCF y, por consiguiente, no entienden las reglas del protocolo, 
durante este periodo DCF, pueden establecer comunicaciones. 
 
A lo largo del periodo DCF los nodos deben actualizar la información de la red. 
Hay que tener en cuenta que esta información corresponde a los nodos que se 
encuentren en su rango de transmisión, puesto que únicamente serán capaces 
de recibir paquetes de estos nodos. La información se almacena en una “tabla 
de vecinos” (neighbor table) que contiene un registro de la red local que rodea 
a cada nodo. Esta tabla de vecinos permite a los nodos DPCF que actúan 
como Master en un cluster optimizar el acceso al medio de los nodos de ese 
cluster. 
 
Una vez finalizado el periodo de DCF, los nodos DPCF solo pueden transmitir 
datos cuando estén asociados a un cluster. Existe la posibilidad de que un 
nodo DPCF no detecte ningún cluster temporal activo en sus alrededores. Esto 
sucede cuando ningún nodo tiene datos a transmitir y opera en modo Idle o 
cuando existe algún cluster en la red pero el nodo no detecta su actividad 
debido a que está situado fuera de su rango de transmisión. En esta situación, 
el nodo debe realizar una petición de clustering a otro nodo de la red. Hay que 
tener en cuenta que en una red DPCF los nodos que tienen datos a transmitir 
no actúan como Master de un cluster, sino que realizan una petición a otro 
nodo para que sea él el que actúe de Master y cree un cluster. La petición se 
realiza mediante paquetes de control RTS. En la Figura 2.13 se puede observar 
de forma de gráfica el proceso de establecimiento del cluster. 
 
La petición se realiza de la forma siguiente: 
 
















Nodo 2 es MASTER y
nodos 1,3...N son SLAVE Todos los nodos están IDLE





Figura 2.13 Inicialización de un cluster en DPCF 
 
1. El nodo que quiere acceder al canal para transmitir datos debe enviar un 
paquete de control tipo RTS al nodo destino. Antes de realizar la 
transmisión, aplica el mecanismo DCF del estándar definido en el apartado 
anterior para acceder al canal.  
2. Cuando un nodo DPCF recibe un paquete RTS, comprueba que el nodo 
origen de la transmisión es nodo DPCF. Si es así, el destino envía un 
paquete de BEACON a toda la red para indicar el inicio de un cluster. En 
caso contrario, el nodo transmite un CTS y la comunicación se rige por el 
estándar 802.11. 
3. Los nodos que detecten el paquete BEACON pasan a trabajar en modo 
Slave. El Master de la red es el nodo que ha enviado el paquete de 
BEACON. 
 
Sin embargo, también existe la posibilidad de que un nodo que tiene datos a 
transmitir detecte un cluster ya activo dentro de su rango de transmisión. En 
ese caso, el nodo puede asociarse directamente a ese cluster sin necesidad de 
realizar una petición para crear un nuevo cluster. La asociación a un cluster ya 
activo es posible gracias a los paquetes de BEACON que envían los Master de 
forma periódica de forma similar al AP en una red 802.11. 
 
En ambos casos, y una vez creado el cluster, todos los nodos (Master y Slave) 
asociados a él ejecutan la función de coordinación PCF para acceder el medio. 
 
El Master es el encargado de realizar el envío de polls a cada uno de los nodos 
Slave de su cluster, para ofrecer la posibilidad de transmitir al canal. El primer 
paquete de POLL que envía tiene como destino el nodo DPCF que realizó la 
petición de cluster. Por ese motivo, en una red DPCF es de vital importancia 
que el nodo que actúa de Master tenga completamente actualizada la tabla de 
vecinos. De lo contrario, el Master puede llegar a transmitir paquetes de POLL 
a nodos desconectados, o incluso a nodos que no sean DPCF. Esto puede 
provocar pérdidas de eficiencia de los recursos radio.  
 
Los periodos de clustering se inician mediante paquetes de BEACON y 
finalizan con el envío de paquetes tipo CF END. La duración temporal de un 
cluster en DPCF es variable y se mantiene en el tiempo hasta que se detecta 
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que el conjunto de nodos de ese cluster no tiene datos a transmitir, o cuando el 
cluster ha permanecido activo durante un tiempo máximo determinado. En la 
Figura 2.14 se puede consultar gráficamente un diagrama de estados de un 
nodo DPCF que actúa como Master en un cluster. 
 
El Master es el encargado de fijar la duración temporal máxima del cluster, es 
decir, el Master Time Out MTO. El MTO se define como un número entero de 
paquetes de BEACON y se va decrementando en una unidad después de cada 
BEACON enviado. El tiempo entre dos BEACON es un número entero de 
paquetes de POLL. Sin embargo, la duración temporal de los clusters no 
siempre coincide con la del MTO. Los nodos DPCF tienen un mecanismo de 
detección de inactividad que les permite finalizar un cluster antes de finalizar el 
MTO. Mediante este mecanismo se evita que un cluster permanezca activo 










RX RTS del nodo i
TX primer Beacon
Idle
Cambio a modo Idle








Contador inactividad = 0
 
Figura 2.14 Diagrama de estados del protocolo DPCF 
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Cuando un nodo DPCF actúa como Master, debe enviar paquetes de POLL de 
forma regular a los nodos de su cluster. Cualquier nodo compatible con la 
función PCF, cuando recibe un paquete de POLL, debe de contestar con un 
paquete de datos si tiene información a transmitir, o con un paquete de 
reconocimiento ACK si ha recibido datos de algún nodo o con un paquete tipo 
NULL. De esta forma, el Master puede detectar la actividad de todos los nodos 
del cluster. Si en algún momento no recibe la contestación de un paquete de 
POLL, incrementa en una unidad el mecanismo de detección de inactividad. 
Cuando llega al límite, el Master entiende que no hay suficiente carga de tráfico 
en la red y finaliza el cluster. 
 
 
2.2.5 Rendimiento del DPCF mediante simulación 
 
La evaluación del rendimiento del protocolo DPCF se ha reportado en [6]. Los 
resultados obtenidos en dicho trabajo se basan en simulaciones por ordenador. 
En [6], se evalúa el el throughput y la media del retardo de transmisión de una 
red inalámbrica bajo diferentes cargas de tráfico, considerando que todos los 
nodos están en un mismo rango de transmisión (entorno single-hop) y donde 
sólo se han tenido en cuenta las pérdidas de propagación del canal.  
 
Más específicamente, se han considerado tres escenarios de simulación 
aislados: DCF, PCF y DPCF. Se entiende por escenario aislado aquel donde 
todos los usuarios de la red implementan el mismo protocolo y no existe 
ninguna interferencia exterior a esta red. Los tres escenarios representan: 
 
1. DCF: red estándar 802.11 en la que únicamente se utiliza la función 
DCF. En esta red, los usuarios aplican el mecanismo de CSMA/CA para 
conseguir acceder al canal y realizar transmisiones de datos. Además, 
se utiliza el mecanismo de reserva de recursos mediante los paquetes 
RTS y CTS. 
 
2. PCF: red 802.11 en la que únicamente se aplica la función PCF, pero en 
modo punto a punto. En esta red, los nodos dependen de la gestión de 
acceso al medio de un AP. Sin embargo, no es necesario canalizar el 
tráfico de la red por el AP y los nodos pueden transmitir datos a 
cualquier destino de la red de forma directa (nótese que esto es un poco 
diferente a la operación real del PCF en el que se dirige todo el tráfico a 
través del AP). En esta red, se considera que el AP también tiene datos 
a transmitir a cualquier nodo (downlink). 
 
3. DPCF: red ad hoc aislada de nodos inalámbricos DPCF. En este 
escenario, los nodos utilizan las reglas del protocolo MAC DPCF. 
 
Además, se han fijado los siguientes parámetros para todos los escenarios:  
 
1. La tasa de transmisión para los paquetes de control se ha fijado a la mínima 
velocidad de transmisión (6 Mbps) para reducir la probabilidad de tener errores 
de transmisión al utilizar la codificación de canal más robusta. La transmisión 
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de datos se realiza a 54 Mbps. Se ha supuesto que los usuarios están lo 
suficientemente cerca como para que este valor sea el máximo contemplado en 
el estándar. El uso de velocidades de transmisión menores (24 o 6 Mbps) 
únicamente cambia el valor absoluto de los resultados, pero no modifica las 
conclusiones que se pueden extraer. 
 
2. El número de nodos en la red es de 20. 
 
3. La longitud de los paquetes de datos se ha fijado a 1500 bytes. Hay que 
recordar que los paquetes de datos pueden ser de longitud variable entre 0 y 
2312 bytes) en las redes WLAN basadas en IEEE 802.11. 
 
4. La gestión de la cola de polling se realiza mediante el mecanismo de Round 
Robin debido a que el estándar IEEE 802.11 no define ningún tipo de 
mecanismo específico. Mediante este método, el AP envía paquetes de POLL 
de forma cíclica a los usuarios de la red sin aplicar ningún tipo de prioridad. 
 
Los parámetros referentes a la configuración de la red DPCF son los 
siguientes; 19 paquetes de POLL entre dos BEACON, MTO = 3. Hay que 
recordar que el MTO es el número de paquetes de BEACON dentro de un 
cluster, y que el número de paquetes de POLL entre dos BEACON debe ser un 
número múltiplo del número de usuarios DPCF en la red menos uno. 
 
El modelo de generación de tráfico es constante, es decir, la carga total de 
tráfico generada en la red se distribuye de manera uniforme entre todos los 
nodos. Además, todos los nodos pueden generar tráfico a cualquier destino de 
la red. En las simulaciones únicamente se tiene en cuenta las pérdidas de 
propagación del canal. Sin embargo, estos parámetros son despreciables 
debido a que las redes simuladas son de tipo single hop. 
 
El resto de parámetros referentes a las capas MAC y PHY de las simulaciones 
se han fijado de acuerdo al estándar IEEE 802.11g. Se pueden consultar en la 
Tabla 2.2. En el siguiente apartado se presentan los resultados de las 
simulaciones. El rendimiento del escenario DPCF se compara con los dos 
escenarios estándar IEEE 802.11. 
 
A) Resultados 
El rendimiento en términos de throughput de las tres redes está representado 
en la Figura 2.15 en función de la carga de tráfico ofrecida a la red. Como era 
 
Tabla 2.2 Parámetros del sistema 
 
28  Un nuevo protocolo MAC:DPCF 
 
de esperar, el throughput de la red DPCF en saturación es notablemente 
superior al de la red DCF, una mejora de aproximadamente un 250%. Las 
colisiones y los períodos de backoff se reducen en la red DPCF, en 
comparación con la red DCF, dando un mayor rendimiento. Además, el 
rendimiento de DPCF es incluso superior al de la red PCF, puesto que en 
saturación alcanza un 25% más de throughput. Con el fin de analizar más a 
fondo la causa de esto, la Figura 2.16 muestra la probabilidad de que un nodo 




Figura 2.15 Comparación de throughput de los nodos DPCF, PCF y DCF [6] 
 
Figura 2.16 Probabilidad global de transmitir datos al canal en un “Transmission 
Opportunity” (TXOP) [6] 
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Se ha considerado en este cálculo que el AP (o el MASTER) combina paquetes 
de POLL y DATOS. Mientras que la eficiencia del polling en la red DPCF se 
acerca al 99%, en la red PCF se mantiene cerca del 55%. Esta eficiencia se 
traduce directamente en una mayor eficiencia del protocolo, ya que todos los 
polls se utilizan para luego transmitir datos, aumentando la proporción de 
paquetes de datos transmitidos por gastos de control. La menor eficiencia de la 
red PCF se debe al grave desequilibrio entre las oportunidades de acceso al 
canal entre el AP y los nodos de la red PCF. La probabilidad de transmisión al 
recibir un paquete de poll se ilustra de nuevo en la Figura 2.17, pero esta vez 
separa las curvas que han sido trazadas por el AP y los nodos de la red PCF. 
El AP sólo utiliza hasta un 11% de las oportunidades de acceso al canal 
cuando el tráfico es elevado, mientras que para el resto de los nodos la 
probabilidad de transmisión al recibir un poll es de 1. Este desequilibrio entre el 
AP y los nodos se resuelve en DPCF al compartir la responsabilidad de ser 
master entre todos los nodos de la red. Como todos los nodos de la red tienen 
el papel de master de forma periódica, el acceso desequilibrado del AP en la 
red PCF se compensa en la red DPCF, dando un mejor rendimiento de la red. 
De hecho, el desequilibrio temporal asignado al nodo master puede ser visto 
como un mecanismo de fomento a la cooperación para incentivar a los nodos 
convertirse en MASTER, a pesar de las responsabilidades de coordinación que 
deben llevar a cabo. Finalmente, el retardo promedio de transmisión de 
paquetes, definido como el tiempo transcurrido desde que un paquete llega a la 
capa MAC hasta que se transmite con éxito, es representado en la Figura 2.18. 
Se observa que para bajas cargas de tráfico, el mejor rendimiento se alcanza 
en la red DCF, ya que cada vez que un nodo tiene datos para transmitir puede 
acceder al canal con éxito (la probabilidad de encontrar el canal ocupado y la 
probabilidad de colisión es baja debido a la baja carga de tráfico). Sin embargo, 
el retardo promedio de transmisión de la red DCF crece fuertemente a partir de 
cargas de tráfico superior a 10 Mbps. Por otro lado, DPCF alcanza tiempos de 
transmisión por debajo de 200 ms para cargas de tráfico de hasta 22 Mbps, lo 
que mejora el throghput del DCF y logra un rendimiento superior al PCF. 
 
  
Figura 2.17 Probabilidad de transmitir datos al canal en un “Transmission Opportunity” 
(TXOP) por nodo [6] 
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Figura 2.18 Comparación de la media del retardo de transmisión de las 3 redes (DPCF, 
PCF, y DCF) [6] 
 
 
2.3 Eficiencia energética del DPCF. 
 
La eficiencia energética del protocolo DPCF todavía no ha sido evaluada, ya 
que todos los estudios realizados se centran en el throughput y el retardo de 
transmisión. Sin embargo, ciertas aplicaciones emergentes requieren el uso de 
protocolos de comunicaciones que, además de ofrecer buenos rendimientos en 
términos de bits por segundo y de retardo de transmisión, ofrezcan elevadas 
eficiencias energéticas para prolongar la vida útil de los dispositivos sin 
necesidad de recambio de fuente de energía. Este es el caso de las 
comunicaciones Máquina a Máquina (M2M), basadas en el intercambio de 
información entre dispositivos para realizar tareas inteligentes sin la 
intervención del ser humano. En las redes M2M es necesario que, una vez 
desplegadas, sean capaces de operar de manera autónoma durante largos 
periodos de tiempo, medidos en años, o incluso décadas. El reto es todavía 
mayor si tenemos en cuenta que el concepto de M2M está ligado a la presencia 
de un elevado número de dispositivos, que hacen el acceso al medio un punto 
clave para garantizar la requerida eficiencia energética. Esta es la principal 
motivación para el presente TFC. 
 
A pesar de que los estudios existentes de throughput y retardo se basan en 
simulaciones por ordenador, en este TFC hemos querido dar un paso más en 
la evaluación del protocolo, y se ha implementado el protocolo DPCF en las 
motas reprogramables comerciales para medir su consumo energético. De esta 
manera, no solo hemos podido evaluar el rendimiento energético de DPCF, 
sino que además hemos podido validar su implementación en una plataforma 
real, demostrando que los resultados previamente obtenidos por simulación, se 
reproducen en el mundo real. 
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3 Entorno de trabajo 
 
La implementación del protocolo DPCF se ha realizado sobre motas Z1 de 
Zolertia [8]. En este capítulo se describen las especificaciones hardware de 
estas motas así como todas las herramientas software que se han utilizado 
para su programación, depuración (del inglés, debug), y obtención de 
resultados. 
 
La Figura 3.1 muestra el entorno con el que se ha trabajado, compuesto 
básicamente por cuatro motas y un PC portátil. Las motas se conectan a un PC 
por medio de un cable microUSB-USB para programarlas y luego se 




Figura 3.1 Entorno de trabajo 
 
 
3.1 Selección de la plataforma hardware 
3.1.1 Motas Zolertia Z1 
Existen en el mercado diversas motas comerciales que permiten desarrollar 
aplicaciones sobre redes de sensores. Además, estas motas pueden utilizarse, 
y se han utilizado en los últimos años, para realizar trabajos de investigación 
basados en el estudio y diseño de protocolos de comunicaciones para redes de 
corto alcance. Estas motas son pequeños dispositivos hardware típicamente 
equipados con los siguientes componentes: 
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 Sensores: miden una magnitud física como por ejemplo temperatura, 
humedad, o luz, entre muchas otras. 
 
 Actuadores: Dispositivo inherentemente mecánico cuya función es 
proporcionar fuerza para mover o “actuar” sobre otro dispositivo mecánico. 
 
 Conversor analógico/digital: su función es convertir la magnitud analógica 
que proviene de los sensores en una señal digital que pueda ser procesada 
por un microcontrolador. Habitualmente, el conversor analógico/digital está 
integrado en el microcontrolador. 
 
 Microcontrolador: Procesa la información que proviene de los sensores. 
 
 Transceptor de comunicaciones radio: su función es enviar y recibir 
información desde/hacia otras motas utilizando el canal radio. 
 
 Conector USB: su función es conectar la mota con un PC para compilar la 
aplicación y extraer resultados. 
 
En la Figura 3.2 se muestra, a modo de ejemplo, el diagrama de bloques de los 
componentes que constituyen un nodo genérico WSN. 
 
 
Figura 3.2 Diagrama de bloques de los componentes de un nodo WSN 
 
En la actualidad, existen varios fabricantes trabajando en redes de sensores 
inalámbricas (WSN), entre ellos se encuentran Crossbow [9], Shockfish [10] y 
Zolertia [8].  
 
Para este TFC se han utilizado las motas Z1 de la empresa Zolertia (Ver Figura 
3.3), cuyo datasheet se encuentra en el ANEXO B. 
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Figura 3.3 Mota Z1 de Zolertia 
 
Las motas Z1 son unos dispositivos de red inalámbricos que operan bajo el 
estándar IEEE 802.15.4. Algunas de las características de la mota Z1 son las 
siguientes: 
 
 Rango de temperatura de operación (-40ºC a 85ºC). 
 Conector de expansión XPcon para añadir otros sensores. 
 Microcontrolador de la familia MSP430 de 16 bit y 8KB RAM. 
 Transceptor RF: CC2420. 
 Compatible con Zigbee. 
 Sensor de temperatura digital de bajo consumo TMP102. 
 Acelerómetro digital de 3 ejes ADXL345. 
 Memoria flash de 16MB M25P16. 
 3 leds y 2 pulsadores para interactuar con el usuario. 
 Puerto USB para poder obtener datos o programar la mota. 
 
Su arquitectura se basa en dos componentes de Texas Instruments [11]: 
 
1) Un microcontrolador MSP430, y 
2) Un transceptor de radio CC2420.  
Aunque las motas Z1 son compatibles con otras motas basadas en esta misma 
arquitectura, el microcontrolador que incorpora la Z1 es de segunda generación 
(MSP430F2) en lugar de primera (MSP430F1), como es habitual en otras 
motas como la TelosB de Crossbow, Tmote de Moteiv y similares. Este hecho 
implica algunas incompatibilidades debido a los cambios internos en el 
microcontrolador. Sin embargo, estas pequeñas diferencias no se aprecian en 
el ámbito de aplicación si se utiliza un sistema operativo compatible como 
TinyOS, cuya descripción se detalla en la sección 3.2.1. 
 
El transceptor CC2420, mostrado en la Figura 3.4, está basado en la tecnología 
SmartRF
®
-03 de Chipcon de 0,18 µm CMOS y es compatible con el estándar 
IEEE 802.15.4 usado por Zigbee. Es un transmisor/receptor de radio que opera 
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Figura 3.4 Chip CC2420 
 
en la banda de 2,4GHz. Fue diseñado para aplicaciones inalámbricas de bajo 
consumo energético y bajo voltaje. El CC2420 transmite mediante la técnica de 
ensanchado de espectro mediante secuencia directa (DSSS), para poder 
operar en la banda libre de licencias ISM, tal y como indica el estándar IEEE 
802.15.4 y alcanza una tasa efectiva de transmisión de 250 kbps. 
 
El diagrama de bloques de los componentes de la mota Z1 se puede ver en la 
Figura 3.5. 
 
La mota está diseñada para ser alimentada a 3V (2 pilas tipo AA en serie), 
aunque el rango de tensiones de operación de la mota es [2.1V, 3V]. En la 
Tabla 3.1 se presenta una especificación de la corriente consumida por los 
circuitos integrados (IC) de la Z1, según el datasheet. Aunque estos valores 
permiten calcular el consumo medio en función del modo en el que esté 
trabajando cada IC, para el estudio realizado en este TFC se ha caracterizado 
el consumo real de las motas mediante medidas tomadas con una sonda 




Figura 3.5 Diagrama de bloques de los componentes de la mota Z1 
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Tabla 3.1 Especificación de la corriente consumida de los circuitos de Z1 según 
Datasheet (ANEXO B) 
IC Rango de operación Corriente consumida Notas 
MSP430F2617 1.8V a 3.6V 0.1    
0.5    
0.5    




Active Mode @ 1MHz 
Active Mode @16MHz 
CC2420 2.1V a 3.6V   1    
20    
426    
18.8   





TX Mode @ 0dBm 
ADXL345 1.8V a 3.6V 0.1   
40    a 145    
Standby 
Active Mode 
M25P16 2.7V a 3.6V 1    
4   a 15   
Deep Power Down 
Active Mode 
TMP102 1.4V a 3.6V 1    





3.2 Selección de la plataforma software 
3.2.1 TinyOS 
 
TinyOS es el sistema operativo de código abierto (open-source) sobre el que 
trabajan las motas. Actualmente existen varias versiones de TinyOS que en 
algunos casos crean problemas de incompatibilidades con diferentes 
plataformas hardware. Para este TFC, se ha utilizado la versión 2.1.1 de 
TinyOS, que es estable en las motas Z1. El lenguaje en el que se encuentra 
programado TinyOS es un meta-lenguaje que deriva de C, cuyo nombre es 
NesC. Este lenguaje se basa en una programación orientada a componentes, 
es decir, una aplicación se crea ensamblando componentes. La idea que hay 
detrás de este tipo de programación, es que el propio sistema operativo en 
conjunción con las empresas que venden los dispositivos de sensores, 
proporcionan de forma intrínseca ciertos componentes ya implementados que 
ofrecen al programador una gran cantidad de funciones y utilidades que 
facilitan el desarrollo de la aplicación. 
TinyOS está desarrollado por un consorcio liderado por la Universidad de 
California en Berkeley en cooperación con Intel Research. 
 
El diseño del Kernel de TinyOS está basado en una estructura de dos niveles 
de planificación. 
 
1) Eventos: Las funciones event o eventos son funciones que son 
llamadas cuando se dispara (trigger) una señal en el sistema. Poseen la 
misma filosofía que la programación orientada a eventos, de manera que 
cuando el componente recibe un evento se realiza la invocación de 
dicha función. Por ejemplo, un evento puede ser: pulsar un botón, fin de 
un timer, llegada de un paquete, etc. TinyOS permite controlar 
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fácilmente el momento en que pasan esos eventos para ejecutar 
funciones asociadas. Por ejemplo, incrementar un contador después de 
pulsar el botón, enviar un paquete después de finalizar el timer o 
chequear la destination address después de recibir un paquete. No 
obstante, existe un método para poder invocar manualmente este tipo de 
funciones: signal interfaz.nombreEvento. Los eventos están pensados 
para realizar un proceso de ejecución simple y breve. Además pueden 
interrumpir las tareas que se están ejecutando. 
 
2) Tareas: Las funciones task o tareas son funciones que se ejecutan 
concurrentemente en la aplicación. Básicamente es una función que se 
invoca de la siguiente forma: post interfaz.nombreTarea y que 
inmediatamente después de su invocación, continua la ejecución del 
programa invocador. Las tareas están pensadas para hacer una 
cantidad mayor de procesamiento y no son críticas en tiempo. 
 
Con este diseño, los eventos (que son de ejecución rápida), se pueden realizar 
de manera inmediata cuando son invocados, pudiendo interrumpir a las tareas 
que, en general, tienen mayor complejidad y tiempo de ejecución que los 
eventos. La programación de las motas  basada en eventos es la solución ideal 
para alcanzar un alto rendimiento en aplicaciones de concurrencia intensiva. 
Adicionalmente, este enfoque usa las capacidades de la CPU de manera 
eficiente y de esta forma consume el mínimo de energía. 
 
TinyOS puede trabajar sobre Windows o sistemas operativos basados en 
Linux. Para el funcionamiento en Windows se hace necesaria la instalación de 
Cygwin, un emulador de plataformas Linux. Esto nos ha llevado a considerar 
como más eficiente, la instalación del entorno TinyOS directamente sobre 
sistema operativo Linux en vez de un emulador. El sistema Linux escogido ha 
sido Ubuntu LTS 10.04 Lucid Lynx, que permite trabajar con la última versión 
de TinyOS 2.1.1.  
 
TinyOS y NesC, que también es el lenguaje de programación utilizado para las 
motas en el presente proyecto, se encuentran profundamente relacionados, es 
por eso que a continuación se realizará un pequeño resumen con algunas de 
las características de este lenguaje. 
 
3.2.2 NesC 
Las aplicaciones sobre TinyOS se escriben en NesC, una variación del 
lenguaje de programación C optimizado para las limitaciones de memoria 
(típicamente 8 KB ó 10 KB) de las motas. Además, soporta un modelo de 
programación que integra el manejo de comunicaciones y la concurrencia 
proporcionada por el uso de tareas y eventos. NesC ofrece: 
 Separación entre construcción y composición. Las aplicaciones están 
formadas por un conjunto de componentes agrupados y relacionados 
entre sí. A su vez, los componentes están formados por dos ficheros: 
fichero módulo y fichero configuración. 
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1) El fichero módulo es conocido comúnmente como la 
implementación, donde se programan las funciones del 
componente. Está divido en dos partes: module, declara las 
interfaces que el componente ofrece o utiliza; implementation, 
incluye las funciones del componente. 
 
2) El fichero configuración es conocido comúnmente como el wiring, 
donde se unen los componentes entre sí, conectando las 
interfaces que unos componentes proveen, con el componente 
que las utiliza. Más adelante se muestra un ejemplo. 
 Interfaces bidireccionales: las interfaces proporcionan comandos y 
eventos. El proveedor de una interface implementa los comandos, 
mientras que los eventos son implementados por el usuario. Los 
comandos son llamadas a componentes de capas inferiores, y los 
eventos son llamadas a capas superiores, usadas para interactuar con el 
hardware.  
 
 Unión estática de componentes mediante sus interfaces. Con esto se 
consigue eficiencia en tiempos de ejecución y robustez del diseño. 
  
En NesC, una aplicación se ve representada por un conjunto de componentes 
agrupados como puede observarse, a modo de ejemplo, en la Figura 3.6. 
 
 
Figura 3.6 Diagrama NesC 
El concepto wiring cobra una gran importancia dentro de este lenguaje de 
programación. La traducción al castellano, vendría a ser cableado o 
interconexión. Para entender dicho concepto, se ha utilizado un pequeño 
ejemplo que ayuda a entender su significado de una forma más clara. 
 
            
 
Esta conexión indica que el componente Bpp proporciona la interfaz a y ésta 
será utilizada por el componente App. 
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3.2.3 Herramientas para depurar (debugging) 
Uno de los principales retos que presenta la programación de las motas en 
NesC es la falta de herramientas disponibles para depurar y comprobar que 
realmente se están realizando las funciones programadas y no hay errores de 
programación o incluso de diseño de los protocolos. No existe un entorno de 
programación o emulación como el que pueden presentar entornos .NET para 
Windows o Java, por lo que hay que recurrir a alternativas para comprobar que 
las aplicaciones realizan la tarea asignada.  
 
En el desarrollo de este TFC se han utilizado dos métodos de depuración: 
1) Mediante el uso de los 3 leds instalados en las motas,  
2) Mediante el uso de puntos de control (breakpoints) haciendo llamadas a 
la función printf. Estos printfs realizan el envío de datos hacia el puerto 
USB del PC. Los datos son almacenados en un fichero .txt en el PC para 
su posterior lectura y análisis. 
 
Como editor de código de las aplicaciones se ha utilizado la herramienta 
Eclipse [12]. Se trata de un entorno de desarrollo integrado, IDE (Integrated 
Development Environment).  
 
Además, se ha utilizado un plug-in de Eclipse llamado YETI2 [13], que 
simplifica y asiste en la programación de aplicaciones sobre TinyOS. YETI2 
proporciona características habituales de otros entornos de desarrollo como el 
resaltado de sintaxis, completado de código y la detección de errores (ver 
Figura 3.7). El código fuente que contiene errores de sintaxis se destaca con 
color rojo y se muestra un mensaje de error en la vista de problemas. Si es 
posible, el editor ofrece una sugerencia de cómo solucionar el problema, por 
ejemplo, mediante la adición de eventos faltantes de una interfaz que el módulo 
debe implementar. Manteniendo la tecla control (Ctrl) y haciendo clic en un 
componente, interfaz o método, el archivo de origen correspondiente se abre 
en el editor, evitando que el usuario deba buscar manualmente el archivo 
apropiado en el árbol de código fuente de TinyOS. El asistente para proyectos 
TinyOS (TinyOS Project Wizard) ayuda al usuario a crear un nuevo proyecto 
TinyOS desde cero o a importar una de las aplicaciones de ejemplo de TinyOS 
en el workspace. Además, la vista de búsqueda TinyOS (TinyOS Search) 
permite al usuario navegar rápidamente a través de interfaces, módulos y 
configuraciones de la plataforma de destino actual. El wiring de los 
componentes de una aplicación se puede visualizar en la vista Gráfico TinyOS 
(TinyOS Graph). 
 
Entorno de trabajo   39 
 
 




40  Implementación de DPCF en la plataforma Z1 
 
4 Implementación de DPCF en la plataforma Z1 
 
Este capítulo describe la implementación del protocolo DPCF en una red de 
motas Z1. El objetivo es evaluar del rendimiento del protocolo DPCF en 
términos de throughput (bits por segundo) y de consumo energético (joules por 
bit transmitido), para valorar su posible uso en redes M2M como alternativa a la 
capa MAC definida en el estándar IEEE 802.15.4, que adolece de varias 
limitaciones para su uso en redes M2M. 
4.1 Consideraciones previas 
 
Para el estudio presentado en este TFC, motivado en el estudio de protocolos 
MAC bajo elevadas cargas de tráfico ofrecidas por un gran número de nodos, 
se ha considerado un modo de saturación en el que todos los nodos siempre 
tienen un paquete preparado para transmitir. Debido a la limitación del 
equipamiento disponible (4 motas Z1), no se ha podido experimentar con una 
red con una mayor densidad de nodos. Sin embargo, el modo de “saturación” 
constante, permite emular de algún modo una elevada carga de tráfico. 
 
Las motas programadas con el protocolo DPCF combinan periodos de acceso 
al canal en modo DCF y en modo PCF. El periodo DCF consiste en enviar 
paquetes de datos de forma continua a cualquier mota de la red mediante el 
protocolo MAC DCF descrito en la sección 2.2.2. Una vez finalizado el periodo 
de DCF, una mota cualquiera, de manera aleatoria, realiza una petición de 
clustering a otra mota, mediante la transmisión de un paquete RTS. En la 
Figura 4.1 se puede observar de forma gráfica el proceso de establecimiento 
del cluster. Cuando una mota recibe un paquete RTS envía un paquete de 
BEACON a toda la red para indicar el inicio de un cluster. El Master de la red 
















Mota 2 es MASTER y
motas 1,3...N son SLAVE
Todas las motas están IDLE











Figura 4.1 Inicialización de un cluster DPCF en una red de motas 
 
Una vez creado el cluster, todas las motas implícitamente asociadas a él 
(porque han recibido el BEACON) ejecutan la función de coordinación PCF 
para acceder el medio. El Master es el encargado de realizar el envío de polls a 
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cada una de las motas del cluster. El primer paquete de POLL que envía tiene 
como destino la mota que realizó la petición de cluster. El resto de paquetes de 
POLL se gestionan, en este TFC, mediante el mecanismo de Round Robin. 
Cabe mencionar que cualquier otro algoritmo de scheduling podría ser 
utilizado. El número de paquetes de POLL transmitidos entre dos BEACON se 
ha fijado al número de nodos de la red menos uno, de manera que una vez que 
una mota opera en modo master, envía un POLL a cada uno del resto de 
motas de la red. 
 
Cualquier mota, cuando recibe un paquete de POLL, responde con un paquete 
de datos. El Master, si en algún momento no recibe respuesta a un paquete de 
POLL, incrementa en una unidad el mecanismo de detección de inactividad. 
Cuando este mecanismo supera un límite preconfigurado                     
                     , el Master entiende que no hay suficiente carga de tráfico 
en la red y finaliza el cluster con el envío de un paquete tipo CE.  
 
La duración temporal de un cluster en DPCF es variable y se mantiene en el 
tiempo hasta que se detecta que el conjunto de motas de ese cluster no tiene 
datos a transmitir, o cuando el cluster ha permanecido activo durante un tiempo 
máximo fijado por MaxMTO. MaxMTO se define como un número entero de 
paquetes de POLL y se va incrementando en una unidad después de cada 
POLL enviado. Una vez finalizado el cluster, empieza el periodo DCF y todo el 
proceso se reinicia. 
4.2 La aplicación: El protocolo DPCF 
 
Para la ejecución del protocolo DPCF en las motas, se ha desarrollado una 
aplicación en NesC. Esta aplicación corre en cada una de las cuatro motas del 
experimento. Durante la ejecución de los tests, las motas transmiten y reciben 
paquetes de manera continua (respetando las reglas del protocolo). Al finalizar 
los tests se recogen los datos de throughput a través del puerto USB del PC y 
se analizan con una hoja de cálculo. Para el cálculo del consumo energético, 
se ha utilizado un osciloscopio y una sonda amperimetrica, tal y como se 
explica en la sección 5.3.3. 
 
Desde el punto de vista de programación, una aplicación, está compuesta por 
varias secciones y,  en general, una aplicación sobre TinyOS posee tres 
grandes secciones que son: Configuration, Implementation y Module. Estas tres 
secciones deben estar obligatoriamente presentes en cualquier aplicación, 
aunque algunas puedan estar vacías. El estándar de TinyOS determina que las 
secciones de Configuration e Implementatión se encapsulan en un fichero 
llamado “de configuración” y la tercera sección Module se encapsula en otro 
fichero llamado “módulo”.  
 
Se puede crear un fichero opcional llamado fichero de cabecera o header file 
con la extensión “.h” que contenga todas las enumeraciones, definiciones, 
registros o tipos de datos creados por el programador de los que hace uso la 
aplicación. Cuando se crea este fichero, la forma de unirlo con los otros dos es 
utilizando la directiva #include "header.h" al principio de los otros ficheros. En el 
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ANEXO A.1 se detalla el contenido de los ficheros fuente que componen la 
aplicación. 
4.3 El protocolo DPCF con duty cycle 
 
El transceptor radio de la mota tiene cuatro modos de funcionamiento: escucha 
el canal radio (idle listening), recepción y transmisión de un paquete, y bajo 
consumo (sleep). Cada modo de funcionamiento tiene un consumo de potencia 
asociado.  El consumo en modo idle listening (74 mW en el CC2420) es 
idéntico al consumo en modo recepción, y ligeramente superior al de 
transmisión (73 mW en el CC2420). Por este motivo, es conveniente que los 
nodos entren en modo de idle listening sólo cuando esperen recibir un paquete 
y, una vez recibido el paquete entrar en modo sleep. Esta técnica basada en 
alternar estados de on y off se denomina duty-cycle. 
 
Con el objetivo de mejorar el rendimiento del protocolo DPCF en términos de 
energía, se ha implementado una nueva versión de la aplicación descrita en el 
ANEXO A.1 que añade la técnica del duty-cycle. Se ha aprovechado gran parte 
del código del protocolo DPCF, modificando sólo algunas funciones. Los 
cambios se detallan en el  ANEXO A.2. 
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5 Medidas experimentales 
5.1 Introducción 
Se ha realizado una campaña de medidas para la verificación del correcto 
funcionamiento de la implementación del protocolo DPCF (con y sin duty-
cycling) descrita en el ANEXO A y para evaluar el rendimiento del DPCF en 
términos de throughput (medido en bits por segundo) y consumo energético, 
para valorar su posición respecto al protocolo CSMA/CA (non-beacon) del 
estándar IEEE 802.15.4 como candidato para aplicación en redes M2M. En 
este TFC, todos los resultados se han obtenido con medidas experimentales 
con motas reales, a diferencia de otros estudios que los resultados se basan en 
simulaciones o modelos matemáticos. 
 
5.2 Definición del escenario de pruebas 
Se han definido cuatro escenarios de pruebas: 802.15.4 CSMA/CA (non-
beacon), PCF, DPCF y DPCF con duty-cycle. Los cuatro escenarios 
representan: 
 
1. 802.15.4 CSMA/CA (non-beacon): red en la que únicamente se 
aplica el mecanismo de CSMA/CA para conseguir acceder al canal y 
realizar transmisiones de datos. Usamos el modo sin beacon porque 
es el que implementan las motas comerciales. El número de periodos 
de backoff máximos que las motas deben esperar antes de transmitir 
se ha fijado a 4 slots. 
 
2. PCF: red en la que únicamente se aplica el protocolo MAC PCF. En 
esta red, las motas sólo transmiten cuando son interrogadas por una 
mota que funciona en modo MASTER de manera continua. Además 
se considera que la mota MASTER también tiene datos para 
transmitir. Las motas no aplican ningún periodo de backoff ni 
comprueban el estado del canal antes de transmitir. 
 
3. DPCF: En este escenario, las motas implementan la aplicación 
“protocolo DPCF” explicada en el ANEXO A.1. 
 
4. DPCF con duty-cycle: En este escenario, las motas implementan la 
aplicación “protocolo DPCF con duty cycle” explicada en el ANEXO 
A.2. 
 
Dada la gran cantidad de grados de libertad disponibles, para los objetivos de 
este TFC se han fijado los siguientes parámetros para todos los escenarios:  
 
1. Se asume que la red está en saturación. El objetivo es representar redes con 
muchas motas. Por un lado, en la red que aplica 802.15.4 CSMA/CA (non-
beacon), una vez enviado un paquete de datos con éxito se vuelve a enviar 
otro de manera que las motas inician un bucle de continuos envíos de paquetes 
de datos. Por otro lado, en las redes que aplican los protocolos PCF o DPCF 
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(con o sin duty-cycle), la mota MASTER envía ininterrumpidamente paquetes 
de POLLDATA y las demás motas responden siempre con un paquete de 
datos. 
 
2. La duración de cada prueba es de tres minutos. 
 
3. El número total de motas en la red son 4. Se han situado en línea, muy 
próximas las unas a las otras para intentar minimizar las pérdidas de paquetes 
debidas a errores de transmisión en el canal radio y así poder focalizar la 
atención en el estudio de las interacciones de la capa MAC. 
 
4. El payload de los paquetes de datos se ha fijado a 114 bytes. Para fijar este 
resultado se ha tenido en cuenta que el tamaño máximo de la subcapa MAC 
del estándar IEEE 802.15.4 es de 127 bytes. Esta trama tiene una cabecera 
MAC de 11 bytes y un campo final denominado FCS (Frame Check Sum) de 2 
bytes para detección de error. Por tanto, el tamaño máximo del payload se 
define como                                          
         .  
 
Los parámetros referentes a la configuración de la red DPCF son los 
siguientes; cada vez que un nodo entra en modo MASTER, transmite 750 
paquetes POLLDATA antes de volver al modo idle, con un 
MaxInactivityCounter = 9. Todas las motas operan en modo ONLY_DATA, de 
manera que siempre responden con un paquete de datos a todos los 
POLLDATA que reciben. La gestión de la cola de polling se realiza mediante el 
mecanismo de Round Robin. Mediante este método, el MASTER envía 
paquetes POLLDATA de forma cíclica a los nodos SLAVE sin aplicar ningún 
tipo de prioridad. 
 
Se asume que todos los nodos tienen conocimiento de la composición de la 
red. Los mecanismos para descubrir a los nodos vecinos no forman parte de 
los objetivos de este TFC. Debido a que únicamente disponemos de 4 motas, y 
para recrear un escenario con elevada carga de tráfico, el tamaño de las 
ventanas de backoff en los periodos de DCF y en la red 802.15.4 CSMA/CA 
(non-beacon) se han fijado a valores muy pequeños, concretamente a 4 
unidades de backoff, de manera que exista una elevada probabilidad de 
colisión en periodos de acceso mediante CSMA. 
5.3 Resultados:  
5.3.1 Throughput 
 
En redes de comunicaciones, se llama throughput a la tasa promedio de éxito 
en la entrega de un mensaje sobre un canal de comunicación. Por regla 
general, el throughput es medido en bits por segundo (bit/s o bps), y a veces en 
paquetes de datos por segundo o paquetes de datos por franja de tiempo. 
 
En la Gráfica 5.1 se muestran los resultados obtenidos en términos de 
throughput (medido en kbps) y en función de la duración de operación en modo 




Gráfica 5.1 Throughput en función de la duración de operación en modo DCF 
 
DCF, dada una duración de operación en modo PCF fijada por el envío de 750 
POLLDATA (aprox. 28s). 
 
Los resultados de throughput  son muy diferentes para los diferentes protocolos 
MAC considerados. El protocolo PCF se posiciona como el mejor protocolo en 
cuanto a throughput, puesto que consigue una tasa de 43 kbps. En segundo 
lugar se encuentra el protocolo DPCF, con un throughput que disminuye a 
medida que la duración del periodo de operación en modo DCF aumenta. Esto 
se debe al bajo rendimiento que ofrece el protocolo DCF en entornos con 
elevada carga de tráfico. Por tanto, el rendimiento del DPCF es siempre 
superior al CSMA/CA del estándar IEEE 802.15.4 (siempre en modo CSMA). 
 
Con el objetivo de comparar la duración de los periodos de DCF con respecto a 
los del PCF, se ha señalado en la gráfica mediante un cursor vertical la 
duración de los periodos en los que la mota opera en modo PCF. Por ejemplo, 
con unos periodos de operación en modo DCF y PCF de igual duración, el 
protocolo DPCF es capaz de conseguir una tasa de 25 kbps y aumentar el 
rendimiento un 100% sobre el estándar IEEE 802.15.4 (non beacon).  
 
Seguidamente se posiciona el protocolo DPCF con duty cycle, con un 
throughput ligeramente inferior a la versión sin duty cycle. El rendimiento del 
protocolo DPCF con duty cycle se ve afectado levemente a causa de un mayor 
tamaño del paquete BEACON, un mayor tiempo de procesado de este paquete 
en las motas SLAVE, y de pequeños espacios de tiempos vacios (guardas), 
necesarios para la sincronización de las motas, que conmutan entre el modo 
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Gráfica 5.2 Throughput en función del tamaño del paquete de datos 
 
posiciona como el más ineficiente de los cuatro con una velocidad de datos de 
2,5 kbps debido a numerosas colisiones y pérdidas de paquetes. 
 
En la Gráfica 5.2 se muestran los resultados obtenidos en términos de 
throughput en función del tamaño de los paquetes de datos. El protocolo 
DPCF, con y sin duty cycle, consigue un throughput que aumenta a medida que 
crece el tamaño del paquete de datos. Su mayor rendimiento se obtiene con el 
tamaño máximo de un paquete, que según el estándar 802.15.4 es de 114 
bytes. Esta mejora se traduce directamente en una mayor eficiencia del 
protocolo, ya que aumenta la proporción de datos transmitidos por gastos de 
control. Por otro lado, el estándar IEEE 802.15.4 (non beacon) tiene un 
thoughput muy inferior con respecto al DPCF. A medida que aumenta el 
tamaño del paquete, su throughput crece mínimamente. Sin embargo, con 
paquetes superiores a 90 bytes, el rendimiento del protocolo disminuye 
notablemente hasta obtener un throughput de 2,5 kbps.  
5.3.2 Paquetes con error  
 
La Gráfica 5.3 muestra el rendimiento obtenido con los diferentes protocolos 
MAC en términos de paquetes con error. Se considera que la transmisión de un 
paquete ha sido errónea cuando no se recibe un paquete de acknowledgment 
(ACK). Esto puede ser debido a 2 motivos; 1) a los errores inducidos por el 
canal radio, o 2) a los errores causados por una colisión. Debido a que en el 
escenario de pruebas considerado las motas se han situado muy próximas 
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resultados mostrados en este apartado reflejan la cantidad de transmisiones sin 
éxito generadas por los diferentes protocolos MAC. 
 
 
Gráfica 5.3 Número de transmisiones sin éxito en función de la duración de operación en 
modo DCF 
 
El estándar IEEE 802.15.4 se sitúa como el protocolo que tiene más 
transmisiones sin éxito con un total de 52856 durante los 3 minutos de 
ejecución del experimento. Esta cifra tan elevada se debe a las colisiones que 
se producen cuando dos o más motas acceden al canal simultáneamente. En 
el extremo opuesto se sitúa el protocolo PCF con únicamente 3 transmisiones 
sin éxito. En este protocolo las motas dependen de la gestión de acceso al 
medio mediante una mota en modo MASTER, y por consiguiente, las colisiones 
son nulas. Por lo tanto, esas 3 transmisiones sin éxito se deben a errores 
inducidos por el canal radio. En segundo y tercer lugar, se posicionan el 
protocolo DPCF sin y con duty cycle, con un total de colisiones que aumenta a 
medida que aumenta la duración del periodo de operación en modo DCF.  
 
 
5.3.3 Eficiencia energética 
 
Otro de los objetivos de este TFC es evaluar el rendimiento energético que 
proporciona el nuevo protocolo MAC DPCF y compararlo con el rendimiento 
que ofrece el CSMA/CA (non beacon) del estándar IEEE 802.15.4. Para ello, se 
ha caracterizado el consumo energético de la mota en dos estados: transmisión 
de paquete (TX) y recepción (RX), empleando un multímetro y una fuente de 
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Se observa que en estado de recepción la mota consume 0,4 mA más que en 
estado de transmisión. 
 
Para determinar qué protocolo es más eficiente energéticamente, a 
continuación se calcula el tiempo que pasan las motas en estado de recepción 
en ambos protocolos, DPCF sin duty cycle y 802.15.4. 
 
                  
Donde: 
                               
                         
                                     
                                                  
 
En el caso de la red IEEE 802.15.4, y después de realizar 5 experimentos, se 
ha obtenido una media de paquetes transmitidos igual a: 
 
                 
 
En el caso de la red ejecutando el protocolo DPCF sin duty-cycle, y después de 
realizar 5 experimentos, se ha obtenido una media de paquetes transmitidos 
igual a: 
                 
Con lo que se tiene: 
                                  
Por lo tanto, 
                    
 
Las motas configuradas con el protocolo DPCF sin duty-cycle pasan más 
tiempo en estado de recepción que las motas configuradas con el 802.15.4. 
Esto se debe a que con el estándar 802.15.4 se transmiten muchos más 
paquetes. Por consiguiente las motas pasan menos tiempo en estado de 
recepción y su consumo energético medio es menor. Sin embargo, con la 
caracterización del consumo de los estados de recepción y transmisión, se 
corrobora que la diferencia entre enviar y recibir paquetes en términos 
energéticos es despreciable. Por tanto, el mayor rendimiento energético del 
802.15.4 con respecto al DPCF es insignificante. Por este motivo, sólo es 
posible conseguir una mejora de la eficiencia energética utilizando la técnica 
del duty-cycling, es decir, haciendo que las motas operen en modo de 
recepción sólo cuando esperen recibir un paquete y posteriormente entrar en 
modo sleep. Esta técnica ha sido implementada en la versión “DPCF con duty 
cycle” y los resultados obtenidos en términos de energía se muestran a 
continuación. 
 
Para observar gráficamente la evolución del consumo energético de las motas 
con la implementación del DPCF con duty cycle, se ha utilizado un 
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osciloscopio, una fuente de alimentación a 3V y una sonda amperimétrica, tal y 
como se muestra en la figura Figura 5.1. 
 
 
Figura 5.1 Set-up de medida de corriente con sonda amperimétrica 
 
El set-up de medida se compone de 3 motas, alimentadas con batería, una 
mota conectada a la fuente de alimentación de 3V y una sonda amperimétrica 
conectada al osciloscopio. La sonda amperimétrica posee un sensor de efecto 
Hall, denominado pinza amperimétrica, por el cual pasa el cable de 
alimentación de 3V que conecta la fuente a la mota. El funcionamiento del 
sensor de corriente se basa en la medida indirecta de la corriente que circula 
por el conductor a partir del campo magnético que genera. Recibe el nombre 
de pinza por la forma del mecanismo que integra el sensor, que se abre y 
abraza el cable por el que circula la corriente a medir. La ventaja de este 
método de medida es que no es necesario abrir el circuito y permite obtener la 
medida de la evolución de la corriente en el tiempo. De manera que las 
variaciones de voltaje que se muestran en el osciloscopio se traducen 
directamente a unidades de intensidad, es decir, 1voltio equivale a 1 amperio. 
 
Una vez preparado el set-up de medida, se ejecuta el protocolo “DPCF con 
duty cycle” en las motas. Se ha asumido que la mota MASTER sea siempre la 
misma, con el fin de evitar la aleatoriedad en la formación de los clusters, y así 
facilitar la realización de las medidas en la mota deseada. 
 
Mediante capturas de pantalla del osciloscopio se han extraído los resultados 
que se muestran en la Figura 5.2, Figura 5.3 y Figura 5.4. 
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Figura 5.2 Duty cycle de la primera mota que responde al POLLDATA 
 
En la Figura 5.2 se puede ver el consumo de la primera mota que responde al 
paquete POLLDATA. Los cursores verticales delimitan el tiempo entre beacons 
y los horizontales la variación de consumo energético (en mA) entre modo 
sleep (CC2420 desactivado) y modo de recepción (CC2420 activado). Esta 
mota, después de recibir el BEACON se mantiene en modo de recepción para 
recibir el primer POLLDATA. Si lo recibe con éxito, responde con un paquete 
de datos y entra en modo sleep. La mota vuelve a activarse un tiempo de 
guarda antes de recibir el próximo BEACON. Se puede observar que el ruido 
que introduce la medida realizada con la sonda amperimétrica en el sistema 
impide extraer resultados de gran precisión. No obstante, la diferencia de 
consumo entre los modos sleep y recepción es de aproximadamente 28 mA. La 
mota permanece 45 ms en estado de recepción y 87 ms en estado sleep. Esto 
significa que el transceptor radio CC2420 tiene un ciclo de trabajo (duty cycle) 
del 34%.  
 
Los consumos de la segunda y tercera mota en recibir el paquete POLLDATA 
se muestran en la Figura 5.3 y Figura 5.4, respectivamente. El ciclo de trabajo 
del transceptor radio de ambas motas es del 34%, igual que en la primera 
mota.  
 
Al encender el transceptor radio CC2420 se produce un pico de corriente que 
sobresale del consumo habitual de la mota. Su estudio no forma parte de este 
TFC pero debe tenerse en cuenta en futuras líneas de investigación puesto que 
esta sobre-corriente puede ser perjudicial para la duración de las baterías. 
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Figura 5.4 Duty cycle de la tercera mota que responde al POLLDATA 
 
Para determinar el consumo energético (medido en joules por bit transmitido), a 
continuación se calcula la corriente media de las motas con ambos protocolos, 
DPCF con duty cycle y 802.15.4.  
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Donde: 
 
               
                             , 
                                  , 
                                      
 
En el caso de la red IEEE 802.15.4, se ha obtenido una media de bits 
transmitidos igual a: 
 
              
 
Y una corriente promedia de: 
 
                  
 
En el caso de la red ejecutando el protocolo DPCF con duty-cycle, con un 
periodo de DCF de 10s, se ha obtenido una media de bits transmitidos igual a: 
 
               
 
Y una corriente promedia de: 
 
            
 
  
                                               
                               
 
         
   
         
 
Se observa que el consumo medio de corriente se reduce casi a la mitad 
utilizando el protocolo “DPCF con duty-cycle”. 
 
Con lo que se tiene: 
                   
     
 
             
 
               
     
 
            
 
Por lo tanto, 
                
 
El protocolo “DPCF con duty-cycle” es más eficiente energéticamente, puesto 
que su energía, medida en joules por bit transmitido, se reduce en un 2066 % 
respecto al estándar IEEE 802.15.4. 
 
Medidas experimentales   53 
 
A continuación se calcula la duración de las baterías (dos pilas AA) con ambos 
protocolos, teniendo en cuenta que una pila AA tiene una carga eléctrica de 
aproximadamente 2500 mAh.  
 
                
         
       
                        
 
            
         
        
                  
 
Los resultados muestran que el tiempo de operación de las motas aumenta un 
80 % con el protocolo “DPCF con duty-cycle” respecto al estándar IEEE 
802.15.4 (CSMA/CA non-beacon). 
 




El diseño, estudio y la implementación de nuevos protocolos MAC para 
comunicaciones inalámbricas es necesario para conseguir mejorar su 
rendimiento y eficiencia, tanto en términos de calidad de servicio como en 
términos de eficiencia energética. Este proceso de evolución es necesario para 
poder asumir la incesante popularización de las comunicaciones inalámbricas 
y, en particular, las emergentes aplicaciones Máquina a Máquina (M2M) que 
plantean nuevos retos en términos de consumo y autonomía. Una vez 
desplegada una red M2M, se espera que opere de manera autónoma durante 
un tiempo medido en años. 
 
En este trabajo se ha implementado sobre nodos sensores (motas Z1) un 
nuevo protocolo MAC llamado DPCF que contribuye a la investigación de 
nuevos métodos de acceso al medio en redes ad hoc inalámbricas con el 
objetivo de mejorar la eficiencia de estas redes y contribuir a la evolución de las 
comunicaciones inalámbricas. Este protocolo organiza de forma espontánea y 
temporal la red en clusters, siguiendo una arquitectura Master-Slave. Dentro de 
cada cluster se puede ejecutar un protocolo de alta eficiencia espectral, basado 
en una gestión centralizada, donde el Master actúa de manera temporal como 
punto de coordinación. Mediante la creación de una plataforma de pruebas 
formada por un conjunto de motas Z1 ha sido posible estudiar el 
comportamiento del protocolo DPCF. 
 
En el transcurso de este TFC se han programado motas Z1 sobre TinyOS con 
el lenguaje NesC, usando una plataforma basada en Linux, que es el sistema 
operativo sobre el cual funciona TinyOS. 
 
Todos los objetivos planteados al inicio del TFC se han alcanzado 
satisfactoriamente, e incluso se ha progresado en algunos aspectos más allá 
de lo inicialmente previsto. Los objetivos iniciales del trabajo eran corroborar los 
resultados obtenidos por simulación en [6] mediante la implementación del 
protocolo DPCF y mostrar que ofrece mayor rendimiento energético que el 
estándar IEEE 802.15.4 en modo CSMA/CA non-beacon. Se puede concluir 
que el trabajo ha conseguido cumplir con éxito los objetivo planteados, ya que 
la implementación en las motas del protocolo DPCF ha conseguido resultados 
similares a los de la simulación y, además, con la implementación del duty 
cycle se ha mejorado el rendimiento energético con respecto al 802.15.4, 
siendo por tanto un protocolo ideal para aplicaciones con muchos nodos M2M  
y con estrictos requisitos de eficiencia energética.  
Estudio medioambiental   55 
 
7 Estudio medioambiental 
 
En la implementación del protocolo MAC DPCF en las motas, se han tenido en 
cuenta una serie de premisas que contribuyen al ahorro energético y a la 
minimización de las trasmisiones de información innecesarias.  
 
El algoritmo de clustering se caracteriza por no utilizar información de control 
para conseguir que los nodos se autoconfiguren en clusters de manera 
espontánea y temporal. Además, utilizan un mecanismo de detección de 
inactividad que acorta los periodos de clustering si la red no tiene información a 
transmitir. Así se consigue mejorar la autonomía de las baterías de las motas 
que actúan como Master y se minimiza el número de paquetes de POLLDATA 
enviados al medio de forma inútil. 
 
La implementación del duty cycle en las motas ha mejorado la eficiencia 
energética, haciendo que las motas operen en modo de recepción sólo cuando 
esperen recibir un paquete y posteriormente entran en modo sleep.  
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8 Líneas futuras de investigación 
 
1. Implementar el protocolo DPCF en redes multi hop. Debido a la 
naturaleza multi hop de las redes ad hoc inalámbricas por la que no 
todos los usuarios están en un mismo rango de transmisión, es 
necesario estudiar el comportamiento del DPCF en un entorno que 
simule estas redes. En estos entornos los paquetes dan varios saltos a 
través de los usuarios de la red, que actúan como enrutadores, hasta 
llegar a su destino. 
2. Optimizar la duración en modo de operación DCF. El objetivo es reducir 
la duración de los periodos que aplican el mecanismo CSMA/CA, y por 
consiguiente, reducir el número de colisiones que genera este 
mecanismo de acceso al medio. De manera que el protocolo MAC DPCF 
mejore su rendimiento, tanto en términos de throughput como de 
consumo energético.  
3. Implementar el protocolo MAC DPCF en modo punto a punto. Es decir, 
las motas pueden transmitir datos a cualquier destino de la red de forma 
directa y no canalizar el tráfico de la red por la mota MASTER. No 
obstante, las motas dependen de la gestión de acceso al medio de un 
MASTER.  
4. Optimizar el mecanismo de polling. La idea es que en los periodos en 
modo de operación DCF, las motas detecten los identificadores del resto 
de motas de la red que se encuentren en su rango de cobertura. De 
manera que la mota MASTER no necesita saber el número de motas 
que forman parte del escenario ni sus identificadores, como hemos 
asumido en este trabajo. Así, los identificadores de las motas de la red y 
el vector de polling se actualizan a lo largo de los periodos en modo de 
operación DCF. De forma que el protocolo MAC DPCF se ajuste a una 
situación real, donde el número de motas de la red y sus identificadores 
pueden variar a lo largo del tiempo.  
5. Estudiar los efectos en la autonomía del pico de corriente originado al 
activar el transceptor radio CC2420, puesto que esta sobre-corriente 
puede ser perjudicial para la duración de las baterías. 
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