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Compared with expert systems for speciﬁc disease diagnosis, knowledge-based systems to assist decision making in triage usually try
to cover a much wider domain but can use a smaller set of variables due to time restrictions, many of them subjective so that accurate
models are diﬃcult to build. In this paper, we ﬁrst study criteria that most aﬀect the performance of systems for triage assistance. Such
criteria include whether principled approaches from machine learning can be used to increase accuracy and robustness and to represent
uncertainty, whether data and model integration can be performed or whether temporal evolution can be modeled to implement retriage
or represent medication responses. Following the most important criteria, we explore current systems and identify some missing features
that, if added, may yield to more accurate triage systems.
 2008 Elsevier Inc. All rights reserved.
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The triage emergency service is becoming a crucial part
of the Emergency Department (ED) in every single hospital
as a way to better distribute hospital resources. Triage—a
French word meaning ‘‘sorting”—is the phase of personal
interviews with a health professional at the ED to catego-
rize patients by emergency level so that those in most need
of treatment will be assisted ﬁrst. Some examples of triage
protocols that are widely applied are the Australian
National Triage Scale (ATS) created in 1993 [1]; the Man-
chester Triage System (MTS) (since 1997); the Canadian
Emergency Department Triage & Acuity Scale (CTAS)
inﬂuenced by ATS and MTS [2]; the Emergency Severity
Index (ESI) used in the United States and based on ATS,1532-0464/$ - see front matter  2008 Elsevier Inc. All rights reserved.
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or the Spanish Triage System (SET) based on MAT [3].
All of them use a 5-level scale (see Table 1) for patient cat-
egorization and are based mainly on symptoms. At least
for CTAS and MAT—used in some European coun-
tries—concordance analysis and validity and usability
studies have been conducted. Moreover, MAT groups
symptoms in symptomatic categories and clinical
algorithms and an electronic version (e-PAT) are available
for it.
Although medical experts have developed several Clini-
cal Decision Support Systems (CDSSs) for triage assistance
by using their experience and knowledge, there is not yet an
appropriate and positive evaluation about a signiﬁcant
impact of CDSSs directly built by experts [4]. Either they
seem to build too simple models or the model has so many
variables to take into account. For instance, MAT (and its
electronic version e-PAT) and SET triage protocols use a
standard reason-to-visit categorization system (PAT V
3.0) with 576 diﬀerent reasons to go to the ED and not even
Table 1
The ﬁve levels in hospital triage
(1) Resuscitative (2) Emergent (3) Urgent (4) Less urgent (5) Non-urgent
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model upon them [3]. It has to be noted that triage level I is
considered of such an emergency that CDSSs for triage
assistance cannot be used for time restrictions.
An alternative approach to develop CDSSs for triage
assistance consists of utilizing algorithms able to directly
learn the model from data. Human experts can use their
knowledge to deﬁne suﬃciently large triage protocols or
to indicate the variables likely to aﬀect triage so that infor-
mation in the data to be used by learning algorithms is suf-
ﬁcient to build valid models. Well established machine
learning algorithms are known to have a high expected
accuracy and a robust performance in the presence of miss-
ing, redundant or inconsistent information as it will be seen
in Section 2. Besides the issue of using learning-from data
algorithms instead of domain experts to feed the model,
we will study in the same section another important crite-
rion that aﬀects the performance of triage systems: diﬀerent
approaches for model building. We will focus on decision
trees and Bayesian networks, perhaps the most widely used
models that are user-understandable so that models
learned from data can be modiﬁed by introducing expert
knowledge [5]. In Section 3, we will classify current triage
systems based on the type of model used and the learning
algorithm. The classiﬁcation will allow us to identify the
features they lack that may contribute to a better perfor-
mance of future systems. Directions for development of
more reliable systems to aid triage will be discussed in Sec-
tion 4.
2. Modeling CDSSs for triage assistance
The most important quality criterion for any CDSS is
the accuracy of their inferences. Together with the imple-
mentation of triage protocols, some computer-aided sys-
tems are already used in the triage emergency service.
Most of them, however, are mainly used for helping the tri-
age personnel to ask the relevant questions, but not to
make the ﬁnal decisions [6].
Besides accuracy, other important features a CDSS
should include are robustness when some information is
missing, redundant or inconsistent; human readability so
that medical experts can understand and even modify the
underlying model and adaptability when new information
is added to the knowledge base. Some particularly notice-
able features of CDSSs for triage assistance are:
 the speed to return a decision, i.e. a triage level, and its
eﬀect on patient outcome and overcrowding reduction
[7,8];
 the speciﬁcity to assign a low triage level to true non-
urgent cases which translates into cost reduction [7]; the ability to integrate data from diﬀerent systems to
build more accurate systems [9];
 the ability to model dynamic changes so that retriage
and responses to medication can be represented [10].
In this section, we will study two diﬀerent dimensions in
modeling a CDSS that strongly aﬀect all these features: the
type of model used (the model approach) [11] and how the
model is built using either expert knowledge or data (model
building). We will also explore how these two modeling
steps are taken into account in the design of CDSSs for tri-
age assistance.
2.1. Dimension 1: choice of the model approach
The simplest CDSS can be modeled by a function called
a classiﬁer, a function C that for each conﬁguration of the
input variables i ¼ i1; i2; . . . in returns a class value, i.e., a
value of a discrete variable called the class variable. When
the conﬁguration of input variables describes the symp-
toms of a patient, the classiﬁer will return a triage level.
In applications such as medical triage it is important
that the underlying model in the classiﬁer be interpretable
by domain experts. This feature is not required in general
classiﬁers able to predict class values using of variables
[12]. This is the case of neural networks classiﬁers, a nat-
ure-based approach for building often labeled black-box
models that are not easily understood by humans. Support
vector machines (SVM) [13] provide another example of
classiﬁers that are not easily interpretable even by a domain
expert. These models deﬁne hyperplanes dividing the deci-
sion surface that are based on non-linear transformations
of the input variables and make the resulting model diﬃ-
cult to interpret. These models have been barely used for
triage assistance—see as an example one using a multi-var-
iate logistic classiﬁer [14]. From now on we will focus only
on interpretable or white-box models. A model providing
this feature can be easily updated by medical experts or
be built by a combination of human expertise and a learn-
ing machine.
Because of their simplicity, decision trees or the more
generic rule-based models are commonly used to describe
information that is directly provided by an expert. In fact,
most of the CDSSs for triage assistance represent knowl-
edge by means of decision rules [4,6,7,15–19]. A decision
tree is a model based on a set of if-then rules linking vari-
ables to the class. The if-then rules are created with a recur-
sive procedure that groups data into sets to maximize the
overall information. Fig. 1 shows an example of a decision
tree to assist in the decision making process about emer-
gency triage of cardiovascular and respiratory diseases
[19]. Each leaf node represents a decision, with only two
diﬀerent outcomes: ‘emergent’ (triage level II) or ‘non
emergent’ (triage level III or higher). Although expected
values, usually probabilities, are not provided in the ﬁgure,
they must be also computed by the algorithm for each leaf
node.
Fig. 2. (a) The structure of the naive Bayes classiﬁer with four input
attributes. (b) The structure of a TAN classiﬁer. Source: own processing.
Fig. 1. A decision tree for triage level II learned with the C4.5 algorithm. Nodes in yellow represent input variables while nodes in blue represent the class
variable. Source: own processing.
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directed acyclic graph in which nodes represent variables in
a knowledge domain and arrows from parents to children
nodes represent probabilistic dependences between them.
The directed acyclic graph describes properties of condi-
tional independence that determine a factorization of the
joint probability of the nodes variables [20]. Although less
intuitive than a rule-based system and thus less used in
CDSSs built by medical experts, Bayesian networks oﬀer
many features and have started to be widely used to model
CDSSs in the last few years [21–25].
When a Bayesian network is built to optimize inferences
for only one variable—the class—it works as a classiﬁer.
Bayesian classiﬁers are being used for medical diagnosis
of Acute Coronary Syndrome [26], risk of death in sickle
cell disease [27] and triage assistance [19,28,29]. One of
the most popular classiﬁers based on a Bayesian network
is the naive Bayes classiﬁer. The Bayesian network used
by this classiﬁer is shown in Fig. 2a and represents the
assumption that all the attributes are conditionally inde-
pendent given the class. This assumption of conditional
independence is represented by the attributes that are all
children nodes of the same parent node that is the variable
to be predicted. A slightly more complex model, called Tree
Augmented Naive Bayesian network (TAN) [30], allows asecond parent for each input attribute thus including attri-
butes that are marginally independent of the class variable
but become conditionally dependent on some other attri-
Fig. 3. The structure of the Bayesian network classiﬁer for emergency
triage (triage level II) that was learned using (a) the naive Bayes algorithm
and (b) the K2 algorithm. Source: own processing.
Table 2
CTAS retriage frequencies depending on the triage level
Level I Level II Level III Level IV Level V
Continuous
care
Every
15 min
Every
30 min
Every
60 min
Every
120 min
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Bayes classiﬁer for triage assistance while Fig. 3b shows a
more complex model, both of them deﬁned over the same
set of variables.
Besides interpretability, the model used to build a CDSS
inﬂuences many other performance features. For both deci-
sion trees and Bayesian networks, there exist algorithms
able to learn accurate models from data which are also
robust in presence of redundant, inconsistent or missing
variables. While Bayesian networks model stochastic and
therefore uncertain relations between variables, traditional
decision trees do not represent uncertain relationships. A
substantial eﬀort has been made in the machine learning
ﬁeld to enhance decision tree algorithms so that uncer-
tainty can be treated. More advanced approaches such as
rough set-based decision trees [31], belief decision trees [32]
or credal decision trees [33] have appeared to better handle
uncertainty.
Both decision trees and Bayesian networks can repre-
sent temporal relationships between variables. Thus, both
of them can be used to model symptom evolution, medi-
cation responses or retriage, see as an example the recom-
mendations given by the CTAS for retriage frequencies [2]
in Table 2. While symptom evolution and/or medication
responses are implicitly used by emergency physicians,
they are usually absent in triage protocols or CDSSs for
triage and this fact has been reported as one possible
major cause of their low accuracies [10]. Time-series-based
decision trees have been successfully applied in otherhealth-care computer systems, such as in diagnosis of liver
cirrhosis in chronic hepatitis patients [34]. Dynamic
Bayesian networks have been successfully used in [24] to
model inﬂuenza surveillance.
The need for data integration and model updating by
using information and communication technologies in tri-
age and other emergency services has been widely acknowl-
edged as a way to share data collected from diﬀerent
hospitals and increase accuracy in the models learned from
them [35,36]. Incorporation of the expert opinion is
straightforward to do in Bayesian networks [20]. Data inte-
gration can enhance the deﬁnition of more complete
domains, including also diseases, so that the system could
be used for both triage and diagnosis and even for training.
The use of standardized ontologies for information codiﬁ-
cation is a main issue for data integration to be correctly
implemented [35]. This topic will be further examined in
the next section. Bayesian networks are naturally more
suitable for modeling together triage and diagnosis, as
inference can be performed on every single node and they
can represent the triage level, a disease, a symptom, a drug,
etc. On the contrary, a decision tree implements only one
classiﬁer, and integrability with a CDSS for diagnosis
would mean to construct a new decision tree for every dis-
ease whose diagnosis is to be inferred.
Eﬃciency in determining a triage level may be improved
when not all the input variables need to be assessed. Thus,
while patients at resuscitation triage level must be directly
recognized by the person performing triage without having
to use any computational assistance, the less urgent a
patient is the more time can be spent in triage. The Take
The Best (TTB) heuristic uses a reduced set of variables
that is large enough to discriminate between diﬀerent triage
levels so that the reduction in the information to be col-
lected yields to a signiﬁcant reduction in time. The imple-
mentation of this heuristic is straightforward in a
decision tree [17]. However, depending on the tree struc-
ture, the number of variables needed to discriminate can
signiﬁcantly change. Algorithms to build decision trees
usually place variables that better discriminate among the
class values in the ﬁrst levels of the tree while the less infor-
mative variables are used further down in the tree
branches. Trees with such a structure may force the health
professional to ask for more data than necessary if a more
parsimonious structure were used. In contrast, Bayesian
networks classiﬁers do not impose any order to introduce
the evidence on the user and the TTB heuristic can be
optimally implemented in Bayesian networks due to the
ﬂexibilty of inference algorithms [29]. The health profes-
sionals can start selecting the most acute symptoms they
Fig. 4. An example in which triage level II is inferred (posterior
probability is 0.975) with the only introduction of high pain intensity
(value 1) and presence of cephalalgia (value 1). Source: own processing.
Fig. 5. General model of automatic supervised classiﬁers. The learning
machine or algorithm learns the classiﬁer from a training set, i.e., without
human intermediation. The classiﬁer returns a class value c for each new
conﬁguration i ¼ i1; i2; . . . in of the input variables. Source: own
processing.
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inate a level (by deﬁning utility functions or loss functions
for each level and some rejection strategy), the system will
return a triage level. Fig. 4 shows an example where TTB
can be applied for the Bayesian classiﬁer in Fig. 3b. By
selecting high pain intensity (value 1) and presence of ceph-
alalgia (value 1) there is strong evidence for triage level II
(posterior probability is 0.975) and the system could be
setup to return the triage level without collecting any other
information.
2.2. Dimension 2: model building
An important feature of a CDSS is the type of informa-
tion used to build the model. This feature aﬀects the accu-
racy and robustness of a CDSS but also speciﬁc quality
criteria of CDSSs for triage assistance, such as the speed
of patient processing—i.e. the time needed to return a tri-
age level—data integration, speciﬁcity and dynamic events
modeling. There are mainly two diﬀerent sources of infor-
mation to build the model: to directly provide knowledge
by an expert or to use information from data.
2.2.1. Domain expert feeding
In this case, the model encodes expert knowledge. A lim-
itation of models built by human experts is that their com-
plexity is not chosen using approaches to guarantee a high
performance. These models may be too simplistic to cap-
ture true relationships [4] or too complex to be valid given
an insuﬃcient amount of data [3]. Even when based on tri-
age protocols, they may be too simple when they use a
small and insuﬃcient number of physiological attributes
[17]. For instance, ATS uses only 8 physiological attributes
and this limitation seems to be the cause of a low accuracy
in CDSSs built upon it [17,37]. Contrary to the simplicity
of ATS, MAT and SET triage protocols use a standard rea-
son-to-visit categorization system (PAT V 3.0) which estab-
lishes 576 diﬀerent reasons to go to the ED. These reasons
are grouped in 32 symptomatic categories and 14 subcate-
gories. This categorization system seems to be too complexand building CDSSs upon it has proven to be a very diﬃ-
cult task [3,19]. Models built by experts may not be suﬃ-
ciently general, when experts base their knowledge on
only few cases and introduce complex rules that barely gen-
eralize to new cases. In this case it is said that the rules
‘overﬁt’ to the cases used to build the model. Information
can be incomplete or redundant and this has to be taken
into account whenever the model is to be constructed.2.2.2. Data driven models
Machine learning, a wide sub-ﬁeld of Artiﬁcial Intelli-
gence, is the study of algorithms and techniques that
allow computers to ‘learn’ from data and extract patterns
from data sets. When some information is used by an
algorithm to identify similarity patterns, the learning pro-
cess is referred to as supervised learning.
An algorithm to build a classiﬁer C uses a training sam-
ple for model building. The training sample consists of n
instances each one describing a class value and the values
of p input variables that may aﬀect the class. The training
sample is used by the algorithm to derive classiﬁcation
rules that can be applied to new cases. Fig. 5 shows a gen-
eral model of automatic supervised classiﬁers.
Data mining applies machine learning techniques to
extract useful information from large data sets or dat-
abases. Machine learning and data mining have a wide
spectrum of applications including bioinformatics, natural
language processing, speech and handwritten recognition
and object recognition in computer vision. In medicine,
models built using machine learning techniques are used
for medical diagnosis, such as detection of acute Coronary
Syndrome [26,28] and prognosis, as the Bayesian network
to predict stroke risk in sickle cell anemia patients [23].
CDSSs built from data can reach higher levels of accu-
racy and complexity than those expert-based CDSSs. For
example, the accuracy of the triage system based on
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than the accuracy of triage made by an emergency special-
ist. Particularly, the sensitivity—the percentage of emer-
gency patients correctly identiﬁed by the CDSS—was
higher compared with the expert decision (92.4% versus
85.7%) and the speciﬁcity—the percentage of non-emer-
gency patients correctly identiﬁed—was also higher in the
CDSS (90% versus 40%).
Machine learning oﬀers principled approaches for
developing algorithms to learn complex models from
high dimensional samples, possibly with redundant,
inconsistent or missing data. Examples are algorithms
based on the Statistical Learning Theory [13], the Com-
putational Learning Theory or the Model of Probably
Approximately Correct Learning by Valiant [38], the
Minimum Description Length principle [39] and the
Bayesian Inference [40]. One issue addressed by all of
them is the bias/variance trade oﬀ, i.e., the smaller the
bias of an algorithm the greater the chance of building
a classiﬁer with high accuracy in the training set. This
high accuracy however can be the result of overﬁtting
the data so that the performance of the classiﬁer can
be much worse in new data. Therefore, the use of sound
algorithms based on one of the aforementioned principles
should protect against overﬁtting. With the Conservation
Law for Generalization Performance [11] it was better
understood that the nature of the problem itself imposes
a restriction in the performance of an applied method.
How to choose a method whose hypothesis space is large
enough to contain a solution to the problem and yet
small enough to ensure reliable generalization from rea-
sonable-size training sets is one of the most important
issues in machine learning [41].
Simple classiﬁers based on decision trees or Bayesian
networks can be ﬁtted using relatively small data sets. As
an example, the decision tree shown in Fig. 1 was built
from a small simulated data set of only 124 cases and 40
input variables chosen by medical experts [19]. The algo-
rithm used to learn the tree was C4.5 [42], still a benchmark
in generalization capacity, which uses Minimum Descrip-
tion Length to trade oﬀ between samples size and model
complexity. As the number of instances was small, the deci-
sion tree was ‘pruned’ keeping only nine variables to avoid
overﬁtting.
From the same simulated data set, twoBayesian networks
were also built, one is aNaive Bayes classiﬁer and the other a
more complex network learned by the K2 algorithm [43],
which was introduced to build Bayesian networks (see
Fig. 3). From the 40 variables aﬀecting triage in the data
set, the ﬁnal classiﬁer learned by theK2 algorithmonly chose
six of them.Moreover, the number of bivariate dependencies
among them was reduced from 21 to only 3.
3. Bidimensional review of CDSSs for triage assistance
In this section, we will use the two dimensions aﬀecting
the quality of a CDSS mentioned in the last section as clas-siﬁcation criteria of CDSSs for triage assistance, following
an historical order.
3.1. Domain expert/decision rules
This group consists of those CDSSs built by medical
experts using a rule-based or decision tree model. Reported
accuracies of systems in this group are usually low. Most of
the evaluated and currently in use CDSSs are rule-based
models built by a medical expert, an expert team or some
triage protocol and their average accuracy is usually under
60% [7,15,6]. The CDSSs with reported larger accuracy do
not outperform results achieved by triage nurses. For
example, a computerized rule-based decision support algo-
rithm to assist nursing triage of potential acute broncho-
pulmonary events in lung transplant recipients achieved
accuracies greater than 90% but the same accuracy was
observed in the triage conducted by nurses [44]. In fact,
the high accuracies seem to be common only in those triage
systems that somehow reduce the problem complexity, usu-
ally by strongly limiting the nature of the patients health
complaints.
Some examples of such a system are the ‘Automated
Triage Management’ (ATM) [7] developed by emergency
doctors of the School of Medicine at UCLA; the ‘Symp-
toms, Advice, Measure’ (SAM) [15] developed by a family
physician, and the ‘Ped’s Advice’ (PA) [6], developed by
medical doctors and nurses at the Academic Children Hos-
pital in Uppsala (Sweden) to assist triage when the patients
are children. In both SAM and PA the user, typically a
nurse, introduces a word about the most noticeable symp-
tom, i.e., cough, into the system that provides a yes/no
questionnaire to be completed step-by-step by the user.
At the end, the system recommends a triage level. Both sys-
tems are currently in use and have been criticized by their
users for several limitations: (1) they are not used as deci-
sion support systems but as a memory helper, (2) they
are not fully adapted to current clinical practice as they
focus mainly on acute conditions and (3) they do not con-
sider ethical and psychological knowledge, something that
is worth in practical daily situations [6].
An enhanced subset of expert-based CDSSs for triage
consists of those systems that suggest a diagnosis as well
as a triage level. They usually provide an ordered list of
possible diagnoses with their estimated probabilities. Two
examples of these systems currently at exploitation phase
are ‘Quick Medical Reference’ (QMR) and ‘Iliad’—that
use Bayesian algorithms to estimate the probabilities of
the diﬀerent diagnoses. Their validity in EDs has been stud-
ied by Graber and VanScoy [10]. Although Iliad performs
better than QMR, mean accuracies in diagnostic prediction
were too low to be reliable. As an example, Iliad provided
the true diagnosis in its list in only 54% of the instances
while QMR did in 51% of the cases. Moreover, only in
36% of the cases Iliad referred the true diagnosis among
the ﬁve most probable and QMR only in 32% of the exam-
ples. One of the possible reasons for this low accuracy is the
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tions that patients are taking, the duration of symptoms, or
the sequences in which symptoms appeared. Another draw-
back also in common with other systems cited above, such
as SAM and PA, is that the list of symptoms is not
comprehensive.
‘eTRIAGE’ is another example of CDSS for triage that
was implemented in all EDs in the Edmonton Capital
Health region in 2003 [45]. eTRIAGE uses rules from the
CTAS protocol as the knowledge base. For research pur-
pose, it also allows modiﬁcation of the triage level based
on clinical judgment of the user, typically a registered
nurse. Comparison with a review panel showed 64.9%
agreement [46].
‘iTRIAGE’ is a system still in validation phase that is
based on the ATS [17,37]. This system can be used from
a personal digital assistant (PDA) and synchronized with
a server to update new incomes and decisions. The rules
use fuzzy scores to convert linguistic terms such as ‘moder-
ate pain’ to a numerical scale and are deﬁned for each one
of the eight diﬀerent physiological attributes in ATS and a
multi-criteria heuristic algorithm returns a decision. The
system produces robust decisions for urgent scenarios
and helps to reduce ambiguity in non-urgent ones.
iTRIAGE was compared with the paper-based system by
selecting 29 nursing students in their ﬁnal year to use
iTRIAGE and 21 to use the paper-based system. Although
the 67% accuracy of iTRIAGE is an improvement com-
pared to the other systems, it is still low and can be
improved by increasing the information about patient con-
dition that are currently limited to airway, breathing, circu-
lation, conscious state, pain, neurovascular status, mental
health emergencies and ophthalmic emergencies. The low
accuracy even when using a CDSS implementing some heu-
ristic strategies and rules allowing uncertainty seems to be
due to an insuﬃcient amount of information. The TTB
heuristic is straightforward implemented in iTRIAGE [17].
An expert system is an advanced DSS with a knowledge
base where both data and data model—a decision tree or a
Bayesian network—are located separately from the infer-
ence engine or algorithm used to assist decision making.
Modern expert systems are capable of expanding the
knowledge base when new information is introduced.
eTRIAGE and iTRIAGE are enhanced CDSSs, as they
both separate code from knowledge. However, they cannot
be considered modern expert systems as they both lack a
knowledge acquisition component for the model to be
updated by the domain expert [47,48,5], so they are static.
OSGi, a software platform based on Java technology, was
used to build a domain expert rule-based dynamic system
for emergency triage [18]; quality measures were not
reported though.
3.2. Domain expert/Bayesian network
Some expert systems use Bayesian networks to represent
the knowledge base and probability theory—Bayes theo-rem in particular—for reasoning. To build Bayesian classi-
ﬁers—the simplest Bayesian network for classiﬁcation—
medical experts have to elicit the probability distribution
of the attributes (the symptoms) given the class (triage level
or disease).
This approach was used to build a medical expert system
focusing only on patients complaining of a non-traumatic
abdominal pain [29]. The system used a Bayesian network
as the knowledge base that was built by physicians who
were previously trained in knowledge engineering.
Although triage does not need to build a diagnosis list
for a patient, this network included possible medical
pathologies used to infer the triage value conditional on
the possible causes of the chief complaint. Compared with
results obtained when the triage was made by an emergency
specialist, it reached a higher sensitivity—percentage of
truly emergency patient correctly classiﬁed—(90% versus
64%) but a lower speciﬁcity—percentage of classiﬁed as
non emergency patients that truly were non emergent—
(25% versus 48%).
‘PROSTANET’, a system for diagnosing prostate can-
cer, is another example [49] of expert system that uses a
Bayesian network. The system was built on top of a soft-
ware tool for Bayesian network modeling and inference
that lets the users change the structure and/or the parame-
ters every time they want [50]. The user should be a domain
expert with training in knowledge engineering as well.
PROSTANET has been updated several times by using
the expert knowledge.
3.3. Machine learning/decision rules
These systems are based on decision-rule models that are
built from data. Fig. 1 shows an example of a system under
this category developed for research purpose from a small
simulated data set of only 124 cases and 40 input variables.
The system reported an accuracy of 79.7% [19] using 5-fold
cross-validation.
A rule-based system still at evaluation stage, ‘Mobile
Emergency Triage’ (MET) [51,16] and some speciﬁc appli-
cations such as ‘MET-Abdominal Pain’ (MET-AP) [52] try
to improve conventional triage by creating a CDSS whose
rules go beyond the knowledge of a triage nurse. This is
accomplished by incorporating knowledge from emergency
physicians as well as knowledge that results from the com-
bination of key historical information with physical ﬁnd-
ings [4]. Thus, the system is fed with both information
from data sets and expert knowledge. Accuracies reported
for MET were a little bit lower than those obtained by phy-
sicians (65.4% versus 70.02%) and speciﬁcity for critical
patients was comparable with the one achieved by physi-
cians [51]. The accuracy of the more speciﬁc triage system
for children with abdominal pain [52] was 66% using 5-fold
cross-validation, still too low to be considered accurate.
The low accuracy can be attributed to an insuﬃcient
knowledge base: the system is built with only eight vari-
ables. Another feature of MET is the use of ontologies to
Fig. 6. The ontology domain used by the MET system for triage of abdominal pain presentation. Source: [16].
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sources. An ontology is ‘‘the speciﬁcation of a conceptual-
ization” [53] so that concepts and their relationships to
other concepts are speciﬁed precisely to support machine
interpretation. In ontologies used for triage, the triage level
could be inferred using concepts in diﬀerent data sources,
such as one with symptoms and another with information
about drugs. In more advanced systems including diagno-
sis, molecular information will be used instead of overall
symptoms [9] and the clinical patient record will require
integration of clinical and genomic data [54] so that ontol-
ogies will become a fundamental tool. Fig. 6 shows the sim-
ple domain ontology used in MET for triage of abdominal
pain presentation. Another important feature of MET is
the use of rough-set-based decision trees [31] instead of
conventional decision trees in order to represent uncer-
tainty in the underlying rules. Therefore, the system can
be more robust in presence of redundant, inconsistent or
missing attributes [31].
Several algorithms for incremental updating of a deci-
sion tree have been developed [55]. However, most of the
current clinical systems under this category do not take
account of them.3.4. Machine learning/Bayesian networks
Two systems under this category were developed [19],
one using the Naive Bayes classiﬁer and the other using
the K2 algorithm implemented in the program Bayesware
Discoverer [56]. From the generic Bayesian network
learned with the K2 algorithm, we can select a subset of
the variables that are suﬃcient for inferences on the triage
variable. This set of variables consists of the Markov blan-
ket of the variable to be predicted and makes it indepen-
dent of all the other variables in the network [57]. Fig. 3b
shows this Bayesian network. Accuracies, computed by
using 5-fold cross-validation [58], were 87.9% and 86.9%,
respectively, both signiﬁcantly higher than the accuracies
of a decision tree learned with the C4.5 algorithm(79.7%). This result is promising about the use of Bayesian
networks for triage assistance and suggests that the high
amount of uncertainty in the process of triage may be bet-
ter handled by models that use probability theory to
account for uncertainty. An example of a CDSS under this
bidimensional category not used for triage at the ED is a
Bayesian classiﬁer recently developed to predict the risk
of death in sickle cell anemia with accuracy above 90% [27].
Updating the parameters of a Bayesian network from a
data set is straightforward. However, updating the network
structure is still an open problem [59–61]. To the best of
our knowledge, current clinical systems under this category
are not provided with a knowledge acquisition component
for either parameter or model updating.4. Conclusion and future trends
Most of the current systems to assist triage in EDs built
by domain experts have shown little accuracy, if ever vali-
dated. The low accuracy was not improved by imposing
limitations in the domain either by reducing the type of dif-
ferent complains causing the patient to go to the ED or by
limiting the type of diagnostic on the basis of those com-
plains. As one of the problems seems to be the diﬃculty
for medical experts to build valid models whenever too
many variables aﬀect the triage process, the use of princi-
pled approaches from the Machine Learning ﬁeld allowing
the direct construction of accurate models from data sets
appears to be a more promising alternative. Bayesian net-
works constitute a worthy competitor of the more tradi-
tional rule-based systems as they can be interpretable,
they can be modiﬁed by experts and they do not impose
any order in the current evidence reported by a patient to
infer the triage level. There are many available procedures
that can be used to enhance CDSS for triage. For instance,
dynamic models can lead to implement retriage or medica-
tion response. Moreover, ontologies for data integration
have started to be used in triage systems and other technol-
ogies are ready to be applied. Thus, heterogeneous data
440 M.M. Abad-Grau et al. / Journal of Biomedical Informatics 41 (2008) 432–441sources such as medication and drug taken, familial risk or
clinical records could feed a triage system and could be
used to link a triage system with other systems such as
CDSSs for disease diagnosis. Telecommunication technol-
ogies, already in use by some triage systems [16,17,37], will
improve the collection of information and provide better
information for machine learning modeling.
There is still a big gap between the systems currently in
use and the advanced approaches described in this paper.
Predicting the triage level will be still a very challenging
task in the short-term. Perhaps the task is one of the most
diﬃcult ones in Artiﬁcial Intelligence, requiring a very large
amount of information and complex knowledge but little
time to collect the information and infer knowledge.
We can conjecture, however, that these technologies
together with graphical informatics for simulation will also
be used to handle genomic data and integrate triage as part
of complex models relating diseases with molecular defects
and with an emergency level. From molecular to organic
levels, from conception to elderly, computer simulations
and biologic and medical researchers will feed-forward
each other in order to understand all the mechanisms
occurring in the human body. Thus, not only triage but
also diagnostic models will be part of far complex multi-
variate and multi-modal systems using symptoms, diseases,
medication, vital signs, tests results, medical records, geno-
mic data [62], environmental information, etc.
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