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Abstract-The article describes the periodic solutions of the Contopoulos system for the case of near- 
resonant frequencies (oz2 = 1 and ot* = I- &*). The Lindstedt method is used throughout with all the 
literal algebraic manipulations being computerized so that all expansions are carried to the fourth order in 
the small parameter E. 
It is shown that each of the two normal modes of oscillation has a bifurcation (really trifurcation) point 
which moves towards the origin when the exact resonance is approached, explaining why the one-to-one 
resonant Contopoulos system has six modes of periodic oscillations near the origin, rather then the usual 
number of two. 
We give a single Lindstedt-type literal expansion which is valid for the three intersecting families of 
periodic solutions. This expansion contains two constants, A and D, representing the direct and retrograde 
circulations C’ and C- when both constants are non-zero and the vertical normal mode family when A = 0. 
The verifications of the analytical results by numerical integrations are also given. 
1. INTRODUCTION 
The present article is the continuation of our previous article [IIt on the applications ofthe Lindstedt 
method to coupled non-linear oscillators with two degrees of freedom. Its purpose is twofold: 
(a) to continue to illustrate the Lindstedt method by showing the transition from exact 
resonance (Presler I) to near-resonance to arbitrary frequencies (future article), as well as the 
connections with other methods (averaging and canonical methods), (b) to illustrate the 
phenomenon of bifurcation between families of periodic solutions analytically, on the basis of 
the literal series expansions (rather than numerical integrations). 
The basic principles are applied here to the same system that was used in Presler I: the 
Contopoulos ystem with two degrees of freedom. However, while we had used exact resonant 
frequencies, w, = w2 = 1 before, in the present article we use a near-resonance situation oz2 = 1, 
0,’ = 1 - e2cr2 where e is the small parameter of the problem and where the constant LY could be 
called the “detuning parameter”[2]. In other words, w, deviates from unity only by a quantity 
which is of second order in E. We show that the exact resonance method is still valid in this 
case. 
The principal result of the present paper deals with the denumeration of the number of 
distinct families of periodic solutions near the equilibrium point at the origin. More precisely, 
the literal developments hat we obtain show the mechanism of transition from two families (no 
resonance) to six families (exact one-to-one resonance). 
The situation is as follows in this type of dynamical system with two degrees of freedom. In 
the general case non-commensurable fr quencies, we expect two families of periodic solutions 
to emanate from the origin: the so-called normal modes (called family H and family A, for 
some mysterious reason, in our previous papers)[3] (Presler I). These normal modes can be 
tHenceforth we will here refer to this article by “Presler I”. Some general references on the Lindstedt method are given in 
this paper. 
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represented (to zero in E) by 
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H 
x0 = A cos (o,t + Alo), 
A 
x0=0, 
Yo = yo = c cos (w*t t A*#)), 
and therefore they represent straight-line oxcillations on the two coordinate axes. 
Now it turns out that, both families being stable, they each have a trifurcation point, i.e. a 
branch point with two other families of periodic solutions. When (Y +O and when we approach 
exact resonance, the two trifurcation points, on families H and A, both move towards the origin 
where they finally coalesce, for LY = 0. This results then in six families emanating from the 
origin rather than only two (Fig. 1). The present paper derives these facts with the use of 
Lindstedt’s literal expansions. In fact, we obtain an analytical representation of the classical 
family C (Presler I, Section 4), to order 4 in E, which contains the family A expansion as a 
particular case. The expansion of family C contains two constants, but when one of them is set 
equal to zero, the expansion of family A is obtained (Section 4 and 5). In the two last Sections 
(7 and 8), we describe a similar phenomenon for the other normal mode. 
2. THE LINDSTEDT METHOD FOR SYSTEMS WITH TWO DEGREES OF FREEDOM 
The Lindstedt method will be used to solve a system of the form 
j+w:y=-$=G(r,x,y). 
R = ER,(x, y) + e2R2(x, y) + . . . . 
(2.1) 
(2.2) 
In the present context, wl and o2 are equal to 1 (or at least nearly equal to 1). 
The solution is represented by the following infinite series 
x = x&A) + 6X,(h) t E2X2(A) t . . . . *, 
y = ye(A) + my, + e2y2(A) +. . . . ., (2.3) 
i-l*= l+E&tE*c#J*+ . . . . . . (2.4) 
A = fit + ho, (2.5) 
where the X~ and yk are periodic with period 271 in the angle A, and the $k constants, (all three 
unknown). 
We represent dxldh by x’, so that we have 
i t x = a*~” + x = F(E, x(A), y(A)) 
=x:+xO+k$,~k(dtxk+,$ hx;-,), (2.6) 
Fig. 1. Schematic comparison of the exact resonance case (a) with the near esonance case (b) (six families 
YS two families of periodic solutions). 
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with similar expressions for the y-coordinate. This being an identity in 6, at each order, we 
obtain the recursive system 
x:+x0=0; xy+x,=P,-c$,x;;, 
k-l 
m=I 
F& represents the term of order k in E, in the expansion of the perturbation F. This 
quantity fi& contains the x, and y,,, only up to order k - 1. Therefore we have now a system of 
recurrent equations for the determination of the periodic functions &, y& and & 
The solution begins with the equations of order zero: 
x0(A) = A cos A + B sin A, 
y,,(A) = C cos A + I) sin A, (2.8) 
where the constants A, B, C, D are at this point arbitrary. The constants & together with the 
four constants A, B, C, D will be adjusted in such a way as to prevent the appearance of 
secular or mixed secular terms in the solution, at every order k. In other words we do not allow 
any resonance terms cos A or sin A to appear in either differential equation for & or yk. This 
leads to the algebraic equations, called equations of conditions, that have to be satisfied 
between A, B, C, D and &. These equations of condition are linear in & but usually non-linear 
in A, B, C, D. 
3.THE CASEWITHNEARLYEQUALFREQUENCIES 
We will now consider a special case which turns out to be of very much interest for the 
understanding of the resonance and the near-resonance. We will show, in particular, the 
appearance of an important bifurcation related to the near resonance. We study the “near 
resonant” Contopoulos ystem: 
f f 0,*x = - cy*, 
j;+y = -2exy. (3.1) 
where w,* - 1 is considered small in comparison with l ; more precisely o,* - 1 is a second-order 
quantity: 
01 *= l-e*& 3 
where a is a given constant. Consequently we can reformulate 
resonance with a perturbation term beaux. 
f+x=- ey* + l *a*x, 
j;+y=-2Exy. 
(3.21 
the problem as an exact 
(3.31 
We now develop the family of periodic solutions corresponding to the family C of 
circulations (Section 4 in Presler I), beginning with the zero-order terms x0 = A cos A, y. = 
D sin A, A = Rt, R = 1. We find that to the first order in E, no frequency correction is needed 
(4, = 0) so that the solution may be written as 
Xl =-+-;D’cos21, 
y, = $4D sin 2A. 
CAMWA VOI !. Ko. bC 
(3.4) 
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As for the second-order terms we have the following r.h.s’s: 
f12t;z(h) = (a’-$‘)A COS h f $iD’ COS 3h, 
~2(A)=(~D2-$12)D sin A + (+-iA2)D sin 3A. (3.5) 
The two equations of condition required to eliminate the terms in sin A and cos A from these 
r.h.s’s are 
Dc$I~+ @
( 
-$A2D)=0. (3.6) 
Their resolvent is 
AD ;D2-$42-~2)=0. 
( (3.7) 
At present we are mainly interested in solutions with both A and D non-zero. In this case we 
have an equation that defines D in terms of (Y and A: 
(3.8) 
This shows that there is a minimum value for D on this family of periodic solutions: &d/(6/7), 
corresponding to A = 0. The fact that the two basic frequencies of the problem are only nearly 
equal rather than being perfectly resonant, therefore, leads to the following important con- 
clusion: the family C of periodic solutions is bounded away from the origin. In other words, the 
family C does not start at the equilibrium point at the origin, but at some finite amplitude, in 
contrast with the equal frequency case where the family C starts at the equilibrium point (0,O) 
itself. This break up of the resonant situation, when a# 0, is illustrated in Fig. 2. In this figure, 
the solid lines correspond to the exact resonance a2 = 0, while the near-resonance g2a2 = 
1 - 0,’ # 0, is represented by the dashed lines. The diagrams represent ihe initial values x0, j, 
of the periodic solutions. (In the present case y. = i. = 0.) 
To complete the second-order theory of family C, we give below the results for the 
components x2 and y2 in terms of A and D (D being related to A by the relation given above): 
Fig. 2. The breakup of the resonant configuration at the origin, with the bifurcation between family A and 
C. The continuous line represents the exact l-to-l resonance case and the dashed line the near-resonance 
case. 
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x2 = - &ID2 cos 34 
Y2 = -&D+&A~D sin3A, > 
417 
(3.9) 
while 42 is equal to (- 5D2 + 2A2)/6. 
4. THE BIFURCATION BETWEEN FAMILIES A AND C 
Rather than going into the details of the higher-order terms of this solution, we will at this 
point describe an important phenomenon which is present here: the critical solution and the 
bifurcation between the two families A and C. For this reason we go back to the resolvent (3.7), 
whose 1.h.s. is composed of three factors. By a critical solution, we mean a solution for which 
two of the three factors are simultaneously zero. The case A = D = 0 is of course of no interest 
and we do not consider it here. Then there is only one critical solution that has some interest: 
A = 0 and ((7/6)D2 - (1/3)A2 - a2) = 0. The second-order expansion of family C which was 
given above corresponds to A# 0. If we take the particular solution of this family correspond- 
ing to D = crd(6/7) and A = 0, we obtain the critical solution: 
x=e - $D2 - ;D2 cos 2h 
) 
, 
y = D sin A + ~~ -&sin31 , 
> 
(4.1) 
This is exactly the family A-solution that was also given previously, where then D was the 
variable parameter (Presler I, Section 6). 
We have established the “critical solution” as a special case, with A = 0 but we can also 
study it as a limiting form, with A+O. 
From the equation (7/6)D2 - ( 1/3)A2 - a2 = 0, we can define D as a function of A in two 
different ways, i.e. with the positive or negative square root function. 
D= t ,/(;(02+;A2)). (4.2) 
In the context of the series generated, the ambiguity can be removed. The formal trans- 
formation D+ - D can be combined with A +-A, with A left unchanged. This leaves the 
quantities x0, x1, x2; y,, yI, y2; &, 4,. 42 invariant (The velocities however, will be reversed in 
sign throughout.) 
Suppose we consider then a single-valued function, for example 
D= ,/(f(a2+fA2)). (4.3) 
Clearly this is symmetric in A. The transformation A + - A, A + ar - A, with D left unchanged, 
leaves the quantities listed before invariant; again, we find that the same orbit in the x - y plane 
is simply traced in the opposite direction. 
The symmetry properties that have been shown for A#0 also hold trivially for A =O. 
Finally we note that if 
then 
D= ,/(;(a2+;A2)) 
lim D = 
A-90 
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Our conclusion is as follows: the critical solution lies on a one-parameter manifold of periodic 
solutions, that is reflected through it, as A +- A; hence, the critical solution represents an 
extremum in the energy and in the period of the family. 
This extremum holds for any function of the energy or other parameter of the family. In 
particular it holds for the stability index k = s + s-’ which is a maximum k = 2 at the critical 
orbit. Here s and s-’ are the two non-trivial eigenvalues of the monodromy matrix of the 
solution. Because of this, the critical orbit that was just described is also a critical orbit in the 
sense of Henon’s critical periodic orbits [4]. 
Finally let us consider in some detail the solutions in the neighborhood of the critical 
solution. Suppose the resolvent R has n distinct real factors fi; j = 1,. . . ., n: 
NA, 0 = f) fitA, 0. 
The existence of a solution, requires that R = 0; hence that one of the factors j&, will vanish. 
For a solution with nearby values of A and D, we consider A + 6A and D + 6D. By continuity 
we find that the same jh must vanish; hence, 
Thus, the variation (SA, SD) is normal to the (unique) gradient vector of the function f,(A, D). 
By the implicit function theorem, we expect a single-parameter family to be possible wherever 
fh = 0 and the gradient of fh does not vanish. 
Now suppose (A*, D*) represents a critical solution. Then there are two directions of 
variation that leave R = 0; one is normal to the gradient of fi, and the other is normal to the 
gradient of fi*. Therefore, the orbit generated by (A*, D*) at a critical solution of the resolvent 
equation should be an orbit of bifurcation between families, corresponding to the two zero 
factors /ji of R. 
This also justifies the use of the term critical in the sense that was stated above. In the 
present case the bifurcation is between a principal family (A) which starts at the equilibrium at 
the origin and the family C which turns out to be a branch of family A. The initial condition 
diagram in Fig. 2 illustrates very clearly this bifurcation. 
5. THE FOURTH-ORDER SOLUTION OF FAMILY C 
We return now to the detailed development of the series solution (to order 4 in E) for the 
family C. We keep in mind that this family contains a critical solution and a bifurcation with the 
family A. The family A can be expanded independently from the family C, starting at the origin 
with the zero-order terms x = 0, y = D sin h. However, we expanded the two families in parallel 
so that the family A can be obtained as a particular case by setting A = 0 in the critical solution 
of family C. For this reason we have to add the associated homogeneous solutions at each 
order. At the second order we may add a cos A-term to x and a sin A-term to y, each with an 
unknown coefficient. It will turn out to be convenient later if we write these two coefficients in 
the form A2C and D2B where A and D were already introduced before, C, B being the two 
new unknown coefficients (see Presler I, Section 2): 
.,-2H = A2C COS h, 
yTH = D2B sin h. 
The two known constants A and D are related by equation (3.8). In order to determine the two 
new unknown coefficients B and C we proceed in two steps. First we construct he equations of 
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condition for the critical solution, and solve for the unknown B. Then we construct the 
equations of condition for the general series solution, and solve for the unknown C. 
(a) The critical solution 
For this Step, x2H = 0 and y2H = BD2 sin A. At the 3rd order, everything is straightforward: 
we find & = 0. The intermediate expansions, with the unknown constant B appearing explicitly, 
are given below. 
x0 = A cos A, 
xl = - ;D2 - ;D2 cos 2A, 
1 
x2 = - Z;iAD2 cos 2x4 
x3 = $&’ _ BD3 _-!-A’@ 1 
1 cos2h 
cos4A, 
yo= D sin A, 
y, = 5 AD sin 2A, 
y2 = [BD’] sin 2A 
+ 
1 1 
-sD3+aA2D 1 sin3A, 
;~~TAD~+TABD’-BA’D 115 1 29 1 sin2A 
1 sin 4A. 
The equations of condition at order four are as follows: 
044 + i$)‘a2 19 - !?!!D5++‘+2D3+ 864 %A4D 29 1 = 0. 
The resolvent for the elimination of 44 is therefore: 
R = ?_AD 19&:+ 55 
3 x? 
mD4+BD3-~A2D2+&A4 
Now remember that this is intended as the resolvent for the critical solution only: we have to solve 
for B “in the limit, as A-,0”. With this understanding, the resolvent equation R = 0 may be 
reduced to the following: 
19 
BD2=--p2D-m . 55 03 
This enables us to make the substitution in the formula yZH = BD2 sin A so that we obtain 
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&D' sin A. 
(b) The general equations 
In this step, xzH = A*C cos A where C is unknown, and yzH = BD* sin A, where B has been 
found already, as shown above. The intermediate expansions are given below. 
x0= Aces A, 
r,=-;D'-;D'cosZh, 
x2=[A2C]cosA 
+[-$AD*]cos3A, 
xj = 
[ 
-AD'& &D4 -BARD* 1 
+ [+13&*- 41 63 aD4+&A2D2 1 cos2A 
&A*D* 1 COS 4h, 
y. = D sin A, 
y, = DAD sin 2A, 
Y2 = -:D&&D~ sinA 1 
+ L I 1 -;38D3+zA2D sin3A, I 
Y3 = 
[ 
+&AD& ~AD~+~A*CD-$A~D sin2A 1 
+ -&AD~+ &A3D sin4A. 1 
The new equations of condition are as follows 
@4+ 
-~A*CD*-I-&A~D*+~A~C 
. 0, = 
!fD'n*_$D5_?_A*D3 
W4+ a . 0. = 
-~ATD+$&A*D 
We are to solve these simultaneously, with A# 0, but with D* = (6/7)(a* +(1/3)A*). After some 
algebra, we find that the resolvent equation reduces p the following: 
A'C=ZA'-&AD'. 
The quantity (A*C) is to be substituted in the formula for xZH(A). 
The near-resonance case 
Finally, we are able to determine the frequency correction required at order four: 
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19 27 
&=-GD2n2+mD4-,08 13A2D2. 
At this point we can write the general solution (non-critical!) of the family C, to order four in Q, 
containing only the parameters A and D, related by equation (3.8). 
x0 = A cos A, 
x, = -;D2-;D2cos2h, 
x2 = 
( 
--~AD~+~A+osI--~AD~cos~A, 
x3 = 
c 
-&DW+ &D~-~A~D~) 
$ 
( 
-D++2D4+ l9 13 
63 224 mA2D2 ) 
cos 2A 
+ 720 ( 
J-D4 - &A’D~ 
) 
cos 4~, 
x4= -$-$AD%~-~AD~ 
( 
GAUDY) cos 3h 
+ 1620 ( 
LAD4 -&AID’ 
> 
cos 9, 
y. = D sin A, 
yl = DAD sin 2A, 
Y2 = -$Dtx2-&D3) sinA +( -&D3+&A2D)sin3A, 
Y3 = 
( 
-$AD~‘+~AD~-~A~D) sin2~ 
( 
17 
+ -mAD3+360 
LA’D 
) 
sin 4A, 
y4= 
( 
&DW-$$$D~-&A~D~~+$$$A~D-~A~D) sin3A 
J-Ds-&~2D3+&~4D sin5h. 
> 
This solution is such that, if we set A = 0, we obtain the general solution of family A, which is 
therefore, as follows: 
x0 = x2 = x4 = 0, 
x, = -;D’-;D’cos~A, 
x3 = &D4) f ($D202- 41 ~D4)cos2A+($OD4)cos4A, 
y. = D sin A, 
Yl = Y3 = 0, 
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Y2 = -~D~2-&D3)sinA-$D3sin3h, 
&D3a2-ED5)sin3A+(&D5)sin5A, 
40=1, 4=43=0, 
d2=-;D2. 
44= 63 -!!D2a’fgD’. 
The evolution of the family C of circulation is illustrated in Fig. 3. The vertical ine corresponds 
to the family A. The bifurcation orbit is at the transition between the branches C’ and C-, i.e. 
the infinitely flat vertical orbit where the direction of motion reverses. 
6. NUMERICAL VERIFICATION OF THE CRITICAL SOLUTION 
In order to verify our theory we performed several numerical integrations. For the 
numerical calculations, we took: a2 = 0.01, so that w12 = 0.99 while 022 = 1.00. To evaluate the 
series for the critical solution, we set A = 0 and D = v(6/7)(aj. The symmetric initial conditions 
required are x0, jr,. The series R2 = 1 + •‘4~ + e444 is evaluated first; then R is found by taking 
the square root numerically. Series x(h) and y,(A) are evaluated for A = 0; j is found by the 
numerical product, j = fiy,. Since y5(h) = 0 for the critical orbit, while $J$ = 0 both for critical 
and non-critical solutions, the series for R2 and j can be considered as correct to 5th order. 
Thus the error terms should be of 6th order in E, and this means, of course, 7th order in D. Now 
D = (O.l)(d(6/7)) = 0.09258200997726. Thus 0’ is approx. 5.83 x lo-‘; this is the expected 
magnitude of error in the series. (But the error in x should be of order D6, about 6.24 x IO-‘.) 
Thus we find the following numerical values for the initial condition of the critical solution: 
x0 = - 0.0057120, 
j, = + 0.0917609, 
?rKI = 3.1528860. 
The numerical integration agrees to about 10 places with the series. The stability index 
k = s + s-’ equals + 2.0 to 9 places and the Henon matrix[4] has the b-term equal to - 0.0544 
with the general form (to 9 places): 
1.0 b 
IT= 0.0 1.0 * [ 1 
The graph of the stability index is given in Fig. 4. 
Fig. 3. The family C of periodic irculations in the near-resonance case. 
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Fig. 4. The stability diagram for the families A and C. 
7. THE HORIZONTAL RECTILINEAR FAMILY 
This is one of the two fundamental families in the non-resonant problem. It begins with the 
zero-order x0 = A cos A, y. = 0. The Lindstedt development of this family shows that only even 
powers in e are present. The solution to order 4 in E is as follows: 
x = A cos A + 6’ 
( 
~A+&,A3)~~~A+~4(~A~4+~A3~2+&A5)~~~A. 1s 
y =o, 
02 = 1 - $a2 
Note that the term in e4 of the series R2 is identically zero. 
The numerical integrations how this family is stable up to a point where we have a 
bifurcation with the oblique family which is described in the next section. 
8. THE OBLIQUE RECTILINEAR FAMILIES 
In the 1 : 1 resonance case the 2 “oblique” families are “rectilinear”; therefore, we use the 
term rectilinear here for the orbits that are developed in the same way, even though they are no 
longer rectilinear. Because 0,’ - wz2 is a quantity of order 2 in e, the first-order theory is 
unchanged from the resonant problem. If we begin with the zero-order solution 
I 
x0(A) = A cos A, 
ye(A) = C cos A, 
we find, as before, the first-order solution 
x,(A) = -~C2+~c2cos 2A, 
y,(A) = -AC +;AC cos 2A. 
Here A = flZt with R2 = 1, i.e. 4. = 1 and 4, = 0. 
In the 2nd order theory, we find the equations of condition 
Ar#,2+A(02+fC2) =O, 
C$,+C(;Alt$‘)=O. 
The resolvent equation is as follows 
AC ;A’-;C2-a2)=0. 
( 
If both A and C are non-vanishing, then we find 
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This shows that A has a minimum value on the family, 
Thus, if w12 f oz2, the oblique family is bounded away from the origin. The second-order 
solution is represented by the following formulas: 
1 
x2&A) = 24AC2 cos 3h, 
YzJA)= 48 ( 
r C3 + $A2C) cos 3A, 
4,=-4C2. 
The complete solution to order 3 in 6 is given by: 
x = A cos A 
+e -;C2+~C2cos2A 1 
+ e2 COSA+$C2~0~3A 1 
+ E3 ~4-!!!~2p 
180 
--$4+;A2C2) cos 2A 
+ e2 [( -~C3+~A2C)cosA+(&3+~A2C)cos3A] 
+ e3 -8A’C 
) ( 
+ ;ACLI~- gAC”+$$AC3) COS 2A 
17 
+ 2160 (- 
1 
AC3+mA3C 
) 1 cos 4A . 
p=l+EZ ( -&$2 +e4 3 ) ( t pa2+$?$~4-!$~2p). 
We see that we obtain an expansion of the family in terms of the two parameters A, C 
related by the above relation. This really results in two families (symmetric with respect o the 
x-axis) because of the double sign for A. If we set C = 0 in these equations, we obtain the 
Horizontal family of the previous section. The connection between the three families is 
therefore as shown in Fig. 5. The x-axis corresponds to the Horizontal family. The dashed lines 
represent the two oblique families in the near resonance case. 
The previous series represents imultaneously three families of periodic solutions cor- 
responding with A = + d(C2/2 + 3a2/5) and C = 0, (A arbitrary). The particular solution A = 
d(3/5a), C=O which is at the intersection of the three families is the critical solution, with 
neutral stability (stability Index k = 2). 
In order to verify the theory numerically, we integrated the critical solution, using as initial 
conditions the results of the fourth-order Lindstedt expansion. We take a2 = 0.01 and wr2 = 
0.99, with ~22 = 1.00. In the case of the critical solution, we have C = 0 and A = 0.0774596669. 
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Fig. 5. The families R’, R- and H, with their bifurcation point. The continuous line represents the exact 
l-to-l resonance case and the dashed line the near-resonance case. 
The initial conditions given by the fourth-order series are x0 = 0.0775665537 with i. = j. = y. = 
0. The half-period is T/2 = 3.15741942. The numerical integration of the variational equations 
shows a stability index equal to + 2, correct to eight places. The oblique solutions can be found 
numerically from this critical solution with the usual isoenergetic variation of the initial 
conditions. 
9. CONCLUSIONS 
In this article we have shown how resonance in a dynamical system affects the families of 
periodic solutions near an equilibrium point. The normal modes persist under an exact 
resonance, but we have the dramatic result, that several new families appear. When the 
resonance is broken up, by a small variation in the parameters of the system, the new families 
move away from the origin, but have points of bifurcation with the normal modes. 
As an illustration, the Contopoulos potential has been used. Four new families of periodic 
solutions were found at the one-to-one resonance; when the resonance was broken up, these 
families moved away from the equilibrium in pairs, each pair closely associated with one of the 
two normal modes. We intend to apply the methods developed here to other problems, in 
particular the Henon potential. 
The basic tool that is used is the Lindstedt method of expansion in a small parameter and in 
periodic functions. However, we want to stress here that several other methods could be used to 
arrive at our results. In particular, our analysis is closely related to several other fundamental 
concepts in the theory of dynamical systems, such as the linear stability theory, as well as the 
theory of the third integral and the Birkhoff normalization[5-71. 
We have already used the Birkhoff normalization of the Contopoulos ystem, as well as the 
Henon system, to obtain essentially the same equations of condition that were found pre- 
viously. This new aspect of the problem will be documented in a future article. 
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