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Abstract
In this paper, we consider the long time dynamics of radially symmetric solutions of nonlinear
Schro¨dinger equations (NLS) having a minimal mass ground state. In particular, we show that
there exist solutions with initial data near the minimal mass ground state that oscillate for long
time. More precisely, we introduce a coordinate defined near the minimal mass ground state
which consists of finite and infinite dimensional part associated to the discrete and continuous
part of the linearized operator. Then, we show that the finite dimensional part, two dimensional,
approximately obeys Newton’s equation of motion for a particle in an anharmonic potential well.
Showing that the infinite dimensional part is well separated from the finite dimensional part,
we will have long time oscillation.
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1 Introduction
In this paper we consider a nonlinear Schro¨dinger equation (NLS)
i∂tu = −∆u+ g(|u|2)u, (t, x) ∈ R× R3, (1.1)
with u(0) = u0 ∈ H1rad(R3,C) := {u ∈ H1(R3,C) | u is radially symmetric} and g ∈ C∞([0,∞),R)
with g(0) = 0 and |g(n)(s)| ≤ Cnsp−n in s ≥ 1 for some p < 2 and Cn > 0 for all n ∈ N ∪ {0}.
We assume the existence of a one parameter family of ground states, i.e. there exists an open
interval O ⊂ (0,∞) and a C2 map
O ∋ ω 7→ φω ∈ H1rad(R3,R), (1.2)
s.t. φω are positive and solve
0 = −∆φω + ωφω + g(φ2ω)φω . (1.3)
Notice that eiωtφω are solutions of (1.1), which are also called ground states. We further assume
that the map ω 7→ ‖φω‖L2 has a nondegenerate local minimum, i.e.
∃ω∗ ∈ O s.t. q′(ω∗) = 0 and q′′(ω∗) > 0, where q(ω) := 1
2
‖φω‖2L2(R3,C). (1.4)
Remark 1.1. The above hypotheses have been numerically verified for various equations involving
saturated nonlinearities such as g(s) = s1+s , relevant in optics, see [38], or g(s) =
s3
1+s2 , discussed
by Marzuola et al. [28]. Other examples are in Buslaev–Grikurov [5]. For an analytical result for
double power nonlinearity in one dimension, see [26].
The above set up provides some interesting patterns. First of all, by (1.4), we have q′(ω) < 0
for ω ∈ (ω∗ − δ, ω∗) and q′(ω) > 0 for ω ∈ (ω∗, ω∗ + δ) for some δ > 0. It is well known that
under standard nondegeneracy assumption (1. of Assumption 2.6 below), the ground state eiωtφω is
orbitally stable (resp. unstable) if q′(ω) > 0 (q′(ω) < 0), see e.g. [20].
Therefore, ω∗ is the critical frequency dividing the stable and unstable ground states. Comech–
Pelinovsky [9] proved that this critical ground state eiω∗tφω∗ is orbitally instable (see also [31,
27]). The proof uses an appropriate system of coordinates, involving a mixture of three scalar
coordinates (related to the discrete spectrum of an appropriate linearization of the NLS) and one
infinite dimensional coordinate (related to the continuous spectrum of the linearization). By this
coordinates, (1.1) is viewed as a perturbation of a finite dimensional Hamiltonian system involving
the scalar coordinates, with eiω∗tφω∗ shown to be unstable for the finite dimensional system. Then,
by controlling the continuous spectrum coordinate by means of classical methods involving the
energy, like in [39, 40, 20], Comech–Pelinovsky [9] produces some solutions of (1.1) whose discrete
coordinates shadow the unstable solutions of the finite dimensional system. More precisely, it is
shown that for a sufficiently large period of time the discrete coordinates have motion similar to
that of the finite dimensional system while the continuous coordinate of the NLS remains small.
This yields the desired instability for the full NLS.
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Marzuola et al. [28] considered the framework of Comech–Pelinovsky [9] and developed a
systematic numerical exploration of solutions of both the finite dimensional approximation and of
the full NLS. While observing the patterns of Comech–Pelinovsky [9], Marzuola et al. [28] identified
another class of initial data near the minimal mass ground state eiω∗tφω∗ . The corresponding
solutions look like eiϑ(t)φω(t) locally in space with ω(t) displaying an oscillating motion, which
appears periodic. A similar pattern had previously been observed also by Buslaev–Grikurov [5, fig.
2 case α = 0.5].
The aim of this paper is to rigorously justify the observation of Marzuola et al. [28] and provide
a theoretical explanation of the oscillation phenomena. Very roughly, our main result is the following.
Theorem 1.2 (informal). For any M ∈ N, M ≥ 2, there exists an open set UM ⊂ H1rad near φω∗
contained in {u ∈ H1rad | ‖u‖2L2/2 > q(ω∗)} s.t. the solutions of (1.1) with initial datum u0 ∈ UM can
be expressed as u(t) = eiϑ(t)φω(t)+error and ω(t) is oscillating for long time. In particular, if u ∈ UM ,
we have infϑ∈R ‖u0 − eiϑφω∗‖H1rad ∼ ǫ, the oscillations occur over a time period of length T ∼ ǫ−M
and each oscillation occurs in a time approximately equal to ǫ−
1
2 , where ǫ2 := 12‖u‖2L2 − q(ω∗).
Remark 1.3. The open sets UM ⊂ H1rad(R3,C) are not neighborhoods of φω∗ . As stated in Theorem
1.2, they belong to the region of 12‖u‖2L2 > q(ω∗) = 12‖φω∗‖2L2 . When 12‖u‖2L2 < q(ω∗), then ω(t) does
not oscillate and the solution escapes from the tubular neighborhood of Tω∗ := {eiϑφω | ϑ ∈ R}.
This is the instability proved by Comech-Pelinovsky [9]. Notice that the escape from φω∗ of the
solutions 12‖u‖2L2 < q(ω∗) is natural from the point of view of the Soliton Resolution conjecture
because if the solution stayed near Tω∗ for all time, then we would expect it to converge, modulo
phase and a linear wave, to φω for ω near ω∗. And since the linear wave would have nonnegative
L2 norm scattered to spatial infinity, we would get a contradiction with the L2–norm conservation
of equation (1.1), because ‖φω‖L2 ≥ ‖φω∗‖L2 > ‖u0‖L2. See the related discussion in the proof of
Theorem 1.4 of [15]. See also, [23].
The precise statement of Theorem 1.2 will be given in Theorems 2.22, 2.29 and 2.32. In Theorem
2.22, we will make the meaning “the solution u(t) can expressed as u(t) = eiϑ(t)φω(t)+error” clear by
introducing an appropriate coordinate system. In Theorem 2.29 and 2.32, we will make the meaning
”long time” clear and deduce the effective equation which governs the motion of ω(t). This will
provide the meaning of “ω(t) is oscillating for long time”.
Similar results on persistence of oscillating patterns for long periods of time have been proved,
for different but analogous problems, by Marzuola and Weinstein [29], see also [19, 32]. However
here we are able to prove the persistence of the oscillations for much longer times. In fact, in [29]
the number of oscillations is of the order of ǫ−a0 for a fixed a0, while in this paper the number
of oscillations can be arranged to be ǫ−N for any N . A somewhat similar result to Theorem 1.2
is in [3], which deals with the effects that an arbitrarily small but classically trapping potential
exerts on solitons of a translation invariant NLS. In [3] the time frame of the phenomena is as our’s,
not coincidentally since in fact we use similar methods. However here we examine our oscillating
patterns in more detail than what is done for possibly analogous patterns in [3]. For the trapping
of a soliton in a well we refer also to [4, 17, 18, 22, 24] and to the references therein.
We now explain the strategy of the proof. As we mentioned above, for problems related to the
dynamics near ground states, following the classical works such as [39, 34, 35], it is quite natural
to introduce coordinates which are in part discrete and in part continuous coordinates and which
are related to the spectral decomposition of the linearization of (1.1). For example, when we study
the asymptotic stability of ground states (i.e. showing solutions near ground states decompose to
ground state and linear wave) for the case q′(ω) > 0, we can decompose the solution u(t) as
u(t) = eiϑ(t)(φω(t) + r(t)).
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Here, r(t) is symplectic orthogonal to the kernel of the linearized operator. If we assume that there
are no internal modes (non-zero discrete spectrum) for the linearized operator, then (ϑ, ω) can be
viewed as the discrete coordinates and r as the continuous coordinate, with (ϑ, ω, r) a complete
system of independent coordinates. Therefore, the dynamics of u(t) reduces to the dynamics of ϑ(t),
ω(t) and r(t). As in [13, 2] it is natural to replace the coordinate system (ϑ, ω, r) with (ϑ,Q, r),
where Q = 12‖u‖2L2 is a first integral of motion, and by an elementary application of Noether’s
principle, to decrease the number of coordinates, reducing to a NLS–like equation on r. Then the
proof of asymptotic stability results from the proof of the scattering of r.
The above argument, is based on the fact that the generalized kernel of the linearized operator
is 2 dimensional, which is a consequence of q′(ω) 6= 0. In the case q′(ω) = 0 the generalized kernel
becomes 4 dimensional, and instead of the previous ansatz with coordinates (ϑ, ω, r), we have
u(t) = eiω(t)
(
φω(t) + λ(t)ψ3 + µ(t)ψ4 + r(t)
)
,
where ψ3 and ψ4 are additional generalized eigenfunctions (see Proposition 2.9). Thus, under the
assumption that there exist no internal modes, our problem reduces to the study of the dynamics
of (ϑ, ω, λ, µ, r). Unlike in the case q′(ω) 6= 0, we cannot replace ω by Q. But we can replace µ
by Q. Then, by an elementary application of Noether’s principle, we are left with (ω, λ, r). The
equations for modulation parameters (ω, λ) have already been studied in the literature, see (4.11)
in [9] or (3.5) in [28], but are not well understood. Here we add to their understanding by following
an approach initiated in [12]. That is, using the Hamilton structure of NLS (1.1), we move to a
Darboux system of coordinates, see Proposition 3.7 in Subsection 3.2 (and we further simplify them
by canonical transformations, see Sect. 3.4). In Darboux coordinates we have
ω˙ = A−1∂λE, λ˙ = −A−1∂ωE
where E is the energy (Hamiltonian) of the NLS and A = A(ω) > 0 is a function that here we can
assume constant. If we expand E = Ef (Q,ω, λ, 0) + “terms with r”, where for Ef see (2.46), and
think the second term as an error, we obtain
ω˙ = A−1∂λEf (Q,ω, λ, 0) + error, λ˙ = −A−1∂ωEf (Q,ω, λ, 0) + error.
Ignoring errors, this is a 2 dimensional Hamiltonian system with energy ∼ 2−1Aλ2 + d(ω) − ωQ,
where d(ω) = E(φω) + ωq(ω) satisfies d
′(ω) = q(ω). So, thinking 2−1Aλ2 as the kinetic energy
and VQ(ω) = d(ω) − ωQ as potential energy, we see that ω approximately Newton’s equation in
a potential well VQ, with λ the momentum. If Q > q(ω∗), the well has a local minimum at a
point ω = ω+ > ω∗. Thus, in this case, even starting from ω(0) = ω∗, ω will oscillate around ω+,
consistently with the numerical observations by Marzuola et al. [28, Fig. 4–6]. Similarly, we see that
if Q < q(ω∗), then V (Q,ω) is monotically increasing and ω will fall to the unstable side (ω < ω∗)
without oscillation.
As we mentioned, Marzuola and Weinstein [29], see also [19, 32], considered similar problems,
proving long time shadowing of solutions of an appropriate finite dimensional systems by solutions
of NLS’s. However, as we mentioned above, we prove the persistence of the oscillating patterns for
much longer than in [28], because we are more careful in the choice of the coordinates, as we now
explain.
Because of the fact that the coordinates are derived from the linearization of (1.1), at a linear
level the various coordinates evolve in time independently from each other, they interact at a non-
linear level only. The reason why the oscillations last for a long time, but presumably not for ever,
is that the continuous coordinate, if initially very small, remains small for a long time. However,
because of nonlinear interactions, the continuous coordinate grows and after a sufficiently long time,
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disrupts the motion of the discrete coordinates. The latter coordinates, for a long time and as long
as the continuous coordinate is very small, evolve like solutions of the finite dimensional system,
but, from a certain moment on, evolve quite differently. What we do in this paper, which is not
done in related papers such as [29], is to choose the coordinates (i.e. a normal forms argument) in
such a way that it is quite clear that the interaction between the continuous coordinate with the
various discrete coordinates occurs at arbitrarily high order: the higher this order, the longer the
time it takes for the continuous coordinate to disrupt the discrete coordinates. This is analogous to
the approach by Bambusi and Maspero [3].
While we prove oscillations for very long times, the question on what happens asymptotically to
these oscillating patterns remains open. In [28, Conjecture 1.1] it is suggested that asymptotically
these oscillating solutions should scatter to a stable ground state. Reference is made to possible
radiation damping phenomena and to the damped oscillations observed numerically in some cases
for the mass critical saturated NLS by LeMesurier et al. [25, figures 7 and 16]. For further comments
and references see also the discussion in [37, Sect. 9.3.2–9.3.3].
Damped oscillations similar to the ones in LeMesurier et al. [25] are observed in Buslaev–Grikurov
[5, fig. 2]. However only the case α = 0.5 in [5, fig. 3], which has an unknown asymptotic behavior,
is in the same regime of Marzuola et al. The other cases in [5, fig. 3], all displaying damping and
convergence, have α≪ 1, which means that the initial value u0 has large distance in H1rad(R3) from
the orbit of φω∗ , with distance
α→0+→ ∞. Ultimately the regime α≪ 1 in [5, fig. 3] seems to be very
different from the regime considered in [28].
We think that it is plausible that a radiation damping phenomenon like in [36, 7, 12, 14] will
prove Conjecture 1.1 in [28]. However, it is almost certain that the type of coordinates used in
the present paper, which originate from the analysis in Comech and Pelinovsky [9], are inadequate
to prove the conjecture. There should exist more ”nonlinear” coordinates, possibly related to the
ones used in the study of the blow up by Perelman [33] and Merle and Raphael [30]. For few more
comments on the conjecture we refer to Remark 3.20.
This paper is organized as follows. In section 2, we set up the framework and give the precise
statement of the main results (Theorems 2.22, 2.29 and 2.32). Section 3 will be devoted to the proof
of Theorem 2.22, which consists of Darboux theorem (Proposition 3.7) and Birkhoff normal forms
in subsection 3.4. In section 4, we prove Theorems 2.29 and 2.32. In the appendix of this paper, we
provide the proof of Proposition 2.9, Lemmas 3.11 and Lemma 4.12.
2 Set up and Main result
2.1 Notation
We collect notations which we use throughout this paper.
• By f . g, we mean there exists a constant C > 0 such that f ≤ Cg. Here, C only depends
on parameters which are irrelevant to us. Further, by f .a g, we mean that there exists a
constant C = Ca (depending on parameter a) such that f ≤ Cag. If f . g and g . f , then
we write f ∼ g.
• We use Pauli matrices
σ0 =
(
1 0
0 1
)
, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (2.1)
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• For Banach spaces X,Y we denote by L(X,Y ) the Banach space of all bounded operators from
X to Y . If X = Y , we write L(X,X) = L(X). Further, we define Ln(X,Y ) by L0(X,Y ) = Y ,
L1(X,Y ) = L(X,Y ), Ln(X,Y ) = Ln−1(X,L(X,Y )) and we set Ln(X) := Ln(X,X).
• Given a Banach space X , x0 ∈ X and r > 0, we set DX(x0, r) := {x ∈ X : ‖x − x0‖X < r}.
Further, for A ⊂ X , we set
DX(A, r) := {x ∈ X | distX(x,A) < r}, distX(x,A) := inf
y∈A
‖x− y‖X . (2.2)
• We embed C →֒ C2 using the natural identification
u ∈ C→ u˜ := t(u u¯) ∈ C˜ := {t(z z¯) ∈ C2 : z ∈ C} ⊂ C2. (2.3)
We set 〈U,V 〉C2 := 2−1(u1v1 + u2v2) for U = (u1 u2)t and V = (v1 v2)t in C2 and
〈U, V 〉 :=
∫
R3
〈U(x), V (x)〉
C2
dx for U, V ∈ L2(R3,C2). (2.4)
We will also use 〈U, V 〉 as the dual coupling between H−1(R3,C2) and H1(R3,C2). By our
definition we have 〈u˜, σ1v˜〉C2 = Reuv¯, and in particular 〈u˜, σ1u˜〉C2 = |u|2. For u˜ ∈ C˜, we
define |u˜|2 := 〈u˜, σ1u˜〉C2 .
• We define the skew-symmetric form Ω by
Ω(·, ·) := 〈iσ3·, σ1·〉 . (2.5)
Notice that Ω(u˜, v˜) = Im
∫
R3
u(x)v(x) dx.
• For F ∈ C1(H1rad(R3, C˜),R), we define the gradient ∇F (u˜) ∈ H−1rad(R3, C˜) by
dF (u˜)v˜ = 〈∇F (u˜), σ1v˜〉 for all v˜ ∈ H1rad(R3, C˜) (2.6)
where dF (u˜) ∈ L(H1rad(R3, C˜),R) is the Fre´chet derivative of F . For F ∈ C1(L2rad(R3, C˜),R),
the gradient ∇F (u˜) will be similarly defined and it will belong in L2rad(R3, C˜). Further, for
F ∈ Cn(H1rad(R3, C˜),R) define
∇mF ∈ Cn−m(H1rad(R3, C˜),Lm−1(H1rad(R3, C˜), H−1rad(R3, C˜)))
inductively by ∇mF = d∇m−1F (2 ≤ m ≤ n).
• For s ∈ R and for X = C˜ or C2, we set
Σs(R3, X) := {U ∈ S ′rad(R3, X) : ‖U‖Σs <∞} where ‖U‖Σs := ‖(−∆+ |x|2 + 1)s/2U‖L2 .
(2.7)
We further set Σsc(R
3, C˜) := P (ω∗)Σ
s(R3, C˜), where P (ω) is defined in (2.20).
• For an operator A, we set N (A) to be the kernel of A and Ng(A) = ∪∞n=1N (An) to be the
generalized kernel.
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2.2 The linearized operator
It is a traditional approach to study the stability of solitons by appropriate choices of coordinates
where the problem is reframed as the stability of 0 and where nonlinear stability is derived by some
form of Lyapunov or linear stability argument, see for example [39, 20, 6]. In all these approaches
a key role is played by the linearization of the NLS at the soliton eitωφω, related to the operator
(2.14) below. Such operator is R–linear but not C–linear. Since it is very important to consider
spectral decompositions of this operator, it is quite natural to “complexify”, which leads to viewing
a C–valued function u as a C˜(→֒ C2)–valued function u˜ = t(u u¯) (see (2.3)). The map u→ u˜ yields
a natural identification of Hsrad(R
3,C) with Hsrad(R
3, C˜) ⊂ Hsrad(R3,C2). By this identification, NLS
(1.1) can be written as
iσ3∂tu˜ = −∆u˜+ g(|u˜|2)u˜. (2.8)
We introduce the energy E and mass Q, which are the constant under the flow of (2.8).
Definition 2.1. We define E ∈ C6(H1rad(R3, C˜),R) and Q ∈ C∞(L2rad(R3, C˜),R) by
E(u˜) :=
1
2
〈(−∆)u˜, σ1u˜〉+ EP (u˜) with EP (u˜) := 1
2
∫
R3
G(|u˜(x)|2) dx, (2.9)
Q(u˜) :=
1
2
〈u˜, σ1u˜〉 . (2.10)
where G(s) =
∫ s
0 g(τ) dτ . Recall that |u˜(x)|2 = 〈u˜(x), σ1u˜(x)〉C2 .
Remark 2.2. The fact E is only C6 comes from H1(R3,C) →֒ Lp(R3,C) for p = 6 but not for p > 6.
For example, F (u˜) =
∫
R3
|u˜(x)|8 dx is not defined for all u˜ ∈ H1rad(R3, C˜). However, E is C∞ in for
example Hs or Σs for s > 3/2.
We further set the action Sω(u) by
Sω(u˜) := E(u˜) + ωQ(u˜) (2.11)
and for later use we introduce also
d(ω) := Sω(φ˜ω). (2.12)
Notice that (1.3) is equivalent to ∇Sω(φ˜ω) = 0. The “linearized Hamiltonian” ∇2Sω(φ˜ω) will be an
important operator in our analysis. However, it lies in L(H1rad(R3, C˜), H−1rad(R3, C˜)) which is not a vec-
tor space with scalar field C. Therefore, we use another operatorHω whose restriction in H
1
rad(R
3, C˜)
equals ∇2Sω(φ˜ω) but which extends to a C-linear element in L(H1rad(R3,C2);H−1rad(R3,C2)) and fur-
thermore is self-adjoint in L2(R3;C2).
Lemma 2.3. We have ∇2Sω
∣∣
H1
rad
(R3,C˜)
= Hω ∈ L(H1rad(R3, C˜), H−1rad(R3, C˜)), where
Hω := −∆+ ω + g(φ2ω) + g′(φ2ω)φ2ω + g′(φ2ω)φ2ωσ1. (2.13)
Proof. Differentiating (2.11), we have ∇2Sω(u˜)(·) = −∆+ω+ g(|u˜|2) ·+2g′(|u˜|2) 〈σ1u˜, ·〉C2 u˜. Thus,
substituting, u˜ = φ˜ω , we have
∇2Sω(φ˜ω)(·) =
(−∆+ ω + g(φ2ω))+ 2g′(φ2ω)〈φ˜ω , ·〉
C2
φ˜ω. (2.14)
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Since for r˜ = t(r r¯) we have〈
φ˜ω, r˜
〉
C2
φ˜ω =
1
2
φω Re (r¯ + r)
(
φω
φω
)
=
1
2
φ2ω
(
1 1
1 1
)(
r
r¯
)
=
1
2
(1 + σ1)φ
2
ω r˜,
we obtain ∇2Sω
∣∣
H1rad(R
3,C˜)
= Hω.
We now introduce the linearized operator Hω.
Definition 2.4. We set
Hω := σ3Hω = σ3(−∆+ ω) + V(ω) with V(ω) := (g(φ2ω) + g′(φ2ω)φ2ω)σ3 + g′(φ2ω)φ2ω iσ2. (2.15)
Notice that Hω with domain H2rad(R3,C2) defines a closed C–linear operator in L2rad(R3,C2).
Remark 2.5. When we substitute u˜ = eiωtσ3
(
φ˜ω + r˜
)
, we obtain
i∂tr˜ = Hω r˜ + “higher order of r˜”.
Thus, actually −iHω is the linearized operator. However, we adopt this terminology because we
would like to handle the linearized equation as a Schro¨dinger equation.
Since V(ω) decreases rapidly at spatial infinity (see Lemma 2.8 below), we have σess(Hω) =
(−∞,−ω] ∪ [ω,∞), where σess(Hω) ⊂ C is the set of essential spectrum of Hω. For the discrete
spectrum σd(Hω), we know that 0 ∈ σd(Hω) because we have
Hωiσ3φ˜ω = 0, −iHω∂ωφ˜ω = iσ3φ˜ω . (2.16)
We make the following assumptions on the spectrum of Hω∗ .
Assumption 2.6. We assume
1. σd(Hω∗) = {0} and N (Hω∗) = span{iσ3φ˜ω∗}.
2. Hω∗ has no edge resonance nor embedded eigenvalues.
Remark 2.7. The assumption dimN (Hω∗) = 1 is equivalent to the standard assumption (see, e.g.
[39, 40, 20]) N (L+|L2rad(R3,C)) = {0}, where L+ := −∆ + ω∗ + g(φ
2
ω∗) + 2g
′(φ2ω∗)φ
2
ω∗ . Notice that
L+∂xjφω∗ = 0 but ∂xjφω∗ 6∈ L2rad(R2;C). The hypothesis σd(Hω∗) = {0} is here assumed for
simplicity, but we expect to be able to relax it, by allowing the existence of internal modes that we
should be able to treat like in [12]. The 2nd assumption is technical and is needed to get dispersive
estimates. The nonexistence of edge resonance is expected to hold generically and the nonexistence
of embedded eigenvalue is conjectured to be true.
By Assumption 2.6, we can bootstrap the regularity of the map ω 7→ φ˜ω. Specifically, we can show:
Lemma 2.8. Under Assumption 2.6, there exists δ > 0 s.t. the map ω 7→ φω is C∞ in Σs(R3,R)
for all s ≥ 0.
Since the proof of Lemma 2.8 consists of standard elliptic regularity argument, we omit it.
We set
Ψ1(ω) := iσ3φ˜ω, Ψ2(ω) := ∂ωφ˜ω . (2.17)
The following proposition is due to Comech–Pelinovsky [9].
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Proposition 2.9. For s ≥ 0, there exists δs > 0 s.t. for ω ∈ DR(ω∗, δs), there exist Ψj(ω) ∈
Σs(R3, C˜) (j = 3, 4) satisfying the following properties.
1. For 1 ≤ j ≤ 4, Ψj ∈ C∞(DR(ω∗, δs),Σs).
2. We have Ng(Hω∗) = span{Ψj(ω∗) | j = 1, 2, 3, 4}.
3. We have A(ω) := Ω(Ψ2(ω),Ψ3(ω)) > 0.
4. There exists
Pd ∈ ∩s≥0C∞(DR(ω∗, δs),L(Σ−s(R3,C2),Σs(R3,C2))),
s.t. Pd(ω) is a projection symmetric w.r.t. Ω, i.e. Ω(Pd(ω)·, ·) = Ω(·, Pd(ω)·) (recall (2.5)).
The projection Pd(ω) commutes with π0 and Hω and satisfies Ng(Hω) = RanPd(ω).
5. The operator −iHωPd(ω) can be represented as
−iHωPd(ω) =

0 1 0 0
0 0 1 0
0 0 0 1
0 0 a(ω) 0
 (2.18)
in the frame {Ψj(ω), j = 1, 2, 3, 4}, where a(ω) = −A(ω)−1q′(ω).
6. We have
Ω(Ψ1(ω),Ψ2(ω)) = −q′(ω),Ω(Ψ1(ω),Ψ3(ω)) = 0, Ω(Ψ1(ω),Ψ4(ω)) = −A(ω),
Ω(Ψ2(ω),Ψ4(ω)) = 0, Ω(φ˜ω ,Ψ2(ω)) = Ω(φ˜ω ,Ψ4(ω)) = 0.
(2.19)
Remark 2.10. The matrix in (2.18) has eigenvalues 0,±√a(ω).
We will give the proof of Proposition 2.9 in the appendix of this paper.
2.3 Modulation coordinates
In this subsection, we give the first choice of the coordinates related to the linearized operator Hω.
We set
P (ω) := 1− Pd(ω). (2.20)
We set Tω = {eiθσ3φ˜ω | θ ∈ R} and recall (2.2).
Lemma 2.11. For any s ≥ 0, there exists δs > 0 s.t. there exist ϑ, ω, λ, µ ∈ C∞(DΣ−s(Tω∗ , δs),R)
s.t. for u˜ ∈ DΣ−s(Tω∗ , δs),
R(u˜) := e−iϑ(u˜)σ3 u˜− φ˜ω(u˜) − λ(u˜)Ψ3(ω(u˜))− µ(u˜)Ψ4(ω(u˜)) ∈ P (ω(u˜))Σ−s. (2.21)
Furthermore, Σs can by replaced by Hsrad.
Proof. Set R(u˜, ϑ, ω, λ, µ) := e−iϑσ3 u˜− φ˜ω − λΨ3(ω)− µΨ4(ω) and
Fj(u˜, ϑ, ω, λ, µ) = Ω(R(u˜, ϑ, ω, λ, µ),Ψj(ω)). (2.22)
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Then, by (2.19), we have
∂(F1,F2,F3,F4)
∂(ϑ, ω, λ, µ)
∣∣∣∣
(u˜,ϑ,ω,λ,µ)=(eiθσ3 φ˜ω∗ ,θ,ω∗,0,0)
= (Ω (Ψi(ω∗),Ψj(ω∗)))1≤i,j≤4
=

0 0 0 −A(ω∗)
0 0 A(ω∗) 0
0 −A(ω∗) 0 B(ω∗)
A(ω∗) 0 −B(ω∗) 0
 , (2.23)
where A(ω) is given in 3. of Proposition 2.9 and
B(ω) := Ω(Ψ3(ω),Ψ4(ω)). (2.24)
Since the determinant of the matrix given in (2.23) is A(ω∗)
4 > 0, it is invertible. Therefore, since
Fj(e
iθσ3 φ˜ω∗ , θ, ω∗, 0, 0) = 0, we have the claim by the implicit function theorem.
Proposition 2.12. Let δ1 > 0 given in Lemma 2.11 for H
1
rad. Set
F1 ∈C∞(R×DR3×P (ω∗)H1rad(R3,C˜)((ω∗, 0, 0, 0), δ1), H
1
rad(R
3, C˜)) :
(ϑ, ω, λ, µ, r˜) 7→ F1(ϑ, ω, λ, µ, r˜) := eiϑσ3(φ˜ω + λΨ3(ω) + µΨ4(ω) + P (ω)r˜).
Then, F1 is a C∞ diffeomorphism onto a neighborhood of Tω∗ in H1rad.
Proof. It suffices to show F−11 exists and it is C∞. To show it, since we already have the map
u˜ 7→ (ϑ(u˜), ω(u˜), λ(u˜), µ(u˜), R(u˜)), it suffices to replace R(u˜) ∈ P (ω(u˜))H1rad by r˜(u˜) ∈ P (ω∗)H1rad if
the map
P (ω(u˜))|P (ω∗)H1rad = (1 + P (ω(u˜))− P (ω∗))|P (ω∗)H1rad : P (ω∗)H
1
rad → P (ω)H1rad (2.25)
is an isomorphism. For u˜ sufficiently close to Tω∗ then ‖P (ω(u˜)) − P (ω∗)‖L(H1rad) < 1 and so the
operator 1 +P (ω(u˜))−P (ω∗) is invertible in the whole of H1rad, and in particular the map in (2.25)
is invertible with
(1 + P (ω(u˜)) − P (ω∗))−1
∣∣
P (ω(u˜))H1rad
= (P (ω(u˜))|P (ω∗)H1rad))
−1.
Therefore, if we set r˜(u˜) := (P (ω(u˜))|P (ω∗)H1rad))
−1R(u˜), we will have the desired property.
If q′(ω) is bounded away from 0 it is natural to replace ω by Q, see [10], since by the conservation
of Q this reduces the number of unknowns in the system. However, in a neighborhood of ω = ω∗
this is not possible and, instead, we replace µ by Q.
Lemma 2.13. For any s ≥ 0, there exists δs > 0 s.t. there exists
µ ∈ ∩s≥0C∞(DR4×Σ−sc ((q(ω∗), ω∗, 0, 0, 0), δs)),R)
s.t. µ = µ(Q,ω, λ, ρ, r˜) satisfies
Q = Q(F1(ϑ, ω, λ, µ, r˜)) for ρ = Q(r˜). (2.26)
Remark 2.14. The additional variable ρ is introduced to define µ for Σs with s < 0. In the following,
we will always substitute ρ = Q(r˜).
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Proof. We define µ = µ(Q,ω, λ, ρ, r˜) by the implicit function theorem to be the solution of
G(µ,Q, ω, λ, ρ, r˜) :=Q(φ˜ω + λΨ3(ω) + µΨ4(ω)− Pd(ω)r˜) (2.27)
+
〈
φ˜ω + λΨ3(ω) + µΨ4(ω)− Pd(ω)r˜, σ1r˜
〉
+ ρ−Q = 0.
Since G(0, q(ω∗), ω∗, 0, 0, 0) = 0 and
∂µG|(µ,Q,ω,λ,ρ,r˜)=(0,q(ω∗),ω∗,0,0,0) =
〈
φ˜ω∗ , σ1Ψ4(ω∗)
〉
= A(ω∗) 6= 0,
we have the assumptions of implicit function theorem. From (2.27), it is clear that we have (2.26).
By using µ = µ(Q,ω, λ,Q(r˜), r˜) we can move to coordinates (ϑ,Q, ω, λ, r˜) instead of the coor-
dinates (ϑ, ω, λ, µ, r˜).
Proposition 2.15. Consider the δ1 > 0 in Lemma 2.11 for H
1
rad. For F1 the function in Proposition
2.12, set
F2 ∈C∞(R×DR3×P (ω∗)H1rad(R3,C˜)((q(ω∗), ω∗, 0, 0), δs), H
1
rad(R
3, C˜)) :
(ϑ,Q, ω, λ, r˜) 7→ F2(ϑ,Q, ω, λ, r˜) := F1(ϑ, ω, λ, µ(Q,ω, λ,Q(r˜), r˜), r˜).
Then, F2 is a C∞ diffeomorphism onto a neighborhood of Tω∗ in H1rad.
2.4 Symbol for errors
Even though we have replaced µ by Q, as a dependent variable µ will appear frequently. We define
some classes of functions to handle various error terms.
Definition 2.16. For n = 0, 1, 2 and s ≥ 0, we set,
Ŝns (δ) := C∞(DR5×P (ω∗)Σ−s(R3,C˜)((q(ω∗), ω∗, 0, 0, 0, 0), δ), Xns ),
where X0s := R, X
1
s := Σ
s(R3, C˜) and X2s := L
(
Σ−s(R3, C˜),Σs(R3, C˜)
)
. We define Sn by
f ∈ Sn ⇔ ∀s ≥ 0, ∃δs > 0 s.t. ∃f̂ ∈ ∩s≥0Ŝns (δs) s.t.
f(Q,ω, λ, r˜) = f̂(Q,ω, λ, µ(Q,ω, λ,Q(r˜), r˜), Q(r˜), r˜).
Moreover, we define Sni,j ⊂ Sn by f ∈ Sni,j if and only if f̂(Q,ω, λ, µ, ρ, r˜) satisfies
‖f̂‖Xns .s (|Q− q(ω∗)|1/2 + |ω − ω∗|+ |λ|+ |µ|+ ρ1/2 + ‖r˜‖Σ−s)i(|λ|+ |µ|+ ‖r˜‖Σ−s)j .
We will always use Sni,j to be a generic element of Sni,j . We also write formulas like Sni,j = Sni,j+Sni+1,j
where Sni,j in the l.h.s. and r.h.s. are different (so the equation does not imply S
n
i+1,j = 0).
We further define s1i,j similarly to S
1
i,j but replacing Σ
s(R3, C˜) in the definition of X1s with Σ
s(R3,R).
In the sequel, other error terms will appear in the energy expansion which are not of the form
S0i,j . These terms are essentially like
∫
V (s)rn dx, with rn an n–linear form, for and n ≥ 2, from C˜
to C and with V ∈ S. Before introducing these class, we need some preliminary notation.
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Definition 2.17. Let β−1(s) = 1 and βn(s) = g
(n)(s) for n ≥ 0. We will write cg(n)(s) = βn(s),
ignoring constants. With this convention we write 2g′(s) = β1(s) and obviously this does not mean
that 2β1(s) = 2g
′(s) = β1(s) implies β1(s) = 0, because here the β1’s are not the same function. We
extend further the use of the symbol βn as follows. If we set
TS1i,j,kβn(S
1
0,0, r˜) :=
∫ 1
0
tkβn(|S10,0 + tr˜ + tS1i,j |2) dt, (2.28)
for k ≥ 0 and i, j ≥ 0, and if more generally we consider the composition
TS1i1,j1 ,k1
TS1i2,j2 ,k2
· · ·TS1iN ,jN ,kNβn(S
1
0,0, r˜) (2.29)
we will denote the expression (2.29) by βn(|S10,0 + r˜|2).
Remark 2.18. In Definition 2.17 we are committing an abuse of notation, which is however harmless
in terms of the estimates or of qualitative properties like the smoothness and the decay/increasing
property. Indeed the r.h.s. of (2.28), or a more general multiple integral representing (2.29), satisfies
the same bounds of βn(|S10,0 + r˜|2). In particular, for n ≥ 0 using our notation we have
βn(|S10,0 + r˜|2) = βn(|S10,0|2) +
∫ 1
0
2β′n(|S10,0 + tr˜|2)
〈
S10,0 + tr˜, σ1r˜
〉
dt
= S00,0 + βn+1(|S10,0 + r˜|2)
〈
S10,0, σ1r˜
〉
C2
+ βn+1(|S10,0 + r˜|2)|r˜|2.
(2.30)
With the above notation we define the classes Rk.
Definition 2.19. Let βn given in definition (2.17).
• By R2, we mean R valued functions consisting of finite sums of
〈
S21,0r˜, σ1r˜
〉
and terms in the
form∫
R3
βn(|S10,0 + r˜|2)s11,0|r˜|2 dx,
∫
R3
βn(|S10,0 + r˜|2)
〈
S11,0, σ1r˜
〉
C2
〈
S10,0, σ1r˜
〉
C2
dx, (2.31)
with n ≥ −1.
• By Rk (k = 3, 4, 5), we mean R valued functions consisting of finite sums of∫
R3
βn(|S10,0 + r˜|2)
〈
S10,0, σ1r˜
〉i
C2
|r˜|2j dx, i+ 2j = k, (2.32)
with n ≥ k − 2.
• By R6, we mean R valued functions consisting of finite sums of∫ 1
0
∫ 1
0
(1 − t)2
∫
R3
g′′′(|v(t, s)|2) 〈v(t, s), σ1S10,0〉C2 〈v(t, s), σ1S11,1〉C2 〈v(t, s), σ1r˜〉2C2 dxdsdt,
(2.33)
with v(t, s) = sS10,0 + t(r˜ + S
1
0,0).
• By R7, we express an R valued function consisting of finite sum of
R7 =
1
2
∫ 1
0
∫ 1
0
(1− t)2 〈∇4EP (v(t, s))(S10,0, r˜, r˜), σ1r˜〉 dsdt (2.34)
with v(t, s) = sS10,0 + t(r˜ + S
1
0,0).
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2.5 Hamilton structure of NLS and symplectic form
We introduce the notion of symplectic form.
Definition 2.20. Let X be a Banach space on R and let X ′ be its dual. A strong symplectic form
is a 2-form Ω˜ on X s.t. dΩ˜ = 0 (i.e. Ω˜ is closed) and s.t. the map X ∋ x → Ω˜(x, ·) ∈ X ′ is an
isomorphism.
Setting Γ(u˜) := 12Ω(u˜, ·), we have dΓ = Ω (recall that given two vector fields X and Y we have
dΓ(X,Y ) := XΓ(Y ) − Y Γ(X)− Γ([X,Y ]), see [1]). Therefore, the skew-symmetric form Ω defined
in (2.5) is a strong symplectic form on Hjrad(R
3, C˜) for j = 0, 1.
Notice that Ω(u˜, v˜) = Im
∫
R3
u(x)v(x)dx and that Ω extends naturally in a symplectic form on
Hjrad(R
3,C2) for j = 0, 1.
Definition 2.21. Let Ω˜ be a strong symplectic form in H1rad(R
3, C˜) and F,G ∈ C1(H1rad(R3, C˜),R).
We define the Hamiltonian vector field XF (u˜) with respect to Ω˜ by
Ω˜(u˜)(XF (u˜), y˜) := dF (u˜)y˜ = 〈∇F (u˜), σ1y˜〉 for all y˜ ∈ H1rad(R3, C˜).
For the case Ω˜ = Ω defined in (2.5), we have XF (u˜) = −iσ3∇F (u˜).
The Hamiltonian vector field of E with respect to Ω is
XE(u˜) = −iσ3∇E = −iσ3
(−∆u˜+ g(|u˜|2)u˜) ∈ H−1rad(R3, C˜). (2.35)
Thus, we see that (1.1) can be rewritten in the Hamiltonian formulation as
∂tu˜ = XE(u˜). (2.36)
The symplectic form Ω looks simple. However, when expressed in terms of the modulation coordi-
nates, Ω appears very complicated and full of cross terms (see (3.16) below). For this reason, we
introduce a new symplectic form Ω0 := dΓ0, where
Γ0(u˜) :=Qdθ − λA(ω)dω + λB(ω)∂Qµ dQ + 1
2
Ω(r˜, dr˜), (2.37)
For A(ω) defined in Prop. 2.9 and B(ω) defined in (2.24).
Using the notation in Definition 2.16, we have
Ω0 = dQ ∧ dθ +A(ω)dω ∧ dλ+Ω(dr˜, dr˜) +
(
S00,0dλ+ S
0
0,1dω +
〈
S00,1r˜ + S
1
0,1, σ1dr˜
〉) ∧ dQ. (2.38)
This represention of Ω0 in (2.38) still may look complicated due to the 4th term. However, the
fourth term affects only the dynamics of ϑ, which we will ignore. If F = F (Q,ω, λ, r˜) is C1 and does
not depend on ϑ, like the Energy E, if we decompose its differential as
dF =
∑
τ=Q,ω,λ
∂τFdτ + 〈∇r˜F, σ1dr˜〉 , (2.39)
where ∇r˜F ∈ RanP (ω∗)∗ is defined by the above formula, then the Hamiltonian vector field of F
associated to Ω0 satisfies
Ω0(XF , Y ) = ∂QF (Y )Q + ∂ωF (Y )ω + ∂λF (Y )λ + 〈∇r˜F, σ1(Y )r˜〉
= (XF )Q(Y )ϑ − (XF )ϑ(Y )Q +A(ω)(XF )ω(Y )λ −A(ω)(XF )λ(Y )ω +Ω((XF )r˜, (Y )r˜)
+
(
S00,0(XF )λ + S
0
0,1(XF )ω +
〈
S00,0r˜ + S
1
0,1, (XF )r˜
〉)
(Y )Q
− (S00,0(Y )λ + S00,1(Y )ω + 〈S00,0r˜ + S10,1, (Y )r˜〉) (XF )Q,
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where (X)τ = dτX for τ = ϑ,Q, ω, λ, r˜. Therefore, we have the following simple formulas for XF
(XF )Q = 0, (XF )ω = A(ω)
−1∂λF, (XF )λ = −A(ω)−1∂ωF, (XF )r˜ = −iP (ω∗)σ3∇r˜F, (2.40)
and a more complicated formula only for the ϑ–th component
(XF )ϑ = −∂QF + S00,0(XF )λ + S00,1(XF )ω +
〈
S00,0r˜ + S
1
0,1, (XF )r˜
〉
. (2.41)
Since a vector can be decomposed as
X = eiϑσ3 (iσ3u(X)ϑ + ∂ωu(X)ω +Ψ3(X)λ +Ψ4(X)µ + P (X)r˜) where
(X)τ := dτX for τ = ϑ, ω, λ, µ, r˜ and u := φ˜ω + λΨ3 + µΨ4 + P r˜, (2.42)
we can recover XF from (XF )τ for τ = ϑ,Q, ω, λ, r˜ given in (2.40) and (2.41).
2.6 Main theorems
We are now in the position to state are main theorems precisely. First, we will give appropriate
coordinates which will be a modification of the modulation coordinate given in Proposition 3.7.
These coordinates will transform the symplectic form Ω into Ω0 defined in (2.38) and will decouple
the continuous and discrete coordinate to arbitrary high order. The proof will be given in Sect. 3.
Theorem 2.22. For any N ≥ 2, there exist δN > 0 and a C∞–diffeomorphism onto a neighborhood
of Tω∗ in H1rad (recall Tω∗ = {eiθσ3φ˜ω | θ ∈ R}), FN ∈ C∞(DH1rad (Tω∗ , δN ), H1rad(R3, C˜)), s.t.
F∗NQ = Q, F
∗
Nω = ω + S
0
0,1, F
∗
Nλ = λ+ S
0
1,1, F
∗
N r˜ = e
iS00,1σ3(r˜ + S11,1) (2.43)
and
F∗NΩ = Ω0, (2.44)
where F∗N is the pull-back operator. Further, for EN := F
∗
NE(= E ◦ FN ), we have
EN = Ef,N (Q,ω, λ,Q(r˜)) +
1
2
〈Hω∗ r˜, σ1r˜〉+ EP (r˜) + S00,N+1 +
7∑
k=2
Rk, (2.45)
where Rk are terms are defined in Definition 2.19 and
Ef,N (Q,ω, λ,Q(r˜)) = d(ω)− ωQ+ (ω − ω∗)Q(r˜) + 1
2
A(ω)λ2 +
N∑
m=2
λme
(N)
m,0(Q,ω,Q(r˜)) (2.46)
with e
(N)
2,0 = S
0
1,0 and e
(N)
m,0 = S
0
0,0 for m ≥ 3 and where d(ω) was defined in (2.12).
Remark 2.23. In (2.43), we can expand F∗Nω = ω + S
0
0,1 as
F∗Nω = ω +
B(ω)
2A(ω)
µ+ S01,1 = ω −
B(ω)
2A(ω)2
(q(ω)−Q+Q(r˜)) + S01,1, (2.47)
see Lemma 3.15 for the 1st equality and Lemma 3.2 for the 2nd.
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Remark 2.24. For (2.43), for example F∗Nω = ω + S
0
0,1, we mean that F∗2 (F∗Nω − ω), initially
defined in the neighborhood of R × (q(ω∗), ω∗, 0, 0) in R3 × P (ω∗)H1rad will not depend on ϑ and
can be extended to DR3×P (ω∗)Σ−s((q(ω∗), ω∗, 0, 0), δs) for arbitrary s ≥ 0 and some δs > 0 to belong
in S00,1. Actually, we will be constructing FN by determining F∗2 (F∗Nτ − τ) (τ = ϑ,Q, ω, λ, r˜) in
DR3×P (ω∗)Σ−s((q(ω∗), ω∗, 0, 0), δs) and then define FN by them so the there will no ambiguity for
the extension.
Remark 2.25. Let v = F−1N (u). Then, by Theorem 2.22, in the v variable, the symplectic form Ω
will be transformed to Ω0 and the energy E will be transformed to EN . Thus, our coordinate will
be given by F−12 ◦ F−1N (u) = (ϑ(v), Q(u), ω(v), λ(v), r˜(v)).
Before proceeding, we prepare another notation.
Definition 2.26. For F ∈ C1(DH1rad(Tω∗ , δ),R) written in the form F (u) = f(Q,ω, λ,Q(r˜), r˜), we
define
∂ρF = ∂ρ|ρ=Q(r˜) f(Q,ω, λ, ρ, r˜), (2.48)
and
∇˜r˜F = ∇r˜|ρ=Q(r˜) f(Q,ω, λ, ρ, r˜). (2.49)
In particular, we have
∇r˜F = ∇˜r˜F + ∂ρF r˜. (2.50)
We set R = S00,N+1 +
∑7
k=2Rk, where r.h.s. contains the terms in (2.45). In the coordinate
system given in Theorem 2.22, NLS (1.1) is reduced to
ω˙ = A(ω)−1∂λEf,N +Rω,
λ˙ = −A(ω)−1∂ωEf,N +Rλ,
i∂tr˜ = (Hω∗ + ∂ρENP (ω∗)σ3) r˜ + P (ω∗)σ3g(|r˜|2)r˜ +Rr˜,
with initial data ω0 = ω(u0), λ0 = λ(u0) and r˜0 = r˜(u0),
(2.51)
where we have ignored the motion of ϑ and
Rω = A(ω)
−1∂λR, Rλ = −A(ω)−1∂ωR, Rr˜ = P (ω∗)σ3∇˜r˜R. (2.52)
Let us think of r˜ as a perturbation and let us set (ωf , λf ) to be the solution of
ω˙f = A(ωf )
−1∂λEf,N (Q,ωf , λf , 0),
λ˙f = −A(ωf )−1∂ωEf,N (Q,ωf , λf , 0), with (ωf (t), λf (t))|t=0 = (ω0, λ0).
(2.53)
We introduce the “kinetic energy” and the “potential energy” as
KQ(ω, λ) :=
1
2
A(ω)λ2 +
N∑
m=2
λme
(N)
m,0(Q,ω, 0) and VQ(ω) = d(ω)− ωQ.
Then, we have KQ(ω, λ) + VQ(ω) = Ef,N (Q,ω, λ, 0). Notice that in a neighborhood of Tω∗ ,
KQ(ω, λ) ∼ 2−1A(ω∗)λ2, which is the reason we call KQ the “kinetic energy”. For ω+ a value
to be defined momentarily and omitting N we denote
EQ(ω, λ) := Ef,N (Q,ω, λ, 0)− VQ(ω+) = KQ(ω, λ) + VQ(ω)− VQ(ω+). (2.54)
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Since ∂ωVQ(ω) = q(ω)−Q, we see that if Q < q(ω∗) then VQ(ω) becomes monotonic increasing, which
implies that ωf will fall to left monotonically until it will be ejected out of the region where we can
use the coordinate (this was essentially what Comech–Pelinovsky [9] proved). If 0 < Q− q(ω∗)≪ 1,
the equation ∂ωVQ = q(ω) − Q = 0 will have two solutions ω± = ωQ,± s.t. ω− < ω∗ < ω+. Here,
ω− is a local maximum and ω+ a local minimum of VQ (see Lemma 4.1 for details). Therefore, if
0 < Q− q(ω∗)≪ 1, VQ works as a trapping potential around ω = ω+.
If (ωf , λf ) is trapped in the potential well VQ, we have the oscillation in (2.53).
Proposition 2.27. Fix N ≥ 2. There exists ǫ0 > 0 s.t. for Q satisfying 0 < Q − q(ω∗) < ǫ20 and
c ∈ (0, 1), if we take (ω0, λ0) s.t.
ω0 > ω− and 0 < EQ(ω0, λ0) < c (VQ(ω−)− VQ(ω+)) , (2.55)
then there exists Tf > 0 s.t. the solution (ωf (t), λf (t)) of (2.53) is Tf -periodic with Tf ∼ (Q −
q(ω∗))
−1/4.
Remark 2.28. Condition (2.55) is given for ωf to stay in the potential well. For energy trapping,
c = 1 would work but we need for c to be a fraction of 1 to prove a uniform bound on the period
Tf . Indeed, if we start from (ωǫ, 0) with ωǫ > ω+ s.t. Ef,N (Q,ωǫ, 0, ρ0) = VQ,ρ0 (ω−) − ǫ, then Tf
diverges to +∞ as ǫ→ +0.
The proof of Proposition 2.27 is in Section 4.1. Here we remark that, since (2.53) is just a two
dimensional Hamilton system, it is clear that (ωf (t), λf (t)) is periodic. So, what we only need to
prove is the estimate of the period.
We now go back to the full system (2.51). The first observation is that since (ω, λ) ∈ R2, the
constraint of the finite part energy EQ = C gives us a 1 dimensional torus (a circle). Therefore, the
position of (ω, λ) is determined by EQ(ω, λ) modulo the phase of the circle. We will show that EQ
is almost conserved for a long time. For the proof of the following three results see Sect. 4.3.
Theorem 2.29. For N ≥ 2, c ∈ (0, 1) and C0 > 0 there exists ǫ0 > 0 s.t. for Q ∈ (q(ω∗), q(ω∗)+ǫ20),
if (ω0, λ0, r˜0) satisfies (2.55) and ‖r˜0‖H1 ≤ C0(Q− q(ω∗))3/4 , for T := (Q− q(ω∗))− 32 (N−1)+ 12 then
for the solution of (2.51) we have
sup
t∈[0,T ]
‖r˜(t)‖H1 . (Q− q(ω∗))3/4, (2.56)
and
sup
t∈[0,T ]
|EQ(ω(t), λ(t)) − EQ(ω0, λ0)| . (Q− q(ω∗))2. (2.57)
Remark 2.30. By elementary computation, we see VQ(ω−) − VQ(ω+) ∼ (Q − q(ω∗))3/2 (see (4.5)
below). Thus, for Q−q(ω∗) > 0 small enough, the (ω(t), λ(t)) Theorem 2.29 are still in the potential
well of VQ and satisfy (2.55) with c < 1 replaced by a slightly larger c
′ < 1. In particular, since
EQ(ω(t), λ(t)) ≤ EQ(ω0, λ0) + C(Q− q(ω∗))2 < c(1 + C(Q − q(ω∗))1/2)(Q − q(ω∗))3/2,
taking 0 < Q− q(ω∗) <
(
1−c
2cC
)2
, we have EQ(ω(t), λ(t)) <
1+c
2 (VQ(ω−)− VQ(ω+)).
As a direct Corollary of Theorem 2.29, we see that (ω(t), λ(t)) stays near the 1 dimensional
torus {(ω, λ) ∈ R2 | EQ(ω, λ) = EQ(ω0, λ0), |λ|+ |ω − ω∗| ≪ 1, ω > ω−}.
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Corollary 2.31. Let
Oω0,λ0 := {(ω, λ) ∈ R2 | EQ(ω, λ) = EQ(ω0, λ0), |λ|+ |ω − ω∗| ≪ 1}.
Assume EQ(ω0, λ0) ∼ (Q− q(ω∗))3/2. Then under the assumption of Theorem 2.29 for the solution
of (2.51) we have
sup
t∈[0,T ]
inf
(ω,λ)∈Oω0,λ0
(
(Q− q(ω∗))−3/2|ω(t)− ω|+ (Q − q(ω∗))−5/4|λ(t)− λ|
)
. 1,
where T = (Q − q(ω∗))− 32 (N−1)+ 12 .
One may view Corollary 2.31 as a long (but not infinite) time orbital stability result. As
with the usual orbital stability results on ground states, the control of the phase for (ω, λ) near
Oω0,λ0 is more subtle. However, we can show that for fixed n, the difference of (ω(t), λ(t)) between
(ωf (t), λf (t)) is small for t ∈ [0, nTf ], where Tf is given in Proposition 2.27.
Theorem 2.32. Let N ≥ 2, n ∈ N, c ∈ (0, 1) and C0 > 0. Then, there exist ǫn > 0 s.t. for
Q ∈ (q(ω∗), q(ω∗)+ǫ2n), if (ω0, λ0, r˜0) satisfies (2.55) and ‖r˜0‖H1 ≤ C0(Q−q(ω∗))3/4, then comparing
the solutions of (2.51) and of (2.53) we have
sup
t∈[0,nTf ]
(
(Q− q(ω∗))−3/2|ω(t)− ωf (t)|+ (Q− q(ω∗))−5/4|λ(t) − λf (t)|
)
.n 1, (2.58)
where Tf is the period of (ωf , λf ) given in Proposition 2.27.
Theorem 2.32 works for much shorter time nTf ∼ (Q − q(ω∗))−1/4 than the time given by
Theorem 2.29, which is T = (Q− q(ω∗))− 32 (N−1)+ 12 . This is quite natural since the time evolution of
the linear operator obtained linearizing system (2.53) at the solution (ωf , λf ) appears to be growing
linearly. Hence, expressing (ω, λ) as a perturbation of (ωf , λf ), their difference tends to grow in a way
similar to the ”secular modes” discussed in p.473 [39]. However, a combination of Theorems 2.29 and
2.32 shows that (ω, λ) oscillates for 0 < t < T = (Q − q(ω∗))− 32 (N−1)+ 12 (and not just 0 < t < nTf )
with an oscillation similar to that of (ωf , λf ). This is because, fixing n = 2 (say), we can apply
Theorem 2.32 for any time in t ∈ [0, T ]. So, taking tm, m = 1, 2, · · · the time when ω(tm) is (say) at
a local maximum, then applying Theorem 2.32 we see that ‖(tm+1− tm)−T (m)f ‖ ≪ T (m)f , with T (m)f
the period of the solution (ωf,m(t), λf,m(t)) of (2.53) with (ωf,m(tm), λf,m(tm)) = (ω(tm), λ(tm)),
and in each time interval (tm, tm + 2T
(m)
f ) the quantity |ω(t) − ωf,m(t)| + |λ(t) − λf,m(t)| satisfies
(2.58).
Therefore, by the main Theorems 2.22, 2.29 and 2.32, we have proved the long time oscillation of
ω(t) as informally stated in Theorem 1.2.
Remark 2.33. Notice that at the point (ω+, 0) the linearization of (2.53) is, for a(ω) = −A(ω)−1q′(ω),
B0 =
(
0 1
a(ω+) 0
)
with group etB0 =
 cos
(
t
√−a(ω+)) sin(t√−a(ω+))√
−a(ω+)
−√−a(ω+) sin(t√−a(ω+)) cos(t√−a(ω+))
 ,
with norm ‖etB0‖L∞(R) ∼ (−a(ω+))− 12 ∼ (Q− q(ω∗))− 12 . In Lemma 4.2 we consider periodic orbits
(ωf (t), λf (t)) for (2.53) where |ωf (t)−ω∗| . (Q− q(ω∗)) 12 . It is clear now that it is not obvious how
to bound the norm of the group of the linearization of (2.53) at (ωf (t), λf (t)) in terms of the norm
‖etB0‖L∞(R) and that here it is not possible to use the continuity argument in [29, Proposition 3.3].
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3 Normal form argument
In this section we prove Theorem 2.22. We will start summarizing the properties of the symbols Ski,j
and the dependent variable µ. Then we will construct a transform F0 satisfying (2.43) and (2.44).
After that, we will successively construct canonical change of coordinates (φ∗NΩ0 = Ω0) so that we
can erase the interaction term to achieve the expansion (2.45).
3.1 Properties of symbols Ski,j
In this subsection we summarize the properties of Ski,j .
Lemma 3.1. We have Pd(ω)P (ω∗) = S
2
1,0, q
′(ω) = S01,0 and q(ω)−Q+Q(r˜) = S02,0.
Proof. Pd(ω)P (ω∗) = (Pd(ω)− Pd(ω∗))P (ω∗) = (ω − ω∗)∂ωPd(ω∗ + θ(ω − ω∗))P (ω∗). The 2nd and
3rd claim follow from q′(ω∗) = 0 and q(ω)−Q = q(ω)− q(ω∗) + q(ω∗)−Q.
We next consider the expansion of the dependent variable µ.
Lemma 3.2. We have
µ = −A(ω)−1 (q(ω)−Q+Q(r˜)) + S00,2. (3.1)
and
∂Qµ = S
0
0,0, ∂ωµ = −A−1(ω)q′(ω) + S00,1, ∂λµ = S00,1, ∂ρµ = S00,0 and ∇˜r˜µ = S10,1. (3.2)
Recall that ∇˜r˜ is defined in (2.49) and we have ∇r˜µ = S10,1 + S00,0r˜.
Remark 3.3. In formula (3.2) the term ∇r˜µ is defined by 〈∇r˜µ, σ1v˜〉 = dr˜F (r˜)v˜ where P (ω)v˜ = v˜
and F (r˜) = µ(Q,ω, λ,Q(r˜), r˜) for fixed Q,ω and λ.
Proof. By (2.27), we have
Q(φ˜ω) +
〈
φ˜ω, σ1(λΨ3(ω) + µΨ4(ω)− Pd(ω)r˜
〉
+
〈
φ˜ω , σ1r˜
〉
+ S00,2 +Q(r˜)−Q = 0.
Therefore, since〈
φ˜ω, σ1(λΨ3 + P (ω)r˜)
〉
= −Ω(Ψ1, λΨ3 + P r˜) = 0 and
〈
φ˜ω,Ψ4(ω)
〉
= −Ω(Ψ1(ω),Ψ4(ω)) = A(ω),
we have (3.1). Next, set u := φ˜ω + λΨ3(ω) + µΨ4(ω) + P (ω)r˜. Then differentiating (2.27) (with
ρ = Q(r˜)) with respect to Q, ω, λ and r˜, we have
〈u, σ1Ψ4〉 ∂Qµ = 1 where from (2.17) and (2.19) we have 〈u, σ1Ψ4〉 = A+ S00,1,
〈u, σ1Ψ4〉 ∂ωµ = −〈u, σ1(Ψ2 + λ∂ωΨ3 + µ∂ωΨ4 + ∂ωP r˜)〉 = −q′(ω) + S00,1,
〈u, σ1Ψ4〉 ∂λµ = −〈u, σ1Ψ3〉 = S00,1,
〈u, σ1Ψ4〉 〈∇r˜µ, σ1·〉 = 〈u, σ1P ·〉 =
〈
S10,1 + r˜, σ1·
〉
.
Therefore, we have the conclusion.
We next consider the relation of the indexes i, j of Ski,j and the differentiation with respect to
Q,ω, λ and r˜.
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Lemma 3.4. We set
I(i) =
{
i for i = 0, 1 ,
i− 2 for i ≥ 2.
Let i, j, k ∈ Z≥0. We have
∂QS
k
i,j = S
k
I(i),j + S
k
i,j−1, ∂ρS
k
i,j = S
k
I(i),j + S
k
i,j−1, ∂ωS
k
i,j = S
k
i−1,j + S
k
i+1,j−1, ∂λS
k
i,j = S
k
i,j−1,
and
∇˜r˜S0i,j = S1i,j−1,
dr˜S
1
i,j = S
2
i,j−1 +
〈
S10,1, σ1·
〉
S1i,j−1 +
(
S1I(i),j + S
1
i,j−1
)
〈r˜, σ1·〉 .
Here, for i, j = 0, the indexes i − 1, j − 1 are always understood as 0.
Proof. Let S0i,j = fˆ(Q,ω, λ, µ(Q,ω, λ,Q(r˜), r˜), Q(r˜), r˜). Then, by (3.2)
∂QS
0
i,j = ∂Qfˆ + ∂µfˆ∂Qµ = S
0
I(i),j + S
0
i,j−1S
0
0,0.
Here, notice that I(i) appears because of the regularity of fˆ . We obtain the others by similar
manner.
We next consider a C∞-diffeomorphism F ∈ C∞(DH1rad (Tω∗ , δ), H1rad(R3, C˜)) s.t.
F∗Q = Q, F∗ω = ω + S00,l, F
∗λ = λ+ S01,l, F
∗r˜ = eiS
0
0,lσ3(r˜ + S1σ(l),l) (3.3)
for some l ≥ 1 and σ(l) =
{
1 for l = 1, 2 ,
0 for l ≥ 3. (3.4)
We note that all the transforms we use in this paper satisfy (3.3) for some l ≥ 1. In particular,
F0 in Proposition 3.7, φ1 in Lemma 3.15 and φ2 in Lemma 3.18 satisfy (3.3) with l = 1 and φN+1
appearing in Lemma 3.19 satisfies (3.3) with l = N . It is obvious that we have
F∗Ski,j = S
k
i,j . (3.5)
We study the expansion of F∗Q(r˜) and F∗µ.
Lemma 3.5. Let l ≥ 1, δ > 0 and let F ∈ C∞(DH1rad (Tω∗ , δ), H1rad(R3, C˜)) be a C∞-diffeomorphism
satisfying (3.3). Then, for the σ(l) in (3.4) we have
F∗Q(r˜) = Q(r˜) + S0σ(l),l+1, F
∗µ = µ+ S01,l.
Proof. First, since eiS
0
0,lσ3σ1e
iS00,lσ3 = σ1 by σ3σ1 = −σ1σ3, we have
F∗Q(r˜) =
〈
r˜ + S1σ(l),l, σ1
(
r˜ + S1σ(l),l
)〉
= Q(r˜) + S0σ(l),l+1 + S
0
2σ(l),2l = Q(r˜) + S
0
σ(l),l+1.
Next, from Lemma 3.2, we have
F∗µ = µ
(
Q,ω + S00,l, λ+ S
0
1,l, Q(r˜) + S
0
σ(l),l+1, r˜ + (S
0
0,lσ3 + S
0
0,2l)r˜ + S
1
σ(l),l
)
= µ(Q,ω, λ,Q(r˜), r˜) + S01,0S
0
0,l + S
0
0,1S
0
1,l + S
0
0,0S
0
σ(l),l+1 + S
0
0,l+1
= S11,l.
Therefore, we have the conclusion.
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3.2 Darboux coordinates
As usual in the proof of Darboux theorem, we start from studying the 1–form Γ(u˜) = 12Ω(u˜, ·)
introduced in Sect. 2.5.
Lemma 3.6. We have
Γ(u˜) = Γ0(u˜) + Ω(S
0
0,1r˜ + S
1
1,1, dr˜) + S
0
1,1dω + S
0
0,2dλ+ (exact)1 (3.6)
where (exact)1 := d
[
Ω(φ˜ω , P r˜) + Ω(φ˜ω ,Ψ3)λ+Bλµ
]
and Γ0 is defined in (2.37).
Proof. It is a simple linear algebra argument. Recalling the definition of u in (2.42), using the
functions (ϑ, ω, λ, µ, r˜) we have
2Γ(u˜) = 2Qdϑ+Ω(u, ∂ωu)dω +Ω(u,Ψ3)dλ +Ω(u,Ψ4)dµ+Ω(u, Pdr˜).
Since ∂ωu = Ψ2 + λ∂ωΨ3 + µ∂ωΨ4 − ∂ωPdr˜, we have
Ω(u, ∂ωu) =λΩ(φ˜ω , ∂ωΨ3)− Ω(φ˜ω , ∂ωPdr˜)−Aλ+ S00,2
and
Ω(u,Ψ3) = Ω(φ˜ω ,Ψ3)− µΩ(Ψ3,Ψ4) = Ω(φ˜ω ,Ψ3)−Bµ,
Ω(u,Ψ4) = λΩ(Ψ3,Ψ4) = Bλ,
Ω(u, Pdr˜) = Ω(φ˜ω , Pdr˜) + Ω(P r˜, dr˜) = d[Ω(φ˜ω , P r˜)] + Ω(φ˜ω , ∂ωPdr˜)dω +Ω(P r˜, dr˜).
Here, recall A = A(ω) and B = B(ω) are given in Proposition 2.9 and (2.24) respectively. Therefore,
we have
2Γ(u) =2Qdϑ+ λΩ(φ˜ω , ∂ωΨ3)dω − λA(ω)dω + S00,2dω
+Ω(φ˜ω,Ψ3)dλ− µB(ω)dλ + λB(ω)dµ+ d
[
Ω(φ˜ω , P r˜)
]
+Ω(P r˜, dr˜).
We use the following identities:
λΩ(φ˜ω , ∂ωΨ3)dω +Ω(φ˜ω ,Ψ3)dλ = d
(
Ω(φ˜ω ,Ψ3)λ
)
−Aλdω,
−Bµdλ = −d (Bλµ) +Bλdµ + S00,2dω.
Substituting we obtain by Lemma 3.1,
2Γ(u) =2Qdϑ− 2Aλdω + 2Bλdµ+Ω(r˜, dr˜)
+ Ω(S11,1, dr˜) + S
0
0,2dω + d
[
Ω(φ˜ω , P r˜) + Ω(φ˜ω ,Ψ3)λ−Bλµ
]
.
From (3.2), we have
Bλdµ = Bλ
(
∂QµdQ+ S
0
1,0dω + S
0
0,1dλ+ S
0
0,0 〈r˜, σ1dr˜〉+
〈
S10,1, σ1dr˜
〉)
= Bλ∂QµdQ+ S
0
1,1dω + S
0
0,2dλ+ S
0
0,1 〈r˜, σ1dr˜〉+
〈
S10,2, σ1dr˜
〉
Therefore, we have the following, which implies (3.6):
2Γ(u) =2Qdϑ− 2Aλdω +Ω(r˜, σ1dr˜) + 2Bλ∂QµdQ (3.7)
+
〈
S00,1r˜ + S
1
1,1, σ1dr˜
〉
+ S01,1dω + S
0
0,2dλ+ d(Ω(φ˜ω , P r˜) + Ω(φ˜ω ,Ψ3)λ−Bλµ).
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We now state the Darboux theorem, which corresponds to the first half of Theorem 2.22. Recall
Tω∗ = {eiθσ3φ˜ω∗ | θ ∈ R}.
Proposition 3.7 (Darboux theorem). There exists δ0 > 0 s.t. there exists a C
∞–diffeomorphism
F0 ∈ C∞(DH1rad (Tω∗ , δ0), H1rad(R3, C˜)) onto a neighborhood of Tω∗ in H1rad s.t.
F∗0ω = ω + S
0
0,2, F
∗
0λ = λ+ S
0
1,1, F
∗
0r˜ = e
iS00,1σ3
(
r˜ + S11,1
)
and F∗0Q = Q (3.8)
and
F∗0Ω = Ω0,
Furthermore, we have F∗0µ = µ+ S
0
1,1 and F
∗
0Q(r˜) = Q(r˜) + S
0
1,2.
Remark 3.8. The coordinates (ϑ,Q, ω, λ, r˜) = (ϑ(u), Q(u), ω(u), λ(u), r˜(u)) in (3.8) are given by
(ϑ(u), Q(u), ω(u), λ(u), r˜(u)) = F−12 (u), where F2 is the modulation coordinate given in Proposition
2.15. We make no care about F∗0ϑ− ϑ, even though we can compute it by looking in to the proof.
For the proof of Proposition 3.7, we consider the following lemma.
Lemma 3.9. There exists δ > 0 s.t. there exists X ∈ C∞(DR(0, 2)×DH1rad (0, δ), H1rad) s.t.
X (s)Q = 0, X (s)ω = S00,2, X (s)λ = S01,1, X (s)r˜ = S00,1iσ3r˜ + S11,1 (3.9)
and if Ωs := Ω0+s(Ω−Ω0), we have iX (s)Ωs = −Γ˜, where Γ˜ = Γ−Γ0−(exact)1 and iXΩs = Ωs(X, ·).
Proof. We will directly solve the equation
Ω0(X (s), ·) + s (Ω(X (s), ·)− Ω0(X (s), ·)) = −Γ˜. (3.10)
By (2.42), it suffices to determine X (s)τ for τ = ϑ,Q, ω, λ, r˜. By (3.7) in the proof of Lemma 3.6,
we have
Γ˜ = S01,1dω + S
0
0,2dλ+
〈
S00,1r˜ + S
1
1,1, σ1dr˜
〉
. (3.11)
For the first term of the r.h.s. of (3.10), we have
Ω0(X (s), ·) =X (s)Qdϑ−X (s)ϑdQ +A(ω)X (s)ωdλ−A(ω)X (s)λdω + 〈iσ3X (s)r˜ , σ1dr˜〉 (3.12)
+
(
S00,0X (s)λ + S00,1X (s)ω +
〈
S00,1r˜ + S
1
0,1, σ1X (s)r˜
〉)
dQ
+ X (s)Q
(
S00,0dλ+ S
0
0,1dω +
〈
S00,1r˜ + S
1
0,1, σ1dr˜
〉)
.
By (3.11) and Lemma 3.4, we have
d
[
S01,1dω
]
= S01,0dQ ∧ dω + S01,0dω ∧ dλ+ dω ∧
〈
S11,0 + S
0
1,0r˜, σ1dr˜
〉
(3.13)
d
[
S00,2dλ
]
= S00,1dQ ∧ dλ+ S01,1dω ∧ dλ+ dλ ∧
〈
S11,1 + S
0
0,1r˜, σ1dr˜
〉
, (3.14)
and
d
〈
S00,1r˜ + S
1
1,1, σ1dr˜
〉
= dQ ∧ 〈S00,0r˜ + S11,0, σ1dr˜〉+ dω ∧ 〈S01,0r˜ + S11,0, σ1dr˜〉+ (3.15)
dλ ∧ 〈S00,0r˜ + S11,0, σ1dr˜〉+ 〈r˜, σ1dr˜〉 ∧ 〈S10,0, σ1dr˜〉+ 〈S10,1, σ1dr˜〉 ∧ 〈S11,0, σ1dr˜〉+ 〈S21,0dr˜, σ1dr˜〉 .
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Here, notice that terms such as
〈
S00,1dr˜, σ1dr˜
〉
and S00,0 〈r˜, σ1dr˜〉 ∧ 〈r˜, σ1dr˜〉 are symmetric and do
not appear when we take the exterior derivative. By (3.11), (3.13)–(3.15) and Ω−Ω0 = dΓ˜, we have
Ω(X (s), ·)− Ω0(X (s), ·) =
(
S01,0X (s)ω + S01,0X (s)λ +
〈
S11,0 + S
0
0,0r˜, σ1X (s)r˜
〉)
dQ (3.16)
+
(
S01,0X (s)Q + S01,0X (s)λ +
〈
S11,0 + S
0
1,0r˜, σ1X (s)r˜
〉)
dω
+
(
S01,0X (s)Q + S01,0X (s)ω +
〈
S11,0 + S
0
0,0r˜, σ1X (s)r˜
〉)
dλ
+ X (s)Q
〈
S10,0 + S
0
1,0r˜, σ1dr˜
〉
+ X (s)ω
〈
S11,0 + S
0
1,0r˜, σ1dr˜
〉
+ X (s)λ
〈
S11,0 + S
0
0,0r˜, σ1dr˜
〉
+
〈
S21,0X (s)r˜ , σ1dr˜
〉
+
〈
S10,0, σ1X (s)r˜
〉 〈r˜, σ1dr˜〉+ 〈r˜, σ1X (s)r˜〉 〈S10,0, σ1dr˜〉 ,
where we have used
〈
S1i,jσ1X (s)r˜
〉
S1j,i = S
2
1,0X (s)r˜ for (i, j) = (1, 0) or (0, 1).
We substitute (3.11), (3.12) and (3.16) into (3.10) and compare the coefficients of dϑ, dQ, dω,
dλ and dr˜. First, looking at the coefficients of dϑ, we have
X (s)Q = 0.
Next, the coefficients of dω, dλ, dr˜ have to satisfy
−A(ω)X (s)λ + s
(
S01,0X (s)λ +
〈
S11,0 + S
0
1,0r˜, σ1X (s)r˜
〉)
= S01,1, (3.17)
A(ω)X (s)ω + s
(
S01,0X (s)Q + S01,0X (s)ω +
〈
S11,0 + S
0
0,0r˜, σ1X (s)r˜
〉)
= S00,2, (3.18)
iσ3X (s)r˜ + s
(X (s)ω (S11,0 + S01,0r˜)+ X (s)λ (S11,0 + S00,0r˜)+ S21,0X (s)r˜) (3.19)
+ s
(〈
S10,0, σ1X (s)r˜
〉
r˜ + 〈r˜, σ1X (s)r˜〉S10,0
)
= S00,1r˜ + S
1
1,1.
We further decompose the third equation by setting X (s)r˜ = x(s)iσ3 r˜ + X˜ (s)r˜. Then, we have
− x(s) + s (X (s)ωS01,0 + X (s)λS00,0 + 〈S10,0, σ1X (s)r˜〉) = S00,1, (3.20)
iσ3X˜ (s)r˜ + s
(X (s)ωS11,0 + X (s)λS11,0 + S21,0X (s)r˜ + 〈r˜, σ1X (s)r˜〉S10,0) = S11,1. (3.21)
We can solve the system (3.17), (3.18), (3.20) and (3.21) by Neumann series and obtain
X (s)ω = S00,2, X (s)λ = S01,1, X (s)r˜ = S00,1iσ3r˜ + S11,1.
Finally, we define X (s)ω by looking at the coefficients of dQ.
−X (s)ϑ +
(
S00,0X (s)λ + S00,1X (s)ω +
〈
S00,1r˜ + S
1
0,1, σ1X (s)r˜
〉)
+ s
(
S01,0X (s)ω + S01,0X (s)λ +
〈
S11,0 + S
0
0,1r˜, σ1X (s)r˜
〉)
= 0.
Therefore, we have constructed the desired vector field X (s)
We now prove Proposition 3.7.
Proof of Proposition 3.7. The desired change of coordinate F0 will given by the transform Y(s)|s=1,
where Y(s) is the solution of
d
ds
Y(s) = X (s)(Y(s)), Y(0) = Id, (3.22)
see [10]. The existence of such Y follows from standard argument. If we set
Y∗(s)ω = ω + yω(s), Y∗(s)λ = λ+ yλ(s) and Y∗(s)r˜ = ey˜r˜(s)iσ3(r˜ + yr˜(s)),
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(3.22) can be written as
d
ds
yω(s) = S
0
0,2
d
ds
yλ(s) = S
0
1,1
d
ds
(
ey˜r˜(s)iσ3(r˜ + yr˜(s))
)
= S00,1iσ3e
y˜r˜(s)iσ3(r˜ + yr˜(s)) + S
1
1,1.
Thus, we have
yω = yω(1) = S
0
0,2, yλ = yλ(1) = S
0
1,1, yr˜ = yr˜(1) = S
1
1,1 and y˜r˜ = y˜r˜(1) = S
0
0,1,
by elementary argument. Further, since X (s)Q = 0, we have Y∗Q = Q.
Finally, the last statement of Proposition 3.7 follows from Lemma 3.5.
3.3 Energy expansion
We have the following expansion.
Lemma 3.10. In the coordinates (ϑ,Q, ω, λ, r˜) given in Proposition 2.15 we have the expansion
E =d(ω)− ωQ+ λ
2
2
A(ω) +
µ2
2
B(ω) + (ω − ω∗)Q(r˜) + 1
2
〈Hω∗ r˜, σ1r˜〉+ EP (r˜) (3.23)
+ S01,2 +R2 +R7,
where Rk are terms given in Definition 2.19
Proof. Set F (s, t) = Sω(sΨ+ tr˜), where Sω = E+ωQ and Ψ = φ˜ω+λΨ3(ω)+µΨ4(ω)−Pdr˜ = S10,0.
Then, by Taylor expansion, we have
F (1, 1) = F (0, 1) + F (1, 0) +
2∑
j=1
∫ 1
0
1
j!
∂s∂
j
tF (s, 0) ds+
∫ 1
0
∫ 1
0
(1− t)2
2
∂s∂
3
t F (s, t) dtds. (3.24)
Thus, we have
Sω(Ψ + r˜) =Sω(Ψ) + Sω(r˜) +
2∑
j=1
∫ 1
0
1
j!
∂s ∂
j
t
∣∣∣
t=0
Sω(sΨ+ tr˜) ds (3.25)
+
∫ 1
0
∫ 1
0
(1− t)2
2
〈∇4EP (sΨ+ tr˜)(Ψ, r˜, r˜), σ1r˜〉 dtds.
Notice that we can replace Sω by EP in the second line of (3.25) because the Sω − EP consist of
quadratic terms.
We expand all terms of (3.25). For the first, we have
Sω(Ψ) = Sω(φ˜ω) +
1
2
〈Hω (λΨ3 + µΨ4 − Pdr˜) , σ1 (λΨ3 + µΨ4 − Pdr˜)〉+ S00,3
= d(ω) +
1
2
Ω(−iHω(λΨ3 + µΨ4), λΨ3 + µΨ4) + S01,2
= d(ω) +
1
2
A(ω)λ2 +
1
2
B(ω)µ2 + S01,2,
23
where we have used Pd(ω)r˜ = S
1
1,1 in the second line and (2.18) and a(ω) = S
0
1,0 in the third line.
For the third term with j = 1 in the r.h.s. of (3.25), we have∫ 1
0
∂s ∂t|t=0 Sω(sΨ + tr˜) ds =
∫ 1
0
∂s 〈∇Sω(sΨ), σ1P r˜〉 ds = 〈∇Sω(Ψ), σ1P r˜〉
= 〈Hω(λΨ3 + µΨ4 − Pdr˜), σ1P r˜〉+ S00,3 = S00,3,
where we have used ∇Sω(0) = 0 in the second equality and orthogonality in the fourth equality. For
the remaining terms of the 1st line of (3.25), we have
Sω(r˜) +
∫ 1
0
1
2
∂s ∂
2
t
∣∣
t=0
Sω(sΨ+ tr˜) ds = Sω(r˜) +
1
2
∫ 1
0
∂s
〈∇2Sω(sΨ)r˜, σ1r˜〉 ds
= Sω(r˜)− 1
2
〈∇2Sω(0)r˜, σ1r˜〉+ 1
2
〈Hω r˜, σ1r˜〉
+
1
2
∫ 1
0
〈
∇3EP (φ˜ω + t(λΨ3 + µΨ4 − Pdr˜))(λΨ3 + µΨ4 − Pdr˜, r˜), σ1r˜
〉
dt
= EP (r˜) +
1
2
〈Hω∗ r˜, σ1r˜〉+ (ω − ω∗)Q(r˜) +R2.
Here, since
∇3EP (u)(v1, v2) =2g′(|u|2) (〈u, σ1v1〉C2 v2 + 〈u, σ1v2〉C2 v1 + 〈v1, σ1v2〉C2 u) (3.26)
+ 4g′′(|u|2) 〈u, σ1v1〉C2 〈u, σ1v2〉C2 u,
with φ˜ω + t(λΨ3 + µΨ4 − Pdr˜) = S10,0 and λΨ3 + µΨ4 − Pdr˜ = S10,1, we have
1
2
∫ 1
0
〈
∇3EP (φ˜ω + t(λΨ3 + µΨ4 − Pdr˜))(λΨ3 + µΨ4 − Pdr˜, r˜), σ1r˜
〉
dt
=
〈
s10,1r˜, σ1r˜
〉
+
∫
R3
〈
S10,0, σ1r˜
〉
C2
〈
S10,1, σ1r˜
〉
C2
dx = R2.
Finally, the 2nd line of (3.25) is R7 by definition.
We next study the expansion of F∗0E. However, before that we study what happens for F
∗Rk
as a preliminary.
Lemma 3.11. Let l ≥ 1, δ > 0 and let F ∈ C∞(DH1rad(Tω∗ , δ), H1rad(R3, C˜)) satisfy (3.3)–(3.4).
Then, we have
F∗
(
7∑
k=2
Rk
)
=
7∑
k=2
Rk + S
0
σ(l)+1,l+1 + S
0
0,l+2. (3.27)
For the elementary but long proof, see Sect. A.2 in the Appendix.
We next study the expansion of F∗EP .
Lemma 3.12. Let l ≥ 1, δ > 0 and let F ∈ C∞(DH1rad(Tω∗ , δ), H1rad(R3, C˜)) satisfy (3.3)–(3.4).
Then, we have
F∗EP (r˜) = EP (r˜) +R2 +R7 + S
0
4σ(l),4l. (3.28)
24
Proof. By Taylor expansion as in (3.24) we have
F∗0EP (r˜) = EP (r˜ + S
1
σ(l),l) = EP (r˜) + EP (S
1
σ(l),l) +
∑
j=1,2
∫ 1
0
∂s ∂
j
t
∣∣∣
t=0
EP (tr˜ + sS
1
σ(l),l) ds+R7.
Further, we have EP (S
1
σ(l),l) =
∫
R3
G(s12σ(l),2l) dx = S
0
4σ(l),4l, and by (2.13) we have∫ 1
0
∂s ∂t|t=0EP (tr˜ + sS11,1) ds =
〈
∇2EP (sS1σ(l),l)S1σ(l),l, σ1r˜
〉
= S04σ(l),4l+1
and by (3.26) we have∫ 1
0
∂s ∂
2
t
∣∣
t=0
EP (tr˜ + sS
1
1,1) ds =
∫ 1
0
〈
∇3EP (sS1σ(l),l)(S1σ(l),l, r˜), σ1r˜
〉
ds = R2.
Therefore, we obtain (3.28).
We next consider the expansion in the Darboux coordinates.
Lemma 3.13. Let F0 be the transformation in Proposition 3.7. Then F
∗
0E has the expansion
F∗0E =d(ω)− ωQ+
λ2
2
A(ω) +
µ2
2
B(ω) + (ω − ω∗)Q(r˜) + 1
2
〈Hω∗ r˜, σ1r˜〉+ EP (r˜)
+ S01,2 +
7∑
j=2
Rj (3.29)
where Rjare terms in the form given in Definition 2.19.
Proof. We consider the expansion of E in (3.23) and we apply the pull back F∗0 to each of the terms
in the r.h.s. First, if we set ω′ = F∗0ω = ω + yω where yω = S
0
0,2, we have by d
′(ω) = q(ω)
d(ω′)− ω′Q = d(ω)− ωQ+ (q(ω)−Q)yω +O(y2ω) = d(ω)− ωQ+ S01,0S00,2 +O
(
(S00,2)
2
)
= d(ω)− ωQ+ S01,2. (3.30)
Next,
F∗0
(
λ2
2
A(ω) +
µ2
2
B(ω) + (ω − ω∗)Q(r˜)
)
=
(λ+ S01,1)
2
2
A(ω + S00,2) +
(
µ+ S01,2
)2
2
B(ω + S00,2) + (ω − ω∗ + S00,2)
(
Q(r˜) + S01,2
)
=
λ2
2
A(ω) +
µ2
2
B(ω) + (ω − ω∗)Q(r˜) + S01,2. (3.31)
For F∗0
(
1
2 〈Hω r˜, σ1r˜〉
)
, recall by (2.13) that Hω∗ = −∆+ ω∗ + g(φ2ω∗) + g′(φ2ω∗)φ2ω∗ + g′(φ2ω∗)φ2ω∗σ1.
Thus,
F∗0
(
1
2
〈Hω∗ r˜, σ1r˜〉
)
=
1
2
〈
Hω∗e
y˜r˜iσ3
(
r˜ + S11,1
)
, σ1e
y˜r˜iσ3
(
r˜ + S11,1
)〉
+
1
2
〈(
e−y˜r˜iσ3Hω∗e
y˜r˜iσ3 −Hω∗
) (
r˜ + S11,1
)
, σ1
(
r˜ + S11,1
)〉
=
1
2
〈Hω∗ r˜, σ1r˜〉+ S01,2 +
〈
g′(φ2ω∗)φ
2
ω∗σ1
(
e2y˜r˜iσ3 − 1
)
r˜, σ1r˜
〉
. (3.32)
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Now, by yr˜ = S
0
0,1 and e
2y˜r˜iσ3 −1 = S00,1iσ3+S00,2, we have σ1
(
e2y˜r˜iσ3 − 1) = S00,1σ2+S00,2σ1. Thus,
by
σ1 =
1
2
(
e · te + f · tf) , σ2 = 1
2
(
e · tf − f · te) , e = (1
1
)
, f =
(
i
−i
)
,
where te, tf are transpose of e, f , we have
g′(φ2ω∗)φ
2
ω∗σ1
(
e2y˜r˜iσ3 − 1
)
= g′(φ2ω∗)φ
2
ω∗
∑
x,y=e,f
(
S00,1x
) · t (S00,0y) = S10,1 · t (S10,0),
where we have omitted the sum in the r.h.s. Now, since 〈u, v〉
C2
= tu · v, we have〈
g′(φ2ω∗)φ
2
ω∗σ1
(
e2y˜r˜iσ3 − 1
)
r˜, σ1r˜
〉
C2
= t
(
S10,1 · t
(
S10,0
)
r˜
) · (σ1r˜) = (t (r˜) · S10,0) (t (S10,1) · (σ1r˜))
=
〈
σ1S
1
0,0, σ1r˜
〉
C2
〈
S10,1, σ1r˜
〉
C2
.
Since σ1S
1
0,0 = S
1
0,0, we have〈
g′(φ2ω∗)φ
2
ω∗σ1
(
e2y˜r˜iσ3 − 1
)
r˜, σ1r˜
〉
= R2. (3.33)
Finally, from Lemmas 3.27 and 3.12, we have
F∗0
(
S01,2 +R2 +R7 + EP (r˜)
)
= S01,2 +
7∑
k=2
Rk + EP (r˜),
where, we note that S01,2 and Rk in the l.h.s. and r.h.s. are different.
Therefore, we have the conclusion.
3.4 Canonical transformations
We consider the coordinates of Proposition 3.7. In these coordinates the energy E has the expansion
of formula (3.29). In the sequel we will consider real valued functions, for l ∈ N, of the form
χ =
∑
m+n=l+1
cm,n(Q,ω,Q(r˜))λ
mµn +
∑
m+n=l
λmµnΩ(Cm,n(Q,ω,Q(r˜)), r˜). (3.34)
The fact that χ is real valued is equivalent to
cm,n = cm,n and Cm,n = σ1Cm,n. (3.35)
We consider the flow φs obtained from the hamiltonian vector field Xχ associated to Ω0. Notice
that for φ := φ1, we have φ∗Ω0 = Ω0. The first question is if φ exists.
Lemma 3.14. Fix an arbitrary l ∈ N and, for ǫ > 0, set
Uǫ := F2
(
R×DR4×P (ω∗)H1rad((q(ω∗), ω∗, 0, 0, 0), ǫ)
)
⊂ H1rad. (3.36)
For the case l = 1, we assume that cm,n = S
0
1,0 and Cm,n = S
1
1,0. Then, there exists ǫ0 > 0 s.t. if
ǫ ∈ (0, ǫ0), we have
φs ∈ C∞(DR(0, 2)× Uǫ, H1rad(R3, C˜)) (3.37)
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and there exist ǫ1 > 0 such that
φs(Uǫ1) ⊂ Uǫ for all |s| < 2 . (3.38)
For every |s| < 2 and for (Qs, ωs, λs, r˜s) := (φs,∗Q,φs,∗ω, φs,∗λ, φs,∗r˜) we have Qs = Q and
ωs = ω + S00,l, λ
s = λ+ S01,l, r˜
s = eiσ3S
0
0,l r˜ + S10,l. (3.39)
Proof. By (2.40) we have
(Xχ)λ = −A(ω)−1∂ωχ = S01,l
(Xχ)ω = A(ω)
−1∂λχ = S
0
δ1l,l
(Xχ)r˜ = −iσ3∇r˜χ = −iσ3(∂ρχ+ ∂µχ∂ρµ) r˜ +
∑
m+n=l
λmµnCm,n + ∂µχ∇r˜µ
= S0δ1l,liσ3r˜ + S
1
δ1l,l
,
where δ1l = 1 for l = 1 and δ1l = 0 otherwise. The proof of Lemma 3.14 is based on
τs = τ +
∫ s
0
{τ, χ} ◦ φs′ds′ for τ = ω, λ, (3.40)
and
e−iσ3
∫
s
0
S00,l◦φ
s′ds′ r˜s = r˜ +
∫ s
0
e−iσ3
∫
s′
0
S00,l◦φ
s′′ds′′S10,l ◦ φs
′
ds′.
In the case l ≥ 2 the error term represented by the integral in the r.h.s. is of order l and this leads
to the desired result by elementary ODE analysis, see Lemma 3.8 [10]. Even for the case l = 1, the
error term is order 2 by hypothesis. The proof of (3.39) is similar to that in Lemma 3.8 [10].
We now exploit Lemma 3.14 in order to eliminate the term µ
2
2 B(ω) from E using χ with N = 1
defined for some for some c = S00,0 by
χ = c(Q,ω,Q(r˜)) λµ. (3.41)
Lemma 3.15. There exists c = S00,0 s.t. for the function χ in (3.41) and for φ1 the map associated
to χ, we have F1 = F0 ◦ φ1 ∈ C∞(DH1rad (Tω∗ , δ), H1rad) for some δ > 0 satisfying (2.43) and (2.44).
Moreover, F1 is a C
∞-diffeomorphism onto the neighborhood of Tω∗ and we have
E1 := E ◦ F1
= d(ω)− ωQ+ (ω − ω∗)Q(r˜) + λ
2
2
A(ω) +
1
2
〈Hω∗ r˜, σ1r˜〉+ EP (r˜) + S01,2 +
7∑
j=2
Rj , (3.42)
where Rj are terms in the form given in Definition 2.19. Moreover,
Remark 3.16. This case is not covered by Lemma 3.14. However, by the proof, it will be clear that
φs satsifies (3.37) and (3.38).
Proof. We pick c = β(Q,ω,Q(r˜))λµ without initially specifying c. Let φs the flow obtained from
the Hamilton vector field Xχ. We set τ
s = (φs)∗τ = τ ◦ φs for τ = ω, λ, r˜. By Lemma 3.14
ωs = ω + S00,1, λ
s = λ+ S01,1.
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Further, since
(Xχ)r˜ = −iσ3(∂ρβµλ + β∂ρµλ)r˜ − σ3βλ∇r˜µ = −iσ3S00,1r˜ + S10,2,
following the proof of Lemma 3.14, we have
r˜s = eiσ3S
0
0,1
(
r˜ + S10,2
)
.
Notice that the change of coordinate made by φ1 has almost the same property as the change of
coordinate by F0 given in Proposition 3.7. The only difference is that (φ
1)∗ω = ω + S00,1 whereas
the change of coordinates by Darboux theorem we had F∗0ω = ω + S
0
0,2.
Thus, we expand ωs more carefully. Since (Xχ)ω = A
−1(ω)c(µ+λ∂λµ), and by (3.2) and (3.5)
we have
ωs = ω +
∫ s
0
A−1(ωτ )c(Q,ωτ , Q(r˜τ )) (µτ + λτ∂λµ
τ ) dτ
= ω +A−1(ω)c(Q,ω,Q(r˜))
∫ s
0
µ(Q,ωτ , λ,Q(r˜), r˜) dτ + S00,2
= ω +A−1(ω)cµs+A−1(ω)c∂ωµ(Q,ω, 0, Q(r˜), 0)
∫ s
0
(ωτ − ω) dτ + S00,2,
where we have used the Taylor expansion in the third line. Notice that S00,2 in the second and third
line are different. We set D(Q,ω,Q(r˜)) := A−1(ω)∂ωµ(Q,ω, 0, Q(r˜), 0) = S
0
1,0. Then, we have
ω1 = ω +A−1cµ
(
eDc − 1
Dc
)
+ S00,2 = ω +A
−1cµ
∞∑
n=1
(Dc)n−1
n!
+ S00,2.
We now compute E ◦ F0 ◦ φ1. First,
d(ω1)− ω1Q+ (ω1 − ω∗)Q(r˜1) = d(ω)− ωQ+ (ω − ω∗)Q(r˜) + (q(ω)−Q+Q(r˜)) (ω1 − ω) + S01,2,
where we have used d′(ω) = q(ω) and q′(ω) = S01,0. Now, since q(ω) − Q + Q(r˜) = −A(ω)µ + S00,2
by Lemma 3.2, we have
d(ω1)− ω1Q+ (ω1 − ω∗)Q(r˜1) = d(ω)− ωQ+ (ω − ω∗)Q(r˜)− cµ2
∞∑
n=1
(Dc)n−1
n!
+ S01,2.
For the expansion of other parts, from Lemmas 3.27 and 3.12, we have
φ∗1
(
S01,2 +
7∑
k=2
Rk + EP (r˜)
)
= S01,2 +
7∑
k=2
Rk + EP (r˜).
However, we remark that S01,2, Rk and S
0
0,0 and v˜ in the l.h.s. and r.h.s. are not the same.
Thus, if we set c to be the solution of
−c
∞∑
n=1
(Dc)n−1
n!
+
1
2
B(ω) = 0,
we are able to erase the term µ
2
2 B(ω) from the energy expansion. Recalling D = D(Q,ω,Q(r˜)) =
S01,0, we can easily solve the above equation by Neumann series. Therefore, we have the conclusion.
28
Before, proceeding to the next step, we remark the following.
Lemma 3.17. For any s ≥ 0, −iHω∗ |Σsc is invertible. That is, (−iHω∗ |Σsc )−1 : Σsc → Σsc exists.
Proof. For s = 0, the lemma is a consequence of the fact that −iHω∗ |P (ω∗)L2rad has no 0 spectrum.
For s > 0, for v ∈ Σsc ⊂ P (ω∗)L2rad, we can find u ∈ P (ω∗)L2rad s.t. −iHω∗u = v. Then, by elliptic
regularity, we can show u ∈ Σsc (actually, we gain two more derivatives).
We will prove Theorem 2.22 by induction. We first prove the base case N = 2.
Lemma 3.18 (Theorem 2.22 for N = 2). There exists χ of the form given in (3.34) with l = 2 s.t.
for φ2 the map associated to χ we have F2 = F1 ◦ φ2 ∈ C∞(DH1rad (Tω∗ , δ), H1rad) for some δ > 0
satisfying (2.43) and (2.44). Moreover, F2 is a C
∞-diffeomorphism onto the neighborhood of Tω∗
and E2 := E1 ◦ φ2 satisfies (2.46) with N = 2.
Proof. We expand S01,2 in (3.42). Then, we have
S01,2 =
∑
m+n=2
em,n(Q,ω,Q(r˜))λ
mµn +
∑
m+n=1
λmµnΩ(Em,n(Q,ω,Q(r˜)), r˜) +R2 + S
0
0,3, (3.43)
where em,n(Q,ω,Q(r˜)) = S
0
1,0 and Em,n(Q,ω,Q(r˜)) = S
1
1,0. Further, notice that we can assume
P (ω∗)Em,n = Em,n. We want to erase the terms
e1,1λµ+ e0,2µ
2 + λΩ(E1,0, r˜) + µΩ(E0,1, r˜). (3.44)
Set
χ =c2,0λ
2 + c1,1λµ+ λΩ(G1,0, r˜) + µΩ(G0,1, r˜),
where cm,n = cm,n(Q,ω,Q(r˜)) and Gm,n = Gm,n(Q,ω,Q(r˜)) are to be determined. We can assume
P (ω∗)Gm,n = Gm,n. In the end, we will have cm,n = S
0
1,0 and Gm,n = S
1
1,0.
We define symbols S˜ki,j similar S
k
i,j but which are also a function of of cm,n and Gm,n. Specifi-
cally, we write f = f(Q,ω, λ, r˜) = S˜ki,j if there exists fˆ = fˆ(Q,ω, λ, µ, ρ, r˜, cm,n, Gm,n) with
‖f̂‖Xns .s(|Q− q(ω∗)|1/2 + |ω − ω∗|+ |λ|+ |µ|+ ρ1/2 + ‖r˜‖Σ−s + |cm,n|+ ‖Gm,n‖Σ−s)i
× (|λ|+ |µ|+ ‖r˜‖Σ−s)j
and
f(Q,ω, λ, r˜) = fˆ(Q,ω, λ, µ(Q,ω, λ,Q(r˜), r˜), Q(r˜), r˜, cm,n(Q,Q(r˜), r˜), Gm,n(Q,Q(r˜), r˜)).
We now compute the pullbacks by φ2. First, since
(Xχ)λ =−A(ω)−1 (∂ωµc1,1λ+ ∂ωµ 〈iσ3G0,1, σ1r˜〉) + S00,2 = S˜02,1 + S00,2,
we have
λs := λ ◦ φs2 = λ+ S˜02,1 + S00,2.
Similarly,
(Xχ)ω = A(ω)
−1 (2c2,0λ+ c1,1µ+Ω(G1,0, r˜)) + S
0
0,2 = S˜
0
1,1 + S
0
0,2,
(Xχ)r˜ = −iσ3 (c1,1λ∂ρr˜ + λiσ3G1,0 + µiσ3G0,1) + S00,2 = S˜01,1iσ3r˜ + λG1,0 + µG0,1 + S12,0
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Thus, we have
ωs := ω ◦ φs2 = ω + S˜01,1 + S00,2,
r˜s := r˜ ◦ φs2 = eS˜
0
1,1iσ3
(
r˜ + S˜11,1 + S
1
0,2
)
Furthermore, we have
Q(r˜s) = Q(r˜) + S˜01,2 + S
0
1,3,
µs := µ ◦ φs2 = µ+ ∂ωµ(ω1 − ω) + S00,2 = µ+ S˜02,1 + S00,2.
Using the above, we can rewrite the expansion of ω1 and r˜1 as
ω1 = ω +A(ω)−1
(
2c2,0
∫ 1
0
λs ds+ c1,1
∫ 1
0
µs ds+Ω(G1,0,
∫ 1
0
r˜s ds)
)
+ S00,2
= ω +A(ω)−1 (2c2,0λ+ c1,1µ+Ω(G1,0, r˜)) + S˜
0
2,1 + S
0
0,2 ;
r˜1 = eiσ1S˜
0
1,1
(
r˜ + (λ + S˜02,1)G1,0 + (µ+ S˜
0
2,1)G0,1 + S
1
0,2
)
.
We now substitute this into the energy expansion (3.42). One of the contributions is
d(ω1)− ω1Q+ (ω1 − ω∗)Q(r˜1) = d(ω)− ωQ+ (ω − ω∗)Q(r˜) + (q′(ω)−Q+Q(r˜))(ω1 − ω)
+ S˜02,2 + S
0
0,3
= d(ω)− ωQ+ (ω − ω∗)Q(r˜)− 2c2,0λµ− c1,1µ2 − µΩ(G1,0, r˜) + S˜02,2 + S00,3.
The next term will not give a significant contribution:
1
2
A(ω)(λ1)2 =
1
2
A(ω)λ2 + S˜02,2 + S
0
0,3.
For the main term in r˜, we have
1
2
〈
Hω∗ r˜
1, σ1r˜
1
〉
=
1
2
〈Hω∗ r˜, σ1r˜〉+ (λ + S˜02,1)Ω(−iHω∗G1,0, r˜) + (µ+ S˜02,1)Ω(−iHω∗G0,1, r˜)
+ S˜02,2 + S
0
0,3 +R2.
There will be no significant contributions from the remaining terms. Thus, we have
E(2) = d(ω)− ωQ+ (ω − ω∗)Q(r˜) + λ
2
2
A(ω) +
1
2
〈Hω∗ r˜, σ1r˜〉+ EP (r˜)
− 2c2,0λµ− c1,1µ2 − µΩ(G1,0, r˜) + (λ+ S˜02,1)Ω(−iHω∗G1,0, r˜) + (µ+ S˜02,1)Ω(−iHω∗G0,1, r˜)
+
∑
m+n=2
em,nλ
mµn +
∑
m+n=1
λmµnΩ(Em,n, r˜) + S˜
0
2,2 + S
0
0,3 +
7∑
j=2
Rj
Therefore, to eliminate the terms (3.44), it suffices to solve the system
−2c2,0 + S˜02,0 + e1,1 = 0, where e1,1 = e1,1(Q,ω, ρ)
−c1,1 + S˜02,0 + e0,2 = 0, where e0,2 = e0,2(Q,ω, ρ)
G1,0 + (−iHω∗)−1S˜12,0 + (−iHω∗)−1E1,0 = 0, where E1,0 = E1,0(Q,ω, ρ)
−G0,1 − (−iHω∗)−1G1,0 + (−iHω∗)−1S˜12,0 + (−iHω∗)−1E0,1 = 0 where E0,1 = E0,1(Q,ω, ρ),
30
where we exploited the invertibility of −iHω∗ |Σsc and where the S˜i2,0 are C∞ functions in the inde-
pendent variables (c2,0, c1,1, G1,0, G0,1, Q, ω, ρ). Now, at
(c2,0, c1,1, G1,0, G0,1, Q, ω, ρ) = (0, 0, 0, 0, q(ω∗), ω∗, 0)
all the terms in the above system are 0, because of em,n = S
0
1,0 and Em,n = S
1
1,0 and of the properties
of the S˜i2,0. The functions cm,n(Q,ω, ρ) = S
0
1,0 and Gm,n(Q,ω, ρ) = S
1
1,0 remain determined by
Implicit Function Theorem.
We now consider the inductive step for N > 2.
Lemma 3.19. Suppose that for N ≥ 2, there exists a C∞-diffeomorphism
FN ∈ C∞(DH1rad (Tω∗ , δ), H1rad),
for some δ > 0 satisfying (2.43), (2.44) and (2.45). Then, there exists χ of the form given in (3.34)
with l = N + 1 s.t. for φN+1 the canonical map associated to χ, we have FN+1 = FN ◦ φN+1 ∈
C∞(DH1rad(Tω∗), H1rad) satisfying (2.43)–(2.44). Moreover, FN+1 is a C∞-diffeomorphism onto the
neighborhood of Tω∗ and EN+1 := EN ◦ φN+1 satisfies (2.45) with N replaced by N + 1.
Proof. We expand the S00,N+1 term in EN as
S0N+1 =
∑
m+n=N+1
em,n(Q,ω,Q(r˜))λ
mµn +
∑
m+n=N
λmµnΩ(Em,n(Q,ω,Q(r˜)), r˜) +R2 + S
0
0,N+2.
Our aim is to erase the first two terms except the term eN+1,0λ
N+1, which is absorbed into Ef,N+1.
We consider a transformation φN+1 like in Lemma 3.14 with l = N+1. By (2.40), (3.2) and Lemma
3.14, we have
ω1 =ω +A−1
( ∑
m+n=N+1
mcm,nλ
m−1µn +
∑
m+n=N
mλm−1µnΩ(Cm,n, r˜)
)
+ S00,N+1,
λ1 =λ+A−2q′(ω)
( ∑
m+n=N+1
ncm,nλ
mµn−1 +
∑
m+n=N
nλmµn−1Ω(Cm,n, r˜)
)
+ S00,N+1,
r˜ =eiσ3S
0
0,N
(
r˜ +
∑
m+n=N
λmµnCm,n + S
0
0,N+1
)
.
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Thus, we obtain, for A2 = A+ e
(N)
2,0 = A+ S
0
1,0,
EN+1 =d(ω)− (ω − ω∗)Q(r˜) + 1
2
λ2A(ω) +
N∑
m=2
λme
(N)
m,0 + eN+1,0λ
N+1 +
1
2
Ω(−iHω∗ r˜, r˜)
+
∑
m+n=N+1
mcm,nλ
m−1µn+1 +
∑
m+n=N
mλm−1µn+1Ω(Cm,n, r˜)
+A2(ω)A
−2(ω)q′(ω)
( ∑
m+n=N+1
ncm,nλ
m+1µn−1 +
∑
m+n=N
nλm+1µn−1Ω(Cm,n, r˜)
)
+
∑
m+n=N
λmµnΩ(−iHω∗Cm,n, r˜) +
∑
m+n=N+1
em,nλ
mµm +
∑
m+n=N
λmµmΩ(Em,n, r˜)
+ EP (r˜) + S
0
0,N+2 +
7∑
k=2
Rk.
Thus, it suffices choose cm,n and Cm,n s.t.
(m+ 1)cm+1,n−1 +A2A
−2q′(n+ 1)cm−1,n+1 + em,n = 0, 0 ≤ m ≤ N, (3.45)
− iHω∗Cm,n + (m+ 1)Cm+1,n−1 +A2A−2q′(n+ 1)Cm−1,n+1 + Em,n = 0, 0 ≤ m ≤ N. (3.46)
Here, we are setting c−1,N+2 = 0 and CN+1,−1 = C−1,N+1 = 0. One can easily solve (3.45) by
Neumann series. For the second equation, we express it in a matrix form(
HN +A2A
−2q′AN
)
CN = −EN ,
where
CN =
t(C0,N , C1,N−1, · · · , CN,0), EN = t(E0,N , E1,N−1, · · · , EN,0)
and
HN := −iHω∗IN +BN ,
and IN is a (N + 1)× (N + 1) unit matrix, AN , BN are (N + 1)× (N + 1) matrices with
(AN )i,j = (N + 2− i)δi−1,j, (BN )i,j = iδi+1,j .
Now, HN is invertible in Σ
s for arbitrary s because HN is an upper triangular matrix and −iHω∗ is
invertible by Lemma 3.17. Next, for each s ≥ 0, taking δs small s.t. ‖A2A−2q′H−1N AN‖L((Σs)N+1) <
1, we can invert HN +A2A
−2q′AN .
By Lemmas 3.18 and 3.19, we have completed the proof of Theorem 2.22.
Remark 3.20. Prop. 2.9 tells us that the nonzero eigenvalues of −iHω are given by ±iλ with
λ(ω) = ±√A(ω)−1q′(ω). For any given N here we take ω sufficiently close to ω∗ s.t. Nλ(ω) ≪ ω
when ω > ω∗, so that we do not see the dissipation by radiation phenomena detected in [2], [7]–[8],
[11]–[16], [36] and other works referenced in these papers. Taking a really large number of iterates
N , so that Nλ(ω) ∼ ω, would lead to a A2(ω)A−2(ω)q′(ω)H−1N AN not small, obviously disrupting
the above proof. Also, by the large number of coordinate changes, the size of the coefficients of the
polynomials (3.34) could be not simple to control. Furthermore, ω is oscillating around ω∗ and so
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it is natural to ask which ω should be the ones used for the iterates. It would be natural to choose
values of ω close to its limiting value, assuming Conjecture 1.1 [28] true. But, to the best of our
knowledge, there is no information on this limit value, save for the fact that it should be strictly
larger that ω∗. All this suggests that, as we mentioned in Sect.1, the framework in this paper is
not the correct one to prove the conjecture and that a better choice of modulation coordinates is
required.
4 Long time oscillation
In this section, we consider the dynamics of (2.51), which is equivalent (modulo ϑ) to NLS (1.1) in
the coordinate system given by Theorem 2.22. We will consider only the situation 0 < Q−q(ω∗)≪ 1.
Therefore, we set
ǫ := (Q− q(ω∗))1/2, (4.1)
and use ǫ to measure the smallness.
4.1 Dynamics of finite dimensional system
Fix N ≥ 2. We start from studying the finite dimensional system (2.53):
ω˙f = A(ωf )
−1∂λEQ(ωf , λf ),
λ˙f = −A(ωf )−1∂ωEQ(ωf , λf ),
(2.53)
where EQ(ω, λ) = Ef,N (Q,ω, λ, 0), with Ef,N defined in (2.46). As explained in Sect. 2.6, VQ
can be thought as the potential energy and the remaining terms, which sum up approximately to
2−1A(ω∗)λ
2, can be thought as the kinetic energy.
We first study the critical points of VQ. The following is elementary.
Lemma 4.1. Let 0 < Q − q(ω∗) ≪ 1. Then, near ω∗ the potential VQ has two critical points, ω±
with
ω± = ω∗ ± ǫ
√
2
q′′(ω∗)
+O(ǫ2), (4.2)
with ω− a local maximum and ω+ a local minimum of VQ, with ǫ defined in (4.1) .
Proof. Since (recall d(ω) := E(φ˜ω) + ωq(ω) and so d
′(ω) = q(ω), since (1.3) implies ∂ωE(φ˜ω) +
ωq′(ω) = 0)
V ′Q(ω) = q(ω)−Q = q(ω∗) +
1
2
q′′(ω∗)(ω − ω∗)2 +O((ω − ω∗)3)−Q,
we only have to find the solutions of
ω − ω∗ = ±
√
2
q′′(ω∗)
(ǫ2 +O((ω − ω∗)3)).
We can solve this for example by fixed point argument and obtain the conclusion using signV ′′Q(ω±) =
∓.
33
Since EQ is the Hamiltonian of (2.53), it is a constant of the motion. Notice also that (ω+, 0) is
an isolated local minimum (ω−, 0) is a saddle for (ω, λ)→ EQ(ω, λ). Thus, if EQ(ωf , λf ) < VQ(ω−)
and ωf (0) > ω−, then the solution (ωf (t), λf (t)) will be trapped in this potential well.
Lemma 4.2. Let 0 < Q− q(ω∗)≪ 1 and
ωf (0) > ω−, EQ(ωf (0), λf (0)) < VQ(ω−). (4.3)
Then, for all t ∈ R we have
|ωf(t)− ω∗| . ǫ, |λf (t)| . ǫ3/2, (4.4)
where (ωf (t), λf (t)) are solutions of (2.53). Moreover, there exists Tf ≥ 0 depending on Q and
Ef,N (Q,ω(0), λf (0), 0) s.t. (ωf (t), λf (t)) is a periodic functions of t with period Tf .
Proof. By the energy conservation and the trapping condition, it is obvious that the solutions are
periodic with some period Tf . Notice that if (ωf (0), λf (0)) = (ω+, 0), then the solution is stationary.
To prove (4.4), we estimate VQ(ω−)− VQ(ω+). Since
VQ(ω) = VQ(ω∗)− (Q − q(ω∗))(ω − ω∗) + 1
6
q′′(ω∗)(ω − ω∗)3 +O((ω − ω∗)4),
using (4.1) and (4.2) and elementary computations we get
VQ(ω−)− VQ(ω+) = (Q− q(ω∗))(ω+ − ω−) + 1
6
q′′(ω∗)
(
(ω− − ω∗)3 − (ω+ − ω∗)3
)
+O(ǫ4)
=
4
3
ǫ3
√
2
q′′(ω∗)
+O(ǫ4). (4.5)
By a similar computation, we can show ω++ − ω∗ ∼ ǫ, for ω++ > ω+ the solution of VQ(ω++) =
VQ(ω−). Since ω(t) ∈ (ω−, ω++) for all t, we obtain the first estimate of (4.4). Turning to the second
estimate, since the kinetic energy is 12A(ω)λ
2 +
∑N
m=2 λ
me
(N)
m,0(Q,ω, 0)) ∼ λ2, then EQ < VQ(ω−)
implies
λ2 . VQ(ω−)− VQ(ω+) . ǫ3.
Remark 4.3. The estimates in (4.4) simply come from the trapping condition (4.3). Therefore, even
if (ω, λ) is not the solution of (2.53), we can use the bound (4.4) if they satisfy (4.3).
From (4.4), it is natural to rescale the problem using (4.1). In particular, we set
ωf = ω+ + ǫζf , λf = ǫ
3/2κf , t = ǫ
−1/2τ. (4.6)
Then, setting
E˜Q(ζf , κf ) := ǫ
−3EQ(ωf , λf )
=
√
q′′(ω∗)
2
(1 +O(ǫ))ζ2f +
1
6
q′′(ω∗)ζ
3
f +
1
2
A(ω∗)κ
2
f (1 +O(ǫ) +O(ǫκf ) +O(ǫζf )),
(4.7)
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the system (2.53) can be written as
ζ˙f = A(ω+ + ǫζf )
−1∂κE˜Q(ζf , κf ),
κ˙f = −A(ω+ + ǫζf )−1∂ζE˜Q(ζf , κf ),
(4.8)
where ζ˙f =
d
dτ ζf and κ˙f =
d
dτ κf
We now prove Proposition 2.27. Because of (4.2), it suffices to estimate Tf . Notice that the
condition (2.55) is excluding the case (ωf (t), λf (t)) ≡ (ω+, 0).
Proof of Proposition 2.27. First, the rescaled equation can be written as
ζ˙f = κf (1 +O(ǫ)),
κ˙f = −c0(1 +O(ǫ))ζf +O(ζ2f ) +O(ǫ)κ2f with c0 = A(ω∗)−1
√
2q′′(ω∗).
(4.9)
If 0 < E˜Q(ζf , κf ) ≪ 1, then |ζf | + |κf | ≪ 1. Thus, the ζ2f term in (4.9) is negligible. Elementary
plane phase analysis shows that ζf varies monotonically from its minimum ζmin < 0 to its maximum
ζmax > 0 and then comes back. Let us see that it takes τ ∼ 1 time to vary from ζmin to 0, and
since for the other parts of the motion the time frame is similar, we can conclude that the rescaled
period τf is approximately 1. We have
dκ
dt
=
dκ
dζ
dζ
dt
=
1
2
dκ2
dζ
(1 +O(ǫ)) = −c0(1 +O(ǫ))ζ +O(ζ2) + O(ǫ)κ2.
An elementary integrating factor argument leads to
dκ2
dζ
= −2c0(1 +O(ǫ) +O(ζ))ζ
and since, as we mentioned above, here we assume |ζ| ≪ 1, we have
κ(ζ) ≈
√
c0(ζ2min − ζ2)
and so
τ =
∫ 0
ζmin
dζ
κ(ζ)
≈ 1.
Therefore, the period τf in the rescaled time τ satisfies τf ∼ 1, which implies Tf ∼ ǫ−1/2.
4.2 Dispersive Estimates
In this subsection, we consider several estimates based on dispersion for the proof of Theorem 2.29.
We use the following standard Strichartz spaces.
Definition 4.4. For s ≥ 0 and I = [t1, t2], we set
Stzs(I) := L∞Hs(I) ∩ L2W s,6(I), Stz∗,s(I) := L1Hs(I) + L2W s,6/5(I),
and
‖u˜‖Stzs(I) := ‖u˜‖L∞t (I,Hs) + ‖u˜‖L2t(I,W s,6),
‖u˜‖Stz∗,s(I) := inf
u˜=v˜+w˜
(
‖v˜‖L1t (I,Hs) + ‖w˜‖L2t(I,W s,6/5)
)
.
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Definition 4.5. Let I ⊂ R be an interval and F ∈ C(R;R). For t1, t ∈ I and r˜0 ∈ P (ω∗)H1(R3, C˜),
we denote by UF (t1, t)r˜0 ∈ P (ω∗)H1(R3, C˜) the solution of
i∂tr˜ = (Hω∗ + F (t)P (ω∗)σ3)r˜, r˜(t1) = r˜0. (4.10)
Lemma 4.6. Let I ⊂ R and t0 ∈ I. There exists δ > 0 s.t. for I ⊂ R and t0 ∈ I, if ‖F‖L∞(I) < δ,
then we have
‖UF (·, t0)r˜‖Stz1 . ‖r˜‖H1 , (4.11)
‖
∫ ·
t0
UF (t, s)f˜(s) ds‖Stz1 . ‖f˜‖Stz∗,1 (4.12)
Before the proof, we recall the following result from [11], which was inspired by an earlier
statement in [7], see also [8].
Lemma 4.7. Consider the strong limits
W = s− lim
t→+∞
eitHω∗ e−iσ3(−∆+ω∗)t and Z = s− lim
t→+∞
eiσ3(−∆+ω∗)te−itHω∗P (ω∗) (4.13)
and set
P+ =W
(
1lC 0
0 0
)
Z , P− =W
(
0 0
0 1lC
)
Z . (4.14)
Then, W initially defined on C∞0 (R
3, C˜) can be extended to an isomorphism W : Lp(R3, C˜) →
P (ω∗)L
p(R3, C˜) for all p ∈ [1,∞] with W−1 = Z. Furthermore, for any l we have
‖P (ω∗)σ3 − (P+ − P−)‖Σ−l→Σl ≤ cl <∞. (4.15)
Proof of Lemma 4.6. Set U˜F (t, t0)r˜0 to be the solution of
ir˜t = Hω∗ r˜ + F (t)(P+ − P−)r˜, r˜(t0) = r˜0.
Then, since
Hω∗P (ω∗) = Hω∗WZ =Wσ3(−∆+ ω∗)Z,
we have
Hω∗ + F (t) (P+ − P−) =Wσ3(−∆+ ω∗ + F (t))Z.
By the Lp boundedness of W and Z, we have (4.11) and (4.12) for U˜F .
Now, since UF (t, t0)r˜0 is the solution of
irt = (Hω∗ + F (t)(P+ − P−))r˜ + F (t) (P (ω∗)σ3 − (P+ − P−)) r˜, r˜(t0) = r˜0,
we have
r˜(t) = U˜F (t, t0)r˜0 − i
∫ t
t0
U˜F (t, s)F (s) (P (ω∗)σ3 − (P+ − P−)) r˜(s) ds,
where r(t) = UF (t, t0)r˜0. Thus,
‖r˜‖Stzs . ‖r˜0‖Hs + δ‖ (P (ω∗)σ3 − (P+ − P−)) r˜‖L2W s,6/5
. ‖r˜0‖Hs + δ‖r˜‖Stzs .
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Therefore, for sufficiently small δ, we have (4.11).
Next, since −i ∫ t
t0
UF (t, s)f(s) ds is the solution of
irt = (Hω∗ + F (t)(P+ − P−))r˜ + F (t) (P (ω∗)σ3 − (P+ − P−)) r˜ + f, r˜(t0) = 0,
we have
r˜(t) = −i
∫ t
t0
U˜F (t, s)F (s) (P (ω∗)σ3 − (P+ − P−)) r˜(s) ds− i
∫ t
t0
U˜F (t, s)f(s) ds,
where r˜(t) = − ∫ tt0 UF (t, s)f(s) ds. Thus, as before
‖r˜‖Stzs . δ‖r˜‖Stzs + ‖f˜‖Stz∗,s .
Therefore, we have (4.12) for δ > 0 sufficiently small.
The following estimate is standard.
Lemma 4.8. We have
‖g(|r˜|2)r˜‖Stz∗,1 . ‖r˜‖3Stz1 + ‖r˜‖max(3,2p+1)Stz1 .
Proof. Since g(0) = 0, |g(n)(s)| . sp−n for s ≥ 1 and some p < 2, we have
|g(|r˜|2)r˜| . |r˜|3 + |r˜|max(3,2p+1), |∇x
(
g(|r˜|2)r˜) | . (|r˜|2 + |r˜|max(2,2p)) |∇xr˜|.
Therefore,
‖g(|r˜|2)r˜‖Stz∗,1 . ‖|r˜|3‖L2L6/5 + ‖|r˜|2∇xr˜‖L2L6/5 + ‖|r˜|max(3,2p+1)‖L2L6/5 + ‖|r˜|max(2,2p)∇xr˜‖L2L6/5
. ‖r˜‖2L∞L3‖r˜‖L2W 1,6 + ‖r˜‖max(2,2p)L∞Lmax(3,3p)‖r˜‖L2W 1,6 . ‖r˜‖3Stz1 + ‖r˜‖
max(3,2p+1)
Stz1
,
where we have used the embedding L3 →֒ H1 and Lmax(3,3p) →֒ H1.
In the following, we consider the situation when (ω, λ) is trapped in the potential well (i.e.
(ω(t), λ(t)) satisfies (4.3) for all t ∈ I for some I ⊂ R). By Lemma 4.2, this condition guarantees
‖ω − ω∗‖L∞(I) . ǫ and ‖λ‖L∞ . ǫ3/2.
Lemma 4.9. Let I ⊂ R be an interval and assume ‖ω − ω∗‖L∞(I) . ǫ and ‖λ‖L∞ + ‖r˜‖L∞H1(I) .
ǫ3/2. Then, the function µ in (3.2) satisfies
‖µ‖L∞(I) . ǫ2.
Proof. Immediate from Lemmas 3.1 and 3.2.
We estimate R = S00,N+1 +
∑7
k=2Rk.
Lemma 4.10. Let T > 0 and set I = [0, T ] and assume ‖ω − ω∗‖L∞(I) . ǫ and ‖λ‖L∞ +
‖r˜‖L∞H1(I) . ǫ3/2. Then, we have
‖R‖L∞(I) . ǫ3(N+1)/2 + ǫ‖r˜‖2L6 .
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Proof. It suffices to estimate each term in the sum defining R.
First, by Lemma 4.9, we have |µ|+ |λ|+ ‖r˜‖Σ0 . ǫ3/2. Thus,
|S00,N+1| . ǫ3(N+1)/2. (4.16)
Next, we estimate R2. The
〈
S21,0r˜, r˜
〉
term in R2 can be bounded by ǫ‖r˜‖2Σ−2 . ǫ‖r˜‖2L6 . Next,
recalling Definition 2.17, for s ≥ 0 we have
βn(s) .
{
s+ smax(1,p) n = 0,
1 + smax(0,p−1) n ≥ 1. (4.17)
Thus, the terms in R2 of the form
∫
βn(|S10,0 + r˜|2)s11,0|r˜|2 dx (n ≥ −1) can be bounded by∣∣∣∣∫
R3
βn(|S10,0 + r˜|2)s11,0|r˜|2 dx
∣∣∣∣ . ǫ ∫
R3
〈x〉−4 (|r˜|2 + |r˜|max(4,2+2p))
. ǫ
(
‖r˜‖2L6 + ‖r˜‖max(4,2+2p)L6
)
. ǫ‖r˜‖2L6 . (4.18)
The other term in (2.31) satisifies the same estimate.
For Rk (k = 3, 4, 5), by (2.32) and (4.17), for n ≥ k − 3, we have
|
∫
R3
βn(|S10,0 + r˜|2)
〈
S10,0, σ1r˜
〉i |r˜|2j dx| . ∫
R3
〈x〉−2
(
|r˜|k + |r˜|max(k,k+2(p−1))
)
dx
. ‖r˜‖kL6 + ‖r˜‖max(k,k+2(p−1))L6 . ǫ‖r˜‖2L6 , (4.19)
for k = 3, 4 and
|
∫
R3
βn(|S10,0 + r˜|2)
〈
S10,0, σ1r˜
〉i |r˜|2j dx| . ∫
R3
〈x〉−2 |r˜|5 dx . ǫ‖r˜‖2L6 , (4.20)
where we used ‖r˜‖L6 . ‖r˜‖H1 . ǫ3/2 ≤ ǫ.
For R6, since g
′′′(s) . sp−3 for s ≥ 1, we have∣∣∣∣∫ 1
0
∫ 1
0
(1− t)2
∫
R3
g′′′(|v(t, s)|2) 〈v(t, s), σ1S10,0〉C2 〈v(t, s), σ1S11,1〉C2 〈v(t, s), σ1r˜〉2C2 dxdsdt
∣∣∣∣
.
∫ 1
0
∫ 1
0
∫
|v(t,s)|≤1
|S11,1||r˜|2 dxdsdt+
∫ 1
0
∫ 1
0
∫
|v(t,s)|>1
|v(t, s)|2p−3|S11,1||r˜|2 dxdsdt
. ǫ5/2‖r˜‖2L6 ≤ ǫ‖r˜‖2L6 . (4.21)
Finally, for R7, by (2.34) and (A.16), we have
|R7| . ǫ‖r˜‖2L6 . (4.22)
Combining (4.16), (4.18), (4.19), (4.21) and (4.22), we have the conclusion.
We also have a similar estimate for Rω and Rλ (see (2.52) for the definition).
Lemma 4.11. Let T > 0 and set I = [0, T ] and assume ‖ω − ω∗‖L∞(I) . ǫ and ‖λ‖L∞ +
‖r˜‖L∞H1(I) . ǫ3/2. Then, we have
‖Rω‖L∞(I) + ‖Rλ‖L∞(I) . ǫ3N/2 + ‖r˜‖2L6 .
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Proof. The proof is similar to the proof of Lemma 4.10. Therefore, we omit it.
We now estimate the W s,6/5 norm for s = 0, 1 of Rr˜, see (2.52).
Lemma 4.12. Let s = 0, 1. Assume |ω − ω∗| . ǫ and |λ|+ ‖r˜‖H1(I) . ǫ3/2. Then, we have
‖Rr˜(t)‖W s,6/5 .σ ǫ3N/2 + ǫ‖r˜(t)‖W s,6 , ∀t ∈ I
The proof of Lemma 4.12 is elementary. However, it will be long simply because there are many
terms in Rr˜. Therefore, we give the proof in Sect. A.3 in the appendix of this paper.
Lemma 4.13. Let T > 0 and set I = [0, T ] and assume ‖ω − ω∗‖L∞(I) . ǫ and ‖λ‖L∞ +
‖r˜‖L∞H1(I) . ǫ3/2. We have ∣∣∣∣ ddtQ(r˜(t))
∣∣∣∣ . ‖r˜‖2L6 + ǫ 32 (N+1).
Proof. We directly compute the derivative.
d
dt
Q(r˜) = 〈∂tr˜, σ1r˜〉 = −Ω(iσ3r˜, r˜)
= −Ω ((Hω∗ + ∂ρEN )r˜ + g(|r˜|2)r˜ +Rr˜, r˜)
= −Ω(g′(φ2ω∗)φ2ω∗σ1r˜, r˜)− Ω(Rr˜, r˜).
Therefore, by Lemma 4.12, we have the following, which yields the proof:∣∣∣∣ ddtQ(r˜)
∣∣∣∣ . ‖r˜‖2L6 + ǫ 32N‖r˜‖L6 .
4.3 Long time almost conservation of EQ and the shadowing for several
periods
We now prove Theorem 2.29.
Proof of Theorem 2.29. Take C1 > 0 sufficiently large (chosen later) and take ǫ0 > 0 so that we
have C1ǫ≪ 1. We will fix ǫ ∈ (0, ǫ0).
We first show that for 0 < T˜ ≤ ǫ− 32 (N−1)+1 =: T , if we have
sup
t∈[0,T˜ ]
|EQ(ω(t), λ(t)) − EQ(ω0, λ0)| ≤ C1ǫ4, (4.23)
then we have for C = C(C0), where C0 the constant in the claim of Theorem 2.29,
‖r˜‖Stz1(0,T˜ ) ≤ Cǫ3/2 (4.24)
and
sup
t∈[0,T˜ ]
|EQ(ω(t), λ(t)) − EQ(ω0, λ0)| ≤ 1
2
C1ǫ
4. (4.25)
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Since Stz1 →֒ L∞H1, by continuity argument this will give us the conclusion.
First, by (4.23) and the assumption (2.55), we see that (ω(t), λ(t)) satisfies (4.3) for all t ∈ [0, T˜ ].
Therefore, by Lemma 4.1, we have (4.4) where the implicit constants do not depend on C1. Therefore,
by Lemmas 4.6, 4.8 and 4.12, we have
‖r˜‖Stz1(0,t) . ‖r˜0‖H1 + ‖r˜‖4Stz1(0,t) + ‖r˜‖max(3,2p+1)Stz1(0,t) + t1/2ǫ3N/2 + ǫ‖r˜‖Stz1(0,t),
for any t ∈ [0, T˜ ]. Therefore, from an easy continuity argument, we have
‖r˜‖Stz1(0,T˜ ) . ǫ3/2,
where the implicit constant is independent of C1 (but depends on C0).
Next, we prove (4.25). We claim that
|Ef,N (Q,ω, λ,Q(r˜))− EQ(ω, λ)| =
∣∣∣∣∫ 1
0
∂ρEf,N (Q,ω, λ, tQ(r˜)) dt Q(r˜)
∣∣∣∣ . ǫ4. (4.26)
The equality follows from the definition EQ(ω, λ) = Ef,N (Q,ω, λ, 0), is a consequence of the as-
sumption |ω−ω∗| . ǫ and |λ|+ ‖r˜‖H1 . ǫ3/2 and |∂ρEf,N | . ǫ (the latter follows from the previous
inequalities and from ∂ρEf,N = ω − ω∗ +O(λ2), see (2.46)).
In view of (4.26), it is enough to prove (4.25) with EQ(ω, λ) replaced by Ef,N (Q,ω, λ,Q(r˜)).
From
d
dt
Ef,N (Q,ω(t), λ(t), Q(r˜(t))) = ∂ωEf,N ω˙ + ∂λEf,N λ˙+ ∂ρEf,N
d
dt
Q(r˜)
= ∂ωEf,NRω + ∂λEf,NRλ + ∂ρEf,N
d
dt
Q(r˜),
by Lemmas 4.11, 4.12 and 4.13 we have∣∣∣∣ ddtEf,N (Q,ω(t), λ(t), Q(r˜(t)))
∣∣∣∣ . ǫ3/2 (ǫ 32N + ‖r˜(t)‖2L6)+ ǫ(‖r˜‖2L6 + ǫ 3N+12 ) ,
where we have used |∂ωEf,N | . ǫ2, |∂λEf,N | . ǫ3/2. Thus, we have∣∣∣Ef,N (Q,ω(T˜ ), λ(T˜ ), Q(r˜(T˜ )))− Ef,N (Q,ω0, λ0, Q(r˜0)∣∣∣ . ∫ T˜
0
∣∣∣∣ ddtEf,N (Q,ω(t), λ(t), Q(r˜(t)))
∣∣∣∣ dt
. ǫ‖r˜‖Stz1(0,T˜ ) + T˜ ǫ
3
2 (N+1) . ǫ4,
where the implicit constant does not depend on C1. Therefore, we have the conclusion.
Corollary 2.31 is an easy consequence of Theorem 2.29.
Proof of Corollary 2.31. By Theorem 2.29, we have
sup
t∈[0,T ]
|EQ(ω(t), λ(t)) − EQ(ω0, λ0)| . ǫ4. (4.27)
By Remark 2.30, for c ∈ (0, 1) the constant in (2.55) we have
EQ(ω(t), λ(t)) <
1 + c
2
(VQ(ω−)− VQ(ω+)) ∼ ǫ3 for all t ∈ [0, T ]. (4.28)
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By Remark 4.3 we know that
sup
t∈[0,T ]
(|ω(t)− ω∗|3 + |λ(t)|2) . ǫ3.
This implies that, setting ω = ω(t), λ = λ(t), it suffices to prove that there exists α ∈ R with |α| . ǫ
s.t.
EQ(ω+ + (1 + α)(ω − ω+), (1 + α)λ) = EQ(ω0, λ0). (4.29)
By the Taylor expansion
EQ(ω, λ) =
(√
q′′(ω∗)
2
ǫ+
1
6
q′′(ω∗)(ω − ω+)
)
(ω − ω+)2 + 1
2
A(ω∗)λ
2 +O(ǫ4)
we have
EQ(ω+ + (1 + α)(ω − ω+), (1 + α)λ) = EQ(ω, λ)
+ α
((√
2q′′(ω∗)ǫ+
1
2
q′′(ω∗)(ω − ω+)
)
(ω − ω+)2 + 1
2
A(ω∗)λ
2
)
+O(αǫ4 + α2ǫ3). (4.30)
Notice now that (4.27)–(4.28) and the hypothesis EQ(ω0, λ0) ∼ ǫ3, imply EQ(ω, λ) ∼ ǫ3 and that
we have ω ∈ (ω+ − c′(ω+ − ω−), ω++) for some c′ ∈ (0, 1), uniformly bounded away from 0 for all
t ∈ [0, T ], where ω++ > ω+ is the solution of VQ(ω++) = VQ(ω−) with ω++ > ω+. Thus by (4.2)
we have
ω − ω+ > −c′(ω+ − ω−) = −2c′
√
2
q′′(ω∗)
ǫ+O(ǫ2).
Therefore, we have(√
2q′′(ω∗)ǫ+
1
2
q′′(ω∗)(ω − ω+)
)
> (1− c′)
√
2q′′(ω∗)ǫ+O(ǫ
2). (4.31)
By (4.30) and (4.31), it is clear that we can take |α| . ǫ such that the 2nd line in (4.30) is 0 and
(4.29) holds. Therefore, we have the conclusion.
We finally prove Theorem 2.32.
Proof of Theorem 2.32. To estimate the difference, we use the scaling
ω = ω+ + ǫζ, λ = ǫ
3/2κ, t = ǫ−1/2τ. (4.32)
For fixed n ∈ N, nTf ∼n ǫ−1/2 so it suffices to show that for fixed τ0 > 0,
sup
τ∈[0,τ0]
(|ζ(τ) − ζf (τ)| + |λ(τ) − λf (τ)|) .τ0 ǫ. (4.33)
By the estimate (2.56), we have
ζ˙ = κ+O(ǫ),
κ˙ = −A(ω∗)−1
(√
2q′′(ω∗)ζ +
1
2
q′′(ω∗)ζ
2
)
+O(ǫ),
(4.34)
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where ζ˙ = ddτ ζ and κ˙ =
d
dτ κ. Notice that this system looks completely the same as (4.35) although
the O(ǫ) are of course different. Subtracting (4.8) from (4.35), we have
d
dτ
(ζ − ζf ) = κ− κf +O(ǫ),
d
dτ
(κ− κf ) = −A(ω∗)−1
(√
2q′′(ω∗) (ζ − ζf ) + 1
2
q′′(ω∗) (ζ + ζf ) (ζ − ζf )
)
+ O(ǫ),
(4.35)
Therefore, setting f(τ) := |ζ(τ) − ζf (τ)| + |κ(τ) − κf (τ)|, we have
f(t) . ǫt+
∫ t
0
f(s) ds, (4.36)
where we have used the bound |ζ(τ)|+ |ζf (τ)| . 1 for τ ∈ [0, τ0]. Therefore, by Gronwall inequality,
we have
sup
τ∈[0,τ0]
|f(τ)| .τ0 ǫ. (4.37)
Since this is (4.33), we have the conclusion.
A Appendix
A.1 Proof of Proposition 2.9
In this section, we give the proof of Proposition 2.9. We note that Proposition 2.9 was proved by
Comech–Pelinovsky [9].
First, we set
ΠR :=
1
2
(1 + σ1) , ΠI :=
1
2
(1− σ1) . (A.1)
The operators ΠR and ΠI satisfies ΠRu˜ = R˜eu and ΠI u˜ = I˜mu. So, it correspond taking real
and imaginary parts respectively. Further, notice that ΠR and ΠI are orthogonal projections with
respect to the innerproduct 〈·, ·〉 and satisfy ΠR+ΠI = 1 and commute with π0. Moreover, we have
[Hω,ΠX ] = 0 for X = R, I. We define
L+,ω := HωΠR, L−,ω := HωΠI .
Then, we have
L+,ω = −∆+ ω + g(φ2ω) + 2g′(φ2ω), L−,ω = −∆+ ω + g(φ2ω). (A.2)
and
Hω = L+,ωΠR + L−,ωΠI . (A.3)
Notice that iσ3φ˜ω is purely imaginary valued and ∂ωφ˜ω is real valued. This structure is impor-
tant when we study the generalized kernel. The following lemma is elementary.
Lemma A.1. We have
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• ΠRiσ3φ˜ω = 0 and ΠI∂ωφ˜ω = 0.
• HωΠR = ΠIHω and HωΠI = ΠRHω.
Following [9], we introduce the Riesz projection Pd(ω) for ω ∈ O.
Definition A.2. For a fixed sufficiently small 0 < r ≪ 1 we define in L2rad(R3,C2) the operator
Pd(ω) := − 1
2πi
∮
γ
(Hω − z)−1 dz, where γ = {reiθ | θ ∈ [0, 2π)}. (A.4)
Remark A.3. By a simple change of coordinate we can express Pd(ω) as
Pd(ω) = − 1
2πi
∮
γ
(−iHω − z)−1 dz, with γ as above. (A.5)
The properties of Pd (which correspond to 4. of Proposition 2.9) are summarized as follows.
Lemma A.4. For s ∈ R, there exists δs > 0 s.t. Pd ∈ ∩sC∞(DR(ω∗, δs),L(Σs(R3,C2))). Moreover,
we have
• Pd(ω)2 = Pd(ω).
• Ω(Pd(ω)U, V ) = Ω(U, Pd(ω)V ).
• [Pd(ω),Hω] = 0 and [Pd(ω),ΠA] = [Pd(ω), π0] = 0 for A = R, I.
Proof. We first expand Hω = Hω∗ + hω. From (2.15) and Lemma 2.8, for arbitrary s ∈ R, we have
‖hω‖Σs→Σs → 0 as ω → ω∗. We can rewrite (A.4) as
Pd(ω) = − 1
2πi
∮
γ
(Hω∗ − z)−1
(
1 + (Hω∗ − z)−1hω
)−1
dz
= − 1
2πi
∮
γ
(Hω∗ − z)−1
(
1 + h˜ω(z)
)
dz
= Pd(ω∗)− 1
2πi
∮
γ
(Hω∗ − z)−1h˜ω(z) dz,
where h˜ω(z) are determined by the relation
1 + h˜ω(z) =
(
1 + (Hω∗ − z)−1hω
)−1
.
Therefore, we see Pd ∈ ∩sC∞(DR(ω∗, δs),L(Σs(R3,C2))) for some δs > 0.
Pd(ω)
2 = Pd(ω) is standard, see for example section 6 of [21]. The fact that Pd is symmetric
w.r.t. Ω follows from simple change of variables.
Ω(Pd(ω)U, V ) = Ω
(
− 1
2πi
∮
γ
(Hω − z)−1 dzU, V
)
= Ω
(
− r
2π
∫ 2π
0
(Hω − reiθ)−1eiθ dθU, V
)
= − r
2π
∫ 2π
0
Ω
(
(Hω − reiθ)−1eiθ U, V
)
dθ =
r
2π
∫ 2π
0
Ω
(
U, (Hω + re−iθ)−1e−iθ V
)
dθ
= Ω
(
U,− r
2π
∫ 2π
0
(Hω − reiθ)−1eiθ dθV
)
= Ω(U, Pd(ω)V ).
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Similarly, we have the following, which implies [Pd(ω),ΠA] = 0 for A = R, I:
σ1Pd(ω)σ1 = − 1
2πi
σ1
∮
γ
(Hω − z)−1 dzσ1 = − 1
2πi
∮
γ
(σ1Hωσ1 − z)−1 dz
=
1
2πi
∮
γ
(Hω + z)−1 dz = − 1
2πi
∮
γ
(Hω − z)−1 dz = Pd(ω).
Finally, [Pd(ω),Hω] = 0 follows from the expression (A.4) and [Pd(ω), π0] follows from the expression
(A.5) and [−iHω, π0] = 0.
Remark A.5. In Lemma A.4, we only proved Pd ∈ ∩sC∞(DR(ω∗, δs),L(Σs(R3,C2))) and not Pd ∈
∩s≥0C∞(DR(ω∗, δs),L(Σ−s(R3,C2),Σs(R3,C2))). We will show the latter after we obtain another
expression of Pd based on Ψj(ω) which we will define below.
We next study the structure of the generalized kernel of −iHω∗ .
Lemma A.6. There exists Ψj(ω∗) ∈ S(R3, C˜2) (j = 3, 4) s.t.
−iHω∗Ψj(ω∗) = Ψj−1(ω∗) and ΠRΨ3(ω∗) = ΠIΨ4(ω∗) = 0.
Here, Ψ2(ω∗) is defined in (2.17). Moreover, we have
A(ω∗) = Ω(Ψ2(ω∗),Ψ3(ω∗)) = −Ω(Ψ2(ω∗),Ψ3(ω∗)) > 0. (A.6)
Proof. First, it suffices to restrict everything in RanPd(ω∗). Set Hω∗,d := Hω∗ |RanPd(ω∗). Recall the
relation
RanHω∗,d = RanHω∗,d = (N (H∗ω∗))⊥ =
(
span{σ1φ˜ω∗}
)⊥
,
with orthogonality in terms (2.4) and we have used H∗ω∗ = σ1σ3Hω∗σ3σ1 and Assumption 2.6 in the
last equality. Now, 〈
σ1φ˜ω∗ ,Ψ2(ω∗)
〉
= q′(ω∗) = 0,
so we have Ψ2(ω∗) ∈ RanHω∗ . Therefore, there exists nontrivial Ψˆ3(ω∗) s.t. iHω∗,dΨˆ3(ω∗) = Ψ3(ω∗).
By standard elliptic regularity argument, we have Ψˆ3 ∈ S(R3,C2). Moreover, setting Ψ3(ω∗) =
ΠI(1−π0)Pd(ω∗)Ψˆ, we see that Ψ3(ω∗) ∈ S(R3, C˜) satisfies−iHω∗Ψ3(ω∗) = Ψ2(ω∗) and ΠRΨ3(ω∗) =
π0Ψ3(ω∗) = 0.
In the case q′(ω∗) = 0, we try also to find Ψˆ4(ω∗) s.t. −iHω∗,dΨˆ4(ω∗) = Ψ3(ω∗). As before, it
suffices to show
〈
Ψ3(ω∗), σ1φ˜ω∗
〉
= 0. However, this follows from〈
Ψ3(ω∗), σ1φ˜ω∗
〉
=
〈
ΠIΨ3(ω∗), σ1φ˜ω∗
〉
=
〈
Ψ3(ω∗),ΠIσ1φ˜ω∗
〉
= 0.
Again, by standard elliptic regularity argument, we have Ψˆ4(ω∗) ∈ S(R3,C2). Setting Ψ4(ω∗) =
Pd(ω∗)(1 − π0)ΠRΨˆ4(ω∗) ∈ S(R3, C˜), we have −iHω∗Ψ4(ω∗) = Ψ3(ω∗), π0Ψ4(ω∗) = ΠIΨ4(ω∗) = 0.
Finally, we show (A.6).
−Ω(Ψ1(ω∗),Ψ4(ω∗)) = −Ω(−iHω∗Ψ2(ω∗),Ψ4(ω∗)) = Ω(Ψ2(ω∗),−iHω∗Ψ4(ω∗))
= Ω(Ψ2(ω∗),Ψ3(ω∗)) = −Ω(iHω∗Ψ3(ω∗),Ψ3(ω∗)) = 〈Hω∗Ψ3(ω∗), σ1Ψ3(ω∗)〉
= 〈L−,ω∗Ψ3(ω∗), σ1Ψ3(ω∗)〉 , (A.7)
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where L−,ω∗ = Hω∗ΠI . We can express L−,ω∗ = −∆ + ω∗ + g(φ2ω∗). Obviously Ψ1(ω∗) = iσ3φ˜ω∗
satisfies L−,ω∗Ψ1(ω∗) and since φ˜ω∗ is positive valued, L−,ω∗ ≥ 0 and (A.7) will be 0 if and only if
u = cΨ1(ω∗). If the last quantity in (A.7) were 0 it would mean that Ψ3(ω∗) = cΨ1(ω∗). This would
imply 0 = −iHω∗Ψ3(ω∗) = Ψ2(ω∗), which is absurd.
We note that since 0 6= A(ω∗) =
〈
σ1φ˜ω∗ ,Ψ4
〉
, there exists no Ψ5 s.t. −iHω∗Ψ5 = Ψ4(ω∗).
Proof of Proposition 2.9. We set Ψ˜4(ω) := Pd(ω)Ψ4(ω∗). Notice that by Lemma A.4, ΠIΨ˜4(ω) = 0
and Ψ˜4 ∈ C∞(DR(ω∗)(0, δs),Σs). Similarly, by Lemma A.4 and by Lemma A.6 we have π0Ψ˜4(ω) =
Pd(ω)π0Ψ4(ω∗) = 0. Since −iHω is invariant in RanPd(ω), we have
(−iHω)2Ψ˜4(ω) = b(ω)Ψ2(ω) + a(ω)Ψ˜4(ω),
with a, b ∈ C∞(DR(0, δ0),R), b(ω∗) = 1 and a(ω∗) = 0. Thus, we set Ψ4(ω) = b(ω)−1Ψ˜4(ω) ∈
C∞(DR(ω∗)(0, δs),Σ
s) making δs smaller to avoid the zero of b if necessary. Therefore, we have
(−iHω)2Ψ4(ω) = Ψ2(ω) + a(ω)Ψ4(ω). We further set
Ψ3(ω) := −iHωΨ4(ω) ∈ C∞(DR(ω∗)(0, δs),Σs),
with modifying δs to δs+2. Notice that we have ΠRΨ3(ω) = −iHωΠIΨ4(ω) = 0 and π0Ψ3(ω) =
−iHωπ0Ψ4(ω) = 0.
By applying Ω(Ψ1(ω), ·) to the equality −iHωΨ3 = Ψ2(ω) + a(ω)Ψ4(ω), we obtain
0 = Ω(Ψ1(ω),Ψ2(ω)) + a(ω)Ω(Ψ1(ω),Ψ4(ω)).
By Ω(Ψ1(ω),Ψ2(ω)) = −q′(ω) and Ω(Ψ1(ω),Ψ4(ω)) = −Ω(Ψ2(ω),Ψ3(ω)) = −A(ω), we obtain 5. of
Finally, we can express Pd(ω) by
Pd(ω) = A(ω)
−1 (−Ω(·,Ψ4(ω))Ψ1(ω) + Ω(·,Ψ3(ω))Ψ2(ω) + Ω(Ψ2(ω), ·)Ψ3(ω)− Ω(Ψ1(ω), ·)Ψ4(ω))
By this expression, it is clear that we have Pd ∈ ∩sC∞(DR(ω∗, δs),L(Σ−s(R3,C2),Σs(R3,C2))) for
some δs > 0.
A.2 Proof of Lemma 3.11
In this section, we prove Lemma 3.11. We expand each F∗Rk.
Lemma A.7. Let l ≥ 1, δ > 0 and let F ∈ C∞(DH1rad(Tω∗ , δ), H1rad(R3, C˜)) satisfy (3.3)–(3.4).
Then, we have
F∗R2 = R2 +R3 + S
0
σ(l)+1,l+1 + S
0
0,l+2. (A.8)
Proof. We first consider the term
〈
S21,0r˜, σ1r˜
〉
. By F∗S21,0 = S
2
1,0. Moreover, from (3.3), expanding
eS
0
0,liσ3 , we have F∗r˜ = (1 + S00,liσ3 + S
0
0,2l)r˜ + S
1
σ(l),l. Therefore, we have
F∗
〈
S21,0r˜, σ1r˜
〉
=
〈
S21,0r˜, σ1r˜
〉
+ S00,l+2 + S
0
σ(l)+1,l+1. (A.9)
Next, we consider the term
∫
R3
βn(|S10,0 + r˜|2)s11,0|r˜|2 dx in R2. We have |eS
0
0,liσ3 r˜|2 = |r˜|2 and
|S10,0 + eS
0
0,liσ3(r˜ + S10,l)|2 = |S10,0 + r˜ + S10,l|2 = |S10,0 + r˜|2,
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where we have used eS
0
0,liσ3S10,0 = S
1
0,0. Thus, we have
F∗
∫
R3
βn(|S10,0 + r˜|2)s11,0|r˜|2 dx =
∫
R3
βn(|S10,0 + r˜|2)s11,0|r˜ + S1σ(l),l|2 dx (A.10)
= R2 +
∫
R3
βn(|S10,0 + r˜|2)
〈
S1σ(l)+1,l, σ1r˜
〉
C2
dx+
∫
R3
βn(|S10,0 + r˜|2)s11+2σ(l),2l dx.
By (2.30), we have∫
R3
βn(|S10,0 + r˜|2)
〈
S1σ(l)+1,l, σ1r˜
〉
C2
dx =
∫
R3
βn(|S10,0|2)
〈
S1σ(l)+1,l, σ1r˜
〉
C2
dx
+
∫
R3
βn+1(|S10,0 + r˜|2)
〈
S10,0, σ1r˜
〉
C2
〈
S1σ(l)+1,l, σ1r˜
〉
dx
+
∫
R3
βn+1(|S10,0 + r˜|2)|r˜|2
〈
S1σ(l)+1,l, σ1r˜
〉
C2
dx
= S0σ(l)+1,l+1 +R2 +R3. (A.11)
We remark that by using (2.30), we are using the convention in Definition (2.17). Notice that here,
if n = −1 (which means that βn = β−1 = constant) the terms in the third and fourth term do not
appear. On the other hand, if n ≥ 0, then n+ 1 ≥ 1 = 3− 2 so it is compatible with the Definition
of R3 in Definition 2.19.
Next, for the last term in the second line of (A.10),∫
R3
βn(|S10,0 + r˜|2)s11+2σ(l),2l dx =
∫
R3
βn(|S10,0|2)s11+2σ(l),2l dx
+
∫
R3
βn+1(|S10,0 + r˜|2)
〈
S11+2σ(l),2l, r˜
〉
C2
dx +
∫
R3
βn+1(|S10,0 + r˜|2)|r˜|2s11+2σ(l),2l dx
= S01+2σ(l),2l +
∫
R3
βn+1(|S10,0|2)
〈
S11+2σ(l),2l, r˜
〉
C2
dx
+
∫
R3
βn+2(|S10,0 + r˜|2)
〈
S10,0, σ1r˜
〉
C2
〈
S11+2σ(l),2l, r˜
〉
C2
dx
+
∫
R3
βn+2(|S10,0 + r˜|2)|r˜|2
〈
S11+2σ(l),2l, r˜
〉
C2
dx+R2
= S01+2σ(l),2l + S
0
1+2σ(l),2l+1 +R2 +R3 +R2
= S01+2σ(l),2l +R2 +R3, (A.12)
where we have used (2.30) in the first and second equality. Again, notice that n+ 2 ≥ 1 and this is
compatible with the definition of R3.
Finally, the term
∫
R3
βn(|S10,0 + r˜|2)
〈
S11,0, σ1r˜
〉
C2
〈
S10,0, σ1r˜
〉
C2
dx can be handled as above re-
peatedly using (2.30).
Therefore, we have (A.8).
Lemma A.8. Let k = 3, 4, 5. Let l ≥ 1, δ > 0 and let F ∈ C∞(DH1rad(Tω∗ , δ), H1rad(R3, C˜)) satisfy
(3.3)–(3.4). Then, we have
F∗Rk =
k∑
j=2
Rj + S
0
(k−1)σ(l),(k−1)l+1. (A.13)
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Proof. We consider the expansion of the term F∗
∫
R3
βn(|S10,0 + r˜|2)
〈
S10,0, σ1r˜
〉i |r˜|2k dx. Recall that
n ≥ k − 2. By eS00,liσ3S10,0 = S10,0, we have
F∗
∫
R3
βn(|S10,0 + r˜|2)
〈
S10,0, σ1r˜
〉i |r˜|2k dx
=
∫
R3
βn(|S10,0 + r˜|2)
〈
S10,0, σ1(r˜ + S
1
σ(l),l)
〉i
|r˜ + S1σ(l),l|2k dx
=
k∑
j=2
Rj +
∫
R3
βn(|S10,0 + r˜|2)
〈
S1(k−1)σ(l),(k−1)l, σ1r˜
〉
C2
dx+
∫
R3
βn(|S10,0 + r˜|2)s1kσ(l),kl dx.
Using (2.30) as for (A.11) and (A.12), we have∫
R3
βn(|S10,0 + r˜|2)
〈
S1(k−1)σ(l),(k−1)l, σ1r˜
〉
C2
dx = S0(k−1)σ(l),(k−1)l+1 +R2 +R3,
and ∫
R3
βn(|S10,0 + r˜|2)s1kσ(l),kl dx = S0kσ(l),kl +R2 +R3.
Therefore, we have (A.13).
Lemma A.9. Let l ≥ 1, δ > 0 and let F ∈ C∞(DH1rad(Tω∗ , δ), H1rad(R3, C˜)) satisfy (3.3)–(3.4).
Then, we have
F∗R6 =
6∑
j=2
Rj + S
0
σ(l)+1,l+2. (A.14)
Proof. For F∗R6, we have, recalling v(t, s) = sS
1
0,0 + t(r˜ + S
1
0,0),
F∗
∫ 1
0
∫ 1
0
(1 − t)2
∫
R3
g′′′(|v(t, s)|2) 〈v(t, s), σ1S10,0〉C2 〈v(t, s), σ1S11,1〉C2 〈v(t, s), σ1r˜〉2C2 dxdsdt
= R6 +
∫
R3
β3(|S10,0 + r˜|2)
〈
r˜ + S10,0, σ1S
1
0,0
〉
C2
〈
r˜ + S10,0, σ1S
1
1,1
〉
C2
〈
r˜ + S10,0, σ1S
1
σ(l),l
〉2
C2
dx
+
∫
R3
β3(|S10,0 + r˜|2)
〈
r˜ + S10,0, σ1S
1
0,0
〉
C2
〈
r˜ + S10,0, σ1S
1
1,1
〉
C2
〈
r˜ + S10,0, σ1S
1
σ(l),l
〉
C2
× 〈r˜ + S10,0, σ1r˜〉C2 dx
=
6∑
k=2
Rk +
∫
R3
β3(|S10,0 + r˜|2)
〈
S1σ(l)+1,l+2, σ1r˜
〉
C2
dx+
∫
R3
β3(|S10,0 + r˜|2)s12σ(l)+1,2l+1dx
=
6∑
k=2
Rk + S
0
σ(l)+1,l+2,
where we used the convention in Definition 2.17 in the first equality when we replace g′′′ with β3
and erase the integral of t and s. Furthermore, in the last equality, we have used (2.30) as in (A.11)
and (A.12). Here, since (2.30) is used, we are again using the convention in Definition 2.17.
By the above equality, we have (A.14).
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Lemma A.10. Let l ≥ 1, δ > 0 and let F ∈ C∞(DH1rad (Tω∗ , δ), H1rad(R3, C˜)) satisfy (3.3)–(3.4).
Then, we have
F∗R7 =
7∑
j=2
Rj + S
0
σ(l)+1,l+2. (A.15)
Proof. Since we have
∇4EP (u)(v1, v2, v3) = g′(|u|2)
∑
τ∈S3
〈
vτ(1), σ1vτ(2)
〉
C2
vτ(3)
+ 2g′′(|u|2)
∑
τ∈S3
(〈
u, σ1vτ(1)
〉
C2
〈
u, σ1vτ(2)
〉
vτ(3) +
〈
vτ(1), σ1vτ(2)
〉
C2
〈
u, σ1vτ(3)
〉
C2
u
)
+ 8g′′′(|u|2) 〈u, σ1v1〉C2 〈u, σ1v2〉C2 〈u, σ1v3〉C2 u,
(A.16)
where S3 is the permutation group of {1, 2, 3}, it suffices to consider the contribution of each terms
of the r.h.s. of (A.16). For the first term of the r.h.s. of (A.16), we have
F∗
∫ 1
0
∫ 1
0
(1 − t)2g′(|v(t, s)|2) 〈S10,0, σ1r˜〉 |r˜|2 dxdsdt (A.17)
=
∫ 1
0
∫ 1
0
(1 − t)2g′(|F∗v(t, s)|2)
〈
S10,0, σ1
(
r˜ + S1σ(l),l
)〉
C2
|r˜ + S1σ(l),l|2 dxdsdt
=
∫ 1
0
∫ 1
0
(1 − t)2g′(|F∗v(t, s)|2) 〈S10,0, σ1r˜〉C2 |r˜|2 dxdsdt +R2 +R3
+
∫
R3
β1(|S10,0 + r˜|2)
〈
S12σ(l),2l, σ1r˜
〉
C2
dx+
∫
R3
β1(|S10,0 + r˜|2)s13σ(l),3l
=
∫ 1
0
∫ 1
0
(1 − t)2g′(|F∗v(t, s)|2) 〈S10,0, σ1r˜〉C2 |r˜|2 dxdsdt +R2 +R3 + S02σ(l),2l+1,
where we have used the convention in Definition 2.17 in the second equality when we replace g′ with
β1 and erase the integral of t and s. Furthermore, in the last equality, we have used (2.30) as in
(A.11) and (A.12). Also, notice that 1 ≥ k − 2 for k = 3 so it is compatible with the definition of
Rk in Definition 2.19.
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For the second term of the r.h.s. of (A.16), considering first term with τ = id, we have
F∗
∫ 1
0
∫ 1
0
(1− t)2g′′(|v(t, s)|2) 〈v(t, s), σ1S10,0〉C2 〈v(t, s), σ1r˜〉C2 |r˜|2 dxdsdt (A.18)
=
∫ 1
0
∫ 1
0
(1 − t)2g′′(|F∗v(t, s)|2) 〈F∗v(t, s), σ1S10,0〉C2 〈F∗v(t, s), σ1 (r˜ + S1σ(l),l)〉
C2
× |r˜ + S1σ(l),l|2 dxdsdt
=
∫ 1
0
∫ 1
0
(1 − t)2g′′(|F∗v(t, s)|2) 〈F∗v(t, s), σ1S10,0〉C2 〈F∗v(t, s), σ1r˜〉C2 |r˜|2 dxdsdt + 4∑
k=2
Rk
+
∫
R3
β2(|S10,0 + r˜|2)
〈
S12σ(l),2l, σ1r˜
〉
C2
dx+
∫
R3
β2(|S10,0 + r˜|2)s13σ(l),3l
=
∫ 1
0
∫ 1
0
(1 − t)2g′′(|F∗v(t, s)|2) 〈F∗v(t, s), σ1S10,0〉C2 〈F∗v(t, s), σ1r˜〉C2 |r˜|2 dxdsdt
+
4∑
k=2
Rk + S
0
2σ(l),2l+1,
where we have used the convention in Definition 2.17 in the second equality when we replace g′′
with β2 and erase the integral of t and s. Furthermore, in the last equality, we have used (2.30) as
in (A.11) and (A.12). Also, notice that 2 ≥ k − 2 for k = 3, 4 so it is compatible with the definition
of Rk in Definition 2.19.
The other terms in the second term of the r.h.s. of (A.16) will have the same estimate. Finally,
for the third term of the r.h.s. of (A.16), we have
F∗
∫ 1
0
∫ 1
0
(1− t)2g′′′(|v(t, s)|2) 〈v(t, s), σ1S10,0〉C2 〈v(t, s), σ1r˜〉3 dxdsdt (A.19)
=
∫ 1
0
∫ 1
0
(1− t)2g′′′(|F∗v(t, s)|2) 〈F∗v(t, s), σ1S10,0〉C2 〈F∗v(t, s), σ1 (r˜ + S1σ(l),l)〉3 dxdsdt
=
∫ 1
0
∫ 1
0
(1− t)2g′′′(|F∗v(t, s)|2) 〈F∗v(t, s), σ1S10,0〉C2 〈F∗v(t, s), σ1r˜〉3 dxdsdt
+
6∑
k=2
Rk + S
0
2σ(l),2l+1,
where we have used the same argument as above. Adding the first terms of r.h.s. in (A.17), (A.18)
and (A.19), we have R7. Therefore, we have the conclusion.
Combining (A.8), (A.13), (A.14) and (A.15), we obtain Lemma 3.11.
A.3 Proof of Lemma 4.12
In this subsection we prove Lemma 4.12. Since R = S00,N+1 +
∑7
k=2Rk, we estimate each term in
Lemmas A.11, A.12, A.13 and A.14.
Lemma A.11. Let s = 0, 1. Assume |ω − ω∗| . ǫ and |λ|+ ‖r˜‖H1 . ǫ3/2. Then, we have
‖∇˜r˜S00,N+1‖W s,6/5 . ǫ
3
2N . (A.20)
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Proof. By Lemma (3.4), we have σ3∇˜r˜S00,N+1 = S10,N . Thus,
‖σ3∇˜r˜S00,N+1‖W 1,6/5 = ‖S10,N‖W 1,6/5 . ǫ3N/2. (A.21)
Therefore, we have (A.20).
Lemma A.12. Let s = 0, 1. Assume |ω − ω∗| . ǫ and |λ|+ ‖r˜‖H1 . ǫ3/2. Then, we have
‖∇˜r˜R2‖W s,6/5 . ǫ‖r˜‖W s,6 . (A.22)
Proof. Let f =
〈
S21,0r˜, σ1r˜
〉
. Then, since〈
∇˜r˜f, σ1η˜
〉
=
〈
S21,0r˜, η˜
〉
+
〈
dr˜S
2
1,0(r˜, η˜), σ1r˜
〉
,
and dr˜S
2
1,0(r˜, ·) = S21,1, we have
‖∇˜r˜f‖Σs . sup
‖η˜‖Σ−s≤1
〈
∇˜r˜f, σ1η˜
〉
≤ ‖S21,0r˜‖Σs + sup
‖η˜‖Σ−s≤1
‖dr˜S21,0(r˜, η˜)‖Σs‖r˜‖Σ−s
.s ǫ‖r˜‖Σ−s .
In particular, we have
‖∇˜r˜f‖W 1,6/5 . ǫ‖r˜‖L6. (A.23)
We next consider the term ∇˜r˜
∫
R3
βn(|S10,0 + r˜|2)s11,0|r˜|2 dx in ∇˜r˜R2. Since
∇˜r˜
∫
R3
βn(|S10,0 + r˜|2)s11,0|r˜|2 dx =βn(|S10,0 + r˜|2)s11,0r˜ + S20,0βn(|S10,0 + r˜|2)|r˜|2
+ (1 + S20,0)βn+1(|S10,0 + r˜|2)s11,0|r˜|2(S10,0 + r˜),
where are using (2.30) and the convention of Definition 2.17, we have
‖∇˜r˜
∫
R3
βn(|S10,0 + r˜|2)s11,0|r˜|2 dx‖W s,6/5 . ǫ‖βn(|S10,0 + r˜|2)r˜‖W s,6/5
+ ‖βn(|S10,0 + r˜|2)|r˜|2‖L6/(2p˜+2) + ǫ‖βn+1(|S10,0 + r˜|2)|r˜|2(S10,0 + r˜)‖W s,6/5 . ǫ‖r˜‖W s,6 , (A.24)
where p˜ = max(p, 1) and we have used L6/(2p˜+2) →֒ Σ−2 coming from Σ2 →֒ L2 ∩ L∞.
The contribution of the term σ3∇˜r˜
∫
R3
βn(|S10,0+ r˜|2)
〈
S11,0, σ1r˜
〉
C2
〈
S10,0, σ1r˜
〉
C2
dx also follows
the same estimate as (A.24). Therefore, from (A.23) and (A.24), we have (A.22).
Lemma A.13. Let k = 3, 4, 5. Let s = 0, 1. Assume |ω − ω∗| . ǫ and |λ| + ‖r˜‖H1 . ǫ3/2. Then,
we have
‖∇˜r˜Rk‖W s,6/5 . ǫ‖r˜‖W s,6 .
Proof. We consider the term
∫
R3
βn(|S10,0+ r˜|2)
〈
S10,0, σ1r˜
〉i |r˜|2j dx in Rk for k = 3, 4, 5. Here, recall
that n ≥ k − 2 (see Definition 2.19). Taking ∇˜r˜ and using (2.30) with the convention of Definition
2.17, we have
∇˜r˜
∫
R3
βn(|S10,0 + r˜|2)
〈
S10,0, σ1r˜
〉i
C2
|r˜|2j dx = βn(|S10,0 + r˜|2)
〈
S10,0, σr˜
〉i
C2
|r˜|2(j−1)r˜
+ βn(|S10,0|2)
〈
S10,0, σr˜
〉i−1
C2
|r˜|2jS10,0 + S20,0
(
βn(|S10,0 + r˜|2)
〈
S10,0, σr˜
〉i
C2
|r˜|2j r˜
)
+ (1 + S20,0)βn+1(|S10,0 + r˜|2)
〈
S10,0, σ1r˜
〉i
C2
|r˜|2j(S10,0 + r˜), (A.25)
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where if i = 0 or j = 0, the terms with i− 1 or j − 1 do not exist.
For the first term of r.h.s. of (A.25), if s = 0,
‖βn(|S10,0 + r˜|2)
〈
S10,0, σ1r˜
〉i
C2
|r˜|2(j−1)r˜‖L6/5 . ‖(1 + |S10,0 + r˜|max(2(p−n),0))s10,0|r˜|k−1‖L6/5. (A.26)
If k = 4, 5 since p < 2 and n ≥ 2, we have
‖βn(|S10,0 + r˜|2)
〈
S10,0, σ1r˜
〉i
C2
|r˜|2(j−1)r˜‖L6/5 . ‖s10,0|r˜|k−1‖L6/5 . ‖|r˜|k−1‖L6/(k−1)
≤ ‖r˜‖k−1L6 . ǫ‖r˜‖L6 . (A.27)
The same estimate holds for the case k = 3 with n ≥ 2 or n = 1 and p ≤ 1. For the remaining case
k = 3, n = 1 and 1 < p < 2, we have
‖βn(|S10,0 + r˜|2)
〈
S10,0, σ1r˜
〉i
C2
|r˜|2(j−1)r˜‖L6/5 . ‖(1 + |S10,0 + r˜|2p−2)s10,0|r˜|2‖L6/5
. ‖|r˜|2‖L3 + ‖|S10,0 + r˜|2p−2|r˜|2‖L6/2p . ǫ‖r˜‖L6 . (A.28)
The case s = 1 for the first term of the r.h.s. of (A.25), since we have∣∣∣∇x (βn(|S10,0 + r˜|2) 〈S10,0, σ1r˜〉iC2 |r˜|2(j1)r˜)∣∣∣ . ∣∣βn(|S10,0 + r˜|2)∣∣ |S10,0||r˜|k−2|∇xr˜|
+
∣∣βn(|S10,0 + r˜|2)∣∣ |S10,0||r˜|k−1 + ∣∣βn+1(|v|2)|v|∣∣ |S10,0||r˜|k−1 (S10,0 + |∇xr˜|) , (A.29)
where v = S10,0+ r˜, we can bound the L
6/5 norm of the first term in the r.h.s. of (A.29) by a similar
manner to (A.26), (A.27) and (A.28), and we have
‖βn(|S10,0 + r˜|2)|S10,0||r˜|k−2∇xr˜‖L6/5 . ǫ‖∇xr˜‖L6. (A.30)
The second term is the same as what appeared in (A.26), so we can bound it by ǫ‖r˜‖L6 . The L6/5
norm of the third term of the r.h.s. of (A.29) can be bounded by
‖βn+1(|v|2)|v||S10,0||r˜|k−1
(
S10,0 + |∇xr˜|
) ‖L6/5 . ‖|S10,0|(1 + |r˜|max(0,2p−2n−1))|r˜|k−1(1 + |∇xr˜|)‖L6/5
. ‖r˜‖k−1L6 (1 + ‖∇xr˜‖L6) + ‖r˜‖k−1+max(0,2p−2n−1)L6 (1 + ‖∇xr˜‖L6),
where the last term is only needed in the case k = 3, n = 1 and p > 1. Thus, we have
‖βn(|S10,0 + r˜|2)
〈
S10,0, σ1r˜
〉i
C2
|r˜|2(j−1)r˜‖W s,6/5 . ǫ‖r˜‖W s,6 . (A.31)
The second term of the r.h.s. of (A.25) can be handled by similar manner. The third term will
be easier because we have a cutoff S20,0 so we omit it. The fourth term also can be handled similarly
as the first term taking care of the decay property of βn. Therefore, we have the conclusion.
Lemma A.14. Let s = 0, 1. Let k = 6, 7. Assume |ω − ω∗| . ǫ and |λ| + ‖r˜‖H1 . ǫ3/2. Then, we
have
‖∇˜r˜Rk‖W s,6/5 . ǫ‖r˜‖W s,6 .
Proof. Since the proof will be similar to the proof of Lemma A.13, we will omit it.
By Lemmas A.11, A.12, A.13 and A.14, we obtain Lemma 4.12.
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