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Abstract
In 1985 Simion and Schmidt gave a constructive bijection ϕ : Fn−1 → Sn(123, 132, 213),
where Fn−1 is the set of all length (n− 1) binary strings having no two consecutive 1s, also
known as the set of Fibonacci strings (of 2-nd order), and Sn(123, 132, 213) is the set of all
permutations of {1, 2, . . . , n} that avoid all patterns in the set {123, 132, 213}.
In this paper we extend the set of patterns {123, 132, 213} while to generalize the domain
such that we get three following new bijections: ϕ1 : F
(n−1)
n−1 → Sn(12 . . . p, 132, 213), ϕ2 :
F
(n−1)
n−1 → Sn(123, 1p(p − 1) . . . 2, 213), and ϕ3 : F (n−1)n−1 → Sn(123, 132, (p − 1)(p − 2) . . . p),
where ϕ3 actually is exactly same as the original mapping ϕ due to Simion-Schmidt.
Furthermore, we show that the three bijections are actually combinatorial isomorphisms,
i.e., closeness preserving bijections. Since each domain of the bijections has known Gray
code, therefore, through the corresponding combinatorial isomorphism, we construct similar
Gray code for each of corresponding codomain.
Keywords: pattern-avoiding permutation, Fibonacci string, constructive bijection, combi-
natorial isomorphism, Gray code.
1 Introduction and motivation
A permutation pi of the set of integers [n] = {1, 2, . . . , n} is a bijection from [n] onto itself and we
denote by Sn the set of all such permutations. For two permutations τ ∈ Sk and pi ∈ Sn, with
k < n, we say that a subsequence pi`1pi`2 . . . pi`k of pi has type τ whenever pi`i < pi`j if and only if
τi < τj for all i, j, 1 ≤ i, j ≤ k. In this context such permutation τ is called pattern. For example,
the subsequence 523 of the permutation 15423 has type 312. Now, let T = {τ1, τ2, . . . , τk} be a
set of patterns. We say pi avoids T whenever pi does not contain any subsequence of type τi for
all τi ∈ T , and we will denote by Sn(T ) the set of all such permutations while |Sn(τ)| denotes
its cardinality. For example, the permutation 15423 ∈ S5 avoids the set of patterns {231, 213}.
So we have 15423 ∈ S5(231, 213) but 15423 /∈ S5(312). Clearly Sn(T1) ⊂ Sn(T2) iff T1 ⊃ T2.
This paper is inspired by Simion-Schmidt’s result [1, Proposition 15∗] which gave a construc-
tive bijection ϕ between Fn−1 and Sn(123, 132, 213). Here Fn−1 is the set of all length (n − 1)
binary strings having no two consecutive 1s (also known as the set of Fibonacci strings (of 2-nd
order)). In this paper we extend the set of patterns {123, 132, 213} while to generalize the domain
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such that we get three following new bijections: ϕ1 : F
(n−1)
n−1 → Sn(τ (p)1 ), ϕ2 : F (n−1)n−1 → Sn(τ (p)2 ),
and ϕ3 : F
(n−1)
n−1 → Sn(τ (p)3 ), where τ (p)1 = {12 . . . p, 132, 213}, τ (p)2 = {123, 1p(p − 1) . . . 2, 213},
τ
(p)
3 = {123, 132, (p− 1)(p− 2) . . . 1p}, and ϕ3 actually is exactly same as the original mapping
ϕ due to Simion-Schmidt.
Furthermore, we show that the three bijections are actually combinatorial isomorphisms,
i.e., closeness preserving bijections. Since each domain of the bijections has known Gray code,
therefore, through the corresponding combinatorial isomorphism, we construct similar Gray code
for each of corresponding codomain.
The structure of this paper is as follows. After this introduction, Section 2 and 3 review the
Simion-Schmidt’s bijection ϕ : Fn−1 → Sn(123, 132, 213) and the generalized Fibonacci strings,
respectively. Section 4 shows construction of the three new bijections. Section 5 shows that the
bijections are combinatorial isomorphisms. Section 6 shows construction of Gray codes for all
codomain of these new bijections. The final section gives some concluding remarks.
2 A Simion-Schmidt’s bijection
In [1], Simion and Schmidt showed enumeration (and also generation) of Sn(123, 132, 213) as is
presented in the two following their propositions:
Proposition 1. [1] For every n ≥ 1, the cardinality of Sn(123, 132, 213) is fn+1, that is the
(n+ 1)-th Fibonacci number (of order 2) where f0 = 0, f1 = 1.
Proof. Let pi ∈ Sn(123, 132, 213) and pi−1 its inverse, that is pi−1pii = i. For n ≤ 2 we have
S1(123, 132, 213) = {1} and S2(123, 132, 213) = {12, 21}. If n ≥ 3 then pi−1n ≤ 2, otherwise
either 123 or 213 could not be avoided. If pi1 = n then pi2, . . . , pin ∈ Sn−1(123, 132, 213). If
pi2 = n then one must have pi1 = n− 1 (otherwise 132 could not be avoided) while pi3, . . . , pin ∈
Sn−2(123, 132, 213). Therefore, for n ≥ 3, one has |Sn(123, 132, 213)| = |Sn−1(123, 132, 213)| +
|Sn−2(123, 132, 213)|. With |S1(123, 132, 213)| = 1 and |S2(123, 132, 213)| = 2 this recurrence
relation is equivalent to the Fibonacci one (of order 2), hence |Sn(123, 132, 213)| = fn+1. 2
The structure of pi ∈ Sn(123, 132, 213), therefore, is formalized as follows,
Remark 1. Any permutation pi ∈ Sn(123, 132, 213) has two following properties:
1. pi−1n ≤ 2 for n ≥ 3, and
2. pi consisted of decreasing blocks containing at most two consecutive increasing integers.
Proposition 2. [1] Let b = b1b2 . . . bn−1 ∈ Fn−1, a binary string of length (n−1) having no two
consecutive 1s; its corresponding permutation pi ∈ Sn(123, 132, 213) is obtained by determining
pii, for 1 ≤ i ≤ (n− 1), as follows:
X(1) = [n];
for i = 1 to (n− 1) do
pii = ϕ(bi) =
{
largest element in X(i) if bi = 0
second largest element in X(i) if bi = 1
X(i+1) = X(i) − {pii};
enddo;
pin is the unique element in X(n).
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We can see that actually ϕ maps every binary strings, so whatever subset of the binary
string set be its domain, ϕ at least is an injection (i.e., one-to-one function). Furthermore, see
Figure 1.
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Figure 1: Permutations 6754231, 7564231 ∈ S7(123, 132, 213) are images of
Fibonacci strings 100010, 010010 ∈ F6, respectively, through bijection ϕ.
Bijections ϕ has inverse ϕ−1 as follows,
Proposition 3. Let pi = pi1pi2 . . . pin ∈ Sn(123, 132, 213); its corresponding binary string b ∈
Fn−1 is obtained by determining bi, for 1 ≤ i ≤ (n− 1), as follows:
X(1) = [n];
for i = 1 to (n− 1) do
bi =
{
0 if pii is the largest element in X(i)
1 if pii is the second largest element in X(i)
X(i+1) = X(i) − {pii};
enddo.
3 Generalized Fibonacci strings
A p-th order Fibonacci string of length n is a binary string of equal length having no p consecutive
1s; the set of such strings is denoted by F (p)n and is defined as follows [2]:
F (p)n =

{λ} n = 0
{0, 1}n 1 ≤ n < p
0 · F (p)n−1 ∪ 10 · F (p)n−2 ∪ ... ∪ 1p−10 · F (p)n−p n ≥ p
(1)
where λ is empty string; for an arbitrary binary string α, α ·F (p)n denotes concatenation of α to
every string of F (p)n with 2 following convention: (1) α · F (p)−1 consists of a single elements which
is α after deleting its last bit, (2) α · F (p)−t is empty set for t > 1.
The cardinality of F (p)n is as follows,
|F (p)n | = f (p)n+2 (2)
where
f (p)m =
p∑
j=1
f
(p)
m−j for m ≥ 2 (3)
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with f (p)0 = 0 and f
(p)
1 = 1 for all p. It’s customary to omit the order index p in F
(p)
n and f
(p)
n
in case p = 2.
4 Cardinalities of Sn(τ
(p)
1 ), Sn(τ
(p)
2 ), and Sn(τ
(p)
3 )
Proposition 4. For all n ≥ 1, the cardinality of Sn(τ (p)1 ) is f (p−1)n+1 , i.e., the (n+1)-th Fibonacci
numbers of order (p− 1).
Proof. Let pi ∈ Sn(τ (p)1 ) with the following structure,
pi = pi1pi2 . . . pij−1︸ ︷︷ ︸
(L)
npij+1pij+2 . . . pin−1pin︸ ︷︷ ︸
(R)
(4)
Clearly the entries composing the string (L) must be in increasing order so that no any pixpiyn,
where x < y < j, has type 213 while j ≤ (p−1) in order to avoid the pattern 12 . . . p. Moreover,
all entries in (L) must be larger than those in (R) in order to avoid the pattern 132, where (R)
is a permutation of Sn−j(τ
(p)
1 ). The recursive structure (4) gives blocks of consecutive increasing
integers having ` where 1 ≤ ` ≤ (p− 1).
The all admissible structures of entries of pi based on all valid values of j are
if j = 1 then pi2pi3 . . . pin ∈ Sn−1(τ (p)1 ),
if j = 2 then pi3pi4 . . . pin ∈ Sn−2(τ (p)1 ),
...
if j = p− 1 then pippip+1 . . . pin ∈ Sn−p(τ (p)1 ),
Therefore, we get
|Sn(τ (p)1 )| = |Sn−1(τ (p)1 )|+ |Sn−1(τ (p)1 )|+ · · ·+ |Sn−p+1(τ (p)1 )| =
p−1∑
j=1
|Sn−j(τ (p)1 )| (5)
with initial values |S1(τ (p)1 )| = 1 (i.e., permutation 1), and |S2(τ (p)1 )| = 2 (i.e, permutations 12
and 21). Comparing this equation to that of Equation (3) gives |Sn(τ (p)1 )| = f (p−1)n+1 . 2
With the similar analysis we also have the following,
Proposition 5. For all n ≥ 1, the cardinality of Sn(τ (p)2 ) is f (p−1)n+1 , i.e., the (n+ 1)-th term of
Fibonacci numbers of order (p− 1).
Proposition 6. For every n ≥ 1, the cardinality of Sn(τ (p)3 ) = Sn(123, 132, (p − 1) . . . 1p) is
f
(p−1)
n+1 , i.e., the (n+ 1)-th term of Fibonacci numbers of order (p− 1).
Note that Proposition 6 can be obtained from Proposition 5 through trivial bijections reversal
and complement on permutations.
Array diagram of structures of pi ∈ Sn(τ (p)1 ), pi ∈ Sn(τ (p)2 ), and pi ∈ Sn(τ (p)3 ) are illustrated
by Figure 2.
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Figure 2: Array diagram of structures of (a) pi ∈ Sn(τ (p)1 ), (b) pi ∈ Sn(τ (p)2 )
(middle), and (c) pi ∈ Sn(τ (p)3 ) (right).
5 Three new bijections
5.1 Bijection ϕ1 : F
(p−1)
n−1 → Sn(τ (p)1 )
Figure 2 (a) shows that pi ∈ Sn(τ (p)1 ) consisted of decreasing blocks of, at most, (p−1) consecutive
increasing integers. Now, let b, b′ ∈ F (p−1)n−1 such that b has a substring bsub = 011 . . . 110 of (p−2)
consecutive 1s followed by at least a single 0 while b′ has a suffix b′suf = 011 . . . 11 of (p − 2)
contiguous 1s preceded by a single 0 (or there is no such 0 if n = p − 1). Suppose ϕ1 is a
function that maps b, b′ into pi, pi′ ∈ Sn(τ (p)1 ). We will construct such ϕ1 such that it maps
the (p − 2) consecutive 1s in bsub (resp. b′suf ) into a substring pisub of pi (resp. pi′suf of pi′) of
(p − 2) consecutive increasing integers where m (resp. m′) — m and m′ differ by number and
configuration of bits preceding the contiguous 1s — each is the largest integers in the substring
pisub (resp. pi′suf ). Moreover, ϕ1 maps the next 0 into (m+ 1) in the case bsub, while in the case
b′suf ϕ1 gives pi
′
n = (m
′ + 1).
Therefore, we implement the sketch above as the following construction of bijection ϕ1 which
is an extension of ϕ due to Simion and Schmidt (see Proposition 2),
Proposition 7. Let b = b1b2 . . . bn−1 ∈ F (p−1)n−1 , a binary string of length (n−1) having no (p−1)
consecutive 1s; its corresponding permutation pi ∈ Sn(τ (p)1 ) is obtained by determining pii, for
1 ≤ i ≤ (n− 1), through ϕ1 : F (p−1)n−1 → Sn(τ (p)1 ) as follows:
X(1) = [n];
for i = 1 to (n− 1) do
pii = ϕ1(bi) =

largest element in X(i) if bi = 0
2nd largest element in X(i) if bi = 1 and
(either bi+1 = 0 or i = n− 1)
3rd largest element in X(i) if bi = bi+1 = 1 and
(either bi+2 = 0 or i = n− 2)
...
(p− 2)th largest element in X(i) if bi = bi+1 = . . . = bi+p−4 = 1
and (either bi+p−3 = 0 or i = n− p+ 3)
(p− 1)th largest element in X(i) if bi = bi+1 = . . . = bi+p−3 = 1
X(i+1) = X(i) − {pii};
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enddo;
pin is the unique element in X(n).
Lemma 1. ϕ1 : F
(p−1)
n−1 → Sn(τ (p)1 ) is a bijection.
Proof. Since, as ϕ, ϕ1 is an injection and |F (p−1)n−1 | = |Sn(τ (p)1 )|, therefore ϕ1 : F (p−1)n−1 → Sn(τ (p)1 )
is a bijection. 2
See Figure 3 for some examples and illustrations.
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Figure 3: Some instances of mapping ϕ1 : F
(4)
6 → S7(τ (5)2 ). (a) ϕ1(110001) = 5674312,
(b) ϕ1(011101) = 7345612, and (c) ϕ1(011001) = 7456312.
It is easy to verify that the inverse ϕ−11 can be constructed as follows,
Proposition 8. Let pi = pi1pi2 . . . pin ∈ Sn(τ (p)1 ); its corresponding string b ∈ F (p−1)n−1 is obtained
by determining bi, for 1 ≤ i ≤ (n− 1), as follows:
X(1) = [n].
for i = 1 to (n− 1) do
bi =
{
0 if pii is the largest element in X(i)
1 otherwise
X(i+1) = X(i) − {pii};
enddo.
5.2 Bijection ϕ2 : F
(p−1)
n−1 → Sn(τ (p)2 )
Figure 2 (b) shows that if pi ∈ Sn(τ (p)2 ) then pi−1n ≤ 2 and also any block of consecutive decreasing
integers having length at most (p − 2) (occasionally empty) in pi, where m is the smallest
entry, is preceded by the entry (m − 1). Now, let b ∈ F (p−1)n−1 such that b contains a substring
bsub = 011 . . . 110 of (p−2) consecutive 1s. Suppose ϕ2 is a function that maps b into pi ∈ Sn(τ (p)2 ).
We will construct such ϕ2 such that it maps the (p−2) consecutive 1s in bsub into a substring pisub
of pi of (p− 2) consecutive decreasing integers where m is the smallest integers in the substring
pisub. Moreover, ϕ2 maps the preceding 0 into (m− 1).
Therefore, we implement the sketch above in the following construction of bijection ϕ2 as a
reversal of ϕ due to Simion-Schmidt (see Proposition 2),
Proposition 9. Let =
¯
b1b2 . . . bn−1 ∈ F (p−1)n−1 a binary strings having no (p−1) consecutive 1s; its
corresponding permutation pi ∈ Sn(τ (p)2 ) is obtained by determining pin+1−i, for 1 ≤ i ≤ (n− 1),
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through ϕ2 : F
(p−1)
n−1 → Sn(τ (p)2 ) as follows,
X(1) = [n].
for i = 1 to (n− 1) do
pin+1−i = ϕ2(bi) =
{
the smallest entry in X(i) if bi = 0
the second smallest entry in X(i) if bi = 1
X(i+1) = X(i) − {pin+1−i};
enddo.
Lemma 2. ϕ2 : F
(p−1)
n−1 → Sn(τ (p)2 ) is a bijection.
Proof. ϕ2 : F
(p−1)
n−1 → Sn(τ (p)2 ) is an injection while |F (p−1)n−1 | = |Sn(τ (p)2 )|. Therefore ϕ2 :
F
(p−1)
n−1 → Sn(τ (p)2 ) is a bijection. 2
See Figure 4 for some examples and illustrations.
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Figure 4: Some instances of mapping ϕ2 : F
(4)
6 → S7(τ (5)2 ). (a) ϕ2(110001) = 6754132,
(b) ϕ2(011100) = 7625431, and (c) ϕ2(011010) = 7562431.
It is easy to verify that the inverse ϕ−12 can be constructed as follows,
Proposition 10. Let pi = pi1pi2 . . . pin ∈ Sn(τ (p)1 ); its corresponding binary string b ∈ F (p−1)n−1
is obtained by determining bi, for 1 ≤ i ≤ (n− 1), as follows:
X(1) = [n];
for i = 1 to (n− 1) do
bi =
{
0 if pin+1−i is the smallest element in X(i)
1 otherwise (i.e., the second smallest element in X(i))
X(i+1) = X(i) − {pin+1−i};
enddo.
5.3 Bijection ϕ : F
(p−1)
n−1 → Sn(τ (p)3 )
Figure 2 (c) shows that if pi ∈ Sn(τ (p)3 ) then pi−1n ≤ 2 and also any block of consecutive decreasing
integers having length at most (p− 2) (occasionally empty) in pi, where m is the largest entry,
is followed by the entry (m + 1). Now, let b ∈ F (p−1)n−1 such that b contains a substring bsub =
7
011 . . . 110 of (p−2) consecutive 1s. Suppose ϕ3 is a function that maps b into pi ∈ Sn(τ (p)3 ). We
will construct such ϕ3 such that it maps the (p− 2) consecutive 1s in bsub into a substring pisub
of pi of (p − 2) consecutive decreasing integers where m is the largest integers in the substring
pisub. Moreover, ϕ2 will maps the following 0 into (m+ 1).
Such ϕ3 actually exactly equal to ϕ due to Simion-Schmidt (see Proposition 2) so we denote
by ϕ this function.
Lemma 3. ϕ : F (p−1)n−1 → Sn(τ (p)3 ) is a bijection.
Proof. ϕ : F (p−1)n−1 → Sn(τ (p)3 ) is an injection while |F (p−1)n−1 | = |Sn(τ (p)3 )|. Therefore ϕ : F (p−1)n−1 →
Sn(τ
(p)
3 ) is a bijection. 2
See Figure 5 for some examples and illustrations.
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Figure 5: Some instances of mapping ϕ : F (4)6 → S7(τ (5)2 ). (a) ϕ(110001) = 6574312, (b)
ϕ(011100) = 7543621, and (c) ϕ(011010) = 7546231.
6 Combinatorial Isomorphisms
In a combinatorial class we say that two objects are close if they differ in some pre-specified,
usually small, way; the Hamming distance is a customary specification. A combinatorial iso-
morphism between two combinatorial classes is a closeness preserving bijection, i.e., two objects
in a class are close if and only if their images through this bijection are also close.
6.1 Combinatorial isomorphism ϕ1 : F
(p−1)
n−1 → Sn(τ (p)1 )
Theorem 1. In a permutation, a left-block as a sequence of increasing consecutive integers
which can not be extended at left.
For instance, in 56734128 ∈ S8, the sequences 56, 567, 34, 12, and 8 are left blocks. Note
that 67 is not a left block because it can be extended at left as 567. Right-block is defined
similarly. Also notice that 8 is a left block and at once also a right block. Through bijection ϕ1,
as is defined by Proposition 7, q contiguous 1s, where q < (p− 1), is transformed into a block of
(q + 1) < p consecutive increasing integers which is a left and at once right block.
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Definition 1.
1. Two permutations in Sn(τ
(p)
1 ) are close if one is obtained from the other by a transposition
of two adjacent blocks of total length less than p, one a left-block and the other a right-block;
2. Two binary strings are close if they differ in a single position.
Example 1. The permutations pi = 7(3)(456)12 and pi′ = 7(456)(3)12 in S7(τ
(5)
1 ) are close since
pi′ is obtained from pi by transposing the right block 456 with the left block 3 in pi, or conversely
pi is obtained from pi′ by transposing the right block 3 with the left block 456 in pi′. Total length
of the two transposed blocks is less than p = 5. See Figure 6.
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Figure 6: pi = 7345612 and pi′ = 7456312 in S7(τ
(5)
1 ) are the images of 011101 and
011001 in F (4)6 , respectively.
Theorem 2. Bijection ϕ1 : F
(p−1)
n−1 → Sn(τ (p)1 ) is a combinatorial isomorphism.
Proof:
(⇒) Let b, b′ ∈ F (p−1)n−1 which differ just in position i as in the following scheme:
b = b1b2 . . . bt−20 1 . . . 1︸ ︷︷ ︸
(i−t) 1s
bi 1 . . . 1︸ ︷︷ ︸
(u−i−1) 1s
0 bu+1 . . . bn−1
b′ = b1b2 . . . bt−20 1 . . . 1︸ ︷︷ ︸
(i−t) 1s
b′i 1 . . . 1︸ ︷︷ ︸
(u−i−1) 1s
0 bu+1 . . . bn−1
(6)
where bt . . . bi−1 and bi+1 . . . bu−1 are, possibly empty, contiguous sequences of 1s and b′i = 1−bi.
Without any loss of generality suppose bi = 1 (and therefore b′i = 0) hence now b contains
(i − t) + 1 + (u − i − 1) = (u − t) consecutive 1s. Because of b ∈ F (p−1)n−1 , clearly (u − t) must
be less than (p − 1). ϕ1 then transform (u − t) contiguous 1s into (u − t + 1) < p consecutive
increasing integers in pi. The shape of pi and pi′, the images of b and b′ through the bijection ϕ1,
are:
pi = pi1 . . . pit−1 pit . . . pii−1piipii+1 . . . piu︸ ︷︷ ︸
(u−t+1)<p consec. incr. int.
piu+1 . . . pin
pi′ = pi1 . . . pit−1 pi′t . . . pi
′
i−1pi
′
i︸ ︷︷ ︸
(i−t+1) c.i. int.
pi′i+1 . . . pi
′
u︸ ︷︷ ︸
(u−i) c.i. int.
piu+1 . . . pin
(7)
Clearly pit . . . pii . . . piu is at once left and right block in pi and so are pi′t . . . pi′i and pi
′
i+1 . . . pi
′
u
in pi′. Since {pit, . . . , pii, . . . , piu} and {pi′t, . . . , pi′i, . . . , pi′u} are equal (as sets, but different as
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sequences) and pi′u < pi′t (actually pi′u = pi′t − 1) we have pit . . . piipii+1 . . . piu = pi′i+1 . . . pi′upi′t . . . pi′i,
and Definition 1(1) follows.
(⇐) Applying Proposition 8 completes the proof. 2
6.2 Combinatorial isomorphism ϕ2 : F
(p−1)
n−1 → Sn(τ (p)2 )
Theorem 3.
1. Two binary strings in F (p−1)n−1 are close if they differ by a single position. If i is such
position then i = n or bit 0 is at the position (i+ 1).
2. Two permutations in Sn(τ
(p)
2 ) are close if they differ by an adjacent transposition.
Example 2.
1.
{
011001
011101
} ∈ F (4)6 , {11001101110110} ∈ F (6)7 , and {00000010} ∈ F (2)4 , are three pairs of close binary
strings.
2.
{
6752431
6725431
} ∈ S7(τ (5)2 ), {8576413285761432} ∈ S8(τ (4)2 ), {5432153421} ∈ S5(τ (2)2 ), are three pairs of close
binary permutations.
Lemma 4. Bijection ϕ2 : F
(p−1)
n−1 → Sn(τ (p)2 ) is a combinatorial isomorphism.
Proof:
(⇒) Let b and b′ be two close permutations in F (p−1)n−1 are close and they differ in the position i
as follows:
b = b1 . . . bi−1 bi 0bi+2 . . . bn−1
b′ = b1 . . . bi−1 b′i 0bi+2 . . . bn−1
where b′i = 1 − b′i. Notice that ϕ2 maps bi into pin−i+1 (see Proposition 9, therefore ϕ2 maps b
and b′ into the following permutations in Sn(τ2(p)):
pi = pi2 . . . pin−i pin−i+1 pin−i+2 . . . pin
pi′ = pi′2 . . . pi
′
n−i pi
′
n−i+1 pin−i+2 . . . pin
and pi1 is the single element in X(n) as pointed in Proposition 9; pi′1 analog to pi1. Without
loss of generalization, let bi = 0 (hence b′i = 1) and suppose after transposing b1b2 . . . bi−1 we
have X(i+1) = {d1, d2, . . . , dn−i}, where d1 > d2 > . . . dn−i−1 > dn−i. Clearly pin−i+1 = dn−i
and pi′n−i+1 = dn−i−1. Because of bi+1 = 0 then pin−i = dn−i−1 while pi
′
n−i = dn−i and the rest
entries are equal. Hence pi and pi′ differ in these two positions.
(⇐) Let pi and pi′ in Sn(τ (p)2 ) are close and they differ in the positions i and i+ 1 follows:
pi = pi1 . . . pii−1 piipii+1 pii+2 . . . pin
pi′ = pi1 . . . pii−1 pi′ipi
′
i+1 pii+2 . . . pin
Applying Proposition 10 completes the proof. 2
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6.3 Combinatorial isomorphism ϕ : F
(p−1)
n−1 → Sn(τ (p)3 )
Definition 2.
1. Two binary strings in F (p−1)n−1 are close if they differ by a single position. If i is such
position then i = n or bit 0 is at the position (i+ 1).
2. Two permutations in Sn(τ
(p)
3 ) are close if they differ by an adjacent transposition.
Example 3.
1.
{
011001
011101
} ∈ F (4)6 , {11001101110110} ∈ F (6)7 , and {00000010} ∈ F (2)4 , are three pairs of close binary
strings.
2.
{
7546312
7543612
} ∈ S7(τ (5)3 ), {7685324176583241} ∈ S8(τ (4)3 ), {5432154231} ∈ S5(τ (2)3 ), are three pairs of close
binary permutations.
Theorem 4. Bijection ϕ3 : F
(p−1)
n−1 → Sn(τ (p)2 ) is a combinatorial isomorphism.
Proof.
Analog with the proof of Lemma 4 while considering Proposition 3. 2
7 Gray Codes
For an arbitrary combinatorial class A we denote by A a Gray code list for A. The following
convention will be used in a formula of Gray code: Let α be an integer or a string and A a
list of strings, then α · A denotes the list obtained by concatenation α to each string of A,
e.g., if α = 4 and A = {123, 132, 213}, then α · A = {4123, 4132, 4213}. If A′ is an other list
then A ◦ A′ is the concatenation of the two lists, e.g., if A′ = {231, 312, 321} then A ◦ A′ =
{123, 132, 213, 231, 312, 321}. Furthermore, by AR we denote the reversal order of the list A,
Aˆ is the list after increasing the largest entry in all objects of A by one, and Ainc(k) is the list
after increasing the all entries in all objects of A by k. For examples, with A as above, we have
AR = {213, 132, 123}, Aˆ = {124, 142, 214}, and Ainc(3) = {564, 645, 654}.
7.1 Gray code for Sn(τ
(p)
1 )
A Gray code for set F (p)n of Fibonacci strings is given by Vajnovszki in [2]. In the list of this
Gray code successive strings differ in a single position and its definition is
F (p)n =

[λ] if n = 0
[0, 1] if n = 1
0 · FR(p)n−1 ◦ 10 · FR(p)n−2 ◦ . . . ◦ 1p−10 · FR(p)n−p if n > 1
(8)
where α·F (q)m satisfies two following conventions: (1) list α·F (q)−1 consists of single string obtained
from α by deleting its last bit, and (2) F (q)−t is empty list for t > 1. Table 1 list some Gray codes
for F (3)n .
11
Table 1: Gray codes for F (3)n and for n = 0, 1, 2, 3, 4. Notice that binary strings 11
in F (3)2 is resulted through convention (1) of operation α · F (q)m .
n F (3)n
0 λ (i.e., the empty string)
1 [0,1]
2 [01,00,10,11]
3 [011,010,000,001,101,100,110]
4 [0110,0100,0101,0001,0000,0010,0011,1011,1010,1000,1001,1101,1100]
Theorem 5. Combinatorial isomorphism ϕ1 : F
(p−1)
n−1 → Sn(τ (p)1 ) transforms the recursive defi-
nition of F (p−1)n−1 in (8) into one of Sn(τ (p)1 ) as follows,
Sn(τ (p)1 ) =

[1] if n = 1
[21, 12] if n = 2
n · SRn−1(τ (p)1 ) ◦ (n− 1)n · SRn−2(τ (p)1 )
◦ . . . ◦ (n− p+ 2) . . . n · SRn−p+1(τ (p)1 ) if n > 2.
(9)
Proof. This is a direct transformation through ϕ1 : F
(p−1)
n−1 → Sn(τ (p)1 ) as is defined in Propo-
sition 7. Analog to the properties of α · F (q)m in 8, here α · Sn(τ (p)1 ) = α also has two similar
properties as follows: (1) list α · S0(τ (p)1 ) = α, and (2) S−t(τ (3)1 ) is empty list for t > 0. 2
Lemma 5. Hamming distance between two consecutive objects of Sn(τ (p)1 ) is upper bounded by
the minimum between (p− 1) and n.
Proof: We prove by induction for an arbitrary admissible and fixed p. For n = 2 (base of induc-
tion) we have S2(τ (p)1 ) = [21, 12], so their Hamming distance is 2. Suppose it is true for general
n, i.e., Hamming distance between two consecutive objects of Sn(τ (p)1 ) is upper bounded by the
minimum between (p−1) and n, and we must show that Hamming distance of two consecutive ob-
jects in Sn+1(τ (p)1 ) is upper bounded by the minimum between (p−1) and (n+1). Obviously, the
Hamming distance is less than or equal to n+1 whenever (n+1) < p. The only thing that needs
to check is Hamming distance between the last
(
(n− k + 1)(n− k) . . . (n+ 1) · SRn−k(τ (p)1 )
)
and
first
(
(n− k)(n− k + 1) . . . (n+ 1) · SRn−k−1(τ (p)1 )
)
for 0 ≤ k ≤ (p−3)1), which are two general
consecutive sublist in (9) in case n > 2.
last
(
(n− k + 1)(n− k + 2) . . . (n+ 1) · SRn−k(τ (p)1 )
)
= (n− k + 1)(n− k + 2) . . . (n+ 1) · last
(
SRn−k(τ (p)1 )
)
= (n− k + 1)(n− k + 2) . . . (n+ 1) · first
(
Sn−k(τ (p)1 )
)
= (n− k + 1)(n− k + 2) . . . (n+ 1) · first
(
Sn−k(τ (p)1 )
)
= (n− k + 1)(n− k + 2) . . . (n+ 1)(n− k) · first
(
SRn−k−1(τ (p)1 )
)
1)k = 0 gives (n + 1) · Sn−1(τ (p)1 ), i.e., the first sublists of (9) for general n > 2, while k = (p − 3) gives
(n− p+ 2) · · ·n · Sn−p+1(τ (p)1 ), i.e., the last one.
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On the other hand,
first
(
(n− k)(n− k + 1) . . . (n+ 1) · SRn−k−1(τ (p)1 )
)
= (n− k)(n− k + 1) . . . (n+ 1) · first
(
SRn−k−1(τ (p)1 )
)
All entries positions of the prefixes of these objects are different as is shown in Table 2,
where X = last((n + 1 − k)(n − k) . . . (n + 1) · SRn−k(τ (p)1 )) and Y = first(n − k) (n + 1 −
k) . . . (n + 1) · SRn−k−1(τ (p)1 )). The length of these prefix is ` = (n + 1) − (n − k) + 1 = k + 2.
Since 0 ≤ k ≤ (p− 3), therefore ` ≤ (p− 1). 2
Table 2: X and Y differ in all positions.
X (n− k + 1) (n− k + 2) (n− k + 3) . . . (n+ 1) (n− k)
Y (n− k) (n− k + 1) (n− k + 2) . . . n (n+ 1)
Lemma 5 is in accordance with Definition 1. Table 3 shows listing of F (p)n−1 and its image,
i.e., Sn(τ
(p)
1 ), for (n, p) = (6, 3) and (n, p) = (5, 4).
Table 3: (a) List F (2)5 and its image S6(τ (3)1 ), and (b) list F (3)4 and its image S5(τ (4)1 ),
through ϕ1, respectively, together with Hamming distances between each two consec-
utive permutations. Hamming distance between arbitrary two consecutive elements of
S6(τ (3)1 ) is min(n, (p− 1)) = 2 since p = 3.
(a) (b)
F (2)5 S6(τ (3)1 )
01001 645312
01000 645321
01010 645231
00010 654231
00000 654321
00001 654312
00101 653412
00100 653421
10100 563421
10101 563412
10001 564312
10000 564321
10010 564231
F (3)4 S5(τ (4)1 ) distance
0110 52341 3
0100 53421 2
0101 53412 2
0001 54312 2
0000 54321 2
0010 54231 3
0011 54123 2
1011 45123 3
1010 45231 2
1000 45321 2
1001 45312 3
1101 34512 2
1100 34521
7.2 Gray code for Sn(τ
(p)
2 )
Theorem 6. Combinatorial isomorphism ϕ2 : F
(p−1)
n−1 → Sn(τ (p)2 ) transforms the recursive defi-
nition of F (p−1)n−1 in (8) into one of Sn(τ (p)2 ) as follows,
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Sn(τ (p)2 ) =

[1] if n = 1
[21, 12] if n = 2
SR,(inc(1))n−1 (τ (p)2 ) · 1 ◦ SR,(inc(2))n−2 (τ (p)1 ) · 12
◦ . . .SR,(inc(p−1))n−p+1 (τ (p)1 ) · 1(p− 1) . . . 32 if n > 2.
(10)
where S(inc(k))n is obtained by increasing all entries in each objects of Sn by k.
Proof. This is a direct transformation through ϕ2 : F
(p−1)
n−1 → Sn(τ (p)2 ) as is defined in Proposi-
tion 9. The sequence 1(p − 1) . . . 32 is the images of 1p−10 in (8) through ϕ2 and all entries of
objects of the set attached to this sequence, obviously, must be increased (p− 1) times. 2
Lemma 6. Sn(τ (p)2 ) of (10) is a strong Gray code, i.e., two consecutive objects in this list differ
by transposing their two adjacent entries.
Proof: We prove by induction for an arbitrary admissible and fixed p. For n = 2 (base of
induction) we have S2(τ (p)2 ) = [21, 12], so their Hamming distance is 2 and adjacent. Suppose
it is true for general n, i.e., Hamming distance between two consecutive objects of Sn(τ (p)2 )
is 2 and adjacent, and we must show that Hamming distance of two consecutive objects in
Sn+1(τ (p)2 ) is 2 and adjacent. The only thing that needs to check is Hamming distance between
the last
(
SR,(inc(k))n−k (τ (p)2 ) · 1k(k − 1) . . . 32
)
and first
(
SR,(inc(k+1))n−k−1 (τ (p)2 ) · 1(k + 1)k . . . 32
)
for
0 ≤ k ≤ (p− 3)2), which are two general consecutive sublist in (10) in case n > 2.
last
(
SR,(inc(k))n−k (τ (p)2 ) · 1k(k − 1) . . . 32
)
= last
(
SR,(inc(k))n−k (τ (p)2 ) · 1k(k − 1) . . . 32
)
= first
(
S(inc(k))n−k (τ (p)2 ) · 1k(k − 1) . . . 32
)
= first
((
Sn−k(τ (p)2 )
)(inc(k)))
· 1k(k − 1) . . . 32
= first
((
SR,(inc(1))n−k−1 (τ (p)2 ) · 1
)(inc(k)))
· 1k(k − 1) . . . 32
= first
(
SR,(inc(k+1))n−k−1 (τ (p)2 ) · 1(inc(k))
)
· 1k(k − 1) . . . 32
= first
(
SR,(inc(k+1))n−k−1 (τ (p)2 )
)
· (k + 1)1k(k − 1) . . . 32
which is differ by two adjacent position with first(SR,(inc(k+1))n−k−1 (τ (p)2 ) · 1(k + 1)k . . . 32. 2
Lemma 6 is in accordance with Definition 3. Table 4 shows listing of F (2)5 and F (3)4 together
with their images, i.e., S6(τ (3)2 ) and S5(τ (4)2 ).
7.3 Gray code for Sn(τ
(p)
3 )
Theorem 7. Combinatorial isomorphism ϕ : F (p−1)n−1 → Sn(τ (p)3 ) transforms the recursive defi-
nition of F (p−1)n−1 in (8) into one of Sn(τ (p)3 ) as follows,
2)k = 0 gives SR,(inc(1))n−1 (τ (p)2 )·1, i.e., the first sublists of (10) for n > 2, while k = (p−3) gives SR,(inc(p−1))n−p+1 (τ (p)2 )·
1(p− 1) . . . 32, i.e., the last one.
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Table 4: Lists F (2)5 and F (3)4 and their images, i.e., S6(τ (3)2 )
and S5(τ (4)2 ), respectively, through ϕ2.
F (2)5 S6(τ (3)2 )
01001 564231
01000 654231
01010 645231
00010 645321
00000 654321
00001 564321
00101 563421
00100 653421
10100 653412
10101 563412
10001 564312
10000 654312
10010 645312
F (3)4 S5(τ (4)2 )
0110 52431
0100 54231
0101 45231
0001 45321
0000 54321
0010 53421
0011 35421
1011 35412
1010 53412
1000 54312
1001 45312
1101 45132
1100 54132
Sn(τ) =

[1] if n = 1
[21, 12] if n = 2
n · SRn−1(τ) ◦ (n− 1)n · SRn−2(τ)
. . .
◦(n− 1)(n− 2) . . . (n− p+ 1)n · SRn−p(τ) if n > 2
(11)
Proof. This is a direct transformation through ϕ : F (p−1)n−1 → Sn(τ (p)3 ) as is defined in Proposi-
tion 2. 2
Lemma 7. Sn(τ (p)3 ) of (11) is a strong Gray code, i.e., two consecutive objects in this list differ
by transposing their two adjacent entries.
Proof: We prove by induction for an arbitrary admissible and fixed p. For n = 2 (base of
induction) we have S2(τ (p)3 ) = [21, 12], so their Hamming distance is 2 and adjacent. Suppose
it is true for general n, i.e., Hamming distance between two consecutive objects of Sn(τ (p)3 )
is 2 and adjacent, and we must show that Hamming distance of two consecutive objects in
Sn+1(τ (p)3 ) is 2 and adjacent. The only thing that needs to check is Hamming distance between,
for 1 ≤ k ≤ (p − 1), the last
(
n(n− 1)(n− 2) . . . (n− k + 2)(n+ 1) · SRn−k+1(τ (p)3 )
)
and the
first
(
n(n− 1)(n− 2) . . . (n− k + 1)(n+ 1) · SRn−k(τ (p)3 )
)
, as follows,
last
(
n(n− 1)(n− 2) . . . (n− k + 2)(n+ 1) · SRn−k+1(τ (p)3 )
)
= n(n− 1)(n− 2) . . . (n− k + 2)(n+ 1) · last
(
SRn−k+1(τ (p)3 )
)
= n(n− 1)(n− 2) . . . (n− k + 2)(n+ 1) · first
(
Sn−k+1(τ (p)3 )
)
= n(n− 1)(n− 2) . . . (n− k + 2)(n+ 1) · first
(
(n− k + 1) · Sn−k(τ (p)3 )
)
= n(n− 1)(n− 2) . . . (n− k + 2)(n+ 1)(n− k + 1) · first
(
Sn−k(τ (p)3 )
)
. . . (a)
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first
(
n(n− 1)(n− 2) . . . (n− k + 1)(n+ 1) · SRn−k(τ (p)3 )
)
= n(n− 1)(n− 2) . . . (n− k + 1)(n+ 1) · first
(
SRn−k(τ (p)3 )
)
= n(n− 1)(n− 2) . . . (n− k + 2)(n− k + 1)(n+ 1) · first
(
SRn−k(τ (p)3 )
)
. . . (b)
Clearly, (a) and (b) differ by an adjacent transposition. 2
Lemma 7 is in accordance with Definition 2. Table 5 shows listing of F (2)5 and F (3)4 together
with their images, i.e., S6(τ (3)3 ) and S5(τ (4)3 ).
Table 5: Lists F (2)5 and F (3)4 and their images, i.e., S6(τ (3)3 ) and S5(τ (4)3 ), through ϕ.
F (2)5 S6(τ (3)3 ) F (2)5 S6(τ (3)3 )
01001 645312 00100 653421
01000 645321 10100 563421
01010 645231 10101 563412
00010 654231 10001 564312
00000 654321 10000 564321
00001 654312 10010 564231
00101 653412
F (3)4 S5(τ (4)3 ) F (3)4 S5(τ (4)3 )
0110 53241 1011 45213
0100 53421 1010 45231
0101 53412 1000 45321
0001 54312 1001 45312
0000 54321 1101 43512
0010 54231 1100 43521
0011 54213
8 Concluding Remarks
In this paper, we introduce an analysis method in Combinatorics and we name this method
combinatorial isomorphism. With this method one can get some results about the codomain
of a bijection if the same result available for the domain; such result can be hamiltonian path,
graph diameter, exhaustive and random generation, ranking and unranking algorithms, and
Gray codes. So it is, while to extend a Simion-Schmidt’s bijection, we apply the method and
got a Gray code Hamming distance between two consecutive objects upper-bounded by minimal
of (n, p− 1) for Sn(12 . . . p, 132, 213) and two strong Gray codes for Sn(123, 1p(p− 1) . . . 2, 213)
and for Sn(123, 132, (p− 1)(p− 2) . . . 3).
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