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Abstract 
In the light of increasing concerns about climate change, greenhouse gas mitigation 
technologies have gained growing attention. Integrated Reforming Combined Cycle (IRCC) is 
one of the processes for reducing CO2 emissions from natural gas (NG) power plants, which 
could help attenuate the rise in atmospheric temperature. 
The reforming process, an important part of an IRCC, is a chemical process for fuel 
conversion and the process model involves chemical equilibrium and reaction kinetics. A first 
principles model of this process in an optimization framework will be very complex and may 
involve solving of hundreds (or thousands) of nonlinear equations and therefore is 
computationally expensive. A so-called surrogate model (or metamodel) is a multivariable 
general purpose mapping that can be used in an optimization framework to reduce the 
model complexity and thus reduce computational load in the optimization to something that 
is manageable. There are many different methods for developing surrogate models varying 
from "simple" polynomial models to complicated models such a Kriging etc.  
Objectives for the thesis work were development of Kriging and Polynomial surrogate 
models for two configurations of IRCC process: air blown and oxygen blown ATR. The figure 
below gives a brief overview of possible alternatives in the design of an IRCC with CO2 
capture.  
 
A total of 30 cases were considered for metamodel building with different sample sizes and 
different number of inputs to metamodels. The built metamodels were compared based on 
their accuracy in predicting the outputs. Kriging models yield results that are equal or slightly 
better than Polynomial models in accuracy. One Polynomial and Kriging model were tested 
in an existing optimization framework to identify a model with best computational cost-
accuracy trade-off. The Polynomial model demonstrated faster performance than the Kriging 
model. Polynomial models with a predictive accuracy close to Kriging models but with an 
advantage of less computational time will most likely be used for optimization of IRCC 
plants. The contribution that this thesis has made is better understanding of the process and 
metamodel building. Recommendations for future work are given in Chapter 7.  
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1 Introduction 
 
1. Motivation for carbon capture  
Global temperature rise in the past years has been mainly due to increase in anthropogenic 
greenhouse gases. Figure ‎1-1 shows the increase in CO2 concentration in the atmosphere 
measured in Mauna Loa observatory in Hawaii. It is getting close to 400 parts per million 
(ppm) for the first time in human history. In that respect greenhouse gas mitigation 
technologies, particularly with respect to CO2 have attracted much attention nowadays. 
 
Figure ‎1-1: CO2 concentration measured at Mauna Loa, Hawaii [1] 
 
 
Power generating sectors such as coal and gas fired power plants are of primary targets for 
Carbon Capture and Storage (CCS), because they create large and concentrated amounts of 
CO2.  Figure ‎1-2 shows that we cannot completely live fossil-fuel-free in near future and our 
dependency will increase as we need more energy.  
 
 
Figure ‎1-2: World net electricity generation by fuel type (trillion kilo watt hours) [2] 
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The energy demand of a process can be reduced by applying heat integration methods and 
use of optimization techniques. Through optimization, one can find the most efficient 
process design, both with respect to heat integration and power generation. This is however 
a complicated task. A mathematical description of the process may be highly nonlinear and 
very complex from optimization point of view. One way to reduce the complexities is to use 
approximating methods in which difficult correlations are replaced by simpler ones.  
The goal of this work is to make Polynomial and Kriging metamodels for an integrated 
reforming combined cycle (IRCC) process with CO2 capture, and then compare them with 
respect to computational cost and model accuracy. 
The first reported work for use of metamodels in chemical flowsheets in the literature is by 
Palmer and Realf [3]. According to them if the approximation model is made carefully, this 
approach can be fruitful in optimization of flow sheets.  
 
1.1. Thesis Organization: 
 
The thesis comprises of seven chapters covering the following topics: 
 
Chapter 1, Introduction: Motivation for working on this topic is presented.  
Chapter 2, Technical background: CO2 capturing methods are described first, followed by 
presenting different sections in the integrated reforming combined cycle process with CO2 
capture. Then introduction to surrogate models is given.  At the end statistical information is 
provided. 
Chapter 3, Process design and modeling: Presented in this chapter are details of IRCC 
process modeling. 
Chapter 4, Identification of operating parameters: Presented in this Chapter are sensitivity 
analysis on the inputs and outputs of the process and degree of freedom analysis for IRCC 
process units. 
Chapter 5, Metamodel building: This chapter presents the work that has been done on 
metamodeling. 
Chapter 6, Comparison of Polynomial vs. Kriging models: This chapter compares Polynomial 
and Kriging models in terms of model accuracy and computational costs. Comparisons 
available in the literature between Polynomial and Kriging models are also included.  
Chapter 7, Conclusions and future work 
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2 Technical Background 
CO2 capturing methods are presented first in this chapter, followed by an overview of 
different sections in the integrated reforming combined cycle process with CO2 capture. 
Then an introduction into surrogate modeling is given.  At the end of the chapter some 
statistical background information is provided.  
2.1 CO2 Capturing methods  
Methods for capturing CO2 from fossil fuel power generation plants can be divided into 
three main categories:  
 
1) Pre-combustion: Carbon of the fuel is removed before combustion and the fuel 
heating value is given to Hydrogen [4]. Fossil fuel which is converted to syngas is separated 
before the combustion takes place.  There exist many different possible configurations for a 
pre-combustion plant [5]. IRCC is one of such possibilities.   
2) Oxy fuel combustion: The combustion oxidant is oxygen (97%+ purity) instead of air. 
The advantage of this method is lower volume of the combustion products which are mainly 
CO2 and steam due to the omittance of nitrogen from air.  The disadvantage of course is the 
need for large amounts of pure oxygen which would add significant cost and complexity to 
the plant. Another obstacle is the high combustion temperature while burning pure oxygen. 
This can be overcome by recycling part of the flue gas into the combustor or by injecting 
water or steam[6].  
3) Post combustion: In this method, CO2 is separated after combustion. CO2 often is 
captured by Chemical absorption and use of Amine solutions. This technique may be the 
best option for capturing in existing power plants [6]. One of the main challenges of this 
method is the handling of large volume of flue gases with a relatively low pressure.  
2.2 IRCC Design 
 
The IRCC process reforms natural gas to syngas and then converts CO to CO2 in the water-gas 
shift reactors and separates CO2 in the capture unit. The resulting Hydrogen-rich fuel is used 
for the gas turbine in a combined cycle configuration. IRCC is part of the pre-combustion 
capture method in which CO2 is captured before burning the fuel. The technology comprises 
of three steps to covert Hydrocarbon molecules to H2 and CO2: 
–Conversion of fossil fuel to a mixture containing H2, CO2 and CO (Syngas); 
– Shifting the produced mixture to a mixture with CO2 and H2; 
– Separation of CO2 and Hydrogen. 
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Figure ‎2-1 shows schematic diagram of IRCC process with CO2 capture. We will go through 
the most important unit operations in the IRCC design in the following sections. 
 
   
    
   
  
 
 
 
2.2.1 Reforming section: 
In order to convert heavier hydrocarbons to a mixture of H2, CH4, CO2 and CO, pre-reformer 
is used. This is mainly done to avoid cock formation in the reformer. For ATR applications, 
pre-reformer is needed especially when operating at low steam-to-carbon ratio (S/C) or with 
high preheat temperatures [6]. A catalytic pre-reformer usually operates at approximately 
500°C, which increases the overall fuel conversion efficiency. A nickel-based catalyst is 
typically used in the pre-reformer [6]. The main reformer which follows the pre-reformer 
preferably converts methane to CO and H2.   
 
The main reactions for syngas production are: 
 
 
- Heavy Hydrocarbon conversion: 
- Steam reforming:  
- Partial Oxidation:  
 
- Water gas shift reaction: 
 2 2 7( )       H= - 1175 (C ) /
2
n m
m
C H nH O nCO n H kJ mol      Equation ‎2-1 
 4 2 23           H= 205.9 /CH H O CO H kJ mol    Equation ‎2-2 
 4 2 2
1
2          H= - 35.9 /
2
CH O CO H kJ mol    Equation ‎2-3 
 2 2 2             H= - 41.2 /CO H O CO H kJ mol    Equation ‎2-4 
Reforming CO2 capture CO2 Compression 
Power 
H2O 
Natural Gas 
Exhaust 
CO2 
Gas Turbine 
Air/O2 
H2/N2 
Figure ‎2-1: Schematic diagram of IRCC process with CO2 capture 
5 
 
These reactions are involved in one or several steps of the IRCC process. The aim of the 
Reforming section is to produce syngas. Syngas is converted to a mixture with CO2 and H2 
through two shift reactors which are High temperature shift (HTS) and Low temperature 
shift (LTS) reactors. Main reactions in the reforming stage are divided into conversion and 
equilibrium reactions. Equation ‎2-1 represents a range of syngas formation reactions from 
heavy hydrocarbons. Steam reforming reaction Equation ‎2-2 is preferred to react under high 
temperature and low pressure in order to obtain a high equilibrium conversion.  
There are several syngas production technologies available which are listed in Table ‎2-1. 
Table ‎2-1: Gas reforming technologies 
Gas Reforming technologies 
Conventional Steam Methane Reforming (SMR)  
Heat exchange reformer (HER)/ gas heated reformer (GHR) 
Pressurized combustion reforming 
(Non- catalytic) partial oxidation (POX) 
Catalytic partial oxidation (CPO) 
Autothermal reforming (ATR) 
 
 
 
The features of commercially available reforming technologies are summarized in Table ‎2-2 
[5]. 
 
Table ‎2-2: Features of commercially available reforming technologies [5] 
 Steam reforming Partial oxidation Autothermal reforming 
Abbreviation SMR POX ATR, CPO 
Catalyst Ni --- 
Partial oxidation:- 
Steam reforming: Ni 
Pressure 15-40 bar ->150 bar 20-40 bar 
Temperature 750-900°C 1200-1600°C 850-1100°C 
Reaction 
4 2 23         CH H O CO H
 
 
4 2 2
1
2
2
CH O CO H 
 
 
4 2 2
1
2
2
CH O CO H 
4 2 23         CH H O CO H
 
 
H2/CO ratio 3-6 1.8 1.8-3.7 
 
 
The type of the feedstock mainly determines which reforming technology to choose.  In this 
study Auto Thermal Reformer (ATR) is used as the gas reformer. ATR has high efficiency for 
high temperature reactions [7]. In ATR three main reactions occur: Partial oxidation 
(Equation ‎2-3), Steam reforming (Equation ‎2-2) and Water Gas Shift reaction (Equation ‎2-4).  
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Gas mixture from the pre-reformer is mixed with oxygen, or air in the burner. Partial 
oxidation takes place in the combustion chamber. It follows by methane steam reforming 
reaction and shift conversion to equilibrium over the catalyst bed. The overall reaction is 
exothermic, resulting in a high outlet temperature, typically 850°C-1000°C. There are 
different choices of oxidants which are air, oxygen, and oxygen enriched air. The advantage 
of using oxygen or oxygen enriched air is the reduced amount of inert gas which results in 
reduced equipment size downstream of ATR.  
 
Due to volume flow, oxygen blown reformer has the advantage of a more compact design 
compared to an air-blown reformer. This, however, comes at a price and in most cases 
steam is required to avoid very high temperatures in the reformer. Also, before combustion 
of hydrogen in the gas turbine, nitrogen diluent from ASU needs to be introduced to the 
hydrogen fuel. In addition, the high electricity consumption of an air separation unit (ASU), 
reduced thermal efficiency of the plant and increased operating costs are the negative 
points [5].  
 
The added oxygen supplies and controls the heat of reaction in ATR. The extent of the other 
two reactions (Equation ‎2-2) and (Equation ‎2-4) depend on the amount of heat released by 
the oxidation reaction and on the amount of steam added which is referred to by Steam to 
carbon ratio. Steam to carbon ratio is the molar ratio of steam to hydrocarbons.   
If the feedstock is coal instead of natural gas, Gasification replaces Reforming process and 
IRCC becomes IGCC (Integrated Gasification Combined Cycle) as is shown in Figure ‎2-2. In 
IGCC process coal is turned into syngas in a gasifier. The rest of the process is essentially the 
same as IRCC.  
 
 
 
 
 Gasification       
 Shift  CO2 Separation  
 Reforming   
  
 
 
 
 
IRCC 
CO/H2 CO2 
N2/O2 
CO2 Compression & Conditioning  
IGCC 
CO/H2 
H2, CO2 
Power plant 
Figure ‎2-2: Schematic diagram for IRCC and IGCC processes 
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2.2.2 CO- Conversion (Water Gas Shift Reactors): 
In the CO-conversion step, CO generated from the reforming section is converted into H2 and 
CO2 by water gas shift reaction (Equation ‎2-4). Mostly used configuration is a two-step 
method consisting of High Temperature Shift (HTS) and Low Temperature Shift (LTS) 
reactors. The major conversion takes place in HTS reactor and rest of the conversion takes 
place in LTS. Use of LTS and HTS reactors is to achieve high CO conversion. The main 
alternative to this would be one medium-temperature shift reactor [5].  
High temperature shift typically operates at 350°C and Low temperature shift typically 
operates at 190-210°C [5]. The equilibrium is favored by low temperatures and thus a cooler 
is placed before each reactor. The cooler has the ability to produce part of the steam 
required in the process. In this study the heat integration of the process is not considered 
but it can be a subject for further investigation.   
 
2.2.3 CO2 Removal (Carbon Capture Unit (CCU))  
After CO-conversion step and removal of process condensate (mostly H2O), the process gas 
mainly consists of hydrogen and carbon dioxide. In the air blown ATR case, large amounts of 
nitrogen will also be present. Traces of unconverted CO and methane will also be found. The 
objective of the IRCC process is to produce as much hydrogen as possible. Now comes the 
removal of CO2. Some of the carbon dioxide removal techniques are [5]:  
 
- Chemical absorption 
- Pressure swing adsorption  
- Cryogenic separation 
- Physical absorption using Selexol or Rectisol 
- Membrane separation 
In this study, Amine absorption is used in CCU but the choice of CO2 removal is not 
considered to be important, since most of our focus is on the reforming section of the 
process.  
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2.2.4 Combustor  
 After the Carbon Capture Unit, the gas mixture is fired in the gas turbine. This mixture 
mainly consists of hydrogen in the oxygen blown reformer and both nitrogen and hydrogen 
in the air blown reformer. The flue gas of the gas turbine has a very low content of CO2. 
Hydrogen is completely combusted with air as in reaction (Equation ‎2-5 ). There will also be 
some H2O, CO, CH4 and CO2 left in the syngas. CH4 and CO will react according to equations 
(Equation ‎2-6) and (Equation ‎2-7) respectively. The heat of reaction is then utilized in the gas 
turbine.  
 
 
The main differences between an IRCC gas turbine and regular gas turbine is related to the 
inlet capacity, burner design, turbine inlet and exhaust temperatures, compressor air 
extraction and control system design [6]. The use of hydrogen as gas turbine fuel is 
investigated by Chiesa et al. [8]. 
 
2.2.5 Air/Oxygen compressors  
 In order to run the ATR at desired pressures, air/ oxygen must be compressed accordingly to 
the system pressure. Three stage compression is utilized to reach the desired operating 
pressure. The outlet temperatures of the compressors satisfy the limit of 250°C by use of 
two intercoolers to avoid exceeding this limit. 
 
 
 
 
 
 
 
 2 2 2
1
         H= - 241.8 /
2
H O H O kJ mol    Equation ‎2-5 
 4 2 2 22 2          H= - 890.4 /CH O H O CO kJ mol     Equation ‎2-6 
 2 2
1
         H= - 283.0 /
2
CO O CO kJ mol    Equation ‎2-7 
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2.3 Surrogate models (Metamodels):  
Nowadays computer based simulation is used extensively in different areas of engineering. 
Despite their increasing speed and power, the computational complexity and cost of running 
these complex simulations limit their use in important areas such as design optimization. 
Single evaluations of CFD or finite-element analyses can take a long time from minutes to 
hours and days. Statistical approximation techniques have become widely used in 
engineering instead of running such computer simulations.  These methods show good 
promise in trade-off between computational cost and accuracy.  
As Figure ‎2-3 shows, metamodel is a simplification of the real process which gives us almost 
the same understanding but with less computation time and effort.  
 
 
 
 
 
 
 
 
 
 
In the past two decades, approximation methods have attracted much attention. With this 
approach computation demanding simulations are approximated with simple models. This 
simple model is often called metamodel; and the process of constructing a metamodel is 
called metamodeling. Since the approximation model acts as a surrogate for the original 
code, it is often referred to as a surrogate model, surrogate approximation, approximation 
model, or metamodel (i.e. model of a model) [9]. 
If the true output of a computer analysis code is:     ( )y f x       
Then a metamodel of the simulation code will be of the form:  ( )y g x      and    y y    
Where   represents approximation errors. Metamodels are more efficient to run and 
provide insight into the relationship between inputs and outputs.   
 A variety of approximation models exist (e.g. Polynomial Response Surfaces (PRS), Kriging 
models, Radial Basis Functions, Neural Networks, Multivariate Adaptive Regression Splines), 
and reviews and comparisons of many of these approximation model types are available in 
the literature ([10]; [11]; [12]; [13]; [14]; [15]). There has been growing number of 
investigations in recent years in use of metamodels in design optimization and reliability 
Real Phenomenon Simplification Metamodel 
Figure ‎2-3: Metamodeling of a real phenomenon 
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analysis. Figure ‎2-4 illustrates number of publications related to the use of metamodels in 
design optimization and reliability analysis applications.  
Figure ‎2-4: Use of metamodels in design optimization and reliability analysis [16] 
 
A comprehensive review of metamodeling applications in mechanical and aerospace systems 
is done by Simpson et al. [17]. A review of metamodeling applications in structural 
optimization can be found in the paper by Barthelemy and Haftka [13]; Sobieszczanski-
Sobieski and Haftka [12] investigated metamodeling applications in multidisciplinary design 
optimization.  
Simpson et al. [18] compared Kriging models against Polynomial models for a 
multidisciplinary design optimization. Giunta et al. [19] compared Kriging and Polynomial 
models for two test problems. Varadarajan et al. [20] compared ANN methods with 
Polynomial regression models for an engine design problem involving nonlinear 
thermodynamic behavior. 
Wag and Shan [15] in their review of metamodeling techniques provide an overall picture of 
the current research and development in metamodel-based design optimization. 
 
Simpson et al. [21] give a review on metamodel based design optimization (MBDO) through 
different sampling methods and metamodels.  
In Palmer and Realff [3], Polynomial and Kriging models are investigated and the importance 
of a smart sampling scheme to get as much information as possible from few simulations is 
highlighted. In their second article [22], they present heuristics to solve the optimization 
problems. They were the first to report the use of metamodels for chemical processes.  
Jin et al. [11] investigated the advantages and disadvantages of four metamodeling 
techniques: Polynomial, Kriging, Multivariate adaptive Regression Splines (MARS) and Radial 
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Basis Functions. The models were compared on different test problems based on different 
criteria (e.g. accuracy, transparency, robustness, etc.). 
Simpson et al. [10] compared Polynomial and Kriging models for multidisciplinary design 
optimization. 
 
2.3.1 Roles of Metamodeling in Design Optimization 
Numerous researches have been done in employing metamodeling techniques in design 
optimization. These include research on different areas such as sampling, metamodels, 
model fitting techniques and model validation.  
The list of areas that metamodeling can play an important rule are [15]:  
1) Model approximation.  
2) Design space exploration. To enhance the understanding of the design problem by working 
on a cheap-to-run metamodel. 
3) Problem formulation. Metamodel can assist the formulation of an optimization problem that 
is easier to solve or is more accurate.  
4) Optimization support.  
 
Figure ‎2-5: Metamodeling and its role in support of engineering design optimization [15] 
 
Figure ‎2-5 illustrates various support activities that metamodeling can provide in design 
optimization. The bottom half includes model approximation, problem formulation, and 
design space exploration, which form a common supportive base for all types of 
optimization problems [15]. The upper half lists four major types of optimization problems of 
interests to design engineers. Metamodeling is the key to metamodel-based design 
optimization (MBDO). 
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The three main steps in making metamodels are shown in Figure ‎2-6. We will go through 
experimental design, model choice and model fitting in the following sections.   
Table ‎2-3 categorizes the metamodeling techniques according to sampling, model types, and 
model fitting [5].  
 
 
Figure ‎2-6 : Main steps in Metamodeling 
Experimental Design 
 
 
 
Metamodel Choice 
 
 
 
Model fitting 
 
 
Table ‎2-3: Techniques for metamodeling [21] 
 
 
2.3.2 Design of experiments (DOE) 
 
Experimental design techniques were initially developed for physical experiments. The aim 
of DOE is to collect sufficient data points that are representative of the input space and thus 
accurately estimate model parameters. Experimental designs are also used in reducing the 
dimensionality of the problem [23].  
The basic concept in design of experiments is to treat the simulation as “computer 
experiments”, and then choose the input points to study the impact of process inputs (for 
example ATR temperature) on outputs (H2 concentration in ATR outlet).  
The region of interest for the inputs is referred to as design space. It is very important how 
to choose the design points for simulation runs, because they can to a great extent 
determine the success or failure of a metamodel.  
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Table ‎2-4 shows different experimental design methods used in metamodel building. 
Comparisons of experimental design strategies are available in the literature [23], [24], [25].  
 
Table ‎2-4: Experimental design methods 
Experimental Design Methods 
Classical methods 
Factorial 
Central Composite 
Box-Behnken 
Alphabetical optimal 
Plackett-Burman 
Spacefilling designs 
Simple Grids 
Latin Hypercube 
Orthogonal Arrays 
Hammersley Sequence 
Uniform designs 
Minimax and Maximin 
Hybrid methods 
Random methods 
Importance sampling 
Directional simulation 
Discriminative sampling 
Sequential or adaptive methods 
 
In DOE there are two design criteria: “Classical” and “Space filling”. “Classical” design of 
physical experiments, has two main features: first, random variation in sample points by 
spreading the sample points out in the design space and second, taking multiple data points 
(or replicates).  
Figure ‎2-7 shows the difference between classical and space filling designs. Sacks et al. [26] 
state that in deterministic computer experiments (which do not have random error), 
randomization and replication are irrelevant and the sample points should be chosen to be 
space filling. Thus many researchers use “Space filling” designs to treat all regions of the 
design space equally [27].  
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Figure ‎2-7: Classical and Space filling designs [21] 
 
Figure ‎2-8 shows six different experimental designs for the two variables 1x and 2x [28]. Some 
of the designs like orthogonal arrays and face centered designs take samples on the border 
of the design space while other methods focus more inside the design space. Koehler and 
Owen [28] describe some of the “space filling” designs such as Latin Hypercubes, maximum 
entropy designs, mean squared error designs, etc. Each of these designs has specific 
characteristics and there have been many studies comparing them [29], [21].  
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Figure ‎2-8: Six different experimental designs for two variables x1 and x2 [28] 
In this study Latin Hypercube Sampling (LHS) was used as a technique to select points for 
running simulations. LHS was developed by McKay et al. [25] and is the first type of design 
proposed specifically for computer experiments [25]. Latin Hypercube offer flexible sample 
sizes while distributing points randomly over the design space. Sacks et al. [26] 
recommended the use of Latin Hypercube Sampling (LHS) with which they fit their Kriging 
model. 
MATLAB program was utilized to generate LHS sample points by use of the following 
command line:  
 
It generates a Latin Hypercube sample X containing N  values on each of the P  input 
variables. N is the sample size we want to make metamodel with.  
LHS is made by dividing the range for each input variable into N equally large — or equally 
probable — interval per simulation to be performed. Then, for each simulation, the value of 
    ,X lhsdesign N P  Equation ‎2-8 
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each input variable is taken from a randomly selected interval under the condition that the 
interval is not used in any other simulation. If each input variable’s range is taken to be         
[-1,+1], then the sample values for each variable, 1, ,i m   are  given by  
 
Where 1, ,u N   and (0,1)w U  . A new value for w  is used to generate each sample 
value. The sample values are then randomly matched, selecting one value for each variable 
without replacement, to create the N  sample points.  
The maximum number of combinations for a Latin Hypercube of N  divisions 
and P  variables (i.e., dimensions) can be computed with the following formula: 
 
For example, a Latin Hypercube of 4M   divisions with 2N   variables will have 24 
possible combinations. A Latin hypercube of 4M   divisions with 3N   variables will have 
576 possible combinations. 
 
 
2.4  Metamodeling Techniques 
There are different techniques to fit data and make metamodels as shown in Table ‎2-3. 
Polynomial models ([30], [31]), and Artificial Neural Network (ANN) methods ([32], [33]) are 
two well-known approaches for constructing simple approximations of complex computer 
codes. Kriging models are becoming widely used for the design and analysis of computer 
experiments ([26], [34]). Other statistical techniques that show a great deal of promise, such 
as multivariate adaptive regression splines [35] and radial basis function approximations 
([36], [37]) are in the focus of many researchers. There are many researches in the literature 
that compared metamodel’s performance in different engineering applications.  
Table ‎2-5 shows the size of data points required for building metamodels. Kriging and 
Polynomial model forms are usually generated from small data sets. Regression splines [35] 
often require moderately sized data sets, while neural networks typically require quite large 
data sets [3].  
 
2 2
iu
u N w
x
N
 
  Equation ‎2-9 
1
1
1
0
( ) ( !)
P
N
P
n
N n N




 
  
 
  Equation ‎2-10 
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Table ‎2-5: Sample data sizes for different metamodels 
Metamodel Data points required 
Polynomial Small 
Kriging Small 
Regression Splines Moderate sized 
Neural Network Large 
 
Now we focus on the metamodels that are used in this work. The Polynomial, Kriging and 
ANN models are presented in the following sections. 
 
2.4.1 Polynomial Modeling  
Polynomial models form the basis of response surface models. Response surface models 
were originally developed to analyze the results of physical experiments [38]. Although both 
Polynomial and Kriging models are approximations to the true response surface, and thus 
are response surface models, but in  the literature the term “Response surface” is reserved 
for Polynomial models [19]. 
Polynomial models are the most basic form of empirical models used in statistics and are 
well established and easy to use. Box and Draper [30] and many other researchers [17], [38], 
[31] have described its use. Typically, second-order Polynomials, or their reduced versions 
are used. First and second order polynomials are of the following form:  
 
Where ( )y x is the output, ix are the input variables, and i are the regression parameters. i  
is called the linear effect parameter and ii is the quadratic effect parameter. In the 
statistical literature x is called the independent variable or predictor and y is called the 
dependent variable or response.  
The   parameters are calculated using least squares regression. Least squares regression 
minimizes the sum of the squares of the deviations of predicted values from the true values: 
Where X is the design matrix of sample data points, X  is its transpose, and y is the vector 
of the responses at each sample point.   
In this study, it is decided to use second order Polynomial models to fit the data, because 
increasing the power of x will bring in more coefficients to the model which will be 
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computationally more expensive and time consuming. It may also be difficult to take 
sufficient sample data to estimate all of the coefficients in the Polynomial equation 
especially in large dimensions. 
Polynomial models have the capability to smooth noisy functions which enhances quick 
convergence in optimization [39]. There are some disadvantages in using Polynomials to 
model highly nonlinear functions because in some cases instabilities may arise by using high 
order Polynomials [14] . 
Additional details on least-squares regression and response surface modeling can be found 
in the literature [31], [38], [30]. 
 
2.4.2 Kriging method (Gaussian process regression): 
 
The origins of Kriging models are in mining and geostatistical applications and it was 
originally developed by  the South African mining engineer called Krige [40].  
Kriging model is a class of approximation techniques that show good promise for building 
accurate global approximation of a design space. Kriging models are also known as spatial 
correlation metamodeling or design and analysis of computer experiments (DACE) modeling. 
In this type of models, the design variables are assumed to be correlated as a function of 
distance during prediction. These metamodels are flexible in a sense that they can either 
honor the data by doing an exact interpolation or smooth the data by providing an inexact 
interpolation, depending on the choice of the correlation function [41].  The application of 
Kriging to computer experiments was introduced by Sacks et al. [26], and a summary 
focusing on Kriging is given by Koehler et al. [28].  
Kriging model is extremely flexible due to wide range of correlation functions. They can 
make accurate predictions of highly nonlinear functions [27]. Due to the wide range of 
functions that can be used in building of Kriging models, they can approximate linear and 
nonlinear functions equally well [10].  
 
Welch & Sacks recommended using Kriging models as metamodels of simulators instead of 
Polynomial models for three reasons [26]. First, since in the simulators there is only 
systematic error and no random error. Second, least squares method produces a smoothed 
curve through the data which may not necessarily pass through the known data points. 
Third, they observed poor predictions of Polynomial models in several examples.  
The Kriging model expresses the response of a regression as a result of a regression model F
and a random function (stochastic process): 
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( , )F x is the regression model and ( )z x  is a random function. ( , )F x globally 
approximates the design space, ( )z x creates localized deviations so that the Kriging model 
interpolates the sampled data points.  The   coefficients are regression parameters. The 
random function z  is assumed to have zero mean and the following covariance between
( )z w and ( )z x : 
 
Where 0i   and 0 2ip  . W and x are vectors of input variables, and 
2 is the process 
variance and ( , , )R w x is the correlation model with parameters . The model parameters 
( , , , )i i ip   are typically estimated by a maximum likelihood method which can be 
computationally intensive [42]. The covariance function depends upon the distance between 
the given points and the known points. For the known points the Kriging model reproduces 
the data. For the unknown points, the model determines the output by a linear combination 
of the known output values for the nearest data collection points. 
The DACE toolbox provides Regression models ( , )F x  with polynomials of orders 0, 1 and 
2. It is also possible to define new regression models. In many cases in the literature ( , )F x  
is simply taken to be a constant term [18], [26], [28].  
As Weltch and Sacks [26] we also restrict our attention to correlation functions of the form:  
There are different choices for the correlation function ( , , )R w x , as shown in Table ‎2-6: 
Table ‎2-6: Different Correlation models in the Kriging model 
Name Correlation model ( , , )R w x , 
j j jd w x   
EXP exp( )j jd  
EXPG 1
1exp( ),   0 2
n
j j nd

 

    
GAUSS 2exp( )j jd  
LIN  max 0,1 j jd  
SPHERICAL  31 1.5 0.5 ,   min 1,j j j j jd       
CUBIC  2 31 3 2 ,   min 1,j j j j jd       
( ) ( , ) ( )y x F x z x   
Equation ‎2-13 
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The choice of correlation function should be made by considering the phenomenon of 
interest, e.g., a function we want to optimize or a physical process we want to model. If the 
phenomenon is continuously differentiable, the correlation function will likely show a 
parabolic behavior near the origin, which means that the Gaussian, the Cubic or the Spline 
function should be chosen. On the other hand, for physical phenomena which show a linear 
behavior near the origin, and Exp, Expg, Lin or Spherical would usually perform better [43]. 
Some correlations tend to smooth the data, while others interpolate, see Cressie [41]. 
However, Gaussian correlation is the most used correlation in Kriging models.  
In this work a Gaussian correlation is employed [10]:  
 
Where dvn  is the number of design variables, k are the unknown correlation parameters 
used to fit the model, and ikx and 
j
kx are the k th components of sample points 
ix and jx , 
respectively. The Predicted response values y at untried values of x are given by:  
Where y is the column vector that contains the values of the response at each sample point.  
( )Tr x is the correlation vector between an untried x and sample points  1 2, ,..., nsx x x and is 
given by  
 
 
  is estimated as:  
 
The maximum likelihood estimates or best guesses for the k  in Equation ‎2-16 are found by 
maximizing the following expression: 
 
 
Where 
2
 and R are both functions of . The best Kriging model is found by solving the k- 
dimensional unconstrained nonlinear optimization problem by maximizing Equation ‎2-20.  
 
The major disadvantage of Kriging models is that model construction can be very time-
consuming. Determining the maximum likelihood estimates of the θ parameters used to fit 
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the model is a K-dimensional optimization problem, which can take significant time if the 
sample data is large. Moreover, the correlation matrix can become singular if multiple 
sample points are spaced close to one another or if the sample points are generated from 
particular designs. Fitting problems have been observed with some full factorial designs and 
central composite designs when using Kriging models [44]. A well written Kriging modeling 
code named DACE (in MATLAB) is used for this study. 
 
2.4.3 Artificial Neural Network:  
 
Artificial neural network, often named neural network, is a mathematical model inspired by 
biological neural networks [45]. Neural networks are used for modeling complex 
relationships between large sets of inputs and outputs and finding patterns in data. A 
General introduction to ANN can be found in [46], [47].  ANN sets up a number of nodes and 
connections. The inputs are connected to outputs through some weights (or hidden 
neurons). The higher the weight for an input, the stronger will be the effect of that input. To 
get statistical details of ANN, see [48] or [49]. An ANN model is often represented by a 
diagram of nodes in different layers. At the input layer, the nodes contain inputs and at the 
output layer, the nodes contain outputs. Between input and output layers, there exists at 
least one hidden layer which connects the two. The nodes represent computational units 
and the connections determine the information flow between them [45]. Connections 
between nodes can “feed back” to previous layers, but the typical ANN for function 
approximation is “feedforward” [50].  
Figure ‎2-9 shows schematic view of relating inputs to outputs in ANN. ANN is used partly in 
chapter 5 to find the input-output relations for some of the data.  
 
Figure ‎2-9: ANN Architecture 
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2.5  Statistical background information  
In this section, some statistical information is presented. First multiple regression is 
discussed followed by error analysis terms. 
2.5.1  Multiple regression:  
The purpose of multiple regression is to predict a single variable from more than two 
independent variables. Multiple regression with many predictor variables is an extension of 
linear regression with two predictor variables. 
In this thesis, since we want to correlate several inputs to one output in each metamodel, 
there need to use multiple regression, although the toolbox do all these procedures for us. 
Nevertheless it is worthwhile to briefly mention this statistical method.  
The end result of multiple regression is the development of a regression equation (line of 
best fit) between the dependent variable and several independent variables. 
 
Matrix of coefficients ( ' )s  can be calculated by Equation:  
Where:  
B= Vector of regression coefficients 
A= Matrix of sums of squares and cross products (based on mean deviations)  
C= vector of some of cross products of y 
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The equation of the regressed line is:  
 
The  parameters are determined to minimize the sum of squares of residuals (error terms). 
The error term is the deviation between the real output and predicted output. The 
0 1 1 2 2 ... n ny x x x         Equation ‎2-21 
.B AC  Equation ‎2-22 
0 1 1 2 2 ....i i i n in iy x x x           Equation ‎2-23 
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regression coefficients can be thought of as weights and the term that has bigger coefficient 
has more influence in the regression. Further information about multiple regression and 
regression analysis can be found in statistical literature such as [51].   
2.5.2  Error Analysis  
In order to assess the accuracy of the built metamodels, statistical methods are employed. 
Coefficient of determination (R2) is used as a measure to judge between fitted metamodels. 
The terms involved in the development of R2 are briefly discussed here.  
Sum of Squares due to Regression: 
SSR is a measure of explained variations and discrepancy between the data and the 
estimated model. A small SSR indicates a reasonable fit to the data: 
Where y  is the model output, y is the average simulation output and y  is the true 
simulation output.   
 
Sum of Squares due to Error: 
SSE is the sum of squared error (residuals or deviations from the regression line) and is a 
measure of unexplained variations: 
 
A value closer to 0 indicates that the model has smaller random error, and that the fit will be 
more useful for prediction.  
Total Sum of Squares:  
SST is the measure of total variations in y : 
 
 
 
2( )SSR y y   Equation ‎2-24 
2( )SSE y y   Equation ‎2-25 
2( )SST SSE SSR y y     Equation ‎2-26 
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R-Squared 
The Coefficient of Determination, also known as R Squared (R2), is known as the goodness of 
fit of a regression. It explains how good the fit is in explaining the variation of the data. R-
squared can take on any value between 0 and 1, with a value closer to 1 indicating that a 
greater proportion of variance is accounted for by the model. It is also called the square of 
the multiple correlation coefficients and is calculated by dividing the explained variation to 
the total variation: 
 
It represents the percent of the data that is closest to the fitted line. If the regression line 
passes through each of the data points, then it accounts for all the variations in data and the 
further the line is from the points, the less it explains the variations.  
 
 
 
 
 
 
 
 
 
 
 
  
2 SSRR
SST
  Equation ‎2-27 
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3     Process Design and Modeling  
In this chapter standard IRCC process with two shift reactors is discussed. There have been 
new designs for the shift reactors in the recent years. One of them is the Advanced ECN shift 
reactor which was part of the thesis description. Due to the sake of completeness of study, 
the focus was on the standard shift reactors only and the investigation of the ECN Advanced 
shift reactor is put for future studies. Details of process modeling are presented in this 
Chapter.  
3.1 IRCC model with 2 shift reactors  
 
The steady state simulation of the IRCC process was done in ASPEN HYSYS version 7.3.  
Figure ‎3-1 gives a brief overview of possible alternatives in the design of an IRCC with CO2 
capture. 
 
Figure ‎3-1: Different configurations in an IRCC design 
 
 
 
 
 Two different configurations were studied in which the difference was in the oxidant used in 
the reformer: oxygen blown ATR and air blown ATR. Each of these configurations will be 
discussed in the following sections. Simulations were done with standard two shift reactors 
only and Advanced ECN shift reactor is not covered in the thesis.  
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The supplied natural gas had an assumed pressure range of 15 to 35 bar and a temperature 
of 20°C with composition as listed in Table ‎3-1. The ambient air composition is given in 
Table ‎3-2. 
 
Table ‎3-1: Natural Gas composition 
Component Volume fraction 
CH4 - Methane 89.00 
C2H6 - Ethane 7.00 
C3H8 - Propane 1.00 
I-Butane 0.05 
N-Butane 0.05 
I-Pentane 0.005 
N-Pentane 0.004 
CO2 2.00 
N2 0.89 
  
Table ‎3-2: Ambient air composition 
Component Volume fraction 
N2 77.30 
CO2 0.03 
H2O 1.01 
Ar 0.923 
Oxygen 20.74 
Molecular weight 28.854 
 
3.1.1 IRCC process with oxygen blown reformer:  
 
Flow sheet of the oxygen blown IRCC process is shown in Figure ‎3-3. Natural Gas is mixed 
with steam and heated to a range between 250-500°C prior to entering the pre-reformer 
where most of its heavy hydrocarbons are transformed to a mixture of CH4, CO2, H2 and CO.  
The mixture is then heated up to a temperature range between 250-500°C in the reformer 
pre-heater. Oxygen (with purity of 95%) for the Reformer is provided by the Air Separation 
unit (ASU) and is compressed in a three-stage compressor train with inter-stage cooling to 
reach the pressure of Natural Gas. It is heated to 250°C before entering the reformer.  
Oxidation of methane in the reformer provides the heat for the endothermic reforming 
reaction (Equation ‎2-2). Reformer temperature is adjusted by the amount of oxygen intake. 
Reformer temperature changes in the range between 850-1050°C. The syngas, consisting of 
a mixture of primarily CO, H2 and H2O is cooled and sent to a two stage water gas shift (WGS) 
reactors where CO reacts with H2O to form H2 and CO2. Since WGS reaction favors low 
temperature to increase CO2 yield, one heat exchanger is placed before each WGS reactor. 
This provides the possibility of producing steam needed elsewhere in the process. Inlet 
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temperature to High Temperature Shift (HTS) and Low Temperature Shift (LTS) reactors are 
part of the input variables in the metamodels. The former one changes between 300-450°C 
and the latter one between 150-300°C. The shifted syngas from the LTS reactor is cooled to 
30°C to separate the water and the syngas is then sent to the CO2 capture unit (CCU) where 
CO2 is separated from syngas using aMDEA as the solvent. Then the Hydrogen rich gas is 
preheated to 200°C to be used in the gas turbine based combined cycle. 
Peng Robinson equation of state is used to closely represent the true behavior of the system 
since it is the most enhanced model in Aspen HYSYS and is applicable in a large range of 
temperatures and pressures [52]. Pre-reformer, HTS and LTS reactors are modeled as 
Equilibrium reactors. Reformer is modeled as a Gibbs reactor. It is not necessary to specify 
reaction stoichiometry in this type of reactor to compute the outlet composition. It works on 
the principle that the Gibbs free energy of the reacting system is at minimum or entropy is 
maximized at equilibrium conditions.  
Air Separation Unit (ASU) is needed to provide oxygen to the ATR, and is modeled in HYSYS 
as in Figure ‎3-2. ASU efficiency for oxygen and nitrogen is assumed to be 95% and 90% 
respectively. The amount of oxygen needed for the ATR determines the amount of inlet air 
to ASU.  
Figure ‎3-2: ASU modeling in the oxygen blown ATR 
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Figure ‎3-3: Flow sheet of the oxygen blown IRCC 
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3.1.2 IRCC process with Air blown reformer:  
The simulation details are the same as O2 blown case except that ambient air is fed to the 
ATR and there is no need for ASU. Introducing Air with its inert components (mostly 
nitrogen) to ATR causes the equipment downstream of ATR to be larger and increases the 
amount of cooling needed after ATR. The single point of difference between air and oxygen 
blown IRCCs is shown in Figure ‎3-4.  
Figure ‎3-4: Air blown IRCC 
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4   Identification of Operating Parameters 
In order to get a better understanding of the process and the effect of different inputs on 
outputs, sensitivity analysis was performed. Degree of freedom (DOF) analysis was also 
performed to figure out how many parameters are allowed to be changed at the same time 
around each unit operations. These analyses are presented in this Chapter.   
 
4.1 Sensitivity Analysis:  
The relationships between pressures, temperatures, mass and energy flows in chemical and 
thermodynamic processes are often complex. Many of the relationships in an IRCC process 
are non-linear and to obtain a satisfactory level of accuracy, there is a need for non-linear 
optimization. In order to investigate which of the input parameters have the greatest impact 
on the process and worth to be involved in metamodel, sensitivity analysis was done on both 
of the processes (air blown and oxygen blown cases). It is a very useful tool to determine the 
impact of different input variables on the output of the process and therefore help to 
simplify the metamodel. The effect of 8 input variables were investigated on 25 output 
variables. The goal is to detect the input variables for the metamodeling step which yield 
accurate approximation models.  
The input variables domain or design space was constrained by upper and lower limits. The 
limits were chosen to represent the area of interest in optimization.  The input variables with 
their limits as well as output variables are listed in Table ‎4-1. We will go through the oxygen 
blown case first in each part and then if air blown case behaves differently, it is mentioned 
immediately afterwards.  
The sensitivity analysis procedure was done as follows: 1- A base case simulation in air and 
oxygen blown ATRs was established with the specifications listed in Table ‎4-2. 2- Each of the 
input variables was changed one at a time with the rest of the input variables kept the same 
as in the base case. This is to see the effects of changing only one input variable at a time on 
the outputs. 3- Resulting graphs were saved and reported below.    
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Table ‎4-1: Input & Output variables and their ranges 
Input variables and ranges Output variables  
1) Pre-reformer temperature: 250°C-500°C Steam flow 
2) Pre-reformer pressure: 15 bar-35 bar O2 or Air flow 
3) S/C ratio in Pre- Reformer inlet: 0.6-2 xH2/xCO2/xCO/xCH4/ xH2O @ LTS outlet 
4) Reformer inlet temperature: 250°C –500°C xH2/xCO2/xCO/xCH4/ xH2O @ ATR Inlet 
5) Reformer temperature: 850°C-1050°C xH2/xCO2/xCO/xCH4/ xH2O @ ATR Outlet 
6) O2 temp: 185°C –500°C Pre-reformer preheat 
7) HTS temperature: 300°C-450°C Reformer preheat 
8) LTS temperature: 150°C-300°C O2 or Air compression work 
 Reformer product cooling 
 HTS outlet temp 
 HTS product cooling 
 LTS outlet temp 
 LTS product cooling 
 
 
Table ‎4-2: Base case specifications 
 Input variables Setting 
1 Pre-reformer temperature 300°C 
2 Pre-reformer pressure 20 bar 
3 S/C ratio in Pre-reformer inlet  1 
4 Reformer inlet temperature:  400°C 
5 Reformer temperature 1000°C 
6 O2 temperature 400°C 
7 HTS temperature 400°C 
8 LTS temperature 250°C 
 
4.1.1 Pre-reformer temperature: 250°C-500°C 
Pre-reformer temperature is changed from 250°C to 500°C and its effect on the output 
variables was investigated. Concentrations at three point of the process are of great interest: 
ATR Inlet, ATR Outlet, and LTS Outlet. We will go through each of them:  
 
Concentrations in the ATR inlet:  
By increasing the pre-reformer inlet temperature, concentration of Methane decreases, 
since Methanation reaction is exothermic according to the following reaction:  
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Concentration of H2 increases due to the following endothermic reactions:  
 
  
According to Figure ‎4-1, a slight increase in CO2 concentration is observed. That’s due to the 
exothermic water-gas shift (WGS) reaction (Equation ‎2-4). Although it is an exothermic 
reaction but still it moves to the right, mainly because the effect of CO concentration on 
equilibrium is more than the effect of released heat of the reaction. Air blown case shows 
the same behavior.  
Figure ‎4-1: Concentrations in ATR inlet 
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5 12 2 2C H +5H O 5  + 11H  CO  Equation ‎4-5 
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Concentrations in the ATR Outlet:  
Slight increase in H2 and CO concentrations is observed (Figure ‎4-2).  By changing pre-
reformer inlet temperature, almost the same can be seen in LTS outlet concentration 
(Figure ‎4-3). This can be the result of changing concentrations in pre-reformer outlet. The 
same behavior is observed in air blown case.  
Figure ‎4-2: Concentrations in ATR outlet (O2) 
   
Figure ‎4-3:  Concentrations in LTS Outlet (O2) 
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Compression work:   
The effect of increasing pre-reformer inlet temperature on O2 compression work is rather 
obvious, so that by increasing the inlet temperature, the amount of O2 needed for the ATR 
reduces due to less need for combustion of CH4, and so does the work of compression 
(Figure ‎4-4). The Air blown case exhibits the same behavior.   
Figure ‎4-4: O2 Compression work 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
45000
45500
46000
46500
47000
47500
200 300 400 500
O
2
 C
o
m
p
. W
o
rk
 (
kW
) 
 
Pre- Reformer inlet Temp.  
  
O2 Comp. Work
35 
 
4.1.2 Reformer Inlet Temperature 245°C- 500°C:  
 
Concentrations in ATR inlet:  
In both oxygen and air blown cases, there is no change in ATR inlet concentrations by 
increasing reformer inlet temperature (Figure ‎4-5). And that is logical, since warming up a 
stream will not have effect on its concentrations.  
Figure ‎4-5: Concentrations in ATR Inlet 
 
Concentrations in ATR Outlet:  
Increase in H2 and CO concentrations in ATR outlet is observed by increasing reformer inlet 
temperature (Figure ‎4-6). This can be due to more conversion of unburned methane in ATR to 
H2 and CO. The same is true for the air blown case. 
Figure ‎4-6:  Concentrations in ATR Outlet 
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Concentrations in LTS outlet:  
Increase in reformer inlet temperature causes an increase in H2 and CO concentrations in LTS 
outlet stream (Figure ‎4-7). This is due to the fact that increase in H2 and CO concentrations 
started from ATR outlet and then it propagates downstream of the system. The same is true 
for the air blown case (Figure ‎4-8). 
Figure ‎4-7:  Concentrations in LTS Outlet 
 
Figure ‎4-8:  Concentrations in LTS Outlet (Air) 
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Oxygen/ steam flow and compression work:  
By increasing reformer inlet temperature, there is a reduction in oxygen flow (Figure ‎4-9). The 
reason is due to less need of oxygen to keep ATR temperature high enough for the reactions 
to occur. The steam flow does not change because it is determined by S/C ratio and is not 
influenced by the reformer temperature. The S/C ratio is fixed at the beginning of the 
process (by use of a Set unit in HYSYS). The compression work is related to O2 flow and 
reformer temperature. A linear relationship between temperature rise and O2 compression 
work is observed ( 
Figure ‎4-10). The same trends are observed in the air blown case.  
Figure ‎4-9: O2 & Steam Flow 
 
Figure ‎4-10: O2 Comp. work 
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4.1.3 Reformer temperature 850°C–1050°C  
 
Concentrations in ATR outlet:  
With the sensitivity analysis conditions as given in Table ‎4-2, slight increase in H2 and CO 
concentrations is observed in oxygen blown case (Figure ‎4-11). That is due to the fact that 
more methane is converted to H2 and CO. In air blown case, reduction in molar 
concentrations of H2, CO2 and CH4 concentrations is observed (Figure ‎4-12). We expect an 
increase in molar flow rate of H2 by increasing reformer temperature and that is actually 
happening. If we plot molar flow rates instead of molar concentrations, increase in molar 
flow rate of H2 is observed. One conclusion from this graph can be made which is it is better 
to work with molar flow rates instead of molar concentrations for building metamodels.  
Figure ‎4-11: Concentrations in ATR Outlet (O2) 
 
Figure ‎4-12: Concentrations in ATR Outlet (Air) 
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Concentrations in LTS outlet:  
By increasing reformer temperature, increase in H2 concentration is observed (Figure ‎4-13), 
that is due to the fact that more methane is converted to H2 and CO. In air blown case, the 
trend is the same as ATR outlet concentrations and a reduction in H2, CO and CH4 
concentrations is observed (Figure ‎4-14). This is mainly because the ATR outlet concentration 
effects propagate downstream of the ATR.  
Figure ‎4-13: Concentrations in LTS Outlet (O2) 
 
 
Figure ‎4-14: Concentrations in LTS Outlet (Air) 
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Oxygen flow and compression work:  
There will be an increase in O2 flow and compression work by increasing the reformer 
temperature (Figure ‎4-15), (Figure ‎4-16). This is because more oxidant is needed to keep the 
ATR temperature high. The increase in air flow is more than oxygen flow mainly because of 
large volume of nitrogen present in air flow (Figure ‎4-17).   
Figure ‎4-15: O2 Flow 
 
Figure ‎4-16: O2 Comp. Work 
 
Figure ‎4-17: Air Flow 
 
8E+03
9E+03
1E+04
1E+04
1E+04
1E+04
800 850 900 950 1000 1050 1100
O
xy
ge
n
 F
lo
w
 (
km
o
l/
h
r)
 
Reformer OutletTemp. 
Oxygen Flow
3E+04
4E+04
4E+04
5E+04
5E+04
800 850 900 950 1000 1050 1100
O
2
 C
o
m
p
. W
o
rk
 (
kW
) 
Reformer Temp. 
O2 Comp. Work
4E+04
5E+04
6E+04
7E+04
8E+04
800 850 900 950 1000 1050 1100
 F
lo
w
 (
km
o
l/
h
r)
 
 
Reformer OutletTemp. 
Air Flow
41 
 
4.1.4 O2 Temperature 180°C-500°C:  
 Concentrations in ATR outlet and LTS outlet:  
In oxygen blown case, there is a slight increase in  H2 and CO concentrations (Figure ‎4-18). But 
in air blown case, a bigger change in H2 concentartion is observed (Figure ‎4-19). That is on the 
one hand because by increasing air temperature to ATR, less air will be needed to keep 
reformer temperature high. Therefore, less nitrogen will enter into the reformer and 
concentration of H2 increases. On the other hand, less CH4 will be needed to burn, so it can 
be reformed to CO and H2 in steam methane reforming reaction (Equation ‎2-2). The same 
trend is observed for LTS outlet concentrations.  
 
Figure ‎4-18: Concentrations in ATR Outlet (O2) 
 
  
Figure ‎4-19: Concentrations in ATR Outlet (Air) 
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O2/Air flow and compression work:  
There is a decrease in oxidant flow rate by increasing its temperature to ATR (Figure ‎4-20). 
The reduction in flow rate in air blown case is more than oxygen blown case, mainly because 
of the large volume changes (Figure ‎4-21). The compression work also decreases 
correspondingly (Figure ‎4-22).  
Figure ‎4-20: O2 Flow to ATR 
 
Figure ‎4-21: Air Flow to ATR 
 
Figure ‎4-22: O2 Comp. Work 
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4.1.5 HTS inlet temperature 300°C- 450°C  
 
Heating/ Cooling duty:  
No changes is observed in any of the output variables upstream HTS reactor except in the 
heating and cooling curves. LTS and HTS product cooling increases by increasing HTS inlet 
temperature, but the reformer product cooling decreases (Figure ‎4-23). The same scenario is 
true with the air blown case (Figure ‎4-24).  
Figure ‎4-23: Heating/ Cooling Duty (O2) 
 
 
Figure ‎4-24: Heating/ Cooling Duty (Air) 
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Concentrations in LTS outlet:  
A slight increase in CO concentration and slight decrease in H2 and CO2 concentrations are 
observed in both oxygen and air blown cases (Figure ‎4-25) and (Figure ‎4-26). This is logical 
because exothermic WGS reaction (Equation ‎2-4) is shifted back by increasing temperature, 
which results in increasing CO and decreasing H2 and CO2 concentrations.  
 
 
Figure ‎4-25: Concentrations in LTS Outlet (O2) 
 
Figure ‎4-26: Concentrations in LTS Outlet (Air) 
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4.1.6 LTS inlet temperature 150°C- 300°C 
 
Concentrations in LTS outlet:  
When LTS inlet temperature is changed from 150°C to 300°C, reduction in H2 and CO2 
concentrations and increase in CO concentration in both air and oxygen blown cases are 
observed (Figure ‎4-27), (Figure ‎4-28). This is because exothermic WGS reaction (Equation ‎2-4) is 
shifted back by increasing temperature. 
 
Figure ‎4-27:  Concentrations in LTS Outlet (O2) 
 
Figure ‎4-28: Concentrations in LTS Outlet (Air) 
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4.1.7 Pre-reformer Pressure 1500 kPa- 3500 kPa 
 
Concentrations in ATR Inlet:  
 By increasing the pre-reformer pressure, a slight increase in CH4 concentration in ATR inlet is 
observed (Figure ‎4-29). This is because a lower pressure is advantageous for the steam-
methane reforming (Equation ‎2-2). A very small decrease in CO2 and H2 concentrations is 
observed. CO concentration is very close to zero before ATR and is not observable in a graph 
with this scale.  
Figure ‎4-29: Concentrations in ATR Inlet (O2) 
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The pressure increase effect in ATR outlet concentrations is shown in Figure ‎4-30. Increase in 
CH4 concentration and decrease in H2 concentration is observed. This is again mainly 
because reverse reaction is preferred in steam-methane reforming reaction (Equation ‎2-2).  
Figure ‎4-30: Concentrations in ATR Outlet (O2) 
 
A slight decrease in H2 and CO and increase in CH4 concentrations is observed (Figure ‎4-31).  
Figure ‎4-31: Concentrations in LTS Outlet (O2) 
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Air/O2 Compression work:  
The Air/O2 compression work increases as the system pressure increases. The air blown case 
is shown in Figure ‎4-32.  
Figure ‎4-32: Air Comp. Work 
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4.1.8 Steam to Carbon ratio 0.6- 2.0:  
The case with S/C ratio is of great importance to us. Operations at low S/C involve the risk of 
soot formation in ATR and carbon formation in pre-reformer.  
Concentrations in ATR Inlet:  
By increasing S/C ratio in the inlet of the process, Methane concentration decreases, due to 
the fact that in methane reforming (Equation ‎2-2) forward reaction is preferred (Figure ‎4-33). 
The same is true with the air blown case (Figure ‎4-34).  
 
 
Figure ‎4-33: Concentrations in ATR Inlet (O2) 
 
Figure ‎4-34: Concentrations in ATR Inlet (Air) 
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Concentrations in ATR outlet: 
This part is surprising, because what we expect is to see increase in H2 concentration 
because of Steam Methane Reforming reaction (Equation ‎2-2). According to Figure ‎4-35 , 
however, H2 concentration decreases as S/C increases. This Figure is misleading, because in 
reality H2 concentration increases but at the same time concentration of H2O also increases 
which damps the effect of increasing H2 concentration. The same behavior is observed in air 
blown case (Figure ‎4-36).  
  
Figure ‎4-35: Concentrations in ATR Outlet (O2) 
 
Figure ‎4-36: Concentrations in ATR Outlet (Air) 
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Concentrations in LTS Outlet: 
 Concentrations in LTS outlet follow the same trend as in the ATR outlet (Figure ‎4-37).  
 
Figure ‎4-37: Concentrations in LTS Outlet (O2) 
 
O2 Compression work: 
Increasing S/C ratio, causes an increase in needed oxidant in ATR, thus increases the 
cmpression work in both oxygen and air blown cases (Figure ‎4-38).  
  
Figure ‎4-38: Air Compression Work 
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4.2 Correlation between input and output parameters 
The results of the sensitivity analysis help us better understand the relationships between 
input and output parameters. The sensitivity analysis results are tabulated in Table ‎4-3. S/C 
ratio and reformer temperature are strongly connected to most of the outputs. In case of 
the polynomial model, the correlation between inputs and outputs can be understood from 
the regression coefficients. The higher the regression coefficient for an input, the stronger 
the correlation between that parameter and the output. If we take a look at regression 
parameters for Polynomial models in Appendix I, they reflect the results of the following 
Table. It is worthwhile to check the regression parameters with the results in this Table. 
Therefore as an example regression parameters for the 700 point Polynomial model with 7 
inputs in oxygen blown ATR case are given in Table ‎4-4. Only regression parameters for linear 
terms are given. It is seen that the linear regression coefficients for S/C and ATR temperature 
are higher than other terms for most of the outputs which proves their strong effect on the 
outputs. 
Table ‎4-3: Results of Sensitivity analysis 
 
 Inputs 
  Outputs Weakly connected Strongly connected 
1 Steam Flow T preRef- T Refin- T Ref- T O2- T HTS in- T LTS in- P preRef S/C 
2 O2 Flow T preRef- T Refin- T O2- T HTS in- T LTS in- P preRef T Ref- S/C 
3 xH2 @ LTS Outlet T preRef- T O2- T HTS in- P preRef- T LTS in T Refin- T Refout- S/C 
4 xCO2 @ LTS Outlet T preRef- T Refin-  T O2- T HTS in- P preRef- TRef- T LTS in S/C 
5 xCO@ LTS Outlet T preRef- T Refin- T Refout- T O2- T HTS in- T LTS in- P preRef- S/C 
6 xCH4@ LTS Outlet  T preRef- T Refin- T Refout- T O2- T HTS in- T LTS in- P preRef- S/C  
7 xH2O @ LTS Outlet  
S/C 
8 xH2 @ ATR Outlet T O2- T HTS in- T LTS in- P preRef- T preRef- T Refin T Ref- S/C 
9 xCO2 @ ATR Outlet T preRef-  T Refin-  T O2- T HTS in- T LTS in-P preRef T Ref- S/C 
10 xCO@ ATR Outlet T preRef-  T Refin-  T O2-  T HTS in- T LTS in- P preRef T Ref- S/C 
11 xCH4@ATR Outlet T preRef-  T Refin- T Ref- T O2- T HTS in- T LTS in- P preRef-  S/C  
12 xH2O @ ATROutlet  
S/C 
13 xH2 @ ATR Inlet T Ref- T O2- T HTS in-  T LTS in- S/C- T Refin- P preRef- T preRef  
14 xCO2 @ ATR Inlet T Refin- T Ref- T O2- T HTS in-  T LTS in- P preRef- S/C-  T preRef  
15 xCO@ ATR Inlet T preRef-T Refin- T Ref- T O2- T HTS in-  T LTS in- P preRef- S/C  
16 xCH4@ATR Inlet T preRef-T Refin- T Ref- T O2-  T HTS in-  T LTS in- P preRef S/C 
17 xH2O @ ATR Inlet  
S/C 
18 Q pre Ref (preheat) T Refin-T Ref- T O2- T HTS in- T LTS in-   P preRef-  S/C T preRef 
19 Q Ref (Preheat) T Ref- T O2- T HTS in- T LTS in- P preRef T preRef- T Refin- S/C 
20 Q Ref Prod Cooling T preRef- T Refin- T O2-T LTS in-   P preRef T Ref-T HTS in- S/C 
21 HTS Prod Cooling T preRef- T Refin- T Ref- T O2-  P preRef T HTS in- T LTS in-  S/C 
22 LTS Prod Cooling T preRef- T Refin-  T O2-  P preRef- T Ref T HTS in- T LTS in-  S/C 
23 O2 Compression work T HTS in-  T LTS in-  T preRef- T Refin S/C - T Ref- T O2- P preRef 
24 T HTS Out T preRef- T Refin-  T O2- T LTS in- P preRef-  S/C- T Ref T HTS in 
25 T LTS Out T preRef- T Refin- T Ref-  T O2- T HTS in-  P preRef-  S/C T LTS in 
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Table ‎4-4: Linear regression coefficients in 700 point Polynomial model with 7 inputs in O2 blown ATR 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Steam Flow O2 Flow xCO2 @ ATR Inlet xCO@ ATR Inlet xH2 @ ATR Inlet xCH4@ATR Inlet xCO2 @ ATR Outlet
Output Number 1 2 3 4 5 6 7
Reg. Constant 1 48.45153927 -47399.80452 0.035075819 0.001507448 0.00158732 0.865258066 0.284546128
T preref 2 0.029378587 0.71887025 -1.89E-05 -8.47E-06 -9.76E-05 6.61E-06 -9.44E-06
Pre-ref P 3 0.006082587 -4.867249561 -2.42E-07 1.17E-07 2.74E-07 -5.46E-06 1.34E-05
S/C 4 19379.37375 6454.775744 -0.016590422 0.000396888 0.004309317 -0.421364057 0.038182452
ATR  inlet Temp 5 -0.046306022 -14.61993661 -2.13E-06 6.85E-07 -2.69E-07 -3.77E-05 1.95E-05
ATR T 6 -0.048536394 115.9004734 1.86E-06 -1.10E-06 -6.71E-07 2.98E-05 -0.000468086
HTS Temp 7 -0.021340753 10.27784405 5.79E-07 -1.40E-06 3.68E-06 -3.42E-05 -4.24E-05
LTS Temp. 8 -0.107353462 4.322274064 -6.66E-07 5.26E-08 1.66E-06 -2.57E-05 -1.32E-05
xCO@ ATR Outlet xH2 @ ATR OutletxCH4@ATR Outlet xCO2 @ LTS OutletxCO@ LTS Outlet xH2 @ LTS Outlet xCH4@ LTS Outlet
Output Number 8 9 10 11 12 13 14
Reg. Constant 1 -0.71512218 -0.71512218 1.638823459 -0.035870075 -0.382944536 -1.1387324 1.641476831
T preref 2 -2.67E-05 -2.67E-05 6.15E-05 -2.62E-05 -1.78E-05 -0.00018428 6.07E-05
Pre-ref P 3 -7.87E-05 -7.87E-05 0.00013561 -1.58E-05 -4.86E-05 -0.000164942 0.000135963
S/C 4 -0.031375174 -0.031375174 -0.249394152 0.033659451 -0.026187962 0.097236562 -0.24910932
ATR  inlet Temp 5 -0.000177445 -0.000177445 0.000343587 -1.32E-05 -0.000142161 -0.000221013 0.000344042
ATR T 6 0.002012683 0.002012683 -0.003196066 0.000557986 0.000970201 0.004021251 -0.003200096
HTS Temp 7 0.000152674 0.000152674 -0.000257367 3.29E-05 6.33E-05 0.00023191 -0.000260749
LTS Temp. 8 9.99E-05 9.99E-05 -0.000240274 -7.06E-05 0.000139913 0.000117568 -0.000245886
Pre-Ref. Preheating Ref. preheating O2 Compr. work Ref.Product Cooling HTS Outlet Temp. HTS Prod. CoolingLTS Outlet Temp. LTS Prod. Cooling
Output Number 15 16 17 18 19 20 21 22
Reg. Constant 1 -18240282.91 48827287.13 -169809.4255 -1494557694 -175.4562165 -1117133569 -489.933398 -318308351.9
T preref 2 703357.7159 -1253110.867 2.580109126 948462.1916 0.003985839 -440476.2234 0.045093829 799200.2688
Pre-ref P 3 6688.665323 7864.913472 -17.44276067 -240491.8076 -0.022033588 -165399.3396 -0.022560461 80052.97296
S/C 4 5282282.351 -51648604.88 23130.17086 306490529.5 19.75715687 245828639.4 -2.51981663 408361789.5
ATR  inlet Temp 5 -4481.203095 570693.4512 -52.42878986 -1387839.399 -0.062818799 -349596.9967 -0.00713327 -134480.1528
ATR T 6 2257.545114 11521.47561 415.3164282 4437028.956 0.742350615 3283959.692 1.043042751 -710893.7787
HTS Temp 7 -942.4839698 6789.276671 36.83291163 152020.1631 0.741178553 672796.2081 0.39919889 750394.1419
LTS Temp. 8 -1765.99993 3836.109245 15.47479319 -157167.561 0.003515909 -878933.4708 0.912930294 936057.7005
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4.3 Degree of freedom analysis:  
 
 Degree of freedom (DOF) analysis helps us in figuring out if a unit is correctly specified or 
not. It also provides insight of how many parameters are allowed to be changed at the same 
time around each unit operations. Degree of freedom is the number of independent 
variables that can be varied to specify the system or process.  
In this section, degree of freedom analysis for process units is presented. We will go through 
different units of the process and explain their degrees of freedom.  
1- Heat exchanger (HX-1):  
Figure ‎4-39: Heat exchanger 
 
 
Heat exchanger (HX-1) is located at the beginning of the process and heats up the steam 
(Figure ‎4-39).  A schematic view of the heat exchanger is shown below. 
 
    
 
 We have Nc components in the inlet and outlet of the Heat exchanger. Pressure and 
temperature in stream S1 is known and specified because of steam specifications.  
There are Nc mass flow equations for each of the components 1 2      1,...,s si if f i nc    
With heat balance equation, the amount of heat necessary is determined: pQ mc T   
We are left with only two degrees of freedom in the system, which are needed to specify the 
whole unit. They are pressure and temperature in stream S2.   
 
 
 
 
 
 
 
 
Nc, P, T Nc, P, T 
S1 
 
S2 
 
DOF = 2 
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2- Mixer (Mix-100) 
Figure ‎4-40: Mixer 
 
Mix-100 is mixing natural gas feed with steam and is located at the beginning of the process 
(Figure ‎4-40). A schematic view of it is shown below.  
 
 
 
 
 
 
 
 
Stream S1 is specified because the properties of natural gas are known and stream S2 is also 
specified because of the HX-1. We have three unknowns at the outlet of the mixer, which 
can be obtained by three constraints:  
1- Mass balance for each component   
31 2      1,...,
ss s
i i if f f i nc     
2- 3 1 2Min( , )S S SP P P  
3-  Heat balance for streams:  31 2 SS SH H H   
With these three equations, all the properties in outlet stream will be known and therefore 
there will be no degrees of freedom.  
 
 
 
 
 
 
 
 
 
 
DOF = 0 
Nc, P, T 
Nc, P, T 
Nc, P, T S1 
 
S2 
 
S3 
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3- Pre- Reformer:  
Figure ‎4-41: Pre-reformer 
 
 
Pre-reformer feed enters the equilibrium reactor and products leave from the top 
(Figure ‎4-41). There is no flow from the bottom of the reactor. A schematic view of the pre-
reformer is shown below. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
Stream S1 which is pre-reformer feed is fully specified from downstream unit (Mix-100).  
There is no flow from the bottom of the reactor and therefore there is no need for any 
specifications. Six equilibrium reactions determine component molar flows in stream S2. 
Heat balance equation determines temperature of S2.  One degree of freedom is left and 
that is Pressure of S2. In the simulation it is specified that Pr Reforme 0e rP    
 
 
 
 
 
 
 
 
 
Nc, P, T 
Nc, P, T 
No Flow 
S1 
 
S2 
 
S3 
 
DOF = 1  
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4- Compressor (K-100):  
Figure ‎4-42: Compressor 
 
 
There are three compressors in the process to increase air or oxygen pressure to the 
required level before the reformer (Figure ‎4-42). The inlet stream specifications are 
completely known because of the known properties of air or oxygen. There is no change in 
flow composition during compression, therefore the outlet composition is known. The 
pressure and temperature in the outlet stream will be determined by specifying either of 
them according to the following relations:  
2
1
pressure ratio
S
S
P
P
   
2 2
1
1
1
( )
n
S S n
S S
P T
P T
  
2 1
Compression work :   S SW H H   
Therefore there is one degree of freedom in which we can either specify the temperature or 
pressure in the outlet stream:   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Nc, P, T 
Nc, P, T 
S1 
 
S2 
 
DOF = 1  
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5- Reformer (ATR):   
 
 
Figure ‎4-43: Reformer 
 
 
Gibbs reactor is used as the reformer (Figure ‎4-43) and it calculates equilibrium 
concentrations based on minimizing the Gibbs free energy (at a specified temperature and 
pressure) or maximizing entropy (at a specified pressure and heat duty).  Schematic view of 
the reformer is shown below.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
All the properties of stream S1 is known. Nc component molar flows, pressure and 
temperature in stream S3 are to be determined. Two scenarios can be considered in ATR 
analysis: 
 Fisrt: The case where all the parameters of the input streams (S1 and S2) are known.  
The pressure in S3 is specified by specifying the pressure drop in the ATR. 
3 1
1 ( )S SP P bar   
Nc, P, T 
Nc, P, T 
No Flow 
S1 
 
S3 
 
S4 
 
S2 
 
Nc, P, T 
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Heat balance equation determines the temperature in S3.  
And finally mass balance equations determine the outlet molar flows.  
 
31 2 SS S
in in out
nc nc nc
m m m     
 
By specifying the pressure drop in ATR all the outputs are known and therefore there is one degree 
of freedom:  
 
Second: If molar flow of stream S2 is not determined, but instead the temperature and 
pressure of S3 are specified. Then the ATR calculates the molar flow rate in stream S2 so that 
it satisfies the outlet temperature and pressure in S3. Again the same equations as in the first 
case apply here. By specifying the pressure drop in ATR all the outputs are known and 
therefore there is one degree of freedom:  
 
 
 
6- HTS and LTS reactors:  
Figure ‎4-44: HTS and LTS reactors 
 
The case with HTS and LTS reactors (Figure ‎4-44) are exactly the same as the pre-reformer 
and they have one degree of freedom with which pressure drop can be specified in these 
two reactors.   
 
 
  
DOF = 1  
DOF = 1  
DOF = 1  
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5 Metamodel Building 
 
In this chapter the metamodel building step and their results are presented. As mentioned 
earlier, effort was made to compare two types of metamodels: Polynomial vs. Kriging. The 
Polynomial model was considered due to its historical usage in the statistical literature. The 
Kriging model was considered next because of its popularity for interpolating output from 
computer simulations.  
The IRCC process from an optimization point of view is very complex and computationally 
expensive. There is a need for techniques that consider computational efficiency and show 
promise for application to large scale flow sheet optimization problems. Surrogate models 
show the potential to surpass these difficulties in optimization software. The process 
parameters that initially were considered to be important as the inputs in the metamodel 
building step are given in Table ‎5-1. 
The part of the IRCC process for which metamodeling was performed is shown in Figure ‎5-1. 
Figure ‎5-1: Flow sheet for metamodeling part of the process 
Pre-Reformer ATR HTS LTS
Steam
Natural Gas
Air/Oxygen
 
Table ‎5-1: Input variables and their ranges 
Input No. Input variables Range 
1 Pre-reformer temperature 250°C-500°C 
2 Pre-reformer pressure 15 bar-35 bar 
3 S/C ratio in Pre-reformer inlet 0.6-2 
4 Reformer temperature 250°C– 500°C 
5 Reformer outlet temperature 850°C-1050°C 
6 O2/Air temperature 185°C – 500°C 
7 HTS temperature 300°C-450°C 
8 LTS temperature 150°C-300°C 
 
61 
 
Twenty-two outputs were considered important as they provide essential figures in the 
optimization of an IRCC plant. These variables are listed in Table ‎5-2. 
As mentioned earlier, simulations were done in ASPEN HYSYS software. For the sake of 
comparison and seeing the effect of number of runs on the accuracy of the model, several 
simulation runs were taken. For ease of performing data analysis and easy communication 
with HYSYS, Aspen Simulation Workbook (ASW) in Excel was used as a tool to make 
simulation runs. It is a powerful add-in tool that allows HYSYS to link process models to an 
Excel workbook. It allows the user to set up a number of different scenario runs for a 
simulation in Excel. The user can decide on a number of variables, which they want to vary 
and enter these in Excel. Excel feeds these values to HYSYS and runs the simulation for each 
of the scenarios. The user can define which output values they want HYSYS to feed to Excel. 
Thus, the simulation is run from Excel and Excel becomes the controlling program. This tool 
is very useful to do parametric studies without the need of user intervention. 
Metamodels were made for each of the outputs, which means 22 polynomial models and 22 
Kriging models in each simulation case. 
 
 
Table ‎5-2: Output variables 
 Variable  Variable 
1 Steam flow 12 xCO@ LTS outlet 
2 O2 flow 13 xH2 @ LTS outlet 
3 xCO2 @ ATR inlet 14 xCH4@ LTS outlet 
4 xCO@ ATR inlet 15 Pre-reformer preheating 
5 xH2 @ ATR inlet 16 Reformer preheating 
6 xCH4@ATR inlet 17 O2 compression work 
7 xCO2 @ ATR outlet 18 Reformer product cooling 
8 xCO@ ATR outlet 19 HTS outlet temperatue 
9 xH2 @ ATR outlet 20 HTS product cooling 
10 xCH4@ATR outlet 21 LTS outlet temperature 
11 xCO2 @ LTS outlet 22 LTS product cooling 
 
Each of the inputs was scaled to the range (-0.5, 0.5) according to equations given in 
Table ‎5-3 . Then MATLAB program was used to generate the LHS samples in the range (-
0.5,0.5). The samples were then descaled to their real values and entered into Excel.  By use 
of Aspen Simulation Work book in Excel, the simulation cases were run. HYSYS results were 
automatically exported to Excel sheets. Now we have the results of the simulations in excel 
sheets, ready to be processed. The schematic view of this process is given in Figure ‎5-2.  
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Table ‎5-3: Scaling of input variables 
 
 
 
Figure ‎5-2: Structure of data handling and software interaction 
 
 
 
 
 
 
 
MATLAB 
 (LHS Samples) 
Excel  
(Aspen Simulation 
Work book) 
Simulation 
Results 
MATLAB 
(Regression) 
Input 
Number 
Variable name Range of input Scaling Equation 
1 Pre-reformer temperature 250°C-500°C 
PreRef 375
250
T 
 
2 Pre-reformer pressure 15 bar-35 bar 25
20
P 
 
3 S/C ratio 0.6-2 / 1.3
1.4
S C 
 
4 Reformer temperature 250°C– 500°C 375
250
RefT 
 
5 Reformer outlet temperature 850°C-1050°C 
Refout 950
200
T 
 
6 O2/Air temperature 185°C– 500°C 2/ 342.5
315
O AirT 
 
7 HTS temperature 300°C-450°C 375
150
HTST 
 
8 LTS temperature 150°C-300°C 225
150
LTST   
In
p
u
t to
 R
u
n
 Scen
ario
s 
Sim
u
latio
n
 R
esu
lts 
HYSYS 
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Figure ‎5-3 shows the overall work that has been done in metamodel building.  A total of 30 
cases for oxygen blown and air blown ATRs were investigated. In each of the 30 cases, 22 
Kriging metamodels and 22 Polynomial metamodels were built which means for each of the 
22 outputs, one Kriging and one polynomial model was made. The number of cases 
considered for the air blown and oxygen blown ATRs are given in (Table ‎5-4).The reason for 
having few cases considered in the air blown ATR is the smooth behavior of the metamodels 
fit, whereas in oxygen blown cases there are some irregularities in fit which will be discussed 
later in section 5.3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Kriging (2nd order Reg. model) 
7 Inputs 
Polynomial 
Kriging (Zero order Reg. model) 
Kriging (2nd order Reg. model) 
Polynomial 
Kriging (2nd order Reg. model) 
Air blown 
8 Inputs 
7 Inputs 
Oxygen blown 
Meta Models 
Polynomial 
6 Inputs 
ATR Temp. 
Constant 
ATR Inlet Temp. 
Constant 
Krigin
g  
Poly.  
Krigin
g  
Poly.  
Figure ‎5-3: Overall work in metamodel building 
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Table ‎5-4: Number of cases considered based on ATR and model types 
 
 
 
 
 
 
Number of cases considered based on the number of sample points and ATR type is given in 
Table ‎5-5.  
 
Table ‎5-5: Number of cases considered based on ATR and Sample size 
Cases considered 
Sample Size  ATR 
Type 
No. of Cases 
600 O2 2 
700 
Air 2 
O2 9 
800 O2 2 
900 
Air 2 
O2 9 
1000 O2 2 
1100 O2 2 
Sum 30 
 
 
 
 
 
 
 
 
Type of ATR 
Model 
Type 
No. of cases 
cosidered 
Oxygen blown 
Kriging 14 
Polynomial 12 
Air blown 
Kriging 2 
Polynomial 2 
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For Metamodel building step, it was decided to use MATLAB programs available in the 
literature written specifically for this purpose. This was due to the fact that these programs 
are reliable and trustable enough for our study.  
For making Polynomial models Surrogate toolbox in MATLAB [53] was used. It is a general-
purpose library of multidimensional function approximation and optimization methods. The 
capabilities of this toolbox are given in Table ‎5-6. It is capable of making polynomial models 
from multidimensional inputs for a single dimension output.  
Table ‎5-6: Surrogate toolbox capabilities [53]  
Experimental Designs Full factorial and variants of the Latin hypercube 
designs 
Surrogates Gaussian process, Kriging, polynomial response surface, 
radial basis neural network and linear Shepard 
Error Analysis and cross validation Class error analysis (R2, root mean square error and 
others), leave-one-out and k-fold cross-validation. 
Surrogate based optimization Global sensitivity analysis, conservative surrogates (via 
safety margin), contour estimation, and variants of the 
efficient global optimization (EGO) algorithm.  
 
Kriging models were made by use of DACE toolbox written in MATLAB [43]. DACE stands for 
Design and Analysis of Computer Experiments. It is a well written program specifically to 
generate Kriging models made in Technical University of Denmark (DTU). It is capable of 
producing Kriging metamodel from high dimensional inputs and outputs.  
It is worthwhile to mention that the computer models addressed here are deterministic, and 
lack random error, i.e., repeated runs for the same inputs gives the same response from the 
model.  
Metamodels need to be evaluated and their accuracy be validated before they can be used 
in optimization software. For the validation step, 200 LHS sample points for oxygen blown 
ATR and 200 LHS sample points for air blown ATR were made and they were fed into the 
HYSYS. Then the results of these simulations were compared to the metamodel results for 
the same 200 points. Then as described in Chapter 2, SSE, SSR, SST and finally coefficient of 
determination (R2) were calculated for each metamodel. The comparison between 
metamodels is based on R2.  
The procedure used in developing metamodel in this thesis is as follows: 
1) Choosing the input and output parameters that yield accurate metamodels: as is 
done in Chapter 4 
2) Use of LHS experimental design method to pick the inputs to the simulation 
3) Running the simulation case at selected inputs via Aspen Simulation Workbook 
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4) Use of DACE and Surrogate toolboxes for regression and fitting metamodels to the 
data 
5) Model validation via 200 validation points 
6) Calculation of R2 as a measure of goodness of fit 
 
In section 5.1 Oxygen blown cases is considered and in fact most of the metamodeling focus 
is on this type of ATR, because of the unusual behavior of metamodel fit to the data. Kriging 
and Polynomial model results are given in section 5.1.1 and 5.1.2, respectively. Air blown 
ATR case is presented in section 5.2. A general overview of the presentation of the results is 
given in Figure ‎5-4 and Figure ‎5-5.  The numbers in the right hand side of the diagrams are 
number of simulation runs which metamodels were made for. For example in oxygen blown 
and for the 7 input case, six different sample sizes were used in metamodel building: 600, 
700, 800, 900, 1000 and 1100. This is to investigate the effect of sample size on the 
goodness of fit of the model. For each of these sample sizes, 22 Kriging and 22 Polynomial 
metamodels were made, one for each of the 22 outputs.  
 
 
 
 
 
Oxygen Blown ATR  
(Kriging model)  
 
 
 
 
 
 
Oxygen Blown ATR 
(Polynomial) 
 
 
8 
inputs 
7 
inputs 
6 
inputs 
Zero order Regression function 
600, 700, 800, 900, 1000, 1100  
2nd order Regression function 
700, 900 
700, 900 
ATR Temp. Fixed 
ATR inlet Temp. Fixed 
700, 900 
700, 900 
8 
inputs 
7 
inputs 
6 
inputs 
600, 700, 800, 900, 1000, 1100  
700, 900 
ATR Temp. Fixed 
ATR inlet Temp. Fixed 
700, 900 
700, 900 
Figure ‎5-4: Overview of presentation of results 
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Air blown ATR 
 
5.1 Oxygen Blown ATR 
 
26 cases were considered for the oxygen blown ATR. The presentation of the results is based 
on the number of inputs used in metamodel building. Kriging model results are presented 
first followed by results from Polynomial models.   
The work started with building metamodel for the oxygen blown case. The results in this 
case were not so interesting because some of the outputs were not fit satisfactorily. The 
reason for bad fit was thought to be because of over specifying around ATR. It was 
concluded to relax the constraints around the ATR, because already 4 variables were 
changing at the same time around it: 1- reformer temperature, 2- reformer outlet 
temperature, 3- temperature of oxygen to ATR, and 4- reformer pressure.  By removing the 
temperature of oxygen to ATR from the list of the inputs and fixing it to 250°C, the 
constraints were reduced. The results in the oxygen blown cases with 7 inputs showed 
improvement comparing to 8 input cases. This conclusion was used in the air blown case to 
start to build metamodels with 7 inputs. The air blown case showed much smoother results 
and much better fit unlike the oxygen blown case, although the only difference in the 
simulation of air blown and oxygen blown is addition of ASU to the oxygen blown case.  
Further to improve the goodness of metamodel fit, another constraint was removed from 
ATR which means working with 6 inputs. As a first step, ATR temperature was fixed to 
1000°C and metamodels were made. The results showed decrease in Coefficient of 
Determination (R2) and therefore the fit became even worse than in 7 input case.  Another 
idea that improved the fit of the metamodel was to fix the temperature of the inlet feed 
stream to ATR. In this case R2 had the highest number among all other metamodels in O2 
blown case. Thus, the best fit in oxygen blown case was with 6 input and inlet temperature 
to ATR fixed.   
5.1.1 Kriging Metamodels 
The DACE toolbox was used to make the Kriging metamodels. The toolbox provides 
regression models with polynomials of orders 0, 1 and 2. The user can also supply a new 
regression model in the form of a function. More details are provided in the user manual of 
the toolbox [43].  
The results are presented according to the number of inputs used. Metamodel results with 
8, 7 and 6 inputs are given in the following sections.  
 
7 inputs 
Kriging 
Polynomial 700, 900 
700, 900 
 
Figure ‎5-5: Continue of overview of presentation of results 
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Using 8 input variables: 
 
 
The first metamodels were made for O2 blown ATR with 8 inputs. For each of the outputs a 
Kriging model was built and then R2 was calculated by use of statistical measures as 
described in chapter 2. As an example, tabulated results for 900 point model are presented 
here. Figure ‎5-6 shows calculated Theta parameters for 8 inputs. Figure ‎5-7 shows calculated 
Beta parameters in Kriging models. Figure ‎5-8 gives the variance calculated for each of 
outputs. Figure ‎5-9 shows statistical measures used to calculate R2. The rest of the regression 
results for all the metamodels are given in Appendix I which accompanies the thesis.  
 
Figure ‎5-7: Beta parameters in Kriging models for one sample size 
 
 
 
y^1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
1 -3.57E-05 0.248649 -0.20811 -0.52601 -0.14972 -0.15283 0.072062 0.032707 0.165397 -0.38755 0.706741 -0.27038 0.307781 -0.38905 -0.03846 -0.04371 0.248417 0.0611 0.117424 0.03807 0.195064 0.001962
2 8.67E-06 -0.07862 0.790348 0.812883 0.979452 -0.11636 -0.0417 0.012664 0.054764 0.002127 -0.04335 0.02019 0.040205 0.002243 0.998488 -0.57473 -0.07858 -0.01118 -0.00432 0.001826 -0.00623 -0.0209
3 6.70E-07 -0.15223 -0.11177 -0.06323 -0.13622 0.015953 0.043333 -0.11183 -0.25898 0.284355 -0.02915 -0.1058 -0.21337 0.284785 0.047109 -0.0275 -0.15568 0.013644 -0.02831 -0.0081 -0.06504 0.007624
4 1.000004 0.329749 -0.55157 -0.26159 0.021952 -0.98577 0.84007 -0.89656 -0.90261 -0.33839 0.127873 -0.83982 -0.85908 -0.3379 0.013771 0.068724 0.329564 0.546858 -0.05513 0.438222 -0.23782 0.925933
5 -1.03E-05 -0.26848 -0.00128 0.01029 -0.00046 -0.00089 -0.16818 0.047129 0.165368 0.024553 -0.1378 0.055233 0.126961 0.024433 -7.48E-05 0.791502 -0.26835 0.001763 -0.00325 -0.01472 0.015244 -0.05544
6 2.85E-05 0.743861 0.000686 0.005035 6.75E-05 0.001344 -0.44839 0.368316 0.11542 -0.65928 0.250562 0.160804 0.274833 -0.65946 5.25E-05 -4.68E-05 0.743448 0.622211 0.199407 0.167352 0.095168 0.071985
7 -2.11E-05 -0.06493 1.48E-05 -0.00342 0.000215 -0.0005 -0.03724 0.008114 0.033313 0.011665 -0.03922 0.012637 0.02221 0.011498 0.000186 -0.00014 -0.0649 0.000997 -0.00216 -0.00907 0.005606 -0.00922
8 1.25E-05 -0.00143 0.000551 -0.00987 -0.00018 0.000662 -0.00079 -0.00238 -0.00893 0.009469 -0.17521 0.077638 -0.05986 0.009223 8.26E-05 0.000346 -0.00143 -0.40531 0.968031 0.517293 0.214268 0.089367
9 -9.69E-06 0.010551 -0.00044 0.001333 -0.00064 0.000301 -0.00711 0.005312 -0.00024 -0.00966 -0.67553 0.31726 -0.20242 -0.01016 5.76E-06 -2.24E-05 0.010543 0.010735 0.002488 -0.69727 0.892235 0.364315
10 -1.76E-05 -0.00919 0.111141 0.406588 0.149984 -0.01909 -0.00639 0.003537 0.011968 -0.00732 -0.00103 0.001803 0.009844 -0.00743 0.040473 0.017872 -0.00919 0.001988 0.000518 -0.00071 0.000689 -0.0024
11 -2.59E-05 -0.00763 -0.04576 -0.05043 -0.05681 0.006773 0.006227 -0.00762 -0.01331 0.016941 0.005379 -0.00865 -0.00916 0.017039 -0.00372 -0.01638 -0.00758 -0.00379 -0.00168 0.009213 -0.01372 -0.00524
12 -3.55E-06 -0.01956 0.021534 -0.2579 0.008872 0.008585 0.005328 -0.0037 0.004165 0.004876 0.024262 -0.01234 0.010607 0.00508 -0.00311 -0.07457 -0.01955 -0.00737 0.001799 0.010471 -0.00645 -0.01091
13 4.25E-05 0.003642 0.001181 -0.01045 0.000669 0.000397 -0.0058 0.001004 -0.00722 0.006663 -0.00167 -0.00022 -0.0044 0.006684 5.75E-05 0.002547 0.003646 0.008803 0.00216 0.002258 -0.00142 0.001129
14 -7.15E-06 -0.03718 0.000929 -0.00874 0.000865 -0.00023 0.026463 -0.01822 -0.00027 0.029421 -0.014 -0.0058 -0.01138 0.029415 4.00E-05 -7.56E-05 -0.03717 -0.03583 -0.01177 -0.01111 -0.00173 -0.00289
15 -6.47E-06 -0.00567 0.001062 -0.01159 0.000867 -0.00017 0.001754 -0.00341 -0.00541 0.009659 -0.00162 -0.00322 -0.00547 0.009593 -4.14E-06 0.000141 -0.00566 -0.00352 -0.00131 -0.00471 0.003322 0.00223
16 -7.11E-06 -0.01945 -0.00024 -0.00899 -0.00017 -0.00065 0.012553 -0.01085 -0.00666 0.021108 0.001389 -0.00963 -0.00835 0.02106 -1.19E-08 -0.00028 -0.01944 -0.01401 -0.00415 -0.00412 -0.00389 -0.00195
17 1.11E-05 0.018628 -0.00064 0.01173 -0.00043 0.000226 -0.01244 0.008233 -0.00272 -0.01091 -0.00292 0.005784 -0.00068 -0.011 -0.00014 -0.00055 0.018622 0.018997 0.004661 -0.006 0.012738 0.008371
18 8.20E-07 -0.02644 0.014509 0.012524 0.018293 -0.00276 0.017477 -0.01189 0.005529 0.016558 -0.0168 0.001387 -0.00383 0.016764 0.000562 0.00397 -0.02631 -0.02902 -0.01072 0.002213 -0.01314 -0.01103
19 1.75E-05 0.053121 -0.00104 0.028342 0.001178 -0.00208 -0.03387 0.036247 0.048038 -0.09562 -0.06039 0.064107 0.03152 -0.09493 0.003613 -0.00455 0.052974 0.021586 -0.00357 0.029071 -0.02559 -0.00865
20 2.93E-05 -0.00882 0.00071 0.0018 0.000517 0.000511 0.000329 -0.00247 0.00012 0.006695 -0.00524 -0.00142 -0.0025 0.006504 -0.00016 0.003406 -0.00873 -0.00608 -0.00111 -0.00535 0.003205 0.001516
21 -1.25E-05 0.12119 0.001218 -0.00409 -0.00037 0.002418 -0.03916 0.079746 0.147748 -0.19317 0.0429 0.060491 0.13147 -0.19372 -0.00013 0.000389 0.12086 0.025265 0.020777 0.015948 0.027626 0.002092
22 -3.32E-06 -0.00098 -0.00092 0.007209 -0.00025 -0.00078 0.001058 -0.00279 -0.00763 0.00927 0.005828 -0.00733 -0.00591 0.008951 4.65E-06 -0.00011 -0.00095 0.003222 0.001828 -0.00539 0.00421 0.003766
23 1.09E-05 -0.00293 4.54E-05 0.000258 -5.50E-06 0.0001 0.004234 -0.00209 0.000956 0.003628 0.007744 -0.00667 -0.00025 0.003187 5.89E-05 0.000422 -0.00292 -0.00252 0.006369 0.005995 -0.01384 -0.00443
24 -3.05E-05 -0.00484 0.00063 -0.00175 0.000276 0.000556 0.000629 -0.00323 -0.00718 0.010317 0.002853 -0.00889 -0.00873 0.009688 0.000129 0.000266 -0.00484 -2.17E-05 -0.00141 -0.0257 0.033012 0.013519
25 1.78E-05 -0.05751 0.082422 0.095867 -0.01808 0.173268 -0.14477 0.082846 0.007963 0.117238 -0.59415 0.326303 -0.13089 0.11763 -0.00225 -0.00277 -0.05749 -0.0261 -0.08337 -0.04286 -0.10199 0.025298
26 -2.36E-06 -0.00615 0.001003 0.007442 0.000695 0.001047 -0.01801 0.017064 0.022456 -0.03766 0.069987 -0.01971 0.041433 -0.03786 -0.00025 0.112414 -0.00614 0.020337 0.018283 0.009583 0.01799 -0.00873
27 2.69E-05 -0.09237 -0.00026 0.004509 -0.00042 0.000457 0.028174 -0.0786 -0.16825 0.261642 0.064256 -0.12065 -0.11966 0.260977 2.59E-05 -0.00042 -0.09232 0.029902 -0.00166 -0.01848 0.00491 0.012026
28 -1.54E-05 -0.00218 -3.25E-05 0.007532 -8.50E-05 0.000498 0.006487 0.000514 0.008209 -0.00736 0.021923 -0.00809 0.009994 -0.00758 -0.00018 -0.00029 -0.00218 -0.00719 0.002571 -0.00323 0.008949 -0.00042
29 -3.20E-06 0.007538 -0.00067 0.010084 -0.00017 -0.00033 -0.00301 0.003196 0.001847 -0.00798 0.043954 -0.01987 0.013119 -0.00841 -2.17E-05 -0.00048 0.007538 -0.04148 0.021579 0.071715 -0.00616 0.005492
30 1.14E-05 0.000175 0.000831 -0.01288 0.000319 0.000211 0.000146 0.000812 0.004464 -0.0047 0.140601 -0.0695 0.04022 -0.00548 0.000104 0.000364 0.000172 -0.0009 -0.00294 -0.10657 0.087047 0.055681
31 8.78E-06 -0.00879 0.000689 0.001044 -8.67E-05 0.001363 -0.00636 -0.00019 -0.00328 0.010999 -0.01094 0.000689 -0.00584 0.010704 -3.22E-06 0.018072 -0.00878 0.002467 -0.00017 -0.00584 0.001472 0.002393
32 -1.24E-05 0.023428 0.000224 -0.00183 2.39E-05 0.000241 -0.00198 0.011092 0.01415 -0.02572 0.01448 0.006771 0.01605 -0.0256 -3.12E-05 0.000143 0.023423 0.011027 0.00349 0.007837 0.001246 -0.00117
33 3.31E-07 0.002864 0.000854 -0.00283 0.000109 0.001127 -0.00028 -0.00048 -0.00501 0.00307 -0.00668 0.002535 -0.00561 0.003101 -6.57E-05 -5.53E-05 0.002856 0.004542 -0.0008 -0.00018 -0.00238 0.00108
34 4.99E-07 0.005823 0.000123 -0.00367 -0.00035 0.000545 -0.0033 0.002727 9.39E-05 -0.00346 0.005062 0.00088 0.003647 -0.00325 0.000106 -0.00013 0.005816 0.007056 0.000444 0.004282 -0.00148 -0.00227
35 -8.78E-06 -0.00806 0.000954 -0.0093 0.000629 0.000136 0.002499 -0.00153 0.00508 -0.00133 -0.03181 0.013944 -0.00632 -0.00129 1.37E-05 0.000251 -0.00805 -0.01091 -0.00357 -0.00279 -0.0066 -0.00097
36 1.50E-05 -0.14437 9.95E-05 -0.00466 0.000513 -0.00088 0.068027 -0.10944 -0.19695 0.253804 -0.05464 -0.08268 -0.18199 0.254007 -9.39E-05 0.000129 -0.14429 -0.002 -0.02877 -0.03069 -0.0341 0.00645
37 -1.64E-05 -0.00994 0.00113 -0.00332 0.000633 0.000764 0.000317 -0.00185 -0.00096 0.006358 0.002081 -0.00089 0.002156 0.006775 -0.00011 -6.22E-05 -0.00993 -0.00261 -0.00208 0.00877 -0.00765 -0.00758
38 1.08E-05 0.010111 -0.00097 0.004611 -0.00058 -0.0005 -0.00517 0.00507 0.002625 -0.01451 -0.00628 0.009149 0.003457 -0.01409 -0.0001 3.50E-05 0.01011 0.001626 -0.00539 0.012094 -0.00288 0.000455
39 -1.50E-05 0.014057 -0.00031 -0.00699 0.000744 -0.00206 -0.00622 0.002972 -0.00817 -0.00345 -0.00053 0.005216 -0.00084 -0.0028 0.000177 -2.63E-05 0.014046 0.019394 0.005717 0.005106 -0.01548 0.000839
40 5.22E-06 0.011062 0.000824 -0.0034 -0.00036 0.001775 -0.00843 0.007837 0.006294 -0.01579 -0.00316 0.008523 0.006652 -0.01569 7.59E-06 0.000372 0.011043 0.007903 0.000915 0.004635 -0.00116 -0.00065
41 -1.44E-06 0.039356 -0.00026 -0.00439 -0.0003 -0.00022 -0.02206 0.019533 0.008543 -0.03902 0.02202 0.006814 0.020312 -0.03868 2.24E-05 -0.00019 0.039336 0.031836 0.010583 0.012611 0.005299 0.000786
42 -1.66E-05 0.010124 -3.63E-05 -0.00205 0.000623 -0.00113 -0.0028 0.005724 0.010018 -0.01818 -0.00106 0.008268 0.009814 -0.01784 -8.62E-05 4.26E-05 0.010118 0.003355 0.001321 0.009448 -0.00592 -0.00432
43 1.71E-05 -0.00688 -0.00038 -0.00215 0.000547 -0.00161 0.007848 -0.00301 0.007304 -0.00029 0.00867 -0.00281 0.008046 8.81E-05 -0.00012 -1.61E-05 -0.00687 -0.01418 0.005014 0.013388 -0.01135 -0.00845
44 1.46E-06 0.001376 0.000246 0.001969 -0.00055 0.00137 -0.00297 0.00094 -0.00249 0.001145 -0.02768 0.015779 -0.00645 0.001716 8.66E-05 0.000282 0.001378 0.003893 -0.00048 0.00072 -0.00206 -4.16E-05
45 -9.31E-06 -0.00129 0.000323 0.008699 -0.00012 0.001217 -0.00257 0.001619 0.002376 0.001255 -0.03351 0.020221 -0.00379 0.001849 -5.00E-05 -0.00044 -0.00129 -0.00205 -0.00098 0.020704 -0.03391 -0.01204
O2- 900-2nd order- Kriging- Betas
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Figure ‎5-6: Theta parameters for one sample size (22 Metamodels) 
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As described in Chapter 2, different regression functions can be used in creating Kriging models. 
Two types of regression functions were used to investigate which one provides better fit: Zero 
order and second order Polynomial. As Figure ‎5-10 shows, 2nd order regression function gives 
better fit to the data. So, this type of regression function was used for all the Kriging models.  
Figure ‎5-10: O2- Kriging Zero order Vs. 2nd Order (900) 
 
 
 
 
Outputs 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
Sigma 2 (Variance) 10.9451357 281421.4 8.15E-09 1.64E-09 6.82E-08 3.58E-06 5.84E-06 4.14E-05 2.72E-05 8.59E-05 9.43E-06 1.44E-05 6.34E-05 8.59E-05 3.84E+10 1.7E+12 3611679 1.22E+16 13.85018 7.58E+14 21.38597 7.61E+14
Out put No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
SSE 2089.682 82460426 2.33548E-06 4.68E-07 1.81E-05 0.000772 0.001583 0.013995 0.011409 0.033012 0.001383 0.006113 0.020795 0.033016 4.98E+12 2.89E+14 1.06E+09 2.79E+18 3145.41 1.17E+17 3419.575 8.71E+16
SSR 1.23E+10 2.74E+08 0.005703695 1.13E-05 0.077332 1.33935 0.016777 0.168172 0.164503 0.086144 0.024288 0.110897 0.274931 0.086183 1.41E+18 8.03E+18 3.52E+09 1.74E+19 198753.8 7.07E+18 263094.3 2.57E+19
SST 1.23E+10 3.57E+08 0.00570603 1.18E-05 0.07735 1.340122 0.01836 0.182167 0.175912 0.119156 0.025672 0.117011 0.295726 0.119199 1.41E+18 8.03E+18 4.58E+09 2.02E+19 201899.2 7.19E+18 266513.9 2.58E+19
R2 (2nd order-8 Inputs) 1 0.76882 0.999590701 0.960328 0.999766 0.999424 0.913789 0.923172 0.935144 0.722952 0.946122 0.947754 0.929683 0.723019 0.999996 0.999964 0.769044 0.862096 0.984421 0.983714 0.987169 0.99662
O2 blown- Kriging- 8input-2nd order regression function (900)
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Figure ‎5-8: Calculated variance for outputs 
Figure ‎5-9: Statistical measures to calculate R
2
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The 900 point model result is shown in Figure ‎5-11. R2 above 0.95 is considered to be a good 
fit and it means that the model takes into account 95 % of the variations in data.  As is 
shown in the Figure ‎5-11, some of the output variables with poor performance than others in 
terms of being fit with the metamodel and are listed in Table ‎5-7.  The same behavior is 
observed in the Polynomial model. Possible reasons for bad behavior of these outputs are 
given in section 5.3. 
 
Figure ‎5-11: O2- Kriging 900 point model 
 
 
 
Table ‎5-7: Outputs with poor performance in metamodel 
Output 
No. 
Variable 
2 Oxygen to reformer (O2 flow) 
10 CH4 concentration in ATR outlet 
14 CH4 concentration in LTS outlet 
17 Oxygen compression work 
18 Reformer product cooling 
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In order to see the effect of increasing the sample points in model building step for Kriging 
model, 700 and 900 point models are compared in Figure ‎5-12. Slight improvement to the fit 
especially for the misbehaving outputs is observed.  
Figure ‎5-12: O2- Kriging- 700 vs. 900 point model 
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Using 7 input variables: 
When the unexpected behavior of metamodel in fitting the data was observed, it opened new 
doors to search for the possible improvements to the fit. The constraints around the ATR were: 
O2 temperature to ATR, Reformer temperature, Reformer inlet temp and pressure of the 
system. In order to ease the constraints to improve the fit, O2 temperature was decided to be 
fixed to 250°C. So the number of inputs reduced to 7.  
Reducing the inputs from 8 to 7, improved the metamodel fit. For comparison, 900 point 
model is shown in Figure ‎5-13.  
Figure ‎5-13: O2- Kriging- 7 vs. 8 Inputs (900) 
 
 
In order to investigate the effect of sample size, metamodels were made for six different 
sample sizes.  
 
The results of the built Kriging models for these sample sizes are shown in Figure ‎5-14. The 
models demonstrate almost similar behavior and not a special pattern can be discerned 
from the graph.  
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Figure ‎5-14: O2- Kriging-(600,700,800,900,1000, 1100) 
 
For each of the sample sizes, R2 average was made according to the following equation: 
 
Figure ‎5-15 shows R2 average for the 6 different sample sizes. No discernible pattern can be 
observed although one expects improvement to the metamodel fit by increasing the sample size. 
Average R2 for all the sample sizes are close to each other and differ only in parts of thousands, as 
the vertical axis of the figure shows. Several researchers also observed the same behaviors 
towards increasing the sample size. Simpson et al. [27] while comparing Experimental design and 
metamodel types observed discrepancies among some of their sample sizes. They suggested that 
the reason is due to over fitting of the function because of its smooth behavior and if it was more 
nonlinear, taking more points would increase R2.  Laurenceau and Sagaut [54] also observed 
fluctuations in error of the metamodels by increasing sample sizes.  
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Figure ‎5-15: R
2
 average O2 Blown case (Kriging Model) 
 
 
 
 
Using 6 input variables: 
 
 
 
Improvements observed by moving from 8 to 7 inputs, gave this idea that by reducing the 
number of constraints around ATR, the metamodel fit increases. It is worthwhile to further 
reduce the number of constraints around ATR. As a first try, ATR temperature was fixed to 
1000°C and metamodels were built for two sample sizes, 700 and 900 points. Figure ‎5-16 
shows the results for these two cases. The results of keeping ATR temperature constant 
show deterioration in metamodel fit.  
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Figure ‎5-16: O2- Kriging- 700 vs. 900 point model- 6 inputs with ATR Temp. Fixed 
 
For the sake of comparison, the results with 6 inputs with ATR temperature fixed and 7 
inputs for 900 point model is given in Figure ‎5-17. It shows how poor the metamodel fit 
becomes.  
 
Figure ‎5-17: O2- Kriging- 6 (ATR Temp. Fixed) vs.7 Inputs (900) 
 
To further investigate which of the constraints around the ATR is causing the misbehavior of 
metamodel, it was decided to keep ATR inlet temperature constant instead of ATR 
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temperature. ATR inlet temperature was fixed to 450°C and then metamodels were built for 
700 and 900 points. The metamodel fit improved a lot as is shown in Figure ‎5-18. In fact the 
best metamodel fit for oxygen blown ATR is in this case. It can be concluded that one cause 
for bad behavior of metamodel fit is ATR inlet temperature.  
Figure ‎5-18: O2- Kriging- 6 (ATR Inlet Temp. Fixed) vs.7 Inputs (900) 
 
 
5.1.2 Polynomial Metamodel 
Polynomial models were made by use of Surrogate toolbox in MATLAB [53]. As Figure ‎5-19 
shows, the results are presented according to the number of inputs in metamodel.  
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Figure ‎5-19: Overview of presentation of results 
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The magnitude of the coefficients in Polynomial metamodels indicate the importance of the 
corresponding term and the bigger effect it has on the output of the model. 
Using 8 input variables: 
 
 
Two polynomial metamodels were made for the 8 input case. The second order polynomial 
models have 
( 1)( 2)
2
n n
k
 
 coefficients for n input variables. As an example, tabulated 
regression results and Beta parameters for 900 point model are presented in Figure ‎5-20 and 
Figure ‎5-21. The rest of the regression results for all the metamodels are given in Appendix I 
which  
accompanies the thesis.  
 
 
 
Figure ‎5-21: Regression parameters in Polynomial models 
 
 
Output No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
SSE 2033.693 80963474 2.49932E-06 5.14E-07 1.96E-05 0.000835 0.001558 0.013634 0.010679 0.031522 0.001428 0.005938 0.020053 0.031524 5.44E+12 3.22E+14 1.04E+09 2.73E+18 3102.415 1.18E+17 3397.146 8.68E+16
SSR 1.23E+10 2.73E+08 0.005704265 1.14E-05 0.077363 1.33941 0.016799 0.16819 0.164168 0.083846 0.024559 0.111778 0.273668 0.083885 1.41E+18 8.03E+18 3.51E+09 1.74E+19 199032.6 7.09E+18 262113.8 2.57E+19
SST 1.23E+10 3.54E+08 0.005706765 1.19E-05 0.077383 1.340245 0.018357 0.181824 0.174848 0.115368 0.025987 0.117716 0.29372 0.115409 1.41E+18 8.03E+18 4.55E+09 2.01E+19 202135.1 7.21E+18 265511 2.58E+19
R2=SSR/SST 1 0.771221 0.999562042 0.956744 0.999747 0.999377 0.915151 0.925016 0.938921 0.726772 0.94506 0.949555 0.931728 0.726848 0.999996 0.99996 0.77144 0.864437 0.984652 0.983643 0.987205 0.99663
 O2 blown-Polynomial model (8 inputs) 900
900 point- 8 inputs
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
1 23.02687287 -45785.89761 0.036461522 0.00029188 0.007751625 0.838078533 0.281665994 -0.733771507 -0.95298035 1.705360532 0.087366813 -0.51944168 -1.11476997 1.709197655 -22823513 56467928.1 -164018.9811 -559058426.6 -119.0099293 -8.7E+08 -392.8606452 -426778002.5
2 0.02469536 13.44364227 -2.00E-05 -7.31E-06 -0.000103181 3.70E-05 -6.27E-05 0.000155959 4.48E-05 -0.000203296 1.44E-05 8.25E-05 0.000127852 -0.000202981 698933.8289 -1238214.797 48.15565662 2340391.557 0.081534402 449194.7 0.02848224 331802.5101
3 0.003085897 -4.218364541 -1.98E-07 1.69E-08 1.16E-08 -4.55E-06 9.46E-06 -7.09E-05 -0.00014128 0.000127864 -9.88E-06 -4.83E-05 -0.000155318 0.000128426 7489.685737 3210.371991 -15.11751349 -74833.85626 -0.01687042 -91902 -0.022312275 42872.54076
4 19388.1348 6485.544264 -0.016678327 0.000113998 0.004456355 -0.429505876 0.03740019 -0.030369298 0.10180947 -0.255012582 0.042145603 -0.03093989 0.113391245 -0.254300888 6141682.662 -38751403.55 23242.38804 344233771.8 19.39979605 3.24E+08 -3.340609108 330072013.2
5 -0.020490929 -8.874004214 -2.81E-06 5.10E-07 -2.45E-06 -4.33E-05 1.67E-06 -7.77E-05 -3.27E-05 0.000119454 -4.39E-05 -3.04E-05 -7.52E-05 0.000119638 1082.924552 573567.7367 -31.82699219 -1163885.843 -0.042729886 -287299 -0.00959423 -105136.9853
6 -0.041540745 114.5530563 -7.61E-07 9.66E-07 -7.32E-06 4.52E-05 -0.000460557 0.00206791 0.00329048 -0.003391033 0.000341011 0.001242093 0.004052773 -0.003395734 5762.268985 -16863.30047 410.4737398 2790588.486 0.637832331 3265994 0.792456394 -929435.5761
7 0.030470831 -4.567056516 -1.86E-06 3.65E-07 -2.84E-06 -2.05E-05 1.97E-05 -6.17E-05 -2.40E-05 8.83E-05 -3.26E-05 -2.34E-05 -9.93E-05 8.60E-05 2914.833268 249.1070572 -16.36529761 -920728.5048 -0.02434782 -547424 0.031370232 399365.8931
8 -0.092823876 -4.606350661 3.18E-06 9.92E-09 2.56E-06 6.11E-05 -1.36E-06 -5.52E-05 -0.0001252 0.000167317 -9.89E-05 1.01E-06 -0.000290182 0.000159658 5155.041433 6227.287016 -16.51614674 -1063581.85 0.640154248 -925147 0.485349619 2015030.705
9 0.08289895 -7.836609765 -9.88E-07 4.24E-07 -5.49E-06 1.83E-05 4.35E-05 -7.36E-05 6.30E-05 5.91E-05 -9.33E-05 1.10E-05 -0.000159405 5.04E-05 -6451.481279 1568.720976 -28.0742522 -2429696.555 -0.048769665 -2171085 0.948823194 1723327.554
10 -2.87E-05 -0.002037092 1.21E-07 1.95E-08 5.67E-07 -2.96E-07 -1.30E-08 2.15E-08 6.31E-08 -2.97E-08 -1.68E-10 6.33E-09 7.19E-08 -3.01E-08 648.596139 670.7127544 -0.007303423 186.3353878 5.40E-06 -14.7791 6.19E-06 -154.8488364
11 -4.73E-06 -0.00019628 -6.23E-09 -3.01E-10 -2.69E-08 1.30E-08 1.36E-09 -5.25E-09 -9.32E-09 8.26E-09 1.47E-09 -4.84E-09 -8.33E-09 8.32E-09 -7.451707737 -77.07680838 -0.000699068 -20.13278576 -1.15E-06 39.6579 -1.22E-05 -41.83147086
12 -0.000662126 -0.802824158 4.18E-06 -2.20E-06 5.97E-06 2.37E-05 1.56E-06 -3.42E-06 4.04E-06 3.26E-06 9.87E-06 -1.05E-05 1.45E-05 3.41E-06 -8877.26663 -500556.6078 -2.8760344 -64976.32157 0.002411782 67293.32 -0.008284616 -131000.3885
13 6.10E-05 0.000597877 1.36E-09 -5.09E-10 2.65E-09 7.08E-09 -1.02E-08 2.39E-09 -4.49E-08 3.39E-08 -4.65E-09 -2.73E-09 -3.86E-08 3.40E-08 0.70775734 96.3022409 0.002146664 471.8698527 1.22E-05 74.56964 -1.29E-05 66.2691985
14 -1.12E-05 -0.011065445 1.30E-09 -5.52E-10 4.27E-09 -5.43E-09 6.20E-08 -1.31E-07 2.50E-09 1.49E-07 -3.62E-08 -3.42E-08 -9.78E-08 1.49E-07 0.860185258 -3.795095528 -0.039647421 -2577.822288 -9.03E-05 -468.143 -1.39E-05 -252.4018284
15 -7.11E-06 -0.001116637 9.39E-10 -4.46E-10 2.65E-09 -2.01E-09 2.62E-09 -1.65E-08 -2.56E-08 3.37E-08 -2.59E-09 -1.30E-08 -3.35E-08 3.35E-08 -0.045816339 5.290165458 -0.003995772 -161.5278535 -6.58E-06 -129.379 1.93E-05 119.4722103
16 -1.68E-05 -0.007742918 -6.08E-10 -6.45E-10 -1.27E-09 -1.83E-08 3.91E-08 -1.05E-07 -6.12E-08 1.46E-07 6.94E-09 -7.62E-08 -9.87E-08 1.46E-07 -0.046842193 -19.56865486 -0.02773961 -1343.811524 -4.16E-05 -229.648 -4.46E-05 -226.8409499
17 3.06E-05 0.008210838 -1.28E-09 9.92E-10 -3.31E-09 7.62E-09 -4.23E-08 8.88E-08 -2.40E-08 -8.75E-08 -1.36E-08 5.29E-08 -7.23E-09 -8.82E-08 -3.645217495 -35.66659556 0.02942266 1981.953625 5.14E-05 -319.601 0.000147794 963.0517994
18 -2.14E-09 -9.01E-05 2.47E-10 9.81E-12 1.08E-09 -6.42E-10 4.76E-10 -9.82E-10 5.13E-10 9.38E-10 -5.75E-10 1.65E-10 -3.77E-10 9.51E-10 0.13816754 2.309601024 -0.000321356 -24.21720541 -9.82E-07 1.244967 -1.41E-06 -11.08192822
19 0.000624474 0.287199678 -2.60E-08 3.12E-08 9.80E-08 -7.08E-07 -1.43E-06 4.78E-06 6.10E-06 -9.00E-06 -3.02E-06 6.80E-06 5.22E-06 -8.94E-06 1289.961685 -3831.70296 1.026623991 27849.17074 -0.000507343 22172.71 -0.00412834 -12728.8778
20 5.47E-06 -0.000318511 8.64E-11 1.37E-11 1.91E-10 1.13E-09 3.11E-10 -2.48E-09 -3.42E-10 4.43E-09 -1.78E-09 -9.42E-10 -3.34E-09 4.33E-09 -0.343741998 15.89837507 -0.001130907 -52.79913004 -1.22E-06 -25.1769 2.51E-06 12.08078179
21 -3.23E-06 0.004490529 2.02E-10 -3.22E-11 -2.28E-10 5.76E-09 -1.11E-08 7.24E-08 1.30E-07 -1.25E-07 1.49E-08 4.40E-08 1.52E-07 -1.26E-07 -0.318220995 2.388238065 0.016051908 209.189162 1.96E-05 83.8063 3.13E-05 18.72405682
22 -5.44E-07 -3.78E-05 -1.19E-10 3.97E-11 -1.41E-10 -1.28E-09 2.76E-10 -1.68E-09 -3.83E-09 3.73E-09 1.17E-09 -3.28E-09 -4.09E-09 3.60E-09 0.021691668 -0.489948286 -0.00013328 12.73896829 9.70E-07 -18.8244 2.90E-06 24.1653051
23 3.31E-06 -0.000122243 2.89E-11 -9.32E-12 2.87E-11 3.50E-10 1.58E-09 -2.23E-09 1.49E-09 2.64E-09 3.63E-09 -6.33E-09 1.89E-10 2.26E-09 0.206378701 3.299628985 -0.000437352 -26.25692121 8.49E-06 42.78578 -2.03E-05 -60.79139214
24 -9.48E-06 -0.000215975 1.77E-10 -2.65E-11 3.04E-10 1.90E-09 1.14E-10 -3.58E-09 -8.19E-09 8.31E-09 1.41E-09 -8.50E-09 -1.29E-08 7.78E-09 0.44132619 2.226274328 -0.00077358 5.077966715 -1.78E-06 -179.964 4.90E-05 186.2803323
25 0.711794912 -453.8118945 0.002855758 0.000145816 -0.002185131 0.085517561 -0.008772439 0.015540665 0.001333 0.015937279 -0.042107853 0.049263611 -0.031359068 0.015990962 -1144178.615 -3333088.739 -1626.163219 -49473935.58 -16.62334201 -4.8E+07 -23.69348315 55287264.16
26 -0.001215377 -0.291572677 2.10E-07 6.62E-08 5.03E-07 3.10E-06 -6.06E-06 1.79E-05 2.31E-05 -2.81E-05 2.76E-05 -1.65E-05 5.55E-05 -2.83E-05 -683.7902991 754678.7552 -1.044612444 203613.8245 0.020153329 58977.51 0.023549652 -107586.5789
27 0.009274043 -4.966867871 -5.64E-08 5.06E-08 -3.50E-07 1.75E-06 1.18E-05 -0.000103442 -0.00021286 0.000245487 3.18E-05 -0.00012723 -0.000199035 0.000244917 81.23630354 -3859.156278 -17.79509017 398143.0106 -0.002157954 -139166 0.007310294 180335.1452
28 -0.00328866 -0.091872183 1.59E-09 4.96E-08 -5.88E-08 1.31E-06 1.80E-06 3.45E-07 6.71E-06 -4.28E-06 6.62E-06 -5.16E-06 1.04E-05 -4.41E-06 -424.0054481 -1422.360395 -0.329580711 -62870.05763 0.002048835 -14564.6 0.008667121 -6307.293535
29 -0.000989171 0.509941211 -2.18E-07 1.37E-07 -2.39E-07 -1.32E-06 -1.56E-06 5.54E-06 3.98E-06 -1.01E-05 2.92E-05 -2.80E-05 3.02E-05 -1.06E-05 -58.81495921 -5168.832669 1.827745725 -732576.9748 0.039804774 744256.7 -0.013342271 106223.4137
30 0.004881135 -0.074529489 3.01E-07 -2.08E-07 2.53E-07 1.95E-06 3.41E-07 5.37E-07 6.89E-06 -4.15E-06 9.32E-05 -9.87E-05 8.94E-05 -5.07E-06 557.3575494 4562.808551 -0.267760157 -30102.00875 -0.006013748 -1096694 0.187636633 1112117.194
31 1.28E-05 -0.002022855 7.09E-10 7.88E-11 -2.99E-10 2.05E-08 -1.26E-08 -3.63E-11 -1.89E-08 4.49E-08 -2.25E-08 2.51E-09 -4.11E-08 4.37E-08 -0.09625973 679.3627531 -0.007244293 172.9498004 3.95E-08 -191.442 1.19E-05 158.0336383
32 -2.34E-05 0.006734569 4.26E-10 -1.46E-10 2.15E-10 6.30E-09 -2.86E-09 7.92E-08 1.05E-07 -1.34E-07 3.60E-08 4.30E-08 1.48E-07 -1.33E-07 -0.56274571 7.868249173 0.024134247 696.5975737 2.40E-05 316.9857 8.62E-06 -103.6969613
33 1.75E-06 0.000256921 8.22E-10 -1.01E-10 5.22E-10 1.48E-08 6.56E-10 -5.80E-09 -2.53E-08 1.61E-08 -1.21E-08 7.42E-09 -3.73E-08 1.62E-08 -0.949196866 -1.832336184 0.00091633 160.1484733 -5.61E-06 -11.3655 -1.45E-05 49.63467682
34 1.90E-06 0.002218398 2.44E-10 -3.15E-10 -2.24E-09 1.45E-08 -9.67E-09 2.45E-08 -9.56E-10 -2.05E-08 1.63E-08 7.57E-09 3.98E-08 -1.92E-08 2.994965194 -7.03950199 0.007942153 663.2544551 2.88E-06 246.6406 -2.28E-05 -260.6508419
35 -1.96E-05 -0.003091088 1.79E-09 -7.75E-10 4.05E-09 3.74E-09 7.41E-09 -1.21E-08 5.30E-08 -1.48E-08 -1.20E-07 1.15E-07 -7.61E-08 -1.46E-08 0.551800806 17.75214335 -0.011067381 -1048.190209 -3.74E-05 -167.235 -8.00E-05 -98.05291266
36 3.13E-05 -0.054636436 1.60E-10 -3.26E-10 3.25E-09 -2.26E-08 2.03E-07 -1.01E-06 -1.74E-06 1.67E-06 -1.88E-07 -6.13E-07 -2.12E-06 1.67E-06 -2.430369801 7.430726901 -0.195734974 -168.8955085 -0.000279004 -1688.44 -0.000382951 709.9991136
37 -2.17E-05 -0.002474879 1.25E-09 -1.42E-10 2.69E-09 1.08E-08 1.17E-09 -1.12E-08 -2.69E-09 2.56E-08 4.10E-09 -3.78E-09 1.72E-08 2.73E-08 -1.690347792 -2.049198105 -0.00886384 -185.9199783 -1.40E-05 292.7746 -5.40E-05 -506.9398772
38 3.56E-05 0.005164341 -2.13E-09 4.29E-10 -4.54E-09 -1.54E-08 -2.03E-08 6.42E-08 3.71E-08 -1.31E-07 -3.06E-08 9.34E-08 5.75E-08 -1.27E-07 -3.515558196 2.914085982 0.018510753 171.82707 -7.13E-05 876.8633 -4.45E-05 60.7677995
39 -4.79E-05 0.005871967 -8.16E-10 -7.08E-10 5.69E-09 -6.84E-08 -1.82E-08 2.17E-08 -9.81E-08 -1.28E-08 -4.90E-09 4.43E-08 -2.54E-08 -7.21E-09 6.280189809 -1.231018718 0.021029774 2081.060605 6.59E-05 301.4663 -0.000235096 109.5970145
40 5.11E-06 0.001896469 5.93E-10 -8.82E-11 -9.44E-10 1.87E-08 -1.13E-08 3.17E-08 2.22E-08 -4.42E-08 -5.41E-09 2.76E-08 3.10E-08 -4.39E-08 -0.125886287 8.347059417 0.006787293 335.3445174 4.57E-06 103.8153 -5.44E-06 -16.17114374
41 -1.63E-06 0.012140086 -2.70E-10 -2.80E-10 -1.28E-09 -3.50E-09 -5.35E-08 1.47E-07 6.18E-08 -2.09E-07 6.20E-08 4.13E-08 1.93E-07 -2.07E-07 0.597510435 -8.48769363 0.043494901 2353.375319 8.37E-05 553.4265 4.99E-05 69.7565394
42 -3.06E-05 0.003140265 -7.99E-12 -1.50E-10 3.17E-09 -2.29E-08 -6.17E-09 4.57E-08 8.42E-08 -1.06E-07 -7.24E-09 5.70E-08 1.00E-07 -1.04E-07 -1.791766006 3.126743226 0.01124841 177.8899576 8.51E-06 411.0058 -5.78E-05 -379.1996212
43 7.86E-05 -0.004217366 -1.01E-09 -3.17E-10 6.67E-09 -7.23E-08 4.02E-08 -4.65E-08 1.13E-07 -9.55E-09 5.47E-08 -3.72E-08 1.67E-07 -5.19E-09 -5.675204826 -3.203367704 -0.015105247 -2195.45591 9.04E-05 1282.845 -0.000223844 -1554.065989
44 6.75E-06 0.00152649 5.13E-10 2.81E-10 -5.91E-09 5.47E-08 -1.81E-08 2.31E-08 -3.33E-08 4.55E-10 -1.64E-07 2.05E-07 -1.20E-07 6.97E-09 3.831012532 28.15242198 0.005473472 725.8402305 -2.81E-06 112.8038 -4.59E-05 -17.93138456
45 -3.95E-05 -0.00078614 1.06E-09 1.05E-09 -1.09E-09 5.13E-08 -1.47E-08 2.71E-08 3.26E-08 1.49E-08 -2.09E-07 2.64E-07 -8.97E-08 2.14E-08 -2.245697225 -38.35524612 -0.002816728 -288.0538697 -1.54E-05 1869.028 -0.000661057 -2111.993503
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Figure ‎5-20: Statistical measures to calculate R2 
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The results for 700 Vs. 900 model points are given in Figure ‎5-22. Both models show almost 
the same behavior and increasing the sample size did not have any considerable effect on 
metamodel fit. As with Kriging models, Polynomial models show the same behavior towards 
outputs number 2, 10, 14, 17 and 18 which show the worst behavior in the fitted model. The 
possible reasons for this behavior are presented in section 5.3.  
Figure ‎5-22: O2- Polynomial- 8 Inputs (700 vs. 900) 
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Using 7 input variables: 
 
 
 
Polynomial models for 7 inputs were made for the same reasons as for the Kriging model. By 
moving from 8 to 7 inputs, the metamodel fit improved as for the Kriging model (Figure ‎5-23).  
Figure ‎5-23: O2- Polynomial- 7 vs. 8 Inputs (900) 
 
The results for the six different sample sizes are given in Figure ‎5-24. The results for all the 
sample sizes are more or less the same and not an improvement or deterioration with 
increasing sample size can be implied from the figure.  
Figure ‎5-24: O2- Polynomial models (600,700,800,900,1000,1100) 
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Figure ‎5-25 shows the average R2 that are calculated according to Equation ‎5-1 for the 6 
different sample sizes. No discernible pattern can be observed although one expects 
improvement to the metamodel fit by increasing the sample size. The average R2 for all the 
sample sizes are close to each other differ only in parts of thousandths, as the vertical axis of 
the figure shows. Several researchers also observed the same behaviors towards increasing 
the sample size. Simpson et al. [27] while comparing Experimental design and metamodel 
types observed discrepancies among some of their sample sizes. They suggested that the 
reason is due to over fitting of the function because of its smooth behavior and if it was 
more nonlinear, taking more points would increase R2.  Laurenceau and Sagaut [54] 
observed fluctuations in Error of the metamodels by increasing sample sizes.  
Figure ‎5-25: R
2
 average O2 Blown case (Polynomial Model) 
 
 
Using 6 input variables: 
 
 
 
Improvements observed by moving from 8 to 7 inputs, gave this idea that by reducing the 
number of constraints around ATR, the metamodel fit increases. It is worthwhile to further 
reduce the number of constraints around ATR. As a first try, the ATR temperature was fixed 
to 1000°C and metamodels were built for two sample sizes, 700 and 900 points. Figure ‎5-26 
shows the comparison between 7 input model and 6 input model when the ATR 
temperature is fixed for 900 sample point. As in the Kriging case, the metamodel fit became 
worse in this case.  
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Figure ‎5-26: O2- Polynomial- 700 vs. 900 point model- 6 inputs with ATR Temp. Fixed 
 
In the next try, ATR inlet temperature was kept constant. The same results were obtained as 
in the Kriging model and the metamodel fit improved a lot (Figure ‎5-27). This is the best 
polynomial fit in oxygen blown case. 
Figure ‎5-27: O2- Polynomial- 6 input (ATR Temp. Fixed) vs. 7 inputs-900 point model 
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5.1.3 Summary for oxygen blown ATR 
The average R2 for all metamodels in the oxygen blown case is given in Figure ‎5-28. As 
mentioned earlier, metamodels made for 6 inputs with ATR inlet temperature fixed show 
the best behavior among other cases. The metamodels for 6 inputs with ATR temperature 
fixed show the worst behavior among other cases. The metamodels for 7 inputs show 
fluctuations in average R2 with the sample size. Kriging and Polynomial models give close 
results. Comparison of these two metamodeling types is given in chapter 6. 
Figure ‎5-28: R
2
 Average- Oxygen Blown ATR 
 
 
5.2 Air Blown ATR Case 
By observing the results for the 8 input O2 blown case, it was decided to proceed with 7 
inputs in the air blown case. Thus the investigation started with 7 inputs. The results of 
model fitting with 7 inputs were very smooth and satisfactory, unlike the oxygen blown case. 
Therefore there was no need for investigating 6 inputs. A schematic diagram of the 
presentation of results is given below:  
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5.2.1 Kriging Metamodel 
Metamodels were made for two sample sizes: 700 and 900. The results for comparing these 
models are given in Figure ‎5-29. It shows very smooth behavior for all the outputs except 
output no 10 and 14 which are methane concentration in the ATR outlet and the LTS outlet 
respectively. The reason for poor behavior of these two outputs is that the Methane 
Concentration in the ATR and LTS outlets are very low and a slight change in their value will 
have great impact on R2. Section 5.3 is dedicated to describe possible reasons for poor 
model fits and differences in the air blown and the oxygen blown cases.  
Figure ‎5-29: Kriging- Air- 700 vs. 900 
 
5.2.2 Polynomial Metamodel 
Polynomial metamodels for two sample sizes were made: 700 and 900 points. They almost 
give the same results except for output 10 and 14, in which 900 model show slight 
improvement (Figure ‎5-30).  
Figure ‎5-30: Air- Poly- 700 vs. 900 
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5.2.3 Summary of air blown ATR metamodels: 
Average R2 for the metamodels in the air blown case calculated according to Equation ‎5-1 is 
given in Figure ‎5-31. The Kriging model shows better fit to the data than Polynomial model. 
Increase in the sample size improves the metamodel fit in air blown case.  
Figure ‎5-31: R
2
 Average- Air Blown ATR 
 
5.3 Reasons for poor fit in O2 blown case: 
So far the results of the oxygen blown and air blown ATR have been presented. In air blown 
case, for all the outputs, R2 were more than 0.92 and they were completely fit by the 
metamodels. In the oxygen blown case, however, some misbehavior in fit was observed. 
Table ‎5-8 list the outputs showing the worse behavior towards metamodel fit and Table ‎5-9 
shows the outputs that were completely fit by the metamodel in oxygen blown case.   
 
Table ‎5-8 
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2 Oxygen to reformer (O2 flow) 
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18 Reformer product cooling 
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Table ‎5-9 
Output 
No. 
Variables completely fit by metamodels in O2 blown case 
1 Steam to pre-reformer 
3 CO2 concentration in ATR inlet 
5 H2 concentration in ATR inlet 
6 CH4 concentration in ATR inlet 
15 Pre-reformer pre-heat 
16 Reformer preheat 
22 LTS product cooling 
 
Outputs no.2 and 17 which are O2 flow to ATR and O2 compression work are evidently 
related to each other so that the more O2 flow, the more compression work is required. 
Outputs no. 14 is related to output no. 10 where abnormal behavior in methane 
concentration in ATR outlet will affect methane concentration in LTS outlet. So, in the search 
to find out why these parameters misbehave, the focus is on three variables: O2 flow, CH4 
concentration in ATR outlet and reformer product cooling.  
In order to investigate the reasons for different metamodel behavior in oxygen and air 
blown cases, it was decided to run the two HYSYS models for the same inputs. 10 LHS sample 
points were made for 7 inputs. The respective 10 runs were taken in both air blown and 
oxygen blown ATR.  
The results for the misbehaving outputs in oxygen blown case are presented in the following 
sections.   
5.3.1 Air/O2 to ATR and Compression Work 
Figure ‎5-32 shows O2/Air flow to ATR in 10 cases. Very smooth behavior of oxygen blown case 
is observed unlike air blown case. Why do we see this non linearity in air blown case?  One 
possible explanation is that in air blown case, large amount of nitrogen which is an inert gas 
enters to the ATR which needs to be heated up to the ATR temperature which is in the range 
of 850°C- 1000°C. The amount of oxygen to Reformer determines the amount of heat 
released in ATR. In air blown case, part of the heat is used to heat up the nitrogen and the 
rest is used to heat up the feed to reformer. This can justify the nonlinear behavior in air 
blown case.  
 Now the other question is why metamodels in O2 blown case show poor fit for output 
number 2, despite its smooth behavior? One possible answer can be due to very smooth 
behavior of this output. Consider that the metamodel was made by 6, 7 or 8 inputs and all of 
them were changing at the same time. If the output variable shows very smooth behavior 
with all the changes in input variables, it can be difficult to fit a model to it. The same 
behavior is observed for output no. 17, which is Compression work (Figure ‎5-33).   
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Figure ‎5-32: Output 2 
 
Figure ‎5-33: Output 17 
 
 
5.3.2 CH4 Concentration in ATR Outlet and LTS Outlet  
As Figure ‎5-34 and Figure ‎5-35 show, nonlinear behavior is observed for CH4 concentration in 
ATR and LTS outlets and smoother behavior is observed in air blown case.  The possible 
explanation for air blown case is the diluting effect of nitrogen, since the molar 
concentrations are plotted, existence of nitrogen damps the effects of change in CH4 
concentration. These two outputs are part of the outputs with poor performance in 
metamodel fit. The reason can be attributed to the fact that methane concentration in ATR 
outlet is very low and a slight change in its value will have great impact on R2. The same is 
true with LTS outlet (output 14), where CH4 is very close to zero.  
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Figure ‎5-34: Output 10 
 
 
Figure ‎5-35: Output 14 
 
 
5.3.3 Reformer Product Cooling  
The results of comparison in Figure ‎5-36 do not give us any hint for bad behavior of 
metamodel fit in O2 blown case.  Nonlinear behavior of output 18 in air blown case is more 
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Figure ‎5-36: Output 18 
 
In order to get a better idea for this behavior, the LHS sample points for 3 input variables 
that were used for the 10 cases are plotted in Figure ‎5-37.  A lot of variation in the inputs is 
observed. May be if more points were used instead of 10, better explanation could be made.   
Figure ‎5-37: Scaled LHS sample points for 3 input variables 
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relate the inputs to the output and Levenberg-Marquardt [56] back propagation was used as 
the network training function.  
Table ‎5-10: Neural Network making steps 
Neural Network making 
steps 
Points used (total=900) 
Training 630 
Validation 135 
Testing 135 
 
The Neural Network diagram for the built metamodels is shown in Figure ‎5-38. 7 inputs were 
related to 1 output in each of the ANN metamodels.  
Figure ‎5-38: Neural network diagram 
 
The results comparing Kriging, Polynomial and ANN results are shown in Figure ‎5-39.  The 
results show much better fit in ANN than Polynomial and Kriging metamodels except for 
output no. 18. ANN approximations can improve by increasing the number of hidden layers 
and retraining the model. As mentioned earlier, Kriging models yield equally good or better 
approximations than polynomial models. 
Figure ‎5-39: O2 Blown- 7 inputs - 900 point model 
 
The results of ANN fit to the poor behaving outputs in metamodels are presented in the 
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5.4.1 ANN for O2 Flow:    R2= 0.89689 
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5.4.2 ANN for CH4 Concentration in ATR Outlet:   R2=0.90424 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
92 
 
5.4.3 ANN for CH4 Concentration in LTS Outlet: R2=0.88904 
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5.4.4 ANN for O2 Compression Work:   R2= 0.90106 
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5.4.5 ANN for Reformer Product Cooling:     R2= 0. 84341 
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6 Comparison of Polynomial and Kriging Models 
Several factors contribute to the success of a given metamodeling technique such as  
nonlinearity and dimensionality of the problem, data sampling technique and the internal 
parameter settings of the various modeling techniques [11].  
This chapter presents comparison between Polynomial and Kriging models in terms of 
accuracy and computational cost. In section 6.1 Model accuracies and in section 6.2 
computational costs are compared for these two types of metamodels. An overview of 
comparisons available in the literature is presented in section 6.3.  
6.1 Model accuracies 
As an example, Polynomial vs. Kriging models generated with 900 points and 7 inputs in 
oxygen blown case are given in Figure ‎6-1. Kriging models show slight improvement to the fit.    
Figure ‎6-1: O2- Polynomial vs. Kriging- 7 Inputs (900) 
 
The case for 1000 point model in oxygen blown case is shown in Figure ‎6-2. Better fit is given 
by Kriging models than Polynomial models. 
Figure ‎6-2: O2- Kriging vs. Polynomial (1000) 
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Figure ‎6-3 shows the comparison between Kriging and Polynomial models for 700 points in 
air blown case. Again the Kriging models show better behavior than Polynomial models.  
Figure ‎6-3: Air- Polynomial vs. Kriging (900) 
 
 
Figure ‎6-4 shows the R2 average for 6 sample sizes used for 7 inputs in oxygen blown case. In 
all the cases Kriging models were behaving equal or better than Polynomial models in terms 
of model fit to the data.  
Figure ‎6-4: R
2
 average for Kriging and Polynomial models with different sample sizes 
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Increasing the sample size for low order nonlinear functions does not contribute much to the 
approximation accuracy and the “appropriate” sample size depends on the complexity of the 
function to be approximated [27].  In general, more sample points offer more information of 
the function, however, at a higher expense.  
 
6.2 Computational costs 
This project focuses on the development of metamodels for optimization of Integrated 
Reforming Combined Cycle power plants. An important aspect of metamodels is the 
computational performance when performing optimization (in addition to accuracy of 
prediction). Polynomial and Kriging metamodels were used in a simple optimization 
framework to identify which model has better computational performance. This was 
performed by Rahul Anantharaman, and his inputs are used here. 
The optimization model was built to maximize efficiency defined by: 
 
The optimization model is formulated as a Non-Linear Program (NLP) with 46 continuous 
variables. The model was modeled in General Algebraic Modeling Software (GAMS) and 
solved using CONOPT. The performance of the two metamodels is presented in Table ‎6-1: 
Table ‎6-1: Computational performance of metamodels 
Metamodel type Computational time (Seconds) 
Polynomial 12.2 
Kriging 13.0 
 
There is no big difference in the computational performance for a small NLP model. 
Extrapolating the results from the simple model, it is however expected that for a large 
MINLP model the polynomial model will perform better.  
As the earlier results show that Polynomial models perform similar to Kriging models in 
predictive accuracy, Polynomials metamodels will be most likely used for optimization of 
IRCC plants. 
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6.3 Comparisons of the Kriging and Polynomial models in the literature  
 
By looking into the metamodel literature, a lot of reviews and comparison between 
metamodels exists. Some of the comparisons and their results are presented here.   
Simpson et al. [10] investigated the use of Kriging models as alternatives to the second order 
polynomial model for constructing global approximations for use in aerospace application. 
They found that the Kriging models with a constant global model and a Gaussian correlation 
function, yield global approximations that are slightly more accurate than the polynomial 
model with minimal added computational expense.  
Simpson et al. [27] compared five experimental design types and four metamodel types in 
making  approximations in two engineering applications. They concluded that the Kriging 
model tend to offer more accurate approximations over a wide range of experimental design 
types and sample sizes. They observed that second order Polynomial model give average 
results and perform particularly well when approximating low order non-linear functions. 
Larger sample sizes generally improve the accuracy, but Simpson et al. [27] observed that for 
low order non-linear functions taking large samples does not improve the accuracy that 
much. They observed that due to over fitting of the smooth functions, taking larger sample 
size results in poor performance of the regression model, but in case of highly nonlinear 
functions, increasing the number of sample points improves the regression accuracy.  
Jin et al. [11] compared Kriging, Polynomial and two other approximating models and 
concluded that no one model dominated in terms of accuracy, robustness, transparency, etc. 
They also reported that for low-order nonlinear and small-scale problems, Polynomial 
models perform best in terms of both average accuracy and robustness. 
Giunta and Watson [19] in their comparative study of Polynomial and Kriging models of a 
test function, concluded that Polynomial models were more accurate. Surprisingly this was 
true for the highly non-quadratic functions as well as quadratic functions.  
Welch & Sacks [26] mentioned shortcomings of Polynomials as metamodels of simulators. 
Three reasons mentioned are: First, the simulator results are deterministic and lack random 
error. Second, least squares method produces a smoothed curve through the data which 
may not necessarily pass through the known data points. Third, poor predictions of 
polynomial models in several examples were observed. As an alternative, they 
recommended to use Kriging models instead. 
Simpson et al. [10] states that Polynomial models have limited capability to model nonlinear 
functions of arbitrary shape accurately. Higher order response surface models can be used 
to approximate nonlinear design space, but instabilities may arise [14].  
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Kriging regression models may be well suited in describing the relationships between the 
variables in the IRCC process, but they are more complex and may not be ideal for global 
optimization. 
There is no clear conclusion in literature about which model is definitely superior to the 
others. The results show that behavior of Kriging and Polynomial models are very case 
dependent and either of them may behave differently from case to case. But generally 
Kriging models are more accurate for nonlinear problems but more difficult to make because 
a global optimization process is applied to identify the maximum likelihood estimators. 
Kriging is also flexible in either interpolating the sample points or filtering noisy data. On the 
other hand, a Polynomial model is easy to construct, and cheap to work with but is a little bit 
less accurate than the Kriging model [15].  
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7 Conclusions and Future Work 
Natural gas combined power plants with CO2 capture are expected to play an important role 
in mitigating carbon emissions. Integrated Reforming combined Cycle is a promising route 
for combined power and hydrogen production with CO2 capture from natural gas. The 
reforming part of the IRCC, which is the most important part of an IRCC plant, has been the 
focus of this study. 
The main objective of this work was to develop surrogate models for the reforming section 
of an IRCC for use in a deterministic optimization framework that reflect a good trade-off 
between accuracy and computational cost. 
Metamodels are found to be a valuable tool for design optimization. Optimization of 
chemical process simulations is complex and may involve solving of hundreds (or thousands) 
of nonlinear equations. 
The metamodels were successfully made for two different types of reformers in the IRCC 
process. A total of 30 different cases in terms of number of inputs and sample sizes were 
considered. The results of this work provided better understanding of the process as well as 
metamodels behavior. In terms of model accuracy, Kriging models provided equal or better 
fit than Polynomial models. From computational cost point of view, however, Polynomial 
models showed better performance.  
As the earlier results show, the Polynomial models perform similar to the Kriging models in 
predictive accuracy, Polynomials metamodels will most likely be used for optimization of 
IRCC plants. 
Several suggestions can be made for further research in future:  
First of all, it is better to make metamodels for molar flows rather than concentrations 
because concentrations are very dependent to the amount of inert gas in the system. As we 
saw in outputs no. 10 and 14, the effect of inert gas was very sensible. By doing so, the poor 
performance in some of the outputs may not happen.  
Secondly, other DOE types can be investigated, as is done in several other investigations in 
the literature but not for chemical flow sheets.  
Lastly due to the sake of completeness of study, the focus was put on IRCC with standard 
two shift reactors only and the investigation of the Advanced ECN shift reactor was put for 
future studies. It would be interesting to look on the behavior of metamodels in that design.  
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