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SUMMARY 
The accuracy of prediction is a commonly studied topic in modern statistics. The 
performance of a predictor is becoming increasingly more important as real-life 
decisions axe made on the basis of prediction. In this thesis we investigate the 
prediction accuracy of logistic models from two different approaches. 
Logistic regression is often used to discriminate between two groups or popu- 
lations based on a number of covaxiates. The receiver operating chaxacteristic 
(ROC) curve is a commonly used tool (especially in medical statistics) to a, ssess 
the performance Of such a score or test. By using the same data to fit the logistic 
regression and calculate the ROC curve we overestimate the performance that 
the score would give if validated on a sample of future cases. This overestimation 
is studied and we propose a correction for the ROC curve and the area under the 
curve. The methods axe illustrated through way of two medical examples and a 
simulation study, and we show that the overestimation can be quite substantial 
for small sample sizes. 
The idea of shrinkage pertains to the notion that by including some prior in- 
formation about the data under study we can improve prediction. Until now, 
the study of shrinkage has almost exclusively been concentrated on continuous 
measurements. We propose a methodology to study shrinkage for logistic re- 
gression modelling of categorical data with a binary response. Categorical data 
with a large number of levels is often grouped for modelling purposes, which 
discards useful information about the data. By using this information we can 
apply Bayesian methods to update model parameters and show through exam- 
ples and simulations that in some circumstances the updated estimates are better 
predictors than the model. 
x 
Chapter 1 
Introduction 
As is evident from its title, this thesis is concerhed with the accuracy of ROC 
curves and the accuracy of logistic models for analysing categorical data. Accu- 
racy is a concept that has a different interpretation to many people. An individual 
may be concerned with how accurately their model fits the data or how accurate 
the model is in its predictions. In the course of this thesis we will be solely fo- 
cusing on predictive accuracy, i. e. the performance of a model or some kind of 
scoring mechanism in predicting some characteristic of an individual or group. 
Predictive accuracy is an important topic in modern statistics. As the un- 
derstanding of statistical methods and their number of applications increases it 
is essential to make sure that those who utilize such methods are aware of the 
problems inherent in prediction. This is no more evident than in the use of statis- 
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tics in medical applications, where regression analysis is commonplace in trying 
to relate a number of prognostic factors to an individual chaxacteristic of a pa- 
tient. In turn, the results of these analyses may be used to predict or identify 
individuals or groups who maybe be at risk of a certain disease or chaxacteristic 
for preventative action. In this sense, prediction accuracy is extremely important 
as we may end up identifying individuals or groups who actually do not need 
pre-emptive action, or perhaps even worse, exclude those who do. 
The situation often axises, especially in medical applications where we wish 
to assign an individual to either of two groups based on a number of observable 
characteristics of the patient. These groups could be alive or dead, diseased or 
non-diseased or could be achieved by dichotornizing a continuous measurement. 
This problem is commonly termed the discriminatian problem and its relation- 
ship with predictive accuracy is simple. If we form a decision rule based on some 
statistical procedure, how well does it predict individuals with a certain group 
membership as actually belonging to that group? This question will be the main 
topic of this thesis, although we shall briefly discuss predictive accuracy in terms 
of another interpretation, calibration, later on. 
The discrimination problem is a common problem in modern statistics and 
consequently a number of methods exist specifically to address it. Of these, lo- 
gistic regression and discriminant analysis are perhaps the best known. Logistic 
2 
regression models the probability of having a certain characteristic (for sake of a 
consistent explanation we shall think of larger probabilities in terms of indicating 
gpositivet status, whatever this maybe) based on available covariates, and discrim- 
inant analysis classifies an individual to a group on the basis of a discriminant 
function A(I). We use logistic regression in this thesis for a number of reasons, 
which are described in Chapter 2. 
Once we have settled on our scoring mechanism we would like to assess its 
discriminatory power. A number of indices are available to quantify this, for 
example the positive and negative predictive values and the error rate but perhaps 
the most widely used axe the true positive and* true negative rates, otherwise 
known as the sensitivity and specificity of a paxticular score or test. The Receiver 
Operating Chaxacteristic (ROC) Curve is plot of sensitivity against 1- specificity 
and is primaxily used as graphical representation of the overall discriminatory 
power of a score or test. The ROC curve is a regularly utilized tool, especially 
in medical studies. Zweig and Campbell (1993) report that in the first six issues 
of the journal Clinical Chemistry in 1991 at least 18 studies involved questions 
about test performance and of these 18,5 included ROC analysis. The curve's 
visual nature is appealing, especially to those without a thorough grounding in 
statistics as it gives an overall graphical description of the usefulness of a score or 
test without having to explain complicated underlying statistical concepts. The 
3 
area under the ROC curve is often used as a single measure of the discriminatory 
power of the score. 
Unfortunately, the simplicity of the ROC curve can mean that it is used 
and interpreted incorrectly. As mentioned above it is often used by investigators 
without an adequate knowledge of the underlying concepts of the model involved. 
For example, it is widely known that if you use the same data to calculate a logistic 
regression and assess its performance, you will overestimate how well the score 
discriminates if it were to be assessed on a future data set. Using the same data 
in constructing and assessing the score is often termed a retrospective assessment 
of performance. Ideally, we would wish to have -a new independent set of data 
from the same population on which to perform a prospective assessment of the 
usefulness of the score. Nearly always in practice such a set of data doesn't exist 
and we axe reduced to using the retrospective assessment as a basis for decisions 
about the score. It naturally follows that a retrospective assessment will result in 
both a retrospective ROC curve and axea. Herein lies the root of the problem and 
the one of the main topics of this thesis - it is misleading to use the retrospective 
ROC curve or area as a true assessment of the performance of the score or test. 
This is clearly of interest as if the prospective ROC area of a particular score in 
use is considerably lower than that of the retrospective ROC area, we may be 
using a score that discriminates less well in practice than other available tests. In 
4 
this thesis we aim to explore and estimate the difference between the retrospective 
and prospective ROC curves and areas. 
Another concept of prediction accuracy is shrinkage. Before the modelling 
process we often have some information about the process or topic of study. For 
example, in categorical data we might have some idea about relationships between 
'success' rates between categories, but more often than not this information would 
not be used in the modelling process. The use of prior information of this kind 
in the analysis of an estimate or predictor is termed shrinkage. Krebs-Brown 
(2000) discusses shrinkage in terms of the calibration of estimates. Calibration 
is another aspect of predictive accuracy and Krebs-Brown defines a predictor as 
being well calibrated if 'it gives estimates that are, at least on average close to 
what we would like to predict'. This naturally leads to the theory of shrinkage 
correction where we can pre-multiply predictors by a shrinkage parameter to 
obtain the property of being well-calibrated. Previously, the theory of shrinkage 
has concentrated on continuous measurements, instead we will look at shrinkage 
in terms of discrimination, the idea being that by including information from 
the model and the data we can derive 'shrunk' predictors that will give better 
discriminatory performance than from the model alone. 
Chapter 2 introduces the ROC curve by studying the predictive accuracy of 
diagnostic tests. A brief history of the origins of the ROC curve is followed 
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by a formal definition. ROC curves can be studied in a parametric or non- 
parametric setting and both of these are discussed along with the underlying 
distributional assumptions. The area under the ROC curve is reviewed and we 
show how it can be calculated directly from the rank sum statistic. We then 
include a more in depth examination of the discriminant problem, compare and 
contrast logistic regression and discrin-linant analysis and give reasons why logistic 
regression is the preferred choice in this work. We review the wide ranging area 
of the statistical assessment of predictions and model adequacy and examine 
a recently published argument that states that the empirical misclassification 
rates of a logistic regression axe not the maximum likelihood estimates of the 
true misclassification rates. Finally, we introduce the idea of retrospective and 
prospective assessments of predictive accuracy and give a brief introduction to 
shrinkage through the concept of calibration error. 
In Chapter 3 we distinguish between the retrospective ROC curve with the 
distributions of the true positive and false positive (1 - 'kue Negative Rate) rates 
taken as the empirical distributions over the sample, and the prospective ROC 
curve with the true population distributions of the rates described above. We de- 
fine the overestimation of the ROC curve as the difference in true positive rates 
between the prospective and retrospective curves for common values of the false 
positive rates. We derive a closed form expression for the expectation of this 
6 
difference and this is shown to be quite substantial for small sample sizes, partic- 
ulaxly when the dimension of the covaxiate vector used in the logistic regression is 
not small relative to the size of the data. We also derive a closed form expression 
for the corresponding overestimation in the area. By a series of further approxi- 
mations exmnining the conditional distribution of the covariate vector given the 
score we establish an approximation to the overestimation in the area which is a 
much easier and transparent calculation. 
The formulae derived in Chapter 3 are used to examine the overestimation of 
ROC in two examples in Chapter 4. The first example concerns a case-control 
study of melanoma (a type of skin cancer) and- the second a smaller study of 
prognosis in breast cancer. Then, to test the validity of the asymptotic formulae 
for the overestimation of the curve and area we perform a series of bootstrap 
simulations and briefly discuss the results. 
Chapter 5 introduces a methodology for improving prediction accuracy through 
shrinkage in the modelling categorical data. We introduce the methodology by 
reviewing a standard result in Bayesian inference which allows us to update pa- 
rameter estimates by including prior beliefs about random variables. We then 
extend this argument by considering the random variables to be the observed 
proportions of data in a contingency table. The methodology can be expanded 
to include the empirical logistic transform and consequently logistic regression 
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to derive a set of 'shrunk' estimates. These take the form of a weighted average 
incorporating R, the matrix of correlations between 'success' rates in categories 
and a shrinkage parameter r2 which is shown to be related to the deviance, the 
goodness-of-fit statistic for logistic regression. We test the properties of the theory 
by introducing an example studying a data set consisting of individuals' occu- 
pations and credit default status. Finally, by performing a number of bootstrap 
simulations on this data we can examine the effect of varying the correlations 
between the defaulting rates of a number of predefined occupational groupings. 
In Chapter 6 we generalise the methodology introduced in Chapter 5 to any 
modelling procedure. The meaning of shrinkage -in this context is explained by 
the way of a short example to show that we axe now concerned with the mis- 
'specification of the model fitted to the data. The logistic regression model for a 
number of categorical covariates is studied in depth by way of an artificial exam- 
ple. We are able to use the retrospective and prospective ROC curves to show 
that the 'shrunk' estimates can produce predictors which have better discrimina- 
tory power than the model or data alone. Finally, we postulate a decision rule 
based on the deviance of the logistic regression model for choosing between the 
model and 'shrunk' estimates for prediction purposes. 
Finally in Chapter 7 we summarise this work and reflect upon the possibilities 
for its extension. 
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Chapter 2 
ROC Curves, Logistic Regression 
and Predictive Accuracy 
In this chapter we will discuss and investigate the background and some aspects of 
ROC curves, modelling and classification procedures related to binary outcomes 
and the predictive accuracy of models in a wide-ranging context. Each topic is 
studied individually and some parallels axe drawn between them at the end of 
the chapter. 
9 
2.1 Diagnostic testing and ROC curves 
The accuracy of diagnostic scores or tests is a commonly studied topic, especially 
in medical situations where we might want to test the effectiveness of a new 
method over a current scheme. Although medical applications provide a natural 
focus, such'scores'are commonplace in other areas e. g. finance (Hand and Henley 
(1997) and criminology (Copas et al (1996)). Diagnostic tests can take the form of 
a single measurement e. g. blood pressure, a function of a number of measurements 
on a patient or qualitative data on a rating scale. From now on we shall focus 
on the class of tests or scoring mechanisms that produce a binary (dichotomous) 
outcome e. g. diseased and non-diseased (the so called two class case - see the 
recent article by Hand (2001) for more details). Call the output from any kind 
of diagnostic testing procedure that produces a score s. 
We assume that once an individual has been assigned a test value then the 
actual status of the patient is deterrained via some examination or'gold standard', 
call this status E (positive outcome) and T (negative outcome). We shall assume 
from now on that higher values of a test or score axe indicative of a positive 
outcome E. Once the test result and actual status of the individual are known 
then the ultimate aim is to assess the ability of the test to discriminate between 
the groups E and P. If the test itself produces an s that directly states group 
membership we can summarise the results of the test in the 2x2 contingency 
10 
table in Table 2.1. If s is a score on a categorical or continuous scale then by 
choice of a suitable threshold value u we can also represent the information in 
the test by Table 2.1. 
Predicted Status 
'K E 
Actual Status 
"R I a+b 
c+d 
a+c b+d IN 
Table 2.1: Table summarising the results from a 4iagnostic test using a threshold 
U 
From Table 2.1 we can use a number of measures to assess the accuracy of 
the diagnostic test. It is obvious to see that if entries b and c are both zero then 
the diagnostic test is a perfect discriminator/classifier. If the score is continuous 
or categorical then the entries in the table change with the choice of threshold 
u. Hand (1994) gives an overview of a number of methods that can be used to 
assess a diagnostic test that produces a 2x2 contingency table. 
Perhaps the two most widely known indices of diagnostic accuracy are sensi- 
tivity and specificity. They axe defined as follows :- 
11 
9 the sensitivity (also called 'Iýue Positive Rate) of a diagnostic test is the 
proportion of those who actually have E who axe predicted as having E( 
d from Table 2.1) T+d 
9 the specificity of a diagnostic test is the proportion of those who actually 
have E who axe predicted as having E a+b 
The quantity 1- specificity is often referred to as the False Positive Rate. 
Although the terms sensitivity and specificity are commonly used we shall use 
the terms IYue Positive Rate (abbreviated to TPR) and False Positive Rate 
(abbreviated to FPR) to determine the performp6nce of a diagnostic test as by 
their very names they axe easier to understand what they are measuring. 
As we mentioned u is an arbitrary threshold value chosen to dichotomise s. 
So for a particular test we can have a wide range of threshold values that will 
produce pairs of True Positive and False Positive values (TPR, FPR). When these 
values are plotted for all thresholds we can establish a graphical representation of 
the effectiveness of a diagnostic test. Such a plot is called a Receiver (or Relative) 
Operating Characteristic (ROC) Curve and is the focus of much of this thesis. 
Zweig and Campbell (1993) give a comprehensive overview of ROC curves and 
associated topics, many of which we will touch upon in this chapter. 
An example of a ROC curve for the two-class diagnostic test that we have 
introduced above is given by Campbell and Machin (1993). They report a study 
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(see cited reference for full details of the accompanying paper) where Forced 
Expiratory Volume (FEV, ) was measured in 40 non-smoking individuals with 
and without a condition called coal-workers pnuemoconiosis. The purpose of the 
test is to determine whether FEV, is a good predictor of the disease. The authors 
note that a commonly used threshold value in this context is u= 80% of the FEV, 
you would expect to find in a healthy individual of same height and age. Using 
this cutoff provides us with the 2x2 contingency table in Table 2.2. 
Predicted Status 
E 
"R 1 22 - 27 
Actual Status 
13 
27 13 1 40 
Table 2.2: Actual and predicted status for the FEV, data using the cutoff 
80% 
From Table 2.2 we can easily calculate the True Positive Rate (proportion 
correctly classified as E) to be 1- = 0.615 and the False Positive Rate to be 13 
(proportion incorrectly classified as positive) to be j57- = 0.185 for this particular 27 
u. If we calculate the TPR and FPR over a number of values of u then we can 
summarise the results in the ROC curve in Figure 2.1. (By convention the points 
on an ROC curve are joined together by straight lines. ) 
13 
9 
CP 
c 
(D 
cc 
R 8C 
CL (D 
2 
Ck 
c 
c 
c 
Figure 2.1: ROC curve for FEV, data 
The initial purpose of the ROC curve is to enable us to view the overall effec- 
tiveness of the diagnostic test and make a decision on an optimal True Positive 
Rate or False Positive Rate. A test that perfectly separates the populations of 
interest will have an ROC curve that will pass through the points (0,0), (0,1) and 
(1,1). The ROC curve for a test that has no discriminatory power will lie along 
the diagonal from (0,0) to (1,1), i. e. 'kue Positive Rate = False Positive Rate over 
all thresholds u. If the ROC curve lies below this diagonal then we simply reverse 
14 
0.0 0.2 0.4 0.6 0.8 1.0 
False Positive Rate (1 - specificity) 
the threshold value, for example >u becomes <u etc. Depending on the nature 
of the study we may wish to achieve as high a IYue Positive Rate as possible or 
minimize the False Positive Rate. ROC curves have the useful properties of being 
invaxiant to any monotonic transformations of the score s and being independent 
of the prevalence of the characteristic of interest (E). This removes the problem 
of selecting samples with a prevalence representative of the population at large. 
The origins of ROC curves lie within the realm of signal detection theory, 
Green and Swets (1966) and Egan (1975) giving good introductions. Lusted 
(1971) was one of the first to make use of the ROC framework in the area of 
medical decision making with applications to radiographic chest films. The sem- 
inal and oft-quoted paper of Metz (1978) drew together the strands of diagnostic 
accuracy, sensitivity, specificity and ROC curves and illustrated the relationship 
between ROC and the cost/benefit analysis that naturally arises from decisions 
in diagnostic testing. 
We will now provide a formal definition of the ROC curve. If s is a diagnostic 
score produced by some method, and we have two groups or populations indexed 
by the binary indicator y=0 or 1 (we assume that higher values of s imply 
(positive' status or y= 1), the threshold u gives the false positive rate 
Fo(u) = P(S > uly = 0) 
15 
and the true positive rate 
Fl(u) = P(s > uly = 1). 
Definition 2.1 The ROC curve, C, is the graph of Fl(u) against Fo(u) as u 
ranges over all possible values, 
C= {(F, (u), Fo (u» : -oo <u< +oo}. 
So fax we have looked at a strictly non-pararnetric approach to the analy- 
sis and construction of the ROC curve i. e. the values of the Týue Positive rate 
and the False Positive rates axe calculated direct. 1y from the 2x2 table. At the 
opposite end of the spectrum there exists a large amount of work on paramet- 
ric approaches to ROC estimation (see Hanley (1996), for example). For both 
non-parametric and parametric approaches, it is assumed that there are two un- 
derlying overlapping distributions of the populations of those with E and 'R (see 
Figure 2.2. ). 
As the threshold u moves along the decision axis we obtain differing True 
Positive rates and False Positive rates which axe plotted to form the ROC curve. 
In the non-parametric case these distributions are estimated by their empirical 
analogues. In the paxametric case we assume the form of these distributions and 
then use some procedure to estimate their parameters. By far the most common 
case is when both distributions axe assumed to be normal (the so called binormal 
16 
Decision Threshold u- 
False Positive Rate 
Distribution of negative .% 44 
True Positive Rate 
cases. I 
Distribution of positive 
cases 
I 
Decision Axis Om- 
Figure 2.2: Distributions of populations with and without the attribute of interest 
case), see Metz and Kronman (1980) and Hsieh and Turnbull (1996) for good 
introductions. 
The binormal ROC curve is fully described by two parameters based upon the 
underlying Gaussian distributions, the difference in means and the ratio of the 
standaxd deviations. These paxameters can be measured by maximum likelihood 
estimation, see Dorfman and Alf (1968) for the full algorithm. Hanley (1988) 
justifies the choice of the binormal form, especially in the context of ROC curves 
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based on rating data. Rating data occurs frequently in medical studies when an 
investigator is asked to make a judgement on whether a particular chaxacteristic 
lies within one of a number of categories. These categories can be interpreted as 
class intervals whose frequencies axe the number of decisions made. This data 
can be dichotomised by grouping one or more categories together. 
Of course, the binormal model is not the only paxameterisation of the ROC 
curve we could postulate. Pairs of logistic (bilogistic) and negative exponential 
distributions are compaxed and contrasted with the binormal model by Hanley 
(1988). Metz and Kronman (1980) give significance tests for comparing differ- 
ences between or among parametric ROC curves-. Recently, Lang and Aspelund 
(1999) have proposed a more flexible class of binormal models to assess the dif- 
I 
ferences between two ROC curves and Lloyd (1998) has advocated the method of 
kernel density estimation in the construction and comparison of smoothed ROC 
curves. Lloyd states in the justification of the semi-parametric method that the 
non-parametric method suffers from the contamination of statistical variation and 
the parametric method is inherently biased. 
Zweig and Campbell (1993) give a table of advantages and disadvantages 
for both the parametric and non-paxametric approaches. They note that for 
continuous data, which we axe most concerned with the non-parametric ROC is 
the preferred choice as it passes through aH the observed points and provides 
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unbiased estimates of the True Positive Rate, False Positive Rate and the area 
under the ROC curve, which we shall study next. 
The area under the ROC curve 
The ROC curve is a powerful method to 'globally' represent the effectiveness of a 
diagnostic test but it may be more useful to summaxise this overall effectiveness in 
a single number. Calculating the area under the ROC curve enables us to do this. 
As mentioned earlier, a test that is a perfect discriminator will produce a curve 
that will follow the left and upper edges of the unit square and hence produce an 
area under the curve of 1. Conversely, a test with no discriminatory power will 
have an area of 0.5. For example, the curve in Figure 2.1. for the FEV, data has 
an area of approximately 0.79 indicating that FEV, provides good discrimination 
between the diseased and non-diseased. A transformation of the ROC area on to 
the scale 0-1 is given by 2(Area - 1), sometimes called the Gini Coefficient, which 2 
is often mentioned in financial applications. 
The area under the ROC curve has been extensively studied - see Hanley 
and McNeil (1982) and Hilden (1991) for example. It can be used as a measure 
of diagnostic accuracy by itself or can be used to compare a number of ROC 
curves, possibly derived from the same sample. The calculation of the area can 
be done in a number of ways - Bamber (1975) was one of the first to relate the 
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equivalence between the area under the curve and the two sample Wilcoxon rank 
sum statistic. Hanley (1982) studies this relationship in detail and provides an 
algorithm for calculating the area under the curve and its standard error for a 
rating experiment using the Wilcoxon statistic. Another method of calculating 
the area is by using the fact that the area under the ROC curve is equivalent to 
the probability of an observation from the distribution of E and an observation 
from the distribution of P being in the correct order (Green and Swets (1966)) 
i. e. 
Area under the curve (A) = P(SE > 
SE) 
Now suppose that P(E) =p and that we take a random sample of size n from 
the marginal distribution of S. Let yj =1 if E happens for the ith observation 
and yj = 0, if it does not, and let 
ni = Eyi =n- no. 
i 
Define be the ith largest of the n, observations with y=1, and suppose that 
this is the jith largest amongst the order statistic of all the observed values of S. 
Then in the notation above 
ý1)1-P) 
-*--: P(SE ý! SEISE P 
(S SI 
is estimated by 
ji - 
no 
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Hence A is estimated by 
3i -z Eii ni + 
ni i no no 2no 
Let ri be the rank in the overall order statistic of the observation si. Then 
ni n 
Eii = Eyiri i=l i=l 
The term on the right hand side of the above expression is just the rank sum 
statistic i. e. 
n 
Eyiri 
i=l 
So as described above, an estimate of the ROC area can be calculated directly 
from R. 
R nj+l (2.2) 
no 2no 
The area under the ROC curve can be used to compare diagnostic tests car- 
ried out on different samples. When differing diagnostic tests are applied to the 
same sample then the areas under the respective ROC curves cannot be com- 
paxed directly as they will have a positive correlation (see Hanley and McNeil 
(1983) for a full description/solution to this problem). Although the area under 
the ROC curve has a direct interpretation, its variance and the covariances be- 
tween different axeas have been difficult to quantify. Hanley and Hajian-Tilaki 
(1997) describe these problems in detail and compaxe the non-parametric meth- 
ods of Delong et al (1988) and Wieand et al (1989) for computing variances and 
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covariances. Finally, Beck and Shultz (1986) show it is possible to calculate 
non-parametric confidence intervals for the area under the ROC curve 
Although we will be focusing mainly on the ROC curve and the area under- 
neath it there are numerous other areas of interest in ROC methodology. For 
example, Campbell (1994) gives a number of non-parametric confidence intervals 
based on the ROC curve rather than the area. Tosteson and Begg (1988) present 
a method for estimating ROC curves through generalised. ordinal regression mod- 
els. These models have the benefit of allowing the adjustment of ROC curve 
parameters for covariates of interest. Smith et al (1996) present an analogous 
method using generalised lineax models that removes some of the problems as- 
sociated with the Tosteson and Begg method. Raubertas et al (1994) propose a 
method for calculating the sensitivity and specificity for classification trees and 
hence plot the ROC curve. Choi (1994) studies the relationship between the dif- 
fering slopes of the ROC curve and the likelihood ratios of a diagnostic test while 
Hanley (1991) studies the effect of verification bias, one of the many types of bias 
in diagnostic testing on ROC curves. 
Finally, ROC curves axe not the only graphical representation of the informa- 
tion in a diagnostic test. Adams and Hand (1999) present a loss based method 
for comparing diagnostic tests that unlike the axea under the curve takes into 
account misclassification costs. Taube (1986) provides a illustration of sensitivity 
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and specificity that usefully incorporates prevalence of the characteristic of inter- 
est whilst Copas (1999a) has proposed the Logit Rank Plot, a new method for 
evaluating the effectiveness of risk scores. Copas' analogous measure to the area 
under the ROC curve, the logit rank slope is shown to be more sensitive to the 
distribution of s than the axea, measure. All of the ROC curves in this thesis can 
be generated using the S-code for ROC curves in Appendix A of Copas (1999a). 
2.2 Classification methods 
We have described how to assess the diagnostic accuracy of a score s, but the 
question remains how to arrive at s in the first place. Constructing s for the 
two-class case involves the classification problem, which concerns assigning an 
individual to one of two categories depending on the information available for the 
individuaL There are many different types of classification procedures (see Hand 
(1997) for an overview) that can be used but we will focus on only two, logistic 
regression and discriminant analysis. We will briefly review the two approaches 
and explain why logistic regression is the preferred choice in this thesis. 
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2.2.1 Logistic regression 
Logistic regression is a commonly used tool in modern statistics and has its origins 
in the field of generalized linear models (McCullagh and Nelder (1983)). It is 
especially useful in the context of ROC curves in that for each individual it 
produces an estimate of the probability of group membership, which along with 
the binary indicator can be used to easily construct the associated empirical ROC 
curve. 
Consider the situation where we have independent observations from N pop- 
ulations where each is distributed Yj -B (ni, pi). The proportion of successes in 
each of the N populations (Yi/ni) can be modelled by 
f (pi) = P'xi 
where f is commonly called the link function, 8 is the vector of coefficients for the 
ith individual and xi is the vector of covariates and dummy variables for factors. 
For logistic regression, the link function is taken to be the logit function Le. 
log A 
Pi 
pTX, (2.3) 
which is simply specifying a lineax structure for the log of the odds, pill - pi. 
The general form for logistic regression is widely used for the analysis of 
multivariate data involving a binary outcome. All logistic regressions in this 
thesis were carried out within the S-Plus (Mathsoft Inc. ) statistical package which 
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estimates the maximum likelihood estimates of the parameters 0 by iteratively 
reweighted least squares (IRLS). Pregibon (1981) analyses the effect outlying 
responses and extreme points can have on the maximum likelihood estimates. 
Of interest is how well a particular model fits the data. This is expressed by 
the deviance or log-likelihood ratio statistic of the model, which is defined to be 
twice the difference between the saturated model and the model of interest i. e. 
Deviance =D= 2[1(p; y) - I(P; V)] (2.4) 
where p is the vector of maximum likelihood estimates of the saturated model 
and P is the vector of estimates of the model of ffiterest. 
Hypotheses about lack of fit can be assessed using the relationship (see Dobson 
(1990) for a full proof) that 
2 XN-m 
for a particulax significance level, where N is the number of observations and m 
the number of parameters in the model. We use the Wald test (see Hosmer and 
Lemeshow (1989)) for testing hypothesis about individual variables and methods 
such as stepwise logistic regression to sequentially add or remove variables to 
obtain the most paxsimonious model. 
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2.2.2 Discriminant analysis 
As with logistic regression, discriminant analysis is a widely known and researched 
axea in statistics (see Hand (1997) for a comprehensive overview). Discriminant 
analysis approaches the classification problem from a slightly different viewpoint 
to logistic regression. Essentially, given two distinct populations indexed by y= 
0 and y=1 say, with densities fo and fl, how do the distributions differ most 
maxkedly? 
Suppose we have a new measurement vector x' with unknown classification 
and this measurement could axise from fo or fl. Let both fo and f, be multivariate 
normal with different means and equal covariance matrices i. e. 
fo - N(po, E) 
f, - N(pi, E) 
and the prior estimates of belonging to class 0 or 1 axe given by 7ro and 7r,. Then 
Fisher's linear discriminant function is given by 
AM = XýE-'Uzl - IQ + log(! 
ý-') 
- 11TE-1p, +1 poTE-lpo (2.5) 7ro 2 
We then classify ar-cording to this function i. e. assign to class 1 if A(x) >0 
and to class 0 if A(x) < 0. Hand(1997) states that this rule is optimal for ellip- 
tical distributions (e. g. multivaxiate normal) but does not assume multivariate 
normality. 
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Further extensions to the discriminant function can include higher order terms 
such as products and squares of variables (quadratic discriminant analysis) and 
take in more than two classes which involves the introduction of the sample 
covariance matrix. Like logistic regression, discriminant analysis is available in 
all major statistical analysis packages. 
2.2.3 Comparison between discriminant analysis and lo- 
gistic regression 
Cox and Snell (1970) include a discussion on the relationship between discrimi- 
nant analysis and logistic regression. From the linear discriminant function and 
use of Bayes theorem they arrive at (2.3), the logistic regression equation which 
illustrates the near equivalence of the two methods under the assumption of mul- 
tivariate normality. They conclude that logistic regression is slightly preferable 
as we do not have to make any distributional assumptions about x within the two 
populations. But if we can assume multivaxiate normality then the discriminant 
analysis approach is usually more efficient. Efron (1975) compares the asymp- 
totic efficiency of the two procedures and determines that logistic regression is 
between a half and two thirds as effective as normal discriminant analysis. Press 
and Wilson (1978) advocate the use of the logistic regression form for classifying 
individuals into populations in the presence of qualitative data which rules out 
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multivariate normality. This argument is the reasoning behind the use of logistic 
regression throughout this paper. 
In Chapter 4 we will look at examples where at least one of the variables 
will be qualitative and in Chapter 5 we look at logistic models where all of the 
variables are categorical, ruling out multivariate normality completely. Although 
we choose not to use it in practice, discriminant analysis should not be dismissed 
outright. Under certain assumptions it is a powerful method of multivariate 
analysis and is closely related to some of the ideas and methods we shall discuss 
in the next section and in Chapter 3. 
2.3 Assessment of statistical predictions and ad- 
equacy of models 
Once we have decided upon a model, such as logistic regression for classifying 
individuals into one of two populations it follows naturally that we should want to 
assess its performance e. g. in medical terminology is the rule or model better than 
the current standard or axe we simply aiming for a certain accuracy. Assessing 
the accuracy of models and predictions covers a large area of theory and so for 
simplification we discuss the topic in three sections. 
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2.3.1 Model accuracy 
We may wish to assess the accuracy of a particulax model in the context of model 
choice e. g. comparing a number of models for some desirable properties. For 
multiple linear regression, we have established methods like Mallows Cp (Mallows 
(1973)) where 
RSS Cp = W2- (n - 2p) (2.6) 
where RSS is the residual sum of squares for the model, p the dimensionality of 
the model, a2 the known variance and n the sample size. 
A more general formulation for model choice is given by Akaike's Information 
Criterion (see Stone (1977) for a brief discussion), where if m indexes the model, 
choose m to maximize 
L(m, bm) - pm (2.7) 
where L(m, 0,,, ) is the log-likelihood function, 0,,, is the maximum likelihood es- 
timate of 0.. and p,,, is the dimensionality of model. As Stone notes, p,, is a 
correction term that penalises the model m with high dimensionality, and max- 
imizing (2.7) is equivalent to minimizing (2.6). Allen (1971) advocates the use 
of the mean square error prediction as a criterion for selecting variables in mul- 
tiple regression whilst for logistic regression, we could use the deviance measure 
described in (2.4) to make a compaxison between different models. The reader is 
referred to Harrell et al (1984 and 1996) for a full discussion of model building 
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and selection. 
From our viewpoint, model accuracy is better described in terms of two con- 
cepts, reliability and discriminability ((Hand (1994) also mentions separability 
which is of less interest in the context of this discussion). Hence we define these 
two terms 
o reliability or calibration is concerned with the agreement between the 
predicted probabilities and the true probabilities of occurrence. 
* discriminability is concerned with how well the rule assigns an individual 
to its correct status. 
Peaxce and Ferrier (2000) give a useful introduction to the predictive perfor- 
mance of models in the context of ecology using the two terms defined above and 
utilize the ROC curve in their discussion of discrimination. We will investigate 
the above terms further in the context of error to show they are intimately linked 
with the work in Chapters 3 and 5. 
2.3.2 Discrimination error 
Discrimination error is concerned with the misclassification rate or error rate of 
a prediction rule i. e. what is the probability of predicting a future observation 
incorrectly (a comprehensive introduction on the estimation of misclassification 
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can be found in Hand (1997)). Van Houwelingen and Le Cessie (1990) introduce 
error rates for a wide range of modelling procedures (including logistic regression) 
and propose some strategies for estimating this rate and correcting the prediction 
rule. In an early paper, Lauchenbruch and Mickey (1968) present and compare 
several methods of estimating error rates in discriminant analysis. 
Before we look at error rates for logistic regression in detail it is important to 
note a recent paper by Lloyd (2000), who mentions that the empirical estimates of 
the misclassification rates of a logistic regression are not the maximum likelihood 
estimates of the true rates for a given threshold if the logistic regression model is 
assumed to be true. It is worth studying this assertion in greater detail. In Lloyd's 
notation, let individuals belong to group Go or G1, let 7r, (x) be the probability 
of being in group 1 given covaxiate values x and *1 (x) be it's estimator. The 
accuracy of the classification rule is summaxised by the error rates 
ao(c) = P(fri(x) > clGo) and a, (c) = P(fri (x) :5 cl Gi) 
for a given threshold c. The ROC curve is a plot of 1- al(c) against ao(c) 
and empirical estimates of ai(c) are easily calculated. Rename ýrj(x) as Z and 
denote the distribution function of Z conditional on Gi as Fj (z) and densities by 
fi(z). The core of the paper is the fact that the empirical estimates of the Fj's 
directly contradict the model underlying the estimated classification rule fri(x). 
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Specifically under the model, the paper shows that 
fi (Z) 
-Z or fi (Z) =0 (Z) fo 
(x) (2.8) 
fo(z) 1-Z 
where O(z) = zl(l - z) or the odds of membership of G1. The fully empirical 
estimators of the Fi's axe 
Fo(z) E(l - Yj)Iý. j: 5, and 
Pl(z) YjIzj5z 
no j ni j 
but these estimators ignore the restriction on the densities in (2.8). Lloyd goes 
on to estimate the maximum likelihood estimates of the distribution functions, 
F (z) in terms of their probability functions Pj(k). It follows that j 
&o(c) Po(k) and &1(c) Pl(k) (2.9) 
k: zk>c k: zA; <c 
These estimators are maximum likelihood under the logistic regression model. In 
an example, Lloyd shows that these estimators provide smoothed estimates of 
the empirical error rates and a bootstrap simulation shows that the bias of the 
maximum likelihood estimates is very small. 
Suppose we have a swnple of n patients with each individual having a vec- 
tor of explanatory variables and a binaxy classification of true group status i. e. 
(xi, yi). Rom this we can realise a particular logistic regression on the explana- 
tory variables x, call this LR. with predicted probabilities fi. Define predicted 
class membership by the prediction rule 
-yj =1 if Pi > 0.5 
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=0 if 23i < 0.5 (2.10) 
Now Efron (1986) suggests that the apparent error rate is given by the number 
of cases (yj = 1) in the original data that axe misclassified by LR. i. e. 
E!, I Apparent Error rate -- In 
where I(q) =1 if ji : ý6 yi. Now this apparent error rate is usually biased because 
we have used the original data in constructing and assessing LR,,. We will call any 
fit of a prediction rule on the data from which it is constructed the retrospective 
fit. Ideally we would wish to have some new independent data vector y, to 
calculate the true error rate of the prediction rule. Conversely, we call any fit 
of a prediction rule on a future independent data vector the prospective fit. 
Efron states that the analogue of (2.10) for the true error rate i's the expected 
proportion of incorrect predictions i. e. 
True Error rate =E 
In 
where I(q) =1 if ji :ý yi. He defines the difference between the true and apparent 
error rates to be the optimism and gives an estimate of the optimism for logistic 
regression as being 
2n 
Optimism= W(P) =E Pi(l - 
NO 
n Vldj 
Here O(z) is the standard normal density, 
=log 
co 
_ 
ýTX,, G- 
-C10) 
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CO is the cutoff for classifying individuals into one of two groups (taken to be 0.5 
in (2.10)), ý is the vector of parameter estimates from the logistic regression and 
ji = xTt-1xj where t-I is the usual estimate of the covariance matrix of the 
parameter estimates ý'. The expression in (2.11) is quite similar to the expression 
for overestimation of ROC which we shall present in Chapter 3, although we do 
not condition on the classification rate Co. 
Efron goes onto extend the procedure to generalised linear models and inves- 
tigates the properties of these error rates under various resampling schemes such 
as cross-validation. As shown by an earlier paper (Efron (1983)), the choice of 
resampling scheme is important for deriving the properties of estimators for error 
rates of prediction rules as cross-validation is shown to give a nearly unbiased 
estimate of the true error rate. Bootstrap resampling is shown to be a more ef- 
ficient method for smaller sample sizes. Gong (1986) compares three resampling 
schemes, the bootstrap, cross-validation and the jackknife for estimating the dif- 
ference between the true and apparent error rates and states that the bootstrap 
has the best performance of the three. Cheng and Hseuh (1999) adopt a slightly 
different method in correcting bias from misclassification in logistic regression 
models. Their bias correction methods are heavily dependent on the choice of 
validation sub-sample and the misclassification probabilities. 
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2.3.3 Calibration error and sampling techniques 
As described above, calibration error occurs when the probabilities generated 
from a prediction rule do not agree with the true probabilities of occurrence. 
When a prediction rule is applied retrospectively (e. g. to the data from which 
it was derived) then the fit is nearly always better than a prospective fit (e. g. 
to a future set of independent data). A solution to this involves the notion of 
shTinkage (Copas (1983)) which is defined to be the amount of bias induced by 
the retrospective fit over the prospective fit. Copas introduces the axgument of 
'pre-shrunk' predictors where in a linear multiple regression we scale the least 
squares estimate of the vector of regression coefficients. 
To avoid confusion with the binary indicator notation y=0 or I with which 
we have been working so far we define the continuous outcome in linear regression 
to be YCONT- Copas (1983) considers a preshrunk predictor, (9CONT) Of YCONT 
given by 
ycoNT= &+ K(k, )OTx 
where K(k, ) is an estimated shrinkage factor with parameter k, given by 
k, &2 
K(k, ) =1- 
nýTVý 
(2.12) 
where P is the residual mean squaxe estimate, are the estimates of the pa- 
rameters fl, n is the sample size and V= n-1XTX where X is the data ma- 
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trix. As we mentioned above the predictive mean square error (PMSE) can be 
used to assess the accuracy of a predictor. For the usual least squaxes estimator 
T YCONT -" Ci +ýx, Copas (1983) shows that 
PMSE(gcoNT) < PMSE(OCONT) for all 0<k< 
2(p - 2) 
r 
where r=-;; 
2 
-p- 
Van Howelingen and Le Cessie (1990) propose a type of heuristic shrinkage 
parameter 
6heur model X2 -p 
modeIX2 
which depends on the fit of the model. This isn't. that remarkably different from 
the shrinkage parameter suggested by Copas. Indeed, the idea of predictions be- 
ing scaled down by factor which depends upon the model fit is investigated further 
in Copas (1999b). In proposing the shrinkage estimator in (2.12), distributional 
assumptions about the sample from which the prediction rule is constructed are 
made. Copas and Jones (1986) address the robustness of the shrinkage estimators 
to the departure from these assumptions and conclude that even laxge differences 
between past and future samples have little impact on the validity of the estima- 
tor. A new non-parametric version of the shrinkage estimator has been proposed 
by Copas (1987) when assessing the cross-validation shrinkage of predictors, and 
Copas (1999a) discusses shrinkage of the logit rank slope, a measure of discrimi- 
nation analogous to the area under the ROC curve. 
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One of the first examples of a methodology to make gains on classification ac- 
curacy using a shrinkage type procedure is given by Riedman (1989). In his paper 
he considers lineax and quadratic analysis in the small-sample, high-dimensional 
setting (similar to the situation studied in Chapters 5 and 6). He studies an al- 
ternative to the usual maximum likelihood estimation of the covariance matrices 
where paxameters are customised. to individual problems by jointly minimising a 
sample-based estimate of the future misclassification risk. 
In the preceeding chapter we have mentioned the terms cross-validation, boot- 
strap and to a lesser extent, jackknife. Stone (1974) gives a useful introduction 
to cross-validation in the assessment of statistical predictions and introductions 
to the bootstrap and jackknife are given by Efron (1975). Essentially they are 
resampling plans, enabling us to reuse our original data many times to achieve 
'unbiased' estimates of error rates, areas under the ROC etc. In its basic form 
cross-validation can take the form of sample splitting (split the original sample 
into a construction or training set on which the prediction rule is realised and a 
validation set upon which we can test the prediction rule). Stone (1974) studies 
the special case of the 'leave one out' case where we have a construction set of 
size (n - 1) individuals and a validation set of size 1. This is repeated n possi- 
ble ways. Bootstrapping at its basic level takes the form of simply resampling 
without replacement from the original data set (the reader is referred to Efron 
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(1975) for technical details). We have already mentioned above that in some 
specialised instances bootstrap out performs cross-validation, and for ease of use 
we will utilise it in simulations throughout this thesis. 
Finally, it was mentioned in the introduction to the thesis that in Chapters 
5 and 6 we use a Bayesian approach to update the estimates of (contingency 
table) cell probabilities in an attempt to gain discriminatory power. One of the 
attractive properties of the method is that is applicable in situations where there 
axe many cells and few observations per cell. An analogous approach is given 
by Bishop et al (1975) where psuedo-Bayes estimates of cell probabilities are 
calculated by establishing a weighting factor (based on the data itself) and using 
this factor to update the probabilities. 
2.4 Common issues 
So fax we have discussed ROC, logistic regression and predictive accuracy sepa- 
rately, but how do they all fit together? It is clear that the ROC curve can be 
used to assess the discriminatory ability of a particular logistic regression but how 
does this relate to the future fit of the logistic regression for a new independent 
set of observations? 
After calculating a particular score using logistic regression, what we are really 
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interested in is how the score would perform in practice (i. e. in the future). In 
the terminology above this would involve a prospective assessment of the score. 
It naturally follows that we can have retrospective and prospective ROC curves, 
i. e. a ROC curve calculated from the score assessed on the original data and a 
ROC curve calculated on the score assessed on future data. Let a general score 
calculated from logistic regression be s=4Tx and call the retrospective ROC 
curve d(4) with the distributions of Tand E, FO and F, being estimated by their 
empirical analogues. Call the prospective ROC curve C(ý) (notice the absence of 
the hat on C denoting this is the ROC curve for the true population distributions 
Fo and Fj). In Chapter 3 we discuss the overestimation of the ROC for logistic 
regression as the difference 
N) - CAI 
(2.13) 
Typically (2.13) is positive, Le the retrospective ROC gives an inflated assessment 
of the true performance of the score. In Chapter 3 we will derive a closed form 
expression for the expectation of (2.13). It is natural to extend these ideas to 
the overestimation of the area under the ROC curve by a retrospective fit. In 
Chapter 3 we shall also discuss and suggest corrections for this overestimation in 
the axea. 
We can view this overestimation in the sense of shrinkage discussed above. 
Copas's (1983) shrinkage estimator is designed to give a well calibrated predictor. 
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So fax we have not discussed shrinkage in terms of discrimination - essentially this 
is what we are doing here - the corrected ROC curve, under certain assumptions 
gives an unbiased estimate of the discrimination of the score s, if it were to be 
validated on a large future sample of patients. 
Retrospective and prospective ROC curves and areas are again utilized in 
Chapters 5 and 6, but this time in a different context. We use prior subjective 
knowledge of relationships between 'success' rates in categorical data with a bi- 
nary response to produce 'shrinkage' estimators of the logistic transform of the 
'success' probability. We then use the retrospective and prospective ROC areas 
to assess the discriminatory performance of the 'shrunk' estimates and model 
estimates to assess whether the 'shrinkage' procedure has produced any gain in 
discriminatory power over the model. 
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Chapter 3 
Overestimation of the ROC 
Curve and Area for ILogistic 
Regression 
In Chapter 2 we defined the retrospective and prospective ROC curves, d(4) 
and C(, 8). We will set up the model and notation for C(O) and C(O) and derive 
expressions for calculating the overestimation in the ROC curve and area under 
the curve. Finally, some approximations axe given that enable us to present the 
calculation of the overestimation of the area under the curve in a simpler and 
more transparent form. 
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3.1 Retrospective and prospective ROC 
Suppose we have a total sample size of n individuals with data (xi, yi), where 
y denotes the group membership as before. There are m components in the 
covariate vector x, including the intercept term x, =- 1. We assume throughout 
that the data axe modelled by the logistic regression 
P(y = lIX) = 
1+e, 6rx 
Let be the maximum likelihood estimate of P. Then if we apply the scores 
fij = ýTxj to the data against a threshold u, the observed proportions of false 
and true positives will be respectively 
-po(u) 
H(fii - u) (1 - vi) (3.2) 
P, (U) H(fii - U)Vi, (3.3) ny i 
where 9= Eyi/n and H is the Heaviside function, H(z) equals 1 if z>0 and 0 
if z<0. The ROC curve d= d(4) is the graph of (3.3) against (3.2). 
For the prospective ROC, suppose the random y's in these data are replicated 
a large number of times. Then at each xj, we will expect a proportion pi of 
replicated cases to have y=1, where 
e Ui 
I Ui = 
oTxi. 
T+ -64 
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If the scores f1i axe applied to the replicated data against a threshold v, the 
future proportions of false and true positives axe 
Fo(v) = ý; H(fij - v) (i - pi) (3.4) 
F, (v) = H(fij - v)pi, (3.5) np , 
where 15 = Epi/n. Then C= C(ý) is the graph of (3.5) against (3-4). 
When a screening method is used in practice, its performance will be affected 
not only by random variation in the y's but also by the distribution of the values of 
x amongst the cases to which it is applied. Since we cannot hope to find a method 
of assessment which will work well under all possible uncontrolled changes in the 
population, a minimalist approach is to find a method which works when relevant 
properties of the target population match as closely as possible the corresponding 
properties observed in the data. The above development does this by taking 
the distribution of the future xs to be the empirical distribution of the sample 
covariates -T I, ***s Xn- 
To simplify the notation, let ci = yj - pi, Hi = H(fij - u) and Hj* = H(fij - v). 
Then 
9= f+ EI 
and, from (3.2) and (3.4), 
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n(Po(u) - Fo(v» =1 EHi(1 - yi) -Z Hi* (1 - pi) n(1 - 9) i n(1 - P) i, 
Hi(1 - pi - ei) - Hi*(l - pi) 
1E Hi(1 - pi - ei) -1E Hi(1 - pi) 
Hi* (1 - pi) 
Hi 
1, -pi-ei 
-l-pi 
1 Hi)(1 - pi) E(H, 
i 
(3.6) 
For a given threshold u, we want to choose v to make this zero, i. e. to match 
the false positive rates. As the first term in (3.6) iends to zero as n increases, the 
second term must become small also, and so v will converge to u. But the only 
non-zero terms in the second summation are for those values of i for which f1i is 
sandwiched between u and v, and hence the corresponding values of pi will, for 
laxge n, be close to p., the true value of P(y = jjpTX = u). Hence 
1 -Pi -Ei 1 -Pi 1 -p, n(Fo(u) - Fo(v» 2--, EHi E (H, ' - Hi). (3.7) 
(1 
_j5-E 1-p)1-p 
Using the same method as above 
Pi +Ei Pi 
n(P, (u) - F, (v» Hi 
Lu- E (H' - Hi). (3.8) 
(P+ý 
P) -p 
Defining v,, to be the value of v which makes (3.7) equal to zero, we have 
1-Pi-Ei 1-Pi 1- p 
n(, Po(u) - Fo(vu» Hi r(H, ' - Hi) =0 
( 
1-P-i i-p i, 
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and so 
or 
Thus 
1- PE(Hi* 
- Hi) =Z Hi 
1-Pi-Ei 
-l-Pi 1-P ii( 1-P-E 1-P 
Ii*= 
1-PU -PU EI 1 -pi - Pi) + 
EHi* -PU +(1-P'-'E' -1-P')lrHi (3.9) 1-p-i 1-p 7., i -pu 1-p Z 
and so, substituting for E Hj* in (3.8), 
where 
1 pi +ei pi (u) - F, (vu) ! -2ý 
E Hi 7 n, 
(p+Ep) 
pu(l - j5) E Hi 
1-Pi-Ei 1-Pi 
nii(1 - pu) i( 1-j5-E 
1 HiA(i, u) 
n 
Pi+ Ei 
_LI 
(1 - p)pu 1- Pi -Ei 1- Pi (3.11) (P+E 
P) 
f(1 - pu) (1-p-i1-p)- 
3.2 Expected overestimation of the ROC curve 
We want to find the asymptotic expectation of (3.10), the distance between the 
true positive rates of the retrospective and prospective ROC curves for the cutoff 
I 
u. We note that Op (n- 2) so that the fractions in (3.11) can be expanded into 
45 
a power series in iý. Firstly 
= 
=, E)-l +p 
ignoring terms in 0 and higher. So 
1=1 1-ý (pi + ei) 
(P + i)- 5(pi +, Ei) 
pii =p (pi+ ei+ 
-p) Pi 
+ ei. + Pill pp p2 
ignoring the term in Fei. Similarly 
1-- 
= (1--' 
/- 
11 
__ - 
1- 1- 
if 
___ = 11+ +... 
P'\ i-P 
(ignoring terms in 0 and higher) and 
(1-pj-fj)(l-j3-E)-l = 
ýj 
(1-pi-Ei) l+ 
ip (1 -Pi -Ei +1 -p ) 
1- pi Ei (1 - pi) + i-p i---f (1 - f), 
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(3.12) 
(3.13) 
(3.14) 
(3.15) 
again ignoring higher order terms. Now substituting (3.13) and (3.15) into (3-11) 
gives 
Li + piE 
(1 - ph ei + 
(1 - pi) 
) 
(P 7) p(1 - p, ) (1 -p (1 - p) 1 Pu 
ei + 
Pi Pu(l - pi) 
P. -) PU) 
i ), 
Ei-«1-pu)P'(1-P)+pu(1-P)p (3.16) i5(1 - PU) (1 - pu)p2 (1 - 15) 
We now give a lemma which gives closed form expressions for the asymptotic 
expectation of terms involving ci and E. Let 
Q=1E pi (i - pi)xix'i 
(3.17) 
ni 
and- 
at2 XTn-I i Xi. 
Lemma 1 To an accuracy of 
0(n-12), the asymptotic expectations of Hici and 
HiE are given by 
i E(Hici) = n-2pi(l- pi)dio di 
(3.18) 
and 
-1 10 E(Hjý) n 2di- di 
(3.19) 
where 0 is the standard normal density function. 
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Proof. From the maximum likelihood equations for logistic regression we have 
(nfl)-l E(yj - pj)xj 
i 
(nll)-'Ecjxj 
i 
and so the scalar product of this with xi gives 
fii -us -1 filyii (3.20) nj 
where -yij = xTill-lxj and so -yii = d2j. Now 
Var(fii) Var i+1E 
(U 
n 
1 
n2 Var(cj 
Now ej = yj - pj so Var(ej) = Var(yj - pj) = pj(l - pj). 
So 
1 
Var(fii) pj pj 7ij 
Epj(l - Pj)XTQ-lxjxTn-, Xi n2 i13 
x TQ-1 Q-1xi i pj pj) xj XiTI 
; jjxTiQ-1 [nQ] Q-lxi 
1 TQ-IX, 
n xi 
d2 i' 
n 
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and 
E(fij) =Ei+11: 
(U 
n 
= ui + 
ýjdj' 
n 
Now condition on q to give approximately 
fid' 
U. +i 
d'i 
fiilei -Nn, n 
Thus, if 4ý is the standaxd normal distribution function, 
(eiH(fii - u)) = 
11-1 
E fciP(fii ý: ulci)} 
n! 2 (ui - U) + ýjdj E qP ,1 
1 
di n2 
Using a Taylor expansion 
(n! 2 
(Ui 
- U)+ fidi) 
= 4, 
( 
idi, n521 
(uj 
- u) 
di I di +i di n2 n2 
and substituting into the above expression for the expectation 
1 
,i 
E (eiH(üi - u» E eilb + 
Li2di, n2 
(Ui 
- U) 
di n2 di 
2d2 
E ý-'1' 
ni di 
r. 0 
pi(1 - pi)di 0 
ni di 
which equals expression (3.18) as expectations of linear terms involving ej are 0 
and E(e'i) = Var(yi) = pi(l - pi). 
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To find E(EHi) we condition on ej instead of ci, and add over j, Le. 
E(EHi) =1 E(ejHi) nj 
Now 
fiil, Ej N 
(ui 
+ 
ejyij 
I 
d'jý 
n n) 
and using the same method above with the Taylor expansion 
(cjH(fii - u)) =E {ejP(fLi ý: uliEj)} 
, (ui E qlý 
n-21 - U) 
di n2di) 
2 
ce E 
In2di 
di 
pj pj), Yij 
n2di di 
So 
E(EHi) =1E 
pj (1 - pj)-Y'j 0 
n, nl2di di 
But 
pj pj)-tij n1 Epj(l-pj)xj Sl-lxi=n 
InjI 
as the term in square brackets in the centre expression is just the first row of Q, 
and the first element of xi is 1. Therefore 
1 E(EHj) = n--id, -' di 
which equals (3.19). 
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Following the same method as in the proof of the lemma, it can also be shown 
that the expectations of the terms left out in (3.16), namely E(HjejE), E(HjO), 
and so on, are all 0(n-12) or less. So substituting (3.18) and (3.19) in (3.10) and 
consequently into (3-16), we find 
S(u) = E(, Pl(u) - Fl(vu)) 
21 
1E (HjA(i, u» 
ni 
c2i 
1E11 E(Hici)-«1-pu)P'(1-P)+p"(1-P')ýp E(iHi) 
n j5(1 - pu) pu)p2 p) 
n12 (ui - u) p'(' P) di - «1-P')Pi(1-J5)+Pu(1-P')f) 
1 
di i- lo( nip 1-PU di 
Pu (3.21) 22, -n 
(di 
- n2p i p(1 - j5) di 
) 
l( di 
The last step in the above set of equations may not immediately follow for 
the reader but it is accomplished by substituting p,, for pi. The reasoning behind 
this is that the argument of 0 in the above equations only gives weight to scores 
close to u. Therefore we can approximate pi by pu and the last equation follows 
by cancellation of terms. The terms p,, and ui in the right hand side of (3.21) 
are functions of the true parameter vector 0, and the terms di and p depend 
on pi and hence are also functions of 0. Estimating these in the obvious way 
by calculating a logistic regression to obtain ý gives the corresponding estimate 
ý(u). The corrected ROC curve is the plot of the false positive rates against the 
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true positive rate minus the correction i. e. 
ý(U), Po(u)}. 
C* is an estimate of the ROC curve that would be obtained if the fitted score 
OTx were to be validated on a large replicated sample. The sum in (3.21) can be 
written as an expectation over the empirical distribution of the sample covariate 
vectors x 1, x,,. Denoting such empirical expectations by E (. ), and defining 
PIX and DI = XIO-lX, (3.21) is 
Z, 
I (D 2- Pu FE TT 75 (3.22) nif D 
)I 
I The factor n2 in the axgument of the standard normal density in (3.22) means 
that, as n --+ oo, the expectation puts increasing weight on values of X with 
U close to u, and so essentially depends on conditional expectations of the rel- 
evant quantities given U=u. We now introduce a lemma which enables us to 
investigate this relationship further. 
Lemma 2 Let (X, Y) be two continuous random variables with Y>0. Let f (x) 
be the marginal probability density function of X, g(Y) be any smooth function 
of Y, and a be a constant. Then under smooth regularity conditions 
1(x 
E g(y)o 
(n2 
- a) n-1 E (g(Y) IX = a) f (a) +0 (n- 
Iy-y)I=22 
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Proof. Let f (x, y) be the joint probability density function of (X, Y), so 
g(Y)0 
() 
=IIY-l g(y) 0f (x, y) dx dy yy 
and let 
n'2(x - a) y dt sothat x=a+. 
Ly 
and dx- i i n2 n2 
Then substituting for x the required expectation can be written 
ff 
g(y)o(t)f (a + 
Ly 
, y) dt dy 
21 
n'! 
Using a Taylor Expansion 
ty ty t2 y2 62 
f(a+ 
, y)n, -f(a, y)+-, T -3ýjf 
(a, y) + 
x xf 
(a, y) + 
n"! 0. n 
The required expectation is now 
I 
g(y)f (a, y)o(t) dt dy + n-2 
62 
1ff 
tyg(y)o(t)-f (a, y) + 0(n-1) Jx 
2 ffg(y)f(a, 
y)O(t)dtdy+O(n-2) 
as f to(t) = E(t) = 0. 
If we assume that the empirical distribution of X converges to a continuous 
distribution in which U= PTX has probability density function f (u), a direct 
application of Lemma 2 to (3.22) gives 
P, f (U) P, (D 2JU = U) _1). (3.23) 
np 
( 
Al - P) 
53 
This expression shows that, asymptotically, the overestimation of ROC at 
each threshold u is of the order 0(n-'). Values of D, however, depend on the 
dimension m, and tend to be large if m is large. We derive a further approximation 
in Section 3.4, suggesting that if m is large as well as n, then the expected 
overestimation is proportional to the ratio m/n. 
3.3 Overestimation of the area under the ROC 
curve 
The axea under the retrospective ROC curve d is 
n 
P, (u) dAo (u) E (1 - yj). Pi (, aj) n(l - 9) j=l 
and the area under the prospective ROC curve C is 
P, (v)dFo (v) w(i 
1 
ii) E (1 - pj) Pi (vj) - j=l 
Using the same method presented in Sections 3.1 and 3.2 we calculate the 
overestimation in the area by integrating over the differences in true positive 
rates with respect to the false positive rates i. e. the overestimation is 
f (Pl(u) - Fj(v,, ))dPo(u) 
where as before, v,, is the value of v which matches the false positive rates. 
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Rom (3.10) we have 
Fj(u)-Fj(vu)=-- HiA(i, u). 
ni 
Substituting in above we have 
_ 9) 
E (1 - yj) 
(P, (üj) - F, (vü, 
» Fl(v,. »d. Po(u) = ;7 (1 
j=l 
üj) (1 - yj)A(i, üj) n2 
(3.24) 
where va, is the value of v that corresponds to the jth value of fi which matches 
the false positive rates. 
As before, we approximate the expectation of (3.24) by expanding in terms 
of the ej's, noting that the variances of ý and fij (the only random terms in the 
denominators) are both of the order 0(n-1). In A(i, f1j), pý, J is just the value pj 
so 
A (i, üj) =(i) Ei -( 
(i - pj)pi (1 - f) + pj (1 - pi)p i 
f(1 - Pi) (1 - pj)p2 (1 - p) 
ignoring higher order terms. 
We let yj = pj + ej and expand power series such that 
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1- hA(i, üj) =1- 
pj - ej A(i, üj) 
1-9 
= (1 - pj - ej)(1 - Z)-lA(i, üj) 
pj - ei) A (i, üj 
1++--- A(i, üj) pj - ej) 
( 
(1 j5) 
1 -pj 'EI + 
(1 - pj) +-- .) A(i, üj) 
(1- 
fi 1-p (1 - p)2 
(1 - pj) ei + j5(1 - P) (1 - Pi) 1 
ei +--- (3.25) 
plus terms in ejej, E, ej, and so on. We now introduce another Lemma, very 
similar in farct, to Lemma 1 which gives an expression for the expectation involving 
the term Ei in the overestimation of the area. 
Lemma 3 When i0j the asymptotic expectation of ciH(fij - fij) is given by 
pi(l-pi)aij, n'2 
(uj 
-_ ui) 
E(eiH(fij - fii)) =11 (3.26) 
n"Ibij bij 
whem 
aij = (xi - Xi 
)Tn-lx, 
and 
+a--= (xi - xj)'fl-'(xi - xj). 
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Proof. Again from (3.20), the equations for maximum likelihood estimation in 
logistic regression we have 
fk7jk 
k 
E fk7ik 
nk 
so taking the scalar product with xj and xi respectively and subtracting we have 
uj - Ui +1 fk(tik 
nk 
Now 
Vax (fij - fii) 
V (Ek) ('tjk -* Ifik) 
2 
k 
)2 Pk Pk) (7jk - 7ik 
k 
Pk Pk) (^fj2k - 7i2k - 2'Yjk7ik) 
k 
Also 
XTQ-lXj 
X: Pk(l - Pk)7j2k ý 
EPk(l 
- Pk)XjTn-lXk k 
kk 
Tf)-l I: Pk(l-Pk)XkXT Sl -lxj Xi 
Ik 
k. 
xjll-'[nD] Q-'xj 
nxjTo-'xj 
n^tjj 
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Subsequently 
-lXkXTQ-lX, EPk(l-Pk)7ik : -- EPk(l-Pk)XTiQ k 
kk 
= nxTSI-lxi 
= nyii 
and 
)XTQ-lXkXTQ-lX, Pk Pk)'Yjk'Yik EPk(l -Pk k 
kk 
XiTfri 
T Q-lxi EA Pk)XkXk 
Ik 
xjQ-1 [nSI] Sl-lxi 
Tn-lX. 
nxj % 
= n-yji 
So substituting these terms into the expression for the variance above gives 
V(flj - fii) =1 (-yjj + -yii - 2, yji) = 
bi'j 
nn 
as 
(X, 
_ Xj)Tf2-1X, = XT9-1X, _ XT2-1X, =, yi, -, yij aij =13 
so 
2 
ij = ap + aij = yii + yjj - 2, yij. 
Also 
E(fij - fii) = uj - uj + 
ei(-tii - -Yij) + Ej 
(, Yjj - -Yji). 
nn 
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so conditioning on ej to give approximately 
ej (- üi - üi 1 ei "N 
(uj 
- ui +- 
'Y'j) + yjj - -yji), 
bij 
From now on we should strictly include all terms in ej, but this will give rise to 
expectations involving the product eiEj which will be zero, so we exclude these 
for the sake of brevity. Then 
E(ciH(fij-fii)) = E{ciP(fij-fii>OliEi)} 
E 
lei4l) (. (uj - ui)n! 2 + ciaij bij n21bij) 
Again using a Taylor Expansion 
((uj 
--ui)nl26 
.+ 
ciaij (uj - ui)n! 2 
)+. 
Ijaij , 
(. (uj - ui)nl2* ii 
bij n2bij bij n2bij bij 
and substituting into the above expression 
(uj - ui)n! 2 +2 aij 
(uj - ui)n! 2 E (eiH(fij - fLi)) E ci(D 
fi 
i bij 
) 
n2bij bij 
(uj - ui)n2 E -, 
2-aj 
. 1, 
In2bij 
bij 
pi pi) aij (uj - uj) n12 
n2bij bij 
When i=j the expectation in (3.26) is zero. Extending Lemma 3 it can also be 
shown that the expectation of the product of H(flj - fij) with each of the terms 
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left out in (3.25) is of a lower order of magnitude and so, for large n, can be 
omitted. 
Using (3.26) in (3.25) and (3.24) gives 
Fl(u,, ))d. Po(u) c-, -A1: n2p(l - P) ioj 
pj(l-pj)aij 
bij 
, 
n'2 
(uj 
- ui) 
bij 
(3.27) 
I (uj pi pi) aij n2 -- ui) 
n2p(l - P) ioj bij bij 
(3.28) 
I(uj 
- Epi(l - pi)bijO 
n2 ui) 
2n2j5(l - P) ioj bij 
(3.29) 
i 
The factor n2 in the argument of 0 means that only pairs with values of ui and 
uj close to each other axe given weight in these double sums. This allows pj in 
(3.27) to be replaced by pi in (3.28) to this order of approximation. Equation 
(3.29) follows by taking (3-27), reversing i and j, then adding to equation (3.28), 
and then dividing the result by two. This makes the calculation easier as we only 
have to calculate bij and not aij. As before, the value of this can be estimated in 
the natural way by evaluating the terms bij using 4. 
Now using Lemma 2, for any fixed suffix i, 
i 
n2 (uj - ui) 12 
nE 
bij0 
bij -- 
n-2 
«X 
- Xi)'9-'(X - Xi)JU = Ui 
) f(ui) 
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and so the overestimation in area is approximately 
1 
Epi(1 
- pi)P, 
«X 
_ X, 
)Tn-1 (X 
_ Xj 
IßTX = ßTX, = U, 
) f (U, ) 
2n2, ü(1 - 
1 
.2 
{pu (1 
- pu) 2f 2nI5(1 - p) 
:d 
«y 
_ X)Tg- 1 (y _ X) ißTX = ßTy = U) f (U) 
1 
= ; 7p: ý«1 
1 lpu(l 
- pu)f (U) tr 
(fl-'Va-r(XIU» 1, (3.30) 
where Y is an independent replication of X. Note that the overestimation is 
again of the order 0(n-1). 
3.4 Further approximations 
Formulae (3.22) and (3-30) involve moments of the conditional distribution of 
covariate vector X given the score U= #TX. We can gain a greater under- 
standing of the magnitude of these quantities by approximating this conditional 
distribution by the residual distribution in a linear regression of X on U. The 
approximation is exact under an assumption of multivahate normality. 
In Section 3.2 we defined R to denote empirical expectation over the finite 
sample values x 1, ---, x, Extending this notation, let E* (-) denote the corre- 
sponding weighted expectation given by 
E'P'(' - E') (-) 
Ei pi (1 - pi) 
Let 
m= E* (X) and V= Var* (X) = E* 
(XXT) 
_ iltT. 
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Then 
u E* 
(#TX) 
= E* (U) OTp and Var* (U) = or! = 18TVe 
Now consider the following linear regression of vector X on the scalar U, 
X=p+a(U-i! )+R (3.31) 
where R is the corresponding vector of residuals. Then if this regression is fitted 
by least squares under the expectation operator E*, the normal equations are 
E*(R) = E* (R(U - ü» = 
Hence the regression vector is 
V, O 
a #TV# 
and the residual vaxiance is 
Vax*(R) =V- 
VOpTV 
PTV, 6 
Had the (weighted) distribution of X been multivaxiate normal, the right hand 
side of (3-31) would give a complete description of the conditional distribution of 
X given U. Also note that as p, is a function of u, conditional expectations given 
U under E* are exactly the same as conditional expectations under E. Hence we 
would then have 
P, (XIU = u) = E*(XIU = u) + 
vp (u - (3.32) #TV, 6 
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and 
Va-x(XIU = u) = Vax*(XIU = u) =V- 
VaOTV (3.33) 7vo , 
Of course X is not actually multivariate normal, and so we can only use (3.32) 
and (3.33) as approximations to the first two conditional moments of X given U. 
Rom (3.17) we have 
n=1E pi pi)xix'i pi 
(i- pi) (v + 
n 
Also, as the first element of vector xi is always 1, the first element of p is also 1, 
all elements in the first row and the first column of V are zero, and the first row 
or column of Q is just (E pi (1 - pi) /n) times the vector p. It follows that 
n 
Epi(l - pi) 
and so 
n(m - 1) tr(fl-'V) E pi(l - pi) 
Hence, from (3.33), 
tr (fl-'Va-r(XIU)) n(m - 2) (3.34) Epi(l -pi), 
Also, using (3.32), we find 
, (XISI-IXIU = U) 
n 21U=U) =p (D m 
C2 Epi(l - pi) u 
(3.35) 
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Applying (3.35) to (3.22), the corresponding approximation to the overestimation 
in ROC is 
S(U) Puf (U) (m-l)-Epi(l-pi) (U-ii), (3.36) 
0,2 pEpi('-Pi) np(l - p) u 
Note that the term in square brackets is the sum of three components: (m - 1), 
the number of non-intercept covaxiates in the logistic regression, the centre term 
which lies between 0 and 1 according to the distribution of the true probabilities, 
and the standardized squared distance between u and the overall mean & 
Applying (3.34) to (3.30), the corresponding approximation to the overesti- 
mation in the area under ROC is 
m-2 
-E*f (U) -- 
m-2 (pu(l - PU)f (u)) (3.37) 
n15(l - f) nj5(l - p) E (PU(l - Pu)) , 
Whereas (3.29) is a cumbersome expression, the corresponding approximation 
(3.37) is quite simple. In our examples we have simply fitted the logistic regression 
to give the estimates of the probabilities pi and their logits ui, and then sorted 
the uis into class intervals. Suppose that the jth interval has class mid-point u(j), 
class width d(j) and class frequency f U). Let p(j) be the probability whose logit 
is u(j) and let there be n, class intervals in total. Then (3.37) is estimated by 
m-2 n. (j) (I (j))(d(j))-l (f 
(1))2 
pc -P 
1 
(3.38) 
Eý p(j) (i - P(j)) f (j) 
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where 
1 no. 
- 
Ep U) f W. 
nj 
These formulae axe based on the assumption that the appropriately weighted 
empirical distribution of the x's is approximately Gaussian. The fact that only 
marginal expectations over all possible values of the conditioning variate U axe 
involved may suggest that these approximations are robust to this distributional 
assumption, but there axe no theoretical results to justify this. It has been shown, 
however, that in all the bootstrap simulations studied (some of these axe reported 
in Chapter 4), the value of (3.38) provides a good estimate of the overestimation 
in the area under the retrospective ROC, even in cases where the x's are clearly 
far from Gaussian, for example when the covariates are categorical. 
3.5 Comments 
The reader may wonder why the word overestimation is used rather than the 
more usual term bias. In the context of ROC, bias would refer to the difference 
between the expected value of d and the 'true' population ROC curve, i. e. the 
ROC for the true score 'OT x acting on the true population distributions of y and 
x. We are comparing two random quantities, since both d and C are functions of 
the sample estimate ý. For the practical validation of risk scores we are interested 
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ir the future performance of the actual score 4Tx and not in the properties of 
the hypothetical score 6TX. 
In Section 2.3.2 we examined an argument by Lloyd, which stated that the 
empirical estimates of the misclassification rates of a logistic regression are not 
maximum likelihood if the logistic regression model is assumed to be true. In 
this Chapter we take the usual non-paxametric estimate of the ROC curve and 
work out how big the overestimation would be if the logistic model were true. 
The bootstrap and cross-validation procedures suggest that the overestimation 
doesn't seem to depend very sensitively on whether the logistic model is actually 
correct. If the logistic model is false then Lloyd's ROC is wrong by an amount 
0(1) whereas the overestimation calculation would only be wrong by an amount 
0(1/n). The relationship between overestimation and Lloyd's ROC is of little 
relevance in the context of this thesis as we are studying the overestimation of 
the ROC curves that people axe actually using in practice. 
The approximations in Section 3.4 suggest that asymptotic overestimation in 
1). 
ROC is 0(n-1), whereas the sampling standaxd deviation of ROC is O(n-2 
However the role of the number of covariates is important, (3.37) giving the 
overestimation as proportional to the ratio (m - 2)/n. The orders of magnitude 
of these quantities axe similar to those mentioned in Chapter 2 in the discussion 
of over-fitting and shrinkage in linear regression models (see Copas (1983)). As 
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also mentioned in Chapter 2 the future accuracy of linear predictions might be 
measured by prediction mean squaxed error (PMSE), which in the simplest 
situation, and using the usual notation, is like a2(1 + m/n). For a given strength 
of the covahates (for a given residual variance Or2), the prediction mean squared 
error inflates by adding a term proportional to m/n. 
The results of the simulations for large sample sizes, and to a lesser extent 
I 
for smaller sizes seem to agree very well with the overestimation predicted by 
the formulae in (3.21) and (3.29). One may ask what is the use of the formulae 
at all if in practice we could just use the cross-validation procedure to assess the 
overestimation? As well as being able to express the overestimation in convenient 
analytical expressions, we were able to use the formulae to give an insight into the 
size of the overestimation and what it depends upon (see discussion in previous 
paragraph). Cross-validation would give an estimate of the overestimation, but 
it would just be a number and we would have no idea why it would be big in one 
case and small in another. 
It should be noted that the overestimation in axea is not the same as the 
appropriate integral under the function S(u). This is because the calculations 
of overestimation in the true positive rates is conditional on a fixed threshold u, 
whereas overestimation in the area involves integrating with respect to the false 
positive rate which is also random. Technically, the difference is seen in the fact 
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that the term EHi in the development in Section 3.2 is 0(n-12), but the analogous 
term in the development in Section 3.3 is of lower order of magnitude. 
As mentioned in Chapter 2, the ROC is invariant under monotonic trans- 
formations in the score, and so if there is just a single covariate (m = 2) any 
sampling error in 4 will not affect the ROC curves (provided the non-intercept 
coefficient has the correct sign). This is seen in formula (3.37) which is zero when 
m=2. 
Finally, as described in Chapter 2, another way of assessing the effectiveness 
of risk scores is given by the so called 'logit rank slope' (Copas (1999)). Appendix 
B of this paper derives an asymptotic approximation to the covariance between 
yj and the sample rank of fii. We have shown that the area under the ROC 
curve can be represented as a function of the rank sum statistic (2.2). Using 
this relationship and reworking the approximation in the cited paper above gives 
an expression for the bias in the rank sum statistic, and this is another way of 
deriving approximation (3.30). 
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Chapter 4 
The Corrected ROC Curve: 
Examples and Simulation Study 
In this chapter we shall present a number of examples to demonstrate the overes- 
timation of the ROC curve and area for logistic regression as derived in Chapter 
3. We shall focus on two medical examples, a study on melanoma (a type of skin 
cancer) and a study on advanced breast cancer. A simulation study to assess the 
properties of some of the formulas presented in Chapter 3 is also included, using 
some of the sampling techniques described in Section 2.3.3. 
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4.1 Melanoma case-control study 
For our first example we take data from a case-control study of melanoma reported 
by Berwick et al (1996) (see the cited paper for full details of the study). This 
study has the common aim of assessing the risk of disease in terms of a number of 
measurable risk factors. A number of the individuals in this study had incomplete 
data (and one duplicate record), for this reason 872 records out of an original 999 
were available for analysis and the subjects are roughly divided between cases 
and controls. These data are also studied by Begg et al (1998), who discussed a 
number of approaches to measuring the strength of risk factors in predicting risk. 
Figure 1 of the cited Begg paper shows the ROC curve for the linear discriminant 
function calculated from the data. There axe twelve covariates and a binary 
indicator of case/control status - when the categorical variables axe replaced with 
dummy variables we have m= 15 (including an intercept term) and n= 872. A 
description of the variables is presented in Table 4.1. 
A logistic regression of these data was performed and using the Wald test 
we see that 10 out of the 14 covaxiates significantly contribute to the logistic 
regression, the strongest contributions being from age, tendency to tan, family 
history of skin cancer and total number of nevi on the subject's arms and back. 
The ROC curve for this logistic regression, 6 can be seen in Fig. 4.1. 
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Name Description Variable Type 
SEX Self-explanatory Categorical 
AGE Self-explanatory Numeric 
SKINCOL Skin colour Categorical 
SKINTYP1 Tendency to Burn Categorical 
SKINTYP3 Tendency to Tan Categorical 
BURNPAIN Pain due to Sunburn Categorical 
FRECK25 Develops Freckles before age 25 Categorical 
HAIR Hair colour type Categorical 
EYES Eye Colour Categorical 
SUNTOTG Level of Sun Exposure Categorical 
CASE Binary indicator of status Categorical 
RELSCKA Family history of skin cancer Categorical 
TOTNEVI Total no. of nevi (moles) Numeric 
Table 4.1: Description of the variables in the melanoma case-control data 
When comparing the ROC curve in Fig 4.1 with the ROC curve in Figure 1 of 
the cited Begg paper we see that they are very similar, even though one has been 
calculated from a linear discriminant function and one from a logistic regression. 
This might suggest near equality of the two methods under the distributions of 
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Figure 4.1: ROC Curve for the melanoma logistic regression 
the covariates. 
Recall the correction in the ROC curve can be calculated by way of (3.21) 
S(u) = E(, Ü, (u) - Fl(v. » ý-- 
Pu )o( 
di j_E 
(di- 
-- n2p i ý(1 - p)di 
and the corrected ROC curve is given by 
ý(U), Po(u)}. 
The terms in the above expression are easily calculated from the logistic regression 
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described above. In particular, 11 in the calculation of di can be calculated from 
the S-Plus function vcov. glm - see Venables and Ripley (1997) p228. In calcu- 
lating S(u) we can take the predicted values of the logistic regression themselves 
as the cutoffs for ease of calculation. The 'corrected' ROC curve for the logistic 
regression (score) from the melanoma study is shown as the stippled curve in Fig. 
4.2. The area under the ROC curve, d is 0.7370 giving the model only adequate 
to good discriminatory power even though two thirds of the included covariates 
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Figure 4.2: Original and 'corrected' ROC curves for the melanoma score 
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are sIgnificant. The overestimation in the axea calculated by the expression in 
(3.29) is 0.01933. The approximation to (3.29) in (3.38) can be calculated by us- 
ing the class intervals and frequencies from a histogram of the predicted values i1i 
from the logistic regression (other density estimates can also be used to calculate 
the frequencies and class intervals). Different values of (3.38) can be obtained by 
vaxying the number of class intervals - these are presented in Table 4.2. As we 
can see from the table, (3.38) gives a very good approximation to (3.29). 
Number of class intervals I Value of (3.38) 
10 0.0191 
20 0.0198 
30 0.0203 
Table 4.2: Overestimation of the area under the ROC curve for the melanoma 
score, using (3.38) with different class intervals 
4.2 Simulation study 
To assess the properties and accuracy of some of the estimates in Section 4.1 
we carried out a simulation study involving a parametric bootstrap simulation 
and two differing types of cross-validation to directly examine the ROC curves C 
(retrospective) and C (prospective). 
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The parametric bootstrap procedure is described by the following algorithm 
1. Fit a logistic regression to obtain a set of fitted probabilities pi. 
2. Generate a replicate set of Vi's, call these yi* randomly from the pi's. 
3. Fit a new logistic regression using yi* on the original covaxiates xj to give a 
new regression vector, call this 8*. 
4. Calculate the ROC curve C, using score u,! = #*TXi and data yi* ('retro- 
spective'). 
5. Calculate the ROC curve C2 using score u! = 6*T xi and original fitted 
probabilities pi ('prospective'). 
6. For a fine grid of values along the horizontal axis of the unit square we use 
lineax interpolation to find the vertical heights between the two ROC curves 
described in 4. and 5. and subtract to give C, - C2, the overestimate of the 
true positives. 
7. Repeat this procedure ni,,, times and average the difference to give an 
estimate of the expected overestimation. 
It is important to distinguish between the parametric (as used in this exam- 
ple) and the non-parametric bootstrap. Typically, the non-parametric bootstrap 
would involve randomly sampling from the data to create a new data set from 
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which we calculate a logistic regression. We then return to the original data to 
test the prediction rule. This type of bootstrap sampling procedure ignores the 
distribution of the covaxiates, whereas in the parametric case we are implicitly 
assuming that the model is correct when we generate the vector yi*. The above 
procedure was calculate for ng.. = 1000 repetitions and the result can be seen 
as the stippled line in Fig. 4.3 , to be compared with the solid line which is the 
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Figure 4.3: Predicted and simulated overestimation of the ROC curve for the 
melanoma score 
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estimate of S(u) from (3.21). The agreement is particularly good. It is important 
to note that the overestimation of ROC is greatest towards the left of the curve, 
which is usually the region of interest, corresponding to values of the threshold 
for which the false negative rate is small. 
We can also use the above procedure to test the formulae for the overestima- 
tion in the area. For each of the simulations we calculate the areas of C, and 
C2 and subtract, to find the difference. After n, i,,, = 1000 simulations we find 
that the average difference in the area is 0.0197 (± 0.0003) which compaxes fa- 
vorably with the value of (3.29) 0.0193 and the value of (3.38) 0.0191 (on 10 class 
intervals). 
The first of our cross-validation approaches is the 'leave one out' method 
described in Section 2.3.3. The 'leave one out' method can be described by the 
following procedure 
1. Omit record i from the data set comprising of n individuals. 
2. Calculate a logistic regression from the remaining (n - 1) individuals, call 
the regression vector 4(-i). 
3. Use and the omitted record from individual i to create the score fi(j) 
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4. Repeat the procedure until we have n pairs of values (fi(j), yi), from which 
we can construct the ROC curve. 
This procedure was carried out for each of the n= 872 individuals in the 
Melanoma study. The results can be seen in Fig. 4.4, where the solid line is 
the original ROC curve d, the stippled curve is the 'corrected' ROC curve and 
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Figure 4.4: Retrospective, 'corrected' and cross-validated 'leave-one out' ROC 
curves for the melanoma score 
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the dotted curve is the cross-validated 'leave one out' ROC curve. As we can 
see, the cross-validated curve is in close agreement with the 'corrected' curve. 
Fig. 4.5 shows the plot of the 'leave one out' ROC curve against the paramet- 
ric bootstrap prospective ROC curve C2 (as described in the algorithm for the 
parametric bootstrap). The curves are broadly in line with each other, except for 
a deviation in the lower part of the curve. This deviation could arise from the 
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Figure 4.5: Paxametric bootstrapped prospective and cross-validated 'leave-one 
out' ROC curves for the melanoma score 
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particular model that we are using to calculate the ROC curve. The 'smoothed' 
nature of the bootstrapped ROC curve is most likely due to averaging over the 
large number of simulations performed, as well as the paxametric nature of the 
bootstrap simulation which places emphasis on the model. The area under the 
cross-validated curve is 0.7145, a difference of 0.0225 from the area under d. This 
difference is in quite close agreement to the values predicted by (3.29) and (3.38). 
The second method of cross-validation comprises sample splitting. In a sense 
the 'leave one out' method is a specialized case of sample splitting, as we are 
splitting the sample into a training set of (n - 1) individuals, a validation set of 1 
individual and repeating the procedure on all n combinations of individuals. For 
our purposes we use the following algorithm for sample splitting: - 
1. Choose a sampling fraction fSS to split the data. 
2. Split the data into a training set T of nss individuals with binary indicator 
yj and a validation set V of n- nss individuals with binary indicator yi*, 
3. Calculate a logistic regression on the data T to obtain a regression vector 
and scores fii. 
4. Use and the validation data V to calculate risk scores uj* z, 
5. Calculate the ROC curve C, using the scores fij and yj ('retrospective'). 
6. Calculate the ROC curve C2 using scores u! and Vj* ('prospective'). z 
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7. Repeat the same linear interpolation procedure for a fine grid of values 
as described in the parametric bootstrap algorithm above to obtain the 
difference C, - 
C2. 
8. Repeat the procedure n, i,, times and average the difference to obtain the 
expected overestimation in the ROC curve. 
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Figure 4.6: Predicted overestimation of the ROC curve by S(u) and by the sample 
splitting cross-validation approach (splitting fraction 51 for the melanoma score 2) 
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The above sampling splitting procedure was completed for n,, i,, = 500 repetitions, 
each of which had fSS = .1i. e. the data were split in half. The result can be 2 
seen in Fig. 4.6 on the previous page. At first glance we see that the predicted 
difference is not in close agreement and from a rough glance it appears that 
the sample splitting approach has calculated the overestimation as about double 
what it should be. From (3.23) we see that the overestimation of the ROC area 
is 0(n-1). So if we calculate the overestimation by the sample splitting approach 
with fss =k then we have to scale the resulting overestimation by t to get the CC 
correct result. An illustration of this is by looking at the mean difference in areas 
over the 500 simulations and comparing with the value predicted by (3.29). 
As we can see from Table 4.3, by multiplying the average area from the sample 
splitting simulation by the sampling fraction we obtain another estimate of the 
overestimation of the retrospective ROC area. Both the figures in the table are 
in close agreement with the value of (3-29) and its approximation (3.38). 
fss I Size of TI Size of VI Average area I Average area x fss 
l1 436 436 0.03980 0.01990 2 
582 291 0.03076 0.02051 3 
Table 4.3: Overestimation of the area under the ROC curve for the melanoma 
score, using the sample splitting approach with two different sampling fractions 
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4.3 Breast Cancer study 
We now focus our attention on a study with a smaller sample size. In this medical 
example, we take the study of prognosis in breast cancer reported in Armitage 
et al (1966) where a sample of n= 187 patients were followed up after surgery. 
The aim of the study is to see whether clinical characteristics measured before 
surgery could be effective in discriminating in advance between patients who 
responded to surgery (y=l) and patients who did not (y=O). The number of 
individuals responding to surgery was 47 (leaving 140 non-responders) and for 
the analysis we take four prognostic indicators (see Table 4.4) which results in a 
Name 
Free Period 
Age 
Operation 
Disc 
Description I Variable Type 
Time between primary treatment 
Numeric 
and recurrence of disease 
Self-Explanatory Numeric 
Type of operation Categorical 
Discriminant score calculated from 
Numeric 
a linear function of two steroids 
Table 4.4: Description of the variables in the breast cancer study 
value of m=5. A logistic regression of these data on the outcome was performed 
(none of the covariates were transformed prior to modelling) and of the covariates, 
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only Disc significantly contributed to the logistic regression. This agrees with an 
assertion in the accompanying literature to the data set that stated that response 
to surgery is closely related to levels of steroids in the blood. 
The RO C curve for the breast cancer data is shown in Fig. 4.7. The 'step-like' 
appearance of the non-parametric ROC curve is highlighted here because of the 
reduced sample size. 
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Figure 4.7: ROC curve for the breast cancer logistic regression 
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As before the overestimation in the ROC curve can be calculated by way of 
(3.21), and the resulting 'corrected' ROC curve is shown in Fig 4.8. 
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Figure 4.8: Original and 'corrected' ROC curves for the breast cancer score 
The area under the ROC curve 6 is 0.7109 giving the model adequate dis- 
criminatory power. The overestimation in the area calculated by the expression 
in (3.29) is 0.0295, suggesting that the area shrinks to approximately 0.681. In 
terms of the Gini Coefficient this equates to a drop from 0.422 to 0.362, suggest- 
ing that the retrospective analysis overestimates the performance of the logistic 
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regression by about 16%. The approximation to (3.29) in (3.38) for various class 
intervals can be seen in Table 4.5. As with the Melanoma example, (3.38) gives 
a very good approximation to (3.29). 
Number of class intervals I Value of (3-38) 
10 0.0305 
20 0.0319 
30 0.0319 
Table 4.5: Overestimation of the area under the ROC curve for the breast cancer 
score, using (3.38) with different class intervals 
4.4 Simulation study 
We use the same resampling procedures described in Section 4.2 to test the prop- 
erties of the overestimation of the ROC curve and area for the breast cancer 
data. 
The parametric bootstrap was calculated for n, i,,, = 1000 simulations and the 
results of the average of the simulations can be seen in Fig. 4.9. The agreement 
between the curves is not so close as the Melanoma case study as a result of 
the smaller sample size but still serves as a good indication and warning of the 
over-optimism in the retrospective ROC area. The average area under C, is 0.715 
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Figure 4.9: Predicted and simulated overestimation of the ROC curve for the 
breast cancer score 
and the average area under C2 is 0.685, a shrinkage in area of 0.300 (± 0.002) 
which compares favorably with the value of (3.29) 0.0295 and the value of (3.38) 
0.0305 (on 10 class intervals). 
The results of the 'leave one out' cross-validation procedure can be seen in 
Fig. 4.10. As we can see, the agreement between the 'leave one out' curve and 
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Figure 4.10: Retrospective, 'corrected' and cross-validated 'leave-one out' ROC 
curves for the breast cancer score 
the 'corrected' curve is still good, but not as good as the melanoma data set, 
again this is most likely due to the reduced sample size. 
Fig. 4.11 shows the plot of the 'leave one out' ROC curve against the paramet- 
ric bootstrap prospective ROC curve as described above. The smooth parametric 
bootstrap ROC curve closely follows the path of the cross-validated curve, 
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Figure 4.11: Parametric bootstrapped prospective and cross-validated 'leave-one 
out' ROC curves for the breast cancer score 
suggesting in this sense the assumption that the model is correct is justified as 
opposed to the deviations seen in the melanoma study. 
The area under the cross-validated cuive is 0.664, a difference of 0.047 from 
the area under d. This is not particularly close to the estimate of 0.0295 from 
(3.29), but we might expect this as the estimate of the area for a 'stepped' ROC 
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curve from a smaller data set can be significantly affected by the way the area 
is defined (evaluating trapeziums under the curve, for example). The sample 
splitting approach can be seen in Fig. 4.12. As with the previous example, 
splitting the data in half appears to have doubled the overestimation of the curve. 
We can take an analogous approach to before and study the overestimation in 
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Figure 4.12: Predicted overestimation of the ROC curve by S(u) and by the 
sample splitting cross-validation approach (splitting fraction for the breast 2) 
cancer score 
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areas produced by this approach. Rom Table 4.6, as before by multiplying the 
average area from the sample splitting simulation by the sampling fraction we 
obtain another estimate of the overestimation of the retrospective ROC curve. 
The figure for the fSS = .1 is close to the value produced by (3.29). The figure 2 
for fSS does not correspond closely to the predicted value - the reason for 3 
this is most likely the small size of the validation sample. 
fss Size of T Size of V Average area Average area x fss 
11 94 93 0.05802 0.02901 2 
126 61 0.05907 0.03938 3 
Table 4.6: Overestimation of the area under the ROC curve for the breast cancer 
score, using the sample splitting approach with two different sampling fractions 
4.5 Overview 
In this chapter, through two medical examples we have illustrated the overesti- 
mation of the ROC curve and area for a retrospective assessment of a logistic 
regression. In the larger of the two studies, involving the melanoma data, the 
amount of overestimation in the ROC curve and area is verified particularly well 
by the three sampling procedures we have undertaken. The breast cancer study 
illustrates the methodology for a smaller sample size and though not being as in 
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close agreement as the melanoma example, still serves to illustrate how significant 
the overestimation can be. Many medical studies involving the utilization of the 
ROC curve for discriminatory purposes often have small sample sizes due to the 
difficulty in selecting similar patients. There is an approximate 16% overestima- 
tion in the Gini Coefficient for the Breast Cancer study on n= 187 individuals 
so the order of overestimation for much smaller studies could be much larger. 
As mentioned in Chapter 3 the formulae for the approximation to the over- 
estimation in the area given by (3.38) axe based on the assumption that the 
distribution of the covariates are approximately Gaussian. We mention that we 
have no results to justify our assumption that the approximations are robust to 
departures from these distributional assumptions. As can be seen from the exam- 
ple involving the Melanoma data, where eleven of the covariates are categorical 
the value of (3.38) is a good estimate of the overestimation, providing evidence 
in favour of the robustness assumption. 
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Chapter 5 
Shrinkage in Logistic Models for 
Categorical Data 
In this chapter we give a new framework for the modelling of categorical data 
when the outcome vaxiable is dichotomous. The study of categorical data has 
become more important in recent years as more measurements axe made on this 
scale (see Agresti (1990) for a comprehensive introduction to categorical data 
analysis). For example, a recent report by Copas et al (1996) introduces the 
OGRS, a risk score which estimates the probability of a convicted offender being 
reconvicted at least once within two years. One of the covariates used in con- 
struction of the score is offence type, a categorical variable recording the principal 
offence for the current conviction. As we would expect, offence types do not nat- 
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urally fall into a manageable number of predefined categories, and therefore for 
the purposes of modelling the reconviction data Copas et al coded the offences 
into nine different categories. This grouping is practically necessary, as the data 
in its raw form will contain many categories with small numbers of offenders in 
each which is inadequate for modelling purposes. But if we code offence into a few 
categories with a large number of individuals in each we are losing information 
about particular offence types. This chapter aims to address this grouping prob- 
lem by incorporating prior-information about 'success' rates between categories 
in the analysis. 
To illustrate this concept we study the OGRS example further. Originally, 
there were approximately 1000 offence categories which is patently too many for 
modelling purposes. These were grouped into the nine general offence categories 
briefly mentioned above. For the purposes of our example, suppose three of the 
original 1000 offences were: 
Theft from a Car 
Theft from a Van 
7ýeason 
Looking at these offence types, we would expect that categories Theft from a 
Car and Theft from a Van could be grouped together with others into a general 
category entitled Theft. Of course, we would expect that Treason would not 
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be included in the Theft category due to the great difference in nature of the 
offences. In this example we are primarily concerned with reconviction rates 
within offence categories, and it would be fair to assume that the reconviction 
rates for individuals in the Theft from Car and Theft from Van categories are 
similar and they are not related to the reconviction rate for the Treason category. 
We could describe this information in terms of a correlation between reconviction 
rates, for example the correlation between the rate for Theft from a Car and 
'Reason would be extremely small, perhaps even 0. Conversely we would expect 
the rates for categories Theft from Van or Theft from Car to be highly correlated, 
perhaps 0.9. We could also axgue that a van is a commercial vehicle, and therefore 
more likely to be a target for offenders than a private vehicle. We could use this 
information to justify a change in the correlation between the two Theft rates. 
We can then summarise the correlations between reconviction rates in the form 
of a matrix R where (strictly, R is the correlation matrix between the logit of the 
reconviction rates) 
0.8 0.0 
R 0.8 1 0.0 
0.0 0.0 1 
where R(1,2) is the correlation between the reconviction rates for categories Theft 
from a Car and Theft from a Van, while R(1,3) is the correlation between the 
reconviction rates for categories Theft from a Car and Treason and so on. 
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By use of this correlation matrix R we can include the information about 
reconviction rates between offence categories that would otherwise have been 
discarded in a statistical analysis. Then, by including R in an assumed prior 
distribution on the logit of the reconviction rates, we can use an Empirical Bayes 
approach to estimate the paxameters of this prior. One of these parameters, 
72 can be interpreted as the overall variation within the offence categories and 
using this and the correlation matrix we can use standard Bayesian inference to 
'update' our estimates of reconviction rates to reflect our prior beliefs. 
We may ask what is the benefit of this procedure apart from reducing the prob- 
lem of losing information by grouping categorical data? The idea of 'shrinkage' 
as described Chapter 1 alludes to the notion that incorporating prior information 
about variables in an analysis gives better predictive accuracy than the model 
without shrinkage. As well as removing unnecessary grouping, improved predic- 
tion by shrinkage is also our aim, although with a subtle difference. To this point, 
shrinkage in terms of better prediction has been primarily concerned with con- 
tinuous measurements and calibration i. e. does the predicted probability of an 
event agree well with the observed frequency of an event? For binary outcomes, 
prediction accuracy is normally described in terms of discrimination error (i. e. 
how accurately are individuals assigned to one of two groups on the basis of a 
scoring system) instead of calibration error. As mentioned in previous chapters, 
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discrimination can be measured by the ROC curve and its area. These topics 
have been covered in depth and will not be studied again here but we will recap 
the important distinction between prospective and retrospective ROC curves and 
areas. The retrospective ROC area is an assessment of how well a model or score 
discriminates applied to the data it is constructed from, as has been mentioned 
before this is an overestimate of how well a score actually discriminates. To ob- 
tain a true estimate of the discriminatory power we must assess the model or 
score on how well it performs in the future (prospectively), ideally through way 
of an independent set of data. We will use these ideas in the next two chapters 
to show that in certain circumstances, a prospective ROC assessment indicates 
that the discriminatory power of the 'shrunk' estimates is better than that of the 
associated model estimates. 
5.1 Background 
To explain our methodology, we first review a standard result in Bayesian statis- 
tics. We observe a set of independent observations xl,..., Xk where 
xi -N (pi, ai') 
and the problem is to estimate pi. Put E= diag(cj2). 
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Suppose the prior on it is 
it - N(al, -r 
2 R) 
where R is the prior correlation matrix. Assume R is given but fit a and 7-2 to 
the overall mean of the xi's. As 
where 
we can estimate 
[ 21 = r2 +k E[-xl =a and E8E1 -a, 
i7 
and 82 
aby&=*f and -r' by-P=s 2-Ek 
-F 
Standard formula for normal Bayesian inference gives the posterior mean as 
E[L I ýz ]= (E-1 + r-2 R-')-'(E-lx + a-r -2 R-11) (5.2) 
and we can estimate this expression by substituting in the estimates of a and -r' 
in (5.1). In principal we would expect R to be available from some expert source. 
Clearly R must be positive definite, which is a fundamental property of 
variance-covariance matrices. If we elicit the correlation matrix from an expert 
source it is entirely possible that R will be not positive definite and therefore an 
incorrect correlation matrix. A way around this problem is to replace the nega- 
tive eigenvalues with 0 and then reconstruct R with the new set of eigenvalues 
and the original eigenvectors. To do this let the eigenvalues of R be 
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Al :: ý' A2 -'ý' *,,:: ýo 
Ak 
and let A be the kxk matrix whose columns are the corresponding normalized 
eigenvectors. Then R= AAA' where A= diag(Ai) and AIRA = A. Put 
y=A Tx and v =A Ttl 
Then 
y, N(2, AT E-A) and v- N(aA Tj ,r2 A) 
Arrange the eigenvalues such that 
Al As >0 >- As+1 > Ak 
and let 
Y* = (Y,,..., ys )T V* (V,,..., VS)T 
Also, partition A= (A,: A2) and let A, = diag(Al ...... \, 
). Then 
N (2*, AT rAj) and v* - N(aA 
T1,7-'Al) 
I- 1- 
and so v* is estimated by 
(CXT-2 Tj T1* v 
(r2 
A-'+ (A T EAj) A-'A +Ay 11-( 
0_ 
-) 
We now take A, +j -= ,*, ý 
Ak =0, so that (v, +,,..., Vk 
)T is estimated by the 
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prior mean aA'21. But p= Ajz and so this gives us the final estimate of p as 
ceAT2.1 
5.2 Categorical data and logistic regression 
We now apply these ideas to data of the form of the 2xk contingency table in 
Table 5.1, where we define the xi's introduced in Section 5.1 to be the observed 
proportion of 'successes' in each category (we say that an individual with binary 
indicator 1 corresponds to a 'successful' outcome). The assumption that these 
1 
0 nl(l - x, ) n2(1 - X2) n3(1 - X3) ... nk(1-Xk) Eni(1-xi) 
1 nix, n2X2 n3X3 ... nkXk r, nixi 
ni n2 n3 ... nk 
I 
Eni=N 
Table 5.1: Contingency table arising from considering xi's as observed proportion 
of 'successes' amongst ni individuals. 
proportions are normally distributed follows by the Central Limit Theorem and 
the subsequent results in Section 5.1 follow. In particular, if we assume that the 
100 
proportions do not greatly vary between categories we can approximate o, 2 i by 
?, a(l - a) ai 
ni 
We can estimate a by & where 
overall proportion - 
F, nixi 
Enj 
(5.3) 
Substituting & for a in (5-3) and in turn substituting for ai' in the expression for 
72 in (5.1) we have 
k 
T2 
2_ 
Oli 
ni (xi - 
y)2 kT(l - T) 
NN 
1(1-Y) Eni(xi _ y)2 k 
N Y(1-Y 
I 
E(nixi - n, 
y)2 
N niY(l - Y) 
But by rearrangement 
E(nixi - niY)2 (nixi - nit)2 (ni (1 - xi) - ni 
t))2 2 
niT(l - T) nit + ni(l -. t) 
and hencer 2 can be estimated by ý2where 
(X2 
- k) (5.4) N 
and X2 is the usual X2 statistic for testing independence in the 2xk contingency 
table. 
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In previous chapters we have introduced the concept of 'shrinkage' as incorpo- 
rating prior information about data in an analysis to improve predictive accuracy. 
We can consider -r 2 as a 'shrinkage' parameter because it can be estimated by 
taking information from the data, in this case the X2 statistic, and be used to 
update the original parameter estimates using (5.2). The X2 statistic represents 
how different the observed proportions in the different categories are. The more 
different the proportions are, the greater the value Of X2 and 7ýý. Hence from (5.2) 
there will be less shrinkage of the original parameter estimates. 
As is the case in the OGRS example, we may have other covariates as well 
as the categorical variable. Logistic regression is the natural modelling approach 
for relating the probability of 'success' of an individual to a number of covariates. 
As a preliminary to this we show that a very similar analysis to the above can be 
applied to the empirical logits of the number of successes in each category. Define 
yj to be the number of successes in the ith category and so yj - Bin(ni, pi) where 
pi is the probability of a success at the ith level. 
The Empirical Logistic Transform 
Zi = log 
Yi (5.5) 
ni - yj + 51 
is simply the logistic transform of the observed proportion, adjusted by a constant 
so that finite values axe obtained when yj =0 or yj = ni. 
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Define 
E[zil - log A (i - pi) 
and 
Var[zil ! -- 
1= 
C*2 
nipi(l - pi) i 
A well known property of the empirical logistic transformation is that it is ap- 
proximately normally distributed. So 
zi - N(tii*, ai*2) 
Again we assume a prior on p* as 
li* - N(a*l , r*2 R). 
The natural unbiased estimator for a* is the weighted mean of the zj's i. e. 
nizi 
E ni 
(5.6) 
We can express a* and 7` in terms of a and -r 2 by using the assumption from 
(5.3) that the proportions of successes do not vary greatly between categories. So 
assuming that pi -P is small we can use a Taylor series expansion to show that 
A! = log 
Pi 
" log 
fp- F) 
% 1-pi 1-p+ Al - P) 
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Therefore 
a*= E(p! ) E log 
P' ) 
1 -Pi 
E og 
f+ pi - 15 (1 
1 --p Ri - PJ) 
ce E 
(log 
log -f 
a (5.7) 
and 
, r*2 = Var(pl) Var 
(log 
1 
pi 
Pi 
Var og 
P+ pi (i 
Var P' 
(Al 
- A) 
Vax(pi) 
p2 (1 - i5)2 
7 (5.8) 
p2 (1 - p)2 
In the context of logistic regression, r *2 can be interpreted as the overall variability 
in the model for observed proportions. If we estimate 7- 2 in (5.8) by the expression 
in (5.4), this will give an estimate of 7` in terms of the X2 statistic for the 2xk 
contingency table. 
When analysing logits, the more natural measure of 'goodness of fit' is the 
deviance or log-likelihood ratio statistic. Dobson (1990) shows that the deviance 
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of the logistic regression model can be expressed as 
2 Olog 
0 (5.9) 
E 
where 0 denotes the observed frequencies yj = nixi and (ni - yi) = ni (1 - xi), and 
E denotes the expected frequencies or fitted values ni: t and ni(l -x; -). Substituting 
these values into (5.9) we have 
nixi log 
xi +E ni(1 - xi) log 
(1 - xi) (5.10) 
ic (1 - ±) ) 
Letting xi = pi + Ej, we have :T=p+E and so 
ni (pi + -i) (log (pi + Ej) - log (p - E)) 
+2Eni(1 -pi -, -i) (log (1 -pi -Ei) -log (1 -p- E» 
Assuming the ni's are large, we can use Taylor series expansions 
E2 (pi + ei) log (pi + ei) ý-- (pi + ei) 09 Pi + 
ii- 
-i+... Pi 2p? 
E2 
' Pi log Pi + ei (1 + log Pi) +i+... 2pi 
(pi+ei)log(p+ýi) ý-- (pi+ei) logp+---+... p 2p2 
= pilogp+... 
(1 - pi - ei) log(1 - pi - ei) ý-- (1 - pi) log(1 - pi) - 
6? 
Ei(l +log(l -pi)) +- I- + 2(l p, )2 
(1 - pi - Ei) log(' -p- E) ý-- (1 - pi) log(' - p) ---- 
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(terms in ci ý are omitted as when we take expectations they will be zero). 
As before we assume that the pi's don't vary too much so that if we let pi =a+ 6i 
we can use Taylor Expansions for small Ji. Now 
E(6j) =0 and V(6i) = E(bi) =, r'. 
so the above expressions then become 
c2 (pi + ei) log(pi +, Ei) c-- (a + bi) log(a + 5i) +' 
2pi 
(pi + ci) log (p + ýi) c-- (a + 6j) log (a + S) 
(1 - pi - ei) log(1 - pi - ei) ý-- (1 -a- äi) log(1 -a- 6i) + 2(1 
i 
pi) 
(1 - pi -, Ei) log(1 - j5 - i) 2-' (1 -a- Ji) log(1 -ä+ 
3) 
Using Taylor expansions for small Ji we have 
72 1-a EI(pi+ci)log(pi+iEi)} aloga+-+ -- a 2ni 
E{(pj+Ej)log(p+ýj)} ! 2:, celoga 
E J(l - pi - ci) log(l - pi - ei)} c-- 
T2 ce (1 - a) log(l - 0) + ýl 
- a) 
+ 2ni 
{(l - pi - ei) log(l -p- E)} = (1 - a) log(l - a) 
Substituting these expectations into (5.10) gives 
N7-2 N-r 2 N7,2 E(D) = +k(l-a)+ -, k a a) 
+ ka = a(l - a) 
+ 
Rearranging we have 
a) 
(E(D) - k). N 
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Estimating cc by & and substituting in (5.11) we obtain another expression for 
72. Compaxing this r2 with (5.4), we see that the two expressions are almost 
identical, except that the X2 statistic is replaced by the deviance D. This is 
intuitively reasonable as it is simply a confirmation of the widely known result 
that the deviance is approximately X2 distributed. 
Substituting the expression for 7- 2 in (5.11) into (5.8) gives 
, r*2 = a(l - a) 
NP2(l _ ýjj 
(E(D) - k) 
Then, expressing a in terms of a* from (5.7) and estimating ci* by 6ý from (5.6), 
we can estimate by T*2 by 
-r*2 where 
e ct* , r*2 -(D - k) N(l + ecl* )2 p2 - p)2 
5.3 Covariate model 
In the preceding work we have set up the methodology for the simple case in- 
volving proportions and extended it to the logistic model. We now look at the 
general model involving categorical and non-categorical covariates. We wish to 
express the logit of the response probability of each individual as a linear function 
of the explanatory variables. We imagine we have nj individuals in category 
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k, with re. 3ponses 
'Success' 
Yij 
0 'Failure' 
and let pij = P(Yij = 1) (note that we axe now defining yij to be the response 
for the ijth individual, not the number of successes as in the previous section) . 
Each individual has a vector of covariates so our proposed model is of the form 
logit(pij) = OT Zii + Oi 
where fl' is the vector of parameters for the model, zij is the vector of explanatory 
variables for the ith individual in the jth category and Oj is the effect due to the 
jth category. Let 0= (01, ... I Ok) and denote the maximum likelihood estimators 
of as 0) with 
V, 
Var 'co 
Voo 
Vag Voo 
Let the prior on 0 be 0- N(al,, rR) and the prior on fl be vague i. e. 3- 
N(O, co). As before we can find expressions for & and 72 by using the method 
of moments technique which then can be substituted in (5.2) to estimate the 
posterior parameters for the model. 
Now asymptotically, 
Voo) 
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so 
E(b) = E(e) = al and E( Fkni a. 
Therefore we can estimate a by 
I: k 
(5.12) 
1 ni 
By the method of moments the global variance of b is 
Var(O) = E_ 
(Var(O 12)) + Var (E(ý 
voo +2R 
So for any weight matrix W 
al TW(b _ al)) 
(W (V 2 
00 +, r2R)) ((b - tr 0= tr(WVoo) + -r tr(WR) 
Rearranging, we can therefore estimate r2 by 
ý2 &1)TW(ý &J) - tr(WVoo) (5.13) 
tr(WR) 
When we are combining estimates together, it is a standard statistical concept to 
weight with the inverse of the variances. Hence take W to be VOO', then 
(0 
- eel)TV; - 
72. = 
0 (Q-ä1) 0 
tr(Vj, 9'R) 
The first part of the numerator in (5.13) can be interpreted as the part of the 
deviance of the model explained by the categorical covariate. This is easily cal- 
culated from the analysis of variance table output by most statistical packages. 
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So just as before with the simple case, ý2 is related to how well the model fits the 
data. 
In practice, in defining ý2 we truncate to zero as it is perfectly possible that ý2 
could be negative. (A negative value of -r 2 would conflict with our interpretation 
of 7-' as the overall variation in the data. ) 
Using (5.2), the posterior for the general model are 
E 
[() ()] 
= 
V, 60 V. 80 00 Voo 
Voo Voo 0 7--2 R-1 Voo 
vp 0 
Voo C, 7-2 R-' 
(5.15) 
and these can be estimated by substituting in the estimates of a and -r 2 in (5.12) 
and (5.13) respectively. Note that the parameter estimates of the non-categorical 
covariates are not changed by the methodology described above. This is of course, 
correct because we are only focusing on the relationships between categories given 
by R. 
5.4 Example 
To gain an understanding of the framework presented above we present an exam- 
ple based upon a set of data with its origins in credit defaulting (data supplied 
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by a colleague). The data for an individual consists of occupational name and a 
binary indicator denoting whether they have defaulted on credit payments. The 
original size of the data was n= 2792 individuals with 71 different occupational 
categories covering a diverse range of employment such as Actor/Actress, Foot- 
baller, Chemist, Architect, Company Director, Pilot, Military Employees, Nurse, 
Student, Government Employee, Engineer and Teacher. The largest two of the 
occupational categories concerned no occupational information (No Information, 
(845)) and those in the military (Military Employee (875)). These categories 
have been omitted from the analysis because of their size and in the case of the 
No Information category, it would be unwise to include such a large group of 
individuals of whom we have no clue to occupational status. 
The data now consists of 69 occupational categories, some of which have a 
very small number of individuals. Later, we will be performing a series of simu- 
lations which will mean sampling from the data. It is quite likely that categories 
with a small number of individuals could be missed out altogether in the sam- 
pling procedures. For this reason we have decided to group the remaining 1072 
individuals into 18 wide-ranging occupational categories which are presented in 
Table 5.2 along with the number and proportion of defaulters in that category. 
A logistic regression was calculated using the following model 
log 
1 
Pi 
pi = 
0i 
ill. 
Occupation Number Prop Occupation Number Prop 
Professional/Entertainment 153 0.0196 Business Management 13 0.1538 
Manual Work/Student 28 0.25 Housewife 29 0.1034 
Academic/Skilled 30 0.2 Architect/Engineer 37 0.189 
Shopkeeper/Sales 177 0.271 Public Accountant 15 0.3333 
Director 93 0.1613 General Employee 80 0.113 
Company Employee 182 0.0714 Businessman/woman 23 0.217 
Health/Teaching 33 0.182 Government Employee 11 0.182 
Executive 129 0.248 Executive Manager 12 0.25 
Doctor 12 0.1667 Self-Employed 15 0.2667 
Table 5.2: Description of the occupations in the credit defaulting data set 
where pi is the probability of defaulting for the ith category and Oi is the effect 
due to the ith category. The fitted probabilities will just be the proportion of 
defaulters in the ith category as the model is saturated - there are the same 
number of parameters as there axe observations. From (5.15) we can calculate 
the posterior estimates of the parameters as 
[V -1 + T-2 R-']-, 
[Vi-lý 
+ CT-2 R-1] (5.16) 6; 0- 
where a and r2 can be estimated by 
6ý 
TV -1(6 
and 7ýý 
61) , --6el) -k 
I ni tr(Vý-O'R) 
At this point we have to make a choice for R, the correlation matrix. We have no 
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information supplied with the data to enable us to form R, so for the purposes of 
this example we shall take R to be the identity matrix which we shall call RI i. e. 
there axe no relationships between the defaulting rates in occupational categories. 
For this particular model (Le one categorical covariate with no intercept) we can 
deduce from the expression for ý2 that ý2 will be the same for all different R 
matrices. This reason for this is 
ý2 is only affected by R in the denominator, and 
because VOO is diagonal (for this model Vax(Oi) L-, - 
(nipi(I -pj))-1 and Cov(0j, Oj) = 
0) the trace term will effectively just sum the reciprocals of the variances i. e. 
tr(VýO'R) nipi(l - pi). 
Figure 5.1 shows a graphical representation of the estimates of E(Oj I di) obtained 
by substituting & and ý2 for a and r2 in (5.16). These estimates are the points 
plotted on the right side of the plot whilst the original estimates from the model 
are plotted on the left (as illustrated below, the model estimates correspond to 
the theoretical case where -r 2= ý2= co). By connecting these points with lines 
we can illustrate the phenomenon of the model estimates being shrunk towards 
the mean & (this idea was briefly described in Chapter 1). The lines also express 
the idea that shrinkage is not uniform - some parameter estimates shrink faster 
than others because of differing sample sizes of the categories. 
We can investigate the limits of the posterior estimates or shrunk estimates 
(as we shall now call them) by studying the posterior expectation in (5.16). 
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Figure 5.1: Shrinkage effect of 7-2 = 71 for the credit defaulting data (R is the 
identity matrix) 
As 1- 
2 
__> 0,7--2 -+ 00 
E(O 16) --+ 
[T -2 R-1 1-1 
[CIT -2 R-1] = Ce 
and as r2 --. ý 00, r-2 --+ 
E(016) --+ 
IV6; 11 -, IV6; 1 01 
=6 
We can represent this graphically by holding a=& fixed and varying 7-1. Figure 
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5.2 demonstrates how as -r 2 approaches 0, the shrunk estimates converge to &, 
illustrating the shrinkage to the mean phenomenon. It is interesting to note the 
rapid convergence of those posterior estimates that are furthest away from & as 
, r2 gets closer to 0. 
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Figure 5.2: Values of the shrunk estimates for different values of r' holding a 
fixed 
The plot on the left of Fig 5.3 graphs the fitted probabilities from the logistic 
regression against the actual proportion of defaulters within a category (with 
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Figure 5.3: Original model fitted probabilities and shrunk estimates against the 
actual proportions in the data 
the line V=x drawn for reference). As we would expect points lie on the line 
x because the model is saturated and the fitted probabilities just reflect 
the proportion of defaulters in each category. The plot on the right shows an 
analogous graph of the inverse logit of the shrunk estimates against the actual 
proportions of defaulters in each category. Again we can see evidence of shrinkage 
here, as the inverse logits of the shrunk estimates are contained within limits from 
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0.1 to 0.25, whilst the fitted probabilities from the model are contained within 
limits from approximately 0.05 to 0.35. This fits in with our idea of shrinkage as 
the posterior estimates arp being concentrated into a tighter 'bandwidth' as they 
are shrunk towards the mean. 
We now to turn our attention to the impact of correlations on the occupational 
groupings given above in Table 5.2. It is feasible that defaulting habits might be 
closely related in a number of occupations. For example, we may consider that 
one of the main reasons for defaulting on a credit payment may be a low salary or 
lack of available funds for a particular month due to some other payments. Then, 
individuals with occupations such as Doctors and Executives might not default 
as often as others because we would perceive them to be well salaried, hence 
inducing a correlation between the defaulting rates for Doctors and Executives. 
We take this idea as a basis for studying correlations between defaulting rates. 
We group the 18 categories in Table 5.2 into 4 purely subjective groups along the 
lines of perceived occupational status. The groupings axe as follows, 
o Group I Academic/Skilled, Director, Executive, Doctor, Executive Man- 
ager 
(D Group 2 Government Employee, Professional/Entertainment, 
Architect/Engineer, Health/Teaching, Self-Employed, Business Management, 
Businessman/woman, Accountant 
117 
6, Group 3 Shopkeeper/Sales, General Employee, Company Employee 
9 Group 4 Housewife, Manual Work/Student 
the idea being all of the credit defaulting rates within a group of categories should 
be correlated with all of the other categories in that group but not correlated with 
the defaulting rates in any of the other groups. This has the effect of giving R 
a 'block' appearance with clusters of correlations corresponding to the groups 
above. Of course, we could just assign various correlations to the original 18 
categories but we would have no guarantee whether this matrix would be positive 
definite. If R was not positive definite we could then use the principal component 
method described in Section 5.1, but for the purposes of this analysis we shall 
concern ourselves with the situation where the original R is positive definite. 
Once we have calculated the shrunk estimates for a certain correlation matrix 
R, how will we compare them with corresponding estimates for other correlations? 
We could represent them graphically, as in Figure 5.1 but graphing more than 
one set of shrunk estimates corresponding to different R matrices would produce 
a plot difficult to interpret. Instead we choose to study the area under the ROC 
curve. 
For any correlation matrix R and for any grouping of categories, we will 
assume that the defaulting rate for an offence category will have correlation 
with all the other defaulting rates in that group. So any particular R matrix 
118 
will either have its (i, j)th entry equal to p or zero. Therefore, for any R we 
can calculate the shrunk estimates and construct the ROC curve from the shrunk 
estimates and the binary indicator of default. We can then plot the area under the 
ROC curve against the correlation p. By varying p we can calculate ROC areas 
for different R matrices and obtain a plot to show how the discriminatory power 
of the shrunk estimates depends on the correlation between defaulting rates in 
groups of categories. 
Figure 5.4 shows the retrospective ROC areas calculated from the shrunk 
estimates by varying the correlation p between the occupational groups for the 
credit defaulting data. There is a gradual downward trend as the correlation in- 
creases until we have a shaxp fall at a correlation of approximately 0.8. We would 
expect this decreasing trend for a large data set, because when the correlation 
between defaulting rates within groups is large it is analogous to interpreting the 
data set as consisting of only the four occupational status groups. For a data set 
of this size, eighteen occupational groups will be much better for discriminatory 
purposes than four, hence the reduction in ROC area and discriminatory power 
for large p. 
As has been mentioned before, a retrospective ROC assessment will overesti- 
mate the discriminatory power of the shrunk estimates. We wish to know how 
well the shrunk estimates perform in the future (prospectively), for which we 
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Figure 5.4: The effect on the ROC areas for the shrunk estimates of varying the 
correlations within occupational groups 
would require a new independent set of data. Typically, such data is not avail- 
able and instead we try to mimic a prospective assessment through a simulation 
study, which we shall introduce next. 
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5.4.1 Simulation study 
To assess whether the pattern illustrated in Figure 5.4 (especially the sudden 
loss of discriminatory power for correlations of 0.8 and greater) is an accurate 
portrayal of the effect of varying the correlation between defaulting rates we 
perform a simulation study. Generally, we will use a bootstrap procedure to 
resample but introduce a refinement due to the nature of the data. We present 
two bootstrap simulations, one parametric and one non-parametric. 
As mentioned in Chapter 4 the non-paxametric bootstrap simply resamples the 
data randomly with replacement. Unfortunately, because of the nature of this 
data set if we randomly resample we could miss out an occupational category 
completely, or end up with a category containing all defaulters or non-defaulters, 
hence giving infinite logits when fitting the logistic regression. A solution to 
the first problem is to simply perform a check on whether the resampled data is 
'usable' in the sense that all categories have been sampled and no categories exist 
with all defaulters or non-defaulters. 
From the data set described above, 2000 bootstrap resamples were created. 
After passing these through a filter, 1144 were 'usable' in the sense described 
above. We use 1000 of these 'usable' resamples in the following algorithm: - 
1. Calculate a logistic regression on the resampled data set with default status 
yi* producing a regression vector 3*. 
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2. Calculate the retrospective ROC area using yi* and, 6*. 
3. Calculate the prospective ROC area by using the defaulting vector yj from 
the original data set and 8*. 
4. By varying the correlation p, calculate sets of shrunk estimates for the 
resampled data. 
5. For each set of shrunk estimates indexed by p calculate the retrospective 
'shrunk' ROC area using yi*. 
6. For each set of shrunk estimates indexed by p calculate the prospective 
'shrunk' ROC area using yi. 
7. After this procedure has been carried out for all 1000 resamples we can 
produce average retrospective and prospective ROC areas from the model 
and vectors of average retrospective and prospective 'shrunk' ROC areas 
corresponding to the range of correlations used in step 4. 
(Since, for this model the fitted probabilities are just the proportions of defaulters 
in the categories, step 1. in the algorithm is not strictly needed but is included 
for completeness). The simulation results can be seen in Figure 5.5. On this 
plot, the plus and cross signs denote the retrospective (calculated using yi*) and 
prospective (calculated using yi) ROC areas respectively from the model. The 
black dots represent the retrospective shrunk areas for different p calculated by 
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Figure 5.5: Retrospective and prospective ROC areas for the model and the 
shrunk estimates, by varying correlations within the four occupational groups 
step 5 in the algorithm, whilst the white dots represent the prospective shrunk 
areas calculated by step 6. No gain in discriminatory power is achieved retro- 
spectively by the shrunk estimates but for low values of p, the prospective shrunk 
ROC areas are greater than the prospective ROC area from the model. As we 
are primarily interested in how a score acts prospectively, Figure 5.5 illustrates 
the shrinkage procedure by improving discriminatory power of a score by the pro- 
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cess of including prior information. It is also interesting to note that as p nears 
1 the performance of the shrunk estimates (both retrospective and prospective) 
decreases. As was mentioned above, we would expect this because as the correla- 
tion increases, we are mimicking the situation where there are only 4 categories, 
namely the 4 groupings of occupation described above. For a data set with 
n= 1072 individuals, it is sensible to suggest that we are losing information when 
grouping into 4 categories instead of 18 and hence we lose discriminatory power. 
Another approach to resampling the data which addresses both the missing 
category and infinite logit problems is to apply a continuity correction to the 
observed proportion of defaulters in a category after resampling. So, if after 
resampling we have category c with x, defaulters out of a total n, individuals, let 
the proportion of defaulters be P, where 
X, 1 
n, + 
If a category is not sampled at all then n. = x, =0 and P, = 0.5. If we have all 
defaulters or non-defaulters in a category then x, =0 or n, and or 1(n, + 1) 
respectively. We can also express the variance of the logit of pc as nc+1 
Var 
[log (p 
'2 
)] 
=1+ PC xc +1 2 n. - xc +2 
The advantage of using this method is that we do not have to worry about the 
nature of the resampled data, as we did in the non-paxametric bootstrap when 
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we 'filtered' the data before use. The simulation procedure for the data involving 
the continuity correction is quite similar to the procedure described above for 
the non-parametric bootstrap, except for a few minor technical details in the 
calculation of the ROC area which are omitted here. 
Figure 5.6 shows the result of the simulation incorporating the continuity 
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Figure 5.6: Retrospective and prospective ROC areas for the model and the 
shrunk estimates, by varying correlations within the four occupational groups 
(with continuity correction applied) 
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correction applied to 1000 non-parametric bootstrap resamples. The plot is prac- 
tically identical to Figure 5.5 for resampling without the continuity correction and 
the discussion of the increased discriminatory power in the prospective 'shrunk' 
estimates follows from before. 
The effect of the continuity correction is seen in Table 5.3 where ROC areas 
were calculated for a set of 50 bootstrap resamples with and without the con- 
tinuity correction. As is evident from the table, using the continuity correction 
has little effect on the calculation of the ROC areas and because of it's useful- 
ness in dealing with the resampling problems outlined above, we shall employ the 
continuity correction method from now on. 
Retrospective I Prospective 
With c. c. 0.5567(±0.01) 1 0.5055(±0.01) 
Without c. 0.5571(±0.02) 0.5054(±0.02) 
Table 5.3: Effect of continuity correction applied to the resampled data 
The parametric bootstrap procedure we shall use here involves an analogous 
method to that used in Chapter 4. For each category c with proportion of de- 
faulters p, and number of individuals n,, we simulate a new binary vector from a 
binomial distribution with parameters n, and p,. Combining these vectors gives a 
new vector of default status, y' say. As the proportion of defaulters in the data as 
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a whole is low (0.228), if we were to simulate y' from the original binary indicator 
of default status we would obtain many categories containing all non-defaulters, 
again creating infinite logits in the logistic regression. 
To solve this problem we form a new set of data of 398 individuals by taking 
the 199 defaulters from the original data and randomly sample 199 non-defaulters 
from the remaining 873. Call this new set of data DHALF. Therefore the overall 
proportion of defaulters is now 0.5. Although this procedure alters the distri- 
butional characteristics of the data, the ROC areas should on average remain 
comparable with the original data because the ROC curve and area depend on 
the distribution of the 'score' (shrunk values etc. ) rather than the proportion of 
defaulters in the data. So we can change the proportion of defaulters in the data 
(as we have done here) and still compare the results with those obtained on the 
original data. We now simulate the new default vector y' according to the proce- 
dure outlined above, apply the continuity correction (the problem of unsampled 
categories and infinite logits still remains) and calculate the ROC areas. 
The results of the above approach can be seen in Fig 5.7. These are much 
the same as the non-parametric resampling simulations with and without the 
continuity correction, except for an increase in ROC area which is likely to be 
attributed due to the structure of the new data DHALF- 
So far we have seen that as the correlation within groups approaches 1 there 
127 
a 
0 
cc 
In 
wo 0 
Ln 
In d 
retrospective ROC area 
0 
"Ilk 
00 
C) C, 
prospecbva ROC area 0 
0 
"I 
0 
(D retrospective 'shrunW ROC areas 
0 prospective 'shrunle ROC areas 
0.0 0.2 0.4 0.6 0.8 1.0 
correlation 
Figure 5.7: Retrospective and prospective ROC areas for the model and the 
shrunk estimates - parametric bootstrap resampling with continuity correction 
is a decline in the discriminatory ability of the score as we lose information due 
to grouping into a smaller number of categories. It would be interesting to see 
if the reverse is true i. e. for a small data set with a large number of categories, 
grouping the data together into a number of smaller categories might improve 
the discriminatory performance of the shrunk estimates. 
To test this assumption, we take at random 50 defaulters and 50 non-defaulters 
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from the original data to form the data set Dloo. From Dloo we use the parametric 
bootstrap to simulate 500 new data sets. Of course, because there are still 18 
categories and now only 100 individuals in the data there is a high chance now 
that we will experience the sampling problems described above. Therefore we 
use the continuity correction again and calculate the ROC areas as before. The 
results can be seen in Figure 5.8. 
There is now a pronounced change as the correlations tend to 1. The dis- 
criminatory power of the sc6res still decrease but nowhere near as markedly with 
the previous simulations. As mentioned above, with such a small data set we 
might gain some predictive accuracy from grouping together a number of cate- 
gories. The reason why we do not seem to gain any discriminatory power could 
be because of the poor predictive accuracy of the shrunk estimates (see following 
discussion). It is also of interest to note that the retrospective and prospective 
ROC areas are much greater than their respective shrunk areas. A reason for this 
could be that because of the continuity correction a large number of categories 
will have a defaulting proportion of 0.5. If so, then in obtaining the shrunk es- 
timates we are likely to be shrinking to a mean around 0.5. With many of the 
estimates near 0.5 we cannot discriminate between categories with an actually 
high or low proportion of defaulters, consequently the ROC area itself will be 
quite poor and near 0.5. 
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Figure 5.8: Results of the analysis applied to the data set D100 in order to test 
the properties of the occupational groupings 
All through this simulation we have been using the occupational status group- 
ings defined earlier in this chapter. These of course were subjective choices but 
what would happen if these were in fact not a good choice of grouping? To test 
the effect of the occupational status groupings we can order the categories ac- 
cording to the proportion of defaulters within them. Then, by taking the first five 
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of these ordered categories and grouping them together, taking the next five and 
grouping them together and so on we can artificially create the situation where 
our subjective information has informed us of the best four groupings available 
Le all the categories with a high or low proportion of defaulters are grouped to- 
gether. In the case of the last example with the data set D100, as the correlation 
between defaulting rates within groups approaches 1 we should hope to see some 
increase in the ROC axea, as we have created the best four occupational groups 
for discriminatory purposes. Combining the categories into four groups according 
to their proportions in D100 and repeating the simulation procedure again with 
the continuity correction gives Figure 5.9. 
The prospective shrunk areas in Figure 5.9 are quite similar to those in Figure 
5.8 but show evidence of not decreasing as quickly over the range of correlations. 
This slight change is probably due to categories being grouped in the best possible 
way. We may well have expected some evidence of a significant increase in ROC 
area as correlations tend to 1 but it is worth remembering that as described above, 
the poor discrimination given by the shrunk estimates close to 0.5 may be having 
a negative effect. Also, the 'optimal' grouping according to the data, on closer 
inspection is close to the grouping that we originally gave earlier in this chapter. 
As mentioned above, it could well be the case that the continuity correction is 
ccancelling out' any discriminatory benefit the optimal grouping may have had. 
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Figure 5.9: Results of the analysis applied to the data set D100 with occupations 
grouped according to their defaulting proportions in D100 
5.4.2 Some comments 
The credit defaulting example and the simulations that followed it, although 
being of a fairly simple nature has shown some of the properties of the shrinkage 
method developed in this chapter. We take account of the prior information, 
specifically R, the correlation matrix and r2 , the contribution of a categorical 
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covariate to a model to calculate 'shrunk' estimates of the Oj's, the parameter 
estimates from a logistic regression. From Figure 5.1 we have evidence of the 
shrinkage to the mean phenomenon and Figure 5.2 verifies that as -r 2 --+ 0, i. e. 
the 'contribution' of the categorical covariate to the model decreases the shrunk 
estimates tend to the mean a. 
It has been mentioned before that the study of shrinkage estimators have 
been concentrated in the context of the calibration problem. Figures 5.5 and 5.6 
seem to add more credibility to the idea that we may be able to form 'shrunk' 
scores that gives better discriminatory power than the usual predicted values 
from logistic regression. 
In Chapter 6 we extend the basic methodology for shrinkage estimators to 
the general model involving a number of categorical covariates. We also pro- 
pose that by studying the deviance of the model we could form a basic decision 
rule to choose which method, the model or the shrunk estimates gives better 
discriminatory power. 
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Chapter 6 
A General Approach to 
a Shrinkage in Models for 
Categorical Data 
In this chapter we shall extend and generalise the work of Chapter 5. Previously 
we have introduced the idea of shrinkage as a way of improving prediction in 
logistic regression for categorical data by incorporating prior information. Before, 
we expressed a prior mean and variance on the logistic transform of the number 
of 'successes' in the categories. Generalising this method we can now express 
a prior model instead of a prior mean on the logit of the successes (we assume 
that we use logistic regression modelling throughout). Consequently we can now 
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talk of 'shrinking to the model' instead of shrinking to the mean as discussed 
previously. 
For example, we may erroneously fit a logistic regression with just the main 
effects to contingency table data when in fact the model with first, second etc. 
order interactions is a much better fit to the data. In this case, the shrinkage 
procedure will produce estimates that reflect the empirical logits of the propor- 
tions in the data as the model produces a poor fit to the data. If the main effects 
model were In fact an excellent fit to the data, the shrinkage procedure would 
almost reproduce the model estimates, hence 'shrinking to the model'. Another 
interpretation to this is that we are allowing the data and our prior beliefs in R 
to 'Inform' us if we are misspecifying the model for the data. 
In this chapter we extend the methodology introduced in Chapter 5 and ap- 
ply it to a data set concerning ear infection rates amongst beach users. We then 
present the results of a simulation study. The study shows that when we mimic 
the situation where neither the model or the empirical logits a-re an excellent fit 
to the data (we would expect this situation to occur most often), the shrunk esti- 
mates provide a greater prospective ROC area and hence greater discriminatory 
power than the model or empirical logits. 
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6.1 Methodology for mare than one categorical 
variable 
Let there be N categorical variables Xl,..., XN. Cross-classify these variables 
into aN dimensional contingency table and number the cells in this table i= 
m. Define yj to be the number of successes in the ith cell. Then, as before, 
Vi -, Bin(nj, pj) where ni is the number of individuals in the ith cell and pi is the 
probability of success in the ith cell. 
Let Oi be the logistic transform of the probability of success in the ith cell. So as 
before we can estimate Oi by the empirical logistic transform of the yj's. Define 
log Yi 
ni - yj +2 
and 
N(2, Voo). 
where V09 is the variance matrix of the di 's and Var (6j) = (nipi (1 - pi)) - 1. Alter- 
natively we could assume that k follows a logistic model f (0), such that 
e 
oTt 
. 
Oi = AM + eoTti 
where tj is the covariate vector for the ith individual, so that an alternative 
estimate of Oj is jj where 
Oi = fi (ß) 
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and is an estimate of 3. We assume a prior on -0 
to be 
N Q(fl), -r'R) 
and we have 
E(O) = E(Q) =f(, ß) 
so 0 can be estimated by b (the empirical logits) or f (4) (the predicted values 
of the model). In order to estimate r' we firstly need to evaluate the expression 
Var [di - fj)], the vaxiance of the difference of the two estimates. 
Theorem 6.1 If di are the empi? %ical logits from the contingency table and fj(ý) 
are the fitted logits from a logistic regression with estimated coefficients ý then: 
Var [di - fj(ý)] o%, 
1 
-- nipi (1 - pi) 
Cov [di - fiA, 
di 
- fj 
Al 
t-- -tjTQ-11i 
where 
tiffinipi pi) 
pi is the probability of success in ith cell 
ni is the total number in the ith cell 
tj is the covariate vector for the ith individual 
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Proof 
Let 
di = log 
( 
where 
yj - Bin(ni, pi) 
be the empirical logit estimated directly from the data. As we have already 
noted, in practice we add a continuity correction of a1 to the denominator and 2 
numerator of the logit. We omit the correction here as asymptotically it has no 
effect. 
Asymptotically, assuming the ni's are large (so that Qi - pi) is small) we can use ni 
a first order Taylor expansion about pi to show 
di n-- log 
pi )+ (yi 
- pi) 
1 
(6.2) 
Pi ni pi(1 - pi) 
This is the 'linearisation' of the logit: note that the variance of di is derived from 
the second term in this expansion. Now, for the ith cell we call our estimate of the 
logit from the model fi(4) where ý are the usual maximum likelihood estimates. 
The estimating equations for logistic regression are 
E tini L' - pi (ß» (6.3) 
i 
(ni 
We estimate fl by equating (6.3) to 0 and solving i. e. 
F, tini Y-pi(4))=o (6.4) 
i 
(ni 
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By Taylor expansion about (assuming that 8 -, 8 is small) we have 
pi (b) = pi (0) - pi 
(ß)T(A 
_ 0) (6.5) 
and by substituting into (6.4) we have 
fni Y' (ni 
L# 
- pi (ß» - ý, - &. nip, 
(ß)T(ý 
_ ß) = 
(ni 
So 
i, tini 
(Li 
- pi(ß») (A - ß) L-- 
[ýý 
L. nip'(ß)'] 
-1 (ý, 7 
9t, ni 
(6.6) 
Now 
fi A= log Pi 
A 
1 pi (ß) 
log pi(ß) pi 
A- pi (ß) (6.7) 1- pi(ß) pi (ß) (1 - pi (A 
again 'linearising' the logit through a Taylor expansion about ý. 
Using the identity 
1 pi (0) = pi (ß) (1 - pi (ß»fi (6.8) 
we have from (6.5) and (6.7) 
fi (A) = log 
pi(ß) + pi(ß)(1 - pi(ß»tT(ý - 
ß) 
1- pi(ß) Pi (ß) (1 - pi (0» 
fi A= log pi(ß) + ß) (6.9) 1- pi(ß) 
As we are assuming that the model is true, we can write pi(O) = pi, the true 
6success' probability in the ith cell. 
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We wish to evaluate V [di - fi(4)], the variance of the difference between the 
empirical logit and fitted logit from the model. Rom (6.2) and (6.9) we have 
Var fj)] = Va-r og 
Pi + P) 
Pi 
1 log Pi - tTo - 0)] T7 
-p 
11 
1 Pi 
(ni 
= Var 
[ (L' 
- pi) 
1 
tT(4 - 0)] (6.10) ni ýl-i(, --Pi) 
Substituting (6.8) in (6.6) we have 
fifTinipi (1 - pj)] 
-1 (r, 
fini Li - Pi 
t1 
(ni 
Let 
L-ITnipi (1 - pi) 
and. substituting for (4 - 0) in (6.10) gives 
1- 
n-itT I Var [di - fi (4)] = Vax pi tj nj 
Li 
- Pi 
[(ni 
pi(l - pi) 
(nj 
(6.11) 
Rom (6.11) the variance consists of three parts 
Var 
[ (IL' 
- pi) 
1 
ni pi - pi) 
Var E tjnj Yj - 
(i (nj 
Pi»] 
so Var n-1 E Li - i(i, fjnj 
(nj 
IIT 
pi»] 
nipi pi) 
Enjpj(l-pj)tjtT 
i 
tTn-, DQ-1t. = tTQ -it. =1 Xi =t 2: 4 
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and 
:, 
tjnj pj) Cov Pi) jTjQ-1 
(F [(ni 
Pi(i -Pi) nj 
fA , ni-Var 
[IL 
- pil pi (1 - pi) ni 
= 
Therefore 
I 2tTll-lt. + Var [di - fj(ý)] f' -4 Mt ZLI nip, (1 - pi) nipi (1 - pi) ' 
We also need to find the expression for the covariance term 
Cov(Oi - fiffl) , oj - fi(ß» 
The covariance, term consists of four parts. 
Cov L-A 
[(ni 
pi pi) nj 
yj 
- Pi) pj pj) 
Cov A 
[(ni 
tjT n-1 
Pi(i - Pi) I, 
t 
. n, p, 
))] 
n , , 
Cov Li - pj) 
[(nj 1, 
jTifl-1 
pj (1 - pj) , 
(Efn, 
r 
(LI 
P, 
))] 
nr 
Cov 0-1 Ln, 
IfT ( YS 
- ps)) , 
liT n-1 1: frnr 
( Yr 
Pr 
( 
n,, r nr 
The last term in the covaxiance calculation follows as 
=0 vi7ýj 
= 
t Tfi-It. il tj 
L To-lt i, kj 
Cov tns Ls- - p$) ,Ef,. n,. 
(Lr 
- pr) 
]=E 
tgfTnsps (1 - p) =9 
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So combining all terms we have 
-1 T -1 -Iti Tn-lti + tTi = _t; -t 
COVA - f, 
A, di 
- fj 
A) 
= -ITQ - ii Q tj Q t. 
We know that 
Var(di) =1 
nipi (1 - pi) 
Now using (6.1), the global variance of 6-f (4) is 
Var[j-&)l = E#(Var[i-L(ý)ik]I+VaroJE[b-f(ý)1611 
= Vag - TTSI-'T + r2 R 
where T is the matrix of covariate vectors. As before, the natural choice of weight 
matrix is W= Vie-' so 
L(4))TV; "I(a -'T + r2 R)] E[(j -a_ 
L(4))] = tr 
[Vj,, l(Voo - 
TTQ 
TQ- V-lr2 tr [Vý-, %ý - Vie-'T 'T + ýo RI 
=m- tr(V, ýO'T 
Týj-'T) +, r'tr(Výo'R) 
= m-k+7- 2 tr(Vio-'R) 
as tr(Vjo-'7rfl-IT) = tr(fl-lTTVjo-T) = tr(Q-111) =k 
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So r2 can be estimated by -P where 
f (4))TVi- 1 (b 
0 0-f 
tr (Vie- 1 R) 
f (ß» - (m - 
Ei nipi (1 - pi) 
as tr(Vio"R) = Ej njpj(1 - pi) because VOO is diagonal and Var(ýj) = (nipi(l - 
pj)-l. Again we truncate ý2 at zero. 
The behaviour of P is principally related to the term in the numerator 
L(4))TV I (b f (4)) 
6; -- 
which we shall call Af. We shall now show that M is approximately the deviance 
of the model. 
Tlicorem 6.2 If DEV is the deviance of the model under study and 
M=(-- L(i)) 
then DEV = Af 
Proof 
The likelihood, L of the model f under study is 
yj log pi + (ni - yi) log(l - pi) 
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and the likelihood of the maximal (saturated) model is 
MaxL 
=E yj log 
Y' + (ni - yi) log 1- 
Y' 
fi ni 
( 
ni) 
Therefore the deviance of the model f is 
DEV(f 2 yj log + (ni - yi) log 
ni - yj 
nipi ni(l - pi)] 
Now let 
Y, 
-S 
L= pl+cz 
ni 
for small ej. Then using power series expansions we have 
yi log 
Y' + (ni _ yi) log 
ni - yi 
nipi ni(1 - pi) 
niý(pi+Ei)log(P'+'E' +(1-pi-ei)logl-Pi-ei 
Pi 1-pi 1 2 2) 
+(1 -pi) 
(1- Ei 1 ei ni 
[pi 
+ 'Ei 
Pi pi 2 pi2 7: 7 p, )2 Z1 -Pi 
i-Pi 
ni Ei 
(1 
+ Li) 
(1 
-1 
Ei) 
- ei 
Ei 
pi) 
(1 
+1 Ei 
1 
Pi 2 pi 21- pi 
nici 
( ei + 2 pi 21- pi 
niF- 
z( 2(, -pi) 
Hence 
C? DEV(f ni Pi(i 
, 
Pi) 
Now 
0i =log 
Pi 
= fi (p) and bi =log 
Y' 
1 -pi ni - yj 
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So using the same substitution as above 
yi(1 - pi) 1+ 
Ei ei Ei Ei 
Oi) = log = log Pi (ni - yi)pi ' -pi+i-Pi Pi (1 - Pi)' pi 
Therefore 
(Oi 
- 
Oi) 2 
0, )2 
2 
Z 
Var(bi) nipi 
(1 - pi) =Z ni pi(1 
Ei 
pi) = 
DEV(f). 
Then the deviance of the fitted model is 
(0 fi (b»2 @f (AJV 
ig 
@ DEV = DEV(I) =r---f (0» Var(Oi) 
Having evaluated 7-' by the above formula, the shrunk estimates of 0 can be 
evaluated by 
[Výol 
+ 7--2 
[V lb +f (p), r-2 E(O I ý) = R-1 R 6; 
As before these can be estimated by substituting in 4 and ý2, the estimates of fl 
and r2. 
6.2 Example 
To investigate the properties of the shrinkage methodology for the general case 
described above, we take as an example data from the 1990 Pilot Surf/Health 
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Study of the New South Wales Water Board (taken from Hand et al (1994)). 
Measurements were taken on 287 individuals and the objective is to produce a 
score to identify which individuals have a greater risk of developing ear infections. 
A main effects model was fitted to the four covaxiates in the data using logistic 
regression. The results of this logistic regression and a description of the four 
covariates can be found in Table 6.1. To illustrate our generalised shrinkage 
Short Name I Full name I VALUES TAKEN It value 
Intercept 
FreqOS Frequent Ocean Swimmer 
Loc Swimming Location 
AgeGrp, Age Group 
Gen Gender 
Earlnf (Response) i Ear Infection Suffered 
1 (if they are), 2 (if they're not) 
1 (non-beach), 4 (beach) 
2 (15-19), 3 (20-25), 4 (25-29) 
1 (male), 2 (female) 
0 (no), I (yes) 
-0.871 
1.674 
2.951 
(2) 0.531, (3) -0.404 
-0.112 
Table 6.1: Description of the variables in the Pilot Surf/Health Study of NSW 
Water Board 
approach, we fit a main effects model to Location, FreqOS and Gender using 
logistic regression. Location is the only significant covariate and the area under 
the ROC curve for this model was 0.610, indicating poor discriminatory power of 
this particular model. 
As there are only eight cells in the contingency table, we can illustrate the 
empirical, model and shrunk values in a table. These are presented in Table 6.2 
(f 2=0.02903 for this model). We can see the shrunk estimates are fairly close to 
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the model although the data is having an impact on some of the estimates (in this 
example we have used the identity matrix for R). The area under the ROC curve 
Empirical Logit I Model I Shrunk Values 
0.829 0.467 0.560 
0.100 0.465 0.423 
-0.609 -0.262 -0.344 
-0.121 -0.264 -0.238 
0.037 0.062 0.055 
-0.427 0.060 0.004 
-0.676 -0.667 -0.669 
-0.260 -0.669 -0.602 
Table 6.2: Empirical, model and shrunk estimates for the simple main effects 
model fitted to the ear infection data 
for these shrunk values is 0.606, a slight worsening of discriminatory ability than 
the model. Two of the covariates in the model are Location and Frequency Of 
Ocean Swimming. We would expect that the ear infection rates between frequent 
ocean swimmers and individuals who use the beach as a swimming location to 
be quite similar, hence inducing a correlation of 0.9 say. Conversely, we might 
expect that the infection rates between individuals who are not frequent ocean 
swimmers and beach users to be quite different, perhaps inducing a high negative 
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correlation, say -0.9 and vice versa for frequent ocean swimmers and non-beach 
users. Using this information to produce R we can calculate ý2 and the shrunk 
estimates as before. Calculating the ROC for this R gives an area of 0.610, 
implying slightly better discrimination. Although the rise in ROC area is very 
small, by including some subjective information about the data we have improved 
on discrimination using the shrinkage method. Including more correlations in R 
by gathering more information about relationships between beach use and age 
group etc. might help improve on the model estimates further. 
To check Theorem 6.2, that the principal term in the calculation of f2 is ap- 
proximately equal to the deviance we can calculate each separately for a number 
of models and compare in Table 6.3 (G = Gender, L= Location, F= Frequent 
Ocean Swimmer, A= Age Group). The figures in the table are in close agree- 
ment implying the approximation is particularly good. The model and empirical 
deviances for the model G+L+A axe not particularly close, but on closer 
inspection it appears that one of the cells in the contingency table consists of 
individuals who all have ear infections. The logit in this cell is large relative to 
the estimate from the model, and therefore the value of (b -f (4)) is large relative 
to all the other cells, overestimating the deviance. 
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Model 0 
f (2))TV; -1(2 f Model Deviance 
G+L 3.95 4.07 
L+F 1.54 1.58 
G+L+A 8.59 9.38 
G+L+F 5.79 5.99 
G+ L+ F+ G*F 1.75 1.82 
G+ L+ F+ L*F 4.14 4.42 
G+L+F+A 18.31 18.26 
Table 6.3: Examples to verify the approximation of the deviance in calculating 
f2 
6.3 Simulation studies 
6.3.1 Artificial data 
To test out the properties of the general methodology further we perform a num- 
ber of simulation studies. Our first simulations will involve creating a number of 
artificial data sets to investigate the discriminatory power of the empirical logits 
and the model and shrunk estimates. We purposefully create situations in which 
the model fits well and badly to see if this is borne out by the shrunk estimates. 
The simulation procedure is as follows: - 
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1. Let pj act as the 'true' probability of occurrence in the jth cell in the 
contingency table and let nj be the number of individuals in that cell. 
2. From pj simulate new observed proportions pj* from a binomial distribution 
with parameters pj and nj, to act as the data on which we model. 
3. Use the observed proportions pj* to fit the linear trend model, log P! = I Pj 
a pj 
4. Use the shrinkage methodology to calculate the shrunk estimates. 
5. Use the observed proportions pj* to calculate the retrospective ROC areas 
for the empirical logits, model and shrunk estimates. 
6. Use the probabilities pj to calculate the prospective ROC areas for the 
empirical logits, model and shrunk estimates. 
7. Repeat the above nj, times and average the ROC areas. 
Until now we have been using a binary vector of occurrence and the score for 
each individual in calculating the ROC area. To calculate the ROC area from 
the scores (empirical, model or shrunk), the probabilities pj (prospective) or pj* 
(retrospective) and the cell sizes nj's, we use the following theorem. 
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Theorem 6.3 For ranked scores si, associated probabilities pi and weights 
qj =ni/Eni, i = 1,..., n the area under the ROC curve is 
nIn 
A=E E 
i . 7=i+ 
where 
aj = 
piqi 
and 8i = 
(1 - pi)qi 
E piqi E(l - pi)qi 
Proof 
If y is the binary indicator of status then 
P(Y = lls = si) = pi and P(s = si) = qi 
therefore using a simple application of Bayes Theorem 
P(s = sily = 1) = 
pip(s = si) piqi 
= ai Pr(Y = 1) f -piqi 
and 
(1 - pj)P(s = Si) (1 - pi)qi P(S = sily = 0) = P(Y = 1) - r, (1 - pi) qi 
=A 
Let P) and s(') be random variables where P(P) = si) = ai and P(s(O) = si) = 
, 
6j. The area under the ROC curve is then 
P(s(1) > 3(0)) + 
lp(. 
5(1) = s(o)) 2 
Now 
nn1 
Qj) )3i P(S(l) > S(O)) =EE i =i+ 
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and 
n 
SM) = P(S(') = s(o) = SO 
and the result follows. 
For our first simulation we choose our set of prospective probabilities and totals 
as 
pl = (0.1,0.2,0.3,0.4,0.3,0.6,0.8 0.8,0.9,0.8) 
nl = (10,10,10,10,10,10,10,10,10,10) 
We would expect that, on average the linear trend model would fit these probabil- 
ities well. The results from n, i,,, = 1000 simulations are shown in Table 6.4 where 
ARand Ap are the retrospective and prospective ROC areas. In this simulation 
Empirical 0.842(±0.04) 
Model 0.807(±0.04) 
Shrunk 0.823(±0.04) 
Table 6.4: Results of the simulation procedure using probabilities pl and cell 
frequencies nl 
AR Ap 
1(±0.04) 0.788 ±0.02) 
r(±0.04) 0.804 (±O) 
ý(±0.04) 0.804 (±0.01) 
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and those to follow it is obvious that retrospectively, the empirical logits will have 
the highest ROC axea as they reflect the proportions in the different cells in the 
contingency table. Prospectively we have the model as the best performing of 
the three but it has an area only 0.001 greater than the shrunk estimates. The 
retrospective areas are more variable as we are creating a new set of probabilities 
for the retrospective analysis in earch simulation, whilst holding the prospective 
probabilities constant. The model prospective ROC area is constant because of 
the linear nature of the model - the model estimates will always be in the same 
order and hence the prospective ROC area will be the same for every simula- 
tion. This simulation serves to show that when the model fits well, the shrinkage 
method is weighted heavily towards the model estimates and consequently have 
a similar prospective ROC area. 
For the second simulation we have 
p2 = (0-5,0.9,0.5,0.9,0.5,0.9,0.5 0.9,0.5,0.9) 
n2 = (10,10,10,10,10,10,10,10,10,10) 
The resulting ROC areas are shown in Table 6.5. In this case the linear 
trend model should be a poor fit on average and this is borne out by the results. 
Prospectively the empirical logits are the best discriminator and the shrunk val- 
ues are weighted heavily in favour of these empirical values. This is intuitively 
reasonable as the deviance is large for a poor model fit, hence a large value of 
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AR I Ap 
Empirical 0.808(±0.04) 
Model 0.560(±0.04) 
Shrunk 0.805(±0.05) 
10.729 (±0.02) 
10.529 (±0.04) 
1 0.724(±0.03) 
Table 6.5: Results of the simulation procedure using probabilities p2 and cell 
frequencies n2 
.f2 which weights in favour _qf 
the empirical values. The standard deviation is 
non zero for the prospective model ROC area in this simulation because the poor 
fit of the model fit means that a negative sign could occur on the coefficient in 
the linear trend model, hence ranking the scores in the opposite direction and 
producing an area of less than 0.5. 
For the third simulation we have 
p3 = (0.1,0.7,0.4,0.9,0.5,0.8,0.2,0.6,0.7,0.9) 
n3 = (10,10,10,10,10,10,10,10,10,10) 
The resulting ROC areas axe shown in Table 6.6. For this simulation we have 
deliberately chosen the probabilities to be roughly 'half way' between the extremes 
of the first two simulations. The rationale behind this is that the shrinkage 
method should extract information from the data in the form of the empirical 
logits, and information from the model to give as good if not better prospective 
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AR I Ap 
Empirical 0.833(±0.04) 
Model 0.631(±0.05) 
Shrunk 0.831(±0.04) 
0.773 (±0.02) 
10.631 (±0.001) 
1 0.774(±0.02) 
Table 6.6: Results of the simulation procedure using probabilities p3 and cell 
frequencies n3 
estimator. Rom Table 6.6, the shrunk estimates are slightly better than the 
empirical logits and roughly 20% better than the model estimates. Throughout 
these simulations we have taken R to be the identity matrix. 
Our final simulation in this series assesses the effect of a larger number of cells 
combined with larger cell totals. We can do this by comparing with simulation 1 
where the model was a good fit to the probabilities but extending the number of 
cells to 20 with 20 in each cell. The probabilities are similarly changed i. e. 
p4 = (0.1,0.1,0.2,0.2,0.3,0.3, ..., 0.8,0.8) 
n4 = (20,20,..., 20) 
The results are shown in Table 6.7 where we notice a marked difference. Both 
the empirical and model have quite a high prospective ROC area, as the proba- 
bilities fit the model quite well (due to the overall linear trend) and the empirical 
logits exploit the fact that the probabilities are grouped together i. e. 0.1,0.1. 
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AR I Ap 
Empirical 0.832(±0.02) 
Model 0.804(±0.02) 
Shrunk 0.820(±0.02) 
10.800 (±0.006) 
0.804 (±O) 
1 0.806(±0.003) 
Table 6.7: Results of the final simulation procedure to assess the effect of the 
doubled cell numbers and cell totals. 
The shrunk estimates combine these two pieces of information to give a larger 
prospective ROC area. Notice also that the standard errors have decreased ap- 
proximately by a factor of two as we have increased the number of cells by two. 
In three of the situations above, the shrunk predictors have produced the 
largest or equal largest prospective ROC area. In the situation where the empiri- 
cal logits were the best predictor, the difference in the prospective ROC areas for 
the shrunk estimates and the empirical logits was 0.005, which is almost negligi- 
ble. Therefore, we can conclude that if the shrunk predictors were used instead 
of the model or empirical logits we would not have lost any discriminatory power, 
even in situations where the model or empirical logits are clearly a good fit to 
the data. 
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6.3.2 Prospective ROC area and model deviance 
We have mentioned previously that the prospective shrunk ROC areas are indi- 
rectly related to the deviance of the model through r'. For any of the simulations 
above we can represent this graphically by plotting the difference between the 
model and shrunk prospective ROC areas against the deviance. Instead of keep- 
ing the prospective probabilities fixed for every simulation run of ni,,, = 1000, 
we now randomly create a new set of probabilities for each simulation. Some of 
these probabilities will fit the model well, some won't and most will be between 
the two extremes. This will enable us to visualise fully the dependence of the 
prospective ROC areas on the deviance. 
Figure 6.1 illustrates the relationship over 1000 simulations for the situation 
where there are 10 cells and 10 individuals in each cell (note that there are no 
points plotted for the deviance less than (p - k), when fI<0 and the shrunk 
estimates are equal to the model estimates). The solid line is a scatter plot 
smoother based on splines fitted to this data. It is fairly obvious that there 
is a positive trend, that is as the deviance increases the difference between the 
shrunk and model ROC areas also increases. We would expect this, because a 
higher deviance implies a poorly fitting model which in turn implies a greater 
value of f2 . This results in more weight on the empirical logits and enhances the 
difference between the ROC areas. 
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Figure 6.1: Scatter plot, of difference in prospective shrunk and model ROC areas 
deviance of the niodel against Hie 
The phetionlenon of a negative difference i. e. model R. OC area greater than 
shrunk ROCI area when the deviance is small deserves explanation. A small 
deviance implies a well fitting model and it would be very difficult to do better 
tImn the model at this point. Therefore, for low deviances the model will nearly 
always be better than the shrunk estimates which results in the difference in ROC 
areas being negative. Repeating the above procedure for an increased number of 
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cells and cell sizes results in an almost identical plot to Figure 6.1, except that 
the deviance of the model increases roughly with the number of cells. 
The justification behind studying the relationship between the prospective 
ROC areas and the deviance lies within the choice of using the model or shrunk 
estimates. In Figure 6.1, for deviance greater than approximately 20, we would 
advocate using the shrunk estimates instead of the model as we are, on average 
likely to obtain better discriminatory power from these estimates. The question 
remains whether the same rtlationship holds between the shrunk estimates and 
the empirical logits i. e. for deviances greater than 20 do the shrunk estimates out 
perform the empirical logits? By revisiting the Ear Infection example introduced 
above we can study the relationships between the three prospective ROC areas 
and the model deviance. 
6.3.3 Ear infection data 
To simulate from the Ear Infection data we simply count the number of cells in 
the contingency table (m = 32) and the number of individuals within them. We 
then have to decide what to use as the prospective probabilities in the simulation. 
We can either: 
e use the fitted probabilities from the model, to mimic the situation where 
the model fits the data paxticularly well. 
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e use the observed proportion of infected individuals in each cell to mimic the 
situation where the empirical logits fit the data particularly well. 
e use the midpoint between the fitted probabilities from the model and ob- 
served proportions to mimic the situation where neither the model or em- 
pirical logits fit the data well. 
For the following simulations we study the simple additive model of the covariates 
described in Table 6.3. 
Figure 6.2 illustrates the relationship between the ROC areas and the deviance 
when we simulate the prospective probabilities from the fitted probabilities from 
the model. To make the interpretation easier, we have omitted the individual 
points and plotted the scatter plot smoothers instead. 
From Figure 6.2 we can see that prospective ROC area for the model is always 
larger than the empirical estimates (which we would expect as we are simulating 
from the fitted probabilities) but only slightly laxger than then shrunk ROC areas 
over the range of the deviance. As the deviance increases, the difference between 
the model and the shrunk areas gets slightly larger and then decreases. This is 
most likely an indication of a phenomenon we mentioned above, in that if we alter 
the model estimates for relatively small deviance we are likely to get a slightly 
worse prospective ROC area. This is cancelled out as the deviance gets larger 
and the model becomes increasingly a poor fit to the data. 
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Figure 6.2: Scatter plot smoothers of differences in prospective empirical, model 
and shrunk ROC areas against the deviance of the model (fitted probabilities are 
used as the prospective probabilities) 
Figure 6.3 illustrates the relationship between the three prospective ROC 
areas if we simulate from the cell proportions. Again, as we would expect the 
empirical estimates perform best prospectively because they are reflecting the cell 
proportions. The shrunk estimates and empirical estimates are both significantly 
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and shrunk ROC areas against the deviance of the model (proportion infected 
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better than the model as it fits the data poorly. It is important to notice that in 
both Figure 6.2 and Figure 6.3 for the extreme situations, the shrunk estimates 
are never the worst predictor. 
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This agrees with the summary of the results from the artificial simulation, 
that using the shrunk predictors would result in either the best performance or 
a very small loss of discriminatory power. 
Of course we would not expect either of the above situations to occur with 
great frequency. More often than not, we would expect the model and the em- 
pirical logits to provide an adequate fit to the data. 
We can investigate this scenario by taking the prospective probabilities to be 
the midpoint between the fitted probabilities from the model and the observed 
proportions. Using these midpoints as the prospective probabilities produces the 
results in Figure 6.4. It is clear that the shrunk estimates are the best predictor 
here over nearly the entire range of deviances. In this setting the model is the 
worst of the predictors, even though the number of cells we are simulating on is 
not particularly small (m = 32). This leads us to the conclusion that if we expect 
an adequate model fit to the data most of the time, then using the shrinkage 
methodology and the shrunk estimates is preferable because they will give greater 
discriminatory power. 
We could envisage an example where the model is not so poorly fitting as 
in Figure 6.4, therefore the line representing the difference in ROC areas for the 
shrunk and model estimates would cross the x-axis at some value of the deviance, 
DEVO say. At this point we could postulate a decision rule for the model with 
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deviance DEVM, which could take the form of choosing the model for prediction 
purposes if DEVm :5 DEVO and the shrinkage method if DEVm ý: DEVO. 
164 
Chapter 7 
Summary and Concluding 
Remarks 
This thesis has presented two new approaches to the predictive accuracy of lo- 
gistic regression in terms of discriminatory ability. Clearly this is an important 
area, especially in medical applications. For example, formulating a score that 
perfectly separates individuals into diseased and non-diseased on the basis of some 
observable measurements would have huge benefits and public health connota- 
tions. Therefore it is important to know exactly how well a score discriminates, 
preferably in practice. 
In Chapter 3 we have derived formulae for the overestimation of the ROC 
curve and area for logistic regression by calculating the difference between the 
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retrospective and prospective true positive rates for fixed false positive rates. By 
way of a number of approximations we arrive at a simpler approximation for the 
overestimation of the axea that only necessitates the calculation of a histogram 
on the scores from the logistic regression. The formulae, especially (3.38) are 
reasonably easy to implement and we could envisage the situation where both 
retrospective ROC axea and the subsequent overestimation are reported together 
much like an estimate with accompanying standard error. 
In Chapter 4, an example studying the prognosis of breast cancer patients 
is shown to overestimate the area under the ROC curve by approximately 16%. 
It would be a great concern if this score were used in practice on the basis of a 
retrospective analysis which overestimated the ability of the score to discriminate 
by such an amount. Of course, this would never happen as such scores or clinical 
tests go through many stages of testing before being used in practice but it 
serves to highlight the dangers of over optimism. We also performed a number of 
simulation experiments to test the validity of the overestimation formulae. The 
agreement is good, even for the breast cancer study with the smaller sample size. 
We have also shown that the overestimation is related to the sample size and 
number of covariates in the study. This is clearly of relevance in medical studies 
as the sample sizes of study groups axe often quite small due to cost implications 
or complexity of the study. Using and basing results on a retrospective ROC 
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analysis in such situations could, as we have shown be misleading. 
The overestimation in ROC presented here can only be applied for logistic 
regression. This work is clearly related to the underestimation of error rates 
in discriminant analysis and further work could generalise the overestimation 
methodology to discriminant analysis and other classification methods. Also we 
have ignored sampling issues in the construction of the overestimation formulae. 
A logistic regression analysis can be calculated on data from a prospective, retro- 
spective or cross-sectional study and it remains unclear whether it is reasonable 
to use the empirical distributions used in Chapter 3 to calculate the area under 
the ROC curve. Preliminaxy work on the sampling problem has been carried 
out and results suggest that the overestimation formulae hold with a few minor 
alterations. 
We have introduced the concept of shrinkage as the process of incorporating 
prior information about the data into the estimates from the model. Shrinkage 
is usually discussed in terms of calibration, another aspect of predictive accu- 
racy concerned with the agreement between the probability of an event and its 
observed frequency. Usually, shrinkage is considered in terms of continuous mea- 
surements resulting in pre-shrunk predictors but in Chapter 5 we introduce a 
shrinkage formulation where we have a number of categorical covariates and a 
binary outcome. We introduce a shrinkage parameter r' which takes into ac- 
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count the fit of a model to the data (the deviance in a logistic regression) and 
the information from R, the correlation matrix between success rates in different 
categories. The methodology was developed for a model containing a single co- 
variate and we investigated its properties by considering a simple example based 
on credit scoring. The methodology illustrates the phenomenon of shrinking the 
model estimates to their mean (in the case of a single covariate), by using a 
weighted average of the model estimates to reduce the effect of more variable 
information. A simulation study on credit defaulting data studied the effect of 
various correlations between success rates on the prospective ROC area. For small 
correlation values, the prospective ROC values for the shrunk values were larger 
than the prospective model ROC, thus enhancing discriminatory ability. Also, 
for a small subset of the data, high correlations could be seen to be improving 
the discriminating ability of the shrunk estimates. 
In Chapter 6 we generalised the shrinkage methodology in Chapter 5 to the 
a model containing any number of categorical covariates and again showed that 
72 is related to the deviance of the model of interest. In an example concerning 
Ear Infection in beach users, we saw that by including a number of subjective 
correlations in R we increased the discriminatory power of the model, although 
only by a small amount. Then in a simulation study, the properties of the shrink- 
age formulation were explored by simulating artificial data and then returning to 
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the Ear Infection data. The results show that in the situation we would expect 
to occur most of the time, where the model adequately fits the data the shrink- 
age estimates are better than the model or empirical estimates. This leads to 
the suggestion of a possible decision rule, based on the deviance of the model to 
indicate which set of estimates, model or shrunk to use. 
The methodology described above is hopefully of some interest as it describes a 
technique to enhance the discriminatory power of a particular model by including 
prior information about the context of the data. We should note however that 
gains in predictive accuracy through the shrinkage approach are not substantial in 
the examples we have studied. For example, in the breast cancer study presented 
in Chapter 4, the retrospective ROC curve overestimates the discriminatory power 
of the score by 16%, while for the ear infection data in Chapter 6 we see that 
by including some reasonable correlations between eax infection rates in different 
categories we increase the discriminatory power by 3.6% (both figures in terms 
of the Gini Coefficient). This could be due in part to the fact that for all of 
the examples presented we have been unable to elicit a genuine prior correlation 
matrix from experts in the respective axeas. We anticipate the application of the 
shrinkage methodology is likely to be useful in situations analogous to the OGRS 
score, where there are a large number of categories of interest (approximately 1000 
in the OGRS case) and there is a realistic chance of the provision of the correlation 
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matrix. Finally, the shrinkage method is currently only defined for categorical 
variables with a binary outcome. We could look to generalise the methodology to 
include continuous measurements by altering some of the techniques that already 
exist for shrinkage in multiple regression. 
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