Abstract
Introduction
This paper proposes a simple approach to designing resource allocation mechanisms for autonomous distributed computing systems. The approach draws inspiration from game theory and the similarities between market economics and large-scale distributed computing systems.
In our game theoretical replica allocation and management mechanism (RAMM), each site (node) is represented by an agent. We view an agent as part of a community of similar though heterogeneous agents that are designed to compete for scarce resources. Motivated by their self interests and the fact that the agents do not have a global view of the distributed system, they optimize their individual interests, such as, minimize communication costs, latencies, etc. Each agent defines its goals and utilities, and the rules for optimization. Although no direct attempt is made to globally improve or optimize the system wide goals, yet the mechanism provides a platform for self-evolving solution quality. This results in global performance improvement through an invisible hand.
The remainder of this paper is organized as follows. Section 2 formulates the data replication problem (DRP). Section 3 describes the RAMM. The experimental results, related work and concluding remarks are provided in Sections 4, 5 and 6, respectively.
Data Replication Problem
Consider a distributed system comprising M sites, with each site having its own processing power, memory (primary storage) and media (secondary storage). Let . If the two sites are not directly connected by a communication link then the above cost is given by the sum of the costs of all the links in a chosen path from site S i to the site S j . Let there be N objects, each identifiable by a unique name O k and size in simple data unites o k where 1 k N. Let r k i and w k i be the total number of reads and writes, respectively, initiated from S i for O k . Our replication policy assumes the existence of one primary copy for each object in the network. Let P k , be the site which holds the primary copy of O k , i.e., the only copy in the network that cannot be de-allocated, hence referred to as primary site of the k-th object. Each primary site P k , contains information about the whole replication scheme R k of O k . This can be done by maintaining a list of the sites where the k-th object is replicated at, called from now on the replicators of O k . Moreover, every site S i stores a two-field record for each object. The first field is its primary site P k and the second the nearest neighborhood site NN . For the updates we assume that every site can update every object. Updates of an object O k are performed by sending the updated version to its primary site P k , which afterwards broadcasts it to every site in its replication scheme R k .
For the DRP under consideration, we are interested in minimizing the total network transfer cost due to object movement, i.e. the Object Transfer Cost (OTC). The communication cost of the control messages has minor impact to the overall performance of the system, therefore, we do not consider it in the transfer cost model, but it is to be noted that incorporation of such a cost would be a trivial exercise. There are two components affecting OTC. The first component of OTC is due to the read requests. Let 
where 
The cumulative OTC, denoted as C overall , due to reads and writes is given by:
i holds a replica of object O k , and 0 otherwise. X ik s define an M×N replication matrix, named X, with boolean elements. Equation 3 is now refined to:
Using the above formulation, the DRP can be defined as:
Find the assignment of 0, 1 values in the X matrix that minimizes C overall , subject to the storage capacity constraint:
, and subject to the primary copies policy: ) brings in more utility to the agents than over bidding and under bidding For more details on the optimality of such type of payment and bidding procedures see [15] . In that paper, the authors have identified many such scenarios, all but reporting truthfully fail to exploit this (second best) payment option. The RAMM: We now put all the pieces together. A mechanism m consists of a pair m = (x(b),p(b)), where x(·) is the output function and p(·) is the payment mapping function. The objective of the mechanism is to select an output x, that optimizes a given objective function. Objective: The mechanism defined above leaves us with the following two optimization problems: 1. Identify a strategy that is dominant to each agent i.
The RAMM

Identify a payment mapping function that is truthful.
Below we detail these two objectives. Dominating Strategy: The agents in the mechanism value an object k for the benefit that it brings to the agent's site i. This benefit is equivalent to the savings that the object k brings in the total object transfer cost (OTC) if the object k is replicated at site i. This benefit is given as:
w o c i P .
Payments:
The mechanism eliminates incentives for misreporting by imposing on each agent the cost of any distortion it causes. The payment for agent i is set so that i's report cannot effect the total payoff to the set of other agents (excluding agent i), M-i. To capture the effect of i's report on the outcome, we introduce a hypothetical null report, which corresponds to agent i reporting that it is indifferent among the possible decisions and cares only about payments. When i makes the null report, the mechanism optimally chooses the decision
). The resulting total value of the decision for the set of agents
), and the mechanism might also provide an agent i with payment equivalent to h
Thus, if i makes a null report, the total payoff to the
). This would mean that the RAMM would choose payments for the M-i agents regardless of what i reports to the RAMM. For a detailed analysis of the above payment structure, readers are encouraged to see [10] . It is to be noted that in economic game theoretical literature this type of payment is often referred to as Vickrey payments [10] .
We have entertained all the pending optimization issues regarding the RAMM, and are ready to give a pseudo-code ( Figure 1) experimental setup in fact represents an average of the 585 (13×45) data set points. To process the logs, we wrote a script that returned: only those objects which were present in all the logs (2000 in our case), the total number of requests from a particular client for an object, the average and the variance of the object size. From this log we chose the top five hundred clients (maximum experimental setup). A random mapping was then performed of the clients to the nodes of the topologies. Note that this mapping is not 1-1, rather 1-M. This gave us enough skewed workload to mimic real world scenarios. It is also worthwhile to mention that the total amount of requests entertained for each problem instance was in the range of 1-2 million. The primary replicas' original site was mimicked by choosing random locations. The capacities of the sites C% were generated randomly with range from Total Primary Object Sizes/2 to 1.5×Total Primary Object Sizes. The variance in the object size collected from the access logs helped to instill enough diversity to benchmark object updates. The updates were randomly pushed onto different sites, and the total system update load was measured in terms of the percentage update requests U% compared that to the initial network with no updates.
Comparative Algorithms
For comparison, we selected five various types of replica placement techniques. To provide a fair comparison, the assumptions and system parameters were kept the same in all the approaches. The techniques studied include efficient branch-and-bound based technique (A -Star [9] ). For fine-grained replication, the algorithms proposed in [10] , [11] , [12] , and [14] are the only ones that address the problem domain similar to ours. We select from [14] the greedy approach (Greedy) for comparison because it is shown to be the best compared with 4 other approaches (including the proposed technique in [11] ); thus, we indirectly compare with 4 additional approaches as well. Algorithms reported in [10] (Dutch (DA) and English auctions (EA)) and [12] (Genetic based algorithm (GRA)) are also among the chosen techniques for comparisons. Due to space limitations details for a specific technique are left as an exercise for the readers and can be obtained from the referenced papers.
Comparative Analysis
First, we observe the effects of system capacity increase. An increase in the storage capacity means that a large number of objects can be replicated. Replicating an object that is already extensively replicated, is unlikely to result in significant traffic savings as only a small portion of the servers will be affected overall. Moreover, since objects are not equally read intensive, increase in the storage capacity would have a great impact at the beginning (initial increase in capacity), but has little effect after a certain point, where the most beneficial ones are already replicated. This is observable in Figure  2 , which shows the performance of the algorithms. GRA once again performed the worst. The gap between all other approaches was reduced to within 12% of each other. DA and RAMM showed an immediate initial increase (the point after which further replicating objects. is inefficient) in its OTC savings, but afterward showed a near constant performance. GRA although performed the worst, but observably gained the most OTC savings (47%) followed by Greedy with 44%. Further experiments with various update ratios (5%, 10%, and 20%) showed similar plot trends. It is also noteworthy (plots not shown in this paper due to space restrictions) that the increase in capacity from 10% to 17%, resulted in 3.7 times (on average) more replicas for all the algorithms.
Next, we observe the effects of increase in the read and update (write) frequencies. Since these two parameters are complementary to each other, we describe them together. In both the setups the number of sites and objects were kept constant. Increase in the number of reads in the system would mean that there is a need to replicate as many object as possible (closer to the users). However, the increase in the number of updates in the system requires the replicas be placed as close as to the primary site as possible (to reduce the update broadcast). This phenomenon is also interrelated with the system capacity, as the update ratio sets an upper bound on the possible traffic reduction through replication. Thus, if we consider a system with unlimited capacity, the "replicate everywhere anything" policy is strictly inadequate. The read and update parameters indeed help in drawing a line between good and marginal algorithms. The plots in Figures 3 and 4 show the results of read and update frequencies, respectively. A clear classification can be made between the algorithms. A -Star, EA, Greedy and RAMM incorporate the increase in the number of reads by replicating more objects and thus savings increase up to 86%. GRA gained the least of the OTC savings of up to 13%. To understand why there is such a gap in the performance between the algorithms, we should recall that GRA specifically depends on the initial population (for details see [12] ). Moreover, GRA maintains a localized network perception. Increase in updates result in objects having decreased local significance (unless the vicinity is in close proximity to the primary location). On the other hand, A -Star, EA, Greedy and RAMM never tend to deviate from their global view of the problem search space.
Lastly, we compare the termination time of the algorithms depicted in Tables 1 and 2 . Various problem instances were recorded with C=15%, 55% and U=10%, 55%. The entries in bold represent the fastest time recorded over the problem instance. It is observable that RAMM and DA terminated faster than all the other techniques, followed by EA, Greedy, A -Star and GRA. Table 3 shows the quality of the solution in terms of OTC percentage for eight problem instances (randomly chosen), each being a combination of various numbers of sites and objects, with varying storage capacity and update ratio. For each row, the best result is indicated in bold. The proposed RAMM algorithm steals the show in the context of solution quality, but A -Star, EA and DA do indeed give a good competition, with a savings within a range of 5%-10% of RAMM.
Related Work
The data replication problem as presented in Section 2 is an extension of the classical file allocation problem (FAP). Chu [5] studied the file allocation problem with respect to multiple files in a multiprocessor system. Casey [4] extended this work by distinguishing between updates and read file requests. Eswaran [7] proved that Casey's formulation was NP complete. In [13] Mahmoud et al. provide an iterative approach that achieves good solution quality when solving the FAP for infinite server capacities. A complete although old survey on the FAP can be found in [6] . Apers in [1] considered the data allocation problem (DAP) in distributed databases where the query execution strategy influences allocation decisions.
Most of the research papers outlined in [6] aim at formalizing the problem as an optimization one, sometimes using multiple objective functions. Network traffic, server throughput and response time exhibited by users are considered for optimization. Although a lot of effort was devoted in providing comprehensive models, little attention has been paid to good heuristics for solving this complex problem. Furthermore access patterns are assumed to remain static and solutions in the dynamic case are obtained by re-executing a time consuming mathematical programming technique.
Some on-going work is related to dynamic replication of objects in distributed systems when the read-write patterns are not known apriori. In [16] Wolfson et al. proposed an algorithm that leads to optimal single file replication in the case of a tree network. The performance of the scheme for general network topologies is not clear though. Dynamic replication protocols were also considered under the Internet environment. Heddaya et al. [8] proposed protocols that load balance the workload among replicas.
Our work differs from all the above in: 1) Taking into account the more pragmatic scenario in today's distributed information environments, we tackle the case of allocating replicas so as to minimize the network traffic under storage constraints with "read from the nearest" and "update through the primary server" policies, and 2) in using game theoretical techniques.
Conclusions
This paper proposed a game theoretical replica allocation and management mechanism (RAMM) for fine-grained data replication in large-scale distributed computing systems such as the Internet. RAMM is a protocol for automatic replication and migration of objects in response to demand changes. RAMM aims to place objects in the proximity of a majority of requests while ensuring that no hosts become overloaded.
RAMM allows agents to compete for the scarce memory space at sites so that they can acquire the rights to place replicas. To cater for the possibility of cartel type behavior of the agents, RAMM uses Vickrey price protocol. This leaves the agents with no option, then to report truthful valuations of the objects that they represent.
RAMM was compared against some well-known techniques, such as: branch and bound, greedy, game theoretical auctions, and genetic algorithms. To provide a fair comparison, the assumptions and system parameters were kept the same in all the approaches. The experimental setup was designed to mimic a large-scale distributed computing system (the Internet), by using several Internet topology generators and World Cup Soccer 1998 web server access logs. The experimental results revealed that RAMM outperformed the three widely cited and powerful techniques in both the execution time and solution quality. In summary, RAMM exhibited 5%-10% better solution quality and 10%-30% savings in the algorithm termination timings.
