In this paper we present a multiagent system coupled with a mass-spring system allowing biological processes to be simulated. This multiagent system uses dynamic graphs and their composition and decomposition operations. A graphical language is developed to facilitate the design of simulated biological mechanisms for non-computer scientists. The simulator and its associated language are called BioDyn (for Dynamical Biology). Finally, we show two examples of biological simulation to point out the abilities of our system.
INTRODUCTION
Nowadays multiagent systems (MAS for short) [1] are used as a tool to understand the structure, the behaviour and the functions of biological processes. Indeed, MAS enable living organisms to be simulated in order to perceive what characterizes these selforganizing systems. They are used in order to discern how these organisms can produce achievements that exceed the sum of all the performances of their components. A MAS is a system of multiple active objects, called agents, which have the ability to perceive, act, interact and move in their environment.
Each of the MAS considered here is constituted by the following components : (i) An environment, which is a three-dimensional space; (ii) One or several categories of agent; two agents, which are not from the same category, differ in the simulator by their colour and/or their shape and/or their behaviour; (iii) A small set of governing agent behaviour is associated to each category.
A cell can be divided into numerous autonomous entities interacting with each other: molecules, ions, membranes and organelles. These entities can be seen as interacting reactive agents. In this way, a reactive agent is an abstraction or a simplification of a biological entity. It has sensors to get information from its local environment, a simple behaviour to change its internal state, and actuators to modify the environment. Much data comes from large scale biology. These data mainly concern the genome but they also deal with cell physiology, including membranes, hyperstructures, and compartments. To understand the cell functionalities the genome is essential; nevertheless, the physiological environment of the DNA The BioDyn language and simulator. Application to an immune response and E. coli and phage interaction macromolecule plays a crucial rôle too. That is why we developed a software, named BioDyn, allowing biologists to test their assumptions about the interactions between DNA and its local environment. The engine of the software is a dynamical mass-spring system (DMSS) coupled with a MAS. The DMSS is designed to basically represent biological entities like ions, molecules, macromolecules, membranes and compartments. The MAS gives high-level behaviour to the DMSS to perform complex tasks like chemotaxis, endocytosis, invagination and mitosis. The structure of any agent of this MAS is what is called a dynamic graph. Therefore, the agents of the MAS are able to interact together according to the composition and decomposition operations defined for graphs.
This work comprises two parts. The first part ( § § 2-4) introduces the dynamic graphs and describes the composition and decomposition operations for graphs. The second part ( § § 5-6) deals with the software engine that is used to simulate biological processes.
DYNAMIC GRAPHS
Graphs [2, 3] were defined for making visible to the eye a binary relationship between the objects in some domain. A graph G = (V, E) consists of a nodeset V and of an edgeset (or arcset) E, where an edge (or arc) is an unordered (or ordered) pair of nodes. When E is an edgeset the graph G = (V, E) allows a symmetric (or an asymmetric) binary relation to be represented, with points for the nodes and lines (or arrows) for the edges.
This representation of binary relations has allowed a large number of complex problems that arise in engineering to be modelled and then to be solved. The MAS approach presented in this work uses what is called dynamic graphs for visualizing and simulating biological processes. ______________________________________________________________________________________________________ JBPC (2004) Dynamic graphs appeared in the eighties in connexion with networks subject to failures, such as telecommunication and computer networks, and then with mobile networks such as mobile telephony and the satellite network. A dynamic graph is a graph that is modified in the course of time by adding and/or deleting nodes or edges. Thus, a dynamic graph can be considered as a sequence of classical graphs, each one representing one state of the dynamic graph at a given time. In this paper, the definition that seems appropriate for the dynamic graphs used for representing MAS is the following:
Definition
A dynamic graph (or a directed dynamic graph) is a graph G = (V, E) evolving in a three dimensional space such that the elements of the nodeset V and those of the edgeset E depend on time, more precisely : (i) the sets V = V(t) and E = E(t) depend on time and do not have necessarily the same elements at different times; (ii) each v ∈ V is a point (x, y, z) of |R 3 such that x = x(t), y = y(t) and z = z(t) where t is a time variable.
Obviously, all the problems, properties and composition and decomposition operations known for graphs remain defined for dynamic graphs. In particular, this is true for characterizing some special classes of graphs, recognizing members of a given family of graphs, finding solutions to some graph optimization problems, looking for some special cutsets for a given family of graphs, or looking for special graph compositions or decompositions preserving some properties. Hereafter, composition and decomposition operations for graphs are described. Such compositions and decompositions can be used with dynamic graphs to simulate biological processes, with eventually some restrictions taking into account the specificity and the context of the simulated phenomena. Figure 1 are isomorphic but are distinct dynamic graphs; the web page graph, that is the dynamic graph having as nodes the web pages and as arcs the hypertext links between the web pages; the graph of the physical connexions between machines having an IP number.
Examples

1) Graphs G1(t) and G2(t) of
COMPOSITIONS AND DECOMPOSITIONS FOR DY-NAMIC GRAPHS
The composition and decomposition operations presented hereafter mainly arise from the study of perfect graphs [4, 5] .
. Let α(G) = max {|U|; U ⊂ V and U is a stable set in G}, where |U| denotes the size of U, and ω(G) = max {|U|; U ⊂ V and U is a clique in G}. ω(G) (or α(G)) is the size of the greatest clique of G. We define the
To recognize that a graph is perfect is not easy. Progress towards finding a polynomial algorithm for recognizing perfect graphs was made by designing a polynomial-time algorithm to recognize members of some restricted class of perfect graphs. This approach led searchers to define some composition and decomposition operations for perfect graphs [8] which preserve perfection. The composition and decomposition operations defined hereafter are given without any restriction, taking into account some property or some context. Before describing these operations, let us mention that recently Cornuéjols, Liu and Vušković designed a polynomial algorithm for recognizing perfect graphs [9] .
In the following pairs of operations described below, each operation is the converse of its twin sister.
Addition and deletion of nodes or edges
Let G = (V, E) be a (dynamic) graph; and let U ⊆ V and F ⊆ E.
Deletion:
Node deletion: the graph obtained from G by deleting all the nodes in U and all the edges having at least one end in U is the induced subgraph G(V \ U) = (V \ U, E´), where E´ = {e ∈ E; e has its two ends in V \ U}.
Edge deletion: the graph obtained from G by deleting all the edges in F is the graph H = (V, E \ F). Addition: The converse operations of an edge deletion and a node deletion consist in adding to G new edges and new nodes respectively.
2) The internet provides several examples of dynamic graphs. We can mention the following: 
Contraction and substitution
Contraction: Let G´ = (V´, E´) be a graph and W ⊆ V´. The graph G, obtained from G´ by deleting the edges of the induced subgraph H = G´(W) and replacing the subset W by a new node v so that each edge of E´ having one end x in W and the other one y in V´ \ W is replaced by an edge with v and y as ends, is called the graph obtained from G´ by contraction of W (see Figure 2) . Substitution: Let G = (V, E) be a graph and v ∈ V; and let H = (W, F) be another graph such that W ⊄ V. The graph G´, obtained from G by replacing the node v by the graph H = (W, F) and each edge of E connected to v by |W| edges, each one connected to a distinct node in W, is called the graph obtained from G by substituting H for v (see Figure 2 ).
Cut and join
Cut: Let G = (V, E) be a connected graph and C ⊂ E. The edge set C is called a cut if the graph H = (V, E \ C) is disconnected. When a connected graph G has a cut C, it can be decomposed into two connected subgraphs G1 and G2 by deleting the edges of a minimal cut contained in C (see Figure 4) . Join: Let G1 = (V1, E1) and G2 = (V2, E2) be two connected graphs and B1 ⊆ V1 and B2 ⊆ V2 be two subsets. A composed graph G = (V, E) can be obtained from G1 and G2 by joining vertices of B1 to vertices of B2 such that: V = V1 ∪ V2 and E = E1 ∪ E2 ∪ {edges uv with u in B1 and v in B2} (see Figure 4) . 
Cutset and set identification
Cutset: Figure 3 ). Set identification: Let G1 = (V1, E1) and G2 = (V2, E2) be two graphs. If there exist A1 ⊂ V1 and A2 ⊂ V2 such that the induced subgraphs G1(A1) and G2(A2) are isomorphic, a composed graph G = (V, E) is obtained from G1 and G2 by identifying G1(A1) and G2(A2), each node of A1 is identified with its image in A2 in the isomorphism between G1(A1) and G2(A2), getting in this way G(A) (see Figure 3 ).
Amalgam
A composition operation that is applied on two graphs G1 = (V1 ∪ A1 ∪ B1, E1) and G2 = (V2 ∪ A2 ∪ B2, E2) (see graphs G1 and G2 of Figure 4 ), where:
(1) for i = 1, 2, Vi, Ai and Bi are pairwise disjoint, (2) G1(A1) and G2(A2) are isomorphic, is defined in the following way:
The composed graph G is obtained from G1 and G2 by identifying the subsets A1 and A2 (each node of A1 is identified with its image in A2 in the isomorphism between G1(A1) and G2(A2)); and joining vertices of B1 to vertices of B2. The graph G = (V, E) is called the amalgam of G1 and G2 (see Fig. 5 ). Figure 5 .
Note that the term "amalgam" comes from the fact that this operation of composition is an amalgam of the operations "set identification" and "join".
Conversely, if for a graph G there exist two graphs G1 and G2 satisfying conditions (1) and (2) such that G is the amalgam of G1 and G2, then the graph G is said to be decomposed by this amalgam into G1 and G2.
APPLICATION EXAMPLES
We give below two examples using dynamic graphs and the previous composition and decomposition operations. The first one deals with phagocytosis of an antigen by a macrophage. The second one describes a cellular mitosis.
Endocytosis or phagocytosis of an antigen by a macrophage using dynamic graphs
a) Dynamic graph G1 representing a macrophage (cell or bacteria).
Dynamic graph G2 representing an antigen or a virus. (2): the ingestion phase is going on first by identifying nodes x and y (set identification operation) to get node z and subgraph H which envelops G2 (H represents an endosome), and then breaking the link between u and v (cut operation), and finally using a cutset operation (cutset {z}) to separate subgraph H from G1 (node z is duplicated into nodes a and b).
a) Cell at the beginning of prophase: a cell is schematized below by a graph, where its main components (cytoplasmic membrane, nuclear membrane, duplicated centrosome, individualized chromosomes) are represented by suitable subgraphs.
b) Separation and migration of centrosomes: in the first of the two following diagrams, the centrosomes start to separate prior to becoming located at the two opposite poles. In the second diagram, the microtubules emitted by each one of the centrosomes maintain them at these poles and form the spindle. This fact is expressed by adding a second edge linking both centrosomes (join operation). At the same time as this, the nuclear membrane disappears: this implies removal of the graph representing the nuclear membrane (deletion operation). Thus the prophase is completed. 
Mitosis by means of dynamic graphs
THE BIODYN ENGINE
The BioDyn Engine is composed with a DMSS, which allows physical constraints for the simulated biological entities, and a MAS designed to give highlevel behaviour for the set of entities. We begin with a short description of the DMSS and then we will see how the MAS is built.
The DMSS is made of mass entities (nodes) and spring entities (edges). A basic mass entity has a position and can be attached to spring entities according to receptors (see Figure 6) . A spring entity has length and stiffness. The mass entities and the spring entities, attached to receptors, represent a more complex entity, which is called a "composite agent". 
Mass entity (x,y)
Receptor S p r i n g e n t i t y
This complex entity can be deformed to represent, for example, a membrane deformation (see Figure 7) . m when it works at the molecular level. We suppose that the environment is the intra-cell compartment. In this case the forces are from one piconewton (low energy bonds) to about one nanonewton (covalent bonds). The time step is 10 -10 second and the temperature is 311 kelvin. The dynamical viscosity is set to 100 kg m
When the system is used to represent entities at the cellular level, we suppose that the environment is something like that of the lymphatic ganglion. The d) Metaphase: all the chromosomes are located at the spindle equator and constitute the equatorial plaque. e) Anaphase: under the attraction of the centrosomes, the paired chromosomes separate and move to opposite sides of the cell. In the graph hereafter, this process is expressed by an edge deletion operation and a duplication of centromeric nodes (cutset decomposition). f) Telophase: the cell is almost entirely divided. A link appears between two nodes of the cytoplasmic membrane (edge addition), and the nuclear membrane is reconstituted around the chromosomes (node and edge addition). Next, a cutset decomposition lets two new graphs, representing the two daughter cells, appear. . This DMMS is a bottom-up system: the structures build themselves thanks to their movements and their interactions. Sometime, it could be useful to add highlevel behaviour to perform more complex simulations. That is why we introduce a MAS, which has a top-down architecture.
The MAS is made from composite agents. A composite agent has one or several scenarios, which can be applied to perform high-level actions like mitosis, growth, chemotaxis or pseudopodia formation. To make a high-level action, the composite agents of the MAS receive information (called events) from the DMSS entities (bottom-up approach). The events coming from the DMSS are, for a node: on link attachment, on unlink, on delete, on clone, on timer and on age. For a link, the possible events are: on delete, on timer and on age.
The actions for a composite agent (high level actions) consist in modifying the DMSS (top-down approach). The composite can change the stiffness and the size of its links and it can remove or create links and nodes. It can also apply forces to its nodes.
To realise high level behaviour, the composite looks at its received messages. If the messages validate a specific test (for example link_attachment(ident) and age > 4 s or node_delete), it performs a set of actions (creation of nodes or links for instance).
To illustrate these ideas, we propose an example at the cellular level in the next chapter.
TWO EXAMPLES AT THE CELLULAR LEVEL
First example: Simple humoral immune response
This is a simple example concerning a humoral immune response. We consider a B cell with its B receptors, antibodies and bivalent antigens. The very simplified mechanisms we simulate are the following:
1. When an antigen is bound with a B cell receptor, the B cell engulfs the antigen; 2. Then, the B cell creates antibodies that diffuse into the lymphatic system; 3. The antibodies fix the bivalent antigen. We begin by the DMSS. First, we create a B cell with epitopes:
Antigen New Antibody
New Antibody
Finally, we put four B cell agents and one hundred antigen agents into an environment of 50 × 50 µm (Step 1) and observe the evolution of the system (Steps 2 and 3): Third, we build the bivalent antigen:
Step 1
Step 2 Step 3 epitope molecular shape
Then, we add a high level behaviour thanks to the MAS. For the B cell, we represent endocytosis and the creation of antibodies:
At step 2, we observe that B cells are creating antibodies and at step 3 we zoom in to observe the formation of an antibody-antigen structure.
Second example: simple interaction between E. coli and the phage virus
This example deals with the infection of E. coli by phage virus. We study the diffusion of the phage virus among a population of E. coli bacteria. Let us begin with the behaviour of the three entities involved: E. coli, phage virus and glucose.
A simple node with one receptor represents the phage virus: we call it the phage composite. The receptor of the phage composite allows binding with the membrane of the E. coli composite. The behaviour of the phage composite, a simple Brownian movement, can be described with the BioDyn language as follows:
We apply a random force onto the node to simulate interaction with its liquid environment.
The glucose has exactly the same description as the phage virus. The difference is how the E. coli uses these two agents.
The simplified structure of the E. coli composite is made of a membrane (a set of nodes and links) and a cytoskeleton (a central node and radial links to the nodes of the membrane). Each node of the membrane has a receptor to bind the phage composite. Moreover, in our example, the E. coli composite has four kinds of states: normal, infected, lytic and lysogenic. We describe these behaviours by using the BioDyn language. A. Normal E. coli.
We model three basic behaviours: (i) When the phage composite binds the membrane of the E. coli composite, the E. coli composite becomes an infected E. coli composite; (ii) When the age of the E. coli composite reaches 30 minutes and if the glucose rate is sufficient, it duplicates itself (cellular division); (iii) If a glucose composite binds the membrane of the E. coli composite, the glucose rate increases and the E. coli applies a force towards the glucose composite (chemotaxis). 
The infected E. coli composite is the stage allowing the selection of the new behaviour of the E. coli composite after binding with the phage composite. Two different behaviours are retained: the lytic and the lysogenic. We select the probabilities arbitrarily for the infected E. coli composite to become lytic or lysogenic.
C. Lytic E. coli composite.
The most probable fate for the lytic E. coli composite is the production of phage composites after 45 minutes (if the glucose is big enough), but it can also duplicate itself after 60 minutes. D. Lysogenic E. coli composite. We represent three basic behaviours: (i) If a glucose composite binds the membrane of the E. coli composite, the glucose rate increases and the E. coli applies a force towards the glucose composite (chemotaxis); (ii) When the age of the E. coli composite reaches 30 minutes and if the glucose rate is sufficient, it duplicates itself (cellular division) and the newly created E. coli is an infected E. coli composite; (iii) If the glucose rate reaches a small value, the lysogenic E. coli becomes a lytic E. coli.
Finally we test our description using the simulator. We put 5 normal E. coli composites (in white), 100 glucose molecules and 10 phage (simple points) at t=0 (left screen shot). Then we observe the first infection at t = 25 min (middle screen shot). During the simulation, we observe the appearance of lytic and lysogenic E. coli and the number of E. coli increases (right screen shot).
This example shows the expressivity of our language and simulator. However, our system has many limitations. The graphical description of the composite is easy but the number of parameters is very important: the mass of each node, the stiffness of each link, the energy of link rupture, the affinity between receptors, the time step and the viscosity modify the result of the simulations. Moreover, some very important phenomena are very simplified: simple abstraction of the liquid medium (random movement), simple molecular agitation due to the temperature, numerical solution of differential equation (with numerical approximations).
That is why, first of all, we think that our system could be useful to explain or describe dynamically complex biological processes and not to accurately reproduce biological systems. For example, it can be used by students to build simulations. The students learn biological mechanisms by reproducing what they understand and the teachers or researchers can share their knowledge with a formalized description together with a dynamical explanation of their choices or assumptions.
CONCLUSION
We have presented the BioDyn simulator and its graphical language. They allow the representation and the simulation of biological processes such as humoral response and interaction between a population of E. coli bacteria and phage viruses. 
