Second order phase transition is numerically investigated in a Hamiltonian system with many degrees of freedom. Slow relaxations of power type are observed for some initial conditions at critical energy of phase transition, that agrees with a result of a phenomenological theory of statistical mechanics. On the other hand, the slow relaxations show that the system stays in non-equilibrium states for a while, and that phenomenon does not agree with a result of the theory. To understand the slow relaxation, theories for perturbed systems can not be applied since near the critical energy the system is highly chaotic rather than nearly integrable. Threshold of the highly chaotic systems is di erent from the critical energy of phase transition.
Introduction
Phase transition of second order is interesting phenomenon, and many properties have been investigated with the aid of statistical mechanics. However, in the present paper, we study relaxation processes in a system having phase transition as phenomena in a Hamiltonian dynamical system with many degrees of freedom Yamaguchi,1996] . We mention the reason why we consider Hamiltonian dynamics for relaxation processes as follows.
Equilibrium statistical mechanics fundamentally does not describe temporal evolutions, thus some assumptions must be introduced when we consider relaxation processes. However we can observe relaxation processes directly if we consider Hamiltonian dynamics, which is the basis of statistical mechanics, without introducing any assumptions. e-mail: yamaguchi@allegro.phys.nagoya-u.ac.jp Let us review relaxation processes in a phenomenological theory of statistical mechanics and Hamiltonian systems in the left parts of this section to compare them with our results later.
We will nd that studying phase transition from Hamiltonian dynamics is interesting not only as basic studies of statistical mechanics but as a method to solve a left important problem of Hamiltonian systems: to understand properties of systems with many degrees of freedom which are neither nearly integrable nor random. Here the word \random" means power spectra are either white noises or Lorentzians.
Relaxation processes in statistical mechanics
According to a phenomenological theory of statistical mechanics, van Hove theory, temporal evolution of time dependent order parameter M(t) is determined by gradient of Landau's free energy F (M), that is, We focus on the following two points; Slow relaxation of power type occurs if and only if T = T c . Relaxations to equilibria start at once if states are non-equilibria (@F(M)=@M 6 = 0).
Relaxation processes in Hamiltonian systems
Recently some researchers reported relaxation processes in Hamiltonian systems with many degrees of freedom using numerical experiments. In the one-dimensional classical 4 lattice model, slow and fast relaxations were observed in low and high temperature regions respectively Flach & Siewert,1993] . The slow relaxation occurs when the system is nearly integrable Pettini & Landol ,1990 ] Flach & Mutschke, 1994 and this situation was con rmed observing Lyapunov spectrum and KS-entropy Mutschke & Bahr, 1993] . KS-entropy has a relation with the sum of all positive Lyapunov exponents and indicates instability and nonintegrability of systems.
For nearly integrable Hamiltonian systems we can apply some theories to explain the slow relaxation. Kolmogorov-Arnold-Moser (KAM) theorem Kolmogorov, 1954 ] Arnold, 1963 ] Moser, 1962 states even if we add small nonintegrable perturbations to integrable systems, whose phase spaces consist of tori, almost all the tori survive except for the regions where resonances happen. When orbits are near the surviving tori, which are called KAM tori, the orbits behave as integrable ones for a while and do not di use for the other regions of phase space all the while. Consequently, the systems show slow di usion in phase space. This slow di usion is called Arnold di usion, which occurs in nearly integrable Hamiltonian systems with more than two degrees of freedom. The slow di usion is discussed as the cause of the slow relaxation in the 4 model Pettini & Landol , 1990] . We can estimate how long time the orbits behave as integrable ones using Nekhoroshev theorem Nekhoroshev, 1977] .
We must note that the above reviewed slow relaxation is observed only in nearly integrable systems. On the other hand, we guess systems which have second order phase transitions are highly chaotic near critical points rather than nearly integrable because uctuations anomalously increase near critical points. Moreover we expect the systems are not random near critical points since there exist regularities as power laws. For such systems we may not apply theories for perturbed systems, eg. KAM theorem and Arnold di usion, and probability theory for motions whose power spectra are either white noises or Lorentzians. Hence, we must consider new theories for highly chaotic systems to understand the slow relaxations at critical points of second order phase transition.
That consideration suggests us a new method to study a left important problem of Hamiltonian systems, which is to understand properties of systems with many degrees of freedom which are neither nearly integrable nor random. If we reveal the mechanism of the slow relaxation at critical point, we can solve a part of the problem. Hence we are interested in critical phenomenon not only from statistical mechanics, but also from Hamiltonian dynamics.
Construction of this paper
The present paper is constructed as follows. In Sec.2 we introduce a Hamiltonian system which has second order phase transition in the meaning of statistical mechanics, and conditions of simulations. We must con rm that critical phenomena occur even in Hamiltonian systems since it is not obvious. We show that the Hamiltonian system shows critical phenomena, in particular, slow relaxation of power type at critical energy for some initial conditions in Sec.3. In Sec.4 we conrm the system is neither nearly integrable nor random near the critical energy. Here the word random means a power spectrum is neither a white noise nor a Lorentzian. We destroy the expectation such that critical point is a threshold of highly chaotic systems in Sec.5. Section 6 is devoted to summary. Each particle moves on the unit circle and interacts with all the others. The q i 's are phase of particles and the p i 's are canonical conjugated momenta. According to statistical mechanics, the critical energy E c is E c =N = 0:75 Antoni & Ru o, 1995] , where N represents degrees of freedom.
We de ne a order parameter M of this system as
and
where t and jjM(t)jj represent time and absolute value ofM(t), respectively.
When all particles distribute uniformly on the unit circle at each time, then M = 0. On the other hand, when particles form the cluster, which is the only one in this system Inagaki, 1993] , then M > 0. For this system, Antoni and Ru o 1995] showed that a result of simulations agrees with one of statistical mechanics for a graph of the order parameter against energy.
To integrate the equations of motion which are derived from the Hamiltonian of Eq.(4), we use seventh order symplectic integrators Yoshida, 1993] with xed time slice t = 0:01 which keep symplectic properties of Hamiltonian systems exactly and total energy accurately. Relative errors of total energy E=E are less than O(10 ?9 ) for considered energy region. As initial conditions we choose random variables which follow Gaussian distribution. To see relaxation of order parameter, we take small values for q i 's and set M 1. Scales of p i 's are de ned from total energy.
Critical Phenomena in Dynamics
We show critical phenomena of second order phase transition which occur in the Hamiltonian dynamical system of eq.(4). We observe energy dependence of order parameter and temporal evolutions of local order parameter which show slow relaxation of power type at the critical energy for some initial conditions. We also investigate dependences of degrees of freedom N and initial conditions for relaxation processes. Local Lyapunov exponent is studied for consideration of a relation between the slow relaxation and instability.
Energy dependence of order parameter
We show a energy dependence of order parameter M in Fig.1 , then we nd results of numerical experiments t theory of statistical mechanics. Although we nd di erences between the results and theory, we can understand causes of the di erences as follows. For high energy part (E=N > 1), M(t) uctuates around zero, which is the minimum value of M(t), since the system is approximated as a system of free particles, and q i (t)'s takes random variables. Then M(t) is estimated around O(1= p N) from central limit theorem. That is con rmed from N dependence of the values of M in this part. For middle energy part (E E c ), in addition to the cause of di erences in high energy part, there are two other causes. Those are lacks of degrees of freedom N and time L in which we take time average of M(t). According to van Hove theory, relaxation time increases as energy goes to critical value.
Slow relaxation at critical energy
We de ne local order parameter M (n) as
Relaxation processes are observed through this local order parameter.
We report results when E=N (8) This quantity represents time average of M(t) from t 0 to t. We set t 0 = 1000 since slow relaxation of M (n) starts around t 0 . From Fig.2 , we con rm the relaxation is power type when E = E c for the initial condition. The slow relaxation nishes in nite time since M(t) takes degree of O(1= p N).
3.3 N dependence of the slow relaxation Does the relaxation of power type appear in thermodynamic limit (N ! 1)?
To answer this question, we investigate N dependence of the slow relaxation. When N = 40, slow relaxation is observed in Fig.3 . Inset of the gure represents M(t; t 0 ) against t again, where we set t 0 = 5000. Since we nd slow relaxation for di erent number of N, we guess slow relaxation appears in thermodynamic limit. Then relaxation time will be in nity. However we have not observed slow relaxation when N > 80. We will discuss a reason later with a problem of initial condition dependence.
Figures 2(b) and 3 also say the system stays in non-equilibrium states for a while (during 0 < t < t 0 for both gures) rather than goes toward equilibrium states at once when we choose initial conditions as slow relaxation occurs. This result is di erent from theory of van Hove, which says systems in non-equilibrium states goes toward equilibrium states immediately (cf. Eq.(1) ).
Initial condition dependence of the slow relaxation
We study dependence on initial conditions for relaxation of M (n). A problem is whether slow relaxation always appears or not when E = E c . Figure 4 shows results when N = 1000. Exponential relaxations become clearer and clearer as N increases Yamaguchi, 96] . Remember that slow relaxation is observed when N = 40 and 80, however it is not observed when N > 80 yet.
To detect slow relaxation, in addition to a di culty of large number of N, a problem of initial conditions is a barrier, too. A rate of initial conditions which yield slow relaxation may be low since only one initial condition yields slow relaxation in ten initial conditions when E = E c and N = 80.
Highly Chaotic Property and Non-randomness
In this section, we con rm the expectation such that the system eq.(4) is neither nearly integrable nor random near critical energy observing local Lyapunov exponent (n) and average of power spectra of momenta S p (f). Local Lyapunov exponent (n) is de ned as follows. 
S j (f) is the power spectrum of momentum p j (t).
In later analyses we set N 0 = 40. To con rm the expectation we use contrapositions of the following facts.
(1) If a system is nearly integrable, a orbit shows intermittency. Then local Lyapunov exponent takes near zero values and large values alternately. (2) If a system is random, power spectrum is power type with either 0 or 2 slopes.
Highly chaotic property
We show temporal evolutions of local Lyapunov exponent (n) at critical energy E=N = 0:75 and N = 80 in Fig.5 . When E=N = 0:2, typical intermittency is found. On the other hand, when E=N = 0:75 = E c =N, behavior of the temporal evolution is di erent from the case when E=N = 0:2 hence motion is not intermittency for the initial condition. These results are found in di erent initial conditions, di erent energy near E c and degrees of freedom: N = 40 and 200. The system is therefore highly chaotic near E c .
As other supporting evidence we calculate Lyapunov exponent for ten initial conditions when E = E c and N = 80. Results are as follows; 
That is, 1 = 0:2300 0:0014 (E=N = 0:75; N = 80); (13) and temporal evolutions of the ten time series of local Lyapunov exponent are similar to Fig.5(b) . We guess the following two points as properties of phase space at the critical energy E c from these data. 1) Local Lyapunov exponent being positive for all initial conditions in whole observed time range, few KAM tori survive because we would obtain near zero value of local Lyapunov exponent if we put initial conditions near KAM tori. 2) Phase space is uniform since distribution of Lyapunov exponent is narrow enough.
Non-randomness
We observe average of power spectra of momenta S p (f) at E c and the result is shown in Fig.6 . In small f region (f < 0:03), namely long time scale,
hence motion is not random in phase space. This fact is independent on both initial conditions and degrees of freedom N. Similar results are also found near E c .
7
5 Critical point and the threshold of highly chaotic systems
We show that critical point and the threshold of highly chaotic systems are different from each other. That is, phase transition is not a transition from nearly integrable systems to highly chaotic ones. At rst we mention for the case of nite degrees of freedom, after that we discuss thermodynamic limit. Figure 7 shows temporal evolution of local Lyapunov exponent when E=N = 0:6 < E c =N and N = 80. The results are similar to ones when E = E c and di erent from ones when E=N = 0:2 (see Fig.5 ). This situation is found in di erent numbers of degrees of freedom: N = 40 and 200. Hence energy of threshold of highly chaotic systems is lower than E=N = 0:6, and di erent from critical energy of second order phase transition.
For nite degrees of freedom

For thermodynamic limit
Let us discuss thermodynamic limit observing local Lyapunov exponent (n) and its correlation function C (t), which is de ned as follows,
= average of (n); (16) V ( ) = variance of (n):
(17) We consider N and E dependences of the two quantities and draw a phase diagram on the (N; E) plane in Fig.8 . The (N; E) plane is divided into four regions each of which includes typical examples of behaviors of the two quantities.
We focus on Regions II and III. We nd that intermittency appears in Region II, and that in Region III time series of (n) is white-noise-like, namely random, since C (t) is uniform in all time and takes a rather small value. The critical energy E c is included in Region III. Note that the borderline between the two regions goes away from E c as N increases hence intermittency do not appear at E c even if we take large N, and probably thermodynamic limit (N ! 1).
However the asymptotic forms of borderlines are not sure because we can not simulate the system with large enough degrees of freedom from limited ability of computers.
For other regions, Region I does not show intermittency although the system is nearly integrable in the region, and Region IV is di erent from neither intermittency nor white-noise since C (t) has some regularities.
We nd no convergence of C (t) in each reagion. The cause of the no convergence is lack of computational time. In region II and IV we will obtain similar behaviours to region I and III in the late stage if we take longer computational time. In region I and III we can not get so many data from one time series to calculate correlation function in the late stage because n 0 1=t (see eq. (15)). Hence, from the central limit theorem, C (t) 1= p n 0 p t.
Summary
Relaxation processes are numerically investigated through temporal evolutions of local order parameter in a Hamiltonian system which has second order phase transition. Slow relaxation of power type of order parameter is observed at the critical energy for some initial conditions, and the system is then highly chaotic but motions are not Markovian. Consequently, theories for perturbed systems and Markovian processes can not be applied to explanation of the slow relaxation. Moreover a concept of strong stochasticity threshold (SST) can not be used because the critical point is di erent from thereshold of highly chaotic systems. The di erence seems to hold even in thermodynamic limit. We must therefore consider new theories or concepts to explain the slow relaxation. Appearance of the slow relaxation depends on initial conditions and degrees of freedom. Some initial conditions yield exponential relaxation even at the critical energy. Although we have not observed the slow relaxation when the system has more than 80 degrees of freedom, the appearance may be expected since the slow relaxation is observed in di erent degrees of freedom in less than 81 degrees of freedom, and there is no supporting evidence for disappearance. (7)) at E c . = 10. N = 1000. Insets: Semi-log plotted graphs. We nd relaxations are exponential type rather than power type. 5 ) hence critical energy of second order phase transition is di erent from transition energy from nearly integrable system to highly chaotic one. Figure 4: Log-log plotted temporal evolutions of M (n) (cf. Eq. (7)) at E c . = 10. N = 1000. Insets: Semi-log plotted graphs. We nd relaxations are exponential type rather than power type. We divide the plane into four regions, Region I, , IV. In each region left and right gures show temporal evolutions of (n) and its correlation function C (t). Lack of computational time causes no convergences of C (t) in each region. Behaviors of local Lyapunov exponent (n) show intermittency in Region II and white-noise-like in Region III. The critical energy E c is included in Region III. Region II, namely intermittency, goes apart from critical energy E c as N increases. However the asymptotic forms of borderlines are not sure. 16
