Abstract. A convex hole (or empty convex polygon) of a point set P in the plane is a convex polygon with vertices in P , containing no points of P in its interior. Let R be a bounded convex region in the plane. We show that the expected number of vertices of the largest convex hole of a set of n random points chosen independently and uniformly over R is Θ(log n/(log log n)), regardless of the shape of R.
31
Consider a bounded convex region R, and randomly choose n points in-32 dependently and uniformly over R. We are interested in estimating the 33 expected size (that is, number of vertices) of the largest convex hole of such 34 a randomly generated point set.
35
Some related questions are heavily dependent on the shape of R. For 36 instance, the expected number of vertices in the convex hull of a random 37 point set, which is Θ(log n) if R is the interior of a polygon, and Θ(n 1/3 ) 38 if R is the interior of a convex figure with a smooth boundary (such as a 39 disk) [19, 20] . In the problem under consideration, it turns out that the 40 order of magnitude of the expected number of vertices of the largest convex 41 hole is independent of the shape of R:
42 Theorem 1. Let R and S be bounded convex regions in the plane. Let R n (respectively, S n ) be a set of n points chosen independently and uniformly at random from R (respectively, S). Let Hol(R n ) (respectively, Hol(S n )) denote the random variable that measures the number of vertices of the largest convex hole in R n (respectively, S n ). Then (Hol(R n )) = Θ( (Hol(S n ))).
Moreover, w.h.p.
Hol(R n ) = Θ(Hol(S n )).
We remark that Theorem 1 is in line with the following result proved by 43 Bárány and Füredi [3] : the expected number of empty simplices in a set of 44 n points chosen uniformly and independently at random from a convex set
45
A with non-empty interior in R d is Θ(n d ), regardless of the shape of A.
46
Using Theorem 1, we have determined the expected number of vertices of 47 a largest convex hole up to a constant multiplicative factor:
48
Theorem 2. Let R be a bounded convex region in the plane. Let R n be a set of n points chosen independently and uniformly at random from R, and let Hol(R n ) denote the random variable that measures the number of vertices of the largest convex hole in R n . Then (Hol(R n )) = Θ log n log log n .
Moreover, w.h.p.
Hol(R n ) = Θ log n log log n . 
71
We make two final remarks before we move on to the proofs. As in the 72 previous paragraph, for the rest of the paper we let a(U ) denote the area of 73 a region U in the plane. We also note that, throughout the paper, by log x
74
we mean the natural logarithm of x. Since we only consider sets of points chosen independently and uniformly 77 at random from a region, for brevity we simply say that such set points are 78 chosen at random from this region.
79
Claim. For every α ≥ 1 and every sufficiently large n,
Proof. Let α ≥ 1. We choose a random ⌊α · n⌋-point set R ⌊α·n⌋ and a random 81 n-point set R n over R as follows: first we choose ⌊α · n⌋ points randomly 82 from R to obtain R ⌊α·n⌋ , and then from R ⌊α·n⌋ we choose randomly n points,
83
to obtain R n . Now if H is a convex hole of R ⌊α·n⌋ with vertex set V (H),
84
then V (H) ∩ R n is the vertex set of a convex hole of R n . Noting that
we may assume without loss of generality that S is contained in R. Let 89 β := a(R)/a(S) (thus β ≥ 1), and let 0 < ǫ ≪ 1.
90
Let R ⌊(1−ǫ)β·n⌋ be a set of ⌊(1 − ǫ)β · n⌋ points randomly chosen from R. (1)
From the Claim it follows that
and
holds with probability at least 1 − e Ω(−n) , (1),
100
(2), and
ne Ω(−n) . Therefore (Hol(R n )) = Ω( (Hol(S n ))).
102
Reverting the roles of R and S, we obtain (Hol(S n )) = Ω( (Hol(R n ))),
103
and so (Hol(R n )) = Θ( (Hol(S n ))), as claimed.
104
We finally note that it is standard to modify the proof to obtain that 105 w.h.p. Hol(R n ) = Θ(Hol(S n )). For simplicity, we shall break the proof of Theorem 2 into several steps.
108
There is one particular step whose proof, although totally elementary, is 109 somewhat long. In order to make the proof of Theorem 2 more readable, we 110 devote this section to the proof of this auxiliary result.
111
In view of Theorem 1, it will suffice to prove Theorem 2 for the case when
112
R is an isothetic unit area square. In the proof of the upper bound, we 113 subdivide R into a n by n grid (which defines an n + 1 by n + 1 lattice), 114 pick a largest convex hole H, and find lattice quadrilaterals Q 0 , Q 1 such 115 that Q 0 ⊆ H ⊆ Q 1 , whose areas are not too different from the area of H.
116
The caveat is that the circumscribed quadrilateral Q 1 may not completely 117 fit into R; for this reason, we need to extend this grid of area 1 to a grid of 118 area 9 (that is, to extend the n + 1 by n + 1 lattice to a 3n + 1 by 3n + 1 119 lattice).
120
We recall that a rectangle is isothetic if each of its sides is parallel to 121 either the x-or the y-axis.
122
Proposition 3. Let R (respectively, S) be the isothetic square of side length Figure 1 . Lattice quadrilateral Q 1 has vertices g w , g x , g y , g z , and lattice quadrilateral Q 0 has vertices t f , t h , t j , t k .
Let per(K) denote the perimeter of K. The area of the rectangle K ′ 168 with vertices w ′ , x ′ , y ′ , z ′ (see Figure 1 ) is a(K) + per(K)(2/n) + 4(2/n) 2 .
169
Since the perimeter of any rectangle contained in S is at most 12, then Since a, b is a diametral pair, it follows that the longest side of ∆ is ab.
Let e be the intersection point of ab with the line perpendicular to ab that 179 passes through d. Thus a(∆) = |ab||de|/2. See Figure 1 .
180
There exists a rectangle U , with base contained in ab, whose other side 181 has length |de|/2, and such that a(U ) = a(∆)/2. Let f, h, j, k denote the 182 vertices of this rectangle, labelled so that f and h lie on ab (with f closer 183 to a than h), j lies on ad, and k lies on bd. Thus |f j| = |de|/2.
184
Now |ab| < 2 (indeed, |ab| ≤ √ 2, since a, b are both in R), and since 185 |ab||de|/2 = a(∆) ≥ 1000/(4n) it follows that |de| ≥ 1000/(4n). Thus 186 |f j| ≥ 1000/(8n).
187
Now since a, b is a diametral pair it follows that a(K) ≤ |ab| 2 . Using 188 1000/n ≤ a(H) ≤ a(K), we obtain 1000/n ≤ |ab| 2 . Note that |f h| = |ab|/2.
189
Thus 1000/(4n) ≤ |f h| 2 . Using |f h| = |ab|/2 and |ab| ≤ √ 2, we obtain points. Conditioning that R i contains exactly t points we have that these t 219 points are chosen at random from R i .
220
Valtr [22] proved that the probability that r points chosen at random in a parallelogram are in convex position is 2r−2 r−1 r!
2
. Using the bounds 2s s ≥ 4 s /(s + 1) and s! ≤ es s+1/2 e −s , we obtain that this is at least r −2r for all r ≥ 3:
Since each R i is a rectangle containing t points chosen at random, it follows that for each fixed i ∈ {0, 1, . . . , k − 1}, the points of R i n are in convex position with probability at least t −2t . Since there are k = n/t sets R i n , it follows that none of the sets R i n is in convex position with probability at most
(
If the t = log n/(2 log log n) points of an R i n are in convex position, 221 then they form a convex hole of R n . Thus, the probability that there 222 is a convex hole of R n of size at least log n/(2 log log n) is at least 1 − 223 e −nt −2t−1 . Since e −nt −2t−1 → 0 as n → ∞, it follows that w.h.p. Hol(R n ) =
224 Ω(log n/(log log n).
225
For the lower bound of (Hol(R n )), we use once again that È Hol(R n ) ≥ 226 log n/(2 log log n) ≥ 1−e −nt −2t−1 . Since Hol(R n ) is a non-negative random 227 variable, it follows that (Hol(R n )) = Ω(log n/(log log n)).
228
Proof of the upper bounds. We remark that throughout the proof we always 229 implicitly assume that n is sufficiently large. We start by stating a straight- In view of Theorem 1, we may assume without any loss of generality that
233
R is a (any) square. Aiming to invoke directly Proposition 3, we take as
234
R the isothetic unit area square centered at the origin, and let S be the 235 isothetic square of area 9, also centered at the origin.
236
Let n be a (large) positive integer. Let R n be a set of n points chosen at 237 random from R.
238
To establish the upper bound, we will show that w.h.p. the largest convex 239 hole in R n has less than 160 log n/(log log n) vertices.
Recall that L is the lattice {(−3/2 + i/3n, −3/2 + j/3n) ∈ R 2 i, j ∈ a(Q 1 ) < 3 a(H) and a(Q 0 ) ≥ a(H)/32, it follows that a(Q 1 ) ≤ 96 a(Q 0 ).
279
Thus with probability at least 1−n −10 we have that a(Q 1 ) ≤ 96 ·20 log n/n < 280 2000 log n/n.
281
We now derive a bound from an exact result by Valtr [23] .
282
Claim E. The probability that r points chosen at random from a triangle 283 are in convex position is at most r −r , for all sufficiently large r.
284
Proof. Valtr [23] proved that the probability that r points chosen at random 285 in a triangle are in convex position is 2 r (3r − 3)!/ ((r − 1)!) 3 (2r)! . Using 286 the bounds (s/e) s < s! ≤ e s s+1/2 e −s , we obtain
where the last inequality holds for all sufficiently large r.
288
For each lattice quadrilateral Q, the polygon Q ∩ R has at most eight 289 sides, and so it can be partitioned into at most eight triangles. For each 290 Q, we choose one such decomposition into triangles, which we call the basic 291 triangles of Q. Note that there are fewer than 8(9n) 8 basic triangles in total.
292
Claim F. With probability at least 1 − 2n −10 the random point set R n 293 satisfies that no lattice quadrilateral Q with a(Q) < 2000 log n/n contains 294 160 log n/(log log n) points of R n in convex position.
295
Proof. Let T denote the set of basic triangles obtained from lattice quadri-296 laterals that have area at most 2000 log n/n. By Claim A, with probability 297 at least 1 − n −10 every T ∈ T satisfies |R n ∩ T | ≤ 3000 log n. Thus it 298 suffices to show that the probability that that there exists a T ∈ T with 299 |R n ∩T | ≤ 3000 log n and 20 log n/(log log n) points of R n in convex position 300 is at most n −10 .
301
Let T ∈ T be such that |R n ∩ T | ≤ 3000 log n, and let i := |R n ∩ T |.
302
Conditioning on i means that the i points in R n ∩T are randomly distributed 303 in T . By Claim E, the expected number of r-tuples of R n in T in convex 304 position is at most i r r −r ≤ 3000 log n r r −r <(9000 r −2 log n) r . Since there 305 are at most 8(9n) 8 choices for T , it follows that the expected total number 306 of such r-tuples (over all T ∈ T ) with r = 20 log n/ log log n is at most 8(9n) 8 307 ·(9000r −2 log n) r < n −10 . Hence the probability that one such r-tuple exists
308
(that is, the probability that there exists a T ∈ T with 20 log n/(log log n) 309 points of R n in convex position) is at most n −10 .
310
Now we are prepared to complete the proof of the upper bound. Recall
311
that H is a maximum size convex hole of R n , and that H ⊆ Q 1 . It follows
312
immediately from Claims D and F that with probability at least 1 − 4n −10 313 the quadrilateral Q 1 does not contain a set of 160 log n/(log log n) points of R n in convex position. In particular, with probability at least 1 − 4n −10 315 the size of H is at most 160 log n/(log log n). Therefore w.h.p. Hol(R n ) =
316
O log n/(log log n) .
317
Finally, for the upper bound of (Hol(R n )), we use once again that 318 with probability at least 1 − 4n −10 , Hol(R n ) ≤ 160 log n/(log log n). Since 319 obviously the size of the largest convex hole of R n is at most n, it follows at 320 once that (Hol(R n )) = O log n/(log log n) .
321

Concluding remarks 322
The lower and upper bounds we found in the proof of Theorem 2 for the 323 case when R is a square (we proved that w.h.p. (1/2) log n/(log log n) ≤
324
Hol(R n ) ≤ 160 log n/(log log n)) are not outrageously far from each other.
325
We made no effort to optimize the 160 factor, and with some additional work 326 this could be improved. Our belief is that the correct constant is closer to 327 1/2 than to 160, and we would not be surprised if 1/2 were proved to be the 328 correct constant.
329
There is great interest not only in the existence, but also on the number 
333
Proposition 5. Let R n be a set of n points chosen independently and uni-
334
formly at random from a square. Then, for any positive integer s, the number 335 of convex holes of R n of size s is w.h.p. at most n 9 .
336
We made no effort to improve the exponent of n in this statement.
337
Moreover, for "large" convex holes we can also give lower bounds. Indeed, 338 our calculations can be easily extended to show that for every sufficiently 339 small constant c, there is an ǫ(c) such that the number of convex holes of 340 size at least c · log n/(log log n) is at most n 8 and at least n 1−ǫ(c) .
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