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Abstract
The article is devoted to a new type of measures which are hy-
percomplex generalizations of Gaussian-type measures. The consid-
ered such measures are related with solutions of high order hyperbolic
PDEs and related Markov processes. Their characteristic function-
als are investigated. Cylindrical distributions of these measures are
studied. 1
1 Introduction.
Feynman integrals and quasi-measures with values in the field of complex
numbers are very important in mathematics and mathematical physics, quan-
tummechanics, quantum field theory and partial differential equations (PDEs)
(see [4, 11, 17, 19, 32] and references therein). This integral was first in-
troduced by Feynman to present transition amplitudes for solutions of the
Schro¨dinger equation in quantum mechanics, where the Hamiltonian corre-
sponds to a PDE of the elliptic type. Since that time they were used for anal-
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ysis and solutions of PDEs with elliptic partial differential operators (PDOs)
and also parabolic PDOs with and without the i multiplier. In stochastic
analysis measures with values in matrix algebras or operator algebras on
Hilbert spaces are frequently studied and used for solutions and analysis of
PDEs [4, 10, 11, 16, 17].
It is necessary to mention that the Feynman integral approach works
for PDOs of order not higher than two, because it is based on measures,
particularly on modifications of Gaussian measures. But if a characteristic
functional φ(t) of a measure has the form φ(t) = exp(Q(t)), where Q(t) is
a polynomial, then its degree is not higher than two as the Marcinkievich
theorem states (see, for example, Ch. II, §12 in [33]).
It is natural to use hypercomplex numbers for analysis and solutions of
PDEs. As it is known it was Dirac who first used the complexified quaternion
algebra for a solution the Klein-Gordon hyperbolic PDE of the second order
with constant coefficients which is utilized in spin quantum mechanics [6].
On the other hand, for a hyperbolic, elliptic or parabolic PDO of order
higher than two its decomposition into a product of lower order PDOs is
given by Theorems 2.1, 2.7 and Corollaries 2.2, 2.3, 2.8 in [29]. Coefficients
of operators in such decompositions are in the corresponding Cayley-Dickson
algebras. Generally the complex field is insufficient for this purpose.
Therefore using this procedure it is possible to reduce a PDE problem in
many cases to a subsequent consideration of PDEs of order not higher than
two with Cayley-Dickson coefficients.
Remind that the Cayley-Dickson algebras Ar over the real field R are
natural generalizations of the complex field, where A2 = H denotes the
quaternion skew field (that is the non-commutative field), A3 = O denotes
the octonion algebra, A0 = R, A1 = C. There are the canonical embeddings
Ar →֒ Ar+1 and each subsequent algebra is obtained by the so called doubling
procedure from the preceding algebra with the help of the doubling generator
[1, 5, 15, 18].
Among them the quaternion and octonion algebras are intensively ap-
plied in PDEs, mathematical physics, quantum field theory, hydrodynam-
ics, industrial and computational mathematics, non-commutative geometry
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[6, 7, 14, 12, 13, 20]. In its turn this stimulated the development of non-
commutative analysis over quaternions, octonions and the Cayley-Dickson
algebras (see [1, 3, 12, 13, 14, 23, 24, 25, 26] and references therein).
Some results on solutions of PDEs of order higher than two with the
help of Feynman-type integration over octonions and Cayley-Dickson alge-
bras were shortly communicated by the author at a conference in [31]. They
are based on generalizations of Gaussian measures. Therefore in order to
implement this program of integration of PDEs of order higher than two it
is necessary at first to develop a theory of such measures.
This article is devoted to measures with values in the complexified Cayley-
Dickson algebra. Necessary definitions are provided. A model PDE leading
to such measures is investigated (see Theorem 2). It appears non only as a
generalization of the corresponding PDE over R or C, but also in the process
of decompositions of PDOs of order higher than two into a product of PDOs of
order one or two. Theorems about such measures are proved. Characteristic
functionals of measures and distributions are studied for this purpose (see
Propositions 4, 6 and 7). The first and second moments of measures are given
by Theorem 8. Consistent families of measures are investigated in Theorem
12. Extensions of norm-bounded cylindrical Radon distributions are studied
in Theorem 14.
Within the same subsection m a formula number n is referred as (n) and
outside this subsection as m(n).
Main results of this work are obtained for the first time. They open new
opportunities for subsequent studies of Markov processes related with these
measures, PDEs and stochastic PDEs and their solutions including that of
hyperbolic type and parabolic type with hyperbolic and elliptic terms of
orders two or higher, their stochastic processes.
2 Hypercomplex Measures and PDEs.
1.1. Remark. PDEs. Denote by λn the Lebesgue measure on the
Euclidean space Rn. Consider a domain U in Rn which is either open,
U = Int(U), or canonically closed, U = cl(Int(U)), where Int(U) denotes
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the interior of U , whilst cl(U) notates the closure of U in Rn. Recall that the
Sobolev space Hk(U, λn,Ar) is the completion by a norm ‖f‖k of the space
of all k times continuously differentiable functions f : U → Ar with compact
support, where
(1) ‖f‖2k :=
k∑
j=0
∫
U
‖f (j)(x)‖2λn(dx),
f (j)(x) = Djxf(x) denotes the j-th derivative poly-R-linear operator on R
n
at a point x, where n is a natural number. Particularly, it may be U = Rn.
Suppose that an operator Bj is realized as an elliptic PDO Bˆj of the sec-
ond order on the Sobolev spaceH2(Rmj , λmj ,R) by real variables x1+βj−1 ,...,xβj ,
where m0 = 0, β0 = 0, βj = m0 + ... +mj , mj ∈ N for each j = 1, 2, ....
Let {i0, i1, ..., i2r−1} notates the standard basis of the Cayley-Dickson al-
gebra Ar over the real field R such that i0 = 1, i2l = −1 and ilik = −ikil
for each l 6= k with 1 ≤ l and 1 ≤ k. Then Ar,C stands for the complex-
ified Cayley-Dickson algebra Ar,C = Ar ⊕ (Ari), where i2 = −1, ib = bi
for each b ∈ Ar, 2 ≤ r < ∞. Therefore, each complexified Cayley-
Dickson number z ∈ Ar,C has the form z = x + iy with x and y in Ar,
x = x0i0 + x1i1 + ... + x2r−1i2r−1, while x0, ..., x2r−1 are in R. The real
part of z is Re(z) = x0 = (z + z
∗)/2, the imaginary part of z is defined as
Im(z) = z−Re(z), where the conjugate of z is z∗ = z˜ = Re(z)−Im(z), that
is z∗ = x∗− iy with x∗ = x0i0−x1i1− ...−x2r−1i2r−1. Then |z|2 = |x|2+ |y|2,
where |x|2 = xx∗ = x20 + ... + x22r−1. It is useful also to put ‖z‖ = |z|
√
2.
We consider a second order PDO of the form
(2) Bˆ = −1
2
m∑
j=1
ajBˆj,
where aj = aj,0+iaj,1 are nonzero coefficients, aj ∈ Ar,C, aj,0 and aj,1 belong
to Ar, where Bˆj is an elliptic PDO of the second order on H2(Rmj , λmj ,R)
by real variables x1+βj−1 ,...,xβj , where 2 ≤ r <∞.
There are the natural embeddingsH2(Rmj , λmj ,Ar,C) →֒ H2(Rn, λn,Ar,C),
where n = m1 + ... + mm = βm. Thus Bˆ and all Bˆj are defined on
H2(Rn, λn,Ar,C). Let also σ∗ be a first order PDO
(3) σ∗f(x) =
m∑
j=1
σ∗j f(x) and
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(4) σ∗j f(x) =
βj∑
k=βj−1+1
ψk;j
∂f(x)
∂xk
for each f ∈ H1(Rn, λn,Ar,C), where βj = m0 + ...+mj for each j, m0 = 0,
β0 = 0; ψk;j ∈ Ar,C for each k and j. Then the operator
(5) Sˆ =
∂
∂t
+ Bˆ + σ∗
is defined on a Sobolev space H2,1(Rn × R, λn+1,Ar,C), where Hk,l(U ×
V, λn+1,Ar,C) is the completion relative to a norm ‖f‖k,l of the space of
all functions f(x, t) : U × V → Ar,C continuously differentiable k times in x
and l times in t with compact support, where V is either open or canonically
closed in R,
(6) ‖f‖2k,l :=
k∑
j=0
l∑
s=0
∫
U×V
‖DjxDst f(x, t)‖2λn+1(dx),
where x ∈ U , t ∈ V . Evidently, Hk,l(U × V, λn+1,Ar,C) has a structure
of a Hilbert space over R, also of a two-sided Ar,C-module. Particularly,
H0(U, λn,Ar,C) = L2(U, λn,Ar,C).
Using the change of variables we consider operators with constant coeffi-
cients
(7) Bˆjf(x) =
mj∑
u,k=1
bu,k;j
∂2f(x)
∂xu+βj−1∂xk+βj−1
,
for each f ∈ H2(Rn, λn,Ar,C), where bu,k;j ∈ R for every u, k, j, βj =
m0 + ... + mj , m0 = 0, β0 = 0. We denote by [Bj ] a matrix with matrix
elements bu,k;j ∈ R for every u and k in {1, ..., mj}, where j = 1, ..., m. Also
Bj notates a linear operator Bj : R
mj → Rmj prescribed by its matrix [Bj ].
Since the operator Bˆj is elliptic, then without loss of generality the matrix
[Bj ] is symmetric and positive definite. Then using a variable change it also
is frequently possible to impose the condition Re(ψk;jψ
∗
i;l) = 0 if either k 6= i
or j 6= l.
Let A be a unital normed algebra over R, where A may be nonassociative,
let its center Z(A) contain the real field R. Then by l
∏m
k=1 uk we denote an
ordered product from right to left such that
(8) l
m∏
k=1
uk = um(l
m−1∏
k=1
uk)
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for each m ≥ 2, where l ∏1k=1 uk = u1; u1, ..., um are elements of A. Then we
put
(9) expl(z) = 1 +
∞∑
n=1
l(z
n)
n!
,
where l(z
n) = l
∏n
k=1 z, z ∈ A, that is for the particular case u1 = z,....,un =
z.
1.2. Definition. Let X be a right module over Ar,C such that
X = X0 ⊕X1i1 ⊕ ...⊕X2r−1i2r−1,
where X0,...,X2r−1 are pairwise isomorphic vector spaces over C. If an addi-
tion x+ y in X is jointly continuous in x and y and a right multiplication xb
is jointly continuous in x ∈ X and b ∈ Ar,C and Xj is a topological vector
space for each j ∈ {0, 1, ..., 2r − 1}, then X will be called a topological right
module over Ar,C.
For the right module X over Ar,C an operator h from X into Ar,C will be
called right Ar,C-linear in a weak sense if and only if it h(fb) = (h(f))b for
each f ∈ X0 and b ∈ Ar,C. Then X∗r denotes a family of all continuous right
Ar,C-linear operators h : X → Ar,C in the weak sense on the topological right
module X over Ar,C.
An operator h : X → Ar,C is called right Ar,C-linear if and only if h(fb) =
(h(f))b for each f ∈ X and b ∈ Ar,C.
Symmetrically on a left module Y over Ar,C such that
Y = Y0 ⊕ i1Y1 ⊕ ...⊕ i2r−1Y2r−1,
where Y0,...,Y2r−1 are pairwise isomorphic vector spaces overC are defined left
Ar,C-linear operators and left Ar,C-linear in a weak sense operators. A family
of all continuous left Ar,C-linear operators g : Y → Ar,C on the topological
left module Y over Ar,C in the weak sense we denote by Y ∗l .
We say that X is a two-sided module over the complexified Cayley-
Dickson algebra Ar,C if and only if it is a left and right module over Ar,C and
ijxj = xjij for each xj ∈ Xj and j ∈ {0, 1, ..., 2r − 1}.
2. Theorem. Let a PDO Sˆ be of the form 1(5) fulfilling the condition
(α) Re(aj,0) > |qj |·| sinφj| with q2j = |Im(aj,0)|2−|Im(aj,1)|2−2iRe(aj,0aj,1),
qj ∈ C, φj = arg(qj) for each j, where 2 ≤ r < ∞. Then a fundamental
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solution K of the equation
(1) SˆK = δ(x, t) is
(2) K(x, t) = θ(t)
(2π)n
∫
Rn
expl(−
m∑
j=1
{1
2
aj(Bjyj ,yj)+i(sj ,yj)}t) exp(−i(y, x))λn(dy),
where θ(t) = 0 for each t < 0, while θ(t) = 1 for each t ≥ 0, where 2 ≤ r <
∞, yj = (yβj−1+1, ..., yβj) with yk ∈ R for each k,
(3) (sj,yj) =
βj∑
k=βj−1+1
skyk,
sβj−1+k = ψk;j for each k = 1, ..., mj and each j = 1, ..., m.
Proof. To simplify calculations we consider the Fourier operator Fˆ and
its inverse Fˆ−1 on L2(Rn, λn,Ar,C):
(4) (Fˆ f)(y) =
∫
Rn
f(x) exp(i(y, x))λn(dx),
(5) (Fˆ−1f)(x) = (2π)−n
∫
Rn
f(y) exp(−i(y, x))λn(dy),
where (y, x) =
∑n
j=1 yjxj , x = (x1, ..., xn), x and y are in R
n, xk ∈ R for
each k = 1, ...., n. This implies that
(6) Fˆ f = Fˆcf + (Fˆsf)i, where
(7) (Fˆcf)(y) =
∫
Rn
f(x) cos((y, x))λn(dx),
(8) (Fˆsf)(y) =
∫
Rn
f(x) sin((y, x))λn(dx),
since by the Euler formula exp(α + βi) = eα(cos(β) + i sin(β)) for each real
variables α and β, also since iij = iji for each j = 0, ..., 2
r − 1.
Then we deduce that
(4)′ Fˆ (f) =
2r−1∑
j=0
Fˆ (fj)ij , where
(4)′′ f =
2r−1∑
j=0
fjij , fj(x) ∈ C
for each x ∈ Rn and j = 0, ..., 2r − 1. Thus, Fˆ−1Fˆ = Fˆ Fˆ−1 = I on
L2(Rn, λn,Ar,C), where I is the unit operator.
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We take theR-linear space S(Rn,Ar,C) of all infinite differentiable rapidly
decreasing at infinity functions f : Rn → Ar,C. Its topology is provided by a
family of semi-norms:
(9) pα,γ(f) = sup
x∈Rn
‖xαDγxf(x)‖ <∞
for each α in Nn0 and γ in N0, where x
α = xα11 ...x
αn
n , x = (x1, ..., xn),
xj ∈ R for each j, while N = {1, 2, 3, ...}, N0 = N ∪ {0}. Evidently,
S(Rn,Ar,C) = X is also the left and right module over the algebra Ar,C.
We consider X∗r = S∗r (Rn,Ar,C) (see Definition 1.2). Notice that particu-
larly over the complexified quaternions if h ∈ S∗r (Rn,Ar,C), then this op-
erator h is right Ar,C-linear operator (see Definition 1.2), since the algebra
HC = A2,C of complexified quaternions is associative. Then we infer that
(Dxjh; f) = −(h;Dxjf) for each h ∈ S∗r (Rn,Ar,C) and f ∈ S(Rn,Ar,C),
where (h; f) := h(f), since iij = iji for each j ∈ {0, 1, ..., 2r − 1}.
We seek a solution K(x, t) which in the x and t variables belongs to
S∗r (Rn ×R,Ar,C). Apparently the dual pair (S;S∗r ) and Formulas (4)′ and
(4)′′ induce an extension of the Fourier transform on S∗r by the formula:
(Fˆ h; f) = (h; Fˆ f).
Applying the Fourier transform Fˆx in the x variable, x ∈ Rn, to Equation
(1) and using Formula (4) we infer that
(10)
∂(FˆxK)(y, t)
∂t
+
1
2
m∑
j=1
(Bjyj ,yj)aj((FˆxK)(y, t))
+
m∑
j=1
i(sj ,yj)((FˆxK)(y, t)) = 1(y)δ(t),
where yj = (y1+βj−1 , ..., yβj); 1(y) = 1 for each y, (δ(t); g(t)) = δ(g) = g(0)
for each continuous function g : R→ Ar,C, also (δ(x, t); f(x, t)) = f(0, 0) for
each continuous mapping f : Rn ×R→ Ar,C.
On the algebra Ar,C we take the same norm as in Remark 1.1:
(11) ‖z‖ =
√
2|p|2 + 2|q|2,
where z ∈ Ar,C , z = p + iq, p ∈ Ar and q ∈ Ar, |p| = √pp∗, where
√· is
the positive branch of the square root function on (0,∞). Then
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(p+ iq)(u+ iv) = (pu− qv) + i(pv + qu),
consequently, ‖zw‖2 = 2|pu−qv|2+2|pv+qu|2 and hence ‖zw‖2 ≤ 2(|p||u|+
|q||v|)2 + 2(|p||v|+ |q||u|)2 leading to the estimate
(12) ‖zw‖ ≤ ‖z‖‖w‖
for each z = p+ iq and w = u+ iv in Ar,C, where p, q, u and v belong to Ar.
Next we consider the series
(13) expl(z) = 1 +
∞∑
k=1
l(z
k)
k!
(see Remark 1.1). It converges on Ar,C, since
‖ expl(z)‖ ≤ 1 +
∞∑
k=1
‖zk‖
k!
= exp(‖z‖) <∞.
For the exponential function expl(zt) we deduce that
(14)
∂ expl(zt)
∂t
= z expl(zt)
for each t ∈ R and z ∈ Ar,C, since R ⊂ C and the complex field C is the
center Z(Ar,C) of the algebra Ar,C (see Remark 1.1).
Therefore, a solution of the differential equation (10) is
(FˆxK)(y, t) = θ(t) expl(−
m∑
j=1
{1
2
aj(Bjyj ,yj) + i(sj ,yj)}t).
From Formula (5) we deduce Formula (2), since (y, x) ∈ R for each x and y
in Rn, also since exp(i(y, x)) ∈ C and C = Z(Ar,C) (see Remark 1.1).
It remains to verify that this integral converges for each t > 0, since
(FˆxK)(y, t) = 0 for each t < 0, also Fˆ−1(1) = δ. For this mention that
(15) expl(z) = exp(u0 + iv0) expl(u
′ + iv′)
for each z ∈ Ar,C, where u0 and v0 are real numbers, u′ ∈ Ar, v′ ∈ Ar,
Re(u′) = 0, Re(v′) = 0 such that z is presented in the form
z = u0 + iv0 + u
′ + iv′.
We have that w2 = (u′2 − v′2) + i(u′v′ + v′u′), where w = u′ + iv′, hence
w2 = −|u′|2 + |v′|2 + 2iRe(u′v′), since Re(u′) = 0, Re(v′) = 0,
(u′v′)∗ = v′∗u′∗ = (−v′)(−u′) = v′u′, |u′|2 = −u′2,
where u′ and v′ are in Ar, 2 ≤ r. This implies that
expl(w) =
∞∑
k=0
(w2)k
(2k)!
+ w
∞∑
k=0
(w2)k
(2k + 1)!
,
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since w2 ∈ C and Z(Ar,C) = C (see Remark 1.1). Hence
(16) expl(w) = cos(ν) +
w
ν
sin(ν),
where ν ∈ C is such that w2 = (iν)2, extending Formula (16) also at ν = 0
using the fact limν→0 ν
−1 sin(ν) = 1. As usually
cos(ν) = cos(ν0) · cosh(ν1)− i sin(ν0) · sinh(ν1),
sin(ν) = sin(ν0) · cosh(ν1) + i cos(ν0) · sinh(ν1), with
cosh(ν1) = (exp(ν1)+exp(−ν1))/2 and sinh(ν1) = (exp(ν1)−exp(−ν1))/2,
where ν = ν0 + iν1, with ν0 ∈ R and ν1 ∈ R.
Taking
(17) z(y, t) = −
m∑
j=1
{1
2
aj(Bjyj,yj) + i(sj ,yj)}t,
we get that
u0 = −∑mj=1[12(Re(aj,0))(Bjyj ,yj)− Re(sj,1,yj)]t,
v0 = −∑mj=1[Re(sj,0,yj) + 12(Re(aj,1))(Bjyj ,yj)]t,
u′ = −∑mj=1[12(Im(aj,0))(Bjyj,yj)− Im(sj,1,yj)]t,
v′ = −∑mj=1[Im(sj,0,yj) + 12(Im(aj,1))(Bjyj ,yj)]t,
where sj = sj,0 + isj,1 with sj,0 and sj,1 belonging to Ar for each j, conse-
quently, u0 = u0(y, t) is a polynomial of the second order in the variable
y ∈ Rn, u′ = u′(y, t) and v0 = v0(y, t) and v′ = v′(y, t) are polynomials of
order not higher than two in y, since Bj is a positive operator on R
mj and
Re(aj,0) > 0 for each j. Evidently, u0, v0, u
′ and v′ are linear in t. The
operator Bj has the natural R-linear extension Bj : Amjr,C → Amjr,C. It is Ar,C-
linear in the weak sense: Bj(yjb) = (Bjyj)b = b(Bjyj) for each yj ∈ Rmj
and b ∈ Ar,C. The condition (α) of this theorem and Formulas (15)-(17)
imply that constants C1 > 0 and C2 > 0 exist so that
(18) |u0(y, t)|2 − |ν1(y, t)|2 ≥ C1|u0(y, t)|2 for each |y| > C2 and t ∈ R,
where y ∈ Rn, since
ν =
√
|u′|2 − |v′|2 − 2iRe(u′v′), ν1 = (ν − ν¯)/(2i).
The function ν1(y, t) is bounded on {y ∈ Rn, t ∈ R : |y| ≤ C2, |t| ≤ ρ}
for each 0 < ρ < ∞ and the mapping z = z(y, t) is continuous on Rn ×R.
Therefore, Formulas (15)-(18) imply that
(19) lim
|y|→∞
| expl(z(y, t))| · exp(C3
m∑
j=1
Re(aj,0)(Bjyj ,yj)t) = 0
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for each 0 < C3 <
1
2
√
C1 and 0 < t. On the other hand, | exp(u0 + iv0)| =
exp(u0), consequently, the integral in Formula (2) absolutely converges for
each t > 0.
3. Definition. Let aj ∈ Ar,C satisfy Condition 2(α) for each j, Bj :
Rmj → Rmj be a positive definite operator for each j = 1, ..., m, p ∈ Anr,C,
where n = βm = m1 + ...+mm, 2 ≤ r <∞. Let also U : Ar,C → Ar,C be an
operator such that U =
⊕m
j=1 ajBj, put
(1) (y, z)s =
n∑
k=1
ykzk
for each y and z in Anr,C, where z = (z1, ..., zn), zk ∈ Ar,C for each k. Shortly
(y, z) will also be written instead of (y, z)s, when a situation is specified.
Then
(2) ϑˆU,p(y) := expl(−12(Uy, y) + i(p, y))
is called a characteristic functional of an Ar,C-valued measure ϑU,p on a Borel
σ-algebra B(Rn) of the Euclidean space Rn, where y ∈ Rn. Define a measure
µU,p on the Borel σ-algebra B(Anr,C) of the two-sided Ar,C-module Anr,C by
the formula:
(3) µU,p(p+ U
1/2dh) = ϑU,p(dx)δU,p(p
′ + U1/2dg),
where h = x + g, h ∈ Anr,C, x ∈ Rn, g ∈ X ′, X ′ = (Ar,C ⊖Ri0)n, Rn is
embedded into Anr,C as Rni0, p = p0 + p′ with p0 ∈ Rn and p′ ∈ X ′,
(4)
∫
Y ′ f(y
′)δU,p(dy
′) = f(p′)
for each f ∈ C0b (Y ′,Ar,C), where C0b (Y ′,Ar,C) denotes the family of all con-
tinuous bounded functions f from Y ′ into Ar,C, Y ′ = p′ + U1/2X ′.
4. Proposition. The measure µU,p (see Definition 3) is σ-additive on
B(Anr,C).
Proof. The characteristic functional ϑˆU,p (see Formula 3(2)) induces
operators
(1) ϑRU,p(f) =
∫
Rn
{ 1
(2π)n
∫
Rn
ϑˆU,p(y) exp(−i(x, y))λn(dy)}f(x)λn(dx)
and
(2) ϑLU,p(f) =
∫
Rn
f(x){ 1
(2π)n
∫
Rn
ϑˆU,p(y) exp(−i(x, y))λn(dy)}λn(dx)
for each f ∈ L∞(Rn, λn,Ar,C). Particularly, if f ∈ L∞(Rn, λn,R), then
ϑRU,p(f) = ϑ
L
U,p(f), consequently,
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(3) ϑU,p(Y ) = ϑ
L
U,p(chY )
is an Ar,C-valued measure on the Borel σ-algebra B(Rn) of the Euclidean
space Rn, Y ∈ B(Rn), where chY denotes the characteristic function of a set
Y , where as traditionally chY (x) = 1 for each x ∈ Y , also chY (x) = 0 for
each x ∈ Rn \ Y .
From Formulas 2(15), 2(16), 2(19) and 3(2)-3(4) it follows that the op-
erator µLU,p(f) is continuous on L
∞(Anr,C, λnr ,Ar,C), where nr = 2r+1n, since
on aj condition 2(α) is imposed for each j. Next we consider an integral in
which a function stands on the left to the measure:
(4) µLU,p(f) =
∫
X
f(x)µU,p(dx)
whenever it exists, where X = Anr,C. Evidently,
(5) µLU,p(bf + cg) = bµ
L
U,p(f) + cµ
L
U,p(g)
for every either (b and c in Ar,C and f and g in L∞(Anr,C, λnr ,C)) or (b and
c in C and f and g in L∞(Anr,C, λnr ,Ar,C)).
On the other hand, chY ∈ L∞(Ar,C, λnr ,R) for each Y ∈ B(Anr,C). There-
fore Formula (5) implies that µU,p is the σ-additive measure on B(Anr,C), since
C = Z(Ar,C) (see Remark 1.1).
5. Corollary. If conditions of Theorem 2 are fulfilled, t > 0, p = −s,
then the measure µUt,pt is σ-additive on B(Anr,C).
Proof. This follows from Proposition 4.
6. Proposition. For each z ∈ Ar,C the function χz(t) = expl(zt) is a
character from R considered as the additive group into the algebra Ar,C such
that
(1) expl(zt) = (expl(z))
t and
(2) χz(t+ t1) = χz(t)χz(t1)
for each t ∈ R and t1 ∈ R.
Proof. Formula 2(16) applied to wt instead of w gives
expl(wt) = cos(ν(wt)) +
wt
ν(wt)
sin(ν(wt)),
where t ∈ R, z = u0 + iv0 + w, w = u′ + iv′, Re(u′) = 0, Re(v′) = 0,
u′ ∈ Ar, v′ ∈ Ar, u0 and v0 are reals, (wt)2 = (iν)2, ν is a function of wt,
ν = ν(wt), where a branch of the square root function
√· on C is chosen
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such that
√
ξ > 0 for each ξ > 0. Therefore, ν(wt) = |t|ν(w), consequently,
(3) expl(wt) = cos(tν(w)) +
w
ν(w)
sin(tν(w)),
for each t ∈ R, since t
|t|
sin(|t|ν(w)) = sin(tν(w)). This implies that expl(wt) =
(expl(w))
t for each t ∈ R, since ν ∈ C, w2 ∈ C and (wt)2/ν2(wt) = −1,
C = Z(Ar,C). Together with exp((u0 + iv0)t) = (exp(u0 + iv0))t and 2(15)
which in this situation reads as expl(zt) = exp((u0+ iv0)t) expl(wt) this leads
to Formula (1) and hence to (2) also, since u0 + iv0 ∈ C.
7. Proposition. If µU,p is the measure of Definition 3, then
(1) µLU,p(id) = p, where id(x) = x for each x ∈ Anr,C.
Proof. The quadratic form (Bjyj ,yj) on R
mj can be extended on Amjr,C
by −(Bjyji2r , i2ryj), since i2rc = c∗i2r and (bi2r)(i2rc) = −cb for each b and
c in Ar, where i2r ∈ Ar+1, Ar →֒ Ar+1 (see also the notation in §2 and §3).
Form condition 2(α) it follows that the domain
Vρ := {w ∈ A2nr : w = v⊕y, v ∈ Anr , y ∈ Anr , z ∈ Anr,C , z = v+iy, ∀ j ∈
{1, ..., m} Re(aj,0(Bjzj, zj)) > |qj(zj)| · | sinφj(zj)| with
(qj(zj))
2 = |Im(aj,0(Bjzj , zj))|2 − |Im(aj,1(Bjzj , zj))|2
−2iRe([aj,0(Bjzj, zj)] · [aj,1(Bjzj , zj)]), qj ∈ C, φj(zj) = arg(qj(zj))}
∪{w ∈ A2nr : |w| < ρ}
is open in A2nr , where 0 < ρ <∞, z = (z1, ..., zm) with zj ∈ Amjr,C for each j.
Using the embeddings Rn →֒ Anr →֒ A2nr we take the Ar-analytic exten-
sion on the domain Vρ in the w-representation of the characteristic function
ϑˆU,p(z) with z = v + iy and w = v ⊕ y of the measure ϑU,p. That is
(2) ϑˆU,p(z) =
∫
Rn
exp(i(x, z))ϑLU,p(dx)
for each z ∈ Rn, since exp(i(x, z)) ∈ C for each x and z in Rn and C =
Z(Ar,C). The extension of ϑˆU,p(v + iy) from Rn onto Vρ is specified using
Formulas (2.2), (2.5) and (2.10) in [22] (or see [24]) and 2(13) and 2(15). In
view of Formulas 2(11) and 2(19) the function ϑˆU,p(v ⊕ iy) is analytic in v
and y with v ⊕ y = w ∈ Vρ and
limw∈Vρ, |w|→∞ ϑˆU,p(v + iy) = 0 for each 0 < ρ <∞.
Moreover, this implies that ϑˆU,p(z) = ϑˆU,p,0(z)+iϑˆU,p,1(z), where ϑˆU,p,0(z) ∈
Ar and ϑˆU,p,1(z) ∈ Ar for each v⊕y = w ∈ Vρ with z = v+iy, also ϑˆU,p,0(v+iy)
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and ϑˆU,p,1(v + iy) are Ar-analytic in v and y with v ⊕ y = w in Vρ. Choose
0 < ρ < ∞ such that (Rn − (p1 ⊕ p2)) ⊂ Vρ, where p = p1 + ip2, p1 ∈ Anr ,
p2 ∈ Anr . Therefore,
µLU,p(id− p) =
∫
Rn
(U−1/2(x0 − p0))ϑU,p(dx0)
=
1
2πn
∫
U−1/2Rn
q{
∫
U−1/2Rn
expl(−i(U1/2q + p0, U1/2u+ p0))
ϑˆU,p(U
1/2u+ p0)d(U
1/2u+ p0)}d(U1/2q + p0),
since δU,p(U
−1/2(id(x′) − p′)) = 0, where p0 ∈ Rn, p′ ∈ (Ar,C ⊖ Ri0)n, p =
p0 + p
′, u = U−1/2(z − p0), q = U−1/2(x0 − p0), since expl(ξ) coincides with
exp(ξ) on C, also since Rn−p0 = Rn. The integral over Rn has an extension
to the noncommutative integral with the Ar-variables provided by the left
algorithm described in [23, 24, 25].
By virtue of the noncommutative analog of the Jordan Lemma 3.11 in
[22] (or 2.23 in [27]) and the change of variables theorem 2.11 in [28] and
Formula 2(19) we infer that
∫
Rn
(U−1/2(x0−p0))ϑU,p(dx0) = 1
2πn
∫
Rn
q{
∫
Rn
expl(−i(q+p0, u+p0))ϑˆU,p(u+p0)du}dq.
Using Identities 2(15), 2(16) we deduce that
(3) exp(−i(x, z))ϑˆU,p(z) = expl(−
1
2
(Uz, z) − i(x− p, z))
for each x and z in Rn.
Hence (Fˆ−1z ϑˆU,p(z))(x) = (Fˆ
−1
z ϑˆU,−p(z))(−x) for each x ∈ Rn, where
z ∈ Rn. Therefore ϑLU,p(dx) = ϑLU,−p(−dx) for each x ∈ Rn. Making changes
of the variables q 7→ −q, u 7→ −u and p 7→ −p in the integral provides
µLU,p(id − p) = 0. On the other hand, µU,p(Anr,C) = ϑˆU,p(0) = 1, hence
µU,p(id) = p due to Formula 4(5).
8. Theorem. For the measure µU,p of Definition 3
(1) µLU,p((idk − pk)(idh − ph)) = ajbk−βj−1,h−βl−1;jδj,l
for each k and h in {1, ..., n}, where bk−βj−1,h−βl−1;jδj,l is a matrix element of
the matrix [B] =
⊕m
j=1[Bj ] of the operator B =
⊕m
j=1Bj for each 1 + βj−1 ≤
k ≤ βj and 1 + βl−1 ≤ h ≤ βl, j = 1, ..., m, l = 1, ..., m, idk(x) = xk,
x = (x1, ..., xn) ∈ Anr,C, xk ∈ Ar,C.
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Proof. We take the matrix [B] = diag([B1], ..., [Bm]) written in the
block form. We have that each its block [Bj ] is mj ×mj a square symmetric
positive definite matrix for each j. Other elements outside all blocks [Bj ]
are zero in [B]. Apparently from the theory of matrices that there are an
orthogonal matrix [Q] = diag([Q1], ..., [Qm]) and a diagonal matrix [Λ] =
diag([Λ1], ..., [Λm]) such that [Q][B][Q]
t = [Λ], where [Qj ][Bj][Qj ]
t = [Λj ] and
[Λj ] = diag(λ1+βj−1, ..., λβj) with λk > 0 for each j = 1, ..., m and k = 1, ..., n,
where [Q][Q]t = [I] and [Q]t[Q] = [I], where as usually [Q]t notates the
transposed matrix of [Q], [I] is the unit matrix, since [B] > 0 (see [9]).
Therefore, it is sufficient to consider the case of the diagonal matrix [Λ]
as [B] with U =
⊕m
j=1 ajΛj , where Λj are operators corresponding to their
matrices [Λj ]. From the symmetry property of the characteristic functional
µˆU,p it follows that
µLU,p(dx
′ + ekdxk) = µ
L
U,p′k−ekpk
(dx′k − ekdxk) and consequently,
µLU,p((idk − pk)(idh − ph)) = 0 for each k 6= h,
where ek = (0, ..., 0, 1, 0, ..., 0) ∈ Rn with 1 at k-th place, x′k = x − ekxk,
p′k = p− ekpk.
Let now k = l. Utilizing the identities Fˆ−1x′ 1 = δ(x
′) and Formulas 3(3),
3(4) we infer, that
µLU,p((idk−pk)2) =
1
2π
∫ ∞
−∞
(xk−pk)2{
∫ ∞
−∞
expl(−ajλky2k−i(xk−pk)yk)dyk}dxk.
By virtue of Proposition 7
µLU,p((idk − pk)2) = µLU,0(id2k) =
1
2π
∫ ∞
−∞
z2k{
∫ ∞
−∞
exp(−iuz) exp(−αu2)du}dz,
since expl(v) = exp(v) for each v ∈ Ar, where α = ajλk. The function
exp(−αu2) is even in the variable u, consequently,
µLU,p((idk − pk)2) =
1
2π
∫ ∞
−∞
z2{
∫ ∞
−∞
exp(−αu2) cos(uz)du}dz = α.
This implies Formula (1) with the Kronecker delta function so that δj,l = 0
for each j 6= l, also δj,j = 1 for each j.
9. Definitions. Let Ω be a set with an algebra R of its subsets and an
Ar,C-valued measure µ : R → Ar,C, where 2 ≤ r, Ω ∈ R. Then
(1) |µ| :=
2r−1∑
j=0
(|µj,0|+ |µj,1|)
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is called a variation and |µ|(Ω) is a norm of the measure µ, where
(2) µ =
2r−1∑
j=0
(µj,0ij + µj,1iji)
is the decomposition of the measure µ,
µj,k : R → R, |µj,k| denotes the variation of a real-valued measure µj,k
for each j = 0, 1, ..., 2r − 1 and k = 0, 1,
|µ| : R → [0,∞).
A class G of subsets of a set Ω is called compact if for any sequence
Gk of its elements fulfilling
⋂∞
k=1Gk = ∅ a natural number l exists so that⋂l
k=1Gk = ∅.
An Ar,C-valued measure µ (not necessarily σ-additive, i.e. a premeasure
in another terminology) on an algebra R of subsets of the set Ω is approxi-
mated from below by a class H, where H ⊂ R, if for each A ∈ R and ǫ > 0 a
subset B belonging to the class H exists such that B ⊂ A and |µ|(A\B) < ǫ
(see Formula (1)).
The Ar,C-valued measure µ on the algebra R is called Radon, if it is
approximated from below by the compact class H. In this case the measure
space (Ω,R, µ) is called Radon.
10. Remark. Family of Ar,C-valued measures. Consider a family
of norm-bounded measure spaces {(Ωl,Rl, µl) : l ∈ Λ}, where Λ is a set.
Let each σ-algebra Rl be complete relative to a σ-additive measure µl. This
means by our convention that Rl = Rlµl , where Rlµl denotes a completion of
the σ-algebra Rl relative to |µl|, where |µl| is described by Formula 9(1).
Put Ωp :=
∏
l∈ΛΩ
l to be the product of topological spaces Ωl supplied with
the product, that is Tychonoff, topology τΩp , where each Ω
l is considered in
its τ l-topology such that β(τ l) ⊂ Rl and Rl = (B(Ωl))µl for each l, where
β(τ l) is a base of the topology τ l, B(Ωl) is the Borel σ-algebra on Ωl generated
by τ l. A natural continuous projection πl : Ωp → Ωl for each l ∈ Λ exists.
Let R(Ωp) be the algebra of the form ⋃l1,...,lk∈Λ,k∈N
⋂k
m=1 π
−1
lm (Rlm).
11. Definition. Consistent family of measure spaces. Let Λ be a
directed set (see [8]) and {(Ωl,Rl, µl) : l ∈ Λ} be a family of norm-bounded
measure spaces, where Rl is the algebra (not necessarily separating). Supply
each Ωl with a topology τ l such that its base β(τ l) is contained in a σ-algebra
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Rl andRl = (B(Ωl))µl . Suppose that this family is consistent in the following
sense:
(1) a mapping πkl : Ω
k → Ωl exists for each k ≥ l in Λ such that
(πkl )
−1(Rl) ⊂ Rk, πll(x) = x for each x ∈ Ωl and each l ∈ Λ, πkl ◦ πmk = πml
for each m ≥ k ≥ l in Λ;
(2) πkl (µ
k) = (µl) for each k ≥ l in Λ.
Such family of measure spaces is called consistent.
12. Theorem. Suppose that {(Ωl,Rl, µl) : l ∈ Λ} is a consistent family
of uniformly norm-bounded measure Radon spaces (see Definition 11), where
µl : Rl → Ar,C for each l, 2 ≤ r <∞ and
(1) supl∈Λ |µl|(Ωl) =: b <∞.
Then a norm-bounded measure space (Ω,Rµ, µ) and a mapping πl : Ω → Ωl
exist for each l ∈ Λ such that (πl)−1(Rl) ⊂ Rµ and πl(µ) = µl for each l ∈ Λ.
Proof. By the conditions of this theorem the following inclusion is valid:
(πkl )
−1(Rl) ⊂ Rk for each k ≥ l in Λ, hence without loss of generality
topologies τk can be chosen such that (πkl )
−1(τ l) ⊂ τk for each k ≥ l in
Λ, since each open subset in (Ωl, τ l) is a union of some subfamily G in Rl
and (πkl )
−1(
⋃G) = ⋃A∈G(πkl )−1(A). Therefore, each πkl is continuous and
there exists the inverse system S := {Ωk, πkl ,Λ} of the spaces Ωk. In view
of Theorem 2.5.2 in [8] its limit lim S =: Ω is the topological space with a
topology τΩ and continuous mappings πl : Ω→ Ωl such that πkl ◦ πk = πl for
each k ≥ l in Λ. Moreover, each element ω ∈ Ω is a thread ω = {ωl : ωl ∈ Ωl
for each l ∈ Λ, πkl (ωk) = ωl for each k ≥ l ∈ Λ}. Then π−1l (Rl) =: Gl is the
algebra of subsets in Ω for each l ∈ Λ. The base of topology of (Ω, τΩ) consists
of subsets π−1l (A), where A ∈ τ l, l ∈ Λ. Since Ωl is supplied with the topol-
ogy τ l the base of which is contained in the algebra Rl and Rl = (B(Ωl))µl,
then the algebra R := R(Ω) := ⋃l∈Λ Gl generates a σ-algebra Rσ containing
B(Ω).
From conditions of 11(1), 11(2) it follows that |µl|(Ωl) ≤ |µk|(Ωk) for each
l ≤ k in Λ, since πkl (µk) = µl and (πkl )−1(Rl) ⊂ Rk. Hence liml∈Λ |µl|(Ωl) =
supl∈Λ |µl|(Ωl), since the set Λ is directed.
OnR a function µ with values inAr,C exists such that µ(π−1l (A)) := µl(A)
for each A ∈ Rl and each l ∈ Λ. If A and B are disjoint elements in R, then
17
there exists l ∈ Λ such that A and B are in Gl due to 11(1), hence
A = π−1l (C) and B = π
−1
l (D) for some C and D in Rl, consequently,
µ(A ∪ B) = µl(C ∪D) = µl(C) + µl(D) = µ(A) + µ(B),
that is, µ is additive. Then |µ|(A) = |µl|(C) for each A = π−1l (C) with
C ∈ Rl, hence |µ|(Ω) ≤ b on R. This implies that µ is representable by
Formula 9(2) such that µj,k(π
−1
l (A)) = µ
l
j,k(A) for every A ∈ Rl and l ∈ Λ
and j = 0, ..., 2r − 1, k = 0, 1.
On the other hand, the σ-additive real-valued measure µlj,k has the de-
composition µlj,k = (µ
l
j,k)
+ − (µlj,k)− with (µlj,k)+ : Rl → [0,∞) and (µlj,k)− :
Rl → [0,∞) so that |(µlj,k)+| ≤ b and |(µlj,k)−| ≤ b for every l, j and k, since
|(µlj,k)| = (µlj,k)+ + (µlj,k)−.
There is the natural embedding of Ω into the product Ωp (see Proposition
2.5.1 in [8]).
By virtue of the Prohorov-Kolmogorov theorems (see Theorems IX.4.1
in [2] and 1.1.4 in [4]) each bounded quasi-measure (µj,k)
± is a σ-additive
measure, consequently, µj,k has an extension to a σ-additive measure for
each j and k. The latter implies by Formula 9(2) that µ has and extension
to a σ-additive measure on Rµ so that |µ| ≤ b due to restrictions 11(1),
11(2) and 12(1).
13. Definition. Cylindrical distribution. Suppose that Ω is a set
with an algebra R of it subsets. Suppose also that {(Ω,Gl, µl) : l ∈ Λ} is
a family of measure spaces such that Λ is directed and Gl ⊂ Gk for each
l ≤ k ∈ Λ, R = ⋃l∈Λ Gl. Let a mapping µ : R → Ar,C be such that its
restriction is
(1) µ|Gl = µl and
(2) µk|Gl = µl for each l ≤ k in Λ.
Then the triple (Ω,R, µ) is called the cylindrical distribution. It is called
Radon, if µl is Radon on Gl for each l ∈ Λ.
14. Theorem. Suppose that (Ω,R, µ) is a norm-bounded cylindrical
Radon distribution (see Definition 13). Then µ has an extension to a norm-
bounded σ-additive measure µ on a completion Rµ of R relative to µ.
Proof. At first we construct a relation in Ω:
xκly if and only if for each S ∈ Gl with x ∈ S the inclusion {x, y} ⊂ S is
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accomplished. Clearly xκlx, that is, κl is reflexive. Apparently the relation
xκly is equivalent to y ∈ Vx := ⋂x∈S∈Gl S. Then from y ∈ S ∈ Gl and y ∈ Vx
it follows, that x ∈ S, since otherwise y /∈ Vx, because Gl is a σ-algebra,
Ω ∈ Gl. Therefore, Vx = Vy and yκlx, hence the relation κl is symmetric.
If xκly and yκlz, then Vx = Vy = Vz, hence xκ
lz. The latter means that
the relation κl is transitive. Therefore, κl is the equivalence relation (see
also Section 2.4 in [8]). By virtue of Proposition 2.4.3 in [8] there exists
a quotient mapping πl : Ω → Ωl := Ω/κl, where Ωl is supplied with the
quotient topology τ l. This generates the σ-algebra Rl = Gl/κl such that
β(τ l) ⊂ Rl and (B(Ωl))µ¯l = Rl, where µ¯l = πl(µl) is the projection of the
measure µl from Gl ontoRl. This implies that π−1l (Rl) = Gl and πl(Gl) = Rl.
On the other hand, Gk ⊃ Gl for each k ≥ l in Λ, hence the topology τ l
can be chosen for each l ∈ Λ such that on (Ωk, (πkl )−1(Rl)) an equivalence
relation κkl and a quotient (continuous) mapping π
k
l : Ω
k → Ωl exists such
that πkl ◦πmk = πml for each l ≤ k ≤ m in Λ. Thus an inverse mapping system
{Ωk, πkl ,Λ} exists. Therefore, the set Ω in the weakest topology τΩ relative to
which the mapping πl : Ω→ Ωl is continuous for each l ∈ Λ is homeomorphic
with lim{Ωk, πkl ,Λ} by Proposition 2.5.5 in [8].
From the above construction it follows that πl(µ)|Rl = µ¯l is a bounded
measure on (Ωl,Rl) such that πkl (µ¯k) = µ¯l and (πkl )−1(Rl) ⊂ Rk for each
k ≥ l ∈ Λ. Therefore, {(Ωl,Rl, µl) : l ∈ Λ} is the consistent uniformly norm-
bounded family of measure spaces, since µ is bounded. Thus the statement
of this theorem follows from that of Theorem 12.
15. Remark. Product of measure spaces. Suppose that Ω :=
∏
t∈T Ωt is a product of sets Ωt and on Ω an algebra R of its subsets is given
so that for each n ∈ N and pairwise distinct points t1 < . . . < tn in a
set T ⊂ R an Ar,C-valued measure Pt1,...,tn exists on an algebra Rt1,...,tn of
Ωtn × · · · × Ωt1 such that πt1,...,tnt1,...,tj−1,tj+1,...,tn(Rt1,...,tn) = Rt1,...,tj−1,tj+1,...,tn for
each 1 ≤ j ≤ n and Pt1,...,tn(An × · · · × Aj+1 × Ωj × Aj−1 × · · · × A1) =
Pt1,...,tj−1,tj+1,...,tn(An×· · ·×Aj+1×Aj−1×· · ·×A1) for each An×· · ·×Aj+1×
Aj−1×· · ·×A1 ∈ Rt1,...,tj−1,tj+1,...,tn , where πt1,...,tnt1,...,tj−1,tj+1,...,tn : Ωtn×· · ·×Ωt1 →
Ωtn × · · · × Ωj+1 × Ωj−1 × · · · × Ωt1 is the natural projection, Al ⊂ Ωtl for
each l = 1, . . . , n. Let this cylindrical distribution be norm-bounded:
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supt1<...<tn∈T,n∈N |Pt1,...,tn |(Ωtn × · · · × Ωt1) <∞ and the limit exists
limt1<...<tn∈T0;n∈N Pt1,...,tn(Ωtn × · · · × Ωt1) ∈ Ar,C, where T0 := {t ∈ T :
Pt(Ωt) 6= 0}, T \ T0 is finite.
Apparently the product of measure spaces is a particular case of a cylin-
drical distribution.
Therefore, the following corollary evidently follows from this remark and
Theorem 14.
16. Corollary. The cylindrical Radon distribution Pt1,...,tn satisfying
conditions of Remark 15 has an extension to a norm-bounded measure P
on a completion RP of R := ⋃t1<...<tn∈T,n∈N Gt1,...,tn relative to P , where
Gt1,...,tn := (πt1,...,tn)−1(Rt1,...,tn) and πt1,...,tn : Ω → Ωtn × · · · × Ωt1 is the
natural projection.
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