Abstract-A fundamental problem arising in the evolutionary molecular biology is to discover the locations of gene duplications and multiple gene duplication episodes based on the phylogenetic information. The solutions to the MULTIPLE GENE DUPLICATION problems can provide useful clues to place the gene duplication events onto the locations of a species tree and to expose the multiple gene duplication episodes. In this paper, we study two variations of the MULTIPLE GENE DUPLICATION problems: the EPISODE-CLUSTERING (EC) problem and the MINIMUM EPISODES (ME) problem. For the EC problem, we improve the results of Burleigh et al. with an optimal linear-time algorithm. For the ME problem, on the basis of the algorithm presented by Bansal and Eulenstein, we propose an optimal linear-time algorithm.
INTRODUCTION
IN the evolutionary molecular biology, phylogenetic analyses help to realize the evolutionary relationship among various organisms. A species tree represents the phylogeny of a set of species, and a gene tree depicts the phylogeny among a gene family for a set of species. Due to complicated evolutionary processes such as gene duplication, horizontal gene transfer, recombination, etc., gene trees and species trees may be inconsistent [10] , [12] , [13] , [14] . It is important for evolutionary biologists to explain the inconsistency between gene trees and species trees.
Goodman et al. [7] introduced the concept of a reconciled tree to reconcile the inconsistent gene trees and a species tree. The reconciled tree provides the mapping between genes trees and a species tree that explains the inconsistency in the evolutionary history. The tree reconciliation problem is, given a set of gene trees and a species tree, to infer a reconciled tree with the lowest score of gene duplication, gene expression, and nucleotide replacement. They also presented the Gene Duplication (GD) model to describe multiple gene duplications between the gene trees and the species tree. Each duplication in the gene trees can be placed on any species in the species tree within a path between the two most recent species containing the duplication and its parent, respectively. If the parent does not exist, the path is located between the most recent species for the duplication and the root of the species tree. More details about the GD model are formally described in Section 2.2.
For a large-scale gene duplication, many gene duplications are parts of large multiple gene duplication events during which a large portion of an organism's genome is duplicated. In order to distinguish gene duplication events and genome duplications, Page and Cotton [11] introduced the term "episode" for gene duplications in different gene trees, explainable by a single event. That is, the gene duplications of different gene trees are not necessarily independent events.
Based on the GD model, a series of studies have focused on the processes of gene duplications and multiple gene duplications to further consider the incompatibility between a set of gene trees and a species tree. Guigó et al. [8] investigated the phylogenetic issues on gene duplications and multiple gene duplications, and addressed two problems: the GENE DUPLICATION problem and the MULTI-PLE GENE DUPLICATION (MGD) problem. The GENE DUPLI-CATION problem is to infer a global species tree from a given set of gene trees with the minimum number of gene duplications needed to map gene trees into a species tree. The decision version of this problem is NP-complete [9] . Recently, there were several heuristic approaches for dealing with this problem [1] , [2] , [4] . The aim of these studies is to find a faster solution to speed up the heuristics for the GENE DUPLICATION problem. On the other hand, given a set of gene trees and a species tree, the MGD problem is to map gene duplications from the gene trees into the species tree and to cluster such mapped duplications into a few genome duplications.
Burleigh et al. [6] and Bansal and Eulenstein [3] gave comprehensive explorations of the MGD problem and defined two problems with different cost function measurements. Given a set of gene trees and a species tree, the EPISODE-CLUSTERING (EC) problem is to find a minimum number of locations in the species tree for placing all duplications in the gene trees, and the MINIMUM EPISODES (ME) problem is to assign duplication events to nodes in a species tree such that the total number of episodes is minimized. Note that Guigó et al. [8] and Page and Cotton [11] both attempted to solve the ME problem but turned out to solve the EC problem essentially. For the EC problem, Burleigh et al. [6] presented an exact algorithm rather than heuristic approaches used previously. The time complexity of the exact algorithm is ðð P k i¼1 m i Þ 2 þ nÞ where m i is the number of leaves in an individual gene tree G i for a given set of gene trees G ¼ fG 1 ; G 2 ; . . . ; G k g, and n is the number of leaves in the species tree S. For the ME problem, the problem had been open for a long time. Bansal and Eulenstein [3] were the first to solve it by an exact algorithm with the time complexity Oð P k i¼1 m i nÞ. In this paper, we study the EC problem and the ME problem, and solve them in linear time, i.e., Oð P k i¼1 m i þ nÞ time. The rest of this paper is organized as follows: The preliminaries and definitions are given in Section 2. Section 3 formally defines the EC problem and proposes a linear-time algorithm for it. A formal definition of the ME problem and a linear-time algorithm for the problem are presented in Section 4.
PRELIMINARIES
In the following, we introduce necessary definitions and notation based on those from [3] for our later discussion. Since the EC and ME problems are based on the GD model, we also review some definitions and concepts related to the GD model.
Basic Definitions and Notation
A tree T is a connected, acyclic graph consisting of a node set V ðT Þ and an edge set EðT Þ. T is rooted if it has exactly one distinguished node called the root, denoted by RoðT Þ. Given a rooted tree T , we denote by T the partial order on V ðT Þ, and say x T y if y is a node on the path from RoðT Þ to x. A node with no children is called a leaf, and LeðT Þ denotes the set of all leaves in T . If ðx; yÞ 2 EðT Þ and x T y, then y is the parent of x, denoted by P aðxÞ, and x is a child of y. The length of the path from RoðT Þ to a node x, denoted by dðxÞ, is the depth of x in T . The least common ancestor of a node subset L V ðT Þ, denoted by lcaðLÞ, is the node that is an ancestor of all nodes in L and has the greatest depth. The subtree of T rooted at x, denoted by T x , is the tree induced by all descendants of x. The height of a tree T , hðT Þ, is the number of nodes on a maximum-length path from RoðT Þ to a leaf node of T . A tree T is a full binary tree if each node in T is either a leaf or has two children. Unless specified otherwise, the tree refers to a rooted full binary tree throughout this paper. Given x T y, we define the interval ½x; y ¼ fu 2 V ðT Þ j x T u T yg, and x and y are the starting terminal and the ending terminal of the interval ½x; y, respectively. Let I be a collection of intervals under the partial order T . A node set U V ðT Þ is called a cover of I if for each interval I 2 I, there exists at least one node v 2 U such that v 2 I. If U is a cover of minimum cardinality, we call U a minimum cover of I .
The Gene Duplication Model
The GD model was first introduced by Goodman et al. [7] . The model hypothesized that the inconsistency of gene trees and corresponding species tree is caused by a series of gene duplications and losses, and that each gene duplication can be placed on a specified interval on the species tree. Given a set of n taxa, a species tree is a full binary tree, using these n taxa as leaves, which describes their evolutionary history. Given a gene family for a set of n taxa, a gene tree is a full binary tree that depicts the evolutionary history among the sequences of the gene family.
Let G and S be a gene tree and species tree, respectively. G and S are biologically related only if all genes on G can be found on S. A leaf mapping L G;S : LeðGÞ ! LeðSÞ maps a gene g 2 LeðGÞ to a species s 2 LeðSÞ. That is, a leaf mapping specifies the species from which the gene was sampled. G and S are comparable if such a leaf mapping L G;S exists. Let G be a set of gene trees. G and S are comparable if each gene tree G 2 G is comparable with S. Unless specified otherwise, we assume that all given gene trees are comparable with S throughout this paper. To correlate a gene tree G with a species tree S, we require a function to map each gene g in V ðGÞ to the most recent species in S where g is involved.
Definition 1. Let G and S be a gene tree and species tree, respectively.
Given a leaf mapping L G;S for G and S, the LCA mapping M G;S : V ðGÞ ! V ðSÞ of L G;S is defined as M G;S ðgÞ ¼ lcaðL G;S ðLeðG g ÞÞÞ for each node g 2 V ðGÞ.
We call a node y 2 V ðGÞ a gene duplication if there exists a child x of y such that M G;S ðxÞ ¼ M G;S ðyÞ. Denote by DupðG; SÞ the set of gene duplications in G with respect to S. Let DupðG; SÞ ¼ S G2G DupðG; SÞ for a set of gene trees G. Definition 2. For each gene duplication g 2 DupðG; SÞ, the interval IðgÞ specifies all possible placements of the gene duplication g onto the species tree and is defined as follows:
IðgÞ is set to ½M G;S ðgÞ; RoðSÞ. 
A LINEAR-TIME ALGORITHM FOR THE EPISODE-CLUSTERING PROBLEM
In this section, we study the EC problem. Burleigh et al. [6] introduced the TREE INTERVAL COVER (TIC) problem and showed that the EC problem is a special case of the TIC problem.
In the following, we give the definition of the EC problem and propose a linear-time algorithm for the TIC problem.
Given a collection of gene trees G and a species tree S, the EC problem is to find a minimum cover for the collection of intervals I ¼ S g2DupðG;SÞ fIðgÞg under the partial order S . Now we turn to introduce the TIC problem. Given a tree T and a collection of intervals I ¼ fI 1 ; I 2 ; . . . ; I g where I i ¼ ½a i ; b i and a i ; b i 2 V ðT Þ for i ¼ 1; 2; . . . ; , the TIC problem is to find a minimum cover C for I under the partial order T . Note that given G and S, the collection of intervals I can be computed in linear time using the efficient algorithm for finding the least common ancestor [5] , [15] . As a result, it is not hard to see that the EC problem is a special case of the TIC problem [6] . Next, we state the linear-time algorithm for the TIC problem.
The algorithm proceeds as follows: First, we traverse the tree T from RoðT Þ using the breadth-first search to compute dðvÞ for each node v 2 V ðT Þ, i.e., the distance between v to RoðT Þ. With the value of dðvÞ, we can derive the length, lðI i Þ, of each interval I i ¼ ½a i ; b i in I , by calculating the value of dða i Þ À dðb i Þ. For each node v in T , we maintain a value min lenðvÞ defined as follows: Let IðvÞ be the set of intervals that pass through the node v. The min lenðvÞ is used to keep the minimum length of intervals from v to all ending terminals among the intervals in IðvÞ. Initially, we set the value of min lenðvÞ to be the minimum among the lengths of the intervals using v as the starting terminal. If such value does not exist for the node v, the value of min lenðvÞ is set to infinity.
Then, we traverse the tree T in a bottom-up fashion. When we visit a node v in T , we have the following two cases:
1. If min lenðvÞ ¼ 0, there exists at least one interval whose ending terminal is v. Hence, we must add the node v into the cover C. 2. If min lenðvÞ 6 ¼ 0, there are no intervals using v as an ending terminal. We just upload the value min lenðvÞ À 1 to P aðvÞ and compare the value min lenðvÞ À 1 with min lenðP aðvÞÞ. Then, we take the smaller value as the value of min lenðP aðvÞÞ. We call the above method Algorithm TIC, and an example of executing Algorithm TIC is given in Fig. 2 . Now we show the correctness and time complexity of this algorithm. Proof. Let C ¼ fc 1 ; c 2 ; . . . ; c p g be the cover found by Algorithm TIC. For any interval I 2 I, either I has some node in C as its starting terminal or ending terminal or I passes through some node in C. Thus, C is a feasible cover, i.e., a cover covering all intervals in I . The rest is to show that the cardinality of C is equal to that of an optimal cover. For i ¼ 1; 2; . . . ; p, there exists an interval, I ci , having c i as an ending terminal and setting min lenðc i Þ ¼ 0. We claim that I ci \ I cj ¼ ; for all i 6 ¼ j where 1 i; j p. For the purpose of contradiction, assume that I ci \ I cj 6 ¼ ; for some i 6 ¼ j, and c i is an ancestor of c j without loss of generality. Since Algorithm TIC traverses the tree T in a bottom-up fashion, the node c j would be inserted into the cover C earlier than the node c i . When Fig. 1 . An illustration of a gene tree G and a comparable species tree S. For each internal node in G, the boxed value denotes the LCA mapping. If a node of G is a gene duplication, the interval is also shown.
inserting c j into C, the value of min lenðc j Þ is equal to zero, and min lenðc j Þ À 1 would not be uploaded to compare with min lenðP aðc j ÞÞ by Algorithm TIC. In other words, any interval passing through the node c j cannot affect the value of min lenðc i Þ. Due to I ci \ I cj 6 ¼ ;, I ci also pass through c j . Therefore, it is impossible that the interval I ci is the interval such that min lenðc i Þ ¼ 0 and our assumption is a contradiction. Hence, for all i 6 ¼ j where 1 i; j p, the claim that I ci \ I cj ¼ ; holds.
By the above claim, we obtain that an optimal cover requires at least p nodes to cover these overlapped intervals I c1 ; I c2 ; . . . ; I cp . Thus, the cardinality of an optimal cover is equal to that of the cover C found by Algorithm TIC. Proof. Algorithm TIC takes OðNÞ time to compute dðvÞ for each node v 2 V ðT Þ using the breadth-first search. For each node v 2 V ðT Þ, the initial value of min lenðvÞ can be computed in OðÞ time, and then Algorithm TIC traverses the tree T in a bottom-up fashion in OðNÞ time. Totally, the time complexity for Algorithm TIC is OðN þ Þ. t u
In the following corollary, we conclude the time complexity of the EC problem. The corollary can be easily derived by Theorem 2 and we omit the proof here. Corollary 1. Given a set of gene tree G ¼ fG 1 ; G 2 ; . . . ; G k g and a comparable species tree S, the EC problem can be solved in Oð P k i¼1 m i þ nÞ time, where m i ¼ jLeðG i Þj for i ¼ 1; 2; . . . ; k, and n ¼ jLeðSÞj.
THE MINIMUM EPISODES PROBLEM
To study the ME problem, we first introduce some definitions and notation proposed by Bansal and Eulenstein [3] .
Given a gene tree G and a species tree S, let F G;S : V ðGÞ ! V ðSÞ. F G;S is valid if for each node g 2 V ðGÞ, its mapping satisfies the following:
1. If g 2 DupðG; SÞ, g is mapped to any node in the interval IðgÞ. 2. Otherwise, F G;S ðgÞ is the same as M G;S ðgÞ. Let the unions of the mappings F ¼ S G2G F G;S and F M ¼ S G2G M G;S for a set of gene trees G. F is valid if F G;S is valid for each gene tree G 2 G.
Given a set of gene trees G, a species tree S, and a valid mapping F , let F À1 ðsÞ denote the node set fg : F ðgÞ ¼ sg and HðF ; sÞ denote the subgraph of G induced by the node set F À1 ðsÞ, where s 2 V ðSÞ. Note that HðF ; sÞ must be a forest.
Definition 3. Given a set of gene trees G, a species tree S, and a valid mapping F , ÁðF ; sÞ ¼ maxfhðT Þ : T is a tree in HðF ; sÞg, i.e., the number of episodes at s caused by F , where s 2 V ðSÞ. Also let ÁðF Þ ¼ P s2V ðSÞ ÁðF ; sÞ.
Let T be a tree in HðF ; sÞ such that hðT Þ ¼ ÁðF ; sÞ, where s 2 V ðSÞ. A node g 2 F À1 ðsÞ is a leading node if and only if g is the root of T . A node g 2 F À1 ðsÞ is free if and only if P aðsÞ is in the interval IðgÞ, where s is not the root of S.
The ME problem is, given a set of gene trees G ¼ fG 1 ; G 2 ; . . . ; G k g and a species tree S, to find a valid mapping F opt : S G2G V ðGÞ ! V ðSÞ such that ÁðF opt Þ ¼ minfÁðF Þ : F is any valid mappingg.
Algorithm ME by Bansal and Eulenstein [3]
Algorithm ME [3] first computes the mapping F M from G to S and all intervals IðgÞ for each node g 2 DupðG; SÞ. Let F : S G2G V ðGÞ ! V ðSÞ record the mapping in each step. F is initialized with F M and is modified step by step as follows: S is traversed in postorder, and each visited node s 2 V ðSÞ is checked whether F À1 ðsÞ 6 ¼ ; and all leading nodes in F À1 ðsÞ are free. If both conditions hold, F is updated by changing the mappings of all leading nodes in F À1 ðsÞ from s to P aðsÞ. When the postorder traversal is terminated, ÁðF Þ is minimum, i.e., F is an optimal valid mapping.
Bansal and Eulenstein [3] gave an analysis of Algorithm ME as follows: Let n ¼ jLeðSÞj and m i ¼ jLeðG i Þj for all 1 i k. The mapping F M is computed in Oð P k i¼1 m i nÞ time. All intervals of the nodes in DupðG; SÞ are calculated in Oð P k i¼1 m i Þ time. For each node s 2 V ðSÞ, it takes Oð P k i¼1 m i Þ time for each step of finding all leading nodes in F À1 ðsÞ, checking if these leading nodes are free, and updating the mapping F . Since there are OðnÞ nodes in the species tree, each of the above three steps takes Oð P k i¼1 m i nÞ time, we have the following theorem: Theorem 3 [3] . Given a set of gene trees G and a species tree S, Algorithm ME computes an optimal valid mapping from the gene trees to the species tree in Oð P k i¼1 m i nÞ time.
A Linear-Time Algorithm for the Minimum Episodes Problem
The time complexity of Algorithm ME is dominated by four steps:
1. computing the LCA mapping, 2. finding all leading nodes, 3. checking if these leading nodes are free, and 4. updating the mapping. We present a linear-time algorithm for the ME problem by separately improving these steps in the following. 
Computing the LCA Mapping
Given a gene tree and a species tree, Zhang [15] proposed a lineartime algorithm for computing the LCA mapping. We conclude the result in the following:
Theorem 4 [15] . Given a gene tree G and a species tree S, computing the LCA mapping from G to S takes Oðm þ nÞ time, where jLeðGÞj ¼ m and jLeðSÞj ¼ n.
By Theorem 4, the following corollary can be easily derived and we omit the proof here:
Corollary 2. Given a set of gene trees G ¼ fG 1 ; G 2 ; . . . ; G k g and a species tree S, computing the LCA mapping from G to S takes Oð P k i¼1 m i þ nÞ time, where jLeðSÞj ¼ n and jLeðG i Þj ¼ m i for all 1 i k.
Finding All Leading Nodes
We present an efficient approach, named Algorithm LEADING-NODE, to finding all leading nodes in F À1 M ðsÞ for each node s 2 V ðSÞ in the following: For each node s 2 V ðSÞ, we maintain a value ðsÞ and a linked list lead½s with two pointers head½lead½s and tail½lead½s, which point to the head and tail of lead½s, respectively. We use ðsÞ, initially zero, to keep ÁðF M ; sÞ and use lead½s to store the leading nodes in F À1 M ðsÞ. We traverse each gene tree G 2 G by performing the breadthfirst search from RoðGÞ. For each node g 2 V ðGÞ, we keep a value rðgÞ to store RoðT Þ, where T is a tree in HðF M ; F M ðgÞÞ with g 2 V ðT Þ. When g is visited, rðgÞ is determined according the following three rules:
1. If g ¼ RoðGÞ, then rðgÞ ¼ g since g must be RoðT Þ. 2. If F M ðgÞ 6 ¼ F M ðP aðgÞÞ, it follows that P aðgÞ 6 2 V ðT Þ. Thus, rðgÞ ¼ g.
3.
Otherwise, rðgÞ ¼ rðP aðgÞÞ since P aðgÞ is also a node in T . For each node g 2 V ðGÞ, we also maintain a boolean value flagðgÞ, initially zero, to indicate whether g is a leading node. When visiting g, we let s ¼ F M ðgÞ and consider the following two cases:
1. If the distance between g and rðgÞ plus one is greater than ðsÞ, then the elements in lead½s are not the leading nodes in F À1 M ðsÞ and rðgÞ is a new leading node in F À1 M ðsÞ. We delete each node g 0 2 lead½s and set flagðrðg 0 ÞÞ ¼ 0. We also insert rðgÞ into lead½s, set flagðrðgÞÞ ¼ 1, and update ðsÞ to the distance between g and rðgÞ plus one. 2. If the distance between g and rðgÞ plus one is equal to ðsÞ and flagðrðgÞÞ ¼ 0, then rðgÞ is also a leading node in F À1 M ðsÞ. We insert rðgÞ into lead½s and set flagðrðgÞÞ ¼ 1. After processing all gene trees in G, we find all leading nodes in F À1 M ðsÞ and compute ÁðF M ; sÞ for each node s 2 V ðSÞ. Algorithm LEADINGNODE is given in Fig. 3 . The correctness and time analysis of Algorithm LEADINGNODE are shown as follows: 
Checking If All Leading Nodes Are Free
In the following, we check if all leading nodes in F À1 ðsÞ are free, where F is an arbitrary valid mapping. For each gene tree G 2 G, the interval IðgÞ and the length of IðgÞ for each node g 2 DupðG; SÞ are computed in linear time [15] by applying an efficient algorithm for the LEAST COMMON ANCESTOR problem [5] . For each node s 2 V ðSÞ, we maintain a value min lenðsÞ, which is the minimum length of intervals from s to all ending terminals among all intervals passing through s. Initially, we set min lenðsÞ to be the minimum among the lengths of the intervals of all leading nodes in F À1 M ðsÞ using s as the starting terminal. If min lenðsÞ is greater than zero, all leading nodes in F À1 M ðsÞ are free. According to Algorithm ME [3] , we change the mapping in this condition and update min lenðP aðsÞÞ to the value of minfmin lenðP aðsÞÞ; min lenðsÞ À 1g.
Updating the Mapping from the Gene Trees to the Species Tree
We now show how to efficiently update the mapping from G to S and, together with the above three improved approaches, present a linear-time algorithm for the ME problem. First, we traverse the species tree S in postorder. When visiting a node s 2 V ðSÞ, we let F 1 denote the mapping just before visiting s and check whether F À1 1 ðsÞ 6 ¼ ;, i.e., head½lead½s 6 ¼ NIL, and whether all leading nodes F À1 1 ðsÞ are free, i.e., min lenðsÞ > 0. If both conditions hold, the mappings of all nodes in lead½s from s to P aðsÞ are changed by moving all nodes in lead½s to lead½P aðsÞ. Let F 2 be the mapping just after the modification of the mappings of all nodes in lead½s. In HðF 2 ; P aðsÞÞ, the nodes originally in lead½s become nodes of degree zero, i.e., trivial trees. In other words, in HðF 2 ; sÞ, all trees induced by the nodes originally in lead½s are trivial trees. This implies that the modified mapping does not increase the total number of episodes. This observation is shown in Lemma 3.
Lemma 3. Let s 2 V ðSÞ be the node being visited, and assume that F À1 M ðsÞ 6 ¼ ; and all nodes in lead½s are free leading nodes. Let F 1 be the mapping just before visiting s, and F 2 be the mapping just after the modification of the mappings of all nodes in lead½s from s to P aðsÞ. For all nodes g 2 lead½s, g is a node of degree zero, i.e., a trivial tree, in HðF 2 ; P aðsÞÞ.
Proof. We know that F 1 ðgÞ ¼ s and F 2 ðgÞ ¼ P aðsÞ. Since g is a free leading node under the mapping F 1 , it follows that F 1 ðgÞ 6 ¼ F 1 ðP aðgÞÞ ¼ F 2 ðP aðgÞÞ ¼ M G;S ðP aðgÞÞ, and that both s and P aðsÞ are in IðgÞ. By Definition 2, M G;S ðP aðgÞÞ does not belong to IðgÞ. Thus, F 2 ðP aðgÞÞ is not equal to F 2 ðgÞ and P aðgÞ is not the parent of g under the mapping F 2 . Let a and b be the left and right children of g in G, respectively. Since M G;S ðaÞ S M G;S ðgÞ and M G;S ðbÞ S M G;S ðgÞ, g is not the parent of a and b under the mapping F 2 . Therefore, g is a trivial tree in HðF 2 ; P aðsÞÞ. t u
According to Lemma 3, we only need to compare the maximum height among the trees in HðF 2 ; P aðsÞÞ with the height of these trivial trees induced by all nodes in lead½s as follows: If ðP aðsÞÞ 1, then all nodes in lead½s are also the leading nodes of P aðsÞ. Therefore, tail½lead½P aðsÞ is changed by pointing to head½lead½s, and min lenðP aðsÞÞ is updated to the value of minfmin lenðP aðsÞÞ; min lenðsÞ À 1g. Otherwise, we use a linked list leadfree½s to collect those nodes whose mappings are changed from s to P aðsÞ but not the leading nodes in F À1 2 ðP aðsÞÞ. The procedure is repeated until all nodes in S are visited. Finally, we construct a new mapping F : S G2G V ðGÞ ! V ðSÞ in a way that for each node g 2 S G2G V ðGÞ, F ðgÞ ¼ s if g 2 lead½s or g 2 leadfree½s, and F ðgÞ ¼ F M ðgÞ otherwise. The construction is performed as follows: First, we traverse S in postorder and set F ðgÞ ¼ s for all nodes g in lead½s and leadfree½s. Next, all gene trees G 2 G are also traversed in postorder. For each node g 2 V ðGÞ, if flagðgÞ ¼ 0 then we set F ðgÞ ¼ F M ðgÞ since its mapping has never been changed. F is the final solution to the ME problem. Algorithm LINEARME for the ME problem is shown in Fig. 4 , and an example of executing Algorithm LINEARME is given in Fig. 5 .
Correctness and Complexity
Since Algorithm LINEARME is based on Algorithm ME [3] , the correctness of Algorithm LINEARME follows the proof shown in [3] . We conclude the correctness of Algorithm LINEARME in Theorem 5.
Theorem 5. Given a set of gene trees G and a species tree S, Algorithm LINEARME computes a valid mapping F : S G2G V ðGÞ ! V ðSÞ such that ÁðF Þ ¼ minfÁð b F Þ : b F is any valid mappingg.
The time complexity of Algorithm LINEARME is analyzed in Theorem 6, and we conclude that Algorithm LINEARME is a linear-time algorithm.
Theorem 6. Given a set of gene trees G ¼ fG 1 ; G 2 ; . . . ; G k g and a species tree S, the time complexity of Algorithm LINEARME is Oð P k i¼1 m i þ nÞ, where jLeðSÞj ¼ n and jLeðG i Þj ¼ m i for all 1 i k.
Proof. By Corollary 2 and Lemma 2, it takes Oð P k i¼1 m i þ nÞ time to compute the LCA mapping for all nodes in S G2G V ðGÞ, to find all leading nodes in F À1 M ðsÞ, and to compute the value of ÁðF M ; sÞ for all s 2 V ðSÞ. For all g 2 DupðG; SÞ, all intervals IðgÞ are computed in Oð P k i¼1 m i þ nÞ time [5] , [15] . The executions of lines 5-15 run in Oð P k i¼1 m i þ nÞ time. The for-loop in line 16 executes OðnÞ times of iterations and each iteration can be completed in Oð1Þ time. Constructing a new mapping F takes Oð P k i¼1 m i þ nÞ time. Therefore, Algorithm LINEARME solves the ME problem in Oð P k i¼1 m i þ nÞ time. t u
