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THE MINKOWSKI ?(x) FUNCTION, A CLASS OF SINGULAR
MEASURES, QUASI-MODULAR AND MEAN-MODULAR FORMS. I
GIEDRIUS ALKAUSKAS
Abstract. The Minkowski question mark function is a rich object which can be explored from
the perspective of dynamical systems, complex dynamics, metric number theory, multifractal
analysis, transfer operators, integral transforms, and as a function itself via analysis of continued
fractions and convergents. Our permanent target, however, was to get arithmetic interpretation
of the moments of ?(x) (which are relatives of periods of Maass wave forms) and to relate the
function ?(x) to certain modular objects. In this paper we establish this link, embedding ?(x)
not into the modular-world itself, but into a space of functions which are generalizations and
which we call mean-modular forms. For this purpose we construct a wide class of measures, and
also investigate modular forms for congruence subgroups which additionally satisfy the three
term functional equation. From this perspective, the modular forms for the whole modular
group as well as the Stieltjes transform of ?(x) (the dyadic period function) minus the Eisenstein
series of weight 2 fall under the same uniform definition. The main result is the construction
of the canonical isomorphism between the spaces of quasi-modular forms and mean-modular
forms. This gives unexpected Minkowski question mark function-related interpretation of quasi-
modular forms.
1. Introduction
The relation between continued fractions and modular functions is and old and deep subject;
see, for example, [8, 11, 13]. In this paper we provide yet another example of this relation of a
very different sort.
The Minkowski question mark function ?(x) : [0, 1] 7→ [0, 1] is defined by
?([0, a1, a2, a3, . . .]) = 2
∞∑
ℓ=1
(−1)ℓ+12−
∑ℓ
j=1 aj , aj ∈ N;
x = [0, a1, a2, a3, . . .] stands for a representation of x by a regular continued fraction. In view
of the current paper, note that the Minkowski question mark function can be defined also in
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terms of semi-regular continued fractions. These are given by
[[b1, b2, b3, . . .]] =
1
b1 −
1
b2 −
1
b3 − . . .
,
where integers bi ≥ 2. Each real irrational number x ∈ (0, 1) has a unique representation in
this form, and rationals x ∈ (0, 1) have two representations: one finite and one infinite which
ends in [[2, 2, 2, . . .]] = 1. It was proved in [4] that
?([[b1, b2, b3, . . .]]) =
∞∑
ℓ=1
2ℓ−
∑ℓ
j=1 bj .
The function ?(x) is continuous, strictly increasing, and singular. For x ∈ [0, 1], it satisfies
functional equations
?(x) =
{
1−?(1− x),
2?
(
x
x+1
)
.
These equations are responsible for the rich arithmetic nature of ?(x) and its relations (at least
analogies) to the objects in the modular-world [1, 2]: for example, if we define
G(z) =
1∫
0
x
1− xz d?(x),
then G(z) = o(1) if z →∞ and the distance to R+ remains bounded away from 0, and
1
z
+
1
z2
G
(1
z
)
+ 2G(z + 1) = G(z), z ∈ C \ [1,∞).
In this paper we exhibit explicitly the connection of ?(x) to the modular world. The factor
“2” in the above formula - an intrinsic constant which comes from the dyadic nature of ?(x) -
was always an obstacle which prevented an application of many techniques (Hecke operators,
modularity, Fourier series) to the theory of ?(x). Now it appears that there exists a natural
way to integrate ?(x) into the modular world, and this factor “2” is no longer an obstacle but
rather the reason why this integration is possible. For this purpose, first, we construct a wide
generalization of ?(x).
2. A class of functions
Here we present a new way to construct a wide class of continuous fractal functions which
encode the self-similarity via semi-regular continued fractions.
Proposition 1. Let q = {qℓ : 2 ≤ ℓ <∞} be the sequence of complex numbers such that
∞∑
ℓ=2
qℓ = 1,
∞∑
ℓ=2
|qℓ| < +∞, sup
ℓ
|qℓ| < 1.
Then there exists the function µ = µq : [0, 1] 7→ C with the following properties.
1) It is continuous, µ(0) = 0, µ(1) = 1.
3 G. Alkauskas
2) The function µ is of bounded variation. If all qℓ are real and non-negative, then µ is
non-decreasing; if all qℓ are strictly positive, then µ is strictly increasing.
3) The function µ has the following self-similarity property:
µ
( 1
ℓ− x
)
= qℓ · µ(x) +
∞∑
j=ℓ+1
qj, 2 ≤ ℓ <∞, x ∈ [0, 1].
4) if qℓ = 2
1−ℓ, ℓ ≥ 2, then µ(x) =?(x).
Proof. To construct such a function, we use iterations. As an initial state, set µ0(x) = x,
x ∈ [0, 1]. Then define µw+1 piecewise recurrently by
µw+1(x) = qℓ · µw
(
ℓ− 1
x
)
+
∞∑
j=ℓ+1
qj , x ∈
[1
ℓ
,
1
ℓ− 1
]
, w ≥ 0.
By induction we see that µw+1(0) = 0, µw+1(1) = 1, and that µw is continuous. Now, consider
the following series
µ0(x) +
∞∑
w=0
(
µw+1(x)− µw(x)
)
. (1)
Let supℓ |qℓ| = δ < 1, and sup[0,1] |µ1(x)− µ0(x)| = M . By the very construction,
µw+1(x)− µw(x) = qℓ ·
(
µw
(
ℓ− 1
x
)
− µw−1
(
ℓ− 1
x
))
, x ∈
[1
ℓ
,
1
ℓ− 1
]
, w ≥ 1.
So, for w ≥ 1,
sup
x∈[0,1]
|µw+1(x)− µw(x)| ≤ δ · sup
x∈[0,1]
|µw(x)− µw−1(x)|.
Thus, the series (1) is majorized by the series
∑
wMδ
w, and so the function
µ(x) = lim
w→∞
µw(x)
is continuous and satisfies all of the needed properties, as can be checked. 
We call this function µq the q−question mark function. For example, the Figures 1,2,3 shows
the graph of these in cases q = (2
3
, 1
3
, 0, 0, . . .), q = (4
7
, 2
7
, 1
7
, 0, 0, . . .), q = (4
7
, 4
7
,−1
7
, 0, 0, . . .).
As an aside, let us define
mq(s) =
1∫
0
exs dµq(x), pq(s) =
∞∑
ℓ=2
qℓe
−iℓs.
It is unknown whether mq(is) vanishes at infinity for s ∈ R in case of the Minkowski question
mark function - this is the Salem’s problem [5, 6]. Most likely, all mq(is) vanish at infinity.
It is out of the scope of the current paper, but we mention that the integral equation for the
Laplace-Stieltjes transform of ?(x), defined by [1]
m(s) =
1∫
0
exs d?(x), s ∈ C,
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is compatible with this much more general construction. So, the function mq(s) is entire, and
it satisfies the following integral equation
imq(is)pq(s) =
∞∫
0
m′
q
(it)J0(2
√
st) dt, s > 0;
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Figure 4. The Minkowski question mark function, x ∈ [0, 1]
the integral converges conditionally. On the other hand, the three term functional equation for
the Stieltjes transform of ?(x) is compatible only with a narrow one parameter subclass of such
q’s which we introduce now, since this is our main object.
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3. A special subclass
We will now focus on the important sequence q given by qℓ = (1 − κ)κℓ−2, ℓ ≥ 2, κ ∈ C,
|κ| < 1, |1− κ| < 1. Let therefore µq = µκ in this case. Let us define
G(κ, z) =
1∫
0
1
1
x
− z dµκ(x), z ∈ C \ [1,∞). (2)
Note that this implies
∂s
∂zs
G(κ, z) = s!
1∫
0
1
( 1
x
− z)s+1 dµκ(x).
Proposition 2. The function G(κ, z) satisfies the three term functional equation
G(κ, z + 1)− κG(κ, z) = (1− κ)
(1− z)2G
(
κ,
1
1− z
)
+
1− κ
1− z , z ∈ C \ [1,∞). (3)
In particular,
G(κ, 1)−G(κ, 0) = 1− κ
κ
.
Moreover, G(κ, z) = o(1) if z → ∞ remains bounded away from [1,∞). More precisely: for
z →∞ under the same condition, we have
G(κ, z) ∼ −1
z
+
α
z2
, where α = G(κ, 0)− 2− κ
1− κ ,
∂s
∂zs
G(κ, z) = O
(
z−(s+1)
)
.
Proof. First, we note the identity
1∫
0
f(x) dµκ(x) =
∞∑
ℓ=2
(1− κ)κℓ−2
1∫
0
f
( 1
ℓ− x
)
dµκ(x),
provided that all integrals are absolutely convergent. This follows from Proposition 1, the
Property 3. In the special case, for f(x) = ( 1
x
− z)−1, this reduces to
G(κ, z) =
1∫
0
1
1
x
− z dµκ(x) =
∞∑
ℓ=2
(1− κ)κℓ−2
1∫
0
1
ℓ− x− z dµκ(x).
Thus,
G(κ, z + 1)− κG(κ, z) = (1− κ)
1∫
0
1
1− x− z dµκ(x).
Now, let us use the identity
1
1− x− z =
1
(1− z)2 ·
1
1
x
− 1
1−z
+
1
1− z .
This gives the functional equation (3). The regularity property is immediate. 
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Using the same method as in [3] we see that
G(κ, z + 1) = (1− κ)
∑
a,b,c,d≥0,
ad−bc=1
κ
ı(a+c
b+d
)(1− κ)(a+cb+d )[
(a+ c)z − (b+ d)](cz − d) ; (4)
here ı and  stand for the number of maps T and R (see the next section), respectively, needed
to obtain the rational number a+c
b+d
from the root 1
1
in the Calkin-Wilf tree [9]. So, G(κ, z) is
holomorphic in both variables.
Let D = {κ ∈ C : |κ| < 1, |1−κ| ≤ 1}. This is the definition domain of the function G(κ, z)
in variable κ. If κ ∈ D and κ → 0+, then the function µκ tends pointwise to the function
which is 0 in [0, 1) and 1 at x = 1. Thus,
lim
κ→0+
G(κ, z) = G(0, z) =
1
1− z .
This satisfies the functional equation (3) in case κ = 0. On the other hand, if κ → 1−, then
the function µκ tends pointwise to the function which is 0 at x = 0 and 1 in the interval (0, 1].
Thus, we also get
lim
κ→1−
G(κ, z) = G(1, z) ≡ 0.
4. Mean-modular forms
Let h be the upper half plane, and let G2(z) stands for the holomorphic quasi-modular
Eisenstein series of weight 2 [15]:
G2(z) =
π2
3
− 8π2
∞∑
n=1
σ1(n)e
2πinz.
We will also use the standard normalization
E2(z) =
3
π2
G2(z) = 1− 24e2πiz − 72e4πiz − · · · .
Also, let E4 and E6, as usual, be normalized Eisenstein series of weights 4 and 6. We know
that for z ∈ h,
G2(z + 1) = G2(z), G2(−1/z) = z2G2(z)− 2πiz.
There exist several extensions of the space Mk of modular forms of weight k. One of the exten-
sions is the space of the so called quasi-modular forms, which are weight k elements of the ring
C[E2, E4, E6]. Now we describe another ?(x)-related class of extension of Mk, and will later
prove that these two extensions are isomorphic! This gives unexpected view on quasi-modular
forms, where ?(x) essentially enters the picture.
We will need the following differential identities of Ramanujan [7]:
1
2πi
E ′2 =
E22 − E4
12
,
1
2πi
E ′4 =
E2E4 − E6
3
,
1
2πi
E ′6 =
E2E6 −E24
2
. (5)
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A direct calculation shows that i
2π
G2(z) satisfies the functional equation (3) for z ∈ h. Let,
as before, the number κ belong to D. If G(κ, z) is the function from the previous subsection,
then, if we set
Q(κ, z) = − 6
πi
(
G(κ, z + 1)− i
2π
G2(z)
)
= − 6
πi
G(κ, z + 1) + E2(z),
we see that this function is uniformly bounded for ℑ(z) > ǫ > 0, |κ| < 1 − ǫ, |1− κ| ≤ 1, and
for z ∈ h, κ ∈ D, it satisfies the functional equation
f(κ, z) = κf(κ, z − 1) + 1− κ
(1− z)k f
(
κ,
z
1− z
)
(6)
for k = 2. The function Q is fundamental function which plays the same role among mean-
modular forms (see below) as E2 plays in the theory of quasi-modular forms.
Let U, S, I, T, R be the standard 2× 2 matrixes:
U =
(
0 1
−1 1
)
, S =
(
0 1
−1 0
)
, I =
(
1 0
0 1
)
, T =
(
1 1
0 1
)
, R =
(
1 0
1 1
)
.
The matrices U, S satisfy U3 = S2 = I, and freely generate the modular group, while T = U2S,
R = US (all relations are considered modulo ±I). Our main interest is the equation (6) in case
κ = 1
2
, k = 2, since this, as we have seen, is directly related to the Minkowski question mark
function. Nevertheless, suppose f(κ, z) satisfies (6), and let us consider this identity as the one
for the function of two complex variables κ and z. At the one end of the real interval κ ∈ [0, 1]
(of course, 1 /∈ D, but suppose we are allowed to plug it), the function f(κ, z) is T -periodic:
f(1, z) = f(1, z)|T n, n ∈ Z.
The R-periodicity holds at the other end:
f(0, z) = f(0, z)|Rn, n ∈ Z.
The two matrices T and R generate the whole modular group, and R and T are primitive
elements there (i.e. not powers of other matrices) of infinite order. For example,
Q(1, z) = E2(z), Q(0, z) =
6
πiz
+ E2(z),
which are, respectively, T - and R-periodic. So, generally, the function f(κ, z) cannot be called
a modular form, but it rather as if interpolates a modular form, and we think that the name
mean-modular form (that is, a modular form on average), is apt.
Consider holomorphic functions ℓ(κ), defined for κ ∈ int(D) (interior). The set of these
functions is then a ring, which we denote by F (thus, zeros of such functions can accumulate
only at the boundary).
Definition 1. Let k ∈ 2N. The function f(κ, z) is called a weight k mean-modular form, or
MMF, if
i) it is bivariate holomorphic function and satisfies the functional equation (6) for z ∈ h,
κ ∈ D;
ii) for every ǫ > 0 there exist a constant C(ǫ) such that |f(κ, z)| < C(ǫ) for ℑ(z) > ǫ,
|κ| < 1− ǫ, |1− κ| ≤ 1.
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We denote the F−module of mean-modular forms of weight k by Mmfk.
In fact, there are many functions, constant in variable κ, which satisfy the functional equa-
tion but fail the regularity condition. For example, when k = 2 such functions are j′(z)P (j(z)),
where j(z) is the j-invariant, and P is any polynomial.
5. Mean-modular sections
Definition 2. We call a function T (z) a mean-modular section, or MMS, of weight k, if there
exists a mean-modular form f(κ, z) of weight k such that
T (z) = f
(1
2
, z
)
.
Denote the C−linear space of MMS of weight k by Mmsk. So, dimC(Mmsk) = dimF (Mmfk).
The main motivation of this paper is thus the following facts:
♦ if T (z) is a modular form for PSL2(Z), then T (z) is a MMS of the same weight.
♦ “Sporadic” solutions of the three term functional equation (6) (for a specific κ), which
are also in Mk(Γ(N)), do not qualify MMS (see Section 8).
♦ Most importantly,
1∫
0
x
1− x(z + 1) d?(x)−
i
2π
G2(z).
is a MMS of weight 2.
Our first main result of this paper shows that the space Mmsk possess the same property which
implies “the unreasonable effectiveness of modular forms”, acccording to Don Zagier. Let M˜k
be the space of quasi-modular forms of weight k.
Theorem 1. The linear space Mmsk is finite dimensional, and there exists the canonical iso-
morphism
ψ : Mmsk 7→ M˜k,
which is given by
ψ(T (z)) = ψ
(
f
(1
2
, z
))
= f(1, z),
where f is a mean-modular form giving rise to a mean modular section T (z).
Thus, for example, ψ(Q) = E2.
6. Homomorphisms of MMF
6.1. Serre’s derivative. Similarly as in ([7], Section 5.1), we prove the following
Proposition 3. If f is a MMF of weight k, then
ϑk(f) =
1
2πi
∂
∂z
f(κ, z)− k
12
· E2(z) · f(κ, z)
is a MMF of weight k + 2.
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If we apply the operator ϑk to weight k MMF and it is unambiguous, we may drop the
subscript k.
Proof. Let, for simplicity, f ′ = ∂
∂z
f , and we ommit the first variable κ. Then, if f is a MMF,
then
f ′(z)− κf ′(z − 1)− 1− κ
(1− z)k+2 f
′
( z
1− z
)
=
(1− κ)k
(1− z)k+1 f
( z
1− z
)
. (7)
Further, let u(z) = f(z)E2(z). Then, according to the properties of G2(z), we have:
u(z) = f(z)E2(z),
κu(z − 1) = κf(z − 1)E2(z),
1− κ
(1− z)k+2u
( z
1− z
)
=
1− κ
(1− z)k f
( z
1− z
)
E2(z) +
6i(1− κ)
π(1− z)k+1 f
( z
1− z
)
.
Thus,
u(z)− κu(z − 1)− 1− κ
(1− z)k+2u
( z
1− z
)
= − (1− κ)6i
π(1− z)k+1f
( z
1− z
)
. (8)
Comparing (7) and (8), we get the needed property that 1
2πi
f ′ − k
12
E2f is a MMF. The second
assertion of the proposition is obvious. 
We can see indeed that the operator ϑ is indeed a “derivation”. Let f be weight k mean
modular form, and g be weight ℓ modular form. Then fg is weight k + ℓ MMF, and
ϑk+ℓ(fg) =
1
2πi
(f ′g + fg′)− k + ℓ
12
E2fg = ϑk(f)g + fϑℓ(g); (9)
So, ϑ satisifes the Leibniz rule.
7. Isomorphism between mean-modular forms and quasi-modular forms
Let, as before, Mk and M˜k stand for the C−linear space of weight k modular and quasi-
modular forms, respectively. We will define another linear operator from the space of MMF of
weight k to scalar extension of M˜k.
Definition 3. Let us define
MFk = Mk ⊗C F , M˜Fk = M˜k ⊗C F .
So, these two are F− modules of weight k modular and quasi-modular forms, respectively,
only the “constants” are changed from the field C to the ring F . So,
MFk ⊂ Mmfk.
Now, define the linear map
E : Mmfk 7→ M˜Fk
as follows. If f(κ, z) is a MMF, then put
Ef(κ, z) = lim
n∈Z,n→∞
f(κ, z + n).
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Thus, if f ∈MFk , then Ef = f . Note that it really does not matter that we work over F - our
chief interest is the space Mmsk and so the special case κ =
1
2
, and this will reduce the ring of
constants back to C. For example, based on Proposition 2, we have
EQ = E2;
Eϑ(Q) = − 1
12
E22 −
1
12
E4;
Eϑ2(Q) =
1
72
E32 +
1
72
E2E4 +
1
36
E6.
Let us define
Mmf = ⊕
k∈2N0
Mmfk.
Our basic result of this paper, which also implies Theorem 1, reads as follows.
Theorem 2. The following holds.
i) The map E is an isomorphism of F−modules. This provides the product structure
inside MMF by the following construction. If f ∈ Mmfk, g ∈ Mmfℓ, then we define
f ⋆ g ∈ Mmfk+ℓ by
f ⋆ g = E−1
(
E(f) · E(g)).
The product “ ⋆ ” turns Mmf into the graded algebra. If g ∈MFk , then
f ⋆ g = f · g.
ii) The map E commutes with the derivation ϑ. That is, let f ∈ Mmfk. Then
Eϑ(f) = ϑ(Ef),
where the second ϑ is the map M˜Fk 7→ M˜Fk+2.
iii) The map ϑ and the product ⋆ are compatable with the Leibniz rule; that is, if f ∈ Mmfk,
g ∈ Mmfℓ, then
ϑ(f ⋆ g) = ϑ(f) ⋆ g + f ⋆ ϑ(g).
Proof. The part ii) is proved by a direct check. We have already verified iii) in case g ∈ MFk .
Let f ∈ Mmfk, g ∈ Mmfℓ. Then we have:
ϑ(f ⋆ g)
i)
= ϑ
(
E−1
(
Ef · Eg)) ii)=E−1(ϑ(Ef · Eg))
(9)
= E−1
(
ϑ(Ef) · Eg + Ef · ϑ(Eg)
)
ii)
= E−1
(
Eϑ(f) · Eg
)
+ E−1
(
Ef · ϑ(Eg)
)
i)
= ϑ(f) ⋆ g + f ⋆ ϑ(g).
This proves iii). 
As a warming up, suppose that we have already proven that
Eϑs(g) = qsE
s+1
2 + {terms involving E2 and at least one of E4, E6 of total weight 2s+ 2}.
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Then from (5) and the definition of ϑ we derive that
q0 = 1, qs+1 = −s + 1
12
qs =⇒ qs 6= 0. (10)
The E operation will help us to rule out linear dependence among the set of MMF of weight k,
which we will now construct. The crucial ingrediant is a well-known and important fact which
claims that the Eisenstein series E2, E4 and E6 are algebraically independent [7].
7.1. Building MMF. So, we will now list the elements of Mmfk whch we already know. For
simplicity, we ommit the first variable κ.
Weight 2, dimF (Mmf2) = 1: Q.
Weight 4, dim = 2: ϑ(Q), E4. These are linearly independent, since the first MMF is non-
periodic, while the second is.
Weight 6, dim = 3: ϑ2(Q), E4Q, E6. These three MMF are also linearly independent. Indeed
suppose the contrary,
aϑ2(Q) + bE4Q+ cE6 = 0.
Substitute z 7→ z+n and take now the limit n→∞. Thus, in fact we are applying the
E operator:
aEϑ2(Q) + bE4EQ+ cE6 = 0. (11)
This is the combination of the products of E2, E4 and E6. The coefficient at E
3
2 is aq2,
so the algebraic independence of E2, E4 and E6 implies that a = 0. Then the coefficient
at E2E4 of the remaining terms in (11) is bq0, and this again yields b = 0. We therefore
find that a = b = c = 0. Essentially the same method works to show that for every
weight, the below constructed MMF are linearly independent. We can also calculate
EQ · Eϑ(Q) = − 1
12
E32 −
1
12
E2E4 = −6Eϑ2(Q) + 1
6
EE6.
So,
Q ⋆ ϑ(Q) = −6ϑ2(Q) + 1
6
E6.
Weight 8, dim = 4: ϑ3(Q), E4ϑ(Q), E6Q, E8. Note that, for example, ϑ(E4Q) does not give
anything new, since using the properties (5) and (9), we have:
ϑ(E4Q) = ϑ(E4)Q+ E4ϑ(Q) = −1
3
E6Q+ E4ϑ(Q).
Weight 10, dim = 5: ϑ4(Q), E4ϑ
2(Q), E6ϑ(Q), E8Q, E10.
Weight 12, dim = 7: ϑ5(Q), E4ϑ
3(Q), E6ϑ
2(Q), E8ϑ(Q), E10Q, E12, ∆.
Weight 14, dim = 8: ϑ6(Q), E4ϑ
4(Q), E6ϑ
3(Q), E8ϑ
2(Q), E10ϑ(Q), E12Q, ∆Q, E14.
Weight 16, dim = 10: ϑ7(Q), E4ϑ
5(Q), E6ϑ
4(Q), E8ϑ
3(Q), E10ϑ
2(Q), E12ϑ(Q), ∆ϑ(Q), E14Q,
E16, ∆E4. These 10 MMF are linearly independent, which is proven by the same
method. Indeed, we take the “E” operator of the linear dependeancy of the above 10
MMF. That all coefficients vanish, we prove by inspecting first the coeffcient at E82 ,
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then at E4E
6
2 , and so on. In fact, there are already two terms which contain E
2
2 ; these
are E12Eϑ(Q), ∆Eϑ(Q). But E12 and ∆ are linearly independent.
So, we see that, for even k ≥ 2,
dimF (Mmfk) =
k/2∑
ℓ=0
dimC(Mk−2ℓ) + 1.
8. Modular solutions
We will now show that the requirement that a mean-modular form is holomorphic in variable
κ is essential and strong, since there exists too many functions which satisfy (6) for certain
particular fixed κ. Moreover, such functions can even be modular forms for congruence sub-
groups. Consequently, such “sporadic” solutions do not qualify as MMF.
Let N ∈ N, k ∈ 2N. Consider the space of modular forms Mk(Γ(N)). Let u(z) =
(u1(z), u2(z), . . . , uℓ(z)) be the basis of this space. We know that for any u(z) ∈ Mk(Γ(N)),
both u(z − 1) and (1 − z)−ku(z/(1 − z)) belong to Mk(Γ(N)). This simply follows from the
fact that Γ(N) is a normal subgroup of Γ(1). So there exists two matrices A and B such that
u(z − 1)T = Au(z)T , (1− z)−ku(z/(1 − z))T = Bu(z)T .
We want a function
ℓ∑
i=1
aiui(z), ai ∈ C,
to satisfy (6). There exists a non-zero vector (a1, . . . , aℓ) if and only if the determinant of the
matrix I − κA− (1− κ)B vanishes:
PN,k(κ) := det
(
I − B + κ(B −A)) = 0.
So, each pair N ≥ 2, k ∈ 2N, generates the polynomial PN,k(κ), and each root of this poly-
nomial produces the element of Mk(Γ(N)) that also satisfies (6). For example, let N = 2,
k = 2. The space M2(Γ(2)) is 2−dimensional and is spanned by ϑ4(0, 1/2; z) and ϑ4(1/2, 0; z),
the Jacobi’s theta functions (see further). The polynomial P2,2(κ) = 3κ(1 − κ). So, in this
case only κ = 0 belongs to D. Anyway, using approach via theta constants, we have calculated
many possible κ, and there are plenty of whose which belong to D; for example, κ = 1
2
+ 1
2
i is
one of them. The approach via theta consists consists of the following.
Let us define, for a, b ∈ R, k ∈ N (no relation to the weight!), z ∈ h, the theta-constants
[10, 14]
ϑ(a, b; z)k =
∑
n∈Z
ekπi[(a+n)
2z+2b(a+n)] = ϑ(a, kb; kz)1;
ϑ(a, b; z)′k = 2kπi
∑
n∈Z
(a + n)ekπi[(a+n)
2z+2b(a+n)] = kϑ(a, kb; kz)′1.
(No relation to the “ϑ” map!) The next identities are checked directly; they are either imme-
diate, or follow from the Poisson summation formula.
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Proposition 4. The functions ϑ(a, b; z)k and ϑ(a, b; z)
′
k for rational a, b are modular forms of
weights 1/2 and 3/2, respectively. Further, we have
1-1’) ϑ(a + 1, b; z)k = ϑ(a, b; z)k;
2-2’) ϑ(a, b+ 1
k
; z)k = e
2πiaϑ(a, b; z)k;
3-3’) ϑ(a, b; z + 1)k = e
−kπi(a2+a)ϑ(a, b+ a+ 1
2
; z)k;
4) ϑ(−a,−b; z)k = ϑ(a, b; z)k;
4’) ϑ(−a,−b; z)′k = −ϑ(a, b; z)′k;
5) ϑ(a, b;−1
z
)k = k
−1/2(−iz)1/2e2kπiab
k−1∑
s=0
ϑ(b + s
k
,−a; z)k.
5’) ϑ(a, b;−1
z
)′k = k
−1/2i(−iz)3/2e2kπiab
k−1∑
s=0
ϑ(b+ s
k
,−a; z)′k.
1-1’, 2-2’ and 3-3’ mean that the same transformation rules hold for ϑ(a, b; z)k and ϑ(a, b; z)
′
k.
So, we start from any product of these theta constants, that include only rational parameters
a, b, and which amount to the total weight of, say, 2. This function satisfies transformation
properties under z 7→ z+1, z 7→ −z−1. It belongs to the finite orbit, and thus this also reduces
to the condition for the determinant. For example, let us consider the simplest case of weight
2 and when these products are in fact 4th powers of theta constants.
8.1. Theta functions ϑ4(a, b; z)1 for 4a, 4b ∈ Z. There are three orbits in this case. First,
the orbit-singleton (1
2
, 1
2
), which produce a zero theta constant. Further, the 3-element orbit
(0, 0), (1
2
, 0), (0, 1
2
), which was already investigated; these three functions are related via the
Jacobi identity:
ϑ4(0, 0; z) = ϑ4(1/2, 0; z) + ϑ4(0, 1/2; z).
The third orbit consists of 6 elements (0, 1
4
), (1
4
, 0), (1
4
, 1
4
), (3
4
, 1
4
), (1
4
, 1
2
), and (1
2
, 1
4
). Therefore,
u(z)T =


ϑ4(0, 1/4; z)
ϑ4(1/4, 0; z)
ϑ4(1/4, 1/4; z)
ϑ4(3/4, 1/4; z)
ϑ4(1/4, 1/2; z)
ϑ4(1/2, 1/4; z)

 ,
and the space generated by all six components is invariant under the action of T and S.
8.2. Theta functions ϑ4(a, b; z)1 for (6a, 6b) ∈ Z2, (2a, 2b) /∈ Z2. In this case the theta
functions split into three orbits: Q1, consisting of 4 functions with rational pairs (a, b) = (
1
6
, 1
6
),
(5
6
, 1
6
), (1
6
, 1
2
), (1
2
, 1
6
); Q2, consisting of 4 rational pairs (
1
3
, 1
3
), (1
3
, 1
2
), (1
2
, 1
3
), (2
3
, 1
3
), and Q3,
consisting of 8 pairs (0, 1
6
), (0, 1
3
), (1
6
, 0), (1
6
, 1
3
), (1
3
, 0), (1
3
, 1
6
), (2
3
, 1
6
), (5
6
, 1
3
). For example,
u(z)T =


ϑ4(1/6, 1/6; z)
ϑ4(5/6, 1/6; z)
ϑ4(1/6, 1/2; z)
ϑ4(1/2, 1/6; z)

 ,
and the space generated by all four components is invariant under the action of T and S; this
is the subspace of M2(Γ2(18)). In fact, we can use not only the fourth powers but products
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of different theta constants, this produces the plethora of solutions to (6) with many different
algebraic κ.
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