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Abstract
The explosive usage of rich multimedia content in wireless devices has overloaded the
communication networks. Moreover, the fifth generation (5G) of wireless communications
involves new requirements in the radio access network (RAN) which require higher net-
work capacities and new capabilities such as ultra-reliable and low-latency communication
(URLLC), vehicular communications or augmented reality. All this has encouraged a re-
markable spectrum crisis in the RF bands. A need for searching alternative techniques
with more spectral efficiency to accommodate the needs of future emerging wireless com-
munications is emerging. In this context, massive MIMO (m-MIMO) systems have been
proposed as a promising solution for providing a substantial increase in the network ca-
pacity, becoming one of the key enabling technologies for 5G and beyond. m-MIMO
provides high spectral- and energy-efficiency thanks to the deployment of a large number
of antennas at the BS. However, we have to take into account that the current commu-
nication technologies are based on coherent transmission techniques so far, which require
the transmission of a huge amount of signaling. This drawback is escalating with the
excessive available number of antennas in m-MIMO. Therefore, the differential encoding
and non coherent (NC) detection are an alternative solution to circumvent the draw-
backs of m-MIMO in coherent systems. This Ph.D. Thesis is focused on signal processing
techniques for NC detection in conjunction with m-MIMO, proposing new constellation
designs and NC detection algorithms, where the information is transmitted in the signal
differential phase.
First, we design new constellation schemes for an uplink multiuser NC m-MIMO sys-
tem in Rayleigh fading channels. These designs allow us to separate the users’ signals
at the receiver thanks to a one-to-one correspondence between the constellation for each
user and the received joint constellation. Two approaches are considered in terms of BER:
each user achieves a different performance and, on the other hand, the same performance
is provided for all users. We analyze the number of antennas needed for those designs
and compare to the required number by other designs in the literature. It is shown that
our designs based on DPSK require a lower number of antennas than that required by
their counterpart schemes based on energy. In addition, we compare the performance to
their coherent counterpart systems, resulting NC-m-MIMO based on DPSK capable of
outperforming the coherent systems with the suitable designs.
Second, in order to reduce the number of antennas required for a target performance
we propose a multi-user bit interleaved coded modulation - iterative decoding (BICM-ID)
xscheme as channel coding for a NC-m-MIMO system based on DPSK. We propose a novel
NC approach for calculating EXIT curves based on the number of antennas. Then using
the EXIT chart we find the best channel coding scheme for our NC-m-MIMO proposal.
We show that the number of users served by the BS can be increased with a 70% reduction
in the number of antennas with respect to the case without channel coding. In particular,
we show that with 100 antennas for error protection equal design for all users and a coding
rate of 1/2 we achieve the minimum probability of error.
Third, we consider that current scenarios such as backhaul wireless systems, rural
or suburban environments, and even new device-to-device (D2D) communications or the
communications in higher frequencies (millimeter and the emerging ones in terahertz fre-
quencies) can have a predominant line-of-sight (LOS) component, modeled by Rician
fading. For all these new possible scenarios in 5G, we analyze the behavior of the NC
m-MIMO systems when we have a Rician fading. We present a new constellation design
to overcome the problem of the LOS channel component, as well as an associated detec-
tion algorithm to separate each user in reception taking into account the characterization
of the constellation. In addition, for contemplating a more realistic scenario, we propose
grouping users which experience a Rayleigh fading with those with Rician fading, ana-
lyzing the SINR and the performance of such combination in a multi-user NC m-MIMO
system based on M-DPSK. The adequate user grouping allows unifying the constellation
for both groups of users and the detection algorithm, reducing the complexity of the
receiver. Also, the number of users that may be multiplexed may be further increased
thanks to the improved performance.
In the fourth part of this Thesis, we analyse the performance of multi-user NC m-
MIMO based on DPSK in real environments and practical channels defined for the current
standards such as LTE, the future technologies such as 5G and even for communications
in the terahertz band. For this purpose, we use a metric to model the time-varying char-
acteristics of the practical channels. We employ again the EXIT charts tool for analyzing
and designing iteratively decoded systems. This analysis allows us to obtain an estimate
of the degradation of the system’s performance imposed by realistic channels. Hence, we
show that our proposed system is robust to temporal variations, thus it is more recom-
mendable the employment of NC-m-MIMO-DPSK in the future communication standards
such as 5G. In order to reduce the number of hardware resources required in terms of RF
chains, facilitating its implementation in a real system, we propose incorporating differ-
ential spatial modulation (DSM). We present and analyze a novel multiuser scheme for
NC-m-MIMO combined with DSM with which we can see that the number of anten-
nas is not affected by the incorporation of DSM, even we have an improvement on the
performance with respect to the coherent case.
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Finally, we study the viability of multiplexing users by constellation schemes against
classical multiplexing techniques such as time division multiple access (TDMA). In order
to fully characterize the system performance we analyze the block error rate (BLER)
and the throughput of a NC-m-MIMO system. The results show a significant advantage
regarding the number of antennas for multiplexing in the constellation against TDMA.
However, in some cases, the demodulation of multiple users in constellation could require
an excessively large number of antennas compared to TDMA. Therefore, it is necessary to
properly manage the tradeoff between throughout and the number of antennas, to reach
an optimal operational point, as shown in this Thesis.
xii
Resumen
El inmenso uso de contenido multimedia en los dispositivos inala´mbricos ha sobre-
cargado las redes de comunicaciones. Adema´s, la quinta generacio´n (5G) de sistemas de
comunicaciones demanda nuevos requisitos para la red de acceso radio, la cual requiere
ofrecer capacidades de red mayores y nuevas funcionalidades como comunicaciones ul-
tra fiables y con muy poca letancia (URLLC), comunicaciones vehiculares o aplicaciones
como la realidad aumentada. Todo esto ha propiciado una crisis notable en el espectro
electromagne´tico, lo que ha llevado a una necesidad por buscar te´cnicas alternativas con
ma´s eficiencia espectral para acomodar todos los requisitos de las tecnolog´ıas de comu-
nicaciones emergentes y futuras. En este contexto, los sistemas multi antena masivos,
conocidos como massive MIMO, m-MIMO, han sido propuestos como una solucio´n prom-
etedora que proporciona un incremento substancial de la capacidad de red, convirtie´ndose
en una de las tecnolog´ıas claves para el 5G. Los sistemas m-MIMO elevan enormemente el
nu´mero de antenas en la estacio´n base, lo que les permite ofrecer alta eficiencia espectral
y energe´tica. No obstante, tenemos que tener en cuenta que las actuales tecnolog´ıas de co-
municaciones emplean te´cnicas coherentes, las cuales requieren de informacio´n del estado
del canal y por ello la transmisio´n de una enorme cantidad de informacio´n de sen˜alizacio´n.
Este inconveniente se ve agravado en el caso del m-MIMO debido al enorme nu´mero de
antennas. Por ello, la codificacio´n diferencial y la deteccio´n no coherente (NC) son una
solucio´n alternativa para solventar el problema de m-MIMO en los sistemas coherentes.
Esta Tesis se centra en las te´cnicas de procesado de sen˜al para deteccio´n NC junto con
m-MIMO, proponiendo nuevos esquemas de constelacio´n y algoritmos de deteccio´n NC,
donde la informacio´n sea transmitida en la diferencia de fase de la sen˜al.
Primero, disen˜amos nuevas constelaciones para un sistema multi usuario NC en m-
MIMO en enlace ascendente (uplink) en canales con desvanecimiento tipo Rayleigh. Estos
disen˜os nos permiten separar las sen˜ales de los usuarios en el receptor gracias a la cor-
respondencia un´ıvoca entre la constelacio´n de cada usuario individual y la constelacio´n
conjunta recibida en la estacio´n base. Hemos considerado dos enfoques para el disen˜o en
te´rminos de probabilidad de error: cada usuario consigue un rendimiento distinto, mien-
tras que por otro lado, todos los usuarios son capaces de recibir las mismas prestaciones
de probabilidad de error. Analizamos el nu´mero de antenas necesario para estos disen˜os y
comparamos con el nu´mero requerido por otros disen˜os propuestos en la literatura. Nue-
stro disen˜o basado en DPSK requiere un nu´mero menor de antenas comparado con los
sistemas basados en deteccio´n de energ´ıa. Tambie´n comparamos con su homo´logo coher-
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ente, resultando que NC-m-MIMO basado en DPSK es capaz de superar a los sistemas
coherentes con los disen˜os adecuados.
En segundo lugar, para reducir el nu´mero de antenas requerido para un rendimiento
dado, proponemos incluir un esquema de codificacio´n de canal. Hemos optado por un
esquema de modulacio´n codificado por bit entrelazado y decodificacio´n iterativa (BICM-
ID). Hemos empleado la herramienta EXIT chart para el disen˜o de la codificacio´n de canal,
proponiendo un nuevo enfoque para calcular las curvas EXIT de forma NC y basadas en
el nu´mero de antennas. Los resultados muestran que el nu´mero de usuarios servidos por
la estacio´n base puede ser incrementado reduciendo un 70% el nu´mero de antenas con
respecto al caso sin codificacio´n de canal. En particular, para un array de 100 antenas
y un disen˜o que ofrezca iguales prestaciones a todos los usuarios, con un co´digo de tasa
1/2, podemos conseguir la mı´nima probabilidad de error.
En tercer lugar, consideramos escenarios donde el canal tenga una componente pre-
dominante de visio´n directa (LOS) con la estacio´n base modelada mediante un desvanec-
imiento tipo Rician. Por ejemplo, sistemas inala´mbricos de backhaul, entornos rurales
o sub urbanos, comunicaciones entre dispositivos (D2D), tambie´n cuando nos movemos
hacia frecuencias superiores como son en la banda de milime´tricas o ma´s recientemente,
la banda de terahercios para buscar mayores anchos de banda. Todos estos escenarios
esta´n contemplados en el futuro 5G. Los disen˜os presentados para canales Rayleigh ya no
son va´lidos debido a la componente LOS del canal, por ello presentamos un nuevo disen˜o
de constelacio´n que resuelve el problema de la componente LOS, as´ı como una gu´ıa para
disen˜ar nuevas constelaciones. Tambie´n proponemos un algoritmo asociado al disen˜o de
la constelacio´n para poder separar a los usuarios en recepcio´n. Adema´s, para contemplar
un escenario ma´s realista donde podamos encontrar tanto desvanecimiento Rayleigh como
Rice, proponemos agrupar usuarios de ambos grupos, analizando su rendimiento y relacio´n
sen˜al a interferencia en la combinacio´n. El adecuado agrupamiento permite unificar el
disen˜o de la constelacio´n para ambos desvanecimientos y por tanto reducir la complejidad
en el receptor. Tambie´n, el nu´mero de usuarios multiplicados en la constelacio´n podr´ıa
ser incrementado, gracias a la mejora en el rendimiento.
El cuarto mo´dulo de esta tesis es dedicado a analizar el rendimiento de los disen˜os
propuestos en presencia de canales reales, donde disponemos de variabilidad temporal y en
frecuencia. Proponemos usar una me´trica que modela las caracter´ısticas de la variabilidad
temporal y, usando de nuevo la herramienta EXIT, analizamos los sistemas decodificados
iterativamente considerando ahora los para´metros pra´cticos del canal. Este ana´lisis nos
permite obtener una estimacio´n de la degradacio´n que sufre el rendimiento del sistema
impuesto por canales reales. Los resultados muestran que los sistemas NC-m-MIMO basa-
dos en DPSK son muy robustos a la variabilidad temporal por lo que son recomendables
para los nuevos escenarios propuestos por el 5G, donde el canal cambia ra´pidamente.
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Otra consideracio´n para introducir los sistemas NC con m-MIMO es la problema´tica
de necesitar muchas cadenas de radio frecuencia que llevar´ıan a taman˜os de dispositivos
enormes. Para reducir este nu´mero se propone la modulacio´n espacial. En esta Tesis,
estudiamos su uso con los sistemas NC, proponiendo una solucio´n de modulacio´n espacial
diferencial para esquemas con multiples usuarios combinado con NC-m-MIMO.
Finalmente, estudiamos la viabilidad de multiplexar usuarios en la constelacio´n frente
a usar te´cnicas cla´sicas de multiplexacio´n como TDMA. Para caracterizar completamente
el rendimiento del sistema, analizamos la tasa de error de bloque (BLER) y el throughput
de un sistema NC-m-MIMO. Los resultados muestran una ventaja significativa en cuanto
al nu´mero de antenas para multiplexar usuarios en la constelacio´n frente al requerido
por TDMA. No obstante, en algunos casos, la demodulacio´n de mu´ltiples usuarios en
la constelacio´n podr´ıa requerir un nu´mero de antennas excesivamente grande comparado
con la multiplexacio´n en el tiempo. Por ello, es necesario gestionar adecuadamente un
balance entre el throughput y el nu´mero de antenas para alcanzar un punto operacional
o´ptimo, como se muestra en esta Tesis.
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Chapter 1
Introduction
1.1 Non Coherent techniques for communication sys-
tems
Wireless and cellular technologies are based on coherent transmission techniques so far,
from the first generation 1G till the fourth one, 4G [1–5]. These coherent communication
systems require the transmission of a huge amount of signaling or reference information,
also known as pilot signals, to estimate the communication channel in the demodulation
procedure. Another disadvantage of the coherent communications is the detection of the
information when the channel changes rapidly such as in fast-fading scenarios. Moreover,
multiple antennas are incorporated in the 4G systems in both handsets and base station
(BS), known as multiple-input multiple output (MIMO) systems. For the future wireless
technologies such as the fifth generation, 5G and beyond, the number of antennas is
expected to continue rising towards higher numbers at the BS, so-called massive MIMO
(m-MIMO) systems, even far beyond those used in the current operational standards such
as Long Term Evolution (LTE) [5]. In these systems, the estimation of the channel state
information (CSI) is worsened since a large number of channels have to be estimated.
The CSI may be obtained using the pilot signals mentioned, transmitted from each user
to the BS, assuming reciprocity in the radio link when employing time division duplex
(TDD). Due to the fact that the pilot signals used in the adjacent cells are not completely
orthogonal, the performance of the m-MIMO systems is degraded by the widely-recognized
pilot contamination [6]. In addition, it is frequently assumed that the transmitter and/or
receiver have knowledge of the exact channel impairments. However, this is an impractical
assumption as well as obtaining the channel information is undesirable, particularly for
m-MIMO.
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The differential encoding (DE) and non coherent (NC) detection are an alternative
solution to circumvent the two drawbacks of m-MIMO: the difficulty in estimating large
amounts of CSI and the pilot contamination. The non coherent communications carry
out the data detection without any knowledge of the channel information at the receiver
side. However, the receiver may possess statistical information of the channel; e.g., statis-
tical descriptors of random variables such as mean, variance and autocorrelation. These
techniques require of a detailed transmitted signals scheme, which can allow approaching
the channel capacity of the coherent system at high signal to noise ratios (SNR). In a
NC transmission, a reference symbol is transmitted, which is normally set to unity, and
subsequent symbols are a differentially encoded version of the symbol in the previous time
instant.
Instead of encoding information into absolute phases, the information is now encoded
using phase differences between successive signal transmission. The receiver compares
the phase during each symbol interval with the phase used during the previous symbol
interval. However, these demodulators produce slightly more demodulation errors causing
a known loss of 3 dB in their performance with respect to the coherent counterpart system.
The design dilemma between coherent and NC communication has intrigued the com-
munity for decades [7]. NC detection has indeed compelling benefits in terms of dispensing
with power-thirsty channel estimation, as also argued in [8,9]. The emphasis in this the-
sis will be the NC detection on m-MIMO systems. Indeed, we will demonstrate that NC
systems are potentially capable of outperforming their coherent counterparts with the
suitable designs.
1.2 New technologies for Radio Access
New scenarios emerging with 5G technology involve new requirements for the wireless
communications systems [10–13]. Primarily, an increased usage of mobile multimedia
services (e.g. video streaming applications) has conducted an exponential increase in
wireless traffic demand and volume. 5G spreads the usage of the communications to
include human-to-machine and machine-to-machine communications. Therefore, the new
technologies for radio access networks (RAN) will have to satisfy the high variety of
different new services and new context for the communication systems. Moreover, the
new RAN must provide more flexibility, scalability and higher data rates. Some of the
radio access technologies addressing the aforementioned issues, emerging as candidates
for 5G are described below.
Massive MIMO:
It is the essential and promising technology as candidate in contributing to the new
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RAN in 5G [14–19]. It has already been anticipated in the previous section that m-MIMO
technology is defined as a system which utilizes a large number of antennas at least at one
side of a wireless communications link, conventionally equipped at the BS side. In radar
systems, large antennas arrays have been considered since years ago [20, 21], however,
for mobile communications systems are being taken into account recently. T. Marzietta
pioneered on m-MIMO in [22]. In this work showed that assuming the dimensions of
a MIMO system grow large then the results of Random Matrix Theory (RMT) makes
linear processing simpler which approaches optimal performance. More precisely, even
with simple maximum-ratio combining (MRC) in the uplink, the effects of uncorrelated
noise, the intra cell interference and fast fading tend to disappear as the number of
antennas at BS grows large.
The main advantages of m-MIMO are summarized in [23] as:
• High spectral efficiency.
• High energy efficiency.
• Simple signal processing.
New waveforms:
For new RAN new waveforms are proposed [24] as evolution of the classical multi-
carrier Orthogonal Frequency Division Multiplexing (OFDM) waveform by a filtering
component. This provides good spectral containment properties of the transmit signals
which can lead minimum interference between sub bands and, therefore facilitate the
transmission of independent and uncoordinated different services. All of this enables a
flexible air interface for future communications systems.
Two candidates are under research: Filter-Bank Multi-Carrier (FBMC) [25] and Uni-
versal Filtered Multi-Carrier (UFMC) [26]. FBMC offers more degrees of freedom in the
design than UFMC due to individual filtering of the single subcarriers. On the other
hand, UFMC maintains the conventional OFDM structure being sub bands constituted
by a minimum number of filtered subcarriers.
Non-orthogonal multiple access:
To the new waveforms for future communications system is added the novel non-
orthogonal schemes for efficient multiple access [27, 28] which allow for overloading the
spectrum by multiplexing users typically in the power and the code domain. The candi-
date schemes are e.g. Non-Orthogonal Multipole Access (NOMA) which uses the power
domain to multiplex users; both Interleave Division Multiple Access (IDMA) and Sparse
Code Multiple Access (SCMA) which use the code domain. These schemes applied to
m-MIMO can further reduce the signaling overhead.
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Spatial Modulation (SM):
This is a newly and promising modulation scheme for MIMO communications [29,30],
especially for m-MIMO. A key drawback of m-MIMO in the practical realization is the
need to have a lot of radio frequency (RF) chains as it increases the complexity of the
system. SM scheme can alleviate this disadvantage by the usage of fewer transmit RF
chains than number of transmit antennas without compromising on the spectral efficiency.
This reduces the RF hardware complexity, cost and size in m-MIMO systems [31]. SM
uses multiple antennas in the transmitter, but only a single RF chain. The novelty of this
modulation scheme is that it conveys information in the indices of the chosen antennas
for data transmission, apart from the information conveyed through classical modulation
schemes like phase shift keying (PSK) or quadrature amplitude modulation (QAM). In
order to detect spatial modulation signals, low complexity detection algorithm can be
used. In the literature, space shift keying (SSK) is referred as a special case of SM,
where only the information of the transmitting antennas is conveyed. On the other hand,
generalized spatial modulation (GSM) is the generalized version of SM [32].
Vehicle to Anything (V2X) communication:
This type of RAN technologies are being considered as solutions tailored for use cases of
5G. The safety-critical nature of V2X communications requires the ultra-reliable links. In
this regard, channel estimation or channel prediction in V2X environments is significant,
hence the non coherent detection may be of the greatest importance to avoid any errors
made in the estimation of the channel [33]. Another advantage deriving from non coherent
techniques is low delay in the communications which can provide high data rates for the
new services envisaged for 5G. In order to achieve the safety requirement, the device-to-
device (D2D) links are the most attractive [34].
Visible Light Communications (VLC) or Light Fidelity (LiFi):
The looming electromagnetic spectrum crisis -due to the fact of the explosive growth in
the increasing user data demand- has encouraged the emergence of new wireless technolo-
gies. Currently, 16,000 million devices in the world and with an expected increase of 23%
for the year 2021. The wide use of these devices is promoted by the emerging multimedia
applications such as augmented and virtual reality or video streaming services. These
technologies require very high bandwidth and data rate which are clogging the RF band.
On the other hand, even with advances in wireless technology, there are locations such as
hospitals, aircrafts or industry where the RF signals interfere with the electronic devices,
which cause serious health and security problems. The data rate is still not large enough
even through m-MIMO to meet the demand of unforeseen applications. To circumvent all
these impediments, Visible Light Communications (VLC) [35] or its commercial version,
the Light Fidelity (LiFi) promising technology [36] is emerging as one of the best technol-
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ogy of the Era to support the growth of the demand for higher transmission speeds as well
as ensuring RF interference-free environments, offering a 10,000 times larger bandwidth.
Massive machine-type communication:
In the machine-to-machine (M2M) communications [37] is typical transmitting small
data packets in order not to saturate the channel. In this regard, the pilot signals for
CSI and channel estimation introduce a high signaling overhead. Again, the non coherent
techniques help to avoid this issue through savings in CSI.
Millimeter waves:
The lack of spectrum has caused to continually seek new frequency bands to accommo-
date the desire by higher data rates for the communication services. The millimeter wave
(mmWaves) spectrum can offer from 10 up to 100 more bandwidth than is available for
conventional and current systems such as Wireless Fidelity (WiFi), 4G or older cellular
systems. Currently, the mmWaves spectrum is used by military, radar and as backhaul,
applications where the non coherent techniques already are in usage. The large amount
of spectrum available offers new opportunity for future wireless communications [38] and
hence for the non coherent detection schemes. In addition, the short carrier wavelength
allows incorporating antenna arrays an easier way in the handsets facilitating the deploy-
ment of m-MIMO.
1.3 Overview of Massive MIMO Systems
The large number of antennas at the BS or terminals, called m-MIMO, has been gradually
explained in this introduction as a novel technique to increase the capacity and perfor-
mance of the communication systems. Hence, it is a primary part for 5G. Thus, it is time
to review the key aspects of this technology.
M-MIMO renders the benefits of the conventional MIMO to a much larger scale.
Specifically, this technology can offer higher power efficiency, higher throughput and com-
munication reliability than current standard with a low-complexity linear processing. In
order to carry out this processing, m-MIMO exploits the concept of favorable propagation
(FP) as argued in [39] and [40]. This property involves that the channel responses h
defined between J users and the BS are mutually orthogonal to each other as the num-
ber of antennas R increases without limit, backed by the law of Large Numbers [41] and
expressed as
hHj hk =
{
‖hj‖2 6= 0, k = j = 1, · · · , J
hHj hk
R
→ 0, R→∞; j, k = j = 1, · · · , J and j 6= k (1.1)
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The capacity of a m-MIMO system is defined as
C = log2 |IJ + PHHH| (1.2)
where P is the average transmit power and H is the channel matrix. When FP conditions
in (1.1) are achieved, (1.2) is converted as R→∞ in
C ≈
J∑
j=1
log2(1 + P ‖hj‖2), (1.3)
which entails a gain with respect to R which is translated in:
• A reduction of transmitted power denoting an increased energy-efficiency, the ex-
ploitation of extra degrees of freedom provided by the excess of service antennas,
reducing internal power consumption. We can reduce the transmitted power of each
user proportionally to 1/R if the BS has perfect channel state information (CSI),
and proportionally to 1/
√
R if CSI is estimated from uplink pilots.
• The inter-user interference vanishes as R grows. Extra antennas help by focusing
energy into ever smaller regions of space to bring huge improvements in throughput
and radiated energy contributing to improving the spectral- and energy-efficiency.
• Linear processing becomes optimal when R is close to infinite value. For m-MIMO
conventional linear detectors maximum-ratio combining (MRC), zero-forcing (ZF),
and minimum mean-squared error (MMSE) are considered. MRC has the advantage
that it can be implemented in a distributed manner, i.e., each antenna performs
multiplication of the received signals with the conjugate of the channel, without
sending the entire baseband signal to the BS for processing. ZF is typically used
to suppress the Interference between terminals. Moreover, these improvements in
performance can be achieved with the aid of a low-complexity linear processing.
• The throughput is optimized offering an increased spectral-efficiency also.
The tradeoff between the energy efficiency measured in bits per joules (b/J) and spectral
efficiency as bits/channel use/terminal is shown in Figure 1.1 [39]. It is shown that the
use of large antenna arrays can improve the spectral and energy efficiency with orders of
magnitude compared to a single-antenna system using simple lineal detectors.
In order for the channel estimation to be feasible, m-MIMO systems tend to assume
TDD operation, where the pilot sequences are transmitted in the uplink (UL) for estimat-
ing the UL channel and then the downlink (DL) channel is assumed to be identical to that
of the UL during the Transmit Pre-Coding (TPC) transmission. The issue is the pilot
contamination due to the non-orthogonality of the pilot sequences used in neighboring
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Figure 1.1 Energy efficiency versus spectral efficiency in m-MIMO from [39].
IEEE Communications Magazine • February 2014 189
amplifiers with output power in the milli-Watt
range. The contrast to classical array designs,
which use few antennas fed from high-power
amplifiers, is significant. Several expensive and
bulky items, such as large coaxial cables, can be
eliminated altogether. (The typical coaxial cables
used for tower-mounted base stations today are
more than 4 cm in diameter!)
Massive MIMO reduces the constraints on
accuracy and linearity of each individual amplifi-
er and RF chain. All that matters is their com-
bined action. In a way, massive MIMO relies on
the law of large numbers to make sure that
noise, fading, and hardware imperfections aver-
age out when signals from a large number of
antennas are combined in the air. The same
property that makes massive MIMO resilient
against fading also makes the technology
extremely robust to failure of one or a few of the
antenna unit(s).
A massive MIMO system has a large surplus
of degrees of freedom. For example, with 200
antennas serving 20 terminals, 180 degrees of
freedom are unused. These degrees of freedom
can be used for hardware-friendly signal shap-
ing. In particular, each antenna can transmit sig-
nals with very small peak-to-average ratio [9] or
even constant envelope [10] at a very modest
penalty in terms of increased total radiated
power. Such (near-constant) envelope signaling
facilitates the use of extremely cheap and power-
efficient RF amplifiers. The techniques in [9,
10] must not be confused with conventional
beamforming techniques or equal-magnitude-
weight beamforming techniques. This distinction
is explained in Fig. 4. With (near) constant-
envelope multiuser precoding, no beams are
formed, and the signals emitted by each antenna
are not formed by weighing a symbol. Rather, a
wavefield is created such that when this wave-
field is sampled at the spots where the terminals
are located, the terminals see precisely the sig-
nals we want them to see. The fundamental
property of the massive MIMO channel that
makes this possible is that the channel has a
large nullspace: almost anything can be put into
this nullspace without affecting what the termi-
nals see. In particular, components can be put
into this nullspace that make the transmitted
waveforms satisfy the desired envelope con-
straints. Notwithstanding, the effective channels
between the base station and each of the termi-
nals can take any signal constellation as input
and do not require the use of phase shift keying
(PSK) modulation.
The drastically improved energy efficiency
enables massive MIMO systems to operate with
a total output RF power two orders of magni-
tude less than with current technology. This mat-
ters, because the energy consumption of cellular
base stations is a growing concern worldwide. In
addition, base stations that consume many orders
of magnitude less power could be powered by
wind or solar, and hence easily deployed where
no electricity grid is available. As a bonus, the
total emitted power can be dramatically cut, and
therefore the base station will generate substan-
tially less electromagnetic interference. This is
important due to the increased concerns regard-
ing electromagnetic exposure.
•Massive MIMO enables a significant reduc-
tion of latency on the air interface.
The performance of wireless communications
systems is normally limited by fading. Fading can
render the received signal strength very small at
certain times. This happens when the signal sent
from a base station travels through multiple
paths before it reaches the terminal, and the
waves resulting from these multiple paths inter-
fere destructively. It is this fading that makes it
hard to build low-latency wireless links. If the
terminal is trapped in a fading dip, it has to wait
until the propagation channel has sufficiently
changed until any data can be received. Massive
MIMO relies on the law of large numbers and
beamforming in order to avoid fading dips, so
fading no longer limits latency.
•Massive MIMO simplifies the multiple access
layer.
Due to the law of large numbers, the chan-
nel hardens so that frequency domain schedul-
ing no longer pays off.  With OFDM, each
subcarrier in a massive MIMO system will have
substantially the same channel gain. Each ter-
minal can be given the whole bandwidth, which
renders most of the physical layer control sig-
naling redundant. 
•Massive MIMO increases the robustness
against both unintended man-made interference
and intentional jamming.
Intentional jamming of civilian wireless sys-
tems is a growing concern and a serious cyber-
security threat that seems to be little known to
the public. Simple jammers can be bought off
the Internet for a few hundred dollars, and
equipment that used to be military-grade can be
put together using off-the-shelf software radio-
based platforms for a few thousand dollars.
Figure 3. Half the power — twice the force (from [6]): Improving uplink spec-
tral efficiency 10 times and simultaneously increasing the radiated power effi-
ciency 100 times with massive MIMO technology, using extremely simple
signal processing, taking into account the energy and bandwidth costs of
obtaining channel state information.
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cells seriously compromises the performance of these ystems [22]. Even though there is
some on oing research o ameliorating this problem [6], there are still open challenges for
further research. Additionally, mitigating the impact of other impairments, such as phase
noise [42] is needed.
The capacity increase results from the aggressive spatial multiplexing used in m-
MIMO. The fundamen al principle that makes the dramatic increase in energy efficiency
possible is that, with a large number of antennas, energy can be focused with extreme
sharpness into small regions in space. The underlying physics is coherent superposition
of wavefronts. By appropriately shaping the signals sent out by the antennas, the base
statio can make sure that all wavefronts collectively emitted by all antennas add up
constructively at the locati s of the inte ded terminals, but destructively (randomly)
almost everywhere else.
Other advantages of m-MIMO, due to the law of large numbers, are that noise, fading,
and hardware imperfections ave age out when signals from a large number of antennas
are combined in the a r. Therefore, there is a reduction of the constraints on accuracy
and linearity of each individual amplifier and RF chain. One of the main bottlenecks of
m-MIMO due to the large number of antennas is the need to obtain the CSI of numerous
channels for coherent detection or for TPC. The number of channel responses each ter-
minal must estimate is also proportional to the number of base station antennas. Hence,
the uplink resources needed to info m the base station of the channel responses would be
up to 100 times larger than in conventio al systems.
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Hence, in order to circumvent the drawbacks and exploit the full potential of all these
advantages raised with m-MIMO, the non coherent techniques emerge for incorporating
in the future communication systems.
1.4 Analysis of the State of Art
The major part of this thesis is devoted to the multiuser non coherent detection for m-
MIMO systems using DPSK schemes. Popularly, the basis for a DPSK modulation scheme
and non coherent detection may be consulted in Proakis’s book [43]. However, for decades
before that, many works have contributed to the inclusion of these techniques in the
communication systems. Although the lack of hardware and advanced signal processing
techniques have delayed their practical application in these systems. In this section we
give a detailed review of the existing literature in the field of NC communications, from
single user (SU) systems to multiuser, and from single-input single-output (SISO) until
modern communication systems which include m-MIMO.
1.4.1 Non Coherent versus Coherent
Communication systems over years have been responding to challenges posed by channel
estimation. In view of increasing demand for high date rates, dispensing with CSI using
m-MIMO is attracting increasing attention among the research community on wireless
communications. Several studies have been devoted to highlight the performance of the
non coherent systems against their counterpart coherent schemes [44–50]. In [44] aeronau-
tical systems that adaptively switch between coherent and non-coherent schemes based
on high doppler were proposed, demonstrating that the usage of a sphere detector and
feedback detection as NC solutions are capable of outperforming their coherent counter-
parts at high normalized Doppler frequencies, being the reason for NC schemes to be more
preferable for aeronautical environments..
In the context of impulse radio ultra-wideband (IR-UWB) communications, [45] com-
pared coherent and non-coherent schemes that exploit the spatial diversity in a distributed
manner among the different terminals of a wireless network. From point of view of coop-
erative network, [46] studied the NC scheme against coherent. In [47,48] the comparison
is based on the complexity of the system, being NC scheme more attractive than the
coherent one.
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1.4.2 Single and Multi-user Non Coherent SISO
The performance of non coherent (NC) communications has been theoretically studied
against their coherent counterpart since the 1960s [51–55]. At the start of the NC detec-
tion, the predominant three schemes were on-off-keying (OOK), NC frequency-shift-keying
(FSK) and differential phase-shift-keying (DPSK), used exclusively for binary signals.
FSK was considered as the representative scheme for NC detection. The technical fea-
tures for all of them are described in [56] and compared to coherent schemes such as ASK,
coherent FSK and PSK according to their complexity, spectral properties, performance
and effects provided by delay distortion, fading and interference from point of view of
digital radio. In [53,54], FSK schemes were extended to continuous phase FSK (CPFSK),
although the constraints of the FSK schemes such as the high bandwidth utilization or
the difficulties in establishing a reference carrier in the receiver, converts DPSK scheme in
a better candidate for NC detection. Therefore, it was in the 1990s when DPSK schemes
took advantage over FSK, as shown in [57, 58]. For these years, [59] presented an evolu-
tioned Viterbi algorithm for differential detection using DPSK. Also, adaptive differential
detection was studied for M−ary DPSK in [60], extending NC schemes to multilevel
signals. Other contributions for multilevel DPSK were [61–65].
The general structure proposed for an optimum NC detector in all these early contri-
butions consists of a matched filter followed by an envelope detector and a comparator as
shown in Figure 1.2 (a). There are practical difficulties in implementing optimum detec-
tors for FSK and DPSK, and hence sub-optimum solutions, such as discriminators and
phase-locked loops, have usually been adopted [66]. It is possible, however, to adapt the
pulse-compression techniques widely used in radar systems to facilitate the implementa-
tion of a matched filter in the form of a pulse-compressor matched filter (PCMF) [67]
as shown in Figure 1.2 (b). This has led the development of NC detection techniques
primarily in radar technology [20,68]. The application of this technology in military com-
munications introduces the direct-sequence spread-spectrum (DSSS) modulation schemes
in the NC detection [69,70].
The envelope detection can easily be achieved with a diode element. In addition, due
to the light properties, the NC demodulation has evoked also great interest for optical
communications: e.g. [71] using DPSK scheme, [72] for OOK scheme and [73] for FSK
scheme.
The scenarios for wireless communications have gradually driven towards fast fading
environment over years. In this background, NC detection type based on energy have
gained importance against envelope detection due to the fact that the envelope detection
is difficult to achieve when it changes rapidly.
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Figure 1.2 Non Coherent detector based on envelope detection.
(a) NC Detector with Matched Filter
(b) Matched Filter as PCMF
More recently, NC techniques have been enjoying a new boom [74–77]. For energy
harvesting communications systems, the need for the CSI which requires extra power
consumption in the coherent schemes, is promoting the use of NC techniques as shown
in [74,75]. A novel NC scheme is proposed in [76] based on a combination of DPSK with
Quadrature Amplitude Modulation (QAM). This scheme tranmists one or several QAM
symbols inserted between two DPSK symbols providing a power gain compared to solely
DPSK due to the usage of high SNR, although it leads to additional complexity and costs.
In [77] an analysis of the effect of phase-quadrature (I/Q) imbalance on the carrier when
we employ NC schemes is shown, more pronounced with the use of mmWaves. All these
works can serve as a basis for advances towards the path of NC-m-MIMO.
Despite efforts to improve the performance for single user systems, the communication
systems implement multi-user detection (MUD), where the basis is sharing the same
physical resource by all users, to increase the spectral efficiency and, thus, the opportunity
of higher data rates. The main issue for MUD is the inter-user interference (IUI) which
limits the performance of these systems. This is a recurrent problem in any new generation
of communication technologies.
MUD for coherent schemes have been widely studied for years and integrated in the
current operational standards [78–81]. Meanwhile, for non coherent MUD (NC-MUD) the
research dates back to the 2000s, when only single-input single-output (SISO) systems
were proposed with non coherent schemes. In those works, the NC-MUD was classified into
two groups: the prior non coherent MUD (prior-NC-MUD) and the posterior non coherent
MUD (post-NC-MUD). In the first group, the operations related to MUD are carried out
before the non coherent processing [82–84], while in the second one the operations for users
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detection is carried out after the non coherent processing [85,86]. The performance results
of these studies were proposed in the context of the time-hopping/multi-carrier code
division multiple access (TH/MC CDMA) systems, then present in the 3G systems and
which will be possible to extend to other schemes. In [87], NC receivers for differentially
encoded CDMA are proposed with DPSK. As with the single user scheme, the main
modulation technique used firstly in NC-MUD was MFSK and the non coherent processing
consisting only of the square-law nonlinearity based on envelope signal.
The prior-NC-MUD can achieve the full diversity gain. However, the number of users
supportable was in general low. Conversely, the post-NC-MUD was capable of supporting
a high number of users by a trade-off with the diversity gain achievable. Both NC-MUDs
can retain an optimum bit error rate (BER) performance, but with an extremely high
complexity, making them unfeasible for real implementation.
1.4.3 Single and Multi-user Non Coherent MIMO
On a par with NC-MUD for SISO systems, the research on multiuser MIMO (MU-MIMO)
technology is carried out. At the end of the year 2000, the Differential Unitary Space-Time
Modulation (DUSTM) [88] and subsequently in [89] scheme spearhead the background
of non-coherent MIMO systems. This scheme was a higher dimensional extension of the
standard DPSK modulation to attain non-coherent communication with MIMO channels.
In DUSTM, the channel is used in blocks of Rt transmissions, where Rt is the number
of transmitting antennas. The transmitted signals belong to a codebook comprising a
predefined set of Rt × Rt unitary matrices. The main advantage of DUSTM is its effi-
cient decoding, which can be carried out through Multiple-Symbol Differential Detection
(MSDD) at the receiver side [90]. In [88] the authors proposed unitary space-time modu-
lation for avoiding the need for CSI estimation at the receiver. This scheme was shown to
work well for long coherence time intervals or for high SNR. Here we focus our attention
on the energy-efficiency potential of increasing the number of antennas and we will seek
solutions that work at low SNRs. Other works with DUSTM can be found in [91,92].
Other alternatives for non coherent MIMO communication were codebooks of unitary
matrices isotropically distributed on the compact Grassmannian manifold [93,94]. These
schemes were designed in particular for block-fading channels. The codebooks exploit
the MIMO channels characteristics, considering orthogonal subspaces which distinguish
the transmitted symbols at the non coherent receiver. The design of Grassmannian Con-
stellations (GC) was becoming important, although so far from a theoretical point of
view [94]. There exist many designs of GC, some of them systematic [95] and others
non-systematic [94]. Regarding the decoding of GC, these constellations cannot exploit
MSDD due to their non-differential construction. Nevertheless, GC can be non-coherently
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decoded using generalized likelihood ratio test (GLRT) receivers. The GC works well for
frequency flat MIMO channel and for high SNR. On the contrary, in the DUSTM schemes,
GC is specifically designed for single user MIMO system.
1.4.4 Non Coherent Massive MIMO
After years of research on MU-MIMO technology, its new version called massive MIMO
is being considered as a key technology for 5G and beyond. The above-mentioned issues
are emphasized with m-MIMO. Again, the non coherent techniques emerge to circumvent
the drawbacks of MIMO, now aggravated by large number of antennas. We propose four
groups or categories, as shown in Figure 1.3, in order to classify the designs proposed in
the literature for NC-m-MIMO as well as ongoing research. First, one category pertains
to the works developed on the basis of the constellation design. The modulation schemes
considered for this group are ASK, hexagonal schemes, QAM, Space-time scheme and
DPSK. The second category is based on the channel coding scheme used in conjunction
with the NC techniques. Notable in this group are GC coding, random coding which
goes typically hand in hand with ASK constellation and the last, Bit-Interleaved Coded
Modulation (BICM) and iterative decoding (ID), proposed with DPSK, QAM and space-
time constellations. However, not all of them for m-MIMO. The third and fourth group
are related to the detection procedure, which is divided from the point of view of sig-
nal processing or from size of time window used in the differential detection. The signal
processing is classified in envelope detector, energy-based detector and phase-based detec-
tor. The first one has been inherited from the beginning of NC schemes in SISO system,
however it was more used in FSK which is not proposed for m-MIMO. The energy-based
detector is the most popular because of its simplicity, but its performance is not so good
against differential phase detection. Therefore, in this work we focus on phase-based
detector.
In 2013, A. Schenk et.al presented the first proposal on non coherent detection for
m-MIMO systems [96]. The scheme was based on a Differential Quaternary Phase Shift
Keying (DQPSK) system with a particular channel that resembles an Impulse Radio-Ultra
Wide Band (IR-UWB) system, where the users can be spatially separated based on their
non-overlapping power-space profiles. However this channel model cannot be exploited in
general.
The rest of studies on NC-m-MIMO are based on energy detection. The model based
on amplitude shift keying (ASK) is the most commonly used so far for the energy-based
detection schemes. The main reason behind this is which ASK is a simple scheme regard-
ing complexity in the receiver for m-MIMO, albeit its performance is not so good regarding
to the number of antennas compared to its differential phase counterparts, as proposed
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Figure 1.3 Classification for analyzing non coherent m-MIMO schemes proposed in the
literature.
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in this Thesis. Although the ASK constellations do not make differential encoding, they
do use NC techniques for detection.
A. Goldsmith and her research group have presented several works in this area [97–99].
In [97] was shown that in terms of the scaling law of achievable rates, the performance of
the proposed NC system is no different from that achievable under the idealized simplify-
ing assumption of having perfect CSI at the transmitters and the receiver. A comparison
between coherent and NC detection for massive single input multiple output (m-SIMO)
and single-user systems was presented in [98] which emphasizes that NC schemes can out-
perform coherent schemes. The constellation designs for energy-based schemes are shown
in [99], specifically, based on NC-ASK modulation technique.
On the other hand, in [100] other design which uses the energy of the signal received
was shown. Another recent design used for NC SIMO is focused on hexagonal uniquely
factorable constellation [101], not developed for m-MIMO though. Thus, the superposition
principle used by this is the precursor for the designs in this work, which we scale up for
m-MIMO. In [102], a preliminary design is presented for a differential QAM (DQAM)
scheme. Both hexagonal and QAM constellations present best performance compared to
DPSK schemes, however they are more complex to detect them. In addition, due to the
transmission on amplitude too, they have an extra power consumption against DPSK
schemes.
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Against the energy-based designs, [103] proposes several constellations based on M -ary
Differential Phase Shift Keying (MDPSK) that allow us to use differential detection and
separate the signals of multiple users merely relying on the knowledge of their received
signal powers whilst leveraging the advantages of using an increased number of receive
antennas.
However, the greatest disadvantage for all these designs is that they require an ex-
cessive number of antennas for a reasonable performance. Therefore, some studies have
researched to include channel coding schemes, which drastically improve the system per-
formance, hence reducing the number of antennas required for attaining a given perfor-
mance. Goldsmith’s contributions in [99] has also been extended in [104, 105], for ASK
scheme, exploring the impact of random coding for reducing the number of antennas,
nevertheless it is still inadequate for practical systems.
Recent works show the utility of GC in BICM systems with Iterative Demodulation
and Decoding (IDD) [106] in the future communication systems. However, as above-
mention it is not developed for m-MIMO yet.
We have to highlight that these works focused on channels which experience a Rayleigh
fading. However, current scenarios such as rural or suburban environments, backhaul
wireless systems [107], and even new D2D communications [34] can have a predominant
line-of-sight (LOS) component, consequently , they are better modeled by Rician fading
[108, 109]. The same happens when using higher frequencies, looking for wider spectrum
availability, such as in millimeter frequency bands [38]. In [110], some performance results
for a single-user system were shown for Rician channels, but with high number of antennas
still. Hence, the NC m-MIMO proposals have to be extended and analyzed for considering
them in Rician channels for multiuser systems. Going back to the first group in Figure 1.3,
the ASK model in [99] considers Rician fading in its constellation design, which is built
again depending on the statistics of the channel. Here, for ASK, the LOS component
does not pose issues for NC detection since there is not differential encoding. However,
multiuser m-MIMO creates problems for NC detection where we have Rician propagation
as was anticipated in [111]. In this work, we propose solutions for this drawback.
From the point of view the detection memory, the fourth group as shown in Figure 1.3,
we divide it into those that perform a differential encoding with the previous symbol and
those employ a window of NS symbols, as shown in Figure 1.4. The first one is referred
to as conventional differential detection (CDD). The second one performs the detection
procedure over multiple symbols (MSDD) by maximum likelihood (ML) for optimum
design. By contrast, for sub optimum designs we can use decision-feedback differential
detection (DFDD) criteria.
1.4.5. Capacity of Non Coherent Massive MIMO 21
Figure 1.4 Classification for multiple-symbol differential detection.
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1.4.5 Capacity of Non Coherent Massive MIMO
A benchmark parameter for designing any communication system is the capacity of the
system. As mentioned in Section 1.3, with MIMO the higher number of antennas the
higher capacity. Hence, since in m-MIMO this number is extremely large we can achieve
increasing hugely the capacity.
For the same number of transition and reception antennas, the NC capacity is less
than its coherent counterpart. Thus, the NC channel requires a larger bandwidth in order
to achieve the same throughput as the coherent channel. However, in the limit of infinite
bandwidth, Zheng and Tse [3] show that the capacities per degree of freedom for the
coherent and non-coherent MIMO channels are the same.
The capacity of NC MIMO channels for uncorrelated Rayleigh fading was shown in
[112] when there is only an average power constraint on the input signal as
CNC MIMO =
1
2
log(
Rr
2pi
) + log(ε) +
P
εRt(1 +
P
Rt
)
, (1.4)
where P is the input power, Rt and Rr the number of antennas in the transmitter and
receiver, recpectively, and the function ε is
ε =
∫ ∞
0
dy
1 + y
exp
[
− y
1 + P
Rt
]
. (1.5)
In addition to the pair (Rt, Rr) and SNR received in each antennas, other works have
studied the capacity in terms of coherence length or time (Tc) per degree of freedom
[113, 114], proving that the NC channel has a near coherent performance when this is
working on the wideband regime, being equivalent to the number of antennas as follows
lim
SNR→0
Ccoherent(SNR)
SNR
= lim
SNR→0
CNC(SNR)
SNR
= Rr, (1.6)
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then, the capacity can thus be expressed as
C(SNR) = RrSNR + o(SNR) nats/channel use. (1.7)
The term o(SNR) is the sub-lineal term which differences NC capacity from coherent.
Also [114] showed that this term is
o(SNR) ≈ RrSNR
log( Rr
SNR
)
. (1.8)
A property of the NC capacity is that it tends towards the coherent capacity as the
coherence length increases.
For the design based on energy detection, the Goldsmith’s studies showed that in
terms of the scaling law of achievable symmetric rates for two users, the performance for
NC detection is no different from that achievable with perfect CSI at the transmitters
and the receiver [97].
However, a general expression for the capacity of the NC-m-MIMO systems has not
been proposed yet. Therefore, based on the performance results for NC systems, it offers
a great deal of exciting research for NC techniques.
1.5 Motivation, Objectives and Contributions
The explosive usage of rich multimedia content in wireless devices has overloaded the
communication networks. As aforementioned, this has resulted in a remarkable spectrum
crisis in the overcrowded RF bands. Hence, there is a need for searching alternative
techniques with more spectral efficiency to accommodate the needs of emerging wireless
communications systems. In this context, m-MIMO systems have been proposed as a
promising solution for providing a substantial increase in the attainable network capacity,
becoming one of the key enabling technologies for future 5G communication systems
and beyond [16–19]. They provide high spectral- and energy-efficiency thanks to the
deployment of a large number of antennas at the BS. However, the most research has
been focused on designs based on energy detection. These proposals trow high number
of antennas and need the knowledge of the channel statistics in the detection procedure,
forgetting the existing barriers in the coherent communications. In addition, they are
only proposed for single user and Rayleigh channel. Other works such as those proposed
in Grassmannian domain are not developed for m-MIMO yet.
Against limitations of the coherent communications for further progress, the initial
research of this thesis was focused on modulation designs and signal processing techniques
for non coherent massive MIMO systems where the information is transmitted in the signal
differential phase, instead of the amplitude like energy-based schemes.
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The basis for our NC massive MIMO scheme was proposed at the beginning of the
work shown in [103]. From this conference work, which outperformed the benchmarker of
the designs based on energy detection, some questions arise such as:
1. Is there an optimal constellation design?
2. How to reduce the number of antennas to a large number but feasible?
3. Is this scheme valid for any type of channel fading?
4. What is the performance of a NC-m-MIMO-DPSK system in real channels?
5. Can a NC-m-MIMO-DPSK system be applied to the new radio access technologies?
6. How to increase the number of users?
The above discussion and all these questions have motivated the work performed in this
Ph.D. Thesis whose main goal is marked by designing an attractive, operational and easy-
to-adopt solution for multi-users non coherent massive MIMO (MU-NC-m-MIMO) based
on DPSK schemes, which comes closest to the performance of the coherent communication
systems.
In order to answer the questions posed above the following objectives are raised:
• Design new efficient constellation schemes in multiuser NC-m-MIMO, first for Rayleigh
fading channels. Analyze the number of antennas needed for those designs and com-
pare to the required number by other designs in the literature.
• Analyze possible channel coding schemes to reduce the large number of antennas
keeping the initial performance for non coherent m-MIMO system and outperform-
ing the energy-based detection schemes.
• Analyze the behavior of the NC-m-MIMO systems when we have a Rician fading
for possible emerging scenarios with 5G technology.
The novel contributions of this thesis are as follows:
• Previous contributions in the state of the art are focused on single user systems.
Here, we propose multi-user schemes.
• We evaluate different schemes for non coherent massive MIMO based on DPSK.
We compare the performance to their coherent counterpart systems and other NC
schemes proposed in the literature for Rayleigh fading. The results drawn are pub-
lished in [115].
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• We present a new constellation design to overcome the problem of the LOS chan-
nel component in Rician channels, as well as an associated detection algorithm to
separate each user in reception taking into account the characterization of the con-
stellation. This research was presented in [116,117].
• We analyse the performance of multi-user NC m-MIMO based on DPSK in real
environments for the current standards such as LTE and the future technologies
such as 5G. This analysis was published in [118].
• We study the viability of multiplexing users by constellation schemes against clas-
sical multiplexing techniques such as time division multiplexing access (TDMA).
1.6 Organization of this Thesis
After this introduction, the outline of the thesis is presented as follows:
• Chapter 2 presents a reference system model for Non Coherent Massive MIMO
systems based on DPSK schemes as starter. This chapter introduces the system
variables to be designed in the next chapters considering different channel fading.
The proposed model for Rayleigh channels was presented in [115,118], and for Rice
channels in [116,117]
• Chapter 3 presents the proposed constellations for channels with Rayleigh fading.
We propose designs based on two approaches. The first one is for unequal perfor-
mance among users, while the other is relying on obtaining the same performance
for all users. In addition, we derivate the total interference power and signal to in-
terference plus noise ratio (SINR) for Rayleigh channels. The proposed schemes are
compared to their counterpart in coherent systems. Furthermore, we compare the
performance with other constellation designs proposed for m-MIMO in the literature
such as ASK, DAPSK or DQAM. The content therein was presented in [115].
• Chapter 4 presents a powerful channel coding scheme construction based on the
principle of bit-interleaved coded modulation and iterative decoding (BICM-ID),
which is intrinsically amalgamated with the NC m-MIMO system based on M-ary
DPSK. We present a novel analysis using the EXIT chart tool in order to study
the effect of the number of antennas on the system performance, demonstrating
that the employment of coding considerably reduces the number of receive antennas
required. The research comprising this chapter is presented in [115].
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• Chapter 5 analyses the behavior of the NC m-MIMO systems when we have a
Rician fading, presenting a new constellation design to overcome the problem of
the LOS channel component. Furthermore we develop a decoding algorithm, that
taking into account the characteristics of the new constellation and interference,
outperforms exiting algorithms for NC detection. In addition, we propose some
guidelines to design other constellations for NC massive MIMO systems based on
DPSK modulation. The results in this chapter were included in [116,117].
• Chapter 6 explores and discusses the practical issues emerged for the NC-m-MIMO
systems. On the one hand, it analyses the SINR and the performance in terms of
symbol error rate (SER) of DPSK based NC-m-MIMO in heterogeneous propagation
conditions. We propose user grouping to effectively combat the effects of the LOS
component. We also quantify the advantage of the mixed-propagation in terms of
complexity. On the other hand, it extends the analysis of NC-m-MIMO systems to
include the impact of time-varying channels on the required number of antennas and
maximum achievable rate (MAR). We present a novel metric on the performance
which reflects the channel’s variability. Furthermore, we illustrate the analysis with
the aid of practical channels on LTE, beyond 5G, even for new mmW and THz
bands communications. Finally, we study the performance of our proposed system
by empirical simulations with OFDM and with emerging techniques such as spatial
modulation. The analysis contained in this chapter was published in [118].
• Chapter 7 analyses the block error rate (BLER) and the throughput to validate the
behavior of the proposed multiuser NC-m-MIMO system based on DPSK in a com-
munication network. In addition, we assess the multiplexing of users in constellation
against other physical resources such as time, frequency or code.
• Chapter 8 summarizes the presented work, highlighting the main contributions of
this thesis and devises the research lines to be potentially considered as future work.
1.7 Relation with published works
The work developed in this Ph.D. Thesis is relying on, and consequently, partially coin-
cides with the following published contributions:
• Chapters 3 and 4:
V. M. Baeza, A. G. Armada, W. Zhang, M. El-Hajjar and L. Hanzo, “A Noncoher-
ent Multiuser Large-Scale SIMO System Relying on M-Ary DPSK and BICM-ID,”
in IEEE Transactions on Vehicular Technology, vol. 67, no. 2, pp. 1809-1814, Feb.
2018. doi: 10.1109/TVT.2017.2750114 [115].
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V. M. Baeza and A. G. Armada, “Performance and Complexity Tradeoffs of Sev-
eral Constellations for Non Coherent Massive MIMO” to be published on 2019 IEEE
European Conference Networks and Communications, Valencia, Spain, Jun. 2019.
• Chapters 5:
V. Monzon Baeza and A. Garcia-Armada, “Non-Coherent Massive SIMO Sys-
tem based on M-DPSK for Rician Channels,” in IEEE Transactions on Vehicular
Technology, vol. 1, pp. 1-14, Jan. 2019. doi: 10.1109/TVT.2019.2892390 [117].
V. M. Baeza and A. G. Armada, “Analysis of the performance of a non-coherent
large scale SIMO system based on M-DPSK under Rician fading,” 2017 25th Eu-
ropean Signal Processing Conference (EUSIPCO), Kos, 2017, pp. 618-622. doi:
10.23919/EUSIPCO.2017.8081281 [116].
• Chapters 6:
V. M. Baeza and A. G. Armada, “User Grouping for Non-Coherent DPSK Massive
SIMO with Heterogeneous Propagation Conditions” to be published on 2019 20th
IEEE Internatinal Workshop on signal processing advances in wireless communica-
tions (SPAWC), Cannes, Jul. 2019.
V. M. Baeza, A. G. Armada, M. El-Hajjar and L. Hanzo, “Performance of a Non-
Coherent Massive SIMO M-DPSK System,” 2017 IEEE 86th Vehicular Technology
Conference (VTC-Fall), Toronto, 2017, pp. 1-5. doi: 10.1109/VTCFall.2017.8288015
[118].
The thesis is also related to conference publication [103]. We also issued a book chapter
as result of the conclusions obtained in this thesis concerning the non coherent massive
MIMO techniques:
“Non-Coherent Massive MIMO” in Book “Radio Technologies for 5G”. Wiley, 2019.
[119]
Chapter 2
System Model for multiuser non
coherent m-MIMO based on DPSK
In this chapter we introduce the system model as reference for the rest of the thesis. The
different components of this model will be extended and explained in a thorough manner
in each chapter, where we show the design in details for each one of them. The model
which we use here mainly is based on a system with differential phase modulation and
encoding at the transmitter side and non coherent detection in the receiver side. We
consider a multi-user massive MIMO uplink scenario, where a single base station (BS) is
equipped with R receive antennas (RA) to receive the signals transmitted from J mobile
stations (MSs), or users as shown in Figure 2.1.
Figure 2.1 System model for multi-user uplink scenarios in massive MIMO.
The interest shown in the uplink scenario is due to there being a greater complex-
ity since the users are uncoordinated. This system model could apply to a beyond 5G
cellular network where several users are communicating with the BS. It could also rep-
resent a wireless backhaul where several BS are transmitting towards a central baseband
unit (BBU), or even an evolved WiFi system where several terminals are accessing the
access point. In all these scenarios it is likely that the channel follows Rician fading.
Therefore, we design and analyse this system and its performance for environments with
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Rayleigh fading conditions and then we extend the design to scenarios where there exits
Rician fading propagation. In addition, a new possible scenario is forecasted, visible light
communications such as LiFi technology where LED transmitters access a receiver with
multiple photodetectors.
2.1 Classical DPSK scheme
We start with a brief review of the differential encoding and detection procedure. The
coherent systems derive a frequency or phase reference from a carrier synchronization loop,
which may introduce a phase ambiguity providing an error detection of the information.
As a solution, in a differential phase shift keying (DPSK) scheme the information is
encoded using phase differences between successive signal transmission instead of absolute
phases. This technique enables the receiver to make reliable data estimations without
explicit knowledge of the channel information. As it was explained in the Introduction
chapter, this is an advantage for m-MIMO systems..
The differential signaling process begins transmitting a single reference symbol x[0],
followed by differential recursive encoding, as is illustrated in Figure 2.2 and expressed as
follows
x[n] = s[n]x[n− 1], n > 1, (2.1)
where the information sequence s[n] is now carried by phase difference. D represents the
delay between the sample in the current and previous time instants. Typically D = 1
which is is equivalent to encoding only with the previous symbol.
Figure 2.2 A classical DPSK modulation scheme.
The receiver can effectively recover the symbols s[n] using the received symbols during
the nth and (n− 1)th time slots, respectively, represented as
y[n− 1] = h[n− 1]x[n− 1] + ν[n− 1], (2.2)
y[n] = h[n]x[n] + ν[n], (2.3)
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where ν is the additive white Gaussian noise (AWGN). Assuming a slow-fading channel,
meaning h[n− 1] = h[n], then by using (2.1) in (2.3), the received symbol is as follows
y[n] = h[n− 1]x[n− 1]s[n] + ν[n],
y[n] = y[n− 1]s[n] + ν[n]− ν[n− 1]s[n]︸ ︷︷ ︸
ν′
. (2.4)
This way, as (2.4) the differentially encoded data s[n] can be recovered multiplying the
received symbol in the time instant n by the conjugated received symbol in n− 1, this is
y[n]y∗[n− 1], as shown in Figure 2.3.
Figure 2.3 A classical DPSK demodulation scheme.
When in the receiver the decision is based on only one symbol we have a conventional
differential detection (CDD), while if we wait W symbols to decide, this is referred as
multiple symbol differential detection (MSDD). Remember the classification in Figure 1.4
presented in Section 1.3.
Comparing to coherent, here we do not need CSI in the receiver side at the cost of
a 3 dB performance loss in comparison with its coherent counterpart provided by the
doubled noise (ν ′) in the decision process (2.4). Secondly, due to the time varying nature
of the channel, also DPSK scheme presents other performance limitation, an error floor
associated with CDD in fast fading channels. All these issues will be minimized in m-
MIMO as we demonstrate throughout this thesis.
2.2 Transmitter
In the transmitter shown in Figure 2.4 we can see the next procedure: an user j transmits
a block of bits bj which are encoded by a channel encoder based on the principle of
bit-interleaved coded modulation (BICM). This module will be expanded in details in
Chapter 4. After bit encoding, the bits bj are grouped in sets of p bits, {bj1, bj2, ..., bjp}, in
order to be mapped to symbols sj[n]. These symbols are independent of each other, unit
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Figure 2.4 Transmitter system model for NC-m-MIMO based on DPSK.
symbols (|sm,j[n]| = 1) and belong to an M -ary PSK constellation, Mj = {sm,j, m =
0, 1, ..., M − 1} where M is the order of the constellation defined as M = 2p. We refer to
the user constellations as individual constellations since it may in fact be different for each
user, as we will demonstrate in the next chapters where it will be designed depending on
the channel fading conditions. Considering a Rayleigh fading we design the constellation
for NC m-MIMO in Chapter 3, whilst for Rice fading the constellation scheme will be
designed in Chapter 5. The mapping scheme is jointly designed with the encoder to
optimize the number of antennas needed in our m-MIMO system, this is explained in
Chapter 4.
Once the symbols are mapped, each user j transmits a signal xj[n] at time instant n,
which is a differentially encoded version of sj[n] following the DPSK model presented in
Section 2.1 as
xj[n] = sj[n]xj[n− 1], n > 1. (2.5)
In order to carry out the non coherent detection in the receiver side, the xj[0] is a first
symbol known at the transmitter and receiver which is taken from the individual user
constellation Mj.
2.3 Channel Model
We present the channel model for two cases. First, the model used in general for analyzing
and designing our NC m-MIMO proposals. Second, we will analyze the proposed schemes
for practical channels, hence we show the characteristics and parameters imposed by
realistic channels.
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2.3.1 MIMO channel
The propagation channel is represented by the (R × J)-element channel matrix H˜ with
the components hr,j modeling the propagation from user j to the r-th antenna of the
BS, as is shown in Figure 2.5. The coefficients hr,j ∼ CN(0, 1) are circularly symmetric
complex Gaussian random variables that account for Rayleigh fading with zero mean and
variance σ2h = 1 (Rayleigh case).
Figure 2.5 Channel model for m-MIMO.
In the case, we extend the system model to support Rician propagation conditions, the
channel matrix is modeled as H˜ = H+µ, whose components h˜rj represent the propagation
from the user j-th to the r-th antenna of the BS. These elements h˜rj = hrj + µ, where
hrj ∼ CN(0, σ2h). Hence, we have extracted the mean of the channel µ to remark the
effect of the LOS channel component in the expressions.
We assume that the statistics of the channel are defined as follows
µ2 =
K
K + 1
(2.6)
and
σ2h =
1
K + 1
, (2.7)
being µ and σ2h the mean and variance respectively, and whereK is the Rician factor (K >
0), which characterizes the fading model [120]. This factor characterizes a propagation
with LOS between the BS and the user. Note that when K=0 we have a Rayleigh channel
in which there is no dominant propagation along the LOS and in this case, we can use
interchangeably the channel matrix H˜ = H. For simplicity of the presentation, we assume
that all the channels experience Rician fading with the same K-factor, unless otherwise
stated.
Regarding channel coefficients, in order to make possible a non coherent detection, we
assume that hrj[n− 1] = hrj[n] = hrj, with r = 1, ..., R and j = 1, ..., J , meaning that the
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channel stays time-invariant for two consecutive symbols. In a real scenario there will be
a small variation between these two channels, this is just an assumption for the analysis.
In Chapter 6 we analyse the effect of this assumption and show that our scheme is very
robust to the channel variability that is likely to happen in realistic scenarios.
The effects of large-scale fading are taken into account with an additional power term.
Explicitly, the signals of the different users may be received at a different average power,
either because they are allowed to use a different transmit power or because their path
loss is not compensated by power control. Without loss of generality we will assume that
the signal of user one is received with unit power and the others have a relative gain of
αj with respect to user one.
2.3.2 Channel for practical scenarios
A typical fading channel has a time-variant impulse response, characterized by the Doppler
shift which characterizes the speed of variation of the channel. The Doppler shift (fD) is
defined in [43] as
fD = fc
v
c
cos γ (2.8)
where fc is the carrier frequency which is shifted to fD when the transmitter is moving
with a speed v. c is the light speed and γ is the angle between the direction of propagation
of the electromagnetic wave and the direction of the motion. An alternative to measure
the channel variability is the coherence time Tc of the channel, which is related in [121]
to fD as
Tc =
1
16pifD
. (2.9)
So far, this parameter in (2.9) is which we have considered large enough so that the
channel does not vary when making NC detection.
In order to study the behavior of the system in time-varying channels, we normalize
the signal’s bandwidth (BW ) by fD to define a metric that relates both parameters as
follows
β =
BW
fD
. (2.10)
The advantage of using this metric is that it allows us to characterize the system indepen-
dently of the physical system parameters such as the carrier frequency (fc), bandwidth
or Doppler effect. Thus, it is a beneficial metric for designing new systems for practical
time-variant wireless channels.
We may interpret β-value as follows: for high values of β the channel experiences low
time variability, whilst lower values can be seen as high fD which lead to low coherence
time in (2.9), therefore high time variability. As increasing β, the time variability is neg-
ligible, hence we can consider that the channel is time-invariant, so-called here constant
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channel condition. In this situation, the channel is static in the transmission of a large
symbol burst and changes randomly between them. Therefore, another important param-
eter here is the length of the transmission frame, defined as the number of the symbols
transmitted. We must bear in mind the longer the frame is, the higher time variability of
the channel is in the signal duration.
In order to simulate the temporal correlation imposed by time variability of the channel
in the coefficients hrj, we generate these coefficients following the procedure shown in
Figure 2.6. First, we generate complex white Gaussian random variables in the frequency
domain for two branches, one for a real part and the other for an imaginary part. Then,
low-pass Doppler filters characterized by a bandwidth of fD and an inverse fast Fourier
transform (IFFT) which transforms the signal into the time-domain, are applied. Since
the output of the IFFT block must be a real signal, its input must be always conjugate
symmetric. Then, we can build a complex channel gain using the first branch as real
part and the second one as imaginary part, and adding both. This way, a channel with
Rayleigh distributed-magnitude is generated.
Figure 2.6 Schematic for generation channel filter.
speed of terminals. Depending on the mobile speed, time variation of channel gain is governed
byDoppler spectrum,which determines the time-domain correlation in the channel gain. In this
subsection, we discuss how to model the time-correlated channel variation as the mobile
terminal moves. Furthermore, we present some practical methods of implementing the outdoor
channel models for both frequency-flat and frequency-selective channels.
2.2.1 FWGN Model
The outdoor channel will be mostly characterized by Doppler spectrum that governs the time
v riation i the chan el gain. Various typ s of Doppler spectrum can be realized by a filtered
white Gaussian noise (FWGN) model. The FWGN model is one of the most popular outdoor
channel models. The Clarke/Gans model is a baseline FWGNmodel that can be modified into
various other types, depending on how a Doppler filter is implemented in the time domain or
frequency domain. We first discuss the Clarke/Gans model and then, its frequency-domain and
time-domain variants.
2.2.1.1 Clarke/Gans Model
The Clarke/Gans model has been devised under the assumption that scattering components
around amobile st tion are u iformly distributedwith an equal p wer for each com onent [26].
Figure 2.6 shows a block diagram for the Clarke/Gans model, in which there are two branches,
one for a real part and the other for an imaginary part. In each branch, a complexGaussian noise
is first generated in the frequency domain and then, filtered by a Doppler filter such that a
frequency component is subject to Doppler shift. Finally, the Doppler-shifted Gaussian noise is
transformed into the time-domain signal via an IFFT block. Since output of the IFFT block
must be a r al sig al, its input must be always conjugate symmetric. Constructing complex
channel gain by adding a real part to an imaginary part of the output, a channel with the
Rayleigh distributed-magnitude is generated.
Figure 2.7 shows the time-domain characteristics of the frequency-non-selective fading
channel with a Doppler frequency of fm ¼ 100 Hz and a sampling period of Ts ¼ 50ms. From
these results, it is observed that the channel gain is time-varying with the Rayleigh-distributed
amplitude and uniformly-distributed phase. Variation of the channel amplitude becomes more
significant as the Doppler frequency increases, demonstrating the fast fading characteristics.
dfdf− 0
dfdf− 0
2
π
−
h(t) = hI(t) + jhQ(t)
 jhQ(t)
hI(t)ComplexGaussian
noise
Complex
Gaussian
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+
Figure 2.6 Block diagram for Clarke/Gans model.
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The model illustrated in Figure 2.6 and explained above is known as Clarke-Gans
model, which has been designed under the assumption that scattering components around
a mobile station are uniformly distributed with a equ l power for each component [122].
This model can be applied both for conventional frequencies and also for mmWave or
THz frequencies [38].
2.4 Receiver
In this section, we explain the model for the received signal which influences on each
module designed of our NC-m-MIMO receiver shown in Figure 2.7. In addition, the joint
constellation concept is illustrated in this section since in the next chapters, the individual
constellations are designed for different scenarios keeping in mind the joint constellation.
The Joint Demapper and Channel Decoding Scheme blocks will be explained in details in
Chapter 4.
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Figure 2.7 Receiver system model for a NC-m-MIMO system based on DPSK.
2.4.1 Received signal
In each of the BS antennas at time instant n is received the signal in (2.3) and all the
signals from all antennas are grouped in the (R × 1)-element vector y[n]. Then, y[n] is
obtained as follows
y = H˜αx+ ν, (2.11)
where we will remove the time dependency n to facilitate the notation. The AWGN is
represented by the (R× 1)-element vector, where the AWGN in the antenna r is νr[n] ∼
CN(0, σ2). The diagonal matrix α= diag{√αj} contains the power terms associated with
the transmission of the different user j = 1, · · · , J , being α1 = 1 and αj ≥ 1 for j = 1.
The power of the signal received at each antenna is
E{||H˜x||2} =
J∑
j=1
αj|sj|2(σ2h + µ2) =
J∑
j=1
αj, (2.12)
as |sj|2 = 1 and (σ2h + µ2) = 1. Then we define the reference SNR as
ρ =
E{||H˜x||2}
σ2
=
∑J
j=1 αj
σ2
. (2.13)
When all users are received with the same power, the reference SNR ρ depends on the
number of users as
ρ =
J
σ2
. (2.14)
In the case we include a channel coding scheme, for the sake of performing a fair compar-
ison of the schemes with different channel coding rate η, we also define the ratio of bit
energy to noise spectral density Eb/N0 as
Eb
N0
=
ρ
η
=
∑J
j=1 αj
ησ2
∣∣∣∣∣
αj=1,∀j
=
J
ησ2
. (2.15)
Most of the proposed designs in this thesis are for the same power lever for all users.
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As shown in Figure 2.7, the phase difference is non-coherently detected for two con-
secutive symbols received at each antenna. The resulting received symbol is the decision
variable z[n] defined as follows
z[n] =
1
R
R∑
r=1
yr[n]y
∗
r [n− 1], (2.16)
that contains information and interference gleaned from all antennas and users. This
variable will be analyzed for each fading conditions in the next chapters which establish
criteria and procedures for the constellation designs.
In general, taking into account (σ2h + µ
2) = 1 by channel definition in (2.6), (2.7) and
according to the law of Large Numbers [41], we approximate the decision variable z[n] as
R goes to infinity as follows
z[n]
R→∞
=
J∑
j=1
αjsj[n] + interfering terms (2.17)
where we define the joint symbol as
ς[n] =
J∑
j=1
αjsj[n] (2.18)
which shapes the joint constellation in the receiver side. This constellationM = {ςk, k =
0, ...,K} of cardinality K = MJ is obtained from adding combinations of the individual
constellation points of all Mj as
M = {α1s1m(1) + α2s2m(2) + ...+ αJsJm(j) , m(j) = 0, 1, ...,M − 1}. (2.19)
In Chapter 3 we will show more details on criteria to design the constellations for the
Rayleigh fading case, and in Chapter 5 for the case with Rice fading. Then, as R grows
bigger, we have that (2.17) can be reformulated as
z[n]
R→∞
= ς[n] + interfering terms. (2.20)
More explicitly, the superimposed transmitted constellation M, obtained from all
legitimate combinations of the constellation points of Mj, should have M
J uniquely dis-
tinguishable points. As long as this is accomplished, the individual users’ encoded data
symbols sj[n] can be directly obtained from the detected joint symbols ςˆ[n] by demapping
in the joint constellation.
In the case of a system with channel coding scheme, the detected joint symbols are fed
through a decoder to achieve soft information L(ς) due to the iterative decoding process,
as we will explain in Chapter 4. Then, from these values we obtain the estimated p bits
for user j, bˆj1, · · · , bˆjp.
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2.4.2 Example of joint constellation construction
As an example in order to build the joint constellation from the individual user constel-
lations, we present a system for two users (J = 2), where the symbols s[n] transmitted
by user 1 belong to the constellation M1 which is a classical binary phase shift keying
(BPSK), M = 2. The second user transmits symbols that belong to M2, a different BPSK
as follows: {
user 1 : M1 = {s11, s12} ∈ BPSK1
user 2 : M2 = {s21, s22} ∈ BPSK2.
(2.21)
Then, the general joint constellation is the result of combining all user 1’s symbols with
the user 2 ones as (2.19)
ς ∈M = {s11 + s21; s11 + s22; s12 + s21; s12 + s22}. (2.22)
Considering the BPSK, the values for joint symbol ς are summarized in Table 2.1 for
αj = 1. These values are represented in Figure 2.8. The labelling for ς is by concatenation
Table 2.1: Information for composition of the joint constellation for two users transmitting
with BPSK..
User 1 User 2 Joint Symbol
Binary
Mapping
Symbols Labelling
Binary
Mapping
Symbols Labelling
Binary
Mapping
Symbol Labelling
0 s11 = 1 A 0 s
2
1 = j C [0 0] ς1 = 1 + j AC
0 s11 = 1 A 1 s
2
2 = −j D [0 1] ς2 = 1 - j AD
1 s12 = −1 B 0 s21 = j C [1 0] ς3 = -1 + j BC
1 s12 = −1 B 1 s22 = −j D [1 1] ς4 = -1 - j BD
of individual symbols, as it can be seen in Table 2.1. As we can see in (2.22), we have
MJ = 4 points which must be uniquely distinguishable to detect each user separately
thanks to the one-to-one relationship between (2.21) and (2.22).
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Figure 2.8 Example of joint constellation composition for J = 2 users transmitting with
BPSK.
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Chapter 3
New Constellation Schemes based on
DPSK for Rayleigh Channels
In the previous chapter, we focused on the system model to know how the received signal
is able to detect all users from a joint constellation. In order to separate the users’ signals
at the BS, the constellations Mj must be specifically designed so that their symbols can
still be uniquely and unambiguously distinguished upon superimposing the transmitted
signals from all users, which have formed the joint constellation M.
In this chapter, we propose several constellation designs based on two approaches to
separate the users. On the one hand, we design the constellation discerning between
schemes with different performance level among users called unequal error protection
(UEP) scheme and a new design to achieve the same performance for all users, named
Equal Error Protection (EEP) scheme. On the other hand, we consider different power
levels for each user in each design. Moreover, it must be highlighted that in this chapter
the encoding scheme is not considered.
This chapter begins by discussing the full developing of the decision variable z[n]
defined in the previous chapter for propagation in Rayleigh channels. This analysis is
the framework for the design requirements of the constellation which will be all proposed
in this chapter are developed for a Rayleigh fading conditions. We continue analyzing
the SINR, likewise for Rayleigh channels. Then, we derivate some bounds for the error
probability in order to validate the performance of our designs. On this bases, we present
seven different constellation designs and we compare them to the previous non coherent
proposals in the literature. In addition, we present a comparative study with its coherent
counterparts.
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3.1 Non coherent design for constellation schemes in
channels with Rayleigh fading
We consider the decision variable z[n] defined in (2.16). In this case, we assume a channel
matrix H with Rayleigh fading according to the model explained in Chapter 2. Then, we
develop the terms in (2.16) as follows:
z[n] =
1
R
J∑
j=1
R∑
r=1
|hrj|2αjsj[n] + 1
R
J∑
j=1
J∑
k = 1
k 6= j
R∑
r=1
hrjh
∗
rk
√
αjαkxj[n]x
∗
k[n− 1]+
+
1
R
R∑
r=1
ν∗r [n− 1]
J∑
j=1
hrj
√
αjxj[n] +
1
R
R∑
r=1
νr[n]
J∑
j=1
h∗rj
√
αjx
∗
j [n− 1]
+
1
R
R∑
r=1
ν∗r [n− 1]νr[n].
(3.1)
From the Law of Large Numbers we know almost surely that [41]
1
R
R∑
i=1
|hij|2 R→∞= 1. (3.2)
1
R
R∑
r=1
J∑
j=1
J∑
k = 1
k 6= j
hrjh
∗
rk
√
αjαkxj[n]x
∗
k[n− 1] R→∞= 0, (3.3)
1
R
R∑
r=1
νr[n]
J∑
j=1
h∗rj
√
αjx
∗
j [n− 1] R→∞= 0, (3.4)
1
R
R∑
r=1
ν∗r [n− 1]νr[n] R→∞= 0, (3.5)
Then, we remember from (2.18) and (2.20)
z[n]
R→∞
= ς[n] + i[n], (3.6)
where i[n] are the noise terms and the interference imposed by all the antennas and users.
Then, we can obtain an estimate of ς[n] from z[n] as
ςˆ[n] = arg min{|ςˆ[n]− z[n]|, ςˆ[n] ∈M}. (3.7)
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Once we have the joint symbol ςˆ, we can obtain an estimate of sj[n] for user j as
1
sˆj[n] = arg min{|
J∑
j=1
αj sˆj[n]− z[n]|, sˆj[n] ∈Mj}. (3.8)
3.2 Analysis of Signal to Interference plus Noise Ra-
tio for Rayleigh fading
The Signal to Interference plus Noise Ratio (SINR) is defined as the ratio of the signal
power to the power of AWGN noise plus interference created by the detection process.
When detecting ςˆ[n] from z[n], the interference plus noise arises from the noise terms in
(3.6) and from equality in (3.2)-(3.5) not being met due to a finite value of R. Hence the
interference plus noise term i[n] is shown in (3.9).
i[n] = ς[n]− z[n] =
J∑
j=1
[αjsj[n](1− 1
R
R∑
r=1
|hrj|2)]− 1
R
J∑
j=1
J∑
k = 1
k 6= j
R∑
r=1
hrjh
∗
rk
√
αjαkxj[n]x
∗
k[n− 1]
︸ ︷︷ ︸
i1[n]
− ( 1
R
R∑
r=1
ν∗r [n− 1]
J∑
j=1
hrj
√
αjxj[n] +
1
R
R∑
r=1
νr[n]
J∑
j=1
h∗rj
√
αjx
∗
j [n− 1]︸ ︷︷ ︸
i2[n]
+
1
R
R∑
r=1
ν∗r [n− 1]νr[n]︸ ︷︷ ︸
i3[n]
)
(3.9)
where the term i[n] is separated in sub-terms i1[n], i2[n] and i3[n] for the convenience of
analysis. The interference power for any terms in (3.9) is defined as Ix = E{|ix[n]|2},
while the total interference power is derivate as follows
I =
3∑
x=1
Ix = I1 + I2 + I3. (3.10)
In order to obtain I, first we demonstrate that all interference terms in (3.9) are indepen-
dent and, thus, can be linearly added in (3.10).
We started to calculate the power for the first term, I1. Since E{x∗k[n− 1]xj[n]} = 0
1In this chapter we do not use the channel coding scheme.
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for j 6= k, we have
I1 =E

∣∣∣∣∣∣
J∑
j=1
αjsj [n](1− 1
R
R∑
r=1
|hrj |2)− 1
R
J∑
j 6=k
R∑
r=1
hrjh
∗
rk
√
αjαkxj [n]x
∗
k[n− 1]
∣∣∣∣∣∣
2
=E

∣∣∣∣∣∣
J∑
j=1
αjsj [n](1− 1
R
R∑
r=1
|hrj |2)
∣∣∣∣∣∣
2+ E

∣∣∣∣∣∣ 1R
J∑
j 6=k
R∑
r=1
hrjh
∗
rk
√
αjαkxj [n]x
∗
k[n− 1]
∣∣∣∣∣∣
2
(3.11)
and because E{∑Rr=1 |hrj |2} = R and E{(∑Rr=1 |hrj |2)2 = R(R+1) for hrj ∼ CN(0, 1) [41],
we have
E

∣∣∣∣∣
J∑
j=1
αjsj[n](1− 1
R
R∑
r=1
|hrj|2)
∣∣∣∣∣
2
 = 1R
(
J∑
j=1
αj
)2
, (3.12)
while
E

∣∣∣∣∣ 1R
J∑
j 6=k
R∑
r=1
hrjh
∗
rk
√
αjαkxj[n]x
∗
k[n− 1]
∣∣∣∣∣
2
 = 2R2E
{
J∑
j 6=k
R∑
r=1
|hrj|2|hrk|2αjαk
}
=
2
R
J∑
j 6=k
αjαk,
(3.13)
because
E{hrjh∗rkhljh∗lk} =
{
0, r 6= l
1, r = l
(3.14)
So, finally
I1 =
1
R
(
J∑
j=1
αj
)2
. (3.15)
For I2, since E{v∗r [n− 1]vr[n]} = 0, vr[n] ∼ CN(0, σ2) and hrj ∼ CN(0, 1), we have
I2 = E

∣∣∣∣∣∣ 1R
R∑
r=1
ν∗r [n− 1]
J∑
j=1
hrj
√
αjxj [n] +
1
R
R∑
r=1
νr[n]
J∑
j=1
h∗rj
√
αjx
∗
j [n− 1]
∣∣∣∣∣∣
2
=
2
R2
E

∣∣∣∣∣∣
R∑
r=1
ν∗r [n− 1]
J∑
j=1
hrj
√
αjxj [n]
∣∣∣∣∣∣
2
(3.16)
and because E{|hrj|2} = 1 and E{|xj[n]|2} = 1, we have
I2 =
2σ2
R
J∑
j=1
αj. (3.17)
For I3, since vr[n − 1] ∼ CN(0, σ2) and vr[n] ∼ CN(0, σ2) are independent each other,
we can derivate the third sub-term as follows
I3 = E

∣∣∣∣∣ 1R
R∑
r=1
ν∗r [n− 1]νr[n]
∣∣∣∣∣
2

=
1
R2
R∑
r=1
E|v∗r [n− 1]|2E|vr[n]|2 =
1
R
σ4.
(3.18)
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Also, we have to demonstrate that the interference plus noise components are inde-
pendent and uncorrelated. To this end, they have to fulfill
Cov(i1, i2) = E{i1[n]i2[n]} − E{i1[n}E{i2[n} = 0
E{i1[n]i2[n]} = E{i1[n}E{i2[n}
(3.19)
Cov(i1, i3) = E{i1[n]i3[n]} − E{i1[n}E{i3[n} = 0
E{i1[n]i3[n]} = E{i1[n}E{i3[n}
(3.20)
Cov(i2, i3) = E{i2[n]i3[n]} − E{i2[n}E{i3[n} = 0
E{i2[n]i3[n]} = E{i2[n}E{i3[n}
(3.21)
where Cov(x, y) is the covariance between the random variables x and y. We assume that
the power for all user is unitary, that means αj = 1 ∀j, since it does not influence in the
expectation.
First, let us obtain the expectation for each term ix[n] in (3.9).
E{i1[n]} = E{
J∑
j=1
[sj[n](1− 1
R
R∑
r=1
|hrj|2)]− 1
R
J∑
j=1
J∑
k = 1
k 6= j
R∑
r=1
hrjh
∗
rkxj[n]x
∗
k[n− 1]}
=
J∑
j=1
E{sj[n]} − 1
R
E{
R∑
r=1
|hrj|2} − 1
R
J∑
j=1
J∑
k = 1
k 6= j
R∑
r=1
E{hrjh∗rkxj[n]x∗k[n− 1]},
(3.22)
where we assume that all constellation points sj are independent and based on M-DPSK,
then E{sj[n]} = 1. In the last line in (3.22) we make use of the fact that the channel hrj
and the noise vr are independent and have zero mean, so (3.22) results to be E{i1[n]} = 0.
Similarly, we derive the expectation for the second term as follows
E{i2[n]} =E{− 1
R
R∑
r=1
ν∗r [n− 1]
J∑
j=1
hrjxk[n]− 1
R
R∑
r=1
νr[n]
J∑
j=1
h∗rjx
∗
j [n− 1]}
=− 1
R
R∑
r=1
J∑
j=1
E{ν∗r [n− 1]hrjxk[n]} −
1
R
R∑
r=1
J∑
j=1
E{νr[n]h∗rjx∗j [n− 1]}
=− 1
R
R∑
r=1
J∑
j=1
E{ν∗r [n− 1]}E{hrjxk[n]} −
1
R
R∑
r=1
J∑
j=1
E{νr[n]}E{h∗rjx∗j [n− 1]},
(3.23)
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by applying the independence between the channel and the noise, we have
E{i2[n]} =− 1
R
R∑
r=1
J∑
j=1
E{ν∗r [n− 1]}E{hrjxj[n]} −
1
R
R∑
r=1
J∑
j=1
E{νr[n]}E{h∗rjx∗j [n− 1]},
(3.24)
so, following the same reasoning, finally E{i2[n]} = 0. For the third term, the expectation
is
E{i3[n]} =E{− 1
R
R∑
r=1
ν∗r [n− 1]
J∑
j=1
hrjxj[n]− 1
R
R∑
r=1
νr[n]
J∑
j=1
h∗rjx
∗
j [n− 1]}
=− 1
R
R∑
r=1
J∑
j=1
E{ν∗r [n− 1]}E{hrjxk[n]} −
1
R
R∑
r=1
J∑
j=1
E{νr[n]}E{h∗rjx∗j [n− 1]},
(3.25)
that results in E{i3[n]} = 0.
Once the expectation is derived, the cross expectations of each of the terms have to
fulfill
E{i1[n]i2[n]} = 0 (3.26)
E{i1[n]i3[n]} = 0 (3.27)
E{i2[n]i3[n]} = 0. (3.28)
We obtain the cross expectations as
E{i1[n]i3[n]} =− 1
R
J∑
j=1
R∑
r=1
E{sj[n]}E{ν∗r [n− 1]}E{νr[n]}
+
1
R2
J∑
j=1
R∑
r=1
R∑
r=1
E{ν∗r [n− 1]}E{νr[n]}E{|hrj|2sj[n]}
+
1
R2
J∑
j=1
J∑
k = 1
k 6= j
R∑
r=1
R∑
r=1
E{h∗rj}E{hrj}E{x∗j [n− 1]xk[n]}E{ν∗r [n− 1}E{νr[n]}
(3.29)
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E{i1[n]i2[n]} =E{−
J∑
j=1
sj[n]
1
R
R∑
r=1
ν∗r [n− 1]
J∑
j=1
hrjxj[n]−
J∑
j=1
sj[n]
1
R
R∑
r=1
νr[n]
J∑
j=1
h∗rjx
∗
j [n− 1]
+
J∑
j=1
1
R
R∑
r=1
|hrj|2 1
R
R∑
r=1
ν∗r [n− 1]
J∑
j=1
hrjxj[n]
+
J∑
j=1
1
R
R∑
r=1
|hrj|2 1
R
R∑
r=1
νr[n]
J∑
j=1
h∗rjx
∗
j [n− 1]
+
1
R
J∑
j=1
J∑
k = 1
k 6= j
R∑
r=1
h∗rjhrjx
∗
j [n− 1]xk[n]
1
R
R∑
r=1
ν∗r [n− 1]xk[n]
J∑
j=1
hrj
+
1
R
J∑
j=1
J∑
k = 1
k 6= j
R∑
r=1
h∗rjhrjx
∗
j [n− 1]xk[n]
1
R
R∑
r=1
νr[n]
J∑
j=1
h∗rjx
∗
j [n− 1]}
(3.30)
E{i2[n]i3[n]} =
(
1
R
R∑
r=1
E{ν∗r [n− 1]}
)2 J∑
j=1
E{hrj}E{xj[n]}E{νr[n]}+
+
(
1
R
R∑
r=1
E{νr[n]}
)2 J∑
j=1
E{ν∗r [n− 1]}E{h∗rj}E{x∗j [n− 1]}
(3.31)
Due to the independence between the channel and the noise, the cross terms (3.29),
(3.30) and (3.31) are zero, therefore the expressions in (3.26), (3.27) and (3.28) are ful-
filled. Hence the interference terms i1[n], i2[n] and i3[n] are independent and uncorrelated,
consequently they can be linearly added in (3.10). The outcome of the expectation of the
power of the different terms of i[n] can be summarized as follows
I1 =
1
R
(
J∑
j=1
αj
)2
(3.32)
I2 =
2
R
σ2
J∑
j=1
αj (3.33)
I3 =
1
R
σ4, (3.34)
resulting the total interference power for i[n] as
I =
(
∑J
j=1 αj)
2 + 2σ2
∑J
j=1 αj + σ
4
R
, (3.35)
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that depends on the number of antennas R, the number of users J and the noise variance
σ2. Then the SINR obeys
SINR =
E{|ς|2}
I
=
R
∑J
j=1 α
2
j
(
∑J
j=1 αj)
2 + 2σ2
∑J
j=1 αj + σ
4
. (3.36)
For a high reference SNR, given by ρ in (2.14), only the term I1 is significant, so that we
have a upper bound for the SINR in (3.36)
SINRH = R
∑J
j=1 α
2
j
(
∑J
j=1 αj)
2
, (3.37)
while for a low SNR, the main dominant term is I3 so that we find a lower bound for
(3.36)
SINRL =
R
∑J
j=1 α
2
j
σ4
. (3.38)
We can see that upon increasing the R at the BS, the SINR increases proportionately.
Hence, the energy-efficiency increases with R, obeying the same scaling law as for coherent
systems associated with perfect CSI, as predicted [39].
Table 3.1 summarizes the interference terms, the SINR and its bounds derived in this
section for the particular case where the power of each user is αj = 1. This case is
considered for the EEP constellation design which we will present in Section 3.5. In this
design all users will have the same power profile.
interfering terms, Ix I1 =
1
R
I2 =
2J
R
σ2 I3 =
σ4
R
Total Interference power I = J
2+2σ2J+σ4
R
Total SINR SINR = RJ
J2+2σ2J+σ4
Bounds SINRH =
R
J
SINRL =
RJ
σ4
Table 3.1: Summary of SINR and interference for αj = 1, EEP design.
In Figure 3.1 the SINR obtained by simulation is compared to that in the theoretical
expression (3.36) according to reference SNR (ρ), for R = 100 antennas and J = 2 users.
Two cases are shown. First, the second user has the same power level than the first user,
this is mean α1 = 1 = α2 , while in the other case, the second user has α2 = 8. Also the
bounds for high and low ρ and, α2 = 1 and α2 = 8 are shown. The value of α2 = 8 is the
highest value to appreciate differences in the SINR in terms of α. We can see that the
approximation for the bound in Figure 3.1 is valid approximately below ρ = −10 dB and
above ρ = 10 dB. By contrast, between (−10, 10) dB, there is a distinction between the
bound for the SINR and the theoretical expression (3.36) which we quantify in Figure 3.2,
according to the number of antennas for ρ = −10, 10 and 0 dB. This difference is small
for R in the limits of the interval, while acquires the largest R−value in the middle of the
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Figure 3.1 Validation of SINR (3.36) and approximation bounds (3.37)-(3.38). Example
for R = 100 antennas and J= 2 users.
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Figure 3.2 Deviations between SINR expression and bounds as the number of antennas
R for ρ = 10, −10 and 0 dB.
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range, this is for ρ = 0 dB. By contrast, for ρ = 15 and −15 dB, the bounds perfectly
match the theoretical expression in (3.36) and the difference in R is zero, as is shown in
Figure 3.3.
Figure 3.3 Deviations between SINR expression and bounds as the number of antennas
R for ρ = 15 dB and −15 dB.
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3.3 Bounds for Error Probability
The error probability of the joint symbols ς[n] may be found using the Union Bound
and assuming that the interference plus noise i[n] in (3.9) is Gaussian, which is justified
by the Central Limit Theorem. Let us first define the pairwise error probability as the
probability of detecting symbol m′, when symbol m was transmitted, that is, as defined
in [43]
Pemm′ = Q
(√
d2mm′
2I
)
,m,m′ ∈ {0, 1, ...K− 1},m′ 6= m, (3.39)
where the distance between points m and m′ of the joint constellation is dmm′ = |ςm−ςm′ |.
Then we can upper-bound the symbol error probability (SEP) Pe as
Pe ≤ 1
K
K−1∑
m=0
∑
0≤m′≤K−1
m′ 6=m
Q
(√
d2mm′
2I
)
. (3.40)
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The error probability of the joint symbols ς[n] may be found using the Union Bound
as was shown in [115]. By considering the minimum distance of the constellation between
the symbols ςm and ςm′ as
dmin = min{|ςm − ςm′|, 1 ≤ m ≤ K, 1 ≤ m′ ≤ K,m′ 6= m}, (3.41)
and being dmmin the minimum distance (MD) of the constellation point m to its nearest
neighbor2, then we can use an approximated bound for SEP [43] as follows
Pe ≈ 1
K
K−1∑
m=0
Q
(
dmmin√
2I
)
. (3.42)
Considering the minimum constellation distance dmin (3.41), we can further upper-bound
the SEP as
Pe ≤ (K− 1)Q
(√
d2min
2I
)
. (3.43)
We can also find a lower bound to the SEP using the minimum distance to its nearest
neighbor, dmmin, as can be found in [43], being the lower bound for SEP the following
Pe ≥ 1
K
K−1∑
m=0
Q
(
dmmin√
2I
)
. (3.44)
For all these bounds, the power of the noise plus interference I is defined in (3.35) and
with αj = 1 in Table 3.1. Recalling that we have I =
∑K
j=1 α
2
j
SINR
(3.36), we can also express
(3.43) as
Pe ≤ (K− 1)Q
(√
d2min
2
∑J
j=1 α
2
j
SINR
)∣∣∣∣∣
α=1
= (K− 1)Q
(√
d2min
2J
SINR
)
. (3.45)
From (3.45) we define the normalized minimum distance (NMD) as follows
dmin =
dmin√∑J
j=1 α
2
j
∣∣∣∣∣∣
α=1
=
dmin
J
, (3.46)
This implies that for a given SINR, the error performance depends on the normalized dmin
(3.46). We can find the constellation parameters that optimize the error probability by
maximizing the normalized dmin. As we will demonstrate in the next sections, the EEP
designs show a better performance for dmin than UEP.
The same approximations also apply to the individual SEP of each of the users, pro-
vided that the distances between the constellation points that encode the same user’s
symbol are not evaluated.
2For the next sections, for convenience we denote MD dmin for each user j as dmin,j .
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Performance bounds are a useful tool to assess the quality of coded systems and to
gain insights into the effect of coding parameters on the system performance. We compare
the corresponding sections the performance for our designs to these performance bounds.
3.4 Designs for Unequal Error Performance (UEP)
In this section, we present the constellation designs for the approach where each user
experiences a different performance, so-called UEP scheme. We apply two design criteria:
one based on the fact that the signal of all the users is received with the same or different
average power level, this is depending on αj−value. The other one is based on MD which
is obtained in the joint constellation.
3.4.1 UEP design with equal power per user
In this design, all users transmit with unit power without relative power gain with respect
to the user 1, αj = 1 ∀j. The basic constellation scheme belongs to the phase-modulation
family PSK. Here, we propose three designs.
• Constellation A:
The purpose for building the constellation A is intercalating the last user between
the first two symbols of the previous user along unit circle. Then, the points for the
individual constellations MAj , for each user j, are defined as
MAj =
{
2pim
M
L1−j,m = 0, 1, ...,M − 1
}
, j = 1, ..., J, L ≥M, (3.47)
where L is the number of symbols of the user j for j 6= 1 which are intercalated. An
example for J = 2 users and a size of constellation of M = L = 4 symbols per user
for (3.47) is shown in Figure 3.4. In this example, the constellation for user 1 (MA1 )
corresponds to Figure 3.4 (a), the user 2 uses the constellation in Figure 3.4 (b)
(MA2 ), while the resulting joint constellation (MA) is represented in Figure 3.4 (c),
following the superposition principle from individual constellations, as was explained
in Section 2.4.2.
In this design we can see a different individual MD3 between users, this is dAmin,1 6=
dAmin,2. This is the reason why each user experiences an unequal performance. More-
over, dAmin,1 is different to the MD in the joint constellation, as noted in Figure 3.4.
3dAmin,j is the minimum distance in the constellation A for user j.
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Figure 3.4 Design A for UEP criterion: (a) User 1 (α1 = 1), (b) user 2 (α2 = 1) and (c)
joint constellation.
(a) User 1, MA1 (b) User 2, M
A
2
(c) Joint constellation A
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For this constellation design with J users, considering L = M and αj = 1 we can
see that the MD imposed by worse user (lower individual MD) is given by
dAmin = |1− e
j2pi
M2 | ≈ sin
(
2pi
MJ
)
≈ 2pi
MJ
, (3.48)
while the NMD for constellation A using (3.46) is
dAmin ≈
2pi
MJ
√
J
. (3.49)
The issue for this design is increasing the number of users, since the distance de-
creases exponentially with J . The more symbols are intercalated, the worse the
performance is for the last user (intercalated user).
• Constellation B:
For alleviating the degradation on the performance due to the fact that intercalating
all user’s symbols between only two symbols belong to other user, we propose other
scheme.
In this case, with the goal of increase the distance for the intercalated user, main-
taining the unequal performance and the same power gain α, we intercalate half of
the constellation for the last user between the first half of the previous user while
the second one is placed in the opposed quadrants. An example for J = 2 users
and M = L = 4 symbols is shown in Figure 3.5 (a) and (b) for the user 1’s and
user’2 constellation, respectively. In Figure 3.5 (c) the resulting joint constellation
is shown. The points for this scheme are calculated for the user 1 as
MB1 =
{
2pim
M
, m = 1, · · · ,M
}
for user 1, (3.50)
while for the remaining users have to be intercalated as
MBj =

2pim
M
(L− 1)1−j, m = 1, · · · ,L/2
pi +
2pim
M
(L− 1)1−j, m = L/2, · · · ,M
 for j > 1. (3.51)
Now, the NMD for the constellation B is expressed as
dBmin ≈
4pi
MJ
√
J
(3.52)
which is duplicated with respect to the case A.
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Figure 3.5 Design B for UEP criterion: (a) User 1 (α1 = 1), (b) user 2 (α2 = 1) and (c)
joint constellation.
(a) User 1, MB1 (b) User 2, M
B
1
(c) Joint constellation B
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• Constellation C:
The third design is build to obtain the same distance for all adjacent symbols in
the joint constellation, maintaining the same average power level among users. The
MD is referred now between joint symbols which is searched by a comprehensive
search as
dCopt = arg min︸ ︷︷ ︸
∀j,k k =j
√
ς − sjsk, (3.53)
being the optimal distance d = 0.56. In Figure 3.6 we show the obtained constella-
tions for the case of J = 2 users and M = 4. In addition, in Figure 3.6 we can see
how the second user is intercalated inside user 1. Note that the MD for user 2 is
increased which will be reflected in better performance compared to those obtained
in constellation A, with the cost of reducing the performance for user 1, but without
reaching the user 2 in B. This will be analyzed in detail in the Section 3.4.3 with
every design proposed.
Figure 3.6 Design C for UEP criterion: (a) User 1 (α1 = 1), (b) user 2 (α2 = 1) and (c)
joint constellation.
(a) User 1 MC1 and 2 M
C
2 (b) Joint Constellation C
3.4.2 UEP design with unequal power per user
In this case, all the users transmit symbols of the same standard M -DPSK constellation.
Hence, their signals require different powers αj to be separated in the receiver. The user
1 transmits with unit power (α1 = 1), while the rest of the users transmit with a power
gain with respect to the user 1. Other reason why the signals of the different users may
be received at a different average power is because their path loss is not compensated by
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power control. Here, the unequal power level is the reason for the different performance
among users.
As happened for the UEP case with equal power for all users, we use two design
criteria: on the one hand, designing the joint constellation with same distance between
symbols and, on the other hand, the case where all symbols are in the same distance in
the individual constellation.
• Constellation D:
As already mentioned, all users employ the same constellation scheme, hence MD
does not depend on the subindex j as the previous designs. The points for the
individual constellation are defined as
MD =
{
2pim
M
,m = 0, 1, ...,M − 1
}
, j = 1, ..., J. (3.54)
In this case, the joint constellation formed by superposition of J-user constellation
contains separate replicas of the smaller constellations obtained for (J − 1) users,
with a separation of at least dmin.
This implies that the NMD decreases as αj is increased, so that the maximum
normalized dmin is achieved for αj = 2
j−1, which has a value of
dDmin =
d
(l)
min√∑J
j=1 2
2(j−1)
=
√
3d
(l)
min√
4J − 1 , l = 1, 2. (3.55)
From this equation we can observe a less substantial reduction of the maximum
dmin, when J is increased for design D. For M > 4 the geometry becomes more
complicated and the values of αj that maximize dDmin can be found by exhaustive
search. However, they do not in general obey αj = 2
j−1. For example, for M = 8
and J = 2 users, the maximum dDmin is found to be for α2 = 1.765.
The MD for this individual users is given by the unit-energy DPSK constellations.
For example, considering the size of constellation of M = 2, M = 4 and M = 8,
the MD are dmin = 2, dmin =
√
2 and dmin = 2 −
√
2, respectively. In the joint
constellation, the MD can be preserved, provided that αj ≥ 2j−1 for the case M = 2
and M = 4.
An example of design D for J = 2 users and M = 4 is shown in Figure 3.7. Both
users employ the same scheme shown in Figure 3.7(a), while the resulting joint
constellation is Figure 3.7(b), which shows a dmin = 1.41 just like the individual
constellation. However, a target symbol does not have all its neighbour symbols at
the same distance. For example, in Figure 3.7(b) the distance between the symbol
DG and BH is 2.
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Figure 3.7 Design D for UEP criterion: (a) User 1 (α1 = 1), (b) user 2 (α2 = 2) and (c)
joint constellation.
(a) User 1 MD1 and user 2 M
D
2 (b) Joint constellation D
• Constellation E:
From the design D, now the purpose is obtaining the same distance among all joint
symbols. We keep the unequal power between individual user signals. In this case,
the design E is created by a rotation of the individual constellations in D. The points
for the individual constellations ME are defined as
ME =
{
pi(2m+ 1)
M
,m = 0, 1, ...,M − 1
}
. (3.56)
As with constellation D, ME does not depend on j.
An example of the users’ and joint constellations is shown in Figure 3.8 for J =
2 users and M = 4 symbols. We can see that the resulting joint constellation
in Figure 3.8(b) is equivalent to QAM scheme, where MD is defined as dmin =
2. However, in our DPSK we do not have to worry by the amplitude detection,
merely making MD with the joint symbol and the direct mapping between individual
constellation.
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Figure 3.8 Design E for UEP criterion: (a) User 1 (α1 = 1), (b) user 2 (α2 = 2) and (c)
joint constellation.
(a) User 1 ME1 and 2 M
E
2 (b) Joint constellation E
3.4.3 Performance for UEP designs
Let us analyze the proposed constellation schemes for the UEP case, whose classification
is summarized in Table 3.2 on the basis of the MD and the power among users. The main
objective in this analysis is to check the number of antennas R reached for a reasonable
BER in these communication systems.
Minimum Distance (MD): dmin Average Power Lever
Individual Scheme Joint Scheme Unequal Equal
Unequal MD
Unequal MD A, B -
Equal MD C -
Equal MD
Unequal MD - D
Equal MD - E
Table 3.2: Classification for proposed UEP designs.
The designs proposed were simulated following the system model in Chapter 2 without
channel coding scheme. In Figure 3.9, the received constellation at the BS, corresponding
to the joint constellation for the design A with J = 2 users and M = 4 symbols is shown,
as representative of the UEP schems. In this simulation, we increase the SNR at the
same time that R decreases. We can see as R has more influence on the received joint
constellation than SNR to correct the channel phase. This is noted in Figure 3.9(b)-(c).
58 3. New Constellation Schemes based on DPSK for Rayleigh Channels
A low SNR is enough thanks to the energy efficiency of m-MIMO. By contrast, for UEP
schemes, we need a high R to achieve the free-noise constellation in Figure 3.9(a).
Figure 3.9 Constellation A received for J = 2 users and M=4 symbols per user.
(a) Without Noise (b) SNR= 0 dB and R=5000
(c) SNR= 3 dB and R=1000 (d) SNR= 10 dB and R=100
First, we validate the bounds obtained in Section 3.4 using the unequal designs. Fig-
ure 3.10 shows the performance of constellation D for DBPSK, DQPSK and 8-DPSK
modulations with maximum NMD, where the accuracy of the bounds defined in Sec-
tion 3.4 can be contrasted to the simulation results. We can see that the upper bound is
tight. The lower bound, although looser, provides also a good approximation to the SEP.
For higher SINR values both bounds become quite accurate.
For constellation design D with DQPSK the values that achieve the best SER for a
given ρ are αj = 2
j−1 as was explained in Section 3.4. For this case, Figure 3.11 shows
the SER performance given by the upper and lower bounds as J is increased. We can see
that up to J = 4 simultaneous users can be supported by the same time and frequency
resource at a ρ as low as 0 dB.
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Figure 3.10 SER bounds with J = 2 users for DBPSK, DQPSK and 8-DPSKmodulations
using constellation A.
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Fig. 15. Error performance with 2 users as a function of SINR, binary, quaternary and 8-ary modulations
Figure 3.11 SER performance (UB: union bound, LB: lower bound) for J =1,2,3 and 4
users and DQPSK for ρ = 0 dB and constellation D.
Figures 3.12 to 3.15 show the BER performance of the proposed UEP schemes. In
Figure 3.12, the constellations A, B and C are compared for the case ρ = 0 dB, J = 2
users and M = 4 symbols. We can see that the performance is unequal between the two
users for all schemes, being always better for user 1, since it has higher dmin than user
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2. This difference between both users for BER= 10−3 is measured on the basis to R,
obtaining 2000, 150 and 200 antennas extra for user 2 with respect to 1, for the A, B and
C schemes, respectively. In the scheme B and C, we increase the MD for user 2 in the
individual constellation, therefore the difference between both users is lower than for A
scheme. In addition, for the scheme C, we achieve the same MD for all joint symbols,
hence, we need a lower R to reach a lower BER than with the A and B schemes. However,
since the difference between both users in B and C is approximately the same, the fact
of achieving the same MD in C design among joint symbols does not help to obtain an
equal performance between users.
Figure 3.12 BER comparison of A, B and C constellation designs for ρ = 0 dB, J = 2
users and M=4.
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In Figure 3.13, increasing the SNR to 2 dB, the design B achieves to equal performance
of both users. However, R is still very high to be considered in a practical system, even
with m-MIMO. In Figure 3.14, we increase the size of constellation to M = 8 symbols. We
can see that the design A gets worse, while B scheme remains the same. For a BER= 10−3,
A requires over 105 antennas, unacceptable even for m-MIMO. This is due to the MD for
A in (3.49) is reduced more quickly than B in (3.52). However, note that increasing the
size of constellation in both designs the number of antennas is quite high for a reasonable
performance.
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Figure 3.13 BER performance comparison of constellation designs A and B for ρ = 2
dB, J = 2 users and M=4.
101 102 103 104
R, Number of antennas
10-5
10-4
10-3
10-2
10-1
100
B
E
R
BER User 1 Const A
BER User 2 Const A
BER User 2 Const B
BER User 1 Const B
Figure 3.14 BER performance comparison of designs A and B for ρ = 0 dB, J = 2 users
and M=8.
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Now, we analyze the UEP cases with unequal power. In Figure 3.15, the designs
D and E are shown for ρ = 2 dB, J = 2 users, M=4 and using α2 = 2 for user 2.
These designs are compared to the B scheme, with α2 = 1 for user 2, corresponding to a
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equal power. The evolution of the performance for D and E is similar, overcoming B for
R > 300 antennas. The difference between D and E schemes lies in the joint constellation,
resulting the same distance for all joint symbols in E. However, this feature does not affect
on the performance, since only we have rotated the individual constellation. These results
are consistent with that already discussed for A, B and C schemes in Figure 3.12. We
conclude that the minimum distance for the bounds described in Section 2.3 is exclusively
that found in the individual constellation for each user.
Figure 3.15 BER performance comparison of D and E with α2 = 2 and B (α2 = 1)
constellation designs for ρ = 0 dB, J = 2 users and M=4.
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In Figure 3.16, we have represented the SER, in order to check the joint demodulation
of both users. Note that the joint SER depends on the worst user, in this case the user
2. As with BER, the individual SER for design B is better than A due to the MD.
In Figure 3.17, we increase the number of users to J = 4 for a size of constellation of
M = 2 and design A. We can see the unequal BER performance of the four user for ρ = 0
and 3 dB. However, increasing to M = 4, it is impossible to decode the user 4 as shown in
Figure 3.18, even increasing the SNR to 5 dB. This result is consisting with that already
discussed in Figure 3.9.
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Figure 3.16 SER comparison of designs A and B for ρ = 0 dB, J = 2 users and M=4.
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Figure 3.17 BER performance comparison of design A for J = 4 users and M=2.
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Figure 3.18 BER performance comparison of design A for J = 4 users, M=4 and ρ =5
dB.
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3.5 Design for Equal Error Performance (EEP)
In this section, we study how to achieve that every user experiences the same performance
and we propose a constellation design for that, so-called EEP scheme. From the evaluation
of the results in the previous design, we concluded that the MD in the joint constellation
does not affect for having equal performance. By contrast, the symbols in the individual
constellation have to be at the same distance, in turn, being this one the same for all
users. This means that we can not have different MD among users.
Regarding the design criteria, we follow this separation: on the one hand for same
average power level, and, on the other hand, each user transmits with different power
level. For this latter, it is not a new proposal, but a combination of the UEP designs.
3.5.1 EEP design with equal power level per user
This design is based on placing all symbols for a given user at equal distance and also
keeping the same distance between any two symbols for all users. In order to achieve
these distance properties, the users are intercalated in the unit circle symbol by symbol,
instead of inserting the full constellation for one user, as in some UEP designs. In this
way, all users will obtain the same error performance. Hence, the constellation Mj for
user j is defined as
MEEPj =
{
2pi
JM
[(m+ 1)J − 1 + j],m = 0, 1, ...,M − 1
}
, j = 1, ..., J (3.57)
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In Figure 3.19, an example of the user’s constellation is shown for 2 users and a size
of constellation of M = 4 symbols. The MD is dmin = 0.59 for joint symbols, which
is lower than for UEP, as shown in Figure 3.19(d). The individual MD is the same for
both users. This is the main reason for equal performance. In this case, the joint MD
is decreased with respect to UEP (dEEPmin = 0.56 < d
A
min = 0.69), with the corresponding
slight degradation on the joint performance, in exchange for equaling this MD for both
users. In Figure 3.19 (c) are illustrated both intercalated and individual constellation
schemes in order to verify that all symbols are at the same distance before combining
them in the joint symbol.
In Figure 3.20, a scheme for J = 4 users and M = 4 symbols is shown. Note the
same distance among the symbols belonging to one user and, on the other hand the same
distance among all users.
Figure 3.19 Constellation scheme for EEP design with J = 2 users and M = 4.
(a) User 1 MEEP1 (b) User 2 M
EEP
1
(c) User 1 and User 2 intercalated (d) Joint Constellation EEP
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Figure 3.20 Constellation scheme for EEP design with J = 4 users and M = 4.
3.5.2 Performance for EEP designs
As in Section 3.4, now we analyze the performance for EEP designs. In Figure 3.21, the
BER for ρ = 0 dB, J = 2 users and M=4 symbols is shown. Since the design is according
to EEP, we can see that both users experience the same performance. Another way to
achieve equal performance is using the UEP that were designed with equal power per
user, but varying the power for user 2 until reaching the same performance as user 1.
Here, experimentally we achieved it using α2 = 2 and UEP-A scheme to obtain a design
which tends to EEP as R increases, as is shown in Figure 3.21. Another advantage for
EEP noted in this figure is that it is better than UEP, even increasing the power for the
user 2 in UEP scheme.
In Figure 3.22 we compare EEP design to UEP-A and C for the case of ρ = 0 dB,
J = 2 users and M=4. In this case, note that the design C for user 1 is close to EEP
scheme, reaching it both users for R > 103 antennas. This is due to the fact that the user
1 in both cases has the same MD. For the same conditions, the design A is worse than
EEP, although for low R the user 1 in A achieves a lower BER.
In Figure 3.23 we compare the EEP scheme for J = 4 users and M = 4 to UEP using
the proposal A for ρ = 0 dB. For EEP we have only shown two users of the total set,
since the performance we can see that is the same. Note that increasing the number of
users, the EEP design sacrifices the performance for some user, in this case the 1 and 3,
in exchange to equal it. By contrast, UEP-A is not able to demodulate all users, while
EEP does.
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Figure 3.21 BER performance for EEP design, ρ = 0 dB, J = 2 users and M = 4.
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Figure 3.22 BER Comparison between EEP and UEP design, ρ = 0 dB, J = 2 users
and M=4.
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Figure 3.23 BER performance for EEP design, ρ = 0dB, J = 4 users and M=4.
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3.6 Comparison between coherent and non coherent
schemes in Rayleigh fading
Since through this Thesis we intend to validate the NC schemes in m-MIMO as alternative
for the future communication systems, we analyze how far our proposal is from its coherent
counterpart. For that purpose, we also compare the performance relying on our EEP
design to that achieved by a coherent Maximum Ratio Combining (MRC) receiver which
is widely used in the literature for m-MIMO.
An MRC receiver normally works worse than ZF and MMSE. However, as power levels
are reduced, the cross-talk introduced by the MRC receiver eventually falls below the noise
level, and hence, becomes a viable and advisable option for large arrays of antennas.
The resulting signal in a coherent receiver which employs MRC can be expressed as
follows
yMRC =
∑R
r=1 hˆr
∗
yr∑R
r=1 |hˆr|2
, (3.58)
where hˆr is the estimation of the channel in the r
th antenna. For this comparison, we
assume that the CSI is estimated and, hence, it is subject to a realistic estimation error,
which is assumed to be Gaussian. We generate these estimations as hˆr = hr + herror,
where herror ∼ CN(0, σ2e), being σ2e the error variance.
Moreover, for a fair comparison we should take into account the effective throughput
reduction due to the insertion of pilots for the channel estimation. In LTE this loss is
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15% for a reduced number of antennas [123], while in [124] the optimum amount of pilots
is shown to be 35%-40% for low SNR with R = 16 and an optimized number of users
J < M . We will assume a rate-loss of 33% due to pilot overhead. This implies that for
the same rate, we should compare non-coherent DQPSK to coherent 8-PSK.
In Figure 3.24 a comparison between a NC-m-MIMO for J = 2 users size of constella-
tion of M = 4 and a coherent scheme is shown. We use the UEP design A, B and C and
the EEP design for this comparison. We can see that for the same order of constellation,
M = 4 the coherent system need 30 antennas less than the NC. However, considering a
fair comparison our EEP scheme proposed reaches to the coherent with M = 8 increasing
the SNR 2 dB. Note that the difference is lower than the classical 3 dB. By contrast, the
UEP designs need more antennas or SNR to reach their coherent counterpart.
Figure 3.24 BER Performance for both NC and coherent detection.
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3.7 Comparison with other proposed constellations
in m-MIMO
The most research for NC-m-MIMO are based on energy detection, as was shown in the
state of the art. The ASK, APSK, DAPSK and DQAM, these three later combine in ad-
dition with the phase-detection, are the most prevalent constellation schemes. Therefore,
in this section we analyse these schemes within the framework of the NC techniques, to
compare them to our proposed design for differential phase-detection.
Let us start reviewing the features for these modulations to analyse the differences
with our design. Particularly, they all have in common transmitting the total or part of
the information on the amplitude (energy) of the signal.
3.7.1 Constellation for energy detection
The ASK scheme is the most commonly used model so far for the NC energy based
detection schemes, although without making differential encoding. In this scheme, the
information is conveyed in the signal amplitude and recovered by energy-based detection
symbol-by-symbol, assuming known channel statistics. This NC detection is possible due
to the high number of antennas.
The transmitter sends symbols belong to the constellation P = {√pm, m = 1, · · · ,M},
being pm the energy levels. The signal received at the BS is as in (2.11), then, the decoder
computes the average received power across all the antennas as ||y||
2
R
. From the Law of
Large Numbers [41], it can be conclude the following decision statistic
||y||2
R
= p + ν¯. (3.59)
In order to decide, the receiver divides the positive real axes into M non-intersecting
intervals, so-called decoding regions, corresponding to each of the transmitted possible
symbols, then, it chooses the symbol pm related to the region or interval Im to which
||y||2
R
belongs. To design the P constellation, we have to take into account that all available
power levels pm have to be transmitted with equal probability and there is an average
power constraint specified as
1
M
M∑
m=1
pm < 1. (3.60)
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This translates into
minimize
P, Im
Pe
.
=
1
M
M∑
m=1
Pe(pm)
subject to
1
M
M∑
m=1
pm = 1, 0 ≤ pm,∀m,
(3.61)
where Pe is the error probability.
To comply with the foregoing, the energy-designs consider also minimum distance
decoding, deriving from (3.60) that the neighboring points in the individual constellation
should be separated by
dASKmin =
2
M − 1 . (3.62)
This MD is bigger than that obtained by phase-designs. Using (3.62), the P constellation
and its decoding intervals I are{
p1 = 0, p2 =
2
L− 1 , pm =
2(m− 1)
M − 1 , pM = 2
}
I1 = [0,
dmin
2
), I2 = [
dmin
2
,
3dmin
2
), · · · , IM = [2− dmin
2
,∞).
(3.63)
We compare a NC-ASK to our NC-DPSK aided m-MiMO system for single user, ρ = 0
dB and different sizes of constellation M ∈ {2, 4, 8, 16} symbols. This analysis is shown
in Figure 3.25. In all cases the required R for phase-detection (DPSK) is lower than for
energy-detection, approximately 550 antennas less for M = 4, 1000 for M = 8 and over
10000 antennas less for M = 16. These results match with the expected ones, since DPSK
has always been better than ASK from the single antenna case [43].
3.7.2 Combined constellations schemes
Now, let us compare DPSK to other schemes which include differential encoding and
combine the energy detection with phase based detection. The DQAM scheme could
also be regarded as a collection of designs which make differential encoding or only in the
amplitude, or only in the phase or in both ones. These designs are based on a constellation
scheme known as star QAM.
• Star QAM:
This modulation is based on two concentric PSK constellations or rings, having two
different amplitudes, a0 and a1 as shown in Figure 3.26. Star-QAM schemes having
more than two PSK constellations are also referred to as Differential Amplitude and
Phase-Shift Keying (DAPSK) schemes.
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Figure 3.25 BER comparison between ASK and DPSK schemes for single user.
Figure 3.26 Constellation Star-QAM for M= 16 symbols.
Similarly to any DPSK design, we have to insert a reference symbol at the beginning
of each frame before transmitting a star-QAM symbol. Using as example a 16-star-
QAM, we have two 8-PSK and we need four bits per symbol, b0, b1, b2, b3. The
most significative bit (MSB) b3 is used for selecting the amplitude of the PSK ring
(a0, a1). If b3 = 0 the amplitude remains the same as that of the previous symbol,
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an = an−1, whilst for b3 = 1 we have to switch to another ring. The phase is
differentialy encoded as in (2.1). In this case, we have to make two detection: one
for the amplitude and other one for the phase. First, we can detect the amplitude
as
|yn|
|yn−1| ≈
|an|
|an−1| ∈

ring0 =
a1
a1
or a2
a2
= 1
ring1 =
a1
a2
ring2 =
a2
a1
 (3.64)
then, we detect the symbol received using PSK constellation corresponding to the
ring selected in (3.64).
In star-QAM constellations, we may maximize the MD of the constellation by ap-
propriately adjusting the ring ratios of the amplitude levels.
• DQAM:
This scheme was first proposed by Weber [7] in 1978. We can achieve a DQAM
scheme by applying the DPSK principle to the phases of Star QAM symbols, whereas
the ring amplitudes of the Star QAM symbols are directly transmitted without dif-
ferential encoding. This scheme was later denoted as absolute-amplitude DPSK
(ADPSK) in [125] to distinguish it from those DQAM designs which make in addi-
tion differential encoding in the amplitude.
As a result, the ADPSK receiver invokes a low-complexity NC detector, where the
data-carrying phase is recovered by the CDD-DPSK techniques, which observes the
phase changes between every pair of consecutive received samples determining the
particular quadrant, and then the ring amplitude is demodulated by a quantizer
within the detected quadrant.
Star QAM constellations are preferred for DQAM design, since the phase angles of
the square-QAM constellation points are not equispaced, which inevitably results
in arbitrary phase rotations after differential encoding of the phase.
• ADPSK or APSK
Absolute-Amplitude Differential Phase-Shift Keying only encodes the phase, being
the amplitude transmitted without coding. In [125], a detector for m-MIMO using
APSK is proposed. This is similar to that proposed here, but it has to consider
the amplitude for the phase detection, which for the NC-m-MIMO-DPSK scheme is
not needed reducing the complexity of the receiver. The detector proposed in [125]
which we simulate is
(xˆt−1, xˆt) = arg min
xt−1,xt∈M
∣∣∣rt
α
− xtx∗t−1
∣∣∣ . (3.65)
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• DAPSK:
The DAPSK scheme is particularly advantageous for NC communications since its
coherent QAM counterpart suffered from a realistic channel estimation error. In
addition, it exhibits a benefit because of its low signal detection complexity as well.
This is due to the fact that the separate detection of the amplitude and the phase
of a received symbol exhibits lower complexity than jointly detecting the two terms.
However, it was observed in [4] that the performance of CDD-DAPSK degrades, and
eventually, an error floor is formed in Rayleigh fading channels, when the Doppler
frequency fD is increased. As we will see in Chapter 6, fD does not have any effect
on our NC proposal. To further improve the CDD performance, the classic DFDD
presented in the state of the art for DPSK in [8] and [9] was further developed for
DAPSK in [10]-[12].
Figure 3.27 BER comparison among APSK, DAPSK and DPSK for M= 16 and single
user.
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In Figure 3.27, a comparison among APSK, DAPSK and our DPSK proposal is shown
for M = 16, R = 128, 500 and 1000 antennas and single user. We can see that for APSK
scheme increasing over 500 antennas we do not have any improvement on the performance,
mMIMO does not help. In addition, we need a high SNR with respect to DPSK to the
same BER. By contrast, the difference between DPSK and DAPSK is not too abrupt. For
R = 128 antennas, DAPSK shows a better performance than DPSK, conversely, similar
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to APSK, DAPSK does not offer any improvement over 500 antennas. For low SNR,
DAPSK solves the demodulation better than DPSK.
3.7.3 Analysis of the complexity
For each scheme we computed their complexity in terms of signal processing as the number
of multiplications and comparison the receiver performs. In general, these numbers depend
on the number of levels of amplitude MA and number of phases MP as M = MAMP . In
the case for purely energy based detection, such as ASK schemes, MP = 1 then the
complexity is M = MA, while for DPSK the complexity is M = MP with MA = 1. These
schemes do not perform M = MAMP comparisons and no multiplication.
Although APSK shows worse performance due to the fact the amplitude is not en-
coded, it performs MA+MP comparison and one multiplication for each received sample,
less than DPSK schemes and the same as DAPSK. Another advantage over conventional
QAM for practical implementation is that APSK presents a lower number of possible am-
plitude levels, resulting in fewer problems with non-linear amplifiers. Conversely, DPSK
has only one power lever, not showing problems for the amplifier.
3.8 Conclusions
Novel constellation designs are proposed for a multiuser non coherent m-MIMO uplink
scenario that allow us to separate the users’ signals at the receiver thanks to a one-to-one
correspondence between the constellation for each user and the joint constellation in the
receiver. The designs consist in the multiplexing of users in the constellation, intercaling
the symbols belonging to them. Two approaches are considered: in terms of BER, each
user achieves a different performance and, on the other hand, the same performance is
provided for all users.
For the UEP designs, in addition, the variation in the received power for different
users allows us to set up uneven error correction schemes. In the EEP case, the design
does not rely on strict power control and yet provides the same performance for all users.
We have analyzed the number of antennas required by all designs. This number depends
on the minimum distance between symbols in the individual constellation, not on the
characteristics of the joint constellation. Also we probe that the number of antennas is
more influential that the SNR on the performance. The UEP designs usually require
more antennas than EEP schemes, taking into account that this number tends to the
same value for both designs as the minimum distance in UEP approximates to the EEP
one.
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We have analyzed the interference and SINR for these designs. We derivate the error
probability for NC-m-MIMO as a function of minimum distance, SINR and the total
interference, providing some performance bounds for our designs.
We have shown that our proposal performs better than the benchmark of the designs
based on energy detection [97,98,105,126] regarding BER. Conversely, they show a similar
performance to other constellations which perform differential encoding, such as APSK,
DAPSK. However, these designs are more susceptible to the noise since they use the
amplitude to convey the information, whilst in DPSK only the phase is used. APSK
gets worse performance than DAPSK and DPSK, whilst DPSK for high R is better than
DAPSK, their performance tends to be the same as BER is lower. Other advantage for
our designs is that they are able to operate in multiuser environment by multiplexing
multiple users in the constellation, whilst the other designs, APSK, DAPSK or DQAM,
are considered only for single user. This increases the capacity of the DPSK systems. In
addition, our proposals are not far from the performance of an equivalent coherent system
operating under realistic channel assumptions.
Chapter 4
Channel Coding Schemes for
multiuser non coherent massive
MIMO systems based on DPSK for
Rayleigh Channels
In the previous chapter the performance for multi-user NC-m-MIMO systems based on
DPSK without coding was shown for Rayleigh channels. The simulation results showed
a good performance against their coherent counterparts, validating the non coherent de-
tection in massive MIMO aided differential phase. In addition, these novel constellation
designs outperformed the schemes based on energy detection. However, the number of
antennas needed to achieve a reasonable performance is much too large for a feasible com-
munication system. Therefore, in this chapter we propose a powerful encoding scheme
based on the principle of bit-interleaved coded modulation and iterative decoding (BICM-
ID) [127] as novelty for NC m-MIMO aided DPSK with the objective of reducing the
number of antennas R by channel coding. We will design this encoding scheme based on
EXIT-curves, providing a new approach for this tool in the non coherent m-MIMO field.
First, we review the concept and principles of BICM and iterative decoding and detec-
tion techniques. Then, we present the channel coding scheme proposed over the reference
system model shown in Chapter 2. In order to exchange information in the iterative
decoding procedure, we need soft information in form of log-likelihood ratio (LLR), which
are derived for non coherent detection. Consecutively, we present the new approach of
the EXIT chart for our proposal. Finally, we analyse the performance and the capacity
of a NC-m-MIMO system aided DPSK with channel coding.
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4.1 Principles of BICM-ID coding schemes
Bit-interleaved coded modulation (BICM) technique was first introduced by Zehavi in
[128]. This technique belongs to coded modulations group, which has as goal the joint
design of coding and modulation. In coding, the diversity order of a code is defined
as the minimum Hamming distance of the code, or equivalently, the number of different
symbols between the shortest erroneous path and the correct path (error free event) in the
decoding procedure. The difference with other coded modulations, such as trellis coded
modulation (TCM) [129], is that BICM interprets the diversity order of a code equal
to the smallest number of different bits, instead of the different symbols, by employing
independent bit-based interleaving rather than symbol. The bit error probability is lower
in Rayleigh fading channels than that of TCM that maximizes the euclidean distance, due
to the fact that BICM scheme operates at bit-level. Thus, BICM maximizes the minimum
Hamming distance.
As shown in Figure 4.1, a message vector u is encoded into a codeword c, interleaved by
the random bit interleaver pi generating c’. Then the stream c’ is grouped by serial-parallel
conversion and fed through the modulator, which includes a sophisticated mapping scheme
to produce the symbols x to be transmitted.
Figure 4.1 BICM-ID system schematic.
In the receiver we can have a significant performance gain including iterative decoding
at the cost of increased complexity but still at reasonable level, also referred in the litera-
ture as “turbo principle”. This technique consists in concatenating Recursive Systematic
Convolutional codes with interleavers between the constituent encoders. First, they were
placed in parallel [130] and then it was extended to serially concatenated convolutional
codes [131]. BICM using Iterative Decoding (BICM-ID) was proposed by Li in [127] in
order to further improve the BICM scheme. This improvement is achieved first with an
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appropriate mapping scheme between the interleaved bits and the phasor constellation
and, secondly, with an iterative information exchange between the decoder and the de-
modulator as illustrated in Figure 4.1, improving the reliability of the information passed
from the channel decoder to the demodulator in each iteration. Hence, once the received
stream y is demapped, in contrast to other coded modulation schemes, a bit-level metric
is derived, deinterleaved by pi−1 and passed to the decoder to generate the extrinsic infor-
mation which is fed back to the demapper. In the last iteration, the decoder returns the
estimated message vector uˆ.
In Section 4.3 we calculate the metric for the baseline non coherent m-MIMO system
based on DPSK proposed in this work. In Section 4.4, we design the BICM-ID scheme that
best suits the constellations proposed in the Chapter 3 with the help of the EXIT chart
tool and their performance will be evaluated for transmission over Rayleigh channels.
4.2 System model including the channel coding scheme
Having described the operating principles of a BICM-ID scheme in the previous section,
the channel coding block in the baseline system proposed in Chapter 2 is replaced by a
BICM-ID scheme as it is shown in Figure 4.2.
Figure 4.2 BICM-ID transmitter model for non coherent multi-user massive MIMO
system with J users.
In this design we use a serial concatenation between encoders for the turbo-codes
as shown in Figure 4.2. A block of bits bj belong to user j is encoded by a Recursive
Systematic Convolutional (RSC) code (outer encoder) generating the bit stream cj, which
is then interleaved by the first random bit interleaver pi1,j. The interleaved sequence uj is
then fed through the Unity-Rate Code (URC) encoder (inner encoder), where the coded
bits c′j at the output of the URC are interleaved by the second random bit interleaver pi2,j,
producing the bit stream u′j. The URC encoder is introduced for avoiding the bit error
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rate (BER) floor because its infinite duration impulse response efficiently randomizes the
extrinsic information provided for Bahl-Cocke-Jelinek-Raviv (BCJR) decoder [132]. The
design details for outer encoder and inner encoder are presented in Subsection 4.4.2 and
Subsection 4.4.4 respectively, where we argue about the importance and why we need
both encoder types, in particular an URC encoder. After bit interleaving, the bits are
grouped in sets of p bits, {bj1, bj2, ..., bjp}, by serial-parallel conversion to be mapped to
symbols sj[n]. These symbols are independent of each other and belong to an M -ary
constellationMj, which may in fact be different for each user, as we explained in previous
chapters.
Figure 4.3 BICM-ID receiver model for non coherent multi-user massive MIMO system
for J users
At the receiver of Figure 4.3 the non coherent detection, just like the case without
coding in Chapter 3 is performed jointly for all users to obtain the decision variable
z[n] (3.1), which is delivered to the soft-demapper block. This block calculates, from
the symbols z[n], the soft information for each coded bit of the joint symbol ς, which is
expressed in form of L = LLRq for the q
th bit1. Hence, from z[n], the set LM = {LLRq}lq=0
is obtained where l is the number of LLR per joint symbol, l = J log2M and M is the
order of the individual constellationMj. Then the LLRs of each user L(u
′
K) are obtained
from the set of l values in LM by a serial-parallel conversion. This separation for each
user and the details for non coherent derivation of LLRs are presented in Section 4.3.
After non coherent detection, the decoding process is carried out independently for
each user. The URC decoder processes the information provided by the soft demapper,
deinterleaved by pi−12,j , in conjunction with the a priori information Li,a(uj) passed back
to it from the RSC decoder, in order to generate the extrinsic LLRs Li,e(uj). Then, the
LLRs Li,e(uj) are deinterleaved by a soft-bit deinterleaver pi
−1
1,j , as seen in Figure 4.3.
Next, the soft-bit values Lo,a(cj) are passed to the RSC decoder in order to compute the
extrinsic LLRs Lo,e(cj). The RSC decoder invokes the BCJR algorithm [132]. During the
last iteration, only the a posteriori LLR values, Lp(bj), of the original uncoded systematic
information bits are required, which are passed to a hard decision decoder in order to
determine the estimated transmitted source bits bˆj.
1Hereinafter, L corresponds to LLR.
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4.3 Derivation of LLR for NC schemes in m-MIMO
and DPSK
The soft-demapper block in Figure 4.3 is responsible for calculating from the symbols z[n]
the soft information corresponding to each coded bit q of the joint symbol ς[n], meaning,
the set {LLRq}lq=0. The LLRs are defined as the logarithm of the ratio of the probabilities
of the qth bit assuming its two legitimate values conditioned to z[n]. According to [133],
the LLRs can be defined as follows
LLRq
4
= log
P (q = 0|z[n])
P (q = 1|z[n]) (4.1)
where P (q|z[n]) is the conditional probability density function (pdf). Particularizing for
the joint constellation M each LLR can be written as follows
LLRq = log
∑
ς∈M(0)q p(z[n]|ς)∑
ς∈M(1)q p(z[n]|ς)
, (4.2)
where M
(b)
q is the subset of M with the qth bit having the value of b = 0 or b = 1.
By using Bayes’ rule we can obtain the conditional pdf p(z[n]|ς) from P (q|z[n]), which
obeys the next Gaussian distribution
p(z[n]|ς) = 1
2piI
exp
(−|z[n]− ς|2
2I
)
, (4.3)
where I is the interference plus noise variance. As well, we use the max-log approximation
formulated as
ln(eA + eB) = max(A,B) + ln(1 + e(−|A−B|)) ≈ max(A,B), (4.4)
explained in [132] for BCJR algorithm in logarithm domain, for the sake of converting
multiplications to additions. The losses stemming from max-log approximation are ana-
lyzed in [134]. With all this we can derive the LLR for bit q as follows
LLRq = log
max
ς∈M(0)q
p(z[n]|ς)
max
ς∈M(1)q
p(z[n]|ς) = −
1
I
(
min
ς∈M(0)q
|z[n]− ς|2 − min
ς∈M(1)q
|z[n]− ς|2
)
. (4.5)
We can observe that this metric is the same as for a coherent system with the advantage
that channel information is not necessary because of the scaling laws of m-MIMO. where
the channel effects have disappeared due to (2.18) (2.20) and (3.2).
Once we have the set of l LLRs values in LM for each joint symbol ς, then the LLRs
of each user L(u′J) are obtained by a serial-parallel conversion. This is done by grouping
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l/J consecutive values for each user. This way of separating the individual symbols
from the joint symbols is due to the labelling used in the mapping of the joint symbol
in connection with each individual user’s labelling at the transmitter. Remember from
Section 2.4.2 that the joint labelling is formed by concatenating the individual labelling
(an example for building the joint constellation was shown in that section).
From the point of view of the soft information, if we have J=3 users and M=4, where
user 1 transmits the pair of consecutive bits {u′(1)1 , u
′(2)
1 }, the user 2 transmits {u
′(1)
2 , u
′(2)
2 }
and the user 3 transmits {u′(1)3 , u
′(2)
3 }, then the labelling of the joint symbol is the serial
concatenation formulated as
{u′(1)1 , u
′(2)
1 , u
′(1)
2 , u
′(2)
2 , u
′(1)
3 , u
′(2)
3 }.
Then, when we have the soft-values LM = “LLR1, LLR2︸ ︷︷ ︸
user1
, LLR3, LLR4︸ ︷︷ ︸
user2
, LLR5, LLR6︸ ︷︷ ︸
user3
”, the
separation for each individual user gives L(u
′
1) = ”LLR1, LLR2”, L(u
′
2) = “LLR3, LLR4”
and L(u
′
3) = ”LLR5, LLR6”.
In order to employ the EXIT chart the pdf of the a priori LLR values has to be
Gaussian, which depends on the interleaver length (Section 4.4.1). We simulate the system
shown in Figure 4.2 and Figure 4.3. At each iteration, we plot the histogram of the LLRs
for checking their distribution. As an example, we plot the distribution for an iteration
in the decoding procedure in Figure 4.4, where we can see that the distribution for the a
priori LLRs is Gaussian with zero mean.
Figure 4.4 Probability density function for a priori LLR values.
4.4. New approach of EXIT chart tool in massive MIMO 83
4.4 New approach of EXIT chart tool in massive
MIMO
The EXtrinsic Information Transfer (EXIT) chart concept was first proposed by Stephan
ten Brink in [135], which constitutes a powerful tool for designing and analyzing iteratively
decoded systems. A comprehensive tutorial is provided in [133] on the design of systems
based on EXIT-curves. However, in this work we present a new approach of EXIT tool
focused for m-MIMO.
The purpose of using the EXIT charts is to predict the convergence behavior of the
iterative decoder, composed of both parallel or serially concatenated encoders. This is
achieved by examining the evolution of the input/output mutual information (MI) ex-
change between the constituent decoders in consecutive iterations. The average MI rep-
resents the average amount of source information X acquired per received symbol Y ,
defined by information theory in [136] as
I(X, Y ) =
∑
i,j
P (Xi, Yj) · log2
(
P (Xi/Yj)
P (Xi)
)
bits/symbol, (4.6)
where P (Xi, Yj) is the joint probability that Xi was transmitted and Yj was received.
P (Xi) is the probability of transmitting Xi and P (Xi/Yj) is the conditional probability
that the Yj was received given that Xi was transmitted. In order to plot the EXIT chart,
we have to derive the MI between the bit stream and its corresponding L soft-values.
It was shown in [137] that the MI between the general equiprobable bits X and their
respective LLRs L always obeys
I(X,L) = 1−
∫ +∞
−∞
p(L|X = +1) · log2[1 + e−L]dL
= 1− E{X = +1}log2[1 + e−L],
(4.7)
where E{X} is the expected value of X. Henceforth, the bit stream X is associated with
the coded bits c or u in Figure 4.2, depending on whether we are talking about outer
or inner encoder, respectively. The L-values have to obey a symmetric distribution of
p(L|X = ±1) and to satisfy the consistency condition defined in [137]. The closer to 1 MI
is, the more accurate the iterative decoding, then the lower BER is. There are two main
methods to compute the MI in (4.7): the histogram based approximation [138, 139] and
the method based on time averaging [137]. We employ in this work the time averaging
method which has the advantage of not requiring any knowledge of the input bit sequence
b.
Thus far, the contributions which use EXIT tool to design iteratively decoded systems,
built the EXIT-curves based on SNR. Conversely, in this thesis we propose a new approach
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to build the EXIT-curve, this is based on the number of antennas R to measure and
represent the nature of a m-MIMO system.
4.4.1 Construction of the EXIT chart for non coherent schemes
in massive MIMO and DPSK
In order to obtain the EXIT chart, we have to develop two functions: one for the outer
curve represented by the first channel encoder in the transmitter shown in Figure 4.2,
corresponding RSC encoder family; and the other one for the inner curve formed by
URC encoder in conjunction with mapper, both with their respective decoder shown in
Figure 4.3.
In Figure 4.5 is shown an example of EXIT chart with the parameters which influence
on the system design, which are: the two curves introduced before (inner and outer),
the open tunnel and the decoding trajectory. In general, the inner curve depends on the
channel and the SNR, however in this work as novel we built this curve without knowledge
of the channel and for the number of antennas R, as will be detailed in Section 4.4.4.
The open tunnel is a condition which must be fulfilled to decode the information. This
condition entails that both encoder-curves can not be crossed each other. The colored area
between both curves in Figure 4.5 represents the open tunnel. The decoding trajectory
determines the number of iterationsNI which are required to achieve the BER convergence
to infinitely low value. In the EXIT chart shown as example in Figure 4.5 we can see seven
iterations, but due to the fact that both curves are close and the tunnel is very narrow in
the final end, causing a large number of iterations making the iterative decoding difficult.
Figure 4.5 Design parameters in an example of EXIT chart.
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In addition, another parameter which we have to take into account is the depth of
the interleaver between encoders. This parameter has relevance in the accuracy of the
outer and inner curves as shown in Figure 4.6, since L-value distribution may be or not
gaussian as explained Section 4.3.
Figure 4.6 Interleaver depth effect on EXIT curves for inner and outer decoder used by
a transmission over Rayleigh m-MIMO channel.
(a) 100 bits (b) 1000 bits
In the following, we give an explanation to build each curve in the EXIT chart dispens-
ing with the CSI, corresponding to non coherent systems. We will now see the detailed
description for each parameter of EXIT chart.
1) Transfer characteristics of the RSC decoder (outer, subindex o):
The EXIT characteristic of the RSC decoder in Figure 4.3, as outer function, describes
the relationship between the RSC a priori input Lo,a(c) and the RSC extrinsic output
Lo,e(c). In the full system shown in Figure 4.3, RSC decoder receives Lo,a(c) by a single
input from the URC decoder. Therefore, the EXIT characteristics of the outer channel
decoder are independent of the reference SNR value, ρ, and hence may be written as
Io,e(c) = To[Io,a(c)], (4.8)
where Io,a(c) = I[c;Lo,a(c)] ∈ [0, 1] is the MI defined in (4.7) between the RSC coded bits
c and the a priori L-values Lo,a(c) and in the same way, Io,e(c) = I[c;Lo,e(c)] ∈ [0, 1] is
the MI (4.7) between the RSC coded bits c and the extrinsic L-values Lo,e(c). The EXIT
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characteristic (4.8) is calculated for a specific Io,a using (4.7) as
Io,e(c) = I[c;Lo,e(c)]
= 1− E{log2[1 + e−Lo,e ]}
≈ 1− 1
N
N∑
n=1
log2[1 + e
−c(n)·Lo,e(n))]
(4.9)
where N is the number of bits forming an input message.
The schematic represented in Figure 4.7 is to plot and evaluate the EXIT curve of
the outer RSC channel decoder in isolation. We generate sequences of a priori L, Lo,a(c),
using a set of MI Io,a(c) ∈ [0, 1] which simulates the information from URC. The RSC
decoder provides the extrinsic soft information Lo,e(c) which is delivered for computing
the MI in combination with coded bits c by (4.9) to get Io,e(c).
Figure 4.7 Schematic of EXIT chart for generating the outer curve (RSC decoder).
Finally, the EXIT chart for outer code is plotted with its input Io,a(c) on the horizontal
axis and its output Io,e(c) on the vertical axis, as in example EXIT chart in Figure 4.5.
2) Transfer characteristics of the demapper (inner, subindex i):
Generally, the modulator block (mapper and MDPSK) serves as inner encoder/decoder
without considering URC encoder. In order to quantify the information content of the
outer code as well as interleaved bits u and the extrinsic LLR values Li,e(u) at the output
of the demapper, the MI Ii,e(u) = I[U ;Li,e(u)] can be used. Based on this MI, the
demapper’s extrinsic information transfer characteristic is defined in [133] as
Ii,e(u) = Ti[Ii,a(u), Eb/N0], (4.10)
where reference Eb/N0 was defined for the system model in (2.15) including the channel
coding scheme. Note that the MI for the demapper is a function of both the a priori
information Ii,a(u) and the Eb/N0. The latter is replaced by the SINR for our system,
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which depends on the number of antennas R as defined in (3.36). Then, the function
(4.10) for our particular m-MIMO system translates to
Ii,e(u) = Ti[Ii,a(u), SINR] = Ti[Ii,a(u), R, ρ]. (4.11)
Using again the time averaging method to compute the MI just like for the outer code,
the extrinsic MI for the inner code is derive as follows
Ii,e(u) = I[u;Li,e(c)]
= 1− E{log2[1 + e−Li,e ]}
≈ 1− 1
N
N∑
n=1
log2[1 + e
−u(n)·Li,e(n))]
(4.12)
We can combine (2.14) and (3.36) to obtain the SINR as a function of the reference SNR
as
SINR =
R
J2
ρ2
ρ2 + 2ρ+ 1
, (4.13)
which in turn depends on Eb/N0 by (2.15). The exchange of extrinsic information in the
system of Figure 4.3 can be visualized by plotting the EXIT characteristics of the inner
demapper and the outer RSC decoder in an EXIT chart [140]. The outer RSC decoder’s
extrinsic output information Io,e(c) becomes the demapper’s a priori input information
Ii,a(u). Similarly, we plot the demapper’s extrinsic output information Ii,e(u), which
becomes the outer RSC decoder’s a priori input information Io,a(c).
In the case that the EXIT curve of the inner demapper and the outer RSC decoder,
explained in (4.8) are intersected before reaching the (1.0, 1.0) point of the perfect con-
vergence, the error probability curve will not exhibit a steep turbo-cliff shape that we
expect in a BICM-ID system. Therefore, we have to include an additional recursive inner
encoder/decoder component in order to reach the point of the perfect convergence. In
this way, an error probability as low as desired can be achieved. This new component is
the URC encoder in Figure 4.2 and Figure 4.3. In the following sections, we will see in
the performance analysis how an URC is necessary for our proposed NC system.
In order to plot and evaluate the EXIT characteristic represented in (4.11), we use
the schematic illustrated in Figure 4.8. A random bit stream u is generated to simulate
the bits from outer encoder and the first interleaver pi1. This bit stream continues the
same process to be transmitted as that explained for the system model in Figure 4.2.
Through m-MIMO channel we receive the symbols y which are non coherently detected
and follow until being decoded by URC decoder. Unlike RSC encoder, an inner decoder
(URC) has two inputs: the detected and demapped symbols in form of LLR, L(c′), and
the L-values generated from a priori MI Ii,a(u) ∈ [0, 1] for the inner code (which simulates
the a priori information Li,a(uj) passed back to it from the RSC decoder), in order to
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Figure 4.8 Schematic of EXIT chart for generating the inner curve (URC decoder +
demapper).
generate the extrinsic LLRs Li,e(uj). Then, the MI Ii,e(u) in (4.12) is obtained with the
extrinsic L-values and the random initial bits.
Finally, the EXIT chart for inner code is plotted with its input Ii,e(u) on the horizontal
axis and its output Ii,a(u) on the vertical axis. The a priori and extrinsic information is
reversed with respect to the outer curve.
3) Decoding trajectory:
The predictions about the BER convergence that are made by using the EXIT chart
can be verified looking at the iterative decoding trajectory. This represents the actual
extrinsic information transfer between the inner and outer decoders. The open tunnel
and the decoding trajectory are related: the narrower the tunnel, the more iterations are
required for reaching the perfect convergence point. The more iterations are required to
reach the perfect point (1,1), the more complexity in the receiver to decode the informa-
tion. The perfect point implies that given Ia = 1, inner or outer, we have Ie = 1, then
BER approaches the channel capacity.
Sometimes in order not to assume such complexity in the receiver it might be interest-
ing to consider increasing the number of antennas R for the sake of broadening the open
tunnel. Consequently decreasing R entails more iterations in the receiver. In the design
we have to make a tradeoff for R and the NI . Obviously, in turn these two parameters
depend on the encoder chosen with the inner/outer curves.
4) Collecting three curves in EXIT chart:
Once we have plotted all curves in EXIT chart for the encoders of interest, we follow
the flow shown in Figure 4.9 and explained in Algorithm 1 in order to select the best
pair of encoders available for our proposal. In Figure 4.10, a series of EXIT functions are
represented to illustrate the procedure of encoder selection for a reference Eb/N0 = 10
dB. The first case in Figure 4.10(a) is for a 1/2 − rate CC as outer code and an URC
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encoder2 type 1 as inner code for which we plot the inner curve for an example mapping
scheme φ1 and R = 50 antennas. We can notice in Figure 4.10(a) that the (1,1) point is
not reached, then we select another mapping scheme, φ2, which achieves an open tunnel,
hence we compute NI = 3 iterations for R = 50 antennas. Although Figure 4.10(b) allows
the decoding, we increase up to R = 100 antennas, reducing NI to 1 iteration. In this
point, we choose 100 antennas and less iterations, since this number of antennas it is still
manageable for a practical array.
In the second case, Figure 4.10(b), we increase the coding rate using a 4/5− rate CC
outer code. The reduction of the channel coding involves an increase of R. Similarly to
the above case, now for 50 antennas both curves reach to (1,1), but they are crossing, then
we increase the number of antennas for the same mapping scheme. For R = 90, we have
open tunnel, then we compute NI = 6 iterations. Conversely, for 190 antennas, we have
3 iterations. In this case, we should assume the high complexity due to the number of
iterations instead of high R due to the fact that 190 antennas are so many for a practical
system.
On the other hand, we reduce the coding rate of the channel coding scheme in Fig-
ure 4.10(c) with a 1/10−rate CC outer, consequently we can reduce R up to 10 antennas
but the (1,1) point is not reached. The same happens with 45 antennas. We have to
increase R up to 85 antennas with only NI = 1 iteration to obtain curves that do not
cross, though the (1,1) point is not reached, also. Then we can decode but we do not
have a BER infinitely low.
The number of iterations NI is obtained with the aid of the EXIT chart analysis. It
indicates the number of iterations which are needed so that BER tends to an infinitesimally
low value. We chose for each case the specific number of iterations which achieve the best
BER.
2The candidates for URC encoder are explained in details in Section 4.4.3
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Figure 4.9 Flow to plot a EXIT chart for CC, R, and ρ.
Algorithm 1 Select the best outer and inner codes based on R for NC-m-MIMO system.
1: Input Data: Set of convolutional codes (CC) + Eb/N0
2: Step 1: select one CC of the set.
3: Plotting the outer curve for selected CC
4: End
5: Step 2: for R−value, mapping scheme and URC encoder
6: Plotting inner curve
7: if Both curves achieve the point (1,1) then
8: if there is open tunnel then
9: Plotting the trajectory to get I1
10: else
11: Increment R and go step 2.
12: end if
13: else
14: Select other URC or mapping scheme and go step 2.
15: end if
16: Result: URC code, R and I
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Figure 4.10 Example of EXIT charts for selecting the best pair encoders for the schemes
in Figure 4.2-4.3 using Algorithm 1 and Figure 4.9 for a reference Eb/N0 = 0dB.
(a) EXIT functions for 1/2-rate CC encoder as outer and URC1 encoder as inner.
(b) EXIT functions for 4/5-rate CC encoder as outer and URC1 encoder as inner.
(c) EXIT functions for 1/10-rate CC encoder as outer and URC1 encoder as inner.
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4.4.2 Selecting the outer encoder for multiuser non coherent
massive MIMO systems
Typically for the outer encoders are used convolutional codes (CC), however any arbitrary
channel code family may be used for iterative decoding or turbo codes. In this work we
decide to use CC. In Figure 4.11(a) a basic CC encoder is shown. As we can see, CC
encodes n1 input bits in n2 output bits (n2 > n1), being coding rate r =
n1
n2
and they are
composed of memory registers D. For representing a CC, we use the output generator
sequences represented by a polynomial g and in a more compact form as G=[g1, · · · gp]
with p outputs.
Figure 4.11 General schematic for Convolutional Code (CC).
(a) Example for CC (b) Example for RSC
When output bits do not include the input bits these CC are called non-systematic
(NSC). Conversely, if the input data are prevalent in the output are called systematic. In
addition, if one of its encoded outputs is feeding back to its input, the CC is recursive, as
shown in Figure 4.11(b). The recursive systematic convolutional (RSC) codes group have
become more popular in Turbo Codes.
In order to achieve CC with different rates, Tuchler and Hagenauer proposed the usage
of IRregular Convolutional Codes (IRCCs) in serial concatenated schemes [141,142], which
are constituted from a basic RSC by puncturing, obtaining a subgroup of CC having
different rates r, used in order to design a near-capacity system. The IRCC codes shape
appropriately the EXIT curves minimizing the area within the open tunnel.
In [140], a family of 17 IRCC subcodes are proposed for using in EXIT chart as outer
code. They are constructed from a systematic, rate r =1/2, memory-4 mother RSC code
defined by the generator polynomial g = 1/g0 · (g0g1), where
g0 = 1 +D +D
4
g1 = 1 +D
2 +D3 +D4.
(4.14)
Since the rate for main RSC is 1/2, we employ puncturing in order to obtain higher rates
(r > 1/2), while for lower rates (r < 1/2) we need to add more generator polynomials in
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conjunction with puncturing technique. Only two new generators (g2, g3) are required for
achieving lower r,
g2 = 1 +D +D
2 +D4
g3 = 1 +D +D
3 +D4.
(4.15)
Each of the 17 subcodes is identified by the tuples as follows [140],
{rk, (w0, w1, w2, w3), lk, (p0, p1, p2, p3)} for k = 1, · · · , 17 (4.16)
where wi specifies how often gi occurs in the generator g, lk is the puncturing period, and
pi is the octal representation of the puncturing pattern associated to gi. In summary, the
17 subcodes are collected in Table 4.1.
Table 4.1: Candidates for Outer Codes
rk (w0,w1,w2,w3) lk (p0,p1,p2,p3)
0.1 (1,4,4,1) 1 (1,1,1,1)
0.15 (1,3,2,1) 3 (7,7,7,3)
0.2 (1,2,1,1) 1 (1,1,1,1)
0.25 (1,1,1,1) 1 (1,1,1,1)
0.3 (1,1,1,1) 3 (7,7,7,1)
0.35 (1,1,1) 7 (177177077)
0.4 (1,1,1) 2 (3,3,1)
0.45 (1,1,1) 9 (777777021)
0.5 (1,1) 1 (1,1)
0.55 (1,1) 11 (3777,2737)
0.6 (1,1) 3 (7,3)
0.65 (1,1) 13 (17777,05253)
0.7 (1,1) 7 (177025)
0.75 (1,1) 3 (7,1)
0.8 (1,1) 4 (17,1)
0.85 (1,1) 17 (377777010101)
0.9 (1,1) 9 (777,1)
For our proposal we avail of the set of subcodes in [140] as candidates for the outer
code. Figure 4.12 shows the EXIT characteristics for the 17 subcodes, achieved using
(4.8). Each CC in Figure 4.12 is associated with a bit rate which will be analyzed later
considering the required number of antennas for each case. In general, the higher coding
rate, the more unprotected the information is. Therefore, we need to increase R in the
corresponding for the lower curves in EXIT chart shown in Figure 4.12. By contrast, the
curve in up zone in EXIT chart, we need less antennas.
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Figure 4.12 Set of 17 candidates IRCC for outer encoder in a NC-m-MIMO system.
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4.4.3 Mapping schemes for multiuser non coherent massive MIMO
systems
The mapper block, formed by DPSK encoder in conjunction with bit-symbol mapping
scheme (MS), act as inner encoder in our system. We denominate an MS as φ. We have
to select the appropriate individual labelling for the constellation designs, which were
proposed in Chapter 3, for mapping the individual constellation from joint constellation.
At the moment, we analyze the channel coding scheme without the URC encoder, in order
to demonstrate latter the necessity to include it as part of the inner encoder.
It is widely recognized [133] that Gray Mapping (GM) is not advisable for implement-
ing iterative decoding since it does not produce any iteration gain upon increasing the
MI at the demapper. Hence, it produces a poor BER performance without reaching the
channel capacity.
In our system, we have to define two MS: one for the individual constellation M
and the other one for the joint constellation M. The latter is which influences on the
iterative decoding procedure. Actually, as it was explained in Chapter 2, the labelling
for joint constellation depends on the concatenation of the individual labelling, hence
the MS definition is only required for individual users and thus, joint MS never presents
a GM even though the individual MS are GM. There is a large number of legitimate
anti-Gray mappings (AGM) that can be created from the combination of the individual
users constellation. Although, again, their impact on the attained performance is not
significant. Nonetheless, we have analyzed a group of mappings, from which we select two
examples for GM and other two for AGM as representative, summarizing them in Table
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4.2 with a constellation size of M = 4 symbols for both.
Cases
Mapping Scheme
(MS) φ
Binary
Labelling
Type
1 φ1 [00, 01, 11, 10] GM
2 φ2 [10, 11, 01, 00] GM
3 φ3 [00, 01, 10, 11] AGM
4 φ4 [00, 10, 01, 11] AGM
Table 4.2: Proposed mapping schemes for individual users.
Based on the mappings defined in Table 4.2, we analyze the behavior of the system
for three general cases. First, all users employ GM. Second, all users operate with AGM.
The last one, some users using GM while the other ones AGM. In Table 4.3 the different
combinations for the case of J = 2 users are shown.
Combinations User 1 User 2 Description
1 φ1 φ1 Both users the same GM
2 φ2 φ2 Option 2: both users the same GM
3 φ1 φ2 Both users with GM, but different between them
4 φ3 φ3 Both users the same AGM
5 φ4 φ4 Option 2: both users the same AGM
6 φ3 φ4 Both users with AGM, but different between them
7 φ1 φ3 One user GM and the other one AGM
Table 4.3: Combinations for MS between the users.
For each of the considered combinations in Table 4.3, the inner function was obtained
for a reference Eb/N0 = 0 dB, M = 4, J = 2 users and R = 20 antennas. Let us now
examine the performance of the MS combinations for both our EEP and UEP designs
respectively. The first thing that attracts our attention is that none of the curves reach to
the (1,1) point for perfect convergence. This is the main reason why we need to include
an URC encoder.
Also, we can notice that the performance does not depend on neither the specific MS
nor design philosophy (EEP or UEP), not even of the constellation design, solely whether
there is GM or not. When at least one of the users employs GM there is a gain with
respect to the rest of the combinations defined in Table 4.3. Nevertheless, we do not
achieve the perfect point.
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Figure 4.13 shows the EXIT chart of the BICM-ID non-coherent m-MIMO system of
Figure 4.3 without taking into account the URC encoder. Several inner curves are plotted
for different number of antennas, R =20, 40 and 60 employing the EEP constellation of
Figure 3.57. As outer code, 1/2-rate RSC is selected corresponding to the code 9 of the
family shown in Figure 4.12 which offers a rate of r = 1/2. Due to the fact that the EXIT
curve of the inner demapper and the outer RSC decoder intersected before reaching the
(1,1) point of the perfect convergence, the error probability curve will not exhibit the
steep turbo-cliff shape that we expect in a BICM-ID system.
Figure 4.13 Inner curve only considering MS (without URC encoder).
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Finally, for the rest of the work, we have opted for the specific mapping φ1 that
provided the best BER for a given number of antennas among all the analyzed mappings.
4.4.4 Selecting the inner encoder for multiuser non coherent
massive MIMO systems
A recursive inner encoder is needed in order to maximize the interleaved gain and to
avoid the formation of a BER floor when we employ iterative decoding. In addition, it
can be of great help for reaching the (Ia, Ie) = (1, 1) point. It was shown in [140] that
an URC encoder as inner code can be employed for designing low-complexity iterative
detection aided schemes, suitable for bandwidth and power limited systems which have
stringent error probability requirements. The URC encoder is a simple r-1 memory-1
accumulator as shown in Figure 4.14. Introducing URC only produces a slight complexity
increase for the receiver, although still allowing a low-complexity iterative detection. Also,
URC encoders have an Infinite Impulse Response (IIR) and hence, they randomize the
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extrinsic information without increasing the interleaved delay and without reducing the
throughput.
Figure 4.14 Schematic of the simplest URC encoder.
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Figure 2.5 The Linear Feedback Shift Register (LFSR) encoder of URC1, including one register and
one adder.
aj
bj
As shown in Figure 2.5, there is one register and one adder in the schematic. The corresponding
hexadecimal generator and feedback polynomials of URC1 is (2, 3). Suppose the initial register state
is m0 = 0, and the input and output bit vectors are a = [aj ]
J
j=0 and b = [bj ]
J
j=0, respectively. We will
stick to these two simple vectors as our example in the following of this report. Thus, we have
mj = aj ⊕mj−1
bj = mj (2.1)
where mj−1 is the previous state of the register and mj is the new state. For example, the input bit
vector a = {10010} yields m = 1, 2, 2, 2, 1, 1, hence outputs bit vector b = {11100}. According to the
logic in (2.1), we have the Truth Table as shown in Table 2.2.3.
mj−1 aj mj bj
1 0 1 0
1 1 2 1
2 0 2 1
2 1 1 0
Table 2.2: The truth table of URC1 shown in Figure 2.5.
An often-used technique for characterising the operations of a state machine, such as the URC1
code, is to refer to the state transition diagram of Figure 2.6. Given that there are two bits in the
shift register at any moment, there are two possible states for the current state and the new state mj
are governed by the incoming bit aj.
Another simple way of characterising the encode is to portray its trellis diagram, which is depicted
in Figure 2.7. On the top and at the bottom of the figure, the two legitimate register states, 0 and
1, are portrayed. Commencing operations from the all-zero register state 0 allows us to mirror the
encoder’s actions in the trellis diagram. As before, the state transitions are governed by the incoming
bits aj and a state transition due to a logical zero is indicated by a continuous line, while a transition
activated by using the same input bit-stream a.
There are several possible URC codes in the literature summarized in Figure 4.15
from [143]. In Table 4.4, the polynomial generators of the each 10 candidate URC,
{URCi}10i=0, are shown. We select the first (URC1), the fourth (URC4) a d the sixth
(URC6) because of the following reasons:
• We choose a representative for 1, 2 and 3 memory register.
• They offer some non-zero extrinsic mutual information Ii,e even in the absence of any
a priori mutual information Ii,a. This means, for Ia = 0, we have output information
Ie 6= 0. This may be attributed to the presence of only a single non-zero coefficient
within their polynomial generators. This feature allows us decoding the information
in conjunction with the outer codes selected in previous section. Otherwise, with
the remaining URC codes, not even increasing the number of antennas, we will not
be able to obtain an open tunnel in our proposal.
Table 4.4: Generator Polynomials for the 10 URC from [143].
URC URC1 URC2 URC3 URC4 URC5 URC6 URC7 URC8 URC9 URC10
(g,f) (2,3) (7,5) (7,6) (4,7) (6,7) (8,B) (D,C) (8,F) (B,F) (E,F)
In Figure 4.13 it was showed the EXIT chart of the BICM-ID non-coherent m-MIMO
system of Figure 4.3 without taking into account the URC encoder. Now, considering an
URC as inner code, the iterative detection is carried out by exchanging extrinsic infor-
mation between the outer RSC decoder (represented by the set of IRCC subcodes) and
the URC decoder, instead with the demapper. We repeat the inner curves of Figure 4.13
for R =20, 40 and 60 antennas and SNR= 0dB, employing the EEP constellation of Fig-
ure 3.19. As outer code, 1/2-rate IRCC corresponding to the code 9 in Figure 4.12. Note
now tha the converg nce at the (1,1) point is rese rched, as it is shown i Figure 4.16.
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Figure 4.15 List of candidates for URC encoder.
2.2.3. Encoding Operation 7
Figure 2.4 The Linear Feedback Shift Register (LFSR) encoder schematics for the component URC
codes {URCr}10r=1.
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In order to give this generator polynomial, we build a binary number representation by placing a 1 in
each spot where a connection line from the shift register feeds into the adder, and a 0 elsewhere. The
leftmost spot in the binary number represents the current input, while the rightmost spot represents
the oldest input that still remains in the shift register. Let us take URC7 in Figure 2.4 for example,
the generator polynomial g(URC7) = 1101. By converting this binary representation into an octal
representation, thus we have g(URC7) = D.
Similarly, we can derive feedback polynomial f(URC). Again, we take URC7 in Figure 2.4 for
example, firstly build a binary number representation, the feedback polynomial f(URC) = 1100.
Then convert the binary representation into an octal representation, f(URC) = C. The Generator
and feedback polynomials of all the ten URC codes can be found in Table 2.2.2.
m m = 2 m = 4 m = 8
URC URC1 URC2 URC3 URC4 URC5 URC6 URC7 URC8 URC9 URC10
(g, f) (2,3) (7,5) (7,6) (4,7) (6,7) (8,B) (D,C) (8,F) (B,F) (E,F)
Table 2.1: Ten Unity-Rate Codes are labelled using the format (g, f), where g and f are the hexadecimal
generator and feedback polynomials of the URC code, respectively.
2.2.3 Encoding Operation
Without loss of generality, we take the simplest one of the ten URC codes shown in Table 3.5 as an
example to demonstrate how the URC works.
The insertion of the URC encoder does not reduce the throughput, but a modest increase
in the required value of R is noticed for the same outer encoder. For the case with our
URC, using R = 60 the decoding is possible but the BER does not converge to a very
low value. However, in the case with URC, 60 antennas is not valid for 1/2−rate IRCC
because we do not have an open tunnel, both curves are crossed. We need to increase R
up to 80 antennas in order to open the tunnel.
We plot the inner curve for reference SNR = -6 and 0 dB, several R and our selected
URC {URC1, URC4, URC6} in Figure 4.17. The reference outer code continues being
1/2−rate IRCC. For -6dB we can not decode, observing that URC1 is the worse inner
code. However, once we can decode for SNR=0 dB, URC1 is the best option due to
the fact that it requires a lower value of R or it throws lower area between both curves
(open tunnel). The URC4 and URC6 for low a priori MI,Ii,a, require less R than URC
1,
but they present a narrower tunnel which involves a higher number of iterations, thus,
more complexity for the receiver. In general, taking into account the tradeoff between
both encoders, our proposal URC1 offers better performance, as we will see in the next
sections.
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Figure 4.16 Inner curve with URC encoder.
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Figure 4.17 Comparison with different URC encoder for SNR=-6 dB and 0 dB.
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4.5 Performance of multiuser non coherent massive
MIMO system based on DPSK with channel cod-
ing
Once each EXIT characteristic had been explained and discussed in the previous section,
we analyse the performance for our NC m-MIMO proposal based on this tool. Specifically,
we study the BER and SER in order to find the channel coding scheme that is better
suited for our constellation designs, when communicating over uncorrelated Rayleigh fad-
ing channels with AWGN. The objective of this analysis is to optimize the value of R
required in order to attain a good performance, since R should be a feasible number for a
m-MIMO system. The simulations are carried out by Monte Carlo method. Block fading
is assumed, where the channel’s envelope remains constant during the transmission of a
symbol burst, but it varies randomly between bursts. The effects due to the real nature of
the wireless channels such as the time- or frequency-varying on the system performance
are analyzed in Chapter 6. In order to ensure the Gaussian distribution of the LLRs, we
use long interleavers with a depth of Dint=800,000 bits. The remaining simulation pa-
rameters are: the frame length of the modulator is set to 400,000 symbols, 10,000 frames
are transmitted and a total of 1,000,000 information bits were transmitted during one
simulation run. Finally, we set ρ = 0 dB, unless otherwise is stated.
The performance is analyzed for the UEP and EEP designs, both presented in Chap-
ter 3, for the case with channel coding scheme. Now, we search the suitable R−value
for these designs. Finally, we compare the results for NC-m-MIMO with those obtained
without coding and for its coherent counterpart using MRC.
4.5.1 Performance for UEP designs
We select a reference SNR, following the Algorithm 1 and Figure 4.9 to plot for the set of
17 subcodes (outer, IRCC) in conjunction with the inner curves for a range of antennas
from 20 up to 200 in steps of 10 antennas. From 200 antennas we increase the step to 20
antennas due to the fact that coding rate is lower in the high region. In this case, we plot
from 220 up to 360 antennas as shown in Figure 4.18 as an example.
We associate the best inner curve attached to a given R−value with each IRCC curve
of the 17 subcodes. The results are collected in Table 4.5 for the UEP-A constellation
design, MA, described in Section 3.4. This table shows the estimated resources required
for that UEP design when we use the URC1 and URC4, which were shown in Figure 4.15,
for a reference SNR ρ=0, 3 and 6 dB. For the UEP design we verify the fact that different
users have a different performance, therefore it is necessary to show both users. The user
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1 is better than user 2, so that lower R is needed for the same performance. This is
because of the minimum distance among symbols for user 1 is bigger than the user 2.
In addition, increasing the coding rate reduces the number of antennas for both URC,
although for URC1 the number of antennas R required is lower than for URC4. For high
channel coding, increasing the reference SNR does not produce any gain over R.
Figure 4.18 EXIT Chart for J = 2 users , M = 4, URC 1 and UEP
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In order to predict the complexity that the receiver has, we need the decoding trajec-
tory. In Figure 4.19 we show the EXIT chart for design A with J = 2 users, a reference
SNR of 0 dB for both users separately, M = 4, URC1 as inner code and the code 9 of 17
as outer, in conjunction with its trajectory for decoding. The complexity will be marked
by the user 2 which requires more iterations to reach the (1,1) point. In this case, for
R=370 antennas, the user 2 needs 5 iterations and the user 1 only needs 1 iteration.
The BER of the UEP-A design for J = 2 users, URC1, M = 4 symbols and r − 1/2
IRCC is shown in Figure 4.20. Note that the user 1 has better performance than user 2,
however both users need a reduced R compared to the results without coding, analyzed in
Section 3.4. Also, Figure 4.20 verifies the decoding trajectory in Figure 4.19. The user 1
needs 3 iterations to converge when using 40 antennas, while the user 2 needs 5 iterations
to converge with 370 antennas. Due to the fact that the number of antennas has to be the
same for both users, the first user’s performance is increased with respect to the second
user.
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Outer User 1 User 2 User 1 User 2
RCS Inner Code (URC 1) Inner Code (URC 1) URC 4 URC 4
Conv. Code (CC) R for SNR R for SNR R for Eb/N0 R for SNR
0 dB 3 dB 6 dB 0 dB 3 dB 6 dB 0 dB 3 dB 6 dB 0dB 3 dB 6 dB
C
o
d
in
g
ra
te
in
1/10-CC1 20 20 20 100 60 40 20 20 20 150 90 60
3/20-CC2 20 20 20 130 80 55 20 20 20 190 110 75
1/5-CC3 20 20 20 170 95 65 25 20 20 220 130 90
1/4-CC4 20 20 20 200 115 80 30 20 20 260 160 110
3/10-CC5 30 20 20 230 130 90 30 20 20 290 180 120
7/20-CC6 30 20 20 260 150 115 35 20 20 320 200 135
2/5-CC7 30 20 20 290 170 130 40 20 20 360 220 150
9/20-CC8 35 20 20 320 190 140 45 25 20 400 240 160
1/2-CC9 40 25 20 360 210 155 50 30 20 430 260 175
11/20-CC10 45 25 20 400 230 165 60 30 20 480 280 190
3/5-CC11 50 30 20 440 260 175 65 35 25 530 300 210
13/20-CC12 55 35 25 500 290 200 70 40 30 580 330 230
7/10-CC13 65 40 25 550 320 220 80 50 35 630 360 250
3/4-CC14 75 45 35 600 360 250 100 55 40 690 400 280
4/5-CC15 100 55 40 640 420 280 120 70 50 750 450 310
17/20-CC16 130 80 55 690 480 330 170 110 70 810 500 380
9/10-CC17 190 120 85 740 530 380 250 140 100 860 550 430
Table 4.5: Performance Comparison for J =2 users with UEP-A constellation and different
encoders.
Figure 4.19 EXIT Chart for ρ =0 dB, J = 2 users , M = 4, URC1 and UEP design A.
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Figure 4.20 BER for J = 2 users UEP-A, ρ = 0 dB, URC1 as inner encoder and CC9
as outer encoder
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4.5.2 Performance for EEP designs
Let us now examine the performance for the EEP design explained in Section 3.5. First,
we check that effectively the performance is the same for all users. In Figure 4.21, we
plot the inner curve for J =2, 4 and 6 users. Indeed, all users experience the same EXIT
chart, thus, they will have the same BER curve.
As for UEP designs, we estimate the antennas required for different reference SNR.
Before, we analyze the influence of URC encoder type for EEP approach. We illustrated
the decoding trajectories for URC1 in Figure 4.22, for URC4 in Figure 4.23 and for URC6
in Figure 4.24, all of them for M = 4, J = 2 users and ρ=0 dB. We use as example
a 1/2 − rate and 9/10 − rate IRCCs. In Figure 4.22, for 90 antennas the inner curve
reaches perfect point after NI =12 decoding iterations. In this case, the open tunnel
between inner and outer encoder is very tight so we need more iterations to reach this
point. We can assume a slight increase in R, with only 10 additional antennas, so then
the performance converges with half the number of iterations. For 110 antennas we need
NI =6 too, then we select R =100 antennas to decode using the basic convolutional code
9 from set of 17 subcodes. In the case we want to increase the coding rate to 9/10 using
the convolutional 17, we need to increase up to R =350 antennas. The user 2 presents
the same results due to the equal error protection design.
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Figure 4.21 Performance between multiple users for EEP design
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Figure 4.22 EXIT Chart for J = 2 users , M = 4, URC1 and EEP
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Figure 4.23 EXIT Chart for J = 2 users , M = 4, URC4 and EEP
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Figure 4.24 EXIT Chart for J = 2 users , M = 4, URC6 and EEP
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In Figure 4.23, we can see that for URC4 with 1/2−CC, we need minimum 100 an-
tennas for NI =7 iteration, 10 antennas and one iteration more than with URC
1. The
next inner curve goes up to 150 antennas, in exchange of reducing only 3 iterations. By
contrast, for 9/10-CC R and NI is kept.
In the case for URC6 shown in Figure 4.24, note that R is increased up to 110 for
1/2-CC and up to 400 antennas for 9/10-CC. We compare the decoding trajectory for the
EEP constellation design using URC4 in Figure 4.23 and URC6 in Figure 4.24. In both
cases the number of iterations to reach the point (1,1) is larger than for URC1.
In general, the URC1 is which offers a better tradeoff between R-NI . Therefore, we
decided for the EEP designs to use also the URC1, in addition, due to the fact that R is
lower for a given coding rate. Hence, we plot for a range of antennas all the inner and
outer curves using Algorithm 1 and flow chart, as the same way that UEP schemes. Table
4.6 provides a comparison of the estimated resources required for different combinations
of inner and outer encoders using the EEP design. Only one user is shown since it is EEP
approach.
Outer (CC) Inner Code (URC 1) Inner Code (URC 4) Inner Code (URC 6)
Conv. Code R for SNR R for SNR R for SNR
(RCS) 0 dB 3 dB 6 dB -3 dB -6 dB 0 dB 3 dB -3 dB -6 dB 0 dB 3 dB -3 dB -6 dB
C
o
d
in
g
ra
te
1/10-CC1 20 20 20 50 120 40 20 100 250 40 25 100 250
3/20-CC2 30 20 20 70 180 45 25 100 300 50 30 125 300
1/5-CC3 40 20 20 90 230 55 30 125 350 60 35 150 355
1/4-CC4 50 25 20 110 280 65 35 150 400 70 40 175 450
3/10-CC5 55 30 20 125 310 75 40 175 475 80 45 200 500
7/20-CC6 60 35 25 140 370 85 45 200 500 90 50 200 550
2/5-CC7 70 40 30 110 440 95 55 225 575 100 60 225 575
9/20-CC8 80 45 30 170 500 105 60 250 650 110 60 250 600
1/2-CC9 90 50 35 200 550 120 70 300 700 110 70 275 750
11/20-CC10 100 60 40 250 650 130 75 350 850 120 80 300 875
3/5-CC11 120 65 45 270 750 145 85 375 950 120 90 350 1000
13/20-CC12 130 75 55 300 850 160 95 420 1050 125 100 400 1100
7/10-CC13 150 90 60 350 1000 190 105 475 1200 130 110 425 1250
3/4-CC14 180 100 70 400 1150 210 120 550 1300 135 120 475 1350
4/5-CC15 210 120 85 500 1300 240 140 600 1400 140 140 550 1400
17/20-CC16 260 150 100 600 1600 300 170 750 1700 150 170 700 1750
9/10-CC17 350 180 130 750 1900 350 200 850 1950 160 200 825 1900
Table 4.6: Performance Comparison for J = 2 users with EEP Constellation and different
encoders.
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We can see that, as it may be expected, the higher the coding rate (less information
is protected or coded, the higher R; and, conversely, we need more antennas to lower the
coding rate. Note that the results are satisfactory with respect to the values of R. These
results show a reduction compared to the previous work in [103] that did not include
coding. Also, we can see in Table 4.6 that low R is required for low SNR. The lowest
value we can propose is 20 antennas since for lower values the approximation (3.6) is not
fulfilled. By comparing Table 4.5 and Table 4.6 we can see that there is an increase in R
for the EEP design if we wish to guarantee that both users have the same performance.
In any case, R is considerably lower than in [103]. For example, at millimeter-waves
frequencies a 10x10 array having 100 antennas would require a coding rate of 3/4 at
SNR=3dB according to Table 4.6 with EEP design.
Figure 4.25 shows the attainable performance for J=2 users relying on the EEP design.
As it can be inferred by carefully comparing Figures 4.22-4.25, the BER of user 1 in
Figure 4.25 becomes vanishingly low for 90 antennas after NI = 12. Reducing the NI
to 4, upon using a 1/2-rate IRCC, we have reduced the value of R from 1,000 to 100
antennas compared to the uncoded case of Section 3.5. Alternatively, it can be observed
in Figure 4.25 that we are able to reduce R to 350 antennas with respect to R = 1,000 for
the uncoded case in conjunction with NI = 5 using a 9/10-rate RSC as the outer code.
Furthermore, we can compare both schemes for the same number of iterations, such as
NI = 4. In this case, the performance of the 9/10 rate code is slightly worse, as seen in
Figure 4.22. Additionally, it is explicitly observed in Figure 4.25 that NI = 4 is sufficient
for the 1/2-rate IRCC to converge, while 9/10 requires one additional iteration.
As it was shown in Figure 4.22 and Table 4.6, we can save a 40% in coding rate when
we use 350 antennas with a 9/10−coding rate. In Figure 4.26 BER for ρ = 0 dB, EEP,
J = 2 but using a 9/10-rate IRCC (CC17) is shown. Note that for this value the BER
converges for 5 iterations in Figure 4.26. As we can see by studying Table 4.6, Figure 4.22
and Figure 4.26 the BER thresholds are accurately predicted by the EXIT chart analysis.
The results predicted by the EXIT chart analysis closely match the actual results observed
in the BER curve for ρ=0dB.
Figure 4.27 shows the BER for J=4 users, the EEP design, URC1 and CC9 for ρ=0
dB. There is a sudden drop in the BER for 3,500 antennas after 8 iterations. This result
drastically reduces R as compared to [103] where R>15,000 antennas were required to
support 4 users.
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Figure 4.25 BER for J = 2 users EEP, ρ = 0 dB, URC as inner encoder and 1/2,
9/10-rate RSC as outer encoder
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Figure 4.26 BER for J = 2 users EEP, ρ = 0 dB, URC 1 as inner encoder and CC17 as
outer encoder
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4.5.3 Performance comparison between different schemes with
channel coding
Figure 4.28 provides an example of the results shown in Table 4.5, where R = 50 and a
code rate of 1/10 are fixed, while varying the Eb/N0. The difference between EEP and
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Figure 4.27 BER for J = 4 users EEP, ρ = 0 dB, URC 1 as inner encoder and CC9 as
outer encoder
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UEP can be explicitly observed. For the second user of the UEP scheme to reach the
same performance as user relying on the EEP scheme, we have to increase the number of
antennas to 250, as shown in Figure 4.28. This extra number of antennas compensates
for an Eb/N0 difference of 8 dB, equivalently evaluated for the effective ρ.
In order to compare the performance to previous work [105] we use now the SER. This
probability is dominated by the worst distance, so that it is minimized when all users
have a similar distance which means similar error probability (EEP design). Figure 4.29
shows the SER for both the UEP and EEP schemes as well as for [105]. For the same
performance, our system needs a lower number of antennas than [105] for SER=10−3 and
more than 3 orders of magnitude lower for SER=10−5, which is an explicit benefit of
iterative decoding.
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Figure 4.28 NC performance comparison for J = 2 users, EEP and UEP designs.
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4.5.4 Performance comparison between coherent and non co-
herent schemes with channel coding
We also compare the performance of J=2 users relying on our EEP design to that achieved
by a MRC receiver. For this comparison we assume that the CSI is estimated and hence it
is subject to a realistic estimation error, which is assumed to be Gaussian. Moreover, for a
fair comparison we should take into account the effective throughput reduction due to the
insertion of pilots for channel estimation. We will assume a rate-loss of 33% as detailed
in Section 3.6. In Figure 4.30 for R = 90, the NC scheme using a 1/5-rate is compared to
its coherent counterpart associated with a 3/10-rate, so they have the same effective rate.
We can see that for the target of BER= 10−4 the Eb/N0 difference is 2 dB, the same that
was found without coding [103]. This difference can be overcome by increasing R in the
NC scheme. As shown in the figure, for R = 110 antennas the difference is approximately
0.5 dB. If we target a lower BER, the difference between the NC and the coherent scheme
is reduced to 1 dB, which is compensated by having only 20 additional antennas. For even
lower BER, the two schemes are equivalent. The authors of [5] and [19] have also found
the same asymptotic relationship between the coherent and NC schemes. Moreover, the
fact that for low Eb/N0 the use of CSI can result in a waste of resources has already been
pointed out in [5].
Figure 4.30 Performance comparison between the non-coherent and coherent schemes
for J = 2 users for the EEP design.
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4.6 Conclusions
We have proposed a multi-user BICM-ID scheme for a non-coherent massive MIMO sys-
tem based on M-ary DPSK with the objective of reducing the number of antennas required
for a target performance. We have analyzed and proposed the EXIT chart as a useful tool
for finding the best schemes for m-MIMO saving simulation. We propose an approach for
EXIT curves based on the number of antennas for m-MIMO. Based on this model, we
design a coding scheme suited for the constellation designs proposed in Chapter 3. The
EEP design offers better performance than the UEP, although both schemes perform bet-
ter than previous work. Also, including coding, we improve the design for unequal error
protection, that may also be interesting to support multiple applications with different
QoS requirements. We have shown that the number of users served by the BS can be
increased with a 70% reduction in the number of antennas with respect to previous work.
In particular, we show that with 100 antennas for the EEP design and a coding rate of 1/2
we achieve the minimum probability of error. We have seen that R is allowed to decrease
about two orders of magnitude with respect to the systems without coding presented in
Chapter 3 and in [103]. Using iterative decoding also improves the performance compared
to [104].
We parameterized the EXIT curves by the number of antennas that were used to
optimize both UEP and EPP designs. We demonstrated that a feasible number of R =
100 antennas are sufficient for several situations. We have seen that R may be reduced
from 1,000 to 100 with respect to the system operating without coding presented in
Chapter 3. Moreover, using iterative decoding also improves the performance compared
to other coded schemes [104]. The number of users that can be supported by the BS
can increase at the cost of a higher number of antennas R. We show the importance of
the mapping scheme, focusing on the mapping for individual constellation. However, an
optimized mapping for the joint constellation is subject of future research.
The number of users that can be multiplexed together may be further increased with
the aid of other coding schemes chosen as outer code, which are also left for further
research.
Chapter 5
New Constellation based on DPSK
for Rice Channels
In the previous chapters, we focused on the constellation scheme designs for channels with
Rayleigh fading. In addition, these designs present a reasonable number of antennas even
for m-MIMO thanks to the power channel coding schemes incorporated.
In this chapter, we redesign the previous constellations to consider a Rician fading
that is likely to be found in the new scenarios in the future communication systems.
5.1 Introduction
The current scenarios such as rural or suburban environments, backhaul wireless sys-
tems [107], and even new D2D communications [34] can have a predominant line-of-sight
(LOS) component, so that they are better modeled by Rician fading [108], [109]. The
same happens when using higher frequencies, looking for wider spectrum availability,
such as in millimeter frequency bands considered recently for 5G or even the emerging
communications in the terahertz frequencies band [144].
For multi-user scenarios with Rician fading, the designs in [103] and those proposed in
this thesis in Chapter 2-4, (published in [115, 116, 118]), originally proposed for Rayleigh
fading, are no longer valid when we consider Rician fading due to the fact that the LOS
component generates inter user interference (IUI) and inter symbol interference (ISI) when
these designs are used under such propagation conditions. Therefore, the constellation
scheme has to be redesigned in order to counteract as much as possible these effects of
the LOS channel component. [111], [145] analyze the behavior of coherent massive MIMO
in Rician channels and stress the importance of considering these specific propagation
characteristics that may happen in realistic scenarios. The issues raised in these works
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are for coherent systems. Now, in this chapter we consider them for the non-coherent
systems.
In the area of the NC detection, often the correlation between the phase distortions
experienced by the consecutively transmitted symbols is exploited by jointly processing
the received multiple symbols in order to improve the system performance [9]. The au-
thors in [146] presented a multiple symbol differential detector for m-SIMO which is not
valid neither for Rician fading channels nor multi-user systems as we will show. Here,
we will demonstrate that a multiple-symbol detection is not enough to compensate the
interference unless we carefully select a new constellation design. In addition, the large
number of antennas is not sufficient to cancel the IUI and ISI with the resources proposed
in [115]. Therefore, we have to find an algorithm to cancel these terms.
5.2 Non coherent detection procedure in channels
with Rician fading
We start from the decision variable z[n] in (2.16). In respect of the channel, in this chapter
we use the model defined in Chapter 2 for Rician fading. First, we analyse the full terms
for the single user case, outlining the advantages of our design based on DPSK against
energy-based detection.
5.2.1 Single user non coherent detection in Rician channel
We assume that our system has only one user (J = 1). The resulting received symbol
from z[n] is extended as follows
z[n] =(
1
R
R∑
r=1
|hr1|2 + 2µ
R
R∑
r=1
Re{hr1}+ µ2)s1[n]
+
1
R
R∑
r=1
hr1x1[n]v
∗
r [n− 1] +
1
R
R∑
r=1
h∗r1x
∗
1[n− 1]vr[n]
+
µ
R
[
R∑
j=1
x∗1[n− 1]vr[n] +
R∑
r=1
x1[n]v
∗
r [n− 1]]
+
1
R
R∑
r=1
vr[n]v
∗
r [n− 1].
(5.1)
As with the Rayleigh case, using the Law of Large Numbers [41] for the new terms we
have that
1
R
R∑
r=1
|hr1|2 R→∞= σ2h, (5.2)
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1
R
R∑
r=1
Re{hr1} R→∞= 0, (5.3)
µ
R
[
R∑
r=1
x∗1[n− 1]vr[n] +
R∑
r=1
x1[n]v
∗
r [n− 1]] R→∞= 0, (5.4)
almost surely. Taking into account (σ2h + µ
2) = 1, we have
z[n]
R→∞
= s[n] + i[n], (5.5)
then we can calculate an estimation of s[n] from z[n] as (3.8). The noise plus interference
term i[n] is again extended for this case as follows
i[n] = z[n]− s1[n] = s1[n]( 1
R
R∑
r=1
|hr1|2 + 2µ
R
R∑
r=1
Re{hr1}+ µ2 − 1)︸ ︷︷ ︸
i1[n]
+
1
R
R∑
r=1
ν∗r [n− 1]νr[n]︸ ︷︷ ︸
i4[n]
1
R
R∑
r=1
hr1x1[n]v
∗
r [n− 1] +
1
R
R∑
r=1
h∗r1x
∗
1[n− 1]vr[n]︸ ︷︷ ︸
i2[n]
+
µ
R
[
R∑
r=1
x∗1[n− 1]vr[n] +
R∑
r=1
x1[n]v
∗
r [n− 1]]︸ ︷︷ ︸
i3[n]
(5.6)
The four terms i1[n], i2[n], i3[n] and i4[n] are independent because the channel and noise
are independent and uncorrelated. This assumption is demonstrated, as done for the
Rayleigh case in Chapter 3, knowing that the covariance between any two interference
terms is zero as
Cov(ij, ik) = E{ij[n]ik[n]} − E{ij[n}E{ik[n} = 0
E{ij[n]ik[n]} = E{ij[n]}E{ik[n]}.
(5.7)
Let us obtain the expectation for each term:
E{i1[n]} =E{s1[n]( 1
R
R∑
r=1
|hr1|2 + 2µ
R
R∑
r=1
Re{hr1}+ µ2 − 1)}
=σ2h + µ
2 − 1
(5.8)
as (σ2h + µ
2) = 1, then E{i1[n]} = 0. On the other hand, the expectations for each term
are
E{i2[n]} = − 1
R
R∑
r=1
E{ν∗r [n− 1]}E{hr1x[n]} −
1
R
R∑
r=1
E{νr[n]}E{h∗r1x∗[n− 1]} (5.9)
E{i3[n]} = µ
R
[
R∑
r=1
E{x∗1[n− 1]}E{vr[n]}+
R∑
r=1
E{x1[n]}E{v∗r [n− 1]}
]
(5.10)
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E{i4[n]} = 1
R
R∑
r=1
E{v∗r [n− 1]}E{vr[n]} (5.11)
as E{vr[n]} = 0 then (5.9), (5.10) and (5.11) are 0.
Regarding the cross expectations E{ij[n]ik[n]}, since all terms include the expectation
of the noise, E{vr[n]} = 0, these terms cancel each other, giving E{ij[n]ik[n]} = 0 for
any j and k in (5.7). For all that, we can add independently the power of the interference
terms as IRice Single = I1 + I2 + I3 + I4. Then, the new individual interference terms in a
NC-m-MIMO system with Rice fading for the single user case are formulated as follows
I1 =
(σ2h + µ
2)2
R
=
1
R
(5.12)
I2 =
2σ2hσ
2
R
(5.13)
I3 =
2µ2σ2
R
(5.14)
I4 =
1
R
σ4. (5.15)
Therefore, the SINR obeys
SINR =
E{|s|2}
IRice Single
=
R
1 + 2σ2(σ2h + µ
2) + σ4
=
R
1 + 2σ2 + σ4
. (5.16)
As we can see in (5.16), the interference is independent of the Rician factor K, resulting
that both Rice and Rayleigh channels are equivalent for J = 1 user.
5.2.2 Performance for single user non coherent m-MIMO sys-
tem in Rician channels
In this section, numerical results by simulations are presented to assess the performance
of the DPSK m-MIMO design. We assume a block fading, where during the transmission
of a long symbol burst, e.g. 100,000 bits, the channels stay invariant, varying randomly
between bursts.
In Figure 5.1 we plot the bit error rate (BER) for SNR=−8, −5 and 0 dB with a
constellation size ofM = 4 andM = 16 symbols. ForM = 4, we compare the performance
in two different Rician channels (K = 10 and K = 100) and Rayleigh channel (K = 0).
As observed the K-factor does not influence in the performance when we use the DPSK
design. Therefore, in contrast to previous works [126], we would not need to know the
statistics of the channel. This is an advantage over energy-detection-based constellation
designs. We can also see that an increase of the constellation order is possible at the
expense of a higher number of antennas. In Figure 5.2, we analyse the BER versus the
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reference SNR of the 32−DPSK scheme with regard to different R at the BS under Rician
propagation. The receiving number of antennas is set to R = 500, 256 and 128. We can
verify that the K-factor does not change the results with respect to the Rayleigh case.
With this figure we show that it is feasible to increase the constellation order, by increasing
the SNR or R.
Figure 5.1 Performance of 4-DPSK and 16-DPSK for several SNR and different K
factors.
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In order to compare the performance to previous work [126] we plot now the symbol
error rate (SER) in Figure 5.3. It shows a performance comparison between the DPSK
scheme and the energy detection scheme [126], both with M = 8 under Rician channels.
We can see that the DPSK scheme exhibits better SER performance than the energy
detection. In order to obtain the same performance as [126] with K=1 and SNR=10dB,
our system requires an SNR of -1 dB. This means that we have an SNR gain of 11 dB for
K=1. Similarly, we have 9 dB gain for K = 10 and 8.5 dB in the case of K = 100.
Figure 5.3 SER comparison of DPSK constellation with energy based design in m-MIMO.
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In Figure 5.4 we compare our proposed system to [126] for the same SNR = 10 dB and
M = 8, where we show the performance of higher order DPSK modulation. Comparing
the curves of DPSK and energy detection with K = 1 and for a target SER = 10−3, we
can see that with DPSK we can reduce in 140 the required number of antennas. If we
wish to obtain the same performance with the same number of antennas, we can increase
the order of constellation up to M = 32. The reduction in R is lower for higher K factor,
because the energy detection of [126] works better for high K. Consequently our system
can increase the spectral efficiency. In the case if we increase the K-factor to 10, our
system reduces the required R in 80 antennas for a BER= 10−3, while for K = 100 the
reduction is 50 antennas.
Figure 5.5 shows the minimum required number of antennas R needed in order to
achieve a target SER of 10−4 using different constellation size. We can see that the DPSK
scheme with SNR=1dB is equivalent in performance to energy detection with SNR = 10
dB. Then we have an improvement of 9dB in SNR. For the same SNR = 10 dB, DPSK
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allows us to save approximately 100 antennas when M = 8. The reduction is even larger
for higher constellation size. If we fix a number of antennas, DPSK can increase the
spectral efficiency. For example, for R=20 we have M=3 with [126] and M=8 for DPSK.
Figure 5.4 SER performance versus number of antennas.
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Figure 5.5 Minimum number of receive antennas R for a target SER= 10−4 performance
for two different constellation designs.
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5.2.3 Problems for the multiuser systems
Having studied the single user case, it is the turn of MU case when we have Rician
channel. In order to identify the effect of the LOS component we have to expand the
different terms in the received signal z[n] in (2.16), obtained after the NC detection
procedure in the system model without channel coding scheme. Then, we can compute
it for the channel statistics in (2.6) and (2.7) for the channel model in Section 2.3. Thus,
the decision variable for Rician channel is as follows
z[n] =
1
R
J∑
j=1
R∑
r=1
[|hrj|2 + 2µ<{hrj}+ µ2]sj[n] + µ2
J∑
j=1
J∑
k = 1
k 6= j
xj[n]x
∗
k[n− 1]
︸ ︷︷ ︸
term not dependent on R, (UIT )
due to the LOS component
+
1
R
R∑
r=1
J∑
j=1

J∑
k = 1
k 6= j
hrjh
∗
rkxj[n]x
∗
k[n− 1] + hrjxj[n]v∗r [n− 1] + h∗rjx∗j [n− 1]vr[n] + vr[n]v∗r [n− 1]
︸ ︷︷ ︸
old terms also present in the Rayleigh case
+
1
R
R∑
r=1
J∑
j=1

J∑
k = 1
k 6= j
µhrjxj [n]x
∗
k[n− 1] +
J∑
k = 1
k 6= j
µh∗rjx
∗
j [n− 1]xk[n] + µ[xj [n]v∗r [n− 1] + x∗j [n− 1]vr[n]]
︸ ︷︷ ︸
new terms due to the LOS component
.
(5.17)
In (5.17) we can see old terms which are also present in the solely Rayleigh case. Since
the channel variance changes due to the K-factor, these terms are now as follows
1
R
R∑
r=1
|hrj|2 R→∞= σ2h, (5.18)
1
R
R∑
r=1
<{hrj} R→∞= 0. (5.19)
Moreover, extracting the mean µ from channel coefficients we can notice the new terms
in (5.17) which are related to the LOS component. For Rayleigh case, since K = 0, then
µ = 0, consequently these terms are zero. By contrast, here the new terms obey
1
R
R∑
r=1
J∑
j=1
J∑
k = 1
k 6= j
µhrjxj[n]x
∗
k[n− 1] R→∞= 0, (5.20)
5.2.3. Problems for the multiuser systems 121
µ
R
[
R∑
r=1
x∗j [n− 1]vr[n] +
R∑
r=1
xj[n]v
∗
r [n− 1]] R→∞= 0. (5.21)
Due to the law of Large Numbers all new terms are canceled except one, which does
not depend on R. This term, caused by the LOS component, is called useful interfering
term (UIT) and is defined as
UIT [n] =
J∑
j=1
J∑
k = 1
k = j
xj[n]x
∗
k[n− 1]. (5.22)
The UIT increases the number of interfering terms which cause IUI with respect to the
Rayleigh case. Here, we find the main issue for NC-m-MIMO based on DPSK in a
multiuser environment with Rician fading. The apparent difficulty is the cancellation of
this term which does not depend on R, so increasing the number of antennas does not
involve any effect on the UIT.
Consequently, we analyse this term because we will be able to convert part of the IUI
into a useful term for the non-coherent detection. In Section 5.3 , we will show how to
consider the characteristics of the UIT in the constellation design in order to improve
the performance in the Rice channels with respect to Rayleigh channels. Based on this
new design which accounts for the UIT, the receiver in Figure 2.7 is modified as shown in
Figure 5.6. The output of the NC detection procedure is feed through the Joint Symbol
Detection (JDS) block which can obtain an estimate of ς[n] from z[n], as will be explained
in Section 5.6 and efficiently recover the users data sj[n] from the jointly detected symbol
ςˆ[n].
Figure 5.6 Receiver Model for multiuser NC-m-MIMO in Rice fading case.
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5.3 New constellation design for Rician fading
Our previous designs (published in [115]) achieved a good performance with a reasonable
number of antennas in Rayleigh fading, as was described in Chapter 3-4. When we
have Rician channel, our designs remain valid in single user systems as was explained in
Section 5.2.1 (published in [116]), but they are not applicable when we have a multi-user
system due to the new IUI terms introduced by the LOS component, as we will show
next.
As it was done in [110], for energy detection, when the channel is Rice we need to
redesign the constellation based on DPSK. Here we propose a new design and we provide
some general guidelines for further designs.
5.3.1 Previous design: influence of UIT on constellation design
In Section 3.5, an EEP design was proposed with the objective that all users have the
same error performance. In that design, the users symbols were intercalated in the unit
circle, keeping equal distance among them. When that design is applied to a Rice channel,
in the constellation which was shown in Figure 3.57 for Rayleigh, new terms that appear
due to the IUI, bring forth the constellation shown in Figure 5.7
Figure 5.7 shows for M = 2 and J = 2 the received constellation with UIT and
neglecting the interference terms that vanish with increasing R. The red stars denote the
position of the joint symbol plus interference computed from (2.18) and (5.22) as:
ς[n] + UIT [n] = ς[n] + µ2ς[n] = (1± µ2)ς[n]. (5.23)
The UIT defined in (5.22) depends on the information symbols transmitted by each user:
• The UIT coincides with the joint symbol ς when both users transmit the same or
opposite symbol in two consecutive time instants resulting in a positive sign (+µ2)
in (5.23):
UIT [n] = ς[n] when
{
sj[n] = sj[n− 1] or
sj[n] = −sj[n− 1] ∀j
(5.24)
• The UIT is opposite to the joint symbol (−ς) when one user transmits the same sym-
bol and the other user transmits opposite symbol in two consecutive time instants
resulting in a negative sign in (5.23), (−µ2):
UIT [n] = −ς[n] when
{
sj[n] = sj[n− 1] and
sk[n] = −sk[n− 1] j 6= k
(5.25)
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The issue in the design shown in Figure 5.7 is that we have double symmetry with
respect to the coordinate axes. Hence, in the case that the UIT is opposite to the joint
symbol (−ς) the amplitud of the received joint symbol is reduced an amount of 1 − µ2,
more reduced as the LOS increases. Therefore ς plus UIT converges to zero as (µ → 1),
making impossible to decode the users information.
Figure 5.7 Constellation for J =2 users and M = 2 valid for Rayleigh case but not for
Rice case.
5.3.2 New constellation design for Rician channel
In order to solve the problem of interference due to the LOS component we present a
new design. In Figure 5.8 an example is shown for J = 2 users and M = 2. The full
constellation for one user (e.g. green diamond in Figure 5.8 (a)) is intertwined with
another user (orange triangles in Figure 5.8 (a)), instead of inserting each symbol one by
one as in Figure 5.7. More users (J > 2) can be interspersed throughout in the unit circle.
The blue circles represent the ideal joint constellation as in the Rayleigh case (K = 0),
but when we consider the effect of µ, the red stars appear in Figure 5.8 (b). This is due
to the UIT in (5.17) that is not cancelled by increasing R, but merely moves the joint
symbol ς towards zero. Unlike in the constellation in Figure 5.7, we have an unambiguous
relation between users symbols and the joint symbols despite the UIT. In addition, extra
symbols appear that help us for a more reliable decision since they give us information
about the channel effects, that we will use in the detection algorithms. This is due to the
fact that we remove the double symmetry showed Figure 5.7.
We can note that in the first received symbol (l = 1) the UIT term is always known.
In the particular case of two users (J = 2), xj[0] = 1 and considering differential encoding
in (2.5) we have
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UIT (1) = x1[1]x
∗
2[0] + x2[1]x
∗
1[0]
= s1[1]x
∗
1[0]x
∗
2[0] + s2[1]x
∗
2[0]x
∗
1[0]
= s1[1] + s2[1] = ς[1]
(5.26)
Then, the first received symbol has no IUI but is just amplified, case (1+µ2)ς in (5.23).
We will make use of this property in the proposed detection algorithm in Section 5.6.
Figure 5.8 New Constellation Design for J =2 users and M = 2. (a) For Rayleigh case.
(b) For Rice case.
5.3.3 Considerations for MU NC m-MIMO
After an in-depth analysis on the constellation design and the issues detected, we can
offer several considerations which have to be taken into account when designing a different
constellation to work with a Rician fading.
1. In general, all individual constellations Mj must be designed so that their symbols
do not overlap after adding the transmitted signals from all users at the BS, in order
to separate the users’ signals.
2. The joint constellation can not display a double symmetry with respect to the
coordinate axes. One possible option is intercalating the symbols of a given user
between two symbols of the previous user to avoid the symmetry.
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3. The best solution is obtained with the same distance among the symbols of the
same users (maximizing the minimum distance).
4. Using the half plane for allocating each user is more recommendable because the
joint symbols are better distributed and remain unambiguously detectable even with
the interference.
In addition, we must bear in mind that the interference created by the LOS component
is in general harmful, since it can cause that several different transmit symbols collapse to
the same one at reception, making then impossible to detect. Therefore, by constellation
design, the LOS component can be used to cause several different joint symbols corre-
sponding to the same transmitted one, which helps us to make a more reliable decision,
because it provides information about the interference itself.
5.4 Analysis of Signal to Interference plus Noise Ra-
tio for Rician fading
In this section, we extend the analysis of the power of the different terms of the interference
performed for Rayleigh channel in Chapter 3 to the Rice case. We further demonstrate
that all interfering terms i[n] are keeping independent among them, so the total inter-
ference power I is the sum of the individual powers. Here, a novelty is the presence of
UIT which does not depend on R, contrary to the others that in general decrease with R.
Therefore, we study the SINR for the following different cases.
5.4.1 SINR with unknown UIT
In order not to increase the complexity in the receiver with respect to the Rayleigh
case, we consider the UIT is totally unknown in the detection procedure. Since it can
not be removed by increasing the number of antennas R, the total interference will be
increased due to the lack of knowledge of this term. We consider this case as a worst
performance bound. Consequently, we will have to include the power of UIT (IUIT ) in
the total interference. By exploiting the properties of Gaussian and Wishart matrices,
the expectation of the power of the different terms of i[n] can be obtained. The first four
terms have been already obtained in Section 3.2. However, the value of some of them is
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different because here σ2h 6= 1. They are as follows
i[n] = z[n]− ς[n] = 1
R
J∑
j=1
(
R∑
r=1
[|hrj|2 + 2µ<{hrj}+ µ2]− 1)sj[n]︸ ︷︷ ︸
i0[n]
+
1
R
R∑
r=1
J∑
j=1
J∑
k = 1
k 6= j
hrjh
∗
rkxj[n]x
∗
k[n− 1]
︸ ︷︷ ︸
i1[n]
+
1
R
J∑
j=1
R∑
r=1
[hrjxj[n]v
∗
r [n− 1] + h∗rjx∗j [n− 1]vr[n]]︸ ︷︷ ︸
i2[n]
+
1
R
R∑
r=1
vr[n]v
∗
r [n− 1]︸ ︷︷ ︸
i3[n]
+
µ
R
R∑
r=1
J∑
j=1
J∑
k = 1
k 6= j
[hrjxj[n]x
∗
k[n− 1] + h∗rjx∗j [n− 1]xk[n]]
︸ ︷︷ ︸
i4[n]
+
µ
R
[
R∑
r=1
J∑
j=1
xj[n]v
∗
r [n− 1] +
R∑
r=1
J∑
j=1
x∗j [n− 1]vr[n]]︸ ︷︷ ︸
i5[n]
+
J∑
j=1
J∑
k = 1
k 6= j
µ2xj[n]x
∗
k[n− 1]
︸ ︷︷ ︸
(useful) interference term
(5.27)
I0 =
J2σ2hµ
R
(5.28)
I1 =
σ4hJ
R
(5.29)
I2 =
2σ2hσ
2J
R
(5.30)
I3 =
σ4
R
. (5.31)
The power of the new terms, which appear due to the non-zero mean of the channel, are
I4 =
2µ2J(J − 1)σ2h
R
(5.32)
I5 =
2µ2σ2J
R
. (5.33)
Similarly, the interfering power due to the UIT is
IUIT = J(J − 1)µ4, (5.34)
then the total interference is formulated as
Iworsttotal =
5∑
i=0
Ii + IUIT , (5.35)
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and the SINR that we can achieve is
SINRworst =
E{||H˜x||2}
Iworsttotal
=
(µ2 + σ2h)JR
J(J − 1)µ4R + Jσ2h(Jµ+ σ2h + 2µ2(J − 1)) + 2σ2J(µ2 + σ2) + σ4
(5.36)
since (µ2 + σ2h) = 1, then the SINR for the worst case can be reduced to
SINRworst =
JR
J(J − 1)µ4R + Jσ2h(Jµ+ σ2h + 2µ2(J − 1)) + 2σ2J + σ4
(5.37)
We can now propose two approximations for the low and high SNR regimes, that is when
either the self-interference or the AWGN noise contributions are dominant. For high SNR
we have that only IUIT is significant and constant (independently of R ), so that
SINRHworst =
1
(J − 1)µ, (5.38)
while for low SNR (5.39), the main dominant term is I5 which does not depend on the
Rice factor K, matching with the Rayleigh case.
SINRLworst =
RJ
σ4
. (5.39)
Since we are interested in the low SNR regime, we can see that our system is independent
of the channel statistics for low ρ.
As we can see in Figure 5.9, the SINR when we can not estimate the UIT matches the
theoretical expression in (5.37) for R = 100 and 1000 antennas. Note that as ρ increases
the SINR is limited by the UIT value which depends on the Rician factor K but not on
the number of antennas. Also the bounds for high and low K are shown.
5.4.2 SINR with perfectly known UIT
In this case, we consider that the UIT is correctly estimated using the best detection
algorithm at the cost of an increased receiver complexity. This is just considered in this
subsection for obtaining a performance bound that we will try to achieve with our designs
(Figure 5.8). Consequently, we can ignore that term to derive the total interference as
I idealtotal =
∑5
i=1 Ii. Then the SINR obeys
SINRideal =
E{||H˜x||2}
I idealtotal
=
JR
Jσ2h(Jµ+ σ
2
h + 2µ
2(J − 1)) + 2σ2J + σ4 (5.40)
We propose two approximations for the low and high SNR regimes as well. For high
SNR we have that only I0 is significant, so that
SINRHideal =
R
Jµσ2h
, (5.41)
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Figure 5.9 SINR for unknown UIT case (worst case).
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while for low SNR (5.42), the main dominant term is I3 which does not depend on the
Rice factor K, matching with the Rayleigh case and the worst case previously explained.
Again, we can see as our system is independent of the channel statistics for low ρ.
SINRLideal =
RJ
σ4
. (5.42)
From equations (5.40)-(5.42) we can see that, increasing the number of antennas at the
BS, the SINR increases in the same proportion. That is, the energy efficiency scales as R,
the same scaling law as for coherent systems with perfect CSI, while for coherent systems
with non-perfect CSI the energy efficiency scales as
√
R [39].
Figure 5.10 shows the SINR obtained by simulation along with the theoretical values
for J = 2 users, K =10, 100 and 1000, where we can see the perfect agreement with (5.40)
and the approximations (5.41) and (5.42). Again we can see that Rice and Rayleigh cases
are identical for low SNR. Conversely, we are in the high SNR regime when σ4 << J2σ2hµ,
applying µσ2h = 1/K, then σ
4 << J2/K. According to (2.14) this happens when the
reference SNR >> K. In this case we have a gain with respect to Rayleigh propagation
thanks to the UIT is correctly estimated.
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Figure 5.10 SINR for perfectly Known UIT case.
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5.5 Classical Algorithm for multiuser detection
In this section, we review classical algorithms which are well known in the literature
and have been proposed to decode frames of L symbols (l = 1, · · · , L) for non-coherent
multi-user schemes. We assume a frame is made of one reference symbol followed by L
information symbols, then we have L + 1 symbols per frame. In Table 5.1 we collect
some examples for the spectral efficiency corresponding to different values of L. The
classical algorithms have some drawbacks when we talk about NC-m-MIMO in Rician
channels. Their complexity grows exponentially with L and they can not compensate the
interference caused by Rician fading. Therefore, we will propose in the following section
a new algorithm to compensate this interference and even improve the performance with
respect to the Rayleigh case.
Table 5.1: Spectral Efficiency reduction due to the insertion of a reference symbol
L = 2 L = 5 L = 10
Useful Rate 2/3 5/6 10/11
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5.5.1 Detection by L-symbol sequences
This technique consists in decoding sequences formed by multiple symbols instead of
symbol-by-symbol, to reduce the effect of the UIT. However, independently of the chosen
constellation, due to the fact that different combinations of user symbols may collapse
to the same UIT after non-coherent combination at the receiver, we may get the same
sequence in reception for different transmitted symbols. Increasing L does not help,
because it creates even higher probability of having some repeated sequences. Therefore,
this detection technique does not offer a good performance in Rician channels for our NC
system.
5.5.2 Detection by double Minimum Distance
Another method is using a MD detector twice: one detector for the joint symbol, ςˆj and
another MD detector for the UIT. Then we choose the minimum distance solution jointly
as follows: for each received joint symbol, we choose a feasible value of UIT originating
from the constellation in Figure 5.8. Then, each UIT is subtracted to the received symbol
(z[n]). In order to make a minimum distance detection we compare the obtained symbol
with the joint constellation M, obtaining a distance dk, where the subindex k indexes
the set of UIT values. We repeat this procedure for all possible UIT values. Finally, we
select the estimated joint symbol corresponding to the minimum dk. For the case K = 0,
we do not have the UIT term, therefore the decoding procedure boils down to the one
in Section 3.2. The main problem is the error propagation (EP), because we are doing
symbol-by-symbol detection, taking a decision based on the previous symbol.
5.6 Algorithm proposal for non coherent detection in
Rician fading: Joint Symbol Detection
It is noticed from (3.1) that non-coherent differential detection causes extra interfering
terms with respect to the Rayleigh case. It was not possible to cancel such terms using
classical algorithms. Therefore, we avail of the new joint constellation of Figure 5.8
to improve the decision. Recall that Figure 5.8 shows an extended constellation that
considers all possible received points due to all possible experienced UIT values. Hence, by
using this constellation, the originally transmitted symbols are detected without knowing
the actual UIT that took place.
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5.6.1 Stages of the proposed algorithm
The first two symbols of each sequence of L, rely on the decision of l = 1 to improve the
decision of l = 2. With these decisions, we provide a reduction of the possible received
sequences, avoiding their repetition. By analyzing how this UIT progresses as the users
transmit information symbols, we have decided to restrict the detection of UIT for the
first two symbols. Extending it to l = 3 would increase seriously the complexity and errors
may propagate from the decision l = 2 to l = 3, since differential encoding is employed.
In order to avoid the effect of the EP, a decision can be based on a number of consecutive
symbols just like in [9] with multi-symbol differential detector, once we have avoided the
repetition of sequences with the decision of the first two symbols. Thus, the number of
symbols which are used in the detection is L. The new algorithm consists in the next
steps:
1. The first symbol (l = 1) can be obtained directly by dividing the received symbol
by 1 + µ2, followed by a minimum distance detection using the constellation in
Figure 5.8 (a) since there is not IUI yet.
2. For l = 2, we take a decision according to:
2.1 Select the sequence with minimum distance among all possible resulting se-
quences of any L = 2 symbols of the extended joint constellation (Figure 5.8
(b)).
2.2 We compare the symbol corresponding for l = 1 in the selected sequence in 2.1
with the step before.
a) In the case the symbol for l = 1 coincides with the decoded one in step 1:
the selected sequence for l = 2 is correct.
b) In the case the symbol for l = 1 does not coincide with step 1: select those
sequences for L = 2 symbols matching with the decision for symbol l = 1 in
step 1. Repeat a minimum distance based decision among all the sequences
of the subset.
3. For l > 2, select the sequences whose l = 1 and l = 2 fit with those selected in step
1 and 2. Make a minimum distance decision with the subset of resulting sequences.
In Algorithm 1 a pseudocode is shown for the proposed non-coherent detection algo-
rithm.
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Algorithm 2 Non-coherent detection of sequences with L > 2 symbols for JSD Algo-
rithm.
1: Input Data: received L symbols: z[1], ..., z[L]
2: Result: bj1, ..., b
j
p for j=1, ..., J
3: Initialization
4: Step 1: decoding symbol 1 is
5: z[1]/(1 + µ2)
6: MD using constellation Figure 5.8(a)
7: return sˆj[1]
8: end
9: Step 2: decoding symbol 2 is
10: MD using constellation Figure 5.8(b) return s∗j [1], s
∗
j [2]
11: if s∗j [1] = sj[1] then
12: sequence correct
13: sˆj[1] = s
∗
j [1] and sˆj[2] = s
∗
j [2]
14: else
15: subset: sequences of L = 2 symbols with sj[1] from step1
16: multiple-sequence MD with subset using constellation Figure 5.8 (b) sˆj[1] = step 1
and sˆj[2] = s
∗
j [2]
17: end if
18: returnsˆj[1] and sˆj[2]
19: end
20: Step 3: decoding symbol l > 2 is
21: subset: sequences of L with {sj[1],sj[2]} from step2;
22: MD using constellation Figure 5.8(b)
return {sˆj[1], ..., sˆj[L]}
23: end
24: Binary Conversion : sˆj[n] → bˆj1, ..., bˆjp
5.6.2 Simulation results
In this section we examine the performance of our design in a two-user (J = 2) uplink
scenario with frequency-flat Rician fading, where a random channel is generated at each
iteration following the model explained in Chapter 2 and it is kept constant for L con-
secutive transmitted symbols (block fading), for a minimum of 100,000 iterations. The
channels corresponding to the transmission for each of the two users are uncorrelated and
they have the same K factor (with values 0, 1, 5, 10, 50 and 100) following equations (2)
and (3). The constellation order of the users signals M varies from 2 to 8 and the number
of antennas at the BS is changed between R = 10 and R = 10000.
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Firstly, we analyze the SER obtained by the previous classical algorithms. In the
case of detection by L-symbol sequences, Figure 5.11 shows that the detection is possible
only for sequences of L = 2 symbols and increasing the K factor helps to improve the
performance. However, when L increases there is a number of antennas R from which the
performance worsens when K increases, that is the detection by sequences does not help
when we have a Rice fading. In particular, we can see in Figure 5.11 that for L ≥ 10 and
R > 100 the performance for K = 10 is worse than for Rayleigh propagation (K = 0)
in [115]. Alternatively, we can use MD, as shown in Figure 5.11. In this case, the SER
for the case of J = 2 users and a Rician factor of K = 10 is shown. We can see a strong
degradation in the performance as L increases, remaining the same from L ≥ 8, due to
the fact that the EP increases for longer frames. Again, this technique does not offer a
good performance for Rician channels.
Figure 5.11 Comparison of SER in classical algorithms for J = 2 users, ρ = 0 and M = 2
as L and K values.
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Now, we examine the performance of the proposed JSD algorithm with the new con-
stellation. First we verify the accuracy of the detection of the first two symbols, since
the remaining ones depend on them. In Figure 5.12 the SER when only decoding the
first symbol (l = 1) is shown, corresponding to the first step in JSD algorithm. R = 50
antennas is used for three constellation sizes (M = 2, 4 and 8-DPSK) and different fading
factors. We can see that even for very low SNR, we can correctly detect the first symbol.
Moreover, the performance improves when increasing K factor up to K = 5 where it
saturates. Hence the IUI does not affect the detection in this first step due to the fact
that the UIT coincides with the first transmitted symbol.
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Figure 5.12 SER for first symbol, J=2 users, R=50 antennas and M=2, 4 and 8.
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Next, we validate in Figure 5.13 the second step in the JSD algorithm, that is detecting
the second symbol (l = 2), by means of the SER. We can see that using the knowledge
of the first symbol helps us to detect the second one. Again, the performance improves
when increasing K factor up to K = 10 where it saturates in this case. This contrasts
with the performance of [110] where a value of K > 100 is needed to obtain an advantage
with respect to Rayleigh propagation.
Figure 5.13 SER for second symbol detected, J = 2 users, ρ = 0 dB, M = 2.
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Once we have validated the detection of the first two symbols, we present in Fig-
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ure 5.14 the SER when detecting the complete sequence of L = 5 symbols for K = 1 and
SNR = 0 dB. We can see that JSD offers a better performance than the two conventional
algorithms as R increases. In this figure we also show the theoretical SER corresponding
to considering UIT as interference (the worst case defined in Section 5.4.1), that is, using
the SINR of (25) in (33) and the theoretical SER obtained when UIT is perfectly known
(the ideal case presented in Section 5.4.2), that is, using the SINR of (29). We can see
that with JSD we practically approach the bound defined by (29).
Figure 5.15 shows the SER and its bounds for K = 10 and SNR = 0 dB. Again, we
can see that our scheme outperforms the conventional ones. The performance improves
when L increases in our JSD algorithm, unlike in classical algorithms. In particular,
for L = 2 we have a performance that is slightly worse than the theoretical bound of
(29), for L = 5 it is practically approaching the bound (29), while with L = 10 we even
outperform this bound, meaning that we are able to not only cancel but make use of the
UIT to improve the performance.
The performance in Rayleigh and Rice channels is further examined in Figure 5.16
where we plot the SER of (33) with SINR (29), that is, when UIT is perfectly known. In
this figure ρ = −3 dB and 3 dB, J = 2 users and a higher order constellation, M = 4 is
used. We can see that for very low SNR the K factor does not influence the performance,
as we anticipated in Figure 5.10. When we increase the SNR, the Rician propagation
helps to improve the performance.
Figure 5.14 SER for K = 1 with J = 2 users, ρ = 0 dB, M = 2 and L = 5.
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Figure 5.15 SER for K = 10 with J = 2 users, ρ = 0 dB, M = 2 and L = 5.
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Figure 5.16 SER for perfectly known UIT (ideal case) with J = 2 users, M = 4.
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5.7 Complexity Analysis
We compare the computational complexity of our proposed algorithm with those of con-
ventional algorithms. We study the complexity dependency with the number of symbols
per frame (L), the order of the constellation (M), and the number of users (J). For these
parameters of the system, we calculate the number of comparisons that must be performed
between each received frame of symbols with all possible transmitted sequences.
For the first classical algorithm, detection by L-symbol sequences, the number of
comparisons required isMJL. For the classical second algorithm, the complexity isMJ(l+1)
for the lth-symbol and the complexity required to detect the total L received symbols is
MJ +
∑L
l=2M
J(l+1).
The complexity of our proposed JSD algorithm is calculated in 2 phases: first for
l = 2 it is the same as for the detection by L-symbol sequences since we have to compare
with all the possible symbols of the new constellation, this is M2J . In the second phase,
once the symbols 1 and 2 are detected, we make MJ(L−2) comparisons with the remaining
subset. Then the complexity is M2J +MJ(L−2). Compared to the first detection algorithm
we obtain a reduction of 92% in calculations. Compared to the detection by double MD
algorithm we obtain the reduction of 98%. For example: when we receive a sequence of
L = 5 symbols for M = 2 and J = 2, our proposed JSD algorithm makes 80 comparisons
against 1024 and 5444 comparisons in the L−symbol algorithm and MD respectively.
5.8 Conclusions
In this chapter, we have analyzed the issues arising as a result of the multiuser non coher-
ent detection in Rician channel. We have presented a new constellation for a multi-user
non-coherent massive MIMO system with M-DPSK that can be used in Rician channels.
This constellation allows an unambiguous detection of the transmitting symbols despite
the interference caused by the LOS component. This proposal is presented as pioneer for
multiuser NC m-MIMO in Rician fading against the rest of designs in the literature shown
for single users scenarios. Furthermore, we have proposed a detection algorithm based on
the multi-symbol joint decision enhanced with the knowledge of the new constellation and
the effect of interference. The SINR and SER have been theoretically analyzed showing a
good match with the simulations. We have analyzed the performance of the system show-
ing an improvement with respect to classical non-coherent detection techniques. With
the proposed constellation and detection algorithm we are able to leverage the LOS com-
ponent of the Rician propagation, obtaining a better performance than with Rayleigh
channels. This better performance translates to a decrease of the required number of
138 5. New Constellation based on DPSK for Rice Channels
antennas. Furthermore, we have seen that the designs based on M-DPSK outperform
those based on energy detection [110] and [39] also in Rician propagation.
Chapter 6
Practical issues of a multiuser non
coherent massive MIMO system
based on DPSK
In order to carry out the implementation of NC-m-MIMO in real communication systems
we have to handle several practical issues emerging from the nature of the real channels
and scenarios. First, in Chapter 3 and Chapter 5 we have presented designs for NC m-
MIMO systems in Rayleigh and Rice channels independently of each other, respectively.
We showed that for single user case, the design under a Rayleigh fading attained the
same performance as Rice. However, the constellation design optimized for Rayleigh
fading in a multiuser environment is not valid for the Rician channels due to the inter
user interference. On the other hand, the design optimized for Rice channel had to be only
considered for two users and short frames of symbols due to the high complexity regarding
the number of operations at the receiver side that the algorithm requires. The issue is
that the scenarios for 5G may be subject to heterogeneous fading conditions. Hence, we
analyse the combination of users which experience a pure Rayleigh fading with the ones
with a pure Rice channel. In addition, this grouping between users can help to improve
the performance and reduce the complexity compared to the scenarios with only Rician
fading.
Second, throughout this work, we normally assume that the channel stays time-
invariant during the transmission of two consecutive symbols, meaning that h[n] = h[n−1].
In contrast, in an uplink scenario in mobile communications, as proposed in this thesis, at
least one of the communication endpoints may be in motion. Hence, the channel effectively
varies randomly with time. In terms of the carrier frequency, the use of mmWave frequen-
cies is becoming increasingly more popular in conjunction with m-MIMO systems [38],
which is motivated for two reasons: the compact nature of the large-scale antennas as well
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as by the promise of abundant spectrum above 10 GHz. Additionally, communication in
the Terahertz band is considered for satisfying the high traffic demands [144]. Hence, the
use of these high frequencies as well as the support of high-speed vehicular communica-
tions implies that the channel is time-variant and the above assumption for the channel
does not necessarily hold. All these reasons motivate the analysis of our proposed scheme
under time varying channels characterized by short coherence times.
Another drawback towards implementing m-MIMO is the enormous amount of RF
hardware which transceivers need for the MIMO channel in a massive environment. The
solution is using spatial modulation, one of the new radio technologies proposed for 5G
and presented in the introduction. We propose a multiuser differential spatial modulation
scheme for our NC-m-MIMO to address this problem. With all these issues appearing
when implementations in real communications systems are considered, in the next sections
we explain several improvements in our NC-m-MIMO design and analyze their behavior
in such conditions, showing that our proposal is able to overcome all these drawbacks.
6.1 User Grouping with heterogeneous propagation
conditions
In this section, we analyse the SINR and the performance in terms of symbol error rate
(SER) of NC DPSK-based massive MIMO in heterogeneous scenarios with Rayleigh and
Rice fading. We also quantify the advantage of the mixed-propagation user grouping in
terms of complexity.
6.1.1 Changes in the system model
The reference model introduced in Chapter 2, is reorganized in Figure 6.1. In the trans-
mitter side, the users are grouped like this: the signals transmitted from J1 of J users
experience Rayleigh fading (we refer to that circumstance in the following as the Rayleigh
case), while the signals transmitted from the other J2 = J−J1 users follow a Rician fading
(Rician case). Each of the user signals are differentially encoded from sj[n] as (2.5) and
the signals from all users are grouped into the (J × 1)-element vector x, as explained in
Chapter 2. The user symbols belong to the optimum constellation MEEPj (3.57) defined
in Chapter 3, which is also now valid for Rician fading due to the user grouping as will
be seen in the following sections.
For the channel, we use in this case the two models explained in Chapter 2. In Rayleigh
case, the m-MIMO wireless channel is modeled by the (R× J1)-element matrix H, whose
elements hrj ∼ CN(0, 1) represent the propagation between user j and the r-th antenna
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at the BS for the user group whose signals experience a Rayleigh fading. On the other
hand, for the case of the user group whose signals follow a Rician fading, the channel is
modeled by a matrix G˜ = G+µ of size (R×J2). Its elements are defined as g˜rj = grj+µj,
where grj ∼ CN(0, σ2gj). The parameters of the channel for the Rician case are defined as
(2.6) and (2.7), where for this analysis we consider different K-factor by the pair (µj,σ
2
gj)
for user j.
Figure 6.1 Schematic for a Non Coherent Multi-user Massive MIMO system for J users
in heterogeneous scenarios.
The (R×1)-element vector y[n] groups the signals received in each of the BS antennas
at time instant n. Then, y[n] is obtained as follows
y = [H G˜]x + ν. (6.1)
The AWGN is represented by the (R× 1)-element vector ν ∼ CN(0, σ2). In this section,
we assume all users experience the same power level (αj = 1 ∀j), then the power of the
signal received at each antenna is
E
{∥∥∥[H G˜]x∥∥∥2} = J1∑
j=1
|sj|2 +
J∑
j=J1+1
|sj|2(σ2gj + µ2j) = J1 + J2 = J, (6.2)
as |sj|2 = 1 and (σ2gj +µ2j) = 1, maintaining the reference SNR as (2.14). We still keep our
assumption that the channel stays time-invariant for two consecutive symbols for both
cases, meaning that hrj[n− 1] = hrj[n] = hrj for r = 1, ..., R and j = 1, ..., J1 and in the
same way grj[n− 1] = grj[n] = grj, for r = 1, ..., R and j = J1 + 1, ..., J . Hence, the phase
difference is non-coherently detected as was explained in Chapter 2. The resulting z[n]
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as in (2.16) is now extended as follows
z[n] =
1
R
R∑
r=1
J1∑
j=1
|hrj |2sj [n] +
J∑
j=J1+1
[|grj |2 + 2µj<{grj}+ µ2j ]sj [n]︸ ︷︷ ︸
joint symbol
+
1
R
R∑
r=1
vr[n]v
∗
r [n− 1]︸ ︷︷ ︸
noise terms
+
1
R
R∑
r=1

J1∑
j=1

J1∑
k = 1
k 6= j
hrjh
∗
rkxj [n]x
∗
k[n− 1] + hrjxj [n]v∗r [n− 1] + h∗rjx∗j [n− 1]vr[n]


︸ ︷︷ ︸
terms due to Rayleigh fading
+
J2∑
j=1
J2∑
k = 1
k 6= j
µjxj [n]µkx
∗[n− 1]
︸ ︷︷ ︸
new UIT
+
1
R
R∑
r=1
J∑
j=J1+1
[
xj [n]v
∗
r [n− 1] + x∗j [n− 1]vr[n]
]
+
1
R
R∑
r=1
J∑
j=J1+1
J∑
k = 1
k 6= j
(
µjgrjxj [n]x
∗
k[n− 1] + µkg∗rjx∗j [n− 1]xk[n]
)
︸ ︷︷ ︸
terms due to Rician fading
+
1
R
R∑
r=1
J∑
j=J1+1
J∑
k = 1
k 6= j
(
grjg
∗
rkxj [n]x
∗
k[n− 1] + grjxj [n]v∗r [n− 1] + g∗rjx∗j [n− 1]vr[n]
)
︸ ︷︷ ︸
terms due to Rician fading
+
1
R
R∑
r=1
J1∑
j=1
J∑
k=J1+1
µj
[
hrjxj [n]x
∗
j [n− 1] + h∗rjx∗j [n− 1]xj [n]
]
+ µk
[
hrjg
∗
rkxj [n]x
∗
k[n− 1] + h∗rjgrkx∗j [n− 1]xk[n]
]
.︸ ︷︷ ︸
terms due to the mixture of fading types
(6.3)
In order to analyze the trend of the terms in (6.3) using the Law of Large Numbers [41],
we can consider the same asymptotic behavior for all users
Rayleigh case: j = 1, ..., J1 → 1R
∑R
r=1 |hrj|2 R→∞= 1,
Rician case: j = J1 + 1, ..., J → 1R
∑R
r=1 |grj|2 R→∞= σ2g ,
(6.4)
1
R
R∑
r=1
J1∑
j=1
J1∑
k = 1
k 6= j
µhrjxj[n]x
∗
k[n− 1] R→∞= 0, (6.5)
µ
R
[
R∑
r=1
x∗j [n− 1]vr[n] +
R∑
r=1
xj[n]v
∗
r [n− 1]] R→∞= 0, (6.6)
and the new terms due to the mixture of both types of channel fading obey
µ
R
R∑
r=1
J1∑
j=1
J∑
p=J1+1
[
hrjxj[n]x
∗
p[n− 1] + h∗rjx∗j [n− 1]xp[n]
] R→∞
= 0, (6.7)
1
R
R∑
r=1
J1∑
j=1
J∑
p=J1+1
[
hrjg
∗
rpxj[n]x
∗
p[n− 1]+
] R→∞
= 0. (6.8)
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According to this, since interference terms vanish, making a minimum distance detection
with the joint symbol (2.18), as it was shown in Chapter 3, we retrieve the user symbols
sj[n]. However, we have a new UIT in (6.8) which is different to that shown in Chapter 3
for a Rice pure mode due to the fact that each user experiences a difference K-factor.
This fact leads us to a new extended joint constellation at the BS with more possible
joint symbols; hence, in order to carry out the detection we need to know how is this new
received constellation. Starting with an EEP constellation scheme for individual users,
the received constellation is extended as shown in Figure 6.2 for the different K-factor
case. In this figure the constellation for J = 4 users and M = 2 is shown, where 2 users
experience a Rayleigh fading while the other two users a Rician fading, the four users
with EEP individual design. In the Rice group, one user has K = 1 and the other one
K = 50. The circles represent the joint constellation as with Chapter 3. Having different
K-factor, the circles are moved towards the diamond symbols. Conversely to pure Rice,
the decision regions at the receiver caused by LOS component are not overlapped allowing
the user detection. In addition, we can see more symbols related to only one point of the
joint constellation of Chapter 3, which helps us for more a feasible decision. In the case
that all users experience the same mean (µ), the constellation scheme in Figure 6.2 is
still valid but we have less extra symbols to decide. This is, with different means each
circle is related with more diamonds, but when we have the same µ, not all circles make
redundant diamonds available, in each region there will be only one diamond per circle.
Figure 6.2 Constellation Scheme for different K-factor.
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6.1.2 Derivation of the total interference power and SINR
When detecting ς from z[n], just like in the independent fading cases, the interference
plus noise arises from the interfering terms i[n] in (2.20). We show the interference terms
in (6.9) and group these terms in interference caused by Rayleigh fading, the interference
caused by the Rician fading and the terms which appear due to AWGN noise.
i[n] = z[n]− ς[n] = 1
R
R∑
r=1
J1∑
j=1
|hrj |2sj [n] + 1
R
R∑
r=1
J∑
j=J1+1
[|grj |2 + 2µ<{grj}+ µ2]sj [n]−
J1∑
j=1
sj [n]−
J∑
j=J1+1
sj [n]︸ ︷︷ ︸
i0[n]
+
1
R
R∑
r=1

J1∑
j=1

J1∑
k = 1
k 6= j
hrjh
∗
rkxj [n]x
∗
k[n− 1] + hrjxj [n]v∗r [n− 1] + h∗rjx∗j [n− 1]vr[n]


︸ ︷︷ ︸
irayleigh[n] due to Rayleigh fading
+
1
R
R∑
r=1
vr[n]v
∗
r [n− 1]︸ ︷︷ ︸
inoise[n], noise terms
+
1
R
R∑
r=1
J∑
j=J1+1
J∑
k = 1
k 6= j
(
grjg
∗
rkxj[n]x
∗
k[n− 1] + grjxj[n]v∗r [n− 1] + g∗rjx∗j [n− 1]vr[n]
)
︸ ︷︷ ︸
irice[n], due to Rician fading
+
1
R
R∑
r=1
J∑
j=J1+1
J∑
k = 1
k 6= j
µ
(
grjxj[n]x
∗
k[n− 1] + g∗rjx∗j [n− 1]xk[n]
)
︸ ︷︷ ︸
irice[n], due to Rician fading
+
µ
R
R∑
r=1
J1∑
j=1
J∑
j=J1+1
[
hrjxj [n]x
∗
j [n− 1] + h∗rjx∗j [n− 1]xj [n] + hrjg∗rjxj [n]x∗j [n− 1] + h∗rjgrjx∗j [n− 1]xj [n]
]
︸ ︷︷ ︸
imixture[n], terms due to the mixture of fading types
(6.9)
We use the SINR for pure Rayleigh and pure Rician fading defined in Section 3.2 and
Section 5.4, respectively, as a reference to compare with the mixed mode. We define the
following
I0Rayleigh =
J21
R
and I0Rice =
J22σ
2
gµ
R
(6.10)
IRayleigh =
J1(1 + 2σ
2)
R
(6.11)
IRice =
(σ4g + 2σ
2
gσ
2 + 2µ2(J2 − 2)σ2g + 2µ2σ2)(J2 − 1)
R
(6.12)
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Inoise =
σ4
R
. (6.13)
The new interfering terms due to the combined fading are obtained as E{|imixture[n]|2}
resulting in
Imixture =
2µ2 + 2σ2g
R
(6.14)
and because of the mixture of fading types the first term also changes to I0 = I0Rayleigh +
I0Rice. Then the total SINR for a heterogeneous scenario obeys (6.15).
SINR =
RJ
σ4g + σ
4 + σ2(2J1 + 2σ2gJ2 + 2µ
2J2) + σ2g(J
2
2µ+ 2µ
2J2(J2 − 1) + 1J1J2) + J1(2µ2J2 + J1 + 1)
(6.15)
In Figure 6.3 it is shown that (6.15) matches with the simulations for R = 100 anten-
nas. The reference “pure” SINR is obtained for J1 = 2 users experiencing both Rayleigh
fading as (3.36) and J2 = 2 users experiencing both Rician fading (K = 5) as (5.40).
We compare these SINR curves to (6.15) for a scenario where the same number of to-
tal users that experience different fading (Rayleigh and Rician) are scheduled together
(J1 = J2 = 1). We can see that the new SINR when we combine users improves, and to
the SINR for the mixture is very close to the Rayleigh SINR. The curve for ideal pure Rice
is a bound which can only be obtained when the LOS component is perfectly estimated.
Grouping together users with different type of fading we get closer to this bound without
the need for any complex detection algorithm in the receiver.
6.1.3 Performance evaluation in heterogeneous networks
In this section we examine the performance of our NC-m-MIMO when users experiencing
Rayleigh and Rician fading are scheduled together. For the simulations, a random channel
is generated at each iteration (minimum 100,000 iterations) following the model explained
in Section 6.1.1 and it is kept constant for 1,000 symbols. For this example, in the case
for Rice fading, the users’ channels have the same K = 5 factor following equations (2.6)
and (2.7). The propagation channels of all the different users are uncorrelated.
We compare in Figure 6.4 a combined scenario with J = 2 users (J1 = J2 = 1), for
M = 4 and ρ = 0 dB to pure Rayleigh (J1 = 2) and pure Rice (J2 = 2) cases. We can see
how combining 2 users with different fading, the user with Rayleigh propagation does not
experience any changes, while the performance of the Rician-faded user improves with
respect to the case of being multiplexed with another Rician-faded user. In addition,
the constellation used in the mixed mode for both users is the same, that was defined
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Figure 6.3 Comparison of the SINR for pure Rayleigh and Rice mode with a fading
mixture with R = 100 antennas.
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in (3.57), while for pure Rician propagation the one in Figure 5.8 has to be used, which
offers a worse performance.
In Figure 6.5 the error performance is shown for three cases with J = 4 users with
M = 2, K = 5 and ρ = 0 dB. First case is for one Rician-faded user and 3 users experience
Rayleigh fading, this is J1 = 3 and J2 = 1. The Rician-faded user also experiences the
same performance as the other three ones that have Rayleigh propagation. Second and
third, 2 users with Rician fading and the other two with a Rayleigh fading, one case for the
same µ between users where Rician users get worse with respect to Rayleigh users due to
the fact that we do not use the constellation optimized for Rice case, but by contrast the
pure Rice, we achieve to demodulate them using the same constellation as pure Rayleigh
case. The other care, when the Rice users have different µ (K = 5 and K = 50), having
more symbols to make decision, we can see in Figure 6.5 as Rice performance improves
as µ increases with respect to Rayleigh case.
6.1.4 Analysis of complexity
We use the number of comparisons that must be performed between each symbol with all
possible transmitted symbols in the detection process as a measure of the computational
complexity of the system. Then the complexity is reduced from MJ(M2 + 1) to MJ
for detecting all users by this adequate user grouping. In addition, the user detection is
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performed symbol by symbol now, avoiding the delay caused when the detection is done
per frame.
Figure 6.4 SER for ρ = 0 dB, J = 2 users, M = 4, and K = 5.
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Figure 6.5 SER for ρ = 0 dB, J = 4 users, M = 4, and K = 5.
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6.2 Performance in practical channels
In this section, we analyze the effect of time-varying channels on the attainable perfor-
mance of our non-coherent system based on DPSK and BICM-ID using a high number of
antennas. We define a novel metric in Chapter 2 for this purpose and then we analyse its
values for the current standards and new scenarios proposed in 5G.
6.2.1 EXIT chart based on a new metric β
With the aim of preserving the target number of antennas R as little as possible, we use
the channel coding system shown in Chapter 4. Thereby, we will use the EXIT chart
tool for analyzing the constellation design and for finding the best coding scheme for our
system based on R when we have a practical channel. Based on the interference analysis
in Section 3.2 and (3.35), we can express the SINR as a function of ρ and R as follows
SINR =
R
J
ρ2
ρ2 + 2ρ+ 1
, (6.16)
where it is considered the same average power level for all users, this is αj = 1 ∀j. In
addition, from the EXIT curves explained in Chapter 4, the inner curve is which includes
the behavior of the channel, hence, we have included the dependence on β in the inner
curve. In contrast to Chapter 4, here we draw an inner curve for each value of β, fixing R.
Then, the demapper’s extrinsic information transfer defined in (4.11) for our particular
m-MIMO system depends now on β, apart from the a priori information, R and the SINR,
which is formulated as
Ii,e(u) = T [Ii,a(u), R, ρ, β]. (6.17)
For the outer decoder, we employ the set of 17 convolutional subcodes1 explained in
previous chapter for designing the channel coding scheme, whose coding rate spans the
range [1/10-9/10]. Now, we have not only to select the number of antennas R, but we
have to find the available value pairs (R, β) for ensuring an open EXIT tunnel with one
of the 17 subcodes, ensuring an infinitesimally low BER.
6.2.2 Analysis of time-variability for NC massive MIMO
The objective of this analysis is to find the minimum value of R required to attain a
specific target performance, such as a BER of 10−4 or below, when considering a time-
varying channel. We also seek for the value of β, where the effect of the channel’s time
variation becomes negligible in terms of NC detection performance. For that purpose,
1We can refer to them, indistinctly, as IRCC or CC.
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we draw a set of the inner curves as (6.17) which covers a range of values for β, fixing a
R−value.
The EXIT characteristics of the NC-m-MIMO system associated with ρ =0 dB, R=100
antennas, size of the constellation M=4 symbols and β values ranging from 1.5 to 6 by
steps of 0.5 are shown in Figure 6.6. The encoders used are a 1/2−rate RSC (number 9
of the set CC) as outer code and an URC1 as inner code. We can see that for β < 6 there
is not open tunnel, hence the iterative decoding is not possible. Instead, for β = 6, the
tunnel is open for 1/2−rate code, but it is very narrow, which means that we need a lot
of iterations to reach the perfect converge point. On the other hand, we draw the inner
curve for a value of β of 10, which already coincides with the constant channel. Then,
for β ∈ [6,10] with 100 antennas, we are able to guarantee the NC detection assuming a
time-variant channel. In addition, we have plotted the inner curve for a very high value,
β = 15000, which also matches with the constant channel curve, validating that the curves
for real channels can not exceed the curve of constant channel. In Section 6.2.4 we analyse
practical values for these β-values corresponding to real systems.
Figure 6.6 EXIT Chart of a NC-m-MIMO system with J = 2 users, ρ = 0 dB, M = 4
and R= 100 antennas for β-values from 1.5 to 6 by steps of 0.5.
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In the case that we want a value of β below 6 in the system shown in Figure 6.6,
we have to increase the number of antennas, keeping the rate of the outer code. For the
same conditions defined previously regarding SNR, number of users and constellation, we
show the EXIT-curve for R = 300 antennas with β =3 and for R = 140 using β =5 in
Figure 6.7, in conjunction with their decoding trajectories, where the energy efficiency
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attained by our m-SIMO is clearly evidenced by the fact that a low ρ is sufficient for
having an open EXIT tunnel. We can see that this condition is fulfilled with 4 iterations
for β = 5 and 3 iterations for β = 3. This latter needs less NI at the expense of increasing
R.
Figure 6.7 EXIT Chart for J = 2 users, ρ = 0 dB, M = 4, (β,R)=(3,300) and
(β,R)=(5,140).
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In Figure 6.8 we show the BER for J =2 users, ρ = 0 dB, M=4. We only plot the
last iteration for each case previously noted in the EXIT chart in Figure 6.7. In this case,
we evaluate the effect of the time varying channel on the BER performance. Having an
infinitesimally low BER at R= 140 antennas for β=5 (achieved in the fourth iteration)
and R=300 antennas for β=3 (achieved in the third iteration), an increment of 50 and
200 antennas, respectively, is required with respect to the constant channel. This result
matches with the EXIT chart predictions in Figure 6.7.
On the other hand, in case that the number of antennas has to be lower, for a target
β, we have to change the outer code. In Figure 6.9, EXIT chart for R = 50 antennas
and a 1/4−rate RSC outer code is shown. Just like for 100 antennas, we need β > 6
for decoding. However, a large number of iterations is required for ensuring that the
performance becomes equivalent to that of the constant channel, since the EXIT-tunnel
is narrower than for β ≥10. The system exhibits a similar performance to the constant
channel for β ≥10.
Once we have studied the effect of β, shown in Figures 6.6-6.9, with some specific
cases, we analyse the number of antennas required for attaining an open EXIT tunnel over
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Figure 6.8 BER performance for J = 2 users, ρ = 0 dB, M = 4, URC, EEP and β = 3
and β = 5
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Figure 6.9 EXIT Chart with J = 2 users, ρ = 0 dB, M = 4 and R= 50 antennas for β
from 1.5 to 6 by steps of 0.5.
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different reference SNR, when considering a constant channel and also for different degrees
of channel variability β. We list the resulting R-values in Table 6.1. For selecting the
R-values, we follow the Algorithm 4.9 proposed in Section 4.4.1. These values sometimes
require a high number of iterations, when the open EXIT tunnel is narrow. As β decreases,
which results in more violent channel time variation, the R required for achieving the same
performance as that of the constant channel increases. We can maintain the same R as
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for the constant channel at the expense of a reduced throughput by using a lower channel
coding rate. When the coding rate is low, increasing the reference SNR ρ, the effect of
time variations is less visible. This is not, however, the case for high coding rates. Also,
for ρ=0 dB and β = 3 there are certain coding rates that do not have an open tunnel for
any R. For instance, in order to decode a 1/2−rate RSC code with a channel characterized
by β = 3 we have to increase R from 90 to 180 antennas, or to 110 antennas for the case
β = 5, to keep the same performance as the constant channel, as shown in Table 6.1.
Additionally, for R=50 antennas we can decode using a 1/4−rate IRCC when the
channel is constant. However, when β increases, the required R for practical channels
changes from 50 to 90 antennas for β=3 and to 55 antennas for β=5 as shown in Table
6.1.
Outer Required R for each SNR:
IRCC Constant Channel β=3 β=5 β=10
0 dB 3 dB 6 dB 0 dB 3 dB 6 dB 0 dB 3 dB 6 dB 0 dB 3 dB 6 dB
C
o
d
in
g
ra
te
1/10 20 20 20 40 25 20 25 20 20 20 20 20
3/20 30 20 20 60 35 25 35 20 20 30 20 20
1/5 40 20 20 70 40 30 45 25 20 40 20 20
1/4 50 90 20 90 50 35 55 35 25 50 90 20
3/10 55 30 20 100 60 35 65 40 25 55 30 20
7/20 60 35 25 120 65 45 75 45 30 60 35 25
2/5 70 40 30 140 80 55 85 50 35 70 40 30
9/20 80 45 30 150 90 65 95 55 40 80 45 30
1/2 90 50 35 180 105 75 110 60 45 110 60 45
11/20 100 60 40 210 120 85 120 70 50 100 60 40
3/5 120 65 45 240 145 100 140 80 60 120 65 45
13/20 130 75 55 280 170 120 160 90 70 130 75 55
7/10 150 90 60 320 200 140 180 105 80 150 90 60
3/4 180 100 70 450 240 180 210 120 90 180 100 70
4/5 210 120 85 500 300 210 250 140 100 210 120 85
17/20 260 150 100 X 400 270 350 170 120 260 150 100
9/10 350 180 130 X 500 310 360 210 150 350 180 130
Table 6.1: Performance for J = 2 and EEP design for different IRCC encoders and β .
From these results, we note that the time variations affect the required R when we
consider a practical channel. The system exhibits a similar performance to the constant
channel for β ≥10, therefore the same number of antennas is required for that case. Hence,
we note that our system is capable of withstanding fD close to the channel’s bandwidth
as (2.10).
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6.2.3 Achievable bit rate on a NC massive MIMO system with
channel coding
In addition to predicting the behavior of the iterative decoding, the EXIT chart can be
also used to compute the capacity of the system or maximum achievable rate (MAR), as
discussed in [133]. The area beneath the inner EXIT curve corresponds to the channel
capacity, while the area beneath the curve created by the outer code is the coding rate.
The larger the SNR is, the higher the EXIT curves of the outer code are. Therefore, the
higher capacity can be achieved. In our proposal, we have the same results increasing the
number of antennas instead of SNR.
In this section, we characterize the MAR of our non-coherent m-MIMO-DPSK-BICM-
ID scheme. Remember that the inner code is represented by the URC encoder and the
mapper shown in Figures 4.2-4.3. Here, we translate the expression in [133] to evaluate
the MAR as a function of the number of antennas R, since we parametrize the EXIT
curve as a function of R rather than SNR. The area A is calculated for different R values,
denoted as AR, then the MAR ηmax may be defined in terms of R as follows
ηmax(R) = log2(M) · AR. (6.18)
Then, in order to obtain the MAR of (6.18) that our system can support, for each ρ, R and
a candidate constellation we chose the EXIT curve that has an open tunnel. If there is
indeed an EXIT chart that has an open tunnel, this means that this modulation order M
is decodable with a vanishingly low BER. In order to keep a feasible value of R, we select
the modulation order from the set M = {2, 4, 8, 16}, since higher values of M require a
significantly higher number of antennas. Then, the practical MAR for NC-m-MIMO is
given by the maximum modulation order that we found to be decodable multiplied by
the coding rate as follows:
ηp(R, β,Mi) = log2(Mi) · rate (6.19)
where rate is the original outer code rate.
For a given ρ and R value, we can draw an EXIT chart for each possible value of
the constellation order Mi, following the same procedure described in Figure 4.9 to select
the coding scheme. With the aid of each of these EXIT charts we can select the coding
scheme that produces an open tunnel at the lowest value of the outer code rate.
In Table 6.2 we collect the practically MAR achieved for J = 2 users with EEP design
and β = 3 as example. We follow a similar procedure to obtain β = 5 and 10.
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R, Number of antennas
SNR [dB] M
100 300 500 1000 5000 10000
IRCC rate IRCC rate IRCC rate IRCC rate IRCC rate IRCC rate
0
2 17 0.9 17 0.9 17 0.9 17 0.9 17 0.9 17 0.9
4 5 0.6 12 1.3 14 1.5 17 1.8 17 1.8 17 1.8
8 X - 3 0.6 6 1.05 11 1.87 16 2.55 17 2.7
16 X - X - 1 0.4 3 0.8 12 2.6 14 3
3
2 17 0.9 17 0.9 17 0.9 17 0.9 17 0.9 17 0.9
4 9 1 14 1.5 17 1.8 17 1.8 17 1.8 17 1.8
8 1 0.3 7 1.2 10 1.65 13 2.1 17 2.7 17 2.7
16 X - X - 3 0.8 7 1.6 14 3 15 3.2
6
2 17 0.9 17 0.9 17 0.9 17 0.9 17 0.9 17 0.9
4 11 1.2 16 1.7 17 1.8 17 1.8 17 1.8 17 1.8
8 3 0.6 9 1.5 2 1.85 15 2.4 17 2.7 17 2.7
16 X - X - 5 1.2 9 2 15 3.2 16 3.4
9
2 17 0.9 17 0.9 17 0.9 17 0.9 17 0.9 17 0.9
4 12 1.3 16 1.7 17 1.8 17 1.8 17 1.8 17 1.8
8 4 0.9 10 1.65 13 2.1 16 2.55 17 2.7 17 2.7
16 X - X - 6 1.4 10 2.2 15 3.2 17 3.4
12
2 17 0.9 17 0.9 17 0.9 17 0.9 17 0.9 17 0.9
4 13 1.4 17 1.8 17 1.8 17 1.8 17 1.8 17 1.8
8 5 1.05 11 1.8 13 2.1 15 2.4 17 2.7 17 2.7
16 X - X - 7 1.6 12 2.6 16 3.4 17 3.6
Table 6.2: Rate achieved for J =2, EEP design and β = 3.
In Figure 6.10 we show the achievable rate of the m-MIMO-DPSK-BICM-ID system,
when R =100 antennas, as a function of the SNR ρ. In Figure 6.10, we show the constel-
lation order Mi ∈ M that provides this lower outer code rate value and the achieved ηp
according to (6.19). The dotted line in Figure 6.10 is the MAR provided by the EXIT
chart and represents the upper bound of MAR for our system. The solid lines are obtained
for different β values. We note that the difference between the theoretical MAR and the
practically achieved MAR is small for β ≥10, while for smaller β there is a noticeable
degradation.
In Figure 6.11 the ηp for the β-value close to constant channel, β = 10, is shown as a
function of R for M = 8 and 0 dB. We can see that for 1000 antennas the MAR is close
to the channel capacity. From results of Figure 6.11, we calculate the MAR for R=1000
antennas in function of SNR. Note that there is a much smaller difference between β =3
and β=5, which means that the system is less affected by the time variability when the
number of antennas is very high. Again, for β ≥10, the practical achievable MAR is very
close to the upper bound provided by EXIT chart.
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Figure 6.10 Maximum Achievable Rate for R=100 antennas.
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Figure 6.11 Achievable rate for β = 10
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Figure 6.12 shows the maximum achievable rate for R=1000 antennas. These results
confirm those commented in Figure 7.7
Additionally, we can fix the SNR and for each R look for the combination of Mi and
rate that maximize ηp
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Figure 6.12 Maximum Achievable Rate for R=1000 antennas.
0 2 4 6 8 10 12
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
3
SNR [dB]
η
 [
b
p
s 
/ 
H
z]
 p
e
r 
u
se
r
 
 
β=3 R=1000
β=5 R=1000
β ≥ 10 and Constant Channel, R=1000
Theoretical Maximum Achievable Rate, η
max
4−DPSK
8−DPSK
8−DPSK
16−DPSK
8−DPSK
Figure 6.13 Maximum Achievable Rate for ρ=0dB.
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In Figure 6.13 we show the practically attainable MAR ηp versus the number of anten-
nas when considering SNR of 0 dB. Here we can see that as R increases the performance
losses due to a very small β becomes less noticeable.
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6.2.4 Analysis on β for new requirements of 5G
We examine the typical value of β for the requirements of the future communications
networks, such as 5G, for which the schemes proposed in this Thesis are foreseen. Nev-
ertheless, we also analyze the β-values in the current wireless standards such as LTE, for
which NC-m-MIMO can provide high benefits and serve as an evolution towards 5G.
• LTE Standard in [123]: we have typically fc = 2.6 GHz, a BW of 20 MHz and
a mobile velocity of v = 120 Km/h, we get a value of fD = v/λ = 290 Hz. Then,
according to (2.10) we have β = 68, 970. Additionally, when we have fD = 200 Hz
and v = 83 Km/h, we obtain β = 105. In both cases β is very high, ensuring that
we achieve the same performance as in the constant channel scenario.
• LTE for high speed railway systems: these environments are characterized by
a high Doppler spread or short coherence time Tc and high speed. For example,
with fc = 2.6 and v = 500 Km/h we have a fD = 1.2 KHz and β = 16, 615, which
again guarantees the same performance as for the constant channel.
• mmWaves links: due to the high fc, the Doppler shift is also high. These links
are foreseen to be used because of the high available bandwidth. For instance,
employing BW= 100 MHz at fc= 60 GHz, considering v=120 Km/h we have fD=
6.7 KHz, we get β=15,000. According to the specifications in TR 38.913 by the 3rd
Generation Partnership Project (3GPP) for 5G [10], for mmWave with fc > 6 GHz
the BW has to be over 400 MHz. Then, we obtain fD = 667 Hz for 120 Km/h
resulting in β < 106. With these values we have again the same performance as for
the constant channel scenario.
• THz Communications: in this new area, the links use carrier frequencies which
begin in the range of 0.1 THz, proposed for metropolitan areas. Here, for high speed
and BW=10 GHz we can achieve β = 7.16. In this case, since β is lower than 10,
we notice the effect of time variability. By contrast, for low speeds, we have again
constant channel condition.
In the aeronautical sector, the 3GPP is developing LTE Advanced Pro in conjunction
with 5G for supporting V2X communications. In these scenarios, an aircraft may reach
a speed of 1000 Km/h, resulting in LTE frequency fc =26 GHz fD = 0.024 Hz, meaning
a high β and constant channel condition.
We also consider the mobile satellite communication systems which employ fast-
moving satellites with fd variable in the [147] range [-25.5 KHz, 25.5 KHz]. For this
Doppler spread, we have β > 10.
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From the point of view of services, 5G will include massive machine type communica-
tions and ultra reliable low latency communications (URLLC) under the technologies of
Internet of Things (IoT). For these services, we need high BW which gives high values of
β.
With these examples, we can deduce that our system is very robust to the temporal
variations of the channel in any use case that we can foresee.
6.3 Spatial Modulation for non coherent massive MIMO
based on DPSK
For the implementation in real systems, not only we have to consider the effects of the
channel and to have a feasible number of antennas, but also we have to take into account
that a high R requires a lot hardware components. As we presented in the introduction of
this Thesis, spatial modulation (SM) is a promising technique for new RAN considered for
5G, in which the number of RF chains is reduced exploiting the space and modulation do-
main. Compared to the traditional MIMO technology, SM improves the energy efficiency,
avoids the inter-channel interference and antenna synchronization problems, all of them
retaining the spectral efficiency. Severals works have been proposed for SM in coherent
systems [32,148,149]. However, we still have a huge CSI estimation problem aggrieved by
m-MIMO. Hence, due to the advantage shown by SM, we analyze this technique for our
NC-m-MIMO proposal in this Thesis.
In this section, we consider a system model with differential SM (DSM) which mod-
ifies the baseline model shown in Chapter 2, increasing the number of antennas in the
transmitter side to include the SM in our NC-m-MIMO, as shown in Figure 6.14. Now,
in our uplink model, the transmitter side is equipped with Rt antennas and the BS with
Rr, being Rt much smaller than Rr.
Figure 6.14 Schematic for NC Spatial Modulation in m-MIMO based on DPSK.
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In our proposed SM-NC-m-MIMO, now the block bj is composed of B bits, being
B = blog2Rt!c + log2M , which is separated into two substreams, bANT = {b1, · · · , ba}
and bPSK = {b1, · · · , bp}, where a = blog2Rt!c and p is our size of constellation as well as
in the rest of the work. The first substream selects the antenna index ai, which indicates
the transmitting antenna among the available Rt antennas. The second substream selects
the PSK symbol sj[n] to be sent by antenna ai. This bit-grouping is shown in Figure 6.15.
In order to perform SM, avoiding the channel estimation, we need to transmit the same
Figure 6.15 Bit grouping for Spatial Modulation.
number of consecutive symbols as transmitting antennas, this is, we perform the differ-
ential encoding each Rt symbols. We collect a vector Rt× 1 of consecutive symbols sj[n].
This vector in conjunction with the antenna index ai are delivered for composing the
transmission matrix (Rt × Rt)-Sj for user j, as shown in Figure 6.15. The (a, n)th entry
of Sj denotes the symbol sj[n] transmitted via antenna a from user j at the instant n.
The matrix Sj must satisfy the next conditions:
1. Only one antenna from Rt available can transmit at each time instant. This means
that only one entry in any column of Sj is non-zero.
2. Each antenna is activated once and only once in the Rt successive time instants
which shape Sj. This is only one non-zero entry in any row of Sj.
For example, in the case of Rt = 4 transmitting antennas, we need 4 consecutive symbols
for the user j, this is the vector s = {sj[1], sj[2], sj[3], sj[4]}, and for an index vector
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a = {1, 3, 4, 2}, then an example of possible transmit matrix is
sj[1] 0 0 0
0 0 0 sj[4]
0 sj[2] 0 0
0 0 sj[3] 0
 . (6.20)
Once we have S, we perform the differential encoding in (2.5) in matrix format as follows
Xj[n] = Xj[n− 1]Sj[n], n > 1. (6.21)
At the receiver, the nth received block Y[n] may be expressed as
Y[n] = HX[n] + V[n], (6.22)
where we kept the assumption on the channel H for NC detection H[n] = H[n− 1]. The
transmission is over Rayleigh channel. Note that for NC-SM as (6.21), the detection will
depend on the previously demodulated transmission block, since the differential operation
is by block, instead of symbol-by-symbol.
The new NC detection block in Figure 6.14, instead of y[n]y∗[n − 1], performs the
following matrix operation in each receiving antenna
Z[n] = arg min
∀X
{
trace(<
{
Y[n− 1]HY[n]X
}
)
}
, (6.23)
resulting our decision variable z[n] used throughout this Thesis in matrix format.
Finally, we detect the vector of Rt joint symbols from Z[n] by ML detection using
the joint constellation. For DSM, we have to extend the joint constellation explained in
Chapter 2 to spatial joint constellation characterized by a matrix space, as detailed for
single user in Section 6.3.1 and for multiuser in Section 6.3.2.
6.3.1 Single User NC Spatial Modulation
In the single user case, one user transmits symbols that belong to our individual constel-
lations M, proposed in Chapter 3. Each Rt symbols are accumulated in a vector, which
in conjuntion with the index vector a generates a block from the matrix space X . This
space for single user coincides with the joint matrix space defined for the reception. For
example, in the case for M = 2 and Rt = 2 antennas, the matrix space generated to
transmit is
X =

[
s1 0
0 s1
]
,
[
s1 0
0 s2
]
,
[
s2 0
0 s1
]
,
[
s2 0
0 s2
]
,
[
0 s1
s1 0
]
,
[
0 s1
s2 0
]
,
[
0 s2
s1 0
]
,
[
0 s2
s2 0
]

. (6.24)
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We can see in (6.24) 8 combinations for Rt = 2, therefore we need only one bit to choose
between the two possible transmitting antennas, giving the index vector a = [1 2]. Note
that for Rt > 2, the antenna index indicate the combinations among antennas. In general,
this number is blog2Rt!c, resulting that the size of joint constellation is
blog2Rt!c ·MRt . (6.25)
In the literature, all proposals for DSM are considered for single user so far. Therefore,
let us examine the performance of our NC system for single user environment (J = 1)
and compare it to existing works. In the next section, we propose our SM-NC-m-MIMO
as a pioneer multiuser DSM.
In Figure 6.16 BER performance for a size of constellation of M = {2, 4, 8} and
SNR={−5,−3, 0} dB is shown for Rt = 2. We can see that using DSM we can sustain
the energy-efficiency of m-MIMO with NC detection.
Figure 6.16 BER performance for SM-NC-m-MIMO with J = 1 and Rt = 4.
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In Figure 6.17 we compare the three following detection methods: differential detection
performed so far without considering the SM (CDD), the second one using SM combined
with NC (NC-SM) and finally, its coherent counterparts with SM (Coh-SM). To make a
fair comparison, we use a QPSK for the NC cases and the 8-PSK for the coherent one. This
way we have to take into account the throughput looses due to the pilot signals. We can
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see that the NC schemes using SM require 3 dB more to achieve the same performance as
coherent scheme well known. In addition, note that NC schemes get the same performance
with and without SM. This corresponds to a null gain in the R for SM-NC with respect
to CDD.
In Figure 6.18 we compare the same methods as Figure 6.16 as a function of SNR,
achieving a gain equal to 2 dB for the NC-SM scheme with respect to CDD. Also, we can
see a degradation of the Coherent-SM for low R compared to NC.
Figure 6.17 Performance comparison based on R among NC-SM (QPSK), Coherent-SM
(8-PSK) and CDD (QPSK) for m-MIMO using Rt=2.
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In Figure 6.19, BER performance for NC-SM is compared to CDD for Rt = 4 in
function of SNR. In this case, we can see that the SNR gap is 2.5 dB.
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Figure 6.18 Performance comparison based on SNR among NC-SM (QPSK), Coherent-
SM (8-PSK) and CDD (QPSK) for m-MIMO using Rt = 2.
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Figure 6.19 Performance comparison based on SNR among NC-SM (QPSK) and CDD
(QPSK) for m-MIMO using Rt = 4.
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6.3.2 MultiUser NC Spatial Modulation
In the case of multiuser communications, the received joint constellation is extended with
respect to the NC conventional transmission which was analyzed in Chapter 3. We have
the two following cases depending on what transmitting antenna to be used:
1. Both users transmit using the same antenna index vector a: In this situation, the
joint matrices space in the receiver side is composed by the diagonal matrices whose
elements belong to the simple joint constellation M defined in Chapter 3. This
space is for Rt = 2s
G1 =
{[
ςj 0
0 ςj
]
,
[
ςj 0
0 ςk
]
,
[
0 ςj
ςj 0
]
,
[
0 ςj
ςk 0
]}
, ς ∈M, with j, k = 1, · · · ,K
(6.26)
2. Each user employs a different antenna index vector a: the received blocks are com-
posed by the individual symbols for each user without combining them in the joint
symbol in the position as placed by a. In this case, the combinations are
G2 =
{[
s1j s
2
j
s2j s
1
j
]
,
[
s1j s
2
k
s2j s
1
j
]
,
[
s1j s
2
j
s2j s
1
k
]
,
[
s1j s
2
j
s2k s
1
j
][
s1j s
2
k
s2j s
1
k
]}
, s
(1)
j , s
(1)
k , s
(2)
j , s
(2)
k ∈Mj
(6.27)
Finally, the joint constellation for non coherent SM is composed by all possible matrices
as follows
G = {G1, G2}. (6.28)
The total number of combinations for multiuser case is
blog2Rt!c ·MRtJ . (6.29)
In Figure 6.20 an example of received joint constellation is shown for M = 2, J = 2
users, Rt = 2, Rr = 500 and a reference SNR=0 dB. Note that from all received symbols
(blue), we have separated those belonging to the basic joint constellation (G1) as just
the CDD, marked by red point. On the other hand, we have received the individual
constellation for the user 1 and 2, corresponding to the cases when each user transmits
with a different antenna index vector (G2). In addition, we have symbols at zero due to
the idle antennas.
In Figure 6.21 the BER performance for J = 2 users and Rt = 2 is shown. We compare
to conventional differential detection when we use EEP design. We check that both users
have the same performance, corresponding to equal approach. In addition, as we see in
the single user case (Section 6.3.1), we need the same number of antennas than CDD case.
We obtain the same performance in NC-SM compared to its coherent counterpart, while
we are saving hardware resources.
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Figure 6.20 Received Joint Constellation in SM-NC-m-MIMO for J = 2.
Figure 6.21 BER for J = 2 users, Rt = 2, ρ = 0 dB and M = 4 using EEP design.
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6.4 Conclusions
We have proposed grouping users which experience a Rayleigh fading with those with Ri-
cian fading, analyzing the SINR and the performance of such combination in a multi-user
NC m-MIMO system based on M-DPSK. The adequate user grouping allows unifying the
constellation for both groups of users and the detection algorithm, reducing the complex-
ity of the receiver. Also, the number of users that may be multiplexed may be further
increased thanks to the improved performance.
We have analyzed our non-coherent massive MIMO system relying on M-DPSK and
BICM-ID operating in time-varying channels. We have used a metric to model the time-
varying characteristics of the channel so that the analysis can be applied to any wireless
communication standard. We have employed EXIT charts as a powerful technique of
analyzing and designing iteratively decoded systems. The analysis based on EXIT chart
allows us to obtain an estimate of the degradation of the system’s performance imposed by
realistic channels. Hence, we have shown that our proposed system is robust to temporal
variations. From these results, we assess the integration of our NC-m-MIMO proposal in
the future communication standards such as 5G.
On the other hand, we have shown that the practically achievable rate relying on the
considered modulation and coding schemes approaches the theoretically achievable rate
of M-DPSK combined with BICM-ID.
In addition, we have analyzed by simulation the frequency-selectivity and inclusion of
an OFDM scheme in NC-m-MIMO based on DPSK. The results reveal an increment in
the number of antennas compared to the basic system without OFDM.
Furthermore, we propose incorporating differential spatial modulation to facilitate
its implementation, reducing the number of hardware resources required in terms of RF
chains. We present and analyze a novel multiuser scheme for NC-m-MIMO combined
with SM. We can see that the number of antennas is not affected by the incorporation
of SM, even we have an improvement on the performance with respect to the coherent
case.
Chapter 7
Suitability of the users multiplexing
in non coherent massive MIMO
systems based on DPSK
In order to increase the capacity of the system, the communication networks multiplex
the users’ access on different orthogonal resources. Typically, the networks use the time or
frequency to carry out this separation among users. The most popular techniques are time
division multiple access (TDMA) for time domain and frequency division multiplex access
(FDMA) for frequency domain. With the 3G networks, the usage of code domain entailed
the appearance of code division multiple access (CDMA) and the 4G introduced OFDM
for multiplexing on orthogonal frequencies. However, the highly increasing demand for
multimedia services has prompted the shortage for orthogonal resources offered by all
these techniques, giving rise to new proposals based in non-orthogonal techniques known
as NOMA [27].
The constellation designs proposed in this Thesis for m-MIMO systems with differ-
ential encoding and NC detection can be considered as a non-orthogonal multiplexing
technique, where the users are multiplexed in the constellation and separated using the
advantage of having a large number of antennas at the BS. The drawback is that, as the
number of users increases, the number of the antennas required for a feasible performance
becomes too high. Therefore, the multiplexing of the users in the constellation is more
difficult. In addition, for the channels which experience a Rician fading presented in
Chapter 5 for the new scenarios in 5G, the LOS component of the channel damages even
more the performance, making impossible the detection. This issue required redesigning
the constellation, involving more complexity in the receiver. Conversely, for the single
user NC-m-MIMO based on DPSK, the performance is very promising, outperforming
that achieved by its coherent counterpart and the NC designs based on energy detection,
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as analyzed in Chapter 3, even for Rician fading (Section 5.2.1). Some previous designs
presented in Section 3.5 for Rayleigh channel are still able to demodulate correctly two
users multiplexed in constellation, and even up to four users employing the suitable chan-
nel coding scheme which reduces the number of antennas required. However, this scheme
increases the complexity of the receiver.
Against this background and the results obtained so far, both for taking advantage of
the opportunity of m-MIMO and handling the multiplexing of more users for the future
communication systems, we analyze the appropriateness of performing a novel multiplex-
ing in constellation combined with classical orthogonal techniques such as TDMA.
7.1 Analysis of the NC-m-MIMO behavior using BLER
Throughout this work we have used the BER or SER as metrics to assess the performance
as a function of SNR or the necessary number of antennas in m-MIMO. The BER or SER
measure the number of erroneous bits or symbols in a transmission, respectively, and
have allowed us to verify the demodulation of the users in a NC-m-MIMO system from
a simulation perspective. This means that we send a large frame of bits and we check
if we are able to decode each of them. However, the transmission of information along
networks is performed by data bit-packets. These packets are organized in sets of bits
which assume different roles, for example, routing the information through the network
or application information. Therefore, one packet with at least one erroneous bit must be
discarded or retransmitted, since the functionality is compromised. The BER and SER
metrics do not characterize uniquely the transmission performance, since they do not
show how these errors are distributed in the packet. This is, a set of erroneous bits can
appear all of them in only one packet or they can be scattered randomly among different
packets. Then, in the first case, only one packet is discarded, whilst, in the second, all the
packets with one or several erroneous bits are discarded. Hence, for two systems with the
same BER, one can be discarding all data packets, whilst the other one is able to decode
the information even having errors. This is even more important when the information
moves upwards through higher layer protocols such as transport control protocol (TCP),
for which the number of erroneous packets is an indicator of the performance. Therefore,
the BER or SER are not enough to analyze the behavior of the communication systems.
By contrast, the block error rate (BLER) and, related to it, the throughput are more
meaningful metrics to describe this behavior.
We started assuming that the channel is invariant in the time, this is h[n] = h[n+ 1],
so the system performance does not depend on the temporal variability of the channel, as
was validated in Section 6.1.3. Therefore, we can transmit very long frames of symbols
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without significantly affecting the capabilities of the system. However, as was mentioned,
this is not entirely correct since it depends on the error localizations. Now, we have to
consider a length of packet or transmission frame which determines the efficiency of the
system to deliver packets.
With this purpose, the parameters for a transmission based on frames or packets,
which verify the usability of our proposal in a communication network, are:
• L is the number of symbols per frame or packet, being l the symbol position within
an L-symbol packet.
• The total number of packets transmitted per simulation is F .
• In our designs, p = log2M is the number of bits per symbol for our user’s constel-
lations M , then the total number of bits per packet transmitted is pL and for a
transmission of size pLF .
• The number of erroneous bits is denoted as e.
Then, we define the probability of having more than e erroneous bits in a packet as follows
P (e, pL) =
pL∑
n=e+1
(
pL
n
)
P nb (1− Pb)pL−n, (7.1)
being Pb the probability of bit error or BER. The probability of erroneous packets is
measured by the BLER. As introduced, a packet is erroneous and thus discarded, if at
least one bit is erroneous. Using (7.1), we can calculate the probability of having zero
errors in a packet as follows
P (e = 0) = P (0, pL) =
(
pL
0
)
P 0b (1− Pb)pL = (1− Pb)pL. (7.2)
Then, we calculate the probability of having an erroneous packet, and thus the BLER, as
the probability of having any non-zero number of errors per packet as follows
BLER = 1− P (e = 0) = 1− (1− Pb)pL = 1− (1−BER)pL. (7.3)
We can use the bounds defined in Section 3.3 to derive from them the BLER for our
NC-m-MIMO scheme. These bounds were calculated for SER. Therefore, we can define
the BLER at symbol level, instead of bit level, obtaining the erroneous symbols per packet.
In this case, the BLER is
BLERs = 1− (1− Ps)L = 1− (1− SER)L, (7.4)
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where Ps is the probability of symbol error or SER. However, the communication standards
define commonly the BLER in function of BER, instead of SER. Therefore, first we have
to translate the SER to BER to calculate the BLER at bit level.
We consider that one symbol which contains p bits is erroneous if at the least one
bit is received erroneously. As with the packets, we use (7.1) to determine the relation
between SER and BER as follows
SER = 1− (1−BER)p → BER = 1− p
√
(1− SER). (7.5)
We can differenciate two cases depending on the L value for the new scenarios in 5G. In
M2M communication, it is typically transmitting short packets. A short block length is
assumed when the number of bits in a block is relatively small (i.e. less than 20). By
contrast, long block length, high L values, can be considered from 100 bits for a packet.
In Figure 7.1 we check (7.5) for high L and for low value of L with several SER and BER
obtained by simulation for a single user system and M = 4 as functions of SNR. So, from
Figure 7.1 Validating expression (7.5) for different L.
the previous test, we can define BLER interchangeably from SER or BER as follows
BLER = 1− (1−BER)pL = 1− ( p√1− SER)pL = 1− (1− SER)L. (7.6)
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In Figure 7.2 we calculate the BLER for L={10, 50, 100} symbols per packet. We
simulate the transmission of F = 1, 000, 000 packets for a reference SNR ρ = {−3, 0, 3}
dB. We can see that the higher L is (more symbols per packet are transmitted), the higher
BLER is and, thus we need more antennas. This confirms that although our NC-m-MIMO
scheme is very robust to the temporal variability, allowing us to transmit large frames
of symbols, actually we have to limit the number of symbols transmitted per packet to
reduce the probability of having an erroneous symbol.
Figure 7.2 BLER comparison for different L values.
In the remaining simulation for this section, we use L = 10, unless otherwise stated.
This value is chosen due to the fact that it is the maximum number of symbols demod-
ulated using the Algorithm 2 (Section 5.5) for Rician channel. In addition, a low L is
recommended in M2M scenarios, an interesting application of our NC schemes in 5G
context.
In Figure 7.3 we show the BLER as a function of the number of antennas for a single
user system, ρ ∈ {−3, 0, 3} dB and M = 4 (p = 2 bits/symbol). We calculate the BER for
a simulation of F =1,000,000 packets of L = 10 symbols. Then, we obtain also the BLER
by simulation and we compare with (7.3). We can see that BLER matches perfectly with
the theoretical expression.
In Figure 7.4 we perform the same procedure as for Figure 7.3, but in this case we
calculate the SER by simulation and then we obtain the BLER using (7.6) for low L
in order to compare to that obtained by simulation. Also in this case, BLER matches
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perfectly with the theoretical expression.
Figure 7.3 BLER validation at bit level for single user for M = 4, F = 1,000,000 and
L=10.
Figure 7.4 BLER validation at symbol level for single user for M = 8, F = 1,000,000
and L=10.
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In Figure 7.4 we obtain the BLER for a different size of constellation, M = 8. We can
see that the BLER coincides to (7.6) too.
7.2 Constellation or TDMA multiplexing
In this section, we compare two forms of multiplexing users in NC-m-MIMO: non or-
thogonaly using the constellation as proposed in this Thesis, denoted as Constellation
Multiplexing Scheme (CMS) against multiplexing orthogonally users in the time, denoted
here as TDMA Multiplexing Scheme (TMS). In CMS we are introducing IUI due to the
non orthogonality among users, but J users can individually make use of the fully avail-
able bandwidth. Conversely, in TMS the interference is suppressed at the expense of
reducing the BW for each user, which is shared among them. However, due to the high
degradation that performance suffers when we increase the number of users in CMS, we
can consider switching to TMS and sharing BW from a certain number of users or for
certain R. Hence, the objective of this analysis is finding the number of antennas and
users for which CMS is more recommended than TMS.
For this purpose, we can use the throughput which measures the rate of successful
packets delivery in bit per channel use (bpcu). In order to consider that a transmission
is successful we have to overcome the maximum number of erroneous packets. Therefore,
we calculate the throughput on the basis of the BLER for each multiplexing proposal as
follows
ThroughputCMS [bpcu] =
{
0 BLERMU > BLER0
(1−BLERMU) log2M BLERMU < BLER0
(7.7)
ThroughputTMS [bpcu] =
 0 BLERSU > BLER0(1−BLERSU) log2M
J
BLERSU < BLER0
(7.8)
We can see in (7.7) and (7.8) that using a simplification the throughput will be zero if
we do not overcome certain number of erroneous packets. This number is BLER0, which
is marked by the standards or depending on the application. For example, in LTE is
assumed a threshold of BLER0 = 10%. Meanwhile, for URLL communications this value
can be more restrictive due to the high security which require this type of applications. In
case we include a channel coding scheme, we can reduce this constraint. In addition, note
that for the same BLER, the throughput achieved by TMS is lower than that achieved
by CMS due to the BW sharing. However, the high interference in CMS increases BLER
faster than in TMS, thus crossing both schemes. We are interested in this crossing point.
In order to carry out the comparison, we have two schemes as shown in Figure 7.5. In
this figure, a CMS and a TMS for J = 2 users is illustrated.
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1. For CMS, J users transmit simultaneously multiplexed in the constellation requiring
only one time slot.
2. For TMS, J users transmit consecutively sharing one time slot as corresponding to
TDMA. In this case, the BW in each time slot is divided by J users, acquiring each
user BW/J .
Figure 7.5 Schematic for multiplexing J = 2 users.
The multiplexing may be performed the same way for the frequency domain or code
domain instead of the time domain. We have chosen the time domain as an illustrative
example for the analysis.
7.2.1 Individual multiplexing
First, we analyze the BLER and the throughput which each user achieves individually
inside a multiuser environment when we use CMS and, on the other hand with TMS. We
simulate a NC-m-MIMO-DPSK system with J = 2 users and several SNR, varying the
number of antennas.
For the CMS case, we multiplex two users (J = 2) by constellation with the EEP
designed in Section 3.5. In this constellation, all users experience the same performance,
thus the same BLER. We calculate the throughput for one user of the two, since it is
the same, from BLER using (7.7). On the other hand, in TMS case we can analyze the
performance for one user in its corresponding time instant, this is equivalent to single user
with less BW. Once we have the BLER for TMS, we calculate the throughput using (7.8).
Then, both curves are compared. In Figure 7.6 the throughput for CMS and TMS with
2 users is shown. The simulation is carried out over F = 20, 000 packets and a size of the
constellation of M = 2. We can see that we need to use in TMS 5 antennas at the BS
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with ρ = 3 dB, 15 with ρ = 0 and 40 with ρ = −3 dB in order to receive correctly packets.
By contrast, in CMS we need 10, 50 and 100 antennas for ρ ∈ {−3, 0, 3} dB. In this case,
for M = 2, in TMS each user achieves maximum throughput of 0.5 bit per channel use
in 10, 20 and 50 antennas. For the same throughput, CMS needs more antennas than
TMS, however CMS achieves a higher throughput, reaching 1 bpcu. For low R, we can
demodulate the users before using TMS than CMS. This makes sense, because we do not
have m-MIMO conditions yet. From Figure 7.6 we conclude that for low M , multiplexing
in constellation is recommended against time because we achieve higher throughput with
an affordable number of antennas when we employ m-MIMO, highlighting our proposed
design in this Thesis, in the two users case.
Figure 7.6 Comparison Throughput of 2 users in TMS and CMS for M = 2, L=10 and
F =20000.
Now, we analyze what happens when we increase the number of users J . In Figure 7.7
CMS and TMS for 2, 4, 6, 8 and 10 users are shown. We can see that all users in
CMS always achieve the maximum throughput for a given M . Instead, TMS reduces
the throughput for each user as J increases. However, TMS is able to demodulate all
users with the same R from the beginning, whilst CMS needs 30 antennas for 2 users,
550 antennas for J = 4 users and, for more users, over 1000 antennas are needed, which
implies that increasing the size of constellation culminates in an excessive R. In this case,
we may prefer using TMS instead of CMS.
We have seen in the first case that CMS is better than TMS, whilst in other case, TMS
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Figure 7.7 Comparison Throughput of multiuser system in TMS and CMS for M = 2,
L=10 and F =20000.
is shown as best option against CMS. Therefore, we propose to combine both schemes in
the next section.
7.2.2 Scheduling TDMA combined with non coherently constel-
lation multiplexing
In order to achieve the maximum possible throughput and, at the same time, the mini-
mum R, we propose to schedule users by combining TDS with CMS. In Figure 7.8 the
throughput for J = 4 and M = 2 is shown. We simulate three options of distributing
users between TMS and CMS. First, the four users are multiplexed in the time (pure
TMS); second, four users are multiplexed in constellation (pure CMS); the last one, we
schedule 2 users in constellation and the other two in the time as shown in Figure 7.9. We
can see that in mixed option we achieve an intermediate throughput between pure modes,
in addition, the number of antennas required to start the reception of correct packets is
reduced from 550 to 30 antennas, with the corresponding throughput reduction. However,
this reduction is lower compared to the R reduction in pure CMS.
In Figure 7.10 we show the throughput for J = 8 users for the three combinations
shown in Figure 7.11. The first option is scheduling four users grouped in CMS (4-
CMS) and, in turn two groups in TMS (2-TMS). The second option for 8 users is 2 users
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Figure 7.8 TMS combined with CMS for J = 4 users, M = 2 and ρ = 3 dB.
Figure 7.9 Schematic for multiplexing J = 4 users combined in TMS-CMS.
multiplexed in constellation (2-CMS) resulting in 4 groups in time (4-TMS). The third
option is the 8 users multiplexed in time (8-TMS). We can see that for a R of 30 antennas
which is suitable for m-MIMO we achieve twice the throughput. However, if we include
more users in constellation than TDMA, this number of antennas is too high even for m-
MIMO. It is preferable when combining both schemes introducing more users in TDMA
than in the constellation.
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Figure 7.10 TMS combined with CMS for J = 8 users, M = 2 and ρ = 3 dB. (Rev.)
Figure 7.11 Schematic for multiplexing J = 8 users combined in TMS-CMS.
In Figure 7.12 we show the throughput for L = 1000. We can see that the R required
for demodulation is higher than for L = 10 due to the fact that the probability of having
errors in the packet is higher.
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Figure 7.12 Comparison Throughput of MU system in TMS and CMS for M=2 and
L=1000.
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7.3 Limiting number of antennas for multiplexing in
constellation
As it has been concluded in the sections above, there is a number of antennas for which
CMS is better than TMS and vice versa, depending on the number of users and the size
of the constellation. In order to calculate the BLER, we use the bounds for SER defined
in Section 3.3 and from them we can optimize the throughput. The two main bounds,
upper and lower, which we need in this section are the following
SER ≤ (K− 1)Q
(√
d2min
2I
)
, (7.9)
SER ≥ 1
K
K−1∑
m=0
Q
(
dmmin√
2I
)
. (7.10)
For the purpose to optimize R, J andM , we use an approximation for the Gaussian-Q
function used in the error bounds. We have analyzed several proposals in the literature
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[150–161]. We selected the following approximation
Q(x) ≈ (1− exp
−Ax√
2 ) exp−x
2/2
B
√
2pix
, (7.11)
where the best values for A and B are 1.98 and 1.134, respectively, resulting (7.9) in
SER ≈ (K− 1)
1− exp− A√2
√√√√d2min
2I
 exp−d
2
min
4I
B
√
pi
d2min
I
=
(K− 1)
Bdmin
√
I
pi
exp−d
2
min
4I − exp−
d2minA
√
4I
4I
 ,
(7.12)
and (7.10) in
SER ≈ 1
K
K−1∑
m=0
(1− exp−
Admmin√
2I ) exp
− d
2m
min
2
√
4I
B
√
pi
I
dmmin
(7.13)
However, the approximation in (7.11) was optimized for a coherent system. In [161], we
find an approximation generalized and improved, which reduces the number of exponen-
tials. This is known as Chernoff bound, defined as
Q(x) ≈ 1
2
exp−x
2/2, (7.14)
then the SER belongs to upper bound in (7.9) is expressed as follows
SER ≈ (K− 1)
2
exp
−
dmin
2I , (7.15)
whilst for lower bound in (7.10) is formulated as follows
SER ≈ 1
2K
K−1∑
m=0
exp
−
(dm)2
4I (7.16)
We include (7.15) in (7.6), and the resulting expression is included in throughput formu-
lation (7.7) for low packet length, resulting for CMS case that
ThroughputCMS ≈ p
1− (K− 1)
2
exp
−
dmin
2IMU

L
, (7.17)
where IMU is the multiuser interference caused by J users multiplexed in the constellation,
IMU =
J2 + 2σ2J + σ4
R
. (7.18)
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On the other hand, we have the throughput resulting for the TMS case as
ThroughputTMS ≈ p
J
1− (M − 1)
2
exp
−
dmin
2ISU

L
, (7.19)
where in this case there is only noise due to the fact there is one user transmitting, being
this as follows
ISU =
1 + 2σ2 + σ4
R
. (7.20)
We can remember the derivation of the interference in Chapter 3.
In order to optimize the number of antennas, we include (7.18) in (7.17) and (7.19)
in (7.20), we set the L value and the size of the constellation M , which determines p.
Then we get a function for the throughput obtained in CMS (7.21) and TMS (7.22) to
be optimized which depend on R and the number of users J . The minimum distance will
depend on the constellation design chosen. In this analysis, we employ the EEP schemes
which gives dmin = 0.56 (Chapter 3).
fCMS(R, J) = p
1− (K− 1)
2
exp
−
Rdmin
2J2 + 4σ2J + 2σ4
L (7.21)
fTMS(R, J) =
p
J
1− (M − 1)
2
exp
−
Rdmin
2 + 4σ2 + 2σ4
L . (7.22)
In order to find the threshold where the CMS scheme is better than TMS scheme, we
have to equate (7.21) and (7.22), this is fCMS(R, J) = fTMS(R, J).
p
1− (K− 1)
2
exp
−
Rdmin
2J2 + 4σ2J + 2σ4
L = p
J
1− (M − 1)
2
exp
−
Rdmin
2 + 4σ2 + 2σ4
L
(7.23)
For example, the threshold obtained for J = 4 users, L = 10, M = 2 and ρ = 0 dB
(σ = 1) is 70 antennas, which match the result obtained by simulation in Figure 7.6. In
the case we want to know the minimum R to start to demodulate the users with CMS,
we have to optimize (7.21) as
dfCMS(R, J)
dR
= 0.
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7.4 Conclusions
In this chapter, we analyzed the BLER and the throughput. These metrics have allowed us
to validate the behavior of the proposed multiuser NC-m-MIMO system based on DPSK
from the point of view of a communication network where packets are transmitted. The
results obtained in previous chapters so far did not show the scope of multiplexing users
in the constellation against other classical techniques such as TDMA. This way of sharing
the resources among the users influences obviously in the performance and behavior of
the network. Therefore, we have to compare the multiplexing of users in the constellation
(CMS) against the multiplexing schemes in time (TMS).
The CMS needs to incorporate more antennas at the BS than TMS, although CMS
provides a higher throughput than TMS. However, in some cases, the demodulation of
multiple users in the constellation could require an excessively large number of antennas
compared to TMS. Therefore, it is necessary to properly manage the tradeoff between
throughout and the number of antennas, to reach an optimal operational point.
In order to take advantage of increasing the throughput with CMS, while we may
reduce the number of antennas with TDS, we have proposed combining both schemes.
We have achieved for 8 users, using only 30 antennas, to multiply by two the throughput
with respect to orthogonal multiplexing. In addition, we conclude that it is preferable
to have more groups multiplexed in time with a few users in constellation than all users
in pure CMS or TMS, finding a good tradeoff between the number of antennas and the
throughput.
Finally, we have proposed a function which allows optimizing the throughput as func-
tion of R, J and M .
Chapter 8
Conclusions and Future Work
In this chapter, we outline the contributions of this thesis, analyze the results obtained
and we contemplate future research lines.
8.1 Summary
In this Ph.D. Thesis we have analyzed the use of massive MIMO systems with differen-
tial encoding and non coherent detection in multiuser environments. The contributions
that can be outlined from this work range from new constellation designs and detection
algorithms to the analysis of the effects and requirements of its implementation in future
practical communication systems and technologies, such as 5G.
First, we consider the use of NC-m-MIMO systems based on DPSK for channels which
experience Rayleigh fading. We have proposed several constellation schemes that have
allowed us to separate the users’ signals at the receiver thanks to the benefit of having a
large number of antennas at the BS. Two approaches were considered in terms of error
performance: each user achieves a different performance, so-called unequal error perfor-
mance (UEP) and, on the other hand, the same performance is provided for all users
known as equal error performance (EEP). The first one may be interesting to support
multiple applications with different QoS requirements, such is the case for video appli-
cations. The second one, EEP designs may be more interesting for voice applications
where all users require the same capabilities, and hence the same requirements. Other
advantage for EEP is that it does not rely on strict power control, making it easier and
interesting for m-MIMO. We have analyzed the number of antennas required by all de-
signs. This number depends on the minimum distance between symbols in the individual
constellation, not on the characteristics of the joint constellation in the receiver side. Also
we have proved that the number of antennas is more influential that the SNR on the per-
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formance. The UEP designs usually require more antennas than EEP schemes, taking
into account that this number tends to the same value for both designs as the minimum
distance in UEP approximates to that of the EEP one. For all these designs, we have
analyzed the interference and SINR in order to obtain the error probability bounds for
NC-m-MIMO, which depend also on the minimum distance, the number of antennas and
the total interference.
After analyzing our non coherent proposals, UEP and EEP, we compare them to other
constellation schemes proposed in the literature, some for m-MIMO but other proposed
only for differential encoding and that is why is interesting the comparison with our
scheme. We have shown that our proposal performs better than the benchmark of the
designs based on energy detection [97,98,105,126] regarding BER. Conversely, they show
a similar performance as other constellations which perform differential encoding, such as
APSK, DAPSK or DQAM, extending our designs for multiuser cases taking advantage of
the large number of antennas. In addition, our proposals are not far from the performance
of an equivalent coherent system operating under realistic channel assumptions. We were
able to reduce the difference between NC and coherent schemes to SNR 2 dB, instead of
the classical 3 dB, being both systems equivalent for high number of antennas.
The initial designs proposed for Rayleigh channels required an excessive number of
antennas for a target bit error probability. In consequence, a channel coding scheme
is included with the objective of reducing the number of antennas required. For this
purpose, we have proposed the combination of BICM scheme and iterative decoding with
a multi-user NC-m-MIMO system based on M-ary DPSK
Additionally, we have analyzed and proposed the EXIT chart as a useful tool for
finding the best channel coding scheme for m-MIMO saving simulation time. We propose
an approach for EXIT curves based on the number of antennas for m-MIMO. Based on this
model, we designed a channel coding scheme suited for the constellation designs proposed
previously for Rayleigh fading in Chapter 3. The EEP design offers better performance
than the UEP, although both schemes perform better than previous work and compared
to the case without coding. Also, including coding, we improve the UEP designs. We have
shown that the number of users served by the BS can be increased with a 70% reduction
in the number of antennas with respect to previous work. In particular, we show that
with 100 antennas for the EEP design with J = 2 users and a coding rate of 1/2 we
achieve the minimum probability of error. We have demonstrated that a feasible number
of R = 100 antennas are sufficient for several situations. We have seen that R may be
reduced from 1,000 to 100 with respect to the system operating without coding presented
in Chapter 3. Moreover, using iterative decoding also improves the performance compared
to other coded schemes [104] based on energy detection. We have seen that R is allowed
to decrease about two orders of magnitude with respect to the systems without coding
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presented in Chapter 3 and in [103]. The number of users that can be supported by the
BS can increase at the cost of a higher number of antennas R. We show the importance
of the mapping scheme, focusing on the mapping for the individual constellations.
In this point, we analyzed the proposed constellation for channels which experience
Rician fading, since it is foreseen that the new environments emerging with 5G may be
modeled by Rician channels. In the single user case, our NC-m-MIMO proposal in a Rice
scheme is equivalent to Rayleigh channel regarding performance, achieving a better BER
than energy detection based schemes in Rician channel. However, the line of sight (LOS)
component of the channel generates an interference arising as a result of the multiuser
non coherent detection in Rician channel, making impossible the demodulation of the
users when there are more than one. Therefore, we had to redesign the constellation.
The new constellation has allowed an unambiguous detection of the transmitted symbols
despite the interference caused by the LOS component. This proposal is presented as a
novel design for multiuser NC m-MIMO in Rician fading against the rest of designs in the
literature shown for single user scenarios. Furthermore, we have proposed a detection al-
gorithm based on the multi-symbol joint decision enhanced with the knowledge of the new
constellation and the effect of interference. The SINR and SER have been theoretically
analyzed showing a good match with the simulations. We have analyzed the performance
of the system showing an improvement with respect to classical non-coherent detection
techniques. With the proposed constellation and detection algorithm we are able to lever-
age the LOS component of the Rician propagation, obtaining a better performance than
with Rayleigh channels for the newly designed constellation. This better performance
translates to a decrease of the required number of antennas. Furthermore, we have seen
that the designs based on M-DPSK outperform those based on energy detection [110]
and [39] also in Rician propagation.
Another solution for addressing the interference caused by LOS component was group-
ing users which experience a Rayleigh fading with those with Rician fading, analyzing the
SINR and the performance of such combination in a multi-user NC m-SIMO system based
on M-DPSK. The adequate user grouping allows unifying the constellation for both groups
of users and the detection algorithm, reducing the complexity of the receiver. Thanks to
this grouping, the number of users that may be multiplexed may be further increased.
In addition to the analysis for Rayleigh and Rice channels, we study the behavior of our
system depending on the real limitations in practical channel. The temporal variability
is the main limitation for the non coherent detection. In principle, it may seem that we
require a coherence time large enough to consider that the channel coefficients remain
constant over a long transmission of symbols. Now, we started analysing our NC-m-
MIMO system relying on M-DPSK and BICM-ID operating in time-varying channels.
We have used a metric β to model the time-varying characteristics of the channel so that
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the analysis can be applied to any wireless communication standard. As β decreases,
which means a more severe channel time variation, the R required for achieving the same
performance as that of the constant (time invariant) channel increases. We can maintain
the same R as for the constant channel at the expense of a reduced throughput by using
a lower channel coding rate. We employed EXIT charts again to obtain an estimation of
the degradation of the system’s performance imposed by realistic channels. The results
showed that we need 6 < β < 10 in order to be able to decode the information, whilst
for β > 10 the effects of the temporal variability are negligible, being our system able
to withstand high Doppler spread. Hence, we have shown that our proposed system is
robust to temporal variations. We have also analyzed the β-values in the current wireless
standards such as LTE, for which NC-m-MIMO can provide high benefits and serve as
an evolution towards 5G. These values are higher than 10, ensuring that we achieve the
same performance as in the constant channel scenario. From this results, we assess the
integration of our NC-m-MIMO proposal in the future communication standards such as
5G and beyond. Moreover, we have shown for time-varying channels that the practically
achievable rate relying on the considered modulation and coding schemes approaches the
theoretically achievable rate of M-DPSK combined with BICM-ID.
Furthermore, we have proposed incorporating differential spatial modulation (SM)
to facilitate its implementation in practical m-MIMO systems, reducing the number of
hardware resources required in terms of RF chains. We have presented and analyzed a
novel multiuser scheme for NC-m-MIMO combined with SM. We can see that the number
of antennas is not affected by the incorporation of SM, even we have an improvement on
the performance with respect to the coherent case.
Finally, in order to complete the study of NC-m-MIMO systems based on DPSK
schemes, we have presented an evaluation of the BLER and the throughput to fully char-
acterize the behavior of our proposal in a real packet-based communication network. This
has allowed us to assess the scope of multiplexing users in the constellation (CMS) against
other classical techniques such as TDMA (TMS). The results showed that the CMS needs
to incorporate more antennas at the BS than TMS, although CMS provides a higher
throughput than TMS. In some cases, the demodulation of multiple users in the constel-
lation could require an excessively large number of antennas as compared with TMS, even
considering m-MIMO. Therefore, it is necessary to properly manage the tradeoff between
the throughput and the number of antennas, to reach an optimal operational point.
In order to take advantage of increasing the throughput with CMS, while we may
reduce the number of antennas with TDS, we have proposed combining both schemes.
We have achieved for 8 users, using only 30 antennas, to multiply by 2 the throughput
with respect to orthogonal multiplexing. In addition, we conclude that it is preferable to
have more groups multiplexed in time with a few users in constellation than all users in
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pure CMS or TMS, finding a suitable tradeoff between the number of antennas and the
throughput.
8.2 Future Directions
We briefly present some of the ideas for future research arising from these conclusions.
Optimization of the constellation. The constellation designs developed in this dis-
sertation are based on heuristic methods which seek the minimum distance between user
symbols with the purpose of demodulating the users, achieving a good performance. How-
ever, an optimal constellation scheme for non coherent massive MIMO based on phase
detection is still an open issue.
New channel coding schemes. Another channel coding schemes can be developed
not only for reducing the number of antennas, but for increasing the number of users
multiplexed in the constellation. In this sense, future work focuses on analyzing the per-
formance of LDPC codes or polar codes, considered recently for M2M communication
inside the use cases for 5G. Also, it would be interesting the usage of different coding
schemes between users. In addition, to improve the performance, other via is optimizing
a mapping scheme for the joint constellation that is subject of further research.
Visible light communication channel. The electromagnetic spectrum crisis encour-
ages the usage of the visible light to transmit the information. Therefore, the interaction
of the non coherent m-MIMO and VLC network is an open research. In addition, the
deployment of VLC implies that the network will be extremely heterogeneous, then future
works would consider the non coherent detection in heterogeneous networks.
Channel model for mmWave and beam-forming. The usage of the millimeter
frequency band is demanded for new scenarios or use cases in 5G. These frequencies in m-
MIMO are conducted to perform beam-forming techniques, which require the knowledge
of some type of channel state information. The implementation of these techniques for
a non coherent system, which does not make CSI available is an opportunity for future
research.
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List of Symbols
General notation
• The superscript ∗ is used to indicate complex conjugation. Therefore, x∗ represents
the complex conjugate of the variable x.
• The superscript H is used to indicate complex conjugate transpose operation. There-
fore, XH represents the complex conjugate transpose of the matrix X.
• The superscript T is used to indicate matrix transpose operation. Therefore, XT
represents the transpose of the matrix X.
• The notation ∗ denotes the convolutional process. Therefore, x ∗ y represents the
convolution between variables x and y.
• The notation xˆ represents the estimate of x.
• The notation E{·} is used to indicate the expectation operation. Therefore, E{x}
is the expected value of x.
• The notation CN(µ, σ2) represents a µ-mean circularly symmetric complex Gaussian
distribution with variance σ2.
• The notation <{·} denotes the real part of a complex number. Therefore, <{x}
represents the real part of x.
• The notation x! denotes the factorial of the number x.
• P (x) denotes the function of probability of x.
• P (x, y) denotes the function of joint probability of x and y.
• P (x/y) denotes the function of conditional probability for the variable x given y.
• Q−Function defined as Q(x) = 1√
2pi
∫ x
−∞ exp
t2
2 dt
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Special symbols
AR: Area under EXIT chart curve as function of R.
bp: The p
th bits transmitted by an user within the bit vector b.
b: A bit combination representing one of the possible transmitted bit sequence.
cn: The coded symbol of the encoder at instance n.
dmin: The minimum Euclidean distance.
d¯min: The normalized minimum Euclidean distance.
D: Delay between consecutive symbols.
Dint: Interleaver depth.
Eb: Bit energy.
Eb/N0: Ratio of bit energy to noise power spectral density.
Es: Symbol energy.
Es/N0: Ratio of symbol energy to noise power spectral density.
fc: Central frequency of a communication system.
fD: The Doppler shift.
G(D): The generator polynomials matrix for Convolutional codes.
G: The (R× J)-element channel matrix for a Rice distribution.
hrj: Components of H which represent the propagation from the user j-th to the r-th
antenna.
H: The (R× J)-element channel matrix for a Rayleigh distribution.
H˜: The (R× J)-element channel matrix for a Rayleigh distribution.
i[n]: The interference term in the time instant n.
I: The total interference power, I = E{|i[n]2|}.
I: Detection intervals for ASK constellation.
Ij,a: The a priori information for the user j
th.
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Ij,e: The extrinsic information for the user j
th.
J : The number of users.
K: The Rician fading parameter.
k: The possible values of a joint symbol of the joint constellation, M.
K: The joint constellation dimensionality.
l: The symbol position within an L-symbols frame.
L: The number of symbols in each transmission interval, or the number of symbols
per frame (or block).
L: The number of symbols intercalated in the UEP constellation design.
LLRq: The log-likelihood ratio for the q
th bit.
LM : The set of LLR for each z[n]. LM = γ(z[n])
Li,a(uj): The soft-bit values for input a priori information of user j
th.
Li,e(uj): The soft-bit values for input extrinsic information of user j
th.
Lo,a(cj): The soft-bit values for output a priori information of user j
th.
Lo,e(cj): The soft-bit values for output extrinsic information of user j
th.
Lp: The a posteriori LLR values.
m:
m: The possible values of a source symbol of an user constellation, Mj.
M : The number of levels of a multi-level modulation scheme: DPSK, PSK, ASK or
QAM.
Mj: Individual constellation for each user.
Mo: The number of modulation modes in an adaptive modulation scheme.
M: Joint Constellation.
n: Time instants.
n: Number of bits input CC.
N : Number of bits.
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NI : Number if iterations.
N0: Single-sided power spectral density of white noise.
p: The number of bits in a modulated user symbol.
p: Power level for ASK constellation.
Pb: Bit error probability.
Ps: Symbol error probability.
q: The number of bits in a joint symbol.
r: Coding rate.
R: Number of antennas.
S: The number of simulated channels.
s[n]: The transmitted user symbol at time instant n belonging to M.
Tc: The coherence time.
Tj: The mutual information transfer function for user j.
un: The input symbol to the encoder at instance n.
ν[n]: AWGN added to the transmitted signal.
v: Velocity.
x[n]: The transmitted differential symbol at instance n.
y[n]: The received symbol at instance n.
α: The relative power gain of the rest of users with respect to user 1.
β: The metric relates the bandwidth with shift Doppler.
λ: The wavelength.
ρ: The reference SNR at the input of the antennas.
ηmax: Maximum achievable rate (MAR).
ς: The joint symbol belonging to joint constellation M.
σ2: The complex noise’s variance.
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σ2h: The complex channel’s variance.
σ2s : The complex signal’s variance.
pi: Interleaver.
pi−1: Deinterleaver.
τ : The symbol-interleaver size in terms of the number of symbols.
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Glossary
AGM: Anti-Gray mapping
APSK: Amplitude Phase Shift Keying
APP: Approximation
ASK: Amplitude Shift Keying
AWGN: Additive White Gaussian Noise
BBU: BaseBand Unit
BER: Bit error rate
BICM: Bit-Interleaved Coded Modulation
BICM-ID: Bit-Interleaved Coded Modulation-Iterative Decoding
BJCR: Bahl-Cocke-Jelinek-Raviv
BLER: Block error rate
bpcu: Bits per channel use
BPSK: Binary Phase Shift Keying
BS: Base Station
BW: Bandwidth
CC: Convolutional Code
CDD: Conventional Differential Detection
CDMA: Code Division Multiple Access
CMS: Constellation Multiplexing Scheme
CPFSK: Continuous Phase FSK
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CSI: Channel State Information
D2D: Device to Device
DAPK: Differential Amplitude Phase Keying
DAPSK: Differential Amplitude Phase Shift Keying
DE: Differential Encoding
DFDD: Differential Feedback Decision Detection
DL: Downlink
DPSK: Differential Phase Shift Keying
DQAM: Differential Quadrature Amplitude Modulation
DQPSK: Differential Quaternary Phase Shift Keying
DSM: Differential Spatial Modulation
DSSS: Direct-Sequence Spread-Spectrum
DUSTM: Differential Unitary Space-Time Modulation
EEP: Equal Error Protection
EP: Error Propagation
EXIT: Extrinsic Information Transfer
FBMC: FilteBank Multi-Carrier
FD: Frequency Domain
FDMA: Frequency Division Multiple Access
FFT: Fast Fourier Transform
FM: Frequency Modulation
FP: Favorable Propagation
FSK: Frequency Shift Keying
GC: Grassmannian Constellations
GLRT: General Likelihood Ratio Test
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GM: Gray Mapping
GSM: Generalized Spatial Modulation
IDD: Iterative Decoding and Demodulation
IDMA: Interleaver Division Multiple Access
IFFT: Inverse Fast Fourier Transform
IIR: Infinitive Impulse Response
IoT: Internet of Things
I/Q: Phase - Quadrature
IR-UWB: Impulse Radio-Ultra Wide Band
IRCCs: Irregular Convolutional Codes
ISI: Inter Symbol Interference
IUI: Inter User Interference
JSD: Joint Symbol Detection
LED: Light Emisor Diode
LiFi: Light Fidelity
LLR: Log Likelihood Ratio
LOS: Line of Sight
LTE: Long Term Evolution
m-MIMO: massive MIMO
m-SIMO: massive SIMO
M2M: Machine to Machine
MAR: Maximum Achievable Rate
MD: Minimum Distance
MFSK: M-ary Frequency Shift Keying
MI: Mutual Information
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MIMO: Multiple-Input Multiple-Output
ML: Maximum Likelihood
MMSE: Minimum Mean Square Error
mmWaves: millimeter waves
MRC: Maximum Ratio Combining
MS: Mapping Scheme
MSB: Most significative bit
MSDD: Multiple Symbol Differential Detection
MSs: Mobile Stations
MU: Multi User
MU-MIMO: Multiuser-MIMO
MUD: Multiuser Detection
NC: Non Coherent
NC-m-MIMO: No Coherent massive MIMO
NC-m-MIMO-DPSK: No Coherent massive MIMO based on DPSK
NC-MIMO: No Coherent MIMO
NC-MUD: No Coherent Multiuser Detection
NC-SM: No Coherent Spatial Modulation
NMD: Normalized Minimum Distance
NOMA: Non Orthogonal Multiple Access
NSC: Non Systematic Code
OFDM: Orthogonal Frequency Division Multiple
OOK: On-Off Keying
PCMF: Pulse-Compressor Matched Filter
PLL: Phase-Locked Loops
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post-NC-MUD: posteriori non coherent multiuser detection
prior-NC-MUD: a priori non coherent multiuser detection
PSK: Phase Shift Keying
QAM: Quadrature Amplitude Modulation
QoS: Quality of Service
RA: Receive Antennas
RAN: Radio Access Network
RF: Radio Frequency
RMT: Random Matrix Theory
RSC: Recursive Systematic Code
SCMA: Sparse Code Multiple Access
SEP: Symbol Error Probability
SER: Symbol error rate
SIMO: Single Input Multiple Output
SINR: Signal to Interference plus Noise Ratio
SISO: Single-Input Single-Output
SM: Spatial Modulation
SNR: Signal to Noise Ratio
SSK: Space Shift Keying
ST: Space-Time
SU: Single User
TCM: Trellis Coded Modulation
TCP: Transport Control Protocol
TD: Time domain
TDD: Time Division Duplex
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TDMA: Time Division Multiple Access
TH/MC: Time-Hopping/Multi-Carrier
TMS: TDMA Multiplexing Scheme
TPC: Transmit Pre-Coding
UEP: Unequal Error Protection
UFMC: Universal Filtered Multi-Carrier
UIT: Useful Interference Term
UL: Uplink
URC: Unitary Recursive Code
URLLC: Ultra Reliable Low Latency Communications
V2X: Vehicle to anything
VLC: Visible Light Communications
Wifi: Wireless Fidelity
ZF: Zero Forcing
1G: First Generation
2G: Second Generation
3G: Third Generation
3GPP: 3rd Generation Partnership Project
4G: Fourth Generation
5G: Fifth Generation
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