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Abstract
Metallic hip prosthesis is an implant that gets more common and comes
with problems like metallosis (inflammation due to metallic debris). Mag-
netic resonance imaging (MRI) which is a superior method when imaging
soft tissue (compared to other medical imaging techniques) is affected by
metal implants and will result in a distorted image. View Angle Tilt-
ing (VAT) and Slice Encoding for Metal Artifact Correction (SEMAC)
are techniques which can reduce both in-plane and through-plane distor-
tions. Unfortunately do the SEMAC technique come with a drawback of
increased scan times. To acheive more acceptable scan times in the clinic,
a new method, called Compressed Sensing can be used in combination
with VAT and SEMAC. This method which reconstructs data using fewer
samples than before thought was required will reduce the scan time.
A phantom (hip prosthesis surrounded with agarose gel) was used to
investigate how much the sampling can be reduced, while still retaining
an image with good quality. The data was presented in different domains
which were individually investigated for an optimized performance of the
reconstruction algorithm. Fully sampled data was imported into Matlab
and afterwards undersampled. Compressed Sensing was used to recon-
struct the images and a comparison was done with the original images.
Even with low sampling (40% data) Compressed Sensing can recon-
struct images with no significant loss of image quality. SEMAC images
today fit the restriction of Compressed Sensing and by implementing the
method the SEMAC technique can be more acessible in clinical practice,
thereby improving the diagnosis of patients with metallic prosteses.
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This report is the result of my master thesis carried out at Skåne University
Hospital, Medical Radiation Physics, Malmö, IKVM, Lund University. This
master thesis is the last part of my Master of Science in Engineering degree at
Lund University, Faculty of Engineering, LTH.
The research group at Medical Radiation Physics in Malmö is a collaboration
between radiologists, orthopedic surgeons, physicists and manufactures of MRI
systems. One research project is to optimize the clinical methods for better
quality in images in a region close to a metal prosthesis. The research group is
also working with new image analysis algorithms with the purpose of performing
diagnostic images in a reasonable time, without any loss of image quality.
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1 Introduction
1.1 Background
Metal implants such as joint replacement (arthroplasty), total knee arthroplasty,
stainless steel and titanium screws are very common in orthopedic surgery to-
day. The need of metal implants has been increasing during the last years and is
predicted to continue increase during the next several decades [1] [2]. However,
inserting a prosthetic hardware can lead to several complications. A common
orthopedic complication is metallosis, where metallic debris from the prostheses
are deposited and build up in the surrounding soft tissue [3]. This resulst in
an immune response which lead to an inflammation which itself causes loss of
surrounding bone structure and eventually necrosis [4]. Osteoporosis which is a
similar condition, resulst in loss of bone structure and gets more common with
age, especially women [5]. Since weak bone structures often result in an im-
plant, especially with hip implant is it important not to decrease the containing
bone structure further. Patients with metallosis can feel pain caused by the in-
flammation but many patients become asymptomatic of such complication even
with severe damage on the bone structure [6]. Long time affected patients of
metallosis can lead to bone fracture, infections, prostheses loosening and even
damage to tendons and ligaments. To investigate this condition a noninvasive
diagnostic method is always preferred due their lower risk.
Today we have different ways to create an understanding of what is going on
inside us. Conventional planar radiographs (X-ray), which is a medical imaging
technique is often used to diagnose invasive conditions owing to its low cost
and fast scan time. Computerized tomography (CT) which are a three dimen-
sional X-ray can identify loss of bone density and positions of the implant [7].
Both radiographs and especially tomography gives considerable doses of ioniz-
ing radiation which increase the risk of cancer [8] [9]. Both previously described
methods lack soft tissue information which is needed to indentify a early stages
of osteolysis as well does tomography suffer from beam hardening artifacts in
a near region of the metal implant [10]. Magnetic resonance imaging (MRI) is
distinguished in its superior capacity to resolve soft tissue details, which gives
it a great potential to become the best modality to diagnose these kind of com-
plications [11]. Unfortunately, MRI suffers heavily from metal induced artifacts
which are a result of magnetic field inhomogeneities directly caused by metallic
implants. Disturbances caused by the inhomogeneous magnetic field are one of
the strong effects caused by metallic hardware. These disturbances affect the
spatial encoding mechanism, also known as the the location system which per-
formance is decreased. One solution would be to use material of less metallic
character, such as ceramic but they have not yet gain any acceptance among
orthopedic surgeons [12]. Although these prostheses still contain a base of metal
hardware.
Different approaches have been explored for reduction of metal induced arti-
facts. Two more recently proposed methods use additional encoding steps which
almost eliminate all signal loss as well as distortion. Multiple-acquisition with
variable resonances image combination (MAVRIC) [13], is a method where nu-
merous independent 3D data sets are collected at different resonance frequency
offsets, thus imaging different regions around the metal implant. The resulting
image is reconstructed using sum-of-squares. Slice encoding for metal artifact
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correction (SEMAC), is a method who corrects metal artifacts via robust encod-
ing of each excited slice (the planar region or the image) against metal-induced
field inhomogenteties. This is achieved by using a view-angle tilting spin-echo
sequence as well as z-phase encoding [14]. This method can almost completely
eliminate both distortion and signal loss. SEMAC together with VAT is used in
this study due to its performance and access. However, get clinical acceptable
images both MAVRIC and SEMAC will require long scan times, approximate
10 minutes [15].
A relatively new method to deal with long scan times is Compressed Sensing.
This method has it origin from when we started to ask ourselves: why do we
put so much effort to acquire all data when most get thrown away during data
compression? Is it not possible to directly measure the part that not will be
thrown away directly [16]? The origin of this method could first been seen in
JPEG, MP3 or general data that has been compressed without any significant
lose. Compressed Sensing is a method that could be used in many applications
and is a pure mathematical approach on how to reconstruct data that has been
heavily undersampled. A sampling schedule with fewer samples will affect the
scan time linearly in methods like MAVRIC and SEMAC.
1.2 Aim and purpose
The aims of this thesis are the following:
• To investigate an acceptable level of undersampling without degradation
of image quality by using Compressed Sensing
• To investigate different transformations for a sparse representation (a rep-
resentation which contains mostly zero values)
• Create a valid method to reconstruct SEMAC images from undersampled
data
1.3 Disposition
This report has 8 chapters. The first one is explaining why this study has been
done. Chapter 2 explain in more detail why there is a problem with metal
during MRI and what methods are available today to reduce the problems and
how how they work. Compressed Sensing which is the main topic of this study
is explained here. Chapter 3 explain the method, how it was set up and the
following results are shown in chapter 4. Thoughts and explanations of the
result are then discussed in chapter 5 which lead to a conclusion described in
chapter 6.
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1.4 Abbreviations and Acronyms
CS - Compressed Sensing
DCT - Discrete Cosine Transform
DICOM - Digital Imaging and Communications in Medicine
FDT - Finite Difference Transform
FFT - Fast Fourier Transform
FOV - Field Of View
JPEG - Joint Photographic Experts Group
JPEG2000 - Joint Photographic Experts Group 2000
MRI - Magnetic Resonance Imaging
SEMAC - Slice Encoding for Metal Artifact Correction
T ∗2 -Transverse relaxation time including static magnetic inhomogeneities
VAT - View Angle Tilting
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2 Theory
2.1 Magnetic Resonance Imaging
Magnetic resonance imaging (MRI) can briefly be explained as a medical imag-
ing technique used to visualize internal structures. A magnet creates a strong
magnetic field (B0) which affects the atomic nuclei inside the body. The human
body contains approximate 75% water. Water is a chemical compound with one
oxygen and two hydrogen atoms. The magnetic field affects the proton of the
hydrogen atom and makes it align with the magnetic field. A radiofrequency
pulse generates a field (B1) which makes the protons flip a desired degree, rel-
ative the B0 field. The pulse is then switched off and the protons go back to
their original positions and a signal is induced in receiver coils surrounding the
patient. This signal is used to create the image.
The Larmor frequency can be described as the relationship between the pre-
cession frequency of spins and the strength of the magnetic field. The frequency
is given by the equation:
ω =
γ ·B0
2pi
(1)
where magnetic field (B0) in tesla, and γ is 42 MHz/T, also known as the gyro-
magnetic ratio. The Larmor frequency, also known as the resonant frequency is
important since the received signal has that frequence.
Gradients can be described as spatial variation of the B0 field, working in
in all three dimensions. By using gradients in all three directions, referred to
as slice encoding direction, frequency encoding direction and phase encoding
direction (see Fig 1), wanted scan volume can be obtained. The resonance
frequency is linearly proportional to the magnetic field. While moving along x
direction the protons spins faster or slower depending on their position, due to
the varying magnetic field caused by the x-gradient. This makes it possible to
obtain signal from any wanted region of the body. Within each image a small
gradient is applied which makes it possible to go from left to right for spatial
encoding, x direction. Additional gradient is applied in y direction for encoding
of the remaining direction, also known as phase encoding. Together information
of the entire slice is obtained and can be used to reconstruct an image.
Figure 1: Illustration of the three different directions used in a MRI system. X is
refered as the frequency encoding direction, y is refered as the phasen encoding
direction and z is refered to the slice encoding direction.
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The data is sampled in k-space from where it is constructed to an image.
K-space can be described as the raw data space where the digitized MR signal is
stored during data acquisition, see Fig. 2 (a). The data is collected in a two- or
three dimensional space. The image is reconstructed as the Fourier transform
of the k-space data. When k-space is full an image can be reconstructed, see
Fig. 2 (b). As Fig. 2 (a) shows, almost all signal is located near the centre
of k-space. This signal contributes with the contrast of the real image and the
signal around contributes with resolution.
The field of view (FOV) is defined as the size of the two or three dimensional
spatial encoding area of the image. It is defined in the unit mm2 or mm3. With
smaller FOV a higher resolution is obtained, containing smaller voxels. A voxel
is a three dimensional pixel.
Parallel imaging is a method used to reduce scan time, by reducing the
data in phase encoding direction. By combining information for different coils
and the spatial information, a reduction of the amount of conventional Fourier
encoding is achieved.
2.2 Metal Artifacts
An artifact is a feature appearing in an image that is not present in the original
object [17]. MRI artifacts can occur from different causes and one of them
is unwanted magnetic gradients that occur at interference between tissue and
metal with different magnetic susceptibilities. This will lead to a local magnetic
field which will distort the external magnetic field, B0 created by the MRI
system. The MRI system relies on a magnetic field B0 that is homogeneous. The
spatial system which is used to localize wanted scan volume get distorted which
lead to mismapping of information. There are two types of distortion when
combining metal and MRI. In-plane distortion is artifacts that affect one slice,
normally by mapping the signal to incorrect voxel locations. This will impact the
image by some regions have more signal and some less. Through-plane distortion
move signal from a slice to nearby slices, see Fig. 3. These effects are caused by
the inhomogeneous magnetic field. The amount of distortion depends on how
big the difference is between the tissue and the material in form of magnetic
Figure 2: (a) A full sampled k-space. (b) Image reconstructed from k-space.
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susceptibilities as well as used pulse sequence and image parameters [17]. For
example does titanium give less distortion then stainless steel due to its lower
metallic susceptibilities, see Table 1.
Figure 3: (a) The lines illustrate how the magnetic field is inhomogeneous as
an result of metal implant. More signal will be inside the region marked, called
in-plane distortion. (b) The dashed line is showing the slice registered by the
MRI system, when most signals is distorted to nearby regions caused by the
inhomogeneous magnetic field, also known as through-plane distortion.
Magnetic susceptibility is a material property which describes how magne-
tized the material will become while exposed to an external magnetic field. With
higher magnetic susceptibility stronger local magnetic field is created which will
affect the external magnetic field even more. In MRI systems is it essential
to have a homogenous magnetic field. The field will be affected by material
with significant magnetic susceptibility and cause inhomogeneous. Even with a
patient inside the MRI the external field will be slightly less homogenous [13].
As seen in Table 1, metal will induce a stronger local magnetic field compare
to tissue and bone which result in higher amount of distortion that cannot be
compensated for. There are severe artifacts which are a result of metal-induced
field inhomogeneities, local gradient-induced eddy currents on metal surfaces
and radiofrequency shielding affects [14]. Metal-induced field inhomogeneities
is responsible for the most severe artifacts, see Fig .4.
Figure 4: A diagnostic image is taken of a wrist with a stainless steel hardware.
The left image is taken with a radiograph (X-ray) and the right image is taken
with a MRI system.
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Materials ∼ χ (ppm)
Tissue/bone -10
Air 0.3
Titanium 182
Cobalt-chromium 900
Cobalt-chromium-molybdenum 1300
Stainless steel (MR-safe type) 3000-5000
Table 1: Table showing different metallic susceptibilities (χ) for different mate-
rials, high represented in metallic prosthesis.
To obtain qualified information from the MRI system the frequency-encoding
gradient, Gfreq needs to be linear as a function of the spatial coordinate x.
Near metal implants this linearity is compromised as an effect of magnetic field
inhomogeneous which result in a faulty position of the signal. This can be
expressed as:
x′ = x+
δ
Gfreq
(2)
where
Gfreq =
BWfreq
FOV
(3)
According to Eq. 2 and Eq. 3 in-plane displacements increase with increasing
FOV and reduce with higher receiving bandwidth. Notice that phase-encoding
is not compromised since the metal affects all phase-encoding steps equally. In
slice selection, a gradient Gslice is applied and affected by the metallic implant
in same way as Gfreq. The gradient will be nonlinear and this will affect the slab
in both thickness and position which result in a curved slice. This is referred to
through-plane distortion.
2.3 Reduction of Metal-Induced Artifacts
Different methods have been explored to reduce the metal-induced artifacts. It
is known that magnetic fields near metal result in an increased voxel dephasing
and shortened T ∗2 . As a result spin-echo technology has been used to refocus
the dephased spins [14]. As Eq. 2 and Eq. 3 showed a high readout bandwidth
is preferred for reduction of artifacts but at cost of signal-to-noise ratio (SNR).
Lately new methods with good potential have been developed and some are
used in clinical practicec today.
2.3.1 View Angle Tilting
View-angle tilting (VAT) is a method which was described 1988 by Cho et al.
[18]. The method was designed for correction of magnetic field inhomogeneity.
Such inhomogeneity can be categorized as susceptibility induced field, chemical
shift and static magnetic field inhomogeneities [18]. The VAT method, which
can eliminate all three simultaneously are simple but it does not correct through-
plane distortion.
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Figure 5: (a) Figure illustrates the VAT sequence. During readout an additional
gradient is used in the slice selective dimension (z). Figure from reference [21].
(b) Gray lines indicate the angle of projections during readout. Figure from
reference [19].
The method use an additional gradient applied during sampling in the slice-
select direction (z direction) with an amplitude identical to the slice-selected
gradient [19], see Fig. 5.
The additional gradient contributes with a magnetic field which makes the
spin in the selected slice to possess the same Larmor frequency during frequency
encoding. Otherwise, the spins would experience different magnetic field caused
by inhomogeneity from the metallic implant. However it should be noticed that
when applying VAT the image will be blurred, because VAT effectively applies
a low-pass filter to the raw data [20]. VAT still cannot correct through-plane
distortion, which required development of other techniques.
2.3.2 Slice Encoding for Metal Artifact Correction
In 2009 an article written by Wenmiao Lu et al. [14] was published about Slice
Encoding for Metal Artifact Correction, SEMAC. View angle tilting suppresses
most in-plane distortion while SEMAC corrects for through-plane distortions.
This method corrects for metal-induced field inhomogeneities via robust encod-
ing of each excited slice. This is achieved by extending the view angle tilting
sequence with additional z-phase encoding steps [14].
In a MRI system the mapping between spins precision frequency and its
spatial location is a linear function (dotted line), see Fig. 6. A metal that
induce inhomogeneities (dashed line) will cause the frequency-position mapping
to become nonlinear (solid line).
By positioning all spins back to their actual spatial position and summing
the spins in each voxel, through-plane distortion can be corrected. As an effect of
the magnetic prosthesis the magnetic field is inhomogeneous, the exited slice will
be affected in both thickness and position resulting in a curved slice. Each slice
is then encoded into a 3D-volume. It is important that the FOVz is large enough
to cover the expected slice distortion. Combining information from each slice
and z-phase encoding step a distortion corrected volume can be reconstructed.
This is illustrated in Fig. 7.
The reconstruction algorithm can be explained by:
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S(n) =
√√√√ Ns∑
k=1
|X(k, n+M − k)|2 (4)
where
X(k, p) =
{
Pk(p) 1 < p < Np
0 otherwise
(5)
and
M =
{
Np
2 + 1 Npeven
Np+1
2 Npodd
(6)
where S(n) is the wanted slice reconstructed by SEMAC, X is the data, Pk(p)
is the pth partition from the kth slice, Ns is the number of slices and Np is the
number of SEMAC partitions.
To avoid SNR loss the relative phase differences between each slices must be
eliminated, otherwise information for different slices cannot be added without
using the magnitude operator, which decrease SNR.
SEMAC is a method which requires very long scan time since it adds addi-
tional z-phase encoding steps compared to a normal sequence. To deal with this
problem Compressed Sensing can be applied which can reduce the scan time
substantially. Due to the phase encoding in both y- and z-directions, SEMAC
is a method very suited for Compressed Sensing. Undersampling in both y and
z direction affect the scan times linearly. The fact that many of the SEMAC
z-phase encoding steps just include noise makes Compressed Sensing even more
suitable.
2.3.3 Coil Elements
Several coils are used to improve SNR. The information gathered from each
coil is added up in the final reconstruction stage. To improve SNR and image
quality all coils are added together with a standard sum of squares summation,
as:
Figure 6: During metal-induced field inhomogeneities (dashed line) the
frequency-position mapping will go from an linear function (dotted line) to
become an nonlinear function (solid line). Figure from reference [14].
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I =
√√√√ N∑
n=1
C(n)2 (7)
where I is the image reconstructed from all coils, C(n) is the data from the n-th
coil and N is the total number of coils.
2.4 Compressed Sensing
Compressed Sensing, also known as Compressive Sampling, CS, is a new method
to reconstruct data with less sampling [22]. Today most digital pictures are
compressed to save space. An example of a compressed image is JPEG, which is
one of the standard tools to compress images and is widely used all over the world
[23]. Images can often be compressed with little or no noticeable quality loss [24].
Since 1993, MPEG-2 Audio Layer III, also known as MP3, has been the most
used compression tool for sound, especially music. This sort of compression,
can compress music to 1/11 of the original size and would still sound like the
original for most of the listeners. These methods compress existing data that
already have been sampled. Compress Sensing however, reduces the amount of
data that has to be sampled.
2.4.1 Nyqvist-Shannon Sampling Theorem
Claude E. Shannon published in 1948 and 1949 two papers which were innova-
tive and became a general property among communication engineers [25] [26].
However, the theorem was discovered by several scientists independently during
that time, and because of that the teorem has been given many names. The
Figure 7: Schematic illustration of how the SEMAC sequence works. During
the image acquisition the slice gets distorted as an effect of inhomogeneous
magnetic field caused by the metal implant. For each slice, its excitation profile
is resolved with enough z-phase-encoding steps to cover the FOVz. During the
reconstruction, data from different slices are combined at each voxel location
which corrects for through-plane distortion. Figure from reference [14].
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theorem most known as the Nyqvist-Shannon sampling theorem is given by:
Let f(t) contain no frequencies over W then
f(t) =
∞∑
−∞
Xn
sinpi(2Wt− n)
pi(2Wt− n) (8)
where
Xn = f
n
2W
(9)
The theorem says that the signal needs to be sampled with a frequency twice
as fast as the original maximum signal frequency to be able to be reconstructed
perfectly, see Eq. 8. If the signal frequency W is the highest frequency in the
original signal, the sampling frequency have to exceed 2W. The signal can then
can be sampled and transformed into a function of discrete time or space. This
theorem is important for how sampling schedules should look like and how a
signal can be reconstructed without any loss of information. This theorem is
widely used.
Recently new theory has been used to try reconstruct signal with much less
sampling and data. To make this possible the signal must have some specific
properties.
2.4.2 Requriments
To be able to use CS successfully it required that the measured data can be
represented as sparse in some known transform domain. A transform domain
can be explained as an alternative way to represent the data and a sparse rep-
resentation means in this case that most values are zero or close to zero. The
sampling must be incoherent, noise like, which means that the data has to be
sampled randomly. The reconstruction should be done with a nonlinear method
that applies sparsity of the image representation as well as consistency with
the acquired samples [22]. The reconstruction algorithm should also be able to
reconstruct the image in a reasonable time.
The method can be described as a linear algebra problem where the system
we want to solve is described in Eq. (10).
Ax = b (10)
where b is an m-by-1 vector of sampled values, in this case undersampled, x
is an n-by-1 vector of actual values and A is an m-by-n sensing matrix. The
sensing matrix describes what kind of samplings schedule that has been used.
Equation (10) is being illustrated in Fig. 8. Both A and b are known and x is
the wanted parameter. If m = n and A is not singular x can be calucated:
x = A−1b (11)
But this means that all data is sampled directly. As mentioned before,
the idea of Compressed Sensing came up when people asked themselves if it is
possible to just sample the important data. If we instead sample less data it
will mean that m will be less then n. The equation described in Eq. 11 will in
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that case be a system that is underdetermined. An underdetermined system has
fewer equations than unknowns which result in an infinite number of solutions.
The usual way to solve this is by using `2 norm minimization described in Eq.
12, also known as the standard least squares [27]. This will give the solution
with least energy. That means for all x that could be the correct solution to the
system the one that consumes least energy is assumed the best guess, which is
ture in many applications. However in new modern problems the least squares
solution sometimes give totally wrong answers. The reason for this is that it
we do not expect the solution to consume low energy. As already mentioned
we expect the solution to be sparse. A sparse solution is not the same as the
solution which consumes least energy. To be able to get the correct solutions
another approach is needed.
||x||2 =
√√√√ n∑
i=1
|xi|2 (12)
2.4.3 Sparsity
Data can be represented in many different ways. Image data is often represented
as a matrix with values for each pixel, called spatial domain. An image is often
very complex and contains lots of information which results in a matrix that
does not contain lots of zeros. A sparse representation contains mostly zeros
and for an image this results in a matrix with mostly zero elements. To obtain
a sparse representation one solution could be motivated by throwing away small
coefficients which will not give much noticeable loss. Lately, lots of research has
been done trying to represent images in a sparse representation. A sparsifying
transform is an operator that transforms a vector of data to a sparse vector [28].
The internet traffic is increasing and by compressing images, videos and music
the amount of transferred data could be reduced drastically. As a result we
now possess a library of different transforms that can represent different types
of images as sparse.
Pictures that are piecewise constant can be represented as sparse in Finite-
Difference Transform. All constant data is removed and only edges and other
sharp objects remain. Another example is JPEG using the Discrete Cosine
Transform (DCT) to represent a natural picture as sparse [24]. JPEG typically
represent images with 10:1 compression with very little visible loss in image
quality. JPEG-2000 is using the Discrete Wavelet Transform, see Fig. 9. Almost
Figure 8: Illustration of the matrix equation Ax = b, where A is an m-by-n
sensing matrix, x is an n-by-1 vector of sought values and b is an m-by-1 vector
of undersampled values.
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Figure 9: (a) Original image with pixel values in range [0,255] , (b) its wavelet
transform coefficients and (c) the reconstructed image. The reconstructed image
obtained with the 25,000 largest coefficients from the wavelet transform selected
by threshold. The original image contain 1 000 000 coefficients which make the
reconstructed image compressed to 1/40 of the original size. The reconstructed
image (c) difference is hardly noticeable. With 96,000 incoherent measurements
the image could be reconstructed perfectly. Figure from reference [29].
all images can be represented as sparse in an appropriate transform domain.
Videos can often be compressed more heavily which is illustrated with the
MPEG format. The reason is that video contains one more dimension which
makes it easier to compress. The same approach can be applied when using
dynamical MR images.
2.4.4 Incoherent Sampling
If the signal is equispaced undersampled and reconstruction is using zero-filling
it will result in a coherent aliasing. This creates a superposition of shifted repli-
cas of the signal which makes it impossible to separate the original with its
replica [28]. From this, the original signal cannot be reconstructed. Instead
by using random undersampling the reconstruction exhibits incoherent artifacts
which behave like random noise, which in fact is leakage of energy from nonzero
coefficient of the original signal. By using an iterative method the strong coef-
ficients interference can be calculated and removed which will reduce the total
level of interference and smaller coefficients can be detected. This is illustrated
in Fig. 10. With incoherent undersampling, artifacts in form of a white noise
lookalike will appear in the image. We will see that totally random sampling
is best in theory, but for practical use in MRI other methods is preferred. In
general, most signals are located in the centre of k-space. This makes a total
random sampling schedule less efficient compared to one that sampling more
in a centre region. The slice encoding direction determines the position of the
slice. No undersampling is done in frequency encoding direction since this will
not affect the scan time. However, undersampling can always be done randomly
in phase encoding direction, where scan time is proportionally to the degree of
undersampling. Total randomness is not always easy to implement in a system.
To define a mask is an alternative solution. The masks are selected with low
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Figure 10: Reconstruction of undersampled data. A Fourier transform of a sig-
nal (a) is 8-fold undersampled in 1D (b). Equispaced undersampling result in
shifted replicas of the signal preventing recovery (d). Random undersampling
results in incoherent interference (c) where some strong signals are above the
interference level. These signasl are detected and recovered (e) using threshold-
ing (f). The interference of these signals is calculated and subtracted from the
signal (h) which lowers the interference level and new signals can be detected
(g). This is an iterative method. Figure from reference [22].
incoherence and can be used in many applications. To determine if this sam-
pling is sufficiently incoherent a function called the point spread function (PSF)
is used. PSF is a natural tool to measure incoherence [28]. In short , the PSF
measures the tendency of zero-filled linear reconstruction to leak energy from
the true underlying data and this function can be applied to CS to measure the
incoherence of the sampling schematics [22]. The wanted sampling schematic
should have a PSF with a low value which will indicate that the leakage of en-
ergy is spread over the image which is an result of randomly sampling schedule.
With low incoherence and an undersampled data Compressed Sensing can solve
an underdetermined system like in Eq. 10 with good accuracy.
2.4.5 `1 Minimization
As mentioned before Compressed Sensing has some requirements to work. One
of them is that the data should be represented as sparse in some known trans-
form. The reason for this is that the reconstruction algorithm needs to be able
to find the correct solution with good certainty. To solve Eq. 10 we want a
solution that is sparse. To find the sparsest solution the `0 norm should be used
which is defined as:
||x||0 =
n∑
i=1
|xi|0 (13)
which is the sum of the zeros powers, sum of the coefficients. This solution is
the sparsest one. In Fig. 11 a 2D dimension space is illustrated. In reality it
can be a N dimensional space and that is often the case. The solutions to the
equation system Ax=b (Eq. 10) are defined as a line Ax=b where all possible
solutions are represented. When solving Ax=b the solution is restricted to be
on that line. The least square minimize, the `2 norm will give us solution x2,
since the `2 norm, described in Eq. 12 will expand from origin as a circle
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until it interferes with the line at some point. Every other solutions at the line
have bigger `2 norm. This solution does not fulfill the requirement of a sparse
solution. Instead choosing to minimize the `0 norm will give the sparsest solution
x0. Unfortunately, to find the sparsest solution, using `0 norm minimization is
Figure 11: A figure illustrating a N-space dimensional, (a) where the solution
x2 is there solution when minimizing the `2 norm and x0 is the solution when
minimizing the `0 norm, (b) x1 is the solution when minimizing the `1 norm.
very computer expensive. It is possible with brute-force methods but for bigger
systems this will not be practical. Instead the `1 norm is used defined as:
||x||1 =
n∑
i=1
|xi| (14)
and will give a solution x1 (see Fig. 11) that satisfying the requirement as sparse,
with the minimum sum of magnitude of its components. This is not the sparest
solution but fits much better than the `2 norm and is not so computationally
intensive as the `0 norm. This problem can be solved with linear programming.
The unit sphere looks different for different norms and for `1 norm it is repre-
sented as a diamond in 2D which are more pointy then the `2 norm circle. A
pointy representation makes it more likely to gain a sparse solution. Further
examples has been showed that `1 minimization can give the exact solution with
right conditions and is preferred against `2 minimization [29].
The use of the `1 norm is a crucial feature for CS. The minimization often
results in a sparse solution. Instead of punish the large coefficients like `2 norm
does, which result in a solution with many small coefficients, `1 norm tend to
punish the small coefficients and as they get suppressed the solution become
sparse. With use of `1 minimizaton an algorithm can be constructed to solve
the sparsely represented underdetermined system.
2.4.6 Image Reconstruction
An optimal method for both sampling and reconstruction is still in progress. A
formal approach that is useful for reconstruction is briefly described. The recon-
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struction is obtained by solving the following constrained optimization problem:
minimize
||Ψm||1 (15)
subject to
||Fsm− y||2 <  (16)
where m is the reconstructed complex image, Ψ represent the linear operator
that transform from pixel representation into chosen domain, Fs represent the
undersampled Fourier transform which correspond to one of the k-space under-
samlping schemes and y is the measured, in this case the k-space data received
from the MRI scanner.  controls the reliability of the reconstruction of the
measured data, and is generally the expected noise level. The `1 norm is used
as described in Eq. 14. When using Finite-Difference Transform the object
described in Eq. 15, Eq. 16 becomes the well-known Total-Variation (TV) [30].
The object then is the sum of absolute variation in the image. When using
Finite-Difference as transform it is often useful to use a TV penalty also in Eq.
15. The penalty can be seen as a requirement that the image is sparse in both
the specific transform and Finite-Difference Transform. The equation is then
described as:
minimize
||Ψm||1 + αTV (m) (17)
subject to
||Fsm− y||2 <  (18)
where α trades Ψ sparsity with Finite-Difference sparsity. To solve Eq. 15
different approaches have been suggested. Algorithms with an optimized setup
has been showed to solve this equation and reconstruct MRI images in 10 seconds
or less [31].
2.4.7 Compressed Sensing MRI
Compressed Sensing, CS is a method which can be applied for many purposes
in MRI. It can be used for gaining higher resolution with same amount of mea-
surement but also to keep the original quality with less measurement. MRI is a
method which is suited to application of CS and is beneficial for both patients
and healthcare economics [22], due to its lower scan time. In general for any
method which could benefit from CS, some requirements are needed for good
results as mentioned before. The data, in this case the image needs to be com-
pressible in some known domain. MRI is already sparse in k-space which makes
it very suitable together with CS. However, other sparse representations exist.
Depending on the content of the image it can be sparse in domains like Wavelet,
Finite-Difference and Temporal Frequency [22].
To sample k-space data there exist several methods. Cartesian sampling is
the most common used and this report will focus on that scheme, see Fig. 12.
Using Cartesian sampling scheme affects the scan time linearly when reducing
the number of phase-encoding lines [28]. For SEMAC MRI, the undersampling
is done in the y- and z- phase encoding directions, see Fig. 13. It is known that
most information is located in the origin of the k-space. With that information
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Figure 12: Illustration of the Cartesian sampling scheme in k-space.
one should be undersampling less near origin and more further away. By imple-
menting a variable density function which scale according to the distance from
origin, the understanding how data are located in k-space are used [22]. With
one slice the reduction is in the phase-encoding direction (ky). With several
slices we can reduce sampling in both ky as well as kz direction, se Fig. 13.
The amount of samples that is needed to be able to reconstruct the image is
theoretically derived in Ref. [16]. Practically however, was it recently showed
that CS can be applied to MRI data with 2-3x undersampling factors without
degrading image quality [32].
2.5 Sparse Representation
Most MR images are sparse in some transform domain [22], and often already in
k-space. This makes CS very suitable for MR images. There are other transform
that could be used for different puposes.
Figure 13: (a) Illustration of undersampling for a 2D slice. (b) Show undersam-
pling schematic for a 3D volume.
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Figure 14: The numerical Shepp-Logan phantom.
2.5.1 Discrete Cosine Transform
The Discrete Cosine Transform (DCT) express a finite sequence of data points
in terms of a sum of cosine functions with different frequencies. An image with
N×M pixels in the spatial domain could berepresented in the DCT (2D) domain
by applying following equation, see Eq.19.
F (u, v) =
(
2
N
) 1
2
(
2
M
) 1
2
N−1∑
i=0
M−1∑
j=0
Λ(i, j)cos
[ piu
2N
(2i+ 1)
]
cos
[ piv
2M
(2j + 1)
]
f(i, j)
(19)
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Λ(i)
{ 1√
2
forε = 0
1 otherwise
(20)
A commonly used numerical phantom in MRI is the Shepp-logan phantom,
see Fig. 14. In Fig. 15 the same image is shown after forward and inverse
DCT, for different amounts of the lowest frequency coefficients remaining. This
illustrates that with good conditions an image can be reconstructed with less
information. Images containing information with high spatial frequencies are
often described as a sharper image.
2.5.2 Wavelet Transform
In the Wavelet Transform the image is represented in different boxes where each
box contains information about the image for different frequencies. By throwing
away high frequency components which are hard to notice with the human eye
Figure 15: Figure illustrates a MRI image of a phantom, where 1%, 5%, 10%,
20%, 30% and 50% of the lowest frequency components are used to reconstruct
the image.
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an image that is almost as good as the original can be presented. In Fig. 16 a
MRI image of a brain is illustrated in Wavelet Transform.
Figure 16: (a) MRI image of a brain and (b) the corresponding Wavelet Trans-
form.
2.5.3 Finite-Difference Transform
The finite-Difference Transform is calculated by taking the datapoints in a N×M
matrix and calculate f1 = x1,y1 - x1,y2, f2 = x1,y2 - x1,y3, . . . , fN−1 =
xN ,yN−1 - xN ,yN . This results in a representation where edges and sharp
objects get enhanced, while smooth objects get suppressed. This transform is
more appropriate when edges are important. This is illustrated in Fig. 17.
Figure 17: Illustration of an MRI phantom image (a), and the Finite-Difference
Transform in the x-direction (b) and the y-direction (c), respectively.
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3 Methods
3.1 Phantom Construction
A phantom was used for testing and validation of the method. A Stryker Exeter
total hip replacement prosthesis (see Fig. 18) was embedded in agarose gel.
The gel was chosen for both fixation and to provide a medium with tissue-
like relaxation times. The prosthesis was placed above a layer of agarose gel
in a plastic box together with a rectilinear Perspex grid which was cut to fit
the prosthesis and which purpose was to detect in-plane and through-plane
distortions of the MR images. A new layer of agaraose gel was then added to
cover the entire prosthesis. A vessel with oil is also located above the phantom.
3.2 MR Imaging
All experiments were performed on a 1.5T Siemens MAGNETOM Avanto scan-
ner.
A SEMAC dataset of the prosthesis phantom was acquired using a protocol
with following parameters: TR/TE = 1910/4.8 ms, 32 slices with 3mm thick-
ness, 192x256 matrix, 24 SEMAC phase encoding steps and a 217x290 mm2
FOV. Five coils were used to improve SNR, but no parallel imaging was used
to simplify reconstruction of data. The scan time for this protocol was approx-
imately 8 minutes.
Another SEMAC dataset was acquired of a patient with a hip prosthesis
using the following parameters: TR/TE = 1510/4.8 ms, 30 slices with 3.5mm
thickness, 512x432 matrix, 16 SEMAC phase encoding steps and a 354x420
mm2 FOV. Six coils were used to improve SNR, but no parallel imaging was
used.
All phase encoding lines in the y- and z-directions were acquired in these
datasets.
Figure 18: The Stryker Exeter stainless steel hip prosthesis.
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3.3 Data Processing
3.3.1 SEMAC Reconstrction
With collaboration from Umeå University the data could be used in Matlab. The
data is represented as a matrix with several dimensions with data represented in
k-space. In this case the matrix was 6 dimensional where following dimension is
represented as: Readout, Line, Slice, Partition, Channel and Segmentation. The
readout and line dimension are the ones creating the diagnostically image. For
each slice that goes deeper and deeper through the phantom several partitions
are scanned. The partitions, also called SEMAC phase encoding steps is spe-
cific for the SEMAC sequence and makes it possible to suppress through-plane
distortion. These steps create the 3D volume for each excited slice. Channel is
a dimension for each coil element, and the segmentation is a dimension used for
each turbo step used by the MRI system.
The last dimension, segmentation is just showing information from each spin-
echo step and can easily be added together using summation. Each channel is
more complex and has to be processed separately at the end of the reconstruc-
tion. In our early tries just one coil element was used for simplify the method,
but to get a more realistic clinical procedure several coils was used for the final
test.
The data need to be processed from k-space to the spatial domain with
inverse Fourier transform. This has to be done in readout, line and partition
dimension where the two first also has to proceed a centering of their zero
frequency. To create real images from the data each image has to be combined
from different slices and different partitions to satisfy the SEMAC reconstruction
algorithm, see Eq. 4.
3.3.2 Data Import and SEMAC Reconstruction
All reconstruction from data to image was implemented in Matlab (The Math-
Works Inc., Natick, MA, v7.14.0.739). Raw data was imported into Matlab with
a script written by Anders Garpebring, Umeå University. A script was written
to reconstruct the SEMAC image from the raw data, according to Eq. 4 and Eq.
5. The resulting images were visually compared with the images reconstructed
by the MRI scanner, to verify proper operation of the script.
3.3.3 Compressed Sensing Reconstruction
Compressed sensing was implemented with modifications to a script written by
Micheal Lustig [33] to fit the present problem.
A flowchart of the CS reconstruction is shown in Fig. 19. Data is obtained
from the MRI system and imported into Matlab. In Matlab the slices are
sorted in correct order andinverse fast Fourier transform (FFT) is done in the
x-direction. A desired undersampling level is chosen and from that a probability
distribution function (PDF) and a mask is created, see Fig. 20. The mask is
then multiplied with the data, resulting in an undersampled data with high
incoherence determined by the PDF. Inverse FFT is then done in both y- and
z- (SEMAC) directions. The undersampled data is then normalized to be able
to use same parameters during reconstruction. An image is obtained and saved
while the data is transformed to the frequency domain using FFT. The image
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Figure 19: An algorithm showing the entire process from obtained data to
undersampling and reconstruction of image.
is then represented in a desired spatial transform. The image is reconstructed
using `1 minimization. The reconstructed image is then transformed back to
the frequency domain. The undersampled data is then used to compare the
reconstructed data and the original undersampled data. On the positions where
there exist real undersampled data, this data is used, and on positions where
no data was sampled, reconstructed data is used. This is done for a chosen
number of iterations. When finished, the SEMAC image is reconstructed using
the method described by Eq. 4.
A probability density function was used to define a mask. The mask is a
matrix containing zeros and ones and works as a sampling schedule. To create
the PDF an iteration was made 10 times and the PDF with lowest incoherence
was choosen. From the PDF an mask was created, see Fig. 20 and by multiply
the mask with the data an undersampled dataset was made. To be able to
compare CS reconstructions with various degrees of undersampling against a
fully sampled reconstruction, undersampled datasets were created by removing
data from the fully sampled dataset, by using the mask. The mask is created
with the knowledge that most information is located at the center of k-space,
which means that most undersampling should be located far from the center.
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Figure 20: (a)A PDF with 50% sampling schedule is used as a reference to
reconstruct (b) a mask where 50% of the values are ones and rest zeros.
3.3.4 CS Reconstruction with Different Transforms
Since this study is made on a phantom consisting of gel surrounding a hip
prosthesis, the reconstructed image is very homogeneous. The only part except
for the gel is the metallic prosthetic itself together with a grid. An image that is
mostly homogenous is suited for the Finite-Difference Transform where smooth
material is suppressed and sharp edges is enforced.
To get understanding and evaluate different transforms for a sparse repre-
sentation several commonly used transforms were investigated. No transform,
Discrete Cosine Transform and Finite-Difference Transform were investigated in
this study. A SEMAC reconstruction on 50% undersampled data, but without
CS (Fig. 25b) was made by setting missing data to zero and compensating for
the lower sampling density before inverse FFT.
3.3.5 CS Reconstruction with Increased Undersampling
To investigate the amount of image artifacts arising from the CS reconstruction
of undersampled data, the fully sampled data matrix was undersampled using
the mask described in section 3.3.3. The sampling levels (amount of data re-
maining) were 50%, 40%, 30%, 25% and 20%. Since the data was sparse in both
spatial domain as in Finite-Difference Transform a `1 penalty and a TV penalty
was used, see Eq. 17.
3.4 Phantom Image Verification
To quantify the quality of the CS reconstructed image, an error figure was
calculated using Eq. 21.
error =
X,Y∑
x,y
|original(x, y)− reconstructed(x, y)|
Y ∗X (21)
where x and y are there location in a 2D matrix (image), X and Y is the total
number of rows and columns and original is the image reconstructed without
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Figure 21: This figure illustrate the amount of error each reconstructed image
would have, using the method mention above.
undersampling. Both the original and the reconstructed matrix (image) is nor-
malized between zero and one.
This method gives an error between 0 - 100 percent. If the original image
contains only ones, the entire image would be white. If the reconstructed image
is entirely black the resulting error would be 100%. If half of the pixels in the
reconstructed image are black, the error would be calculated to 50% and if the
entire reconstructed image is gray it would result in an error of 50%, see Fig 21.
The error obtained from this method shows an overall error of the entire image,
and does not give any information about specific areas of interests.
Since the overall error does not say anything about specific areas with a high
amount of error, a visual examination of each image was done. All images were
observed and investigated for different image artifacts. Two different areas were
inspected, see Fig. 22.
Figure 22: Two different areas that was used for observation of artifacts, (a) a
box containing tissue look like properties and (b) the center of the prosthesis.
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4 Results
4.1 SEMAC Reconstruction
To verify that the SEMAC reconstruction produced a correct result, a compar-
ison was made with the original images. In Fig. 23, the comparison is shown
for 3 of 32 slices. No visual difference between the images reconstructed by the
implementation in this work and the images reconstructed by the MRI scanner
could be discerned.
Figure 23: This illustrate a comparison between SECAM images reconstructed
using Matlab (a), and DICOM images (b). Slice number 1, 16, and 32 are
shown.
Depending on if the SEMAC data has more slices than SEMAC phase encod-
ing steps, or the other way around, different methods are used (see Eq. 4). As a
result from trying different setups of SEMAC sequence, with more or less slices
then phase encoding steps, the fact that information from each phase encoding
step (SEMAC step) should contribute only once to each image was obtained.
The outer steps contributes mostly with noise and should only be included if
the slices is highly distorted and signal is represented in the outer slices.
Since the middle slice contributes with most information, phantom and grid,
this slice has worked as an reference for comparison. To reconstruct this slice
several phase encoding steps have been used, see Fig. 24.
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Figure 24: Illustration of the phase encoding steps from different slices, used to
reconstruct the middle slice containing the grid.
4.2 CS Reconstruction with Different Transforms
As described in chapter 2.5 several transforms can be applied to the image to get
a more sparse representation. In this study a spatial domain, Discrete Cosine
Transform (DCT) and a Finite-Difference Transform were used. In Fig. 25 the
middle grid is showed for different transforms representations. The image was
sampled with 50% data.
An undersampled image without CS gives artifacts, best described as dif-
fue clouds smearing out over the image, see Fig. 25b. The spatial domain
shows a better signal-to-noise (SNR) compared to the other two transforms.
Discrete Cosine Transform shows more noise outside the phantom while the
Finite-Difference shows more inside. Both Discrete Cosine and Finite-Difference
Transform have a tendency to create inhomogenous signal in the gel structure.
Finite-Difference also have some issues with lines of noise appearing over the
phantom.
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Figure 25: Illustration of the middle slice for (a) the original image with full sam-
pling, (b) undersampled image, no CS (created from full sampled data combined
with the mask), (c) CS without additional sparsity transform, (d) reconstructed
with CS using DCT and (e) reconstructed with CS using Finite-Difference Trans-
form. The image was sampled with 50% data.
To get a better understanding of how the different transforms affect the
image reconstruction an image that depicts a slice in the y-z plane is shown
in Fig. 26. The original image itself is very sparse. The undersampled image
has a lower SNR ratio which is expected, because random undersampling is
expected to create pseudo-random, noise-like folding artefacts. Especially the
Finite-Difference Transform much more noisy and less sparse.
4.3 CS Reconstruction with Increased Undersampling
All data was used to reconstruct the orginial image, see Fig. 27. The data was
then undersampled with different amount and reconstructed with CS, see Fig.
28. It can be seen that with lower sampling (more undersampling) different
Figure 26: One slice viewed from the y-z direction is illustrated for (a) full
sampled data and undersampled data combined with (b) no sparsity tranform,
(c) DCT, and (d) Finite-Difference Transform.
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Figure 27: The original image of the SEMAC image, middle slice.
artifacts appear. Whenlooking at the gel, which is supposed to be homogenous,
a glow seems to appear around the phantom. To be able to compare the result for
better understanding, a comparison between a 50% sampling and 20% sampling
is shown, see Fig. 29.
When comparing the images in Fig. 29 the glowing effects can be seen.
Small inhomogeneous in the gel start to appear at 20% sampling. However no
amplification of the metal artifacts contributed by the prosthesis can be seen.
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Figure 28: Illustration of 50%, 40%, 30%, 25% and 20% sampling and recon-
struction with no transform, DCT and Finite-Difference Transform. The top
row show the undersampled image with no reconstruction algorithm applied.
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Figure 29: An image reconstructed with CS and no transform showing the
middle slice containing the grid for (a) a 50% sampled and (b) a 20% sampled
data.
4.4 Phantom Image Evaluation
The graph in Fig. 30 shows that the no transform contains a lower error then
the Discrete Cosine and Finite-Difference Transform. The lowest value is ob-
tained with no transform and an undersampling level of 60%. Higher levels of
undersampling results in a higher error.
As mention in the method description, and showed in Fig. 22 two different
areas of the image were investigated for image artifacts. These two areas can
be seen in Fig. 31 and 32. In Fig. 31 a small part of the gel is compared
between different amounts of undersampling levels. In Fig. 32 the head of the
metallic prosthesis is compared in the same way. In these small sections of the
image (see Fig. 31), almost no differences between the original image and the
undersampled CS reconstructions could be seen for sampling of 25% or more.
With 20% sampling, some cloudy artifacts appear in Fig. 32.
4.5 Patient Image Evaluation
The original image, the undersampled image without CS reconstruction, and
the the CS reconstructed image can be seen in Fig. 34. The undersampled
patient images were evaluated in the same way as the phantom images, and the
result is shown in Fig. 33. The undersampled image contains an error around
9% while the reconstructed image contains an error below 3% with no spatial
transform used.
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Figure 30: The error calculated using the method described with Eq. 21, for
different transforms and undersampling levels. The curve ”undersampled” is just
showing the error between the original and the undersampled image without any
CS reconstruction.
Figure 31: This figure illustrates a small section of gel (see Fig. 22 (a)) for
different undersampling levels.
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Figure 32: This figure illustrates the head of the metallic prosthesis for different
undersampling levels (see Fig. 22 (b)).
Figure 33: Bar chart showing the errors in the undersampled (no CS) and CS
reconstructed images, compared to the original image. The sampling was 40%.
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Figure 34: Images from a patient with prostheses in both hips, showing the
original image (left), the image after 40% sampling but no CS reconstruction
(middle) and the correspondig CS reconstruction (right).
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5 Discussion
The aim of this work was to investigate undersampled reconstruction and differ-
ent representation of data to obtain a good reconstruction using CS. Together
with SEMAC this method could make the sequences faster and more suitable
for clinical use on patients with metal implants. By suitable we mean that the
sequence will get an acceptable scan time (roughly, below 10 min). Patients
with implants that have a high magnetic susceptibility, the slice distortions
extend to several phase encoding steps. It is hard to estimate this distortion
beforehand and how many steps that is needed to capture all data needed to
reconstruct the image. Therefore, the number of SEMAC phase encoding steps
must be sufficiently large to handle the "worst case" scenario, which may result
in unnecessarily long scan times.
With CS, that is an undersampling and reconstruction method well suited for
MRI and SEMAC, much time can be won. The amount of scan time reduction
is linear to the amount of undersampling.
When using PDF and a mask to decide the sampling pattern, the function
PSF (see chapter 2.4.4) was used to determine the most incoherent schedule that
was most incoherence. The development of this kind of algorithm is progressing
within the research community as you read. The use of PDF and a mask,
instead of totally random sampling, allows the centre of the k-space to be more
densely sampled. Since there is a method to measure how incoherence the mask
is, makes it even better then a total random function. By calculate the best
possible mask this can be implemented and used for all sampling schedules by
the MRI system.
The result for different transform showed that the data from the SEMAC
sequence is sparse enough, without additional sparsifying transforms. The Dis-
crete Cosine Transform worked better then Finite-Difference Transform. When
using Finite-Difference Transform it is important to know that some information
is lost when transforming from Finite-Difference to spatial domain. An underde-
termined system is created which is solved with `2 minimization. This influence
both image accuracy and computing time. The reason why those transform did
not work better can be seen in Fig. 26. Since Compressed Sensing is applied in
the y-z direction no meaningful image can be seen from that view. The Finite-
Difference transform could however be used where edges are important as for
an angiography study.
It is important to remember that sparse representation is a representation
with mostly zeros. But in normal cases very few values actually are zeros and
instead a sparse representation can be seen as a representation with many val-
ues close to zero. Values close to zero can be seen as white noise, Gaussian
noise. The undersampled image is in some sense still very sparse with many
elements close to zero. Discrete Cosine Transform showing a similar represen-
tation. However, the Finite-Difference Transform produced more non-zero zero
values, which makes it less sparse, see Fig. 26.
How much it is possible to undersample and still get acceptable clinical
images is hard to say. The SEMAC sequence is used to correct image distorions
when a patient has a metallic implant. As described in the background (see
chapter 1.1) section this study is done with the motivation that more and more
people will need implants and both shorter scan times and good image quality
close to the implant are called for. As lower sampling schedules were used a
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”glowing” artifact in the gel surrounding the prostheis appears, which is not
acceptable.
The subjective, visuall observations were complemented with the objective
method used to calculate the total error. By observing the region of interest in
Fig. 31, 32, together with the entire image, I suggest that an undersampling level
of 60% would be useful in clinics. With a total error around 3% spread over the
entire image no significant difference could be seen. With lower undersampling
the gel surrounding is affected.
The undersampled image from the patient has a lower error (9%) than the
undersampled image from the phantom (15%). My thoughts are that the phan-
tom image which is mostly homogeneous will be more sensitive to the method
used for error calculation. However, both images result in the same error after
CS reconstruction (around 3%).
CS is more efficient when two dimensions can be undersampled, instead of
just one. Therfore, 3D MRI techniques, like SEMAC, are better suited for CS
than 2D techniques.
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6 Conclusion
In this study, based on overall visual assessment, region of interests and calcu-
lation of total error, an undersampling level of 60% using the no transformation
was judged to produce a reconstructed image with no significant difference com-
pared to the original image. Compressed Sensing is suited for application where
full data sampling is expensive in some sense, like MRI where scan time is
restricted. The SEMAC sequence is presented as sparse and no further trans-
formation is needed. By lowering the scan time to 2/5, the clinical usability
of the SEMAC technique would increase substantially, as well as the patient
comfort and throughput.
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