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1 Introduction
In 1984, Wodzicki discovered a trace on the algebra Ψcl(X) of all classical pseu-
dodifferential operators on a closed compact manifold X in [15], which vanishes if the
order of the operator is less than −dimX. It turns out to be the unique trace on this
algebra up to rescaling.
Wodzicki’ residue has been applied to many branches of mathematics. Especially,
it plays a prominent role in noncommutative geometry. In [4], Connes proved that
Wodzicki’s residue coincided with Dixmier’s trace on pseudodifferential operators of
order −dimX. Wodzicki’s residue also had been used to derive an action for gravity
in the framework of noncommutative geometry in [6],[9],[10].
In [3], for an even dimensional compact oriented conformal manifold X without
boundary, Connes constructs a canonical Fredholm module (H,F ). Here H is the
Hilbert space of square integrable forms of middle dimension: H = L2(X,∧lcT
∗X)
with l = 12dimX and F = 2P − 1 where P is the orthogonal projection on the
image of d. By Hodge decomposition theorem, we observe that F preserves the finite
∗partially supported by MOEC and the 973 project.
1
dimensional space of harmonic forms H l, and F restricted to H ⊖H l is given by
F =
dδ − δd
dδ + δd
.
Using the equality :
Wres(f0[F, f1][F, f2]) =
∫
X
f0Ωn(f1, f2), (1.1)
where f0, f1, f2 ∈ C
∞(X), Connes defined an n-form Ωn(f1, f2) which is uniquely
determined, symmetric in f1 and f2, and conformally invariant. In particular, in
the 4-dimensional case, this differential form was explicitly computed in [3] by the
conformal deformation way.
In [13], Ugalde presented the computations in the six dimensional case for a whole
family of differential forms related to Ωn(f1, f2). In [14], he gave an explicit expres-
sion of Ωn(f1, f2) in the flat case and indicated the way of computation in the general
case.
The purpose of this paper is to generalize these results to the case of manifolds
with boundary.
To do so, we find first that Wodzicki’s residue in (1.1) should be replaced by
Wodzicki’ residue for manifolds with boundary. For a detailed introduction to the
residue for manifolds with boundary see [5], where Fedosov etc. defined a residue on
Boutet de Monvel’s algebra and proved that it is a unique continuous trace. For a
good summary also see [11]. In addition, Grubb and Schrohe got this residue through
asymptotic expansions in [8]. Subsequently we will use operator π+F in Boutet de
Monvel’s algebra instead of F in (1.1) (π+F will be introduced in Section 2.1).
Secondly, we will use the form pair (Ωn,π+S,X(f1, f2),Ωn−1,π+S,Y (f1, f2)) instead
of Ωn(f1, f2) where Y = ∂X and (1.1) turns into:
W˜res(π+f0[π
+F, π+f1][π
+F, π+f2])
=
∫
X
f0Ωn,π+F,X(f1, f2) +
∫
Y
f0|Y Ωn−1,π+F,Y (f1, f2), (1.2)
where f0, f1, f2 ∈ C
∞(X); f0|Y denotes that the restriction of f0 on Y. Here f0 is
assumed to be independent of xn near the boundary, where x
′ = (x1, ..., xn−1) are
coordinates on ∂X and xn is the normal coordinate (In what follows, xn always
denotes the normal coordinate.).
In Section 2, we briefly recall Boutet de Monvel’s calculus and Wodzicki’s residue
for manifolds with boundary.
In Section 3, for a pseudodifferential operator S of order 0 with the transmission
property acting on sections of a vector bundle E over X˜ = X ∪Y X, we consider
W˜res(π+f0[π
+S, π+f1][π
+S, π+f2]) where π
+S : C∞(X,E|X ) → C
∞(X,E|X ) is de-
fined in Section 2.1. We also show that
Ωn,π+S,X(f1, f2) = Ωn,S,X˜(f¯1, f¯2)|X ; (1.3)
2
W˜res(π+f0[π
+S, π+f1][π
+S, π+f2])
=
∫
X
f0Ωn,π+S,X(f1, f2) +
∫
Y
f0|Y Ωn−1,π+S,Y (f1, f2). (1.4)
determine a unique form pair (Ωn,π+S,X(f1, f2),Ωn−1,π+S,Y (f1, f2)) which is sym-
metric in f1 and f2, where f¯1, f¯2 are extensions on X˜ of f1, f2 and f0 is inde-
pendent of xn near the boundary and Ωn,S,X˜(f¯1, f¯2) = Ωn(f¯1, f¯2) is defined in [3].
Moreover,W˜res(π+f0[π
+S, π+f1][π
+S, π+f2]) is a Hochschild 2-cocycle (see Section
3) over C∞(X).
In Section 4, for a Riemannian manifold (X, g) which has the product metric near
the boundary, (X˜, g˜) is the associated double Riemannian manifold. When dimX is
even, then Ωn−1,π+F,Y (f1, f2) = 0 and we get the formula:
W˜res(π+f0[π
+F, π+f1][π
+F, π+f2]) =
∫
X
f0Ωn,π+F,X(f1, f2). (1.5)
So we define subconformal manifolds and Ωn,π+F,X(f1, f2) is a obvious subconformal
invariant. When dimX is odd and (S,E) = (F,H), where H = L2(X,∧
n+1
2
c T ⋆X) and
F is defined as before, then Ωn,π+F,X(f1, f2) = 0. So we get:
W˜res(π+f0[π
+F, π+f1][π
+F, π+f2]) =
∫
Y
f0|Y Ωn−1,π+F,Y (f1, f2). (1.6)
Subsequently, in Sections 5,6, we compute the expression of Ωn−1,π+F,Y (f1, f2)
and get its explicit expression for flat manifolds in the xn-independent and the xn-
dependent cases. In Section 7, when n = 3, using the normal coordinate way we
prove the formula:
Ω2,π+F,Y (f1, f2) =
3
8
πΩ2(f1|Y, f2|Y )− 6π
2∂xnf1|xn=0∂xnf2|xn=0VolY . (1.7)
So
Ω2,π+F,Y (f1, f2) + 6π
2∂xnf1|xn=0∂xnf2|xn=0VolY (1.8)
may be considered as a conformal invariant of (X, g). The above results generalize
[3] and [14] to the case of manifolds with boundary.
For the rest of this paper, We will briefly use (Ωn(f1, f2),Ωn−1(f1, f2)) instead
of (Ωn,π+S,X(f1, f2),Ωn−1,π+S,Y (f1, f2)) in this section. We refer Ωn(f1, f2) in this
paper (in [3]) if f1 and f2 are functions on manifolds with (without) boundary.
2 Boutet de Monvel’s Calculus and Residue for Mani-
folds with Boundary
In this section, we recall some basic facts about Boutet de Monvel’s calculus which
will be used in the following. For more details, see [1], [7], [11] and [12].
3
2.1 Boutet de Monvel’s Algebra
Let
F : L2(Rt)→ L
2(Rv); F (u)(v) =
∫
e−ivtu(t)dt
denote the Fourier transformation and Φ(R+) = r+Φ(R) (similarly define Φ(R−)),
where Φ(R) denotes the Schwartz space and
r+ : C∞(R)→ C∞(R+); f → f |R+; R+ = {x ≥ 0;x ∈ R}.
We define H+ = F (Φ(R+)); H−0 = F (Φ(R
−)) which are orthogonal to each other.
We have the following property: h ∈ H+ (H−0 ) iff h ∈ C
∞(R) which has an analytic
extension to the lower (upper) complex half-plane {Imξ < 0} ({Imξ > 0}) such that
for all nonnegative integer l,
dlh
dξl
(ξ) ∼
∞∑
k=1
dl
dξl
(
ck
ξk
)
as |ξ| → +∞, Imξ ≤ 0 (Imξ ≥ 0).
Let H ′ be the space of all polynomials and H− = H−0
⊕
H ′; H = H+
⊕
H−.
Denote by π+ (π−) respectively the projection on H+ (H−). For calculations, we
take H = H˜ = {rational functions having no poles on the real axis} (H˜ is a dense set
in the topology of H). Then on H˜,
π+h(ξ0) =
1
2πi
lim
u→0−
∫
Γ+
h(ξ)
ξ0 + iu− ξ
dξ, (2.1)
where Γ+ is a Jordan close curve included Imξ > 0 surrounding all the singularities
of h in the upper half-plane and ξ0 ∈ R. Similarly, define π
′
on H˜,
π′h =
1
2π
∫
Γ+
h(ξ)dξ. (2.2)
So, π′(H−) = 0. For h ∈ H
⋂
L1(R), π′h = 12π
∫
R h(v)dv and for h ∈ H
+⋂L1(R),
π′h = 0.
An operator of order m ∈ Z and type d is a matrix
A =
(
π+P +G K
T S
)
:
C∞(X,E1)⊕
C∞(∂X,F1)
−→
C∞(X,E2)⊕
C∞(∂X,F2)
.
where X is a manifold with boundary ∂X and E1, E2 (F1, F2) are vector bundles over
X (∂X). Here, P : C∞0 (Ω, E1)→ C
∞(Ω, E2) is a classical pseudodifferential operator
of order m on Ω, where Ω is an open neighborhood of X and Ei|X = Ei (i = 1, 2).
P has an extension: E ′(Ω, E1)→ D
′(Ω, E2), where E
′(Ω, E1) (D
′(Ω, E2)) is the dual
space of C∞(Ω, E1) (C
∞
0 (Ω, E2)). Let e
+ : C∞(X,E1)→ E
′(Ω, E1) denote extension
by zero from X to Ω and r+ : D′(Ω, E2) → D
′(Ω, E2) denote the restriction from Ω
to X, then define
π+P = r+Pe+ : C∞(X,E1)→ D
′(Ω, E2). (2.3)
4
In addition, P is supposed to have the transmission property; this means that, for all
j, k, α, the homogeneous component pj of order j in the asymptotic expansion of the
symbol p of P in local coordinates near the boundary satisfies:
∂kxn∂
α
ξ′pj(x
′, 0, 0,+1) = (−1)j−|α|∂kxn∂
α
ξ′pj(x
′, 0, 0,−1),
then π+P : C∞(X,E1) → C
∞(X,E2) by [12]. Let G,T be respectively the singular
Green operator and the trace operator of order m and type d. K is a potential
operator and S is a classical pseudodifferential operator of orderm along the boundary
(For detailed definition, see [11]). Denote by Bm,d the collection of all operators of
order m and type d, and B is the union over all m and d.
Recall Bm,d is a Fre´chet space. The composition of the above operator matrices
yields a continuous map: Bm,d ×Bm
′,d′ → Bm+m
′,max{m′+d,d′}. Write
A =
(
π+P +G K
T S
)
∈ Bm,d, A′ =
(
π+P ′ +G′ K ′
T ′ S′
)
∈ Bm
′,d′ .
The composition AA′ is obtained by multiplication of the matrices(For more details
see [12]). For example π+P ◦ G′ and G ◦ G′ are singular Green operators of type d′
and
π+P ◦ π+P ′ = π+(PP ′) + L(P,P ′). (2.4)
Here PP ′ is the usual composition of pseudodifferential operators and L(P,P ′) called
leftover term is a singular Green operator of type m′ + d. The composition formulas
of the above operator symbols will be given in the following.
2.2 Noncommutative Residue for Manifolds with Boundary
We assume that E1 = E2 = E; F1 = F2 = F and b(x
′, ξ′, ξn, ηn) is the symbol of
a singular Green operator G (about the definitions of symbols, see [11, p.11]), then
tr(b) =
1
2π
∫
Γ+
b(x′, ξ′, ξn, ξn)dξn = b¯(x
′, ξ′) (2.5)
is a symbol on Y and b¯1−n is obtained from b−n (see [5]). Let S (S
′) be the unit
sphere about ξ (ξ′) and σ(ξ) (σ(ξ′)) be the corresponding canonical n − 1 (n − 2)
volume form. Now we recall the main theorem in [5],
Theorem (Fedosov-Golse-Leichtnam-Schrohe) Let X and ∂X be connected,
dimX = n ≥ 3, A =
(
π+P +G K
T S
)
∈ B, and denote by p, b and s the local
symbols of P,G and S respectively. Define:
W˜res(A) =
∫
X
∫
S
trE [p−n(x, ξ)] σ(ξ)dx
+ 2π
∫
∂X
∫
S′
{
trE
[
(trb−n)(x
′, ξ′)
]
+ trF
[
s1−n(x
′, ξ′)
]}
σ(ξ′)dx′, (2.6)
Then a) W˜res([A,B]) = 0, for any A,B ∈ B; b) It is a unique continuous trace
on B/B−∞.
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3 Properties of (Ωn,π+S,X(f1, f2),Ωn−1,π+S,Y (f1, f2))
Let X be a compact n-dimensional manifold with boundary Y and X˜ = X
⋃
Y X.
For a pseudodifferential operator S of order 0 with the transmission property acting
on the sections of a vector bundle E over X˜ , we consider the composition:
P˜ =
(
π+f0 0
0 0
)[(
π+S 0
0 0
)
,
(
π+f1 0
0 0
)][(
π+S 0
0 0
)
,
(
π+f2 0
0 0
)]
:= π+f0[π
+S, π+f1][π
+S, π+f2].
with f0, f1, f2 ∈ C
∞(X) which is the set {f |X |f ∈ C
∞(X˜)}. By Section 2, π+S :
C∞(X,E|X )→ C
∞(X,E|X ) is well defined and π
+fi : C
∞(X,E|X )→ C
∞(X,E|X )
is just the multiplication by fi for i = 0, 1, 2 and P˜ = π
+(f0[S, f1][S, f2]) +G where
G is some singular Green operator. By (2.6),
W˜res(P˜ ) =
∫
X
f0wres[S, f¯1][S, f¯2]|X + 2π
∫
Y
wresx′tr(b). (3.1)
Here f¯1, f¯2 are the extensions on X˜ of f1, f2 and
wres[S, f¯1][S, f¯2] =
∫
S
trEp−n(x, ξ)σ(ξ)dx; wresx′tr(b) =
∫
S′
trE(trb−n)(x
′, ξ′)σ(ξ′)dx′,
(3.2)
where p−n, b−n are respectively the order −n symbols of [S, f¯1][S, f¯2] and G. Write:
Ωn(f1, f2) = wres[S, f¯1][S, f¯2]|X = Ωn(f¯1, f¯2)|X ; (3.3)
f0|Y Ωn−1(f1, f2) = 2πwresx′tr(b) (3.4),
then we have
W˜res(π+f0[π
+S, π+f1][π
+S, π+f2]) =
∫
X
f0Ωn(f1, f2) +
∫
Y
f0|Y Ωn−1(f1, f2). (3.5)
By [14], we have: Ωn(f1, f2) =∫
|ξ|=1
tr
[∑ 1
α′!α′′!β!δ!
Dβx(f¯1)D
α′′+δ
x (f¯2) × ∂
α′+α′′+β
ξ (σ
S
−j)∂
δ
ξD
α′
x (σ
S
−k)
]
σ(ξ)dnx |X ,
(3.6)
where σS−j denotes the order −j symbol of S; D
β
x = (−i)
|β|∂βx and the sum is taken
over |α′|+ |α′′|+ |β|+ |δ|+ j + k = n; |β| ≥ 1, |δ| ≥ 1;α′, α′′, β, δ ∈ Zn+; j, k ∈ Z+. By
(3.6), this is a global n-form which is independent of the extensions of f1, f2.
Subsequently, we discuss the existence and uniqueness of Ωn−1(f1, f2).
Recall, for example see [5, p.26], if A1 and A2 are pseudodifferential operators
with the transmission property, then the Green operator
G = L(A2, A1) = π
+A2 ◦ π
+A1 − π
+(A2 ◦ A1)
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has a symbol ba2,a1 . If A1 and A2 have symbols a1(ηn) = a1(x
′, xn, ξ
′, ηn) and a2(ξn) =
a2(x
′, xn, ξ
′, ξn) respectively, then ba2,a1 has an asymptotic expansion formula:
ba2,a1(x
′, ξ′, ξn, ηn) ∼
∞∑
j,l,m=0
(−1)mij+l+m
j!l!m!
∂jξn∂
m
ηn
b
∂
j
xna2|xn=0,∂
l
ηn
∂l+mxn a1|xn=0
(x′, ξ′, ξn, ηn).
(3.7)
When a1, a2 are independent of xn near the boundary , then we have:
ba2,a1(x
′, ξ′, ξn, ηn) =
1
2π
∫
Γ+
a+2 (v)− a
+
2 (ξn)
v − ξn
◦′
a−1 (ηn)− a
−
1 (v)
ηn − v
dv, (3.8)
where a+i (v) = π
+
v ai(x
′, 0, ξ′, v), a−i (v) = π
−
v ai(x
′, 0, ξ′, v), i = 1, 2 and
f(x′, ξ′, ξn) ◦
′ g(x′, ξ′, ηn) =
∑
|α|≥0
(−i)|α|
α!
∂αξ′f∂
α
x′g. (3.9)
Since π+v f(x) = 0 and π
−
v f(x) = f(x), we get ba2,a1 = 0 if a1 or a2 = f(x) by (3.7)
and (3.8). So bσ(S),f1 = 0 and [π
+S, π+f ] = π+[S, f ], then
π+f0[π
+S, π+f1][π
+S, π+f2] = π
+f0π
+[S, f1]π
+[S, f2]
= π+f0[π
+([S, f1][S, f2]) + π
′B]
= π+(f0[S, f1][S, f2]) + π
+f0 ◦ π
′B,
where π′B = L([S, f1], [S, f2]) (here we use fi instead of f¯i) whose symbol is b.
In the following we assume that f0 is independent of xn near the boundary, then
we have
σ−n(π
+f0 ◦ π
′B) = f0(x
′, 0)b−n(x
′, ξ′, ξn, ηn). (3.10)
We can see it in the boundary chart by the equality (see [11, p.11])
(π+f0 ◦ π
′B)u(x′, xn) = (2π)
−n
∫
eixξΠ′ηn [f0(x
′)b(x′, ξ′, ξn, ηn)(e
+u)∧(ξ′, ηn)]dξ.
(3.11)
By definition:
2πwresx′tr(b) =
∫
|ξ′|=1
2πtr
[
trσ−n(π
+f0 ◦ π
′B)(x′, ξ′)
]
σ(ξ′)dn−1x′
= f0(x
′, 0)
∫
|ξ′|=1
∫
Γ+
trb−n(x
′, ξ′, ξn, ξn)dξnσ(ξ
′)dn−1x′
= f0|Y Ωn−1(f1, f2), (3.12)
then
Ωn−1(f1, f2) =
∫
|ξ′|=1
∫
Γ+
trb−n(x
′, ξ′, ξn, ξn)dξnσ(ξ
′)dn−1x′ (3.13)
is an (n− 1)-form over Y .
Theorem 3.1 For the fixed S, the form pair (Ωn(f1, f2),Ωn−1(f1, f2)) is uniquely
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determined by (3.5) and (3.6).
Proof. Ωn(f1, f2) is uniquely determined by (3.6). We assume that Ω
′
n−1(f1, f2) also
satisfies (3.5), then ∫
Y
f0|Y Ωn−1(f1, f2) =
∫
Y
f0|Y Ω
′
n−1(f1, f2)
for any f0|Y ∈ C
∞(Y ). (In fact, using a cut function, for any g ∈ C∞(Y ), there
exists a function f ∈ C∞(X) such that f |Y = g and f is independent of xn near the
boundary.) So Ωn−1(f1, f2) = Ω
′
n−1(f1, f2). ✷
Proposition 3.2 W˜res(π+f0π
+[S, f1]π
+[S, f2]) is a Hochschild 2-cocycle (for defi-
nition, see [6]) over C∞(X).
Proof. This proposition comes from the relations:
[S, fh] = [S, f ]h+ f [S, h] ; π+(f1[S, f2]) = π
+f1π
+[S, f2]; π
+f0π
+f1 = π
+(f1f0)
and the trace property of W˜res. ✷
Remark:
∫
X f0Ωn(f1, f2) and
∫
Y f0|Y Ωn−1(f1, f2) are not Hochschild 2-cocycle over
C∞(X).
Proposition 3.3 Ωn(f1, f2) and Ωn−1(f1, f2) are symmetric in f1 and f2.
Proof. By [14], Ωn(f1, f2) is symmetric in f1 and f2, so Ωn(f1, f2) is symmetric in
f1 and f2. By the trace property of W˜res and the commutativity of C
∞(X), we note
that:
W˜res(π+f0π
+[S, f1]π
+[S, f2] = W˜res(π
+f0π
+[S, f2]π
+[S, f1])
So Ωn−1(f1, f2) is also symmetric in f1, f2 by (3.5). ✷
Remark: The condition ”fS2 = S2f” in the theorem 2.7 of [14] is not used here.
In the following, we write the expression of Ωn−1(f1, f2) in detail. Let:
ba1,a2 := tr(ba1,a2) =
1
2π
∫
Γ+
ba1,a2(x
′, ξ′, ξn, ξn)dξn. (3.14)
By [5, p.27], we have the formula:
ba1,a2 =
∞∑
j,k=0
(−i)j+k+1
(j + k + 1)!
π′ξn
[
∂jxn∂
k
ξna
+
1 (x
′, 0, ξ′, ξn) ◦
′ ∂j+1ξn ∂
k
xna
−
2 (x
′, 0, ξ′, ξn)
]
.
(3.15)
Using (2.2),(3.13),(3.14) and (3.15), one obtains:
Ωn−1(f1, f2) =
∫
|ξ′|=1
∫ +∞
−∞
trace
∞∑
j,k=0
(−i)j+k+1
(j + k + 1)!
×
[
∂jxn∂
k
ξn
a+1 (x
′, 0, ξ′, ξn) ◦
′ ∂j+1ξn ∂
k
xn
a2(x
′, 0, ξ′, ξn)
]
−n
}
dξnσ(ξ
′)dn−1x′ (3.16)
since the + + parts vanish after integration with respect to ξn (see [5, p.23]).
For π′B = L([S, f1], [S, f2]), by [14] lemma 2.2, then for i = 1, 2, we have:
ai = σ[S, fi] =
∑
k≥1
σ−k[S, fi] =
∑
k≥1
 k∑
|β|=1
1
β!
Dβx(fi)∂
β
ξ (σ
S
−(k−|β|))
 . (3.17)
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By (3.9), then: [
∂jxn∂
k
ξn
a+1 (x
′, 0, ξ′, ξn) ◦
′ ∂j+1ξn ∂
k
xn
a2(x
′, 0, ξ′, ξn)
]
−n
=
∑
r,l
∂jxn∂
k
ξn
a+1(r)(x
′, 0, ξ′, ξn) ◦
′ ∂j+1ξn ∂
k
xn
a2(l)(x
′, 0, ξ′, ξn)

−n
=
∑
r,l
∑
|α|≥0
(−i)|α|
α!
∂jxn∂
α
ξ′∂
k
ξn
a+1(r)(x
′, 0, ξ′, ξn)× ∂
α
x′∂
j+1
ξn
∂kxna2(l)(x
′, 0, ξ′, ξn)

−n
=
∑ (−i)|α|
α!
∂jxn∂
α
ξ′∂
k
ξn
a+1(r)(x
′, 0, ξ′, ξn)× ∂
α
x′∂
j+1
ξn
∂kxna2(l)(x
′, 0, ξ′, ξn)
where the sum is taken over r− k− |α|+ l− j − 1 = −n, r, l ≤ −1, |α| ≥ 0 for the
fixed j, k and a+1(r) (a2(l)) denotes the order r (l) symbol of a
+
1 (a2). Using:
a+1(r) = π
+
ξn
a1(r) = π
+
ξn
 −r∑
|β|=1
(−i)|β|
β!
∂βx (f1)∂
β
ξ (σ
S
r+|β|)
 = −r∑
|β|=1
(−i)|β|
β!
∂βx (f1)π
+
ξn
∂βξ (σ
S
r+|β|);
a2(l) =
−l∑
|δ|=1
(−i)|δ|
δ!
∂δx(f2)∂
δ
ξ (σ
S
l+|δ|),
we have: [
∂jxn∂
k
ξn
a+1 (x
′, 0, ξ′, ξn) ◦
′ ∂j+1ξn ∂
k
xn
a2(x
′, 0, ξ′, ξn)
]
−n
=
∑ −r∑
|β|=1
−s∑
|δ|=1
(−i)|α|+|β|+|δ|
α!β!δ!
∂jxn
[
∂βx (f1)∂
α
ξ′∂
k
ξnπ
+
ξn
∂βξ (σ
S
r+|β|)
]
|xn=0×
∂αx′∂
k
xn
[
∂δx(f2)∂
j+1
ξn
∂δξσ
S
(l+|δ|)
]
|xn=0 (3.18)
with the sum
∑
as before. By (3.16) and (3.18), we get:
Ωn−1(f1, f2) =
∞∑
j,k=0
∑ −r∑
|β|=1
−l∑
|δ|=1
(−i)j+k+1+|α|+|β|+|δ|
α!β!δ!(j + k + 1)!
×
∫
|ξ′|=1
∫ +∞
−∞
trace
{
∂jxn
[
∂βx (f1)∂
α
ξ′∂
k
ξnπ
+
ξn
∂βξ (σ
S
r+|β|)
]
|xn=0
×∂αx′∂
k
xn
[
∂δx(f2)∂
j+1
ξn
∂δξσ
S
(l+|δ|)
]
|xn=0
}
dξnσ(ξ
′)dn−1x′ (3.19)
with the sum
∑
as (3.18).
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4 The Even Dimensional Case
Let (X, g) be an even dimensional, compact, oriented, Riemannian manifold with
boundary Y and product metric near the boundary. (X˜, g˜) is the associated double
manifold. Let (E,S) = (H,F ) associated to (X˜, g˜) introduced by Section 1. Let the
dimension of X be n. Since
∫
|ξ|=1{the product of odd number of ξi }σ(ξ) = 0, then
we have
Lemma 4.1 Ωn(f1, f2) = 0 when n is odd and Ωn−1(f1, f2) = 0 when n is even.
Since n is even, by (3.5) and Lemma 4.1,we get:
W˜res(π+f0[π
+F, π+f1][π
+F, π+f2]) =
∫
X
f0Ωn(f1, f2). (4.1)
Definition 4.2 A subconformal manifold is an equivalence of Riemannian mani-
folds. Two metrics g and g˜ are said to be equivalent if g˜ = eηg, where η satisfies ⋆)
condition i.e. η ∈ C∞(X); η
⋃
η ∈ C∞(X˜) where η
⋃
η = η on both copies of X.
Example: 1) X = Rn+ and f(x) is an even function about xn, take f |R
n
+ = η, then
η
⋃
η satisfies ⋆) condition.
2) f(x) is independent of xn near the boundary.
3) f(x) ∈ C∞(X), f(x) = e
1
x2n−1 f(x′) near the boundary and if not, f(x) = 0.
Since the smoothness of η
⋃
η just depends on a neighborhood of the boundary,
so we get:
Proposition 4.3 η ∈ C∞(X) satisfies ⋆) condition iff ∃f ∈ C∞(X˜) such that
f |Y×(−1,1) = η
⋃
η|Y×(−1,1).
Proposition 4.4 Ωn(f1, f2) is subconformally invariant for the above subconformal
manifold.
Proof: Let g˜ = eηg, where η satisfies ⋆) condition, so g˜
⋃
g˜ = eη
⋃
ηg
⋃
g and
η
⋃
η ∈ C∞(X˜). By [3] or [14] Ωn(f¯1, f¯2) is conformal invariant, then Ωn,g
⋃
g(f¯1, f¯2) =
Ωn,g˜
⋃
g˜(f¯1, f¯2) and Ωn,g(f1, f2) = Ωn,g˜(f1, f2), where Ωn,g(f1, f2) denotes Ωn(f1, f2)
associated to g. ✷
By [2, p.339], we have
Theorem 4.5 Let [(X, g)] be a 4-dimensional subconformal manifold with boundary
as in the definition 4.2 and [(X˜, g˜)] be the associated subconformal manifold without
boundary, then
Ω4(f1, f2) =
1
16π2
[
1
3
r〈df˜1, df˜2〉 − △〈df˜1, df˜2〉+ 〈∇df˜1,∇df˜2〉 −
1
2
(△f˜1)(△f˜2)
]
Vol|X ,
(4.2)
where f˜1, f˜2 ∈ C
∞(X˜) are the extensions of f1, f2, r the scalar curvature, Vol the
volume form on X˜, △ the Laplacian and ∇ the Levi-civita connection associated to
any metric of [(X˜, g˜)].
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5 Ωn−1(f1, f2) for Flat Manifolds in the xn-Independent
Case
In the rest of this paper, (X, g) always denotes an odd dimensional, compact, ori-
ented Riemannian manifold with boundary Y and product metric near the boundary.
Similar to Section 4, we let (E,S) = (L2(∧
n+1
2
c T ⋆X˜), F ), then Ωn(f1, f2) = 0 by
Lemma 4.1. So for f0 independent of xn near the boundary, we have
W˜res(π+f0[π
+F, π+f1][π
+F, π+f2]) =
∫
Y
(f0|Y )Ωn−1(f1, f2). (5.1)
In this section, we assume that X is flat and f1, f2 are independent of xn near the
boundary and write Ωn−1,flat(f1, f2) instead of Ωn−1(f1, f2).
We follow the method in Section 4 in [14]. Since X is flat, so is (X˜, g˜). Then by
Proposition 3.1 in [14], we have σ(F ) = σL(F ) is independent of x where σ(F ) (σL(F ))
is the symbol (leading symbol) of F . Using this information we deduce from (3.19)
j = k = 0 and |β| = −r, |δ| = −l. Let β = (β′, β′′), δ = (δ′, δ′′), where β′, δ′ ∈
Zn−1+ , β
′′, δ′′ ∈ Z+, then by f1, f2 are independent of xn near the boundary, we have
β′′ = δ′′ = 0 and
Ωn−1,flat(f1, f2) =
∑ ∑
|β′|=−r
∑
|δ|=−l
(−i)1+|α|−r−s
α!β′!δ′!
∂β
′
x′ f1(x
′, 0)∂α+δ
′
x′ f2(x
′, 0)×
∫
|ξ′|=1
∫ +∞
−∞
trace
[
π+ξn∂
α+β′
ξ′ σL(F )× ∂ξn∂
δ′
ξ′σL(F )
]
dξnσ(ξ
′)dn−1x′,
where the sum is taken over r + s − |α| − 1 = −n, r ≤ −1, s ≤ −1, |α| ≥ 0. We get
Lemma 5.1
Ωn−1,flat(f1, f2) =
∑ (−i)n
α!β′!δ′!
∂β
′
x′ f1(x
′, 0)∂α+δ
′
x′ f2(x
′, 0)×
∫
|ξ′|=1
∫ +∞
−∞
trace
[
π+ξn∂
α+β′
ξ′ σL(F )× ∂ξn∂
δ′
ξ′σL(F )
]
dξnσ(ξ
′)dn−1x′, (5.2)
where the sum is taken over |β′|+ |δ′|+ |α| = n− 1, |β′| ≥ 1, |δ′| ≥ 1.
To better handle the previous expression, we consider:
φ(ξ′, ξn, u, v) :=
∑ 1
α!β′!δ′!
uβ
′
vα+δ
′
trace
[
π+ξn∂
α+β′
ξ′ σL(F )× ∂
δ′
ξ′∂ξnσL(F )
]
(5.3)
with the sum as before and u, v ∈ Rn−1. Then by a recursive way we have:
Ωn−1,flat(f1, f2) = (−i)
n
[∑
Aa,b∂
a
x′f1(x
′, 0)∂bx′f2(x
′, 0)
]
dn−1x′
where Aab is a number satisfying
∑
Aa,bu
avb =
∫
|ξ′|=1
∫+∞
−∞ φ(ξ
′, ξn, u, v)dξnσ(ξ
′) and
the sum is taken over a+ b = n− 1 and a ≥ 1, b ≥ 1, a, b ∈ Z+n−1. Instead of a direct
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approach to compute trace
[
π+ξn∂
α+β′
ξ′ σL(F )× ∂
δ′
ξ′∂ξnσL(F )
]
, we shall use the Taylor
expansion of function:
ψ(ξ′, η′, ξn) := trace
[
π+ξnσL(F )(ξ
′, ξn)× ∂ξnσL(F )(η
′, ξn)
]
.
Considering the Taylor expansion of ψ(ξ′+u, η′+v, ξn) about u, v at u = v = 0, then:
ψ(ξ′ + u, η′ + v, ξn) =
∑
|β|≥0
∑
|δ|≥0
uβvδ
β!δ!
trace
[
∂βξ′π
+
ξn
σL(F )(ξ
′, ξn)× ∂
δ
η′∂ξnσL(F )(η
′, ξn)
]
with (β, δ) = (α1, ..., αn−1, αn, ..., α2(n−1)).
Write ψ(ξ′, η′, u, v, ξn) := ψ(ξ
′ + u, η′ + v, ξn) and
T ′n−1ψ(ξ
′, η′, u, v, ξn) :=
∑ uβvδ
β!δ!
trace
[
∂βξ′π
+
ξn
σL(F )(ξ
′, ξn)× ∂
δ
η′∂ξnσL(F )(η
′, ξn)
]
,
(5.4)
where the sum is taken over |β|+ |δ| = n− 1, |β| ≥ 1, |δ| ≥ 1 i.e. term of order n− 1
in the Taylor expansion of ψ(ξ′ + u, η′ + v, ξn) minus the terms with only powers of
u or only powers of v. Now, write:
P = trace
[
∂βξ′π
+
ξn
σL(F )(ξ
′, ξn)× ∂
δ
η′∂ξnσL(F )(η
′, ξn)
]
,
then:
T ′n−1ψ(ξ
′, η′, u+ v, v, ξn) =
∑ (u+ v)βvδ
β!δ!
=
∑ ∑
β′+β′′=β
uβ
′
vβ
′′+δ
β′!β′′!δ!
P
=
∑ ∑
β′+β′′=β;β′ 6=0
uβ
′
vβ
′′+δ
β′!β′′!δ!
P +
∑ vβ+δ
β!δ!
P
where the sum
∑
is taken over |β|+ |δ| = n− 1; |β| ≥ 1; |δ| ≥ 1.
=
∑ uβ′vβ′′+δ
β′!β′′!δ!
P + T ′n−1ψ(ξ
′, η′, v, v, ξn).
where the sum
∑
is taken over |β′|+ |δ′|+ |δ| = n− 1; |β′| ≥ 1; |δ| ≥ 1. Therefore,
by taking η = ξ we obtain:
T ′n−1ψ(ξ
′, ξ′, u+ v, v, ξn)− T
′
n−1ψ(ξ
′, ξ′, v, v, ξn) = φ(ξ
′, ξn, u, v).
In summary, we have:
Theorem 5.2
Ωn−1,flat(f1, f2) = (−i)
n
[∑
Aa,b∂
a
x′f1(x
′, 0)∂bx′f2(x
′, 0)
]
dn−1x′, (5.5)
where
∑
Aa,bu
avb =
∫
|ξ′|=1
∫+∞
−∞
[
T ′n−1ψ(ξ
′, ξ′, u+ v, v, ξn)− T
′
n−1ψ(ξ
′, ξ′, v, v, ξn)
]
dξnσ(ξ
′).
and T ′n−1ψ(ξ
′, η′, u, v, ξn) is defined by (5.4).
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By Theorem 5.2, to obtain an explicit expression of Ωn−1 in the flat case, it is
necessary to study ψ(ξ′, η′, ξn) for ξ
′ and η′ not zero in T ⋆xY . Recall the theorem 4.3
in [14] (we will find it is also correct when n is odd through the check.) says that:
when σL(F )(ξ)σL(F )(η) acts on m-forms on X˜ , then
trace [σL(F )(ξ)× σL(F )(η)] = an,m
〈ξ, η〉2
|ξ|2|η|2
+ bn,m (5.6)
where bn,m = C
m
n − an,m = C
m−2
n−2 + C
m
n−2 − 2C
m−1
n−2 and C
m
n denotes a combinator
number. Suppose that g = gY + d2xn near the boundary, then
〈ξ, η〉g = 〈ξ
′, η′〉gY + ξnηn (5.7)
where ξ = ξ′ + ξndxn; η = η
′ + ηndxn. By (5.6) and (5.7), then
trace[π+ξnσL(F )(ξ
′, ξn)× ∂ξnσL(F )(η
′, ξn)] = π
+
ξn
∂ηntrace[σL(F )(ξ) × σL(F )(η)]|ηn=ξn
= π+ξn∂ηn
[
an,m
〈ξ, η〉2
|ξ|2|η|2
+ bn,m
]
|ηn=ξn
= an,mπ
+
ξn
[
2〈ξ, η〉ξn|η|
2 − 2ηn〈ξ, η〉
2
|ξ|2|η|4
]
|ηn=ξn ,
by (2.1), Cauchy integral formula and the choice of Γ+:
=
an,m
|η|4
1
2πi
limu→0−
∫
Γ+
2(〈ξ′, η′〉+ zηn)z|η|
2 − 2ηn(〈ξ
′, η′〉+ zηn)
2
(|ξ′|2 + z2)(ξn + iu− z)
dz|ηn=ξn
=
an,m
|η|4
2(〈ξ′, η′〉+ i|ξ′|ηn)i|ξ
′‖η|2 − 2ηn(〈ξ
′, η′〉+ i|ξ′|ηn)
2
2i|ξ′|(ξn − i|ξ′|)
|ηn=ξn
=
an,m(〈ξ
′, η′〉+ i|ξ′|ξn)
i|ξ′|(ξn − i|ξ′|)(|η′|2 + ξ2n)
2
[
|η′|2i|ξ′| − ξn〈ξ
′, η′〉
]
.
So we have:
Theorem 5.3 Suppose that (X, g) has a product metric near the boundary. When
σL(F )(ξ
′, ξn)σL(F )(η
′, ξn) acting on m-forms in the boundary chart, then
trace
[
π+ξnσL(F )(ξ
′, ξn)× ∂ξnσL(F )(η
′, ξn)
]
=
an,m(〈ξ
′, η′〉+ i|ξ′|ξn)
i|ξ′|(ξn − i|ξ′|)(|η′|2 + ξ2n)
2
[
|η′|2i|ξ′| − ξn〈ξ
′, η′〉
]
, (5.8)
where an,m = C
m
n −C
m−2
n−2 − C
m
n−2 + 2C
m−1
n−2 .
6 Ωn−1(f1, f2) for Flat Manifolds in the xn-Dependent Case
In this section, we assume that X is flat and f1, f2 are dependent of xn near the
boundary.
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Since X is flat, so σ(F ) = σL(F ) and |β| = −r, |δ| = −s. By (3.19), we have:
Lemma 6.1
Ωn−1,flat(f1, f2) =
∞∑
j,k=0
∑ (−i)n
α!β′!β′′!δ′!δ′′!(j + k + 1)!
∂j+β
′′
xn ∂
β′
x′ f1|xn=0×∂
α+δ′
x′ ∂
k+δ′′
xn f2|xn=0×
∫
|ξ′|=1
∫ +∞
−∞
trace
{
∂α+β
′
ξ′ ∂
δ′
η′
[
∂kξnπ
+
ξn
∂β
′′
ξn
σL(F )(ξ
′, ξn)× ∂
j+1+δ′′
ξn
σL(F )(η
′, ξn)
]
|ξ′=η′
}
dξnσ(ξ
′)dn−1x′,
(6.1)
where the sum is taken over |β′|+ β′′ + |δ′|+ δ′′ + |α| + j + k + 1 = n, |β′|+ β′′ ≥
1, |δ′|+ δ′′ ≥ 1, |α| ≥ 0.
Similar to Section 5, we want to give its explicit expression. Let:
φ˜(ξ′, ξn, u, v) :=
∑ 1
α!β′!β′′!δ′!δ′′!(j + k + 1)!
u(β
′,j+β′′)v(α+δ
′,k+δ′′)
×trace
[
∂α+β
′
ξ′ ∂
k
ξnπ
+
ξn
∂β
′′
ξn
σL(F )(ξ
′, ξn)× ∂
δ′
ξ′∂
j+1+δ′′
ξn
σL(F )(ξ
′, ξn)
]
with the sum as before and u, v ∈ Rn. One obtains:
Ωn−1,flat(f1, f2) = (−i)
n
[∑
Aa,b∂
a
xf1(x
′, 0)∂bxf2(x
′, 0)
]
dn−1x′
with
∑
Aa,bu
avb =
∫
|ξ′|=1
∫ +∞
−∞ φ˜(ξ
′, ξn, u, v)dξnσ(ξ
′).
Now,
φ˜(ξ′, ξn, u, v) =
∞∑
j,k=0
∑
β′′,δ′′
uj+β
′′
n v
k+δ′′
n
β′′!δ′′!(j + k + 1)!
φ˜j,k,β′′,δ′′(ξ
′, η′, ξn, u
′, v′)|η′=ξ′ (6.2)
with
φ˜j,k,β′′,δ′′(ξ
′, η′, ξn, u
′, v′) =
∑ 1
α!β′!δ′!
u′
β′
v′
α+δ′
×∂α+β
′
ξ′ ∂
δ′
η′trace
[
∂kξnπ
+
ξn
∂β
′′
ξn
σL(F )(ξ
′, ξn)× ∂
j+1+δ′′
ξn
σL(F )(η
′, ξn)
]
(6.3)
where the sum is taken over |β′|+ |δ′|+ |α| = n−(j+k+1)−β′′−δ′′ = s, |β′|+β′′ ≥
1, |δ′|+ δ′′ ≥ 1 for fixed j, k, β′′, δ′′.
Write
ψj,k,β′′,δ′′(ξ
′, η′, ξn) := trace
[
∂kξnπ
+
ξn
∂β
′′
ξn
σL(F )(ξ
′, ξn)× ∂
j+1+δ′′
ξn
σL(F )(η
′, ξn)
]
;
ψj,k,β′′,δ′′(ξ
′, η′, ξn, u
′, v′) := ψj,k,β′′,δ′′(ξ
′ + u′, η′ + v′, ξn);
Tsψj,k,β′′,δ′′(ξ
′, η′, u′, v′, ξn) :=
∑
|β|+|δ|=s
u′βv′δ
β!δ!
×trace
[
∂βξ′∂
k
ξnπ
+
ξn
∂β
′′
ξn
σL(F )(ξ
′, ξn)× ∂
δ
η′∂
j+1+δ′′
ξn
σL(F )(η
′, ξn)
]
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i.e. the term of order s in the Taylor expression of ψj,k,β′′,δ′′(ξ
′, η′, u, v, ξn). By (6.3),
φ˜j,k,β′′ 6=0,δ′′ 6=0(ξ
′, η′, ξn, u
′, v′) =
∑
|β′|+|δ′|+|α|=s
1
α!β′!δ′!
u′β
′
v′α+δ
′
×∂α+β
′
ξ′ ∂
δ′
η′ψβ′′ 6=0,δ′′ 6=0(ξ
′, η′, ξn)
Tsψβ′′ 6=0,δ′′ 6=0(ξ
′, η′, u′ + v′, v′) =
∑
|β|+|δ|=s
∑
β′+β′′=β
u′β
′
v′β
′′+δ
β′!β′′!δ!
∂β
′+β”
ξ′ ∂
δ
η′ψj,k,β′′ 6=0,δ′′ 6=0
= φ˜β′′ 6=0,δ′′ 6=0(ξ
′, η′, u′, v′, ξn). (6.4)
Let Ts,u(Ts,v) denote the term of order s in the Tayler expansion ψj,k,β′′,δ′′ minus the
terms with only powers of v (u) and T ′s denote the term of order s in the Tayler ex-
pansion ψj,k,β′′,δ′′ minus the terms with only powers of u or v. In a similar way, we get:
φ˜β′′=0,δ′′=0(ξ
′, η′, u′, v′, ξn) = T
′
sψβ′′=0,δ′′=0(ξ
′, η′, u′ + v′, v′)− T ′sψβ′′=0,δ′′=0(ξ
′, η′, v′, v′);
φ˜β′′=0,δ′′ 6=0(ξ
′, η′, u′, v′, ξn) = Ts,uψβ′′=0,δ′′ 6=0(ξ
′, η′, u′ + v′, v′)− Ts,uψβ′′=0,δ′′ 6=0(ξ
′, η′, v′, v′);
φ˜β′′ 6=0,δ′′=0(ξ
′, η′, u′, v′, ξn) = Ts,vψβ′′ 6=0,δ′′=0(ξ
′, η′, u′ + v′, v′)− Ts,vψβ′′ 6=0,δ′′=0(ξ
′, η′, v′, v′).
(6.5)
Summarizing, we have a similar result for manifolds with boundary to the theorem
4.2 in [14]:
Theorem 6.2
Ωn−1,flat(f1, f2) = (−i)
n
[∑
Aa,b∂
a
xf1(x
′, 0)∂bxf2(x
′, 0)
]
dn−1x′
with
∑
Aa,bu
avb =
∫
|ξ′|=1
∫+∞
−∞ φ˜(ξ
′, ξn, u, v)dξnσ(ξ
′) and φ˜(ξ′, ξn, u, v) is determined
by (6.2) (6.4) and (6.5).
The computation of ψj,k,β′′,δ′′(ξ
′, η′, ξn) is similar to the theorem 5.3.
7 The Computation of Ω2(f1, f2) when n = 3
In this section, we will give the global expression of Ω2(f1, f2) in three cases.
a) Flat and f1, f2 Are Independent of xn Near the Boundary.
By lemma 5.1 and n = 3, we have |δ′| = |β′| = 1, |α| = 0 and
Ω2,flat(f1, f2) =
2∑
i,j=1
(−i)3∂xif1(x
′, 0)∂xjf2(x
′, 0)
×
∫
|ξ′|=1
∫ +∞
−∞
∂ξi∂ηj
{
trace
[
π+ξ3σL(F )× ∂ξ3σL(F )
]}
|ξ′=η′dξ3σ(ξ
′)dx1 ∧ dx2.
In this subsection we denote
∣∣∣∣∣ ξ′=η′|ξ′|=1 by |⋆. Using the theorem 5.3, then for n =
3 ,m = 2 we have:
Dij : = ∂ξi∂ηj
{
trace
[
π+ξnσL(F )(ξ
′, ξn)× ∂ξnσL(F )(η
′, ξn)
]}
|⋆
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= ∂ξi
(
an,m
ξn − i|ξ′|
A
)
|⋆ =
[
ian,mξi
(ξn − i|ξ′|)2|ξ′|
A+
an,m
ξn − i|ξ′|
∂ξiA
]
|⋆,
where
A = ∂ηj
{
〈ξ′, η′〉+ i|ξ′|ξn
|η′|2 + ξ2n
[
1−
ξn(〈ξ
′, η′〉+ i|ξ′|ξn)
i|ξ′|(|η′|2 + ξ2n)
]}
= A1 −A2
and
A1 =
ξj(|η
′|2 + ξ2n)− 2ηj(〈ξ
′, η′〉+ i|ξ′|ξn)
(|η′|2 + ξ2n)
2
[
1−
ξn(〈ξ
′, η′〉+ i|ξ′|ξn)
i|ξ′|(|η′|2 + ξ2n)
]
A2 =
〈ξ′, η′〉+ i|ξ′|ξn
|η′|2 + ξ2n
ξn
i|ξ′|
ξj(|η
′|2 + ξ2n)− 2ηj(〈ξ
′, η′〉+ i|ξ′|ξn)
(|η′|2 + ξ2n)
2
.
Through the computation,
∂ξiA1|⋆ =
δij(1 + ξ
2
n)− 2ξiξj(1 + iξn)
(1 + ξ2n)
2
[
1−
ξn(1 + iξn)
i(1 + ξ2n)
]
;
A1|⋆ =
−iξj
(1− iξn)2(ξn + i)
; B1 := an,m∂ξi
(
A1
ξn − i|ξ′|
)
|⋆ =
ian,m
(ξn + i)2(ξn − i)2
(
δij −
iξiξj
ξn + i
)
;
A2|⋆ =
iξjξn
(1− iξn)3
; ∂ξiA2|⋆ =
ξn
i(1 + iξn)(1− iξn)3
[δij(1− iξn)− 2ξiξj];
B2 := an,m∂ξi
(
A2
ξn − i|ξ′|
)
|⋆ =
an,mξn
(ξn + i)2(ξn − i)2
(
δij −
iξiξj
ξn + i
)
;
Dij = B1 −B2 =
an,m
(ξn − i)(ξn + i)2
(
−δij +
iξiξj
ξn + i
)
.
Using the fact that
∫
|ξ′|=1 ξiξjσ(ξ
′) = πδij and
∫
|ξ′|=1 σ(ξ
′) = 2π where |ξ′| = 1 is the
unit circle, we have i = j and
Ω2,flat(f1, f2) =
2∑
j=1
(−i)3∂xjf1(x
′, 0)∂xjf2(x
′, 0)
∫
|ξ′|=1
∫ +∞
−∞
Djjdξ3σ(ξ
′)dx1 ∧ dx2
= i
2∑
j=1
∂xjf1(x
′, 0)∂xjf2(x
′, 0)
∫
|ξ′|=1
∫
Γ+
a3,2
−1 +
iξ2j
ξn+i
(ξn − i)(ξn + i)2
dξ3σ(ξ
′)dx1 ∧ dx2
= i
2∑
j=1
∂xjf1(x
′, 0)∂xjf2(x
′, 0)
a3,2πi
2
[
−
1
2
∫
|ξ′|=1
ξ2jσ(ξ
′) +
∫
|ξ′|=1
σ(ξ′)
]
= −3π2
2∑
j=1
∂xjf1(x
′, 0)∂xjf2(x
′, 0)dx1 ∧ dx2
= −3π2d(f1|Y ) ∧ ⋆d(f2|Y ),
because X is flat and a3,2 = 4.
b) Flat and f1, f2 Are Dependent of xn Near the Boundary.
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Since n = 3 and |β| ≥ 1, |δ| ≥ 1, so we have |δ| = |β| = 1, |α| = j = k = 0. By
Lemma 6.1, then:
Ω2,flat(f1, f2) =
∑
|β|=1
∑
|δ|=1
(−i)3∂β
′′
xn
∂β
′
x′ f1(x
′, 0)∂δ
′
x′∂
δ′′
xn
f2(x
′, 0)×
∫
|ξ′|=1
∫ +∞
−∞
∂β
′
ξ′ ∂
δ′
η′
{
trace
[
π+ξn∂
β′′
ξn
σL(F )(ξ
′, ξn)× ∂
1+δ′′
ξn
σL(F )(η
′, ξn)
]}
|ξ′=η′dξnσ(ξ
′)dx1∧dx2
= D1 +D2 +D3 +D4,
where
D1 =
∑
|β′|=1
∑
|δ′|=1
(−i)3∂β
′
x′ f1(x
′, 0)∂δ
′
x′f2(x
′, 0)×
∫
|ξ′|=1
∫ +∞
−∞
∂β
′
ξ′ ∂
δ′
η′
{
trace
[
π+ξnσL(F )(ξ
′, ξn)× ∂ξnσL(F )(η
′, ξn)
]}
|ξ′=η′dξnσ(ξ
′)dx1∧dx2;
D2 =
∑
|β′|=1
(−i)3∂β
′
x′ f1(x
′, 0)∂xnf2(x
′, 0)×
∫
|ξ′|=1
∫ +∞
−∞
∂β
′
ξ′
{
trace
[
π+ξnσL(F )(ξ
′, ξn)× ∂
2
ξn
σL(F )(η
′, ξn)
]}
|ξ′=η′dξnσ(ξ
′)dx1 ∧ dx2;
D3 =
∑
|δ′|=1
(−i)3∂xnf1(x
′, 0)∂δ
′
x′f2(x
′, 0)×
∫
|ξ′|=1
∫ +∞
−∞
∂δ
′
η′
{
trace
[
π+ξn∂ξnσL(F )(ξ
′, ξn)× ∂ξnσL(F )(η
′, ξn)
]}
|ξ′=η′dξnσ(ξ
′)dx1∧dx2;
D4 = (−i)
3∂xnf1(x
′, 0)∂xnf2(x
′, 0)×∫
|ξ′|=1
∫ +∞
−∞
trace
[
π+ξn∂ξnσL(F )(ξ
′, ξn)× ∂
2
ξnσL(F )(ξ
′, ξn)
]
dξnσ(ξ
′)dx1 ∧ dx2.
Observation: D1 = −3π
2d(f1|Y ) ∧ ⋆d(f2|Y ) by case a). In order to compute D2,
we must compute trace[π+ξnσL(F )(ξ
′, ξn) × ∂
2
ξn
σL(F )(η
′, ξn)]. Instead of the way of
Theorem 5.3, we compute π+ξnσL(F )(ξ
′, ξn) firstly. Let p(ξ
′, ξn) = ε(ξ)l(ξ) − l(ξ)ε(ξ)
be a polynomial with matrices as coefficients where ε(ξ) and l(ξ) are the exterior and
interior multiplications respectively, then
σL(F ) =
p(ξ′, ξn)
|ξ′|2 + ξ2n
by Proposition 3.1 in [14]. By (2.1), we have:
π+ξn
[
p(ξ′, ξn)
|ξ′|2 + ξ2n
]
=
p(ξ′, i|ξ′|)
2i|ξ′|(ξn − i|ξ′|)
;
∂2ξnσL(F )(η
′, ξn) =
∂2ξnp(η
′, ξn)
|η′|2 + ξ2n
−
4ξn∂ξnp(η
′, ξn)
(|η′|2 + ξ2n)
2
−
2|η′|2 − 6ξ2n
(|η′|2 + ξ2n)
3
p(η′, ξn).
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Using | instead of taking ξn = i|ξ
′|, ηn = ξn, by Theorem 4.3 of [14] (n=odd case),
then
T := trace[p(ξ)× p(η)] = an,m〈ξ, η〉
2 + bn,m|ξ|
2|η|2
so,
T | = an,m
[
〈ξ′, η′〉+ i|ξ′|ξn
]2
; ∂ηnT | = 2ian,m|ξ
′|
[
〈ξ′, η′〉+ i|ξ′|ξn
]
; ∂2ηnT | = −2an,m|ξ
′|2;
trace
[
π+ξnσL(F )(ξ
′, ξn)× ∂
2
ξnσL(F )(η
′, ξn)
]
=
1
2i|ξ′|(ξn − i|ξ′|)
×
[
1
|η′|+ ξ2n
∂2ηnT |
−
4ξn
(|η′|2 + ξ2n)
2
∂ηnT | −
2|η′|2 − 6ξ2n
(|η′|2 + ξ2n)
3
T |
]
, (7.1)
then compute the partial derivative ∂ξi of (7.1) and take ξ
′ = η′ and |ξ′| = 1, we have
the result has form ξif(ξn). Using
∫
|ξ′|=1 ξiσ(ξ
′) = 0, so D2 = 0. Similarly, we have
D3 = 0. In order to compute D4, we’ll compute
trace[π+ξn∂ξnσL(F )(ξ
′, ξn)× ∂
2
ξnσL(F )(ξ
′, ξn)]
. Since
π+ξn∂ξnσL(F )(ξ
′, ξn) = π
+
ξn
[
∂ξnp(ξ
′, ξn)
|ξ′|2 + ξ2n
−
2ξnp(ξ
′, ξn)
(|ξ′|2 + ξ2n)
2
]
;
π+ξn
[
∂ξnp(ξ
′, ξn)
|ξ′|2 + ξ2n
]
=
∂ξnp(ξ
′, ξn)|ξn=i|ξ′|
2i|ξ′|(ξn − i|ξ′|)
;
π+ξn
[
2ξnp(ξ
′, ξn)
(|ξ′|2 + ξ2n)
2
]
=
p(ξ′, i|ξ′|)
2i|ξ′|(ξn − i|ξ′|)2
+
∂ξnp(ξ
′, ξn)|ξn=i|ξ′|
2i|ξ′|(ξn − i|ξ′|)
,
so,
π+ξn∂ξnσL(F )(ξ
′, ξn) =
−p(ξ′, i|ξ′|)
2i|ξ′|(ξn − i|ξ′|)2
. (7.2)
Using (7.2), then
trace[π+ξn∂ξnσL(F )(ξ
′, ξn)× ∂
2
ξn
σL(F )(ξ
′, ξn)]
= trace
{
−p(ξ′, i|ξ′|)
2i|ξ′|(ξn − i|ξ′|)2
×
[
∂2ξnp(ξ
′, ξn)
|ξ′|2 + ξ2n
−
4ξn∂ξnp(ξ
′, ξn)
(|ξ′|2 + ξ2n)
2
−
2|ξ′|2 − 6ξ2n
(|ξ′|2 + ξ2n)
3
p(ξ′, ξn)
]}
= ian,m
[
1
(1 + iξn)2(1 + ξ2n)
+
4iξn
(1 + ξ2n)
2(1 + iξn)
+
1− 3ξ2n
(1 + ξn)3
]
.
Integrate with respect to ξn, then
ian,m
∫
Γ+
[
1
(1 + iξn)2(1 + ξ2n)
+
4iξn
(1 + ξ2n)
2(1 + iξn)
+
1− 3ξ2n
(1 + ξn)3
]
dξn = 3πi.
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So,
D4 = (−i)
3∂xnf1(x
′, 0)∂xnf2(x
′, 0)
∫
|ξ′|=1
3πiσ(ξ′)dx1 ∧ dx2
= −6π2∂xnf1(x
′, 0)∂xnf2(x
′, 0)dx1 ∧ dx2
= −6π2∂xnf1(x
′, 0)∂xnf2(x
′, 0)VolY .
Then we deduce the formula:
Ω2,flat(f1, f2) = D1+D4 = −3π
2d(f1|Y )∧ ⋆d(f2|Y )− 6π
2∂xnf1(x
′, 0)∂xnf2(x
′, 0)VolY .
(7.3)
Remark: X has the product structure near the boundary, so ∂xnfi|xn=0 ∈ C
∞(Y ).
c) Non-flat Case
Since n = 3 and r ≤ −1, s ≤ −1, so r = s = −1, |α| = k = j = 0 and
|β| = |δ| = 1, by (3.19) we have:
Ω2(f1, f2) =
∑
|β|=1
∑
|δ|=1
(−i)3∂βxf1(x
′, 0)∂δxf2(x
′, 0)×
∫
|ξ′|=1
∫ +∞
−∞
trace
[
π+ξn∂
β
ξ σL(F )(ξ
′, ξn)× ∂ξn∂
δ
ξσL(F )(ξ
′, ξn)
]
dξnσ(ξ
′)dx1∧dx2. (7.4)
Observe: (7.4) is similar to case b) and the only difference is that σL(F ) is depen-
dent of x. In the spirit of [10], we compute this form by the normal coordinate way.
In (7.4), there is no derivative ∂xi with respect to trace, so we take the normal
coordinate and take boundary point x = x0. Then g
ij(x0) = δij where [g
ij ] is the
inverse matrix of metric matrix and this case is same to the case b). Whereas:
df1(x
′, 0) ∧ ⋆df2(x
′, 0)|x0 =
2∑
i,j=1
∂xif1(x0)∂xjf2(x0)g
ij(x0)det
1
2 [gij(x0)]dx1 ∧ dx2
=
2∑
i=1
∂xif1(x0)∂xif2(x0)dx1 ∧ dx2
and VolY |x0 = dx1 ∧ dx2, so (7.3) is correct in this case. By [3],
Ω2(f1|Y , f2|Y ) = −8πd(f1|Y ) ∧ ⋆d(f2|Y ),
then we obtain:
Theorem 7.1 Suppose that (X, g) is a 3-dimensional compact oriented Riemannian
manifold with boundary Y and has product metric near the boundary, then we have:
Ω2(f1, f2) = −3π
2d(f1|Y ) ∧ ⋆d(f2|Y )− 6π
2∂xnf1(x
′, 0)∂xnf2(x
′, 0)VolY
=
3
8
πΩ2(f1|Y , f2|Y )− 6π
2∂xnf1(x
′, 0)∂xnf2(x
′, 0)VolY ,
W˜res(π+f0[π
+F, π+f1][π
+F, π+f2])
= −3π2
∫
Y
f0|Y
[
d(f1|Y ) ∧ ⋆d(f2|Y ) + 2∂xnf1(x
′, 0)∂xnf2(x
′, 0)VolY
]
. (7.5)
19
The above formula is the generalization to manifolds with boundary of idea in [3]
when n = 3. By [3], Ω2(f1|Y , f2|Y ) is conformally invariant. So although Ω2(f1, f2)
is not a conformal invariant, but we have:
Corollary 7.2
Ω2(f1, f2) + 6π
2∂xnf1(x
′, 0)∂xnf2(x
′, 0)VolY
is a conformal invariant of (X, g).
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