An (n, k)-Poisson Multinomial Distribution (PMD) is the distribution of the sum of n independent random vectors supported on the set B k = {e1, . . . , e k } of standard basis vectors in R k . We show that any (n, k)-PMD is poly( k σ )close in total variation distance to the (appropriately discretized) multi-dimensional Gaussian with the same first two moments, removing the dependence on n from the Central Limit Theorem of Valiant and Valiant. Interestingly, our CLT is obtained by bootstrapping the Valiant-Valiant CLT itself through the structural characterization of PMDs shown in recent work by Daskalakis, Kamath and Tzamos. In turn, our stronger CLT can be leveraged to obtain an efficient PTAS for approximate Nash equilibria in anonymous games, significantly improving the state of the art, and matching qualitatively the running time dependence on n and 1/ε of the best known algorithm for two-strategy anonymous games. Our new CLT also enables the construction of covers for the set of (n, k)-PMDs, which are proper and whose size is shown to be essentially optimal. Our cover construction combines our CLT with the Shapley-Folkman theorem and recent sparsification results for Laplacian matrices by Batson, Spielman, * and Srivastava. Our cover size lower bound is based on an algebraic geometric construction. Finally, leveraging the structural properties of the Fourier spectrum of PMDs we show that these distributions can be learned from O k (1/ε 2 ) samples in poly k (1/ε)-time, removing the quasi-polynomial dependence of the running time on 1/ε from prior work.
INTRODUCTION
The Poisson Multinomial Distribution (PMD) is the multidimensional generalization of the more familiar Poisson Binomial Distribution (PBD). To illustrate its meaning, consider a city of n people and k newspapers. Suppose that person i has his own proclivity to buy each newspaper, so that his purchase each day can be modeled as a random vector Xialso called a Categorical Random Variable (CRV) -taking values in the set B k = {e1, . . . , e k } of standard basis vectors in R k . 1 If people buy their newspapers independently, the total circulation of newspapers is the sum X = i Xi. The distribution of X is a (n, k)-PMD, and we need n · (k − 1) parameters to describe it. When k = 2, the distribution is called an n-PBD. When people have identical proclivities to buy the different newspapers, the distribution degenerates to the more familiar Multinomial (general k) or Binomial (k = 2) distribution. 2 In other words, n-PBDs are distributions of sums of n independent, not necessarily identically distributed Bernoullis, while (n, k)-PMDs are their multi-dimensional generalization, where we are summing independent categorical random variables. As such, these distributions are one of the most widely studied multi-dimensional families of distributions.
In Probability theory, a large body of literature aims at approximating PMDs via simpler distributions. The Central Limit Theorem (CLT) informs us that the limiting behavior of an appropriately normalized PMD, as n → ∞, is a multidimensional Gaussian, under conditions on the eigenvalues of the summands' covariance matrices; see e.g. [VdV00] . The rate of convergence in the CLT is quantified by multidimensional Berry-Esseen theorems. As PMDs are discrete, while Gaussians are continuous distributions, such theorems typically bound the maximum difference in probabilities assigned by the two distributions to convex subsets of R k . Again, these bounds degrade as the PMD's covariance matrix tends to singularity; see e.g. [Ben05, CST14] . Similarly, approximations of PMDs via multivariate Poisson [Bar88, DP88] , multinomial [Loh92] , and other discrete distributions has been intensely studied, often using Stein's method.
In theoretical computer science, PMDs are commonly used in the analysis of randomized algorithms, often through large deviation inequalities. They have also found applications in algorithmic problems where one is looking for a collection of random vectors optimizing a certain probabilistic objective, or satisfying probabilistic constraints. For example, understanding the behavior of PMDs has led to polynomialtime approximation schemes for anonymous games [Mil96, Blo99, Blo05, Kal05, DP07, DP08, DP09], despite the PPADcompleteness of their exact equilibria [CDO15] . Anonymous games are games where a large number n of players share the same k strategies, and each player's utility only depends on his own choice of strategy and the number of other players that chose each of the k strategies. In particular, the expected payoff of each player depends on the PMD resulting from the mixed strategies of the other players. It turns out that understanding the behavior of PMDs provides a handle on the computation of approximate Nash equilibria. One of our main contributions is to advance the state of the art for computing approximate Nash equilibria in anonymous games. We will come to this contribution shortly.
A New CLT.
Recently Valiant and Valiant have used PMDs to obtain sample complexity lower bounds for testing symmetric properties of distributions [VV11] . The workhorse in their lower bounds is a new CLT bounding the total variation distance between a (n, k)-GMD and a multidimensional Gaussian with the same mean vector and covariance matrix. Since they are comparing a discrete to a continuous distribution under the total variation distance, they need to discretize the Gaussian by rounding its coordinates to their closest point in the integer lattice. If X is distributed according to some (n, k)-GMD with mean vector µ and covariance matrix Σ, and Y is distributed according to the multi-dimensional Gaussian N (µ, Σ), [VV11] shows that:
dTV(X, Y ) ≤ k 4/3 σ 1/3 · 2.2 · (3.1 + 0.83 log n) 2/3 , (1)
where σ 2 is the minimum eigenvalue of Σ and Y denotes the rounding of Y to the closest point in the integer lattice.
The dependence of the bound on the dimension k and the minimum eigenvalue σ 2 is necessary, and quite typical of Berry-Esseen type bounds. Answering a question raised in [VV11] , we prove a qualitatively stronger CLT by showing that the explicit dependence of the bound on n can be removed (hence, the CLT is "size-free").
Theorem 1 (Size-free CLT). Suppose that X is distributed according to some (n, k)-GMD with mean µ and covariance matrix Σ, and Y ∼ N (µ, Σ). There exists some constant C > 0 such that
where σ 2 is the minimum eigenvalue of Σ.
Interestingly, Theorem 1 is proven by bootstrapping the Valiant-Valiant CLT itself. Indeed, this CLT was used as one of the key ingredients in a recent structural characterization of PMDs [DKT15] , where it was shown that any (n, k)-Poisson multinomial random vector is ε-close in total variation distance to the sum of an (appropriately discretized) Gaussian and a (poly(k/ε), k)-Poisson multinomial random vector; see Theorem 6. In turn, we prove Theorem 1 by using Theorem 6 as a black box.
We start with an invocation of the structural characterization for some ε = poly(k/σ). With a judicious such choice of ε, the structural result approximates an arbitrary (n, k)-Poisson multinomial random vector X (to within poly(k/σ) in total variation distance) by the sum G + P of a discretized Gaussian G and a (o(σ), k)-Poisson multinomial random vector P . As P has too few components, namely o(σ), we show that G must account for the variance of X, which is at least σ 2 in all directions. Next, since G has variance Ω(σ 2 ) in all directions and P has variance o(σ 2 ), we can show that G swamps P , in that dTV(G, G + P ) is small, using Proposition 6. So dTV(X, G) is also small by triangle inequality. The remaining step is to argue that G can be replaced by a discretized multidimensional Gaussian with the same first two moments as X. This is done in two parts. First, since X and G are close in total variation distance, we can argue that their first two moments are close using Proposition 8. Then, we relate G to a discretized Gaussian with the same mean and covariance as X using Lemma 2, which bounds the total variation distance between two Gaussians with similar moments. Finally, we need to argue that the resulting Gaussian can be trivially discretized to the integer lattice, obviating the need for a more sophisticated structure preserving rounding.
For more details on our proof's approach, see Section 3.
In the remainder of this section we discuss the algorithmic applications of our CLT, concluding with our improved algorithms for learning PMDs using Fourier analysis.
Anonymous Games.
We have already discussed anonymous games earlier in this section, where we have also explained their relation to PMDs. In particular, the expected utility ui of some player i in a n-player k-strategy anonymous game only depends on his own choice of mixed strategy Xi and the (n − 1, k)-Poisson multinomial random vector j =i Xj aggregating the mixed strategies of his opponents. It is therefore natural to expect that a better understanding of the structure of PMDs could lead to improved algorithms for computing Nash equilibria in these games. Indeed, earlier work [DP08, DP15] has exploited this connection to obtain algorithms for approximate Nash equilibria, whose running time is
While clearly of theoretical interest, this bound shows that anonymous games are one of the few classes of games where approximate equilibria can be efficiently computed, while exact equilibria are PPAD-hard [CDO15] , even for n-player 7-strategy anonymous games. Exploiting our CLT we obtain a significant improvement over [DP08] .
Theorem 2 (Equilibria in Anonymous Games). An ε-approximate Nash equilibrium of an n-player k-strategy anonymous games whose utilities are in [0, 1] can be computed in time: 3
(3)
The salient feature of Theorem 2 is the polynomial dependence of the running time on n and its quasi-polynomial dependence on ε −1 . In terms of these dependencies our algorithm matches the best known algorithm for 2-strategy anonymous games [DP09] , where much more is known given the single-dimensional nature of (n, 2)-PMDs. Moreover, the recent hardness results for anonymous games [CDO15] establish that not only finding an exact but also a 2 n a -approximate Nash equilibrium is PPAD-hard. An interesting corollary of Theorem 2 is that this cannot be pushed to poly(1/n)-approximations, unless PPAD can be solved in quasi-polynomial time.
Corollary 1 (Non-PPAD Hardness of FPTAS).
Unless PPAD ⊆ Quasi-PTIME, it is not PPAD-hard to find a poly(1/n)-approximate Nash equilibrium in anonymous games, for any poly(·).
It is interesting to contrast this corollary with normal-form games where it is known that computing inverse polynomial approximations is PPAD-hard [DGP09, CDT09] .
From a technical standpoint, our algorithm for anonymous games uses the structural understanding of PMDs as follows. Since every player views the aggregate strategies of the other players as a PMD, one approach would be to guess each player's view using a cover as developed in [DKT15] . However, this approach gives a runtime which is exponential in n, since it requires us to enumerate the cover for each player. An alternative approach is to guess the overall PMD which occurs at a Nash equilibrium, and guess appropriate "corrections" that allow us to infer each player's view. To do this, we must find an alternative PMD which approximately matches the PMD at Nash in the following sense:
• The PMD that results by removing the CRV corresponding to a player should be close to the view that the player observes;
• A player's CRV must only assign probability to strategies which are approximate best responses to his view.
It turns out that these conditions can be satisfied by using a careful dynamic program together with the structural understanding provided by [DKT15] and the CLT of Theorem 1. According to this structural result, we can partition the players into a "sparse" and a "Gaussian" component. Moreover, our CLT implies that matching the first two moments of the Gaussian suffices to approximate this component. This allows us to perform guesses at a different granularity for the sparse and Gaussian components. Roughly speaking, our dynamic program guesses a succinct representation of the two components and tries to compute CRVs which obey this representation and satisfy the conditions outlined above. For more details on our PTAS, refer to Section 4.
Proper Covers.
The second application of our CLT is to obtain proper covers for the set S n,k of (n, k)-PMDs. A proper ε-cover of S n,k , in total variation distance, is a subset S n,k,ε ⊆ S n,k such that for all (X1, . . . , Xn) ∈ S n,k there exists some (Y1, . . . , Yn) ∈ S n,k,ε such that dTV i Xi, i Yi ≤ ε. We show the following:
Theorem 3 (Proper Cover). For all n, k ∈ N, and ε > 0, there exists a proper ε-cover, in total variation distance, of the set of all (n, k)-PMDs whose size is
(4)
Moreover, we can efficiently enumerate this cover in time polynomial in its size.
It is important to contrast Theorem 3 with Theorem 2 in [DKT15] , which provides a non-proper cover whose size is similar, albeit with a leading factor of n O(k 2 ) . Instead, our cover is proper, which is important for approximation algorithms that require searching over PMDs. Its dependence on n is also optimal, as the number of (n, k)-PMDs whose summands are deterministic is already n Ω(k) . Moreover, we provide a lower bound for the dependence on 1/ε, establishing that the quasi-polynomial dependence is also essentially optimal.
Theorem 4 (Cover Size Lower Bound). For any n, k ∈ Z, ε > 0 such that n > 2 log k (1/ε), there exist (n, k)-PMDs Z1, . . . , Zs such that for 1 ≤ i < j ≤ s, dT V (Zi, Zj) ≥ ε and s = Ω k (n k−1 · 2Ω (log k−1 (1/ε)) ). Thẽ Ω in the exponent hides factors of poly(log log(1/ε)) and dependence on k.
We describe our proper cover construction in two parts. First, we give details on how to construct a non-proper cover of size n O(k) . The main tool we use is the existence of spectral sparsifiers for Laplacian matrices.
Further details on our non-proper construction are provided in Section 5.
We then show how to convert each element of this improper cover back to a PMD. We bypass the difficulty involved with a non-convex optimization problem by exploiting the "almost convexity" of the Minkowski sum as guaranteed by the Shapley-Folkman lemma. Details on this conversion process are provided in Section 6. Our lower bound is described further in Section 7. Our technique shows a lower bound on the metric entropy of a polynomial map of the moments of PMDs using an extension of Bézout's theorem and other tools from algebraic geometry.
Learning.
Finally, we give a new learning algorithm for PMDs:
Theorem 5. For all n, k ∈ N and ε > 0, there is a learning algorithm for (n, k)-PMDs with the following properties:
Xi be any (n, k)-Poisson multinomial random vector. The algorithm uses poly(k,log(1/ε)) k ε 2 samples from X, runs in time 4 poly k ε k 2 and with probability at least 9/10 outputs a (succinct description of a) random vectorX such that dTV(X,X) ≤ ε.
This improves the learning algorithm from [DKT15] by eliminating the superpolynomial dependence on ε in the running time that was obtained in that paper. Our algorithm exploits properties of the continuous Fourier transform of a PMD, as opposed to recent work by Diakonikolas, Kane and Stewart on learning univariate sums of independent integer random variables, which uses the discrete Fourier transform [DKS15] . They also apply similar discrete Fourier techniques in their simultaneous work on PMDs [DKS16] .
We note that such Fourier-based learning algorithms may simply output a description of the Fourier transform of a distribution. This allows one to compute the PMF of the distribution at any point of interest, but it is not obvious how to sample from such a description. Our algorithm outputs an explicit description of a distribution, which allows one to efficiently (i.e., in time independent of n) draw samples from the distribution. In contrast, they output the Fourier transform of a distribution and describe how to sample from it.
For more details on our learning algorithm, refer to Section 8.
Comparison of Results with [DKS16]
Simultaneous to our work, Diakonikolas, Kane, and Stewart also studied Poisson Multinomial distributions [DKS16] . In this section, we describe and compare their results with ours. While both papers independently prove many qualitatively similar results, the techniques are quite different, and thus both may be of independent interest.
Both papers prove new CLTs, which manage to remove the dependence on n which is found in the CLT of [VV11] , while the dependence on k and 1/σ remains polynomial. Additionally, both works improve upon the previous best covers for PMDs [DKT15] . First, both manage to reduce the size of the cover -interestingly, the two improvements seem to be orthogonal. Our result improves the dependence on n from n k 2 to n O(k) , while theirs improves the dependence on k and 1/ε
. 5 Furthermore, both papers describe how to efficiently achieve a proper cover of this size. These cover sizes are asymptotically optimal, as shown by lower bounds in both papers. In particular, the double-exponential dependence in k is necessary. Both works also consider the problem of finding approximate equilibria in anonymous games. The complexity of both algorithms is roughly comparable to the PMD cover size. Finally, both papers study the learning of PMDs, obtaining algorithms with sample complexity poly(k, log(1/ε)) k /ε 2 . The runtime of our algorithm is poly(k/ε) k 2 , and the runtime of their algorithm is poly(k, log(1/ε)) k /ε 2 · log n, both in the standard word RAM model.
PRELIMINARIES

Definitions
We consider several distribution classes, including k-CRVs, (n, k)-PMDs, and (n, k)-GMDs. Informal definitions have already been provided above, for formal definitions see the full version of this paper. In this section, we highlight the Gaussian distributions which are used to approximate PMDs.
First, since we wish to approximate a PMD in total variation distance, it is clear that we must use a discrete distribution. As such, we require a discretized Gaussian, which rounds samples from a Gaussian to the nearest integer point.
Definition 1. The k-dimensional Discretized Gaussian Distribution with mean µ and covariance matrix Σ, denoted N (µ, Σ) , is the distribution with support Z k obtained by sampling according to the k-dimensional Gaussian N (µ, Σ), and then rounding each coordinate to the nearest integer.
We note that this is insufficient to approximate a PMD, due to two main issues. First, a sample from an (n, k)-PMD always has coordinates which sum to n, which is in general not true for a sample from a discretized Gaussian. Furthermore, subsets of the CRVs which comprise a PMD may have disjoint supports, which give us multiple such "sum constraints." As such, we use a class of distributions which may accomodate these requirements: Gaussians with a structure preserving rounding, as introduced in [DKT15].
Definition 2. The structure preserving rounding of a multidimensional Gaussian Distribution takes as input a multi-dimensional Gaussian N (µ, Σ) with Σ in block-diagonal form. It chooses one coordinate as a "pivot" in each block, samples from the Gaussian ignoring these pivots and rounds each value to the nearest integer. Finally, the pivot coordinate of each block is set by taking the difference between the sum of the means and the sum of the values sampled within the block.
Miscellaneous Lemmata
We will use the following tools for bounding total variation distance between various random variables.
Lemma 1 (Data Processing Inequality). Let X, X be two random variables over a domain Ω. Fix any (possibly randomized) function F on Ω (which may be viewed as a distribution over deterministic functions on Ω) and let F (X) be the random variable such that a draw from F (X) is obtained by drawing independently x from X and f from F and then outputting f (x) (likewise for F (X )). Then we have
Then for an absolute constant C0 ≤ 0.56,
Proposition 2 (Proposition 32 in [VV10] ). Given two
In addition, we prove the following general purpose lemma showing that two multivariate Gaussians with spectrallyclose moments are close in total variation distance. This is intended to be a multivariate version of Proposition B.4 of [DDO + 13] , which proves a similar statement for univariate Gaussians. The proof appears in the full version of this paper.
Lemma 2. Suppose there exist two k-dimensional Gaussians, X ∼ N (µ1, Σ1) and Y ∼ N (µ2, Σ2), such that for all unit vectors v,
Results on PMDs from [DKT15]
Our work builds upon recent structural results on PMDs [DKT15] . We recall some of the key results which we will refer to in this paper.
Two key parameters used in this paper are c = c(ε, k) = poly(ε/k) and t = t(ε, k) = poly(k/ε), set as c = ε 2 k 5 1+δc and t = k 19 cε 6 1+δ t , for constants δc, δt > 0. The main tool from this paper we will use is the structural characterization, stating that every PMD is close to the sum of an appropriately discretized Gaussian and a "sparse" PMD.
Theorem 6 (Theorem 5 from [DKT15] ). For parameters c and t as described above, every (n, k)-Poisson multinomial random vector is ε-close to the sum of a Gaussian with a structure preserving rounding and a (tk 2 , k)-Poisson multinomial random vector. For each block of the Gaussian, the minimum non-zero eigenvalue of Σi is at least tc 2k 4 . Finally, we will also use their rounding procedure, which relates a PMD to a nearby PMD with all parameters either equal to or sufficiently far from 0 and 1:
Lemma 3 (Lemma 1 from [DKT15] ). For any c ≤ 1 2k , given access to the parameter matrix ρ for an (n, k)-PMD M ρ , we can efficiently construct another (n, k)-PMD Mρ, such that, for all i, j,ρ(i, j) ∈ (0, c), and dTV M ρ , Mρ < O c 1/2 k 5/2 log 1/2 1 ck .
A SIZE-FREE CLT
We overview our proof of Theorem 1. Recall that the Central Limit Theorem of Valiant and Valiant, (1), has a poly-logarithmic dependence on the size parameter of the GMD. Their work raised the question whether this CLT could be made size-independent, and we resolve this conjecture by showing that it can be. This qualitative improvement comes at a quantitative loss in the polynomial dependence of the bound on the parameters k and σ 2 .
Our CLT builds off of the structural result of [DKT15] , Theorem 6, which we use as a black box. This structural result says that every (n, k)-PMD is ε-close to the sum of an appropriately discretized Gaussian and a (poly(k/ε), k)-PMD. We note that the statement of Theorem 6 does not tell us anything about the moments of this Gaussian and sparse PMD, while our new CLT requires that the discretized Gaussian has the same moments as the original PMD. We prove this CLT in two steps. First, we show that the original PMD X and the discretized Gaussian from the cover G are close in total variation distance, i.e., we show that we can "drop" the sparse PMD component from Theorem 6 in the relevant approximation regime. Then, we bound the distance between the discretized Gaussian from the cover, G, and a discretized Gaussian with the same mean and covariance as the original PMD, GX . The proof is concluded by combining these two bounds using the triangle inequality.
To bound the distance between the original PMD X and the discretized Gaussian from the cover G, we start by invoking Theorem 6 with parameter ε = poly(k/σ). This tells us that the PMD is close to the sum of a discretized Gaussian with a structure preserving rounding G and a "sparse" PMD P , which has size parameter at most some poly(σ) = o(σ). We first show that the structure preserving rounding only has a single block in its structure. This is proved by contradiction. If there were multiple blocks in the structure, there would exist some direction v in which G contributes 0 variance. Since P is sparse, it can contribute at most o(σ) variance when projected in direction v. However, we know that X had at least σ 2 variance in direction v. By projecting both X and P in direction v and applying Berry-Esseen's theorem, we can show that such a large discrepancy in the variance implies large Kolmogorov distance between the projections, see Proposition 5. This acts as a certificate demonstrating a large total variation distance, contradicting our invocation of Theorem 6, and thus the Gaussian has a single block in its structure. By a similar contradiction argument, we can also argue that G has a large variance (Ω(σ 2 )) when projected in any direction. Since G's variance is at least Ω(σ 2 ) in any direction, while P is only supported over {0, . . . , o(σ)} k , it can be shown that P 's contribution to the distribution is negligible using Proposition 6, and thus we can remove it at low cost; i.e. dTV(G + P, G) is small. Since Theorem 6 implied that dTV(X, G + P ) was small, by triangle inequality, we have shown that the original PMD X and the discretized Gaussian from the cover G are close in total variation distance.
Next, we bound the distance between the discretized Gaussian from the cover, G, and a discretized Gaussian with the same moments as the original PMD, GX . At this point, we know that X and G are close in total variation distance. By projecting both distributions in some direction and considering true Gaussians with the same moments as X and G, it can be shown that the first two moments are similar in this direction -otherwise, the true Gaussians would be far from each other in the Kolmogorov metric. This implies that the first two moments of X and G are close in every direction, as guaranteed by Proposition 8. Applying Lemma 2 tells us that bona-fide Gaussians with moments which are close in every direction are therefore close in total variation distance. The proof is concluded by applying the Data Processing inequality, which shows that the corresponding discretized Gaussians G and GX are close as well.
We state and prove many useful lemmas in Section 3.1, which we combine to complete the proof of Theorem 1 in Section 3.2.
Useful Lemmas
The following two propositions bound the Kolmogorov distance between a univariate Gaussian and the projection of a GMD or a discretized Gaussian, respectively.
Proposition 3. Suppose that there exists an (n, k)-generalized multinomial random vector X, with mean vector µ and covariance matrix Σ. Then for any unit vector v,
Proof. We apply the Berry-Esseen theorem (Proposition 1). Let Yi = Xi − E[Xi] to recenter the random variables, and we will now compare Y = i Yi with N (0, v T Σv). We
3 , this implies that ρi ≤ √ 2σ 2 i , and thus the Berry-Esseen bound gives
Proposition 4. Suppose there exists a random variable X ∼ N (µ, Σ) . Then for any unit vector v,
Using F to denote the corresponding CDFs, this stochastic dominance condition implies that for any y ∈ R,
because the two distributions are univariate Gaussians with the same variance (which is at least σ 2 ) and means shifted by √ k. This implies
as desired.
The following proposition compares a Gaussian X and an arbitrary distribution Y . It shows that if Y 's variance is much smaller than X's, then they must be far in Kolmogorov distance.
Proposition 5. Suppose there exists a univariate Gaussian X with variance σ 2 X , and a distribution Y with variance σ 2 Y < σ 2 X . Then the Kolmogorov distance between X and Y is at least
Proof. We consider the event that a sample falls in an interval of width 2k centered at E[Y ]. As a certificate of a large Kolmogorov distance between X and Y , we show that the probability assigned to this interval is very different for X versus Y .
First, by Chebyshev's inequality, we know that
On the other hand, we know that
where the last inequality uses the Taylor expansion of the error function.
The difference in probability assigned to this interval is at least
2πσX .
, as desired.
The following proposition tells us if we are considering the sum of two random variables, one being a Gaussian with a large variance and one being an arbitrary distribution with a small support, we can remove all contribution from the distribution with small support and not pay a large cost in total variation distance.
Proof. We start by applying a law of total probability for total variation distance:
Using the data processing inequality for total variation distance (Lemma 1):
where the second last inequality follows from Proposition 2. We conclude by observing that dTV(X, X + Y ) is a convex combination of such terms.
The next proposition tells us that Kolmogorov closeness implies parameter closeness for univariate Gaussians.
Proposition 7. Consider two univariate Gaussians X ∼ N (µ1, σ 2 1 ) and Y ∼ N (µ2, σ 2 2 ) where σ1 ≤ σ2. For any α ∈ (0, 1), if dK(X, Y ) ≤ α 10 , then |µ2 − µ1| ≤ ασ1 and |σ 2 2 − σ 2 1 | ≤ 3ασ 2 1 . Proof. We start by proving the following statement: For any α ∈ (0, 1), if |µ2 − µ1| ≥ ασ1 or |σ2 − σ1| ≥ ασ1 , then dK(X, Y ) ≥ α 10 . The proof follows by contraposition, and observing that multiplying both sides of |σ2 − σ1| ≤ ασ1 by (σ2 + σ1), bounding σ2 ≤ (1 + α)σ1, and α ≤ 1 imply |σ 2 2 − σ 2 1 | ≤ 3ασ 2 1 . Without loss of generality, assume µ1 ≤ µ2. We will first show the conclusion assuming the means are separated, and then assuming the variances are separated.
Suppose |µ2 − µ1| ≥ ασ1. Consider the point x = µ2. At this point, the CDF of the second Gaussian is equal to 1 2 . The CDF of the first Gaussian is 1 . Therefore, dK(N1, N2) ≥ erf(1)−erf( 1 1+α ) 2 ≥ α 10 where the last inequality holds for all α ∈ (0, 1).
Our final proposition in this section applies the previous proposition, showing that total variation closeness implies parameter closeness (in any projection) when considering a GMD and a discretized Gaussian.
Proposition 8. Suppose X is an (n, k)-GMD, and Y is a k-dimensional discretized Gaussian such that dTV(X, Y ) ≤ α. Let µX and ΣX be the mean vector and covariance matrix (respectively) of X, and define µY and ΣY similarly for Y . For a unit vector v, let σ 2 v = min{v T ΣX v, v T ΣY v}, and let
Proof. Consider the projections of X and Y onto v. By Propositions 3 and 4 and the triangle inequality, the Kolmogorov distance between the univariate Gaussians with the same mean and variance is at most α + 2 √ k σ . Applying Proposition 7 implies the desired result.
Proof of Theorem 1
We will prove the statement for a sufficiently large constant C. Thus we only need examine the case
otherwise the conclusion of the theorem statement is vacuous since total variation distance is at most 1. As a starting point, we convert from a GMD to the corresponding (n, k)-Poisson multinomial random vector X and apply Theorem 6 with ε = k 3 σ 1/10 . This gives us that
where G is a Gaussian with a structure preserving rounding and P is a (tk 2 , k)-Poisson multinomial random vector. By the definition of t in Section 2.3, we have that t ≤ C σ 9/10 k 2 for some constant C . Thus, P is a (C σ 9/10 , k)-Poisson multinomial random vector.
First, we argue that the Gaussian component G only has a single block in its structure. We prove this by contradiction -suppose there exist multiple blocks in its structure. Let one of the pivots be the pivot coordinate for the GMD, and ignore this dimension. If there are multiple blocks, the rounding procedure implies that there exists a direction v in which the variance of the resulting covariance matrix of the Gaussian is 0. In direction v, the maximum possible value for the variance of P is C σ 9/10 4 , giving us an upper bound for the variance of G + P . However, we know that the variance of X in direction v is at least σ 2 , by the assumption in the theorem statement. By Proposition 3, projecting X in direction v and converting to a univariate Gaussian Xg with the same mean and variance incurs a cost of at most 1 σ in Kolmogorov distance. Also projecting G + P in direction v, Proposition 5 tells us that dK(v T X, v T (G + P )) ≥ dK(Xg, v T (G + P )) − dK(v T X, Xg) ≥ 1 2 − C 4σ 11/10 1/3 − 1 σ . Because σ ≥ C 10 (as assumed in (5)), we have that dK(v T X, v T (G + P )) > 1 3 . Since we know dTV(X, G + P ) ≤ k 3 σ 1/10 , this implies that dK(v T X, v T (G + P )) ≤ dTV(v T X, v T (G + P )) ≤ k 3 σ 1/10 should also hold, which is a contradiction for large C, as k 3 σ 1/10 ≤ 1 C < 1 3 . Therefore, the Gaussian component G only has a single block in its structure.
Since we have established that the Gaussian component G only has a single block, we will convert back to the original GMD domain for the remainder of the proof. Recall that the original GMD is M ρ , and we let D be the discretized Gaussian and S be the (C σ 9/10 , k)-Generalized multinomial random vector with the same pivot coordinate as M ρ . Now, we wish to upper bound dTV(M ρ , D), i.e., we want to eliminate the sparse GMD from our statement. First, we wish to argue that D has a large variance in every direction, and thus removing S will not have a large effect. This is done by the same method in the above paragraph. Let the minimum variance of D in any direction be ζ 2 . Then to avoid the same contradiction as above, we require that 1 2 − C σ 9/10 4
This can be manipulated to show that
Now, applying Proposition 6 and the triangle inequality, we get
Finally, to conclude, we must compare D with a discretized Gaussian with the same moments as M ρ , i.e., we wish to upper bound dTV (D, N (µ, Σ) ). Recall that µ and Σ are the mean and covariance of M ρ , and let µD and ΣD be the mean and covariance of D. Apply Proposition 8 to M ρ and D using the guarantees of Equations (6) and (7). This implies that their moments are close:
where σ 2 v = min{v T Σv, v T ΣDv}. We use the Data Processing Inequality (Lemma 1) followed by Lemma 2 with these guarantees to give:
Finally, applying the triangle inequality with Equation (7) gives
Choosing the constant C sufficiently large completes the proof.
A PTAS FOR ANONYMOUS GAMES
Here, we overview the algorithm of Theorem 2. The algorithm starts with a guess of X = i Xi at a Nash equilibrium VX = (X1, . . . , Xn) of the game, where Xi represents the mixed strategy of player i. While there are infinitely many X's to guess, our proper cover theorem (Theorem 3) implies that every X can be approximated by some Y = i Yi, where VY = (Y1, . . . , Yn) ∈ Sε, dTV(X, Y ) ≤ ε and |Sε| is of the order of at most (3). What we would like to claim is that if Y approximates X, then VY is an approximate Nash equilibrium of the game up to a permutation of the Yi's. This is unfortunately not necessarily true, but the following guarantees would suffice:
Indeed, if the above guarantee held, then the expected payoff of every player i from any pure strategy σ would not change by more than an additive O(ε) if we changed the strategies of all other players from (Xj) j =i to (Yj) j =i . So, if VX were a Nash equilibrium and support(Yi) ⊆ support(Xi), it would follow that Yi is an approximate best response of player i to (Yj) j =i . So VY would be an approximate equilibrium. Unfortunately, we do not know how to construct a proper ε-cover Sε of all (n, k)-PMDs that has size of order (3) and such that for any VX there exists some VY ∈ Sε satisfying Condition (8). Nevertheless, we can exploit our CLT and the structural result of [DKT15] (restated as Theorem 6 in this paper) to bypass this difficulty. Roughly speaking [DKT15] approximate a given VX = (X1, . . . , Xn) by first discretizing the parameters of all Xi's into fine enough accuracy (this is shown to only cost some O(ε) in total variation distance), then partitioning the Xi's into a small group L of size poly(k/ε) that are left intact, and a large group whose sum is approximated by a discretized multidimensional Gaussian (up to another cost of O(ε) in total variation distance). It is further shown that the distribution of the sum of variables in L can be summarized through the vector m of its first O(log 1/ε) moments (at a loss of an additional O(ε) in total variation distance), while the discretized Gaussian through its first two moments (µ, Σ). Moreover, it is shown that the Gaussian has at least poly(k/ε) variance in all directions where it has non-zero variance. By enumerating over all possible summary statistics ( m, µ, Σ), a non-proper cover of all (n, k)-PMDs can be obtained, whose size is of the order of (3).
Suppose now that VX = (X1, . . . , Xn) is a Nash equilibrium whose approximating statistic in the non-proper cover is some ( m, µ, Σ). Given a correct guess for this statistic, our goal is to uncover an approximate Nash equilibrium VY = (Y1, . . . , Yn) of the game. By the construction of the cover, we know that every player i either contributed his discretized Xi to the discretized Gaussian with parameters (µ, Σ), or to the small group of variables with moments m. So, letting C be the set of k-CRVs whose parameters have the discretization accuracy used in the construction of the cover, we need to assign some Yi ∈ C to each player i such that:
(a) There exists a poly(k/ε)-size subset L of players such that i∈L Yi has vector of moments m, while i / ∈L Yi has first two moments (µ, Σ).
(b) For all i, Yi is a best response to j =i Yj.
To find a good assignment, we first construct a compatibility graph between players and mixed strategies in C. We add an edge between some i and some Yi ∈ C iff at least one of the following two conditions is met. We also annotate the edge with all conditions that are met:
(Yi is compatible with i ∈ L):
Yi is an approximate best response to the "environment" i would observe if i contributed to m. If i contributed to m and Condition (a) were met, then we can deduce what PMD player i would see in his environment. Indeed, this would be within some O(ε) in total variation distance to a the sum of a Gaussian random vector with parameters (µ, Σ) and a PMD whose first O(log(1/ε)) moments are the same as m after removing the contribution of Yi.
The updated moment vector can be computed from m and Yi as moments are symmetric polynomials of the underlying parameters. Given the updated moment vector, the PMD is determined to within ε in total variation distance, so its sum with the discretized Gaussian is also determined, and we can also efficiently determine whether Yi is an approximate best response of player i to that distribution.
(Yi is compatible with i ∈L):
Yi is an approximate best response to the "environment" i would observe if i contributed to the discretized Gaussian with parameters (µ, Σ). First, for this to be the case Yi must be "compatible" with Σ, i.e. not correlating uncorrelated pairs of dimensions/adding variance in zerovariance dimensions (or in other words, the block structure of Σ should be preserved). Moreover, since all non-zero eigenvalues of Σ are at least poly(k/ε)-large, the discretized Gaussian with parameters (µ, Σ) and (µ − E[Yi], Σ − cov(Yi)) are approximately the same. At the same time, due to the largeness of the nonzero eigenvalues of Σ, if condition (a) were eventually true, then our CLT (Theorem 1) would imply that j∈L\{i} Yj is well-approximated by the discretized Gaussian with parameters (µ − E[Yi], Σ − cov(Yi)), and hence by that with parameters (µ, Σ). So, if i ∈L, i is assigned Yi, and Condition (a) is eventually met, then the PMD that player i sees in his environment is pinned down to within O(ε) in total variation distance: it is approximately the sum of the discretized Gaussian with parameters (µ, Σ) and a PMD with moments m. We can therefore check if Yi is an approximate best response to that distribution.
After constructing the compatibility graph as above, we need to see if there is an assignment of players to compatible mixed strategies from C so that (a) is satisfied. This looks nontrivial, but it can be done using dynamic programming. We sweep through the players, maintaining as state all possible leftover moments ( m , µ , Σ ) that may arise from assignments of a prefix of players to compatible mixed strategies. Given the discretization of C, the set of possible states is bounded by (3). Importantly, the compatibility graph has the property that player i is happy when given a compatible strategy as long as the overall assignment matches ( m, µ, Σ). For more details on our PTAS, see the full version of this paper.
AN n O(k) NON-PROPER COVER FOR PMDS
On the road to getting the proper cover described by Theorem 3, we first construct a non-proper cover of the same size. Our non-proper cover sparsifies the non-proper cover of [DKT15] , showing how its leading factor of n O(k 2 ) can be reduced to n O(k) . Roughly speaking, the factor of n O(k 2 ) was due to spectrally approximating all possible covariance matrices Σ, whose O(k 2 ) entries are bounded by n. These covariance matrices corresponded to covariance matrices of (n, k)-PMDs, and the cover maintained for each such Σ some Σ such that |v T (Σ − Σ )v| ≤ poly(ε/k) · v T Σv, ∀v. (We call this guarantee a "poly(ε/k)-spectral approximation.") The realization leading to our sparsification result is that covariance matrices of PMDs are in fact graph Laplacians. Indeed, a (n, k)-PMD, X = i Xi, has covariance matrix, cov(X) = i cov(Xi), corresponding to the sum of the covariance matrices of its summands. Now the covariance matrix of a k-CRV, Xi, is actually the Laplacian of a graph that has one node j per dimension, along with an edge from node j to node j of weight E[Xij]·E[X ij ]; and the covariance matrix of a (n, k)-PMD is the Laplacian of the graph with the sum of the weights from each constituent k-CRV. We show that Laplacians corresponding to (n, k)-PMDs can be poly(ε/k)-spectrally covered with a set of covariance matrices
We appeal to recent results in spectral sparsification of Laplacian matrices [ST11, SS11, BSS12, BSST13]. In particular, we use the result of Batson, Spielman, and Srivastava [BSS12] to argue that the underlying graph can be sparsified to linearly many edges in the dimension k. We do this in the hopes that we would have fewer parameters in the covariance matrix to guess. Unfortunately, the [BSS12] sparsification theorem has polynomial dependence in the accuracy. So applying it with a poly(ε/k)-approximation error, which is what we need, gives a meaningless result (namely no sparsification at all). Instead, we only use this theorem to get a rough O(1)-spectral cover of (n, k)-PMD covariance matrices. Around every covariance matrix in this rough cover we grow a local poly(ε/k)-spectral cover. Roughly speaking, as the O(1)-spectral cover provides multiplicative approximation to the variance in every direction v, every covariance matrix in this cover gives us a multiplicative handle on the eigenvalues of the matrices approximated by it. This is sufficient information to cover these matrices to poly(ε/k)-spectral error with a "local" spectral cover of size (k/ε) O(k 2 ) . Putting everything together, we get a poly(ε/k)-spectral cover of all covariance matrices of (n, k)-PMDs of size n O(k) · k ε O(k 3 ) .
As covering these matrices was the bottleneck in the size of the non-proper cover, this completes the construction of a non-proper cover whose size is (4).
More details are provided in the full version of this paper.
A PROPER COVER FOR PMDS
In this section, we give the main ideas needed to complete the construction of our proper cover, as described by Theorem 3. The cover described above is non-proper. It utilizes the structural result of [DKT15] (see Theorem 6) to cover the set of (n, k)-PMDs by hypotheses which take the form of the convolution of a discretized multidimensional Gaussian with a (poly(k/ε), k)-PMD. The benefit of this class of hypotheses is that they have only poly(k/ε) parameters. This allows us to efficiently enumerate over them, resulting in a cover size of (4). To convert this cover into a proper one, we need an algorithm which, given a convolution of a discretized Gaussian with some (κ poly(k/ε), k)-PMD, finds a (n, k)-PMD that is O(ε)-close to this distribution, if such a PMD exists. As the (κ, k)-PMD is already a PMD, this boils down to answering whether a given discretized Gaussian with parameters (µ, Σ) is O(ε)-close to a (n − κ, k)-PMD. To answer this question, we exploit our new CLT (Theorem 1) and the fact that the discretized Gaussians that arise in the cover have an extra property: all their non-zero eigenvalues are at least poly(k/ε)-large. Exploiting this we argue that (i) if there exists an (n − κ, k)-PMD that is close to the discretized Gaussian with parameters (µ, Σ), then its mean µ should be close to µ and its covariance matrix Σ should be spectrally close to Σ; and (ii) if we can find any (n − κ, k)-PMD with with these properties, then it will be close to the discretized Gaussian. With (i) and (ii), our task becomes a convex geometry question: Let M be all possible first two moments (E[Y ], cov(Y )), of k-CRVs Y whose parameters have been finely discretized. As the first two moments of a (n − κ, k)-PMD are sums of the first two moments of its constituent k-CRVs, we can reduce our problem to finding a point in the Minkowski sum M ⊕n−κ that (spectrally) approximates the target (µ, Σ). We write an LP to find a point in the convex hull of M ⊕n−κ with this property, and the Shapley-Folkman theorem to "round" it into a point in M ⊕n−κ that is only a little worse. The Shapley-Folkman theorem comes in handy because M lives in R O(k 2 ) , i.e. much smaller dimension than n − κ. The whole approximation can be carried out in time n O(k) .
For more details on our proper cover construction, see the full version of this paper.
A LOWER BOUND FOR COVERS OF PMDS
In this section, we discuss Theorem 4, the lower bound on the size of any ε-cover of (n, k) PMDs. This theorem shows that it is not possible to get significant improvement on the cover size obtained in Theorem 3. In particular, the dependence of the size of the cover on 1/ε is tight up to a difference of 3 in the exponent of log(1/ε).
It turns out that it is easy to prove a dependence of O(n k ) on the size of any ε-cover and most of the work is involved in showing a lower bound of T (k, ε) = 2 log k−1 (1/ε) on the cover size. Thus, in this overview we only focus on the machinery required to show the lower bound of T (k, ε) on the ε-cover size. We remark that prior to our work, for k = 2 (i.e. PBDs), Diakonikolas, Kane, and Stewart obtained a lower bound of 2 log 2 (1/ε) [DKS15] .
Showing the lower bound on the cover size is equivalent to showing the existence of T (k, ε)-many (n0, k)-PMDs which are all ε-far from each other where n0 ≤ n. The usual difficulty in showing cover size lower bounds, is that even if the parameters specifying two PMDs are significantly different, it is not necessarily true that the resulting PMDs are far in total variation distance. In fact, directly arguing that two PMDs are far apart in total variation distance seems difficult. Instead, our strategy is to carefully pick a family of T (k, ε) PMDs and show that for any two distinct PMDs in this set, there is at least one (k-dimensional) moment α ∈ Z +k of size O(log(1/ε)) such that the α th moment of the two PMDs are ε-far from each other (by size of the moment α, we mean α 1.). Usually, gap in moments for two distributions need not translate to significant gap in total variation distance. However, in our setting, we can choose n0 ≈ log k (1/ε). Since n0 is small, it is easy to show that if two PMDs differ by ε in one of their moments of size O(log(1/ε)), then they are ≈ ε far in total variation distance.
Note that the α th -moment of a PMD is a multisymmetric polynomial in the parameters of the PMD (i.e. invariant under permuting its summands). Next consider the multidimensional multisymmetric polynomial map where each coordinate in the range corresponds to a moment of size O(log(1/ε)). Since there are roughly Θ k (log k (1/ε))moments of size O(log(1/ε)), the dimension of the map is Θ k (log k (1/ε)). The problem of showing lower bounds on the cover size is now equivalent to showing that the range of this map contains T (k, ε)-many points which are ε-far from each other. In other words, we need a way to show a lower bound on the metric entropy of this polynomial map. Such problems are usually treated with tools of algebraic geometry and we adopt the same strategy. In particular, rather than directly working over the reals, we change the domain to a finite field F of appropriate size and consider the corresponding polynomial map in F. Once we are in F, we apply an extension of Bézout's theorem due to Wooley [Woo96] to show that this map has a large number of points in its range when the underlying domain is F. Because of the special structure of the polynomials involved, it is possible to show that the presence of a large range in a finite field corresponds to an appropriate lower bound on the metric entropy of the map. We remark that the application of Bézout's theorem in our context is not straightforward. In particular, to apply the theorem, one needs to reason about the Jacobian of this polynomial map. Despite being a very natural family of maps, to the best of our knowledge, properties of the corresponding Jacobian have not been previously investigated. For more details on our lower bound, see the full version of this paper.
A FOURIER-BASED LEARNING ALGO-RITHM FOR PMDS
In this section, we discuss Theorem 5, our learning result for PMDs. Our technique crucially uses Fourier analysis. We note that the recent work of Diakonikolas, Kane, and Stewart [DKS15] also uses Fourier analysis to learn k-SIIRVs, i.e. sums of independent integer valued random variables taking values in {0, 1, . . . , k − 1}. We note that our use of Fourier analysis is somewhat different from theirs. In particular, [DKS15] use the Fourier transform over some discrete group Zm for an appropriately chosen m. In contrast, we do the usual Fourier analysis over Z k . It turns out doing Fourier analysis over Z k (rather than a finite group) avoids many problems and may be viewed as the natural domain for Fourier analysis for such problems.
We believe the application of Fourier analysis to learn such structured distributions is interesting in its own right and might have application in the future towards obtaining learning algorithms for other interesting classes of distributions. In particular, the recent work on the population recovery problem [WY12, MS13, LZ15] may also be viewed as an example of use of Fourier analysis towards learning of structured distributions.
We now give a high level description of our learning algorithm. The (n, k)-PMD Z, that we are aiming to learn is supported on Z k and hence the Fourier transform Z is defined for every ξ ∈ [−1, 1] k as Z(ξ) = E[e i·π· ξ,Z ]. While our actual algorithm does not perform Fourier inversion explicitly, it resembles Fourier inversion fairly closely. For the moment, assume that we are performing Fourier inversion. It immediately becomes clear that a vanilla Fourier inversion will not work -this is because the Fourier transform is supported on [−1, 1] k which is an uncountable set and thus we cannot evaluate Z(·) at all points of the support. Rather what we show is that the Fourier transform of a PMD decays exponentially around any point of the form {−1, 0, 1} k . In particular, if Σ is the covariance matrix of the PMD, then we show that for ξ ∈ [−1/2, 1/2] k ,
Similar exponential decay of Fourier transform is also true around the other points of the form {−1, 0, 1} k . Let us use V = k i=1 (1 + σi) where σ 2 i are the eigenvalues of Σ. It is not difficult to show that all but an ε-fraction of the mass of Z falls on a set of size V · log k (1/ε). On the other hand, using the exponential decay of the Fourier transform, we have the following crucial claim: We identify a region S ⊆ [−1, 1] k of volume log k (1/ε)/V such that
Also, in this informal description, we use O to hide the dependence on k as well as the polylogarithmic factors of 1/ε. This implies that if H is another function such that | H(ξ) − Z(ξ)| ≤ ε inside S and 0 outside S, then
By using Plancherel's identity and Cauchy-Schwarz, it immediately follows that z∈Z k |H(z) − Z(z)| ≤ O(ε).In other words, if we perform Fourier inversion by estimating Z pointwise to error ε within S and setting it to be 0 outside S, then the 1 distance between our hypothesis and Z is O(ε). We remark that the factor 1/V that we get in (9) and (10) is crucial for our algorithm to succeed. The only detail we have not specified is how to approximate Z to error ε inside S. Note that S still has infinitely many points. However, what we show is that there is a carefully chosen grid S grid of size O k ((1/ε) k ) such that estimating Z(ξ) on S grid to error ε suffices to estimate Z(ξ) on S (to error 2ε). This is done by assigning the estimate of Z of the nearest grid point. This uses the choice of the grid points in S along with the Lipschitz property of the Fourier transform. Note that since we are evaluating the Fourier transform at (1/ε) k points to error ε, we needÕ k (1/ε 2 ) samples. One caveat that remains to be discussed is that we have not commented on the time complexity of the Fourier inversion algorithm. In the actual algorithm, we do not perform Fourier inversion out of concerns of time complexity and the fact that the resulting measure obtained from Fourier inversion while computable need not be samplable. Instead, we use the structural characterization of PMDs from [DKT15] to decompose Z ≈ G + S where G is a discretized Gaussian and S is a (poly(k/ε), k) PMD (Theorem 6). Using samples from Z, we can spectrally approximate its covariance matrix, which then gives us a good handle on the covariance matrix of G, as S has small size. In particular, we can construct a (1/ε) O(k) -size spectral cover for the covariance matrix of G using the covariance matrix of Z. So we can assume that G is essentially known, and the challenge is to uncover S, using samples from Z. Of course, Z is not actually equal to G + S, but if our overall algorithm uses =Õ k (1/ε 2 ) samples, and we have approximate equality of Z and G + S to within variation distance O(1/ 2 ), say, then we can pretend that Z is actually equal to G + S for the purposes of our analysis. So knowing G, and getting samples from G + S we need to uncover S. We follow a linear programming approach to find the probability density of S. We enforce constraints on this density so that the Fourier transform of G + S approximately matches the empirical Fourier transform of Z. Our choice of the error and points at which we evaluate Z and enforce this constraint is informed by the discussion above. What is crucial here is that the Fourier transform of S is a linear function of its probability density and thus we are left to solve a system of linear constraints. For further details on our learning algorithm, see the full version of this paper.
OPEN PROBLEMS
A number of interesting questions regarding Poisson Multinomial distributions are left open by this work and [DKS16] . We outline a few of them here.
The complexity of learning Poisson Multinomi-
als. This work and [DKS16] both give algorithms for learning PMDs. The sample and time complexities are polynomial in 1/ε and exponential in k. Meanwhile, [DKT15] gives an algorithm with a sample complexity polynomial in both parameters, but the time complexity is exponential in k and 1/ε. Is there an algorithm for learning PMDs with sample and time complexities both polynomial in k and 1/ε? 2. Exploring the connection between Poisson Multinomials and Laplacian matrices. In this work, we described a cover for the set of (n, k)-PMDs of size O k,ε (n O(k) ). Our construction relied crucially on the fact that the covariance matrix of a PMD is Laplacian and spectral sparsification results for Laplacian matrices. With this connection in hand, can one derive other results for PMDs using the wealth of literature on Laplacian matrices? 3. A tighter central limit theorem.
[VV11] proves a central limit theorem between an (n, k)-GMD and a discretized Gaussian with the same mean and covariance, upper bounding their total variation distance by O(k 4/3 σ −1/3 log 2/3 n), where σ 2 is the smallest eigenvector of the covariance matrix of the GMD. Both this paper and [DKS16] qualitatively improve this bound by removing the dependence on n, while keeping the dependence on k and 1/σ still polynomial. How well can a GMD be approximated by a discretized Gaussian? In one dimension, the answer is Θ(1/σ) [CGS10] , which implies a the answer for multiple dimensions is at least Ω( √ k/σ).
[DKS16] achieves this dependence on 1/σ (up to log factors), but the optimal dependence on k is currently unknown.
Sums of independent integer random vectors.
Poisson Multinomial distributions are the natural multivariate generalization of Poisson Binomial distributions, which have now been explored in this paper and other recent works [DKT15, DKS16] . However, we currently have minimal understanding of any multivariate analogue of sums of independent integer random variables (i.e., SIIRVs, the object of study in [BĆ02, DDO + 13, DKS15]), which we will denote as vector SIIRVs (VSIIRVs). The natural definition of such an object is not immediately clear; one potential definition of an (n, k, d)-VSIIRV may be as the sum of n independent random vectors in N d , where each is a distribution over all positive lattice points at 1 distance at most k from the origin. We note that an (n, 1, d)-VSIIRV is an (n, d)-PMD, so these objects generalize PMDs at well. An interesting line of study would be to obtain structural, covering, and learning results for VSIIRVs.
