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In this paper we introduce the notion of a closure map for a regular trisp. The main
result states that an arbitrary regular trisp collapses onto the image of a closure map.
As special cases we recover the previous results on the closure maps for posets and on the
collapsibility of the complex of marked forests, and we obtain new results on quotients of
complexes of disconnected graphs.
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1. Regular trisps and discrete Morse theory
We start by deﬁning a class of complexes which play a central role in combinatorial algebraic topology, see [7].
Deﬁnition 1.1. The gluing data of a ﬁnite trisp1 consists of the following parts:
• a ﬁnite sequence of ﬁnite sets S0(), S1(), . . . , where each set Si() indexes the i-simplices of ;
• for each m  n, and for each order-preserving injection f : [m + 1] ↪→ [n + 1], we are given a set map (called gluing
map) B f : Sn() → Sm() satisfying two axioms:
(1) for any pair of composable order-preserving injections
[k + 1] g↪→ [m + 1] f↪→ [n + 1],
we have B f ◦g = Bg ◦ B f ;
(2) for any identity map idn : [n+ 1] ↪→ [n+ 1], we have B idn = idSn() .
To a gluing data of a trisp  we associate a poset F(), which we call a face poset of , by taking the union S0() ∪
S1() ∪ · · · as the set of elements, and deﬁning a partial order on this set by the rule: τ  σ if and only if there exists an
order-preserving injection f : [dimσ + 1] ↪→ [dimτ + 1], such that B f (τ ) = σ .
✩ This research was supported by University of Bremen, as part of AG CALTOP.
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1 Our abbreviation for triangulated space, which is a term used e.g., in [3].0166-8641/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
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i  0, satisfying B f (˜Sn()) ⊆ S˜m(), for all order-preserving injections f : [m+1] ↪→ [n+1]. As gluing maps of the subtrisp
one simply takes the restrictions of the gluing maps of the initial trisp.
There is a standard procedure of using the gluing data of a trisp to produce a topological space, which has a natural CW
structure, and is called a trisp. We do not describe it here but rather refer the reader to [7, Chapter 2] and [3]. Basically, the
boundary of each simplex τ ∈ Sn() gets glued onto the simplices B f (τ ) with orientations being ﬁxed to be those of the
standard simplices. In particular, a subtrisp is a CW subcomplex of the trisp which contains it. The face poset of a subtrisp
is a lower ideal in the face poset of the original trisp.
Deﬁnition 1.2. A trisp  with a gluing data {Si()}∞i=0 and {B f } f is called regular if the vertices of every σ ∈ Sk() are
distinct, i.e., the values B fi (σ ), for i = 1, . . . ,k + 1, are all distinct; here each f i : [1] ↪→ [k + 1] is the injection deﬁned by
f i(1) := i.
Subtrisps of a regular trisp are automatically regular. For a simplex σ ∈ Sk() we let V (σ ) denote the set of vertices of σ ,
on which we ﬁx the natural order B f1 (σ ) < · · · < B fk+1 (σ ). Note that for simplices τ  σ of a regular trisp, the ordering of
the vertex set of τ coincides with the restriction of the ordering of the vertex set of σ . We call a simplex σ of  maximal
if B f (τ ) = σ implies τ = σ . The maximal simplices correspond to maximal elements in the face poset. Furthermore, for
a regular trisp  and for σ ∈ Sk(), the poset F()<σ is isomorphic to a Boolean algebra on k + 1 elements, with the
maximal and the minimal elements removed.
Deﬁnition 1.3. Let  be a regular trisp. Let σ ∈ Sn−1(), and τ ∈ Sn() for some n 1, such that
(1) B f (τ ) = σ , for some order-preserving injection f : [n] ↪→ [n + 1];
(2) τ is a maximal simplex, and B f (γ ) = σ implies that either γ = τ or γ = σ .
An elementary simplicial collapse of  is the removal of the simplices τ and σ from the gluing data.
The conditions on the simplices σ and τ in Deﬁnition 1.3 guarantee that their removal yields a well-deﬁned gluing
data for a regular subtrisp. It is furthermore a well-known fact, see e.g. [7, Proposition 6.14], that an elementary simplicial
collapse results in a strong deformation retraction of  onto that subtrisp; in particular, it does not change the homotopy
type of . We say that a regular trisp  is collapsible if there exists a sequence of elementary simplicial collapses reducing
 to a point.
There is a combinatorial book-keeping procedure for a sequence of such collapses, called discrete Morse theory, which
we now brieﬂy describe, see also [1,2], as well as [7, Chapter 11], for an in-depth treatment.
Deﬁnition 1.4.
(1) A partial matching in a poset P is a partial matching in the underlying graph of the Hasse diagram of P , i.e., it is
a subset M ⊆ P × P such that:
• (a,b) ∈ M implies b  a;2
• each a ∈ P belongs to at most one element in M .
When (a,b) ∈ M , we write a = d(b) and b = u(a).
(2) A partial matching on P is called acyclic if there does not exist a cycle
b1  d(b1) ≺ b2  d(b2) ≺ · · · ≺ bn  d(bn) ≺ b1, (1.1)
with n 2, and all bi ∈ P being distinct.
For a poset P and a partial matching M , the elements of P which do not belong to any (a,b) ∈ M are called critical (with
respect to the matching M). The following theorem explains why acyclic matchings are useful in topology.
Theorem 1.5. Let be a regular trisp, and let M be an acyclic matching on the poset F(). If the critical cells form a subtrispc of ,
then there exists a sequence of elementary simplicial collapses leading from  to c .
In practice, rather than look for an acyclic matching of the cells of a regular trisp directly, one often considers a poset
map from the face poset of that regular trisp to some other poset, then ﬁnds acyclic matchings on preimages of elements,
and ﬁnally patches them together. The legality of this procedure is guaranteed by the next theorem.
2 Here we use  to denote the covering relation in a poset.
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on subposets ϕ−1(q), for all q ∈ Q . Then the union of these matchings is itself an acyclic matching on P .
The proofs of Theorems 1.5 and 1.6 can be found in [7, Chapter 11].
2. The main result and applications
Let  be a regular trisp, and assume that the set of vertices of  is represented as a disjoint union S0() = B ∪ R .
We call the vertices from B the blue vertices and the vertices from R the red vertices. Let R denote the subtrisp of 
consisting of those simplices all vertices of which are red. For σ ∈  \ R we let m(σ ) denote the minimal blue vertex
from σ .
Deﬁnition 2.1. Under the conditions above, a map ϕ : B → R is called a closure map if for any σ ∈ Sk() \ Sk(R) either
ϕ(m(σ )) ∈ V (σ ) or there exists a unique simplex τ ∈ Sk+1(), such that
• ϕ(m(σ )) ∈ V (τ ),
• B f (τ ) = σ for some order-preserving injection f : [k + 1] ↪→ [k + 2].
In other words, if not all of the vertices of the simplex σ are red, then either ϕ(m(σ )) can be deleted from σ or it can
be uniquely inserted into σ . Let us extend the notation for the symmetric sum of sets to the simplices of  as follows: for
σ ∈ Sk(), we let σ ⊕ ϕ(m(σ )) denote the result of deletion of the vertex ϕ(m(σ )) from σ if it was in it, and otherwise
the unique (k + 1)-simplex τ , which contains both ϕ(m(σ )) and σ , and whose existence is guaranteed by Deﬁnition 2.1.
Theorem 2.2. Let  be a regular trisp whose set of vertices is divided into two disjoint parts S0() = B ∪ R, and let ϕ : B → R be
a closure map. Then the correspondence σ ↔ σ ⊕ ϕ(m(σ )) is an acyclic matching on F() with the set of critical elements forming
the lower ideal F(R). In particular, the regular trisp  collapses onto its subtrisp R .3
Proof. Consider an order-preserving map ψ : F() → N ∪ {0} deﬁned by ψ(σ ) := |B ∩ V (σ )|. For k  1 the 1-to-1 corre-
spondence σ ↔ σ ⊕ ϕ(m(σ )) gives an acyclic matching on ψ−1(k). This is because in a cycle like (1.1) the number, and
hence the set, of blue vertices in each involved simplex would be the same. However, d(b1) is obtained from b2 by removing
a red vertex which is different from ϕ(m(b2)). This implies ϕ(m(b2)) = ϕ(m(d(b1))) ∈ V (d(b1)), contradicting the fact that
d(b1) is matched upwards with b1.
We conclude by the Patchwork Theorem 1.6 that the correspondence σ ↔ σ ⊕ϕ(m(σ )) deﬁnes a global acyclic matching
as well, and hence by Theorem 1.5 the regular trisp  collapses onto its critical subtrisp R , since F(R) = ψ−1(0). 
Before proceeding, we remark that Theorem 2.2 remains valid with verbatim the same proof, if one lets m(σ ) to be the
maximal blue vertex, for all σ ∈  \ R , instead of the minimal one.
Let us now touch upon a few applications of Theorem 2.2.
Let Πn denote the partition lattice, which is the poset consisting of all set partitions of [n] ordered by reﬁnement. The
maximal and the minimal elements of Πn are the partitions {[n]} and {{1}, . . . , {n}}, and we let Πn be the poset obtained
from Πn by removing these two elements. The natural permutation action of the symmetric group Sn on [n] induces
an action on the order complex (Πn), which is also known as the nerve, see [7, Subsection 9.1.2].
It is a general fact that, given a group action on a poset P , a quotient of the order complex (P ) by the induced group
action is a regular trisp, whose gluing data is induced by the simplicial structure of (P ). We refer the reader to the
discussion in [7, Subsection 14.1.2], in particular [7, Proposition 14.4]. The following statement has been proved in [4].
Corollary 2.3. For any n 3, the space (Πn)/Sn is a collapsible regular trisp.
Proof. The vertices of (Πn)/Sn are indexed with number partitions of n except for partitions 1 + · · · + 1 and n. The
simplices of (Πn)/Sn are indexed with marked forests with certain conditions on them, for this reason this space is called
a complex of marked forests, we refer the reader to [4] for a detailed description. Let R denote the set of number partitions
of the type 2 + · · · + 2 + 1 + · · · + 1, and let B be the rest of the vertices. We deﬁne the map ϕ : B → R by taking π ∈ B
and representing each part in π as a sum of 2’s and 1’s, so as to maximize the number of 2’s. It is easy to check that this
deﬁnes a closure map on the regular trisp (Πn)/Sn , hence it collapses onto the subtrisp induced by the red vertices. On
the other hand, that subtrisp is simply a simplex, hence the whole regular trisp is collapsible. 
For the second application we turn to considering simplicial complexes DGn . These have
(n
2
)
vertices labelled by potential
edges in a graph on n vertices. The simplices of DGn correspond to disconnected graphs. The topological properties of these
3 Cf. the proof of [7, Theorem 11.19].
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subdivision Bd(DGn) has a natural trisp structure, which can also be seen as coming from standard chain orderings in the
order complex (F(DGn)) (here F(DGn) denotes the poset obtained from F(DGn) by removing the minimal element). The
permutation action of Sn on the ground set induces a trisp action on Bd(DGn), and it is natural to consider the quotient
regular trisp Xn = Bd(DGn)/Sn , which is homeomorphic to DGn/Sn .
Corollary 2.4. For any n 3, the space Xn is a collapsible regular trisp, so in particular, the space DGn/Sn is contractible.
Proof. The vertices of Xn are indexed with Sn-orbits of the simplices of DGn , which are in turn indexed with isomorphism
classes of disconnected graphs on n vertices. To describe the simplices of Xn we need some terminology. We call a sequence
of graphs on the same set of vertices, say [n], but with a consequent inclusion of the sets of edges, G1 ⊂ G2 ⊂ · · · ⊂ Gd ,
a ﬁltration of graphs. We call d the depth of the ﬁltration. We say that two such ﬁltrations are isomorphic if there exists
an element of Sn , mapping one chain of graphs to the other; in particular, they must have the same depth. Using that
terminology, we can say that the k-simplices are indexed with isomorphism classes of ﬁltrations of disconnected graphs of
depth k + 1.
Let R be the set of all vertices indexed by disjoint unions of complete graphs, and let B denote the set of all other
vertices. We deﬁne ϕ : B → R to be the map induced by the transitive closure of graphs. To see that ϕ is a closure map,
note that if m(σ ) is the maximal blue vertex in a simplex σ ∈ Xn , then ϕ(m(σ )) can always be uniquely added to σ . That
follows from the fact that this is the case already for every representative σ˜ of σ , before taking the quotient with respect
to the Sn-action, and because the Sn-orbit of this extension of σ˜ does not depend on the choice of the representative.
We end up concluding that Bd(DGn)/Sn can be collapsed to (Xn)R . On the other hand, it is easy to see that the sub-
trisp (Xn)R here is precisely the regular trisp (Πn)/Sn , which was just considered in Corollary 2.3. Since (Πn)/Sn is
collapsible, we conclude that Bd(DGn)/Sn is collapsible as well, and that, in particular, the space DGn/Sn is contractible. 
We remark, that in addition to obtaining a complete knowledge of not previously understood spaces, such as
Bd(DGn)/Sn , one can also get partial information, reducing the subsequent computations signiﬁcantly. As an illustration,
let us again consider the trisp (Πn), but instead of the full Sn-action only consider the action of the standard Young
subgroup S1 × Sn−1. Just a slightly more involved analysis will show that the vertices of the trisp (Πn)/(S1 × Sn−1) are
indexed by number partitions of n (except for the partition 1+ · · · + 1), with one part being distinguished. More generally,
the simplices of (Πn)/(S1 × Sn−1) are indexed with marked forests like the simplices of (Πn)/Sn , with the difference
that, in addition, one of the leaves is distinguished. One can then show that a reduction, similar to the one in Corollary 2.3,
leads to a subtrisp induced by the red vertices. Unfortunately, the situation is not as simple here, as in the case of Corol-
lary 2.3, as the resulting subtrisp is not simply a simplex. However, it is much easier to deal with this subtrisp, than with
the initial (Πn)/(S1 × Sn−1), as it has only a polynomial (in fact, quadratic) in terms of n number of vertices, as opposed
to the exponential number of vertices of (Πn)/(S1 × Sn−1); allowing for effective computer calculations.4
Finally, we get a very short proof for a statement which was originally shown in [5], see also [6].
Corollary 2.5. Let P be a ﬁnite poset, and let ϕ : P → P be an order-preserving map such that ϕ2 = ϕ , and ϕ(x)  x for all x ∈ P ,
then the simplicial complex (P ) collapses onto the subcomplex (ϕ(P )).
Proof. A simplicial complex (P ) is certainly a regular trisp. We set R := ϕ(P ) and B := P \ ϕ(P ). It is easy to check that
ϕ : B → R is a closure map according to Deﬁnition 2.1. Hence the statement follows immediately from Theorem 2.2. 
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