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SUMMARIES 
The theory of distributions, or generalized func- 
tions, evolved from various concepts of generalized 
solutions of partial differential equations and gener- 
alized differentiation. Some of the principal steps 
in this evolution are described in this paper. 
La thgorie des distributions, ou des fonctions 
g&&alis~es, s'est d&eloppeg 2 partir de divers con- 
cepts de solutions g&&alis6es d'gquations aux d&i- 
&es partielles et de diffgrentiation g&&alis6e. 
Quelques-unes des principales &apes de cette &olution 
sont d&rites dans cet article. 
Die Theorie der Distributionen oder verallgemein- 
erten Funktionen entwickelte sich aus verschiedenen 
Begriffen von verallgemeinerten Lasungen der partiellen 
Differentialgleichungen und der verallgemeinerten 
Ableitungen. In diesem Artikel werden einige der 
wesentlichen Schritte dieser Entwicklung beschrieben. 
1. INTRODUCTION 
The founder of the theory of distributions is rightly con- 
sidered to be Laurent Schwartz. Not only did he write the first 
systematic paper on the subject [Schwartz 19451, which, along 
with another paper [1947-19481, already contained most of the 
basic ideas, but he also wrote expository papers on distributions 
for electrical engineers [19481. Furthermore, he lectured effec- 
tively on his work, for example, at the Canadian Mathematical 
Congress [1949]. He showed how to apply distributions to partial 
differential equations [19SObl and wrote the first general trea- 
tise on the subject [19SOa, 19511. Recognition of his contri- 
butions came in 1950 when he was awarded the Fields' Medal at 
the International Congress of Mathematicians, and in his accep- 
tance address to the congress Schwartz took the opportunity to 
announce his celebrated "kernel theorem" [195Oc]. Describing 
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the Fields' Medalists, Bohr 11952, 1301 characterized Schwartz' 
early paper of 1945 as one "which certainly will stand as one of 
the classical mathematical papers of our times." 
However, distribution theory had its precursors, and in his 
paper of 1945 Schwartz had cited the work of Salomon Bochner 
[1932] on Fourier integrals as being similar to his own. More- 
over, Schwartz' treatise on distributions [195Oa] contains refer- 
ences to the works of Oliver Heaviside on operational methods 
[I], and of Paul Dirac on delta functions; many others were ac- 
knowledged for work on generalized differentiation, generalized 
solutions of partial differential equations, Fourier integrals, 
exterior differential forms, and the calculus of variations; the 
analytic functionals of Luigi Fantappis were also mentioned. In 
fact, Schwartz' list, going back only to the early 193Os, was 
not intended to be complete 121. Even so, only two of these many 
topics are discussed here, namely, generalized derivatives and 
generalized solutions of partial differential equations. (Appen- 
dix 1 contains a brief discussion of delta functions.) The 
division between the two main topics may appear to be somewhat 
arbitrary, as they usually occur together. 
There are two reasons for emphasizing these topics. First, 
Schwartz himself [1950a, Preface, 51 described his paper [1944] 
on generalized solutions of partial differential equations as 
follows: "This article appeared just prior to distribution theo- 
ry? and is the origin of distributions." Later, he wrote that 
his purpose was to give meaning to the individual terms, as 
derivatives, of generalized solutions because it was unsatisfac- 
tory to speak of generalized solutions otherwise [Schwartz 19721. 
Schwartz [1944] defined a generalized solution to be a 
function which is a limit, on compact sets, of ordinary solutions 
of the constant-coefficient equation 
m 
c aaPu = 0, on an open set fi c Rn . 
1 I a =o 
(See the Glossary and Appendixes 1 and 2 for explanations of 
notation.) 
As for generalized derivatives, Schwartz wrote that: 
Basically, we have introduced distributions in order 
to be able to differentiate all continuous functions; 
but we have introduced the minimum of new elements 
since there are no other elements than derivatives 
of finite order of continuous functions. [Schwartz 
1945, 721 
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(The requirement that all continuous functions have derivatives 
made it necessary to include delta functions.) 
Work on generalized solutions of partial differential equa- 
tions began around the turn of the 20th century. One of the 
earliest explicit discussions of generalized solutions was given 
in Hilbert's 20th problem [Hilbert 19021, which asked whether 
every regular variation problem had a solution, provided that 
the notion of solution was suitably extended. Serrin 119761 
credits the beginning of the study of generalized solutions of 
elliptic boundary-value problems to Hilbert [1900]. This work 
also gave rise to "direct methods" in the calculus of variations, 
first used in the study of the Dirichlet problem. Bombieri [1976] 
credits Zaremba as being a cofounder of the method. 
However, Bouligand [1928] claimed that the germ of the idea 
for a generalized solution, at least for the Dirichlet problem, 
appeared in Poincar&'s method of balayage [Poinca& 18901 [3], 
as well as in the methods of Hilbert [1900], Levi [1906], and 
Fubini [1907]. Moreover, Bouligand ppinted out that the first 
one to study generalized solutions of the Dirichlet problem 
specifically was Zaremba [1908, 19091. Bouligand called Zaremba's 
work a decisive step in the extension of Dirichlet's principle. 
More recently, Dieudonne' [1981] credited Poincare' [18941 as the 
first to use generalized solutions of partial differential equa- 
tions. 
Zaremba's paper [19091 was remarkable in several other ways. 
It led to further important work on generalized solutions by 
Zaremba [1927] and Nikodym [1933b], who developed the "method of 
orthogonal projection" of potential theory. Zaremba indicated, 
by an example, the necessity of placing restrictions on the bound- 
ary to ensure the existence of solutions to the Dirichlet problem. 
This led to what Brelot [1970] called the second period of poten- 
tial theory, during which generalized solutions were defined by 
Perron 119231 and Wiener [1925] to overcome this problem of 
boundary restrictions. Finally, this second period was character- 
ized by the use of measure theory and Lebesgue integration; thus, 
Zaremba's work, in which only the Riemann integral appeared, was 
the last major paper in potential theory in which the modern 
theory of measure was not used. But Zaremba was not alone in 
avoiding the Lebesgue integral. Friedrichs 119801 has preferred 
to use "ideal elements" (belonging to the completion of certain 
spaces) rather than Lebesgue integration for his work in partial 
differential equations. Not surprisingly Friedrichs has also 
stated that distribution theory is not needed for his work. 
The definition of differentiation used for distributions was 
given by Wiener 119261 for the case of functions. The same defin- 
ition was subsequently used by Sobolev [1936bl to differentiate 
certain functionals (now called distributions). He used distri- 
butions to solve the Cauchy problem for hyperbolic partial differ- 
ential equations. At the same time, Sobolev (who was only 27 
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years old in 1936) also used this definition for the differen- 
tiation of functions, thereby introducing "Sobolev spaces" and 
proving embedding theorems for them [Sobolev 19381. It is some- 
what surprising that although he defined the concept of distri- 
butions and their derivatives, as well as proving some of their 
properties, he made little subsequent use of them, even after 
Schwartz' work was published. Instead, he continued his study 
of "embedding theorems," which had precursors in Poincar&'s in- 
equality [1894], Tit&marsh' work on Fourier transforms [1927], 
the studies of Hardy and Littlewood on fractional integrals [1926; 
1928a,b], and Schauder's work on partial differential equations 
[1935]. Sobolev's contribution was to use generalized (or "weak") 
derivatives for embedding theorems. During this same period, 
Morrey [1940a] introduced classes of functions equivalent to 
those of Sobolev. Although the methods they used were different, 
both Morrey and Sobolev began with a variational approach to 
partial differential equations, and they shared a common goal of 
generalizing convergence properties to prove the existence of 
solutions. 
Not all generalizations of differentiation are considered 
here; for example, there is no discussion of the symmetric deri- 
vative of H. S. Schwarz, the derivates of U. Dini, the derivatives 
of G. Peano, differentiation almost everywhere, or the approximate 
derivatives of A. Denjoy and A. Khinchin [4]. First of all, these 
generalizations do not use the "weak" derivative methods (inte- 
gration by parts, Green's theorem) which are the basis of distri- 
butional differentiation. Furthermore, there is no direct link 
between such generalizations and weak differentiation, and the 
former had little influence on the latter. Finally, it would be 
impossible to include all work on generalized differentiation, 
even if restricted to what is relevant to distributional differ- 
entiation. Similarly, the references on generalized solutions of 
partial differential equations are far from complete; for example, 
they contain nothing about the extensive work on shock waves in 
fluid mechanics [S]. 
Delta functions, which play a special role in distribution 
theory, are discussed in Appendix 1. However, Schwartz was not 
motivated by physics or by delta functions to develop his theory 
of distributions (private communication to the author). He wrote 
that he first heard about delta functions in a mathematically 
unacceptable form in 1935, and that he had dismissed them until 
after he had arrived (in 1945) at the notion of a distribution 
through generalized solutions of partial differential equations, 
in particular, of the wave equation [Schwartz 19721. In his work 
on the foundations of quantum mechanics, von Neumann [1932] showed 
that a differential operator cannot be represented by an integral 
operator because such a representation requires delta functions. 
Dirac [1926-19271 did make use of delta functions in his research 
on quantum mechanics, and Schwartz El9721 stated that he was 
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inspired by reading Dirac to establish his celebrated kernal 
theorem [Schwartz 195Oc]. This theorem gives meaning to such 
integral representations in the realm of distributions. In 
fact, the kernel theorem plays a role in current studies of 
pseudo-differential operators, which generalize both differential 
operators and integral operators [6]. 
The principal goal of this paper is to show how the ideas of 
generalized differentiation and of generalized solutions of partial 
differential equations arose gradually, over the 19th and early 
20th centuries, through repeated use of certain techniques in- 
volving operations on limits, and how, eventually, these ideas 
crystallized in the concepts of distribution theory. Evolution 
of the concepts of distribution theory followed a familiar pat- 
tern in mathematics of multiple and simultaneous discoveries, 
because the appropriate ideas were "in the air." In the next 
section, the origins of these essential ideas are described. 
2. GENERALIZED DIFFERENTIATION 
One of the earliest examples of the use of generalized dif- 
ferentiation is due to Riemann. His Habilitationschrift [Riemann 
18541, devoted to the representation of functions by trigonometric 
series, sought necessary and sufficient conditions to be imposed 
on a function in order that its Fourier series converge to the 
value of the function at a point. (Of course, he did not succeed 
entirely, and the question remains open.) tiemann considered the 
series 
ao O3 -r+ c ancos nx + b,sin nx, with an + 0, bn + 0, n=l. 
integrating it twice, term by term, to obtain 
2 ax 0 03 ancos nx + bnsin nx -- 
c 
. 
4 
n=l n2 
This series converges absolutely and uniformly to a continuous 
function F. Riemann proved that if the original series converges 
to f(x), then the generalized derivative D2F(x) exists and is 
equal to f(x), where 
D2F (xl = lim F(X + 2h) + F(X - 2h) - 2F(x) /4h2 - 
h-+0 1 
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In this way, Riemann associated a general trigonometric series 
(whose coefficients tend to 0) with a well-defined continuous 
function, F, related to the given series by (generalized) dif- 
ferentiation. This idea of "differentiating" functions that are 
merely continuous is basic to distribution theory. (Using modern 
terminology D2F is the second distributional derivative of f.) 
P. DuBois-Reymond made use of Riemann's generalized deriv- 
atives in his study of the coefficients of the trigonometric 
series of a bounded function. However, this work and his studies 
in the calculus of variations (described below) do not appear to 
be related; DuBois-Reymond's work on trigonometric series is 
discussed in [Hawkins 19701. 
In his book on the history of functional analysis, Dieudonne' 
[1981] cites the work of DuBois-Reymond [1879] as an early con- 
tribution to generalized differentiation. DuBois-Reymond wanted 
to show that for a continuously differentiable function F, the 
Euler-Lagrange equations 
d 8F aF o ----= 
dx ay’ ay f 
are meaningful, even though a priori there is no guarantee of 
the existence of the derivative d/dx(aF/ay’). He proved what 
is known as the fundamental lemma of the calculus of variations, 
namely, that if f is an integrable function satisfying !*f(x)@(x) dx 
= 0, for "arbitrary" functions @ (for example, continuo& func- 
tions Q), then f(x) = 0 on [a, b]. In fact, he proved that if 
lbf’ (x) @ (x) dx = 0 for arbitrary @, where f’ is not necessarily 
continuous, then f’(x) = 0 on [a, b]. He did this by using 
functions Cp having derivatives of all orders, with Q and all its 
derivatives vanishing outside bounded sets. This appears to be 
the first use of the basic class P (see Appendix 2) of distribu- 
tion theory, first explicitly introduced by Sobolev [1936bl. 
Dieudonne has pointed out that, in essence, this result shows 
that if the distributional derivative of f is 0, then f  is constant. 
While this interpretation is correct from the modern point of view, 
it does not seem to have been the way the result was seen by 
DuBois-Reymond, whose interest was in the differentiability re- 
quirement of the Euler-Lagrange equations of the calculus of vari- 
ations. However, DuBois-Reymond did introduce two methods that 
are fundamental for distribution theory: the fundamental lemma of 
the calculus of variations, which allows integrable functions to 
be represented as distributions, and the use of the space P of 
test functions. 
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2.1. Extensions of Absolute Continuity and Differentiation 
via Integration 
B&her [1905-19061 established a theory of harmonic func- 
tions in two dimensions, without demanding that the functions 
have second-order partial derivatives. As the starting point 
of the theory, B&her replaced Laplace' equation, V2u = 0, by 
an integral relation &(au/hz) ds = 0, claiming that this form 
is the starting point for most physical applications of harmonic 
functions. Any harmonic function satisfies this condition, and 
B&her proved that if this condition is satisfied by a function 
u of class c1 on a plane region R, for all circles r in R, then 
u must be a real-analytic function on R that satisfies Laplace' 
equation there. 
G. C. Evans used generalized differentiation in several 
works. In [Evans 19141, he replaced the parabolic equation 
au/at - a2u/ax2 = f (x, t) by the integral relation 
[(au/ax)dt + u dx] = f(x, t) dxdt, 
for an arbitrary closed curve JY enclosing a region R. Evans 
pointed out that his approach was suggested by the work of B&her 
[1905-19061, and that his method avoids complicated arguments for 
ensuring the existence of the partial derivatives a2u/ax2 and 
au/at. Using this integral relation is equivalent to defining 
which arises from applying Green's theorem to the original partial 
differential equation. In this case w need only be continuously 
differentiable on the closure of the region considered; thus u 
is a "generalized" solution of the given partial differential 
equation. 
Working on a problem in potential theory, Evans introduced 
a class of functions which is essentially a "Sobolev class" [19201 
(Appendix 2). For a real-valued function u defined on a plane 
region R, Evans defined the generalized derivative of u in the 
156 John Synowiec HM 10 
direction of a unit vector a by 
Da” = lim $ 
4 
u db , 
A+0 r 
where the unit vector b is orthogonal to a, and A is the area of 
the region enclosed by I'. He assumed that A tends to 0 in such 
a way that A/d2 > constant > 0, where d is the diameter of the 
enclosed region;he wrote db = b-dr with dr = (dx, dy). As in 
the work of B&her and Evans [1914], the derivation was based on 
Green's theorem. Letting V be a vector field in the plane, Evans 
assumed that for each direction a, Va = V-a c L1; if V is the 
gradient of a function u, then 
&a dA =fi~ b*dr =$ db . 
Evans' generalization consisted in dropping the assumption that V 
is the gradient of some u, and in using this integral relation to 
define u to be a potehtial function of V and V to be a (general- 
ized) gradient of u, whether or not V is a gradient in the usual 
sense. He assumed only that Va & Li for every direction a, and 
that /u db is defined for all directions b. Using Lebesgue's 
theorem on differentiating absolutely continuous functions (see 
Appendix 2), Evans showed that if V is a gradient of a potential 
function u, then for every direction a, Dau = Va almost every- 
where. These functions u, which are potential functions of their 
generalized derivatives, are functions in the Sobolev class W1'2 
(Appendix 2). In his study of the Poisson equation, Evans [1928] 
extended B&her's result to these potential functions u. He showed 
that if u is the potential function of its gradient vector Vu = 
(D,u, Dyu) , and if ./V,u ds = 0 for almost every segment in a 
connected open region of the plane, then u has at worst "inessen- 
tial" discontinuities; that is, the discontinuities can be removed 
by changing the values of u on a set of measure zero, and the 
resulting function is in the class C@' and satisfies Laplace' equa- 
tion. Since Dxu and DYu are assumed only to be in the (Lebesgue) 
class Ll,~this result is an early version of "Weyl's lemma," the 
name given to various statements that a generalized solution of 
Laplace' equation (or more general elliptic partial differential 
equations) is an ordinary solution [Weyl 19401. 
Another version of generalized differentiation, based on an 
extension of Green's theorem, is due to Cartan [1922, esp. pp. 65- 
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711. An exterior differential form u = CjPj(x) dxj is said to 
have a derivative in the sense of Cartan if there is an exterior 
form of second degree, 
do = c P ij 
x dxi A dx., with P = -P 
i,j 
J ij ji' 
such that for all manifolds M (of an unspecified class), $ w= 
fl da. That is, 
wa$ that Stokes' 
Cartan defined the derivative of w in such'% 
theorem holds. If the functions pi are contin- 
uously differentiable, then Pij = (aPi/aXj - aPj/axi)/2; but 
do can exist for more general functions Pi, as Cartan demonstrated 
with an example from potential theory. 
In his studies of surface area, Tonelli [1926b, 1928-19291 
had defined absolute continuity for functions of two variables: 
a function u is absolutely continuous in the sense of Tonelli 
(abbreviated ACT) on the square [O, 13 X [O, 11 if (i) u is con- 
tinuous; (ii) for almost every x the function y -+ u(x, y) is 
absolutely continuous, and for almost every y the function x + 
u(x, y) is absolutely continuous; and (iii) the total variation 
of ulx, y) is summable in y on [0, 11. The definition is similar 
for a rectangle; more generally, u is defined to be ACT on a re- 
gion R if u is ACT or every rectangle whose closure is in R. 
Evans [1933] compared his work with that of Tonelli; he intro- 
duced the phrase "absolutely continuous in the sense of Tonelli." 
In this work, Evans showed that if, in his definition of a poten- 
tial function of a generalized derivative, the point function is 
assumed to be continuous, then Tonelli's (ACT) functions are ob- 
tained. Tonelli also introduced a class of functions intermediate 
to the ACT class and the class of potential functions of general- 
ized derivatives with respect to rectangles 11926al. These "quasi- 
absolutely continuous" functions satisfy only conditions (ii) and 
(iii) of the definition of ACT. Evans [1933] proved that his 
class includes that of Tonelli. 
The approach of Evans was continued and extended by Morrey 
and Calkin. Morrey [1933] used Tonelli's class ACT in his study 
of surface area, and in [Morrey 19381 he used functions of the 
class ACT to study quasi-linear elliptic partial differential 
equations. In particular, he showed that for such functions u 
the partial derivatives, ux and uy, exist almost everywhere and 
are in the Lebesgue class L1. He also showed that the "strong 
extension" later introduced by Friedrichs [1939] is the same as 
Evans' gradient. (Friedrichs' work is discussed below.) 
Tonelli used the class ACT to study partial differential 
equations in two dimensions by the "direct methods of the calculus 
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of variations" [1929, 19331. Although Tonelli's functions can be 
used for analogous higher-dimensional problems, their use requires 
restrictions of increasing severity as the dimension increases. 
This led Morrey [1940a,b] and Calkin [1940] to seek classes of 
functions with more general convergence properties than those of 
ACT. They chose the functions introduced by Evans (19201, which 
appeared before Tonelli's functions but are more general. Prior 
to this, Calkin [1940] had extended from 2 to n > 2 variables 
Evans' results on potential functions of their generalized deriv- 
atives. Since Calkin's terminology and notation have not become 
standard, they require some explanation. Let52be an open set 
(bounded or not) in Rn. A closed n-cell is a set 
[a,bl = x E R” 1 x I (x1, x2, . . . . xn), . . . . a. < x. < b., i = 1, . . . . n l-- 1- 1 , 
and for any real- or complex-valued function f, the notation 
/ 
b 
f dx = 
J 
f 
a b,bl 
is used. If x = (x1, x2, . . . . xn), let xi = (x1, . . . . xkWl, 
JQ+p .'.P Xn) and [a;, bi] = {xi E P-1 1 ai (Xi Lbi, i = 
1, . . . . k-l, k+l,..., 231. Then 
/ b;c s . f dx; c- f 
“A 
[ai, bil 
Calkin called a function f, defined on 52, essentialfy absolutely 
continuous (or EAC) in Xk on n if (i) f is measurable on 52 and 
integrable on each closed cell interior to 52, and (ii) there is 
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a function gk, also satisfying (i), such that 
f(x$ bk) - f(x$ ak) dxi = gk(x) dx, 
a 1 J
b 
for almost every cell [a, b] of 0. If n = 1 the left side of (ii) 
reduces to f(b,) - f (al), so that in this case f is equal to an 
absolutely continuous function a.e. 
Following Evans, Calkin assigned a set function I to f as 
follows. Let I([a,b]) = labgkdx for each closed cell [a,b] 
interior to 6!; if E is a bounded measurable set interior to n 
whose distance to the complement of R is positive, then I(E) = 
z, gk. The Lebesgue derivative of the set function I(E) exists 
(see Appendix 2) as a point function defined on 0, and Dx f = gk 
a.e. The expression D xkf is the generalized derivative o !t f 
with respect to Xk. If f is EAC is each variable Xk on 0, then 
f belongs to the class P(R). Calkin characterized Evans' func- 
tions as follows: a function f is in the class P(Q) if and only 
if there are functions gl, . . . . gn measurable on Q and integrable 
on each closed cell [a, b] interior to 52, such that for each such 
cell a sequence {fm) of functions exists, each of which satisfies 
a uniform Lipschitz condition on [a, b]. Furthermore, 
b 
lim 
m-ha0 J( I f-fml + 2 [gk- a k=l afm/ax,I dx = 0. > 
Calkin also extended the Tonelli class ACT to functions of n vari- 
ables and showed that a function is in this class if and only if 
it is continuous and EAC. 
Finally, Calkin extended the class P(Q): if p > 1, and E is 
a measurable set contained in the interior of 52, then for f E P(O) 
he set 
2 
> 
P/2 dx if the integral is finite, 
otherwise. 
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Finally he set 
I 
Dp(f, El + 
s E 
[fp if both terms are finite, 
Dp(f, e) =( 
03 otherwise. 
The class PP(Q) was defined by 
In analogy to the characterization of P(R) given above, the class 
P,(Q) was characterized by replacing first, the condition gk E L(i 
by gk E LP(R) and, then, the limit condition given above by 
I gk 
2) 
I f- 
Morrey [1940b] continued this work, obtaining a version of 
Eellich's Compactness Theorem (discussed below). The preceding 
extensions of differentiation by B&her, Evans, Cartan, Morrey, 
and Calkin lead from Green's theorem (or Stokes' theorem) to gen- 
eralized absolute continuity &nd, thus, to generalized differen- 
tiation. The result of this process was that equations could be 
solved in wider classes of functions. Some earlier work, however, 
led to (essentially) the same class of functions and, like Morrey's 
investigations, these also drew on earlier work of B&her and 
Evans and are related to the minimum principle of the calculus 
of variations. 
In his studies on the Dirichlet problem, Levi [19061 con- 
sidered differentiating functions defined on the closure of an 
open set R in the plane (with a regular boundary), continuous on 
R, and absolutely continuous in one variable for almost all values 
of the other. He assumed that their partial derivatives are in 
the Iebesgue class L2. (This appears to be the first use of 
Lebesgue integration in the Dirichlet problem.) In modern terms, 
Levi's functions are contained in the Sobolev class W1,'. Using 
Levi's functions, Fubini 119071 continued work on the minimum 
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principle for Laplace' equation. Systematic investigation of 
these functions was begun by Nikodym [1933a], who used them to 
study the Dirichlet problem for more general elliptic equations 
than Laplace'. Nikodym emphasized their intrinsic interest, 
defining the class of "Beppo Levi functions" (BL) on a bounded 
open set fi of R3: a function f is in the class BL(fi) if (i) f 
is defined on R; (ii) on the interior of almost every line seg- 
ment in $2 which is parallel to a coordinate axis, f is absolutely 
continuous as a function of one variable; and (iii) the partial 
derivatives f,, fy, and f, exist and are in the class L2(R). 
Nikodym showed by a counterexample that, in general, a function 
in the class BL need not lie in the class L2(fi). He also intro- 
duced in BL(D2) a concept of convergence that does not come from 
a norm: a sequence {fmj in BL(fi) converges to a function f if 
lim 
J 
lO(f m - f)12 = 0 l 
m-+03 R 
Limits are not unique for this convergence, but the Cauchy crite- 
rion is valid. Nikodym [1935] then applied the theory of BL 
functions to solve the Dirichlet problem, using the method of 
"orthogonal projection." (This is discussed in Section 3.) Some 
of the drawbacks of Nikodym's theory, such as the nonuniqueness 
of limits and the dependence of the definition of BL spaces on .khe 
coordinate system, have been overcome by the modern theory of BL 
spaces developed by Deny and Lions [1953-19541 by means of dis- 
tribution theory. During the same period as that of Nikodym's 
studies, the theory fo Sobolev spaces was developed. (See below.) 
These classes of functions are closely related to the classes BL 
but, unlike them, have a convergence which comes from a norm (so 
that limits are unique); further, their definition does not depend 
on the coordinate system. 
2.2. Fractional Integration and Differentiation. 
Embedding Theorems 
The results of Titchmarsh, Hardy, and Littlewood are early 
versions of "embedding theorems." These relate the norms of cer- 
tain functions to the norms of their partial derivatives, there- 
by allowing certain spaces to be considered as parts of other 
spaces. For example, the celebrated Sobolev embedding theorem 
[Sobolev 19381 states that for 1 < p < p' < a~ and 
0 < m' < m - [(l/p) - (l/p'>]n, bPyP(R) C_ Wm'9p'(R). - - 
In,particular, if m = 1, then m' = 0 and W'yP(fi)s W'yp'(fi) = 
fl m. 
Cllfll 
The latter can be obtained by showing that IlfllLp,ln, 2 
w1 YP(Q) ' for some constant C; that is, 
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Ifp=landp' = 2, this inequality is similar to the inequality 
Inf2 2 c l$JVf12, which was proved by Poincarg 118941 for a convex 
region fi in R*. 
The papers of Hardy and Littlewood had several goals, among 
them the study of convergence of Fourier series. Although they 
considered a type of generalized differentiation--differentiation 
of fractional order--they did not consider generalized differen- 
tiation in the restricted sense of the present paper. The reason 
for describing their work is that they treated embedding theorems 
(for Lipschitz spaces and for what are now known as Besov spaces); 
also, Sobolev's proof [1938] of his embedding theorem is similar 
to that of Hardy and Littlewood [1928a, 19323. 
For a function f  of one variable the fractional integral of 
order a of f ,  where 0 < a < 1, is defined by 
1 
l-(a) s X fJx) = - (x - t) a-l f(t) dt, 
xO 
where I'(a) is the gamma function evaluted at a. This can be ex- 
tended to other values of a. 
It was shown by Weyl [1917] that if f  is continuous then fa 
is in the Lipschitz class Lip(a), and that functions in Lip(a) 
have continuous derivatives of order n for each n < a. Hardy 
and Littlewood [1926] observed that Weyl's theorems suggest exten- 
sions to the case where the difference f  (x + h) - f(x) is measured 
in the p-norm. They showed that for a function f in fl, with 
p > 1, if 0 < c1 < 1 then 11 Ahf,llp = o(lhlQ), and that the deriva- 
tive gtr) of a function g is Lp for all r < a if Il&,glj, = ~(lh]~). 
A more systematic study was carried out in [Hardy & Littlewood 
1928a]. The authors defined the class Lip(a,p), for 0 5 c1 5 1 
andp>l, 
o(pqG-, 
to consist of functions f  in L1 such that II AhflIp = 
and showed that as in Weyl's theorem, the condition 
f  & Lip(cl, p) is nearly the same as the existence of the derivative 
f(r) for all r < a, with ftr) E T-i’. More precisely, if 0 < 6 < 1, 
then the derivative f@ is defined by fB(x) = dfl-B(x)/dx; for 
B > 1, ffi is defined by differentiation. If 0 < a < 1, p > 1, - 
and f  E Lip(a, p), then f[3 E LP for all B < a. From the modern 
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viewpoint, this is a kind of "Sobolev embedding theorem" for the 
Besov space Boo asp (see Appendix 2). In their proof, Hardy and 
Littlewood used an inequality of F. Riesz [1930], which was also 
used by Sobolev [1938] to prove his embedding theorem. 
Hardy and Littlewood used their results of [1928a] to study 
periodic functions [1928b]. Here they showed that if p < 1 and 
0 < a 2 1, a function I is in Lip(a - l/p + l/q, q) if c%-p < 1 
and p < q < p/ (1 - ap). This is also true for all g > p if- 
p > 1; then f is equivalent to a function in Lip(a - l/p). 
They also pointed out that the first results of this type were 
due to Titchmarsh [1927], who showed that if f is in Lp, where 
lCpC2, and if II A hfllp = O(@) with 0 ( a < 1, then the - 
Fourier transform 3 of f is in the class &g for p/(p + 01 p - 1) 
< 4 < p/(p - 11. Finally, Hardy and Littlewood [19321 extended 
their results of [1928a) to the complex domain, using analytic 
and harmonic functions. 
2.3. Extensions of Differentiation via Integration by Parts: 
Weak Derivatives 
The current "distributional" definition of derivative seems 
to be due to Wiener [1926], although Poincarg [1894] had the 
germ of the idea. (Section 3 contains a discussion of Poincarg's 
work.) Wiener introduced this concept in his study of operational 
methods for partial differential equations. His goal was to ex- 
tend the well-known solution u(x + ct) + v(x - ct) of the vibrat- 
ing string equation to the case where the functions u and v are 
merely continuous. In his commentary on Wiener's paper, Schwartz 
[1979] stated that it is amusing that precisely the same idea led 
him to introduce distributions. Iet P denote a partial differ- 
ential operator 
2 
A~+*- p = ax2 
a2 a2 a a 
axay +Cay'+Dg+Eay+F, 
whose coefficients A, B, . . . . F are functions in some class p. 
Wiener chose a positive function g in the class cp" on a bounded 
polygonal region R of the plane, which vanishes outside this 
region, and all of whose derivatives vanish on the boundary of 
R . He showed there is a function G with the following property: 
if u is any function whose first- and second-order derivatives 
are bounded and in the class L1, then Borg = //Rug' 
is in C2, 
(If g 
the equality is derived by integration by parts.) 
Wiener pointed out that the totality of these functions g forms 
a "complete" set over R in the sense that Pu = 0 if and only if 
164 John Synowiec HM 10 
Lrp~ = 0 for all such functions g. Then a function u which is 
orthogonal to every such g (i.e., the integral of (PU)~ vanishes) 
is said to satisfy the partial differential equation PU = 0 in 
the generalized sense. Wiener noted that his definition was more 
general than B&her's ]1905-19061 or Evans' 119141 because the 
first derivatives of the functions u are not assumed to exist. 
Further, if a sequence {u,) of generalized solutions of Pu = 0 
converges in the mean over R to a function v, then v itself is 
a generalized solution of the partial differential equation over 
R. 
2 1 
Thus, Wiener introduced the equivalent of the Sobolev space 
W' I as well as the concept of what is now known as a weak deriv- 
ative. (The term "weak" derivative is due to Friedrichs [1939].) 
In his work on the equations of motions of fluids, Leray 
[1934] was led to introduce the idea of a "turbulent solution" 
of the Navier-Stokes equations. These solutions arose from the 
Navier-Stokes equations by integration by parts, but they may 
not be sufficiently regular functions to have bounded second 
derivatives at every instant. To make this precise, Leray called 
a function gi in L'(a) a quasi-derivative of a function f (also 
in L2 (0)) with respect to Xi if 
/ R 
[f(x) (a$/axi) + +X)$(X)] dx = 0 
for all functions $ & C'(Q) with $, %$/ax. E: Lz (0). As in Wiener's 
definition, if f E Cl(Q) and if $ vanished on the boundary of 0, 
then this is the formula for integration by parts, where gi = 
af/axi. Leray also considered convergence properties of these 
quasi-derivatives. In modern terminology the class of quasi- 
derivatives of Leray is the Sobolev space WlS2(ti). 
Between the appearance of the work of Wiener and Leray on 
weak derivatives, there appeared a paper by Lewis [1933] in which 
differentiation by means of norms was (implicitly) defined. Lewis' 
goal was to study the existence of solutions of a nonlinear partial 
differential equation 
P(U) = a*U/at* - a*U/aX* - F(au/ax, aV/at,u;x,t) = 0 
satisfying certain boundary conditions. Lewis called a continuous 
function u defined on a bounded subset Q of the plane, a general- 
ized solution of P(u) = 0 if au/ax and au/at exist on 52 and if 
there is a sequence (u,} of functions of class C2(Q) which conver- 
ges uniformly to u on Sz and also in the L1-norm; i.e., 
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Further, IlP(qJ 11 
L1 (!a + O” 
Lewis alsa obtained a sufficient con- 
dition for such a generalized solution to be an ordinary solution. 
Comparing his generalized solutions to those of Wiener, he pointed 
out that his own definition is applicable to general second-order 
partial differential equations, linear or not, whereas Wiener's 
definition applies to more general functions, but only to linear 
equations. 
In his study of hyperbolic quasi-linear partial differential 
equations, Schauder 119351 introduced on an n-cell R of P the 
space of functions of class Cm, whose derivatives of order up to 
and including m are in the class L2 (R) and whose norm is given 
by 
llfll =(L l$<m / (g>” f(x)/2q’2 l 
-  
He showed that if Il(a/a~)~f (x1 //L2,R, LM for all a satisfying 
0 2 lull Irn, then I(fllLatRj I_ CnM, where Cn is a constant depend- 
ing on n. l&ray [1953] called this class "Schauder's functional 
ring," Sch (m). The functions in this class are in the Sobolev 
class Wm#2 and Schauder's result is an embedding theorem. 
In his work on embedding theorems, Sobolev [1936a] mentioned 
Schauder's work, but neither of them had, up to this point, used 
generalized derivatives. This extension was later made by Sobolev 
119381. As a metric space, Schauder's class is not complete; so 
Sobolev replaced the usual derivatives by weak derivatives, there- 
by obtaining a complete space. Earlier Sobolev [1937] had used a 
variational method, which he attributed to Friedrichs (19271, to 
study boundary value problems for certain partial differential 
equations. Sobolev's idea was to generalize known methods for 
obtaining the equicontinuity and boundedness of sets of functions 
from the boundedness of the L2-norms (see Appendix 2) of their 
derivatives. Using, as Friedrichs had done, the completions of 
certain subsets of L2, Sobolev was led to the weak derivatives 
(described below). In [Sobolev 19381, this work was systematized 
and extended in order to be used in the study of nonlinear hyper- 
bolic partial differential equations. Here Sobolev proceeded as 
166 
as follows. 
52' a domain 
f in Cm(Q), 
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Let Sl be a domain. of R", f a function in L1@), and 
whose closure is in R. Then if (I is in C;(Q) and 
then 
for all multi-indices a E Zy, with Ial = n. This relation, then, 
defines the derivative of a function f in I,~; i.e., g = Daf if 
s [fD'$ + (-l)m+l$g~ = n 0 for all 9 E C$CQ). 
Moreover, the function g is unique a.e. Sobolev gave examples to 
show that Daf can exist even if f does not have a derivative a.e. 
and that a function in L1 having a derivative a.e. need not have 
a weak derivative. 
Then the analog of Schauder's space, 
f E L2 (52) 1 Daf & L2 (n) for all a with Ial 5 m 
> 
, 
becomes a complete space, i.e., a Banach space with respect to 
the norm 
l/2 
II II f m= 9 
Sobolev also obtained the following version of his embedding 
theorem: if m > [n/Z] + 1, then f C Cr(S2) whenever f E w"f2(W, 
provided that r = m - [n/2] - 1. This is a generalization of 
Schauder's result that Sch (m) C C(R), since Sch (m) c FVms2. 
The basic spaces (dc)' and I?' of distribution tneory were 
explicitly introduced by Sobolev [1936b]. He used ideas of 
Kirchhoff to solve the Cauchy problem in partial differential 
equations. The first chapter of this work contains a general- 
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ization of Kirchhoff's formula, and "the other chapters contain 
some generalities on the existence of the desired solution." In 
these chapters distributions and their elementary properties were 
introduced. In particular, Sobolev considered convergence in 
these spaces, the process of "regularization" (also considered 
previously by Leray [1934]), the dual spaces (2%)' and P' and 
differentiation in 27'. For the first time, instead of working 
with functions and generalized differentiation, Sobolev dealt di- 
rectly with linear functionals, considered as generalizations of 
functions. The amazing thing is that he did nothing further with 
these concepts. Even in his important book [Sobolev 19501, written 
after some of Schwartz' work had appeared, he returned to the use 
of functions rather than functionals. 
Courant used a method which is essentially that of "weak ex- 
tensions" for a general second-order differential equation [Courant 
& Hilbert 19371. The explicit introduction of "weak" and "strong" 
extensions, as well as the term "weak derivative," for the case of 
the divergence and the gradient, is due to Friedrichs [1939], who 
also proved the equality of the weak and strong extensions of 
these operators. His purpose was to apply the theory of linear 
operators in Hilbert space to the study of partial differential 
equations. This work of Friedrichs was used by Weyl [1940] to 
characterize a vector field as a gradient; here Weyl assumed only 
the Lebesgue integrability of the field. 
Friedrichs' major work [1944] in this area extended his re- 
sults of 1939 to general linear partial differential equations. 
He considered extensions of systems of first-order partial differ- 
ential equations which act on functions of class C': 
n CI 
E= c AiDi + B, where D 
i=l i 
=&; 
each Ai is a k x m matrix whose entries are functions of class C', 
and B is a k x m matrix whose entries are functions of class C 
on an open region R of R". Then E acts on systems u = (~1, . . . . urn) 
of functions defined on R. An inner product is defined by 
for 4 c CO and u c C. If 0 & Ci and u E: C', then ($,Eu)~ = 
(E*b u) R’ where the formal adjoint E* of E is defined by E* = 
168 John Synowiec HM 10 
-i&liA; + B*; A* i and B* are the adjoint matrices of Ai and B. 
Then a subspace G of U’(R) is defined as follows: a function u 
in fl is in G if there is a function v in fl, such that (E*$,u)~ = 
($,v)R for all (#I E CA. Then G 2 Cb (i.e., G is an extension 
of CA) and v is uniquely determined by u. (In fact v is a linear 
function of u.) Further, for u E CA, v = Eu, which allowed 
Friedrichs to use this relation to define the weak extension, 
E,, Of E t0 G t0 be (E*$,u)R = ($,EwujRf for all (I E CA. 
To define a strong extension of E, Friedrichs first defined a 
"proper" subregion R’ of R to be an open set contained in some com- 
pact set which in turn is contained in R. A function u in Lp was 
then defined to be in the class F if for each proper subregion R' 
of R, there is a sequence (I+) in Ci such that 
for some function v in L'. 
also an extension of Ci. 
Then Ci C F C G and, therefore, F is 
Thus every fur&ion u in F has a weak 
extension to G, and the restriction of this weak extension to F 
is defined to be the strong extension Es of E to F. Friedrichs' 
main result was that F = G, so that Ew'= Es ("weak equals strong"). 
Friedrichs pointed out that one advantage of his method is that it 
is not necessary to ascribe meaning to the individual terms Diu in 
the extension of CAiDiU, but only to the expression as a whole. 
He also stressed that by using completions of spaces of differen- 
tiable functions, it becane unnecessary to city Lebesgue's theory 
of integration. This second idea has been repeatedly stressed and 
used by Friedrichs (see [Friedrichs 19801). 
Kryloff [1947] also considered generalized differential oper- 
ators that are alternating composites of gradients and divergences 
and, repeating the earlier results of Friedrichs [1939], he proved 
an embedding theorem for them. Like Sobolev, Kryloff did not use 
the theory of distributions, even though his work appeared after 
the first papers in the theory of distributions. 
2.4. Some Comments 
To the brief sketch of the evolution of the concept of a gen- 
eralized derivative we may add a few remarks about who influenced 
whom. B&her is mentioned by Calkin, Evans, Friedrichs, Morrey, 
and Wiener; Levi and Fubini by Morrey, Nikodym, and Zaremba; 
Zaremba by Nikodym and Wiener; Wiener by Friedrichs and Lewis; 
Tonelli by Calkin, Evans, and Morrey; Lewis, by Morrey and 
Friedrichs; Friedrichs by Kryloff, Sobolev, and Weyl; Nikodym 
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by Weyl; Sobolev by Friedrichs and Kryloff; and Weyl by Friedrichs. 
There are common threads in their investigations: potential the- 
ory, direct methods, and partial differential equations. A small, 
separate group centered on fractional integration. Here, Weyl and 
Tit&marsh are cited by Hardy and Littlewood. In some cases there 
are natural reasons for these connections: Evans was a pupil of 
B&her, Morrey a younger colleague of Evans, and Wiener attended 
a series of lectures given by Evans [Evans 19693. Moreover, 
Courant, Friedrichs, and Weyl were all associated with Hilbert 
at Gzttingen. L==y, who does not appear in this list, collab- 
orated with Schauder on occasion. The Hardy-Littlewood method 
and that of Sobolev are similar, but the latter does not explic- 
itly mention the former. Cartan's approach is similar to that 
of B&her, and very likely it had some influence on deRham, whose 
theory of "currents" is another kind of precursor of distribution 
theory [7]. (See [deRham 19551.) The generalized curves of Young 
[1937] are related to deRham's currents and are also precursors of 
distributions [L&Zen 19821. 
Leray's quasi-derivative, the generalized derivative of 
Sobolev, and the weak derivative of Friedrichs are essentially 
distribution-theoretic derivatives. They may be applied only to 
functions; the general definition of derivatives of distributions 
as functionals is due to Sobolev [1936b]. However, the first to 
use this "weak" type of differentiation was Wiener [1926]. Weak 
differentiation and the related classes of functions, such as the 
Sobolev spaces, are still very useful in the study of partial dif- 
ferential equations, surface area, singular integrals, and other 
topics. Fre.quently, "Rellich's compactness theorem" is cited in 
this connection. Rellich [1930] considered certain open sets fi 
in R2 and functions u in the class L2 (a) whose partial derivatives, 
ux and uyr are also in L'(s2). Rellich showed that if u, ux, and 
uy have the same bound for their L2-norms, then there is a sequence 
{u,) of such functions such that 
lim 
ss 
I 
m,n+cQ 52 
u; -  ui 1 = 0 l 
This may be restated in contemporary terminology: a set which is 
bounded in the L2-norm in the Sobolev space W1'2 is compact. The 
fact that the spaces PP (of Morrey and Calkin) are equivalent to 
the Sobolev spaces was first explicitly verified by Szeptycki 
[1956]. 
Finally, Hadamard [1907, 1908, 19231, in order to obtain 
solutions of hyperbolic differential equations, introduced the 
"finite parts" of divergent integrals. These finite parts are 
now most naturally handled by means of distribution theory. 
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Hadamard was a great-uncle of Schwartz and influenced his math- 
ematical development. By his own account, Schwartz was led to 
his theory of distributions from generalized solutions of partial 
differential equations, and it seems likely that Hadamard's work 
influenced this development. 
3. GENERALIZED SOLUTIONS OF PABTIAL DIFFERENTIAL EQUATIONS 
There is no clear-cut division between "generalized differ- 
entiation" and "generalized solutions" of partial differential 
equations. In fact, much of the work mentioned in the preceding 
section, due to B&her, Wiener, Schauder, Morrey, Leray, Sobolev, 
and Friedrichs, was related to partial differential equations. 
In this section, we consider work in which the primary emphasis 
is on solving the differential equations, and little considera- 
tion is given to generalizing the process of differentiation. 
The germ of the idea of a generalized solution may be found 
in Poincarg's work on Dirichlet's problem 118901. Poincare', in 
a study of heat conduction, was attempting to derive the final 
temperature distribution in a solid whose bounding surface is 
kept at a given temperature. Eventually this led to the problem 
of solving the following boundary value problem: find a function 
v for which V2v + f = 0 on the interior of a region R of R3, and 
av/an + hv = 0 on the boundary of R; f is a function whose inte- 
gral over R vanishes [Poincarg 18941. Poincarg argued, on physical 
grounds, that for any function u in C’(R), the condition, .fRuf + 
/RVV~U = .faR v(hu + au/an), is equivalent to av/an + hv = 0. 
DieudonnG [1981, 671 claims that in doing this', Poincar& arrived, 
"probably for the first time in history," at the idea of a weak 
solution of a boundary value problem. This may be the case, but 
Poincarg did not make clear what the physical reasons were for 
assuming that his solution is a true solution. It was Zaremba 
[1899] who showed that Poincare"s weak solution is an ordinary 
solution. 
This was only the beginning of Zaremba's work on generalized 
solutions. Later, Zaremba [1905] introduced the expression 
A(u,h) = $ e [u (x 1' l ‘-I XkB18 Xk + h, x k=l k+l' 
l **I xn) 
+ u(xl, . . or xkmlf xk - h, x~+~' l -•, xn) 
- 2nu(xl, l -., Xn)l, 
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in order to study Poisson's equation V2u = -4rf without imposing 
on f the usual HGlder conditions. He showed that if lim A(u,h) = 
h-+0 
z exists and is continuous on a domain s2cR3, then z can be used 
in place of the Laplacian, V2u, applied to u. Thus, if u is con- 
tinuous on 0 and 5 = 0 on 0, then u is a function in c"(n); also, 
if f is continuous on R, then "u = f implies u E: C'(a). If the 
partial derivatives 82u/8xi exist on R and if V2u = 0, then u 
is harmonic on a. This is another early forerunner of "Weyl's 
lemma,, (see Section 2.1). Saks and Zygmund 119651 referred to 
6 as the "Zaremba derivative,, of u at a point. It is similar to 
the generalized derivatives (described in Section 2) of Schwarz 
and of tiemann. 
Zaremba's most important work on generalized solutions, con- 
nected with the minimum principle for the Dirichlet problem, is 
discussed next. 
3.1. Zaremba's Method 
Zaremba Cl9091 began with a discussion of earlier investiga- 
tions of the Dirichlet problem, for example, those of Levi [1906] 
and Fubini [1907]. He then briefly described the current approach 
to this problem. Using only Jordan content and the Riemann inte - 
g-1, rather than Iebesgue's theory of measure and the integral, 
Zaremba posed the question of solving Dirichlet's problem: given 
a function g, continuous on the b undary aR of R, find a function 
UI where V2u = 0 on the interior w of 7? and u = g on aR. Zaremba 
set 
w#b~) = f ww, A(@) = B($,$) = s Iwl 2 R R 
and let E be the set of functions continuously differentiable on 
R, continuous on the closure a of R, and coinciding with g on aR. 
Since 0 < A(f) < 00 for all f E E, it follows that if E is non- 
empty, tGen I =‘- glb{A(f) ] f & E) exists. The Dirichlet principle 
states that there is some function u in E for which I = A(u). 
Zaremba showed that for any sequence {fn, of functions sat- 
isfying A(fn) -t I, there is associated another sequence (F,}, 
obtained by taking mean values of the fn over sufficiently small 
balls in R, where {Fn} converges uniformly to a well-defined func- 
tion w satisfying Laplace, equation on it, with A(w) = I. More- 
over, if u E E and A(u) = I, then u must coincide with w. 
The function w also solves the problem of finding a harmonic 
function v on R with t(v) < ~0 and B(f,h) = B(v,h); h is a given 
harmonic function on R and f is an arbitrary function in E, pro- 
vided A(f) < mandA(h) Cm. This condition means, roughly, that 
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in a distribution-theoretic sense v and f have "the same values 
on aR" with the harmonic functions playing the role of "test func- 
tions" (see Appendix 2), i.e., 
B(f,h) = B(v,h) if and only if 
s at7 
(f - v) k= 0. 
To solve this problem, Zaremba introduced the "Transformed 
Dirichlet Problem" (TDP): Let the region R and the function $ 
be given, with A($) < 03. Find a harmonic function v on It with 
A(v) < 03, for which 
(*I B($,h) = B(v,h) for all harmonic h on g with A(h) < coe 
If the TDP has a solution, it must be unique, up to an addi- 
tive constant, on each connected component of R. 
For a general bounded region R having content, Zaremba pro- 
ceeded to solve the TDP in a series of steps, using an alternat- 
ing method, similar to that of Schwarz and Poincare'. If R is 
a region whose boundary aR satisfies a certain cone condition, 
there is a function u in E which is harmonic on R and satisfies 
A(u) = I. This function is a solution of the TDP for every func- 
tion f that satisfies A(f) < 03. Thus u is harmonic on 8; on the 
boundary, aR, u is essentially f, which coincides with g there. 
Hence the Dirichlet problem is solved fo.r general regions R. 
These results were later extended by Zaremba [1927]: Let V 
be a vector field defined on a bounded open domain fi of R3, 
having components that are tiemann-integrable on R. Zaremba was 
able to find a function u, harmonic on Q, satisfying /~lVul~ < *, 
such that /n (V - Vu) l Vh = 0 for all functions h harmonic on a. 
This condition can be written as V = Vu f W, where u is harmonic, 
A(u) < 03, and W is orthogonal to Vu, for such functions u. This 
is a generalization of Zaremba's earlier paper [1909], which con- 
siders the case V = V$ for a given function Cp. The solution to 
the more general problem was obtained in much the same way as in 
the earlier paper. 
Nikodym [1933b] put Zaremba's result into an abstract form. 
Making use of the methods of the newly developing subject of 
functional analysis, he proved that the class A of vector fields 
V with components in L1(Q) n L2 (a), having inner product (V,W)= 
/1;2 (vlwl + v2w2 + v3w3), is a Hilbert space. If B denotes the 
class of these vector fields V in A which may be expressed in the 
form V = Vf a.e. on L? for some function f which is harmonic on ti, 
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then B is also a complete space. Nikodym proved that if V E: A, 
then there is a unique U E B with V - V E B 1, i.e., (v - U, Vg) = 
0 for all vg& B, or (V - Vu, Vg) = IQ(V - Vu) l Vg = 0 for all 
vg & B. The function u is a solution of Zaremba's problem. 
Nikodym, in contrast to Zaremba, made essential use of 
Lebesgue's theory of integration and of the orthogonal projec- 
tion on a subspace of a Hilbert space that results from using 
this theory. In contemporary notation, A = B @ Bl; thus the 
solution u is obtained by an orthogonal projection on the space 
of gradients of harmonic functions. Using the orthogonal pro- 
jection method and the "Beppo Levi" functions [1933a], Nikodym 
solved Dirichlet's problem for a general class of elliptic 
equations (not just Laplace' equation) [1935]. In doing so, 
Nikodym anticipated Weyl's celebrated work on orthogonal pro- 
jection and "Weyl's lemma" [Weyl 19401. 
In connection with Zaremba's method, it is interesting that 
Temple [1956] gave a proof of Dirichlet's principle using the 
thoery of distributions to generalize Zaremba's condition (*). 
Temple showed that any minimizing sequence represents a distribu- 
tion that turns out to be an ordinary harmonic function. 
3.2. More Contributions to Generalized Solutions 
Zaremba's work, described above, was an example of the "di- 
rect methods“ for solving variational problems, as was much of 
the work desuribed in Section 2. This includes the papers of 
Levi [1906], the introduction of Tonelli's absolutely continuous 
functions [Tonelli 1926a,b; 1928-19291, and the introduction by 
Sobolev [1938] and Morrey [1940a] of "Sobolev spaces" to over- 
come some limitations of Tonelli's method. There are, in turn, 
problems in partial differential equations involving minimal sur- 
faces, for example, for which Sobolev spaces are not suitable; 
here more general classes of distributions (whose derivatives are 
measures rather than functions) are useful. 
Almost all of the work described in Section 2--for example, 
[Evans 1914, 1928; Wiener 1926; Lewis 1933; Leray 1934; Sobolev 
1936b, 1938; Morrey 1938, 1940a, 1943; Friedrichs 1939, 1944]-- 
was related to solving partial differential equations. This list 
is not complete; for, among others, we may add [Courant & Hilbert 
1937; Sobolev 1937; Bochner 19461 on weak solutions, as well as 
[Wiener 19241 on potential theory. 
4. CONCLUSION 
The intent of this paper has been to show that the theory of 
distributions arose mainly from ideas about generalized differen- 
tiation and generalized solutions of partial differential equa- 
tions. To support this, the investigations of many mathematicians 
have been described. In closing, some of the highlights will be 
summarized and a few additional points of interest cited. 
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The definition of differentiation in the sense of distribu- 
tions is due to Wiener [1926], and the first notion of a general- 
ized solution of a partial differential equation appeared as 
early as [Poincare' 18943. The natural question arises: When is 
a generalized solution a solution in the usual (classical) sense? 
Zaremba [1899] verified that Poincarg's generalized solution is 
such a solution, later repeating the verification for two of his 
own generalized solutions [Zaremba 1905, 1909J. Evans I19281 did 
the same for his solution of Laplace' equation, as did Nikodym 
for a general class of elliptic equations [Nikodym 19351. The 
work of Nikodym also contains the orthogonal projection method, 
usually attributed to Weyl [1940]. Nikodym's result 119351 was 
based on an earlier work [1933b] in which he cast Zaremba's gen- 
eralization [1927] of his paper of 1909 into an abstract form. 
An important aspect of Nikodym's abstraction was to replace the 
use of Riemann's integral in Zaremba's work by Lebesgue's inte- 
gral. (Zaremba always avoided using the Lebesgue integral in his 
work.) Nikodym had been involved in the new field of functional 
analysis, which made it natural for him to put Zaremba's work 
into such a framework. 
The theory of distributions has now reached a certain stage 
of maturity. Its basic concepts are well established, and it is 
used in many fields of contemporary mathematical analysis, espe- 
cially partial differential equations, harmonic analysis, complex 
analysis, and group representation theory. Current research in 
distribution theory is primarily related to the "hyperfunctions" 
of Sato [1959], which further generalize the concept of a distri- 
bution, and with the related subject of pseudo-differential oper- 
ators. The methods used in these investigations are completely 
different from those of "classical' distribution theory, as orig- 
inally presented by Schwartz [1950a, 19511 and by Gel'fand and 
Shilov [1964, 19681. Work on hyperfunctions and pseudo-differen- 
tial operators relies heavily on "global" mathematics, in partic- 
ular on cohomology theory, vector bundles on manifolds, and sym- 
plectic geometry. 
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1. Heaviside's work and its influence are described by L&Zen [1979]. 
2. These topics, as forerunners of distributions, are discussed in the excel- 
lent monograph of L&Zen [1982]. This book, which appeared after this paper was 
accepted for publication, contains many topics not discussed here. 
3. A description of the method of bayalage (sweeping out) and some historical 
references are given by Monna 219751. Excerpts from Poincarg's paper and some com- 
mentary may be found in [Birkhoff 19731. 
4. Some of these generalizations are described by L&Zen [1982]. 
5. See [Courant & Friedrichs 19481 or [Hadamard 19031 for a presentation of 
some of this work. 
6. See [Treves 19801 for an exposition. 
7. Currents are exterior differential forms whose coefficients are distribu- 
tions. Liitzen 119821 briefly discusses the influence of the theory of currents on 
distribution theory. 
GLOSSARY AND NOTATION 
2, R, C the sets of all signed 
bers, respectively. 
integers, real numbers, and complex num- 
the set of all n-tuples a = (cr,, aL, . . . . a,) of nonnegative 
integers, or multi-indices; (al = ~11 + a2 + *.s + an. 
R" the set of all ordered n-tuples, x = (xl, x2, . . . . xn), of real 
numbers. 
a’ aa = (a/axja = (a/ax1 Ia1 --- ca/axn)an 
a al+a2+- - -+a = n/ax1 a1 a2 ax2 . . . axnan ; 
for a = (al, a2, . . . . an). 
The Laplacian: 
[al 
‘hf 
a-b 
V 
V2 = (a/ax1j2 + (a/ax2)2 + . . . + (a/ax,) 2. 
the integer part of a real number. 
the difference operator defined by A,f(x) = f(x+h) - f(x). 
n 
the inner product, c a&., of two vectors a and b in Rn. i=l I1 
the gradient operator, Vu = (au/axl, aU/bfn, ***, au/ax,). 
APPENDIX 1. A Brief Sketch of the Development of the Delta Function 
Although the delta function was not a direct source of Schwarz' work on distri- 
butions, it is related to generalized differentiation and is important in the appli- 
cation of distribution theory to physics, partial differential equations, and other 
fields. 
Since much of the early development of the delta function is described in 
[Sheinin 19751 and [van der Pol 61 Bremmer 1964, Chap. VI, the following list is re- 
stricted to some of the early authors, with the purpose of providing a convenient 
list of references. (See also [L&Zen 1979, 19821.) 
Delta functions were popularized by the work of Dirac [1926-19271 on quantum 
mWchanics. The main property of the delta function is the "sifting" property: 
I-,f(x)6(x - aldx = f(a), for any continuous function f. Dirac cautioned (p. 625) 
that 6(x) is not a proper function, but can only be regarded as a limit of certain 
sequences of functions. Lebesgue [1906, 741 pointed out that there are numerous 
"functions" with the sifting property (in a limiting form). Despite this, the 6- 
function was often described by the following properties: s(x) = 0 for x # 0, 6(O) = 
m and /:a G(x)dx = +1. Strictly speaking, no such functions exist (at least not in 
the standard theories of integration). 
The use of functions possessing some properties of the 6-function, most notably 
the sifting property, dates back to the 19th century. However, Sheinin [1975] ob- 
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served that even earlier, Laplace [1774] used such functions in his work on arithmetic 
means of finite random sums. Van der Pol and Bremmer [1964] cite a substantial list 
of works using functions with the sifting property: [Cauchy 1815-18161 and [Poisson 
18151 for Fourier integrals; [Dirichlet 18291 for Fourier series; [Weierstrass 18851 
for an approximation theorem; and [Hermite 18911 for "singular integrals." In physics 
such functions were used by Kirchhoff [1878, 18821, von Helmholz [1897], Heaviside 
[1893a,b; 18941, Jeans [1908], and Hertz [1916]. 
In addition to the sifting property, the d-function has another property relating 
it to generalized differentiation. Fourier, in his first work on the theory of heat 
conduction (unpublished paper of 18071, introduced the function: 4(x) = 1 for 0 < x c G; 
$1(x1 = 0 for 71 < x 5 2Tr. He studied the final temperature distribution in a ring - 
for which the originaltemperature is given by 4. Fourier's function is defined on 
a bounded interval and has a jump at IT; Cauchy [1849] introduced a similar function, 
the "coefficient limitatuer" (or "restricteur"), by the rule H(t) = (l/2)(1 + t/(t2)“‘2) 
i.e., H(t) = 1 if t > 0 and H(t) = 0 if t < 0. Cauchy's function, which is defined 
everywhere and has a jump at 0, was later used by Heaviside [1893a,b] with great effect; 
it is generally called the "Heaviside unit function." Although Heaviside suggested the 
identity, dH/dt = 6, a rigorous proof requires the theory of distributions. 
Finally, it should be pointed out that a rigorous treatment of delta functions can 
be given by using Stieltjes' integration. The methods of Cauchy, Poisson, and others, 
mentioned above, involve approximation of 8-functions by various smooth functions or 
sequences of such functions. This has led to an alternate approach to distribution 
theory by extending the notion of convergence. This was done by Mikusin'ski [1948], 
Temple [1953, 19551, Korevaar [1955], and Mikusi&ki and Sikorski [1957, 19611. 
APPENDIX 2. Definitions and Concepts 
The concepts and theorems described here are fully discussed in most standard 
texts on real analysis, for example, in [Wheeden & Zygmund 19771. 
For a real-valued function f: [a,bl -t R, let P = 1x0, Xlr -*-I xn} be a partition 
of [a,b], iie., a = xg < x1 < .** < xn = b. To such a partition P, associate the sum 
n I 
S(P) = & (f(Xi) - f(Xi.& (. Then the total variation of f over [a,bl is V(f) = 
lub {S(P) 1 'P is a partition of [a,b]), where "lub" denotes the least upper bound taken 
over all partitions. 
The O-o notation. Let f and g be functions defined in a neighborhood of 
x0 (x0 E: Rn or x0 = "1, where g > 0. Then f(x) = O(g(x)), x + x0 means that there is 
a constant C > 0, such that near x0, f(x)/g(x) < C. If, moreover, lim f(x)/g(x) = 0, - 
then we write f(x) = o(g(x)), x -+ x0. x+x0 
For 0 < c1 < 1, the Lipschitz class Lip (~1) consists of gll functions f which sat- 
isfy a Lipschit; condition, namely, If(x + h) - f(x) 1 < Clhl , for some constant C > 0. 
For any integer n > 1, the class CR consists of &n&ions, defined on a given 
domain, whose derivatives of orders up to and including n, are continuous. The class 
Coo consists of functions that are in class C" for every n > 1. The support of a 
function f is the closure of the set of points on which f d&es not vanish. The class 
C$ , where n is a positive integer or a, consists of the subclass of functions in CR 
whose support is a compact set. 
A norm on a vector space X (over the field of real numbers or of complex numbers) 
is a real-valued function defined on X, whose value at point x, denoted by IIx\I, sat- 
isfies the following conditions: (i) 11x11 > 0 for all x E X, and 11x11 = 0 if and only 
if x = 0; (ii] JlaxII = IdI 11x11 
I[~11 + llyll for all xf Y E: X. 
for every scalar a and every x E X; (iii] IIx + yI/ < 
A sequence of elements ix,] in a normed vector space-is 
called a Cauchy sequence if lim 
n.m+" I/ 
xn-xm +O. 
II 
If every Cauchy sequence of a nornked 
vector space converges, then the shace is said to be a complete normed vector space 
or a Banach space. 
A Banach space on which an inner product defines the norm is a Hilbert space. 
A property of sets or functions is said to hold almost everywhere in a set E cRn 
(abbreviated a.e. in E) if the property holds at all points of E except on a set of 
Lebesgue measure zero. 
Let ECR" and p > 1. Two functions f and g, defined on E, are equivalent if f = 
g a.e. The Lebesgue ciass Lp(E) consists of the equivalence classes of functions for 
which the integral, IFI f Ip, is finite. Equipped with the norm l/fll,p(,, = (!,lflp)'/', 
L'(E) is a Banach space. L1 (E) is the class of integrable functions on E. L'(E) is 
a Hilbert space whose inner product is given by (f, g) = ,Ef?. 
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A real-valued function f:[a,b] -f R on a bounded interval is said to be absolutely 
continuous on [a,b] if, given any number E > 0 there is number 6 > 0 such that for any 
collection of nonoverlapping intervals [airbil of [a,b], zlf(bi] - f(ai)I c e, pro- 
1 
vided C(b - ai] < 6. i i It 
its derivative exists a.e. 
CU be shown that f is absolutely continuous if and 
(a,b) and is integrable there, and if, further, on 
only if 
f(x) = 
f(a) + /," f', for a < x < b. To each function f integrable on a set S, there is asso- - - 
ciated aset function F, defined on the measurable subsets E E S, by F(E) = !Ef - The 
set function F is an absolutely continuous set function in the sense that 1 F(E)1 +- 0 
whenever (E( + 0 ([.??I denotes the Lebesgue measure of E). The derivative of a set 
function at a point x is defined to be;zi; (F(E)/\E( ), provided this limit exists. 
Lebesgue's differentiation theorem for absolutely continuous set functions gives the 
existence of this derivative if the sets are, for example, n-dimensional cubes Q having 
center x. 
The class Lioc (R") of locally integrable functions consists of all measurable 
functions f on R" such that f is integrable over every bounded measurable set E CRn. 
Lebesgue's theorem applies also to the case where the function f is merely locally 
integrable. 
only the simplest ideas of distribution theory are presented here. Full pxe- 
sentations of distribution theory are given in the beautiful works of Gel'fand and 
Shilov [1964, 19781 (the firs2 two of a six-volume set) and Schwartz [1950a, 19511. 
Let 0 denote the space Q, of infinitely differentiable functions on R with com- 
pact support. D is a vector space over the field R of real numbers. A sequence {$J,) 
in P is said to converge to a function $ in D if (i) there is a compact subset K of 
R guch that ever{ & has support in K, and (ii) for k = 0, 1, . . . . thz sequence 
{D &.,I of the kt derivatives of the 4, converges uniformly on K to D 4. 0 is called 
the space of test functions. A distribution T on V is a sequentially continuous lin- 
ear functional on V. That is, T($ + $1 = T(4) + T(I)) for all #,$I in V; T(a$) = aT($) 
for all a E: R and all $ in V. The set of all distributions on V is itself a vector 
space and is denoted by V'. 
This definition can be extended to complex-valued functions $J defined on Rn. In 
fact, the domain of 4 may be any open subset of Rn, or even a smooth n-dimensional 
manifold. 
Distributions are generalizations of functions in the following sense. Let fbe 
a locally integrable function on R, 
in V. 
and let Tf be defined by Tf($) = j,f$, for all @ 
Then Tf is a distribution on R. Moreover, if f and g are two locally inte- 
grable functions with Tf = Tg, then f = g a.e. This means that f (in L' 
(in V‘) may be identified, 
lgc) andlTf 
so that the class of locally integrable functions, ~~~~~ 
is contained in the class of distributions V'. In this sense, distributions are 
extensions of functions, which is why they are often called generalized functions. 
Derivatives of distributions are defined as follows. If f is a continuously 
differentiable function, then for any $ E V, Tf($') = /,fb' = 'fRf'$ = -Tff($). Since 
f' is identified with Tff, it is natural to write the last term of this equation as 
-T;($J). Since this condition can be applied to every distribution T, we define the 
derivative T' of any distribution T in V’ to be T'(4) = -T(@') for all 4 E 0, from 
which it follows that T' E V’ and that, therefore , every distribution has a deriva- 
tive which is also a distribution. 
With this notion of distribution derivative, we can define differential operators 
acting on distributions. Consider the linear operator P(x$) = kio ak (x)Dk # where 
each ak E Cco. If 
t 
E V then P(x,D)$ E V; and if T E V’ then for each k, Dk~ E V'. 
If the operator alp T  is defined by (apkT)($) = DkT d&) for all @ E V, then each 
alpkT E: v', and it follows that P(x,D]T = kgo ak(X)DkT E V'. Thus P(x,D) can b-e con- 
sidered to be a map from V’ to V’ 
A generalized solution of a differential equation, p(x,D]u = f, where f is a 
given function or distribution , is sometimes defined to be a distribution T for which 
P(x,D)T = f. 
These definitions of differentiation and differential operators may be extended 
to distributions defined over RR, so that partial derivatives of distributions and 
partial differential equations for distributions are meaningful. 
Definitions of some important kinds of distributions include the following: 
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The delta function 6 is defined by SC@) = $tOf for all (I 8 0 (see Appendix 11. 
It follows directly fran the definition that 6 E D'. If m is a nonnegative integer 
and p a real number, with 12 p < O", then for any open set s2 in R", the so-called 
Sobolev spaces are defined as follows: @*P(Q) = {f E: rP(Q) 1 aaf E LpCU for all c1 
with IuI Irn). Here, the derivative auf is the distribution derivative of f. The 
norm 
makes kzR~p(~) into a Banech space. 
The Besov, or generalized Lipschitz , spaces are defined as follows. For t in R", 
let .Atf(x) = f(x + t) - f(x). Then if 0 < s < 1, 
$‘P = 
9 1 
f ELPI 
/ R" 
(IIAtf(lp/ltlS)'/(tlndt < -}. 
Finally, if s = m + u, where m is a nonnegative integer and 0 < u < 1, then 
#‘P = 
9 
f & Lp 1 aaf E Bipp , for all c1 with jcd] 
For more details about Sobolev and Besov spaces, 
Nikol'akii 19751, [Sobolev 19501, or [Stein 19701 
see [Adams 19751, [Besov, Il'in, & 
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