In this paper, we investigate the transitional dynamics and quasi-periodic solution appearing after the Saddle-Node (SN) bifurcation of a periodic solution in an inductor-coupled asymmetrical van der Pol oscillators with hard-type nonlinearity. In particular, we elucidate, by investigating global bifurcation of unstable manifold (UM) of saddles, that transitional dynamics and quasi-periodic solution after the SN bifurcation appear based on different structure of UM.
Introduction
Coupled oscillator systems have been investigated for a long time and various phenomena such as mutual entrainment and chaos have been discovered and investigated [1] - [3] . These researches are mainly interested in the property of steady-state; namely, attractors. In contrast, it seems that the transitional dynamics such as the (repeated) quasi steadystate which can be seen on the way to steady-state are not investigated compared to attractors. Recently, the transitional dynamics are investigated intensively [4] , [5] , since an interesting spatio-temporal pattern called self reproduction pattern [6] are discovered.
It has been elucidated in [7] that two inductor-coupled oscillators with hard type nonlinearity can be analyzed via averaging method [8] as far as ε (a parameter showing the degree of nonlinearity) is small. In contrast, the periodic solution existing for large ε only and the quasi-periodic solution which appears after the periodic solution disappears via Saddle-Node (SN) bifurcation, are not known well. In [9] , it is elucidated using the unstable manifold (= UM) of saddles that two inductor coupled identical oscillators with hard type nonlinearity (symmetric system) presents the switching phenomenon between two solutions after disappearance of the periodic solution via SN bifurcation. It is well-known that a periodic solution disappears via SN bifurcation, however, it is not popular to determine and analyze the solution after SN bifurcation.
In this paper, we investigate two inductor-coupled "non-identical" oscillators with hard type nonlinearity (asymmetrical system) using bifurcation analysis and observing the structure of unstable manifold of saddles. As a result, various non-periodic solutions including transitional dynamics are confirmed. The significance of investigating the asymmetrical system in view of engineering, is that the actual coupled oscillators becomes asymmetric due to mismatch of devices, etc. and therefore, it is important to know the property of asymmetrical system in practice. After all, it is clarified that if the degree of asymmetry is small, the asymmetrical system can issue the switching dynamics like the symmetric system. However, if it is beyond a certain critical value, various non-periodic solutions which are different from the switching dynamics appear. Figure 1 shows the circuit model of two asymmetrical coupled oscillators. Negative Conductance (= NC) in Fig. 1 has the following i−v characteristics:
System Equation and Its Dynamics
At first, Kirchhoff's current law gives the following equation:
Taking time derivative of (1), we obtain the following equation (V 3 is regarded as V 1 ).
Compared with the symmetrical system [9] , we assume different capacitors of each oscillator. Hence it leads to the frequency mismatch of two oscillators. By normalizing the time and voltage variables:
and introducing new parameters:
the equation of this system can be written in the following normalized equation
.
If we rewrite variables in (2) as x 1 ≡ y 1 , x 2 ≡ẏ 1 , x 3 ≡ y 2 , x 4 ≡ẏ 2 , we obtain the following 4 th -order autonomous differential equation.
where x 1 (x 3 ) denotes the normalized output voltage of one(the other) oscillator, x 2 (x 4 ) is its derivative. We call this "asymmetrical system," because two oscillators have different intrinsic frequencies in general. The parameter ε > 0 shows the degree of nonlinearity. The parameter 0 α 1 is a coupling factor; namely, α = 1 means maximum coupling, and α = 0 means no coupling. The parameter β controls amplitude of oscillation. The parameter k 2 presents the frequency deviation of two oscillators; namely, k 2 = 1 means that two oscillators have an equal intrinsic frequency, and k 2 1 means that they have some frequency deviation. In this system, there exist periodic solutions for comparatively large ε, which disappear via SN bifurcation when ε becomes small. For example, Figure 2 presents a bifurcation diagram of two periodic solutions for α = 0.1, β = 3.1, k 2 = 1.030 † . The upper and bottom solid (dotted) curves in Fig. 2 correspond to two stable (unstable saddles) nodes, i.e., periodic solutions † † . Let us call the upper and bottom solid curves as periodic solutions A and B, respectively. The periodic solution A draws a large (small) closed curve in the x 1 -x 2 (x 3 -x 4 )-plane. On the contrary, the periodic solution B draws a large (small) closed curve in the x 3 -x 4 (x 1 -x 2 )-plane.
In identical two-coupled oscillator system(k 2 = 1), it has been elucidated that the SN bifurcation of two periodic attractors A and B occurs at the same ε, and the transitional phenomenon, namely the switching attractor exists right after the SN bifurcation [9] . The reason was a heteroclinic cycle connecting two degenerate saddles and nodes which were formed at the SN bifurcation point. In the asymmetrical system, there is a slight difference between the SN bifurcation points of two periodic attractors A and B, and the difference becomes large as k 2 is increased as shown in Fig. 3 . In this study, we show how the dynamics around the SN bifurcation points changes with the value of frequency deviation k 2 in the following Sects. 2.1-2.5 in detail. Namely, we investigate how the heteroclinic cycle in the symmetrical system disappears and new connection of nodes and saddles with their UM appears when k 2 gradually becomes large from 1.0.
Switching Dynamics
For k 2 = 1.030, the SN bifurcation of two periodic solutions A and B occur as shown in Fig. 2 ; namely, the bifurcation point of A is ε c1 = 0.445 and that of B is ε c2 = 0.439 for α = 0.1, β = 3.1. In this case, the connection of nodes and saddles with their UM around the bifurcation points changes with the value of ε as follows † † † . Figure 4 (a) presents a schematic diagram representing connections of nodes and saddles with their UM for ε 0.445, where the UM connect two nodes N 1 , N 2 and two saddles S 1 , S 2 to form a cycle. The UM has one-dimensional instability throughout the paper. In this case, two periodic solutions A and B which correspond to N 1 and N 2 respectively, are stable. Next, in † In this paper, all numerical integration is carried out by the 4th-order Runge-Kutta method with step size of 0.01. We apply modified Newton method on bifurcation analysis [10] . The accuracy of numerical results is basically 3 digits below decimal point.
† † Besides, there exist the same-phase and the reverse-phase solution for large region of ε starting from ε = 0. However, we do not describe these solutions unless they are related to the dynamics of the periodic solution we concern.
† † † The system variation in terms of ε in Sects. 2.1-2.4 are limited to the vicinity of the SN bifurcation point of periodic solutions A and B theoretically. In general, global bifurcation can occur in terms of ε. However, we confirm, excluding exceptional cases, that global bifurcation does not occur in terms of ε, at least, around the SN bifurcation point in our case. The exceptional case we confirm is in the region where k 2 is marginal (close to the global bifurcation point). In such region, global bifurcation may occur in terms of ε near the SN bifurcation point (namely, the structure of UM changes qualitatively). In such cases, the structure of UM shown in Figs. 4, 7, 9, 11(a) and (b) should be replaced by more complicated figures. However, the structure after the SN bifurcation shown in (c) does not change even in such cases. Although the structure shown in Figs. 4, 7, 9, 11(c) are limited to ε just after the SN bifurcation, computer simulation results in Figs. 14, 15, 16, 18 show that these structures are kept for ε which is, to some extent, separated from the SN bifurcation point. Fig. 4 (c) for ε 0.438, the quasi-periodic solution corresponding to the closed orbit formed by the locus of UM associated with S 2 (dotted closed curve) appears, since all saddles, nodes and their UM disappear. Just after the SN bifurcation of the periodic solution B, namely for ε 0.438, one may observe the switching dynamics (abbreviated as SD) such that the flow stays around the locus of two nodes for a long time and moves quickly along the locus of UM. The flow may stay longer at the locus of N 2 than that of N 1 , because of the following relation: |ε − ε c1 | > |ε − ε c2 |. So far, this is somewhat our conjecture on the dynamics of ε 0.438, but it will be proved by the following computer experiments. Figure 5 shows the superimposed presentation of (N 1 , S 1 ), (N 2 , S 2 ) and their UM † which corresponds to the situation in Fig. 4(a) for ε = 0.446 and the mapped points of SD on Poincare section † † just after the SN bifurcation as shown in Fig. 4 (c) for ε = 0.438 (k 2 = 1.030, α = 0.1 and β = 3.1). Note that mapped points stay on the locus of periodic solutions A and B for a long time, and quickly move along the UM. Note also that, there are more mapped points on the locus of B than on the locus of A. This fact proves our conjecture shown above (Appendix A).
Next, Fig. 6 (a) presents the mean sojourn times T A and T B of the mapped points of SD staying around the periodic solutions A and B, respectively. Here, mean sojourn time is defined as the time period for the mapped point (x 1 , x 3 , x 4 ) ∈ R 3 staying in the vicinity of the fixed point x A (x B ) in the following manner:
where
. For k 2 > 1, T A is smaller than T B . This is because the deviation from the bifurcation point of A (|ε − ε c1 |) is greater than that from bifurcation point of B (|ε − ε c2 |) as shown in Fig. 3 . The T A (T B ) in terms of parameter deviation obeys the TYPE I intermittency, therefore the slope of the log 10 |ε c1 − ε| versus log 10 T A (log 10 |ε c2 − ε| versus log 10 T B ) should be −0.5 [13] . .033 with α = 0.1 and β = 3.1. In symmetrical system, there is a heteroclinic cycle, because bifurcation points of two periodic solutions are the same [9] . In asymmetrical system, however, there is no heteroclinic cycle but a homoclinic cycle. Since the homoclinic cycle passes through very close † The shape of UM is obtained, together with the compensation algorithm, by repeating the mapping of which initial value is chosen on the unstable eigenvector [11] . The method to obtain initial point on the unstable eigenvector is referred to (57) in [12] .
† † In this paper, we fix the Poincare section as x 2 = 0 and we take mapped points when the flow penetrates the hyperplane from + to −. to the "locus" of the SN-pair of A, the dynamics after two periodic solutions disappear via SN bifurcation is almost the same as in the case of symmetrical system. Namely, the SD can be observed as shown in Fig. 5. 
Transitional Dynamics Converging to the ReversePhase Solution
For k 2 = 1.035, the SN bifurcation of two periodic solutions A and B occur as shown in Fig. 2 , but the bifurcation point of A is replaced by ε c1 = 0.444 and that of B is replaced by ε c2 = 0.437 for α = 0.1 and β = 3.1. Figure 7 presents a schematic diagram of connection of nodes and saddles with their UM for three intervals of ε. Namely, (a) for ε 0.444, there are periodic solutions A (which corresponds to N 1 ), B (which corresponds to N 2 ) and stable reverse-phase solution R which are connected by UM. and stays around B for a long time, and then moves along the locus of lower UM to converge in R. In this case, we observe no SD but observe the transitional dynamics around B. This dynamics can be observed for 1.034 k 2 1.038. In the symmetrical system we observed dynamics such that both UM of S 1 and S 2 converges to R [9] . In the asymmetrical system, however, this dynamics is deformed to appear as in Fig. 7. 
Dynamics Evolving to a Single Quasi-Periodic Attractor
For k 2 = 1.048, the SN bifurcation of two periodic solutions A and B occurs as in Fig. 2 , but the bifurcation point of A is replaced by ε c1 = 0.440 and that of B is replaced by ε c2 = 0.430 for α = 0.1 and β = 3.1. Figure 9 to the periodic solution B (N 2 ), since the periodic solution A disappears and the locus of A with its UM remains. (c) For ε 0.429, both the periodic solutions A and B disappear and the flow moves along the invariant curve (quasi-periodic solution) which is the locus of UM of S 2 . The reason why the flow does not stay on R as in Sect. 2.2 but evolves to the quasi-periodic solution, is that R has two dimensional instability. However, the flow moves very slowly near R, since the locus of R exists near the quasi-periodic solution. Meanwhile, the flow stays around the periodic solution B for a long time for ε 0.429, because the locus remains as well. Hence, the quasi-periodic solution behaves like switching dynamics between R and B. Figure 10 demonstrates superimposed presentation of the UM for ε = 0.441 and Poincare mapped points for ε = 0.429 starting around the periodic solution A. It is clear that the flow moves along the locus of UM. Namely, the transient phenomenon toward the quasiperiodic solution and the steady-state quasi-periodic solution can be observed. The above mentioned dynamics is kept for 1.039 k 
Coexistence of Two Kinds of Quasi-Periodic Attractors
For k 2 = 1.052, the SN bifurcation of two periodic solutions A and B also occur as in Fig. 2 , but the bifurcation point of A is replaced by ε c1 = 0.439 and that of B is replaced by ε c2 = 0.428 for α = 0.1 and β = 3.1. Figure 11 presents a schematic diagram of showing the relation of nodes and saddles with their UM for three cases. That is, (a) for ε 0.439, both periodic solutions A and B are stable. The UM of S 1 (S 2 ) forms a cycle connecting N 1 (N 2 ) and S 1 (S 2 ). (b) For 0.428 ε 0.438, the periodic solution A vanishes to become a quasi-periodic solution but the periodic solution B still exists. Therefore, the quasi-periodic solution associated with the locus of UM of S 1 and the periodic solution associated with N 2 coexist. (c) For ε 0.427, the quasi-periodic solution associated with the locus of UM of S 1 and that with the locus of UM of S 2 , coexist. It will be shown in Fig. 18 that how these attractors change when ε becomes small gradually. Figure 12 demonstrates the superimposed presentation of nodes and saddles with their UM for ε = 0.440 and Poincare mapped points of the above two kinds of quasi-periodic solutions for ε = 0.427. It is clear that the mapped points move along the locus of UM. That is, two kinds of quasi-periodic solutions coexist in this case. It is recognized as in Sect. 2.3 that some part of the Poincare map of the quasi-periodic solution associated with B moves slowly due to the influence of the locus of R. The above dynamics can be observed for 1.051 k Fig. 2 can no more be obtained, and hence such analysis becomes impossible. Among these four dynamics, (2.1) and (2.2) correspond to the transitional dynamics, and (2.3) and (2.4) are generally quasi-periodic solutions. Such a series of global bifurcation starting from SD due to asymmetry (= deviation between two oscillator's intrinsic frequency) seems a novel contribution of this study.
Labeling each case in Figs. 4, 7, 9, 11 as "a," "b," "c" and "d," respectively, the existence region of each structure for β = 3.1 can be drawn in the α-k 2 plane as in Fig. 13 † . The region of no point in Fig. 13 corresponds to that where no SN bifurcation of the periodic solution A and/or B would occur, and therefore other phenomenon may be observed. The variation of structure becomes more complicated in wider range of α and β. Moreover, all results throughout this study including Fig. 13 are presented only for k 2 > 1, because it can be proved that dynamics for 1/k 2 is intrinsically the same with that for k 2 by changing variables in (3) appropriately. Therefore, our analysis is valid for 0.902 (= 1/1.109) k 2 < 1.0, too.
Variation of Component Frequencies of the QuasiPeriodic Solution
In this section we calculate component angular frequencies of the quasi-periodic solution in Sect. 2 with decrease of ε. Concretely, to derive frequency spectrum, we apply the FFT algorithm to numerical results of (3) via Runge-Kutta method. The step size of Runge-Kutta method is set to 0.01 and the number of data samples is 2 20 . A practical set of parameters is α = 0.1 and β = 3.1, and ε is diminished from 1.0 to 0.001 with step size = 0.001. We employ the steadystate solution of (3) for the present ε as the initial value of (3) for the next ε. This is called the continuation method. For ε = 1.0 (starting point), the periodic solution A can be realized with the initial condition (x 1 (0), x 2 (0), x 3 (0), x 4 (0)) = (2, 0, 0, 0), and similarly the periodic solution B can be realized with (x 1 (0), x 2 (0), x 3 (0), x 4 (0)) = (0, 0, 2, 0).
In the following, we consider the ε versus ω property with various values of k 2 when a periodic solution turns into a quasi-periodic solution for the asymmetrical system. Figure 14 presents the result for k 2 = 1.030. The lower solution (which starts from the periodic solution A at ε = 1) changes with the single dominant angular frequency up to ε c1 0.445. At this point, it jumps to the periodic solution B discontinuously, because the solution A vanishes. On the other hand, the upper solution (which starts from the periodic solution B at ε = 1) has a single angular frequency up to ε c2 0.439, but below ε c2 it becomes to have two dominant angular frequencies. This is because the periodic solution bifurcates to become a quasi-periodic solution. In the asymmetrical system, the angular frequencies of the periodic solutions A and B are different for the same ε. The above mentioned result agrees well with the result shown in Fig. 4 .
Next, Fig. 15 presents the result for k 2 = 1.035. There are two periodic solutions which originate either in the periodic solutions A or B at ε = 1. With decrease of ε, the periodic solution originating in A survives up to ε c1 0.444 and vanishes at this ε. The periodic solution with a single dominant frequency component originating in B survives up to ε c2 0.437 and vanishes for ε < ε c2 . The reverse phase solution appears for ε < ε c2 . This structure agrees well with † The increment of α and k 2 is 0.01 in the region of 0.01 α 0.24 and 1.01 k 2 1.29. We obtain the structure of solution by computer simulation for each (α, k 2 ). that shown in Fig. 7 . Next, Fig. 16 presents the result for k 2 = 1.048. There are two periodic solutions which originate either in the periodic solution A or B at ε = 1. With decrease of ε, the periodic solution originating in A survives up to ε c1 0.440 and vanishes at this ε. While the periodic solution with a single dominant frequency component originating in B survives up to ε c2 0.430 and bifurcates to become a quasi-periodic solution with two dominant frequencies. These results reflect the global bifurcation shown in Fig. 9 . At ε p 0.369, two frequencies components change discontinuously. We investigate qualitative change of the quasi-periodic solution around ε p . Figures 17(a) and (b) present the quasi-periodic solution before and after ε p , respectively. In this case there is no hysteresis. The reason why quasi-periodic solution changes qualitatively for ε p 0.369 is the remained subject for the future work.
Next, Fig. 18 presents the result for k 2 = 1.052. The lower solution at ε = 1 follows the periodic solution A and bifurcates to a quasi-periodic solution for ε c1 0.439. Further, for a certain ε smaller than ε c1 , the solution disappears. On the other hand, the upper solution at ε = 1 bifurcates to another quasi-periodic solution at ε = ε c2 . For ε ε c2 , this quasi-periodic solution eventually becomes the quasi-periodic attractor predicted via averaging method. The above variation of component frequencies is consistent Fig. 17 The quasi-periodic attractor on the Poincare map before and after ε p ( 0.369).
Fig. 18
The variation of the angular frequencies of two solutions which start from initial conditions around A and B for the asymmetrical system (k 2 = 1.052, α = 0.1, β = 3.1, ε c1 0.439 and ε c2 0.428).
with the bifurcation of the periodic solutions A and B in Fig. 11. 
Conclusions
We investigate transitional dynamics and quasi-periodic solution including the SD in two inductor-coupled nonidentical oscillators by observing the behavior of unstable manifold of saddles. As a result, we confirm that the UM presents various global bifurcation with parameter k 2 . Further, we obtain the variation of angular frequencies of the periodic solutions A, B, R and the quasi-periodic solution in terms of ε via computer simulation. From engineering viewpoint, one of the significant outcomes of this research is that even in the asymmetrical system, if the degree of asymmetry is comparatively small, we can observe the SD similar to that observed in the symmetrical system. This means that the SD can be observed experimentally in the coupled oscillator system represented in Fig. 1 . The significance of investigating various quasi-periodic solutions including the transitional dynamics, is to demonstrate even a simple equation representing a practical electronic circuit such as coupled oscillators, can present the transitional dynamics which was discovered and demonstrated in complex nonlinear partial differential equation such as the reaction-diffusion system. This fact suggests the possibility that in various lumped electronic circuit the SD may be observed extensively.
In this paper, we obtain bifurcation of the periodic solution in terms of ε for fixed k 2 . As a future problem, we will calculate bifurcation of the same periodic solution in terms of k 2 for fixed ε (Appendix C). Moreover, we did not describe the same-phase and the reverse-phase solutions unless they are related to bifurcation of the periodic solution we concern (existing for large ε only). The whole bifurcation of these solutions is presented in [14] for the symmetric system, and that for the asymmetric system may be obtained by the same method. In the future, we will also observe experimentally various solutions in this system, especially the SD and the related behavior. bution for the Asymmetrical System
We calculate Laminar phase distribution [9] of the flow around the periodic solutions A and B in Fig. 6 (a) in terms of the deviation from its bifurcation point for k 2 = 1.03. Some gradient of Laminar phase distribution of A and B (which are denoted as G A and G B , respectively) are presented in Table A· 1 in terms of k 2 . From Table A· 1, the gradient takes the value from −0.43 to −0.52. Thus, it is confirmed that the relationship between the mean sojourn time around each periodic solution and the deviation of ε from the SN bifurcation point almost obeys the property of intermittency of Type I [13] (the gradient can be proved to be −0.5 the- oretically) even for the asymmetrical system. As an example, Laminar phase distribution for k 2 = 1.03 is shown in Fig. A· 2. 
