, where KD(z) is the Bergman kernel of D along the diagonal and λ I k D (z) is the Lebesgue measure of the Kobayashi indicatrix at the point z. This biholomorphic invariant was introduced by B locki and in this note, we study the boundary behaviour of F k D (z) near a finite type boundary point where the boundary is smooth, pseudoconvex with the corank of its Levi form being at most 1. We also compute its limiting behaviour near the boundary of certain other basic classes of domains.
Introduction
We continue the study of F k D , a biholomorphic invariant that was defined by B locki in his work on Suita's conjecture [7] . Recall that for a domain D ⊂ C n , where C = 4, 16 accordingly as D is convex or C-convex respectively. Furthermore, their work also contains a detailed discussion of this invariant on convex egg domains in C 2 . These results were supplemented in [3] wherein this invariant was considered on strongly pseudoconvex domains in C n and a few other observations were made about its boundary behaviour on egg domains in C 2 . In particular, even on the smoothly bounded convex eggs of the form E 2µ = {(z, w) ∈ C 2 : |z| 2 + |w| 2µ < 1}
for integers µ > 1, F k E 2µ
does not admit a limit at any of the weakly pseudoconvex points of ∂E 2µ . In fact, the full range of all possible values of F k E 2µ at points of E 2µ show up as possible limits near any of the weakly pseudoconvex points on ∂E 2µ . By the well known work of Lempert, all invariant metrics on bounded convex domains D coincide; so in particular for any invariant metric τ , F k D ≡ F τ D , the analogously defined invariant function associated to τ . While such an identity need not hold on strongly pseudoconvex domains in general, it was shown in [3] that on any smoothly bounded strongly pseudoconvex domain D, the boundary limits of F τ D exist and give rise to the same value: F τ D (z) → 1 as z approaches ∂D, the boundary of D. A different approach to this result has been suggested recently in [10] , wherein the focus was the invariant metric τ = a of Azukawa. In this article, B locki -Zwonek have also raised questions about the boundary behaviour of F a D both for bounded convex D as well as for smoothly bounded pseudoconvex domains. While the aforementioned (convex) egg domains settle the non-existence of boundary limits of F a D at non-strongly pseudoconvex boundary points in general, we believe that it is possible to make certain definite statements about the possible boundary limiting values. This will be explained a little later.
To continue the study of the boundary behaviour of F k D then, we have two possible directions for further progress:
(i) consider a more general class of smooth pseudoconvex domains of finite type, or (ii) relax smoothness assumptions on the boundary while staying within the realm of pseudoconvexity. For (i), we will focus on the class of Levi corank one domains. Recall that a smoothly bounded pseudoconvex finite type domain D ⊂ C n is said to be a Levi corank one domain if its Levi form at every boundary point has at least (n − 2) positive eigenvalues. This includes the class of all smoothly bounded pseudoconvex domains of finite type in C 2 . For Levi corank one domains, all invariant metrics are uniformly comparable -see for example [11] , [12] and [2] . Combining this with the general lower bound F a D ≥ 1 obtained by B locki -Zwonek already means that for any Levi corank one domain, F k D is bounded below by a positive constant (in fact, this holds even when the Levi corank one assumption does not hold globally; see Lemma 1.3 below).
A basic example of a bounded Levi corank one domain is the higher dimensional egg
where m ≥ 2 is an integer. Examples of unbounded pseudoconvex model domains whose boundaries are Levi corank one everywhere are given by D P = {z ∈ C n : 2 Re z n + P (z 1 , z 1 ) + |z 2 | 2 + . . .
where P is a subharmonic polynomial without harmonic terms. Note that the origin lies on ∂D P . Also, recalling the notation z = (z 1 , z 2 , . . . , z n ) = ( ′ z, z n ) ∈ C n , we note that the point b = ( ′ 0, −1) lies in every such domain D P , regardless of what P is; more specifically, this distinguished base point b is situated on the inner normal to ∂D P at the origin, one unit below.
For (ii), we will consider the class of strongly pseudoconvex polyhedral domains. In brief, these domains arise as the intersection of finitely many strongly pseudoconvex domains.
As in the strongly pseudoconvex case, the scaling method will be used for both classes of domains as described in (i) and (ii) above. The first thing to observe is the localization of F k D near holomorphic peak points. This will be actually used in the last section that deals with polyhedral domains. Proposition 1.1. Let D ⊂ C n be a bounded pseudoconvex domain and let p ∈ ∂D be a local holomorphic peak point. Then for a sufficiently small neighbourhood U of p,
It should be mentioned that this holds for F τ D where τ = a, c denote the Azukawa and the Carathéodory metrics respectively, as well; we omit the proof of the proposition as it follows immediately when the already known localization properties of the Azukawa metric ( [19] ), the Carathéodory and the Kobayashi metrics (cf. [14] ) respectively are combined with that of the Bergman kernel (see, for example, [16] ). Though this general proposition makes no boundary smoothness assumptions whatsoever, it does require the global assumptions of boundedness and pseudoconvexity of ∂D and leaves the dropping of these assumptions to be desired. While this is quite difficult in general, we show that dropping such global assumptions is possible if ∂D is assumed to have Levi corank one near the point p.
The success of the scaling technique in the Levi corank one case relies on verifying the stability with respect to scaling, of the pair of constituents of F k D : the Bergman kernels and the Kobayashi indicatrices associated to the scaled domains. The former requires proving a Ramadanov type theorem while the latter follows from the stability of the Kobayashi metric established in an earlier work [3] which in turn requires control on the behaviour of analytic discs (cf. [5] , [21] ).
The following main theorem of this article links the boundary behaviour of the invariant F k D (z) as z approaches a Levi corank one boundary point of a domain D to this invariant associated to the Levi corank one models evaluated at their common interior point b = ( ′ 0, −1). Theorem 1.2. Let D be a (not necessarily bounded) domain in C n with a Levi corank one boundary point p, i.e., ∂D is smooth pseudoconvex and of finite type near p ∈ ∂D and near which the Levi form of ∂D has corank at most 1. Then each limiting value of F k D (·) at p is of the form F k D∞ (b) for some decoupled polynomial model domain of the form
where P 2m is a subharmonic polynomial of degree at most 2m without harmonic terms and 2m is the type of ∂D at p.
Some remarks are in order. First, the proof of this theorem is no simpler in case D is bounded. Scaling does not see parts of the domain that are far away from p and it does not really matter whether the entire domain or only a small one sided neighbourhood of p is scaled since being Levi corank one is an open condition.
Second, the polynomial P 2m that arises in the definition of D ∞ is not unique and in general depends on how the point p (supposing it to be non-strongly pseudoconvex which is the main case of interest here) is approached within D. The limit domains D ∞ that arise this way are not biholomorphic to each other in general. Moreover, they need not always be biholomorphic to bounded domains. Thus, an entire family of model domains have to be considered while studying the boundary behaviour of F k D near Levi corank one points. This non-uniqueness in P 2m manifests as the non-existence of the limit of F k D at such a p. This explains why the limit fails even for egg domains E 2µ ⊂ C 2 . An alternate explanation for this failure was given in [3] that uses properties of its automorphism group.
Thirdly, it will be shown that every limiting value F k D∞ (b) > 0. This requires proof since D ∞ is apriori unbounded and quite possibly not biholomorphic to a bounded domain and hence the positivity of its Bergman kernel at b is not evident. We will do this by employing an idea from [1] .
At this stage, it is natural to ask: given a bounded domain D, does the range of values of F k D (z), as z varies throughout D, remain bounded between a pair of positive constants which depend at most on D alone? The question of whether one can attain universality of constants -choose these constants so as to bound F k D irrespective of D as well -and the question of optimality of such constants are all part of the study of the Suita conjecture in higher dimensions.
To this end, we have the following wherein τ denotes any distance decreasing metric or the Bergman metric. Lemma 1.3. Let Ω be a smoothly bounded pseudoconvex domain in C n whose boundary ∂Ω is of finite type at p ∈ ∂Ω and near which ∂Ω has Levi corank at most one. Then there exist positive constants c, C and a neighborhood U of p such that c ≤ F τ Ω (z) ≤ C for all z ∈ Ω ∩ U . Indeed, this is an immediate corollary of the well-known boundary estimates of Catlin and Cho for τ equal to the Carathéodory, Kobayashi or the Bergman metric. The relevant details will be discussed in passing, in the course of the proof of Theorem 1.2. As a corollary, it follows that
The question of optimality remains and so does the case of unbounded D.
Finally, the scaling method yields a similar result about the boundary behaviour of F k D near any point q ∈ ∂D, in the vicinity of which the boundary is smooth, convex and of finite type; the only difference being the form of the limit domains, which in this case are also polynomial domains but need no longer be decoupled. Specifically, they are of the form
with the polynomial P being a real valued convex polynomial without harmonic terms and whose degree is at most the 1-type of the point q. Such domains D q ∞ are obtained by scaling D near q, with respect to sequences {q j } ⊂ D converging to q. Both the convergence of the resulting sequence of scaled domains as well as the limit D q ∞ when they converge, depends on the the manner of approach of q j to q, much as in the Levi corank one case. We shall not digress any further into this as Blocki -Zwonek have dealt with the convex case in far greater generality and depth.
Turning now to basic classes of domains whose boundaries are necessarily not (globally) smooth, we could first consider product domains and ask firstly, the question of upper and lower bounds on F k D , before we examine boundary behaviour and go further into localizing assumptions as before. For domains D ⊂ C n , G ⊂ C m and (p, q) ∈ D × G, the Bergman kernel
For vectors v, w in C n and C m respectively, the Kobayashi metric
This multiplicative property will needless to say, facilitate computation of the invariant F k for domains biholomorphic to product domains, as well. Among the simplest such higher dimensional domain is the Hartogs' triangle in C 2 given by
which is biholomorphic to the product ∆ × (∆ \ {0}). Indeed the map φ(z, w) = (w/z, z), effects the aforementioned biholomorphic correspondence and it follows that
In particular, F k Ω (z, w) → 0 as (z, w) approaches the origin from within Ω. This seems to bring us to the limits of working with F k D , from the prospect of obtaining a positive lower bound for all F τ D simultaneously for all invariant metrics τ on non-smooth domains D, in general. However, we conclude the article by demonstrating results analogous to Theorem 1.2 for the class of strongly pseudoconvex polyhedral domains, C 2 with piecewise smooth boundary (see Definition 3.1) using the ideas from [17] . The model domains here again depend on the nature of approach to the fixed boundary point in question, but turn out to be convex in all cases, irrespective of the manner of approach; in particular, the boundary limits of F k D (z) for such domains D is bounded below by a positive constant (indeed, by 1), irrespective of whether z approaches a smooth point or any of the non-smooth points of the boundary.
2. Proof of Theorem 1.3 -Boundary behaviour of F k D in the neighbourhood of Levi corank one boundary points.
The task at hand is to show that for any sequence {p j } ⊂ D which converges to p, the limit of F k D (p j ), after possibly passing to a subsequence, is the value of F k D∞ evaluated at the distinguished point b = ( ′ 0, −1) of some Levi corank one model domain as in the statement of the theorem. This is accomplished in two steps.
The first step consists of scaling the given domain D with respect to the given sequence {p j }. The scaling maps (explained below) take p j ∈ D to b j in the scaled domain D j where
The second step consists of analyzing the stability of the Kobayashi indicatrices of the scaled domains at the base point b j and the convergence of the Bergman kernels. These will be dealt with in steps subsequent to the following subsection which briefly recapitulates the necessary background concerning the geometry of domains in a neighbourhood of Levi corank one boundary points and thereafter the scaling technique applied to such neighbourhods. Further details can be found in [5] , [11] , [12] , [21] .
2.1.
Step 1: Scaling . There exists a neighbourhood U of p, with the property that Γ := U ∩∂D is smooth, pseudoconvex, of finite type and such that the corank of the Levi form of ∂D is at most 1 at all points in Γ. By shrinking this neighbouhood if needed, we may assume that the orthogonal projection onto the boundary ∂D is well-defined on U and that the normal vector field, given at any ζ ∈ U by ν(ζ) = ∂r/∂z 1 (ζ), ∂r/∂z 2 (ζ), . . . , ∂r/∂z n (ζ) has no zeros in U ; this is normal to the hypersurface Γ ζ = {r(z) = r(ζ)}, where r is any defining function for ∂D near p, fixed once and for all. Fix ζ ∈ U . After a linear change of co-ordinates if necessary, we may assume that ∂r/∂z n (ζ) = 0 and thereby that the vector fields
,j≤n−1 having all its eigenvalues positive for each ζ ∈ U . By the spectral theorem, this Levi form is diagonalizable for each fixed ζ ∈ U . A further change of coordinates to encode not only the positivity of the Levi form but also the finite type character of our boundary piece is well-known and we shall only summarize its purpose here: this change of variables casts the Taylor expansion of the new defining function in a form in which there are no pluriharmonic monomials of weight less than 1 in it when the weights of monomials are measured with respect to the (inverse of the) multitype of the hypersurface Γ ζ and further, decouples the second degree terms as well. In order to formulate this, let us begin with the affine transform
which translates ζ to the origin -it is invertible by virtue of the fact that ∂r/∂z n (ζ) = 0. Moreover, φ ζ reduces the linear part of the Taylor expansion of r ζ = r • (φ ζ ) −1 about the origin, to
(1) r ζ (z) = r(ζ) + 2 Re z n + terms of higher order.
In particular, the origin lies on the hypersurface Γ r ζ ζ , the zero set of r ζ (z)−r(ζ) and the normal to this hypersurface at the origin, is the unit vector along the Re z n -axis. In fact, by the continuity of ∂r ζ /∂z n , it follows that the vector field ν(z) has a non-zero component along (the constant vector field) L n = ∂/∂z n for all z ∈ U (by shrinking U if needed). Furthermore, we may repeat the above procedure for any ζ ∈ U . Since r and (φ ζ ) −1 are smooth (as functions of ζ), the family {∂r ζ /∂z n (z)} of functions parametrized by ζ, is equicontinuous. As U is precompact, all these considerations are uniform in ζ.
For each ζ ∈ U , there is a radius R > 0 and an injective holomorphic mapping Φ ζ : B(ζ, R) → C n such that the transformed defining function
Re b
where
are real valued homogeneous polynomials of degree l without harmonic terms and the error function R(ζ, w) → 0 as w → 0 faster than one of the monomials of weight 1. Further, the map Φ ζ is actually a holomorphic polynomial automorphism of weight one of the form
where G ζ ∈ GL n−2 (C),z = (z 2 , . . . z n−1 ), ′ z = (z 1 , z 2 , . . . , z n−1 ) and Q 2 is a vector valued polynomial whose α-th component is a polynomial of weight at most 1/2 of the form
is a polynomial of weight at most 1 and is of the formQ
Since G ζ is just a linear map, Q 1 ( ′ z − ′ ζ) also has the same form when considered as an element of the algebra of holomorphic polynomials C[ ′ z − ′ ζ], when ζ is held fixed. The coefficients of all the polynomials, mentioned above, are smooth functions of ζ. By shrinking U , if needed, we can ensure that R > 0 is independent of ζ because these new coordinates depend smoothly on ζ. Further Q 1 (0, . . . , 0) = 0 and that the lowest degree of its monomials is at least two. On the other hand, while Q 2 (0) = (0, . . . , 0), the lowest degree of the terms in Q α 2 is at least (and can be) one. In case, the polynomials Q α 2 and Q 1 are identically zero, it turns out that the arguments become even simpler and this will be evident from the sequel. Note that Φ ζ (ζ) = 0 and Φ ζ (ζ 1 , . . . , ζ n−1 , ζ n − ǫ) = (0, . . . , 0, −ǫ ∂r/∂z n (ζ)).
To construct the distinguished polydiscs around ζ (more precisely, biholomorphic images of polydiscs), define for each δ > 0, the special-radius
Here, the norm of the homogeneous polynomials P l (ζ, ·) of degree l, is taken according to the following convention: for a homogeneous polynomial
It was shown in [13] that the coefficients b α jk 's in the above definition of τ (ζ, δ) are insignificant and may be ignored, so that
. . , z n /τ n (ζ, δ)) . The scaling maps are defined by the composition
The distinguished polydiscs Q(ζ, δ) devised to capture the 'Levi corank one' geometry, studied earlier by Catlin and Cho, are the pull-backs of the standard unit polydisc in C n , by these scaling maps. Finally, recall the M -metric defined on the one-sided neighbourhood U ∩ D induced by the scaling maps:
where ǫ(ζ) > 0 is such thatζ = ζ + (0, . . . , ǫ(ζ) lies on ∂D. The significance of this metric is that it is uniformly comparable to the Kobayashi metric [21] , while also being tractable in terms of Euclidean parameters (boundary distance) and derivatives of the given defining function, as is apparent from its very definition. First, let us record these estimates for ready reference later:
where · denotes any norm on C n and the suppressed constants are independent of v and ζ (depending only on the domain U ∩ D). In particular, taking · to be the l ∞ -norm, we may translate the estimate (5) on the Kobayashi metric into one about its indicatrix and its dilates:
here c r , C r are a pair of positive constants independent of ζ and R(ζ) = Φ ζ Q(ζ, δ(ζ)) is the polydisc centered at the origin of polyradius (τ 1 (ζ, δ(ζ)), δ(ζ), . . . , δ(ζ), δ(ζ)).
When D is additionally bounded and globally pseudoconvex as in Lemma 1.3, it follows from Theorem 1 of [12] that for all ζ in some tubular neighborhood of U ∩ ∂D,
wherein the suppressed constants depend only on D and are independent of ζ. Combining this with (6), finishes the verification of Lemma 1.3.
Two final comments are as follows: One, the estimate (5) implies the non-degeneracy of the Kobayashi metric near such boundary pieces in the sense that
holds for all v ∈ C n . Second, note that
where b n (ζ) = ∂r/∂z n (ζ) −1 so that b n (ζ) → 1 and consequently,
as ζ → 0.
We may now begin the proof of Theorem 1.2. We need to show that for any sequence {p j } in D which converges to p = 0, the sequenceF k D (p j ) converges after passing to a subsequence if necessary, to F k D∞ ( ′ 0, −1), for some model domain D ∞ as in the statement of the theorem. To do this, the first step is to scale the domain near p. Let us briefly recall the scaling technique. Suppose that D is given by a smooth defining function r which we may assume to be in the normal form (2); in particular, ∂r/∂z(p) = ( ′ 0, 1). Denote by ζ j , the point on ∂D chosen so that ζ j = p j + ( ′ 0, ǫ j ) for some ǫ j > 0. Then ǫ j ≈ δ D (p j ). Let Φ ζ j be the polynomial automorphisms of C n corresponding to ζ j ∈ ∂D as described in (3). It can be checked from the explicit form of Φ ζ j that Φ ζ j (ζ j ) = ( ′ 0, 0) and
It was shown in [21] that the scaled domains D j = ∆ ǫ j ζ j •Φ ζ j (D) converge, after possibly passing to a subsequence, in the Hausdorff sense to
where P 2m (z 1 , z 1 ) is a subharmonic polynomial of degree at most 2m (m ≥ 1) without harmonic terms, 2m being the 1-type of ∂D at p. One may view the limit domain D ∞ as being canonically linked to the domain D together with the manner of approach of the sequence p j to p -a 'tangential approach' may give a different limit domain than an approach which is strictly nontangential; interlacing sequences which give rise to two different limit domains, one obtains a sequence p j which converges to p but the associated sequence of scaled domains does not converge in the first place, unless one passes to a subsequence (in what follows, we may not always repeat adding this caveat of passing to a subsequence). However, we can make a definitive statement about the polynomial P 2m (z 1 , z 1 ) if p j approaches p along the inner normal to ∂D at p namely, that P 2m coincides with the homogeneous polynomial of degree 2m in z 1 , z 1 occurring in the normal form (2).
To proceed further, note that
. It remains to show that each of these factors in (8) converges to the corresponding entity associated to the limit domain.
2.2.
Step 2: Stability of Kobayashi indicatrices.
is uniformly compactly contained in C n for all large j and, (ii) the indicatrices I k D j (z) converge uniformly in the Hausdorff sense to I k D∞ (z).
. This follows from the stability of the Kobayashi metric itself with respect to scaling a Levi corank one domain. This was already noted in Lemma 3.3 of [2] , whose proof runs along the lines of Lemma 5.2 of [18] . Here is the statement: ) . Moreover, the convergence is uniform on compact sets of D ∞ × C n .
This implies the desired stability of indicatrices as in the statements of Lemma 2.1. The other ingredient is the strong non-degeneracy of the Kobayashi metric of the limit domain which itself being a Levi corank one domain, satisfies the lower bound (7). Theorem 2.2 then ensures for any fixed z ∈ D ∞ that for all j, we have:
first for v ∈ ∂B n ; but then for all v ∈ C n by the homogeneity of k(z, ·). The uniform convergence of Theorem 2.2 ensures that the above lower bound is valid with the same positive constant if z varies within a compact subset of D ∞ . This uniform lower bound first gives for all large j that I k D j (z) ⊂ B where B is the ball of radius 2/C centered at the origin. This establishes the desired compact containment of the indicatrices as in (i) of the lemma. Proofs of the remaining assertions of the lemma are exactly as in Lemma 2.4 of [3] and are hence omitted.
2.3.
Step 3: Convergence of the Bergman kernels. The Bergman kernel of any domain Ω ⊂ C n -bounded or not -is the reproducing kernel for the Hilbert space A 2 (Ω) of squareintegrable holomorphic functions on Ω i.e., f (z) =´Ω f (w)K Ω (z, w)dλ(w) for all f ∈ A 2 (Ω). Bergman kernels for unbounded domains are much less studied. We are forced to study the Bergman kernel on unbounded domains as the model domain D ∞ is unbounded and need not be biholomorphic to a bounded domain, even if our original domain D is bounded. In order to link the Bergman kernel of D with that of D ∞ , we need to establish that the Hausdorff convergence of the scaled domains D j to D ∞ , ensures the convergence of their corresponding Bergman kernels and to K D∞ . While Ramadanov's theorem takes care of the bounded case, we need a version which makes no boundedness assumptions. In view of this, we had formulated a pair of general Ramadanov type theorems in our previous article [3] . As this may be of independent interest as well, we include the one that is a crucial ingredient for this article, with details which had been skipped in the earlier article. Now, without the boundedness assumption on a domain Ω, the positive definiteness of the Bergman kernel on the diagonal i.e., K Ω (w) = K Ω (w, w) > 0 need not hold for all w ∈ Ω, in general.
It turns out that the Bergman kernel of D ∞ is positive definite as will be shown a little later. Thus, we formulate the theorem dropping boundedness and instead assuming this nowhere degeneracy of the Bergman kernel on the diagonal, but only for the limit domain. Proposition 2.3. Let {Ω j } be a sequence of (unbounded) domains in C n converging to a domain Ω ⊂ C n in the following way:
(i) any compact subset of Ω is contained in Ω j for all large j, and (ii) there is a unit vector v such that for every ǫ > 0, there exists an integer j ǫ satisfying Ω ⊂ Ω + ǫv and also Ω j ⊂ Ω + ǫv, for all j ≥ j ǫ . Here Ω + ǫv denotes the image of Ω under the translation T (z) = z + ǫv defined for z ∈ C n .
Assume further that K Ω is non-vanishing along the diagonal. Then
Proof. First we show that {K Ω j } is locally uniformly bounded. Indeed, if Ω 0 is a relatively compact subdomain of Ω, then by (i) we have
for z ∈ Ω 0 and for all large j. We also recall that
for all z, w ∈ Ω j and for each j. It follows from (9) and (10) that K Ω j (z, w) is bounded on Ω 0 as required. In particular, this provides us a subsequence, which for brevity we denote by K Ω j itself, that converges locally uniformly on Ω × Ω to a function, say, K ∞ on Ω × Ω. Next we show that K ∞ = K Ω . Note that by (ii), we have a subsequence {j k } of {j} such that
for all k. This implies for all z ∈ Ω and all large k that
Note that this positive definiteness of the Bergman kernel also holds for the K Ω j 's (of which K ∞ is the limit), as well. In other words, for any fixed w ∈ Ω, the functions
are well-defined for all large j and converges uniformly on compacts of Ω, to K ∞ (z, w)/K ∞ (w). Hence, continuing with the fixed w, we have for all large k, (12)
By the reproducing property of K Ω j k and the Riesz representation theorem, the L 2 -norm of the function in the numerator (for the fixed w) equals |K Ω j k (w)| 2 . Hence,
, and by (11),
Therefore, by (12) we have
. Now, fix any f ∈ A 2 (Ω) with f (w) = 1 and set
for z ∈ Ω. Note that f (w − v/k) = 0 by the continuity of f and hence g k is well-defined for all large k. Also, g k (w) = 1. Therefore,
Combining this observation with (13) , it follows that
Since Ω 0 is an arbitrary compact subset of Ω, we have shown that
for every f ∈ A 2 (Ω) with f (w) = 1. It follows from the minimizing property of the Bergman kernel that K ∞ (z, w) = K Ω (z, w). The above argument also shows that any convergent subsequence of K Ω j has limit K Ω and hence K Ω j itself converges to K Ω uniformly on compact subsets of Ω × Ω. Now, to apply this theorem to our scaled domains and ascertain the convergence of the associated Bergman kernels:
, we need to verify the positive-definiteness of the Bergman kernel function of the unbounded limit domain D ∞ . For this, it is sufficient to show the existence an L 2 -holomorphic function on D ∞ which is nowhere vanishing. To this end, we shall borrow a construction from Bedford -Fornaess [4] , which furnishes a nowhere vanishing holomorphic function for 'bumped' model domains in C 2 of the form
where P 2k is any given homogeneous subharmonic polynomial of degree 2k, which is not harmonic, provided ǫ is sufficiently small. A pair of key properties of this nowhere vanishing holomorphic function f , relevant for us is: (i) there exists a branch N √ f for some integer N ≫ 1 (well-defined and holomorphic on Ω), taking values only within a right-angled sector symmetric about the real axis in C (contained therefore within the right-half plane in C) and (ii) f satisfies the estimate |f (z, w)| ≈ |w| + |z| 2k for (z, w) varying throughout the closure of Ω, with the suppressed constants depending on the domain Ω alone; consequently its N -root g := N √ f as guaranteed by (i), satisfies the estimate (14) 1
for some constant C > 1, for all (z, w) ∈ Ω. Thus, both the growth of g at infinity and its decay near the origin in ∂Ω are essentially controlled by the real algebraic function E(z, w) := |w| + |z| 2k . So, if (z n , w n ) ∈ Ω is any sequence which diverges to infinity then firstly, we must have atleast one of the sequences {z n }, {w n } diverging; therefore, E(z n , w n ) and thereby |g(z n , w n )| both diverge to ∞. This actually entails that Re g(z, w) also diverges to ∞ as (z, w) diverges to infinity from within the domain Ω as follows. If not, we would have for atleast one sequence (z n , w n ) ∈ Ω diverging to infinity, that Re g(z n , w n ) is bounded. But then, combining this with the already noted property about the range of g being contained within a (strict sub-)sector in the right-half plane, forces g(z n , w n ) to be bounded, a contradiction. So, the function h(z, w) := exp(−g(z, w)) defines a nowhere vanishing holomorphic function on Ω which decays exponentially at infinity. To put this to use for our domain D ∞ in C n , first let π : C n → C 2 denote the projection π(z) = (z 1 , z n ). Then, note that the projection of D ∞ onto the (z 1 , z n )-plane is given by
Note that the polynomial P 2m is subharmonic but may not be homogeneous. To address this issue, we split it up as P 2m = H 2k + L where 2k denotes the degree of P 2m , H 2k the homogeneous component of degree equal to 2k in P 2m and L, the sum of all remaining terms of degree less than 2k. But then now, we must check that we have not lost subharmonicity: H 2k is subharmonic; indeed, the subharmonicity of P means the non-negativity of the polynomial ∆P 2m which entails the non-negativity of the Laplacian ∆H 2k (z, z) (which is a homogeneous polynomial) first for sufficiently large |z| and then subsequently for all z by the homogeneity of ∆H 2k . This finishes the verification of hypotheses and we have: H 2k is a subharmonic homogeneous polynomial devoid of any harmonic terms, allowing for a ready application of the aforementioned Bedford -Fornaess theorem to provide an ǫ > 0 and a nowhere vanishing function h with exponential decay at infinity in the domain
However, what we actually need is an analogous function on D ∞ . In order to attain this, first observe a concrete relation between the domains Ω and Ω H namely that, there exists a positive constant c such that whenever (z 1 , z n ) ∈ Ω, its translate (z 1 , z n − c) lies in Ω H . This follows from the fact that, as the degree of the polynomial L is less than 2k, |L(z 1 )| < ǫ|z 1 | 2k provided |z 1 | is large enough, say |z 1 | > R ǫ . Next, choose any upper bound of L(z 1 ) on the disc |z 1 | ≤ R ǫ and write it as 2c . Then for all z 1 , we have
Writing the defining inequality for any point (z 1 , z n ) ∈ Ω, we note that
In particular this ensures the inequality 2 Re(z n − c) + H 2k (z 1 ) < ǫ |z 1 | 2k + |z n − c| needed to finish the verification that the translation T c (z 1 , z n ) = (z 1 , z n − c) maps Ω into Ω H . Thus, π c := T c • π maps D ∞ into Ω H . Denote byh the pull-back of h with respect to π c i.e., set h(z) = h(z 1 , z n − c). Thenh is a nowhere vanishing holomorphic function on D ∞ . Moreover, h inherits the exponential decay property of h; indeed, from the defining inequality of D ∞ we infer that the real valued polynomial 2 Re(z n ) + P 2m (z 1 ) is actually negative valued throughout D ∞ with its size satisfying
Rewriting this as
we infer that max{|z 1 |, |z n |} → ∞ on D ∞ diverges as z diverges to infinity from within D ∞ . Consequently, the same holds for the behaviour at infinity of the algebraic function e(z) = |z 1 | + |z n − c| 2k on D ∞ . Stated differently, π c (z) diverges to infinity in Ω H as z diverges to infinity from within D ∞ , so thath(z) = h(π c (z)) then converges to 0; infact, as before for h, the algebraic nature of the function E(z) ensures that this convergence is indeed exponentially fast forh now. Indeed recalling the exponential decay property of h, we get that for any sequence {z j } diverging to infinity in D ∞ ,h(z j ) → 0 exponentially faster than the rate of convergence 1/|z j | → 0. Thus,h decays exponentially fast at infinity which when combined with the fact that the defining function of D ∞ is algebraic, means in particular thath must be an L 2 -function on D ∞ (cf. [1] ). Thush furnishes the sought-after nowhere vanishing L 2 -holomorphic function on D ∞ , sufficient to ensure the positive definiteness of the Bergman kernel of the limit domain. Finally, observing the semi-invariance of the limit domain D ∞ with respect to translations along the Re z n -direction i.e., D ⊂ D + tv where v = ( ′ 0, 1) and t ∈ R + , completes the verification of all hypothesis required by Proposition 2.3 which allows us to conclude the desired convergence of the sequence of Bergman kernels associated to the scaled domains.
This application of Proposition 2.3 along with the foregoing attainment of the positive definiteness of K D∞ has an interesting by-product. Namely, even if the zero-variety of the Bergman kernel (on the diagonal) K D of our original (possibly unbounded) domain D were non-trivial, it cannot approach a Levi corank one boundary piece: no sequence from the zero-variety of K D can converge to a boundary point near which ∂D is smooth, finite type and pseudoconvex of Levi corank at most one.
3. piecewise smooth strongly pseudoconvex boundaries Definition 3.1. A bounded domain D in C n is said to be a strongly pseudoconvex polyhedral domain with piecewise smooth boundary if there are C 2 -smooth real valued functions ρ 1 , . . . , ρ k : where for each i = 1, . . . , k and z ∈ C n ,
Since the intersection of finitely many domains of holomorphy is a domain of holomorphy, it follows that the polyhedral domain D as in Definition 3.1 is pseudoconvex. Moreover, note that the domain D as in Definition 3.1 supports a local holomorphic peak function at each boundary point.
Let D ⊂ C 2 be a strongly pseudoconvex polyhedral domain with piecewise smooth boundary as above defined by
Let p 0 ∈ ∂D be a singular boundary point, i.e., ∂D is not smooth at p 0 . We study F k D (z) as z → p 0 . It is evident from Definition 3.1 that exactly two of the hypersurfaces {z ∈ C 2 : ρ j (z) = 0} (where j = 1, . . . , k) intersect at the point p 0 . Without loss of generality, we may assume that
Let p j be a sequence of points in D converging to p 0 . Denote by
for each j. Note that both λ j and µ j tend to zero as j → ∞.
Following [17] , there are three cases to be considered: (I) The sequence p j is of radial type, i.e., there is a positive constant C (independent of j) such that 1/C ≤ µ 
where D 1,∞ is the model domain defined by
and Q 1 is a strictly subharmonic polynomial of degree 2.
It should be noted that if p 0 ∈ ∂D is a smooth boundary point, then the proof of Theorem 1.1 of [3] implies that F k D (z) → 1 as z → p 0 . We adapt the scaling method from [17] to understand F k D (p j ) in each of the above cases. To begin with, apply a complex linear change of coordinates A so that A(p 0 ) = (0, 0) and the gradient vector to the hypersurface A({ρ 1 = 0}) and A({ρ 2 = 0}) at the origin is parallel to the ℑz 1 and ℑz 2 axis respectively. Write A(p j ) =p j for each j.
Case (I):
The smoothness of ρ 1 and ρ 2 implies that for each j, there is a unique point s j on A({ρ 1 = 0}) and t j on A({ρ 2 = 0}) such that
There exists a sequence {B j } of affine automorphisms of C 2 such that B j (p j ) = (0, 0) for each j and the domains B j • A(U ∩ D) (for a sufficiently small neighbourhood U of p 0 ) are defined by
where Q 1 and Q 2 are real-valued quadratic polynomials.
Define the dilations
Among other things, the following two claims were proved in [17] . First, that D j converges to
where c 1 and c 2 are positive constants. Secondly, for all j large, the scaled domains D j are contained in D 0 , where
and r > 0 is fixed. It should be noted that there is a biholomorphism from the limit domain D ∞ onto the unit bidisc ∆ × ∆ that preserves the origin.
Case (II):
Assume that the sequence p j is of q-tangential type to {ρ 1 = 0}, i.e., lim j→∞ µ
For a sufficiently small neighbourhood U of p 0 , we may assume that p j are in U for all j. The domain A(U ∩ D) is given by
where Q 1 are Q 2 are strictly subharmonic quadratic polynomials. Let L j : C 2 → C 2 be the dilations given by Note that the limiting domain D 1,∞ is a Siegel domain of second kind (refer [20] for more details) and hence complete Kobayashi hyperbolic. Evidently, D 1,∞ can be written as the intersection of an open ball with a half space in C 2 . Moreover, D 1,∞ is an unbounded convex domain. Furthermore, according to [20] , D 1,∞ is biholomorphic to a bounded domain in C 2 . In particular, the Bergman kernel K D 1,∞ is non-vanishing along the diagonal. Also, note that the limit domain D 2,∞ is biholomorphic to the unit bidisc ∆ × ∆ via a map that preserves the origin.
It follows that
The stability of the infinitesimal Kobayashi metric under scaling can be proved using similar ideas as in Lemma 5.2 of [18] . The following two ingredients will be required in the proof -first, the limit domain D ∞ is complete Kobayashi hyperbolic and hence taut in each of the cases (I), (II) and (III). The next step is to consider the mappings f j : ∆ → D j that almost realize k D j (·, ·) and establish that {f j } is normal. Recall that, in each of the three cases listed above, the scaled domains D j are all contained in the taut domain 2D ∞ for large j. Hence, it is possible to pass to a subsequence of {f j } that converges to a holomorphic mapping f : ∆ → D ∞ uniformly on compact sets of ∆. It follows that the limit map f provides a candidate in the definition of k D∞ (·, ·).
Moreover, the convergence is uniform on compact sets of D ∞ × C 2 .
The next step is a stability statement for the Kobayashi indicatrices of the scaled domains D j .
Lemma 3.4. For z in any compact subset S of D ∞ , (i) I k D j (z) is uniformly compactly contained in C n for all j large, and (ii) the indicatrices I k D j (z) converge uniformly in the Hausdorff sense to I k D∞ (z). Finally, for each z ∈ D ∞ , the functions λ I k D j (z) converge to λ I k D∞ (z) . For the proof, repeat the arguments provided for Lemma 2.1 along with the following observation: the limit domain D ∞ is biholomorphically equivalent to a bounded domain in C 2 in each of the cases (I), (II) and (III), which implies that there is a uniform positive constant C (depending only on S) such that for z ∈ S k D∞ (z, v) ≥ C|v| for all v ∈ C 2 .
Proof of Theorem 3.2: Observe that 
