We investigate an inertial forward-backward algorithm in connection with the minimization of the sum of a non-smooth and possible non-convex and a non-convex differentiable function. The algorithm is formulated in the spirit of the famous FISTA method, however the setting is non-convex and we allow different inertial terms. We also treat the case when the non-smooth function is convex and we show that in this case a better step-size can be allowed. We prove some abstract convergence results which applied to our numerical scheme allow us to show that the generated sequences converge to a critical point of the objective function, provided a regularization of the objective function satisfies the Kurdyka-Lojasiewicz property.
Introduction
Let f : R m −→ R be a proper (possible non-convex) and lower semicontinuous function and let g : R m −→ R be a (possible non-convex) smooth function with L g Lipschitz continuous gradient, that is ∇g(x) − ∇g(y) ≤ L g x − y for all x, y ∈ R m . Consider the optimization problem inf x∈R m f (x) + g(x).
(1)
We associate to this optimization problem the following forward-backward algorithm. Consider the initial values x 0 = x −1 ∈ R m and for all n ∈ N consider
y n = x n + α n (x n − x n−1 ), z n = x n + β n (x n − x n−1 ), 
where α n −→ α ∈ − 1 2 , 1 2 , β n −→ β ∈ R, n −→ +∞ and 0 < s < 1−2|α| Lg(2|β|+1) . We assume in (2) that the function f is bounded from below in order to ensure that the set argmin in the definition of x n+1 is nonempty. Indeed, note that argmin y∈R m f (y) + ∇g(z n ), y − y n + 1 2s y − y n 2 = argmin y∈R m f (y) + 1 2s y − (y n − s∇g(z n )) 2 ,
and obviously if f is bounded from below then the function ψ(y) = f (y) + 1 2s y − (y n − s∇g(z n )) 2 is coercive, (i.e. lim y −→+∞ ψ(y) = +∞), hence argmin y∈R m ψ(y) = ∅.
Observe that we allow different inertial terms, moreover the inertial parameters α n and β n can take negative values. For inertial optimization algorithms we refer to [4, 2, 3, 8, 10, 16, 18, 21, 23, 24, 26, 27, 29, 32, 36, 38, 39] .
Before proceeding with the convergence analysis, we discuss the relation of our scheme to other algorithms from the literature.
First of all note that Algorithm (2) can equivalently be written as
y − (x n + α n (x n − x n−1 ) − s∇g(x n + β n (x n − x n−1 ))) 2 .
If we take β n ≡ 0 then (3) a particular case of the algorithm studied in [17] . Further, if we assume α n ≡ 0 then (3) becomes
that was investigated in [14] , see also [19] and [22] . If we assume additionally that g ≡ 0 then we obtain the algorithm studied in [5] .
Consider now the case f ≡ 0. Then (3) becomes
x n+1 = x n + α n (x n − x n−1 ) − s∇g(x n + β n (x n − x n−1 )), (5) which is the algorithm obtained in [1] from the explicit discretization of a perturbed heavy ball system. If α n = β n = βn n+α , β ∈ (0, 1) and α > 0 then (5) becomes the algorithm studied in [26] . Further, if α n = β n and lim n−→+∞ α n = α ∈ −10+ √ 68 8
, 0 and s < 4α 2 +10α+2
Lg(2α+1) 2 then (5) leads to the algorithm studied in [2] . We refer to [9] , [10] , [31] for the full convex case, that is, the functions f and g are convex, where different instances of Algorithm (2) have been investigated.
Let us consider now the particular instance of Algorithm (2) where we assume that the function f is convex, see also [15] for a continuous counterpart. In this case Algorithm (2) can be written as follows.
For x 0 = x −1 ∈ R m and n ∈ N consider
y n = x n + α n (x n − x n−1 ), z n = x n + β n (x n − x n−1 ),
x n+1 = prox sf (y n − s∇g(z n )),
where α n −→ α ∈ (−1, 1), β n −→ β ∈ R, n −→ +∞ and 0 < s < 2(1−|α|) Lg(2|β|+1) . Here for all x ∈ R m , where ∂f denotes the subdifferential of the convex function f . We emphasize that despite of similar formulation Algorithm (6) is not entirely a particular case of Algorithm (2) , the assumption that f is convex leads to a much better step size in the latter. Further, in Algorithm (6) we do not need to assume that the function f is bounded from below, since the function y −→ f (y) + 1 2s y − x 2 is strongly convex for all x ∈ R m and therefore the proximal operator (and consequently x n+1 ) is defined everywhere.
One can easily observe that for β n ≡ 0 Algorithm (6) becomes a version of iPiano studied in [35, 34] . We underline that (6) has a similar formulation as the FISTA algorithm see [10, 18] but we allow different inertial terms in order to get a better control on the stepsize s. Consequently, the convergence of the generated sequences to a critical point of the objective function f + g would open the gate for the study of FISTA type algorithms in a non-convex setting.
The outline of the paper is the following. In the next section we state some notions and preliminary results necessary for carrying out our analysis. In section 3 we prove an abstract convergence theorem that can be seen az an extension of the abstract convergence result obtained in [26] in the context of the minimization of a smooth function. In section 4 we study the convergence of the sequences generated by the numerical schemes (2) and (6) . The convergence is shown under the assumption that a regularization of the objective function has the Kurdyka-Lojasiewicz property in a cluster point of x n . Further, we show that the above mentioned regularization satisfies the assumption of the abstract convergence theorem obtained in section 3.
We refer the reader also to [5] , [6] [19], [20] , [22] , [17] and [35] for literature concerning proximalgradient splitting methods in the nonconvex case relying on the Kurdyka-Lojasiewicz property.
Preliminaries

On the limiting subdifferential
In this section we introduce some basic notions and present preliminary results that will be used in the sequel. The finite-dimensional spaces considered in the manuscript are endowed with the Euclidean norm topology. The domain of the function f :
We say that f is proper, if dom f = ∅. For the following generalized subdifferential notions and their basic properties we refer to [30, 37] . Let f : R n → R ∪ {+∞} be a proper and lower semicontinuous function. For x ∈ dom f , the Fréchet (viscosity) subdifferential of f at x is defined aŝ
In case f is convex, these notions coincide with the convex subdifferential, which means that∂f (
We will use the following closedness criterion concerning the graph of the limiting subdifferential:
The Fermat rule reads in this nonsmooth setting as: if x ∈ R n is a local minimizer of f , then 0 ∈ ∂f (x). Notice that in case f is continuously differentiable around x ∈ R n we have ∂f (x) = {∇f (x)}. We denote by crit(f ) = {x ∈ R n : 0 ∈ ∂f (x)} the set of (limiting)-critical points of f . We also mention the following subdifferential rule: if f : R n → R ∪ {+∞} is proper and lower semicontinuous and h : R n → R is a continuously differentiable function,
On KL property
For η ∈ (0, +∞], we denote by Θ η the class of concave and continuous functions ϕ : [0, η) → [0, +∞) such that ϕ(0) = 0, ϕ is continuously differentiable on (0, η), continuous at 0 and ϕ ′ (s) > 0 for all s ∈ (0, η).
In the following definition (see [6, 14] ) we use the distance function to a set, defined for A ⊆ R n as dist(x, A) = inf y∈A x − y for all x ∈ R n .
Definition 1 (Kurdyka-Lojasiewicz property) Let f : R n → R ∪ {+∞} be a proper and lower semicontinuous function. We say that f satisfies the Kurdyka-Lojasiewicz (KL) property at x ∈ dom ∂f = {x ∈ R n : ∂f (x) = ∅} if there exist η ∈ (0, +∞], a neighborhood U of x and a function ϕ ∈ Θ η such that for all x in the intersection
If f satisfies the KL property at each point in dom ∂f , then f is called a KL function.
The origins of this notion go back to the pioneering work of Lojasiewicz [28] , where it is proved that for a real-analytic function f : R n → R and a critical point x ∈ R n (that is ∇f (x) = 0), there exists θ ∈ [1/2, 1) such that the function |f − f (x)| θ ∇f −1 is bounded around x. This corresponds to the situation when ϕ(s) = C(1 − θ) −1 s 1−θ . The result of Lojasiewicz allows the interpretation of the KL property as a re-parametrization of the function values in order to avoid flatness around the critical points. Kurdyka [25] extended this property to differentiable functions definable in an o-minimal structure. Further extensions to the nonsmooth setting can be found in [11, 6, 12, 13] .
One of the remarkable properties of the KL functions is their ubiquity in applications, according to [14] . To the class of KL functions belong semi-algebraic, real sub-analytic, semiconvex, uniformly convex and convex functions satisfying a growth condition. We refer the reader to [11, 6, 13, 14, 12, 7, 5] and the references therein for more details regarding all the classes mentioned above and illustrating examples.
Abstract convergence results
In what follows, by using some similar techniques as in [7] , we prove an abstract convergence result. For other works where these techniques were used we refer to [22, 35] . Our result might become useful in the future for obtaining the convergence of an inertial algorithm in the non-convex setting.
In what follows we formulate some conditions that beside the KL property at a point of a proper, lower semi-continuous function lead to a convergence result. Consider a sequence (x n ) n∈N ⊆ R m and fix the positive constants a, b > 0,
(H2) For each n ∈ N, n ≥ 1 one has dist(0, ∂F (u n )) ≤ b( x n − x n−1 + x n−1 − x n−2 ).
(H3) For each n ∈ N and every u = (x, x) ∈ R m × R m one has
(H4) There exists a subsequence (u n j ) j∈N of (u n ) n∈N and u * ∈ R m × R m such that u n j −→ u * and F (u n j ) −→ F (u * ), as j −→ +∞.
Remark 1 One can observe that the conditions (H1) and (H2) are very similar to those in [7] , [22] and [35] , however due to the form of our sequence (u n ) n∈N , there are some major differences. First of all observe that the conditions in [7] or [22] can be rewritten into our setting by considering that the sequence (u n ) n∈N has the form u n = (x n , x n ) for all n ∈ N and the lower semicontinuous function f considered in [7] satisfies f (x n ) = F (u n ) for all n ∈ N. Further, in [35] the sequence (u n ) n∈N has the special form u n = (x n , x n−1 ) for all n ∈ N.
• Our condition (H3) is automatically satisfied for the sequence considered in [7] that is u n = (x n , x n ) with c 1 = √ 2, c 2 = 0 and also for the sequence considered in [35] u n = (x n , x n−1 ) with c 1 = c 2 = 1.
• In [7] and [22] the condition (H1) reads as
where a n = a > 0 in [7] and a n > 0 in [22] , which are formally identical to our assumption but our sequence u n has a more general form, meanwhile in [35] (H1) is
• The corresponding relative error (H2) in [7] is for each n ≥ 1 there exists
consequently, in some sense, our condition may have a larger relative error. In [22] the condition (H2) has the form
Moreover, in [35] is considered (u n ) n∈N = (x n , x n−1 ) n∈N , hence their condition (H2) has the form:
• Condition (H4) is identical to condition (H3) in [7] and [35] F . In [22] condition (H3) refers to some properties of the sequences (a n∈N ), (b n∈N ) and (c n ) n∈N .
Remark 2 Note that our condition (H2) is equivalent to the following: (H2') For each n ≥ 1 there exists W n ∈ ∂F (u n ) such that
Indeed, it is obvious that (H2') implies (H2). Further, since ∂F (u n ) is closed we have in R m that proj ∂F (un) (0) = ∅, hence there exists W n ∈ ∂F (u n ) such that
However, if one takes instead of R m an infinite dimensional space H then condition (H2) is weaker than (H2'). This is due to the fact that in an infinite dimensional Hilbert space H the set proj ∂F (un) (0) might be empty, hence might not exists in ∂F (u n ) an element of minimal norm.
Consequently, our abstract convergence result stated in Lemma 3 below is an extension of the corresponding result in [7] , [22] and [35] .
Let us denote by ω((x n ) n∈N ) the set of cluster points of the sequence (x n ) n∈N ⊆ R m , that is, 
be a sequence that satisfies the conditions (H1), (H2), and (H3).
Assume further that
Moreover, the initial point u 0 is such that
Then, the following statements hold. One has that u n ∈ B(u * , ρ) for all n ∈ N. Further,
Assume further that (H4) holds. Then, u ∈ crit F and F (u * ) = F (u).
Proof. We divide the proof into the following steps.
Step I. We show that u 1 ∈ B(u * , ρ) and F (u 1 ) < F (u * ) + η. Indeed, u 0 ∈ B(u * , ρ) and (7) assures that F (u 1 ) ≥ F (u * ). Further, (H1) assures that
Thus, u 1 ∈ B(u * , ρ), moreover (7) and (H1) provide that
Step II. Next we show that whenever for a k ≥ 1 one has u k ∈ B(u * , ρ), F (u k ) < F (u * ) + η then it holds that
Hence, let k ≥ 1 and assume that u k ∈ B(u * , ρ), F (u k ) < F (u * ) + η. Note that from (H1) and (7) one
thus (9) is well stated. Now, if x k = x k+1 then (9) trivially holds. Otherwise, from (H1) and (7) one has
Consequently
Since ϕ is concave, and (10) 
Now, by using (H1) and (H2) we get that
Consequently,
and by arithmetical-geometrical mean inequality we have
which leads to (9) , that is
Step III. Now we show by induction that (9) holds for every k ≥ 1. Indeed, Step II. can be applied for k = 1 since according to Step I. u 1 ∈ B(u * , ρ) and F (u 1 ) < F (u * ) + η. Consequently, for k = 1 the inequality (9) holds.
Assume that (9) holds for every k ∈ {1, 2, ..., n} and we show also that (9) holds for k = n+1. Arguing as at Step II., the condition (H1) and (7) assure that F (u * ) ≤ F (u n+1 ) ≤ F (u n ) < F (u * ) + η, hence it remains to show that u n+1 ∈ B(u * , ρ). By using the triangle inequality and (H3) one has
By summing up (9) from k = 1 to k = n we obtain n k=1
(12) Combining (11) and (12) and neglecting the negative terms we get
But ϕ is strictly increasing and
According to (H1) one has
hence, from (8) we get
Hence, we have shown so far that u n ∈ B(u * , ρ) for all n ∈ N.
Step IV. According to Step III. the relation (9) holds for every k ≥ 1. But this implies that (12) holds for every n ≥ 1. By using (13) and neglecting the nonpositive terms, (12) becomes n k=1
Now letting n −→ +∞ in (14) we obtain that
Obviously the sequence S n = n k=1 x k − x k−1 is Cauchy, hence, for all ǫ > 0 there exists N ǫ ∈ N such that for all n ≥ N ǫ and for all p ∈ N one has
hence the sequence (x n ) n∈N is Cauchy, consequently is convergent. Let lim n−→+∞ x n = x.
Let u = (x, x). Now, from (H3) we have
Further, (u n ) n∈N ⊆ B(u * , ρ) and ρ < σ, hence u ∈ B(u * , σ).
Since F (u * ) ≤ F (u n ) < F (u * ) + η for all n ≥ 1 and the sequence (F (u n )) n≥1 is decreasing, obviously F (u * ) ≤ lim n−→+∞ F (u n ) < F (u * ) + η. Assume that F (u * ) < lim n−→+∞ F (u n ). Then, one has
and by using the KL inequality and the fact that ϕ is concave, therefore ϕ ′ is decreasing, we get
for all n ≥ 1, impossible, since according to (H2) and the fact that (x n ) n∈N converges one has lim n−→+∞ dist(0, ∂F (u n )) = 0.
Assume now that (H4) also holds. Obviously in this case
From (H2) we have that there exists W n j ∈ ∂F (u n j ) such that
Now, one has (u n j , W n j ) −→ (u, 0) and F (u n j ) −→ F (u), j −→ +∞ hence by the closedness criterion of the graph of the limiting subdifferential we get
which shows that u ∈ crit(F ).
Remark 4
One can observe that our conditions in Lemma 3 are slightly different to those in [7] and [35] . Indeed, we must assume that u 0 ∈ B(u * , ρ) and in the right hand side of (8) we have ρ c 1 +c 2 .
Corollary 5 Assume that the sequences from the definition of (u n ) n∈N satisfy v n = x n + α n (x n − x n−1 ) and w n = x n + β n (x n − x n−1 ) for all n ≥ 1, where (α n ) n∈N , (β n ) n∈N are bounded sequences. Let c = sup n∈N (|α n | + |β n |). Then (H3) holds with c 1 = 2 + c and c 2 = c. Further, Lemma 3 holds true if we replace (7) in its hypotheses by η < a(σ − ρ) 2 4(1 + c) 2 and F (u n ) ≥ F (u * ), for all n ∈ N, n ≥ 1.
Proof. The claim that (H3) holds with c 1 = 2 + c and c 2 = c is an easy verification. We have to show that (7) holds, that is, u n ∈ B(u * , ρ) implies u n+1 ∈ B(u * , σ) for all n ∈ N. According to (H1), the assumption that F (u n ) ≥ F (u * ) for all n ≥ 1 and the hypotheses of Lemma 3, we have
for all n ≥ 1. Assume now that n ≥ 1 and u n ∈ B(u * , ρ). Then, by using the triangle inequality we get
where c = sup n∈N (|α n | + |β n |). Consequently, we have
which is exactly u n+1 ∈ B(u * , σ). Further, arguing analogously as at Step I. in the proof of Lemma 3, we obtain that u 1 ∈ B(u * , ρ) ⊆ B(u * , σ) and this concludes the proof. Now we are ready to formulate the following result.
Theorem 6 (Convergence to a critical point). Let F : R m × R m −→ R ∪ {+∞} be a proper, lower semi-continuous function and let (u n ) n∈N = (x n + α n (x n − x n−1 ), x n + β n (x n − x n−1 )) n∈N be a sequence that satisfies (H1) and (H2), (with the convention x −1 = x 0 ∈ R m ), where (α n ) n∈N , (β n ) n∈N are bounded sequences. Moreover, assume that ω((u n ) n∈N ) is nonempty and that F has the Kurdyka-Lojasiewicz property at a point u * = (x * , x * ) ∈ ω((u n ) n∈N ) and for u * (H4) holds. Then, the sequence (x n ) n∈N converges to x * , (u n ) n∈N converges to u * and u * ∈ crit(F ).
Proof. We will apply Corollary 5. Since u * = (x * , x * ) ∈ ω((u n ) n∈N ) there exists a subsequence (u n k ) k∈N such that u n k −→ u * , k −→ +∞.
From (H1) we get that the sequence (F (u n )) n∈N is decreasing and obviously F (u n k ) −→ F (u * ), k −→ +∞, which implies that F (u n ) −→ F (u * ), n −→ +∞ and F (u n ) ≥ F (u * ), for all n ∈ N.
We show next that x n k −→ x * , k −→ +∞. Indeed, from (H1) one has
and obviously the right side of the above inequality goes to 0 as k −→ +∞. Hence,
Further, since the sequences (α n ) n∈N , (β n ) n∈N are bounded we get
Finally, u n k −→ u * , k −→ +∞ is equivalent to
which lead to the desired conclusion, that is
The KL property around u * states the existence of quantities ϕ, U , and η as in Definition 1. Let σ > 0 be such that B(u * , σ) ⊆ U and ρ ∈ (0, σ). If necessary we shrink η such that η < a(σ−ρ) 2 4(1+c) 2 , where c = sup n∈N (|α n | + |β n |). Now, since the functions F and ϕ are continuous and F (u n ) −→ F (u * ), n −→ +∞, further ϕ(0) = 0 and u n k −→ u * , x n k −→ x * , k −→ +∞ we conclude that there exists n 0 ∈ N, n 0 ≥ 1 such that u n 0 ∈ B(u * , ρ) and F (u * ) ≤ F (u n 0 ) < F (u * ) + η, moreover
Hence, Corollary 5 and consequently Lemma 3 can be applied to the sequence (U n ) n∈N , U n = u n 0 +n . Thus, according to Lemma 3, (U n ) n∈N converges to a point (x, x) ∈ crit(F ), consequently (u n ) n∈N converges to (x, x). But then, since ω((u n ) n∈N ) = {(x, x)} one has x * = x. Hence, (x n ) n∈N converges to x * , (u n ) n∈N converges to u * and u * ∈ crit(F ).
Remark 7
We emphasize that the main advantage of the abstract convergence results from this section is that can be applied also for algorithms where the the gradient of the objective is evaluated in iterations that contain the inertial therm. This is due to the fact that the sequence (u n ) n∈N may have the form proposed in Corollary 5 and Theorem 6.
The convergence of the numerical schemes (2) and (6)
In this section we obtain the convergence of a sequence generated by Algorithm (2) and Algorithm (6) to a critical point of f + g. To this purpose we show that an appropriate regularization of f + g satisfies the conditions (H1)-(H4) and we use Theorem 6. The main tool in our forthcoming analysis is the so called descent lemma, see [33] , which in our setting reads as
Now we are able to obtain a decrease property for the iterates generated by (2) .
Lemma 8
In the settings of problem (1), for some starting points x 0 , x −1 ∈ R m , let (x n ) n∈N be the sequence generated by the numerical scheme (2) . Consider the sequence
Then, there exists N ∈ N and A > 0 such that
Assume that f + g is bounded from below. Then, the following statements hold.
(ii) The sequences (f + g)(x n ) + δ n x n − x n−1 2 n∈N and ((f + g)(x n )) n∈N are convergent;
Proof. From Algorithm (2) we have
x n −y n 2 , for all n ∈ N.
In other words
By using the Lipschitz continuity of ∇g we get
for all n ∈ N. By using (17) we get
Hence, (19) leads to
(20) Hence, (18) leads to
Now, taking into account the form of δ n , (21) leads to
For simplicity, let us denote B n = 1 4s − Lg 4 (1 + |β n−1 | + |β n |), n ∈ N. Note that by assumption we have 0 < s < 1−2|α| Lg(2|β|+1) and α ∈ − 1 2 , 1 2 , hence lim n−→+∞
Consequently, there exists N 0 ∈ N such that B n > 0 for all n ≥ N 0 .
for all n ≥ N 0 . Consequently, (22) leads to
Further, we have that
Lg(2|β|+1) and α ∈ − 1 2 , 1 2 , hence there exists N 1 ≥ N 0 and A > 0 such that
Finally, lim n−→+∞ δ n = 1 4s − Lg 4 > 0, hence there exists N ≥ N 1 such that δ n > 0 for all n ≥ N. In other words, for all n ≥ N one has
and δ n > 0 and this proves (i).
Let r > N. By summing up the (25) from n = N to n = r we get
which leads to
Now, if we assume that g is bounded from below, by letting r −→ +∞ we obtain
. The latter relation also shows that lim n−→+∞
But then, by using the assumption that the function f + g is bounded from below we obtain that the sequence ((f + g)(x n ) + δ n x n − x n−1 2 ) n∈N is bounded from below. On the other hand, from (i) we have that the sequence ((f + g)(x n ) + δ n x n − x n−1 2 ) n≥N is nonincreasing, hence there exists lim n−→+∞ (f + g)(x n ) + δ n x n − x n−1 2 ∈ R.
Further, since lim n−→+∞ δ n x n − x n−1 2 = 0 we get that there exists lim n−→+∞
A similar result holds for Algorithm (6) .
Lemma 9
In the settings of problem (1), for some starting points x 0 , x −1 ∈ R m , let (x n ) n∈N be the sequence generated by the numerical scheme (6) . Consider the sequence
x n 2 and δ n > 0 for all n ≥ N .
Proof. From Algorithm (6) we have 1 s (y n − x n+1 ) − ∇g(z n ) ∈ ∂f (x n+1 ), for all n ∈ N.
From sub-gradient inequality applied to f we get
According to (20) one has
(29) It is straightforward that
hence, (28) leads to
The rest of the proof goes analogously to the proof of Lemma 8 and therefore we omit it.
In what follows, in order to apply our abstract convergence result obtained at Theorem 6, we introduce a function and a sequence that will play the role of the function F and the sequence (u n ) studied in the previous section. We will treat Algorithm (2) and Algorithm (6) simultaneously, the entities δ n and N correspond to the appropriate values obtained in Lemma 8 and Lemma 9, respectively.
Consider the sequence w n = 2δ n (x n − x n−1 ) + x n , for all n ∈ N, n ≥ N and the sequence u n = (x n+N , w n+N ) for all n ∈ N, where N and δ n were defined in Lemma 8 if x n is the sequence generated by Algorithm (2) and N and δ n were defined in Lemma 9 if x n is the sequence generated by Algorithm (6) . Let us introduce the following notations:
x n = x n+N ,ỹ n = y n+N andz n = z n+N , α n = α n+N ,β n = β n+N andδ n = 2δ n+N , for all n ∈ N. Then obviously the sequences (α n ) n∈N , (β n ) n∈N and (δ n ) n∈N are bounded, (actually they are convergent), and for each n ∈ N, the sequence u n has the form u n = x n ,x n +δ n (x n −x n−1 ) .
Consider further the following regularization of f + g
We have the following result.
Proposition 10
The sequences (x n ) n∈N and (u n ) n∈N and the function H satisfy the conditions (H1)-(H3).
Proof. Indeed, note ar first that the sequence u n has the form assumed at Corollary 5 and Theorem 6, hence in particular (H3) holds. Further, for every n ∈ N one has
Now, (i) from Lemma 8 or Lemma 9 becomes
which is exactly our condition (H1) applied to the function H and the sequences (x n ) n∈N and (u n ) n∈N .
Observe that
Obviously
From Algorithm (2) and also from Algorithm (6) we have 1
for all n ≥ 1. Consequently
for all n ≥ 1.
We have, for all n ≥ 1 that
On the other hand dist(0, ∂H(u n )) ≤ W n for all n ≥ 1, which combined with (33) gives (H2).
Next we present some results concerning the limit points of the sequences (x n ) n∈N and (u n ) n∈N and the critical points of the functions f + g and H, respectively.
Lemma 11
In the settings of problem (1), for some starting points x 0 = x −1 ∈ R m , consider the sequences (x n ) n∈N , (y n ) n∈N generated by Algorithm (2) or Algorithm (6) . Assume that f + g is bounded from below. Then, the following statements hold true.
x ∈ crit(f + g)} and ω((u n ) n∈N ) ⊆ crit(H);
(iii) (H(u n )) n∈N is convergent and H is constant on ω((u n ) n∈N ).
Proof. (i) Let x ∈ ω((x n ) n∈N ). Then, there exists a subsequence (x n k ) k∈N of (x n ) n∈N such that lim k→+∞ x n k = x.
Since by (27) we get that lim n−→+∞ (x n − x n−1 ) = 0 and the sequences (α n ) n∈N , (β n ) n∈N converge, we obtain that lim
Conversely, if y ∈ ω((y n ) n∈N ) then, from (27) it results that y ∈ ω((x n ) n∈N ). Further, if z ∈ ω((z n ) n∈N ) then by using (27) again we obtain that z ∈ ω((y n ) n∈N ). Hence,
We show next that ω((x n ) n∈N ) ⊆ crit(f + g).
Let x ∈ ω((x n ) n∈N ) and (x n k ) k∈N a subsequence of (x n ) n∈N such that lim k−→+∞
We have to show that 0 ∈ ∂(f + g)(x). From Algorithm (2) or Algorithm (6) we have for every k ≥ 1
In virtue of (27)
Consequently p k −→ 0, k −→ +∞. We show that lim k−→+∞ (f + g)(x n k ) = (f + g)(x). Since f is lower semicontinuous, one has
Further we have for every k ≥ 1
Hence, for every k ≥ 1 we have
Taking the limit superior as k −→ +∞, we obtain lim sup
Now (34) and (35) show that lim k−→+∞ f (x n k ) = f (x) and, since g is continuous, we obtain
By the closedness criterion of the graph of the limiting subdifferential it follows that 0 ∈ ∂(f + g)(x).
So we have shown that ω((y n ) n∈N ) = ω((z n ) n∈N ) = ω((x n ) n∈N ) ⊆ crit(f + g).
Obviously ω((x n ) n∈N ) = ω((x n ) n∈N ) and since the sequences (α n ) n∈N , (β n ) n∈N are bounded, (convergent), from (27) one gets lim n−→+∞δ n (x n −x n−1 ) = 0.
Let (x, y) ∈ ω((u n ) n∈N ). Then, there exists a subsequence (u n k ) k∈N such that u n k −→ (x, y), k −→ +∞.
But we have u n = x n ,x n +δ n (x n −x n−1 ) , for all n ∈ N, consequently from (36) we obtaiñ
Hence, x = y and x ∈ ω((x n ) n∈N ) which shows that
Conversely, if x ∈ ω((x n ) n∈N ) then there exists a subsequence (x n k ) k∈N such that lim k→+∞xn k = x. But then, by using (36) we obtain at once that u n k −→ (x, x), k −→ +∞, hence by using the fact that ω((x n ) n∈N ) = ω((x n ) n∈N ) we obtain (iii) Follows directly by (ii) in Lemma 8 or Lemma 9.
Now we are able to prove the main result of this section.
Theorem 12
In the settings of problem (1), for some starting points x 0 , x −1 ∈ R m , consider the sequence (x n ) n∈N generated by Algorithm (2) or Algorithm (6) . Assume that f + g is bounded from below and consider the function
Let x * be a cluster point of the sequence (x n ) n∈N and assume that H has the Kurdyka-Lojasiewicz property at a z * = (x * , x * ). Then, the sequence (x n ) n∈N converges to x * and x * is a critical point of the objective function f + g.
Proof. Let (u n ) n∈N be the sequence defined by (31) . Since x * ∈ ω((x n ) n∈N ) according to Lemma 11 (i) one has x * ∈ crit(f + g) and u * = (x * , x * ) ∈ ω((u n ) n∈N ). From Proposition 10 we get that the assumptions (H1)-(H3) of Theorem 6 are satisfied with the function H, the sequences (u n ) n∈N and (x n ) n∈N .
It remained to show (H4). We have shown in the proof of Lemma 11 that if x * ∈ ω((x n ) n∈N ) and x n k −→ x * , k −→ +∞, then (f + g)(x n k ) −→ (f + g)(x * ), k −→ +∞. But then, by using (27) we get that u n k −→ (x * , x * ) = u * , and H(u n k ) −→ (f + g)(x * ) = H(u * ), k −→ +∞.
Hence, according to Theorem 6, the sequence (x n ) n∈N converges to x * as n −→ +∞. But then obviously the sequence (x n ) n∈N converges to x * as n −→ +∞. 
Corollary 14
In the settings of problem (1), for some starting points x 0 , x −1 ∈ R m , consider the sequence (x n ) n∈N generated by Algorithm (2) or Algorithm (6) . Assume that f + g is semi-algebraic and bounded from below. Assume further that ω((x n ) n∈N ) = ∅. Then, the sequence (x n ) n∈N converges to a critical point of the objective function f + g.
Proof. Since the class of semi-algebraic functions is closed under addition (see for example [14] ) and (x, y) → 1 2 x − y 2 is semi-algebraic, we obtain that the the function H : R m × R m −→ R, H(x, y) = (f + g)(x) + 1 2 y − x 2 is semi-algebraic. Consequently H is a KL function. In particular H has the Kurdyka-Lojasiewicz property at a point z * = (x * , x * ), where x * ∈ ω((x n ) n∈N ). The conclusion follows from Theorem 12.
Remark 15
In order to apply Theorem 12 or Corollary 14 we need to assume that ω((x n ) n∈N ) is nonempty. Obviously, this condition is satisfied whenever the sequence (x n ) n∈N is bounded. Note that the boundedness of (x n ) n∈N is guaranteed if we assume that the objective function f + g is coercive, that is, lim x →+∞ (f + g)(x) = +∞.
An immediate consequence of Theorem 12 and Remark 15 is the following result.
Corollary 16 Assume that f + g is a coercive function. In the settings of problem (1), for some starting points x 0 , x −1 ∈ R m , consider the sequence (x n ) n∈N generated by Algorithm (2) or Algorithm (6) . Assume further that
is a KL function. Then, the sequence (x n ) n∈N converges to a critical point of the objective function f + g.
