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1. INTRODUCTION 
Brayton and Moser [I] and Brayton [2] initiated a method of analyzing 
nonlinear electrical networks using the mixed potential functions. Their 
approach is interesting in that it is geometric in nature. Smale [3] observed 
that the dynamics of a class of electrical networks can be viewed, in a natural 
manner, as flows on nontrivial manifolds. His approach is ineteresting not 
only from mathematical point of view but from the circuit theoretic point of 
view, also. Desoer and Wu [4] obtained a result along this direction. 
In this paper we will discuss a fairly general class of electrical networks 
including transistors, vacuum tubes, and various other electronic devices. 
These devices are very important in electrical networks. The mathematical 
models of these electronic devices contain elements called dependent sources. 
In order to discuss networks containing dependent sources, one has to relax 
some of the conditions assumed in [l-3]. W e will regard dependent sources as 
coupled resistors and give a formula describing the dynamics of the class of 
networks. We will, then, give conditions under which the dynamics is the 
gradient of a real valued function with respect to a certain 2-tensor field which 
comes naturally from capacitors and inductors in a network. It turns out that 
these conditions are precisely what circuit theorists call reciprocity conditions. 
Finally, we will discuss a property called forced degeneracy of networks 
which is left unsolved in [3]. We will give one way of resolving such degen- 
eracy. Preliminary results are reported in [5]. 
2. THE DYNAMICS 
An electrical network is interconnections of, however complicated, elements 
of three basic kinds. They are resistors, capacitors, and inductors. Independent 
sources (batteries) are regarded as resistors and dependent sources are regarded 
as coupled resistors. There are two kinds of variables in a network. They are 
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the branch voltages denoted by w and the branch currents denoted by i. Let 
p, y, and X be the numbers of resistors, capacitors, and inductors, respectively, 
and let b = p + y + A, i.e., 21 is the number of all elements in the network. 
Then v belongs to iRb and i belongs to Rb. Thus, the set of unrestricted states 
for a network is Rb x W. The interconnections of these elements define a 
directed linear graph. Each branch of the graph corresponds to each element so 
that there are b branches in the graph. 
There are three kinds of constraints that must be satisfied by a network. 
CONSTRAINT 1. Branch Characteristics. (v, i) E A C Rb x Rb, where A 
is a 2b - p dimensional submanifold. 
Throughout the paper, a manifold is always assumed to be differentiable 
sufficiently many times. 
This formulation allows us to include dependent sources, i.e., coupled 
resistors. Hence, a very general class of networks is covered, including 
transistors, vacuum tubes, and other electronic devices. Note also that 
couplings among elements of different kinds are allowed. For example, the 
voltage across a coupled resistor can be dependent on the voltage across a 
capacitor. Dependent sources of this type arise from the mathematical models 
of MOSFET and others [6]. In [l] and [3] no dependent sources are allowed. 
Pick a tree for the linear graph defined by a given network. Let B and Q be 
the fundamental oop matrix and the fundamental cut set matrix, respectively [7]. 
CONSTRAINT 2. Kirchhoff Laws. 
Bv = 0, Qi = 0. (2*1) 
In order to describe the last constraint, we partition the branch voltages and 
the branch currents as 
u = (% 3 % , Q) and i = (iR,iC,iL), 
respectively, where vR , wc , and wL are the voltages across resistor branches, 
capacitor branches, and inductor branches, respectively, and iR , i, and iL are 
the currents through resistor branches, capacitor branches, and inductor 
branches, respectively. 
CONSTRAINT 3. Maxwell’s Equations. 
(24 
(2.3) 
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where vc (resp. i,.,) denotes the b ranch voltage (resp. branch current) of the 
nth capa:itor (resp. inductor). The matrices [C&r+)] and [Lmn(iL)] are 
symmetric and positive definite for all vc and iL , respectively. They are 
called the incremental capacitance matrix and the incremental indwtance 
matrix, respectively. 
Note that coupled capacitors and coupled inductors are allowed under the 
present formulation. 
LEMMA 1. The set 
K = kerB x kerQCW x lRb (2.4) 
is a b-dimensional linear subspace. 
This is a standard fact in circuit theory. It can be shown that K does not 
depend on the particular choice of a tree. But this is not important for the 
present purposes. It is natural to call K the Kirchhoflspace. 
Now, the set of physical states must satisfy the branch characteristics and 
the Kirchhoff laws simultaneously so that the set of physical states will be 
(1 n K. Naturally, one would like this space to be a submanifold. To guarantee 
this we assume the following. 
ASSUMPTION (A). (i) (1 n K is nonempty. (ii) (1 and K are transversal, 
i.e., at each x in Rb x Rb, either z $ (1 n K or z E (1 n K, and 
Tz(Rb x Rb) = T&l) + T,(K). 
Circuit theoretically, Assumption (A)( ii means that the branch charac- ) 
teristics and Kirchhoff laws do not duplicate. This condition is satisfied for 
many electrical networks. Note, however, that this is independent of the 
mathematical fact that (A)(h) is a generic property. A trivial example where 
Assumption (A)(i) does not hold is the following. Consider a circuit consisting 
of two independent voltage sources connected in parallel. Then, (v, i) cannot 
satisfy the branch characteristics and Kirchhoff laws, simultaneously. Hence, 
(1 n K is empty. 
LEMMA 2. Under Assumption (A), the set 
Z=AnK 
is a y + h dimensional submanifold. 
Proof. If Assumption (A) holds, then an implicit function theorem for 
manifolds [8] forces 27 to be a submanifold. Furthermore, the equality 
dim A -dimZ=dimRb x Rb-dimK 
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holds. It follows from this and Lemma 1 that 
dimE=dimA-b=26----6=b----==+$. Q.E.D. 
The space ,E will be the state space where the dynamics takes place. In order 
to describe the dynamics on 2, we first consider l-forms on lFP x W: 
Let 
7 = i vRndiR, + d (2.6) 
?t=l 
be the inclusion. 
11: K-+ w x UP (2.7) 
LEMMA 3. ~“5 = tl*r), where Lo* is the induced map of cl . 
Proof. Note that 
so that it suffices to show that 
il v&t = 0 on K. (2.8) 
In order to show this let v, and il be the tree branch voltages and the link 
currents, respectively. It is known [7] that v and i in K are parametrized by v, 
and i, , respectively (in terms of B and Q): 
v = QTv, , i = BTiz , (2.9 
where T denotes matrix transposition. Furthermore [7], 
BQT = 0 (zero matrix). (2.10) 
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Let B = [bkn] andQ = [qkm]. Then by (2.9) 
vk = 1 %nkvl),,,, 9 iI, = c bndt, I k = l,..., b, 
m 1z 
so that 
gl vk(vT) dik(iZ) = i c c ~mkbnk%m~$, . 
k=lm. n 
(2.11) 
It follows from (2.10) that the right-hand side of (2.11) vanishes. Ify is another 
(global) coordinate for K, then (v 7 , it) is linearly parametrized by y so that 
the l-form of our interest still vanishes. Hence, (2.8) holds. Q.E.D. 
Next consider the following symmetric 2-tensor (not Riemannian) on 
R’ x llv: 
G = i i Cmn(vc) dv, @ dvc, - i i L,,(iJ diLm @ diL, . (2.12) 
m=-ln=1 m=1n=1 
We will pull back G and 71 to Z and describe the dynamics. To this end let 
be the inclusion and let 
Lo: Z-+ K (2.13) 
be defined by 
Tr’: Rb x w -+ [WY x w 
7r’(v, i) = (vC , i=). 
(see (2.6)). 
w = L%). (2.14) 
PROPOSITION 1. Let Assumption (A) be satisfied. Then the vectorfield X, at 
z E Z which describes the dynamics of the network is determined by 
~*G(& , E) = 46) for all E E T,(z) (2.15) 
wherever r*G, is de&ted. 
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Proof. Since Z C K, Lemma 3 together with Maxwell’s equations (2.2) 
and (2.3) imply that 
= * (!l vRndiRn + d (gl e,,&)) = we 
This is precisely what (2.15) says. Q.E.D. 
Remark. For those circuit theorists who are not familiar with the termi- 
nologies used here, the following explanations may be helpful. The symmetric 
2-tensor G of (2.12) is defined on W x W, i.e., for each x E I+’ x W, 
G,( *, *) is a symmetric bilinear function on T&FP x W) x T,(W x W). 
Since the dynamics takes place on Z, one would like to have G on 2. To this 
end recall that the function T carries ,Z into W x IF@. One can define the 
2-tensor firld rr*G on 2 (called pull back tensor field) by 
(~*G)z(u, 4 zf G,,(zh-~u, ~QJ), z E z, 24, v E T&q 
where r* is the differential of r, i.e., (r& carries T,(Z) into Z’,,(,)(W x W). 
V* is called the induced map of rr. Lo* of Lemma 3 has a similar meaning in the 
sense that cl*{ and cl*7 are l-forms on K, i.e., for each y E K, the values 
(L~*[), and (~r*q)~ belong to T,*(K), the dual of T,(K). 
Next, recall that a vector field X on Z assigns to each x E Z an element 
X, E Z’,(Z). A differentiable curve q(t) on 2 is a flow generated by X if 
44W = -C(t) . (#) 
In order to define v(t) it suffices to specify X, at each x E Z. Now, m*Gz(., e) 
is a symmetric bilinear function on T,(Z) x T,(Z), while wz(*) is a linear 
function on T,(Z). H ence, it is not difficult to show that formula (2.15) 
uniquely defines an element X, E T,(Z) provided that n*G,(-, *) is non- 
degenerate. The easiest way to see this will be the following. Let A be an 
rr x n symmetric nonsingular matrix and let (+, *) be the standard inner 
product on W. Then (Ax, y), x, y E [w m, defines a symmetric nondegenerate 
bilinear function on UP x lR*. For w E UP, then, the formula 
(4 Y> = (WY Y> 
uniquely defines the vector 
for all y E W 
x = A%. (##I 
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Proposition 1 says that the X, thus determined generates dt) via (#). The 
flow p)(t) describes how the network evolves over time on Z. These facts can 
be found in standard books. See, for example, [9]. If the network is complete 
[l], i.e., (co, iL) serves as a global coordinate for Z, or what amounts to the 
same thing, 7~ is a global diffeomorphism, then in terms of this coordinate, X, 
is exactly (dv,/dt, di,/dt). 
EXAMPLE 1. Consider the network of Fig. l(a). The three-legged element 
is a transistor. R, and R, are uncoupled resistors and e and E are independent 
voltage sources. If one uses the Ebers-Moll model [IO], a common model, for 
the transistor, then the mathematical model of this network is described by 
Fig. l(b), where R3 and R, are dependent sources, i.e., coupled resistors. The 
(2.16) 
branch characteristics for this model are given by 
v4 - RliRl = 0, VR, - R2iRz = 0, 
iR, + aiR, = ~~O(e’vR~ - I), 
vu, - const, vE = const, 
FIGURE 1 
where Rl and R, are positive numbers, and ~11, /3 Ieo , Ice , and r are parameters 
determined by a particular transistor. It is known, however, that for any 
transistor, 
Since 
0 < 01, /3 < 1. 
zR, + aiR, - IeO(e7vR3 - 1) 
det ala(;R, , iR4) 1 =I-ap>o, /3iRa + iR, - ICO(e7VR4 - 1) 
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(2.16) defines a 2b - p = 16 - 6 = 10 dimensional submanifold n of 
W x W. It is clear that the Kirchhoff laws are 
vC1 = -VR, = z’& - v, , v‘-, = -vR, = vR,- VE, 
(2.17) 
% - iR, + i, = 0, iC2 - i& + iE = 0. 
Taking the derivatives of (2.16) and (2.17), one can show that /l and K are 
transversal so that ,Z is a y = 2 dimensional submanifold. For simplicity, we 
suppose that the capacitors are linear and uncoupled: 
Wv~,ldt) = i, , C2(&,14 = icz , 
where C, and C, are positive. In this example one can easily show that 
(V Cl , vc,) serves as a global coordinate for Z. In terms of this coordinate, the 
w defined by (2.14) is written as 
( -- ZkC’t Ieo(eTvC1 - 1) - oll,,(e7% - 1) w= 
1 1 + 4 
-- ;, dvc:, 
+(-$+ 
-/31eo(eTvc1 - 1) + I&+P - 1) 
- 1 - a/3 g, dv, . 
2 
Hence, the dynamics of the network is described by 
C 
dvcl -=++ 
Ieo(er% - 1) - cJeO(e% - 1) v, 
l dt ----, 1 1 - 0$ Rl 
-~~eo(e’“cl - 1) f Ic,(eT% - 1) vE 
-- 
1 - $3 R2 . 
3. RECIPROCITY 
In this section we will give conditions under which the vector field X of the 
network is the gradient of a real valued function with respect to n*G 
(see (2.15)). It turns out that the conditions are precisely those that circuit 
theorists call reciprocity conditions for networks. 
The following fact is straightforward but, as will be seen, it has an interesting 
circuit theoretic consequence. 
LEMMA 4. Suppose that Assumption (A) holds and that Z is simply connected 
(this is not a restrictive assumption for electrical networks). Then there is a smooth 
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real valuedfunction P on Z such that the dynamics of the networks is the gradient 
of P with respect o VT*G: 
~*G(& , 5) = dP,(5), f E T,V:), 
if and only if 
= 0. 
Proof. Since Z is assumed to be simply connected, the vector field is the 
gradient with respect to n*G if and only if w defined by (2.14) is closed (see 
(2.15)). Since 
dw = dL*T = L*dT = L* & dvR, A diR, + d2 (iI vCni)) 
the result follows. 
= L* i gl darn Adh,,), 
Q.E.D. 
Remark. Again, for those circuit theorists who are not familiar with the 
above terminologies, the following explanations will be helpful. Note that we 
are seeking conditions under which w = dP for some real valued function P. 
Recall that w is exact if w = dP for some P and that w is closed if dw = 0. 
Since Z is simply connected, these two conditions are equivalent. Note also 
that the differential dP, of a real valued function P on Z at x E Z, belongs to 
T,*(C), while the value of a vector field X, at z E Z should be in T,(Z). If 
dP, and X, are related by (3.1) at each z E Z, then X is called the gradient of 
P with respect to rr*G [9]. Note that the gradient of a function P depends on 
a particular rr*G, while the differential dP is independent of n+G. If, in a 
complete network, the incremental capacitance matrix and the incremental 
inductance matrix are identity matrices of dimensions y and h, respectively, 
then the components of X, in (3.1) and the components of dP, , in terms of the 
coordinate (V c, iL), coincide except for the minus sign in the last h com- 
ponents. See also (##). 
Now, in cricuit theory, a function y = F(x) from [w” into itself is sometimes 
called reciprocal if the Jacobian (aF/&c)(x) is symmetric for all x so that 
Y = (W x )( > f x or some real valued function f(x). We will show that condition 
(3.2) is a generalization of the concept of reciprocity, 
Let (W, $) be a chart of Z and let 
be defined by 
Trail: Rb x lRb --+ IR” 
7-rr,Jv, i) = vR . 
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Write 
%(X) = (‘rr,, o L o $-1)(x>, x E wo 
Similarly, write 
iR(X) = (?rTTiR 0 L 0 t/F)(x). 
PROPOSITION 2. Condition (3.2) holds ij mad only if fm each chart (IV, $) 
of z’, 
gf (x)’ gf (x) = 2 (x)’ 2 (x), x E a/h(W). (3.3) 
Proof. 
= jl zrn (2 (x) 2 (x) - $$ (x) 2 (x)) dxk cdx, . 
It is not difficult to show that this 2-form vanishes if and only if the following 
matrix is a zero matrix: 
(2 (x)‘2 (x) - 2 (x)T $y$ (x)). 
so that the result follows. Q.E.D. 
If a function F(x) from lRn into itself has the property that (aFlax) is 
symmetric for all X, then 
f (X)T g (x) = g (x)’ f(x). 
Hence, (3.3) holds so that the classical reciprocity is a special case of (3.2). 
Since (3.2) is a necessary and sufficient condition for the vector field to be 
the gradient, it may be natural to define the reciprocity of a network to be (3.2) 
itself. 
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DEFINITION. A network is reciprocal if (3.2) holds. 
The following is a restatement of Lemma 4. 
PROPOSITION 3. Let Assumption (A) hold and let Z be simply connected. 
Then, the network is reciprocal ;f and only ;f the dynamics is the gradient of a 
function P with respect o p*G: 
X = (grad P),,,o . 
These results are a generalization of Brayton’s results on n-ports [2]. 
Many of the results on reciprocity have been concerned with the properties 
of d, the branch characteristics. Hence, those results only gave sufficiency. 
COROLLARY. If A is simply connected and if 
i dvR, A di, = 0 on A, 
T&=1 
(3.4) 
then there is a smooth real valued function P on Z such that 
w = dP, 
so that it gives rise to a gradient system. 
Such P is called the mixed potential function [l, 21 of a network. It is easy 
to give an example of a reciprocal network which does not satisfy (3.4). 
Networks discussed in [3] have uncoupled branch characteristics. Namely, n 
is defined by 
A = ((0, i) E R” x lRb 1 (vR, , iR,) E A, , n = l,..., p} 
where each d, is a one-dimensional submanifold. 
(3.5) 
PROPOSITION 4. Any network with uncoupled branch characteristics (3.5) 
satisfies (3.4). 
This is because of the fact that a 2-form on a one-dimensional manifold 
automatically vanishes. 
Networks discussed in [l-3] are reciprocal. The network of Example 1, 
Section 2, is not reciprocal. One can, of course, relax the simply connectedness 
of Z by requiring that W(Z) = 0. Such a generalization, however, is not very 
important from circuit theoretic point of view. 
The fact that rr*G is not, in general, a Riemannian structure on C stems 
from the minus sign of the second term of (2.12). Thus, if there are no 
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inductors in a reciprocal network with simply connected Z, then the dynamics 
is a gradient system with respect to the Riemannian structure: 
provided, of course, that this 2-tensor field is nondegenerate on Z. Similarly, 
if there are no capacitors, then the vector field is the gradient with respect 
to a Riemannian structure. These observations lead to the following fact 
which is mathematically elementary but interesting from circuit theoretic 
point of view. Namely, one cannot synthesize a reciprocal network with 
simply connected Z consisting only of resistors and capacitors which admits 
periodic outputs. A similar statement holds for a network with resistors and 
inductors only. 
4. FORCED DEGENERACY 
Let n, and nr be the number of tree branches and the number of links, 
respectively. It is known [7] (see (2.4)) that 
Let 
be defined by 
Now, if 
dim ker B = n, , dimkerQ = nl. 
x: ker B + Rv 
x(v) = vc - 
n7 < Y, 
then x can never be onto so that the dynamics (2.15) is degenerate throughout 
.Z, because Z C K. A similar situation arises when nl < A. Such situations 
are called forced degeneracy [3]. Recall that the symmetric bilinear function 
rr*G,(., a) is nondegenerate if 
~*G(& > 5,) = 0 for all 5, E T&Y) 
implies that (a = 0. Forced degeneracy here and in [3] is understood in the 
sense that 7r*Gz( *, a) is degenerate at every z E Z. There are many other cases 
where (2.15) is degenerate. We will give one way of resolving this degeneracy 
when there are no independent sources. Although the idea is still valid for 
general cases, the argument becomes fairly involved, while very little is 
gained. The argument which follows depends on a particular choice of a tree. 
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Consider a network with forced degeneracy which contains no independent 
sources. Choose a tree which contains the maximum number of capacitors 
and minimum number of inductors. Let v and i be partitioned as 
v = @S > vR,vL,VC,uG, %) and i = (is , iR , iI. , ic , iG , ir), 
respectively, where S, R, L, C, G, and r denote link capacitors, link resistors, 
link inductors, tree branch capacitors, tree branch resistors, and tree branch 
inductors, respectively. Forced degeneracy, then, means that at least one of the 
variables pertaining to S and r is nonempty. For this choice of a tree, the B 
and Q of (2.1) have the following form: 
vS vR vL vc VG vi- 
I 0 0 I Fsc 0 0 
I 0 / FRc F,, 
F,, 1 0 0 I / , (4.1) 0 FLc FLG 
. . . 
as ZR ZL % ZG zr 
-F;, -F:c I I 0 0 
Q = -? -F,‘, -FiG / 0 I 0 0 & ~  0 0 1 I 
where each I denotes identity matrix of appropriate dimension, F,, , FRc , 
etc., are matrices depending only on the choice of the tree. Note that matrices 
such as F,, and Frc will not be present. If there is a fundamental loop con- 
sisting of capacitors and a resistor, then it is not a tree sought. One will get 
another tree by exchanging the resistor with a link capacitor. A similar 
statement applies to fundamental cut sets. 
With the above B and Q, the Kirchhoff laws (2.1) turn out to be 
vs + Fscvc = 0, (4.3) 
VR +FRc% +FR,% = 0, (4.4) 
VL +LLCVC -I-FLcv, +F,TvI- = 0, (4.5) 
ic - F&is - &-i, - FIciL. = 0, (4.6) 
tG - FiGi, -F[,iL = 0, (4.7) 
ir - FI,-iL = 0. (4.8) 
Taking into account (4.3) and (4.6), we will try to construct generalized 
Kirchhoff laws and generalized capacitors. Set 
ic’ = ic - F&is . (4.9) 
505/21/x-13 
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It follows from (4.9) and Maxwell’s equations (2.2) that 
ic’ = [I j -F~c][CW&k 7 %>I 
It follows from (4.3) that 
so that 
dvc 
dt 
i-i 
I I 1 dvc dvs = -Fsc dt ’ 
dt 
(4.10) 
(4.11) 
Substituting (4.11) into (4.10), we have 
ic’ = [I ! --F;&X vc, --Fsc~c~~[-;~~]~~ (4.12) 
Set vc’ = cc and we defme generalized capacitors by (4.12) which we write as 
5 C;,(vc’)(dv&,/dt) = i,& , m = I,..., y’, (4.13) 
n=l 
where y’ is the number of components of ic’, or vc’, or the number of tree 
branch capacitors. It is clear that if [Cmn(vc , vr)] is symmetric, and so is 
[C&n(vc’)]. Equation (4.13) is the Maxwell’s equation for the generalized 
capacitors, and (4.6), which we rewrite as 
ic’ - F&i, - F&iL = 0, (4.6)’ 
is the generalized Kirchhoff law for the generalized capacitors. Similarly, we 
can construct the generalized inductors and the generalized Kirchhoff laws 
for them: 
$lLhn(i;)(di;n,dt) = v& , m = l,..., i, (4.14) 
v,’ -I- FLccc $ FLGvG = 0 (4.5)’ 
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where 
and X’ is the number of tree branch inductors. 
Let V’ = (~1s , v~‘, q’, ~1~) and i’ = (iR , iL’, ic’, ic) be the generalized 
branch voltages and the generalized branch currents, respectively. Then the 
generalized Kirchhoff space is 
where 
K’ = ker B’ x ker Q’, 
*R *L' *C' *G 
0 1 FRC FRG 
I I FLC FL, I 
Clearly, then 
and the function 
fR i,’ ic’ zG 
-F& -Fzc I I 0 
-F,To -F& / 0 1 I ’ 
dim ker B’ > y’ 
x’: ker B’ --f [WY 
(4.15) 
(4.16) 
defined by 
x’(v’) = vc’ 
is onto. A similar statement holds for ker Q’. Hence, we have the following. 
PROPOSITION 5. Considm the network described by 
(1) B’v’ = 0, Q’i’ = 0, 
(2) (4.13), (4.14), 
(3) (v’, i’) E A’, where A’ is a manifold of dimension 2b’ - p, 
b’ = p + y’ + A’. 
!f A’ and K’ are transversal, then the state space 2’ = A’ n K’ is a y’ + A’ 
dimensional submanifold provided that it is nonempty. Furthermore, all the 
results of Sections 2 and 3 hold with appropriate vtwdijications. 
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This proposition says that the voltages across the link capacitors and the 
currents through the tree branch inductors are redundant for writing down 
the dynamics. 
EXAMPLE 2. Consider the network of Fig. 2. Since 
n,=1<2=h, 
forced degeneracy occurs. We assume that the resistor and the inductors are 
linear and uncoupled: 
V G - GiG = 0, 
(4.17) 
L(di,/dt) = vL , T(di,/dt) = err . 
R 
v 
i' L 
FIGURE 2 
The branches of G and L constitute a tree defined above. It is clear that 
. . 
ZL EC lr 
VL VG vr 
B = [l j 1 11, 
so that 
Set 
FL, = 1, FLc = 1. (4.18) 
VL ‘=vL+FLi-vr=vL+v-, 
iL’ = aL . 
Then the generalized inductor is defined by (see (‘4.14)) 
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so that 
where 
VI. ’ = L’(di,‘/dt) 
L’ =L + r. 
195 
(4.19) 
The generalized Kirchhoff laws are (see (4.15) and (4.16)) 
Since FLG = 1 (see (4. IS)), 
q.’ + v, = 0, (4.20) 
10 - iL’ = 0. (4.21) 
It is clear that 
dim ker B’ = 1, dim ker Q’ = 1 = A’, 
and that iL’ parametrizes .Z. It follows from (4.17), (4.19), (4.20), and (4.21) 
that the dynamics is given by 
L’(di,‘/dt) = -Gi,‘. 
1pemark. It was pointed out by the reviewer that a similar result was 
obtained earlier by Brayton, Gustavson, and Liniger [l 11. 
5. FINAL REMARKS 
(1) For any meaningful electrical network, the state space 2 is closed but 
unbounded. Hence, the flows generated by electrical networks are not the 
flows on compact manifolds. 
(2) Independent sources, in general, are a function of time, so that the flows 
are time-dependent. We could have formulated the problem taking into 
account this fact. But the formulation would have been much more compli- 
cated, while very little would have been gained. 
(3) Many of the modern active networks (integrated circuits, for example) 
are inductorless, but they may not be reciprocal. Namely, the situation is often 
the following: 
(4 n*G is a Riemannian structure; 
(8) w may nit be a closed l-form. 
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