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3不確実な手がか りのもとでの選択:
予備的考察 確率学習 について
人が判断を下 した り,選択を行な うとき通常は何 らかの手がか りを用いる。いかなる手が
か りもなしに判断 とか選択を行な うことは,まず無いと云ってよかろう。
しかし,その手がか りは妥当なものであるとは限らない。与えられた手がか りが,選 択の
結果を予想する上で客観的関係を反映したものであることもあろ うが,多 くの場合,手 がか
りとい うものは,多 かれ少かれ不確実なものである。
むろん,手 がか りの妥当性は,完全に妥当か,完全に非妥当であるかとい う悉無的なもの
ではない。通常は,手がか りは,完全に妥当と完全に非妥当の中間,す なわち,あ る程度妥
当であると共に,あ る程度非妥当なものであろ う。程度に差はあるにせよ,人は,こ のよう
な不確実な手がか りを用いて,判 断とか選択を行っている。
しかも,その手がか りは,一艇 こは複数個ある。ただ一つの手がか りにより判断した り選
択することもあるかもしれないが,そ れはむ しろ特殊な場合であって,普通は同時にい くつ
かの手がか りを用いるQ
このように複数個の手がか りがあり,それ らの手がか りは,いずれ も程度は異にするが不
確実なものである。この論文では,こ うした複数個の不確実な手がか りを用いた選択行動の
分析を 目的としているが,本稿ではとくに く確率学習>probabilitylearningを取上げ て 分
析を試みることにしたい。
1.多 重手がか りの確率学習
複数個の手がか り,すなわ ち η次元の手がか りが与え られ る よ うな確 率学習は 〈多重手が
か りの確率学習>multiplecueprobabilitylearning(以下,MCPLと 略す)と 呼 ぼれ てい
る(Castellan,N.J.1977)。
確率学習の実験においては,あ る選択を行 なった とき,選 択 に よって得 られ るアウ トカム
outcome(結果)が 不確定的,確 率的であ る。 しか し,選 択 を行な ったあ と,確 率的にせ よア
ウ トカムが与え られ ると,こ れは アウ トカムにつ いての 〈情報 の フィー ドバ ック〉 として作
用 す る。す なわ ち,〈結 果の知識>knowledgeofresult(KRと略 され る)が 与え られ た こ
とにな り,こ れは,次 の機会での選択 に影響を及 ぼす。 こ うして,選 択行動を反復 してい る
4と,結果の知識に基づいて行動は改善,あ るいは改善ではないにせよ変容する。このような
不確定的なアウトカムによる行動の変容が,確 率学習である。とくにMCPLで は,不 確実
な多重手がか りの下で選択が行われ,選択後にはKRが 与え られ,これの反復により選択行
動が変容 してゆくo
さて,用 語の慣用によれぽ,単 に 〈確率学習〉と云ったときには,狭 義の確率学習を指す
ことが多い。すなわち,〈単純確率学習〉か,あ るいは,た だ一つの手がか りしか含まない
〈弁別的確率学習〉のことを指すのである。この論文でも,と くに断らない限 りは,〈確率
学習〉 とい う言葉を,こ のような狭義の意味で用いることにし,広義の確率学習,す なわち
MCPLとは区別することにしよう。
しか し,当然のことながら,MCPLは狭義の確率学習と深い関係がある。上述のように,
確率学習には,単純確率学習と弁別的確率学習が含まれる。 ここで弁別的確率学習は単純確
率学習に手がか りを導入したものであって,そ の意味で,弁別的確率学習は単純確率学習を
拡張したものと云ってよかろう。MCPLは,この弁別的確率学習において,手がか りの次元
数を1次 元か ら π次元に拡張 したものである。すなわち,別の表現をすれば,MCPLの 特
殊な場合が弁別的確率学習であ り,さらに,弁別的確率学習の特殊な場合が単純確率学習で
ある。
このような関係があることから,MCPLの理解のためには,確率学習,す なわち単純確率
学習 と弁別的確率学習の両者を分析することが 必要なことが 分かる。本稿では,MCPLの
特殊形態である確率学習について考察する。
MCPLは,いま述べた ように確率学習を拡張 したものであるが,それ と同時に,いわゆる
〈概念学習>conceptIearning(概念学習については,例えば小野,1966参照)を 拡張 した も
のとも考えられる。MCPLは,一 方では,手がか りの次元数を1次元から η次元にするこ
とにより弁別的確率学習を拡張 したものであった。 しか し,他方では,概 念学習における手
がか りの妥当性を完全なものか ら不完全なものへと変えた拡張でもある。通常の概念学習で
は手がか りの妥当性は完全であるけれ ども,MCPLでは不完全である。(因みに,手がか り
の妥当性は,不 完全である方が一般的であって,完全であるのは不完全なときの特殊な場合
である。)
MCPLを分析するためには,その特殊形態である確率学習を吟味するだけでなく,概念学
習の面か らも考察する必要がある。しかし,概念学習の面か らの吟味は,別 に稿を改めて考
察することにし,以下,本稿では,MCPLに関する予備的考察として確率学習だけを取上げ
よう。
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2.単 純確率学習
まず,弁 別 的手 がか りを含 まない単純 確率学習か ら見てゆ くこ とに しよ う。単純確率学 習
の実験手つづ きは きわめて簡単であ る。毎試行,2つ の事 象.Eエ,.E2のいずれかが生 じる。
〈事 象〉 は,正 確には 〈結果の事象>outcomeeventと云 うべ きであるが,慣 例的には簡単
に事 象 と呼ぼれているので,こ こで もそれに したが ってお く。被験者 は,事 象が生 起す る前
に,ど ち らの事 象が生 じるかを予想す る。そ して,例 えば,手 許に ある2つ のボタ ンのいず
れか を押す 。(被験者 の予想 は2つ の選択肢 の一方 を選 ぶ ことであ るか ら,急 種の選択 で あ
る。)この よ うな被験者 の予想 はA1,.A2とい う記号で表わす ことにす る。 こ こで,.41は事
象E、 が生 じるとい う予想で あ り,.A2は事 象E2が 生 じるとい う予想で ある。被験者が予想
を行 ったあ と,実 際に事 象が生 じて,被 験者は 自分の予想が的 中 したか ど うか を知 る。す な
わ ち,情 報 の フィー ドバ ックが行わ れ,KRが 与え られ る。確率学習 の実験 では,被 験者 の
予 想A=、410r.A2がな され,そ のあ と事象E=.EIorE2が生起す る。1回 の'`.AE"が1
試行 であ って,こ の よ うな試行を何回 も(通 常,数 百試行)反 復す る。
確 率学 習については多 くの実験が行われ,い ろ いろ の事実が 見いだされ ている(例 えぽ小
野,1966;Jones,M.R.1971)。』ここでは,そ の主 なものを一,二 あげ るに とどめる。
まず注 目され るのは,確 率の 〈一致>matchingと〈極大化>maximizingである。確率学
習の実験では,事 象Eエ と.E2はそれ ぞれ,あ る確 率で もって ランダムの順序で提示 され る。
い ま,事 象E、 の生起確率 ρ(E1)がπ(0≦π≦1)で あ った としよ う。す なわ ち
汐(E1)=・π
とす る。(πは例えぽ.75。)その とき,ヵ(E2)=1一πであ る。 また,・被験者は,確 率 ρで もっ
て,.E1が生 じる と予 想す る もの としよ う。すなわ ち
〆 ・41)rか
とす る。そ の とき ρ(A2)=1一ρ となる。
被験者 の予想確率 ρ は,試 行 を重 ねるにつれて変化す る。そ こで,予 想確率 ρ につ いて
学習 曲線を描 いてみ る。そ の とき,試 行の初 期では,被 験者 はやみ くもに予 想す るので ρ≒
1/2であ る。 しか し,試 行を重ね るにつれて
ρ→ π
とい う傾向が生じることがある。このような現象 すなわち,多数回の試行を反復 したとき,
ρの漸近値が πになるという現象を,確 率の一致 と呼んでいる。
6ここで,確 率学習の実験事態で,予想確率ρの最適値(適中率を最大にする値)を求めて
みる。すなわち,多 数回試行を行った とき,適中率を最大にするには予想確率ρをどのよう
な値にすれぽよいかとい う問題を考えてみる。詳細は省略するが,簡単な計算により,ρの
最適値は πの値に依存し
ρ一{1;震}傷
である ことが分か る。(π=1/2のときには,ρ の値のいかんに よ らず,適 中率は1/2にな る。)
実際,実 験 条件に よっては(例 えば,適 中 した ときに賞を与 える),予 想確率 ρ(漸近値)
は,最 適化 の方向にず れ ることがあ る。 これを,確 率 の極大化 と呼 んでい る。
単純確 率学習について,も う一つ よ く知 られて いる現象 は 〈系列 依存 関係>sequentialde-
pendencyであ る。確率学習 の実験 では,被 験者が予想Aを 行い,そ の後,事 象Eが 生 起
し,こ の よ うな試 行が多数回 くりか えされ る。す なわ ち,AEAE… ….AEとい う予 想 ・事 象
系列 の後 に,現 試 行の予想 、4が行われ る。現試 行の予 想Aは,過 去 に生 じた予 想 ・事 象系
列 と関係が あ り,と りわけ前試行での予想 と事象 と関係が深 い。
前試 行で ん α=1,2)と予想 し,そ の後;事 象 湯(タ=1,2)が 生 じた ときに,現 試 行
で ・4・と予想す る確率を 〆A[Eゴノ1∂と表わす ことに しよ う。 ゴ,ノ=1,2であるか ら,4
通 りの ρ(.41LEブ.ん)があ る。 これ ら4通 りの確率 の大 き さについて考えてみ よ う。
事 象.Eゴ(ブ=1,2)を固定 し,前 試行で.41と予想 した ときと,、42と予想 した ときを比較
す る。前試 行で.ん と予想 した こ とは,、41が生 じや すい とい うこ とであ るか ら,次 の不等式
が成立す るであろ う。
ρ(,A、LEゴノL1)〉〆 んLEゴA,)
次 に,前 試行での予想.4zα=1,2)を固定 して,E1が 生 じた ときとE2が 生 じた ときを比
較す る。 その とき,.E1が生 じれ ば,E,が 生 じた ときよ りも,次 の試行 では.4、が生 じやす
いであろ うと考 え られ る。そ こで
ρ(ん1E1/1・)〉ρ(A、【E,、4∂
上記 の2つ の不 等式 を まとめれば,
ρ(.A1[E1、4、)〉⑫(A1【E・A1),ρ(AIIE、A,)}〉ρ(AILE,A,)
と表 わ され る。す なわ ち,4通 りの ρ(、4、LEゴ.ん)の うち,ρ(AdEIA)が 最 大,ρ(A、据,
・42)が最 小であ って,残 りの2つ が両者 の中間の値 になる。 この よ うな予測が成 立つが,実
際,実 験の結 果 もほぼ この よ うに なることが知 られ ている(例 えば,Suppes,P.&Atkinson,
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R.C.1960)。なお,〆AIIEノ,ん)について実験結果と照合するときには,多数回試行を重ね
たあとの漸近状態(安 定状態)に おいて吟味するのが普通である。
3.学 習 の線形 モデル
単純確率学習では,〈確率一致現象〉 と 〈系列依存関係〉 とが実験的事実 として よ く知 ら
れてい る。 これ らの現象に関連 して,こ こで,学 習の く線形 モデル〉に触 れてお こ う(Bush,
R.R.&Mosteller,F.1955)o
いま,予 想.4、を行な う確率をP,予 想.42を行 な う確率 を1-Pと す る。(こ こで考え
てい る予想確率は,過 去 の事象系列 に よって異 な る値 を とる確率変数であ るので,大:文字 の
Pで もって表わす。前に示 した小文字 の ρ(=ρ(。A1))は,A1の平均反 応確率,す なわ ち,
事象系列 につ いてのPの 期待値であ る。)
学習 の線形 モデルでは,予 想確 率Pに ついて,次 の よ うな きわめて単純 な仮定を設け る。
ある試 行でE1が 生起すれば,次 の試 行で予 想.A1がな され る確率Pは 増加す る。 したが っ
て,.E1のみが反復生起すれぽPは1に 近づ く。 また,あ る試 行でE2が 生起すれば,次 の
試 行で.Pは 減少 し,E,の みが反復生起すればPは0に 近づ く。
数式化 に際 しては,E、 または.E2の生起 によるPの 変化は,Pと1ま たは0の 加重平均
(1次結合)に よって示 され る。第 η試行 のPを,添 字 πを付 してP。 と表 わ し,ま た,
第 η試 行の 瓦(ゴニ1,2)をE醜 と表 わそ う。 そ の とき,第 η試 行か ら第 π+1試行への
.Pの変化は次式に よって示 され る。
瑞 ・一櫨+(1一α)激
ここで,α の とる値 の範 囲は0≦ α〈1で あ って,α の値が小 さい摩 どPの 変化は著 しい。
上記 の よ うな モデルを 〈学習の線形 モデル〉 と呼んで いる。(正確に云えば,線 形 モデル の
一つの特殊 な場合であ るo)
このモデルか ら次の よ うな帰結が得 られ る。 まず第一 には,確 率一致 現象についてである。
第 π試行において予想.A1がな され る確率を ρ。としよ う。 すなわち ρ。=ρ(、41,。)とす る。
また,前 と同 じく π=ρ(E1)とす る。そ の とき,上 のモデルか ら
ρ 。=π 一(π 一 ρ ・)αη一1
と な る 。 し た が っ て,η → ○○の と き
かη→ π
8であ り,これは,試 行を重ねるにつれて確率一致現象が生 じることを示 している。
上記の線形モデルから系列依存関係も誘導できる。系列依存関係は,漸 近状態で吟味する
のが普通であるか ら,η→。。のときの ρ(ノ111Eゴ、4のを取上げて,
蝕 ρ(/11,。+11Eノ.。,.A乞,η)一ρ(且11E《)
と表わす ことに しよ う(ゼ,ブ=1,2)。上記 のモデルか ら ρ(、41LEゴ.ん)を計算 してみ る。 事
象Eに ついての ある簡単 な条件 の もとで(事 象Eは 予 想Aと 独立,ま たEの 系列は独立
過程),次 式が成立つ。
2り(、41凪、41)=(1一α)(1十1の十2んαπ
ρ(、4、IEIA2)=1一α+2んαπ
ρ(AIE2、41)=(1一α)肝2々 απ
1り(ノ111E2∠42)=2々απ
ここで,ん=α/(1+α)であり,したがって0≦ んく1/2である。このことか ら,上の4っ の
ρ(AlIEゴノの の値は,上 に書いた順序で小さくなっていることが分かる。そ して,こ の順序
(不等関係)は,前 節で述べたものと矛盾しない。
線形モデルは,確 率一致現象とか系列依存関係とい う確率学習における基本的事実を説明
できる点で優れたモデルであると云える。しかし,問題点もないわけではない。その主要な
ものは,過 度の単純化とい うこと,また,被 験老の頭の中で生 じる内面過程を考慮 していな
い点であろ う。
単純化については,あ らゆるモデルにおいて,事 実の単純化が行われていると云えるので
あ り,単純化それ 自体は決してわるいことではない。モデル構成の意義は,枝葉末節を切 り
捨てて対象の本質を掴むことにあるとするな らば,単 純化は,非 難されるどころか,む しろ
賞揚されるべきことである。
問題は,過 度の単純化である。対象の本質までも切 り捨てる単純化は,明 らかにゆきす ぎ
であ り,過度と云われても致し方あるまい。ただ し,何を もって本質を見失 っていると見な:
すかについては,多 かれ少かれ批判者の依って立つ観点に左右されるであろ う。 ここで取上
げている線形モデルについても,上述のように,確 率一致現象 とか系列依存関係は説明でき
るのであるから,十分に本質を捉えたモデルであるとなす評価 もあるか もしれない。
しかし,このモデルでは,確 率学習の事態における被験者の内面過程については,ほ とん
ど何 も語っていないのである。この点で,線 形モデルは,何が しかの物足 りなさを感じさせ
る。すなわち,内 面過程に全 く触れないで,確 率学習事態の本質を把えられるか否かについ
ては,多 少とも疑問が残るのである。そ こで,次 に,こ の点について少しぼか り考察してお
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こ う。
4.課 題解決事態 としての確率学習
確率学習とい う実験場面は,一 種の課題解決事態であると見なす ことができる。被験者に
与え られる課題は,2つ の事象E1,E2のいずれが生 じるかを予想 し,その予想をできるか
ぎり多 く適中させることである。
単純確率学習の場面では,顕 在的には予想の手がか りになるものは何も与え られていない。
しかし,上述のよ うな課題を与えられた被験者は,何 かを手がか りにして予想を行ない,課
題を解決 しようとするであろ う。その際,被 験者が予想の手がか りとして用いることができ
るのは,そ の試行までに与えられた 〈事象系列〉のみである。
事象系列を手がか りにして予想を行な うとすれば,与 え られた事象系列の規則性を発見す
る必要がある。事象系列の規則性 とは,例えば次の ようなものである。(1)E1はE2よりも
高頻度で生 じる。(2)E1が生 じたとき,次 の試行で もE1が生 じやすい(同 一事象の反復傾
向)。(3)あるいは,反 対に,E1が生 じた ときには,次 の試行では.E2が生 じやすい(交 替
傾向)。(4)EIが何回もつづけて生じたあとではE2が起 りやすい(こ れは く賭博者の錯誤〉
と呼ぶことがある)。(5)場合によっては,も っと複雑な規則性もあって,例 えば,E1が2
回つづけて生 じ,そのあと.E2が生 じる。すなわち,E、EIE,とい う系列が生 じる。
元来,事 象系列は,実 験条件 としては多少 ともランダムな系列であるから,例外があるこ
とを許す ような規則性でしかあ り得ない。その意味で,き わめてゆるい規則性ではあるが,
被験者は予想課題の解決のために,事象系列の うちに何 らかの規則性を発見し,それを予想
の手がか りに用い ようとするであろ う。
ここでは,課題解決事態と見た確率学習を,いわゆる 〈2段階モデル〉(例えば,Brehmer,
B.1974)に基づいて考えることにしたい。つま り,まず第1段 階として,規 則を発見し,つ
づいて第2段 階 として,発 見された規則を使用す るとい う2つの段階を経て,課 題が解決さ
れる。事象系列において見いだ された規則性は,そ の規則を実際に用いることにより,予想
の手がか りとして現実に機能す る。
規則の使用に当ってまず留意すべきは 〈記憶〉の役割である。事象系列の規則性を手がか
りにして予想するとき,先行数試行の事象を記憶してお くことが必要であろ う。例 え ぽ.Eユ
、E、E2とい う系列が しばしぼ生 じることに気がついたとする。その場合は,先 行2試 行でE、
が生 じたとき,次の試行ではE2が 生じるであろ うと予想する。このとき,先行2試 行で生
じた事象を記憶 しておかねぽならない。
前に系列依存関係について述べた。つまり,現試行での予想は,先 行する予想 ・事象系列
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に依存している。ここでは,と くに先行事象への依存が問題であるが,こ のような依存関係
が生 じる一つの理由は,上 述のように,先 行事象系列の記憶に基づいてこれを手がか りにし
て予想が行われるからであろ う。
一般に,先行事象の記憶は,過 去へ遡るにつれて うすれてゆ くで あ ろ う(短 期記憶の特
性)。そこで,現 在の予想は,直 前の試行の事象に対 して最も大きく依存 し,現試行か ら遠
く離れるにしたがって依存性は小さくなってゆくであろ う。
規則の使用に当ってもう一つ留意すべき点は,ラ ンダムネス(確 率性)に 対する対処の仕
方,つ まり 〈方略〉である。単純確率学習における予想は,事 象系列の何 らかの規則性を手
がか りにして行われる。 しかし,その事象系列はデターミニスティック(確定的)な もので
はなくて,確 率的なランダム系列である。すなわち,大 ざっぽな規則性はあっても,その規
則性には多かれ少かれ例外がある。確定的な規則にしたがって事象が生起するわけではない。
確率学習において与え られる課題には,厳密な意味での正解は存在せず,そ の意味では解
決不能の課題状況であるとも云える。ランダムネスが含まれているために完全な解決が不可
能な状況では,人 は,そ のランダムネスに対し,ど のような方略でもって対処 しようとする
のであろ うか。
その一つの方略は,〈例外の無視〉である。例えば,90%.E1が生じるとき,実際には10%
.E,が生 じるのであるが,そ れを例外として無視 し,,E1が生じると予想する。天気予報にお
いて90%雨であれば,傘 を持 って出かけるのと同様である。小さい確率で しか起きない事柄
については,起 きないものときめてかかるのである。
確率学習の実験では,実 験開始時に,事 象系列の性質に関 してある教示を与えるのが普通
であるが,こ の教示に2通 りのものがある。一つは,事 象系列にはある規則性があることを
強調するような教示である。完全な規則性ではないにせよ,事象系列に よく注意 していれぽ,
かなり適中率を向上させるζとができるような規則性があることを示唆する。標準的状況で
の確率学習の実験では,こ のような教示が与えられている。
もう一つの教示の仕方は,事 象系列が ランダム系列であることを告げるものである。この
ような2通 りの教示の仕方があ り,教示の仕方により実験の結果も多少異なる。すなわち,
前者の教示(規 則性を強調)に よれば,確 率一致現象が現われ,後 者の教示(ラ ソダムネス
を強調)を 与えたときには,確 率の極大化が生 じる傾向がある。
事象系列がラソダムであることが告げ られると,事象系列の系列特性に関する規則性には
注意せず,も っぱ らE1とE2の 頻度に注意 し,しか も例外を無視して,よ り高頻度で生じ
る事象を予想するのではなかろ うか。もしそ うだとすれば,そ の結果 として極大化の現象が
生じることになる。もっとも,実際セこは完全な極大化(ρ=Oor1)が生 じることは珍 しく,
確率の一致と極大化の中間,す なわち,一致よりは極大化の方向にずれたような予想がなさ
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れることが多い。 これは,例 外を無視する傾向はあっても,だか らと云って完全に例外を無
視 してしま うことも困難であることに より生じるものであろ う。
5.弁 別的確率学習
次に,単純確率学習を拡張 した形態である 〈弁別的確率学習〉について考察 しよう。弁別
的確率学習は,MCPLと比較すれぽ,手がか りの次元数が1次 元であるために,よ り特殊な
形態の確率学習である。 しか し,単純確率学習と比較すれば,明 示的な手がか りを含んでい
る点で,よ り一般的である。すなわち,弁別的確率学習は,今 まで述べてきた単純確率学習
において,〈弁別的手がか り〉を導入したものである。例えば,2種 類の音C1またはC2を
手がか りとして提示 し,そのあと事象E1,,E2のいずれが生 じるかを予想させる(予想 、41ま
たはA2を行わせる)。予想がすんだあと,実際にE、またはE2が生じて,情 報のフィー ド
バ ック,すなわちKRが 与えられる。単純確率学習では,予想を行 うとき,先行事象系列 し
か手がか りがなかったのであるが,弁 別的確率学習では,毎 試行,明 示的に手がか りC、ま
たはC2が提示される。この点が,単 純確率学習 と異なる点である。
1)手 がか りの関連性 と妥当性
い ま,手 がか りC1,C2をそれぞれ確 率 β,1一βで もって,ラ ンダムの順序 で提示す るも
の としよ う。(βの値 としては,例 えば β=.5。)すなわ ち
ρ(α)=β
とする。(そのときρ(C2)=1一β。)
手がか りCは,事 象Eの 生起と関連があって,例 えぽC、が提示されたときにはE、が
起 りやす く,C2が提示された ときにはE2が起 りやすい,と いった具合である。このように,
手がか りCの 生起は,事 象Eの 生起 と関連があるので,ど の事象が生起するかを予想する
とき,Cは 予想の手がか りになる。
いま,手 がか りαG=1,2)が提示された ときに事象E1が生 じる確率を,π`でもって
表わす ことにしよう。すなわち
ρ(E・1C1)=π1
ρ(E・1C・)=π・
とす る。 この π`(ゴコ1,2)は,手 がか り α の事 象E1に 対す る 〈関連 性>relevanceを示
していて,手 がか りの く妥 当性>validityと深い関係があ る。
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しか し,πzの 数値が その まま手 がか りの妥当性の度合を示 してい るのでは ない。 π五の値
が意味す るものは,ρ(.E、)の値 との関係で考 え る必要があ る。
手がか り α の妥 当性は,鏡 が ρ(E1)から離れ るほ ど大 き くなる。 例 えば,ρ(E1)=.3
であ った とす る。その とき π、=.8であれ ば,手 がか りが与え られ ない とき,E、 は30%の割
合で生 じることが予想 され るが,手 がか りC1が与え られれば,E、 は80%の割合で生 じるこ
とが予想 され る。つ ま り,手 がか りが提示 され る ことに よ り,予 想の適中率は増加す る。
これに対 し,も し π1=π,=♪(E1)であれば,手 がか りと事 象 とは独立 にな り,手 がか りが
提 示 されて も事象の予想の改善には役だた ない。 この よ うな場合 には,手 がか りの妥当性は
0であ る。 この よ うなわけで,π 乞の値 がその まま手がか りの妥当性を示 して いるの で は な
いが,妥 当性 と深 く関係 して いる ことは確 かであ る。
手 がか りの妥当性は,手 がか りCと 事象Eの 相関の程度に より示 され る。CとEの 相関
の程 度が大にな るほ どCの 妥当性は大 き くな り,反 対 にCとEが 無 相関(独 立)に な るほ
ど,Cの 妥 当性 は小 さ くなる。
相 関の程 度を見 るとき,出 発点にな るのは2変 量 間の関連表(2次 元の度数 分布あ るいは
確 率分布)で あ る。そ こで,手 がか りCと 事象.Eの2次 元確率分 布 ρ(C,E)を求め ると
表1の よ うにな る。 ここで ρ(α,Eブ),ガ,ブ=1,2は同時確率で あ り,ρ(α),ρ(Eゴ)は周
表1手 がか りCと 事象Eの2次 元確率分布 ρ(C,E)
渋
C1
C2
計
El
ρ(C1,El)
〔π、β〕
ρ(C2,E、)
〔π2(1一β)〕
ρ(E、)
E2
ρ(C1,E2)
〔1一π、)β〕
ρ(c2,E2)
〔(1一π2)(1一β)〕
ρ(E2)
計
ρ(C、)
〔β〕
ρ(C2)
〔1一β〕
1
辺確率である。同時確率 ρ(α,EDについては
ρ(α,Eゴ)=ρ(Eゴ【α)ρ(Cz)
とい う関係があ る。そ こで,同 時確率 は β,π1,π2によって表わす ことがで きる。表中の下
段の 〔〕内は,β,π1,π,を用 いて表わ した値であ る。 なお,こ の表 において 自由度は3で あ
るか ら,β,π1,π2の3つ のパ ラメーターが きまれば,確 率分 布 ρ(C,E)は 定 まって しま
う。
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表1に 示 した手がか りCと 事象Eの 関連表に基づいて,CとEの 相関を求めれぽ,こ
の相関が,手 がか りCの 事象Eを 予 想す る上での妥当性を示す指数 になる。 いまの場合,
変量C,Eは カテ ゴ リカルな 変量であ って,数 量 的な変 量ではない。そ こでPearsonの積
率 相関を用 いる ことはで きない。いわゆ る属性相関を用 いる必要が あるが,種 々の属性 相関
の うち,MCPLの 研究で よく用 い られ るのは 〈φ係数〉であ る。
φ係数 は,実 測値 が,2変 量が独立であ ると仮定 した ときの期待値 とどれ だけずれ ている
か,そ のずれ の量 に よって相関の程度を示そ うとす るものであ る。 したが って,基 本 的には
Z2(=Σ(0-E)2/.E,0は実測値,Eは 期待値)と 同 じものであ る。 実際,φ 係数 は φ2=
北2/π(ηは実測総数)と 定義 されて いる。
通常,φ 係数 の計算式は,度 数分布 を用 いた形式 で表わ され るが,こ れ を表1の よ うな確
率分布 を用 いた形式 でもって示す と,手 がか りCと 事 象Eの 間 の相関を示す φ係数は次の
よ うになる。
ザ 』(C、,E、)ρ(C,,E2)一ρ(C、,E,)ρ(C2,Eエρ(C1)ρ(C2)汐(E1)ρ(E2))}2
表1の 関連 表は 自由度3で あ るか ら,β=〆C、),π、=〆EllC、),π=〆E、)の3つのパ ラメ
ーターで ρ(C,E)を表わす ことにすれ ば,φ2は 次の よ うに なる。
ザー 罪 搭 、塁β
実験条件か ら φ係数を計算するときには,こ の形の式が使いやすい。
φ係数の定義から分かるように,手 がか りCと 事象Eが 独立であれぽ,φ=0となる。φ
係数はカテゴリカルな相関であるから,負相関と正相関の区別はなく,常に非負,す なわち
0≦φである。φは非独立であるほど(相関の程度が大であるほど)大 きい値をとり,その
上限は,関 連表がK×Lの とき,φ2≦min(K,L)一1である。いまの場合,関連表は表1の
ように2x2で あるか らφ2≦1になる。
2)手 がか りの予想確率に対する影響
弁別的確率学習で重要なのは,手 がか りC、またはC2を提示 したとき,被 験者はどの よ
うな予想を行な うかとい うことである。いま手がか りC、,C2を提示 したとき,事象E、 が
生じるとい う予想 ん を行な う確率をそれぞれ か,か と表わそ う。すなわち
〆 んIC1)=ρ1
ρ(Alic・)=ρ・
とす る。
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予 想確率 か(∫=1,2)は,い ろいろの条件の影響を うけ るが,こ こでは手がか りに関す
るもの として,次 の3つ の条件 を取 上げ る。(1)手がか りの事象に対す る関連性,π言αニ1,1
2)。(2)手がか りC、とC2の問 の類似度。(3)手がか りの提示確 率,β。
単純 確i率学習におけ る予想確率 ρがそ うであった よ うに,弁 別的確率学習 におけ る か も
また,試 行を重ね るにつれて変化す るが,こ こで は多数 回の試 行のあ との漸 近状態について
考 え ることに し よう。
まず第一 に,手 がか りの事 象に対 す る関連性を取上げ よ う。手がか りに関す る条件 を分析
す る とき,次 の よ うな実験手 つづ きが,標 準的方法 として よ く用 い られ る。π1(=ρ(Elic、)),
π2(=ρ(.EdC2))のうち一方(例 えば π1)を固定 し,他 方(例 えぽ π2)を動か して,予 想確
率 ρ、,ρ2がどの よ うにな るかを見 る,と い うや り方であ る。 π乞α=1,2)の効果 を吟味す
る ときに も,こ の よ うな手つづ きが用い られ る。
この よ うな実験事態(π 、を固定 し,π2を動 かす)に おいて,ρ1,ρ2(とくに,試 行を重ね
た ときの漸近値)は,π2の 関数 と して どの よ うになるであろ うか。
1.0.
1一 β;
?
?
?
??
?
?
?
ρ圭rπ1 ・♂9ノ
ρ'
?
?
?
?
?
???
?
?
?
?
P2=π2
ノ
ノ
ノ1
ノ
'
1
司
'
0、0
.51.0
π2
図1弁 別的確率学習において確率一致現象が生じた ときの,π2の関数 とし
ての ρ乞(∫=1,2)。
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.まず考 えつ くことは,かG=1,2)に おいて確率一致現 象が生 じるのではないか,と い う
ことであ る。す なわ ち
ρ1一 → π1
ρ2一 → π2
となるのでは ないか とい う予測 が成立 つ。ρ、は,π、が 固定 され ている条件の もとで は,π2
の値 のいかん に よらず ある一定 の値 を と り,ρ2のみが π2の関数 として変化す るのであろ う。
この ことが,図1に 示 され ている。(図1に おいて,こ こでは,2つ の実線 ρ、ニπ、,ρ2=π2
のみに注 目してほ しい。点線で示 した か=π につ いては後 で触れ る。)
確率一致現象が生 じるとすれば,手 がか り α(仁1,2)が 提示 された とき.4、と予想す
る確率 か は,上 述 の ように,試 行 を重ね るにつれて π言に漸近す るであろ う。では,実 際 の
実験結果は ど うであ ろ うか。PoPPer,J.&Atkinson,R.C.(1958)は,次の よ うな実験 を行
な ってい る。手がか りC、,C2の提示確率 は等確率,す なわ ち 〆C1)=〆C2)=.50(β=.50)
?
「??
?
?
?
1.0・
.5,
口
P1=π1
%
×
口
×
口
P2=π2.
?
?
口2)1
》《P2
,5
π2
図2π2の 関 数 と して の ρ`(仁1,2)。
〔PoPPer&Atkinson〕
～ 1.0
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とす る。π1については,π1=.85と固定す る。 この実験 の変数 は π2で あって,π2=.15,
.30,.50,.70,.85と5条件を設 ける。各条件 とも320回の試行 を行 った。か(漸 近値)は,
320試行 中,最 終120試行の結果に基づいて算 出した。π,を変化 した とき,ρ1,ρ2がどの よ
うに なるかを示す と,図2の よ うになる。
この実験結果は,ρ1,か ともに,ご く大 ざっぱに見れば,確 率一致現象を示 して いて,ρ1
≒πエ,勿≒π2であ ると云 って もよかろ う。 しか し,仕 細 に見れ ば,ρ、は下 に凸のU字 型曲線
であ りρ2はやや上 に凸の曲線 であ る。
この ような結果 にな った理 由 としては,確 率の混同が考え られ る。実験条件 としては,手
がか りC、 が提 示 された とき確率 π1で事象E1が 生起 し,手 がか りC2が 提示 され た とき
には,確 率 π2で事 象.E1が生 起す る。 そ こで,こ れ ら2つ の確率 π1,π2が識別 された とき
に,手 が か りC1に 対 して確率 π、でA、 と予想 し,C2に 対 しては確 率 π2でA、 と予想す
るこ とセこなるo
π1と π2の差が大であれ ぽ,両 者 は,は っき り識別 され るが,そ の差が小 さい ときは,両
者の混同が生 じ,C1に 対 し確率 π2でA1と 予想 した り,C2に 対 して確率 π1でAと 予想
した りす る。そ こで,π、と π2の差が大 の ときは ρ1と ρ2は分 離す るが,差 が小 さ くなるに
つれて,ρ 、は ρ2に近 づ き,ρ2も ρ1に近づ いて,そ の結果,1ウ、と ρ2は轡 曲 した曲線にな
るもの と思われ る。
手がか りの事象に対す る関連性 π誼こ関す る考察 は,こ れ くらいに とどめ よ う。 予 想確率
か に及ぼす,手 がか りに関す る条件 として,次 に取上 げなけれ ぽな らないのは,2つ の手 が
か りC1,C2の問 の類似度 である。
以上 に述べ た確率の混同に関す る考察は,2つ の手がか りC、 とC2が は っき り弁別 で き
る場合 の話である。2つ の手がか りが類似 してい て弁別困難で ある場合 には どの よ うになる
であろ うか。
そ の最 も極端 な場合 は,2つ の手 がか りが全 く等 しい ときであ る。 この場合 は手がか りを
提示 しないの と同 じである。そ こで,も し確率一致現象が生 じる とすれ ば,ρ1,ρ2はともに
π(=ρ(.E、))に近づ くで あろ う。す なわ ち
ρ1,ρ2一一→ π
に なると期待 され るo
こ こで πは,π1,π2と次 の よ うな関係があ る。前述のCとEの 関連表(表1)に 示 した
関係か ら
メ)(E1)=ρ(α,。E1)十ρ(C2,E1)
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であ る。 したが って
π=βπ・+(1一β)π2
すなわ ち,π は,β,1一 β を重み とす る π、と π2の加重平均 になる。
標準的 な実験事態(π 、を固定 し,π2を 動かす よ うな事態)に おいては,か α=1,2)が
確率一致現象を起 して πに等 しくなる とすれ ば,π は,前 掲 の図1で 点線 に よ り示 した直線
にな る。
と くに,2つ の手がか りC1,C2が 等確率 で提示 され る ときには,β=1/2であ るか ら,π
は π1とπ2の算術平均 とな り,π=(π1+π2)/2である。
この よ うに,2つ の手がか りC1とC2が 類似 していて弁 別で きない ときには,手 が か り
は与え られなか ったの と同様で あるか ら,ρ、とρ2はともに同 じ πに等 し くなるであろ う。
手がか りC、とC2の 類似度が減少 し,2つ の手がか りの間の相異 が増す と,ρ、とρ,は分離
し,か は π1の値 へ,ρ2は π,の値 に近 づ くであろ う。 もっとも,正 確に云えば,か は πZ
と完全 に一致す るのではな くて,確 率 の混 同に より,図2に 示 され てい るよ うに,ρ1は下 に
凸,ρ2はやや上 に凸の曲線 になるであろ う。
手 がか りの類似度を変えた実験 と しては,Massaro,D.W.,Halpern,J.&Moore,J.W.
(1968)の研 究がある。 この研究はExp.1,皿 の2つ のパ ー トか ら成 ってい るが,こ こで
はExp.豆を取 上げ る。
ライ トが左右2つ あ って,手 がか りが提示 されたあ と,ど ち らの ライ トが つ く か(事 象
E1,E2)予想す る。それぞれの ライ トの下にはボ タン ・スイ ッチが あって,被 験者 は,つ く
と予 想 した ライ トの下 のボ タン ・ス イ ッチを押す(予 想A1,.42)。この ような試行を300回
くりかえす 。
手 がか りCと しては,800Hzの純音を用 いる。 こ こで の主変数 は,2つ の手 がか りC1と
C2の 間の類似度 であ って,音 の強度 を変 えて類似 度を変え る。類似度については3条 件 を
設 けて,そ れ は
73-74.5dB(∠1=1.5)
73-76dB(∠1=3)
73-79dB(∠1=6)
であ った。
手がか りの提示確 率については等確率,す なわ ち 〆C、)=〆C2)=.50(β=.50)とす る。
手がか りの関連性 π、と π2については,標 準的な実験手つづ きに したが い,π、=.80と固定
し,π2を.20,.50,.80と変 える。
300試行中,最 終100試行の か(∫=1,2)を,π2の 関数 として 図示す る と,図3の ように
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1.0
なる。2つ の手 がか りの間の差(∠1)が大 き くな るにつれて,ρ1と ρ2は,か=π をは さん
で分離 して ゆ く様子 が示 され てい る。
以上,手 がか りに関 して,予 想 確率 か に影響す る条件 として,手 がか りの 事象 に対す る
関連性 π乞と,手 がか りC、とC2の 間 の類似度 を取上 げて考察 した。最後 に,第3の 条件 と
して,手 がか りの提示確 率 βについて述べ る ことに しよ う。
手がか りC1が 提示 された とき事象E、 が生 じる確 率は π、であ る(π・=ρ(E・lc1))。同様
に,手 がか りC2が 提 示 された とき事象.E1が生 じる確 率は π2であ る(π2ニρ(EIl℃2))。そ
こで,多 数 回の試行 のあ とには,手 がか りC、が提示 され る と,確 率 π、で もって ん(事 象
E、が生 じるとい う予想)が 生 じる傾 向が形成 され る もの としよ う。そ して,こ の よ うな予想
傾 向をR、 とい う記号 で表わ そ う。 ここでは,こ の こ とを次 の よ うに示 してお こ う。
π1
R1:C1→A1
同様 に,手 がか りC2が 提示 された ときに確 率 π2でもってA、 が生 じる傾 向をR2と い う記
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号で表わす。すなわち
π2
R2:C2一 → 、4、
とす る。
弁別的確率学習においては,こ の ような予想傾 向R1,R2が 形成 され,手 がか りの提示確
率 βは,こ のR、 とR2の 形成に影響す ると考えてみ る。
もっと具体的に云えば,ρ(C∂(∫=1,2)が大であ るとき 瓦 も増大す る,と 仮定す るの
である。手 がか りC1に ついて考 えてみ よ う。〆C、)が 大 とい うこ とは,"C1に ひ きつづ い
て確 率 π1で 一E1が生 じる"と い うことが多数 回生 じる,と い うことであ る。 したが って,
この よ うな場合 には,予 想傾向R1も 大にな るで あろ う。手がか りC2に ついて も同様で あ
る。〆C2)が 大 とい うことは,"C2に ひ きつづ いて確 率 π2でE1が 生 じる"と い うこ とが
頻繁 に生 じる ことである。 この ときは予想傾向.R2が大にな るであ ろ う。 このよ うな ことか
ら,ρ(C∂が大 な らぽ 凡 も大 である と仮 定す る。
以上 の仮定 のほか に,こ こで も う一 つ考 慮に入れたい ことがあ る。それは,前 述の確率 の
混 同で ある。 手がか りα α=1,2)が提示 され た ときには,確 率 π`で事象E、 が生 じる。
そ こで,確 率の一致 が生 じる ことを前提 に して考え るな らぽ,手 がか りα が提示 され る と,
確率 π毒で もってA、 とい う予想が なされ る ことになろ う。 しか し,こ こで2つ の確率 π1と
π2の間で混同が生 じる と,C、が 提示 され た とき,確 率 π2でAと 予想 した り,ま た,C2
'が提示 された ときに確率 π、で.4、と 予想 した りす る。 この よ うな確率 の混 同が生 じ る と,
ρ1は ρ2に,ま た ρ2は ρ、に接 近す るであろ う。 この機制 は前 に述べ た通 りである。
ρ1どρ2の問 での接近 の仕方 であるが,β(=〆c1))が大で あれ ば,上 述 の仮 定に よ りR1
が強い為 に,ρ、はそれほ どの影響を受けず(ρ2に それほ ど接近 しない),反 対 に ρ2の方が
大 きな影響 を受けて ρ1に大 きく接 近す るであろ う。 また,反 鮒に βが小(ρ(C2)が大)で
あれば,R2が 強い為に,ρ2の ρ1への接近 の程度は小 さ く,む しろ ρ、の方が大 き く ρ2に
接近す るであろ う。
この仮定 に基 づいて,提 示確率 βが異 なる とき,π2の関数 としての か α=L2)が どの
よ うになるか,理 論 的に期待 され る傾 向を図示す ると図4の よ うに なる。 もっ とも,こ の期
待 曲線 は,確 率 が混 同 され ない ときには確率「致現象が生 じることを前提 にして描かれ てい
る。確 率の一致 ではな くて,極 大化 の傾向があ るときセこは,ρ1に つ いては,π1(>1/2)より
も大 き くな り,ρ2につ いては,π2<1/2のとき π2よりも小 さく,π2>1/2のとき π2よりも
大 になる傾 向が現わ れ るであろ う。
提示確率 βを変えた とき,ρ1,ρ2は理論 的には図4の よ うにな ることが期待 され るのであ
るが,実 験 データの上で は,ど の よ うな結果が得 られてい るだ ろ うか。 ここでは,Meyers,
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手がか りの提示確率 βが異なるとき,理論的に期待される,π2の関数
としての ρゴ(∫=1,2)。
J.L.&Cruse,D.(1968)が行 っている実験を取 上げ よ う。手がか りCは,上 下 に並 んだ2
つ の ライ トであ って,毎 試行,上 または下のいずれか の ライ トがつ く(C、またはC2)。その
後,左 右 に並 んでい る2つ の ミ ドリ色の ライ トのいずれか一方 が点 灯す る(E、またはE2)。
いずれ の事 象が生 じるかを予想 し,ミ ドリ色 の事 象 ライ トの下 にあ るス イ ッチを動かす(Al
または 。A2)。この よ うな試行 を500回くりか えす。
この実験での主変数は,手 がか りの提示確 率 βであ って,β;.25,.50,.75と3通りの
条件を設け る。実験手つづ きは標準 的方法 に したがい,π1=.85と一定に保 ち,π2の 方を変
えて,π2ニ.15,.50,.85と変化す る。
500試行中,最 終100試行 の か(ゴ=1,2)を π2の関数 として示す と,図5の よ うに なる。
この結果はそれほ どきれ いではないが,こ こでの仮定か ら期待 され るよ うな傾 向が生 じてい
る よ うに思われ る。す なわ ち,手 がか りC1の 提 示確率 βが 小 さけれ ば(C2の 提示確率 が
大 きければ),ρ2は,基 準にな る ρ2(確率 の一 致が生 じるときには π2)から離れ る こと少
な く,ρ、の方が,基 準 とな る ρ2に近づ く。反対 に,β が大 きけれ ぽ,ρ1は,基 準 となる
ρ1(確率の一致が生 じる ときには π1)から離れ ること少な く,ρ,の 方 が,基 準 とな る ρ1に
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〔Meyers&Cruse〕
近 づ く。ただ し,こ のデ ータを見 るか ぎ り,こ の実験では,確 率 の一致 とい うよ りは,む し
ろ極大 化傾 向が生 じてい る。 そ こで,基 準 とな る ρ、は,π 、ではな くて,π、よ りも1に 近
い値にな:り(πま>1/2であ るか ら),ま た,基 準 にな:るρ2は,π2〈1/2のとき,π2よ りも0
に近 い値 にな り,π,>1/2のとき,π,よ りも1に 近い値に なる。
3)弁 別的確率学習の機制
以上のような,手 がか りに関しての,予 想確率に影響を及ぼす諸条件の分析に基づき,弁
別的確率学習における,手 がか りに対する予想出現の機制を,次 の ような3段階に分けて考
えることにしたい0
1.手がか りC、とC2の弁別。この弁別に対 しては,C、とC2の問の類似度が影響する。
もちろん,類似度が大であるほど弁別は困難である。
2.確 率 π1(=〆EllC1))とπ2(=〆E、iC2))の識別。まず2つ の手がか りC、とC2を
弁別 し,そのあとC、またはC2が 提示されたときに,ど の程度の確率で事象E、 が生じる
かを識別する。この識別は,π1とπ,の差に依存し,差が大であるほど識別は容易であろ う。
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確 率 π1と π2はしぼ しば混 同され る。手 がか りC1が 提示 されてい るときな らぽ,混 同に よ
り確 率 π2で、4、と予想 し,手 がか りC2が 提示 され ている ときな らぽ確率 π、で 、4、と予想
す る。 この よ うな混 同は π1とπ2の差 が小 さい ときに著 しい もの と思われ る。
3.予 想傾 向R、 とR2の 成立。手がか りC1が 提示 された とき確率 π1でもってAと
予 想す る(こ れ はR1で ある)。また2手 がか りC2が 提示 された ときには確率 π2でもって
Aと 予 想す る(こ れはR2で あ る)。手がか りC1とC2が 弁別 され,ま た,確 率 πヱと π2
が識別 され たあ と,予 想傾 向R1,R2が 成立す る。 この成立に対 しては,手 がか りの提示確
率 β(=〆C「1))が影響 し,β が大 な らぽ.R1が強 くな り,β が 小な らば(〆C,)が 大 な ら
ぽ),R2が 強 くなる と考 えるのであ るQ
弁別的確率学 習において,こ の よ うな3つ の段階を想定す るモデルを構成す る と,こ れ ま
で の分析か ら分か る よ うに,少 くとも手がか りに関す る変数の効果は,よ く説 明で きる。
なお,本 稿で は詳論 しないが,弁 別 的確率学習において も,系 列依存関係は存在す る。系
列依存関係 につ いて は,単 純確率学 習の項 で行 ったの と同様の分析を,弁 別的確率学習 につ
いて も行 な うこ とが でき,そ の よ うな分 析か ら予測 され るよ うな実験結果が得 られ て い る
(Massaro,D,W.1969)。手がか りCは,予 想 に対 して確かに機 能 してい る。 しか し,そ れ
と同時に,前 試行 の諸事 象(手 がか り,予 想,結 果の事 象)も,現 試行の予想に影響す る。
6.結 語
本論文の要約によって結語にかえよう。本稿では,不 確実な手がか りのもとでの選択を,
多重手がか りの確i率学習(MCPL)の面か ら考察することを目的にしている。
MCPLは,一方では概念学習を拡張したものである。すなわち,通常の概念学習では手が
か りは完全に妥当であるが,概念学習において,手がか りの妥当性を不完全にすればMCPL
になる。(概念学習とMCPLの関係についての詳細は,本稿では触れることが で きな かっ
た。この問題については,稿 を改めて考察 してみたいと思っている。)
他方,MCPLは弁別的確率学習を拡張 したものとも考えられ る。すなわち,通常の弁別的
確率学習では手がか りは1次元である。しかし,これを π次元に拡張するとMC戸Lになる
のである。
この弁別的確率学習は単純確率学習を拡張したもの,す なわち,単 純確率学習に手がか り
を導入したものが弁別的確率学習である。
本稿では,不 確実な手がか りのもとでの一般的な選択状況(すなわちMCPL)の分析に先
だち?MCPLの特殊形態である確率学習(単純確率学習 と弁別的確率学習)を取上げた。
とくに弁別的確率学習については,そ の機制に関して,3つ 爾段階を区別するモデルを提
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案 した。
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CHOICEUNDERUNCERTAINCUES:PRELIMINARY
CONSIDERATION-ONPROBABILITYLEARNING一
ShigeruONO
Multiplecueprobabilitylearning(MCPL)maybe.consideredaschoicesituation
underuncertaincues.Inthispaper,probablitylearningisanalizedaspreliminary
consideration,thoughthe丘nalpurposeistoclarifypropertiesofMCPL.TheMCPLisa
generalizedformofdiscriminativeprobabilitylearning.Probabilitylearningincluding
simpleanddiscriminativeoneistakenupanddiscussed,astheresult,amodelof
discriminativeprobabilitylearllingisproposed.Inthismode1,itisassumedthat
learningproceedsthroughthefollowingthreestages:(1)discriminationbetween
twocuesCIandC2,(2)identificatiolloftwoprobabilitiesπ1andπ2(eventprobab五li-
tiesconditionaltocueα,f=1,2),(3)formationofresponsetendenciesRIalldR2
(eventanticipationundercueα,ゴ=1,2).Thisthree-stagemodelcanexplainthe
mainexperimental丘ndingsrelatingwithcuevariables.
