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Zada´n´ı
1. Prostudujte problematiku S-box˚u v kryptografii. Da´le prostudujte evolucˇn´ı vy´pocˇetn´ı
techniky jako geneticke´ algoritmy, EDA algoritmy a Karte´zske´ geneticke´ progra-
mova´n´ı.
2. Navrhneˇte program pro evolucˇn´ı na´vrh S-box˚u pomoc´ı jednotlivy´ch metod.
3. Navrzˇeny´ program implementujte ve vhodne´m jazyce a prostrˇed´ı.
4. Na zvoleny´ch prˇ´ıkladech porovnejte jednotlive´ prˇ´ıstupy a zhodnot’te dosazˇene´ vy´sledky.
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Abstrakt
Prˇedlozˇena´ pra´ce se zaby´va´ cˇa´st´ı sˇifrovac´ıho algoritmu zvanou substitucˇn´ı box a jeho
evolucˇn´ım na´vrhem. K jeho vy´voji jsou pouzˇity evolucˇn´ı vy´pocˇetn´ı techniky, jako jsou
klasicky´ geneticky´ algoritmus, Estimation of Distribution Algorithm, Karte´zske´ geneticke´
programova´n´ı a multikriteria´ln´ı algoritmy VEGA a SPEA. C´ılem pra´ce je prozkousˇet vlast-
nosti substitucˇn´ıch box˚u k jejich evolucˇn´ımu vy´voji. Pra´ce se nejprve zaby´va´ kryptografiı
a problematikou s-box˚u. Zde budou vysveˇtleny za´kladn´ı pojmy a popsa´na vybrana´ krite´ria
jejich bezpecˇnosti. Da´le budou vylozˇeny pouzˇite´ evolucˇn´ı algoritmy a za´klady multikri-
teria´ln´ı optimalizace. Teˇchto poznatk˚u je vyuzˇito, k na´vrhu a implementaci programu, ktere´
jsou popsa´ny da´le. Nakonec diskutuje pouzˇit´ı studovany´ch krite´ri´ı. Je zde diskutova´no pro-
hleda´va´n´ı s-box˚u jak prˇi jednokriteria´ln´ım, tak prˇedevsˇ´ım v multikriteria´ln´ım geneticke´m
prohleda´va´n´ı.
Abstract
This work deals with part of the encryption algorithm, called S-box and its development.
For its development is used evolutionary computing, such as classical genetic algorithm,
Estimation of Distribution Algorithm, Cartesian genetic programming and multi-criteria
VEGA and SPEA algorithms. This thesis aims to test the properties of substitution boxes
to its evolutionary development. Firstly, the work deals with cryptography and issues of s-
boxes. There are explained basic concepts and describes the selected criteria of safety. Next
chapter explains evolutionary algorithms and multi-criteria optimization. This knowledge
is used to design and program implementation, which are described below. Finally discusses
the application of the criteria studied. Discussed here is searching S-boxes in both single-
criteria, and especially in multi-criteria genetic search.
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Kapitola 1
U´vod
Rostouc´ı vy´kon pocˇ´ıtacˇ˚u a na´r˚ust jejich pouzˇit´ı sˇirokou masou uzˇivatel˚u v celosveˇtove´ pocˇ´ı-
tacˇove´ s´ıti si zˇa´daj´ı vysˇsˇ´ı nutnost zaob´ırat se bezpecˇnost´ı teˇchto uzˇivatel˚u. Nebot’ soucˇa´st´ı
te´to s´ıteˇ nejsou jen samı´ lide´ a organizace s dobry´mi u´mysly, ale i tac´ı, kterˇ´ı se snazˇ´ı
porusˇit pra´vo na soukromı´ odposlechnut´ım d˚uveˇrny´ch informac´ı jine´ osoby a vyuzˇ´ıt je ve
sv˚uj prospeˇch cˇi tu osobu zkompromitovat jiny´m zp˚usobem, naprˇ´ıklad se za n´ı vyda´vat.
Proto je d˚ulezˇite´ teˇmto za´sˇkodn´ık˚um tyto cˇinnosti prakticky znemozˇnit prˇevodem d˚uveˇrne´
informace do podoby, kterou budou schopny prˇecˇ´ıst jen vybrane´ osoby a nebude schopna
prˇecˇ´ıst zˇa´dna´ nezˇa´douc´ı osoba – d˚uveˇrnost. Da´le mus´ı by´t soucˇa´st´ı tohoto prˇevodu oveˇrˇen´ı
identity p˚uvodce prˇena´sˇene´ informace – autentizace. Algoritmy, ktere´ zajiˇst’uj´ı d˚uveˇrnost a
autentizaci prˇena´sˇeny´ch dat, se zaby´va´ kryptografie. Teˇmto algoritmu˚m se te´zˇ rˇ´ıka´ sˇifra.
Dı´ky cˇ´ım da´l t´ım jejich veˇtsˇ´ım pouzˇ´ıva´n´ım a objevova´n´ım noveˇjˇs´ıch druh˚u kryptoanaly´zy
zˇivotnost sˇifer klesa´. Poucˇen´ı z historie sˇifer rˇ´ıka´, zˇe sˇifra byla neprolomitelna´ do te´ doby,
nezˇ neˇkdo objevil jej´ı slabinu. Proto musela by´t vza´peˇt´ı vzˇdy vytvorˇena sˇifra nova´. V dnesˇn´ı
dobeˇ prob´ıha´ neusta´ly´ vy´zkum a vy´voj novy´ch sˇifer, ktere´ by meˇli by´t odolneˇjˇs´ı v˚ucˇi sta´le
prˇiby´vaj´ıc´ım noveˇjˇs´ım druh˚um u´tok˚u.
Tato pra´ce se zaby´va´ cˇa´st´ı sˇifrovac´ıho algoritmu zvanou substitucˇn´ı box (zkra´ceneˇ s-box)
a jeho vy´vojem. K jejich konstrukci se vyuzˇ´ıvaj´ı jak cˇisteˇ matematicke´ prˇ´ıstupy s vyuzˇit´ım
teorie Galois pol´ı, tak i r˚uzne´ stochasticke´ zp˚usoby na´vrhu, ke ktery´m se rˇad´ı naprˇ´ıklad
evoluce, ktera´ je pouzˇita v te´to pra´ci. Evolucˇn´ı vy´pocˇetn´ı techniky jsou, jak jizˇ na´zev
napov´ıda´, inspirova´ny evolucˇn´ı teori´ı z biologie. C´ılem pra´ce je pouzˇ´ıt neˇktere´ vlastnosti
substitucˇn´ıch box˚u jako objektivn´ı funkce k jejich evolucˇn´ımu vy´voji. Prˇestozˇe jizˇ bylo
mnoho vlastnost´ı studova´no, relativneˇ ma´lo pra´ce bylo uskutecˇneˇno prˇi hleda´n´ı s-box˚u
prˇedevsˇ´ım v multikriteria´ln´ım geneticke´m prohleda´va´n´ı.
Nejprve vsˇak bylo nutne´ navrhnout a naimplementovat kolekci algoritmu˚, ktera´ tyto
vlastnosti umozˇn´ı experimenta´lneˇ zjistit. Tato implementace mus´ı prˇedevsˇ´ım umozˇnit rychle
zada´vat r˚uzne´ evolucˇn´ı experimenty a, pokud mozˇno, prove´st je co nejrychleji.
Tato pra´ce vznikla jako samostatne´ d´ılo, ktere´ nenavazuje na zˇa´dny´ sˇkoln´ı projekt.
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Kapitola 2
U´vod do kryptografie
Kryptografie [8, 5] se zaby´va´ prˇedevsˇ´ım utajova´n´ım informace a oveˇrˇova´n´ım jej´ıho p˚uvodu
tj. prˇevodem dat do podoby, ktera´ je nepouzˇitelna´ nezˇa´douc´ım osoba´m, ktere´ budou da´le
v textu pro zjednodusˇen´ı souhrnneˇ nazva´ny slovem
”
u´tocˇn´ık“, prˇestozˇe nemus´ı u´tocˇit prˇ´ımo
a mu˚zˇe jich by´t v´ıce. Zˇa´douc´ı osoby maj´ı narozd´ıl od teˇch nezˇa´douc´ıch specia´ln´ı znalost.
Tou znalost´ı byl v minulosti i postup zasˇifrova´n´ı, od toho se v dnesˇn´ı dobeˇ upousˇt´ı a tou
znalost´ı je pouze kl´ıcˇ. Prˇedpokla´da´ se, zˇe algoritmus zna´ i u´tocˇn´ık. Da´le mu˚zˇe i k neutajovane´
informaci prˇidat dodatecˇnou informaci o jej´ım p˚uvodu, tzv. elektronicky´ podpis cˇi cˇasove´
raz´ıtko, a to takovy´m zp˚usobem, zˇe je prakticky nemozˇne´ oveˇrˇit t´ımto podpisem jinou
informaci nezˇ v tu, ktera´ identicky odpov´ıda´ te´ prˇi podpisu. Takovy´ prˇevod by meˇl rˇesˇit
hlavn´ı proble´my v bezpecˇnosti:
d˚uveˇrnost u´tocˇn´ık nesmı´ z´ıskat zˇa´dnou uzˇitecˇnou informaci ze zasˇifrovane´ho komunikacˇn´ı-
ho kana´lu
autentizaci oveˇrˇen´ı identity odes´ılatele zpra´vy
integritu u´tocˇn´ık nemu˚zˇe podvrhnout data cˇi jejich cˇa´st a vyda´vat je prˇ´ıjemci za takova´,
jakoby pocha´zela od urcˇite´ho odes´ılatele – tj. i zmeˇnit cˇi upravit data pocha´zej´ıc´ı od
prave´ho odes´ılatele
nepopiratelnost odes´ılatel nemu˚zˇe poprˇ´ıt u j´ım vytvorˇene´ a podepsane´ zpra´vy, zˇe ji ode-
slal on
Tato transformace se da´ zjednodusˇit do matematicke´ho vy´razu C = F (K1, P ), kde P
je prosty´ text (angl.
”
plaintext“), C je sˇifrovy´ text (angl.
”
ciphertext“) a K je kl´ıcˇ, ktery´
prˇedstavuje mozˇnost nastavit, jaky´m zp˚usobem sˇifra prˇevede text. K opacˇne´mu procesu
zvane´mu desˇifrova´n´ı P = F−1(K2, C) nemus´ı by´t stejny´ kl´ıcˇ. Proces je te´zˇ zna´zorneˇn na
obra´zku 2.1. Cˇ´ım delˇs´ı kl´ıcˇ, t´ım je slozˇiteˇjˇs´ı prove´st u´tok hrubou silou k jeho z´ıska´n´ı. Funkce
F se da´le v textu nazy´va´ sˇifra cˇi take´ kryptosyste´m.
Modern´ı kryptografie se deˇl´ı na dveˇ hlavn´ı kategorie (dle pocˇtu kl´ıcˇ˚u):
symetricka´ Za symetricky´ kryptosyste´m je oznacˇova´n takovy´, kdyzˇ lze desˇifrovac´ı kl´ıcˇ
snadno odvodit z kl´ıcˇe sˇifrovac´ıho. Veˇtsˇinou existuje jen jeden kl´ıcˇ tzv.
”
tajny´ kl´ıcˇ“,
ktery´ se pouzˇ´ıva´ jak pro sˇifrova´n´ı, tak pro desˇifrova´n´ı. Proble´mem prˇi pouzˇ´ıva´n´ı
tohoto syste´mu je distribuce kl´ıcˇe.
asymetricka´ Za asymetricky´ syste´m je povazˇova´n takovy´, kdy desˇifrovac´ı kl´ıcˇ nen´ı mozˇne´
prakticky odvodit z kl´ıcˇe sˇifrovac´ıho. Veˇtsˇinou existuje pa´r kl´ıcˇ˚u, jenzˇ vygeneruje
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Šifrovací
algoritmus
Dešifrovací
algoritmus
Zpráva ZprávaŠifrový text
Šifrovací klíč Dešifrovací klíč
Odesílatel Příjemce
Obra´zek 2.1: Zna´zorneˇn´ı procesu utajova´n´ı informace
prˇ´ıjemce, jeden kl´ıcˇ˚u v pa´ru je
”
verˇejny´“ a v procesu utajova´n´ı informace jej odes´ılatel
pouzˇije k zasˇifrova´n´ı. Druhy´ kl´ıcˇ je
”
soukromy´“ (kromeˇ prˇ´ıjemce jej nikdo nesmı´ zna´t),
ktery´m prˇ´ıjemce prˇijatou zpra´vu desˇifruje. Verˇejny´ kl´ıcˇ mu˚zˇe d´ıky tomu, zˇe z neˇho
nelze snadno odvodit soukromy´, by´t kdekoliv vystaven. Distribuce kl´ıcˇe je vyrˇesˇena
za cenu vy´pocˇetn´ı na´rocˇnosti sˇifrova´n´ı.
Oba prˇ´ıstupy se v praxi veˇtsˇinou kombinuj´ı tak, zˇe odes´ılatel nejprve vygeneruje na´hodny´
tajny´ kl´ıcˇ Krand, ten zasˇifruje asymetrickou sˇifrou verˇejny´m kl´ıcˇem prˇ´ıjemce
C1 = Fasym(Kpublicrecv ,Krand)
Vlastn´ı zpra´vu P pak zasˇifruje symetricky kl´ıcˇem Krand: C2 = Fsym(Krand, P ), protozˇe
zasˇifrovat symetricky je o dost rychlejˇs´ı. Nakonec prˇ´ıjemci odesˇle data ve tvaru C1, C2
(zjednodusˇeneˇ vyja´drˇeno). Blokem je da´le mysˇlena jaka´koliv posloupnost po sobeˇ jdouc´ıch
bit˚u. Sˇifruj´ıc´ım blokem
”
krabicˇka“, ktera´ prˇevede blok proste´ho textu na blok sˇifrove´ho.
Jednotlive´ bloky budou da´le zna´zorneˇny jako signa´ly, ktere´ vyznacˇuj´ı propojen´ı mezi jed-
notlivy´mi cˇa´stmi algoritmu a tok informace.
V prˇedesˇly´ch odstavc´ıch byl ilustrova´n postup prˇi utajova´n´ı informace. Pro elektronicky´
podpis, se pouzˇ´ıva´ asymetricka´ sˇifra s opacˇny´mi kl´ıcˇi odes´ılatele. Prˇi podpisu odes´ılatel
pouzˇije sv˚uj soukromy´ kl´ıcˇ a prˇ´ıjemce jej desˇifruje pomoc´ı verˇejne´ho kl´ıcˇe odes´ılatele a t´ım
u zpra´vy oveˇrˇ´ı p˚uvod. Odes´ılatel mus´ı mı´t dva r˚uzne´ pa´ry kl´ıcˇ˚u, jeden pa´r pro sˇifrova´n´ı a
druhy´ pa´r pro podpis, aby mu u´tocˇn´ık nemohl podstrcˇit k podpisu jinou informaci, ktera´
je urcˇena´ pro odes´ılatele a kterou by t´ım pa´dem desˇifroval. A nav´ıc, protozˇe je asymetricke´
sˇifrova´n´ı vy´pocˇetneˇ na´rocˇna´ operace, je prˇi podpisu zpra´vy nejprve vypocˇ´ıta´n otisk (tzv.
”
hash“), a ten je pote´ asymetricky zasˇifrova´n soukromy´m kl´ıcˇem odes´ılatele a prˇipojen
ke zpra´veˇ. Prˇ´ıjemce zpra´vu oveˇrˇ´ı tak, zˇe nejprve spocˇ´ıta´
”
hash“ prˇijate´ vlastn´ı zpra´vy
a za´rovenˇ pomoc´ı verˇejne´ho kl´ıcˇe odes´ılatele desˇifruje
”
hash“ prˇijaty´, pote´ oba
”
hashe“
porovna´. Hashovac´ı algoritmy jsou dalˇs´ı skupinou kryptograficky´ch algoritmu˚. Hashovac´ı
algoritmus tedy prova´d´ı transformaci libovolneˇ dlouhe´ zpra´vy do pevneˇ zvolene´ de´lky tzv.
”
hashe“. Tento
”
hash“ by meˇl by´t k dane´ zpra´veˇ unika´tn´ı. Dveˇ r˚uzne´ zpra´vy, byt’ by se
liˇsily v jednom bitu, nesmı´ mı´t stejny´
”
hash“.
V tabulce 2.1 je uvedeno neˇkolik nejpouzˇ´ıvaneˇjˇs´ıch kryptograficky´ch algoritmu˚ a jejich
nejpouzˇ´ıvaneˇjˇs´ıch de´lek kl´ıcˇ˚u. U asymetricky´ch algoritmu˚ se de´lka kl´ıcˇe beˇhem let zvysˇuje
mnohem v´ıce nezˇ symetricky´ch a hashovac´ıch. Vyvinout novou symetrickou sˇifru je mnohem
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Druh Zkratka pocˇet bit˚u kl´ıcˇe
symetricky´ AES 128, 192, 256
DES 56, 168
RC4 40 azˇ 256
asymetricky´ RSA . . . , 1024, 2048, 4096, . . .
DSA 1024, 2048, 3072
hashovac´ı
MD5 128
SHA1 160
SHA2 224, 256, 384, 512
Tabulka 2.1: Prˇ´ıklady nejzna´meˇjˇs´ıch kryptograficky´ch algoritmu˚
jednodusˇsˇ´ı nezˇ vyvinout asymetrickou. U asymetricke´ je nutne´ nejprve naj´ıt matematicky´
princip, proto se jejich bezpecˇnost v´ıce odra´zˇ´ı ve velikosti kl´ıcˇe. Symetricke´ sˇifry s kl´ıcˇem
mensˇ´ım nezˇ 80 bit˚u jsou povazˇova´ny za slabe´. U asymetricky´ch je ta hranice jizˇ na 1024
bitech. Hashovac´ı algoritmy MD5 a SHA1 jsou te´zˇ povazˇova´ny za slabe´. 168-bitovy´ kl´ıcˇ
u DESu se nazy´va´ TripleDES, tento kl´ıcˇ se rozdeˇl´ı na trˇi 56-bitove´ a prˇi sˇifrova´n´ı se projde
trˇemi fa´zemi DESu C = F (K3, (F
−1(K2(F (K1, P ))), prostrˇedn´ı je desˇifrova´n´ı. Z hasho-
vac´ıch jsou uvedeny pouze bezkl´ıcˇove´. NIST1 vypsal souteˇzˇ na novy´ standard SHA3, ktera´
se nyn´ı nacha´z´ı ve 2.kole, mezi postupuj´ıc´ımi kandida´ty jsou naprˇ´ıklad sˇifry CubeHash cˇi
Luffa([2]).
2.1 Symetricka´ kryptografie
Symetricke´ sˇifry se deˇl´ı na blokove´ a proudove´. Proudove´ sˇifry berou zpra´vu po bajtech,
prˇ´ıpadneˇ bitech cˇi znac´ıch. Blokova´ sˇifra bere zpra´vu po veˇtsˇ´ıch bloc´ıch (64 azˇ 256 bit˚u).
Vetsˇ´ı velikost bloku zabranˇuje statisticky´m a slovn´ıkovy´m u´tok˚um. Pro n-bitovy´ blok je 2n
mozˇny´ch vstupn´ıch i vy´stupn´ıch kombinac´ı a existuje 2n! mozˇny´ch zobrazen´ı. Prˇ´ıkladem
blokove´ sˇifry je naprˇ´ıklad DES ktery´ sˇifruje po 64 bitovy´ch bloc´ıch. Prˇ´ıkladem proudove´
sˇifry je RC4. Proudovou sˇifrou se mu˚zˇe by´t i blokova´, pokud je zapojena v urcˇite´m rezˇimu
(viz da´le).
Rezˇimy blokovy´ch sˇifer
Rozdeˇlene´ bloky zpra´vy mohou by´t jakoukoliv blokovou symetrickou sˇifrou zpracova´ny
teˇmito na´sleduj´ıc´ımi zp˚usoby. Pokud ma´ u´tocˇn´ık k dispozici odpov´ıdaj´ıc´ı dvojice blok˚u
proste´ho a sˇifrove´ho textu, mohou by´t neˇktere´ rezˇimy slabsˇ´ı. U neˇktery´ch rezˇimu˚ prˇiby´va´
ke kl´ıcˇi jesˇteˇ inicializacˇn´ı vektor, ktery´ je pouzˇit pro inicializaci sˇifrova´n´ı prvn´ıho bloku,
jako dalˇs´ı znalost nutna´ k desˇifrova´n´ı.
Electronic Codebook (ECB) Nejjednodusˇsˇ´ı, kazˇdy´ i-ty´ blok zpra´vy je prˇ´ımo vstupem
sˇifrovac´ıho bloku a vy´stup je prˇ´ımo i-ty´m blokem sˇifrove´ho textu. Kryptoanaly´za
tohoto rezˇimu je jednodusˇsˇ´ı, protozˇe u´tocˇn´ık v sˇifrove´m textu mu˚zˇe znovu naj´ıt tenty´zˇ
blok, pro ktery´ jizˇ ma´ odpov´ıdaj´ıc´ı prosty´ text ve slovn´ıku, ktery´ si pr˚ubeˇzˇneˇ vytva´rˇ´ı.
1Na´rodn´ı institut pro standardizaci a technologie USA
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T´ım je porusˇena i integrita dat, nebot’ u´tocˇn´ık mu˚zˇe podstrcˇit jiny´ blok sˇifrove´ho
textu.
Cipher Block Chaining (CBC) Bloky jsou zrˇeteˇzeny. Na rozd´ıl od ECB je kazˇdy´ blok
xorova´n s prˇedchoz´ım vy´stupn´ım blokem prˇedt´ım, nezˇ bude pouzˇit jako vstup sˇif-
rovac´ıho bloku. Blok prvn´ıho je xorova´n s inicializacˇn´ım vektorem. Zna´zorneˇn je na
obra´zku 2.2.
Cipher Feedback (CFB) Narozd´ıl od CBC rezˇimu je blok proste´ho textu xorova´n azˇ
s vy´stupem bloku sˇifry a vy´sledek take´ prˇiveden na vstup na´sleduj´ıc´ıho sˇifruj´ıc´ıho
bloku. Vstupem prvn´ıho bloku je inicializacˇn´ı vektor.
Output Feedback (OFB) Narozd´ıl do CFB rezˇimu je na vstup na´sleduj´ıc´ıho bloku posla´n
vy´stup prˇedchoz´ıho jesˇteˇ prˇed xorova´n´ım s plaintextem.
E E
K K
P P21
C C1 2
Obra´zek 2.2: CBC mo´d [23]
Mimo toho jesˇteˇ existuje tzv.
”
counter mo´d“, kdy je blokova´ sˇifra pouzˇita k generova´n´ı
pseudona´hodne´ posloupnosti, tak zˇe jsou na vstup blokove´ sˇifry prˇiva´deˇny hodnoty cˇ´ıtacˇe.
Vy´hodou je, zˇe kazˇdy´ blok mu˚zˇe by´t sˇifrova´n neza´visle na ostatn´ıch. Prosty´ text se xoruje
s vy´stupem blokove´ sˇifry. Hodnota cˇ´ıtacˇe se samozrˇejmeˇ nesmı´ opakovat pro stejny´ kl´ıcˇ.
I u rezˇimu OFB se da´ hovorˇit jako o proudove´ sˇifˇre a o rezˇimu CFB o proudove´ samosyn-
chrozuj´ıc´ı.
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2.2 Vnitrˇn´ı struktura sˇifruj´ıc´ıho bloku
Zasˇifrova´n´ı jednoho bloku se rozdeˇluje na r˚uzne´ fa´ze podle druhu algoritmu. Mnoho mo-
dern´ıch sˇifer je zalozˇeno na Feisteloveˇ substitucˇn´ı/permutacˇn´ı s´ıti, tj. jsou kombinac´ı teˇchto
transformac´ı, prob´ıhaj´ıc´ıch v neˇkolika kolech za sebou:
substituce Urcˇity´ blok ko´du je nahrazen jiny´m z mnozˇiny mozˇny´ch kombinac´ı
transpozice/permutace Pracuje s neˇkolika bloky, teˇm je zmeˇneˇno porˇad´ı
mı´chan´ı se subkl´ıcˇem z kl´ıcˇe jsou vygenerova´ny subkl´ıcˇe pro jednotliva´ kola, ty jsou pak
”
prˇimı´cha´ny“, nejcˇasteˇji XORem
  
míchání podklíče K1
prostý text 
. . . C16
. . . P16P1 . . . 
S21 S24S22 S23
S11 S14S12 S13
S31 S34S32 S33
1. kolo 
C
2. kolo
3. kolo
1 . . . šifrový text
míchání podklíče K2
míchání podklíče K3
míchání podklíče K4
Obra´zek 2.3: Jednoducha´ substitucˇn´ı/permutacˇn´ı s´ıt’ zna´zornˇuj´ıc´ı sˇifrovac´ı algoritmus [7]
Obra´zek 2.3 zna´zornˇuje jednoduchou v´ıcekolovou sˇifru. Substituce je veˇtsˇinou abstrahova´na
pomoc´ı tzv.
”
substitucˇn´ıch box˚u“, zkra´ceneˇ s-box˚u (prvk˚u Skn z obra´zku 2.3). S-boxy jsou
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zna´zorneˇny jako jako
”
krabicˇky“ Skn, do ktery´ch vstupuj´ı, a ze ktery´ch vystupuj´ı signa´ly.
Permutace je zna´zorneˇna pomoc´ı signa´l˚u. V kazˇde´m kole a na kazˇde´ pozici jsou uzˇity s-
boxy s r˚uzny´mi zobrazen´ımi. Na uvedene´m obra´zku se jedna´ o s-boxy typu 4 × 4. V te´to
pra´ci na´s bude zaj´ımat jejich vnitrˇek a vy´stupy. Principy s-box˚u jsou nejle´pe popisova´ny
na symetricky´ch sˇifra´ch, acˇ se nevylucˇuje jejich pouzˇit´ı i v jiny´ch druz´ıch algoritmu˚. Jejich
problematika lze uka´zat nejle´pe pra´veˇ na symetricky´ch sˇifra´ch, protozˇe sami maj´ı charakter
symetricke´ blokove´ sˇifry, i kdyzˇ v mensˇ´ı podobeˇ.
Tato jednoducha´ s´ıt’ sama o sobeˇ vsˇak nezarucˇuje mozˇnost jak sˇifrova´n´ı tak desˇifrova´n´ı
pomoc´ı te´ same´ struktury. Aby proces mohl by´t reverzibiln´ı, cˇi-li aby bylo mozˇne´ sˇifrovat/de-
sˇifrovat ve v´ıce kolech pomoc´ı te´ same´ struktury, navrhl Feistel [24] strukturu na obra´zku
2.4.
Obra´zek 2.4: Struktura jednoho kola Feistelovy sˇifry [24]
Vstupn´ı text se rozdeˇl´ı na dveˇ poloviny. V kazˇde´m kole je prava´ polovina vstupem
jak sˇifruj´ıc´ı funkce F , tak levou polovinou vy´stupu kola. Leva´ polovina vstupu je xornuta
s vy´stupem sˇifruj´ıc´ı funkce a vy´sledek je pravou polovinou vy´stupu. Sˇifruj´ıc´ı funkce je
nastavena prˇ´ıslusˇny´m subkl´ıcˇem. Pro desˇifrova´n´ı se pouzˇij´ı subkl´ıcˇe v opacˇne´m porˇad´ı. Na
funkci F se prˇena´sˇ´ı odpoveˇdnost za bezpecˇnost, o reverzibilitu se postara´ Feistel struktura.
Kdyzˇ pro sˇifrova´n´ı v kazˇde´m kole plat´ı (vy´pocˇet kola na´sleduj´ıc´ıho):
Li+1 = Ri (2.1)
Ri+1 = Li ⊕ F (Ki, Ri) (2.2)
pro desˇifrova´n´ı v tom prˇ´ıpadeˇ plat´ı v kazˇde´m kole :
Ri = Li+1 (2.3)
Li = Ri+1 ⊕ F (Ki+1, Ri+1) (2.4)
Li resp. Ri resp. Ki je levy´ vstup resp. pravy´ vstup resp. subkl´ıcˇ kola. Ve funkci F se mu˚zˇe
prova´deˇt substituce, permutace a transpozice. V n´ı mu˚zˇe by´t obsazˇeno neˇkolik s-box˚u.
Tuto strukturu prˇejalo mnoho sˇifer, naprˇ. DES cˇi Twofish. Liˇs´ı se prˇedevsˇ´ım ve funkci
F , generova´n´ı subkl´ıcˇ˚u a velikosti zpracova´vane´ho bloku. Na obra´zku 2.5 je zna´zorneˇna
funkce v sˇifˇre DES. E je expanze z 32 bit˚u na 48 bit˚u. Pak na´sleduje mı´chan´ı se 48 bitovy´m
subkl´ıcˇem. Vy´sledek je rozdeˇlen mezi 8 s-box˚u typu 6×4. Jejich hlavn´ım u´kolem je nelinea´rn´ı
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Obra´zek 2.5: Struktura Feistelovy funkce v DESu [8]
zobrazen´ı jejich vstupu na vy´stup (vysveˇtleno da´le). Vy´stupy s-box˚u jsou sloucˇeny do 32
bit˚u a permutova´ny funkc´ı P .
V podkapitole 3.3 (po vysveˇtlen´ı na´sleduj´ıc´ı pojmu˚) jsou neˇktere´ s-boxy popsa´ny po-
drobneˇji.
2.3 Dosahovan´ı bezpecˇnosti
Prˇi na´vrhu kryptosyste´mu, by meˇly by´t polozˇeny tyto ota´zky:
• Jak mu˚zˇe kryptolog doka´zat bezpecˇnost kryptosyste´mu?
• Jake´ statisticke´ vlastnosti ma´ struktura kryptosyste´mu?
• Jak zjist´ı tyto vlastnosti efektivneˇ?
Na prvn´ı ota´zku nelze odpoveˇdeˇt plneˇ uspokojiveˇ, protozˇe s rostouc´ım vy´konem pocˇ´ıtacˇ˚u
a u´sil´ım kryptoanalytik˚u nen´ı vyloucˇeno objeven´ı slabiny sˇifry a vyuzˇit´ı tohoto objevu
k u´toku. Proto lze sˇifru navrhovat s c´ılem odolnosti proti vsˇem zna´my´m u´tok˚um, prˇicˇemzˇ
nen´ı prakticky mozˇne´ celou sˇifru u´plneˇ zvalidovat. Lze meˇrˇit s´ılu cˇa´st´ı sˇifer pomoc´ı r˚uzny´ch
krite´ri´ı.
Odpoveˇd´ı na druhou ota´zku je, zˇe [8] sˇifra nesmı´ mı´t male´ mnozˇstv´ı mozˇny´ch pa´r˚u
prosty´ch text˚u a prˇ´ıslusˇny´ch sˇifrovy´ch pro r˚uzne´ de´lky z cele´ho textu. Jaka´koliv mnozˇina
vy´stupn´ıch bit˚u by nemeˇla za´viset na jake´koliv vlastn´ı podmnozˇineˇ mnozˇiny vsˇech vstupn´ıch
bit˚u pro pevny´ kl´ıcˇ. Jaka´koliv mnozˇina vy´stupn´ıch bit˚u by nemeˇla za´viset na jake´koliv
vlastn´ı podmnozˇineˇ mnozˇiny vsˇech bit˚u kl´ıcˇe pro pevny´ vstupn´ı text. Z pouzˇitelny´ch sta-
tisticky´ch test˚u lze uve´st naprˇ. χ2-test cˇi Kolmogrov-Smirnov˚uv test. Avsˇak nen´ı prakticky
mozˇne´ proj´ıt vsˇechny mozˇne´ kl´ıcˇe, natozˇ vsˇechny mozˇne´ texty. Proto se vygeneruje neˇkolik
na´hodny´ch kl´ıcˇ˚u a na´hodny´ch text˚u. Vy´stup by meˇl mı´t charakteristiky na´hodne´ posloup-
nosti. K oveˇrˇen´ı se vyuzˇ´ıva´ naprˇ.
”
frekvencˇn´ı analy´za“, jezˇ oveˇrˇuje vy´skyty hodnot na
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r˚uzny´ch pozic´ıch a jejich za´vislosti. Je jasne´ zˇe idea´lneˇ na´hodny´ vy´stup nelze prakticky
vytvorˇit.
Bezpecˇny´m vlastnostem mus´ı nejprve odpov´ıdat jednotlive´ prvky sˇifry. Ru˚zne´ prvky
jsou odpoveˇdne´ za r˚uzne´ vlastnosti cele´ sˇifry. Prˇi konstrukci jednotlivy´ch prvk˚u mu˚zˇe by´t
d´ıky male´mu mnozˇstv´ı vstup˚u a vy´stup˚u nena´rocˇne´ proveˇrˇit vsˇechny tyto vlastnosti pro
vsˇechny mozˇne´ kombinace. Mozˇnostmi jak oveˇrˇit odolnost prvku je i proveden´ı zna´me´ho
u´toku, ktery´ teˇzˇ´ı ze slabin zp˚usobeny´ch sˇpatny´mi charakteristikami prvku sˇifry. Dva nej-
d˚ulezˇiteˇjˇs´ı u´toky na sˇifrovac´ı algoritmy, jezˇ se pouzˇ´ıvaj´ı mj. i k oveˇrˇen´ı na´hodnosti vy´stupu
s-box˚u byly vytvorˇeny k u´toku na algoritmus DES.
2.4 Linea´rn´ı kryptoanaly´za
Linea´rn´ı kryptoanaly´za [7] zkousˇ´ı teˇzˇit z vychy´lene´ pravdeˇpodobnosti vy´skytu linea´rn´ıch
vy´raz˚u zahrnuj´ıc´ıch jak bity proste´ho textu, sˇifrove´ho textu a (pod)kl´ıcˇe (to v obecne´m
prˇ´ıpadeˇ, v te´to pra´ci da´le neuvazˇova´no). Jedna´ se o tzv.
”
known plaintext attack“: to zna-
mena´, zˇe se prˇedpokla´da´, zˇe u´tocˇn´ık ma´ k dispozici sadu prosty´ch text˚u a k nim prˇ´ıslusˇny´ch
sˇifrovy´ch. Prˇesto nema´ u´tocˇn´ık mozˇnost vybrat, ktery´ prosty´ text (a prˇ´ıslusˇny´ sˇifrovy´) je
dostupny´. V mnoha aplikac´ıch a sce´na´rˇ´ıch se povazˇuje za dostatecˇne´, zˇe ta sada text˚u je
na´hodna´. Jiny´mi slovy shrnuto se linea´rn´ı kryptoanaly´za snazˇ´ı z na´hodne´ sady prosty´ch
text˚u a prˇ´ıslusˇny´ch sˇifrovy´ch text˚u aproximovat sˇifrovac´ı algoritmus r˚uzny´mi linea´rn´ımi
vy´razy a nej(ne)pravdeˇpodobneˇjˇs´ı z nich pouzˇ´ıt k postupne´mu z´ıska´n´ı kl´ıcˇe.
Linearita je vztazˇena v˚ucˇi mod-2 bitove´ operaci (naprˇ., exkluzivn´ı soucˇet oznacˇeny´
pomoc´ı
”
⊕“). A linea´rn´ı vy´raz je ve formeˇ:
a1 ·Xi1 ⊕ a2 ·Xi2 ⊕ · · · ⊕ au ·Xiu ⊕ b1 · Yj1 ⊕ a2 · Yj2 ⊕ · · · ⊕ av · Yjv = 0 (2.5)
kde Xi reprezentuje i-ty´ vstupn´ı prosty´ text Xi = [Xi1 , Xi2 , . . . ] a Yj reprezentuje j-ty´
vy´stupn´ı sˇifrovy´ text Yi = [Yj1 , Yj2 , . . . ].
2 Tato rovnice reprezentuje
”
sumu“ exkluzivn´ıch
soucˇt˚u vstupn´ıch a vy´stupn´ıch bit˚u, ktere´ jsou vybra´ny3 bitovy´mi vektory a (pro vstupn´ı)
a b (pro vy´stupn´ı).
Konceptem linea´rn´ı kryptoanaly´zy je urcˇit vy´razy ve formeˇ rovnice 2.5, ktere´ maj´ı vyso-
kou nebo naopak n´ızkou pravdeˇpodobnost. Pokud ma´ k takovy´m pravdeˇpodobnostem ten-
denci, znamena´ to evidentneˇ slabou schopnost sˇifry produkovat vy´stup s charakteristikami
na´hodneˇ vygenerovane´ho. Meˇjme na´hodneˇ vygenerovane´ bity u + v a pokud je pouzˇijeme
v rovnici 2.5, pravdeˇpodobnost pL by meˇla by´t prˇesneˇ
1
2 . Odchylku od pravdeˇpodobnosti
pL =
1
2 nazy´va´me ”
bias“ znacˇeno i, kde i se vztahuje k vy´razu. Cˇ´ım je vysˇsˇ´ı velikost te´to
odchylky, |i = pL − 12 |, t´ım snazsˇ´ı je sˇifru rozlousknout.
Poznamenejme, zˇe pL = 1 znamena´, zˇe linea´rn´ı vy´raz 2.5 je prˇesnou reprezentac´ı sˇifry a
t´ım pa´dem je sˇifra katastrofa´lneˇ slaba´. Pokud pL = 0, potom vy´raz reprezentuje afinn´ı vztah,
take´ znak velike´ slabosti. Pro aritmetiku mod-2 je afinn´ı funkce jednodusˇe komplementem
linea´rn´ı. Obeˇ linea´rn´ı resp. afinn´ı aproximace, indikovane´ pravdeˇpodobnostmi pL >
1
2 resp.
pL <
1
2 , maj´ı v linea´rn´ı kryptoanaly´ze stejnou va´hu a da´le se v tomto textu budou pojmem
”
linea´rn´ı“ mysˇleny oba dva vztahy.
2Vstupn´ı i vy´stupn´ı text jsou definova´ny jako vektory bit˚u.
3
”
Zapnuty“ pomoc´ı bitove´ konjunkce oznacˇene´ jako
”
·“
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2.5 Diferencia´ln´ı kryptoanaly´za
Diferencia´ln´ı kryptoanaly´za [7] vyuzˇ´ıva´ vysokou pravdeˇpodobnost spolecˇne´ho vy´skytu roz-
d´ıl˚u mezi dveˇma sˇifrovy´mi texty na vy´stupu s rozd´ıly mezi dveˇma prosty´mi texty na vstupu.
Naprˇ´ıklad meˇjme syste´m se vstupem X = [X1X2 . . . Xn] a vy´stupem Y = [Y1Y2 . . . Yn].
Necht’ dva vstupy syste´mu jsou X ′ a X ′′ s odpov´ıdaj´ıc´ımi vy´stupy Y ′ a Y ′′. Vstupn´ı rozd´ıl
je da´n ∆X = X ′ ⊕X ′′ kde
”
⊕“ reprezentuje bitovy´ exkluzivn´ı soucˇet n-bitovy´ch vektor˚u,
a odtud
∆X = [∆X1∆X2 . . .∆Xn] (2.6)
kde ∆Xi = X
′
i ⊕X ′′i kde X ′i resp. X ′′i reprezentuje i-ty´ bit X ′ resp. X ′′. Obdobneˇ pro
vy´stupy.
V idea´ln´ı sˇifˇre4 je pravdeˇpodobnost, zˇe se vyskytuje cˇa´stecˇny´ rozd´ıl vy´stup˚u ∆Y prˇi
dane´m cˇa´stecˇne´m rozd´ılu vstup˚u ∆X, pD =
1
2
n
, kde n je pocˇet bit˚u v X. Diferencia´ln´ı
kryptoanaly´za je pouzˇitelna´ v prˇ´ıpadech, kde se ∆Y vyskytuje spolecˇneˇ s ∆X s velmi
velkou pD (naprˇ., o hodneˇ veˇtsˇ´ı nezˇ
1
2
n
). Dvojice (∆X,∆Y ) je nazy´va´na jako diferencia´l.
Diferencia´ln´ı kryptoanaly´za je tzv.
”
chosen plaintext attack“, to znamena´, zˇe si u´tocˇn´ık
mu˚zˇe vybrat vstup a proveˇrˇit vy´stup v pokusu odvodit kl´ıcˇ. V diferencia´ln´ı kryptoanaly´ze,
u´tocˇn´ık mu˚zˇe vybrat dvojici vstup˚u X ′′ a X ′′ patrˇ´ıc´ı k ∆X prˇi znalosti, zˇe se prˇi ∆Y
s nejveˇtsˇ´ı pravdeˇpodobnost´ı vyskytuje ∆X.
4tj. takove´, ktera´ ma´ na vy´stupu na´hodne´ vlastnosti
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Kapitola 3
Problematika S-box˚u
3.1 Definice s-box˚u
Substitucˇn´ı box (s-box) je cˇa´st sˇifry takova´, zˇe jej´ım vy´stupem, jak jizˇ sa´m na´zev na´zev
napov´ıda´, je substituovany´ vstup. Pra´veˇ na s-boxy by´va´ prˇenesena veˇtsˇina odpoveˇdnosti za
nelinea´rnost a na´hodnost vy´stupu cele´ sˇifry. Bezpecˇnost veˇtsˇiny blokovy´ch sˇifer (prˇedevsˇ´ım
teˇch na Feisteloveˇ s´ıti) za´vis´ı na vlastnostech s-box˚u pouzˇity´ch v jednotlivy´ch kolech. Ty
budou popsa´ny n´ızˇe. Veˇtsˇinou se s-box zna´zornˇuje jako
”
krabicˇka“ s jednotlivy´mi vstupy a
vy´stupy, kde jsou veˇtsˇinou zna´zorneˇny jednotlive´ bity v porˇad´ı a cˇ´ıslova´n´ı, jak je videˇt na
obr 3.1.
x0 x1 x2 x3
y0 y1 y2 y3
s-box
4 x 4
Obra´zek 3.1: Sche´ma s-boxu
Forma´lneˇ se s-box da´ definovat takto:
Definice 3.1. [12] n×m s-box S je zobrazen´ı S : {0, 1}n → {0, 1}m. S m˚uzˇe by´t reprezen-
tova´n jako 2n m-bitova´ cˇ´ısla, oznacˇena´ r0, . . . , r2n−1, v tom prˇ´ıpadeˇ S(x) = rx , 0 ≤ x < 2n
a ri jsou rˇa´dky s-boxu. Alternativneˇ, S(x) = [cm1(x) cm2(x) . . . c0(x)] kde ci je pevna´ Boo-
leovska´ funkce ci : {0, 1}n → {0, 1} ∀i; to jsou sloupce s-boxu.
Velikost s-box˚u se cˇasto zapisuje jako n ×m. Velke´ s-boxy [6] jsou obecneˇ pokla´da´ny
za bezpecˇneˇjˇs´ı nezˇ male´, ale za cenu veˇtsˇ´ı slozˇitosti realizace a validace. S-boxy s maly´m
vstupem a velky´m vy´stupem maj´ı velmi dobrou linea´rn´ı aproximaci. U s-box˚u s dostatecˇneˇ
veˇtsˇ´ım vy´stupem nezˇ vstupem je garantova´na nejme´neˇ jedna perfektn´ı linea´rn´ı aproximace.
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3.2 Krite´ria bezpecˇnosti s-box˚u
Krite´ria, jezˇ se daj´ı pouzˇ´ıt jako1 heuristicke´ cˇi hodnot´ıc´ı funkce, mohou by´t pouzˇita k pro-
hleda´va´n´ı stavove´ho prostoru. Te´meˇrˇ vsˇechny vycha´zej´ı (cˇi maj´ı neˇjaky´ vztah) z linea´rn´ı a
diferencia´ln´ı kryptoanaly´zy. Vycha´zej´ı z mozˇny´ch u´tok˚u na sˇifru, mohou by´t r˚uzneˇ mate-
maticky doka´za´ny odolnosti v˚ucˇi teˇmto u´tok˚um, jiny´m se sp´ıˇse veˇrˇ´ı, zˇe funguj´ı.
3.2.1 SAC
Strict Avalanche Criterion [8] je zalozˇen na tzv.
”
lavinove´m efektu“. U s-box˚u se zkouma´,
kolik bit˚u vy´stupu se zmeˇn´ı prˇi zmeˇneˇ jednoho bitu vstupu. Prˇi vyzkousˇen´ı zmeˇny jed-
noho bitu u vsˇech mozˇny´ch vstup˚u, by pr˚umeˇr zmeˇn na vy´stupu meˇl by´t polovina pocˇtu
vy´stupn´ıch bit˚u.
Definice 3.2 (Avalanche efekt). Funkce f : {0, 1}n → {0, 1}m ukazuje lavinovy´ efekt pokud
a jen tehdy: ∑
x∈{0,1}n
wt(f(x)⊕ f(x⊕ c(n)i )) = m2n−1 (3.1)
pro ∀i : 1 ≤ i ≤ n, kde wt(x) je Hammingova va´ha2 a c(n)i je n-dimenziona´ln´ı vektor
s wt(c
(n)
i ) = 1 s nastavenou pozic´ı i.
Z Avalanche efektu je definova´no SAC:
Definice 3.3 (SAC, SAC 0. rˇa´du). Funkce f : {0, 1}n → {0, 1}m splnˇuje SAC, pokud pro
∀i : 1 ≤ i ≤ n plat´ı tyto rovnice:∑
x∈{0,1}n
f(x)⊕ f(x⊕ c(n)i ) = (2n−1, 2n−1, . . . , 2n−1) (3.2)
Kazˇda´ funkce f splnˇuj´ıc´ı SAC je nazy´va´na
”
silny´ s-box“
Pokud funkce splnˇuje SAC, kazˇdy´ jej´ı vy´stupn´ı bit by se meˇl zmeˇnit s polovicˇn´ı pravdeˇ-
podobnost´ı, pokazˇde´ co je zmeˇneˇn jeden vstupn´ı bit. Pokud neˇjaky´ vy´stup za´vis´ı na pouze
neˇkolika ma´lo vstupn´ıch bitech, potom mu˚zˇe u´tocˇn´ık teˇchto vztah˚u vyuzˇ´ıt k nalezen´ı kl´ıcˇe.
SAC bylo da´le rozsˇ´ıˇreno:
Definice 3.4 (SAC 1. rˇa´du). Funkce f : {0, 1}n → {0, 1}m splnˇuje SAC 1. rˇa´du pokud a
jen tehdy:
• f splnˇuje SAC 0. rˇa´du
• kazˇda´ funkce z´ıskana´ z f , tak zˇe zachova´va´ jeden i-ty´ bit konstantn´ı a rovny´ c splnˇuje
SAC pro kazˇde´ i ∈ {1, 2, . . . , n} a c = 0 nebo c = 1.
Obecneˇ lze rozsˇ´ıˇren´ı definovat rekurzivneˇ, a to azˇ do rˇa´du k ≤ n− 2:
Definice 3.5 (SAC k-te´ho rˇa´du). Funkce f : {0, 1}n → {0, 1}m splnˇuje SAC k-te´ho rˇa´du
pokud a jen tehdy:
• f splnˇuje SAC (k − 1)-ho rˇa´du
• kazˇda´ funkce z´ıskana´ z f , tak zˇe zachova´va´ k jej´ıch bit˚u konstantn´ıch (pro vsˇechny
mozˇne´ kombinace pozic a hodnot) a splnˇuje SAC
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Cˇ´ıslo funkce 00 01 10 11
1 0 0 0 1
2 0 0 1 0
3 0 1 0 0
4 1 0 0 0
5 0 1 1 1
6 1 0 1 1
7 1 1 0 1
8 1 1 1 0
Tabulka 3.1: Za´kladn´ı funkce splnˇuj´ıc´ı MOSAC [8]
SAC nejvysˇsˇ´ıho mozˇne´ho rˇa´du k = n − 2 ma´ zvla´sˇtn´ı oznacˇen´ı MOSAC3. V tabulce
3.1 jsou v rˇa´dc´ıch uvedeny za´kladn´ı booleovske´ funkce splnˇuj´ıc´ı MOSAC. Tyto funkce maj´ı
2-bitovy´ vstup uvedeny´ ve sloupc´ıch a splnˇuj´ı SAC 0. rˇa´du. Sloupce reprezentuj´ı vsˇechny
kombinace vstup˚u. Jak je patrne´, vy´stupy jsou u kazˇde´ funkce u trˇech bit˚u jsou stejne´ a
jeden se liˇs´ı.
Veˇta 3.1. Silny´ s-box nen´ı linea´rn´ı ani afinn´ı.
D˚ukaz. Du˚kaz je uveden v [8] na str. 25
3.2.2 Bent funkce
V [22] kombinatorice, je
”
bent funkce“ zvla´sˇtn´ı typ booleovske´ funkce.
”
Bent4 funkce“ jsou
tak pojmenova´ny protozˇe jsou odliˇsne´ od linea´rn´ıch a afinn´ıch funkc´ı. Proto byly obsa´hle
studova´ny prˇedevsˇ´ım pro jejich uplatneˇn´ı v kryptografii, acˇkoliv jejich spektrum aplikac´ı
je sˇiroke´ i v teorii ko´dova´n´ı a na´vrhu kombinacˇn´ıch obvod˚u. Definice mu˚zˇe by´t rozsˇ´ıˇrena
v mnoha mozˇnostech.
Definice 3.6. [8] Booleovska´ funkce g(w) : {0, 1}n → {0, 1}, n = 2l, l ∈ N je bent funkc´ı,
pokud kazˇdy´ koeficient Fourierovy transformace5 G(w) Walshovy funkce (−1)g(w) definovane´
pro vsˇechna w ∈ {0, 1}n
G(w) =
1√
2n
∑
x∈{0,1}n
(−1)g(x)+x·w (3.3)
ma´ jednotkovou velikost
|G(w)| = 1 (3.4)
Veˇta 3.2 (Vztah mezi bent funkcemi a funkcemi splnˇuj´ıc´ımi SAC). Necht’ An oznacˇuje
mnozˇinu vsˇech n-bitovy´ch booleovsky´ch funkc´ı, Bn mnozˇinu n-bitovy´ch bent funkc´ı a Sn
mnozˇinu n-bitovy´ch booleovsky´ch funkc´ı splnˇuj´ıc´ıch SAC. A obzvla´sˇt’ m˚uzˇeme oznacˇit mno-
zˇinu n-bitovy´ch booleovsky´ch funkc´ı splnˇuj´ıc´ıch MOSAC jako Smaxn . Vztah mezi teˇmito
mnozˇinami pro suda´ n lze vyja´drˇit jako
Smaxn ⊆ Bn ⊆ Sn ⊂ An (3.5)
1nebo podle nichzˇ se daj´ı sestavit
2pocˇet jednicˇkovy´ch bit˚u
3z anglicke´ho
”
maximal order“
4cˇesky: krˇive´
5tento zvla´sˇtn´ı prˇ´ıpad se nazy´va´ cˇasteˇji Walshova transformace
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n 2 3 4 5 6
|An| 16 256 65536 232 264
|Sn| 8 64 4128 ? ?
|Bn| 8 – 896 – 232.3
|Smaxn | 8 16 32 64 128
Tabulka 3.2: Velikost mnozˇin z veˇty 3.2 [8]
D˚ukaz. Du˚kaz je uveden v [8] na str. 31
Toho lze vyuzˇ´ıt k zu´zˇen´ı prohleda´vac´ıho prostoru, prˇi hleda´n´ı funkc´ı splnˇuj´ıc´ıch SAC.
Pro s-boxy s v´ıce vy´stupy lze z definice 3.1 prˇedpokla´dat, zˇe kazˇdy´ vy´stup je booleovska´
funkce a podle toho sestavit hodnot´ıc´ı funkci. Pro prˇedstavu jsou v tabulce 3.2 uvedeny
velikost´ı neˇktery´ch mnozˇin.
3.2.3 Nejveˇtsˇ´ı odchylka z linea´rn´ıch vy´raz˚u
K vy´pocˇtu nelinearity boolovske´ funkce f mu˚zˇeme pouzˇ´ıt vzorec z [8], zalozˇeny´ na Ha-
mmingoveˇ vzda´lenosti od mnozˇiny afinn´ıch funkc´ı a na Walshoveˇ transformaci Fˆ funkce
fˆ : {0, 1}n → {1,−1}, obdobneˇ jak u SAC:
fˆ(x) = (−1)f(x) (3.6)
Fˆ (w) =
∑
x∈{0,1}
f(x) · (−1)x·w (3.7)
δ(f) = 2n−1 − 1
2
max
w∈{0,1}
|Fˆ (w)| (3.8)
Ale pro v´ıce vy´stup˚u bude jednodusˇsˇ´ı spocˇ´ıtat nejveˇtsˇ´ı vy´chylku s-boxu q podle vzorce
z [16] :
LPmax(q) = max
a,b 6=0
(2PrX [X · a = q(X) · b]− 1)2 (3.9)
Tento vzorec je zalozˇen na postupu, zˇe se nejprve vytvorˇ´ı se kompletn´ı tabulka cˇetnost´ı
vsˇech linea´rn´ıch aproximac´ı odpov´ıdaj´ıc´ı tvaru rovnice 2.5. Rˇa´dky resp. sloupce odpov´ıdaj´ı
jednotlivy´m parametr˚um a resp. b, ∀a, b kde 0 ≤ a < n a 0 ≤ b < m6, Kazˇda´ bunˇka
tabulky [7] reprezentuje pravdeˇpodobnost vy´skytu (cˇi pocˇet shod) z linea´rn´ım vy´razem
odpov´ıdaj´ıc´ımu parametr˚um a a b. A z nich se vybere nejveˇtsˇ´ı linearita a ta se pak pouzˇije
prˇi hleda´n´ı s-boxu, ktery´ ma´ tuto maxima´ln´ı linearitu nejmensˇ´ı. Odchylka je ve vzorci
normalizovana´ do intervalu 〈0, 1〉. Jak vyply´va´ z textu uvedene´ho vy´sˇe, zaj´ımava´ je jej´ı
velikost, ne zname´nko.
6n a m jsou dle def. 3.1
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3.2.4 Nejveˇtsˇ´ı pravdeˇpodobnost z diferencia´l˚u
Pro vy´pocˇet nejveˇtsˇ´ı pravdeˇpodobnosti diferencia´lu s-boxu q pouzˇijeme tento vzorec [16],
vycha´zej´ıc´ı z diferencia´ln´ı kryptoanaly´zy:
DPmax(q) = max
a6=0,b
PrX [q(X ⊕ a)⊕ q(X) = b] (3.10)
Tento vzorec je opeˇt zalozˇen na tabulce [7] pocˇtu vy´skyt˚u (rozlozˇen´ı pravdeˇpodobnosti)
rozd´ıl˚u, ve ktere´ kazˇdy´ rˇa´dek reprezentuje hodnoty ∆X = a a sloupce reprezentuj´ı hodnoty
∆Y = b. Kazˇda´ bunˇka tabulky reprezentuje pocˇet prˇ´ıpad˚u, kdy je vy´stupn´ı rozd´ıl roven b,
pokud je vstupn´ı rozd´ıl a. Poznamenejme, zˇe naprˇ´ıklad prˇ´ıpad vyloucˇeny´ z vy´pocˇtu maj´ıc´ı
parametry (a = 0, b = 0), ma´ vzˇdy nejveˇtsˇ´ı pravdeˇpodobnost v tabulce, ktera´ vsˇak nepatrˇ´ı
ke skutecˇne´mu rozd´ılu. Obdobneˇ jako u krite´ria LPmax je nejveˇtsˇ´ı pravdeˇpodobnost pouzˇita
z tabulky k minimalizaci. V [12] je toto krite´rium nazy´va´no
”
tabulka XOR“.
3.2.5 Faktor veˇtven´ı
Proces sˇifrova´n´ı by meˇl ko´dovanou informaci pokud mozˇno rozpty´lit tak, aby prohleda´vac´ı
prostor byl pro u´tocˇn´ıka co nejslozˇiteˇjˇs´ı. Prˇedstavme si prohleda´vac´ı prostor ve tvaru stromu.
Minima´ln´ı pocˇet na´sledovn´ık˚u kazˇde´ho uzlu urcˇuje spodn´ı odhad slozˇitosti prohleda´va´n´ı,
ktery´ je na neˇm za´visly´ exponencia´lneˇ.
Faktor veˇtven´ı (Branching Factor, Branch Number) pouzˇ´ıvaj´ı v [4] jako hlavn´ı krite´rium
v linea´rn´ım kroku sˇifry pojmenovane´m
”
MixColumn“ po bajtech. Avsˇak nic nebra´n´ı tomu ji
vyzkousˇet i na nelinea´rn´ı prvek po bitech. Necht’ f je s-box dle 3.1, wt(x) znacˇ´ı Hammingovu
va´hu. Faktor veˇtven´ı je mı´ra mocnosti rozpty´len´ı:
Definice 3.7. Faktor veˇtven´ı funkce f je
min
∆x6=0,x
(wt(∆x) + wt(∆f(x))) (3.11)
∆f(x) = f(x)⊕ f(x⊕∆x) (3.12)
Na vstupu a vy´stupu jsou ve skutecˇnosti rozd´ıly, pocˇ´ıta´ se minima´ln´ı soucˇet pocˇtu zmeˇn
ve vstupu a vy´stupu dohromady. Toto krite´rium se pouzˇije k maximalizaci.
3.2.6 Rˇa´d algebraicke´ho polynomu
Funkci, jezˇ popisuje s-box, je mozˇne´ aproximovat nejen linea´rn´ımi vy´razy v GF (2) aritme-
tice, ale i interpolovat polynomy v te´to aritmetice pro kazˇdy´ vy´stupn´ı bit. Polynom pro
jeden z bit˚u vy´stupu yi lze definovat pomoc´ı vzorce:
yi(x) =
∑
a∈A
 n∏
j=0
aj · zj
 (3.13)
Kde z0 prˇedstavuje 1, zj = xj−1 jsou jednotlive´ bity vstupu7, A je mnozˇina parametr˚u
urcˇuj´ıc´ıch (zap´ınaj´ıc´ıch jednotlive´ bity) polynomu. Rˇa´dem polynomu pro jeden vy´stupn´ı
bit je maxima´ln´ı Hammingova va´ha z mnozˇiny A (bit pro jednicˇku se nezahrnuje). Pro cely´
s-box je pak jako krite´rium pouzˇitelny´ minima´ln´ı rˇa´d z polynomu˚ pro vy´stupy:
min
0≤i<m
max
a∈Ai
(
wt(a[1···n])
)
(3.14)
7v prˇedchoz´ım textu se x pocˇ´ıta´ od 0
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S-box 4× 4 dany´ posloupnost´ı
[ 7 11 15 2 8 4 1 3 6 9 14 5 12 0 13 10 ]
vyjadrˇuj´ı tyto polynomy trˇet´ıho stupneˇ:
y0 = 1 + a ∗ b+ c+ b ∗ c+ a ∗ b ∗ c+ d+ a ∗ d+ a ∗ b ∗ d+ c ∗ d+ a ∗ c ∗ d (3.15)
y1 = 1 + c+ a ∗ b ∗ c+ a ∗ d+ a ∗ c ∗ d (3.16)
y2 = 1 + a+ c+ a ∗ b ∗ c+ a ∗ b ∗ d+ c ∗ d (3.17)
y3 = a+ b+ c+ a ∗ b ∗ c+ b ∗ c ∗ d (3.18)
kde a = x0 je prvn´ı vstupn´ı bit atd., operace + a ∗ jsou definova´ny v mod-2 aritmetice.
A vyjadrˇuj´ı jak moc jsou bity vy´stupu za´visle´ na vstupn´ıch bitech. Pokud ma´ polynom
nejvysˇsˇ´ı mozˇny´ rˇa´d, za´vis´ı vy´stupn´ı bit na vsˇech vstupech. Pro cely´ s-box je proto zvolen
minima´ln´ı rˇa´d ze vsˇech polynomu˚ vyjadrˇuj´ıc´ı vy´stupy. Jinou mozˇnost´ı by mohl by´t i pocˇet
pouzˇity´ch promeˇnny´ch, scˇ´ıta´n´ı vsˇak vypov´ıda´ o lineariteˇ.
3.2.7 Bijektivita
Neˇktere´ kryptosyste´my8 vyzˇaduj´ı, aby funkce, kterou reprezentuje s-box byla bijektivn´ı
– tj. kazˇdy´ vstup byl zobrazen na unika´tn´ı vy´stup. Cˇehozˇ lze sice jednodusˇe dosa´hnout
zako´dova´n´ım proble´mu jako permutace (viz da´le), avsˇak pokud je chceme pouzˇ´ıt jiny´ typ re-
prezentace, mus´ıme naprˇ´ıklad bijektivitu stanovit jako dalˇs´ı krite´rium. V [8] je da´le zmı´neˇno
omezen´ı skla´da´n´ı bijektivn´ıho s-boxu z booleovsky´ch funkc´ı splnˇuj´ıc´ıch MOSAC. Meˇjme bi-
jektivn´ı funkci f : {0, 1}n → {0, 1}n, kazˇda´ linea´rn´ı kombinace booleovsky´ch funkc´ı z nichzˇ
je slozˇena mus´ı mı´t Hammingovu va´hu rovnu polovineˇ mozˇny´ch vy´stupn´ıch kombinac´ı:
wt(
n∑
i=1
aifi) = 2
n−1 (3.19)
Jiny´mi slovy rˇecˇeno: vsˇechny linea´rn´ı odchylky, dle vy´razu 2.5 neobsahuj´ıc´ı vstupn´ı bity,
mus´ı by´t nulove´.
3.2.8 Dalˇs´ı krite´ria
Mezi dalˇs´ı krite´ria, ktera´ nebyla da´le pouzˇita, patrˇ´ı naprˇ´ıklad invertibilita funkce f . Nebo
naprˇ´ıklad krite´rium BIC (neza´vislost bit˚u) z [12] cˇi
”
Cross Correlation of Avalanchne Vari-
ables“ z [8]. Obeˇ vycha´zej´ı z avalanche efektu.
V tabulce 3.4 jsou jednotliva´ pouzˇita´ krite´ria srovna´na. Jsou zde uvedeny mezn´ı hodnoty
jednotlivy´ch krite´ri´ı. Neˇktere´ z nich jsou za´visle´ od pocˇtu vstup˚u a vy´stup˚u. U dvou z nich
je hleda´na minima´ln´ı hodnota. Hveˇzdicˇkou jsou oznacˇeny teoreticke´ hodnoty, ktere´ nelze
prakticky dosa´hnout.
8pokud n = m tak v tom prˇ´ıpadneˇ by meˇly logicky snad vsˇechny
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Krite´rium u´prava minima´ln´ı
hodnota
maxima´ln´ı
hodnota
druh
opti-
mali-
zace
bent sko´re pocˇet w jejichzˇ
|G(w)| = 1
0 m · 2n max
rˇa´d SAC -1 n− 2 max
diferencial probability * 12n 1 min
linear bias probability * 0 1 min
rˇa´d algebraicke´ho polynomu 0 n max
branch faktor 0 m+ 1 max
bijektivn´ı sko´re obdobne´ bent
sko´re
0 m · 2n max
Tabulka 3.4: Srovna´n´ı jednotlivy´ch krite´ri´ı bezpecˇnosti
Vneˇjˇs´ı bity Vnitrˇn´ı 4 bity vstupu
0000 0001 0010 0011 0100 0101 0110 0111
00 0010 1100 0100 0001 0111 1010 1011 0110
01 1110 1011 0010 1100 0100 0111 1101 0001
10 0100 0010 0001 1011 1010 1101 0111 1000
11 1011 1000 1100 0111 0001 1110 0010 1101
1000 1001 1010 1011 1100 1101 1110 1111
00 1000 0101 0011 1111 1101 0000 1110 1001
01 0101 0000 1111 1010 0011 1001 1000 0110
10 1111 1001 1100 0101 0110 0011 0000 1110
11 0110 1111 0000 1001 1010 0100 0101 0011
Tabulka 3.5: DES s-box S5
3.3 Prˇ´ıklady dalˇs´ıho uzˇit´ı s-box˚u
S-boxy jsou popsa´ny pro mnoho sˇifer. Na´sleduj´ı prˇ´ıklady nejzna´meˇjˇs´ıch z nich:
3.3.1 S-box v DES
U DESu [26] se pouzˇ´ıvaj´ı s-boxy 6×4. Dobry´m prˇ´ıkladem je s-box S5 uvedeny´ v tabulce 3.5:
Pro 6-bitovy´ vstup je 4-bitovy´ vy´stup urcˇen vybra´n´ım rˇa´dku pouzˇit´ım dvou vneˇjˇs´ıch bit˚u
(prvn´ı a posledn´ı), sloupec je urcˇen vnitrˇn´ımi cˇtyrˇmi bity. Naprˇ. vstup
”
011011“ ma´ vneˇjˇs´ı
bity
”
01“ a vnitrˇn´ı
”
1101“. Odpov´ıdaj´ıc´ı vy´stup je
”
1001“. Osm s-box˚u algoritmu DES bylo
prˇed mnoha lety prˇedmeˇtem intenzivn´ıho studia s podezrˇen´ım na zadn´ı vra´tka, zranitelnost
zna´ma´ pouze jeho tv˚urc˚um, ktera´ by mohla by´t umı´steˇna v sˇifˇre. Krite´ria na´vrhu s-box˚u
byla nakonec zverˇejneˇna (Don Coppersmith, 1994), po znovuobjeven´ı diferencia´ln´ı krypto-
analy´zy, prˇicˇemzˇ byly pecˇliveˇ vylepsˇeny v odolnosti v˚ucˇi tomuto u´toku. Pozdeˇjˇs´ı vy´zkum
uka´zal, zˇe pra´veˇ tyto male´ zmeˇny mohly znacˇneˇ zeslabit DES.
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3.3.2 S-box v AES
Sˇifra Rijndeal[4, 25] pouzˇ´ıva´ s-boxy ve fa´zi zvane´
”
ByteSub“. Zde se jedna´ o s-boxy 8×8, tj.
bajt na bajt. Byl navrzˇen s ohledem na odolnost v˚ucˇi linea´rn´ı a diferencia´ln´ı kryptoanaly´ze,
aby meˇl nejvysˇsˇ´ı stupenˇ polynomu byl invertibiln´ı a jednodusˇe popsatelny´. Proto vybrali
na´sleduj´ıc´ı afinn´ı transformaci, modula´rn´ı na´soben´ı na´sledovane´ scˇ´ıta´n´ım:
b(x) = (x7 + x6 + x2 + x) + a(x)(x7 + x6 + x5 + x4 + 1) mod x8 + 1 (3.20)
Prˇicˇemzˇ (b(a) 6= a) a (b(a) 6= a¯).
S-boxy v Twofish
Zde [16] pouzˇ´ıvaj´ı 8× 8 ke konstrukci 8× 32. Tyto male´ s-boxy urcˇeny pomoc´ı na´hodne´ho
prohleda´va´n´ı, prˇi ktere´m hledali permutace s LPmax ≤ 116 a DPmax ≤ 10256 .
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Kapitola 4
Evolucˇn´ı algoritmy
Evolucˇn´ı algoritmy jsou informovane´ metody prohleda´va´n´ı stavove´ho prostoru, ktere´ [17]
jsou zalozˇeny na metaforˇe evoluce v prˇ´ırodeˇ. Rˇesˇen´ı neˇjake´ u´lohy je prˇevedeno na proces
evoluce populace na´hodneˇ vygenerovany´ch rˇesˇen´ı. Kazˇde´ rˇesˇen´ı je zako´dova´no do rˇeteˇzce
symbol˚u (parametr˚u) a ohodnoceno tzv. fitness funkc´ı, ktera´ vyjadrˇuje kvalitu rˇesˇen´ı –
cˇ´ım je hodnota veˇtsˇ´ı t´ım je dane´ rˇesˇen´ı perspektivneˇjˇs´ı a cˇasteˇji vstupuje do reprodukcˇn´ıho
procesu beˇhem neˇhozˇ jsou generova´na nova´ rˇesˇen´ı. Populace rˇesˇen´ı se beˇzˇneˇ nazy´va´ populac´ı
individu´ı nebo chromozo´mu˚. Reprodukcˇn´ı proces je zalozˇen na dvou hnac´ıch sila´ch:
• variacˇn´ı opera´tory krˇ´ızˇen´ı a mutace, ktere´ prˇina´sˇej´ı rozmanitost populace/diverzitu
• selekce, ktera´ uprˇednostnˇuje kvalitn´ı jedince
Kombinace variace a selekce prˇisp´ıva´ obecneˇ ke zlepsˇen´ı fitness funkce jedinc˚u v noveˇ
se tvorˇ´ıc´ı populaci. V procesu krˇ´ızˇen´ı jedinc˚u, tak jako v zˇive´ prˇ´ırodeˇ jsou nova´ indivi-
dua/potomci z´ıska´va´na krˇ´ızˇen´ım veˇtsˇinou dvojic rodicˇovsky´ch individu´ı. Vsˇechny kompo-
nenty evolucˇn´ıho procesu jsou stochasticke´ cˇasteˇji naprˇ. vstupuj´ı do reprodukcˇn´ıho procesu
pa´ry s lepsˇ´ı fitness funkc´ı, ale i slabsˇ´ı jedinci maj´ı sˇanci vstoupit do reprodukcˇn´ıho procesu.
Nejprve jsou na nejrozsˇ´ıˇreneˇjˇs´ım typu evolucˇn´ıho algoritmu uka´za´ny za´kladn´ı pojmy.
U dalˇs´ıch algoritmu˚ jsou uvedeny jizˇ jen odliˇsnosti.
4.1 Geneticky´ algoritmus
Chromozo´m (jedinec/individuum) ko´duj´ıc´ı rˇesˇen´ı je reprezentova´n bina´rn´ım vektorem (rˇe-
teˇzcem) konstantn´ı de´lky n:
~X = (X0, X1, . . . , Xn−1), kde Xi je i - tou promeˇnnou rˇeteˇzce
~x = (x0, x1, . . . , xn−1) je rˇeteˇzec konkre´tn´ıch instanc´ı promeˇnny´ch
Xi = xi, xi ∈ {0, 1}
D = (X1, X2, . . . , XN ), Xj ∈ D je mnozˇina N rˇeteˇzc˚u, ktera´ specifikuje populaci D
D ⊆ {0, 1}n.
Necht’ f je u´cˇelova´/cenova´ funkce definovana´ nad mnozˇinou bina´rn´ıch vektor˚u de´lky n
f : {0, 1}n → R (4.1)
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ktera´ ohodnot´ı kazˇdy´ bina´rn´ı vektor ~x rea´lny´m cˇ´ıslem. C´ılem je nale´zt globa´ln´ı extre´m
funkce f . V prˇ´ıpadeˇ minimalizacˇn´ı u´lohy jde o nalezen´ı vektoru
~xopt = arg min
~x∈{0,1}n
f(~x) (4.2)
Funkce f se zpravidla transformuje na funkci vy´hodnosti F (fitness funkci) tak, aby p˚uvodn´ı
optimalizacˇn´ı u´loha byla prˇevedena na maximalizacˇn´ı u´lohu a bylo dosazˇeno vhodne´ho
meˇrˇ´ıtka fitness funkce. Uzˇit´ı te´to transformace usnadnˇuje take´ zmeˇnu selekcˇn´ıho tlaku,
ktery´ vy´razneˇ ovlivnˇuje konvergenci evolucˇn´ıho procesu. Cˇinnost standardn´ıho GA algo-
ritmu popisuje algoritmus 4.1.
Algoritmus 4.1 (Pseudoko´d geneticke´ho algoritmu).
Nastav t = 0, na´hodneˇ generuj pocˇa´tecˇn´ı populaci D(0) s mohutnost´ı N ,
while nen´ı splneˇna podmı´nka pro ukoncˇen´ı algoritmu do
Proved’ ohodnocen´ı jedinc˚u populace D(t) fitness funkc´ı F (X),
Generuj populaci potomk˚u O(t) s mohutnost´ı M ≤ N pouzˇit´ım opera´tor˚u krˇ´ıˇzen´ı a
mutace,
Vytvorˇ novou populaci D(t+ 1) nahrazen´ım cˇa´sti populace D(t) jedinci z O(t),
Nastav t← t+ 1,
end while
V procesu reprodukce jsou veˇtsˇinou kvazina´hodneˇ vyb´ıra´ny dvojice rodicˇovsky´ch je-
dinc˚u pro na´sledne´ krˇ´ızˇen´ı a mutaci. Cˇa´st jedinc˚u z populace potomk˚u se potom pouzˇije
pro nahrazen´ı jedinc˚u p˚uvodn´ı populace D(t) a takto z´ıska´me novou populaci D(t + 1).
Ukoncˇen´ı evolucˇn´ıho procesu je bud’ da´no maxima´ln´ım pocˇtem generac´ı nebo detekc´ı stag-
nace vy´vojove´ho procesu. Geneticky´ algoritmus mu˚zˇe mı´t neˇkolik typ˚u krˇ´ızˇen´ı a mutace.
Neˇktere´ opera´tory by´vaj´ı navrzˇeny podle typu rˇesˇene´ u´lohy. Mutace je veˇtsˇinou prove-
dena inverz´ı bitu/˚u na na´hodny´ch pozic´ıch. Krˇ´ızˇen´ı mu˚zˇe by´t naprˇ´ıklad jednobodove´ cˇi
dvoubodove´. Po vybra´n´ı dvou rodicˇ˚u se nejprve se zvol´ı bod(y), ve ktere´m se chromozo´m
obou rodicˇ˚u rozdeˇl´ı na dveˇ cˇa´sti. Vznikaj´ı dva potomci. Prvn´ı z nich je slozˇen z prvn´ı cˇa´sti
prvn´ıho rodicˇe a z druhe´ cˇa´sti druhe´ho rodicˇe. A chromozo´m druhe´ho potomka je poskla´da´n
ze zby´vaj´ıc´ıch cˇa´st´ı. Selekce mu˚zˇe prob´ıhat:
• turnajem mezi N na´hodneˇ vybrany´mi jedinci,
• proporciona´lneˇ (pod´ıl fitness jedince na soucˇtu fitness vsˇech jedinc˚u) neboli tzv. ruleta
• linea´rn´ım usporˇa´da´n´ım (pravdeˇpodobnost vy´beˇru je linea´rn´ı funkc´ı pozice po serˇazen´ı
populace podle fitness)
• exponencia´ln´ım usporˇa´da´n´ım (jako linea´rn´ı, lecˇ pravdeˇpodobnost je za´visla´ expo-
nencia´lneˇ)
4.2 Geneticke´ programova´n´ı
Reprezentace Geneticke´ programova´n´ı [10] pracuje s tzv. spustitelny´mi strukturami. Nej-
cˇasteˇji se jedna´ o programy, ktere´ jsou reprezentova´ny stromy a grafy. Tyto struktury
maj´ı (ale nemus´ı vzˇdy mı´t) promeˇnnou de´lku. Narozd´ıl od klasicke´ho GA se zde
pracuje prˇ´ımo se spustitelnou strukturou, ktera´ prˇedstavuje jak genotyp tak fenotyp
kandida´tn´ıho rˇesˇen´ı.
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Geneticke´ opera´tory pracuj´ı nad spustitelny´mi strukturami. Kromeˇ beˇzˇny´ch opera´tor˚u
(jako jsou krˇ´ızˇen´ı a mutace) existuje rˇada pokrocˇily´ch opera´tor˚u umozˇnˇuj´ıc´ıch gene-
rovat programy s podprogramy, moduly atd.
Evaluace V ra´mci zjiˇsteˇn´ı fitness hodnoty je proveden ko´d kandida´tn´ıho programu (obecneˇ
spustitelne´ struktury) pro definovanou mnozˇinu vstup˚u a jsou vyhodnoceny z´ıskane´
vy´sledky.
Zat´ımco v obecne´m geneticke´m programova´n´ı docha´z´ı k prohleda´va´n´ı v prostoru rˇesˇen´ı,
ktery´ se v pr˚ubeˇhu evoluce meˇn´ı, v tomto textu se budeme zaby´vat pouze staticky´m
stavovy´m prostorem. V geneticke´m programova´n´ı lze navrhnout libovolnou spustitelnou
strukturu, ktera´ nejle´pe vystihuje rˇesˇeny´ proble´m. A k te´to strukturˇe navrhnout vlastn´ı
opera´tory.
4.2.1 Karte´zske´ geneticke´ programova´n´ı
Karte´zske´ geneticke´ programova´n´ı (CGP) [20] lze cha´pat jako variantu geneticke´ho progra-
mova´n´ı, ktera´ v reprezentaci rˇesˇene´ho proble´mu pouzˇ´ıva´ acyklicky´ graf s pevny´m pocˇtem
uzl˚u. Kazˇdy´ z uzl˚u mu˚zˇe realizovat jednu z neˇkolika pevneˇ dany´ch funkc´ı a mu˚zˇe by´t spojen
na vy´stup neˇktere´ho z prˇedesˇly´ch uzl˚u. Konektivitu ovlivnˇuje tzv. l-back parametr. Chro-
mozom je urcˇita´ posloupnost celocˇ´ıselny´ch hodnot maj´ıc´ı fixn´ı de´lku. V tom lze spatrˇovat
deˇlen´ı na genotyp a fenotyp jako u klasicky´ch GA. Algoritmus pouzˇ´ıvany´ v CGP odpov´ıda´
evolucˇn´ı strategii (1 + L), kde hodnota L se pohybuje rˇa´doveˇ v jednotka´ch. Pouzˇ´ıva´ se
pouze opera´tor mutace.
Ko´dova´n´ı rˇesˇene´ho proble´mu
Chromozom je slozˇen z m ·n trojic (m - pocˇet sloupc˚u, n - pocˇet rˇad) celocˇ´ıselny´ch hodnot,
kde prvn´ı dveˇ hodnoty uda´vaj´ı cˇ´ıslo vy´stupu, na ktery´ je prˇipojen prvn´ı a druhy´ vstup
trojici prˇ´ıslusˇej´ıc´ıho elementu, trˇet´ı hodnota uda´va´ jakou logickou funkci element realizuje.
Na konci chromozomu je o-tice o velikosti shodne´ s pocˇtem vy´stup˚u hledane´ho obvodu.
Kazˇdy´ prvek o-tice urcˇuje index elementu (jeho vy´stupu), na ktery´ bude prima´rn´ı vy´stup
obvodu prˇipojen. Dalˇs´ımi parametry jsou i - pocˇet vstup˚u, l - l-back, F - mnozˇina funkc´ı.
Uvazˇujme na´sleduj´ıc´ı tvar chromozomu, odpov´ıdaj´ıc´ı jednoduche´ booleovske´ funkci1,
splnˇuj´ıc´ı SAC:
{2,1,2,2,2,1,3}([2]1,1,8)([3]0,0,7)([4]1,3,0)([5]3,2,8)(5)
Tvar chromozo´mu je vysveˇtlen v prˇ´ıloze A. Na obra´zku 4.1 je tento chromozo´m zna´zorneˇn
v grafove´ podobeˇ.
Programova´ implementace
Beˇhem [11] generova´n´ı novy´ch jedinc˚u nebo prˇi mutaci mus´ı by´t splneˇno neˇkolik podmı´nek,
aby chromozo´m reprezentoval spra´vny´ program. Necht’ cnkj reprezentuje gen k-te´ho vstupu
1Eliminac´ı hradel z n´ı lze z´ıskat AND, prosteˇ nejjednodusˇsˇ´ı bent funkce uvedena´ pro na´zornost
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Obra´zek 4.1: Prˇ´ıklad jednoduche´ Booleovske´ funkce splnˇuj´ıc´ı SAC nalezene´ karte´zsky´m
geneticky´m programova´n´ım
ve sloupci j (nejleveˇjˇs´ı sloupec ma´ j = 0), potom mus´ı splnˇovat tato omezen´ı:
ckj < emax pokud j < l (4.3)
emin ≤ ckj < emax pokud j ≥ l (4.4)
emin = i+ (j − l)n (4.5)
emax = i+ jn (4.6)
Necht’ cok reprezentuje gen k-te´ho vy´stupu cele´ho obvodu, pak pro neˇj plat´ı tato omezen´ı:
hmin ≤ cok < hmax (4.7)
hmin = i+ (m− l)n (4.8)
hmax = i+ (m− 1)n (4.9)
Necht’ cf k reprezentuje gen funkce k-te´ho uzlu, pak:
cf k ∈ F (4.10)
Z teˇchto podmı´nek je patrna´ i skutecˇnost, zˇe realizace krˇ´ızˇen´ı, prˇi, ktere´m by bylo nutne´
dodrzˇet tyto podmı´nky, by byla komplikovaneˇjˇs´ı a i proto se radeˇji nepouzˇ´ıva´.
4.3 EDA
[17] Beˇhem operace krˇ´ızˇen´ı klasicke´ho geneticke´ho algoritmu docha´z´ı k rozb´ıjen´ı stavebn´ıch
blok˚u. Tato skutecˇnost je cˇastou prˇ´ıcˇinou sˇpatne´ konvergence optimalizacˇn´ıho procesu.
Proto byly navrzˇeny algoritmy, ktere´ se tento proble´m snazˇ´ı vyrˇesˇit pomoc´ı globa´ln´ıho
pohledu na celou populaci. V cele´ populaci jsou spocˇteny statistiky vy´skyt˚u a za´vislost´ı alel
na jednotlivy´ch pozic´ıch. Podle teˇchto statistik jsou na´sledneˇ generova´ni jedinci nov´ı. Tyto
algoritmy jsou souhrnneˇ nazy´va´ny EDA – Estimation of Distribution Algorithm.
4.3.1 Cˇinnost EDA algoritmu
Na rozd´ıl do GA se v kazˇde´m kroku vybere M < N
”
slibny´ch“ jedinc˚u, ze ktery´ch se provede
odhad pravdeˇpodobnostn´ıho rozlozˇen´ı vybrany´ch jedinc˚u p(X|Ds(t)). Pote´ se vygeneruje
24
mnozˇina potomk˚u O(t) s mohutnost´ı M < N (vzorkova´n´ım z´ıskane´ho rozlozˇen´ı). Nova´
populace D(t+ 1) je vytvorˇena nahrazen´ım cˇa´sti populace D(t) jedinci z O(t).
Fundamenta´ln´ım proble´mem je odhad pravdeˇpodobnostn´ıho rozlozˇen´ı p(X|Ds(t)). Z te-
orie je zna´m vztah pro sdruzˇene´ rozlozˇen´ı pravdeˇpodobnosti na´hodne´ho vektoru pomoc´ı
loka´ln´ıch pravdeˇpodobnostn´ıch rozlozˇen´ı s vyuzˇit´ım podmı´neˇny´ch pravdeˇpodobnost´ı:
p(X) =
n−1∏
i=0
p(Xi|X0, X1, . . . , Xi−1) (4.11)
A pra´veˇ v tomto vy´pocˇtu (slozˇitosti pravdeˇpodobnostn´ıho modelu) se EDA algoritmy deˇl´ı
na v´ıce druh˚u, ktere´ jsou uvedeny n´ızˇe.
4.3.2 UMDA
UMDA (Univariate Marginal Distribution Algorithm) pouzˇ´ıva´ nejjednodusˇsˇ´ı statisticky´ mo-
del. Prˇedpokla´da´, zˇe lokusy jsou navza´jem neza´visle´, vy´skyt allel na kazˇde´ pozici je rˇ´ızen
distribucˇn´ı funkc´ı. Necht’ se populace P o velikosti N skla´da´ z chromozomu˚ de´lky n. Pro
kazˇdy´ lokus i ∈ {0..n− 1} a kazˇdou allelu xi ∈ {0, . . . , ri−1} definujeme pi(xi) jako cˇetnost
vy´skytu rˇeteˇzc˚u, ktere´ maj´ı xi na i-te´ pozici v mnozˇineˇ P .
pi(xi) =
ni(xi)
N
(4.12)
Pravdeˇpodobnost, se kterou bude vygenerova´n algoritmem UMDA novy´ jedinec X =
a1a2 . . . an−1 pak mus´ı by´t
p(X) =
n−1∏
i=0
pi(ai) (4.13)
Tedy nejprve jsou z populace slibny´ch rˇesˇen´ı na kazˇde´ pozici vypocˇ´ıta´ny cˇetnosti r˚uzny´ch
allel, pote´ je pro kazˇde´ nove´ individuum bit na i-te´ pozici nastaven na hodnotu a s prav-
deˇpodobnost´ı pi(a). Graf za´vislosti odpov´ıdaj´ıc´ı UMDA algoritmu neobsahuje zˇa´dne´ hrany
(E = ∅).
4.3.3 BMDA
Kromeˇ neza´visly´ch lokus˚u algoritmus BMDA (Bivariate Marginal Distribution Algorithm)
prˇipousˇt´ı i podvojne´ za´vislosti mezi lokusy, ktere´ jsou zjiˇst’ova´ny statisticky´mi testy. Pro
generova´n´ı hodnot na za´visly´ch pozic´ıch je vyuzˇ´ıva´n apara´t podmı´neˇne´ pravdeˇpodobnosti.
Opeˇt uvazˇujeme populaci P o velikosti N s chromozomy de´lky n. Pro kazˇde´ dveˇ pozice
i 6= j ∈ {0..n− 1} a kazˇde´ dveˇ mozˇne´ allely xi ∈ {0, . . . , ri−1}, xj ∈ {0, . . . , rj−1} na teˇchto
pozic´ıch definujeme pi,j(xi, xj) jako cˇetnost vy´skytu rˇeteˇzc˚u s hodnotami xi a xj na pozic´ıch
i a j:
pi,j =
ni,j(i, j)
N
(4.14)
Podmı´neˇna´ pravdeˇpodobnost
pi,j(xi|xj) = pi,j(xi, xj)
pj(xj)
(4.15)
je pak odhadova´na z cˇetnosti vy´skytu allely xi na pozici i v prˇ´ıpadech, kdy je xj na j-
te´ pozici. Graf za´vislosti [17, 14] pro BMDA algoritmus ma´ stromovou strukturu, kazˇdy´
25
gen je za´visly´ maxima´lneˇ na jednom jine´m genu. Neˇktere´ skupiny gen˚u mohou by´t zcela
neza´visle´, pak ma´ graf podobu mnozˇiny stromu˚. Pravdeˇpodobnost generova´n´ı jedince X =
a1a2 . . . an−1 pak je
p(X) =
∏
j∈R
p(aj)
∏
(i,j)∈E
p(aj |ai) (4.16)
kde R resp. E je mnozˇina korˇenovy´ch uzl˚u (tedy neza´visle´ promeˇnne´) resp. hran grafu G.
K testova´n´ı neza´vislosti kvalitativn´ıch znak˚u se ve statistice pouzˇ´ıva´ rozdeˇlen´ı χ2
χ2 =
∑ real value− expected value
expected value
(4.17)
V nasˇem prˇ´ıpadeˇ se jedna´ o testova´n´ı neza´vislosti obsah˚u dvou lokus˚u:
χ2i,j =
ri−1∑
xi=0
rj−1∑
xj=0
(Npi,j(xi, xj)−Npi(xi)pj(xj))2
Npi(xi)pj(xj)
(4.18)
kde ri je pocˇet r˚uzny´ch allel na lokusu i, rj pocˇet r˚uzny´ch allel na lokusu j (u bina´rn´ıch
chromozomu˚ r = s = 2). Tento vzorec vycha´z´ı z prˇedpokladu, zˇe pro vy´skyt hodnot na
neza´visly´ch pozic´ıch mus´ı podle teorie pravdeˇpodobnosti platit pi,j(xi, xj) = pi(xi)pj(xj).
Pro vsˇechny dvojice lokus˚u jsou prˇi pr˚uchodu populac´ı sestaveny kontingencˇn´ı tabulky.
S pomoc´ı teˇchto tabulek je pak pomoc´ı χ2-testu vytvorˇena mnozˇina za´visly´ch dvojic, ktera´
je usporˇa´da´na podle hodnoty χ2. Dva bina´rn´ı lokusy jsou za´visle´ na 95%, pokud hodnota
χ2 je veˇtsˇ´ı nezˇ 3,84. Z mnozˇiny za´visly´ch dvojic je utvorˇen strom za´vislost´ı, ktery´ je pak
pouzˇit ke generova´n´ı novy´ch jedinc˚u.
Dalˇs´ı varianty EDA algoritmu˚ (naprˇ. BOA) z d˚uvod˚u uvedeny´ch n´ızˇe nebyly pouzˇity.
4.4 Multikriteria´ln´ı optimalizace
U´loha hleda´n´ı s-box˚u mu˚zˇe by´t zalozˇena na v´ıce krite´ri´ıch, ktere´ mohou j´ıt proti sobeˇ. V mul-
tikriteria´ln´ı optimalizaci nehleda´me proste´ optimum jako v jednokriteria´ln´ı, ale snazˇ´ıme se
naj´ıt vhodny´ kompromis prˇi optimalizaci jednotlivy´ch krite´ri´ı. Forma´lneˇ tedy hleda´me vek-
tor parametr˚u ~x∗ = [x∗1, x∗2, . . . , x∗n]T ktery´:
• splnˇuje m omezen´ı: gi(~x) ≤ 0, i = 1, 2, . . . ,m
• splnˇuje p omezen´ı: hi(~x) = 0, i = 1, 2, . . . , p
• bude optimalizovat funkci: f(~x) = (f1(~x), f2(~x), . . . , fp(~x))
Z toho d˚uvodu bylo trˇeba tento proble´m zahrnout do evolucˇn´ıch algoritmu˚. K tomuto u´cˇelu
bylo navrzˇeno neˇkolik postup˚u.
4.4.1 Pareto optimum
• Pro jake´koliv dva vektory ~a, ~b rˇ´ıka´me, zˇe vektor ~a silneˇ dominuje nad vektorem ~b,
kdyzˇ plat´ı:
1. fi(~a) ≥ fi(~b) pro ∀i = 1, . . . , p
2. a za´rovenˇ plat´ı: fi(~a) > fi(~b) alesponˇ pro jedno i
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• Vektor ~a pak slabeˇ dominuje nad ~b, kdyzˇ plat´ı pouze prvn´ı podmı´nka
• Na za´kladeˇ Pareto dominance lze definovat pojem
”
Pareto Optimum“: Vektor ~a je
Pareto optima´ln´ı pokud neexistuje zˇa´dny´ vektor ~b takovy´, ktery´ dominuje vektoru ~a.
Jiny´mi slovy: vektor ~a je Pareto optima´ln´ı, pokud v rozhodovac´ım prostoru neexistuje
zˇa´dny´ vektor ~b, ktery´ by sn´ızˇil neˇjake´ krite´rium bez toho, anizˇ by zp˚usobil soubeˇzˇne´
zvy´sˇen´ı alesponˇ jednoho dalˇs´ıho krite´ria.
• Tento koncept na´m ale neda´va´ jen jedine´ rˇesˇen´ı, ale veˇtsˇinou celou mnozˇinu rˇesˇen´ı,
tzv. Pareto optima´ln´ı mnozˇinu rˇesˇen´ı (Pareto optimalset).
• Vektory ~a, ktere´ jsou i v Pareto optima´ln´ı mnozˇineˇ (POS) jsou nazy´va´ny nedo-
minantn´ımi. Krˇivka/hyperplocha vedena´ teˇmito nedominantn´ımi vektory z POS se
nazy´va´ Paretova fronta.
• Rˇesˇen´ım MOP je pak libovolny´ bod z Paretovy fronty
4.4.2 Algoritmus VEGA
VEGA je nejjednodusˇsˇ´ı mozˇny´ multikriteria´ln´ı GA. Pro neˇkolik krite´ri´ı (znacˇ´ıme M) mus´ı
by´t rˇ´ızeno deˇlen´ı GA populace v kazˇde´ generaci do M stejny´ch podskupin na´hodneˇ. Kazˇde´
podskupineˇ je prˇideˇlena fitness funkce zalozˇena´ na kriteria´ln´ı funkci, odliˇsne´ pro kazˇdou
podskupinu. Populace je v kazˇde´ generaci rozdeˇlena na M stejny´ch d´ıl˚u. Kazˇde´mu jedinci
v prvn´ı podskupineˇ je prˇideˇlena fitness funkce zalozˇena´ jen na prvn´ı kriteria´ln´ı funkci,
zat´ımco kazˇde´mu jedinci ve druhe´ podskupineˇ je prˇideˇlena fitness funkce podle druhe´ kri-
teria´ln´ı funkce, a tak da´le. Je lepsˇ´ı promı´chat populac´ı prˇedt´ım, nezˇ je rozdeˇlena do pod-
skupin. Pro kazˇde´ rˇesˇen´ı je prˇideˇlena´ fitness funkce, vy´beˇrovy´ opera´tor, vyhrazeny´ mezi
rˇesˇen´ımi kazˇde´ podskupiny. Vy´beˇrovy´ opera´tor je aplikova´n do te´ doby, nezˇ je kompletn´ı
podskupina naplneˇna. Od te´ chv´ıle maj´ı vsˇichni jedinci v podskupineˇ prˇideˇlene´ fitness funkce
zalozˇene´ na jednotlive´ kriteria´ln´ı funkci. Ta omezuje operaci vy´beˇru jen uvnitrˇ podskupiny
a zd˚uraznˇuje dobra´ rˇesˇen´ı odpov´ıdaj´ıc´ı te´ ktere´ jednotlive´ kriteria´ln´ı funkci. Ve VEGA je
v podpopulac´ıch vyuzˇ´ıva´n proporciona´ln´ı vy´beˇrovy´ opera´tor.
4.4.3 Algoritmus SPEA
Tento algoritmus [17, 19] udrzˇuje extern´ı elitn´ı populaci Pe. Tato populace obsahuje pevne´
mnozˇstv´ı nedominovany´ch rˇesˇen´ı, ktere´ byli nalezeny od zacˇa´tku evoluce. V kazˇde´ generaci
jsou noveˇ nalezena´ nedominovana´ rˇesˇen´ı srovna´va´na s existuj´ıc´ı extern´ı populac´ı a vy´sledne´
nedominuj´ıc´ı rˇesˇen´ı jsou uchova´na. SPEA deˇla´ v´ıce, nezˇ jen uchova´va´ elitu. Take´ uzˇ´ıva´ tuto
elitu k u´cˇasti na geneticky´ch operac´ıch spolu s nyneˇjˇs´ı populac´ı.
Tento algoritmus zacˇ´ına´ s na´hodneˇ vytvorˇenou populac´ı P0 velikosti N a pra´zdna´ extern´ı
populace P0e s maxima´ln´ı kapacitou Ne. V kazˇde´ generaci t, jsou nejlepsˇ´ı nedominovana´
rˇesˇen´ı (patrˇ´ıc´ı prvn´ı nedominovane´ fronteˇ) z populace Pt kop´ırova´na do extern´ı populace
Pte. Dominovana´ rˇesˇen´ı v upravene´ extern´ı populaci jsou nalezena a odstraneˇna z te´to po-
pulace. V extern´ı populaci z˚usta´vaj´ı nejlepsˇ´ı nedominovana´ rˇesˇen´ı kombinovane´ populace
obsahuj´ıc´ı stare´ a nove´ elity. Za u´cˇelem omezen´ı prˇer˚usta´n´ı populace, je velikost extern´ı po-
pulace va´za´na na limit Ne. Pokud velikost populace je rovna´ velikosti extern´ı populace, jsou
vsˇechna rˇesˇen´ı obsazˇena i v extern´ı populaci. Nicme´neˇ, pokud velikost populace prˇekracˇuje
Ne, ne vsˇechny elity mohou by´t umı´steˇny v extern´ı populaci. Elitn´ı jedinci, kterˇ´ı jsou v me´neˇ
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prˇeplneˇny´ch regionech v nedominovane´ fronteˇ, jsou ulozˇeni. Jakmile jsou nove´ elity ucho-
vane´ pro dalˇs´ı generaci, algoritmus se obra´t´ı na nyneˇjˇs´ı populaci a za vyuzˇit´ı geneticky´ch
opera´tor˚u, nalezne populaci novou. Prvn´ı krok je prˇiˇradit fitness ke kazˇde´mu rˇesˇen´ı v po-
pulaci (i extern´ı). Ve skutecˇnosti se v algoritmu SPEA nejprve prˇideˇluje fitness (s´ıla) Si ke
kazˇde´mu cˇlenu i z extern´ı populace. S´ıla Si je u´meˇrna´ pocˇtu nyneˇjˇs´ıch cˇlen˚u populace (ni),
kterˇ´ı extern´ımu rˇesˇen´ı i dominuj´ı:
Si =
ni
N + 1
(4.19)
T´ım je zajiˇsteˇno, zˇe veˇtsˇ´ı s´ılu ma´ elita, ktera´ ovla´da´ v´ıce rˇesˇen´ı v aktua´ln´ı populaci. Deˇlen´ı
hodnotou (N + 1) zabezpecˇ´ı, zˇe maxima´ln´ı hodnota s´ıly libovolne´ho cˇlenu extern´ı populace
bude vzˇdy mensˇ´ı nezˇli 1. Nav´ıc, nedominovane´ rˇesˇen´ı dominuj´ıc´ı nad mensˇ´ımi rˇesˇen´ımi ma´
lepsˇ´ı fitness. Fitness nyneˇjˇs´ıho cˇlena populace j je urcˇena jako suma sil vsˇech extern´ıch
cˇlen˚u, ktere´ silneˇ2 dominuj´ı rˇesˇen´ı j:
Fj = 1 +
∑
i∈Pte∧i≤j
Si (4.20)
Prˇida´n´ı jednicˇky deˇla´ hodnotu fitness libovolne´ho nyneˇjˇs´ıho cˇlena populace Pt veˇtsˇ´ı nezˇ
hodnotu fitness jake´hokoliv extern´ıho cˇlena populace Pte. Extern´ı cˇlenove´ populace z´ıska´vaj´ı
mensˇ´ı fitness hodnoty nezˇ cˇlenove´ nove´ populace. Cˇlenove´ populace, kterˇ´ı jsou dominova´ni
mnoha extern´ımi cˇleny, dostanou velkou fitness hodnotu. Proto se prˇi selekci nad obeˇma
populacemi se preferuj´ı mensˇ´ı hodnoty (tzv. minimalizace). Obeˇ populace jsou pak pouzˇity
jako celek prˇi krˇ´ızˇen´ı a mutaci.
Shlukova´n´ı
Algoritmus seskupova´n´ı redukuje velikost extern´ı populace Pte velikosti z N
′
e na Ne (kde
N ′e > Ne). Zpocˇa´tku je kazˇde´ rˇesˇen´ı v Pte povazˇovane´ za jedno rˇesˇen´ı v jednom oddeˇlene´m
shluku. Takzˇe je v extern´ı populaci zpocˇa´tku N ′e shluk˚u. Na´sledneˇ jsou vypocˇ´ıta´ny vzda´le-
nosti mezi jednotlivy´mi pa´ry shluk˚u. Obvykle, vzda´lenost d12 mezi dveˇma shluky C1 a C2
je definova´na jako pr˚umeˇr euklidovske´ vzda´lenosti vsˇech pa´r˚u rˇesˇen´ı :
d12 =
∑
i∈C1,j∈C2
d(i, j)
|C1||C2| (4.21)
Jakmile jsou vypocˇ´ıta´ny vsˇechny shluky, jsou dva shluky s minima´ln´ı vzda´lenost´ı sdruzˇene´
dohromady a spolecˇneˇ tvorˇ´ı jeden veˇtsˇ´ı shluk. Tento proces slucˇova´n´ı pokracˇuje dokud pocˇet
shluk˚u v extern´ı populaci nen´ı sn´ızˇen na velikost Ne. Potom se v kazˇde´m shluku ponecha´
jen rˇesˇen´ı s minima´ln´ı pr˚umeˇrnou vzda´lenost´ı od dalˇs´ıch rˇesˇen´ı v shluku, a vsˇechna dalˇs´ı
rˇesˇen´ı jsou vymaza´na.
V tabulce 4.2 jsou oba algoritmy shrnuty. Zat´ımco VEGA v´ıce stran´ı jednomu krite´riu,
SPEA se snazˇ´ı naj´ıt sˇirsˇ´ı spektrum rˇesˇen´ı.
2v p˚uvodn´ım textu [17] je slabeˇ, v implementaci vsˇak byla pouzˇita dominance silna´
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Vy´hody Nevy´hody
VEGA
• jednoducha´ idea, snadna´ k re-
alizaci
• potrˇeba jen nepatrny´ch zmeˇn
jednokriteria´ln´ıho GA
• stejna´ vy´pocˇetn´ı slozˇitost jako
GA
• tendence nale´zt rˇesˇen´ı bl´ızko
individua´ln´ıho nejlepsˇ´ıho
rˇesˇen´ı kazˇde´ho krite´ria
• hodnot´ı kazˇde´ rˇesˇen´ı pouze je-
dinou kriteria´ln´ı funkc´ı
• nenale´za´ r˚uznoroda´ rˇesˇen´ı
v populaci, smeˇrˇuje vsˇechna
rˇesˇen´ı k jednomu sˇampio´novi
SPEA
• ukla´da´ rˇesˇen´ı nejblizˇsˇ´ı Pareto-
optima´ln´ı fronteˇ za cely´
pr˚ubeˇh evoluce
• shlukova´n´ı umozˇnˇuje le´pe roz-
prostrˇ´ıt omezenou velikost op-
tima´ln´ıch rˇesˇen´ı
• parametr Ne – mus´ı by´t
zajiˇsteˇna rovnova´ha s N
vhodny´m pomeˇrem
Tabulka 4.2: Srovna´n´ı algoritmu˚ pro multikriteria´ln´ı optimalizaci
4.5 Dalˇs´ı metody k hleda´n´ı s-box˚u
K hleda´n´ı s-box˚u by bylo mozˇne´ pouzˇ´ıt i dalˇs´ı metody prohleda´va´n´ı stavove´ho prostoru. Pro
informovane´ metody se krite´rium pouzˇije jako heuristicka´ funkce dane´ metody. C´ılovy´ stav
je definova´n pozˇadovanou hodnotou krite´ria, cˇasem cˇi pocˇtem krok˚u (generac´ı). O pouzˇit´ı
heuristik v prohleda´va´n´ı s-box˚u je zmı´nka naprˇ. v [1].
Gradientn´ı algoritmus – horolezecky´
Vyb´ıra´ [9] k expanzi odvozeny´ uzel, ktery´ je nejslibneˇjˇs´ı. Rodicˇ i sourozenci jsou zapomenuti.
Pokud jsou vsˇechny odvozene´ uzly horsˇ´ı, algoritmus koncˇ´ı. Takto cˇasto koncˇ´ı v loka´ln´ım
extre´mu.
Usporˇa´dane´ prohleda´va´n´ı
Narozd´ıl od gradientn´ıho algoritmu ukla´da´ neexpandovane´ uzly do prioritn´ı fronty (cˇi
serˇazene´ho seznamu) podle ohodnocen´ı. Nevy´hodou je velka´ pameˇt’ova´ na´rocˇnost. Velikost
fronty lze omezit, ale t´ım se toto prohleda´va´n´ı prˇibl´ızˇ´ı ke gradientn´ımu a bude na´chylne´ na
skoncˇen´ı/uv´ıznut´ı v loka´ln´ım extre´mu.
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Na´hodne´ prohleda´va´n´ı
Je pouzˇito v [16]. Toto prohleda´va´n´ı je jako jedine´ z uvedeny´ch slepe´. Odvod´ı nove´ rˇesˇen´ı
na´hodnou zmeˇnou (mutac´ı) aktua´ln´ıho rˇesˇen´ı. Mu˚zˇe by´t ukla´da´no pr˚ubeˇzˇneˇ nejlepsˇ´ı rˇesˇen´ı.
Slouzˇ´ı i k porovna´n´ı prˇi ladeˇn´ı evolucˇn´ıho algoritmu.
Paraleln´ı na´hodne´ prohleda´va´n´ı
Narozd´ıl od na´hodne´ho prohleda´va´n´ı, ktere´ je v principu zcela slepe´, toto vyhleda´van´ı
v jednom kroku vygeneruje z aktua´ln´ıho jedince v´ıce mutant˚u (pracuje s populac´ı rˇesˇen´ı
– paralelnost) a z nich vybere nejlepsˇ´ıho, ktery´ se liˇs´ı od aktua´ln´ıho, a ten se pouzˇije pro
mutace v dalˇs´ım kroku. Defakto se pouzˇ´ıva´ v Karte´zske´m geneticke´m programova´ni (viz
str. 23).
Srovna´n´ı teˇchto na´hodne´ho a paraleln´ıho na´hodne´ho prohleda´va´n´ı je soucˇa´st´ı na´sledu-
j´ıc´ıho textu v podkapitole 7.3.
4.6 Hleda´n´ı s-box˚u vs. symbolicka´ regrese
Pokud lze hleda´n´ı s-box˚u, tedy alesponˇ jeho cˇa´st, prˇeve´st na neˇjaky´ teoreticky´ proble´m
rˇesˇitelny´ pomoc´ı evoluce, bude to nejsp´ıˇs symbolicka´ regrese. Symbolickou regres´ı se mı´n´ı
hleda´n´ı matematicke´ho vy´razu, jenzˇ popisuje data z tre´novac´ı mnozˇiny. Vy´raz mu˚zˇe by´t
reprezentova´n jako jedinec v evolucˇn´ım procesu, pro ktere´ho jsou v pr˚ubeˇhu vy´pocˇtu hod-
not´ıc´ı funkce zkousˇeny hodnoty tre´novac´ı mnozˇiny. Hodnot´ıc´ı funkce je da´na naprˇ´ıklad
sumou kvadra´t˚u odchylek na pozˇadovany´ch vy´stupech nebo pocˇet shod. Proces evoluce je
v tomto pohledu analogicky´ s ucˇen´ım neuronove´ s´ıteˇ. Vy´raz lze reprezentovat jako strom
(p˚uvodn´ı geneticke´ programova´n´ı), derivaci gramatiky (gramaticka´ evoluce) cˇi jakoukoliv
instanci spustitelne´ struktury cˇi chromozo´m, jenzˇ nejle´pe vystihuje rˇesˇeny´ proble´m, pokud
naprˇ´ıklad hleda´me optima´ln´ı hardwarovou cˇi softwarovou realizaci.
Prˇi hleda´n´ı s-box˚u mu˚zˇeme uvazˇovat tyto varianty hleda´n´ı:
1. Neda´ se hovorˇit o zˇa´dne´ tre´novac´ı/testovac´ı mnozˇineˇ. Je hleda´no podle krite´ri´ı bez-
pecˇnosti, tud´ızˇ nejde o symbolickou regresi.
2. Je hleda´n vy´raz jenzˇ prˇesneˇ vyhovuje tre´novac´ı mnozˇineˇ, z´ıskane´ z prˇedchoz´ı fa´ze.
Naprˇ´ıklad pokud naprˇed nalezneme vhodnou (bezpecˇnou) permutaci a pote´ k n´ı
necha´me naj´ıt optima´ln´ı realizaci. Tre´novac´ı mnozˇina je slozˇena ze vsˇech mozˇny´ch
vstupn´ıch kombinac´ı.
Symbolickou regresi lze vyuzˇ´ıt pouze jako pomocny´ mechanizmus k hleda´n´ı optima´ln´ı
realizace. Symbolicka´ regrese vsˇak mus´ı nejprve naj´ıt prˇesnou realizaci.
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Kapitola 5
Na´vrh programu pro experimenty
5.1 Shrnut´ı technicky´ch a funkcˇn´ıch pozˇadavk˚u
C´ılem pra´ce je implementace programu, ktery´ hleda´ s-boxy pomoc´ı evolucˇn´ıch algoritmu˚, a
na´sledne´ proveden´ı experiment˚u s t´ımto programem. Implementovany´ program ma´ v tomto
prˇ´ıpadeˇ tyto hlavn´ı technicke´ na´roky, serˇazene´ sestupneˇ podle d˚ulezˇitosti:
Snadne´ definova´n´ı experiment˚u Prˇi popisu experiment˚u je nutne´ se vyhnout rutinn´ım
krok˚um, naprˇ. komplikovany´m deklarac´ım a dobeˇ kterou zdrzˇuje kompilace ko´du,
nejle´pe pokud by je sˇlo zada´vat a vyhodnocovat interaktivneˇ.
Rychlost Beˇh evoluce a vy´pocˇet krite´ri´ı se mus´ı prove´st co nejrychleji.
Prˇenositelnost Program by meˇl j´ıt zkompilovat a spustit na nejˇsirsˇ´ı mozˇne´ skupineˇ plat-
forem pouzˇ´ıvany´ch pro veˇdecke´ vy´pocˇty na beˇzˇne´m osobn´ım pocˇ´ıtacˇi.
Pozˇadavky na funkcˇnost:
Ru˚zne´ reprezentace s-box˚u Kv˚uli nalezen´ı s-boxu v nejvhodneˇjˇs´ı reprezentaci (viz pod-
kapitola 5.3).
Ru˚zne´ druhy prohleda´vac´ıch algoritmu˚ Pro u´cˇely srovna´n´ı aplikovatelnosti EA (viz
kapitola 4) je dobre´ je porovnat s na´hodny´m prohleda´va´n´ım.
Prohleda´vac´ı krite´ria Pozˇadovana´ prohleda´vac´ı krite´ria (viz. podkapitola 3.2) jsou pa-
rametrem prohleda´vac´ıch algoritmu˚.
Spusˇteˇn´ı experiment˚u Vlastn´ı spousˇteˇn´ı experiment˚u by meˇlo mı´t jednotne´ aplikacˇn´ı
rozhran´ı. Mozˇnost nejprve nadefinovat v´ıce experiment˚u a pote´ je spustit najednou
(naprˇ. paralelneˇ).
Sbeˇr statistik Pro vyhodnocen´ı jednotlivy´ch beˇh˚u je nutne´, aby program beˇhem evoluce
zaznamena´val statistiky. Evolucˇn´ı experimenty se cˇasto vyhodnocuj´ı pomoc´ı tzv.
”
kra-
bicovy´ch graf˚u“, pro ktere´ je nutne´ spocˇ´ıtat minima´ln´ı, maxima´ln´ı hodnotu a kvartily,
odchylku fitness prˇi pevne´m pocˇtu generac´ı. Nebo [11] pomoc´ı porovna´n´ı jake´ u´sil´ı
(naprˇ. pocˇet generac´ı, velikost populace, doba beˇhu) s jak dobry´mi vy´sledky (nejvysˇsˇ´ı
fitness) bylo vynalozˇeno.
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5.2 Prototypovy´ na´vrh aplikace
Po stanoven´ı hlavn´ıch pozˇadavk˚u byl nejprve pro ujasneˇn´ı, kolik toho je trˇeba naimple-
mentovat, sestaven prototyp aplikace, ve formeˇ obdobne´ UML diagramu˚m, obsahuje trˇ´ıdy
s pra´zdny´mi metodami. Nadtrˇ´ıda evolucˇn´ıch algoritmu˚ uchova´va´ populaci kandida´tn´ıch
rˇesˇen´ı. Obsahuje obecnou logiku pro pr˚ubeˇh evoluce a sbeˇr statistik. Obra´zek 5.1 zna´zornˇuje
hlavn´ı evolucˇn´ı algoritmy.
CartesianGeneticPrograming
+ variation()
EvolutionAlgorithm
- population : list
- stats : Statistics
+ evolution()
+ statistics()
+ variation()
EstimationOfDistributionAlgorithm
+ model : StatisticalModel
+ variation()
GeneticAlgorithm
+ variation()
Obra´zek 5.1: Prototypovy´ diagram trˇ´ıd evolucˇn´ıch algoritmu˚
Kazˇdy´ prohleda´vac´ı algoritmus ma´ v kazˇde´ generaci svoj´ı specifickou zmeˇnu popu-
lace, definovanou pomoc´ı metody variation(). Prˇi konstrukci objekt˚u (prˇed spusˇteˇn´ım
evolution()) je prˇeda´n typ reprezentace s-boxu a parametry evoluce. Mnozˇiny evalua´tor˚u
krite´ri´ı jsou prˇeda´ny te´zˇ prˇi konstrukci. U EDA algoritmu je d˚ulezˇity´ atribut model(),
ktery´ reprezentuje statisticky´ model (poddruh EDA) bude pouzˇit. Jednoduchost diagramu
se uka´zala d˚ulezˇita´ ve fa´zi implementace, kdy bylo na za´kladeˇ neˇho vytvorˇeno rozhran´ı mezi
Pythonem a C++ a byl da´le zeslozˇit’ova´n.
5.3 Ru˚zne´ typy reprezentace s-boxu
Neˇktere´ evolucˇn´ı algoritmy mohou vyzˇadovat urcˇitou reprezentaci substitucˇn´ıho boxu. Neˇ-
ktere´ z reprezentac´ı mohou umozˇnˇovat i optima´ln´ı realizaci, pokud jsou modelem c´ılove´ho
syste´mu. Kazˇda´ z nich ma´ svou specifickou inicializaci, mutaci a krˇ´ızˇen´ı.
5.3.1 Seznam vy´stup˚u
Nejv´ıce se s-boxy reprezentuj´ı jako seznam vy´stup˚u (pole) o velikosti vsˇech vstupn´ıch kom-
binac´ı, kde vstup s-boxu je indexem a vy´stup je prvek na dane´ pozici. Pokud ma´ by´t s-box
bijektivn´ı tak tento seznam prˇedstavuje permutaci. Naprˇ´ıklad
2 0 3 1
je s-box 2×2, ktery´ je bijektivn´ı. U te´to reprezentace je mozˇne´ zvolit jestli se ma´ vyzˇadovat
bijektivita. Podle toho jsou urcˇeny geneticke´ opera´tory. Pro bijektivn´ı se pouzˇije mutace
pomoc´ı prohozen´ı gen˚u. Krˇ´ızˇen´ı prob´ıha´ jako u permutacˇn´ıch proble´mu˚ na za´kladeˇ porˇad´ı.
Pokud by se bijektivita nevyzˇadovala krˇ´ızˇilo by se jednobodoveˇ, stejneˇ jako u na´sleduj´ıc´ı
reprezentace, ale s t´ım, zˇe zde jina´ mnozˇina alel.
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5.3.2 Bina´rn´ı reprezentace
Bina´rn´ı reprezentace je slozˇena´ z booleovsky´ch funkc´ı pro kazˇdy´ vstup. Bit booleovske´
funkce na i-te´ pozici prˇedstavuje vy´stup, kdyzˇ je na vstupu i. S-box z prˇedcha´zej´ıc´ı repre-
zentace, lze pomoc´ı bina´rn´ı zapsat takto (sloupce sta´le prˇestavuj´ı tute´zˇ hodnotu):
0 0 1 1
1 0 1 0
A kazˇdy´ rˇa´dek prˇedstavuje booleovskou funkci. Mimochodem tento s-box lze reprezentovat
i jako polynomy jednotlivy´ch funkc´ı, kde promeˇnne´ jsou vstupn´ıch bit˚u:
s(x)0 = b, s(x)1 = 1⊕ a
Pro geneticke´ opera´tory je seznam booleovsky´ch funkc´ı bra´n jako jednolity´ chromozo´m, nad
ktery´m je provedeno jednobodove´ krˇ´ızˇen´ı a mutace zmeˇnou bitu na na´hodne´ pozici.
5.3.3 Acyklicky´ graf hradel
Tato reprezentace pocha´z´ı z karte´zske´ho geneticke´ho programova´n´ı (znacˇen´ı viz prˇ´ıloha A)
a je vhodnou pro hleda´n´ı optima´ln´ı realizace v hardwaru. S-box z prˇedchoz´ı reprezentace
lze popsat naprˇ´ıklad chromozo´mem ve tvaru
{2,2,2,2,2,1,1}([2]1,0,5)([3]1,0,4)([4]1,3,3)([5]3,3,1)(1,2)
ktery´ je te´zˇ uveden na obra´zku 5.2. Prvn´ı (index 0) vy´stupn´ı bit je napojen na druhy´
vstupn´ı. A druhy´ vy´stupn´ı bit je negac´ı prvn´ıho vstupu, cozˇ odpov´ıda´ polynomu˚m s(x)0 =
b, s(x)1 = 1 ⊕ a. V te´to reprezentaci je prˇ´ıpustna´ pouze mutace splnˇuj´ıc´ı podmı´nky jizˇ
4 3
3 4
1 5
5 2
0
1
0
1
Obra´zek 5.2: Prˇ´ıklad acyklicke´ho grafu hradel
zmı´neˇne´ v podkapitole 4.2.1.
5.3.4 Posloupnost trojinstrukc´ı platformy i686
Tato reprezentace byla inspirova´na implementac´ı SubCrumb algoritmu Luffa [2]. S tou
obmeˇnou, zˇe je na vstupech a vy´stupech urcˇena´ pro bity. Pocˇet vstupn´ıch i vy´stupn´ıch bit˚u
jsou na´sobky cˇtyrˇ. Jediny´m parametrem struktury je pocˇet cˇtverˇic bit˚u p na vstupech a
vy´stupech (pocˇet vstup˚u a vy´stup˚u se shoduje). Reprezentace je modelem procesor˚u rˇady
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i686, z d˚uvodu hleda´n´ı optima´ln´ı realizace na teˇchto procesorech – optima´ln´ı v softwaru.
Model je slozˇen z peˇti registr˚u, v kazˇde´m je ulozˇeno p bit˚u. Vy´pocˇet kazˇde´ho s-boxu je
slozˇen z sˇesti cykl˚u. V kazˇde´m cyklu jsou trˇi instrukce o nichzˇ se prˇedpokla´da´, zˇe je procesor
provede paralelneˇ, proto se nesmı´ opakovat stejny´ registr na vy´stupu instrukce (paralelismus
CREW). Instrukcemi, ktere´ se mohou vyskytnout v kazˇde´m cyklu jsou XOR, AND, OR,
NOT. Nav´ıc v prvn´ım cyklu je mozˇne´ prove´st MOV a v posledn´ım NOP.
Pr˚ubeˇh vy´pocˇtu zacˇ´ına´ rozdeˇlen´ım vstupu na cˇtyrˇi cˇa´sti a0, a1, a2, a3. Kazˇda´ cˇa´st ai
ma´ p bit˚u a je nahra´na do registru ri, r4 = 0. V simulaci jednoho cyklu se nejprve ulozˇ´ı
hodnoty registr˚u do docˇasny´ch promeˇnny´ch a proveden´ım jednotlivy´ch instrukc´ı nastaveny
hodnoty nove´. Vy´stup s-boxu je slozˇen z p-bitovy´ch cˇa´st´ı yi takto: y0 = r0, y1 = r1, y2 = r3
a y3 = r4.
Pro seznam vy´stup˚u
2 9 13 13 2 9 13 13 2 9 13 13 13 6 6 6
je posloupnost trojinstrukc´ı
{AND r2, r3 ; MOV r3, r1 ; OR r4, r0}
{XOR r1, r3 ; XOR r4, r4 ; OR r0, r1}
{AND r1, r3 ; NOT r4 ; AND r3, r3}
{OR r2, r3 ; XOR r0, r2 ; AND r4, r1}
{OR r2, r3 ; OR r0, r4 ; OR r3, r0}
{XOR r0, r1 ; NOT r1 ; OR r4, r0}
A pro seznam vy´stup˚u
15 8 15 8 15 3 15 3 15 8 1 3 15 3 1 8
je posloupnost trojinstrukc´ı
{AND r2, r2 ; AND r3, r1 ; OR r1, r2}
{AND r3, r4 ; AND r2, r0 ; XOR r4, r3}
{XOR r4, r2 ; NOT r0 ; NOT r2}
{AND r1, r4 ; NOT r3 ; AND r0, r2}
{XOR r1, r2 ; NOT r4 ; XOR r0, r1}
{NOP ; OR r3, r3 ; AND r2, r4}
Instrukce jsou ve tvaru INST vy´stup, vstup. U NOT je vstup za´rovenˇ vy´stupem k jeho
definici se pouzˇije prvn´ı operand. A NOP nema´ zˇa´dne´ operandy. Takzˇe se nepotrˇebne´ ope-
randy ignoruj´ı.
Krˇ´ızˇen´ı prob´ıha´ na u´rovni cykl˚u. S cykly od rodicˇ˚u se provede jednobodove´ krˇ´ızˇen´ı. Prˇi
mutaci se procha´z´ı vsˇemi cykly. V kazˇde´m je s pravdeˇpodobnost´ı pMut vybra´na instrukce ke
zmeˇneˇ. Pokud je instrukce vybra´na vybere se rovnomeˇrny´m rozlozˇen´ım pravdeˇpodobnosti
jedna ze trˇ´ı mozˇny´ch zmeˇn:
1. zmeˇna typu instrukce – s rovnomeˇrny´m rozlozˇen´ım pravdeˇpodobnosti se vybere jedna
z povoleny´ch v aktua´ln´ım cyklu
2. zmeˇna druhe´ho operandu – s rovnomeˇrny´m rozlozˇen´ı je vybra´n jeden z peˇti mozˇny´ch
registr˚u
3. zmeˇna prvn´ıho operandu – obdobneˇ, ale zde se nesmı´ vybrat registr, ktery´ je jizˇ
v aktua´ln´ım cyklu pouzˇit jako prvn´ı operand v jine´ instrukc´ı
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Algoritmus Bina´rn´ı Seznam vy´stup˚u CGP i686
za´kladn´ı GA vhodne´ vhodne´ nemozˇne´ nemozˇne´
GP mozˇne´ mozˇne´ mozˇne´ vhodne´
EDA vhodne´ nevhodne´ nemozˇne´ nemozˇne´
Random mozˇne´ mozˇne´ mozˇne´ mozˇne´
ParallelRandom mozˇne´ mozˇne´ vhodne´ mozˇne´
VEGA vhodne´ vhodne´ vhodne´ vhodne´
SPEA vhodne´ vhodne´ vhodne´ vhodne´
Tabulka 5.1: Pouzˇitelnost reprezentac´ı s-boxu v jednotlivy´ch prohleda´vac´ıch algoritmech
Tabulka 5.1 ukazuje, u ktere´ho prohleda´vac´ıho algoritmu je mozˇne´ urcˇitou reprezen-
taci pouzˇ´ıt z hlediska striktn´ı definice teˇchto algoritmu˚. Pro acyklicky´ graf hradel nen´ı
definova´no krˇ´ızˇen´ı, takzˇe je nutne´ ho zaka´zat. Pokud EDA algoritmus pracuje s cˇ´ıselny´mi
alelami, mu˚zˇe hledat i cˇ´ıselny´ seznam, avsˇak ten statisticky´ model bude zbytecˇneˇ kompli-
kovany´. Algoritmy VEGA a SPEA vlastneˇ zvla´dnou to co GP, v te´to tabulce je zohledneˇna
potrˇeba multikriteria´ln´ı optimalizace.
5.4 Pouzˇite´ jazyky a platforma
Ke splneˇn´ı za´kladn´ıch technicky´ch pozˇadavk˚u byla zvolena kombinace Python a C++.
Python
Vy´hodou Pythonu je mnozˇstv´ı knihoven, ktere´ jsou v neˇm napsa´ny, a snadnost jejich spo-
lupra´ce. Mezi neˇ patrˇ´ı naprˇ´ıklad pickle pro jednoduche´ perzistentn´ı ulozˇen´ı te´meˇrˇ jake´hokoliv
objektu, cozˇ se da´ vyuzˇ´ıt pro pr˚ubeˇzˇne´ ukla´da´n´ı cˇa´stecˇny´ch vy´sledk˚u experiment˚u. Knihovna
numpy prˇedevsˇ´ım pro pra´ci s velky´mi vektory a maticemi se spoustou matematicky´ch funkc´ı.
Tyto funkce jsou napsa´ny v jazyce C, a s t´ımto jazykem umı´ snadno pracovat. K tomu exis-
tuje nav´ıc jesˇteˇ knihovna ctypes, ktera´ umozˇnˇuje pracovat s datovy´mi typy jazyka C, ve
funkc´ıch ktere´ jsou soucˇa´st´ı dynamicky linkovane´ knihovny do Pythonu. Pro za´pis experi-
ment˚u je vy´hodou interaktivita zada´va´n´ı prˇ´ıkaz˚u, tzv.
”
ipython“ interpret, ktery´ ve spojen´ı
s numpy a knihovnou na kreslen´ı graf˚u je alternativou Matlabu. Nevy´hodou je pomale´
prova´deˇn´ı ko´du, cozˇ se mus´ı rˇesˇit implementac´ı cˇasoveˇ kriticky´ch funkc´ı v C cˇi C++.
C++
C++ doka´zˇe vygenerovat rychly´ ko´d pro mnoho procesor˚u a platforem. Napsany´ ko´d je prˇi
dodrzˇen´ı urcˇity´ch pravidel prˇenositelny´. Je vhodny´ pro implementaci vy´pocˇt˚u, ktere´ maj´ı
beˇzˇet rychle. Take´ pro neˇj existuje mnoho knihoven s vyrˇesˇeny´mi algoritmy. Nevy´hodou
jsou komplikovane´ deklarace a definice, ktere´ brzd´ı popisy experiment˚u.
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Galib
Galib je knihovna p˚uvodneˇ pro geneticke´ algoritmy, svy´m obecny´m na´vrhem vsˇak zvla´dne i
obecneˇjˇs´ı trˇ´ıdu naprˇ. i geneticke´ programova´n´ı. Je urcˇena´ pro C++. Ostatn´ı evolucˇn´ı algo-
ritmy je nutne´ doimplementovat. Knihovna Galib nejle´pe vyhovovala prˇedchoz´ım pozˇadav-
k˚um. Nejd˚ulezˇiteˇjˇs´ı byla obecnost kv˚uli srovna´va´n´ı. Tato knihovna [21] umozˇnˇuje definovat
vlastn´ı prohleda´vac´ı algoritmus, vlastn´ı opera´tory cˇi vlastn´ı reprezentaci genomu atd. Prˇi
programova´n´ı se pracuje z dveˇma hlavn´ımi trˇ´ıdami reprezentuj´ıc´ımi genom a druha´ gene-
ticky´ algoritmus. Kazˇda´ instance genomu reprezentuje jedno rˇesˇen´ı proble´mu. Geneticky´
algoritmus pouzˇ´ıva´ objektivn´ı funkci (definovanou uzˇivatelem) k urcˇen´ı krite´ria prˇezˇit´ı ge-
nomu (fitness). Beˇzˇne´ geneticke´ opera´tory (selekce, mutace, krˇ´ızˇen´ı) jsou vestaveˇne´. Beˇhem
evoluce sb´ıra´ statistiky. Evalua´tory a opera´tory lze meˇnit za beˇhu evoluce. Na druhou
stranu jej´ı knihovn´ı funkce funguj´ı spra´vneˇ jen prˇi sekvencˇn´ım prova´deˇn´ı, pokud je trˇeba
paralelizovat nutne´ upravit jej´ı ko´d. Mnoho metod nen´ı virtua´ln´ıch a prˇi pouzˇit´ı vlastn´ıch
komponent je nutne´ nav´ıc i prˇetypova´vat1.
OpenMP
OpenMP je specifikace pro paralelizaci algoritmu˚ pomoc´ı direktiv, ktere´ prˇekladacˇe prˇelozˇ´ı
podle c´ılove´ platformy a procesoru. OpenMP je navrzˇena´ pro r˚uzne´ jazyky, naprˇ. v C++ se
direktivy uva´d´ı pomoc´ı #pragma omp. Prˇekladacˇe GCC implementuj´ı neˇktere´ z jej´ıch direk-
tiv pro jazyky C/C++ pomoc´ı POSIX thread˚u. Tyto direktivy jsou navrzˇene´ tak, aby na
jednoprocesorovy´ch stroj´ıch bylo mozˇne´ prˇelozˇit zdrojovy´ ko´d bez prˇep´ınacˇe, zap´ınaj´ıc´ıho
OpenMP, t´ım zp˚usobem, zˇe tyto direktivy budou jednodusˇe ignorova´ny. Cozˇ je jedn´ım ze
znak˚u prˇenositelnosti, kterou tato specifikace ma´. Nejveˇtsˇ´ı uplatneˇn´ı tyto direktivy maj´ı
prˇedevsˇ´ım prˇi paralelizaci sta´vaj´ıc´ıho sekvencˇn´ıho ko´du. OpenMP se automaticky snazˇ´ı
vyuzˇ´ıt vsˇech dostupny´ch procesor˚u cˇi jader pro paraleln´ı proveden´ı ko´du oznacˇeny´ch di-
rektivami urcˇity´m zp˚usobem (paraleln´ı cyklus, task), zˇe by mohli by´t provedeny paralelneˇ.
Programa´tor mnohdy mus´ı pomoc´ı teˇchto direktiv oznacˇit sd´ılene´ a loka´ln´ı promeˇnne´. Dalˇs´ı
direktivy jako barie´ra a kriticka´ sekce, umozˇnˇuj´ı prova´deˇt synchronizaci mezi vla´kny.
Diskuse dalˇs´ıch variant na´vrhu programu
Jak bylo naznacˇeno vy´sˇe, cely´ projekt by bylo mozˇne´ realizovat pouze v Pythonu za pouzˇit´ı
matematicke´ho syste´mu sagemath, ktery´ jizˇ obsahuje funkce pro pra´ci s s-boxy a vy´pocˇty
jejich krite´ri´ı. Implementace evolucˇn´ıch algoritmu˚ by vsˇak nebyla efektivn´ı z d˚uvod˚u vysoke´
u´rovneˇ jazyka. Na´rocˇne´ vy´pocˇty by bylo mozˇne´ prova´deˇt i v GPU. Nejprve je vsˇak dobre´
mı´t implementaci pro CPU pro srovna´n´ı, zdali se v˚ubec implementace v GPU vyplat´ı.
1To naba´daj´ı i v prˇ´ıkladech
36
Kapitola 6
Popis implementace
Ve fa´zi na´vrhu byla vybra´na kombinace jazyk˚u C++ a Python. V C++ byly na´sledneˇ
s pomoc´ı knihovny GAlib naimplementova´ny cˇasoveˇ na´rocˇneˇjˇs´ı operace, tj. pr˚ubeˇh evoluce,
reprezentace s-box˚u, vy´pocˇty krite´ri´ı bezpecˇnosti z vy´stup˚u s-box˚u. K evolucˇn´ım experi-
ment˚um byly zvoleny pra´veˇ i algoritmy, ktere´ nejsou soucˇa´st´ı knihovny Galib. Da´le bylo
naimplementova´no rozhran´ı mezi Pythonem a C++, aby mohly by´t experimenty spousˇteˇny
Pythonu a tam i zpracova´ny vy´sledne´ statistiky.
Trˇ´ıdy v C++ se deˇl´ı mezi ty, jenzˇ se ty´kaj´ı reprezentac´ı s-box˚u, a ty, ktere´ prova´d´ı
prohleda´va´n´ı. Jakoukoliv reprezentaci s-boxu je mozˇne´ pouzˇ´ıt v ktere´mkoliv prohleda´vac´ım
algoritmu kromeˇ algoritmu EDA, jenzˇ podle definice pracuje s cˇ´ıselny´mi alelami, v te´to
implementaci pouze s bina´rn´ımi. V na´sleduj´ıc´ım textu jsou vybra´ny zaj´ımave´ soucˇa´sti im-
plementace.
6.1 Implementace evolucˇn´ıch algoritmu˚
Nejprve byly naimplementova´ny chybeˇj´ıc´ı prohleda´vac´ı algoritmy. Vsˇechny prohleda´vac´ı al-
goritmy jsou zdeˇdeˇny od ba´zove´ trˇ´ıdy SboxSearchAlgorithmBase, ktera´ deˇd´ı od GASimpleGA
z Galibu. T´ımto zp˚usobem bylo mozˇno pouzˇ´ıt obecneˇjˇs´ı rozhran´ı k prohleda´vac´ım algo-
ritmu˚m. Veˇtsˇina logiky na´sleduj´ıc´ı algoritmu˚ byla implementova´na v prˇedefinovane´ metodeˇ
step(), ktera´ provede jednu generaci evolucˇn´ıho procesu, z nadtrˇ´ıdy GASimpleGA v Ga-
libu. Na´sleduj´ı text popisuje implementovane´ metody a pomocne´ objekty, ktere´ jsou beˇhem
proveden´ı jedne´ generace pouzˇity specializovaneˇ pro konkre´tn´ı algoritmus.
Eda algoritmy
Trˇ´ıda EDA algoritmu rozsˇiˇruje za´kladn´ı trˇ´ıdu o vlastnost model, ten mu˚zˇe by´t dvoj´ıho typu
dane´m trˇ´ıdou objektu. Ba´zova´ trˇ´ıda EdaModel implementuje UMDA statisticky´ model,
jej´ı podtrˇ´ıda BmdaModel totizˇ te´zˇ pouzˇ´ıva´ proste´ pravdeˇpodobnosti vy´skyt˚u alel k jeho
vy´pocˇt˚um. Ve trˇ´ıdeˇ EstimationOfDistributionAlgorithm je definova´na obecna´ logika
EDA algoritmu a odpoveˇdnost za vytvorˇen´ı statisticke´ho modelu a vygenerova´n´ı novy´ch
jedinc˚u se prˇenese pra´veˇ na instanci trˇ´ıdy EdaModel.
Ve trˇ´ıdeˇ EdaModel byly naimplementova´ny dveˇ hlavn´ı polymorfn´ı metody pojmeno-
vane´ learnStructure, ktera´ jednodusˇe projde vsˇemi jedinci a zaznamena´ pocˇty vy´skyt˚u
jednicˇkovy´ch bit˚u v poli o de´lce bina´rn´ıho chromozo´mu, a sampleModel, ktera´ toto pole
pouzˇ´ıva´ ke generova´n´ı jedinc˚u s pravdeˇpodobnost´ı P (genome[i] = 1) = count[i]/popSize.
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Trˇ´ıda BmdaModel pouzˇ´ıva´ pro vytvorˇen´ı statisticke´ho modelu trˇ´ıdu ContingentTable
a k jeho ulozˇen´ı les1 vytvorˇeny´ pomoc´ı instanc´ı trˇ´ıd BmdaNode. V metodeˇ learnStructure
nejprve spocˇ´ıta´ kontingencˇn´ı tabulky za´vislost´ı mezi lokusy. Kontingencˇn´ı tabulky, u nichzˇ
vyjde hypote´za
”
za´vis´ı“ χ2-testu, jsou serˇazeny podle hodnoty tohoto χ2-testu. Pokud
nen´ı jsou vsˇechny lokusy neza´visle´, algoritmus skoncˇ´ı pouze s vypocˇteny´m UMDA mode-
lem. V opacˇne´m prˇ´ıpadeˇ jsou ze serˇazeny´ch kontingencˇn´ıch tabulek vygenerova´ny stromy
za´vislost´ı2. V metodeˇ se podle typu aktua´ln´ıho ulozˇene´ho modelu vybere, bud’ generova´n´ı
jedinc˚u v nadtrˇ´ıdeˇ, nebo se prˇi generova´n´ı kazˇde´ho jedince projde lesem a hodnoty na
jednotlivy´ch lokusech jsou spocˇ´ıta´ny na za´kladeˇ prosˇly´ch podmı´neˇny´ch pravdeˇpodobnost´ı
v uzlech na veˇtv´ıch stromu˚.
Nadtrˇ´ıda multikriteria´ln´ıch algoritmu˚3 se stara´ o mnozˇinu pozˇadovany´ch krite´ri´ı. Da´le
obsahuje rutiny, ktere´ pouzˇ´ıvaj´ı oba multikriteria´ln´ı algoritmy. Mezi neˇ patrˇ´ı naprˇ´ıklad
rozhodnut´ı o dominanci a vy´pocˇet nedominovane´ elity metodou pr˚ubeˇzˇneˇ aktualizovane´ho
prˇ´ıstupu.
Algoritmus VEGA
V implementaci algoritmu VEGA (viz podkapitola 4.4.2) ve trˇ´ıdeˇ VegaAlgorithm jsou
v metodeˇ mainPopulationToSegments rozdeˇleny jedinci do podpopulac´ı, dle pocˇtu krite´ri´ı.
V kazˇde´ podpopulaci je jedinc˚um nastavena jej´ı prˇideˇlena´ kriteria´ln´ı funkce, prˇ´ıpadneˇ jsou
zneplatneˇno hodnocen´ı teˇm, kterˇ´ı byly v minule´ generaci vyhodnoceni jiny´m krite´riem.
V metodeˇ segmentsToMainPopulation jsou jedinci v ra´mci podpopulace vyhodnoceni.
Sko´re je nastaveno kazˇde´mu jako pod´ıl hodnoty vypocˇtene´ho krite´ria jedince a soucˇtu vsˇech.
Pote´ jsou podpopulace sloucˇeny do jedne´.
Algoritmus SPEA
Algoritmus SPEA (viz podkapitola 4.4.3) ve trˇ´ıdeˇ SpeaAlgorithm je d´ıky vy´pocˇtu nedo-
minovane´ sady rˇesˇen´ı a shlukova´n´ı vy´pocˇetneˇ nejslozˇiteˇjˇs´ı. Vy´pocˇet sil v metodeˇ nazvane´
computePowers nejprve vsˇem jedinc˚um z norma´ln´ı populace nastav´ı s´ılu na jedna. Pote´
procha´z´ı vsˇemi jedinci v eliteˇ E a v kazˇde´m kroku pro kazˇde´ho jedince Ei provede:
1. zaznamena´ vsˇechny jedince Di z norma´ln´ı populace, jezˇ jsou dominova´ni jedincem Ei
2. jejich pocˇet |Di| vyuzˇije ke stanoven´ı s´ıly jedince Ei
3. vsˇem dominovany´m jedinc˚um Dij je prˇipocˇtena s´ıla jedince Ei
Pro implementaci shlukova´n´ı (uvedene´ho na str. 28) slouzˇ´ı ve trˇ´ıdeˇ SpeaAlgorithm tyto
datove´ typy:
typedef std::vector<Sbox*> Cluster;
class ClusterPair : public std::pair<Cluster*, Cluster*>;
typedef std::vector<ClusterPair* > ClusterPairVector;
typedef std::multimap<double, ClusterPair*> ClusterDistances;
typedef std::map<Cluster*, ClusterPairVector> PairsForCluster;
1mnozˇina stromu˚
2Algoritmus vytvorˇen´ı tohoto lesa je uveden naprˇ. v [17]
3ve zdrojovy´ch ko´dech MulticriterialGeneticAlgorithm
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Clusterem je tedy seznam ukazatel˚u na jedince. Trˇ´ıda ClusterPair je pomocna´ pro vy´pocˇet
vzda´lenost´ı mezi clustery. V n´ı je kv˚uli spra´veˇ pameˇti prˇ´ıznak zda jesˇteˇ plat´ı. Pomocny´ typ
ClusterPairVector slouzˇ´ı pro ulozˇen´ı platny´ch i neplatny´ch pa´r˚u pro ClusterDistances,
ktery´ uchova´va´ pa´ry serˇazene´ podle vzda´lenost´ı mezi clustery v pa´ru. Kl´ıcˇ typu double
slouzˇ´ı k pr˚ubeˇzˇne´mu serˇazen´ı, ne k prˇ´ıstupu k prvk˚um pomoc´ı typu double. A pomocny´
typ PairsForCluster eviduje vsˇechny pa´ry, ve ktery´ch je cluster obsazˇen. Cely´ algoritmus
shlukova´n´ı v metodeˇ clustering s pouzˇit´ım teˇchto typ˚u lze popsat:
1. inicializace pairsForCluster typu PairsForCluster
a clusterDistances typu ClusterDistances
2. nejprve se projde celou elitou, a z kazˇde´ho jedince je vytvorˇen cluster a prˇida´n mezi
ostatn´ı
3. procha´zen´ı vsˇemi clusterDistances od nejmensˇ´ı vzda´lenosti, dokud pocˇet cluster˚u je
veˇtsˇ´ı nezˇ pozˇadovana´ velikost elity, neplatne´ pa´ry jsou prˇeskocˇeny
(a) prˇida´n´ı nove´ho clusteru obsahuj´ıc´ıho oba jedince ze soucˇasne´ho pa´ru
(b) odebra´n´ı obou stary´ch cluster˚u
4. generova´n´ı nove´ elity z jedinc˚u nejblizˇsˇ´ıch strˇedu clusteru
Prˇi prˇida´n´ı clusteru v metodeˇ addCluster se spocˇ´ıtaj´ı vzda´lenosti nove´ho clusteru se
vsˇemi existuj´ıc´ımi clustery a ulozˇ´ı mezi clusterDistances. Kazˇdy´ novy´ pa´r je take´ prˇida´n
do pairsForCluster k TODO obema kl´ıcˇ˚um.
Odebra´n´ı clusteru v metodeˇ removeCluster: Prˇi odebra´n´ı clusteru se zneplatn´ı pa´ry, ve
ktery´ch je cluster obsazˇen a odstran´ı se jejich seznam pro aktua´ln´ı cluster v pairsForCluster.
Karte´zske´ geneticke´ programova´n´ı, na´hodne´ prohleda´va´n´ı
Karte´zske´ geneticke´ programova´n´ı bylo rozdeˇleno na tzv.
”
Paraleln´ı na´hodne´ prohleda´va´n´ı“
a acyklicky´ graf hradel, jehozˇ implementace je popsa´na da´le, protozˇe v te´to pra´ci je povazˇo-
va´na za reprezentaci s-boxu. Prˇi implementaci jak na´hodne´ho, tak paraleln´ıho na´hodne´ho
prohleda´va´n´ı bylo zdeˇdeˇno od stejne´ ba´zove´ trˇ´ıdy jako ostatn´ı evolucˇn´ı algoritmy, z d˚uvodu
snadne´ho porovna´n´ı d´ıky sbeˇru statistik, jenzˇ prova´d´ı Galib. Proto vyuzˇ´ıvaj´ı ke generova´n´ı
dalˇs´ıch rˇesˇen´ı i mutaci genomu.
6.2 Implementace reprezentac´ı s-box˚u
Pro implementaci reprezentac´ı s-box˚u bylo vyuzˇito te´zˇ specializovany´ch trˇ´ıd obsazˇeny´ch
v Galibu. Tedy nejen odvozen´ım od GAGenome. Na obra´zku 6.1 je zna´zorneˇn diagram
trˇ´ıd reprezentac´ı a jejich odvozen´ı z Galibu, ktere´ jsou oznacˇeny modrˇe. To samou bar-
vou je oznacˇena i veˇtev deˇdicˇnosti od Genome. Cˇernou jsou oznacˇeny vlastn´ı trˇ´ıdy repre-
zentac´ı substitucˇn´ıch box˚u. Tou samou barvou je zna´zorneˇno deˇdeˇn´ı od ba´zove´ trˇ´ıdy s-
boxu. Z obra´zku je patrne´, zˇe byla pouzˇita v´ıcena´sobna´ deˇdicˇnost. Pu˚vodneˇ byla trˇ´ıda Sbox
navrzˇena jako cˇisteˇ virtua´ln´ı, ale neˇktere´ funkcˇnosti, ktere´ jsou spolecˇne´ pro vsˇechny s-boxy
bylo prˇehledneˇjˇs´ı napsat do n´ı nezˇ neˇkam mimo trˇ´ıdu. Mezi tyto metody patrˇ´ı naprˇ´ıklad
ulozˇen´ı vsˇech mozˇny´ch vstup˚u do pole, rozhran´ı k vy´pocˇtu jednotlivy´ch krite´ri´ı cˇi proveden´ı
multievaluace. Naproti tomu trˇ´ıda GAGenome pracuje pouze s jedn´ım krite´riem. V n´ı jsou
39
Obra´zek 6.1: Diagram trˇ´ıd reprezentac´ı s-box˚u s vyznacˇen´ım napojen´ı do Galibu
definova´ny jako vlastnost callbacky pro inicializaci, mutaci a krˇ´ızˇen´ı genomu. V podtrˇ´ıda´ch
jsou tyto callbacky implementova´ny a nastaveny.
Zat´ımco v PermutationSboxTemplate jsou vy´stupem geny na odpov´ıdacˇ´ıch pozic´ıch,
u ostatn´ıch reprezentac´ı je nutne´ prove´st vy´pocˇet. Proto je v ba´zove´ trˇ´ıdeˇ mozˇnost tyto
vy´sledky (i krite´ri´ı) ulozˇit a prˇ´ıpadneˇ zneplatnit. Ko´d CgpGenomu byl inspirova´n implemen-
tac´ı [20]. Vy´pocˇet vy´stup˚u reprezentace i686 je uveden v 5.3.4.
6.3 Naimplementovana´ krite´ria a jejich vyhodnocen´ı
V multievaluate (te´zˇ na obr. 6.1) se naprˇed ulozˇ´ı vy´stupy s-boxu do pomocne´ho slovn´ıku
a z neˇho jsou spocˇ´ıta´ny hodnoty krite´ri´ı a pote´ ulozˇeny v objektu, aby se nemusely pocˇ´ıtat
znovu. Multikriteria´ln´ıch algoritmech je tedy nutne´ nav´ıc po mutaci jedince zavolat me-
todu invalidate, aby se ulozˇene´ hodnoty krite´ri´ı zneplatnily. Neˇktera´ vypocˇtena´ krite´ria
potrˇebuj´ı prˇed prˇeda´n´ım evolucˇn´ımu algoritmu upravit, zde jsou uvedeny jejich u´pravy:
bent sko´re pocˇet w jejichzˇ |G(w)| = 1
rˇa´d SAC k rˇa´du prˇicˇtena jednicˇka, protozˇe Galib nebere za´porne´ hodnoty
bent + SAC pokud je bent sko´re rovno 2n, tak se prˇicˇte rˇa´d SAC
diferencial probability minimalizace provedena´ pomoc´ı: − log2(DPmax)
linear bias probability minimalizace provedena´ pomoc´ı: − log2(LPmax)
bijektivn´ı sko´re obdobne´ bent sko´re
Vy´stupy jsou pocˇ´ıta´ny celocˇ´ıselnou aritmetikou. Pro Galib, ktery´ pracuje s fitness v pohyb-
live´ desetinne´ cˇa´rce se prˇevede azˇ na konec po vypocˇten´ı cele´ho krite´ria. Vy´stupy neˇktery´ch
krite´ri´ı, jak prˇi testova´n´ı, tak za´veˇrecˇne´ vy´sledky, srovna´ny s matematicky´m syste´mem
Sagemath a jeho funkcemi pro s-box4. Ktere´ nebylo vhodne´ pouzˇ´ıt prˇ´ımo, nebot’ evoluce
z d˚uvodu rychlosti prob´ıha´ v C++ a neobsahuje vsˇechna krite´ria, ktery´mi se pra´ce zaby´va´.
4 <http://www.sagemath.org/doc/reference/sage/crypto/mq/sbox.html.>
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6.4 Rozhran´ı komunikace z Pythonem
Pu˚vodn´ı prototypove´ sche´ma na obra´zku 5.1 bylo zmeˇneˇno t´ım, zˇe se trˇ´ıdy pro evolucˇn´ı
algoritmy prˇesunuly do C++. Pythonu proto z˚usta´va´ pouze rozhran´ı pro jejich nadtrˇ´ıdu.
Toto rozhran´ı umozˇnˇuje v konstruktoru specifikovat, ktery´ algoritmus a genom se ma´ pro
prohleda´va´n´ı pouzˇ´ıt. Prˇi vytva´rˇen´ı tohoto rozhran´ı byla co nejv´ıce pouzˇita knihovna ctypes,
ktera´ umozˇnˇuje spousˇteˇt funkce v jazyce C5 umı´steˇne´ v dynamicky linkovane´ knihovneˇ.
Primitivn´ı datove´ typy jsou veˇtsˇinou prˇeva´deˇny do Pythonu automaticky. Neˇkdy je nutne´
v Pythonu specifikovat typ argumentu cˇi na´vratove´ hodnoty funkce, ale to nen´ı proble´m,
pokud se ce´cˇkove´ funkce prˇ´ıliˇs nemeˇn´ı. Knihovna ctypes podporuje i struktury jazyka C.
Prˇeda´va´n´ı velky´ch pol´ı dat zajiˇst’uj´ı funkce knihovny numpy, ktera´ je pouzˇita ke zpracova´n´ı
vy´sledk˚u prˇi experimentech. Pro prˇeda´van´ı rˇeteˇzc˚u nakonec pouzˇito Python C API.
V prˇ´ıloze B je rozhran´ı rozvedeno trochu podrobneˇji z pohledu jeho pouzˇ´ıva´n´ı.
6.5 Diskuze mozˇnost´ı paralelizace vy´pocˇt˚u
Aby se paralelizace vyplatila, nejprve se provedla profilace ko´du, prˇi ktere´ se nasˇly cˇa´sti
ko´du, ktere´ trvaly nejde´le. Co jizˇ nesˇlo v´ıce zrychlit sekvencˇneˇ, vybralo se k paralelizaci.
Pro orientacˇn´ı odhad, zda se paralelizace vyplatila, bylo vyuzˇito unixove´ho na´stroje time,
ktery´ ukazuje spotrˇebovany´ strojovy´ a rea´lny´ cˇas programu. Strojovy´ cˇas pro v´ıce procesor˚u
(jader) je ve vy´stupu tohoto na´stroje soucˇtem ze vsˇech pouzˇity´ch procesor˚u. Strojovy´ cˇas
paraleln´ıho beˇhu a sekvencˇn´ıho beˇhu museli by´t prˇiblizˇneˇ stejne´.
Paralelizovat lze na u´rovni beˇh˚u evoluce, na kazˇde´m ja´drˇe/procesoru pojede jeden beˇh
evoluce. Daly by se rˇesˇit i prˇ´ıpady, kdy jeden beˇh skoncˇ´ı drˇ´ıve a ostatn´ı beˇhy (veˇtsˇinou
posledn´ı) by mohly vyuzˇ´ıt volne´ho cˇasu nezameˇstnane´ho ja´dra, ale tato situace je sp´ıˇse
vy´jimecˇna´ pro prˇ´ıpady, kdy bude program pouzˇit. Beˇhy mezi sebou takrˇka nesd´ılej´ı zˇa´dna´
data, a tud´ızˇ se paralelizace na v´ıceprocesorove´m syste´mu vyplat´ı. Jedine´ co sd´ılej´ı a bylo
trˇeba osˇetrˇit je stav pseudona´hodne´ho genera´toru.
K paralelizaci bylo vyuzˇito direktiv OpenMP, ktere´ jsou obecneˇjˇs´ı, prˇenositelneˇjˇs´ı a
maj´ı jednodusˇsˇ´ı a prˇehledneˇjˇs´ı za´pis nezˇ naprˇ. vla´kna POSIX. Ko´d pro POSIX vla´kna tam
vygeneruje prˇekladacˇ GCC, ostatn´ı prˇekladacˇe tam mohou vygenerovat jiny´ ko´d specificky´
pro urcˇitou architekturu procesoru.
Pra´veˇ d´ıky OpenMP bylo mozˇne´ oznacˇit jako priva´tn´ı6 promeˇnne´, jenzˇ ukla´daj´ı stav
pseudona´hodne´ho genera´toru v Galibu:
#pragma omp threadprivate(seed, iseed, idum2, iy, iv, idum)
Tato u´prava nezasa´hla do rozhran´ı galibu a je mozˇne´ prˇi prˇekladu pro sekvencˇn´ı prova´deˇn´ı
pouzˇ´ıt p˚uvodn´ı Galib.
Jinou mozˇnou paralelizac´ı by bylo paralelneˇ pocˇ´ıtat objektivn´ı funkce jedinc˚u uvnitrˇ po-
pulace. Trˇ´ıda GAPopulation uchova´vaj´ıc´ı seznam jedinc˚u v populaci by musela by´t naim-
plementovana´ bezpecˇneˇ pro pouzˇit´ı v´ıce vla´kny, tj. dodane´ synchronizace. Uvazˇovanou pa-
5funkce C++ se daj´ı jednodusˇe deklarovat v extern "C" bloku
6priva´tn´ı z pohledu sd´ılen´ı v´ıce procesory
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ralelizac´ı se rozumı´ na´sleduj´ıc´ı ko´d:
// definice evalua´toru populace
void OmpPopulationEvaluator(GAPopulation & p) {
const int size = p.size();
#pragma omp parallel for shared(p) schedule(guided)
for(int i=0; i< size; i++)
p.individual(i).evaluate();
}
// nastavenı´ evalua´toru naprˇ. v tova´rnı´ metodeˇ objektu GAGeneticAlgorithm
GAPopulation initPopulation(ga.population());
initPopulation.evaluator(OmpPopulationEvaluator);
ga.population(initPopulation);
I bez vsˇech potrˇebny´ch synchronizac´ı stejneˇ nakonec trvalo toto paraleln´ı rˇesˇen´ı delˇs´ı
strojovy´ cˇas nezˇ sekvencˇn´ı rˇesˇen´ı, takzˇe by se touto paralelizac´ı moc pro veˇtsˇinu krite´ri´ı
nez´ıskalo, ledazˇe by byl vy´pocˇet neˇktere´ho krite´ria slozˇiteˇjˇs´ı naprˇ. LPmax.
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Kapitola 7
Provedene´ experimenty a
zhodnocen´ı vy´sledku
C´ılem experiment˚u bylo zjistit zda jsou Evolucˇn´ı algoritmy vhodne´ pro pro hleda´n´ı zvo-
leny´ch velikost´ı s-box˚u. Za t´ım u´cˇelem bylo porovna´no s na´hodny´m prohleda´va´n´ım. Po-
rovna´n´ı beˇh˚u dle statistik z Galibu [21] na neˇkolika beˇz´ıch. Experimenty byly naskriptova´ny
pomoc´ı Pythonu. Byly vybra´ny na za´kladeˇ testovan´ı programu, kde probeˇhly jednobeˇhove´
zkousˇky velikosti populace. Pro dlouhodobeˇjˇs´ı hleda´n´ı kvalitneˇjˇs´ıch rˇesˇen´ı byly nejprve sta-
noveny parametry evoluce, zejme´na pravdeˇpodobnosti mutace a krˇ´ızˇen´ı. Pote´ se tyto para-
metry uzˇily pro na´rocˇneˇjˇs´ı experimenty.
7.1 Stanoven´ı pravdeˇpodobnost´ı mutace a krˇ´ızˇen´ı pro jed-
notliva´ krite´ria
Nejprve byly stanoveny parametry krˇ´ızˇen´ı a mutace pro jednokriteria´ln´ı optimalizaci pro
kazˇde´ krite´rium. Prˇi nich se veˇtsˇinou dospeˇlo k mezn´ım hodnota´m. Byly nalezeny nejlepsˇ´ı
pravdeˇpodobnosti mutace a krˇ´ızˇen´ı pro kazˇde´ krite´rium prˇi pevne´ velikosti populace 100,
pocˇtu generac´ı 1000 a pocˇtu beˇh˚u 100. Proti tomu bylo postaveno stejneˇ pocˇetne´ na´hodne´
prohleda´va´n´ı. S-box byl zvolen strˇedneˇ slozˇity´ se 4 vstupy a 4 vy´stupy (tedy byl typu 4×4).
Nejprve byly na intervalu 〈0, 1) zkousˇeny vsˇechny mozˇne´ dvojice pravdeˇpodobnost´ı: pro mu-
taci 0, 0.05, 0.1, 0.2, 0.4, 0.6, 0.8; pro krˇ´ızˇen´ı 0, 0.2, 0.4, 0.6, 0.8. Protozˇe vy´sledky u neˇktery´ch
krite´ri´ı ve vysˇsˇ´ıch hodnota´ch byly obdobne´ a ma´lo slibneˇjˇs´ı, byl zvolen jesˇteˇ uzˇsˇ´ı interval
〈0, 0.2). Zkousˇeny byly dvojice pravdeˇpodobnost´ı 0, 0.04, 0.08, 0.12, 0.16 jak u krˇ´ızˇen´ı tak
u mutace. U kazˇde´ho beˇhu bylo zaznamena´no ulozˇeno 100 nejlepsˇ´ıch jedinc˚u z pr˚ubeˇhu
cele´ evoluce a vsˇichni jedinci ze vsˇech beˇh˚u pro jednu dvojici (pMut, pCross) byly sloucˇeni
dohromady a nad nimy byly spocˇteny statistiky. Vy´sledky zaneseny do tabulek, ktere´ jsou
serˇazeny od nejhorsˇ´ıho po nejlepsˇ´ı podle rˇad´ıc´ıho kl´ıcˇe (maximum, media´n, pr˚umeˇr + od-
chylka, pr˚umeˇr, minimum). Pro rozhodnut´ı byl proveden orientacˇn´ı dvouvy´beˇrovy´ t-test
vy´sledk˚u na´hodne´ho prohleda´va´n´ı a nejlepsˇ´ı kombinace parametr˚u pro geneticky´ algorit-
mus.
Bent sko´re
V tabulce 7.1 je uvedena pouze varianta bez krˇ´ızˇen´ı a mutace, ostatn´ı kombinace para-
metr˚u da´valy stejne´ statistiky a to takove´, zˇe se shodovaly i se statistikami na´hodne´ho
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Parametry maximum media´n std. odchylka pr˚umeˇr minimum
(0, 0) 32 31 4.07067 29.1836 7
ostatn´ı kombinace 32 32 0 32 32
Tabulka 7.1: Vy´sledky pro cely´ interval a krite´rium bent sko´re + rˇa´d SAC
Parametry maximum media´n std. odchylka pr˚umeˇr minimum
(0, 0) 2 0.830075 0.380956 0.910228 0
ostatn´ı kombinace 2 2 0 2 2
(0, 0.2) 2 2 0.452339 1.7859 0.830075
Tabulka 7.2: Vy´sledky pro cely´ interval pro krite´rium LPmax
prohleda´va´n´ı, u ktere´ho vysˇlo maximum 32, media´n 32, odchylka 0, pr˚umeˇr 32, minimum
32. Tj. vsˇichni nejlepsˇ´ı cˇlenove´ dosa´hli maxima´ln´ıho mozˇne´ho bent sko´re pro bijektivn´ı
s-box. Pro bijektivn´ı by to bylo 64. U tohoto krite´ria tedy neza´lezˇ´ı na parametrech pro veli-
kost populace 100 a pocˇet generac´ı 1000. Vy´sledky se shoduj´ı s na´hodny´m prohleda´va´n´ım.
Na za´kladeˇ toho se krite´rium da´le pro zu´zˇen´ı intervalu zda´lo nezaj´ımave´.
Linear probability
V tabulce 7.2 vycha´z´ı jako nejvysˇsˇ´ı hodnota 2. Maxima´ln´ı odchylka pravdeˇpodobnosti
linea´rn´ıch vy´raz˚u 2−2 = 0.25. Vyzkousˇeny hodnoty v uzˇsˇ´ım intervalu a zaznamena´ny do ta-
bulky 7.3. Na´hodne´ prohleda´va´n´ı meˇlo: maximum 2, media´n 2, odchylka 0.365039, pr˚umeˇr
1.87213, minimum 0.830075. Na´hodne´ prohleda´va´n´ı ma´ lepsˇ´ı pr˚umeˇr.
Diferential probability
Vy´sledky pro cely´ interval v tabulce 7.4 jsou obdobne´ vy´sledk˚um krite´ria LPmax. Na´hodne´
prohleda´va´n´ı meˇlo: maximum 2, media´n 2, odchylku 0.29122, pr˚umeˇr 1.73475 a minimum
1.41504. Pro zu´zˇeny´ interval tabulka 7.5 potvrzuje, zˇe pokud je vypnuta´ mutace a krˇ´ızˇen´ı
je mensˇ´ı nezˇ 0.2 nalezne v´ıce slabsˇ´ıch vy´sledk˚u. V jine´m prˇ´ıpadeˇ je lepsˇ´ı nezˇ na´hodne´
prohleda´va´n´ı.
Parametry maximum media´n std. odchylka pr˚umeˇr minimum
(0, 0) 2 0.830075 0.373374 0.905579 0
(0, 0.04) 2 0.830075 0.511175 1.13063 0.830075
(0, 0.08) 2 0.830075 0.577091 1.31957 0.830075
ostatn´ı kombinace 2 2 0 2 2
(0, 0.12) 2 2 0.584362 1.44218 0.830075
(0, 0.16) 2 2 0.549793 1.61486 0.830075
Tabulka 7.3: Vy´sledky pro zu´zˇeny´ interval pro krite´rium LPmax
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Parametry maximum media´n std. odchylka pr˚umeˇr minimum
(0, 0) 2 1.41504 0.280306 1.28179 0.415038
ostatn´ı kombinace 2 2 0 2 2
(0, 0.2) 2 2 0.291124 1.73563 1.41504
Tabulka 7.4: Vy´sledky pro cely´ interval pro krite´rium DPmax
Parametry maximum media´n std. odchylka pr˚umeˇr minimum
(0, 0) 2 1.41504 0.283811 1.28443 0.415038
(0, 0.04) 2 1.41504 0.199666 1.48975 1
(0, 0.08) 2 1.41504 0.23421 1.53232 1.41504
(0, 0.12) 2 1.41504 0.264779 1.58327 1.41504
(0, 0.16) 2 1.41504 0.284352 1.63902 1.41504
ostatn´ı kombinace 2 2 0 2 2
Tabulka 7.5: Vy´sledky pro zu´zˇeny´ interval pro krite´rium DPmax
SAC
Samotny´ rˇa´d SAC ma´ malou vypov´ıdac´ı hodnotu o kvaliteˇ rˇesˇen´ı, prˇesto geneticky´ algorit-
mus nalezl nejvysˇsˇ´ı mozˇny´ rˇa´d. Hodnoty v tabulce C.1 jsou zvy´sˇene´ o jednicˇku, aby fitness
nebyla za´porna´1. Z tabulky vyply´va´, zˇe takrˇka neza´lezˇ´ı na pravdeˇpodobnosti mutace a
krˇ´ızˇen´ı. Rozd´ıly mezi jednotlivy´mi dvojicemi parametr˚u jsou nevy´znamne´. Naproti tomu
na´hodne´ prohleda´va´n´ı dospeˇlo k maximu 1, media´nu 0, odchylce 0.249148, pr˚umeˇru 0.0665
a minimu 0. Tj. nasˇlo jen pa´r jedinc˚u, kterˇ´ı v˚ubec splnˇuj´ı SAC 0. rˇa´du.
Branching faktor
Geneticky´ algoritmus s faktorem veˇtven´ı jako objektivn´ı funkc´ı v tabulce C.2 dospeˇlo k ob-
dobny´m statistika´m jako na´hodne´ prohleda´va´n´ı, ktere´ dospeˇlo k maximu 3, media´nu 2,
odchylce 0.0199968, pr˚umeˇru 2.0004 a minimu 2. Pro zu´zˇen´ı byl nezaj´ımavy´.
Stupenˇ algebraicke´ho polynomu
Vsˇechny kombinace parametr˚u v tabulce 7.6 azˇ na variantu bez krˇ´ızˇen´ı a mutace se ve
vy´sledc´ıch shoduj´ı. Sta´lo za to, proveˇrˇit to i v zu´zˇene´m intervalu v tabulce 7.7, ktery´ zjiˇsteˇn´ı
potvrzuje. Na´hodne´ prohleda´va´n´ı dospeˇlo te´zˇ maximu 3, media´nu 3, odchylce 0, pr˚umeˇru
3 a minimu 3. Pro bijektivn´ı funkce je to stupenˇ polynomu nejvysˇsˇ´ı mozˇny´.
1Cozˇ vyzˇaduje Galib
Parametry maximum media´n std. odchylka pr˚umeˇr minimum
ostatn´ı kombinace 3 3 0 3 3
(0, 0) 3 3 0.457029 2.748 1
Tabulka 7.6: Vy´sledky pro cely´ interval pro krite´rium stupenˇ algebraicke´ho polynomu
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Parametry maximum media´n std. odchylka pr˚umeˇr minimum
ostatn´ı kombinace 3 3 0 3 3
(0, 0) 3 3 0.455533 2.7484 1
Tabulka 7.7: Vy´sledky pro zu´zˇeny´ interval pro krite´rium stupenˇ algebraicke´ho polynomu
Krite´rium pMut pCross co je lepsˇ´ı
bent sko´re 0.1 0.2 Random
LPmax 0.0 0.16 Random
DPmax 0.0 0.2 GA
SAC 0.1 0.2 GA
faktor veˇtven´ı 0.1 0.2 Random
stupenˇ polynomu 0 0 Random
Tabulka 7.8: Shrnut´ı Geneticke´ho algoritmu vs. na´hodne´ho prohleda´va´n´ı na permutaci
V tabulce 7.8 jsou uvedeny nejlepsˇ´ı mozˇne´ parametry geneticke´ho algoritmu. A sta-
noven´ı, ktery´ algoritmus byl pro provedene´ evoluce lepsˇ´ı. Tam kde se hodnoty statistik
shodovaly bylo zvoleno na´hodne´ prohleda´va´n´ı kv˚uli sve´ jednodusˇsˇ´ı algoritmicke´ slozˇitosti.
Na statistika´ch evoluce r˚uzny´ch jsou videˇt jak omezen´ı krite´ri´ı, tak i podobny´ tvar vzorc˚u,
ktery´mi jsou k krite´ria pocˇ´ıta´na. To jaky´ je algoritmus lepsˇ´ı za´lezˇ´ı na pouzˇite´m krite´riu.
V neˇktery´ch prˇ´ıpadech ma´ evoluci smysl prove´st.
7.2 Porovna´n´ı vy´sledk˚u EDA algoritmu˚
s Geneticky´m algoritmem
Dalˇs´ım provedeny´m experimentem bylo oveˇrˇen´ı na bina´rn´ım chromozo´mu, zda EDA algo-
ritmy nacha´zej´ı lepsˇ´ı, horsˇ´ı cˇi stejne´ vy´sledky v porovna´n´ı s nejlepsˇ´ımi parametry prˇedchoz´ıho
experimentu. Byly provedeny stejne´ vy´pocˇty jako v prˇedesˇle´m experimentu, tentokra´t vsˇak
pro nejlepsˇ´ı parametry Geneticke´ho algoritmu v˚ucˇi algoritmu˚m BMDA a UMDA a na´hod-
ne´mu prohleda´va´n´ı. Narozd´ıl od prˇedchoz´ıho vsˇak nebyla hleda´na bijektivn´ı funkce.
Pro vizualizaci porovna´n´ı byly zvoleny tabulky kratsˇ´ı, ktere´ ukazuj´ı krite´ria v jednot-
livy´ch algoritmech, a krabicove´ grafy, ktere´ porovna´vaj´ı algoritmy mezi sebou. Krabicovy´
graf zna´zornˇuje rozlozˇen´ı stejneˇ pocˇetny´ch skupin hodnot. Horn´ı a doln´ı strana modre´ho
obde´ln´ıka zna´zornˇuje umı´steˇn´ı kvartil˚u. Prostrˇedn´ı cˇervena´ vodorovna´ u´secˇka prˇestavuje
media´n. Nahoru a dol˚u od obde´ln´ıka vede tzv. vous 2. Horn´ı resp. doln´ı vous zna´zornˇuje
nejvysˇsˇ´ı resp. nejnizˇsˇ´ı hodnotu, na kterou ma´ by´t bra´n zrˇetel. Krˇ´ızˇky jsou oznacˇeny odlehle´
hodnoty. V tabulce 7.9 jsou statistiky pro Geneticky´ algoritmus. Pro SAC se nepodarˇilo
naj´ıt nejvysˇsˇ´ı rˇa´d. Pro Bent sko´re a stupenˇ polynomu jizˇ neplat´ı omezen´ı bijektivitou. Jinak
jsou vy´sledky podobne´ hleda´n´ı permutace z prˇedcha´zej´ıc´ıho experimentu. UMDA algorit-
mus v tabulce 7.10 nemeˇl zˇa´dny´ proble´m z DPmax a stupneˇm polynomu, za to SAC podobneˇ
jako u na´hodne´ho prohleda´va´n´ı nasˇel jen pa´r jedinc˚u, kterˇ´ı splnˇovali nejnizˇsˇ´ı stupenˇ SAC.
BDMA v tabulce 7.11 dopadl obdobneˇ, trochu lepsˇ´ı vy´sledek meˇl u bent sko´re. Na´hodne´
prohleda´va´n´ı (tab. 7.12) meˇlo stejne´ vy´sledky v maximech a media´nech jako BMDA.
2z anglicke´ho whisker
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Krite´rium maximum media´n std. odchylka pr˚umeˇr minimum
LPmax 2 1.35614 0.221604 1.44462 1.35614
bent sko´re 64 40 3.51839 42.0224 40
DPmax 2 2 0.0628992 1.99316 1.41504
SAC 2 1 0.0141407 1.0002 1
BF 2 2 0 2 2
stupenˇ polynomu 4 3 0.421644 2.9443 0
Tabulka 7.9: Porovna´n´ı EDA a GA na bina´rn´ım chromozo´mu: krite´ria pro GA
Krite´rium maximum media´n std. odchylka pr˚umeˇr minimum
LPmax 2 1.35614 0.141776 1.38912 1.35614
bent sko´re 47 31 2.23823 31.988 30
DPmax 2 2 0 2 2
SAC 1 0 0.0990082 0.0099 0
BF 2 2 0.498952 1.5322 1
stupenˇ polynomu 4 4 0 4 4
Tabulka 7.10: Porovna´n´ı EDA a GA na bina´rn´ım chromozo´mu: krite´ria pro UMDA
Krabicovy´ graf na obra´zku 7.1 porovna´va´ jednotlive´ algoritmy pro krite´rium bent sko´re.
V tomto krite´riu je zcela jasny´m v´ıteˇzem Geneticky´ algoritmus. Na´hodne´ prohleda´va´n´ı je
v tomto krite´riu srovnatelne´ s EDA algoritmy. V krite´ri´ıch LPmax a DPmax (obr. C.2 a
C.3) nejsou mezi algoritmy rozd´ıly. U lavinove´ho efektu, kde ma´ geneticky´ algoritmus sv˚uj
pr˚umeˇr i media´n, jsou u ostatn´ıch odlehle´ maxima´ln´ı hodnoty (obr. C.4). Ve faktoru veˇtven´ı
(obr. C.5) je o neˇco horsˇ´ı UMDA, ale jinak se dospeˇlo ke stejny´m vy´sledk˚um. Za to ve stupni
polynomu (obr. C.6) je geneticky´ algoritmus nejhorsˇ´ı. Jen v tomto krite´riu vycha´zej´ı EDA
algoritmy o neˇco ma´lo le´pe nezˇ na´hodne´ prohleda´va´n´ı, lecˇ strˇedn´ı hodnota je shodna´.
Celkoveˇ tedy EDA algoritmy dopadly nejh˚urˇ, na´hodne´ prohleda´va´n´ı nalezne obdobne´
vy´sledky. Pu˚vodn´ı motivac´ı pro nasazen´ı EDA algoritmu˚ byly tvary MOSAC Booleovsky´ch
funkc´ı, ktere´ maj´ı urcˇite´ pravidelnosti 3. Dvouvstupova´ booleovska´ funkce (p˚ul-bajt) splnˇuj´ıc´ı
MOSAC obsahuje 3 stejne´ bity, cˇtvrty´ se liˇs´ı. Trˇ´ıvstupova´ (bajt) se skla´da´ z dvouvstu-
povy´ch, tak zˇe pozice liˇs´ıc´ıho se bitu v p˚ul-bajtu jsou symetricke´ podle osy vedouc´ı strˇedem
bajtu. U cˇtyrˇstup nesmı´ by´t dva vedlejˇs´ı bajty symetricke´. Ota´zkou by bylo zda-li se z toho
3viz tabulka 3.1, veˇtsˇ´ı funkce v [8]
Krite´rium maximum media´n std. odchylka pr˚umeˇr minimum
LPmax 2 1.35614 0.234303 1.45737 1.35614
bent sko´re 48 32 2.98262 33.5576 31
DPmax 2 2 0 2 2
SAC 1 0 0.196198 0.0401 0
BF 2 2 0 2 2
stupenˇ polynomu 4 4 0 4 4
Tabulka 7.11: Porovna´n´ı EDA a GA na bina´rn´ım chromozo´mu: krite´ria pro BMDA
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Krite´rium maximum media´n std. odchylka pr˚umeˇr minimum
LPmax 2 1.35614 0.184163 1.4141 1.35614
bent sko´re 48 32 4.16932 30.4523 24
DPmax 2 2 0 2 2
SAC 1 0 0.205328 0.0441 0
BF 2 2 0 2 2
stupenˇ polynomu 4 4 0.478596 3.6447 3
Tabulka 7.12: Porovna´n´ı EDA a GA na bina´rn´ım chromozo´mu: krite´ria pro Random
Krite´rium pMut maximum media´n std. odchylka pr˚umeˇr minimum
LPmax 0.01 2 2 0 2 2
DPmax 0.4 3 2 0.139994 2.02 2
bent sko´re 0.01 64 64 0 64 64
SAC 0.01 3 3 1.22189 2.37 0
BF 0.9 4 3 0.511454 2.72 2
stupenˇ polynomu 0.01 4 4 0 4 4
Tabulka 7.13: Nejlepsˇ´ı pravdeˇpodobnosti mutace pro paraleln´ı na´hodne´ programova´n´ı nad
reprezentac´ı CGP
da´ vytvorˇit neˇjaky´ pravdeˇpodobnostn´ı model za´vislost´ı mezi bity, ktery´ by byl pouzˇitelny´
v evoluci pomoc´ı EDA. Proti tomu stoj´ı mysˇlenka, zˇe statisticky´ model hledaj´ıc´ı za´vislosti
mezi bity ma´ pro bezpecˇnost opacˇny´ vy´znam, pra´veˇ, zˇe by bity by meˇly by´t vza´jemneˇ
neza´visle´, proto ani nebyl implementova´n slozˇiteˇjˇs´ı pravdeˇpodobnostn´ı model pro algorit-
mus BOA.
7.3 Parametry paraleln´ıho na´hodne´ho prohleda´va´n´ı
Pro reprezentaci s-boxu jako acyklicky´ graf (Karte´zske´ geneticke´ programova´n´ı) nen´ı de-
finova´no krˇ´ızˇen´ı. Srovna´no bylo s reprezentac´ı i686 u ktere´ te´zˇ nebylo prova´deˇno krˇ´ızˇen´ı.
Byly pouzˇity dva algoritmy: na´hodne´ prohleda´va´n´ı a paraleln´ı na´hodne´ prohleda´va´n´ı. Pro
paraleln´ı na´hodne´ prohleda´va´n´ı vyzkousˇeny byly tyto hodnoty mutace: 0, 0.01, 0.05, 0.1,
0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8 a 0.9.
Chromozo´m pro Karte´zske´ geneticke´ programova´n´ı zvolen se cˇtyrˇmi vstupy, cˇtyrˇmi
vy´stupy, cˇtyrˇmi sloupci, trˇemi rˇa´dky a s maxima´ln´ım pocˇtem mutac´ı 6. V tabulce 7.13 jsou
shrnuty azˇ vy´sledne´ hodnoty s nejlepsˇ´ımi mutacemi. Hodnoty pro jednotliva´ krite´ria pro
kazˇdou hodnotu mutace jsou zakreslena do graf˚u na obra´zc´ıch C.7 azˇ C.12. Z nich je patrne´,
zˇe pocˇet generac´ı je tak velky´, zˇe velikost mutace nehraje moc roli. Pro kazˇde´ krite´rium
vycha´zelo le´pe paraleln´ı na´hodne´ prohleda´va´n´ı, takzˇe tzv.
”
paralelnost“4 proka´zala sv˚uj
smysl. Pro krite´rium DPmax dokonce nalezlo lepsˇ´ı vy´sledek nezˇ prˇedcha´zej´ıc´ı algoritmy. To
same´ se da´ rˇ´ıci i o faktoru veˇtven´ı.
4ve smyslu, zˇe je vyhodnoceno v´ıce jedinc˚u v populaci
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Obra´zek 7.1: Porovna´n´ı EDA algoritmu˚ na bina´rn´ım reprezentaci s-boxu, krite´rium bent
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Obra´zek 7.2: Parametry paraleln´ıho na´hodne´ho prohleda´va´n´ı,bent sko´re, reprezentace Luffa
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Obra´zek 7.3: Parametry paraleln´ıho na´hodne´ho prohleda´va´n´ı,krite´rium DP MAX, repre-
zentace Luffa
Pro reprezentaci i686 byly zvolen parametr 1 cˇtverˇice (tj. 1 bit v registru), aby meˇla
pocˇet vstup˚u i vy´stup˚u rovny´ cˇtyrˇem. Z tabulky 7.14 je patrna´ podobnost vy´sledk˚u teˇchto
reprezentac´ı. Zde vsˇak parametr mutace hraje veˇtsˇ´ı roli. Z krabicove´ho grafu na obra´zku
7.2 je patrne´, zˇe prˇ´ıliˇs n´ızka´ a prˇ´ıliˇs vysoka´ pravdeˇpodobnost mutace zhorsˇuje vy´sledek pro
bent sko´re, hodnoty mezi t´ım jsou stabilizovane´. Jako nejlepsˇ´ı parametr vsˇak je vybra´no
0.7, protozˇe by prˇi neˇktery´ch jiny´ch krite´ri´ı, mohly hodnoty u mutac´ı 0.01 azˇ 0.6 zna-
menat uv´ıznut´ı v loka´ln´ım extre´mu. To same´ plat´ı pro krite´rium DPmax. na obra´zku 7.3.
O ostatn´ıch krite´ri´ıch na obra´zc´ıch C.13 azˇ C.16 se da´ konstatovat tote´zˇ.
Obeˇ reprezentace dosp´ıvaj´ı k obdobny´m vy´sledk˚um s t´ım rozd´ılem, zˇe u kazˇde´ jsou jine´
hodnoty mutace. To je zrˇejmeˇ dane´ strukturou chromozo´mu˚ a r˚uzny´mi zp˚usoby mutova´n´ı.
Krite´rium pMut maximum media´n std. odchylka pr˚umeˇr minimum
LPmax 0.5 2 2 0.263511 1.86451 0.830075
DPmax 0.05 3 2 0.141421 2 1
bent sko´re 0.7 64 64 4.53159 59.8606 48
SAC 0.05 3 3 0.729079 2.78 0
BF 0.05 4 4 0.42989 3.7919 2
stupenˇ polynomu 0.01 4 4 0 4 4
Tabulka 7.14: Nejlepsˇ´ı pravdeˇpodobnosti mutace pro paraleln´ı na´hodne´ programova´n´ı nad
reprezentac´ı i686
50
7.4 Parametry multikriteria´ln´ıho vyhleda´va´n´ı
Pro jedno krite´rium se tedy da´ dospeˇt k prakticky´m mezn´ım hodnota´m rychle a ne moc
na´rocˇneˇ. Ovsˇem jak vypadaj´ı vy´sledky a jake´ parametry vysˇly nejle´pe, kdyzˇ bude trˇeba
splnit vsˇechna krite´ria najednou, probere na´sleduj´ıc´ı podkapitola. Nejprve bylo nutne´ sta-
novit jak v˚ubec vy´sledky pro kazˇdou dvojici pravdeˇpodobnost´ı mutace a krˇ´ızˇen´ı mezi se-
bou porovna´vat. Nab´ızel se pocˇet ve vsˇech nadpr˚umeˇrny´ch jedinc˚u. Pr˚umeˇrny´ jedinec byl
vypocˇten ze vsˇech beˇh˚u pro vsˇechny parametry, tj. po proveden´ı vsˇech potrˇebny´ch evo-
luc´ı byly vypocˇteny pr˚umeˇrne´ hodnoty pro kazˇde´ krite´rium a z nich byl vytvorˇen vektor
o stejny´ch dimenz´ıch jako ohodnocen´ı ktere´hokoliv skutecˇne´ho jedince. Pro kazˇdou dvo-
jici pravdeˇpodobnost´ı mutace a krˇ´ızˇen´ı byli spocˇteni jedinci, kterˇ´ı tomuto
”
pr˚umeˇrne´mu
jedinci“ slabeˇ dominuj´ı. Jako krite´ria byla pouzˇita vsˇechna, ktera´ byla zkouma´na v prˇed-
cha´zej´ıc´ıch podkapitola´ch, tedy bent sko´re, LPmax, DPmax, SAC, faktor veˇtven´ı a stupenˇ
polynomu. Pouzˇity´mi algoritmy byly VEGA a SPEA.
Parametry pro permutaci
Nejprve evoluce probeˇhla prˇi velikosti populace 100 prˇi 1000 generac´ıch pro permutaci se
cˇtyrˇmi vstupy a cˇtyrˇmi vy´stupy.
Algoritmus VEGA dospeˇl k pr˚umeˇrne´mu jedinci5 s bent sko´re 29.61, −log2LPmax = 0.99
tj. LPmax = 0.5, −log2DPmax = 1.31 tj. DPmax = 0.4, SAC 0.95, faktor veˇtven´ı 2 a stupenˇ
polynomu 2.77.
Algoritmus SPEA dospeˇl k bent sko´re 31.50, −log2LPmax = 1.91 tj. LPmax = 0.27,
−log2DPmax = 1.93 tj. DPmax = 0.26, SAC 0.98, faktor veˇtven´ı 2.04 a stupenˇ polynomu
2.96.
Zˇa´dny´ algoritmus nedospeˇl k zˇa´dne´mu parametru, co by meˇl neˇjake´ nadpr˚umeˇrne´ je-
dince. Proto byly i vzhledem k cˇasove´ na´rocˇnosti algoritmu Spea a na za´kladeˇ vy´sledk˚u
z testovac´ı fa´ze programu zvoleny jine´ parametry na pocˇet generac´ı na 200 a velikost popu-
lace 200. Pocˇet beˇh˚u z˚ustal na 100. Hodnoty pr˚umeˇrne´ho jedince byly jesˇteˇ prˇed stanoven´ım
pocˇt˚u nadpr˚umeˇrny´ch zaokrouhleny dol˚u na cele´ desetiny.
Algoritmus VEGA dospeˇl k tomuto pr˚umeˇrne´mu jedinci s bent sko´re 29.1,−log2LPmax =
1.7 tj. LPmax = 0.30778610333622908,−log2DPmax = 1.5 tj.DPmax = 0.35355339059327379,
SAC 0.2, faktor veˇtven´ı 2.0 a stupenˇ polynomu 2.7. V tabulce C.3 jsou uvedeny vy´sledky
pro jednotlive´ kombinace pravdeˇpodobnost´ı. Nejle´pe vysˇla kombinace s pMut = 0.3 a
pCross = 0.8, pocˇty vsˇak byly docela vyrovnane´.
Algoritmus SPEA dospeˇl k o neˇco lepsˇ´ımu pr˚umeˇrne´mu jedinci, podobneˇ jak tomu bylo
u vysˇsˇ´ıho pocˇtu jedinc˚u v populaci, s bent sko´re 31.6, −log2LPmax = 1.9 tj. LPmax =
0.26794336563407328, −log2DPmax = 1.9 tj. DPmax = 0.26794336563407328, SAC 0.9, fak-
tor veˇtven´ı 2.0 a stupenˇ polynomu 2.9. V tabulce C.4 jsou uvedeny vy´sledky pro jednotlive´
kombinace pravdeˇpodobnost´ı. Nejle´pe vysˇla kombinace s pMut = 0.9 a pCross = 0.05.
Zvy´sˇen´ı velikosti populace tedy populace zlepsˇilo pr˚umeˇry jednotlivy´ch krite´ri´ı.
Parametry pro i686
Da´le proveden prˇedchoz´ı pokus, ale z reprezentac´ı i686 se cˇtyrˇmi vstupy a cˇtyrˇmi vy´stupy,
nav´ıc prˇibylo krite´rium bijektivn´ı sko´re, nebot’ tato reprezentace nezarucˇuje bijektivitu.
5prˇi sa´zen´ı textu vsˇechny hodnoty zaokrouhleny na dveˇ desetinna´ mı´sta
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Algoritmus VEGA dospeˇl k pr˚umeˇrne´mu jedinci s bent sko´re 14.4, −log2LPmax = 0.1
tj. LPmax = 0.93303299153680741, −log2DPmax = 0.6 tj. DPmax = 0.659753955386447,
bijektivn´ı sko´re 8.8, SAC 0.0, faktor veˇtven´ı 1.0 a stupenˇ polynomu 1.5. V tabulce C.5 jsou
uvedeny vy´sledky pro jednotlive´ kombinace pravdeˇpodobnost´ı. Nejle´pe vysˇla kombinace
s pMut = 0.01 a pCross = 0.09.
Algoritmus SPEA dospeˇl k pr˚umeˇrne´mu jedinci s bent sko´re 21.5, −log2LPmax = 0.4
tj. LPmax = 0.75785828325519899, −log2DPmax = 0.8 tj. DPmax = 0.57434917749851744,
bijektivn´ı sko´re 12.2, SAC 0.4, faktor veˇtven´ı 1.5 a stupenˇ polynomu 2.2. V tabulce C.6 jsou
uvedeny vy´sledky pro jednotlive´ kombinace pravdeˇpodobnost´ı. Nejle´pe vysˇla kombinace
s pMut = 0.05 a pCross = 0.7
Prˇida´n´ı bijektivn´ıho sko´re ma´ vliv na degradaci ostatn´ıch parametr˚u.
Parametry pro CGP
A pokus byl proveden jesˇteˇ s reprezentac´ı CGP se 4 vstupn´ımi bity, 4 vy´stupn´ımi bity, 4
sloupci, 3 rˇa´dky a 6 maxima´ln´ımi mutacemi). Samozrˇejmeˇ, zˇe tentokra´t nebylo uzˇito krˇ´ızˇen´ı,
proto je ve vy´sledc´ıch me´neˇ kombinac´ı.
Algoritmus VEGA dospeˇl k pr˚umeˇrne´mu jedinci s bent sko´re 8.1, −log2DPmax = 0.1 tj.
LPmax = 0.93303299153680741, −log2DPmax = 0.5 tj. DPmax =
√
2
2 , bijektivn´ı sko´re 10.3,
SAC 0.0, faktor veˇtven´ı 1.0 a stupenˇ polynomu 1.1. V tabulce C.7 jsou uvedeny vy´sledky
pro jednotlive´ pravdeˇpodobnosti mutace. V grafu na obra´zku 7.4 jsou porovna´ny pocˇty
nadpr˚umeˇrny´ch . Nejle´pe vysˇla pravdeˇpodobnost mutace pMut = 0.9. Na te´to reprezentaci
vysˇlo le´pe bijektivn´ı sko´re, avsˇak o to jsou horsˇ´ı ostatn´ı parametry.
(0,0.0) (0.01,0.0)(0.05,0.0) (0.1,0.0) (0.2,0.0) (0.3,0.0) (0.4,0.0) (0.5,0.0) (0.6,0.0) (0.7,0.0) (0.8,0.0) (0.9,0.0)
Probabilities - Vega
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50
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200
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Obra´zek 7.4: Parametry cgp pro VEGA
Algoritmus SPEA dospeˇl k pr˚umeˇrne´mu jedinci s bent sko´re 21.8, −log2LPmax = 0.3
tj. LPmax = 0.81225239635623558, −log2DPmax = 0.8 tj. DPmax = 0.57434917749851744,
bijektivn´ı sko´re 12.7, SAC 0.3, faktor veˇtven´ı 1.4 a stupenˇ polynomu 2.1. Algoritmus Spea
bez krˇ´ızˇen´ı nedospeˇl k zˇa´dne´ nadpr˚umeˇrne´ kombinaci. Na te´to reprezentaci je o neˇco lepsˇ´ı
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bijektivn´ı sko´re, a o to jsou horsˇ´ı ostatn´ı parametry.
7.5 Hleda´n´ı slozˇiteˇjˇs´ıch s-box˚u
Bylo provedeno i hleda´n´ı s-box˚u o rozmeˇrech 6×6, 6×4, 8×8 algoritmy VEGA a SPEA, jak
na permutac´ıch tak na reprezentac´ıch CGP, i686. Opeˇt se potvrdilo, zˇe pokud je bijektivita
zarucˇena reprezentac´ı, dosa´hlo se vysoky´ch hodnot krite´ri´ı, s t´ım, zˇe vysoce hodnoceny´ch
bylo neˇkolik a kazˇdy´ jedinec byl lepsˇ´ı v neˇcˇem jine´m (pareto optimum). Prˇi bijektiviteˇ jako
zvla´sˇtn´ı krite´rium byly hodnoty vsˇech krite´ri´ı male´. Jizˇ na 30 generac´ıch a velikosti populace
30 a pocˇtu beˇh˚u 4, kdy z jednotlivy´ch beˇh˚u byla vytvorˇena sada nedominovany´ch vy´sledk˚u.
Pro vsˇechny vy´sledky v te´to nedominovane´ sadeˇ platilo pro rozmeˇry 6× 6 prˇi reprezentaci
permutace, zˇe −log2LPmax = 2.38529015 nebo 2.83007503 pro algoritmus SPEA, u algo-
ritmu VEGA meˇlo neˇkolik jedinc˚u 2. Stupenˇ polynomu byl 4 nebo 5 u obou algoritmu˚. Oba
nalezly r˚uzne´ jedince s −log2DPmax = 3.41503739.
U algoritmu SPEA meˇl tento jedinec chromozo´m:
5 49 43 44 3 30 35 59 40 29 13 53 11 4 2 18
39 41 38 10 57 36 7 20 17 37 47 24 5 55 62 51
22 60 26 16 14 0 21 63 48 1 34 19 27 52 42 61
12 50 46 54 32 31 58 8 15 6 9 56 33 28 23 45
U algoritmu VEGA meˇl tento jedinec chromozo´m:
50 35 21 23 3 38 15 25 26 11 8 62 32 42 47 51
57 28 24 48 58 54 19 56 55 13 60 2 43 0 52 20
46 29 14 59 31 17 9 41 30 22 40 4 49 10 37 27
63 45 5 33 6 39 44 61 18 16 34 53 1 36 7 12
Obdobne´ vy´sledky byly i u pocˇtu generac´ı 200 a velikosti populace 200. U s-box˚u 6 ×
4 byly vsˇechny LPmax = 1. Neˇktere´ s-boxy 8 × 8 docela rychle splnily podmı´nky6 pro
vy´beˇr LPmax ≤ 0.0625 a DPmax ≤ 10256 prˇi hleda´n´ı pomoc´ı algoritmu SPEA, pocˇtu generac´ı
30 a velikosti populace 30. Na obr. C.1 je uvedeny´ jeden z nich, ktery´ ma´ bent sko´re
250, −log2LPmax = 4.18621874 tj. LPmax = 0.05493164, −log2DPmax = 4.67807198 tj.
DPmax=˙
10
256 , bijektivn´ı sko´re 255, SAC 0, faktor veˇtven´ı 2 a stupenˇ polynomu 7. Zobrazen´ı
nuly na nulu je sp´ıˇse nezˇa´douc´ı, avsˇak to se ty´ka´ jen u tohohle konkre´tn´ıho jedince.
Ostatn´ı rˇesˇen´ı, co meˇla −log2DPmax = 4, meˇla o neˇco ma´lo vysˇsˇ´ı bent sko´re. K ob-
dobny´m vy´sledk˚um dojde i na´hodne´ prohleda´va´n´ı, ale potrˇebuje v´ıce beˇh˚u. Na´hodne´ per-
mutace veˇtsˇ´ıch velikost´ı totizˇ maj´ı n´ızke´ pravdeˇpodobnosti LPmax a DPmax, jak je uvedeno
v [6]. A hodneˇ na´hodny´ch permutac´ı ma´ −log2DPmax = 4.67807198 a −log2DPmax = 4.
K jedinci s −log2LPmax = 4.186218747 vsˇak evoluce dospeˇje evoluce s me´neˇ beˇhy, jinak
rˇecˇeno je nutne´ me´neˇ na´hodneˇ vygenerovany´ch jedinc˚u.
6ktere´ jsou uvedeny v [16]
7a dalˇs´ımi parametry vy´sˇe
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7.6 Dvoufa´zove´ hleda´n´ı
Kv˚uli zarucˇen´ı bijektivity u reprezentac´ı CGP a i686 se jako dalˇs´ı mozˇnost8 rˇesˇen´ı nab´ız´ı
rozdeˇlit evoluci na dveˇ fa´ze. V prvn´ı fa´zi se na reprezentaci permutace najde nejlepsˇ´ı rˇesˇen´ı.
To je pak pouzˇito jako tre´novac´ı mnozˇina pro symbolickou regresi pomoc´ı reprezentac´ı CGP
cˇi i686. Prvotneˇ nasta´va´ proble´m s vy´beˇrem vhodne´ho kandida´ta, ktery´ postoup´ı do druhe´
fa´ze. Symbolicka´ regrese bude muset by´t provedena neˇkolikra´t pro v´ıce jedinc˚u. Da´le se
bude muset prˇijmout fakt, zˇe i symbolicka´ regrese ma´ sva´ omezen´ı a proble´m se na ni jen
prˇena´sˇ´ı. Symbolicka´ regrese byla provedena na reprezentac´ıch CGP a i686 o rozmeˇrech 2×2,
4 × 4, 6 × 6, 8 × 8 na r˚uzny´ch permutac´ıch jako tre´novac´ı mnozˇiny. Tre´novac´ı mnozˇina je
u´plna´, tj. obsahuje vsˇechny vstupy a vy´stupy.
Parametry symbolicke´ regrese
Jizˇ prˇi pocˇtu generac´ı 50 a velikosti populace 1000 se v reprezentaci jako acyklicky´ graf
s 3 sloupci, 3 rˇa´dky a 3 maxima´ln´ımi mutacemi, nalezne 3 × 3 za nutnosti neˇkolika beˇh˚u.
U slozˇiteˇjˇs´ıch s-box˚u jizˇ za´lezˇ´ı na tvaru funkce, naprˇ. pro f(x) = x tj. [1, 2, · · · , n − 1], je
bez proble´mu nalezeno rˇesˇen´ı i pro 8× 8.
Vedlejˇs´ım produktem tohoto rozdeˇlen´ı mu˚zˇe by´t optima´ln´ı realizace, avsˇak za´kladn´ım
krite´riem mus´ı by´t prˇesnost. Nejoptima´lneˇjˇs´ı se vybere azˇ z neˇkolika prˇesny´ch rˇesˇen´ı.
7.7 Celkove´ zhodnocen´ı vy´sledku
Prˇi jednokriteria´ln´ı optimalizaci na provedeny´ch experimentech docha´z´ı jak na´hodne´ pro-
hleda´va´n´ı tak geneticky´ algoritmus k te´meˇrˇ obdobny´m vy´sledk˚um. Pouze v neˇktery´ch
prˇ´ıpadech je vy´razneˇji lepsˇ´ı bud’ jedno nebo druhe´. V multikriteria´ln´ım prohleda´va´n´ı po-
moc´ı algoritmu˚ VEGA a SPEA lze snadneˇji zajistit lepsˇ´ı hodnoty v´ıce krite´ri´ı soubeˇzˇneˇ nezˇ
u na´hodne´ho prohleda´va´n´ı. Zat´ımco na´hodne´ prohleda´va´n´ı je algoritmicky me´neˇ slozˇiteˇjˇs´ı,
geneticky´ algoritmus nepotrˇebuje tolik beˇh˚u (na´hodny´ch inicializac´ı jedinc˚u na pocˇa´tku).
Tedy jsou prˇ´ıpady reprezentac´ı jako permutace, kdy lze evolucˇn´ı algoritmy pouzˇ´ıt. Zarucˇit
bijektivitu lze spolehliveˇ jen u permutac´ı. U ostatn´ıch reprezentac´ı se prˇi multikriteria´ln´ım
prohleda´va´n´ı po prˇida´n´ı bijektivn´ıho sko´re vy´razneˇ zhorsˇuj´ı hodnoty ostatn´ıch krite´ri´ı.
A pokud pro vsˇechny nebijektivn´ı jedince bude hodnota kazˇde´ho krite´ria nulova´, cˇi-li naprˇed
je proveden test na bijektivitu a pote´ je teprve proveden vy´pocˇet krite´ria, poskytuje jesˇteˇ
horsˇ´ı vy´sledky. Nejle´pe by bylo, kdyby pro reprezentace CGP a i686 existovaly geneticke´
opera´tory, ktere´ bijektivitu zarucˇ´ı. U teˇchto reprezentac´ı se projevuje slozˇitost jejich struk-
tur (mnoho mozˇnost´ı pro mutace a krˇ´ızˇen´ı a cˇastost opakova´n´ı toho same´ho jedince), a
t´ım pa´dem evolucˇn´ı algoritmus hleda´ rˇesˇen´ı obt´ızˇneˇji [18]. Obdobne´ za´veˇry lze konstatovat
i u hleda´n´ı minima´ln´ı realizace (podle pocˇtu pouzˇity´ch hradel) u reprezentace CGP, kdy
je populace zanesena minima´ln´ımi nefunkcˇn´ımi obvody. Rozdeˇlen´ı na dveˇ fa´ze je pouhe´
prˇenesen´ı na proble´m symbolicke´ regrese. Minima´ln´ı realizace mus´ı by´t vybra´na, azˇ po
splneˇn´ı krite´ri´ı bezpecˇnosti. V nalezeny´ch zdroj´ıch se nezaby´vaj´ı multikriteria´ln´ım pro-
hleda´va´n´ım s v´ıce krite´rii bezpecˇnosti. V [13] se zaby´vaj´ı optima´ln´ı strukturou hardware,
avsˇak hodnoty krite´ri´ı bezpecˇnosti nejsou zmı´neˇny.
8po bijektivn´ım sko´re jako krite´rium a omezen´ı bijektivity v objektivn´ı funkci
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Kapitola 8
Za´veˇr
Prvn´ım vy´sledkem diplomove´ pra´ce je naimplementovany´ modul s knihovn´ımi funkcemi
pro Python, ktery´ vyzˇ´ıva´ algoritmy implementovane´ v dynamicky linkovane´ knihovneˇ, jenzˇ
byla implementova´na v C++. Druhy´m vy´sledkem jsou experimenta´lneˇ zjiˇsteˇne´ hodnoty.
Bylo navrzˇeno jednoduche´ rozhran´ı pro popis parametr˚u evoluce, aby jej bylo mozˇne´ v bu-
doucnu pouzˇ´ıt na dalˇs´ı experimenty. Ve fa´zi implementace muselo by´t naprogramova´no
efektivn´ı proveden´ı r˚uzny´ch evolucˇn´ıch algoritmu˚. K tomu bylo vyuzˇito na´stroj˚u valgrind,
ktery´ poma´ha´ odhalit chyby pra´ce s pameˇt´ı, a oprofile, hledaj´ıc´ı cˇa´sti ko´du, ktere´ trvaj´ı
nejde´le. Kv˚uli tomu, aby Python rozhran´ı meˇlo mozˇnost jednodusˇe popsat parametry evo-
luce, musela by´t provedena pra´ce na u´rovn´ı C++, ktera´ se navra´tila jednodusˇsˇ´ım popisem
experiment˚u a zpracova´n´ım vy´sledk˚u. Experimenty uka´zaly, ktere´ algoritmy, a jake´ jejich
pouzˇite´ parametry jsou lepsˇ´ı prˇi urcˇity´ch krite´ri´ıch na zvoleny´ch reprezentac´ıch, a to jak pro
jednotliva´ krite´ria bezpecˇnosti substitucˇn´ıch box˚u, tak i pro multikriteria´ln´ı optimalizaci.
V [17] je zmı´neˇno, zˇe bylo provedeno ma´lo porovnan´ı Geneticky´ch algoritmu˚ a algoritmu˚
EDA. I z toho d˚uvodu bylo provedeno srovna´n´ı na tomto konkre´tn´ım proble´mu. Nebylo
mozˇne´ prove´st vsˇechny mozˇne´ kombinace algoritmu˚, reprezentac´ı, krite´ri´ı a parametr˚u.
K experiment˚um byly vybra´ny ty, ktere´ se zda´ly by´t zaj´ımave´.
Na´meˇty pro dalˇs´ı rozvoj
Pro s-boxy slozˇiteˇjˇs´ı, nezˇ se ktery´mi byly provedeny experimenty v te´to pra´ci, je uzˇ nutne´
zva´zˇit hardwarovou akceleraci vy´pocˇt˚u jednotlivy´ch krite´ri´ı a prohleda´vac´ıch algoritmu˚.
Dalˇs´ım krite´riem by mohl by´t rˇa´d polynomu v GF (2m). Vysˇsˇ´ı rˇa´d [15, 3] polynomu zna-
mena´ vysˇsˇ´ı odolnost v˚ucˇi u´toku pomoc´ı interpolace Langrangeovy´m polynomem. Jedna´ se
o zobecneˇn´ı linea´rn´ı kryptoanaly´zy. Pra´veˇ pomoc´ı Lagrangeovy interpolace se z´ıska´ po-
lynom vyjadrˇuj´ıc´ı s-box. Jeho stupenˇ je da´le pouzˇitelny´ k maximalizaci. Existuje ovsˇem
neˇkolik variant Galois pol´ı, ze ktery´ch si u´tocˇn´ık mu˚zˇe vybrat, tud´ızˇ je nutna´ odolnost v˚ucˇi
vsˇem.
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Seznam pouzˇity´ch zkratek
AES Advanced Encryption Standard – sˇifra Rijndael schva´lena´ jako standard
BF Branching factor – faktor veˇtven´ı (viz podkapitola 3.2.5 na str. 17)
BMDA Bivariate Marginal Distribution Algorithm – druh EDA (str. 25)
BOA Bayesian Optimization Algorithm – druh EDA pouzˇ´ıvaj´ıc´ı Bayesovske´ s´ıteˇ jako
pravdeˇpodobnostn´ı model
CGP Cartesian Genetic Programing – viz str. 23
CREW Concurent Read Exclusive Write – jeden z mozˇny´ch model˚u paralelizmu
DES Data Encryption Standard – sˇifra s 56-bitovy´m kl´ıcˇem vyvinuta´ v 70. letech, v
p˚uvodn´ı formeˇ dnes jizˇ nespolehliva´
DSA Digital Signature Algorithm – algoritmus pro elektronicky´ podpis zalozˇeny´ na diskre´tn´ıch
logaritmech
EA Evolucˇn´ı Algoritmus – nadtrˇ´ıda prohleda´vac´ıch algoritmu˚ zmı´neˇny´ch v te´to pra´ci
EDA Estimation of Distribution Algorithm – druh EA zalozˇeny´ na pravdeˇpodobnostn´ım
modelu (str. 24)
GA Geneticky´ algoritmus – v klasicke´ podobeˇ (viz str. 21)
GaLib Genetic Algorithm Library – knihovna pro Geneticky´ algoritmus a geneticke´ pro-
gramova´n´ı [21]
GCC Gnu Compiler Collection – sada prˇekladacˇ˚u r˚uzny´ch jazyk˚u pro UNIXove´ syste´my
<http://gcc.gnu.org/>
GP Geneticke´ programova´n´ı – evolucˇn´ı algoritmus pracuj´ıc´ı rovnou se spustiteny´mi struk-
turami mı´sto cˇ´ıselne´ho chromozomu
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MD5 Message Digest 5 – jeden z hashovac´ıch algoritmu˚ Rona Rivesta, ktery´ mj. spolu-
pracoval na RSA
MOSAC maximal order SAC – SAC nejvysˇsˇ´ıho mozˇne´ho rˇa´du
POSIX Portable Operating System Interface – standardizovane´ prˇenositelne´ rozhrann´ı
pro operacˇn´ı syste´my
RC4 Rivest Cipher 4 – jedna ze symetricky´ch proudovy´ch sˇifer Rona Rivesta, ktery´ mj.
spolupracoval na RSA
RSA Rivest – Shamir – Adleman – nejzna´meˇjˇs´ı asymetricka´ sˇifra, zalozˇena´ na faktorizaci
soucˇinu dvou velky´ch prvocˇ´ısel, princip vymysleli drˇ´ıve v Brita´nii avsˇak jej tajili, neza´visle
na to same´ prˇiˇsla trojice Americˇan˚u
SAC Strict Avalanche Criterion – viz str. 14
SHA Secure Hash Algorithm – standardizovany´ hashovac´ı algoritmus, v soucˇasnosti SHA2,
SHA3 ve vy´voji
SPEA Strength Pareto Evolutionary Algorithm – multikriteria´ln´ı GA s elitou obsahuj´ıc´ı
nashlukovane´ Pareto-optima´ln´ı jedince (str. 27)
UMDA Univariate Marginal Distribution Algorithm – druh EDA (str. 25)
UML Unified Modeling Language – sada zformalizovany´ch graficky´ch reprezentac´ı na´vrhu/modelu
programu
VEGA Vector Evaluated Genetic Algorithm – jednoduchy´ multikriteria´ln´ı GA (str. 27)
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Seznam prˇ´ıloh
Soucˇa´st´ı odevzdane´ pra´ce jsou tyto prˇ´ılohy:
A Chromozo´m v Karte´zske´m geneticke´m programova´n´ı
B Prˇehled prˇ´ıkaz˚u pro skriptova´n´ı experiment˚u
C Podrobne´ tabulky a grafy
DVD DVD nosicˇ
DVD nosicˇ obsahuje:
• kompletn´ı zdrojove´ ko´dy programu
• kompletn´ı zdrojove´ ko´dy tohoto textu
• vy´stupy programu prˇi jednotlivy´ch experimentech
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Prˇ´ıloha A
Chromozo´m v Karte´zske´m
geneticke´m programova´n´ı
Tato prˇ´ıloha vysveˇtluje znacˇen´ı v chromozo´mu karte´zske´ho geneticke´ho programova´n´ı. No-
tace byla pouzˇita ve shodeˇ s CGPTools [20]
Tvar chromozo´mu
Hlavicˇka obsahuje u´daje v tomto porˇad´ı:
{pocˇet_vstupu˚, pocˇet_vy´stupu˚, sloupce, rˇa´dky, vstupu˚_do_bloku, l_back,
pocˇet_pouzˇity´ch_bloku˚}
Na´sleduj´ı popisy jednotlivy´ch blok˚u (za vstupn´ı blok se povazˇuje i vstup cele´ho obvodu,
bloky se cˇ´ısluj´ı od pocˇtu vstup˚u):
([cˇı´slo bloku] vstupnı´_blok_a, vstupnı´_blok_b, funkce)
a na konec jsou vy´stupy neˇktery´ch blok˚u (uvedena cˇ´ısla) prohla´sˇeny za vy´stupy cele´ho
obvodu:
(seznam bloku˚)
Prˇiˇrazen´ı funkc´ı
pro vstupn´ı promeˇnne´ a a b
cˇ´ıslo funkce vy´raz
0 a
1 a AND b
2 a OR b
3 a XOR b
4 NOT a
5 NOT b
6 a AND (NOT b)
7 a NAND b
8 a NOR b
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Prˇ´ıloha B
Prˇehled prˇ´ıkaz˚u pro skriptova´n´ı
experiment˚u
Tento kra´tky´ manua´l je urcˇen teˇm, kterˇ´ı budou cht´ıt prova´deˇt vlastn´ı experimenty v evo-
lucˇn´ım hleda´n´ı s-box˚u. Pro spra´vny´ (paraleln´ı) chod je nutne´ mı´t zkompilovanou knihovnu
Galib v upravene´ podobeˇ. Pro sekvencˇn´ı byla odzkousˇena i knihovna p˚uvodn´ı. Po instalaci
knihovny je mozˇne´ pomoc´ı prˇ´ıkazu make zkompilovat dynamickou knihovnu pro hleda´n´ı
s-box˚u. Pokud nejde z nejakeho d˚uvodu Galib nainstalovat a jen zkompilovat v adresa´rˇi,
mus´ı se v makefile pomoc´ı prˇep´ınacˇ˚u -I a -L nastavit cesta k te´to knihovneˇ. (V odevzda´vane´
podobeˇ jsou zdrojove´ ko´dy tak jak beˇzˇely na serveru merlin, takzˇe makefile je nastaveny´).
Da´le popisovane´ objekty jsou v (i)pythonu prˇ´ıstupne´ pomoc´ı prˇ´ıkazu:
from evolution import *
tak jak videˇt v souboru experiments.py. V tomto souboru jsou te´zˇ provedene´ experimenty
jako prˇ´ıklady.
Definova´n´ı genomu
Pro zvolen´ı reprezentace slouzˇ´ı konstruktor objektu Genome, ktere´mu je trˇeba prˇedat typ,
objektivn´ı funkci pro jednokriteria´ln´ı optimalizaci:
Genome(chromozomeType, criterion, [specific])
kde chromozomeType mu˚zˇe by´t
ChromozomeType.BINARY pro bina´rn´ı reprezentaci; specific jsou pocˇet vstupn´ıch bit˚u,
pocˇet vy´stupn´ıch bit˚u
ChromozomeType.PERMUTATION pro reprezentaci jako seznam vy´stup˚u; specific vyzˇadova´n´ı
permutace, pocˇet vstupn´ıch bit˚u, pocˇet vy´stupn´ıch bit˚u
ChromozomeType.CGP pro reprezentaci jako acyklicky´ graf hradel; specific pocˇet vstupn´ıch
bit˚u, pocˇet vy´stupn´ıch bit˚u, pocˇet sloupc˚u, pocˇet rˇa´dk˚u, maxima´ln´ı pocˇet mutac´ı jednoho
prvku
ChromozomeType.SOFTWARE_IMPL pro reprezentaci jako posloupnost trojinstrukc´ı i686;
specific pocˇet cˇtverˇic bit˚u na vstupu a vy´stupu za´rovenˇ
a criterion
(pro multikriteria´ln´ı optimalizaci ignorova´n, lze vsˇak zadat CriterionFunction.NONE_FITNESS)
CriterionFunction.BENT_AND_MOSAC pro zvolen´ı krite´ria bent sko´re,
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CriterionFunction.LP_MAX pro linear probability,
CriterionFunction.DP_MAX pro differential probability,
CriterionFunction.BIJECTIVE_SCORE pro bijektivn´ı sko´re,
CriterionFunction.SAC pro rˇa´d Strict avalanche criterion,
CriterionFunction.BF pro faktor veˇtven´ı,
CriterionFunction.POLYNOMIAL_DEGREE pro stupenˇ algebraicke´ho polynomu
Definova´n´ı parametr˚u hleda´n´ı, vy´beˇr algoritmu
Vytvorˇen´ı nove´ho hleda´n´ı se provede pomoc´ı zavola´n´ı kostruktoru:
Searching(algorithm, genome, popSize, generations, [specific])
algorithm je
"Ga" pro jednokriteria´ln´ı geneticky´ algoritmus (geneticke´ programova´n´ı);
specific pravdeˇpodobnost mutace, pravdeˇpodobnost krˇ´ızˇen´ı, zapnut´ı elitismu
"Vega" pro algoritmus VEGA; specific pravdeˇpodobnost mutace, pravdeˇpodobnost krˇ´ızˇen´ı,
seznam krite´ri´ı
"Spea" pro algoritmus SPEA; specific pravdeˇpodobnost mutace, pravdeˇpodobnost krˇ´ızˇen´ı,
seznam krite´ri´ı
"Eda" pro algoritmus EDA; specific typ (False pro UMDA, True BMDA)
"Random" pro na´hodne´ prohleda´va´n´ı; velikost populace znamena´ pocˇet uchova´vany´ch nej-
lepsˇ´ıch vy´sledk˚u
"ParallelRandom" pro paraleln´ı na´hodne´ prohleda´va´n´ı; specific pravdeˇpodobnost mu-
tace
genome je reprezentace vytvorˇena´ podle pravidel vy´sˇe a popSize resp. generations je
velikost populace resp. pocˇet generac´ı
Spusˇteˇn´ı evoluce a z´ıska´n´ı vy´sledku
Trˇ´ıda Searching obsahuje:
• instancˇn´ı metodu simpleEvolve() – umozˇnˇuje spustit jeden experiment
• trˇ´ıdn´ı metodu parallelSearching(list) – provede seznam list objekt˚u typu Sear-
ching paralelneˇ
• instancˇn´ı metodu statistics() – po proveden´ı evoluce vra´t´ı object TStatistics
• instancˇn´ı metodu bestPopulationStrings() – vra´t´ı seznam rˇeteˇzcovy´ch reprezentac´ı
vsˇech statistics().nBestGenomes nejlepsˇ´ıch jedinc˚u za cely´ pr˚ubeˇh evoluce
Trˇ´ıda TStatistics obsahuje:
• online – pr˚umeˇr sko´re za cely´ pr˚ubeˇh evoluce
• offlineMax – pr˚umeˇr minima´ln´ıch sko´re
• offlineMin – pr˚umeˇr maxima´ln´ıch sko´re
• bestPopulationScores – sko´re vsˇech nBestGenomes nejlepsˇ´ıch jedinc˚u za cely´ pr˚ubeˇh
evoluce
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• bestPopulationCriterionsValues – hodnoty jednotlivy´ch krite´ri´ı vsˇech nBestGenomes
nejlepsˇ´ıch jedinc˚u za cely´ pr˚ubeˇh evoluce
• bestPopulationOutputs – vy´stupy vsˇech nBestGenomes nejlepsˇ´ıch jedinc˚u za cely´
pr˚ubeˇh evoluce
• maxEver – nejveˇtsˇ´ı dosazˇene´ sko´re,
• minEver – nejmensˇ´ı dosazˇene´ sko´re,
• generation – posledn´ı generace,
• convergence – konvergence evoluce,
• selections – pocˇet provedeny´ch selekc´ı za cely´ pr˚ubeˇh evoluce,
• crossovers – pocˇet provedeny´ch krˇ´ızˇen´ı za cely´ pr˚ubeˇh evoluce,
• mutations – pocˇet provedeny´ch mutac´ı za cely´ pr˚ubeˇh evoluce,
• replacements – pocˇet provedeny´ch nahrazen´ı za cely´ pr˚ubeˇh evoluce,
• nBestGenomes – pocˇet uchova´vany´ch nejlepsˇ´ıch jedinc˚u,
Polozˇky bestPopulationScores ap. jsou typu numpy.Array
Proveden´ı symbolicke´ regrese z vy´sledku prˇedchoz´ıho hleda´n´ı
Pro symbolickou regresi je trˇeba vytvorˇit specializovany´ genom
SymbolicalRegresionGenome(chromozomeType, list, [specific])
kde list je seznam pozˇadovany´ch vy´stup˚u, mus´ı odpov´ıdat parametr˚um boxu ostatn´ı pa-
rametry jsou shodne´ s trˇ´ıdou Genome
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Prˇ´ıloha C
Podrobne´ tabulky a grafy
V te´to prˇ´ıloze jsou uvedeny tabulky a grafy ze 7. kapitoly, ktere´ jsou prˇ´ıliˇs podrobne´ na to,
aby byly v te´ kapitole obsazˇeny. Kapitola 7 se na neˇ dovola´va´ pomoc´ı krˇ´ızˇovy´ch odkaz˚u a tam
je te´zˇ k nim umı´steˇn komenta´rˇ. Hodnoty v tabulka´ch ve sloupci
”
Parametry“ jsou ve tvaru
(pMut, pCross), kde pMut je pravdeˇpodobnost mutace a pCross pravdeˇpodobnost krˇ´ızˇen´ı.
Krabicove´ grafy na obra´zc´ıch C.2 azˇ C.16 zna´zornˇuj´ı rozlozˇen´ı stejneˇ pocˇetny´ch skupin
hodnot. Horn´ı a doln´ı strana modre´ho obde´ln´ıka zna´zornˇuje umı´steˇn´ı kvartil˚u. Prostrˇedn´ı
cˇervena´ vodorovna´ u´secˇka prˇestavuje media´n. Nahoru a dol˚u od obde´ln´ıka vede tzv. vous.
Horn´ı resp. doln´ı vous zna´zornˇuje nejvysˇsˇ´ı resp. nejnizˇsˇ´ı hodnotu, na kterou ma´ by´t bra´n
zrˇetel. Krˇ´ızˇky jsou oznacˇeny odlehle´ hodnoty.
Tabulka C.1: Vy´sledky pro cely´ interval pro krite´rium SAC prˇi hleda´n´ı para-
metr˚u GA
Parametry maximum media´n std. odchylka pr˚umeˇr minimum
(0, 0) 1 0 0.0809699 0.0066 0
(0, 0.4) 2 1 0.0509265 1.0026 1
(0, 0.6) 2 1 0.0623285 1.0039 1
(0.4, 0.4) 2 1 0.0809684 1.0066 1
(0.05, 0.4) 2 1 0.0845514 1.0072 1
(0, 0.2) 3 0 0.441642 0.263 0
(0.4, 0) 3 1 0.0785067 1.006 1
(0, 0.8) 3 1 0.0803715 1.0063 1
(0.6, 0.4) 3 1 0.0815945 1.0065 1
(0.8, 0) 3 1 0.082812 1.0065 1
(0.4, 0.2) 3 1 0.0845636 1.007 1
(0.6, 0.6) 3 1 0.0857259 1.0072 1
(0.6, 0) 3 1 0.0863206 1.0069 1
(0.05, 0.6) 3 1 0.0863215 1.0069 1
(0.6, 0.8) 3 1 0.08631 1.0071 1
(0.1, 0.4) 3 1 0.0868963 1.007 1
(0.8, 0.6) 3 1 0.0874718 1.0069 1
(0.8, 0.8) 3 1 0.0874622 1.0071 1
(0.05, 0) 3 1 0.0874461 1.0073 1
(0.05, 0.8) 3 1 0.0885629 1.0075 1
(0.8, 0.4) 3 1 0.088563 1.0075 1
(0.1, 0) 3 1 0.0896852 1.0075 1
(0.6, 0.2) 3 1 0.0902371 1.0076 1
(0.2, 0.2) 3 1 0.0902182 1.0078 1
(0.1, 0.8) 3 1 0.0902183 1.0078 1
(0.05, 0.2) 3 1 0.0907574 1.0079 1
(0.4, 0.8) 3 1 0.0913398 1.0076 1
(0.2, 0.6) 3 1 0.0918783 1.0077 1
(0.1, 0.6) 3 1 0.091852 1.0079 1
(0.2, 0.4) 3 1 0.0929026 1.0083 1
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Tabulka C.1: Vy´sledky pro cely´ interval pro krite´rium SAC prˇi hleda´n´ı para-
metr˚u GA
Parametry maximum media´n std. odchylka pr˚umeˇr minimum
(0.2, 0.8) 3 1 0.0934659 1.008 1
(0.4, 0.6) 3 1 0.0939728 1.0083 1
(0.8, 0.2) 3 1 0.0945171 1.0082 1
(0.2, 0) 3 1 0.0945181 1.0082 1
(0.1, 0.2) 3 1 0.0985637 1.0092 1
Tabulka C.2: Vy´sledky pro cely´ interval pro krite´rium Branching Factor prˇi
hleda´n´ı parametr˚u GA
Parametry maximum media´n std. odchylka pr˚umeˇr minimum
(0, 0) 2 2 0 2 2
(0, 0.2) 3 2 0.0528395 2.0028 2
(0, 0.4) 3 2 0.0879735 2.0078 2
(0, 0.6) 3 2 0.102886 2.0107 2
(0, 0.8) 3 2 0.125482 2.016 2
(0.8, 0) 3 2 0.134745 2.0185 2
(0.4, 0.2) 3 2 0.135111 2.0186 2
(0.05, 0.4) 3 2 0.137571 2.0193 2
(0.05, 0.2) 3 2 0.138615 2.0196 2
(0.8, 0.8) 3 2 0.138963 2.0197 2
(0.6, 0) 3 2 0.139993 2.02 2
(0.05, 0.6) 3 2 0.139993 2.02 2
(0.8, 0.6) 3 2 0.14171 2.0205 2
(0.6, 0.6) 3 2 0.142047 2.0206 2
(0.4, 0.4) 3 2 0.142375 2.0207 2
(0.4, 0.8) 3 2 0.142375 2.0207 2
(0.1, 0) 3 2 0.142708 2.0208 2
(0.6, 0.4) 3 2 0.142709 2.0208 2
(0.2, 0.4) 3 2 0.143388 2.021 2
(0.1, 0.6) 3 2 0.144042 2.0212 2
(0.1, 0.4) 3 2 0.144043 2.0212 2
(0.4, 0.6) 3 2 0.144386 2.0213 2
(0.8, 0.4) 3 2 0.144713 2.0214 2
(0.1, 0.2) 3 2 0.144713 2.0214 2
(0.6, 0.8) 3 2 0.14504 2.0215 2
(0.2, 0) 3 2 0.145706 2.0217 2
(0.05, 0) 3 2 0.147008 2.0221 2
(0.6, 0.2) 3 2 0.147008 2.0221 2
(0.05, 0.8) 3 2 0.147329 2.0222 2
(0.2, 0.6) 3 2 0.147329 2.0222 2
(0.2, 0.8) 3 2 0.147664 2.0223 2
(0.2, 0.2) 3 2 0.148297 2.0225 2
(0.4, 0) 3 2 0.148615 2.0226 2
(0.8, 0.2) 3 2 0.148615 2.0226 2
(0.1, 0.8) 3 2 0.156425 2.0251 2
Tabulka C.3: Pr˚umeˇry krite´ri´ı, permutace, algoritmus Vega
Parametry Pocˇet
nadpr˚u-
meˇrny´ch
Bent sko´re LPmax DPmax SAC faktor
veˇtven´ı
stupenˇ po-
lynomu
(0, 0) 4 30.552 1.3164 1.50276 0.04155 2 2.86885
(0, 0.01) 129 30.0604 1.62747 1.60609 0.06055 2 2.80555
(0, 0.05) 136 29.5706 1.90148 1.63849 0.1023 2.00005 2.74485
(0, 0.1) 126 29.2994 1.87887 1.61536 0.1273 2 2.7172
(0, 0.2) 199 29.1722 1.84383 1.59467 0.15375 2 2.70585
(0, 0.3) 218 29.1935 1.8149 1.59044 0.184 2 2.7079
(0, 0.4) 197 29.1935 1.80199 1.58468 0.19355 2 2.7082
(0, 0.5) 209 29.1345 1.78896 1.57468 0.20615 2 2.703
(0, 0.6) 262 29.1197 1.78238 1.57491 0.2143 2 2.70505
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Tabulka C.3: Pr˚umeˇry krite´ri´ı, permutace, algoritmus Vega
Parametry Pocˇet
nadpr˚u-
meˇrny´ch
Bent sko´re LPmax DPmax SAC faktor
veˇtven´ı
stupenˇ po-
lynomu
(0, 0.7) 258 29.0871 1.7782 1.5706 0.218 2 2.70025
(0, 0.8) 249 29.1013 1.77824 1.5717 0.2158 2 2.6989
(0, 0.9) 240 29.0779 1.77244 1.56821 0.21885 2 2.699
(0.01, 0) 248 29.0996 1.76672 1.56907 0.2283 2 2.6997
(0.01, 0.01) 255 29.0616 1.77139 1.56605 0.22305 2 2.6984
(0.01, 0.05) 262 29.114 1.76524 1.56694 0.22655 2 2.7039
(0.01, 0.1) 268 29.1092 1.76679 1.56885 0.22685 2 2.7032
(0.01, 0.2) 233 29.0781 1.77317 1.56899 0.21925 2 2.69985
(0.01, 0.3) 238 29.1072 1.77676 1.56757 0.21845 2 2.7015
(0.01, 0.4) 248 29.0669 1.76429 1.56859 0.228 2 2.6973
(0.01, 0.5) 206 29.13 1.77068 1.56634 0.21975 2 2.70365
(0.01, 0.6) 261 29.0946 1.7786 1.57167 0.217 2 2.7009
(0.01, 0.7) 219 29.1311 1.77289 1.56736 0.2188 2 2.7033
(0.01, 0.8) 261 29.0912 1.77051 1.57232 0.2249 2 2.70225
(0.01, 0.9) 258 29.0919 1.76983 1.56683 0.2234 2.00005 2.70005
(0.05, 0) 223 29.0863 1.76957 1.56649 0.2208 2 2.69985
(0.05, 0.01) 244 29.0906 1.77501 1.56698 0.21865 2 2.69955
(0.05, 0.05) 254 29.1067 1.77121 1.56666 0.22145 2 2.70145
(0.05, 0.1) 229 29.0779 1.77573 1.57002 0.21775 2 2.6979
(0.05, 0.2) 244 29.1192 1.76646 1.56778 0.22535 2 2.7026
(0.05, 0.3) 239 29.0565 1.77324 1.56822 0.2203 2.00005 2.6976
(0.05, 0.4) 272 29.1361 1.77011 1.56607 0.2251 2.00005 2.7074
(0.05, 0.5) 222 29.0983 1.77542 1.57057 0.2167 2 2.70055
(0.05, 0.6) 253 29.1275 1.77448 1.57069 0.22015 2 2.70645
(0.05, 0.7) 241 29.1365 1.77207 1.56696 0.22255 2 2.7064
(0.05, 0.8) 262 29.0948 1.77016 1.56599 0.2232 2 2.7012
(0.05, 0.9) 249 29.1069 1.76569 1.565 0.22815 2 2.7032
(0.1, 0) 231 29.093 1.77454 1.56968 0.2181 2 2.7
(0.1, 0.01) 248 29.1061 1.76797 1.56408 0.2265 2 2.70365
(0.1, 0.05) 256 29.1627 1.77034 1.57059 0.22375 2 2.7062
(0.1, 0.1) 261 29.0423 1.77288 1.56311 0.22235 2 2.69625
(0.1, 0.2) 231 29.1102 1.77219 1.56624 0.2217 2 2.70205
(0.1, 0.3) 225 29.0767 1.76711 1.56655 0.22265 2 2.6999
(0.1, 0.4) 245 29.0702 1.77286 1.5682 0.2223 2 2.69635
(0.1, 0.5) 261 29.0927 1.77346 1.56885 0.22065 2 2.7004
(0.1, 0.6) 240 29.1341 1.77146 1.5684 0.2194 2 2.7036
(0.1, 0.7) 240 29.1109 1.76861 1.56929 0.2238 2 2.7013
(0.1, 0.8) 234 29.0678 1.76585 1.56734 0.22435 2 2.69915
(0.1, 0.9) 281 29.0788 1.77457 1.56801 0.22135 2 2.69745
(0.2, 0) 228 29.1306 1.76486 1.56346 0.22585 2 2.70625
(0.2, 0.01) 226 29.0886 1.77171 1.56707 0.22105 2 2.6987
(0.2, 0.05) 234 29.1051 1.77616 1.56693 0.2184 2 2.70085
(0.2, 0.1) 252 29.0842 1.7668 1.56559 0.22755 2 2.6979
(0.2, 0.2) 239 29.0771 1.77097 1.56613 0.2217 2 2.6974
(0.2, 0.3) 264 29.1199 1.76927 1.57026 0.224 2.00005 2.7022
(0.2, 0.4) 233 29.073 1.76872 1.56128 0.22325 2 2.70025
(0.2, 0.5) 229 29.0126 1.77426 1.56785 0.2192 2 2.6949
(0.2, 0.6) 237 29.1238 1.77062 1.5673 0.22075 2 2.7054
(0.2, 0.7) 251 29.0671 1.76796 1.56645 0.22545 2 2.6992
(0.2, 0.8) 258 29.1424 1.77071 1.56934 0.2238 2 2.70635
(0.2, 0.9) 231 29.1014 1.76713 1.56669 0.22555 2 2.70365
(0.3, 0) 236 29.1088 1.77388 1.56934 0.2208 2 2.70135
(0.3, 0.01) 217 29.1404 1.77088 1.56812 0.22285 2 2.7039
(0.3, 0.05) 244 29.112 1.77694 1.56865 0.21895 2 2.70245
(0.3, 0.1) 255 29.1596 1.77655 1.56981 0.2185 2 2.7056
(0.3, 0.2) 242 29.1304 1.77211 1.57029 0.22315 2 2.70515
(0.3, 0.3) 249 29.0796 1.77033 1.56663 0.22305 2.00005 2.70015
(0.3, 0.4) 238 29.0876 1.77565 1.56972 0.2193 2 2.70005
(0.3, 0.5) 251 29.0746 1.77583 1.56927 0.21865 2 2.69835
(0.3, 0.6) 236 29.114 1.77167 1.56531 0.2232 2 2.7039
(0.3, 0.7) 210 29.0565 1.76512 1.56588 0.22415 2 2.69745
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Tabulka C.3: Pr˚umeˇry krite´ri´ı, permutace, algoritmus Vega
Parametry Pocˇet
nadpr˚u-
meˇrny´ch
Bent sko´re LPmax DPmax SAC faktor
veˇtven´ı
stupenˇ po-
lynomu
(0.3, 0.8) 277 29.0954 1.76736 1.5647 0.2267 2 2.69965
(0.3, 0.9) 235 29.0928 1.7759 1.56908 0.21905 2 2.70135
(0.4, 0) 219 29.0484 1.77142 1.56632 0.2219 2.00005 2.69585
(0.4, 0.01) 257 29.1129 1.77039 1.56786 0.2231 2 2.7027
(0.4, 0.05) 224 29.1243 1.76633 1.57012 0.22635 2 2.7034
(0.4, 0.1) 259 29.0592 1.77032 1.56891 0.2227 2 2.69935
(0.4, 0.2) 245 29.1536 1.77521 1.5745 0.2187 2 2.7034
(0.4, 0.3) 252 29.0361 1.77575 1.5706 0.22065 2 2.69595
(0.4, 0.4) 256 29.0898 1.76491 1.56697 0.22935 2 2.70105
(0.4, 0.5) 242 29.0861 1.77253 1.57361 0.2204 2 2.70045
(0.4, 0.6) 261 29.087 1.77186 1.56675 0.22215 2 2.70045
(0.4, 0.7) 250 29.1431 1.77025 1.56947 0.2221 2 2.70645
(0.4, 0.8) 220 29.0956 1.76727 1.56475 0.22495 2 2.70315
(0.4, 0.9) 247 29.0397 1.77132 1.56845 0.22035 2 2.6967
(0.5, 0) 275 29.1199 1.76707 1.56903 0.228 2 2.7036
(0.5, 0.01) 213 29.0694 1.77092 1.56328 0.22235 2 2.7014
(0.5, 0.05) 228 29.0649 1.7743 1.56664 0.2191 2 2.6969
(0.5, 0.1) 235 29.0551 1.77212 1.56835 0.2232 2 2.6967
(0.5, 0.2) 213 29.0601 1.77445 1.57218 0.218 2 2.69595
(0.5, 0.3) 222 29.0524 1.76865 1.5628 0.2242 2 2.6977
(0.5, 0.4) 255 29.0839 1.76888 1.5698 0.2256 2 2.70095
(0.5, 0.5) 235 29.1096 1.76619 1.56762 0.22465 2 2.7003
(0.5, 0.6) 242 29.1059 1.77424 1.56962 0.22 2 2.70325
(0.5, 0.7) 258 29.1245 1.77612 1.57207 0.2191 2 2.70455
(0.5, 0.8) 242 29.1207 1.7639 1.56289 0.2285 2.00005 2.70485
(0.5, 0.9) 266 29.0924 1.7734 1.56674 0.22175 2 2.69995
(0.6, 0) 240 29.1114 1.77178 1.56324 0.2216 2 2.70395
(0.6, 0.01) 248 29.1267 1.77343 1.56535 0.22165 2 2.705
(0.6, 0.05) 247 29.1002 1.77204 1.56817 0.22185 2 2.69955
(0.6, 0.1) 258 29.1029 1.77823 1.56927 0.2165 2 2.6999
(0.6, 0.2) 246 29.1208 1.77087 1.56964 0.2227 2 2.7009
(0.6, 0.3) 226 29.1152 1.77853 1.56981 0.21675 2 2.70185
(0.6, 0.4) 220 29.0742 1.77199 1.56875 0.22055 2 2.69845
(0.6, 0.5) 239 29.0876 1.77541 1.56875 0.22015 2 2.69995
(0.6, 0.6) 243 29.0766 1.7695 1.56548 0.2242 2 2.69935
(0.6, 0.7) 256 29.0662 1.77282 1.56497 0.2227 2 2.6982
(0.6, 0.8) 247 29.0761 1.76264 1.56502 0.22975 2 2.7003
(0.6, 0.9) 227 29.0834 1.77362 1.56767 0.22 2 2.70015
(0.7, 0) 204 29.1338 1.77233 1.56672 0.2214 2 2.7052
(0.7, 0.01) 228 29.1622 1.77348 1.56871 0.21715 2 2.7057
(0.7, 0.05) 241 29.1212 1.77025 1.56654 0.2226 2 2.70335
(0.7, 0.1) 243 29.1109 1.77005 1.5675 0.2211 2 2.704
(0.7, 0.2) 254 29.0954 1.77017 1.56734 0.22285 2 2.70115
(0.7, 0.3) 248 29.074 1.7714 1.57196 0.22425 2 2.69885
(0.7, 0.4) 274 29.1005 1.77064 1.56925 0.22505 2 2.7017
(0.7, 0.5) 232 29.0354 1.76491 1.56384 0.22475 2 2.6954
(0.7, 0.6) 249 29.08 1.77292 1.56674 0.22175 2 2.7007
(0.7, 0.7) 235 29.1014 1.77275 1.56925 0.2193 2 2.70145
(0.7, 0.8) 251 29.0169 1.77403 1.56329 0.2191 2 2.69325
(0.7, 0.9) 241 29.0801 1.76964 1.56498 0.2233 2 2.702
(0.8, 0) 237 29.1153 1.76765 1.56664 0.22455 2 2.70165
(0.8, 0.01) 235 29.1161 1.77202 1.56669 0.2212 2 2.70415
(0.8, 0.05) 241 29.0526 1.76918 1.56262 0.2253 2 2.69785
(0.8, 0.1) 235 29.0664 1.77194 1.56641 0.21835 2 2.6978
(0.8, 0.2) 231 29.1066 1.77144 1.56535 0.2218 2 2.7021
(0.8, 0.3) 254 29.1132 1.77434 1.57228 0.2214 2 2.70245
(0.8, 0.4) 225 29.0748 1.77358 1.57036 0.2195 2 2.69795
(0.8, 0.5) 232 29.1287 1.76912 1.56596 0.22365 2 2.70605
(0.8, 0.6) 234 29.0373 1.77109 1.5688 0.22295 2 2.6963
(0.8, 0.7) 215 29.0447 1.77829 1.56951 0.2146 2 2.69565
(0.8, 0.8) 211 29.1233 1.77392 1.57304 0.2198 2 2.70305
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Tabulka C.3: Pr˚umeˇry krite´ri´ı, permutace, algoritmus Vega
Parametry Pocˇet
nadpr˚u-
meˇrny´ch
Bent sko´re LPmax DPmax SAC faktor
veˇtven´ı
stupenˇ po-
lynomu
(0.8, 0.9) 241 29.0578 1.77422 1.56762 0.21975 2 2.69705
(0.9, 0) 248 29.0844 1.76714 1.56366 0.2251 2 2.70015
(0.9, 0.01) 242 29.0771 1.7692 1.56371 0.22285 2 2.69875
(0.9, 0.05) 260 29.1542 1.77186 1.57026 0.22455 2 2.705
(0.9, 0.1) 227 29.0964 1.76547 1.56702 0.2274 2 2.6995
(0.9, 0.2) 230 29.1508 1.76577 1.56529 0.22525 2 2.70745
(0.9, 0.3) 241 29.0558 1.77701 1.56706 0.218 2 2.69545
(0.9, 0.4) 235 29.0477 1.76832 1.56422 0.2262 2 2.6959
(0.9, 0.5) 233 29.0645 1.77625 1.56985 0.2181 2 2.69915
(0.9, 0.6) 248 29.0957 1.77071 1.56735 0.22295 2 2.7
(0.9, 0.7) 237 29.1671 1.77576 1.56927 0.2171 2 2.7071
(0.9, 0.8) 250 29.0908 1.76655 1.56632 0.2272 2 2.70085
(0.9, 0.9) 224 29.1147 1.77638 1.5717 0.21855 2 2.69975
Tabulka C.4: Pr˚umeˇry krite´ri´ı, permutace, algoritmus Spea
Parametry Pocˇet
nadpr˚u-
meˇrny´ch
Bent sko´re LPmax DPmax SAC faktor
veˇtven´ı
stupenˇ po-
lynomu
(0, 0) 6 31.8152 1.86648 1.90963 0.137763 2.00162 2.98379
(0, 0.01) 18 31.933 1.91158 1.94681 0.100812 2.00068 2.99256
(0, 0.05) 50 31.9452 1.95575 1.97402 0.0732861 2.00039 2.99448
(0, 0.1) 75 31.9258 1.96241 1.97169 0.122249 2.00081 2.99104
(0, 0.2) 94 31.8022 1.96327 1.96813 0.262222 2.00889 2.98222
(0, 0.3) 98 31.8311 1.96851 1.96739 0.387417 2.00662 2.98013
(0, 0.4) 102 31.7593 1.91963 1.94531 0.981481 2.03704 2.99074
(0, 0.5) 178 31.4703 1.95043 1.96665 0.989189 2.02162 2.96757
(0, 0.6) 131 31.3869 1.92701 1.94723 0.985401 2.0292 2.92701
(0, 0.7) 255 31.5204 1.93056 1.94058 0.996283 2.02974 2.95539
(0, 0.8) 256 31.834 1.97793 1.98583 0.973585 2.02642 2.98491
(0, 0.9) 188 31.8442 1.9304 1.95941 0.964824 2.03518 2.9799
(0.01, 0) 3620 31.8773 1.97965 1.98323 1.01873 2.00326 2.9905
(0.01, 0.01) 3279 31.9511 1.98315 1.9902 1.0018 2.01171 2.9955
(0.01, 0.05) 3498 31.9411 1.98537 1.98948 1.00535 2.0062 2.99549
(0.01, 0.1) 3271 31.9376 1.98403 1.98922 1.00151 2.00724 2.99457
(0.01, 0.2) 3455 31.9313 1.98115 1.98724 1.00371 2.0077 2.99401
(0.01, 0.3) 3249 31.9069 1.96494 1.97644 1.01981 2.00961 2.99189
(0.01, 0.4) 3325 31.8443 1.967 1.97938 1.00558 2.0097 2.98971
(0.01, 0.5) 3115 31.8915 1.9694 1.97885 1.00031 2.01501 2.98968
(0.01, 0.6) 3112 31.8939 1.96874 1.97806 1.00626 2.01628 2.99061
(0.01, 0.7) 3200 31.899 1.98107 1.98629 1.00983 2.00768 2.99109
(0.01, 0.8) 2958 31.905 1.97481 1.97977 0.99868 2.01386 2.99241
(0.01, 0.9) 2914 31.7382 1.96012 1.97462 1.01269 2.00835 2.98197
(0.05, 0) 1897 31.7976 1.94876 1.96668 0.984779 2.0274 2.98021
(0.05, 0.01) 1903 31.7406 1.93595 1.95939 0.999496 2.02217 2.97229
(0.05, 0.05) 2040 31.7459 1.9421 1.96271 0.988213 2.02593 2.97265
(0.05, 0.1) 1993 31.6684 1.9334 1.95616 0.9885 2.03019 2.96933
(0.05, 0.2) 1828 31.6467 1.91618 1.94595 0.990201 2.03507 2.96854
(0.05, 0.3) 1778 31.7066 1.9398 1.96284 0.982172 2.02971 2.96813
(0.05, 0.4) 1788 31.753 1.9486 1.96503 0.994606 2.02104 2.97843
(0.05, 0.5) 1723 31.6501 1.92824 1.95088 0.99005 2.0293 2.96794
(0.05, 0.6) 1679 31.5711 1.92401 1.94907 0.988669 2.03059 2.96261
(0.05, 0.7) 1649 31.4917 1.90959 1.93868 0.986294 2.03712 2.95545
(0.05, 0.8) 1571 31.5943 1.91954 1.94602 0.986136 2.03496 2.96745
(0.05, 0.9) 1530 31.6511 1.9275 1.95281 0.980757 2.03662 2.96276
(0.1, 0) 1209 31.472 1.90428 1.9359 0.974379 2.04503 2.95186
(0.1, 0.01) 1192 31.5212 1.90281 1.93413 0.96305 2.05031 2.95283
(0.1, 0.05) 1163 31.6326 1.91623 1.94288 0.977291 2.03974 2.96675
(0.1, 0.1) 1151 31.2343 1.88231 1.91345 0.969502 2.05377 2.9382
(0.1, 0.2) 1143 31.4258 1.9164 1.93895 0.971831 2.0406 2.95278
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Tabulka C.4: Pr˚umeˇry krite´ri´ı, permutace, algoritmus Spea
Parametry Pocˇet
nadpr˚u-
meˇrny´ch
Bent sko´re LPmax DPmax SAC faktor
veˇtven´ı
stupenˇ po-
lynomu
(0.1, 0.3) 1147 31.4044 1.88997 1.92272 0.958671 2.05592 2.94246
(0.1, 0.4) 1084 31.1228 1.87289 1.90822 0.957374 2.06138 2.92157
(0.1, 0.5) 1192 31.2624 1.88072 1.91706 0.96972 2.0528 2.93634
(0.1, 0.6) 1175 31.4022 1.8963 1.92831 0.963434 2.05246 2.94674
(0.1, 0.7) 1166 31.3077 1.88688 1.92071 0.963521 2.0563 2.95004
(0.1, 0.8) 1125 31.3018 1.89336 1.92616 0.970978 2.04809 2.94196
(0.1, 0.9) 1170 31.1571 1.86779 1.9091 0.976434 2.05263 2.93166
(0.2, 0) 1118 31.3183 1.89549 1.92632 0.969089 2.05013 2.93651
(0.2, 0.01) 1152 31.4182 1.88962 1.92422 0.966962 2.05238 2.94762
(0.2, 0.05) 1192 31.3483 1.88055 1.91525 0.959846 2.061 2.94131
(0.2, 0.1) 1118 31.4456 1.89403 1.92145 0.9734 2.04988 2.94597
(0.2, 0.2) 1202 31.5047 1.9124 1.93968 0.979624 2.03997 2.96003
(0.2, 0.3) 1177 31.3183 1.89327 1.92562 0.975455 2.04751 2.94141
(0.2, 0.4) 1232 31.273 1.89018 1.91904 0.975867 2.04751 2.93891
(0.2, 0.5) 1094 31.1804 1.881 1.91507 0.962901 2.05818 2.92327
(0.2, 0.6) 1104 31.4801 1.8997 1.92904 0.974598 2.04572 2.95089
(0.2, 0.7) 1157 31.1958 1.8756 1.9187 0.971223 2.05356 2.93125
(0.2, 0.8) 1114 31.3358 1.89965 1.92611 0.97076 2.04929 2.934
(0.2, 0.9) 1134 31.294 1.89084 1.92192 0.971335 2.05078 2.93694
(0.3, 0) 1166 31.3838 1.89385 1.92105 0.977707 2.04777 2.94825
(0.3, 0.01) 1217 31.4131 1.90156 1.92869 0.98 2.04231 2.94923
(0.3, 0.05) 1189 31.332 1.89872 1.92824 0.976341 2.04338 2.94006
(0.3, 0.1) 1148 31.3317 1.90318 1.92892 0.97718 2.04401 2.94132
(0.3, 0.2) 1190 31.2781 1.89118 1.92136 0.967187 2.05234 2.94375
(0.3, 0.3) 1132 31.3344 1.89477 1.9258 0.980182 2.04377 2.9455
(0.3, 0.4) 1240 31.4909 1.90309 1.92999 0.972054 2.04683 2.95242
(0.3, 0.5) 1180 31.3792 1.88792 1.92317 0.974036 2.04957 2.94335
(0.3, 0.6) 1138 31.4495 1.89336 1.92767 0.964667 2.05012 2.95234
(0.3, 0.7) 1150 31.3041 1.8819 1.92008 0.979887 2.04827 2.94047
(0.3, 0.8) 1109 31.2116 1.89271 1.92308 0.969773 2.04954 2.93871
(0.3, 0.9) 1180 31.3006 1.88922 1.91978 0.966168 2.0535 2.94099
(0.4, 0) 1112 31.1746 1.87882 1.9137 0.954281 2.06234 2.92685
(0.4, 0.01) 1198 31.3898 1.89663 1.92612 0.968168 2.05124 2.94255
(0.4, 0.05) 1242 31.4286 1.91317 1.93788 0.980243 2.03799 2.95517
(0.4, 0.1) 1270 31.4398 1.90444 1.93519 0.97561 2.04361 2.94826
(0.4, 0.2) 1207 31.3866 1.90782 1.93418 0.992206 2.03507 2.95246
(0.4, 0.3) 1229 31.3791 1.90112 1.93088 0.977879 2.04424 2.94813
(0.4, 0.4) 1206 31.3364 1.88944 1.92485 0.972222 2.04861 2.94522
(0.4, 0.5) 1188 31.3806 1.89877 1.92674 0.977147 2.04492 2.94799
(0.4, 0.6) 1175 31.3958 1.90335 1.93149 0.984038 2.0399 2.94812
(0.4, 0.7) 1180 31.4024 1.89607 1.93054 0.988095 2.03889 2.94683
(0.4, 0.8) 1226 31.2851 1.89562 1.92528 0.978659 2.04421 2.94893
(0.4, 0.9) 1142 31.3107 1.89009 1.92298 0.9861 2.0417 2.94031
(0.5, 0) 1198 31.3307 1.90036 1.92622 0.989054 2.03753 2.94605
(0.5, 0.01) 1246 31.4548 1.91715 1.9399 0.977186 2.03954 2.95817
(0.5, 0.05) 1296 31.5169 1.92417 1.9452 0.979472 2.03592 2.95821
(0.5, 0.1) 1188 31.4805 1.9161 1.93762 0.981732 2.03813 2.95631
(0.5, 0.2) 1201 31.6643 1.92919 1.94721 0.980998 2.03484 2.96912
(0.5, 0.3) 1194 31.5024 1.91171 1.93751 0.977883 2.03949 2.95419
(0.5, 0.4) 1219 31.5304 1.90625 1.93694 0.969254 2.04766 2.95465
(0.5, 0.5) 1182 31.3419 1.88434 1.91654 0.982786 2.04695 2.94836
(0.5, 0.6) 1191 31.3333 1.89491 1.92344 0.972613 2.04851 2.94444
(0.5, 0.7) 1079 31.264 1.88832 1.92186 0.980155 2.04573 2.93788
(0.5, 0.8) 1258 31.4571 1.90272 1.93526 0.977629 2.04251 2.95227
(0.5, 0.9) 1199 31.386 1.9099 1.93475 0.978774 2.04009 2.94969
(0.6, 0) 1321 31.4156 1.91278 1.93722 0.98927 2.03362 2.95136
(0.6, 0.01) 1289 31.6132 1.92355 1.94515 0.993382 2.03088 2.97279
(0.6, 0.05) 1349 31.571 1.93303 1.94656 0.985159 2.0311 2.96184
(0.6, 0.1) 1248 31.5201 1.9111 1.93969 0.979561 2.03861 2.95761
(0.6, 0.2) 1353 31.4485 1.92027 1.93994 0.984583 2.03434 2.95655
(0.6, 0.3) 1224 31.5633 1.91631 1.94209 0.977623 2.04012 2.95988
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Tabulka C.4: Pr˚umeˇry krite´ri´ı, permutace, algoritmus Spea
Parametry Pocˇet
nadpr˚u-
meˇrny´ch
Bent sko´re LPmax DPmax SAC faktor
veˇtven´ı
stupenˇ po-
lynomu
(0.6, 0.4) 1244 31.3489 1.90257 1.93138 0.976639 2.04446 2.94725
(0.6, 0.5) 1262 31.521 1.91983 1.94269 0.98051 2.03748 2.95652
(0.6, 0.6) 1233 31.3275 1.89923 1.92835 0.984043 2.04027 2.94453
(0.6, 0.7) 1255 31.4695 1.91051 1.94033 0.976639 2.03919 2.94876
(0.6, 0.8) 1175 31.5242 1.91499 1.94143 0.97504 2.03945 2.95491
(0.6, 0.9) 1231 31.5244 1.91364 1.93784 0.981679 2.03969 2.95725
(0.7, 0) 1407 31.6166 1.93728 1.95446 0.993882 2.02515 2.96329
(0.7, 0.01) 1327 31.5836 1.9184 1.93982 0.997865 2.0306 2.9694
(0.7, 0.05) 1396 31.6241 1.92999 1.95614 0.990398 2.02675 2.96845
(0.7, 0.1) 1359 31.5182 1.92207 1.94466 1 2.02657 2.96224
(0.7, 0.2) 1388 31.5889 1.92693 1.94827 0.987646 2.0302 2.96843
(0.7, 0.3) 1383 31.5296 1.92416 1.94695 0.989684 2.03095 2.9608
(0.7, 0.4) 1343 31.529 1.92143 1.94319 0.994342 2.029 2.96393
(0.7, 0.5) 1306 31.388 1.90225 1.93263 0.983441 2.03816 2.9532
(0.7, 0.6) 1307 31.4701 1.90812 1.93634 0.979122 2.04104 2.95392
(0.7, 0.7) 1256 31.3555 1.91108 1.93166 0.974551 2.04266 2.9491
(0.7, 0.8) 1251 31.3588 1.90053 1.93052 0.982772 2.04045 2.95206
(0.7, 0.9) 1293 31.4668 1.91019 1.93954 0.978086 2.04091 2.95909
(0.8, 0) 1801 31.7368 1.95591 1.96802 0.990291 2.01942 2.97411
(0.8, 0.01) 1627 31.7011 1.95094 1.96417 0.999406 2.01901 2.97683
(0.8, 0.05) 1703 31.7633 1.95699 1.96996 0.996577 2.01654 2.98118
(0.8, 0.1) 1741 31.7273 1.94279 1.96169 0.998894 2.01991 2.97677
(0.8, 0.2) 1679 31.7367 1.95568 1.96827 0.998268 2.0179 2.97806
(0.8, 0.3) 1694 31.6034 1.93853 1.95405 0.994915 2.02599 2.97119
(0.8, 0.4) 1566 31.662 1.94247 1.9589 0.993252 2.02454 2.97117
(0.8, 0.5) 1579 31.7066 1.93197 1.9523 0.998185 2.0248 2.97822
(0.8, 0.6) 1525 31.4651 1.91457 1.93625 0.998765 2.03212 2.96109
(0.8, 0.7) 1450 31.3748 1.90303 1.92908 0.981935 2.04323 2.94774
(0.8, 0.8) 1459 31.6573 1.93029 1.95186 0.988251 2.03003 2.96932
(0.8, 0.9) 1446 31.5485 1.91768 1.94061 0.985583 2.03408 2.96527
(0.9, 0) 3925 31.8829 1.97836 1.98408 1.00527 2.00752 2.99072
(0.9, 0.01) 3905 31.9025 1.97919 1.98484 1.00884 2.00555 2.99268
(0.9, 0.05) 3967 31.8824 1.97258 1.98166 1.01114 2.0047 2.99282
(0.9, 0.1) 3939 31.8473 1.97581 1.98005 1.00522 2.0092 2.98707
(0.9, 0.2) 3885 31.8229 1.97426 1.97774 1.0078 2.0083 2.98792
(0.9, 0.3) 3413 31.9105 1.97617 1.98352 0.997985 2.01123 2.99223
(0.9, 0.4) 3420 31.7659 1.95236 1.9672 0.998867 2.01757 2.98158
(0.9, 0.5) 3308 31.7604 1.96513 1.97512 1.00471 2.01384 2.98293
(0.9, 0.6) 3030 31.7452 1.96138 1.96905 0.99872 2.01697 2.98079
(0.9, 0.7) 2776 31.7516 1.94276 1.96347 1.00521 2.01841 2.97985
(0.9, 0.8) 2732 31.6774 1.95268 1.96482 0.996105 2.01912 2.97415
(0.9, 0.9) 2574 31.7431 1.95125 1.96487 1.00038 2.01727 2.98198
Tabulka C.5: Pr˚umeˇry krite´ri´ı, i686, algoritmus Vega
Parametry Pocˇet
nadpr˚u-
meˇrny´ch
Bent sko´re LPmax DPmax SAC faktor
veˇtven´ı
stupenˇ po-
lynomu
bijektivn´ı
sko´re
(0, 0) 419 12.6303 0.0493762 0.324886 0.0036 1.0078 1.2864 8.66591
(0, 0.01) 841 12.8836 0.0737946 0.374788 0.0011 1.0024 1.38895 8.65791
(0, 0.05) 1320 14.013 0.137044 0.487981 0.00465 1.0038 1.52515 8.81425
(0, 0.1) 1577 14.535 0.146307 0.505345 0.00315 1.00315 1.5358 8.86941
(0, 0.2) 1383 14.5378 0.164639 0.535781 0.0049 1.00385 1.6117 8.80803
(0, 0.3) 1432 14.4263 0.147757 0.524942 0.006 1.0066 1.5205 8.8153
(0, 0.4) 1388 14.6973 0.146998 0.530909 0.00825 1.0058 1.5472 8.74919
(0, 0.5) 1466 14.496 0.167305 0.541135 0.0071 1.0044 1.6223 8.76936
(0, 0.6) 1449 14.5032 0.167018 0.552414 0.0097 1.00635 1.59815 8.84758
(0, 0.7) 1183 14.214 0.143136 0.526117 0.0074 1.0045 1.55945 8.72951
(0, 0.8) 1492 14.462 0.164935 0.57263 0.0066 1.00505 1.59535 8.85272
(0, 0.9) 1207 14.2762 0.134465 0.543235 0.008 1.0055 1.5516 8.71266
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Tabulka C.5: Pr˚umeˇry krite´ri´ı, i686, algoritmus Vega
Parametry Pocˇet
nadpr˚u-
meˇrny´ch
Bent sko´re LPmax DPmax SAC faktor
veˇtven´ı
stupenˇ po-
lynomu
bijektivn´ı
sko´re
(0.01, 0) 2090 14.8595 0.230006 0.582026 0.01855 1.00945 1.68065 8.93769
(0.01, 0.01) 2235 15.2115 0.250771 0.61361 0.0176 1.0081 1.6947 8.94246
(0.01, 0.05) 2245 14.9729 0.232193 0.59613 0.01265 1.0064 1.6858 8.93843
(0.01, 0.1) 2019 14.9431 0.222862 0.594266 0.0186 1.0089 1.66 8.91286
(0.01, 0.2) 2119 14.7499 0.239441 0.609186 0.0172 1.00815 1.68565 8.96119
(0.01, 0.3) 2241 14.5308 0.258395 0.613337 0.01625 1.00845 1.7059 8.98077
(0.01, 0.4) 2094 14.6706 0.235223 0.611662 0.01515 1.0071 1.6532 8.96148
(0.01, 0.5) 2111 14.4443 0.25501 0.611243 0.01235 1.00595 1.68625 8.93314
(0.01, 0.6) 1916 14.3773 0.226488 0.60775 0.01605 1.00795 1.62675 8.90944
(0.01, 0.7) 2100 14.2713 0.244984 0.616289 0.01775 1.0076 1.65745 8.94812
(0.01, 0.8) 2062 14.2765 0.244592 0.626198 0.0158 1.00755 1.6475 8.97274
(0.01, 0.9) 2267 14.3286 0.25056 0.632649 0.0161 1.0079 1.6675 8.97101
(0.05, 0) 1792 14.7377 0.200645 0.612951 0.0205 1.00815 1.5946 8.8841
(0.05, 0.01) 1824 14.612 0.207684 0.619157 0.01455 1.0079 1.59835 8.90077
(0.05, 0.05) 1788 14.4837 0.201327 0.610494 0.0158 1.0082 1.5895 8.91742
(0.05, 0.1) 1737 14.7148 0.197101 0.622911 0.0145 1.007 1.5964 8.86941
(0.05, 0.2) 1647 14.4923 0.195063 0.612602 0.0154 1.00735 1.60205 8.83579
(0.05, 0.3) 1632 14.3138 0.189944 0.627507 0.0182 1.0093 1.58875 8.89408
(0.05, 0.4) 1658 14.2334 0.195787 0.632367 0.0151 1.00725 1.5808 8.88947
(0.05, 0.5) 1690 14.4731 0.192377 0.627101 0.01485 1.00725 1.5927 8.87096
(0.05, 0.6) 1693 14.3915 0.191093 0.630964 0.01475 1.0069 1.5909 8.8617
(0.05, 0.7) 1729 14.5275 0.196836 0.636156 0.0144 1.0069 1.59445 8.87511
(0.05, 0.8) 1585 14.3299 0.18495 0.628685 0.0156 1.00805 1.5512 8.84313
(0.05, 0.9) 1744 14.2747 0.193142 0.645326 0.01575 1.0071 1.5568 8.87166
(0.1, 0) 1614 14.4416 0.185894 0.631482 0.01575 1.00715 1.5739 8.86976
(0.1, 0.01) 1582 14.3235 0.178188 0.624482 0.01525 1.0082 1.53745 8.86184
(0.1, 0.05) 1541 14.2303 0.176346 0.622984 0.01555 1.00785 1.5369 8.87199
(0.1, 0.1) 1582 14.3299 0.177478 0.6283 0.0149 1.0085 1.53985 8.87216
(0.1, 0.2) 1578 14.3955 0.17727 0.626047 0.01695 1.00805 1.54185 8.85862
(0.1, 0.3) 1492 14.2537 0.171157 0.622081 0.0153 1.00785 1.5371 8.84724
(0.1, 0.4) 1482 14.2317 0.169439 0.626285 0.01595 1.00785 1.5142 8.84923
(0.1, 0.5) 1583 14.3382 0.179165 0.639447 0.01515 1.0079 1.56405 8.89026
(0.1, 0.6) 1543 14.1934 0.178254 0.631593 0.01405 1.00855 1.54885 8.83656
(0.1, 0.7) 1601 14.2867 0.176871 0.636985 0.01685 1.00785 1.55505 8.8421
(0.1, 0.8) 1440 14.2545 0.169715 0.633629 0.0159 1.00705 1.52435 8.84951
(0.1, 0.9) 1461 14.2223 0.170525 0.624661 0.01495 1.00755 1.53165 8.82479
(0.2, 0) 1403 14.22 0.163277 0.625398 0.01545 1.0079 1.5257 8.82286
(0.2, 0.01) 1391 14.195 0.162187 0.628851 0.01445 1.0079 1.51985 8.82728
(0.2, 0.05) 1409 14.1328 0.16257 0.626793 0.0155 1.0073 1.5255 8.85045
(0.2, 0.1) 1381 14.2402 0.158545 0.631879 0.0155 1.0075 1.5028 8.83442
(0.2, 0.2) 1466 14.2734 0.160531 0.627505 0.01635 1.009 1.5193 8.8304
(0.2, 0.3) 1406 14.187 0.158971 0.624876 0.01525 1.00775 1.5105 8.82286
(0.2, 0.4) 1339 14.3216 0.155971 0.628508 0.016 1.0078 1.50255 8.7868
(0.2, 0.5) 1350 14.295 0.15446 0.628197 0.0161 1.008 1.4987 8.82314
(0.2, 0.6) 1382 14.3344 0.160738 0.62611 0.0161 1.00835 1.5064 8.84212
(0.2, 0.7) 1406 14.375 0.157418 0.62417 0.01565 1.0073 1.5086 8.82532
(0.2, 0.8) 1392 14.188 0.159276 0.628969 0.01405 1.00665 1.51225 8.82403
(0.2, 0.9) 1417 14.4213 0.161452 0.629545 0.01525 1.00785 1.5192 8.8228
(0.3, 0) 1351 14.1558 0.154054 0.627052 0.015 1.00755 1.48405 8.82434
(0.3, 0.01) 1341 14.2216 0.156109 0.626192 0.01385 1.00715 1.5026 8.81295
(0.3, 0.05) 1418 14.273 0.159782 0.629774 0.0129 1.007 1.5081 8.82405
(0.3, 0.1) 1324 14.2154 0.154222 0.625236 0.01615 1.00815 1.4993 8.80203
(0.3, 0.2) 1327 14.2341 0.154023 0.625816 0.01585 1.0075 1.4934 8.82301
(0.3, 0.3) 1331 14.1708 0.157187 0.625539 0.01415 1.0076 1.48815 8.82147
(0.3, 0.4) 1341 14.2731 0.155317 0.62035 0.0124 1.0066 1.5043 8.81062
(0.3, 0.5) 1348 14.2345 0.151656 0.630097 0.01795 1.00895 1.48555 8.81899
(0.3, 0.6) 1368 14.3742 0.153289 0.629305 0.01585 1.008 1.50555 8.80544
(0.3, 0.7) 1308 14.2416 0.15493 0.625636 0.015 1.00785 1.4898 8.82554
(0.3, 0.8) 1269 14.1848 0.147629 0.623236 0.01615 1.0083 1.494 8.80599
(0.3, 0.9) 1269 14.2253 0.152548 0.625079 0.0142 1.00805 1.49945 8.84018
(0.4, 0) 1334 14.1849 0.151281 0.620415 0.01665 1.0083 1.4893 8.79426
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Tabulka C.5: Pr˚umeˇry krite´ri´ı, i686, algoritmus Vega
Parametry Pocˇet
nadpr˚u-
meˇrny´ch
Bent sko´re LPmax DPmax SAC faktor
veˇtven´ı
stupenˇ po-
lynomu
bijektivn´ı
sko´re
(0.4, 0.01) 1285 14.3567 0.148638 0.621856 0.01595 1.008 1.49015 8.77446
(0.4, 0.05) 1272 14.213 0.148006 0.622738 0.0154 1.00835 1.4853 8.78487
(0.4, 0.1) 1294 14.3264 0.148964 0.62541 0.01675 1.0079 1.48885 8.8087
(0.4, 0.2) 1302 14.3165 0.151179 0.625127 0.01455 1.0077 1.47735 8.80916
(0.4, 0.3) 1307 14.1397 0.148805 0.622818 0.0151 1.00785 1.49745 8.80978
(0.4, 0.4) 1375 14.2296 0.15179 0.62416 0.016 1.00815 1.4965 8.79763
(0.4, 0.5) 1233 14.2593 0.144546 0.622016 0.01605 1.00815 1.46785 8.81326
(0.4, 0.6) 1214 14.2238 0.150097 0.621659 0.01605 1.0079 1.4861 8.8119
(0.4, 0.7) 1319 14.4045 0.150333 0.626036 0.01575 1.00735 1.4974 8.78802
(0.4, 0.8) 1302 14.3603 0.146846 0.626248 0.014 1.0071 1.49025 8.792
(0.4, 0.9) 1258 14.4016 0.147335 0.62891 0.0153 1.0068 1.4788 8.80851
(0.5, 0) 1346 14.2633 0.150643 0.624045 0.014 1.00765 1.4785 8.81854
(0.5, 0.01) 1299 14.2453 0.149206 0.624082 0.0142 1.00765 1.47835 8.78869
(0.5, 0.05) 1255 14.3086 0.147116 0.61959 0.01535 1.0075 1.4727 8.78971
(0.5, 0.1) 1244 14.2477 0.145269 0.621021 0.0173 1.0084 1.48305 8.83297
(0.5, 0.2) 1311 14.3256 0.147214 0.62033 0.0163 1.0075 1.46935 8.80645
(0.5, 0.3) 1383 14.4265 0.152191 0.622405 0.0127 1.0072 1.485 8.81154
(0.5, 0.4) 1275 14.2286 0.150129 0.626889 0.0153 1.00665 1.48695 8.80644
(0.5, 0.5) 1330 14.2497 0.145191 0.622602 0.01435 1.0073 1.47135 8.7791
(0.5, 0.6) 1264 14.37 0.143063 0.615714 0.01565 1.00755 1.4887 8.78249
(0.5, 0.7) 1314 14.3779 0.1454 0.62166 0.01625 1.00755 1.4843 8.79776
(0.5, 0.8) 1304 14.3387 0.151205 0.624093 0.0174 1.0087 1.47645 8.80134
(0.5, 0.9) 1283 14.227 0.145791 0.626205 0.0172 1.00845 1.48005 8.80302
(0.6, 0) 1246 14.224 0.146275 0.622952 0.01705 1.00775 1.4781 8.80704
(0.6, 0.01) 1307 14.3003 0.146432 0.619713 0.0166 1.0082 1.4806 8.82179
(0.6, 0.05) 1319 14.4542 0.145305 0.627825 0.016 1.00755 1.4815 8.79312
(0.6, 0.1) 1277 14.2807 0.145953 0.624647 0.0174 1.00815 1.4834 8.80084
(0.6, 0.2) 1287 14.4293 0.146025 0.623657 0.01485 1.00755 1.48965 8.79081
(0.6, 0.3) 1261 14.2053 0.146788 0.628021 0.01535 1.0071 1.4799 8.80842
(0.6, 0.4) 1272 14.3864 0.147385 0.62776 0.0128 1.00635 1.47 8.81028
(0.6, 0.5) 1293 14.2973 0.147572 0.628363 0.01555 1.0078 1.47485 8.81709
(0.6, 0.6) 1215 14.2805 0.144294 0.624686 0.01455 1.00705 1.47675 8.78228
(0.6, 0.7) 1306 14.4218 0.142166 0.625978 0.01565 1.0074 1.4738 8.80265
(0.6, 0.8) 1215 14.4564 0.142099 0.621734 0.01545 1.00705 1.4825 8.78064
(0.6, 0.9) 1264 14.2551 0.143658 0.624504 0.01485 1.00785 1.47235 8.78722
(0.7, 0) 1211 14.1601 0.141552 0.617201 0.01355 1.00695 1.46735 8.78319
(0.7, 0.01) 1216 14.2234 0.144596 0.620401 0.01525 1.0084 1.48005 8.77432
(0.7, 0.05) 1273 14.3476 0.145157 0.622029 0.01645 1.00835 1.4943 8.83127
(0.7, 0.1) 1211 14.1821 0.142052 0.618485 0.0173 1.0083 1.4769 8.78492
(0.7, 0.2) 1306 14.3417 0.147134 0.623205 0.01405 1.00825 1.4882 8.82108
(0.7, 0.3) 1192 14.2772 0.14129 0.621637 0.01445 1.0067 1.47265 8.79581
(0.7, 0.4) 1239 14.3508 0.144837 0.624406 0.01695 1.0082 1.47655 8.82624
(0.7, 0.5) 1254 14.4152 0.142327 0.617883 0.01315 1.0062 1.46595 8.79552
(0.7, 0.6) 1246 14.1953 0.14084 0.619501 0.0161 1.0083 1.4772 8.8171
(0.7, 0.7) 1245 14.2963 0.143429 0.617321 0.0138 1.00755 1.48405 8.78786
(0.7, 0.8) 1272 14.2516 0.145 0.617426 0.0165 1.0096 1.46865 8.80404
(0.7, 0.9) 1282 14.2597 0.143759 0.618734 0.01705 1.00865 1.48645 8.80268
(0.8, 0) 1253 14.2392 0.146115 0.624325 0.01645 1.0081 1.4831 8.80181
(0.8, 0.01) 1313 14.2161 0.142104 0.620041 0.01455 1.0079 1.46565 8.77654
(0.8, 0.05) 1279 14.3654 0.143273 0.623946 0.01485 1.00795 1.471 8.7856
(0.8, 0.1) 1256 14.3656 0.145869 0.623651 0.0135 1.0062 1.47475 8.77674
(0.8, 0.2) 1324 14.3084 0.146631 0.627616 0.01595 1.00785 1.47475 8.8041
(0.8, 0.3) 1287 14.2041 0.144229 0.617816 0.014 1.0068 1.4831 8.7809
(0.8, 0.4) 1220 14.3475 0.141765 0.623154 0.0173 1.0086 1.4815 8.78926
(0.8, 0.5) 1308 14.4075 0.144431 0.625365 0.01575 1.00755 1.4834 8.82091
(0.8, 0.6) 1256 14.2881 0.142976 0.618915 0.0157 1.008 1.47865 8.80071
(0.8, 0.7) 1292 14.3297 0.146885 0.62325 0.0123 1.007 1.4772 8.80384
(0.8, 0.8) 1267 14.2539 0.146672 0.621688 0.0148 1.0087 1.47445 8.79241
(0.8, 0.9) 1275 14.2749 0.142833 0.619507 0.01615 1.00735 1.47675 8.79309
(0.9, 0) 1236 14.3315 0.142124 0.623103 0.0158 1.0088 1.4757 8.79284
(0.9, 0.01) 1321 14.2367 0.139682 0.62572 0.017 1.0079 1.47695 8.77304
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Tabulka C.5: Pr˚umeˇry krite´ri´ı, i686, algoritmus Vega
Parametry Pocˇet
nadpr˚u-
meˇrny´ch
Bent sko´re LPmax DPmax SAC faktor
veˇtven´ı
stupenˇ po-
lynomu
bijektivn´ı
sko´re
(0.9, 0.05) 1230 14.3538 0.140955 0.619987 0.016 1.0074 1.4835 8.78567
(0.9, 0.1) 1268 14.296 0.144826 0.624311 0.0135 1.007 1.4788 8.79916
(0.9, 0.2) 1271 14.3572 0.141796 0.620855 0.0156 1.00705 1.4693 8.80086
(0.9, 0.3) 1277 14.3651 0.142911 0.617651 0.0164 1.00775 1.47215 8.77289
(0.9, 0.4) 1362 14.2927 0.146754 0.623784 0.01575 1.00765 1.4743 8.81749
(0.9, 0.5) 1259 14.3322 0.141612 0.618476 0.0149 1.0069 1.4732 8.79166
(0.9, 0.6) 1270 14.1509 0.143165 0.62204 0.01605 1.0084 1.4746 8.80181
(0.9, 0.7) 1208 14.2693 0.14155 0.621056 0.01515 1.00775 1.47505 8.78262
(0.9, 0.8) 1327 14.3679 0.146031 0.621656 0.0167 1.00845 1.47285 8.82384
(0.9, 0.9) 1226 14.3595 0.142036 0.624768 0.0158 1.0074 1.4741 8.79375
Tabulka C.6: Pr˚umeˇry krite´ri´ı, i686, algoritmus Spea
Parametry Pocˇet
nadpr˚u-
meˇrny´ch
Bent sko´re LPmax DPmax SAC faktor
veˇtven´ı
stupenˇ po-
lynomu
bijektivn´ı
sko´re
(0.01, 0) 1 23.1407 0.459712 0.887365 0.430258 1.53872 2.3412 12.4926
(0.01, 0.01) 2 23.2024 0.489704 0.927982 0.429515 1.56948 2.4177 12.5127
(0.01, 0.05) 9 23.6577 0.500453 0.939769 0.572829 1.65366 2.45818 12.7218
(0.01, 0.1) 9 23.4524 0.539483 0.974619 0.5258 1.668 2.4548 12.764
(0.01, 0.2) 15 24.6757 0.5833 1.02837 0.571972 1.6959 2.47728 12.8469
(0.01, 0.3) 28 25.1036 0.583768 1.04205 0.660177 1.72782 2.49338 12.8637
(0.01, 0.4) 28 25.1598 0.575463 1.06998 0.602123 1.74089 2.4968 12.9703
(0.01, 0.5) 35 25.4302 0.611593 1.0735 0.633086 1.73263 2.53555 12.9575
(0.01, 0.6) 32 25.3597 0.573307 1.07224 0.685548 1.74299 2.54984 12.9711
(0.01, 0.7) 30 25.2828 0.592483 1.06864 0.65716 1.73649 2.56477 12.9891
(0.01, 0.8) 53 25.8222 0.57996 1.07395 0.7102 1.7604 2.5212 13.0057
(0.01, 0.9) 48 25.9057 0.588738 1.08988 0.696575 1.77068 2.52794 12.9785
(0.05, 0) 16 24.5612 0.571332 1.01913 0.6992 1.7176 2.4788 12.7454
(0.05, 0.01) 13 25.0454 0.57721 1.03009 0.6618 1.7188 2.474 12.8005
(0.05, 0.05) 17 24.9994 0.573894 1.04027 0.735925 1.76037 2.48988 12.8415
(0.05, 0.1) 17 25.0764 0.593161 1.05641 0.696139 1.74415 2.5225 12.8445
(0.05, 0.2) 26 25.1342 0.61102 1.06547 0.699579 1.73603 2.51472 12.8714
(0.05, 0.3) 35 25.4356 0.582555 1.04099 0.7818 1.7924 2.502 12.954
(0.05, 0.4) 36 25.3735 0.606482 1.07914 0.786833 1.78563 2.555 12.9708
(0.05, 0.5) 27 25.5046 0.596639 1.06928 0.768815 1.81125 2.51721 13.0421
(0.05, 0.6) 48 25.3573 0.614404 1.08047 0.755351 1.78196 2.54731 12.9793
(0.05, 0.7) 57 25.5078 0.620943 1.10155 0.772964 1.78119 2.56418 13.0121
(0.05, 0.8) 47 25.675 0.612794 1.09884 0.712136 1.77914 2.55466 13.0128
(0.05, 0.9) 45 25.0076 0.596171 1.09263 0.755956 1.7984 2.57698 13.0482
(0.1, 0) 21 24.8294 0.585685 1.04014 0.680736 1.71614 2.4767 12.8006
(0.1, 0.01) 15 24.7961 0.57756 1.0334 0.690967 1.73363 2.46765 12.8234
(0.1, 0.05) 15 24.3133 0.590666 1.01708 0.733534 1.73574 2.49109 12.799
(0.1, 0.1) 20 25.025 0.574518 1.02612 0.711627 1.73004 2.48289 12.8265
(0.1, 0.2) 22 24.6366 0.589777 1.03463 0.693726 1.73401 2.48226 12.7964
(0.1, 0.3) 13 24.6806 0.597795 1.05038 0.723034 1.75365 2.4949 12.8562
(0.1, 0.4) 17 24.3795 0.582715 1.04237 0.695452 1.73793 2.49209 12.8431
(0.1, 0.5) 26 25.0884 0.590032 1.05572 0.682211 1.73307 2.50955 12.8342
(0.1, 0.6) 12 24.9128 0.597823 1.0541 0.683303 1.7278 2.4985 12.8415
(0.1, 0.7) 24 24.8841 0.587284 1.05087 0.700665 1.74037 2.49163 12.8483
(0.1, 0.8) 10 24.9044 0.593647 1.05048 0.705433 1.72113 2.52133 12.8631
(0.1, 0.9) 21 23.8061 0.579902 1.03163 0.697797 1.73499 2.48211 12.8959
(0.2, 0) 6 24.2799 0.553198 0.987834 0.585923 1.65992 2.43313 12.632
(0.2, 0.01) 3 24.283 0.563439 0.998164 0.59434 1.6668 2.42794 12.6714
(0.2, 0.05) 5 24.0034 0.545091 0.988422 0.618189 1.67748 2.43229 12.6434
(0.2, 0.1) 11 23.832 0.540897 0.992221 0.597868 1.66506 2.45102 12.6165
(0.2, 0.2) 3 24.2929 0.555065 1.00783 0.582212 1.64706 2.43987 12.6269
(0.2, 0.3) 7 23.7788 0.542314 0.993429 0.559767 1.64942 2.4294 12.6189
(0.2, 0.4) 3 23.9016 0.53083 0.98022 0.566975 1.63516 2.42961 12.5847
(0.2, 0.8) 6 23.6941 0.505579 0.964395 0.532638 1.60221 2.39104 12.5211
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Tabulka C.6: Pr˚umeˇry krite´ri´ı, i686, algoritmus Spea
Parametry Pocˇet
nadpr˚u-
meˇrny´ch
Bent sko´re LPmax DPmax SAC faktor
veˇtven´ı
stupenˇ po-
lynomu
bijektivn´ı
sko´re
(0.2, 0.9) 2 22.901 0.501721 0.943332 0.497857 1.60441 2.38906 12.5291
(0.3, 0) 2 23.1338 0.488028 0.940361 0.45643 1.57034 2.36104 12.4331
(0.3, 0.01) 1 22.9849 0.472914 0.925429 0.474457 1.58005 2.36685 12.4339
(0.3, 0.05) 1 23.3536 0.482627 0.937762 0.467004 1.57773 2.37146 12.448
(0.3, 0.2) 1 22.9106 0.465335 0.903351 0.458719 1.57652 2.33689 12.4239
(0.3, 0.4) 4 23.0447 0.473823 0.909574 0.450112 1.54643 2.32331 12.3595
(0.3, 0.8) 1 21.8465 0.426339 0.854633 0.400373 1.52133 2.29287 12.3116
(0.4, 0) 1 22.2263 0.424751 0.855939 0.378791 1.50113 2.28781 12.24
(0.4, 0.3) 2 21.1613 0.42104 0.829777 0.375284 1.50031 2.25046 12.2171
(0.4, 0.5) 1 21.3234 0.403927 0.825037 0.366805 1.47344 2.23278 12.169
(0.4, 0.6) 1 21.1718 0.403739 0.820775 0.33995 1.46526 2.22725 12.179
(0.5, 0) 1 21.0312 0.386396 0.794699 0.325821 1.44566 2.22072 12.0761
(0.5, 0.9) 1 18.9958 0.359611 0.742724 0.284351 1.41052 2.13528 11.9901
Tabulka C.7: Pr˚umeˇry prˇi Vega pro reprezentaci CGP
Parametry Pocˇet
nadpr˚u-
meˇrny´ch
Bent sko´re LPmax DPmax SAC faktor
veˇtven´ı
stupenˇ po-
lynomu
bijektivn´ı
sko´re
(0, 0) 146 8.15495 0.106639 0.526983 0.0016 1.00335 1.12175 10.3927
(0.01, 0) 166 8.08845 0.107557 0.525988 0.00245 1.00355 1.1267 10.3955
(0.05, 0) 159 8.2103 0.113246 0.527512 0.00145 1.00295 1.1347 10.3882
(0.1, 0) 168 8.15995 0.111118 0.530028 0.0024 1.0038 1.1237 10.3758
(0.2, 0) 146 8.0598 0.11081 0.528936 0.0007 1.003 1.12945 10.399
(0.3, 0) 167 8.2046 0.107698 0.518769 0.0023 1.0036 1.12875 10.4018
(0.4, 0) 180 8.08095 0.114341 0.533752 0.00145 1.0031 1.1328 10.4012
(0.5, 0) 154 8.2248 0.108894 0.519965 0.0021 1.00345 1.12835 10.4013
(0.6, 0) 153 8.10495 0.110147 0.532479 0.00185 1.003 1.13215 10.3891
(0.7, 0) 142 8.1753 0.10966 0.522231 0.0016 1.004 1.1297 10.3837
(0.8, 0) 160 8.14045 0.111748 0.525935 0.0018 1.003 1.1267 10.3777
(0.9, 0) 183 8.0458 0.109198 0.528072 0.002 1.0034 1.12695 10.3822
0 66 46 159 61 240 133 86 188 171 37 123 81 100 151 216 200 193 109 253 45 84 59 10 82
49 220 106 164 57 70 29 245 191 205 91 225 25 125 58 246 195 36 233 247 147 69 217 99
118 114 241 157 96 103 198 212 175 255 202 150 51 80 254 184 28 90 196 237 129 136 213
31 39 72 64 176 215 2 79 33 158 7 148 227 24 172 197 93 22 43 194 169 181 210 199 55 62
160 250 207 105 201 65 214 163 135 74 52 174 124 15 60 8 87 20 238 224 67 166 40 121 223
144 138 116 143 107 48 56 12 115 85 128 27 127 244 242 167 189 16 130 75 236 149 95 32
229 30 102 120 208 47 185 146 211 252 108 203 155 243 78 9 11 89 111 94 141 126 88 134
190 63 50 222 4 206 226 83 180 97 221 153 104 41 18 71 161 228 182 35 248 3 218 231 145
156 183 19 170 187 162 178 1 251 122 117 68 142 186 6 77 5 235 234 119 21 98 139 38 113
132 249 154 165 17 140 177 209 14 173 73 230 219 23 26 76 168 92 131 232 112 44 53 239
101 42 192 152 137 110 13 179 204 54 34
Obra´zek C.1: Nejlepsˇ´ı nalezeny´ s-box 8× 8
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Obra´zek C.2: Porovna´n´ı EDA algoritmu˚
na bina´rn´ım reprezentaci s-boxu, krite´rium
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Obra´zek C.3: Porovna´n´ı EDA algoritmu˚
na bina´rn´ım reprezentaci s-boxu, krite´rium
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Obra´zek C.4: Porovna´n´ı EDA algoritmu˚
na bina´rn´ım reprezentaci s-boxu, krite´rium
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Obra´zek C.5: Porovna´n´ı EDA algoritmu˚ na
bina´rn´ım reprezentaci s-boxu, branching fak-
tor
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Obra´zek C.6: Porovna´n´ı EDA algoritmu˚ na
bina´rn´ım reprezentaci s-boxu, stupenˇ alg.
polynomu
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Obra´zek C.7: Parametry paraleln´ıho
na´hodne´ho prohleda´va´n´ı,krite´rium bent
sko´re, reprezentace CGP
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Obra´zek C.8: Parametry paraleln´ıho
na´hodne´ho prohleda´va´n´ı, krite´rium
LP MAX, reprezentace CGP
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Obra´zek C.9: Parametry paraleln´ıho
na´hodne´ho prohleda´va´n´ı, krite´rium
DP MAX, reprezentace CGP
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Obra´zek C.10: Parametry paraleln´ıho
na´hodne´ho prohleda´va´n´ı, krite´rium SAC,
reprezentace CGP
0.0 0.01 0.05 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Pravdepodobnost mutace
2.5
3.0
3.5
4.0
B
F
Obra´zek C.11: Parametry paraleln´ıho
na´hodne´ho prohleda´va´n´ı, faktor veˇtven´ı,
reprezentace CGP
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Obra´zek C.12: Parametry paraleln´ıho
na´hodne´ho prohleda´va´n´ı, stupenˇ polynomu,
reprezentace CGP
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Obra´zek C.13: Parametry paraleln´ıho
na´hodne´ho prohleda´va´n´ı,krite´rium
LP MAX, reprezentace Luffa
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Obra´zek C.14: Parametry paraleln´ıho
na´hodne´ho prohleda´va´n´ı,krite´rium SAC,
reprezentace Luffa
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Obra´zek C.15: Parametry paraleln´ıho
na´hodne´ho prohleda´va´n´ı, faktor veˇtven´ı,
reprezentace Luffa
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Obra´zek C.16: Parametry paraleln´ıho
na´hodne´ho prohleda´va´n´ı,stupen´ polynomu,
reprezentace Luffa
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