Abstract. We show that the computational interpretation of full comprehension via two wellknown functional interpretations (dialectica and modified realizability) corresponds to two closely related infinite products of selection functions.
Introduction
Full classical analysis can be formalised using the language of finite types in Peano arithmetic PA ω extended with the axiom schema of full comprehension (cf. [10] )
CA : ∃f N→B ∀n N (f (n) ↔ A(n)).
As ∀n N (A(n) ∨ ¬A(n)) is equivalent to ∀n N ∃b B (b ↔ A(n)), full comprehension, in the presence of classical logic, follows from countable choice over the booleans , excluding the double negation shift, has a very straightforward (modified) realizability interpretation [13] , as well as a dialectica interpretation [1, 9] . The remaining challenge is to give a computational interpretation for DNS.
A computational interpretation of DNS was first given by Spector [12] , via the dialectica interpretation. Spector devised a form of recursion on well-founded trees, nowadays known as bar recursion, and showed that the dialectica interpretation of DNS can be witnesses by such recursion. A computational interpretation of DNS via realizability only came recently, first in [2] , via a non-standard form of realizability, and then in [3, 4] , via Kreisel's modified realizability. The realizability interpretation of DNS makes use of a new form of bar recursion, termed modified bar recursion.
In this article we show that both forms of bar recursion used to interpret classical analysis, via modified realizability and the dialectica interpretation, correspond to two closely related infinite products of selection functions [8] .
Notation. We use X, Y, Z for variables ranging over types. Although in PA ω one does not have dependent types, we will develop the rest of the paper working with types such as Π i∈N X i rather than its special case X ω , when all X i are the same. We often write Π i X i for Π i∈N X i . Also, we write Π i≥k X i for Π i X k+i , and 0 for the constant functional 0 of a particular finite type. If α has type Π i∈N X i we use the following abbreviations
If x has type X n and s has type Π n−1 i=0 X i then s * x is the concatenation of s with s, which has type Π n i=0 X i . Similarly, if x has type X 0 and α has type Π ∞ i=1 X i then x * α has type Π i∈N X i .
Background: Selection functions and their binary product
In our recent paper [8] we showed how one can view any element of type (X → R) → R as a generalised quantifier. The particular case when R = B corresponds to the types of the usual logical quantifiers ∀, ∃. We also showed that some generalised quantifiers φ : (X → R) → R are attainable, in the sense that for some selection function ε : (X → R) → X, we have
for all (generalised) predicates p. In the case when φ is the usual existential quantifier, for instance, ε corresponds to Hilbert's epsilon term. Since the types (X → R) → R and (X → R) → X shall be used quite often, we will abbreviate them as K R X and J R X, respectively. Moreover, when R is fixed, we often simply write KX and JX, omitting the subscript R. In [8] we also defined products of quantifiers and selection functions: Definition 1. Given a quantifier φ : KX and a family of quantifiers ψ :
One of the results we obtained is that the product of attainable quantifiers is also attainable. This follows from the fact that the product of quantifiers corresponds to the product of selection functions, as made precise in the following lemma:
Lemma 1 ( [8] , lemma 3.1.2). Let R be fixed. Given a selection function ε : JX, define a quantifier ε : KX as εp := p(εp).
Then for ε : JX and δ : X → JY we have ε ⊗ δ = ε ⊗ λx.δ x .
Two Infinite Products of Selection Functions
Given a finite sequence of selection functions (or generalised quantifiers), the binary product defined above can be iterated so as to give rise to a finite product. We have shown that such construction also appears in game theory (backward induction), algorithms (backtracking), and proof theory (interpretation of the infinite pigeon-hole principle). In the following we describe two possible ways of iterating the binary product of selection function an infinite (or unbounded) number of times.
Explicitly controlled iteration
The finite product of selection functions of Definition 1 can be infinitely iterated in two ways. The first, which we define in this section is via an "explicitly controlled" iteration, which we will show to correspond to Spector's bar recursion. In the following subsection we also define an "implicitly controlled" iteration, which we will show to correspond to modified bar recursion.
be a family of selection functions. Define the explicitly controlled infinite product of the selection functions ε as
where s :
Proof. Simply unfolding the definition of the binary product. 2
Although we will only need to work with EPS, it will be useful (for the sake of clarity) to define also the conditional product of quantifiers:
be a family of quantifiers. The explicitly controlled infinite product of quantifiers φ is defined as
The following lemma explains why EPQ can be defined from EPS if we are working with attainable quantifiers.
Implicitly controlled iteration
The implicitly controlled iteration of the binary product of selection functions is defined as follows:
Define the implicitly controlled infinite product of selection functions IPS as
= ε s * ts,n (λx X |s|+n .q ts,n * x (IPS s * ts,n * x (ε)(q ts,n * x )))
The functional IPS generalises Escardó's [6] construction that selection functions for a sequence of spaces can be combined into a selection function for the product space. Proposition 1. IPS (with R = B and ε s dependent only on |s|) is primitive recursively equivalent to Escardo's Π functional of [6] :
where
Proof. For one direction we take Π(ε)(q) := IPS (ε)(q). For the other direction take IPS s ({ε n } n∈N )(q) := Π({ε |s|+n } n∈N )(q). 2
Dialectica Interpretation of Classical Analysis
We now show how the unbounded iteration EPS of the binary product of selection functions is precisely what is needed to solve Spector's equations (which arise from the dialectica interpretation of full classical analysis).
Theorem 1 (cf. lemma 11.5 of [11] ). Let q :
identifying ε s with ε |s| . Then, for all n ≤ ω(α) we have
Proof. First, let us show by induction that for all n the following holds:
If n = 0 this follows by definition. Assume this holds for n we wish to show it for n + 1. Consider two cases.
= α, n = α, n + 1. Therefore, ω(α, n + 1) = ω(α, n) < n < n + 1. So,
Now, let n := ω(α). We argue that (ii) ω(α, n) ≥ n. Otherwise, assuming ω(α, n) = ω [α](n) (0) < n we would have, by (i), that α = α, n. And hence, by extensionality, n > ω [α](n) (0) = ω(α) = n, a contradiction.
Then, it follows easily that, if n ≤ ω(α), α(n)
For the second equality, we have
That concludes the proof.
2 Remark 1. The theorem above has a very natural game theoretic reading. Following [8] , each ε n should be thought of as the selection function defining an outcome quantifier for round n. The functional q maps infinite plays to the outcome of the game. The construction used in the theorem for α and p n calculates an infinite play α of the game which is optimal up to the point n = ω(α).
If ω is thought of as deciding when the game is terminated, then we have in fact an optimal play in the game.
Remark 2. Note that we are only using the conditional product of quantifiers for the sake of clarity.
As shown in Lemma 3, any use of EPQ above can be replaced by an instance of EPS. Therefore, the recursion schema for EPS is precisely what is needed to solve Spector's equations. In this way, also the use of bar induction (in the proof of Lemma 3) is avoided.
Relation to Spector's bar recursion
As we have shown above, the conditional product of selection functions is precisely what is needed for a computational interpretation of classical analysis. Spector, however, describing the recursion schema used in his solution, formulated first the general "construction by bar recursion" as
Then, Spector explicitly says that only a "restricted form" of this is used. It is this restricted form that we shall from now on call "Spector's bar recursion": 
where c = φ s (λx.SBR s * x (φ)(ω))(|s|).
As we have shown above, however, it is EPS which is the precise bar recursive schema needed for solving Spector's equations. Here is how SBR generalises EPS: Proposition 2. EPS is primitive recursively definable in SBR.
Remark 3.
It is open whether EPS defines SBR primitive recursively. We believe this is not the case, since in SBR we are given quantifiers, from which we might not be able to re-construct selection functions to apply EPS. If not, then it is fair to say that the precise computational content of full classical analysis (from the dialectica interpretation point-of-view) is the conditional product of selection functions EPS, and not Spector's bar recursion SBR.
Realizability Interpretation of Classical Analysis
We have seen (Section 3 above) that the conditional iterated product of selection functions is precisely what is needed for the dialectica interpretation of classical countable choice. In this section we show that when interpreting countable choice via modified realizability, one seems to need the unrestricted iterated product of selection functions. Assuming continuity, one may say that the infinite iterated product is implicitly controlled, by the continuity of the functional q.
As discussed in the introduction, a computational interpretation of full classical analysis can be reduced to an interpretation of the double negation shift DNS. Given that the formula A (in DNS) can be assumed to be negated, i.e. of the form ¬B, DNS is equivalent to
since, because A = ¬B, we have (in minimal logic) both ⊥ → A(n) and ⊥ → ∀nA(n). Moreover, since the negative translation brings us into minimal logic, falsity ⊥ can be replaced by an arbitrary Σ
The resulting principle we obtain is what we shall call J-shift
Note that A(n) now can be an arbitrary formula (not necessarily a negated formula).
Theorem 2 (cf. [3] , theorem 3). IPS modified realizes J-shift.
Proof. We assume continuity and relativised bar induction (as in [3] ). Let
We show ∀s ∈ S ∀nP (s, n) by relativised bar induction, where
and the predicate used in the relativisation is s ∈ S ≡ ∀n < |s| (s n mr A(n)).
We write α ∈ S as an abbreviation for ∀n([α](n) ∈ S). We now prove the two assumptions of the bar induction:
where t s means that t is an extension of the finite sequence 3 This is known as the (refined) A-translation [5] , and is useful to analyse proofs of Π 0 2 theorems in analysis.
s. Given α we pick k to be the point of continuity of q on α. The result follows simply unfolding the definition of IPS.
(ii) ∀s ∈ S(∀t, x(s * t * x ∈ S → ∀nP (s * t * x, n)) → ∀nP (s, n)). Fix s ∈ S and assume (a) ∀t, x(s * t * x ∈ S → ∀nP (s * t * x, n)).
We prove ∀nP (s, n) by course-of-values induction. Assume ∀k < n P (s, k), i.e.
We want to show (s * IPS s (ε)(q s ))(n) mr A(n). If n < |s| we are done, since in this case (s * IPS s (ε)(q s ))(n) = s n (and s ∈ S). Assume n ≥ |s|. Then, our goal becomes ε n (λx Xn .q s * ts,n * x (IPS s * ts,n * x (ε)(q s * ts,n * x ))) mr A(n),
where t s,n = [IPS s (ε)(q s )](n − |s|). That follows from λx Xn .q s * ts,n * x (IPS s * ts,n * x (ε)(q s * ts,n * x )) mr A(n) → R which, by definition, is ∀x Xn (x mr A(n) → q s * ts,n * x (IPS s * ts,n * x (ε)(q s * ts,n * x )) mr R).
Fix x such that x mr A(n). By our assumption (b) we have that s * t s,n * x ∈ S. And by assumption (a) we get (s * t s,n * x * IPS s * ts,n * x (ε)(q ts,n * x )) mr ∀nA(n). The proof is then concluded by the assumption that q mr ∀nA(n) → R. 2
Remark 4. We analyse the J-shift in more details in [7] , where a proof translation based on the construction JX is also defined.
Relation to modified bar recursion
We now show that IPS and modified bar recursion are in fact primitive recursively inter-definable. Modified bar recursion [3] , when generalised to the language of dependent types, can be formulated as
where ε s : (X |s| → R) → Π j≥|s| X j . The following lemma says that MBR is equivalent to a variant which can make use of any value bar recursively computed, and not just the immediate children s * x of the node s. We are assuming that types are restricted so that finite sequences of X k 's can be coded as single elements.
Lemma 5 ([3], lemma 2). MBR is primitive recursively equivalent to
The next theorem essentially says that MBR is also equivalent to a variant which makes use of course-of-values recursion to access values previously computed, i.e. in order to define the point n of the infinite sequence MBR 1 s (ε)(q) we are allowed to use MBR 1 s (ε)(q)(k) for k < n.
Lemma 6. MBR
0 is primitive recursively equivalent to
where r s,n := MBR 
can be turned into a family of selection functionsε s : J(Π j≥|s| X j ) as
wherex is the infinite sequence of pairs starting with 0, x and followed by 0, 0 . Intuitively, 1, a means that a is a computed ε-value, whereas 0, a means that a is a recursive call. We have that IPS (ε) : Π i Π j≥i X j . Also, a predicate q : Π i X i → R can be turned into a predicatẽ q :
k being the least point smaller than i where (α(k)(k)) 0 = 1. Intuitively, the constructionα takes a matrix α : Π i Π j≥i X j and returns a sequence in Π i X i , by returning elements from the first row while flags 0 are found, and then elements of column k, where k is the first column with flag 1. We claim that MBR can be defined as
where, for α : Π i≥k X i we have α 1 : Π i≥k X i (by simple projection), ands is the embedding of
(ii) (q)s = q s .
Unfolding definitions
That concludes the proof. 2
Corollary 2. The equation defining IPS has a solution in the type structure M of the strongly majorizable functionals.
Proof. This follows from the result in [4] 5 Appendix: Omitted proofs
Proof of Lemma 3. The above equation can be shown by bar induction, using the condition ∀α∃n(ω [α](n) (0) ≤ n) as the basis of the induction. If ω s (0) < |s| then, for any given q, EPQ s (ω)(ε)(q) = q(0) = q(EPS s (ω)(ε)(q)) = EPS s (ω)(ε)(q).
If, however, ω s (0) ≥ |s|, then EPQ s (ω)(ε)(q) = (ε s ⊗ λx.EPQ s * x (ω)(ε))(q) (IH) = (ε s ⊗ λx.EPS s * x (ω)(ε))(q) (L1) = (ε s ⊗ λx.EPS s * x (ω)(ε))(q) ≡ EPS s (ω)(ε)(q), using the bar recursive induction step. 2
Proof of Proposition 2. Looking at the reformulation of EPS described in Lemma 2, we see that at each recursive call to EPS the argument predicate q keeps changing. Consider, however, the following variant where q : Π where c = ε s (λx.q( EPS s * x (ω)(ε)(q))). We argue that EPS can be defined from EPS as EPS s (ω)(ε)(q) Π ∞ i=|s| Xi := λn. EPS s (ω)(ε)(q |s| )(|s| + n)
where q n (α) = q(α(n), α(n + 1), . . .). If ω s (0) < |s| the result is trivial. Assume ω s (0) ≥ |s|. Then, we have EPS s (ω)(ε)(q) = λn. EPS s (ω)(ε)(q |s| )(|s| + n) = λn. EPS s * c (ω)(ε)(q |s| )(|s| + n) = λn. EPS s * c (ω)(ε)((q c ) |s * c| )(|s| + n) = c * λn. EPS s * c (ω)(ε)((q c ) |s * c| )(|s * c| + n) = c * EPS s * c (ω)(ε)(q c )
where c = ε s (λx.q x (EPS s * x (ω)(ε)(q x ))) = ε s (λx.q |s| ( EPS s * x (ω)(ε)(q |s| ))). It is then straightforward to show that EPS is definable in SBR as
