In this paper we present a novel method for reliable recognition of construction workers and their actions using color and depth data from a Microsoft Kinect sensor. Our algorithm is based on machine learning techniques, in which meaningful visual features are extracted based on the estimated body pose of workers. We adopt a bag-of-poses representation for worker actions and combine it with powerful discriminative classifiers to achieve accurate action recognition. The discriminative framework is able to focus on the visual aspects that are distinctive and can detect and recognize actions from different workers. We train and test our algorithm by using 80 videos from four workers involved in five drywall related construction activities. These videos were all collected from drywall construction activities inside of an under construction dining hall facility. The proposed algorithm is further validated by recognizing the actions of a construction worker that was never seen before in the training dataset. Experimental results show that our method achieves an average precision of 85.28 percent. The results reflect the promise of the proposed method for automated assessment of craftsmen productivity, safety, and occupational health at indoor environments.
INTRODUCTION
Activity analysis, the continuous and detailed process of benchmarking, monitoring, and improving the amount of time craft workers spend on different construction activities can play an important role in improving construction productivity, safety, and occupational health. As a workface assessment tool, activity analysis examines the proportion of time workers spent on specific construction activities. Combination of detailed assessment and continuous improvement significantly differentiates activity analysis from work sampling and can provide recommendation for activity monitoring, improvements, and improvements applicability (Gouett 2011 , CII 2010 . In recent years, many companies have experienced the benefits of activity analysis and are now proactively working towards implementing it in their projects (ENR 2011) .
Despite the benefits of activity analysis, the accurate and detailed assessment of work in progress requires an observer for every construction activity, which can be prohibitively expensive. In addition, due to the variability on how construction tasks are carried out, or in the duration of each activity, it is often necessary to record several cycles of operations. Not only are traditional time-studies labor intensive, but also the significant amount of information that needs to be manually collected and analyzed can adversely affect the quality of the process. Given the significance of these observations, the state-of-the-art practice of activity sampling (CII 2010) suggests defining sampling populations methods such as Tour or Modified Crew Method. These methods require routes and times to be initially selected to make sure results are representative of the actual work performed. The length of these studies may vary based on the stage of a construction project, the timeframe of the study (e.g., when the work begins, before or after lunch), and the site layout and congestion of activities. This may require observers to take a few complete days to observe the entire site for each type of activity. Furthermore, techniques used in different studies are another controversial issue associated with cross examination of activity analysis results between different projects (Whiteside 2008) . Thus, there is a need for a lowcost and reliable method which can systematically and automatically track construction workers and analyze their actions across all construction projects. Such a method can significantly minimize the challenges associated with sampling methods or manual observations.
Over the past few years, several research studies (e.g., Brilakis et al. 2011 , Yong et al. 2010 ) have proposed interactive vision methods for tracking project entities. These methods have the potential in addressing some of the needs for an inexpensive tracking mechanism. Nonetheless, these methods do not propose any solution for automated recognition of construction worker actions. Particularly, limited line of sight, static and dynamic occlusions, and varying illuminations can all significantly affect applicability of these approaches in unstructured and dynamic indoor construction environments. To address these limitations, this paper proposes and implements a novel method for reliable recognition of construction workers and their actions using an RGBD camera. The remaining sections are organized as follows. First, the states of knowledge in the areas of automated craft activity analysis, human action recognition and application of the Microsoft Kinect Sensor are briefly reviewed. Next, the research objectives and methodologies are presented. Finally, we discuss the experimental validations of the proposed method for benchmarking and monitoring of construction worker actions.
RESEARCH BACKGROUND Current Research in Automated Craft Activity Analysis
Prior studies have compared several existing 2D vision-based tracking algorithms on construction sites and identified several challenges when workforce interactions (Arif and Vela 2009 ). More recently a supervised tracking algorithm was developed which requires the user to manually identify the construction workers, and subsequently a machine-learning algorithm learns and tracks the target (Yang et al. 2011) . As indicated by the authors, the proposed algorithm fails under sever changes in lighting condition and does not perform well with partial occlusions; conditions that are predominant on construction sites. Other methods such as Brilakis et al. (2011) also only focus on tracking construction entities and do not propose any solution for action recognition and real-time tracking of workers, which are the primary objectives of this paper. Peddi et al. (2009) has also proposed a blob-tracking algorithm to track productivity of workers by classifying their pose into categories such as effective, ineffective, and contributory. The assumption is that workers are always moving and each pose belongs to a certain type of action. The simple assignment of each static pose to an action can be a major limitation when it comes to activity analysis. There is a need for a new method that can simultaneously perform real-time tracking and action recognition of multiple interacting construction workers.
Current Research in Worker Tracking and Action Recognition
The problems of visually tracking human movements and recognizing their actions in video have been widely studied in the computer vision community. Here, we present a brief overview of related research works and refer the reader to more detailed literature surveys (Aggarwal and Ryoo 2011, Forsyth et al. 2005) .
There are two main approaches for human tracking in a video: First, considering humans as blobs and using fast generic object tracking methods (Yilmaz 2006) . These approaches usually assume that the target object is a rigid rectangular blob and have difficulty dealing with the extreme articulations of the human body. Second, top-down models which explicitly incorporate prior information about the articulation and movements of the human body (Ramanan 2007) . Most of these methods rely on manual initialization and can mainly work under controlled environments with good foreground/background separation. Learning and inference procedures for these methods are generally complex and computationally expensive, and as a result, their application is prohibitively slow. The outline methods focus on tracking people using regular RGB cameras. Nonetheless, there is limited research on tracking people with color+depth sensors (such as the Microsoft Kinect). Recently, a method for real-time estimation of human poses from single depth images was proposed by Shotton et al. (2011) . This method avoids performing the difficult search for body parts in color images by operating directly on the depth data. Such framework can be extended to perform real-time tracking of people using the Microsoft Kinect sensor (OpenNI Organization 2011).
Meanwhile, the problem of video-based human action recognition can be addressed from several perspectives (Aggarwal and Ryoo 2011) . Popular approaches include extracting visual characteristics in the form of spatio-temporal volumes, local features obtained from spatio-temporal interest points, trajectories of tracked features points and pose-based features. These visual characteristics can then be used within recognition models to discover specific patterns that can discriminate human actions. In this work, we are particularly interested in creating a method which can classify construction worker actions using the certain characteristics from their body configurations.
In this context, several researchers have proposed to represent actions as a sequence of human poses. Feng and Perona (2002) presented the use of short sequences of poses, or movelets, and modeled their sequential occurrence by a Hidden Markov Model. Weinland and Boyer (2008) proposed building a set of keyposes to represent actions, and used a simple generative model based on a Gaussian distribution for classification. On the other hand, Thurau and Hlaváč (2009) proposed representing human poses as a linear combination of pose primitives, and recognized human actions with a probabilistic classifier. These methods focus on classifying actions on color video data. Unfortunately, due to computational difficulty of estimating human pose directly from videos, the application of these methods for extensive action recognition tasks is not practical.
Recently, Sung et al. (2011) presented a classification algorithm for recognizing human actions from color+depth (RGBD) videos. Their framework combines pose-based and local image features into a hierarchical Maximum Entropy Markov Model classifier. The complexity and high dimensionality of the classifier makes it difficult to learn from limited training data. We address this issue by introducing a simpler human action representation and combining a powerful discriminative classifier to achieve successful worker action recognition.
OBJECTIVES AND SCOPE
This paper proposes a novel method for real-time tracking and action recognition of multiple interacting construction workers using the Microsoft Kinect Sensor. The focus is on indoor operations, and in particular typical drywall construction operations. Our specific objectives are to create a comprehensive method to (1) track construction workers and their body skeleton in real-time; (2) track worker actions under various body postures and Kinect configuration; and (3) test and validate the proposed method in real-world settings. In the following, the methodology and validations to address these objectives are detailed. Figure 1 depicts an overview of the proposed system. The first key component of our system is the use of a Kinect sensor for capturing color and depth information of the scene. This system avoids the difficult problem of recognizing actions from color image data only by performing real-time human pose estimation from depth images. The second important component is a new visual representation for worker actions. The key observation is that typical worker actions in a construction site can be characterized by a temporal set of poses that the worker executes. We encode this observation by adopting a powerful bag-of-poses representation of worker actions. This representation captures the occurrence of different pose-codewords within the action sequences. We exploit this powerful representation to build highly discriminative human action classifiers. Finally, experimental results show that the proposed algorithm is able to classify novel worker actions with a high-accuracy. 
AUTOMATED WORKER TRACKING AND ACTION RECOGNITION

Automated Tracking of Workers and Their Body Skeletons
The first goal of our system is to locate and track workers in the scene. For this purpose, we segment the workers from the background clutter and focus the activity recognition analysis on the relevant worker movements. Automatically tracking workers in color videos from unconstrained environments is still an unsolved problem. However, recent advancements in technology for human pose estimation from depth images plus the availability of inexpensive color+depth sensors have enabled wide applications for real-time tracking and estimation of human body configuration algorithms. In this work, we adopt the algorithms for human pose estimation proposed by Shotton et al. (2011) Figure 4 hat contains e codebook. 
