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Abstract
We present a natural reverse Minkowski-type inequality for lattices, which gives upper
bounds on the number of lattice points in a Euclidean ball in terms of sublattice determinants,
and conjecture its optimal form. The conjecture exhibits a surprising wealth of connections to
various areas in mathematics and computer science, including a conjecture motivated by in-
teger programming by Kannan and Lova´sz (Annals of Math. 1988), a question from additive
combinatorics asked by Green, a question on Brownian motions asked by Saloff-Coste (Col-
loq. Math. 2010), a theorem by Milman and Pisier from convex geometry (Ann. Probab. 1987),
worst-case to average-case reductions in lattice-based cryptography, and more. We present
these connections, provide evidence for the conjecture, and discuss possible approaches to-
wards a proof. Our main technical contribution is in proving that our conjecture implies the
ℓ2 case of the Kannan and Lova´sz conjecture. The proof relies on a novel convex relaxation for
the covering radius, and a rounding procedure for based on “uncrossing” lattice subspaces.
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1 Introduction
A lattice L ⊂ Rn is defined as the set of all integer linear combinations of n linearly independent
vectors B = (b1, . . . ,bn) in R
n, where we call B a basis for L. The determinant of L is defined as
det(L) = |det(B)|, which is invariant to the choice of basis for L. The determinant measures the
“global density” of the lattice. More precisely, det(L)−1 is the asymptotic number of lattice points
per unit volume.
One of the earliest and most important results in this area is Minkowski’s (First) Theorem
from 1889, which guarantees the existence of lattice points in any large enough symmetric con-
vex body (see Theorem 2.15 for the precise statement). In particular, it implies that any lattice L
with det(L) ≤ 1 must contain exponentially in n many points of Euclidean norm at most √n.
Informally, Minkowski’s theorem can be described as saying that “global density implies local
density”.
The starting point of our investigation is an attempt to reverse this implication. Assume L has
local density, i.e., exponentially many points of norm at most
√
n. Can we conclude that it must
also have global density, i.e., det(L) ≤ 1? A moment’s thought reveals that we cannot hope for
such a strong conclusion. Indeed, consider the lattice L generated by the basis {e1, . . . , en−1,Men}
where M is arbitrarily large. Then det(L) = M yet L has exponentially many points of norm at
most
√
n.
A natural conjecture would therefore say that local density implies global density in a subspace,
or in other words, that there is a (not necessarily full-rank) sublattice with low determinant. This
is the essence of our main conjecture.
To make this more precise, consider the lattice Zn. Obviously, all its sublattices have determi-
nant at least 1 (as the determinant of any integer matrix is integer). Moreover, it is not difficult to
see that the number of integer points in a ball of radius r is approximately nr
2
for r ≪ √n. Our
main conjecture basically says that Zn has the highest local density among all lattices whose sublattices
all have determinant at least 1. See Conjecture 3.1 for the formal statement, which also makes the
connection to the so-called smoothing parameter explicit.
Conjecture 1.1. (Main conjecture, informal) Let L ⊂ Rn be an n-dimensional lattice whose sublattices all
have determinant at least 1. Then, for any r > 0, the number of lattice points of Euclidean norm at most r
is at most exp(poly log n · r2).
While one can consider other variants of the conjecture (see the stronger variant in Section 9
and the weaker variants in Section 5), the main conjecture is themost appealing, as described next.
Connections. The conjecture exhibits a surprising wealth of connections to various areas in
mathematics, ranging from additive combinatorics to convex geometry and to heat diffusion on
manifolds. We mention some of those next.
• The Kannan-Lova´sz (KL) conjecture [KL88] is a nearly tight characterization of the covering
radius of a lattice with respect to a given convex body in terms of projection volumes and
determinants. The main technical contribution of our paper, appearing in Section 4, is to
show that the ℓ2 version of the KL conjecture [KL88] is implied up to poly-logarithmic factors
by the main conjecture. This implication is quite nontrivial, and a proof overview will be
given below. Very briefly, we rely on a novel convex relaxation for the covering radius and a
rounding strategy for the corresponding dual program to extract the relevant subspace. We
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remark that it is possible that our main conjecture in fact implies the general KL conjecture.
See the discussion at the end of Section 4.1.
• In 2007, it was suggested by Green [Gre07] that a certain strong variant of the polynomial
Freiman-Ruzsa conjecture over the integers is false. Inwork in progress of the second-named
author with Lovett [LR16], we prove that this is indeed the case assuming the main conjec-
ture.1 No unconditional proof of this is currently known.
• The following question was considered by Saloff-Coste (see, e.g., [Sal94, Sal04, BS03] and
especially [Sal10, Problem 11]). For a lattice L ⊂ Rn, consider the Brownian motion on
the flat torus Rn/L starting from the origin. Its density at any time t > 0 is a Gaussian of
standard deviation
√
t reducedmodulo L. Saloff-Coste asked whether its mixing time in the
total variation (or equivalently, L1) sense is approximately the same as that in the (easier to
analyze) L2 sense. This is equivalent to asking whether the smoothing parameter of a lattice
is approximately the same as the “L1 smoothing parameter.” In Section 7 we provide more
background and show that such a result follows from our main conjecture. We remark that
this seems to be the weakest implication of the main conjecture that is already an interesting
question in its own right.
• In Section 8 we describe some connections to computational complexity. We show that
our main conjecture implies a very tight reduction from the problem of approximation the
smoothing parameter to the problem of sampling points from a given coset of a lattice ac-
cording to a Gaussian (or even subgaussian) distribution. Combined with known reduc-
tions, this shows that the hardness of SIS, a central average-case cryptographic problem, can
be based on the worst-case hardness of approximation the smoothing parameter to within
O˜(
√
n). We also mention an easy implication to the complexity of the problem of approxi-
mating the covering radius.
Evidence for the conjecture. First, as we show in Section 11, the conjecture passes some basic
sanity checks. For instance, it is true for natural families of lattices including “rectangular” lattices
(or more generally, direct sum of lattices for which the conjecture holds) as well as random lattices.
We also show there that a weaker bound on the number of lattice points is true (namely, with
poly log n replaced by
√
n).
Second, as we describe in Section 10, the conjecture has a certain “continuous relaxation”
which talks about volumes of sections instead of determinants of lattice subspaces. Somewhat
surprisingly, that relaxation is known to be true and follows from a celebrated theorem by Mil-
man and Pisier. This is the most non-trivial implication of the main conjecture that we know is
true.
Finally, we believe that there are several approaches for proving the main conjecture itself
that are worth exploring in more detail, including one based on additive combinatorics. We also
tried exploring whether there are natural weaker variants of the conjecture that might be easier to
prove. Those variants are described in Section 5, and some are quite natural in their own right. The
variant described in Section 6.1 is particularly appealing, and we believe that it can be attacked
using a Fourier analytic approach.
1We remark that for this it would suffice to prove the conclusion in Conjecture 1.1 for r =
√
n.
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Related work. There has been considerable work on the problem of bounding or counting the
number of lattice points in a ball, perhaps the earliest reference being Gauss’s circle problem. Most
of the work in this area, however, considers “large” convex bodies and shows that for such bodies
the number of lattice points is very close to what one would expect by a volume heuristic. As
such, this seems too coarse to capture the subspace structure highlighted by the main conjecture.
See, e.g., [BG97] and references therein for the kind of results proved in this area since the early
20th century.
Also related is the work on stable lattices (sometimes known as “semistable”). These are lattices
of determinant 1 whose sublattices all have determinant at least 1. Properties of stable lattices
have been studied since the 1970s in connection with algebra, topology, and geometry. See [SW16]
and references therein. In particular, Shapira and Weiss [SW16] consider a strong quantitative
variant of the ℓ2 version of the KL conjecture, and show that it implies the so-called Minkowski
conjecture. It remains to be seen how exactly our main conjecture connects to the work on stable
lattices.
Proof overview of the main technical theorem. Our main technical theorem shows how to de-
rive the ℓ2 case of the Kannan-Lova´sz (KL) conjecture from our main conjecture. To explain the
KL conjecture, recall that the covering radius µ of a lattice is the maximum distance a point in space
can be from the lattice. So for instance µ(Zn) =
√
n/2. An easy lower bound on µ(L) is given in
terms of the determinant of L. Namely, since balls of radius µ(L) centered at all points of L cover
Rn, we obtain by volume considerations that µ(L) & √n(det(L))1/n. This bound can be far from
tight, e.g., for the lattice generated by the basis {e1, . . . , en−1,Men} where M is large. As was the
case for the main conjecture, we can tighten the bound by maximizing over subspaces, namely,
we consider the maximum of
√
dim(W)(det(piW(L)))1/ dim(W) over all subspaces W where piW
denotes the projection onW. Since µ(L) ≥ µ(piW(L)) this is clearly a lower bound on µ(L). The
ℓ2 KL conjecture says that this is nearly tight, i.e., that we can also upper bound µ(L) by the same
maximum up to polylogarithmic terms.
As should be obvious by now, the ℓ2 KL conjecture has a similar flavor to our main conjecture
(and even more so when comparing the formal definitions, see Conjecture 3.1 and Conjecture 4.1).
The difference is that our conjecture tries to capture the number of points in a ball (or to be precise,
the smoothing parameter), whereas ℓ2 KL tries to capture the covering radius.
The first step in our proof is to bound from above the covering radius by a convex program
we call µsm. Intuitively and informally, the convex program tries to find the “smallest” covari-
ance matrix A such that the distribution obtained by picking a random lattice point and adding
a Gaussian random variable with covariance A is close to uniform over Rn. Here by smallest we
mean the expected squared norm of a Gaussian with that covariance, which is simply tr(A). A
Gaussian that satisfies this property is said to “smooth” L. It is intuitively clear (and not difficult
to prove formally) that this program bounds µ(L)2 from above, since in order for the Gaussian to
smooth L, it must “reach” all points in space, and hence its norm must be at least µ(L). To state
this program formally, we recall that smoothness has an elegant equivalent definition (which fol-
lows from the Poisson summation formula) in terms of the a Gaussian sum on dual lattice points,
namely
µsm(L)2 = min
{
tr(A) : A  0, ∑
y∈L∗\{0}
e−piy
TAy ≤ 1/2
}
. (1)
At this point the natural thing to do would be to consider the dual of µsm, which is a max-
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imization problem, and use its optimal solution to find a subspace the projection on which has
large determinant, as needed for the ℓ2 KL conjecture. Unfortunately, the dual program seems
difficult to deal with since the single constraint in (1) “entangles” all the information about lattice
points in a complicated way, and it is not clear how it would help in identifying such a subspace.
This is were our main conjecture comes in. We formulate another convex program µdet which,
assuming the main conjecture, bounds µsm from above up to polylogarithmic factors. In more
detail, that program also tries to find the covariance matrix with smallest trace, but its constraints
basically say that A should be such that in the dual lattice, all sublattice determinants are large
(relative to A). By themain conjecture, large sublattice determinants imply small number of points
in balls, which in turn, implies smoothing. (In fact, the formal statement of the main conjecture in
Conjecture 3.1 is already stated in terms of a Gaussian sum over lattice points as in (1), so there is
no need for this detour through number of points in balls.) Since under the main conjecture, the
constraints in µdet imply those in µsm (i.e., are weaker), we obtain that µdet bounds µsm from above
up to polylogarithmic factors, as desired.
Since µdet directly puts in a constraint for every subspace, the subspace structure comes out
explicitly, and we are finally in position take the dual. It turns out that the dual of µdet has a
reasonably nice form, and a solution to it can be seen as some kind of mixture of various lattice
subspaces. The last and most technically demanding part of the proof is to “round” that dual
solution, i.e., we show how to take an arbitrary mixture of lattice subspaces and extract from it
just one lattice subspace that is nearly as good. There are several steps to this proof, the most
interesting one being a sort of “uncrossing inequality,” showing that if the solution includes two
subspaces V and W, we can replace them with the subspaces V +W and V ∩W in a way that
does not decrease the goal function. We now repeat this uncrossing step over and over again.
Notice that we make progress as long as there are two subspaces such that neither is contained
in the other. Therefore, after sufficiently many iterations, we arrive at a chain, i.e., a sequence of
subspaces W1 ⊆ W2 ⊆ · · · ⊆ Wm. Using careful bucketing, we show that one of these subspaces
must be nearly as good as the mixture, and this completes the proof.
Outline. We include some preliminaries in Section 2 and state the main conjecture formally in
Section 3. The remaining sections are mostly independent. First, in Section 4 we include our main
technical theorem on the ℓ2 KL conjecture. We then discuss in Section 5 some weaker variants
of the conjecture, and in Section 6 a unified way to view them all using certain universal convex
bodies. In Section 7 we discuss the mixing time of Brownian motions. In Section 8, we give some
implications of our conjectures to computational complexity. Section 9 explores a more precise
type of reverse Minkowski inequality. In Section 10 we discuss the continuous analogue of our
conjecture. We conclude in Section 11, with some basic sanity checks of the conjecture. Since the
proof in Section 4 is somewhat involved, the reader might prefer to read some of the following
sections first, as most of them are lighter.
Acknowledgements. We thank Mark Rudelson for pointing us to the Milman-Pisier theorem
and Chris Peikert for suggesting an early version of the weak conjecture and its relation to L1
smoothing. We also thank them andKai-Min Chung, Shachar Lovett, andNoah Stephens-Davidowitz
for useful discussions.
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2 Preliminaries
We write X . Y to mean that there exists a universal constant C > 0 such that X ≤ CY, and
similarly for X & Y.
Basic Concepts. Let Bn2 = {x ∈ Rn : ‖x‖2 ≤ 1} denote the unit Euclidean ball and Sn−1 =
{x ∈ Rn : ‖x‖2 = 1} = ∂Bn2 denote the unit sphere in Rn . For subsets A, B ⊆ Rn, we denote
their Minkowski sum A+ B = {a + b : a ∈ A, b ∈ B}. Define span(A) to be the smallest linear
subspace containing A.
A set K ⊆ Rn is convex if for all x, y ∈ K, λ ∈ [0, 1], we have λx+ (1− λ)y ∈ K. K is a convex
body if additionally it is compact and has non-empty interior. K is symmetric if K = −K. If K is
a symmetric convex body, then the functional ‖x‖K = min{s ≥ 0 : x ∈ sK}, ∀x ∈ Rn, defines a
norm on Rn, which we call the norm induced by K or the K-norm.
Linear Algebra. We denote the n× n identity matrix by In, or simply I when the dimension is
clear. For a linear subspace W ⊆ Rn, define piW as n × n orthogonal projection matrix onto W.
Note that if the columns of a matrix OW form an orthornormal basis for W, then piW = OWO
T
W.
We define W⊥ = {x ∈ Rn : 〈x,w〉 = 0, ∀w ∈ W}. For a subspace V ⊆ Rn, we write W ⊥ V if
W and V are orthogonal subspaces, i.e., ifW ⊆ V⊥. For a matrix B ∈ Rn×d, let im(B) and ker(B)
denote the image (also known as range) and kernel of B respectively. Let BT denote the transpose
of B. A matrix is symmetric if BT = B. If B is square, i.e., n = d, define tr(B) = ∑i∈[n] Bii. Define
the Moore-Penrose pseudoinverse B+ ∈ Rd×n of B to be the unique matrix such that BB+ =
B+TBT = piim(B), B
+B = BTB+T = piker(B)⊥. Note that B
++ = B. If B is symmetric, note that
im(B) = ker(B)⊥. If B is square (i.e., n = d) and non-singular then B+ = B−1, the standard matrix
inverse. Define the operator norm ‖B‖ = max‖x‖=1 ‖Bx‖2 and Frobenius norm ‖B‖F =
√
tr(BTB).
Given the columns of B = (b1, . . . ,bd), we define its Gram-Schmidt orthogonalization (b˜1, . . . , b˜d)
by b˜i = pii(bi) where pii = pispan(b1,...,bi−1)⊥ , i ∈ [d]. We shall call pii, i ∈ [d], the ith Gram-Schmidt
projection of B. A useful fact is that B is non-singular iff all the Gram-Schmidt vectors are all
non-zero.
2.1 Properties of positive semidefinite matrices
Here we include some basic facts regarding positive semidefinite matrices. See, e.g., Bhatia’s
book [Bha07] for proofs and further discussion.
A matrix X ∈ Rn×n is positive semidefinite (PSD) if X is symmetric and yTXy ≥ 0, ∀y ∈ Rn.
Equivalently, X is PSD⇔ X = BTB for some matrix B ⇔ X is symmetric and all its eigenvalues
are non-negative. We note that any PSD matrix X has a unique PSD square root, which we denote
X1/2. We denote the cone of n× n PSDmatrices by Sn+. For symmetric X,Y ∈ Rn×n, we shall write
X  Y in the Loewner ordering if Y − X is positive semidefinite. We write λ1(X) ≥ λ2(X) ≥
· · · ≥ λn(X) for the eigenvalues of X ordered from largest to smallest (note they are all real by
symmetry of X).
LetW ⊆ Rn be a linear subspace and let X ∈ Sn+.
Definition 2.1 (Matrix Ellipsoid). We define the ellipsoid induced by X to be E(X) = {y ∈ im(X) :
yTX+y ≤ 1} = X1/2Bn2 .
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Definition 2.2 (Matrix Projection). We define the projection of X to W by X↓W def= piWXpiW . Here we
have that E(X↓W) = piWE(X), which justifies the term matrix projection.
Definition 2.3 (Matrix Slice). We denote X∩W , the slice of X on W, to be the unique PSD matrix satisfy-
ing
yT(X∩W)y = min
w∈W⊥
(y+w)TX(y+w), ∀y ∈ Rn .
Here we have that E(X∩W) = E(X) ∩W, which justifies the term matrix slice.
If X =
(
A C
CT B
)
∈ Sn+, A ∈ Rk×k, C ∈ Rk×(n−k), B ∈ R(n−k)×(n−k), then the slice X on W =
Rk × 0n−k is the Schur complement of X with respect B (lifted to live in the full space), that is
X∩W =
(
A− CB+CT 0k×(n−k)
0(n−k)×k 0(n−k)×(n−k)
)
.
Definition 2.4 (Projected Determinant). Define the projected determinant of X on W by
det
W
(X)
def
= det(OTWXOW) (2)
where OW is any matrix whose columns form an orthonormal basis of W. Note that the projected determi-
nant is invariant to the choice of orthornormal basis. If dim(W) = d, then we have that
vold(piWE(X)) = vold(B
d
2)det
W
(X)1/2.
Claim 2.5. If B is a matrix and OV is a matrix whose columns form an orthonormal basis of V = im(B),
then
det(BTB) = det(BTOVO
T
VB) = det(O
T
VBB
TOV) = det
V
(BBT) .
The following lemma provides some important properties of the matrix projection and slice.
Lemma 2.6. Let X ∈ Sn+ and W ⊆ im(X). Then the following holds:
1. (X∩W)+ = (X+)↓W .
2. If Y ∈ Rn×n symmetric satisfies Y  X and im(Y) ⊆W, then Y  X∩W .
3. For Y  0, X∩W + Y∩W  (X + Y)∩W.
The following lemma shows that the restricted determinant interacts nicely with the matrix
slice and matrix projection.
Lemma 2.7 (Matrix Determinant Lemma). Let X ∈ Sn+, W1 ⊥ W2 satisfying im(X) = W1 +W2.
Then
det
W1+W2
(X) = det
W1
(X∩W1)det
W2
(X↓W2).
The following lemma gives the basic concavity properties and dual characterization of the
projected determinant:
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Lemma 2.8 (Properties of Projected Determinants). Let X ∈ Sn+ and W ⊆ Rn a d-dimensional sub-
space. Then the following holds:
1. For t ∈ R≥0, detW(tX) = td det(X).
2. detW(X)
1/d = inf{ 1d tr(XZ) : Z ∈ Sn+, im(Z) = W, detW(Z) = 1}.
In particular, detW(X)
1/d is concave in X.
3. If W ∩ ker(X) = {0}, then for ∆ ∈ Rn×n,
d
dt
det
W
(X + t∆)1/d
∣∣
t=0
=
1
d
tr(det
W
(X)1/d(X↓W)+∆).
4. If W ∩ ker(X) = {0}, detW(X)detW((X↓W)+) = 1.
2.2 Probability
For two probability measures µ1, µ2 on Ω, we define the total variation distance between µ1 and µ2
by ∆(µ1, µ2) = sup{|µ1(S)− µ2(S)| : S ⊆ Ω, S measurable }. If µ1 is absolutely continuous with
respect to µ2 then
∆(µ1, µ2) = (1/2)
∫
Ω
|(dµ1/dµ2(x)− 1)|dµ2(x).
Gaussian distribution. For a positive definite matrix A ∈ Sn+ and c ∈ Rn, we define the Gaus-
sian distribution N(c, A) with covariance A and mean c to be the distribution with density
1
det(A)1/2
√
2pi
n exp
(
−1
2
(x− c)A−1(x− c)
)
, ∀x ∈ Rn . (3)
For X ∼ N(c, A), by construction we have that E[X] = c and E[(X − c)(X − c)T] = A. We
shall say n-dimensional standard Gaussian to denote N(0, In).
2.3 Lattices
A d-dimensional Euclidean lattice L ⊂ Rn is defined as the set of all integer linear combinations
of d linearly independent vectors B = (b1, . . . ,bd) in R
n, where we call B a basis for L. If d = n
we say that the lattice is full rank.
The determinant of L is defined as det(L) = √det(BTB), which is invariant to the choice of ba-
sis for L. Notice that by Claim 2.5 we can also write det(L) = √detV(BBT) where V = span(L).
The following elementary claim shows how the determinant changes under linear transformation.
Claim 2.9. Let L be a lattice and W = span(L). Then for a linear transformation A,
det(AL) = det
W
(ATA)1/2 det(L) .
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Proof. Let B be a basis of L. Write B = OW B¯ where the columns of OW are an orthonormal basis
ofW and B¯ is dim(W)× dim(W). Then,
det(AL)2 = det(BTATAB) = det(B¯TOTWATAOW B¯) = det(OTWATAOW)det(B¯TB¯)
= det
W
(ATA)det(BTB) = det
W
(ATA)det(L)2 ,
as claimed.
The dual lattice of L is L∗ = {y ∈ span(L) : 〈y, x〉 ∈ Z, ∀x ∈ L}. It is easy to verify that
B(BTB)−1 yields a basis for L∗ and that det(L∗) = 1/ det(L). We say that a subspaceW ⊆ Rn is
a lattice subspace of L ⊂ Rn ifW admits a basis of vectors in L. We will need a few important facts
about lattice subspaces and projections. Firstly, the projection piW(L) onto a subspaceW ⊆ Rn is
a lattice (i.e., discrete) if and only ifW is a lattice subspace of L∗. Furthermore, piW(L)∗ = L∗ ∩W.
Secondly, for two lattice subspaces V,W of L, both the intersection V ∩W and the sum V +W is
a lattice subspace of L.
Let K ⊆ Rn be a symmetric convex body and L ⊆ Rn as above, be a d-dimensional lattice.
Definition 2.10 (Successive Minima). For i ∈ [d], we define the ith successive minima of L with respect
to K by
λi(K,L) = min{r ≥ 0 : dim(rK ∩ L) ≥ i}.
We write λi(L) to denote λi(Bn2 ,L).
Definition 2.11 (Voronoi Cell). For a lattice L ⊆ Rn, we define the Voronoi cell by
V(L) =
{
x ∈ span(L) : 〈x, y〉 ≤ 1
2
〈y, y〉 ∀y ∈ L \ {0}
}
.
In words, V(L) corresponds to all the points in span(L) that are closer to 0 than to any other point of L.
We note that V is a centrally symmetric polytope (and hence convex) which tiles span(L) with respect to
L.
Definition 2.12 (Covering Radius). The covering radius of L with respect to K, for K a (not necessarily
symmetric) convex body, is
µ(K,L) = inf{r ≥ 0 : span(L) ⊆ L+ rK} .
Note that replacing K by K ∩ span(L) does not change the covering radius. We write µ(L) to denote
µ(Bn2 ,L).
Definition 2.13 (Metric on the Torus). For x, y ∈ span(L)/L, define dist(x, y) = minz∈L+(y−x) ‖z‖2.
Note that dist is in fact a metric. Furthermore, µ(L) = maxx∈span(L)/L dist(x,L), is the diameter of the
torus under this metric.
The following is an easy and useful fact about the covering radius, already observed in [GMR05].
Claim 2.14. For a lattice L ⊂ Rn and x a uniform point in span(L)/L,
Pr[dist(x,L) ≥ µ(L)/2] ≥ 1/2. (4)
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Proof. Assume towards contradiction that (4) does not hold. Let y be an arbitrary point in span(L)/L
and x a uniform point as above. Since x− y and x are both uniformly distributed in span(L)/L,
we have that with positive probability, both dist(y, x) < µ(L)/2 and dist(x,L) < µ(L)/2 hold.
But this implies by triangle inequality that dist(y,L) < µ(L). Since y is arbitrary, this contradicts
the definition of covering radius.
We recall the following fundamental theorem of Minkowski. The goal of the present work is
to find partial converses to this theorem.
Theorem 2.15 (Minkowski’s First Theorem, see [GL87, Chapter 2]). For an n-dimensional symmetric
convex body K and lattice L in Rn,
|K ∩ L| ≥ ⌈2−n voln(K)/det(L)⌉ .
Theorem 2.16 (Minkowski’s Second Theorem, see [GL87, Chapter 2]). For an n-dimensional sym-
metric convex body K and lattice L in Rn,
n
∏
i=1
λi(K,L) ≤ 2
n
voln(K)
det(L) ≤ n!
n
∏
i=1
λi(K,L) .
Furthermore, if K = Bn2 , the n! on the right-hand side can be replaced by 2
n voln(Bn2 )
−1 = ((1 +
o(1)) 2npie )
n/2.
We will need the following bound due to Henk, which bounds the number of lattice points in
any scaling of a symmetric convex body in terms of the successive minima.
Theorem 2.17 (Henk’s Bound [Hen02]). For an n-dimensional symmetric convex body K and lattice L
in Rn, and t ≥ 0,
|tK ∩ L| ≤ 2n−1
⌊
1+
2t
λi(K,L)
⌋
.
2.4 The smoothing parameter
For a positive definite X ≻ 0 and a countable set T ⊆ Rn, define
ρX(T) = ∑
y∈T
e−piy
TX−1y.
We extend this to positive semidefinite X  0 by
ρX(T) = ∑
y∈T∩im(X)
e−piy
TX+y.
Note that with the above definition, ρX(T) is a continuous function over all of S
n
+.
We remark that the above notation is slightly non-standard, in that we parametrize the ρ with
respect to X and not X1/2. This notation will however be more convenient for us. For s > 0, we
will often denote ρs2 I by ρs2 .
We define ηε(L) the ε-smoothing parameter of L as the unique s > 0 satisfying
ρ1/s2(L∗) = ∑
y∈L∗
e−pi‖sy‖
2
= 1+ ε .
11
We will simply say the smoothing parameter of L to denote η(L) def= η1/2(L).
We first recall the following fundamental bound on the smoothing parameter, which is implicit
in thework of Banaszczyk [Ban93] (see for example [DRS14, Lemma 2.17] for a short self-contained
proof).
Theorem 2.18. For an n-dimensional lattice L ⊂ Rn and ε ∈ (0, 1),√
log(2/ε)/pi
λ1(L∗) ≤ ηε(L) ≤
√
log((1+ ε)/ε)/pi +
√
n/(2pi)
λ1(L∗) .
In particular, for ε ≥ 2−n, ηε(L) ≤ η2−n(L) ≤
√
n/λ1(L∗).
We now list some useful properties of the Gaussian function. The following lemma implies
that we could choose any constant instead of 1/2 in the definition of the smoothing parameter
while only affecting it by a constant factor.
Lemma 2.19. Let L ⊂ Rn be a lattice. Then for any A ∈ Sn+, L ⊂ im(A) and t ≥ 1, the following holds:
1. [CDLP13]: ρA/t2(L \ {0}) ≤ ρA(L \ {0})t2 .
2. ρA/t2(L \ {0}) ≤ ρA(L \ {0})/⌊t⌋.
Proof. For the first part, since t ≥ 1,
ρA/t2(L \ {0}) = ∑
y∈L\{0}
e−piy
T(A/t2)+y = ∑
y∈L\{0}
(e−piy
TA+y)t
2
≤
(
∑
y∈L\{0}
e−piy
TA+y
)t2
= ρA(L \ {0})t2 ,
as needed.
We now prove the second part. We first factor t into the lattice, that is
ρA/t2(L \ {0}) = ρA(tL \ {0}) ≤ ρA(⌊t⌋L \ {0}).
Let k = ⌊t⌋. From here, we decompose the lattice sum into sums over 1-dimensional sublattices,
ρA(kL \ {0}) = ∑
y∈L\{0}
y primitive
∞
∑
z=1
e−pi(kz)
2yTA+y. (5)
Given the above formula, it suffices to show the inequality over each line, namely showing that
for any r > 0,
k
∞
∑
z=1
e−pi(kz)
2r ≤
∞
∑
z=1
e−piz
2r. (6)
To see this, note that it would imply
k ∑
y∈L\{0}
y primitive
∞
∑
z=1
e−pi(kz)
2yTA+y ≤ ∑
y∈L\{0}
y primitive
∞
∑
z=1
e−piz
2yTA+y = ρA(L \ {0}),
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which combined with (5) proves the claim. To prove (6), a direct computation reveals
∞
∑
z=1
e−piz
2r =
∞
∑
z=1
k−1
∑
s=0
e−pi(kz−s)
2r ≤
∞
∑
z=1
k−1
∑
s=0
e−pi(kz)
2r = k
∞
∑
z=1
e−pi(kz)
2r,
as needed.
We recall that for any “nice enough” function f : Rn → R and any n-dimensional lattice L, the
Poisson summation formula gives
∑
y∈L
f (y) =
1
det(L) ∑
y∈L∗
fˆ (y) , (7)
where fˆ (y) =
∫
Rn
e−2pii〈x,y〉 f (x)dx is the Fourier transform of f .
The next lemma follows directly from the Poisson summation formula.
Lemma 2.20 (Gaussian Mass of Cosets). Let L ⊂ Rn be a d-dimensional lattice, W = span(L), t ∈ W,
and A ∈ Sn+ with W ⊆ im(A). Then
ρA(L+ t) = detW(A
∩W)1/2
det(L) ∑
y∈L∗
e2pii〈t,y〉e−piy
TA∩Wy. (8)
In particular, ρA(L) = detW(A
∩W)1/2
det(L) ρ(A∩W)+(L∗). Furthermore, if ρ(A∩W)+(L∗ \ {0}) ≤ ε, ε ∈ (0, 1),
then
ρA(L+ t) ∈ [1− ε, 1+ ε] · detW(A
∩W)1/2
det(L) .
The following claim shows in what sense a Gaussian is “smooth” modulo a lattice. It is a
simple extension of [MR07, Lemma 4.1] to non-spherical covariances.
Claim 2.21. LetL ⊂ Rn be a full-rank lattice, and A ≻ 0 be such that ρA−1(L∗ \ {0}) = ∑y∈L∗\{0} e−piyTAy ≤
ε for some ε > 0. Let X ∼ N(0, 12pi A) be a centered Gaussian random variable in Rn with mean 0 and
covariance 12pi A. Then, the total variation distance between X mod L and the uniform distribution satisfies
∆(X mod L,U) ≤ ε/2 .
Proof. Let µg and µ be the probability measures corresponding to X mod L andU respectively. By
Lemma 2.20, we have that the statistical distance between the two distributions is
1/2
∫
Rn/L
|(dµg/dµ)(t) − 1|dµ(t) = 1/2
∫
Rn/L
∣∣∣ det(L)
det(A)1/2
ρA(L+ t)− 1
∣∣∣dµ(t)
= 1/2
∫
Rn/L
∣∣∣ ∑
y∈L∗\{0}
e2pii〈t,y〉e−piy
TAy
∣∣∣dµ(t)
≤ 1/2
∫
Rn/L
ρA+(L∗ \ {0})dµ(t)
≤ 1/2
∫
Rn/L
ε dµ(t) = ε/2 .
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Lemma 2.22 ([Ban93]). Let L ⊂ Rn be a lattice of rank n. Then, for all t ∈ Rn, ρ(L+ t) ≥ ρ(t)ρ(L).
Proof.
ρ(L+ t) = ρ(t) ∑
y∈L
cosh(2pi〈y, t〉)ρ(y) ≥ ρ(t)ρ(L) .
2.5 Random lattices
The set of lattices of determinant 1, which can be identified with the quotient SL(R, n)/SL(Z, n),
has a natural and useful probability measure defined on it (see [GL87, Chapter 3] or [Ter88]).
Originally introduced by Siegel [Sie45], it has the following remarkable properties.
Theorem 2.23 ([Sie45]). Let L be an n-dimensional lattice distributed as above. Then, the following holds:
1. For any linear transformation T of determinant ±1, TL and L are identically distributed.
2. L and L∗ are identically distributed.
3. Let Rn×dind = {(x1, . . . , xd) ∈ (Rn)d : x1, . . . , xd linearly independent}. Then, for d ≤ n − 1 and
any measurable subset A ⊆ Rn×dind , we have that
E[|Ld ∩ A|] = voldn(A) .
Here we will only need the case d = 1 of the last item above, which says that E[|(L \ {0}) ∩
A|] = voln(A). By integrating this equality over level sets, we get that for any Riemann integrable
function f : Rn → R,
E
[
∑
x∈L\{0}
f (x)
]
=
∫
f (x)dx . (9)
We note that this distribution can be obtained as the “limit” of the following simple discrete
distributions. For p ∈ N a large prime, sample a ∈ (Z/pZ)n uniformly at random, and let
L = p−1/n{x ∈ Zn : 〈a, x〉 ≡ 0 (mod p)}. Note that L has determinant 1 as long as a 6= 0. It was
shown by [GM03], that as p → ∞ this distribution converges in a strong sense to the distribution
of random lattices.
3 The Main Conjecture
We now formally state the main conjecture.
Conjecture 3.1. (Main conjecture) Let Cη(n) > 0 be the smallest number such that for any L ⊂ Rn,
η(L) ≤ Cη(n) max
W 6={0} lattice subspace of L∗
(det(L∗ ∩W))−1/ dim(W). (10)
Then Cη(n) ≤ poly log n.
Note that by homogeneity, to prove Conjecture 3.1 it suffices to show that η(L) ≤ poly log n
whenever all sublattices of L∗ have determinant at least 1. We now show an equivalence between
the smoothing parameter and a bound on the number of dual lattice points at distance r of the
form e(sr)
2
. This formalizes the equivalence between the above conjecture and Conjecture 1.1.
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Lemma 3.2. For an n-dimensional lattice L, the following inequality holds:
η(L)/
√
3 ≤ max
r>0
√
log(|L∗ ∩ rBn2 |)/pi
r
≤ η(L) .
Proof. By rearranging, note that s˜ = maxr>0
√
log(|L∗∩rBn2 |)/pi
r is simply the minimum number such
that |L∗ ∩ rBn2 | ≤ epi(s˜r)
2
for all r ≥ 0.
We first show that s˜ ≤ s, where s = η(L). In particular, we must show that |L∗ ∩ rBn2 | ≤ epi(sr)
2
for all r ≥ 0. By definition, ρ1/s2(L∗ \ {0}) = 1/2, and thus we must have that
1/2 ≥ e−pi(sr)2(|L∗ ∩ rBn2 | − 1).
Rearranging, and using the fact that the cardinality of a set is integer,
|L∗ ∩ rBn2 | ≤ ⌊1+ epi(sr)
2
/2⌋ ≤ epi(sr)2,
as desired.
We now show that s ≤ √3s˜. In particular, we show that ρ1/(3s˜2)(L∗) ≤ 3/2. The following
computation derives the bound,
ρ1/(3s˜2)(L∗) = ∑
y∈L∗
e−pi(3s˜
2)‖y‖22
= ∑
y∈L∗
∫ ∞
0
I[‖y‖2 ≤ r](6pis˜2) · re−pi(3s˜2)r2dr
=
∫ ∞
0
|L∗ ∩ rBn2 |(6pis˜2) · re−pi(3s˜
2)r2dr
≤
∫ ∞
0
epi(s˜r)
2
(6pis˜2) · re−pi(3s˜2)r2dr
=
∫ ∞
0
(6pis˜2) · re−pi(2s˜2)r2dr
= −6/4e−pi(2s˜2)r2∣∣∞
r=0
= 3/2,
as needed.
4 The Main Conjecture implies the Kannan-Lova´sz Conjecture
We start by stating the ℓ2 KL conjecture.
Conjecture 4.1 (The ℓ2 Kannan-Lova´sz Conjecture). Let CKL(n) > 0 be the smallest number such that
for any L ⊂ Rn,
µ(L) ≤ CKL(n) max
W lattice subspace of L∗
1≤d=dim(W)≤n
√
ddet(L∗ ∩W)−1/d . (11)
Then CKL(n) ≤ poly log n.
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We note that the reverse direction is easy to prove, i.e., that the max in Eq. (11) is . µ(L).
We also note that the best known lower bound on CKL(n) is O(
√
log n), obtained by the lattice
generated by the basis B = (e1, e2/
√
2, . . . , en/
√
n). With the above formulation, we can state the
main result of this paper as follows.
Theorem 4.2. The ℓ2 Kannan-Lova´sz conjecture holds with bound CKL(n) = O(log n)Cη(n).
In Section 4.1 we provide some optional background on the KL conjecture. The rest of this
section is dedicated to the proof of Theorem 4.2.
4.1 Origin of the Kannan-Lova´sz Conjecture
The basic question Kannan and Lova´sz [KL88] sought to understand is this: when can we guar-
antee that a convex body contains a lattice point? One of the most elegant ways to do so is to
examine the covering radius of the body with respect to the lattice. Given a convex body K and
n-dimensional lattice L in Rn, we define the covering radius
µ(K,L) = inf{s ≥ 0 : L+ sK = Rn} ,
or equivalently, the minimum scaling s of K for which sK + t contains a point of L for every
translation t ∈ Rn. Note that if µ(K,L) ≤ 1, then K contains a lattice point in every translation.
With this definition, we may specialize the main question to: when is the covering radius of a
convex body smaller than 1? or more generally, is there a good alternate “dual” characterization
of the covering radius?
Good answers to this question have played a crucial role in the development of faster algo-
rithms for the Integer Programming (IP) [Len83, Kan87, HK13, DPV11, Dad12]. The IP problem,
classically defined as deciding whether a linear system of inequalities Ax ≤ b admits an integer
solution, can also be phrased more generally, that is, given a convex body K and lattice L in Rn
decide whether K ∩ L 6= ∅. The fastest algorithms for IP require nO(n)-time [Kan87, Dad12], and
a major open problem is whether there exists a 2O(n)-time algorithm for IP.
A first satisfactory duality theorem in this context is Khinchine’s Flatness theorem,which states
that either µ(K,L) ≤ 1 or K has small lattice width, i.e., K is “flat.” Letting the width norm of K be
widthK(z) = maxx∈K〈z, x〉 −minx∈K〈z, x〉, for z ∈ Rn, we define the lattice width of K w.r.t. to L
as
width(K,L) = min
y∈L∗\{0}
widthK(y).
Improving the quantitative estimates on how “flat” K must be has been a focus of much re-
search [Khi48, Bab85, KL88, LLS90, Ban93, Ban96, BLPS99]. The best current estimate on flatness
can be stated as follows.
Theorem 4.3 (Khinchine’s Flatness Theorem).
1 ≤ µ(K,L)width(K,L) ≤ O˜(n4/3) .
The bound above is derived by combining the work of Banaszczyk [Ban96], who showed that
expression in the middle can be bounded by O(n) times the so-called M-M∗ estimate for K, to-
gether with the O˜(n1/3) bound on the M-M∗ estimate for general convex bodies due to Rudel-
son [Rud00].
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From the perspective of IP, if µ(K,L) ≤ 1/2, one can in fact find a feasible lattice point using
an appropriate rounding algorithm, and if µ(K,L) ≥ 1/2, the flatness theorem implies that we
can decompose K along O˜(n4/3) lattice hyperplanes (i.e., slicing along a flatness direction). Since
the rounding step can in fact be implemented in 2O(n)-time [Dad14, Dad12], the main bottleneck
is in finding more efficient decompositions. Note that creating nO(1) subproblems per dimension
yields a branching tree of size nO(n), the dominant term in the complexity of IP algorithms.
The flatness estimate can in fact be improved to O(n) for ellipsoids [Ban93] and O(n log n)
for centrally symmetric convex bodies [Ban96]. However, for any convex body, it is known (see,
e.g., [Ban95, Remark 3.10]2) that there exists a lattice for which the right-hand side is Ω(n), in
particular a random lattice achieves this with high probability, and hence the relationship be-
tween lattice width and the covering radius cannot be made sub-polynomial in general. Thus, it is
doubtful whether one can significantly improve on current IP algorithms by decomposing along
hyperplanes.
To try and circumvent this problem, Kannan and Lova´sz [KL88] defined a multidimensional
generalization of flatness, proving the following bounds:
Theorem 4.4 ([KL88]).
1 ≤ µ(K,L) min
W lattice subspace of L∗
1≤d=dim(W)≤n
vold(piW(K))
1/d det(L∗ ∩W)1/d ≤ n (12)
where piW is the orthogonal projection onto W. Furthermore, for K = B
n
2 , the right-hand side can be
improved to
√
n.
We note that the standard flatness theorem corresponds to forcing d = 1 above. While not
obvious, the above theorem (whose proof is constructive) yields a way of decomposing an IP
along O(n)d shifts of some n− d dimensional subspace (note that d is not fixed). This was used
in [Dad12] to give the first nn+o(n) algorithm for IP.
Currently, there are no known examples for which the right-hand side of (12) is larger than
O(log n). This bound is in fact achieved for K = conv(0, e1, 2e2, . . . , nen) and L = Zn (where
e1, . . . , en denote the standard basis). Kannan and Lova´sz asked whether this is indeed the worst
case, thus we henceforth call an affirmative answer to this question the Kannan-Lova´sz conjecture.
We note that Kannan and Lova´sz verified this conjecture forL = Zn and K = conv(0, a1e1, . . . , anen),
ai > 0 ∀ i ∈ [n], i.e., with respect to Zn and any axis parallel scaling of a simplex (notice that to
prove the conjecture one can restrict to L = Zn, only allowing K to vary). Encouragingly, the main
class of worst-case examples for Khinchine’s flatness theorem, which are derived from the natural
“uniform” probability distribution on lattices are “easy” from the perspective of Theorem 4.4. In
particular, a classical result of Rogers [Rog58, Theorem 2], which gives very precise volumetric
estimates on the covering radius of a convex body with respect to a random lattice, directly shows
that for these lattices the right-hand side can be made O(1) usingW = Rn.
If the conjecture holds and a subspace achieving the conjectured bound can be computed in at
mostO(log n)O(n)-time, this would imply anO(log n)O(n)-time algorithm for IP [Dad12]. Lastly, it
was also shown in [DM13] that a nearly exact minimizer for (12) can in fact be computed. How-
ever, the algorithm requires nO(n
2) time.
2As stated, the remark is for symmetric convex bodies. To deal with an asymmetric body K, simply replace K by
K − K.
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In this paper we focus on the important special case K = Bn2 of this conjecture, as in Defini-
tion 4.1. This case already seems to capture many of the main difficulties of the general form of
the conjecture. Moreover, in the study of the geometry of numbers, it has often been the case that
if one can prove the desired estimate for ℓ2, then using the appropriate (often non-trivial) convex
geometric tools it can be lifted to general convex bodies.
We remark that it is entirely possible that our main conjecture in fact implies the general KL
conjecture. The main reason our techniques are currently limited to the ℓ2 setting is that the ob-
jective we use in the convex program may become (slightly) non-convex under norms other than
ℓ2. This technicality does not however seem like a fundamental problem, and we imagine that it
can be circumvented. As evidence that this should be possible, we note that the M-M∗ estimate,
from which the bound on Khinchine’s Flatness theorem is derived, is also the solution to a general
norm optimization problem over Gaussian covariances.
4.2 Proof outline
Wenowgive a high level overview of the proof. The first step of the proof, appearing in Section 4.3,
is to formulate a convex relaxation µsm of the covering radius µ. This convex relaxation is quite
natural, and can be described as measuring the “most efficient” way to smooth a lattice using an
ellipsoidal Gaussian. We will explore it further in Section 6.1. Next, we use our main conjecture to
arrive at a further convex relaxation, which we dub µdet. This is done in Section 4.4. The final and
arguably most interesting part of the proof is to round the dual formulation of µdet. This is done
in Section 4.5.
Since the proof of the theorem is just a combination of theorems appearing in the following
subsections, we already include it here. See below for the definitions of the various quantities.
Proof of Theorem 4.2. Let L ⊂ Rn be an n-dimensional lattice. By Theorems 4.5, 4.6, 4.7 and 4.10
below, we have that
µ(L) ≤ √16/pi µsm(L) ≤
√
16/piCη(n) µdet(L) =
√
16/piCη(n) µ
dual
det (L)
≤ √384/pi(log2 n+ 1)Cη(n) max
W lattice subspace of L∗
d=dim(W)∈[n]
√
d
det(L∗ ∩W)1/d ,
as needed.
4.3 Smooth µ bound
The first step in the proof is to bound the covering radius by a convex relaxation we call µsm. The
fact that the covering radius is at most
√
n times the smoothing parameter is standard by now (it is
already implicit in [Ban93]), and the theorem can be seen as a slight extension of this standard fact
to non-spherical Gaussians. One interesting aspect of the statement, though, is that the resulting
minimization problem is convex.
Theorem 4.5 (Smooth µ bound). For an n-dimensional lattice L ⊂ Rn, let
µsm(L)2 = min
{
tr(A) : A  0, ∑
y∈L∗\{0}
e−piy
TAy ≤ 1/2
}
. (13)
Then µ(L) ≤ 4pi−1/2µsm(L). Furthermore, the program defining µsm(L) is convex.
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Proof. To see that the program defined by (13) is convex in A, note first that the objective tr(A) is
linear in A. Second, the single constraint ∑y∈L∗\{0} e−piy
TAy ≤ 1/2 is convex since ex is convex in
x and the functions −piyTAy, for y ∈ L∗, are linear in A.
Let A be any valid solution to (13), and let X ∼ N(0, 12pi A). By Markov’s inequality,
Pr
[
dist(X,L)2 ≥ 4
pi
tr A
]
≤ Pr
[
‖X‖22 ≥
4
pi
tr A
]
≤ E[‖X‖
2
2]
4
pi tr A
=
1
2pi tr A
4
pi tr A
= 1/8 .
Let z be a uniform point in Rn/L. By Claim 2.21 with ε = 1/2, with probability at least 7/8−
1/4 = 5/8 > 1/2, z is within distance ( 4pi tr A)
1/2 of L. Using Claim 2.14, we obtain µ(L) ≤
2( 4pi tr A)
1/2 as desired.
Remark. Observe that the only property of A used in the proof above is that ∆(X mod L,U) ≤ 1/4
where X ∼ N(0, 12pi A). As a result, for any such A we have that µ(L) ≤ 4pi−1/2
√
tr(A).
4.4 Determinantal µ bound and its dual
Theorem 4.6 (Determinantal µ bound). For an n-dimensional lattice L ⊂ Rn, let
µdet(L)2 = min
{
tr(A) : A  0, det
W
(A) ≥ 1
det(L∗ ∩W)2 , ∀W 6= {0} lattice subspace of L
∗
}
.
(14)
Then, the program defining µdet(L) is convex, and
µdet(L)/2 ≤ µsm(L) ≤ Cη(n)µdet(L) .
Proof. To see that the program is convex, note first the objective tr(A) is linear in A. Secondly, each
constraint detW(A) ≥ det(L∗ ∩W)−2 is convex by concavity of detW(·)1/ dim(W) (see Lemma 2.8).
We now prove the inequalities relating µdet and µsm.
Step 1: µdet(L)/2 ≤ µsm(L): Assume that A is a valid solution for µsm(L). We will show that
4A is valid for µdet(L), which clearly suffices to prove the claim.
For any lattice subspaceW of L∗,
ρA+(L∗ ∩W) ≤ ρA+(L∗) = 1+ ρA+(L∗ \ {0}) ≤ 3/2 ≤ 2 . (15)
By Lemma 2.20,
ρA+(L∗ ∩W) = detW((A
+)∩W)1/2
det(L∗ ∩W) ρA↓W ((L
∗ ∩W)∗)
≥ detW((A
+)∩W)1/2
det(L∗ ∩W) =
detW((A
↓W)+)1/2
det(L∗ ∩W) =
1
detW(A)1/2 det(L∗ ∩W) .
(16)
Combining (15),(16) and rearranging, we get
det
W
(A) ≥ 1
4det(L∗ ∩W)2 .
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From here, note that
det
W
(4A) = 4dim(W) det
W
(A) ≥ 4det
W
(A) ≥ 1
det(L∗ ∩W)2 .
Since the above holds for all non-zero lattice subspaces W of L∗, 4A is a solution to µdet(L) as
needed.
Step 2: µsm(L) ≤ Cη(n)µdet(L): Assume that A is a valid solution for µdet(L). We will show
that Cη(n)2A is valid for µsm(L), which clearly suffices to prove the claim.
To show this, we must prove that
ρ(Cη(n)2A)+(L∗ \ {0}) ≤ 1/2 ,
which is equivalent to asking for η((Cη(n)A1/2L∗)∗) ≤ 1. By the definition of Cη(n) in (10),
η((Cη(n)A
1/2L∗)∗) ≤ Cη(n) max
W 6={0} lattice subspace of A1/2L∗
1
det((Cη(n)A1/2L∗) ∩W)1/ dim(W)
= max
W 6={0} lattice subspace of A1/2L∗
1
det((A1/2L∗) ∩W)1/ dim(W)
= max
W 6={0} lattice subspace of L∗
1
det(A1/2(L∗ ∩W))1/ dim(W)
= max
W 6={0} lattice subspace of L∗
1
(detW(A)1/2 det(L∗ ∩W))1/ dim(W)
≤ 1 ,
where the last equality follows by Claim 2.9.
We now write down the dual of µdet and prove that strong duality holds. The main delicate
point is to show that only a finite number of the constraints of µdet are relevant. The rest is a
standard analysis of the KKT conditions.
Theorem 4.7 (Dual of determinantal µ bound). For an n-dimensional lattice L ⊂ Rn, let
µdualdet (L)2 = maximize
m
∑
i=1
di detWi(Xi)
1/di
det(L∗ ∩Wi)2/di
subject to
m
∑
i=1
Xi  I
Wi 6= {0} lattice subspace of L∗, di = dim(Wi), i ∈ [m]
Xi  0, im(Xi) = Wi, i ∈ [m]
m ∈ N.
(17)
Then µdet(L) = µdualdet (L).
Proof.
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Step 1: µdualdet (L) ≤ µdet(L): We first show weak-duality. Let A be any solution to µdet(L), and
let X1, . . . ,Xm ∈ Sn+ with associated lattice subspaces W1, . . . ,Wm, di = dim(Wi) for i ∈ [m], be a
solution to µdualdet (L).
By assumption on A, for eachWi, i ∈ [m], we have that
1
det(L ∩Wi)2/di
≤ det
Wi
(A)1/di = inf
{ 1
di
tr(AZ) : Z ∈ Sn+, im(Z) = Wi, det
Wi
(Z) = 1
}
≤ 1
di
tr(A(Xi/det
Wi
(Xi)
1/di)) ,
where the first equality follows from Lemma 2.8. Rearranging, we get that
tr(AXi) ≥ di detWi(Xi)
1/di
det(L∗ ∩Wi)2/di
.
Since ∑mi=1 Xi  In,
tr(A) = tr(AIn) ≥
m
∑
i=1
tr(AXi) ≥
m
∑
i=1
di detWi(Xi)
1/di
det(L∗ ∩Wi)2/di
.
Since the above holds for any pair of solutions of µdet(L) and µdualdet (L), we conclude that µdet(L) ≥
µdualdet (L) as needed.
Step 2: µdualdet (L) ≥ µdet(L): We now prove strong duality.
To begin, we show that the solution space of µdet(L) can be restricted to a compact subset of
Sn+. To see this, note that η
2(L)In is by definition a solution to µsm(L) and hence by Lemma 4.6, we
have that 4η2(L)In is a solution to µdet(L). Thus any optimal solution A∗ must satisfy tr(A∗) ≤
tr(4η2(L)In) < 8nη2(L). Since the set C = {A ∈ Sn+ : tr(A) ≤ 8nη2(L)} is compact, the claim is
proved.
Let A ∈ C be a solution to µdet(L). Let λ1(A) ≥ · · · ≥ λn(A) denote the eigenvalues of A. By
assumption on A,
1
det(L∗)2 ≤ det(A) =
n
∏
i=1
λi(A)
≤ λn(A)
(n−1
∑
i=1
λi(A)/(n− 1)
)n−1
≤ λn(A) tr(A)n−1 ≤ λn(A)(8nη2(L))n−1 .
Letting τ = ((8nη2(L))n−1 det(L∗)2)−1, by the above, we have that λn(A) ≥ τ > 0.
Since for any lattice subspaceW 6= {0} of L∗, we have that
det
W
(A) ≥ λn(A)dim(W) ≥ τdim(W) ,
the constraint detW(A) ≥ 1det(L∗∩W)2 can only be tight if det(L∗ ∩W) ≤ τ− dim(W)/2.
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Given the above, the program
minimize tr(A)
subject to A  0
tr(A) ≤ 8nη2(L)
det
W
(A) ≥ 1
det(L∗ ∩W)2 , ∀W 6= {0} lattice subspace of L
∗
satisfying det(L∗ ∩W) ≤ τ−dim(W)/2 .
(18)
is equivalent to µdet(L)2.
We now show that the program (18) has only a finite number of constraints. For this purpose,
it suffices to show
|{M ⊆ L : M sublattice of L, det(M) ≤ τ− dim(M)/2}| < ∞ .
Since L is discrete, it suffices to show that all such sublattices are generated by vectors of L of
bounded norm. Let M ⊆ L be a d-dimensional sublattice of L. By Minkowski’s second Theo-
rem 2.16,
d
∏
i=1
λi(M) ≤ 2
d
vold(B
d
2)
det(M) ≤ 2
d
vold(B
d
2)
τ−d/2.
Rearranging the above,
λd(M) ≤ 2
d
vold(B
d
2)
τ−d/2
d−1
∏
i=1
λi(M)
−1 ≤ 2
d
vold(B
d
2)
τ−d/2λ1(L)−d+1 .
Let
β = max
d∈[n]
2d
vold(B
d
2)
τ−d/2λ1(L)−d+1 .
By the above, any sublattice M ⊆ L of determinant at most τ− dim(M)/2 has all successive minima
bounded by β. In particular, all such sublattices are generated by vectors of length at most
√
nβ <
∞ (see for example [MG02, Lemma 7.1]), and hence are finite in number.
Let A denote an optimal solution to (18), which exists since the objective is continuous and the
feasible region is non-empty and compact. Since any optimal solution satisfies tr(A) < 8nη(L∗)2
and λn(A) ≥ τ > 0, the only constraints that can be tight at A are the subspace determinant
constraints. LetW1, . . . ,Wm, di = dim(Wi) for i ∈ [m], denote the lattice subspaces of L∗ for which
det
Wi
(A) =
1
det(L∗ ∩Wi)2 .
Note that this list is finite since, as argued previously, program (18) contains only a finite number
of determinant constraints.
Let X′i = (A
↓Wi)+ detWi(Ai)
1/di , for i ∈ [m]. Note that X′1, . . . ,X′m are well-defined since A ≻ 0.
By construction, im(X′i) = Wi, detWi(X
′
i) = 1 (by Item 4 of Lemma 2.8), and
tr(AX′i) = di det
Wi
(Ai)
1/di =
di
det(L∗ ∩Wi)2/di
.
Furthermore, by Lemma 2.8, ddt detWi(A+ t∆)
1/di |t=0 = tr(X′i∆)/di for any ∆ ∈ Rn×n.
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Claim 4.8. In ∈ cone(X′1, . . . ,X′m)
def
= {∑mi=1 aiX′i : ai ≥ 0, i ∈ [m]}.
Proof. We first show that cone(X′1, . . . ,X
′
m) is pointed, i.e., it does not contain any 1-dimensional
subspaces. If it did, there would exist a1, . . . , am ≥ 0, ∑mi=1 ai 6= 0, such that ∑mi=1 aiX′i = 0. How-
ever, no such combination can exist since X′1, . . . ,X
′
m ∈ Sn+ \ {0}.
Assume now that In /∈ cone(X′1, . . . ,X′m). Then, since cone(X′1, . . . ,X′m) is a finitely generated
pointed cone and X′i 6= 0 ∀ i ∈ [m], by the separation theorem there exists ∆ ∈ Rn×n, ∆ = ∆T, such
that (a) tr(I∆) < 0 and (b) tr(X′i∆) > 0, ∀i ∈ [m]. But then, for any t > 0 small enough, we claim
that A+ t∆ is still feasible for (18). Note that this would contradict the optimality of A since by (a)
tr(A+ t∆) < tr(A). To argue feasibility, by continuity and the fact that (18) has a finite number
of constraints, we need only show that A+ t∆ remains feasible on the tight constraints at A. By
condition (b) ddt detWi(A+ t∆)|t=0 > 0, ∀i ∈ [m]. Hence, for all t > 0 small enough,
det
Wi
(A+ t∆) > det
Wi
(A) =
1
det(L∗ ∩Wi)2 , ∀i ∈ [m] ,
as needed.
By the above claim, there exists a1, . . . , am ≥ 0 such that In = ∑mi=1 aiX′i . Let Xi = aiX′i , for
i ∈ [m]. By construction, detWi(Xi)1/di = ai for all i ∈ [m]. By possibly deleting some of the Xi, we
may assume that Xi 6= 0, ∀i ∈ [m]. Note that X1, . . . ,Xm with associated subspacesW1, . . . ,Wm is
a valid solution to µdualdet (L). To finish the proof, note that
µdet(L)2 = tr(A) =
m
∑
i=1
tr(AXi) =
m
∑
i=1
di detWi(Xi)
1/di
det(L∗ ∩Wi)2/di
≤ µdualdet (L)2,
as needed.
4.5 Subspace rounding
Here we prove Theorem 4.10, the most involved part of the reduction. The proof uses a certain
“uncrossing” inequality, Lemma 4.14, proven in Section 4.6 below. We start with what can be seen
as a reverse form of the inequality of arithmetic and geometric means.
Lemma 4.9 (Reverse AM-GM). Let a1, . . . , am ≥ 0 and d1, . . . , dm ∈ N. For S ⊆ [m], define dS =
∑i∈S di. Then
m
∑
i=1
diai ≤ 4⌈log2(2d[m])⌉ max
S⊆[m]
dS
(
∏
i∈S
adii
)1/dS
Proof. Let r = maxi∈[m] ai and k = ⌈log2(2d[m])⌉. For j ≥ 1, define Sj = {i ∈ [m] : 2−jr < ai ≤
2−j+1r}, noting that the family {Sj : j ≥ 1} forms a partition of {i ∈ [m] : ai 6= 0}. We first show
that the first k sets represent at least half the total sum:
∞
∑
j=k+1
∑
i∈Sj
diai ≤ r2−kd[m] ≤ r/2 ≤ (1/2)
m
∑
i=1
diai.
23
Given the above, by construction of the sets {Sj : j ≥ 1}, we get that
m
∑
i=1
diai ≤ 2
k
∑
j=1
∑
i∈Sj
diai ≤ 2kmax
j∈[k] ∑i∈Sj
diai
≤ 4kmax
j∈[k]
dSj(2
−jr) ≤ 4kmax
j∈[k]
dSj
(
∏
i∈Sj
adii
)1/dSj
,
as needed.
Theorem 4.10 (Subspace Rounding). Let L ⊂ Rn be an n-dimensional lattice. Then
µdualdet (L)2 ≤ 24(log2 n+ 1)2 max
W lattice subspace of L∗
d=dim(W)∈[n]
d
det(L∗ ∩W)2/d . (19)
Proof. Our goal is to show how to find, given any dual solution for (17), a subspace of L∗ having
higher value. Let W1, . . . ,Wm be lattice subspaces of L∗ and let di = dim(Wi) ≥ 1 for i ∈ [m].
Take X1, . . . ,Xm ∈ Sn+ such that im(Xi) = Wi and ∑mi=1 Xi  In, corresponding to a valid solution
to (17). Our goal will be to extract a single subspaceW∗ such that
m
∑
i=1
di detWi(Xi)
1/di
det(L∗ ∩Wi)2/di
≤ 24(log2 n+ 1)2
dim(W∗)
det(L∗ ∩W∗)2/ dim(W∗) .
Step 1: Reduction to the case m ≤ n2.
It suffices to show that for m > n2 we can reduce the support of the solution by at least 1 with-
out decreasing the objective value. If m > n2, since the space of n× n matrices is n2 dimensional,
there must exist a non-trivial linear dependence λ ∈ Rm, λ 6= 0, such that ∑mi=1 λiXi = 0. It fol-
lows that there must exist at least one negative λi, since the Xi are nonzero positive semidefinite
matrices, and otherwise we would not have ∑mi=1 λiXi = 0. Similarly there must exist at least one
positive λj. Given this, we deduce that the set R = {ε ∈ R : ∀i ∈ [m], 1+ ελi ≥ 0} is a bounded
interval and that (1+ ελ1)X1, . . . , (1+ ελm)Xm is a valid dual solution for any ε ∈ R. For ε ∈ R,
by homogeneity
m
∑
i=1
di detWi((1+ ελi)Xi)
1/di
det(L∗ ∩Wi)2/di
=
m
∑
i=1
(1+ ελi)
di detWi(Xi)
1/di
det(L∗ ∩Wi)2/di
.
Hence, the objective is a linear function in ε. In particular, the above function attains its maximum
at one of the end points of R, which in turn corresponds to a dual solution of smaller support.
Step 2: Reduction to the chain case.
In this step, we show that at the expense of losing a logarithmic factor in the objective, one
can reduce to the case where the subspacesW1, . . . ,Wm, m ≤ n2, form a chain, that is whereW1 ⊆
W2 ⊆ · · · ⊆Wm.
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To begin, we apply Lemma 4.9 to the numbers
detW1 (X1)
1/d1
det(L∗∩W1)2/d1 , . . . ,
detWm (Xm)
1/dm
det(L∗∩Wm)2/dm with multiplici-
ties d1, . . . , dm. This gives us that
m
∑
i=1
di detWi(Xi)
1/di
det(L∗ ∩Wi)2/di ≤ 4⌈log2(2d[m])⌉ maxS⊆[m] dS
(
∏
i∈S
detWi(Xi)
det(L∗ ∩Wi)2
)1/dS
≤ 4⌈log2(2n3)⌉ max
S⊆[m]
dS
(
∏
i∈S
detWi(Xi)
det(L∗ ∩Wi)2
)1/dS
,
(20)
where the last inequality follows since d[m] = ∑
m
i=1 di ≤ nm ≤ n3.
Let S∗ ⊆ [m] denote the maximizer on the last line of (20). Without loss of generality, we may
assume that S∗ = [k], for some k ∈ [m].
We now show that ifW1, . . . ,Wk cannot be rearranged to form a chain, one can find an updated
solution X′1, . . . ,X
′
k to (17) with associated subspacesW
′
1, . . . ,W
′
k such that
1. ∏ki=1
detWi (Xi)
det(L∗∩Wi)2 ≤ ∏
k
i=1
detW ′
i
(X′i )
det(L∗∩W ′i )2 .
2. ∑ki=1 dim(Wi) = ∑
k
i=1 dim(W
′
i ).
3. ∑ki=1 dim(Wi)
2 + 1 ≤ ∑ki=1 dim(W ′i )2.
Given that the potential in Property 3 is integer valued and ranges from 1 to kn2 (since each
subspace has dimension at most n), the updating process converges to a chain after at most kn2
iterations.
Assume then that W1, . . . ,Wk cannot be rearranged to form a chain. Then there exist i, j ∈ [k],
such that Wi 6⊆ Wj and Wj 6⊆ Wi. Without loss of generality, we may assume that i = 1, j = 2
and dim(W1) ≤ dim(W2). We now construct the updated solution as follows: letW ′1 = W1 ∩W2,
W ′2 = W1 +W2, X′1 = (X1 + X2)
∩(W1∩W2)/2, X′2 = (X1 + X2)− (X1 + X2)∩(W1∩W2)/2,W ′i = Wi and
X′i = Xi for i ≥ 3. By construction X′i  0 and ∑ki=1 Xi = ∑ki=1 X′i , and thus the updated solution is
indeed feasible for (17). Next, by Lemma 4.14, we have that
detW1(X1)
det(L∗ ∩W1)2
detW2(X2)
det(L∗ ∩W2)2 ≤
detW ′1(X
′
1)
det(L∗ ∩W ′1)2
detW ′2(X
′
2)
det(L∗ ∩W ′2)2
,
and hence Property 1 is satisfied. Since dim(W ′1) + dim(W
′
2) = dim(W1 ∩W2) + dim(W1 +W2) =
dim(W1)+dim(W2), we also get that Property 2 is satisfied. Given thatW1,W2 do not form a chain
and dim(W1) ≤ dim(W2), we must have that dim(W ′1) = dim(W1 ∩W2) < dim(W1). Therefore
dim(W ′1) = dim(W1 ∩W2) = dim(W1) − a and dim(W ′2) = dim(W1 +W2) = dim(W2) + a for
some a ≥ 1. We now verify Property 3 via a direct calculation:
dim(W ′1)
2 + dim(W ′2)
2 = (dim(W1)− a)2 + (dim(W2) + a)2
= dim(W1)
2 + dim(W2)
2 + 2a(dim(W2)− dim(W1)) + 2a2
≥ dim(W1)2 + dim(W2)2 + 1, as needed.
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Let X′1, . . . ,X
′
k with associated subspaces W
′
1 ⊆ W ′2 ⊆ · · · ⊆ W ′k, d′i = dim(W ′i ) for i ∈ [k],
denote the final chain solution obtained via the update process. Since S∗ = [k], by equation (20)
and construction of the updated solution, we have that
m
∑
i=1
di detWi(Xi)
1/di
det(L∗ ∩Wi)2/di ≤ 4⌈log2(2n
3)⌉(
k
∑
i=1
di)
(
k
∏
i=1
detWi(Xi)
det(L∗ ∩Wi)2
)1/(∑ki=1 di)
≤ 4⌈log2(2n3)⌉(
k
∑
i=1
d′i)
(
k
∏
i=1
detW ′i (X
′
i)
det(L∗ ∩W ′i )2
)1/(∑ki=1 d′i)
≤ 4⌈log2(2n3)⌉
k
∑
i=1
d′i detW ′i (X
′
i)
1/d′i
det(L∗ ∩W ′i )2/d
′
i
,
(21)
where the last inequality follows by the AM-GM inequality.
Step 3: The chain case.
Let X′1, . . . ,X
′
k be the chain solution from the last step with associated subspaces W
′
1 ⊆ W ′2 ⊆
· · · ⊆ W ′k, d′i = dim(W ′i ) for i ∈ [k]. Let Sj = {i ∈ [k] : 2j−1 ≤ d′i < 2j} for 1 ≤ j ≤ ⌊log2(2n)⌋.
Noting that ∪1≤j≤⌊log2(2n)⌋Sj = [k], we have that
k
∑
i=1
d′i detW ′i (X
′
i)
1/d′i
det(L∗ ∩W ′i )2/di
≤ ⌊log2(2n)⌋ max
1≤j≤⌊log2(2n)⌋
∑
i∈Sj
d′i detW ′i (X
′
i)
1/d′i
det(L∗ ∩W ′i )2/d
′
i
≤ ⌊log2(2n)⌋ max
1≤j≤⌊log2(2n)⌋
∑
i∈Sj
tr(X′i)
det(L∗ ∩W ′i )2/d
′
i
,
(22)
where the last inequality follows by the AM-GM inequality applied to the eigenvalues of X′i . For
any j, 1 ≤ j ≤ ⌊log2(2n)⌋, let ℓj = max{i : i ∈ Sj}, and notice by the chain property that for all
i ∈ Sj we have im(X′i) = W ′i ⊆W ′ℓ j . Given this, we have that
∑
i∈Sj
X′i  I ⇒ ∑
i∈Sj
X′i  piW ′
ℓ j
.
Therefore,
∑
i∈Sj
tr(X′i) ≤ tr(piW ′
ℓ j
) = d′
ℓ j
≤ 2j . (23)
Continuing from the last line of (22), we have that
max
1≤j≤⌊log2(2n)⌋
∑
i∈Sj
tr(X′i)
det(L∗ ∩W ′i )2/d
′
i
≤ max
1≤j≤⌊log2(2n)⌋
max
i∈Sj
(
1
det(L∗ ∩W ′i )2/d
′
i
)
∑
i∈Sj
tr(X′i)
≤ max
1≤j≤⌊log2(2n)⌋
max
i∈Sj
(
1
det(L∗ ∩W ′i )2/d
′
i
)
2j
≤ 2max
i∈[k]
(
d′i
det(L∗ ∩W ′i )2/d
′
i
)
.
(24)
26
Combining (21),(22),(24) we get that
m
∑
i=1
di detWi(Xi)
1/di
det(L∗ ∩Wi)2/di
≤ (4⌈log2(2n3)⌉)(2⌊log2 2n⌋)max
i∈[k]
d′i
det(L∗ ∩W ′i )2/d
′
i
≤ 24(log2 n+ 1)2 max
W lattice subspace of L∗
d=dim(W)∈[n]
d
det(L∗ ∩W)2/d .
The theorem now follows given that the above holds starting from any dual solution.
4.6 The uncrossing inequality
In this section we give two proofs of the uncrossing inequality, Lemma 4.14. We do so first us-
ing an elegant Gaussian inequality, Proposition 4.11, obtaining the desired inequality by a limit
argument. Afterwards, we give a more direct and elementary proof.
For two positive definite matrices X,Y ≻ 0 define their parallel sum X : Y as (X−1 + Y−1)−1.
(Twice that quantity is known as the harmonic mean; see [Bha07, Chapter 4.1].) This definition is
extended to positive semidefinite matrices X,Y  0 as
X : Y := lim
εց0
((X + εI)−1 + (Y+ εI)−1)−1 . (25)
We note that im(X : Y) = im(X) ∩ im(Y) (see [Zha05, Theorem 5.15]).
Proposition 4.11. For any lattice L, and any two positive semidefinite matrices X,Y  0,
ρX(L)ρY(L) ≤ ρX:Y(L)ρX+Y(L) . (26)
Although not needed in the sequel, we note that this inequality is invariant under taking duals,
as can be seen from the Poisson summation formula. The proof below follows proofs of related
inequalities appearing in [RS15].
Proof. By continuity, it suffices to consider positive definite X,Y ≻ 0. Moreover, it suffices to
consider the case X = I. I.e., we will prove the inequality
ρI(L)ρY(L) ≤ ρ(I+Y−1)−1(L)ρI+Y(L) . (27)
The general case in (26) is now obtained from (27) by plugging X−1/2L for L and X−1/2YX−1/2
for Y.
Let L⊕2 := L⊕L. The left-hand side of (27) can be written as
ρ
((
I 0
0 Y
)
;L⊕2
)
, (28)
where for convenience here and in the following we write the covariance inside the parenthesis.
Let T be the 2n× 2n matrix
T :=
(
I I
I −I
)
.
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By applying T to both the lattice and the covariance matrix, we see that (28) is equal to
ρ
((
I +Y I −Y
I −Y I +Y
)
; TL⊕2
)
. (29)
The above covariance matrix can be written as(
I + Y I − Y
I − Y I + Y
)
=
(
I 0
(I −Y)(I +Y)−1 I
)(
I + Y 0
0 4(I + Y−1)−1
)(
I (I − Y)(I +Y)−1
0 I
)
.
(30)
(This can be seen as Aitken’s block-diagonalization formula for the Schur complement [Zha05].)
Therefore, defining
A =
(
I 0
−(I −Y)(I +Y)−1 I
)
,
we obtain that (29) is equal to
ρ
((
I + Y 0
0 4(I +Y−1)−1
)
; ATL⊕2
)
. (31)
We now analyze the lattice ATL⊕2. For any (x, y) ∈ L⊕2, we have T(x, y) = (z,w) where z =
x+ y and w = z− 2y. It follows that
TL⊕2 = {(z,w) ∈ L2 : z ≡ w mod 2L}
=
⋃
z∈L
{z} × {2L+ z} ,
where the union is disjoint. Therefore,
ATL⊕2 = ⋃
z∈L
{z} × {2L+ z− (I −Y)(I +Y)−1z} .
As a result, we obtain that (31) is equal to
∑
z∈L
ρI+Y(z)ρ4(I+Y−1)−1(2L+ z− (I − Y)(I + Y)−1z) ≤ ∑
z∈L
ρI+Y(z)ρ4(I+Y−1)−1(2L)
= ρI+Y(L)ρ(I+Y−1)−1(L) .
where we used Lemma 2.20 to conclude that the central coset is heaviest. This completes the
proof.
Claim 4.12. For any n-dimensional lattice L and positive definite matrix X ≻ 0,
lim
s→∞ s
−n/2ρsX(L) =
√
det(X)
det(L) .
More generally, if V is a d-dimensional lattice subspace of L and X  0 is a positive semidefinite matrix
with im(X) = V,
lim
s→∞ s
−d/2ρsX(L) =
√
detV(X)
det(L ∩V) .
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Proof. For the first part of the claim, use Lemma 2.20 to get
ρsX(L) = sn/2
√
detX(detL)−1ρ(sX)−1(L∗)
and notice that (sX)−1 converges to 0. The second part of the claim follows easily from the first
one by restricting to V.
By applying Proposition 4.11 with sX and sY with s going to infinity, and Claim 4.12, we get
the following.
Corollary 4.13. For any lattice L, lattice subspaces V,W, and positive semidefinite X,Y  0 with images
V,W respectively,
detV(X)
det(L ∩V)2 ·
detW(Y)
det(L ∩W)2 ≤
detV∩W(X : Y)
det(L ∩ (V ∩W))2 ·
detV+W(X +Y)
det(L ∩ (V +W))2 .
We are finally ready to state and prove the uncrossing inequality. Here and below we adopt
the convention that zero-dimensional determinants (either of a lattice or of a matrix) are 1.
Lemma 4.14. For any lattice L, lattice subspaces V,W, and positive semidefinite X,Y  0 with images
V,W respectively,
detV(X)
det(L ∩V)2 ·
detW(Y)
det(L ∩W)2 ≤
detV∩W
((
X+Y
2
)∩(V∩W))
det(L ∩ (V ∩W))2 ·
detV+W
(
X +Y − (X+Y2 )∩(V∩W))
det(L ∩ (V +W))2 .
Proof. Using Corollary 4.13, it suffices to prove that
det
V∩W
(X : Y) · det
V+W
(X +Y) ≤ det
V∩W
((X +Y
2
)∩(V∩W)) · det
V+W
(
X + Y− (X +Y
2
)∩(V∩W))
. (32)
The matrix determinant formula of Lemma 2.7 gives
det
V+W
(
X +Y− (X +Y
2
)∩(V∩W))
= det
V∩W
((X + Y
2
)∩(V∩W)) · det
(V+W)∩(V∩W)⊥
(
(X +Y)↓(V+W)∩(V∩W)
⊥)
= 2− dim(V∩W) det
V∩W
(
(X + Y)∩(V∩W)
) · det
(V+W)∩(V∩W)⊥
(
(X + Y)↓(V+W)∩(V∩W)
⊥)
= 2− dim(V∩W) det
V+W
(X + Y) .
Eq. (32) is therefore equivalent to
det
V∩W
(2(X : Y)) ≤ det
V∩W
((X + Y
2
)∩(V∩W))
.
Recalling (25), we can assume that X and Y are positive definite (and V and W are arbitrary).
Taking reciprocals on both sides, the above is equivalent to
det
V∩W
((X−1 +Y−1
2
)↓(V∩W))
≥ det
V∩W
(((X + Y
2
)−1)↓(V∩W))
.
This, in turn, follows from
X−1 +Y−1
2
≥
(X +Y
2
)−1
,
which is the convexity of the mapping A 7→ A−1 on positive definite matrices (see, e.g., [Bha07,
Eq. (1.33)]).
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4.6.1 The elementary proof
In this section, we prove the uncrossing inequality more directly. We first prove it in Lemma 4.16
when the subspaces are linearly independent and then derive the general case. We start with the
following linear-algebraic fact.
Claim 4.15. Let V,W ⊆ Rn be linearly independent subspaces, i.e., satisfying V ∩W = {0}, and let
X,Y  0 have range V,W respectively. Let T = (OV ,OW) be the n × (dim(V) + dim(W)) matrix
formed by concatenating the columns of orthonormal bases OV ,OW for V,W respectively. Then,
det
V
(X)det
W
(Y) = det
V+W
((T+)TT+) det
V+W
(X +Y) .
Proof. Let d1 = dim(V) and d2 = dim(W). Clearly, T has range V +W. Furthermore, since
V,W are linearly independent, T is non-singular. Thus, T+T = Id1+d2 . In particular, the following
identities follow,
T+piV = T
+OVO
T
V =
(
OTV
0d2×n
)
, T+piW = T
+OWO
T
W =
(
0d1×n
OTW
)
.
Given the above, it is clear that T+ is an isometry when restricted to either V or W, mapping V
isometrically into the first d1 coordinates andW isometrically in the last d2.
Now,
det(T+(X + Y)(T+)T) = det(T+X(T+)T + T+Y(T+)T)
= det(T+piVX(T
+piV)
T + T+piWY(T
+piW)
T)
= det
(
OTVXOV 0
0 OTWYOW
)
= det
V
(X)det
W
(Y) .
On the other hand, lettingOV+W denote the n× (d1 + d2)matrix whose columns are an orthonor-
mal basis for V +W,
det(T+(X +Y)(T+)T) = det(T+OV+WO
T
V+W(X +Y)OV+WO
T
V+W(T
+)T)
= det(OTV+W(T
+)TT+OV+W)det(O
T
V+W(X +Y)OV+W)
= det
V+W
((T+)TT+) det
V+W
(X + Y) .
The claim follows.
Lemma 4.16. Let V,W be lattice subspaces of L ⊂ Rn satisfying V ∩W = {0}, and let X,Y  0 have
range V,W respectively. Then
detV(X)
det(L ∩V)2
detW(Y)
det(L ∩W)2 =
detV+W(X +Y)
det((L ∩V) + (L ∩W))2 ≤
detV+W(X +Y)
det((L ∩ (V +W))2 .
Proof. For the inequality, note that since (L ∩ V) + (L ∩W) ⊆ L ∩ (V +W) and the dimensions
match, the determinant of the second lattice is no larger than the first.
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We now prove the first identity. Let BV , BW denote bases of L ∩V, L ∩W respectively. Then
det(L ∩V)2 = det
V
(BVB
T
V) and det(L ∩W)2 = det
W
(BWB
T
W) .
Moreover, by linear independence, we see that BV,W = (BV , BW) is a basis for (L ∩V) + (L ∩W),
and therefore,
det((L ∩V) + (L ∩W))2 = det
V+W
(BV,WB
T
V,W) = det
V+W
(BVB
T
V + BWB
T
W) .
The result now follows by applying Claim 4.15 twice, once to the numerators and once to the
denominators.
Lemma 4.17. Let A  0 denote an n× n matrix with range W. Then
max{det
W
(X)det
W
(Y) : X,Y  0,X +Y = A} = det
W
(A/2)2.
Proof. If A = 0, the statement is trivial, so we may assume A 6= 0. Furthermore, by a change of
basis, we can assume thatW = Rn. Now taking X,Y as above,
det(X)det(Y) =
(
det(X)1/(2n) det(Y)1/(2n)
)2n
≤
(
1
2
det(X)1/n +
1
2
det(Y)1/n
)2n
( by AM-GM )
≤
(
det(
1
2
X +
1
2
Y)1/n
)2n
( by concavity, see Lemma 2.8 )
= det(A/2)2 ,
as needed.
Alternate proof of Lemma 4.14. Wewill use the following convenient notation: for a linear subspace
V ⊆ Rn and any set A ⊆ Rn, we write A/V to denote piV⊥(A). Let R = V ∩W and S = V +W.
Starting from the left-hand side, applying the matrix determinant Lemma 2.7, we get
detV(X)
det(L ∩V)2 ·
detW(Y)
det(L ∩W)2 =
detR(X
∩R)detV/R(X↓R
⊥
)
det(L ∩ R)2 det((L ∩V)/R)2 ·
detR(Y
∩R)detW/R(Y↓R
⊥
)
det(L ∩ R)2 det((L ∩W)/R)2 .
Since V/R and W/R are linearly independent and V/R +W/R = S/R, applying Lemma 4.16,
recalling that projections are linear, the right-hand is less than or equal to
detR(X
∩R)detR(Y∩R)
det(L ∩ R)4 ·
detS/R((X + Y)
↓R⊥)
det((L ∩ S)/R)2 =
detR(X
∩R)detR(Y∩R)
det(L ∩ R)2 ·
detS/R((X +Y)
↓R⊥)
det(L ∩ S)2 .
By Lemma 4.17, we have that
det
R
(X∩R)det
R
(Y∩R) ≤ det
R
((X∩R +Y∩R)/2)2 ≤ det
R
((X+ Y)∩R/2)2,
where the last inequality follows by Lemma 2.6 part 3. Moreover, one can readily verify from
Definition 2.3 that
(X +Y − (X + Y)∩R/2)∩R = (X + Y)∩R/2 and (X +Y − (X + Y)∩R/2)↓R⊥ = (X + Y)↓R⊥ .
31
Putting everything together,
detR(X
∩R)detR(Y∩R)
det(L ∩ R)2 ·
detS/R((X + Y)
↓R⊥)
det(L ∩ S)2 ≤
detR((X+ Y)
∩R/2)2
det(L ∩ R)2 ·
detS/R((X +Y)
↓R⊥)
det(L ∩ S)2
=
detR((X+ Y)
∩R/2)
det(L ∩ R)2 ·
detS(X + Y− (X +Y)∩R/2)
det(L ∩ S)2 ,
where the last equality follows by the matrix determinant lemma. The lemma thus follows.
5 Weaker variants of the main conjecture
In an effort tomake progress on themain conjecture, it is natural to considerweaker forms of it and
hope that they would be easier to prove. In this section we describe four such forms, some quite
natural in their own right, and describe their relationship. Those weaker forms are obtained by
relaxing the quantity appearing in the right-hand side of Eq. (10) in the main conjecture, which we
call here ηdet. The first two involve the quantities ηρ and ηµ where instead of asking the sublattice
L∗ ∩W to have small determinant, we ask it to have large Gaussian mass (or equivalently, many
lattice points in a ball) in the case of ηρ, or its dual to have large covering radius in the case of ηµ.
The remaining two quantities, η◦ρ and η◦µ , are obtained from the previous two by replacing the
lattice subspace by an arbitrary ellipsoid. This avoids the discreteness inherent in the set of lattice
subspaces, and might be more amenable to a proof.
Definition 5.1. For a lattice L we define the following quantities, where W always ranges over all lattice
subspaces of L∗ of positive dimension.
ηdet(L) = max
W
(det(L∗ ∩W))−1/ dim(W)
ηρ(L) = max
s>0,W
s · (log ρ1/s2(L∗ ∩W)/dimW)1/2
ηµ(L) = max
W
µ(piW(L))/
√
dimW
η◦ρ (L) = sup
X≻0
(log ρX(L∗)/ trX)1/2
η◦µ (L) = sup
R non-singular
µ(RL)/(tr(RTR))1/2 = sup
R non-singular,‖R‖F≤1
µ(RL)
Remark. It is easy to check from the definitions that all six “η-type” parameters are positively homoge-
neous, that is for η˜ ∈ {ηdet, ηρ, ηµ, η◦ρ , η◦µ , η} as above, we have η˜(λL) = λη˜(L) for λ > 0. We will show
a stronger property in Lemma 5.6 below. Also, in the definitions of η◦ρ and η◦µ we can equivalently take
the supremum over all (nonzero) matrices X, R, including singular ones. This holds due to standard limit
arguments.
Theorem 5.2. For any lattice L we have the inequalities
1
Cη(n)
η(L) ≤ ηdet(L) .ηρ(L) . ηµ(L)≤ ≤
η◦ρ (L) . η◦µ (L) . η(L) .
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Proof. The seven inequalities are proved as follows.
• η(L) ≤ Cη(n)ηdet(L): This is precisely the definition of Cη.
• ηdet(L) . ηρ(L): By Minkowski’s first theorem, Theorem 2.15, for any lattice subspace W,
L∗ has exp(dimW) many points in a ball of radius c√dimW · det(L∗ ∩W)1/ dimW , where
c > 0 is a universal constant. Therefore, taking s = c′ · det(L∗ ∩W)−1/ dimW in the definition
of ηρ for a small enough constant c
′ > 0 proves the inequality.
• ηρ(L) . ηµ(L): Since (piW(L))∗ = L∗ ∩W, this follows from Lemma 5.3 below.
• ηρ(L) ≤ η◦ρ (L): LetW be any lattice subspace of L∗ and consider X = s−2piW + εpiW⊥ . Then
as ε goes to zero, trX converges to s−2 dimW and log ρX(L∗) converges to log ρ1/s2(L∗ ∩W).
• ηµ(L) ≤ η◦µ (L): This is similar to the previous inequality. Let W be any lattice subspace of
L∗ and consider R = piW + εpiW⊥ . Then as ε goes to zero, tr(RTR) converges to dimW and
µ(RL) converges to µ(piW(L)).
• η◦ρ (L) . η◦µ (L): By Lemma 5.3 with s = 1, for any positive semidefinite X,
log ρX(L∗) = log ρ(X−1/2L∗) = log ρ((X1/2L)∗) . µ(X1/2L)2 ,
and so the inequality follows by taking R = X1/2 in the definition of η◦µ .
• η◦µ (L) . η(L): Observe that the definition of µsm in (13) can be equivalently written as
µsm(L) = min
R
√
tr(RTR) · η(R−1L).
Then, using Theorem 4.5, we obtain
sup
R
µ(RL)√
tr(RTR)
. sup
R
µsm(RL)√
tr(RTR)
≤ sup
R
√
tr(RTR) · η(R−1RL)√
tr(RTR)
= η(L) .
Lemma 5.3. For any lattice L and s > 0,
µ(L) ≥ max
s>0
s ·
√
log ρ(sL∗)
pi
. (33)
Proof. Below we will prove that
µ(L) ≥
√
log ρ(L∗)
pi
. (34)
Noting that µ(L/s) = µ(L)/s and (L/s)∗ = sL∗, the lemma follows by considering all scalings.
Using Lemma 2.22,
1 =
∫
Rn
ρ(x)dx =
∫
Rn/L
ρ(L+ x)dx
≥ ρ(L)
∫
Rn/L
ρ(dist(x,L))dx
≥ ρ(L)det(L)ρ(µ(L)) = ρ(L∗)e−piµ(L)2 ,
which implies (34) by rearranging.
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One might wonder if the inequality in Lemma 5.3 also holds in reverse, say up to polyloga-
rithmic factors. It turns out that this is an easy consequence of the ℓ2 KL conjecture, and we may
therefore refer to it as the weak-KL conjecture. Intuitively, it shows that the covering radius can be
characterized up to polylogarithmic factors by the norm distribution of points in the dual lattice.
To make this more precise, we show in Lemma 5.5 below that the maximum in (33) has a simple
equivalent point counting formulation. In particular, we show that it is in essence the minimum
s > 0 for which the number of points at any radius r is bounded by a function of the form esr. We
note the interesting similarity with the point counting formulation of the smoothing parameter in
Lemma 3.2, which gives a bound of the form e(sr)
2
.
Weaker forms of the main conjecture. By replacing the quantity ηdet appearing in the main
conjecture with one of other four quantities appearing in Definition 5.1, we get weaker forms
of the main conjecture. Some of those are quite natural. For instance, by using ηµ, we obtain a
conjecture that can be interpreted as saying that if L is not smooth, then there is a certificate for
that in the form of a projection where the Gaussian “does not reach” the covering radius of the
projected lattice. Also, the conjecture obtained from η◦ρ is quite appealing as both sides of the
inequality only involve the Gaussian mass. Finally, by using η◦µ (L)we obtain the weakest form of
themain conjecture. It turns out that this weakest form is sufficient for the applications in Section 7
and Section 8.1, and we therefore define it explicitly.
Conjecture 5.4. (Weak conjecture) Let C
(µ,◦)
η (n) > 0 be the smallest number such that for any n-
dimensional lattice L ⊂ Rn,
η(L) ≤ C(µ,◦)η (n)η◦µ (L) . (35)
Then C
(µ,◦)
η (n) ≤ poly log n.
In Section 5.1 we will show that the weak conjecture combined with the ℓ2-KL conjecture imply
the main conjecture.
Point counting formulation. Here we prove the claim made after Lemma 5.3.
Lemma 5.5. Let L ⊂ Rn be an n-dimensional lattice. Then
2
√
pie3/2max
r>0
log(|L ∩ rBn2 |)
2pir
≥ max
s>0
s
√
log ρ(sL)
pi
≥ max
r>0
log(|L ∩ rBn2 |)
2pir
.
Proof. We first prove the second inequality. Fixing r > 0, we have that
max
s>0
1
pi
s2 log ρ(sL) ≥ max
s>0
1
pi
s2 log ρ(s(L ∩ rBn2 ))
≥ max
s>0
1
pi
s2(log(|L ∩ rBn2 |)− pis2r2)
= max
t>0
1
pi
(t log(|L ∩ rBn2 |)− pit2r2)
=
log(|L ∩ rBn2 |)2
4pi2r2
,
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where the last equality follows by setting t = log(|L ∩ rBn2 |)/(2pir2).
We now prove the first inequality. First note that the expression
max
r>0
log(|L ∩ rBn2 |)
2pir
,
is simply the minimum number α > 0 such that |L ∩ rBn2 | ≤ e2piαr ∀r ≥ 0.
Now fix s > 0. From here,
ρ(sL) = ∑
y∈L
e−pi‖sy‖
2
2
=
∫ ∞
0
|L ∩ rBn2 | · 2pis2r · e−pis
2r2dr
≤
∫ ∞
0
e2piαr · 2pis2r · e−pis2r2dr
= −e2piαre−pis2r2 ∣∣∞
r=0
+
∫ ∞
0
2piαe2piαre−pis
2r2dr
= 1+ epi(α/s)
2
∫ ∞
0
2piαe−pi(sr−α/s)
2
dr
≤ 1+ epi(α/s)2
∫ ∞
−∞
2piαe−pi(sr)
2
dr
= 1+ (2piα)epi(α/s)
2
/s .
We will distinguish two cases for s.
Case 1: s ≥ 2pie2α. Given the above, if s ≥ 2pie2α, we clearly have that ρ(sL) ≤ 1+ 1/e, and
hence ρ(sL \ {0}) ≤ 1/e. Parametrizing s = 2pie2αt for t ≥ 1, by Lemma 2.19, we have that
s
√
log ρ(sL)
pi
= 2pie2α · t
√
log(1+ ρ1/t2(2pie
2α · L \ {0}))
pi
≤ 2√pie2α · te−t2/2 ≤ 2√pie3/2α,
noting that the above is maximized at t = 1.
Case 2: s ≤ 2pie2α. In this case, parametrizing s = 2pie2αt for t ∈ [0, 1], we have
s
√
log ρ(sL)
pi
≤ s
√
log(1+ (2piα)epi(α/s)2/s)
pi
= 2
√
pie2α · t ·
√
log(1+ epi(2pie2t)−2/(te2))
≤ 2√pie2α · t ·
√
log((e2 + 1)epi(2pie2t)−2/(te2))
≤ 2√pie2α
√
t2 log(1+ 1/e2) + pi(2pie2)−2− (t2/2) log t2
≤ 2√pie2α
√
log(1+ 1/e2) + pi(2pie2)−2 + 1/(2e)
≤ 2√pie3/2α .
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Continuity of the η parameters. We end this section by showing basic continuity properties of
the η-type parameters.
Lemma 5.6. Let η˜ ∈ {ηdet, ηρ, ηµ, η◦ρ , η◦µ , η}. For L ⊂ Rn an n-dimensional lattice, for an invertible
transformation T ∈ Rn×n,
‖T−1‖−1η˜(L) ≤ η˜(TL) ≤ ‖T‖η˜(L) .
In particular, η˜(L) = η˜(TL) if T is an orthogonal transformation. Furthermore, the map T 7→ η˜(TL),
with domain equal to the space of n× n invertible matrices, is continuous.
Proof. We first note that it suffices to prove η˜(TL) ≤ ‖T‖η˜(L). To recover the lower bound, simply
rearrange the inequality η˜(L) = η˜(T−1TL) ≤ ‖T−1‖η˜(TL). In what follows,W will always range
over lattice subspaces of L∗.
ηdet: ηdet(TL) = maxW det(T−T(L∗ ∩W))−1/ dim(W).
Let BW denote a basis of L∗ ∩W. Then det(T−T(L∗ ∩W))2 = det(BTW(TTT)−1BW). Since
‖T‖−2 I  (TTT)−1 ,
we get that
‖T‖−2 dim(W) det(BTWBW) ≤ det(BTW(TTT)−1BW) .
In particular,
det(T−T(L∗ ∩W))−1/ dim(W) ≤ ‖T‖det(L∗ ∩W)−1/ dim(W),
and hence ηdet(TL) ≤ ‖T‖ηdet(L), as needed.
ηρ: Since ‖T‖−1‖x‖ ≤ ‖T−Tx‖, we have that
ηρ(TL) = max
W,s≥0
s
√
log ρ1/s2(T
−T(L∗ ∩W))
dim(W)
≤ max
W,s≥0
s
√
log ρ1/s2(‖T‖−1(L∗ ∩W))
dim(W)
= max
W,s≥0
‖T‖s
√
log ρ1/s2(L∗ ∩W)
dim(W)
= ‖T‖ηρ(L),
as needed.
ηµ: LetW be a lattice subspace ofL∗ and T−TW be the corresponding lattice subspace of (TL)∗ =
T−TL∗. It suffices to show that µ(piT−TW(TL)) ≤ ‖T‖µ(piW(L)). Let V be the orthogonal
complement of W, and notice that TV is then the orthogonal complement of T−TW. Take
any x ∈ Rn. By definition, there exist y ∈ L and z ∈ V such that
‖T−1x− (y+ z)‖2 ≤ µ(piW(L)) .
Therefore,
‖x− (Ty+ Tz)‖2 ≤ ‖T‖µ(piW(L)) .
But Ty ∈ TL and Tz ∈ TV, the orthogonal complement of T−TW, as needed.
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η◦ρ :
η◦ρ (TL)2 = max
X≻0
ρX(T
−TL∗)
tr(X)
= max
X≻0
ρTTXT(L∗)
tr(X)
= max
X≻0
ρX(L∗)
tr(X(TTT)−1)
≤ ‖T‖2 max
X≻0
ρX(L∗)
tr(X)
= ‖T‖2η◦ρ (L)2 .
η◦µ :
η◦µ (TL)2 = max
R non-singular
µ(RTL)2
tr(RTR)
= max
R non-singular
µ(RL)2
tr(RTR(TTT)−1)
≤ ‖T‖2 max
R non-singular
µ(RL)2
tr(RTR)
= ‖T‖2η◦µ (L)2.
η:
η(TL) = min{s ≥ 0 : ρ1/s2(T−TL∗) ≤ 1}
≤ min{s ≥ 0 : ρ1/s2(‖T‖−1L∗) ≤ 1}
= ‖T‖min{s ≥ 0 : ρ1/s2(L∗) ≤ 1} = ‖T‖η(L) .
For the “in particular” part, note that for an orthogonal transformation T we have ‖T−1‖ = ‖T‖ =
1, as needed. For the “furthermore” part, let R ∈ Rn×n be an invertible matrix. We must show
that the map T 7→ η˜(TL) is continuous at R. Define Uδ = {(I + ∆)R : ∆ ∈ Rn×n, ‖∆‖ < δ} for
δ < 1. Here, it is easy to see that (U1/2n)
∞
n=1 forms a convergent sequence of open neighborhoods
around R in the space of invertible matrices. Continuity now follows from the first part since
(1− δ)η˜(RL) ≤ ‖(I + ∆)−1‖−1η˜(RL)
≤ η˜((I + ∆)RL)
≤ ‖I + ∆‖η˜(RL) ≤ (1+ δ)η˜(RL) ,
whenever ‖∆‖ < δ < 1.
5.1 The Kannan-Lova´sz conjecture and the weak conjecture
The goal of this section is to show that the ℓ2 Kannan-Lova´sz conjecture is equivalent to a poly-
logarithmic bound on the worst case ratio between η◦µ and ηdet.
Definition 5.7. Let Cdet
(µ,◦)(n) denote the smallest number such that for any n-dimensional lattice L ⊂ Rn,
η◦µ (L) ≤ Cdet(µ,◦)(n) · ηdet(L) .
The main equivalence is given below.
Theorem 5.8. For n ≥ 1, Cdet
(µ,◦)(n) ≤ CKL(n) . log n · Cdet(µ,◦)(n).
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The first inequality immediately implies that the weak conjecture together with the ℓ2-KL con-
jecture imply themain conjecture. The second inequality is a sharpened version of ourmain result,
Theorem 4.2, since Cdet
(µ,◦)(n) . Cη(n) by Theorem 5.2.
Proof. We prove Cdet(µ,◦)(n) ≤ CKL(n). Let L ⊂ Rn be an n-dimensional lattice. Let R ∈ Rn×n be
a non-singular matrix. Noting that (RL)∗ = R−TL∗, by the definition of CKL(n), there exists a
lattice subspaceW of L∗ such that
CKL(n)
−1µ(RL) ≤
√
dim(W)
det(R−T(L∗ ∩W))1/ dim(W)
= det
W
(RTR)1/(2dim(W)) ·
√
dim(W)
det(L∗ ∩W)1/ dim(W)
≤
√
tr(RTRpiW)
det(L∗ ∩W)1/ dim(W) ≤
√
tr(RTR)
det(L∗ ∩W)1/ dim(W) ,
where the first equality is by Claim 2.9 and the second inequality follows from the AM-GM in-
equality. By rearranging, we get µ(RL)/‖R‖F ≤ CKL(n) · 1/ det(L∗ ∩W)1/ dim(W). Thus, by max-
imizing over R we get η◦µ (L) ≤ CKL(n) · ηdet(L) as needed.
The proof of the second inequality CKL(n) . log n · Cdet(µ,◦)(n) is very similar to the proof of
Theorem 4.2 in Section 4.2. The only change is to replace µsm with a tighter bound on µ. Namely,
for any n-dimensional lattice L ⊂ Rn we have,
µ(L)2 ≤ min{tr(X) : X  0, ∀R non-singular , tr(XRTR) ≥ µ(RL)2}
= min{tr(X) : X  0, ∀R non-singular , tr(RTR) ≥ µ(RX−1/2L)2}
= min{tr(X) : X  0, η◦µ (X−1/2L) ≤ 1}
≤ min{tr(X) : X  0, ηdet(X−1/2L) ≤ 1/Cdet(µ,◦)(n)}
= Cdet(µ,◦)(n)
2min{tr(X) : X  0, ηdet(X−1/2L) ≤ 1} (by homogeneity of ηdet)
= Cdet(µ,◦)(n)
2µdet(L)2 ,
where the first inequality is immediate (take R = I),3 and the last equality is by the definition of
µdet(L) in (14) and Claim 2.9. We now complete the proof using Theorems 4.7 and 4.10, exactly as
in the proof of Theorem 4.2.
6 The smooth covariance bodies and the covering radius
In this section, we explain how the main and weak conjectures can be equivalently reformulated
in terms of containment factors of a single family of convex bodies. We note that this viewpoint
was already implicitly used in Theorem 4.2 (the reduction of the ℓ2-KL conjecture to the main
conjecture), and thus the goal here is to make this viewpoint more explicit. Going further, we
shall also develop the tools needed to give an equivalent characterization of the weak conjecture
in terms of the tightness of the smooth-µ bound (see Section 6.1).
3In fact, as we shall see in Section 6, this inequality is an equality up to a universal constant.
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Definition 6.1 (Smooth Covariance Bodies). Let η˜ ∈ {ηdet, ηρ, ηµ, η◦ρ , η◦µ , η} as in Definition 5.1. For
an n-dimensional lattice L ⊂ Rn, define its η˜-smooth covariance body
smη˜(L) = {X ∈ Sn+ : X ≻ 0, η˜(X−1/2L) ≤ 1} .
For the case, η˜ = η, we shall simply write sm(L) for smη(L).
As mentioned above, our first goal is to give an alternate characterization of the many lattice
conjectures in terms of containment factors of the smooth covariance bodies, which we define
presently:
Definition 6.2 (Containment Factor). For A ⊆ Rn, we say that A is closed under scaling up if λ · A ⊆ A
for all λ ≥ 1. For closed sets A, B ⊆ Rn \ {0} that are closed under scaling up, we define the containment
factor of A with respect to B by
c(A, B) = inf{s ≥ 0 : s · A ⊆ B} .
Since B is closed and does not contain the origin, note that c(A, B) > 0. Furthermore, since B is closed
under scaling up, λ · A ⊆ B for all λ ≥ c(A, B). The analogous statements holds for c(B, A). If both
c(A, B) and c(B, A) < ∞, we see that
c(A, B)A ⊆ B ⊆ 1
c(B, A)
A .
It will also be useful to examine the containment factor with respect to a point x ∈ Rn (which is not
closed under scaling up) and set B as above, in which case we write c(x, B) for c({x}, B).
The next few lemmas will establish the tight relationship between the containment factors of
the smooth covariance bodies with the conjectures.
Lemma 6.3. Let η˜ ∈ {ηdet, ηρ, ηµ, η◦ρ , η◦µ , η}. For L ⊂ Rn an n-dimensional lattice:
1. For X ∈ Sn+, X ≻ 0, c(X, smη˜(L)) = η˜2(X−1/2L) .
2. For T ∈ Rn×n invertible, smη˜(TL) = {TXTT : X ∈ smη˜(L)} .
3. If L = BZn, then η˜(L)2 = c((BTB)−1, smη˜(Zn)).
Proof. For the first part, we have that for s ≥ 0
sX ∈ smη˜(L)⇔ η˜((sX)−1/2L) ≤ 1⇔ η˜(X−1/2L)/
√
s ≤ 1 ( by homogeneity of η˜ )
⇔ η˜(X−1/2L)2 ≤ s ,
as needed.
We prove the second part. Note that for X ≻ 0, the matrices X−1/2T−1 and (TXTT)−1/2 are
related by an orthogonal transformation since they both satisfy the relation BTB = (TXTT)−1.
Thus by Lemma 5.6,
η˜(X−1/2L) = η˜(X−1/2T−1TL) = η˜((TXTT)−1/2TL) .
In particular, X ∈ smη˜(L) ⇔ TXTT ∈ smη˜(TL). The statement thus follows.
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For the last part, for α ≥ 0, we have that
η˜(L) ≤ α ⇔ α2 In ∈ smη˜(L) ( by part 1 )
⇔ α2 In ∈ {BXBT : X ∈ smη˜(Zn)} ( by part 2 )
⇔ α2(BTB)−1 ∈ smη˜(Zn).
The result now follows by noting the minimum valid choice for α is η˜(L).
We now show that the smooth covariance bodies satisfy the basic properties needed for the
containment factors to be meaningfully applied to them.
Lemma 6.4. Let η˜ ∈ {ηdet, ηρ, ηµ, η◦ρ , η◦µ , η}. Then for any n-dimensional lattice L ⊂ Rn:
1. The body smη˜(L) is closed, full-dimensional, closed under scaling up and does not contain the origin.
2. For X ∈ smη˜(L) and ∆ ∈ Sn+, X + ∆ ∈ smη˜(L).
3. For X ∈ Sn+ and X ≻ 0, c(X, smη˜(L)) . η2(L)/λn(X).
Proof. We prove part 1. To begin, note that by definition smη˜(L) does not contain the zero matrix,
since it only contains positive definite matrices. We now show that smη˜(L) is closed under scaling
up. Take X ∈ smη˜(L). Then for λ ≥ 1,
η˜((λX)−1/2(L)) = 1√
λ
η˜(X−1/2L) ≤ η˜(X−1/2L) ≤ 1 ,
where the first equality follows by positive homogeneity of η˜. Hence λX ∈ smη˜(L) as needed.
We now show that smη˜(L) is full-dimensional. First note that by Lemma 6.3, η2(L)In ∈ sm(L),
which we note is well defined since η(L) ≤ √n/λ1(L∗) < ∞ by Theorem 2.18. By Theorem 5.2,
note that η˜((η(L)2 In)−1/2L) = η˜(L)/η(L) . 1. Thus, there exists C > 0 such that Y = Cη2(L)In
satisfies η˜(Y−1/2L) < 1/2. From here, by Lemma 5.6, the map X → η˜(X−1/2L) is continuous
over the positive definite cone. Thus, there exists an open neighborhood U around Y in the space
of symmetric matrices, such that η˜(X−1/2L) ≤ 1 for all X ∈ U. Thus U ⊆ smη˜(L), and hence
smη˜(L) is full-dimensional.
We now show that smη˜(L) is closed. For this purpose, it suffices to show that SD = {X ∈
smη˜(L) : tr(X) ≤ D} is closed for any D > 0. As argued above, the map X → η˜(X−1/2L) is
continuous over the set positive definite matrices. Thus smη˜(L) = {X ∈ Sn+ : X ≻ 0, η˜(X−1/2L) ≤
1} is closed under the subspace topology on {X ∈ Sn+ : X ≻ 0} (as a subspace of the set of
symmetric matrices). We now claim that if X ∈ SD then X  τ In for some τ > 0. Assuming
this, SD is also closed under the subspace topology on {X ∈ Sn+ : X  τ In, tr(X) ≤ D}. Since
the latter set is a closed subset of symmetric matrices, we have that SD is also a closed subset
of symmetric matrices, as needed. It thus suffices to prove the claim. Now take X ∈ SD. By
Theorem 5.2, we have that ηdet(X
−1/2L) ≤ Cη˜(X−1/2L) ≤ C for some absolute constant C > 0.
Let λ1(X) ≥ · · · ≥ λn(X) ≥ 0 denote the eigenvalues of X. Then, in particular, we have that
C2n ≥ 1
det((X−1/2L)∗)2 = det(L
∗)−2 det(X)−1 = det(L∗)−2
n
∏
i=1
λi(X)
−1
≥ det(L∗)−2λn(X)−1(
n−1
∑
i=1
λi(X)/(n− 1))−(n−1) ≥ det(L∗)−2λn(X)−1D−(n−1) .
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By rearranging, setting τ = 1
C2n det(L∗)2Dn−1 , we have that λn(X) ≥ τ as needed.
For part 2, let Y = X + ∆ and note that Y  X. By definition of smη˜(L) it suffices to show that
η˜(Y−1/2L) ≤ η˜(X−1/2L). Letting T = Y−1/2X1/2, by Lemma 5.6 we have that
η˜(Y−1/2L) = η˜(TX−1/2L) ≤ ‖T‖η˜(X−1/2L) .
Thus it suffices to show that ‖T‖ ≤ 1. From here,
‖T‖ ≤ 1⇔ TTT  I ⇔ X1/2Y−1X1/2  I ⇔ Y−1  X−1 ⇔ Y  X ,
as needed.
For part 3, for X ≻ 0 note that (Cη(L)2/λn(X))X  Cη2(L)In (X ≻ 0 assures λn(X) >
0). By the proof of part 1, Cη2(L)In ∈ smη˜(L) for C ≥ 1 large enough, and thus by part 2,
(Cη(L)2/λn(X))X ∈ smη˜(L). Hence c(X, smη˜(L)) . η(L)2/λn(X), as needed.
The following lemma shows that the relationship between the η-type parameters can be equiv-
alently characterized in terms of the containment factors between the associated smooth covari-
ance bodies.
Lemma 6.5. Let η1, η2 ∈ {ηdet, ηρ, ηµ, η◦ρ , η◦µ , η} and n ≥ 1. Then η1(L) ≤ C(n)η2(L) for every
n-dimensional lattice L ⊂ Rn if and only if c(smη2(Zn), smη1(Zn)) ≤ C(n)2.
Proof. By part 3 of Lemma 6.3, saying that for every n-dimensional lattice L ⊂ Rn, η1(L) ≤
C(n)η2(L) is equivalent to saying that for any non-singular B ∈ Rn×n,
c((BTB)−1, smη1(Z
n)) ≤ C(n)2c((BTB)−1, smη2(Zn)) ,
which in turn is equivalent to saying that for all X ≻ 0,
c(X, smη1(Z
n)) ≤ C(n)2c(X, smη2(Zn)) .
But the latter is obviously equivalent to c(smη2(Z
n), smη1(Z
n)) ≤ C(n)2.
Remark. Observe that for any n-dimensional lattice L, the containment factor c(smη2(L), smη1(L)) is
equal to c(smη2(Z
n), smη1(Z
n)) since the corresponding bodies are joint linear transformations of each
other.
From the above lemma, we derive the following direct corollary which re-expresses the main
and weak conjecture in terms of containment factors.
Corollary 6.6. Cη(n)2 = c(smηdet(Z
n), sm(Zn)) and C
(µ,◦)
η (n)
2 = c(smη◦µ (Z
n), sm(Zn)).
We now define the following useful notation: we write A ⊑ B, for sets A, B ⊆ Rn if there exists
an absolute constant C > 0 such that c(A, B) ≤ C. Using this notation, we derive the following
immediate corollary by combining Theorem 5.2 and Lemma 6.5.
Corollary 6.7.
sm(Zn) ⊑ smη◦µ (Zn) ⊑ smη◦ρ (Zn)⊆ ⊆
smηµ(Z
n) ⊑ smηρ(Zn) ⊑ smηdet(Zn) ⊆ sm(Zn)/Cη(n)2 .
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We now give useful inequality descriptions for the smooth covariance bodies and show that
these bodies – with the exception of smηµ – are in fact convex.
Lemma 6.8. Let L ⊂ Rn be an n-dimensional lattice. Then
1. smηdet(L) = {X ∈ Sn+ : detW(X) ≥ 1det(L∗∩W)2 , ∀W lattice subspace of L∗}.
2. smηρ(L) = {X ∈ Sn+ : ∑y∈L∗∩W e−pisy
TXy ≤ edim(W)/s, ∀W lattice subspace of L∗ and s > 0}.
3. smη◦ρ (L) = {X ∈ Sn+ : tr(XY) ≥ log ρY(L∗),Y ≻ 0}.
4. smη◦µ (L) = {X ∈ Sn+ : tr(XRTR) ≥ µ(RL)2, ∀R non-singular }.
5. sm(L) = {X ∈ Sn+ : ∑y∈L∗\{0} e−piyTXy ≤ 1/2}.
In particular, the above bodies are all convex.
Proof. From the stated representations, the smooth covariance bodies above are either the inter-
section of closed halfspaces or the intersection of sublevel / superlevel sets of continuous convex
/ concave functions. Thus, all the smooth covariance bodies listed above are convex.
We now derive the required representations. Part 1 follows from the definition of µdet(L)
in (14) and Claim 2.9 (and was already implicitly used in the proof of Theorem 5.8). Part 5 follows
immediately from the definition of the smoothing parameter η. It remains to prove parts 2, 3,
and 4.
In the following, X ∈ Sn+ will denote a positive definite matrix and W will denote a lattice
subspace of L∗.
For 2, we have that
X ∈ smηρ(L) ⇔ ηρ(X−1/2L) ≤ 1
⇔ s2 log(ρ1/s2(X1/2(L∗ ∩W)))/dim(W) ≤ 1, ∀W and s > 0
⇔ ∑
y∈L∗∩W
e−pis
2yTXy ≤ edim(W)/s2, ∀W and s > 0 ,
as needed.
For 3, we have that
X ∈ smη◦ρ (L) ⇔ η◦ρ (X−1/2L) ≤ 1
⇔ log(ρY(X1/2L∗)) ≤ tr(Y), ∀Y ≻ 0
⇔ log(ρY(L∗)) ≤ tr(YX), ∀Y ≻ 0 ,
as needed.
For 4, we have that
X ∈ smη◦µ (L) ⇔ η◦µ (X−1/2L) ≤ 1
⇔ µ(RX−1/2L)2 ≤ tr(RTR), ∀R non-singular
⇔ µ(RL)2 ≤ tr(XRTR), ∀R non-singular .
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Using the convexity of the above smooth covariance bodies, we can now give a useful dual
formulation of the containment factor.
Lemma 6.9. Let η1, η2 ∈ {ηdet, ηρ, η◦ρ , η◦µ , η}. Then for C > 0 and L ⊂ Rn an n-dimensional lattice,
c(smη2(L), smη1(L)) ≤ C⇔ min
X∈smη2 (L)
C · tr(XZ) ≥ min
Y∈smη1 (L)
tr(YZ), ∀Z ∈ Sn+,Z ≻ 0 .
Proof. The ⇒ direction follows trivially by homogeneity and the containment C · smη2(L) ⊆
smη1(L). To prove the ⇐ direction, let X ∈ smη2(L) be such that CX /∈ smη1(L), and we will
prove that the right-hand side does not hold. Since smη1(L) is a closed convex subset of symmet-
ric matrices, by the separation theorem there exists a non-zero symmetric matrix Z ∈ Rn×n such
that
tr(CXZ) = C tr(XZ) < min
Y∈smη1 (L)
tr(YZ) . (36)
We shall now show that Z ∈ Sn+ and later modify Z to be positive definite to complete the proof. If
Z /∈ Sn+, then there exists∆ ∈ Sn+ such that tr(Z∆) < 0 (e.g.,∆ = vvT where v is an eigenvector of Z
with negative eigenvalue). Take an arbitrary Y ∈ smη1(L). Since Y+M∆ ∈ smη1(L) for all M ≥ 0
(Lemma 6.4 part 2), we have that the minimum in (36) is at most infM≥0 tr(Z(Y + M∆)) = −∞, a
clear contradiction. Thus Z ∈ Sn+ as needed.
To make Z positive definite, we simply replace Z by Z′ = Z + εIn for ε > 0 small enough.
Note that (36) has a strict inequality, hence the gap between both sides is at least some ε′ > 0.
Since smη1(L) contains only positive definite matrices, the right-hand side of 36 can only increase
when replacing Z by Z′. Furthermore, tr(CXZ′) = tr(CX) + Cε · tr(X) < tr(CX) + ε′, for ε <
ε′/(C tr(X)). Hence, for ε > 0 small enough, (36) holds with Z replaced by Z′ as needed.
6.1 Smooth µ tightness and the weak conjecture
Recall from Theorem 4.5 the convex program µsm that provides an upper bound on µ.
Definition 6.10. (Smooth µ tightness) Let C(sµ)(n) > 0 be the smallest number such that for any n-
dimensional lattice L ⊂ Rn,
µsm(L) ≤ C(sµ)(n)µ(L) .
Intuitively, C(sµ)(n) being small means that it is always possible to smooth a lattice with a (not
necessarily spherical) Gaussian whose expected norm is nearly as small as possible, namely, not
much more than the covering radius. Obviously, one cannot smooth a lattice with a Gaussian of
expected norm less than the covering radius – this is precisely the content of Theorem 4.5.
Our goal in this section is to show that C(sµ)(n) ≈ C(µ,◦)η (n). This implies that the weak con-
jecture (Conjecture 5.4) is equivalent to the statement that C(sµ)(n) ≤ poly log n. We mention in
passing that the proof of Theorem 4.2 combined with the easy reverse direction of the KL conjec-
ture (first inequality in Theorem 4.4) already implies that for any lattice L, µsm(L) . Cη(n)µ(L),
i.e., that C(sµ)(n) . Cη(n).
At a high level, the plan is to show that C(sµ)(n) is in essence the “dual” form of C
(µ,◦)
η (n). We
begin by proving the easier direction.
Lemma 6.11. For any n ∈ N, C(µ,◦)η (n) ≤ C(sµ)(n).
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Proof. ByCorollary 6.6, we recall that C
(µ,◦)
η (n)
2 is equal to the containment factor c(smη◦µ (Z
n), sm(Zn)).
By Lemma 6.9, it suffices to show that ∀Z ≻ 0
C(sµ)(n)2min{tr(XZ) : X ∈ smη◦µ (Zn)} ≥ min{tr(YZ) : Y ∈ sm(Zn)} . (37)
Given Z as above, since Z is positive definite we may write Z = RTR for R non-singular. Using
the inequality representation for smη◦µ (Z
n) in Lemma 6.8, for any X ∈ smη◦µ (Zn) we have that
µ(RZn)2 ≤ tr(XRTR) = tr(XZ) ,
and hence the left hand side of (37) is at least C(sµ)(n)2µ(RZn)2. Thus, it suffices to prove that
C(sµ)(n)2µ(RZn)2 ≥ min{tr(RYRT) : Y ∈ sm(Zn)}
= min{tr(Y) : Y ∈ sm(RZn)} ( by Lemma 6.3 part 2)
= µsm(RZ
n)2 .
The desired inequality now follows directly from the definition of C(sµ)(n).
Note that the only reason the above proof does not immediately give the reverse inequality
C
(µ,◦)
η (n) & C
(sµ)(n) is because we currently only have a lower bound of µ(RZn)2 on the value of
the programmin{tr(XRTR) : X ∈ smη◦µ (Zn)}. Indeed, the main content of this section is to show
thatO(µ(RZn)2) is an upper bound on the value of this program. Given the inequality description
smη◦µ (Z
n) = {X ∈ Sn+ : tr(XRTR) ≥ µ(RZn)2, ∀R non-singular } ,
note that we must essentially show that all the above inequalities are irredundant (up to scaling).
To achieve the desired upper bounds, we will use another smooth approximation of the cov-
ering radius as defined below.
Definition 6.12 (Average µ). For an n-dimensional lattice L ⊂ Rn, we define
µ¯2(L) = E
x←Rn/L
[dist(x,L)2]
where x is distributed uniformly on Rn/L. Letting V = V(L) denote the Voronoi cell of L, note that
µ¯2(L) = E
x←V
[‖x‖2]
where x is distributed uniformly on V . We define the η-type parameter
η◦µ¯ (L) = sup
R non-singular
µ¯(RL)
‖R‖F ,
and the corresponding smooth covariance body
smη◦¯µ (L) = {X ∈ Sn+ : X ≻ 0, η◦µ¯ (X−1/2L) ≤ 1} .
The following proposition gives the tight relationship between µ and µ¯.
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Proposition 6.13. For an n-dimensional lattice L ⊂ Rn:
1. µ¯(L) ≤ µ(L) ≤ √8µ¯(L). In particular, η◦¯µ (L) ≤ η◦µ (L) ≤
√
8η◦¯µ (L).4
2. smη◦¯µ (L) = {X ∈ Sn+ : tr(XRTR) ≥ µ¯(RL)2, ∀R non-singular }.
Proof. We prove part 1. Firstly, we see that
µ¯(L)2 = E
x←Rn/L
[dist(x,L)2] ≤ max
x∈Rn/L
dist(x,L)2 = µ(L)2 .
For the reverse inequality, by Claim 2.14, we have that
E
x←Rn/L
[dist(x,L)2] ≥ (µ(L)2/4) Pr
x←Rn/L
[dist(x,L) ≥ µ(L)/2] ≥ µ(L)2/8 ,
as needed. For the in particular, it follows immediately from the above inequalities and the defi-
nitions of η◦µ and η◦¯µ .
For part 2, we simply repeat the derivation of the inequality representation of smη◦µ (L) in
Lemma 6.8, replacing µ by µ¯.
We now present the main technical lemma of this section which gives exact optimal solutions
and values for the relevant minimization problems over smη◦¯µ (Z
n).
Lemma 6.14. Let L ⊂ Rn be an n-dimensional lattice. Then for R ∈ Rn×n non-singular,
min{tr(XRTR) : X ∈ smη◦¯µ (L)} = µ¯(RL)2,
and an optimal solution to the above program is R−1 Ex←V(RL)[xxT]R−T.
Proof. Noting that by Lemma 6.3 part 2 (extended in the obvious way),
min{tr(XRTR) : X ∈ smη◦¯µ (L)} = min{tr(X) : X ∈ smη◦¯µ (RL)},
it suffices to prove the lemma when R = In.
From here, by the inequality description from Proposition 6.13,
smη ◦¯µ(L) = {X ∈ Sn+ : tr(XRTR) ≥ µ¯(RL)2, ∀R non-singular} ,
it is clear that the minimum value above for R = In is at least µ¯(L)2. Now for X = Ex←V(L)[xxT],
we have that
tr(X) = E
x←V(L)
[‖x‖2] = E
x←Rn/L
[dist(x,L)2] = µ¯(L)2.
Thus, it suffices to show that X is feasible. Taking R ∈ Rn×n non-singular, we have that
tr(XRTR) = E
x←V(L)
[‖Rx‖2] = E
x←R(V(L))
[‖x‖2] ≥ E
x←Rn/RL
[dist(x, RL)2] = µ¯(RL)2 ,
where the last inequality follows since RV(L) is a fundamental domain for RL. Thus X ∈
smη ◦¯µ(L), as needed.
4We remark that the constant
√
8 can be improved to 2; see [HLR09].
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Using the above lemma, we can now readily prove the reverse inequality C(sµ)(n) . C
(µ,◦)
η (n).
Lemma 6.15. For any n ∈ N, C(sµ)(n) ≤ √8C(µ,◦)η (n).
Proof. For an n-dimensional lattice L, we must show that
µsm(L)2 ≤ 8C(µ,◦)η (n)2 · µ(L)2 .
By Corollary 6.6, we recall that c(smη◦µ (L), sm(L)) = C
(µ,◦)
η (n)
2. Thus, by Lemma 6.9,
µsm(L)2 = min{tr(X) : X ∈ sm(L)} ≤ C(µ,◦)η (n)2min{tr(X) : X ∈ smη◦µ (L)} . (38)
Since by Proposition 6.13 for any n-dimensional lattice L ⊂ Rn, η◦µ (L) ≤
√
8η◦¯µ (L), we have by
Lemma 6.5 that
min{tr(X) : X ∈ smη◦µ (L)} ≤ 8 ·min{tr(X) : X ∈ smη◦¯µ (L)} . (39)
Lastly, by Lemma 6.14 and Proposition 6.13, we get
min{tr(X) : X ∈ smη◦¯µ (L)} = µ¯(L)2 ≤ µ(L)2 . (40)
The result now follows by combining (38),(39),(40).
7 Mixing Time of Brownian Motion on the Torus
Given a full-rank lattice L ⊂ Rn, consider the Brownian motion on Rn/L starting from the origin.
The probability density function at time t > 0 is given by ft : R
n/L → R+,
ft(x) = t
−n/2ρt(L+ x) .
As t goes to infinity, the Brownian motion converges to the uniform distribution. For 1 ≤ p < ∞,
the Lp mixing time is defined as
τp(L) = inf
{
t > 0 :
(
det(L)−1
∫
Rn/L
|det(L) ft(x)− 1|pdx
)1/p
< 1/4
}
,
and extended to p = ∞ by
τ∞(L) = inf
{
t > 0 : ∀x, |det(L) ft(x)− 1| < 1/4
}
.
We clearly have that τp(L) ≤ τq(L) for any 1 ≤ p ≤ q ≤ ∞. Also, the constant 1/4 is arbitrary
(see, e.g., [LPW09, Section 4.5]).
Using the Poisson summation formula of Lemma 2.20, one sees that
sup
x
|det(L) ft(x)− 1| = ρt−1(L∗ \ {0}) ,
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and hence τ∞(L) = η1/4(L)2. Moreover, using Parseval’s identity, we get
det(L)−1
∫
Rn/L
(det(L) ft(x)− 1)2dx = det(L)
∫
Rn/L
ft(x)
2dx− 1
= ρ(2t)−1(L∗ \ {0}) .
It follows that τ∞(L) ≤ 2τ2(L) (and we can even take 1/2 instead of 1/4 in the definition of
τ2). This property is not unique to Brownian motions on the torus – the L∞ mixing time of
any reversible Markov chain is always at most twice the L2 mixing time (see, e.g., the appendix
of [MT06]).
What about the L1 mixing time? How much smaller can it be than the L2 (or L∞) mixing
time? Analyzing the L1 mixing time of Markov chains is generally quite hard. We note that
there are examples of random walks on finite transitive graphs where the L1 and L2 mixing times
differ greatly [PR04]. Still, one can hope that L1 and L2 mixing times are close when considering
Brownian motion on manifolds such as the torus. This and related questions were considered by
Saloff-Coste (see, e.g., [Sal94, Sal04, BS03]) who also asks it explicitly in a recent survey [Sal10,
Problem 11].
We next prove that under the weak conjecture, L1 mixing time is approximately the same as
the L∞ mixing time. Intuitively, the proof proceeds as follows. If we are below the L∞ mixing
time, then by the weak conjecture, there is a certificate for that in the form of a Euclidean structure
(or equivalently, a linear transformation) under which the Brownian motion does not reach the
covering radius. But if this is the case, then surely it cannot even mix in the L1 sense.
Theorem 7.1. For any n-dimensional lattice L, τ∞(L) . C(µ,◦)η (n)2 τ1(L).
Proof. Let L be an n-dimensional lattice. Let X ∼ N(0, 12pi A) be a Gaussian random variable in
Rn where A = τ∞(L)/(16C(µ,◦)η (n)2)I. Our goal is to show that ∆(X mod L,U) > 1/4, i.e.,
that it is not mixed in the L1 sense. Assume towards contradiction that ∆(X mod L,U) ≤ 1/4.
Recalling that η(L) = τ∞(L)1/2, we get from the definition of C(µ,◦)η in (35) that there exists a linear
transformation R for which
µ(RL) ≥ τ∞(L)1/2
√
tr(RTR)/C
(µ,◦)
η (n) . (41)
Obviously,
∆(RX mod RL,U) = ∆(X mod L,U) ≤ 1/4 ,
where U denotes the uniform distribution over the appropriate torus (namely, Rn/(RL) and
Rn/L, respectively). By the remark following Theorem 4.5,
µ(RL) ≤ 4pi−1/2
√
tr(RTRA)
= 4pi−1/2
√
tr(RTR)τ∞(L)1/2/(4C(µ,◦)η (n)) ,
contradicting (41).
8 Computational complexity and cryptography
In this section, we present the complexity implications of the weak conjecture (Conjecture 5.4) for
approximating the smoothing parameter (Section 8.1), and of the ℓ2 KL conjecture (Conjecture 4.1)
for approximating the covering radius (Section 8.2).
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8.1 The Weak Conjecture and GapSPP
We consider the following two computational problems. The first, GapSPP, is the problem of
approximating the smoothing parameter η(L) of an input lattice L. The second, Discrete Gaussian
Sampling (DGS), is the task of generating samples distributed according to DL+t,s for parameters
s ≥ η(L). Here, the discrete Gaussian distribution DL+t,s is the discrete distribution with support
L+ twhose probability mass function is proportional to the restriction of the Gaussian density of
standard deviation s to L+ t.
The smoothing parameter and the discrete Gaussian distribution are closely related. For in-
stance, one of the main important properties of the smoothing parameter is that for s = Ω˜(η(L)),
the discrete Gaussian distribution DL+t,s “behaves like” a continuous Gaussian of standard de-
viation s in terms of its global statistics such as moments. Also, both play a fundamental role in
lattice-based cryptography, in particular in the best known worst-case to average-case reductions
for lattice problems (e.g., [MR07, Reg09, GPV08, CDLP13, MP13]). Finally, they recently featured
in the fastest known provable algorithms for lattice problems [ADRS15].
Given the tight relationship between the smoothing parameter and the discrete Gaussian dis-
tribution, a natural question is whether one can compute a good approximation of the smoothing
parameter (that is, solve GapSPP) using only oracle access to a discrete Gaussian sampler. The best
known reduction is from O˜(
√
n)-GapSPP to DGS sampling, and is implicit in [MR07]. The main
goal of this section is to show that conditioned on the weak conjecture, one obtains an exponential
improvement in the approximation factor, namely a reduction from poly log n-GapSPP to DGS.
The formal statement appears in Theorem 8.6.
Connection to lattice-based cryptography. Together with prior work [MR07, GPV08, MP13],
this reduction directly implies a worst case to average case reduction from O˜(
√
n)-GapSPP to the
Shortest Integer Solution problem (SIS), one of the base hard problems in lattice-based cryptogra-
phy (see Definition 8.7). The best unconditional approximation factor is O(n). We will describe
this in more detail in Section 8.1.2.
For the Learning with Errors (LWE) problem (see [Reg09]), the other and perhaps most versa-
tile base problem in lattice-based cryptography, it was shown in [CDLP13] that O˜(
√
n/α)-GapSPP
reduces to LWE, where α is the LWE error parameter. Interestingly, they also show that the reduc-
tion of O˜(n/α)-GapSVP to LWE in [Reg09] can be recovered by running the GapSPP reduction
and using the known relations between the smoothing parameter and the shortest vector in the
dual lattice (i.e., one can factor the reduction through GapSPP).
Given the above results, it seems that GapSPP might be a good alternative to the standard
worst-case problems such as GapSVP or SIVP for worst case to average case reductions. Indeed,
the obtained approximation factor is an O˜(
√
n) factor better when reducing to SIS (conditionally)
and LWE (unconditionally), though one may argue that it is perhaps somewhat dubious to com-
pare approximation factors with respect to different lattice problems.
On a concluding note, we remark that other than the results presentedhere and those in [CDLP13],
very little work has been done to understand the fine-grained complexity of GapSPP. We hope
here to have helped motivate its further study.
Overview of the reduction. We first explain the known reduction from O˜(
√
n)-GapSPP to DGS
sampling implicit in [MR07]. Given as input a lattice L and s > 0, the reduction simply calls the
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DGS oracle with L, s, and t = 0, and then runs a certain statistical test to check if the output “looks
like” a discrete Gaussian distribution. Specifically, the test checks that (1) all vectors are in L and
are of lengthO(s
√
n) and (2) they span Rn. It is obvious that this reduction can be implemented in
polynomial time. Correctness follows by showing that (1) for any parameter s = Ω(η(L)), O˜(n)
DGS samples on an n-dimensional lattice L are likely to be of length O(s√n) and span Rn, and
that (2) for s = O˜(η(L)/√n), any set of lattice points of length O(s√n) will be contained in a
proper subspace of L. We note that in the second case, it is crucial that the test is guaranteed to
fail regardless of the distribution of samples, since the oracle can behave arbitrarily for s below the
smoothing parameter.
Our improved reduction is from poly log n-GapSPP to DGS sampling, and is conditioned on
the weak conjecture. Let us assume that we need to distinguish between η(L) ≤ 1 and η(L) ≥
poly log n. We first pick a coset t of L uniformly at random. We then ask the oracle to produce
O(n) DGS samples at parameterO(1) over L+ t. We then compute the empirical second moment
matrix C over these samples, and accept if the largest eigenvalue of C isO(1) and reject otherwise.
The fact that this test succeeds in a yes instance follows from standard concentration arguments
for subgaussian random variables. However, for no instances, we require the weak conjecture
to prove soundness (against any distribution, not just DGS). At a technical level, we will use the
weak conjecture to deduce that with constant probability over t, for some linear map R, ‖R‖F ≤ 1,
the set R(L + t) consists only vectors of length Ω(1). The mere existence of this matrix R will
turn out to be enough to force the covariance matrix of any distribution on L + t to have largest
eigenvalue of size Ω(1). This concludes the reduction.
As can be seen from the above description, our reduction (as well as that in [MR07]) actually
do not require true discrete Gaussian samples (i.e., samples from DL+t,s) – any subgaussian distri-
bution on L+ t would be equally good. We make this formal in Definition 8.5 below, where we
define the computational problem of discrete subgaussian sampling (DSGS). This mild strengthen-
ing of the reduction turns out to be quite useful for the connection to SIS, since some of the known
reductions to SIS only produce subgaussian samples but not true discrete Gaussian samples.
8.1.1 Reduction of GapSPP to Discrete Subgaussian Sampling
We begin with the necessary preliminaries on subgaussian random variables.
Definition 8.1 (Subgaussian RandomVariable). We say that a random variable X ∈ R is s-subgaussian
or subgaussian with parameter s, for s > 0, if for all t ≥ 0,
Pr[|X| ≥ t] ≤ 2e−(t/s)2/2 .
We note that the canonical example of a 1-subgaussian distribution is N(0, 1) itself. For a vector-valued
random variable X ∈ Rn, we say that X is s-subgaussian if all its one-dimensional marginals are, i.e., if
∀θ ∈ Sn−1, the random variable 〈X, θ〉 is s-subgaussian.
Lemma 8.2. Let X ∈ Rn be an s-subgaussian random vector. Then,
E[XXT]  4s2 In.
Proof. For any θ ∈ Sn−1, we have that
E[〈X, θ〉2] =
∫ ∞
0
Pr[〈X, θ〉2 ≥ t]dt ≤
∫ ∞
0
2e−t/(2s
2)dt = 4s2,
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as needed.
For a random vector X ∈ Rn, we define E[XXT] to be its second moment matrix. If E[X] = 0,
the second moment matrix is also called the covariance matrix of X.
Lemma 8.3 ([Ver12, Corollary 5.50]). Let X1, . . . ,XN ∈ Rn be i.i.d. s-subgaussian random vectors with
second moment matrix Σ. Then if N ≥ cn(t/ε)2, ε ∈ (0, 1), t ≥ 1, we have that
Pr
[∥∥∥( 1
N
N
∑
i=1
XiX
T
i
)
− Σ
∥∥∥ ≥ εs2] ≤ 2e−t2n ,
where c > 0 is an absolute constant.
We now define the main lattice problems of interest in this section.
Definition 8.4 (Gap Smoothing Parameter Problem). For α = α(n) ≥ 1, ε = ε(n) ≥ 0, α-GapSPPε
(the Smoothing Parameter Problem) is defined as follows: given a basis B for a lattice L ⊂ Rn and s > 0,
decide whether ηε(L) < s (YES instance) or ηε(L) ≥ αs (NO instance).
Definition 8.5 (Discrete Subgaussian Sampling Problem). For σ a function that maps lattices to non-
negative real numbers, and m = m(n) ∈ N, m-DSGSσ (the Discrete Subgaussian Sampling Problem) is
defined as follows: given a basis B for a lattice L ⊂ Rn, a shift t ∈ Rn, and a parameter s ≥ σ(L), output
a sequence of m independent and identically distributed s-subgaussian random vectors supported on L+ t.
We note that the function σ need not be efficiently computable, and that the output of the sampler is only
guaranteed when s ≥ σ(L).
The main result of this section is the following.
Theorem 8.6. For any α = α(n) ≥ 1, there exists a polynomial time reduction from O(αC(µ,◦)η (n))-
GapSPP1/2 to O(n)-DSGS
αη.
Proof. Let γ = 8 · α · C(µ,◦)η (n). Let L ⊂ Rn and s > 0 specify the γ-GapSPP1/2 instance. The re-
duction proceeds as follows. Sample a uniformly random coset t in Rn/L. Use the N-DSGSαη(L)
oracle to sample X1, . . . ,XN i.i.d. subgaussian random vectors over L + t with subgaussian pa-
rameter α · s, where N = cn for c to be chosen later. If the oracle fails to return N samples in L+ t,
reject. Otherwise, if the largest eigenvalue of 1N ∑i XiX
T
i is at most 5α
2s2 we accept, and otherwise
reject.
It is clear that the reduction runs in polynomial time, so we need only verify its correctness. We
will show that for YES instances, the reduction correctly accepts with overwhelming probability,
and that for NO instances it rejects with probability at least 1/2.
Assume that η(L) < s. First, note that the sampling oracle succeeds since we query it on
parameter α · s > αη(L). We can choose c large enough so that by Lemma 8.3 (with ε = 1/2,
t = 1), with probability at least 1− 2e−n,
∥∥∥ 1
N
( N
∑
i=1
XiX
T
i
)
− Σ
∥∥∥ ≤ α2s2, (42)
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where Σ = E[X1X
T
1 ] (recalling that the samples are i.i.d.). By Lemma 8.2, Σ  4α2s2 In, and hence
conditioning on (42), we have that
1
N
N
∑
i=1
XiX
T
i  Σ + α2s2 In  5 · α2s2 · In,
as needed.
Now assume that η(L) ≥ γ · s = 8 · α · C(µ,◦)η (n) · s. Note that if the sample oracle fails, we
correctly reject, and so we may assume that the oracle returns samples X1, . . . ,XN ∈ L+ t.
By definition of C
(µ,◦)
η (n), there exists a non-singular R ∈ Rn×n, ‖R‖F ≤ 1, such that η(L) ≤
C
(µ,◦)
η (n)µ(RL). Since t is uniform over Rn/L, Rt is uniform in Rn/(RL). Thus, with proba-
bility at least 1/2, the distance between Rt and RL is at least µ(RL)/2 (see Claim 2.14). Condi-
tioning on this event, every point in R(L + t) has ℓ2 norm at least µ(RL)/2, and in particular,
‖RXi‖2 ≥ µ(RL)/2, ∀i ∈ [N]. Letting λ1 denote the largest eigenvalue of 1N ∑Ni=1 XiXTi , we recall
the characterization
λ1 = max
Z∈Sn+,tr(Z)≤1
tr
(
Z · 1
N
N
∑
i=1
XiX
T
i
)
= max
Z∈Sn+,tr(Z)≤1
1
N
N
∑
i=1
XTi ZXi.
Since RTR  0 and tr(RTR) = ‖R‖2F ≤ 1, we may plug in Z = RTR above, which yields
λ1 ≥ 1
N
N
∑
i=1
‖RXi‖22 ≥ µ(RL)2/4 ≥ η(L)2/(4C(µ,◦)η (n)2) ≥ 16 · α2 · s2 .
Given the above, we see that with probability at least 1/2 the largest eigenvalue is bigger 5α2s2.
Hence, we reject with probability at least 1/2, as claimed.
8.1.2 The implications to lattice-based cryptography
Reductions from worst-case lattice problems to the average-case problem SIS are often stated as
reductions from standard lattice problems such as SIVP or GapSVP. Here we observe that they
are in fact implicitly reductions from DSGS. As such, they can be combined with the reduction
from Theorem 8.6 to obtain a reduction from the worst case problem GapSPP to SIS. For concrete-
ness, we will follow here the reduction from [GPV08], which is a simplification of the reduction
in [MR07]. A similar conclusion should apply to more recent and refined reductions, such as the
one in [MP13].
We first define the average-case SIS problem. A possible setting of parameters is q = poly(n),
m = ⌈n log q⌉, and β = √m. We note that with this setting solutions are guaranteed to exist, and
so the problem is not vacuous.
Definition 8.7 (Small Integer Solution Problem). For integers q, m, and n, and a real number β ≥ 1,
the SISq,m,β problem asks to find with non-negligible probability, given a matrix A chosen uniformly from
Zn×mq , a nonzero e ∈ Zm such that Ae = 0 mod q and ‖e‖2 ≤ β.
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We also need to define the following standard lattice problem.
Definition 8.8 (Shortest IndependentVectors Problem). An input to SIVPγ is a basis of an n-dimensional
lattice L. The goal is to output a set of n linearly independent lattice vectors S = {s1, . . . , sn} ⊂ L such
that ‖S‖ ≤ γ(n)λn(L) where ‖S‖ := maxi ‖si‖.
The following is the main worst-case to average-case reduction shown in [GPV08].
Theorem 8.9 ([GPV08, Proposition 5.7]). For any m, β = poly(n) and for any prime q ≥ β ·ω(√n log n),
there is a reduction from SIVPγ, where γ = β · O˜(
√
n), to SISq,m,β.
The following is a very slight modification of [GPV08, Definition 9.1] (where it was assumed
that smax = ‖S‖; the modification will be convenient for us).
Definition 8.10 (Incremental Independent Vectors Decoding). An input to IncIVD
φ
γ,g is a tuple
(B,S, t, smax) , where B is a basis for a full-rank lattice L ⊂ Rn, S ⊂ L is a full-rank set of lattice
vectors such that ‖S‖ ≤ smax, t ∈ Rn is a target point, and smax ≥ γ(n)φ(L). The goal is to output a
lattice vector v ∈ L such that ‖t− v‖ ≤ smax/g.
Finally, we can state the main technical reduction in [GPV08].
Theorem 8.11 ([GPV08, Theorem 9.2]). For any g(n) > 1, m(n), β(n) = poly(n), γ(n) = g(n) ·
β(n) · √n, q(n) ≥ γ(n) · ω(√log n), and negligible ε(n), there is a probabilistic poly-time reduction
from IncIVD
ηε
γ,g to SISq,m,β.
Our main observation is that the proof of the theorem above in [GPV08] actually gives more:
the output v of the IncIVD solution is such that t − v is subgaussian with parameter at most
2smax/(g
√
n). This follows from (and is implicitly used in) the proof of [GPV08, Claim 9.5]. In-
deed, in that proof, t− v is a linear combination of independent samples from discrete Gaussian
distributions (on various cosets of the lattice) of parameter s. Since s is above smoothing, it fol-
lows from [MP12, Lemma 2.8] that the discrete Gaussian distribution is subgaussian. As explained
in [MP12, Section 2.4], the sum of independent subgaussian variables is again subgaussian, and
we obtain that t− v is subgaussian with parameter smax/(g
√
n). Finally, the definition of subgaus-
sianity in [MP12] is slightly different from ours, and the extra factor of 2 is enough to compensate
for this.
Equipped with this observation, we can prove the main theorem of this section.
Theorem 8.12. For any m(n), β(n) = poly(n), and prime q(n) = n · β(n) ·ω(√log n), there is a poly-
time reduction from DSGSσ for σ(L) = O˜(β(n)η(L)) (with any desired polynomial number of samples)
to solving SISq,m,β on the average with non-negligible probability.
Proof. Let the input to the DSGS problem be a basis B for a lattice L ⊂ Rn, a shift t ∈ Rn, and a
parameter s ≥ σ(L). Let g = √n and smax = s · g ·
√
n/2.
We start by applying Theorem 8.9 to obtain a set S ⊂ L of full-rank vectors of length
‖S‖ ≤ β · O˜(√n)λn(L) ≤ β · O˜(n)η(L) ≤ smax ,
where the second inequality follows from, e.g., [Reg09, Corollary 3.16].
Next, choose a negligible ε, say ε = n− log2 n. By Lemma 2.19, for any lattice L, we have that
η(L) ≤ ηε(L) ≤ (log2 n)η(L). Therefore, we have smax ≥ ηε(L) · g · β ·
√
n. Applying The-
orem 8.11, and using the observation above, we obtain a subgaussian sample from L + t with
parameter 2smax/(g
√
n) = s, as desired.
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Combined with Theorem 8.6, this yields a reduction from O˜(β(n)C
(µ,◦)
η (n))-GapSPP1/2 to
SISq,m,β. In particular, with the setting of parameters mentioned above Definition 8.7, and assum-
ing the weak conjecture, we obtain a reduction from O˜(
√
n)-GapSPP1/2 to SISq,m,β, an improve-
ment upon the best known reduction by an O˜(
√
n) factor.
8.2 KL and the Covering Radius Problem
The ℓ2 KL conjecture has an easy application to the computational complexity of lattice problems.
Although this application is not directly related to the main topic of this paper, we record it here
for future reference and for further motivation.
Consider the decision version of the γ-approximate covering radius problem, denotedGapCRPγ,
where γ = γ(n) > 0 is an approximation factor. Here, we are given a lattice L and a number r > 0
and the goal is to decide if the covering radius µ(L) of L is at most r (YES instances) or more than
γ · r (NO instances). This problem was considered by Guruswami et al. [GMR05] who showed
that GapCRP√n ∈ NP and that GapCRP2 ∈ AM. They also showed that GapCRP√n ∈ coNP and
that GapCRP√
n/ log n
∈ coAM. Here we observe that the ℓ2 KL conjecture implies an exponential
improvement on the two latter results. Namely, we have that GapCRPCKL(n) ∈ coNP. Indeed, this
is easy to prove. Construct a verifier that is given as proof a lattice subspaceW of L∗ and verifies
that det(L∗ ∩W) ≤ dd/2. If µ(L) ≥ CKL(n) then such a subspace exists by definition. If, on the
other hand, µ(L) ≤ 1, then the easy reverse direction of Eq. (11) shows that no such subspace can
exist.
9 Limits for Strong Reverse Minkowski Inequalities
In this somewhat more speculative section, we discuss a possible stronger form of the main con-
jecture that, if true, would truly deserve the name “reverse Minkowski.” We recall that the main
conjecture bounds from above the number of lattice points at any radius r > 0 by a function of
the form e(poly log n)r
2
when all sublattice determinants are at least 1. It is a priori unclear why as-
suming such a uniform upper bound on all radii is the “natural” thing to ask for (hopefully, we
have at least demonstrated its usefulness), and one may be tempted to ask: given a radius r > 0,
what is the tightest bound on the number of lattice points at this radius in terms of sublattice
determinants?
To arrive at a plausible candidate for such a bound, let us recall Minkowski’s first theorem, The-
orem 2.15, which provides volumetric lower bounds on lattice point counts. The lower bound is
stated in terms of the determinant of the full lattice, but obviously, having a sublattice of small de-
terminant would also suffice, as we can invokeMinkowski’s theorem inside the subspace spanned
by that sublattice. More precisely, it follows from Minkowski’s theorem that for any lattice L,
|L ∩ rBn2 | ≥ M((r/2),L) ,
where
M(r,L) = max
W lattice subspace of L
0≤d=dim(W)≤n
vold(rB
d
2)/det(L ∩W) . (43)
By convention, the quotient is 1 for d = 0, and hence we note that M(r,L) ≥ 1 always.
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It now becomes natural to ask whether the volumetric bound M(r,L) is far from being tight.
To this end, we introduce the following definition.
Definition 9.1. Let CM(n) denote the smallest number such that for any r > 0 and any n-dimensional
lattice L,
|rBn2 ∩ L| ≤ M(CM(n)r,L) .
We may speculate that CM(n) ≤ poly log n. We note that while this would be amazing if true,
a counterexample would possibly be just as (or more) instructive and yield useful insights into the
structure of lattice points. We also note that this would imply the main conjecture, Conjecture 3.1,
as shown in the following proposition.
Proposition 9.2. For any n, Cη(n) = O(CM(n)).
Proof. Let L ⊆ Rn be any lattice for which all sublattices have determinant at least 1. By scaling,
it suffices to show that η(L∗) ≤ O(CM(n)). For any r > 0,
|rBn2 ∩ L| ≤ M(CM(n)r,L) ≤ max
0≤d≤n
vold(B
d
2)(CM(n)r)
d
≤ max
0≤d≤n
(
cCM(n)r√
d
)d
≤ max
x≥0
(
cCM(n)r√
x
)x
= max
x≥0
ex ln(cCM(n)r)−(1/2)x ln x = e(cCM(n)r)
2/(2e) ,
where c > 0 is an absolute constant. Here, the last equality follows from the fact that the function
x ln a− 1/2x ln x is concave and is maximized (derivative is 0) at x = a2/e. By Lemma 3.2, η(L∗) ≤
O(CM(n)), as desired.
The best upper bound we can prove is CM(n) = O(
√
n), as shown in Theorem 9.4 below. We
note that by Proposition 9.2, this recovers the best known bound O(
√
n) on Cη(n) (a direct proof
of which is shown in Theorem 11.1).
General convex bodies. One can take the above discussion a step further and wonder why we
should restrict ourselves to scalings of the Euclidean ball, since Minkowski’s theorem holds more
generally for any symmetric convex body. Indeed, slightly overloading notation, for any sym-
metric convex body K ⊆ Rn, Minkowski’s theorem implies that |L ∩ K| ≥ M((K/2),L), where
M(K,L) is defined as in (43) with rBd2 replaced by K ∩W.
Definition 9.3. Let C′M(n) denote the smallest number such that for any n-dimensional lattice L, and any
symmetric convex body K ⊆ Rn,
|L ∩ K| ≤ M(C′M(n)K,L) .
Clearly C′M(n) ≥ CM(n). Theorem 9.4 below gives the best upper bound we can prove,
C′M(n) ≤ O(n). Given the foregoing discussion, one might be tempted to ask whether the up-
per bound on C′M(n) can be improved, say to poly log n. Unfortunately, we can show that this is
false: in Theorem 9.5 we prove that C′M(n) ≥ Ω(n1/4−ε). The proof crucially uses a convex body
K that is very far from a Euclidean ball, hence we may still hope that a better inequality is possible
for the Euclidean ball, namely, that CM(n) ≤ poly log n.
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9.1 Best known upper bounds
Theorem 9.4 (Weak Reverse Minkowski). For a symmetric convex body K and n-dimensional lattice L
in Rn, |K ∩ L| ≤ M(3nK,L). Furthermore, for any radius r > 0, |rBn2 ∩ L| ≤ M(6
√
nr,L).
The above inequality is in fact relatively simple to prove and sowe find it somewhat surprising
that it was not discovered earlier. We now give a short proof based on (the easy direction of)
Minkowski’s second theorem and a bound of Henk [Hen02] on the number of lattice points in a
symmetric convex body in terms of the successive minima.
Proof. We first prove the bound for general K and specialize to Bn2 afterwards. If λ1(K,L) > 1 then
K ∩ L = {0}, and hence the desired inequality becomes trivial since M(K,L) ≥ 1 always. Thus,
we may assume that λ1(K,L) ≤ 1. Let d ∈ [n] denote largest index such that λd(K,L) ≤ 1.
Let W = span(L ∩ K). By construction, L ∩ K = (L ∩W) ∩ (K ∩W), dim(L ∩W) = d, and
λi(K ∩W,L ∩W) = λi(K,L) ≤ 1 ∀ i ∈ [d]. Now by Henk’s bound (see Lemma 2.17),
|K ∩ L| ≤ 2d−1
d
∏
i=1
⌊
1+
2
λi(K ∩W,L ∩W)
⌋
≤ 2d−1
d
∏
i=1
3
λi(K ∩W,L ∩W) ( the successive minima are at most 1 )
≤ 6d
d
∏
i=1
1
λi(K ∩W,L ∩W)
≤ (3dd!)vold(K ∩W)
det(L ∩W) ( by Minkowski’s Second Theorem, Theorem 2.16 )
≤ vold(3d(K ∩W))
det(L ∩W) ≤ M(3dK,L) . ( by homogeneity of volume )
To obtain the improvement for K = Bn2 (by scaling L it suffices to prove the “furthermore” part
for r = 1), we note that the d! term above obtained from Minkowski’s second theorem can be
improved to 2d vold(B
d
2)
−1 ≤ 2ddd/2.
9.2 Lower bound for general convex bodies
Theorem 9.5. For any ε > 0 there exists a constant C > 0 such that for any n large enough, there exists
an n-dimensional symmetric convex body K and lattice L such that M(Cn1/4−εK,L) ≤ |L ∩ K|.
For our construction, we will require the following lower bound on the determinants of sub-
lattices of a random lattice. The formulation below is due to [SW14], which in turn is based on the
estimates of [Thu98].
Theorem 9.6 ([SW14, Proposition 3]). Let L be a random n-dimensional lattice of determinant 1. Then
there exists an absolute constant α > 0, such that with probability tending to 1 as n → ∞, the following
holds: ∀d ∈ [n], ∀W lattice subspace of L, dim(W) = d, det(L ∩W) ≥ (αn(n−d)/(2n))d.
We will also need Urysohn’s mean width inequality.
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Theorem 9.7 ([Ury24]). Let K ⊆ Rn be a symmetric convex body. For X ∼ N(0, In), the following holds:
E[max
y∈K
|〈X, y〉|] ≥ E[‖X‖2]
(
voln(K)
voln(Bn2 )
)1/n
& n voln(K)
1/n.
Proof of Theorem 9.5. Let L denote a random lattice of determinant 1 in Rn satisfying the estimates
of Theorem 9.6. Let K = conv(±v1, . . . ,±vN) be the symmetric convex hull of the N = ⌈2n1/2+ε⌉
shortest points in L, where ε is in (0, 1/4). We will show that for n large enough, K and L satisfy
the conditions of theorem.
First note that by construction |K ∩ L| ≥ N. Moreover, since det(L) = 1, by Minkowski’s first
theorem there are at least 2n points at radius 4 voln(Bn2 )
−1/n = O(
√
n). Therefore, all the points in
K also have lengthO(
√
n). Now for a subspaceW of dimension d, we have that
vold(K ∩W)1/d ≤ vol(piW(K))1/d
.
1
d
E
X∼N(0,In)
[max
i∈[N]
|〈X,piW(vi)〉|] ( by Urysohn’s inequality )
.
1
d
√
logNmax
i∈[N]
‖vi‖2 ( by the union bound )
.
n3/4+ε/2
d
.
In particular, there exists a universal constant γ > 0, such that
vold(K ∩W) ≤ (γn3/4+ε/2/d)d . (44)
Putting (44) together with the estimates from Theorem 9.6, we get that for a d-dimensional
lattice subspaceW of L and t ≥ 0,
vold(tK ∩W)
det(L ∩W) ≤
(
t · γ
α
· n1/4+(ε+d/n)/2/d
)d
. (45)
Take ε′ ∈ (0, 1/4), and set C = αε′/γ and t = Cn1/4−(ε+ε′)/2. Then the right-hand side of (45) is at
most (
ε′ · n1/2+d/(2n)−ε′/2/d
)d
. (46)
In the rest of the proof we will show that for large enough n, (46) is bounded from above by N for
all 1 ≤ d ≤ n. This implies that M(tK,L) ≤ N and completes the proof.
We consider three cases. First, if ε′n ≤ d ≤ n, then (46) is at most(
ε′ · n1−ε′/2/(ε′n))d ≤ 1 ≤ N.
If
√
n ≤ d ≤ ε′n, (46) is at most (
ε′ · n1/2+ε′/2−ε′/2/√n
)d
≤ 1 ≤ N.
Finally, if 1 ≤ d ≤ √n, (46) is at most(
n1/2+
√
n/(2n)−ε′/2
)√n
= 2(1/2+
√
n/(2n)−ε′/2)√n log2 n,
which for large enough n is less than N since the exponent is less than n1/2+ε.
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10 A continuous relaxation
As evidence towards our main conjecture, we will show that a reasonable “continuous relaxation”
of it holds. To state the continuous relaxation, wewill need the following alternate characterization
of the smoothing parameter in terms of the Voronoi cell of the dual lattice (see Definition 2.11).
Definition 10.1 (K-norm). Let K ⊆ Rn be a centrally symmetric convex body. We define ‖x‖K =
min{s ≥ 0 : x ∈ sK}, ∀x ∈ Rn, to be the norm induced by K.
Theorem 10.2 ([Dad12]). Let L ⊆ Rn be an n-dimensional lattice, and let V∗ = V(L∗). Then for
X ∼ N(0, In), we have that
E[‖X‖V∗ ] = Θ(1)η(L).
The above theorem characterizes the smoothing parameter as a Gaussian norm expectation,
which allows us to make useful connections with the study of Gaussian processes and convex
geometry [Pis89]. Recalling that the reverse direction of the main conjecture is easy, and taking
duals, we have that the main conjecture is equivalent to saying that for any lattice L ⊂ Rn with
Voronoi cell V ,
1 . E[‖X‖V ] min
W lattice subspace of L
d=dim(W)∈[n]
(det(L ∩W))1/d . poly log n . (47)
We now make the easy observation that for any lattice L with Voronoi cell V , and any lattice
subspaceW of L,
det(L ∩W) ≥ vold(V ∩W) . (48)
To see this, notice that since the Voronoi cell V tiles space with respect to L, V ∩W yields a packing
with respect to L ∩W. That is, the translates of V ∩W induced by L ∩W are all interior disjoint,
implying (48). Therefore,
min
W lattice subspace of L
d=dim(W)∈[n]
det(L ∩W)1/d ≥ min
W lattice subspace of L
d=dim(W)∈[n]
vold(V ∩W)1/d
≥ min
W⊆Rn
d=dim(W)∈[n]
vold(V ∩W)1/d .
Using this, we can now relax the upper bound in (47) and ask whether for any symmetric convex
body K which is the Voronoi cell of some lattice ,
1 . E[‖X‖K ] min
W⊆Rn
d=dim(W)∈[n]
vold(K ∩W)1/d . poly log n . (49)
We view this as a natural continuous relaxation of our main conjecture.
Amazingly, Eq. (49) is known to be true, and is in fact true for any symmetric convex body
K. As always, the lower bound is standard, and we include a proof in Section 10.1 below for
completeness. The surprising thing is that the upper bound is true. This is a direct consequence
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of a theorem of Milman and Pisier [MP87] known as the volume number theorem (see also [Pis89,
Chapter 9]). Precisely, the volume number theorem implies5
E[‖X‖K ] min
W⊆Rn
d=dim(W)∈[n]
vold(K ∩W)1/d . log(n+ 1)2. (50)
The Milman-Pisier theorem thus gives us another point of evidence that the main conjecture
might be correct. It is the most non-trivial implication of the main conjecture that we know is
true. Furthermore, one may even attempt to emulate the proof of the volume number theorem in
a way that respects the discrete structure of the lattice (indeed, one needs to find a lattice subspace),
though we have had limited success on this front.
Moreover, there is unfortunately still a convex geometric “obstruction” to this approach. To
see it, we start by observing that (48) can be strengthened, and in fact for any d-dimensional lattice
subspaceW,
det(L ∩W) = vold(V(L ∩W))
= vold
({
x ∈ W : 〈x, y〉 ≤ 1
2
‖y‖22, ∀y ∈ L ∩W \ {0}
})
≥ vold(piW(V)),
where the inequality follows from the fact that the constraints of V(L ∩W) (except for the con-
straint that V(L ∩W) ⊆ W) form a subset of the constraints of V . This is stronger than (48) since
obviously vold(piW(V)) ≥ vold(V ∩W). Thus, one might argue that instead of (49), the “correct”
continuous relaxation of the main conjecture should say that for any symmetric convex body K
which is the Voronoi cell of some lattice,
1 . E[‖X‖K ] min
W⊆Rn
d=dim(W)∈[n]
vold(piW(K))
1/d . poly log n .
Being weaker than that in (49), the lower bound clearly still holds for all symmetric convex bodies.
Unfortunately, we do not know whether the upper bound holds, even though it seems plausible
that it does hold for all symmetric convex bodies K. Interestingly, if that were the case, it would
have non-trivial implications in convex geometry. In particular, it was communicated to us by E.
Milman [Mil15a] (see also [GM14, Mil15b]), that such a result would yield a new proof of the best
known bound for the slicing conjecture for convex bodies (up to polylogarithmic factors).
10.1 The volumetric lower bound
For completeness, we include the following standard lower bound (see for example [Pis89]).
Lemma 10.3. Let K ⊆ Rn be a symmetric convex body and let ‖ · ‖K the induced norm. Then for X ∼
N(0, In), the following holds:
E[‖X‖K ] & max
W⊆Rn
d=dim(W)∈[n]
1
vold(K ∩W)1/d
.
5We remark that one of the logarithmic factors can be replaced by the so-called K-convexity constant of the Banach
space (Rn, ‖ · ‖K), however this makes no essential difference in the current application.
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Proof. We first prove the case W = Rn. We integrating in polar coordinates and use Jensen’s
inequality,
E[‖X‖K ] = E[‖X‖2]
∫
Sn−1
‖θ‖Kdθ
≥ E[‖X‖2]
(∫
Sn−1
‖θ‖−nK dθ
)−1/n
( by Jensen )
= E[‖X‖2]
(
voln(K)
voln(Bn2 )
)−1/n
&
1
voln(K)1/n
.
To prove it for allW, note that
E[‖X‖K ] = E[‖piW(X) + piW⊥(X)‖K] ≥ E[‖piW(X)‖K∩W ],
by Jensen, since piW(X) and piW⊥(X) are independent and E[piW⊥(X)] = 0. We recover the desired
lower bound applying the full dimensional inequality to E[‖piW(X)‖K∩W ].
11 Sanity checks
We begin by giving the best known bounds on both themain conjecture and the ℓ2 Kannan-Lova´sz
conjecture, which are by now classical. We give a proof here for completeness.
Theorem 11.1. For n ∈ N, Cη(n) = O(
√
n) and CKL(n) = O(
√
n).
Proof. Let L be an n-dimensional lattice. The bound of Cη(n) = O(
√
n), follows directly from the
classical inequality (see Theorem 2.18)
η(L) ≤
√
n
λ1(L∗) ,
noting that the right-hand side corresponds to lattice subspaces of L∗ of dimension 1.
We now bound CKL(n). For this purpose, let B = (b1, . . . ,bn) denote an Hermite-Korkin-
Zolotarev (HKZ) basis ofL. That is, a basis forwhich ‖b˜i‖2 = λ1(pii(L)), wherepii = pispan(b1,...,bi−1)⊥ .
It now follows from Babai’s nearest plane algorithm [Bab85] that
µ(L)2 ≤ 1
4
n
∑
i=1
‖b˜i‖22 ,
Thus there exists i ∈ [n] such that µ(L) ≤ (√n/2)‖b˜i‖2. Now let W = span(b1, . . . ,bi−1)⊥ and
note that dim(W) = n− i+ 1. By definition of an HKZ basis, we have that
µ(L) ≤ (√n/2)‖b˜i‖2 = (
√
n/2)λ1(piW(L))
≤ (√n/2)
√
n− i+ 1 det(piW(L))1/(n−i+1) ( by Minkowski’s first theorem )
= (
√
n/2)
√
n− i+ 1
det(L∗ ∩W)1/(n−i+1) ,
as needed.
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11.1 Conjectures under direct sums
The main goal of this section is to prove that both the main conjecture and the KL conjecture be-
have well under direct sums of lower dimensional lattices. In particular, they cannot be disproved
by direct sum constructions.
To formalize this, define Cη(k, n) and CKL(k, n) to be the least numbers such that for all lattices
of the form L = L1 ⊕ · · · ⊕ Ln, where Li, i ∈ [n], is a lattice of dimension at most k, we have that
η(L) ≤ Cη(k, n) max
W lattice subspace of L∗
1
det(L∗ ∩W)1/ dim(W) ,
and
µ(L) ≤ CKL(k, n) max
W lattice subspace of L∗
√
dim(W)
det(L∗ ∩W)1/ dim(W) .
We now show that the direct sum version of Cη is easily bounded.
Lemma 11.2. For all k, n ∈ N, Cη(k, n) ≤
√
log2(n/ ln(3/2))Cη(k).
Proof. Take L = L1 ⊕ · · · ⊕ Ln, where dim(Li) ≤ k, i ∈ [n]. Let s =
√
log2(cn)maxi∈[n] η(Li),
where c = 1/ ln(3/2). We first show that η(L) ≤ s. In particular, it suffices to show that
ρ1/s2(L∗) ≤ 3/2. By Lemma 2.19,
ρ1/s2(L∗) =
n
∏
i=1
ρ1/s2(L∗i ) =
n
∏
i=1
(1+ ρ1/s2(L∗i \ {0}))
≤
n
∏
i=1
(1+ (1/2)log2(cn)) = (1+ 1/(cn))n ≤ e1/c = 3/2.
Therefore, by definition of Cη(k), we have that
η(L) ≤
√
log2(cn)max
i∈[n]
ηi(Li) ≤
√
log2(cn)Ck(η)max
i∈[n]
max
W lattice subspace of L∗i
1
det(L∗i ∩W)1/ dim(W)
.
To finish the proof, we note that lattice subspaces of theLis are naturally identifiedwith subspaces
of L.
Next, we show the corresponding result for the direct sum version of CKL.
Lemma 11.3. For all k, n ∈ N, CKL(k, n) ≤ 2
√
log2(kn) + 1CKL(k).
Proof. Take L = L1 ⊕ · · · ⊕ Ln, where dim(Li) ≤ k, i ∈ [n]. Since L is a direct sum, µ(L)2 =
∑
n
i=1 µ(Li)2. Since eachLi, i ∈ [n], has dimension at most k, there exists lattice subspacesW1, . . . ,Wn
of L∗1 , . . . ,L∗n, with di = dim(Wi) ≤ k, i ∈ [n], satisfying
µ(L)2 ≤ CKL(k)2
n
∑
i=1
di
det(L∗i ∩Wi)2/di
. (51)
From here, applying Lemma 4.9, we have that
n
∑
i=1
di
det(L∗i ∩Wi)2/di
≤ 4⌈log2 d[m]⌉max
S⊆[n]
dS
(
∏
i∈S
1
det(L∗i ∩Wi)2
)1/dS
. (52)
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Now for each S ⊆ [m], we can associate the lattice subspace Z = Z1 ⊕ · · · ⊕ Zm of L∗, where Zi =
Wi if i ∈ S and Zi = {0} otherwise, satisfying dim(Z) = dS and det(L∗ ∩ Z) = ∏i∈S det(L∗i ∩Wi).
The lemma now follows by combining (51) and (52), and noting that 4⌈log2 d[m]⌉ ≤ 4(log2(kn) +
1).
11.2 Conjectures for random lattices
In this section, we show that the conjectures are easy for “random lattices”. For the general
Kannan-Lova´sz conjecture, as mentioned earlier, this already follows from a classical theorem of
Rogers [Rog58, Theorem 2]. For completeness, we give a simple proof for the ℓ2 case. We note that
random lattices are the main class of worst-case examples for essentially all known transference
theorems, in particular, for Khinchine’s flatness theorem. Thus we find it interesting that they are
essentially the easiest lattices for the conjectures considered here.
We now show that for random lattices, getting determinantal bounds on the ℓ2 covering radius
and smoothing parameter is easy, verifying both conjectures for this class of lattices.
Lemma 11.4. Let L be a random n-dimensional lattice. Then η(L) = O(1/ det(L∗)1/n) and µ(L) =
O(
√
n/det(L∗)1/n) with overwhelming probability.
Proof. Note that since det(L) = det(L∗) = 1 by definition, it suffices to show that η(L) = O(1)
and µ(L) = O(√n). By Theorem 4.5, we already have that µ(L) ≤ O(√n)η(L), thus it suffices to
prove that η(L) = O(1).
We now show that η(L) ≤ 2 with probability at least 2−n+1. For this purpose, we show that
ρ1/22(L∗ \ {0}) ≤ 1/2 with probability at least 2−n+1. By Theorem 2.23, recall that L∗ and L are
identically distributed. From here, we have that by (9),
E[ρ1/4(L∗ \ {0})] = E[ ∑
y∈L∗\{0}
e−pi‖2y‖
2
]
=
∫
Rn
e−pi‖2y‖
2
dy = 2−n.
Hence, by Markov’s inequality Pr[ρ1/4(L∗ \ {0}) ≥ 1/2] ≤ 2−n+1, as needed.
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