Recently, the amount of string data generated has increased dramatically. Consequently, statistical methods of analysing string data are required in many fields. However, few studies have been conducted of statistical methods for string data based on probability theory. In this study, by developing a theory of parametric statistical inference for string data on the basis of a probability theory on a metric space of strings developed in [19] , we address the problem of clustering string data in an unsupervised manner. First, we introduce a Laplace-like distribu-1 tion on a metric space of strings and show its basic properties. We then construct maximum likelihood estimators of location and dispersion parameters of the introduced distribution and examine their asymptotic behavior by applying limit theorems demonstrated in [18] . After that, we derive an EM algorithm for the mixture model of the distributions and investigate its accuracy in the framework of statistical asymptotic theory.
Introduction
Numbers and numerical vectors account for a large portion of data. However, in recent years, the amount of string data generated has increased dramatically. For example, large amounts of text data have been produced on the Web. In the life sciences, large amounts of data regarding genes, RNAs, and proteins have been generated. These data are nucleotide or amino acid sequences and can be represented as strings. Consequently, methods of analyzing string data are required in many fields, including computer science and the life sciences. In this study, we address the problem of clustering string data in an unsupervised manner.
Statistical methods for numerical data were rigorously constructed based on probability theory on a set of real numbers and a numerical vector space to make it possible to analyse data taking account of the important fact that an observed data set are a part, generated according to a probability law, of a population. Therefore, statistical methods for string data also should be constructed on the basis of probability theory on a set of strings. However, thus far analysis methods of string data have not been developed in this framework. For example, the most widely used approach to the problem of string classification using a supervised learning algorithm is to convert strings into numerical vectors using a string kernel [10, 22-24, 26, 27, 35, 38, 40, 41, 44, 47] and subsequently apply a support vector machine (see, for example, [1, 3, 4, 8, 39] ) to the vectors. However, this non-one-to-one conversion involves a loss of information and makes it impossible to evalu-ate, using probability theory, the generalization error of a learning machine, considering that the given data to train and test the machine are strings generated according to probability laws. Consequently, to evaluate the performance of a classifier for string data, we have no option but to apply the classifier to certain data sets and repeat the cross-validation.
In developing a method for string data analysis in this study, we stick to evaluating, using probability theory, the accuracy or error rate of the method, considering that given string data are generated according to an unknown probability law. A study that followed this direction in a rigorous manner was conducted in [18] on a method of classifying string data into two classes using a supervised learning algorithm. Probability theory on a metric space of strings that underlies our approach to the statistical analysis of string data has been constructed in [19, 20] in addition to [18] .
A method proposed in this study was applied to estimate the global γ diversities of communities of homologous genes using gene sequence data in [17] .
Our basic approach to the unsupervised clustering of string data in this study is to introduce a parametric probability distribution on a set of strings and to construct an EM algorithm [7] (see [29] for a review) for their mixture model [36] (see [30] for a review). No parametric distributions have been introduced on a set of strings other than an analogy of the Poisson distribution and its extension introduced in [19] thus far. Therefore, we first introduce an analogy of the Laplace distribution [21] (see [16] for a review) on a set of strings and reveal its basic properties (Section 2).
We then construct maximum likelihood estimators of location and dispersion parameters of the introduced distribution and examine their asymptotic property by applying limit theorems in a probability theory constructed on a metric space of strings [18, 19] (Section 3). After that, we compose an EM algorithm for the mixture model of the Laplace-like distributions and investigate its property in a framework of statistical asymptotic theory (Section 4).
Laplace-like distribution on a set of strings
Let A = {a 1 , · · · , a z−1 } be an alphabet composed of z − 1 letters. We put a z = e for an empty letter e and setĀ = {a 1 , · · · , a z } = A ∪ {e}. We refer toĀ as the extended alphabet. We denote the set of all strings on A by A * . Let d represent a distance on A * . Examples of d includes the Hamming distance denoted by d H and the Levenshtein distnace (the minimum number of insertions, deletions, or substitutions required to transform one string into another) denoted by d L . In this paper, we regard the deletion of consecutive letters at the end of a string as the substitution of them into empty letters and the insertion of letters to the end of a string as the substitution of empty letters appended to the end of the string into the letters. We refer to the number of substitutions in this respect required to transform one string into another as the extended Hamming distance and denote it by d H ′ . We denote the number of elements of a set S by |S |. We set U(s, n) = {t ∈ A * : d(s, t) = n} for s ∈ A * and n ∈ N (the set of natural numbers including zero). In the following sections, we use a probability theory on a metric space of strings A * that was proposed in [19] and extended in [18, 20] . A summary of this theory is provided in the Appendex. See also the supplemental material of [19] for the detail of the theory of random strings. We begin with introducing a parametric probability distribution on A * .
Proposition and definition 1 We define the function q(
for any λ ∈ A * , ρ ∈ (0, ∞), and a distance d on A * . Then, q( · ; λ, ρ) is a probability function on A * .
Thus, we define the set function Q(
and refer to Q( · ; λ, ρ) as a Laplace-like distribution on A * with a center λ and dispersion ρ. We write σ ∼ L A * (λ, ρ) when a random string σ is distributed according to Q( · ; λ, ρ).
Proof. The nonnegativity is trivial. Noting that there exist |U(λ, n)| strings in A * that satify
As shown below, although the distribution L A * (λ, ρ) on A * introduced above is discrete, it has properties similar to those of the Laplace distribution on R (the set of real numbers) in the following respects, which is responsible for its name: (i) It has two parameters λ and ρ that represent 
q(s; λ, ρ) approaches the uniform distribution on A * as ρ increases if and only if q(λ; λ, ρ) decreases as ρ increases, which is clear from q(λ; λ, ρ) = 1/(ρ + 1). Hence, ρ is a dispersion parameter.
Because a median med(
[15] introduced the median string and the set median string of S ⊂ A * as med(S ) = arg min
respectively. A median string is not necessarily unique, like an ordinary median on R. Median strings and consensus sequences play important roles as a measure of the center of strings in computer science. See, for example, [6, 12, 13, 28, [32] [33] [34] for theoretical results and applications of median strings. Here, we consider the problem of introducing a probabilistic version of a median string. One natural, but tentative definition, which extends equation (2), is as follows:
Let q(s) be a probability function on a distribution on A * . We define a median string of q(s) with respect to a distance d as
However, a median string of a random string defined in this manner does not have a very good property. We consider a unimodal and symmetric distribution on A * with respect to the Levenshtein
we observe that
is not guaranteed because |U(m, n)| < |U(m ′ , n)| holds for any n ∈ Z + (the set of positive integers).
Therefore, m is not a median string according to the above definition (however, note that
holds, where S (m) represents the set of strings whose length is equal to that of m). A median string of a random string is expected to work as a measure of the location of its distribution. Thus, it has to be defined such that at least for a unimodal and symmetric distribution, a string that attains a maximum value of its probability function is equal to a median string. A median m of a random variable X that has a distribution Q on R is defined as
The completely same definition cannot work on A * because A * is not a totally ordered set, unlike R, and the order relations ≤ and ≥ used in the inequalities X ≤ m and X ≥ m in equation (3) does not make sense. However, as an analogy of equation (3), a median string of a random string can be defined as follows.
Definition 1 Let σ be a random string that has a distribution Q on A * . We say that m ∈ A * is a median string of σ (and
holds. We denote a median string of σ by M (σ).
In this study, we adopt this definition of a median string of a random string. We have the following proposition with respect to a median string, consensus sequence, and variance of the Laplace-like distribution on A * . Definitions of a consensus sequence M c (σ) and a variance Υ(σ) of a random string σ are provided in the Appendix.
Proof. M (σ) = λ is clear from Proposition 1. We calculate the variance of σ. Using M (σ) = λ,
, and noting that the power series ∞ n=0 n(ρ/(ρ+1)) n converges and its sum is equal to ρ(ρ + 1) from ρ/(ρ + 1) < 1, we obtain
We then calculate a consensus sequence of σ when d = d H ′ . We set σ = {α j : j ∈ Z + } and λ = {λ j : j ∈ Z + } and choose j ∈ {1, · · · , |λ|} arbitrarily. We denote a set of {x 1 
We arbitrarily choose y j ∈ A {λ j }. The marginal probability of α j (ω) = y j is equal to
We have
holds from Proposition 1. Therefore, noting equations (4) and (5), we obtain q j (λ j ) > q j (y j ).
Hence, the consensus letter of the marginal distribution of α j is equal to λ j . Since j is arbitrary,
It is well known that among all continuous distributions with the support (0, ∞) of which the mean is equal to a given positive number, the exponential distribution has the maximum entropy.
And among all continuous distributions with the support R that have a given mean and variance, the normal distribution has the maximum entropy. Similarly, the Laplace distribution maximizes the entropy among all continuous distributions with the support R that satify the condition that the first absolute moment about some fixed point is equal to a given positive number [14] . The following proposition states that the Laplace-like distribution on A * has a similar property. Proof. We denote a value of a function q on A * at s by q s . Although the constraints are
Proposition 3 Among all distributions on
we first seek a function that maximizes the entropy among functions on A * that satisfy the constraints (ii) and (iii). The Lagrangian is
for undetermined multipliers c 1 , c 2 0 and, therefore, we have ∂L/∂q t = − log q t − 1
for a fixed t ∈ A * . Thus, the necessary condition to maximize the entropy under the constraints (ii) and (iii) is given by
Since q t ≤ 1, we have c 2 > 0 from equation (6) . Noting that c 1 and c 2 are constants and that q t depends on t only through d(t, m), we observe that equation (6) holds for any t ∈ A * if and only if
is equal to |U(m, n)| for n ∈ N, we can rewrite equation (6) as
in terms of n. In other words, a function that has the maximum entropy under the constraints (ii) and (iii) has the above form. Hence, we see that q t satisfies the constraint (i) independent of c 1 and
Noting c 2 > 0 and log((v + 1)/v) > 0 and making the parametrization of c 2 = log((v + 1)/v), we can rewrite equation (7) as 
Proof. We suppose that n strings s 1 , · · · , s n are observed and set
Then, the log likelihood function of λ and ρ is given by
We first calculate a maximum likelihood estimator of ρ. Solving
with respect to ρ, we obtain
we observe that ∂ 2 ℓ(λ, ρ * ; s 1 , · · · , s n )/∂ρ 2 < 0 holds. Therefore, the maximum likelihood estimator of ρ is given byρ
for an estimatorλ(s 1 , · · · , s n ) of λ.
We next calculate a maximum likelihood estimator of λ. Noting that log |U(λ, x i )| ≥ 0 holds and that |U(λ, x i )| monotonically increases with respect to
with respect to λ. Thus, the maximum likelihood estimator of λ is equal to a median string of s 1 , · · · , s n with respect to a distance d. Therefore, from the definition of the extended Hamming
Asymptotic behavior of the maximum likelihood estimators
In this subsection, we describe results, which are immediately obtained using limit theorems in probability theory on A * demonstrated in [18] , on the asymptotic behaviors of the maximum likelihood estimators (8) and (9) derived in the previous subsection of the location and dispersion parameters of the Laplace-like distribution on A * .
) represents the probability that the j-th letter of the i-th random string realizes the h-th letter in the extended alphabetĀ, andp(h, n) represents the average probability that the h-th letter inĀ is observed when n observations are made.
Proposition 5 We consider the problem of estimating the location parameter λ of L A * (λ, ρ) with d = d H ′ on the basis of realizations of random strings σ
arg max 1≤h≤zp ( j, h, n) is uniquely determined independent of n, and (iv) {a ι( j) : j ∈ Z + } = λ holds, then there exists n 0 ∈ Z + such that if n ≥ n 0 , then the estimate (8) is equal to λ with probability one.
Proof. Clear by Corollary 4.2 in [18].
If σ 1 , · · · , σ n are independent, α 1 j , · · · , α n j are also independent for each j ∈ Z + , but the converse is not true. In Proposition 5, the independence of α 1 j , · · · , α n j is assumed for each j ∈ Z + , but the independence of σ 1 , · · · , σ n is not. More importantly, it is not required for a strong consistency of the maximum likelihood estimator (5) that σ 1 , · · · , σ n have the identical consensus sequence λ as well as that σ 1 , · · · , σ n have the identical distribution L A * (λ, ρ). Therefore, even if a sample contains inappropriate data such as outliers, the maximum likelihood estimator (5) estimates λ with high accuracy. The essential reason for this is a consensus sequence of strings is a majority vote, unlike a mean of numerical vectors. 
Proposition 6 We consider the problem of estimating the dispersion parameter ρ of L A * (λ, ρ) with d = d H ′ on the basis of realizations of random strings
σ 1 , · · · , σ n . If (i) σ 1 , · · · , σ n are indepen- dent, (ii) (σ 1 , · · · , σ n ) ∈ [M(Ω, A * ) n ] for each n ∈ Z + , (iii) σ 1 , · · · , σ n ∈ [M(Ω,
EM algorithm for the Laplace-like mixture on A *
Let s 1 , · · · , s n be n observed strings from a population distributed according to the mixture model
In this section, we derive an EM algorithm for estimating θ on the basis of s 1 , · · · , s n and examine its accuracy in the framework of statistical asymptotic theory.
Derivation of the algorithm
Let s i = {x i j ∈Ā : j ∈ Z + } be the i-th observed string for each i = 1, · · · , n. We denote the probability that s i is from the g-th subpopulation by z ig for each g = 1, · · · , k. We consider the following algorithm:
Estimators of the probabilities {z ig : i = 1, · · · , n, g = 1, · · · , k}, inputs of the algorithm, will be described in the next subsection. We have the following lemma for Algorithm 1. Proof. We set
Lemma 1 If h
is a set of strings the j-th letter of which is equal to a h
is the index of a letter in the extended alphabet that maximizes the sum of the probabilities that strings in C(h, j) are from the g-th subpopulation.
Thus, settingλ g j = a h * ( j) for each g = 1, · · · , k and j ∈ Z + is minimizing
and, consequently,
Because equation (10) is equal to ψ by the definition of the extended Hamming distance d H ′ , the proof of the lemma is completed.
We next derive an EM algorithm for estimating the unknown parameter 
g , and
g be estimates of π g , λ g , and ρ g obtanied in some way in iteration step t, respectively, for each
In the E step, we calculatê
In the M step, we update the estimate of the mixture coefficient π g according tô
The following theorem provides the procedure for updating estimates of the parameters of the mixture components in the M step. 
Theorem 1 In the case of d = d H
for each g = 1, · · · , k.
Proof. We first seek a formula for updating estimates of the dispersion parameters ρ 1 , · · · , ρ k .
with respect to ρ g for each g = 1, · · · , k leads to
Therefore, solving the equation
with respect to ρ g , we obtain
Hence, equation (12) provides the procedure for updating ρ g for each g = 1, · · · , k.
We next seek a procedure for updating estimates of the location parameters λ 1 , · · · , λ k . Noting that |U(λ g , x i )| monotonically increases as λ g ) becomes larger and that log |U(λ g , x i )| ≥ 0 holds, we observe that
Combining this and Lemma 1 completes the proof of the theorem.
It is difficult to obtain an procedure for updating estimates of analysing nucleotide and amino acid sequences using the model and algorithm constructed in this study, we need to apply them to sequences into which gaps are inserted after sequence alignment (see, for example, [43] for a review of sequence alignment).
Asymptotic analysis of the proposed algorithm
In this subsection, we consider how accurately the location and dispersion parameters of the Laplace-like distributions of subpopulations are estimated using the EM algorithm composed in the previous subsection in a framework of statistical asymptotic theory. Note that a general result by [46] on the convergence of a sequence of estimates of the parameters from an EM algorithm can applied, whereas the general theory of the strong consistency of maximum likelihood estimators [37, 42] cannot. We provide a necessary condition forλ g andρ g to be strongly consistent for (12) is strongly consistent for
Proof. It is easily verified that R(θ, θ ′ ) is unimodal and that dR(θ, θ ′ )/dθ is continuous with respect to θ and θ ′ . Therefore, using a result provided by Wu [46] , we observe that the sequence 
Appendix
In this appendix, we describe the definitions of several concepts in probability theory on a set of strings used in the main text. See the online supplemental material of [19] for details. In the following, we refer to a set of a finite number of letters
as the alphabet. For example, A = {a, c, g, t} is the alphabet for gene sequences. We denote the empty letter by e and setĀ = A ∪ {e}. We denote a set of (x 1 , · · · , Let (Ω, F, P) be a probability space. We denote the power set of a set S by 2 S . We call anĀ-valued random variable on Ω a random letter and denote the set of all random letters by M(Ω,Ā).
For the mapping ǫ : Ω →Ā, which is defined as ǫ(ω) = e for all ω ∈ Ω, we have ǫ ∈ M(Ω,Ā). The independence of {α i : i ∈ Z + } ⊂ M(Ω,Ā) is defined in the same manner as that of usual random variables. We denote a set of α ∈ M(Ω,Ā) for which there exists x ∈Ā such that for any y ∈Ā {x},
, where q is a probability function of a distribution of α. A mapping
and is called a consensus letter on [M(Ω,Ā)]. We denote a set of (α 1 , · · · , α n ) ∈ M(Ω,Ā) n for which a consensus letter of
and called a consensus letter on [M(Ω,Ā) n ].
In common usage in computer science, a string on the alphabet A = {a 1 , · · · , a z−1 } is a finite sequence of elements of A. However, in this study, we define a string as follows, although both definitions are essentially identical: A sequence s = {x i ∈Ā : i ∈ Z + } of elements ofĀ is a string on A if it satisfies the following conditions:
(i) there exists h ∈ Z + such that x h = e, and (ii) x j = e implies x j+1 = e.
In other words, we define a string on A as a finite sequence of elements of A to which the infinite sequence (e, · · · ) of the empty letter is appended. In the following, by naturally extending the above definition of a string, we define a random string in a manner in which it can realize strings of varying lengths. We denote the set of all strings on A by A * . A function | · | : A * → N is defined
we denote a set of (s 1 , · · · , s n ) for which a consensus letter of x 1 j , · · · , x n j is uniquely determined
and is called a consensus sequence on [(
and called a variance on [(A * ) n ].
We next introduce a random string. A sequence of random letters σ = {α i ∈ M(Ω,Ā) : i ∈ Z + } is a random string if it satisfies the following conditions:
(i) for any ω ∈ Ω there exists h ∈ Z + such that α h (ω) = e, and
(ii) α j (ω) = e for ω ∈ Ω implies α j+1 (ω) = e.
We denote the set of all random strings by M(Ω, A * ). A function | · | : M(Ω, A * ) → N is defined as |σ| = min{h ∈ Z + : α h = ǫ} − 1, σ = {α j : j ∈ Z + } and is called the length on M(Ω, A * ). A random string defined above can be regarded as a special case of a discrete stochastic process. Therefore, a distribution of a random string can be defined as follows: Let σ = {α j : j ∈ Z + } ∈ M(Ω, A * ). A set function Q σ; j 1 ,···, j k : 2Ā k → [0, 1] is defined as Q σ; j 1 ,···, j k (E) = P ω ∈ Ω : (α j 1 (ω), · · · , α j k (ω)) ∈ E for any k ∈ Z + and j 1 , · · · , j k ∈ Z + that satisfy j 1 < · · · < j k . q σ; j 1 ,···, j k is a probability measure on 2Ā We denote a set of σ = {α j : j ∈ Z + } ∈ M(Ω, A * ) for which a consensus letter of α j is uniquely Letting (σ 1 , · · · , σ n ) ∈ M(Ω, A * ) n and σ i = {α i j : j ∈ Z + } for each i = 1, · · · , n, we denote a set of (σ 1 , · · · , σ n ) for which a consensus letter of α 1 j (ω), · · · , α n j (ω) is uniquely determined for any 
