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ON CONTACT LOCI OF HYPERPLANE ARRANGEMENTS
NERO BUDUR AND TRAN QUANG TUE
Abstract. We give an explicit expression for the contact loci of hyperplane arrangements
and show that their cohomology rings are combinatorial invariants. We also give an ex-
pression for the restricted contact loci in terms of Milnor fibers of associated hyperplane
arrangements. We prove the degeneracy of a spectral sequence related to the restricted
contact loci of a hyperplane arrangement and which conjecturally computes algebraically
the Floer cohomology of iterates of the Milnor monodromy. We give formulas for the Betti
numbers of contact loci and restricted contact loci in generic cases.
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1. Introduction
Let X be a smooth variety of dimension n ≥ 1 over the field of complex numbers, and f
be a non-constant morphism from X to the complex affine line A1. We denote by Lm(X)
the space of m-jets on X . The m-contact locus Xm(f) of f is defined to be the set of m-jets
γ ∈ Lm(X) with order of vanishing along f precisely m.
The contact loci appear in the definition of the naive motivic zeta function
Znaive(f, T ) =
∑
m≥0
[Xm(f)]L
−nmT n,
defined over M = K0(V arC)[L], the localization at L = [A
1] of the Grothendieck ring of
complex varieties, see [DL01].
A general stratification result by locally closed subsets for contact loci can be found in
[ELM04, Theorem A]. This is useful for determining additive invariants such as the class
in the Grothendieck ring or other Euler-characteristic type of invariants. However it is in
general very difficult to describe the topology of contact loci, for example, to determine their
cohomology rings. In this article we address this issue for hyperplane multi-arrangements.
Key words and phrases. arc space, jet scheme, contact locus, hyperplane arrangement.
1
We provide for example a combinatorial answer for the cohomology rings of the contact loci
in this case.
We let therefore X = An and f = hs11 . . . h
sd
d , where n, d, si ≥ 1 are integers, and hi are
polynomials of degree 1, pairwise distinct up to multiplying by a constant. We let Hi denote
the zero set of hi in A
n. We denote by A the associated hyperplane multi-arrangement, that
is, the set of hyperplanes {H1, . . . , Hd} together with the multiplicity function s(Hi) = si on
it. We also use the notation Xm(A ) for Xm(f).
An edge of A is a non-empty intersection of hyperplanes in A . By the intersection lattice
L(A ) we mean the set containing all edges andX , together with the inclusion relations. If A
is a central, that is if each hi is homogeneous, then L(A ) is indeed a lattice; in general L(A )
is only a semi-lattice, see [D17, 2.2]. The multiplicity function s extends to the intersection
lattice by setting s(Z) =
∑
Hi⊃Z
si for an edge Z and s(X) = 0. The minimal edges with
respect to inclusion have all the same codimension; this is called the rank of A . By the
combinatorial type of a hyperplane multi-arrangement, we mean the data consisting of the
intersection lattice and the multiplicity function. Two hyperplane multi-arrangements are
combinatorially equivalent if they have the same combinatorial type.
We state now the main result for central multi-arrangements A . For non-central multi-
arrangements, see Theorem 3.1.
Theorem 1.1. Let A be a central hyperplane multi-arrangement in An and m ∈ N. Then:
(i) The contact locus Xm(A ) admits a disjoint decomposition
Xm(A ) =
⊔
j∈S(m)
X j(A )
where S(m) = {j ∈ Nd | j1s1 + . . .+ jdsd = m}.
(ii) If X j(A ) 6= ∅, then X j(A ) is irreducible open and closed in the Zariski topology, and
equals the complement of a hyperplane arrangement A j of same rank as A in an linear
space Xj.
(iii) Define
T (m) = {j ∈ S(m) | X j(A ) 6= ∅}.
For m = 0, Xj = X, A j = A for j = (0, . . . , 0), so that X 0(A ) = X \ A.
For m > 0, there is a 1-1 correspondence between T (m) and the set of chains of elements
of the intersection lattice of A
Z0 ⊂ Z1 ⊂ . . . ⊂ Zm = A
n
such that
∑m
k=0 s(Zk) = m. The correspondence is
j 7→ Z• with Zk =
⋂
{i|ji>k}
Hi for 0 ≤ k ≤ m,
and, conversely,
Z• 7→ j with ji = #{k | Hi ⊃ Zk} for 1 ≤ i ≤ d.
Under this correspondence,
Xj = Z0 × . . .× Zm
and the hyperplane arrangement A j in Xj is the product arrangement
A j = A j,0× . . .×A j,m
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where A j,k is the restriction to Zk of ⋃
Hi⊃Zk−1
and Hi 6⊃Zk
Hi
for k ≥ 0, with Z−1 = ∅. In particular,
X j(A ) = Xj \A j = ×
m
k=0(Zk \A j,k).
(iv) The combinatorial type of A determines T (m) and the combinatorial type of each A j.
The dimension function on the intersection lattice of A determines further the dimension
function on the intersection lattice of each A j.
Theorem 1.1 is a refinement for this particular case of decomposition formulas of [ELM04,
Theorem A] and [M06], where the non-empty terms are not explicitly determined, nor an ex-
plicit determination in terms of associated hyperplane arrangements is given, see Proposition
7.2.
Denote by
bk(Xm(A )) := rankHk(Xm(A ),Z)
the k-th Betti number of Xm(A ), and by
B(Xm(A ), t) :=
∑
k
bk(Xm(A ))t
k
the Betti polynomial. Then Theorem 1.1 (ii), and its generalization to the non-central case,
Theorem 3.1 (ii), together with the Orlik-Solomon theorem [D17, Corollary 3.6] imply:
Corollary 1.2. Let A be a hyperplane multi-arrangement and m ∈ N. The degree of the
Betti polynomial of the contact locus Xm(A ) coincides with the rank of A .
Furthermore, based on the decomposition from the main theorem we can compute explic-
itly the cohomology of the contact loci of A in terms of the combinatorial type of A , see
Proposition 3.4. A direct consequence is:
Theorem 1.3. Let A and B be two hyperplane multi-arrangements in ambient affine spaces
of possibly different dimensions, not necessarily central. Let R be an unitary commutative
ring. If A and B are combinatorially equivalent, then the cohomology algebras of their
m-contact loci H∗(Xm(A ), R) and H
∗(Xm(B), R) are isomorphic as graded R-algebras for
every m ∈ N.
We compute the Betti numbers of contact loci for generic and, respectively, generic central
hyperplane arrangements. Throughout the article we let
(
a
b
)
be the usual binomial coefficient
if 0 ≤ b ≤ a are integers, and otherwise we define it to be zero. A sum
∑a
i=b zi will be
considered zero if the integers a and b do not satisfy that b ≤ a.
Theorem 1.4. Let A be a generic arrangement in An of d ≥ 1 hyperplanes. Let m ∈ N∗.
Then
bk(Xm(A )) =
(
d
k
) n−k∑
i=0
(
d− k
i
)(
m+ k − 1
m− i
)
.
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In particular, the number of irreducible components of Xm(A ) is
b0(Xm(A )) =
n∑
i=0
(
d
i
)(
m− 1
m− i
)
.
Theorem 1.5. Let A be a generic central arrangement in An of d > n hyperplanes. Let
m ∈ N∗. Then for 0 ≤ k ≤ n,
bk(Xm(A )) =
⌈m
d
⌉∑
j=0
[(
d
k
) n−1−k∑
i=0
(
d− k
i
)(
m− jd+ k − 1
i+ k − 1
)
+
+
n−1∑
i=1
(
d
i
)(
m− jd− 1
i− 1
)(
d− i− 1
d− n
)(
i
n− k
)]
+ δk,0ǫd,m −
(
d− 1
n
)
δk,nǫd,m
where δa,b denotes the Kronecker delta for every a, b ≥ 0, and ǫd,m is 1 if d divides m and 0
otherwise.
In particular, the number of irreducible components of Xm(A ) is
b0(Xm(A )) =
⌈m
d
⌉∑
j=0
n−1∑
i=1
(
d
i
)(
m− jd− 1
i− 1
)
+ ǫd,m.
In addition to the m-contact locus Xm(A ), we also consider the restricted m-contact locus
Xm(f) of a defining polynomial, consisting of m-jets with order of contact m with f and
angular component precisely 1, see Definition 2.1. The geometry of the restricted contact
loci is richer than that of the contact loci, and they give rise to the non-naive version of the
motivic zeta function
Z(f, T ) =
∑
m≥0
[Xm(f)]L
−nmT n
defined over Mµˆ = lim
−→k
Kµk0 (V arC)[L
−1], where µk is the group of k-th roots of unity and
K0(V arC) is the µk-equivariant Grothendieck ring of complex varieties, see [DL01]. The
cohomology with compact supports of the restricted m-contact loci are conjecturally related
the Floer cohomology groups of the m-th iteration of the monodromy on the Milnor fiber,
see [BFLN19].
If the multi-arrangement is central, then Xm(f) does not depend on the choice of a defining
polynomial for the multi-arrangement A , in which case we set Xm(A ) = Xm(f). For
simplicity we state here our result for the central case only; for the general case see Theorem
4.2.
Theorem 1.6. Let A be as in Theorem 1.1, and m ∈ N. There is a natural multi-
arrangement structure on each hyperplane arrangement A j, j ∈ T (m), from Theorem 1.1,
such that there is a disjoint decomposition into Zariski open and closed irreducible subsets of
the restricted contact locus
Xm(A ) =
⊔
j∈T (m)
Xj(A )
where Xj(A ) is the Milnor fiber of A j.
In particular, the degree of the Betti polynomial of Xm(A ) is the rank of A minus one.
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We show that for hyperplane arrangements, the spectral sequence of [BFLN19] converging
to the cohomology with compact supports of the restricted contact locus degenerates at the
first page, see Proposition 7.4. According to a conjecture from [BFLN19], the same spectral
sequence should compute the Floer cohomology of the iterates of the Milnor monodromy.
We compute the Betti numbers of restricted contact loci of generic central hyperplane
arrangements:
Theorem 1.7. Let A be a generic central arrangement in An of d > n hyperplanes. Let
m ∈ N∗. Then for 0 ≤ k ≤ n− 1,
bk(Xm(A )) =
⌈m
d
⌉∑
j=0
n−1∑
l=1
(
d
l
)(
m− jd− 1
l − 1
) n−1−l∑
i=0
(
d− 1− l
i
)(
l
k − i
)
+
+
(
d− 1
k
)
ǫd,m + (d− 1)
(
d− 2
n− 1
)
δk,n−1ǫd,m
where δk,n−1 and ǫd,m are as above.
In particular, the number of irreducible components of Xm(A ) is
b0(Xm(A )) =
⌈m
d
⌉∑
j=0
n−1∑
l=1
(
d
l
)(
m− jd− 1
l − 1
)
+ ǫd,m.
By Aluffi [A13, Theorem 1.1], the class in K0(V arC) of the complement of a central
hyperplane arrangement A is χA (L), where χA is the characteristic polynomial of the ar-
rangement. Hence Theorems 1.1 and 1.6 imply the following for the (naive) motivic zeta
functions:
Theorem 1.8. Let A be a central hyperplane multi-arrangement in An. Then
Znaive(A , T ) =
∑
m≥0
∑
j∈T (m)
χA j (L)L
−nmT n ∈M[[T ]],
and
Z(A , T ) =
∑
m≥0
∑
j∈T (m)
[Xj(A )]L
−nmT n ∈Mµˆ[[T ]],
with T (m) and A j as in Theorem 1.1.
Remark 1.9. We state without proof the following remark, for which we thank R. van der
Veer. Namely, Theorem 1.8 recovers in a non-tropical way [KU18, Theorems 1.2 and 1.7].
Moreover, since the formula given for Znaive(A , T ) depends only on the combinatorial type
of A and the ambient dimension n, one can use this formula with q, Z[q±1] replacing [L],
M, respectively, to obtain a well-defined motivic zeta function of a matroid. This coincides
with the one defined by [JKU19, Definition 1.1], from which one also obtains the topological
zeta function of a matroid of [V19].
In Section 2 we give preliminaries on jets, arcs, and contact loci. In Section 3 we prove
Theorem 1.1 and Theorem 1.3. In Section 4 we prove Theorem 1.6. In Section 5 we prove
Theorem 1.4. In Section 6 we prove Theorems 1.5 and 1.7. In Section 7 we relate our results
with those of [ELM04] and [BFLN19].
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2. Contact and restricted contact loci
Let X be a complex smooth algebraic variety of dimension n. One defines the arc space
L(X) of X to be the scheme parametrizing all morphisms SpecCJtK → X over C, where
CJtK is the ring of formal power series with complex coefficients. For an integer p ≥ 0, the
space Lp(X) of p-jets of X is the variety parametrizing all morphisms SpecCJtK/(t
p+1)→ X
over C. Then Lp(X) is a smooth variety of dimension n(p + 1), and L(X) is the inductive
limit of Lp(X).
If f ∈ Γ(X,O(X)) is a global regular function, then γ ∈ L(X) (or Lp(X)) gives an element
γ(f) in CJtK (respectively, in CJtK/(tp+1)).
Definition 2.1. For p ≥ m ∈ N, the contact loci in L(X), and respectively in Lp(X), are:
Contm(f) := {γ ∈ L(X) | ordtγ(f) = m},
Contm(f)p := {γ ∈ Lp(X) | ordtγ(f) = m}.
The restricted contact loci are:
Contm,1(f) := {γ ∈ L(X) | γ(f) = tm + (higher order terms)},
Contm,1(f)p := {γ ∈ Lp(X) | γ(f) = t
m + (higher order terms)}.
We will denote
Xm(f) := Cont
m(f)m, Xm(f) := Cont
m,1(f)m.
From now on, we let X be the affine space An with n ≥ 1.
An arc γ ∈ L(An) (respectively, a jet γ ∈ Lp(A
n)) can be identified with its corresponding
homomorphism of C-algebras C[x1, . . . , xn] → CJtK (respectively, to C[t]/(t
p+1)), which is
determined by the images of the variables x1, . . . , xn. Let us write
γ(xi) =
∞∑
j=0
aij
j!
tj .
To the polynomial ring C[x1, . . . , xn] we add new variables x
(j)
i for j ≥ 1 to form the poly-
nomial ring in infinitely many variables
S∞ = C[x
(j)
i | i = 1, . . . , n, j ≥ 0].
One can define a C-derivation
D : S∞ → S∞, D(x
(j)
i ) = x
(j+1)
i .
Define a map C[x1, . . . , xn]→ CJtK by sending g 7→
∑∞
j=0
g(j)(a)
j!
tj , for every g ∈ C[x1, . . . , xn],
where g(j) := Dj(g) and a = (aij | 1 ≤ i ≤ n, j ≥ 0) defines γ as above. One can see this
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is a homomorphism of C-algebras and moreover, its value at the variable xi coincides with
γ(xi). Thus we have
γ(f) =
∞∑
j=0
f (j)(a)
j!
tj ,
and hence
Contm(f) = {a =(aij)1≤i≤n,j≥0 | aij ∈ C, and
f(a) = f ′(a) = . . . = f (m−1)(a) = 0 , f (m)(a) 6= 0}
for m ≥ 0. Using the same argument, one obtains an expression for the truncated version:
Lemma 2.2.
Contm(f)p = {a ∈ A
n×(p+1) | f(a) = f ′(a) = . . . = f (m−1)(a) = 0
and f (m)(a) 6= 0}.
Thus we can rewrite the contact locus Xm(f) and the restricted contact locus Xm(f) as:
Lemma 2.3.
Xm(f) = {a ∈ A
n×(m+1) | f(a) = f ′(a) = . . . = f (m−1)(a) = 0 , f (m)(a) 6= 0},
Xm(f) = {a ∈ A
n×(m+1) | f(a) = f ′(a) = . . . = f (m−1)(a) = 0 , f (m)(a) = m!}.
3. Contact loci of hyperplane arrangements
Throughout this section, X = An and A is a hyperplane multi-arrangement in X given
by a polynomial f = hs11 . . . h
sd
d in C[x1, . . . , xn], where n, d, si ≥ 1 are integers. Here hi are
polynomials of degree 1, pairwise distinct up to multiplication by a constant, and their zero
loci are denoted by Hi.
We do not assume that A is central. If a hyperplane H is given by a non-homogeneous
equation a1x1 + . . . + anxn + b = 0, we denote by H
center the hyperplane given by the
homogeneous part a1x1+ . . .+anxn = 0, and denote by A
center the hyperplane arrangement
consisting ofHcenter for allH ∈ A . Note that A center has the structure of a hyperplane multi-
arrangement by defining the multiplicity of a hyperplane K ∈ A center to be
∑
Hcenter=K s(H).
In particular, if A is a central, then Hcenteri = Hi for all i, and A = A
center.
A subset of hyperplanes S ⊂ A is said to be complete if the intersection ∩S of all H ∈ S
is non-empty, and for all H ∈ A , if H ⊃ ∩S then H ∈ S; the empty set is a complete set by
convention. There is a 1-1 correspondence between the complete sets and the intersection
lattice of A . The multiplicity function s of the multi-arrangement A extends to complete
sets by setting s(S) =
∑
H⊃S s(H) for a non-empty S, and s(∅) = 0.
Theorem 1.1 is the central case of the following:
Theorem 3.1. Let A be a hyperplane multi-arrangement in An and m ∈ N. Then:
(i) The contact locus Xm(A ) admits a disjoint decomposition
Xm(A ) =
⊔
j∈S(m)
X j(A )
where S(m) = {j ∈ Nd | j1s1 + . . .+ jdsd = m}.
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(ii) If X j(A ) 6= ∅, then X j(A ) is irreducible open and closed in the Zariski topology,
and equals the complement of a hyperplane arrangement A j of same rank as A in an affine
space Xj.
(iii) Define
T (m) = {j ∈ S(m) | X j(A ) 6= ∅}.
For m = 0, Xj = X, A j = A for j = (0, . . . , 0), so that X 0(A ) = X \A .
For m > 0, there is a 1-1 correspondence between T (m) and the set of descending chains
of complete sets in A
S0 ⊃ S1 ⊃ . . . ⊃ Sm = ∅
satisfying
∑m
k=0 s(Sk) = m. The correspondence is
j 7→ S• with Sk = {Hi ∈ A | ji > k} for 0 ≤ k ≤ m
and, conversely,
S• 7→ j with ji = #{k | Hi ∈ Sk} for 1 ≤ i ≤ d.
Under this correspondence,
Xj = Z0 × Z
center
1 × . . .× Z
center
m
is a product of affine spaces, where Z0 = ∩H∈S0H and for 1 ≤ k ≤ m,
Zcenterk =
⋂
H∈Sk
Hcenter,
where by convention Zcenterk = A
n if Sk = ∅. The hyperplane arrangement A j in Xj is the
product arrangement
A j = A j,0× . . .×A j,m
where A j,0 is the restriction to Z0 of ⋃
H∈A \S0
H,
and A j,k for 1 ≤ k ≤ m is the restriction to Z
center
k of⋃
H∈Sk−1\Sk
Hcenter.
In particular,
X j(A ) = Xj \A j = (Z0 \A j,0)××
m
k=1(Z
center
k \A j,k).
(iv) The combinatorial type of A determines T (m) and the combinatorial type of each A j.
The dimension function on the intersection lattice of A determines further the dimension
function on the intersection lattice of each A j.
Proof. We can focus on the case m ≥ 1, since the case m = 0 is obvious.
(i) By definition, a homomorphism γ : C[x1, . . . , xn] → C[t]/(t
m+1) belongs to Xm(f) if
and only if m = ordtγ(f) =
∑d
i=1 si · ordtγ(hi). Hence
Xm(A ) =
⊔
j∈S(m)
d⋂
i=1
Contji(hi)m
where S(m) = {(j1, . . . , jd) ∈ N
d | j1s1 + . . .+ jdsd = m}.
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Denote by H
(k)
i the zero set in Lm(X) = A
n(m+1) of the k-th formal derivative h
(k)
i as
defined in Section 2, for k = 0, . . . , m. By Lemma 2.2, Contji(hi)m can be written as⋂ji−1
k=0 H
(k)
i \H
(ji)
i , hence this gives the disjoint decomposition
Xm(A ) =
⊔
j∈S(m)
(Xj \
d⋃
i=1
H
(ji)
i ),
where
Xj =
d⋂
i=1
ji−1⋂
k=0
H
(k)
i .
The terms in the decomposition are the desired X j(A ). Note that j determines m.
(ii) Now we prove that X j(A ) is Zariski open in Xm(A ). Let j and j
′ be different elements
of S(m), we then claim that Xj′ \
⋃d
i=1H
(ji)
i = ∅. Indeed, we can choose i0 = 1, . . . , d such
that j′i0 ≥ ji0 + 1. Then
Xj′ \
d⋃
i=1
H
(ji)
i ⊂ H
(ji0 )
i0
\
d⋃
i=1
H
(ji)
i = ∅
since H
(ji)
i0
appears in the intersection
⋂j′i0−1
k=0 H
(k)
i0
. Now for a given j ∈ S(m), we have
Xm(A ) \
d⋃
i=1
H
(ji)
i =
⋃
j′∈S(m)
(Xj′ \
d⋃
i′=1
H
(j′
i′
)
i′ ) \
d⋃
i=1
H
(ji)
i
=
⋃
j′∈S(m)
((Xj′ \
d⋃
i=1
H
(ji)
i ) \
d⋃
i′=1
H
(j′
i′
)
i′ )
= (Xj \
d⋃
i=1
H
(ji)
i ) \
d⋃
i′=1
H
(ji′ )
i′
= Xj \
d⋃
i=1
H
(ji)
i .
which means X j(A ) is Zariski open in Xm(f).
Because X j(A ) are open and disjoint, they are also closed in Xm(f).
For each j ∈ S(m), Xj is an intersection of m hyperplanes. Thus if Xj 6= ∅, then it
is an affine subspace of A(m+1)n of codimension at most m. The set Xj \
⋃d
i=1H
(ji)
i is
then the complement of the hyperplane arrangement in Xj consisting of non-empty sets
Xj ∩ H
(ji)
i for all i ∈ {1, . . . , d}. We denote by Aj this hyperplane arrangement in Xj, so
that X j(A ) = Xj \A j and X j(A ) must then necessarily be irreducible.
The statement about the rank of A j will be proved after (iii).
(iii) We claim first that if X j(A ) 6= ∅, Xj and A j admit the product decompositions
claimed in (iii).
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We can write
Xj =
m⋂
k=0
⋂
i∈Ik(j)
H
(k)
i and
d⋃
i=1
H
(ji)
i =
m⋃
k=0
⋃
i∈Jk(j)
H
(k)
i
where
(3.1) Ik(j) = {i ∈ {1, . . . , d} | ji > k} and Jk(j) = {i ∈ {1, . . . , d} | ji = k}.
Hence
(3.2) X j(A ) =
m⋂
k=0
(
⋂
i∈Ik(j)
H
(k)
i \
⋃
i′∈Jk(j)
H
(k)
i′ ).
Note that for any H ∈ A , H(k) is the zero set of a polynomial of variables x
(k)
1 , . . . , x
(k)
n ,
hence it can be considered as a subvariety of An = SpecC[x
(k)
1 , . . . , x
(k)
n ]. This allows us to
replace the intersections in 3.2 by the products,
(3.3) Xj = ×
m
k=0
⋂
i∈Ik(j)
H
(k)
i and X j(A ) = ×
m
k=0(
⋂
i∈Ik(j)
H
(k)
i \
⋃
i′∈Jk(j)
H
(k)
i′ )
If k = 0 then H(0) = H , where as if k > 0, then the isomorphism An → An identifying
x1, . . . , xn with x
(k)
1 , . . . , x
(k)
n , respectively, gives an identification H(k) = Hcenter. Thus, by
setting Zk =
⋂
i∈Ik(j)
Hi, and Aj,k the hyperplane arrangement in
⋂
i∈Ik(j)
H
(k)
i consisting of
non-empty sets
⋂
i∈Ik(j)
H
(k)
i ∩H
(k)
i′ for i
′ ∈ Jk(j), we have the product decomposition in (iii).
We are left to prove the following statement: The set X j(A ) is non-empty if and only if
the subset Sk := {Hi | i ∈ Ik(j)} of A is complete for all k = 0, . . . , m.
Let us first prove this for A being a central multi-arrangement. Suppose that X j(A ) is
empty. Since we have the decomposition X j(A ) = ×
m
k=0Zk \
⋃
i′∈Jk(j)
H
(k)
i′ , then there is k
such that
Zk \
⋃
i′∈Jk(j)
Hi′ = ∅,
In other words,
Zk ⊂
⋃
i′∈Jk(j)
Hi′,
and hence Zk ⊂ Hi′ for some i
′ ∈ Jk(j), since Zk is irreducible. This says that Sk is not
complete.
Conversely, suppose that Sk is not complete. Then there exists Hi0 ⊃ Zk with i0 /∈ Ik(j).
Let k0 := ji0 , we have k0 ≤ k, hence Ik0(j) ⊃ Ik(j) and hence Zk0 ⊂ Zk, so that
Zk0 \
⋃
i′∈Jk0 (j)
Hi′ ⊂ Zk0 \Hi0 ⊂ Zk \Hi0 = ∅
which says that X j(A ) is empty.
Now let A be an arbitrary multi-arrangement. Note that by the description of X j(A ) in
the proof of (i), we can write the product ×mk=1(Z
center
k \A j,k) as
X j|I0(j)−1(S
center
0 ),
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where j|I0(j) − 1 = (ji − 1 | i ∈ I0(j)). Thus, X j(A ) is non-empty if and only if both
Z0 \
⋃
i′∈J0(j)
Hi′ and X j|I0(j)−1(S
center
0 ) are non-empty. It is easy to see that if X j(A ) 6= 0
then S0 is complete. Now, with the condition S0 is complete, using the previous part for the
central hyperplane multi-arrangement S0, the set X j|I0(j)−1(S
center
0 ) is non-empty if and only
if Scenter1 , . . . , S
center
m are all complete in S
center
0 . But as ∩S
center
0 = Z0 6= ∅, this is equivalent
to saying that S1, . . . , Sm are all complete in S0. Since S0 is complete itself in A , this is
again equivalent to saying that S1, . . . , Sm are all complete in A . This proves the statement,
and also prove the 1-1 correspondence in (iii).
Since complete subsets of A are into 1-1 correspondence with the elements of the inter-
section lattice of A , one obtains the 1-1 correspondence claimed in (iii) of Theorem 1.1.
(ii)− bis. We prove now that the rank of the hyperplane arrangement A j equals that of
A for j ∈ T (m). By Proposition 3.2 the rank of a hyperplane arrangement does not change
under the centralization. Moreover, we have the equality (A j)
center = (A center)j . Hence we
may assume that A is central. We have
rankA j =
m∑
k=0
rankAj,k =
m∑
k=0
codim ⋂
i∈Ik(j)∪Jk(j)
Hi − codim
⋂
i∈Ik(j)
Hi
 .
Note that Ik(j) ∪ Jk(j) = Ik−1(j), where I−1(j) := {1, . . . , d}, thus
rankA j =
m∑
k=0
codim ⋂
i∈Ik−1(j)
Hi − codim
⋂
i∈Ik(j)
Hi

= codim
d⋂
i=1
Hi − codim
⋂
i∈Im(j)
Hi
= rankA ,
since Im(j) = ∅.
(iv) This follows from (iii) and Proposition 3.2. 
Proposition 3.2. (i) If A is an affine hyperplane arrangement in An, then the intersection
lattice of A determines the intersection lattice of its centralization A center in An.
(ii) The rank of A equals the rank of A center.
Proof. (i) This is [WW86, Theorem 3.2]. Note that A center = (cA )H0 , where H0 is a new
hyperplane “at infinity” making A ∪H0 a projective arrangement in P
n, cA is the cone
over A ∪H0, and (cA )
H0 is the affine arrangement in H0 obtained by restricting the cone,
see e.g. [D17, Remark 2.3 and Definition 2.13]. Then intersection lattice L((cA )H0) is the
interval [H0, 1ˆ] inside L(cA ), and therefore L((cA )
H0) is determined by L(A ).
Specifically, the intersection lattice of A center is obtained by identifying the parallel edges
in the intersection lattice of A . Here two edges Z1 and Z2 of A are said to be parallel if
any of the following equivalent conditions holds:
Zcenter1 = Z
center
2 ⇔ rankZ1 = rankZ2 and Z
center
1 ⊃ Z
center
2
⇔ rankZ1 = rankZ2, and H
center ⊃ Zcenter2 for all H ⊃ Z1
⇔ rankZ1 = rankZ2, and H ⊃ Z2 or H ∩ Z2 = ∅ for all H ⊃ Z1.
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(ii) This follows from (i). 
Remark 3.3. By counting the number of times a complete set occurs in a chain, we can
rephrase the 1-1 correspondence from Theorem 3.1 as follows: For m ≥ 1 there is a 1-1
correspondence between the set of irreducible components of the contact locus Xm(A ) and
the set of strictly descending chains of complete sets in A
T1 ) T2 ) . . . ) Tl ) ∅ for some l ≥ 1
together with an assignment ν : {T1 . . . , Tl} → N
∗ such that
∑l
α=1 ν(Tα)s(Tα) = m.
Proof of Theorem 1.3. This is a direct consequence of Theorem 1.1 and the Orlik-Solomon
theorem. 
Proposition 3.4. Let A be a hyperplane multi-arrangement in An, m ∈ N, and R an
unitary commutative ring. Then the cohomology algebra of the m-contact locus of A is the
graded algebra
H∗(Xm(A ), R) ≃
⊕
j∈T (m)
E/Jj.
where E =
∧
〈e1, . . . , ed〉, the exterior algebra of the free R-module Re1 ⊕ . . .⊕Red, and Jj
is the ideal of E generated by the union of the following sets:
1. The set of eJ such that J ⊂ J0(j), and
⋂
i∈I0(j)∪J
Hi = ∅,
2. The set of all ∂eJ such that J ⊂ J0(j), and
rank
⋂
i∈I0(j)∪J
Hi − rank
⋂
i∈I0(j)
Hi < |J |,
3. The set of all ∂eJ such that J ⊂ Jk(j) for some k = 1, . . . , m, and
rank
⋂
i∈Ik(j)∪J
Hcenteri − rank
⋂
i∈Ik(j)
Hcenteri < |J |.
Here T (m) is defined as in Theorem 3.1 (iii), and Ik(j), Jk(j) are defined as in (3.1).
Proof. We use the notation as in the proof of Theorem 3.1. The direct sum follows from
the disjoint decomposition. Next, by definition the Orlik-Solomon algebra of A j is given by
E/I(A j), where I(A j) is the ideal of E generated by
i. The set of eJ such that Xj ∩
⋂
i∈J H
(ji)
i = ∅,
ii. The set of all ∂eJ such that J is dependent in A j , i.e.
rankAn(m+1)(Xj ∩
⋂
i∈J
H
(ji)
i )− rankAn(m+1) Xj < |J |.
It is clear that Jj ⊂ I(A j). Now suppose that Xj ∩
⋂
i∈J H
(ji)
i = ∅. Since Aj = ×
m
k=0Aj,k,
there is a subset J ′ of J such that J ′ ⊂ Jk(j) for some k, and
⋂
i∈Ik(j)∪J ′
H
(k)
i = ∅. But this
can only happen when k = 0, because H
(k)
i passes through the origin when k ≥ 1 . This
means eJ ′ ∈ I, hence eJ ∈ I. Also, suppose that J ⊂ {1, . . . , d} is dependent in Aj. Then
there is a subset J ′ of J such that J ′ ⊂ Jk(j) for some k and J
′ is dependent in Aj,k, which
means that ∂eJ ′ ∈ I. Note that ∂eJ = ∂eJ ′ .eJ\J ′ + (−1)
|J ′|eJ ′ .∂eJ\J ′ , and eJ ′ = ei.∂eJ ′ for
any i ∈ J ′, so that ∂eJ ∈ I. Thus the proposition holds. 
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4. Restricted contact loci of hyperplane arrangements
In this section we prove Theorem 1.6 from the introduction, and its generalization to the
non-central case.
Let us first explicit the natural multi-arrangement structure on the the hyperplane ar-
rangements that appeared in Theorem 3.1:
Lemma 4.1. Let A be the hyperplane multi-arrangement in An defined by f = hs11 . . . h
sd
d .
With the notation as in Theorem 3.1, let m ∈ N and j ∈ T (m).
(i) The m-th formal derivative of f (as defined in Section 2) restricted to the affine space
Xj is
f (m) |Xj = m!fj , with fj =
m∏
k=0
fj,k, and fj,k :=
∏
i:ji=k
(
h
(k)
i |Xj
k!
)si
.
(ii) The polynomial fj defines the hyperplane multi-arrangement A j.
(iii) The product decomposition fj =
∏m
k=0 fj,k defines the decomposition of hyperplane
multi-arrangements A j = ×
m
k=0 A j,k for m ≥ 1.
Proof. First, we write f = l1 . . . lN with N = s1 + . . . + sd, where lt are the polynomials hi
with repetitions. By induction, one can show that
(4.1) f (m) =
∑
β1+...+βN=m
m!
β1! . . . βN !
l
(β1)
1 . . . l
(βN )
N .
Since Xj = ∩
d
i=1 ∩
ji−1
k=0 H
(k)
i where H
(k)
i is the zero locus of h
(k)
i , the restriction of l
(βt)
t of Xj
is 0 if βt < ji for i such that the zero locus lt = hi. Since
∑d
i=1 jisi = m, this forces
f (m) |Xj =
m!
(j1!)s1 . . . (jd!)sd
d∏
i=1
h
(ji)
i |Xj .
This gives (i). Parts (ii) and (iii) follow immediately from (i) and the proof of Theorem
3.1. 
We have a decomposition for the restricted contact loci as follows:
Theorem 4.2. Let A be a hyperplane multi-arrangement in An defined by f = hs11 . . . h
sd
d as
in Theorem 3.1. For m ∈ N, there is a disjoint decomposition into Zariski open and closed
subsets of the restricted contact locus
Xm(f) =
⊔
j∈T (m)
Xj(f),
where Xj(f) is the fiber of fj at the point (j1!)
s1 . . . (jd!)
sd ∈ C, with fj as in Lemma 4.1.
In particular, if A is central, Xj(f) is the Milnor fiber of A j for every j ∈ T (m).
Proof. Using the description of restricted contact locus Xm(f) from Lemma 2.3 and the
decomposition from Theorem 3.1,
Xm(f) = Xm(f) ∩ Z(f
(m) −m!) =
⊔
j∈T (m)
(Xj \A j) ∩ Z(f
(m) −m!),
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where Z(f) denotes the zero locus of f . Then
Xm(f) =
⊔
j∈T (m)
Z(fj − (j1!)
s1 . . . (jd!)
sd)
by Lemma 4.1 (ii). This proves the first claim.
If f is central case, then fj are also central, and the fiber over any non-zero point of a
polynomial defining a central hyperplane multi-arrangement is its Milnor fiber. 
Remark 4.3. It is natural to expect that the Betti numbers of the restricted contact loci of
hyperplane arrangements are combinatorial invariants. The similar question for the Milnor
fibers of central hyperplane arrangements is a well-known open problem.
5. Generic hyperplane arrangements
In this section we compute the Betti numbers for contact loci of generic hyperplane ar-
rangements, proving Theorem 1.4. Recall that an arrangement Bnd of d ≥ 1 hyperplanes in
An is said to be generic if it is reduced and if for any subset of hyperplanes S ⊂ Bnd , we have
codim
⋂
S = |S| when |S| ≤ n, and
⋂
S = ∅ when |S| > n.
We will use the notation M(A ) for the complement of a hyperplane arrangement A in
general.
We need to use the following well-known result on Betti polynomials of complements of
generic arrangements, see [D17, Example 2.19]:
Lemma 5.1. If Bnd is a generic arrangement of d ≥ 1 hyperplanes in A
n, then:
1. B(M(Bnd), t) = (1 + t)
d if d ≤ n,
2. B(M(Bnd), t) =
∑n
k=0
(
d
k
)
tk if d > n.
Proof of Theorem 1.4. We will use Theorem 3.1 and the notation introduced in its proof,
with A now being Bnd .
First, assume that d ≤ n. In this case, every subset of Bnd is complete, hence X j(B
n
d) is
non-empty for any j ∈ S(m). Moreover, every (Bnd)j is also a generic arrangement. We have
that
(5.1) B(Xm(B
n
d), t) = |S(m)| · (1 + t)
d =
(
m+ d− 1
m
)
(1 + t)d.
We will use this expression in what follows.
Now, let d > n. Note that a set S ⊂ Bnd is complete if and only if |S| ≤ n. Hence X j(B
n
d)
is nonempty if and only if Ik(j) ≤ n, for all k = 0, . . . , m, which is equivalent to say that
I0(j) ≤ n. Thus
Xm(B
n
d) =
⊔
j∈S(m), |I0(j)|≤n
X j(B
n
d) =
n⊔
l=1
⊔
j∈S(m), |I0(j)|=l
X j(B
n
d).
Write (Bnd)j under the form (B
n
d)j,0 × (B
n
d)j,≥1, we then have
B(Xm(B
n
d), t) =
n∑
l=1
∑
|I0(j)|=l
B(M((Bnd)j,0), t) · B(M((B
n
d)j,≥1), t).
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Note that if |I0(j)| = l, (B
n
d)j,0 is a generic arrangement with d− l hyperplanes in a (n− l)-
dimensional affine space, hence
B(M((Bnd)j,0), t) =
n−l∑
i=0
(
d− l
i
)
ti
by Lemma 5.1. Meanwhile, (Bnd)j,≥1 is a generic arrangement with l hyperplanes in a (nm−
m+ l)-dimensional space, with l ≤ nm−m+ l, hence
B(M((Bnd)j,≥1), t) = (1 + t)
l.
Thus
B(Xm(B
n
d), t) =
n∑
l=1
(
n−l∑
i=0
(
d− l
i
)
ti
)
(1 + t)l
∑
j∈S(m), |I0(j)|=l
1
=
n∑
l=1
(
d
l
)(
m− 1
m− l
)(n−l∑
i=0
(
d− l
i
)
ti
)
(1 + t)l.
In particular, the k-th Betti number is
(5.2) bk(Xm(B
n
d)) =
n∑
l=1
(
d
l
)(
m− 1
m− l
)∑
i
(
d− l
i
)(
l
k − i
)
,
for every k ∈ [n], where the sum
∑
i is over all i satisfying 0 ≤ i ≤ n− l and 0 ≤ k − i ≤ l.
We will reduce this to obtain a nicer fomula of Betti numbers. First, in the sum indexed by
i, we can substitute i by n− l − i. We get
bk(Xm(B
n
d)) =
n∑
l=1
(
d
l
)(
m− 1
m− l
)∑
i
(
d− l
n− i− l
)(
l
n− k − i
)
=
n∑
l=1
∑
i
(
d
l
)(
d− l
n− i− l
)(
l
n− k − i
)(
m− 1
m− l
)
,
where
∑
i now is over all i such that 0 ≤ i ≤ n − l and 0 ≤ n − k − i ≤ l. Using the
well-known formula
(5.3)
(
a
b
)(
b
c
)
=
(
a
c
)(
a− c
b− c
)
for any natural number a, b, c such that a ≥ b ≥ c, we have(
d
l
)(
d− l
n− i− l
)(
l
n− k − i
)
=
(
d
n− i
)(
n− i
l
)(
l
n− k − i
)
=
(
d
n− i
)(
n− i
k
)(
k
l + k + i− n
)
=
(
d
k
)(
d− k
n− i− k
)(
k
l + k + i− n
)
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Substitute this into bk, and change the order of the sums indexed by l and i. We get
bk(Xm(B
n
d)) =
(
d
k
) n−k∑
i=0
(
d− k
n− i− k
)∑
l
(
k
l + k + i− n
)(
m− 1
m− l
)
,
where
∑
l is over all l such that n− i− k ≤ l ≤ n− i. Notice that the sum over l in the last
display is the coefficient of tm+k+i−n in the polynomial (1 + t)m+k−1 = (1 + t)k(1 + t)m−1,
which is equal to
(
m+k−1
m+k+i−n
)
. Substitute i by n− k − i again, we get that
(5.4) bk(Xm(B
n
d)) =
(
d
k
) n−k∑
i=0
(
d− k
i
)(
m+ k − 1
m− i
)
.
as desired.
Remark that (5.4) still holds when d ≤ n. Indeed, under the assumption d ≤ n, (5.4)
becomes
bk(Xm(B
n
d)) =
(
d
k
) d−k∑
i=0
(
d− k
i
)(
m+ k − 1
m− i
)
because
(
d−k
i
)
= 0 when i > d − k. The sum in the last display is exactly the coefficient of
tm in the polynomial (1 + t)m+d−1 = (1 + t)d−k(1 + t)m+k−1. Hence
bk(Xm(B
n
d)) =
(
d
k
)(
m+ d− 1
m
)
,
which agrees with (5.1). This finishes the proof of the theorem. 
6. Generic central hyperplane arrangements
In this section we compute the Betti numbers for contact loci and restricted contact loci
of generic central hyperplane arrangements.
Recall that a hyperplane arrangement Gnd in A
n of d ≥ 1 hyperplanes is called generic
central if it satisfies the following condition: for any subset of hyperplanes S ⊂ Gnd , we have
codim∩S = |S| if |S| ≤ n and ∩S = {0} if |S| > n. If d ≤ n, this returns to the notion of
generic arrangement.
Lemma 6.1. If Gnd is a generic central hyperplane arrangement, the complement admits an
isomorphism
M(Gnd) ≃M(B
n−1
d−1 )× C
∗ .
In particular, the Betti polynomial is
B(M(Gnd), t) = (1 + t)B(M(B
n−1
d−1), t) = (1 + t)
n−1∑
k=0
(
d− 1
k
)
tk
=
n−1∑
k=0
(
d
k
)
tk +
(
d− 1
n− 1
)
tn.
Proof. It is easy to see that any decone dGnd of G
n
d is a generic hyperplane arrangement
in An−1 consisting of d − 1 hyperplanes, see [D17, Remark 2.3]. Moreover, we have an
isomorphism
M(Gnd)
≃
−→M(dGnd)× C
∗
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by [D17, Proposition 2.1]. The rest of the conclusion follows from Lemma 5.1. 
Lemma 6.2. Let Gnd be a generic central hyperplane arrangement with d > n, and m ∈ N
∗.
(1) Assume that m = pd+ q is the Euclidean division of m by d, then
Xm(G
n
d) ≃
p⊔
α=0
⊔
j∈T (m−αd), |I0(j)|<n
X j(G
n
d)
as isomorphism of algebraic varieties, with I0(j) defined as in (3.1).
(2) The k-th Betti number of
⊔
j∈T (m), |I0(j)|<n
X j(G
n
d) is(
d
k
) n−1−k∑
i=0
(
d− k
i
)(
m+ k − 1
m− i
)
+
n−1∑
l=1
(
d
l
)(
m− 1
m− l
)(
d− l − 1
n− l − 1
)(
l
k + l − n
)
.
Proof. (1) Note that a set S ⊂ Gnd is complete if and only if |S| < n, or |S| = d. Hence
Xm(G
n
d) =
⊔
j∈T (m), |I0(j)|<n
X j(G
n
d) ⊔
⊔
j∈T (m), |I0(j)|=d
X j(G
n
d),
by the proof of Theorem 3.1. Note that second disjoint union is isomorphic to Xm−d(G
n
d).
Then we obtain the claim by induction.
(2) Let us write ⊔
j∈T (m), |I0(j)|<n
X j(G
n
d) =
n−1⊔
l=1
⊔
j∈T (m), |I0(j)|=l
X j(G
n
d).
We then have
B(
⊔
j∈T (m), |I0(j)|<n
X j(G
n
d), t) =
n−1∑
l=1
∑
|I0(j)|=l
B(M((Gnd)j,0), t) ·B(M((G
n
d)j,≥1), t)
by the product description of X j(G
n
d) from Theorem 1.1 (iii).
When |I0(j)| = l, we have (G
n
d)j,0 = G
n−l
d−l , and (G
n
d)j,≥1 = G
nm−m+l
l .
Now we can use Lemma 6.1 and obtain that
B(
⊔
j∈T (m), |I0(j)|<n
X j(G
n
d), t) =
=
n−1∑
l=1
(
d
l
)(
m− 1
m− l
)(n−1−l∑
i=0
(
d− 1− l
i
)
ti
)
(1 + t)l+1(6.1)
=
n−1∑
l=1
(
d
l
)(
m− 1
m− l
)(n−1−l∑
i=0
(
d− l
i
)
ti +
(
d− l − 1
n− l − 1
)
tn−l
)
(1 + t)l
In particular, the coefficient of tk is
n−1∑
l=1
(
d
l
)(
m− 1
m− l
) n−1−l∑
i=0
(
d− l
i
)(
l
k − i
)
+
n−1∑
l=1
(
d
l
)(
m− 1
m− l
)(
d− l − 1
n− l − 1
)(
l
k + l − n
)
.
The first sum is exactly the k-th Betti number of Xm(B
n−1
d ) by (5.2), and can be therefore
simplified as in Theorem 1.4, as claimed. 
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Proof of Theorem 1.5. In the case that d does not divides m, Lemma 6.2 gives directly that
bk(Xm(A )) =
⌊m
d
⌋∑
j=0
n−1∑
l=1
(
d
l
)(
m− jd− 1
l − 1
) n−1−l∑
i=0
(
d− 1− l
i
)(
l
k − i
)
.
In the case that d divides m, this summation only runs for 0 ≤ j ≤ m
d
− 1 and one has to
add bk(M(A )), which is given by Lemma 6.1. The statement now follows then easily. 
Next we address the Betti numbers of the restricted contact loci of Gnd . We will use the
notation F (A ) for the Milnor fiber at the origin of a central hyperplane multi-arrangement
A . Recall that if f is a defining polynomial for A , then F (A ) ≃ {f = c} for every c ∈ C∗.
We need a few preliminary results.
Lemma 6.3. Let n, d,m ∈ N∗ with n ≥ d.
(1) For any central hyperplane arrangement A , and any two hyperplane arrangements
B, B′ of the type Gnd , the Milnor fibers F (A ×B) and F (A ×B
′) are isomorphic
as algebraic varieties. Moreover,
F (A ×Gnd) ≃M(A ×G
n−1
d−1).
In particular, F (Gnd) ≃M(G
n−1
d−1) and M(A ×G
n
d) ≃ F (A ×G
n
d)× C
∗.
(2) The Betti polynomial of the restricted m-contact locus of Gnd is
B(Xm(G
n
d), t) =
(
m+ d− 1
m
)
(1 + t)d−1.
Proof. (1) We can assume that B′ is the hyperplane arrangement in An with coordinates
y1, . . . , yn defined by y1 . . . yd = 0. Assume that the defining polynomial of B is g = g1 . . . gd.
The genericity of B tells us that the linear polynomials g1, . . . , gd are linearly independent.
Thus we can find an isomorphism of An sending yi to gi for all i = 1, . . . , d. Using this
isomorphism, one maps isomorphically the set F (A ×B) to F (A ×B′).
Now assume that f ∈ C[x1, . . . , xN ] is the defining polynomial of A , and we can assume
that Gnd is the hyperplane arrangement defined by y1 . . . yd = 0. Then F (A ×G
n
d) is the
subvariety of AN × An defined by f · y1 . . . yd = 1. The map
u : F (A ×Gnd)→M(A ×G
n−1
d−1 )
(a, b) 7→ (a, b1, . . . , b̂d, . . . , bn)
is an isomorphism with inverse
(a, c) 7→ (a, c1, . . . , cd−1,
1
f(a)c1 . . . cd−1
, cd, . . . , cn−1).
Finally, since Gnd = G
n−1
d−1 ×G
1
1 when n ≥ d ≥ 1, we get
M(A ×Gnd) = M(A ×G
n−1
d−1 )× C
∗ ≃ F (A ×Gnd)× C
∗ .
(2) By Theorem 4.2, we have a decomposition
Xm(G
n
d) =
⊔
j∈T (m)
Xj(G
n
d)
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where Xj(G
n
d) is the Milnor fiber of (G
n
d)j , a generic arrangement. Hence, Xj(G
n
d) ≃ F (G
n
d) ≃
M(Gn−1d−1) by (1). Moreover, in this case T (m) = S(m) and therefore B(Xm(G
n
d), t) =(
m+d−1
m
)
(1 + t)d−1 . 
We will also need the following result of [OR93, Theorem 2.6]:
Theorem 6.4. Let Gnd be a generic central arrangement of d hyperplanes in A
n with d >
n ≥ 2, then for 0 ≤ k ≤ n− 2,
bk(F (G
n
d)) =
(
d− 1
k
)
,
and
bn−1(F (G
n
d)) =
(
d− 2
n− 2
)
+ d
(
d− 2
n− 1
)
.
Lemma 6.5. Let n, d,m ∈ N∗ with d > n. Let Gnd be a generic central hyperplane arrange-
ment.
(1) Assume that m = pd+ q is the Euclidean division of m by d, then
Xm(G
n
d) ≃
p⊔
α=0
⊔
j∈T (m−αd), |I0(j)|<n
Xj(G
n
d)
as isomorphism of algebraic varieties.
(2) We have the following isomorphism of algebraic varieties:⊔
j∈T (m), |I0(j)|<n
X j(G
n
d) ≃
⊔
j∈T (m), |I0(j)|<n
Xj(G
n
d)× C
∗ .
In particular, the k-th Betti number of
⊔
j∈T (m), |I0(j)|<n
Xj(G
n
d) is
(6.2)
n−1∑
l=1
(
d
l
)(
m− 1
m− l
) n−1−l∑
i=0
(
d− 1− l
i
)(
l
k − i
)
.
(3) If d does not divide m, then Xm(G
n
d) ≃ Xm(G
n
d)× C
∗.
Proof. (1) Follows from the decomposition in Lemma 6.2.
(2) As with previous examples, we want to write
⊔
j∈T (m), |I0(j)|<n
Xj(G
n
d) =
n−1⊔
l=1
⊔
j∈T (m), |I0(j)|=l
Xj(G
n
d) =
n−1⊔
l=1
⊔
j∈T (m), |I0(j)|=l
F ((Gnd)j),
and write (Gnd)j = (G
n
d)j,0× (G
n
d)j,≥1. Since (G
n
d)j,≥1 = G
nm−m+l
l and l ≤ nm−m− l, Lemma
6.3 implies that
X j(G
n
d) = M((G
n
d)j) ≃ F ((G
n
d)j)× C
∗ .
Thus we obtain (6.2) from (6.1).
(3) This follows from (1) and (2). 
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Proof of Theorem 1.7. If d does not divide m, Lemma 6.5 gives directly that
bk(Xm(A )) =
⌊m
d
⌋∑
j=0
n−1∑
l=1
(
d
l
)(
m− jd− 1
l − 1
) n−1−l∑
i=0
(
d− 1− l
i
)(
l
k − i
)
.
If d divides m, the first summation only runs for 0 ≤ j ≤ m
d
−1 and one has to add bk(F (A )),
which is given by Lemma 6.4. The statement now follows then easily. 
7. Log resolutions
In this section, we compare Theorem 3.1 with the general description of contact loci from
[ELM04] in terms of log resolutions. We use this comparison to prove the degeneracy of
a spectral sequence from [BFLN19] associated to an m-separating log resolution, relating
conjecturally the restricted m-contact locus with the Floer cohomology of the m-iterate of
the Milnor monodromy.
We consider first more generally a non-invertible regular function f : X → C on a smooth
complex variety. Fix a log resolution
ϕ : Y → X
of f . Write
(f ◦ ϕ)−1(0) =
s∑
i=1
NiEi,
where E = ∪si=1Ei is a simple normal crossings divisor, Ei are the mutually distinct irre-
ducible components of E, and Ni ≥ 0. Write the relative canonical divisor as
KY/X := KY − ϕ
∗KX =
s∑
i=1
kiEi.
Note that ϕ induces the morphisms ϕ∞ : L(Y )→ L(X) and ϕp : Lp(Y )→ Lp(X) for every
p ∈ N. For ν ∈ Ns, one defines the multi-contact locus
Contν(E) = {γ ∈ L(Y )| ordγ(Ei) = νi for all 1 ≤ i ≤ s}
and similarly
Contν(E)p = {γ ∈ Lp(Y )| ordγ(Ei) = νi for all 1 ≤ i ≤ s}.
Theorem 7.1. ([ELM04, Theorem A]) For a log resolution ϕ : Y → X of a regular function
f : X → C on a smooth complex variety X, and for any positive integer m, there is a disjoint
union decomposition
(7.1) Contm(f) =
⊔
∑
i νiNi=m
ϕ∞(Cont
ν(E)).
Each ϕ∞(Cont
ν(E)) is an irreducible constructible cylinder of codimension
∑
i νi(ki + 1).
For every irreducible component W of Contm(f) there is a unique ν such that Contν(E)
dominates W .
Recall that for hyperplane arrangements, one has a canonical log resolution by blowing
up inductively by increasing dimension (the strict transforms of) all edges of codimension 2
or higher. In this case, Theorem 3.1 implies that the stratification (7.1) is as nice as possible
if ϕ is the canonical log resolution:
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Proposition 7.2. If f : X = Cn → C is a hyperplane multi-arrangement and ϕ : Y → X is
the canonical log resolution of f , then (7.1) is the decomposition into connected components
and each component is irreducible, after removing the unnecessary terms with Contν(E) = ∅.
More precisely, there is a 1-1 correspondence between
{ν ∈ Ns |
∑
i
νiNi = m and Cont
ν(E) 6= ∅}
and T (m) defined as in Theorem 3.1, identifying a non-empty a set ϕ∞(Cont
ν(E)) uniquely
with π−1m (X j(A )) for some j ∈ T (m), where πm : L(X)→ Lm(X) is the truncation map.
Proof. By Theorem 3.1,
Contm(f) =
⊔
j∈T (m)
π−1m (X j(A ))
is the decomposition into connected components and each component is irreducible. By the
last statement in Theorem 7.1, it suffices then that we prove the claimed 1-1 correspondence.
This follows immediately from the description of the strata of the canonical log resolution.
Indeed, in this case the irreducible components of E are prime divisors EZ indexed by the
edges Z 6= An of A and the order of vanishing of f along EZ is NZ = s(Z). For a subset
F ⊂ L(A ) \ {An}, the intersection
EF =
⋂
Z∈F
EZ 6= ∅
if and only if F is nested, that is, F consists of a chain of inclusions.
Take ν = (νZ) such that
∑
Z νZNZ = m and Cont
ν(E) 6= ∅. This is equivalent to∑
Z νZs(Z) = m and EF 6= ∅, where F = {Z | νZ 6= 0}. Hence F is a nested set of edges
not equal to An. Take each edge Z in F exactly νZ times to obtain an increasing chain of
edges appearing multiple times, and augment this chain by An’s to obtain a chain
Z0 ⊂ Z1 ⊂ . . . ⊂ Zm = A
n
of precisely m + 1 edges, with repetitions, such that
∑m
k=0 s(Zk) = m. Define Sk = {H ∈
A | Zk ⊂ H}, and hence obtain a chain of complete sets in A
S0 ⊃ S1 ⊃ . . . Sm = ∅
satisfying that
∑m
k=0 s(Sk) = m, that is, an element of T (m), according to Theorem 3.1 (iii).
Since this process can be reversed, we have the claimed 1-1 correspondence. 
Returning for the moment to the general case of a non-invertible regular function f : X →
C on a smooth complex variety, we say that a log resolution ϕ : Y → X of f is m-separating
if mi + mj > m for all i 6= j with Ei ∩ Ej 6= ∅. Let W = −
∑
i wiEi be a relatively
ample divisor, with wi ≥ 0 for all i, and wi = 0 if Ei is not an exceptional divisor. Let
Sm = {i | Ni divides m}, Sm,p = {i ∈ Sm | mwi/Ni = −p}, E
◦
i = Ei \ ∪j 6=iEj, and E˜
◦
i → E
◦
i
the unramified cyclic cover of degree m associated to f , see [BFLN19]. This type of log
resolutions are useful for computing cohomology with compact supports of the restricted
m-contact locus Xm(f) of f in Lm(X):
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Theorem 7.3. ([BFLN19, Theorem 1.1]) For a positive integer m and an m-separating log
resolution ϕ : Y → X of a regular function f : X → C on a smooth complex variety X of
dimension n, there is a cohomological spectral sequence
(7.2) Ep,q1 =
⊕
i∈Sm,p
H
2(n(m+1)−m
ki+1
Ni
−1)−(p+q)
(E˜◦i ,Z) ⇒ H
p+q
c (Xm(f),Z).
For hyperplane arrangements, again the situation is as easy as possible:
Proposition 7.4. If f : X = Cn → C is a hyperplane multi-arrangement, the spectral
sequence (7.2) degenerates at E1 for any m-separating log resolution factoring through the
canonical log resolution.
Proof. We start with some general facts about regular functions f : X → C on smooth
complex varieties.
Given a fixed log resolution, one obtains an m-separating log resolution by blowing up
successively codimension-2 intersections Ei ∩Ej with i 6= j with mi +mj ≤ m, by the proof
of [BFLN19, Lemma 2.8].
Suppose now that a fixed log resolution ϕ : Y → X of f satisfies that (7.1) is the
decomposition into connected components and each component is irreducible. Let ρ : Y ′ →
Y be the blowup of Y at E1 ∩ E2, assumed to be non-empty. Then ϕ
′ = ϕ ◦ ρ : Y ′ → X is
also a log resolution of f , and we will show that (7.1) for ϕ′ is also the decomposition into
connected components.
Let E ′0 be the exceptional divisor of ρ. For i ≥ 1, let E
′
i be the strict transform of Ei, and
let E ′ = ∪si=0E
′
i. We denote by N
′
i the order of vanishing of f along E
′
i, and by k
′
i the order
of vanishing of KY ′/X along E
′
i. Thus N
′
0 = N1 +N2, k
′
0 = k1 + k2 + 1, and N
′
i = Ni, k
′
i = ki
for i ≥ 1.
We will show that the two decompositions⊔
∑s
i=1 νiNi=m
ϕ∞(Cont
ν(E)) =
⊔
∑s
i=0 ν
′
iN
′
i=m
ϕ′∞(Cont
ν′(E ′))
of the (non-restricted) contact locus Contm(f) are the same.
To ν ′ = (ν ′i)0≤i≤s such that ν
′ · N ′ = m, associate ν = (ν ′0 + ν
′
1, ν
′
0 + ν
′
2, ν
′
3, ν
′
4, . . .)
in Ns. Then ν · N = m, as well. Moreover, ρ∞(Cont
ν′(E ′)) ⊂ Contν(E), and hence,
ϕ′∞(Cont
ν′(E ′)) ⊂ ϕ∞(Cont
ν(E)). If Contν
′
(E ′) 6= ∅, then a small calculation using Theorem
7.1 shows that both ϕ′∞(Cont
ν′(E ′)) and ϕ∞(Cont
ν(E)) are irreducible cyclinders of same
codimension ν ′0(k1+k2+2)+ν
′
1(k1+1)+ν
′
2(k2+1)+ . . ., and hence ϕ
′
∞(Cont
ν′(E ′)) is dense
in ϕ∞(Cont
ν(E)). But since Contm(f) is covered by the non-empty sets ϕ′∞(Cont
ν′(E ′)), it
follows that ϕ′∞(Cont
ν′(E ′)) = ϕ∞(Cont
ν(E)).
Using Proposition 7.2, we have therefore now shown that an m-separating log resolution
of a hyperplane arrangement factoring through the canonical log resolution also satisfies that
(7.1) is the decomposition into connected components and each component is irreducible.
Restricting to the restricted m-contact locus Contm,1(f) of f in L(X), this implies that in the
decomposition from [BFLN19, Lemma 2.1] each term is both open and closed in the Zariski
topology. The rest of the proof of [BFLN19, Theorem 1.1] is therefore drastically simplified
and one obtains the degeneration at E1 of the spectral sequence for Xm(f) = Cont
m,1(f)m
in Lm(X). 
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