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Abstract
Reconstructing an estimate of linear Baryon Acoustic Oscillations (BAO) from an
evolved galaxy field has become a standard technique in recent analyses. By par-
tially removing non-linear damping caused by bulk motions, the real-space baryon
acoustic peak in the correlation function is sharpened, and oscillations in the power
spectrum are visible to smaller scales. In turn, these lead to stronger measurements
of the BAO scale. Future surveys are being designed assuming that this improve-
ment has been applied, and this technique is therefore of critical importance for
future BAO measurements. A number of reconstruction techniques are available,
but the most widely used is a simple algorithm that de-correlates large-scale and
small-scale modes approximately removing the bulk-flow displacements by moving
the overdensity field [1, 2].
The initial work presented in this thesis shows the practical development of
a reconstruction algorithm which is extensively tested on the mock catalogues
created for the two Baryon Oscillation Spectroscopic Survey (BOSS) Date Release
11 samples covering redshift ranges 0.43 < z < 0.7 and 0.15 < z < 0.43.
The practical implementation of this algorithm is tested, looking at the effi-
ciency of reconstruction as a function of the assumptions made for the bulk-flow
scale, the shot noise level in a random catalogue used to quantify the mask and
the method used to estimate the bulk-flow shifts.
The reconstruction algorithm developed in Chapter 2 is applied to 5 differ-
ent galaxy survey data sets. The algorithm was used directly to create the re-
constructed catalogues used to extract the cosmological distance measurements
published in [3, 4, 5, 6], the results and cosmological implications are presented.
i
The efficiency of reconstruction is also tested against external factors includ-
ing galaxy density, volume and edge effects, and the impact for future surveys is
considered. The results of this work are published here [7].
The measurement of linear redshift space distortions apparent in the observed
distribution of matter provides information about the growth of structure and
potentially provides a way of testing general relativity on large scales. The last
chapter of the thesis presents a model of the reconstructed redshift space power
spectrum in resummed Lagrangian perturbation theory [8] which is a new result.
The goal of the work is to create a reconstruction algorithm that enhances the
linear redshift space distortion signal measured from an evolved galaxy distribu-
tion analogous to the improvement seen in the BAO signal post-reconstruction.
ii
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Chapter 1
Introduction
Underpinned by strong observational evidence, Hot Big Bang cosmology has emerged
as the most likely and widely accepted description of the Universe. The ΛCDM
model describes the energy-density of the Universe. General Relativity (GR) [12]
describes the dynamics and, in combination with a spatially homogeneous and
isotropic metric of space-time [13, 14, 15, 16, 17] these provide the Standard Model
of cosmology.
The following observational landmarks led to the model gaining this status:
• The Hubble expansion [18, 19],
• The discovery of dark matter [20, 21, 22, 23],
• The discovery of the Cosmic Microwave Background (CMB) [24],
• Big Bang Nuclear-synthesis (BBN) [25],
• The discovery of the accelerated expansion of the Universe [26, 11].
The Hubble expansion, temperature distribution of the CMB and BBN are often
described as the pillars of Hot Big Bang cosmology. The ΛCDM parameterisation
of the model includes Cold Dark Matter (CDM) that drives the formation and
dynamical properties of structure in Universe, and a cosmological constant (Λ),
a subclass of dark energy, that administers the observed late-time accelerated
expansion of the Universe.
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Cosmological parameters of this model fit observations exceptionally well and
much of the effort in modern cosmology is spent in tightening the constraints on
these to test the validity of the standard model against other possible scenarios.
Most of the parameters have been measured to percent level accuracy [27] and as
such, it is considered that we are in the era of precision cosmology [28].
The chapter provides an introduction to the current state of affairs in cosmol-
ogy. It is split into 5 sections, Section 1.1 is a description of the Standard Model
where the two assumptions of the model, General Relativity and The Cosmological
Principle are described. Simple solutions to the field equations of GR according to
the contents of the ΛCDM Universe are shown. Section 1.2 reviews problems with
the standard model and reviews the hypothesis of inflation [29, 30]. Section 1.3
reviews the physics behind perturbations generated by mechanisms in the early
Universe and how their form is altered by evolution during different epochs. Sec-
tion. 1.4 describes how observational probes of a range of phenomena are used to
constrain cosmological models, and provide compelling evidence for the late time
accelerated expansion of the Universe. Section. 1.5 reviews problems with the
cosmological constant model followed by a brief review of alternative cosmological
models. Finally in Section 1.6, an introduction to work contained in the rest of
the thesis is provided.
Throughout this chapter general text book descriptions of physical processes
are discussed without references, however the specific text books used to compile
this introductory chapter are listed here [31, 32, 33, 34]. In addition, the following
papers [35, 36, 37, 38, 39, 27] and lecture notes http://www.damtp.cam.ac.uk/
user/db275/Cosmology/Lectures.pdf have been very helpful.
1.1 The Standard Cosmological Model
The concordance model of cosmology is the ΛCDM model which is a parame-
terisation of hot Big Bang cosmology. Although proposed in 1927 by Lemaitre
[40], and implied by Hubble’ Law in 1929 [18], Hot Big Bang cosmology only be-
2
came the standard cosmological paradigm with the discovery of the CMB in 1964
[24]. This section reviews the ΛCDM model, starting with the assumptions that
lead to the derivation of the Friedmann equations [41] from the field equations of
GR. The solutions to the Friedmann equations are shown for the standard model
contributions to the contents of the Universe.
1.1.1 General Relativity
Einstein’s theory of General Relativity defines gravity as a consequence of the
curvature of 4-dimensional space time. The theory can be summed up mathemati-
cally by the Einstein field equations, which predict how the geometry of space-time
is shaped by its matter content and conversely how matter fields respond to the
geometry of space-time. The Riemann curvature tensor, composed of Christoffel
symbols Γαβγ and their derivatives, defines how the intrinsic curvature of space-time
departs from standard Euclidian geometry,
Rαβγδ = Γ
α
βδ, γ − Γαβγ, δ + ΓαγΓβδ − ΓαδΓβγ, (1.1)
where a comma indicates a partial derivative with respect to that coordinate.
Christoffel symbols are a specific class of affine connection, which combined with
their derivatives describe the relationship between nearby tangent spaces in curved
space-time. They are derived from the space-time metric, gµν , and its derivatives
Γαβγ =
1
2
gαλ
(
∂gλγ
∂xβ
+
∂gλβ
∂xγ
− ∂gβγ
∂xλ
)
. (1.2)
They are symmetric under exchange of the lower two indices,
Γρνµ − Γρµν = 0. (1.3)
Consequentially, in GR, space-time is curved but has no torsion (unlike some
theories that use different classes of affine connections).
The Einstein curvature tensor is a combination of the Ricci scalar R, the Ricci
tensor Rµν and the metric of space-time, where
Gµν ≡ Rµν − 1
2
gµνR. (1.4)
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The Ricci tensor is a contraction of the Riemann curvature tensor and the Ricci
scalar, is a contraction of the Ricci tensor
Rµν = R
α
µαν , R = g
µνRµν . (1.5)
The action of a system is the integral over all space-time of its Lagrangian. Equa-
tions of motions of a system are derived by applying the principle of least action to
the Lagrangian. The Lagrangian density of curved space-time is the Ricci scalar.
Multiplying it by the volume element
√−g (where g is the determinant of the
metric), and integrating it over four dimensional space-time results in the action.
The gravitational component of the Einstein-Hilbert action of General Relativity
is
SEH =
1
16piG
∫
d4x
√−gR. (1.6)
Modifying this to include the matter/energy content of the Universe the full action
reads
S =
∫
d4x
√−g
(
R
16piG
+ LM (φ, gµν)
)
, (1.7)
where LM is the matter/energy Lagrangian and φ are the matter/energy fields.
The principle of least action is a statement that δS = 0. The derivation of the
Einstein field equations (EFE), from the Lagrangian is shown in Appendix A.4,
and the result is stated here
Gµν = 8piGTµν , (1.8)
whereGµν is the Einstein curvature tensor encoding the geometry of space time and
Tµν is the energy momentum tensor with contributions from all the components
in the Universe including the cosmological constant. Combining these equations
with a choice of metric, one can track the relation between the contents of the
Universe and its expansion rate.
1.1.2 The Cosmological Principle
The Einstein Field Equations in Eq. 1.8 are 10 coupled non-linear partial differen-
tial equations which, for an arbitrary matter distribution, a metric solution would
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be very difficult to calculate. Simplifying assumptions about the Universe are in-
troduced to permit analytical solutions. The conditions of large-scale homogeneity
and isotropy were originally postulated by Einstein [12] (and later constructed as
a principle by Milne in 1933 [17]) to enable solutions to the EFE. The justifi-
cation was not through observation (as there was sparse empirical evidence at
this time) but through philosophical reasoning. The Cosmological Principle is a
extension to the Copernican Principle that states ‘the Earth is not in a central,
specially favoured position’ [42] within the Universe, as such, the combination of
the Copernican Principle with the condition of isotropy is the same statement
as the Cosmological Principle. Although the Cosmological Principle cannot be
proven theoretically, accumulation of observational data, specifically the unifor-
mity of CMB temperature, suggests that the isotropic condition is a very good
approximation. The condition of homogeneity remains a philosophical statement
motivated a priori by the Copernican Principle.
The metric and the geometry of space-time
A general metric provides a tool to transform coordinate distances into physical
distances. In General Relativity the effects of gravity through the curvature of
space-time are encoded in the metric tensor. The interval between two events in
GR is
ds2 = gµνdx
µdxν . (1.9)
Greek indices run from 0 to 3, where zero is the temporal component, 1-3 are
the spatial components. Introduction of the Cosmological Principle requires the
metric to be invariant under rotation (isotropic) and translation (homogeneous),
this is satisfied by the Friedmann-Lemaitre-Robertson-Walker (FLRW) metric [13,
14, 15, 16]. This is an exact solution to the EFE (with the caveat that it only
applies on large scales on average), and is
ds2FLRW = −dt2 + a(t)2
dr2
1− kr2 + a(t)
2r2(dθ2 + sin(θ)dφ2), (1.10)
where a(t) is the scale factor describing the time evolution of the spatial compo-
nents (see Appendix A.1 for a description).
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Curvature of space
The Cosmological Principle limits the possible geometry of the Universe to 3 types,
flat open and closed. A coordinate change in the FLRW metric leads to the
expression,
ds2FRLW = −dt2 + a(t)2
[
dχ2 + S2k(χ)(dθ
2 + sin(θ)dφ2)
]
, (1.11)
where dχ = dr/
√
1− kr2 and Sk(χ), characterises the geometrical model,
Sk(χ) =

sinχ if k = +1, open,
χ if k = 0, flat,
sinhχ if k = −1. hyperbolic.
(1.12)
Observational evidence (see section 1.4) suggests that the geometry of the Universe
is close to flat, thus it is assumed that k = 0 throughout.
The Friedmann equations (first derived by Alexander Friedmann in 1922 [41])
are the EFE combined with the ansatz of a FRLW metric. With a choice of energy-
momentum tensor, the time evolution of the scale factor a(t) can be determined
at different important epochs in the Universe.
1.1.3 The Friedmann Equations
A derivation of the two Friedmann equations from GR+FLRW is shown in Ap-
pendix A.4.1. The equations read(
a˙
a
)2
=
8piGρ
3
− k
a2
, (1.13)
and
a¨
a
= −4piG
3
(3p+ ρ). (1.14)
It is implied that the pressure and density contain contributions from all of the
constituent components including the cosmological constant. A further equation
can be derived from the covariant derivative of the energy-momentum tensor (T µν;µ)
by imposing conservation of momentum,
T µν;µ = ∂µT
µ
ν + Γ
µ
µαT
α
ν − ΓαµνT µα = 0. (1.15)
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The evolution of energy density is determined by ν = 0, thus the equation is
straight forward to solve using the previously derived Christoffel symbols in Ap-
pendix A.4 and the result is the continuity or fluid equation,
ρ˙+ 3H(ρ+ p) = 0. (1.16)
These three equations are fundamental to modern cosmology as they link the ge-
ometry, content and dynamical properties of a homogeneous and isotropic Universe
where gravity is described by GR.
1.1.4 The fluid description of components
In the General Relativity framework, the laws of physics must be tensor equa-
tions and the principle of general covariance [12] dictates that their derivatives
are covariant. One must be able to to describe the properties of matter in the
Universe as a tensor i.e. the energy momentum tensor T νµ . As the mean free path
of particles is much smaller than scales of interest this allows their distribution to
be modelled as a fluid. The Cosmological Principle implies the energy momentum
tensor takes the form
T00 = −ρ(t), Ti0 = T0i = 0, Tij = P (t)gij, (1.17)
where the roman indices indicate spatial coordinates. This can be written in a
more succinct form raising one index via the metric tensor so, for a comoving
observer it reads
T µν = g
µαTαν = diag(−ρ, p, p, p). (1.18)
Thus the (course grained) energy momentum tensor can be modelled as a perfect
barotropic fluid with an equation of state p = ρw. Three types of fluid are generally
considered, these are
p = wρ

w = 0, ‘pressureless’ matter, known as dust,
w = 1/3, radiation,
w = −1, a cosmological constant/vacuum energy.
(1.19)
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The Friedmann equations are solved for the different types of ‘fluids’ that con-
tribute to the standard model. Integrating the fluid equation gives the general
solution, ρ ∝ a−3(1+w). Assuming that the total fluid contribution is dominated
by one type of fluid e.g. radiation (but can contain several different species, i.e
photons and neutrinos), the solutions are
• Matter, (Dark Matter and baryons), ρm ∝ a−3 → a ∝ t2/3 → ρ ∝ t−2, the
density drops off with volume,
• Radiation, (photons, neutrinos), ρr ∝ a−4 → a ∝ t1/2 → ρ ∝ t−2, the density
is also diluted by redshifted energy,
• Cosmological constant, ρΛ ≡ Λ(8piG)−1, the CC does not dilute with expan-
sion but behaves like the energy stored in a vacuum [43].
Although at any given time there will be a combination of these fluids. Fig. 1.1
shows the evolution of their relative densities as a function of scale factor and
validates the approximation of a one component contribution to the density at
three different epochs. The relative densities of components is quantified by the
density parameter Ω, defined as
Ωi ≡ ρi
ρc
, with ρc =
3H2
8piG
, (1.20)
where ρc is the critical density of a zero curvature Universe in Eq A.47. In practice,
the parameter Ωih
2 is constrained when a model depends on the absolute density.
The parameter h is the dimensionless Hubble constant defined as
h ≡ H0
100km s−1Mpc−1
. (1.21)
Writing the Friedman equation in terms of the summed density parameters
Ωt − 1 = k
a2H2
, (1.22)
where Ωt =
∑
i Ωi, shows how the contents of the Universe influence its geometry.
The Friedmann equation also usefully expressed in terms of the present day density
parameters,
H2(a) = H20
[
Ωr,0a
−4 + Ωm,0a−3 + Ωk,0a−2 + ΩΛ,0
]
, (1.23)
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where the present day scale factor is a0 ≡ 1, and Ωk ≡ −k/(a0H0)2 is the curvature
parameter. Density parameters have been measured to high precision combining
measurements from cosmological probes, described in more detail in Section 1.4.
Current state of the art measurements from a combination of CMB [9] and BAO
measurements [3, 44, 45, 46], measure
• Baryons: Ωbh2 = 0.02214± 0.00024 [27],
• CDM: Ωch2 = 0.1187± 0.0017 [27],
• Cosmological Constant: ΩΛ = 0.692± 0.010 [27].
• Radiation: Ωrh2 = 4.18343× 10−5 [9].
• Flatness: ΩK = (0.2± 3)× 10−4 [6].
As the temperature of CMB radiation is measured to very high precision, T =
2.7255± 0.0006 K [47], this is translated, through its blackbody distribution, to a
high precision measurement of Ωrh
2. The high precision of the parameter means
it is often input directly into a model rather than constrained.
Matter-radiation equality
As shown in Fig. 1.1, solutions to the Friedmann equations predict evolution of the
density parameters as a function of the scale factor. Tracing the evolution back to
high redshifts, the early Universe was radiation dominated. Using the Ωrh
2 value,
the ratio of density parameters is
Ωr
Ωm
=
4.18× 10−5
Ωm,0h2
1
a
, (1.24)
where a = 1 today. Radiation dilutes with the expansion rate faster than matter,
thus the contribution from the two components becomes equal at a time known as
matter-radiation equality aeq before matter starts to dominate where
aeq ∼ 4.18× 10
−5
Ωm,0h2
. (1.25)
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Presently, as shown in Section 1.4 observations provide evidence that the Uni-
verse is undergoing a period of accelerated expansion, thus in the standard model,
a further transition from matter domination to cosmological constant domination
has just taken place.
The aim of this section was to provide a description of the unperturbed Universe
in the ΛCDM model. However, alone it cannot explain the large scale structure of
the Universe which requires deviations from a smooth background density. Fur-
thermore it cannot explain the isotropy of the CMB radiation or the fine tuned
flatness of the geometry of space-time. The model requires an additional hy-
pothesis to reconcile observations, this is provided in the posit of inflation. The
motivations for inflation and a brief description of the process is described in the
next section.
1.2 Inflation
The concept of an accelerated period of expansion very early on in the early
Universe [29, 30, 48] was motivated by several problems in the standard model
described here. The first, highlighted by the extremely isotropic temperature dis-
tribution of the CMB radiation, is the horizon problem. Regions of the CMB that
should never have been in causal contact would be expected to vary in temperature
by at least order-one, yet observed temperature variations are only 1 in 105. The
second is the flatness problem that questions why the early Universe was so fine
tuned to Ωtot = 1. The third is the relic problem, why do we not observe exotic
particles and magnetic monopoles created during phase transitions in the early
Universe?
The Horizon problem
The comoving particle horizon, χph, is a measure of the maximum possible separa-
tion of two particles that could have been in causal contact since the beginning of
the Universe and the present time. It can be expressed in terms of the comoving
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Hubble radius (aH)−1 where
χph =
∫ 1
0
da
a
1
aH(a)
. (1.26)
The Hubble radius is the distance that particles can stay in causal contact over the
course of one expansion time. Thus the comoving particle horizon can be thought
of roughly as a sum (actually logarithmic integral) of all contributions from the
Hubble radius over time. Causal contact between regions well outside of the Hub-
ble radius are seen in the CMB, which requires χph >> (aH)
−1 at the present
epoch. The epochs of radiation and matter domination have a Hubble radius that
grows with time, that is larger contributions to χph as a→ 1. For regions outside
the present Hubble radius to have had causal contact in the past, it must have been
much larger and shrunk during some time in the early Universe. For a shrinking
Hubble radius the rate of change of aH must be positive, or equivalently, a¨ > 0.
This is the statement that the early Universe experienced a period of accelerated
expansion known as inflation.
The flatness problem.
Inflation is also motivated by the flatness problem. If the Universe is observed as
being close to flat presently, it must have been exceptionally fine tuned to flat at
early times. For example |Ωtot − 1| ≤ 10−30 at t ≈ 10−12 seconds, this requires an
extremely fine tuned range of possible Ωtot values. Inflation alleviates this problem
by driving the parameter Ωtot toward a very finely tuned value close to one. This
can be seen when considering the Friedmann equation written as Eq. 1.22: if the
scale factor is rapidly increasing, Ωtot is pushed very close to one.
The relic problem.
Relic particles predicted to have been formed during phase transitions in the early
Universe have not been observed. Inflation accounts for this. The rapid expansion
of space-time dilutes their concentration, thus encountering them in the patch of
our observable Universe would be unlikely.
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1.2.1 Initial perturbations from inflation
Standard inflation [29, 30] provides a mechanism for generating initial pertur-
bations in the matter and radiation distributions that evolve into the complex
structures in the Universe and explain the anisotropies in the CMB temperature
distribution [49]. From the Friedmann equations a positive acceleration of a re-
quires
p < −ρ
3
. (1.27)
As ρ > 0, this implies a fluid with negative pressure. A possible way of generating
inflation is via a scalar field known as the inflaton, φ, dependent on space and time
with the equation of state described above. The dynamics of the inflaton field are
expressed by the Klein-Gordon equation,
φ¨+ 3Hφ˙+ V ′ = 0 (1.28)
where V is the potential energy density. The energy density and pressure of the
inflaton are
p =
1
2
φ˙2 − V (φ) (1.29)
ρ =
1
2
φ˙2 + V (φ), (1.30)
and the (slow roll) potential must satisfy the condition
φ˙2 < V (φ). (1.31)
Inflation ends when the potential energy of the inflaton field is transferred to ki-
netic energy. The evolution of the inflaton controls when inflation will end, and
although the field is approximately uniform, the Uncertainty Principle dictates
that there will be some small variation in the quantity. The quantum variations
lead to regions exiting the inflationary phase at different times. Thus different
patches of the Universe experience different amounts of inflation, and spatial vari-
ations are imprinted in the density field. When the inflaton field decays it transfers
all of its energy to standard model particles in a process called reheating. The
radiation dominated era begins with the perturbations already imbedded in the
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energy-density fields of the standard model. The quantum process of generating
fluctuations via inflation in this form would lead to an initially Gaussian distribu-
tion of scalar perturbations.
Predictions of Inflation
Inflation predicts that initial fluctuations are close to Gaussian. Quantum fluc-
tuations generate a Gaussian random field of perturbations which, in the Fourier
description have independent Fourier modes with random initial phases. The sta-
tistical properties of a Gaussian field can be completely described by two-point
statistics, the power spectrum in Fourier space or the two-point correlation func-
tion in configuration space. The non-linearity parameter fNL encodes deviations
from Gaussianity in an ensemble of fluctuations, that is
Φ = φL + fNL(φ
2 − 〈φ2〉), (1.32)
where Φ is the gravitational potential and φ is a Gaussian random field. Simple
inflation predicts fNL in the range 0.01 − 1, thus measuring fNL in primordial
fluctuations of the CMB tests the model of inflation. The Planck mission measured
f localNL = 2.7 ± 5.8, f equilNL = −42 ± 75, and f orthoNL = −25 ± 39 [50], favouring the
simple inflationary model above. However a large field of research is dedicated to
searching for non-Gaussianity which would have repercussions for this model.
Inflation predicts spatial flatness or Ωtot = 1, which is verified at the 1% level
by measurements of CMB anisotropies combined with the baryon acoustic signal
in a ΛCDM scenario.
Perturbations seeded by inflation predict a primordial power spectrum with
P (k)prim ∝ kns , (1.33)
where the spectral index ns ∼ 1. The power spectrum statistic is described in more
detail in subsection 1.4.1. Planck data measures ns = 0.9603± 0.0073 [51]. It also
predicts that perturbations are adiabatic, meaning that all species are generated
with equal fractional overdensities.
Finally inflation predicts primordial gravitational waves. In theory these can be
detected in CMB data and would provide solid evidence for inflation promoting it
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from postulate to theory. A detection of the gravitational wave signal was thought
to be found by [52], however, subsequent analysis suggest this was a spurious
detection generated by foreground dust [53]. A continued effort is being made
searching for what is referred to as ‘the smoking gun’ of inflation.
1.3 Evolution of perturbations
Once initial perturbations in energy-density are seeded by inflation, perturbations
in different species evolve differently dependent on the expansion rate, their equa-
tion of state, the background content of the Universe and inter-species interactions.
To accurately track the evolution of perturbations of all species requires a compli-
cated combination of relativistic fluid equations and Boltzmann equations that can
only be solved numerically, however, simplifying approximations permit analytical
solutions that provide a good description of the physical processes involved.
In this section, the evolution of perturbations of CDM, baryonic matter and
radiation in different epochs of the Universe are described using simplified condi-
tions.
Fig. 1.1 shows evolution of relative densities of radiation, matter and the cos-
mological constant with scale factor in a flat ΛCDM model. At high redshifts,
radiation dominates, but undergoes faster dilution with expansion than matter.
The relative contribution of each is equal at zeq ∼ 3000 and after this matter
starts to dominate. Recombination occurs at zrec ∼ 1300. After recombination
the Universe can be considered fully matter dominated. Matter also dilutes with
the expansion but the relative density of the cosmological constant does not and
ultimately starts to dominate today. Is this a coincidence? It seems unlikely, this
is addressed further in Section 1.5.
In the context of this work, the behaviour of perturbations pre and post re-
combination are important, therefore the evolutionary stages are split into pre-
recombination, and post recombination epochs.
Newtonian perturbation theory is accurate enough to describe evolution of sub-
Horizon size perturbations in non-relativistic matter and this will be described
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Figure 1.1: The evolution of different species energy-density as a function of the
scale factor. At high redshifts the Universe is radiation dominated. However, the
expansion dilutes radiation more than matter and at zeq ∼ 3000, matter starts to
become the more prevalent component. Recombination takes place during matter
domination at around zrec ∼ 1300. The dilution of matter with the expansion
means that the cosmological constant eventually comes to dominate at late times.
The graph assumes a simple ΛCDM cosmology with Ωm(a = 1) = 0.3, ΩΛ(a =
1) = 0.7, Ωr(a = 1) = 4e
−5.
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in detail. However, evolution of perturbations larger than the Hubble radius,
and including relativistic species requires a general relativistic approach, a useful
pedagogical review of which is found here 1.
1.3.1 Newtonian perturbation theory
For non-relativistic matter such as baryons and CDM, Newtonian dynamics pro-
vide a very good approximation of the evolution of perturbations well inside the
Hubble radius, without resorting to a more complicated GR approach. Through-
out this section, calculations are carried out using the conformal expansion rate
where H = Ha and in conformal time where dτ = dt/a, see Appendix A.1. Start-
ing with Newtonian equations of motion for an ideal fluid of mass density ρ, and
velocity u, assuming it is non-relativistic, its dynamical behaviour is described by
the fluid equations,
Continuity ∂tρ+∇r·(ρu) = 0, (1.34)
Euler ∂tu + u · ∇ru = −1
ρ
∇rp−∇rΦ, (1.35)
Poisson ∇2rΦ = 4piGρ, (1.36)
where Φ is the gravitational potential.
Translating the equations into comoving coordinates allows one to trace the
motion of a fluid on top of the background expansion. The quantities of inter-
est are small perturbations in background dynamics previously described by the
Friedmann equations. The evolution of perturbations is modelled by adding small
deviations to the background values and solving under different sets of conditions.
Physical properties are commonly considered using the following parameters
ρ(x, τ)→ ρ¯(τ)(δ(x, τ) + 1), (1.37)
u(x, τ)→ Hx + v(x, τ), (1.38)
p(τ)→ p¯+ δp(τ), (1.39)
Φ(x, τ)→ Φ¯(x, τ) + φ(x, τ), (1.40)
1http://www.damtp.cam.ac.uk/user/db275/Cosmology/Chapter4.pdf
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where δ is a perturbation in the density field, v is the peculiar velocity of the fluid
i.e. the departure from the Hubble flow, δp is a perturbation in the pressure and
φ is a perturbation in the gravitational potential. Inserting these new perturbed
variables into the equations of motion and using the original equations to remove
the background contributions, the fully non-linear Newtonian equations of motion
for a perturbed system are
∇2φ(x, τ) = 4piGa2(τ)ρ¯δ(x, τ) Poisson, perturbations (1.41)
∂τδ(x, τ) +∇ · {[1 + δ(x, τ)] v(x, τ)} = 0 continuity, perturbations (1.42)
∂τv(x, τ) +H(τ)v(x, τ) + v(x, τ)·∇v(x, τ) = Euler, perturbations
−∇φ(x, τ)− ∇δp
ρ
. (1.43)
These are the basis for work carried out in Chapter 5 where calculations are ex-
tended beyond linear theory. However, truncating at linear order provides a good
description of the evolution of matter on large scales and at early times and in
some cases permits exact analytical solutions. In the following equations the (x, τ)
are dropped but implied. Linearising the above and combining them gives
∂τδ + θ = 0, (1.44)
∂τθ +H(τ)θ + 4piGa2(τ)ρ¯δ + ∇
2δp
ρ¯
= 0, (1.45)
where θ = ∇·v, is the divergence of the velocity field and the vorticity of the veloc-
ity field is assumed zero. Taking the time derivative of Eq. 1.44 and substituting
in Eq. 1.45,
∂2τ δ +H(τ)∂τδ = 4piGa2(τ)ρ¯δ −
∇2δp
ρ¯
. (1.46)
This is an important equation describing the linear growth of perturbations in
Newtonian theory. Different terms in the equation provide an intuitive description
of the processes involved. The second term on the LHS describes the friction that
opposes the growth of perturbations due to the expansion of the Universe, the first
term on the RHS describes gravitational enhancement of growth and the last term
describes how pressure suppresses growth.
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The Jeans length
When considering a barotropic fluid, the perturbation in pressure can be written
as
δp =
∂p
∂ρ
ρ¯δ ≡ c2sρ¯δ, (1.47)
where cs is the sound speed in the fluid. Fourier transforming the equation gives
the Jeans Equation [54],
∂2τ δk +H(τ)∂τδk =
(
4piGρ¯a2 − k2c2s
)
δk, (1.48)
where subscript k in this case implies (k, τ). These are in comoving coordinates
where a comoving k is a physical k multiplied by a. The comoving Jeans wave
number kJ is defined as
kJ ≡
√
4piGρ¯a2
cs
, (1.49)
with corresponding comoving Jeans wavelength,
λJ ≡ cs
√
pi
Gρ¯a2
. (1.50)
The Jeans equation [54] is then
∂2τ δk +H(τ)∂τδk =
(
k2J − k2
)
c2sδk. (1.51)
As the system has two solutions depending on whether the RHS of Eq. 1.51 is
positive or negative, the Jeans wavenumber splits the evolution of perturbations
into two possible outcomes dependent on their size.
The first outcome is perturbations smaller than the Jeans length with k >> kJ ,
the function then describes a damped harmonic oscillator with frequency kcs.
Perturbations oscillate but their amplitude is damped in time by the frictional
effect of the Hubble term. The second outcome is for perturbations larger than
the Jeans length, where k << kJ , in this case, perturbations will grow or decay
under the influence of gravity.
kJ < k Oscillations, (1.52)
kJ > k Growth or decay under gravitational instability. (1.53)
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The decaying modes dilute overdensity perturbations over time so that they be-
come negligible. For this reason, the decaying mode solutions are often ignored in
calculations that predict the form of the large scale structure at late times.
1.3.2 Pre-recombination
The high density and temperature in the early Universe enforces tight-coupling
between photons and electrons via Compton scattering which in turn couple to
protons via Coulomb scattering. The mean free path of a photon is very small
thus baryons and photons are in a state of thermal equilibrium. The mixture is
known as the photon-baryon fluid. In the following, the two fluid approximation
is made whereby CDM and the photon-baryon fluid do not interact directly only
via gravity.
CDM perturbations pre-recombination
As will be seen, the photon-baryon fluid undergoes rapid oscillation prior to recom-
bination which, as an approximation, smooths out perturbations in the fluid, and
CDM can be considered the only perturbed component. Therefore Eq. 1.51 can
be used where the pressure is set to zero and the relation 4piGρ¯ma
2 = 3
2
Ωm(τ)H2,
is used to show
∂2τ δk +H(τ)∂τδK =
3
2
Ωm(τ)H2δk. (1.54)
As Ωm is small during radiation domination, the last term is approximately zero.
The equation describing evolution of a CDM perturbation during radiation domi-
nation is then
∂2τ δk +H(τ)∂τδk = 0, (1.55)
which has the solution
δk = A+B ln(a). (1.56)
In the Newtonian approximation, all perturbations in CDM grow logarithmi-
cally during radiation domination as their Jeans scale is zero. However, the pre-
recombination era is not strictly radiation dominated, but spans the transitional
period of matter-radiation equality. By recasting the Jeans equation in terms of a
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new variable y encoding the relative densities of matter and radiation, the evolu-
tion of CDM perturbations in the intermediate regime can be calculated from the
Meszaros equation [55],
y ≡ a
aeq
− ρ¯m
ρ¯γ
, (1.57)
d2δ
dy2
+
2 + 3y
2y(y + 1)
dδ
dy
− 3
2y(y + 1)
δ = 0. (1.58)
The equation has solutions
δ(y) = Aδ1(y) +Bδ2(y), (1.59)
where
δ1(y) = 1 +
3
2
y, (1.60)
δ2(y) = 3
√
1 + y −
(
1 +
3
2
y
)
ln
√
1 + y + 1√
1 + y − 1 , (1.61)
and A and B are constants. In the limit of radiation and matter domination the
solutions reduce to the linear Newtonian perturbation values, and show that in in-
termediate regimes the evolution of CDM perturbations makes a smooth transition
between these two solutions.
Photon-baryon fluid pre-recombination
Describing the behaviour of perturbations in the photon-baryon fluid requires a
relativistic treatment, however, the Newtonian equations of motion can be modified
to find an approximate Jeans length. The modified equations are
∂2τ δ +H∂τδ = 4H2δ. (1.62)
The growing solution is δ ∝ a2 and the Jeans length in the radiation dominated
epoch becomes
λJ ≈ pi√
3a
H−1. (1.63)
In the radiation dominated epoch, and up to recombination, for perturbations
smaller than the Hubble radius, pressure in the photon baryon fluid resists gravi-
tational collapse and the fluid oscillates.
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As the quantities of interest are temperature perturbations in the fluid as well
as density perturbations, the quantity Θ = ∆T/T is defined. To show how the
evolution is calculated, the solutions to relativistic fluid equations are stated but
not derived here. The two equations below are the relativistic continuity and Euler
equations,
δ′i + 3H(c2s,i−wi)δi = −(1 +wi)(∇ · vi− 3Φ′) relativistic continuity, (1.64)
vi
′ +H(1− 3c2s,i)vi =
−c2s,i
1 + wi
∇δi −∇Ψ relativistic Euler, (1.65)
where i specifies the particle species and a dash indicates a derivative with respect
to conformal time. The Ψ and Φ terms here are the Bardeen potentials chosen as
a specific combination of metric perturbations that are invariant under coordinate
transform. In the Newtonian gauge, they are related by the metric equation
ds2 = a2(τ)
[
(1 + 2Ψ)dτ 2 − (1− 2Ψ)δijdxidxj
]
. (1.66)
The tight coupling limit is the assumption that vγ = vb and a parameter is
introduced quantifying the momentum density ratio of baryons to photons,
R ≡ (ρb + Pb)vb
(ργ + Pγ)vγ
=
4
3
ρb
ργ
. (1.67)
The continuity equation in terms of photon properties reads
(Θ + Ψ)′ = −1
3
∇ · vγ, (1.68)
where the temperature gradient is related to the photon density by Θ = δγ/4,
and Φ = Ψ. The combination Θ + Ψ is the effective temperature, or the Sachs-
Wolf term [56] includes the modification to the observed temperature anisotropy by
gravitational redshifting of a photon climbing out of a potential well. Conservation
of momentum requires that
(ρ+ P )v = (ργ + Pγ)vγ + (ρb + Pb)vb ≡ 4
3
(1 +R)ργvγ. (1.69)
Thus the Euler equation becomes
[(1 +R)vγ]
′ = −∇Θ− (1 +R)∇Ψ. (1.70)
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Fourier transforming both equations, differentiating the continuity equation and
combining them leads to the equation that describes the dynamical behaviour of
a temperature perturbation moving as a sound wave through the photon-baryon
fluid [57, 58, 59, 60]. It is a function of the gravitational potential and the relative
density of photons and baryons.
[(1 +R)Θ′]′ +
k2
3
Θ = −(1 +R)k
2
3
Ψ− [(1 +R)Ψ′]′ . (1.71)
The tight coupling of baryons and photons means evolution of baryon pertur-
bations follows that of the temperature gradient of the fluid, and δb = 3Θ, the
analogous expression describing the propagation of a baryon perturbation in the
photon-baryon fluid [61] is
[(1 +R)δ′b]
′
+
k2
3
δb = −(1 +R)k2Ψ− [3(1 +R)Ψ′]′ . (1.72)
The equations above describe a forced damped harmonic oscillator where per-
turbations travel though the fluid as sound waves creating regions of compression
and rarefaction. Wave propagate with speed dependent on R,
c2s =
1
3
(1 +R)−1 (1.73)
up until recombination. The oscillations are known as acoustic oscillations.
1.3.3 Recombination and decoupling
The expansion and cooling of the Universe allowed electrons and protons to com-
bine and form neutral hydrogen in a process called recombination. A diminished
electron number density led to decoupling of photons from the fluid increasing
their mean free path to the size of the Universe. Decoupling refers to the time
when photons had become completely free from the matter and occurs slightly
after recombination, around redshift zdec ∼ 1100. As photon density exceeds that
of baryon density, baryons are temporarily dragged along by the photon motion.
They decouple at what is known as the drag epoch zdrag. When the species decou-
ple, the temperature gradient of the fluid is imprinted on the photon distribution,
and density perturbations are imprinted onto the baryon distribution.
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The distance a sound wave can travel up until decoupling/drag epoch is called
the sound horizon in the photon/baryon distribution,
rs(t
′) = a0
∫ t′
0
cs(t)
a(t)
dt, (1.74)
and corresponds to the location of the first compression of the sound wave at
decoupling/drag.
The largest temperature or density variation in the photon-baryon fluid occurs
when a wave undergoes its first compression, the next largest when it undergoes
first rarefaction, then next compression and so on. The amplitude of a perturba-
tion at an extrema decreases with increasing wavenumber as progressively photons
in the photon-baryon fluid diffuse into lower density regions smoothing out tem-
perature and density extrema. This effect increases with the mean free path of
a photon which continually increases particularly after recombination. Diffusion
damping of temperature and density perturbations, or Silk damping [62], means
when the diffusion length is comparable to the wavelength of the perturbation,
temperature and density variations get washed out. This provides a natural limit
to the scale of primary perturbations that can be inferred from the CMB and
BAO probes ultimately enforcing an upper bound to measurement precision of the
sound horizon.
To calculate the amplitude of temperature fluctuations, neglecting small terms
in Eq. 1.71, the function is simplified to
[Θ + (1 +R)Ψ]′′ + csk2 [Θ + (1 +R)Ψ] = 0. (1.75)
The solution to Eq. 1.75 describes the amplitude of a temperature perturbation as
a function of its wavenumber at decoupling where
(Θ + Ψ)dec ∝ (1 + 3R) cos(krs)− 3R. (1.76)
The extrema of the function occurs at wavenumbers k = npi/rs(tdec), where n=
1,2,3 etc with the largest peak at n = 1. As seen in the next subsection these
are the locations of the peaks in the angular power spectrum measured from the
temperature distribution of the CMB.
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The velocity of baryon perturbations at the drag epoch is dominant to the
density perturbation, and the velocity function is out phase by pi/2 compared to
the density propagation. This has the effect of moving baryon perturbations with
high k modes pi/2 relative to temperature anisotropies, the effect is called velocity
overshoot [63, 64]. Thus, at recombination, the amplitude of baryon perturbations
as a function of wavenumber have extrema at k = (n + 1)pi/2rs(tdrag), where n=
0,1,2,3 etc.
1.3.4 Post-recombination
The signatures imprinted in the temperature and density distributions of radia-
tion and matter during recombination, decoupling and the drag epoch provide a
wealth of information on the geometry, contents and evolution of the Universe.
However, once decoupled, perturbations in baryons and radiation follow different
evolutionary routes. Radiation, supported by its own internal pressure precisely
retains the signature of perturbations generated at decoupling but baryon and
CDM perturbations mix and evolve together under gravity.
The CMB model and method of measurement is discussed in more detail here.
Following this, the evolution of matter and the baryon acoustic signal is discussed.
The process of measuring the BAO signal is discussed in Section 1.4.
The CMB
The CMB is the decoupled radiation described above as measured at the present
day. The photon temperature at decoupling is T ∼ 3000K, but cooled and red-
shifted by the expansion of the Universe, the radiation is observed today as mi-
crowaves with temperature ∼ 3K. The first measurement of the Cosmic Microwave
Background radiation in 1965 [24], finally put to rest the notion of a steady-state
Universe and provided compelling evidence in support of the Big Bang cosmo-
logical model. Since then, the temperature distribution of the CMB has been
measured to very high precision [65, 9].
The measured energy density distribution of the CMB reveals it be be an almost
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perfect black-body, thus the energy density is related to the temperature by
B ≡ ρrc2 = αT 4, (1.77)
where B is the energy density of a black-body, α = pi
2k4B/15~3c3 with kB, the
Boltzmann constant, ~, the reduced Planck constant, and T is the temperature of
radiation. This implies
T ∝ 1
a
, (1.78)
that the temperature of CMB radiation was much higher in the past and the
Universe was much smaller.
Recent high resolution measurements of the CMB [65, 9] reveal small anisotropies
in the temperature distribution of around 1 in 105. The main cause of the fluctua-
tions is the temperature gradient trapped in the photon-baryon fluid at decoupling
as described above, however, other contributions are described below.
CMB statistics
To measure the statistical properties of temperature fluctuations, the two-point
correlation between anisotropies at different locations on the sky is computed
C(θ) ≡ 〈Θ(nˆ)Θ(nˆ′)〉, (1.79)
where nˆ points to a direction on the sky and cos(θ) = nˆ · nˆ′. Expanding these terms
in spherical harmonics calculates the strength of the signal at different angular
separations
Θ(nˆ) =
∞∑
`=1
∑`
m=−`
a`mY`m(nˆ), (1.80)
where a`m indicates amplitude of the signal. Assuming the fluctuations are gener-
ated by a random Gaussian field of perturbations at inflation, 〈a`m〉 = 0 and the
statistic of interest is the variance. The angular power spectrum is defined as
C` = 〈|a`m|2〉. (1.81)
The assumption that the Universe is isotropic means that the result is only de-
pendent on the ` coordinate. The angular power spectrum of the CMB matches
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Figure 1.2: The angular power spectrum `(`+ 1)C`2pi of temperature anisotropies
measured in the primary CMB [9]. The model in green is a 6-parameter ΛCDM
model. The scale is changed from logarithmic to linear on the horizontal axis at
`=50 to better show the large scale data. The model and the data match extremely
well giving tight constraints of cosmological parameters.
predictions of a flat ΛCDM cosmology extremely well. The most recent results are
shown in Fig. 1.2 highlighting the proximity of observations to the model.
Generation of temperature anisotropies
Anisotropies in the temperature of the observed CMB stem from several physical
processes and are categorised as either primary or secondary anisotropies. Primary
anisotropies are manifest at the surface of last scattering. The main contributions
are,
• perturbations in photon temperature from acoustic oscillations in the photon-
baryon fluid prior to recombination, as shown above,
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• gravitational redshift of photons emerging from potential wells at the surface
of last scattering, as shown above,
• Doppler shifting induced by the velocity overshoot of baryons at the surface
of last scattering, as discussed above,
• Silk damping, as described above.
Secondary anisotropies occur after decoupling and include the Integrated Sachs-
Wolf Effect [56] which describes the change in redshift of a photon passing through
an evolving potential well between the surface of last scattering and the observer.
Photon energies are also modified when they pass through hot gas present inside
clusters of galaxies, known as the Sunyaev-Zeldovich (SZ) effect [63]. The temper-
ature anisotropies induced by the SZ effect provide a useful tool for identifying the
locations of galaxy clusters which can be used to constrain cosmological parameters
as shown in Section 1.4.
Once the dipole induced by the relative motion of the solar system compared
to the CMB is removed, the main contributions to the observed fluctuations are
Θobs(nˆ) = (Θ + Ψ + nˆ · vb)zdec +
∫ τ0
τ∗
dτ (Ψ′ + Φ′) , (1.82)
where the first three terms are the values at last scattering, Θ+Ψ is the Sachs-Wolf
term, and nˆ · vb is the Doppler term. The last term is the integrated Sachs-Wolf
term. The Sachs-Wolf term was shown previously in Eq. 1.76 and the Doppler
term is generated by the velocity of the fluid, thus it is out of phase by pi/2 where
vb ∝ sin(krs). (1.83)
However, the Sachs-Wolf term is dominant to the Doppler term so the C` spectrum,
will be maxima at
`max =
piχls
rs
. (1.84)
The ` term is inversely proportional to the angular scale, and the observed angle
subtended by the projected feature on the sky depends on the geometry of the
Universe through the comoving distance to the surface of last scattering χls. From
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the Sachs-Wolf term in Eq. 1.76, it is seen that the ratio of n=odd and n=even
peak heights is (1+6R)2. The relative peak sizes from odd to even therefore (from
the definition of R) provide a measurement of the parameter Ωbh
2. The matter
density parameter can be measured from the relative height of the peaks compared
to the large scale plateau. The effects of dark energy increases the late ISW effect
enhancing the low ` plateau of the spectrum.
In reality, the model shown in Fig. 1.2 has input from solutions to a large num-
ber of coupled differential equations, known as the Boltzmann Equations, which
simultaneously account for the relativistic fluid equations whilst accounting for
interspecies interactions to track the evolution of perturbations away from the
initial primordial power spectrum. Code is available that solves these equations
numerically [66, 67, 68]: these are widely used to generate predictions of the CMB
spectrum and linear matter power spectrum for a set of cosmological input param-
eters. The model CMB angular power spectrum fits the data exceptionally well.
Measurements of the temperature distribution of the CMB have revolutionised
modern cosmology, with parameters typically constrained to percent level preci-
sion. The first detection of large scale anisotropies in the radiation by the COBE
satellite [47] earned John Mather and George Smoot a Nobel prize and spurned
two further missions, WMAP [69] and Planck [9], leading to our current era of
precision cosmology.
As seen, CMB data provides a very accurate snapshot of the high redshift
Universe. Here, the parameters derived from the Planck angular power spectrum
are shown. The angular scale of the first peak provides a measurement of the
comoving sound horizon projected at the surface of last scattering rs/DA(ls) =
(1.04148±0.00066)×10−2. The relative height of the second peak measures Ωbh2 =
0.02207± 0.00033, the 3rd and higher peaks measure Ωmh2 = 0.1423± 0.0029 [9].
The location of the first peak in combination with other data strongly constrains
the curvature parameter and is consistent with a flat geometry.
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Baryon Acoustic Oscillations
The same oscillatory behaviour of the photon baryon fluid at decoupling imprinted
in temperature distribution of the CMB, transfers a signature pattern into the
density distribution of baryons called baryon acoustic oscillations.
The propagation of baryon perturbations within the photon-baryon fluid prior
to recombination behave as a damped harmonic oscillator as shown in Eq. 1.72.
The fluid stalls as the photon density falls during recombination but baryons con-
tinue to be swept along by the motion of photons up until the drag epoch. Once the
baryon perturbation is completely decoupled from the photons, a higher density
spherical shell of baryonic material is deposited around a central dark matter over-
density. As discussed in Subsection 1.3.3, the amplitude of baryon perturbations
have extrema at wavenumbers k = (n− 1)pi/2rs(zdrag) in Fourier space.
The evolution of baryon perturbations becomes dependent on the gravitational
potential sourced by both CDM and baryons, (ρ¯mδm) = (ρ¯cδc + ρ¯bδb). Likewise for
CDM perturbations, thus the two species evolve as
∂2τ δb +H(τ)∂τδb = 4piGa2(τ)( ¯ρcmδcm + ρ¯bδb), (1.85)
∂2τ δcm +H(τ)∂τδcm = 4piGa2(τ)( ¯ρcmδcm + ρ¯bδb), (1.86)
where δcm is a CDM perturbation. The two equations can be combined where
(δb − δcm)′′ +H(δb − δcm)′ = 0. (1.87)
The two solutions are
(δb − δcm) ∝ const or ∝ τ−1, (1.88)
As seen, δm evolves ∝ a ∝ τ 2. The ratio of amplitudes of baryon and CDM
perturbations is
δb
δcm
=
ρ¯mδm + ¯ρcm(δb − δcm)
ρ¯mδm − ρ¯b(δb − δcm) → 1, (1.89)
Therefore the two perturbations mix and evolve together as dark matter falls to-
wards the baryon perturbation and vice-versa. An imprint of the scale of the
comoving sound horizon remains in the overall matter distribution where it ap-
pears as a the radius of a spherical shell of higher density surrounding a large
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central overdensity. The extrema in Fourier space located at the same wavenum-
bers described above. The features are not isolated and any region of space will
contain many overlapping shells.
As discussed previously, a prediction of the linear matter power spectrum after
the drag epoch can be generated using the Boltzmann codes. A transfer function
T (k), quantifies the scale dependent processing of the primordial power spectrum
generated by inflation (Eq. 1.33) and so describes the shape and features in the
linear power spectrum. The amplitude of the linear matter power spectrum at
different redshifts is determined by the scale independent linear growth factor
D(τ,Ωm,ΩΛ), which will be described in more detail below. The linear power
spectrum model is then
P (k, z) = D2(z)T (k)2Pprim(k). (1.90)
The linear baryon acoustic signal is encoded in the transfer function and appears
as intermediate scale oscillatory features in the power spectrum. The linear model
is accurate on large scales and at high redshifts, as the acoustic scale is large,
rd ∼ 150Mpc, it remains a robust feature to low redshifts.
The process of using the BAO feature as an observational probe of the expan-
sion rate and geometry of the Universe is described in more detail in the next
section.
Evolution of matter perturbations, matter domination
For a fluid with negligible pressure, density perturbations in Eq. 1.46 are described
by a second-order differential equation which has two solutions. The density per-
turbation can be expressed in terms of separate temporal and spatial dependent
components,
δ(x, τ) = D(τ,Ωm,ΩΛ)δ(x) + decaying sol’n, (1.91)
where D is the linear growth factor. Only growing mode solutions will be consid-
ered. For the peculiar velocity field, Fourier transforming Eq. 1.44 gives
∂τδ(k, τ) + ik·v(k, τ) = 0, (1.92)
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and using the new expression for δ,
v(k, τ) =
iδ(k, τ)
k
dD(τ,Ωm,ΩΛ)
D(τ,Ωm,ΩΛ)dτ
. (1.93)
This is commonly written as a function of the the linear growth function, denoted
f where
f(τ,Ωm,ΩΛ) ≡ 1H(τ)
d lnD(τ,Ωm,ΩΛ)
dτ
. (1.94)
The divergence of the velocity field is then
θ(x, τ) = −H(τ) [f(τ,Ωm,ΩΛ)D(τ,Ωm,ΩΛ)δ1(x) + decaying sol’n] . (1.95)
Combining these equations for a pressureless fluid with the Friedmann equations
one can find the linear solutions for different cosmological models.
Einstein de Sitter cosmology, ΩΛ = 0, Ωm = 1
After matter-radiation equality but prior to dark energy domination, it is rea-
sonable to describe the Universe with an Einstein de Sitter, flat cosmology (see
Fig. 1.1), where Ωm = 1, ΩΛ =0. For a pressureless fluid, the equation of motion
of for perturbations becomes
∂2τ δ +H∂τδ =
3
2
H2δ. (1.96)
As a ∝ t2/3 ∝ τ 2 in this regime, then H = 2/τ , applying the ansatz δ ∝ τn,
the growing solution is straightforward to calculate as δ ∝ τ 2 ∝ a. Thus for a
pressureless matter perturbation in a flat matter dominated Universe, the pertur-
bation grows linearly with the scale factor, and the growth of the amplitude is
scale independent.
D(τ, 1, 0) = a(τ) and f(τ, 1, 0) = 1. (1.97)
Flat geometry, ΩΛ 6= 0, Ωm 6= 0
For a scenario with contributions from both Ωm and ΩΛ, the solution is [70]
D(a,Ωm,ΩΛ) = H(a)Ωm
5
2
∫ a
0
da
a3H(a)3
. (1.98)
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For a spatially flat Universe this can be approximated as [71],
D(a,Ωm,ΩΛ) ≈ 5
2
aΩm
[
Ω4/7m − ΩΛ + (1 + Ωm/2)(1 + ΩΛ/70)
]−1
. (1.99)
The linear growth function is often written as
f(Ωm) = Ω
γ
m, (1.100)
and from the linear growth equation, Eq. 1.46 combined with the Friedmann equa-
tions for a spatially flat Universe, to very good approximation the growth function
is [72]
γ = 0.6. (1.101)
Including the cosmological constant as shown by [73] requires a small correction
f(Ωm,ΩΛ) ≈ Ω0.6m +
ΩΛ
70
(1 + 0.5Ωm) . (1.102)
These are the scale independent linear growth equations that trace the evolution
of matter density perturbations during matter domination. The shape of the lin-
ear power spectrum of matter density perturbations is not altered by gravitational
evolution during matter domination and only its amplitude changes over time.
CDM, cosmological constant dominated Universe
When the cosmological constant starts to dominate, the clustering remains mat-
ter dominated. Eq. 1.46 is still relevant, the pressure is set to zero but the scale
factor evolves as a ∝ et
√
Λ/3 and H ∼ constant. Consequentially applying this to
Eq. 1.46 means that H > 4piGρ. The solution is that matter density perturbations
either remain constant in time or are suppressed by δm ∝ a−2.
To summarise, this section has reviewed the evolution of radiation, baryon and
CDM perturbations under simplified conditions in linear Newtonian perturbation
theory. The acoustic oscillations imprinted in the matter and radiation distribu-
tion have been described, and a review of the CMB as a probe of the cosmological
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model is shown. In the next section, low redshift observational probes of the cos-
mological model are described, it is shown how measurements from these probes
provide evidence of the late time expansion of the Universe.
1.4 Late time probes of cosmology
This section reviews established observational probes of the cosmological model
designed to measure the history of the expansion rate and growth of structure
in the Universe. Each subsection reviews a different observational probe, Subsec-
tion 1.4.1 describes using the baryon acoustic feature as a standard ruler to map
the cosmological distance scale, expansion history and constrain dark energy pa-
rameters. Subsection 1.4.2 is an overview of redshift space distortions, and how
they probe the growth of structure, and test models of gravity. Subsection 1.4.3
describes weak lensing and its potential to probe the structure and evolution of
the dark Universe. Subsection 1.4.4 describes how the halo mass function mea-
sured using galaxy cluster counts can place constraints on cosmological parameters.
Subsection 1.4.5 describes the use of Supernovae Type 1a as standard candles and
describes how they altered the cosmological paradigm by providing evidence of the
late time accelerated expansion of the Universe.
1.4.1 Measuring the density field
As seen in the previous section, the evolved matter power spectrum contains the
imprint of the baryon acoustic signal [57, 63, 58]. We can therefore hope to measure
this by observing the evolved distribution of nearby galaxies. Measurements of the
overdensity field from a galaxy sample can be carried out in a similar manner to
those used to calculate anisotropies in the CMB with a few added complications,
• The density field is measured in three dimensions where the redshift com-
bined with the angular positions on the sky provide the coordinates. The
distance calculated from the redshift is cosmology dependent.
• Perturbations in matter evolve under gravitational dynamics and become
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non-linear on small scales around k & 0.1hMpc−1, but the scale increases
with decreasing redshift.
• Galaxies are biased tracers of matter.
• The peculiar velocity field alters the measured comoving distance scale via
redshift space distortions (RSDs).
Overdensities are measured counting galaxies in a region of the sky and comparing
these to the expected average background value as in Eq. 1.37. Two-point statistics
of perturbations are measured via the power spectrum in Fourier space or by the
correlation function in configuration space. Fourier transforming the overdensity
field,
δ(k) =
∫
d3xδ(x)eik·x, (1.103)
the power spectrum is defined as
(2pi)3δD(k + k′)P (k) = 〈δ(k)δ(k′)〉. (1.104)
where the angle brackets denote the expectation value that describes the ensemble
average. One can compute the correlation function from the power spectrum as
they are Fourier pairs,
ξ(r) =
∫
d3k
(2pi)3
P (k)e−ik·r (1.105)
or by counting pairs of galaxies as a function of their separation. The correlation
function measures the excess probability of finding a pair of galaxies in volume
elements dV1 and dV2 separated by a distance r compared to that expected in a
Poison distribution that has ξ(r) = 0, that is
dP12 = n
2(1 + ξ(r))dV1dV2, (1.106)
where n is the mean density over the considered volume. Homogenity and isotropy
mean that the correlation function in real space is a function of |r| = r. The excess
probability of finding a pair of galaxies separated by a distance r becomes
dP = n(1 + ξ(r))dV. (1.107)
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Figure 1.3: The 2D correlation function of BOSS DR11 galaxy sample from [10].
The BAO signal is apparent as a ring surrounding the central overdensity at
100h−1 Mpc. The squashing of the signal due to linear RSDs is very prominent,
the non-linear fingers of god effect is also apparent as an elongation on small scales.
The most common method of computing the correlation function is the Landy-
Szalay estimator [74]
ξ(r) =
DD(r)− 2DR(r) +RR(r)
RR(r)
, (1.108)
where DD(r) are the normalised number of galaxy pairs, DR(r) are the normalised
galaxy random pairs and RR(r) are the normalised randoms pairs separated by r.
As the BAO feature constrains different parameters depending along the line of
sight or transverse to the line of sight, it is common to decompose the anisotropic
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correlation function into Legendre moments [75]
ξs(s, µ) = ξ0(r)P0(µ) + ξ2(r)P2(µ) + ξ4(r)P4(µ), (1.109)
where s is the radial coordinate in redshift space, µ is the cosine of angle be-
tween the line of sight and the centre of a line joining two galaxies. (the redshift
space distortions are discussed in more detail in Subsection 1.4.2), and Pi(µ) are
Legendre moments.
In linear theory, the monopole, quadrupole and hexadecapole are
ξs,0(s) =
(
1 +
2
3
β +
1
5
β2
)
ξ(r), (1.110)
ξs,2(s) =
(
4
3
β +
4
7
β2
)[
ξ(r)− ξ¯(r)] , (1.111)
ξs,4(s) =
8
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β2
[
ξ(r) +
5
2
ξ¯(r)− 7
2
ξ¯(r)
]
, (1.112)
where
ξ¯(r) =
3
r3
∫ r
0
ξ(r′)r′2dr′, (1.113)
ξ¯(r) =
5
r5
∫ r
0
ξ(r′)r′2dr′, (1.114)
and β = f/b.
BAO as standard ruler
The baryon acoustic signal is encoded in the two-point power spectrum or corre-
lation function measured from a galaxy sample. It appears as intermediate-scale
oscillations in the power spectrum or as a peak in the correlation function cen-
tred on the comoving sound horizon in configuration space. Precise measurement
of the projected comoving sound horizon at the surface of last scattering in the
angular power spectrum of the CMB means the BAO signal measured at differ-
ent redshifts can be used as a standard ruler to build up a cosmology dependent
distance-redshift picture. The angular diameter distance DA(z) and Hubble pa-
rameter H(z) are inferred via measurement of the angle subtended by the BAO
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feature ∆θ and the change in redshift along the line of sight ∆z where
DA(z) =
rs
∆θ(1 + z)
H(z) =
c∆z
rs
. (1.115)
The spherically averaged power spectrum or correlation function can be used to
infer an isotropic distance measurement from a combination of these measurements
[44]
DV (z) =
[
(1 + z)2D2A(z)
cz
H(z)
]1/3
. (1.116)
In practice the baryon acoustic feature is isolated by parameterising over nui-
sance broadband features in the power spectrum or correlation function as shown
in subsection 2.4.2. The quantities DV (z)/rs, DA(z)/rs, H(z)rs are measured us-
ing dilation parameters α, α‖, α⊥, that quantify the expected BAO position in a
fiducial model compared to the observed scale of the feature. This process in terms
of the measured spherically averaged galaxy power spectrum is described in de-
tail in subsection 2.4 including prescriptions for optimal weighting of the observed
density field, shot noise removal and treatment of systematic errors.
The acoustic feature was first detected in [76, 77], since then it has been mea-
sured in a number of surveys with results published in [78, 44, 79, 80, 81, 82, 83,
84, 85, 46, 45, 86, 87, 88, 3, 5, 4, 89, 6].
The current state of the art detections come from the BOSS DR11 galaxy
samples measured at effective redshifts z = 0.57, z = 0.32. The BAO feature is
detected to > 7σ significance in the high redshift sample [3] with isotropic dis-
tance measurements DV (0.32) = (1264 ± 25Mpc)(rs/rs,fid), DV (0.57) = (2056 ±
20Mpc)(rs/rs,fid) and anisotropic measurementsDA(0.57) = (1421±20Mpc)(rs/rs,fid)
and H(z) = (96.8± 3.4km/s/Mpc)(rs,fid/rs).
The BAO feature in the 2D correlation function of the BOSS DR11 CMASS
galaxy sample is shown in Fig. 1.3. The secondary overdensity is apparent at
100h−1 Mpc from the central overdensity. Chapter 3 presents plots of the BAO
feature in both the spherically averaged power spectrum and correlation function
for a range of galaxy samples. A DV (z)(rs,fid/rs) versus redshift diagram from
BAO measurements is shown in Fig. 1.4 and shows very good agreement with
predictions made from CMB data.
37
Figure 1.4: The distance redshift relation measured in a number of galaxy redshift
surveys from the BAO feature is shown compared to the 1σ predictions made by
the Planck for a ΛCDM flat cosmology. The plot is taken from the most recent
BOSS collaboration paper [3].
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Non-linearities in the overdensity field become more prevalent to lower redshifts
where one would expect measurements of the acoustic signal to yield the best
constraints on dark energy parameters. The linear BAO signal is degraded by
non-linear structure formation and bulk flows of matter, and the power spectrum
deviates from the linear model assumed by Eq. 1.90. The degradation of the BAO
signal reduces the precision to which it can be measured. To make competitive
cosmological parameter measurements using the low redshift BAO probe, the non-
linear processing of the signal needs to be well modelled and if possible undone.
The effects of non-linear structure formation on the acoustic signal are predicted
in [61] a modified transfer function accounting for the signal degradation is shown
in [90]. The work in this thesis is motivated by the idea that non-linear processing
of the matter overdensity can be reversed to increase the measurement precision
of linear signals in data, and this idea will be revisited in detail throughout the
following chapters.
The large scale of the feature combined with shot noise and cosmic variance
require galaxy surveys that cover large volumes of the Universe for a high signal
to noise measurement. Future galaxy spectroscopic redshift surveys have been de-
signed covering large volumes to extract precision distance measurements from the
BAO signal at different redshifts. The eBOSS (extended BOSS) survey will mea-
sure the distance scale to an effective redshifts z = 0.8, z = 0.9, z = 1.5, z = 2.5
with forecast distance measurement precision 0.9%, 1.8%, 2.0%, 1.1% respectively.
The DESI (Dark Energy Spectroscopic Instrument) survey aims to make mea-
surements at effective redshifts z = 0.7, z = 1.6, z = 1.5, z = 2.2 with precision
0.6%, 1.0%, 0.5%, 1.0% respectively. The Euclid [91] satellite will measure the po-
sitions and spectroscopic redshifts of ∼ 2.5 × 107 galaxies in a redshift range
0.9 < z < 1.8. Forecasts predict that the BAO signal will increase the precision of
distance measurements by an order of magnitude.
1.4.2 Redshift space distortions
Galaxy redshifts are measured comparing observed spectra to characteristic spec-
tral features of known frequency. Peculiar motions along the line of sight alter
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the redshift due to pure Hubble flow. The result is a perceived compression of a
spherical overdense region (oblate, -ve quadrupole moment), or elongation of an
under dense region in the linear regime, where galaxies fall towards the centre
of the overdensity/away from an under dense region. The particular point where
the peculiar velocity cancels out the Hubble flow is known as turnaround. In this
instance spherical densities appear flat with no radial width. In the non-linear
regime overdense regions appear to be elongated (prolate, +ve quadrupole mo-
ment) as the orbital motion of galaxies gives an apparent overdensity signal that
is smeared out along the line of sight, these are called Fingers of God.
Fig. 1.3 shows the measured 2D correlation function of the BOSS DR11 galaxy
sample [3], both of these effects can be seen.
For a flat cosmological model with Ωm 6= 0 and ΩΛ 6= 0, the linear growth rate
of perturbations is well approximated by Eq. 1.101. The weak dependence on the
cosmological constant means that f can be approximated as [92, 93]
f ≈ Ωγm. (1.117)
The quantity fσ8 or f/b can be measured in the linear redshift space distortion
signal. In the ΛCDM model, γ is given by Eq. 1.101, thus combined probe mea-
surements can break the degeneracy of these parameters and provides a method
of distinguishing between different models of gravity [94] through the growth of
structure.
The linear RSD signal is extracted from the measured overdensity field in
redshift space via Kaiser’s model [95]. A position in redshift space is related to
the real space position by
s = r + (v · rˆ)rˆ, (1.118)
where s is the redshift space coordinate, r is the real space coordinate and the
velocity is expressed in units of the Hubble constant. The Jacobian that relates
both coordinate systems can be written in spherical coordinates where the angular
dependences are identical therefore
J =
∣∣∣∣dsidrj
∣∣∣∣ (1.119)
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The number density of galaxies in a given region is the same in redshift space and
real space,
ρs(s)d
3s = ρ(r)d3r. (1.120)
which in terms of the Jacobian is
ρs(s)d
3s = ρ(r)J−1. (1.121)
This can be expressed in terms of the overdensity and multiplied by the Jacobian
calculated from Eq. 1.118
1 + δs(s) =
ρ¯(r)
ρ¯(r + vrˆ)
[1 + δ(r)]
(
1 +
dv
dr
)−1
r2
(r + v)2
. (1.122)
To linearise this equation, the following assumptions are made
• |δ(r)|  1,
• |dv/dr|  1,
• |v|  r.
The small terms can be Taylor expanded
(r + v)−2 ≈ r−2
(
1− 2v
r
)
, (1.123)
(
1 +
dv
dr
)−1
≈ 1− dv
dr
, (1.124)
and second order small terms discarded. Thus Eq. 1.122 is linearised to
δs(r) = δ(r)− dv
dr
− 2v
r
, (1.125)
and from the linearised continuity equation, the velocity can be written as
v = −f∇∇−2δ(r). (1.126)
In the plane parallel distant observer approximation this equation becomes
δs(r) = δ(r) + f
∂2
∂z2
∇−2δ(r), (1.127)
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where z is the line of sight direction. Using the Fourier space transformation
∂2
∂z2
∇−2 = k2z/k2 and the definition µk ≡ zˆ · kˆ, the linear translation (in the plane
parallel limit) between mass overdensity in redshift space and real space in Fourier
space is
δs(k) = δ(k)(1 + fµ2k). (1.128)
Galaxies do not follow the exact same distribution as the dark matter, and the
relationship between the spatial distribution of galaxies and dark mater is known
as the galaxy bias. On large scales the bias tends to be a deterministic local linear
galaxy bias with the relation δg = bδ where b is the galaxy bias and δg is the galaxy
overdensity. Accounting for this Eq. 1.128 becomes
δsg(k) = δg(k)(1 + βµ
2
k), (1.129)
where β = f/b. Linear redshift space distortions have the effect of boosting the
amplitude of the redshift space (observed) power spectrum where
P sgg(k, µ) = (1 + βµ
2
k)
2Pgg(k), (1.130)
and the effect is strongest along the line of sight where µk = 1. The parameter β
can be measured by comparing the monopole and quadrupole of the anisotropic 2-
point statistics of the data. However, a more sophisticated method was proposed in
[96], who exploit the fact that peculiar velocities trace the full matter distribution,
to separate the bias and linear growth rate dependencies of the power spectrum
estimator. In terms of both the matter and galaxy over density, Eq. 1.129 can be
written as
δsg(k) = δg(k) + fµ
2
kδm(k). (1.131)
Thus the power spectrum can be decomposed into 3 terms, with different angular
dependences that are scaled by different parameters. Importantly, as the Pmm term
is independent of galaxy bias, normalising the power spectra by an anisotropic
σ8(µ) allows one to factor out the shape of the linear power spectrum leaving the
equation
σ28,g(µ) = (bσ8,mass)
2 + 2µ2(brσ8,mass)(fσ8,mass) + µ
4(fσ8,mass)
2, (1.132)
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Figure 1.5: Constraints on γ and Ωm from combining BOSS DR11, CMB, SNe1a,
BAO and H0 measurements [10]. The result is consistent with GR at the 1 σ level.
where r is the correlation coefficient between matter and galaxy fields. The angu-
lar dependence decouples the bσ8,mass, brσ8,mass and fσ8,mass terms. Thus measure-
ments of the anisotropic power spectrum amplitude at large scales provides a bias
independent measurement of fσ8,mass which can be used to constrain dark energy
models [97]. Recent measurements of fσ8 and γ from the BOSS DR11 data sample
at effective redshift z = 0.57 [10], are at 6% and 16% precision level respectively
and show agreement with GR and good agreement with the standard model.
Fig. 1.5, taken from [10], shows constraints on the γ and Ωm from a combination
of measurements from RSD [10], CMB [9], SNe1a [98] and BAO [45, 3, 46]. The
measurements are consistent with GR to 1σ.
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1.4.3 Weak Lensing
The observed shape and size of galaxies appear distorted as their light follows null
geodesics through high density foreground regions of the Universe in a process
known as weak lensing. The distortion depends on the projected distribution of
matter and the cosmological angular distances between observer, lens and source.
Statistical analysis of the shape distortions thereby provide a tool to measure the
projected distribution of matter in the Universe and measurements in tomographic
redshifts bins allow one to build up a 3D map of the large scale structure. The
weak lensing signal is a powerful method of measuring the amplitude of the matter
power spectrum, σ8, as it probes the matter distribution directly independent of a
galaxy bias model. Measurements of the growth rate of structure, provide a probe
of gravity and place constraints on DE parameters.
The signal, however, is weak. Galaxy shape/size distortions are typically small,
around 1%, meaning detections are limited by the knowledge of point spread func-
tion of the imaging data, which is distorted by atmospheric seeing and the reso-
lution of instrumentation. Furthermore, the intrinsic shape and size of any one
galaxy are unknown. The expected size of a galaxy at a given redshift is difficult to
predict. However, in the absence of lensing, for a large ensemble of uncorrelated
galaxies, the average intrinsic elliptically is expected to be zero. Therefore the
location of intermediate structure can be inferred via the statistical coherence of
shape distortions away from their expected average in a galaxy sample. Achieving
a high signal to noise measurement requires a large number of well imaged galax-
ies at known redshifts. The shape distortion signal is quantified by the two-point
shear correlation function,
ξγiγj(θ) = 〈γi(θi)γ∗i (θj)〉, (1.133)
where γ is the shear of the galaxy shape. The Limber approximation [99] relates the
statistics of the projected angular power spectrum to the integral over the statistics
of the 3D spatial power spectrum of galaxies. Therefore the shape distortion signal
can be expressed in terms of the projected mass density power spectrum in Fourier
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space as [100, 101]
Cγiγj(`) =
∫ ∞
0
dz
Wi(z)Wj(z)
χ(z)2H(z)
Pmm
(
`
χ(z)
, z
)
, (1.134)
where W (z) is the lensing efficiency function, described in more detail in [102]. In
the linear low redshift regime, the 2D cosmic shear power spectrum is ∝ Ωmσ8, it
is sensitive to many cosmological parameters and thus useful when combined with
measurements from other observational probes.
The CFHT Lensing Survey (CFHTLens) imaged the shape and measured the
photometric redshifts of 4 million galaxies [103, 104] with a median redshift of z =
0.7. The 2D shear correlation function measurement constrained σ8(Ωm/0.27)
0.6 =
0.79± 0.03, in flat ΛCDM, from the lensing signal alone [105]. The tomographical
cosmic shear correlation function was measured in 6 redshift bins combined with
CMB measurements from WMAP, BAO measurements from BOSS, and an H0
prior from the HST, enabled joint cosmological parameters constraints of σ8 =
0.799±0.015, Ωm = 0.271±0.010 for a flat ΛCDM cosmology, and w = −1.02±0.09
for a flat CDM Universe [106].
As the weak lensing probe has great potential to map out and measure the
evolution of the dark Universe, future surveys have been designed to drive the up
signal to noise of the signal. This is achieved by coverage of a larger sky area and
at a greater depth, reducing the effects of atmospheric seeing and improving the
quality of photometric redshift measurements of the lensed galaxies. Three major
weak lensing surveys are planned. The Large Synoptic Survey Telescope [107] will
be the largest ground based weak lensing probe for the next two decades, and
Euclid [91] and WFIRST [108] are both space based missions. Each of these has
the potential to image and measure the redshifts of ∼ 108−9 galaxies which should
vastly improve the quality of the weak lensing signal, and enable tight constraints
on dark energy.
1.4.4 Clusters of galaxies
The size of a typical galaxy cluster marks the transition scale of overdensity pertur-
bations between the internal dynamics of the non-linear regime subject to evolution
45
via astrophysical processes, and the distribution which is within the quasi-linear
and linear regimes well described by gravitational dynamics. From the latter, the
predicted population of dark matter halos for a given mass range can be com-
pared to the observed abundance of galaxy clusters, and cosmological parameters
constrained via the halo mass function.
The halo mass function defines the predicted number density of virialised halos
at a given redshift with mass in the region [M,M + dM ]. In Press-Schechter
theory [109], smoothing the overdensity on the mass scale δm, the mass function is
derived calculating the fraction of matter exceeding a critical overdensity δc. The
critical density describes the overdensity threshold over which a perturbation is
expected to collapse and is linearly interpolated to a given redshift via the linear
growth rate given in Eq. 1.91, where
δc ≈ 1.686D(0)
D(z)
. (1.135)
Assuming δm has a Gaussian distribution, the probability that the smoothed field
will have δm > δc is
p>δc(M, z) =
1√
2piσM(z)
∫ ∞
δc
exp
(
− δ
2
m
2σM(z)2
)
dδm (1.136)
where σM is the variance at the mass scale defined as
σ2M = σ
2
R =
1
2pi2
∫
dkk2P (k)W 2R(k), (1.137)
and WR is a window function that smooths the overdensity on scale R ∝ (M/ρ¯)1/3,
thus setting the mass scale. The Press-Schechter mass function is then
dn(M, z)
dM
=
2
VM
∂p>δc(M, z)
∂M
, (1.138)
where the factor of 2 is inserted to account for the under dense regions. Inserting
the expression for p>δc , this becomes
dn(M, z)
dM
=
√
2
pi
ρ¯
M2
δc
σR(z)
∣∣∣∣d log σR(z)d logM
∣∣∣∣ exp(− δ2c2σR(z)2
)
. (1.139)
The value of R is usually set at 8h−1 Mpc, chosen for historical reasons as early red-
shift surveys measured σ8 ≈ 1 [110]. As σ8 is dependent on P (k), in linear theory,
46
it is dependent on the linear growth factor D(τ,Ωm,ΩΛ) described in Eq. 1.91, and
thus the mass function measured at a range of redshifts can be used to constrain
cosmological density parameters.
The Press-Schechter formula was published in 1974 but has recently been up-
dated using predictions made by high resolution N-body simulations, for example
f(σM , z) =
M
ρ¯
dn(M, z)
d lnσ−1M
(1.140)
with
f(σM) = A
[(σ
b
)−a
+ 1
]
e−c/σ
2
, (1.141)
where the constants A, a, b, c are calibrated by the simulations [111]. Observation-
ally, galaxy clusters are identified and counted in the optical band, the X-ray band
and also via the Sunyaev-Zeldovich effect on the CMB described in Section 1.3.
To summarise, measurements of the mass function of nearby galaxy clusters
place constraints on the amplitude of the power spectrum, σ8 [112, 113, 114, 115].
The evolution of the mass function measured via galaxy clusters at a range of
redshifts allows constraints to be placed on the linear growth rate of structure
which, as previously shown, is dependent on Ωm(z) and ΩΛ(z). Weak lensing mass
estimates of clusters from future surveys will significantly help with such studies,
alleviating one of the key systematic problems of accurate mass measurement.
1.4.5 Supernovae Type 1a
The discovery of the accelerated expansion of the Universe via the magnitude-
redshift relationship of SNe1a [26, 11] marked a turning point in the cosmological
paradigm and and resulted in the 2011 Nobel prize in physics.
Supernovae Type 1a are thermonuclear explosions induced by gravitational
collapse driven by the accretion of matter on to a white dwarf star from a binary
companion. Collapse occurs at known mass called the Chandresekhar mass. The
absolute luminosity of the event is not known, but the Phillips Relation [116]
describing the connection between peak brightness and rate of decline in luminosity
in an observed population of these events acts as a calibration mechanism enabling
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them to be used as standard candles. The measured flux allows one to infer a
(geometry and expansion dependent) distance measurement via the inverse square
law. The distance measurement is called the luminosity distance dL where
F = L
4pid2L(z)
, (1.142)
L is the absolute luminosity and F is the observed flux. The luminosity distance
depends on the geometry and expansion rate. For a flat Universe,
dL(z) ≡ (1 + z)χ(z), (1.143)
for non zero curvature dL(z) is dependent on Ωk directly. Comparing the mea-
sured luminosity distance at different redshifts to expected luminosity distances
assuming a cosmological model, one can place constraints on the cosmological pa-
rameters of the model. Fig. 1.6, comes from [11] and illustrates the constraints
on ΩΛ versus Ωm from measurements of the luminosity distance of SN1a for flat
Universe model. Clearly a matter dominated Universe is ruled out in favour of a
Universe presently undergoing accelerated expansion with ΩΛ ∼ 0.7.
1.5 Alternative cosmological models
The combination of parameter measurements from probes discussed in the pre-
vious section requires an accelerating Universe, but exactly what is driving the
acceleration is still unknown. Unless a new theory is developed that can answer
this question and provide the same or better constraints on the observed param-
eters, the route to finding a solution is making many measurements and ensuring
measurements are of the highest precision possible.
Although the flat ΛCDM model combined with inflation provides an excellent
and precise description of the Universe, there are still unresolved problems with
the model which are discussed in the this section along with alternative theories
designed to alleviate them.
48
    
??
No Big Bang
 1  2   0 3
     
 
 
 
 
 
 
expands forever
?
?
 
Flat 
? = 0 
Universe-1
0
1
2
3
closed
open
90%
68%
99%
95%
recollapses eventually
flat
Figure 1.6: Constraints on ΩΛ and Ωm from the observed magnitudes of SNe1a,
taken from [11]. The original evidence for an accelerating Universe.
49
1.5.1 Problems with ΛCDM
The cosmological constant problem
The cosmological constant is related to the vacuum energy-momentum tensor with
T vacµν = −
Λeff
8piG
gµν . (1.144)
The description of the energy momentum tensor in subsection 1.1.1 made the
assumption that the cosmological constant was included within the energy mo-
mentum tensor. However, separating it from the other contributions one can write
Gµν = 8piG
[
Tµν + T
vac
µν
]
. (1.145)
In terms of the actual energy value of Λ, measurements of the acceleration from a
range of cosmological observations (BAO, CMB, SNe1a) return a value of
Λeff ≈ 10−83GeV2.
Quantum field theory predicts that the vacuum should have an associated energy
with density ρv ≈ M4P where MP is the Planck scale mass and MP ≈ 1016TeV.
The value of the cosmological constant is related to its energy density by
ρΛ =
Λeff
8piG
. (1.146)
As the relation between Newton’s constant and the Planck mass is G = M−2P , then
this predicts a value of the cosmological constant to be
Λvac ≈ 1038GeV2 [117].
This huge discrepancy between observation and theory (10120) is known as the
cosmological constant problem. The physics behind this problem is reviewed in
detail in [118].
The coincidence problem
Secondly arises the coincidence problem. If the density of Λ is constant as shown
by Eq.1.146, yet the density of matter evolves as
ρm ∝ (1 + z)3 , (1.147)
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it seems like an unlikely coincidence that ρΛ ≈ ρm0, where ρm0 is the matter density
today. If ρΛ/ρm would have been almost zero in the past and very large in the
future, why is this an epoch where they just happen to be of the same order?
These problems have motivated many theories that remove the requirement
of DE as an extra matter/energy component of the Universe and instead change
the underlying theory of gravity weakening it over long distances. To change the
effect of gravity, one must modify the the Einstein Hilbert action on the LHS of
the Einstein equation to induce the late-time acceleration of the Universe.
1.5.2 Modified Gravity
These theories remove the requirement of the vacuum energy as the mechanism
that generates the late-time acceleration of the Universe by making it a conse-
quence of gravity. This does not alleviate the vacuum energy problem as, as
shown above, the vacuum energy is not expected to be zero. A brief review of a
couple of historically important/popular models is shown here.
Dvali-Gabadadze-Porrati Gravity
The Dvali-Gabadadze-Porrati (DGP) description of gravity suggests a 3+1 di-
mensional space-time membrane (brane) embedded in the bulk, a 5 dimensional
Minkowski region. The three standard particle physics forces and matter remain
on the brane but gravity can seep out into the bulk region making it weaker around
the edges of the brane. The diffused gravity can mimic the effects of dark energy
[119]. The modified Einstein-Hilbert action in DGP gravity includes actions of the
bulk and the brane,
SDGP =
1
16piG
M3(5)
∫
d5x
√
−g(5)R(5) + 1
16piG
M2(4)
∫
d4x
√
−g(4)R(4), (1.148)
where M(5) and M(4) are the five and four dimensional Planck masses respectively.
Super/sub-script numbers describe the number of dimensions.
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Teleparallel Gravity
In an attempt to unify electromagnetism and gravity following work by Hermann
Weyl, Einstein proposed the theory of teleparallel gravity, where instead of a sym-
metric 10 component metric, the metric has 16 independent components. By
fixing three degree of freedom, the theory can mimic GR [120], this is known as
the Teleparallel Equivalent of General Relativity (TEGR). The field equations are
constructed using the tetrad,
(
eAµ
)
which is the tangent Minkowski space at each
point in space-time, the Latin indices range from 0− 3 in tangent space-time and
the Greek indices run from 0− 3 in space-time. The metric maps to the tetrad as
gµν = ηABe
A
µ e
B
ν , (1.149)
thus the affine connections are not Christoffel symbols but the Weitzenbo¨ck con-
nections (ΓαWβδ ). These are not symmetric under lower index exchange, meaning
space-time undergoes torsion rather than curvature and the Riemann tensor Rρσµν
is zero. The GR and TEGR differ in their description of gravity, in GR a test parti-
cle moves along a geodesic in curved space, whilst in TEGR, gravity is represented
by a force.
f (R) Theories of Gravity
Another way to modifying general relativity is to make the Lagrangian in the
Einstein-Hilbert action depend on a function of the Ricci scalar, called f (R) grav-
ity. The action is then
SR =
1
16piG
∫
d4x
√−gf (R) +
∫
d4xLM (gµν ,ΨM). (1.150)
The R is included in the f (R). The field equations are derived by varying the
action with respect to the metric. They are fourth order due to second derivatives
of the metric embedded in R where(
f,RRµν + (gµν−∇µ∇ν) f,R−1
2
gµνf (R)
)
= 8piGTµν , (1.151)
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where abbreviations f,R≡ ∂f/∂R and f,RR≡ ∂2f/∂R2 have been made. They
have the trace
Rf,R−2f (R)−R + 3f,R = −8piG (ρ− 3p) . (1.152)
Assuming a flat homogeneous Universe, the Ricci scalar can be written as a func-
tion of H where
R = 6
(
2H2 + H˙
)
. (1.153)
The modified Friedmann and acceleration equations are
3f,RH
2 =
(Rf,R−f)
2
− 3Hf˙,R +8piGρM (1.154)
and
− 2f,R H˙ = f¨ ,R−Hf˙,R +8piG (ρM + PM) . (1.155)
The term f,R in Equation 1.152 describes the dynamics of a scalar degree of
freedom ψ = f,R, referred to as the scalaron [121] which works as the driver of the
late-time accelerated expansion. Recasting the scalar field on the right hand side
of the Einstein equation [117, 122, 123], it can be shown [122] to couple to matter
with a coupling constant Q = −√1/6 creating a fifth force. However, the force
must be long range and the scalaron mass light to be able to mimic the properties
of dark energy. The problem with the fifth force model is that GR is extremely
accurate on smaller scales, therefore the force could not interact locally, which
requires it to evolve in what is known as the Chameleon Mechanism.
The Chameleon Mechanism
If the scalar field of f(R) gravity couples to matter, observations require that the
mass of the scalaron evolves according to its environment, that is heavy in high
density locations and light in the low curvature regimes. This changes the range of
the force according to location. To prevent interactions between massive compact
bodies, the chameleon field becomes trapped inside the body except on the surface
in what is described as a thin shell [124, 125], thus is only apparent in non-dense
locations.
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1.5.3 Quintessence
Quintessence is used to describe a class of models that include a dynamical dark
energy component with negative pressure [126]. The accelerated expansion is born
from a scalar field very similar to that of the inflaton, with the same pressure and
density relation as described by Eqs. 1.29 and 1.30 and so the equation of state
can vary in time. Some quintessence models are shown to partially alleviate the
coincidence problem [127] but the cosmological constant problem persists.
There are a huge number of alternatives to the standard model providing ways
of testing its validity compared to other possible scenarios. All of the models come
with their own set of limitations, but none yet have the elegance and simplicity
of ΛCDM which is still the most plausible description of the Universe within the
realms of our current knowledge. Despite our precision model, important questions
still remain, such as what exactly is dark energy, the most abundant substance in
the Universe? To have any hope of finding an answer to this question, we need a
larger quantity of data, better quality of data and the continued development of
innovative models to test the data against. The work carried out in this thesis is
motivated by the second point, the improvement in quality of the data.
1.6 Summary and thesis outline
This chapter has outlined our current best description of the Universe, the ΛCDM
model. The model is shown to fit extremely well to observations that map the
expansion history of the Universe throughout a large redshift range [11, 112, 113,
114, 115, 105, 106, 9, 3, 10]. However, to resolve outstanding issues, it is im-
perative to test the model against ultra precise measurements extracted from the
observational probes.
The work shown in this thesis is motivated by the need for precision mea-
surements of observational data. The next chapter introduces the method of re-
construction used to increase the precision of cosmological distance measurements
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extracted from the BAO signal measured in galaxy redshift surveys. The first
section shows the development of a reconstruction algorithm based on the method
described in [1] and [87]. The algorithm was initially constructed for boxed N-body
simulations and then developed for use on actual galaxy survey data. Tests of the
algorithm as it was developed are presented along with the results of extensive
testing of the efficiency of the algorithm against its input parameters. The results
of these tests have been published here [7].
The third chapter shows the results of application of this algorithm to various
galaxy data sets. The data sets are described, the reconstruction parameters listed
and the improvements due to reconstruction shown. The cosmological distance
measurements made from these reconstructed catalogues form a body of results
that are published here [4, 6, 5, 3]. The cosmological implications of the combined
set of results are also considered.
The fourth chapter shows the efficiency of the reconstruction algorithm tested
against intrinsic survey properties. The results are compared to the estimated
efficiency of the algorithm input into Fisher matrix forecasts used in galaxy survey
design. The results have implications for the standard assumptions made and
should be considered in the design of future surveys. The results derived in this
chapter have been published here [7].
The fifth chapter of the thesis is more theoretical. The ultimate goal of the
work is to create a reconstruction algorithm for use in improving measurements
of the linear RSD signal, and model the expected improvement using resummed
Lagrangian perturbation theory (LRT) [8]. The chapter starts with an overview of
the techniques used in cosmological perturbation theory before developing a model
of the reconstructed redshift space power spectrum in an LRT formalism.
Finally, the last chapter provides an overview of the work carried out and
describes the intended future work that will build upon this.
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Chapter 2
The reconstruction method
Reconstructing an estimate of linear Baryon Acoustic Oscillations (BAO) from an
evolved galaxy field has become a standard technique in recent analyses. By par-
tially removing non-linear damping caused by bulk motions, the real-space BAO
peak in the correlation function is sharpened, and oscillations in the power spec-
trum are visible to smaller scales. In turn these lead to stronger measurements of
the BAO scale. Future surveys are being designed assuming that this improvement
has been applied, and this technique is therefore of critical importance for future
BAO measurements.
The chapter begins with an outline of types of reconstruction methods. In
Section 2.2 the algorithm of Eisenstein et. al 2006 [1] is reviewed in detail. In
Section 2.3 the development of the code used throughout the next three chapters
is discussed; starting with development on boxed N-body CDM simulations with
periodic boundary conditions and moving on to the practical implementation of
the algorithm to survey data. This includes a description of the mock catalogues
created for the Baryon Oscillation Spectroscopic Survey (BOSS) Date Release
10 and 11 samples covering 0.43 < z < 0.7 (CMASS) and 0.15 < z < 0.43
(LOWZ) which are used throughout this chapter and Chapter 4 to rigorously test
the reconstruction algorithm. Section 2.4 describes how the BAO scale relative to
that in a fiducial model is measured from the data and the fitting procedures used
to determine the efficiency of the algorithm. In Section 2.5 the reconstruction code
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is tested to measure its efficiency as a function of the assumptions made for the
bulk-flow scale, the shot noise level in a random catalogue used to quantify the
mask and the method used to estimate the bulk-flow shifts. In Section 2.6, results
of the tests are summarised.
The work carried out in this chapter forms part of a paper [7], which was
written in collaboration with Will J. Percival, Marc Manera, Antonio J. Cuesta,
Mariana Vargas Magana and Shirley Ho.
2.1 Various algorithms
Initially, reconstruction methods were proposed to rebuild the primordial den-
sity field and retrieve information about initial conditions [128, 129, 130, 131].
Although the search for non-Gaussianity is still of interest, the motivation has
steered towards reversing the effects of non-linear evolution of the matter field
through gravitational instability to restore as well as possible the form of the high
redshift baryon acoustic signal. This enables tighter parameter constraints to be
achieved from fits to these features. N-body simulations cannot be run backwards
as gravitationally collapsed regions have a diminished memory of initial condi-
tions [128] and an attempt to numerically backward integrate the growth equation
(Eq. 1.46) breaks down due to noise amplification through the decaying mode [131].
Approximate methods are therefore required to reverse the effects of gravitational
instability on the evolved density field. Numerous methods have been proposed to
do this, they can roughly be split into four categories as shown below.
• Reversing the effects of gravity [128, 129, 1, 132].
Trajectories of overdensities away from their linear distribution are estimated
based on the Zeldovich approximation [133] and corrected. The method of
[1] will be discussed in more detail in the next section.
• Probabilistic [134, 130, 135, 136, 137, 138].
The evolved density field is mapped, retaining its rank order, onto a distri-
bution configured according to assumptions about statistical properties of
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the initial density field.
• Principle of least action [139, 140, 141, 142, 143].
Methods that attempt to restore the initial field based on The Principle of
Least Action [139] minimise the action integral between two particles to esti-
mate the most optimal trajectories. Already very computationally expensive,
problems arise as the minimum solutions are not necessarily unique, thus re-
configuration of the particles exacerbates the expense, although attempts at
speeding up this process have been made in [141, 142]. In a similar vain,
methods have been proposed that restore the density field by estimating its
optimal mass configuration [143].
• Hybrids of the above [144, 145, 146].
These are just a selection of the many algorithms available. The degradation of the
BAO signal is expected to be dominated by bulk flows in the velocity field. While
probabilistic methods alter the distribution of displacements while keeping the rank
ordering the same, making the distribution look more like that of linear theory,
they do not necessarily remove the small-scale damping. The method proposed by
[1] splits the density field in scale by moving densities according to displacements
calculated from a smoothed field. In a Fourier framework, this reduces the damping
of the oscillations caused by bulk motions [2]. In configuration-space one can see
that densities on the smoothing scale are moved towards their “linear” positions
by correcting the non-linear displacements at this scale.
This algorithm is now reviewed, building up to the assumptions made when
performing a practical implementation.
2.2 The Lagrangian reconstruction method
The reconstruction method is based on estimating the displacement field from
a smoothed version of the observed galaxy overdensity field. The galaxies, and
points within a random catalogue that Poisson samples the 3D survey mask, are
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moved backwards based on this displacement field. The displaced galaxies are
referred to as the displaced overdensity and the displaced randoms are referred
to as the shifted random field. The small-scale motions stay in the galaxy field,
while the large scale clustering signal moves into the random catalogue. Two-point
statistics are measured based on the difference between the displaced galaxy and
shifted random fields.
2.2.1 The observed galaxy displacement field in perturba-
tion theory
It is natural to work in a Lagrangian frame work where the Eulerian position of
a particle x can be described by the sum of its Lagrangian position q and some
displacement vector Ψ.
x (q, t) = q + Ψ (q, t) . (2.1)
The galaxy density field can be used to estimate the Lagrangian displacements
[1]. To build up to this, a brief review of first order Lagrangian Perturbation
Theory (LPT) method of estimating the Lagrangian displacement field from a
matter density field sampled at x is shown, although the LPT method up to 2nd
order is discussed in more depth in Chaper 5.
Conservation of mass allows one to equate the total average density in La-
grangian coordinates with the sum of the Eulerian density,
ρ¯d3q = ρ (x, t) d3x. (2.2)
where ρ (x) is the density of the matter at position x and ρ¯ is the average density.
Thus the first order overdensity in Eulerian space can be related to the first order
Lagrangian displacement vector by
∇q ·Ψ(1) (q, t) = −δ(1) (x, t) , (2.3)
with the subscript (1) as a reminder that they are both first order terms. Assuming
Ψ is an irrotational vector field [147], it can be expressed in terms of a Lagrangian
potential where
Ψ(1) (q, t) = −∇qΦ (q, t) , (2.4)
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such that
∇q ·Ψ(1) (q, t) = −∇2qΦ (q, t) = −δ(1) (x, t) . (2.5)
From these relations an expression for the first order displacement field in Fourier
space can be derived that can be calculated directly from the Fourier transform of
the overdensity field,
Ψ(1) (k) = − ik
k2
δ(1) (k) . (2.6)
This relation is the standard Zel’dovich approximation [133] and is the first order
term in a Lagrangian perturbation theory expansion of the displacement field.
For a galaxy survey, one typically has to use the distribution of galaxies to
estimate the matter field of the Universe, although this may change for future
surveys with simultaneous weak-lensing and galaxy survey coverage. The current
situation poses several problems:
• The first is that galaxies are biased tracers of the matter. In this work this
is corrected for assuming a local deterministic galaxy bias such that δg = bδ,
where b, the galaxy bias, is the assumed ratio between the galaxy overdensity
δg and matter overdensity δ.
• Secondly, 3D galaxy positions are inferred from their angular position on the
sky combined with their redshift. Thus an assumed cosmological model is
used to calculate the distance-redshift relation prior to performing the re-
construction. However, the approximation of only performing reconstruction
for a single fiducial model is expected to only weakly affect measurements:
in [87] they show that the distance scale measurement, DV /rs, is robust to
changes in the value of Ωm used within a flat ΛCDM cosmology.
• Thirdly, redshift space distortions create a non-zero quadrupole moment with
a sign dependent on whether they are in the linear/non-linear regime: linear
RSD enhance the clustering signal along the line-of-sight, while incoherent
non-linear peculiar velocities reduce it. The strength of linear redshift space
distortions at a given redshift depends on the amplitude of the peculiar
velocity field, and can be characterised by fσ8, where f = d lnD (a) /d ln a
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as shown in subsection 1.4.2 and D (a) is the growth function dependent on
the scale factor a as shown in subsection 1.3.4.
To account for galaxy bias and RSDs, Eq. 2.5 can be modified following [148] and
[87] to
∇ ·Ψ + f
b
∇ · (Ψ · rˆ) rˆ = −δg
b
. (2.7)
This is the first-order equation linking the displacement field to a sample of galax-
ies. An estimation of the potential can also be used to remove linear RSD from
the galaxy distribution [95, 149, 1, 87] by displacing the galaxies by an additional
ΨRSD = −f (Ψ · rˆ) rˆ, (2.8)
where the r vector points along the radial direction of the survey. Note that
this correction is not the same as removing the redshift space distortions in the
Lagrangian displacement field as per Eq (2.7), it instead removes the estimated
RSD signal on a galaxy by galaxy basis.
2.3 Code development
Eq. 2.7 can be solved either using finite difference techniques in configuration
space or in Fourier space, where the vector operators have a simple form. While
[87] used a finite difference method, both approaches are considered and found to
match (see Section 2.5.3). For efficiency, approximate Fourier based calculations on
a Cartesian grid are adopted as the standard approach, using the power spectrum
rather than the correlation function to measure the BAO which is computationally
less expensive. Previous analyses have shown that using either statistic produces
the same results [3, 4]. Throughout this chapter and the next two chapters, the
fiducial cosmological model used to calculate the mocks is adopted (unless stated
otherwise), Ωm = 0.274, h = 0.7, Ωbh
2 = 0.0224, ns = 0.95 and σ8 = 0.8.
To ensure that the correct size regions source the Lagrangian displacement
vectors, the density fields are convolved with a Gaussian filter, S (k) = e−(kR)
2/2,
where R is the smoothing length. This alleviates small scale non-linear motions,
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ensuring they do not contribute to the estimates of growth-related distortions. The
convolution is carried out in Fourier space prior to calculating the overdensity.
In order to use Eq. 2.7, estimates for the values of bias b and the growth
factor f are required for each galaxy catalogue to be analysed. While f can
be calculated for a fiducial cosmology, b must be estimated empirically from the
data itself. Thankfully, the measurements are insensitive to mild deviations as
shown in Appendix B in [88], although one would expect a loss in efficiency of the
reconstruction algorithm for larger deviations.
The algorithm itself is simple, however there are many practical considerations
to be addressed when developing the code for a galaxy survey. Initially the code
was developed for boxes of N-body simulations of dark matter particles with peri-
odic boundary conditions1 to alleviate the added complications of survey geometry
and sampling effects.
2.3.1 Application to CDM N-body boxed simulations
The Oriana N-Body simulations were generated at a redshift of z = 49 in a cube of
length 2.4h−1 Gpc and the initial particle velocities and positions calculated using
2LPT [150] (see Section 2.3.2). The collisionless CDM particles were evolved under
gravity using the Gadget-2 code [151]. The simulations were set in boxes of length
2.4h−1 Gpc with periodic boundary conditions and a nearest grid point scheme
used to assign galaxies to densities on a 5123 grid. The overdensity field was
computed assuming ρ¯ = average survey density and thus spatially invariant. The
Fast Fourier Transforms (FFTs) were computed on the 5123 grid. Conveniently,
the initial positions and velocities were provided in the Oriana simulations, making
it possible to test both the reconstruction and RSD removal implementations.
Initially the real space reconstruction was carried out and Fig. 2.1 shows the effect
of reconstruction, using a 15h−1 Mpc smoothing length, on the evolved density
field.
1The boxes come from the Oriana simulations of the Las Damas mock cataolgues http:
//lss.phy.vanderbilt.edu/lasdamas/overview.html and were donated by Marc Manera to
use for this testing process.
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Figure 2.1 shows how the reconstruction process moves the evolved field closer
to the original field for a thin slice of the simulation. The top left panel shows
the non-evolved density field, particles that fall within a 10Mpc annulus of radius
150Mpc are shown in black. The top right panel shows the evolved particle field.
The particles that were within the annulus have moved and are more scattered
(red dots), and the background particles are not as uniformly distributed. The
bottom left panel shows the displacement field calculated from the evolved field
and projected onto two dimensions at the locations of the red particles. Finally
the bottom right panel shows the reconstructed field where the blue particles
show the positions of the red particles in the adjacent plot moved back along the
displacement vectors. Clearly, the reconstruction has moved particles back to a
similar configuration as in the initial field but does not exactly reverse all of the
evolution.
In the algorithm, redshift space distortions are removed by extending the La-
grangian displacement vector in the radial direction as per Eq. 2.8. To test this
method, linear RSDs were added to the simulation along one axis by shifting the x
position of the particles using the provided particle velocities. They were removed
in the reconstruction algorithm using Eq. 2.8 but with rˆ = xˆ. The average power
spectra for 40 simulations treated in this way is shown in Fig 2.2. The black curve
is the power spectrum of the non-evolved field. The red curve shows the power
spectrum when linear RSDs have been added along one axis and the blue curve is
the reconstructed power power spectrum where the RSDs have been removed. The
large scale power of the reconstructed power spectrum is in very close agreement
with the initial power spectrum implying the correct procedure is in place.
Displacements recovered using this algorithm could be compared to the actual
displacements connecting initial and final particle positions in N-body simulations.
This procedure is not carried out here but is reserved for future work.
With these mechanisms in place the code was developed for application to
actual survey data using SDSS III PTHalo mocks.
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Figure 2.1: The reconstruction process shown as applied to a boxed N-body sim-
ulation.
(a) A slice through the non-evolved density field, particles within a 10Mpc annulus
of radius 150Mpc are shown in black.
(b) The evolved particle field. Particles previously within the annulus are shown
red, they have moved away from the original shell.
(c) As in the previous figure but including the projected displacement vectors
(black arrows) calculated from the evolved field at the location of the red parti-
cles.
(d) The reconstructed field. The blue particles are the original red/black ones.
They have been moved away from the distribution seen in red and closer to the
black distribution of the non-evolved field.
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Figure 2.2: A comparison of power spectra to test the RSD removal mechanism
in the code. The real space non-reconstructed power spectrum is shown in black,
the redshift space power spectrum is shown in red and the reconstructed power
spectrum is shown in blue. The reconstruction has successfully removed the large
scale linear RSDs.
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Figure 2.3: The number density of galaxies as a function of redshift for both the
North galactic cap of CMASS and LOWZ data.
2.3.2 Mock catalogues
To empirically test the efficiency of reconstruction on distributions of galaxies
with realistic masks, the PTHalo [152] mocks created to match the Data Release 11
(DR11), Baryon Oscillation Spectroscopic Survey (BOSS) galaxy samples are used.
BOSS [153] is part of the Sloan Digital Sky Survey III (SDSS; [154]), a project
that used the SDSS telescope [155] to obtain imaging [156] and spectroscopic
[157] data, which was then reduced [158] to provide samples of galaxies from
which clustering could be measured. Recent analyses of these data have benefited
from having a large number of mocks, that have been used to estimate covariance
matrices, and test methods. The mocks used are created to match the angular
mask corresponding to the galaxies included in Data Release 11 [159].
BOSS measures redshifts for two galaxy samples, known as CMASS (which
was selected to a approximately constant stellar mass threshold) covering 0.43 ≤
z ≤ 0.70 and LOWZ (low redshift) sample with 0.15 ≤ z ≤ 0.43 (further details
about these samples, including the targeting algorithms used can be found in [3]).
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A comparison of the redshift distribution of both samples is provided in Fig. 2.3.
The different redshift ranges mean that they cover different volumes, giving BAO
measurements with different average precision. The samples of 600 mocks matched
to the CMASS sampling, and 1000 LOWZ mocks are utilised in the following work.
Because the PTHalos mocks are used extensively, a brief review of the process
used to generate them is provided. The method initially creates a matter field
based on second order Lagrangian Perturbation Theory, displacing a set of tracer
particles from their Lagrangian position by
Ψ = Ψ(1) + Ψ(2), (2.9)
where the first order term is the Zel’dovich approximation and the second order
term describes gravitational tidal effects
Ψ (q)(2) ∝
∑
i 6=j
(
∂Ψ
(1)
i
∂qi
∂Ψ
(1)
j
∂qj
− ∂Ψ
(1)
j
∂qi
∂Ψ
(1)
i
∂qj
)
. (2.10)
Redshift space distortions are added to the mock galaxy distribution by modifying
their redshifts according to the second order LPT peculiar velocity field in the
radial direction. The matter field is created in a single time-slice, rather than in
a light cone, thus the growth rate and RSD signal are constant throughout the
sample. Halos are located with a Friends of Friends (FoF) algorithm, and halo
masses calibrated to N-body simulations. The clustering of the halos is shown
to be recovered to at least ≈ 10% accuracy over the scales of interest for BAO
measurements. The halos are populated with galaxies using a Halo Occupation
Distribution (HOD) calibrated by the observed galaxy samples on small scales
between 30h−1 Mpc and 80h−1 Mpc. For the CMASS mocks, a non-evolving HOD
was assumed, while the LOWZ mocks adopted a redshift dependant HOD [159],
with evolution introduced as a function of galaxy density. The mock galaxies are
not assigned colour or luminosity.
The mocks are sampled to match the angular mask and redshift cuts of the
survey data. Furthermore, to replicate some of the observational complications
inherent in the BOSS survey, galaxies are sub-sampled to mimic missing galaxies
caused by redshift failure, and close pairs - simultaneous spectroscopic observations
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are limited to objects separated by > 62′′. The mock galaxies are weighted using
the FKP weighting scheme in [160] described in Appendix A.3, which is applied to
calculate the displacement field, and to estimate the final clustering signal. The
FKP weight is designed to optimally recover the over-density field given a sample
with varying density, and is therefore appropriate to use for both measurements.
The weight applied to each galaxy is therefore
w = wFKP (wcp + wred − 1) , (2.11)
where wcp and wred correct for the close-pairs and redshift failures respectively (see
[88] for further details), and wFKP is the FKP weight
wFKP =
1
1 + n¯ (z)P0
, (2.12)
with fixed expected power spectrum P0 = 20, 000h
−3Mpc3, and average galaxy
density n¯ (z).
The clustering on intermediate scales is built up by interpolating between the
small and large scales. Thus it is seen that galaxy displacements within the mocks
will be formed from the structure growth (at second order) and a random compo-
nent from the intra-halo velocities. Hence, they will provide a good test of recon-
struction, although obviously, the intermediate scale clustering is not as accurate
as it would have been had the mocks been calculated from N-body simulations,
which should be considered when interpreting the results. For simplicity in the
analysis only the North Galactic Caps (NGC) of both sets are used; the CMASS
NGC mocks each cover an effective area of 6,308 square degrees and the LOWZ
NGC mocks have an effective area of 5,287 square degrees. Following previous
work [3, 4], a linear bias value of 1.85 is assumed for both samples which is calcu-
lated from the unreconstructed correlation function of the data. A linear growth
rate of f = 0.74 for CMASS and f = 0.64 for the LOWZ sample is used.
The DR11 PTHalo mocks have been used in a considerable number of previous
BOSS analyses, measuring BAO (e.g. [3, 4]), RSD (e.g. [10]) and full fits to
the clustering signal (e.g. [161]). It is considered that they have therefore been
extensively tested, and any limitations result from the method, as discussed above.
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The mocks are used throughout the rest of the chapter and Chapter 4 to test the
efficiency of the algorithm with method and make predictions for future surveys.
2.3.3 Application to survey mocks
The mock catalogues are set within boxes of length 3.5h−1 Gpc. The overdensity
and Fast Fourier Transforms (FFTs) are calculated on a 5123 grid. The size of
the box is larger than the survey by at least 200h−1 Mpc on each side to ensure
sufficient zero padding to avoid aliasing. A nearest grid-point assignment scheme
is used to calculate the overdensity. A mask replaces the need for an interpolation
scheme used to fill in regions within the box that are not covered by the survey as
done in [87].
The calculation of the smoothed overdensity from which the displacements are
computed requires an estimate of the average galaxy density. This is commonly re-
alised using a catalogue of random points Poisson sampled within the survey mask.
As discussed above, a random catalogue is also required which, when shifted forms
part of the reconstructed overdensity alongside the displaced galaxy catalogue.
These catalogues should not be the same to avoid inducing spurious fluctuations
between the derived potential and shifted fields. In order to minimise shot noise,
the random catalogue should have a higher density than that of the galaxies: in
this work 100 times more randoms than galaxies are used for all tests, unless stated
otherwise. To ensure that the randoms match the galaxy density as a function of
redshift, n¯ (z), the radial distributions are matched after removing the redshift
space distortions from the galaxies as the real-space galaxy distribution has an al-
tered n¯. This is done by assigning each random point a redshift picked at random
from the galaxy catalogue post RSD removal.
The smoothing was found to introduce spurious fluctuations in the overdensity
outside the survey volume where small values in the smoothed shifted random field
generate large δ values. This effect is shown in the top panel of Fig. 2.4, which
shows a thin redshift slice through the DR10 data. Galaxy positions are shown
in blue and the displacement vectors shown in black. Clearly the algorithm has
broken down and would move all of the galaxies outside of the survey meaning none
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of the small locally induced trajectories are picked up. To highlight the problem
the top panel of Fig. 2.10 shows a 1D profile of the density field of galaxies and
randoms through a 5 degree stripe in declination and 10h−1 Mpc radial thickness,
and the bottom panel shows this plot magnified by a factor of 107 revealing the
very small non-zero values of the density fields that get amplified when calculating
the potential.
To account for this, a binary angular mask was created using the mangle
software [162]. Imposing redshift cuts, the 3D mask is used to cut the smoothed
galaxy and random fields prior to calculating the overdensity. The true displace-
ments are picked up and the effect in the top panel of Fig 2.4 is removed shown
by the bottom panel of Fig. 2.4. As the mask abruptly nulls the density of regions
outside the survey, there is a slight deformation of the Lagrangian displacement
field at the survey boundaries as well as the standard edge effects caused by loss
of signal. These effects are investigated in Section 4.2.
Fig. 2.6 shows the mechanism of the reconstruction process where densities are
moved away from high density regions formed through gravitational instability
in an attempt to reverse the non-linear evolution of matter perturbations. It
depicts a small region of a thin redshift slice through the DR10 North CMASS
data. The contour plot shows the measured overdensity and the black vectors are
the Lagrangian displacement vectors. The vectors point away from high density
regions into lower density regions. Finally a flow diagram of the procedure is shown
in Fig. 2.7.
The development of the code has been described throughout this section. The
code has several input parameters and different possible methodologies, thus to
test the optimal parameters/methods the efficiency of the process can be measured
comparing the BAO signals extracted from the mock data sets.
2.4 Measuring the BAO scale
In the following only the BAO scale from spherically averaged two-point clustering
measurements shown in subsection 1.4.1 is considered. The monopole provides the
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Figure 2.4: The panels show a thin redshift slice through the DR10 SDSS III
CMASS data. Galaxies are shown in blue and the reconstruction displacement
vectors are shown in black. The top panel shows the breakdown in the code if
no mask is applied to the density field before calculating the displacement field.
Displacement vectors show a general divergence from the survey and small scale
effects are not picked up. The bottom panel shows the same data but with the
displacements calculated from a masked field. The small scale displacements are
picked up here and look as expected. The vectors in the bottom panel have been
scaled by a factor of 2 for clarity.
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Figure 2.5: The top figure shows the 1D smoothed density profile of galaxies
(green) and randoms (blue) for a 5 degree increment in declination and 10h−1 Mpc
radial slice of the DR10 SDSS North CMASS data. The profile looks as would
be expected until zooming in. The bottom panel shows the same plot magnified
by 1 × 107, where there are small fluctuations in the smoothed random and data
density fields around zero outside the survey.
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Figure 2.6: A small region of a redshift slice through the DR10 SDSS III data
(North). The overdensity is shown as the contour plot and the Lagrangian dis-
placement vectors are shown in black. The plot shows how the reconstruction
process moves galaxies away from high density regions in an attempt to remove
non-linearities in the density field caused by evolution under gravitational insta-
bility.
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Figure 2.7: A flow diagram outlining the steps of the reconstruction algorithm.
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majority of the important cosmological signal [3], and thus is of most direct im-
portance when testing the efficiency of reconstruction. Comparisons of BAO scale
measurements made using either the monopole correlation function or monopole
power spectrum have revealed a high degree of correlation [3, 4]. For simplicity,
only fitting to the power spectrum is considered, as this requires significantly less
computational effort to calculate.
The BAO scale is usually quantified with a dilation parameter α comparing
the observed scale with that in the fiducial model used to measure the clustering
statistic. For a measurement made from a monopole power spectrum to which all
modes contribute equally, α is defined as
DV
rd
= α
(
DV
rd
)
fid
, (2.13)
where rd is the comoving sound horizon at the drag epoch, and DV was defined in
Eq. 1.116. α can then be determined assuming that it linearly shifts the observed
power spectrum monopole in wavelength. A value of α < 1 implies the acoustic
peak appears at a larger scale than predicted by the fiducial cosmology. The goal
of many modern galaxy surveys is to extract an unbiased value of α with a high
level of precision.
2.4.1 Measuring the power spectrum
To calculate the monopole power spectrum, the standard procedure of [160] is
followed, Fourier transforming the difference between a weighted galaxy catalogue
and a weighted random catalogue with densities ρgal(r) and ρran(r) respectively.
F (r) =
1
N
[ρgal(r)w(r)− γρran(r)w(r)] , (2.14)
where N is a normalisation constant for the integral
N =
∫
d3rρ2ran(r)w
2(r), (2.15)
w (r) are the weights and γ normalises the random catalogue, which is allowed to
be denser than the galaxies
γ =
∑
ρgal(r)w(r)∑
ρran(r)w(r)
. (2.16)
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Figure 2.8: Average power spectra of CMASS and LOWZ mocks pre and post-
reconstruction. The amplitude of the large scale power is decreased by the Kaiser
factor (1 + 2/3 (f/b) + 1/5 (f/b)2) when the linear RSDs are removed in the re-
construction process as shown by the dashed lines. The non-reconstructed power
spectrum divided by the Kaiser factor is shown by the grey line.
The spherically averaged measured power spectrum is defined as P (k) = |F (k)|2−
F 2shot, where
F 2shot = (1 + γ)
1
N
∫
d3rn¯ (r)w2 (r), (2.17)
is a shot-noise subtraction assuming the galaxies Poisson sample the underlying
density field.
In this implementation of the routine, the power spectrum is calculated using
the FFTW package, on a 10243 grid for a box of side length 3 Gpc. Example power
spectra are presented in Fig. 2.8, showing the pre-reconstruction power spectra
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compared to the post-reconstruction power spectra (where the average power of
the collection of mocks for each sample is shown). To show the amplitude has
reduced by the expected amount for that redshift, the pre-reconstruction power
spectra divided by the linear Kaiser boost of 1 + 2/3 (f/b) + 1/5 (f/b)2 is also
included.
2.4.2 Modelling the power spectrum
To measure the baryon acoustic scale the procedure outlined in [3] is followed and
fits to the power spectrum measurement are carried out with a model consisting
of a smooth broad-band term defined by a polynomial, multiplied by a model of
the BAO signal which is rescaled by α. The model power spectrum can be written
Pm (k) = P sm (k)Odamp (k/α) , (2.18)
where the P sm (k) is the broadband power and O (k) contains the BAO signal.
The linear power spectrum P lin (k) is calculated using the Camb package [163].
Following [61] and using the fitting formula of [164] a model of the “De-wiggled”
smooth power spectrum P sm,lin (k) is used to decouple the linear BAO feature Olin
from the linear power spectrum,
P lin (k) = P sm,lin (k)Olin (k/α) . (2.19)
To account for non-linear structure formation, the linear BAO signal is damped
Odamp (k/α) =
(
Olin (k/α)− 1) e−k2Σ2nl/2 + 1. (2.20)
The damping scale Σnl is fixed using values derived from the average damping
recovered from the mocks pre/post-reconstruction. The values used are; CMASS,
pre-reconstruction 8.3h−1 Mpc, post-reconstruction 4.6h−1 Mpc; and LOWZ, pre-
reconstruction 8.8h−1 Mpc, post-reconstruction 4.8h−1 Mpc.
The smooth broadband part of the power spectrum is calculated using a model
constructed with 5 polynomial terms Ai and a multiplicative term Bp that accounts
for large-scale bias [3, 165]
P sm (k) = B2pP (k)
sm,lin + A1k + A2 +
A3
k
+
A4
k2
+
A5
k3
. (2.21)
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Figure 2.9: Average of 600 CMASS mock power spectra divided by the no-wiggle
model, pre-reconstruction is shown by the red line and post-reconstruction is the
blue line. The plot shows how the oscillations are less damped post-reconstruction.
The discreteness is a result of the power spectrum binning choice.
To replicate the effects of the survey geometry, a window function (|W (k)|2) is
constructed from the normalised power spectrum of the random catalogue as shown
in [80]. This is convolved with the model power spectrum over 0 < ki < 2hMpc
−1.
A plot showing the average pre and post-reconstruction power spectra of the
600 CMASS catalogues divided by the smooth model is shown in Fig. 2.9. It is
clear that the reconstruction process has reduced the damping of the BAO on
small scales.
2.4.3 Fitting the BAO scale
For each mock analysed a likelihood surface is calculated for α, covering the range
from 0.8 < α < 1.2 with separation of ∆α = 0.002. At each point marginalisation
over the polynomial parameters is performed, and the likelihood assuming that all
parameters were drawn from a multi-variate Gaussian distribution is calculated.
Comparing the pre and post-reconstruction 1σ errors characterises how well
78
the reconstruction algorithm works, calculated by marginalising over the likelihood
surface, and called σα,pre and σα,post respectively. From each set of mocks, the mean
values of these errors 〈σα,pre/post〉, and the standard deviation of the distribution
of marginalised best-fit α values, Sα,pre/post are calculated for comparison.
To account for a different number of LOWZ and CMASS mocks a correction
on the errors is included to compare samples (as described in [166]). There are two
corrections, the first follows from the method of estimating the inverse covariance
matrix leading to a bias that can be corrected by a renormalisation of the χ2 value.
The second comes from the propagation of errors within the covariance matrix
which can be corrected with different multiplicative factors applied directly to the
variance of the sample, and to the recovered σα.
2.5 Change in effectiveness with method
2.5.1 Smoothing length
As discussed in Section 2.2, the smoothing dictates the minimum scale of per-
turbations used to calculate the displacements and sets the scale on which the
overdensity is measured. [2] noted that in theory, if the measured overdensity field
were the linear matter field, and no smoothing was applied, the Zel’dovich displace-
ments would take the data back to Lagrangian positions, and the displacements
would be transferred to the random catalogue. This process would be equivalent to
performing no reconstruction. However, working with a discrete non-linear galaxy
distribution, the density field smoothed on only small scales will be dominated by
incoherent highly non-linear fluctuations and shot noise and will not be correcting
for the damping where the BAO signal is the strongest. For a large smoothing
scale, the algorithm will only pick up modes of the density field that are well into
the linear regime and density perturbations in the quasi-linear regime get washed
out making the algorithm less effective. In this section the optimal smoothing
scale is empirically measured.
In previous work [1, 87, 3, 88], a Gaussian smoothing kernel of R = 10 −
20h−1 Mpc has been used and mildly deviating from this has been shown not to
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alter the results (see Appendix B of [88] and [87]). Here a more extensive test on
how the smoothing length alters the measurements and their errors is provided.
A wide range of smoothing lengths between 5hMpc−1 and 40hMpc−1 on the
CMASS and LOWZ mocks are considered.
Fig. 2.10 shows how the smoothing scale affects 〈α〉 and 〈σα〉 recovered from
the mocks. The bias in the measurement of α is reduced most using the 5h−1 Mpc
and 15h−1 Mpc for CMASS and 8h−1 Mpc and 10h−1 Mpc for LOWZ. For a larger
smoothing scale the bias is reduced from the pre-reconstruction value but the sam-
ples tend to become biased low. In the CMASS mocks the 〈σ〉 value is reduced the
most with a smoothing scale of 10h−1 Mpc and 15h−1 Mpc. In the LOWZ mea-
surements the 〈σ〉 value is reduced the most with a smoothing scale of 10h−1 Mpc.
When the scale is smaller than this, the algorithm quickly breaks down due to the
increased non-linear and shot noise contribution to the estimate of the displace-
ments and the error increases sharply. Conversely when the smoothing scale is
increased, the result is a steady decline in the error reduction.
Below the optimal smoothing length, the reconstructed catalogues still perform
better than the pre-reconstruction data. For the CMASS sample all smoothing
lengths between 8h−1 Mpc and 40h−1 Mpc give an improvement on every mock
and the 5h−1 Mpc smoothing kernel gives an improved result in 595 out of the 600
mocks. For the LOWZ sample, all smoothing lengths give an improvement in over
96% of the mocks. The average values of the best fit α and σα values are shown
for each smoothing scale for both samples are shown in Table 2.1. From these
results it is deduced that the optimal smoothing scale for CMASS is 15h−1 Mpc
and 10h−1 Mpc for LOWZ.
2.5.2 Number of randoms
The random catalogue serves a dual purpose; it is compared to the galaxy density
to estimate the overdensity field and it is moved in the reconstruction process
where it becomes the shifted field (δs). As it is a discrete field, it is desirable to
have a large number of data points to reduce the shot noise contribution to both
of these measurements. However, the reconstruction process requires a unique set
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Figure 2.10: The recovered 〈αpost〉 (top) and 〈σα,post〉 (bottom) values as a function
of smoothing scale for CMASS (black line) and LOWZ (red line). The optimal
smoothing scales are where the bias on 〈α〉 is removed and the error 〈σ〉 is a
minimum. The CMASS sample has an optimal smoothing scale of 15h−1 Mpc and
the LOWZ sample has an optimal smoothing scale of 10h−1 Mpc.
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Table 2.1: BAO scale errors recovered for different smoothing lengths from the LOWZ and
CMASS mocks.
Sample Smoothing (h−1 Mpc) 〈αpost〉 〈σα,post〉 Sα,post % mocks with σα,post < σα,pre
CMASS 5 0.9998 0.0137 0.0118 99.1%
8 1.0006 0.0115 0.0106 100%
10 1.0009 0.0111 0.0103 100%
15 0.9998 0.0111 0.0110 100%
20 0.9989 0.0118 0.0118 100%
30 0.9989 0.0121 0.0127 100%
40 0.9974 0.0124 0.0133 100%
LOWZ 5 0.9980 0.0185 0.0172 96.6%
8 0.9997 0.0170 0.0157 99.7%
10 0.9997 0.0169 0.0157 99.7%
15 0.9986 0.0174 0.0169 98.6%
20 0.9989 0.0181 0.0187 97.0%
30 0.9996 0.0192 0.0214 98.3%
40 0.9977 0.0197 0.0231 98.2%
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of shifted randoms for each mock and as such, data storage can be a problem if
these files are large. In this section the number of randoms used is varied, the
reconstruction is carried out and the power spectrum fitting results compared.
The number of randoms in each catalogue to 10, 25 and 50 times the number
of data points. As a precaution to prevent spurious correlations between mocks
caused by using the same set of randoms, these are randomly subsampled for each
mock from the initial random catalogue of 100 times the number of data points. To
prevent correlations between the displacements induced and δs used to calculate
the two-point statistics, a different base of randoms with 100 times the number
of data points is used for each. Two sets of reconstructed catalogues are created;
one using the smaller number of randoms for both fields, named Ri,i where i is
the ratio of randoms to data points in both; and one that maintains 100 times the
number of randoms to calculate the overdensity but uses the smaller number of
randoms in the shifted catalogue, named R100,j where j is the ratio of randoms to
data points in the shifted field.
Fig. 2.11 shows 〈αpost〉 and 〈σα,post〉 as a function of the number of randoms
for both cases. Both data sets have a 〈αpost〉 consistent with one for i, j ≥ 25.
The 〈σα,post〉 values are consistent implying that the precision of the result is
only sensitive to the number of randoms in the shifted field and increasing the
number of randoms in the initial overdensity field is inconsequential as this field
is smoothed. Note that the galaxy field is also smoothed, but its shot-noise is
dominant and, unlike the randoms it is strongly clustered, changing the importance
of the smoothing on the field. In the R100,10 and R10,10 catalogues, the 〈αpost〉 values
are no longer consistent, suggesting for either random catalogue there needs to be
more than 10 times the number of randoms compared to data points.
2.5.3 Finite difference method
There are a number of options for finding solutions to Eq. 2.7, including meth-
ods based in Fourier space or in configuration space as used by [87]. To check
that the approximations used in the configuration space method of [87] give the
same solution as the Fourier based method, both methods are implemented. The
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Figure 2.11: The black line shows the recovered 〈αpost〉 (left) and 〈σα,post〉 (right)
for CMASS catalogues reconstructed using N times the number of random points
to data points (where N is the value on the x-axis) in both random catalogues.
The red line shows the same recovered values for CMASS catalogues reconstructed
using 100 times the number of random to data points in the overdensity calculation
and N times the number of randoms to data points in the shifted random catalogue.
Above N=10, both types of reconstructed catalogue show consistent measurement
values. The error decrease with increasing N value suggests optimal reconstruction
requires at least 25 times the number of random to data points in the overdensity
calculation and as high as possible ratio of random to data points in the shifted
random catalogue.
84
Table 2.2: BAO scale errors recovered for different ratios randoms to mock data
for the CMASS mocks.
Sample 〈αpost〉 〈σα,post〉 Sα,post
R10,10 0.9994 0.0118 0.0118
R25,25 0.9998 0.0116 0.0114
R50,50 0.9997 0.0114 0.0113
R100,10 1.0005 0.0119 0.0117
R100,25 1.0004 0.0115 0.0113
R100,50 1.0004 0.0114 0.0112
R100,100 0.9998 0.0111 0.0110
configuration space method solves for the potential as defined in Eq. 2.4 and the
equation to solve is Eq. 2.7 rewritten in terms of the potential.
∇2φ+ f
b
∇ · (∇φr) rˆ = −δg
b
. (2.22)
This is solved on a grid using finite differences to approximate the derivatives.
The potential at each grid point is expressed as a function of the potential at the
surrounding grid points. The Laplacian of the potential at a grid point can be
approximated as a function of the potential at the 6 nearest grid points and the
central point.
∇2φ000 ≈ 1
g2
[∑
A
φijk − 6φ000
]
, (2.23)
where the sum over A is the sum over the 6 adjacent grid points and g is the
spacing between grid points. The second part of Eq. 2.22 can be written as
f
b
∇ · (∇φr) rˆ = f
b
(rˆ · ∇ (∇φr) +∇φr (∇ · rˆ)) , (2.24)
which can be approximated as
− 2f
b
φ000
g2
+
∑
B
f
b
(
x2i
g2r2
± xi
gr2
)
φA +
∑
C
(−1)pf
b
xixj
2g2r2
φB (2.25)
where B is the set of points ijk such that 2 of the indices are zero and the other
is ±1. xi the cartesian position of the non-zero index and r is the distance to the
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central grid point. C is the set of points where two of the indices are ±1 and the
third is zero. When the two indices are the same, p = 0 , when they are different
p = 1. xi and xj are the cartesian positions of the non-zero indices.
This can be arranged as a linear system of equations such that Aφ = δ, where
A is a matrix describing the dependence of the potential on its surroundings. The
δ input here is the same smoothed overdensity field as used in the Fourier method.
The potential is solved for using the GMRES in the PETSc package [167, 168] as
in [87]. Finite differences are used again to calculate the displacements at each
grid point from the potential.
In Fourier space the displacement field is solved for directly using Fast Fourier
Transforms in the FFTW package [169]. To solve for Ψ in Eq. 2.7 the steps are
outlined here. Assuming Ψ is irrotational and making the approximation that
(Ψ · rˆ) rˆ is also irrotational, then the two vector fields on the left of the equation
can be expressed as gradients of scalar fields, so let
Ψ = ∇φ, (2.26)
f
b
(Ψ · rˆ) rˆ = ∇γ. (2.27)
Thus, Fourier transforming and carrying out the double derivatives results in
φ (k) + γ (k) =
δ (k)
k2b
, (2.28)
and so
∇ (φ (k) + γ (k)) = − ikδ (k)
k2b
. (2.29)
and finally
Ψ +
f
b
(Ψ · rˆ) rˆ = IFFT
[
− ikδ (k)
k2b
]
(2.30)
In cartesian coordinates this gives three equations that can be solved simultane-
ously to get Ψx, Ψy and Ψz. IFFT indicates the inverse Fast Fourier Transform.
Although Ψ is irrotational, (Ψ · rˆ)rˆ is not and this is only an approximation.
Performing a Helmholz decomposition,
(Ψ · rˆ)rˆ = ∇A+∇×B, (2.31)
86
where A is a scalar potential field and B is a vector potential field, we see that
Eq. 2.30 only picks up the scalar potential field component. In a plane parallel
approximation, rˆ→ xˆ, the non-zero ∇×B component has terms
(∇×B)x = 1
k2
(
ky2 + kz2
)
Ψxxˆ,
(∇×B)y = −kykx
k2
Ψxyˆ,
(∇×B)z = −kzkx
k2
Ψxzˆ,
which are missed, and thus Eq. 2.30 should only be considered an approximation.
However, tests on mock galaxy catalogues have shown that the correction does
move the measured displacement field closer to the true value of Ψ that we would
expect from the data if it were measured in real space. Furthermore, the BOSS
galaxy samples are highly biased, b ≈ 2, compared with the growth function
f ≈ 0.7, which makes the correction to the displacement field calculation from
the redshift space density field small. Thus the derived displacement field is only
weakly dependent on the way in which RSD are modelled.
This is supported by the empirical comparison of Fourier and finite difference
methods which follows. The accuracy of the discrete Fourier transform is depen-
dent on the sampling rate of the data, where a signal with frequency above the
Nyquist limit will not be recovered. As the smoothing length is larger than the
grid size the loss of information at these frequencies is not of concern.
Implementing both codes, the comparison of displacement vectors recovered for
individual galaxies is shown for the first LOWZ mock catalogue. Figs. 2.12 to 2.14
show the displacement vectors projected in 2D from slices through the survey in
all 3 planes, on the top panels, the red vectors from the finite difference method
are plotted on top of the blue vectors from the Fourier method on a 800x400
Mpc2h−2 patch of the survey. The bottom panels show a close up of the top
region. The patches chosen are good representations of other regions of the sur-
vey inspected. The two vector fields are well aligned with only small differences
that can be expected from using approximate methods. Although the amplitudes
and directions of the displacements look similar for each method, this does not
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Figure 2.12: Top, Lagrangian displacement field projected in 2D in the {x,y} plane
from finite difference method (red) and Fourier method (blue), the red vector lay
on top of the blue with some scatter. Bottom, the same plot for a smaller region.
automatically imply that the statistical interpretation of the catalogues produced
by both methods will be the same. To check that both methods will deliver the
same statistical results the first 10 LOWZ mocks are reconstructed using the finite
difference method and their power spectra compared to the first 10 LOWZ mocks
reconstructed using the standard Fourier procedure. The average power spectra
are shown in Fig. 2.15 (top) and their ratio (bottom). The ratio of power spectra
show that both methods are in good agreement with deviations on small scales as
expected.
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Figure 2.13: Top, Lagrangian displacement field projected in 2D in the {x,z} plane
from finite difference method (red) and Fourier method (blue), the red vector lay
on top of the blue with some scatter. Bottom, the same plot for a smaller region
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Figure 2.14: Top, Lagrangian displacement field projected in 2D in the {y,z} plane
from finite difference method (red) and Fourier method (blue), the red vector lay
on top of the blue with some scatter. Bottom, the same plot for a smaller region
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Figure 2.15: The top panel shows a comparison of average power spectra of the first
10 LOWZ mocks reconstructed using the finite difference method (open circles)
and the Fourier method (crosses). The bottom panel shows the ratio between the
two set of power spectra.
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Table 2.3: CMASS, 〈σα〉 with/without RSDs removed during reconstruction
Type 〈α〉 〈σα,post〉 Sα,post
With RSDs removed 1.0009 0.0111 0.0103
Without RSDs removed 1.0006 0.0112 0.0108
2.5.4 RSD removal
The redshift space position of a galaxy is a combined measurement of the velocity
field and the real space density field. Thus the clustering along the line-of-sight is
enhanced, and contains more information than across the line-of-sight. Note that
there is a subtlety here - if one were to simply take a measured field and multiply
it by a factor, it does not change the information content. What is happening in
redshift space is that the clustering strength of the underlying field is increased
without changing the shot noise, and thus the information is increased as is the
effective volume (as given in Eq. 4.1).
However, when the linear RSDs are removed from the density field using Eq. 2.8
the displacement field is inferred from the redshift-space data, and thus the two
signals are not decoupled and there is no addition/subtraction of any new informa-
tion. Therefore removing the redshift space distortions in this manner should not
affect the signal-to-noise, but does reduce the amplitude of the power spectrum.
by the Kaiser boost factor (which is input into the algorithm) as previously shown
in Fig. 2.8.
The reconstruction code is run leaving the RSDs in the galaxy field and the
〈αpost〉 and 〈σα,post〉 values are compared to those with the RSDs removed. The
results are shown in Table 2.3 where the 〈αpost〉 values and 〈σα,post〉 values are
consistent. If the velocity field could be measured directly, it would be expected
that removing the RSDs should decrease the signal to noise of the measurement.
Note that by removing the RSD and changing the amplitude of the power spectrum
as a function of angle to the line of sight, it is altering the relative contribution
of modes to the monopole, and consequently the cosmological meaning of the
BAO measurement made. The average power spectra are shown in Fig. 2.16, and
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Figure 2.16: Comparison of average power spectra from CMASS mocks with no
reconstruction, reconstruction that removes RSDs and reconstruction that leaves
the RSDs in the galaxy distribution.
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compared to the pre-reconstruction and standard reconstruction power spectra.
2.6 Summary
The development of the reconstruction code has been shown in this chapter along
with a step by step guide of the processes involved. The algorithm has been tested
to extract the optimal smoothing scale, determine the consequence of shot noise
in the random catalogues and look for inconsistencies in the corrective bulk-flow
displacements due to the method used to estimate them.
Smoothing the overdensity prior to calculating the displacement field ensures
that displacements are sourced from density regions responsible for the bulk flows
which cause the strongest degradation of the linear BAO signal. The Gaussian
smoothing width is a free parameter in the code, and so a wide range of smooth-
ing scales is tested. If the smoothing width is too large only modes of the density
field that are already in the linear regime are decoupled and useful overdensity
information is suppressed. Conversely if the smoothing scale is too small, modes
on scales smaller than the BAO signal are decoupled. In the higher redshift sam-
ple the 〈αpost〉 becomes increasingly biased with a smoothing length greater than
15h−1 Mpc. The 〈σ〉 values show an optimal smoothing length of between 10-
15h−1 Mpc for the higher redshift sample and 10h−1 Mpc for the low redshift
sample. In [132], they propose an iterative scheme to extract the particle dis-
placements where the optimal smoothing length is calculated directly from the
overdensity field at each step. Such a scheme is not tested here.
One of the practical concerns of implementing this reconstruction process is
the storage of large random catalogues. There are two random catalogues used in
the reconstruction process, one to set up the over density field and another that is
shifted as part of the reconstruction process and combined with the reconstructed
mock data to calculate the two-point statistics. The density fields of the mock
and random catalogues are smoothed prior to calculating the overdensity. Thus
increasing the number of randoms in the first catalogue does not improve the
efficiency of the reconstruction algorithm provided that there 25 times plus the
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number of randoms to mock galaxies. However, to prevent correlations between
mocks within the same sample, it is recommended that this random catalogue is
different for each separate mock. However, the second random catalogue (which
becomes the shifted random catalogue), is not smoothed. In order to reduce the
shot noise in the power spectrum measurements this catalogue requires as many
data points as possible. Unfortunately, each reconstruction instance produces
a unique shifted random catalogue, hence storage of data may be problematic.
Alternative solutions may be to incorporate the reconstruction into the two-point
statistic measurements calculating the random catalogues “on the fly”.
It is shown that this reconstruction algorithm generates the same displace-
ment fields whether using finite difference approximations in configuration space
or Fourier based methods. Furthermore, it is shown that the method of inferring
the RSDs from the same Lagrangian displacement field used in the reconstruction
process, does not change the signal to noise of the reconstructed catalogues, but
only reduces the amplitude of the clustering on large scales via the input values of
bias and the growth function.
To summarise the results of this section, using a smoothing length of between
10-15 h−1 Mpc is recommended, and as many points in the reconstructed shifted
random catalogues as storage will permit. No difference is found between Fourier
and configuration space methods of estimating the displacement field and it is
shown that the method of removing RSDs used does not alter the signal to noise
of the measured BAO signal.
The next chapter shows the application of this algorithm to various SDSS data
sets. This algorithm has provided the reconstructed catalogues for the following
publications [5, 4, 6] and the LOWZ results used in [3], the results and cosmological
implications are discussed.
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Chapter 3
Application to galaxy surveys
The reconstruction code developed throughout the previous chapter has been ap-
plied to analyse five SDSS galaxy survey samples directly (where the reconstructed
catalogues were used to calculate the final distance measurements) and one sample
as a means of providing a set of catalogues to compare to those reconstructed with
a different implementation of the code. In this chapter the first four sections de-
scribe these data sets, their accompanying mocks, the impact of reconstruction on
each sample and the scientific implications. The final section looks at the cosmo-
logical implications of the reconstructed measurements as a whole in conjunction
with other observational probes.
The work shown in this chapter forms part of several papers [3, 4, 5, 6] and was
carried out in collaboration with the authors listed on each with AJB undertaking
the application of the reconstruction algorithm for each. The samples used are
listed in Table 3.1 along with their footprint area, redshift, number of galaxies and
relevant publications.
The Sloan Digital Sky Survey
All data presented here are products of The Sloan Digital Sky Survey [170], a
multi-filter imaging and spectroscopic redshift survey. The survey has completed
three stages and data has been released along side ongoing observations.
Between 2000-2005, SDSS-I [171] imaged over 8,000 sq degrees of the sky,
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and collected spectroscopic data of galaxies and quasars over an area of 5,700
sq degrees.
Combined with SDSS-I, SDSS-II [172], 2005-2008, released the spectra of over
800,000 galaxies and 100,000 quasars in the Sloan Legacy Survey resulting in seven
data releases (DR 1-7). SDSS-II also extended the range of observations to include
Type 1a Supernovae in the Sloan Supernova Survey, and data to analyse structure
and stellar composition of the Milky Way in SEGUE (Sloan Extension for Galactic
Understanding and Exploration).
SDSS-III [154] comprised three separate projects. APOGEE (APO Galactic
Evolution Experiment) was designed to collect high resolution infra-red spectro-
scopic data for 100,000 red giant stars residing within the Milky Way. MAR-
VELS (Multi-object APO Radial Velocity Exoplanet Large-area Survey) a survey
designed to infer the location of gas giant planets by measuring the radial veloc-
ity of bright stars. Finally, the BOSS (Baryon Oscillation Spectroscopic Survey)
designed to measure the expansion rate of the Universe using the BAO signal
measured statistically in the spatial distribution of galaxies. It consists of two
spectroscopic galaxy samples spanning different redshift ranges; the LOWZ (low
redshift) and CMASS (Constant MASS) samples. The data was collected and re-
leased in 5 stages DR8-DR12. The DR11 catalogues were released exclusively to
the collaboration but will appear in the final publicly released data sample.
SDSS-IV will commence in 2014, and will take data for three different projects,
extended Baryon Oscillation Spectroscopic Survey (eBOSS), APO Galactic Evolu-
tion Experiment (APOGEE-2) and Mapping Nearby Galaxies at APO (MaNGA).
The publicly available data can be found here1.
Photometric observations for the SDSS began in 2000. A drift-scanning mosaic
CCD camera [156] imaged 500 million objects covering 14555 sq. degrees (over one
third) of the sky. The drift-scanning method of keeping the telescope stationary
whilst observing stripes of the sky steered by the Earth’s rotation has the advantage
that stars will drift along the length of the image creating a constant baseline for
astrometric calibration.
1http://www.sdss.org/data/
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Table 3.1: A description of the five SDSS galaxy samples that have been recon-
structed with this algorithm.
Reference Data Sample zeff Area (deg
2) No. gals
[3] DR11 CMASS 0.57 8,498 690,826
[3] DR10 CMASS 0.57 6,267 501,844
[4] DR11 LOWZ 0.32 7,562 268,290
[4] DR10 LOWZ 0.32 5,326 183,550
[5] DR10 Red 0.57 6,267 131,969
[5] DR10 Blue 0.59 6,267 122,967
[6] DR7 MGS 0.15 6,813 63,163
The telescope camera holds 30 CCD chips each with 2048x2048 pixels, provid-
ing a 1.5 sq degree field of view. Images were viewed through five photometric
bandpasses [173] to a limiting magnitude of r ≈ 22.5. Astrometric calibration
[174], photometric reduction [175] and photometric calibration [176] were applied
to the imaging data which was re-processed as part of Data Release 8 [177].
To select data appropriate for follow up spectroscopic observation, target selec-
tion algorithms were applied, these are described for each data set in the following
sections. A tiling algorithm [178] split the sky into 3 degree diameter regions.
Spectroscopic observations were enabled over each tiled area using double armed
spectrographs; these were fed information through optical fibers plugged in holes
in an aluminium plate at the location of a target object within the tile. For SDSS-I
and II, the spectrograph allowed simultaneous observations using 640 optical fibres
with 3” apertures, this was upgraded to 1000 and 2” for SDSS-III.
In this chapter Section 3.1 describes the CMASS sample and the galaxy weight-
ing scheme. Results from tests conducted on this reconstruction algorithm in par-
allel with a group at Yale are presented, and the results of distance measurements
from the reconstructed data and mocks are shown. In Section 3.2 the LOWZ
sample is described and a discussion of the results published in [4]. Section 3.3
describes the how the DR10 Red and Blue galaxy catalogues and mocks are con-
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structed, and the motivation for creating such a colour cut. The reconstruction
process and input parameters are detailed along with the accompanying results
published in [5]. In Section 3.4, the DR7 Main Galaxy Sample is described along
with accompanying PICOLA mocks. The reconstruction parameters are discussed
along with the measurements from the reconstructed catalogues, which are pub-
lished in [6]. Finally in Section 3.5 the cosmological implications from the results
in the previous sections are presented.
3.1 The SDSS-III, BOSS CMASS sample
In this section the targeting algorithm that selects the CMASS galaxies and the
motivation behind this selection is described. The weighting scheme applied to the
data to correct for observational and systematic effects is outlined. A comparison
of this reconstruction algorithm with that of the Yale group is then shown with
accompanying tests and results. Finally the CMASS distance measurements from
both data releases are presented.
The motivation behind the CMASS (ConstantMASS) sample was to provide a
high density sample of galaxies over a large volume with a consistent density over
the redshift range and approximately constant mass cut [154]; conditions designed
to create a good statistical probe of the large-scale structure. Both Luminous Red
Galaxies (LRGs) and fainter blue galaxies were targeted to ensure a higher number
density reducing the shot noise contribution to the error in the measured density
field.
To create the CMASS sample, the following algorithm was applied to the SDSS
DR8 imaging data [177] to select galaxies appropriate for spectroscopic follow-up,
17.5 < icmod < 19.9 (3.1)
rmod − imod < 2 (3.2)
d⊥ > 0.55 (3.3)
ifib2 < 21.5 (3.4)
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icmod < 19.86 + 1.6 (d⊥ − 0.8) (3.5)
where
d⊥ = rmod − imod − (gmod − rmod) /8.0 (3.6)
where ifib2 is the i-band magnitude within a 2” aperture radius.
Further cuts were made to CMASS to exclude stars from the sample,
ipsf − imod > 0.2 + 0.2 (20.0− imod) (3.7)
zpsf − zmod > 9.125− 0.46zmod. (3.8)
This last cut was not applied if the target passed through the LOWZ algorithm
detailed in the next section.
For each sample an effective redshift (zeff) is assigned. This is the mean redshift
of a sample weighted by the number of galaxy pairs with separations 80 < s <
120hMpc−1. The CMASS sample spans the range 0.43 < z < 0.7 with zeff = 0.57.
3.1.1 Galaxy weights
Galaxies with a close angular separation (< 62”) cannot be simultaneously ob-
served due to the physical size of the optical fibres used to obtain spectroscopic
redshifts. The reduction in number of galaxies with a small separation would lead
to a reduction in the small scale power in the measured galaxy density. To restore
the small scale power, galaxies that lie next to a galaxy that cannot be physically
observed were up-weighted with a ‘close pair’ weight denoted wcp. Details of the
algorithm used to estimate the correction can be found in [179] and [180].
When a spectroscopic measurement is not of sufficient quality to determine the
redshift of a galaxy (redshift failure), the nearest galaxies in angular position with
a strong redshift measurement were up-weighted with weights wzf . As the redshift
failures are not redshift dependent [179], this corrects any spatial dependent effects
caused by failed measurements without introducing spurious redshift dependent
power.
The observed galaxy density in the CMASS sample was shown to depend on
the stellar density on large scales [181] a consequence of foreground stars effectively
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masking regions of the sky reducing the measured large scale galaxy density. The
fluctuations imprinted were significantly larger than the expected statistical error
on these scales and therefore required correction. Further correlations between
galaxy density and atmospheric seeing, Galactic extinction, airmass and sky back-
ground were also addressed in [182]. The DR10 and DR11 CMASS catalogues
were corrected for the stellar density and atmospheric seeing with weights wstar
and wsee as in [3] giving a combined weighting of
wobs = (wcp + wzf − 1)wstarwsee, (3.9)
where wobs is the total weighting applied due to observational systematics and
failures. These trends were not observed in the LOWZ sample and thus wstar
and wsee were set to unity. The systematic and observational errors above are all
provided in the publicly available catalogues.
The error on the clustering signal measured from the galaxy density can be
minimised by choosing an optimal weighting scheme previously shown in Eq. 2.12.
P0 is the expected power spectrum amplitude is fixed at 20,000 h
−3 Mpc3. Thus
the final galaxy weighting used was
wtot = wFKPwobs. (3.10)
3.1.2 BOSS PTHalo mocks
The mock catalogues are integral to the analysis procedure and the process used
to generate the PTHalo mocks developed for the BOSS CMASS was described in
subsection 2.3.2.
3.1.3 Reconstruction of CMASS, a comparison of algo-
rithms
The CMASS measurements cited in [3] are derived from the reconstructed data
and mock catalogues provided by a group at Yale University. This algorithm was
used to reconstruct the CMASS set in parallel as a means of testing both sets of
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algorithms. For brevity, the Yale Reconstruction Algorithm will be referred to as
the YRA and this algorithm will be referred to as the Portsmouth Reconstruction
Algorithm or PRA. The codes were developed separately and as such there are
variations in the implementation such as
• The displacement field calculation.
• Treatment of empty space outside the survey and non-contiguous regions.
• Smoothing before/after calculating the overdensity.
• Initial density field binning scheme (CIC/NGP).
The PRA uses a Fourier method to calculate the displacement field as shown
in subsection 2.5.3 however the YRA carries out these calculations in configura-
tion space. Both methods involve some form of approximations and as such, the
displacements are expected to have some scatter on small scales. To visualise
the differences, the galaxy displacements generated from the first CMASS DR10
mock within a thin redshift slice are projected onto two dimensions and plotted in
Fig 3.1.
The two sets of vector fields start to diverge approaching the boundaries of
the survey in patches. It is viable to conclude that these difference are from the
treatment of the regions outside of the survey mask rather than the method of
calculating Ψ. Tests were carried out as a result of this, they were shown in
subsection 2.5.3 where both the Fourier and configuration space calculations of
the displacement field are implemented whilst keeping all other steps constant.
The displacements are shown to match exceedingly well.
In the YRA, regions outside the survey mask are filled with constrained Gaus-
sian realisations. This allows the data to reman intact whilst interpolating over
empty regions contained within the the box. This is equivalent to applying a
Wiener filter [134], the process is described in more detail in [87]. The Wiener
filter should not increase the signal to noise of the data but is applied to stabilise
the large scale correlations which contribute to the measurement of the gravita-
tional potential and thus the displacement field. This process was not repeated in
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Figure 3.1: Displacement vectors calculated in the reconstruction process projected
for a small 2D area and thin slice of the DR10 CMASS data close to a survey edge.
The red vectors show the results from the YRA, and the black vectors show the
results using this algorithm (PRA). The vectors have been scaled up by a factor
of two for easier comparison. They are very well matched except for some patches
around the edges of the survey. This plot is typical of other regions compared.
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the PRA analysis but it was assumed that the influence of regions separated on
this scale on the gravitational potential is small. However, a Gaussian smoothing
kernel is applied to the data and corresponding randoms prior to calculating the
overdensity. As such, it is necessary to apply a binary mask nulling regions out-
side of the survey post smoothing to avoid large spurious signals sourced from the
Gaussian tails of the smoothed fields which were shown in subsection 2.3.3.
The effective smoothing of the data will be different depending on whether the
overdensity is smoothed or the separate fields are smoothed prior to this calcula-
tion. This introduces another potential difference in the results of the code.
However, even with these latent differences, the results we obtain for the recon-
structed CMASS DR11 mocks are extremely consistent. Both sets of reconstructed
mocks were run through the power spectrum fitting pipeline described in Chap-
ter 2. The α and σ values recovered for each set are plotted in Fig. 3.2. Clearly
both sets of results look very similar. The ensemble average of each measure-
ment is in very good agreement where this algorithm returns 〈α〉 = 0.9991 with
〈σ〉 = 0.00882 and the YRA returns 〈α〉 = 1.0001 with 〈σ〉 = 0.00862. This
suggests that
1. The variations in the displacement field around the survey boundary do not
alter the signal measured in the reconstructed overdensity field. That is,
neither treatment of the regions outside of the survey enhances or reduces
the measurement signal as would be hoped.
2. The step at which the smoothing is applied does not influence the results.
3. Using either a CIC or NGP griding scheme does not change the results
(smoothing negates the accuracy gained from using a CIC).
3.1.4 Results, CMASS
Reconstruction of the CMASS DR11 mocks using the PRA shows a reduction in
the bias of the measured 〈α〉 where the pre-reconstruction value is reduced from
1.004 to 0.9991 bringing it closer to 1. The average error on the measurement
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Figure 3.2: Comparison of alpha (left) and sigma values (right) from this recon-
struction algorithm (red stars) and Yale reconstruction algorithm (black dots)
applied to the DR11 CMASS mocks. The results show very close agreement, with
the locus of both sets of data for each plot falling directly on top of each other.
There is some scatter as expected, but it is small.
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〈σ〉 is reduced by 42 per cent post-reconstruction. The DR11 CMASS data fol-
lows this trend, the pre-reconstruction value of α is reduced from 1.025 to 1.008
post-reconstruction. The error correction is very similar to the average mock error
correction where σ = 0.015 pre-reconstruction is reduced by 40 per cent to σ =
0.009 post-reconstruction. This reduction means that the BAO distance measure-
ments at z = 0.57 can be measured to a sub per cent precision which at σ/α =
0.0089 makes it the most precise distance measurement made from a galaxy survey.
In the DR10 data measurements we find that the α value is reduced from 1.023
pre-reconstruction to 1.013 post-reconstruction. The error reduction is only 26 per
cent in this case giving a post-reconstruction σ = 0.014. All of these results and
their corresponding distance measurements are shown in Tables 3.2 and 3.3 and
the results are used in combination with the measurements derived in the following
sections to constrain cosmological parameters in Section 3.5.
3.2 The SDSS-III, BOSS LOWZ sample
This algorithm provided the reconstructed catalogues for the BOSS LOWZ DR10
and DR11 samples used to make the final BAO distance measurements to z = 0.32,
published in [4]. This result is combined with other BAO distance measurements
at different redshifts in order to constrain cosmological models in [3].
The LOWZ sample,
rcmod < 13.5 + c‖/0.3 (3.11)
|c⊥| < 0.2 (3.12)
16 < rcmod < 19.6 (3.13)
rpsf − rmod > 0.3 (3.14)
where the subscripts psf are the PSF magnitudes, mod are the ‘model’ magnitudes
[171], cmod are the ‘cmodel’ magnitudes [183], and
c‖ = 0.7 (gmod − rmod) + 1.2 (rmod − imod − 0.18) , (3.15)
and
c⊥ = rmod − imod − (gmod − rmod) /4.0− 0.18. (3.16)
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Although the LOWZ sample has a higher redshift limit of z = 0.45, the sample
is cut at z = 0.43 to prevent overlap with the CMASS sample. Thus, LOWZ spans
the redshift range 0.15 < z < 0.43 with zeff = 0.32.
The LOWZ angular footprint covers a smaller area than the CMASS footprint
due to the omission of the first nine months of observations carried out using the
incorrect target selection.
3.2.1 Reconstruction of the LOWZ sample
The reconstruction algorithm outlined in the previous chapter was run on the
LOWZ data and mocks. A smoothing length of 15h−1 Mpc was applied to the
overdensity. The growth rate value of f= 0.6441 calculated via Eq.1.94 for a
spatially flat ΛCDM model with the fiducial cosmology described in Chapter 2 and
a bias value of b= 1.85, calculated from the power spectrum of the unreconstructed
mocks was assumed. Fast Fourier Transforms were calculated using FFTW3 ([169])
which performs optimally on arrays of size 2n. Therefore, initially the overdenisty
is computed in cubes with N= 10243 grid points. However, preliminary tests
on the algorithm showed no gain from using greater than N= 5123 grid points.
The FFT algorithm runs at Nlog(N), thus the run time of each Fast Fourier
Transform is reduced by a factor of 20/9 by the grid reduction. The physical
length of the box was set at 3500h−1 Mpc to ensure at least 200h−1 Mpc space in
each dimension outside of the survey region to prevent aliasing effects. Random
catalogues contained 50 times the number of points than the data.
3.2.2 Results, LOWZ mocks
A comparison of the σα values pre and post-reconstruction for both DR10 and
DR11 mock samples is shown in Fig 3.3 and Fig. 3.4. Reconstruction improves
the precision in the measurement of α in all but a few out of 1000 mocks for DR11
in both the correlation function and power spectrum fits. A high majority of the
DR10 mocks although less than in DR11, show improvement post-reconstruction
in both measurements. Quantitively, in DR11 the average value of σ recovered is
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Figure 3.3: Sigma values recovered for DR10 LOWZ mocks pre and post-
reconstruction for the correlation function (left) and power spectrum fits (right).
The data is denoted by a star. Figure taken from [4].
Figure 3.4: Sigma values recovered for DR11 LOWZ mocks pre and post-
reconstruction for the correlation function (left) and power spectrum fits (right).
The data is denoted by a star. Figure taken from [4].
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reduced by 41 per cent in the power spectrum and 45 per cent in the correlation
function for the DR11 mocks. The slightly higher percentage reduction in the
correlation function measurement comes from a larger pre-reconstruction error
rather than a lower post-reconstruction error and the larger correction brings the
results of the two statistical methods into agreement. The values of 〈α〉, 〈σ〉 pre
and post-reconstruction are shown in Table 3.2.
Reconstruction also reduces the bias in the measured α values. The pre-
reconstruction DR11 mocks have 〈σ〉 = 1.0045 for P (k) measurements and 〈σ〉 =
1.0070 for ξ(s) measurements. These are reduced to 0.9990 and 0.9991 respectively
post-reconstruction in the combined measurements, which combine the measure-
ments at different bin centres [3]. The uncertainty on the ensemble mean is 0.00044
as such, both values lie within 2σ of 1. The slight negative bias remaining in the
measurement is present in P (k) and ξ(s) statistical measurements and it moves
in the opposite direction post reconstruction when compared with DR10 mocks.
Therefore it is thought to be an artefact of the mock catalogues themselves rather
than the analysis, see [4] for a discussion of this.
3.2.3 Results, LOWZ data
The power spectrum and correlation function were calculated for the data pre
and post-reconstruction for ranges 0.02 < k < 0.3hMpc−1 in Fourier space and
30 < s < 200h−1 Mpc in configuration space. The binning width was optimised
such that ∆k = 0.008hMpc−1 and ∆s = 8h−1 Mpc, see [166] for a description of
the process. The results are plotted in Fig 3.5 and 3.6 where the dotted curves
show the DR10 results and the markers show the DR11 results pre (red) and
post (black) reconstruction. As expected, the amplitude of each measurement is
decreased post-reconstruction by the Kaiser boost factor as shown in Eq. 1.130,
where the linear redshift space distortions have been removed in the reconstruction
process. This is clear in the power spectrum figure where the amplitude reduction
spans the entire range compared to just the small scales in the correlation function.
With a single realisation, it is difficult to see how reconstruction has increased
the measurement precision on either measurement. Therefore the best fit models
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Figure 3.5: Power spectra of the DR10 and DR11 LOWZ samples pre and post-
reconstruction. The amplitude of the power spectrum is clearly reduced post-
reconstruction due to removal of linear RSDs. Figure taken from [4].
Figure 3.6: Correlation functions of the DR10 and DR11 LOWZ samples pre and
post-reconstruction. Figure taken from [4].
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for the DR11 data are shown in Fig 3.7. The power spectrum has been divided by
the smooth power spectrum model to show the oscillations in the measurement and
best fit model. These figures clearly depict the sharpened peak in the correlation
function post-reconstruction and the reduction of damping of oscillations in the
power spectrum on small scales, both enabling tighter measurements of the BAO
signal. The error bars on the data show the standard deviation of the mock
measurements.
Averaging the combined P (k) and combined ξ(s) DR11 results gives a con-
sensus post-reconstruction measurement of α = 1.018 ± 0.020 which translates
to a sub 2% measurement on DV at z = 0.32. The pre and post-reconstruction
measurements and errors are shown in Table 3.2. In Fig 3.4, the data points are
represented by a star and can be compared to the results of the mocks. Clearly
the data does not show as great an improvement as the majority of the mocks and
lies on the tail end of the mock distribution. Quantitatively the reduction in σ is
32 per cent in the power spectrum and 36 per cent in the correlation function.
Averaging the combined P (k) and combined ξ(s) DR10 results gives a consen-
sus post-reconstruction measurement of α = 1.027± 0.028. The separate pre and
post-reconstruction values are shown in Table 3.2. As with DR11, the results are
illustrated in Fig 3.3 with a star. Reconstruction in this case did not lead to any
gain in the recovered sigma values and the error on the reconstructed measurement
is better than that of only 5.1 per cent of the mocks in the correlation function
measurement and 6.2 per cent in the power spectrum measurement. In this case
reconstruction did not work well, but as it is a stochastic process this is not outside
expectations.
In patches of the sky where the initial BAO measurement is sharp pre-reconstruction,
it suggests little contamination of the linear BAO signal due to non-linear effects.
The reconstruction algorithm has less affect as there are fewer non-linearities to
remove. This is the case with the DR10 LOWZ data. The pre-reconstruction
error on the measurement is smaller than in the pre-reconstruction DR11 LOWZ
sample which is unexpected considering the larger sky coverage of DR11, therefore
on average the density field must have a more linear configuration.
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Figure 3.7: Correlation function of the DR11 LOWZ data pre and post-
reconstruction (left, open circles), and the best fit models to the data (full curves).
The BAO feature is clearly enhanced in the post-reconstruction picture. On the
right, the power spectrum pre and post-reconstruction has been divided by the
smooth power spectrum to show only the oscillations. In the post-reconstruction
picture an additional peak at k ≈ 0.25 can be observed where reconstruction has
reduced the damping of the BAO. The data are the open circles and the best fit
models are the full curves. Figure taken from [4].
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3.3 The Red/Blue sample
This algorithm provided the reconstructed catalogues used for analysis and dis-
tance scale comparisons cited in [5]. The paper [5] addresses whether the mea-
surement of distance scale and growth rate are influenced by the colour of the
galaxy sample used. As all of the galaxies are influenced by the same underlying
cosmology, this truly tests the influence of their relative galaxy formation bias
on measurements extracted from each colour split sample. The test provides an
assessment of how robust BAO and RSDs measurements are to differences in the
galaxy sample analysed.
Galaxies tend to have a bimodal colour distribution, [178, 184, 185], and the
colour and luminosity of galaxies influences the way they trace the underlying
matter density field. More luminous redder galaxies tend to exhibit stronger clus-
tering patterns quantified by a larger ‘bias’ value. Furthermore, as it is expected
that more luminous red galaxies are found in dark matter halos of larger mass.
This prediction reinforces models showing a strong trend between the large scale
clustering of galaxies with the size of the dark matter halos they inhabit [5].
To perform these comparisons, the DR10 CMASS data was subsampled into
two catalogues separating the galaxies according to colour (red/blue). To make
the split k-corrections were applied to correct the measured magnitudes for dif-
ferent rest-frame redshift frequencies accounting for the variation in redshift, and
e-corrections were applied using the k + e algorithm described in [186] to account
for the evolution of stellar populations and provide a fair measure of the galaxy
colours and magnitudes at z = 0.55. The galaxies were separated into two colour
dependent samples, red and blue, such that the following three conditions are
balanced;
• Both samples maintained a similar n (z),
• Their comparative clustering amplitude is maximally different,
• A maximum number of blue galaxies were kept (as these are less common
than the red galaxies in the CMASS sample).
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To satisfy these conditions the following cuts were applied to the data:
The Blue sample,
[r − i]0.55 < 0.95 (3.17)
and the Red sample,
[r − i]0.55 > 0.95 (3.18)
and Mi,0.55 < −21.95. Overall the samples include 122,967 in the Blue sample and
131,969 in the Red sample. The effective redshifts are; Blue sample zeff = 0.585,
Red sample zeff = 0.570.
3.3.1 Improved weighting scheme
A consequence of splitting the galaxy sample by colour is that the observed data
have different intrinsic wavelengths. The airmass during observation was found to
be correlated with the number of observed blue galaxies, although this was not
the case for red galaxies. The inverse of a linear fit to the number density of blue
galaxies versus airmass was used to correct for this observational systematic. The
correction was applied to the blue galaxy sample only; modifying the weighting
scheme used in the CMASS analysis to
wobs = (wcp + wzf − 1)wstarwseewair, (3.19)
where wair is the airmass correction.
3.3.2 Modified PTHalo mocks.
To create mock catalogues for the Red and Blue samples from the CMASS PTHalo
mocks, the galaxies were divided in mass with cuts determined by the variance
of ξ0 (s) in 10 mock samples. Galaxies in haloes with Mhalo < 10
13.6h−1M are
classified as Blue galaxies and with haloes of Mhalo > 10
12.7h−1M as Red galaxies.
Clearly there is an overlap in masses, and galaxies that reside in halos in this
overlap region are split between Red and Blue samples. Approximately 25% of
galaxies in the PTHalo mocks do not come from population of dark matter haloes
but are placed directly onto the positions of the perturbed dark matter particles.
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These galaxies are assumed to be in haloes with Mhalo < 10
12.3h−1M and therefore
are classified as Blue galaxies.
The random catalogues are constructed using the ‘shuﬄed’ procedure as pre-
viously described.
3.3.3 Reconstruction input parameters and results
The input parameters for the reconstruction were kept the same as for the CMASS
sample where f = 0.7441, b = 1.85 and the smoothing length is R = 15h−1 Mpc.
The random catalogues are 100 times the size of the data/mocks. Fourier trans-
forms are calculated on a grid of 10243 in a box of length 4000h−1 Mpc. To
reconstruct the two samples the whole CMASS galaxy sample and accompanying
random catalogues were used to measure the initial overdensity and estimate the
Lagrangian displacement field. The Red and Blue samples were both reconstructed
separately and the same process was repeated for the Red and Blue mock galaxy
catalogues and randoms.
The post-reconstruction error of each sample and their corresponding mocks
are compared to the pre-reconstruction errors in Fig 3.8. Clearly the measurement
errors from the mocks are reduced by the reconstruction process the vast majority
of the time, with the Red samples showing a higher number of improved errors
than the Blue sample. The Red mock samples return smaller σ values both pre
and post-reconstruction compared to the Blue sample, but they also show a greater
improvement by reconstruction where the error on average is reduced by 24 per
cent compared to a reduction of 19 per cent in the Blue sample mocks. The data
is represented by a white square (Red sample) and white triangle (Blue sample)
on the same figure. Both data points lie well within the distribution of their
accompanying mocks, and both show error improvement post-reconstruction. The
Red sample yields an error reduction of 26 per cent and the Blue, 16 per cent.
To visualise the effect of reconstruction on the correlation function peak, the
pre and post-reconstruction average correlation function of the mocks is shown
in Fig. 3.9 along with the post-reconstruction data. The pre-reconstruction mock
curves (dashed) have been corrected by the Kaiser boost factor to show how the
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Figure 3.8: σ values compared for the pre and post-reconstruction DR10 Red and
Blue mocks and data. The Red sample data is represented by the square and the
Blue sample data is represented by the triangle. The Red sample mocks are the
red circles and the Blue sample mocks are the blue circles. Both sets of mocks
show reduction in the measured σ post-reconstruction in the vast majority of cases.
Both data sets show an improvement post-reconstruction and lie well within the
locus of each mock set. Figure taken from [5].
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reconstruction process has reduced the amplitude of the redshift space clustering
to the expected amplitude in real space. It is interesting that although the bias
parameter input into the reconstruction process was constant, that the amplitudes
of both correlation functions have been reduced by different factors that correspond
to the actual bias of each sample. This suggests that the reconstruction process
can identify the local bias of each sample and remove it accordingly. The BAO
peak is very clearly enhanced in both cases by reconstruction.
Pre-reconstruction, the mean values of α recovered for the mocks are biased
away from 1, however, post-reconstruction this shift is reduced in all 〈α〉 values
to be negligible compared to the mean recovered uncertainty on one realisation
(σ1 = 〈σα〉/
√
600). The reconstruction process also moves the mean α values into
better agreement between samples, where pre-reconstruction the α values differ
by more than 2σ1, where between samples, post-reconstruction this is reduced to
< 0.2σ1.
3.4 The MGS sample
This reconstruction algorithm generated the reconstructed catalogues for the MGS
(Main Galaxy Sample) from which a sub 4 per cent distance measurement to
z = 0.15 was calculated [6]. The MGS sample is a subset of DR7, the final data
release of SDSS-I and SDSS-II. Specifically the MGS sample used in this analysis
was picked from the ‘safe0’ catalogue of the VAGC (value-added galaxy catalogue)
compiled following [187] and can be found here2. The data was cut in the extinction
corrected r-band Petrosian magnitude (rpet) of 14.5 < rpet < 17.6, only permitting
galaxies with stable SDSS photometric redshifts (lower limit in r) and ensuring
the galaxy selection is homogeneous throughout the area surveyed (upper limit in
r).
The sample used in this analysis excludes the higher redshift LRGs (Luminous
Red Galaxies) included in the original DR7 BAO analysis measuring the distance
to z=32 [188] and used in its successive post-reconstruction analysis [87] such that
2http://sdss.physics.nyu.edu/vagc/
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Figure 3.9: The spherically average correlation function of the reconstructed DR10
Red and Blue mock samples is shown by full curve and the data is represented
by the red squares (Red sample) and blue triangles (Blue sample). The pre-
reconstruction average correlation function of the mocks is reduced in amplitude
by the Kaiser boost factor and plotted with a dashed curve. The reconstructed data
matches the amplitude of the corrected non-reconstructed data in both cases. The
peaks in the correlation functions of the reconstructed mocks are clearly enhanced
compared to the non-reconstructed set. Figure taken from [5].
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it remains a low redshift sample.
A redshift cut 0.07 < z < 0.2 was applied to the sample such that it spans a
lower redshift region than the two SDSS-III samples (0.15 < z < 0.7). The cut
also levels the n (z) distribution and minimises the uncertainty on power spectrum
measurements, a consequence of keeping the density of the sample as high as pos-
sible. The resulting MGS sample contains 63,163 galaxies covering the contiguous
area in the North Galactic Cap measuring 6813 sq. degrees, where only regions
with completeness greater than 0.9 were included making the effective area 6643
sq. degrees. The effective redshift of the sample is zeff = 0.15.
3.4.1 PICOLA mocks for MGS
The MGS galaxies reside in dark matter halos with a lower bias. Consequentially,
the dark matter halos require a higher resolution than the PTHalo mocks. [189]
design a method of increasing the accuracy of the solution to the Lagrangian equa-
tion of motion over 2LPT without increasing the running time of the code, they
call this the COmoving Lagrangian Acceleration method (COLA). The method
calculates the Lagrangian displacement fields and updates the particle velocities
and positions at each time step. A planar-parallel implementation of the algorithm
called PICOLA is used to produce the mock catalogues for the MGS data sample
as described in [190].
3.4.2 Reconstruction of the MGS sample
The input parameters for the reconstruction of this sample were b = 1.5, f = 0.635
and a smoothing length of 15h−1 Mpc, and Fast Fourier Transforms were calculated
on a 5123 grid in a box of length 1200h−1 Mpc. The random catalogues contained
100 times the number of data points. The fiducial cosmology is varied from the
previous analyses to Ωm = 0.31, ΩΛ = 0.69 and H0 = 69kms
−1Mpc−1 making it
nearer to the Planck cosmology [190].
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3.4.3 Results, MGS sample
Reconstruction of the MGS mock galaxies reduced the error on the measurement
of α substantially. The power spectrum fits on average show a reduction in σ of
45 per cent, and the correlation function fits show 49 per cent reduction. Recon-
struction removed a small bias in the BAO scale found in the pre-reconstruction
power spectrum measurements where 〈α〉 is reduced from 1.005 to 0.998 post-
reconstruction.
The data responded extremely well to reconstruction and the error is reduced
by 63 percent in the power spectrum and 57 per cent in the correlation function
measurements. The final results for mocks and data are shown in Table 3.2.
The pre and post-reconstruction two-point statistics are plotted for the data in
Fig 3.11 and 3.10. It is clear to see the reduction in amplitude of the power
spectrum due to the large scale RSD removal. The peak in the correlation function
is also more pronounced post-reconstruction.
3.5 Cosmological implications
An inventory of the results obtained from the data reconstructed with this al-
gorithm in is shown in Table 3.2. The 〈α〉 and 〈σ〉 values extracted from the
reconstructed mock catalogues are shown in Table 3.3. Reconstruction has worked
well in every instance except for the DR10 LOWZ data, but comparing the pre-
reconstruction σ value to the LOWZ DR11, it is seen that they are in agreement.
Due to the reduced area in DR10, this suggests that the pre-reconstruction error
is low and as such one would not expect the same level of improvement compared
a case where the initial error was higher.
With reconstructed catalogues spanning the redshift range 0.15 to 0.585, a
distance redshift ladder can be constructed entirely from results generated with
this algorithm. In Fig 3.12, DV(z)(rd,fid/rd) is plotted against redshift. The best-
fit DV(z)(rd,fid/rd) and corresponding 1σ values from the flat ΛCDM predictions
released by the Planck Collaboration in 2013 [9] 3 are included in the plot. For a set
3The data is found here http://pla.esac.esa.int/pla/aio/planckResults.jsp?.
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Figure 3.10: The pre and post-reconstruction correlation functions for the DR7
MGS data. post-reconstruction the peak is enhanced. Figure taken from [6]
Table 3.2: Fitting results and BAO distance measurements made with data reconstructed using
this algorithm. The consensus results refer to the average of P (k) and ξ(s) measurements.
Reference Data Sample zeff Estimator αpre σα,pre αpost σα,post DV(rd/rd,fid)
n/a DR11 CMASS 0.57 P (k) 1.025 0.015 1.008 0.009 2044± 18
n/a DR10 CMASS 0.57 P (k) 1.023 0.019 1.013 0.014 2053± 28
[4] DR11 LOWZ 0.32 consensus 1.016 0.029 1.018 0.020 1264± 25
[4] DR10 LOWZ 0.32 consensus 1.031 0.029 1.027 0.028 1275± 36
[5] DR10 Red 0.57 ξ(s) 1.010 0.027 1.013 0.020 2053± 40
[5] DR10 Blue 0.59 ξ(s) 1.005 0.031 1.008 0.026 2085± 53
[6] MGS 0.15 consensus 1.023 0.094 1.040 0.037 639± 22
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Figure 3.11: The pre and post-reconstruction power spectra for the DR7 MGS
data. post-reconstruction the amplitude is reduced due to the removal of the large
scale RSDs. Figure [6]
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Table 3.3: Fitting results for the mock catalogues reconstructed using this algorithm.
Reference Mocks zeff Estimator 〈αpre〉 〈σα,pre〉 〈αpost〉 〈σα,post〉
n/a DR11 PTHalo (CMASS) 0.57 P (k) 1.004 0.0151 0.9991 0.0088
[4] DR11 PTHalo (LOWZ) 0.32 P (k) 1.005 0.0241 0.9990 0.0143
[4] DR11 PTHalo (LOWZ) 0.32 ξ(s) 1.007 0.0266 0.9991 0.0146
[4] DR10 PTHalo (LOWZ) 0.32 P (k) 1.004 0.0282 1.0004 0.0180
[4] DR10 PTHalo (LOWZ) 0.32 ξ(s) 1.005 0.0374 1.0028 0.0180
[5] DR10 PTHalo Red 0.57 ξ(s) 1.002 0.0266 0.9993 0.0202
[5] DR10 PTHalo Blue 0.59 ξ(s) 0.998 0.0372 0.9994 0.0300
[6] MGS, PICCOLA 0.15 P (k) 0.998 0.080 0.996 0.0420
[6] MGS, PICCOLA 0.15 ξ(s) 1.005 0.095 0.997 0.0420
of redshifts each parameter chain is run and the best fit DV/rd value and variance
calculated. The data plotted is the best constraint at that redshift, i.e. at z = 0.57
we show DR11 CMASS. The Planck data clearly runs through the BAO distance
measurements showing excellent agreement between these two cosmological probes.
Fig 3.13 shows the distance ladder scaled by the Planck measurements. This
provides a clearer visualisation of the 1σ error bars on each measurement. The
BAO data and Planck data are clearly consistent within 1σ in all of the measure-
ments.
As the essence of reconstruction is to provide a sharper measurement of the
BAO signal, plots of the measurements scaled by the Planck prediction for both
pre and post-reconstruction data are shown to highlight the change in error bar for
each sample. For clarity separate plots are produced to prevent redshift overlap.
Fig 3.14 shows the MGS and the DR11 CMASS and LOWZ BAO scale results.
Fig 3.15 shows the two DR10 results, and Fig 3.16 shows the results for the Red
and Blue DR10 samples.
The base planck lowl lowLike from the COM CosmoParams base planck lowl lowLike R1.10
folder is used.
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Figure 3.12: Redshift distance ladder built from post-reconstruction measurements
compared to the Planck flat ΛCDM 1σ predictions (cyan). Where some data sets
have the same effective redshift, the most precise measurements are selected.
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Figure 3.13: All of the post-reconstruction measurements divided by best-fit
Planck flat ΛCDM predictions. The grey shaded area is the 1σ constraint of
the Planck data, and likewise the error bars show the 1σ on the data. All of
the measurements show good agreement. The DR11 results have been offset by
∆z = +0.01 and the red/blue results by ∆z = +0.02 for clarity.
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Figure 3.14: Redshift distance ladder built from pre and post-reconstruction mea-
surements for DR11 and MGS samples divided by best-fit Planck flat ΛCDM
predictions. The error bars on the data show the 1σ error on the distance measure-
ment. These are all clearly reduced post-reconstruction. The MGS low redshift
sample experiences a large post-reconstruction reduction in error, 60 per cent,
meaning reconstruction has worked particularly well in this case. The CMASS
measurement error post-reconstruction is 0.89 per cent, making it the most pre-
cise distance measurement from a galaxy survey. The post-reconstruction values
have been offset to the right for clarity.
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Figure 3.15: Redshift distance ladder built from pre and post-reconstruction mea-
surements for DR10 samples divided by best-fit Planck flat ΛCDM predictions.
The DR10 LOWZ measurement does not experience a significant reduction in the
error post-reconstruction. The post-reconstruction results have been offset to the
right for clarity.
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Figure 3.16: Redshift distance ladder built from pre and post-reconstruction mea-
surements for the Red and Blue DR10 samples divided by best-fit Planck flat
ΛCDM predictions.The post-reconstruction results have been offset to the right
for clarity.
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Table 3.4: Cosmological parameters constraints for a variations of the ΛCDM
model for BAO + CMB data sets. These values are taken from [6]. The Planck
only results are included (grey), to show how the parameter constraints for ΛCDM
parameters are tightened with the additional BAO measurements.
Model Ωm Ωmh
2 H0kms
−1Mpc−1 Ωk w0
ΛCDM Planck 0.1427 (26) 0.316 (16) 67.3 (12) - -
ΛCDM 0.1418 (14) 0.311 (8) 67.6 (6) - -
oΛCDM 0.1420 (26) 0.311 (9) 67.6 (8) +0.0002 (31) -
wCDM 0.1420 (22) 0.309 (15) 67.8 (19) - -1.013 (86)
owCDM 0.1420 (25) 0.312 (20) 67.5 (22) +0.001 (5) -1.00 (13)
The samples are also used to constrain cosmological parameters within a set of
cosmological models. The data in Table. 3.4 shows the maximum likelihood and
68% confidence regions for the parameters Ωm,Ωmh
2, H0,Ωk and w0, the equation
of state of dark energy. The likelihoods combine BAO measurements from the
spherically averaged BAO measurements of the DR11 LOWZ [4], the MGS [6] and
the anisotropic power spectrum DR11 CMASS measurements [3] with CMB mea-
surements published in [9]. The CMB constraints can be found in the same place
as the previous url and are called ‘Planck+WP+highL’. They are the combination
of Planck [9], WMAP [69, 65] and high ` data from ACT [191] and SPT [192].
The confidence limits are taken from [6] who carry out the calculations with the
cosmomc software package [193, 194]. A variety of models are tested, ΛCDM
is the flat Ωk = 0, w0 = −1 standard model. Models denoted with an ‘o’ allow
variation of Ωk, models with ‘w’ allow variation of w0. All of the combined results
are fully consistent with a flat ΛCDM cosmology and the Planck predictions for
these parameters along with 68% confidence are shown on the first line of the
table. The combination of the BAO measurements with the CMB measurements
decreases the 68% contours of each parameter showing how the addition of the
BAO probe tightens the parameter constraints in the model.
To summarise, in this Chapter, it is shown that this reconstruction algorithm
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produces results in very good agreement with those of a group at Yale University.
The SDSS data sets and published results [3, 4, 5, 6] from the application of the
reconstruction algorithm developed as presented in this thesis are discussed. A
distance-redshift ladder of these results is compiled. All of the measurements are
within 1σ of the flat ΛCDM Planck predictions [9]. Finally, a table of the cosmolog-
ical parameter constraints extracted from combined BAO and CMB measurements
for a set of CDM models is shown. The results show excellent agreement with a
flat ΛCDM model.
This chapter has presented work applying the reconstruction technique to sur-
vey data to reduce the measurement error onDV (z) to different extents for different
samples of data. It also shows how well the ΛCDM model is constrained for variety
of data sets and probes.
In the the next chapter, the efficiency of the code is tested against intrinsic
properties of the galaxy survey such as density and edge to volume ratio, to provide
some guidance as to optimal conditions for the application of reconstruction to
future surveys.
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Chapter 4
Reconstruction, survey properties
The previous chapter showed how the reconstruction technique has been success-
ful in analysis of the SDSS [2, 88, 3, 5, 4, 6] data sets, it has also been used in
the analysis of the WiggleZ data set [89], and future surveys count upon an im-
proved measurement post-reconstruction. Fisher matrix projections of parameter
measurements from future galaxy redshift surveys assume that reconstruction will
reduce the scale of non-linear damping of the BAO signal in the power spectrum
by a factor of 2, for example [195]. The reconstruction algorithm will clearly be
crucial to fully exploit future galaxy surveys including WEAVE [196], 4MOST
[197], DESI [198], eBOSS, Euclid [91], WFIRST [108]. Therefore it is important
to test the robustness of the algorithm to intrinsic properties of the survey and
provide some guidance as to the expected level of improvement. Thus this chapter
considers survey attributes versus efficiency of reconstruction. Section 4.1 tests
the efficiency of the algorithm against different survey densities. Section 4.2 looks
at the effect of the number of edge galaxies on the efficiency of the algorithm. Sec-
tion 4.4 provides a summary of the results of the previous two sections and offers
a guide on how well this reconstruction algorithm will perform on future surveys.
The work carried out in this chapter forms part of a paper [7] that has been
written in collaboration with Will J. Percival, Marc Manera, Antonio J. Cuesta,
Mariana Vargas Magana and Shirley Ho.
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4.1 Change in effectiveness with survey density
Although reconstruction is a non-local process, there are only mild correlations
between regions separated on large scales of order of the survey size, such it is
expected that the galaxy number density will drive the effectiveness of reconstruc-
tion rather than the survey volume. Increasing the galaxy density reduces the shot
noise in measurements of the displacement field and as a result one would expect
the reconstruction to be more efficient. In this section this effect is quantified by
comparing the pre and post-reconstruction errors after subsampling the galaxy
catalogues introduced in section 2.3.2 to match 20%, 40%, 60%, 80% and 100% of
the original density keeping the same relative redshift distribution. As a result of
tests carried out in Section 2.5 a smoothing length of 15h−1 Mpc is used for the
CMASS sample and 10h−1 Mpc is used for the LOWZ sample.
In addition to reconstruction, the error on post-reconstruction BAO-scale mea-
surements depends on the volume through an interplay with the survey density,
in such a way that the error decreases as the survey density and volume increase.
The combination can be characterised by an effective volume [160, 199],
Veff (k) ≡
∫ [
n¯ (r)Ps,0
1 + n¯ (r)Ps,0
]2
d3r, (4.1)
which also depends on the power spectrum amplitude in redshift space, which is
denoted Ps,0. In the following the measured value at k ≈ 0.1hMpc−1 is used.
The power spectrum error is expected to be close to inversely proportional to
the square root of the effective volume for a given sample. The BAO precision
without reconstruction is expected to depend on this and the degree of BAO
damping. Thus plots of the measurements of BAO scale errors are chosen to
be compared against effective volume, even though we only change the galaxy
density for each sample. This allows a simultaneous presentation of LOWZ and
CMASS results against a consistent baseline. The improvement in error due to
reconstruction is compared for each sample which being a relative measurement
can be directly compared to the average survey density. The relative improvement
of reconstruction is also compared against n¯Ps,0. This allows the separation of the
efficiency of reconstruction from the amplitude of the clustering signal.
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Fig. 4.1 compares pre vs post-reconstruction α and σα on a mock by mock
basis. These plots show points for a subset of the revised density catalogues,
clearly showing that increasing the density of the survey reduces the scatter in α
and σα. The distribution of α values in both samples follows a locus with shallower
gradient than the solid line showing that, on average, post-reconstruction values
are closer. A corresponding improvement in the values of σα is seen where all points
that fall below the solid line indicate a reduction in error post-reconstruction. The
σ values extracted from the CMASS measurements are clearly smaller than the
LOWZ values both pre and post-reconstruction. As the density of a sample is
increased both σ values and their scatter decreases.
The 〈α〉 and 〈σα〉 values recovered from each set of mocks pre and post-
reconstruction are collated in Table 4.1. Predictions in [61] suggest that non-
linear structure formation induces a small bias in the acoustic scale measured in
the galaxy distribution of the order of 0.5% . Pre-reconstruction, the CMASS sam-
ple shows a small bias in the mean recovered α away from the true value α = 1.
The bias is consistent, between 0.3% and 0.4% high for the range of densities
analysed, according to predictions. Tests on high resolution simulations suggest
that this bias should be reduced by reconstruction to 0.07% - 0.15% [200]. The
correction due to reconstruction is shown to be a consequence of reducing the
amplitude of mode coupling terms in the density field apparent at low redshift
[2]. Post-reconstruction the bias reduced in all of the CMASS samples. At 100%
density the bias is reduced to 0.02% high of the true value, below the statistical
uncertainty on 〈α〉 of 0.05%. At all densities the post-reconstruction CMASS 〈α〉
are within 1σ of the true value and are significantly lower than the error on any
one realisation. The standard deviation of α values for a set of mocks are con-
sistent with the 〈σα〉 values confirming the validity of our likelihood calculations.
Pre-reconstruction, the lower density (20%, 40% and 60%) LOWZ 〈α〉 values are
within 0.1% of 1. There is weak evidence that the LOWZ bias increases with Veff ,
and at 100% density, the bias in the LOWZ sample is increased to ∼ 0.4% inline
with the pre-reconstruction CMASS samples. This suggests that the low bias in
the low density samples is a ‘lucky’ coincidence, a consequence of under-sampling
133
0.8
0.9
1
1.1
0.8 0.9 1 1.1 1.20.8
0.9
1
1.1?
po
st
?pre
 
 
20% density
60% density
100% density
CMASS  
LOWZ  0
0.05
0.1
0.15
0 0.05 0.1 0.150
0.05
0.1
?
?
,p
os
t
?
?,pre
 
 
20% density
60% density
100% density
CMASS  
LOWZ 
Figure 4.1: Recovered α (left) and σα (right) values from power spectrum fits of
both CMASS and LOWZ samples. The pre-reconstruction values are on the x-
axis and the post-reconstruction values on the y-axis. The black squares indicate
samples cut to 20% of their original density, the red points indicate 60% of the
original density and the green crosses are the samples at 100% density. Clearly
the scatter in both sets of plots is reduced for both pre and post-reconstruction
measurements as the density of the sample is increased. The CMASS samples
show less scatter than the LOWZ samples in both graphs and the recovered errors
are smaller. Reconstruction clearly reduces the recovered σα values on average in
all of the samples although the fraction of mocks that show improvement increases
with sample density.
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the density and losing small scale information. At a higher redshift, the galaxies in
the CMASS mocks are not as tightly clustered which may explain why this effect is
only seen in the LOWZ sample. Post-reconstruction, the bias in the measurement
of 〈α〉 increases from 0.08% to 0.4% high in the 20% sample, remains the same for
the 40% sample and increases from 0.06% to 0.4% high for the 60% sample. Thus
for these low density LOWZ samples, reconstruction fails to move the average 〈α〉
values closer to 1. If the initial recovered 〈α〉 values are not as expected (i.e. bi-
ased away from 1) due to high shot noise in the galaxy density field, it is unlikely
that using this distribution of galaxies to measure the Lagrangian displacement
field will enable reconstruction to accurately correct the density field. However,
as the density of the LOWZ sample is increased, the bias values fall in line with
predictions. In these cases reconstruction reduces the bias in the recovered 〈α〉
values. At 100% density, the pre-reconstruction value is biased by 0.4% high, this
is reduced to 0.03% low post-reconstruction within the statistical uncertainty on
one measurement of 0.05%, at 80% density the bias is reduced from 0.3% high to
0.08% low, these results are consistent with the CMASS results and predictions.
Graphs of 〈α〉 and 〈σ〉 for all density subsets of CMASS and LOWZ are shown
in Fig. 4.2. The CMASS 〈α〉 values are very consistent pre and post-reconstruction.
The LOWZ results only become consistent with the CMASS results and predictions
above an effective volume of 0.5 h−3 Gpc3. The 〈σ〉 show a clear reduction with
effective volume for both samples both pre and post-reconstruction. The LOWZ
errors are higher than the CMASS pre-reconstruction due to the more advanced
non-linearities in the density field. However, as the effective volume is increased,
the LOWZ post-reconstruction error rapidly decreases and surpasses the CMASS
error suggesting that for a given effective volume, reconstruction works harder for
the lower redshift sample.
The effectiveness of the reconstruction algorithm is quantified by comparing
the percentage reduction in 〈σα〉 before and after applying the algorithm. Fig. 4.3
shows the improvement 100× (1− 〈σα,post〉/〈σα,pre〉) as a function of n¯. Both sets
of results show that the efficiency of reconstruction is increased as the density of
the survey is increased. The 3rd point on the CMASS curve representing the 60%
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Table 4.1: BAO scale errors recovered for different survey densities from the LOWZ and
CMASS mocks.
Sample Density
%
Veff
(h−3Gpc3)
〈αpost〉 〈σα,post〉 Sα,post 〈αpre〉 〈σα,pre〉 Sα,pre improved
%
CMASS 100 1.12 0.9998 0.0112 0.0109 1.0032 0.0173 0.0172 100
80 0.97 1.0005 0.0130 0.0125 1.0038 0.0185 0.0185 100
60 0.78 0.9997 0.0141 0.0140 1.0036 0.0212 0.0214 99.5
40 0.54 0.9994 0.0182 0.0182 1.0035 0.0237 0.0244 94.3
20 0.23 1.0009 0.0303 0.0287 1.0037 0.0384 0.0363 79.0
LOWZ 100 0.52 0.9997 0.0169 0.0157 1.0035 0.0302 0.0308 99.2
80 0.47 0.9992 0.0208 0.0216 1.0031 0.0323 0.0334 93.3
60 0.39 1.0041 0.0236 0.0254 1.0006 0.0348 0.0344 90.3
40 0.29 1.0014 0.0304 0.0314 1.0014 0.0418 0.0406 83.0
20 0.14 0.9959 0.0493 0.0425 1.0008 0.0579 0.0499 65.8
density sample in Fig 4.3 is an outlier and does better than the 80% density sample,
although its absolute error is larger. For the LOWZ sample the efficiency drops
more rapidly once the galaxy density is below ∼ 1× 10−4 h3 Mpc−3. However, the
CMASS sample seems to show a constant decline in the efficiency of reconstruction
with the reduction in survey density. There is no suggestion that the efficiency will
asymptote at an optimal density. Performing a simple linear fit on the data, the
fractional reduction in error is, 1−〈σα,post〉/〈σα,pre〉 ≈ 1000n¯+ 0.13. This suggests
that for a reduction in error of 50%, the survey density should be approximately
4×10−4 h3 Mpc−3.
In Fig. 4.4, the effectiveness of reconstruction is compared to the the n¯Ps,0
quantity, thus removing the clustering strength dependence from the comparison.
The two curves show a clear trend of increasing efficiency with n¯Ps,0. The higher
Ps,0 value of the LOWZ sample moves the curve to the right compared to the
CMASS curve. Thus compared to Fig. 4.3 the LOWZ sample does not do as
well as the CMASS sample for a given n¯Ps,0. This suggests that for a given
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Figure 4.2: Recovered 〈α〉 (top) and 〈σα〉 (bottom) from power spectrum fits
for CMASS and LOWZ as a function of effective volume. The 〈α〉 values are
consistent in the range of CMASS subsamples. The value is biased high pre-
reconstruction (black dashed line), and the bias is removed by reconstruction such
that the values are consistent with 1 (black full line). The pre-reconstruction
LOWZ sample (red dashed line) shows no bias in 〈α〉 pre-reconstruction for sub
samples at a lower effective volume. When the effective volume is increased the bias
in the pre-reconstruction 〈α〉 measurement becomes apparent and is removed post-
reconstruction (red full line). The average σα,post values are clearly reduced with
increasing effective volume both pre and post-reconstruction for both samples.
Below Veff ≈ 0.4h−3Mpc3, the measured offset in α in the LOWZ mocks does
not follow the same trend as CMASS. This is due to shot noise in the low density
catalogues. As the survey density is increased, the bias measurements match those
of CMASS.
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Figure 4.3: Percentage improvement, 100× (1−〈σα,post〉/〈σα,pre〉), on σα recovered
after reconstruction for both CMASS (black line) and LOWZ (red line) samples
as a function of n¯. The improvement clearly increases with the average survey
density in both cases.
sample, a higher clustering signal amplitude would increase the effectiveness of
reconstruction. This is expected as at low redshifts where the clustering is more
evolved, there is a greater non-linear contribution to the density field to remove,
and the density perturbations that source the Lagrangian displacement fields are
larger.
Histograms of the α and σα values recovered from the mocks for CMASS,
LOWZ pre and post-reconstruction are shown in Fig. B.1 and B.2 in Appendix B.1.
4.2 Change in effectiveness near edges
At a survey boundary, due to a reduction in information describing the surrounding
overdensity, it is expected that reconstruction will be less efficient. Although it is
anticipated that this “edge effect” will be insubstantial for the CMASS sample,
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Figure 4.4: Percentage improvement, 100× (1−〈σα,post〉/〈σα,pre〉), on σα recovered
after reconstruction for both CMASS (black line) and LOWZ (red line) samples
as a function of n¯Ps,0. There is a clear trend of improvement as n¯Ps,0 is increased
in both cases, although LOWZ does slightly worse than CMASS for a given n¯Ps,0.
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Figure 4.5: The top figure shows the smoothed overdensity field, the bottom figure
shows the amplitude of the Lagrangian displacement field in the x direction. The
dashed lines show the original fields and the full lines show the field recovered
using only the information to the right of the dashed black line.
140
Figure 4.6: Plot showing the method of imposing edges on all galaxies within the
sample. In each panel, only the dark blue galaxies are reconstructed, and this
reconstruction only uses information from the galaxies shown in light and dark
blue. The figures depict stripes 10, 100 and 190 respectively, out of the 257 stripes
that we split the sample into. Once we have applied reconstruction for each of the
257 stripes, and measured the galaxy and random displacements in that stripe,
we stitch the galaxy and random catalogues back together to give a full sample,
reconstructed as if all galaxies lie close to an angular boundary.
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which has a large volume to edge ratio, an attempt to quantify it is provided in
this section, as it will be of interest for future surveys. The effect of an artificial
edge is shown in Fig. 4.5, which shows a thin redshift slice through one mock where
a survey boundary (the black line) has been artificially imposed. Dashed contours
show the full density (left) and displacement field amplitude in one dimension
(right) calculated using the full sample, and the solid contours show the result of
cutting along the boundary. After excising the information to the left of the dashed
black line, it can be seen that both density and displacement fields are damped at
the boundary, and the displacement field is mildly distorted on larger scales. This
matches expectation: The displacement estimated for a galaxy positioned near an
edge of the survey will not be influenced by anything beyond the boundary.
Although the reconstruction process is non-local it is expected that the influ-
ence of the edges on larger scales to be small (such as seen in the distortions in
the Lagrangian displacement field) and that the majority of the effect will be seen
on small scales adjacent to the boundary. An edge galaxy is therefore defined as
one that is within 10h−1 Mpc of a survey boundary and only edges in the angular
projection of the survey are considered due to the low density of galaxies at the
highest and lowest redshifts (as shown in Fig. 2.3).
To test the impact of the mask on the recovered BAO fit values for the
CMASS sample, a new mask was constructed that is cut back in angular area
by ∼ 20h−1 Mpc around the survey edges. Galaxies and randoms were cut using
this new mask (discarding ∼ 2% of each) and the displacement field was calculated
using the both the full and cut regions. The masked sample is referred to as the
“cut” sample and it is reconstructed using either the overdensity of the original
full survey, or only using the cut survey. The results from reconstruction generated
from the full survey overdensity are used as an approximation of a survey with no
edge to compare with a survey with an edge.
The BAO-scale results for both samples are given in Table 4.2, and are con-
sistent suggesting that the simple method of masking the data does not alter the
performance of the reconstruction algorithm for the CMASS sample. This in turn
suggests that the CMASS boundary has negligible effect on the efficiency of re-
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construction. As the CMASS sample has such a low edge to volume ratio, it does
not provide a large enough percentage of edge galaxies to quantify their effect.
In order to test the effects of edges further, the CMASS mocks have been
dissected to artificially create a survey with a large edge-to-volume ratio. To do
this, the survey was cut into 257 stripes in right ascension, ∼ 0.6 degrees across,
which translates into a comoving physical separation of approximately 14h−1 Mpc
at the effective redshift of the sample. The overdensity and thus the displacement
field are calculated using data spanning from one true edge of the survey up to a
synthetic edge such that it is always calculated in a region covering ≥ half of the
whole survey volume as illustrated in Fig. 4.6. The stripe of galaxies/randoms that
lies on the edge of the overdensity in each instance is reconstructed using the new
displacement field. The reconstructed stripes are then concatenated to replicate
a survey where the majority of galaxies (67%) lie within 10h−1 Mpc of an edge.
This is named this “the edge catalogue”.
On a mock by mock basis, the σα,post values for the edge catalogue are larger
compared to the standard reconstruction in 559 out of 600 mocks. For the re-
maining 41 mocks, the error is only smaller in the edge sample by an average of
〈∆σα,post〉 = 0.0004. Histograms showing the α and σα distributions for each sam-
ple are shown in Appendix B.1 in Fig. B.3. Comparing the r.m.s. displacements
of the edge sample with the standard sample for the first CMASS mock, the edge
sample galaxies have a r.m.s. displacement of 2.9h−1 Mpc whereas the standard
sample have a rms displacement of 3.6h−1 Mpc. The displacements are reduced in
the edge catalogue as the overdensity field beyond the boundary is not picked up
and the amplitude of the displacement field drops off towards the boundary edge,
where 67% of the edge galaxies reside.
The 〈αpost〉 and 〈σα,post〉 values are shown in Table 4.2. Although the edge
sample does not do as well as the standard reconstruction, it does notably better
than the non-reconstructed set of mocks. As the edge files are constructed to
represent a worst case scenario, the conclusion is that even surveys with a large
surface area to volume ratio should benefit from reconstruction provided the galaxy
density is sufficiently large, as discussed in the previous section. Assuming a linear
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relation between the percentage of edge galaxies and the reduction in effectiveness
of reconstruction, an estimate of the effect that a particular survey geometry (of a
contiguous volume) will have can be made. For example a survey with 20% edge
galaxies should expect approximately 3% increase in the error on the measurement
due to edge effects compared to a survey with only 2% edge galaxies. For the
CMASS sample, the fractional increase in the σα,post Y for a specific fraction of
edge galaxies X is
Y =
2× 10−3
σ0
X, (4.2)
where σ0 is the error for a sample with no edges; this is 0.01116 for the CMASS
mocks in the standard reconstruction. As the absolute value σ0 is dependent on
other factors, including the density and volume and redshift of sample which may
not be independent of the edge results, this is used as a rough indication of the
expected increase of σα,post with edge fraction to show that the effect is small.
These tests have been conducted to look at edge effects on a contiguous survey,
not surveys that are constructed from disjointed patches. Small holes within a
survey, that are significantly smaller than the smoothing length applied, are sim-
ply equivalent to a reduction in the sample density. However, holes comparable to
the smoothing scale or larger, could exclude regions important for the reconstruc-
tion as discussed in [61]. Previous applications of reconstruction such as [87] have
used constrained realisations or Wiener filter methods to fill-in regions outside the
survey or holes within the survey. However, it is important to realise that these
methods are not providing extra information in these regions: they simply pro-
vide a plausible continuation of the density field. The efficiency of reconstruction
would still be reduced near the boundaries of large holes. From the tests above we
conclude that the actual effect of the boundaries is itself small for BAO-scale mea-
surements, and this suggests that it may be unnecessary to perform a complicated
extrapolation of the density field to regions where there is no data.
In the next section, the results from the tests carried out in this chapter are
compared to current survey predictions.
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Table 4.2: BAO scale errors recovered varying the percentage of the survey that
lies along an edge.
Sample % edge galaxies 〈αpost〉 〈σα,post〉 Sα,post
Cut 0 1.0002 0.0114 0.0113
2 1.0000 0.0114 0.0114
Full 67 1.0005 0.0125 0.0134
2 1.0002 0.0112 0.0110
4.3 Comparison to current predictions
Current predictions on cosmological distance errors from a reconstructed galaxy
survey assume that the process of reconstruction will reduce the non-linear damp-
ing of the power spectrum by ∼ 50%. In this section, the assumption is compared
to the empirically derived measurements of the previous sections.
A Fisher matrix is used to predict the optimal survey conditions that minimise
the achievable error on a derived parameter [201, 202, 203, 204, 205, 206, 207, 38].
An alternative way of estimating the error on the distance measurement measured
from the BAO signal in galaxy redshift surveys is proposed in [90]. The Fisher
matrix calculation is reduced to a 1D (spherically symmetric) or 2D (anisotropic)
fitting formula that yields estimates of the errors on the distance measurements as
a function of the intrinsic survey properties and parameterises the effects of non-
linear growth. The inclusion of a nonlinear growth parameter in the estimation
means that one can construct an estimate from a reconstructed galaxy field where
this effect should be reduced. The nonlinearities are encoded by a parameter Σnl.
An overview of the steps leading to the 1-D approximation of the Fisher matrix
are briefly reviewed here. The authors of [90] start by considering an approximation
of the full Fisher matrix [199] which makes the assumption that the errors on each
observable are Gaussian. They make the further assumption that the distance
measurement error is dependent only on the ability to locate the distance to the
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centre of the BAO peak
Fln rs = Vsurvey
∫ kmax
kmin
4pik2dk
2(2pi)3
1
(P (k) + 1/n)2
[
∂Pb(k)
∂ ln rs
]2
, (4.3)
where Pb(k) are the baryonic features of the power spectrum, rs is the sound
horizon, Vsurvey is the volume of the survey and spherical symmetry is assumed.
The configuration space representation of the baryon acoustic signature is mod-
elled as a delta function at the BAO scale broadened by the time integrated effects
of Silk damping and the effects of non-linear structure formation. Previously it
was shown [61] that the degradation of the acoustic peak due to non-linear struc-
ture formation could be well approximated by the variation of motions of pairs
of galaxies separated by ∼ the BAO scale. The motions, predominantly arising
from bulk flows in the matter field on scales smaller than the acoustic scale cause
flows of ∼ 10h−1 Mpc out of the peak. The two broadening effects are treated
as convolving the peak with Gaussian like functions (the integrated Silk damping
is slightly non-Gaussian). In Fourier space, the delta function apparent at the
sound horizon scale convolved with the Gaussian functions becomes a sinc func-
tion of wavenumber times sound horizon, multiplied by an exponential scaled by
the combined damping factors. The baryonic features of the power spectrum can
be modelled as
Pb(k) ∝ sin(krs)
krs
exp
[−(kΣs)1.4] exp [−k2Σnl/2] , (4.4)
where the exp [−(kΣs)1.4] is the integrated effect of Silk damping and exp [−k2Σnl/2]
is the broadening due to non-linear growth and the strength of Σnl can be modi-
fied to account for the effects of reconstruction. This equation is used to calculate
the Fisher matrix estimation of Eq. 4.3. Removing small second order terms and
differentiating ∂Pb(k)
∂ ln rs
means that the square root of the inverse Fisher matrix or in
other words, the error on measurements of the location of the peak is expressed as
σrs
rs
=
[
VsurveyA
2
0
∫ ∞
0
dk
k2 exp(−2(kΣs)1.4) exp(−k2Σnl)
(P (k)
P0.2
+ 1
nP0.2
)
2
]− 1
2
, (4.5)
where P0.2(k) is the redshift dependent galaxy power spectrum at k = 0.2 and√
8piA0 is the normalisation of the power spectrum. Therefore the error is depen-
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dent on the volume of the survey, the number density, the redshift, the degree of
Silk damping and the damping due to non-linear evolution at the BAO scale.
In [1], the reconstruction algorithm applied to N-body simulations at z =
0.3 was shown to reduce the nonlinear damping parameter by ∼ 50%, leading
to this becoming the standard assumption of the effect of reconstruction, with
a subsequence reduction in distance measurement error dependent on the other
survey attributes.
The tests carried out in Section 4.1 on the CMASS and LOWZ mock catalogues
provide an ideal tool for empirically testing this assumption. The code of [90] was
run for a hypothetical survey of 0.2 < z < 0.8, and Vsurvey = 1h
−3 Gpc3 using
the same fiducial cosmology as in the mocks. The density of the survey was
varied between 0.5×10−4 h3 Mpc−3and 6×10−4 h3 Mpc−3 and the predicted errors
calculated for the full non-linear damping term Σnl to represent no reconstruction,
and with a 0.5Σnl to represent the reconstructed survey. The CMASS and LOWZ
error improvement vs number density were shown in Fig. 4.3 to approximately
follow the same trend, thus a linear fit was applied to the combined data points.
The values of predicted improvement versus density are shown along with the
measured CMASS, LOWZ and their linear fit in Fig. 4.7. The prediction clearly
over estimates the percentage improvement in error due to reconstruction at lower
number densities, although the trend in data suggests that at densities above
∼ 2.5×10−4 h3 Mpc−3, the prediction may be an underestimate as the data curves
show no sign of asymptotic behaviour for the ranges of densities shown. A linear fit
is the simplest model and appears valid over the densities for which there is data.
It is possible that the % improvement of σα follows the curve of the prediction
but with a lower amplitude beyond this region. That is, a smaller percentage
improvement per average survey density would be measured with the same rate of
improvement as the density is varied. This model is worth pursuing, but is left for
future work as it requires denser catalogues to test.
This can be seen more clearly in Fig. 4.8: The percentage improvement as a
function of average density for the linear fit to the data sets is translated to a post-
reconstruction error as compared to the assumed pre-reconstruction error derived
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Figure 4.7: Percentage improvement, 100× (1−〈σα,post〉/〈σα,pre〉), on σα recovered
after reconstruction for CMASS (black line) and LOWZ (red line) samples, a linear
fit to both samples and predictions as a function of n¯. The empirical measurement
of the improvement is lower than predicted values for low densities but supersedes
the prediction at higher densities.
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Figure 4.8: Predicted values of the pre (black curve) and post (green curve) re-
construction error assuming 50% reduction in nonlinear damping post-recon as a
function of n¯. This is compared to the expected improvement on the same pre-
recon errors given our results shown in the previous figure. The blue curve is an
extrapolation of the linear fit to the data.
by Eq. 4.5. Here, the absolute error reduction due to reconstruction is shown em-
pirically to increase with density, although the predictions retain a more constant
improvement. Thus, for higher density surveys it is possible that reconstruction
will reduce the linear damping by > 50%, this has interesting consequences for
survey design which will be discussed in the chapter summary.
4.4 Summary and outlook
The efficiency of reconstruction versus external factors of the survey has been
examined; galaxy density, survey volume and edge to volume ratio which will
provide repercussions for future survey design.
The density of the survey has the greatest impact on the reconstruction algo-
rithm within the bounds of the test parameters. This should come as no surprise
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as the survey contains the information used in the reconstruction process. For a
given survey density one can predict how well reconstruction should perform. The
mock catalogues are tested at two redshifts, z = 0.32 and z = 0.57. Reconstruc-
tion removes the expected bias in the measurements at all densities for the higher
redshift samples. For the lower redshift samples the detection of the bias is only
apparent at Veff > 0.4h
−3 Gpc3. Reconstruction removes the bias in those cases.
Initially, the low redshift sample has a higher error pre-reconstruction as a
function of effective volume due to a greater non-linear component of its density
field. The error on the measurement for both samples is reduced both pre and post-
reconstruction as Veff is increased. To separate the improvement due to increased
volume from the improvement due to reconstruction the percentage reduction in
error as a function of the average survey density is investigated. Both samples
show a strong trend of increasing efficiency of reconstruction with increased density
with no indication of asymptoting to an optimal density. A linear fit is applied
to the data which suggests that for reconstruction to reduce the error on the
measurement to half of its pre-reconstruction value requires a survey density of
≈ 4× 10−4 h3 Mpc−3 on average.
The predicted improvement on distance measurement errors assumes that re-
construction will decrease the nonlinear damping of the power spectrum by a factor
of 2. The results of the tests in Section 4.1 suggest that for lower density surveys
this maybe an overestimation of the capability of reconstruction but for surveys of
larger density the prediction may under appreciate the ability of the reconstruction
algorithm. This is worth further investigation as clearly it is a vital consideration
when designing a galaxy survey.
For surveys with large edge to volume ratios, an estimate of the reduction in
precision expected due to edge effects has been provided. The effects are very small;
for the worst case sample containing 67% of galaxies less than 10h−1 Mpc from
a survey boundary, σα,post is only increased by 12%. It is expected for surveys
with less than 5% of galaxies within 10h−1 Mpc of a boundary, the increase in
σα,post due to edge effects will be negligible. Linearly extrapolating the results, the
increase in error is only 3% for every extra 20% of edge galaxies.
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To summarise, it is suggested that the strong density dependence on efficiency
of the algorithm will change the optimal balance between density and volume, and
should be considered by future surveys.
A higher density over larger volumes is desirable to optimise the post-reconstruction
BAO measurement errors. For a survey with a contiguous volume, a high edge to
volume ratio is not found to have a big impact on the efficiency of reconstruction.
The next chapter moves away from the application of the reconstruction method
to data and into the realms of perturbation theory. The aim of the work is to find
an analytical expression for the reconstructed non-linear matter power spectrum
in redshift space and decipher whether the reconstruction algorithm can provide
a way of enhancing the observed linear RSD signal.
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Chapter 5
Perturbation theory modelling of
the power spectrum
The goal of this Chapter is three fold. Initially, a pedagogical introduction to
non-linear cosmological Perturbation Theory (PT) is provided covering the Eule-
rian and Lagrangian formulations. This is followed by a description and derivation
of the equations of the Resummed Lagrangian Perturbation Theory (RLPT) [8]
which include real space and redshift space calculations and the extension of this
theory to model the reconstructed RLPT power spectrum in real space [208]. The
final section shows a new result which is the calculation of the reconstructed red-
shift space RLPT 2nd order power spectrum. The ultimate goal of the work is to
produce a reconstruction algorithm that will enhance the linear redshift space dis-
tortion signal analogous to the BAO reconstruction method. Although the redshift
space distortion signal is a perceived anisotropy in the density field due to galaxy
motions, the same mechanism of correcting the shifts in the galaxy distribution
due to bulk flows in redshift space (without correcting for redshift space distor-
tions as is done in BAO reconstruction) could enhance the linear RSD signal. To
understand the effect of the standard reconstruction on the RSD signal requires
modelling the reconstructed redshift space power spectrum into the quasi-nonlinear
regime. A plan for future development of the model that includes estimates of the
non-linear RSD signal and galaxy bias is discussed.
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To describe the evolution of large scale structure in the Universe requires an
understanding of the mechanisms of gravitational instability. One must trace the
initial minuscule fluctuations in the matter field to the evolved complex structures
observed in the Universe today. To do this, a comparison needs to be made between
observations of fluctuations in the density of the luminous matter distribution at
different epochs to either; models predicting evolution of dark matter density and
velocity fluctuations, or N-body simulations, where both methods are dependent
on the underlying cosmology. By developing accurate theoretical predictions of
the evolution of the LSS, one can ultimately extract information about the dark
energy content of the Universe.
On very large scales the distribution of matter in the Universe looks smooth.
The fluid Equations shown in Chapter 1 describe how a homogeneous and isotropic
Universe will evolve under different cosmologies. In a Newtonian perturbation
theory framework, the perturbed equations are shown in Eqs 1.41 to 1.43. On
large scales, the non-linear terms in each equation are negligible in comparison to
linear perturbation terms. In this limit the equations of motion can be truncated
at linear order and solved to determine the growth of density perturbations and
evolution the velocity field in the linear regime as shown in Section 1.3.
However, on very small scales, gravitational dynamics becomes highly non-
linear and thus the exact behaviour of perturbations cannot be modelled analyt-
ically. On these scales, N-body simulations play an important role in predicting
the behaviour of the evolution of matter.
However, there is an intermediate scale called the weakly non-linear or quasi-
nonlinear regime. Fluctuations in the density and peculiar velocity fields in this
regime make significant corrections to the first order terms in Eqs 1.41 to 1.43
reducing the accuracy of a stand alone linear perturbation theory description. It
is not possible to calculate an analytical solution to the non-linear fluid equa-
tions. However, modifications to the exact linear solutions in this regime remain
small enough that the evolution of the density field and velocity field can be ap-
proximated using a perturbative series of small deviations around the linear base
solution. This is the crux of perturbation theory (PT). Cosmological perturba-
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tion theory was initially developed in a number of works [209, 210, 211]. Recently,
there has been a renewed interest in development of perturbation theories to model
the matter distribution up to the quasi-nonlinear scale due to an influx of galaxy
surveys designed to measure the BAO signal, at high precision, from the galaxy
density field. Although the BAO scale is large enough to remain in the linear
regime today, the low redshift signal measured in the galaxy distribution, which is
interesting due to the late time influence of dark energy, is progressively blurred
by non-linear gravitational processing.
Perturbation theory is developed around a number of assumptions which are
listed here.
• Gravity is the only mechanism controlling the dynamics of structure growth.
• All matter particles in the Universe are collisionless CDM particles of the
same mass which are viscosity free and have zero pressure.
• CDM particles are non-relativistic in the quasi-linear regime, meaning it is
sufficient to use a Newtonian gravity description of the equations of mo-
tion, ([208] show that translating the EoM into a relativistic framework only
provides small corrections to perturbation theory at 3rd order).
• There is no shell crossing in the peculiar velocity field on the weakly non-
linear scales [212] , this is called the single stream approximation.
• The peculiar velocity field is irrotational, that is, can be described entirely
by its divergence.
• The initial density field can be described by a Gaussian random field.
Shell crossing does occur on non-linear scales where the approximations of zero
stress tensor and exclusively gravitational structure growth are no longer valid. As
non-linear structure formation becomes more prevalent at later times, the quasi-
linear regime, or scale at which perturbation theory approximations remain valid,
gets larger with time. That is, PT breaks down at decreasing k modes with
decreasing redshift.
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N-body simulations built from collisionless matter particles allowed to evolve
under gravity for a given cosmology, are important tools that can be used to test
the ‘validity’ of a perturbation theory model. On small scales they can predict the
upper limit of wavenumbers where PT is valid, on large scales, PT tests the validity
of N-body simulations where finite geometry and limited resolution may impose
spurious signals. N-body simulations are computationally expensive and require
large volumes, which makes them cumbersome. In comparison a complimentary
PT theory description of the large scale structure allows direct computation of the
statistical properties of density/velocity field and reveals more about its dynamical
behaviour.
There are many variants of cosmological perturbation theory, for example Stan-
dard Perturbation Theory (SPT) [210, 209, 211, 213, 214], Lagrangian Perturba-
tion Theory (LPT) [215, 216, 217, 147, 218], Renormalised Perturbation Theory
(RPT) [219], Resummed Lagrangian Perturbation Theory (RLPT) [8, 220], Convo-
lution Lagrangian Perturbation Theory (CLPT) [221]. For a general perturbation
theory review which compares theories to simulations and outlines applications to
data analysis the reader is referred to [37] and for a more recent comparison of
results, testing different types of PT models against simulations, [222].
The chapter begins following on from the linear perturbation theory shown in
Chapter 1, where the non-linear Eulerian fluid equations and the full non-linear
Newtonian equations of motion are shown. The Perturbation theory method of
providing approximate solutions to these equations known as Eulerian or Standard
Perturbation Theory (SPT), is outlined and detailed derivations of the perturba-
tive terms are shown. Many of the techniques used in these derivations will be
useful throughout the rest of the chapter.
In the following section the Lagrangian PT formalism is considered. The deriva-
tion of the first and second order Lagrangian perturbation theory terms are shown
in detail. In Section 5.3, the Resummed Lagrangian Perturbation Theory proposed
by Matsubara in [8] is described and explicit derivations of the equations presented
in that paper, including modification to the equations to account for observations
in redshift space are shown.
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In Section 5.4 the previous results are extended to the reconstructed instance
following [208] reproducing their power spectrum equations.
Finally in Section 5.5 the RLPT of [8] and the applications of [208] are extended
to provide a mathematical description of the reconstructed redshift space power
spectrum which will be used to predict the improvement in measurements of linear
redshift space distortions after reconstruction.
5.1 SPT
In this section reference is made to the perturbed fluid equations and equations
of motion equations derived in Chapter 1 where it is shown that truncating these
equations at linear order one can produce the linearised equations of motion for
the density and the velocity field which permit exact analytical solutions. The
non-linear equations are considered which do not permit exact analytical solutions
and it is shown how approximate solutions to the non-linear equations of motion
are derived by expanding the linear solutions in a perturbative series. Non-linear
perturbative solutions, starting with an Einstein de Sitter Universe and moving
on to (approximate) solutions for an arbitrary cosmology are derived up to 2nd
order in the linear power spectrum.
5.1.1 Non-linear Eulerian Perturbation Theory
The linear approximation is only accurate over large scales ie k < 0.1hMpc−1 at
z = 0, but as one explores the large scale structure of the Universe on smaller scales,
fluctuations in the density and velocity fields are no longer negligible compared to
their linear background values. As the fluctuations are still small, the solutions
to the non-linear equations can be approximated using a perturbative solution
expanded around the linear result.
δ(x, t) =
∞∑
n=1
δ(n)(x, t) (5.1)
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and
θ(x, t) =
∞∑
n=1
θ(n)(x, t), (5.2)
where first order solutions are linear in the linear overdensity field and the pertur-
bative terms are nth orders of the linear solution.
In the Fourier representation of the equations of motion, linear terms remain
functions of wavenumbers that evolve independently. Moving to higher order per-
turbations induces mutual wavenumber dependences or mode coupling. Therefore
it becomes natural to move to a Fourier base, where the linear components can
be isolated and tracked, and build up the density/velocity picture. Here the step
by step Fourier transform of the equations of motion is shown. Starting with full
non-linear continuity equation,
∂δ(x, τ)
∂τ
+∇·[(1 + δ(x, τ))v(x, τ)] = 0. (5.3)
Splitting the vector operations using the chain rule shows
∂δ(x, τ)
∂τ
+∇ · v(x, τ)(1 + δ(x, τ)) + [∇·(1 + δ(x, τ))]v(x, τ) = 0. (5.4)
Expanding, and using the chain rule again this equation becomes
∂δ(x, τ)
∂τ
+ θ(x, τ) +∇·(δ(x, τ)v(x, τ)) = 0. (5.5)
This is the first equation of motion to Fourier transform. Using Fourier transforms
of vector operators yields the following expression for the velocity field,
v = ∇φ⇒ ∇ · v = ∇2φ⇒ θ = −k2φ, (5.6)
⇒ v = −∇
(
θ
k2
)
⇒ v = −ik θ
k2
. (5.7)
This expression leads to
∂δ(k, τ)
∂τ
+ θ(k, τ) =∫
d3x
(2pi)3
e−ik·x∇x ·
[∫∫
d3k1d
3k2e
i(k1+k2)·xδ(k1, τ)
−ik2
k22
θ(k2, τ)
]
. (5.8)
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From the definition of the Dirac Delta function and applying the real space diver-
gence using the chain rule this becomes
∂δ(k, τ)
∂τ
+ θ(k, τ) =∫
d3k1
∫
d3k2δD(k1 + k2 − k)δ(k1, τ)ik2
k22
θ(k2, τ)i (k1 + k2) . (5.9)
Defining k12 ≡ k1 + k2, the first Fourier transformed equation of motion reads,
∂δ(k, τ)
∂τ
+ θ(k, τ) = −
∫
d3k1
∫
d3k2δD(k1 + k2 − k)k12 · k2
k22
δ(k1, τ)θ(k2, τ).
(5.10)
Next the Fourier expression for the evolution of velocity field is derived. Starting
with the Euler equation, assuming a zero contribution from the pressure term,
∂v(x, τ)
∂τ
+ [v(x, τ) · ∇] v(x, τ) = −H(τ)v(x, τ)−∇φ(x, τ). (5.11)
Taking the divergence of this equation and substituting the Poisson equation with
its density description gives
∂θ(x, τ)
∂τ
+H(τ)θ(x, τ) + 3
2
ΩmH2(τ)δ(x, τ) = −∇ · [(v(x, τ) · ∇)v(x, τ)]. (5.12)
The LHS of the equation is a straight forward transform into Fourier space, on the
RHS the x dependent components in the square brackets can be written out as
their Fourier integrals. The τ dependence is dropped from the arguments in the
equation for a more compact notation although it is still implied.
∂θ(k)
∂τ
+Hθ(k) + 3
2
ΩmH2δ(k) =
−
∫
d3x
(2pi)3
e−ik·x ∇·
[∫
d3k1e
ik1·x−ik1
k21
θ(k1)·∇
∫
d3k2e
ik2·x−ik2
k22
θ(k2)
]
,
= −
∫
d3x
(2pi)3
e−ik·x ∇·
[∫
d3k1e
ik1·x−ik1
k21
θ(k1)
∫
d3k2e
ik2·xik2
−ik2
k22
θ(k2)
]
,
(5.13)
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and calculating the divergence operations
∂θ(k)
∂τ
+Hθ(k) + 3
2
ΩmH2δ(k) =
−
∫
d3k1
∫
d3k2δD(k12 − k)k12·k2 k1·k2
k21k
2
2
θ(k1)θ(k2). (5.14)
From the definition of k12,
k12·k1 + k12·k2 = k212, (5.15)
and so it follows that k12·k2 and k12·k1 must be symmetric. Thus
∂θ(k)
∂τ
+Hθ(k) + 3
2
ΩmH2δ(k) =
−
∫
d3k1
∫
d3k2δD(k12 − k)k
2
12(k1·k2)
2k21k
2
2
θ(k1)θ(k2), (5.16)
which is Fourier transform of the second equation of motion.
The Fourier transformation of the equations of motion ensures non-linearities
in the continuity and Euler equations (both right hand side terms) become encoded
in the mode coupling of pairs of wave vectors k1 and k2. It is not possible to obtain
exact solutions to these equations which is why the non-linear terms are evaluated
by assuming small perturbations about θ(k) and δ(k). A step by step derivation
of expressions for the nth order perturbations which take the form of recursion
relations is shown here starting with the case of an Einstein-de-Sitter Universe.
5.1.2 Solutions for an Einstein-de-Sitter Universe
The simplest cosmology to consider is the Einstein de Sitter Universe where Ωm =
1, ΩΛ = 0 and there is zero spatial curvature. In this instance the solution to the
Friedman equation is a ∝ t2/3 ∝ τ 2. If, following [211] and [213], the solutions to
the equations of motion are forced to take the form of the following expansions
δ(k, τ) =
∞∑
n=1
an(τ)δn(k), θ(k, τ) =
∞∑
n=1
a˙(τ)an−1(τ)θn(k), (5.17)
159
the perturbative sums can be substituted into Eq. 5.10 and the τ derivatives cal-
culated.
∞∑
n=1
a˙(τ)nan−1δn(k) +
∞∑
n=1
a˙(τ)nan−1θn(k) =
−
∫
d3k1
∫
d3k2δD(k12 − k)k12·k1
k21
∞∑
n=1
a˙(τ)an−1(τ)θn(k1)
∞∑
n=1
an(τ)δn(k2).
(5.18)
Expanding the sums on the LHS and multiplying together gives
∞∑
n=1
a˙(τ)an−1(τ)θn(k1)
∞∑
n=1
an(τ)δn(k2) =
∞∑
n=1
a˙(τ)an−1(τ)
n−1∑
m=1
θm(k1)δn−m(k2).
(5.19)
Thus the nth order term for n > 1 becomes
nδn(k) + θn(k) = −
∫
d3k1
∫
d3k2δD(k12 − k)k12·k1
k21
n−1∑
m=1
θm(k1)δn−m(k2). (5.20)
In the Fourier transformed Euler equation in Eq. 5.16, one can replace H with 2/τ
and add the perturbative approximation for θ(k),
∂
∂τ
[ ∞∑
n=1
a˙(τ)an−1(τ)θn(k)
]
+
a˙(τ)
a(τ)
∞∑
n=1
a˙(τ)an−1(τ)θn(k) +
6
τ 2
∞∑
n=1
an(τ)δn(k) =
−
∫
d3k1
∫
d3k2δD(k12 − k)k
2
12(k1·k2)
2k21k
2
2
∞∑
n=1
a˙(τ)an−1(τ)θn(k1)
∞∑
n=1
a˙(τ)an−1(τ)θn(k2). (5.21)
Taking the τ derivative and multiplying the perturbative terms on the LHS,
∞∑
n=1
[
a˙2(τ)(n− 1)an−2(τ)+
a¨(τ)an−1(τ)
]
θn(k) +
∞∑
n=1
a˙2(τ)an−2θn(k) +
6
τ 2
∞∑
n=1
an(τ)δn(k) =
−
∫
d3k1
∫
d3k2δD(k12 − k)k
2
12(k1·k2)
2k21k
2
2
∞∑
n=1
a˙2(τ)an−2(τ)
n−1∑
m=1
θm(k1)θn−m(k2).
(5.22)
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Therefore as a ∝ τ 2, for the nth order term in this equation, when n > 1,
(1 + 2n) θn(k) + 3δn(k) =
−
∫
d3k1
∫
d3k2δD(k12 − k)k
2
12(k1·k2)
k21k
2
2
n−1∑
m=1
θm(k1)θn−m(k2). (5.23)
In order to use the perturbative expansion, we want to express the nth order
expressions in terms of powers of the linear density field δ1. And, following [218, 37]
the solutions will take the form
δn(k) =
∫
d3q1 . . .
∫
d3qnδD (k− qi..n)Fn(q1 . . .qn)δ1(q1) . . . δ1(qn), (5.24)
θn(k) = −
∫
d3q1 . . .
∫
d3qnδD (k− qi..n)Gn(q1 . . .qn)δ1(q1) . . . δ1(qn). (5.25)
where k = k1 + k2, and the q’s are related to the k wave vectors such that
k1 = q1 + . . .qm and k1 = qm+1 + . . .qn. As the first order terms are δ1(k) and
θ1(k) = −δ1(k), the first order kernels F1(q1) = G1(q1) = 1. Substituting the
form of the solutions into Eq. 5.20 and Eq. 5.23 allows derivations of expressions
for Fn and Gn.∫
d3q1 . . .
∫
d3qnδD (k− q1..n) δ1(q1) . . . δ1(qn) [nFn(q1 . . .qn)−Gn(q1 . . .qn)] =∫
d3k1
∫
d3k2δD(k12−k)k12·k1
k21
n−1∑
m=1
∫
d3q1 . . .
∫
d3qnδD (k− q1..n) δ1(q1) . . . δ1(qn)×
Gm(q1 . . .qm)Fn−m(qm+1 . . .qn). (5.26)
from which we can carry out the k integrals and isolate the F and G kernels.
nFn(q1..qn) +Gn(q1..qn) =
n−1∑
m=1
α(k1,k2)Gm(q1..qm)Fn−m(qm+1..qn). (5.27)
and doing the same thing for the Euler equation,
3Fn(q1..qn)− (1 + 2n)Gn(q1..qn) =
n−1∑
m=1
−β(k1,k2)Gm(q1..qm)Gn−m(qm+1..qn),
(5.28)
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where the mode coupling terms are encoded in
α(k1,k2) ≡ k12·k1
k21
β(k1,k2) ≡ k
2
12(k1·k2)
2k21k
2
2
. (5.29)
Combining equations we find the recursion relations for Fn and Gn
Fn(q1..qn) =
n−1∑
m=1
Gm(q1..qm)
(2n+ 3)(n− 1)×
[(1 + 2n)α(k1,k2)Fn−m(qm+1..qn) + β(k1,k2)Gn−m(qm+1..qn)] (5.30)
and
Gn(q1..qn) =
n−1∑
m=1
Gm(q1..qm)
(2n+ 3)(n− 1)×
[3α(k1,k2)Fn−m(qm+1..qn) + nβ(k1,k2)Gn−m(qm+1..qn)] . (5.31)
These terms can be symmetrised following [211] over all possible permutations of
n wavevectors. The symmetrised kernels are then
F (s)n (q1 . . .qn) =
1
n!
∑
p∈Sn
Fn [qp1 . . .qpn] , (5.32)
G(s)n (q1 . . .qn) =
1
n!
∑
p∈Sn
Gn [qp1 . . .qpn] . (5.33)
From these relations the n = 2 terms can be read off that will contribute to the
second order density and velocity fields. These are
F
(s)
2 (q1,q2) =
5
7
+
(q1·q2)
2
(
1
q21
+
1
q22
)
+
2
7
(q1·q2)2
q21q
2
2
, (5.34)
and
G
(s)
2 (q1,q2) =
3
7
+
(q1·q2)
2
(
1
q21
+
1
q22
)
+
4
7
(q1·q2)2
q21q
2
2
, (5.35)
with the symmetrised kernels providing a short hand way of expressing the density
field at any order in terms of powers of the linear density field.
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5.1.3 Arbitrary cosmologies, an approximation
For cosmologies with a non-zero ΩΛ and non-unity Ωm, the perturbative solu-
tions in Eq 5.17 no longer apply. The perturbative solutions (following the linear
solutions in Chapter 1) are assumed to take the form,
δ(k, τ) =
∞∑
n=1
Dn(τ)δn(k), θ(k, τ) =
∞∑
n=1
−Hf(ΩM ,ΩΛ)En(τ)θn(k).
(5.36)
Following the same steps as in the Einstein de Sitter case, the nth order solutions
become
D˙n
Hf − Enθn =
∫
d3k1d
3k2δD(k− ki − k2)α(k,k1)
n−1∑
m=1
Dn−mEmθm(k1)δn−m(k2),
(5.37)
and
E˙n
Hf θn + (
3Ωm
2f 2
− 1)Enθ − 3Ωm
2f 2
Dnδn =∫
d3k1d
3k2δD(k− k1 − k2)β(k1,k2)
n−1∑
m=1
En−mEmθm(k1)θn−m(k2). (5.38)
If the ratio Ωm/f
2 = 1, which is a very good approximation over all redshifts in a
ΛCDM cosmology where the growth function is given by Eq. 1.100 and Eq. 1.101
then the solutions become separable, and Dn = En = (D1)
n, leading back to the
same recursion relations as derived for the Einstein de Sitter case. Generally, the
perturbative kernels will be very weakly dependent on time, but it has been shown
that this additional complication does not alter the solutions compared to the
Einstein de Sitter case enough for this purpose [37], thus the perturbative solutions
for an Einstein-de-Sitter Universe are used throughout the following work.
5.1.4 Non-linear power spectrum in SPT
The goal of the theory is to provide a model that can be compared to the statistical
properties of the data/simulations. The simplest and most useful properties for
measuring the BAO in the matter field are the power spectrum and correlation
163
function. As the perturbation theory is developed in Fourier space, it is natural to
work with the power spectrum in PT, although some theories have been extended
to configuration space, for example [221].
The derived perturbative terms can be used to calculate the power spectrum
of the density field at nth order. The power spectrum is defined in Eq. 1.104.
Substituting the perturbative sequences for δ(k) shown in Eq. 5.17 into the power
spectrum equation gives
(2pi)3P (k, τ)δ(k + k′) = 〈
∞∑
n=1
an(τ)δn(k)
∞∑
m=1
am(τ)δm(k
′)〉
= 〈a2(τ)δ1(k)δ1(k′) + a3(τ)δ1(k)δ2(k′) + a4(τ)δ1(k)δ3(k′)
+ . . .+ a3(τ)δ2(k)δ1(k
′) + a4(τ)δ3(k)δ1(k′) + a4(τ)δ2(k)δ2(k′) . . .〉, (5.39)
where the expansion is cut off at 4th order in the linear density field. If m + n =
odd, then the terms will vanish as the initial density is assumed to be a random
Gaussian field, (see Chapter 1), thus the power spectrum up to second order (4th
order in δ1) is
P (k, τ) = a2(τ)P11(k) + a
4(τ) [2P13(k) + P22(k)] . (5.40)
The first term on the RHS is the linear component PL and the second order
spatial contribution to the power spectrum (or 1-loop correction to the linear
power spectrum) is
P2(k) = P22(k) + 2P13(k). (5.41)
The explicit step by step calculation of the components of P2(k) follows as it is an
important process that will be used throughout this chapter. Starting with P22,
the power spectrum is defined as
P22(kα)δD(kα + kβ) = 〈δ2(kα)δ2(kβ)〉. (5.42)
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Writing out the 2nd order density perturbations in terms of the linear density,
〈δ2(kα)δ2(kβ)〉 =
∫
d3qα1
∫
d3qα2δD(qα1 + qα2 − kα)F2(qα1,qα2)×∫
d3qβ1
∫
d3qβ2δD(qβ1 + qβ2 − kβ)F2(qβ1,qβ2)×
〈δ1(qα1)δ1(qα2)δ1(qβ1)δ1(qβ2)〉. (5.43)
Applying Wick’s theorem (see Appendix A.5) splits the RHS of the equation into
3 parts
P22(kα)δD(kα + kβ) =∫
d3qα1
∫
d3qα2δD(qα1 + qα2 − kα)F2(qα1,qα2)×∫
d3qβ1
∫
d3qβ2δD(qβ1 + qβ2 − kβ)F2(qβ1,qβ2)×
[〈δ1(qα1)δ1(qα2)〉〈δ1(qβ1)δ1(qβ2)〉 . . . . . .A
+ 〈δ1(qα1)δ1(qβ1)〉〈δ1(qα2)δ1(qβ2)〉 . . . . . .B
+ 〈δ1(qα1)δ1(qβ2)〉〈δ1(qα2)δ1(qβ1)〉] . . . . . .C
(5.44)
First, calculating the qα2 and qβ2 integrals means exchanging variables qα2 →
kα − qα1 and qβ2 → kβ − qβ1. Then carrying out the calculation of each part
separately means for A,
A =
∫
d3qα1
∫
d3qβ1F2(qα1,kα − qα1)F2(qβ1,kβ − qβ1)×
δD(kα)P11(qα1)δD(kβ)P11(qβ1) = 0. (5.45)
For B
B =
∫
d3qα1
∫
d3qβ1F2(qα1,kα − qα1)F2(qβ1,kβ − qβ1)×
δD(qα1 + qβ1)P11(qα1)δD(kα + kβ − qα1 − qβ1)P11(|kα − qα1|). (5.46)
Performing the qβ1 integrals this becomes
B =
∫
d3qF2(q,kα − q)F2(−q,kβ + q)δD(kα + kβ)×P11(q)P11(|kα − q|). (5.47)
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For part C
C =
∫
d3qα1
∫
d3qβ1F2(qα1,kα − qα1)F2(qβ1,kβ − qβ1)×
δD(qα1 + kβ − qβ1)P11(qα1)δD(kα − qα1 + qβ1)P11(kα − qα1). (5.48)
Carrying out the qβ1 integral as before means
C =
∫
d3qF2(q,kα − q)F2(kβ + q,−q)δD(kα + kβ)×P11(q)P11(|kα − q|). (5.49)
These are combined to form the second order P22 contribution to the power spec-
trum
P22(k)δD(k + k
′) =
∫
d3qδD(k + k
′)P11(q)P11(|k− q|)×
[F2(q,k− q)F2(−q,k′ + q) + F2(q,k− q)F2(k′ + q,−q)] . (5.50)
And integrating both sides by k′ this becomes
P22(k) =
∫
d3qP11(q)P11(|k− q|)
[F2(q,k− q)F2(−q,q− k) + F2(q,k− q)F2(q− k,−q)] . (5.51)
The kernels are symmetrical for all permutations of arguments, and so finally
P22(k) =
∫
d3q 2[F
(s)
2 (q,k− q)]2P11(q)P11(|k− q|), (5.52)
where the F
(s)
2 were derived and shown explicitly in Eq. 5.34.
Carrying out the same process for the P13 component of the second order power
spectrum
P13(kα)δD(kα + kβ) = 〈δ1(kα)δ3(kβ)〉, (5.53)
=
∫∫
d3qβ1d
3qβ2F3(qβ1,qβ2,kβ − qβ1 − qβ2)×
[〈δ1(kα)δ1(qβ1)〉〈δ1(qβ2)δ1(kβ − qβ1 − qβ2)〉 . . . . . .A
〈δ1(kα)δ1(qβ2)〉〈δ1(qβ1)δ1(kβ − qβ1 − qβ2)〉 . . . . . .B
〈δ1(kα)δ1(kβ − qβ1 − qβ2)〉〈δ1(qβ2)δ1(qβ1)〉] . . . . . .C. (5.54)
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and
P13(k) =
∫
d3qP11(k)P11(q) [F3(−k,q,−q) + F3(q,−k,−q) + F3(q,−q,−k)] ,
(5.55)
where the lengthy expression for the F3 kernel is shown in Eq. A3 of [211]. Sym-
metrisation of the kernel gives
P13(k) =
∫
d3q 3F3(q,−q,−k)P11(k)P11(q). (5.56)
Both of the components that make up the 1-loop contribution to the SPT power
spectrum are 2nd order in the linear power spectrum. In practice, for numerical
calculation of these integrals, the variables of integration are transformed into a
spherical coordinate system and the azimuthal angle integrated over. As SPT
is not used in the following work, the calculations are only derived for RLPT
formalism in the next sections. The SPT expressions are shown in [213].
The improvement of SPT in describing the evolution of the matter fields over
linear theory compared to N-body simulations is shown in [222] in Figures 1-
3. They show for their N-body simulations that the maximum wavenumber for
which the SPT 1-loop model remains ‘valid’, (within 1% of the simulation value)
is k = 0.08hMpc−1 compared to k = 0.03hMpc−1 for linear theory. That is, the
SPT 1-loop remains valid onto smaller scales.
Eulerian perturbation theory relies on the assumption that fluctuations in the
density field remain small, however, modelling the Large-Scale Structure of the
Universe requires investigation of high density regions. This assumption is not
necessary in the Lagrangian perturbation theory description outlined below.
5.2 Lagrangian perturbation theory
In this section the benefit of Lagrangian formalism over the Eulerian description for
modelling non-linear density perturbations is discussed. The LPT up to second
order in the displacement field is derived as a basis for the work carried out in
Section 5.3 onwards.
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Building the non-linear power spectrum from Eulerian perturbation theory has
laid out methods and procedures used extensively throughout this section. Pio-
neered by Zeldovich in [133] and extended by [215, 217, 218, 147], the Lagrangian
formulation allows one to trace the trajectories of elements rather than the overall
dynamics of the system. In the Eulerian picture, the perturbative series is built
around fluctuations in the density and velocity field, which accordingly, are as-
sumed small. This condition is not practical when studying the density contrasts
imposed by the large scale structure of the Universe at later times. Lagrangian
perturbation theory does not demand a low density contrast as perturbations are
built around the Lagrangian displacement field, thus the only requirement is that
particle trajectories are small compared with the Hubble flow [217].
The Lagrangian coordinate description is inherently non-linear in the density
field, thus moving to higher orders in LPT includes more non-linear information
compared to SPT at the same order. The downside to having a higher information
content per perturbation is that it breaks down at smaller k than SPT. A further
disadvantage of LPT is that unlike the velocity field in SPT which can be assumed
irrotational at all orders, the displacement field contains components of vorticity
above the 2nd order perturbation. This renders the equations more complicated
and prevents a general solution to each expansion with recursive kernels as in SPT
where the LPT kernels need to be derived at each order.
The Lagrangian description of a particle follows its displacement Ψ(q) from an
initial coordinate q such that its Eulerian position is the initial location plus the
displacement vector.
x(τ) = q + Ψ (q, τ). (5.57)
The equation of motion for a particle in an expanding universe was previously
shown as
d2x
dτ 2
+H(τ)dx
dτ
= −∇xφ. (5.58)
Taking the divergence of both sides gives
∇x ·
(
d2x
dτ 2
+H(τ)dx
dτ
)
= −3
2
H2Ωm(τ)δ(x). (5.59)
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To change into a Lagrangian coordinate system requires the Jacobian matrix.
Assuming a smooth initial density field, conservation of mass allows the total
average density in Lagrangian coordinates to be equated with the sum of the
Eulerian density over the entire volume,
ρ¯d3q = ρ (x, τ) d3x. (5.60)
This means the over density field can be expressed in terms of the determinant of
the Jacobian,
δ (x(q), τ) =
d3q
d3x
− 1 = J−1 (q, τ)− 1. (5.61)
where
J (q, τ) = det
(
δij +
∂Ψi
∂qj
)
. (5.62)
Note that the δij here is the Kronecker delta function. From now on the abbrevi-
ation of ∂Ψi
∂qj
to Ψi,j is made. Multiplying equation (5.59) by the Jacobian gives
J (q, τ)∇x ·
(
d2x
dτ 2
+H(τ)dx
dτ
)
= −3
2
H2Ωm(τ) [J (q, τ)− 1] . (5.63)
The divergence, ∇x· can be transformed into a Lagrangian coordinate system using
the chain rule where
∂
∂xi
=
(
∂qj
∂xi
)
∂
∂qj
= (δij + Ψi,j)
−1 ∂
∂qj
. (5.64)
So although xi(q) is known and ∂xi/∂qj can be calculated, the inversion of this
matrix as a function of the q derivatives is required. Therefore the matrix δij+Ψi,j
needs to be inverted. Letting A = ∂xi/∂qj and using Cramer’s Rule the result
reads
A−1 =
1
det(A)
CT (5.65)
where C is the matrix of cofactors. Following [218], CT is split into 1st and second
order terms such that CT = D + E which are defined below.
D =

1 + Ψ2,2 + Ψ3,3 −Ψ1,2 −Ψ1,3
−Ψ2,1 1 + Ψ1,1 + Ψ3,3 −Ψ2,3
−Ψ3,1 −Ψ3,2 1 + Ψ1,1 + Ψ2,2

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E =

Ψ2,2Ψ3,3 −Ψ2,3Ψ3,2 Ψ1,3Ψ3,2 −Ψ1,2Ψ3,3 Ψ1,2Ψ2,3 −Ψ1,3Ψ2,2
Ψ2,3Ψ3,1 −Ψ2,1Ψ3,3 Ψ1,1Ψ3,3 −Ψ1,3Ψ3,1 Ψ1,3Ψ2,1 −Ψ1,1Ψ2,3
Ψ2,1Ψ3,2 −Ψ2,2Ψ3,1 Ψ1,2Ψ3,1 −Ψ1,1Ψ3,2 Ψ1,1Ψ2,2 −Ψ1,2Ψ2,1

which means the matrix inversion is(
∂xi
∂qj
)−1
=
1
J(x,q)
[(1 +∇q ·Ψ(q, τ))δij −Ψi,j + E]. (5.66)
It is also useful to show the values of the determinant J(q,x) as different orders
will be selected for the calculations,
J(q,x) = 1 + Ψi,i +
1
2
∑
i 6=j
[Ψi,iΨj,j −Ψi,jΨj,i] . (5.67)
This provides all the tools needed to calculate the first and second order Lagrangian
displacements.
Analogous to Eulerian perturbation theory, the displacement field is expanded
in a perturbative series, assuming that the terms above leading order can be de-
scribed by small perturbations around the linear displacement field. Solutions to
the displacement field will take the form
Ψ(q, τ) = Ψ(1)(q, τ) + Ψ(2)(q, τ) + Ψ(3)(q, τ) . . . (5.68)
5.2.1 Linear LPT
The equation to solve is Eq. 5.63 which is at least first order in Ψ therefore for the
first order solution it is only necessary to use
J(x,q)
(
∂3x
∂q3
)−1
≈ δij. (5.69)
and
J(x,q) ≈ 1 + Ψi,i (5.70)
Applying this the first order equation is
d2Ψ
(1)
i,i (q, τ)
dτ 2
+H(τ)dΨ
(1)
i,i (q, τ)
dτ
=
3
2
H2(τ)Ωm(τ)Ψ(1)i,i (q, τ). (5.71)
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As all the derivatives are with respect to conformal time it is straight forward
to decompose Ψ(q, τ) into temporal and spatial components to extract the time
evolution equation at first order.
Ψ(1)(q, τ) = D1(τ)Ψ
(1)(q) (5.72)
D¨1(τ) +H(τ)D˙1(τ) = 3
2
H2(τ)Ωm(τ)D1(τ). (5.73)
To find the first order displacement field in relation to the first order density field
one can return to Eq. 5.61 and apply the first order expansion to the determinant
of the Jacobian such that
δ(1) (x(q)) =
(
1 + Ψ
(1)
i,i
)−1
− 1. (5.74)
and Taylor expansion of (1 + x)−1 gives to first order (1 − x) which leads to the
solution for the first order displacement.
δ(1) (x(q)) = −∇q ·Ψ(1)(q). (5.75)
5.2.2 Second order LPT
The same process is carried out to find the second order displacement field; the
relevant parts of the equations are
J(x,q)
(
∂xi
∂qj
)−1
≈ δij
[
1 +∇q ·Ψ(1)(q, τ)
]−Ψ(1)i,j (q, τ), (5.76)
and
J(x,q) = 1+Ψ
(1)
i,i (q, τ)+Ψ
(2)
i,i (q, τ)+
1
2
∑
i 6=j
[
Ψ
(1)
i,i (q, τ)Ψ
(1)
j,j (q, τ)−Ψ(1)i,j (q, τ)Ψ(1)j,i (q, τ)
]
.
(5.77)
which are substituted into the Eq. 5.63. The displacement field can be split into
conformal time dependent and Lagrangian position dependent pieces here, and for
notational brevity, let Ψi,j(q, τ)→ Ψi,j and D(τ)→ D.[
δij
(
1 +∇q·D1Ψ(1)
)−D1Ψ(1)i,j ] [D¨1Ψ(1)i,j + D¨2Ψ(2)i,j + D˙1Ψ(1)i,j + D˙2Ψ(2)i,j ] =
3
2
H2Ωm
(
D1Ψ
(1)
i,i +D2Ψ
(2)
i,i
)
+
1
2
D21
∑
i 6=j
(
Ψ
(1)
i,i Ψ
(1)
j,j −Ψ(1)i,j Ψ(1)j,i
)
. (5.78)
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Arranging the terms on the LHS gives
⇒ Ψ(1)i,i
(
D¨1 +HD˙1 − 3
2
H2ΩmD1
)
+
D1
[
D¨1 +HD˙1
] [
δi,j
(
∇q ·Ψ(1)
)
Ψ
(1)
i,j −Ψ(1)i,j Ψ(1)j,i
]
+
Ψ
(2)
i,i
(
D¨2 +HD˙2 − 3
2
H2ΩmD2
)
. (5.79)
From Eq. 5.73 it can be seen that the first term is zero. Expanding the second
term means it can be written as
D1
[
D¨1 +HD˙1
] [
δi,j
(
∇q ·Ψ(1)
)
Ψ
(1)
i,j −Ψ(1)i,j Ψ(1)j,i
]
=
D1
[
D¨1 +HD˙1
]∑
i 6=j
(
Ψ
(1)
i,i Ψ
(1)
j,j −Ψ(1)i,j Ψ(1)j,i
)
. (5.80)
Again using Eq. 5.73 the second order equation can be arranged to get rid of the
D1 conformal time derivatives
Ψ
(2)
i,i (q)
[
D¨2(τ) +H(τ)D˙2(τ)− 3
2
H2(τ)Ωm(τ)D2(τ)
]
=
− 3
2
H2(τ)(D1(τ))2 1
2
∑
i 6=j
(
Ψ
(1)
i,i Ψ
(1)
j,j −Ψ(1)i,j Ψ(1)j,i
)
. (5.81)
which is equivalent to Equation 30 in [218]. Following [216], this solution can be
decomposed into spatial and temporal parts such that
Ψ
(2)
i,i (q) =
1
2
∑
i 6=j
(
Ψ
(1)
i,i Ψ
(1)
j,j −Ψ(1)i,j Ψ(1)j,i
)
. (5.82)
Again following [216, 218] a Lagrangian potential is introduced such that
Ψ(n) = ∇Φ(n) (5.83)
which implies
Ψ(n)(k) = −ikΦ(n)(k). (5.84)
and
∇2Φ(n)(k) = k2Φ(n)(k). (5.85)
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This means the first order linear solution can be written as
Ψ(1) = − ik
k2
δ(1)(k), (5.86)
and the second order displacement field can be expressed in terms of the linear
density field
Ψ(2)(k, τ) = D(2)(τ)Ψ
(2)(k) = −iD(2)k
k2
∫
d3k1
(2pi)3
∫
d3k2
(2pi)3
(2pi)3δD(k1 + k2 − k)×
1
2
[
1−
(
k1·k2
k21k
2
2
)2]
δ(1)(k1)δ
(1)(k2). (5.87)
From [218, 216, 37], the second order time dependency can be written as a function
of the first order time dependence.
D(2)(τ) ≈ −3
7
D2(τ), (5.88)
It is approximate as there is a very weak dependence on cosmological parameters
which are straightforward to add but do not add a significant amount of informa-
tion to warrant inclusion. Finally, the second order expression is
Ψ(2)(k) =
iD2
2
∫
d3k1
(2pi)3
∫
d3k2
(2pi)3
(2pi)3δD(k1 + k2 − k)
δ(1)(k1)δ
(1)(k2)L
(2)(k1,k2). (5.89)
where D = D1 and
L(2)(k1,k2) =
3
7
k
k2
[
1−
(
k1·k2
k21k
2
2
)2]
. (5.90)
Although the L(n) kernels themselves do not have a general solution, the gen-
eral solution for the nth order displacement including the derived kernels can be
expressed as
Ψ(n)(k) =
iDn
n!
∫
d3k1
(2pi)3
. . .
∫
d3kn
(2pi)3
(2pi)3δD
(
n∑
i=1
ki − k
)
δ(1)(k1) . . . δ
(1)(kn)L
(n)(k1, . . .kn). (5.91)
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and it is straight forward to see that in this description of the displacement
L(1) =
k
k2
. (5.92)
The calculation is not continued to the third order calculation as this is done in
several papers, for example [147, 223, 218]. It is stated it here as it will be useful
when calculating the 2nd order power spectrum which is 4th order in the linear
density field. Using the same notation as [8],
L(3a)(k1,k2,k3) =
5
7
k
k2
[
1−
(
k1·k2
k1k2
)2]{
1−
[
(k1 + k2) ·k3
|k1 + k2|k3
]2}
− 1
3
k
k2
[
1− 3
(
k1·k2
k1k2
)2
+ 2
(k1·k2) (k2·k3) (k3·k1)
p21p
2
2p
2
3
]
+ kT(p1,p2,p3). (5.93)
Here the T term is a transverse term that will not be used and therefore remains
undefined, and the total L(3) term will consist of all 3 permutations of L(3a) com-
bined as in Eq. 5.32.
These equations will be used in the next section.
5.3 Resummed Lagrangian Perturbation Theory
In this section the resummed Lagrangian Perturbation theory (RLPT) proposed by
Matsubara [8] is reviewed, as ultimately this theory will be extended to model the
reconstructed power spectrum in redshift space. The section will include detailed
derivations of the RLPT perturbative solutions that follow on from the previous
sections in this Chapter. Although many of the derivations are straight forward,
it is useful to have a compendium of them in one place. The paper [8] is referred
to as M08 through for convenience.
The aim of cosmological perturbation theory is to extend the model of the
evolution of large-scale structure of the Universe into the nonlinear regime. There
are many different variants of SPT and LPT, each with different benefits. The
RLPT method was proposed in M08, where it states there are 4 main advantages
to this theory over existing methods. These are
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• The resummations in RLPT are simpler than other resummed theories that
are developed in a Eulerian framework for example the renormalised pertur-
bation theory [219].
• The results yield easy numerical computation.
• The power spectrum prediction can be translated to redshift space easily
unlike other perturbative methods.
• The power spectrum can be Fourier transformed easily to compute the cor-
relation function.
As the measurements of the matter field are inferred via the observed galaxy
distribution, it is desirable to have a model that accounts for this and is applicable
to redshift space. The derivations that follow start with the real space solutions
and then move on to redshift space. The inclusion of galaxy bias is not considered
in this review although Matsubara has extended RLPT to include this in [220].
5.3.1 RLPT in real space
To define the Eulerian overdensity in terms of the Lagrangian coordinate system
the sifting property of the Delta Dirac function is used
δ(x) =
∫
[(δ(y) + 1)δD [x− y]− δD [x− y]] d3y, (5.94)
using Eq’s 5.60 and 5.61, the variable of integration can be transformed from d3y
to d3q with the determinant of the Jacobian matrix, (1 + δ(y))−1 giving
δ(x) =
∫
δD [x− y] d3q − δD [x− y] d3y, (5.95)
let y = q + Ψ. As the second term on the right is the Heavyside function where
H(x− y) = 1 for x− y ≥ 0 this implies
δ (x) =
∫
d3q δD [x− q−Ψ (q)]− 1, (5.96)
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which is Equation 2 in M08. Using this relation, the Fourier transformed overden-
sity can be expressed in terms of the Lagrangian coordinates where
δ(k) =
∫
d3qe−ik·q
(
e−ik·Ψ(q) − 1) . (5.97)
From the definition of the power spectrum (Eq. 1.104) it follows that
〈δ(k1)δ(k2)〉 =
∫
d3q1 e
−ik1·q1
∫
d3q2 e
−ik2·q2
〈(e−ik1·Ψ(q1) − 1) (e−ik2·Ψ(q2) − 1)〉. (5.98)
The assumption that the overdensity is a Gaussian random field means that
〈δ(k)〉 = 0, which from Eq. 5.97 leads directly to 〈eik·Ψ(q)〉 = 1. Therefore
〈δ(k1)δ(k2)〉 =
∫
d3q1
∫
d3q2e
−ik1·(q1−q2)e−iq2·(k2+k1)
[〈e−i(k1·Ψ(q1)−k2·Ψ(q2))〉 − 1] .
(5.99)
Carrying out the q2 integral gives
〈δ(k1)δ(k2)〉 =
∫
d3q δD(k1 + k2) e
−ik1·q (〈e−i(k1·Ψ(q1)+k2·Ψ(q2))〉 − 1), (5.100)
where q = q1 − q2 thus integrating by d3k2 leads to an expression for the power
spectrum [224, 225],
P (k) =
∫
d3q e−ik·q
(〈e−ik·(Ψ(q1)−Ψ(q2))〉 − 1) (5.101)
which is Equation 5 in M08. In order to express the power spectrum at differ-
ent orders of the displacement field and hence linear overdensity, the exponential
cumulants can be expanded via the cumulant expansion theorem
〈exp (−iX)〉 = exp
[ ∞∑
N=1
(−i)N
N !
〈XN〉c
]
(5.102)
where the X = k· [Ψ (q2)−Ψ (q1)] term is expanded in powers of N . The N = 1
terms vanish as 〈Ψ〉 = 0 for parity symmetry. So in starting with the N = 2 terms
the expansion becomes
(k· [Ψi(q2)−Ψj(q1)])2 = kikj [2Ψi(q1)Ψj(q1)− 2Ψi(q1)Ψj(q2)] , (5.103)
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Matsubara notes that in the expansion, cumulants of the displacement vector
evaluated at the same position (zero lag) will be larger than cumulants between
two displacement vectors separated by Lagrangian displacement |q| at large scales.
This is where he provides an alternative method of calculating the power spectrum
compared to SPT. The zero lag exponentials can be cast outside of the q integral.
The exponential terms remaining in the integral are assumed small and so are
expanded as small quantities but the exponential outside the integral is not ex-
panded (as it would be in SPT). Thus the exponent contains the infinite number
of terms (in the zero lag piece) that would be truncated in SPT, i.e a resumation
of SPT terms. For N=2, the power spectrum will take the form,
PN=2(k) = e
kikj〈Ψi(0)Ψj(0)〉
∫
d3qe−ik·q[
−kikj〈Ψi(q1)Ψj(q2)〉 − kikjklkm
2
〈Ψi(q1)Ψj(q2)〉2
]
. (5.104)
where the exponential terms in the square bracket in the integrand have been
expanded as a power series ex =
∑∞
n=0
xn
n!
.
The LPT perturbative series for the displacement field can be expressed in
terms of the linear density field and hence linear power spectrum in Fourier space
(as shown previously in the chapter). Starting by expressing the displacement field
as its Fourier transformed counterpart
Ψ (q) =
∫
d3p
(2pi)3
eip·qΨ(p) (5.105)
Thus for the N=2 cumulant terms one can write
〈Ψi(q1)Ψj(q2)〉 =
∫
d3pα
(2pi)3
∫
d3pβ
(2pi)3
eipα·qei(pα+pβ)·q2〈Ψi(pα)Ψj(pβ)〉, (5.106)
where again q = q1 − q2.
When the displacement field is expanded, only even powers of the linear density
field are non-zero, thus only terms with 〈Ψ(n)i (pα)Ψ(m)j (pβ)〉 where n+m is even,
survive. At second order in the linear power spectrum in the N=2 regime these
terms are
〈Ψ(1)i Ψ(1)j 〉, 〈Ψ(2)i Ψ(2)j 〉, 〈Ψ(1)i Ψ(3)j 〉, 〈Ψ(3)i Ψ(1)j 〉, 〈Ψ(1)i Ψ(1)j 〉〈Ψ(1)l Ψ(1)m 〉. (5.107)
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As shown earlier on in the chapter, the Fourier transformed perturbative series
in the Lagrangian displacement field can be expressed in terms of powers of the
Fourier transformed linear overdensity field
Ψ(n)(p) =
iDn
n!
∫
d3p1
(2pi)3
. . .
d3pn
(2pi)3
(2pi)3 δD
(
n∑
j=1
pj − p
)
L(n)(p1, . . . ,pn)δ0 (p1) . . . δ0 (pn) , (5.108)
where the L(n) perturbative kernels of LPT were also derived earlier on in the chap-
ter up to second order. As the exponential term contains information at higher
orders than the expanded counterparts, only the first perturbation in the displace-
ment field contributes to the power spectrum at second order. The exponent of
this term becomes
kikj〈Ψ(1)i (0) Ψ(1)j (0)〉 =
− kikj
∫∫
d3pα
(2pi)3
d3pβ
(2pi)3
ei(pα+pβ)·q2D2
∫∫
d3pα1
(2pi)3
d3pβ1
(2pi)3
(2pi)6 δD (pα1 − pα) δD (pβ1 − pβ)
[
L
(1)
i (pα1)L
1
j(pβ1)〈δ0(pα1)δ0(pβ1)〉
]
. (5.109)
Writing the density cumulants in terms of the linear power spectrum scaled by the
linear growth factor where δD(k + k′)PL(k) = δD(k + k′)D2P0(k) = 〈δ0(k)δ0(k′)〉
and carrying out the pα1,pβ1 integrals and leads to
kikj〈Ψ(1)i (0) Ψ(1)j (0)〉 =
−kikj
∫∫
d3pα
(2pi)3
d3pβ
(2pi)3
ei(pα+pβ)·q2
[
L
(1)
i (pα)L
(1)
j (pβ) (2pi)
3 δD (pα + pβ)PL (pα)
]
,
(5.110)
then integrating over pβ
kikj〈Ψ(1)i (0) Ψ(1)j (0)〉 = −kikj
∫
d3p
(2pi)3
L
(1)
i (p)L
(1)
j (−p)PL (p) . (5.111)
From Eq. 5.102 this gives the exponent in Eq. 5.104,
ekikj〈Ψi(0)Ψj(0)〉 = exp
[
−kikj
∫
d3p
(2pi)3
pipj
p4
PL (p)
]
, (5.112)
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which describes the damping of the power spectrum on small scales due to random
motions of particles.
Moving on to the terms within the integrand and evaluating the same term but
with q1 6= q2 ,
−
∫
d3qe−ik·qkikj〈Ψ(1)i (q1)Ψ(1)j (q2)〉 =
kikj
∫∫
d3pα
(2pi)3
d3pβ
(2pi)3
δD(k + pα)e
i(pα+pβ)·q2D2
∫∫
d3pα1
(2pi)3
d3pβ1
(2pi)3
(2pi)3
(2pi)6δD (pα1 − pα) δD (pβ1 − pβ)
[
L
(1)
i (pα1)L
(1)
j (pβ1)〈δ0(pα1)δ0(pβ1)〉
]
, (5.113)
carrying out the integrals as before this term reduces to
kikj〈Ψ(1)i (q1)Ψ(1)j (q2)〉 = kikjL(1)i (k)L(1)j (k)PL(k), (5.114)
For the terms that are 4th order in the density field, starting with the 3,1 term
−
∫
d3q e−ik·qkikj〈Ψ(1)i (q1) Ψ(3)j (q2)〉 =
kikj
∫∫
d3pα
(2pi)3
d3pβ
(2pi)3
(2pi)3 δD (k + pα) e
i(pα+pβ)·q2 D
4
6
∫∫ ∫∫
d3pα1
(2pi)3
d3pβ1
(2pi)3
d3pβ2
(2pi)3
d3pβ3
(2pi)3
(2pi)6 δD (pα1 − pα) δD (pβ1 + pβ2 + pβ3 − pβ)[
L
(1)
i (pα1)L
(3)
j (pβ1,pβ2,pβ3)〈δ0 (pα1) δ0 (pβ1) δ0 (pβ2) δ0 (pβ3)〉
]
. (5.115)
The cumulants of the density field are split according to Wick’s theorem as before
so that
〈δ0 (pα1) δ0 (pβ1) δ0 (pβ2) δ0 (pβ3)〉 =
〈δ0 (pα1) δ0 (pβ1)〉〈δ0 (pβ2) δ0 (pβ3)〉+ 〈δ0 (pα1) δ0 (pβ2)〉〈δ0 (pβ2) δ0 (pβ3)〉
+ 〈δ0 (pα1) δ0 (pβ3)〉〈δ0 (pβ1) δ0 (pβ2)〉.
Expressing the overdensity in terms of the linear power spectrum, using Wick’s
theorem and carrying out the integrals gives
−
∫
d3q e−ik·qkikj〈Ψ(1)i (q1) Ψ(3)j (q2)〉 = kikj
1
2
L(1)(k)PL (k)
∫
d3p
(2pi)3
L(3)(k,p,−p)PL (p).
(5.116)
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The 3, 1 term is the same as the 1, 3 term. Doing the same thing for the 2, 2 term
−
∫
d3q e−ik·qkikj〈Ψ(2)i (q1)Ψ(2)j (q2)〉 =
kikj
1
2
∫
d3p
(2pi)3
L
(2)
i (p,k− p)L(2)j (p,k− p)PL (|k− p|)PL (p) . (5.117)
Note that from the definitions of the kernels, L(2)(k,−k) = L(2)(−k,k). There is a
further term in the N=2 condition which is 2nd order in the linear power spectrum
and comes from the x2/2 expansion of the exponential x = 〈Ψ(1)i Ψ(1)j 〉. This gives∫
d3qe−ik·q
kikjklkm
2
〈Ψ(1)i Ψ(1)j 〉〈Ψ(1)l Ψ(1)m 〉 =
kikjklkm
2
∫∫ ∫∫
d3pα
(2pi)3
d3pβ
(2pi)3
d3pγ
(2pi)3
d3pθ
(2pi)3
(2pi)3δD(k + pα + pβ)e
iq1·(pα+pβ+pγ+pθ)
D4L
(1)
i (pα)L
(1)
j (pβ)L
(1)
l (pγ)L
(1)
m (pθ)〈δ0(pα)δ0(pβ)〉〈δ0(pγ)δ0(pθ)〉, (5.118)
where we have already calculated the internal integrals. Calculating the remaining
integrals gives∫
d3qe−ik·q
kikjklkm
2
〈Ψ(1)i Ψ(1)j 〉〈Ψ(1)l Ψ(1)m 〉 =
=
kikjklkm
2
∫
d3p
(2pi)3
L
(1)
i (p)L
(1)
j (p)L
(1)
l (k− p)L(1)m (k− p)PL(p)PL(|k− p|).
(5.119)
This contains all the N=2 contributions to the second order power spectrum, but
there are further contributions for N=3. In general, up to N th order polyspectra
are required for order N-1 in the linear power spectrum, thus for 2nd order the
N=3 polyspectra are also required.
The N = 3 are calculated in the same way, only the l + m + n =even terms
survive, this requires the 112, 211 and 121 combinations of perturbations of the
displacement field. Following the same process as before and separating the dis-
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placement field into perturbative components gives (for the 112 term)∫
d3qe−ik·qkikjkk
i
2
(
〈Ψ(1)i (q1)Ψ(1)j (q2)Ψ(2)k (q2)〉 − 〈Ψ(1)i (q1)Ψ(1)j (q1)Ψ(2)k (q2)〉
)
=
−
∫
d3qe−ik·qkikjkk
i
2
∫∫∫
d3pα
(2pi)3
d3pβ
(2pi)3
d3pγ
(2pi)3
[
e−ipα·q − e−i(pα+pβ)·q]
ei(pα+pβ+pγ)·q2〈Ψ(1)i (pα)Ψ(1)j (pβ)Ψ(2)k (pγ)〉. (5.120)
The minus sign comes from the condition
〈Ψi1(p1) · · ·ΨiN(pN)〉∗c = (−1)N〈Ψi1(p1) · · ·ΨiN(pN)〉c (5.121)
Also the condition
Ci1···iN (−p1, · · · ,−pN) = (−1)NCi1···iN (p1, · · · ,pN), (5.122)
where the Ci1···iN are the polyspectra combinations of L
(n)(p) kernels and linear
power spectra PL(p). Applying Wicks theorem and calculating the internal inte-
grals then gives∫
d3qe−ik·qkikjkk
i
2
(
〈Ψ(1)i (q1)Ψ(1)j (q2)Ψ(2)k (q2)〉 − 〈Ψ(1)i (q1)Ψ(1)j (q1)Ψ(2)k (q2)〉
)
=
− kikjkk 1
2
∫∫∫
d3pα
(2pi)3
d3pβ
(2pi)3
d3pγ
(2pi)3
ei(pα+pβ+pγ)·q2(2pi)3
[
δD(pα + k)− δD(pα + pβ + k)
]
∫
d3pγ1
(2pi)3
L
(1)
i (pα)L
(1)
j (pβ)L
(2)
k (pγ1,pγ − pγ1)[
δD(pα + pβ)δ
D(pγ1 + pγ − pγ1)PL(pα)PL(pγ1)
+ δD(pα + pγ1)δ
D(pβ + pγ − pγ1)PL(pα)PL(pβ)
+δD(pα + pγ − pγ1)δD(pβ + pγ1)PL(pα)PL(pβ)
]
.
The first term disappears and the second terms add to form the expressions∫
d3qe−ik·qkikjkk
i
2
(
〈Ψ(1)i (q1)Ψ(1)j (q2)Ψ(2)k (q2)〉 − 〈Ψ(1)i (q1)Ψ(1)j (q1)Ψ(2)k (q2)〉
)
=
− 1
2
kikjkk[
∫
d3p
(2pi)3
L
(1)
i (−p)L(1)j (p− k)L(2)k (−p,p− k)PL(p)PL(|k− p|)
+ L
(1)
i (k)PL(k)
∫
d3p
(2pi)3
L
(1)
j (−p)L(2)k (−p,k)PL(p)]. (5.123)
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The 211 terms give the same result as the 112, and the 121 terms evaluate to∫
d3qe−ik·qkikjkk
i
2
(
〈Ψ(1)i (q1)Ψ(2)j (q2)Ψ(1)k (q2)〉 − 〈Ψ(1)i (q1)Ψ(2)j (q1)Ψ(1)k (q2)〉
)
=
− kikjkkL(1)i (k)PL(k)
∫
d3p
(2pi)3
L
(2)
j (p− k,k)L(1)k (p− k)PL(|p− k|). (5.124)
Carrying out these integrals for all of the N = 2, 3 terms and expanding the
non-zero lag exponential for the 11 part (higher order terms lead to higher than
2nd order in PL and are discarded) gives the power spectrum in terms of the L
perturbative kernels and the linear power spectrum as
P (k) = exp
[
−kikj
∫
d3p
(2pi)3
L
(1)
i (p)L
(1)
j (p)PL(p)
]
×
kikj
[
L
(1)
i (k)L
(1)
j (k)PL(k) +
1
2
∫
d3p
(2pi)3
L
(2)
i (p,k− p)L(2)j (p,k− p)PL(p)PL(|k− p|)+
L
(1)
i (k)PL(k)
∫
d3p
(2pi)3
L
(3)
j (k,−p,p)PL(p)
]
− kikjkk
∫
d3p
(2pi)3[
L
(1)
i (k)L
(1)
j (−p)L(2)k (k,−p)PL(k)PL(p) + L(1)i (k)L(1)j (p− k)L(2)k (k,p− k)PL(k)PL(|k− p|)
+L
(1)
i (−p)L(1)j (−p)L(2)k (p− k,−p)PL(|p− k|)PL(p)
]
+
1
2
kikjkkkl
∫
d3p
(2pi)3
L
(1)
i (p)L
(1)
j (p)L
(1)
k (|k− p|)L(1)l (|k− p|)PL(p)PL(|k− p|).
(5.125)
This is the one loop power spectrum in the resummed Lagrangian perturbation
theory description.
In order to assemble it into a useful form for computation the variables of
integration are transformed into spherical coordinates and some of the integrals
calculated analytically. If the integrands are assumed to be tensors, this allows a
solution in general form that can be applied to both real and redshift space.
Generally, integrating an arbitrary scalar function of k,p multiplied by pipj
over p will give an equation in the form Xδij +Y kikj. This will put the equations
into forms that make the redshift space calculations more straightforward. By
contracting the integral with δij and kikj, the terms X and Y can be calculated.
Let ∫
d3p
(2pi)3
pipjf(k,p) = Xδij + Y kikj. (5.126)
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Contracting with δij gives∫
d3p
(2pi)3
p2f(k,p) = 3X + Y k2. (5.127)
Contracting with kikj gives∫
d3p
(2pi)3
(p · k)(p · k)f(k,p) = Xk2 + Y k4, (5.128)
and it is easy to solve for X and Y .
This procedure is shown explicitly for the 112 case of the N = 3 term where
kikjkkL
(1)
i (k)PL(k)
∫
d3p
(2pi)3
L
(1)
j (p)L
(2)
k (p,k)PL(p). (5.129)
Using the definitions of the kernels
L(1) (p1) =
k
k2
L(2) (p1,p2) =
3
7
k
k2
[
1−
(
p1 · p2
p1p2
)2]
and k = p1 + p2 + · · ·+ pn which means specifically the term becomes
kikjkkL
(1
i (k)PL(k)
∫
d3p
(2pi)3
3
7
pi
p2i
kj − pj)
|k− p|2
[
1−
(
k · p
kp
)2]
PL (p) .
Carrying out the contractions
A = 3X + Y k2 =
∫
d3p
(2pi)3
3
7
pi
p2
(kj − pj)
|k− p|2
[
1−
(
k · p
kp
)2]
PL(p)δij
=
∫
d3p
(2pi)3
3
7
1
p2
(kp+ p2)
|k− p|2
[
1−
(
k · p
kp
)2]
PL (p)
and
B = Xk2 + Y k4 =
∫
d3p
(2pi)3
3
7
pi
p2
(kj − pj)
|k− p|2
[
1−
(
k · p
kp
)2]
PL (p) kikj
=
∫
d3p
(2pi)3
3
7
k · p
p2
(k· (k− p))
|k− p|2
[
1−
(
k · p
kp
)2]
PL (p)
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and so
X =
1
2
(
A− B
k2
)
and
Y =
1
2k2
(
3B
k2
− A
)
.
This gives
X =
3
14
∫
d3p
(2pi)3
[
1
|k− p|2 −
(k · p)2
k2p2|k− p|2
] [
1− (k · p)
2
k2p2
]
PL(p) (5.130)
Y =
3
14
∫
d3p
(2pi)3
2
[
(k · p) (k · (k− p))
k4p2|k− p|2
]
−
[
1
k2|k− p|2
] [
1− (k · p)
2
k2p2
]2
PL(p).
(5.131)
Therefore the expression can be rearranged to read
kikjkk
ki
k2
PL(k)×{
3
14
∫
d3p
(2pi)3
[
1
|k− p|2 −
(k · p)2
k2p2|k− p|2
] [
1− (k · p)
2
k2p2
]
PL(p)δjk+
3
14
∫
d3p
(2pi)3
2
[
(k · p) (k · (k− p))
k4p2|k− p|2
]
−
[
1
k2|k− p|2
] [
1− (k · p)
2
k2p2
]2
PL(p)kjkk
}
,
(5.132)
putting it into a useful form for evaluating the directionally dependent results in
the next subsection. The integrals are expressed in a spherical coordinate system
and the integral over the azimuthal angle is assumed symmetric and carried out.
The integrals become double integrals and some can be computed analytically.
The coordinate transform is p = kr and x = k·p
kp
is the cosine of the angle between
wavevectors p and k. The |k− p| term becomes k (1 + r2 − 2rx) 12 . Once the
angular integration has been evaluated, the 3 dimensional p integral becomes∫
d3p
(2pi)3
=
k3
4pi2
∫ ∞
0
drr2
∫ 1
−1
dx (5.133)
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and so for example the terms above evaluate to
X =
3
14
k3
(2pi)2
∫
drr2PL (kr)
∫
dx
[1− x2]2
(1 + r2 − 2rx)
Y =
3
7
k3
(2pi)2
∫
drPL(kr)
rx(1− rx)(1− x2)
(1 + r2 − 2rx) −
3
14
k3
(2pi)2
∫
drr2PL (kr)
∫
dx
[1− x2]2
k2 (1 + r2 − 2rx) .
In M08, Matsubara uses the shorthand
Qn (k) =
k3
4pi2
∫ ∞
0
drPL (kr)
∫ 1
−1
dxPL
[
k
(
1 + r2 − 2rx) 12 ] Q˜n (r, x)
(1 + r2 − 2rx)2
(5.134)
for the terms that are functions of both p and |k− p| with different Q˜n expressions
for different kernel combinations and
Rn (k) =
1
48
PL (k)
k3
4pi2
∫ ∞
0
drPL (kr) R˜n (r) (5.135)
for terms that are functions of k and p. The separate Q and R terms are;
Q˜1 = r
2
(
1− x2)2 ,
Q˜2 =
(
1− x2) rx (1− rx) ,
Q˜3 = x
2 (1− rx)2 ,
Q˜4 =
(
1− x2) .
(5.136)
and
R˜1 = − 2
r2
(
1 + r2
) (
3− 14r2 + 3r4)+ 3
r3
(
r2 − 1)4 ln ∣∣∣∣1 + r1− r
∣∣∣∣ , (5.137)
R˜2 =
2
r2
(
1− r2) (3− 2r2 + 3r4)+ 3
r3
(
r2 − 1)3 (1 + r2) ln ∣∣∣∣1 + r1− r
∣∣∣∣ , (5.138)
Carrying out the previous calculations on all the terms in the power spectrum and
changing the variables one finds that;
• L
(1)
i (p)L
(1)
j (p)PL(p) =
kikj
k4
PL(k).
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•
1
2
∫ d3p
(2pi)3
L
(2)
i (p,k− p)L(2)j (p,k− p)PL(p)PL(|k− p|) =
9
98
kikj
k4
Q1(k).
•
1
2
L
(1)
i (k)PL(k)
∫ d3p
(2pi)3
L
(3)
j (k,−p,p)PL(p) =
5
21
kikj
k4
R1(k).
•
∫ d3p
(2pi)3
−L(1)i (k) L(1)j (p) L(2)k (k,p)PL (k)PL (p) =
3
14
kikjkk
k6
(R1 +R2)− 3
14
kiδjk
k4
R1.
•
∫ d3p
(2pi)3
− L(1)i (p) L(1)j (k− p) L(2)k (p,k− p)PL (p)PL (|k− p|) =
3
14
kikjkk
k6
(Q1 +Q2)− 3
14
kiδjk
k4
Q1
Applying these relations to Eq. 5.125 the real space power spectrum can be written
as
P (k) = exp
[
− k
2
6pi2
∫
dpPL (p)
]
×[
PL (k) +
9
98
Q1 (k) +
10
21
R1 (k) +
6
7
R2 (k) +
3
7
Q2 (k) +
1
2
Q3 (k)
]
. (5.139)
Computing some of the integrals analytically this becomes
P (k) = exp
{
− k
2
6pi2
∫
dpPL (p)
}
×
{
PL (k) +
1
98
k3
4pi2
∫ ∞
0
drPL (kr)
∫ 1
−1
dxPL
[
k
(
1 + r2 − 2rx) 12] (3r + 7x− 10rx2)2
(1 + r2 − 2rx) 12
+
1
252
k3
4pi2
PL (k)
∫ ∞
0
drPL (kr)
[
12
r2
+ 10 + 100r2 − 42r4 + 3
r3
(
r2 − 1)3 (7r2 + 2) ln ∣∣∣∣1 + r1− r
∣∣∣∣]} .
(5.140)
This is the Resummed Lagrangian perturbation theory approximation to the real
space power spectrum in M08.
Using Mathematica to compute the numerical integrations, and the Camb
package [193] to compute the linear power spectrum1, the RLPT power spec-
1Adopting the same cosmological model as M08, Ωm = 0.27, ΩΛ = 0.73, Ωb = 0.046, h =
0.72, ns = 1, σ8 = 0.9
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Figure 5.1: The real space power spectra in RLPT theory (shown in red) and the
linear power spectra (black dashed lines) at different redshifts.
trum and correlation function in real space at different redshifts are shown in
Fig 5.1 and 5.2 where they are compared to their linear counterparts.
5.3.2 RLPT redshift space
In this subsection it is shown how M08 transforms the RLPT theory into redshift
space equations. As the observed power spectrum is constructed through measure-
ments of galaxy positions in redshift space, this is an important step in attempting
to model the observed large-scale structure.
One of the advantages of the formalism developed above is that it can be
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Figure 5.2: Predictions of the non-linear real space correlation functions at different
redshift from the RLPT theory (red) compared to linear theory (black).
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extended to redshift space by using the plane parallel approximation where the
line of sight direction is fixed. For example along the zˆ. The displacement field is
modified to
Ψs(n) = Ψ(n) + nf(zˆ ·Ψ(n))zˆ (5.141)
where the s superscript denotes the redshift space counterpart of the displacement
field. To carry out the calculations the N = 2 terms with orders (13), (11) and
(22) are derived with
L
s(n)
i L
s(m)
j = (δik + nfzˆizˆk) (δjl +mfzˆj zˆl) L
(n)
k L
(m)
l (5.142)
the N = 3 equations become
L
s(n1)
i1
L
s(n2)
i2
L
s(n3)
i3
= (δi1j1 + nfzˆi1 zˆj1) (δi2j2 + n2f zˆi2 zˆj2) (δi3j3 + n3f zˆi3 zˆj3) L
(n1)
j1
L
(n2)
j2
L
(n3)
j3
.
(5.143)
and the same process for the N = 2, (11)(11) term but with 4 kernels. As an
example the 112 is shown below
ki1ki2ki3
∫
d3p
(2pi)3
L
s(1)
i1
(k)L
s(1)
i2
(p)L
s(2)
i3
(k,p)PL(k)PL(p) =
ki1ki2ki3 (δi1j1 + f zˆi1 zˆj1) (δi2j2 + f zˆi2 zˆj2) (δi3j3 + 2f zˆi3 zˆj3)×[
3
14
kj1kj2kj3
k6
(R1 +R2)− 3
14
kj1δj2j3
k4
R1
]
.
which gives the following terms
=
3
7
R2 + fµ
2 12
7
− f 2µ2 3
7
R1 + f
2µ4
3
7
(R1 + 5R2)− f 3µ4 3
7
R1 + f
3µ6
3
7
(R1 + 2R2)
where µ = zˆiki/k. For the same term but with the k− p and p arguments, the R
terms can be replaced with the Q terms but otherwise the expression is the same.
The other terms become
kikj
1
2
∫
d3p
(2pi)3
L
(2)
i (p,k− p)L(2)j (p,k− p)PL(p)PL(|k− p|) =
9
98
Q1 + fµ
2 18
49
Q1 + f
2µ4
18
49
Q1 (5.144)
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and
kikjL
(1)
i (k)PL (k)
∫
d3p
(2pi)3
L
(3)
j (k,−p,p)PL (p) =
10
21
R1 + fµ
2 40
21
R1 + f
2µ4
30
21
R1. (5.145)
Doing the same thing for the N = 2, (11)(11) piece the redshift space terms are
ki1ki2ki3ki4
∫
d3p
(2pi)3
L
s(1)
i1
(p) L
s(1)
i2
(k− p) Ls(1)i3 (p) Ls(1)i4 (k− p)PL (p)PL (|k− p|) =
=
1
2
Q2+fµ
2Q3+f
2µ2
1
4
(Q4 − 6Q2)+f 2µ4 1
4
(6Q2 + 12Q3 −Q4)−f 3µ4 1
2
(6Q2 −Q4) +
f 3µ6
1
2
(6Q2 + 4Q3 −Q4) + f 4µ4 3
16
Q1 − f 4µ6 1
8
(3Q1 + 12Q2 − 2Q4) +
f 4µ8
1
16
(3Q1 + 24Q2 + 8Q3 − 4Q4) . (5.146)
Combining these terms gives the redshift space power spectrum as shown by M08
in equations 52− 62. The terms can be arranged as
Ps (k) = exp
[−k2 [1 + f (f + 2)µ2]A]×[(1 + fµ2)2 PL (k) +∑
n,m
µ2nfmEnm (k)
]
.
Where the Emn values are shown in Appendix A.6
2.
To calculate the spherically averaged redshift power spectrum, following M08
the following equation is used,
1
2
∫ 1
−1
dµe−xµ
2
µ2n = (−1)n
√
pi
2
(
d
dx
)n [
erf(x
1
2 )
x
1
2
]
. (5.147)
With these results a model of the spherically averaged power spectrum of matter
in redshift space in the resummed LPT method is computed. A plot of the model
power spectrum is shown in Figure 5.3 for redshifts z = 0, 0.5, 1, 2, 4 and the
correlation functions are shown in Fig. 5.4.
2My calculations disagree with M08 in one small part in the calculation of E22 (his Equation
57) where he has 57/98Q1, I have 39/49Q1, this is included for future reference.
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Figure 5.3: The redshift space power spectra in RLPT theory (shown in red) and
the linear power spectra (black dashed lines) at different redshifts.
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5.4 Reconstructed Resummed LPT
This section closely follows [2] and [208]. In the reconstruction process, galaxies
and randoms are displaced from their positions by the first order Zel’dovich dis-
placement vector calculated from the smoothed over density field, i.e. the first
order expansion of Ψ as shown in Eq 5.86 multiplied by a Gaussian smoothing
kernel that isolates the regions responsible for perturbing the galaxies away from
their linear BAO positions. There are two fields that get moved, the galaxy field
and the random field, hence shifting the overdensity rather than just the galaxies.
The galaxy density field is originally located at q + Ψ (q), and gets displaced by
vector s (q). In Fourier space the relation between s and Ψ is
s (k) ≡ −i k
k2
S (k) δ (k) = −S (k) Ψ(1) (k) , (5.148)
where S(k) is the smoothing kernel applied to the overdensity field described in
Section 2.2. The overdensity of the displaced data field is then
δd (k) =
∫
d3qe−ik·q
(
e−ik·[Ψ(q)+s(q)] − 1) (5.149)
and the overdensity of the shifted random field is
δs (k) =
∫
d3qe−ik·q
(
e−ik·s(q) − 1) . (5.150)
The power spectra of these two fields and the cross fields makes up the recon-
structed power spectrum.
Pdd (k) =
∫
d3qe−ik·q
(〈e−ik·[Ψ(q1)+s(q1)−Ψ(q2)−s(q2)]〉 − 1) , (5.151)
Pss (k) =
∫
d3qe−ik·q
(〈e−ik·[s(q1)−s(q2)]〉 − 1) , (5.152)
Pds (k) =
∫
d3qe−ik·q
(〈e−ik·[Ψ(q1)+s(q1)−s(q2)]〉 − 1) , (5.153)
Psd (k) =
∫
d3qe−ik·q
(〈e−ik·[s(q1)−Ψ(q2)−s(q2)]〉 − 1) , (5.154)
where the reconstructed power spectrum is
Precon = Pdd + Pss − Psd − Pds, (5.155)
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and the power spectra can be approximated using the RLPT formulation previ-
ously described. For the Pdd elements, the term that gets expanded when using
the cumulant expansion theorem is
X = (k · [Ψ (q1) + s (q1)−Ψ (q2)− s (q2)])N (5.156)
and so for N = 2, there will be terms evaluated at the same positions (that will
remain exponentiated) and give the dd damping term
zero lag terms = exp−(〈Ψ2(qi)〉+ 〈s2(qi)〉+ 2〈Ψ(qi)s(qi)〉),
(5.157)
the other terms are
non-zero lag terms =
exp−(〈Ψ (q1) Ψ (q2)〉+ 〈Ψ (q1) s (q2)〉+ 〈s (q1) Ψ (q2)〉+ 〈s (q1) s (q2)〉).
(5.158)
As in the non-reconstructed case, the zero lag terms will remain first order. Using
Eq. 5.148, once the terms have been Fourier transformed, the displacement vectors
can be written as s(p) = −S(p)Ψ(p)(1). The zero lag terms will be the same as
before but with the addition of a factor of [1− S (p)]2, The Pdd damping term is
〈Ψ2(0)〉+ 〈s2(0)〉+2〈Ψ(0)s(0)〉 = kikj
∫
d3p
(2pi)3
[1− S (p)]2 L1 (p) L1 (−p)PL (p) .
(5.159)
For the non-zero lag terms, the s field is only 1st order thus can only contribute
to 13, 31 and 11 combinations. To first order of the power law exponential expan-
sion of Eq. 5.158, can be Fourier transformed and the s terms replaced with their
1st order Ψ terms. Doing this for the possible combinations leads to the result
exp−(〈Ψ (q1) Ψ (q2)〉+ 〈Ψ (q1) s (q2)〉+ 〈s (q1) Ψ (q2)〉+ 〈s (q1) s (q2)〉) =
kikj
[
[1− S (k)]2 L(1)i (k) L(1)j (k)PL (k) +
1
2
∫
d3p
(2pi)3
L
(2)
i (p,k− p) L(2)j (p,k− p)PL (p)PL (|k− p|) +
[1− 2S (k)] L(1)i (k)PL (k)
∫
d3p
(2pi)3
L
(3)
j (k,−p,p)PL (p)
]
. (5.160)
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As in the non-reconstructed case, there is also a contribution at 2nd order in the
linear power spectrum from the 2nd order power law expansion of the exponential,
i.e. at N=2, we have a contribution x2/2 where x is the exponent in Eq. 5.158.
Squaring the exponent, Fourier transforming the pairs of cumulants, replacing the
s terms and expanding Ψ into perturbative series (all just first order in this case),
we find the N=2, (11)(11) terms become
exp
(
−1
2
(k · [Ψ (q1) + s (q1)−Ψ (q2)− s (q2)])2(11)(11)
)
=
1
2
kikjkkkl∫
d3p
(2pi)3
[1− S (p)]2 [1− S (|k− p|)]2 L(1)i (p) L(1)j (p) L(1)k (k− p)
L
(1)
l (k− p)PL (p)PL (|k− p|) . (5.161)
Moving on to the N = 3 case, we follow the same procedure and arrive at the
result
exp
(
−1
6
(k · [Ψ (q1) + s (q1)−Ψ (q2)− s (q2)])3
)
= kikjkk
∫
d3p
(2pi)3
L
(1)
i (p)
L
(1)
j (k− p) [1− S(p)] [1− S(|k− p|)] L(2)k (p,k− p)PL(p)PL(|k− p|)
+ 2kikjkkL
(1)
i (k)PL(k) [1− S(k)]
∫
d3p
(2pi)3
[1− S(p)] L(1)j (p)L(2)k (p,k)PL(p).
(5.162)
For convenience, Noh et al. use the notation S¯ = [1− S (k)], and Q12342+ where
superscripts represent multiplication by either S or S¯. Subscripts at positions 1 and
2 represent functions with arguments p and positions 3 and 4 have the argument
|k− p|. The d superscript implies multiplication by S¯, and s superscript implies
multiplication by S. Terms Rd have argument p and are multiplied by S¯(p) inside
the integral. When the argument is k the factor can remain outside of the integral
and is just written as S¯Rn. This notation is adopted here.
Carrying out of the calculations for Pdd, Pss and the cross power spectra Psd
leads to
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Pdd(k) =
[
exp
{
− k
2
6pi2
∫
dpS¯2 (p)PL (p)
}]
[
S¯2 (k)PL (k) +
9
98
Q1 +
3
7
Q1d1d2 +
1
2
Qdddd3 + S¯
(
10
21
R1 +
6
7
Rd2
)]
, (5.163)
Pss(k) =
[
exp
{
− k
2
6pi2
∫
dpS2 (p)PL (p)
}][
S2(k)PL(k) +
1
2
Qssss3
]
, (5.164)
and
Psd(k) + Pds(k) =
[
exp
{
− k
2
6pi2
∫
dp
1
2
(S¯2 (p) + S2(p))PL (p)
}]
[
−2PL(k)S(k)S¯(k) + 3
7
Q
(1s1s)
2 +Q
(sdsd)
3 − S(k)
(
10
21
R1 +
6
7
R
(d)
2
)]
. (5.165)
The integrals are computed in Mathematica, and the reconstructed power spec-
trum in real space is calculated for a range of redshifts as before. The power
spectra and correlation functions are shown in Figs. 5.5 and 5.9, where they are
compared to both the real space RLPT results shown previously and their linear
counterparts.
Clearly the model of the reconstructed power spectra and correlation functions
at all redshifts shown, display results that are much closer to the linear versions
than the non-linear perturbation theory models in RLPT. As the model itself is
built around the linear solution, one must be careful of how much can be read
into this result as simply reducing the perturbative terms in the expansion by any
factor would have the same effect.
5.5 Reconstructed RLPT in redshift space
The first goal of this work is to provide a model of the reconstructed redshift
space power spectrum to determine whether one can expect a better measurement
of linear RSDs in the post reconstruction measured matter distribution. It is
fair to speculate that sharpening the linear matter perturbation distribution on
BAO scales, may also enhance the measured linear RSD signal but this has not
previously been investigated.
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Figure 5.5: The real space reconstructed power spectra in RLPT theory (blue)
compared to RLPT theory (red) and the linear power spectra (black dashed lines)
at different redshifts. The reconstructed power spectra are clearly much closer to
linear.
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198
The work carried out throughout the previous sections has set up the tools for
the calculations, and all that is left to do is derive the reconstructed redshift space
power spectrum in RLPT theory.
The P sdd, P
s
ss and P
s
sd + P
s
ds values are calculated separately, the s superscript
denotes the redshift space power spectrum. Although the random catalogue will
not have redshift space distortions in it, the construction of the shifted random
overdensity field in a Lagrangian frame work is given by Eq. 5.150. Thus the
contribution to the displacement field from the non-shifted randoms is zero, and the
Ψ(1) term only comes into the equation as the shift calculated from the overdensity
of the galaxy field which should be translated to redshift space, thus all three parts
of the power spectrum will be translated into redshift space with the translation
shown in Eqs 5.141 to 5.143.
The second order reconstructed redshift space power spectrum in resummed
Lagrangian perturbation theory is then the combination
P srecon(k) = P
s
dd(k) + P
s
sd(k) + P
s
ds(k) + P
s
ss(k). (5.166)
To carry out the calculations, the redshift distortion tensors are multiplied by the
reconstructed perturbative kernels to derive the following results:
P ssd(k) = e
{−k2[1+f(f+2)µ2]Asd} ×
[
(1 + fµ2)2PLsd(k) +
∑
n,m
µ2nfmEnm,sd(k)
]
,
(5.167)
with analogous expressions for the dd and ss power spectra. The combination of
Q and R terms that make up the Emn terms are all integrals containing different
combinations of arguments and factors of the smoothing kernel S(k) = e−k
2R2/2,
we use the short hand S¯(k) = [1−S(k)] and a smoothing kernel of R = 15h−1 Mpc
for the computations. The results are listed here; the damping terms are
Ass =
1
6pi2
∫
S2(p)PL(p)dp, (5.168)
Add =
1
6pi2
∫
[1− S(p)]2 PL(p)dp, (5.169)
Asd =
1
6pi2
∫
1
2
[Ass + Add] . (5.170)
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The linear power spectra for each become
PLss = S
2(k)PL(k), (5.171)
PLdd = S¯
2(k)PL(k), (5.172)
PLsd = −2S(k)S¯(k)PL(k), (5.173)
The Pdd spectrum terms are
E00dd =
9
98
Q1(k) + S¯
10
21
R1(k) +
3
7
Q1d1d2 +
1
2
Qdddd3 + S¯
6
7
Rd2, (5.174)
E11dd =
18
49
Q1(k) + S¯
40
21
R1(k) + S¯
24
7
Rd2 +
12
7
Q1d1d2 + 2Q
dddd
3 , (5.175)
E12dd =
1
4
Qdddd4 −
6
7
S¯Rd1 −
3
14
Q1d1d1 −
3
2
Qdddd2 , (5.176)
E22dd =
18
49
Q1(k) + S¯
30
21
R1 + S¯
6
7
Rd1 + S¯
30
7
Rd2 + 3Q
dddd
3 , (5.177)
+
3
2
Qdddd2 −
1
4
Qdddd4 +
15
7
Q1d1d2 +
3
7
Q1d1d1 , (5.178)
E23dd = −3
7
Q1d1d1 − S¯
6
7
Rd1 − 3Qdddd2 +
1
2
Qdddd4 , (5.179)
E24dd =
3
16
Qdddd1 , (5.180)
E33dd = 3Q
dddd
2 −
1
2
Qdddd4 + 2Q
dddd
3 +
3
7
Q1d1d1 +
6
7
Q1d1d2 + S¯
6
7
Rd1 + S¯
12
7
Rd2,
(5.181)
E34dd = −3
8
Qdddd1 −
3
2
Qdddd2 +
1
4
Qdddd4 , (5.182)
E44dd =
3
16
Qdddd1 +
3
2
Qdddd2 +
1
2
Qdddd3 −
1
4
Qdddd4 . (5.183)
The cross power spectra, Psd + Pds has
E00sd =
3
7
Q1s1s2 +Q
sdsd
3 − S
10
21
R1 − S 6
7
Rd2, (5.184)
E11sd =
12
7
Q1s1s2 + 4Q
sdsd
3 − S
40
21
R1 − S 24
7
Rd2, (5.185)
E12sd = − 3
14
Q1s1s1 +
1
2
Qsdsd4 − 3Qsdsd2 + S
6
7
Rd1, (5.186)
(5.187)
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E22sd =
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7
Q1s1s2 +
3
14
Q1s1s1 + 6Q
sdsd
3 + 3Q
sdsd
2 −
1
2
Qsdsd4 , (5.188)
− S 30
21
R1 − S 6
7
Rd1 − S
30
7
Rd2, (5.189)
E23sd = −3
7
Q1s1s1 +Q
sdsd
4 − 6Qsdsd2 + S
6
7
Rd1, (5.190)
E24sd =
6
16
Qsdsd1 , (5.191)
E33sd =
3
7
Q1s1s1 +
6
7
Q1s1s2 + 6Q
sdsd
2 −Qsdsd4 + 4Qsdsd3 − S
6
7
Rd1 − S
12
7
Rd2, (5.192)
E34sd = −3
4
Qsdsd1 − 3Qsdsd2 +
1
2
Qsdsd4 , (5.193)
E44sd =
3
8
Qsdsd1 + 3Q
sdsd
2 +Q
sdsd
3 −
1
2
Qsdsd4 . (5.194)
The Pss spectrum terms are
E00ss =
1
2
Qssss3 , (5.195)
E11ss = 2Q
ssss
3 , (5.196)
E12ss =
1
4
Qssss4 −
3
2
Qssss2 , (5.197)
E22ss = 3Q
ssss
3 +
3
2
Qssss2 −
1
4
Qssss4 , (5.198)
E23ss = −3Qssss2 +
1
2
Qssss4 , (5.199)
E24ss =
3
16
Qssss1 , (5.200)
E33ss = 3Q
ssss
2 −
1
2
Qssss4 + 2Q
ssss
3 , (5.201)
E34ss = −3
8
Qssss1 −
3
2
Qssss2 +
1
4
Qssss4 , (5.202)
E44ss =
3
16
Qssss1 +
3
2
Qssss2 +
1
2
Qssss3 −
1
4
Qssss4 . (5.203)
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The results of the previous section i.e. reconstructed real space power spectra
are the same as the f = 0,m = 0, n = 0 construction and the terms En,m with n >
0,m > 0 are all new terms that translate the previous model into redshift space.
All the integrals are performed numerically for wavenumbers 0.005hMpc−1 < k <
0.8hMpc−1 using Mathematica. The linear power spectrum is calculated as before,
and the same cosmology as M08 is used for easy comparison of results. In redshift
space the spherically average power spectrum is calculated as before (Eq 5.147).
The aim is to test whether the model of the reconstructed power spectrum in
RLPT theory in redshift space has a quadrupole that is closer to the linear redshift
space quadrupole than the non-reconstructed in redshift space. The Figures 5.7
and 5.8 show the spherically averaged power spectrum and the power spectrum
quadrupole. The reconstructed spherically averaged power spectra are closer to
the linear redshift space power spectra than the non-reconstructed version. The
reconstructed redshift space quadrupole is much closer to the linear quadrupole
than the non-reconstructed redshift space model which shows promise. However, as
before, one must be careful not to draw too many conclusions from this picture as
the model is built around the linear model and thus any reduction of the non-linear
terms will make the quadrupole look more like the linear version. Fig. 5.9 shows the
spherically averaged redshift space correlation functions, again the reconstructed
version is closer to the linear version than the non-reconstructed. The quadrupole
in configuration space is highly oscillatory, and so needs special piece by piece
construction of numerical integrals, this has not been computed as yet and is left
for future work.
A comparison of the separate parts of the power spectrum is shown in Fig. 5.10
to 5.12. Fig. 5.10 shows a comparison between the real space and redshift space
reconstructed RLPT power spectra. The top panel shows the Pdd, Psd and Pss
for the real space reconstructed power spectra calculated in [208]. The three
power spectra clearly contribute to different scales, large scale is from the dd,
intermediate scales from cross power sd and small scale contributions come from
the ss terms. The bottom panel shows the reconstructed redshift space power
spectra components calculated in this section, the three components follow the
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Figure 5.7: The redshift space reconstructed power spectra in RLPT theory (blue)
compared to RLPT theory (red) and the linear power spectra scaled by the linear
Kaiser boost (black dashed lines) at different redshifts. The reconstructed redshift
space power spectra move closer to the linear description on small scales.
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Figure 5.8: Models of the reconstructed redshift space power spectrum quadrupoles
at different redshift from the reconstructed RLPT theory (blue) standard RLPT
theory (red) compared to linear theory (black).
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Figure 5.9: Models of the reconstructed redshift space correlation functions at dif-
ferent redshift from the reconstructed RLPT theory (blue) standard RLPT theory
(red) compared to linear theory (black). The reconstructed correlation functions
become closer to the linear correlation functions even on small scales.
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Figure 5.10: The comparison between the real space and redshift space recon-
structed RLPT power spectra. The top panel shows the Pdd, Psd and Pss for the
real space reconstructed power spectra calculated in [208]. The three power spec-
tra clearly contribute to different scales, large scale is from the dd, intermediate
scales from cross power sd and small scale contributions come from the ss terms.
The same effect is seen in the bottom panel that shows the reconstructed redshift
space power spectra components calculated in this work.
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Figure 5.11: The real space and redshift space ss, sd, dd components compared.
The redshift space components are not a scaled up version of the real space terms
but have a slightly different form.
same trend as the real space versions. A comparison of the terms in real and
redshift space is plotted in Fig. 5.11, it shows that the separate redshift space
terms are not just a scaled up version of the real space terms.
In the redshift space model of M08, there are 10 orders of terms that con-
tribute to the power spectrum model (each consisting of several integral terms),
and in the reconstructed redshift space power spectrum there are 30 terms as the
ss, sd, dd part all need to be considered. Fig. 5.12 shows these contributions. The
reconstructed terms are combined, i.e. ss + 2sd + dd. In the non reconstructed
model of M08, there are two dominant terms that combine to make up the red-
shift space power, however, in the reconstructed version there is just one dominant
term, possibly this will negate the need of all 30 contributions to the model. These
are preliminary plots and will be further investigated in future work.
The linear RSD model of the power spectrum can be convolved with a model
for the non-linear RSD signal [72, 110, 226, 227, 228, 229, 230], and the recon-
struction process applied to test if non-linear RSDs can be removed as well as
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Figure 5.12: The comparison between the redshift space non-reconstructed and
redshift space reconstructed RLPT power spectra. The top panel shows the non-
reconstructed power. The dashed lines show all the contributions to the model.
There are two dominant terms on the model. The bottom panel shows the same
for the reconstructed redshift space power, in this case one of the terms is clearly
dominant over the others.
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corrections due to sharpening the overall signal of the linear distribution of mat-
ter perturbations. Furthermore a realistic model needs to account for galaxy bias
whereas this model is for the matter distribution. Previous models of the recon-
structed power spectrum (real space) include this correction [208] and it should
be fairly straight forward to include in this model, again this is left for future work.
This chapter has provided a step by step guide to the calculations needed to develop
basic perturbation theory models. Eulerian, Lagrangian, resummed Lagrangian in
real and redshift space and reconstructed resummed Lagrangian perturbation the-
ory in real space has been covered and has been extended to a resummed redshift
space reconstructed model. This has opened avenues for future work where the
aim is to develop and model a reconstruction algorithm with the goal of increasing
the precision of the linear redshift space distortion signal measured in a galaxy
survey. The next chapter summarises the work shown in this thesis and provides
an outline of the future work that will be built upon these foundations.
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Chapter 6
Conclusions and future work
This chapter provides a summary of the work shown in this thesis and outlines the
future work to be built upon these foundations.
Chapter 1 presents an overview of the current standard model of cosmology.
It is shown how observations of a variety of phenomena provide complimentary
constraints on the parameters of the model which has been tested to a high level
of precision. The late time accelerated expansion of the Universe is thought to be
driven by the energy associated with the vacuum of space. The energy is modelled
as a cosmological constant with a measured equation of state w ∼ −1 with no
significant temporal or spatial variation in density. However, the measured energy
of the cosmological constant is 10120 smaller than theory predicts (the cosmological
constant problem). To test the standard model and constrain the properties of
dark energy requires very high precision measurements of the parameters of the
cosmological model from observational probes. This is the motivation behind the
work carried out in this thesis.
Chapter 2 shows the work done developing a reconstruction algorithm to in-
crease the precision of the possible cosmological distance measurements made from
galaxy redshift surveys via measurement of the BAO feature. The reconstruction
process uses the measured overdensity field to estimate and remove effects of non-
linear gravitational collapse from the density distribution. This effectively moves
the density field back to a higher redshift configuration and restores the BAO sig-
210
nal by partially removing the diluting effects of bulk flows and non-linear galaxy
formation. Development of the algorithm for survey data using the PTHalo BOSS
DR11 mocks is shown. The algorithm requires several parameters to be input by
hand, it was applied to the mock catalogues and these input parameters varied.
The BAO signal and the error on the measured signal was calculated using fits to
the power spectra of the reconstructed catalogues. The optimal parameter values
of smoothing length and size of the random catalogue were presented. Methods of
calculating the shifts to be applied to the measured density field were also tested
and different methods are shown to agree.
Chapter 3 is a summary of the results obtained from application of the algo-
rithm shown in the previous chapter to various survey data sets and mocks leading
to the cosmological distance measurements in [4, 6, 5, 3].
Reconstruction is an important technique that has only recently become a stan-
dard part of analysis of galaxy survey data. Future surveys have been designed
assuming a level of measurement improvement in the post reconstruction analysis,
this work tested the efficiency of the algorithm compared to survey attributes.
Chapter 4 showed the results of tests designed to test the efficiency of the recon-
struction algorithm against survey density and edge to volume ratio. The results
were compared to the standard prediction that reconstruction removes ∼ 50% of
the damping of the BAO signal in the power spectrum due to non-linear effects.
The results of the tests suggest that for a low density survey, the prediction is
high, but for higher density surveys the prediction is low. That is, the efficiency
of the reconstruction algorithm is dependent on the density of the survey, and one
can expected a higher relative improvement for a higher density survey than what
is implied by current predictions. This requires further investigation but should
have implications for survey design when considering the optimal balance between
survey volume and density.
The edge to volume ratio tests show that a survey with a high number of
galaxies close to edges should only experience a mild reduction in the efficiency of
the reconstruction algorithm. The results of these chapters are summarised in the
paper [7].
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These three chapters provide the basis of proposed future work listed here
• The effect of reconstruction on the anisotropic clustering signal.
• The dependency of the input cosmology on the algorithm.
• Methods of alleviating the need for storage of large random catalogues.
• Development of methods that can be applied to different surveys, specifically
Euclid.
• Reconstruction of the VIPERS and other future survey data.
That summarises the data analysis and code development work as the final
chapter is theoretical work. Chapter 5 initially reviews the basics of perturbation
theory from Eulerian to Lagrangian, resummed Lagrangian, resummed redshift
space Lagrangian and resummed reconstructed real space Lagrangian. After step
by step derivations of the equations in these theories, the same techniques are used
to construct a model of the reconstructed redshift space power spectrum in the
resummed Lagrangian perturbation theory.
The goal of this work is to develop a method of reconstruction that, analogous
to BAO reconstruction, will reconstruct the linear RSD signal by removing the
actual (rather than observational) distortions in the density field due to non-linear
structure formation, and to provide a model of this. This work is preliminary but
plots of the reconstructed redshift space quadrupole are promising.
To conclude, the work done during this PhD has contributed to the cosmological
distance measurement made in 5 galaxy survey data sets. The reconstruction
algorithm has been extensively tested against survey attributes providing guidance
for future survey design when considering the effects of reconstruction. Finally
the development of a reconstruction algorithm designed to improve the precision
of parameter measurements from linear RSD which is work in progress, has been
shown.
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Appendix A
Appendix 1
A.1 Hubble’s Law
A key piece of evidence for an expanding Universe was Hubble’s Law. A measured
redshift in absorption and emission lines in the light from nearby galaxies indi-
cated that they are receding. In conjunction with the Cosmological principle, the
implication is of a Universe that is expanding about all points in space. Hubble
found the recession velocities were proportional to their distance, giving Hubble’s
law
v = H0d, (A.1)
where H0 is the Hubble constant, v is the recession velocity, and d the distance.
This law only applies to nearby galaxies, if one were to use the definition of the
distance in terms of the comoving distance (χ) and the scale factor a where a(t) =
d/χ quantifies the ratio between the physical distance and comoving distance as a
function of time, then
a˙
a
= H(t), (A.2)
and the expansion rate of the Universe can be measured by the Hubble parameter
(which is not constant in time). The observed expansion of the Universe is consid-
ered evidence of the Big Bang model, i.e if time is reversed, the picture would be of
everything converging and heating to a very hot, energetic initial singularity. The
measurement of the Hubble parameter is generally given in terms of the reduced
213
Hubble constant (h) where H0 = 100hkms
−1Mpc−1, the most recent measurements
of anisotropies in the CMB show h = 0.674± 0.014 [9].
Comoving distance
The comoving distance defines the position of an object in a coordinate system
that expands with the Universe.
χ(z) =
∫ t0
ti
dt
a(t)
=
∫ zi
0
dz
H(z)
, (A.3)
where in practice it is very useful to use the value of H(z) calculated from Eq 1.23
and express the scale factor in terms of redshift as per Eq. A.7.
Comoving time
The comoving or conformal time (τ)is defined as the distance light could have
travelled since t = 0, thus describes the maximum distance of separation between
two regions to have causal contact.
τ ≡
∫ t
0
dt′
a(t′)
(A.4)
Redshift
An intrinsic property of light is that it will travel on null geodesics in space-time,
that is another way of saying the metric will be zero, ds = 0. Using this property
and comparing the time taken for a light ray to travel a given distance in space
with the time it will take an identical ray of light to travel the same distance a
small time later, one can deduce that the difference in time between the first ray
being emitted and the second ray being emitted, is not the same as the as the
difference in time of the rays being received, even though the same distance has
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been travelled. The relationship is
dtr
a(tr)
=
dte
a(te)
, (A.5)
where the subscripts stand for emitted and received. Thus in an expanding Uni-
verse, the time between receiving the first and second ray also gets longer. By
extending this to describe two crests of the same wave, as λ ∝ the period of the
wave, this can be written in terms of the wavelength of the light when it was
emitted and received where
λr
λe
=
a(tr)
a(te)
, (A.6)
The definition of redshift is
a(t0)
a(te)
=
λ0
λe
≡ 1 + z, (A.7)
where z is the redshift and has value zero today.
A.2 The Zeldovich Approximation
A very important result that is used extensively in the modelling of non-linear
perturbations of cosmological density fields was first derived in the short paper by
Zeldovich in 1970 [133], and is known as the Zeldovich approximation. Zeldovich
had the idea of using a Lagrangian coordinate system to describe the evolution of
matter density perturbations, so that limitations to perturbation theory usually
imposed by the condition δ < 1 could be avoided. In the Lagrangian scheme the
position of a particle is given as
x(q, τ) = q + Ψ(q, τ), (A.8)
where x(q, τ) is the Eularian position of the particle, q is the Lagrangian posi-
tion and Ψ(q, τ) is the time dependent displacement vector linking the two. The
Jacobian matrix from Eulerian to Lagrangian space is
Jm = δij +
∂Ψi
∂qj
, (A.9)
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and conservation of mass states that
ρ¯d3q = ρ(x, τ)d3x (A.10)
The eigenvalues of the Jacobian matrix can be chosen such that the three fun-
damental axes run along the Lagrangian space derivatives of the Lagrangian dis-
placements. If the three roots of the equation∣∣∣∣∂Ψi∂qj + δij
∣∣∣∣ = 0 (A.11)
are called α, β and γ, then the Jacobian matrix, often called the tensor of defor-
mation, becomes
J =

1− αD(τ) 0 0
0 1− βD(τ) 0
0 0 1− γD(τ)

thus as δ(x, τ) = ρ(x, τ)/ρ¯− 1, the Jacobian is used to express the overdensity in
terms of these eigenvalues
δ(x, τ) = [(1− αD(τ))(1− βD(τ))(1− γD(τ))]−1 − 1. (A.12)
Zeldovich made the observation that it if the density perturbation is growing D(τ)
is getting larger and eventually D(τ)α = 1, the density would become infinite and
the structure under gravitational collapse would become a flat sheet (known as a
Zeldovich pancake). He also concluded that the probability of collapse along the
other two axis at the same time would be negligible. Thus, he argued that the
sheet like formation of structure would be the initial formation under gravitational
collapse and presents a very good approximation to the initial formation of non-
linear perturbations in matter.
A.3 FKP weights
Using a discrete number of objects to sample the underlying field introduces prob-
lems such as shot noise and an upweighting of dense regions. A weighting scheme is
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derived in[160] that optimises variance of the power spectrum (FKP weight) and a
shot noise correction term that can be removed directly from the power spectrum.
To derive the shot noise term, they start by defining a (normalised) weighted
galaxy fluctuation field
F (r) ≡ w (r) [ng (r)− αnr (r)][∫
d3rn¯2 (r)w2 (r)
]1/2 , (A.13)
where analagous to our ρg and ρr, ng (r) =
∑
i δD (r− r′). The w (r) is a weighting
function that can be adjusted to optimise the estimation of the power spectrum,
and the denominator is a convenient normalisation. Fourier transforming F (r),
then squaring and taking the expectation value gives
〈| F (k) |2〉 =
∫
d3r
∫
d3r′w (r)w (r′) 〈[ng (r)− αnr (r)] [ng (r′)− αnr (r′)]〉eik·(r−r′)∫
d3rn¯2 (r)w2 (r)
.
(A.14)
The expectation value on the RHS can be expanded out into components. They
use the relations 〈ninj〉 = n¯ (ri) n¯ (rj) δV 2 [1 + ξ (ri − rj)] and 〈n2i 〉 = n¯ (ri) δV .
The integrals can be replaced by infinitesimal cells that can only contain either 1
or 0 data points we can then use the relation below [160] to simplify A.14.
For any function g (r, r′) it can be written
〈
∫
d3r
∫
d3r′g (r, r′)n (r)n (r′)〉 =
∑
i
∑
j
g (ri, rj) 〈n (ri)n (rj)〉
=
∑
i
∑
j
g (ri, rj) n¯ (ri) n¯ (rj) [1 + ξ (ri − rj)] δV 2
+
∑
i
g (ri, ri) n¯ (ri) δV
=
∫
d3r
∫
d3r′g (r, r′) {n¯ (r) n¯ (r′) [1 + ξ (r− r′)]
+n¯ (r) δD (r− r′)}. (A.15)
Thus the two point functions for each term in angular brackets in A.14 can be
writen as
〈ng (r)ng (r′)〉 = n¯ (r) n¯ (r′) [1 + ξ (r− r′)] + n¯ (r) δD (r− r′) . (A.16)
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〈ns (r)ns (r′)〉 = α−2n¯ (r) n¯ (r′) + α−1n¯ (r) δD (r− r′) . (A.17)
〈ng (r)ns (r′)〉 = α−1n¯ (r) n¯ (r′) . (A.18)
The two point functions can be substituted into A.14. This gives us our weighted
galaxy fluctuation power spectrum,
〈| F (k) |2〉 =
∫
d3k′
(2pi)3
P (k′) | G (k− k′) |2 + (1 + α)
∫
d3rn¯ (r)w2 (r)∫
d3rn¯2 (r)w2 (r)
. (A.19)
with
G (k) ≡
∫
d3rn¯ (r)w (r) eik·r[∫
d3rn¯2 (r)w2 (r)
]1/2 . (A.20)
The term on the far RHS is the shot noise of the power spectrum and G (k) is
the mask of the survey volume. They state that convolution with the mask only
creates small changes provided that the survey volume is large and deep. Thus
[160] arrive at an equation relating the power spectrum measured by a discrete
sampling of galaxies in a survey to the power spectrum we are trying to calculate
P (k).
P (k) ≈| F (k) |2 −Pshot, (A.21)
with
Pshot = (1 + α)
∫
d3rn¯ (r)w2 (r)∫
d3rn¯2 (r)w2 (r)
. (A.22)
This is easily computed in the code and the shot noise in the observed power
spectrum can be removed.
It is shown [160] that the optimal weighting w (r) is given by
w (r) =
1
1 + n¯ (r)P (k)
(A.23)
so that in regions of high density, galaxies have a lower weighting compared to
those in low density regions. The weighting is scaled by an estimate of the varying
power spectrum which would seem to cause a circular argument, however, the
dependency is regarded as small and a constant value of P (k) is generally used
[231].
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A.4 Deriving the EFE
To derive the EFE using the principle of least action i.e δS = 0, one must and
vary the action with respect to the metric,
δS =
∫ (
1
16piG
(√−g δR
δgµν
+
δ
√−g
δgµν
R
)
+
δ
√−g
δgµν
Lm +
√−g δLm
δgµν
)
δgµνd4x = 0.
(A.24)
rearranging this gives;
δR
δgµν
+
δ
√−g
δgµν
R√−g = −16piG
(
δ
√−g
δgµν
Lm√−g +
δLm
δgµν
)
. (A.25)
which is the equation of motion that leads to the EFE. Starting on the LHS the
goal is to find an expression for δR/δgµν . Variation of the Riemann tensor gives:
δRαβγδ = Γ
α
βδ, γ − Γαβγ, δ + δΓαγΓβδ + ΓαγδΓβδ − δΓαδΓβγ − ΓαδδΓβγ. (A.26)
As δΓαβδ is a tensor (unlike the Christoffel symbols on their own), it has a covariant
derivative.
δΓαβδ; γ = δΓ
α
βδ, γ − ΓσδγδΓαβσ − ΓσβγδΓασδ + ΓαργδΓρβδ.
Inspection of Eq. A.26 shows that it is composed of the sum of two covariant
derivatives of Christoffel symbol partial derivatives such that
δRαβγδ = δΓ
α
γβ; δ − δΓαδβ; γ. (A.27)
The contraction of the Riemann tensor results in the Ricci tensor so that
δRβγ = δR
α
βαγ = δΓ
α
αβ; γ − δΓαγβ; α. (A.28)
Next, to find δR/δgµν , the Ricci tensor is multiplied by the metric, thus
δR = Rµνδg
µν + gµνδRµν . (A.29)
Combining Equations (A.29), (A.27) and (A.28),
δR = Rµνδg
µν + gµν
(
δΓανµ; α − δΓααµ; ν
)
. (A.30)
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Using the fact that the covariant derivative of the metric is zero, the metric can
be included within the covariant derivative,
δR = Rµνδg
µν +
(
gµνδΓανµ
)
; α
− (gµαδΓρρµ); α . (A.31)
The last two terms in this equation combine to form a total derivative and thus
when δgµν tends to infinity they become zero. Therefore
δR
δgµν
= Rµν , (A.32)
To find the second term on the LHS of Eq. A.25, Jacobi’s Formula for the Derivative
of a Determinant states that
δdet(A)
δx
= det(A)trace
[
adj(A)
δA
δx
]
. (A.33)
and adj(A) = det(A)A−T , applying this to variation of the determinant of the
metric, gives
δg = ggµνδgµν . (A.34)
Thus
δ
√−g = −1
2
1√−g δg = −
1
2
1√−ggg
µνδgµν . (A.35)
The anti-symmetric property of the metric means that
gµνδgµν = −gµνδgµν , (A.36)
So that the LHS of Eq A.25 can be written as
δ
√−g
δgµν
R√−g = −
1
2
Rgµν . (A.37)
The right hand side of the equation is known as the energy-momentum tensor
(multiplied by a constant). The energy-momentum tensor is;
Tµν = − 2√−g
δ (
√−gLm)
δgµν
. (A.38)
Therefore combining left and right hand sides of the equation of motion the Ein-
stein field equations emerge.
Rµν − 1
2
gµνR = 8piGTµν , (A.39)
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A.4.1 The Friedmann Equation
The Ricci scalar is a contraction of the Ricci tensor (with the metric) which is
a contraction of the Riemann tensor that is ultimately composed of Christoffel
symbols and their partial derivatives. Thus to calculate the LHS of the Einstein
equation one must start using the appropriate metric of space-time to calculate
these. Assuming a FWR cosmology with flat spatial curvature i.e (k=0), the FRW
metric is simply
ds2 = −dt2 + a2 (t) dx2, (A.40)
that is gµν = diag(−1, a2(t), a2(t), a2(t)). From the definition of the Christoffel
symbols in Eq. 1.2, and the fact the the only non-zero terms in the metric are
the diagonal terms, one can speed up calculations by noticing that for non-zero
components
• α = λ, otherwise gαλ = 0,
• At least two of the Christoffel indices must be the same for any of the deriva-
tives of the metric to be non-zero, that is γ = α or β = α or β = γ.
• As the spatial components of the metric are only dependent on time, one of
the indices must be a zero so that the partial derivatives of the metric do
not vanish.
• The spatial indices are interchangeable.
• As g00 is constant, there cannot be anymore than 1 zero index.
With these observations, it is apparent that the only non-zero Christoffel symbols
derived from the flat FRW metric will have indices {0, i, i} where i are the spatial
indices. Calculating these gives;
Γ0ii = a(t)a˙(t) and Γ
i
0i = Γ
i
i0 =
a˙(t)
a(t)
, with no summation over {i,i} here.
(A.41)
The {0,0} component of the LHS has R00 − 12g00R. To find R
R = gαβRαβ = g
00R00 + 3g
11R11. (A.42)
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and R00 = R
α
0α0 with the same arrangement for {11}. Calculating these from the
non-zero Christoffel symbols gives,
R00 = −3 a˙
a
and R11 = a˙a+2a˙
2. .
(A.43)
Thus, the Ricci scalar is
R = 6
(
a¨
a
+
(
a˙
a
)2)
, (A.44)
and the {00} component of the LHS of the EFE is simply
R00 − 1
2
g00R = 3
(
a˙
a
)2
. (A.45)
On the RHS of the EFE the {00} term is just T00 which is the density of the
fluid ρ. Piecing back together the {00} terms leads to the Friedman Equation in
a spatially flat FRW space-time, (
a˙
a
)2
=
8piGρ
3
. (A.46)
NB the curvature term has not been included here as but extending the calculation
to include it gives an extra term and the Friedmann equation becomes(
a˙
a
)2
=
8piGρ
3
− k
a2
. (A.47)
A.4.2 The Fluid Equation
From the above calculations it is straight forward to derive the {11} component
of the EFE,
2a¨
a
+
(
a˙
a
)2
= −8piGp. (A.48)
Substituting the original Friedmann equation back into this result gives
a¨
a
= −4piG
3
(3p+ ρ), (A.49)
which is known as the acceleration equation or the second Friedmann equation. To
derive the fluid equation requires a description of the time variance of the density
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which can be calculated from the Friedmann Equation such that
ρ˙ =
3
8piG
[
2a¨a˙
a2
− a˙
a
(
16piGρ
3
)]
. (A.50)
where the Friedmann Equation has been substituted back into the result. Us-
ing Eq. A.48 to find an expression for the first term in the bracket above and
substituting in the Friedmann equation, the fluid equation can be calculated,
ρ˙ = −3 a˙
a
(ρ+ p) . (A.51)
A.5 Wick’s Theorem
This is just stated here rather than derived, the theorem states that the average
value of the product of an even number of components of a Gaussian function is the
sum of the product of all possible averaged pairs, which is more clearly depicted
by the equation
〈δ(x1)δ(x2)...δ(xn−1)δ(xn)〉 =
〈δ(x1)δ(x2)〉〈δ(xn−1)δ(xn)〉+ 〈δ(x1)δ(xn)〉〈δ(xn−1)δ(x2)〉+
〈δ(x1)δ(xn−1)〉〈δ(x2)δ(xn)〉 . . . (A.52)
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A.6 Enm Terms, LRT redshift space
E00 =
9
98
Q1 +
3
7
Q2 +
1
2
Q3 +
10
21
R1 +
6
7
R2, (A.53)
E11 = 4E00, (A.54)
E12 = − 3
14
Q1 − 3
2
Q2 +
1
4
Q4 − 6
7
R1, (A.55)
E22 =
39
49
Q1 +
51
14
Q2 + 3Q3 − 1
4
Q4 +
16
7
R1 +
30
7
R2, (A.56)
E23 = −3
7
Q1 − 3Q2 + 1
2
Q4 − 6
7
R1, (A.57)
E24 =
3
16
Q1, (A.58)
E33 =
3
7
Q1 +
27
7
Q2 + 2Q3 − 1
2
Q4 +
6
7
R1 +
12
7
R2, (A.59)
E34 = −3
8
Q1 − 3
2
Q2 +
1
4
Q4, (A.60)
E44 =
3
16
Q1 +
3
2
Q2 +
1
2
Q3 − 1
4
Q4, (A.61)
(A.62)
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Appendix B
Appendix 2
B.1 Histograms
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Figure B.1: Distribution in α and σα for the CMASS mocks at different densities
pre and post reconstruction.
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Figure B.2: Distribution in α and σα for the LOWZ mocks at different densities
pre and post reconstruction.
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Figure B.3: Distribution in α and σα for the CMASS edges sample compared to
the standard reconstructed and non-reconstructed samples.
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