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     We consider control of the one-dimensional Schroedinger 
equation via a time-dependent rectangular potential. We 
discretize the equation in the space variable, obtaining a system 
of ODEs in which the control is bilinear. We find Control Lie 
Algebras for several cases, including single point and full width 
potentials.  We use full discretizations, in space and time, to 
examine the effect of the number of inputs.  
 
INTRODUCTION 
     We consider control of the one-dimensional Schroedinger 
equation 
          
2
2
( , ) ,      0 ,  0 ,i V x t x L t T
t t
ψ ψ ψ∂ ∂= − + < < < <
∂ ∂
       (1) 
with boundary conditions 
                        (0, ) ( , ) 0t L tψ ψ= =  ,                                  (2) 
with the control a time-dependent potential ( , )V x t  of the form   
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.                       (3) 
We refer to V as a barrier/well, and ψ  as a wavefunction. 
Control of the Schroedinger equation through the potential has 
been studied for possible applications to the control of atomic 
and molecular processes, as well as for control-theoretic 
reasons.   One may pose the following 
 
Control Problem. Given T > 0, initial data 0 ( )xψ , terminal data 
( )T xψ , find a control ( , )V x t  such that the solution of (1), (2) 
with this control, which satisfies 
 
                               0( ,0) ( )x xψ ψ=  
also satisfies 
                               ( , ) ( )Tx T xψ ψ= . 
If it is possible to find such a ( , )V x t  for any 0 ( )xψ , ( )T xψ  in 
a specified state space, then the system is said to be exactly 
controllable in time T.  If one specifies that the state space is an 1 Copyright © 2007 by ASME 
e: http://www.asme.org/about-asme/terms-of-use
 
infinite dimensional function space, which would be coherent 
with standard formulations of control problems for partial 
differential equations such as the wave and heat equations, then 
this control problem is an infinite-dimensional bilinear control 
problem, as the control ( , )V x t  multiplies ψ . 
      Infinite-dimensional bilinear problems are less well-
understood than either finite-dimensional bilinear problems or 
infinite-dimensional linear problems. To our knowledge, the  
question of controllability of the Schroedinger equation through 
a potential of the form (3) is unresolved, although we note the 
recent works [1], [2] on local controllability via a dipole 
potential.  
     We will consider the approach of controlling approximate 
systems obtained by discretizing (1), (2), (3) in space, semi-
discretizations. The advantage of considering semi-
discretizations is that they are systems of finitely many ODEs  
and thus the control problem is a finite-dimensional bilinear 
problem. A developed differential geometric theory exists for 
such problems, which may be brought to bear; see e.g. [3], [4], 
[5]. 
     Further, one approach to discretizing the semi-
discretizations with respect to time results in the Crank-
Nicolson equations, which are thus a full discretization of the 
PDE system (1), (2), (3) (and may be passed to directly from 
that system).  The C-N equations have been used to 
approximate the Schroedinger equation with a static barrier or 
well in a classic work by Goldberg, et al [6]. They were studied 
in [7] in the case of a time-dependent potential, and stability 
and consistency results were obtained in the case that the 
solution is sufficiently smooth. It may be possible to analyze 
the accuracy of the semi-discrete approximation by using 
knowledge of the behavior of the full discretization.  We note 
that several authors [8], [9], [10], have used differential 
geometric methods to study control of the Schroedinger 
equation in cases in which the problem can be considered, in 
some way, a finite-dimensional bilinear control problem—e.g. 
in the case of finite level systems. However, there have not 
been extensive extensions of these results to infinite-
dimensional problems.   
     In Sec. 2, we will obtain the semi-discretizations, and 
separate into real and imaginary parts. We will then use part of 
the treatment of finite-dimensional bilinear control problems in 
Isidori [10].  In [10], it is shown that, under certain hypotheses 
on the distribution c∆  associated with the Control Lie Algebra 
C of the bilinear control problem, reachable sets may be 
characterized. In Sec. 3, we will find Control Lie Algebras in 
the cases of two and three internal space grid points, both  for a 
single-point barrier/well and for a full internal width 
barrier/well.  
      Our long-range goal is to characterize reachable sets by 
analyzing the properties of the distributions associated with the 
Control Lie Algebras, which we cannot do at this point. 
However, the relative natures of the Control Lie Algebras may 
give rise to questions about the relative natures of certain 
aspects of the corresponding reachable sets.  In Sec. 4, we will  
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of three internal grid points, which can be steered with three 
inputs (full internal width barrier/well) but not with a single 
input (single point barrier/well). While we cannot answer this 
using the semi-discretizations, we will give such an example 
using the full discretizations. 
 
2 SEMI-DISCRETIZATIONS 







, and let 
,  0.. 1.jx j x j J= ∆ = +  Let ( ) ( , )j jt x tψ ψ=  and let 
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( )
j j j j
j j
d t t t
i t V t t
dt x
+ −Ψ Ψ − Ψ + Ψ= − + Ψ
∆
         (5)     
 
for  j=1..J with  
 
                                0 1( ) ( ) 0Jt t+Ψ = Ψ = ,                           (6) 
then ( )j tΨ  is the exact solution of an approximate equation, 
and is a candidate for an approximation to ( ) ( , )j jt x tψ ψ= . 
Evaluating the accuracy of the approximation by estimating the 
truncation error as in [11], [12] requires knowledge of the 
regularity of the solution, which in turn requires knowledge of 
the regularity of the initial data and the potential. When V=0, 
the problem is simplified but the regularity of the initial data 
still pertains.  
   We consider control of the approximate system (5), (6). We 
let ( ) ( ) ( )j j jt R t iM tΨ = +  in (5), separate real and imaginary 
parts and obtain the system 
 








( ) ( ) ( )
( ) ( ) ( )0 0 ( )1
( ) 0 ( ) ( )( ) ( ) 0
( ) ( ) ( )
J J J
J J J
R t R t R t
R t R t R tF V td
M t F M t M tdt x V t
M t M t M t
     
     
     
      − 
= +        ∆    −      
     
     
          
M M M
M M M
      




                 
2 1 0 0
1 2 1 0 0









































     Isidori [10] considers control systems of the form 
                       
1




x f x g x u
=
= + ∑&                                 (8) 
where the state x of this system belongs to an open subset N of 
nR , while the m components of the input 1.. mu u are real-valued 
functions of time. Let V(N) denote the set of all smooth vector 
fields on N. V(N) forms a Lie algebra with the Lie bracket [10] 
as the product. The Control Lie Algebra, C, associated with (8) 
is the smallest subalgebra which contains the vector fields 
1, ... mf g g . If the distribution associated to C has the maximal 
integral manifolds property, then reachable states under 
piecewise constant input functions may be described.  
      As an application, [10] considers a bilinear system, i.e. a 
system of the form 
 






x Ax N x u
=
= + ∑&                                 (9) 
in which A and jN  are assumed to be matrices and the 
manifold on which the system evolves is the whole of nR .One 
may set f Ax=  and ( )j jg x N x= . Any vector field τ  in the 
set { 1, ... mf g g } has the form ( )x Txτ = , where T is an n n×   
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matrix. The Lie bracket of two vector fields 1τ , 2τ  of the form 
1 1( )x T xτ = , 2 2( )x T xτ =  is 
             1 2 2 1 1 2 1 2[ , ]( ) ( ) [ , ]x T T T T x T T xτ τ = − =  
where 1 2[ , ]T T  is the commutator of 1T  and 2T . 
      A procedure for finding the smallest Lie subalgebra 
containing a set of vector fields of the form 1 1( )x T xτ = ,.. 
( )r rx T xτ =  is given by the following 
Lemma.[10]  Consider the nondecreasing sequence of 
subspaces of n nR × , the R-vector space of all n n×  matrics of 
real numbers, defined by setting  
 
                                   0 1{ ,.. }rM span T T= , 
 
                   1 1 1{[ , ],..[ , ] : }k k r kM M span T T T T T M− −= + ∈ . 
Then, there exists an integer k% such that 
 
                             k kM M= %  
for all k> k% .  
     The set of vector fields 
 
               { ( ) : ( ) ,   } n kL V R x Tx T Mτ τ= ∈ = ∈ %                (10) 
is the smallest Lie subalgebra of vector fields which contains 
the original set of vector fields.  Thus to find the Control Lie 
Algebra associated with (9) one uses the above procedure , 
starting with 1, ,.. mA N N . 
      Returning to (7),  we  let  
 
 















































   
=   
− −    
∑   ,                        
 
 
where jS  is the J J× matrix with one in the jth position on the 
diagonal and zeros elsewhere. We see (7) is of the form (9), 
with  J = m , j ju V= and  
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     We will find Control Lie Algebras in the cases J=2 and J=3, 
using the procedure of [10]. We will take 1x∆ = . In each case, 
we will find the Control Lie Algebra with control acting at a 
single point, thus with a single input and with control acting on 
the gridpoints from 1j =  to j J= , thus with J inputs.  
 
3 CONTROL LIE ALGEBRAS 
      
3.1 Case J=2 
 
     The matrices A , 1N , 2N  are given by 
                   
0 0 2 1
0 0 1 2
2 1 0 0
1 2 0 0
A
− 
 − =  −
 − 
, 
      
. 
1
0 0 1 0
0 0 0 0
1 0 0 0




 =  −
 
 
,             2
0 0 0 0
0 0 0 1
0 0 0 0








     3.1.1 One Input  We consider control acting only at the 
left-hand grid point. Thus the initial matrices are A , 1N . The 
first formation of commutators gives the new matrix  
 
   
                      1
0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
P
 
 − =  
 − 
     . 
 
The second formation of commutators gives the two new 
matrices 
 
      2
0 0 2 0
0 0 0 2
2 0 0 0




 =  
 − 
,           3
0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
P
− 
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Control Lie Algebra is as given in (10), with 
1 1 2{ , , , }kM span A N P P=% . 
   
      3.1.2  Two Inputs We consider control acting at both grid 
points. Now the initial matrices are A , 1N , 2N . After the first 
formation of commutators, the matrix 1P  above is found. After 
this, no new matrices result (i.e those resulting can be written as 
linear combinations of the previous matrices). The Control Lie 




N N P= + , we see that the Control Lie Algebras for one 
input and for two inputs are the same.  
               
3.2 Case J=3 
 
Here, the matrices 1 2 3,  , ,A N N N  are given by 
 
                  
0 0 0 2 1 0
0 0 0 1 2 1
0 0 0 0 1 2
2 1 0 0 0 0
1 2 1 0 0 0
0 1 2 0 0 0
A
− 
 − − 
 −





              
 
                        1
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 0










  , 
 
                         2
0 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 0
0 0 0 0 0 0
0 1 0 0 0 0
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                     3
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 1
 
0 0 0 0 0 0
0 0 0 0 0 0












                . 
       3.2.1 One Input  We consider control acting only at the 
center grid point. The initial matrices are 2,  A N . The first 
formation of commutators yields the new matrix 
 
 
                   1
0 1 0 0 0 0
1 0 1 0 0 0
0 1 0 0 0 0
 
0 0 0 0 1 0
0 0 0 1 0 1
0 0 0 0 1 0
R
 









The second formation of commutators yields the new matrices 
 
 
                     2
0 0 0 2 0 2
0 0 0 0 4 0
0 0 0 2 0 2
2 0 2 0 0 0
0 4 0 0 0 0













                      3
0 0 0 0 1 0
0 0 0 1 0 1
0 0 0 0 1 0
0 1 0 0 0 0
1 0 1 0 0 0












After this, no new matrices result. The Control Lie Algebra is 
as given in (10), with 2 1 2 3{ , , , , }kM span A N R R R=% . 
 
3.3.2 Three Inputs  We consider control acting at all three 
grid points. The initial matrices are 1 2 3,  , ,A N N N . The first 
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0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 1 0
0 0 0 1 0 0












                             2
0 0 0 0 0 0
0 0 1 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 1












and 1R , which is a linear combination of these). The second 
ormation of commutators gives four new matrices 
      
                             3
0 0 0 2 0 1
0 0 0 0 2 0
0 0 0 1 0 0
2 0 1 0 0 0
0 2 0 0 0 0










                             4
0 0 0 0 0 1
0 0 0 0 2 0
0 0 0 1 0 2
0 0 1 0 0 0
0 2 0 0 0 0





=  − 
 
 
− −  
, 
 
                        5
0 0 0 0 1 0
0 0 0 1 0 0
0 0 0 0 0 0
0 1 0 0 0 0
1 0 0 0 0 0











                               
                        6
0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 0 0 0
0 0 1 0 0 0














The third formation of commutators gives the new matrix 
 
                    7
0 0 1 0 0 0
0 0 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 0












After this, no new matrices result. The Control Lie Algebra is 
as given in (10), with 
            1 2 3 1 2 3 4 5 6 7{ , , , , , , , , , , }kM span A N N N Q Q Q Q Q Q Q=% . 
Note that 7Q , with non-zero entries in positions (1,3), (3,1), 
(4,6) and (6,4), cannot be written as a linear combination of the 
elements of the set 2 1 2 3{ , , , , }A N R R R , the spanning set in the 
case of one input.  
 
 
4 VARYING NUMBER OF INPUTS, FULL 
DISCRETIZATIONS   
                  . 
     A natural question arises: In the case of J=3, is it possible to 
find an initial-terminal pair such that the initial state can be 
steered to the terminal state using three inputs, but not using 
one input? While we cannot at this point use the semi-
discretizations to answer this question, if we discretize them 
with respect to time so as to achieve the C-N equations, then 
with these full discretizations we can find such a pair. 




( ) 2 ( ) ( )
( ) ( ) ( )
( )
j j j j
j j
d t t t
i t V t t
dt x
+ −Ψ Ψ − Ψ + Ψ= − + Ψ
∆
         (5)     
 
for  j=1..J  with 
 
                                0 1( ) ( ) 0Jt t+Ψ = Ψ = .                           (6) 











∆= + , n=0..N-1. Let ( )nj j ntΨ = Ψ  and let                             










  ,   n=0..N-1               (11)             
 
If we use the approximations 
 
                              11
2
( ) ( )
2
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 Ψ Ψ − Ψ
≈  ∆ 
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1 1 1 1
2
2 21




n n n n n n





















+ Ψ + Ψ
+  
 
    , 
for  j=1..J, n=0..N  with 
 
                                0 0
n n
JΨ = Ψ =  
for all n.  If  njw  is the solution of  
1
1 1 1
1 1 1 1
2
2 21




n n n n n n




























                                       (12) 
 for  j=1..J, , n=0..N  with 
 
                                      0 0
n n
Jw w= = ,                       
then  njw  is the exact solution of an approximate equation, and 
is a candidate for use in approximating ( )nj j ntΨ = Ψ . The 
system of equations (12) is the C-N system; solutions njw may 
be  taken to be approximations to ( , )j nx tΨ [12]. 
     Our example is the following. Take L=4, T=4, J=3, N=2. 
Thus  1x∆ = , 2t∆ = .  Let  
 
              
4 5,   0 t<2
( )






=  − ≤ ≤
                                    (13) 
 
in (3), with  a=1, b=3 (thus a barrier/well extending from 
gridpoint  j=1 to gridpoint  j=3).  Let the initial state (data)  be 
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  +    =         
 .                              (14)   
Using the initial state (14) in the C-N equations (12), with 
n
jV  as defined by (3), (11), (13),  thus 
          0 0 01 2 3 1/ 2
1
( ) (1) 1
2
V V V t tν ν ν = = = = ∆ = =  
           
and 
 
         1 1 11 2 3 3 / 2
3
( ) (3) 1
2
V V V t tν ν ν = = = = ∆ = = −  
, 
(note the half-times) we may solve (12) , through iteration. We 
obtain the state at n=1 
 






















and the state at n=2, the terminal state, 
 


















 − +       = −          +
  
. 
In Figure 1, the conjugate squares of the states at n=0 (initial), 
n=1, and n=2 (terminal) are plotted with the barrier/well at the 













































Figure 1.  Conjugate squares of states at n=0,1,2, with 
corresponding barrier/wells (flat from x=1 to 3); horizontal axis 




     To see that we cannot find a single input control, at the 
central grid point, which steers the initial state to the terminal 
state, it is useful to write the C-N equations as a single matrix 
equation.  To find such a single output, we would need to find 




Consideration of the first, third, fourth and sixth rows above 
shows that this cannot be solved.  
 
 
4 CONCLUDING REMARKS 
 
        We have used the procedure of [10] to find the Control Lie 
Algebras corresponding to the semi-discretizations. When J=2, 
the single point and full extension cases (single input and two 
inputs) give the same Control Lie Algebra, which is not the 
case for J=3. We showed, using full discretizations, that the use 
of three inputs when J=3 (full extension) can be effective when 
the use of a single input is not.  An area for future studies is 
investigation of the consequences that the differential geometric 
characterization of reachable sets for the finite-dimensional 
problem may have for the infinite-dimensional (PDE) problem, 7 Copyright © 2007 by ASME 
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which will necessitate understanding the behavior of the 
approximations in the limit.  





[1] Beauchard, K., 2005, “Local controllability of a 1-D 
Schrodinger equation”, J. Math. Pures Appl., 84, pp. 851-956.  
 
[2] Beauchard, K. and Coron, J.M., 2006, “Controllability of a 
quantum particle in a moving potential well”, Journal of 
Functional Analysis,  232,  pp. 328-389. 
 
[3]  Sussman, H.J. and Jurdejevic, V., 1972, “Controllability of 
Nonlinear Systems”, Journal of Differential Equations,  12, pp. 
95-116.  
 
[4] Hermann, R. and Krener, A.J., 1977, “Nonlinear 
Controllability and Observability”, IEEE Transactions on 
Automatic Control, Ac-22 (5), pp. 728-740. 
 
[5] Isidori, A., 1985, Nonlinear control systems: an 
introduction, Lecture Notes in Control and Information 
Sciences, 72, Springer-Verlag, Berlin. 
 
[6] Goldberg, A., Schey, H.M. and Schwartz, J.L., 1967, 
“Computer-Generated Motion Pictures of One-Dimensional 
Quantum-Mechanical Transmission and Reflection 
Phenomena”, American Journal of Physics, 35 (30),  pp. 177-
185.   
 
[7]   Akrivis, G.D. and V.A. Dougalis, 1990, “Finite Difference 
Discretization with Variable Mesh of the Schrodinger Equation 
in a Variable Domain”, Bulletin Greek Mathematical Society,  
31,  pp. 19-28. 
 
[8] Chruscinski, D., 1995, “Geometric Phase and 
Controllability of Quantum Systems”, Reports on Mathematical 
Physics, 35 , pp. 63-76. 
 
[9] D’Allesandro, D., 2000, “Topological properties of 
reachable sets and the control of quantum bits”, Systems and 
Control Letters, 41, pp. 213-221.  
 
[10]  Fu. H., Schirmer S.G. and Solomon, A. I., 2001, 
“Complete controllability of finite-level quantum systems”, 34, 
pp. 1679-1690. 
 
[11] Burden, R.L. and Faires, J.D., 1993,  Numerical Analysis, 
Fifth Edition, PWS, Boston. 
 
[12] Haberman, R., (1983), Elementary Applied Partial 
Differential Equations,  Second Edition, Prentice-Hall, 
Englewood Cliffs, New Jersey.  
 
 8 Copyright © 2007 by ASME 
Downloaded From: https://proceedings.asmedigitalcollection.asme.org on 07/01/2019 Terms of Use: http://www.asme.org/about-asme/terms-of-use
