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In Memory of Paul Turdn 
PAUL TURAN 
(August 18, 19l&September 26, 1976) 
With Paul Turin’s death on September 26, 1976, the mathematical 
sciences have suffered an irreplaceable loss. It is impossible to commemorate 
his many-sided scientific activity and the important role he played in 
Hungarian mathematical life without omitting important details. Therefore, 
the following exposition of this biography and scientific activities is 
necessarily incomplete. 
HIS LIFE 
Paul Turan was born on August 18, 1910, in Budapest. He received a 
diploma as a teacher of mathematics and science at the University of 
Budapest in 1933, and the Ph. D. under Leopold Fejdr in 1935. 
He spent almost thirty years close to FejCr, which becomes evident in 
several of his articles on analysis, but his own interest drew him towards 
number theory. Of his 245 published papers, about 100 deal with number 
theoretical questions. In this area he achieved his first result of international 
significance, which was also the subject of his doctoral dissertation. In spite 
of his scientific successes, in the Hungary of the 1930s he could not even get 
a job as a secondary school teacher, because of racial discrimination. He 
made a living by tutoring students, until in 1938 he was given the job of an 
assistant teacher of mathematics in the gymnasium of the Hungarian 
Rabbinical Training School in Budapest. 
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The outbreak of the second world war, however, interrupted even that, 
when together with many fellowmen he was called up for labor service. But 
not even that could stop his mathematical activity. In every situation, 
making use of the smallest opportunity, he carried on his research without 
books and journals, missing the company of colleagues, jotting down his 
ideas and results on scraps of paper. Several of his new ideas, problems and 
by now famous theorems originate from this period. As G. Alexits has 
written about him: “When the fascist barbarism forced him to pull electric 
wires on poles he defended himself against the malevolent oppression by 
dealing with his mathematical ideas. Once he told me: I got my best ideas 
while pulling wires, because then I could be alone and nobody noticed that I 
was thinking.” 
It was after the war that he could really bring his abilities to fruition. 
Already in 1945 he became an associate professor at the University of 
Budapest, and in 1949 he became full professor, occupying the Chair of 
Algebra and Number Theory. He held this position for nearly 30 years. In 
the newly founded Mathematical Institute of the Hungarian Academy of 
Sciences he was the head of the Complex Function Theory Department from 
1955 on. He was elected as a corresponding member of the Hungarian 
Academy of Sciences in 1948 and as an ordinary member in 1953. Twice, in 
1948 and 1952, he received the Kossuth-prize from the Hungarian 
government, which is the most prestigious distinction in Hungary. For his 
very significant activity in discovering talented young mathematicians and 
contributing to their development, in 1975 he received the Szele-prize.of the 
Bolyai Janos Mathematical Society. 
He was highly esteemed in international professional circles, as was 
evidenced by his numerous visiting professorships and membership in the 
editorial boards of universally respected mathematical periodicals. In 1970 
he was invited to participate in the work of the committee that awarded the 
Fields medals at the International Congress in Nice. A number of scientists 
from Sweden, the Netherlands, Poland and Japan have spent several months 
in Budapest in order to pursue special investigations or to write their disser- 
tations under the guidance of Turan. 
His activity was not restricted to research, although what he has done in 
this respect could easily have filled a person’s life. He would also not have 
been satisfied with performing the duties of a university professor and 
department head in the Mathematical Institute in an ordinary way. As an 
enthusiast of mathematics he did everything to make learning for his students 
easier, to discover mathematically talented people, introduce them to the 
secrets of the trade, and let them start their scientific careers. He did not 
pare time and effort for all this, and thus ended up having many official 
duties in addition to leading seminars and editing journals. He was a member 
of numerous committees of the Academy, the University and the Ministry; 
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moreover he worked actively in organizing and directing the Bolyai Janos 
Mathematical Society, of which he was a president before his untimely death. 
He has had a large number of disciples both in Hungary and abroad. His 
unusual ability for scientific co-operation is perhaps explained by his 
extremely deep interest in numerous branches of mathematics in which he 
was capable of achieving significant results. 
Among friends he liked to discuss his views about mathematics and 
mathematical research. The most important thing, he said, is the progress of 
mathematics through solving the open problems; the first proof of a theorem 
could be very complicated, but sooner or later simpler methods will be found 
anyway. The method of proof and its elegance are of secondary significance; 
what is important is to discover unexpected mathematical phenomena, to ask 
the right questions, and to try out unusual ways, means and methods. Alexits 
wrote about him concerning this: “... as if his slogan would have been: leave 
the beaten path for the unbeaten one.” Of course, in many cases the method 
of proof itself turned out to be that new result he was always after, and his 
own life-work exhibits several examples of this. 
Hrs WORK 
Number Theory 
As a first example of the above statement, we must mention his 1934 
paper in which he gave a new proof for the following result of Hardy and 
Ramanujan: if v(m) denotes the number of distinct prime divisors of m then 
for almost all m < n we have v(m) = (1 + o(l)) log log n. That theorem had 
been known since 1917; thus what made his paper significant was the new 
method of proof. Indeed, according to several authors (J. Kubilius, M. Kac, 
etc.) it represents the first application of probabilistic methods to number 
theory (yet without probabilistic terminology). Since then the method has 
been widely used. Turan himself applied it to several number theoretic 
problems, such as the generalization of another result of Hardy and 
Ramanujan dealing with the arithmetic of polynomials, which yields the first 
general statistical theorem in this area. 
He spent much effort in clarifying Riemann’s famous hypothesis, and in 
connection with it he studied, in several papers, the distribution of the zeros 
of Riemann’s C-function and Dirichlet’s L-function. Studying the distribution 
of the zeros of t;(s) led him to the power sum method, named after him, that 
yielded a number of very significant results in number theory and analysis. 
Before reviewing that method and its application, however, we mention 
several other results of his in the same area that need different methods. 
He gave a very simple characterization of r(s) by proving that if f(s) has 
a Dirichlet series representation with monotone coefficients and at the same 
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time has an Euler product representation, then f(s) = {(s - c), where c is a 
real constant. This was essentially different from the earlier known charac- 
terizations of c(s) via functional equations. He also gave a similar charac- 
terization of L(s, x). 
He proved that, denoting by P(k, 1) the smallest prime number occurring 
in the arithmetical progression kx + E with (k, I) = 1, under a certain 
hypothesis we have P(k, Z) < kc, where c is a suitable constant. Later Linnik 
proved that result without the extra hypothesis. 
Concerning the L-functions, he had interesting results about Siegel roots. 
In studying the zeros of the L-functions he found surprising connections 
with the Goldbach and twin prime problems. With his approach, which he 
called function theoretic sieve, he continued the work started by Hardy and 
Littlewood almost 50 years earlier, in which they gave heuristic results for 
the number of solutions of the systems p’ +p” = n, as well as p’ -p” = 2, 
p’ < x (p’ and p” primes). Turin found them in a simpler way. By means of 
density theorems he pointed out which regions and L-functions of which 
moduli are relevant to the twin prime problem and Goldbach’s conjecture, 
respectively. 
He wrote several joint papers with Erdiis about the uniform distribution of 
the roots of certain polynomials. In these investigations they used number 
theoretical methods. They also wrote several joint works on elementary 
number theory, of which we mention the following result: If pn denotes the 
nth prime number, then each of the inequalities p, > +(p,+, +pn- 1), pn < 
f(pn+, +P~-,), P” > (P~+~P~-~K P, < (P~+~P~-Y* is satisfid for 
infinitely many n. 
In several articles, some of which were written jointly with ErdBs, P. Sziisz 
and V. T. Sos, respectively, he investigated different problems of diophantine 
approximation. 
The Power Sum Method 
This is perhaps his most significant achievement, considering that is was 
successfully applied, by himself and others, to a large variety of problems in 
number theory, analysis and numerical algebra. The method itself was 
invented while he was investigating the zero free regions of the c-function. 
The following inequalities yield its two main theorems: Let b, and z,+, 
lzkl > 1 (k = 1, 2,..., n) be complex numbers; then the first main theorem is 
where m > 0, v are integers and A,,, = [2e(m + n)/n]“. In the second main 
theorem we have 1 = (zl( > Iz2( > .a. > (z,,( and 
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where B,,, = [8e(m + n)/n]“. Th ese innocent-looking inequalities are not at 
all simple to verify. 
The method was first used to prove the following result about zeros of the 
r-function: If a, b, c are positive numbers and we have 
whenever It(” < N < N’ ,< 2N with large enough t, then {(a + it) # 0 for 
u > 1 - c’b3/u2, where c’ is an absolute constant. Later, with the help of the 
Lindellif hypothesis, he improved this result by showing that C(s) has only 
finitely many zeros in the half plain u > 1 - sup(u/b), where the supremum 
is taken for all pairs a, b satisfying the above inequality. 
He also carried out a profound investigation of the number N(u, 7) of the 
zeros contained in the rectangle Re s = u > 4, ( Im s) < T. As a starting point 
of his investigations he took the so-called “density hypothesis,” saying that 
N(u, T) = O(T2(1-0)+E) (a > f). 
This was deduced by Ingham from the Lindelof hypothesis. Turin as able to 
replace the Lindelof hypothesis by a weaker assumption improving the 
density hypothesis; moreover he proved without any additional assumptions 
that it is asymptotically valid when u -+ 1-O. Still later, jointly with G. 
Hal&z, he proved that the density hypothesis is unconditionally valid for 
u0 < u < 1 with a numerical u0 and that the Lindelof hypothesis implies even 
N(u, T) = O(P) if u > i, for any E > 0. 
The simplest proof of the already mentioned inequality P(k, I) > kc was 
obtained by Turin and Knapovski again by the power sum method. 
A further significant application of the method concerns the number of 
sign changes of the function 
f(x) = n(x) - Li(x). 
As is known, Riemann assumed that f(x) < 0 for x > 2, and this was refuted 
by Littlewood in1914. Rosser proved that f(x) < 0 if x < lo* (and it is likely 
that this is valid for x < 10”). Turan and Knapowski proved that denoting 
by P’(T) the number of sign changes of f(x) in the interval (0, T), we have 
lim vm >o 
~-+a, lognu4- T ’ 
for any E > 0. 
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Together with S. Knapowski they investigated the distribution of primes in 
reduced residue classes mod k. They showed that the functions n(x, k, 1,) - 
x(x, k, Z2) present interesting oscillatory phenomena as x + co in spite of the 
fact that each residue class contains asymptotically the “same” number of 
primes. The power sum method proved to be the unique procedure for 
investigating this problem up to now. Their results in this field were 
published in nearly 20 papers and were called comparative prime number 
theory by the authors. 
Applications of the Power Sum Method to Analysis and Numerical Algebra 
We only give a short list of such results: The estimation of the maximum 
value of a lacunary polynomial on the unit circumference by mean of its 
maximum taken on an arbitrarily small arc; a theorem on Fabry-type 
lacunary power series; definition of new quasi-analytic classes of functions; 
translates of entire functions; stability and oscillatory properties of 
differential equations and distribution of the values of their solutions; a study 
of the distribution of the values of entire functions. 
We give a more detailed description of only one of his results in numerical 
algebra, as that was his favorite. He gave an algorithm for finding a root of 
an algebraic equation of degree n within a given arbitrarily small error E > 0 
in such a way that the steps of the algorithm consist of basic operations and 
taking roots; moreover the (finite) number of steps needed depends only on n 
and E but is independent of the coefficients of the equation. More precisely, 
the algorithm yields a number a such that for some root z* of the equation 
we have la/z* - 11 < E. This is surprising since according to the 
Abel-Ruffini theorem there is no such algorithm of finite length if n > 4 and 
E = 0. 
Analysis 
As a disciple of Fejer quite naturally he had a life-long interest in analysis, 
in particular in the theories of interpolation, approximation, Fourier series 
and complex functions. Together with Erdos, in a series of articles, he was 
the first to study questions of interpolation that had already been solved in 
the theory of Fourier series. Thus they clarified the conditions under which 
the relations 
lim 
i 
l If(x) - Jx.A xl ak = 09 
n-w -, 
lim 
I 
’ [f(x)-L,(f,x)]‘dx=O 
*-cc -, 
hold. Later they established the “rough” and “fine” theories of interpolation. 
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In the former case the question of convergence or divergence can be decided 
already from knowing the sequence of the Lebesgue constants of the inter- 
polation, while in the latter this is not possible. 
His results concerning the so-called lacunary interpolation, which were 
proved jointly with J. Surinyi, J. Balizs and J. Egervary, respectively, are 
also very significant. Here, at the base points, in addition to the values of the 
function, the values of the second derivative are given, but not the values of 
the first derivative. Surprisingly, if certain conditions are satisfied, then the 
sequence of interpolation polynomials obtained in this way does converge to 
the function. Those problems and results generated great interest and were 
later generalized in many ways. 
In the theory of rational approximation he wrote a series of fundamental 
papers jointly with P. Sziisz. In polynomial approximation the function to be 
approximated has to satisfy certain conditions in the whole interval, while in 
the case of rational approximation these “good” properties of the function 
might fail in a few points. Starting from a result of Newman they proved that 
in the interval I-1, l] for a piecewise analytic fun-ction f the order of best 
approximation by rational functions is O(e-c’f’J”) while that of the best 
polynomial approximation is O(n-‘). For convex functions, as they have 
shown, the order of rational approximation in an arbitrary interior subin- 
terval is O(ne2 log4 n), and that of the polynomial approximation is again 
O(n-I). Also these investigations were taken up subsequently by a number of 
mathematicians. 
Let us also mention Turin’s inequality concerning the Legendre 
polynomials, 
which was dealt with in more than 60 papers. 
His work in complex function theory, in which he points out that the local 
peripheral convergence of a power series is not a conformal invariant, had a 
similarly wide-ranging effect, and became the starting point of a number of 
new investigations. 
Other Areas 
Turin’s mathematical interest, however, was not restricted to number 
theory and analysis. We have to mention here his work in group theory, 
partition theory and combinatorics. 
In seven joint papers on statistical group theory Erdiis and Turan started a 
new area of research. They pointed out that the “asymptotic structure” of 
symmetric groups is much more transparent than had previously been 
imagined; moreover they gave general theorems concerning the value 
distribution of the characters of such groups. They also proved that in every 
group of order n at least n loglog n of the possible n* pairs commute. 
The theory of the symmetric groups S, of order n is closely connected 
with the partitions of n. In studying the representations of S, Turin and M. 
Szalay gave an almost complete description, for almost all partitions, not 
only of the number of terms but also of the distribution of their order of 
magnitude. 
Last, but not least, let us recall here one of his widely quoted graph 
theoretical results. He proved that if a graph of n vertices has more than 
M,(n) edges, where 
%(n) = 2;k-:) (n2 - r’> + ( ; ), r = n - (k - 1) [&J 9 
then the graph contains a complete subgraph of k vertices, and he also deter- 
mined the essentially unique extremal graph which has M,(n) edges but does 
not contain a complete subgraph of k vertices. This is considered as one of 
the fundamental results of graph theory, serving as a starting point for wide- 
ranging investigations. He also returned to the problem later, partly in joint 
papers with T. Kovari, V. T. Sos, A. Meir and Erdos. Surprisingly, he gave 
applications of his theorem in solving problems of geometry and analysis, in 
particular potential theory. 
One of his results, which has never been published, started a new area in 
set theory, namely, the theory of relations (or set mappings). 
This long and still not very detailed exposition indicates Turin’s 
mathematical versatility as well as the diversity of his means and methods. It 
would be therefore very hard to say which is his most significant work. As 
he once told me, he gave the following joking reply to Olga Taussky, who 
asked him that same question, “That I have not written yet.” And maybe he 
was right, since his posthumous work, “On a New Method in Analysis and 
Its Applications,” has not yet appeared in print. 
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