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Abstract
By analogy with the Mumford definition of geometrically reductive algebraic group, we introduce the
concept of geometrically reductive Hopf algebra (over a field). Then we prove that if H is a geometrically
reductive Hopf algebra and A is a commutative, finitely generated and locally finite H -module algebra, then
the algebra of invariants AH is finitely generated. We also prove that in characteristic 0 a Hopf algebra H is
geometrically reductive if and only if every finite dimensional H -module is semisimple, and that in positive
characteristic every finite dimensional Hopf algebra is geometrically reductive. Finally, we prove that in
positive characteristic the quantum enveloping Hopf algebras Uq(sl(n)), n 2, are geometrically reductive
for any parameter q = ±1.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Let G be an affine algebraic group over an algebraically closed field k. The first fundamental
theorem of classical invariant theory asserts that if V is a finite dimensional, rational G-module,
then the algebra of invariants k[V ]G is finitely generated, provided G is linearly reductive, i.e., if
each finite dimensional rational G-module is semisimple. Examples of linearly reductive groups
are the classical groups GL(n, k), SL(n, k), or Sp(2n, k), but under the condition that char(k) = 0.
In positive characteristic the only connected and linearly reductive algebraic groups are the tori.
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rically reductive algebraic groups, and Nagata in [6] proved that the first fundamental theorem of
classical invariant theory holds for all geometrically reductive algebraic groups. One knows that
if char(k) = 0, then each geometrically reductive algebraic group is linearly reductive. Examples
of geometrically reductive algebraic groups that are not linearly reductive are: GL(n, k), SL(n, k),
Sp(2n, k), provided char(k) > 0. Moreover, all finite groups are geometrically reductive.
Now let H be a Hopf algebra with comultiplication Δ :H → H ⊗ H , counit ε :H → k, and
antipode S :H → H . By an H -module we mean a left H -module. If A is an H -module algebra,
then an ideal I in A is called invariant, if ha ∈ I for all h ∈ H and a ∈ I . Given an invariant
ideal I in A, then the quotient A/I is an H -module algebra. The field k will be viewed as an
H -module algebra, via hα = ε(h)α, where h ∈ H and α ∈ k.
If M is an H -module, then MH denotes the submodule of invariants, that is, MH = {m ∈ M;
∀h∈Hhm = ε(h)m}. If A is an H -module algebra A, then AH is a subalgebra of A called the
algebra of invariants of A. By analogy with the classical invariant theory the following problem
is of interest.
Problem. Assume that A is a commutative and finitely generated H -module algebra. Is the
algebra of invariants AH also finitely generated?
Unless we restrict the type of actions we take into consideration, the algebras of invariants
will not be finitely generated. For instance, if char(k) = 0, H = k[X] with X primitive, and A =
k[X1, . . . ,X5], then the (locally nilpotent) derivation d = X21 ∂∂X3 + (X1X3 + X2) ∂∂X4 + X4 ∂∂X5
makes A an H -module algebra such that the algebra of invariants AH = Ker d is not finitely
generated; see [3]. In order to formulate positive results recall that an H -module algebra A is
said to be locally finite if A, as an H -module, is the sum of its finite dimensional submodules.
Notice that if H is finite dimensional, then each H -module algebra is locally finite. A Hopf
algebra H is called finitely semisimple, if every finite dimensional H -module is semisimple. It
turns out that the following theorem is true.
Theorem 1. (See [12, Theorem 3.2].) Let A be a commutative, finitely generated and locally
finite H -module algebra. Then the algebra of invariants AH is finitely generated, provided H is
finitely semisimple.
So, the above theorem can be viewed as a counterpart of the first fundamental theorem of
classical invariant theory. Examples of finitely semisimple Hopf algebras are all semisimple Hopf
algebras, the enveloping Hopf algebras of finite dimensional, semisimple Lie algebras (the field k
is then supposed to have characteristic 0), the quantum enveloping Hopf algebra Uq(sl(n, k)) of
sl(n, k), provided char(k) = 0 and q is not a root of unity; see [7].
The main objective of this paper is to introduce the concept of geometrically reductive Hopf
algebra, and then to generalize the above theorem to this case. Furthermore, we prove that all
finitely semisimple Hopf algebras are geometrically reductive, and that in characteristic zero the
converse is true.
In order to define the concept of geometric reductivity, we proceed as follows. If M is an
H -module, in [14] the author defines SH (M) to be the quotient H -module algebra T (M)/I (M),
where T (M) is the tensor algebra (with the standard H -module algebra structure) and I (M) is
the (invariant) ideal generated by the set {h(m ⊗ m′ − m′ ⊗ m), h ∈ H, m,m′ ∈ M}. Notice
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grading SH (M) =⊕i0 SiH (M) such that all SiH (M)’s are H -submodules of SH (M).
Definition. The Hopf algebra H is called geometrically reductive (for actions), if for any finite
dimensional H -module M and any nonzero homomorphism of H -modules j :M → k there exist
r > 0 and f ∈ SrH (M)H such that j˜ (f ) = 0, where j˜ :SH (M) → k is the homomorphism of
H -module algebras induced by λ.
The above definition was inspired by the Borsari and Ferrer Santos definition of a geometri-
cally reductive commutative Hopf algebra H [2, Def. 1.1], in which the category of H -comodules
is used. Our definition is in a sense dual to that from [2], because we use the category of H -
modules. Besides, our definition works for an arbitrary Hopf algebra.
Simple examples of geometrically reductive Hopf algebras are: the group algebra kG of a fi-
nite group G, and the enveloping algebra U(L) of any Lie algebra L, whenever char(k) > 0.
Once the definition of geometrically reduced Hopf algebra is established, we prove the fol-
lowing results.
Theorem 2. Assume that H is geometrically reductive and A is a locally finite, commutative,
finitely generated H -module algebra. Then the algebra of invariants AH is finitely generated. In
particular, the algebra SH (M)H is finitely generated for any finite dimensional H -module M .
Theorem 3. If char(k) = 0, then H is geometrically reductive if and only if H is finitely semisim-
ple.
Theorem 4. If char(k) > 0, then every finite dimensional Hopf algebra H is geometrically re-
ductive.
If H is cocommutative, then it is easy to see that H is geometrically reductive if and only if
the finite dual H 0 (of H ) is a geometrically reductive Hopf algebra in the sense of [2]. More-
over, in this case Theorems 2–4 can be deduced from [2, Observation 4, Theorem 4.3] and [4,
Theorem 2.1] applied to the commutative Hopf algebra H 0.
Theorem 5. If char(k) > 0 and G is a finitely generated abelian (abstract) group, then the group
algebra kG is geometrically reductive. In particular, the Hopf algebra H = k[X,X−1] with
Δ(X) = X ⊗ X, ε(X) = 1, and S(X) = X−1 is geometrically reductive. If char(k) = 0, then H
is not geometrically reductive.
In general, the question when the group algebra kG is geometrically reductive seems to be
rather difficult.
Theorem 6. Assume that char(k) > 0. Then for any n  2 and any parameter q ∈ k, q2 = 1,
the quantum enveloping Hopf algebra Uq(sl(n, k)) of the Lie algebra sl(n, k) is geometrically
reductive.
Remark 7. Takeuchi noticed in [11, p. 313] that the Hopf algebras Uq(sl(n, k)) are finitely
semisimple, whenever char(k) = 2 and q is not a root of unity. So that the new information
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char(k) > 2 and q is a root of unity.
Remark 8. The Borsari–Ferrer Santos definition of geometric reductivity can be extended to all
(i.e., not necessarily commutative) Hopf algebras, using an analog of the construction of SH (M)
for H -comodules. Making use of this extension, one can generalize the main results of [2] and
also [4, Thm. 2.1] to all Hopf algebras. The details will be published elsewhere.
The content of the paper can be summarized as follows. Preliminaries and the proof of
Theorem 3 are presented in Section 2. Theorem 2 is proved in Section 3. The main result of
Section 4 asserts that if L is a Hopf subalgebra of the Hopf algebra H such that HL+ = L+H
(L+ = Ker ε), then H is geometrically reductive whenever so are L and H/HL+. In Section 5
we prove Theorems 4, 5 and 6.
2. Preliminaries and basic facts
Let k be a fixed field. All vector spaces, algebras, Lie algebras, algebraic groups, Hopf al-
gebras, and tensor products are defined (unless otherwise stated) over k. By k¯ we denote the
algebraic closure of k.
Given vector spaces V and W , Hom(V ,W) stands for the vector space of all linear maps
f :V → W , and T (V ) (resp., S(V )) stands for the tensor algebra of V (resp., for the symmetric
algebra of V ). If {v1, . . . , vn} are arbitrary symbols, then k〈v1, . . . , vn〉 denotes the free algebra
generated by these symbols.
Let H be a fixed Hopf algebra with comultiplication Δ :H → H ⊗H , counit ε :H → k, and
antipode S :H → H ; for basic facts concerning Hopf algebras and their actions, see [8]. We use
the following notation:
∑
h1 ⊗ h2 = Δ(h), and inductively,∑h1 ⊗ · · · ⊗ hn+1 =∑h1 ⊗ · · · ⊗
hn−1 ⊗ Δ(hn). By an H -module we mean a left H -module. An H -module M is called locally
finite, if M is the sum of its finite dimensional submodules. Notice that if H is finite dimensional,
then every H -module is locally finite. If M is an H -module, then MH denotes the submodule
of invariants, that is, MH = {m ∈ M; ∀h∈Hhm = ε(h)m}. If M,N are H -modules, then the
vector space Hom(M,N) will be viewed as an H -module, via (hf )(m) =∑h1f (S(h2)m),
where h ∈ H , f ∈ Hom(M,N), and m ∈ M . As one knows, Hom(M,N)H = HomH (M,N).
Recall that an action of H on an algebra A is an H -module structure H × A → A,
(h, a) → ha, on A (as a vector space) such that h1A = ε(h)1A and h(xy) =∑(h1x)(h2y) for all
h ∈ H , x, y ∈ A. By an H -module algebra we mean an algebra A together with an action of H
on A. A homomorphism of H -module algebras is, by definition, a homomorphism of algebras
which is also a homomorphism of H -modules. A graded H -module algebra is meant to be an
H -module algebra A with an algebra grading A =⊕i0 Ai such that all Ai ’s are H -submodules
of A.
For each H -module algebra A the module of invariants AH is a subalgebra of A called the
algebra of invariants. An H -module algebra A is said to be locally finite if A, as an H -module,
is locally finite. The field k will be viewed as an H -module algebra (and an H -module), via
hα = ε(h)α, where h ∈ H , α ∈ k. If A is an H -module algebra, then an ideal I in A is said to be
invariant if ha ∈ I for all h ∈ H and a ∈ I . If I is an invariant ideal in A, then clearly the quotient
A/I is an H -module algebra. Recall that a graded algebra A =⊕i0 Ai is called connected, if
A0 = k.
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showing that there exist interesting commutative H -module algebras. Let M be an H -module.
Then the tensor algebra T (M) =⊕n0 T n(M) is a graded H -module algebra, via
h(m1 ⊗ · · · ⊗mn) =
∑
h1m1 ⊗ · · · ⊗ hnmn,
where h ∈ H and mi ∈ M . Now it is easily seen that the ideal I (M) in T (M) generated by the
set {h(m⊗m′ −m′ ⊗m), h ∈ H, m,m′ ∈ M} is invariant and homogeneous. Set
SH (M) = T (M)/I (M)
(the construction of SH (M) comes from [14]). One easily verifies that the H -module algebra
SH (M) has the following properties.
Lemma 2.1.
(1) SH (M) together with {SiH (M) = T i(M)/(IH (M)∩ T i(M)), i  0} is a connected, graded,
commutative H -module algebra such that S1H (M) = M . In particular, we have the natural
inclusion of H -modules M ↪→ SH (M).
(2) If H is cocommutative, then SH (M) is the ordinary symmetric algebra S(M).
(3) If M is finite dimensional, then the H -module algebra SH (M) is locally finite and finitely
generated.
(4) If A is a commutative H -module algebra and j :M → A is a homomorphism of H -modules,
then there exits a unique homomorphism of H -module algebras j˜ :SH (M) → A (called
the induced homomorphism) such that j˜ |M = j . Moreover, if the set j (M) generates the
algebra A, then j˜ is surjective.
(5) If k ⊂ K is a field extension and H¯ = H ⊗K , then the homomorphism of graded H¯ -module
algebras
SH¯ (M ⊗K) → SH (M)⊗K,
induced by the natural inclusion M ⊗K ↪→ SH (M)⊗K of H¯ -modules, is an isomorphism.
So SH (M) can be called the symmetric H -module algebra of the H -module M .
Remark 2.2. In general, if M is an H -module, then the symmetric algebra S(M) does not admit
any natural H -module structure (“natural” means here that M is an H -submodule of S(M)) and
that is why we have to consider the H -module algebra SH (M).
Example 2.3. Let char(k) = 2 and let H be the 4-dimensional Sweedler Hopf algebra
k〉c, x〉/(c2 − 1, x2, xc + cx) (with Δ(c) = c ⊗ c, Δ(x) = x ⊗ 1 + c ⊗ x, and ε(c) = 1,
ε(x) = 0, S(c) = c, S(x) = −cx). Further, let M = k2 with the H -module structure given by:
c(a, b) = (−a, b), x(a, b) = (b,0). Suppose that S(M) admits a natural H -module algebra struc-
ture, and let e = (1,0), f = (0,1) ∈ M ⊂ S(M). Then e2 = 0, because 0 = x(f e − ef ) = 2e2,
which is impossible. Notice that e2 = 0, when we view e as an element of SH (M).
With the above notation, we can introduce the main concept of the paper.
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sional H -module M and any nonzero homomorphism of H -modules j :M → k there exist r > 0
and f ∈ SrH (M)H such that j˜ (f ) = 0, where j˜ :SH (M) → k is the induced homomorphism of
H -module algebras. If j (m) = 0 for some m ∈ MH , then H is called linearly reductive.
As we mentioned in the introduction, the above definition was inspired by [2, Def. 1.1].
Let H 0 denote the finite dual of the Hopf algebra H ; see [8, Chapter 9]. It is well known that the
category of left locally finite H -modules can be naturally identified with the category of right
H 0-comodules. Hence one can deduce that if H is cocommutative, then H is geometrically re-
ductive if and only if the commutative Hopf algebra H 0 is geometrically reductive in the sense
of [2].
Obviously, every linearly reductive Hopf algebra is geometrically reductive, because M =
S1H (M). Observe also that if H is geometrically reductive (linearly reductive), then so is the
quotient Hopf algebra H/I for any Hopf ideal I is H .
A simple example of a geometrically reductive Hopf algebra is the group algebra kG, where
G is a finite group. In fact, if λ :M → k is a nonzero homomorphism of kG-modules and
λ(m) = 1, then f =∏g∈G(gm) is an invariant in SkG(M) = S(M) with λ˜(f ) = 1 (the construc-
tion of f is well known and was used to prove that any finite group is geometrically reductive in
Mumford’s sense). If char(k) = p > 0, then any Hopf algebra H generated as an algebra by prim-
itive elements is geometrically reductive, because if λ :M → k is a nonzero homomorphism of
H -modules and λ(m) = 1, then f = mp is an invariant in SH (M) = S(M) with λ˜(f ) = 1.
Recall that an algebra A is called finitely semisimple if every finite dimensional (left)
A-module is semisimple. A Hopf algebra is said to be finitely semisimple if it is finitely semisim-
ple as an algebra. The following proposition is known (and can be proved following Observa-
tion 2.1 in [2], using the above mentioned equality Hom(M,N)H = HomH (M,N), where M , N
are H -modules).
Proposition 2.5. The Hopf algebra H is linearly reductive if and only if H is finitely semisimple.
The next result was suggested by the reviewer. In its proof we use an argument similar to [4,
Observation 3.4].
Proposition 2.6. Suppose that {Hi; i ∈ I } is a family of linearly reductive Hopf subalgebras of
H such that for each finite subset U ⊂ H there exists an io ∈ I with U ⊂ Hio . Then H is linearly
reductive.
Proof. Let λ :M → k be a nonzero homomorphism of H -modules with dimM < ∞. It is clear
that MH =⋂i∈I MHi , because H =⋃i Hi . Furthermore, as dimM < ∞, one easily verifies that⋂
i M
Hi = MHio for some io ∈ I . Hence λ(m) = 1 for an m ∈ MH = MHio , because the Hopf
algebra Hio is linearly reductive. 
Corollary 2.7. Assume that char(k) = 0 and let G be the group of all roots of unity in the field k.
Then the group algebra kG is linearly reductive.
Proof. For each n  1 we define Gn to be the subgroup {a ∈ G; an! = 1} of G. Then G =⋃
n Gn and Gn ⊂ Gn+1 for all n. Moreover, all the group algebras kGn are linearly reductive, by
Proposition 2.5. In view of Proposition 2.6, this implies that kG is also linearly reductive. 
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Gp = {a ∈ k; ∃napn = 1}, then the group algebra kGp is finitely semisimple.
Theorem 2.8. Suppose that char(k) = 0 and H is geometrically reductive. Then H is linearly
reductive.
For the proof we need the following lemma.
Lemma 2.9. Let M be an H -module, and let λ :M → k be a homomorphism of H -modules. Then
for each r  1 the linear map λ¯r :T r(M) → M , λ¯r (m1 ⊗ · · · ⊗mr) =∑ri=1 λ(m1) · · ·λ(̂mi) · · ·
λ(mr)mi ,
1 is a homomorphism of H -modules such that:
(1) λ¯r (I rH (M)) = 0, where I rH (M) = IH (M) ∩ T r(M), so that we have the induced homomor-
phism of H -modules λr :SrH (M) = T r(M)/I rH (M) → M with λr(t + I rH (M)) = λ¯r (t) for
t ∈ T r(M).
(2) λλr = rλ˜r , where λ˜r = λ˜|SrH (M) :SrH (M) → k, that is, λ˜r (m1 · · ·mr) = λ(m1) · · ·λ(mr).
Proof. First observe that λ¯r is a homomorphism of H -modules. In fact, for h ∈ H and mi ∈ M
we have:
λ¯r
(
h(m1 ⊗ · · · ⊗mr)
)=∑ λ¯r (h1m1 ⊗ · · · ⊗ hrmr)
=
∑ r∑
i=1
λ(h1m1) · · · λ̂(himi) · · ·λ(hrmr)himi
=
∑ r∑
i=1
h1λ(m1) · · · ĥiλ(mi) · · ·hrλ(mr)himi
=
∑ r∑
i=1
ε(h1)λ(m1) · · · ̂ε(hi)λ(mi) · · · ε(hr)λ(mr)himi
=
r∑
i=1
λ(m1) · · · λ̂(mi) · · ·λ(mr)hmi
= h
r∑
i=1
λ(m1) · · · λ̂(mi) · · ·λ(mr)mi = hλ¯r (m1 ⊗ · · · ⊗mr),
because
∑
ε(h1) · · · ε(hi−1)hiε(hi+1) · · · ε(hr) = h for i = 1, . . . , r . Now we show that
λ¯r (IH (M) ∩ T r(M)) = 0. Note that for all r, s  1 the map λ¯r+s :T r+s(M) → M has the fol-
lowing property:
λ¯r+s(m1 ⊗ · · · ⊗mr+s) =
r∑
i=1
λ(m1) · · · λ̂(mi) · · ·λ(mr)λ(mr+1) · · ·λ(mr+s)mi
1
“aˆ” means that we omit “a.”
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s∑
j=1
λ(mr+1) · · · ̂λ(mr+j ) · · ·λ(mr+s)mr+j
= λ¯r (m1 ⊗ · · · ⊗mr)T (λ)(mr+1 ⊗ · · · ⊗mr+s)
+ T (λ)(m1 ⊗ · · · ⊗mr)λ¯s(mr+1 ⊗ · · · ⊗mr+s),
where T (λ) :T (M) → k is the homomorphism of H -module algebras induced by λ, i.e.,
T (λ)(m1 ⊗ · · · ⊗ mk) = λ(m1) · · ·λ(mk) for m1, . . . ,mk ∈ M . If r = 1, then clearly
λ¯1(I
1
H (M)) = 0, because I 1H (M) = 0. If r = 2 and ζ ∈ I 2H (M), then ζ =
∑
j hj (mj ⊗ m′j −
m′j ⊗mj) for some hj ∈ H and mj ,m′j ∈ M . Hence
λ¯2(ζ ) = λ¯2
(∑
j
hj
(
mj ⊗m′j −m′j ⊗mj
))=∑
j
hj λ¯2
(
mj ⊗m′j −m′j ⊗mj
)
=
∑
j
hj
(
λ(mj )m
′
j − λ
(
m′j
)
mj +mjλ
(
m′j
)−m′j λ(mj ))= 0.
It follows λ¯2(I 2H ) = 0. Now let r > 2 and let
∑
j fjhj (mj ⊗m′j −m′j ⊗mj) ∈ IH (M)∩T r(M).
We can assume that fj ∈ T r−2(M). Then
λ¯r
(∑
j
fjhj
(
mj ⊗m′j −m′j ⊗mj
))=∑
j
T (λ)(fj )λ¯2
(
hj
(
mj ⊗m′j −m′j ⊗mj
))
+
∑
j
λ¯r−2(fj )T (λ)
(
hj
(
mj ⊗m′j −m′j ⊗mj
))
=
∑
j
T (λ)(fj )hj λ¯2
(
mj ⊗m′j −m′j ⊗mj
)
+
∑
j
λ¯r−2(fj )hjT (λ)
(
mj ⊗m′j −m′j ⊗mj
)
=
∑
j
T (λ)(fj )hj
(
λ(mj )m
′
j − λ
(
m′j
)
mj
+mjλ
(
m′j
)−m′j λ(mj ))= 0.
Thus part (1) is proved. To prove (2), notice that
λλr(m1 · · ·mr) = λ
(
r∑
i=1
λ(m1) · · · λ̂(mi) · · ·λ(mr)mi
)
= rλ(m1) · · ·λ(mr)
= rλ˜r (m1 · · ·mr)
for any m1, . . . ,mr ∈ M . Therefore, λλr = rλ˜r , and the lemma is shown. 
The definition of the maps λ˜r :Sr (M) → k comes from [2, Observation 1.3].H
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a nonzero homomorphism of H -modules. From geometric reductivity of H it follows that there
are r > 0 and ζ ∈ SrH (M)H with λ˜(ζ ) = 0. By Lemma 2.9, there exists a homomorphism of
H -modules λr :SrH (M) → M such that λr(m1 · · ·mr) =
∑r
i=1 λ(m1) · · · λ̂(mi) · · ·λ(mr)mi ,
where m1, . . . ,mr ∈ M . Moreover, λλr = rλ˜r . Hence λr(ζ ) ∈ MH and λ(λr(ζ )) = rλ˜r (ζ ) =
rλ˜(ζ ) = 0, because char(k) = 0. This means that H is linearly reductive. 
It is known and easy to see that in characteristic 0 the Hopf algebra k[X] with X primitive
is not finitely semisimple (= linearly reductive). From the above theorem it follows that k[X]
is not geometrically reductive. In positive characteristic the Hopf algebra k[X] is geometrically
reductive, because it is primitively generated.
3. Finite generation of invariants
In this section our aim is to prove the following theorem.
Theorem 3.1. Suppose that H is geometrically reductive and that A is a commutative, locally
finite and finitely generated H -module algebra. Then the algebra of invariants AH is finitely
generated.
The proof of this theorem is given below and has its origin in the proof of the fundamental
Nagata result (see [6]) stating that if a geometrically reductive algebraic group G acts rationally
on a finitely generated (commutative) algebra A, then the algebra of invariants AG is finitely
generated. However, the lemmas below, which we need for the proof, are patterned upon [2,
Lemma 4.1 and Theorem 4.2] and [10, Lemma 2.4.7 and Exercise 2.4.12]. We present their
proofs for the sake of completeness.
First recall that a commutative ring R is integral over a subring S, if for each r ∈ R there
are an−1, . . . , a1, a0 ∈ S with rn + an−1rn−1 + · · · + a1r + a0 = 0. Also recall that, according
to the classical Artin–Tate Lemma, if B is a subalgebra of a commutative and finitely generated
algebra A such that A is integral over B , then the algebra B is finitely generated and A is a finitely
generated B-module.
From now on, we assume that all H -module algebras under consideration are commutative.
Lemma 3.2. Assume that H is geometrically reductive and that f :A → B is a surjective ho-
momorphism of locally finite H -module algebras. Then for each b ∈ BH there are r > 0 and
a ∈ AH such that f (a) = br . In particular, the algebra BH is integral over f (AH ).
Proof. Let b ∈ BH , b = 0, and set M = Ha1, where a1 ∈ A is such that f (a1) = b. Then clearly
f (M) = kb, so that we have the nonzero homomorphism of H -modules λ :M → k determined
by λ(m)b = f (m). Furthermore, as A is locally finite, the H -module M is finite dimensional.
By the reductivity of H , there exist r > 0 and ζ ∈ SrH (M)H such that λ˜(ζ ) = 1. In view of
Lemma 2.1(4), the natural inclusion j :M ↪→ A induces the homomorphism of H -module al-
gebras j˜ :SH (M) → A such that j˜ |M = j . Let a = j˜ (ζ ). Obviously, a ∈ AH . Choose a basis
{e1, e2, . . . , en} of the vector space M in such a way that λ(e1) = 1, λ(e2) = 0, . . . , λ(en) = 0.
Then the algebra SH (M) is generated by e1, . . . , en, whence ζ = G(e1, . . . , en) for some ho-
mogeneous polynomial G ∈ k[x1, . . . , xn] of degree r . Since λ˜(ζ ) = 1, we see that f (a) =
f (G(e1, . . . , en)) = G(f (e1), . . . , f (en)) = G(b,0, . . . ,0) = λ˜(ζ )br = br . 
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Lemma 3.4. Assume that H is geometrically reductive and that A is a locally finite (resp., con-
nected, graded and locally finite) H -module algebra satisfying the following conditions.
(1) For each nonzero invariant ideal I in A (resp., for each nonzero homogeneous and invariant
ideal I in A), the algebra (A/I)H is finitely generated.
(2) There exists a nonzero element in AH (resp., there exists a nonzero homogeneous element
in AH ), which is a zero-divisor in A.
Then the algebra AH is finitely generated.
Proof. Let a ∈ AH be a nonzero zero-divisor in A. Then one easily checks that Ia = {x ∈ A;
ax = 0} and Aa are nonzero invariant ideals in A. Therefore, the algebras (A/Ia)H and (A/aA)H
are finitely generated, by the assumption (1). Furthermore, by Lemma 3.2 and Artin–Tate’s
Lemma, (A/Ia)H is finitely generated as an AH/AH ∩Ia-module, and the algebras AH/AH ∩Ia
and AH/AH ∩ Aa are finitely generated. This implies that one can find a finitely generated
subalgebra B of AH such that ψ1(B) = AH/AH ∩ Ia and ψ2(B) = AH/AH ∩ Aa, where
ψ1 :A → A/Ia and ψ2 :A → A/Aa denote the natural maps.
Now let a¯1, . . . , a¯n be generators of (A/Ia)H as an AH/AH ∩ Ia-module, where a¯i = ai + Ia ,
i = 1, . . . , n. One easily checks that aai ∈ AH for i = 1, . . . , n, that is, B[aa1, . . . , aan] ⊂ AH .
We show that AH = B[aa1, . . . , aan].
If a′ ∈ AH , then clearly there is a b ∈ B with a′ + aA = b+ aA. Hence a′ − b = ac for some
c ∈ A. Our claim is that c + Ia ∈ (A/Ia)H . If h ∈ H , then
h(ac) = h(a′ − b) = ε(h)(a′ − b) = ε(h)ac = aε(h)c.
On the other hand
h(ac) =
∑
(h1a)(h2c) =
∑
a
(
ε(h1)h2
)
c = a(hc),
whence aε(h)c = a(hc). Therefore, ε(h)c − hc ∈ Ia and finally h(c + Ia) = ε(h)(c + Ia). We
see that c + Ia ∈ (A/Ia)H .
Since (A/Ia)H is finitely generated as an AH/AH ∩ Ia-module and ψ1(B) = AH/AH ∩ Ia ,
then the elements a¯1, . . . , a¯n generate (A/Ia)H as a B-module. Hence we can find b1, . . . , bn ∈ B
such that c −∑ni=1 biai ∈ Ia , because c + Ia ∈ (A/Ia)H = Ba¯1 + · · · + Ba¯n. It follows that
a(c −∑ni=1 biai) = 0, whence
a′ = b + ac = b +
n∑
i=1
abiai = b +
n∑
i=1
biaai ∈ B[aa1, . . . , aan].
Thus AH = B[aa1, . . . , aan]. Consequently, the algebra AH is finitely generated, because so
is B . In the same way one proves the graded version of the lemma. 
It is a standard fact that a commutative and connected, graded algebra A =⊕i0 Ai is finitely
generated whenever the augmentation ideal A+ =⊕ Ai is finitely generated. Notice also thati1
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because then all Ai ’s are finite dimensional vector spaces.
Lemma 3.5. Assume that H is geometrically reductive and that A =⊕i0 Ai is a connected,
graded and finitely generated H -module algebra. Then the algebra AH is finitely generated.
Proof. Suppose that AH is not finitely generated, and consider the family J of all invariant
and homogeneous ideals I in A such I = A and the algebra (A/I)H is not finitely generated.
Note that the family J is not empty, because 0 ∈ J . As the ring A is noetherian, the family J
possesses a maximal element, say I . Now replacing A by the algebra A/I we can assume that
the algebra A satisfies the conditions.
(a) The algebra AH is not finitely generated.
(b) For each nonzero invariant and homogeneous ideal I  A the algebra (A/I)H is finitely
generated.
Since AH is not finitely generated and A0 = k, there exists a nonzero a ∈ AH , which is homo-
geneous of positive degree. Hence Aa is a nonzero invariant ideal in A and Aa = A. Moreover, by
Lemma 3.4, a is not a zero-divisor in A. Now, an easy calculation shows that aA∩AH = aAH .
Obviously, aAH = 0, because a ∈ aAH . In view of Lemma 3.2, the algebra (A/Aa)H is inte-
gral over the subalgebra AH/AH ∩aA = AH/aAH , and in view of the condition (b), the algebra
(A/Aa)H is finitely generated. By the Artin–Tate Lemma, this implies that the algebra AH/aAH
is finitely generated. Let AH/aAH = k[a¯1, . . . , a¯s], where a¯i = ai +aAH , i = 1, . . . , s. Then one
easily verifies that the elements a1, . . . , as, a generate the augmentation ideal
⊕
i1 A
H
i of the
graded algebra AH . Since AH is connected, we see that the algebra AH is finitely generated.
This contradiction proves the lemma. 
Lemma 3.6. Assume that H is geometrically reductive and that A =⊕i0 Ai is a connected,
graded and finitely generated H -module algebra. Then the algebra (A/I)H is finitely generated
for any invariant ideal I  A.
Proof. By Lemma 3.5, the theorem holds provided the ideal I is homogeneous. We reduce
the case of a general I to the homogeneous one. In view of the assumptions, the H -module
algebra A is locally finite. Consider the algebra of polynomials A[X] as an H -module al-
gebra, via h(
∑
i aiX
i) =∑i (hai)Xi , where h ∈ H and ∑i aiXi ∈ A[X]. Setting A[X]m =
{∑i aiXi ∈ A[X]; ai ∈ Am−i , i  0} for m 0, we make A[X] a connected graded H -module
algebra. Notice that the H -module algebra A[X] is locally finite, because so is A. Notice also
that X is a homogeneous element of degree 1. Let a ∈ A. Then a =∑i ai , where ai ∈ Ai . By
definition, d(a) = max{i; ai = 0} and
a¯ =
d(a)∑
aiX
d(a)−i .i=0
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ha¯ =
d∑
i=0
(hai)X
d−i = haXd−d ′ ∈ I¯
for h ∈ H , where d = d(a), d ′ = d(ha) d . Now, let I be an arbitrary invariant ideal in A, and
let I¯ be the ideal in A[X] generated by the set {a¯ ∈ A[X]; a ∈ I }. As I¯ is an invariant homoge-
neous ideal, the algebra (A[X]/I¯ )H is finitely generated. Furthermore, we have a surjective ho-
momorphism of H -module algebras f :A[X]/I¯ → A/I given by f (∑i aiXi + I¯ ) =∑i ai + I .
Notice that the induced algebra homomorphism f H : (A[X]/I¯ )H → (A/I)H is surjective, be-
cause if a ∈ (A/I)H , then a¯ + I¯ ∈ (A[X]/I¯ )H and f (a¯ + I¯ ) = a + I . Consequently, the algebra
(A/I)H is finitely generated. 
Once the lemmas have been proved, we can prove Theorem 3.1.
Proof of Theorem 3.1. Since the algebra A is finitely generated and locally finite, there ex-
ist a1, . . . , an ∈ A such that A = k[a1, . . . , an] and M = ka1 + · · · + kas is an H -submodule
of A. By Lemma 2.1(4) the inclusion i :M ↪→ A induces a surjective homomorphism of H -
module algebras i˜ :SH (M) → A. It follows that the ideal I = Ker(i˜) is invariant and that the
H -module algebras A and SH (M)/I are isomorphic. By Lemma 3.6, the algebra AH is finitely
generated. 
Corollary 3.7. If H is geometrically reductive, then for each finite dimensional H -module M the
algebra SH (M)H is finitely generated.
4. Some theorems on reductivity
Theorem 4.1. Suppose that k ⊂ K is a field extension such that the K-Hopf algebra H¯ = H ⊗K
is geometrically reductive (resp., linearly reductive). Then H is also geometrically reductive
(resp., linearly reductive).
Proof. It is easy to verify that (U ⊗K)H¯ = UH ⊗K for any H -module U . Now let λ :M → k be
a nonzero homomorphism of H -modules with dimM < ∞. Then clearly λ′ : M¯ = M ⊗K → K ,
λ′(m ⊗ α) = αλ(m), is a nonzero homomorphism of H¯ -modules, and dimK M¯ = dimM < ∞.
It follows that there exist r > 0 and ζ¯ ∈ Sr
H¯
(M¯)H¯ with λ˜′(ζ¯ ) = 0. By Lemma 2.1(5), there
is a natural isomorphism of graded H¯ -module algebras j˜ :SH¯ (M¯) → SH (M) ⊗ K such that
(λ˜ ⊗ Id)j˜ = λ˜′. Furthermore, as we mentioned above (SH (M) ⊗ K)H¯ = SH (M)H ⊗ K . Set
ζ = j˜ (ζ¯ ). Then ζ ∈ SrH (M)H ⊗ K and (λ˜ ⊗ K)(ζ ) = λ˜′(ζ¯ ) = 0. But ζ =
∑
ζi ⊗ αi for some
ζi ∈ SH (M)H and αi ∈ K , so that ∑i λ˜(ζi)αi = (λ˜ ⊗ Id)(ζ ) = 0. Consequently, λ˜(ζi) = 0 for
some i, which shows that the Hopf algebra H is geometrically reductive. From the proof it also
follows that if H¯ is linearly reductive, then so is H . 
Remark 4.2. The authors were not able to prove that the geometric reductivity of H implies the
geometric reductivity of H¯ .
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where L+ = Ker(ε :L → k) and H is viewed as an L-bimodule via i. Then HL+ is a Hopf ideal
in H , so that we have the quotient Hopf algebra H/HL+. In this situation the following theorem
holds.
Theorem 4.3. Assume that the Hopf algebras L and H/HL+ are geometrically reductive (resp.,
linearly reductive). Then H is geometrically reductive (resp., linearly reductive).
Proof. The homomorphism i allows us to treat all H -modules and all H -module algebras
as L-modules and L-module algebras, respectively. Let λ :M → k be a nonzero homomor-
phism of H -modules with dimM < ∞. By the geometric reductivity of L, there are r > 0 and
ζ0 ∈ SrL(M)L such that λ˜L(ζ0) = 0, where λ˜L :SL(M) → k is the homomorphism of L-module
algebras induced by λ.
The algebra SH (M) is an L-module algebra and therefore, by Lemma 2.1, the natural in-
clusion of L-modules j :M ↪→ SH (M) induces a homomorphism of graded L-module algebras
j˜ :SL(M) → SH (M) given by
j˜
(
m1 ⊗ · · · ⊗mr + IL(M)
)= j (m1) · · · j (mr) = m1 · · ·mr,
where m1, . . . ,mr ∈ M . Notice that λ˜j˜ = λ˜L.
Now let ζ ′ = j˜ (ζ0). Then ζ ′ ∈ SrH (M)L and λ˜(ζ ′) = 0. Set M ′ = Hζ ′ ⊂ SrH (M). Then M ′
is a finite dimensional H -module with L+M ′ = L+Hζ ′ = HL+ζ ′ = 0. This means that M ′
can be viewed as an H¯ -module, where H¯ = H/HL+. Let λ′ = λ˜|M ′ :M ′ → k. Then λ′ is a
nonzero homomorphism of H¯ -modules, because λ′(ζ ′) = λ˜(ζ ′) = 0. From the geometric reduc-
tivity of the Hopf algebra H¯ it follows that there are t > 0 and ζ1 ∈ StH¯ (M ′)H¯ with λ˜′(ζ1) = 0,
where λ˜′ :SH¯ (M ′) → k is the homomorphism of H¯ -modules algebras induced by λ′. It is easy
to check that SH¯ (M ′)H¯ = SH¯ (M ′)H = SH (M ′)H , as H -module algebras. Hence ζ1 ∈ StH (M ′)H
and λ˜′(ζ1) = 0. Now the natural inclusion j1 :M ′ ↪→ SH (M) induces a homomorphism of H -
module algebras j˜1 :SH (M ′) → SH (M) defined by
j˜1
(
ζ ′1 · · · · · ζ ′n
)= j1(ζ ′1) · · · · · j1(ζ ′n)= ζ ′1 · · · · · ζ ′n ∈ SnrH (M),
where ζ ′1, . . . , ζ ′n ∈ M ′ ⊂ SrH (M). Let ζ = j˜1(ζ1). Then ζ ∈ StrH (M)H and λ˜(ζ ) = λ˜′(ζ1) = 0.
Thus we have shown that the Hopf algebra H is geometrically reductive. The proof also shows
that H is linearly reductive provided so are L and H/HL+. 
Remark 4.4. If H is cocommutative, then Theorem 4.3 can be deduced from [2, Theorem 2.3],
using the finite dual H 0. Furthermore, looking at [2, Theorem 2.3] one can ask if in Theorem 4.3
the converse implication holds. It is clear that if H is geometrically reductive, then so is H/HL+.
Therefore, the above question reduces to the following problem.
Problem. Suppose that the Hopf algebra H is geometrically reductive and that L is a Hopf
subalgebra of H such that HL+ = L+H . Is L also geometrically reductive?
We know nothing about this problem even if H is commutative or cocommutative. Observe
that in characteristic zero an arbitrary Hopf subalgebra of a geometrically reductive Hopf algebra
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algebra of the Lie algebra sl(2, k), then H is geometrically reductive (= linearly reductive),
whereas it is not the case for any Hopf subalgebra of the form k[x],0 = x ∈ sl(2, k) (notice that
Hk[x]+ = k[x]+H ). In positive characteristic the authors could not find such an example.
Now we present some consequences of Theorem 4.3.
Theorem 4.5. Let H , H ′ be Hopf algebras. Then the Hopf algebra H ⊗ H ′ is geometrically
reductive (resp., linearly reductive) if and only, if H and H ′ are geometrically reductive (resp.,
linearly reductive).
Proof. If H ⊗ H ′ is geometrically reductive, then so are H and H ′, because p :H ⊗ H ′ → H ,
p(h⊗h′) = ε(h′)h, and p′ :H ⊗H ′ → H ′, p′(h⊗h′) = ε(h)h′, are surjective homomorphisms
of Hopf algebras. Assume H and H ′ are geometrically reductive, and let i :H → H ⊗ H ′
be given by i(h) = h ⊗ 1. Then i is an injective homomorphism of Hopf algebras such that
H+(H ⊗H ′) = (H ⊗H ′)H+. Moreover, (H ⊗H ′)/[(H ⊗H ′)H+]  H ′. Now the reductivity
of H follows from Theorem 4.3. It the same way one shows that H ⊗H ′ is linearly reductive if
and only if so are H and H ′. 
Now suppose that a group G acts on the Hopf algebra H (i.e., G acts via Hopf algebra auto-
morphisms). Then, as one knows, we have the Hopf algebra H # kG, which as a coalgebra is the
tensor product H ⊗ kG of coalgebras H and kG, multiplication in H # kG is determined by
(h # g)(h′ # g′) = h(gh′) # gg′,
and S(h # g) = g−1S(h) # g−1, where h,h′ ∈ H and g,g′ ∈ G. In this situation the following
theorem holds.
Theorem 4.6. The Hopf algebra H # kG is geometrically reductive (resp., linearly reductive) if
so are kG and H . In particular, if G is finite and H is geometrically reductive, then H # kG is
geometrically reductive.
Proof. Suppose H and kG are geometrically reductive. Then one easily checks that i :H →
H # kG, i(h) = h # 1, is an injective homomorphism of Hopf algebras, and H+(H # kG) =
(H # kG)H+, because h+(h # g) = (h+ # 1)(h # g) = h+h # g = (h # g)(g−1h+ # 1) = (h #
g)g−1h+ ∈ (H #kG)H+ for h+ ∈ H+ = Ker(ε), h ∈ H , and g ∈ G. Furthermore, p :H #kG →
kG, p(h#g) = ε(h)g for h ∈ H and g ∈ G, is a surjective homomorphism of Hopf algebras with
Kerp = (H # kG)H+. The conclusion now follows from Theorem 4.3. 
5. Examples of geometrically reductive Hopf algebras
In what follows, given a vector space M , AutM denotes the group of automorphisms of M
and EndM denotes the vector space of endomorphisms of M . Let f ∈ EndM . Recall that f
is said to be locally finite, if M is the sum of its finite dimensional f -invariant subspaces. The
endomorphism f is called locally nilpotent (resp., semisimple), if for each m ∈ M there is an
s  1 with gs(m) = 0 (resp., if the endomorphism f ⊗ k¯ is diagonalizable). Observe that if
M =∑ Mi for some family {Mi} of finite dimensional and f -invariant subspaces Mi , then thei
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f |Mi :Mi → Mi are nilpotent (resp., semisimple). Given an f ∈ AutM , Mf will denote the
space {m ∈ M; f (m) = m} ⊂ M .
In the first part of this section we are going to prove that if char(k) > 0, then the Hopf al-
gebra T = k[X,X−1] with Δ(X) = X ⊗ X is geometrically reductive. Notice that a T -module
is nothing else than a pair (M,f ), where M is a vector space and f ∈ AutM (in particular, the
pair (k, Id) corresponds to the T -module k). Moreover, (M,f )T = Mf . A homomorphism of
T -modules (M,f ) → (M ′, f ′) is a linear map g :M → M ′ such that gf = f ′g. If M˜ = (M,f )
is a T -module, then clearly ST (M˜) = (S(M),S(f )), because the Hopf algebra T is cocommuta-
tive, see Lemma 2.1(2). Notice that a T -module (M,f ) is locally finite, if the endomorphism f
locally finite.
Definition 5.1. A T -module (M,f ) is called unipotent (resp., locally unipotent), if the linear
map Id − f ∈ EndM is nilpotent (resp., locally nilpotent).
It is clear that if dimM < ∞, then an f ∈ AutM is locally unipotent if and only if f is
unipotent.
Theorem 5.2. Assume that k = k¯ and that f is a locally finite automorphism of a vector space M .
Then the following conditions hold.
(1) There exist unique fs, fu ∈ AutM such that f = fsfu = fufs , fs is semisimple, and fu is
locally unipotent.
(2) The automorphisms fs and fu commute with every g ∈ EndM , which commutes with f .
(3) Mf = (Mfu)f ′s = (Mfs )f ′u , where f ′s = fs |Mfu :Mfu → Mfu and f ′u = fu|Mfs :
Mfs → Mfs .
Proof. Part (1) is the well known multiplicative Jordan (or Jordan–Chevalley) decomposition
of f ; see [1, I.4], where also part (2) is proved. Part (3) follows from [13, Cor. 2.9] applied to the
Hopf algebra T . 
Lemma 5.3. Let f be a unipotent automorphism of a finite dimensional vector space M . Then the
induced automorphism S(f ) :S(M) → S(M) of the symmetric algebra S(M) is locally unipo-
tent.
Proof. Let n = dimM . As the automorphism f :M → M is unipotent, there exists a basis
e1, . . . , en of M such that the matrix of f in this basis is of the form
1
1
1
0
*
. . . .
(∗)
This means that f (ei) = ei + ∑s>i asies for some asi ∈ k, where s, i = 1, . . . , n. In or-
der to prove that S(f ) is locally unipotent, it is sufficient to show that for each r > 0 the
automorphism Sr(f ) = S(f )|Sr(M) :Sr(M) → Sr(M) is unipotent. Let eγ = eγ1 · · · eγnn for1
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sis of Sr(M). In the set Nn we introduce the order “<” given by
(α1, . . . , αn) < (β1, . . . , βn) ⇔ ∃t∈{1,...,n} ∀i>tαi = βi ∧ αt < βt .
It is easy to verify that for (α1, . . . , αn) ∈ Nn and α1 + · · · + αn = r we have:
Sr(f )
(
eα
)= f (e1)α1 · · ·f (en)αn = (e1 + · · · + an1en)α1 · · · (en−1 + an−1nen)αn−1eαnn
= eα +
∑
β>α
bβe
β
for some bβ ∈ k. Therefore, the matrix of the linear map Sr(f ) :Sr(M) → Sr(M) in the basis
{eα; α ∈ Nn, α1 + · · · + αn = r} is of the form (∗). This means that Sr(f ) is unipotent, as was
to be proved. 
Below we write “m.J. decomposition,” instead of “multiplicative Jordan decomposition.”
Lemma 5.4. Assume k = k¯, and let (M,f ) be a locally finite T -module. Moreover, let f = fsfu
be the m.J. decomposition of the automorphism f .
(1) The induced automorphism S(f ) :S(M) → S(M) is locally finite. Moreover, S(f ) =
S(fs)S(fu) is the m.J. decomposition of S(f ).
(2) If λ : (M,f ) → (M ′, f ′) is a homomorphism of locally finite T -modules and f ′ = f ′s f ′u is
the m.J. decomposition of f ′, then λ : (M,fs) → (M ′, f ′s ) and λ : (M,fu) → (M ′, f ′u) are
homomorphisms of locally finite T -modules.
Proof. (1) We can suppose that dimM < ∞. Then it is clear that S(f ) is locally finite. An
easy exercise shows that the automorphism S(fs) is semisimple (= diagonalizable). Moreover,
the automorphism S(fu) is locally unipotent, by Lemma 5.3. According to Theorem 5.2(1), this
implies that S(f ) = S(fs)S(fu) is the m.J. decomposition of S(f ). The proof of part (2) is an
easy calculation, using Theorem 5.2(2). 
Lemma 5.5. Let (M,f ) be a finite dimensional T -module, and let λ : (M,f ) → (k, Id) be
a nonzero homomorphism of T -modules.
(1) If f is semisimple, then there is an m ∈ Mf with λ(m) = 0.
(2) If f is unipotent and char(k) = p > 0, then there are r > 0 and ζ ∈ Sr(M)S(f ) such that
λ˜(ζ ) = 0.
Proof. Part (1) is easy (and well known). As for (2), since f − Id is nilpotent and char(k) =
p > 0, f pn = Id for some n  1. This implies that the subgroup G = {f i; i ∈ Z} of the group
AutM is finite. Choose m ∈ M with λ(m) = 1. Then clearly the element ζ =∏g∈G g(m) belongs
to S|G|(M)S(f ) and λ˜(ξ) = 1, where λ˜ :S(M) → k is the homomorphism of H -module algebras
induced by λ. 
Now we are able to prove the following result.
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Proof. In view of Theorem 4.1, we can assume that the field k is algebraically closed.
Let (M,f ) be a finite dimensional T -module and let λ : (M,f ) → (k, Id) be a nonzero
homomorphism of T -modules with dimM < ∞. Moreover, let f = fsfu be the m.J. de-
composition of f . By Lemma 5.4(2), λ : (M,fu) → (k, Id) is a (nonzero) homomorphism
of T -modules. From Lemma 5.5 it follows that there exist r > 0 and ζ1 ∈ Sr(M)S(fu)
with λ˜(ζ1) = 0. Therefore, the restriction λ˜|Sr(M)S(fu) :Sr(M)S(fu) → k is nonzero. Fur-
ther, (Sr (M),S(fs)) is a T -module and S(fs)(Sr (M)S(fu)) ⊂ Sr(M)S(fu), because S(fu) and
S(fs) commute. Hence (Sr (M)S(fu), S(fs)′) is a finite dimensional T -module, where S(fs)′ =
S(fs)|Sr(M)S(fu) :Sr(M)S(fu) → Sr(M)S(fu). Furthermore, by Lemma 5.4, λ˜ : (S(M),S(fs))
→ (k, Id) is a homomorphism of T -modules, which implies that λ˜|Sr(M)S(fu) : (Sr(M)S(fu),
S(fs)
′) → (k, Id) is a nonzero homomorphism of T -modules. As S(fs) is semisimple,
from Lemma 5.5 we obtain that there is a ζ ∈ (Sr (M)S(fu))S(fs )′ with λ˜(ζ ) = 0. But
(Sr (M)S(fu))S(fs )
′ = Sr(M)S(f ), by Theorem 5.2(3), and therefore the Hopf algebra T is ge-
ometrically reductive. 
Remark 5.7. Although the Hopf algebra T is geometrically reductive in positive characteristic,
it is never linearly reductive. In fact, let M = k2 and let f ∈ AutM be given by f (x, y) =
(x + y, y). Then λ : (M,f ) → (k, Id), λ((x, y)) = y, is a nonzero homomorphism of T -modules
such that λ(m) = 0 for all m ∈ (M,f )H = {(x,0); x ∈ k}.
Theorem 5.8. If char(k) > 0, and G is an abelian, finitely generated (abstract) group, then the
group algebra kG is geometrically reductive. In particular, for each n  1 the group algebra
kZn (= k[X1, . . . ,Xn,X−11 , . . . ,X−1n ] with group-like X′i s) is geometrically reductive.
Proof. Under our assumptions, there exist n  1 and a surjective group homomorphism
Zn → G. By the theorem and Theorem 4.5, the group algebra kZn  kZ ⊗ · · · ⊗ kZ (n-times)
is geometrically reductive. Hence kG is geometrically reductive, because it is a homomorphic
image of the geometrically reductive Hopf algebra kZn. 
One knows [8, Lemma 9.1.1] that for any group G the finite dual (kG)0 of the group al-
gebra kG coincides with the Hopf algebra Rk(G) of representative functions on G, that is,
(kG)0 = {f ∈ (kG)∗; dimk spanGf < ∞}, where G acts (kG)∗ via (gf )(x) = f (xg) for
g,x ∈ G and f ∈ (kG)∗. Further, as we mentioned in the introduction, a cocommutative Hopf
algebra H is geometrically reductive if and only if its finite dual H 0 is geometrically reductive
in the sense of [2]. Therefore, from the above theorem we obtain the following corollary.
Corollary 5.9. If G is a finitely generated, abelian group and char(k) > 0, then the Hopf algebra
Rk(G) is geometrically reductive in the sense of [2].
The next corollary is a consequence of the above theorem and Theorem 3.1.
Corollary 5.10. Suppose that char(k) > 0 and that G is an abelian and finitely generated group
of automorphisms of a commutative and finitely generated algebra A. Moreover, suppose that
each g ∈ G is locally finite (as a linear map A → A). Then the algebra of invariants AG is
finitely generated (compare with [13, Cor. 3.12]).
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Hopf algebra is geometrically reductive. We are going to prove that in positive characteristic each
finite dimensional Hopf algebra is geometrically reductive.
Let us start with the following.
Theorem 5.11. Assume that H is a Hopf algebra such that every finitely generated H -module
algebra A is integral over the subalgebra of invariants AH . Then H is geometrically reductive.
Proof. Suppose λ :M → k is a nonzero homomorphism of H -modules with dimM < ∞, and
choose an m ∈ M such that λ(m) = 1. By the assumption, the algebra SH (M) is integral over
SH (M)
H
, so that there are a0, . . . , an−1 ∈ SH (M)H such that mn − an−1mn−10 − · · · − a0 = 0.
Moreover, we can assume that ai ∈ Sn−iH (M), i = 0, . . . , n − 1, because SH (M) is a graded
algebra with S1H (M) = M . Let λ˜ :SH (M) → k be the homomorphism of H -module algebras
induced by λ. Then
1 = λ˜(m)n = λ˜(mn)= λ˜(an−1mn−1 + · · · + a1m+ a0)
= λ˜(an−1)λ˜(m)n−1 + · · · + λ˜(a1)λ˜(m)+ λ˜(a0)
= λ˜(an−1)λ(m)n−1 + · · · + λ˜(a1)λ(m)+ λ˜(a0)
= λ˜(an−1)+ · · · + λ˜(a1)+ λ˜(a0),
whence λ˜(ai) = 0 for some i = 0, . . . , n − 1. This means that λ˜(ξ) = 0 for ξ = ai ∈ SrH (M)H ,
where r = n− i > 0. 
As it is well known, that if a finite group G acts on a commutative ring A, then A is integral
over AG, because every element a ∈ A is a root of the monic polynomial f =∏g∈G(X − ga) ∈
AG[X]. Hence, if the finite dimensional group algebra H = kG acts on an algebra A, then A is
integral over AH . In [9] it is proved that if a finite dimensional Hopf algebra H acts on a com-
mutative algebra A, then A is integral over AH , provided char(k) > 0. Therefore, by the above
theorem, we obtain the following result.
Theorem 5.12. If char(k) > 0, then each finite dimensional Hopf algebra is geometrically re-
ductive.
Remark 5.13. If char(k) = 0, then the above theorem is not true, because, otherwise, in charac-
teristic 0 all finite dimensional Hopf algebras would be semisimple; see Theorems 2.8, 2.5.
Finally we prove that in positive characteristic the quantum enveloping Hopf algebra
Uq(sl(2, k)) of the Lie algebra sl(2, k) is geometrically reductive for any parameter q = ±1.
So, let us fix a parameter q ∈ k such that q2 = 1, and set Uq = Uq(sl(2, k)). As an algebra Uq is
generated by the symbols K , K−1, E, F subject to the following relations:
KK−1 = 1, K−1K = 1, KE = q2EK,
KF = q−2FK, EF − FE = (K −K−1)/(q − q−1).
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Δ(K) = K ⊗K, Δ(E) = E ⊗K + 1 ⊗E, Δ(F) = K−1 ⊗ F + F ⊗ 1,
S(K) = K−1, S(E) = −EK−1, S(F ) = −KF,
ε(K) = 1, ε(E) = 0 = ε(F ).
M. Rosso proved in [7] (also see [5]) that if char(k) = 0 and q is not a root of unity, then each
finite dimensional Uq -module is semisimple (i.e., Uq is linearly reductive). Takeuchi noticed
[11, p. 313] that Rosso’s proof works if char(k) = 2 and q is not a root of unity. One knows
that if q is a root of unity, then Uq is not linearly reductive. The following example shows that if
char(k) = 2, then Uq is not linearly reductive for any q = ±1.
Example 5.14. Assume that char(k) = 2 and let M be a vector space of dimension 2 with a basis
{e1, e2}. Then one simply checks that M is a Uq -module, via
Ke1 = e1, Ke2 = e1 + e2, Ee1 = Ee2 = 0, F e1 = Fe2 = 0.
Obviously, M is not a semisimple Uq module, because the submodule N = ke1 is not a direct
summand of M .
Theorem 5.15. Suppose that char(k) = p > 0. Then the Hopf algebra Uq is geometrically re-
ductive for any q = ±1.
Proof. Fix a q = ±1 and set U = Uq . Moreover, let, as above, T = k[X,X−1] with Δ(X) =
X ⊗ X. Then the Hopf algebra T is geometrically reductive, by Theorem 5.6, and we have an
injective homomorphism of Hopf algebras i :L ↪→ H determined by i(X) = K . Now let M
be λ :M → k be a nonzero homomorphism of H -modules with dimM < ∞. Looking at λ
as a homomorphism of L-modules (via i), from reductivity of T it follows that there are
r > 0 and ζ ′ ∈ SrT (M)T such that λ˜T (ζ ′) = 0, where λ˜T :ST (M) → k is the homomorphism of
T -module algebras induced by λ. Since the H -module algebra SH (M) is also a commutative
T -module algebra, the natural inclusion of T -modules j :M ↪→ SH (M) induces a homomor-
phism of graded T -module algebras j˜ :ST (M) → SH (M) defined by
j˜
(
m1 ⊗ · · · ⊗mr + IL(M)
)= j (m1) · · · · · j (mr),
where m1, . . . ,mr ∈ M . Let ζ0 = j˜ (ζ ′). Then clearly ζ0 ∈ SrH (M)T and λ˜(ζ0) = 0, because
λ˜(ζ0) = λ˜L(ζ ′) = 0. Hence Kζ0 = ζ0, which in turn implies that E(ζn0 ) = nE(ζ0)ζ n−10 and
F(ζn0 ) = nF(ζ0)ζ n−10 for all n  1, because Δ(E) = 1 ⊗ E + E ⊗ K and Δ(F) = F ⊗
1 + K−1 ⊗ F . Therefore, E(ζp0 ) = 0 = F(ζp0 ) = 0, because char(k) = p. This implies that
ζ
p
0 ∈ SprH (M)H and λ˜(ζ ) = λ˜(ζ p0 ) = λ˜(ζ0)p = 0. It follows that the Hopf algebra Uq is geomet-
rically reductive. 
Using the same arguments as above, one can prove the following theorem.
Theorem 5.16. If char(k) > 0, then for each n  2 the quantum enveloping Hopf algebra
Uq(sl(n, k)) [11, 3.2] of the Lie algebra sl(n, k) is geometrically reductive for any q = ±1.
M. Kalniuk, A. Tyc / Journal of Algebra 320 (2008) 1344–1363 1363Acknowledgment
The authors thank the referee for her (or his) valuable comments and suggestions which al-
lowed us to improve the original text of the paper. In particular, we are grateful for pointing to us
the fundamental role of Nagata’s paper [6].
References
[1] A. Borel, Linear Algebraic Groups, W.A. Benjamin, 1969.
[2] H. Borsari, W. Ferrer Santos, Geometrically reductive Hopf algebras, J. Algebra 152 (1992) 65–77.
[3] D. Daigle, G. Freudenburg, A counterexample to Hilbert’s fourteenth problem in dimension 5, J. Algebra 221 (1999)
528–535.
[4] W. Ferrer Santos, Geometrically reductive Hopf algebras, II, J. Algebra 170 (1994) 1–8.
[5] C. Kassel, Quantum Groups, Grad. Texts in Math., vol. 9, Springer-Verlag, 1995.
[6] M. Nagata, Invariants of a group in an affine ring, J. Math. Kyoto Univ. 3 (3) (1964) 369–377.
[7] M. Rosso, Finite dimensional representations of the quantum analogue of the universal enveloping algebra of a com-
plex simple Lie algebra, Comm. Math. Phys. 117 (1988) 581–593.
[8] S. Montgomery, Hopf Algebras and Their Actions on Rings, CBMS Reg. Conf. Ser. Math., vol. 82, 1992.
[9] S. Skryabin, Invariants of finite Hopf algebras, Adv. Math. 183 (2004) 209–239.
[10] T. Springer, Invariant Theory, Lecture Notes in Math., vol. 585, 1977.
[11] M. Takeuchi, Hopf algebra techniques applied to the quantum group Uq(sl(2)), in: Contemp. Math., vol. 134, 1992,
pp. 309–323.
[12] A. Tyc, Actions of Hopf algebras on pro-semisimple noetherian algebras and their invariants, Colloq. Math. 88
(2001) 39–55.
[13] A. Tyc, Jordan–Chevalley decomposition and invariants for locally finite actions of commutative Hopf algebras,
J. Algebra 182 (1996) 123–139.
[14] S. Zhu, Integrality of module algebras over its invariants, J. Algebra 180 (1996) 187–205.
