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On the Spectral Theory of 
Matrix Polynomials with Nonnegative Coefficients 
by K.-H. F6RSTER’ and B. NAGY’ 
1. Introduction 
Many spectral properties of a manic matrix polynomial 
L(X) = $ - x’-‘A[_, - .*. - XA, -A,, hE@, (1.1) 
where Al_,, . . , A,, A, are n x n matrices, can be analyzed with the help of its first 
companion matrix 
r0 I 
I 
0 0 
c= : : 
0 0 
Ao 4 
This is an nl x nl matrix. It is known, e.g., that the spectra of L and C coincide. 
Assume now that ali matrices Aj (j = 0, 1, . ,1 - 1) are nonnegative (i.e., all entries 
0 . . . 
I . . . 
0 . . . 
(1.2) 
A, ... 
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of the matrices Aj are nonnegative real numbers) or, equivalently, that the matrix C is 
nonnegative. If the spectral radius r(L) of L is strictly positive, then the (peripheral) 
eigenvalues of L and C and of the nonnegative matrix S, defined by 
1 1 1 
S, = A/m, + ,Al_, + ... +.r_2Al + .r_1Ao (1.3) 
have for r = r(L) many common properties; see [4], where manic operator polynomials 
with nonnegative, compact coefficients Aj in a Banach lattice were considered. In the 
matrix case the properties of the peripheral eigenvalues are determined by the Frobenius 
form of the matrix. A main result of this note is that the Frobenius form of S = S, 
determines the Frobenius form of C. In Section 2 we give a necessary and sufficient 
condition for the irreducibility of the companion matrix in terms of S and A,,. In 
Section 3 we show how to construct the Frobenius form of C from the Frobenius form 
of S, and in Section 4 we apply these results to give some results on matrix polynomials 
(1.1) with nonnegative coefficients that are generalizations of corresponding results for 
the linear case I = 1. 
In this note we use the terminology of Gohberg, Lancaster, and Rodman [5] for the 
spectral theory of matrix polynomials, and the terminology of Berman and Plemmons [2] 
and Schneider [7] for the spectral theory of nonnegative matrices. 
2. On the Irreducibility of C 
The next theorem strengthens the implication (9) in Hadeler [6]. 
THEOREM 2.1. Let A,, A,, . , Al_, (1 > 1) be nonnegatioe n x n matrices, and 
let Cand S = S, be as in (1.2) and (1.3), respectively. Then C i.s irreducible if and only if 
S is irreducible and all columns of A,, are nonzero. 
In the following we shah also need the more general result: 
PR~PWITI~N 2.2. Let A,, A,, . , Al_, (1 2 1) be nonnegatioe matrices; let C and 
S = S, be as in (1.2) and (1.3), respectioely. Let e be the submatrix of C obtained from 
C by cutting aEZ rows and columns with indices i + jn [l < i Q n, 0 Q j < k(i)], where 
k(i) is such that either 0 < k(i) < 1 - 1 and the column with index i of Aj is zero if 
0 Q j Q k(i) but is nonzero for j = k(i) + 1, or k(i) = 1 - 1 if the column with index i is 
zero in all Aj if 0 < j < 1 - 1. If S is nonzero, then S is irreducible if and only if e is 
irreducible and all columns of S are nonzero. 
For the proof of the proposition one shows that the directed graphs of S and C are 
strongly connected under the given conditions. 
Next we will describe the Frobenius form of the nonnegative companion matrix C 
in (1.2) if S = S, in (1.3) is irreducible. If S is zero, then all matrices A, (i = 0, . . , 
1 - 1) are the 1 x 1 zero matrix and C is in Frobenius form: C is upper (block-)triangu- 
lar, and each diagonal block is the 1 x 1 zero matrix, which is irreducible by conven- 
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tion. In this case we set Y = { 1, . . , 1) and v” = {I}. If S is nonzero, let F be the subset 
of indices in Y = {l, . . . , d} used to build c in Proposition 2.2. 
PROPOSITION 2.3. Let A,, A,, . . . , A,_, be nonnegatioe n x n matrices, and let C 
and S = S, be as in (1.2) and (1.3), respectively. Assume that S is irreducible. Then 
there exists an nl x nl permutation matrix P such that 
PCPT = 
‘0 
0 
* . 
. . . 0 
. . . 0 
. . 
* . . . 
(2 
* 
* , I (2.1) 
where e is the matrix in Proposition 2.2 if S is nonzero, and e is the 1 x 1 zero matrix if 
S is the 1 x 1 zero mutt-ix; further, 
(I) 6 is irreducible, 
(II) all diagonal elements of C (and so of PCPT) with index in Y \ v’ are zero, and 
(III) for eoery i E Y there exists a C-chain to at least one (and so all) j E v’. 
Therefore PCPT is in the Frobenius form: PCPT is in upper block-triangular form, 
and each diagonal block is irreducible. In the next part we will construct the Frobenius 
form of the companion matrix C from the Frobenius form of S, where S can be 
reducible. 
3. On the Frobenius Form of C 
Let S be a nonnegative n x n matrix. After a simultaneous permutation of the rows 
and the columns of S we obtain the Frobenius form of S (which is an upper triangular 
block matrix): 
PSPT = 
‘L s,#!? . * . SW 
0 %s 
S 
TT 
. . 
0 . . . 0’ s,, 
(3.1) 
where P is a permutation matrix, the diagonal blocks S,, are irreducible (the 1 X 1 
zero matrix is irreducible by convention), and all subdiagonal blocks are zero. Here 
ff,B ,..,) 2,. . .) w constitute a partition of { 1, . . . , n}, and Sps denotes the submatrix 
of S based on the row indices in (r and the column indices in fl. 
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If S = S, is given as in (1.3) for nonnegative matrices Aj (j = 0,. . . , I - l), then 
0 < Aj < S. Thus 0 < PAjPT Q PSPT, and 
PAjPT = 
CAj),, . ’ ’ lA.i)aw 
0 . . 
0 CAjJr7 ’ 
0 . . . 0 ” CAjJwu 
, j=O,l ,. ..,I - 1. (3.2) 
This is, in general, not the Frobenius form of Aj, since the diagonal blocks ( Aj),, need 
not be irreducible. 
Now we shall repeatedly use the concept of the reduced graph of a nonnegative 
matrix and related notions in the sense of Schneider [7]. (Y, p, . . , r, . . . , w are the 
verticesinR(S).For~wedefinev,={i+jn:i~s,j=O,l,...,~-l}.Itiseasyto 
see that C,,, is the companion matrix of the matrix polynomial L,, given by 
L,,(A) = A’Z- ti-1(AI_l)r7- *a. - h(A,),,- (A& XEG. 
Corresponding to the Frobenius form of C,,, (see Proposition 2.3), we define F, 
such that e,,,, = C,,,-,. Then Fa, $, . , rT, . . . , F,,, are vertices in R(C), and for each 
iE{l,. . ., nZ}\(FaU CBU - * . U Fu) the set {i} is a vertex in R(C) with the 1 X 1 zero 
matrix as corresponding diagonal block; i.e., 
QCQT = 
0 * f . . . . 
0 ‘. 
0 
0 . . . . . . 
. . . . * 
(3.3) 
where Q is an nl x nl permutation matrix, and the O’s on the diagonal are 1 X 1 zero 
matrices, which need not occur. 
THEOREM 3.1. Let A,, A,,. . ., Al_, be nonnegative n x n matrices, and let C and 
S = S, be as in (1.2) and (1.3), respectively. Then the matrix in (3.3) is in the Frobenius 
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form. Let y and 6 be two vertices in R(S). Then 
(I) y has access to 6 in R(S) if and only if PT has access to ;6 in R(S). 
(II) If y has access to 6 in R(S), then each vertex of R(C) contained in vv U vs has 
access to P6. 
(III) For a positive number r the following are equivalent: 
(1) r(C& = r, 
(2) r(Ci& = r, 
(3) r((S,,j,) = r, where (S,,), is defined as in (1.3) with ( Ai&, j = o, I,. . . , 
l- 1. 
The last part of Theorem 3.1 follows from [4]. 
4. Some Applications 
Many results on nonnegative matrices have their counterparts for manic matrix 
polynomials L as in (1.1) with nonnegative coeffkients; for example, we have the 
following generalization of Schneider [7, Theorem 3.71. 
THEOREM 4.1. Let L be as in (1.1) with nonnegative coefficients A,, . , A,_ 1, 
and let h > 0. Then the following are equivalent: 
(I) There exists an x > 0 with x # 0 and L(A) x = 0. 
(II) There exists a 7~ R(S) such that r(L,,) = h and for all UE R(S) with u > -7 
one has r( L,,) < r( L,,). 
For a proof apply [7, Theorem 3.71 to C, and use Theorem 3.1. All results in 
Sections 3, 4, and 7 of Schneider [7] can be generalized in a similar way. If h 2 0 
satisfies condition (I) in Theorem 4.1, h is called a distinguished eigenvalue of L. 
FGrster and Nagy [3] proved that the distinguished eigenvalues of a nonnegative matrix 
A are exactly the local spectral radii of the nonnegative vectors with respect to A. The 
local spectral radius rL( x) of a vector x with respect to a manic matrix polynomial L is 
defined as the i&mum of all r > 0 such that the function X - L-‘(h)x [which 
is defined for 1 A) > r(L)] has an analytic extension to {h E G : ( A 1 > r}. Again, results 
concerning local spectral radii with respect to matrices have analogs for local spectral 
radii with respect to matrix polynomials; for example, we have 
PROPOSITION 4.2. Let L be as in Theorem 4.1 and let x 2 0. Then 
rL( 1) = max{r( L,,) : TER(S), 7 2 sUPP( x)} 
Using this, it is not difficult to prove the following 
THEOREM 4.3. Let L be as in Theorem 4.1. For r > 0 define 0, = { XE 
G” : rL( 1 x I) < r}, here 1 x 1 denotes the vector in @" with the components 1 x I i = I xi 1 
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(i = 1 >.... n). Then the following statements hold: 
(I) 0 r is a lattice ideal of G”; this implies that there exists a -yr c (1, . . . , n} such 
that XEO, iff xi = 0 for i#y,. We haoe then yr = U {TEE(S): if ocR(S) and o 2 7 
then r( L,,) < r}. 
(II) 0, is inoariant for S; therefore for A,, . , Al_,, and for L(h) for all As G. 
LetX1=r(L)>hz> ... > h, be the sequence of all distinguished eigenoalues of L in 
decreasing order. Then: 
(III) 0, is constant on the intervals ]hi+l, hi], and 0, s 0, if r < hi 6 s for some i. 
(IV) r( L IO,) = max{ Xi : hi < r}. 
The last part of Theorem 4.3 indicates that for the local spectral radius rL( x) we 
have similar relations to those for the global spectral radius given in Proposition 1.1 in 
[4]. For nonnegative matrices we proved certain relations between the local spectral 
radius of a vector and its Gollatz-Wielandt numbers. For matrix polynomials there are 
several possibilities for defining Collatz-Wielandt numbers (see Hadeler [S]). We will 
discuss these topics in a forthcoming paper. 
Avdelas et al. [l, Theorem 2.11 stated (in a different notation): If A, and A, are 
nonnegative, S = A, + A, is irreducible, and r(S) < 1, then r(S) < r(C) < r(S)‘/‘. 
But these strong inequalities cannot hold if one of the matrices A, or A, is zero. A 
generalization of these statements combined with [4, Proposition 1.11 is contained in 
the following 
PROPOSITION 4.4. Let A,, . . , AI_ 1, S, and C be as in Theorem 2.1. Assume that 
r > 0, S is irreducible, and 0 < r(S,) # r. Then 
A,= . . . = A,_, = 0 o r(C) = r(S,), 
A, = . . . =Al_,=O * r(C) = r( rr-IS,)“‘. 
Both * implications are obvious. The proof of the = implications uses ideas from 
the proof of [4, Proposition 1.11 and the fact that for a matrix A and an eigenvalue X of 
A we have (A - A)Q = Q( X - A) = 0, where Q is the leading coefficient of the 
Laurent expansion of the resolvent of A at A. 
In general, for irreducible S and for k with 0 < k < 1 - 1 we do not have the 
implication 
r(C) = r( r’-cISr)l’(‘-k) * Aj = 0 for j # k. 
for example, let C be the companion matrix of the scalar polynomial L(X) = &? - A2 - 
A - 2; then S, = r(Si) = 4 and r(C) = 2; thus r(C) = r(S,)‘/* but Aj # 0 for j # 1. 
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Totally Invertible 
Matrices - A Combinatorial Concept 
by H. GINGOLD” 
1. Introduction 
In this synopsis we discuss matrices which will be defined to be “totally invertible” 
in a sense to be determined. This notion of totally invertible matrices carries with it a 
combinatorial flavor. The interpretation of this notion may remind us of a machine such 
that any recombination of its parts as submachines can work in parallel independently, 
the output of each determining a unique input. 
In order to get familiar with these ideas let us proceed with a few definitions. 
Let V = (vt, vs,. , vj) be a vector in a linear space. Let A = (aij), i = 1, . . , n, 
j= l,..., m, be a matrix with entries aij in a field F. Then S(V), S(A) will denote the 
corresponding sets of elements 
s(v) = {“j}, 
S(A) = {aij}, 
Notice that by this notation an 
than once. We have: 
DEFINITION 1.1. We say that 
j= l,...,J, 
i=l,..., I, j=l,..., J. 
element in S(V) or S(A) is allowed to occur more 
A is a totally invertible matrix if any d-by-d matrix 
created from d2 elements of S(A) (d” < nm) is invertible. 
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