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In this thesis, we consider heterotic string vacua based on a warped product of a
four-dimensional domain wall and a six-dimensional internal manifold preserving only
two supercharges. Thus, they correspond to half-BPS states of heterotic supergravity.
The constraints on the internal manifolds with SU(3) structure are derived. They
are found to be a generalization of half-flat manifolds with a particular pattern of
torsion classes and they include half-flat manifolds and Strominger’s complex non-
Kahler manifolds as special cases. We also verify that heterotic compactifications on
half-flat mirror manifolds are based on this class of solutions.
Furthermore, within this context, we construct specific examples based on six-
dimensional nearly-Kahler homogeneous manifolds and non-trivial vector bundles
thereon. Our solutions are based on three specific group coset spaces satisfying the
half-flat torsion class conditions. It is shown how to construct line bundles over these
manifolds, compute their properties and build up vector bundles consistent with su-
persymmetry and the heterotic anomaly cancellation. It turns out that the most
interesting solutions are obtained from SU(3)/U(1)2. This space supports a large
number of vector bundles leading to consistent heterotic vacua with GUT group and,
for some of them, with three chiral families.
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Chapter 1
Introduction
1.1 String vacuum
String theory is based on the assumption that the fundamental constituents of the
universe are made out of strings rather than point particles. While this starting
point may seem simple, its consequences are far from undemanding. For instance,
world-sheet supersymmetry needs to be included in order to have a tachyon-free
theory and, in addition, quantum excitations require a specific number of space-
time dimensions, namely ten for the case of a critical theory of superstrings. The
motivation for such a setting lies in the quest of a consistent theory of quantum
gravity. As a matter of fact, the well-established framework of gauge fields theories
cannot be extended using standard methods to include the gravitational force, as
it leads to a non-renormalizable theory. On the other hand, the quantum particle
mediating gravity, the graviton, appears naturally within the string spectrum in a
consistent manner.
String theory has been very successful towards numerous avenues. For example,
it encompasses Einstein’s General Relativity equations for the space time metric and
presents features compatible with modern developments of theoretical physics such
as: extra dimensions [1, 2], supersymmetry [3, 4] or Grand Unified Theory (GUT)
groups [5]. However, it is still lacking of explicit examples leading to the complete
Standard Model of particles which is necessary to embody a physical theory. It has
also other drawbacks such as the existence of several different theories that, even
though they are related through dualities, still represent a vast degeneracy of vacua.
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Hence, it should merely be considered as a framework rather than a single theory. In
this thesis, we will focus on the case of heterotic string theory [6] which is character-
ized by a ten-dimensional space-time and a vector bundle over it with gauge group
SO(32) or E8 × E8, the latter being our primary source of attention.
The goal being to describe a theory of particle physics, a mechanism must take
place in order to reduce the number of dimensions down to the four observable ones.
The standard paradigm considers the extra six dimensions to be a compact internal
manifold with characteristic length lc small enough not to be observed. The energy
scale necessary to probe such a space is of the order of ∼ 1/lc. Therefore, at a
regime below this energy such as, say, at energies reached by the LHC1, the internal
dimensions remain unobserved. The corresponding dimensional reduction leading to
the four-dimensional effective theory goes under the name of Kaluza-Klein mecha-
nism [7]. A legitimate question arises then about which manifold is appropriate for
such a purpose. The simple answer is to consider backgrounds which are vacuum
solutions of the theory. Nonetheless, a lot of freedom still remains about the specific
choice of internal geometry.
The precise nature of this six-dimensional manifold plays a crucial role because,
although invisible, its geometry is responsible for various properties of the effective
four-dimensional theory. For instance, an adequate choice can spontaneously break
some of the ten-dimensional supersymmetry at very high energy (as close as the
Planck scale). In that case, it is customary to keep N = 1 supersymmetry in four
dimensions on phenomenological grounds. In addition, its topology determines the
net number of particle generations, their field content and their corresponding Yukawa
couplings [8]. Furthermore, for the particular case of heterotic string where the gauge
fields are provided by the vector bundle, the choice of background geometry allows
one to break the gauge groups SO(32) or E8 ×E8 down to a more phenomenological
GUT group. Indeed, the compactness of the internal space enables a non-trivial
fibration of the bundle fibers, thus, turning on vacuum expectation values for the
1The Large Hadron Collider (LHC) at CERN currently reaches the highest energy scale obtained
by man-made physics experiment.
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gauge fields. The four-dimensional effective (physical) gauge group is then given by
the commutant of the vector bundle structure group with the full SO(32) or E8×E8
group as these are the modes in which the gauge fields can still fluctuate effortlessly.
A careful choice leads to an appropriate GUT group.
Heterotic string theory displays itself as a very promising candidate leading to a
four-dimensional N = 1 supergravity with GUT group, thanks to its gauge bundle.
In turns, this effective theory has phenomenologically attractive characteristics in
that it incorporates a natural supersymmetric extension of the Standard Model —
namely the Minimal Supersymmetric Standard Model — and allows for a unification
of the gauge couplings. However, the existence of a huge degeneracy of the theory’s
vacuum presents difficulties. The obstacle is two-fold: first, the selection of a six-
dimensional manifold offers unfortunately far too many possibilities and then, the
choice of a vector bundle over it multiply the options. Identifying the appropriate
vacuum reproducing the desired phenomenology remains one of the main challenges
of string theory and is under remarkable investigations [9–17].
The subject of this thesis resides within the context of exploring heterotic vacua
on general grounds. Its goal is to present new directions of research, including new
compactification options interesting to pursue model building. For this purpose, we
look at backgrounds breaking more supersymmety than the standard lore of four-
dimensional N = 1 supergravity. We study solutions of heterotic supergravity com-
prising of a domain wall and an internal compact six-dimensional space.
1.2 Motivations and outline
Part of any program aiming at realistic string models must be the stabilization of
moduli and this remains difficult for heterotic compactifications. In type II models
a combination of NS and RR flux allows one, at least in principle, to stabilize all
complex structure moduli and the dilaton while, thanks to the no-scale structure,
keeping the theory in a Minkowski vacuum [18, 19]. On the other hand, only NS-NS
flux is available in heterotic compactifications. This stabilizes the complex structure
moduli only and we need to use topological properties of the internal space to stabilize
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the remaining fields [20]. Moreover, the heterotic flux superpotential, unlike its IIB
counterpart, does not allow itself to be tuned to small values by a careful choice of
the flux integers. These features mean that it will be difficult at best to achieve a
scale separation between the string and the flux scale in heterotic Calabi-Yau models
with flux.
The previous discussion suggests that heterotic models with stable moduli may
require compactifications on more general manifolds with SU(3) structure where some
of the “missing” RR flux is replaced by the intrinsic torsion of the manifold. Studying
such more general backgrounds for heterotic compactifications is the main purpose
of this thesis. One such class has been identified early on by Strominger [21]. It
is obtained by assuming a maximally symmetric four-dimensional space and four
preserved supercharges. In this case, it turns out that the associated internal six-
dimensional manifolds have SU(3) structure and are complex but, in general, no
longer Kahler. In this thesis, we will generalize this discussion by relaxing both
initial assumptions. We will allow the four-dimensional space to deviate from maximal
symmetry. More specifically, we will allow it to be a domain wall and we will only
require two preserved supercharges for the 10-dimensional solution.
Why are we interested in backgrounds which violate the conventional requirement
of a four-dimensional maximally symmetric space? The simple answer is that there
exists conditions where the lowest order in α′ flux superpotential in four dimensions
leads to a runaway direction for some of the moduli and the simplest solution consis-
tent with this feature is a four-dimensional domain wall. This happens for heterotic
compactifications on half-flat manifolds as studied in Refs. [22–25] as well as for the
crude heterotic Calabi-Yau compactification with flux.
In general, world sheet effects — such as instantons — need to be considered in
order to stabilize all moduli. This is typically the case for the dilaton mode. There-
fore, we should phenomenologically require a four-dimensional maximally symmetric
space only after all relevant effects have been included, including non-perturbative
ones. When studying 10-dimensional perturbative string solutions, we could then
allow for more general four-dimensional spaces, keeping in mind the possibility of a
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non-perturbative “lift” to a maximally symmetric four-dimensional space. This al-
lows us to study some more general backgrounds as generally considered as potentially
interesting solutions.
With this motivations in mind, we will study 10-dimensional solutions of the
heterotic string which consist of a warped product of a six-dimensional internal space
and a four-dimensional domain wall that preserves only two supercharges — thus,
they are half-BPS from a four-dimensional N = 1 point of view. There are two main
questions we would like to answer in this context. First, what are the allowed internal
six-dimensional spaces in such a setting? This question will be answered using the
G-structure formalism [26–28] applied to the heterotic case for the groups G2 and
SU(3). This leads to a significant generalization of the class of manifolds found by
Strominger. Secondly, we would like to show the consistency of certain heterotic
compactifications on half-flat mirror manifolds [22–25] which has been carried out in
the absence of a full 10-dimensional solution. This will be done by verifying that
such half-flat mirror manifolds are allowed internal geometries within our generalized
setting and that the domain wall solutions in the associated four-dimensional N = 1
supergravity do indeed lift up to the correct 10-dimensional solutions.
Furthermore, having established the existence of such backgrounds, we will turn
to finding explicit examples, mainly to allow for the study of the gauge sector. The
presence of gauge bundles is one of the distinctive features of heterotic string com-
pactifications and is responsible for many of the physically interesting properties as
well as technical complications of heterotic models. For Calabi-Yau compactifications,
the internal metric is not known explicitly (which makes it difficult to find gauge con-
nections), however, this problem is largely circumnavigated by using techniques from
algebraic geometry. On the other hand, for the case of half-flat mirror manifolds, the
lack of an integrable complex structure adds a complication in that the powerful tools
of algebraic geometry cannot be directly applied. Notwithstanding, we will focus on
a small class of half-flat coset manifolds which are suitable for heterotic compactifica-
tions and have the advantage of allowing for an explicit computation of most of the
relevant gauge field quantities. We will consider the three coset spaces SU(3)/U(1)2,
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Sp(2)/SU(2)× U(1) and G2/SU(3). In Refs. [29–32], heterotic compactifications on
these manifolds have been studied focusing on the gravitational sector of the theory.
In this thesis, we want to study gauge bundles over these spaces in order to construct
consistent heterotic compactifications. Their group origin facilitates computations as
metrics and gauge connections can be explicitly constructed and the relevant equa-
tions of the 10-dimensional N = 1 supergravity can be checked directly.
In chapter 2, we start with a review of heterotic supergravity, mainly to set our
conventions. We present in section 2.1 the general action of the bosonic heterotic
background fields and their corresponding equations of motion. We subsequently de-
scribe the two kinds of compact internal six-dimensional manifolds preserving four
supercharges and leading to maximally symmetric solutions in four dimensions. They
are the Calabi-Yau manifolds, which are manifolds of SU(3) holomony, and the more
general solutions having SU(3) structure that are characterized by the Strominger
system of differential equations. Thereafter, we turn to the four-dimensional theory
resulting from a Kaluza-Klein dimensional reduction and describe in section 2.3 the
corresponding theory for the Calabi-Yau case. Finally, due to the lack of explicit
examples of manifolds satisfying the Strominger system, we only present general as-
pects of the related four-dimensional theory and motivates, in section 2.4, the Kahler
potentials and superpotential coming from an adequate choice of field truncation.
This is then illustrated with the case of half-flat mirror manifolds.
In chapter 3, we present our solutions corresponding to the half-BPS compactifi-
cations that preserve only two supercharges from the ten-dimensional supersymmetry
and show the consistency of mirror half-flat compactification. We start in section 3.1
with the presentation of the corresponding metric ansatz. We then review the four-
dimensional domain wall solutions of N = 1 supergravity in section 3.2. This is
subsequently used to demonstrate that the effective four-dimensional domain walls
do lift up to the correct ten-dimensional solutions. In the last sections, we illustrate
this for the three cases of mirror half-flat manifolds with vanishing NS-NS flux, mir-
ror half-flat manifolds with non-trivial flux and, finally, Calabi-Yau compactification
with non-vanishing flux.
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In chapter 4, we go further by picking up specific examples of mirror half-flat man-
ifolds and study the gauge sector. We start with a short description of the formalism
being used, that is coset space geometry. We then present the three explicit exam-
ples which are the six-dimensional nearly-Kahler homogeneous spaces SU(3)/U(1)2,
Sp(2)/SU(2) × U(1) and G2/SU(3). These manifolds are shown to be solutions of
the heterotic string with vanishing flux and constant dilaton. In the last two sections
of the chapter, we build vector bundles over these coset spaces and derive examples
satisfying the equations of motion and the heterotic anomaly cancellation condition.
We thus provide complete examples of new heterotic non-Calabi-Yau vacua that can
be used for model building. The work of chapter 3 and chapter 4 is entirely based on
the papers [33] and [34], respectively:
• A. Lukas, C. Matti, G-structures and Domain Walls in Heterotic Theories,
JHEP 1101 (2011) 151, [arXiv:1005.5302 [hep-th]].
• M. Klaput, A. Lukas, C. Matti, Bundles over Nearly-Kahler Homogeneous
Spaces in Heterotic String Theory, JHEP 1109 (2011) 100, [arXiv:1107.3573
[hep-th]].
Finally, in chapter 5, we present our conclusion and draw possible future directions
of research. Technical appendices are also included for the convenience of the reader.
Appendix A summarizes conventions and notations used throughout the thesis. Ap-
pendix B consists of a short review about manifolds with G-structure focusing on the
case of G2 and SU(3) in 6 and 7 dimensions. In appendix C, we collect the relevant
formulas for the moduli space of Calabi-Yau manifolds which apply to mirror half-
flat manifolds as well. Last, appendix D describes the geometry of six-dimensional
nearly-Kahler homogeneous spaces by presenting the general formalism and listing
the relevant data being used.
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Chapter 2
Review of heterotic supergravity
We start with a short review of heterotic supergravity. First, we study the ten-
dimensional theory and, then, the effective four-dimensional supergravity resulting
from compactification of the vacuum geometry. It is well established that, in the
low-energy limit α′ → 0, the massless modes of heterotic string theory are correctly
approximated by a ten-dimensional N = 1 supergravity [35,36]. Our main focus will
be the nature of the vacuum of such a theory. Its geometry is responsible for break-
ing some of the original ten-dimensional supercharges and, in the standard analysis,
leads to a well-defined N = 1 supergravity in four dimensions. Furthermore, the
background geometry determines most of the phenomenological characteristics of the
effective supergravity obtained after dimensional reduction such as, for instance, the
field content, the Yukawa couplings and the number of generations.
In this chapter, we will present the bosonic sector of the heterotic string super-
gravity. These are the fields which specify the background geometry. Indeed, the
fermionic fields must vanish on a classical vacuum. We begin with the action and its
equations of motion and describe the corresponding constraints necessary for having
a supersymmetric vacuum. Then, we describe the standard compactifications of the
Calabi-Yau solution and the Strominger system. We also present the general structure
of N = 1 four-dimensional supergravity together with the specific theories resulting
from dimensional reduction on Calabi-Yau manifolds. Finally, we end up with a dis-
cussion of the effective four-dimensional theory resulting from compactifications with
non-trivial fluxes.
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2.1 Ten-dimensional effective supergravity
2.1.1 Bosonic sector lagrangian and equations of motion
As previously stated, from a ten-dimensional perspective, the vacuum geometry is
determined by the bosonic fields only. For the heterotic string, the background field
spectrum consists of the ten-dimensional metric gMN , the dilaton φˆ and the NS-NS
rank two anti-symmetric tensor field BˆMN . We also have the Yang-Mills gauge fields
AM with corresponding gauge group SO(32) or E8 × E8 and field strength
Fˆ = dA+ A ∧ A . (2.1)
(Conventions about forms and their corresponding tensors are summarized in ap-
pendix A). In addition, we can associate a three-form field strenght Hˆ, the NS-NS
flux, to the two-form field Bˆ as follows
Hˆ = dBˆ +
α′
4
(ωL − ωYM) , (2.2)
where the Lorentz and the Yang-Mills Chern-Simons terms are, respectively,
ωL = tr
(
ω ∧ dω + 2
3
ω ∧ ω ∧ ω
)
, (2.3)
ωYM = tr
(
A ∧ dA+ 2
3
A ∧ A ∧ A
)
, (2.4)
with the spin connection ω and the Yang-Mills connection A. For later purposes, it
is also useful to introduce the connection
∇(H)M V N = ∇MV N +
1
2
HˆNMPV
P , (2.5)
where V N is any vector field and∇M is the covariant derivative associated to the Levi-
Civita connection of the metric g. This corresponds to a connection with torsion given
by the NS-NS field Hˆ. To the first order in α′, the bosonic part of the string frame
action is given by
S = − 1
2κ210
∫
M10
e−2φˆ
[
Rˆ ∗ 1− 4dφˆ ∧ ∗dφˆ+ 1
2
Hˆ ∧ ∗Hˆ
+
α′
4
eφˆ
(
trFˆ ∧ ∗Fˆ − trRˆ− ∧ ∗Rˆ−
)]
,
(2.6)
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where κ10 is the ten-dimensional Planck constant and Rˆ
− is the curvature corre-
sponding to the connection ∇−MV N = ∇MV N − 12HˆNMPV P . The resulting equations
of motion governing the dynamic of these fields are
RˆMN − 1
4
HˆPQMHˆ
PQ
N + 2∇M∂N φˆ
+
α′
4
(
Rˆ−MPQRRˆ
− PQR
N − trFˆMP Fˆ PN
)
+O (α′2) = 0 , (2.7a)
∇2φˆ− 2gMN∂M φˆ∂N φˆ+ 1
12
HˆMNP Hˆ
MNP
+
α′
16
(
trFˆMN Fˆ
MN − trRˆ−MN Rˆ−MN
)
+O (α′2) = 0 , (2.7b)
∇M
(
e−2φˆHˆMPQ
)
+O (α′2) = 0 , (2.7c)
∇(H)M
(
e−2φˆFˆMN
)
+O (α′2) = 0 . (2.7d)
These equations correspond to Einstein equations with field strength given by the
dilaton and the NS-NS flux.
2.1.2 Killing spinor equations and Bianchi identity
The fermionic partners of the above fields are the gravitino ψM , the dilatino λ and
the gauginos χ, all of which being ten-dimensional Majorana-Weyl spinors. Their
supersymmetry transformations are obtained by
δψM =
(
∇M + 1
8
HˆM
)
ǫ , (2.8a)
δλ =
(
 ∇φˆ+ 1
12
Hˆ
)
ǫ , (2.8b)
δχ = FˆMNΓ
MNǫ , (2.8c)
where ǫ is a ten-dimensional Majorana-Weyl spinor parameterizing the transforma-
tions. Here, and in the following, we use the short-hand notation HˆM = HˆMNPΓNP
and Hˆ = HˆMNPΓMNP for the contraction of the field strength Hˆ with products of
10-dimensional gamma matrices ΓM . Supersymmetric vacuum is characterized by
vanishing supersymmetry transformations δψM = 0, δλ = 0 and δχ = 0. In partic-
ular, it implies that ǫ is covariantly constant with respect to the connection ∇(H)M .
It is well known [37] that such a requirement is sufficient for having solutions to the
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bosonic equations of motion (2.7), including the first order terms O(α′), provided
that the following Bianchi identity is satisfied as well,
dHˆ =
α′
4
(
trFˆ ∧ Fˆ − trRˆ− ∧ Rˆ−
)
. (2.9)
This identity comes from taking the exterior derivative of the definition (2.2) and is
necessary for anomaly cancellations. A further investigation about these conditions
reveals that the right-hand side term appears at the first order in α′ and contributes
to an exact form. Hence, to find solutions at zeroth order in the string tension, we
can satisfy this equation in cohomology only. In our study, we concentrate on the
case of the E8 × E8 heterotic string and, therefore, the vector bundle splits into a
visible and a hidden sector. Consequently, we can write the Bianchi identity as[
trRˆ− ∧ Rˆ−
]
=
[
trF ∧ F + trF˜ ∧ F˜
]
, (2.10)
where F and F˜ denotes the visible and the hidden sector contributions respectively
and the square bracket indicates cohomology classes in H4. Of course, proceeding this
way implies that our solutions get O(α′) corrections and further analysis is required to
provide a full solution to the field equations (2.7). However, the goal of this thesis is
to discuss solutions to the above Killing spinor equations and the Bianchi identity at
zeroth order in α′. This would be the basis for finding in subsequent work a complete
solution perturbatively at all orders, see Refs. [38–40] for a general discussion of the
α′ expansion.
2.2 N = 1 compactification
Our world being four-dimensional, we need a procedure to reduce the 10-dimensional
theory down to four dimensions. The standard paradigm is to consider six out of
the ten dimensions being compactified. By this way, for a sufficiently small scale of
the internal radii, the universe will appear four-dimensional at low-energy. In this
section, we present the two solutions of heterotic supergravity with compact internal
space leading to maximally symmetric N = 1 four-dimensional vacua. As this is a
well established subject, we will be brief and skip the calculation details to focus on
the relevant aspects for our later purposes.
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2.2.1 Calabi-Yau compactification
What we look for in solutions of the vacuum geometry is some realistic setting that
will lead to an attractive phenomenological four-dimensional theory. The conventional
way to proceed is to consider backgrounds that break some of the 16 supercharges of
ǫ and conserve only 4 in order to lead to N = 1 supergravity in four dimensions. The
easiest solution is to consider vanishing NS-NS flux Hˆ = 0 and a constant dilaton
dφˆ = 0. This implies no field strength in Einstein equations (2.7) and imposes the
ten-dimensional space-time to be Ricci flat. For this reason, the metric ansatz is
chosen to be the product of a four-dimensional Minkowski space M1,3 with some
six-dimensional internal compact manifold
M10 =M1,3 ×MCY , (2.11)
where MCY is Ricci flat. The requirement to preserve four supercharges implies
for the spinor ǫ to decompose under the ansatz (2.11) in such a way that only a
singlet survives on the six-dimensional geometry. The Killing spinor equation (2.8a)
implies for this singlet to be covariantly constant and, as a consequence, the Levi-
Civita connection ∇ takes value into its stability subgroup. Hence, MCY must be a
manifold of SU(3) holonomy. Alternatively, we can build tensors J and Ω from the
supersymmetry spinor which means for the internal space to have a reduced structure
group. (A short review of structure groups and torsion classes is given in appendix B.)
Equation (2.8a) with Hˆ = 0 is then equivalent to
dJ = 0 , dΩ = 0 . (2.12)
This results in vanishing torsion classes and means for the internal six-dimensional
space to be complex, Kahler and have SU(3) holonomy. Such solutions are the famous
Calabi-Yau manifolds [41].
Furthermore, including the gauge sector, the full solution is a vector bundle whose
base space is the above Calabi-Yau manifold. For the gauge fields to preserve the four
supercharges of the N = 1 effective theory, the vanishing gauginos variation (2.8c)
implies,
Ω¬ Fˆ = 0 , J ¬ Fˆ = 0 , (2.13)
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where Fˆ is the curvature of the gauge bundle over MCY and ¬ if the contraction over
two indices. The first equation implies that A is a connection on some holomorphic
vector bundle, while the second is equivalent to saying that this vector bundle is slope-
stable with slope zero as a result from the Donaldson-Uhlenbeck-Yau theorem [42].
These statements provide practical ways of finding solutions. Moreover, the Bianchi
identity (2.9) must also be satisfied by solutions of the above system. Classification
of such vacua is an active field of research and an increasing database of solutions
leading to attractive phenomenological properties is under construction [16].
2.2.2 Strominger system
One might argue that the ansatz of vanishing Hˆ-flux and constant dilaton φˆ is too
strong and one wants to look for more general solutions leading to N = 1 four-
dimensional supergravity. This has been carried on in the celebrated paper by Stro-
minger [21]. It has been found that, in this case, the space-time must be a warped
product
M10 =M1,3 ×W MS . (2.14)
The non-vanishing flux and the dilaton will now act as a field strength tensor for the
metric in Einstein equations (2.7) and the internal manifold does not remain Ricci
flat. Nonetheless, preserving four supercharges as for the Calabi-Yau case implies
again the existence of tensors J and Ω on the internal six-dimensional space MS .
This time, it is the full connection ∇(H) that takes value in the stability subgroup of
the supersymmetry spinor and, thus, the manifold has SU(3) structure. The Killing
spinor equations can be re-written as,
dΩ = 2dφˆ ∧ Ω , dJ = 2dφˆ ∧ J − ∗Hˆ ,
0 = Hˆ ∧ Ω , ∗ 2dφˆ = −Hˆ ∧ J ,
(2.15)
and, together with the equations of the gauge sector, correspond to the Strominger
system [43]. The internal manifold can be characterized by the following conditions
on its torsion classes,
W1 =W2 = 0 , 2W4 =W5 = 2dφˆ , (2.16)
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where W3 remains arbitrary. This means that the space MS is still complex whereas
not Kahler any more. It is also conformally balanced from the condition on W4 and
W5. The equations for the gauge curvature remain the same,
Ω¬ Fˆ = 0 , J ¬ Fˆ = 0 , (2.17)
and must also be supplemented by the anomaly cancellation condition (2.9). The
absence of the Kahler property makes the search for solutions of such system difficult
due to the lack of techniques analogous to the powerful theorems of the Calabi-
Yau context. While there exists a vast database of Calabi-Yau manifolds, building
solutions of the Strominger system still remains a laborious challenge.
2.3 Dimensional reduction and 4d supergravity
Having established the ten-dimensional vacuum geometry, we can now look at the
corresponding effective four-dimensional theory. The Kaluza-Klein mechanism pro-
vides a way to reduce the ten dimensions required for consistency of string theory
down to the four physical ones. The main idea is to expand the ten-dimensional fields
into a set of eigenfunctions of the internal operator and then integrate (2.6) over the
compact internal manifold to obtain a four-dimensional action. We can thus inte-
grate out the heavy modes (the one having non-zero eigenvalues under the internal
operator) to obtain a finite truncated set of fields. In other terms, the proposition of
the Kaluza Klein dimensional reduction procedure is that some excitations are not
visible up to some effective energy scale set by the size of the internal space.
2.3.1 N = 1 supergravity in four dimensions
As previously explained, the choice of background solutions has been made such that
part of the ten-dimensional supersymmetry is broken by the geometry. Its purpose
is to break it down to an N = 1 supergravity in four dimensions. For this reason,
it is natural to start by looking at the generic features of four-dimensional N = 1
supergravity theories [4]. In the following, we concentrate on the bosonic part of chiral
multiplets which are the relevant fields for the gravity sector of heterotic string. In
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this thesis, we will not discuss the vector multiplets of the gauge sector from the
four-dimensional perspective.
The bosonic part of a general supergravity action can always be divided up into
kinetic terms (with derivatives) and a potential term. It takes the following form,
S = − 1
κ4
∫
1
2
R +KIJ∗g
µν∂µA
I∂νA¯
J∗ + V , (2.18)
where κ4 is the four-dimensional Planck constant, R is the Ricci scalar of the four-
dimensional metric, AI are the chiral superfields of the theory and V is the scalar
potential. Now, supersymmetry implies a very stringent structure for the respective
terms. For instance, the kinetic terms imply contraction with a metric KIJ∗ which
must be Kahler, that is, it can be written in terms of a Kahler potential K as follows,
KIJ∗ =
∂
∂AI
∂
∂A¯J∗
K
(
AI , A¯J
∗
)
. (2.19)
The derivatives are taken with respect to the chiral superfields AI and (2.19) means
that the space of fields itself (where the fields are being seen as coordinates) is a
Kahler manifold. Furthermore, the scalar potential can be written in terms of a
superpotential W being a holomorphic function of the superfields AI ,
V = eK
(
KIJ
∗
DIWDJ∗W
∗ − 3|W |2) , (2.20)
where KIJ
∗
is the inverse of the Kahler metric and the Kahler covariant derivative is
given by
DIW = ∂IW +KIW . (2.21)
Here ∂I ≡ ∂/∂AI and, in general, a capital subscript means a derivative with respect
to the corresponding field KI ≡ ∂K/∂AI , a notation we will adopt from hereon.
Any four-dimensional N = 1 supergravity is uniquely determined by the data of the
Kahler potential K and the superpotential W . The lagrangian of the theory is then
given by the expression (2.18).
Now, consider the above four-dimensional N = 1 supergravity theory with chi-
ral superfields (AI , χI), Kahler potential K and superpotential W . We also write
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the corresponding gravitino ψµ. Then, the full supersymmetric action corresponding
to (2.18) is invariant with respect to the following supersymmetry transformations,
δχI = i
√
2σµζ¯∂µA
I −
√
2eK/2KIJ
∗
DJ∗W
∗ζ , (2.22a)
δψµ = 2Dµζ + ieK/2Wσµζ¯ , (2.22b)
where the Weyl spinor ζ parameterizes supersymmetry and (σµ) = (12, σ
α) with the
Pauli matrices σα. Moreover, the covariant derivative Dµ is defined by
Dµ = ∂µ + ωµ + 1
4
(
KI∂µA
I −KI∗∂µA¯I∗
)
, (2.23)
with ωµ the spin connection. These transformations must vanish for a supersymmetric
vacuum. For a maximally symmetric solution, this implies,
DIW = 0 , W = 0 . (2.24)
Later on, we will come back to the Killing spinor equations (2.22) and generalize the
conditions (2.24) to half-BPS states that correspond to domain wall solutions which
are non-maximally symmetric and preserve only two supercharges of the spinor ζ .
2.3.2 Calabi-Yau dimensional reduction
Let us now specify the effective theory resulting from compactifications of heterotic
string theory on Calabi-Yau manifolds [44]. It comes from considering the full ten-
dimensional action and integrating out the internal six-dimensional compact space.
The spectrum is truncated keeping only the massless modes. For this purpose, we
introduce the four-dimensional dilaton φ as a new variable and rescale the four-
dimensional part of the metric with it
g(4)µν = e
−2φgµν , φ = φˆ− 1
2
lnV , (2.25)
where V is the volume of the internal manifold V = ∫ d6x√g6 with g6 the internal six-
dimensional metric. This rescaling is taken in order to obtain a properly normalized
Ricci scalar in four dimensions and, thus, have an effective action in the Einstein
frame.
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It has been shown that the moduli space of a Calabi-Yau manifold X is in one-
to-one correspondence with harmonic forms on itself [45]. The metric deformations
δg can be split according to the nature of their indices as the mixed components δgab¯
decouple from the pure components δga¯b¯. Here, and in the following, we use a bar
to differentiate anti-holomorphic indices from holomorphic ones. By definition of the
Kahler moduli vi (corresponding to the deformations of the Kahler form J) and the
complex structure moduli Za (corresponding to the deformations of the holomorphic
three-form Ω), they are given by
δgab¯ = −iωiab¯δvi , (2.26)
δga¯b¯ = −
1
||Ω||2 Ω¯
cd
a¯ (χe)cdb¯ δZ
e , (2.27)
where ωi are h
(1,1) basis forms of the second cohomology group H2 (X) and χa are
a basis of harmonic (2, 1)-forms on X . (More details about the moduli space of
Calabi-Yau manifolds is given in appendix C.) Therefore, the real scalar fields vi and
the complex scalar fields Za will be constituents of the massless modes surviving the
Kaluza-Klein reduction. Plugging the dilaton definition (2.25) into the action (2.6),
we find after integrating out the internal manifold and keeping only massless modes,
S4 = − 1
2κ24
∫ (
R ∗ 1 + 2dφ ∧ ∗dφ+ 1
2
e4φda ∧ ∗da
+ 2KijdT
i ∧ ∗dT¯ j + 2KabdZa ∧ ∗dZ¯b
)
.
(2.28)
We also defined the axion a to be the Hodge dual of the four-dimensional part of the
Hˆ fields and introduced the complex superfields,
T i = bi + ivi , Za = ca + iwa , (2.29)
where bi are the Bˆ field moduli and the complexified Kahler moduli come from the
combination Bˆ+ iJ . The complex structure moduli are simply given in terms of their
real ca and imaginary wa parts by definition. The associated Kahler metrics are,
K
(1)
ij =
1
4V
∫
ωi ∧ ∗ωj , K(2)ab = −
∫
χa ∧ χ¯b∫
Ω ∧ Ω¯ , (2.30)
and they come from the Kahler potentials,
K(1) = − ln
(
4
3
∫
J ∧ J ∧ J
)
, K(2) = − ln
(
i
∫
Ω ∧ Ω¯
)
. (2.31)
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We can see that these potentials are both given by the logarithm of the volume of the
internal Calabi-Yau manifold. In order to unveil the full supersymmetric aspects of
the above action, we need to combine the dilaton φ and the axion a in a proper way
to get a complex chiral superfield. The correct choice with the corresponding Kahler
potential is given by
S = a + ie−2φ , K(S) = − ln (i (S¯ − S)) = − ln (2e−2φ) . (2.32)
Thus, we obtain a four-dimensional supergravity theory with the chiral superfields
(S, T i, Za) where the Kahler potential K and the superpotential W are given by,
K = K(S) +K(1) +K(2) , W = 0 . (2.33)
This implies that all the fields are massless (as expected). This feature has draw-
backs and is known as the moduli stabilization problem. Such flat directions of the
superpotential are not desired as, first, the corresponding massless particles are not
observed and, then, nothing fixes the scale of the internal manifold. This motivates
looking at compactification with fluxes which we discuss in the next section.
2.4 Dimensional reduction with fluxes
2.4.1 Field truncation and superpotential
The inclusion of non-vanishing flux implies a non-trivial stress-energy tensor in Ein-
stein equations (2.7) and we can anticipate mass terms in the four-dimensional theory.
Now the shortage of explicit solutions of the Strominger system is a major limitation
to study string phenomenology. One way to circumnavigate this problem has been to
consider Calabi-Yau manifolds with non-vanishing Hˆ-flux nonetheless. The argument
is that the flux only back-reacts on the metric as a small disturbance away from the
Calabi-Yau properties. For flux parameters small enough compared to the volume
of the internal space, we can indeed argue in favor of a scale separation between the
string and the flux scale. However, while this works well in type II theories, the nature
of the heterotic flux superpotential does not allow itself to be tuned to small values.
(Nevertheless, we will see in this thesis that such solutions exist provided that more
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Vector space Basis forms
Λ1eff 1
Λ2eff ωi
Λ3eff αA, β
A
Λ4eff ω˜
i
Λ6eff ∗1
Table 2.1: Finite-dimensional subspace Λpeff of the space of differential p-forms Λ
p with
respect to their basis forms constituting the field truncation of metric deformations.
supersymmetry is broken.) In this section, we would like to discuss generic features of
non-Calabi-Yau compactifications leading to N = 1 supergravity in four dimensions.
The non-vanishing superpotential leads to a legitimate question as to what field
truncation is appropriate. For the Calabi-Yau case of section 2.3.2, we retain only
massless fields and there is a clear cut off scale determined by the masses of the
remaining fields. For the case of G-structure manifolds, we can expect, from the
superpotential, a truncation where some of the massive modes need to be included
in order to have a supersymmetric theory. It can be shown [46] that for an SU(3)
structure manifold, the Ricci scalar decomposes according to
R = RCY +R⊥ , (2.34)
where RCY has the property of a Calabi-Yau Ricci scalar (no intrinsic torsion) and
R⊥ is a perpendicular component. We want to introduce a hierarchy of scale between
the Kaluza-Klein scale and the light modes (including massive ones) that stay in the
effective supergravity. For this, we can assume the R⊥ component of the metric to
be a small perturbation and, thus, the intrinsic torsion parameters to be small with
respect to a large volume.
In practice, the truncation implies the identification of an adequate set of forms
which may be not harmonic in general. Ref. [47] has shown that such a set is given
by the forms of table 2.1 and we will refer to such basis as the truncation basis. In
this table, each subsets Λpeff of p-forms must be closed under the Hodge ∗ operator
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and must be subject to the following intersections,∫
ωi ∧ ω˜j = δ ji , ωi ∧ αA = ωi ∧ βB = 0 , (2.35a)∫
αA ∧ βB = δ BA ,
∫
αA ∧ αB =
∫
βA ∧ βB = 0 . (2.35b)
The SU(3) structure forms can be expanded on the above basis as follows,
J = viωi , Ω = ZAαA + GAβA , (2.36)
where vi are the analogue of the Kahler moduli, ZA are complex homogeneous coor-
dinates and GA the pre-potential in complete analogy with the Calabi-Yau case. We
should emphasize that the form J is not necessarily Kahler any more but we still
refer to the “Kahler” moduli by abuse of language. It is a remarkable fact that the
geometry of the space of deformation corresponding to vi and ZA holds a similar
structure to the one of Calabi-Yau manifolds. Indeed, Hitchin functionals provide a
natural Kahler potential given by,
K(1) = − ln (i (T¯ IFI − T IF¯I)) , (2.37)
K(2) = − ln (i (Z¯AGA − ZAG¯A)) , (2.38)
for the “Kahler” and “complex structure” moduli respectively. Here, I = {0, i} and
T i are again the complexified combinations of the form J with the Bˆ-field while T 0
is a scaling parameter that can be set to one. More details on the corresponding
fields for the Calabi-Yau case are given in appendix C. The special nature of such
potentials implies for the geometry to be special Kahler with pre-potential FI and
GA. Moreover, the dilaton mode is defined in the same way as for the Calabi-Yau
case and corresponds to,
S = a+ ie−2φ , K(S) = − ln (i (S¯ − S)) , (2.39)
where the four-dimensional dilaton φ is again defined as in (2.25). Let us draw atten-
tion to the fact that examples of such manifolds are scarce. However, the geometry of
deformations is well defined on general grounds despite the absence of explicit metrics.
On the other hand, the truncation is only expected for consistency of supersymmetric
four-dimensional theories and suffers from the lack of explicit cases to study.
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Having written down the field content and the nature of the Kahler potentials, let
us determine what is the adequate superpotential. It can be computed by looking at
the fermionic sector of the ten-dimensional action and reducing the gravitino mass
term. This leads to an explicit formula of what the superpotential must be. Indeed,
the generic corresponding term of a supergravity lagrangian in four dimensions is
SΨ = −1
2
∫
eκ
2
4K/2WΨ †µσ
µνΨν + h.c. , (2.40)
for a gravitino Ψ . In ten dimensions, the gravitino ψ is given by a Majorana-Weyl
spinor and can be split according to the metric decomposition ansatz (2.14),
ψµ = e
φ/2
(
Ψµ ⊗ η+ + Ψ¯µ ⊗ η−
)
, (2.41)
where Ψµ is the related four-dimensional part of the full gravitino and η± are the
globally defined Weyl spinors defining the SU(3) structure. Also, the Majorana-
Weyl condition implies η∗+ = η−. The rescaling factor e
φ/2 is chosen to have canonical
kinetic terms in four dimensions so that the mass term is correctly normalized. We can
now perform a dimensional reduction of the ten-dimensional supergravity action [22,
48], again using the definitions (2.25). The gravitino appears in a kinetic and an
interaction term, we obtain
S = − 1
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∫
10
e−φˆ/2HˆMNP ψLΓ
LMNPQψQ −
∫
10
ψMΓ
MNP∇NψP
= −
∫
4
eκ
2
4K/2Ψ †µσ
µνΨν
(
1
12
∫
6
Hˆabc η
†
−γ
abcη+ +
1
2
∫
6
η†−γ
a∇aη+ + h.c.
)
, (2.42)
where the Kahler potential K = K(1) +K(2) +K(S) is the one defined previously in
Eqs. (2.37), (2.38) and (2.39). The subscripts of the integrals indicate on which space
they are taken. The two terms in bracket can be further expressed in terms of the
structure forms (J,Ω) according to their definitions (see Eqs. (B.13) in appendix B
for details):
1
12
∫
6
Hˆabc η
†
−γ
abcη+ =
1
2
∫
X
Ω ∧ Hˆ , (2.43a)∫
6
η†−γ
a∇aη+ =i
∫
X
Ω ∧ dJ . (2.43b)
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The first term is just the definition of Ω while the second term comes from the
covariance condition of the spinor ∇aη = τabcγbcη together with keeping only the non-
vanishing terms. A comparison of (2.40) with (2.42) then leads to the superpotential
W =
∫
X
Ω ∧
(
Hˆ + idJ
)
. (2.44)
This corresponds to the expected type from the Gukov-Vafa formula [49, 50]. We
clearly see that it vanishes for the Calabi-Yau case where Hˆ and dJ are equal to zero.
2.4.2 Mirror half-flat manifolds
In this sub-section, we want to apply the formalism developed above to some spe-
cific examples, namely mirror half-flat manifolds, and work out the effective four-
dimensional theory explicitly. Essentially, these manifolds arise as mirrors of type II
Calabi-Yau compactifications with electric NS-NS flux [51]. Specifically, consider a
mirror pair Xˆ , X˜ of Calabi-Yau manifolds and compactification of type IIB string
theory on X˜ with electric NS-NS flux H˜ = eiβ˜
i, where i = 1, . . . , h2,1(X˜), the β˜i
are part of the standard symplectic three-form basis on X˜ and ei are integer flux
parameters. Then, mirror symmetry suggests the existence of a manifold X , closely
related to the mirror Calabi-Yau manifolds Xˆ , so that compactification of IIA on
X (without flux) is mirror to the IIB compactification on X˜ with flux H˜. In other
terms, we expect the corresponding effective Lagrangians to lead to the same the-
ory L(IIA)(X) ≡ L(IIB)(X˜). It has been shown that manifolds of this type must be
half-flat, that is they are SU(3) structure manifolds with structure forms satisfying,
dΩ− = 0 , J ∧ dJ = 0 , (2.45)
and we will refer to the corresponding manifold X as half-flat mirror manifold.
Although the explicit mirror map is unknown, mirror symmetry allows one to
conjecture a number of properties for half-flat mirror manifolds which, in turn, facil-
itate explicit dimensional reduction on such spaces. Usually, these properties can be
formulated in terms of related properties of the associated Calabi-Yau manifold Xˆ .
In particular, X carries a set of two-forms {ωi}, where i, j, . . . = 1, . . . , h1,1(Xˆ) and
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a symplectic basis of three-forms {αA, βA}, where A,B, . . . = 0, . . . , h2,1(Xˆ), so that
the SU(3) structure forms (J,Ω) can be expanded as
J = viωi , Ω = ZAαA − GAβA . (2.46)
Of course these forms correspond to the ones of table 2.1 and, by abuse of termi-
nology, we will also refer to the vi and ZA as Kahler and complex structure moduli,
respectively. We also introduce the affine complex structure moduli Za = Za/Z0,
where a, b, . . . = 1, . . . , h2,1(Xˆ). Many of the standard Calabi-Yau moduli space re-
sults therefore still apply and the ones relevant in the present context are summarized
in appendix C. For a non-Calabi-Yau manifold J and Ω are no longer closed and, given
the above expansion, the same must be true for at least some of the forms {ωi} and
{αA, βA}. It turns out from mirror symmetry that the only non-closed forms are
dωi = eiβ
0 , dα0 = eiω˜
i , (2.47)
where the intrinsic torsion parameters ei correspond to the NS-NS flux parameters
of the mirror symmetry set up discussed above. Moreover, {ω˜i} corresponds to the
set of four-forms dual to {ωi} defined in the previous sub-section and satisfy the
intersections (2.35a). It is straightforward to verify that
dJ = vieiβ
0 , dΩ = Z0eiω˜i , (2.48)
and that J and Ω indeed satisfy the defining half-flat conditions (2.45).
Heterotic compactifications on half-flat mirror manifolds have been studied in
Refs. [22, 25] and, here, we briefly review the main results. Even though some steps
have already been explained previously, we repeat the whole procedure for the sake
of clarity. We begin with the reduction ansatz and the relation between the ten- and
four-dimensional fields. The six-dimensional internal space is taken to be the half-flat
mirror space X with metric gab associated to the SU(3) structure (J,Ω). In terms of
the internal volume V = ∫ d6x√g, the four-dimensional dilaton φ is given by
φ = φˆ− 1
2
lnV , (2.49)
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where φˆ = φˆ(xµ) is the zero mode of the 10-dimensional dilaton. The ansatz for the
10-dimensional metric then reads
ds210 = e
2φg(4)µν dx
µdxν + gab dx
adxb , (2.50)
where the dilaton factor in front of the four-dimensional part has been included so
that g
(4)
µν is the four-dimensional Einstein-frame metric. Moreover, we introduce the
NS-NS flux expansion on the truncation basis
Bˆ = B + biωi , Hˆ = H + db
i ∧ ωi + bidωi , (2.51)
where bi are axionic scalars and B is a four-dimensional two-form with field strength
H = dB which can be dualized to the universal axion a. Note that, even thought
we are considering the case without “explicit” flux, a non-zero flux is induced from
the last term in Eq. (2.51) as a consequence of the differential relations (2.47) for
half-flat mirror manifolds. These various scalar fields form the lowest components of
four-dimensional chiral supermultiplets in the usual way:
S = a+ ie−2φ , T i = bi + ivi , Za = ca + iwa . (2.52)
Their Kahler potentials are given by the same expressions as for Calabi-Yau com-
pactifications coming from the logarithm of the internal volume,
K(1) = − ln
(
4
3
∫
J ∧ J ∧ J
)
, (2.53a)
K(2) = − ln
(
i
∫
Ω ∧ Ω¯
)
, (2.53b)
K(S) = − ln (i (S¯ − S)) . (2.53c)
In addition, the superpotential is obtained from the Gukov-Vafa type formula (2.44),
W =
∫
X
Ω ∧
(
Hˆ + idJ
)
. (2.54)
Even though we are not considering explicit flux, the Hˆ term has to be included in
this formula to correctly incorporate the flux induced by the structure of the half-flat
mirror manifolds (see Eq. (2.51)). For half-flat mirror manifolds and vanishing flux,
this superpotential takes the form,
W = eiT
i , (2.55)
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where the relations (2.48) and (2.51) have been used.
We can easily see that the related four-dimensional vacuum cannot be maximally
symmetric as the F -term equations (2.24) has no solutions. The above dimensional
reduction has been performed despite the absence of a full ten-dimensional solution of
the heterotic equations of motion. In the next chapter, we will remedy this boldness
by showing that background solutions can be found provided that we look at half-BPS
states of the supergravity. The corresponding geometry is given by a warp product
of a domain wall and an internal half-flat manifold. Furthermore, we will show that
domain wall solutions of the four-dimensional supergravity given above can be lift up
to this ten-dimensional solution and, thus, put heterotic half-flat compactification on
solid footings.
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Chapter 3
Domain wall background
geometries
In the previous chapter, we reviewed the standard background geometries leading
to N = 1 supergravity compactification. However, we also realized the difficulties
of flux compactifications due to the lack of known explicit manifolds that fulfill the
required constraints. In addition, with mirror half-flat manifolds, we also encountered
vacuum solutions that lead to perfectly well defined four-dimensional supergravities
without solving the 10-dimensional equations of motion. In this chapter, we would
like to understand the origin of these mirror half-flat manifolds and show that they
satisfy the heterotic equations of motion as long as they are properly fibered over the
external four-dimensional space-time.
To achieve this goal, we need to bypass the constraints of N = 1 supercharges
preserved to exhibit more background solutions than the usual Calabi-Yau and Stro-
minger system. Indeed, the metric decomposition ansatz (2.11) and (2.14) are the
most general ones with four preserved supercharges and maximally symmetric four-
dimensional space. We must therefore relax this condition to find new classes of
solutions. The next to simplest kind of backgrounds are arguably half-BPS super-
symmetric domain walls. Such geometries preserve only two supercharges and are
BPS states of an N = 1 supergravity. We will see that mirror half-flat manifolds fall
into this category as well as Calabi-Yau manifolds with non trivial NS-NS flux. We
will also derive the general conditions for such a class of solutions.
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Why are such solutions which violate four-dimensional Lorentz symmetry inter-
esting? The simple answer is motivated by the existence of compactifications leading
to N = 1 supergravity where the lowest order in α′ flux superpotential in four dimen-
sions leads to a runaway potential for some of the moduli and, therefore, the simplest
solution consistent with this feature is a four-dimensional domain wall. This happens
for the two previously discussed cases of the crude heterotic Calabi-Yau compactifica-
tion with fluxes and mirror half-flat manifolds. In general, world-sheet effects need to
be considered in order to stabilize all moduli. This is typically the case for the dilaton
mode. Therefore, one should phenomenologically requires a four-dimensional maxi-
mally symmetric space only after all relevant effects, including non-perturbative ones,
have been taken into account. When studying 10-dimensional perturbative string so-
lutions, we could allow for more general four-dimensional spaces, keeping in mind the
possibility of a non-perturbative “lift” to a maximally symmetric four-dimensional
space. This allows us to study more general backgrounds than usually considered as
potentially interesting solutions.
Having this in mind, we look for backgrounds that only preserve two supercharges
out of the original sixteen from the ten-dimensional Majorana-Weyl spinor. A clas-
sification of heterotic vacua according to the number of unbroken supercharges has
been achieved in Ref. [52]. The equations of motion impose that the spinor param-
eterizing the supersymmetry transformations is covariantly constant with respect to
the connection (2.5). The aforementioned classification is then based on the sta-
bilizer of such covariantly constant spinor. Two options arise for the case of two
unbroken supercharges: one with stability subgroup SU(4) ⋉ R8 and the other one
with G2. The former has not been found appropriate to a domain wall decompo-
sition of space-time and we will therefore concentrate on the latter. We must thus
consider heterotic compactification on seven-dimensional spin manifolds having G2
structure group. However, we eventually want to make contact with phenomenology
and, consequently, impose that only six dimensions are compact.
In the next section, we will explain the metric ansatz corresponding to this idea.
Thereafter, we will review four-dimensional domain wall solutions of N = 1 super-
gravity on general grounds. This is the basis used to demonstrate the consistency of
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mirror half flat manifolds as solutions of heterotic string theory. This will be shown in
section 3.3 by verifying that the four-dimensional domain walls lift up to the correct
associated ten-dimensional solutions. The last two sections apply the same principles
to more general solutions with fluxes, first with mirror half-flat manifolds and, then,
with Calabi-Yau manifolds.
3.1 Ten-dimensional half-BPS background and do-
main wall ansatz
We start with a ten-dimensional metric ansatz being a warped product of a seven
dimensional manifold Y with a 2+1-dimensional Minkowski space. This is motivated
by the fact that we want a domain wall with a maximally symmetric world volume.
Furthermore, we want only six compact dimensions in order not to depart too much
from phenomenology. This imposes for the seven-dimensional space to decompose as
Y = I ×X , where X is the six-dimensional compact internal manifold and I is some
interval parametrized by y. This leads to the general ansatz
ds210 = e
2∆˜(xm)
(
ηαβ dx
αdxβ + e2∆(x
m)dx3dx3 + gab (x
m) dxadxb
)
, (3.1)
where ∆ and ∆˜ are two warp factors, xα are the domain wall world volume coordinates
with the Minkowski metric ηαβ , the transverse direction is x
3 and the internal space
coordinates xa. The dependence on xm comes from the consideration of Y as a seven-
dimensional manifold and m runs over all the seven-dimensional indices. Our index
conventions are summarized in appendix A. There is thus two pictures to have in mind.
The first one is a metric that decomposes as 10 = 3 + 7 being a warped product of
a Minkowski space in three dimensions and an internal seven-dimensional manifold
Y . The second one is to consider a warped product of a four-dimensional domain
wall with an internal six-dimensional space X corresponding to the decomposition
10 = 4 + 6. Both viewpoints will be useful.
In addition, we want to preserve 2+1-dimensional Lorentz invariance of the domain
wall world volume and demand that the flux parameters are subject to the conditions
HˆαMN = 0 , ∂αφˆ = 0 . (3.2)
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This requirement can still allow a space-filling three-form Hˆαβγ on the domain wall
world volume. However we discard this option to make contact with the flux com-
pactifications we want to consider. For the same reason we will set Hˆ3MN = 0.
We should also provide the ansatz for the spinor ǫ which parameterizes the 10-
dimensional supersymmetry transformations. Since we are interested in solutions
with two preserved supercharges, we should assume the existence of a globally defined
seven-dimensional Majorana spinor η on Y . In analogy with the decomposition of
the metric (3.1), we write
ǫ (xm) = ρ⊗ η (xm)⊗ θ , (3.3)
where θ is an eigenvector of the third Pauli matrix σ3 appearing from dimensional
considerations and ρ is a (constant) Majorana spinor in 2 + 1 dimensions whose
components represent the two preserved supercharges of the supersymmetry. Details
about spinor conventions can be found in appendix A. In what follows it will be useful
to write η in terms of two chiral six-dimensional spinors η± as
η (xm) =
1√
2
(η+ (x
m) + η− (x
m)) . (3.4)
This decomposition corresponds to the seven-dimensional space being Y = I ×X . It
implies the existence of spinors η± on the internal compact six-dimensional manifold.
Before embarking on a detailed analysis of the above ansatz, we would like to draw
a simple conclusion. From the gravitino Killing spinor equation, δψm = 0, together
with Eqs. (2.8a), (2.5) and (3.3) we have
∇(H)m η = 0 . (3.5)
Hence, the internal spinor η is covariantly constant with respect to the connection
with torsion∇(H). Further, for two metrics related by a conformal re-scaling gˆ = e2∆˜g˜,
we have the relation ∇ˆM = ∇˜ + 12ΓMN∂N∆˜ between the two respective Levi-Civita
connections. After a short calculation, the external part of the gravitino Killing spinor
equation, together with Eq. (3.1) leads to
δψα =
1
2
Γα
m∂m∆˜ǫ = 0 . (3.6)
30
Therefore, the warp factor ∆˜ is constant. For convenience, we can set it to zero which
simplifies our metric ansatz (3.1) as follows,
ds210 = ηαβ dx
αdxβ + e2∆(x
m)dy2 + gab (x
m) dxadxb . (3.7)
This concludes our set-up. We will now analyze the resulting solutions using the
formalism of SU(3) (and G2) structures, beginning with the simplest case of vanishing
flux and constant dilaton and, subsequently, considering more general cases. But
before doing so, let us review the general features of four-dimensional supergravity
domain walls which will be necessary for our analysis.
3.2 Four-dimensional domain walls
As a preparation, we would like to discuss the general context of our four-dimensional
solutions, that is the formalism of half-BPS N = 1 supergravity domain walls, mainly
following [53] (but see also [4, 54]). Consider again a four-dimensional N = 1 super-
gravity theory with chiral superfields (AI , χI), Kahler potential K, superpotential
W and gravitino ψµ. The Killing spinor equations are given by the supersymmetry
transformations of the fermionic fields being set to zero. From Eqs. (2.22), we obtain,
i
√
2σµζ¯∂µA
I −
√
2eK/2KIJ
∗
DJ∗W
∗ζ = 0 , (3.8a)
2Dµζ + ieK/2Wσµζ¯ = 0 , (3.8b)
for the gauginos and gravitino transformations respectively. Supersymmetric vacua
are given by solutions of this system of equations. We can easily see that a maximally
symmetric solution must satisfy DIW = 0 andW = 0. However, these can be relaxed
for a domain wall as the fields AI are allowed to have a dependence on the world
volume transverse direction and, thus, allow for more general solutions of (3.8).
Consequently, we should split the coordinates as (xµ) = (xα, y) where α, β, . . . =
0, 1, 2 label the directions longitudinal to the domain wall and y is the transverse
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coordinate1. We should start accordingly with a metric ansatz
ds24 = e
−2B
(
ηαβ dx
αdxβ + dy2
)
, (3.9)
where B = B(y) is a warp factor. In addition, all scalar fields together with the
spinor ζ are functions of y only. The spin connection of this metric is
ω0 = −1
2
B′σ2 , ω1 = −i1
2
B′σ3 , ω2 = i
1
2
B′σ1 , ω3 = 0 . (3.10)
Here, and in the following, we use a prime to denote the derivative with respect to the
transverse direction y to avoid over-clustering the equations. We should also make
an ansatz for the spinor ζ parameterizing the supersymmetry transformations. We
choose it to satisfy the constraint
ζ (y) = σ2ζ¯ (y) , (3.11)
which reduces the number of independent spinor components to two, corresponding
to half-BPS solutions.
We can now plug all the above ansatz into the general Killing spinor equa-
tions (3.8). After a small calculation, and some re-arrangement, we find that they
specialize to
∂yA
I = −ie−BeK/2KIJ∗DJ∗W ∗ , (3.12a)
B′ = ie−BeK/2W , (3.12b)
Im
(
KI∂yA
I
)
= 0 , (3.12c)
2ζ ′ = −B′ζ . (3.12d)
These impose the dependence of the bosonic fields AI and the warp factor B on the
direction transverse to the wall. The last equation (3.12d) will not be discussed as
it gives the normalization of the spinor parameter ζ with respect to y which we are
not concerned about. Solutions of Eqs. (3.12) give us the vacuum geometry of the
four-dimensional effective theories we want to consider.
1This choice of labeling implies that the Pauli matrix σ2 is assigned to x3 whereas σ2 corresponds
to x3. This somewhat confusing designation is made to be consistent with the notations of Ref. [53]
and still be concordant with our ten-dimensional decomposition.
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3.3 Vanishing flux and half-flat compactifications
After this preparatory set up, we would like to present solutions of the heterotic
supergravity equations of motion that enter the class of half-BPS ansatz described
by the metric (3.7). We start by focusing on the specific case of vanishing flux and
constant dilaton, that is
Hˆ = 0 , φˆ = constant . (3.13)
As a first step, we will look at the structure of the 10-dimensional solution. We find
that the six-dimensional internal space X is restricted to be half-flat while the four-
dimensional domain wall is described by Hitchin’s flow equations. These results are
then related to the four-dimensional N = 1 supergravity obtained from compacti-
fications on half-flat mirror manifolds. In particular, within these four-dimensional
effective supergavity theories, we find an explicit half-BPS domain wall solution which
precisely matches the domain wall present in the 10-dimensional geometry. This shows
that heterotic compactifications on half-flat mirror manifolds are indeed consistent in
the sense of there being an associated solution of the full 10-dimensional theory.
3.3.1 The ten-dimensional solution
In the absence of flux, the internal gravitino Killing spinor equation (3.5) reads
∇mη = 0 , (3.14)
where we recall that ∇ is the ordinary Levi-Civita connection. Hence, η is a co-
variantly constant spinor on the seven-dimensional space Y . This implies that the
Levi-Civita connection of Y has holonomy G2 (or smaller) and that its metric must
be Ricci-flat. Of course, it is immediately clear that, in the absence of stress energy,
a product of a 2 + 1-dimensional Minkowski space and a seven-dimensional manifold
with G2 holonomy solves the 10-dimensional Einstein equations.
We can also describe this situation in terms ofG2 structures on Y . (See appendix B
for a brief review on G-structures and torsion classes.) We can think of such a G2
structure as being defined by a three-form ϕ and its (seven-dimensional) Hodge dual
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Φ = ∗7 ϕ on Y . In terms of the spinor η, the components of these forms can be
written as
ϕmnp = −iη†γmnpη , Φmnpq = η†γmnpqη . (3.15)
(Conventions about forms are summarized in appendix A.) The space Y has holonomy
G2 (or smaller) if and only if the G2 structure is torsion-free, that is, if it satisfies
d7 ϕ = d7 Φ = 0 , (3.16)
where d7 is the seven-dimensional exterior derivative. These two equations are indeed
equivalent to the above Killing spinor equations (3.14).
When imposing the constraint of only six compact internal dimensions motivated
by phenomenology, these equations further decompose into the 6 + 1 split of our
metric ansatz (3.7). For this purpose, we introduce a one-form in the direction of the
special coordinate y,
v = e∆dy . (3.17)
Its exterior derivative satisfy,
dv = Υ ∧ v , Υ = d∆ . (3.18)
In terms of the six-dimensions chiral spinors η± defined in (3.4), we can introduce the
following contractions with gamma matrices,
Jab = ∓iη†±γabη± , Ωabc = η†+γabcη− , (3.19)
where the indices are only taken with respect to the internal coordinates. The corre-
sponding forms define an SU(3) structure on the six-dimensional space X for every
fixed value of y. The definition of the G2 structure (3.15) and the spinor decomposi-
tion (3.4) then immediately lead to the well-known relations
ϕ = v ∧ J + Ω− , Φ = v ∧ Ω+ + 1
2
J ∧ J , (3.20)
where Ω± are the real and imaginary parts of Ω = Ω++ iΩ−. These relations express
the G2 structure on Y in terms of the SU(3) structure on the six-dimensional space
X and the one-form v in the y-direction. Overall, it defines an SU(3) structure on
the seven-dimensional space Y .
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The vanishing torsion conditions (3.16) for the G2 structure can be re-written
according to this decomposition,
dΩ− = 0 , (3.21a)
J ∧ dJ = 0 , (3.21b)
dΩ+ = e
−∆J ∧ ∂yJ − Υ ∧ Ω+ , (3.21c)
dJ = e−∆∂yΩ− − Υ ∧ J . (3.21d)
The first two of these equations imply that the SU(3) structure on the six-dimensional
space X is restricted to be half-flat. In terms of torsion classes, a half-flat SU(3)
structure can also be characterized by the following conditions
W1− =W2− =W4 =W5 = 0 . (3.22)
This can be seen by comparison with the general expressions for dJ and dΩ in terms
of torsion classes given in Eqs. (B.18). Here, and in the following, we use subscripts ±
to denote the real and imaginary parts of torsion classes in the same way as we do for
the form Ω. Note that, unlike for Strominger’s class of solutions (2.16), W1 and W2
are non-zero in general and, as a consequence, the manifold X does not necessarily
admit an integrable complex structure. A further comparison between Eqs. (3.21d)
and (3.22) reveals that
Υ = 0 . (3.23)
Hence, the warp factor ∆ is constant and can therefore be conveniently set to zero.
Thus, the background geometry solving the equations of motion (2.7) can be
summarized by the following. First, the 10-dimensional string-frame metric is
ds210 = ηαβ dx
αdxβ + dy2 + gab
(
y, xd
)
dxadxb . (3.24)
This comes from the metric ansatz (3.7) and the condition (3.23). Then, gab must be
a metric associated to a half-flat SU(3) structure given by forms J and Ω. Finally,
from Eqs. (3.21c) and (3.21d), the y-dependence of this SU(3) structure is described
by Hitchin’s flow equations [27],
dΩ+ = J ∧ ∂yJ , dJ = ∂yΩ− . (3.25)
35
We should note that these flow equations do not guarantee for the volume of the
internal manifold to be bounded nor to remain large everywhere in y. However, we
ignore such issues in our present analysis as we don’t consider the domain wall to
be the “final” solution. From a physics point of view, the metric (3.24) should be
interpreted as a product of a six-dimensional half-flat space X with metric gab and
a four-dimensional domain wall with world-volume coordinates xα and transverse
direction y. This shows that half-flat spaces can indeed be considered as solutions of
the heterotic string provided that they are “paired up” with an external domain wall
solution rather than a maximally symmetric four-dimensional space-time.
The existence of these solutions justifies heterotic compactifications on half-flat
manifolds, as carried out in Refs. [22–25, 55, 56], and suggests the existence of half-
BPS domain wall solutions in the associated four-dimensional N = 1 supergravity
which should match the domain wall part of the metric (3.24). We will now verify
this picture explicitly. The effective four-dimensional N = 1 theories which originate
from such compactifications has been reviewed in chapter 2. It is left to find explicit
half-BPS domain wall solutions of these supergravity theories and show that they
match the 10-dimensional solutions just obtained.
3.3.2 The four-dimensional solution
Having established the vacuum geometry from a ten-dimensional point of view, we
need to check that the corresponding four-dimensional theory has a compatible vac-
uum solution. Thus, we would like to solve the domain wall Killing spinor equations
(3.12) for the specific supergravity theories obtained from compactification on half-
flat mirror manifolds. We recall that the (chiral) superfields of these theories consist
of (AI) = (S, T i, Za). They are split up according to their real and imaginary parts
S = a+ ie−2φ , T i = bi + ivi , Za = ca + iwa . (3.26)
In addition, the corresponding Kahler potentials and the superpotential are given
by Eqs. (2.53) and (2.55), respectively. In the following, we will make use of the
properties of the moduli space geometry summarized in appendix C.
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It is not difficult to see by inspection that the superpotential needs to be purely
imaginary as a consequence of the second equation (3.12b). This implies,
biei = 0 . (3.27)
It then follows that the right-hand side of (3.12a) is purely imaginary as well. This
implies that the real parts of all superfields must be constant,
a ∼ bi ∼ ca ∼ constant . (3.28)
Eq. (3.12c) becomes thus trivial. By comparing the first equation (3.12a) for the
dilaton S with the second equation (3.12b), we find that B′ = φ′. So, without loss of
generality, we can set
B = φ . (3.29)
Having established this, we can work out the flow equations for the remaining imagi-
nary parts. First, we can re-write Eq. (3.12a) for the S, T i and Za fields respectively,
φ′ = −3
2
1√
KK˜
ImW , (3.30a)
Ki
(K′
K + 2φ
′
)
−K′i = −2
√K
K˜ei , (3.30b)
K˜a
(
K˜′
K˜ + 2φ
′
)
− K˜′a = 0 . (3.30c)
Here, K = Kijkvivjvk is the Kahler moduli pre-potential where Kijk are the inter-
section numbers of X and Ki = Kijkvjvk. Analogously, for the complex structure
module, the pre-potential is given by K˜ = K˜abcwawbwc with the intersection numbers
K˜abc of the mirror Calabi-Yau X˜ (see appendix C for details). The last two equations
have been obtained by multiplying (3.12a) on the left by the adequate Kahler metric
and writing everything explicitly in terms of the pre-potentials. Eqs. (3.30) can still
be simplified further. We can contract (3.30b) with vi and compare it to (3.30a).
We can also contract (3.30c) with wa to find an expression for φ′ in terms of K˜ and
K˜′ which we then plug back into (3.30c). This gives the following set of equations
completely equivalent to the system (3.30),
φ′ = −1
2
K′
K , Kij∂yv
j =
√K
K˜ei , ∂yw
a = −2φ′wa . (3.31)
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They can easily be integrated. For this purpose, let us define a new coordinate
corresponding to a rescaling by the dilaton,
dy˜ = e2φdy . (3.32)
We can thus find solutions of the set of equations (3.31), we obtain,
K = K0e−2φ , Ki = 2
√
K0
K˜ (k)eiy˜ +K0i , w
a = kae−2φ , (3.33)
where K0, K0i and ka are integration constants and K˜(k) denotes the complex struc-
ture pre-potential as a function of the ka. To find the explicit solution in terms of
the Kahler moduli vi, one has to invert the relations
Ki = Kijkvjvk , (3.34)
which can only be done on a case by case basis. This concludes our analysis of the four-
dimensional background geometry and we now turn on to show the correspondence
between the four- and the ten-dimensional solutions.
3.3.3 Comparison between ten and four dimensions
We would like to show that the four-dimensional domain wall (3.31) indeed matches
our 10-dimensional solution (3.24) in a way similar to what happens in the context
of type IIA [57, 58]. We start by re-writing the four-dimensional domain wall Killing
spinor equations (3.31) in term of 10-dimensional language by introducing the fields
Z0 and φˆ. To this end, we insert the following definitions,
K = (Z0)2 K˜ , φˆ′ = φ′ + 1K′
2K . (3.35)
From a four-dimensional point of view it can be understood as a field re-definition
whereas, from a 10-dimensional point of view, the first of these arises from the com-
patibility relation (B.14) while the latter is simply the definition of the dilaton (2.49).
It is straightforward to see that the four-dimensional domain wall equations (3.31)
are equivalent to the following,
φˆ′ = 0 , Kij∂yvj = Z0ei ,
(Z0ωa)′ = 0 . (3.36)
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It is also useful to recall from Eqs. (3.27) and (3.28) the constraints these equations
imply on the real parts of the superfields, namely
a ∼ bi ∼ ca ∼ constant , biei = 0 . (3.37)
We can now turn to the 10-dimensional solution (3.24) and show that it corresponds
to the above system. To do this, we insert the defining relations of mirror half-flat
manifolds (2.48) into Hitchin’s flow equations (3.25). We can easily see that the first
flow equation for J gives,
Kij∂yvj = Z0ei , (3.38)
which is equivalent to the corresponding domain wall equation in (3.36). From the
second Hitchin flow equation, we obtain three equations,
Z0ωa = constant , ca = constant , viei = 1
6
(
Z0K˜
)′
, (3.39)
which correspond to the components of the basis three-forms αa, β
a and β0, re-
spectively. The first two equations are identical equations in (3.36) and (3.37).
The third one does not provide any more information as it is a contracted version
of (3.38) together with the condition Z0ωa = constant and the compatibility relation
K = (Z0)2 K˜. It simply tells us that the flow equations are compatible with the rela-
tion (B.14) between the SU(3) structure forms J and Ω. Finally, we need to realize
that the last conditions in (3.36) and (3.37) ensure the vanishing of Hˆ and a constant
dilaton φˆ from a 10-dimensional point of view.
The set of four-dimensional equations (3.31) and (3.37) are, thus, completely
equivalent to the set of ten-dimensional equations (3.38) and (3.39). This means that
the four-dimensional domain wall solution of the effective supergravity can be lifted
up to the corresponding 10-dimensional flow equations.
39
3.4 Non-vanishing flux and half-flat compactifica-
tions
We will now extend the discussion of the previous section by including non-vanishing
NS-NS flux as well as a non-constant dilaton. First, we derive the corresponding
generalization of Hitchin’s flow equations from the 10-dimensional perspective. Then,
we discuss the relation to domain wall solutions in the four-dimensional effective
supergravity compactified on mirror half-flat manifolds.
3.4.1 The ten-dimensional solution
As before, we begin by working out the constraints on the G2 structure of the seven-
dimensional space Y . The starting point is the seven-dimensional part of the gravitino
Killing spinor equation and the dilatino Killing spinor equation. From (2.8a) and
(2.8b) they read
∇mη = −1
8
Hˆmη , (3.40a)
 ∇φˆ η = − 1
12
Hˆ η . (3.40b)
We proceed in the usual way by multiplying the above equations and their hermitian
conjugates with anti-symmetrised products of gamma matrices times η or η† in order
to obtain equations for tensors as described at the end of appendix A. With the
definitions (3.15) of the G2 structure forms ϕ and Φ, this leads to the following set of
equations
4∇[mφˆ ϕnpq] = −3Hˆv[mnϕpq]v + 1
12
ǫmnpqrstHˆ
rst (3.41a)
∇mϕnpq = 3
2
Hˆms[nϕpq]
s (3.41b)
∇[mφˆ Φnpqr] = Hˆs[mnΦpqr]s (3.41c)
∇mΦnpqr = −2Hˆms[nΦpqr]s (3.41d)
ǫmnpqrst∇tφˆ = −10Hˆ[mnpϕqrs] (3.41e)
Hˆ[mnpΦqrst] = 0 . (3.41f)
We can further contract them with the basis of the co-tangent space to obtain dif-
ferential forms [52, 59, 60]. A combination of the first two equations, the third with
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the fourth and the last two equations on their own, they can then be written in the
following manner
d7ϕ = 2d7φˆ ∧ ϕ− ∗7 Hˆ (3.42a)
d7Φ = 2d7φˆ ∧ Φ (3.42b)
∗7 d7φˆ = −1
2
Hˆ ∧ ϕ (3.42c)
0 = Hˆ ∧ Φ , (3.42d)
where ∗7 and d7 are the seven-dimensional Hodge star and exterior derivative, re-
spectively. The first two of these equations characterize the G2 structure on Y and
are the generalization of the torsion-free conditions (3.16) which appeared in the case
without flux. The last two equations are constraints for the flux and the dilaton.
From these results, we can deduce the structure of G2 torsion classes X1, . . . ,X4.
By comparing with the general relations (B.9), it follows that X1 = X2 = 0. The class
X3 is determined by the corresponding component of the flux Hˆ and the class X4 by
the derivative d7φˆ of the dilaton and the corresponding component of Hˆ. In other
terms, this means that the G2 structure is integrable and conformally balanced [59].
We can now split up these equations into 6 + 1 dimensions and express them in
terms of the SU(3) structure on X . Since we are motivated by compactifications to
four dimensions and to simplify matters, we set all remaining components of the flux
breaking four-dimensional Lorentz symmetry to zero, that is,
Hˆ3mn = 0 . (3.43)
We recall that the relation between G2 and SU(3) structures is given by Eq. (3.20).
Using these relations in (3.42) and splitting up the resulting equations accordingly,
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we find the following constraints on the SU(3) structure forms,
dΩ− = 2dφˆ ∧ Ω− (3.44a)
dJ = e−∆Ω′− − 2e−∆φˆ′Ω− + 2dφˆ ∧ J − J ∧ Υ − ∗Hˆ (3.44b)
J ∧ dJ = J ∧ J ∧ dφˆ (3.44c)
dΩ+ = e
−∆J ∧ J ′ − e−∆φˆ′J ∧ J + 2dφˆ ∧ Ω+ + Ω+ ∧ Υ (3.44d)
∗dφˆ = −1
2
Hˆ ∧ J (3.44e)
e−∆φˆ′ ∗ 1 = −1
2
Hˆ ∧ Ω− (3.44f)
0 = Hˆ ∧ Ω+ , (3.44g)
where the Hodge star and the exterior derivative now refer to six dimensions. We also
recall that Υ = d∆ is the exterior derivative of the warp factor ∆. A quick calculation
allows to find its value. Taking the Hodge star dual of Eq. (3.44e), we find
J¬ ∗ Hˆ = 2dφ , (3.45)
where we used the relation (A.11). Knowing that 2W4 = J¬ dJ by definition (B.18),
we can conclude that the contribution from ∗Hˆ to the torsion class W4 is given by
dφ and, comparing (3.44b) and (B.18), that Υ = 0. Therefore, matching up the first
four of these equations with the general expressions for dJ and dΩ in Eq. (B.18), we
find that the torsion classes are constrained by
W1− =W2− = 0 , 2W4 =W5 = 2dφˆ , (3.46)
and arbitrary otherwise. We can compare this result with the constraints (2.16) char-
acterizing Strominger’s class of solutions. The only difference is that W1+ and W2+
can be non-zero and, as a consequence, the six-dimensional space X , while still having
an almost complex structure, does no longer need to be complex. Furthermore, since
W4 andW5 are non-vanishing and proportional to the dilaton, the SU(3) structure is
mildly more general than that for half-flat manifolds. We will refer to this structure
as generalized half-flat.
Having established that Υ = 0, we can set the warp factor ∆ to zero without loss
of generality and, as before, the 10-dimensional metric for our solution becomes
ds210 = ηαβdx
αdxβ + dy2 + gab
(
y, xd
)
dxadxb . (3.47)
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Here, for every value of the y coordinate, gab is the metric associated to the SU(3)
structure with torsion classes satisfying (3.46) and with y-dependence governed by
dΩ+ = J ∧ J ′ − φˆ′J ∧ J + 2dφˆ ∧ Ω+ (3.48a)
dJ = Ω′− − 2φˆ′Ω− + 2dφˆ ∧ J − ∗Hˆ , (3.48b)
where we recall that a prime means derivative with respect to y. These are the
generalizations of Hitchin’s flow equations (3.25) in the presence of non-zero NS-NS
flux and, again, we should note that these flow equations do not guarantee a well
behaved domain wall everywhere in y. As a consistency check, we can assume that
all fields are y-independent. In this case, we indeed recover the standard equations
of the Strominger system for maximally symmetric four-dimensional backgrounds
preserving four supercharges (2.15), as we should.
3.4.2 The four-dimensional solution
We would now like to discuss the above solutions from the viewpoint of the effective
four-dimensional supergravity. In section 2.4.2, we have reviewed the structure of the
four-dimensional theory resulting from compactification on half-flat mirror manifolds
X with vanishing Hˆ flux. Here, we want to perform the same dimensional reduction
ansatz including non-trivial NS-NS flux and find the domain wall equations. This
will enable us to show in the next subsection that the resulting vacuum geometry still
lifts up to the ten-dimensional theory.
For this purpose, we will continue to assume that the internal manifold is described
by the mirror half-flat properties (2.47). Hence, the superfields of the four-dimensional
supergravity theory are still given by (S, T i, Za). The only difference comes from the
NS-NS zero-mode expansion which now reads,
Hˆ = H + dbi ∧ ωi + bidωi + ǫaβa + µaαa , (3.49)
where we introduce the electric flux ǫa and the magnetic flux µ
a. The Kahler potential
remains the standard one as given in Eq. (2.53). However, the superpotential is now
modified since it contains the additional contribution due to the flux. It can still be
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obtained from the heterotic Gukov-Vafa formula (2.44) which gives,
W = eiT
i + ǫaZ
a + µaGa (Z) , (3.50)
where Ga(Z) are the derivatives of the pre-potential (see appendix C). We have also
set Z0 = 1 for simplicity since the four-dimensional supergravity is independent of
this field.
To find the domain wall equations, we can follow the same general set-up as in the
previous section. We can start with the domain wall Killing spinor equations (3.12)
and, as before, look at the real and imaginary parts of the fields,
S = a+ ie−2φ , T i = bi + ivi , Za = ca + iwa . (3.51)
Again, we can conclude by comparing the first equations (3.12a) for the dilaton S
with the second equation (3.12b) that the warp factor B in the metric ansatz (3.9) is
determined by the dilaton
B = φ . (3.52)
Furthermore, the superpotential must be purely imaginary and the real parts of the
superfields S and T i must be constant as before. However, the real parts of the
superfields Za are not constant as Da∗W
∗ is not real (zero) anymore. Thus, we find
for the real parts,
a ∼ bi ∼ constant , ∂yca = −
√
K˜
Kµ
a , (3.53)
where the condition for ∂yc
a follows straightforwardly from the real part of the flow
equation (3.12a) for Za. It implies that Eq. (3.12c) is not trivial as opposed to
the fluxless case. Combining the resulting equation with the condition of a purely
imaginary superpotential, we obtain
biei + ǫac
a =
1
2
K˜abccacbµc , K˜aµa = 0 . (3.54)
They represent non-trivial constraints for the flux parameters that must be satisfied
in order for our scenario to take place. The remaining equations for the imaginary
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parts of the superfields are given by,
φ′ = −3
2
1√
KK˜
ImW , (3.55a)
Ki
(K′
K + 2φ
′
)
−K′i = −2
√K
K˜ei , (3.55b)
K˜a
(
K˜′
K˜ + 2φ
′
)
− K˜′a = −2
√
K˜
K
(
ǫa − K˜abccbµc
)
. (3.55c)
The equation for the dilaton can be re-written in a slightly more fashionable way. By
contracting the two equations (3.55b) and (3.55c) with vi and wa respectively and
using the result back into the dilatino equations, we obtain,
2φ′ = −1
4
(
K′
K +
K˜′
K˜
)
. (3.56)
It is easy to see that, for vanishing ǫa and µ
a fluxes, these equations reduce to the
previous ones (3.31).
3.4.3 Comparison between ten and four dimensions
As before, we would like to show that this four-dimensional domain wall indeed
matches our 10-dimensional solution. For clarity, let us rewrite the relevant Killing
spinor equations (3.44) in terms of the mirror half-flat manifolds definition (2.47).
First, we should note that the relations for the basis forms ωi and α0 together with
Eqs. (3.44a), (3.44c) and (3.44e) imply that
dbi = dφˆ = 0 . (3.57)
This comes from the fact that we assume our internal space to be genuine half-flat
manifolds and not have the slightly generalized half-flat torsion classes (3.46). This
restriction is necessary for simplicity as the structure of effective four-dimensional
fields for non vanishing W4 and W5 torsion classes is more complicated (we refer the
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reader to table 2.1). Therefore, we are left with the Killing spinor equations
Ω′− = 2φˆ
′Ω− + dJ + ∗Hˆ , (3.58a)
J ∧ J ′ = φˆ′J ∧ J + dΩ+ , (3.58b)
2φˆ′ ∗ 1 = Ω− ∧ Hˆ , (3.58c)
0 = Ω+ ∧ Hˆ . (3.58d)
Let us also remind that the warp factor has been set to zero ∆ = 0.
We can now expand these equations on the basis {ωi} and {αA, βA} to obtain
explicit equations for the moduli fields. For this, we insert the respective expan-
sions (2.46) and (3.49) of the Kahler form J , the complex structure Ω and the NS-NS
field Hˆ into the above Killing spinor equations (3.58). The calculation is a bit tedious
due to the Hodge ∗ operator (how to compute this term is explained in appendix C).
First, we can easily deduce the two constraints,
biei + ǫac
a =
1
2
K˜abccacbµc , K˜aµa = 0 , (3.59)
from the α0 component of (3.58a) together with (3.58d). Then, the real parts of the
moduli obey the following flow equations,
a ∼ bi ∼ constant , ∂yca = − 1Z0µ
a . (3.60)
It comes from the NS-NS flux ansatz (3.2) and (3.43), and, for the last equation, we
contract the αa component of (3.58a) with K˜abccc and compare it to the βa component
of the same equation (3.58a). Finally, we can write the flow equations for the dilaton
and the imaginary parts of the moduli,
1
2
K′i − φˆ′Ki = Z0ei , (3.61)
1
2
(
∂yZ0
Z0 −
K˜′
K˜
)
K˜a + K˜′a =
2
Z0
(
ǫa − K˜abccbµc
)
, (3.62)
3∂yZ0
4Z0 +
K˜′
4K˜ = φˆ
′ . (3.63)
The first equation comes from Eq. (3.58c) compared to the contraction of the αa
component of (3.58a) with wa. The second equation is simply (3.58b). Finally,
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the last equation is the αa component of (3.58a) with a bit of rearranging. These
are the exhaustive set of constraints found to be equivalent to the Killing spinor
equations (3.48) for mirror half-flat manifolds with NS-NS flux.
Again, it is now easy to see the correspondence between the four-dimensional
domain wall equations and the 10-dimensional ones. For this, we need to insert the
10-dimensional relations
K = (Z0)2K˜ , φˆ′ = φ′ + 1K
′
2K , (3.64)
into one or the other set of equations. It is straightforward to see that it will lead
to equivalent equations. This means that the four-dimensional supergravity theory
obtained from compactification on mirror half-flat manifolds with flux do indeed lift
up to the correct ten-dimensional solutions.
3.5 Calabi-Yau with flux and domain wall solu-
tions
It is interesting to realize that our flow equations (3.48) imply the existence of an
exact solution which involves Calabi-Yau manifolds and non-vanishing Hˆ-flux. In this
solution, the flux stress-energy in the Einstein equations (2.7), instead of deforming
away from a Calabi-Yau space, leads to a non-trivial variation of the moduli as one
moves in the direction transverse to the domain wall. The full seven-dimensional
manifold has G2 structure with a non-vanishing Ricci tensor, while, at the same time,
the six-dimensional fibers remain Ricci-flat at each fixed point in the coordinate y.
The goal of this section is to present this solution in details.
3.5.1 The ten-dimensional solution
Let us first derive the ten-dimensional Killing spinor equations. Calabi-Yau manifolds
are characterized by the property dJ = 0 and dΩ = 0. Inserting this back into the
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generalized flow equations (3.48), we find
J ∧ J ′ = φˆ′J ∧ J , (3.65a)
Ω′− = 2φˆ
′Ω− + ∗Hˆ , (3.65b)
2φˆ′ ∗ 1 = Ω− ∧ Hˆ . (3.65c)
A Calabi-Yau manifold X with moduli varying along y as dictated by the above flow
equations will then be a solution of the Einstein equations (2.7). To satisfy the full
system of equations of motion, we also have the constraints on the flux Hˆ and the
dilaton φˆ. From Eqs. (3.44), they can be written as
dφˆ = 0 , Hˆ ∧ J = 0 , Hˆ ∧ Ω+ = 0 . (3.66)
We observe that these are the same characteristics as for the case of mirror half-flat
manifold with flux.
We can now deploy the full range of Calabi-Yau moduli space technology to solve
these differential equations for the various moduli fields. In principle, this amounts
to taking the limit ei = 0 in our previous general discussion of section 3.4. However,
for the sake of clarity, we will repeat the required steps here. We recall the standard
expansion of the Kahler form and the complex structure,
J = viωi , Ω = ZAαA − GAβA , (3.67)
in terms of harmonic two-forms {ωi} and harmonic three-forms {αA, βB} on the
Calabi-Yau manifold X . We have as well the expansion of the NS-NS flux,
Hˆ = ǫaβ
a + µaαa . (3.68)
This will satisfy the second constraint of (3.66) from the property of the basis forms.
We also recall that we have set all components of Hˆ breaking four-dimensional Lorenz-
invariance to zero, that is, HˆµMN = 0. This implies the axions a and b
i have to be
constant. The y-dependence of the remaining moduli vi and ZA is determined by the
flow equations (3.65) and can be explicitly obtained by inserting the above expansions
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for J , Ω and Hˆ and looking at the coefficients of each basis forms separately. Working
in the large complex structure limit, we find for the complex structure moduli
∂yc
a = − 1Z0µ
a , K˜′a =
2
Z0
(
ǫa − K˜abccbµc
)
, (3.69)
and for the dilaton and the Kahler moduli
φˆ′ =
K˜′
K˜ , φˆ
′ =
∂yZ0
Z0 , φˆ
′ =
∂yv
i
vi
. (3.70)
We should point out that the y-dependence of J and Ω implied by these solutions is
consistent with the SU(3) structure compatibility relations (B.14). Finally, we also
have the conditions coming from the third constraint of (3.66) together with the α0
component of the Ω′− equation,
K˜aµa = 0 , ǫaca = 1
2
K˜abccacbµc . (3.71)
They are constraints on the flux parameters and the different integration constants
of the previous flow equations.
We can integrate the above differential equations in term of the new rescaled
variable
dy = Z0dy˜ . (3.72)
We find for the complex structure moduli,
ca = −µay˜ + Ca , (3.73)
K˜a = K˜abcµbµcy˜2 + 2
(
ǫa − K˜abcµcCb
)
y˜ + K˜0a , (3.74)
where Ca and K˜0a are integration constants. This then determines the dilaton and,
therefore, the Kahler moduli vi and the Z0 field,
K˜ ∼ eφˆ , Z0 ∼ eφˆ , vi ∼ eφˆ . (3.75)
Finally, we have the constraints (3.71) on the flux parameters. When plugging the
solution back into it, they turn out to be equivalent to the following. First, the flux
parameters µa are constrained by
K˜abcµaµbµc = 0 . (3.76)
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Then, the integration constants Ca must be chosen such that
ǫaµ
a = K˜abcµaµbCc , (3.77)
ǫaCa = 1
2
K˜abcµaCbCc . (3.78)
This could turn out to be non-trivial conditions on ǫa as it might not be possible
to choose the constants Ca satisfying the above conditions for any flux parameters.
The analysis should be carried on on a case by case basis with explicit intersection
numbers. Finally, we also have the condition
K˜0aµa = 0 , (3.79)
on the K˜0a integration constants which can always be satisfied by choosing the con-
stants to vanish. Hence, provided that the fluxes and the integration constants satisfy
the above non-trivial constraints, we find indeed a Calabi-Yau domain wall solution.
3.5.2 The four-dimensional solution
As before, we now relate this 10-dimensional Calabi-Yau domain wall solution to
the four-dimensional supergravity obtained by compactification on the corresponding
Calabi-Yau manifold with flux. The module fields in this four-dimensional supergrav-
ity are as usual,
S = a+ ie−2φ , T i = bi + ivi , Za = ca + iwa , (3.80)
and the superpotential is given by the Gukov-Vafa formula (2.44),
W = ǫaZ
a + µaGa (Z) . (3.81)
In the same way as in section 3.4, the domain wall Killing spinor equations (3.12) tell
us that the real parts of the superfields satisfy
a ∼ bi ∼ constant , ∂yca = −
√
K˜
Kµ
a . (3.82)
Again, the warp factor of the metric ansatz (3.9) can be set to B = φ and we have
the constraints from the superpotential being purely imaginary,
K˜aµa = 0 , ǫaca = 1
2
K˜abccacbµc . (3.83)
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For the imaginary parts, we have from (3.12a) evaluated for the (S, T i, Za) fields
respectively,
Ki
(K′
K + 2φ
′
)
−K′i = 0 , (3.84)
K˜a
(
K˜′
K˜ + 2φ
′
)
− K˜′a = −2
√
K˜
K
(
ǫa − K˜abccbµc
)
, (3.85)
−1
4
(
K′
K +
K˜′
K˜
)
= 2φ′ . (3.86)
However, this can be simplified further. Contracting the third equation with vi, we
realize that K′ = −6φ′K. This can then be plugged back into every equations to
reduce the system in the following form,
φ′ = −1
2
K˜′
K˜ , K˜a∂yw
a =
√
K˜
K
(
ǫa − K˜abccbµc
)
, ∂yv
i = −2φ′vi . (3.87)
We note that this corresponds to Eqs. (3.55) in the limit where the half-flat flux
parameters vanish, that is, ei = 0.
The matching of these four-dimensional flow equations with the ten-dimensional
ones (3.65) can be worked out in the same way as before, namely by inserting the
definitions
K = (Z0)2 K˜ , φˆ′ = φ′ + 1K′
2K . (3.88)
Hence, we conclude that the four-dimensional domain wall solution is identical, upon
up-lifting, to the 10-dimensional Calabi-Yau domain wall solution.
We should note that for the case of vanishing magnetic flux µa = 0, the above
equations reduce to
a ∼ bi ∼ ca ∼ const , ǫaca = 0 , (3.89)
for the real parts, and
φ′ = −1
2
K˜′
K˜ , K˜ab∂yw
a =
√
K˜
Kǫa , ∂yv
i = −2φ′vi , (3.90)
for the imaginary parts. These equations are “mirror-symmetric” to (3.31) under the
following correspondence
{
vi, Kijk, ei
}←→ {wa, K˜abc, ǫa} (3.91)
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and can, therefore, be integrated in the same way. This fact is not surprising and re-
flects the original construction of half-flat mirror manifolds [51] as type II mirror duals
of Calabi-Yau manifolds with electric NS flux. In the present context, it suggests a
symmetry between heterotic Calabi-Yau compactifications with electric NS flux and
heterotic compactifications based on the associated half-flat mirror manifolds.
This closes the discussion of this chapter about the consistency of the dimensional
reduction of heterotic string theory compactified on backgrounds preserving only two
supercharges. In the next chapter, we will build explicit geometries that fulfills the
aforementioned properties.
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Chapter 4
Nearly-Kahler homogeneous spaces
compactification
In this chapter, we would like to illustrate the previous result about mirror half-
flat compactifications with some explicit examples. In particular, this will allow us to
study the gauge sector which has been neglected so far. The presence of gauge bundles
is one of the distinctive features of heterotic string compactification and is responsible
for many of the physically interesting properties as well as technical complications.
For Calabi-Yau compactifications, the internal metric is not known explicitly and
conclusions about gauge bundles are drawn using techniques from algebraic geometry.
When working with fluxes and non-Calabi-Yau geometries, the internal manifolds are
non-Kahler and, in the context of the previous chapter, non-complex as well. This
renders the use of algebraic geometry not straightforwardly useful or, at worse, futile.
One way to circumnavigate this difficulties is to work with manifolds whose metrics
are known explicitly. This is the strategy adopted in this chapter.
For this purpose, we will first introduce the class of manifolds that will be used,
namely the six-dimensional homogeneous spaces SU(3)/U(1)2, Sp(2)/SU(2)× U(1)
and G2/SU(3). They have this advantage that their metric can be calculated explic-
itly. We will derive the relevant properties and show that they satisfy the structure
of half-flat mirror manifolds to justify them being solutions of heterotic string theory.
Thereafter, we will describe vector bundle constructions over such spaces and give
some explicit examples satisfying the heterotic supergravity constraints.
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4.1 Coset space geometry
We start with a short review of the general formalism used in the construction of
homogeneous manifolds. This formalism is well established [61–68], so we will be
brief and let the interested reader refer to the appendix D where we present a more
detailed analysis on this subject. Here, we only outline the general strategy and
collect the relevant formulas necessary to compute the required geometrical data.
Let G be a Lie-group and H a sub-Lie group of G. The coset space G/H is defined
as the set of left cosets which arise from the equivalence relation,
g ∼ g′ ⇔ g−1g′ = h , (4.1)
where g and g′ are elements of G and h is an element of H . We should think about the
group G as a principal bundle G (G/H,H) with base space G/H and fibers given by
the orbits of H . This picture will be useful later when we consider the construction
of vector bundles. In order to get an explicit description of the coset space, we can
choose a representative for each cosets. It corresponds to a section of the principal
bundle G and, using the exponential map, it can be written for the coordinates x as,
L (x) = exp (xaKa) , (4.2)
where Ka are the generators of the Lie algebra of G which are not generators of the
Lie algebra of H . (More details about our conventions can be found in appendix D.)
Following a procedure similar to the one leading to left-invariant one forms on a
Lie-group, we can define non-singular one-forms on G/H as,
L−1dL = eaKa + ε
iHi , (4.3)
where d is the exterior derivative on G/H and Hi are the generators of the Lie-algebra
of H . From hereon, our convention is to have coset indices a, b, c, . . . running over
values 1, . . . , 6 and indices i, j, k, . . . , which label the generators of the sub-group H ,
range from 7, . . . , dim(G). (Index conventions are summarized in appendix A.) The
right-hand side of this equation corresponds to the expansion of L−1dL on the Lie-
algebra of G and defines the one-form “coefficients” ea and εi. The exterior derivative
54
of these forms follows from the Maurer-Cartan structure equations,
dea = −1
2
f abc e
b ∧ ec − f aib εi ∧ eb , (4.4a)
dεi = −1
2
f iab e
a ∧ eb − 1
2
f ijk ε
j ∧ εk . (4.4b)
The geometrical structures of coset spaces can then be written in terms of these
one-forms. For six-dimensional manifolds and with suitable coefficients, it means for
the SU(3) structure,
g = gab e
a ⊗ eb , (4.5a)
J =
1
2
Jab e
a ∧ eb , (4.5b)
Ω =
1
3!
Ωabc e
a ∧ eb ∧ ec . (4.5c)
However, the one-forms ea are not left-invariant and nothing ensures in general that
the above structure is well-defined everywhere on the coset. To this end, we must
impose for the above combinations of ea to lead to left-invariant objects. The relation
gL (x) = L (x′) h , (4.6)
allows to compute the transformations of ea under the left-action of g. This equation
simply follows from the definition of the coset. The “gauge transformation” with
h on the right-hand side accounts for the fact that the group action, while leading
to an element in the coset represented by L(x′), does not necessarily give the cho-
sen representative L(x′). Looking at infinitesimal transformations, Eq. (4.6) allows
us to compute transformations of the SU(3)-structure. Imposing such infinitesimal
transformations to vanish gives the conditions,
f
c
i(a gb)c = 0 , f
c
i[a Jb]c = 0 , f
d
i[a Ωbc]d = 0 , (4.7)
on the SU(3) structure coefficients in order for it to be left invariant and, therefore,
well-defined everywhere.
Finally, we see that ea plays the role of vielbein and, so, the Levi-Civita connection
can be calculated from the standard relations,
dea + ωab ∧ eb = 0 , ωab = −ωba . (4.8)
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This allows to compute the Euler form γ (TX) which is a function of the Riemann
curvature two-form. From the generalized Gauss bonnet theorem [69],
χ (X) =
∫
X
γ (TX) , (4.9)
where χ is the Euler number, we can calculate the volume of G/H . Indeed the right-
hand side of (4.9) is a top form and, therefore, proportional to the volume. From
this, we can write
V = ̺−1 χ , (4.10)
for the appropriate coefficient ̺ which, knowing χ, can be calculated from (4.9).
4.2 Six-dimensional nearly-Kahler coset manifolds
In this section, we would like introduce the particular six-dimensional manifolds
on which we compactify heterotic string theory. We simply apply the formalism
developed in the previous section to special cases, mainly following the results of
Refs. [29, 30]. Vector bundles and gauge connections on these manifolds will be dis-
cussed in the following section.
It is known [70] that precisely four six-dimensional spaces within this class are
half-flat manifolds, namely the cosets SU(3)/U(1)2, Sp(2)/SU(2)× U(1), G2/SU(3)
and SU(2)× SU(2). Since the last example SU(2)× SU(2) is less suited for bundle
constructions, it will not be discussed explicitly and we will focus on the first three
cases. We will see that the torsion classes of these manifolds satisfy the half-flat
constraints (2.45) and are, in fact, somewhat more special in a way that is referred
to as “nearly Kahler” in the literature. In practice, we will systematically construct
an explicit set of forms on these spaces which satisfy the relations (2.47) for half-flat
mirror manifolds. This has been first exposed by House and Palti for the SU(3)/U(1)2
case [71, 72]. We will also present the corresponding families of G-invariant SU(3)
structures and their torsion classes. To avoid cluttering the main text, the relevant
group-theoretical information, such as generators and structure constants, has been
collected in appendix D.
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4.2.1 SU(3)/U(1)2
We choose the usual Gell-Mann matrices for the SU(3) generators TA, however, re-
labeled in such a way that the coset generators, corresponding to the non-diagonal
Gell-Mann matrices, carry indices from 1 to 6. The resulting generators and struc-
ture constants are given in appendix D. Solving Eq. (4.7) shows that the most general
SU(3)-invariant metric takes the form
ds2 = R21
(
e1 ⊗ e1 + e2 ⊗ e2)+R22 (e3 ⊗ e3 + e4 ⊗ e4)+R23 (e5 ⊗ e5 + e6 ⊗ e6) (4.11)
where R1, R2 and R3 are arbitrary real parameters representing the moduli. The
corresponding G-invariant structure (J,Ω) is given by the forms,
J = −R21 e12 +R22 e34 − R23 e56 (4.12a)
Ω = R1R2R3
((
e136 − e145 + e235 + e246)+ i (e135 + e146 − e236 + e245)) . (4.12b)
By computing the metrics associated to this family of SU(3) structures, one can verify
that the moduli R1, R2 and R3 are indeed identical to the ones appearing in (4.11).
In general, G-invariant forms are spanned by the following set of basis elements
for two- and three-forms:
{
e12 , e34 , e56
}
,
{
e136 − e145 + e235 + e246 , e135 + e146 − e236 + e245} .
(4.13)
It is worth noting that there is no G-invariant one-forms nor five-forms. With a
suitable re-definition, we can find a more convenient basis to unveil the structure
of mirror half-flat manifold. We introduce the following linear combinations of G-
invariant two-, three- and four-forms,
ω1 = − 1
2π
(
e12 +
e34
2
− e
56
2
)
ω˜1 =
4π
3V⊙
(
2 e1234 + e1256 − e3456) (4.14a)
ω2 = − 1
4π
(
e12 + e34
)
ω˜2 = − 4πV⊙
(
e1234 + e1256
)
(4.14b)
ω3 =
1
2π
(
e12 − e34 + e56) ω˜3 = 2π
3V⊙
(
e1234 − e1256 + e3456) (4.14c)
α0 =
3π
4V⊙
(
e136 − e145 + e235 + e246) β0 = 1
3π
(
e135 + e146 − e236 + e245) (4.14d)
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where V⊙ is the unitary volume of the coset space. It corresponds to the volume
evaluated for the moduli R1 = R2 = R3 = 1 and is given by,
V⊙ =
∫
X
e123456 = 4 (2π)3 . (4.15)
This ensures the proper normalization to satisfy the intersections (2.35). Moreover,
it has been chosen such that it obeys the condition,
ωr ∧ ωs = Krst ω˜t , (4.16)
required so that the set of forms have the same intersection structure as the basis of
cohomology classes (see appendix A). They are, however, not harmonic and some of
the above forms are not closed. The corresponding intersection numbers are,
K111 = 6 , K112 = 3 , K113 = 6 ,
K122 = 1 , K123 = 3 , K133 = 0 ,
K222 = 0 , K223 = 2 , K233 = 0 , K333 = −24 .
(4.17)
The exterior derivative can easily be computed in terms of the structure constants
using the Maurer-Cartan structure equations (4.4). We find the following intrinsic
torsion parameters,
e1 = 0 , e2 = 0 , e3 = 1 , (4.18)
from the definition of the differential relation for mirror half-flat manifolds (2.47).
In particular, from the general discussion of section 3.3, this means that the SU(3)
structure defined above is mirror half-flat.
Writing J in (4.12a) in terms of the above two-forms ωi and comparing with
Eq. (2.46), we can read off expressions for “Kahler” moduli vi, defined in the context
of half-flat mirror manifolds. In terms of the radii Ri, they are given by
v1 =
4π
3
(
R21 +R
2
2 − 2R23
)
, v2 = −4π (R22 −R23) , v3 = −2π3 (R21 +R22 +R23) .
(4.19)
Note that the forms ω1 and ω2 are closed and, hence, define cohomology classes,
whereas ω3 is not closed. Therefore, we expect two massless modes, v
1 and v2, and a
massive one, v3. This anticipation is confirmed by looking at the superpotential for
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half-flat mirror compactifications which has been reviewed in chapter 2. It is given
by the Gukov-Vafa formula (2.44) and, for mirror half-flat manifolds, gives
W = eiT
i , where Im (T i) = vi . (4.20)
For the present case, in view of the torsion parameters (4.18), this means,
W = T 3 , (4.21)
so that T 1 and T 2 are indeed massless. Also note that the existence of only two
G-invariant three-forms α0 and β
0 means that the analogues of complex structure
moduli are not present in this particular model. Consequently, this would lead to
difficulties if one would want to find the corresponding mirror Calabi-Yau.
Last, for the sake of completeness, let us present the corresponding torsion classes
of this manifold. Explicitly, it we can be computed knowing the derivatives of J and
Ω and using Eqs. (B.18). They are given by [30],
W+1 =−
R21 +R
2
2 +R
2
3
3R1R2R3
, (4.22a)
W+2 =−
2
3R1R2R3
[
R21
(
2R21 − R22 − R23
)
e12 −R22
(
2R22 −R21 −R23
)
e34
+R23
(
2R23 −R21 −R22
)
e56
]
. (4.22b)
It will be relevant to realize that on the locus in moduli space where the three radii
are equal, R1 = R2 = R3 ≡ R, the torsion classes reduce to
W+1 = −
1
R
, W+2 = 0 . (4.23)
This shows that the SU(3) structure is nearly-Kahler at this particular locus (the
table B.3 summarizes properties of manifolds according to their torsion classes). This
locus will play a special role and it is straightforward to see that for,
∂yR = −2
9
, (4.24)
Hitchin’s flow equations (3.25) are satisfied. Thus, we can build a seven-dimensional
G2 holonomy manifold when using the above fibration.
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4.2.2 Sp(2)/SU(2)× U(1)
We now turn to the second case. In order to obtain a mirror half-flat space, this
coset is defined by taking the non-maximal embedding of SU(2) into Sp(2). Group-
theoretical details, in particular generators and structure constants, are again given
in appendix D. We proceed in the same way as in the previous case. Solving Eq. (4.7),
the most general Sp(2)-invariant metric turns out to be
ds2 = R21
(
e1 ⊗ e1 + e2 ⊗ e2)+R22 (e3 ⊗ e3 + e4 ⊗ e4)+R21 (e5 ⊗ e5 + e6 ⊗ e6) (4.25)
with, this time, only two moduli R1 and R2. The corresponding SU(3)-structure
forms are given by,
J = −R21 e12 +R22 e34 − R21 e56 , (4.26a)
Ω = R21R2
((
e136 − e145 + e235 + e246)+ i (e135 + e146 − e236 + e245)) . (4.26b)
These forms satisfy (4.7) and are indeed G-invariant.
In general, G-invariant forms are spanned by the following set of basis forms,
{
e12 + e56 , e34
}
,
{
e135 + e146 − e236 + e245 , e136 − e145 + e235 + e246} .
(4.27)
Again, there is no left-invariant one- nor five-forms. We can write a more suitable
combination with the following,
ω1 =
1
2π
(
e12 + 2 e34 + e56
)
ω˜1 =
π
3V⊙
(
e1234 + 2 e1256 + e3456
)
(4.28a)
ω2 =
1
π
(
e12 − e34 + e56) ω˜2 = π
3V⊙
(
e1234 − e1256 + e3456) (4.28b)
α0 =
3π
V⊙
(
e136 − e145 + e235 + e246) β0 = 1
12π
(
e135 + e146 − e236 + e245) (4.28c)
where the volume V⊙ is the unitary volume of the coset space defined as before (4.15)
and assures the correct normalization to satisfy (2.35). For the present case, we have
V⊙ = (2π)
3
12
. (4.29)
This basis has again been chosen such that it has the same structure as a basis of
cohomology classes and obey (4.16). The intersections are found to be,
K111 = 1 , K112 = 1 , K122 = 0 , K222 = −4 . (4.30)
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It also satisfies the relevant relations (2.47) for half-flat mirror manifolds provided
that the torsion parameters are set to
e1 = 0 , e2 = 1 . (4.31)
We can expand J from Eq. (4.26a) in terms of the basis forms ωi to obtain the
Kahler moduli fields,
v1 = −2π
3
(
R21 −R22
)
, v2 = −π
3
(
2R21 +R
2
2
)
. (4.32)
The form ω1 is closed while ω2 is not, so we expect v
1 to be massless and v2 to be
heavy. From the torsion parameters (4.31) the superpotential (4.20) is now given by
W = T 2 , (4.33)
which confirms this expectation. As before, there are no “complex structure moduli”
for this coset space.
Finally, the half-flat torsion classes are given by [30],
W+1 =−
4R21 + 2R
2
2
3R21R2
, (4.34a)
W+2 =−
4
3R21R2
[
R21
(
R21 − R22
)
e12 + 2R22
(
R21 − R22
)
e34
+R21
(
R21 −R22
)
e56
]
. (4.34b)
When the two radii are equal, R1 = R2 ≡ R, they simplify to
W+1 = −
2
R
, W+2 = 0 , (4.35)
and corresponds to a nearly-Kahler SU(3) structure, as before. Again, for complete-
ness, let us state that Hitchin’s flow equations (3.25) are satisfied when
∂yR = − 1
36
. (4.36)
Thus, we can easily build a seven-dimensional G2 holonomy manifold.
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4.2.3 G2/SU(3)
Details of the group theory are explicitly given in appendix D. Following the same
procedure as in the previous two cases, the most general G2 invariant metric turns
out to be
ds2 = R2
(
e1 ⊗ e1 + e2 ⊗ e2 + e3 ⊗ e3 + e4 ⊗ e4 + e5 ⊗ e5 + e6 ⊗ e6) (4.37)
where R is the only modulus. The corresponding G2 invariant SU(3)-structure forms
are given by
J = R2
(
e12 − e34 − e56) , (4.38a)
Ω = R3
((
e136 + e145 − e235 + e246)+ i (e135 − e146 + e236 + e245)) . (4.38b)
Since the sets of left invariant forms are one-dimensional, we only need to choose the
appropriate normalization to satisfy the required intersection pattern,
ω1 =
5
3π
(−e12 + e34 + e56) ω˜1 = π
5V⊙
(
e1234 + e1256 − e3456) (4.39a)
α0 =
10π√
3V⊙
(
e136 + e145 − e235 + e246) β0 =
√
3
40π
(
e135 − e146 + e236 + e245) .
(4.39b)
Here, the volume is V⊙ = 9(2π)3/20 and the corresponding single intersection number
from (4.16) is found to be,
K111 = −100 . (4.40)
Moreover, the above basis satisfies the half-flat mirror conditions (2.47) with the
intrinsic torsion parameter given by
e1 = 1 . (4.41)
This implies only one single Kahler modulus,
v1 = −3π
5
R2 , (4.42)
which is a heavy mode since ω1 is not closed or, equivalently, since the superpotential
is given by W = T 1. Once more, there are no complex structure moduli. The only
non-vanishing torsion class is [30],
W+1 = −
4√
3R
, (4.43)
which is nearly-Kahler.
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4.3 Vector bundles
So far, we have presented the gravitational sector of certain non-Calabi-Yau heterotic
compactifications. We now come to the main point of this chapter which is the con-
struction of gauge fields associated to these compactifications. To date, gauge fields in
heterotic non-Calabi-Yau compactifications have been mainly addressed in a generic
way, without providing explicit bundles and connections. Obviously, this restricts
phenomenological applications of non-Calabi-Yau models considerably. One reason
for this is the lack of suitable example manifolds on which to construct gauge bundles.
For non-Calabi-Yau manifolds without an integral complex structure, the case con-
sidered in this chapter, an added complication is that powerful tools from algebraic
geometry, which are essential in Calabi-Yau model building, cannot be directly ap-
plied. (An interesting new class of examples where one may be able to circumnavigate
this problem has been recently found in Ref. [73,74].) Here, we focus on a small class
of half-flat coset manifolds suitable for heterotic compactifications which have the ad-
vantage of allowing for an explicit computation of most relevant gauge field quantities.
Discussion about SU(3)-equivariant pseudo-holomorphic bundles over SU(3)/U(1)2
can also be found in [75].
In the next sub-sections, we will explain the basic mathematical methods for con-
structing bundles with connections over coset spaces and for evaluating their proper-
ties. In particular, we will concentrate on how to construct line bundles. These can
be used as building blocks to construct the higher rank bundles which are typically
of interest in heterotic compactifications. We will also show how the index of bundles
— giving the number of chiral families in the low-energy theory — can be computed
from the Atiyah-Singer index theorem. These general constructions will then be ap-
plied to our particular coset examples in the following section. As we will see, gauge
connections and their associated field strengths can be written down explicitly for
these spaces. It is this feature, facilitated by the group structure of the manifolds,
which allows us to check all relevant properties required for heterotic vacua.
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4.3.1 Associated vector bundles and line bundles
We have mentioned before that the group G can also be viewed as a principle bundle
G = G(G/H,H) over the coset space X = G/H . This observation is the starting
point for constructing vector bundles V over G/H . It is well-known that for each
representation ρ of H on a vector space F there is a vector bundle V = V (G/H, F )
over G/F with typical fiber F which is associated to the principle bundle G. More
explicitly, this vector bundle can be constructed as follows. We start with the trivial
vector bundle G × F over G where the group H is acting on the fiber F via the
representation ρ. On this vector bundle, we can introduce an equivariant map,
Eh : (g, ξ) ∈ G× F → (g, ξ) h =
(
g · h, ρ (h−1) ξ) , (4.44)
which sends elements of G × F onto elements of a new bundle Vρ depending on the
representation ρ. The following diagram is then commutative,
G× F Eh−→ Vρ
↓ π ↓ π′
G
h−→ G/H
(4.45)
where π and π′ are the bundle projections, which implies that Vρ is indeed a vector
bundle. Hence, for every representation ρ of H , we have a corresponding vector bun-
dle Vρ over G/H which is associated to the principle bundle G and is defined as the
set of equivalence classes under the relation (g, ξ) ∼ (g · h, ρ (h−1) ξ). A particularly
useful fact for our purpose is that a connection on the principal bundle uniquely in-
duces a connection on every associated vector bundles. This leaves us with finding
a connection on G(G/H,H). Fortunately, it is known [76] that the G-invariant con-
nections of the principal bundle G(G/H,H) are in one-to-one correspondence with
reductive decompositions of the Lie algebra g of G and are explicitly given by
A = εiHi . (4.46)
We recall, that the Hi are a basis of the Lie-algebra of H and the one-forms ε
i on the
coset have been defined in Eq. (4.3). The induced connection A(ρ) on the associated
vector bundle Vρ is then given by
A(ρ) = ε
iρ (Hi) . (4.47)
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For simplicity of notation we will drop the index ρ from now on. The curvature
F = dA+A∧A of this connection can be computed from the Maurer-Cartan structure
equations (4.4). This leads to
F = −1
2
f iab ρ (Hi) e
a ∧ eb . (4.48)
Note that this curvature is independent of εi and can be expressed solely in terms of
the vielbein forms ea as a direct consequence of reductiveness, that is, of the structure
constants satisfying (D.4). This fact is of considerable practical importance since it
means that all subsequent calculations can be performed “algebraically”, merely based
on the knowledge of structure constants.
We would like to mention two specific types of associated vector bundles which
will be relevant for the following discussion. The first is obtained by choosing the
representation
ρ (Hi)
a
b = f
a
ib , (4.49)
that is ρ being induced by the adjoint representation of G. The corresponding bundle
is the tangent bundle of G/H and the gauge field defined by the above choice of
representation provides a connection with torsion on this bundle.
The second type arises for one-dimensional representations ρ of H . Applying the
above formalism to such representations leads to line bundles and connections on
them. One choice, which is always possible, is of course the trivial representation of
H . However, in this case, the associated line bundle is simply the trivial line bundle
OX . Fortunately, for two of our examples, the corresponding sub-groups H allow for
non-trivial one-dimensional representations so that we can generate more interesting
line bundles L. Since we know the curvature form of these bundles, it is possible to
explicitly work out their first Chern class
c1 (L) =
i
2π
[F ] = prωr . (4.50)
Here, the square bracket denotes the cohomology class in H2(X). The last part of
the equation is a linear combination of a suitable basis {ωr} of H2(X) with integer
coefficients pr to be determined explicitly for our examples. The line bundle L is
uniquely characterized by its first Chern class or, equivalently, by the integer vector
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p = (pr), and will also be denoted as L = OX(p). These line bundles will be used
as building blocks for higher-rank bundles. In particular, we will consider sums of n
line bundles
V =
n⊕
i=1
Li where Li = OX (pi) . (4.51)
For such sums, we require a vanishing total first Chern class c1(V ) = 0 which means
that, for all r, the integers pri must satisfy,
n∑
i=1
pri = 0 . (4.52)
This guarantees that the structure group of V is contained in S(U(1)n) which, for 1 <
n ≤ 8 allows for an embedding into one of the E8 factor of the gauge group via the sub-
group chain S(U(1)n) ⊂ SU(n) ⊂ E8. The low-energy gauge group in this E8 sector
is the commutant of the bundle structure group within E8, as usual. For S(U(1)
n)
with n = 3, 4, 5 this commutant is given by S(U(1)3) × E6, S(U(1)4) × SO(10) and
S(U(1)5)×SU(5) respectively and, therefore, contains phenomenologically interesting
GUT groups as its non-abelian part.
For consistent heterotic vacua, the gauge bundle needs to satisfy further require-
ments. First of all, we need to satisfy the supersymmetry conditions (2.17), which
remain the same even for the case of a non-integrable complex structure. Since we
know the gauge field strengths F on our bundles, as well as the SU(3) structure forms
(J,Ω), these conditions can be checked explicitly and this is what we will do for our
examples. It will turn out that both the connection (4.49) as well as line bundle
sums can satisfy the supersymmetry conditions. In addition, we need to satisfy the
integrability condition for the Bianchi identity (2.10) and we now turn to a discussion
of this task.
4.3.2 Bianchi identity
We recall from Eq. (2.10) that the integrability condition for the Bianchi identity is
given by,
[trR ∧ R] = [trF ∧ F ] +
[
trF˜ ∧ F˜
]
, (4.53)
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where the square bracket indicates cohomology classes in H4(X). Here, R is the
curvature two-form of the coset space X and F , F˜ are the field strengths in the two
E8 sectors corresponding to the observable and hidden bundles V and V˜ respectively.
We also remind that Hˆ = 0 for the mirror half-flat solution at zeroth order in α′.
Moreover, solving the Bianchi identity in cohomology only will produce two-loop
contributions to the field equations (2.7) and we expect our solution to get corrected
to the next orders. Further analysis is required to ensure having a full consistent
solution. Nonetheless, our study consists of an adequate starting point for such
investigations. In terms of characteristic classes, Eq. (4.53) can be written as
p1 (TX) = 2
(
ch2(V ) + ch2(V˜ )
)
. (4.54)
In practice, we will write those classes as a linear combinations of a basis {ω˜r} of
H4(X) dual to our earlier basis {ωr} of the second cohomology. Of course we can
anticipate the use of the basis presented in the previous section — its subset that is
harmonic — and that is why we use the same notations. We will also need the inter-
section numbers (4.16). This is valid as all the following relations hold in cohomology
and, thus, the extra exact parts are irrelevant.
Which choice of gauge bundle should we make in order to satisfy the anomaly
condition (4.54) for a given manifold, that is, for having a given first Pontryagin class
on the left-hand side? One obvious attempt would be to set the “observable” gauge
field F equal to the above curvature while choosing the hidden curvature to be trivial.
This would obviously satisfy the Bianchi identity (2.9), not just in cohomology, but
point-wise on the coset space for a vanishing three-form Hˆ . This choice is the analogue
of the “standard embedding” traditionally used in heterotic Calabi-Yau compactifi-
cations. In the present context, the problem is that the curvature tensor (D.11) does
not satisfy the supersymmetry conditions (2.17) required for the gauge fields. Hence,
we cannot choose a standard embedding in the conventional sense.
A related choice, somewhat reminiscent, is however possible. We can choose the
observable gauge field on the tangent bundle specified by (4.49) while the hidden
gauge field is trivial. This will satisfy the anomaly condition (4.54) since both the
Levi-Civita connection and (4.49) provide connections on the same bundle and, hence,
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will result in the same topological characteristics. Also, as we have mentioned ear-
lier, the gauge field connection defined by (4.49) can indeed satisfy the supersym-
metry conditions (2.17) for our coset spaces, as we will show. Thus, this choice
leads to a consistent and supersymmetric vacuum. Nevertheless, since the curvature
forms (4.48), (4.49) and (D.11) are not the same — in fact, the former is equal to the
first term in the latter — the right-hand side of the Bianchi identity does not vanish
point-wise and a non-zero Hˆ-field will be required at first order in α′. For this reason
it might not be appropriate to refer to this choice as “standard embedding”.
In addition, we would like to work with more general gauge fields rather than
special choices resembling the standard embedding. Our focus will be on the simplest
such class with abelian structure group. This means that the associated vector bun-
dles are sums of line bundles as in Eq. (4.51). More precisely, we will allow for both
an observable bundle V and a hidden bundle V˜ of this kind, that is,
V =
n⊕
i=1
OX (pi) , V˜ =
m⊕
j=1
OX (p˜i) . (4.55)
We demand vanishing first Chern classes c1(V ) = c1(V˜ ) = 0 to allow for an embedding
into the two E8 factors. This translates into
n∑
i=1
pri =
m∑
j=1
p˜rj = 0 , (4.56)
for all r. Using additivity of the Chern character and the fact that ch2(L) = c1(L)
2/2
for a line bundle L, together with Eq. (4.16), we find for the second Chern character
ch2(V ) = ch2r(V )ω˜
r that
ch2r (V ) =
1
2
Krst
n∑
i=1
psip
t
i , (4.57)
and analogously for V˜ . With this result, the anomaly condition (4.54) can be re-
written as
Krst
(
n∑
i=1
psip
t
i +
m∑
j=1
p˜sj p˜
t
j
)
= p1r (TX) . (4.58)
Again, the use of cohomology classes implies that the Bianchi identity does not vanish
point-wise and a non-vanishing Hˆ-field is required at order α′.
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4.3.3 Index formula
One of the most basic topological invariant of bundles is the index. It gives the chiral
asymmetry of zero modes of the Dirac operator and, hence, the net number of families
in the four-dimensional theory. The index can be computed from the Atiyah-Singer
index theorem [77] which involves the A-roof genus
Aˆ (X) = 1− 1
24
p1 (TX) + . . . (4.59)
of the manifold X . For a bundle U on a six-dimensional manifold X , the index
theorem takes the form
ind (U) = −
∫
X
Aˆ (X) ∧ ch (U) = −
∫
X
[
ch3 (U)− 1
24
p1 (TX) ch1 (U)
]
. (4.60)
For a line bundle L, we have ch3(L) = c1(L)
3/6 where c1(L) = c
r
1(L)ωr is the first
Chern class of L. Inserting this into the index formula (4.60) together with the
definition (4.16) of the intersection numbers, it leads to
ind (L) = −1
6
Krst cr1 (L) cs1 (L) ct1 (L) +
1
24
p1r (TX) c
r
1 (L) . (4.61)
In the following, we will consider sums of line bundles V =
⊕n
i=1 Li, where Li =
OX(pi), with vanishing first Chern class c1(V ) = 0. For such vector bundles, the
above formula simplifies to
ind (V ) = −1
6
Krst
n∑
i=1
prip
s
ip
t
i . (4.62)
Hence, we only need to know the intersection numbers Krst of the manifoldX together
with the integers pri characterizing the line bundles in order to work out the index.
For the case when we consider some non-abelian bundles V with vanishing first Chern
class, we will use
ind (V ) =
i
6 (2π)3
∫
X
tr (F ∧ F ∧ F ) . (4.63)
It corresponds to the expression of the index (4.60) in terms of the curvature F of
V explicitly. We will now use these formulas and the constraints derived previously
from the Bianchi identity to some specific cases.
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4.4 Bundles over coset spaces
In this section, we apply the above bundle constructions to the three coset spaces
introduced earlier. Wherever possible, our focus will be on line bundle sums, although
we will discuss some specific non-abelian bundles as well.
4.4.1 SU(3)/U(1)2
Let us first specify some of the required coset properties for this case. The SU(3)
generators {TA} = {Ka, Hi} are split into the six coset generators Ka given by the
non-diagonal Gell-Mann matrices and the two generators Hi of the sub-group U(1)
2
given by the two diagonal Gell-Mann matrices. The explicit matrices and the asso-
ciated structure constants are presented in appendix D. The second Betti number of
this coset space is two, so we have two basis forms for {ωr} and {ω˜r}, with r = 1, 2,
for the second and fourth cohomology respectively. They can be choosen such that
they are explicitly given by the forms in Eqs. (4.14a) and (4.14b) introduced earlier.
Let us recall that we have the following intersection numbers,
K111 = 6 , K112 = 3 , K122 = 1 , K222 = 0 , (4.64)
where we only wrote the one that are relevant for the cohomology classes. We also
find, for the first Pontryagin class of the tangent bundle,
p1 (TX) = 0 . (4.65)
This can be calculated by using explicitly the Riemann curvature two-from which can
be computed from (D.11).
We start with discussing the possible non-abelian bundles. Using the explicit
structure constants from appendix D, we can verify that the Levi-Civita curva-
ture (D.10) does not satisfy the supersymmetry equations (2.17) and, hence, cannot
be used as a gauge curvature. Let us consider the supersymmetry conditions for as-
sociated bundles specified by representations ρ of the sub-group H as introduced in
sub-section 4.3.1. First, it can be checked that the constraint Ω¬F = 0 is always
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trivially satisfied. The constraint J ¬F = 0 implies,
Jabf iab ρ (Hi) =
(
2
R21
− 1
R22
− 1
R23
)
ρ (H7) +
(√
3
R23
−
√
3
R22
)
ρ (H8) = 0 . (4.66)
In general, the two representation matrices are linearly independent and, so, we have
two constraints on the moduli which are solved by
R21 = R
2
2 = R
2
3 ≡ R2 . (4.67)
Consequently, all associated bundles are supersymmetric on the nearly-Kahler locus
of the moduli space. In particular, this applies to the connection (4.49). However,
from Eq. (4.63), its index vanishes as one would expect for an associated vector
bundle which corresponds to a real representation of the group H . Thus, it is not of
particular interest from a physics point of view.
Associated bundles which correspond to irreducible representations of the sub-
group H can be viewed as “building blocks” for general associated bundles. In the
present case, the sub-group H = U(1)2 is abelian so that all irreducible representa-
tions are one-dimensional and, as a consequence, lead to line bundles. We characterize
an irreducible representation ρ by a pair of integer charges (p, q) and, more specifically,
define the representation by
ρ (H7) = −i
(
p+
q
2
)
, ρ (H8) = −i q
2
√
3
. (4.68)
We see from Eq. (4.48) that the associated curvature form is given by
F
2π
= −ip ω1 − iq ω2 , (4.69)
and the first Chern class of the associated line bundle L is c1(L) = pω1 + qω2. From
our earlier discussion it means that L should be identified with OX(p, q). Taking the
observable and hidden bundles V and V˜ as sums of line bundles with vanishing first
Chern class, we can write
V =
⊕
i
OX (pi, qi) , V˜ =
⊕
j
OX (p˜j, q˜j) , (4.70)
where
n∑
i
pi =
n∑
j
qj = 0 , (4.71)
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and similarly for p˜i and q˜i. As a result, each such sum of n line bundles is determined
by the 2n integers pi and qi subject to the constraints (4.71). For the second Chern
character, we find from Eqs. (4.57) and (4.64) relative to the basis {ω˜1, ω˜2},
ch2 (V ) =
(∑
i
(
3p2i +
q2i
2
+ 3piqi
)
,
∑
i
(
piqi +
3p2i
2
))
, (4.72)
and similarly for V˜ . Analogously, Eqs. (4.62) and (4.64) lead to the expression
ind (V ) = −
∑
i
(
p3i +
1
2
piqi (qi + 3pi)
)
, (4.73)
for the index of V . Again, the supersymmetry equations (2.17) can be solved by the
constraints,
R21 = R
2
2 = R
2
3 ≡ R2 . (4.74)
From the above result for the second Chern character — remembering that the first
Pontryagin class for this coset vanishes — the two components of the anomaly can-
cellation condition (4.54) can be written as
∑
i
(
3p2i +
q2i
2
+ 3piqi
)
+
∑
j
(
3p˜2j +
q˜2j
2
+ 3p˜j q˜j
)
= 0 , (4.75)
∑
i
(
piqi +
3p2i
2
)
+
∑
j
(
p˜j q˜j +
3p˜2j
2
)
= 0 . (4.76)
We have now collected all results required for basic model building on this coset. The
problem is to choose observable bundles V with rk(V ) = 3, 4, 5 specified by integers
pi, qi and corresponding hidden bundles V˜ with rk(V˜ ) = 2, . . . , 8 specified by integers
p˜j, q˜j subject to the following constraints:
• The first Chern classes of V and V˜ vanish, that is, Eqs. (4.71) are satisfied.
• The anomaly conditions (4.75) and (4.76) are satisfied.
• The index (4.73) of the observable bundle V equals three to obtain a GUT
model with three net families.
It is clear that there are many possible solutions to these constraints and we present
a sample of examples in table 4.1.
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Let us conclude this sub-section on bundles over SU(3)/U(1)2 by a remark on the
quasi standard embedding discussed previously. We have seen earlier that the tor-
sion connection (4.49) on the tangent bundle, while supersymmetric, has a vanishing
index since it is associated to a real representation. It was, therefore, not suitable as
a “standard embedding”. A related complex representation can be defined by con-
sidering H as a sub-group of SU(3) and by choosing the representation ρ induced by
the fundamental representation of SU(3). This means setting
ρ (H7) =
√
3 λ8 , ρ (H8) =
√
3 λ3 . (4.77)
The associated bundle for this representation has rank three and is, in fact, a sum of
three line bundles. It turns out that it corresponds to the example in the first row
of table 4.1. For this choice, the anomaly condition is satisfied for a trivial hidden
bundle and the chiral asymmetry equals half the Euler number, three in this case.
Thus, this bundle has two of the main characteristics of the standard embedding.
Note, however, that it does not lead to a vanishing right-hand side of the Bianchi
identity (2.9) and, therefore, the model receives corrections at order α′.
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n pi qi p˜i q˜i
3 (−1,−1, 2) (0, 3,−3) (0) (0)
3 (−3, 0, 3) (3, 1,−4) (2, 1, 0,−1,−2) (−4,−1,−3, 4, 4)
3 (−3, 0, 3) (3, 2,−5) (3, 0, 0,−1,−2) (−4,−1,−3, 4, 4)
3 (−2,−1, 3) (1, 2,−3) (2, 1, 0,−1,−2) (−4,−3,−1, 4, 4)
3 (−2,−1, 3) (2, 2,−4) (2, 0,−1,−1) (−3,−3, 3, 3)
3 (−2,−1, 3) (4,−1,−3) (2, 1, 0,−1,−2) (−3,−4, 1, 2, 4)
3 (−2,−1, 3) (4, 1,−5) (3, 0, 0,−1,−2) (−4, 3,−3, 2, 2)
3 (−2, 0, 2) (1, 1,−2) (2, 1,−1,−1,−1) (−4,−3, 3, 2, 2)
3 (−2, 0, 2) (1, 3,−4) (3, 1,−1,−1,−2) (−4,−3, 2, 1, 4)
3 (−1, 0, 1) (−1, 2,−1) (2, 2,−1,−1,−2) (−3,−4, 2, 2, 3)
3 (−1, 0, 1) (−1, 3,−2) (3, 2,−1,−2,−2) (−4,−4, 1, 4, 3)
3 (−1, 0, 1) (4,−2,−2) (3, 1,−2,−2) (−3,−3, 3, 3)
4 (−3,−1, 2, 2) (3, 3,−3,−3) (2, 0,−1,−1) (−3,−3, 3, 3)
4 (−2,−1, 1, 2) (1, 2,−1,−2) (1, 1, 1,−1,−2) (−1,−3,−3, 3, 4)
4 (−2,−1, 1, 2) (1, 2, 0,−3) (2, 1, 0,−1,−2) (−3,−4, 1, 2, 4)
4 (−2, 0, 1, 1) (1, 1,−1,−1) (2, 2,−1,−1,−2) (−4,−4, 4, 2, 2)
4 (−2, 0, 1, 1) (1, 2,−2,−1) (1, 1, 1,−1,−2) (−2,−2,−2, 2, 4)
4 (−1,−1,−1, 3) (−1, 2, 2,−3) (2, 1,−1,−1,−1) (−4,−3, 3, 2, 2)
4 (−1,−1, 0, 2) (−1, 2, 1,−2) (3, 1,−1,−1,−2) (−4,−4, 2, 2, 4)
4 (−1,−1, 0, 2) (0, 0, 3,−3) (2, 2,−1,−1,−2) (−3,−4, 2, 2, 3)
4 (−1,−1, 0, 2) (3, 3,−3,−3) (3, 1,−2,−2) (−3,−3, 3, 3)
4 (−1,−1, 1, 1) (−1, 3,−2, 0) (3, 1,−1,−1,−2) (−4,−3, 2, 1, 4)
4 (−1, 0, 0, 1) (−1, 1, 1,−1) (2, 1, 1,−2,−2) (−3,−1,−3, 4, 3)
4 (−1, 0, 0, 1) (−1, 1, 2,−2) (3, 1,−2,−2) (−4,−3, 4, 3)
5 (−2,−1,−1, 1, 3) (1, 2, 3,−3,−3) (2, 1, 0,−1,−2) (−3,−4, 1, 2, 4)
5 (−2,−1,−1, 2, 2) (2, 1, 3,−3,−3) (3, 1, 0,−2,−2) (−4, 0,−4, 4, 4)
5 (−2,−1, 1, 1, 1) (1, 2,−1,−1,−1) (2, 1, 0,−1,−2) (−3,−4, 1, 2, 4)
5 (−1,−1, 0, 0, 2) (0, 3,−2, 2,−3) (3, 2,−1,−1,−3) (−4,−4, 4, 0, 4)
5 (−1,−1, 0, 0, 2) (0, 3,−1, 1,−3) (3, 1,−1,−1,−2) (−3,−4, 2, 1, 4)
5 (−1,−1, 0, 0, 2) (3, 3,−2,−1,−3) (4, 1,−1,−2,−2) (−4,−4, 0, 4, 4)
5 (−1,−1, 0, 1, 1) (−1, 3, 2,−3,−1) (3, 2,−1,−2,−2) (−4,−4, 3, 3, 2)
5 (−1,−1, 0, 1, 1) (−1, 3, 3,−3,−2) (3, 2, 0,−2,−3) (−4,−3,−1, 4, 4)
5 (−1, 0, 0, 0, 1) (−1,−1, 2, 2,−2) (3, 2,−1,−2,−2) (−4,−4, 1, 4, 3)
5 (−1, 0, 0, 0, 1) (−1, 1, 1, 1,−2) (−3,−1, 1, 1, 2) (4, 3,−2,−1,−4)
5 (−2, 0, 0, 0, 2) (1,−2, 1, 2,−2) (2, 2, 0,−2,−2) (−3,−4,−1, 4, 4)
5 (−1,−1,−1, 1, 2) (−1, 2, 2,−1,−2) (1, 1, 1,−1,−2) (−1,−2,−3, 2, 4)
Table 4.1: Sample of bundles over the base space SU(3)/U(1)2 leading to models with four-
dimensional GUT group and three generations. Observable and hidden bundles are specified
by the integers (pi, qi) and (p˜i, q˜i) respectively. The ranks of the visible bundles are n and
the ranks of the hidden bundles are arbitrarily either four or five.
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4.4.2 Sp(2)/SU(2)× U(1)
The generators {TA} = {Ka, Hi} of Sp(2) consist of six coset generators Ka and
the four generators Hi of the sub-group SU(2) × U(1). The explicit matrices and
associated structure constants are listed in appendix D. The second Betti number of
this manifold is one and the second and fourth cohomology groups are spanned by
the forms ω1 and ω˜
1 given in Eq. (4.28a). We also recall the intersection number
K111 = 1 , (4.78)
which is the only one relevant for the cohomology classes. The first Pontryagin class
is found to be
p1 (TX) = 4 ω˜
1 , (4.79)
and is again calculated directly from the Riemann tensor formula (D.11).
As for the SU(3) case, we can verify from the structure constants given in ap-
pendix D that the Levi-Civita curvature does not satisfy the supersymmetry con-
ditions. For associated bundles with representation ρ, the constraint Ω¬F = 0 is
trivially satisfied while the constraint J ¬F = 0 implies
Jabf iab ρ (Hi) =
(
4
R21
− 4
R22
)
ρ (H10) = 0 . (4.80)
This is solved in the region of moduli space where
R21 = R
2
2 ≡ R2 . (4.81)
Therefore, all associated bundles satisfy the supersymmetry conditions in the nearly-
Kahler locus of the moduli space. In particular, this applies to the connection (4.49).
However, as before, it has a vanishing index and turns out to be of limited interest.
Line bundles L = OX(p) are characterized by a single integer p. They can be
constructed as associated bundles by choosing representations ρ of the sub-group
SU(2)×U(1) which are trivial on the SU(2) part and have U(1) charge p. Explicitly,
this means
ρ (H7) = 0 , ρ (H8) = 0 , ρ (H9) = 0 , ρ (H10) = ip . (4.82)
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The associated field strength is F/(2π) = −ipω1 which shows that the associated
bundle has first Chern class c1(L) = pω1 and should indeed be identified with OX(p).
As before, the observable and hidden bundles V and V˜ are taken as line bundle sums
with vanishing first Chern class, thus
V =
∑
i
OX (pi) , V˜ =
∑
j
OX (p˜j) ,
∑
i
pi =
∑
j
p˜j = 0 . (4.83)
We find for the second Chern character and the index
ch2 (V ) =
1
2
∑
i
p2i ω˜
1 , ind (V ) = −1
6
∑
i
p3i , (4.84)
and similarly for V˜ . The anomaly condition then reads∑
i
p2i +
∑
j
p˜2j = 4 . (4.85)
We should now study the model building options in analogy to what we did for
SU(3)/U(1)2. We need to choose bundles V and V˜ specified by integers pi and p˜j as
in (4.83) which satisfy the anomaly condition (4.85) and lead to an index (4.84) of
three in order to obtain three chiral GUT families. However, unlike for the previous
case, the combination of these conditions is quite restrictive. A quick look over all
integers pi for rk(V ) = 3, 4, 5 and all integers p˜j shows that there is only one solution
which satisfies the anomaly condition. It is given by the rank four observable bundle,
(pi) = (1, 1,−1,−1) , (4.86)
and a trivial hidden bundle. Unfortunately, this model has vanishing index and so is
not of physical interest.
Finally, let us work out the quasi standard-embedding analogue to (4.77) for the
present case. We recall that this is done by choosing the representation ρ which is
induced by the fundamental of SU(3) via the embedding SU(2) × U(1) ⊂ SU(3).
This means explicitly
ρ (H7) = −2λ1 , ρ (H8) = −2λ2 , ρ (H9) = −2λ3 , ρ (H10) = −2
√
3 λ8 , (4.87)
where λi are the Gell-Mann matrices as given in appendix D.3.1. This choice satisfies
the anomaly condition for a trivial hidden bundle. From Eq. (4.63), we can calculate
the index explicitly and we find two chiral families which equals half the Euler number
as expected.
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4.4.3 G2/SU(3)
Last, let us look at the G2/SU(3) case. The generators {TA} = {Ka, Hi} of G2 consist
of the six coset generators Ka and the eight generators Hi of the sub-group SU(3).
The explicit matrices and structure constants are given in appendix D as usual. The
second Betti number of this coset vanishes so, unfortunately, there are no non-trivial
line bundles. Hence, we have to consider non-abelian gauge fields in this case.
The Levi-Civita connection and the torsion connection (4.49) on the tangent bun-
dle have the same properties as for the two previous cases. The former does not
satisfy the supersymmetry conditions while the latter does but has a vanishing index.
The quasi standard embedding similar to (4.77) and (4.87) is obtained here by
choosing ρ to be the fundamental representation of the SU(3) sub-group. In practice,
this means setting
ρ (Hi) = −2λi−6 . (4.88)
Note that, by our conventions, the index i numbering the sub-group generators Hi
runs over the range 7, . . . , 14. The anomaly condition is satisfied with a trivial hidden
bundle and the number of generations is one and corresponds to half the Euler number
as is expected from the standard embedding properties.
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Chapter 5
Conclusion and outlook
We have studied 10-dimensional vacuum solutions of the heterotic string. In the
prospect of discovering new classes of solutions, we concentrated on backgrounds pre-
serving only two supercharges out of the original sixteen from the ten-dimensional
heterotic supergravity. We also restricted ourselves to six internal compact dimen-
sions. Thus, we studied geometries involving a warped product of a four-dimensional
domain wall with a six-dimensional internal space as a general setting for flux com-
pactifications on manifolds with SU(3) structure. This allows more general classes
of compactifications than for the standardly studied N = 1 cases. In particular, the
internal manifolds do not need to be complex anymore and their torsion classes W+1
and W+2 can be non-vanishing.
For the special case with vanishing flux and constant dilaton, the solution is a di-
rect product of a 2+1-dimensional domain wall world volume and a seven-dimensional
manifold with G2 holonomy. In turn, this G2 manifold consists of a six-dimensional
half-flat manifold varying along some direction y, transverse to the domain wall, as
specified by Hitchin’s flow equations. We have shown that these 10-dimensional solu-
tions form the basis for compactifications on half-flat mirror manifolds without flux as
carried out in Ref. [22]. Specifically, we have verified that the BPS domain walls of the
four-dimensional N = 1 supergravity theories associated to these compactifications
precisely lift up to our 10-dimensional solutions.
We have further generalized this picture to include non-vanishing flux and a non-
constant dilaton. In this case, the 10-dimensional space is still a direct product
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between the 2 + 1-dimensional domain wall world volume and a seven-dimensional
space. However, this seven-dimensional manifold now has G2 structure rather than
G2 holonomy. As before, it can be thought of as the dependence of a six-dimensional
manifold along the direction y where the variation is described by a generalized version
of Hitchin’s flow equations. The torsion classes of the allowed spaces are constrained
by the relations given in Eq. (3.46). In particular, they imply that the six-dimensional
manifolds are generalized half-flat and almost complex. Compared to Strominger’s
original class of complex non-Kahler manifolds, this opens up many more possibilities.
In particular, flux compactifications on half-flat mirror manifolds are based on these
solutions.
Moreover, we have also obtained a class of solutions consisting of an exact Calabi-
Yau three-fold with NS-NS flux which varies in its moduli space as one moves along
the direction y. For the case of purely electric NS-NS flux, they are the natural candi-
dates “mirrors” of the solutions based on G2 holonomy manifolds. This is analogous
to the original type II mirror symmetry correspondence with NS-NS flux [51].
In order to gain a better understanding of the gauge field sector in heterotic half-
flat compactifications, we then turned on to finding explicit examples of the afore-
mentioned scenario, focusing on the case of mirror-half flat manifolds with vanishing
flux. For this purpose, we have studied the compactification of heterotic string on
six-dimensional coset spaces G/H with center of attention on the three manifolds
SU(3)/U(1)2, Sp(2)/SU(2) × U(1) and G2/SU(3). These spaces are half-flat and
they solve the gravitational sector of the theory from the general results obtained in
the context of heterotic domain wall vacua.
The group origin of the coset spaces facilitates the construction of gauge bundles
and the computation of explicit connections on them. The supergravity equations can,
therefore, be checked directly. Specifically, for each representation of the sub-group
H , one has a vector bundle associated to the principal bundle G = G(G/H,H). For
the case SU(3)/U(1)2, the irreducible representations of the sub-group H = U(1)2
lead to line bundles and, in fact, all line bundles on this coset can be obtained in
this way. Since the second Betti number of this space is two, these line bundles
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are characterized by two integers that correspond to the two charges of U(1)2. The
situation is analogous for Sp(2)/SU(2)× U(1). Taking the SU(2) representation to
be trivial, the U(1) representations, specified by a single charge, lead to a one-integer
family of line bundles in accordance with b2 = 1 for this space. The second Betti
number of G2/SU(3) vanishes so there are no non-trivial line bundles on this manifold
as, indeed, there are no non-trivial one-dimensional representation of H = SU(3). Of
course, we can also consider higher-dimensional representations and we have presented
some examples. One possible choice is the “fundamental” representation of H , that
is the representation induced by the fundamental of SU(3) ⊃ H . It turns out that
this choice, for all three coset spaces, leads to a quasi standard embedding where the
anomaly condition is satisfied for a trivial hidden bundle and the chiral asymmetry
is given by half the Euler number.
For the first two coset spaces, we have also shown that consistent vacua can be
obtained by suitable sums of line bundles in the observable and hidden sector. The
Sp(2)/SU(2)×U(1) case, where line bundles are labeled by only one integer, is quite
restrictive and we have been able to find only one consistent model, unfortunately
with a vanishing chiral asymmetry. The SU(3)/U(1)2 case, however, allows for many
consistent solutions with line bundles and we have presented a number of explicit
examples with chiral asymmetry three and four-dimensional GUT group.
Our results open up new possibilities for heterotic string model building and they
put heterotic half-flat compactifications on a more solid theoretical basis. It would
be interesting to generalize the result by breaking more supersymmetry and, thus,
keeping only one supercharge. This would lead to a Spin(7) manifold times a string
soliton and could then be compared to the corresponding quarter-BPS string state
of the four-dimensional effective supergravity. If the solutions do lift up correctly, it
would increase the class of SU(3) structure manifolds suitable for heterotic compact-
ification. It would also be interesting to study the lift of our solutions to heterotic
M-theory [78–80].
Another promising direction of research could be to look for constructions of more
solutions. For example, mirror half-flat manifolds constitute a very large set: one such
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manifold is obtained for each Calabi-Yau three-fold — with a mirror — and a choice
of electric NS flux. It would be very interesting to find an explicit mathematical
construction for them, maybe inspired by mirror symmetry, as it would provide a
large category of solutions.
Furthermore, we could also study more general non-abelian bundle constructions
over SU(3)/U(1)2, and possibly over Sp(2)/SU(2)×U(1) as well, based, for instance,
on quotients or extensions of line bundle sums. Recently, a new class of SU(3)
structure manifolds which might be suitable for heterotic compactifications has been
found using methods in toric geometry [73, 74]. It might also be interesting to study
bundles on this new classes.
Finally, model building within our set of bundles over SU(3)/U(1)2 could be
studied more systematically. An exhaustive list could be produced with a deeper scan
of the Chern class parameters and, maybe, leading to the correct group theoretical
data for the effective four-dimensional supergravity. The inclusion of non-perturbative
effects and next orders in α′ would then be required in order to lift the domain wall
back to a maximally symmetric space.
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Appendix A
Conventions and notations
A.1 Indices and differential geometry
We will make use of several indices throughout the thesis and we would like to summa-
rize in this section the different conventions adopted. The ten-dimensional space-time
background geometry M10 decomposes into a three-dimensional space M3, a special
direction y (represented by an interval I) and an internal compact 6-dimensional
manifold X ,
M10 =M3 × I ×X . (A.1)
We will alternatively see this geometry as a 3 + 7 decomposition where we consider
the 7-dimensional space Y = I × X or as a 4 + 6 decomposition where we consider
the four-dimensional space M3× I. For this reason, we make use of the following sets
of indices with their corresponding range:
10d : M,N, P, ... = 0, 1, ... , 9
7d : m,n, p, ... = 3, 4, ... , 9
6d : a, b, c, ... = 4, 5, ... , 9
4d : µ, ν, ... = 0, 1, 2, 3
3d : α, β, ... = 0, 1, 2
1d : M = µ = m = 3 .
(A.2)
When we will consider flat indices (from the vielbein basis), we will use the same
letters and underline them: m, a, etc.
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Furthermore, for the case of the internal 6-dimensional geometry being coset space,
we use labels according to the Lie group it is referring to. For a Lie group G and a
subgroup H ⊂ G, we make use of the indices:
G : A, ... = 1, 2, ... , dim (G)
G/H : a, b, ... = 1, 2, ... , 6
H : i, j, ... = 7, 8, ... , dim (G) .
(A.3)
Evidently, the indices a, b, ... label the internal six-dimensional geometry and are as-
sociated to the corresponding coordinates in (A.2). However, for the sake of clarity,
the numbering ranges from 1, ..., 6 in the context of Lie groups rather than 4, ..., 9 as
above. Which one is meant should be clear from the context. (Moreover, let us point
out that the same letters {A, a, i, ..} will be used as well for the Kahler and complex
structure modulii. However, we believe that the context in which they are used is
clear enough to avoid any confusion.)
Let us now turn to our differential geometry notation. We mainly use the con-
ventions of Ref. [81]. First, it is useful to introduce the square bracket to denote full
anti-symmetrization of indices. For any set of r indices {i1, ..., ir}, we have
[i1... ir] ≡ 1
r!
∑
σ∈Sp
sgn (σ) σ (i1) ... σ (ir) , (A.4)
where Sp is the group of permutations. Respectively, normal brackets are used for
symmetrization of indices. A general differential r-form is written as
ω =
1
r!
ωi1... irdx
i1 ∧ ... ∧ dxir , (A.5)
where dxi is used for the cotangent basis and ωi1...ir = ω[i1...ir] is the anti-symmetric
tensor corresponding to the form components. When the wedge product of a list of r
one-forms ea is to be taken, we simply write it as a list of indices,
ea1... ar ≡ ea1 ∧ ... ∧ ear , (A.6)
to avoid lengthy notations. The Hodge star dual is defined by,
∗ ω =
√
|g|
r! (d− r)! ωi1... irǫ
i1... ir
ir+1... id
dxir+1 ∧ ... ∧ dxid , (A.7)
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where d is the dimension of the space in which the ∗ is operating, |g| is the determinant
of the metric g and ǫ is the Levi-Civita tensor whose indices are raised (lowered) with
the metric. Sometimes, to avoid confusion, we write ∗d with the dimensionality d
explicitly as an index. The star operator allows us to define the scalar product for
two r-forms, ∫
M
α ∧ ∗β¯ = 1
r!
∫
M
dV αi1... ir β¯i1... ir , (A.8)
where the bar β¯ is for the complex conjugation (when both forms are real, it is re-
dundant and can be ignored). We have also defined the infinitesimal volume element,
dV ≡
√
|g| dx1 ∧ ... ∧ dxd = ∗1 . (A.9)
Finally, we are making use of the interior product,
(α¬β)i1... iq ≡
1
r!
αj1... jrβj1... jri1... iq , (A.10)
between an r-form α and a q + r-form β. It is the adjoint of the wedge product with
respect to the scalar product (A.8) and it leads to the relation
∗ (α ∧ β) = (−1)q+r α¬ ∗ β . (A.11)
Let us also introduce a small reminder about cohomology groups (based on [82]).
First, we have the result of Poincare´ duality stating that for a p-cycle a on a manifold
M of dimension d, there exist a (d− p)-form α (the Poincare´ dual of a) such that∫
a
ω =
∫
M
α ∧ ω , (A.12)
for any closed form ω. Then, let us consider a basis {zj} for the simplicial homology
group Hp of p-cycles and a basis {ωi} for the de Rahm cohomology group Hp of p-
forms. De Rahm’s theorem states that, with the correct choice of basis, we can have
the normalization ∫
zj
ωi = δ
j
i . (A.13)
These two results together imply that we can find a basis {ωi} for Hp and {ωj} for
Hd−p having the property, ∫
M
ωi ∧ ω˜j = δ ji . (A.14)
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For the case of 6-dimensional manifolds, we are considering basis {ωj} of H2 and {ω˜i}
of H4. We define the triple intersection numbers as
Kijk ≡
∫
M
ωi ∧ ωj ∧ ωk . (A.15)
Consequently, it follows from (A.14) that the two basis are related by
ωi ∧ ωj = Kijk ω˜k . (A.16)
We will also consider extended basis including not only elements of cohomology groups
but with more elements which are not closed. When this is the case, we will still choose
them satisfying properties (A.14) and (A.16).
To conclude this section on differential geometry, we would like to list a couple of
formulas about Chern classes [77,83]. The Chern character ch(V ) of a vector bundle
V can be written in term of the bundle curvature F ,
ch (V ) = tr exp
iF
2π
. (A.17)
For 6-dimensional manifolds, this leads to
ch (V ) = k + c1 +
1
2
(
c21 − 2c2
)
+
1
6
(
c31 − 3c1c2 + 3c3
)
, (A.18)
where k is the fiber dimension of the bundle and the Chern classes are given by,
c0 = 1
c1 =
i
2π
trF
c2 =
1
2
1
(2π)2
(trF ∧ F − trF ∧ trF )
c3 =
i
6
1
(2π)3
(−2trF ∧ F ∧ F + 3trF ∧ F ∧ trF − trF ∧ trF ∧ trF ) .
(A.19)
A.2 Gamma matrices and spinor decomposition
The 10-dimensional gamma matrices are 32 × 32 matrices which we choose to be
purely imaginary. They satisfy the usual Clifford algebra,
{
ΓM ,ΓN
}
= 2gMN · 132 . (A.20)
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The chirality operator is given by,
Γ11 = Γ0Γ1...Γ9 . (A.21)
Furthermore, we need to choose a basis which splits in concordance with the geometry
decomposition (A.1). It is well known that we can build the gamma matrices as tensor
products of Pauli matrices. Let us write the latter as,
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (A.22)
We can now explicitly write our choice of gamma matrices satisfying the 3 + 7 de-
composition,
Γα = γ˜α ⊗ 18 ⊗ σ2 , Γm = 12 ⊗ γm ⊗ σ1 , (A.23)
where each of the internal matrices γα and γm satisfy their own Clifford algebras,
{
γ˜α, γ˜β
}
= 2gαβ · 12 , {γm, γn} = 2gmn · 18 . (A.24)
For the sake of clarity, let us write all the matrices explicitly. They can be written in
terms of Pauli matrices when going into the vielbein frame. In three dimensions, we
have the 2× 2 purely real matrices
γ˜0 = iσ2 , γ˜1 = σ1 , γ˜2 = σ3 , (A.25)
and in 7 dimensions, we have the 8× 8 purely imaginary matrices:
γ3 = σ2 ⊗ σ2 ⊗ σ2 , γ4 = σ2 ⊗ 12 ⊗ σ1 ,
γ5 = σ2 ⊗ 12 ⊗ σ3 , γ6 = σ1 ⊗ σ2 ⊗ 12 ,
γ7 = σ3 ⊗ σ2 ⊗ 12 , γ8 = 12 ⊗ σ1 ⊗ σ2 ,
γ9 = 12 ⊗ σ3 ⊗ σ2 .
(A.26)
We can see that
γ3 = −iγ4γ5γ6γ7γ8γ9 , (A.27)
which corresponds to the chirality operator in 6 dimensions.
The irreducible spinor representations corresponding to our different geometries
is summarized in table A.1. The Weyl representation is subject to the condition,
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Signature d Maj. Weyl M.-W. Dirac
(1,2) 3 2 - - 4
(1,3) 4 4 4 - 8
(0,6) 6 8 8 - 16
(0,7) 7 8 - - 16
(1,9) 10 32 32 16 64
Table A.1: Spinor representations in various dimensions d. The signature of the metric is
given as well as the corresponding dimensions of the four types of representations: Majorana,
Weyl, Majorana-Weyl and Dirac.
ΨL,R = PL,RΨL,R , PL,R ≡ 1/2
(
1± Γ11) , (A.28)
where Ψ is a generic spinor, L,R stands for left- or right-handed and the projection
operator P is built with the ten-dimensional chirality operator Γ11. When considering
the 4 + 6 decomposition and restricting ourselves on the internal space, the chirality
operator in 6 dimensions γ3 should be used. The Majorana representation is given
by spinors being their own charge conjugate, Ψ = Ψc. This condition can be written
with an appropriate matrix X ,
Ψ = XΨ∗ , XX∗ = 1 . (A.29)
In our above choice of basis, it turns out that X = 132 and, therefore, Majorana
spinors correspond to real spinors.
The ten-dimensional supergravity spinor ǫ is Majorana-Weyl and decomposes ac-
cording to our choice of gamma matrices,
ǫ (xm) = ρ⊗ η (xm)⊗ θ . (A.30)
The Majorana-Weyl condition implies ρ = ρ∗ for the three-dimensional spinor and
η = η∗ for the 7-dimensional spinor. The last component is appearing to make the
dimension of the various spinors matches. It is constant and constrained by θ = σ3θ
for positive chirality. The internal geometry can also be seen as a 7 = 1 + 6 split. In
that case, the seven-dimensional spinor decomposes as
η (xm) =
1√
2
(η+ (x
m) + η− (x
m)) , (A.31)
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where η± are six-dimensional chiral spinors η± = ±γ3η. Moreover they are subject
to the ten-dimensional Majorana-Weyl condition which implies η∗± = η∓.
Finally, the presence of the above covariantly constant spinor implies the exis-
tence of well-defined tensors on the geometry. This has drastic consequences for the
possible choices of space-time solutions. These tensors are found from the following
contractions,
Tm1...mk = η†γm1...mkη , (A.32)
where the repetition of indices means the anti-symmetrization:
γm1...mk = γ[m1γm2 ... γmk ] . (A.33)
A useful fact is that several of the contractions vanish due to the nature of the spinor
η. It can be summarized by the following properties
ηT+γ
a1... akη+ = 0 , for k even ,
η†+γ
a1... akη+ = 0 , for k odd ,
(A.34)
in term of the six-dimensional spinor η+. The next appendix is dedicated to a sys-
tematic study of such tensors in dimensions six and seven.
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Appendix B
Torsion classes
B.1 G-structures and torsion classes
In this appendix, we would like to review a couple of facts about G-structures. In
particular, we will concentrate on the case of SU(3) and G2 structures in 6 and 7
dimensions. More details can be found in the literature, e.g. in Refs. [19, 84–86].
Let us consider a d-dimensional manifold and its frame bundle. In general, the
structure group of the frame bundle is contained in GL(d,R). However, it can happen
that it is actually smaller and takes value in some subgroup G ⊂ GL(d,R). When this
is the case, it is said for the manifold to admit a G-structure. Such a reduction implies,
or is forced upon, the existence of globally defined objects on the manifold. Indeed,
the transition functions are restricted to preserve global existence. Alternatively,
if the transition functions are such that the structure group is reduced, then it is
possible to find the said objects. Now what are they? They are tensors or, simply,
some spinors (of which tensors can be built). For instance, the existence of a metric
for a Riemannian manifold implies a reduction to O(d). If it is further orientable, the
structure group is SO(d). For the dimensions we are interested in, the tensors are
summarized in table B.1 and are explicitly given in the next sections.
An alternative description of G-structure is given in terms of connections on the
tangent bundle. A manifold admits a G-structure if there exists a connection ∇(T )
whose holonomy takes value in G,
hol
(∇(T )) ⊂ G . (B.1)
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d Group G Tensors
7 G2 ϕ, Φ
7 SU(3) J , Ω, v
6 SU(3) J , Ω
Table B.1: Frame bundle structure groups with respect to their corresponding globally de-
fined tensors, given by differential forms, according to the dimension d of the manifold.
What is then the relation with the previous definition? The answer is that the tensors
are covariantly constant with respect to this connection and, reciprocally, they can
be defined this way. In general, the connection will not be the Levi-Civita connection
but a more general one with torsion,
∇(T ) = ∇ + τ , (B.2)
where ∇ is the Levi-Civita connection and τ the contorsion. The possible existence
of such torsion plays an important role and, in the physics literature, the difference
is emphasized by the terminology. The term G-structure is meant for the connec-
tion with torsion, whereas the term G-holonomy implicitly implies the Levi-Civita
connection even thought, strictly speaking, both cases are holonomy.
The contorsion tensor is antisymmetric in its last tow indices τmnp = τm[np] and,
therefore, can be viewed as a one-form taking value in so (n), the Lie algebra of
SO(n). It can be decomposed into two parts,
τm = τ
0
m + τ
G
m , (B.3)
where τ 0m takes value in g, the Lie algebra of G, and τ
G
m takes value in the orthogonal
complement g⊥ in so (n). The reason for this decomposition is that the action of τGm
on the G-invariant tensors vanishes. Hence, the fact that the invariant tensors are
covariantly constant under ∇(T ) and that the holonomy of ∇(T ) is contained in G only
depends on τ 0m. For this reason, τ
0
m is also called the intrinsic (con)-torsion. It can
be decomposed into its irreducible representation content under the group G. These
irreducible parts of τ 0m are called torsion classes and they can be used to characterize
the G-structure.
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B.2 G2 structures
Let us look more closely at the 7-dimensional manifolds with structure group G2.
The torsion is a one form with its one-form index transforming as the fundamental of
SO(7) and otherwise taking values in the adjoint of SO(7). Hence, the two relevant
decompositions under G2 are
7SO(7) → 7G2 , 21SO(7) → (7+ 14)G2 . (B.4)
The intrinsic torsion only takes values in g⊥2 = 7G2 and its G2 representation content
is thus given by
7⊗ 7 = 1+ 14+ 27+ 7 . (B.5)
The representations on the right-hand side correspond to the four torsion classes
X1, . . . ,X4 associated to a G2 structure and, consequently, the con-torsion takes value
τ 0 ∈ X1 ⊕ X2 ⊕ X3 ⊕ X4 . (B.6)
The corresponding covariantly constant tensors can be written in terms of a spinor
contracted with gamma matrices as in the previous appendix. They are given by
ϕmnp = −iη†γmnpη , Φmnpq = η†γmnpqη , (B.7)
and can be contracted with the basis one-forms of the cotangent space as in (A.5) to
obtain differential forms ϕ and Φ. The two resulting forms are not independent but
are related via Hodge duality,
ϕ = ∗7 Φ , (B.8)
where ∗7 is the seven-dimensional Hodge star operator. Useful contractions formulas
for these tensors can also be found in the appendix of Ref. [87]. The four torsion
classes are characterized by the exterior derivative of such forms. We have,
d7ϕ = 4X1Φ+ 3X4 ∧ ϕ− ∗7X3 , d7Φ = 4X4 ∧ Φ− 2 ∗7 X2 , (B.9)
where d7 means the exterior derivative in 7 dimensions. These equations often offer
the most straightforward way to determine the torsion classes by computing the
exterior derivatives of ϕ and Φ. Some properties of 7-dimensional G2 structures can
be characterized by these classes and an illustration sample is given in table B.2.
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Torsion class Properties (name)
X1 nearly parallel
X2 almost parallel
X3 balanced
X4 locally conformally parallel
Table B.2: Sample of 7-dimensional G2 structure properties determined in terms of its
non-vanishing torsion class.
B.3 SU(3) structures
B.3.1 Six dimensions
We now move on to SU(3) structures on six-dimensional manifolds. The torsion
takes value in the lie algebra so(6) while its one-form index transforms under the
fundamental representation of SO(6). Hence, the relevant decomposition reads,
6SO(6) → (3 + 3¯)SU(3) , 15SO(6) → (1+ 3+ 3¯+ 8)SU(3) . (B.10)
Since so(6)⊥ = 1 + 3 + 3¯, the intrinsic torsion contains the irreducible SU(3) repre-
sentations,
(3+ 3¯)⊗ (1 + 3+ 3¯) = (1+ 1) + (8+ 8) + (6 + 6¯) + (3+ 3¯) + (3+ 3¯) , (B.11)
which give rise to five torsion classes defined, respectively, by
τ 0 ∈ W1 ⊕W2 ⊕W3 ⊕W4 ⊕W5 . (B.12)
The characterizing tensors are written again as contractions of a covariatly con-
stant spinor and gamma matrices. They are given by,
Jab = −iη†+γabη+ , Ωabc = η†+γabcη− , (B.13)
and satisfy the compatibility relations,
J ∧ J ∧ J = i3
4
Ω ∧ Ω¯ , Ω ∧ J = 0 , (B.14)
where, again, the notation without any indices implies differential forms as in (A.5).
One first comment about these tensors is that it implies for the manifolds to be almost
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complex. When the first index of Jab is raised with the metric, we obtain an almost
complex structure (which is in general not integrable). Indeed, the relation
JabJ
b
c = −δac , (B.15)
can be verified from the definition (B.13) and using properties of gamma matrices
such as Fierz identities [35]. A couple of other useful properties are the Hodge star,
∗ J = 1
2
J ∧ J , ∗Ω± = ±Ω∓ , (B.16)
where we write the real and imaginary part of Ω as Ω = Ω+ + iΩ− which are related
via contraction with the almost complex structure:
JdaΩ±dbc = ∓Ω∓abc . (B.17)
Finally, the torsion classes can be obtained from the exterior derivative of the differ-
ential forms,
dJ = −3
2
Im
(W1Ω¯)+W4 ∧ J +W3 , dΩ =W1J ∧ J +W2 ∧ J + W¯5 ∧Ω , (B.18)
where the torsion classes are subject to the relations,
W3 ∧ Ω =W3 ∧ J =W2 ∧ J ∧ J = 0 . (B.19)
The last two equations mean that the formsW3 andW2∧J are primitives. Properties
of six-dimensional manifolds can be specified by these classes and an illustration
sample is given in table B.3. In particular, half-flat manifolds are characterized by
the following conditions,
dΩ− = 0 , (B.20a)
J ∧ dJ = 0 , (B.20b)
which play a significant role in this thesis.
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Torsion classes Properties (name)
W1 =W2 = 0 Complex
W1 =W3 =W4 = 0 Symplectic
W1 =W2 =W3 =W4 = 0 Kahler
W2 =W3 =W4 =W5 = 0 Nearly-Kahler
W1− =W2− =W4 =W5 = 0 Half-flat
W1 =W2 =W3 =W4 =W5 = 0 Calabi-Yau
Table B.3: Sample of 6-dimensional SU(3) structure properties determined in terms of
their vanishing torsion classes.
B.3.2 Seven dimensions
It is also possible for a 7-dimensional manifold to have an SU(3) structure group [88].
In that case, it is defined by a triplet of forms {J,Ω, v}, where J and Ω are obtained in
a similar way as before and v is a one-form. Intuitively, v singles out a special direction
and a complementary six-dimensional space on which J and Ω can be thought of as
defining an SU(3) structure in the six-dimensional sense. In addition to the usual
relations (B.14) for a six-dimensional SU(3) structure, its 7-dimensional counterpart
must also satisfy:
v¬J = 0 , v¬Ω , v¬v = 1 , (B.21)
and for the contractions,
JmnJ
n
p = −δmp + vmvp , JqmΩ±qnp = ∓ Ω∓mnp . (B.22)
The 7-dimensional Hodge star operator acts as follows,
∗7 (J ∧ v) = 1
2
J ∧ J , ∗7Ω± = ±Ω∓ ∧ v . (B.23)
From the spinor expressions (B.7) and (B.13) together with equation (A.31), we can
show [88] that a 7-dimensional SU(3) structure gives rise to a G2 structure via
ϕ = v ∧ J + Ω− , Φ = v ∧ Ω+ + 1
2
J ∧ J . (B.24)
The same game can be played for the torsion classes, however it is not relevant for
our purpose and therefore neglect its presentation. We refer the reader to Ref. [89] if
he is interested.
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Appendix C
Calabi-Yau moduli space geometry
In this appendix, we would like to review the geometry of Calabi-Yau moduli space.
This is motivated by the fact that the same properties hold for mirror half-flat mani-
folds, a fact implied from their mirror symmetry origin. All the material is well known
and can be found in Ref. [8] and in the classic paper by Candelas and de la Ossa [45].
For this reason, we will skip some details and concentrate on the relevant information
for our purpose, mostly collecting the relevant formulas.
By moduli we mean metric deformations preserving the Calabi-Yau property. It is
in one-to-one correspondence with harmonic forms and there will be h1,1 + h1,2 fields
parameterizing the moduli space M. Moreover, it decomposes as a direct product of
two non-interacting components,
M = MK ×MCS , (C.1)
where K and CS stand for Kahler and complex structure. These two parts are related
to deformations of the Kahler form and the complex structure respectively. The high
symmetries of Calabi-Yau spaces imply constraints on the nature of the space of
deformations. For instance, we can define a metric on the moduli space and show
that it is Kahler. Let us recall that a Kahler metric is a hermitian metric which can
locally be written in terms of a Kahler potential K as in (2.19). Furthermore, for the
case of the moduli space, it turns out to be more special in that the Kahler potential
itself can be written in term of another function, called the prepotential, which turns
out to be a symplectic invariant holomorphic function homogeneous of degree two.
Such geometries have been dubbed special Kahler.
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C.1 Kahler moduli space
We start with a description of the Kahler moduli space. Let us write the basis of H2
by {ωi} as in appendix A, where i, j, . . . = 1, . . . , h1,1(X). We can then expand the
Kahler form J and the Bˆ fields,
Bˆ = biωi , J = v
iωi . (C.2)
It can be shown that the natural combination for the Kahler moduli space is to
consider the complexified Kahler cone with the combination Bˆ + iJ . Thus, the cor-
responding moduli space coordinates are defined by
T i = bi + ivi . (C.3)
We should also note that the Kahler form J corresponds to the SU(3) structure form
presented in the previous appendix B and, therefore, the volume of the Calabi-Yau
space X is given by,
V = 1
6
∫
X
J ∧ J ∧ J . (C.4)
The metric appearing in the deformation of the Calabi-Yau metric is given by
K
(1)
ij =
1
4V
∫
X
ωi ∧ ∗ωj , (C.5)
and we can see that it is a Kahler metric from the calculation of ∗ωi [8],
∗ ωi = −J ∧ ωi + 3
2
∫
X
J ∧ J ∧ ωi∫
X
J ∧ J ∧ J J ∧ J . (C.6)
The Kahler potential is thus given by,
K
(1)
ij =
∂2K(1)
∂T i∂T¯ j
, K(1) = − ln
(
4
3
∫
X
J ∧ J ∧ J
)
, (C.7)
which corresponds to the logarithm of the volume of the Calabi-Yau.
We can simplify the above expressions by introducing more convenient notations.
Let us write the intersection numbers,
Kijk =
∫
X
ωi ∧ ωj ∧ ωk (C.8)
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and the following contractions with the Kahler moduli vi,
K = Kijkvivjvk , Ki = Kijkvjvk , Kij = Kijkvk . (C.9)
This notations imply K = 6V. The Kahler metric (C.5) can thus easily be re-written
in the following manner,
K
(1)
i ≡
∂K(1)
∂T i
=
3i
2
Ki
K , K
(1)
ij =
9
4
KiKj
K2 −
3
2
Kij
K , (C.10)
where we also gave the first order derivative K
(1)
i which is used later. Another useful
formula is the inverse metric,
K(1)
ij
= −2
3
K
(
Kij − 3v
ivj
K
)
, (C.11)
where we define Kij from the property KijKjk = δik. We also have the following
contraction
K(1)
ij
Kj = −2ivi . (C.12)
Finally, as mentioned in this appendix introductory words, the geometry is in fact
special Kahler. To see this, we need to introduce a new field T 0. It could be the
inverse of the dilaton but its precise nature we are not interested in. We can write
the prepotential
F = −1
6
KijkT
iT jT k
T 0
, (C.13)
giving the Kahler potential,
K(1) = − ln (i (T¯ IFI − T IF¯I)) , (C.14)
where FI ≡ ∂F/∂T I and I = 0, 1, . . . , h1,1. It is straightforward to verify that this is
exactly equivalent to (C.5) when we set T 0 to one. The whole special Kahler geometry
is independent from a rescaling by T 0 and the meaning of this new coordinate is to
make T I correspond to homogeneous coordinates of a projective space.
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C.2 Complex structure moduli space
A special choice of coordinates must be made to unveil the nature of the complex
structure moduli. This is done by introducing the real symplectic basis
{
αA, β
A
}
,
where A,B, . . . = 0, 1, . . . , h2,1(X), having the intersections,∫
X
αA ∧ βB = δ BA ,
∫
X
αA ∧ αB =
∫
X
βA ∧ βB = 0 . (C.15)
The holomorphic three-form thus becomes,
Ω = ZAαA − GAβA , (C.16)
where ZA and GA correspond to the periods of Ω on the symplectic basis. As for
the Kahler moduli, it turns out that the moduli space is a projective space and the
complex structure moduli is given by definition
Za = ca + iwa , (C.17)
where Za = Za/Z0. Now, by considering the Calabi-Yau metric deformations, we
find the following metric on the space of deformations,
K
(2)
ab = −
∫
X
χa ∧ χ¯b∫
X
Ω ∧ Ω¯ , (C.18)
where χa are a set of (2, 1)-forms defined from the result by Kodaira stating,
∂Ω
∂za
= −∂K
(2)
∂Za
Ω + χa . (C.19)
It implies that we can write the metric with a Kahler potential coming from a pre-
potential giving the same special Kahler geometry as before,
K(2) = − ln
(
i
∫
X
Ω ∧ Ω¯
)
= − ln (i (Z¯AGA −ZAG¯A)) . (C.20)
Here GA = ∂G/∂ZA and, again, we see that the Kahler potential comes from the
logarithm of the Calabi-Yau space volume,
V = i‖Ω‖2
∫
X
Ω ∧ Ω¯ , (C.21)
where we define 3!‖Ω‖2 = ΩuvwΩ¯uvw.
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The properties of Kahler and complex structure moduli has striking similarities
which led to the conjecture of mirror symmetry. For each Calabi-Yau X , there exists
a mirror Calabi-Yau X˜ whose Kahler and complex structure moduli are reversed.
This conjecture allows us to introduce intersections of the mirror Calabi-Yau X˜
K˜ = K˜abcwawbwc , K˜a = K˜abcwbwc , K˜ab = K˜abcwc , (C.22)
where we also wrote the relevant contractions. In the large complex structure limit,
the prepotential G of X is given by
G = −1
6
K˜abcZ
aZbZc
Z0 , (C.23)
leading to the same expressions for the Kahler metric as in the Kahler moduli space
case,
K(2)a =
∂K(2)
∂Za
=
3i
2
K˜a
K˜ , K
(2)
ab¯
=
9
4
K˜aK˜b
K˜2 −
3
2
K˜ab
K˜ . (C.24)
We also have the inverse metric
K(2)
ab
= −2
3
K˜
(
K˜ab − 3w
awb
K˜
)
, (C.25)
where by definition K˜abK˜bc = δac. The relation
K(2)
ab
Kb = −2iwa (C.26)
can easily be verified.
C.3 More on the symplectic basis
In this section, we would like to present the Hodge star of the symplectic basis{
αA, β
A
}
. First, we should note that for the holomorphic basis,
∗ Ω = −iΩ, ∗χa = iχa . (C.27)
Now, for the symplectic forms, the Hodge star dual forms can be expanded on the
original basis and, thus, we can write in general
∗αA = A BA αB +BABβB , (C.28a)
∗βA = CABαB +DABβB , (C.28b)
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by definition of the different matrices. From the intersections (C.15), these matrices
must obey the following properties
BAB =
∫
αA ∧ ∗αB =
∫
αB ∧ ∗αA = BBA (C.29a)
CAB = −
∫
βA ∧ ∗βB = −
∫
βB ∧ ∗βA = CBA (C.29b)
A BA = −
∫
βB ∧ ∗αA = −
∫
αA ∧ ∗βB = −DBA . (C.29c)
It is a little exercise to use the expression of Ω in terms of the symplectic basis (C.16)
together with Kodaira’s formula (C.19) to calculate the expressions for ∗α and ∗β.
The results can conveniently be written in terms of the matrix,
MAB = G¯AB + 2i ImGAC Z
C ImGBD ZD
ZC Im GCD ZD , (C.30)
and the inverse matrix
(ImM)−1 = − 6K˜
(
1 cb
ca K
(2)ab
4
+ cacb
)
. (C.31)
We obtain,
A = (ReM) (ImM)−1 (C.32a)
B = − (ImM)− (ReM) (ImM)−1 (ReM) (C.32b)
C = (ImM)−1 . (C.32c)
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Appendix D
Coset space formalism
D.1 Coset space geometry
In this appendix, we would like to review the construction of homogeneous spaces [62–
68]. Let us consider a Lie group G with some subgroup H being a Lie group itself.
The coset G/H is defined as the set of equivalence relations
g ∼ g′ ⇔ g−1g′ = h ∈ H . (D.1)
This means two elements g and g′ of G are considered to be equivalent if they can be
related by right multiplication with some element h of the subgroup H . A useful way
to think about the group G in this context is as a principal bundle G(G/H,H) with
base space G/H and fibers given by the orbits of H . The Lie algebra g of G can be
written as a direct sum,
g = h⊕ k , (D.2)
where h is the Lie algebra of the subgroup H and k is the remainder. In the following,
we will adopt the conventions
TA ∈ g , Hi ∈ h , Ka ∈ k , (D.3)
to denote the Lie algebra basis elements in those various parts. Here, indices run
over the appropriate ranges summarized in (A.3). The structure constants split up
accordingly and we also require a basis such that they satisfy,
f jia = 0 , f
a
ij = 0 , (D.4)
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which means the Lie algebra g decomposes reductively. Explicitly, the commutation
relations take the form,
[Ka, Kb] = f
c
ab Kc + f
i
ab Hi ,
[Hi, Ka] = f
b
ia Kb ,
[Hi, Hj] = f
k
ij Hk .
(D.5)
In practice, the relevant geometrical information about the coset is contained in the
structure constants which are collected in the last section of this appendix.
In order to find an explicit description of the coset space, we can choose one
representative for each coset. Such representative can be written using the exponential
map,
L (x) = exp (xaKa) . (D.6)
In the following, we adopt the conventions that {xa, zi} stand for the coordinates
relative to the basis {Ka, Hi}, respectively. The above representative can be viewed
as a section of the principal bundle G(G/H,H). A non-singular set of one-forms
on G/H can be obtained following a procedure analogous to the one leading to left-
invariant one-forms on G. First, define the Lie algebra valued one-form
Θ = L−1dL , (D.7)
where d is the exterior derivative on G/H . Then expand V in terms of the chosen
Lie algebra basis as
Θ = eaKa + ε
iHi (D.8)
with form “coefficients” ea and ǫi. It can be shown that the one-forms ea are non-
singular. Thus, they form a basis for the cotangent space on G/H and can be used
as vielbein. The algebra of their exterior derivatives follows from the Maurer-Cartan
structure equations on G. Using the above commutation relations, we obtain
dea = −1
2
f abc e
b ∧ ec − f aib εi ∧ eb , (D.9a)
dεi = −1
2
f iab e
a ∧ eb − 1
2
f ijk ε
j ∧ εk . (D.9b)
While the forms ea are left-invariant when viewed as forms on the group G, this is no
longer the case when they descend to the coset G/H .
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Another useful geometrical quantity is the Riemann curvature tensor. The Levi-
Civita connection one-form ωab associated to the vielbein e
a on the coset space is
determined by the standard relations dea+ωab∧eb = 0 and ωab = −ωba. For reductive
homogeneous space, we can explicitly find,
ω acb e
c = D acb e
c+f aib ε
i where D acb =
1
2
f acb −
1
2
(
gamf ncm gnb + g
amf nbm gcn
)
(D.10)
which leads to the curvature two-form Rab =
1
2
Rabcd e
c ∧ ed with
Rabcd = −f icd f aib − f mcd D amb +D acm D mdb −D adm D mcb . (D.11)
Finally, to be able to integrate a top form given by the vielbein ea, we will also
be interested in the volume of the coset. One practical way to achieve this is to
look at the generalized Gauss-Bonnet theorem which relates the Euler number to the
integration of the Euler form [69]. The theorem states that
χ (X) =
∫
X
γ (TX) , (D.12)
where γ is the Euler form on X . In six dimensions, it is given in term of the Riemann
curvature tensor by
γ (TM) =
−1
23 (2π)3 3!
∑
ǫa1...a6Ra1a2 ∧ ... ∧Ra5a6 ≡ ̺ e1 ∧ ... ∧ e6 . (D.13)
Here, the last equality defines the constant ̺. In practice, the idea is to calculate this
constant by plugging the Riemann tensor (D.11) in the above relation and write it as
a constant times the top form e1 ∧ ... ∧ e6. We can thus calculate the volume using
the generalized Gauss-Bonnet theorem,
V = ̺−1 χ . (D.14)
The Euler number χ is given as usual from the alternated sum of Betti numbers and
to calculate the Betti numbers it is sufficient to count the number of harmonic forms
on the coset.
109
D.2 Left-invariant structures
In order to find the existing forms on the coset space, we need to work out transfor-
mations under the group action. This will allow us to find left-invariant forms under
this action and ensure that they are well defined everywhere. First, we should realize
that
gL (x) = L (x′) h . (D.15)
Indeed, acting on the left by the group action will lead us to another section L(x′).
However, this section does not necessarily corresponds to the formula (D.6) and must
therefore be compensated by a gauge transformation h. Any sections are related this
way by the definition of the coset equivalence class. This implies for the one-form,
Θ (x′) = hΘ (x) h−1 + hdh−1 . (D.16)
The second term of this equation can be discarded when projecting down onto the
coset space. We then deduce the transformation for the vielbein one-forms,
ea (x′) = D ab
(
h−1
)
eb (x) , (D.17)
where we note the adjoint representation of H−1 by D.
For an infinitesimal G-action g = 1+ ǫATA, the associated gauge transformation h
in Eq. (D.15) can be written as h = 1−ǫAWAiHi, with “compensator” functionsWAi.
Expanding the exponentials in Eq. (D.15), these functions can be calculated order by
order. However, their explicit form will not be needed in the present context. Inserting
them into Eq. (D.17), the infinitesimal transformation of the vielbein becomes
ea (x′)− ea (x) = ǫAW iA f abi eb (x) . (D.18)
This transformation law will be crucial in a moment when we establish which struc-
tures are G-invariant on the coset G/H . In general, we can give a structure in terms
of the vielbein one-forms as follows,
g = gab e
a ⊗ eb , (D.19a)
J =
1
2
Jab e
a ∧ eb , (D.19b)
Ω =
1
3!
Ωabc e
a ∧ eb ∧ ec . (D.19c)
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For it to be left-invariant, we want that evaluated at one point (x), we have the same
form than the one evaluated at (x′). Using the above transformations, we find for the
metric
gab e
a (x′)⊗eb (x′) = gab ea (x)⊗eb (x)+gab ǫAW iA
(
f aci e
c ⊗ eb + f bdi ed ⊗ ea
)
. (D.20)
This implies the condition for left-invariance,
f
c
i(a gb)c = 0 . (D.21)
Here the brackets denote symmetrization of indices. We can work out the correspond-
ing relations for the differential forms (J,Ω) in the same manner. We obtain,
f
c
i[a Jb]c = 0 , f
d
i[a Ωbc]d = 0 , (D.22)
where we have, this time, anti-symmetrization of indices. Once the SU(3) structure
established, it is easy to work out the corresponding torsion classes from the Maurer-
Cartan relations (D.9). It turns out that an exhaustive list of nearly-Kahler manifolds
in six dimensions is given by the four cosets SU(3)/U(1)2, Sp(2)/SU(2) × U(1),
G2/SU(3) and SU(2) × SU(2). However, we will concentrate on the first three as
SU(2)×SU(2) is not well suited for the construction of vector bundles. The respective
data of these cosets are summarized in the next section.
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D.3 Coset data
In this section, we simply summarize all the relevant geometrical data of coset spaces
which are being used in this thesis.
D.3.1 SU(3)/U(1)2
• Gell-Mann matrices:
λ1 = − i
2

0 1 01 0 0
0 0 0

 , λ2 = 1
2

0 −1 01 0 0
0 0 0

 , λ3 = − i
2

1 0 00 −1 0
0 0 0

 ,
λ4 = − i
2

0 0 10 0 0
1 0 0

 , λ5 = 1
2

0 0 −10 0 0
1 0 0

 , λ6 = − i
2

0 0 00 0 1
0 1 0

 ,
λ7 =
1
2

0 0 00 0 −1
0 1 0

 , λ8 = − i
2
√
3

1 0 00 1 0
0 0 −2

 .
(D.23)
• Generators:
K1 = λ1 , K2 = λ2 , K3 = λ4 , K4 = λ5 ,
K5 = λ6 , K6 = λ7 , H7 = λ3 , H8 = λ8 .
(D.24)
• Structure constants:
f 712 = 1 ,
f 613 = −f 514 = f 523 = f 624 = f 473 = −f 675 = 1/2 ,
f 834 = f
8
56 =
√
3/2 .
(D.25)
• Basis of left-invariant forms:
e12, e34, e56, e136 − e145 + e235 + e246, e135 + e146 − e236 + e245. (D.26)
• Betti and Euler numbers:
b0 = 1 , b2 = 2 , b4 = 2 , b6 = 1 , (D.27)
χ = 6 . (D.28)
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• SU(3) structure:
ds2 =R21
(
e1 ⊗ e1 + e2 ⊗ e2)+R22 (e3 ⊗ e3 + e4 ⊗ e4)+R23 (e5 ⊗ e5 + e6 ⊗ e6) ,
J =− R21 e12 +R22 e34 − R23 e56,
Ω =R1R2R3
((
e136 − e145 + e235 + e246)+ i (e135 + e146 − e236 + e245)) .
(D.29)
• Torsion classes:
W+1 =−
R21 +R
2
2 +R
2
3
3R1R2R3
, (D.30a)
W+2 =−
2
3R1R2R3
[
R21
(
2R21 − R22 − R23
)
e12 −R22
(
2R22 − R21 −R23
)
e34
+R23
(
2R23 −R21 −R22
)
e56
]
. (D.30b)
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D.3.2 Sp(2)/SU(2)× U(1)
• Generators:
K1 =
1√
2


0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0

 , K2 = i√2


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

 ,
K3 =


i 0 0 0
0 −i 0 0
0 0 0 0
0 0 0 0

 , K4 =


0 1 0 0
−1 0 0 0
0 0 0 0
0 0 0 0

 , K5 = 1√2


0 0 0 1
0 0 −1 0
0 1 0 0
−1 0 0 0

 ,
K6 =
i√
2


0 0 −1 0
0 0 0 1
−1 0 0 0
0 1 0 0

 , H7 =


0 0 0 0
0 0 0 0
0 0 i 0
0 0 0 −i

 ,
H8 =


0 0 0 0
0 0 0 0
0 0 0 −1
0 0 1 0

 , H9 =


0 0 0 0
0 0 0 0
0 0 0 −i
0 0 −i 0

 , H10 =


0 i 0 0
i 0 0 0
0 0 0 0
0 0 0 0

 .
(D.31)
• Structure constants:
f 613 = −f 514 = f 523 = f 624 = 1 ,
f 671 = −f 572 = f 581 = f 682 = f 291 = −f 695 = f 210 1 = f 610 5 = 1 ,
f 978 = f
4
10 3 = 2 .
(D.32)
• Basis of left-invariant forms:
e12 + e56, e34, e135 + e146 − e236 + e245, e136 − e145 + e235 + e246. (D.33)
• Betti and Euler numbers:
b0 = 1 , b2 = 1 , b4 = 1 , b6 = 1 , (D.34)
χ = 4 . (D.35)
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• SU(3) structure:
ds2 = R21
(
e1 ⊗ e1 + e2 ⊗ e2)+R22 (e3 ⊗ e3 + e4 ⊗ e4)+R21 (e5 ⊗ e5 + e6 ⊗ e6) ,
J = −R21 e12 + R22 e34 −R21 e56,
Ω = R21R2
((
e136 − e145 + e235 + e246)+ i (e135 + e146 − e236 + e245)) .
(D.36)
• Torsion classes:
W+1 =−
4R21 + 2R
2
2
3R21R2
, (D.37a)
W+2 =−
4
3R21R2
[
R21
(
R21 − R22
)
e12 + 2R22
(
R21 −R22
)
e34
+R21
(
R21 −R22
)
e56
]
. (D.37b)
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D.3.3 G2/SU(3)
• Generators:
K1 =
1√
3


0 2 0 0 0 0 0
−2 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 1
0 0 0 0 0 1 0
0 0 0 0 −1 0 0
0 0 0 −1 0 0 0


, K2 =
1√
3


0 0 2 0 0 0 0
0 0 0 0 0 0 0
−2 0 0 0 0 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 −1
0 0 0 −1 0 0 0
0 0 0 0 1 0 0


,
K3 =
1√
3


0 0 0 0 −2 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 −1
0 0 0 0 0 0 0
2 0 0 0 0 0 0
0 −1 0 0 0 0 0
0 0 1 0 0 0 0


, K4 =
1√
3


0 0 0 −2 0 0 0
0 0 0 0 0 0 1
0 0 0 0 0 1 0
2 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 −1 0 0 0 0
0 −1 0 0 0 0 0


,
K5 =
1√
3


0 0 0 0 0 0 2
0 0 0 1 0 0 0
0 0 0 0 −1 0 0
0 −1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 0 0 0 0
−2 0 0 0 0 0 0


, K6 =
1√
3


0 0 0 0 0 2 0
0 0 0 0 1 0 0
0 0 0 1 0 0 0
0 0 −1 0 0 0 0
0 −1 0 0 0 0 0
−2 0 0 0 0 0 0
0 0 0 0 0 0 0


,
H7 =


0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 −1
0 0 0 0 0 1 0
0 0 0 0 −1 0 0
0 0 0 1 0 0 0


, H8 =


0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 −1 0
0 0 0 0 0 0 −1
0 0 0 1 0 0 0
0 0 0 0 1 0 0


,
H9 =


0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 −1 0 0
0 0 0 1 0 0 0
0 0 0 0 0 0 1
0 0 0 0 0 −1 0


, H10 =


0 0 0 0 0 0 0
0 0 0 0 0 −1 0
0 0 0 0 0 0 −1
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0


,
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H11 =


0 0 0 0 0 0 0
0 0 0 0 0 0 1
0 0 0 0 0 −1 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 1 0 0 0 0
0 −1 0 0 0 0 0


, H12 =


0 0 0 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 −1 0 0 0 0 0
0 0 −1 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0


,
H13 =


0 0 0 0 0 0 0
0 0 0 0 −1 0 0
0 0 0 1 0 0 0
0 0 −1 0 0 0 0
0 1 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0


, H14 =
1√
3


0 0 0 0 0 0 0
0 0 −2 0 0 0 0
0 2 0 0 0 0 0
0 0 0 0 1 0 0
0 0 0 −1 0 0 0
0 0 0 0 0 0 1
0 0 0 0 0 −1 0


.
(D.38)
• Structure constants:
f 137 10 = −f 127 11 = f 673 = −f 574 = 1,
f 128 10 = f
13
8 11 = −f 583 = −f 684 = f 119 10 = −f 139 12 = −f 493 = f 695 = 1,
f 610 1 = f
5
10 2 = −f 511 1 = f 611 2 = f 412 1 = f 312 2 = −f 313 1 = f 413 2 = 1,
f 1410 11 = f
14
12 13 =
√
3, f 978 = 2,
f 214 1 = f
6
13 = f
5
14 = −f 523 = f 624 = 2/
√
3,
f 414 3 = f
6
14 5 = 1/
√
3.
(D.39)
• Basis of left-invariant forms:
e12 − e34 − e56, e136 + e145 − e235 + e246, e135 − e146 + e236 + e245. (D.40)
• Betti and Euler numbers:
b0 = 1 , b6 = 1 , (D.41)
χ = 2 . (D.42)
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• SU(3) structure:
ds2 = R2
(
e1 ⊗ e1 + e2 ⊗ e2 + e3 ⊗ e3 + e4 ⊗ e4 + e5 ⊗ e5 + e6 ⊗ e6) ,
J = R2
(
e12 − e34 − e56) ,
Ω = R3
((
e136 + e145 − e235 + e246)+ i (e135 − e146 + e236 + e245)) .
(D.43)
• Torsion class:
W+1 = −
4√
3R
. (D.44)
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