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ABSTRACT
The present work addresses the reconstruction of molecular orbitals from angle-resolved photoelectron
spectroscopy (ARPES) data by means of orbital tomography. Provided ARPES data are recorded from an
ordered layer of molecules consisting of light atoms only, final state scattering effects can be neglected and
the ARPES data can be related to the squared modulus of the Fourier transform of the initial state wave
function. The wave function can be retrieved by the inverse Fourier transform, if the phase distribution in
the detector plane is known. We suggest finding the phase distribution in a robust manner by exploiting
an analogy between the phase problem in coherent diffraction imaging (CDI) and orbital tomography.
We performed an optical CDI experiment and used the phase retrieval algorithms of Gerchberg-Saxton,
Fienup and Marchesini to reconstruct micrometer-sized structures solely from their diffraction patterns.
By applying the same algorithms to ARPES data, we reconstructed an orbital of pentacene on Ag(110).
A further point that we address is the issue of the background subtraction, for which we propose the
use of a signal restoration routine based on the maximisation of mutual information algorithm. In
addition, we solved the problem of finding the geometrical centre in reconstructed orbital distributions
by modifying the phase retrieval procedure. By comparison with photoelectron holography, we show
that a reconstructed two-dimensional orbital distribution can be interpreted as a superposition of the
“in-focus” orbital distribution evaluated at the z =0 plane and “out-of-focus” distributions evaluated at
other z = const planes. Then, we extend the orbital tomography to cobalt pyrphyrin and pyrphyrin
molecules on Ag(110). By comparing the experimental ARPES data with the density functional theory
simulations, we find that the molecules are ordered in multiple rotational domains on the surface of
the Ag(110) crystal. This issue challenges the reconstruction of individual orbital distributions from the
experimental data. Finally, we performed first time-resolved experiments on a multilayer of pentacene
on Ag(110), in which the ultimate goal is the observation of excited state dynamics and subsequent
reconstruction of orbital distributions at different moments in time.
ZUSAMMENFASSUNG
Die vorliegende Arbeit befasst sich mit der Rekonstruktion von Molekülorbitalen aus den experimentel-
len Daten der winkelaufgelösten Photoemission (engl. angle-resolved photoelectron spectroscopy,
ARPES) mittels der sogenannten Orbitaltomographie. Das Verfahren funktioniert unter der Vorausset-
zung, dass die experimentellen Daten von einer geordneten Schicht der organischen Moleküle akquiriert
werden, so dass die Endzustand-Streueffekte vernachlässigt werden können. In diesem Fall entspre-
chen die ARPES Daten der quadrierten Amplitude der Fourier Transformation der molekularen Wel-
lenfunktion im Anfangszustand. Dieser Zusammenhang ermöglicht die Rekonstruktion der Wellenfunk-
tion, falls man die Phasenverteilung in der Ebene des Detektors kennt und die inverse Fourier Trans-
form der komplexen Signalverteilung in der Detektorebene berechnet. Wir schlagen eine Methode für
die Lösung des Phasenproblems vor, die auf der Analogie zum Phasenproblem in Coherent Diffracti-
on Imaging basiert. Wir führten ein Experiment aus, in dem die Amplituden- und Phasenverteilung
der mikrometergrossen Strukturen durch die phase retrieval Algorithmen von Gerchberg-Saxton, Fienup
und Marchesini rekonstruiert wurden. Wir benützten dieselben Algorithmen für die erfolgreiche Re-
konstruktion eines Orbitals von Pentacen auf Ag(110). Ein weiterer Punkt, den wir ansprechen, ist das
Problem der Hintergrundsubtraktion in ARPES Daten. Wir schlagen eine Prozedur vor, in der das Si-
gnal und der Hintergrund mittels eines maximisation of mutual information Algorithmus in räumliche
Korrespondenz gebracht werden, um eine anschliessende Subtraktion durchzuführen. Wir verbesser-
ten das phase retrieval, in dem die Mitte der rekonstruierten Verteilungen eindeutiger bestimmt wird.
Im Vergleich mit Photoelektronenholographie stellen wir fest, dass die zwei-dimensionalen rekonstru-
ierten Molekülorbitale eine Superposition der im-Fokus und aus-dem-Fokus Komponenten zu interpre-
tieren sind. Ausserdem wird die Orbitaltomographie zu Cobalt-Pyrphyrin und Pyrphyrin Moleküle
auf Ag(110) erweitert. Eine umfangreiche Analyse dieses Systems zeigt, dass sich Cobalt Pyrphyrin
und Pyrphyrin Moleküle auf der Oberfläche des Ag(110) Kristalls in drei, bzw. zwei Domänen ord-
nen. Schlussendlich zeigen wir die ersten zeitaufgelösten Experimente, in denen eine Doppellage von
Pentacen auf Ag(110) erforscht wird, wobei das Endziel die zeitaufgelöste Rekonstruktion
der Molekülorbitale ist.
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INTRODUCT ION AND MOT IVAT ION
Spatiotemporal visualisation of electron dynamics in molecules is necessary for further advancement in
efficiency of organic light-emitting diodes, photovoltaic cells and photocatalytic devices. Angle-resolved
photoelectron spectroscopy (ARPES) of well-ordered layers of organic large planar molecules on sin-
gle crystal substrates provides means for reconstruction of initial state molecular wave functions [1–5].
Within the plane wave (PW) approximation for the photoelectron final state [1, 2, 6], the ARPES intensity
distribution is proportional to the squared modulus of the Fourier transform of the initial state wave func-
tion and the latter can therefore be retrieved via inverse Fourier transform of the square root of the ARPES
data, provided the phase of the photoelectron wave distribution in the detector plane is known. The
phase distribution may be gained from the parity of the wave function [1], dichroism measurements [7] or
iteratively, employing knowledge about the shape of the wave function [3]. Up to now, this technique has
been successfully applied for reconstruction of orbital distributions of polycyclic aromatic hydrocarbons
and organic dye molecules [1, 3, 5, 7] and become known as orbital tomography. In this work, we ad-
vance this technique both methodologically by making improvements in orbital reconstruction routines
and experimentally by extending it to a broader class of organic molecules and performing pump-probe
measurements to characterise temporal behaviour of excited molecular states.
As the phase distribution in the detector plane is always lost in the measurement, this issue consti-
tutes a fundamental problem in orbital tomography, called the phase problem. We suggest solving the
phase problem in a robust manner by employing its analogy to the phase problem in coherent diffraction
imaging (CDI) [8]. Given the far field optical or photoelectron intensity distribution fulfils the oversam-
pling condition [9, 10], both the amplitude and the phase of the object distribution can be reconstructed
from the modulus of its Fourier transform without any information about shape and symmetry proper-
ties of the object by applying state-of-the-art phase retrieval algorithms used in CDI [11–13]. This analogy
is outlined in part I of the dissertation, where the theoretical fundamentals of photoemission (chapter 1),
light diffraction (chapter 2) as well as a detailed description of the iterative phase retrieval algorithms
(chapter 3) are provided. Methods and equipment used in the current work are presented in chapter 4.
Part II contains the results. In chapter 5, we demonstrate the results of a CDI experiment performed
on micrometer-sized structures [5]. This experiment was designed as an optical analogue in order to
validate the phase retrieval algorithms used in CDI. We reconstructed the amplitude and phase distri-
butions of the micrometer-sized structures from their far field diffraction patterns using the shrinkwrap
algorithm [12] and a combination of the phase-constrained hybrid input-output (PC-HIO) and error re-
duction (ER) algorithms [11, 13]. By applying the same reconstruction procedure to a set of ARPES data
recorded from a sub-monolayer of pentacene molecules on the Ag(110) substrate, we reconstructed both
the amplitude and the phase of the lowest unoccupied molecular orbital (LUMO) of pentacene [5] solely
from the raw photoemission data without any symmetrisation or assumptions about symmetry or shape
of the orbital distribution.
In many cases, a simple treatment of the experimental data does not suffice. For example, the presence
of substrate background features that do not belong to molecular orbital distribution need substantial
amount of image processing, prior to application of the phase retrieval algorithms. In chapter 6, we ad-
dress the issue of substrate background subtraction by suggesting a signal restoration procedure based
on the maximisation of mutual information [14]. We also address the problem of finding the geometrical
centre in reconstructed orbital distributions by proposing improvements to our phase retrieval routine.
We demonstrate the feasibility of the suggested procedures on a set of ARPES data recorded from the
highest occupied molecular orbital (HOMO) of pentacene on the Ag(110) substrate. We compare the
iterative reconstructions with the results of density functional theory (DFT) [16, 17] simulation by mod-
ifying the DFT data in accordance with the experimental conditions. Most importantly, by making a
comparison with photoelectron holography [18], we interpret two-dimensional (2D) reconstructed or-
bital distributions as a superposition of “in-focus” and “out-of-focus” contributions from the original
three-dimensional (3D) orbitals. This remarkable result means that the full 3D orbital distributions can
be reconstructed solely from a single set of 2D ARPES data, provided the axial resolution is high enough.
In chapter 7, we extend orbital tomography to molecular systems relevant to catalysis: pyrphyrin (Pyr)
and cobalt-pyrphyrin (CoPyr) molecules on Ag(110). Pyr molecule is used as a carrier for catalytically
active atoms of transition metals and its metalated form CoPyr is a promising water reduction catalyst in
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photocatalytic water splitting [19]. Ability to reconstruct molecular orbitals in these systems is therefore
important for validation of theoretical models [20] and extension of orbital tomography to a broader
class of molecules. Photoelectron angular distribution (PAD) maps of Pyr and CoPyr on Ag(110) were
recorded using the photoemission electron microscope (PEEM) at the NanoESCA beamline at the Elettra
synchrotron radiation facility in Trieste, Italy. This beamline provides photon energies in the range of
25-35 eV and higher, which is essential for the reconstruction of orbital distribution from photoemission
data, as only at these photon energies, corresponding to photoelectron momenta of ± 2...3 Å 1, most of
the molecular features in PADs become present. In Pyr and CoPyr data, we identify several molecular
states between the Fermi level and the onset of d-bands. The characterisation of the samples with low
energy electron diffraction (LEED), predicted the existence of two molecular lattices on the Ag(110)
in both types of molecular systems and DFT simulations predicted the existence of three adsorption
geometries. To exactly determine the spatial orientation of the individual molecules, we performed x-ray
photoelectron diffraction (XPD) measurements of Pyr and CoPyr on N 1s and Co 2p states. However,
insufficient signal-to-noise ratio and issues with the Ag(110) crystal challenged unambiguous determina-
tion of the molecular orientation. Thus, to determine the orientation of individual molecules, we used
the results of LEED and simulations done using DFT in the frameworks of PW and independent-atomic-
centre (IAC) [6] approximations. By comparing the experimental ARPES data with the simulated PADs,
and using the information about possible spatial arrangements of the molecules obtained from LEED, we
found that CoPyr and Pyr molecules most possible order themselves on the surface of Ag(110) crystal in
three and two rotational domains, respectively. This challenges the reconstruction of orbital distributions
from the ARPES data and highlights the importance of a single orientation of molecules if one aims at
reconstruction of molecular orbitals with phase retrieval algorithms.
Finally, chapter 8 presents the first attempt of time-resolved ARPES measurements using visible pump
and extreme ultraviolet (XUV) probe laser pulses. As a proof-of-principle, we show the energy vs. mo-
mentum photoelectron distributions recorded from a multilayer of pentacene molecules on the Ag(110)
substrate prior and at the moment of excitation, thus, making the first step towards time-resolved orbital
tomography.
Part I
THEORET ICAL BACKGROUND , METHODS , MATER IALS AND
EQUIPMENT

1PHOTOEMISS ION
"Could anything at first sight seem more impractical than a body which is so small that its mass is an
insignificant fraction of the mass of an atom of hydrogen? –which itself is so small that a crowd of these atoms
equal in number to the population of the whole world would be too small to have been detected by any means then
known to science."
Sir Joseph John Thomson, 1934
1.1 introduction
It was in 1887, when Heinrich Hertz, working on generation and detection of electromagnetic waves,
noticed that a spark in a gap between two pieces of metal is more readily observed under the illumination
by ultraviolet light [21]. The electron was discovered 10 years later by J. J. Thomson and within the next
two years he demonstrated that the negatively charged particles emitted in the experiment of Hertz were
electrons [22]. In 1905, Albert Einstein suggested that light consists of quanta – photons – that transfer
their energy to electrons and thereby evoke them from a solid [23]. The kinetic energy of a photoemitted
electron in vacuum, Ekin, equals to
Ekin = hn  Eb  F0, (1.1)
where hn is the energy of a photon, Eb is the electron binding energy referenced with respect to the Fermi
energy, EF, where it is equal to zero, and F0 is the work function of the sample. In 1964, Berglund and
Spicer [24] introduced the three-step model of photoemission schematically sketched in Fig. 1.1(A). This
model employs a simple picture of non-interacting electrons and divides the photoemission process into
three steps [25, 26].
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Figure 1.1: (A) – Three-step model of photoemission. Ei and Ef are initial and final state energies, respectively. hn is
the photon energy. (B) – Electron refraction at surface. ks is the photoelectron wave vector in solid, k?,s
is the perpendicular component of the photoelectron wave vector in solid, kk is the parallel component
of the photoelectron wave vector, k? is the perpendicular component of the photoelectron wave vector
in vacuum. q is the detection angle in vacuum, and qs the corresponding angle in solid. (C) – One-step
model of photoemission.
1. Upon absorption of photons with energy hn, electrons are excited from an initial state |yii with
the energy Ei = Eb to a final state |yfi with the energy Ef = Ekin,s = hn  Eb and the momentum
h¯|ks| = p2mEkin,s. Here Eb is the binding energy and Ekin,s is the electron kinetic energy in solid.
2. Electrons travel through the solid towards the surface, enduring elastic and inelastic collisions.
3. Finally, electrons escape into vacuum, where they are detected.
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Due to the mean inner potential, V0, inside the solid, the electrons are refracted at the surface, so
that the component of the photoelectron wave vector parallel to the surface, k||, is conserved, and the
component of the wave vector normal to the surface, k?,s, is reduced, as it is shown in Fig. 1.1(B). Due
to conservation of k||, this leads to a refraction law analogous to Snell’s law in optics:
sin qs
sin q
=
s
Ekin
Ekin,s
=
s
Ekin
Ekin +V0
, (1.2)
where Ekin is the electron energy in vacuum, q is the detection angle with respect to the surface normal
in vacuum and qs is the corresponding angle in the solid. The parallel component of the photoelectron
momentum can be computed as h¯|k||| =
p
2mEkin sin q. The perpendicular component in vacuum is then
h¯|k?| =
p
2mEkin cos q. Estimation of the perpendicular component in the solid requires knowledge
about the inner potential though: h¯|k?,s| =
p
2m(Ekin +V0) cos qs.
The more accurate quantum mechanical description of photoemission is done using the one-step model,
in which electrons are excited from an initial state |yii into a damped final state |yfi near the surface [27],
as sketched in Fig. 1.1(C). The final state of the photoelectron is described as the time-reversal of a free
electron impinging on the surface from vacuum, as in a low energy electron diffraction (LEED), and is
thereby called time-reversed LEED state. To account for the inelastic scattering of electrons in the solid,
a propagating free electron state in vacuum is matched to the damped final state in solid [27].
1.2 quantum-mechanical description of photoemission
From a quantum mechanical point of view, the rate at which the transition from the initial state |yii
into the final state |yfi takes place is given by Fermi’s Golden Rule. Typically it is derived in the frame-
work of time-dependent first order perturbation theory1. One begins by considering a time-dependent
Hamiltonian Hˆ = Hˆ0 + Hˆ0(t), where Hˆ0 is the Hamiltonian of an unperturbed system and Hˆ0(t) is
a time-dependent perturbation. We look for solutions of the perturbed Schrödinger equation
h¯
∂Y(r, t)
∂t
= (Hˆ0 + Hˆ0(t))Y(r, t) (1.3)
of the form
Y(r, t) =Â
k
ak(t)Y
(0)
k (r, t), (1.4)
where the coefficients ak(t) are the functions of time only and the wave functions Y
(0)
k (r, t) are the
solutions of the unperturbed Schrödinger equation
h¯
∂Y(0)k (r, t)
∂t
= Hˆ0Y(0)k (r, t). (1.5)
By substituting Eq.1.4 into Eq.1.3 and using Eq. 1.5, we obtain
h¯Â
k
Y(0)k (r, t)
dak(t)
dt
=Â
k
ak(t)Hˆ0(t)Y(0)k (r, t). (1.6)
By multiplying both sides with Y(0)⇤m (r, t) from the left hand side2, integrating over the whole configu-
ration space and taking into account the orthogonality of the wave functions of the unperturbed system
Y(0)k (r, t), we obtain
h¯
dam(t)
dt
=Â
k
H0mk(t)ak(t), (1.7)
where
H0mk(t) =
Z
Y(0)⇤m (r, t)Hˆ0(t)Y(0)k (r, t)dx (1.8)
1 We follow the derivation in the books of Landau and Lifshitz [28] and Levich [29].
2 The asterisk denotes complex conjugation.
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are the matrix elements of the perturbation operator and x denotes the coordinate of the configuration
space. Eq. 1.7 is exact and equivalent to Eq. 1.3, since the coefficients ak(t) fully determine the wave
function Y(r, t).
In order to simplify the solution of Eq. 1.7, we make use of the fact that the perturbation is weak.
Let us assume that the unperturbed wave function was in the nth stationary state. Then at t  0 the
coefficients in Eq. 1.4 are ak(0) = dkn, where dkn is the Kronecker delta. We look for the coefficients ak(t)
at t > 0 of the form
ak(t) = a
(0)
k (t) + a
(1)
k (t), (1.9)
where a(0)k (t) = ak(0) = dkn and the higher order coefficients were neglected. Upon substitution of
Eq. 1.9 into Eq. 1.7, we obtain
h¯
da(1)k (t)
dt
=Â
k
H0mk(t)a
0
k(t) = H
0
mn(t). (1.10)
By integrating Eq. 1.10, we obtain
a(1)m (t) =   h¯
Z t
0
H0mn(t)dt. (1.11)
Because at t = 0 the system was in the nth stationary state, |a(1)m (t)|2 determines the probability of
transition from the nth into the mth state during time t: Wmn(t) = |a(1)m (t)|2 ⌘ |a(1)mn(t)|2, where the second
index n highlights the initial state of the system.
We are interested in quasi-resonant transitions under the action of a periodic perturbation from the
initial state i with the energy E(0)i to the final state f. We assume the perturbation to be of the form
H0fi(t) = Mfie (wfi w)t and the energy of the final state Ef to be very close to the resonance energy
E(0)i + h¯w, where wfi = (Ef   Ei)/h¯ is the angular frequency. Under these assumptions, the integral in
Eq. 1.11 becomes
a(1)fi (t) =   h¯ .
Z t
0
H0fi(t)dt =  Mfi
e (wfi w)t   1
h¯(wfi  w) (1.12)
The transition probability Wfi(t) then equates to
Wfi(t) =
   a(1)fi    2 = |Mfi|2 4 sin2
⇣
wfi w
2 t
⌘
h¯2(wfi  w)2
(1.13)
or, in the limit of large t, to
lim
t!•Wfi(t) =
1
h¯2
|Mfi|2 ptd
✓
wfi  w
2
◆
=
2p
h¯
|Mfi|2 d
⇣
Ef   E(0)i   h¯w
⌘
t, (1.14)
where the term with the delta function3 highlights the conservation of energy. The transition probability
in a unit of time is then given by
wfi =
2p
h¯
|Mfi|2 d(Ef   E(0)f   h¯w) =
2p
h¯
  ⌦yi    Hˆ0   yf↵  2 d(Ef   E(0)i   h¯w), (1.15)
where the transition matrix element Mfi is written explicitly via the initial and final state wave functions.
Hˆ0 is the non-oscillatory part of the perturbation Hamiltonian Hˆ0 and can be found from the full Hamil-
tonian Hˆ by considering the interaction of an electron with an electromagnetic field. For this, we write
the unperturbed part of the full Hamiltonian as
Hˆ0 = pˆ
2
2m
+V(r), (1.16)
3 limt!• sin
2 at
pta2 = d(a), d(cx) = d(x)/c
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where pˆ = h¯r is the electron momentum operator and V(r) is a periodic potential. By replacing the
momentum operator of the electron by pˆ! pˆ(r)  e
c
A(r, t), we obtain the full Hamiltonian Hˆ:
Hˆ = Hˆ0 + Hˆ0(t) = 12m (pˆ(r) 
e
c
A(r, t))2 + Vˆ(r), (1.17)
where A(r, t) = A(r)e (Kr wt) is the vector potential of the electromagnetic radiation, e is the elementary
charge, c is the speed of light in vacuum, K is the wave vector of the light field and w is its angular
frequency. In the weak field approximation, A2(r, t) ⇡ 0, the Hamiltonian can be rewritten as
Hˆ = pˆ
2(r)
2m
  e
mc
A(r, t) · pˆ(r) +
  
  
  *
0
e2
2mc2
A2(r, t) + Vˆ(r) = Hˆ0 + Hˆ0(t), (1.18)
where we use the Coulomb gauge divA = 0, which allows pˆ to commute4 with A. The second term
Hˆ0 =   emcA(r, t) · pˆ(r) corresponds thereby to the perturbation Hamiltonian. Its non-oscillatory part
then equates to Hˆ0 =   emcA(r) · pˆ(r). If we assume that the light wavelength l is large compared to
atomic dimensions a0, i.e. Kr ⇠ 2p a0l ⌧ 1, then the vector potential looses its spatial dependence
A(r) = A ⇡ const and the exponential factor can be expanded in Maclaurin series eiKr = 1+Kr+ ... ⇡ 1,
where we keep only the first term. This is the so-called dipole approximation, in which the transition
probability equates to
wfi =
2e2p
h¯m2c2
|hyf |A · pˆ(r) |yii|2 d(Ef   E(0)i   h¯w). (1.19)
When the photoelectrons escape into vacuum, they have to overcome the work function of the sample
and endure refraction at the surface, upon which only the parallel component of their wave vector is
conserved. The expression for the photoelectron current then reads as
I(q, j; Ekin) µ Â
i
|hyf(q, j; Ekin)|A · p |yii|2
⇥d(Ekin +F0   Ei   h¯w)⇥ d(kfk   kik  Gk), (1.20)
where the photocurrent is given by a sum over all transitions from the occupied initial states |yii into
the final state |yfi characterised by the direction (q, j) and kinetic energy Ekin of emitted photoelectrons.
The polar and azimuthal emission angles are denoted by q and j, respectively. The delta functions
comprising photon energy h¯w, sample work function F0, momentum components of the initial and final
states, kik and kfk, parallel to the surface, respectively, and reciprocal lattice vector Gk ensure energy
and momentum conservation during photoemission. Because energy and the photoelectron momentum
component parallel to the surface are conserved, angle-resolved photoemission can be used to probe the
band structure of solids.
1.3 photoemission from molecular adsorbates
1.3.1 Plane wave approximation
Within the framework of the one-step model, the photoemission from molecular adsorbates can be de-
scribed using Eq. 1.20 as a single coherent process of electron excitation from an initial state |yii into the
final state |yfi. The most difficult part in the evaluation of the expression for the photocurrent is a proper
description of the photoelectron final state |yfi. In the simplest case, the final state interaction between
the photoemitted electron and the photohole can be neglected and the final state electron wave function
can be described by a plane wave: |yfi µ e kfr. This approach was suggested by Gadzuk [30] and was
successfully used to explain photoemission distributions from atoms and small molecules adsorbed on
surfaces.
Recently, Puschnig et al. [1] suggested that the approximation of the final state by a plane wave is
particularly beneficial for the description of photoemission from molecular adsorbates. In this case, the
4 pˆ ·A A · pˆ = h¯ r ·A and if r ·A = 0, operators pˆ and A commute: pˆ ·A = A · pˆ
1.3 photoemission from molecular adsorbates 9
photoemission intensity distribution, acquired from one particular molecular initial state i, becomes pro-
portional to the squared modulus of the Fourier transform of the initial state wave function, modulated
by the |A · kf|2 factor:
I µ
    he kfr|A · h¯r |yi(r)i    2 =     Z e  kfrA · h¯ryi(r)dr    2 =
=
    Z y⇤i (r)A · h¯re kfrdr    2 = h¯2|A · kf|2     Z y⇤i (r)e kfrdr    2 =
= h¯2|A · kf|2
    Z yi(r)e  kfrdr    2 = h¯2|A · kf|2|yi(kf)|2 (1.21)
This result implies that if the phase distribution arg{yi(kf)} in the detector plane were known as well,
the inverse Fourier transform of the complex-valued distribution
p
Ie arg{yi(kf)}/|A · kf|2 would yield the
complex-valued distribution of the initial state wave function. However, the phase distribution in the
detector plane is lost, since only the squared modulus of the amplitude, i.e. |yi(kf)|2, can be measured
experimentally. This issue constitutes the so-called phase problem: an object distribution is to be recon-
structed from the modulus of its Fourier transform only. In some cases, the phase distribution can be
inferred from the parity of the wave function [1] or from dichroism measurements [7]. However, this is
not applicable to the most general type of problems when the phase distribution cannot be deduced from
symmetry considerations. This issue was addressed by Lueftner et al [3] who employed an iterative phase
retrieval procedure similar to the Gerchberg-Saxton algorithm [31]. In this procedure, one iterates back
and forth between real and reciprocal spaces by computing Fourier transforms and imposing constraints
in both domains. In real space, the wave function distribution is confined to a rectangular box whose
size is on the order of the van der Waals size of the molecule. The absolute value of the wave function
distribution outside of the confinement box is reduced by 10% at each iteration step. In reciprocal space,
the computed amplitude distribution is replaced by the measured one and the phase distribution is kept.
In this work, we suggest that the phase problem in orbital tomography can be solved in a more robust
manner by making use of the analogy to the phase problem in coherent diffraction imaging (CDI) [8].
1.3.2 Remarks about the validity of the plane wave approximation
Before we discuss the means of how the phase distribution in the detector plane can be retrieved, let us
make some remarks about the validity of the plane wave (PW) approximation. It was observed that the
PW approximation (i) fails to describe the photoemission intensity of some large polyatomic molecules as
it does not account for spherical wave effects of the outgoing photoelectron waves and (ii) that it falsely
predicts zero photoemission intensity in certain experimental geometries [32, 33]. To account for these
inconsistencies, the independent atomic centre (IAC) approximation was developed by Grobman [34]. In
the IAC formalism, the photoemission is calculated as an independent coherent sum from individual
atomic centres that build the molecule. This allows for a more precise description of the photoemission
final state. Under certain conditions, the IAC approximation can be nevertheless reduced to the PW
approximation. Namely, it was shown that a plane wave adequately describes the photoelectron final
state if (i) the photoemission happens from molecular orbitals of the same character, e.g. pz-orbitals of
large planar molecules, (ii) molecules consist of mainly light atoms (H,C,N,O) and final state scattering
effects can thus be neglected [1, 2].

2COHERENT D IFFRACT ION IMAGING
A beautiful analogy to the phase problem in photoemission can be found by looking at diffraction of
light waves at matter. As the most simple example, let us consider the diffraction of a plane wave on
an aperture in an opaque screen.
kirchhoff integral [35] An analytic solution to a homogeneous wave equation, describing the
diffraction of the light field on an aperture in an opaque screen, is given by the so-called Kirchhoff
diffraction integral. Mathematically, this integral describes the Huygens principle, which explains the
wave phenomena by means of a decomposition of light waves into spherical harmonics instead of de-
composing them into plane waves as it is done in Fourier analysis.
Assuming that the distance from the source to a detection point is large compared to the transverse
dimensions of the aperture, the Kirchhoff integral can be written as
u(r) =
l
Z
A
u(r0) e
  K|r-r’|
|r-r’| dA, (2.1)
where l is the wavelength of light, the first term in the integral is the complex-valued incident light field1
evaluated at the point r’ and the second term represents the excited spherical wave propagated to the
observed point r. The integral is taken over the whole area of the aperture A. The wave vector of the
light wave in vacuum, K, obeys the dispersion relation
K2(w) = K2x + K
2
y + K
2
z =
w2
c2
, (2.2)
where Kx, Ky and Kz are the wave vector components projected onto x, y and z axes of the Cartesian coor-
dinate system, respectively. The absolute value of the wave vector is connected to the wavelength of light
as K = 2pl = 2pq, where the quantity q is called the spatial frequency. Typically, the Kirchhoff integral is
not evaluated directly, but instead is often simplified by imposing different approximations [37].
fresnel and fraunhofer approximations Let us consider a plane wave travelling in z direction
and incident normally on an opaque screen with an aperture located in the x-y plane at z = 0. The field
distribution right after the aperture is computed as u(x, y, z = 0) = u0 · t(x, y), where u0 is the incident
light field distribution right before the aperture and t(x, y) is a transmission function of the aperture,
which can be complex-valued. In the following, u(x, y, z = 0) is referred to as the field distribution in
the object plane. In general, it is a complex valued function: u(x, y, z = 0) = |u(x, y, z = 0)| · e j(x,y,z=0),
where |u(x, y, z = 0)| is the amplitude and j(x, y, z = 0) is the phase distribution in the object plane. We
are interested in the field distribution far away from the screen. Thereby, we need to propagate the field
distribution u(x, y, z = 0) into the half-space z > 0.
The propagation of optical fields in a homogeneous, isotropic, linear and source-free medium can be
conveniently done by means of an angular spectrum method, which was first introduced by
J. A. Ratcliffe [38] and is in detail described in the book of J. W. Goodman [39]. The Fourier trans-
form of the field distribution in the object plane yields the initial angular spectrum, which is also often
referred to as the initial spatial frequency spectrum:
U(Kx,Ky, z = 0) =
1
(2p)2
+•x
 •
u(x, y, z = 0)e  (Kxx+Kyy)dxdy. (2.3)
The angular spectrum in the detector plane at z = zs is obtained by a multiplication of the initial angular
spectrum by a complex-valued transfer function H(Kx,Ky; zs) = e Kzzs :
U(Kx,Ky, zs) = U(Kx,Ky, z = 0)e Kzzs , (2.4)
1 Note that in the following we use a scalar representation of electromagnetic fields, as it is justified in the absence of currents and
charges [36].
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where Kz =
q
K2   K2x   K2y is the z-component of the wave vector. The field distribution in the detector
plane is obtained via inverse Fourier transform of the propagated spectrum:
u(x˜, y˜, zs) =
+•x
 •
dKxdKy ·U(Kx,Ky, z = 0) · e Kzzs · e (Kxx˜+Kyy˜), (2.5)
where x˜ and y˜ denote the Cartesian coordinates in the detector plane.
In paraxial approximation, which is also often called Fresnel approximation, we assume the angular
spectrum to be narrow band, i.e. K2x + K2y ⌧ K2. This corresponds to the requirement that all structural
details of the field distribution in the object plane must be larger than the wavelength of the light field:
|x|, |y|  l. This allows us to expand Kz in Taylor series around K2x + K2y = 0 as Kz ⇡ K  K
2
x+K2y
2K . In this
case, the transfer function becomes
H(Kx,Ky; zs) ⇡ HF(Kx,Ky; zs) = e Kzs e i
K2x+K2y
2K zs (2.6)
and the light field distribution in the detector plane in paraxial approximation is computed as
uF(x˜, y˜, zs) =
+•x
 •
U(Kx,Ky, z = 0)HF(Kx,Ky; zs)e (Kxx˜+Kyy˜)dKxdKy = (2.7)
=
+•x
 •
u(x, y, z = 0)hF(x˜  x, y˜  y, zs)dxdy =   K2pzs e
Kzs
+•x
 •
u(x, y, z = 0)e
K
2zs ((x˜ x)2+(x˜ y)2)dxdy,
where the spatial response function hF(x˜  x, y˜  y, zs) corresponds to the Fourier transform of the trans-
fer function H(Kx,Ky; zs) and the second equality follows from the convolution theorem.
Eq. 2.8 corresponds to the Kirchhoff diffraction integral in paraxial approximation. It can be further
simplified in the limit of very large propagation distances zs   l. For that we introduce the so-called
Fresnel number, NF = al
a
zs , where a is the largest size of the aperture, and impose the requirement
NF  0.1 [37]. In this case, the exponential factor e
K
2zs (x
2+y2) becomes ⇡ 1. This approximation, called
Fraunhofer approximation, is hence valid only in the so-called “far field”, that is far away from the
aperture. The field distribution in the detector plane thereby becomes
uFR(x˜, y˜, zs) =   K2pzs e
Kzs e
K
2zs (x˜
2+y˜2)
+•x
 •
u(x, y, z = 0)e 
⇣
Kx˜
zs x+
Ky˜
zs y
⌘
dxdy =
=   2pK
zs
e Kzs e
K
2zs (x˜
2+y˜2) U
✓
Kx˜
zs
,
Ky˜
zs
, z = 0
◆
,
whereU
⇣
Kx˜
zs ,
Ky˜
zs , z = 0
⌘
is the Fourier transform of the field distribution in the object plane. Hence, in the
far field approximation, in each point x˜ and y˜ in the detector plane, only one angular frequency qx = x˜lzs ,
qy =
y˜
lzs with the spectral amplitude U
⇣
2p x˜lzs , 2p
y˜
lzs , z = 0
⌘
contributes to the field distribution. The
intensity distribution in the far field is then given by the squared modulus of the Fourier transform of
the field distribution in the object plane:
IFR(x˜, y˜, zs) ⇠
    U ✓2p x˜lzs , 2p ylzs , z = 0
◆    2. (2.8)
The fact that the field distributions in the detector and the object planes are connected via the Fourier
transform forms the basis for a lensless imaging technique called coherent diffraction imaging (CDI) [8].
In conventional imaging, the image is formed by an optical lens system, which performs the Fourier
transform. In contrast, in CDI, only the amplitude of the Fourier transform, |U|, is recorded and the
unknown phase distribution in the detector plane, arg{U}, has to be retrieved numerically, in order to
be able to compute the object distribution from the inverse Fourier transform of |U|e arg{U}. The loss
of the phase distribution constitutes the phase problem, the one we referred to in the context of the
photoemission from molecular adsorbates in chapter 1. Mathematically, Eq. 1.21 and Eq. 2.8 are identical,
differing only by some constant pre-factors. The goal in both cases is the computation of the object
distribution from the amplitude of its Fourier transform only. Therefore, it is intuitively clear that the
mathematical methods for the solution of the phase problem in CDI must be applicable to the solution
of the phase problem in orbital tomography.
3PHASE RETR IEVAL ALGOR ITHMS
Clearly, a very intelligent algorithm is needed to search through
the possible objects to find one consistent with the Fourier modulus data.
J.C. Dainty and J.R. Fienup, 1987 [40]
3.1 the phase problem
Following the discovery of x-rays by Wilhelm Conrad Röntgen in 1895 [41], Max von Laue was deter-
mined to prove their electromagnetic nature by performing an experiment, in which the x-rays could
be diffracted by a periodic arrangement of slits or holes. Laue realised that a periodic crystal struc-
ture may serve as a diffraction grating for x-rays1. The idea of Laue was proved experimentally by his
colleagues W. Friedrich and P. Knipping, who observed a diffraction pattern from a copper sulphate
crystal [44]. Laue developed a supporting theory and was awarded the Noble Prize in Physics in 1914
“for his discovery of the diffraction of x-rays by crystals”. Some years later, William Henry Bragg and
his son Willian Lawrence Bragg suggested that if the phases of the diffraction spots were known, the
inverse Fourier transform of the diffraction pattern would directly yield the atomic arrangement within
the crystal. In 1952, following a conversation with Alan Turing, David Sayre published an article [45],
in which he draw an analogy between the Shannon sampling theorem in communication theory [46]
and the sampling requirements in the field of crystallography. Sayre stated that the phase problem for
a centrosymmetric crystal would be solvable, provided the diffraction pattern could be sampled at twice
the Bragg frequency [45]. However, no practical algorithms for solution of the phase problem were
suggested.
The first algorithm emerged only 20 years later, when Gerchberg and Saxton published their seminal
paper on the determination of the phase distribution of a function whose intensity distributions in the
object and diffraction planes were known [31]. This algorithm in its original form cannot be applied to
a broad class of problems, as an estimate of the object’s distribution is not always available. For instance,
in the field of crystallography or orbital tomography, one has access only to the intensity distribution
in reciprocal space. Luckily, in 1978, James Fienup suggested a modified version of the algorithm of
Gerchberg and Saxton, known as the error reduction (ER) algorithm [11]. Fienup’s algorithm allowed
reconstructing an object distribution solely from the modulus of its Fourier transform. Instead of using
the low resolution image of the object distribution, Fienup introduced positivity and support constraints
in the object domain. The positivity constraint required the object distribution to be positive. The sup-
port constraint required the object distribution to be confined within a certain region which is called
support. Fienup defined the support, S, of a real-valued, non-negative function f (x)   0, where x 2 EN ,
as the smallest closed set such that the integral of f (x) over the complement of S in EN is zero [47].
Here, EN denotes N-dimensional Euclidian space. Loosely speaking, the support is a set of points over
which the object distribution is nonzero [48]. Fienup gave an upper limit for the diameter of the object
distribution as one half of the diameter of the autocorrelation function [11, 47]. Although, as he admitted
later, in practice, this requirement is difficult to fulfil exactly, as “in two dimensions the exact support
of the object cannot in general be determined uniquely from the support of its autocorrelation and so
the diameter constraint cannot be applied very tightly” [49]. Since the ER algorithm suffered from slow
convergence and tendency to stagnate in local minima, some years later, Fienup developed the hybrid
input-output (HIO) algorithm [49]. In 2010, Ross John Harder extended it towards complex-valued ob-
ject distributions by introducing the phase-constrained version (phase-constrained hybrid input-output,
PC-HIO, algorithm) [13].
1 Auguste Bravais predicted the interatomic separation in crystal lattices to be on the order of an Ångström [42] and Arnold Som-
merfeld estimated that the x-rays should possess extremely short wavelengths on the same order of magnitude, i.e. one third of an
Ångström [43].
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3.2 reconstruction procedure
3.2.1 Hybrid input-output and error reduction algorithms
Both the ER and the HIO algorithms employ a similar scheme which is shown in Fig. 3.1. The only
difference is the application of the object domain constraints.
Fourier domain constraint:
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Figure 3.1: Iterative phase retrieval scheme. Adapted from [PK3].
1. In the first iteration k = 1, the experimental amplitude |F(X,Y)| = pI(X,Y) is combined with
a random phase distribution and the inverse Fourier transform supplies an initial input object
distribution gk=1(x, y). Here and further in the text, (X,Y) and (x, y) denote the generalised
coordinates in the detector and object planes, respectively. The random phase distribution pro-
vides an unbiased initial guess. Though, as it was stated by Gerchberg and Saxton [31], this is
“... not necessary in every case and indeed there is every reason to suppose that an educated guess
at the correct phase distribution would lessen the computation time required for the process to
achieve an acceptable squared error”. Importantly, in case of centrosymmetric distributions in the
image and detector planes, one should avoid using constant phase distribution as an initial guess,
because, according to Gerchberg and Saxton [31], this “will cause the algorithm to fail”. The rea-
son for this is that the “phase distribution will not change under Fourier Transformation in this
case” [31].
2. By computing the Fourier transform of gk(x, y), we obtain the complex-valued distribution
Gk(X,Y) = F {gk(x, y)}.
3. At this point, we satisfy the reciprocal space constraints and replace the calculated amplitude
|Gk(X,Y)| with the experimental amplitude |F(X,Y)|, while keeping the calculated phase distribu-
tion. Upon replacement, we obtain an updated complex-valued field distribution in the detector
plane G0k(X,Y).
4. Inverse Fourier transform of G0k(X,Y) provides the output object distribution g
0
k(x, y).
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5. Now, we have to satisfy the object domain constraints. In the PC-HIO algorithm [11, 13], the input
object distribution for the next iteration gk+1(x, y) is obtained as
gk+1(x, y) =
(
g0k(x, y), if (x, y) 2 g,
gk(x, y)  bg0k(x, y), if (x, y) /2 g,
(3.1)
where b = 0.9 is a feedback parameter and g corresponds to a set of points which comply with the
object domain constraints (belong to the support region S and have their phases within an expected
range). In the ER algorithm [11], the object distribution gk+1(x, y) is calculated as
gk+1(x, y) =
(
g0k(x, y), if (x, y) 2 g,
0, if (x, y) /2 g, (3.2)
where g fulfils the same criteria as in the PC-HIO algorithm.
Typically, the reconstruction procedure consists of a combination of the PC-HIO and the ER algorithms.
They are used in an alternating scheme, as it helps to eliminate stagnation problems and to provide faster
convergence [11, 13, 50]. As it was suggested by Fienup, a reconstruction procedure starts with several
iterations (e.g. 20) of the ER algorithm [48]. These are then followed by a number of cycles of iterations,
where one cycle consists of several (e.g. 10-30) iterations of the HIO algorithm accompanied by a fewer
number (e.g. 5-10) of iterations of the ER algorithm [48, 49].
3.2.2 Support constraint and shrinkwrap algorithm
The convergence speed and the accuracy of the reconstruction depend very much on the quality of the
support constraint. In case of complex-valued object distributions, this choice is particularly important,
as the positivity constraint is no longer applicable. In general, reconstruction of complex-valued ob-
ject distributions is more difficult than reconstruction of real-valued object distributions. For instance,
the complex-valued images reconstructed by Bates and Tan with Fienup’s algorithm and a loose sup-
port distribution were “barely recognizable and virtually unrecognizable” [51]. Fienup showed that the
correct reconstruction in case of complex-valued object distributions is possible only when the support
constraint is tight enough [48, 52] and “is one of a number of special types of support constraints”. These
special types include (i) supports having separated parts and (ii) supports for which the object can be
reconstructed by using the recursive algorithm with latent reference points; the latter class of objects
includes objects with supports whose convex hulls have no parallel sides. Simple symmetric supports
such as circles or rectangles do not work well [48]. The algorithm also works much better for objects
having sharp edges than for objects having tapered edges [48].
The autocorrelation of the object distribution provides a very good starting estimate of the object
support, as it was initially suggested by Fienup [47]. However, it might be very difficult, if not impossible,
to obtain a tight object support distribution solely from the autocorrelation as only upper bounds on the
support can be determined [11, 47]. In 2003, Marchesini proposed the shrinkwrap algorithm [12], in
which the tight support distribution is found gradually in the course of the reconstruction procedure. In
the shrinkwrap algorithm, the initial estimate of the object support is obtained from the autocorrelation
of the object distribution by (i) computing the inverse Fourier transform of the experimental diffraction
pattern I(X,Y), (ii) convolving it with a Gaussian function and (iii) applying a threshold so that the
pixel values below and above the threshold are set to 1 and 0, respectively. The width of the Gaussian
function and the threshold level may vary from case to case, as they depend on many parameters, such
as noise level, the degree of the object confinement, etc. The threshold value and the Gaussian width are
chosen empirically so that no part of the reconstructed pattern is truncated. The thresholding procedure
provides us with a binary mask which is used as the support constraint in object space.
In the end of each PC-HIO–ER cycle, i.e. in the last iteration of the ER algorithm, the output object
distribution g0k(x, y) is used to update the object support. The updated support distribution is obtained
by convolving it with a Gaussian function and setting a threshold. The width of the Gaussian is reduced
at every support update by approximately 1% compared to its preceding value as it is conventionally
done in the shrinkwrap algorithm [12].
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3.2.3 Error metrics
The phase retrieval algorithm continues until a Fourier transform pair that satisfies the constraints in both
domains is found [49]. This pair is regarded as a solution and the algorithm is stopped. As a measure
of convergence of the algorithm towards the solution, Fienup defined a normalised root-mean-square
(RMS) error metric in reciprocal space ER. This metric computes the mismatch between the iterated and
the experimental amplitudes [11]:
ER =
vuutÂall pixels ||F(X,Y)|  |Git(X,Y)||2
Âall pixels |F(X,Y)|2 , (3.3)
where |F(X,Y)| is the experimental amplitude, |Git(X,Y)| is the iteratively obtained amplitude.
The equivalency between the ER algorithm and a steepest-descent gradient search algorithm, applied
for the general problem of arbitrary data and constraints, “gives a proof of convergence in the weak sense
that the RMS error could only decrease or stay the same at each iteration” [49]. It should be noted that the
RMS error provided by Eq. 3.3 is meaningless for the PC-HIO algorithm, as the input object distribution
g(x, y) does not longer represent an estimate of the object distribution [49, 53]. Instead, it should be
thought of as “the driving function for the next output” g0(x, y) [49]. Thereby a more meaningful error
for the PC-HIO algorithm would be an object domain error E0 [49, 53] defined as
E0 =
s
Â/2g |g0k(x, y)|2
Âall pixels |g0k(x, y)|2
, (3.4)
where g denotes the object domain constraints and the summation is done over all pixels that these
constraints violate. The relation between the value of E0 and the visual quality of the reconstructed
image distribution is not fully understood though. Counterintuitively, we observed that the quality of
the reconstructed object distribution may get significantly improved as the error metric E0 increases with
each iteration, as it is often the case [49]. For this reason, we did not use E0 in this work2. Instead, we
estimate the quality of the reconstructed image distribution by recording the RMS error ER at the end
of each ER cycle, as it was originally recommended by Fienup [49, 53] and as it is typically done by
the others [13, 55–58]. The final reconstruction is obtained by averaging over multiple reconstructions
obtained in independent reconstruction runs with random initial phase distributions [5, 54, 58–61].
3.3 remarks on fourier transform
3.3.1 Discrete Fourier transform
Previously, we assumed that the signal distributions are continuous and infinitely extended. However, in
reality, they are not continuous, but are sampled at a finite number of pixels as governed by the discrete
nature of detectors. This means that the continuous Fourier transform must be replaced with the discrete
Fourier transform. The transition from continuous Fourier transform to the discrete Fourier transform is
done by sampling the signal distributions in object and reciprocal spaces in such a way that they become
periodic functions of coordinate and spatial frequency, respectively, with one period being equal to N
samples in each of the spaces.3 Given a one-dimensional function g in the object domain, discretised in a
way that N samples constitute one period of a periodic waveform, the discrete Fourier transform of this
function is then a special case of the continuous Fourier transform and is given by N samples as
G (mDq) =
N 1
Â
n=0
g(nDr)e  2pmn/N , (3.5)
where n = 0, 1, 2, ...,N  1 and m = 0, 1, 2, ...,N  1 are the sample numbers in real and reciprocal spaces,
respectively. The sampling intervals in the object and in the reciprocal domains, Dr and Dq, respectively,
are connected as DrDq = 1N . Note that here r represents a spatial coordinate measured in m and q is a
2 Other authors [9, 52, 54] do monitor the reconstruction progress with the real space error metric
3 For succinct derivation of the discrete Fourier transform the reader is referred to the book of E. O. Brigham. [62]
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spatial frequency measured in m 1. The pixel size in terms of a wave number4, k = 2pq, measured in
rad ·m 1, can thereby be computed as Dk = 2pNDr . The inverse discrete Fourier transform is given by
g(nDr) =
1
N
N 1
Â
m=0
G (mDq) e 2pmn/N , (3.6)
where the same notations as in Eq. 3.5 are used.
For a two-dimensional function g, assuming the equal sampling rates Dr and Dq and the equal number
of pixels N in both dimensions, the forward discrete Fourier transform can be written as
G (m1Dq,m2Dq) =
N 1
Â
n1=0
N 1
Â
n2=0
g(n1Dr, n2Dr)e  2p(m1n1+m2n2)/N , (3.7)
where n1, n2 = 0, 1, 2, ...,N  1 are the sample numbers in real space and m1,m2 = 0, 1, 2, ...,N  1 are the
sample numbers in reciprocal space.
The inverse discrete Fourier transform is written as
g(n1Dr, n2Dr) =
1
N2
N 1
Â
m1=0
N 1
Â
m2=0
G (m1Dq,m2Dq) e 2p(m1n1+m2n2)/N , (3.8)
where the same notations as in Eq. 3.7 are used.
3.3.2 Centred Fourier transform
Discrete Fourier transforms defined by Eq. 3.5, 3.6, 3.7 and 3.8 assume that the signal coordinate systems
are not centred in the computational domain. In other words, it was assumed that the values of the
discrete signals are given for non-negative values of space coordinates and that the origin of the coor-
dinate system lies, in the two-dimensional case, in the lower left corner of the computational domain
given by pixel numbers (0, 0). In orbital tomography and CDI, signal distributions in reciprocal space
are centred at the origin of the reciprocal coordinate system. This means that for the machine computa-
tion of the Fourier transforms, Eq. 3.7 and 3.8 must be modified to ensure that the signal distributions
are located in the middle of the computational domains at (N/2,N/2) if these are sampled at N⇥N
pixels. The expressions for the centred discrete Fourier transforms used in this work were derived by
Latychevskaia et al. [63].
The centred discrete Fourier transform in two dimensions:
G (m1Dq,m2Dq) = e p(m1+m2)
N 1
Â
n1=0
N 1
Â
n2=0
g(n1Dr, n2Dr)e  2p(m1n1+m2n2)/Ne p(n1+n2). (3.9)
The centred inverse discrete Fourier transform in two dimensions:
g(n1Dr, n2Dr) =
1
N2
e  p(n1+n2)
N 1
Â
m1=0
N 1
Â
m2=0
G (m1Dq,m2Dq) e 2p(m1n1+m2n2)/Ne  p(m1+m2). (3.10)
In machine computation, the Fourier transforms are computed using the Fast Fourier transform al-
gorithm (FFT). The FFT algorithm allows for a particularly rapid computation of the discrete Fourier
transform. Curious readers are invited to read the book of E. O. Brigham [62] or the original paper about
the FFT algorithm by Cooley and Tukey [64] to learn more about its beautiful intricacies.
3.4 oversampling requirements
While solving the phase problem with the iterative algorithms, it must be kept in mind that essentially
one solves a system of equations, which connect an unknown complex-valued object distribution f with
4 It is a common practice, to omit the radians in the units of the wave number: rad ·m 1 ! 1 ·m 1. For the sake of being consistent
with the most of the literature on orbital tomography and CDI, we adhere to the same convention here and write m 1 for the unit
of the wave number throughout the whole following text, while we still imply that they are measured in rad ·m 1.
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the amplitude of its Fourier transform, i.e. |F| = |F { f } |, where F denotes the Fourier transform. Given
an N ⇥ N pixel sampled amplitude distribution in reciprocal space
|F (m1Dq,m2Dq)| =
     N 1Ân1=0
N 1
Â
n2=0
f (n1Dr, n2Dr)e  2p(m1n1+m2n2)/N
      , (3.11)
where n1, n2 = 0, 1, 2, ...,N   1 are the sample numbers in real space and m1,m2 = 0, 1, 2, ...,N   1 are
the sample numbers in reciprocal space, we obtain a set of N2 equations, which have to be solved in
order to find both the amplitude and phase distribution of f . Since f is complex-valued, there are
2 · N2 unknown variables. Obviously, in order to obtain a non-trivial solution of the system of equations
Eq. 3.11, the number of unknown variables, i.e. the number of pixels that contain the amplitude and
phase values of f , must be at least equal to the number of equations, i.e. to the number of pixels that
contain values of the amplitude distribution in reciprocal space |F|. This requirement for the solution
of the phase problem is called the oversampling condition and was introduced by Miao et al. [9, 10]. In
practice, it is fulfilled by a dense sampling of the experimental intensity distribution, so that the object
distribution has a finite support surrounded by a zero-padded region. Miao et al. [9] defined the degree
of oversampling by introducing the so-called oversampling ratio as
s =
Ntotal
Nunknown
, (3.12)
where Ntotal is the total number of pixels and Nunknown is the number of pixels with unknown values.
For a complex-valued two-dimensional object distribution, s must exceed 2 [9]. In each dimension of a
two-dimensional data set, we can define a linear oversampling ratio
Ø =
NDr
a
, (3.13)
where N is the linear number of pixels, Dr is the size of the pixel in the object domain and a is the largest
extent of the object distribution. The oversampling requirement then corresponds to Ø >
p
2 [9] in each
dimension for a two-dimensional square object distribution.
3.5 remarks about uniqueness of the reconstruction
It was shown that the reconstruction of two dimensional sampled objects is almost always unique (in
the absence of noise) [65]. Of course, a reconstructed image distribution may always contain inherent
ambiguities such as f (x, y), eiqc f (x  x0, y  y0) and eiqc f ⇤( x  x0, y  y0), where qc is a constant phase,
(x0, y0) is an arbitrary offset and the asterisk denotes complex conjugation. This is because all of them
have the same Fourier modulus. If we treat these ambiguities (phase shift, translation and conjugate
image) as only ambiguities, then we agree that we reached the solution and it is unique [48].
All phase retrieval algorithms described in this chapter were implemented in MATLAB by the author
of the dissertation.
4MATER IALS , METHODS AND EQUIPMENT
Experiment is the final judge of theories.
— Louis de Broglie, Nobel Lecture 1929
4.1 angle-resolved photoelectron spectroscopy
The primary experimental tool used in this work is angle-resolved photoelectron spectroscopy
(ARPES) [25, 66]. In ARPES, the photoelectron distributions are recored at a broad range of polar and
azimuthal angles by either rotating the sample with a suitable manipulator or by using an angle-resolving
electron analyser with a large acceptance angle. By acquiring the photoelectron angular distributions at
different kinetic energies, one can thereby map the electronic band structure of solids.
In this work, ARPES data were recorded using two apparatuses: (i) the mobile surface science end-
station WALküre, located in the LaserLab at the University of Zurich (UZH), and (ii) the photoemis-
sion electron microscope (PEEM) operating in momentum mode at the NanoESCA beamline at the syn-
chrotron radiation facility Elettra [67] in Trieste, Italy. The WALküre end-station was used to validate the
preparation of molecular adsorbate films and for some of the time-resolved measurements. The acqui-
sition of ARPES data for orbital tomography was performed using the PEEM apparatus. Time-resolved
measurements were done at the ARTEMIS beamline [68] located at the Central Laser Facility of the
Rutherford Appleton Laboratory in the United Kingdom.
walküre apparatus WALküre was built as a mobile surface science end-station for use at different
light sources [69, 70]. The end-station consists of a preparation chamber (PC) located on top of an ana-
lysis chamber (AC) as it shown in Fig. 4.1(A). The samples enter the PC via an entry lock. The PC
hosts a number of preparation and characterisation devices, such as (i) an ion sputter gun (SPECS,
Germany) for bombardment of the sample surfaces with argon ions, in order to clean them prior to the
acquisition of ARPES data or evaporation of adsorbates; (ii) two colour pyrometer (Maurer, Germany) to
measure the sample temperature during annealing; (iii) Knudsen-type evaporators to prepare molecular
adsorbates; (iv) a low energy electron diffraction (LEED) device (OCI Microengineering, Canada) to check
the quality of molecular films or single crystal surfaces; (v) a quadrupole mass spectrometer (Pfeiffer
Vacuum, Switzerland) to check the gas composition in the chamber or the quality of the Argon gas used
for sputtering. The sample is mounted on a Swiss top hat type sample holder that resides on a modified
VG Scienta Omniax manipulator mounted on top of the PC. The sample can be moved in x,y and z
directions as well as rotated by 360  around the manipulator axis and the sample normal. The sample
movement is controlled either manually or automatically with the help of stepper motors implemented
in Labview software.
Acquisition of the ARPES data is done in the AC, which is equipped with two continuous wave (CW)
light sources and a hemispherical electron analyser. The light sources are: (i) a twin anode XR3E2
x-ray source (Thermo VG Scientific) with two anodes (Mg Ka with the photon energy hn = 1253.4 eV
and Si Ka with the photon energy hn = 1739.4 eV) and (ii) a Helium discharge lamp HIS13 (Scienta
Omicron, Germany). By varying pressure and discharge current, one can achieve emission at two pri-
mary emission lines: He Ia with the photon energy hn = 21.2 eV and He IIa with the photon energy
hn = 40.8 eV. Photoelectrons are detected with a hemispherical electron analyser PHOIBOS 150 WAL
(SPECS, Germany). The sample is placed in front of the analyser at the working distance of 27.75 mm
from the wide angle electrostatic lens that collects the photoelectrons emitted over a cone of up to ±30 
in a volume of about 1mm3 and focuses them at the entrance slit of a hemispherical unit. The potential
difference between the outer and inner hemisphere sets the pass energy of the photoelectrons, i.e. the
kinetic energy of the photoelectrons that follow the circular path between the hemispheres and are trans-
mitted to the detector side. Faster electrons move at higher radii. In the end, only electrons with kinetic
energies within the window of 12% of the pass energy reach two microchannel plates (MCPs). The MCPs
amplify the electron signal by a factor of 107..108 and the amplified electron distribution impinges onto
the phosphorous screen. The pattern on the screen is then recorded by a CCD camera (Pixelfly, Germany)
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sampled at 1392⇥1024 pixels. In essence, a single CCD snapshot represents an angular (momentum) dis-
persion of the photoelectrons along the vertical axis and an energy dispersion along the horizontal axis.
The schematic of the electrons trajectories in the analyser is shown in Fig. 4.1(B).
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Figure 4.1: (A) – WALküre apparatus in the Laserlab at the University of Zurich. (B) – Electron trajectories inside
the hemispherical electron analyser. Electrons ejected from the sample propagate towards the entrance
slit S1. Electrons following the green trajectory have their energy equal to the pass energy Ep. Electrons
following the light green and blue trajectories have their energies lower and higher than the pass energy,
respectively and arrive at different locations at the exit plane S2. The electron signal distribution is
amplified by MCPs and is recorded by a CCD camera. (C) – Photo of a Ag(110) single crystal residing on
the sample manipulator inside the preparation chamber.
peem setup In principle, photoelectron distributions (PADs) for orbital tomography could be ac-
quired with theWALküre end-station. However, apart from the apparatus capable of recording photoelec-
tron distributions at a large range of electron emission angles, a light source with the photon energies in
the order of 25–35 eV was needed as well.
Figure 4.2: (A) – Schematic of the PEEM setup. (B) – Experimental geometry in PEEM. The 35 eV p-polarised light
was incident on the sample at a grazing angle of a = 25 . The azimuthal angle between the plane of
incidence and the [110] high symmetry direction of the Ag(110) crystal was j = 5 . The vector potential
and wave vector of light are denoted by A and K, respectively. The photoelectrons were collected by the
PEEM objective lens. kf,k and kf,? denote parallel and normal components of the final state wave vector
of the photoelectrons. Adapted from [PK3] and [PK2], respectively.
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This combination was provided at the NanoESCA beamline [67] of the Elettra synchrotron radiation
facility (Trieste, Italy). The NanoESCA beamline is equipped with a PEEM [71, 72]. The setup of the
PEEM and the experimental geometry are shown in Fig. 4.2. The 35 eV p-polarised light is incident on
the sample at a grazing angle of a = 25 . The azimuthal angle between the plane of incidence and the
[110] high symmetry direction of the Ag(110) crystal is j = 5 . The vector potential and the wave vector
of light are denoted by A and K, respectively. The photoelectrons are collected by the PEEM objective
lens within the field of view of ± 2 Å 1.
4.2 molecules
We studied three types of organic molecules: pentacene, pyrphyrin (Pyr) and cobalt pyrphyrin (CoPyr).
Pentacene Pyrphyrin
Cobalt
Pyrphyrin
Cobalt
Nitrogen
Carbon
Hydrogen
Figure 4.3: Molecules used in this work
Pentacene is a polycyclic aromatic hydrocarbon
consisting of five fused benzene rings. In this work, a
well-ordered sub-monolayer of pentacene molecules
adsorbed on the Ag(110) substrate served as a model
system for orbital tomography. The photoemission
data from a pentacene sub-monolayer were acquired
by Schöll and coworkers (University of Würzburg) at
the NanoESCA beamline at Elettra synchrotron (Tri-
este, Italy) and were provided to us for validation of
the phase retrieval procedure [PK2, PK3] as described in chapters 5 and 6. In the UZH lab, we prepared
bilayers of pentacene on Ag(110) to study electron dynamics with time-resolved ARPES at UZH and at
the ARTEMIS beamline at the Central Laser Facility (United Kingdom). Pentacene powder was acquired
commercially (Sigma Aldrich, Germany).
Another type of molecules studied in this work is the Pyr molecule which is a bipyridine-based macro-
cycle with four pyridine rings. It was first synthesised by Ogawa et al. in 1984 [73]. CoPyr is a metalated
version of Pyr: two hydrogen atoms in the middle of the molecule are replaced by one cobalt atom. In
this work, ARPES data from Pyr and CoPyr on Ag(110) were acquired during a beamtime at the Na-
noESCA beamline at Elettra synchrotron (Trieste, Italy) with the purpose of reconstruction of molecular
orbitals with phase retrieval algorithms. Pyr and CoPyr molecules used in this work were synthesised in
the group of R. Alberto (UZH) [74].
Prior to the molecule deposition onto the single crystal substrate, the surface of the latter has to be
cleaned. The Ag(110) used in this work was prepared in ultra high vacuum by alternating cycles of
sputtering with Ar+ ions and annealing at high temperatures. Sputtering was typically performed at
the pressure of 3 · 10 6mbar, 500 eV bias voltage, ⇡ 540 eV discharge voltage, 4.4 mA discharge current
and ⇡ 2 µA sample current. Usually, two cycles of sputter-anneal (20 min + 10 min) were enough to
ensure good surface quality. The deposition of molecules onto the Ag(110) substrate was done via a self-
assembly process. Upon effusion from a home-built Knudsen cell type evaporator, molecules ordered
themselves on the surface of the single crystal. Typical evaporation parameters are listed in Table 4.1.
molecule chemical structure evaporation parameters
Pentacene C22H14 Tevap ⇡ 200 C, 1ML/12 min
Pyrphyrin (Pyr) C24N6H14 Tevap ⇡ 300 C, 1ML/40 min
Cobalt Pyrphyrin (CoPyr) CoC24N6H12 Tevap ⇡ 330 C, 1ML/40 min
Table 4.1: Molecules used in this work
4.3 low energy electron diffraction
In 1924, French physicist Louis de Broglie, made a hypothesis that electrons share the same wave-particle
duality properties as quanta of light [75, 76]. He postulated that their characteristic wavelength, which
was later called the de Broglie wavelength, is connected to their momentum p via the Planck’s constant
h as ldB = h/p. The first experimental evidence of this hypothesis dates back to 1920’s, when American
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physicists Davisson and Germer performed a series of experiments [77–80], in which they revealed that
the electrons can indeed be diffracted by a single-crystal of nickel just like visible light can be diffracted
by an optical grating or x-rays can be diffracted by a single crystal1. They had shown that the electron
wavelengths, calculated using the optical plane grating formula, satisfy the de Broglie relation and that
the disagreement with the electron wavelengths calculated using the Bragg formula could be explained
by assuming the refractive index of the crystal n at the given electron energies to be different from unity,
unlike in case of the x-rays, for which it is ⇡ 1 [80, 82]. Since the inelastic mean free path of electrons
is on the order of a few atomic layers, this makes diffraction of electrons a perfect surface-sensitive tool.
Thus, in the early 1960s, low energy electron diffraction (LEED) emerged as a technique for analysis of
surfaces and surface confined structures under high vacuum conditions.
4.3.1 LEED setup
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Phosphor screen
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e
Figure 4.4: Sketch of LEED device
In this work, the LEED technique was used to determine the cleanness
and the orientation of single crystal surfaces as well as to monitor the
order and coverage of molecular adlayers and quantitatively charac-
terise their surface lattices. A schematic diagram of the LEED setup is
shown in Fig. 4.4. We employed LEED Model BDL 800 from OCI Mi-
croengineering, Canada. In this device, the sample is placed in front of
an electron gun and the incident electron beam (⇡ 1–2 µA), generated
by a thoriated tungsten filament, is focused by the electrostatic lenses
onto the surface of a sample. Depending on the type of the sample, the
electron energies are tuned between 15–50 eV for molecular adlayers
and between 40–100 eV for single crystals. Upon interaction with the
sample, the scattered electrons propagate back towards the flat phos-
phorescent screen (fused silica coated with indium-tin oxide and the
green P31 phosphor ZnS:Ag:Cu). Most of the inelastically scattered
electrons are high-pass filtered by the hemispherical grid. The elas-
tically scattered electrons and the remaining inelastic ones form the
LEED pattern that is recorded with the CCD camera (Model 270 XS, PCO Pixelfly, Germany) placed in
front of a view port. The whole device operates in ultra-high vacuum at ⇡ 10 9..10 10 mbar and is
magnetically shielded by a Mu-metal tube.
4.3.2 Correction of LEED patterns
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Figure 4.5: Some types
of lens distor-
tion
In order to quantitatively characterise LEED patterns recorded with the CCD
camera, we had to correct (i) distortions introduced by the objective (Navitar,
F0.95/17 mm) and (ii) distortions due to the projection onto the flat screen. The
correction was done programmatically in MATLAB. The verification of the im-
plemented correction algorithms was done by applying them to a LEED pattern
acquired from a Si(111)7x7 surface shown in Fig. 4.6(A).
lens correction Distortion is a monochromatic optical aberration, in
which straight lines of the object space are imaged not as straight, but as curved
ones [83]. Distortion occurs if the lateral magnification of the optical system be-
comes a function of the off-axis distance. In case of a pinhole or an ideal thin lens,
the lateral magnification is constant and the distortion is absent. However, in real
optical systems, the lateral magnification is constant only in paraxial approxima-
tion, i.e. near the optical axis. The real lenses are not thin, but have a finite
thickness and a finite radius of curvature, which results in a radial dependency
of the lateral magnification. Fig. 4.5 shows two most fundamental manifestations
of distortion: barrel and pincushion distortions, in which the straight lines are
bent either outwards or inwards from the image centre. Convex lenses give rise
to pincushion distortions, while concave lenses lead to barrel distortions. The
1 In 1937, Davisson and Thomson were jointly awarded a Nobel prize in physics for “their discovery of the interference phenomena
arising when crystals are exposed to electronic beams” [81].
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presence of an aperture stop also results in distortion. The aperture stop after a convex lens will result
in pincushion distortion, whereas the aperture stop in front of it will lead to barrel distortion. In case
of a concave lens, an opposite effect will occur [83]. The physically unobservable undistorted image
coordinates, (xo, yo), can be related to the distorted image coordinates, (xd, yd) as [84]
xo = xd + (xd   cx)(k1r2d + k2r4d), (4.1)
yo = yd + (yd   cy)(k1r2d + k2r4d),
where k1, k2, ... are the radial distortion coefficients, and r2d = x
2
d+ y
2
d is the radial distance from an image
point with coordinates (xd, yd) to the distortion centre located at (cx, cy). In most cases, it is sufficient to
consider only the first two coefficients.
The distortion coefficients were obtained by calibrating the imaging system by means of the MATLAB
app cameraCalibrator. The calibration algorithm, implemented in the cameraCalibrator app, was that
of Zhang and its details can be found elsewhere [85]. We used a non-squared checkerboard pattern glued
onto a firm flat surface of a laboratory book. The pattern was placed in focus of the camera at a distance
approximately equal to that between the camera and the LEED phosphorous screen in the experiment.
By rotating the pattern at angles less than 45  with respect to the imaging plane, we captured 20 images
of the pattern at different orientations relative to the camera [86]. Upon entering the length of one side
of a checkerboard square, l = 25 mm, the cameraCalibrator app successfully detected the checkerboard
pattern in each of the added images and delivered the cameraParameters object containing all intrinsic
and extrinsic parameters of the camera as well as the radial distortion coefficients k1 =  0.6076 mm and
k2 = 0.2437 mm. The opposite sign of the coefficients highlights the “wavy” character of the distortion,
where both barrel and pincushion types were present. The coefficients were inserted into Eq. 4.2 and
the resulting LEED pattern, shown in Fig. 4.6(B), was obtained by remapping the image coordinates by
means of bicubic interpolation.
distortion due to projection onto flat screen After correction of the distortion introduced
by the imaging optics, a distortion due to projection of the LEED patterns onto the flat screen was
corrected. This type of distortion occurred because the wave vectors of the electrons scattered at non-
zero angles Q, kout, resided on the so-called Ewald sphere, but the detected electron distribution was
gnomonically [87] projected onto the flat screen as it is shown in Fig. 4.6(C). The actual scattering wave
vector ksc was thereby not equal to the imaged scattering wave vector k0sc:
|ksc| = 2|k
0
sc| sinQ/2
tanQ
, (4.2)
where Q = atan{px2 + y2/zs}, the coordinates in the detector plane are denoted by x and y and zs is the
distance between the sample and the detector plane. Eq. 4.2 was used to remap the image coordinates of
the LEED pattern in Fig. 4.6 (B) by means of bicubic interpolation and the result is shown in Fig. 4.6 (D).
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Figure 4.6: (A) – LEED pattern acquired from Si(111)7x7 surface at 57 eV. (B) – The same pattern as in (A), but after
the correction of the distortion due to imaging optics. (C) – Geometric relationship between the scattering
wave vector, ksc, and the imaged scattering wave vector, k0sc. (D) – The same pattern as in (B), but after
the correction of the distortion due to the projection onto the flat screen.
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4.4 time-resolved photoelectron spectroscopy
Temporal dynamics of molecular orbitals can be studies by means of time-resolved ARPES, in which
pulsed laser sources are used instead of CW laser sources for excitation. A suitable method is called
two-photon photoemission (2PPE) [88–93]. In 2PPE, electrons are excited from a ground state |0i into
an intermediate state |1i, whose dynamics we would like to study. This is done by a laser pulse with
a photon energy hn1 = E|1i   E|0i, where E|0i and E|1i are the energies of the ground and the excited
state, respectively. The excited state |1i decays on its typical relaxation time Dtrelaxation. The second
pulse arrives at a moment in time Dtdelay and excites the remaining electrons from state |1i to a state
|2i in vacuum. The electrons propagate towards a detector and the measured signal is proportional to
the population of state |2i at delay time Dtdelay. By varying the delay time Dtdelay between both laser
pulses, one can follow the dynamics of state |2i. The photon energies hn1 and hn2 must not exceed a
work function of the sample so that a single laser pulse alone cannot promote an electron into vacuum.
Δtrelaxation Δtdelay t
Pump 
pulse
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Figure 4.7: Schematic of the 2PPE experiment. Electrons are excited from an ground state |0i to a state |1i upon
absorption of photons from a pump laser pulse. State |1i decays back into the ground state |0i with a
decay time Dtrelaxation. The pump laser pulse arrives at a moment in time Dtdelay and excites electrons
from state |1i to a final state |2i. The signal measured with a detector is proportional to the population
of state |1i at the moment Dtdelay.
In this work, we use the 2PPE technique to study the dynamics of unoccupied molecular states of a pen-
tacene bilayer deposited on the Ag(110) substrate. The 2PPE experiments at the UZH lab were focused
on the determination of the pump wavelength for HOMO-LUMO transition in the bilayer of pentacene
on Ag(110). The actual pump-probe experiments were then performed with ARTEMIS high harmonic
light source at the Central Laser Facility at the Rutherford Appleton Laboratory (United Kingdom).
4.5 laser setup at uzh
4.5.1 Setup description
For the 2PPE experiments at UZH, we employed a commercial laser system consisting of a Ti:Sapphire
(Ti:Sa) oscillator, a Regenerative Amplifier (RegA) and an Optical Parametric Amplifier (OPA) (Coherent,
USA).
device model wavelength rep. rate pulse duration
Ti:Sa Oscillator (MIRA, Coherent, USA) 810 nm 80 MHz ⇡50 fs
Regenerative Amplifier (RegA, Coherent, USA) ⇡810 nm 100 or 250 kHz ⇡50 fs
OPA (Coherent, USA) - signal 480 to 700 nm 100 or 250 kHz ⇡50 fs
OPA (Coherent, USA) - remnant SHG ⇡405 nm 100 or 250 kHz ⇡200 fs
Table 4.2: Laser system at the University of Zurich
The optical setup built for the 2PPE experiments is shown in Fig. 4.8. Ultrashort laser pulses were
generated by a mode-locked Ti:Sapphire oscillator [94] (MIRA, Coherent, USA). The oscillator operated at
the centre wavelength of 810 nm, a repetition rate of 80 MHz and the pulse duration was ⇡ 50 fs. These
laser pulses were amplified by the chirped pulse amplification (CPA) technique [95] in a regenerative
amplifier (RegA, Coherent, USA). Prior to the amplification, the pulses were first stretched in time by 3
to 5 orders of magnitude in order to decrease the intensity.
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Figure 4.8: Laser setup for the 2PPE pump-probe measurements
The amplified pulses were then compressed back to almost initial pulse duration. Stretching and com-
pression were realised with gratings, because refractive optics could be destroyed due to high fluences
of the laser pulses. RegA was operating at the repetition rate of 100 kHz to ensure maximal energy per
pulse. Amplified laser pulses from RegA were then used as an input for an OPA, an optical device that
emits light at variable wavelengths by the process of optical parametric amplification [96]. This property
of the OPA was particularly important as it allowed us to tune the excitation wavelength in a broad range.
Fig. 4.9 shows the optical scheme of the OPA.
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Figure 4.9: Optical scheme of the Optical Parametric Amplifier
75% of the light input was used for the second harmonic generation (SHG) [97], i.e. doubling of the
input light frequency by means of a nonlinear process in a b barium borate (BBO) crystal. Another 25%
were used for the generation of a white-light continuum in a sapphire crystal. The white light was fo-
cused together with the SHG light into a second BBO crystal for the optical parametric amplification [96].
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BBO is a nonlinear crystal, in which the polarisation of light quadratically depends on the electric field.
This property allows for a conversion of the light with frequency wp (pump) into light with frequencies
ws (signal) and wi (idler) satisfying the relation ws + wi = wp, provided the corresponding light wave
vectors satisfy the so-called phase-matching condition Ks +Ki = Kp [96]. The SHG light l = 405 nm was
used as the pump, while a part of the white-light continuum satisfying the phase matching condition
was the signal. As a result of the optical parametric amplification process, this part of the white light
was amplified and the OPA signal with pulse durations on the order of 50 fs was generated.2 The OPA
signal was used as pump in the 2PPE experiment. The remnant SHG light 405 nm was used as probe
pulse.
Pump-probe experiments require spatial and temporal overlap of pump and probe laser pulses. Thus,
the optical paths for pump and probe light (shown in green and blue in Fig. 4.8) were set to be equal.
The pump beam was guided via a mechanical delay stage. The probe beam was slightly expanded
using a Keplerian type of beam expander. The pump beam was shrinked in its diameter with an inverse
Keplerian type of beam expander. Both beams were recombined on a dichroic mirror and focused onto
the sample with a convex lens (f = 500 mm). The size of the pump beam on the sample exceeded the size
of the probe beam approximately by a factor of 2 and was on the order of 150 µm.
4.5.2 Pulse compression
The remnant SHG pulses (405 nm) exiting the OPA were broadened due to their dispersion in the optical
elements of the OPA and had to be compressed for the 2PEE experiment. The signal pulses were rather
short in their duration due to a nonlinear nature of the parametric amplification process and did not
require compression. For the compression of 405 nm laser pulses we constructed a pulse compressor
consisting of a pair of LakL21 prisms [99]. The compression with prisms is based on the introduction
of a negative group velocity dispersion (GVD) and group delay dispersion (GDD): the rear of the up-
chirped pulse (the lower frequencies) propagate slower than the front (the higher frequencies) and the
pulse is compressed in time. The ultimate pulse duration is then set by the width of the pulse spectrum,
which remains unchanged upon linear pulse propagation.
Figure 4.10: Prism compressor
The prism compressor is schematically
shown in Fig. 4.10. The s-polarised laser
beam exiting the OPA was rotated with a
l/2 plate. The p-polarised beam entered
the first prism under the Brewster angle
qB = arctan(n), where n is the refractive in-
dex of the prism material, to reduce losses
for p-polarised light. The apex angle of the
prism was cut in such a way that the base an-
gles were equal to the Brewster angle. This
resulted in a symmetric beam path so that
the beam exited the prisms also under the Brewster angle qB. The symmetric beam path with the equal
incidence and exit angles allowed for a very elegant alignment of the first prism with respect to the in-
coming laser beam. The prism was rotated around the geometrical centre of its base and the deviation of
the exit beam from the incidence beam direction was minimised. The entrance face of the second prism
was placed parallel to the exit face of the first prism. The second prism collimated the beam that became
angularly dispersed after the first prism. After the second prism, the different frequency components
were separated in space due to the angular dispersion introduced by the first prism. To bring them
back, a folding mirror was placed at the symmetry plane position, so that the the beam propagated back
through the prism pair reversing the spatial chirp and doubling the temporal dispersion.3
As it was shown by Fork et al. [99], only the optical path P = 2L cos h(l) contributes to the dispersion
in this setup and the GDD thereby becomes equal to [100]
GDDprism =
l3
2pc2
d2P(l)
dl2
, (4.3)
2 Shorter signal pulse durations up to 11 fs can be achieved using OPA in a non-collinear setting [98].
3 Alternatively, one could place two additional prisms that mirror the disposition of the first two.
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where L is the geometrical distance between the apexes of the prisms. Following the derivation of Fork
et al. [99], and assuming that the product L cos h(l) is approximately equal to twice the beam diameter
at 1/e2 peak intensity4, 2D1/e2 , the GDD can be roughly estimated as
GDDprism ⇡ 8 · l
3
2pc2
·
"
 L ·
✓
dn
dl
◆2
+
d2n
dl2
· D1/e2
#
. (4.4)
The first term is always negative. Hence, by varying the prism separation L, the amount of the negative
GDD can be roughly tuned. The second term is always positive and is attributed to the propagation of
light through the prism material. By translating the second prism perpendicular to the beam path inside
the prism, the amount negative GDD can be finely tuned.
4.6 laser setup at artemis
The ARTEMIS beamline [68] is located at the Central Laser Facility of the Rutherford Appleton Labora-
tory in the United Kingdom. The measurements at ARTEMIS aimed at studying the dynamics of the
lowest unoccupied molecular orbital of the second layer of the pentacene bilayer on Ag(110). Upon reso-
nant excitation of electrons in the pentacene second layer from HOMO to LUMO, they were to be probed
with photons of high energy. Ideally, the photon energy of the probe light should be on the order of
25-35 eV, so that the photoelectrons with momenta between 1...2 Å 1, containing most of the information
about spatial distribution of orbitals, can be detected. For this purpose, the ARTEMIS beamline provides
a unique combination of a laser source, tuneable from the infrared to ultraviolet, and ultrafast extreme
ultraviolet (XUV) pulses produced through high harmonic generation (HHG) [101, 102].
The core device of the beamline is a 12 mJ, 30 fs, 1 kHz Ti:Sapphire chirped-pulse amplified laser
system operating at 785 nm (RedDragon from KMLabs, USA). The laser system is carrier-envelope phase
(CEP) stabilised. It is equipped with two grating compressors, allowing for the optimisation of pulse
durations of pump and probe laser beams independently. A part of the output of the Ti:Sapphire laser
system can be split and spectrally broadened in a gas-filled hollow fibre [103]. By focusing 1...2 mJ
at 800 nm into the fibre and then recompressing the pulses with chirped mirrors, 0.5 mJ pulses as short
as 7 fs can be produced.
Tuneable pulses in the spectral range from 230 nm to 20 µm are provided by an optical parametric
amplifier (HE-Topas from Light Conversion, Lithuania). The OPA is pumped with up to 8 mJ of the
output from the Ti:Sapphire laser system. At 1300 nm, pulse energies of up to 1 mJ with 40 fs pulse
duration can be achieved. The availability of the OPA is important as it allows varying the pump
wavelength in a broad spectral range and thus makes resonant excitation of HOMO-LUMO transitions
possible.
XUV pulses in the spectral range of 10-100 nm (10-100 eV) are produced through the HHG [101, 102]
process in a gas target by focusing the laser pulses from the Ti:Sapphire laser system to intensities of
1014 W·cm 2. The XUV pulses are synchronised to the Ti:Sapphire laser pulses with sub-fs resolution.
For the purposes of orbital tomography, the XUV radiation should be monochromatised. At ARTEMIS,
this is done with a monochromator [104] consisting of two gold-coated toroidal mirrors and four inter-
changeable plane diffraction gratings to cover two spectral ranges (12-30 nm and 30-90 nm), providing
either high resolving power or shorter pulse duration. The light is incident nearly parallel to the plane of
the rulings to limit the dispersion of the pulses and maintain the resolving power and efficiency. Using
the XUVmonochromator instead of multilayer mirrors (i) allows for a simple tuning of the photon energy
and resolution over the whole range of the HHG spectrum, and (ii) excludes the need for a metal filter,
which improves the transmission through the beamline. At 32.5 eV photon energy (21st harmonic), XUV
radiation has a flux of 1.6·1010 photons/second, corresponding to 80 pJ/pulse at 1 kHz and a monochro-
mator bandwidth of 900 meV. At the cost of lower photon flux, a bandwidth of 390 meV can be achieved.
For 28 fs IR driving pulses, the XUV pulse duration below 30 fs is achievable.
The XUV pulses are recombined with the pulses from the OPA inside a surface science end station for
pump-probe experiments. The end-station is equipped with a sputter gun, e-beam heating, LEED device,
He I source, a five-axis manipulator and a hemispherical electron energy analyser (SPECS PHOIBOS 100,
Germany).
4 Following the discussion of Fork et al. [99], the assume that the beam passes a distance equal to at least its diameter inside the
apex of the first prism, in addition to the path through the second prism

Part II
RESULTS

5OPT ICAL ANALOGUE TO ORB ITAL TOMOGRAPHY
The goal of an optical analogue experiment was to mimic the angle-resolved photoemission from an
ordered molecular ensemble and demonstrate the viability of the iterative phase retrieval algorithms
used in optical coherent diffraction imaging (CDI) for the reconstruction of molecular wave functions
from photoemission data. The major part of this chapter was published as “P. Kliuiev, T. Latychevskaia,
J. Osterwalder, M. Hengsberger and L. Castiglioni. Application of iterative phase-retrieval algorithms to
ARPES orbital tomography. New J. Phys. 18 (2016) 093041” [PK3].
5.1 coherent diffraction imaging of microstructures
5.1.1 Samples
An important property of a sample for optical CDI [8] is that the sample distribution must be confined
within a certain area. This ensures that the unknown sample distribution is surrounded by a medium
with a known transmission function, thus mathematically providing the sample support, i.e. a set of all
points that belong to the object [47]. Experimentally, such a sample support can be created by placing a
sample inside a small aperture in an opaque screen. The ratio between the area of the aperture and the
reconstructed object area is then the oversampling ratio which needs to exceed 2 [9, 10]. Another way to
achieve known object support is to have the object in an opaque medium, as for example a transparent
pattern in a non-transparent film. In this work, we employed the second type of object support.
The sample was manufactured by means of photolithography1 and consisted of several different
micrometer-sized structures (henceforth referred to as microstructures). The microstructures were pat-
terned in a 105 nm-thick Cr film deposited on a 1.7 mm-thick fused silica substrate, thus providing
transparent objects in a non-transparent medium. The main challenge in the sample design was a selec-
tion of sufficiently thick metal layer that is fully opaque to the laser light, but still is not too thick for
the photolithographic patterning of the microstructures. By measuring the power transmitted through
the Cr film at the wavelength of 532 nm, it was determined that only less then 1% of the incident light
was transmitted through 105 nm of the metal, thus providing us with more than 99% opaque medium
surrounding the microstructures. The individual microstructures had an identical shape but different
sizes and were separated from one another by several millimetres to avoid interference between the
neighbouring objects during the acquisition of the diffraction patterns.
Apart from a purely mathematical analogy in terms of the phase problem, the size of the microstruc-
tures was selected in such a way that the ratio between the microstructure length (e.g., 15 µm) and the
employed laser wavelength (0.532 µm) was comparable to the ratio between the length of pentacene
molecule (⇡ 1.5 nm) and de Broglie wavelength of the electrons (⇡ 0.17 nm) at photon energies typically
used in ARPES experiments (50 eV).
The microstructures were manufactured in three different sizes. Sample 1: 30⇥12 µm2, sample 2:
14.8⇥6 µm2 and sample 3: 3⇥1.3 µm2. The locations of the individual microstructures on the photomask
were determined with an optical microscope Leica VZ 700 C. The bright- and dark images are shown in
Fig. 5.1. Each type of the microstructure was then imaged with the scanning electron microscope2 (SEM)
ZEISS Supra 50 VP to discern the smallest details not visible in the optical microscope. Interestingly:
as the dimensions of the smallest microstructure (sample 3) were close to the resolution limit of optical
microscopy, its shape and size could be precisely determined only with the SEM. The samples 1 and
2 were produced with sharp features as it was originally designed. In case of the sample 3, it was
not possible to manufacture the features finer than 400±100 nm due to technological limitations of the
manufacturing process.
1 The sample was manufactured by Compugraphics Jena GmbH (Germany) on behalf and using the final design of the ETH First
Lab (Zurich, Switzerland)
2 SEM imaging was performed with equipment maintained by the Centre for Microscopy and Image Analysis (University of Zurich).
32 optical analogue to orbital tomography
10 m
C
5 m
G
1 m
I
1 m
D
10 m 10 m
10 m 10 m
10 m
A B
E F
H
Dark eld 
optical microscopy
Bright eld
optical microscopy
Scanning 
electron microscopy
Scanning 
electron microscopy
Sa
m
pl
e 
1
Sa
m
pl
e 
2
Sa
m
pl
e 
3
Figure 5.1: Optical and SEM images of the microstructures employed in optical CDI. (A-D) – Sample 1. (E-G) –
Sample 2. (H,I) – Sample 3. (A,E,H) – Dark field optical microscopy images. (B,F) – Bright field optical
microscopy images. (C,D,G,I) – SEM images. (D) – Zoom into an area with the sharpest features in
Sample 1 marked by a red box in (C). (C,G): Adapted from [PK3].
5.1.2 Setup for optical CDI
The experimental setup for optical CDI is shown in Figure 5.2. A continuous wave (CW) Nd:YAG laser
emitting at 532 nm was employed as a light source. The laser beam profile had a Gaussian distribution
as shown in the inset. For CDI experiments, the laser beam is typically spatially filtered and its profile is
expanded in size using a telescopic beam expander [105], which ensures that the intensity distribution in
the object plane is constant. In our experiment, we employed the laser beam without expansion, since the
intensity variations on the length-scale of the microstructures were negligible. The microstructure was
illuminated from the side of the Cr film. The far field distribution of the diffracted light was imaged onto
a semitransparent screen located at the distance of zs = 22.5 cm from the sample plane. The diffraction
pattern was recorded with a 10-bit CCD camera (Hamamatsu C4742-95) placed behind the screen as
shown in Fig. 5.2.
Neutral
Screen
4 
m
m
0.78 m
1 mm
Figure 5.2: Experimental setup for optical CDI. The distance between the sample and the screen was set to 22.5 cm.
The size of the part of the screen imaged with the CCD camera comprised 40⇥ 40 cm2 and was sampled
with 1000⇥ 1000 pixels. Adapted from [PK3].
In order to increase the dynamic range, we recorded several diffraction patterns at different exposures
by using a rotatable neutral density filter with optical densities ranging from 0.0 to 4.0. The recorded
images were then combined into one high-dynamic-range (HDR) image by a procedure proposed by
Devebec [106].
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5.1.3 Some geometrical considerations
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Figure 5.3: Scattering geometry in CDI
As it was shown in chapter 2, in paraxial approximation, the co-
ordinates in detector plane, x˜ and y˜, can be unambiguously re-
lated to the spatial frequencies of the light field, qx = x˜/lzs and
qy = y˜/lzs. If we interpret the diffraction as an elastic photon
scattering process, then each pixel in the detector plane can be as-
signed a scattering vector D qsc =
1
2p (Kin   Kout), where Kin and
Kout are the wave vectors of the incident and scattered photons:
|Kin| = |Kout| = K = 2pl .
If we consider an angle Q for which the length of the scat-
tering wave vector |Dqsc| = Dq corresponds to the minimal pos-
sible sampling interval in reciprocal space limited by a detector
pixel size, Ds, then Dq ⇡ Ds/(lzs). Given the relation between
the pixel sizes in real and reciprocal spaces, DrDq = 1N , where N is the linear number of pixels in the
detector plane, we obtain for the pixel size in real space, Dr:
Dr =
zsl
NDs
, (5.1)
where zs is the distance between object and detector planes. The linear oversampling ratio defined by
Eq. 3.13, can then be computed as
Ø =
zsl
aDs
. (5.2)
5.1.4 Reconstruction results
Figure 5.4 shows the results of the reconstruction of the microstructure samples 1 and 2 only. The
experimental diffraction patterns are shown in Fig. 5.4(A,D). They were sampled at N⇥N = 1000⇥1000
pixels and were each S⇥S = 40⇥40 cm2 large. The size of the pixel in the detector plane was thereby
Ds = 400 µm. The size of the pixel in the object plane was computed with Eq. 5.1 and comprised
300 nm. The linear oversampling ratios fulfilled the oversampling condition [9, 10]. For the samples
1 and 2 with the maximum lengths of a1 = 30 µm and a2 = 15 µm, they were equal to Ø1 ⇡ 10 and
Ø2 ⇡ 20, respectively. It was not possible to record a diffraction pattern from sample 3 due to the absence
of any optical signal in the far field, probably owing to the small size of the microstructure.
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Figure 5.4: Reconstruction of the micrometer-sized objects. (A–C) – Sample 1. (D–F) – Sample 2. (A,D) – Experimen-
tal diffraction pattern intensities shown on logarithmic scale. (B,E) – Reconstructed amplitude distribu-
tions. (C,F) – Reconstructed phase distributions weighted with the corresponding amplitude values for
illustration purposes. Adapted from [PK3].
Prior to application of the phase retrieval algorithms, the experimental diffraction patterns were pre-
processed. (i) Each of the recorded 1000⇥1000 pixel images was centred. Centering of the experimental
diffraction pattern was shown to have a strong effect on the quality of the reconstruction in CDI [107].
(ii) The noise of the CCD camera (average count rate of 50 counts) was subtracted from each pixel and
(iii) the images were truncated to N0⇥N0 = 500⇥500 pixels around their centres because of the low
signal-to-noise ratio in the peripheral parts. This resulted in a new size of the pixel in the object domain
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Dr0 = 600 nm. (iv) The central part of each diffraction pattern was dominated by an intense laser spot
due to the partial transparency of the chromium film. Thereby, the pixel values exceeding the thresholds
of 1.5·105 counts (sample 1) and 6·103 counts (sample 2) were defined as missing and their values were
updated in the course of the reconstruction by using the corresponding pixel values of the calculated
amplitudes in the detector plane [12, 58]. We note that no correction of the diffraction patterns due to
their projection onto the flat screen was done.
The square root of the processed diffraction patterns was fed into the phase retrieval procedure de-
scribed in chapter 3. We found that 10 alternating cycles of the PC-HIO and ER algorithms, each followed
by an update of the support, were enough to achieve a stable reconstruction. Further increase in the num-
ber of the reconstruction cycles was not necessary since it did not improve the quality of the reconstructed
object distribution. At the end of 10 cycles, each reconstruction was stabilised by 100 iterations of the
ER algorithm [58]. In total, we performed 1000 independent reconstructions of each microstructure by
employing a random phase distribution for each reconstruction run. Eventually, the 50 reconstructions
with the smallest error ER, as defined by Eq. 3.3, were selected and averaged [54, 58–61] and are shown
in Fig. 5.4(B,C,E,F). The reconstructed amplitudes correctly reproduce the shape and dimension of the
microstructures. Furthermore, as it was expected for a purely transmitting object illuminated by a Gaus-
sian beam with an almost planar wavefront at the object site, the phase distributions turned out to be
almost constant. The lower quality of the reconstructed amplitude of the sample 2 in Fig. 5.4(E) can be
attributed to the lower signal-to-noise ratio in the respective diffraction pattern.
5.2 arpes orbital tomography of pentacene on ag(110)
By employing the analogy between the phase problem in optical CDI and orbital tomography, we then
applied the same phase retrieval algorithm to a set of the ARPES data.
5.2.1 Sample and experimental setup
As a model system, we used a well-ordered sub-monolayer of pentacene molecules adsorbed on an
Ag(110) substrate. Pentacene ARPES data were acquired during a beamtime of A. Schöll and coworkers
(University of Würzburg) at the NanoESCA beamline at Elettra synchrotron (Trieste, Italy) and provided
to us for validation of our phase retrieval routine. The crystal was prepared according to standard pro-
cedures and pentacene molecules were deposited from a home-built Knudsen cell. PADs were recorded
at the binding energy of the pentacene lowest unoccupied molecular orbital (LUMO) with p-polarised
light and photon energy of 50 eV using the photoemission electron microscope [71, 108]. The setup of
the PEEM and the experimental geometry were analogous to those shown in Fig. 4.2. The microscope
was operated in the momentum mode and allowed for the detection of electrons within the field of view
±2 Å 1 without any sample rotation. The PAD was integrated over a 200 meV energy window, which is
on the order of the electron analyser resolution and of the full-width at half-maximum of the pentacene
LUMO at the binding energy of 0.1 eV.
5.2.2 Reconstruction results
Fig. 5.5 shows the results of the reconstruction of the pentacene LUMO. The experimental PAD pattern
is shown in Fig. 5.5(A). The linear oversampling ratio in the ARPES experiment is
Ø =
2p
aDk
, (5.3)
where Eq. 3.13 and the relation between the pixel size in the object space, Dr, and reciprocal space, Dk,
DrDk = 2pN , were taken into account. Given the resolution in reciprocal space of Dk ⇡ 0.01 Å
-1 and the
length of the pentacene molecule a ⇡ 15 Å, the linear oversampling ratio was Ø ⇡ 42 and thus fulfilled
the oversampling condition [9, 10].
The experimental PAD pattern was pre-processed following the steps similar to those applied prior to
the reconstruction of the micrometer-sized objects. (i) The image was centred and (ii) the quasi-constant
noise of the CCD camera (average count rate of 50 counts) was subtracted from each pixel. (iii) To ensure
a sufficient number of pixels allocated per unit length of the molecule, we zero-padded the experimental
PAD pattern to 2000⇥2000 pixels around its centre. (iv) The square root of the processed data were
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Figure 5.5: Reconstruction of the pentacene LUMO. (A,D) – PAD distributions. (B,E) – Reconstructed amplitude
distribution in real space. (C,F) – Reconstructed phase distributions in real space weighted with the
corresponding amplitude values for illustration purposes. (A–C) – Reconstruction from unsymmetrised
data (A). (D–F) – Reconstructions from symmetrised data (D). Adapted from [PK3].
then fed into the algorithm with the same parameters as used for the reconstruction of the micrometer-
sized structures. Varying these parameters did not lead to any substantial improvements in the qua-
lity of the reconstruction. In total, we performed 1000 reconstructions of the pentacene LUMO. About
56% of the reconstructed objects g(x, y) were reconstructed together with their conjugate (twin) images
g⇤( x, y) [53]. The identification of the twin images could be automated by a procedure proposed by
Fienup [53], but here they were easily identified by visual inspection and discarded. From the remaining
reconstructions, 50 with the smallest error ER, given by Eq. 3.3, were selected and averaged [54, 58–61].
The reconstructed amplitude and phase of the pentacene LUMO are shown in Fig. 5.5 (B,C) together
with the overlaid carbon frame of the molecule for comparison.
It should be noted that in this particular case we did not perform a normalisation of the ARPES inten-
sity by the angle-dependent factor |A · kf|2 nor did we enforce any symmetry constraints in the course of
the reconstruction onto the amplitude and phase shown in Fig. 5.5(B,C). The object distribution was let
to freely evolve until the stable solution was reached, which makes the utilised algorithm independent
of any symmetry properties imposed onto the object under reconstruction. Furthermore, we note that
the recorded PAD pattern shown in Fig. 5.5(A) contains features coming from the Ag(110) substrate
(mostly at high momenta), but they do not seem to have a profound effect on the results of the recon-
struction. By comparing our results with the literature, we find that the phase distribution weighed
with the correspondent amplitude values as well as the shape of the orbital correctly reproduce the DFT
calculations [3, 109] as well as the data reconstructed by Lüftner et. al [3].
Finally, in order to assess the robustness of the algorithm in terms of the quality of reconstruction
from the unsymmetrised PAD pattern, we made use of the symmetry properties of the pentacene LUMO
amplitude and phase and symmetrised the PAD shown in Fig. 5.5(A) around its centre. The symmetrical
version is shown in Fig. 5.5 (D). In optics, the far field diffraction pattern is symmetric only in two cases:
either due to the real-valued nature of an object or in case of an even complex-valued object distribution
with an even amplitude and an even phase. In the latter case, the Fourier transform of the even complex-
valued function is an even function as well and the far field intensity distribution is therefore symmetric.
In the case of the complex-valued wave function of the pentacene LUMO, the symmetrisation is justi-
fied purely due to the symmetry of the LUMO amplitude and the phase as it is known from the DFT
calculations [3, 109]. The symmetrised PAD was pre-processed using the same procedure as described
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above and the results of the reconstruction are shown in Fig. 5.5(E,F). Qualitatively, the reconstructions
from the unsymmetrised PAD are as good as the reconstructions from the symmetrised data set, except
for some minor differences in the shapes of the lobes due to the intrinsic asymmetry of the PAD in
Fig. 5.5(A). This agreement further proves the robustness of the employed algorithm for the reconstruc-
tion of molecular orbitals with arbitrary symmetry properties.
6DATA PROCESS ING AND IMAGE FORMAT ION
IN ORB ITAL TOMOGRAPHY
In orbital tomography, the molecules are adsorbed on a single crystal substrate, which ensures that the
molecules are well ordered. It is also required that the interaction between molecular species and the sub-
strate is weak [1–3]. This allows to reconstruct the orbitals of quasi “free-standing” molecules and then
directly compare them with the gas phase simulations [1–3]. However, the PADs, recorded at binding
energies of molecular states, might contain not only features due to photoemission from “pure” molecu-
lar states, but also some signal from the substrate that might be present at the same binding energies [110].
Since such substrate features do not originate from the molecular states to be probed, they should not
be present in the PAD data for orbital reconstruction. This issue can be solved either (i) by choosing a
substrate with a low density of states at the respective binding energies of molecular states [1–5], which
however is not always possible or desirable, or (ii) by applying a fitting procedure [110]. Unfortunately,
these fitting algorithms may not eliminate all spurious features completely [110]. In addition, they re-
quire acquisition of complete PADs throughout a broad range of binding energies at a sufficiently dense
sampling rate. And since the phase retrieval algorithms perform better when the data were acquired
with higher statistics, the acquisition time may therefore increase substantially. To solve this issue, we
suggest using a signal restoration procedure consisting of registration of signal and background data
via maximisation of mutual information [14, 111]. We show that this procedure effectively removes the
principal background features. As a result, instead of recording data at a broad range of binding energies
with high statistics and applying the fitting procedure, we suggest performing a fast survey followed by
acquisition of PADs with high statistics only at binding energies of the identified molecular states.
By applying this signal restoration procedure to the ARPES data recorded from the highest occupied
molecular orbital (HOMO) of pentacene on Ag(110) and employing the phase retrieval algorithms [5,
11–13, 49], we were able to reconstruct both the amplitude and phase distribution of the orbital with-
out any symmetrisation of the data or prior information about parity or shape of the wave function.
The reconstruction was done using an improved version of our reconstruction procedure [5], by adding
an additional refinement step, allowing for the precise determination of the geometrical centres of the
reconstructed orbital distributions. Most importantly, by making a comparison with photoelectron holog-
raphy [18], we interpret two-dimensional (2D) reconstructed orbital distributions as a superposition of
“in-focus” and “out-of-focus” contributions from the original three-dimensional (3D) orbitals. This re-
markable result means that the full 3D orbital distributions can be reconstructed solely from a single set
of 2D ARPES data, provided the axial resolution is high enough.
6.1 sample
We employed ARPES data from the highest occupied molecular orbital of pentacene on Ag(110) recorded
using p-polarised light of 40 eV photon energy with the PEEM [71, 72]. The data were acquired during
a beamtime of Schöll and co-workers (University of Würzburg) at the NanoESCA beamline at Elettra
synchrotron and has been provided to us for validation of our algorithms. The experimental geometry
was identical to that shown in chapter 4, Fig. 4.2. Molecules were deposited using standard procedures
listed in chapter 4 .
6.2 data processing
6.2.1 Registration of experimental data
In order to obtain sufficiently high signal-to-noise ratio of the pentacene valence state PAD, Schöll et al.
acquired data in a 200 meV energy window, which is of the order of the electron analyser resolution and
of the full-width at half-maximum of the pentacene HOMO at the binding energy of 1.2 eV. The data were
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taken in steps of 20 meV with the dwell time of 3 s per image. In total, Schöll et al. did 5 independent
recordings of the data in this energy window and summed up the resulting 50 PADs. Because organic
molecules suffer from radiation damage under intense UV and x-ray irradiation, the PADs were acquired
with short acquisition times and raster scanning of the sample. This caused image drift and, as a result,
the normal emission direction in the individual PADs was not aligned to a common pixel on the CCD.
As a result, prior to summation, we had to perform numerical registration of the data, i.e. the overlaying
of all 50 PAD images acquired at different times with the purpose of their geometrical alignment [15].
The PADs, I = I(kfk, Ekin), were sampled at N⇥N=540⇥540 pixels and the mutual translation D was
only in the order of 8 pixels both in horizontal and vertical directions. Therefore, for the registration,
we chose the method of intensity interpolation based on the cross-correlation [114]. This method out-
performs all other relevant registration methods [115] in alignment of a real-valued image sequence
contaminated with noise [114]. The amount of shift was found as follows:
1. The experimental PADs were up-sampled by a factor of s=2 to N0⇥N0=1080⇥1080 pixels by bicubic
interpolation.
2. Then they were normalised as I0norm(u, v) = I0(u, v)/
q
ÂN
0 1
u,v=0 I0(u, v), where u and v are the coor-
dinates in the detector plane and the prime symbol denotes the up-sampling.
3. The mean value was subtracted from each pixel of the normalised images [116].
4. The position of the cross-correlation maximum of the first two up-sampled images, D0, delivered
the relative shift between the experimental PAD images, D = D0/s, which was used to merge them
by summation.
5. The merged image was then used as a signal to bring it into registry with the next image.
6. The process was repeated sequentially until the whole image sequence was aligned.
The PAD obtained upon registration of 50 data sets is shown in Fig. 6.1(A). The broad blobs in
Fig. 6.1(A) are attributed to photoemission from the molecular state. The narrow sharp features cros-
sing them originate from the sp-bands of the substrate and hence have to be eliminated prior to the
application of the phase retrieval procedure. The corresponding PAD recorded from the bare Ag(110)
substrate at 1.2 eV binding energy, 5 s acquisition time, is shown in Fig. 6.1(B).
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Figure 6.1: Processing of the pentacene HOMO PAD. (A) – Sum over 50 geometrically aligned PADs recorded from a
sub-monolayer of pentacene molecules on Ag(110) in a 200 meV energy window at 1.2 eV binding energy,
3 s acquisition time per image. (B) – Background PAD acquired from the Ag(110) substrate at 1.2 eV
binding energy, 5 s acquisition time. (C) – Difference between the background PAD in (B) and the same
PAD, but registered with the signal PAD in (A) using maximisation of mutual information algorithm. (D)
– The same signal PAD as in (A), but after the subtraction of the registered background. (E) – The same
PAD as in (D), but normalised with the |A · kf|2 factor. (F) The same PAD as in (E), but after subtraction
of the mean value from each pixel. Adapted from [PK2].
6.2.2 Alignment of signal and background data via maximisation of mutual information
The removal of substrate bands from the signal data cannot be done by direct subtraction of the two
raw images due to slight shifts and distortions between them. Therefore, the background data shown
in Fig. 6.1(B) has to be brought into spatial registry with the corresponding features of the signal data
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shown in Fig. 6.1(A) before subtracting the substrate contribution. For this purpose, instead of using the
registration method based on the cross-correlation [114], which accounts only for the image translation,
we employ a method of maximisation of mutual information (MI) [111, 121–124] based on the algorithm
of Mattes [14, 125]. The algorithm was implemented in MATLAB. Here we briefly describe only the most
important points of this algorithms necessary for its understanding.
Alignment by maximisation of mutual information is a very robust technique that does not require
any pre-processing of the images or information about the nature of the imaging process [124]. Let us
denote the signal and background images shown in Fig. 6.1(A, B) by IS(r) and IB(r), respectively and
seek a geometrical transformation G between the two respective image coordinate systems. We assume
that IS(r) and IB(r) are defined on continuous domains by interpolation between the corresponding grid
points, as described later in the text. The transformation G is a function of transformation parameters
µ that maps points r in the signal image to points G(r) in the background image, so that they have the
same physical origin, or, in medical terms, the same “anatomy”. We seek for a set of transformation
parameters that minimises a negative of an image similarity function C:
µˆ =  argmin
µ
C. (6.1)
C is a very general function that can be, for instance, a weighted average of the standard deviation of
the pixels in the background image within each partition of the signal image, as it was proposed by
Woods et al. [126]. While such a criterion may be effective in some applications, in general, the image
similarity function should be non-heuristic in its nature. Thus, in 1995, Collignon et al. [121] proposed
using mutual information, M(rS; rB), [127], as a similarity metric:
M(rS; rB) = S(rS)  S(rS|rB) = Â
rS ,rB
pSBlog
pSB
pSpB
. (6.2)
In Eq. 6.2, rS and rB are random variables, S(pS) is the marginal entropy of rS, S(rS|rB) is the
corresponding conditional entropy, pS and pB are the marginal probability distributions of rS and rB,
respectively, and pSB is the joint probability distribution. Collignon arrived at the conclusion that due
to properties of the mutual information, rS and rB can be replaced by the grey values IS and IB of the
images to be registered, so that M(rS; rB) becomes C(IS; IB).
Due to the continuity of the transformation parameters µˆ [121] and in order to facilitate the optimi-
sation process [125], the mutual information function has to be explicitly differentiable. In turn, this
requires the background image, all probability distributions and the transformation function to be dif-
ferentiable as well. In practice, this can be achieved by interpolation of the corresponding pixel values
between the grid points. In the algorithm of Mattes [14, 125], the continuous version of the discrete
intensity distribution is represented by a B-spline basis:
I(r) =Â
i
cib(3)(r  ri), (6.3)
where ri is a discrete set of coordinates defined on a Cartesian grid, r 2 R is a continuos coordinate on
this grid, b(3)(r) = b(3)(x)b(3)(y) is a separable convolution kernel and the coefficients ci are computed
from the corresponding background image samples using a recursive filtering algorithm [128]. The
argument of the convolution kernel is the cubic B-spline
b(3)(x) =
8>>><>>>:
1
6 (4  6x2 + 3|x|3), 0  |x| < 1
1
6 (2  |x|)3, 1  |x| < 2
0, 2  |x|.
(6.4)
The probability distributions are estimated by computing the corresponding image histograms and
forming continuous estimates with Parzen windows [129]. The histogram bins in the signal and back-
ground images are given by integer values k and i, respectively, and correspond to linearly scaled inten-
sity values. The determination of the number of bins in histograms is a very controversial topic in image
processing [130]. In this work, the number of bins was determined from the background image by using
Scott’s rule [131] with the skewness factor [132].
The smoothed joint probability distribution is computed as
p(i, k|µ) = c0Â
r
b(0)
✓
k   IS(r)  I
o
S
DbS
◆
b(3)
✓
i  IB(G(r|µˆ))  I
o
B
DbB
◆
, (6.5)
40 data processing and image formation in orbital tomography
where c0 is a normalisation coefficient1, IS(r) and IB(G(r|µˆ)) are the samples of the signal and back-
ground images, respectively, IoS and f
o
L are the minimum intensity values, DbS and DbB are the intensity
ranges of each bin. The summation is done over a subset of pixel locations in the reference image that
contribute to the distribution. The smoothing is done by zero-order and cubic spline Parzen windows,
denoted by b(0) and b(3), respectively, both of which satisfy the partition of unity constraint [129]. The
marginal smoothed histogram of the background image is computed from the smoothed joint histogram
by summation over all bins in the signal histogram:
pB(i|µˆ) =Â
k
(i, k|µˆ). (6.6)
The marginal smoothed histogram of the signal image is computed independently of the transforma-
tion parameters, since the B-spline Parzen window satisfies the partition of unity constraint:
pS(k) = c0Â
r
b(0)
✓
k   IS(r)  I
o
S
DbS
◆
. (6.7)
The negative of mutual information given by Eq. 6.2 can then be rewritten as a continuous estimate:
M(µˆ) =  Â
i
Â
k
p(i, k|µˆ)log p(i, k|µˆ)
pB(i|µˆ)pS(k) . (6.8)
Computation of the mutual information with Eq. 6.8 provides a measure of statistical dependence
between the two images for a given geometrical transformation G. The optimisation process itself, the
search of the transformation function G that minimises the metrics, can in principle be driven by a
number of different optimisation algorithms.
In this work, we used the one-plus-one evolutionary algorithm [133]. The transformation function G
accounted for affine transformations only and was defined as follows:
G =
2664 1 0 00 1 0
tx ty 1
3775
| {z }
Translation
·
2664 cos J sin J 0  sin J cos J 0
0 0 1
3775
| {z }
Rotation
·
2664sx 0 00 sy 0
0 0 1
3775
| {z }
Scale
·
2664 1 shy 0shx 1 0
0 0 1
3775
| {z }
Shear
, (6.9)
where tx and ty are the displacements, sx and sy are the scale factors, shx and shy are the shear factors
along the x and y axes, respectively. The angle of rotation about the origin is J. In the one-plus-
one evolutionary algorithm, the set of transformation parameters µˆ = {tx, ty, sx, sy, shx, shy, J} is called
“population”. The algorithm started with unperturbed parameters, i.e. all values of µ were set to 0. The
first guess was generated randomly, using an initial search radius cinit around the initial position in the
search space. This means, that in the first iteration, each parameter attained a new random value between
0 and cinit. In the second iteration, the parameters from the first iteration (parent) were perturbed,
yielding a new distribution of the parameters (child). Among these parameters, only those yielding the
lowest similarity metric were retained for the following optimisation step. The search radius for the next
step was incremented, as set by the growth factor cgrow. The optimisation was done in n = 4 cycles,
each consisting of 1000 iterations. The initial search radius was set to cinit = 10 3, the growth factor to
cgrow = 1.01. The number of histogram bins determined by the Scott’s rule [131] was 127. In the first cycle,
the linear number of pixels was set to N/(2n) in each dimension and then increased at the beginning
of each new cycle by a factor of 2, until in the last cycle it was again equal to N = 540, i.e. to the
linear number of pixels in the signal and background images. This procedure allowed for a gradual
refinement of the optimisation results, until the algorithm converged after 200-250 iterations in the last
cycle. The difference between the background data after and before registration is shown in Fig. 6.1(C).
The registered background was subtracted from the signal image and the resulting background free
image, Is, is shown in Fig. 6.1(D). It is seen already by a visual inspection that most of the background
features become suppressed upon subtraction. The mutual information of the registered background
and signal data was equal to 0.3565, given that the mutual information of the two identical sets of the
background data equals to unity. The mutual information of the background and signal data aligned
by the intensity interpolation method, in which only a translation was taken into account, was equal
1 It ensures Âi,k p(i, k) = 1
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to 0.1789. Thus, as a result of alignment with the maximisation of mutual information algorithm, in
which the background image endured a set of affine transformations, the registered background data
contained ⇡ 2 times more information about the background features in the signal data, compared to
image registration with the intensity interpolation.
6.2.3 Normalisation with the |A · kf|2 factor
After removal of the background features, the PAD intensity distribution was normalised. In the experi-
mental geometry, shown in chapter 4, Fig. 4.2, the angle of incidence of the incoming light, a =25 , was
kept fixed, while the photoelectrons were detected at a broad range of polar angles q. Thus, the intensity
distribution in the detector plane became modulated by the |A · kf|2 factor, as set by Eq. 1.21. To eliminate
this modulation, we divided the PAD shown in Fig. 6.1 (D) by
|A · kf|2 = |Axkf,x + Aykf,y + Azkf,z|2 =
     Axkf,x + Aykf,y + Az
s
2m
h¯2
(Ekin +V0)  k2f,x   k2f,y
     
2
, (6.10)
where the electric field vector potential components Ax = sin a · sin j, Ay = sin a · cos j, Az = cos a and
the polar angle of incidence, a = 25 , were defined by the experimental geometry. In the experiment,
the azimuthal angle j was 5 . The mean inner potential, V0, which typically varies between 5 to 9 eV
for overlayers of common organic molecules [117, 118], was set to V0 = 7 eV, as this value led to the best
results in terms of the symmetry of the normalised data. The resulting PAD is shown in Fig. 6.1(E). After
the division of the experimental PAD by the |A · kf|2 factor, the mean intensity value was subtracted from
each pixel of the normalised PAD distribution and the values of all negative pixels were set to 0. The
resulting PAD, shown in Fig. 6.1(F), was used as the sole input for the iterative phase retrieval procedure.
6.3 iterative reconstruction of the pentacene orbital
In the course of image reconstruction with phase retrieval algorithms, one often encounters the problem
of a translated support distribution. Because an orbital distribution yrec(l,m) and its duplicate shifted
by (l0,m0) pixels, yrec(l   l0,m   m0), have the same amplitude of the Fourier transform, the location
of the object support, obtained with the shrinkwrap algorithm, is arbitrary and partially reconstructed
orbital distributions are often not aligned with the support constraint [53]. As a consequence, one
faces difficulties with determining the geometrical centre of the reconstructed object distribution, even
after averaging over multiple reconstructions. To illustrate this problem, let us consider the results of a
reconstruction done using the processed ARPES data of pentacene shown in Fig. 6.1(F).
6.3.1 Reconstruction of the pentacene HOMO using conventional phase retrieval procedure
The reconstruction was done using alternating cycles of the phase-constrained [13] hybrid input-
output [11] (PC-HIO) and the error reduction [11] (ER) algorithms. The object support was obtained
using the shrinkwrap algorithm [12]. For that, the initial estimate of the object support was obtained by
computing the inverse Fourier transform of the processed experimental PAD data, Is, convolving it with
a Gaussian function (standard deviation s0 = 3 pixels), thresholding at 9% of its maximum and setting
the pixel values below the threshold to zero. In the last iteration of each ER cycle, the output object
distribution was used to update the object support by convolving it with a Gaussian function and setting
a threshold at 19% of its maximum. The width of the Gaussian was initially set to s0 = 2.5 pixels and
was reduced by 1% at every support update. In total, we performed 1000 independent reconstruction
rounds with different initial random phase distributions. Each reconstruction round consisted of 5 alter-
nating cycles of 10 iterations of the PC-HIO algorithm, 5 iterations of the ER algorithm and an update
of the support. At the end of five cycles, each reconstruction was stabilised by 100 iterations of the ER
algorithm [5, 58]. We selected only 10% of the object distributions having the lowest error metric in the
reciprocal space [11, 49, 53] and averaged them [5, 58–60].
The results of the reconstruction are shown in Fig. 6.2(A,B). The spatial resolution in the object domain
was estimated as Dr = 2pNDk ⇡ 1.57 Å, where the size of the pixel in the reciprocal space, Dk = 0.0074 Å 1,
and the linear number of pixels, N = 540 pixels, were set by the experimental conditions. Unambiguous
location of the geometrical centre of the orbital distribution in Fig. 6.2(A) is difficult.
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Figure 6.2: Reconstruction of the pentacene HOMO. (A) – Amplitude and (B) – Phase distributions reconstructed
with the shrinkwrap algorithm using the uncentered support constraint. Inset in (A): The final PAD
used as an input for the reconstruction procedure. The length of the scale bar corresponds to 1 Å 1.
(C) – Amplitude and (D) – Phase distributions reconstructed using the centred tight support obtained
from the amplitude distribution in (A). The transparency of the phase images is weighted with the
corresponding amplitude values for illustration purposes. The crossing lines mark the geometrical centres
of the computational domains. Images (A-D) are 50⇥50 pixels sections cut out from 2000⇥2000 pixels
reconstructed images. Adapted from [PK2].
6.3.2 Phase retrieval with tight centred support
To solve this problem, we undertook an additional reconstruction series, in which we employed the
following support constraint:
1. The reconstructed amplitude distribution shown in Fig. 6.2(A) was centred in the computational
domain using the central symmetry considerations.
2. The centred amplitude distribution was convoluted with a Gaussian function (standard deviation
s0 = 1.3 pixels) and the resulting image was thresholded at 21% of its maximum. The threshold
value was determined empirically so that the object distribution was not inadvertently truncated
during the course of the reconstruction and the algorithm still converged.
3. The thresholded amplitude distribution was symmetrised with respect to its geometrical centre and
the pixel values below 1 were set to 0, thus giving us a new object support.
The support was kept steady in the centre of the computational domain during the reconstruction.
Similarly, we performed 1000 independent reconstruction rounds and each round consisted of
20 iterations of the PC-HIO algorithm followed by 20 iterations of the ER algorithm. Only 10% of the
reconstructions with the lowest error metric were selected and averaged. The resulting amplitude and
phase distributions of the pentacene HOMO are shown in Fig. 6.2(C,D). We note that the amplitude dis-
tribution in Fig. 6.2(A) shows two nodal planes in the centre of the support, while in Fig. 6.2(C) there is
only one nodal plane. This is an example of a reconstruction artefact when the the correct reconstruction
can be achieved only using the centred tight support.
6.4 density functional theory simulation
The results of the reconstruction we compared with the simulated orbital distributions. Electronic struc-
ture calculations of the pentacene HOMO in free space were performed using Kohn-Sham density func-
tional theory (DFT) [16, 17] as implemented in the Gaussian quantum chemistry suite [153]. The three-
dimensional (3D) orbital distribution was centred in the computational domain. The size of the pixel was
Dr = 0.1538 Å in each dimension and the domain was sampled at Nx0⇥Ny0⇥Nz0 = 51⇥140⇥72 pixels.
The 3D orbital distribution was zero-padded to N = 512 pixels in each dimension, yielding the orbital
distribution y(x, y, z). Fig. 6.3(A) shows an orbital isosurface plotted at 50% of the maximal value
of |y(x, y, z)| and three slices made at selected planes. The Fourier transform of y(x, y, z) delivered
the distribution Y(kx, ky, kz). Fig. 6.3(B) shows an isosurface plotted at 50% of the maximal value of
|Y(kx, ky, kz)|. The effective size of the pixel in the reciprocal space was equal to Dk = 2pNDr ⇡ 0.08 Å 1.
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Figure 6.3: (A,B) – Results of the DFT simulation of the pentacene HOMO. (A) – y(x, y, z): 3D orbital distribution,
represented as isosurface at the value of 50% of maximum of |y(x, y, z)|. Inset images on the sides of the
cube: Cross-sections through y(x, y, z), computed at the planes located at x ⇡ 2.61 Å, y ⇡ 1.54 Å and z ⇡
-0.15 Å. The phase values of the cross-sections are weighted with the corresponding amplitude values of
y(x, y, z) for illustration purposes. (B) – Y(kx, ky, kz): Fourier transform of y(x, y, z), represented as an
isosurface at the value of 50% of the maximum of |Y(kx, ky, kz)|. (C-J) – Simulation of the experimental
conditions using the results of the DFT simulation shown in (A,B). (C) – Transfer function H(kx, ky, kz):
H = 1 on a segment of a hemisphere of radius k0 = 3.0 Å 1 within the field of view of the parallel
components of the momenta k||,max = ± 2 Å 1. H = 0 elsewhere. (D) – Inset images on the sides of
the cube: Cross-sections through the amplitude of the response function h(x, y, z) = F 1{H(kx, ky, kz)},
computed at the planes located at x = 0.0 Å, y = 0.0 Å and z = 0.0 Å. (E) – Y(kx, ky, kz) multiplied with
the corresponding values of the transfer function H. (F) – Squared modulus of the parallel projection
of (E) onto the (kx, ky) plane. To be compared with the experimental PAD shown in Fig. 6.1(F). (G,
H) – Amplitude and phase distributions of the parallel projection of (E) onto the (kx, ky) plane. (I,J) –
Amplitude and phase distributions in real space obtained by computing the inverse Fourier transform
of (G) and (H). The phase values are weighted with the corresponding amplitude values for illustration
purposes. To be compared with the reconstructed orbital distributions shown in Fig. 6.2(C) and (D).
In (A,D), the grey borders of the cubes mark 110⇥110⇥110 pixels sections cut out from 512⇥512⇥512
pixels DFT data. In (B,C,E), the grey borders of the cubes mark 75⇥75⇥75 pixels sections cut out from
512⇥512⇥512 pixels DFT data. Adapted from [PK2].
To provide means for the quantitative comparison of the DFT results with the results of the iterative
reconstruction and the experiment, we did a simulation by modifying the distribution Y(kx, ky, kz) so
that it complied with the experimental conditions. The procedure was implemented in MATLAB.
1. In the experiment, the PAD was recorded at fixed kinetic energy. As optical transitions are direct
transitions in reciprocal space, the momenta in the PAD were sampled on a hemisphere [1, 2, 4]
with radius k0 set by the photoelectron kinetic energy to k0 = 0.512 ·pEkin. At Ekin = 34.3 eV, the
radius was k0⇡ 3.0 Å 1. Thus, all pixel values in the range of [0.95k0, 1.05k0] were kept and all
others were set to 0.
2. The values of all pixels lying outside of the |k|||max = 2 Å 1 range were set to 0, in order to account
for the numerical aperture of the electron entrance optics of the PEEM.
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The choice of the [0.95k0, 1.05k0] range was justified by two reasons. First, due to a limited number
of pixels per reciprocal length unit, keeping the pixel values in this range ensured that no pixels were
missing on the surface of the hemisphere. Second, this accounted for the (lorentzian) broadening of
the photoelectron momentum perpendicular to the surface due to the exponential decay of the electron
wave function inside the solid [154]. The decay length is essentially given by the inelastic mean-free path,
which is of the order of 1 nm. This decay translates in a lorentzian momentum broadening of about
0.1 Å 1, which agrees well with the interval chosen above.
The modification steps described above corresponded to multiplication of the Y(kx, ky, kz) distribution
with a transfer function H = H(kx, ky, kz):
H =
8<:1 for kz =
q
k20   k2x   k2y \ k2x + k2y  k2||,max
0 elsewhere.
(6.11)
It represents a thin segment on the k-sphere as plotted in Fig. 6.3(C). Cross-sections through the
amplitude of its complex-valued inverse Fourier transform done at selected planes are shown in Fig.
6.3(D). The resulting complex-valued distribution YH
⇣
kx, ky,
q
k20   k2x   k2y
⌘
= Y(kx, ky, kz)H(kx, ky, kz)
is shown in Fig. 6.3(E). The squared modulus of this distribution, projected parallelly onto the (kx, ky)
plane, shown in Fig. 6.3(F), corresponds to the intensity distribution measured in the experiment and is in
good agreement with the PAD shown in Fig. 6.1(F). Amplitude and phase of YH
⇣
kx, ky,
q
k20   k2x   k2y
⌘
are shown in Fig. 6.3(G,H).
The inverse Fourier transform of the complex-valued distribution YH
⇣
kx, ky,
q
k20   k2x   k2y
⌘
yields a
2D orbital distribution in real space:
y0(x, y) =
+|k|| |maxx
 |k|| |max
YH
⇣
kx, ky,
q
k20   k2x   k2y
⌘
eikxx+ikyydkxdky, (6.12)
where the prime symbol distinguishes it from the original DFT data. Amplitude and phase of y0(x, y)
are shown in Fig. 6.3(I,J). These distributions mathematically correspond to those obtained by the iter-
ative reconstruction shown in Fig. 6.2(C,D). We find them to be in good agreement, with some minor
differences in the shapes of the individual lobes. The larger spatial extent of the reconstructed orbital
distribution in Fig. 6.2 can be attributed to the side effects of the image processing procedure: in the
processed experimental PAD, shown in Fig. 6.1(F), the blobs are more confined than those in the 2D dis-
tribution shown in Fig. 6.3(F) and the features in the interstitial area between the blobs disappear after
the processing because they lie below the noise level. Consequently, the reconstructed orbital distribution
becomes more delocalised in space.
6.4.1 Interpretation of 2D orbital distributions and 3D reconstruction from 2D experimental data
In Eq. 6.12, we employed the inverse Fourier transform to compute the 2D orbital distribution y0(x, y)
from the complex-valued photoelectron distribution YH
⇣
kx, ky,
q
k20   k2x   k2y
⌘
. In essence, the same
equation was employed while reconstructing the orbital distributions from the photoemission data.
However, following the considerations of Barton [18], a more general expression for the orbital distri-
bution y0 is appropriate:
y0(x, y, z) =
+|k|| |maxx
 |k|| |max
YH
⇣
kx, ky,
q
k20   k2x   k2y
⌘
eiz
q
k20 k2x k2y eikxx+ikyydkxdky, (6.13)
which we will refer to as “Barton’s integral” [18]. The resulting reconstruction at z = 0 is shown in
Fig. 6.3(I,J). If the integral in Eq. 6.13 is computed at some z = z0 = const, then the resulting 2D orbital
distribution y0(x, y) is a superposition of the “in-focus” contribution y(x, y, z0) and the “out-of-focus”
signal from adjacent z-planes as defined by the axial resolution of the experimental system.
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The range of z planes contributing to the “out-of-focus” component can be estimated using the formula
for the axial resolution defined by the Rayleigh range [37]:
dz =
2ldB
NA2
. (6.14)
Given the de Broglie wavelength of electrons at 34.3 eV kinetic energy is ldB ⇡ 2.1 Å and the numerical
aperture defined by the geometry in Fig. 6.3(C) is NA =
|k||,max|
k0
= 0.67, the axial resolution then equates
to dz ⇡ 9.4 Å. The transverse resolution can be computed using the formula for the Airy radius [37]:
dr|| =
0.61ldB
NA
, (6.15)
giving dr|| ⇡ 1.9 Å. These results are in a good agreement with the corresponding values estimated by
computing the square of the amplitude of the response function h(x, y, z) shown in Fig. 6.3(D).
Another important point we would like to highlight is the following. From the phase retrieval, we
recover the complex-valued distribution YH
⇣
kx, ky,
q
k20   k2x   k2y
⌘
. Now we note that in Eq. 6.13, the
factor eiz
q
k20 k2x k2y plays the role of a propagator along the z-dimension of the orbital distribution. Thus,
by computing Barton’s integral at various values of z, one gains access to different “in-focus” contri-
butions of the 3D orbital distribution y(x, y, z) estimated at the planes z and one could thereby recon-
struct the full 3D orbital distribution solely from the 2D distribution YH
⇣
kx, ky,
q
k20   k2x   k2y
⌘
! This
remarkable result was obtained by Barton in a simulated example of the holographic reconstruction of a
S(1s) photoemitter signal from c(2⇥2)S/Ni(001) data [18]. Though, for flat molecules with the thickness
on the order of 2...3 Å, this will require improvement of axial resolution by increasing the photon energy
and/or the numerical aperture of the system.
Using these results, we can also elaborate on reasons why orbital tomography was so far applied to pla-
nar molecules only [1, 2]. From one point of view, this limitation can be justified by the need of absence
of scatterers on the way of the photoelectron wave as it propagates upon excitation from the molecule to
the detector. However, another point of view can be gained from the interpretation of the 2D reconstruc-
tion as a superposition of “in-focus” and “out-of-focus” contributions. If a molecular orbital distribution
is planar, the 2D reconstruction will contain “in-focus” and “out-of-focus” contributions having similar
patterns in different z planes, blurred in accordance with the corresponding depth of field. The 2D orbital
distribution thus represents a good estimate of the 3D orbital distribution. Otherwise, if the molecules
are, for example, non-planar, the 2D reconstruction will contain “in-focus” and “out-of-focus” contribu-
tions of very different patterns from different z planes. The corresponding 2D reconstruction alone is
thus no longer a good estimate of the 3D orbital distribution, but only some effective distribution defined
by the orbital geometry and the depth of field. Unambiguous 3D reconstruction will thus require mea-
suring PADs at multiple photon energies and solving the 3D phase problem, provided the oversampling
requirements [9, 10] are fulfilled in all dimensions.

7COBALT-PYRPHYR IN AND PYRPHYR IN ON AG( 1 1 0 )
The major part of this chapter will be submitted to a peer-review journal as “P. Kliuiev et al. Orbital
tomography of complex macrocycles" [PK1].
In this chapter, we extend the orbital tomography technique to molecular systems relevant to catalysis:
the bipyridine-based macrocycle pyrphyrin (Pyr) and its metalated form cobalt-pyrphyrin (CoPyr). The
Pyr molecule was first synthesised by Ogawa et al. in 1984 [73] and is used as a carrier for catalytically
active atoms of transition metals. CoPyr molecules are viewed as promising water reduction catalysts
to produce hydrogen in photochemical water splitting [19, 20]. The ability to reconstruct molecular or-
bitals in such systems is important for the validation of theoretical models [20] and extension of orbital
tomography to a broader class of molecules. In this work, we studied Pyr and CoPyr molecules adsorbed
on Ag(110). ARPES measurements revealed the presence of several molecular states between the Fermi
level and Ag d-band onset. For the purpose of orbital reconstruction with phase retrieval algorithms, the
molecules must be well-ordered in a single rotational domain. Thus, it is important to know the spatial
orientation of the molecules with respect to the substrate. The spatial mapping of molecular distributions
can be done either by means of a scanning tunnelling microscopy (STM) or x-ray photoelectron diffrac-
tion (XPD) [155]. In this work, we employed an alternative method, based on a combination of LEED
data, electronic structure calculations done using density functional theory DFT [16, 17] and orbital to-
mography. According to the results of the DFT simulation, CoPyr and Pyr molecules can adsorb on the
surface of Ag(110) in at least three different conformations. The LEED results predict the existence of two
molecular lattices for both types of molecular systems. Using this information and comparing the experi-
mental PADs with those obtained using the DFT data within the plane wave (PW) approximation and
the independent-atomic-centre (IAC) [6] approximation, we came to the conclusion that the CoPyr and
Pyr molecules are ordered in three and two rotational domains on the surface of Ag(110), respectively.
7.1 characterisation of the samples
The samples consisted of CoPyr and Pyr molecules adsorbed on Ag(110), prepared as described in
chapter 4. For the characterisation of the system, we did three types of simulations:
1. DFT simulation of orbital distributions of CoPyr and Pyr molecules adsorbed on Ag(110)1.
Electronic structure calculations are performed at the Kohn–Sham DFT level using CP2K/
QUICKSTEP simulation package [156] in which Gaussian and plane wave formalism is imple-
mented. While valence electrons are treated explicitly, the interaction between the valence elec-
trons and the atomic cores is described through norm-conserving Goedecker–Teter–Hutter (GTH)
pseudo potentials [157]. The number of valence electrons are set as 17, 4, 1, 5, and 11 for Co, C,
H, N, and Ag, respectively. The molecular orbitals are expanded in Gaussian type orbitals using
double-z plus polarisation (DZVP) basis sets, which have been optimised on molecular geometries
(Mol-Opt method) [158]. The auxiliary plane wave basis used to represent the valence electron den-
sity in reciprocal space has an energy cutoff of 500 Ry. As exchange correlation functional, the spin
polarised general gradient approximation by Perdew–Burke–Enzerhof (PBE) [159] is augmented
with a nonlocal Vydrov–Voorhis van der Waals density functional, in its revised form [160] to ac-
count the dispersion contributions. The Ag bulk lattice parameter is optimised as 4.10 Å. The Ag
surface is always described via a slab model, with the exposed plane perpendicular to the Carte-
sian axis. Periodic boundary conditions are always applied. To prevent any interaction between
periodically replicated slabs, 20 Å of vacuum space are added along the surface normal. The study
on the adsorption of the Pyr and CoPyr monomers is carried out using a 8x5 Ag(110) slab with
five layers, where the four topmost layers are relaxed, whereas the fifth is kept fixed at the bulk
coordinates.
1 The DFT simulations of CoPyr and Pyr on Ag(110) were performed by Dr Y. Gurdal and PD Dr M. Iannuzzi, Department of
Chemistry, University of Zurich.
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To comply with the experimental conditions, the DFT data were modified as described in chapter 6
within the framework of the PW approximation.
2. DFT simulation2 of orbital distributions of CoPyr and Pyr molecules in vacuum performed at the
PBEPBE/cc-pVDZ level of theory [159, 161, 162] using the software "Gaussian" [153]. The DFT data
were modified as described in chapter 6 within the framework of the PW approximation to comply
with the experimental conditions.
3. Simulation of PADs for CoPyr and Pyr molecules in vacuum3 within the framework of the IAC
approximation using the results of DFT simulation done in 2. As an input, we used the output file
of "Gaussian" [153]. The output file contained atom coordinates, the basis set and molecular orbital
coefficients.
At first, the results of the DFT simulation of CoPyr and Pyr on Ag(110) were used together with the
results of LEED to determine all possible spatial orientations of the molecules on the Ag(110) substrate.
Then, this information was used in conjunction with the experimental data and the DFT and IAC simu-
lations to establish which of the spatial orientations had contributed to the experimental PAD patterns.
dft simulation of copyr and pyr on ag(110) Fig. 7.1 shows the partial density of states (PDOS)
and optimised adsorption geometries (AGs) with three lowest adsorption energies obtained from the DFT
simulation of CoPyr and Pyr on Ag(110).
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Figure 7.1: PDOS and optimised adsorption geometries of CoPyr and Pyr on Ag(110) obtained from DFT. Spatial
orientation of molecules is specified by an angle z between the CN-groups and the [110] high symmetry
direction of the substrate. Positive angles are measured counterclockwise. (A) – CoPyr on Ag(110). In
the adsorption geometries (AGs) 1, 2 and 3, z are 90 , 0  and -39 , and the corresponding adsorption
energies Ea are -4.25, -4.69 and -4.72 eV, respectively. (B) – Pyr on Ag(110). In the adsorption geometries
(AGs) 1, 2 and 3, z are 90 , 4  and -38 , and the corresponding adsorption energies Ea are -3.37, -3.57 and
-3.67 eV, respectively.
2 The DFT simulation was performed by Dr L. Castiglioni, Department of Physics, University of Zurich.
3 The simulations were done by the author of this dissertation using the software "IACPE-Calculation Tool" Version "18.0215 ScaSym
BETA" developed by C. Metzger, University of Würzburg, Germany, implemented in the software IgorPRO.
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It can be seen that the CoPyr molecules have slightly higher adsorption energies on the surface of
the Ag(110) crystal compared to those of the Pyr molecules. This can be explained in terms of a more
stable adsorption in the presence of a cobalt atom. For both CoPyr and Pyr on Ag(110), the most stable
configuration with the lowest adsorption energy is AG 3, in which an angle between the CN-groups
of CoPyr and Pyr and the [110] high symmetry direction of the substrate is z =  39  and z =  38 ,
respectively. In the other two AGs 1 and 2, the angle between the CN-groups and the [110] high symmetry
direction of the substrate is z = 90  and z = 0  for CoPyr and z = 90  and z = 4  for Pyr, respectively.
leed of copyr and pyr on ag(110) To determine the epitaxial matrices of CoPyr and Pyr adlayers,
the samples were characterised with LEED. Fig. 7.2(A,C) shows experimental LEED patterns of CoPyr
and Pyr on Ag(110) together with the simulated patterns done in the framework of a geometric LEED
theory using the commercial software LEEDLab (Scienta Omicron GmbH, Germany). Prior to the simu-
lation, the experimental LEED images were corrected for barrel and Ewald sphere distortions using the
procedure described in section 4. The simulation procedure consisted of the following steps:
1. The lattice constants of the Ag(110) substrate were set to a1 = 2.89 Å and a2 = 4.09 Å.
2. The software generated the lattices of molecular adlayers. The lattice parameters were set manually
so that the simulated spot distributions approximately matched the experimental spots.
3. The experimental LEED spots were identified by a pattern recognition procedure of the software
and fitted with Gaussian functions.
4. The mismatch between the lattice points generated in 2 and the experimental spots, fitted with
Gaussian functions in 3, was minimised using the least squares method, in which the Ag(110)
substrate lattice parameters defined in 1 were kept constant.
5. The optimised distribution of the fitted lattice structures are shown in Fig. 7.2(A,C). They were
used to calculate the epitaxial matrices and the real space lattice structures shown in Fig. 7.2(B,D).
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Real spaceReciprocal space
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Figure 7.2: (A,B) – CoPyr on Ag(110). (C,D) – Pyr on Ag(110). (A,C) – LEED patterns acquired at electron beam
energies of 32 and 29 eV, respectively. Overlay: Simulated reciprocal lattice structures of the substrate
(in grey) and of the two different lattices of molecular adlayers (lattice 1 and lattice 2, in blue and red,
respectively). (B,D) – Real space lattice structures calculated from the optimised position of the simulated
reciprocal lattice structures shown in (A,C). The colour scheme is identical to that in (A,C).
The LEED simulations yielded that CoPyr and Pyr molecules are ordered in two different lattices
rotated with respect to each other. In Fig. 7.2(B,D), these lattices are shown in blue and red and we will
refer to these lattices as "lattice 1" and "lattice 2", respectively. The corresponding epitaxial matrices and
lattice parameters are given in Table 7.1. Within the error of measurement, the lattices parameters are
identical and the lattices 1 and 2 are mirror counterparts of each other with respect to the [110] high
symmetry direction.
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copyr/ag(110) pyr/ag(110)
Lattice 1 (blue)
✓
b1
b2
◆
=
✓
4.15± 0.08  0.97± 0.05
3.29± 0.09 1.97± 0.05
◆✓
a1
a2
◆ ✓
b1
b2
◆
=
✓
4.18± 0.09  1.02± 0.06
2.96± 0.09 1.96± 0.06
◆✓
a1
a2
◆
|b1| = 12.59± 0.23 Å, |b2| = 12.43± 0.24 Å, |b1| = 12.73± 0.26 Å, |b2| = 11.69± 0.25 Å,
\(|b1|, |b2|) =  58.63  ± 0.04  \(|b1|, |b2|) =  62.24  ± 0.04 
Lattice 2 (red)
✓
c1
c2
◆
=
✓
3.33± 0.07  1.94± 0.05
4.14± 0.07 1.00± 0.04
◆✓
a1
a2
◆ ✓
c1
c2
◆
=
✓
2.84± 0.09  2.01± 0.05
4.25± 0.10 0.95± 0.06
◆✓
a1
a2
◆
|c1| = 12.43± 0.20 Å, |c2| = 12.60± 0.20 Å |c1| = 11.58± 0.23 Å, |c2| = 12.84± 0.28 Å,
\(|c1|, |c2|) =  58.42  ± 0.03  \(|c1|, |c2|) =  62.65  ± 0.04 
Mutual orientation \(|c1|, |b1|) =  21.21  ± 0.18  \(|c1|, |b1|) =  26.01  ± 0.15 
\(|b1|, [110]) = 18.6  ± 0.1  \(|b1|, [110]) = 18.49  ± 0.1 
\(|c1|, [110]) =  18.6  ± 0.1  \(|c1|, [110]) =  17.00  ± 0.1 
Table 7.1: Epitaxial matrices and lattice parameters of real space lattices of CoPyr and Pyr on Ag(110). Substrate
vectors are denoted by ai, those of the two different superstructure lattices by bi and ci.
visualisation of molecular rotational domains Using the information about the adsorp-
tion geometries and the surface lattices, it is now possible to visualise possible spatial orientations of
the CoPyr and Pyr molecules on the Ag(110) surface. We set the distance between the CN-groups of
CoPyr to 11.78 Å, as defined by the optimised molecular geometry in the gas phase [20]. Then, we note
that because the lattice constants of the lattices 1 and 2 are on the order of the size of the molecule, it
is not possible that lattices 1 and 2 co-exist simultaneously over a spatial extent on the order of a few
lattice constants of the superstructure, as shown in Fig. 7.2(B,D). Hence, the two molecular lattices exist
separately in the form of domains, defined by the three different adsorption geometries and the lattice
structures 1 and 2, as shown in Fig. 7.3.
For symmetry reasons, both  39  and 39  adsorption geometries are possible. We will refer to them as
"AG 3" and "AG 3’ ", respectively. Since the AG 3 leads to a very close separation between the CN-groups
of the neighbouring molecules in the lattice 1 and the CN-groups tend to repel each other, this AG is
excluded from consideration in lattice 1. The same argument applies to AG 3’ in lattice 2. Thus, in lattice
1, the CoPyr molecules can order themselves in the AGs 1, 2 and 3’ and in the lattice 2, in the AGs 1, 2,
and 3, as shown in Fig. 7.3.
The separation between the CN-groups is the highest in AG 3 with the lowest adsorption energy and
decreases with increasing adsorption energy, which correlates well with a notion that the CN-groups
tend to repel each other and that the adsorption geometries with lower adsorption energies are more
favourable.
Similarly, Fig. 7.4 shows possible spatial arrangements of the Pyr molecules. The distance between
the CN-groups was set to 11.96 Å [20]. For symmetry reasons, both  38  and 38  as well as  4  and
4  adsorption geometries are possible. We will refer to them as "AG 3", "AG 3’ ", "AG 2’ " and "AG 2",
respectively. Since the AG 3 leads to a very close separation between the CN-groups of the neighbouring
molecules in the lattice 1 and the CN-groups tend to repel each other, this AG is excluded from consider-
ation in lattice 1. The same argument applies to AG 3’ in lattice 2. The separation between the CN-groups
in both lattices is large enough in the AGs 2 and 2’. Thus, in the lattice 1, the Pyr molecules can adsorb
in the AGs 1, 2, 2’ and 3’, and in the lattice 2, in the AGs 1, 2, 2’ and 3, as shown in Fig. 7.4. Note that
in Fig. 7.4(B,E), only the AG 2 is shown, while the AG 2’ is omitted. Similarly to CoPyr on Ag(110), the
spacing between the CN-groups is the highest for AG 3 with the lowest adsorption energy and decreases
with increasing adsorption energy, though, the rate, at which this happens, is slightly lower than in the
case of CoPyr on Ag(110).
In essence, this analysis leads to the conclusion that, in principle, multiple rotational domains of the
CoPyr and Pyr molecules on the surface of the Ag(110) substrate might potentially be present in the
experiment. However, a final conclusion can be made only after the comparison of the experimental
PADs with those obtained in the DFT and IAC simulations.
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Figure 7.3: CoPyr molecules on Ag(110) ordered in multiple adsorption geometries in 2 lattice structures, as given
by the DFT and LEED simulations, respectively. (A-C) – Lattice 1. (D-F) – Lattice 2. (A,D) – Adsorption
geometry 1: z = 90 . (B,E) – Adsorption geometry 2: z = 0 . (C) – Adsorption geometry 3’: z = 39 . (F)
– Adsorption geometry 3: z =  39 .
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Figure 7.4: Pyr molecules on Ag(110) ordered in multiple adsorption geometries in 2 lattice structures, as given by
the DFT and LEED simulations, respectively. (A-C) – Lattice 1. (D-F) – Lattice 2. (A,D) – Adsorption
geometry 1: z = 90 . (B,E) – Adsorption geometry 2: z = 4 . In (B) and (E), adsorption geometry 2’ with
z =  4  is also possible (not shown). (C) – Adsorption geometry 3’: z = 38 . (F) – Adsorption geometry
3: z =  38 .
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7.2 arpes
ARPES data of well-ordered monolayers of CoPyr and Pyr on the Ag(110) substrate were acquired with
a photoemission electron microscope (PEEM) operating in momentum mode. The setup and the experi-
mental geometry are shown in Fig. 4.2. The Ag(110) substrate was cleaned with standard sputter-anneal
procedures and the molecules were evaporated in-situ using a home-built Knudsen cell evaporator as
described in chapter 4.
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Figure 7.5: EDCs recorded from Pyr and CoPyr on
Ag(110) and from the bare Ag(110) sub-
strate using p-polarised light of 35 eV
photon energy. Dwell time t = 3 s.
The states of Pyr are marked as ”p.i”,
”p.ii” and ”p.iii”, and those of CoPyr
as ”cp.i”, ”cp.ii”, ”cp.iii”, ”cp.iv” and
”cp.v”, from left to right.
Following the excitation of the samples with
p-polarised light of 35 eV photon energy, we recorded
photoelectron angular distributions (PADs) in steps of 50
meV at kinetic energies ranging from the onset of the Ag
d-bands up to the Fermi level. By integrating the PADs
over the whole field of view in momentum space at each
of the recorded kinetic energies, we obtained the energy
distribution curves (EDCs) shown in Fig. 7.5.
Owing to the low density of states in Ag in this range
of electron binding energies, the EDC recorded from the
bare substrate did not reveal any substantial variations
in the signal intensity. In contrast, the EDC recorded
from Pyr on Ag(110) revealed 3 molecular states lo-
cated at 3.50, 2.35 and 1.85 eV binding energies, which
we will refer to as ”p.i”, ”p.ii” and ”p.iii”, respectively.
These can be seen as peaks in the EDC, though the
peak at 3.50 eV is not clearly visible in the integrated
data. In case of CoPyr on Ag(110), we could iden-
tify 5 states. Three of these states were located at 3.30,
2.20 and 1.80 eV binding energies, i.e. close to those
found in the Pyr data, and the other two at 1.05 and
0.70 eV binding energies, respectively. We will refer to
them as ”cp.i”, ”cp.ii”, ”cp.iii”, ”cp.iv” and ”cp.v”, re-
spectively. The PADs, recorded at kinetic energies of molecular states, are characterised by a num-
ber of blobs, i.e. intensity maxima, of different shape, size and mutual location, found between
±1...2 Å 1 as shown in Fig. 7.6(A,C). The corresponding PADs recorded from the bare substrate are
shown in Fig. 7.6(B,D). Wide molecular features in Fig. 7.6(A,C) are superimposed with spurious
crescent-like features originating from the sp-bands of the Ag(110) substrate.
7.3 data processing
To provide means for quantitative comparison with theory and for the iterative reconstruction with
phase retrieval algorithms, the data shown in Fig. 7.6 (A,C), were processed: the background was
subtracted and the distributions were normalised with the |A · kf|2 factor. In chapter 6, we discussed
means for the background subtraction using the maximisation of mutual information algorithm and a
set of morphological operations. In this chapter, we subtracted the background in a more simple manner.
1. Experimental PADs acquired from CoPyr on Ag(110), shown in Fig.7.6(A,C), were centred in the
computational domain, yielding the distributions IS(X,Y). The centre coordinates were found from
the blurred PAD data, sampled at 540⇥540 pixels, upon convolution with a Gaussian function with
the standard deviation of 3 pixels, using centrosymmetry considerations.
2. The signal distributions IS(X,Y) were registered with the corresponding Ag(110) background data,
IB(X,Y), shown in Fig. 7.6(B,D), by manual application of affine transformations to the latter. For
this purpose, the pixel values of IB(X,Y), sampled at 540⇥540 pixels, were weighted with a factor
s < 1, the image was stretched by factors sx and sy in each dimension and the relative position of
IB(X,Y) with respect to IS(X,Y) was adjusted by (tx, ty) pixels in horizontal and vertical directions,
respectively:
Ib(X,Y) = s · IB(sxX  tx, syY  ty),
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Figure 7.6: (A) – PADs recorded from CoPyr/Ag(110) with p-polarised light of 35 eV photon energy at the indicated
binding energies of molecular states. Each momentum map is an average of 120 raw images acquired
with a dwell time of 5 s each and aligned using the cross-correlation method described in chapter 6. (B)
– PADs recorded from the bare Ag(110) substrate under the same conditions as in (A), except that each
momentum map is an average of 50 raw images acquired with a dwell time of 3 s each. (C) – PADs
recorded from Pyr/Ag(110) under the same conditions as in (A). (D) – PADs recorded from the bare
Ag(110) substrate under the same conditions as in (A), except that each momentum map is a raw image
acquired with a dwell time of 1 s.
where Ib(X,Y) denotes the transformed background data. Initially, the parameters were set to
s = 1, sx = sy = 1 and tx = ty = 0.
3. The background distribution Ib(X,Y) was subtracted from IS(X,Y), yielding a new signal distribu-
tion: Is(X,Y) = IS(X,Y)  Ib(X,Y).
4. The parameters in step 2 were adjusted and step 3 was repeated, until no further improvement in
the quality of the distribution Is(X,Y) could be reached. The quality of the background subtraction
was assessed by a visual inspection.
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Figure 7.7: Processing of the experi-
mental CoPyr/Ag(110) and
Pyr/Ag(110) data. (A,B)
– CoPyr/Ag(110). (C,D) –
Pyr/Ag(110). (A,C) – PAD
distributions after the back-
ground subtraction. (B,D) –
After the normalisation with
the |A · kf|2 factor.
The background-free PADs are shown in Fig. 7.7(A,C). Fig. 7.7(B,D) shows the PADs normalised
by the |A · kf|2 factor, as described in chapter 6. For the purposes of comparison with the DFT data
and reconstruction with phase retrieval algorithms, the data in Fig. 7.7(B,D) were symmetrised with
respect to their geometrical centre and thresholded to eliminate the remnant background features. The
symmetrised PADs are shown in Fig. 7.8(A.III) and 7.9(A.III), respectively.
7.4 comparison of the experimental pads with the dft data
After subtraction of the background and normalisation, the experimental PADs were compared with
those obtained from the DFT simulation within the PW and IAC approximations.
7.4.1 CoPyr/Ag(110)
dft simulation of copyr/ag(110). pw approximation We started by comparing the experi-
mental PADs with those obtained from the DFT simulation of CoPyr on Ag(110) within the framework
of the PW approximation. For this purpose, the simulated 3D DFT orbital distributions were modified
using the procedure described in chapter 6. All three adsorption geometries revealed the presence of
very similar intensity distributions in reciprocal space that differed mostly only by their orientation with
respect to the [110] high symmetry direction of the substrate, as shown in Fig. 7.8(B.I-B.III). There was
no agreement between the PADs in the AGs 1 and 3 and the normalised and symmetrised experimental
data shown in Fig. 7.8(A.III), although AG 3 is the one with the lowest adsorption energy. The compa-
rison of the PAD distributions in AG 2, which has got the second lowest adsorption energy, showed a
better agreement. In particular, a very good agreement between the experimental and theoretical PADs
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was found for the molecular states cp.i and cp.v, while for the states c.ii, c.iii and c.iv the agreement was
worse, as some of the blobs in the theoretical PAD distributions were found missing.
As it was indicated before, in principle, simultaneous existence of multiple adsorption geometries
was possible. To verify this possibility, we performed a detailed analysis by combining the PADs in
Fig. 7.8(B.I-B.III) and computing their incoherent sums. The results are shown in Fig. 7.8(B.IV-B.VI).
Fig. 7.8(B.IV) shows the PADs obtained by computing a sum of the PADs in the AGs 3 and 3’. Among
PADs in Fig. 7.8(B.IV), only those belonging to the molecular states cp.i and cp.iv agreed well with the
corresponding experimental data. In contrast, much better agreement was found for the PADs obtained
by performing a summation of the PADs in the AGs 2, 3 and 3’, weighted 1:1:1, as shown in Fig. 7.8(B.V).
In this case, the number of blobs and their locations as well as mutual intensity distribution between the
individual blobs matched those in the normalised and symmetrised experimental data. By varying the
weighting coefficients, we found that the ratio 1.5:1:1 lead to the best agreement.
dft simulation of copyr in vacuum . pw approximation The same procedure was applied to
the DFT data for CoPyr in vacuum. We found the same molecular states as in the DFT data for CoPyr on
Ag(110). We rotated the PADs by the corresponding angles z in azimuth so that they complied with the
corresponding data in the adsorption geometries of CoPyr on Ag(110). We note that since a preferential
orientation of molecules in vacuum does not exist, the sole purpose of this procedure is an azimuthal
alignment of the data to provide means for the comparison with the data on the substrate. We will refer
to the aligned data as "PADs in the adsorption geometries", although they are just PADs rotated by the
corresponding angles z. PADs in the AGs 1 and 3 look similar to those in Fig. 7.8(B.I) and (B.III) and
are not displayed here. Fig. 7.8(C.I) shows the PADs in the AG 2. Only the states cp.i and cp.v agreed
well with the experimental PAD patterns in Fig. 7.8(A.III). As in the case of the DFT data for CoPyr
on Ag(110), the patterns obtained by summation of the PADs in the AG 2, 3 and 3’, weighted 1.5:1:1,
yielded the best agreement with the corresponding normalised and symmetrised experimental PADs in
Fig. 7.8(A.III). We note that in the DFT data for CoPyr in vacuum, the mutual intensity distribution
among the blobs was slightly different from that in the CoPyr/Ag(110) DFT data.
dft simulation of copyr in vacuum . iac approximation In the DFT simulation done within
the framework of the IAC approximation, we set the adsorption geometries to be the same as for the data
shown in Fig. 7.8(C.I-C.IV), i.e. the molecule was oriented at z = 0  and z = ±39  with respect to the
[110] high symmetry direction of the substrate. We mimicked the experimental conditions, by setting the
simulation parameters (photon energy, polarisation, angles of incidence) as in the experimental geometry
shown in Fig. 4.2(B). The resulting PADs are shown in Fig. 7.8(D.I-D.IV). The PADs belonging to
the states cp.i and cp.v in the AG 2 of the DFT data, looked very similar to those obtained after the
background subtraction from raw experimental data shown in Fig. 7.8(A.II). In the PADs of the states
cp.ii, cp.iii and cp.iv, some of the blobs present in the experimental data were found missing.
Analogously, the data obtained by summation of the PADs in the AGs 2, 3 and 3’, weighted 1.5:1:1,
yielded the best agreement with the corresponding experimental data without background shown
in Fig. 7.8(A.II). The agreement was particularly good for the molecular states cp.i, cp.ii, cp.iii and cp.v.
The crescent-like features in the PADs of the states cp.ii an cp.v, were present both in the experimental
and DFT-simulated data, and thus their origin was probably not only due to the substrate sp-bands. In
the IAC approximation, the only disagreement was for the blobs in the upper part of the state cp.iv,
which were slightly less prominent in the experimental data than in the DFT-simulated pattern.
The agreement between the experimental data and the DFT simulations within the framework of
the PW and the IAC approximations, obtained by incoherent summation of the data in the adsorption
geometries 2, 3 and 3’, is excellent. Neither of the single-domain adsorption geometries can reproduce
all PAD features present in the experimental data. Thus, we conclude that CoPyr molecules on Ag(110)
were adsorbed in three different geometries with the CN- groups oriented at 0 , 39  and  39  with
respect to the [110] high symmetry direction of the substrate. This result correlates well with the analysis
of the adsorption geometries done using the LEED data in Fig. 7.3 and with the fact that the AGs 3 and
3’ have the lowest adsorption energy Ea =  4.72 eV and the adsorption energy of AG 2 at Ea =  4.69 is
only 30 meV higher.
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Figure 7.8: (A) – Experimental PADs recorded from CoPyr on Ag(110). (A.I) – Raw data. (A.II) – After background subtraction. (A.III) - After background subtraction, normalisation
and symmetrisation. (B) – PADs obtained from the DFT simulation of CoPyr on Ag(110) within the PW approximation. (B.I) – Adsorption geometry 1: z = 90 . (B.II) –
Adsorption geometry 2: z = 0 . (B.III) – Adsorption geometry 3: z =  39 . (B.IV) – Sum of the data in the adsorption geometries 3 and 3’, weighted 1:1. (B.V) – Sum of
the data in the adsorption geometries 2, 3 and 3’, weighted 1:1:1. (B.VI) – The same data as in (B.V), but weighted 1.5:1:1. (C) – PADs obtained from the DFT simulation
of CoPyr in free space within the PW approximation. (C.I) – PADs with azimuthal orientation aligned to that in the adsorption geometry 2, z = 0 , in (B.II). (C.II-C.IV) –
Data obtained in the same way as in (B.IV-B.VI). (D) – PADs obtained from the DFT simulation of CoPyr in free space within the IAC approximation. (D.I) – PADs with
azimuthal orientation aligned to that in the adsorption geometry 2, z = 0 , in (B.II). (D.II-D.IV) – Data obtained in the same way as in (B.IV-B.VI).
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7.4.2 Pyr/Ag(110)
We applied the same procedure to Pyr data.
dft simulation of pyr/ag(110). pw approximation We first compared the experimental PADs
with those obtained from the DFT simulation of Pyr on Ag(110) within the framework of the PW
approximation. As in the case of CoPyr on Ag(110), we found that all three adsorption geometries
revealed the presence of very similar intensity distributions in reciprocal space that differed primarily
only by their orientation with respect to the [110] high symmetry direction of the substrate, as shown in
Fig. 7.9(B.I-B.III).
There was no agreement between the PADs in the AG 1 in Fig. 7.9(B.I) and the normalised and sym-
metrised experimental data in Fig. 7.9(A.III). The comparison of the experimental data in Fig. 7.9(A.III)
with the AG 2 in Fig. 7.9(B.II) revealed an agreement only for the molecular state p.i, while for the molec-
ular states p.ii and p.iii there was no agreement. Some of the PADs in AG 3 looked to us similar to those
in Fig. 7.9(A.III) in terms of the number and location of the blobs. Though, a more careful comparison
indicated that the best agreement was for an incoherent sum of the AGs 3 and 3’, weighted 1:1, shown
in Fig. 7.9(B.IV). In this case, the number of blobs, their location and mutual intensities for all molecular
states agreed well with those in the experimental data in Fig. 7.9(A.III).
dft simulation of pyr in vacuum . pw approximation The same procedure was applied to
the DFT data for Pyr in vacuum. The DFT state p.i in Fig. 7.9(C.I) looked similar to the state p.i in the
normalised and symmetrised experimental data shown in Fig. 7.9(A.III). Careful comparison showed
that a better agreement is found for an incoherent sum of the AGs 3 and 3’, weighted 1:1, shown in
Fig. 7.9(B.IV). The states p.i-p.iii agreed well in terms of the number of blobs, their location and mutual
intensities with those in the experimental data shown in in Fig. 7.9(A.III).
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Figure 7.9: (A) – Experimental PADs recorded from Pyr on Ag(110). (A.I) – Raw data. (A.II) – After background
subtraction. (A.III) – After background subtraction, normalisation and symmetrisation. (B) – PADs
obtained from the DFT simulation of Pyr on Ag(110) within the PW approximation. (B.I) – Adsorption
geometry 1: z = 90 . (B.II) – Adsorption geometry 2: z = 4 . (B.III) – Adsorption geometry 3: z =  38 .
(B.IV) – Sum of the data in the adsorption geometries 3 and 3’, weighted 1:1. (C) – PADs obtained from
the DFT simulation of Pyr in free space within the PW approximation. (C.I) – PADs with azimuthal
orientation aligned to that in the AG 2 in (B.II). (C.II) – Sum of the PADs with azimuthal orientation
aligned to that in the AGs 3 and 3’, weighted 1:1. (D) – PADs obtained from the DFT simulation of Pyr
in free space within the IAC approximation. (D.I-D.II) – PADs modified in the same way as in (C.I-C.II).
iac simulation of pyr in vacuum . iac approximation In the DFT simulation done within the
framework of the IAC approximation, the data were treated in the same way as for CoPyr. The resulting
PADs are shown in Fig. 7.9(D.I-D.II). Analogously, the data obtained by summation of the PADs in the
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AGs 3 and 3’, weighted 1:1, revealed the best agreement with the corresponding experimental data in
Fig. 7.9(A.II). The agreement was good for all molecular states in terms of number of blobs, their location
and relative intensity distributions.
The agreement between the experimental data and the DFT simulations within the frameworks of
the PW and the IAC approximations obtained by incoherent summation of the data in the adsorption
geometries 3 and 3’ is excellent. Neither of the single-domain adsorption geometries can reproduce most
of the PAD features present in the experimental data, as a sum of the AGs 3 and 3’. Thus, we conclude
that Pyr molecules on Ag(110) were adsorbed in two different geometries with the CN- groups oriented
at 38  and -38  with respect to the [110] high symmetry direction of the substrate. This result correlates
well with the analysis of the adsorption geometries done using the LEED data in Fig. 7.4 and with the
fact that the AGs 3 and 3’ have the lowest adsorption energy Ea =  3.67 eV.
7.5 results of iterative reconstruction
Despite of the fact that CoPyr and Pyr molecules were most possibly ordered on the surface of Ag(110)
in three and two adsorption geometries, respectively, we performed an iterative reconstruction of distri-
butions in real space by means of the phase retrieval algorithms. We employed the same reconstruction
procedure as described in chapter 6. As an input, we used normalised and symmetrised PADs. The
PADs from CoPyr and Pyr on Ag(110) shown in Fig. 7.8(A.III) and 7.8(A.III), used in phase retrieval, are
duplicated in Fig. 7.10(A) and 7.12(A), respectively.
7.5.1 CoPyr/Ag(110)
At first, the reconstruction was done using the shrinkwrap algorithm [12]. The resulting real space
distributions are shown in Fig. 7.10(B,C).
While it was simple to determine the geometrical centres of the states cp.i-cp.iii, it was not the case for
the states cp.iv-cp.v. As it was discussed in chapter 6, these are examples of reconstruction artefacts and
the correct reconstructions can only be achieved using a centred tight support. Fig. 7.10(D,E) shows the
results of the reconstruction with the centred tight support obtained using the amplitude distributions in
Fig. 7.10(B) together with the overlaid ball-and-stick models of the CoPyr molecule. Due to the different
image processing procedure, the blobs in the PADs shown in Fig. 7.10(A) became more localised and,
as a result, the reconstructed real space distributions became more delocalised. Also, we note that the
overlaid ball-and-stick models are only guides for the eye and only mark the regions of space where the
orbital distributions might potentially reside. The distributions shown in Fig. 7.10(B-E) represent only
some real space distributions reconstructed from an incoherent sum of the PADs and their meaning will
be discussed later in the text.
In spite of this ambiguity, we compared the results of the reconstruction with the DFT data in the
AG 2 (z = 0 ), because they resembled the reconstructed data in terms of azimuthal orientation. We
computed the corresponding real space orbital distributions using the procedure described in chapter 6.
The resulting amplitude and phase distributions are shown in Fig.7.11(B,C,E,F).
Surprisingly, we found a good agreement for three molecular states - cp.i, cp.iii and cp.iv - in terms of
the number of lobes, their location and mutual amplitude distribution among the lobes. The agreement
for the states cp.ii and c.v was less prominent, owing to the differences in the amplitude distribution
among different orbital lobes. For all molecular states, the relative phase distributions between individual
lobes in the DFT simulation coincided with those in the reconstructed data.
7.5.2 Pyr/Ag(110)
We repeated the same procedure for the Pyr data. Fig. 7.12(A) shows the resulting PAD distributions after
the background subtraction, normalisation and symmetrisation. Since the pixel values in the lower part
of the state p.i were on the order of noise level and thus, in essence, became zero after the background
subtraction, we mirrored the upper part of the PAD to obtain at least some signal distribution in the
lower part of the PAD. For the iterative reconstruction, we employed the same procedure as described
in chapter 6. The real space distributions reconstructed with the shrinkwrap algorithm [12] are shown
in Fig. 7.12(B,C). It was not possible to obtain a meaningful reconstruction for the p.i data. Varying
the algorithm parameters did not lead to the improvement of the reconstruction results. In the second
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reconstruction run, we employed a centred tight support obtained from the amplitude distributions in
Fig. 7.12(B) as described in chapter 6. The use of the tight centred support improved the quality of the
reconstructed orbital distributions. In particular, for the state p.i. The resulting real space distributions
are shown in Fig. 7.12(D,E).
Iin
te
ns
it
y 
(a
.u
.)
m
ax
m
in
A
m
pl
it
ud
e 
(a
.u
.)
1
0
0Ph
as
e 
(r
ad
)
A
B
C
A
m
pl
it
ud
e 
(a
.u
.)
1
0
0Ph
as
e 
(r
ad
)
D
E
Reconstructed data in real space: Conventional phase retrieval using shrinkwrap algorithm
Reconstructed data in real space: Phase retrieval with tight centered support
Processed experimental intensity distributions in reciprocal space
0 11
kx(Å 1)
k y
(Å
1 )
0
1
1
cp.i
Eb=3.30 eV
cp.ii
Eb=2.20 eV
cp.iii
Eb=1.80 eV
cp.iv
Eb=1.05 eV
cp.v
Eb=0.70 eV
Figure 7.10: Results of iterative phase retrieval procedure applied to CoPyr/Ag(110) data. (A) – Experimental PADs
after the background subtraction, normalisation and symmetrisation. (B,C) – Real space distributions
reconstructed with conventional phase retrieval using shrinkwrap algorithm. (D,E) – Real space distri-
butions reconstructed with the centred tight support. (B,D) – Amplitude distributions. (C,E) – Phase
distributions weighted with the corresponding amplitude values for illustration purposes.
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Figure 7.11: Results of the DFT simulation. (A-C) – CoPyr on Ag(110). Adsorption geometry 2: z = 0 . (D-F) –
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Figure 7.12: Results of iterative phase retrieval procedure applied to Pyr/Ag(110) data. (A) – Experimental PADs
after background subtraction, normalisation and symmetrisation. (B,C) – Real space distributions recon-
structed with conventional phase retrieval using shrinkwrap algorithm. (D,E) – Real space distributions
reconstructed with the centred tight support. (B,D) – Amplitude distributions. (C,E) – Phase distribu-
tions weighted with the corresponding amplitude values for illustration purposes.
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Figure 7.13: Results of the DFT simulation. (A-C) – Pyr on
Ag(110) in free space. (D-F) – Pyr on Ag(110)
in AG 2. (A,D) – Intensity distributions in re-
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In Fig. 7.12(D,E), the ball-and-stick molecular
models overlaid over the reconstructed real space
distributions serve as guides for the eye only and
mark the regions of space where the orbital dis-
tributions might potentially reside. The distribu-
tions in Fig. 7.12(D,E) represent only some real
space distributions reconstructed from an incoher-
ent sum of the PADs and their meaning will be
discussed later in the text.
We compared the results of the reconstruction
with the DFT data in the AG 2 (z = 4 ), because
they resembled the reconstructed data in terms
of azimuthal orientation. The real space distri-
butions were computed using the procedure de-
scribed in chapter 6. In the DFT data for Pyr in
vacuum and on Ag(110), only the state p.i agreed
well with the reconstructed data.
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7.6 summary and discussion
A detailed analysis of the LEED and DFT data in Fig.7.3 and 7.4 yielded that CoPyr and Pyr molecules
are ordered on the surface of Ag(110) in two lattices and be adsorbed in multiple geometries. In lattice 1,
CoPyr molecules can order themselves in the adsorption geometries 1, 2 and 3’, so that the CN- groups
are located at z =90 , 0  and 39  with respect to the [110] high symmetry direction of the substrate,
correspondingly. In lattice 2, CoPyr molecules can order themselves in the adsorption geometries 1,
2 and 3, so that the CN- groups are located at z =90 , 0  and  39  with respect to the [110] high
symmetry direction of the substrate, correspondingly. Thus, CoPyr molecules on Ag(110) can be in
principle ordered in 4 different rotational domains. Because the adsorption geometries 3 and 3’ have the
lowest adsorption energy Ea =  4.72 eV, and the adsorption energy of the adsorption geometry 2 is just
0.03 eV higher, CoPyr molecules can adsorb in the adsorption geometries 2, 3 and 3’ with almost equal
probability. Similarly, we found that Pyr molecules can order themselves in lattice 1 in the adsorption
geometries 1, 2, 2’ and 3’, so that the CN- groups are located at z =90 , ±4  and 38  with respect to the
[110] high symmetry direction of the substrate, correspondingly. In lattice 2, Pyr molecules can order
themselves in the adsorption geometries 1, 2, 2’ and 3, so that the CN- groups are located at z =90 , ±4 
and  38  with respect to the [110] high symmetry direction of the substrate, correspondingly. Thus, Pyr
molecules on Ag(110) can be in principle ordered in 5 rotational domains. The adsorption geometries 3
and 3’ have the lowest adsorption energy Ea =  3.67 eV, while the adsorption energy of the geometries
2 and 2’ is 0.1 eV higher. Thus, Pyr molecules rather adsorb in the adsorption geometries 3 and 3’ only.
The results of the incoherent summation of the DFT-simulated PADs of the CoPyr and Pyr molecules
on the Ag(110) substrate and in vacuum performed within the frameworks of the PW and IAC approxi-
mations confirmed our assumptions. CoPyr molecules revealed three adsorption domains, with the CN-
groups located at z = 0  and ±39  with respect to the [110] high symmetry direction of the substrate.
Pyr molecules ordered themselves in two domains, in which the CN- groups are located at ±38  with
respect to the [110] high symmetry direction of the substrate.
Having obtained this result, we nevertheless performed reconstructions of real space distributions
from the experimental data. Interestingly, we found the real space reconstructions to be in good agree-
ment with the corresponding DFT orbital distributions in the AG 2, obtained from the simulations on
the substrate and in vacuum. This agreement can be explained as follows. The experimental patterns
recorded from CoPyr on Ag(110) are incoherent sums of the PADs from the adsorption geometries 2, 3
and 3’. Thus, they contain features from the PADs belonging to the AG 2, but also those belonging to
the AGs 3 and 3’. We make a comparison with the DFT data in the AG 2. Obviously, the presence of the
common features in reciprocal space (those which belong to the AG 2) makes the reconstructed and the
DFT orbital distributions look similar. However, a very close comparison of the data reveals that, these
distributions are not identical. For instance, the number of lobes and their relative strength in the recon-
structed CoPyr data cp.ii in Fig. 7.10(D,E) is not exactly the same as in the DFT orbital distributions in
Fig. 7.11(B,C,E,F). Additional lobes in real space have arisen due to the blobs present in the experimental
data at around ±1.5 Å 1. These features are absent in the DFT data in reciprocal space and thus, in real
space, the DFT-simulated orbital distributions look slightly differently from the reconstructed real space
distributions. Similar reasoning can be made about other CoPyr states. A better insight into the similar-
ity of the experimental PADs and the PADs simulated for a single rotational domain of the molecules,
i.e. AG 2, can be gained by inspecting the symmetry properties of the latter. Because some of the blobs
in the PADs in the AG 2 are separated by ⇡ 40 , rotation of PADs by ±39  and their summation with
the AG 2, amplifies the signal at the positions of the blobs in the latter (e.g. compare the PADs of the cp.i
state in Fig. 7.8(B.II - B.V)).
To summarise, the remarkable agreement between the reconstructed real space distributions and the
DFT orbital distributions can be attributed to the presence of common features in the corresponding
data in reciprocal space. And it is this favourable combination of the symmetry properties of individual
PADs and molecular adsorption geometries that makes incoherent sum of the DFT-simulated PADs and
experimental data look similar.
We note that for the phase retrieval algorithm, it plays no role if the blobs in the experimental PADs
are due to photoemission from a single or multiple rotational domains of the molecules. Solving the
phase problem, one will always be able to reconstruct some amplitude and phase distributions in real
space, provided the oversampling conditions are fulfilled [9]. Currently, we cannot give any meaningful
physical interpretation for real space distributions reconstructed from an incoherent superposition of
intensity distributions in reciprocal space. To the best of our knowledge, unambiguous interpretation
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of reconstructed orbital distributions is possible only if the photoemission data originate from a single
domain of molecules. Thus, the origin of the data used as an input for phase retrieval algorithms must
always be clarified prior to any interpretation of reconstructed real space distributions.
Under certain conditions, perhaps, it might be possible to disentangle the PADs from single rotational
domains directly from incoherent sums of the PADs from multiple rotational domains by means of
independent component analysis (ICA) [163]. ICA is a statistical method that decomposes a complex
dataset into its independent constituent parts. These parts have to be statistically independent, i.e. one
of the pixel values of any one of the components must contain no information on the pixel values of the
other components. In practice, this means that the experimental data must be recorded from multiple
samples, in which molecular rotational domains have different coverages (for example, in one sample,
20% of molecules in one domain, 80% in the other and in another sample 50% of molecules in one
domain, 50% in the other) and are non-interacting.
In an ideal case, of course, one should avoid multiple rotational domains of molecules, if the main
goal is reconstruction of real space orbital distributions. The reconstruction process by means of phase
retrieval requires unbiased input with minimal changes in the experimental data. Thus, even in case of
a single rotational domain, the presence of the substrate background features makes the reconstruction
process very complicated and biased, as it requires substantial amount of image processing. To conclude,
for successful reconstruction of orbital distributions with phase retrieval, one should have ARPES data
without substantial amount of background features, acquired with good statistics from a single rotational
domain of the molecules. This requirement is particularly important, especially in case if one aims at
time-resolved reconstruction of orbitals, because in this case we add an additional degree of freedom and
orbital reconstruction would be greatly facilitated if the experimental data were unambiguously recorded
from a well-defined molecular system.
Finally, we also would like discuss the role of Co atom in influencing the molecular orbitals of Pyr-
phyrin on Ag(110). Because CoPyr molecules order themselves on the surface of the Ag(110) crystal in
three different rotational domains and Pyr molecules only in two, direct comparison of the experimental
PADs is not possible. However, individual adsorption geometries simulated with the DFT reveal the
presence of very similar intensity distributions in reciprocal space that differ only by their orientation
with respect to the [110] high symmetry direction of the substrate, as shown in Fig. 7.8(B.II-B.III). Thus,
it makes sense to compare the DFT-simulated PADs stemming from similar adsorption geometries of
CoPyr and Pyr on Ag(110), i.e. from AG 3 of CoPyr and AG 3 of Pyr, in which the CN groups are
oriented at  39  and  38  with respect to the [110] high symmetry direction of the substrate, respec-
tively. From Fig. 7.8(B.III) and Fig. 7.9(B.III), it is seen that the PADs belonging to molecular states of
Pyr, p.i   p.iii, and of CoPyr, cp.i   cp.iii, have got identical features, though some of them are more
pronounced in case of CoPyr on Ag(110). The energy positions of CoPyr molecular states, cp.i   cp.iii,
are slightly shifted to lower binding energies compared to the energy positions of the corresponding
states of Pyr, p.i  p.iii, and comprise 3.30, 2.20, 1.80 eV and 3.50, 2.35, 1.85 eV, respectively. In addition
to these three similarly looking molecular states, two additional states residing at lower binding energies
are found in CoPyr on Ag(110): cp.iv at 1.05 eV and cp.v at 0.70 eV binding energies. These states are
absent in case of Pyr on Ag(110) and their PADs reveal different features than those present in the first
three molecular states. We note that they are present not only in the DFT data for CoPyr on Ag(110),
but also in the free space DFT simulation of CoPyr, as can be seen by comparing Fig. 7.8(B.I) with Fig.
7.8(C.I). Because these two additional states are not present in Pyr data, we classify them as those arisen
due to the presence of Co atom.

8T IME -RESOLVED ARPES ON PENTACENE/AG( 1 1 0 ) . OUTLOOK
Up to now, orbital tomography has been employed only for the static reconstruction of molecular orbitals.
However, in addition to spatial visualisation of stationary orbital distributions, it would be extremely
interesting to map the evolution of excited state molecular orbitals at different moments in time. We
make one step towards this goal by studying population dynamics in a bilayer of pentacene molecules
self-assembled on a Ag(110) substrate. The first layer of pentacene serves as an electronic decoupling
layer, to prevent the population of the LUMO of the second layer by substrate electrons. The goal is
to resonantly excite the molecules in the second layer from HOMO to LUMO and probe the excited
state with photons of high energy. Ideally, the probe light should have photon energies in the range of
25-35 eV, in order to cover the range of the photoelectron momenta between 1...2 Å 1, containing most
of the information about spatial distribution of orbitals. In principle, such combination is a prerequisite
for time-resolved mapping of molecular electron dynamics, provided the PADs are acquired at a broad
range of polar and azimuthal electron emission angles.
This chapter presents results obtained during the beamtime at the ARTEMIS beamline of the Central
Laser Facility at the Rutherford Appleton Laboratory in the United Kingdom. The ARTEMIS beamline
provides an exclusive combination of an Optical Parametric Amplifier, tuneable in a broad IR-UV spectral
range, and a HHG laser source, essential for such kind of experiments.
8.1 preparatory work at uzh
Prior to the beamtime at ARTEMIS, preparation and characterisation of the samples was done at the
UZH lab.
8.1.1 Sample preparation and characterisation
The samples were prepared in situ by evaporating pentacene molecules from a Knudsen cell onto the
Ag(110) single crystal surface. The Ag(110) surface was cleaned by 2-3 cycles of sputter-anneal prior to
the deposition of molecules. Sputtering was done with Ar ions at 3·10 6 mbar pressure, 500 eV bias,
⇡ 540 eV discharge voltage, 4.4 mA discharge current. The sputter current was ⇡ 2 µA. The molecules
were evaporated onto the Ag(110) surface held at room temperature. A monolayer was typically obtained
after 12 min of evaporation at 200 C, a bilayer after 25 min. Fig. 8.1 shows the corresponding LEED
patterns. The lattice vectors of the first layer of pentacene are shown in blue, while those of the second
in red. The real space lattice vectors of the Ag(110) substrate, a1 = 2.889 Å and a2 = 4.086 Å, can be
related to the lattice vectors of the monolayer, b1 and b2, and of the second layer of the bilayer, c1 and c2,
via epitaxial matrices as specified in Table 8.1.
reciprocal space real space
Monolayer
✓
b⇤1
b⇤2
◆
=
1
11
✓
3.0  2.0
1.0 3.0
◆✓
a⇤1
a⇤2
◆ ✓
b1
b2
◆
=
✓
3.0  1.0
2.0 3.0
◆✓
a1
a2
◆
Second layer of bilayer
✓
c⇤1
c⇤2
◆
=
1
11
✓
3.6  2.6
1.0 3.0
◆✓
a⇤1
a⇤2
◆ ✓
c1
c2
◆
=
✓
3 53  1 53
2.0 3.0
◆✓
a1
a2
◆
Table 8.1: Epitaxial matrices of real and reciprocal space lattices of pentacene on Ag(110) for monolayer and the
second layer of bilayer. Substrate vectors are denoted by ai, those of the monolayer by bi, of the second
layer of bilayer by ci. The superscript ⇤ denotes reciprocal space vectors.
Ultraviolet photoelectron spectroscopy (UPS) was used to characterise the valence orbital structure of
pentacene to determine the energy position of molecular states. Fig. 8.2(A) shows spectra recorded from
the bare Ag(110), a mono- and a bilayer of pentacene on Ag(110) using He I light. While the monolayer
data reveal only two peaks, which we assign to the HOMO and LUMO, the bilayer spectrum has three
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Figure 8.1: LEED patterns recorded from pentacene on Ag(110) at 31 eV electron energy. (A) – Monolayer. (B) –
Bilayer. (C) – Overlaid reciprocal lattices of of the first (blue) and of the second (red) layer together with
the corresponding reciprocal lattice vectors. Reciprocal lattice vectors of the substrate are shown in grey.
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Figure 8.2: (A) – UPS recorded from a monolayer (blue) and bilayer (black) of pentacene on Ag(110) using He I light.
(B) – The same data as in (A) for bilayer of pentacene, but recorded for the whole range of the azimuthal
angles by rotating the sample around its normal at the polar angle of 50 .
molecular states at ⇡ 0.1, ⇡ 1.1 and ⇡ 1.7 eV binding energy, corresponding to the LUMO of the first,
HOMO of the first and HOMO of the second layer, respectively. In both cases, the presence of the LUMO
peak in the spectra is due to the LUMO population via charge transfer from the Ag(110) substrate.
Fig. 8.2(B) shows UPS data recorded from the bilayer of pentacene on Ag(110), in which the electron
binding energy is plotted vs. the azimuthal angle of the sample. The symmetries of the respective
molecular states can be resolved and after comparing with the literature data [3], the initial assignment
of the peaks can indeed be confirmed.
8.1.2 Temporal characterisation of laser pulses
Apart from the static characterisation of the samples with LEED and UPS, another goal of the preparatory
experiments at UZH was to determine the resonant wavelength of the HOMO-LUMO transition in the
second layer of pentacene. The setup for this measurements is described in section 4. Due to the time
limitation, we were able to perform only temporal characterisation of the laser pulses.
For 2PPE measurements, the pump and probe laser pulses must overlap in space and time. To check
the spatial overlap, pump and probe beams were picked off in front of the view port of the vacuum
chamber by a mirror and directed onto a CCD camera. The distance between the mirror and the CCD
camera was equal to that between the mirror and the sample surface in the vacuum chamber. The tem-
poral overlap was achieved by ensuring that both optical paths are (i) collinear, (ii) equal in their length
within the error of a few millimetres and (iii) that the pump and probe spots overlap on the CCD camera
over the whole length of the delay stage. For the purpose of finding the temporal overlap, we chose
a GaAs (111) single crystal. Due to long living processes in the uncleaned GaAs crystal, time-zero,
i.e. temporal overlap, can be found relatively simply, provided the pulses are in spatial overlap on the
surface of the sample over the length of the delay stage. Fig. 8.3(A) shows a delay scan recorded from the
surface of GaAs(111) with l = 530 nm (⇡ 2.34 eV) and l = 410 nm (⇡ 3.02 eV) laser pulses with the step
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size of 100 fs. We applied a bias voltage of  20 V and recorded the signal at 21 eV electron kinetic and
20 eV pass energies. In Fig. 8.3, the bias voltage was subtracted. The increase in photoemission signal
around 1.8 eV kinetic energy marks the position of the temporal overlap of the pulses. The band gap of
GaAs is 1.42 eV and the valence band maximum (VBM) lies around 5.5 eV below the vacuum level.
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Figure 8.3: Delay scans on GaAs(111). Pump pulse: l = 410 nm (⇡ 3.02 eV), probe pulse: l=530 nm (⇡ 2.34 eV). (A)
– Survey scan with the step size Dt = 100 fs. Pump and probe pulses are have approximately equal energy
of about 23 nJ per pulse. (B) – Zoom into (A) with the step size Dt = 20 fs. (C) – Intensity distribution
obtained by integration between the white dashed lines in (B). Fit with a Gaussian function results in the
full-width-half-maximum of 340 fs.
Given the photon energies are equal to 2.34 eV (green) and 3.02 eV (blue), the origin of the signal can
be thereby attributed to a number of different multi-photon photoemission processes shown in Fig. 8.4.
The most probable ones are: (1) Simultaneous absorption of two blue photons ! direct electron escape
into vacuum; (2) Excitation of "hot" electrons via absorption of one blue photon ! fast relaxation of the
"hot" electrons to the bottom of the conduction band ! absorption of two green photons ! electron
escape into vacuum; (3) Excitation of "hot" electrons via absorption of one green photon ! fast re-
laxation of the "hot" electrons to the bottom of the conduction band! absorption of two green photons
! electron escape into vacuum. A detailed analysis of these and other possible electron photoemission
processes was done by M. Meier in his Bachelor thesis [164]. The shape of the signal around time-zero is
determined by the cross-correlation of the pump and probe pulses and by the lifetime of the underlying
relaxation processes. To unambiguously determine the width of the cross-correlation, it is necessary to
know the latter. In this work, the precise determination of the lifetimes of the electronic processes was not
possible, therefore only the upper limit for the width of the cross-correlation could be determined [164].
Fig. 8.3(B) is a zoomed version of (A) recorded at the same settings, but with the step size of 20 fs.
By integrating the signal between the white lines in Fig. 8.3(B) and normalising it to 1, we obtained a
Gaussian distribution and fitted it with the Gaussian function f (t) = e 
t t0
2s2 , where t0 is time zero delay
and s is the standard deviation of the distribution, related to the full width at half maximum (FWHM) as
FWHM = 2
p
2ln2s. From the fit shown in Fig. 8.3(B), we obtained the FWHM of t ⇡ 340 fs. Obviously,
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Figure 8.4: Possible multi-photon photoemission processes with final state energies. Blue and green arrows denote
possible transitions due to absorption of 410 nm (⇡ 3.02 eV) and 530 nm (⇡ 2.34 eV) photons, respectively.
CBM stands for conduction band minimum. Adapted from [164].
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this is a very crude estimate of the width of the cross-correlation. A more precise model, including an
exponential function, to account for the lifetimes of the involved electronic processes, was developed by
M. Meier in his Bachelor thesis [164].
8.2 artemis
The measurements at the ARTEMIS beamline aimed at excitation of the HOMO-LUMO transition in
the second layer of the bilayer of pentacene on Ag(110) and probing of the excited state dynamics with
the HHG photons. The samples consisted of a bilayer of pentacene on Ag(110) and were prepared and
characterised with LEED and UPS as described in the previous section.
The resonant wavelength for the HOMO-LUMO transition was not known at the moment of measure-
ments. In literature, different values were reported for different methods. Dougherty et al. [165] reported
a transport gap of 3.6±0.2 eV measured with STM on a bilayer of pentacene. Amy et al. [166] used a
combination of photoelectron spectroscopy and inverse photoelectron spectroscopy to study multilayers
of pentacene and reported 2.88 eV energy for the HOMO-LUMO transition in 25 Å thick films. Han et
al. employed near-ultraviolet inverse photoelectron spectroscopy and obtained the band-gap energy of
10 nm pentacene film to be 2.20±0.6 eV, consistent with Amy et al. [166] data. Repp and Meyer [167]
studied a monolayer of pentacene decoupled from Cu(111) by a bilayer of a NaCl film. By STM, they
found a band gap of 302 nm (4.1 eV).
We chose a pump wavelength of 420 nm (2.95 eV), as it was on the order of values reported in
literature. The photon energy of probe light was selected to be 25.5 eV (17th harmonic of the HHG
radiation). Time zero was estimated based on spectral shifts due to space charge effects [168, 169].
Though, for measurements, we set the intensity of the HHG light to moderately low values in or-
der to keep the space charge effects to a minimum. Prior to acquisition of the PADs covering the
whole hemisphere, it was necessary to confirm the suitability of the chosen pump wavelength for
the excitation of the HOMO-LUMO transition. This was done by recording time-resolved data only
at selected positions in reciprocal space, i.e. at characteristic features of the frontier orbitals, HOMO
and LUMO, at around 1.0...1.5 Å 1. For this purpose, we aligned the sample position without the
pump light, but using the probe pulses only. We optimised an azimuthal position of the sample to
maximise the signal. Maximal counts rate was obtained at 50  polar angle, which corresponded to about
1.5 Å 1 in reciprocal space at 25.5 eV photon energy, as expected for the position of HOMO and LUMO
features from literature [3] and He I experimental data.
The UPS data recorded with He I light, shown in Fig. 8.2, show that the occupied molecular states
are separated from each other by 0.5 to 1.0 eV and their FWHM is on the order of 200 meV. Because
the FWHM of HHG light was around 900 meV, it was challenging to resolve the individual HOMO and
LUMO peaks in the recorded spectrum. Moreover, we found that the chosen 420 nm wavelength for
the pump did not lead to any excitation, as there were no visible changes in the recorded data. The
variations in the signal intensity around time zero were on the order of noise level and we were not able
to resolve any increase in the signal above the Fermi level, as it was expected. Hence, in order to boost
the signal to noise ratio and, possibly, provide means for the resonant excitation of the HOMO-LUMO
transition, we prepared a multilayer of pentacene on Ag(110). Using the same settings, i.e. 420 nm pump
and 25.5 eV probe laser light and 50  polar angle, we acquired the data during ⇡ 12 hours to achieve
high statistics.
Fig. 8.5 shows CCD snapshots recorded at different moments of time. The Fermi level is located at
⇡ 21 eV. The data recorded at  2 ps, i.e. far from the expected position of the time zero, are shown in
Fig. 8.5(A,B). (A) are the raw data and (B) are the same data, but after subtraction of the signal at
 2.7 ps. As expected for a signal distribution far away from time-zero, any substantial changes in the
signal intensity, which can be attributed to excited dynamics, cannot be identified.
In contrast, Fig. 8.5 (C,D) shows the same datasets as in (A,B), but in the vicinity of the time zero. (C)
are the raw data and (D) are the same data, but after subtraction of the signal at  2.7 ps. An increase of
the signal intensity distribution on the order of a few percent is seen around the Fermi level, while the
signal distribution at ⇡ 20.5 eV and 18.5 eV are depleted by the same amount.
To study this effect in more detail, we integrated the ARPES data shown in Fig. 8.5 over the whole
range of angles at each time delay. This procedure yielded energy distribution curves, which were
plotted as a function of time delay. At each time step, energy distribution curves were normalised by
the corresponding maximal intensity values to increase signal-to-noise ratio. An increase in the signal
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intensity is seen around 0 ps at electron kinetic energies at ⇡ 19 eV and between 20.5 and 22.5 eV. While
it is difficult to interpret this effect, it can certainly be attributed to some laser induced electron excitation
in the sample. In fact, our result is in agreement with that obtained by Amy et al. [166], who reported
2.88 eV energy for the HOMO-LUMO transition in 25 Å thick pentacene films. We were not able to
exactly determine the thickness of the pentacene multilayer, but it was certainly on that order.
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Figure 8.5: ARPES data recorded with 420 nm pump and 25.5 eV probe laser light from a multilayer of Pentacene
on Ag(110). (A, B) – Data recorded at  2 ps before the expected location of the time zero. (C, D) – Data
recorded around 0 ps time delay. (A, C) Raw data. (B, D) After subtraction of the corresponding data
recorded at  2.7 ps.
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Figure 8.6: Delay scans recorded with 420 nm pump and 25.5 eV probe high harmonic light from a multilayer of
Pentacene on Ag(110), normalised at each time step by the corresponding maximal intensity value.
This result provides a good starting point for more systematic and rigorous studies of electron dy-
namics in pentacene adlayers. Certainly, time-resolved orbital tomography of the second layer of the
pentacene bilayer and studies on population dynamics require exact knowledge about the resonant exci-
tation wavelength for the HOMO-LUMO transition. Only with such knowledge, one will be able to study
the electron population dynamic and then extend the established methods towards time-resolved map-
ping of the photoelectron angular distributions and reconstruction of the corresponding wave functions
at different moments in time.

SUMMARY AND OUTLOOK
In this work, we advanced orbital tomography both theoretically and experimentally. We proposed
solving the phase problem in orbital tomography in a robust manner, by finding its analogue in optics.
We demonstrated it by conducting an optical coherent diffraction imaging experiment, in which the
amplitude and phase distributions of micrometer-sized structures were reconstructed solely from their
diffraction patterns by employing state-of-the-art iterative phase retrieval algorithms: the shrinkwrap
algorithm of Marchesini [12], error reduction algorithm of Fienup [11], and the modified version of the
hybrid input-output algorithm of Fienup [11], which was proposed by Harder [13] for reconstruction
of complex-valued object distributions. By applying these algorithms to angle-resolved photoemission
data recorded from the lowest unoccupied molecular orbital of pentacene on Ag(110), we were able to
reconstruct its amplitude and phase distribution without symmetrisation of the experimental data and
assumptions about shape of the orbital distribution and its symmetry properties.
To facilitate subtraction of the background features from the experimental data prior to their use
in phase retrieval, we developed an efficient image processing procedure, which is based on the max-
imisation of mutual information algorithm of Mattes [14]. We employed this procedure to process ex-
perimental angle-resolved photoemission data recorded from the highest occupied molecular orbital of
pentacene on Ag(110). Moreover, we improved the quality of reconstructions with phase retrieval by di-
viding the reconstruction process into two parts. Conventionally, the reconstruction is performed using
the shrinkwrap algorithm. However, the algorithms often stagnate, delivering artefacts instead of correct
reconstructed object distributions. We solved this issue by introducing a second reconstruction run, in
which the centred and thresholded reconstructed object distribution obtained after the first reconstruc-
tion run was used as a tight object support. This approach prevented the algorithm from stagnation
and, in addition, eliminated the ambiguity about the location of the geometrical centre of the orbital
distribution. We demonstrated the feasibility of the proposed approach by successfully reconstructing
the amplitude and phase distribution of the highest occupied molecular orbital of pentacene. The re-
sults of the reconstruction were compared with density functional theory simulations and revealed good
agreement. We provide a detailed procedure for processing of the density functional theory data in
order to provide their quantitative comparison with the experimental results and reconstructed orbital
distributions. We discovered that the 2D orbital distributions, reconstructed by phase retrieval, can be
viewed as a superposition of the “in-focus” orbital distribution at the plane z = 0 and “out-of-focus” or-
bital distributions at other planes z = const, whose strength and blur are set by experimental conditions.
Additionally, we came to the conclusion that one can reconstruct full 3D orbital distribution solely from a
single set of the complex-valued 2D distributions in reciprocal space, the phase of which was obtained in
the phase retrieval procedure. However, for this purpose, substantial improvement of the axial resolution
by increase of the numerical aperture of the system or photon energies is required. Unambiguous 3D
reconstruction requires photoemission data acquired at several photon energies though.
Experimentally, we extended orbital tomography to a new class of molecules: pyrphyrin and cobalt
pyrphyrin on Ag(110). We were able to record photoelectron angular distributions from 3 molecular
states of pyrphyrin and 5 molecular states of cobalt pyrphyrin. Thorough analysis of the low energy
electron diffraction data and the simulated photoelectron angular distributions obtained from the den-
sity functional theory and independent-atomic-centre approximation, indicates that the molecules order
themselves on the surface of Ag(110) in three and two rotational domains, respectively. In spite of this
fact, we used the experimental data to reconstruct real space distributions. Owing to the presence of
multiple rotational domains, these can no longer be interpreted as orbital distributions, albeit they share
some of the features with the 2D orbital distributions obtained from the density functional theory. The
only reason for the similarity is that the data share some of the features in reciprocal space, which make
them look similar in real space as well. We would like to highlight that in case when multiple rotational
domains of molecules result in incoherent summation of the individual photoelectron distributions in
the detector plane, reconstructed distributions in real space loose their connection to true orbital distri-
butions and, strictly speaking, represent only some fictive real space distributions that have no analogue
in the real world.
Reconstruction of orbital distributions with phase retrieval algorithms requires data acquired from
a single rotational domain of molecules only and, ideally, in the absence of spurious background fea-
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tures. The reason for this second requirement is minimal user intrusion into raw data for phase retrieval
algorithms, which ensures unbiasedness of reconstructions. Additionally, to ensure stability of the re-
construction procedure and excellent quality of reconstructed data, experimental data must be acquired
with high statistics. This requirement is particularly important if the goal is time-resolved reconstruction
of orbital distributions.
Finally, we conducted a proof-of-principle time-resolved experiment on a multilayer of pentacene on
the Ag(110). In fact, the goal was to excite the HOMO-LUMO transition in the second layer of bilayer pen-
tacene and then probe the electron population dynamics with photons generated through high harmonic
generation. Instead, we excited a multilayer of pentacene. By exciting the sample with 2.95 eV pump and
25.5 eV probe photons, we observed an increase of photoelectron signal around the Fermi level followed
by depletion 0.5 and 2.5 eV below. We consider this result to be a good starting point for more systematic
and rigorous studies of electron dynamics in pentacene adlayers. For successful realisation of such ex-
periments, exact knowledge about the resonant excitation wavelength for the HOMO-LUMO transition
is required. In this case, one will be able to study the electron population dynamics and then extend
the established methods towards time-resolved mapping of the photoelectron angular distributions and
reconstruction of the corresponding wave functions at different moments in time.
APPENDIX
x-ray photoelectron diffraction
Spatial orientation of the individual CoPyr and Pyr molecules with respect to the Ag(110) substrate and
the apparent existence of multiple rotational domains were to be determined by x-ray photoelectron
diffraction (XPD) [155]. The measurements were done at the PEARL beamline of the Swiss Light Source
at Paul Scherrer Institute in Villigen (Switzerland). The strongest signal was expected close to 90  polar
angle, in view of the flat geometry of the molecules.
preparation and characterisation of the sample The Ag(110) substrate was prepared
using standard sputter-anneal cleaning cycles. Though immediately after the cleaning of the surface,
the sample quality was checked with x-ray photoelectron spectroscopy (XPS) and did not reveal any con-
taminants, LEED showed an unknown superstructure. The XPS measurement showed the presence of a
C1s peak. The subsequent sputter-anneal cycles did not improve the quality of the LEED patterns. In
the course of the experiment, we noticed that the unknown superstructure was not present if the sample
temperature was above 125 C. The strongest pattern we observed was the one at ⇡ 25 C. Fig. 8.7 shows
LEED patterns acquired at different temperatures of the sample. The process was reversible, i.e. the
superstructure disappeared whenever the sample was heated above 125 C and then reappeared when
the sample was cooled down to room temperature.
Figure 8.7: LEED patterns recorded from bare Ag(110) substrate at PEARL beamline
To clarify the nature of these unknown features in LEED, we repeated the same cleaning procedures
with the same crystal at the UZH lab and were not able to find any traces of the unknown superstructure.
The surface of the crystal healed itself to its normal state. Thus, we can attribute the superstructure
encountered during the beamtime to contaminants present in the chamber and not to an unknown form
of the Ag(110) surface reconstruction.
evaporation of molecules and acquisition of the xpd pattern Despite of the presence of
the unknown superstructure, we evaporated CoPyr molecules onto the surface of the Ag(110) substrate
in its deteriorated state.
A B C D
Figure 8.8: (A,B) – LEED patterns acquired from CoPyr on Ag(110) at 29 eV electron energy. (A) – Pattern acquired
at PEARL. (B) – Reference pattern acquired at UZH. (C, D) – XPS (C) and XPD (D) acquired with 1000 eV
photon energy, 50 eV pass energy in Co2p region. In (D), the yellow line denotes the [110] high symmetry
direction of the substrate.
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We performed evaporation of CoPyr at 330 C for 20 min, which should have resulted in ⇡ 1 ML.
Fig. 8.8(A) shows the resulting LEED image. Fig. 8.8(B) shows the reference image recorded earlier in
our lab. The LEED pattern acquired during the beamtime mostly contains the features of the unknown
superstructure.
Despite the poor quality of the LEED data, we performed XPD measurements. Fig. 8.8(C) shows the
XPS survey spectrum acquired in the region of the Co 2p peak at 1000 eV photon energy and 50 eV
pass energy. Fig. 8.8(D) shows the respective XPD pattern at the binding energy of the Co 2p3/2 peak
at 778 eV. The yellow line highlights the [110] high symmetry direction of the substrate. The angle
between the high symmetry direction and the axis through two intensity maxima, located at about 84 
polar angle, amounts to 42 . These maxima might be attributed to scattering of the electron waves
emerging from the cobalt atom, located in the centre of the molecule, on the neighbouring nitrogen
atoms. Though, this claim, due to the lack of better statistics, definitely needs further investigations.
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