Considered herein are the family of nonlinear equations with both dispersive and dissipative homogeneous terms appended. Solutions of these equations that start with finite energia decay to zero as time goes to infinity. We present an asymptotic form which renders explicit the influence of the dissipative, dispersive and nonlinear effect in this decay. We obtain the second term in the asymptotic expansion, as time goes to infinity, of the solutions of this equations and the complete asymptotic expansion, as time goes to infinity, of the linearized equations.
Introduction
This paper is intended to study the asymptotic expansion of solutions of one family of nonlinear, dispersive equations under the effect of dissipation. Our model equation takes the form The circumflexes connote Fourier transform, and subscripts denote partial differentiation. When equations of the class (1.1) arise as models of phisical phenomena u = u(x, t) represents the displacement of the medium of propagation from its equilibrium position and is a real-valued function of two real variables: x (called the spatial variable) is proportional to distance in the direction of propagation and t > 0 is proportional to time.
In this paper, u q schould be interpreted either as |u| q or |u| q−1 u. We shall assume that q > m > 2. All physical constant which may appear in (1.1) are put to be equal to 1, for simplicity.
Equations of the form (1.1) arise when dissipation, dispersion, and the effect of nonlinearity are appended to the transport equation u t + u x for the unidirectional wave propagation. The damping is represented here by M u. When M u = 0, this models arise in a wide variety of circunstances (see Biler [7] , Benjamin [3, 4, 5] , Bona [10, 11] Abdelouhab et al [1] ). The particular class in which the nonlinearity is a monomial, the dispersive and dissipative terms are homogeneus, provides perhaps the simplest class of model in which to study the three effects.
The equation (1.1) is a more simple model of a general case than were studied by V. Bisognin and G. Perla in [9] , decay rates of the solutions in IL p (IR) spaces, 2 ≤ p ≤ ∞, were obtained. In [27] , we obtain the complete asymptotic expansion of solutions the linearized equation
(the n-dimensional case), and compute the second term in the asymptotic expansion in the two-dimensional case, with quadratic nonlinear term.
When m = 4 the equation (1.1) takes the form u t + u xxxxt + u xxxx + u x + (u q ) x = 0, x ∈ IR, t > 0, this is the Roseneau equation, with the term u xxxx associated with dissipative phenomena. The
Cauchy problem for this equation were solved by M. Park in [26] . The asymptotic expansion of solutions, when t → ∞, is a consequence of our results.
For the well-posedness of the initial-value problem (1.1), we refer to Bisognin and Perla [9] .
It is sufficient to know for the purpose of this paper that it is always possible to construct global in time solutions for any initial data u 0 ∈ W 2,1 (IR) provided either u 0 W 2,1 (IR) is small or some restriction on q are imposed. In the Section 6, we put this problem more carefully.
This paper is organized as follows. In the next Section we state and discuss main results concerning to the equation (1.1). In Section 3 we prove preliminary result of the complete asymptotic expansion of solutions to the equation of type (1.1) linearized, we will use essentially the Taylor Theorem, the Plancherel equality, and the complete asymptotic expansion for heat equation of generalized type. In section 4, we prove the complete asymptotic expansion of the linearized equation (1.1) using essentially, some properties of the Bessel Potential of order β, K β .
Section 5 contains a result on the complete asymptotic expansion of generalized type KdV-B linear equation where the same techniques apply. For completeness of the exposition, the globalin-time solutions to (1.1) are constructed in Section 6. In Section 7 we calculate the second term in the asymptotic expansion, when t → ∞, of the solution to the nonlinear equation (1.1). The proof bases on the same ideas as those in G. Karch [23] .
Notation. The notation to be used is standard. For 1 ≤ p ≤ ∞, the IL p (IR)-norm of a
Lebesgue measurable real-valued functions defined on IR n is denoted by f p . The Fourier transform of u is given by Fu(ξ) = u(ξ) ≡ IR e −ix·ξ u(x)dx. If m ∈ IR we denote by H m (IR) the Sobolev space of order m as the completion of the Schwartz space S(IR) respect to the norm
. For simplicity, we write = IR . The letter C will denote generic positive constants, which do not depend on u, x and t, but may vary from line to line during computations.
Main result
In order to eliminate the convective term of order one in the equation (1.1), we define the traslated function v(x, t) = u(x − t, t). Then u solves (1.1) if and only if v solves
We now study the asymptotic development of the solution of equation (2.3).
The first goal of this paper is to analize the linear equation
and to obtain the asymptotic expansion of solutions, complete when m is an integer and until the second term when m is not integer respectively.
For the heat equation u t − ∆u = 0 in IR n , this was done by J. Duoandixoetxea and E. Zuazua in [17] . Indeed, it was shown that if u(x, t) = (G(t) * u 0 )(x) is the solution of the heat equation
4t (G is called the heat kernel), with
This shows that, for the solutions of the heat equation, a complete asymptotic expansion may be obtained by means of the moments of the initial data and using the derivatives of the Gaussian heat kernel as reference profiles.
In this work we show that for the solution of the linearized equation (2.4), besides the terms
which correspond to the asymptotic expansion of the generalized linear heat equation
whit initial data v 0 ∈ IL 1 (IR) and where G m (x, t) = (1/(2π)) IR e ix.ξ−t|ξ| m dξ, other terms due to the dispersive effects appear in its asymptotic expansion.
We shall denote by S(t)v 0 the solution to the equation (2.4), the function K m is defined through its Fourier transform K m (ξ) = 1/(1 + |ξ| m ), and
The following Theorems holds:
When m is not integer, we still have the asymptotic expansion until the second term of S(t)v 0 , indeed: means simply that the couples (r, j) such that N − r − mj < 0 are not being considered in the sum.
(ii) Our result generalizes that obtained in [22] and [27] We now study the nonlinear problem. That is, we consider the problem (2.3), whit the following basic assumption: q > m, m > 2,and that the solutions of (2.3) satisfying the following decay
for all t > 0, the numbers C are independent of t.
We compute the second term of the asymptotic expansion of their solutions of the problem (2.3) when t → ∞.
When m = 2, in [22] it was shown the influence of the nonlinear term in the asymptotic expansion of their solutions. A result analogue when m > 2 is the following Theorem: 
ii) For q = m + 1,
iii) For q > m + 1,
Of course, this result is to be complemented with Theorem 2.1 and 2.2 that providesa complete expansion of the linear component of S(t)v 0 to obtain a complete description of the first and second terms of v.
At this respect, we recall that, when n = 1 and m = 2, G. Karch in [23] studied the equation (2.3) and obtained the second order term for the cases of 2 < q < 3, q = 3, q > 3. In this case
Remark 2. 
Linearized equation
In this section, we consider the family linearized (2.4) of dispersive equations under the effect of dissipation.
Using the Fourier transform we obtain that each solution to (2.4) with u 0 ∈ S ′ has the form
whit the phase function
Our main goal will be to find the complete asymptotic expansion of solutions S(t)v 0 (x) as t approaches infinity, with this aim, first we obtain in the following subsection, the complete asymptotic expansion of solutions, as time goes to infinity, of the generalized heat equation.
Generalized heat equation. Complete asymptotic expansion.
The complete asymptotic expansion for the solution of heat equation were obtained by J.
Duoandikoetxea and E. Zuazua in [17] , in similar form, we have the complete asymptotic expansion for a generalization of the heat equation, our generalization takes the form
Where the operator M is given by (1.2), with m ≥ 1.
If u 0 ∈ IL 1 (IR), using the Fourier transform in the variable x, we obtain that the solution to
is the heat kernel generalized.
If t > 0 and j is a nonnegative integer, then using the Euler integral it can be easily seen that
Hence, it follows that
In general we have the following result:
For the proof of (3.11) we estimate ∂ j G m (t) ∞ and ∂ j G m (t) 1 , then interpolation. The case p = 1, use the following formula (ver [21] )
We have the complete asymptotic expansion for the solutions of (3.8) by means of the moments of the initial data and using the derivatives of the generalized heat kernel as reference profiles.
Indeed, if denote the moments of the initial data by
we have the following Theorem:
Theorem 3.1 Assume that u is the solution to (3.8) , with u 0 ∈ IL 1 (IR). Let j, N nonnegatives integer. Then, there exist a constant C > 0 such that
Proof.-By [17] u 0 can be decomposed as
where
Hence, taking the convolution of u 0 with G m (t), we obtained
The following result gives the different representations of the operator M 
where Γ denote the gamma function;
Complete asymptotic expansion: linear case
In this section we obtain preliminary result on the asymptotic development of solutions S(t)v 0 of (2.4). In this developmente, appear terms of convolution
, then in the following section, to prove Theorems 2.1 and 2.2 we replace them by the first term of their asymptotic expansion, i.e. by (
The following preliminary Theorems holds:
When m is not integer, we still have the asymptotic expansion until the second term of S(t)v 0 indeed, we have:
For the proof of Theorems 3.3 and 3.4, we will use the following Lemmas. We consider ϕ ∈ C ∞ 0 (IR), a cut-off function such that:
Then, we define
Then, we have the following results:
There exist a constant
for all t > 0 and u 0 ∈ IL 1 (IR).
Proof.-We decompose G m (x, t) using the cut-off function ϕ(ξ)
We estimate I i (t), i = 1, 2, separately.
The term I 2 (t): Let
Then, its Fourier transform is
Hence, using the Taylor expansion of the exponential function, we have
Using this inequality in (3.17) we obtain
. By Plancherel's formula we see that
Then, from (3.19) we have
The term I 1 (t):
Now, by Plancherel's formula and using that |ξ| ≥ 1 implies 2|ξ| m ≥ 1 + |ξ| m , we have
Then, using (3.22) in (3.21) we have
Then, from (3.23) and (3.20) we have (3.15) .
Proof.-We decompose (t) using the cut-off function ϕ, we have
Here J 2 (t) represents the difference of the last two terms in (3.25). We estimate J i (t), i = 1, 2, separately.
The term J 2 (t):
The Fourier transform of J 2 (x, t) is
The Taylor expansion of e ix implies that e ix − N j=0
By Plancherel's formula, by (3.26) and observing that |ξ| ≤ 1 implies
The Fourier transforme of J 1 (x, t) is
Then, by Plancherel's formula we have
Now, we have that if m ≥ 1, then
Returning to (3.28), we have
The Lemma 3.5 is consequence of (3.27) and (3.29). ⊓ ⊔ Lemma 3.7 Let r ∈ IN , r ≥ 1. Then there exist a constant C = C(N, r) > 0 such that
for all t > 0 and v 0 ∈ IL 1 (IR).
Proof.-Given that K r m 1 = 1, we have
Hence, we only need to prove that
We decompose G m using the cut-off function ϕ:
We estimate I 1 (t) e I 2 (t) separately.
The term I 1 (t): We have
(N +1)! e x . Using this inequality in (3.33) we have
. ¿From (3.34) and Plancherel's formula we obtain 
and moreover if m ≥ 1, |ξ| ≥ 1 implies that 2t ξ m ≥ t + t|ξ| m . Then
Hence, returning to (3.37), we have
The Lemma 3.6 is consequence of (3.36) and (3.38). ⊓ ⊔ Lemma 3.8 Let (k, r, j) ∈ IN 3 . Then there exist a constant C = C(k, r, j) > 0 such that
Proof.-In [17] it is proved that v 0 can be decomposed as
where F k+1 ∈ IL 1 (IR), such that F k+1 1 ≤ |x| 1+k v 0 1 . Then, taking the convolution of v 0
¿From Lemma 3.6 it follows that
Moreover from Lemma 3.7 we have
Then from (3.40) and (3.41) it follows that
On the other hand from the Lemma 3.8, we obtain
In (3.43), k(r, j) denotes a natural number and we use that K r m 1 = 1.
We choose k(r, j) = N − r − mj ≥ 0 in (3.43). Hence
Finally, Theorem 3.3 is consequence of (3.42) and (3.44). Indeed,
Proof of Theorem 3.4 :
In this case, are continued the same steps of the proof of previous theorem, to consider N = 1 and choose k(r) = 1 − r in (3.43). ⊓ ⊔
. Complete asymptotic expansion.
The function entering in the IL 2 -estimate of Theorem 3.3 can be written as
In this section we simplify the terms of (4.1) that have the form
and we replace them, for the first term of their asymptotic expansion, i.e. by
Now, of the moments formula
Then, observing that
On the other hand, as K j m ∈ IL 1 (IR), the solution of
is given by 
Keeping (4.3) in mind, we have
Proof.-By Lemma (3.5) with N = 0 and K m (x)dx = 1 we have
Then, from (4.5) we have
Now, from (4.5) and (4.6), it follows that
The conclusion of the proof the Corollary 4.1 it follows by induction.
in the previous Corollary we obtain the following result: 
And, as an immediate consequence of Corollary 4.2 we have:
Then the proof of Theorem 2.1 follows directly from Corollary 4.3 and equation (4.1), indeed: [27] Remembering that
Remark 4.4 When m = 2 the Theorem 2.1 it agree with results in
In the Theorem 2.1 we have the following particular cases when m ∈ Z + , m > 1:
2. If N = 1, the firs term in the asymptotic expansion is r 1 (x, t) = M 0 (v 0 )G m (t), and the
Then for v 0 ∈ IL 2 (IR) ∩ IL 1 (IR, 1 + |x| 2 ) we have
4t it is the heat kernel. The firs term in the asymptotic expansion is
t). And the third one is
. When m ≥ 3, N = 2, the firs term in the asymptotic expansion is 
for t ≥ 1 and for all v 0 ∈ IL 2 (IR) ∩ IL 1 (IR n ; 1 + |x| 2 ).
. Complete asymptotic expansion of the generalized KdV linear equation
Let us consider now the linearized equation
Where M u(ξ) = |ξ| m u(ξ), m ∈ Z + . Its solution takes the form
The phase function is now 
for all t > 0 and u 0 ∈ IL 1 (IR, 1 + |x| N +1 ).
Remark 5.2 For instance, if N = 2, in Theorem 5.1 we have that the first term is
, and the third one
Then for u 0 ∈ IL 1 (IR, 1 + |x| 3 ) we have
Remark 5.3 In accordance with Theorems 2.1 and 5.1, the succesive terms appearing in the asymptotic expansion of the solutions of (2.4) and (5.1) have the form
respectively. We see that, the term due to dispersive effects of M u x in (5.1) and M u x and M v t in (2.4) , appear in the asymptotic expansions starting at the second term.
Global Solution
In this section we study the global solution of the initial value problem for the following model 
with the phase function
Recall that K m is the function defined by K(ξ) = 1 1+|ξ| m . The equation (6.4) is equivalent to the differential form (2.3), but is much easier to handle when it comes to proving questions of existence an uniqueness.
To find a solution v to (6.4), we shall use an iterative method. We first approximate v by the linear solution
Then we make a better approximation
More generally, we define the non-linear map v → P v by
and define v k+1 = P (v k ) for all k = 0, 1, .... We hope to show that this sequence of approximations converges to a limit v, so that v = P v. This would give us a solution to (6.4).
In short, we want to find a fixed point of P , show that it is unique. We can accomplish all this in one stroke from the Banachs fixed point Theorem, as soon as we show that P is a contraction on some complete metric space X which contains v 0 . Well, we have to pick the right complete metric space to get the contraction working. 
Moreover, the asymptotic decay rates of the solutions v(x, t), (2.6), holds.
Initial data v 0 for which v 0 W 2,1 is sufficiently small give rise to global solution of the nonlinear equation.
Properties of the linear solutions S(t)v 0
Lemma 6.2 Let v 0 ∈ W 2,1 (IR). Then there exist a positive constant C, independent of t such that
Proof.-By Plancherel's formula, we have For the second term on the right-hand side of (6.11), if ξ ∈ [1, ∞) then
On the other hand
Thus, plugging (6.12), (6.13) and (6.14) into (6.10) implies (6.7).
Proof of (6.8), we have similarly Using the facts that
Therefore (6.16), (6.17) and (6.18) give us the desired estimate (6.8).
Proof of (6.9), using the classical inequality
, (6.7) and (6.8), we get (6.9).
⊓ ⊔ Now, recall that K m is the function defined by K m (ξ) = 1/(1 + |ξ| m ), we have:
Proof.-By Plancherel formula we have
This inequality implies (6.19) .
Similarly, we have
Hence, (6.20) it is proven. Now,
Then, (6.21) it is proven. ⊓ ⊔
Proof of Theorem 6.1
Looking at the behaviour of the first few iterates v 0 , v 1 , etc., by the Lema 6.2, we decide that the correct metric space to use is (as in [15, 25] for example)
Endowed with the distance
X δ is a complete metric space. We will show that the mapping defined formally by
is a strict contraction on X δ , that is, we will prove that there exist the positive constant δ 1 , such that the operator P maps X δ 1 into itself and has a unique fixed point in X δ 1 . Thus, such a fixed point v(x, t) is the unique solution of equation (6.4) in X δ 1 , globally in time. To prove these, the following Lemmas are avaliable.
Lemma 6.4 Suppose that a > 0 and b > 0 and max{a, b} > 1, then
The Lemma 6.4 can be found in [31] , see also [24] .
Lemma 6.5 Let q > 1. Then there exists a constant C > 0, independent of t, such that
Proof.-If α > 0, we obtain
for all a, b ∈ IR. In our case we have that
Using the Holder inequality for
Proof of (6.24), by (6.19) and (6.27) we have
In the ultima line we use that q > m and 6.22.
Proof of (6.25) , by (6.20) , (6.22) and (6.27) we have
Proof of (6.26) , by (6.21), (6.27) and (6.22) we have
For the contraction property of P , we need the following Lema:
Lemma 6.7 Let u(x, t), v(x, t) ∈ X δ . Then there exist a positive constant C, independent of t, such that
To prove Theorem 1, we need to prove that there exists the positive constant δ, such that the operator P is a contraction mapping from X δ 1 into X δ 1 .
Step 1. P : X δ → X δ . For any v 1 (x, t) ∈ X δ , and denoting v = P v 1 , we will prove that v = P v 1 ∈ X δ for some small δ > 0.
Indeed, using (6.7) and (6.24) we have
Similarly, we have due to (6.8) and (6.25)
By the same way, we can prove that
Thus, combining (6.29), (6.30) and (6.31) implies that
Then there exist some small δ 2 > 0, such that δ
We have proved M (v) ≤ δ for some small δ, namely, P : X δ → X δ for some small δ < δ 2 .
Step 2. P is a contraction in X δ . Let u, v ∈ X δ , from Lema 6.7 and Young inequality it follows
We have, in the same way in (6.32)
And also
Therefore, from (6.32), (6.33) and (6.34), we obtain
Let choose δ ≤ δ 3 < 1 C 1/q ; we have proved
i.e. P : X δ → X δ is a contraction for some small δ < δ 3 . Thank to steps 1 and 2, let δ 1 < min δ 2 , δ 3 , we have proved that the operator P is contraction from X δ 1 to X δ 1 . By the Banach's fixed point Theorem, we see that P has a unique fixed point v(x, t) in X δ 1 . This means that the integral equation (6.4) has a unique global solution v(x, t) ∈ X δ 1 . Thus, we have completed the proof of Theorem. ⊓ ⊔
. Asymptotic expansion: non-linear case
In this section we prove some preliminary results which leads to the prove of the Theorem 2.4,
i.e. to the asymptotic expansion of the solutions of the equation ( Hence, (7.2) is a consequence of this inequality an interpolation formula.
The proff of (7.3), is similar, using Lemma 3.6. ⊓ ⊔ In consequence, the first term of its asymptotic expansion of the linear solution S(t)v 0 is MG m (t), of course: Proof.-The relations (7.2) and (7.3) implies that (1 + t − τ ) a (1 + τ ) −1 dτ ≤ C(1 + t) a (1 + log(1 + t)).
Proof.-After splitting the integral into Now, substituting (6.19) and (7.11) in (7.8), we deduce that S(t)K m 1 = w 1 ≤ C (1 + t) The proof of (7.10) is similar to (7.9) , in this case noting that, if m > 2 S x (t)K m ≤ C |ξ|e 
