Abstract-Real social networks usually have some structural features of the complex networks, such as community structure, the scale-free degree distribution, clustering, "small world" network, dynamic evolution and so on. A new community detecting algorithm for directed and weighted social networks is proposed in this paper. Due to the use of more reference information, the accuracy of the algorithm is better than some of the typical detecting algorithms. And because of the use of heap structure and multi-task modular architecture, the algorithm also got a high computational efficiency than other algorithms. The effectiveness and efficiency of the algorithm is validated by experiments on real social networks. Based on the theories and models of complex networks, the features of the real large social networks are analyzed.
I. INTRODUCTION
Recently, many researchers in different fields use the topological properties and evolutionary processes of the complex networks to describe the relationships and collective behaviors in their own fields [1, 2] . This methodology is called network analysis. New analysis methods and topology properties are proposed by this approach.
Network modeling is becoming an essential tool to study and understand the complexity of many natural and artificial systems [3] . This understanding firstly analyzed the topological features of these systems, which usually related to the complex networks. Examples are the degree distribution, the average degree, the clustering coefficient, the node betweenness, the short path length and the assortative mixing describing the node correlations in the networks.
Nowadays, the detecting of community structure has become a hot area in the research of the complex networks, which is also known as graph partitioning. Many definitions of community are presented in this area. In essence, it means the gathering of nodes into groups such that there is a higher density of edges within groups than between them [4] . The main problem in the area is to find communities within large networks in some automated fashion with the shortest possible execution time.
Several algorithms have been proposed to find reasonably good partitions in a reasonably fast way. Early community detecting algorithms are always related to the theories of graph partitioning and hierarchical clustering, such as the agglomerative algorithm [5] and the divisive algorithm [2, 3, 6] using the hierarchical clustering theory; the Kernighan-Lin algorithm [7] and the spectral bisection algorithm [8] using the graph partitioning theory. But they all face the problem that they can't determine the exact value of the community size and number, or the optimal community partition.
To solve this problem, a number of new algorithms have been proposed in recent years. Girvan and Newman proposed the GN divisive algorithm that uses edge betweenness as a metric to identify the boundaries of communities [2] . But the GN algorithm makes heavy demands on computational resources, running in In 2004, Newman proposed the modularity concept, which can be used to measure the quality of community partition [6] . The modularity of a partition is a scalar value between -1 and 1 that measures the density of links inside communities as compared to links between communities [1, 2] . High values of modularity are supposed to indicate high values of internal link densities for the communities, which are distinct from the groups with randomly linked nodes.
Based on modularity, a number of faster algorithms have been proposed. Newman proposed an algorithm based on the greedy optimization of the quantity modularity [5] . This method has a running time in
on a sparse graph, which is substantially faster than the GN algorithm. So it can be used in large networks.
Clauset proposed the CNM algorithms [4] that performs the same greedy optimization as the algorithm of [5] . By exploiting some shortcuts in the optimization problem and using more sophisticated data structures, it runs far more quickly, in time ( log ) O dM N where d is the depth of the "dendrogram" describing the network's community structure [4] . For networks that have a hierarchical structure log d N ∝ , the CNM algorithm has an essentially linear running time 2 ( log ( )) O N N . However the CNM algorithm has a tendency to produce super-communities that contain a large fraction of the nodes, even on synthetic networks which have no significant community structure. It also has the disadvantage to slow down the algorithm considerably and makes it inapplicable to large networks with more than a million nodes. These undesired effects have been circumvented by introducing tricks in order to balance the size of the communities against the speeding up of the running time, and making it possible to deal with networks which have millions of nodes [9] .
Ref. [10] pointed out that the modularity optimization has a number of problems. Ref. [11] fount that the modularity landscape is glassy, and includes an exponentially growing number of local maxima, even if the corresponding partitions are quite different from each other in topologic structure. Ref. [12] concluded that the modularity optimization has a resolution limit that leads to the systematic merger of small clusters in larger modules, even when the clusters are well defined and loosely connected to each other. The resolution limit can be solved by the adopting of multiresolution modularity [13, 14] .
From the above, the modularity optimization algorithm is the most widely used method for community detecting. But the researches are focused on the undirected unweighted graphs. However, many real social networks are essentially weighted, and their edges have different strengths. When the relationships between nodes are multi-level, the use of only one line to describe the existing relationship is not enough. In order to fully describe the interactions between nodes in the real networks, the edge weights should be considered. The use of edge weights can help to describe the similarity between nodes more accurately, and provide more information for community detecting.
Based on the unity of the undirected/directed and the unweighted/weighted networks, a new community detecting algorithm is proposed in this paper. By introducing the edge directions and weights, the directed weighted modularity is used to detect the community structure. Due to the more useful reference information, the accuracy and effectiveness of the algorithm is improved greatly. The method uses the heap data structure and multi-task modular architecture to raise the computational efficiency. This modularity optimization algorithm can achieve an optimum efficiency on large scale networks which have millions of nodes. At last, the experiment results are analyzed using the theories and models of complex networks, so as to uncover the connection relationships between nodes, reveal the inner structures and evolution patterns of social networks.
II. COMMUNITY MINING ALGORITHM
In this section, we propose our community detecting algorithm to mine communities on directed weighted graphs (DWG). The algorithm finds high modularity partitions of large networks in short time and unfolds a complete hierarchical community structure for the network. Contrary to the other community detection algorithms, the network size limit what we are facing is due to the limited storage capacity rather than the limited computation time. The algorithm can identify communities in a 100 million nodes network with only 176 minutes.
In the case of DWG, the modularity is defined as
where i c is the community to which node i is assigned, the δ -function ( 
The algorithm can be defined as follows. 1. Initialization. We start off with each node being the sole member of a community, apparently initialize modularity 
(2) Update the heap H according to The detailed implementation steps of the algorithm have been described in my another paper, so here we just discuss the main theory and describe it in brief.
III. APPLICATION IN LARGE NETWORKS
We collected the mail logs of a campus mail system from Jan 1 to Dec 31, 2011. As we all know, there exists a large number of spam mails in the internet which inevitably disturb the data mining research of human social behaviors. So for the integrity and reliability of the data, we only extract the local users' mail log. Considering the users' privacy, we use digital number to replace the mail users' address. From the mail server, the logs comprise 5,435 local mail users and 1,400,740 mails in 2011, and each user averagely sends 257.73 mails per year.
Definition 1 Mail network is a kind of weighted graph
which V is the set of nodes, E is the set of edges, and W is the weighted function of edges. Node v V ∈ , represents a mail address (person name or email address). Edge e E ∈ , [ , ] . We remove the system administrator accounts such as "admin", "webmaster", "mail-Daemon" or "emdg-daemon", which always mass mails to all local domain users. We also remove the self-loop edges such as ii E in undirected graph. As Fig.1 shown, the mail data set consists of 4,368 active nodes, 49,886 undirected edges with edge weights ranging from 1 to 1625, and 77,936 directed edges with edge weights ranging from 1 to 876 in one year. In order to verify the effectiveness and efficiency of our algorithm, we have applied it on the real directed weighted mail network, and compared its function in different network types. Fig. 2 shows the community assignments of the mail network in four different network types based on the Yifan Hu layout algorithm [15] ; different colors stand for different communities. The experiments are conducted on Windows XP installed on PC with Pentium Dual-Core 2.5GHZ CPU and 2G MEM. Modularity described above is the metric to evaluate the quality of graph partitioning. The larger the modularity Q is, the better the partition summarizes the overall community structure [16] . Note that Q is a real number between 0 and 1, and when it is larger than 0.3 the community structure is remarkable [5] . The optimal modularity of real networks usually lies between 0.3 and 0.7. As shown in Table 1 , the modularity is not the same in different network types. The lowest value appears in undirected-unweighted type, and the peak value appears in undirected-weighted type that indicates the most strong community structure appears in this type. After the use of weights, the modularity increases from 0.6 to 0.7. So we can conclude that the introduction of weights can increase the modularity value, which means it can improve the community detecting performance of the algorithm. We also notice another interesting thing that in weighted condition, the modularity in directed type is lower than in undirected type. It means that the larger number of edges disturbs the community partition performance, so the edge directions cannot improve the detecting performance. We compare the partition results of the four network types in detail. Fig. 3 shows the community partition details, the Y axis represents the nodes number inside each community, the X axis represents the community size rank.
In weighted condition, the community partition results are similar both in directed graph and undirected graph. In unweighted network types, we find super communities that some communities contain a large fraction of nodes. The biggest community has 624 (14.28%) nodes in undirected-unweighted type, and 712 (16.30%) nodes in directed-unweighted type. On the contrary, the biggest community accounts for only 10% nodes of the total in the weighted types. So the use of weights can avoid the super-communities problem.
In conclusion, we can summarize that the use of weights can help to increase the partition performance and accuracy of our algorithm. And the use of directions could not improve the partition performance. In table 2, we compare our algorithms with two typical community detecting algorithms such as GN and CNM. Due to the high time complexity, the GN algorithm is not suitable for large-scale networks. The campus mail network has 4368 nodes and 49886 edges, so the GN algorithm fails to get a result under our experiment environment. Because the true community structure of the campus mail network is unknown, so we use modularity to measure the community detecting quality. Compare with the CNM algorithm, the effectiveness and efficiency of our algorithm is better.
IV. FEATURE ANALYSIS IN REAL MAIL NETWORK
It is interesting to compare the basic statistical results of the four different network types. In Table 3 we have collected a few statistical features of the four type networks. 
A. Node Degree Distribution
Degree of a node, as defined in Eq. (8), is the number of edges it is directly connected to. The degree is one of the measures for node centrality in networks. The degree symbolizes the importance of a node in the network -the higher the degree value is, the more important the node is. 
Direction is one of the important features in mail communications. In the directed networks, the node in-degree and out-degree is the number of in-coming and out-coming links. 1 1 ; ;
Average degree is obtained by dividing the total number of edges by the number of nodes [17] . It shows that how many connections (on average) each user has to other unique users in the mail network. The higher the average degree is, the more frequent the connections within users are. The average degree of the mail network is Table 3 .
The most basic topological feature of a graph G can be obtained in terms of the degree distribution ( ) P k , which is defined as the probability that a node chosen at random has degree k, or equivalently as the fraction of nodes in the graph having degree k . It can shed light on the process of the network coming into existence. The degree distribution of nodes is close to power law distribution Fig. 4 where the X axis is the degrees and the Y axis is the degree frequencies). In undirected type, 
B. Node Strength (weighted degree) Distribution
We cannot obtain the activity or importance of network nodes only from the degree distribution. For example, a user has 1,000 contacts, but he only contacts each one through a mail; and a user has 100 contacts, but he contacts each one through many mails every day. We can say the latter user is more active or important than the former. So the weighted degree can better describe the activity or importance of a node. In Table 4 , we can see the nodeID of the top seven active nodes is different when they are measured by degree and weighted degree respectively. After examining the nodeID dictionary, we find that the top 1 nodeID 1019 is a mailbox for campus alumni, who exchanges mails with a lot of alumnus, but the mails number is small between them. The nodeID 100 is a teacher's mailbox, and he always exchanges a large number of mails with a few contacts. In weighted network, we use a different feature to measure the node importance. The node weighted degree, or strength i s is defined as R s measures the probability that a node has strength s . It together with the degree distribution ( ) P k , provide useful information on a weighted network. In particular, since the node strength is related to the node degree, we can observe ( ) R s has heavy-tailed distribution in weighted networks with slow decaying of ( ) P k . . The exponent implies the node strengths are strongly correlated to the degree. For weighted mail network, the general trend is that nodes with large degree have large strength, however, this trend does not hold true when node degree exceeds a certain threshold. As illustrated in Fig. 6 , for the mail network, 100 is the threshold. 
C. Edge Weight Distribution
In the weighted network, each edge has a weight representing its communication strength， which is defined in Definition 1. Fig. 7 shows the edge weight distribution of the weighted mail network. The X axis is the edge weights and the Y axis is the edge weight frequencies. The distribution can be approximated by the power-law behavior ( 
D. Clustering Coefficient
Clustering, also known as transitivity is a typical feature of acquaintance networks, where two individuals with a common friend are likely to know each other. In terms of a generic graph G, transitivity means the presence of a high number of triangles. This can be quantified by defining the transitivity T of the graph as the relative number of transitive triples, i.e. the fraction of connected triples of nodes (triads) which also form triangles:
3 # of triangles in # of connected triples of nodes in
An alternative possibility is to use the graph clustering coefficient, and defined as follows. Clustering coefficient i C of a node is defined as the ratio of number of links shared by its neighboring nodes to the maximum number of possible links among them. In other words, the clustering coefficient of a node v (of degree at least 2) is the probability that any two randomly chosen neighbors of v are linked together. It is computed by dividing the number of triangles containing v by the number of possible edges between its neighbors [18] .
( 1)
where i E is the number of edges shared by the neighboring nodes of i v , i k is the degree of i v . Fig. 8 shows the scaling of ( ) C K with K for undirected and directed mail networks. Previous studies show that, with the increase of K , the corresponding average clustering coefficient will significantly decrease. 
V. TOPOLOGY OF THE REAL MAIL NETWORK
Most of the real social networks are characterized by some topological features, as for instance relatively short path lengths, high clustering coefficients, fat tailed shapes in the degree distributions, degree correlations, the presence of motifs and community structures. All these features make real social networks radically different from regular graphs and random graphs. Model the social networks can help to understand the evolution mechanisms of the network topology.
A. Small-world Network
The small-world network is an obvious mathematical property in some network models. At variance with random graphs, the small-world property in real networks is often associated with the presence of clustering, denoted by the clustering coefficient [21] . For this reason, Watts and Strogatz defined the small-world network as the network having both a small average path length L like random graphs, and a high clustering coefficient C like regular graphs [22] .
The clustering coefficient of a graph is the average value of clustering coefficient for all nodes (of degree at least 2). Average clustering coefficient measures the global density of interconnected nodes in the network. It is defined as in directed type, which is an order of magnitude higher than it in the random network with the same scale ~/ rand C K N =0.005, K is the average degree. We can conclude that the mail network has a much higher clustering coefficient value than random network.
We found the average path length . These two features indicate that the real mail network is a small-world network.
B. Scale-free Network
The large amount of research works on the topological characterization of real networks focus on constructing graphs with power law degree distributions. Graphs with power-law degree distribution can be simply obtained as special cases of the random graphs with given degree distribution.
From Fig. 4 , 5 and 7, the distribution all display power law distribution like ( 
. So the real mail network can be named as scale-free networks [23] , because the power-laws model has the property of having the same functional form at all scales [1] . The mail network, having a highly inhomogeneous degree distribution, results that a few nodes (the hubs) have a large number of links with many other nodes, and a lot of nodes have few links.
In finite-size networks, fat-tailed distributions have natural cut-offs [24] . When analyzing the mail network, it happens because the data have a rather strong intrinsic noise due to the data sampling finiteness. When the size of the system is small and the degree distribution ( ) P k is heavy-tailed, it is sometimes advisable to measure the cumulative degree distribution
. Fig. 9 shows the cumulative degree distribution in undirected and directed mail network, 
C. Hierarchical Organization
Hierarchy is a fundamental feature of many complex systems. The high degree of clustering and the scale-free topology under a single roof generates a hierarchical network. So the mail network has hierarchical organization, which implying that small groups of nodes organize into increasingly large groups in a hierarchical manner. The mail network also maintains a scale-free topology. In hierarchical networks the degree of clustering characterizing the different groups follows a strict scaling law, which can be used to identify the presence of a hierarchical organization in real networks.
Ref. [25] pointed out that hierarchical networks are expected to have a non-trivial, power-law decay of ( ) C K as a function of K ， which means low degree nodes belong to interconnected communities. Many real networks have been found to be having such nontrivial decay [25] [26] [27] . From Fig. 8 , we find that in mail network, . So the mail network has an inherent hierarchy organization in the architecture. This is an interesting result as it has been found [25] that some other infrastructure networks such as Internet at the router level and the power grid network of Western United States which are constrained by "geographical organization" don't show such hierarchy organization.
VI. CONCLUSIONS
The social networks are used to describe the relations between the members of society. With the rapid development of computer network technology, the emerging social networks based on Internet such as e-mail networks, peer-to-peer networks and blog networks get a greatly development, and give a profound influence on the behavior patterns of the human society. Therefore, research on the social networks has an important significance in theory and a great value in practice. Since the social networks are often large-scale and complex in structure, so we usually use the theories and models of complex networks to research and measure the social networks.
In this paper, we propose a solution to detect the weighted and directed communities of large mail network, based on modularity optimization method. Our algorithm using the flexible and multi-task architecture has a considerable speed advantage over previous algorithms, and brings new possibilities to work with large complex data sets. The algorithm is tested in the real large mail network, and the visualization module produces valuable visual results. The features of the mail communication network with different types in weight and direction are analyzed in detail. The metrics of weight allows us to characterize the statistical features like the link and node strength. We analyze the campus mail network quantities such as the node degree distribution, the edge weight distribution, the node strength distribution, the correlation between degree and some average statistical indexes. We also calculated the clustering coefficients of nodes. These results give us clues to understanding the mail network topology based on the complex network models.
