A general method is introduced in which variables that are products of other variables in the context of a structural equation model (SEM) can be decomposed into the sources of variance due to the multiplicands. The result is a new category of SEM which we call a Multiplicative Reticular Action Model (XRAM). XRAM can include interactions between latent variables, multilevel random coefficients, latent variable moderators, and novel constructs such as factors of paths and twin genetic decomposition of multilevel random coefficients. The method relies on an assumption that all variance sources in a model can be decomposed into linear combinations of independent normal standardized variables.
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In order to transform the model into a model with only independent variables, we will operate on S, the matrix of model variances and covariances both latent and manifest.
We first compute the Eigenvalue decomposition of S,
Let W = w 1 , ..., w n be independently normally distributed variables with zero mean and variances given by the diagonal entries of D, the Eigenvalues of S, where n is the number of total variables in the SEM. Then QW is an n-dimensional random variable with zero mean and covariance
So each variable can be expressed by a linear combination of the W variables with the 1 corresponding row of Q as weights, plus a constant term that gives the mean of that 2 variable.
3
Using the product and sum nodes, every variable in the model (both observed and latent) x i can now be represented as a polynomial f i in w 1 , ..., w n . If there are m variables in total, the k = (k 1 , ..., k m )-th moment of the joint distribution of the vector X = (x 1 , ..., x m ) is
where the expectation is taken with respect to the roots w i . In particular, M k (X) is the expected value of a polynomial in w i , where the coefficients are combination of the regression weights in the SEM. Let this polynomial be g = m i=1 f k i i . This polynomial is a sum of monomials in w i . Since the expectation is linear, we can separate the computation of the expectation to the single monomials, and thus reduce our problem to computing the expectation of a monomial of independently normally distributed variables, i.e., an expectation of the form E (w e 1 1 · · · w en n )
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This last equation is not completely trivial, and so for completeness sake, we give a 1 quick proof:
2 Theorem 1.
Proof.
Thus, we are left with computing the higher-order moments of independent standard-normally distributed variables with zero mean and unit variance,
where e is an integer. These moments are known (e.g., Papoulis & Pillai, 2002) to be
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Example 1: Bivariate Product of Variables Regression 1
As an example, we will transform the SEM model in Figure 2 -a into the equivalent 2 SEM model shown in Figure 2 -b such that all sources of variance and covariances are 3 independent, normally distributed variables with mean zero and unit variance. The first 4 step is to remove all covariances between variables by replacing them with unit variance 5 sources. Thus, we add the latent variable w 2 and replace the covariance path with the 6 value C xy in Figure 2 -a with regression paths from w 2 to x and y with values C variances for x and y become residual variances that must be reduced by the total effect of 9 w 2 which is C 1 2 xy · 1 · C 1 2 xy = C xy . So, the residual variance of x is V x − C xy and the residual 10 variance of y is V y − C xy .
11
We can now replace the variance terms in Figure 2 -a with the independent normally 12 distributed unit variance variables w 1 , w 3 , and w 4 and regression paths to x, y, and e 13 respectively. The regression weights for these variables become the square root of the 14 residual variances for x, y, and e as shown in Figure as root nodes, i.e., the independent, normally distributed variables w 1 , . . . , w n with zero 17 mean and unit variance. This transformation of an SEM model into polynomials of root 18 nodes can be applied to any SEM that can be represented as a RAM model, including 19 models that have n-ary operators such as introduced here. We will call models that 20 conform to RAM conventions along with addition and product n-ary operators 21 Multiplicative RAM (XRAM) models.
22
Returning to the example in Figure 2 -b, we can compute the moments, including all 23 joint moments of any variable or pair of variables. Thus, we can decompose the variance 24 of the product variable z = b 1 xy + e into components of variance and covariance of the
We next transform the variables x, y, and e into their monomial equivalents,
Next we substitute Equations 20, 21 and 22 into Equation 19 and then expand, collect,
Referring to Equation 16, the expectation of the root nodes,
Keeping in mind that the expected value of a constant is that
which is the result in Equation 7 derived from the results of Goodman (Goodman, 1960) 2 and Bohrnstedt and colleagues (Bohrnstedt & Marwell, 1978 In this example, S is already diagonal with dimension n = 5. Let us assume that 1 v b = 1.0, v x1 = 1.0, and that the residual variances, v e are constrained to be equal so that
We want to compute the model expected mean and variance of the 3 last observed variable, x4. For the polynomial representations, we have
Since each summand in w4 has at least one variable to the power of 1, we see that
For the second moment, we obtain
= (15 + 15 · 3 + 15 · 1 + 1) · 1 + (3 + 6 · 1 + 1) · 1 + (1 + 1) · 1 + 1 (38) = 76 + 10 + 2 + 1 = 89
In order to obtain the variance while taking the first and second moments into account,
While the example multilevel model in Figure 3 -a can be fit using a multilevel SEM 
Since all of the conditions had negligible bias and very low relative error, the results 4 are presented aggregated over all conditions. Five statistics (correlation, signed error, root 5 mean squared error, relative error, and relative RMSE) are presented in Table 1 where 6 V(S) is the variance of the simulated product and V(E) is the estimated variance using 7 one of the two estimators. N = 1, 000 in each were simulated and the model was fit to each data set. The results are 1 presented in Table 2 .
2
As can be seen in Table 2 , the absolute and relative error are very small, indicating 3 that bias is negligible for all parameters. In addition, the RMSE and relative RMSE are 4 also both reasonably small, indicating that estimation precision is good for all parameters.
5
The estimated parameters that include product terms, µb and V b, are not recovered as 6 precisely as the original variance term and error term, but the precision of the product 7 terms is still well within acceptable bounds. Figure 5 The covariance decomposition of products of variables is a general method that will 16 provide unbiased estimates of parameters when predictor variables are normally 17 distributed. This is an advance over previous methods because it allows estimation of 18 theoretically interesting models that have previously been problematic. Three novel 19 products of variables models are diagrammed in Figure 6 . respectively. In this way, one can test behavior genetic theories about regulation processes 1 that are modeled by second order differential equations. studies where an intervention is given between occasion 2 and 3. In this case, a hypothesis 13 might predict that stabilization increases (or decreases) after the intervention.
14

A Caution about Identity Functions
15
In RAM, removing a path and setting a path to zero are identical operation.
16
However, this is not the case in XRAM. Note that the identity function for addition is to 17 add zero whereas the identity function for multiplication is multiply by one. If there is no 18 desired effect between predictor and outcome in a normal SEM, a regression path from the 19 predictor to the outcome is set to zero. However, if a regression path pointing from one 20 multiplicand to a multiplication operator symbol is set to zero in an XRAM diagram, then 21 the other multiplicand is multiplied by zero. This may not be the intention of the modeler.
22
To make this distinction explicit, consider the difference between the bivariate additive regression displayed in Figure 1 -c and the bivariate product SEM displayed in model can be written as
Now if we remove the path from x to the plus operator we find that
and thus the effect of y remains. However, now consider the bivariate product model in Figure 1 -a. Again, making all paths explicit, this model can be written as
If we remove the path from x to the multiplication operator we find that
and thus neither x nor y now has an effect on z. The reader may wonder why we did not use a classic interaction model with direct 3 effects as an example model to illustrate the procedure. Figure 7 illustrates why this 4 model is unidentified using the current method. The reason why it is unidentified as a 5 structural model predicting covariances is apparent by counting seven free parameters 6 while there are only six degrees of freedom in a 3 × 3 covariance matrix. One must watch 7 for local underidentification in models that include products of variables. The overall 8 model may be globally identified as determined by counting parameters and degrees of 9 freedom in the covariance matrix, but there still be areas of local underidentification. This 10 is the same kind of problem that occurs when one neglects to scale a latent variable by 11 fixing its variance or a loading.
12
It may be more difficult to see why identification works when one premultiplies two 13 manifest variables and creats a third variable for an interaction model. In this case there Comparisons of simulated variance of a product and two estimators of the product variance.
Equation 29 Equation 40 cor(V(S), V(E)) 0.9991 0.9993 Modeling (XRAM) 29   Table 2 Mean error, RMSE, relative error, and relative RMSE for Simulation Two. In addition there may be a nonzero covariance between the intercept and autoregression parameter: for instance, individuals who start at a higher score may be more (or less) stable than those that start a lower score. ! "
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