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Abstrat
Although tehniques for implementing or generating inremental semanti evaluators
have been explored and rened for more than two deades, several pragmati onerns still
impede the use of suh tehniques in pratial development environments. This report not
only addresses some of these onerns, but furthermore demonstrates the need to onsider
the problem of inremental semanti evaluation in ontext. The pratial onerns addressed
here stem from both user interation and arhitetural requirements. In partiular an in-
novative preemptive evaluation sheme is presented whih helps to redue delays assoiated
with semanti evaluation over a sequene of edits. Furthermore, a tehnique for assigning
attributes to syntatially erroneous material (the introdution of whih is inevitable in
a syntax reognition editor) is desribed, as well as a novel approah to handling \long-
distane" semanti eets using ne-grained inremental evaluation of relations.
1 Introdution
Language-based editing systems have the potential to provide software engineers with many
benets, by exposing language-sensitive program information to the user via an appropriate
interfae, and keeping suh information up to date in response to user edits.
This report desribes new tehniques for generating inremental semanti evaluators for use
in suh environments, and the implementation of those tehniques in the UQ? generi language-
based environment. Although inremental semanti evaluation has been a subjet of researh
for many years, it has yet to gain widespread adoption outside the researh ommunity. We
argue that there are several pragmati onerns yet to be addressed in this area whih impede
the use of inremental semanti evaluation in realisti editing systems. The ontext in whih
an inremental evaluator is to be used plaes ertain demands upon its performane and the
means by whih it exposes the semanti information it omputes. Hene, the design of suessful
inremental evaluation shemes requires an understanding of this ontext.
The tehniques presented here are designed for use in a language-based editing system
that supports a modeless syntax reognition editing paradigm, with a exible and generi
arhiteture for tool integration. The sheme presented enables the onstrution of loosely-
oupled evaluators that operate ohesively by building and/or augmenting shared program
representations. Relations that an span arbitrary syntax tree nodes are employed to apture
semanti information in these program representations. The generated tools are also designed
to be tolerant of the syntax errors that are inevitable in an editing system based on syntax
reognition. Moreover, sine a modeless editing paradigm is assumed, eah keystroke is a
omplete editing operation and a tehnique for performing eÆient inremental evaluation in
this setting is disussed. A prototype implementation of these tehniques has been developed
as part of the UQ? language-based environment [29, 3℄.
The requirements for inremental evaluation in UQ? are desribed in Setion 2, and an
overview of the approah proposed to meet these requirements is given in Setion 3. A brief
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tour of the salient aspets of UQ?'s Environment Desription Language (EDL), from whih
inremental attribute evaluators an be generated, is given in Setion 4. Setion 5 desribes the
basi strategy for inremental evaluation. A novel tehnique for ne-grained inremental evalu-
ation of relations is given in Setion 6. This tehnique solves the performane problems related
to \long-distane" semanti eets with aggregate values (e.g., symbol tables), and demon-
strates the utility of relations for augmenting shared program representations. Setion 7 details
tehniques for oping with user interation via modeless syntax reognition. In partiular, an
approah to attributing syntatially erroneous material is given, as well as an innovative pre-
emptive evaluation sheme. The latter is designed to aid evaluators in keeping pae with user
input, while not sariing automati evaluation. Setion 8 presents the results of an empirial
performane evaluation of the prototype implementation of the tehniques presented here. In
Setion 9 previous approahes to inremental semanti evaluation are desribed and ompared
to the approah advoated here. Setion 10 summarizes and onludes the report.
2 Requirements for inremental evaluators
Inremental semanti evaluation is a problem that must be onsidered in ontext. User interfae,
ahitetural, and ideologial issues all ontribute to the requirements set out here. These
requirements were formulated with the UQ? language-based environment in mind. UQ? ats as
a useful vehile for exploring user needs for inremental systems beause it lies at the extremes
of the user interfae, arhitetural, and ideologial spetra.
2.1 Coping with modeless editing
The modeless syntax reognition editing paradigm assumed here plaes signiant demands on
the nature of inremental tools.
1. Tools must aommodate syntatially erroneous and inomplete programs. In a syntax
reognition editor syntax errors are inevitable, and under a modeless editing paradigm
they tend to arise frequently. Elsewhere we have desribed an inremental parsing strat-
egy that onstruts an error-tolerant syntati program representation [3℄. Inremental
evaluators must also be tolerant of syntax errors, and must handle the representation of
erroneous sub-trees built by the parser. Syntax errors must not prelude the evaluation
of attributes in the surrounding tree, as this ould hide important semanti errors from
the user as well as preventing further analysis or translation by other tools.
Furthermore, due to the frequent ourrene of syntax errors under modeless editing,
syntax errors must be handled eÆiently. Although, in many ases, it may be undesirable
or impossible to evaluate erroneous sub-trees themselves, tools should maintain semanti
information assoiated with a sub-tree that moves into error, and should exploit this
information if the sub-tree is later reused in a well-formed ontext.
2. Tools must be able to respond to eah keystroke. Although the strategy presented here
is intended to be appliable to a wide lass of tools, one of the primary appliations is
the onstrution of stati semanti analyzers. Given that syntax analysis is performed
on eah keystroke, it is tting that any semanti analyzer assoiated with a language
should also operate automatially in response to eah keystroke. This onern stems from
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the premise that stati semanti heking is as important to the user as syntax heking.
Hene, feedbak should be available after eah editing operation.
3. Tools must minimize delays over sequenes of keystrokes. For the feedbak provided by an
interative tool to be of benet, it is ruial that delays between edit operations and the
display of any feedbak from them be minimized. In stati semanti analysis, however,
many hanges to a program an have far-reahing onsequenes. Even the most eÆient
inremental evaluation tehniques an inur large delays in response to ertain hanges.
Suh delays pose a signiant problem in a modeless editing system. Clearly it is useless
to mandate that all tools should ahieve any partiular level of responsiveness, as the very
nature of semanti analysis would make any suh requirement impossible to meet.
A more realisti requirement is that tools should attempt to redue the delay assoiated
with a sequene of editing operations. Given a sequene of hanges to a doument, the
ost of evaluating eah in turn is often greater than the ost of a single evaluation of their
omposition. Suh situations should be exploited by tools to avoid the problem of an ever
inreasing delay between the user's keystrokes and the feedbak provided in response to
them.
2.2 Communiating with the environment
The results omputed by an inremental tool must be made available to the rest of the envi-
ronment in some way.
4. Tools should provide their output by onstruting and/or augmenting shared program rep-
resentations. The arhiteture for onstruting inremental ompilation systems for UQ?
is based on a blakboard model, where multiple tools ooperate via a entral doument
server (see Figure 1). Tools ommuniate through shared program representations. These
representations are onstruted from abstrat syntax trees and relations that an span
arbitrary nodes in those trees. For the results of an analysis or translation ativity to
be of use to other tools in the environment it is neessary that these results are made
available from the onstrution or augmentation of shared program representations.
5. Some tools must onstrut and/or augment program representations that are suitable for
user inspetion and navigation. This onern is partiularly apparent with analysis tools,
where many analysis results are useful to both humans and other tools (e.g., delaration-
use relationships). The most eetive way to enable the onstrution of suh tools is to
use representations that apture program information in a form that is suitable for both
humans and tools; in partiular, relations.
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2.3 Tool speiation
UQ? is a generi environment, providing failities for desription of syntati and relational
struture of douments (soure ode douments being the primary interest here), as well as
presentation and navigation rules [29℄. Generi implementation is a ost-eetive method of
supporting multiple languages whih exploits ommonalities between them and helps to ensure
the onsisteny of multiple tools with respet to a partiular language. The natural extension
of this ideology is the following requirement.
6. Tools should be generated from delarative speiations. Generation of tools from delar-
ative speiations is widely reognized as an important ost-saving tehnique in the
development of language-based environments. Employing a delarative desription lan-
guage helps to shield the tool builder from the omplexities of inremental tool operation.
Delarative languages, suh as attribute grammars [17, 18℄, enable inremental omputa-
tion by allowing sub-omputations to be performed in isolation, without any dependene
upon, or eet on, global state. A suitably designed language does not impede the asymp-
toti running time of evaluations, and thus an still meet the performane requirements
set out above.
3 Overview of the approah
The system desribed here is based on a synthesis of attribute grammar and relational teh-
niques. Syntheses of this form and their benets have been disussed in detail elsewhere
[11, 20, 22℄. The primary reason this approah is adopted stems from the premise that at-
tribute grammars provide an elegant and powerful method of speifying semanti aspets of a
language while being amenable to inremental evaluation, and that relations provide a superior
form of semanti feedbak to attributes alone. We strengthen these ideas with onerns whih
arise from the blakboard arhiteture we propose: that tools must onstrut and/or augment
shared program representations, and that relations are the primary means by whih program
representations may be augmented. As disussed above, the relations used to augment a rep-
resentation in this approah should generally be useful not only to the user, but to other tools
in the environment.
The partiular ombination of attribute grammar and relational onepts advoated here
is derived largely from that presented by Maddox [22℄, as are many of the implementation
tehniques used. The meta-language presented below is heavily inuened by that of Maddox,
and bears a striking resemblane at the abstrat syntax level. The onrete syntax of the
language is dierent, however, as it is designed as an extension of UQ?'s existing Environment
Desription Language (EDL) [29℄.
Two avours of relations are provided: external and internal relations. External relations
(in ombination with the syntax tree being evaluated) form the interfae of a tool; they are
the relations that are used to ommuniate analysis results to the environment; e.g., denition-
use relationships and error annotations. Internal relations at as aggregate attributes that are
aessed \by referene". They an be used to model information suh as symbol tables eÆiently
and onveniently. While the treatment of relations is similar in notation to that proposed by
Maddox, their implementation is superior, permitting ne-grained inremental evaluation.
Implementation of the attribute grammar aspets of the system follows the visit ahing
approah of Maddox. It is a simple tehnique that is based on memoization of the omputations
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performed by visit proedures. It permits multiple sub-tree replaements, and is amenable to
eÆient evaluation in the presene of the long-distane propagation eets inherent in semanti
analysis.
One of the main innovations in the tehnique presented here is its support for preemptive
evaluation: a sheme that enables eÆient operation under modeless editing by allowing an
evaluation to be restarted upon the arrival of new input. This sheme is made possible by the
hoie of visit ahing, eetively making evaluators generated in this way apable of handling
multiple sub-tree replaements where not all the replaements are known prior to ommening
an evaluation.
To meet the requirements of syntax reognition editing, semanti evaluators must also be
apable of attributing syntatially erroneous program fragments. The sheme presented here is
based on a simple approah to attributing erroneous onstruts that exploits default attribution
rules provided in a tool desription. These default rules are applied to ertain tree nodes that
form part of UQ?'s error-tolerant syntax tree representation [3℄.
This ombination of features is derived from the requirements desribed above. The require-
ments for oping with modeless editing have a diret impat on the evaluation sheme; this is
reeted in the detailed exposition of features relevant to those requirements. The requirements
for ommuniation with an evaluator's environment are dealt with by the sheme's ne-grained
inremental treatment of relations, whih assists the tool builder in developing tools that inter-
operate eetively with their environment. Generiity is ahieved by using attribute grammar
tehnology ombined with relations; the latter providing a powerful and eÆient aggregate data
type without appealing to ad ho tehniques.
4 A language for desribing tools
To satisfy the requirement that tools should be generated from delarative speiations (re-
quirement 6) a meta-language for tool speiation is required. This setion tours the meta-
language used in UQ?, whih is an extension of UQ?'s Environment Desription Language
(EDL) [29℄.
Eah tool desription has a header whih desribes the strutures that the tool uses and
provides. Eah tool may use one syntax tree and several relations. A tool always aesses a
syntax tree via a view [29℄ that is used to speify a more abstrat syntax than is usually present
in a doument's base (typially onrete) representation
1
. Tools may provide both relations
and syntax trees (translation tools may be speied as tools that provide a syntax tree). For
example, the header for a semanti analyzer for the hypothetial language PL0 ould take the
following form, in whih the imported PL0 Relations is dened below.
import relations PL0_Relations .
import TK_NONE, TK_INT, TK_BOOL, TK_STRING from relations PL0_Relations .
tool heker
uses view PL0::default
provides relations
PL0_Relations::Error, PL0_Relations::DelUse, PL0_Relations::TypeInfo .
1
The full range of syntati transformations permitted by views have yet to be implemented in UQ?. As suh,
the examples presented here are based on onrete syntax.
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Relations mentioned in this way are external relations. A relation may not be both used and
provided by the same tool, otherwise ill-formed (irular) tool desriptions ould be onstruted,
sine a relation ould be dened to depend (diretly or indiretly) upon itself. This restrition
preludes some well-formed relation denitions in favour of eÆient stati heking of tool
denitions. In this example, the relations provided by the tool are delared in the relation
olletion PL0 Relations as follows, where parsetree and string are primitive types in the
meta-language.
import language PL0 .
relations PL0_Relations .
/* Errors */
relation Error(parsetree, string) .
/* Semanti struture */
relation DelUse(PL0::VarDel, PL0::UseIdent) .
/* Type representation */
enum TypeKind { TK_NONE, TK_INT, TK_BOOL, TK_STRING }
relation TypeInfo(PL0::VarDel, TypeKind) .
Attribution of the tree is desribed in two parts: lexeme and phylum delarations, and
rule denitions. Eah variable-spelling terminal symbol and eah non-terminal symbol in the
abstrat syntax is given a lexeme or phylum delaration respetively. Phylum delarations
dene the attributes assoiated with a tree node, their types, and default values. Lexeme and
phylum delarations are illustrated in the following example, whih also shows the denition of
the polymorphi type Bindable that is used for representing language elements whih may be
bound to names.
lexeme ident .
lexeme number .
/* ConstDef, VarDel, and ProDel are phyla of the PL0 language */
datatype Bindable = onst_binding(ConstDef)
| var_binding(VarDel)
| pro_binding(ProDel) .
phylum ForStatement {
ontext:
relation Bindings(string, Bindable) .
relation VarTypes(VarDel, PL0_Relations::TypeKind) .
attributes:
boolean has_errors .
defaults:
this->has_errors = true .
}
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Eah lexeme has a predened attribute spelling of type string that an be used to obtain
the harater sequene representing a lexial symbol. The inherited and synthesized attributes
of a phylum are delared in ontext and attributes setions, respetively. In the example
above, Bindings and VarTypes are both internal relations that are used to represent symbol
table information. The defaults setion of a phylum delaration merely indiates the default
values of the phylum's synthesized attributes used when the phylum appears as a plaeholder
(this ours when there is a neighbouring syntax error, as desribed in Setion 7.1).
Attributes and elds within relation tuples an be either simple values or referenes. The
value types supported are primitive types (suh as integer or string), enumeration types (e.g.,
TypeKind above), strutured disjoint-union types (e.g., Bindable above). Objets aessed by
referene are either tree nodes or relations. Referenes to tree nodes, whether they are attributes
or elds of relation tuples, do not expose the attributes of the nodes to whih they refer; i.e.,
the attributes of a node aessed via a referene annot be used in attribute equations. This
onstraint enables the use of eÆient stati evaluation plans (see Setion 5 below).
Rule denitions are used to dene attribute equations for eah form that a phylum may
take. If the phylum ForStatement above has the following syntax:
ForStatement = "for" UseIdent ":=" Exp "to" Exp "do" Statement .
then one rule must be onstruted, as shown below.
rule ForStatement = "for" UseIdent ":=" < e1: Exp > "to" < e2: Exp >
"do" Statement {
UseIdent->Bindings = this->Bindings .
e1->Bindings = this->Bindings .
e2->Bindings = this->Bindings .
Statement->Bindings = this->Bindings .
...
PL0_Relations::Error(this, UseIdent->name + " is not an integer") :-
UseIdent->type_info != TK_INT, UseIdent->type_info != TK_NONE .
this->has_errors =
UseIdent->has_errors ||
e1->has_errors ||
e2->has_errors ||
Statement->has_errors ||
UseIdent->type_info != TK_INT .
}
The header of a rule desribes the form of the syntati onstrut to whih it applies. Syntax
elements on the right hand side of the rule may be named to avoid ambiguity (e.g., e1 and e2
above), but where names have been omitted and no ambiguity exists they may be referred to
by the type of the symbol. Constraints in the body of a rule are either attribute equations,
relation lauses, or swith onstraints (see below). Attribute equations and relation lauses
an be given guards, whih have a Prolog-like syntax. A referene to an attribute is always
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qualied by the name of the symbol to whih it belongs (attributes of the phylum to whih
the rule applies are qualied by the keyword this). External relations are global to a tool
desription and are not prexed by a symbol name; e.g., PL0 Relations::Error above. The
lauses that dene an external relation are distributed throughout the attributed tree, whereas
an internal relation is dened by lauses at a single rule instane.
Relation-valued attributes (i.e., referenes to internal relations) may be dened either by a
opy rule (e.g., the treatment of Bindings above) or by relation lauses. In the former ase, a
referene to the relation is opied. An example of a lause dening a relation-valued attribute is
given below. Here the relation NewBindings is dened to bind a name to a variable delaration.
rule VarDel = DelIdent ":" ident {
this->NewBindings(DelIdent->name, var_binding(this)) .
...
}
In this ase a single tuple is asserted, but in general, lauses an use pattern mathing and
guards to onstrut larger relations. The following example illustrates how this an be applied
to merge symbol table information from a sequene of variable delarations. It also shows the
notation for swith onstraints mentioned earlier. The use of \< rep: {...} >" in the rule's
header assoiates the name \rep" with an otherwise anonymous repetition non-terminal.
rule Variables = VarDel ";" < rep: {...} > {
forall (string s, Bindable b)
this->NewBindings(s, b) :- VarDel->NewBindings(s, b) .
forall (string s, Bindable b)
this->NewBindings(s, b) :- rep->NewBindings(s, b) .
...
swith (rep) {
attributes:
relation NewBindings(string, Bindable) .
relation NewVarTypes(VarDel, PL0_Relations::TypeKind) .
ase empty:
rep->NewBindings = empty .
rep->NewVarTypes = empty .
ase VarDel ";":
rep->NewBindings = VarDel->NewBindings .
rep->NewVarTypes = VarDel->NewVarTypes .
ase left ^ right:
forall (string s, Bindable b)
rep->NewBindings(s, b) :- left->NewBindings(s, b) .
forall (string s, Bindable b)
rep->NewBindings(s, b) :- right->NewBindings(s, b) .
...
}
}
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A swith onstraint is used to handle syntati elements that are used in the EBNF syntax
denition style of UQ? and not found in BNF syntax rules upon whih attribute grammars
are usually based. They an be used to desribe analyses for optional onstruts, sub-rules,
and repetitious struture. In the rst two ases a swith onstraint an be viewed merely as
syntati sugar. For repetitions (as shown above), however, they are used to failitate a vital
eÆieny improvement: the representation of repetitious struture as balaned binary trees.
This improvement is used to guarantee the logarithmi aess times needed in inremental
appliations, as desribed originally by Pugh and Teitelbaum [23℄, and further by Wagner and
Graham [32℄ and Maddox [22℄. A swith onstraint eetively denes an attribution sheme for
an anonymous phylum. Eah swith onstraint may dene inherited and synthesized attributes
for its anonymous phylum in ontext and attributes setions. One ase setion is required
for eah syntax rule dening the anonymous phylum.
5 Inremental attribute evaluation with visit proedures
This setion details an inremental attribute evaluation strategy based on the evaluator pre-
sented by Maddox [22℄. Although this setion is based largely on Maddox's work, a detailed
desription of the basi evaluation strategy is neessary to understand the more novel features
detailed in the sequel. Furthermore, this setion serves to highlight the key design deisions
that were neessary to enable the development of those more novel features. The aspets of
the evaluation strategy disussed in this setion are onerned primarily with the more on-
ventional parts of the semanti meta-language presented above. Disussion of evaluation of
relation-valued attributes is deferred to Setion 6, and details of handling syntax errors and
preemptive evaluation are given in Setion 7.
The evaluation sheme advoated here is based on a ertain lass of \tree walking" evaluators
developed for ordered attribute grammars [15℄. The sheme is simple and eÆient due to the
use of statially omputed visit sequenes, or evaluation plans, and it an evaluate a suÆiently
large lass of attribute grammars to be appliable to pratial programming languages. The
use of pre-omputed visit sequenes redues the amount of data that must be maintained by
the evaluator at run-time. Multiple sub-tree replaements are aommodated in the sheme in
a simple, elegant, and eÆient manner. Furthermore, by avoiding the maintenane of omplex
sheduling information at run-time, the sheme is easily extended to form a more sophistiated
preemptive evaluator, as disussed in Setion 7.2.
For eah rule in an ordered attribute grammar (OAG) we an onstrut a visit sequene
using the algorithm desribed by Kastens [15℄, although the notation used here for desribing
visit sequenes is that used by Reps [26℄. A visit sequene denes an evaluation plan for a rule
instane (tree node) by dening an order in whih to:
 evaluate synthesized attributes of the node (denoted by EVAL(0, a), where a is the name
of a synthesized attribute),
 evaluate inherited attributes of hild nodes (denoted by EVAL(i , a), where a is the name
of an inherited attribute of the ith hild),
 perform visits to hild nodes (the rth visit to the ith hild is denoted by VISIT(i , r)),
and
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Figure 2: UML lass diagram depiting visit proedures and attributes for rule and phyla lasses
 perform visits to the parent node (denoted by SUSPEND(r), where r is the number of
the urrent visit).
The instrutions in a visit sequene an be grouped into subsequenes terminated by SUSPEND
instrutions. Eah suh subsequene desribes one visit. There are a number of ways to imple-
ment visit sequenes; the strategy adopted here is based on mutually reursive proedures. The
strategy is desribed in an objet-oriented style to failitate a simpler explanation and beause
it orresponds losely with the implementation of these tehniques in UQ?. For reasons of
exposition the implementation of visit sequenes for a non-inremental evaluator is disussed
rst, followed by a desription of how the tehnique an be extended to provide inrementality.
5.1 Non-inremental evaluation
Eah node in the attributed tree is onsidered as an objet in the underlying implementation
language, as shown in Figure 2. An abstrat lass is generated for eah phylum of the OAG,
with eah attribute of the phylum represented as a eld in that lass. A onrete sub-lass of
the phylum's lass is generated for eah rule of that phylum. This arrangement enables the use
of dynami binding to aid the implementation of visit sequenes.
The subsequene of instrutions for eah visit an be translated into a method in the un-
derlying implementation language. Eah of these methods, or visit proedures, is obtained by a
straightforward translation from the EVAL and VISIT instrutions for the appropriate subse-
quene. A visit proedure has no return value and takes no parameters, other than the impliit
\self" parameter representing the node objet to whih it is applied. Eah EVAL instrution
is translated into an assignment statement for the relevant attribute (the left hand side of the
assignment will involve a referene to a hild node in the ase of inherited attributes), and eah
10
VISIT instrution is translated into a method invoation of the appropriate visit proedure for
a hild node. For example, if a rule has the subsequene
EVAL(3, w), VISIT(3, 5), EVAL(0, x ), EVAL(4, y), VISIT(4, 1), EVAL(0, z ), SUSPEND(2)
for visit 2, and is represented by the lass Rule1Instane, then a method of the following form
would be generated, where f
1
; :::; f
4
are the relevant semanti funtions.
method Rule1Instane:visit 2;
begin
hild [3℄.w  f
1
(:::);
hild [3℄.visit 5;
x  f
2
(:::);
hild [4℄.y  f
3
(:::);
hild [4℄.visit 1;
z  f
4
(:::)
end
Sine a phylum may have more than one rule, when a sub-visit is performed on a hild node
the visit proedure for the relevant rule must be seleted. Dynami binding may be exploited
to this eet. If eah rule for a partiular phylum has visit methods named visit 1; :::; visit k ,
then orresponding abstrat visit methods with the same names appear in the phylum lass, as
shown in Figure 2.
To evaluate all the attributes in a tree using this sheme, all that is required is an invoation
of the single visit method for the root node of the tree. The visit methods will walk the tree
reursively alulating attribute values in the orret order.
5.2 Inremental evaluation
The evaluation sheme outlined above is easily extended to aommodate inremental evalua-
tion. The inremental evaluator presented here is based on memoization of visit proedures.
Consider a visit proedure in terms of its \inputs" and \outputs". The inputs to a visit
proedure are inherited attributes omputed by previous visits to the parent node, synthesized
attributes omputed by previous visits to the urrent node, and the sub-tree rooted at the
urrent node (this aounts for any omputation whih is performed by sub-visits from the
urrent node). The outputs of a visit proedure are the synthesized attributes it omputes.
The key idea of the memoizing inremental evaluator is that if the inputs to a visit proedure
have the same value as during the previous evaluation, then the synthesized attributes omputed
by the visit will be idential to those omputed previously. In this situation the visit (and all
its sub-visits) need not take plae.
To enable memoization of visit proedures the inputs and outputs of visit proedures must
be stored in tree nodes, and an eÆient means of omparing inputs is required. For synthesized
and inherited attributes this presents no problem (the non-inremental evaluator desribed
above stores all attribute values anyway). EÆient omparison of sub-trees is more problem-
ati. Rather than perform a strutural omparison of sub-trees a simple tehnique for marking
hanged sub-trees is employed. Eah tree node is endowed with a need visit ag whih is used
to ontrol the walk performed by the evaluator.
The input to the overall evaluation proess is a set of sub-tree replaements. Before updating
attribute values the evaluator grafts the replaed sub-trees to the appropriate loations in the
11
tree. All the nodes within the replaements have their need visit ags set. Furthermore, to
ensure that the tree walk will reah all the replaement sites, the need visit ag is also set
in all the anestors of eah replaement site. Sub-tree replaements reeived by a tool are
in an eÆient form of \tree dierenes", where maximal sub-trees of the replaement that are
unhanged from the previous version of the tree are transmitted as reuse markers. Any sub-tree
that is reused in this way an have its attribute values reused as well, sine the need visit ag
will not be set in reused nodes unless their inherited attributes hange.
Visit proedures for inremental evaluation are generated similarly to the non-inremental
ase. The key dierenes are that as inherited attributes are alulated they are ompared with
their previous values, and need visit ags are set and examined as required. Visit sequene
instrutions for evaluating inherited attributes, i.e., of the form EVAL(i , a), where i > 0, are
translated into ode of the form:
tmp
i ;a
 f (x
1
; :::; x
k
);
if tmp
i;a
6= hild [i ℄.a then
hild [i ℄.need visit  true;
hild [i ℄.a  tmp
i;a
end if
where tmp
i;a
is a variable not used elsewhere in the visit proedure, f is the semanti
funtion used to evaluate the attribute, and x
1
; :::; x
k
are the attribute values used as arguments
to f . This ode template ensures that if any inherited attributes of a node are hanged during
reevaluation, then all subsequent visits to that node will be performed.
The ode template below shows the struture of a memoized visit proedure orresponding to
the rth visit to a node. The boxed line of ode is only generated for nal visit proedures: a nal
visit must reset the node's need visit ag to ensure that the node is not revisited unneessarily
on subsequent evaluations.
method SomeRuleInstane:visit r;
begin
if need visit then
Evaluate attributes and perform sub-visits
need visit  false fFinal visits only g
end if
end
To demonstrate the orretness of this inremental evaluation sheme, it is neessary to
show that the node marking failitated by need visit ags ensures that all aeted attributes
are reevaluated in response to an edit. Suppose we have a set Changed that, at any point in
the evaluation, ontains all the attribute instanes that have hanged value. Initially Changed
is equal to Newborn, the set of all new attribute instanes introdued to the tree.
The visit i to sub-tree t only needs to be performed if Args
i;t
\Changed 6= ?, where Args
i;t
is the set of attribute instanes that are arguments to the attribute instanes omputed (diretly
or indiretly) by visit i . The only arguments to visit i that ould have hanged are inherited
attributes of t and attributes omputed (diretly or indiretly) by previous visits to t . Therefore
the above ondition an be weakened to
I
t
\ Changed 6= ? _ Computed
i 1;t
\ Changed 6= ?
where I
t
is the set of inherited attribute instanes of t , and Computed
i 1;t
is the set of attribute
instanes omputed by the rst i   1 visits to t .
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Whenever an attribute in I
t
is hanged, t :need visit is set to true. Therefore,
I
t
\ Changed 6= ?) t :need visit
The attributes in Computed
i 1;t
\ Changed either must have been evaluated on a previous
visit to t , or must be in Newborn. If an attribute was reevaluated in a previous visit to t ,
then t :need visit must be true (otherwise the visit would have been skipped). When an edit
ours, eah anestor of eah node ontaining an attribute in Newborn has its need visit ag
set. Therefore,
Computed
i 1;t
\ Changed 6= ?) t :need visit
and hene,
Args
i;t
\Changed 6= ?) t :need visit
Sine the evaluation sheme only skips a visit to t if t :need visit is false, it will orretly
reompute all neessary attributes.
The number of attribute instanes reevaluated by this sheme may be reasoned about in
terms of the sets aeted , that is the set of attribute instanes whose values hange in response to
an edit, and edit anestors, that is the set of tree nodes that are anestors of all the replaement
sites for an edit. If an attribute instane is reevaluated it must belong to a tree node that has its
need visit ag set at some point during the evaluation. That tree node will either be a member
of edit anestors or will have at least one attribute instane that has hanged. Hene the number
of tree nodes with attributes that are reevaluated is O(jaetedj + jedit anestorsj). Therefore,
under the assumption that there is some onstant bound for the number of attributes per
phylum, the number of attributes reevaluated is O(jaeted j + jedit anestorsj). In the worst
ase this is equivalent to O(jaeted j +k :h), where k is the number of sub-tree replaements
and h is the height of the tree. Judiious use of repetitions (rather than reursion) in the EBNF
grammar allow the tree struture generated to be of height O(lgN ), where N is the number of
nodes in the tree.
6 Fine-grained inremental evaluation of relations
Relations that are able to span arbitrary tree nodes (as well as refer to primitive values) play two
roles in the sheme presented here. External relations are part of the interfae of an evaluation
tool; they are the primary means by whih a tool an augment a program's representation
with semanti information. Internal relations provide similar power for representing semanti
information, but are used as attribute values within a tool. Both types of relation have an
implementation that permits eÆient propagation of hanges to semanti information.
Relations are implemented as objets in the underlying implementation language and relation-
valued attributes as referenes to these objets. Treating relation-valued attributes as referenes
enables eÆient treatment of aggregate values; e.g., if a symbol table is represented by a rela-
tion, then hanges to the delaration of a variable an be propagated to only the sites of its
use rather than throughout the entire sope, sine the tuples of whih the relation is omposed
an hange without hanging the value of any referenes to it. A form of dierential propaga-
tion is employed to propagate hanges to the tuples in a relation to aeted loations in the
attributed tree. The ombination of pass-by-referene and dierential propagation results in
a ne-grained treatment of aggregate values that uses statially omputed (oarse) attribute
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dependenies to ensure the well-formedness of the tool desription, and renes those oarse
attribute dependenies at run-time to gain the neessary eÆieny.
Two distint, yet omplementary, implementation strategies are provided for internal re-
lations: maintained and unmaintained. A maintained relation has an assoiated tuple ahe
that provides eÆient querying, whereas queries of an unmaintained relation are handled by
reevaluation of the relation's onstituent tuples.
6.1 The role of relations in inremental evaluation
As noted above, analysis and translation tools onstruted using the tehniques presented here
must ommuniate with the environment in terms of shared program representations. The
basi building bloks of representations in UQ? are abstrat syntax trees and relations. The
primary role of an analysis tool, however, is to augment some program representation with
semanti information. The types of semanti information that a tool should make available an
be readily aptured by relations that span arbitrary tree nodes, and fall into the following three
ategories.
Error annotations. Information about the presene of stati semanti errors an be aptured
as tree annotations. For example, a binary relation Error an be used to assoiate the
point where an error was enountered (i.e., some tree node) with an error message.
Semanti annotations. Muh of the semanti information omputed by an analysis tool is in
the form of semanti annotations or attributes assoiated with tree nodes. Relations an
be used to map tree nodes to semanti values, suh as type information. A tool an use
this tehnique to make some of the semanti information it omputes available to other
tools.
Strutural information. The most interesting appliation of relations in semanti analysis is
modeling the semanti struture of a program. This ategory of semanti information is
onerned with apturing relationships among program omponents; e.g., delaration-use
relationships.
The environment builder learly has many deisions to make regarding the modeling of
semanti information. These deisions an be summarized as what information should be made
available by a tool, and how that information should be aptured. The environment builder
should be aware of the ompositional power of relations; this an often be used to ombine
information from the latter two ategories above. For example, type information need not be
assoiated with eah use of a variable, but an be readily available through the omposition
of delaration-use relations and type information relations. Although internal relations do not
play the same role as external relations do, they have the same power for representing semanti
information. Their use enables eÆient treatment of internal representations and an aid the
denition of external relations.
6.2 Maintained vs. unmaintained relations
The attribute evaluation sheme desribed above assumes that the values of all attributes
are stored in the tree. Imposing this requirement on the ontents of internal relations is not
neessarily wise for reasons of spae eÆieny. Consider the denition of the NewBindings
relation desribed in Setion 4:
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ase < left ^ right >:
forall (string s, Bindable b)
rep->NewBindings(s, b) :- left->NewBindings(s, b) .
forall (string s, Bindable b)
rep->NewBindings(s, b) :- right->NewBindings(s, b) .
If eah NewBindings relation was implemented as a maintained relation then eah node of
the repetition would ontain a tuple ahe ontaining dupliates of all the tuples provided by
its two hildren. In this instane, maintaining all the tuples of eah NewBindings relation is
unneessary: the dierential propagation tehnique desribed below handles this ase eÆiently
without the aid of a tuple ahe.
Therefore, the deision as to whih internal relations are maintained is left to the envi-
ronment builder: the maintained modier for relation delarations may be used to this end.
A relation delared as maintained has a tuple ahe assoiated with it that enables eÆient
querying.
Maintained relations are best used seletively. Relations that are queried at many sites,
suh as relations that represent symbol tables for a partiular sope, are good andidates for
delaration as maintained, whereas relations that are primarily used to synthesize tuples from
two or more relations are best left unmaintained.
6.3 Dierential propagation
Fine-grained inremental evaluation of relation queries is ahieved by a form of dierential
propagation. Given an attribute A that depends on a relation R, A must be updated in
response to hanges in R. Dierential propagation exploits the possibility that A may depend
on only a subset of the tuples in R, ensuring that A is only reevaluated in response to hanges
to the relevant tuples in R. In the ase that A is itself a relation, hanges are propagated
eÆiently through A to any sites that query it.
Although relations are traditionally treated as sets of tuples, dierential propagation requires
them to be treated as bags (or multisets). The Prolog-like notation for relation denitions
permits dierent lauses of a relation to ontribute tuple sets that overlap. In a non-inremental
evaluator, set union would eliminate dupliate tuples. For dierential propagation to operate
orretly, however, these dupliate tuples should not be lost. For example, onsider a relation
denition of the form:
forall (integer x, integer y) this->R(x, y) :- this->S(x, y) .
forall (integer x, integer y) this->R(x, y) :- this->T(x, y) .
and suppose the tuple (0; 0) ourred in both S and T, and hene also in R. If that tuple
were to be removed from S, but not from T, it should remain in R. If R was represented as a set
it would be impossible to ahieve this without reevaluating T.
Dierential propagation relies on deltas to represent hanges to a relation in terms of tuples
that are removed from and added to it. This information may be onveniently aptured using
generalized bags [6℄, allowing positive, negative, and zero ourrenes of tuples. Coneptually a
generalized bag is a partial funtion from bag elements to the non-zero integers. Let B℄x denote
the number of ourrenes of x in the generalized bag B , and [[ ℄℄ denote the empty generalized
bag.
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Generalized bag addition and subtration are used throughout the following setion for
manipulation of deltas and relations. Generalized bag multipliation is used in the alulation
of deltas for relation lauses, as disussed in Setion 6.4. Generalized bag addition, subtration,
and multipliation are dened, respetively, as:
(B ℄ C )℄x = B℄x + C ℄x
(B [- C )℄x = B℄x   C ℄x
(B \ C )℄x = B℄x  C ℄x
Note that (G ;℄;\), where G is the set of all generalized bags, is a ring.
Dierential propagation relies on storage of dependeny information at run-time. Relations
maintain a set of query site objets to represent any loations in the attributed tree whih
depend upon them. A query site onsists of
 a tuple template, whih desribes a query of the relation (tuple templates are similar to
tuples exept that they may ontain \holes" to represent variables in the query),
 a pointer bak to the tree node from whih the query originates,
 a delta whih is used to aumulate hanges to the queried relation for later use at the
loation of the query.
A hange to a relation is represented as a delta. A delta is either a generalized bag of
tuples, or the speial value > whih represents an arbitrary hange to a relation. A > delta is
propagated whenever a more aurate delta annot be determined; e.g., due to hanges to the
underlying denition of a relation. A delta may be ltered using the tuple template assoiated
with a query site. Non-empty deltas that have been ltered in this way are assoiated with query
sites to failitate ne-grained inremental reevaluation of any aeted queries. In the algorithms
presented here, the funtionsMergeDeltas and FilterDelta are used to aid understanding. They
are dened as follows, where Æ, Æ
1
, and Æ
2
are deltas (generalized bags), and tt is a tuple
template.
MergeDeltas(>; Æ) = >
MergeDeltas(Æ;>) = >
MergeDeltas(Æ
1
; Æ
2
) = Æ
1
℄ Æ
2
FilterDelta(tt ;>) = >
FilterDelta(tt ; Æ) = [[x j x 2 Æ ^ x mathes tt ℄℄
Query sites are used both to observe and to aumulate hanges to relations. A query
site observes hanges by \subsribing" to the hanges relevant to it. Eah relation objet has
subsribe and unsubsribe methods that are used to ontrol the registration of query sites with
it (similarly to the Observer pattern [5℄). The hanges of interest to a query site are further
onstrained by its tuple template. A query site aumulates (relevant) hanges to a relation in
its delta. This failitates ommuniation of hanges from a relation to the sites that query it in
a manner ompatible with the statially omputed visit sequenes used to drive an evaluator.
Relations are dened by lauses in the meta-language, and eah instane of a relation objet
in the target language is an aggregate of orresponding lause objets. A lause objet is
omposed of query sites. Eah query site helps dene the relation that ontains it, and observes
the relation it queries. The relationships between relations, lauses, and query sites are shown
in Figure 3. For example, given the lause:
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+ tuple_template
+ tree_node
+ delta
TupleBag
applyDelta(Delta): Delta
query(TupleTemplate):
update()
calculateDelta(): Delta
propagateDelta(Delta)
*
*
*
QuerySite
Clause
<<abstract>>
calculateTuples(TupleTemplate):
calculateDelta(): Delta
TupleBag
clauses
observers
1
query_sites
tree_node
Relation
<<abstract>>
Figure 3: UML lass diagram depiting the implementation of relations
forall (integer x, integer y) this->R(x, y) :- this->S(x, y) .
there is a single query site orresponding to the query of this->S, and that query site plays
two roles:
 it is related to the lause under the query sites relationship shown in Figure 3, and thus
helps to dene this->R, and
 it observes this->S.
Eah relation objet has a method query whih takes a tuple template as a parameter
and returns the bag of tuples that math the tuple template. The query method is shown
below. Note that eah lause objet has a method alulateTuples, whih is generated from its
denition, to enumerate the tuples provided by the lause.
method Relation:query(tuple template);
begin
return
℄
2lauses
:alulateTuples(tuple template)
end
When a relation requires reevaluation its update method is alled by the appropriate visit
method; i.e., for a relation-valued attribute that is dened by one or more relation lauses,
a all to the attribute's update method is made in the body of the appropriate visit method,
rather than an assignment to the attribute. The update method alulates a new delta for a
relation by ombining deltas omputed for eah of its onstituent lauses. There are two main
ases to onsider here.
 If any attributes (relational or otherwise) that are used in the denition of a relation have
hanged then the relation needs to be reevaluated in its entirety. The potentially signif-
iant ost of a omplete reevaluation is mitigated by the use of a mixture of maintained
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and unmaintained relations. If the relation is maintained, then a new tuple ahe is al-
ulated, and the old and new ahes are ompared to onstrut a delta for propagation
to all aeted queries. If the relation is not maintained, then dierential propagation is
disabled, and > is propagated to all dependent queries. Propagation of > has a similar
eet on dependent relations as hanges to attribute values: if the dependent relation is
unmaintained then > deltas are also propagated to the sites where it is queried, other-
wise the relation is reevaluated in its entirety. For this reason it is important that the
environment builder uses an appropriate ombination of maintained and unmaintained
relations.
 Otherwise, the delta for eah lause is determined by the alulateDelta method of the
lause. The alulateDelta method of a lause is generated from its denition, and is
similar to the alulateTuples method, exept instead of simply performing eah query
on the right hand side of the lause, the deltas for eah query site are used to guide the
evaluation. If a relation is maintained, then one the delta for it has been omputed in
this manner, its tuple ahe is updated by applying the delta to it.
The update method is shown below. It requires three steps: alulating a delta (alulateDelta),
optionally applying the delta to the tuple ahe and onverting > into a more aurate delta
(applyDelta), and propagating the hange to dependent query sites (propagateDelta).
method Relation:update;
begin
propagateDelta(applyDelta(alulateDelta))
end
The alulateDelta method omputes a delta for the relation and resets the deltas of the
relation's onstituent query sites. Three passes are made over the lauses of the relation. The
rst pass updates attribute values used by eah lause (lauses maintain opies of any attribute
values they use: those used in relation queries are stored in the appropriate query sites, the
remaining values are stored as part of the lause itself; these values are updated relative to
attributes aessed via the relation's tree node eld, whih refers to the node in whih the
relation is dened). If any of these attributes have hanged sine the last time the relation was
updated, then the delta that is omputed must be set to >, sine it is impossible to determine
whih tuples should be removed from the relation. As a query site is updated, the relation
to whih it is subsribed is hanged as appropriate. If none of the relevant attributes have
hanged, however, then the seond pass alulates the delta for eah lause (as desribed in
Setion 6.4 below), and merges these to form the delta for the relation. The third pass resets
the deltas of the relation's ontituent query sites.
method Relation:alulateDelta;
begin
delta  [[ ℄℄;
for lause 2 lauses do
for query site 2 lause:query sites do
Update the elds of query site:tuple template from attribute values assoiated with
tree node and its hildren;
if query site:tuple template has hanged then
delta  >
end if
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end for;
Update any other attribute values used in lause from values assoiated with tree node
and its hildren;
if lause has hanged then
delta  >
end if
end for;
if delta 6= > then
for lause 2 lauses do
delta  MergeDeltas(delta; lause:alulateDelta)
end for
end if ;
for lause 2 lauses do
for query site 2 lause:query sites do
query site:delta  [[ ℄℄
end for
end for;
return delta
end
To illustrate the need for> deltas in alulateDelta, onsider the following relation denition:
forall (integer x, integer y) this->R(this->t, x) :- this->S(x, y) .
If the value of the attribute t were to hange, then all the tuples in R must be removed and
new ones omputed. However, by the time R is reevaluated, the tuples to be removed annot
be determined (unless R is a maintained relation, as disussed below) beause S may also have
hanged.
If the relation is unmaintained then the delta appliation step is trivial. A maintained
relation, on the other hand, requires its tuple ahe to be updated. If the delta to be applied
is >, then the tuple ahe is reevaluated in its entirety, and a more aurate delta is omputed
by omparing the old and new values of the ahe. Delta appliation is performed by the
relation's applyDelta method, the implementation of whih is speialized for unmaintained and
maintained relations.
method UnmaintainedRelation:applyDelta(delta);
begin
return delta
end
method MaintainedRelation:applyDelta(delta);
begin
if delta = > then
Let templ be a tuple template whih mathes all tuples;
t  
℄
2lauses
:alulateTuples(templ);
delta  t [- tuple ahe;
tuple ahe  t
else
tuple ahe  tuple ahe ℄ delta
19
end if ;
return delta
end
The nal step in the update proess is to notify all the relevant query sites that depend
upon the relation that it has hanged. A ltered delta is onstruted for eah dependent
query site and merged with the query site's delta so a dependent relation may use it in its
own update method. If the query site's delta is non-empty after the merge then the notify
method of the orresponding tree node is alled to ensure the dependent attribute is sheduled
for reevaluation. Two tehniques disussed in Setion 7 make it possible that a query site's
delta has not been onsumed before a further hange is made to the relation it queries. The
rst of these is the treatment of syntatially erroneous material, whih an hide ertain sub-
trees from the evaluation proess. The seond is preemptive evaluation, whih an restart an
evaluation before it has been ompleted. Hene, ltered deltas are merged with existing deltas.
Propagation is performed by the propagateDelta method, as shown below.
method Relation:propagateDelta(delta);
begin
for query site 2 observers do
query site:delta  
MergeDeltas(query site:delta;FilterDelta(query site:tuple template; delta));
if query site:delta 6= [[ ℄℄ then
query site:tree node:notify
end if
end for
end
The notify method shedules the tree node for visiting by the tree walking evaluator de-
sribed above by ensuring that the need visit ag is set in the node and all its anestors.
method Node:notify ;
begin
if not need visit then
need visit  true;
if parent 6= nil then
parent :notify
end if
end if
end
The orretness of the dierential propagation sheme is demonstrated in two parts: the
orretness of delta alulation, and the orretness of propagation.
The tuple bag for a relation is dened as R =
U
i21::k
C
R;i
, where C
R;i
is the tuple bag
orresponding to the ith lause of R. When R hanges to a new value R
0
, Æ
R
must be omputed
suh that either
 R
0
= R ℄ Æ
R
, or
 Æ
R
= >.
The seond ase is trivial: it will arise whenever any attribute instanes appearing in the
denition of R have hanged. In the rst ase, the alulateDelta method above will ompute
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the delta suh that Æ
R
=
U
k
i=1
Æ
R;i
, where Æ
R;i
is the delta for the ith lause. This delta is
orret aording to the following:
R
0
=
U
k
i=1
(C
R;i
℄ Æ
R;i
)
= (
U
k
i=1
C
R;i
) ℄ (
U
k
i=1
Æ
R;i
)
= R ℄ (
U
k
i=1
Æ
R;i
)
Furthermore, if the alulateDelta returns >, and the relation is maintained, then the delta is
omputed as Æ
R
= R
0
[- R, whih an be rearranged trivially to R
0
= R ℄ Æ
R
. Hene the delta
omputed for a relation is orret.
Delta propagation must ensure that all aeted queries of a relation are sheduled for reeval-
uation when the relation hanges. Consider a query site q , for whih q :tree node has an attribute
instane x that depends upon the value of the bag of tuples in R that math q 's tuple tem-
plate, T
q;R
= [[t : R j t mathes q :tuple template℄℄, where R is the relation queried. When R
hanges, x must be sheduled for reevaluation if T
q;R
0
6= T
q;R
. The propagateDelta method
omputes a ltered delta Æ
q;R
= FilterDelta(q :tuple template; Æ
R
). If Æ
q;R
6= [[ ℄℄ then x is shed-
uled for reevaluation by setting the need visit ag in q :tree node and all its anestors. Thus
the algorithm orretly shedules x , sine T
q;R
0
6= T
q;R
) Æ
q;R
6= [[ ℄℄.
Setting need visit ags in this way prevents any further visits to q :tree node being skipped.
Furthermore, x will not have been reevaluated yet, nor will the visit responsible for evaluating it
have been skipped, sine x depends on R. Hene the dierential propagation sheme reevaluates
relations orretly.
6.4 Calulating lause deltas
The algorithm for alulating deltas shown above relies on eah lause objet having a method
alulateDelta. These methods are generated from lause denitions in a similar manner to the
alulateTuples methods. Rather than enumerating all the tuples dened by a lause, however, a
alulateDelta method evaluates a lause inrementally by using the deltas previously omputed
for eah of the lause's onsituent query sites.
Given a lause of the form H :- Q
1
; :::;Q
k
, when any of the tuple bags generated by the
queries Q
1
; :::;Q
k
hange, a delta for the lause an be omputed by using both the deltas
assoiated with the relevant query sites and their new tuple bags. Coneptually, the tuples
generated by the queries Q
1
; :::;Q
k
are \extended" so that all the generalized bags involved in
the alulation involve the same variables. The tuple bag for a lause an now be written as an
equation of the form:
T
0
=
k
\

i=1
T
i
When a hange to any of the T
i
ours, a delta Æ
0
must be omputed suh that T
0
0
= T
0
℄ Æ
0
,
based on T
0
i
= T
i
℄ Æ
i
. When omputing Æ
0
the only information available is the urrent state
of eah queried relation (i.e., eah T
0
i
) and the delta for eah queried relation (i.e., eah Æ
i
).
The equation for T
0
0
an be rearranged in terms of eah T
0
i
and Æ
i
as follows. The proof of the
third step may be found in the appendix.
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0
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k
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i
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k
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i=1
T
i
℄
k
℄
i=1
(Æ
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j
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j
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T
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T
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Therefore,
Æ
0
=
k
℄
i=1
(Æ
i
\
i 1
\

j=1
T
0
j
\
k
\

j=i+1
(T
0
j
[- Æ
j
))
The alulateDelta method that is generated for a lause omputes its result aording
to this formula. The delta for eah query on the right hand side of lause is onsidered in
turn, and used to \drive" the evaluation proess. Tuples from eah delta are used to generate
variable bindings, limiting the number of tuples that must be examined from re-queried relations
(represented by the T
0
j
terms in the formula above). This leads to eÆient propagation in the
average ase, even though the worst ase still involves enumerating all the tuples for a lause.
To illustrate this method of alulating lause deltas, onsider the following relation lause:
forall (integer x, integer y) this->R(x, y) :- S(x, y), T(x, y), U(x, y) .
The delta for this lause is omputed aording to
Æ = (Æ
S
\ (T
0
T
[- Æ
T
) \ (T
0
U
[- Æ
U
)) ℄ (Æ
T
\ T
0
S
\ (T
0
U
[- Æ
U
)) ℄ (Æ
U
\ T
0
S
\ T
0
T
)
Suppose the tuple (0; 0) is added to T. In this instane Æ
T
= [[(0; 0)℄℄ and Æ
S
and Æ
U
are both
empty. The delta for the lause is omputed aording to:
Æ = Æ
T
\ T
0
S
\ T
0
U
The omputation proeeds by iterating over eah tuple in Æ
T
, generating variable bindings from
the tuple under onsideration, using those bindings to query S and U.
6.5 Implementing external relations
External relations are also implemented using deltas. Sine an external relation an be either
used or provided by a tool, but not both, there is no need to propagate hanges in the same
way as for internal relations. Queries of an extermal relation are treated similarly to the sheme
desribed above, and hanges to a queried external relation (as provided by the environment)
trigger notiation of the appropriate tree nodes using the propagateDelta method shown above.
Handling an external relation that is dened by a tool is ompliated by the fat that its
denition may be distributed among multiple tree nodes. Eah site that denes tuples for
an external relation is treated as an internal relation ontaining that site's ontribution. An
external relation has a single query site that is used to query eah ontribution. As ontribu-
tions are updated, hanges to them are propagated to the external relation, in preparation for
transmission to the environment upon ompletion of the urrent tree walk.
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7 User interation and inremental evaluation
The inremental evaluation sheme presented in this report diers from previous approahes
in that it is designed to be eetive in an interative setting. In partiular, the sheme is
intended for use in a language-based editing system whih employs a modeless syntax reognition
input paradigm. This leads to two main demands for semanti evaluators: the need to handle
syntatially erroneous or inomplete programs, and the need for eÆient proessing of input
provided a keystroke at a time. The former is ahieved by a simple strategy for attributing
syntax error-tolerant trees, and the latter by a preemptive evaluation sheme.
7.1 Syntax errors
Syntax errors neessarily our in a syntax reognition editor [3℄. Requiring that the program be
in a syntatially orret state before allowing semanti evaluation plaes an undue onstraint
on the usefulness of a semanti evaluator and may hinder the eetiveness of analyzers for
deteting semanti errors. Therefore it is vital that semanti evaluators generated using the
sheme desribed here be apable of performing evaluation in the presene of syntatially
erroneous or inomplete onstruts.
The inremental parsing sheme used in UQ? [3℄ onstruts an error-tolerant syntati repre-
sentation. For a semanti evaluator to handle syntatially erroneous programs it must perform
evalutions on this error-tolerant representation.
The parsing strategy desribed in [3℄ isolates erroneous material in a sub-tree rooted at a
node alled a repair root (Figure 4). A repair root is a non-terminal node whih has hildren
onsisting of:
 syntatially orret sub-trees,
 plaeholder nodes for hildren for whih a orret sub-tree annot be determined, and
 an error node that ontains material surrounding the point where a syntax error was
deteted and for whih a orret loation in the tree annot be determined.
Semanti evaluation over suh a struture is performed by ignoring the material stored
below error nodes, and using a default attribution sheme for plaeholders. Material stored
below an error node annot be evaluated sine either it is not in its orret plae in the tree, it
is syntatially inorret, or its syntati orretness is undetermined. By ignoring error nodes
a repair root may be attributed using the normal onstraints for its rule. A plaeholder must
be attributed using the default rule provided for its phylum (as desribed in Setion 4). The
responsibility for providing sensible attribution rules for plaeholders is given entirely to the
environment builder.
In some situations UQ?'s inremental parser annot determine appropriate plaeholder
nodes to plae below a repair root (this ours when the parser is unable to determine, from
a repair root's ontext, whih rule it orresponds to) [3℄. In this situation the nodes below
the repair root do not math any rule in the grammar, and the evaluation sheme must treat
the entire sub-tree rooted at the repair root as a plaeholder; i.e., default attribution rules are
applied at the repair root rather than plaeholder nodes.
Sine a sub-tree will never be visited when it is below an error node, there is no need to
set need visit ags for all the anestors of an error node when either a replaement ours
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Repair root
Correct sub−trees Correct sub−tree
Error node
Incorrect sub−tree
Sub−tree with no correct location
Error marker
Placeholders
Figure 4: Example of a repair root and the sub-trees arranged below it
below it or a query site below it is updated. Hene the notify method may be amended
to:
method Node:notify ;
begin
if not need visit and self is not an error node then
need visit  true;
if parent 6= nil then
parent :notify
end if
end if
end
An error node will be removed from the tree in response to a user edit whih eliminates the
orresponding syntax error. When this ours, the inremental parser attempts to reuse non-
trivial sub-trees below the error node. Likewise, a semanti evaluator may reuse the attribute
values assoiated with suh sub-trees, with a orresponding saving in evaluation time. Suh a
saving is partiularly important in a modeless editing system, where syntax errors are introdued
and eliminated often. The relative ease with whih the evaluation sheme is extended to handle
syntax errors is a validation, not only of the sheme itself, but also of the design hoies in
UQ?'s inremental parser [3℄.
7.2 Preemptive evaluation
Preemptive evaluation is a sheme whih helps inremental evaluators to keep pae with the
rate of user input. In a modeless editor, where eah keystroke is a omplete editing operation,
a naive approah to proessing user input will either lead to unaeptable delays between edits
and feedbak, or will require the user to expliitly invoke an evaluation via some ommand.
Preemptive evaluation overomes these problems by allowing evaluators to handle sequenes
of editing operations, rather than single edits. The sheme works by periodially heking for
new input during an evaluation, and preempting the ompletion of that evaluation in favour
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of inorporating the new input. Preemptive evaluation may be viewed as a form of multiple
sub-tree replaement handling where not all replaements are known at the beginning of an
evaluation.
The inremental evaluation sheme desribed in Setions 5 and 6 is designed to be tolerant
of preemption. Very little state information is maintained during an evaluation other than
information that atually forms part of the attributed tree struture. The state information of
the evaluator is omprised of:
 the run-time stak,
 sheduling information in the form of need visit ags, and
 relation deltas propagated to query sites.
The run-time stak poses no problem for preemption: abandoning part of an evaluation simply
requires the stak to be unwound (the algorithm below uses exeption handling to ahieve
this). The ways in whih sheduling information and propagated deltas are reorded in the
tree are speially designed to enable preemption. Both these forms of state information
aumulate in the tree until they are \onsumed" by the evaluation proess. If a tree node
ontains any aumulated state information when an evaluation is abandoned, then it will have
been sheduled for evaluation and will remain so until a restarted evaluation reahes it.
The urrent implementation of this sheme heks for new input, at the beginning of (some)
initial visits. Sine this is relatively expensive it is not performed at the beginning of eah
initial visit. Instead its exeution is ontrolled by a ounter so it is performed periodially. The
algorithm used is shown in the ChekForNewInput proedure below. Sub-tree replaements are
held in the queue pending . ChekForNewInput relies on the funtion LeastCommonAnestor
whih is dened as
LeastCommonAnestor(n;nil) = n
LeastCommonAnestor(nil;n) = n
LeastCommonAnestor(n
1
;n
2
) = n
1
t n
2
where t is the join operation on the t-semi-lattie based on the \desendant of" weak
partial order. The implementation of LeastCommonAnestor has running time O(h), where h
is the height of the tree. Assuming the EBNF grammar makes judiious use of repetitions the
running time will be O(lgN ), where N is the size of the tree. The sheme also relies on eah
tree node having an in rst visit ag whih is set for the duration of an initial visit to the node.
ChekForNewInput sans the queue of pending input, inorporating sub-tree replaements,
and omputing restart at whih indiates the point in the tree at whih evaluation will reom-
mene. If the evaluation is to be restarted an exeption is raised to ommene stak unwinding.
The operation of ChekForNewInput is illustrated in Figure 5.
proedure ChekForNewInput ;
begin
while there is input to be read do
Read a sub-tree replaement, and append it to pending
end while;
restart at  nil;
while pending is not empty do
new  the root of head(pending);
old  the node that will be replaed by new ;
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new
input
new
input
run−time
stack restart_at
Figure 5: Operation of ChekForNewInput
restart at  LeastCommonAnestor(restart at ; old);
if restart at = old then
restart at  new
end if ;
while not restart at :in rst visit do
restart at  parent(restart at)
end while;
Inorporate head(pending);
new :notify ;
Remove head(pending) from pending
end while;
if restart at 6= nil then
raise RestartExeption(restart at)
end if
end
Restarting is handled by initial visit methods. When a restart exeption is aught the
visit method will hek if the exeption has reahed the restart point. If so the evaluation is
restarted at that point, otherwise the node's in rst visit ag is reset and the propagation of
the exeption is ontinued. The revised template for visit 1 methods is shown below. The
boxed line of ode is only generated if the initial visit for a rule is the only visit for that rule.
method SomeRuleInstane:visit 1;
begin
if need visit then
restart :
begin
in rst visit  true;
ChekForNewInput ;
Evaluate attributes and perform sub-visits;
in rst visit  false
need visit  false fFinal visits only g
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on exeption RestartExeption(restart at)
if restart at = self then
goto restart
else
in rst visit  false;
raise RestartExeption(restart at)
end if
end
end if
end
8 Empirial evaluation
An empirial performane evaluation was arried out on the prototype implementation of the
tehniques disussed in this report. The tests were exeuted on an evaluation tool that im-
plements stati semanti analysis for the hypothetial language PL0, disussed in Setion 4.
Eah test involved a series of modiations to the (initially ill-formed) PL0 program shown in
Figure 6 using a ontrolled input soure that produed input at the rate of ten keystrokes per
seond. The tests were arried out on a Sun Ultra-5 with a 270 MHz CPU and 64 MB of RAM.
Eah test onsisted of 50 iterations of the following steps.
 A sequene of ten insertions and deletions of a \y" harater after the \x" on line 514 is
performed. Eah insertion auses eah of the 500 uses of the variable \x" to be invalidated,
and provides a good test of the evaluator's preemptive apabilities.
 The delaration \yi: integer;", where i indiates the urrent iteration, is inserted, one
harater at a time, on line 515. This insertion introdues a syntax error on all but the
last keystroke, at whih point the ten previously invalid uses of the variable beome valid.
 The proedure header \proedure Pi;" is inserted, one harater at a time, on line 526.
This leaves most of the remaining program in syntax error on eah keystroke exept the
\;".
 The proedure body \begin a01 := b01 end;" is inserted, one harater at a time,
on line 1033. This restores the syntati orretness of the program and exerises the
evaluator's ability to reuse attribute values as they move in to and out of error.
On eah iteration the size of the program inreases and the 500 assignment statements move
one level of nesting deeper. The front-end editor and the evaluator were synhronized at the
end of eah iteration. Eah iteration onsists of 68 keystrokes.
Four dierent tests were exeuted:
Keystroke by keystroke: a test with the evaluator running on every keystroke (with dier-
ential propagation enabled),
On demand: a test with the evaluator running on demand just one at the end of eah iteration
(with dierential propagation enabled),
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1 var
2 z001: integer;
3 z002: integer;
...
501 z500: integer;
502 proedure Q;
503 var
504 a01: integer;
...
513 a10: integer;
514 x: integer;
515
516 b01: integer;
...
525 b10: integer;
526
527 proedure P0;
528 begin
529 y01 := x + z001;
...
578 y50 := x + z050;
579 y01 := x + z051;
...
628 y50 := x + z100;
...
...
1028 y50 := x + z500
1029 end;
1030 begin
1031 a01 := b01
1032 end;
1033
1034 begin
1035 z001 := z002
1036 end.
Figure 6: PL0 program used for performane evaluation
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Test Evaluation
time (se)
Time per
keystroke
(se)
Preemptions Attributes
evaluated
Initial load 7.57 { { 48901
Keystroke by keystroke 172.50 2.54 { 1793850
On demand 3.52 { { 42488
No di. prop. 16.13 0.24 6 48079
Normal 11.62 0.17 7 58884
Table 1: Results of performane evaluation
No dierential propagation: a test with preemption enabled but dierential propagation
disabled (this was ahieved by modifying the applyDelta method to always return >, and
replaing all opy rules of relation-valued attributes with equivalent tuple assertions), and
Normal: a test with both preemption and dierential propagation enabled.
These tests were hosen to evaluate the eetiveness of preemption and dierential propagation
independently.
Eah test was exeuted three times and the results were averaged. The data for eah test
onsists of the evaluation time (not inluding time spent by the evaluator waiting for input),
the mean evaluation time per keystroke, the number of preemptions made, the number of visits
begun, the number of visits ompleted, and the number of attributes evaluated. Note that the
instrumentation of the evaluator to ount attribute evaluations has an eet on the time taken
by the evaluator. It is impossible to separate the testing of evaluation time and ounting of
attribute evaluations, however, as evaluation time has an eet of the number of preemptions
made. The results of the tests are shown in Table 1. Eah entry in the table shows the average
value per iteration. Data for the initial attribution of the tree was also olleted, whih gives
some indiation of the time required for a non-inremental evaluator.
The results for keystroke by keystroke evaluation are learly unaeptable and highlight the
neessity and utility of preemption. The results for evaluation on demand show that there is a
signiant overhead in peforming automati evaluation. This overhead is aeptable, however,
given that the average delay experiened by the user in the automati ase is signiantly
less than the 3.52 seonds exhibited by evaluation on demand. The evaluation time when
dierential propagation is disabled is signiantly greater than the normal ase. Note that
fewer preemptions ourred in this ase, sine the delays between initial visits were longer and
the evaluator ould inorporate more hanges per preemption. Hene fewer attributes were
reevaluated. For these tests, disabling dierential propagation resulted in an approximately
40% derease in the number of attributes evaluated per seond. When viewed in these terms
the benets of dierential propagation are lear.
The time per keystroke for the normal ase provides strong evidene for the viability of the
approah advoated here, and ompares favourably with the requirement that users experiene
no more than a 200ms delay in response to a keystroke [27℄. Note, however, that the data
here does not reet the maximum delay experiened by the user. Some keystrokes neessarily
imply more proessing than others (in partiular, ompare keystrokes that eliminate syntax
errors with those that introdue or maintain errors). It is diÆult to measure the maximum
delay due to the eets of preemption. Examining the performane of the evaluator in terms of
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average delays is aeptable, however, given the requirement to minimize delays over sequenes
of keystrokes disussed in Setion 2.
9 Related Work
In this setion the tehniques disussed in this report are ompared and ontrasted with previous
approahes to onstruting inremental semanti evaluators.
Previous work at the University of Queensland has foussed on a blok-based strategy for
inremental semanti evaluation [16℄. This strategy was designed to operate with a minimum of
storage overhead, and to minimize the eets of distant propagation of semanti hanges. The
Kiong and Welsh approah is a framework for the manual, but systemati, implementation of
evaluators. The main design hoie was a sarie in granularity in exhange for a lower ost
per unit of reevaluation. In priniple their approah was adaptable to automati asynhronous
evaluation, but in pratie was only implemented for analysis on request. In ontrast, the
sheme advoated here supports automati reevaluation in modeless editors at an aeptable
ost, and is generially implemented.
Work on the Centaur environment [2℄ has been based on Natural Semantis speiations for
programming languages. The use of suh speiations turns the problem of semanti evaluation
into one of automated proof of program properties. Attali et al. [1℄ demonstrate that, under
some irumstanes, suh proofs an be arried out inrementally. However, the overhead of
inremental evaluation in this ase appears to be too great: in some ases an inremental
evaluation requires more time than a non-inremental evaluation. The use of ordered attribute
grammars advoated here permits eÆient implementation through stati typing and statially
omputed evaluation plans.
Systemati approahes to inremental semanti evaluation typially use some form of delar-
ative language speiation. In partiular, attribute grammars [17, 18℄, or extensions to the
attribute grammmar formalism, have been the basis of many inremental semanti evaluation
strategies. The remainder of this setion is devoted to suh approahes.
Reps et al. [25℄ disuss the use of attribute grammars in language-based editors and present
an asymptotially optimal inremental attribute evaluation sheme for non-irular attribute
grammars. Elsewhere Reps also provides inremental evaluators that avoid storing all attribute
instanes, and eÆient optimal evaluators for absolutely non-irular attribute grammars, and
ordered attribute grammars [26℄. Alternative strategies for the latter are presented by Yeh
[34℄, Yeh and Kastens [35℄, and Maddox [22℄. The evaluation sheme presented here ahieves
inrementality in a similar manner to that proposed by Maddox, through the use of visit
ahing. Several approahes support multiple sub-tree replaements [24, 35, 22℄, all with the
same asymptoti omplexity as the sheme advoated here. The preemptive evaluation sheme
disussed in Setion 7.2 is a novel addition to inremental evaluation and an be viewed as a
generalisation of earlier tehniques for handling multiple sub-tree replaements.
Although Reps' approah is optimal, it suers from eÆieny problems due to limitations of
the attribute grammar formalism; in partiular, updating long opy-rule hains and aggregate
values. Reps et al. [24℄ present solutions to these problems based on modest extensions to the
attribute grammar formalism to allow expliit referenes to \remote" attributes, thus avoiding
the need for opy rules in many situations, as well as a table attribute type to handle updates
to aggregate values eÆiently. Hoover presents a method for handling opy rule hains [8℄
whih requires no extension to the attribute grammar formalism. This model is extended by
30
Hoover and Teitelbaum [9℄ to support eÆient handling of aggregate values. Several alternative
solutions to these problems also exist [12, 7, 4, 22℄.
One of the most interesting extensions to the attribute grammar formalism is the addition of
relations. Relations play an important role in a software development environment [21, 33, 13℄,
being used for purposes suh as doumentation, traeability, and apture of ontext sensitive
struture. Horwitz and Teitelbaum [10, 11℄ provide a method of ombining relations with at-
tribute grammars, and laim that the two are symbioti: attribute grammars an failitate more
powerful relational omputations than onventional relational query languages, and relations
provide a onvenient solution to long-distane attribute ow problems. Li [20, 19℄ takes this
notion one step further by providing a model of relational equations whih replae attribute
equations. The authors of both of these models reognize the power of a relational model, both
for stati semanti heking and for provision of sophistiated query failities.
Maddox [22℄ presents an inremental evaluation sheme based on a ombination of attribute
grammars, funtions, relations, and objets. The approah is based on visit ahing for ordered
attribute grammars, and renement of stati dependeny information at run-time. Visit ahing
was explored earlier by Vogt et al. [30℄ in the ontext of inremental evaluation in a pure
funtional language.
The treatment of relations proposed in this report is similar to the shemes presented by both
Li and Maddox. Extending attribute grammars to support relation-valued attributes provides
many benets, inluding an eetive solution to problems with long-distane semanti eets
and handling of aggregate values. The sheme proposed here also subsumes the Horwitz and
Teitelbaum model of relations through its support for external relations that an be queried and
navigated by the user. The dierential propagation sheme disussed in Setion 6 provides a
single eÆient ne-grained approah to inremental evaluation of relations that sales well from
relation-valued attributes to external relations. In addition, the sheme presented here provides
a more natural treatment of relations than Li's by employing a Prolog-like notation for relation
denitions rather than relational algebra. The dierential propagation sheme presented here
enables a ne-grained approah to inremental evaluation of relations that is missing from the
shemes presented by both Li and Maddox.
There have been many other extensions to the attribute grammar formalism to make it
more useful in an interative environment. Kaplan et al. [14℄ disuss the use of attributed
graph grammars to provide a natural representation of ontext sensitive information, and to
overome the eÆieny problems assoiated with attribute grammars. A similar approah is
taken by Vorthmann [31℄, by providing a graph substrate to an attributed tree. Teitelbaum and
Chapman [28℄ disuss the use of higher-order attribute grammars in an editing environment.
In pratie, suh extensions make the formalism more diÆult to implement eÆiently due
to the absene of statially omputable evaluation plans. In ontrast, the marriage of Ordered
Attribute Grammars and relations advoated here provides a formalism that is relatively simple
to implement and enables eÆient inremental treatment.
No tehniques similar to those presented in Setion 7 (evaluation around syntax errors and
preemptive evaluation) have been proposed elsewhere. Both of these tehniques stem from the
demands plaed on an evaluator by user interation, a topi whih has been largely overlooked
in the literature.
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10 Conlusions
This report has presented new tehniques for inremental semanti evaluation. These tehniques
arise from putting the problem of semanti evaluation in ontext; in partiular, the ontext of an
interative programming environment with its assoiated user needs. The partiular ombina-
tion of visit ahing, dierential propagation of hanges to relations, syntax error handling, and
preemptive evaluation arose from the ontext of a modeless syntax reognition editing system.
Visit ahing was hosen to handle basi inremental operation due to its relative simpliity,
making it a useful basis for the more sophistiated extensions disussed here. Dierential prop-
agation of hanges to relations serves as a powerful tehnique for handling aggregate values
and long-distane eets eÆiently. The need to handle syntax errors eÆiently is a result of
the syntax reognition editing paradigm, and the tehnique for doing so was made simple by
virtue of the visit ahing approah. Preemptive evaluation makes automati reevaluation in
a modeless environment feasible, presenting signiant benets to the user. Furthermore, the
generi implementation of these tehniques makes the task of building inremental semanti
evaluators simpler and less error prone than if they were onstruted by hand.
Several possibilities exist for extension of this work. A more exible meta-language ould
make tool desription easier and more widely appliable; e.g., support for programmer-dened
abstrat data types to provide aess to library omponents in a way that maintains the delar-
ative semantis of the meta-language. The partiular ombination of relations and attribute
grammars used here may be appliable to building non-inremental tools as well, but further
work would be required to determine how useful the formalism is in pratie. The algebrai
approah to reasoning about the inremental treatment of relations (Setion 6) ould have wider
appeal for onstruting other inremental data types, whether for use in an attribute grammar,
or as a general tehnique for program improvement. Finally, the appliation of the preemptive
evaluation tehnique may be useful in other interative systems as a general approah for oping
with type-ahead.
Inremental semanti evaluation has been an established area of researh for many years.
Previous approahes to the problem have largely overlooked the impat of user and arhitetural
requirements. Consequently, we believe, the adoption of suh tehniques by the wider software
engineering ommunity has been disappointingly small. It is only with onsideration of this
ontext that inremental semanti evaluators an be developed that will meet the needs of real
programmers. We believe that the tehniques disussed in this report represent a signiant step
forward in this area, and that they make the promise of realisti, widely used language-based
editing systems not only more feasible, but more desirable.
Appendix
This appendix proves the following theorem, whih is used in Setion 6.4.
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The proof involves indution on k . The indution hypothesis (for k = n) is:
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e the theorem is true for k = n + 1.
All that remains to be shown is that the theorem is true for k = 1:
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