Abstract. We consider a model of a two-dimensional interface of the SOS type, with finite-range, even, strictly convex, twice continuously differentiable interactions. We prove that, under an arbitrarily weak potential favouring zero-height, the surface has finite mean square heights. We consider the cases of both square well and δ potentials. These results extend previous results for the case of nearest-neighbours Gaussian interactions in [DMRR] and [BB]. We also obtain estimates on the tail of the height distribution implying, for example, existence of exponential moments. In the case of the δ potential, we prove a spectral gap estimate for linear functionals. We finally prove exponential decay of the two-point function (1) for strong δ-pinning and the above interactions, and (2) for arbitrarily weak δ-pinning, but with finite-range Gaussian interactions.
Introduction
Even though the understanding of phase separation and related interfacial phenomena for two-dimensional systems such as the Ising model, has greatly improved recently, the situation for three-dimensional systems remains quite unsatisfactory. For example, even in the three-dimensional Ising model, several basic questions remain open: Existence of a roughening transition, proof that the wetting transition occurs at a non-trivial value of the boundary magnetic field (or proof of the contrary), or even instability of the (1, 1, 1)-interface. To gain some insights in these problems, it is very useful to consider simpler SOS-type, effective models for interfaces. In these models, the interface is modelized as a function h from a subset of Z d to R (or Z, but we restrict our attention to the former case) where h i ≡ h(i) represents the height of the surface above, or below, the site i; the energy associated to this surface is specified by some function of these heights, H(h) = i,j Ψ ij (h i −h j ). Unfortunately, even these much simplified models remain rather difficult to handle, and most of the results which have been obtained are restricted to the Harmonic case, where Ψ ij (h i − h j ) = 1 2 (h i − h j ) 2 . It is therefore valuable to find ways to extend such results to a larger class of models, by providing arguments which are less sensitive to the particular features of the underlying interaction.
The aim of the present work is to extend to a large class of interactions results about the pinning of an interface by a weak potential. We emphasize that these results do not follow from perturbation around the Gaussian case. Let Λ L = [−L, L] 2 ∩ Z 2 . It is well known that the mean square height at any fixed site i ∈ Λ L w.r.t. the Gaussian measure with 0-boundary condition has a logarithmic divergence in the thermodynamic limit. However, it was shown in [DMRR] that the addition of an arbitrarily weak self-potential favouring height 0 would localize the surface, in the sense that this mean square height remains bounded uniformly in L. We show that this holds for a large class of finite-range nonGaussian interactions.
As a byproduct of our technique, we also obtain an improved version of a result of [BB] proving the existence of a massgap for the model with nearest-neighbours, Gaussian Date: February 1, 2008. 1 interactions, in the presence of an arbitrarily weak pinning potential. Even though we are not able to extend their result to non-Gaussian interactions, we show that it holds in the following situations: (1) For a large class of finite-range non-Gaussian interactions but with a sufficiently strong δ-pinning, and (2) for a large class of finite-range Gaussian interactions with arbitrarily weak δ-pinning.
We finally prove the following new result (as far as we know) on the tail of the distribution, valid for the same class of finite-range non-Gaussian interactions submitted either to square-well or δ potentials: the probability that the height of the interface above some site i is larger than T (large) is bounded from above by exp(−O(T 2 / log T )); this implies of course existence of all moments, including exponential ones. If the interaction has bounded second derivatives, then we also prove the corresponding lower bound.
We restrict our attention to dimension two since it is the relevant case to describe an interface in a three-dimensional medium. It is also the most interesting one as far as pinning is concerned. Indeed, in dimensions greater than two, the situation is completely different: The mean square of the height of the interface is already finite without a pinning potential. The behaviour of the two-point function is also different: without pinning potential, it has a power-law decay. However, the addition of such a potential would make this decay exponential.
In Section 2, we define the models and state the main results of this paper. Proofs of these statements are given in Sections 3 and 4. Our main estimate, Proposition 5.1, is proved in Section 5. Some technical estimates are given in the appendix.
Models and results
Let r be some strictly positive integer, the range of the interaction. The interaction between sites i and j, Ψ i,j (h j − h i ) is supposed to satisfy the following conditions:
• Smoothness: Ψ k is twice continuously differentiable.
• Irreducibility: Ψ k is convex, i.e. Ψ ′′ k (x) 0. Moreover, there exists c > 0 such that the random walk on Z 2 with transition rates P c (0, j) given by 1 if Ψ ′′ k (h) c ∀h, and 0 otherwise, is irreducible.
All these conditions are natural, and standard in this kind of problem, except for the last one, which happens to be necessary to be able to use standard result about the random walk appearing in the random walk representation (described below) of a related Gaussian model obtained using Brascamp-Lieb inequality. Remark: The hypothese on translation invariance could be removed easily. We only left it for notational convenience.
Let b ∈ R and let Λ ⋐ Z 2 . The Gibbs measure with b-b.c. in Λ is the probability measure on R Z 2 given by
where ij r is any pair of distinct sites i and j such that j − i ∞ r and δ b is the point-mass at b. Expectation value and variance with respect to µ b Λ are denoted by · b Λ and var b Λ ( · ). Let ε and a be two strictly positive real numbers; the potential V : R → R is defined by
where χ(A) is the indicator function of the event A. The Gibbs measure with 0-b.c. on Λ and potential V is the probability measure defined by
Expectation value with respect to this measure is written
Our first result shows that, for any ε and a, the mean square height of the field is finite, uniformly in L. This generalizes the corresponding result of [DMRR] valid for nearest-neighbors Gaussian interactions.
Theorem 2.1. There exists a constant C 1 = C 1 (a(e ε − 1), c, r) < ∞ such that, for any i ∈ Λ L and ∀L,
Note that the fact that C 1 depends on a only through the product a √ c is natural, since otherwise we could improve the result by rescaling the field h.
In fact, using the same techniques, it is possible to obtain a much stronger statement about pinning of the field, namely existence of exponential moments. Indeed, this is a consequence of the following estimates on the tail of the height distribution.
Theorem 2.2. There exist C 3 = C 3 (a(e ε − 1), c, r) and T 0 = T 0 (a(e ε − 1), c, r)a such that, for all T > T 0 with T ≫ a, and all L,
c , for all k and h, then there exists a constant
In [BB] , a statement analogous to Theorem 2.1 was proved, together with the exponential decay of the 2-point function, for a slightly different measure to which we will refer as the δ-pinning. Their measure corresponds to
where J is some real parameter. (In fact, they considered the Gaussian case, with periodic boundary conditions and nearest-neighbors interaction). Expectation value and variance with respect to µ J
The measure in (4) can be seen as the limit of the measure µ V Λ L , when ε → ∞ with 2(e ε − 1)a = e J (using, for example, Lebesgue's Theorem). Since the bounds in Theorems 2.1 and 2.2 only depend on the product (e ε − 1)a, they readily give the following 1 Corollary 2.1. There exists a constant
It is in fact possible to obtain bounds on more general quantities. Indeed, we have the following Theorem 2.3. There exists a constant
where (α, h) = i∈Λ α(i)h i .
Remark: This result implies in particular that, for any
It does not seem possible with our techniques to prove the same kind of result for arbitrary functions. However, it is still possible to get the following
The results we are able to obtain about exponential decay of the two-point function are less satisfactory. Since it is not clear how the technique used in this paper (and taken from [BB] ) should be used to prove exponential decay of the 2-point function in the non-Gaussian case (the corresponding random walk representation being much more complicated, see below), we have to restrict our attention to Gaussian interactions. The result we obtain in this case reads Theorem 2.4. Suppose that, in addition to the above hypotheses, the interaction is Gaussian, i.e. Ψ k (x) = c k x 2 . Then there exists C 6 = C 6 (J, c, r) > 0 such that, for all L,
c is small, then there exists
This improves the result of [BB] since it holds for 0-b.c. and finite-range interactions. In the non-Gaussian case, we are only able to prove exponential decay in the strong pinning regime, i.e. when the parameter J is sufficiently large. In this case, the following can be proved, Theorem 2.5. There exist J 0 and C 8 = C 8 (J, c, r) > 0 such that, for all J J 0 , and all L,
The basic strategy to obtain these exponential decay results is taken from [BB] . Our main contribution is Proposition 5.1 which replaces an estimate in [BB] the proof of which, based on reflection positivity and an entropy estimate, limited their analysis to nearestneighbors Gaussian interactions. Our method, more robust, is inspired in part by their entropy estimate.
A basic tool for our analysis is the following random walk representation of two-point functions (see [DGI] ). For any Λ ⋐ Z 2 and any i, j ∈ Λ (it is possible that i = j), the following holds
where η is a random walk on Z 2 starting at i, η s its position at time s and τ Λ = inf{s 0 : η s ∈ Λ}. Expectation of an event A depending only on η is given by
with E i,h [ · ] denoting joint expectation w.r.t. the symmetric diffusion h(s) and the random walk in Z 2 , starting at i, with jump-rate at time s given by
Observe that in the Gaussian case Ψ ′′ k = c k is independent of h and therefore E Λ,0
, the expectation w.r.t. the random walk in the plane starting at i, with jump-rate
We also use Brascamp-Lieb inequality in the following formulation. Let us introduce the following measure,
Expectation value and variance w.r.
where var 0,G Λ is the variance w.r.t. the Gaussian measure with 0-b.c. in Λ, obtained by setting Ψ k (x) = x 2 /2 if P c (0, k) = 1 and 0 otherwise (see beginning of the section).
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Mean square height of the pinned field and tail estimates
This section is devoted to the proof of Theorems 2.1 and 2.2.
3.1. Mean square. We prove now Theorem 2.1.
Expectation value with respect to µ V Λ L has the following convenient representation, close to the one used in [BI] and [BB] in the case of the δ-pinning,
where
j∈A χ(|h j | a). An upper bound on the mean square height of the field is easily obtained using (11). Indeed, we can write
Using Lemma 6.3 and (10), we get
Observe that the random-walk representation of Section 2 gives
where E i [ · ] denotes expectation with respect to the random walk starting at the site i, η s is the position of the RW at time s, and T A inf s 0 {η s ∈ A}. This last expression can be easily bounded using a well-known result about symmetric, irreducible random walks (see e.g. P12.3 in [S] ); we obtain
for some absolute constant C. Let R min be the smallest value of the diameter of sets B for which Proposition 5.1 applies. Since the range of the random-walk is r-connected, we can use our main estimate, Proposition 5.1, which shows that there exists K > 0 such that (B R (i) is the ball with radius R and center i)
This completes the proof of Theorem 2.1; the estimate on C 3 follows by taking the optimal R min above.
3.2. Tail estimate. We prove now Theorem 2.2. This proof is close to the previous one. Let us first prove the upper bound. Using the representation (11), we can write
Now this probability is easily evaluated: There exists C > 0 such that
Indeed, this follows from Chebyshev's inequality, Brascamp-Lieb inequality (10) and the variance estimate (15). Let R min be large enough so that we can apply our main estimate to sets B with diamB > R min . We get
We now have to find the asymptotic behaviour in T of this sum. Observe that the function
log R is convex, with a unique minimum at R 0 solution of
We cannot solve this equation, however we can easily find a lower bound on R 0 :
Observe that
The required upper bound is obtained by splitting the sum in the following way:
The exponential in the first sum is maximum when R = R 0 . Therefore,
The other part of the sum is easily taken care of by using the bound
and estimating the corresponding sum. This finally proves that
The proof of the lower bound is very similar. The main change is that we have to use some kind of reverse Chebyshev's inequality to bound χ(h i > T + a) 0 A c . This can be done by using the following well-known inequality (see [DS] for example),
where H(µ | ν) is the relative entropy of µ w.r.t. ν, and
Differentiating h i 0,α A c and using (10) and the reverse Brascamp-Lieb inequality [DGI] to bound the resulting variance in terms of the corresponding Gaussian quantity, we easily get
for some C > 0; the last inequality follows from well-known result on symmetric, irreducible random walks, as above. This implies that
We also have
Choosing α = 4(T + a) Cc log R, this yields
Cc log R ) exp{− 4(T + a) 2 Cc log R (1 − e −
4(T +a) 2
Cc log R )} .
To obtain the desired lower bound, it suffices to restrict the sum over R in (17) to the single term R = R, apply Lemma 6.2 to replace χ(
A c , and finally use (33).
Results for the δ-pinning
In this section, we prove Theorems 2.3, 2.4 and 2.5, and Corollary 2.3.
Estimate of variances.
We first prove Theorem 2.3 and its corollary. The proof is quite similar to those given in the previous section. We introduce the symmetric operator
where B N (i) = {j ∈ Z 2 : j − i 1 < N } and τ B N (i) = inf{s 0 : η s ∈ B N (i)}. From an easy adaptation of (1.21) in [L] , we know that there exists a constant C such that
Therefore, using (10) and our main estimate,
provided we choose M large enough. This proves Theorem 2.3.
Let us prove now Corollary 2.3. We have, similarly as above,
Since F is odd in each coordinate, we know that
Also, by a version of Brascamp-Lieb inequality proved in [DGI] ,
where F (h) ≡ i f i ∞ h i . Now the result follows from Theorem 2.3.
Mass generation.
The proofs of the last two theorems follow closely the approach of [BB] ; they are based on the representation (11), which yields the following expression for the 2-point function (valid for any interactions),
where E A i [ · ] denotes expectation value w.r.t. the random walk in random environment described at the end of Section 2. Let us first prove Theorem 2.4. In this case, the expectation with respect to the random walk is independent of A and therefore can be permuted with the sum over A, as was done in Section 3. Without loss of generality, we restrict our attention to sites i and j which are sufficiently far from one another so that we can use our main estimate, Proposition 5.1, to get
This can be estimated as in [BB] . We give here a proof for completeness. Writing
This concludes the proof of Theorem 2.4. We don't know how to make the corresponding proof in the non-Gaussian case, since in that case the expectation with respect to the random walk does depend on the set A, so it is not possible to permute it with the sum over sets A. Moreover, we cannot use the trick of Section 3 to recover the Gaussian case, since Brascamp-Lieb inequality does not apply to h i h j 
Each of these two terms can be decomposed in the following way.
The first of these integral can be dealt with as before. To control the second one, observe that our main estimate Proposition 5.1 implies the existence of a constant K > 0 such that and
as soon as K is large enough (which is true if J is sufficiently large); here the sum is over sets B which are r-connected and contain i and j. Using this, the second integral in (45) can easily be seen to decay exponentially with i − j 1 ; Theorem 2.5 follows.
Proof of the main estimate
This section is devoted to the proof of Proposition 5.1, which is the main estimate of this paper. The most important is the first statement, but the other also appear to be useful. This proposition roughly states that an arbitrarily weak pinning potential is sufficient to decrease (strictly) the free energy; its power, however, lies in the fact that it is not restricted to well-behaved subsets (in the sense of Van Hove for example), but even applies to "one-dimensional" ones.
We say that a set D ⊆ Z 2 is M -connected, if, for any x, y ∈ D, there exists an ordered sequence (t 0 ≡ x, t 1 , . . . , t n ≡ y) of sites of D such that t k − t k−1 1 M , for all k = 1, . . . , n. The diameter of a set D is defined by diamD = max x,y∈D x − y 1 .
Moreover, if a(e ε − 1) √ c is small enough, then there exists
3. For all ξ < 1, there exists C 9 = C 9 (a(e ε − 1)
Remark: In the case of the δ potential, a look at the proof shows that the statement corresponding to point 2. takes the form
Proof. Let us first 1. We introduce the following notations:
The weights ρ(A)
we denote by Prob. We also use the notation A A ∪ ∂ ext Λ L . What we want to obtain is a upper bound on
t3 t4 t2 t1 t5 t6 Figure 1 . The set A is represented by the black dots and the set C = {t1, . . . , t6} by the grey ones; the set B k (connected, here) is composed of all the sites centered on a shaded plaquette. The set A k is composed of the union of A and the sites t1, . . . , t k .
Observe that B k is also M -connected and diamB k > diamB. We can write
where One has therefore to bound the ratio of partition functions. If we enumerate the elements of C, say C = {t 1 , . . . , t |C| }, and define A k A ∪ {t 1 , . . . , t k }, we get
But, using Lemmas 6.4 and 6.5,
To go further, we need to use the properties that B k inherited from B. Let l ∈ N large enough (in particular l ≫ M ), but small compared to diamB; we consider a grid of spacing l in Λ, with cells C i . Observe that there exists two numbers ν ∈ (0, 1] and ρ ∈ (0, 1], independent of the set B k and of l, such that the following properties hold:
for all j ∈J, where {C j , j ∈ J} is a connected set of cells, andJ ⊆ J with |J| ρ|J|. Indeed, the first statements are a simple consequence of the M -connectedness of B k , and the last one is proven in the following way. Let {D i , i = 1, . . . , N D } be a set of disjoint square boxes in Z 2 , build with exactly 9 cells of the grid defined above, and such that the middle-cell of each such box belongs to {C j , j ∈ J}. We suppose that these boxes are chosen in such a way as to maximize N D under these constraints. Then 
We can therefore take ρ = 1 189 .
We'll restrict the summation in (51) on sets C ⊆ B k which satisfy
We number the elements of C as above, but in such a way as to ensure that
is connected for all 1 k |C| = |J|.
, which is always possible. Using this, we obtain
Indeed, (10) implies
since, by construction, d 1 (t k , A t k−1 ) √ 5l, and the expectation value can be estimated using the random walk representation and standard results about irreducible, symmetric random walk, see P11.6 and P12.3 in [S] for example. Therefore,
which implies
for someK l > 0 independent of B k (provided diamB ≫ l l 0 (a(e ε −1) √ c, M )). Therefore, we finally have
for some K > 0. The explicit bound on K follows by optimizing over l 0 above; this also explains the constraint on diamB.
Let us prove 2. Proceeding as in (51), we can write
We finally prove 3. Let R be a large enough integer; we write
provided R is large enough, by part 1. of the proposition. Now, similarly as before,
The conclusion follows from (53) and the construction, which imply that
Indeed this gives
6. Appendix: Proofs of some technical estimates
In this section, we give the proofs of several technical statements used in the previous ones. Since FKG inequality is used several times, we recall that, as a consequence of Corollary 1.7 in [HP] , measures of the form
are FKG.
Lemma 6.1. Let g be a positive, even function which is increasing on R + and such that g(0) = 0. Then, for any Λ ⋐ Z 2 , any A ⊆ Λ and any j ∈ Λ \ A,
Proof. We introduce g ր (h j ) = g(h j ∨ 0). Using symmetry, FKG twice and translation invariance, we can write 
Lemma 6.2. Let T > 0. Then, for all Λ ⋐ Z 2 , A ⊆ Λ and i ∈ Λ \ A, A c (h i > T − a) . Proof. The proof is completely similar to the previous one. We have
and Proof. This follows easily from Lemma 6.1 with g(x) = x 2 , and FKG inequality which yields Proof. The proof follows from the following elementary result, which is proved in [DMRR] : Let X be a random variable whose density under P is even and decreasing on R + . Then , where E[ · ] is the expectation value with respect to P. Let F j be the density of h j under µ 0 Λ . The evenness is obvious; let us check the monotonicity. 
whereC 1 andC 2 are two positive constants. Now, for x 0, Ψ ′ k−j (x) 0 and therefore the first term is negative. By FKG,
since Ψ ′ k−j is increasing and odd. Consequently, F ′ j (x) 0 for x 0.
