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The performance of recurrence networks and symbolic networks to detect weak nonlinearities in time series
is compared to the nonlinear prediction error. For the synthetic data of the Lorenz system, the network
measures show a comparable performance. In the case of relatively short and noisy real-world data from
active galactic nuclei, the nonlinear prediction error yields more robust results than the network measures.
The tests are based on surrogate data sets. The correlations in the Fourier phases of data sets from some
surrogate generating algorithms are also examined. The phase correlations are shown to have an impact on
the performance of the tests for nonlinearity.
Networks generated from time series have re-
cently attracted much attention as they provide
additional information about the data under con-
sideration. Various different ways of creating
such a network from a time series have been pro-
posed. In this paper, we use recurrence and sym-
bolic networks to detect weak nonlinearities. The
performance of these network measures is com-
pared to the well-known nonlinear prediction er-
ror. Since often only a limited amount of data
is available, we focus on relatively short time se-
ries with a few thousand time steps. We find
that while all methods perform equally well for
the synthetic data of the Lorenz system, the non-
linear prediction error yields the most robust re-
sults for real-world data from active galactic nu-
clei. The measurements are based on surrogates
which are ersatz data that contain no nonlinear-
ities. Analyzing different surrogate generating
algorithms, we find correlations in the Fourier
phases of some classes of surrogates which reveal
the existence of induced nonlinearities in the sup-
posedly purely linear data sets. We show that
these nonlinearities are responsible for the weak
performance of the surrogates in question.
I. INTRODUCTION
A recent milestone in the field of statistical physics has
been complex network theory.1 The constituents of com-
plex systems are translated into the nodes of a network
and their interactions are represented as edges. The net-
work then contains extensive information about the sys-
tem. While this procedure is straightforward for systems
like social or neural networks, there is no “natural” way
of how to create a network from a time series.
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Nonlinear time series analysis2,3 deals with the ques-
tion whether a time series has underlying chaotic dynam-
ics. To this end, some measure of nonlinearity, most of
which are derived from chaos theory, is calculated for the
time series. In order to make a significant statement,
the measure may also be applied to a set of so-called
surrogate data sets which mimic the linear properties of
the original data.4 As it is impossible to perfectly repro-
duce both the autocorrelation function as well as am-
plitude distribution, the available surrogate generation
algorithms focus on different aspects.4–6
One method of creating a network from a time series
is the recurrence network7–9 motivated from recurrence
quantification analysis (RQA).10 In RQA, the time se-
ries is embedded in an artificial phase space. The recur-
rence matrix then contains the information which points
are sufficiently close to each other in phase space. The
structural properties of the recurrence matrix can be
used to characterize different dynamic aspects of the time
series.10 By interpreting the recurrence matrix as an ad-
jacency matrix, a network can be constructed from the
time series. This approach may be used to character-
ize the underlying dynamical system9 or detect dynamic
changes by a sliding-window technique.8
Another approach is a network derived from an ordi-
nal partition of the time series.11 In a sliding window
scheme, the ordinal pattern of the windowed sequence
corresponds to the one node of the network. Nodes of
consecutive sequences in the time series are connected
in the network in order to save the temporal informa-
tion. Since the amplitude information is neglected, this
approach may be combined with a transition network,
where the nodes of the network are the binned amplitudes
of the time series.12 A node then represents a combina-
tion of amplitude binning number and ordinal pattern of
the windowed sequence.
Often it is sufficient to analyze the characteristics of
the network constructed from a time series. For example,
in Refs. 8 and 12 the bifurcation diagram of a nonlinear
system was analyzed. The different regimes were identi-
fied by dynamical changes of the measures as the control
parameter was varied. In other cases, the network mea-
sures are not as descriptive and have to be compared to
2other data sets. In Ref. 13, the network of a time series
was compared to a network that was created from points
which were randomly drawn from the time series. Sur-
rogates are another means to produce ersatz data. They
have the same linear properties, i.e., the same autocorre-
lation function, as the original data while the nonlinear
properties are randomized.4 They provide a significant
test for a given measure of nonlinearity by comparing
the measure of the original time series to those of the
surrogate data sets.
In this paper, we use recurrence and symbolic networks
to test for weak nonlinearities in time series. To this end,
network measures are calculated for the time series under
study and for surrogate data sets. The performance of
the network tests is compared to the nonlinear prediction
error. The Lorenz system is used as a source of low-
dimensional chaotic time series. In order to test both
the ability to detect nonlinearities and the susceptibility
to erroneously do so, the time series are mixed with a
linear autoregressive process. As real-world data, light
curves of active galactic nuclei (AGN) are examined. We
attribute the performance differences of some surrogate
generation algorithms to spurious nonlinearities that are
introduced during the creation of the surrogates.
The paper is organized as follows. In Sec. II, we present
the method of testing for nonlinearities with networks.
In Sec. III, we describe the data sets and the process
of mixing linear and nonlinear time series. In Sec. IV,
we compare the performance of the tests for different
data sets and surrogate generating algorithms. Induced
correlations in the Fourier phases of some surrogates are
also examined. Finally, in Sec. V, we conclude with a
discussion and a summary of the main results.
II. METHODS
A. Networks
To create a recurrence network, a time series {yn} of
length N is first embedded in an artificial phase space
using the method of delay coordinates.14,15 For an em-
bedding dimension d and delay time τ the method yields
the state vector yn = (yn−(d−1)τ , yn−(d−2)τ , . . . , yn) for
the time steps n = (d− 1)τ, (d − 1)τ + 1, ..., N − 1. The
adjacency matrix A of the recurrence network is defined
as
Aij(ǫ) = Θ (ǫ− |yi − yj |)− δij , (1)
where Θ(·) is the Heaviside function and ǫ an appropri-
ate threshold. The adjacency matrix connects points in
phase space that are sufficiently close to each other. The
recurrence network has thus a total of Nw = N−(d−1)τ
nodes. It is an undirected network since the adjacency
matrix is symmetric. The recurrence network of the
nonlinear time series shown in Fig. 1(a) can be seen in
Fig. 1(b).
The symbolic network proposed in Ref. 12 is a directed
network. Each time step n is associated with a symbol-
pair containing the amplitude information α(n) and the
ordinal pattern π(n). The former is calculated by binning
the time series in the interval [min({yn}),max({yn})]
into Q equal regions. α(n) is then simply the bin num-
ber of yn. To compute π(n), one considers the se-
quence [yn, yn+τ , ..., yn+(L−1)τ ] for a given time-delay τ
and window length L. The ordinal pattern π(n) =
(β1, β2, ..., βL) contains the indices sorting the sequence
such that yn−1+β1 ≤ yn−1+β2 ≤ ... ≤ yn−1+βL . For
example, the ordinal pattern corresponding to the se-
quence [1.2, 3.0, 2.0] is π = (1, 3, 2). The symbol-pair
at step n, (α(n), π(n)), is then one node of the network,
and it is connected by a directed link to the symbol-pair
(α(n + 1), π(n + 1)) of the successive time step. In this
representation, different time steps may correspond to
the same symbol-pairs. Only nodes whose symbol-pairs
are present in the time series are part of the network, the
actual number of nodes may thus be smaller than the
maximal possible value Nmaxw = Q · L!.
It was argued that the symbolic network provides a
simple and robust scheme for phase space repartition
where the window length L plays the role of the dimen-
sion d for time delay embedding.11,12 In Fig. 2(a), the
symbolic network constructed from the nonlinear time
series of Fig. 1(a) is shown.
B. Measures
For the recurrence network, which is an undirected net-
work, the local connectivity ρrecν is calculated by normal-
izing the number of nodes that are connected to node ν
by the maximal value,9
ρrecν =
1
Nw − 1
∑
i
Aν,i, ρ
rec =
1
Nw
∑
ν
ρrecν . (2)
Here, Nw is the number of nodes of the network and Aν,i
is the adjacency matrix of a recurrence network. The av-
erage connectivity ρrec is calculated by averaging over all
nodes of the network. If the attractor of the nonlinear
time series is successfully reconstructed by the embed-
ding, the recurrent trajectories will lead to a larger value
of ρrec as compared to linear data sets. This can be seen
in Fig. 1, where the average connectivity ρrec of a re-
currence network derived from a nonlinear time series is
compared to ρrec from surrogate data where the nonlin-
earities have been removed.
For the directed symbolic network described above, the
degree ksymν counts the number of links ending and start-
ing at node ν separately,
ksymν =
∑
i
Aν,i +
∑
i
Ai,ν , k
sym =
1
Nw
∑
ν
ksymν . (3)
As can be seen in Fig. 2, the nonlinear time series has
a smaller value of the average degree ksym than the lin-
ear surrogate. This can be understood by noting that
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FIG. 1. Comparing the recurrence networks of a nonlinear
time series and its AAFT surrogate. (a) A nonlinear time se-
ries with mixing parameter m = 0.60 (see Eq.(5)) consisting
of N = 2000 time steps with a stepsize of δt = 0.08. (b) The
recurrence network connects nodes that are sufficiently close
in the embedded phase space. The threshold ǫ = 1.632 was
chosen such that the average connectivity obeys ρ = 0.01.
The coordinates of the nodes in this representation are iden-
tical to the first two dimensions of the embedded time series
into d = 3 dimension with delay time τ = 2δt. The butterfly-
shape of the attractor of the Lorenz system is clearly visible.
(c) The distribution of the connectivity ρrecν for the recurrence
network. The average connectivity ρrec is marked by a verti-
cal line. (d)–(f) The same for an AAFT surrogate of the time
series. The recurrence network in (e) is obtained for the same
value of ǫ as for the original time series.
the quasi-periodic orbits (QPOs) of the attractor lead to
identical links between the symbols of the network, and
thus to a smaller average degree.
The nonlinear prediction error (NLPE) is a commonly
used test for nonlinearity.2,16 In Ref. 17 it was found to
be the one with the best overall performance for a broad
range of applications. The NLPE of an embedded time
series {yn} is defined as16
E = 1√
N − T
√√√√N−T−1∑
i=0
(yi+T − F[yi, g])2, (4)
where T is the lead time and F is a predictor. The pre-
dictor F is calculated by averaging over the future val-
ues of the g nearest neighbors of point yi a lead time T
ahead. As the NLPE is calculated in an artificial embed-
ding space, it also implicitly depends on the embedding
dimension d and the delay time τ .
In order to perform a statistical test, the measures are
compared to surrogate data described below. The size
α of a test is the probability that the null hypothesis
is rejected, although it is in fact true.17 A measure M
is compared to the measures {Msurro} of B realizations
of the surrogate data. As one expects a larger value of
the average connectivity for recurrence networks in the
presence of nonlinearity, the null hypothesis is rejected if
ρrec is larger than all the {ρrecsurro}. The number of sur-
rogates needed to achieve a given size of this one-sided
test is B = 1/α− 1. In the same manner, as one expects
smaller values of the average degree for symbolic net-
works in the presence of nonlinearity, the null hypothesis
is rejected if ksym is smaller than the {ksymsurro}. In the case
of the NLPE, the null hypothesis of linearity is rejected if
E is smaller than all the {Esurro}. By repeating the test,
one can calculate the discrimination power D(M) as the
ratio of the number of rejections of the null hypothesis
to the total number of tests.
For real-world data there are often not enough time
series available to calculate the discrimination power. In
this case, the significance of the deviation of the time
series from a set of surrogates is calculated as S(M) =
|M − 〈{Msurro}〉| /σ({Msurro}).
C. Surrogate algorithms
Surrogates are an important tool for the detection of
nonlinearities in time series.4,5,18–20 They are data sets
which mimic the linear properties, i.e., the autocorrela-
tion function, of the original data while possible higher
order correlations are randomized. The most commonly
used methods for generating surrogates are Fourier trans-
formed (FT) surrogates and their amplitude-adjusted
(AAFT) and iterative amplitude-adjusted (IAAFT) gen-
eralizations.
FT surrogates are compatible with the null hypothesis
of a linear Gaussian process.4 They are generated by ran-
domizing the phases of the discrete Fourier transform of
the original time series and subsequently performing the
inverse transform. The Wiener-Khinchin theorem guar-
antees the surrogates to have the same autocorrelation
function as the original time series. Being truly linear,
the surrogates can unveil higher order correlations, how-
ever, this test is limited to time series which themselves
obey a Gaussian distribution. The original time series
therefore has to be rank-ordered-remapped to a Gaus-
sian distribution prior to the analysis21.
AAFT surrogates extend the null hypothesis to a
Gaussian process which was distorted by an instanta-
neous, time-independent measurement function.4 Here,
a copy of the original time series is first rank-ordered
remapped to a set of Gaussian random numbers. Then,
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FIG. 2. Comparing the symbolic networks of the nonlinear
time series of Fig. 1 and its AAFT surrogate. (a) The nodes
(circles) of the network consist of symbols which are associ-
ated to each step of the time series, containing the ordinal
pattern and amplitude information with L = 3, τ = 2δt and
Q = 25. The symbols of two successive time steps are con-
nected by directed, unweighted links whose end points are
indicated by a thicker end. (b) The corresponding degree dis-
tribution. The average degree ksym is marked by a vertical
line. (c)–(d) The same for the AAFT surrogate of the time
series.
FT surrogates of this remapped time series are created.
Finally, the surrogates are rank-ordered remapped to the
original time series. The surrogate now mimics both the
autocorrelation function and the amplitude distribution.
The final step, however, leads to a whitening of the power
spectrum as compared to the original time series. In
Ref. 5 it was shown that this may lead to an erroneous
detection of nonlinearity in purely linear time series.
IAAFT surrogates were designed to overcome this
shortcoming.5 The method for generating IAAFT sur-
rogates starts with a random shuffle {sn} of the origi-
nal time series {yn}. The Fourier amplitudes {Φn} of
the original time series are saved. Now, the following
two steps are repeated iteratively. (1) Take the Fourier
transform of {sn}, replace the corresponding Fourier am-
plitudes by {Φn}, and transform back. {sn} has now
exactly the same autocorrelation function as {yn}, but
not the same amplitude distribution. (2) Rank-ordered
remap the resulting {sn} to {yn}. As step (2) changes
the power spectrum of the surrogate {sn} the two steps
are repeated until the rank-ordered remapping no longer
leads to a change in the surrogate.
III. DATA SETS
The tests for nonlinearity are applied to the well known
Lorenz equations.22 Time series containing N = 2000
data points with a stepsize of δt = 0.08 time units are
considered (similar to Ref. 17). The x coordinates {xn}
of the system are mixed with a (linear) autoregressive
(AR) process {an} in order to generate a new series {yn}
that contains a fraction m of the nonlinear series. The
same distorted AR process as in Ref. 5 is used, it reads
an = sn
√
|sn|, sn = csn−1 + ηn with c = 0.9 and noise
ηn drawn from a Gaussian distribution.
The mixed time series,
yn = m · xn + (1 −m) · an, (5)
is analyzed in order to test both the ability to detect weak
nonlinearities and the susceptibility to erroneously reject
the null hypothesis for linear time series. A realization of
a mixed time series for m = 0.6 and its AAFT surrogate
can be seen in Figs. 1(a) and 1(c).
In astrophysics, the analysis of light curves from AGN
is important as the detection of nonlinearities can be used
to test different theoretical models for the energy pro-
duction at the center of the host galaxy.23,24 An AGN
is a luminous region at the very center of a galaxy that
is powered by accretion onto a supermassive black hole.
Seyfert galaxies discussed here are a subclass of radio-
quiet AGN which are again subdivided in different types
ranging from 1 to 2, depending on the observed line
widths. It was argued that the variety of AGN is partly
the result of different aspect angles.25
The contributions of a test for nonlinearity are twofold.
First, linear models like global disk oscillation models26
can be rejected with the detection of nonlinearities. Sec-
ond, the analysis of the (nonlinear) dynamics can put to
test different nonlinear models. For example, it was ar-
gued that AGN are galactic black hole binary systems
with their masses scaled up.27 Black hole binaries can be
in the state of quasi periodic oscillation (QPO).28 One ev-
idence of the relation between galactic black hole systems
and AGN would be the detection and characterization of
QPOs in AGN data.25 A unified model for these objects
of very different masses and time scales would contribute
greatly to the understanding of the physical processes
close to a black hole.
The AGN data were taken from the public archive of
the XMM-Newton satellite. The measured count rate
of the pn-CCD camera was background subtracted and
binned to a stepsize of δt = 50 s. The first light curve
considered here is a measurement of the Seyfert galaxy
MCG-6-30-15 (MCG) taken during the 303th revolution
of the satellite around the earth.29 The time series is
shown in Fig. 3, top row. With a duration of more than
120 kiloseconds (ks), or N = 2497 time steps, it is the
longest time series considered here. The bright narrow-
line Seyfert 1 galaxy Mrk 766 (Mrk) has been observed by
all main X-ray observatories. Here, a measurement taken
by the XMM-Newton satellite, revolution 999, is used.30
50 20 40 60 80 100 120
0
5
10
15
20
25
30
35
40
co
u
n
t 
ra
te
 [
s−
1
] a) MCG
7.5 10.0 12.5 15.0 17.5
0
2
4
6
8
10
12
S
(E
)
b)
7.5 10.0 12.5 15.0 17.5
0
2
4
6
8
10
12
S
(ρ
re
c
)
c)
7.5 10.0 12.5 15.0 17.5
0
2
4
6
8
10
12
S
(k
sy
m
)
d) AAFT
IAAFT
FT
0 10 20 30 40 50 60 70
0
1
2
3
4
5
6
co
u
n
t 
ra
te
 [
s−
1
] e) Mrk
7.5 10.0 12.5 15.0 17.5
0
2
4
6
8
10
S
(E
)
f)
7.5 10.0 12.5 15.0 17.5
0
2
4
6
8
10
S
(ρ
re
c
)
g)
7.5 10.0 12.5 15.0 17.5
0
2
4
6
8
10
S
(k
sy
m
)
h)
0 20 40 60 80
t [ks]
0
10
20
30
40
50
co
u
n
t 
ra
te
 [
s−
1
] i) Ark
7.5 10.0 12.5 15.0 17.5
τ [ks]
0
1
2
3
4
5
6
7
8
S
(E
)
j)
7.5 10.0 12.5 15.0 17.5
τ [ks]
0
1
2
3
4
5
6
7
8
S
(ρ
re
c
)
k)
7.5 10.0 12.5 15.0 17.5
τ [ks]
0
1
2
3
4
5
6
7
8
S
(k
sy
m
)
l)
FIG. 3. Detection of nonlinearities in AGN time series. (a) The MCG time series, consisting of N = 2497 steps. (b) The
significances S(E) of the nonlinear prediction error E as a function of delay time τ . (c) The significances S(ρrec) of the average
connectivity ρrec for recurrence networks as a function of τ . (d) S(ksym) for symbolic networks as a function of τ . (e)–(h) The
same for the Mrk time series consisting of N = 1540 steps. (i)–(l) The same for the Ark time series of N = 1978 steps. The
step length of all time series is δt = 50 s. To calculate the significance, 400 surrogates were generated for each of the surrogate
generating algorithms FT, AAFT and IAAFT. For each measure, the 3σ detection limit is shown as a dashed line.
The light curve is shown in Fig. 3, middle row. Power
density spectra have been analyzed by Markowitz et al.,30
and a test for nonlinearity has previously shown a very
significant outcome.6 The significance of the detection of
a QPO in another measurement on Mrk31 was questioned
by Benlloch et al .32 The XMM-Newton observation of
Ark 564 (Ark) during revolution 930 is also examined33
(see Fig. 3, bottom row).
IV. RESULTS
A. Lorenz data
The delay time for the embedding of the mixed Lorenz
data is set to τ = 2δt = 0.16 such that the attractor is
clearly reconstructed for mixing parameter m = 1 (the
“pure” Lorenz data). The appropriate embedding di-
mension d is determined with the false nearest neighbor
statistics.34 This method confirms the absence of false
neighbors in the case of mixing parameter m = 1 for
d = 3. To calculate the discrimination power D(M) for
the three measuresM described in Sec. II, the tests of size
α = 0.05 are repeated 500 times. For m = 0 one expects
D(M) = α as there are no nonlinearities present in the
data and the null hypothesis is only rejected by chance
when comparing the linear time series to the B = 1/α−1
surrogates. Larger values of D(M) suggest then that the
measure M is susceptible to erroneously detect nonlin-
earity in linear data. By increasing m, it can be studied
how well weak nonlinearities are detected by the mea-
sure. Having checked that all tests perfectly detect the
nonlinearities for m > 0.6 we show results for the values
of m in the range m = 0, 0.05, ..., 0.6.
Varying the lead time T , the best results for the NLPE
were found for T = 2δt = 0.16. The discrimination power
D(E) as a function of m can be seen in Fig. 4(a). The
AAFT surrogates erroneously reject the null hypothe-
sis at m = 0, where the series is a pure AR process,
with a probability of 23 %. This observation was used in
Ref. 5 to argue the advantages of the IAAFT algorithm
which indeed shows a lower percentage of false rejections.
There, however, the performance of the algorithms was
not compared for time series with spurious nonlinearities.
In Fig. 4(a) it can be seen that at m = 0.2, the rejection
probability of the IAAFT algorithm is still 5.2 % which
is very close to the size of the test. Before using the FT
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FIG. 4. Detection of nonlinearities in the mixed Lorenz sys-
tem (see Eq. (5)). (a) Discrimination power D(E) of the
nonlinear prediction error as a function of mixing parame-
ter m. Tests were carried out for 500 realizations of the
mixed Lorenz system and three surrogate generating algo-
rithms AAFT, IAAFT and FT. The size α = 0.05 of the test
is shown as a dashed line. (b) The same for D(ρrec) for the
average connectivity of recurrence networks. (c) The same
for D(ksym) for the average degree of symbolic networks. For
comparison, the signed significance of a single realization of
the time series is shown as an inset for each measure M as
S±(M) = ±(M − 〈{Msurro}〉)/σ({Msurro}. In the insets, the
dashed line depicts the 3σ detection limit and the solid line
S± = 0.
algorithm, the data sets are rank-order-remapped to a
Gaussian distribution. The FT algorithm shows a good
performance, starting at about 7.6 % atm = 0 and show-
ing a rejection probability of 21.4 % at m = 0.2.
The same embedding parameters d = 3 and τ = 2δt are
used for the recurrence network. The threshold ǫ is cho-
sen such that the average connectivity of the time series
is ρ = 0.01. The same threshold is then used for the sur-
rogate data. Figure 4(b) shows the discrimination power
D(ρrec) of the test. The overall performance is similar to
the NLPE, but slightly weaker. For m = 0, the FT and
the AAFT surrogates have a slightly increased rejection
probability of 8.8 % and 10.2 %, respectively. For inter-
mediate values of the mixing parameter, 0.1 < m < 0.4,
the AAFT surrogates again show a high rejection prob-
ability, while the one for the IAAFT surrogates is very
low.
Since the role of the window length L of the ordinal
pattern is comparable to the embedding dimension d of
time-delay embedding, L = 3 is used for the generation
of symbolic networks. The same delay time τ = 2δt is
used as for the embedding with delay coordinates. The
amplitudes are binned to Q = 25 bins. The performance
is again comparable to the NLPE (see Fig. 4(c)). AAFT
surrogates have a slightly increased rejection probability
D(ksym) ≃ 9.8 % at m = 0, while it is again smaller
for the IAAFT surrogates at intermediates values of m.
Here, however, the difference in performance of the three
surrogate generating algorithms is very small.
Varying the embedding dimension d to larger values
has only a weak influence on the results of the NLPE,
while the discrimination power of the recurrence net-
works is already noticeably reduced for d = 4. Also the
discrimination power of the symbolic networks is sub-
stantially reduced for larger L. Increasing the lead time
T of the NLPE has almost no influence on the results.
The significance of tests based on a single realiza-
tion of the time series is shown in the insets of Fig. 4.
To facilitate the interpretation of the results for small
m, the signed significance is calculated as S±(M) =
±(M − 〈{Msurro}〉)/σ({Msurro} which only yields large
(positive) values if the measure M is larger (S+) or
smaller (S−) than the average value of the surrogates,
in conformity with the one-sided test of D(M). For each
test 200 surrogates were used. The AAFT surrogates
yield values above or near the 3σ detection limit for the
NLPE and for the symbolic networks already at m = 0.
A peculiarity is the negative value of S+(ρrec) ≃ −4 at
m = 0 for the IAAFT surrogate which indicates that
this measure detects more nonlinearity in the surrogates
than in the (linear) time series. For larger m, the transi-
tion to significant values is comparable to the one of the
discrimination power.
B. AGN light curves
One criterion of choosing the delay time τ for the
AGN data is the first zero crossing of the autocorrela-
tion function which varies from about 150δt = 7.5 ks
(Ark) to 350δt = 17.5 ks (MCG). A range of τ =
7.5, 10, 12.5, 15, 17.5 ks is chosen. Determining the em-
bedding dimension d, one has to find a compromise be-
tween avoiding false neighbors and maintaining enough
data points due to the large delay times τ necessary for
the data sets. d = 3 is a reasonable choice, as the number
of false neighbors is already well below 10 % for the AGN
light curves considered here. The lead time for the NLPE
is set to T = 250 s, or 5 time steps. The significances S(E)
of the NLPE for the three AGN curves depend strongly
on the choice of the surrogate generation algorithm (see
Fig. 3, second column). The FT surrogates show high
7significances for all curves. The AAFT surrogates show
significant values for the MCG and slightly significant
values S(E) ≃ 3.3 for the Ark, while the IAAFT surro-
gates stay near or below the 3σ detection limit for all
curves.
The significances of the tests from the recurrence net-
works with d = 3 are shown in Fig. 3, third column, as
a function of delay time τ . The AAFT algorithm yields
high significances for the MCG (S(ρrec) ≃ 10) and Ark
(S(ρrec) ≃ 5) time series, while the other two algorithms
show smaller significances. For the Mrk time series, the
FT surrogates yield the highest significance S(ρrec) ≃ 4,
the AAFT and IAAFT surrogates yield very low signifi-
cances as was already the case for the NLPE.
To achieve significant results for the symbolic network,
the sliding-window length is reduced to L = 2. The num-
ber of bins Q = 25 is the same as for the Lorenz data.
The obtained significances S(ksym) are similar to those
of the recurrence networks, but smaller. The AAFT sur-
rogates yield significant values S(ksym) ≃ 6 for the MCG
data, and values very close to the detection limit for the
Ark data. As for the previous tests, no significant values
are obtained from AAFT or IAAFT surrogates for the
Mrk data.
The results depend rather weakly on the embedding
dimension d. While the significances of the NLPE de-
crease with increasing d, S(ρrec) tends to slightly increase
for the FT surrogates. No significant results for S(ksym)
were obtained for larger values of L. For d or L larger
than 4, the number of data points becomes too small for
a reasonable analysis. Using the signed significance de-
fined in the caption of Fig. 4 only changes the sign of
some measures with insignificant values S < 1.
In Ref. 6 it was shown that the rank-ordered-
remapping steps of the AAFT and IAAFT algorithms
can introduce correlations in the Fourier phases of the
surrogates. This may lead to a nondetection of weak non-
linearities in the time series. The FT surrogates, which
are not rank-ordered-remapped, are not prone to phase
correlations by construction. In the following, we will ex-
amine nonlinearities in the form of phase correlations in
these surrogates for the Mrk data, where the difference
between the FT surrogates and the (I)AAFT surrogates
was most pronounced.
C. Phase correlations
In order to shed more light on the differences of the
surrogate generation algorithms, the Fourier phases are
analyzed using phase maps.35 The phases of the Fourier
modes {φi} are plotted versus the phases {φi+∆} of the
modes that where shifted by a phase shift ∆. For a linear
time series, the {φn} are independent, and thus scattered
uniformly in the square bounded by ±π. Structure in a
phase map shows that the {φn} are not independent,
which means that the phases contain information about
the time series. One way to quantify the correlation in
the phase maps is to calculate the cross correlation be-
tween {φi} and {φi+∆},6
c(∆) =
〈φiφi+∆〉
σ({φi})σ({φi+∆}) . (6)
The average is performed over all possible pairs of shifted
phases. c is normalized by the standard deviation of the
phases, σ({φi}).
The FT scheme, which stops after randomizing the
phases of the Fourier modes, is guaranteed to contain no
phase information. The rank-ordering (AAFT) and the
iteration scheme (IAAFT) can reintroduce phase correla-
tions to the surrogates that only at the beginning of the
algorithms were truly linear. As was shown for AGN and
financial market data in Ref. 6, these nonlinearities lead
to a non-detection of nonlinearities in the time series.
In order to examine the impact of the phase correla-
tions on the measures for nonlinearity, the NLPE of 200
surrogates of the Mkn data is plotted in Fig. 5(a) versus
the cross correlation c(∆ = 1) of the phase maps. The
delay time of the embedding is τ = 12.5 ks. An anticorre-
lation for AAFT and IAAFT surrogates is clearly visible.
This anticorrelation is quantified by calculating the cross
correlation between E and c, the values are shown in the
legend of Fig. 5. For the FT surrogates there are no
significant correlations.
Comparable results can be found for the recurrence
network. In Fig. 5(b), the average connectivity ρrec is
plotted versus the cross correlation c(∆ = 1). The values
are now correlated instead of anticorrelated. This can
be understood by noting that nonlinearities in the sur-
rogates, quantified by a large value of c, lead to larger
values of the average connectivity ρrec. In the case of
the symbolic networks, where the difference between FT
and (I)AAFT surrogates was less pronounced, ksym and
c are again anticorrelated, but the magnitude of the cor-
relation coefficient is not as large as for the other two
measures (see Fig. 5(c)).
V. DISCUSSION
The measures for nonlinearity derived from networks
show a performance comparable to the NLPE when an-
alyzing synthetic data of the mixed Lorenz equations.
The different surrogate generating algorithms show the
same tendencies for all measures: The AAFT surrogates
tend to have a larger rejection probability, which may
lead to a false rejection of the null hypothesis, i.e., a de-
tection of nonlinearity in a linear data set. The IAAFT
surrogates that were designed to overcome this problem
show a relatively small rejection probability even when
there is already a significant nonlinearity present in the
data. Such a nondetection of nonlinearity may lead to a
wrong (linear) modeling of the (nonlinear) system. The
FT surrogates show the expected increase of the rejection
probability when the nonlinearity is increased.
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FIG. 5. Phase correlations in the surrogate data of the Mrk
time series. (a) The Nonlinear prediction error E as a function
of the cross correlation in the phase maps c for ∆ = 1 (see
Eq. (6)). A strong anticorrelation between the measures is
clearly visible, the value of the cross correlation between E and
c is given in square brackets in the legend for each surrogate
generating algorithm. (b) The same for ρrec calculated for
recurrence networks. (c) The same for ksym calculated for
symbolic networks. The values of the original time series are
indicated by a white diamond. The dashed lines are shown
to guide the eye.
In the case of AGN data, the differences are more se-
vere. Significant values for all three light curves con-
sidered here are only obtained for the nonlinear predic-
tion error in combination with FT surrogates. The anal-
ysis confirms that this measure is among the most ro-
bust measures for nonlinearity17 and also that FT surro-
gates are not prone to induced nonlinearities during their
generation.6 The results suggest that the recurrence net-
work is better suited to reconstruct the underlying phase
space than the symbolic network which in all cases yields
smaller significances. The tests based on networks yield
significant values with AAFT surrogates only for two of
the three light curves considered here.
In the special case of the Mrk light curve, an analysis of
the phase relations of the AAFT and IAAFT surrogates
shows that these algorithms induce phase correlations in
the surrogate data which are correlated with the outcome
of the test for nonlinearity.6 These nonlinearities can ex-
plain the great differences between the significances of
the FT surrogates on the one hand, and the AAFT and
IAAFT surrogates on the other hand.
Analyzing the information encoded in the Fourier
phases provides additional insight in the nonlinearities
of a time series. In Ref. 36, the inverse approach was
performed by analyzing the impact of manually created
phase correlations on the outcome of nonlinearity mea-
sures. The correlations in the Fourier phases may thus
not only help for checking surrogates for their linearity,
but also provide a powerful tool to discriminate linear
from nonlinear time series.37
The analysis showed that surrogates provide a model-
independent statistical test for measuring nonlinearities
also in the rapidly evolving field of network analysis. Us-
ing FT surrogates of data that was rank-order-remapped
to a Gaussian profile (or already obey a Gaussian distri-
bution) seems to be the safest choice. In Ref. 38, net-
work measures derived from time series were compared
to those of random networks.39 It is probable that the
outcome of the test depends on the type of random net-
work used. “Surrogate networks” have been also been
proposed.40,41
To conclude, we have compared tests for nonlinearity
derived from networks to the nonlinear prediction error.
While the performances are similar for the mixed Lorenz
data, the nonlinear prediction error in combination with
FT surrogates yields the most robust results for the real-
world AGN data. Recurrence networks in combination
with AAFT surrogates yield significant values only in two
of the three AGN curves considered here. In the analy-
sis of the third curve, we found phase correlations in the
AAFT and IAAFT surrogates, which lead to a nonde-
tection of the nonlinearities. Similar but less significant
results are found for symbolic networks.
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