The main aim of face frontalization is to synthesize the frontal facial appearances from non-frontal facial images. How to estimate the frontal face-shape is a crucial but very challenging problem in the frontalization task. Most existing methods use a single shape template to fit in with frontal facial appearances, which will result in a loss of expressionrelated information. In this work, we present a novel facial expression-aware face frontalization method which directly learns the pair-wise relations between non-frontal face-shape and its frontal counterpart. The support vector regression is explored to train the pair-wise regression model. Considered the pair-wise relationship is non-linear, an appropriate cascade manner is applied to iteratively adjust and optimize the model. With the estimated frontal shape, facial appearances are synthesized through a texture-fitting process formulated by solving a simple optimization problem. The proposed method has been evaluated on a in-the-wild facial expression database. The experimental results shows an outstanding performance of both visual effects of expression recovery and facial expression recognition.
INTRODUCTION
Facial expression recognition (FER) in the wild addresses the unconstrained background and environment of facial images involving the challenging problem of large variations in head pose and occlusions [1] . FER based on 2D/3D view-invariant face-shape-free models have seldom been investigated. Most view-invariant models focus on the problem of face recognition, but not FER. View-invariant face-shape-free FER requires accurate alignment of face shape between non-frontal face and its corresponding frontal face, which is always challenging under various facial expression changes.
The existing view-invariant FER methods commonly focus on view modelling by learning the view-invariant features [2, 3] or training pose-wise classifiers [4, 5, 6, 7] . Most of the models need to be trained per viewpoint/person/expression in order to improve accuracy. Thus, a pose estimation step is always inevitable and the training data must be fairly large. Meanwhile, none of these methods address the problem of occlusions.
An appropriate way to overcome the above problems is to introduce face frontalization. Face frontalization is a comprehensive study which often involves face alignment, face morphing, face synthesis etc. Substantial progress has been made on face recognition [8, 9, 10] . The main purpose of face frontalization is to recover the frontal facial appearances from unconstrained images.
Frontal face-shape estimation is the fundamental step of face frontalization. The existing work in [6, 7, 11, 12] either achieve only person-specific frontalization or fail to rectify textures. The task of texture-fitting is to reconstruct facial appearances according to the frontal face-shape. In [9, 13] , piece-wise affine warp [14] is used for texture rectification.In [15] , symmetry-based strategy is used to compensate missing part due to out-of-plane head pose.
While frontal face-shape estimation is challenging, hard frontalization has shown its promising advantages. Currently, the approaches of [9] and [15] are the most effective generic (person-independent) face frontalization methods. They use a single 2D/3D reference facial template to fit facial appearances rather than estimating frontal face-shape. Both methods have successfully been tested for face recognition. However, hard frontalization may result in the loss of expression-related cues since all the obtained frontal faces share a same template shape. In order to achieve facial expression-aware face frontalization, a generic frontal face-shape estimation is inevitable.
In this paper, we focus on 2D generic frontalization and come up with an explicit idea of frontal-shape estimation and facial expression-aware face frontalization. Inspired by the success of regression based 2D face alignment and face morphing methods in [10, 16, 17] , we proposed a novel regression-based method for 2D frontal face-shape estimation. As is shown in Fig 1, a pair of a non-frontal facial image and its corresponding frontal image are collected in order to train the regressor pair-wise. Support vector regression (SVR) is chosen due to its effectiveness and simplicity. Empirically, one step SVR cannot fit well with all shape instances because the changes in poses, expressions and individual characteristics are non-linearly coupled. So we explored a cascade SVR to match with any possible shape features. In each cascade, we train a support vector regressor that best matches the groundtruth. During testing, the input face-shape will go through a sequentially cascade of SVR models and its frontal shape will be obtained.
The frontal face-shape can be viewed as base mash and we synthesize the frontal facial appearance by employing Active Appearance model instantiation [14] . The reconstructed face will be in frontal view and remain detailed expressions. Without using reference template, the facial geometric model for each input image will be unique. The details of facial shape, individual features and facial expressions can be maintained after texture fitting. The main contributions include: 1) We propose a SVR-based framework for facial expressionaware face frontalization which is a new research branch of view-invariant FER. As far as we know, this is the first work in which facial template is totally withdrawn and an explicit idea of 2D frontal face shape estimation is proposed by using regression-based model.
2) Unlike many other view-invariant FER methods which is extremely sensitive to the error of head pose estimation, there is no need for this method to estimate head pose, which effectively avoid the error accumulation.
3) Compared with other generic face frontalization method, the proposed method is able to reconstruct detailed facial expressions.
CASCADE SVR-BASED FACE FRONTALIZATION

Support Vector Regression
SVR is a supervised learning method for regression problem. Given the training data {(
Consider the linear function f (x) = ω, x + b, the SVR function can be expressed as:
where C > 0 is a constant which make the balance between maximum margin and tolerance , and ξ is the slack variable which suggests that part of error is tolerated.
After introducing dual problem and Lagrangian multipliers. The optimization problem becomes:
where α i and α * are the Lagrangian multipliers. The implementation of SVR varies. Quadratic programming is one of commonly used optimization method.
Frontal face-shape estimation
In this section, we present formulation the problem of SVR training. Given M annotated facial image pairs of non-frontal and corresponding frontal faces, the linear function of SVR can be defined as x 0 + Δx = ω, x 0 + b, where x 0 and x represents the shape vector for non-frontal and frontal images, respectively. So Δx = x − x 0 is known. Consequently, the final function can be expressed as:
This equation can be referred to as the linear function of SVR. Then we introduce the cascade manner of SVR regarding Δx i representing the obtained Δx in the ith cascade. In each cascade, we revise Eq.3 into:
and train a SVR model using: 
In the next cascade, we used the learned parameter to compute
In the new round,
and they will be used to train this round SVR model. With the cascade SVR iteratively moving on, the value of the parameters, C and , reduces gradually . The algorithm will stop when these parameters and Δx i turn zero. Empirically, the algorithm converges in 4 or 5 steps.
During testing, the non-frontal facial landmarks should be localized first. There are many existing facial landmark detection methods that has been proved to be effective. With the obtained facial landmarks, frontal face-shape will be estimated using Eq. 6 sequentially.
Face-texture fitting
Let I ∈ R m×n describe a non-frontal facial image whose landmarks is x 0 and corresponding frontal shape is x. The   Fig. 2 . Two different ways of collecting training data piece wise affine warp strategy can be directly used to compute the warped image W (I; p) [14] .
The frontal facial appearances are synthesized via a linear combination of a set of pre-defined eigen faces:
where U is eigen face vector and c is parameters. Consequently, the optimization problem can be solved by:
With a simple derivation, c can be obtained by c = U W (I; p). The synthesized frontal face can be obtained by Eq. 7.
EXPERIMENT
The performance of the proposed method has been validated in two tasks: 1) visual effects of frontal face reconstruction 2) FER in the wild.
Prepare for training data
Binghamton University 3D Facial Expression (BU3DFE) is a static 3D facial expression database which include 100 subjects with 2500 3D facial expression models. The training data are captured by rendering 2D images using 3D models. Images are captured at 7 pan angles (-45
• , 30
• , 45 • ) and 5 tilt angles (-30
• ), which results in totally 35 different viewpoints. Each training instance includes the position landmark points in one of the 34 non-frontal rotations and the corresponding points in frontal pose.
BU3DFE provide the 3D position of 83 landmarks for each 3D facial model. When the 3D landmark points were projected to 2D plane, there would be misalignments especially when there was large out-of-plane rotation. As is shown in figure 2 , the red points of 3D projection are obviously misaligned. So we use OpenFace to automatically detect landmark points. OpenFace [19] is a very simple and effective tool 
Frontalization and recognition
The shape model can be trained on the rendered 2D images from BU3DFE. For the two parameters of SVR, C is set by 10, 1, 0.1, 0.01 at the four iterations and is fixed to 0. In order to evaluate the performance on the unconstrained images, we use another database for testing. Statistical Facial Expression in the Wild (SFEW) [20] is a spontaneous facial expression database. It contains 700 images captured from movies labelled by seven categories: six universal emotions and neutral.
From Figure 3 we can see the outstanding performance of face frontalization. Whatever pan rotation or tilt rotation can be well recovered to the frontal view. Meanwhile, the facial expression related cues are maintained.
For FER, there is a standard evaluation protocol provided by the authors of SFEW. The evaluation is strictly personindependent. In this experiment, Local Binary Pattern (LBP) and Support Vector Machine (SVM) are used for feature extraction and emotion classification, respectively. In table 1, the methods of [6] and [18] are the state-of-the-art approaches. It is obvious that our method outperforms the others. The overall recognition rate of the proposed method is 10% higher than the others, which suggests a considerable improvement. Based on this result we can conclude that facial expression-aware face frontalization can achieve promising result for FER in the wild. In this comparison, we did not mention deep learn because our work focus on small sample learning task which is quite different from deep learning. Meanwhile, deep learning methods must use a large volume of external training data, which do not totally comply with the evaluation protocol of SFEW.
CONCLUSIONS
In this paper, we have presented a novel regression-based frontal face-shape estimation method for facial expressionaware face frontalization and applied it to FER in the wild. As far as we know, this is the first work that can achieves both face frontalization and facial expression recovery. The experiment on unconstrained images shows impressive visual effects of the synthesized faces and a significant improvement in facial expression recognition for the data in the wild.
