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We study transport properties of a two-dimensional electron gas, placed in a classically strong
perpendicular magnetic field and in constant and oscillating in-plane electric fields. The analysis
is based on a quantum Boltzmann equation derived for a weakly disordered two-dimensional elec-
tron gas. We consider disordered potential with both long and short range correlations. Electron
scattering off such disorder is not limited to small change in momentum direction, but occurs on
an arbitrary angle, including the backscattering. The non-linearity of the transport in the consid-
ered system is a consequence of two co-existing effects: formation of a non-equilibrium distribution
function of electrons and modification of the scattering rate off the disorder in the presence of dc
and ac electric fields. This work describes both effects in a unified way. The calculated dissipative
component of electric current oscillates as a function of the electric field strength and frequency of
microwave radiation in a qualitative agreement with experiments.
PACS numbers: 73.23.-b, 73.40.-c, 73.50.Fq
I. INTRODUCTION
The discovery of the microwave-induced resistance
oscillations (MIRO)1,2 and the zero resistance states
(ZRS)3,4 has raised interest in non-linear transport prop-
erties of two-dimensional systems (2DES) in a perpendic-
ular magnetic field at large filling factors. The dissipa-
tive dc magneto-resistance exhibits giant oscillations with
the inverse magnetic field when exposed to a microwave
radiation.1,2,5,6,7,8,9,10 The period of MIRO is controlled
by the ratio of the microwave frequency ω to the electron
cyclotron frequency ωc = |e|B/mc in magnetic field B.
In the high mobility samples the MIRO evolve into the
ZRS when the linear dc resistance becomes negative.11
These remarkable findings made it imperative to under-
stand the mechanism of oscillations preceding the onset
of the ZRS. The experiments were performed at rela-
tively high temperatures and low magnetic fields, when
the Shubnikov-de Haas oscillations are suppressed.
The appearance of the MIRO has been first attributed
to the modification of the impurity scattering rates in
the presence of the magnetic field.12,13,14 This scenario is
commonly referred to as the “displacement” mechanism.
It has been predicted15,16 that a different, so-called “in-
elastic” mechanism, dominates in the regime, where both
MIRO and ZRS were observed.3,4 According to Ref. 15,
the microwave radiation is responsible for formation of a
non-equilibrium component of the distribution function,
which is isotropic in momentum and oscillates as a func-
tion of energy. The amplitude of such non-equilibrium
component of the distribution function is characterized
by the temperature dependent rate of inelastic scattering
processes 1/τee due to the electron-electron interaction.
The analysis of Ref. 15 suggests that in weak electric
fields and at sufficiently low temperatures the “inelastic”
contribution from the non-equilibrium component of the
distribution function to the linear-response dc resistivity
is larger than the “displacement” contribution.
A different series of experiments focused on measure-
ments of the non-linear differential resistance in the ab-
sence of microwave excitation.17,18,19,20,21,22 In these ex-
periments, the differential resistance has been measured
in the Hall bar geometry as a function of the applied di-
rect current. This current creates a strong electric field
in a perpendicular direction, known as the Hall field,
provided that the magnetic field is strong, ωcτtr ≫ 1,
where τtr is the transport scattering time. The scat-
tering off disorder in the Hall field is accompanied by
a change of electron kinetic energy and leads to depen-
dence of transport characteristics on the strength of this
field. In particular, the differential resistance exhibits os-
cillations, called the Hall induced resistance oscillations
(HIRO), as a function of the Hall electric field strength
E. The HIRO were explained17 as a result of the geo-
metric resonance in the electron transitions between the
tilted Landau levels when the diameter of the cyclotron
trajectory becomes commensurable with the spatial mod-
ulation of the density of states. More rigorous approach23
employing the quantum kinetic equation showed that the
“inelastic” mechanism is important in a relatively narrow
interval of applied electric fields and the “displacement”
mechanism becomes dominant in the regime of strong
direct current, where HIRO were observed.
The effect of the microwave irradiation on the non-
linear transport was experimentally investigated in
Refs. 24,25, in which a 2DES was subject to both con-
stant and oscillating electric fields. The value of the dif-
ferential magneto-resistance depends on two dimension-
2less parameters
ǫdc =
|e|E(2Rc)
ωc
, ǫac =
ω
ωc
. (1.1)
whereE is the magnitude of the in-plane constant electric
field, Rc = vF/ωc is the cyclotron radius, vF is the Fermi
velocity and ωc is the cyclotron frequency; throughout
this paper we use ~ = 1. Maxima of the magneto-
resistance in the vicinity of the main diagonal of the two
dimensional (ǫac, ǫdc)-plane are obtained when the sum
ǫac+ǫdc is integer. Interestingly, this simple rule does not
hold farther away from the main diagonal ǫdc ∼ ǫac. And
in fact, the interplay between both types of excitation
gives rise to an unexpectedly rich structure of extremes
and saddle points of the differential magneto-resistance
in the (ǫac, ǫdc)-plane.
24
Oscillations of the differential resistance as a func-
tion of ǫdc are understood
17,18,19,23 in terms of elec-
tron backscattering off impurities, which corresponds to
change of electron direction on its opposite. Therefore,
an appropriate model of disordered potential has to in-
clude processes of electron scattering on an arbitrary an-
gle θ, including θ = π. Such potential has both long
range correlations being responsible for small angle scat-
tering, and short range correlations leading to backscat-
tering. The proper treatment of the disorder potential
with above properties requires a further extension of a
kinetic theory of 2DES,14 developed for smooth disorder.
The goal of the present paper is to construct a sys-
tematic theory of magneto-oscillations of the differential
resistivity of the 2DES in the presence of electric fields
of arbitrary strength. In experiments of Refs. 24,25,
oscillations have been observed at large filling factors,
∼ EF/ωc ≫ 1 with EF being the Fermi energy. In
this limit, we can treat the kinetics of electron gas semi-
classically. The analysis is performed in the experimen-
tally relevant range of classically strong magnetic fields,
1/τtr ≪ ωc. In the present work we focus on the situation
when Landau levels are not resolved, which implies the
inequality ωcτq . 1, where τq is the quantum scattering
time. The temperature is assumed to be relatively large,
T & ωc, so that the Shubnikov-de Haas oscillations are
exponentially suppressed; kB = 1.
The two most important contributions to the non-
linear electric current are the “inelastic” contribution
originating from the modification of the electron distri-
bution function5,15,23,26 and the “displacement” contri-
bution representing the changes of electron scattering
amplitudes off disorder. Additional contributions were
identified and studied in Ref. 26, but these contributions
have additional smallness in systems with mixed disorder.
The displacement mechanism can be studied by various
methods,12,13,14,27,28,29 which provide a qualitatively cor-
rect picture for electron transport in strong electric fields.
However, for a full description of the crossover from weak-
to strong- fields, the kinetic equation is necessary.
The paper is organized as follows. In Sec. II we present
a simplified analysis of magneto-oscillations in combined
constant and oscillating electric fields and summarize the
main results. In Sec. III the kinetic equation is derived
in the framework of the Keldysh formalism. We solve
the kinetic equation within a bilinear response in mi-
crowave field and apply this solution to calculation of
the non-linear current in Sec. IV. Sec. V contains an
analysis of the current beyond the bilinear in microwave
field response. Discussion and conclusions are presented
in Sec. VI.
II. MAIN RESULTS
A. Bilinear response to the applied microwave
radiation in strong dc electric field
In this section we present heuristic discussion of the
results of the paper for the dissipative current in strong
dc electric field, but consider the contribution to the elec-
tric current that is only bilinear in the microwave electric
field. Our analysis employs the semiclassical treatment
of electron motion in crossed electric and magnetic fields,
valid in the limit of high Landau level index EF/ωc ≫ 1,
where EF is the Fermi energy and ωc is a cyclotron pe-
riod. According to this picture electron scattering off
impurities amounts to the spatial shift of the guiding cen-
ter of the cyclotron orbit, Fig. 1. In the presence of the
electric, E = exE, and magnetic, B = ezB, fields, the
dissipative current results from the imbalance between
the drift of cyclotron orbits parallel to the electric field.
We denote a unit vector forming angle ϕ with the direc-
tion of the electric field ex by nϕ = {cosϕ; sinϕ; 0}. The
electron scattering resulting in the change of the direc-
tion of motion from nϕ to nϕ′ leads to the shift of the
guiding center ∆R given by
∆Rϕ→ϕ′ = Rcez × (nϕ − nϕ′) . (2.1)
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FIG. 1: Scattering off impurity leads to the shift of the guiding
center of a cyclotron electron trajectory.
We present the current as a sum of two contributions
j = j1 + j2 . (2.2)
3Here, the first term
j1 =2e
∫
dϕdϕ′
(2π)2
∫
dx
∫
dεν(ε, x)Γ1ϕ→ϕ′
× [f(ε, x)− f(ε, x+ ex∆Rϕ→ϕ′)]
(2.3)
describes the current in the absence of processes changing
electron energy by absorption or emission of a microwave
field quantum with energy ω. This term contains virtual
processes of electron scattering in microwave field, which
modify momentum scattering rate off disorder. Thus,
function Γ1ϕ→ϕ′ is the disorder scattering rate for the di-
rection of electron momentum from nϕ to nϕ′ and has
the following form within the Born approximation:
Γ1ϕ→ϕ′ =
[
1
τϕ−ϕ′
− Pω
τ¯ϕ−ϕ′
]
ν (ε, x+∆Xφ→φ′)
ν0
, (2.4)
where 1/τϕ−ϕ′ is the disorder scattering rate in the ab-
sence of electric and magnetic fields, and
1
τ¯ϕ−ϕ′
=
1− cos(ϕ′ − ϕ)
τϕ−ϕ′
. (2.5)
The dimensionless parameter
Pω =
v2F e
2E2ω
ω2 (ω ∓ ωc)2
(2.6)
is proportional to the microwave power. The upper
(lower) sign in Eq. (2.6) corresponds to the right (left) cir-
cular polarization of the incoming microwave radiation.
Close to the cyclotron resonance the dynamical screening
of the microwave field by electron system has to be taken
into account. This screening results in a modified form
of parameter Pω, see Ref. 30. The drift of the guiding
centers due to the microwave field effectively smears the
disorder potential felt by the electron. For that reason
the scattering rate Γ1ϕ→ϕ′ , Eq. (2.4), is suppressed by the
microwave radiation. This scattering rate suppression is
reminiscent of the “motion narrowing” phenomenon and
is further discussed in Sec. III C.
Apart from the virtual processes of electron interac-
tion with microwave field, there are real processes, which
are accompanied by the absorption and emission of pho-
tons. The second term in Eq. (2.2) takes into account the
contribution to the electric current from such processes:
j2 =2e
∑
±
∫
dϕdϕ′
(2π)2
∫
dx
∫
dεν(ε, x)Γ±ϕ→ϕ′
× [f(ε, x)− f(ε± ω, x+ ex∆Rϕ→ϕ′)] . (2.7)
The rate of such scattering processes can be written in
the form
Γ±ϕ→ϕ′ = Pω
ν (ε± ω, x+∆Xϕ→ϕ′)
ν0τ¯ϕ−ϕ′
. (2.8)
We emphasize that in the present subsection we do not
consider multi-photon processes. This approximation is
justified if the dimensionless parameter Pω ≪ 1. We
analyze the case of the arbitrary parameter Pω in Sec. V,
see also Sec. II B.
The angular integrals in Eqs. (2.3) and (2.7) are re-
stricted by the conditions ∆Xϕ→ϕ′ = ex∆Rϕ→ϕ′ >
0, and spatial integration is limited to the stripe
−∆Xϕ→ϕ′ < x < 0. The electron density of states has
spacial dependence in constant electric fields. This de-
pendence appears under the spacial integral and we dis-
cuss this dependence in more detail. In a perpendicular
magnetic field and in the absence of electric fields, the
density of states of a 2DES, ν(ε), has an energy modula-
tion with period ωc
ν(ε) = ν0
(
1− 2λ cos 2πε
ωc
)
, (2.9a)
where ν0 is the density of states in the absence of fields,
and the factor λ = exp(−π/ωcτq) . 1. A constant elec-
tric field tilts electron density of states along its direc-
tion, ex, resulting in spacial dependence of the density of
states:
ν(ε, x) = ν(ε+ eEx) . (2.9b)
We present the results for the non-linear current in
strong dc electric fields, ǫdc = 2 |e|ERc/ωc ≫ 1, where
the differential resistance exhibits an oscillatory behav-
ior. Rigorous analysis of Sec. IVC shows that in this
case the dominant contribution to the non-linear current
originates from the smooth component of the distribution
function, which can be taken as the Fermi-Dirac distri-
bution function at temperature T :
fT (ε) =
1
eε/T + 1
. (2.10)
Substitution of Eq. (2.4) to Eq. (2.3) gives the contri-
bution j1 to the current in the form .
j1 =
2e
ν0
∫
dϕdϕ′
(2π)2
∫
dεν(ε)ν(ε+eE∆Xϕ→ϕ′)
×∆Xϕ→ϕ′
[
1
τϕ−ϕ′
− Pω
τ¯ϕ−ϕ′
]
× [fT (ε)− fT (ε+ eE∆Xϕ→ϕ′)] . (2.11)
From Eq. (2.11) we obtain
j1 = σDE + δj
(2)
1 . (2.12)
Here the first term is the zeroth order in λ, neglecting
the oscillations of electron density of states in magnetic
fields in Eq. (2.11). This term corresponds to the classical
Drude contribution to the current at large Hall angles,
σD = e
2ν0
R2c
τtr
,
1
τtr
=
+π∫
−π
dθ
2π
1− cos θ
τθ
, (2.13)
4where τtr is the transport scattering time. The second
term in Eq. (2.12) represents a contribution to the cur-
rent, which is non-linear in the applied electric field E
and quadratic in parameter λ:
δj
(2)
1 =2λ
2e2ν0E
∫
dϕdϕ′
(2π)2
[
1
τϕ−ϕ′
− Pω
τ¯ϕ−ϕ′
]
× [∆Xϕ→ϕ′ ]2cos2πeE∆Xϕ→ϕ
′
ωc
. (2.14)
The contribution of the first order in λ, which is omit-
ted in Eq. (2.12), describes the Shubnikov-de Haas os-
cillations and can be estimated as ∝ σDλTλ. Here the
additional small prefactor λT = exp(−2π2T/ωc) appears
as a result of averaging of the rapid oscillations in the
density of states over thermal energies |ε| . T . The con-
tribution of the second order in λ contains a square of
the oscillating component of the density of states and is
not exponentially suppressed after integration over ther-
mal energy window. In this paper we consider the limit
of relatively high temperatures T ≫ ωc/2π. The latter
condition is normally satisfied in experiments performed
at the non-linear regime in dc electric field. Under this
condition the quadratic in λ contribution dominates over
the Shubnikov-de Haas contribution linear in λ.
For ǫdc ≫ 1 the angular integrations in Eq. (2.14)
can be performed in the stationary phase approximation.
The main contribution comes from the scattering within
narrow intervals centered at ϕ = ±π/2, ϕ′ = ∓π/2.
These back scattering processes correspond to the 2Rc
jumps of electron guiding center along the electric field.
Equation (2.14) yields23
δj
(2)
1 ≈ (2λ)2 (1− 2Pω)
eν0vF
π2τπ
sin 2πǫdc . (2.15)
A similar analysis of the contribution Eq. (2.7) to the
electric current due to the real processes of absorption
and emission of microwave photons gives:
j2 ≈(2λ)2Pω eν0vF
π2τπ
×
[
ǫdc + ǫac
ǫdc
sin 2π(ǫdc + ǫac)
+
ǫdc − ǫac
ǫdc
sin 2π(ǫdc − ǫac)
]
. (2.16)
We emphasize that both Eqs. (2.15) and (2.16) are ex-
pressed through the parameter ǫdc ∝ ERc. These two ex-
pressions are obtained within a stationary phase approxi-
mation and correspond to processes representing shifts of
electron cyclotron trajectories by distance 2Rc along the
applied dc electric field. Therefore, Eqs. (2.15) and (2.16)
have a simple geometrical interpretation in terms of com-
mensurability between the space modulation of electron
density of states by electric field and the maximal dis-
placement 2Rc in a single scattering process off disorder.
The expression for the non-linear current beyond the sad-
dle point approximation is evaluated in Sec. IVB.
In general, we represent the total current as a sum
of the linear Drude term σDE and the non-linear term
δj, which arises due to oscillatory density of states in
perpendicular magnetic field:
j = σDE + δj. (2.17)
For the overlapping Landau levels, when the density of
states is given by Eq. (2.9a), the non-linear contribution
is quadratic in parameter λ.
Within a bilinear response to the applied microwave
electric field and in strong dc electric fields we combine
Eqs. (2.2) and (2.12) and obtain
δj = δj
(2)
1 + j2. (2.18)
Equations (2.15), (2.16) and (2.18) represent some of
the main results of this paper. As we discuss in
Sec. IV, despite its simplicity, Eq. (2.16) explains pro-
nounced features of the transport measurement reported
in Refs. 24,25.
B. Current at arbitrary microwave powers in
strong dc electric field
The result of Eq. (2.18) is just a limiting case of ex-
pression obtained in Sec. V for the current in strong dc
electric fields. In this case we again can neglect the mod-
ification of the electron distribution function by electric
fields and consider only the displacement mechanism for
generation of the non-linear component δj of the current
Eq. (2.17). We found the following expression
δj =(2λ)2
|e|ν0vF
π2τπ
[
sin 2πǫdcJ0
(
4
√
Pω sinπǫac
)
+
2ǫac
ǫdc
cos 2πǫdc cosπǫac
√
PωJ1
(
4
√
Pω sinπǫac
) ]
.
(2.19)
Here Jn(x) are the Bessel functions. Performing an ex-
pansion in Eq. (2.19) to the first order in Pω, we recover
Eq. (2.18) in terms of Eqs. (2.15) and (2.16).
C. Weak electric fields
Above results were obtained under assumption that the
distribution function of electrons is given by the Fermi
distribution function, see Eq. (2.10). In the presence of
electric fields the distribution function deviates from the
equilibrium configuration. This non-equilibrium distri-
bution function affects significantly the electric current
in sufficiently weak electric fields. For smooth disorder,
we recover the result of Ref. 15 for the non-linear con-
tribution δj to current in terms of dimensionless param-
eters ǫdc, ǫac, defined by Eq. (1.1), and Pω, defined by
Eq. (2.6):
δj = 2λ2σDE
π2ǫ2dc + 2πǫacPω sin 2πǫac
τtr/τee + π2ǫ2dc/2 + 2Pω sin
2 πǫac
. (2.20)
5Here 1/τee is the relaxation rate of the non-equilibrium
component of the electron distribution function due to
electron-electron interaction. In the presence of sharp
disorder, the “displacement” contribution, arising due to
the modification of electron scattering rate off disorder
may become comparable to the “inelastic” contribution
Eq. (2.20). The latter contribution survives only in rel-
atively weak electric fields, ǫdc . 1. In stronger elec-
tric fields, ǫdc ≫ 1, it contains an extra small factor
τq/(τπǫdc) and the “displacement” mechanism becomes
more important, see Sec. IVC.
III. QUANTUM KINETIC EQUATION
In the present section, we study a disordered 2DEG
subject to in-plane electric fields and derive the quantum
kinetic equation, following Ref. 14, but consider a mixed
disorder characterized by scattering amplitude which is
finite for an arbitrary scattering angle. The Dyson equa-
tion for the disorder averaged electron Green function(
i∂t − Hˆ
)
Ĝ(tt′) = 1̂δ(t− t′) +
∫
dt1Σ̂(tt1)Ĝ(t1t
′) ,
(3.1)
where Hˆ is the one-electron Hamiltonian in the absence
of disorder. Both the Green function Ĝ and the self-
energy Σ̂ for electron scattering off disorder are matrices
in the Keldysh space:
Ĝ =
(
GˆR GˆK
0 GˆA
)
, Σ̂ =
(
ΣˆR ΣˆK
0 ΣˆA
)
. (3.2)
Matrix 1̂ stands for unit matrix in the Keldysh space as
well as in the one-electron Hilbert space.
Below we assume that the disorder potential is a
combination of the long-range potential with correlation
length ξ created by remote positively charged donors,
and the short-range potential with much smaller correla-
tion length. When conditions ξ ≪ λH and pFl ≫ 1 are
satisfied, the self consistent Born approximation for the
self-energy calculation is applicable.31 In this case, the
expression for the self-energy takes the form14
Σ̂(pˆ) =
∫
d2q
(2π)2
W (|q|)
[
eiqrˆĜ(pˆ)e−iqrˆ
]
. (3.3)
Here the functionW (|q|) is introduced as a Fourier trans-
form of the correlation function of a Gaussian disorder
potential
〈U(r1)U(r2)〉 =
∫
d2q
(2π)2
W (q)eiq(r1−r2) . (3.4)
The external electric field can be eliminated by trans-
ferring to the moving reference frame, r → r + ζ(t),
where ζ(t) describes a two-dimensional electron motion
in crossed electric and magnetic fields:
∂tζ(t) =
(
∂t − ωcǫˆ
∂2t + ω
2
c
)
eE(t)
m
. (3.5)
Here ωc = |e|B/mc is the cyclotron frequency, and ǫˆ is
the antisymmetric tensor: ǫˆE = E×ez for any vector E
lying in the x − y plane of the 2DES, see Fig. 1. In the
moving reference frame, the disorder potential acting on
electrons is time dependent, and Eq. (3.3) becomes
Σ̂(pˆ) =
∫
d2q
(2π)2
Wt1t2(q)[e
iqrˆĜ(pˆ)e−iqrˆ], (3.6)
where
Wt1t2(q) = W (q)e
iqζt1t2 , (3.7a)
ζt1t2 = ζ(t1)− ζ(t2). (3.7b)
To proceed further we introduce the operator of the
guiding center coordinate Rˆ:
Hˆ =
pˆ2
2m
− µ, rˆ = Rˆ+ λ2H ǫˆpˆ , (3.8)
where λH = (c~/ |e|B)1/2 is the magnetic length. The
commutation relations between the operators of the guid-
ing center Rˆ and momentum pˆ are:
[Rˆα, Rˆβ ] = iλ
2
Hεαβ , [pˆα, pˆβ] = −
i
λ2H
εαβ , [Rˆ, pˆ] = 0 .
(3.9)
The equation (3.6) takes the form
Σ̂(pˆ) =
∫
d2q
(2π)2
W12(q)[e
iqǫˆpˆλ2H Ĝ(pˆ)e−iqǫˆpˆλ
2
H ] . (3.10)
We first analyze the retarded and advanced compo-
nents of the Dyson equation, Eq. (3.1), which determine
electron spectrum. Then, we reduce the equation for the
Keldysh component of Eq. (3.1) to the kinetic equation
for the electron distribution function.
A. Electron spectrum
The Dyson equation, Eq. (3.1), for the retarded com-
ponent of Green function is given by[
i∂t − Hˆ
]
GˆR(t, t1; pˆ)
=
δ(t− t1)
2π
+
∫ t
t1
dt2Σˆ
R(t, t2)Gˆ
R(t2, t1; pˆ) (3.11)
along with the self consistency equation (3.10). We
limit the analysis to the first order in the parameter
λ = e−π/ωcτq . The zeroth order solution in λ corresponds
6to the solution in the absence of a magnetic field. The
standard answer for the self-energy in this case is
ΣˆR0 (t, t
′) = − i
2τq
Iˆeδ(t− t′) , (3.12)
where Iˆe is the unity operator in the coordinate space.
The Green function corresponding to (3.12) is obtained
by solving (3.11)
GˆR0 (t, t
′) = −iθ(t− t′)e−iHˆ(t−t′)e−(t−t′)/2τq . (3.13)
We consider the first iteration of the self consistent
Born approximation. For this purpose, we substitute
Eq. (3.13) to the retarded matrix element of Eq. (3.10):
Σˆ′Rtt′(p) =− iθ(t− t′)e−(t−t
′)/2τq
∫
d2q
(2π)2
Wtt′ (q)
× eiqεpˆλ2H e−iHˆ(t−t′)e−iqεpˆλ2H . (3.14)
We notice that the operator product in the integrand in
(3.14) can be written as
eiqǫˆpˆλ
2
H e−iHˆte−iqǫˆpˆλ
2
H = e−iHˆteiqǫˆpˆtλ
2
H e−iqǫˆpˆλ
2
H , (3.15)
where the time dependent operators are pˆt = e
iHˆtpˆe−iHˆt.
To find the time dependence of the operators, it is con-
venient to introduce32 “raising,” pˆ+, and “lowering,” pˆ−,
operators, defined as pˆ± = (px ± ipy)/
√
2 and obeying
the commutation relation [pˆ+, pˆ−] = −1/λ2H . The intro-
duced notations for pˆ± are useful as new operators have
simple form in the interaction picture
pˆ±t = e
±iωctpˆ±. (3.16)
We also introduce the notations for vectors q± = (qx ±
iqy)/
√
2 and write qεpˆ = q−pˆ+−q+pˆ−. Using Eq. (3.16)
and the operator relation eAˆeBˆ = eAˆ+Bˆe(1/2)[Aˆ,Bˆ], we
further transform Eq. (3.15) to
eiqεpˆtλ
2
H e−iqεpˆλ
2
H
= exp
{
2iλ2H(q˜
−
t pˆ
+ + q˜+t pˆ
−) sin
[
ωct
2
]}
× exp
{
−iλ2H
q2
2
sin [ωct]
}
. (3.17)
In equation (3.17), we denoted q˜±t = q
±e±iωct/2, or in
other words, the vector q˜t is obtained from the vector
q by a rotation on angle ωct/2. Using Eqs. (3.15) and
(3.17) we can write Eq. (3.14) in the following form
Σˆ′Rtt′(p) = −iθ(t− t′)e−(iHˆ+1/2τq)(t−t
′)
∫
d2q
(2π)2
×Wtt′(|q|) exp
{
2iλ2H q˜t−t′ pˆ sin
[ωc
2
(t− t′)
]}
× exp
{
−iλ2H
q2
2
sin [ωc(t− t′)]
}
. (3.18)
It is illustrative to consider the zero field limit. In this
case the momentum operator becomes a c-number and
Eq. (3.18) yields
Σˆ′Rtt′(p) =− iθ(t− t′)e−(t−t
′)/2τq
×
∫
d2q
(2π)2
W (q)e−iξp−q (t−t
′) . (3.19)
Changing integration variables in (3.19) to ξp−q and the
angle formed by the vector p− q with some fixed direc-
tion, we show the consistency of the employed approxi-
mation, namely
Σˆ′R(p) = ΣˆR0 (3.20)
with ΣˆR0 defined by Eq. (3.12) and
1
τq
=
∫
dθ
2π
1
τθ
. (3.21)
The scattering rate
1
τθ
= 2ν0πW
(
2pF sin
θ
2
)
. (3.22)
off disorder on angle θ can be written in terms of its
angular harmonics
1
τθ
=
+∞∑
n=−∞
einθ
τn
, τ−n = τn. (3.23)
Then, τq = τ0.
In finite magnetic fields, we notice that the exponential
factors in Eq. (3.18) are 2π/ωc periodic. The argument
of these exponents vanishes at t − t′ = lTc with integer
l and the integral in Eq. (3.18) diverges; Tc = 2π/ωc is
the cyclotron period. We argue that this integral gives,
in fact, a δ-peak of the width δt ≈ 1/EF for time differ-
ence t− t′ = lTc. Indeed, this statement is obvious if the
operators in the exponent of Eq. (3.18) can be treated as
commuting. For time intervals |t − t′ − lTc| . 1/
√
EFωc
the commutator of the two operators in the exponent
of Eq. (3.18) is small since, in this case, each operator is
multiplied by sin(ωc(t−t′)/2) .
√
ωc/EF and we can ap-
ply the same argument as the one used in zero magnetic
field. On the other hand, for 1/
√
EFωc . |t− t′ − lTc| .
Tc/2 the result of the integration in (3.18) vanishes be-
cause of the rapid oscillations of the exponent. This can
be checked explicitly by calculation of the matrix ele-
ments of the self energy Eq. (3.18). We conclude that
the non-commutativity of the operators can be ignored
in Eq. (3.18) and we can apply our zero field considera-
tions whenever t− t′ is a multiple of the cyclotorn period
Tc.
The contributions to the self-energy (3.14) with l > 1
are proportional to λl and, therefore, can be neglected
in moderately weak magnetic fields, when λ ≪ 1 . We
stress that the terms with l > 1 are beyond the accuracy
7of the first iteration of the self-consistent scheme. The
corrections of the higher orders in λ can be taken into
account in the spirit of Ref. 14, where the small scattering
angle was only considered. In this paper, we restrict our
analysis to terms l = 0, 1, sufficient in not too strong
magnetic fields.
Introducing a new variable p′ = p−q in (3.18) and ne-
glecting the variation of the function Wt,t′(p
′ − p) given
by Eq. (3.7) (see bellow) we can easily perform the in-
tegration over the absolute value |p′|. This integration
results in
Σˆ′Rt,t′;ϕ =
1
i
(
1
2
δ(t− t′)− λδ(t− t′ − Tc)
)
Kˆt,t′;ϕ{1},
(3.24)
where we have defined the integral kernel
Kˆt,t′;ϕ{F (ϕ)} =
∫
dϕ′
2π
eipF(nϕ−nϕ′)ζt,t′
τϕ−ϕ′
F (ϕ′) (3.25)
with an arbitrary function F (ϕ); nϕ = (cosϕ; sinϕ; 0).
The negative sign of the second term in Eq. (3.24) corre-
sponds to the chemical potential µ = sωc, with integer s,
such that the density of states ν(µ) is at minimum. We
note that the exact position of the chemical potential is
of no importance for our final results.
Equation (3.24) is valid if the variation of the ma-
trix element for the transitions in the moving reference
frame, Wt,t′(p
′− p) can be neglected in the course of in-
tegration over the absolute value |p′|. This requirement
leads to the limitation on the strength of electric fields.
Since the relevant time scale is |t − t′ − lTc| . τq ≪ Tc,
which insures that the parameter λ can be defined in
Eq. (3.24) unambiguously, the important range of the
integration is |p′| < 1/vFτq. The requirement of smooth-
ness of Wt,t′(p
′ − p) in the momentum variable means
that the distance electron drifts over one cyclotron period
must be smaller than the quantum length vFτq. In the
case of a constant electric field, this condition amounts to
vD/ωc ≪ vFτq, or equivalently, ǫdc ≪ EFτq. If this con-
dition is not met, the amplitude of oscillations as a func-
tion of ǫdc is reduced because of the finite broadening in
time of the self-energy. In experiments,19,24 EFτq ≈ 102,
ǫdc . 5 and the above condition is satisfied. However, the
amplitude of oscillations in Ref. 19 shows tendency to de-
crease when ǫdc increases. In our model, this tendency
can be accounted for by taking into account the depen-
dence of the function Wt,t′(p
′ − p) on the absolute value
of momenta, which becomes stronger as ǫdc increases.
B. Electron distribution function
In the previous subsection, we analyzed the effect of
disorder on the spectral characteristics of electron Green
function, determined by the retarded and advanced com-
ponents of the Green function. Now we reduce the equa-
tion for the Keldysh component of the Green function
to the kinetic equation for the electron distribution func-
tion fˆ , related to the Keldysh component GˆK through
the standard expression
GˆK = GˆR − GˆA − 2[GˆRfˆ − fˆ GˆA] . (3.26)
In the present analysis, the Wigner transformation
f(t, t′;R,p) of the distribution function fˆ in time and co-
ordinate variables is independent of the “center of mass”
coordinate R = (r + r′)/2 due to the translational sym-
metry. The peaked structure of the retarded and ad-
vanced Green functions in Eq. (3.26) makes f(t, ǫ;R,p)
to be independent of the absolute value of the momen-
tum, p. The dependence on the direction of the mo-
mentum is still to be retained. Notice that although the
two components of the momentum operator are not com-
muting, the momentum direction is well defined in the
quasi-classical regime EF ≫ ωc. Therefore, we can write
f(t, t′;R,p) = f(t, t′;nϕ) = ft,t′;ϕ. The solution of the
resulting quantum kinetic equation presented in Sec. IV
is consistent with the assumptions made above.
The distribution function f(t, t′;nϕ) obeys the follow-
ing kinetic equation:
[(∂t + iHˆ); fˆ ] = Stdis{fˆ}+ Stee{fˆ}, (3.27)
where the notation [·; ·] stands for the commutator in
one-particle Hilbert space and the time variable. In
Eq. (3.27) the collision integral Stee{f} describes the
electron-electron interaction and is discussed in the end
of this section. The collision integral Ŝtdis{fˆ} represents
scattering off disorder and can be written as the sum of
scattering ”out” and ”in” terms
Stdis = Stout + Stin , (3.28)
where
iStout{fˆ} = [ΣˆRfˆ − fˆΣˆA], (3.29a)
iStin{fˆ} = 1
2
[ΣˆK − ΣˆR + ΣˆA] . (3.29b)
Next, we analyze the collision integral in Eq. (3.27).
We start our analysis with the scattering-”out” term,
Eq. (3.29a), written as
iStout{fˆ}t,t′;ϕ =
∫
dt′′
[
Σˆ′Rt,t′′;ϕft′′,t′;ϕ − ft,t′′;ϕΣˆ′At′′,t′;ϕ
]
.
(3.30)
Using Eq. (3.24) we can perform integration over inter-
mediate time t′′ in Eq. (3.30) and obtain
Stout{fˆ}t,t′;ϕ = −Kˆt,t;ϕ{1}ft,t′;ϕ
+λ
(
Kˆt,t−Tc;ϕ{1}ft−Tc,t′;ϕ + ft,t′−Tc;ϕKˆt′−Tc,t′;ϕ{1}
)
,
(3.31)
where the operator Kˆt,t′;ϕ{1} acts on a unity as defined
by Eq. (3.25) and Tc = 2π/ωc.
8We now turn to the consideration of the scattering-”in”
term, Eq. (3.29b). We express the self energies through
the Green functions, using the self consistency condition,
Eq. (3.6) and the parametrization in Eq. (3.10)
Stin{fˆ}t,t′ =i
∫
d2q
(2π)2
Wt,t′(q)
× eiqεpˆλ2H
[
GˆRfˆ − fˆ GˆA
]
e−iqεpˆλ
2
H , (3.32)
where the Green functions are given by Eq. (3.13). Com-
muting the retarded (advanced) Green function with the
left (right) exponent, we rewrite (3.32) as
Stin{fˆ}t,t′ = i
∫
d2q
(2π)2
∫
dt′′Wt,t′(q)
×
[
GˆRt,t′′e
iqεpˆt−t′′λ
2
Hft′′,t′(pˆ)e
−iqεpˆλ2H
−eiqεpˆλ2Hft,t′′(pˆ)e−iqεpˆt′−t′′λ
2
H GˆAt′′,t′
]
. (3.33)
Using eiqεpˆλ
2
Hft,t′(pˆ)e
−iqεpˆλ2H = ft,t′(pˆ−q), we commute
the exponents with the distribution function:
Stin{fˆ}t,t′ = i
∫
d2q
(2π)2
∫
dt′′Wt,t′(q)
×
[
GˆRt,t′′e
iqεpˆt−t′′λ
2
H e−iqεpˆλ
2
Hft′′,t′(pˆ− q)
−ft,t′′(pˆ− q)eiqεpˆλ
2
H e−iqεpˆt′−t′′λ
2
H GˆAt′′,t′
]
. (3.34)
Following the same line of arguments as in the derivation
of (3.24) we put (3.34) into the form
Stin{f}t,t′;ϕ =
∫
dt′′
×
{(
1
2
δ(t− t′′)− λδ(t − t′′ − Tc)
)
Kˆt,t′;ϕ{ft′′,t′;ϕ}
+
(
1
2
δ(t′ − t′′)− λδ(t′ − t′′ − Tc)
)
Kˆt,t′;ϕ{ft,t′′;ϕ}
}
,
(3.35)
where Kˆt,t′;ϕ{ft1,t2;ϕ} is defined by Eq. (3.25). Perform-
ing the time integration in Eq. (3.35) we find
Stin{fˆ}t,t′;ϕ =Kˆt,t′;ϕ{ft,t′;ϕ} − λKˆt,t′;ϕ{ft−Tc,t′;ϕ}
− λKˆt,t′;ϕ{ft,t′−Tc;ϕ} . (3.36)
Collecting Eqs. (3.31) and (3.36) and using i[Hˆ; ft,t′;ϕ] =
ωc∂ϕft,t′;ϕ we can finally write down the kinetic equation[
∂
∂t
+
∂
∂t′
+ ωc
∂
∂ϕ
]
ft,t′;ϕ = Stdis{f}t,t′;ϕ + Stee{f}t,t′;ϕ
(3.37)
with the collision integral
Stdis{f}t,t′;ϕ = Kˆt,t′;ϕ{ft,t′;ϕ} − Kˆt,t;ϕ{1}ft,t′;ϕ
− λKˆt,t′;ϕ{ft−Tc,t′;ϕ}+ λKˆt,t−Tc;ϕ{1}ft−Tc,t′;ϕ
− λKˆt,t′;ϕ{ft,t′−Tc;ϕ}+ λft,t′−Tc;ϕKˆt′−Tc,t′;ϕ{1} .
(3.38)
The integral kernel Kˆt,t′;ϕ{F (ϕ)} defined by Eq. (3.25)
is the generalization of the corresponding differential op-
erator derived in Ref. 14 for small angle scattering.
We briefly discuss the term in the kinetic equation,
Eq. (3.37), representing the electron-electron interaction,
Stee{f}. As it was shown in Ref. 15, electric fields pro-
duce an isotropic non-equilibrium contribution to the dis-
tribution function, which can only be stabilized by the
inelastic relaxation mechanisms. In weak electric fields,
the important inelastic relaxation is due to the electron-
electron scattering. To take it into account, we keep the
corresponding collision integral Eq. (3.42), which can be
written in the energy representation for a steady in time
distribution function f(ε):
Stee {f(ε)} =
∫
dε′
∫
dΩM(Ω, ε, ε′)
×
[
f˜(ε)f(ε+)f˜(ε
′)f(ε′−)− f(ε)f˜(ε+)f(ε′)f˜(ε′−)
]
,
(3.39)
where f˜(ε) ≡ 1 − f(ε), ε+ = ε + Ω, ε′− = ε′ − Ω
and M(Ω, ε, ε′) describes the dependence of the ma-
trix element of the screened Coulomb interaction on the
transferred energy Ω and the electron energies ε and ε′.
The kernel M(Ω, ε, ε′) has been discussed in details in
Ref. 15. Below we use the linearized version of Eq. (3.39):
Stee {f(ε)} = −f(ε)− fT (ε)
τee
. (3.40)
Here, τee is the inelastic relaxation time due to the
electron-electron interaction,
1
τee
∝ T
2
4πεF
ln
κvF
max{T,
√
ω3cτtr}
, (3.41)
which can be obtained as a projection of the linearized
electron-electron collision integral on the oscillating har-
monic of the distribution function, see Eq. (4.4a) below.
C. Bilinear response in microwave field
In this subsection we simplify the integral kernel Kˆt,t′
in the limit of weak microwave power, keeping only terms
which are bilinear in the microwave electric field, i.e. lin-
ear in power Pω, introduced in Eq. (2.6). In the presence
of microwave radiation Kˆt,t′ has the oscillatory depen-
dence on the time variable (t + t′)/2. The distribution
function in turn acquires non-stationary corrections os-
cillating with the microwave frequency ω. It follows from
the form of the kinetic equation, Eq. (3.37), that those
corrections are small in the parameter of the order of
1/ωτtr in systems with considered here mixed disorder.
We therefore neglect their contribution to the distribu-
tion function and consider only the stationary component
of the distribution function. The latter can be found from
the following equation
ωc∂ϕft−t′(ϕ) = Stdis{f}t−t′ + Stee{f}, (3.42)
9where the symbol (. . .) stands for time averaging over
one period of the microwave oscillations and we included
the collision term due to the electron-electron interac-
tion. Due to the 2π/ω periodicity of the collision integral,
Eq. (3.38), the time-average of the kernel Kˆ, Eq. (3.25),
is given by the integral over one period of the microwave
field.
We consider the response of a two-dimensional electron
gas to the in-plane electric field
Etot = E +Emw , (3.43)
represented as a superposition of a constant electric field
E and a circularly polarized microwave field
Emw = EωRe
[
e±e−iωt
]
, (3.44)
where we introduced the complex polarization vector
e± = (ex ± iey)/
√
2 with the property ǫˆe± = ±ie±. In
the above equations, the upper (lower) sign corresponds
to the right (left) polarization of the microwave field
propagating in the magnetic field direction, see Fig. 1.
The displacement ζt1,t2 , Eq. (3.7b), is found by solving
Eq. (3.5) with the electric field specified by Eqs. (3.43)
and (3.44). The linearity of Eq. (3.5) allows us to rep-
resent its solution as the sum of the displacements in
constant and microwave fields,
ζt1,t2 = ζ
dc
t1−t2 + ζ
ac,±
t1,t2 , (3.45)
where
ζdct1−t2 =
e(t2 − t1)ǫˆE
mωc
, (3.46)
and
ζ
ac,±
t1,t2 =
2
√
Pω
pF
sin
ω(t2 − t1)
2
Im
[
e±e
−iω(t1+t2)/2
]
.
(3.47)
The dimensionless parameter Pω has been introduced in
Eq. (2.6). We make an expansion of the integral ker-
nel K̂t,t′ in Eq. (3.25) to the first order in Pω using the
relation
eipF(nϕ−nϕ′)ζt1,t2 ≈ eipF(nϕ−nϕ′)ζdct1−t2
×
[
1− p2F
(
(nϕ − nϕ′) ζact1,t2
)2]
.
(3.48)
Averaging Eq. (3.48) with respect to time results in
[
(nϕ − nϕ′) ζact1,t2
]2
=
2Pω
p2F
(nϕ − nϕ′)2 sin2 ω(t1 − t2)
2
.
(3.49)
And finally the collision kernel to the second order in the
microwave field takes the form
Kˆt,t′;ϕ{F (ϕ)} =
∫
dϕ′
2π
eiWϕϕ′ ·(t−t
′)F (ϕ′)
×
[
1
τϕ′−ϕ
−Pω 1− cosω(t− t
′)
τ¯ϕ′−ϕ
]
,
(3.50)
where the rate 1/τ¯ has been introduced in Eq. (2.5) and
the quantity
Wϕϕ′ = eERc(sinϕ− sinϕ′) (3.51)
is the work done by the dc electric field as the result
of scattering off an impurity,23 Wϕϕ′ = eE∆Rϕ→ϕ′
with the shift of the cyclotron orbit ∆Rϕ→ϕ′ given by
Eq. (2.1).
The collision integral due to scattering off disorder is
obtained from Eq. (3.50) by performing the Fourier trans-
formation in time variable t − t′. We represent it as
the sum of two terms describing two separate scattering
mechanisms
Stdis = Stdc + Stmw . (3.52)
In (3.52) the first term corresponds to the scatter-
ing off the impurities in the absence of the microwave
radiation23
Stdcf =
∫
dϕ′
2π
ν(ε+Wϕϕ′)
ν0
f(ε+Wϕϕ′ , ϕ
′)− f(ε, ϕ)
τϕ′−ϕ
.
(3.53)
The second term in Eq. (3.52)
Stmwf =− Pω
2ν0
∑
±
∫
dϕ′
2π
1
τ¯ϕ′−ϕ
{ν(ε+Wϕϕ′) [f(ε+Wϕϕ′ , ϕ′)− f(ε, ϕ)]
−ν(ε+Wϕϕ′ ± ω) [f(ε+Wϕϕ′ ± ω, ϕ′)− f(ε, ϕ)]} (3.54)
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describes the scattering processes of electrons off impu-
rities with participation of a microwave radiation quan-
tum. For the analysis limited to the first order in the mi-
crowave power, all multi-photon processes are neglected.
More specifically, the first term in Eq. (3.54) represents
the impurity scattering with one photon emitted (ab-
sorbed) virtually and can be thought of as the renormal-
ization of the impurity potential by microwave radiation.
This term is taken into account in Sec. II A as a linear
in Pω contribution to jel in Eq. (2.2). The second term
in Eq. (3.54) describes the real processes of emission (ab-
sorption) of one microwave quantum accompanying the
impurity scattering. It is this term which produces the
oscillatory ω/ωc dependence of the magneto-resistance
and corresponds to jin in Eq. (2.2).
We notice that the obtained collision integral vanishes
in the clean system for any frequency ω away from the
cyclotron resonance. In the clean limit, the conductivity
tensor can be found by applying the Kohn’s theorem33
argumentation. The conductivity tensor of an interacting
system, which is galilean invariant, is identical to that of
the non-interacting system.32 It follows then that away
from the cyclotron resonance, ω 6= ωc, the electric field
appears in the collision integral only in a combination
with the disorder scattering rate 1/τθ.
IV. MAGNETO-OSCILLATIONS IN THE
PRESENCE OF AC AND DC EXCITATIONS
In this section we calculate and analyze the dissipative
current
j = 2evF
∫
dϕ
2π
cosϕ
∫
ν(ε)f(ε, ϕ)dε , (4.1)
where the distribution function is determined as a solu-
tion of the kinetic equation Eq. (3.42) with the collision
integral given by Eqs. (3.52), (3.53) and (3.54).
A. Solution of the kinetic equation
We look for the solution of the kinetic equation,
Eq. (3.42), in the form
f(ε, ϕ) = fT (ε) + δfcl(ε, ϕ) + δf0(ε) + δf1(ε, ϕ) , (4.2)
where the first term is the equilibrium Fermi-Dirac dis-
tribution function, Eq. (2.10). The second term is the
classical solution corresponding to the constant density
of states
δfcl(ε, ϕ) = −∂εfT eERc
ωcτtr
cosϕ , (4.3)
leading to the Drude result for the longitudinal conduc-
tivity at large Hall angle, Eq. (2.13).
The third and fourth terms in Eq. (4.2) are the zeroth
and first angular harmonics of the correction to the dis-
tribution function resulting from the quantum oscillatory
component of the density of states in the collision integral
(3.52). For ωcτtr ≫ 1, we keep only the isotropic compo-
nent and the first angular harmonic of the distribution
function:
δf0(ε) = λ∂εfT I sin
2πε
ωc
(4.4a)
δf1(ε, ϕ) = λ∂εfT
[
A1 cos
2πε
ωc
+ λA2
]
cosϕ .(4.4b)
The coefficients I, A1 and A2 are fixed by the kinetic
equation Eq. (3.42). The calculation of these coefficients
is outlined in the Appendix.
The amplitude I of the isotropic part of the distribu-
tion function is
I =− ωc
π
1
τ−1ee + τ
−1
0 − γ(ǫdc) + 2Pωγ¯(ǫdc) sin2 πǫac
×
[
ǫdcγ
′(ǫdc)− 2πǫac sin 2πǫacPωγ¯(ǫdc)
− 2ǫdc sin2 πǫacPωγ¯′(ǫdc)
]
.
(4.5)
Here, functions γ(ǫdc) and γ¯(ǫdc) are defined as
γ(ǫdc) =
∑
n
J2n(πǫdc)
τn
(4.6a)
and
γ¯(ǫdc) =
∑
n
J2n(πǫdc)
[
1
τn
− 1
2τn+1
− 1
2τn−1
]
(4.6b)
in terms of the Bessel functions Jn(πǫdc) of the order n
and angular harmonics 1/τn of scattering rate off disor-
der, Eq. (3.23). Term τ−10 in the denominator of Eq. (4.5)
is the n = 0 harmonic of scattering rate off disorder and
coincides with the quantum scattering rate off disorder.
Coefficient I contains the inelastic relaxation time τee,
Eq. (3.41). Equation (4.5) was obtained in Ref. 23 for
arbitrary value of ǫdc and Pω = 0 and in Ref. 15 for
ǫdc ≪ 1 and Pω ≪ 1 and has been shown to be important
for the description of MIRO and HIRO at small voltages.
Equation (4.5) determines the behavior of the isotropic
non-equilibrium component of the distribution function
in constant electric field of an arbitrary strength.
The amplitude A1 is given by
A1 =− I
πωc
(
γ′(ǫdc)− 2Pωγ¯′(ǫdc) sin2 πǫac
)
+
1
π2
(
ǫdcγ
′′(ǫdc)− 2πǫac sin 2πǫacPωγ¯′(ǫdc)
− 2ǫdc sin2 πǫacPωγ¯′′(ǫdc)
)
.
(4.7)
And finally we obtain the amplitude A2 in the following
form
A2 =
I
πωc
(
γ′(ǫdc)− 2Pωγ¯′(ǫdc) sin2 πǫac
)
. (4.8)
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Equations (4.5), (4.7) and (4.8) determine the first two
angular harmonics of the distribution function through
Eq. (4.4). This allows us to compute the current density
as discussed in the next subsection.
B. Non-linear current
In this section we calculate the dependence of the cur-
rent to the first order in power Pω on parameters ǫdc and
ǫac, characterizing the strength of the dc and ac excita-
tions respectively. We substitute the distribution func-
tion Eq. (4.2) with factors I and A1,2 given by Eqs. (4.5),
(4.7) and (4.8) to the expression for the dissipative cur-
rent, Eq. (4.1):
j (ǫdc, ǫac) = σDE + δj , (4.9)
where the Drude conductivity σD is given by Eq. (2.13)
and the leading correction in λ2 to the current has the
form
δj = λ2 (A1 −A2) evF ν0 . (4.10)
Substituting A1,2 from Eqs. (4.7) and (4.8) to
Eq. (4.10), we represent the correction to the current in
terms of the dimensionless function F (ǫdc, ǫac):
δj = 2σDEλ
2F (ǫdc, ǫac). (4.11)
The function F (ǫdc, ǫac) in Eq. (4.11) describes the lead-
ing correction to the classical value of the current due to
oscillations of the electron density of states. This func-
tion can be represented as a combination of the “dis-
placement” term Fd (ǫdc, ǫac) and the “inelastic” term
Fi (ǫdc, ǫac), arising due to the non-equilibrium isotropic
component of the distribution function:
F (ǫdc, ǫac) = Fd (ǫdc, ǫac) + Fi (ǫdc, ǫac) . (4.12)
The “displacement” contribution Fd originates from the
modification of the scattering rates in crossed electric
and magnetic fields, while neglecting the effect of electric
fields on the isotropic component of the electron distri-
bution function. We have
Fd
τtr
=− γ
′′(ǫdc)
π2
+
2Pω
π2
(
πǫacγ¯
′ sin 2πǫac
ǫdc
+ γ¯′′ sin2 πǫac
) (4.13)
with γ = γ(ǫdc) and γ¯ = γ¯(ǫdc) defined by Eqs. (4.6).
The remaining “inelastic” contribution is proportional
to the amplitude I of the isotropic and energy-dependent
non-equilibrium component of the distribution function
δf0(ε). This contribution is sensitive to the energy relax-
ation rate 1/τee at sufficiently small values of ǫdc:
Fi
τtr
=− 2
π2ǫdc
γ′ − 2γ¯′Pω sin2 πǫac
τ−1ee +τ
−1
0 −γ+2γ¯Pω sin2 πǫac
×
(
ǫdcγ
′ − 2πǫacγ¯Pω sin 2πǫac − 2ǫdcγ¯′Pω sin2 πǫac
)
.
(4.14)
Equations (4.11), (4.12), (4.13) and (4.14) give the ex-
plicit expression for the current in response to the ap-
plied dc electric field with strength E = ǫdcωc/(2|e|Rc)
in weak microwave fields Pω ≪ 1.
First, we analyze the properties of functions
Fd(ǫdc, ǫac) and Fi(ǫdc, ǫac) in a weak dc electric field,
ǫdc ≪ 1. In this case
γ(ǫdc) =
1
τ0
− π
2ǫ2dc
2τtr
+
π4ǫ4dc
32
1
τ∗
, (4.15a)
γ¯(ǫdc) =
1
τtr
− 1
4
π2ǫ2dc
1
τ∗
, (4.15b)
where 1/τ0 ≡ 1/τn=0 is the quantum scattering rate off
disorder,
1
τtr
=
1
τ0
− 1
τ1
(4.16)
is the transport scattering rate written in terms of har-
monics of scattering rate, see Eqs. (2.13) and (3.23), and
1
τ∗
=
3
τ0
− 4
τ1
+
1
τ2
. (4.17)
Substituting Eqs. (4.15) to Eqs. (4.13) and (4.14), we
obtain
Fd = 1− τtr
τ∗
[
3
8
π2ǫ2dc + Pω
(
πǫac sin 2πǫac + sin
2 πǫac
)]
(4.18)
and
Fi = −2 1− (τtr/τ∗)Pω sin
2 πǫac
τtr/τee + π2ǫ2dc/2 + 2Pω sin
2 πǫac
× [π2ǫ2dc (1− (τtr/τ∗)Pω sin2 πǫac)+ 2πPωǫac sin 2πǫac] .
(4.19)
In smooth disorder, τtr ≪ τ∗. In this case, Eq. (4.19)
coincides with the contribution to the electric current,
considered in Ref. 15, which we already presented in
Eq. (2.20). The non-linear dependence on the applied
electric fields occur at ǫdc .
√
τtr/τee.
In strong dc electric fields functions γ(ǫdc) and γ¯(ǫdc)
can be evaluated for ǫdc ≫ 1 using the asymptotes of the
Bessel functions. As a result, the we find the “displace-
ment” contribution Fd(ǫdc, ǫac) in the form:
Fd
τtr
=
4
π2
1
ǫdcτπ
sin 2πǫdc(1− 2Pω)
+
4
π2
Pω
ǫdcτπ
∑
±
ǫdc ± ǫac
ǫdc
sin 2π(ǫdc ± ǫac)
(4.20)
with 1/τπ =
∑
n cosπn/τn being the back scattering rate
off disorder. The function Fd(ǫdc, ǫac) has an oscilla-
tory dependence on the parameter ǫdc. We presented
the corresponding expression for the non-linear contri-
bution to the current in Sec. II, Eqs. (2.15) and (2.16),
where the same result was obtained from semi-qualitative
arguments and the stationary phase approximation.
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For the “inelastic” contribution Fi in the limit ǫdc ≫ 1
we obtain the following estimate
Fi
τtr
= − 8
π4
1
ǫdcτπ
τ0
τπǫdc
cos2 2πǫdc
×
[
1− 2Pω
(
4 sin2 πǫac +
ǫac
ǫdc
tan 2πǫdc sin 2πǫac
)]
.
(4.21)
We notice that this contribution Fi(ǫdc, ǫac) is smaller
than Fd(ǫdc, ǫac) by factor (1/ǫdc) in strong electric fields
ǫdc ≫ 1. For a system with smooth disorder Fi(ǫdc, ǫac)
contains also an additional small factor τ0/τπ ≪ 1. This
smallness allows one to neglect the “inelastic” contribu-
tion to the current in strong electric fields. The first
line of Eq. (4.21) coincides34 with the asymptote found
in Ref. 23. The second line of Eq. (4.21) describes the
effect of microwave field in the bilinear response.
C. Model of disorder
The purpose of this section is to analyze our results
for a particular model of disorder. The disorder in
GaAs/AlGaAs heterostructures is mainly due to remote
charged donors. The potential created by these donors
is smooth on the electron wave-length scale. Therefore,
such potential is characterized by an exponentially sup-
pressed backscattering amplitude. As we saw in Sec. II A
the latter is crucial for the onset of non-linear magneto-
oscillations at higher current densities. On the other
hand the relatively weak in-plane disorder creates the
scattering potential of the short range giving rise to a
finite backscattering amplitude.
An adequate model should describe a mixed disor-
der that includes impurities with narrow and wide an-
gle scattering.35 Specifically, we use the expression for
the angular harmonics of the scattering rate employed in
Ref. 23
1
τn
=
δn,0
τsh
+
1
τsm
1
1 + χn2
. (4.22)
For this model we have the following expressions for the
quantum and transport scattering rates
1
τq
=
1
τ0
=
1
τsh
+
1
τsm
,
1
τtr
=
1
τsh
+
1
τsm
χ
1 + χ
. (4.23)
We perform calculations under the assumptions: ωcτq .
1 and ωcτtr ≫ 1, which can be met for disorder described
by Eq. (4.22), provided that χ ≪ 1 and τsh ≫ τsm.
The last inequality means that the long-range disorder
is stronger than the short-range disorder. The scattering
time τ∗ is given by
1
τ∗
=
3
τsh
+
12χ2
τsm
. (4.24)
Equations (4.23) and (4.24) determine the ratio τtr/τ∗,
which appears in Eqs. (4.18) and (4.19) for the non-linear
contributions to the current at weak electric fields.
For very small values of ǫdc and Pω, we have the fol-
lowing estimate
Fi = −2τee
τtr
(
π2ǫ2dc + 2πPωǫac sin 2πǫac
)
. (4.25)
Comparison of this expression with Eq. (4.18) shows that
the linear in Pω and ǫ
2
dc contributions to the non-linear
current are dominated by the “inelastic” mechanism if
τee/τtr ≫ τtr/τ∗. If only long range disorder is present
in the system, we obtain for the ratio τtr/τ∗ = 12χ ≪ 1
and the “inelastic” mechanism is indeed dominant for
sufficiently low temperatures, while τee & τtrχ ∼ τ0.
At higher temperatures the interaction effects suppress
the oscillations of the density of states and decrease the
overall amplitude of non-linear current. In the case of
mixed disorder, parameter τtr/τ∗ could be of the order
of unity and the “inelastic” and “displacement” mecha-
nisms become comparable at lower temperatures, when
τee ∼ τtr, but still τee ≫ τ0 and the oscillations of the
density of states are not smeared by the interaction ef-
fects. As a consequence, there exists a regime where the
linear photo-resistivity may have significantly weak de-
pendence on electron temperature.36
We use the model for disorder described by Eq. (4.22)
to evaluate the back scattering rate, which characterizes
non-linear contributions to the current in strong electric
fields ǫdc ≫ 1. Performing summation over index n for
θ = π in Eq. (3.23), we find
1
τπ
=
1
τsh
+
1
τsm
2π√
χ
exp
(
− π√
χ
)
. (4.26)
This rate controls the magneto-oscillations for ǫdc ≫ 1,
Eqs. (4.20) and (4.21). For small values of χ, the second
term can be disregarded.
To analyze the case of arbitrary ǫdc, we evaluate func-
tions γ(ǫdc) and γ¯(ǫdc), Eqs. (4.6), in the limit χ ≪ 1.
We perform summation over index n in Eq. (4.6) using
the Poisson formula and neglect exponentially small cor-
rections, similar to the second term in Eq. (4.26). The
result reads23
γ(ǫdc) =
J20 (πζ)
τsh
+
1
τsm
1√
1 + χπ2ǫ2dc
, (4.27a)
γ¯(ǫdc) =
1
τsh
(
J20 (πǫdc)− J21 (πǫdc)
)
(4.27b)
+
χ
τsm
1− χπ2ǫ2dc/2
(1 + χπ2ǫ2dc)
5/2
.
Equations (4.27) are convenient to calculate the non-
linear contribution to the current at arbitrary value of
ǫdc. The resulting function F (ǫdc, ǫac), Eq. (4.12), is
plotted in Figs. 2(a,b). We also compare contributions
Fd(ǫdc, ǫac) and Fi(ǫdc, ǫac) to the net non-linear current.
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Both functions are shown for the same set of parame-
ters in Fig. 2(c). The “inelastic” contribution Fi(ǫdc, ǫac)
has a large variation at small ǫdc, and vanishes at larger
values of ǫdc. On the other hand, the displacement com-
ponent Fd(ǫdc, ǫac) is an oscillatory function of the pa-
rameter ǫdc with only weakly decaying amplitude.
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FIG. 2: (Color online) The function F (ǫdc, ǫac) as defined by
Eqs. (4.12), (4.13), and (4.14) with γ(ǫdc) and γ¯(ǫdc) given by
Eqs. (4.27) for the model of disorder introduced in Sec. IVC.
(a) τsm = 1, τsh = 1, τee = 0.5, χ = 0.0001 and Pω = 0.25 ;
(b) τsm = 0.1, τsh = 1, τee = 10, χ = 0.001 and Pω = 0.01. In
both cases the thick solid (red) line, the dashed (blue) line, the
dashed-dotted (black) line and the thin solid (black) line are
used for ǫac = 2.75, ǫac = 3, ǫac = 3.25, and ǫac = 3.5, respec-
tively. The panel (c) shows the inelastic contribution, Fne,
solid (red) line, and displacement contribution Fd, dashed
(blue) line for the set of parameters of panel (b) at ǫac = 2.75.
For ǫdc & 1, when the “inelastic” contribution becomes
small, the function F (ǫdc, ǫac) coincides with the “dis-
placement” contribution Fd(ǫdc, ǫac). The latter is a sum
of two terms. One term contains 1/τsm, this term varies
smoothly as a function of ǫdc on the scale ǫdc ∼ 1/√χ.
Another term contains 1/τsh and oscillates as a function
of ǫdc with period equal to unity. The corresponding os-
cillating term can be written as
Fd,osc
τtr
=− [J
2
0 (πǫdc)]
′′
π2τsh
+
2Pω
π2τsh
[
(J20 (πǫdc)− J21 (πǫdc))′′ sin2 πǫac
+
πǫac
ǫdc
(J20 (πǫdc)− J21 (πǫdc))′ sin 2πǫac
]
.
(4.28)
This equation indicates clearly the vital importance
of the short-range disorder, characterized by the finite
backscattering rate 1/τsh for the onset of the magneto-
oscillations in the non-linear transport regime.
D. Differential magneto-resistance
Now we apply Eq. (4.9) for the electric current response
to the applied dc electric field to describe the longitudinal
differential magneto-resistance
ρ(j) = ∂E‖/∂j . (4.29)
In Eq. (4.29) we have chosen ex to be the current direc-
tion, so that E‖ is the electric field component parallel
to the current. In the limit ωc ≫ 1/τtr we write
E‖ = ρDj , ρD =
1
e2ν0v2Fτtr
, (4.30)
where the electric current density j is given by Eq. (4.9)
E‖ = ρDj
[
1 + 2λ2F (ǫjdc, ǫac)
]
(4.31)
calculated with a total electric field E ≃ ρHj, where ρH =
ωc/(e
2v2Fν0) is the Hall resistance and
ǫjdc =
2|e|(ρHj)Rc
ωc
=
4πj
epFωc
. (4.32)
We finally obtain for the oscillatory part of the differen-
tial resistance, δρ = ρ− ρD the following expression
δρ(j)
ρD
=2λ2
d
dǫjdc
[
ǫjdcF (ǫ
j
dc, ǫac)
]
(4.33)
with function F (ǫjdc, ǫac) given by Eqs. (4.12), (4.13) and
(4.14). Figure 3 shows the differential resistance found
for the specific disorder model considered in Sec. IVC.
We analyze our results in the limiting cases of small
and large dc currents. We start with the discussion of the
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FIG. 3: (Color online) The upper and lower panels show the
differential resistivity as a function of ǫdc for values of param-
eters used in Figs. 2(a) and (b), respectively. The differential
resistance is obtained by substitution of F (ǫdc, ǫac), shown in
Figs. 2(a) and (b), to Eq. (4.33).
differential resistance δρ at small direct current, ǫjdc . 1,
when in samples with smooth disorder the non-linear be-
havior originates from Fi(ǫ
j
dc, ǫac) contribution. Keeping
only this contribution in Eq. (4.33), at ǫjdc = 0 we have
δρ
ρD
=− 2λ2 2πǫacPω sin 2πǫac
τtr/τee + 2Pω sin
2 πǫac
. (4.34)
As ǫjdc increases, the differential resistance decreases from
the above value on the scale ǫjdc ≃
√
τtr/τee and exhibits
a non-monotonic behavior at ǫjdc & 1. However for large
values of ǫjdc, the “inelastic” contribution to the differen-
tial resistance vanishes fast, as discussed in Sec. IVB.
We now analyze the differential resistance at large val-
ues of direct current, ǫjdc ≫ 1. In this limit the “dis-
placement” contribution dominates over the “inelastic”
contribution. Therefore, we keep only Fd(ǫ
j
dc, ǫac) and
find
δρ
ρD
=
(4λ)2τtr
πτπ
[
(1− 2Pω) cos 2πǫdc
+ 2Pω
(
cos 2πǫdc cos 2πǫac − ǫac
ǫdc
sin 2πǫdc sin 2πǫac
)]
.
(4.35)
The first term in square brackets coincides with the result
of Ref. 23 at Pω = 0. At finite Pω the factor (1−2Pω) rep-
resents the impurity potential renormalization due to the
virtual absorption and emission of photons. These radia-
tive corrections tend to suppress the dark resistivity and
can be interpreted as motional narrowing or averaging
out the electrostatic potential of impurities in the pres-
ence of an oscillating electric field. The other two terms
in Eq. (4.35) describe the effect of the combined scatter-
ing off disorder in mixed constant and oscillating electric
fields when the real microwave photons are absorbed or
emitted.
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FIG. 4: (Color online) The differential resistance obtained
from Eq. (4.35) for Pω = 0.25 presented on a grey-scale plot.
The bright areas correspond to a higher value of the resis-
tance. (left) Away from the main diagonal in the (ǫac, ǫ
j
dc)
plane the differential resistance has minima and maxima de-
scribed by the conditions (4.36). (right) Close to the main
diagonal ǫac ≃ ǫ
j
dc, the differential resistance becomes a func-
tion of the sum ǫac + ǫ
j
dc.
We briefly discuss the properties of Eq. (4.35) as a
function of two parameters ǫjdc and ǫac. It is plotted in
Fig. 4 as a grey-scale contour plot. This function exhibits
a series of maxima and minima in (ǫac, ǫ
j
dc) plane. In
general, for ǫac > ǫ
j
dc the local maxima and minima of
the function defined by Eq. (4.35) are located at
(ǫac, ǫ
j
dc)
max = (m± 1/4, n∓ 1/4)
(ǫac, ǫ
j
dc)
min = (m± 1/4, n± 1/4) . (4.36)
We further notice that in the region of parameters∣∣∣ǫac − ǫjdc∣∣∣ . ∣∣∣ǫac + ǫjdc∣∣∣, namely not to far from the main
diagonal in the two-dimensional plain (ǫac, ǫdc) the result
(4.35) reduces to
δρ
ρD
≈(4λ)
2τtr
πτπ
×
[
(1− 2Pω) cos 2πǫjdc + 2Pω cos 2π(ǫjdc + ǫac)
]
.
(4.37)
Although a direct addition of two different parameters ǫjdc
and ǫac has no physical meaning, we believe that, in the
considered region ǫdc ≃ ǫac, it is the second term which
is responsible for apparent structure24 of the differential
resistance as a function of the sum ǫac+ǫ
j
dc, see Fig. 4(b).
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V. NON-LINEAR MAGNETO-RESISTANCE
BEYOND THE BILINEAR RESPONSE IN
MICROWAVE FIELD
In this section we extend the analysis of the magneto-
transport at ǫdc ≫ 1 to the case of arbitrary strength
of microwave radiation. We again consider the case of
relatively high microwave frequency ω ≫ 1/τtr. The last
condition ensures that the oscillating in the variable (t+
t′)/2 part of the distribution function is small compared
to the stationary one. We therefore can assume that
the distribution function is homogeneous in time, ft,t′ =
ft−t′ . Beyond the bilinear response, Eq. (3.50), obtained
as the expansion of Eq. (3.25) in powers of Pω, is no
longer valid. We perform the time averaging of the exact
collision kernel Eq. (3.25) over the microwave oscillation
period:
Kˆt,t′;ϕ{F (ϕ)} =
∫
dϕ′
2π
F (ϕ′)
eipF(nϕ−nϕ′)ζ
dc
t−t′
τϕ−ϕ′
× eipF(nϕ−nϕ′)ζact,t′ .
(5.1)
For the circular polarization the displacement due to the
microwave field ζact,t′ is given by Eq. (3.47). The time
averaging in Eq. (5.1) results in
e
ipF(nϕ−nϕ′ )ζ
ac
t,t′ = J0
(
Qϕ−ϕ′ sin
ω(t− t′)
2
)
(5.2)
with J0(x) being the Bessel function and
Qϕ−ϕ′ = 4
√
Pω
∣∣∣∣sin ϕ− ϕ′2
∣∣∣∣ . (5.3)
The time averaged collision kernel takes the form
Kˆt,t′;ϕ{F (ϕ)} =
∫
dϕ′
2π
F (ϕ′)
eiWϕϕ′ ·(t−t
′)
τϕ−ϕ′
× J0
(
Qϕ−ϕ′ sin
ω(t− t′)
2
)
.
(5.4)
The substitution of Eq. (5.4) to Eq. (3.31) leads to the
following expressions for the “out” collision term
Stout{f}t,t′ = −
∫
dϕ′
2π
ft,t′
τϕ−ϕ′
−
∫
dϕ′
2π
λ
τϕ−ϕ′
J0 (Qϕ−ϕ′ sinπǫac)
× [eiWϕϕ′Tcft−Tc,t′ + e−iWϕϕ′Tcft,t′−Tc] .
(5.5)
The “scattering-in” term Eq. (3.36) reads
Stin{f}t,t′ =
∫
dϕ′
2π
eiWϕϕ′ (t−t
′)
τϕ−ϕ′
× J0
(
Qϕ−ϕ′ sin
ω(t− t′)
2
)
× (ft,t′ − λft−Tc,t′ − λft,t′−Tc) .
(5.6)
We rewrite the kinetic equation Eq. (3.42) for homo-
geneous in time distribution function in the energy rep-
resentation
ωc
∂
∂ϕ
fε;ϕ = Stdis{fε;ϕ}ε;ϕ . (5.7)
The full collision integral for electron scattering off dis-
order, Stdis{fε;ϕ}ε;ϕ, is a sum of the scattering “in” and
“out” terms, given by Eqs. (5.5) and (5.6), see Eq. (3.28).
We discuss the non-linear transport regime ǫdc ≫ 1.
In this case it is sufficient to consider the “displace-
ment” contribution to the non-linear current. To cal-
culate the “displacement” contribution to the electric
current, we substitute the equilibrium distribution func-
tion Eq. (2.10) to the collision integral in Eq. (5.7). Com-
bining Eqs. (5.5) and (5.6) and writing the result in en-
ergy representation, we obtain
Stdis{fT (ε)}ε;ϕ =
∫
dϕ′
2π
K0 − 2λRe{ei(ε+Wϕϕ′ )TcK1}
τϕ−ϕ′
.
(5.8)
The first kernel,
K0 = J0
(
Qϕ−ϕ′ sin
iω∂ε
2
)
fT (ε+Wϕϕ′)− fT (ε), (5.9)
is the part of the collision integral to the zero order in λ.
In particular, it describes the classical Drude conductiv-
ity. Although the microwave radiation complicates the
form of K0, we notice that this kernel can be represented
in terms of the series expansion in powers of ∂/∂ε, ap-
plied to the Fermi distribution function. The observables,
such as electric current, are determined by energy inte-
grals. Because the integrals of all derivatives of fT (ε)
of the second order and higher vanish, we do not expect
any effect of microwave radiation within our model on
the conductivity to the zeroth order in λ.
The second term in Eq. (5.7) is
K1 =J0
(
Qϕ−ϕ′ sin
[
iω∂ǫ
2
− πǫac
])
fT (ε+Wϕϕ′)
− J0 (Qϕ−ϕ′ sinπǫac) fT (ǫ).
(5.10)
In the high temperature limit, T ≫ |e|ERc and T ≫ ω,
Eq. (5.10) can be reduced to
K1 =
∂fT (ε)
∂ǫ
[
J0 (Qϕ−ϕ′ sinπǫac)Wϕϕ′
+
iωQϕ−ϕ′
2
J1 (Qϕ−ϕ′ sinπǫac) cosπǫac
]
. (5.11)
Similarly to the case of the small power, we look for the
correction to the distribution function in the form
δf(ε, ϕ) = δfcl(ε, ϕ) + λ∂εfTA1 cos
2πε
ωc
cosϕ . (5.12)
Substituting δf(ε, ϕ) to Eq. (5.7), we find that δfcl(ε, ϕ)
is given by a sum of Eq. (4.3) and higher order derivatives
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of fT (ε), as discussed below Eq. (5.9). The term of the
first order in λ determines the value of coefficient A1:
A1 =
1
ωc
∫
dϕdϕ′
π2
sinϕ
τϕ−ϕ′
×
[
cos
2πWϕϕ′
ωc
J0 (Qϕ−ϕ′ sinπǫac)Wϕϕ′
− sin 2πWϕϕ′
ωc
ωQϕ−ϕ′
2
J1 (Qϕ−ϕ′ sinπǫac) cosπǫac
]
.
(5.13)
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FIG. 5: (Color online) The function A1 evaluated by (a) nu-
merical integration in Eq. (5.13), solid line (blue), and (b)
by the stationary phase approximation applied to Eq. (5.13),
dashed line (red) for Pω = 8.25, ǫac = 2.25.
Our analysis in this section is applicable for ǫdc & 1,
when we can utilize the saddle point approximation, to
perform angular integrations in Eq. (5.13). Angles ϕ and
ϕ′ which make the phase of the integrand stationary are
ϕ = ±π/2, ϕ′ = ∓π/2 and correspond to 2Rc jumps
along the electric field direction, see Sec. II. For
√
Pω .
ǫdc the angular integrations in Eq. (5.13) results in
A1 = − 4
π2τπ
sin 2πǫdcJ0
(
4
√
Pω sinπǫac
)
− 8
π2τπ
ǫac
ǫdc
cos 2πǫdc cosπǫac
√
PωJ1
(
4
√
Pω sinπǫac
)
.
(5.14)
The result of numerical evaluation of the coefficient A1,
Eq. (5.13), and its approximation, Eq. (5.14), are shown
in Fig. 5. The stationary phase approximation progres-
sively improves as the parameter ǫdc increases.
The non-linear contribution to the electric current is
given by Eq. (4.10) in term of coefficients A1, Eq. (5.13),
and A2 = 0. Representing the non-linear contribution to
the current in the form of Eq. (4.11), we write
F (ǫdc, ǫac) = − τtr
ǫdc
A1 . (5.15)
The function F (ǫdc, ǫac) found from Eqs. (5.14) and
(5.15) reads
F (ǫdc, ǫac) =
4τtr
π2τπǫdc
[
sin 2πǫdcJ0
(
4
√
Pω sinπǫac
)
+
2ǫac
ǫdc
cos 2πǫdc cosπǫac
√
PωJ1
(
4
√
Pω sinπǫac
)]
. (5.16)
The oscillatory correction to the differential magneto-resistance is obtained by substituting Eq. (5.16) to Eq. (4.33):
δρ(j)
ρD
=
(4λ)2τtr
πτπ
[
cos 2πǫdcJ0
(
4
√
Pω sinπǫac
)
− 2ǫac
ǫdc
sin 2πǫdc cosπǫac
√
PωJ1
(
4
√
Pω sinπǫac
)]
. (5.17)
The relation (5.17) reduces to Eq. (4.35) obtained earlier in the weak power limit as expected.
VI. DISCUSSION AND CONCLUSIONS
In this paper we have presented a comprehensive the-
ory of an out of equilibrium two-dimensional electron sys-
tem (2DES) in a magnetic field in the case when the dis-
ordered potential has finite scattering amplitude on an
arbitrary angle. Then, we applied this theory to ana-
lyze electron transport in the presence of constant and
oscillating in-plane electric fields. We showed that the
electric current has an oscillating component as a func-
tion of the strength of the constant electric field and of
the frequency of an oscillating electric field. We have
investigated the position of maxima and minima of the
differential resistance on the plane of parameters ǫdc and
ǫac and found a qualitative agreement with experiments
of Refs. [24,25].
Actual value of the differential resistance as a func-
tion of the current through a 2DES sample depends on
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a number of different scattering rates, including the full
quantum scattering rate, the transport scattering rate
and the backscattering rate. Our analytical results may
be applied to the experimentally measured differential
resistance to evaluate these scattering rates and to ob-
tain a detailed picture of the origin and structure of the
disorder in high-mobility 2DES samples. In particular,
we would like to emphasize that the behavior of the dif-
ferential resistance at large currents in experiments of
Refs. [19,24,25] suggests that the disordered potential
has a noticeably strong short-range component, respon-
sible for the finite backscattering rate.
The presence of the short range disorder also modifies
the current behavior in weak constant electric fields and
at weak power of an oscillating electric field. In partic-
ular, there are two competing contributions to the cur-
rent. One contribution originates from the modification
of the isotropic component of the electron distribution
function by electric fields,15 we refer to this contribu-
tion as an “inelastic” contribution. The other contri-
bution is due to the modification of electron scattering
rate off disorder by electric fields, known as the displace-
ment contribution.12,13,14,27 While in smooth disorder in
weak fields the “inelastic” contribution dominates in the
whole range of temperatures at which the non-linear cur-
rent is expected to survive, the short range disorder may
make these two contributions comparable. As a result,
the strong temperature dependence of the non-linear cur-
rent in weak fields is expected only in samples with suf-
ficiently weak short-range disorder.
We also studied the dependence of non-linear current
on the applied power of oscillating electric field. The
expression (5.17) obtained in the non-linear transport
regime ǫdc ≫ 1 is not limited to the small microwave
radiation power. This expression shows that in strong
microwave fields the non-linear current has a different
dependence on parameters ǫac and ǫdc, Eq. (1.1), which
qualitatively differs from the corresponding expressions
in the weak power limit. We believe that the study of
non-linear current at strong radiation power may bring
additional opportunities for study microscopic character-
istics of high mobility electron systems.
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APPENDIX A: CALCULATIONS OF THE
ELECTRON DISTRIBUTION FUNCTION
In this appendix we give the details of the calculation of
the coefficients I, A1 and A2 of the distribution function
in the form of Eq. (4.4). Substituting Eq. (4.4) to the
kinetic equation (3.42) with the collision terms specified
by Eqs. (3.53) and (3.54) we obtain the following system
of equations
I
[
1
τee(ε)
+
1
τ0
]
sin
2πε
ωc
=
〈
Kϕϕ′(ε)− 2Pω
[
sin2 πǫacK¯ϕϕ′(ε) + ω sin 2πǫacM¯ϕϕ′(ε)
]
+ I
[
Mϕϕ′(ε)− 2Pω sin2 πǫacM¯ϕϕ′(ε)
] 〉
, (A1)
−ωcA1
2
cos
2πε
ωc
=
〈
sinϕ
{
Kϕϕ′(ε)− 2Pω
[
sin2 πǫacK¯ϕϕ′(ε)− ω sin 2πǫacM¯ϕϕ′(ε)
]
+ I
[
Mϕϕ′(ε)− 2Pω sin2 πǫacM¯ϕϕ′(ε)
] }〉
, (A2)
and
ωcA2
4
=I
〈
sinϕ cos
2π(ε+Wϕϕ′)
ωc
(
Mϕϕ′(ε)− sin ε
τϕ−ϕ′
)
− Pω
2
∑
±
[
cos
2π(ε+Wϕϕ′)
ωc
(
M¯ϕϕ′(ε)− sin ε
τ¯ϕ−ϕ′
)
− cos 2π(ε+Wϕϕ′ ± ω)
ωc
(
M¯ϕϕ′(ε± ω)− sin ε
τ¯ϕ−ϕ′
)]〉
. (A3)
where 〈. . .〉 stands for the averaging over angular vari-
ables ϕ and ϕ′. Here we have introduced integral kernels
Kϕϕ′(ε) =− 2 cos 2π(ε+Wϕϕ
′)
ωc
Wϕϕ′
τϕ−ϕ′
Mϕϕ′(ε) =
sin [2π(ε+Wϕϕ′)/ωc]
τϕ−ϕ′
. (A4)
The kernels K¯ϕϕ′(ε) and M¯ϕϕ′(ε) are obtained from
Eq. (A4) by replacing τ → τ¯ as given by Eq. (2.5).
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Keeping only the energy independent part in Eq. (A3)
surviving the subsequent energy integration we rewrite
it as
ωcA2
2
= I
〈
sinϕ
[
Mϕϕ′(0)− 2Pω sin2 πǫacM¯ϕϕ′(0)
]〉
.
(A5)
For the angular averages appearing in Eqs. (A1), (A2),
and (A5), we have the following expressions
〈Kϕϕ′(ǫ)〉 = 2eERc
π
γ′(ǫdc) sin
2πǫ
ωc
, (A6a)
〈Mϕϕ′(ǫ)〉 = γ(ǫdc) sin 2πǫ
ωc
, (A6b)
〈sinϕKϕϕ′(ǫ)〉 = eERcγ
′′(ǫdc)
π2
cos
2πǫ
ωc
, (A6c)
〈sinϕMϕϕ′(ǫ)〉 = γ
′(ǫdc)
2π
cos
2πǫ
ωc
. (A6d)
In Eqs. (A6) the function γ(ǫdc) has been introduced in
Eq. (4.6a). The angular averages involving bared func-
tions K¯ and M¯ are given by Eqs. (A6) with γ¯(ǫdc),
Eq. (4.6b), replacing γ(ǫdc). Relations (A6) allow us to
perform the angular integrations in Eqs. (A1), (A2) and
(A3) leading to the expressions (4.5), (4.7) and (4.8) of
the main text.
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