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We study the Kitaev spin-1/2 ladder, a model which exhibits self-localization due to fractionaliza-
tion caused by exchange frustration. When a weak magnetic field is applied, the model is described
by an effective fermionic Hamiltonian, with an additional time reversal symmetry breaking term.
We show that this term alone is not capable of delocalizing the system but flux mobility is a prereq-
uisite. For magnetic fields larger but comparable to the flux gap, fluxes become mobile and drive the
system into a delocalized regime, featuring finite dc transport coefficients. Our findings are based
on numerical techniques, exact diagonalization and dynamical quantum typicality, from which, we
present results for the specific heat, the dynamical energy current correlation function, as well as
the inverse participation ratio, contrasting the spin against the fermion representation. Implications
of our results for two-dimensional extensions of the model will be speculated on.
¶Introduction. Quantum spin liquids (QSL) are
intriguing states of strongly correlated and highly en-
tangled magnetic moments lacking spontaneous symme-
try breaking and finite local order parameters down to
zero temperature T = 0K [1–3]. Instead, they feature
topological order parameters and fractional excitations.
One renown example of a Z2 QSL is the exactly solvable,
two-dimensional (2D), Kitaev, spin-1/2 model (KSM),
on a Honeycomb lattice [4, 5]. The spins that reside on
the vertices of the Honeycomb lattice exhibit frustrating
compass interactions and as a result fractionalize into
fermions and Z2 gauge fluxes. Hence the total Hilbert
space is fragmented in subspaces with reduced or absent
translation symmetry. While the ground state resides in
a uniform flux sector, fluxes can be thermally excited,
thus becoming a temperature activated binary disorder
for the fermions to scatter off.
Besides the original 2D-KSM, variants of it with dif-
ferent spin [6–8] or dimensionality have also been dis-
cussed in the literature [9–15]. The Kitaev ladder, a one-
dimensional (1D) KSM is a very interesting model be-
cause the reduced dimensionality inflicts additional pe-
culiarities upon it. The fermionic representation with
the emergent Z2 gauge field still holds but in 1D the
scattering off of fermions on disorder leads to localiza-
tion [13]. Thus in the 1D-KSM, single particle states
are Anderson localized [16] effectively leading to many
body localization (MBL) [17, 18]. The paradigm of lo-
calization in the absence of external disorder goes back to
two-constituent systems (light-heavy particles) [19] and
has currently resurfaced in fracton phases of matter [20]
with numerous applications on lattice gauge models and
more [21–30].
While transition metal compounds with a Kramers
doublet due to strong spin-orbit coupling are good candi-
dates for realizing the KSM [31–33], a proximate Kitaev-
QSL is the closest that has been reported so far [34–41].
A valuable alternative for realizing the KSM might occur
in cold atom experiments where compass interactions can
be engineered [42]. Furthermore, optical lattices are also
advancing the experimental study of non-ergodic systems
exhibiting MBL [43]. Remarkably, the demonstration for
realizing lattice gauge model with Z2 gauge fields coupled
to 1D fermions has recently been reported [44]. Thus, all
three fascinating fields of Kitaev-QSL, MBL, and lattice
gauge models that will be discussed in this work, share
the prospect of experimental materialization.
Here, we present results on the 1D-KSM including a
uniform external magnetic field. First, using the spe-
cific heat we show that fluxes have a clear imprint to
the specific heat. At weak magnetic fields, the effective
fermionic representation still holds, with the magnetic
field accounting for an additional next nearest neighbor
(NNN), time reversal symmetry (TRS) breaking term.
Violating time invariance in the context of Anderson lo-
calization could lead to delocalization due to the avoiding
of multiple scattering events and thus reducing interfer-
ence effects [45]. Our results on the inverse participation
ratio (IPR) as well as transport coefficients exclude this
scenario. For larger magnetic fields, we are able to detect
a delocalization transition, diagnosed by finite dc trans-
port coefficients. This is, however, attributed to different
physics, namely, to the mobility of the fluxes.
Our work is also of great interest for thermal measure-
ments in proximate Kitaev-QSL materials, like α-RuCl3.
Despite its weak nature, the TRS breaking term, gener-
ated by the magnetic field , has been allegedly reported to
give rise to a quantized thermal Hall effect in α−RuCl3
[46], as originally predicted for the pure 2D-KSM [4].
However, the existence and the nature of it are still un-
der investigation [47–51]. Longitudinal thermal trans-
port is also very important for the understanding of the
excitations in these systems [52–55]. From our analysis
we can speculate on the longitudinal thermal transport
of the 2D model. The hallmark of the spins’ fraction-
alization on the transport properties is a low frequency
depletion in the spectrum of the dynamical energy cor-
relations. While the limiting dc behavior differs for the
1D- and the 2D-KSM, the low frequency cut is a com-
mon attribute of both models [13, 56–58]. Our analysis
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2FIG. 1: (a) A three rung unit cell of the spin-1/2 Kitaev
ladder. The direction of the arrows indicate the order of the
Majorana pairs in the fermionic representation. The black
dashed bond on rung 2l + 1, connecting the 0th and the 1st
chain, comes from boundary conditions in the rung direction.
The eˆx vector emphasizes the 1D character of the model. (b)
Specific heat versus temperature for different values of the
magnetic field B. The data are obtained via ED in the spin
representation for a system of L = 8 rungs (i.e. 16 spins).
here shows that magnetic fields larger but comparable
to the flux gap make fluxes mobile, the low frequency
spectrum depletion is filled in, and consequently the dc
thermal conductivity is increased. After this process is
completed, we do not expect significant changes in the dc
thermal conductivity for further increasing the magnetic
field.
¶Model. The KSM model describes bond-
directional Ising interactions between spin S = 1/2
operators [4]. Its Hamiltonian in the presence of a
magnetic field is given by (see also Fig. 1)
HS =
∑
〈i,j〉
JaijS
a
i S
a
j + gµBB ·
∑
j
Sj (1)
with Jaij the Kitaev interactions (a = x, y, z), i, j nearest
neighbor’s (NN) sites on the lattice, g = 1 is the g-factor,
µB = 1 the Bohr magneton, and B = (B,B,B) the mag-
netic field. We also set to unity the Planck and Boltz-
mann constants ~, kB = 1. The Jz-bonds in the middle
of the hexagon arise from boundary conditions in the
rung direction. Although the absence of these terms in
Heisenberg Hamiltonians might give rise to new physics
[59], here they are not expected to play any role.
For B = 0, KSM is characterized by a macroscopic
number of local conservation laws, the so called flux (or
vison) operators and due to that it becomes analytically
solvable. The ground state sector resides in the uniform
flux sector which is separated from other sectors by a
gap ∆. Here, we fix the Kitaev couplings to Jx = 2J and
Jy = Jz = J , where the ground state is gapless, and we
numerically determine ∆ ' 0.07J .
At finite temperatures the fluxes become thermally ex-
cited and a flux proliferation process occurs for T < ∆.
This behavior can be read off from the specific heat,
C(T ) =
(〈H2S〉 − 〈HS〉2) /T 2, which is shown in Fig. 1
(b) for different values of the magnetic field B [60, 61].
The results are obtained from exact diagonalization for
an L = 8 rung system. For B = 0, it exhibits the char-
acteristic two-peak structure of Kitaev systems [57, 62–
65]. The low-temperature peak is associated with the flux
proliferation, where the system gets flooded with flux ex-
citations. The action with the Zeeman term creates an
effective hopping term for the visons, making them effec-
tively mobile [66]. For B < ∆, C(T ) remains practically
unaffected indicating that the picture of the fluxes still
holds. Intermediate magnetic fields reduce the height of
the low-T peak, which initially moves towards lower tem-
peratures, characterizing a regime where visons are still
present albeit mobile. For stronger B’s, the low temper-
ature peak shifts to higher temperatures until it disap-
pears, illustrating the absence of any trace of the fluxes.
Treating the magnetic field perturbatively for B < ∆
enables a fermionic representation where spin operators
are mapped into two species of Majorana fermions c and
c¯ [4, 67], with {ci, cj} = 2δij = {c¯i, c¯j} and {ci, c¯j} = 0.
One of the two species, say c, is itinerant, while the other
pair up along the z-bond direction, they commute with
the Hamiltonian, and they become static. We denote
these local conservation laws with ηzj = ±1 while we also
introduce ηxj = η
y
j = 1 to unify the notation. The ground
state occurs for ηzj = 1 while for T  ∆ ηzj is completely
disordered, 〈ηz〉 = 0. The magnetic field accounts for
a TRS-breaking, NNN-interaction term in the fermionic
representation, i.e., HS ≈ HF with
HF = − i
4
∑
〈i,j〉
Jaijη
a
i cicj − i
J2
8
∑
〈〈i,j〉〉
η˜ijcicj , (2)
and J2 ∼ B3∆2 [4, 67, 68]. The double brackets in the
second term denote summation over NNN sites and the
order of the majorana pairs can be read off from Fig. 1(a).
For η˜ holds: η˜ij = 1 for intrachain bonds or η˜ij = η
z
i +η
z
j
for interchain bonds. In terms of Dirac fermions [10, 35,
69–71], HF becomes a superconducting Hamiltonian on
a two-site unit cell chain of length L, in the presence of
an onsite Z2 gauge field ∼ ηzj as well as bond disorder
terms ∼ η˜ij .
¶Inverse participation ratio. The first quantity
that we look at in order to detect localization is the in-
verse participation ratio (IPR), which is given by the sum
over the lattice sites of the squared probabilities of the
wave-functions ψ [72]. For a given η-configuration, we
denote the average IPR with Iη, while for disordered sec-
tors, we average over R gauge configurations to obtain
the moments Ip, viz.,
Iη =
1
L
L∑
m=1
L∑
l=1
|ψηm(l)|4, Ip =
1
R
R∑
r=1
(Iηr )
p
. (3)
From these definitions, the mean IPR is given by I = I1
while the fluctuations around this mean can be quantified
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FIG. 2: System size scaling of the inverse participation ratio
of the fermionic model, Eqs. (2) and (3), in a log-log scale
for different values of the J2 coupling. (a) Uniform gauge
configuration. (b) Random average over R = 1000 maximally
disordered states, 〈ηz〉 = 0, and 3σ depicted as error bars.
via the standard deviation σ =
√
δI/R, where δI = I2−
(I1)2.
Assuming that all states of a system are localized
ψηm(l) ∼ δlm, the IPR is expected to scale as I(L) ∼
const., while for extended states ψηm(l) ∼ 1/
√
L, I(L) ∼
1/L. In Fig. 2(a), we plot in a log-log scale the IPR of
the uniform gauge sector for different values of the J2
coupling versus the system size, which reveals a ∼ 1/L
scaling. On the contrary, for the same values of J2, a
random averaging over R = 1000 sectors with 〈ηz〉 = 0
reveal the opposite behavior, namely I(L) ∼ const.. The
difference between “clean” and “dirty” sectors is striking,
and elucidates the localization character of the disordered
states for any J2. The initial drop of the IPR in Fig. 2(b)
can be attributed to a comparable localization length ξ
with the system size. Moreover, from this behavior, it is
hard to conclude a large sensitivity of ξ to J2.
¶Energy transport. Next we study the dynamical
transport properties of HF . For that, we employ the en-
ergy current dynamical auto-correlation function, which
has the advantage to be diagonal in the gauge fields, and
it is also directly related to the experimentally measur-
able thermal conductivity,
C(t) = 1
L
〈j(t)j〉 , C(ω) =
∫
dteiωtC(t) . (4)
Here, j is the energy current operator, the exact expres-
sion of which is acquired via the time derivative of the
polarization operator j = ∂P∂t , P =
∑
l rlhl, with hl
being a local energy density [73] and rl its correspond-
ing coordinate. The angled brackets denote a thermal
expectation value, which here is restricted to infinite
temperature. For the discussion of localization we are
interested in the low-ω properties of C(ω), and mainly
its static part, which comprises two contributions: (i)
the Drude weight arising from the non-vanishing due to
degeneracies part of the correlation function at longer
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FIG. 3: (a) Frequency dependence of the energy current cor-
relation function in the fermionic representation, Eq. (2), for
J2/J = 0.026, 1, 2 and L = 32. For comparison, C(ω) evalu-
ated with HS , for B = 0.05J , and L = 8 is also shown marked
with cyan circles connected by a dotted line. (b) A zoom at
low frequencies of (a). The lines depict second order poly-
nomials, fitted in the range 0 < ω/J < 0.07 to extract the
dc limit. (c) Finite size scaling of the Drude weight C0, in a
semi-log plot. The lines are exponential fits.
times, 2piC0 = limt→∞ C(t); (ii) the dc limit of the regular
part Cdc = limω→0 C(ω). The former indicates ballistic
while the latter dissipative transport and if both of them
vanish, the system is an insulator.
In Fig. 3(a), we present results for C(ω), acquired via
ED in the fermionic representation, for different values
of the NNN interaction and L = 32, corresponding to
a Hilbert space dimension of 264. Due to the different
energy scales, we normalize the curves to a unit integral.
In the fermionic representation, the quadratic form of
HF yields two types of contributions in C, “quasiparti-
cle” or “pair-breaking”. These can be discerned in the
curve for J2 = 0.026J , corresponding to B = 0.05J < ∆.
First, the maximum around ω ≈ 0.4J , is attributed to
the quasiparticle part of the correlation function. The
sharp decrease of C(ω) at lower frequencies, ω . 0.2J ,
better highlighted in Fig. 3(b), is inevitable due to the
localization of the single particle states. Exactly the same
behavior is recovered in the spin representation from the
many-body Hamiltonian HS , also plotted in Fig. 3(a),
for B/J = 0.05, and L = 8. Second, the broader and
of lower intensity hump, centered around ω ≈ 3J , cor-
responds to the pair-breaking type of contributions. As
J2 is further increased, the gap between the quasiparti-
cle and the pair-breaking contributions is filled, however,
as better seen in Fig. 3(b), the pseudo-gap at low fre-
quencies does not close. In Fig. 3(b), we highlight the
low frequency behavior of C(ω) for the fermionic spectra
plotted in panel (a). The lines connecting the points are
second order polynomial fits in the range 0 < ω/J < 0.07,
and extrapolate to tiny or even negative values at ω = 0
[74]. A small Drude weight C0 becomes also visible in
Fig. 3(b), which finite size scaling behavior is plotted in
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FIG. 4: (a) Frequency dependence of the energy current cor-
relation function in the spin representation, Eq. (1) for differ-
ent values of the magnetic field, with L = 8 (ED) and L = 12
(DQT). (b) Finite size scaling of C(ω) for B = 0.2J .
Fig. 3(c) for systems L = 16 − 32. The lines are expo-
nential fits to the data and imply an exponential decay of
C0, namely, C0 → 0 for L→∞. Thus, it can be inferred
that both C0 and Cdc vanish in the thermodynamic limit.
As one of our prime results, we summarize the preced-
ing by stating, that both the IPR and C(ω) evidence, that
a delocalization of the system cannot be captured within
the fermionic representation despite the TRS-breaking
nature of the NNN interaction induced by the magnetic
field.
¶Spin representation. Next, we contrast the pre-
vious findings to C(ω) obtained within the HS frame-
work, where the magnetic field is taken fully into ac-
count, Eq. (1). To improve upon the available system
sizes, facing the complete many body Hilbert space, and
in addition to ED, we also employ Dynamical Quantum
Typicality (DQT). In DQT a thermal mean value is ap-
proximated by an expectation value obtained from a sin-
gle pure random state |ψ〉, drawn from a distribution that
is invariant under all unitary transformations in Hilbert
space (Haar measure), which leads to an exponential er-
ror decrease with L [75]. The real part of correlation
function is then evaluated via C′(t) ≈ Re 〈ψ|j(t)j|ψ〉L〈ψ|ψ〉 by
solving a standard differential equation problem for the
time evolution. The time evolution is performed with
a Jδt = 0.01 step [corresponding to an accuracy of the
order of O(10−8) in the fourth order Runge-Kutta algo-
rithm], while we integrate for times up to Jtmax = 100.
The results for C(ω) for different values of B are pre-
sented in Fig. 4(a). First, comparing DQT (L = 12) and
ED (L = 8) at weak magnetic fields reveals a discrepancy
between the two methods. This is due to the long time
oscillations of the Kitaev terms, causing C(t) to oscillate
even at the longest times kept here. These discrepancies
disappear at higher magnetic fields where C(tmax) = 0
and do not invalidate any of our conclusions, see also
Fig. 4(b). As the magnetic field exceeds the gap, we ob-
serve a very rapid filling of the low frequency depletion.
This can be interpreted as a large weakening of the fluxes’
scattering strength once they become mobile. Already at
B = 0.2J , the low frequency depletion disappears giving
C(ω) a more Drude-like shape, although the higher fre-
quency pair-breaking structure can still be observed. For
even higher values of the magnetic field higher and lower
frequencies are smoothly connected, while the dc limit
shows only a weak dependence on B > ∆. Thus one can
argue, that Cdc, or equivalently the experimentally mea-
surable thermal conductivity κdc, would exhibit a strong
increase at B & ∆ followed by a weak variation as B
is further increased. Lastly in Fig. 4(b), we present the
finite size scaling behavior of C(ω), also comparing ED
and DQT. We find, that there are practically no finite
size effects at moderate magnetic fields in the data of the
spin representation.
¶Discussion. Our main finding here is, that frac-
tionalization in the 1D-KSM, leading to a thermally ac-
tivated flux disorder, induces self-localization for B . ∆
and therefore leads to vanishing thermal transport coeffi-
cients. For stronger magnetic fields B & ∆, flux mobility
and many-body interactions fill the low frequency de-
pletion of C(ω  1) leading to delocalization and finite
transport coefficients. The absence of this behavior in
the popular simplification of the 1D-KSM, which treats
magnetic fields only perturbatively, raises questions on
the applicability of the latter model to describe finite-
field transport.
Let us now speculate on the application of our results
to the 2D-KSM. The characteristic low frequency deple-
tion, attributed to the scattering of fermions on the gauge
field [12, 13], is also a characteristic of the 2D-KSM [56–
58]. An essential difference in the absence of magnetic
field between the 1D- and 2D-KSM is that in the lat-
ter, the pseudo-gap closes in the thermodynamic limit
restoring dc transport. However, the mechanism of fill-
ing the low frequency depletion in the C(ω) spectra due
to the flux mobility will be also present in 2D. Taking
into account that the flux gap of the 1D and the 2D
systems are almost equal, ∆2D ≈ ∆ = 0.07J , and that
typical values of Kitaev exchange are J ≈ 70K, we ex-
pect ∆ ≈ 5K. Therefore, a system with purely Kitaev
interactions would exhibit a notable increase in the dc
transport coefficients for magnetic fields around B & 7T .
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