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Los diferentes procesos de desmovilización y reincorporación a la vida en sociedad han con-
seguido que miles de excombatientes de diferentes grupos armados busquen retornar a la
vida civil. Sin embargo, se ha reportado en la literatura que la experiencia de guerra causa
en estas personas trastornos y desordenes psicológicos que les impiden completar su proceso
de reintegración. Se ha encontrado en la literatura distintas alternativas para estudiar el
comportamiento de personas que han participado en el conflicto armado, algunos de estos
métodos abordan el problema desde la psicoloǵıa, haciendo entrevistas y encuestas asistidas
por expertos. En los últimos años estos estudios han sido apoyados cada vez más con técnicas
de aprendizaje de máquina, haciendo análisis de registros electroencefalográficos (EEG), ya
que el uso de los sensores para la adquisición de estas señales tiene un costo reducido y la
prueba es no invasiva, lo cual facilita poner en práctica esta técnica. Además, los registros
EEG tienen una muy buena resolución temporal (milisegundos), y mediante su análisis se
ha mostrado una mejoŕıa considerable en el rendimiento de la tarea de clasificación entre las
clases (controles y excombatientes).
La metodoloǵıa desarrollada fue probada en dos bases de datos que evalúan el procesamien-
to emocional de controles y sujetos expuesto al conflicto. El primer conjunto de datos tiene
como objetivo discriminar entre las clases utilizando una tarea de valencia contextual, y el
segundo utiliza est́ımulos con imágenes flanqueadas para distinguir entre sujetos que han
recibido alta exposición y sujetos con baja exposición al conflicto armado colombiano.
En esta tesis se plantea una metodoloǵıa que utiliza dos formas de caracterización de regis-
tros EEG utilizando combinación de la representación de estas señales en tiempo, frecuencia
y espacio. El primero de los métodos utiliza caracterización en tiempo-frecuencia empleando
la transformada Wavelet en su forma discreta para descomponer las señales EEG. Después
se extrajeron datos estad́ısticos sobre los coeficientes de detalle y aproximación, los cua-
les fueron utilizados como caracteŕısticas. Por otro lado, se utilizó también información en
frecuencia-espacio, haciendo análisis de conectividad funcional y aplicando la teoŕıa de grafos
a las conexiones encontradas en diferentes escalas de conectividad. Adicionalmente, se realizó
un análisis de relevancia con tres métodos que permiten brindar mayor interpretabilidad a los
resultados obtenidos y obtener una mayor tasa de clasificación al utilizar las caracteŕısticas
más relevantes. Los métodos utilizados son búsqueda exhaustiva, aprendizaje multi kernel
(MKL), y selección de caracteŕısticas con ANOVA. Finalmente, se realiza la clasificación de
las caracteŕısticas con una máquina de vectores de soporte, obteniendo el puntaje F1 como
medida de evaluación.
Los resultados sugieren que existe diferencia entre las clases de la tarea denominada como
viii
flanker, consiguiendo hasta 94 % de puntaje F1 en la tarea de clasificación. Para el caso
de valencia contextual se tiene hasta un 85 % en el puntaje F1 combinando la información
espectral con MKL. En general, se obtuvo que el análisis por bandas de frecuencia obtiene a
lo largo de las pruebas los resultados más altos, aunque el análisis de relevancia con MKL es
también consistente, y se observó que la banda en donde se dieron los mejores resultados fue
en los rangos de frecuencia altos de β. Esto sugiere que los controles y pacientes expuestos
al conflicto presentan una diferencia en los niveles de concentración y atención.
Palabras clave: Aprendizaje de Máquina, Bandas de Frecuencia, Conectividad de EEG,
Kernels, MKL, Procesamiento Emocional, Señales EEG, SVM, Wavelets.
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Abstract
The different demobilization process have bring thousands of colombian excombatants in
searching for return to the civil life. However, it is reported that the war experience produces
psychological disorders that prevent completing their reintegration process. The literature
shows several alternatives to study the behavior of people with war experiences, some of
these methods address the problem using psychology, i.e., making interviews by experts. In
the last years, the studies have been helped by artificial intelligence using electroencephalo-
graphic (EEG) signals, due to EEG is a non-invasive and low-cost study, which facilitates
put into practice this technique. Also, EEG signals have an adequate time resolution (mi-
lliseconds), and with its analysis the classification task between excombatants and controls
have improved.
The developed methodology was evaluated in two different datasets, both assess the emotion
processing in controls and subjects with high exposure to the armed conflict. The first data-
set aims to discriminate between classes using contextual valence. The second dataset uses
stimuli with flanker images to distinguish between subjects that have been highly exposed
to the conflict and subjects with low exposure.
In this thesis it is developed a methodology that uses two ways of EEG characterization
making combinations of the representations of these signals in different domains as time,
frequency, and space. The first approach uses features in time-frequency domain employing
decomposition with multiple discrete wavelets, then, statistics features are extracted from
the decomposition coefficients. On the other hand, it is used frequency-space information
making a functional connectivity analysis and applying graph theory over the connections
found on the connectivity. Also, it was made a feature relevance analysis through three
methods that give better interpretability of the data. The relevance analysis methods used
are: Exhaustive search with frequency bands, weights assignment with MKL, and ANOVA
feature selection technique. Finally, the classification was made using SVM, and evaluated
with the F1 score metric.
Results suggest that there is a difference between the classes in the flanker dataset, reaching
a 94 % of F1 score. For the contextual valence dataset, the F1 score achieves an 85 % by
combining the spectral information with MKL. In general the exhaustive search method
showed the best scores among several tests, nevertheless the relevance analysis with MKL is
the most regular method. Finally, it is shown that higher frequencies in the beta band are
the most relevant ones, suggesting that the controls and subjects present differences in the
concentration and attention level.
Keywords: EEG Connectivity, EEG Signals, Emotion Processing, Frequency Bands,
x






1.1 Introducción. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2 Planteamiento del Problema. . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
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3.2.4 Reparación de Épocas Defectuosas. . . . . . . . . . . . . . . . . . . . 35
3.3 Sumario. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4 Caracterización de Registros Electroencefalográficos 38
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1 Antecedentes
1.1. Introducción.
El conflicto armado en Colombia es una problemática que tiene más de 50 años. Durante
este peŕıodo se han hecho part́ıcipes diferentes grupos y organizaciones criminales con fines
de diferente ı́ndole, entre estos se hacen puntuales los fines poĺıticos, el narcotráfico, control
de territorios y enriquecimiento iĺıcito a través de múltiples prácticas iĺıcitas [99]. En este
conflicto se exhibe además el grupo armado ilegal más antiguo de la historia, las FARC, que
a 2015 contaba con 6230 combatientes [22]. Al finalizar el proceso de paz que concluyó en
2016, muchos de estos combatientes se acogieron a los procesos de reinserción a la vida civil.
Según la Agencia Colombiana para la Reintegración (ACR), en su gúıa de aplicación de-
nominada Poĺıtica Nacional de Reintegración Social y Económica PRSE, se estimó que al
finalizar el primer trimestre del 2014 se teńıan 5296 personas en el proceso de reintegración,
y se especifica que desde el 2003 más de 56400 personas han dejado las armas, no todos de
los mismos grupos protagonistas del conflicto, ni de la misma rama ideológica, lo cual es un
punto cŕıtico a evaluar en los planes de reintegración social.
La Agencia Nacional Para la Reincorporación y Normalización (ARN) estima que hacia el
2014 en Colombia hubo una cifra significativa de desmovilizados con respecto a los años an-
teriores, de los 56171 individuos que se acogieron al proceso de paz y que dejaron las armas,
46896 iniciaron la reintegración [101], lo que da una idea de la magnitud del proceso de
desmovilización y reintegración, en donde las estad́ısticas reflejan que el 83 % de los actores
involucrados están dispuestos a iniciar el proceso. También se debe tener en cuenta que los
grupos de post desmovilización aportan un gran número de personas a nuevos grupos ile-
gales como las bandas criminales, articulaciones delictivas que operan principalmente desde
regiones rurales como el Urabá antioqueño, dedicadas al narcotráfico, extorsión a empresas
y negocios, y que son resultado de un mal proceso de reinserción, dado que del total de ex
combatientes en proceso de reincorporación, 12186 abandonaron el programa por ausentis-
mo, pérdida de beneficios o por solicitud propia [101].
Los últimos documentos revelados por la ARN en 2019 muestran la cantidad de desmovili-
zados luego de la finalización del proceso de paz. En la Figura 1-1 se pueden ver estas cifras
discriminadas por grupo y género.
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Figura 1-1: Cifras de Desmovilizados Resportadas por la ARN en 2019.
Las cifras exponen que hay una gran población que ha abandonado la v́ıa armada y está
dispuesta a retomar labores en sociedad, esto gracias a los múltiples acuerdos que se han
logrado entre grupos armados y el gobierno, y con ello, se ha hecho indispensable un plan de
reincorporación y aprovechamiento de las personas que vuelven a la sociedad, para lo cual se
han implementado diferentes programas como el DDR, siglas del proceso de Desarme, Des-
movilización y Reintegración a la vida civil de excombatientes, proceso inicializado en el páıs
hace varios años con algunos grupos, y que la Organización de Naciones Unidas (ONU) des-
cribe como remoción de armas de las manos de los combatientes, el retiro de los combatientes
de estructuras militares, y la asistencia a estos para reintegrarse social y económicamente en
la sociedad mediante formas de vida civiles [82]. La justicia transicional y el PRSE son tam-
bién mecanismos diseñados por el gobierno que pretenden motivar a que las personas vuelvan
a la vida civil de forma exitosa, brindándoles las mı́nimas garant́ıas de supervivencia como la
vivienda y vinculación a trabajos dignos. Con este f́ın, se han realizado actualmente alianzas
con algunas compañ́ıas en pro de incentivar la integración de estas personas a la vida laboral.
Sin embargo, como resultado de investigaciones acerca de los excombatientes y sus condi-
ciones de salud f́ısica y mental luego de volver de la guerra, se ha mostrado que uno de los
principales factores que interviene en la reincorporación, son sus cambios en el procesamien-
to de emociones, lo cual interviene directamente en el comportamiento de los individuos,
ya que como se describe en [96], existe una relación entre el procesamiento emocional y el
desempeño en la cognición social que aborda facultades como la empat́ıa, las cuales son de
vital importancia para un reacondicionamiento satisfactorio. Dada esta problemática, esta
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investigación pretende abordar el proceso de diagnóstico de patrones en el procesamiento
de emociones de los excombatientes en Colombia desde un enfoque ingenieril, poniendo a
disposición herramientas que trabajen de forma conjunta con las labores sociales y procesos
de reacondicionamiento psicológico de los actores involucrados, para de esta forma hallar una
calibración en el diagnóstico de dificultades de procesamiento emocional en desmovilizados.
En este trabajo, los algoritmos de aprendizaje de máquina basados en señales electroencefa-
lográficas son utilizados para identificar caracteŕısticas determinantes en la forma de procesar
emociones de los individuos. Estos algoritmos han sido ampliamente utilizados en el estado
del arte en múltiples tareas y han mostrado excelentes desempeños [76].
El aprendizaje de máquina es una disciplina cient́ıfica que se deriva de la inteligencia arti-
ficial (AI por sus siglas en inglés), la cual se encarga de predecir comportamientos en un
conjunto de datos basado en modelos estad́ısticos, extrayendo de dichos datos información
que seŕıa muy compleja obtener por cálculos humanos debido a la dificultad computacional
y el volumen de datos que usualmente se requiere.
Algunos de los temas con mayor investigación en los últimos años visto desde el aprendizaje
de máquina giran en torno a resolución de problemas como detección eficiente del habla
[38, 79, 69], incluso extrayendo caracteŕısticas para poder determinar el estado emocional
de un individuo por medio de su voz [75], clasificación entre estados emocionales como
disgusto, ansiedad o felicidad [45], aśı como también se investiga en el reconocimiento de
textos escritos a mano [17, 51], y se trabaja profundamente en algunas ramas vanguardistas
y de aplicación recurrente en la vida cotidiana como la seguridad informática, la mineŕıa
de datos [9], e interfaces de interacción entre hombre y máquina a través de conectividad
cerebral BCI [92, 132].
1.2. Planteamiento del Problema.
En la literatura se han encontrado diversas alternativas para analizar el procesamiento emo-
cional de los seres humanos. Algunas de estas metodoloǵıas abordan la problemática desde
un punto de vista netamente psicológico, en donde se han desarrollado procedimientos como
las entrevistas de diagnóstico estandarizadas, las cuales requieren personal que previamente
ha recibido capacitaciones intensivas durante tiempos medios o prolongados y que cuenta con
experiencia para llevar a cabo el procedimiento [107], entre ellas las entrevistas cĺınicas es-
tructuradas y la escala de trastorno de estrés postraumático supervisada por personal médico
(CAPS) [133]. Recientemente se han ido introduciendo nuevos procedimientos haciendo uso
del análisis a partir de las señales electroencefalográficas de los pacientes, algunas de ellas
apoyadas en algoritmos de aprendizaje de máquina [100, 99] y otras en técnicas alternativas
como el modelo lineal multinivel [40]. Los trabajos que recurren a la electroencefalograf́ıa
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han mostrado una mejoŕıa en el rendimiento de la tarea comparado con las entrevistas es-
tructuradas. Por otra parte, los registros EEG resultan ser una técnica efectiva, dado que es
una prueba no invasiva y de bajo costo, lo que la convierte en una alternativa viable desde el
punto de vista médico. Adicional a esto, tiene una alta resolución en el tiempo (en escala de
milisegundos), lo que la vuelve factible para realizar procesamiento y análisis en el ámbito
ingenieril.
La adquisición de los registros EEG se diversifica según las condiciones del paciente y re-
petitividad de la misma. Uno de los procedimientos ampliamente utilizados es el de los
potenciales evocados o potenciales relacionados a eventos (ERP). Este método consiste en
tomar el sujeto de estudio y someterlo a condiciones espećıficas en un entorno cerrado, con
poco ruido, en un asiento confortable, de tal forma que se disminuyan al máximo las per-
turbaciones inmersas en el ambiente, para posteriormente tomar los registros mientras se
le presentan est́ımulos que se espera sean percibidos en forma de impulsos eléctricos en las
mediciones que luego son tratadas y estudiadas. Normalmente estos est́ımulos corresponden
a imágenes [90, 16], sonidos [61] e incluso la percepción del dolor [115].
Existe gran cantidad de trabajos dedicados al tratamiento del EEG en sus diversas etapas
y con objetivo en la caracterización, en donde los autores se han esforzado por establecer
métodos óptimos y con desempeños superiores a los paradigmas actuales, incluyendo la mejor
forma de adquirir los datos evitando perturbaciones debido a est́ımulos involuntarios como
el parpadeo o tensión de músculos [61] y el filtrado de las señales de forma que se elimine
el ruido sin sacrificar la adquisición de datos relacionados con la tarea [104, 118]. En la
caracterización sobresalen técnicas en el dominio del tiempo, como se hace en [41, 115, 57],
frecuencia utilizando modelos matemáticos como la transformada de wavelet [27, 49], trans-
formada de Fourier [2], y adicionalmente se tiene el análisis espacial [50].
Sin importar el dominio en el que se trabajen las señales, es contundente que el éxito del
proceso de clasificación se vincula a la selección adecuada de las caracteŕısticas que maximi-
zan la frontera de decisión entre las etiquetas de clase. Esto se debe a lo que comúnmente se
conoce como la maldición de la dimensión, i.e., donde demasiadas caracteŕısticas pueden no
aportar información discriminante para la tarea de estudio, dificultando crear una frontera
de decisión óptima. Para resolver esta tarea, existen varios métodos de selección de carac-
teŕısticas tanto supervisados basados en entroṕıas utilizando información mutua [68], o en
subespacios [32], como no supervisados buscando las caracteŕısticas con mayor variabilidad.
Sin embargo, aunque dichos métodos permiten seleccionar las caracteŕısticas que maximizan
la clasificación, estas son seleccionadas de forma individual, haciendo que la evaluación de
la relevancia de dichas caracteŕısticas una a una por un especialista, se puede tornar en un
proceso extenuante, dificultando además la integración del sistema propuesto en un ámbi-
to interdisciplinar, i.e., integrado por psicólogos, sociólogos, ingenieros; entre otros. Para la
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tarea en cuestión, es importante que el método de selección propuesto permita interpretar
grupos de caracteŕısticas, con el fin de generar un biomarcador que sirva para diferenciar
entre sujetos control y excombatientes. Para solucionar este problema, surgen métodos como
Multiple Kernel Learning, que entregan un peso indicando qué tan relevante para la tarea
de estudio es cada forma de caracterización, la cual agrupa criterios similares como bandas,
caracteŕısticas espećıficas, dominios, etc. Aśı, estos pesos podrán ser utilizados por psicólogos
expertos en procesamiento emocional, para indicar con qué rasgos de los excombatientes se
relacionan.
1.3. Hipótesis.
Los trabajos y experiencia de diferentes autores encontrados en la literatura relacionados
con la clasificación y extracción de caracteŕısticas del EEG, evidencian una gran capacidad
de los algoritmos de aprendizaje para la separación y asignación de etiquetas a diferentes
conjuntos de individuos relacionados con una tarea espećıfica. Basados en dicha experiencia,
se espera que utilizando algoritmos de aprendizaje de máquina, y tomando como información
las diferentes caracterizaciones de los registros EEG, es posible desarrollar una metodoloǵıa
que entregue como resultado el método de caracterización que maximiza la discriminación
entre sujetos de control y excombatientes, de tal forma que las caracteŕısticas extráıdas
conserven una alta interpretabilidad de los datos obtenidos, y de esta forma contribuir con
profesionales de otras disciplinas a determinar las causas y consecuencias de las afectaciones




Desarrollar una metodoloǵıa basada en algoritmos de aprendizaje de máquina que permita
identificar qué tipo de caracterización de los registros EEG maximiza la clasificación entre
sujetos de control y excombatientes.
1.4.2. Objetivos Espećıficos:
Desarrollar una metodoloǵıa de caracterización de registros EEG utilizando análisis de
conectividad en espacio, tiempo y frecuencia, de tal manera que se puedan identificar
patrones relacionados con el procesamiento emocional.
Proponer una metodoloǵıa de análisis de relevancia utilizando algoritmos de aprendi-
zaje supervisado, que permita relacionar grupos de caracteŕısticas de los registros EEG
con patrones discriminatorios entre los diferentes sujetos de estudio.
Evaluar el rendimiento de la caracterización propuesta, con el fin de cuantificar la
mejoŕıa en la tarea de discriminación de los grupos de estudio después del análisis de
relevancia.
1.5. Publicaciones y Productos de Investigación.
A continuación, se muestran los productos de investigación obtenidos con el desarrollo de
esta tesis, estos son: 1 art́ıculo publicado en revista Q2, 1 art́ıculo aprobado en revista Q2,
y 1 conferencia en evento internacional, los t́ıtulos de estos trabajos se listan en el orden
mencionado.
J.D. Mart́ınez-Vargas, D.A. Nieto-Mora, P.A. Muñoz-Gutiérrez, Y.R. Céspedes-Villar,
E. Giraldo, G. C.-D. Assessment of Source Connectivity for Emotional States Discri-
mination. Lecture Notes in Computer Science.
Nieto Mora, D. A., Giraldo, A., Acosta, J. C., Trujillo, L. C., Céspedes, Y. R., &
Mart́ınez Vargaz, J. D. Using Hidden Markov Models for Profiling Driver Behavior
Patterns. International Journal of Computer Science.
Nieto Mora, D. A., Mart́ınez Vargaz, J. D., & Duque Muñoz, L. Emotional States Dis-
crimination Using EEG Based on Channels Connectivity and Multiple Kernel Learning.
2 Marco Teórico.
2.1. Electroencefalograf́ıa (EEG).
2.1.1. Las Neuronas y el Potencial de Acción.
El cuerpo humano es un sistema complejo compuesto por diferentes procesos y subsistemas
que son esenciales para su correcto funcionamiento, mas aún, existe un órgano encargado que
centraliza, organiza y distribuye todas las tareas a través de señales biológicas, dicho órgano
es el cerebro. El cerebro es la unidad central de procesamiento en los animales y humanos, es
el responsable de coordinar otros sistemas como el digestivo, tegumentario, cardiovascular y
respiratorio, además, es responsable de los movimientos voluntarios e involuntarios. Una de
las funciones más importantes del cerebro es adquirir y procesar toda la información que los
humanos reciben a través de los diferentes sentidos, que usualmente son descritos como la
visión, el gusto, audición, olfato y tacto [89]. Utilizando los sentidos, el ser humano puede
interactuar e interpretar el mundo que lo rodea basado en experiencia, razonamiento, y habi-
lidades f́ısicas y mentales. Por esta razón, el cerebro es considerado la parte más sorprendente
y complicada del cuerpo humano [103].
Como sucede en todo el cuerpo, la información en el cerebro es recibida y transmitida a
través de células, en este caso, existen unas células especiales llamadas neuronas o células
nerviosas (debido a que son las relacionadas con el sistema nervioso), en donde son pro-
ducidos los Potenciales de Acción o AP (por sus siglas en inglés). Los AP son producidos
cuando hay un cambio en la carga eléctrica y polaridad al interior de las células, en este
caso las neuronas. Estos AP son producidos en el axón a través de la membrana celular. A
continuación, la Figura 2-1 muestra la estructura principal de la neurona.
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Figura 2-1: Representación de la Estructura Básica de la Neurona. Editado de
https://www.freepik.com/vectors/background
Para producir un potencial de acción es necesario que las neuronas reciban un est́ımulo lo
suficientemente fuerte para evocarlo, luego el proceso continúa con el intercambio de iones
de potasio, calcio, cloruro, sodio y otros iones orgánicos, los cuales causan una variación
en el potencial de la membrana dependiendo de la cantidad de cationes (iones positivos) y
aniones (iones negativos) en el interior y exterior de esta, sacando a la neurona del estado
de reposo, el cual representa una carga negativa de 70 milivoltios (mV) en la membrana
celular. Es necesario un est́ımulo suficientemente fuerte debido a que el potencial producido
debe superar el voltaje umbral o voltaje mı́nimo del ĺımite de reposo en la neurona; luego de
alcanzar este valor, normalmente fijado 15 mV por encima del potencial de reposo, es decir
en -55 mV, el potencial cambia de negativo a positivo. Para retornar al potencial normal,
hay diferentes fases que experimenta la membrana celular, donde se permite la entrada y
salida tanto de aniones como de cationes. El sodio, potasio y cloruro son los iones que están
involucrados esencialmente en el proceso sináptico, cada uno de estos cuenta con un canal
especial, estos canales son poros acuosos cerrados cuyos cambios composicionales son dirigi-
dos por el campo eléctrico en la membrana [52], regulando y controlando de esta manera el
ingreso de part́ıculas. De igual manera, cada canal iónico cuenta con compuertas que definen
el estado en que se encuentra el canal, los estados pueden ser: activo (abierto o cerrado),
inactivo o bloqueado [14]
Las fases del potencial de acción para llegar al estado de reposo se definen como:
Depolarización: esta fase ocurre cuando el potencial en el cuerpo de la neurona co-
mienza a ser menos negativo y se eleva de -70 mV hasta el voltaje de umbral localizado
en -55 mV, durante esta fase el canal de sodio pasa a activo y las compuertas se abren,
por lo tanto, el sodio fuera de la membrana comienza a fluir hacia el interior. Por esta
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razón, la membrana adquiere una carga menos negativa, considerando que el sodio es
un ion de carga positiva. Si el est́ımulo no es lo suficientemente fuerte para producir el
potencial de acción, se le llama potencial graduado y la neurona permanece en estado
de reposo.
Sobre impulso: en la fase de depolarización, una vez el est́ımulo consigue alcanzar
el umbral de reposo, el potencial siempre aumenta hasta 30 mV, produciendo el sobre
impulso, donde la membrana alcanza el máximo potencial positivo. Luego las com-
puertas de sodio se cierran y el canal pasa a estado inactivo. Esto interrumpe el flujo
de los iones de sodio al interior de la célula [103].
Repolarización: en la repolarización la neurona busca recuperar el estado de reposo,
para este propósito es esencial la salida de cationes de la membrana celular, por esto,
en esta fase las compuertas del canal de potasio pasan a posición abierta para iniciar
el flujo de estos cationes al exterior y las de sodio permanecen cerradas. Es necesario
tener en cuenta que los canales de potasio abren y cierran a menor velocidad que los de
sodio, lo cual provoca la fase de hiperpolarización, previa a la recuperación del estado
de reposo.
Hiperpolarización: debido a que los canales de potasio trabajan lentamente, la mem-
brana alcanza nuevamente su potencial negativo, pero sobrepasa el voltaje normal de
reposo, impidiendo alcanzar el equilibrio electroqúımico, ya que el flujo de carga ne-
gativa no es interrumpido inmediatamente. Para alcanzar el potencial de reposo las
bombas de sodio y potasio trabajan extrayendo sodio y permitiendo la entrada de
potasio.
Estado de Reposo: luego de la hiperpolarización, la membrana alcanza el equilibrio
electroqúımico y la neurona no puede recibir un nuevo est́ımulo hasta después de 2 mi-
lisegundos. Durante esta fase los canales permanecen cerrados y las bombas mantienen
el desequilibrio iónico intercambiando sodio y potasio [114].
2.1.2. Señales Electroencefalográficas.
El proceso secuencial de apertura y cierre de los canales iónicos es reflejado en el cambio
del potencial sobre cada vaina de mielina a través del axón, el cual finalmente alcanza las
terminales sinápticas donde otra neuronas son conectadas [7]. Este grupo de neuronas crean
redes en el cerebro, y las señales eléctricas son generadas por la creación masiva y el in-
tercambio de potenciales de acción que producen un voltaje medible, el cual es grabado
utilizando electrodos distribuidos sobre el cuero cabelludo, a este estudio se le conoce como
electroencefalograf́ıa.
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Las señales electroencefalograficas, comúnmente conocidas como EEG por su abreviación,
son consecuencia de la información transmitida y recibida en el cerebro a través de las célu-
las nerviosas. El proceso sináptico genera un campo eléctrico medible utilizando EEG, los
electrodos toman medidas extracelularmente con una resolución temporal de milisegundos,
permitiendo hacer interpretaciones sobre las faces de la comunicación neuronal [24]. A pesar
de que las señales de los AP están en el rango de los milivoltios, las medidas captadas por
los electrodos son de microvoltios, esto se debe a que entre la superficie craneal y el punto
de origen de los AP existen diferentes capas que reducen la intensidad del campo eléctrico.
Algunas de estas capas, su espesor y resistividad se muestran en la Tabla 2-1:
Capa Espesor (cm) Resistividad(Ω)
Cuero Cabelludo 0.3-0.5 0.3-0.4
Cráneo 0.3-0.7 10-25
Corteza 0.1-0.3 0.05-0.150
Tabla 2-1: Capas Entre el Cerebro y el Cuero Cabelludo, Sus Tamaños y Resistividades.
Es importante reconocer que los registros de EEG son tomados en un espacio unidimensional;
sin embargo, corresponden a un estudio multi dimensional, debido a que diferentes electrodos
toman medidas en los mismos instantes de tiempo, adquiriendo aśı múltiples señales en un
lapso de tiempo determinado, como se puede observar en la Figura 2-2.
2.1.3. Ritmos del EEG.
A lo largo de los años, cient́ıficos e investigadores interesados en el EEG han encontrado
diversas ondas, las cuales se caracterizan por tener una determinada morfoloǵıa y que son
frecuentes en las grabaciones, estas ondas son conocidas como los ritmos cerebrales o ritmos
del EEG, y como se menciona en [86], los ritmos EEG están definidos como perfiles de onda
regularmente recurrentes, con forma y duración similar. Algunas de las más importantes ca-
racteŕısticas que pueden definir un ritmo son la frecuencia y amplitud, e incluso las regiones
del cerebro donde se producen se ven implicadas. En [86] se especifica que el mayor tipo de
neuronas implicadas en la generación, sincronización, y activación de los ritmos cerebrales
están localizadas en la corteza cerebral, el tálamo y diversos sistemas modulatorios generali-
zados que surgen del núcleo del tallo cerebral, hipotalamo posterior y el prosencéfalo basal.
A continuación se muestra una lista de los ritmos cerebrales que habitualmente se describen
en el estado del arte y que componen todo el espectro de frecuencia de las señales electroen-
cefalográficas. Es necesario tener en cuenta que el rango de frecuencia de cada banda puede
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Figura 2-2: Señal Electroencefalográfica en el Dominio del Tiempo Grabado por 20 Elec-
trodos.
cambiar según el autor y sus propósitos.
Delta 0-4 Hz (δ): delta es la banda que cubre las frecuencias más bajas, en este rango
se encuentra la información relacionada con el sueño profundo, funciones inconscientes
del cuerpo, discapacidades en el aprendizaje y en la empat́ıa [27].
Theta 4-8 Hz (θ): es la señal śıncrona extracelular más grande que se puede registrar
desde el cerebro de los mamı́feros y está relacionada con la meditación, el sueño REM
y la memoria [116].
Alfa 8-13 Hz (α): el ritmo alfa es en donde se ubica la información relacionada
con el estado de vigilia, este aparece en la solución de problemas, concentración y es
influenciado por los estados ańımicos.
Beta 13-30 Hz (β): relacionado con el estrés, alta concentración y enfoque, la ansie-
dad y alta excitación.
Gamma > 30 Hz (γ): las ondas gamma son ondas de mayor frecuencia que mantie-
nen perfiles visuales abstractos en la memoria a corto plazo y se presentan en est́ımulos
enfocados [116].
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Se puede notar que las bandas de frecuencia en los seres humanos están ampliamente re-
lacionas con el estado de vigilia o somnolencia, de tal forma que, la frecuencia aumenta a
medida que el estado de concentración también incrementa. La Figura 2-3 muestra cómo se
relacionan los ritmos del EEG y el estado de vigilia o somnolencia.
Figura 2-3: ritmos del EEG y su Relación con el Estado de Concentración o Vigilia.
2.1.4. EEG en el Diagnóstigo de Trastornos y Enfermedades de
Origen Neurológico.
Una de las aplicaciones que se le ha dado a través de los años a los estudios del EEG, es
el diagnóstico de enfermedades que provienen de afectaciones cerebrales o psicológicas, un
ejemplo puntual es el caso del Alzheimer, donde varios análisis espectrales y no lineales del
EEG han sido utilizados para detectar cambios funcionales en el cerebro. Los investigadores
han extráıdo caracteŕısticas cuantitativas del EEG, que podŕıan determinan cada etapa de
esta enfermedad [78].
Otro caso puntual de EEG aplicado al diagnóstico de enfermedades del cerebro es la de-
tección de ataques de epilepsia. Para este enfermedad se hacen esfuerzos especialmente en
extraer las regiones del cerebro que son afectadas, para luego remover las porciones del cere-
bro que conducen a los ataques epilépticos [10]. En este caso, las señales pueden ser focales
o no focales dependiendo del área afectada. Si las señales EEG son extráıdas de áreas donde
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el primer ataque fue detectado, se le llama EEG focal, y si estas son tomadas de áreas del
cerebro que no están involucradas con los ataques, se le llama EEG no focal.
Adicionalmente, estas bioseñales se extienden hacia otros trastornos y diagnósticos como son
la depresión, derrames cerebrales [126], parálisis bulbar progresiva [86], atrofia muscular
espinal (AME) [55], enfermedades degenerativas del cerebro, disfunciones motoras a causa de
enfermedades en el nervio craneal [62], autismo [88], entre otras. Los estudios mencionados
han mostrado que las señales EEG apoyadas en el aprendizaje de máquina como herramienta
para la identificación de patrones y caracteŕısticas en sujetos que padecen estas enfermedades,
han obtenido resultados sobresalientes, por lo cual, este tipo de metodoloǵıas basadas en
algoritmos de inteligencia artificial tienen un alto potencial en la resolución de problemáticas
de origen neurológico.
2.1.5. Reconocimiento de Emociones.
El reconocimiento de emociones es una capacidad humana esencial para la coexistencia exi-
tosa entre las personas y el entorno que los rodea, en donde d́ıa a d́ıa, los seres humanos se
ven involucrados en diferentes escenarios y circunstancias que los obligan a tener una percep-
ción clara acerca del estado ańımico de los demás, permitiéndoles tener una comunicación e
interacción asertiva, y además, obtener aprendizaje durante el proceso [124].
Diferentes autores involucrados en la salud mental y psicológica, han encontrado relaciones
entre el procesamiento de emociones y enfermedades mentales, como es el caso de la esqui-
zofrenia, donde se ha detectado déficit en la percepción de expresiones faciales y vocales
en personas que la padecen [26]. Pacientes con la enfermedad de Huntington muestran un
cambio en la banda alfa [93], también personas con parkinson son evaluadas según su co-
portamiento y procesamiento emocional [8], y la caracterización de alteraciones de procesos
cognitivo-emocionales en convulsiones psicógenas no epilépticas ha ayudado en el tratamien-
to de esta misma [102].
Dada la importancia de las emociones en los seres humanos, investigadores han invertido
tiempo en estudiar este fenómeno y definir sus consecuencias y efectos. Paul Maclean en
sus estudios pudo identificar la región del cerebro donde las emociones son procesadas y se
refirió a esta como el sistema ĺımbico, compuesto por el hipotálamo, hipocampo y la corteza
cingulada junto con una estructura importante llamada amı́gdala [131]. Esta información ha
conducido a que otros trabajos se centren en identificar las regiones del cerebro afectadas. En
este sentido, experimentos utilizando electroencefalograf́ıa, magnetoencefalograǵıa (MEG),
e imágenes por resonancia magnética funcional (fMRI), son de gran ayuda para detectar
regiones y patrones con funcionalidad anormal.
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2.2. Aprendizaje De Máquina.
2.2.1. Definición.
El aprendizaje de máquina (ML por sus siglas en inglés de Machine Learning) es una disci-
plina cient́ıfica que se deriva de la inteligencia artificial y de las ciencias de la computación.
Adicionalmente, es considerada una de las áreas con mayor crecimiento en la computación.
Los cient́ıficos de datos, estos son, personas que se especializan en el manejo de los datos
y la información a través de técnicas estad́ısticas y de aprendizaje de máquina, definen el
ML como la profesión más atractiva del siglo XXI debido a su amplio rango de aplicaciones
en diferentes campos y su potencial para resolver problemas complejos. Esta disciplina se
trata de un grupo de algoritmos y códigos que tienen la capacidad de resolver tareas a través
del aprendizaje y “experiencia” que adquieren de los resultados evaluados en una función
de costo, la cual le indica al algoritmo qué tan alejado está su resultado del objetivo. De
esta forma, el aprendizaje de máquina realiza predicciones basado en los datos e información
previa que no ha sido expĺıcitamente programada [97].
Normalmente las tareas de ML se dividen en 4 categoŕıas: aprendizaje supervisado, apren-
dizaje no supervisado o agrupamiento de datos, aprendizaje semi-supervisado y más recien-
temente un enfoque llamado aprendizaje por refuerzo.
2.2.2. Aprendizaje Supervisado.
En los algoritmos de aprendizaje supervisado los modelos son entrenados analizando una
serie de observaciones e incluyendo las respuestas reales que estas ocasionan, llamadas eti-
quetas de clase [44]. Esto permite en el entrenamiento obtener información de un resultado
validado y etiquetar nuevas instancias en la epata de prueba en base a las etiquetas de entre-
namiento. En esta categoŕıa se pueden encontrar tareas de clasificación que están orientadas
a construir fronteras de decisión entre las clases y asignar a una nueva entrada la clase que
le pertenece basado en sus caracteŕısticas (e.g., categorización de frutas, personas sanas vs
personas enfermas, identificación de caracteres escritos a mano). También se tienen las tareas
de regresión en donde se encuentran valores númericos según las caracteŕısticas del conjunto
de datos (e.g.,el precio de una casa teniendo en cuenta su ubicación, número de habitaciones
y pisos, etc), y por último está la previsión de datos, en donde se trata de predecir el valor
futuro de una variable basado en su comportamiento actualmente conocido y la relación
con otras variables, manteniendo similitud con la regresión, no obstante, la predicción se
centra solamente en valores futuros como la estimación de la tasa representativa del dólar
cierto número de d́ıas a partir de la fecha actual, probabilidad de lluvia en próximos d́ıas, etc.
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2.2.3. Aprendizaje de Máquina Aplicado al Procesamiento de Señales
EEG.
Los estudios de EEG han sido direccionados por el aprendizaje de máquina en sus diferen-
tes etapas haciendo uso de metodoloǵıas y teoŕıas matemáticas aplicadas a algoritmos de
procesamiento. El estado del arte reporta una tendencia marcada en los pasos que regular-
mente son realizados por los investigadores. Esta tendencia se puede ver representada por la
Figura 2-4.
Figura 2-4: Estructura Metodológica del Estudio de Señales EEG Utilizando Aprendizaje
de Máquina.
Inicialmente se adquieren las firmas de EEG, para lo que se han propuesto diferentes para-
digmas en torno a la recolección de datos, dependiendo del trastorno, enfermedad o tarea
(en el caso de las interfaces cerebro computadora), como identificación de fuentes epilépticas
[109], procesamiento de emociones [13, 6], identificación de movimientos imaginados [95, 21],
etc. Posteriormente se preprocesan los datos adquiridos para eliminar el ruido y la infor-
mación no relacionada proveniente de est́ımulos visuales, auditivos, etc. Luego se extraen y
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seleccionan grupos de caracteŕısticas determinantes, y finalmente se clasifican los datos en
las clases de interés.
2.3. Sumario.
En este caṕıtulo fueron definidos los conceptos fundamentales acerca de las señales electroen-
cefalográficas y el aprendizaje de máquina. Inicialmente se expone cómo la interacción entre
neuronas desemboca en pequeños potenciales que se sincronizan y dan origen a un campo
eléctrico que se propaga a través de las diferentes capas del cerebro y cráneo, generando aśı
una señal EEG. Luego se habla sobre el aprovechamiento de estos registros para realizar
diagnósticos de patoloǵıas y trastornos de origen neuronal. Finalmente se introduce el direc-
cionamiento que han recibido estos estudios por parte del aprendizaje de máquina debido
a su excelente desempeño y capacidad para encontrar relaciones en amplios volúmenes de
datos, mostrando el esquema básico de procesamiento.
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3.1. Base de Datos.
Los datos utilizados en esta tesis sobre conflicto armado colombiano fueron tomados y fa-
cilitados por los grupos de investigación en salud mental GISAME y el grupo de sistemas
embebidos e inteligencia computacional SISTEMIC de la Universidad de Antioquia. La pri-
mera de las bases de datos consta de una tarea de valencia contextual y la segunda base de
datos es una tarea denominada flanker.
3.1.1. Valencia Contextual.
La base de datos de valencia contextual contiene la información de 31 excombatientes en
proceso de reintegración de la Agencia para la reincorporación y la normalización (ARN1),
y de 19 colombianos que no han tenido experiencia de combate como grupo de control. Los
grupos fueron pareados en escolaridad, edad y género, además se realizaron tres pruebas
estad́ısticas que muestran que no hay diferencia significativa entre las clases (excombatiente
o control) con base en las variables mencionadas, la Tabla 3-1 muestra la media de la edad
y escolaridad de ambas clases, la cantidad de personas pertenecientes a cada una de ellas,
discriminando además por género, y los resultados de las pruebas estad́ısticas.
Los sujetos realizaron una tarea de reconocimiento de valencia contextual sincronizada con
un registro electroencefalográfico. Esta metodoloǵıa permite tomar múltiples y simultáneas
mediciones de: polaridad (potencial negativo o positivo), amplitud, latencia y distribución en
la superficie craneal de señales EEG, de esta forma, puede ser evaluada la actividad eléctrica
cerebral asociada a procesos psicológicos y neurológicos, en respuesta a los est́ımulos pre-
sentados a lo largo de diferentes pruebas. En este experimento los sujetos fueron expuestos
a una serie de imágenes estandarizadas por el Sistema Internacional de Imágenes Afectivas,
en inglés International Affective Pictures System (IAPS) y validadas por la Universidad de
1Antes agencia colombiana para la reintegración (ACR)
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Faltantes Controles Excombatientes P Valor Prueba
Cantidad 19 31
Género F 0 2 2 0.629 Fisher
M 17 29
Edad Media (σ) 0 36.7 (9.0) 37.2 (8.3) 0.869 T-test
Escolaridad Media (σ) 1 11.1 (2.2) 10.2 (3.0) 0.279 T-test
σ = Desviación estándar F = Femenino M = Masculino
Tabla 3-1: Descripción Demográfica Y Análisis Estad́ıstico de las Clases Asignadas a los
Sujetos de Estudio.
Antioquia para el contexto de la población Colombiana [43].
Los investigadores de los grupos GISAME y SISTEMIC adaptaron un paradigma para la
evaluación del Procesamiento Emocional (PE) de excombatientes. Para ello se utilizó la escala
de valencia positiva y negativa, utilizada en otros estudios de PE [65, 50, 129, 39]. Adicional
a esto, se hizo una modificación incorporando una valencia neutra [94]. En la Figura 3-1
se muestra el paradigma y la tarea que fue utilizada en la adquisición de las señales, las
imágenes fueron ajustadas en términos de color, brillo e intensidad y se presentaron en un
monitor de 17 pulgadas a 60 cent́ımetros del participante [100].
Figura 3-1: Tarea Diseñada Para la Adquisición de las Señales EEG en la Tarea de Valencia
Contextual Mediante la Presentación de Imágenes IAPS.
Los electrodos fueron ubicados según el sistema 10-20. El equipo utilizado para la recolección
fue el NeuroScan EEG SynAmps2 con 64 electrodos. La impedancia de estos se mantuvo
por debajo de los 10 kΩ, la frecuencia de muestreo se fijó en 1000 Hz, y como referencia se
utilizaron los mastoides. A continuación, la Figura 3-2 muestra los electrodos utilizados y
su ubicación.
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Figura 3-2: Electrodos Utilizados por el Equipo NeuroScan EEG SynAmps2 y su Ubica-
ción.
3.1.2. Flanker.
Esta base de datos fue adquirida basando la tarea en el estudio de [91], en el cual se define
que el punto clave de análisis con imágenes flaqueadas (flanker) está en el contenido y la
posición de est́ımulos emocionales relevantes. Formas y dibujos definidos como objetos son
introducidos en la tarea y categorizados en vivos y no vivos. El objetivo de utilizar objetos
es atraer aún más la atención del espectador sin interferir en la dimensión emocional que se
está evaluando [5].
En total fueron seleccionadas 60 imágenes de valencia negativa y neutra tomadas del sistema
IAPS tal como en el apartado 3.1.1 y 60 sobre objetos (30 para vivos y 30 para no vivos) del
respositorio International Picture Naming Project Database [71]. El experimento se dividió
en 4 bloques en los que se presentaron 60 imágenes para un total de 240 pruebas, en cada una
de estas pruebas el est́ımulo presentado conteńıa una imagen central y 4 periféricas. En caso
de ser presentada una imágen de valencia (negativa o neutra) en el centro, las periféricas
deb́ıan ser objetos y en caso de presentarse un objeto en el centro, las periféricas deb́ıan
ser sobre valencia. En la Figura 3-3 se muestra un ejemplo de una prueba individual y la
estructura del est́ımulo.
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Figura 3-3: Prueba Diseñada Bajo el Paradigma de Presentación de Est́ımulos Visuales con
Imágenes Flanqueadas.
En el tiempo de presentación del est́ımulo fueron mostrados 4 tipos de combinaciones de
imágenes entre el objetivo (imágen central) y los distractores periféricos. Estas combinaciones
fueron:
a) Neutra Central: valencia neutra en el cuadro central y objetos en los cuadros
periféricos
b) Neutra Periférica: objeto en el cuadro central y valencia neutra en los cuadros
periféricos.
c) Amenaza Central: valencia negativa en el cuadro central y objetos en los cuadros
periféricos.
d) Amenaza Periférica: objeto en el cuadro central y valencia negativa en los cuadros
periféricos.
Un ejemplo representativo de los tipos de imágenes utilizadas en el experimento se puede
ver en la Figura 3-4:
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Figura 3-4: Representación del contenido y posición en cada uno de los tipos de imágenes
presentados durante el est́ımulo.
Al igual que en la tarea de valencia contextual, flanker fue sincronizado con un sistema de
adquisición de EEG de 64 canales. Para esto se utilizó un equipo NeuroScan Ltd. configurado
bajo el estándar 10-10 del sistema internacional. Las señales fueron tomadas a 1000 Hz de
frecuencia base y la impedancia de los electrodos se mantuvo por debajo de los 10 kΩ, los
participantes fueron ubicados a 60 cent́ımetros de una pantalla de 17 pulgadas en donde se
proyectaron los est́ımulos. La duración total de cada sesión fue de aproximadamente 1 hora.




El preprocesamiento de las señales EEG es la etapa en donde se realiza la eliminación del
ruido y el proceso de filtrado, dado que las medidas del EEG están contaminadas por diver-
sos artefactos [125]. Los artefactos son considerados señales o interferencia en los registros,
estos usualmente se dividen en dos clases principales, externos e internos, también conocidos
como biológicos y no biológicos [106]. Los artefactos internos son producidos cuando hay
distorsión o alteración en las señales por procesos biológicos como el parpadeo o movimiento
ocular, latidos del corazón, movimientos musculares e incluso información procesada acerca
de tareas no relacionados cómo los est́ımulos visuales y auditivos durante las grabaciones.
Por otro lado, los artefactos externos están asociados con condiciones del entorno y ajustes
del experimento, esto puede ser, interferencia a causa de la red eléctrica, desconexión de
los electrodos, enerǵıa estática, y tecnoloǵıa no satisfactoria. En la Tabla 3-2 se muestran
algunos artefactos categorizados.
Artefactos Externos Artefactos Internos
Frecuencia principal Potencial visual evocado
Falla en los electrodos Potencial miogénico
Fallas en el equipo de adquisición Artefactos del EEG
Presión de los electrodos Pulsaciones
Ventilación Resistencia de la piel
Vibración Movimientos del paciente
Tabla 3-2: Artefactos Internos y Externos del EEG.
Distintas técnicas y algoritmos han sido utilizados en la búsqueda de remover los más signifi-
cativos y mayor cantidad de artefactos posibles. En primera instancia, aquellos relacionados
con frecuencias at́ıpicas como la red eléctrica y frecuencias de equipos cercanos pueden ser
removidos utilizando filtros pasa bandas o pasa bajas, dado que la mayor actividad cerebral
oscila por debajo de los 50 Hz [95], y sobre esta frecuencia están las redes eléctricas.
3.2.1. Referenciación y Filtrado de las Señales EEG.
Con el fin de remover el mayor número de artefactos EEG, se utilizaron diferentes técnicas
en cadena que han mostrado en el estado del arte ser robustas y efectivas en la eliminación
de diversas fuentes de ruido. Todo el proceso que se describe a continuación fue desarrollado
utilizando el módulo MNE de Python 3.6 para el procesamiento de señales EEG. Inicialmen-
te se realizó una re-referenciación de las señales, tomando como nueva referencia la media
de la totalidad de los electrodos que perciben actividad cerebral (descartando canales de
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movimiento ocular). La re-referenciación tiene gran importancia en los resultados, ya que
diferentes estudios han mostrado que hay cambios drásticos en la amplitud, la latencia y
la localización de la señal al utilizar como referencia los mastoides, la nariz, el canal CZ o
el promedio de los canales como es el caso [60], afectando las medidas de conectividad. Sin
embargo, se ha mostrado que al utilizar el promedio de los canales como nueva referencia
se disminuye el error relativo en los potenciales comparado con la referencia en mastoides y
CZ, e incluso ayuda a resaltar patrones de conexión entre canales [30].
Figura 3-5: Re-referenciación en el Potencial de los Canales EEG Utilizando Como Nueva
Referencia el Valor Medio de Todos los Canales.
En la Figura 3-5 se observa el resultado del cambio de referencia, en donde sobresale una
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diferencia en la polaridad del potencial en múltiples canales y alteración en el voltaje máxi-
mo positivo, aśı como en el mı́nimo negativo en el intervalo de 0.2 a 0.5 segundos que es la
respuesta al est́ımulo, garantizando aśı mayor diferenciación en las medidas de cada canal,
condición que es aprovechada en el análisis de conectividad.
Al tener una nueva referencia se continuó con la identifiación de los canales ruidosos, para
esto se utilizaron diferentes criterios sugeridos en [15]. El primero de ellos utiliza el puntaje
Z robusto (puntaje estandarizado robusto) que normaliza la desviación estándar de las am-
plitudes en los canales y selecciona como canales defectuosos aquellos que superan 5 veces la
desviación normalizada. Para el cálculo del puntaje Z robusto la media es reemplazada por
la mediana µ de las señales Y y la desviación estándar por la desviación absoluta media D,





Como segundo criterio se encontró la correlación en frecuencias inferiores a 50 Hz partiendo
las señales en ventanas de 1 segundo, y evaluando cada canal contra los demás por ventana.
Paso seguido se calculó la correlación máxima absoluta como el percentil 98 de los valo-
res absolutos de dichas correlaciones y se marcaron como canales defectuosos aquellos que
teńıan una correlación inferior al 40 %. En búsqueda de reparar los canales defectuosos, se
hizo interpolación con las medidas de los canales vecinos y se eliminó la etiqueta de canales
defectuosos para hacer uso de ellos en el resto del procesamiento. Este procedimiento contri-
buyó a reducir actividad no relacionada como el pulso basal registrado en algunas ocasiones
a causa de la presión ejercida por el electrodo, actividad ocular y medidas at́ıpicas.
Para la remoción de ruido originado por equipos electrónicos y potencia eléctrica se utilizó
un filtro pasa bandas de respuesta finita al impulso (FIR por sus siglas en inglés de Fini-
te Impulse Response) eliminando las frecuencias mayores a 60 Hz (ya que los datos fueron
adquiridos en Colombia donde la red eléctrica está fijada a esta frecuencia), y se estableció
una banda inferior de 1 Hz, este último es utilizado para remover artefactos que provienen
de movimientos musculares. Estos filtros utilizados son de fase lineal, lo cual permite que
no haya afectaciones en la fase de la señal original. En la Figura 3-6 se muestra una firma
EEG antes y después de pasar por el filtro utilizado; los últimos dos canales (HEO Y VEO)
corresponden a electrodos de referencia ocular.
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Figura 3-6: Firma EEG Procesada en 20 Canales Utilizando un Filtro Pasa Bandas Tipo
FIR.
Posterior al filtrado se hizo la extracción de épocas, lo cual corresponde a la selección de las
señales en los intervalos de tiempo donde cada sujeto de estudio fue expuesto al est́ımulo
de la tarea, es decir, las imágenes de valencias negativa, neutra y positiva, marcados en la
adquisición de los datos con las etiquetas 10, 11 y 12 respectivamente. Todos los periodos
marcados con estas etiquetas fueron unidos uno tras otro por canal, tomando las medidas
desde 200 milisegundos antes hasta 800 milisegundos después de presentado el est́ımulo, ya
que este se considera que es el tiempo de reacción en la firmas EEG para est́ımulos visuales,
obteniendo como resultado 1 firma de 64 canales (62 de EEG y 2 de referencia ocular). En
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esta firma se encuentra depositada la información de los est́ımulos de interés, obviando in-
tervalos como descansos, cruz de fijación, pantalla sin contendio, etc.
En la Figura 3-6, la señal anterior al filtrado muestra componentes de alta frecuencia que
no se asocian con actividad cerebral. Luego de pasar las firmas de EEG por el filtro FIR,
se puede detallar que las ondulaciones y picos de alta repetitividad desaparecen en todos
los canales, no obstante, aún se perciben ondas at́ıpicas que pertenecen a artefactos como el
parpadeo y movimiento ocular (conocidos como EOG), los cuales se caracterizan por tener
una alta amplitud y frecuencia baja, tardando entre 200 ms y 400 ms [103], condiciones que
hacen visualmente identificable las regiones donde han quedado registrados.
En el estado del arte se ha encontrado que la remoción de señales oculares está direccionada
por el Análisis de Componentes Independientes (ICA por sus siglas en inglés de Independent
Component Analysis), Análisis de Componentes Principales (PCA por sus siglas en inglés
de Principal Component Análisis) y filtros adaptativos, de los cuales ICA ha mostrado ser
el más robusto a pesar de no ser rápido procesando los componentes, y los filtros adaptati-
vos han mostrado ser los más adecuados en tareas que requieran procesamiento en tiempo
real dada su velocidad, aunque poseen un bajo rendimiento [66]. Para suprimir las señales
provenientes de EOG se utilizó ICA por su robuztes, obviando el tiempo de computación ya
que esta aplicación no requiere un procesamiento en ĺınea.
3.2.2. Análisis de Componentes Independientes ICA.
El Análisis de Componentes Independientes es una técnica de separación ciega de fuentes
que busca independencia utilizando un análisis estad́ıstico de orden superior [42]. ICA parte
de suponer que las fuentes originales son no Gaussianas, mutuamente independientes y las
observaciones son una transformación lineal de las fuentes de origen [66].
La técnica de ICA resuelve el problema de mezcla de señales que define que una señal S,
descrita como S = Si1,Si2,Si3, . . . ,SiN , donde N representa los instantes de tiempo u obser-
vaciones de la señal, y Sij representa la amplitud de Si en el instante j, tiene componentes
S1,S2,S3, . . . ,SM , siendo M el número de fuentes independientes [117], y se puede expresar
como lo muestra la ecuación (3-2).
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 = AS (3-3)
La matriz A representa los coeficientes de mezcla que forman la combinación lineal entre las
fuentes para obtener X.
El algoritmo de ICA obtiene una matriz de separación de fuentes, de tal manera que al ser
multiplicada por el vector de señales mezcladas X, sean obtenidos los componentes indepen-
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Los valores αij son los coeficientes utilizados para la separación de fuentes y son representados
por la matriz W , por lo cual, se puede decir que el objetivo de ICA es espećıficamente
encontrar los coeficientes en W , para lo cual se realizan los siguientes pasos fundamentales
[117]:
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Centrado: El objetivo en este paso es extraer la media de todas las señales como en
la ecuación (3-5).













Donde D es la mezcla de las señales después del centrado.
Blanqueo de los Datos: Este paso corresponde a eliminar la correlación de los datos
y luego hacer una escalización de varianza unitaria. Para eliminar la correlación de dos
variables (xi, xj) se evalúan las covarianzas como:
∑
i
j = E[(xi − µi)(xj − µj)] = E[DDT ] (3-6)
la matriz de covarianza es resuelta al hallar los eigenvectores (V) y eigenvalores (λ)
como V
∑
= λV, siendo los eigenvectores la representación de los componentes prin-
cipales y su dirección en el espacio de PCA, y los eigenvalores la magnitud. Luego el
escalado se hace considerando un vector U de longitud unitaria y es reescalado pa-
ra obtener una varianza unitaria como, Z = λ
1
2 U = λ
1
2 VD donde Z son los datos
blanqueados y λ
1












En este trabajo fue utilizado el algoritmo extended infomax de ICA utilizado por el módulo
MNE de procesamiento [72].
Las señales que se llevaron al análisis de componentes independientes fueron las firmas co-
rrespondientes a las épocas, evitando aśı, llevar datos no relacionados con la tarea al proce-
samiento.
3.2.3. Selección de Componentes Ruidosos.
Luego de ser encontrados los componentes independientes, fue necesario hacer un análisis
para seleccionar los componentes que contienen algún tipo de ruido, para la selección se
utilizó como criterio los momentos centrales estad́ısticos de diferente orden consignados en
la Tabla 3-3. Para cada momento estad́ıstico se establecieron umbrales que al ser superados
asignan el componente como ruidoso, almacenándolo en un vector que contiene los ı́ndices
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de componentes a excluir en la reconstrucción de las señales. De esta forma fueron obtenidas
nuevas firmas limpias de artefactos. Adicional a los momentos centrales se aprovecharon las
señales de los canales HEO y VEO ubicados en el área superior y lateral circundante a uno
de los párpados como referencia de actividad ocular para calcular la correlación de estos
canales con los componentes de ICA, incluyendo como criterio un umbral de correlación con
la referencia ocular. Los valores asignados para dichos ĺımites son los que se sugieren en la
literatura.
Criterio Umbral Asignado




Tabla 3-3: Criterios Para la Selección de Componentes Ruidosos
En la Figura 3-7 se marcan en rojo los componentes asociados a algún tipo de ruido. Estos
componentes son exclúıdos de la reconstrucción.
Figura 3-7: Correlación de Componentes Independientes y Canales HEO Y VEO.
Con el propósito de tener una idea de la procedencia del ruido de los componentes marcados,
se graficaron las fuentes de estos mismos y el potencial evocado, esto se muestra en la
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Figura 3-8, la cual resalta que los potenciales de mayor intensidad están localizados en la
parte posterior y frontal, zonas de procesamiento visual y cercana (en el caso de los frontales)
a músculos faciales.
Figura 3-8: Fuentes de los Componentes Altamente Correlacionados con los Canales de
Referencia de Artefactos EOG.
3.2.4. Reparación de Épocas Defectuosas.
Como última estrategia en la remoción de artefactos, se utilizó la técnica de reparación de
épocas propuesta en [58, 59]. Este proceso se hace necesario debido a que a lo largo de las
pruebas, usualmente aparecen altos potenciales que interfieren con el rendimiento de las me-
todoloǵıas [59], donde generalmente se suelen descartar estas pruebas, perdiendo información
valiosa y volúmen de datos. La metodoloǵıa selecciona un umbral por canal EEG y selecciona
como ruidosos aquellos que sobrepasan dicho valor, si el número de canales defectuosos es
inferior a cierto monto k se procede a hacer la reparación de los canales época por época
utilizando los canales vecinos para interpolar. Si el número de canales defectuosos supera a
k, entonces no es posible realizar la reparación.
Finalmente, después de todo el procedimiento descrito anteriormente se obtienen las épocas
limpias con las que se procede a realizar la metodoloǵıa de caracterización. Un ejemplo de
una firma limpia se ve en la Figura 3-9.
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Figura 3-9: Efecto de la Reparación de Épocas en los Canales Frontales de un Sujeto.
Como se puede observar en la Figura 3-9, se destaca en rojo algunos potenciales at́ıpicos
que la técnica es capaz de remover y ajustar, en la época 3 previa, a la aplicación de la
reparación se observa cláramente un artefacto producido por el parpadeo de los ojos que
luego es corregido, obteniendo una firma libre de los principales artefactos que ocasionan
dificultades e interfieren en el procesamiento, de tal manera que se da paso a la etapa de
caracterización, teniendo la certeza de que las épocas extráıdas contienen en su mayor parte
información relacionada con la tarea.
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3.3. Sumario.
En este caṕıtulo es explicado el proceso de adquisicón de las señales electroencefalográficas
de los excombatientes y controles en ambas bases de datos utilizadas en este trabajo. Se
destacan puntos como el equipo y número de canales utilizados, y la tarea diseñada a la que
se expusieron los sujetos de estudio.
En la segunda parte se expone la metodoloǵıa de preprocesamiento que se utilizó para poder
eliminar gran parte de los artefactos que suelen estar inmersos en el EEG, con este propósi-
to, se hizo re-referenciación, filtrado, anális y reparación de épocas defectuosas, y análisis
de componentes independientes, seleccionando automáticamente aquellos que están más re-
lacionados con algún tipo de ruido, destacando la proyección con respecto a los canales de
referencia ocular.
Como resultado se obtuvieron las épocas pertenecientes a los est́ımulos de valencias positiva,
negativa y neutra sin artefactos como EOG, potencial eléctrico de equipos, movimientos
musculares y actividad no relacionada con la tarea.
4 Caracterización de Registros
Electroencefalográficos
4.1. Introducción.
La caracterización es la etapa del procesamiento que se encarga de extraer la información más
relevante que compone una firma EEG, en base a sus representaciones en tiempo, frecuen-
cia y espacio. La frecuencia es la unidad básica para determinar el comportamiento normal
o anormal de una señal EEG [67], para esto se suelen evaluar los ŕıtmos cerebrales ligados
a estados mentales como somnolencia, sueño profundo, alta concentración, y meditación [23].
La caracterización de las señales de EEG supone un gran reto debido a su complejidad y
variaciones correspondientes a la forma en que cada ser humano percibe el mundo y procesa
la información que recibe de este. Estas circunstancias hacen que surjan metodoloǵıas que
son ajustadas a problemas espećıficos, perdiendo en ocasiones capacidad de generalización,
además, la extracción de caracteŕısticas juega un papel crucial en el éxito de la clasifica-
ción. Algunos de los métodos que se suelen usar son la transformada de Fourier [2, 74], la
transformada Wavelet [49, 13], medidas estad́ısticas y espectrales de las señales [31], filtros
espaciales [112, 62], y análisis de conectividad [50, 20, 12].
El análisis de conectividad es uno de los métodos más utilizados para caracterizar EEG. En
algunos estudios se ha evidenciado que la conectividad tiene un gran potencial para identificar
enfermedades psicofisiológicas como la esquizofrenia, autismo y trastornos depresivos, debido
a que los pacientes que sufren de estas enfermedades han mostrado una disminución en la
conectividad funcional entre regiones corticales [127], del mismo modo, otros estudios han
utilizado la conectividad funcional en tareas de procesamiento emocional [6, 77, 3].
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4.2. Wavelets.
Las Wavelets (ψ(t)) son funciones oscilantes que se encuentran tanto en el dominio del tiempo
como en la frecuencia y están limitadas en un cierto intervalo (tienen una extensión limitada)
[105]. La función ψ(t) debe satisfacer:
La función debe ser normalizada ||ψ(t)|| = 1.
La función al cuadrado debe tener enerǵıa finita, esto es satisfacer la ecuación (4-1).∫ ∞
−∞
|ψ(t)|2dt <∞ (4-1)
La integral de la función ψ(t) debe ser igual a 0 como se muestra en la ecuación (4-2).∫ ∞
−∞
ψ(t) = 0 (4-2)
En el análisis de tiempo continuo, una señal se descompone en versiones escaladas y trasla-










Donde a es la dilatación (inversamente proporcional a la frecuencia) y b la traslación o des-
plazamiento referente a la localización en el tiempo, con a, b ∈ R, y a 6= 0.
La Figura 4-1 muestra el espectrograma de una señal luego de pasar por la transformada
Wavelet conocida como sombrero mexicano o mexican hat. En esta se puede ver cómo las
diferentes amplitudes pueden ser localizadas tanto en tiempo como en frecuencia.
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Figura 4-1: a) Señal Sinusoidal Multi Espectral, b) Espectrograma de la Señal en a) Trans-
formada por la Wavelet Mexican Hat.
La versión discreta de la transformada Wavelet (DWT) se obtiene al discretizar los paráme-
tros a y b, y generalmente suele ser utilizada la Wavelet diádica, la cual se produce al emplear
potencias de 2 para los parámetros a y b, siendo a = 2j y b = k2j, con j, k ∈ N.
φj,k(t) = 2
−j/2φ(2−jt− k) (4-4)
De forma general la transformada Wavelet de una función f(n) discretizada puede ser escrita
como en la ecuación (4-5).






Siendo W (j, k) valores conocidos como los coeficientes Wavelet que permiten hacer una
reconstrucción perfecta de la señal original. Para esto se suman las funciones base Wavelet








A menudo la transformada de Wavelet discreta es utilizada como filtro para el análisis en
múltiples resoluciones, para ellos se ajusta el parámetro de nivel de descomposición L. Cada
uno de los niveles de descomposición corresponde a una banda de frecuencia determinada
[31], y para cada banda se obtienen coeficientes de detalle y coeficientes de aproximación. Los
primeros describen la señal en las frecuencias comprendidas entre la frecuencia de muestreo
original y la frecuencia del nivel de descomposición, mientras que los coeficientes de detalle
representan la señal desde 0 Hz hasta la frecuencia del nivel L, lo anterior puede ser visto
en la Figura 4-2.
Figura 4-2: Descomposición del EEG en sus Coeficientes de Aproximación y Detalle.
Esta descomposición en niveles de frecuencia es ampliamente utilizada en señales EEG, dado
que se puede filtrar la señal en los ritmos del EEG (δ, θ, α, β, y γ) para analizar de forma
independiente la información de cada banda. Adicionalmente, los coeficientes de detalle y
aproximación son utilizados para hacer caracterización de los segmentos EEG, construyendo
vectores de caracteŕısticas que almacenan los coeficientes obtenidos al emplear determinada
Wavelet [31]. Por otro lado, en algunos estudios se calculan caracteŕısticas estad́ısticas de
diferente orden sobre los coeficientes de Wavelet, estos pueden ser el valor máximo y mı́nimo
de los coeficientes, la media, la mediana, moda, curtosis, y oblicuidad.
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4.3. Análisis de Conectividad.
La habilidad de las neuronas de establecer uniones e interacciones oscilatorias a grandes
escalas debido a patrones complejos de conectividad, deriva en dos conceptos que son fun-
damentales para el análisis de la interacción de grupos neuronales que están distribuidos
en el cerebro, estos son la conectividad anatómica y conectividad funcional. El primero de
ellos se refiere a la disposición espećıfica de las fibras neuronales que conectan las diferentes
regiones del cerebro, y el segundo es un término fundamentalmente estad́ıstico que determi-
na la existencia de patrones sincronizados en la activación temporal de regiones neuronales
usualmente remotas [46].
Generalmente, las medidas de conectividad son calculadas en el dominio de la frecuencia,
utilizando pares de señales que almacenan información a través de diferentes épocas, y una
serie de frecuencias espećıficas, estimando aśı la fase y amplitud de las oscilaciones. Esta
estimación puede ser representada como un complejo Aeiφ [12], que puede ser ubicado en
un plano cartesiano como un punto P de dos dimensiones, la distancia del vector que une el
origen con dicho punto representa la amplitud A, y el ángulo φ que este forma con el eje X
es la fase, esto se puede ver representado en la Figura 4-3.
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Figura 4-3: Representación en Coordenadas Polares de una Señal en el Dominio de la Fre-
cuencia.
4.3.1. Coeficiente de la Coherencia.
Una de las formas más útilizadas para calcular la conectividad entre señales es la coherencia.
La coherencia indica la cantidad de varianza en una de las señales que puede ser explicada por






















En la ecuación (4-7) el numerador representa la densidad espectral de potencia cruzada
entre las señales x e y en una frecuencia w en promedio de las épocas n y el denominador
es el producto de las densidades espectrales individuales de cada señal en el promedio de las
épocas. La ecuación (4-7) puede reescribirse omitiendo los componentes complejos, como se
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La diagonal principal de la matriz de la ecuación (4-9) representa la potencia individual de
las señales x e y y los elementos que están fuera de esta son la potencia cruzada de ambas
señales.
4.3.2. Parte Imaginaria de la Coherencia.
La parte imaginaria de la coherencia (ICOH) se obtiene al proyectar el valor complejo de la
coherencia en un eje imaginario. Se utiliza para describir la sincronización de fase entre dos
señales x(t) e y(t). La ecuación para esto es, al igual que en la coherencia, la ecuación (4-7),
teniendo en cuenta que la parte imaginaria de la coherencia es extráıda previo al cálculo de
la magnitud. La ICOH es mı́nima cuando el espectro cruzado entre x(t) e y(t) tienen fase 0
o 180◦, y máxima en ±90◦[119].
4.3.3. Valor de Bloqueo de Fase.
El valor de bloqueo de fase, más conocido como PLV (por sus siglas en inglés de Phase
Locking Value), es el valor absoluto del promedio de la diferencia entre fases de dos señales x
e y [123]. Este es el resultado de aplicar la ecuación (4-7) a señales normalizadas que pasaron
por la transformada de Fourier (ver ecuación (4-10)), y se ha encontrado en la literatura que





























4.4. Teoŕıa de Grafos.
Un grafo puede ser definido como G = (V,E,W), donde V , E son el conjunto de vértices
y aristas del grafo, y W es la matriz de adyacencia que describe la conexión entre cada par
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de vértices o nodos en V , de tal manera que Wpq representa la importancia de la conexión
existente entre el nodo p y el nodo q [123]. En el contexto del análisis de EEG, los nodos
hacen referencia a los electrodos y la conexión entre estos es hallada haciendo uso de las
medidas de conectividad.
Los grafos formados por la conectividad funcional del EEG son grafos indirectos, esto se
debe a que el grafo se mueve entre sus nodos en diferentes direcciones, a diferencia de los
grafos directos que se mueven en una sola dirección.
Con el fin de establecer un filtro entre los valores que realmente representan una conexión
entre nodos, y aquellos espurios o que son originados por ruido, se crea un grafo binario Γ, de
N nodos y K aristas, su matriz de adyacencia Aij es una matriz cuadrada de N ×N [50]. El
elemento i, j corresponde al valor de conectividad entre el electrodo i y j, el cual es llevado a
0 si este es inferior al umbral establecido τ , o 1 si es mayor, formando aśı el grafo binario [113].
Los grafos contienen caracteŕısticas estructurales que se describen por algunas métricas, las
cuales pueden ser globales o locales.
4.4.1. Métricas Globales.
Estas métricas se relacionan directamente con el nivel de integración de las redes, en este
caso, la integración que existe entre los electrodos de diferentes regiones. Una de las medidas








La distancia L da noción del flujo de información que existe al interior de la red, además
se puede calcular la eficiencia global del grafo Eg, que determina el número de conexiones
existentes entre todos los nodos, por tanto, un grafo con Eg = 0 indica que no hay conexiones
o es vaćıo, y uno con Eg = 1 está totalmente conectado. La ecuación (4-13) describe el cálculo
de la eficiencia global, expresándose como la media del inverso de las distancias para todos










Las métricas locales indican el nivel de segregación que existe en los grafos, esto puede
ser visto como los subgrafos Si que pueden ser generados a partir de Γ. El coeficiente de
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agrupamiento C es uno de los más utilizados en medidas locales, puede ser calculado a
partir de los coeficientes Ci, que corresponden al número de aristas restantes en cada Si al








Al igual que en las métricas globales, la eficiencia local El es calculada (ver ecuación (4-
15), y evalúa las propiedades locales y su tendencia para generar agrupaciones. Esta medida







Dependiendo de la eficiencia global y local, los grafos pueden ser catalogados en regulares,
aleatorios y de mundo pequeño. Los primeros se caracterizan por tener una alta eficiencia
local y baja eficiencia global, contrario a las redes aleatorias que poseen alta eficiencia global
y baja local y por último las redes de mundo pequeño poseen una alta eficiencia global y local.
Para el caso de los grafos construidos a partir de EEG, [20] sugiere que las redes mantienen
un balance entre segregación e integración de la información, lo cual indica que estas redes
son de mundo pequeño. Para tener certeza de la categoŕıa de la red, se puede evaluar el
coeficiente C y la longitud L normalizadas por un grafo aleatorio del mismo número de
nodos, aristas y grados de distribución que en el original, por tanto un coeficiente de mundo







Donde Cale y Lale de la ecuación (4-16) son el coeficiente de agrupamiento y la longitud del
grafo aleatorio.
4.5. Sumario.
En este caṕıtulo se introducen las bases teóricas y formulación matemática, utilizada en el
estado del arte en relación a las metodoloǵıas de caracterización en el análisis de señales
electroencefalográficas. Usualmente son planteados análisis que combinan información en
tiempo, frecuencia y espacio, por lo cual se expone el análisis de conectividad que combina
espacio y frecuencia, ayudado de la teoŕıa de grafos para determinar caracteŕısticas estruc-
turales y de segregación en las redes generadas entre electrodos, y análisis tiempo-frecuencia
empleando la transformada Wavelet, especialmente en su forma discreta.
5 Clasificación y Análisis de Relevancia
5.1. Introducción.
La clasificación es la etapa del aprendizaje de máquina en donde se evalúan las caracteŕısti-
cas que describen a una muestra n del conjunto de datos N y con base en el entrenamiento
que recibió previamente el clasificador asociando caracteŕısticas con etiquetas, se le asigna
a la muestra n la clase correspondiente. Los algoritmos de clasificación crean fronteras de
decisión en un espacio de dimensionalidad N generado por las propias caracteŕısticas, de esta
forma, se logra ver la gran importancia de la caracterización para obtener una clasificación
exitosa.
En el estado del arte se han utilizado numerosos métodos de clasificación para tareas de elec-
troencefalograf́ıa, los cuales han mostrado un rendimiento sobresaliente. Usualmente estas
tareas buscan identificar regiones cerebrales afectadas, desordenes mentales, identificación de
movimientos imaginados y ejecutados, mayor precisión en interfaces cerebro computadora,
análisis del procesamiento emocional, entre otras. Algunos de los algoritmos más utiliza-
dos para hacer clasificación son: arboles de decisión [47, 18, 2], redes neuronales artificiales
(ANN) [83, 73, 124], k -vecinos más cercanos (KNN) [84], y máquinas de vectores de soporte
(SVM) [29, 111]. Estudios comparativos han mostrado que las SVM obtienen mejores re-
sultados que los demás métodos mencionados [57, 13, 48] para tareas como procesamiento
emocional, lo cual las ubica como una técnica confiable para el estudio de EEG.
Publicaciones recientes han conseguido mejorar el rendimiento de las SVM utilizando al-
goŕıtmos h́ıbridos, como en [49], donde utilizan Cadenas Ocultas de Markov a la salida de
la SVM para encontrar información que no es percibida en la etapa anterior, también se
han realizado modificaciones a las bases matemáticas de las SVM para solucionar problemas
como lo hacen en [98], al implementar una técnica denominada Universum Support Vector
Machine que reduce el efecto de valores at́ıpicos en la clasificación. Este tipo de investi-
gaciones muestra que las máquinas de vectores de soporte tienen un amplio potencial por
explorar, en búsqueda de perfeccionar los parámetros que discriminan las etiquetas de clase.
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5.2. Teoŕıa de Kernels.
5.2.1. Definición.
Los kernel son medidas de similitud halladas entre un par de muestras xi, xj en el espacio
de caracteŕısticas proyectado por la función φ. La similitud es medida por productos punto
en algún espacio de dimensionalidad F , la cual dependiendo del kernel puede ser una di-
mensión infinita [108]. Para evitar trabajar en dimensiones de alta complejidad se busca
una representación en la cual se puedan utilizar modelos en el espacio de entrada; esto se
puede obtener a través del truco kernel. El truco kernel permite realizar el calculo de la
similitud entre muestras en el espacio de las caracteŕısticas, sin necesidad de calcular las
coordenadas de dichas muestras en un espacio de alta dimensionalidad, disminuyendo aśı el
costo computacional.
K(xi,xj) = 〈φ(xi), φ(xj)〉 (5-1)
Algunos de los kernels más conocidos y utilizados son:
Kernel Ecuación Descripción
Lineal Klin = 〈xi,xj〉 Producto punto simple entre los valores de entrada.
Polinómico Kpol = (〈xi,xj〉+ 1)p Producto punto elevado a la potencia p.
Exponencial Kexp = exp(−||xi − xj||2/σ2)
Calcula la distancia euclidiana entre las entradas
y las divide por un parámetro asociado a
la distribución de los datos, con σ ∈ {R++}.
Gaussiano Kgau = exp(−||xi − xj||22/σ2)
Calcula la distancia euclidiana cuadrada entre
las entradas y las divide por un parámetro asociado
a la distribución de los datos, con σ ∈ {R++}.
5.2.2. Kernel Definido Positivo.
Para que una función K pueda generar un kernel en un espacio de dimensión F que separe
linealmente las clases del conjunto de datos D, debe cumplir ser definido positivo, de esta
forma, K : X × X→ R para todo m ∈ N,xi ∈ X da lugar a una matriz de Gram definida
positiva, por lo cual para toda las constantes ci, cj se tiene que [108]:
m∑
i,j=1
cicjKij ≥ 0 (5-2)
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5.2.3. Alineación de Kernels.
En la clasificación binaria se tienen n pares de muestras de entrenamiento D = (xi,yi)
n
i=1,
donde xi ∈ X ∈ RD, cada x llevado al espacio F por φ(x) (φ : x→ F ) determinado por una
función kernel K. La matriz de Gram K del kernel K se define como [K]i,j = K(xi,xj), de
este modo, para calcular la alineación A de dos kernels K1 y K2 que determina la similitud













Aplicando el concepto de alineación de kernel a la clasificación, se puede encontrar la similitud
existente entre el kernel K formado por las caracteŕısticas, y uno creado a partir de las








5.2.4. Centrado de Kernels.
Si P es la distribución que representa los puntos de entrenamiento y test del conjunto de
datos D, el centrado de kernels se produce al hacer φ − Ex[φ], esto es, substraer el valor
esperado Ex[φ] de la función φ. El centrado de un kernel definido positivo K implica centrar
todo φ asociado a K [33], de tal manera que el kernel centrado Kc asociado a K es definido
para todo xi,xj ∈ X como:
Kc(xi,xj) = (φ(xi)− Exi [φ])T (φ(xj)− Exj [φ])T
= K(xi,xj)− Exi [K(xi,xj)]− Exj [K(xi,xj)] + Exi,xj [K(xi,xj)]
(5-6)
5.2.5. Aprendizaje Multi Kernel.
El aprendizaje multi kernel (conocido generalmente como MKL por sus siglas en inglés
de Multiple Kernel Learning), es un grupo de métodos matemáticos y algoritmos que se
utilizan para combinar la información de diferentes kernels, cuya formulación está basada
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en la alineación mostrada anteriormente como se explica en [81, 33]. El objetivo principal es
poder optimizar la información contenida en los kernels haciendo una combinación lineal o









Donde fη : Rp → R es la función de combinación y puede ser lineal o no lineal. Los kernels
km : RD × RD → Rpm=1 realizan p representaciones basadas en caracteŕısticas de las instan-




m=1, e η parametriza la función de combinación, siendo la más común la que se



















El aprendizaje multi kernel puede ser usado de dos formas dependiendo el origen de la
información de los kernel individuales. La primera de ella es utilizando kernels que tienen
entre śı diferentes medidas de similitud, de tal modo que en vez de buscar cual es la mejor,
se le permite al algoritmo hacer selección de la que considere sobresaliente, o encontrar una
nueva utilizando una combinación. La segunda forma de utilizar MKL es tomando kernels
que provienen de diferentes representaciones, lo cual puede darse al venir de diferentes fuentes
o modalidades [81]. Adicionalmente, en [81] se taxonomizan los algoritmos de MKL según
diferentes criterios, de los cuales utilizamos los siguientes en este documento de tesis.
Método de aprendizaje: este criterio hace referencia a la forma en que se calcula la
función de combinación de kernels, sobre todo en el enfoque que se da para encon-
trar la parametrización de los algoritmos, estos métodos de aprendizaje pueden ser:
heuŕısticos, de reglas fijas, optimizados (deterministas), bayesianos, y de aprendizaje
impulsado.
Forma funcional: como se mencionó anteriormente, la función de combinación fη pue-
de ser tanto lineal como no lineal, este criterio hace referencia precisamente a esta
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Función objetivo: aqúı se agrupan las funciones a optimizar en tres categoŕıas: basado
en similitud, funciones de riesgo estructural, y bayesianas.
De la ecuación (5-10) surgen diferentes proposiciones para hallar los pesos η óptimos. En
este trabajo se asumen pesos positivos normalizados resolviendo el siguiente problema de
optimización propuesto en [81] para la alineación centrada entre el kernel de combinación
Kη y el kernel de etiquetas yy
T:
máx
a, η ∈ M
Ac(Kη,yy
T) (5-11)
Donde M = η : ||η||2 = 1,η ∈ R+P , lo anterior se obtiene resolviendo el problema de opti-
mación cuadrática que sigue:
mı́n
a, v ∈ R+P
vTMv − 2vTa (5-12)
Con M = {〈Kcm,Kch〉F}Pm,h=1, y a = {〈Kcm,yyT〉F}Pm=1. Finalmente se tiene que:
η = v/||v||2 (5-13)
En [4] se expone otro método para encontrar η, en este se utiliza el algoritmo KOMD que
trata de minimizar la siguiente expresión.
mı́n
γ ∈ Γ̂
D(γ) := γT ŶK̂Ŷγ (5-14)
Siendo Γ̂ la distribución de probabilidad γ ∈ R+M definidas sobre el conjunto de muestras
de ambas clases. Luego se tiene que el problema de optimización para encontrar los pesos de






ηrK̂r)Ŷγ + λ||γ||2 = máx mı́n
||η||=1, γ ∈Γ
Q(η, γ) (5-15)
Donde Q(η, γ) = (1 − λ)ηTd(γ) + λ||γ||2, y la entrada r de d(γ) es d(γ) = γT ŶK̂Ŷγ. Por
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5.3. Máquinas de Vectores de Soporte.
Las máquinas de vectores de soporte (también conocidas como máquinas de soporte vec-
torial) son uno de los modelos más conocidos y utilizados en el aprendizaje de máquina,
suponen una herramienta muy versátil, siendo utilizadas para clasificación lineal y no lineal,
regresión, y detección de valores at́ıpicos [44]. Este modelo surge de la teoŕıa de aprendizaje
estadist́ıco de Vladimir Vapnik [34] establecida alrededor de los años noventa.
El problema general de clasificación binaria dicta que dado un conjunto de datos D =
(xi,yi|i = 1, 2, .., n), donde xi ∈ RD y yi ∈ ±1 es la etiqueta de clase correspondiente a cada
xi, el objetivo es obtener una función f(x) que minimice la función de costo l(yi, f(xi)) que
evalúa el error promedio entre todas las pruebas i ∈ n. En el caso de las SVM, la función de
costo dependerá del tipo de margen que se utilice, esta puede ser dura (también conocida
como ŕıgida) o blanda.
La ecuación (5-17) representa la función f(x) para una margen ŕıgida, asumiendo que los
datos de entrada son separables, en donde w es un vector unitario normal al hiperplano
de separación, (x,w) = xTw es el producto punto entre w y x, y b es una constante de
parcialidad [130].
f(x) = (w,x) + b = 0 (5-17)
La márgen en las SVM representan la distancia que hay entre los vectores de soporte de
ambas clases, siendo los vectores de soporte las muestras que tienen la menor distancia
hacia el hiperplano de separación o frontera de decisión [44]. Lo anterior se representa
gráficamente como en la Figura 5-1, en donde las muestras o instancias de las clases A y
B son representadas en un espacio R2 formado por las caracteŕısticas X1 y X2. En este, las
muestras son separadas por múltiples hiperplanos (para el caso de R2 una linea recta). En el
cuadro superior se muestra como los planos en morado y rojo logran separar perfectamente
ambas clases; sin embargo, en el cuadro inferior se puede ver que el plano generado separa las
clases y además mantiene la máxima distancia entre los vectores de soporte y el hiperplano,
siendo esta la solución óptima al problema [34].
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Figura 5-1: Separación de Clases Utilizando Máquinas de Vectores de Soporte.
Dado que es posible que existan instancias que violen la margen, lo cual se puede dar al
quedar dentro de la margen o en la frontera de decisión equivocada, se incorporó una forma
suave o blanda como extensión al modelo de margen dura que permitiera ser flexible con la
solución final. La formulación matemática para esto se ve en la ecuación (5-18).
f(x) = (w,x) + b ≥ 1 si yi = 1
f(x) = (w,x) + b ≤ 1 si yi = −1
(5-18)
De forma generalizada se tiene [121]:
yi[(w,xi)− b] ≥ 1, i ∈ n (5-19)






Las variables w y b son calculadas minimizando la siguiente función objetivo o función de
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regularización.







En la ecuación (5-21) C es un parámetro de regularización que juega un papel fundamental en
la asignación de etiquetas, ya que controla la tasa de aprendizaje de la SVM realizando una
penalización en el entrenamiento, provocando aśı que la curva se ajuste más a las instancias
conocidas, por tanto a medida que el parámetro C crece, incrementa la posibilidad de sobre
entrenar el algoritmo, perdiendo generalización en el modelo final. La solución de la ecuación










Tφ(xi) + b) ≥ 1− ξi,
ξi ≥ 0, i = 1, ..., n
(5-22)
Siendo φ(xi) una función que mapea xi a una espacio de mayor dimensión, y ξ es una variable
de holgura. Por lo general este problema se resuelve empleando multiplicadores de Lagrange






s.t yTα = 0,
0 ≤ αi ≤ C, i = 1, ..., n
(5-23)
A la ecuación (5-23) se le conoce como el problema dual, donde e = [1, .., 1]T es un vector de
unos, Q es un matriz cuadrada definida semipositiva de tamaño n × n, Qij ≡ yiyjK(xi,xj),
y K(xi,xj) = φ(xi)
Tφ(xj) es la función kernel [28]. Luego de ser resuelto el problema dual,





Se obtiene entonces que la función de decisión esta dada por la ecuación (5-25).
sgn(wTφ(x) + b) = sgn(
n∑
i=1
yiαiK(xi,x) + b) (5-25)
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Es importante resaltar la importancia de la función kernel en este abordaje, dado que es
la que permite un análisis no lineal en el conjunto de entrada, esto sucede al calcular la
similitud de los datos en un espacio de mayor dimensión donde se supone son linealmente
separables, y luego al volver al espacio original se espera obtener una discriminación entre
clases no necesariamente lineal.
5.4. Métricas de Evaluación.
Las métricas de evaluación, son un conjunto de herramientas matemáticas que dan cuenta
del rendimiento o desempeño de la clasificación a través del análisis estad́ıstico, diferentes
métricas evalúan ciertas caracteŕısticas que son inducidas por el algoritmo de clasificación
[53].
Asumiendo que se tienen las clases positiva (P) y negativa (N) en un problema de clasifi-
cación binaria, se busca que una muestra desconocida sea clasificada correctamente con la
etiqueta P o N [117], sin embargo, el clasificador puede etiquetar incorrectamente las mues-
tras, asumiendo uno de los casos representados por la matriz de confusión expuestos en la
Figura 5-2.
Figura 5-2: Matriz de Confusión Para Clasifiación Binaria.
A continuación, se muestran las métricas más utilizadas para describir el rendimiento de un
clasificador con base a la matriz de confusión.
Exactitud: la exactitud se define como el radio entre las muestras correctamente
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clasificadas y el total de muestras [117]. Se calcula como:
Exactitud =
V P + V N
V P + V N + FP + FN
(5-26)
Con V P verdaderos positivos, V N verdaderos negativos, FP falsos positivos, y FN
falsos negativos.
Sensibilidad: la sensibilidad, también conocida como tasa de positividad verdadera
(TPR por sus siglas en inglés) hace referencia a las clases etiquetadas correctamente
como positivas con respecto al número total de etiquetas positivas reales. La ecua-
ción (5-27) muestra la forma de calcular la sensibilidad.
Sensibilidad =
V P





Especificidad: a diferencia de la sensibilidad, esta medida hace referencia a las clases
etiquetadas correctamente como negativas con respecto al número total de etiquetas
negativas reales. Se calcula como:
Especificidad =
V N





Precisión: también conocido como el valor predictivo positivo (V PP ), relaciona el
número de etiquetas correctamente clasificadas como positivas sobre el número total
de etiquetas asignadas como positivas, aśı:
V PP =
V P
FP + V P
(5-29)
Puntaje F1: Es la media armónica entre la precisión y la sensibilidad. La forma de
calcularla se muestra en la ecuación (5-30).
F1 =





En este capitulo se muestra la teoŕıa y matemática de la clasificación basada en máquinas
de vectores de soporte y kernels. Las SVM son una de las herramientas más versátiles en el
aprendizaje de máquina, siendo la clasificación uno de los campos en donde mejor se desem-
peña según la literatura, incluyendo estudios a lo largo de varios años en donde se utilizan
señales EEG. Por otro lado, gracias al concepto de los kernels, las máquinas de vectores de
soporte tienen la posibilidad de abordar problemas lineales y no lineales, siendo esta una de
las principales razones de su popularidad y buen desempeño.
La formulación del aprendizaje multi kernel también es presentada en este cápitulo, mos-
trando sus caracteŕısticas fundamentales, condiciones, y algoritmos desarrollados para la
combinación de información basada en kernels que pueden provenir de diferentes fuentes, o
medidas del kernel base. Finalizando el caṕıtulo se habla sobre el puntaje F1 utilizado como
métrica de evaluación para las SVM.
6 Desarrollo Metodológico.
6.1. Introducción.
La revisión bibliográfica acerca del estudio de las señales EEG desde el punto de vista de la
automatización y la inteligencia artificial, ha mostrado numerosas metodoloǵıas y formas de
abordar gran variedad de problemas como enfermedades neurológicas, traumas y trastornos
cerebrales, y análisis del procesamiento emocional (ver apartado 2.1.4). Como se ha mencio-
nado anteriormente, este es un proceso extenuante debido a las diversas etapas que se deben
considerar desde el procesamiento hasta obtener un resultado final, bien sea en ejercicios de
clasificación o regresión.
En esta tesis se introduce una metodoloǵıa que sigue la ĺınea trazada por investigaciones
recientes [12, 50], realizando un preprocesamiento que ha mostrado ser efectivo en la elimi-
nación de ruido y datos espurios, caracterizando las señales resultantes en diferentes dominios
(tiempo, espacio y frecuencia), de los cuales se han generado caracteŕısticas para el análisis de
la estructura de los datos, tales como sus propiedades estad́ısticas, y finalmente elaborando
una búsqueda de aquellas caracteŕısticas que representan con mayor precisión las etiquetas
de clase de los conjuntos de datos. Lo anteriormente dicho es evaluado utilizando un clasifi-
cador de máquinas de vectores de soporte para comparar los resultados alcanzados entre las
diferentes formas de búsqueda y análisis de relevancia que han sido propuestas, utilizando
como métrica el puntaje F1 que permite conocer el rendimiento de la clasificación en térmi-
nos de exactitud y sensibilidad.
La metodoloǵıa que se muestra a continuación fue creada a partir de las bases de datos
de ex-combatientes expuestas anteriormente y pensada para tener generalización en demás
trabajos que utilicen registros de EEG. Uno de los aspectos más importantes de esta es el
análisis de relevancia, el cual permite brindar mayor interpretabilidad a los resultados, de
tal manera que la información pueda ser estudiada en ótros ámbitos.
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Figura 6-1: Mapa Conceptual del Desarrollo Metodológico de la Tesis.
60 6 Desarrollo Metodológico.
6.2. Preproceso.
La Figura 6-1 muestra el flujo del trabajo realizado, cada módulo es resaltado en un color
diferente y representa cada uno de los pasos concernientes al reconocimiento de patrones en
señales de EEG. El primer paso de la metodoloǵıa es el preproceso.
En general se realizó una re-referenciación basada en el promedio de las señales en cada
prueba realizada y luego se utilizó un filtro pasa bandas para eliminar principalmente el rui-
do ocasionado por frecuencias de equipos electrónicos. Posterior al filtrado inicial de todas
la firmas, se procedió a extraer las épocas de interés, en el caso de valencia contextual se
tomaron los tramos marcados como 10, 11, y 12, los cuales corresponden a las valencias ne-
gativa, neutra y positiva respectivamente; para flanker se utilizaron las marcas 64, 65, 66, y
67 que hacen alusión a amenaza central, amenaza periférica, neutra cental y neutra periférica
respectivamente. Es importante tener en cuenta que las marcas tienen una duración de un
segundo o más, por tanto, buscando obtener la mayor información relevante a la prueba, se
consideró desde -0.2 a 0.7 segundos de iniciada la sección estimulante.
Una vez calculadas las épocas de las señales, se realizó un proceso de identificación de fuentes
ruidosas, para ello se descompuso cada firma utilizando ICA como se muestra en aparta-
do 3.2.2. Cada componente fue evaluado estad́ısticamente utilizando la varianza, curtosis,
oblicuidad y correlación con canales de referencia ocular para el caso de valencia contex-
tual, esto con el fin de hacer una reconstrucción de las épocas sin considerar componentes
ruidosos, obteniendo aśı una señal más limpia. Finalmente se utilizó la técnica propuesta
en [58, 59] para seleccionar en cada época aquellos canales con valores at́ıpicos (altos picos
en el voltaje) que no pudieron ser filtrados, estos canales fueron reparados al realizar una
interpolación con los demás más cercanos.
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6.3. Caracterización.
Para la etapa de caracterización y en general en este trabajo se realizó el análisis sobre los
canales ubicados sobre el cuero cabelludo de los sujetos, ya que esta técnica como bien se ha
mencionado, mantiene una excelente resolución temporal. Esta metodoloǵıa frente a otras
como el análisis por fuentes (problema inverso) es más vulnerable ante fenómenos como el
efecto de volumen de conducción, donde un canal capta intensidades de regiones vecinas
generando medidas o datos espurios, además, el análisis en fuentes es un modelo más apro-
ximado a la interacción neuronal, generando un mejor enfoque cuando se desea conocer con
gran profundidad la interacción entre regiones, lo cual no es el caso. Sin embargo, el análisis
por canales evita ahondar en problemas complejos como la selección de dipolos o estimación
de fuentes y delimitación de regiones, lo cual tiene un costo computacional considerable,
y existen aún imprecisiones en los modelos [19]. La desición de trabajar sobre los canales
del EEG se tomó teniendo presente estudios que han mostrado como evitar o minimizar los
efectos de problemas como el de volumen de conducción [25, 37], y presentan la relación
existente entre el análisis en canales y fuentes [70].
Adicional a las implicaciones del análisis por canales, se tomó en consideración la variación
de las caracteŕısticas de las señales EEG en el tiempo debido a su no-estacionariedad y no-
linealidad [64], de este modo, fueron seleccionadas técnicas que consideraran información no
solo espectral si no también temporal por ejemplo, esto con el fin de dar importancia a los
instantes de tiempo donde ocurren los cambios en la fase y amplitud de la señal [35].
La caracterización fue realizada de dos formas diferentes, la idea está fundamentada en
explorar la información presente en los diferentes dominios (tiempo, espacio, frecuencia y
combinación de estos), por tanto, la caracterización utilizando conectividad de señales busca
la información contenida combinando espacio y frecuencia, mientras que la caracterización
mediante Wavelets se centra en el dominio tiempo-frecuencia. Ambos métodos han sido am-
pliamente utilizados en estudios de electroencefalograf́ıa [50, 31, 100].
A continuación se detalla individualmente cada método de caracterización, todo este proce-
dimiento que se describirá fue ejecutado de forma homogénea tanto para los datos de valencia
contextual como para flanker.
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6.3.1. Caracteŕısticas Estad́ısticas del EEG Utilizando Wavelets.
Este método consiste en hacer un filtrado y a la vez una transformación de las senãles EEG
utilizando la transformada discreta Wavelet (DWT), el objetivo es tener información tanto
temporal como espectral. Las Wavelets fueron seleccionadas siguiendo la literatura, donde se
recurre a las Wavelet madre Daubechies, Symlet, Coiflet y Biortogonal para tareas de EEG
[27, 31, 84, 49], espećıficamente para cada tipo de Wavelet se utilizó.
Biortogonal: Bior3.6, Bior6.8
Symlet: Sym2, Sym5, Sym8
Coiflet: Coif1, Coif5
Daubechies: Db4, Db10, Db15
Previo al proceso de filtrado, se decidió trabajar por regiones de interés (ROI), al hacer
esto, se pudo extraer caracteŕısticas para cada una de ellas. Las regiones fueron marcadas
siguiendo la metodoloǵıa de [80, 110], en la cual se separa por regiones: frontal, temporal,
central, parietal y occipital. Las regiones se pueden ver en la Figura 6-2.
Figura 6-2: Regiones de Interés Utilizadas en: a) Valencia Contextual, b) Flanker.
6.3 Caracterización. 63
Para cada sujeto se tomaron individualmente las ROI y se aplicó en cada canal la transforma-
ción con las Wavelet listadas anteriormente, para esto se tomaron 4 niveles de descomposición
y se almacenaron los coeficientes de detalle, adicionalmente, en el último nivel de descom-
posición se tomaron los coeficientes de aproximación, por tanto se contó con 4 coeficientes
de detalle y 1 de aproximación como bandas independientes. La Figura 6-3 muestra cómo
se descompuso el EEG en cada nivel y los rangos espectrales de cada uno de ellos.
Figura 6-3: Descomposición por Niveles Utilizando la Transformada Discreta de Wavelet.
Las firmas de EEG utilizadas en la descomposición fueron los potenciales evocados de cada
sujeto, esto es, el promedio en cada canal a lo largo de las épocas. De lo anterior se obtie-
nen firmas como las presentadas en la Figura 6-4, donde es mostrado el potencial evocado
resultante en cada canal, también se evidencia una diferencia en las firmas entre un caso
y un sujeto de control, siendo las señales de este último más uniformes y respondiendo si-
multáneamente a cada instante de tiempo, además, las ROI que sufren activación ante el
est́ımulo vaŕıan en algunos instantes registrados, principalmente a los 0.3, 0.5 y 0.6 segundos.
Estos comportamientos son los que se esperan sean repetitivos a lo largo de todos los sujetos,
tanto en controles como en casos, y de este modo obtener diferencias que son realzadas luego
del filtrado con Wavelets.
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Figura 6-4: Potencial Evocado de las Señales EEG en: a) Un Control de la Base de Datos
de Flanker, b) Un Caso de la Base de Datos de Flanker.
Los coeficientes de detalle y aproximación fueron promediados utilizando los canales de ca-
da ROI en cada nivel de descomposición, por tanto se obtuvieron por cada ROI 5 grupos
de coeficientes en diferentes frecuencias. Las caracteŕısticas son finalmente resultado de un
análisis estad́ıstico, siguiendo algunos trabajos como [31], se decidió extraer el valor máximo,
valor mı́nimo, media, mediana, varianza, desviación estandar, oblicuidad, y curtosis de los
coeficientes.
Para cada sujeto el tamaño de la matriz de caracteŕısticas es de Nb × Nf , con Nb número
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de bandas, y Nf = Nr × Ne el número de caracteŕısticas al realizar una vectorización de
la matriz de Nr × Ne, ubicando de esta forma todas las medidas estad́ısticas de todas las
ROI una tras otra en la dimensión de caracteŕısticas. Para estas bases de datos se tiene que
Nb = 5, Nr = 8, y Ne = 8 correspondiente a las caracteŕısticas estad́ısticas.
6.3.2. Caracterización Utilizando Conectividad y Grafos.
En el análisis de conectividad, inicialmente se independizaron y trataron las épocas de cada
valencia (para valencia contextual) y est́ımulo (para flanker), luego se calculó la conectividad
espectral en 6 bandas de frecuencia, estas bandas fueron seleccionadas según los ritmos del
EEG: δ (0 - 4 Hz), θ (4 - 8 Hz), α (8 - 12 Hz), βbajo (12 - 16 Hz), βalto (16 - 32 Hz), γ (32
- 50 Hz). La conectividad fue calculada utilizando la coherencia, la parte imaginaria de la
coherencia y el valor de bloqueo de fase como se especifica en apartado 4.3 y se almacenaron
en matrices de Nc × Nc × Nb, siendo Nc el número de canales y Nb el número de bandas,
dado que el resultado del cálculo es una matriz simétrica cuadrada que contiene la conec-
tividad entre canales de a pares en una escala de 0 a 1, por tanto el elemento (i, j, k) es la
conectividad entre el canal i y el canal j para una banda k.
Las medidas de conectividad utilizadas representan una ventaja al tratar con problemas co-
mo el volumen de conducción, puntualmente se tienen estudios que exponen como la parte
imaginaria de la coherencia es menos vulnerable a este efecto y como se detectan interaccio-
nes reales en el cerebro desde el EEG [87, 11], adicionalmente se ha visto que la coherencia
también es ligeramente menos afectada comparada con métodos como la correlación de la
envolvente de la amplitud (AEC), y el ı́ndice de retardo de fase (PLI) [25].Por otro lado
se descartaron medidas como la correlación (COR), y correlación cruzada (XCOR), ya que
detectan únicamente relaciones lineales de la amplitud, o no detectan relaciones cuando hay
retrasos entre las señales.
Luego de ser obtenidas las diferentes medidas de conectividad, se procedió a realizar un pro-
ceso de binarización para extraer caracteŕısticas mediante la teoŕıa de grafos. Generalmente
se utilizan umbrales muy bajos (e.g < 0.1) pero dado que el análisis por canales se ve influen-
ciado por el volumen de conducción, se evaluán otros umbrales, sin embargo, umbrales muy
altos posiblemente entregarián grafos sin conexiones [50], por lo cual se utilizaron valores
entre 0.3 y 0.7 en incrementos de 0.1 como se recomienda en la literatura [85], obteniendo 5
umbrales diferentes con un rango considerable de conexiones. De este modo, si la conectivi-
dad superaba el umbral esta era marcada como 1, si el valor era menor al umbral se marcó
como 0. Dichos valores fueron almacenados en matrices de igual tamaño a la de conectividad,
generando aśı las matrices de adyacencia. A continuación, en la Figura 6-5 se muestran los
mapas de conectividad y el grafo para cada banda de frecuencia cuando se aplica un umbral
de 0.7.
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Figura 6-5: Gráficos de conectividad para un caso de los datos de valencia contextual con
umbral de binarización en 0.7.
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A pesar de que este trabajo tiene como finalidad proporcionar una metodoloǵıa que de cuen-
ta de las caracteŕısticas más relevantes en estudios de EEG, evaluadas por el rendimiento en
la clasificación, se pueden hacer algunas evaluaciones preliminares y acercamientos al com-
portamiento fisiológico, como en este caso, en el que se puede ver en la Figura 6-5 que la
conectividad va disminuyendo conforme se exploran frecuencias más altas, esto puede deber-
se a que las operaciones normales del ser humano se centran en bandas medias en estado de
alerta, y las bandas altas requieren un mayor estado de concentración. También se encontró
que las conexiones con mayor remanencia a lo largo de todos los ritmos son las ubicadas en
la región frontal y occipital.
Teniendo como base las matrices de adyacencia se extrajo la eficiencia global (Eg), eficiencia
local (El), longitud máxima del grafo (L), coeficiente de agrupación (C) y la relación etre la
agrupación global y local del grafo (S), tal como se describe en el apartado 4.4. Estos coefi-
cientes y métricas son las que conformaron el conjunto de caracteŕısticas para este método,
y se hace para cada banda de frecuencia y cada umbral, de este modo, al tener 5 umbrales
preseleccionados y 5 medidas de grafos, se tiene como resultado un total de 25 caracteŕısticas.
El tamaño de la matriz de caracteŕısticas para cada forma de conectividad es entonces de
Nb × Nf , donde Nf es el número de caracteŕısticas. Puntualmente, para ambas bases de
datos, se tiene que el tamaño es de 6× 25. Posteriormente, con el fin de optimizar el modo
en que se cargan y almacenan los datos, se añadio una dimensión de forma de conectividad
para tener una matriz con toda la información contenida. Finalmente se tiene que el tamaño
es de Nm × Nb × Nf , siendo Nm el número de métodos de conectividad, de forma puntual
seŕıa 3× 6× 25.
6.4. Relevancia y Clasificación.
Previo a la clasificación se utilizaron tres estrategias de análisis de relevancia con el fin de
extraer del conjunto de caracteŕısticas aquellas que contienen información crucial, que al
ser llevadas al clasificador logran obtener una mejor frontera de desición, discriminando con
mayor precisión las etiquetas de clase. Para el caso de valencia contextual fueron controles
o excombatientes, y para flanker, sujetos con alta o baja exposición al conflicto armado en
Colombia.
Las caracteŕısticas tanto de conectividad como de Wavelets fueron tomadas y se mapearon
utilizando un kernel Gaussiano, espećıficamente de base radial o RBF, este kernel fue selec-
cionado para hacer la clasificación de forma homogénea para todas las formas de relevancia.
La utilización de este kernel se debe a su capacidad de generalización en problemas no lineales
como es el caso, lo cual no poseen otros como el lineal, adicionalmente el kernel RBF tiene la
capacidad de aproximación universal ya que es representado como un polinomio de grado in-
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finito en las series de Taylor, lo cual lo hace preferible frente a otros kernels. Por otra parte, la
correcta selección de la margen logra mantener las principales relaciones entre los datos [128].
Los métodos de análisis de relevancia utilizados fueron: búsqueda exhaustiva a través del
espectro de frecuencias, asignación de pesos utilizando MKL, y selección de caracteŕısticas
con análisis de varianza (ANOVA).
6.4.1. Búsqueda exhaustiva.
En la búsqueda exhaustiva se utilizaron las caracteŕısticas expuestas anteriormente, pero
para esta metodoloǵıa se hizo el cálculo de las mismas por cada rango de frecuencias, de
tal modo que se obtuvo Nb kernels, con Nb el número de bandas dependiendo del método
de caracterización. Luego los kernels se llevaron al clasificador y se evaluó el desempeño por
cada banda analizada. En [100] utilizan este análisis para hacer clasificación en la misma
base de datos de valencia contextual. La Figura 6-6 muestra un ejemplo de algunos kernels
creados en base a la caracterización de conectividad para un sujeto de la base de datos
flanker.
Figura 6-6: Kernels Generados a Partir de la Caracterización en Bandas de Frecuencia.
Como se puede ver en el gráfico anterior, cada uno de los kernels tienen información diferente
acerca del sujeto analizado, por lo cual se hace el siguiente análisis con ayuda de la teoŕıa
de kernels.
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6.4.2. Asignación de Pesos a Través de MKL.
Dado que la representación en bandas de frecuencia arroja información diferente para cada
kernel formado, se utilizó el aprendizaje multi kernel para combinar la información total
contenida en las bandas, de acuerdo a su capacidad para discriminar entre las etiquetas de
clase. Por lo tanto, se utilizaron 2 modos para hallar los pesos (η) con MKL denominados:
MKL sparse y MKL easy que emplean la ecuación (5-12) y ecuación (5-15) respectivamente.
Estos pesos son asignados de tal forma que el kernel más discriminatorio reciba un peso alto
y los que menos aportan a la solución del problema reciban uno más bajo. En la Figura 6-7
se muestra un diagrama de cajas y bigotes que da cuenta de la asignación de pesos a través de
los diferentes muestras (sujetos de estudio) de la base de datos de flanker, en esta se muestra
entonces el valor de la mediana en cada banda de frecuencia y los rangos intercuartiles a lo
largo de los diferentes sujetos evaluados (77 en total).
Figura 6-7: Diagrama de Cajas y Bigotes Sobre la Asignación de Pesos a los Kernel Creados
por Banda de Frecuencia.
Se puede observar que los pesos son dados a las bandas de más alta frecuencia y la banda
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delta, por tanto la información más relevante se ubica en los extremos del espectro y decae
conforme se acerca a frecuencias centrales. Este tipo de información es la que se espera será
aprovechada por profesionales en otras áreas para dar una interpretación fisiológica y psi-
cológica de lo que sucede con el individuo.
Los pesos fueron tomados y multiplicados por los kernels, obteniendo aśı uno que contiene
la información más relevante, luego este kernel se llevó al clasificador. Esto se ilustra en la
Figura 6-8.
Figura 6-8: Combinación de los Kernels por Bandas de Frecuencia Utilizando MKL.
6.4.3. Selección de Caracteŕısticas.
La selección de caracteŕısticas es un método ampliamente utilizado para extraer información
relevante de los datos, principalmente se utiliza para reducir la dimensión a la cual son ma-
peados los datos y reducir la complejidad del problema.
El procedimiento de selección se ejecutó con todas las caracteŕısticas en todas las bandas de
frecuencia, esto es, concatenando las caracteŕısticas extráıdas en cada rango espectral, por
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Tabla 6-1: Total de Caracteŕısticas Utilizadas en Cada Método de Caracterización
Mediante la técnica ANOVA fueron organizadas todas las caracteŕısticas en orden de mayor
a menor relevancia para luego en la clasificación seleccionar el conjunto que mayor desem-
peño obtiene en términos de exactitud.
6.4.4. Clasificación.
Cada método de relevancia fue llevada a una máquina de soporte vectorial, esta fue ajustada
para recibir un kernel precalculado, al cual se llevaron los kernel RBF creados en la sección
anterior. Los parámetros γ y c fueron sintonizados para lograr un rendimiento óptimo basa-
do en la distribución de los datos y el estado del arte, en donde se recomienda utilizar una
búsqueda por rejilla tanto para γ, como para c. Para el parámetro c la rejilla fue: 2n, con
n = [−8,−7, .., 6, 7, 8] las potencias de 2 con exponente entero desde -8 hasta 8. En el caso
de γ se tuvo una rejilla en donde se incluyeron valores de 10 en 10 hasta el número total
de sujetos en la base de datos, y un valor fijo dado por: γ = 1
nf ∗ σ2
siendo nf el número de
caracteŕısticas y σ la varianza del conjunto de datos de entrenamiento.
La clasificación se llevó acabo utilizando validación cruzada tanto para el entrenamiento
como para las pruebas. Inicialmente se tomo el conjunto de datos total y se dejó por fuera
una observación junto con su etiqueta de clase, correspondientes a la prueba, siguiendo la
metodoloǵıa de validación cruzada dejando uno afuera (LOO por sus siglas en inglés). Los
datos restantes de la selección anterior se definieron como las muestras de entrenamiento,
y entre ellas se realizó una nueva validación cruzada utilizando 5 grupos y 5 particiones,
dejando uno de los grupos para probar el desempeño del clasificador con los parámetros
mencionados, para finalmente seleccionar los mejores y utilizarlos en el modelo final, el cual
clasifica la muestra que se hab́ıa excluido desde el inicio. Las etiquetas asignadas a la muestra
de pruebas se almacenaron para luego ser evaluadas. En la Figura 6-9 se ilustra este proceso.
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Figura 6-9: Entrenamiento del Clasificador Utilizando Validación Cruzada.
Es importante mencionar que para el caso de valencia contextual el objetivo es clasificar entre
sujetos de control y excombatientes, espećıficamente se tienen 19 controles y 31 excomba-
tientes a discriminar y el experimento de flanker tiene como fin discriminar entre sujetos
altamente expuestos a situaciones de conflicto y sujetos que han tenido una baja exposición,
de la primera clase se tienen 57 muestras y de la segunda 20. Se evidencia entonces que en
ambas tareas hay una gran diferencia entre el número de muestras de una clase con respecto
a la otra, por esta razón se utilizó balance de clases durante la clasificación, de tal manera
que la SVM diera un mayor peso a las muestras de la clase con menos instancias. Para este
balance se utilizó la libreŕıa Class weight de sklearn, la cual emplea máxima verosimilitud
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Se tienen entonces los pesos:
wi = w1Yi + w0(1−Yi) (6-3)
Finalmente se evaluó el desempeño de la clasificación con el valor F1, esto con el fin de ver
la sensibilidad del clasificador ante las clases que se están evaluando.
6.5. Sumario.
En este caṕıtulo se describe todo el desarrollo metodológico de este trabajo de investigación,
inicialmente se repasa el preprocesamiento explicado en apartado 3.2, para después hablar
de los métodos de caracterización utilizados, teniendo en cuenta la información en tiempo-
frecuencia con Wavelets, y espacio-frecuencia con conectividad funcional.
Al final de este caṕıtulo se detallan las formas de análisis de relevancia y selección de carac-




En este caṕıtulo se muestran los resultados obtenidos durante el desarrollo de la tesis en
cumplimiento de los objetivos espećıficos y objetivo general. La experimentación consistió
en tomar las bases de datos y clasificar los sujetos de estudio, tal y como se mencionó en el
capitulo anterior. Para ello se hizo el entrenamiento y evaluación de la clasificación extra-
yendo inicialmente 1 sujeto de los datos, dejando por fuera sus señales y etiqueta de clase
para la evaluación, en lo que se conoce como validación con Leave one out. Para entrenar
la SVM se tomó el conjunto de entrenamiento y se realizaron 5 validaciones cruzadas para
hacer la sintońıa de parámetros, escogiendo entonces aquellos que tuvieron mejor desem-
peño. Los parámetros encontrados en la etapa de validación fueron los que se usaron en la
parametrización para la asignación de la etiqueta correspondiente al sujeto de evaluación.
Los resultados son presentados por cada base de datos, forma de caracterización y análisis
de relevancia estudiado.
7.2. Resultados de la Clasificación Utilizando
Caracterización con Wavelets.
Inicialmente se realizó para las bases de datos la caracterización utilizando Wavelets y
búsqueda exhaustiva, con el fin de evaluar el comportamiento de la clasifición a lo largo
de los diferentes tipos de Wavelets madre y bandas de frecuencia, en cada valencia. El ob-
jetivo es entonces encontrar si existe alguna banda de frecuencia que logra contener una
diferenciación clara entre controles y excombatientes.
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Figura 7-1: Puntaje F1 de la Clasificación Utilizando Wavelets Para Datos de Valencia
Contextual Aplicando Busqueda exhaustiva.
Como se puede ver en la Figura 7-1 el resultado máximo obtenido se ubica sobre la ban-
da β que abarca las frecuencias de 16 a 32 Hz según los niveles de descomposición que se
aplicaron, este valor corresponde a 80.52 % de exactitud en la clasificación, seguido por tres
valores en la banda δ que corresponde a los coeficientes de aproximación, estos valores son:
79.37 %, 79.24 %, y 78.94 %. Al centrarse en el análisis por Wavelets a lo largo de todas
las bandas y valencias se tiene que de mayor a menor exactitud las Wavelets con mejores
puntajes fueron respectivamente: Bior6.8 para los 2 mejores resultados, Sym2, y los tres
tipos de Db compartiendo el mismo valor (78.94 %). Como lo ha reportado el estado del
arte, la Wavelet Daubechies muestra ser una buena alternativa para filtrar EEG dado su
rendimiento promedio (µDb4 = 64 %) que se evidencia a lo largo de las bandas, y también se
destaca la Biortogonal con menor rendimiento promedio (µBior6,8= 57 %) pero con valores
pico en todas las valencias.
Uno de los hallazgos obtenidos en este experimento, es el hecho de que al hacer análisis por
valencias, se tiene que la valencia positiva da lugar al valor F1 máximo alcanzado (80.52 %),
seguido por la valencia negativa (79.37 %). y por último valencia neutra (78.43 %), aun-
que no existe gran diferencia entre los valores pico alcanzados, la valencia positiva realza la
diferencia entre las caracteŕısticas de ambas clases.
Luego de ser realizado el análisis de búsqueda exhaustiva, se procedió a clasificar utilizando
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selección de caracteŕısticas. Como se mencionó en el capitulo anterior, las caracteŕısticas
fueron ordenadas de mayor a menor relevancia usando la técnica ANOVA, paso siguiente
se hizo clasificación escogiendo de 20 en 20 las mejores caracteŕısticas. El resultado de este
experimento se muestra en la Figura 7-2.
Figura 7-2: Puntaje F1 de la Clasificación Utilizando Wavelets Para Datos de Valencia
Contextual Aplicando Selección de Caracteŕısticas.
En general la clasificación mejora conforme se aumenta el número de caracteŕısticas, lo cual
sugiere que existe información discriminatoria en las diferentes bandas y medidas estad́ısticas
que describen el comportamiento de las señales. De este experimento se seleccionó el mejor
número de caracteŕısticas, para esto se identificó el número de caracteŕısticas que da lugar
al F1 más alto por cada valencia entre todas las Wavelets y este fue elegido. Los grupos de
caracteŕısticas escogidos son: 260 para valencia negativa, 320 para neutra y 60 para positiva.
Después se implementaron los algoritmos de MKL como método de relevancia y combinación
de la información. En la Figura 7-3 se comparan los métodos de relevancia realizados por
cada Wavelet y valencia. En la parte inferior de las gráficas se muestran las Wavelet y la
banda de frecuencia donde se obtubo el mayor puntaje durante la búsqueda exhaustiva o
por bandas, adicionalmente se muestra el resultado de clasificar utilizando la totalidad de
las caracteŕısticas.
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Figura 7-3: Comparación del Puntaje F1 Alcanzado por los Diferentes Métodos de Rele-
vancia Utilizando Wavelets en Datos de Valencia Contextual.
Los mejores resultados son alcanzados por MKL sparse en las valencias negativa (85.29 %) y
neutra (81.15 %), y por búsqueda exhaustiva para valencia positiva (80.52 %). Este estudio
muestra que MKL logra combinar información contenida en los diferentes rangos frecuen-
ciales, superando el mejor resultado alcanzado individualmente por bandas, que tiene el
rendimiento más consistente a lo largo de todas las pruebas.
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Al igual que en valencia contextual, se muestran los resultados de la búsqueda exhaustiva
para flanker.
Figura 7-4: Puntaje F1 de la Clasificación Utilizando Wavelets Para Datos de Flanker Apli-
cando Búsqueda exhaustiva.
El estudió mostró que el mejor puntaje es alcanzado por la Wavelet Db15 con 90.47 %,
seguido por Coif5 con 89.76 %, y 89.06 % por Db10, Bior6.8 y Sym5. En este caso las
bandas muestran en general altos puntajes, por lo que no es posible determinar con certeza
alguna relación entre las bandas y la tarea, aunque se observa que en est́ımulos centrales las
bandas δ y γ tienen altos puntajes, y en la banda α el puntaje de la clasificación decrece,
además la banda β obtiene en los est́ımulos neutros el resultado más alto.
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Para la selección de caracteŕısticas se obtuvo los resultados de la Figura 7-5
Figura 7-5: Puntaje F1 de la Clasificación Utilizando Wavelets Para Datos de Flanker Apli-
cando Selección de Caracteŕısticas.
De aqúı se seleccionaron como mejores grupos: 60 caracteŕısticas para est́ımulo amenazante
central, 200 para amenazante periférico, 300 para neutro central y 260 para neutro periférico.
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Los resultados de la comparación entre métodos son:
Figura 7-6: Comparación del Puntaje F1 Alcanzado por los Diferentes Métodos de Rele-
vancia Utilizando Wavelets en Datos de Flanker.
Es claro que el análisis por bandas de frecuencia se encuentra información altamente discri-
minante entre las clases, siendo el mejor resultado para 35 de las 40 pruebas y siendo inferior
en sólo 4. Luego se tiene que MKL supera la selección de caracteŕısticas al ser superior en
alguna de las formas de calcular los pesos en 27 de las 40 pruebas y a pesar de que no logra
superar para esta base de datos el análisis por bandas, se mantienen en todas las pruebas
al rededor del 80 % de exactitud. De cualquier forma, los métodos reportados muestran que
las clases tienen caracteŕısticas distintivas, especialmente en la banda γ que fue seleccionada
como la mejor en 15 pruebas, seguido por β en 8, y δ en 7.
Como resultado general del análisis por Wavelets se tiene que en ambas bases de datos la
Wavelet Daubechies representa las señales con mayor diferencia que ayudan al clasificador a
etiquetar correctamente, también se tiene que las bandas δ y γ son las que mayor puntaje al-
canzan, lo cual puede indicar que la diferencia entre este tipo de sujetos de estudio (altamente
expuestos y con baja exposición) podŕıan tener una diferencia en el nivel de concentración
que los sujetos realizan la tarea, ya que en ambos casos bandas de alta concentración (γ y
β) han ayudado a encontrar mejores fronteras de desición comparadas con las demás, lo que
concuerda con estudios ya realizados [96].
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7.3. Resultados de la Clasificación Utilizando Medidas de
Conectividad.
Del mismo modo que para la caracterización con Wavelets, se hizo la experimentación en
ambas bases de datos aplicando la caracterización basada en conectividad funcional, al igual
que en Wavelets se implementó el análisis exhaustivo para cada una de las 6 bandas de
frecuencia, obteniendo los resultados de la Figura 7-7.
Figura 7-7: Puntaje F1 de la Clasificación Utilizando Conectividad Para Datos de Valencia
Contextual Utilizando Búsqueda exhaustiva.
Es notorio que la mejor medida de conectividad para esta tarea es la coherencia (Coh), dado
que solo en 1 prueba es sobrepasada por el valor de bloqueo de fase (PLV), y también se
evidencia que la parte imaginaria de la coherencia está por debajo de las demás medidas en
todas las pruebas.
Uno de los resultados a resaltar es que al igual que con Wavelets se tiene que el resultado de
clasificación más alto se da en la valencia positiva y es de 79.54 % en la banda δ, seguido
por la valencia neutra de 78.94 % en la banda βb, e igualmente 78.94 % para la negativa
en βa. De igual forma la máxima diferencia es alcanzada en la valencia positiva y se repiten
las bandas δ y γ como bandas más relevantes.
En la Figura 7-8 se muestran los resultados de la selección de caracteŕısticas. Para esta
forma de caracterización se seleccionaron de 20 en 20 y el último intervalo de 30 hasta 150
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para coherencia y valor de bloque de fase, y de 5 en 5 hasta 30 para la parte imaginaria de
la coherencia.
Figura 7-8: Puntaje F1 de la Clasificación Utilizando Wavelets Para Datos de Valencia
Contextual Utilizando Selección de Caracteŕısticas.
Los métodos fueron comparados y también se resaltaron las bandas más votadas por el
método de búsqueda exhaustiva.
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Figura 7-9: Puntaje F1 de la Clasificación Utilizando Wavelets Para Datos de Valencia
Contextual Comparando los Métodos de Relevancia Utilizados.
En la figura 7-9, se puede observar que los métodos de análisis de relevancia entregan un
valor más alto a las bandas βb y βa, teorizamos que esto se debe dado que la diferencia entre
las clases radica en el nivel de atención prestado durante los est́ımulos, ya que estas bandas
están asociadas a altos niveles de concentración y actividad cerebral.
A continuación se muestran los resultados obtenidos para la base de datos flanker caracte-
rizada con conectividad funcional, iniciando por la búsqueda exhaustiva.
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Figura 7-10: Puntaje F1 de la Clasificación Utilizando Conectividad Para Datos de Flanker
Comparando los Métodos de Relevancia Utilizados.
Los resultados de flanker utilizando Wavelets y caracteŕısticas estad́ısticas mostraron ex-
celentes resultados sobrepasando el 90 % de puntaje F1; sin embargo, la experimentación
con conectividad muestra mejores resultados en todas los est́ımulos. El mejor de estos es de
94.28 % en las bandas βb y θ, luego está la banda βa con 93.44 %, y γ con 92.68 %, al
igual que en las pruebas anteriores la banda β es la que contiene la información que mejor
discrimina entre las clases.
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La selección de caracteŕısticas dio como resultado:
Figura 7-11: Puntaje F1 de la Clasificación Utilizando Conectividad Para Datos de Flanker
Comparando los Métodos de Relevancia Utilizados.
El conjunto de caraceŕısticas óptimo se localiza en general para todos los métodos de conec-
tividad al seleccionar la mitad de las caracteŕısticas, aunque puede variar dependiendo de
la valencia y método. Los conjuntos seleccionados fueron: 80 y 20 para est́ımulo amenzante
central, 120 y 25 para amenazante periférico, 120 y 30 para neutro central, y 100 y 25 para
neutro periférico.
A continuación se muestra entonces el resultado de la comparación de los métodos en la
Figura 7-14.
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Figura 7-12: Puntaje F1 de la Clasificación Utilizando Conectividad Para Datos de Flanker
Comparando los Métodos de Relevancia Utilizados.
Para este experimento y datos la banda más votada fue δ, por tanto, si se consideran los
demás experimentos, se tiene que en δ al igual que en β hay componentes que contribuyen a
una mejor clasificación, esto sugiere que la atención y concentración son factores fundamen-
tales en ambas tareas.
Se puede ver que a lo largo de todos los experimentos la búsqueda exhaustiva alcanzó por lo
general los mejores resultados, sobrepasada en un experimento por la combinación de infor-
mación usando MKL, que en esta ocasión también se mantiene en altos valores, mejorando
incluso la selección de carateŕısticas y la prueba usando todas las caracteŕısticas, esto quiere
decir que MKL no sólo usa toda la información si no que logra crear una representación
que mejora la clasificación comparado con el conjunto de todas las caracteŕısticas sin ningún
proceso.
7.4. Sumario.
Los resultados para cada método de caracterización y análisis de relevancia son presentados
en este caṕıtulo. En general, se mostraron para ambas bases de datos los resultados de clasifi-
cación con máquinas de vectores de soporte, incialmente utilizando la transformación Wavelet
y caracteŕısticas estad́ısticas, luego se utilizó conectividad funcional con grafos. Adicional-
mente se realizó un análisis de relevancia con tres métodos: búsqueda exhaustiva por bandas
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de frecuencia, asignación de pesos con aprendizaje multi kernel y selección de caracteŕısticas.
Se observó que a lo largo de las pruebas realizadas con búsqueda exhaustiva la banda con
mejores resultados y más votada es β, seguida por δ. Dichas bandas se relacionan con la
atención, con lo que hipotetizamos que los excombatientes y los controles tienen un nivel de
atención diferente a los est́ımulos.
A continuación, se muestra un resumen de los resultados alcanzados por MKL sparse tanto
en wavelets como en conectividad, a pesar de que el análisis usando búsqueda exhaustiva
logró obtener los resultados más altos en la mayoŕıa de pruebas y es altamente consistente a
lo largo de los experimentos, se hace especial referencia a MKL debido a que alcanza valores
comparables con la búsqueda exhaustiva, y principalmente por su capacidad de asignar de
forma automática pesos a las caracteŕısticas más relevantes, lo cual es un avance substancial
en las metodoloǵıas tradicionales que requieren una inspección manual de los resultados,
además es de resaltar que en la base de datos de valencia contextual, se superaron los mejores
resultados obtenidos por la búsqueda exhaustiva, lo cual muestra que MKL es una alternativa
viable para este tipo de estudios. De este modo, se muestra en la caracterización con Wavelets
los resultados al seleccionar Db10 como Wavelet madre, y en el caso de conectividad se escogió
la coherencia.
88 7 Resultados.
Figura 7-13: Resultados Comparativos Entre Wavelets y Conectividad Para los Datos de
Valencia Contextual Utilizando MKL Como Mejor Método de Relevancia.
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Figura 7-14: Resultados Comparativos Entre Wavelets y Conectividad Para los Datos de
Flanker Utilizando MKL Como Mejor Método de Relevancia.
En general se puede observar que las medidas de conectividad con MKL tienen buenos
resultados en ambas bases de datos, lo que quiere decir que los pesos asignados corresponden
a las bandas más relevantes, haciendo este trabajo de forma automática sin necesidad de
hacer la valoración por bandas.
8 Conclusiones y Trabajo Futuro.
En el presente trabajo de tesis se desarrolló una metodoloǵıa de caracterización, análisis de
relevancia y clasificación de registros de electroencefalograf́ıa para discriminar sujetos con
alta exposición al conflicto armado de pacientes control.
Los métodos exploratorios de caracteŕısticas en combinación de los dominios tiempo, espacio,
y frecuencia fueron fundamentales para hallar diferencias entre la forma en que procesan las
emociones los sujetos de estudio y los controles, evidenciando que las bandas de frecuencia
que presentan la mayor relevancia son las bandas δ y β. Esto se pudo observar para las dos
bases de datos, lo cual sugiere que la diferencia entre los grupos de estudio se centra en
patrones de atención y alta concentración.
Uno de los hallazgos más importantes obtenidos en este trabajo radica en la forma como
el aprendizaje multi kernel logra mantener en promedio una buena separabilidad de clases,
incluso alcanzando mayor discriminación que la mejor banda en datos de valencia contex-
tual, esto indica que MKL realiza una combinación efectiva de la información y genera en
algunos casos mejores fronteras de decisión en el conjunto de datos mapeado al plano de
caracteŕısticas.
Evaluando individualmente cada base de datos y método de caracterización, se encontró que
para valencia contextual al tener mejores resultados en wavelets que en conectividad, no hay
una diferencia clara entre las regiones del cerebro que procesan la información entre controles
y excombatientes, mientras que para datos con imágenes flanqueadas, se encuentra que hay
modificaciones en la conectividad funcional de los sujetos con alta exposición al conflicto
comparado con los controles. Esto se puede observar especialmente en el experimento de
clasificación utilizando la medida de conectividad que representa la parte imaginaria de la
coherencia.
La forma de evaluación planteada permitió observar de forma homogénea las fronteras de
desición generadas por los métodos de caracterización y relevancia. La clasificación con SVM
mostró luego de ser evaluado por el puntaje F1 que la taza de aprendizaje obtenida de
los datos de entrada, tanto para wavelets como para conectividad, alcanzaron resultados
satisfactorios, siendo las caracteŕısticas de conectividad las que lograron una mejor tasa de
clasificación.
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Ya que la intención de este trabajo fue desarrollar una completa forma de caracterización
y análisis de relevancia, el proceso de clasificación no fue explorado a profundidad. Uno de
los trabajos futuros en búsqueda de mejorar la separación de clases es evaluar otras metodo-
loǵıas de clasificación, teniendo como base algoritmos como redes neuronales convolucionales,
árboles de decisión, y bosques aleatorios. Adicionalmente se puede hacer un estudio más ex-
haustivo de la forma en que se calculan los pesos del aprendizaje multi kernel, y la relación
que existe entre los de datos de entrada y el éxito en la combinación, ya que como se pudo
ver, en determinados casos lograba sobrepasar el mejor resultado del análisis individual por
bandas y en otros no, este comportamiento abre diferentes interrogantes sobre los datos que
se están evaluando.
Al trabajo futuro se suma la utilización de otras medidas de grafos como las que se mencionan
en [120], donde se utilizan descriptores de imágenes en las matrices de adyacencia basados en
la estructura de grafos locales, por otro lado en [1] se muestran algunas formas alternativas
para la selección de los umbrales en la binarización de la matriz adyacencia, lo cual es factor
determinante y no se ha estudiado a profundidad. Adicionalmente, seŕıa totalmente adecuada
la incorporación de otras medidas de conectividad que en el estado del arte han mostrado
reducción el efecto del volumen de conducción en canales, como el ı́ndice de retardo de fase
ponderado (wPLI) e información mutua simbólica ponderada (wSMI) [54].
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; Jeschke, Sabina: EEG-based automatic emotion recognition: Feature extraction,
selection and classification methods. En: 2016 IEEE 18th International Conference
on e-Health Networking, Applications and Services, Healthcom 2016 (2016). ISBN
9781509033706
[3] Ahirwal, M. K. ; Kumar, A. ; Londhe, N. D. ; Bikrol, H.: Scalp connectivity
networks for analysis of EEG signal during emotional stimulation. En: International
Conference on Communication and Signal Processing, ICCSP 2016 (2016), p. 592–596.
ISBN 9781509003969
[4] Aiolli, Fabio ; Donini, Michele: Easy Multiple Kernel Learning. En: 22nd Euro-
pean Symposium on Artificial Neural Networks, Computational Intelligence and Ma-
chine Learning, ESANN 2014 - Proceedings (2014), Nr. April, p. 289–294. ISBN
9782874190957
[5] Trujillo et al., submitted: Cambios en el EEG en reposo de exparticipantes en
el conflicto armado colombiano con trastorno de personalidad antisocial. En: Revista
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