非終端記号を導入した基本形式体系の言語記述力に関する研究 by 小出  智彦
非終端記号を導入した基本形式体系の言語記述力に
関する研究












第 1章 序論 1
第 2章 準備 3
2.1 基本形式体系言語 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 3
2.2 EFSの部分クラス : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 5
2.3 証明図 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 8
2.4 融合原理による言語の受理 : : : : : : : : : : : : : : : : : : : : : : : : : : 10
2.5 並列多重文脈自由文法 : : : : : : : : : : : : : : : : : : : : : : : : : : : : 10
第 3章 EFSの部分クラスの言語記述力 13
3.1 変数限定 EFSと長さ限定 EFS : : : : : : : : : : : : : : : : : : : : : : : : 13
3.2 長さ限定 EFS言語と文脈依存言語 : : : : : : : : : : : : : : : : : : : : : : 15
3.3 変数純粋 EFS言語と並列多重文脈自由言語 : : : : : : : : : : : : : : : : : 18
第 4章 NEFSの部分クラスと言語記述力 24
4.1 非終端記号の導入 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 24
4.2 NEFSと証明図 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 26
4.3 変数限定NEFS : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 28
4.4 単純NEFS : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 29
4.5 融合原理による言語の受理 : : : : : : : : : : : : : : : : : : : : : : : : : : 30




基本形式体系 (Elementary Formal System, EFS)は帰納関数理論の研究のためにSmullyan [10]
によって導入されたものであり，文字列を対象とする一種の論理プログラムである．EFS
は論理プログラミング [13]や学習理論 [3, 9, 6, 7, 11]など幅広い分野の研究に役立ってい













解決する．次に，Sugimotoと Ishizaka [12]によって提案されたEFSの 1つである変数純
粋EFSの言語記述力について述べる．最後に，非終端記号付き基本形式体系 (Elementary














が対応付けられている．引数の数が nである述語記号 pを p=nで表す．述語記号 pの引
数の個数を ar(p)と表す．Xは可算無限集合であり，Xの要素を変数と呼ぶ．
(§[X)¤の要素を項あるいはパターンと呼ぶ．§¤からなる項を基礎項と呼ぶ．¦中の
述語記号 p=nと n個の項 ¼1; :::; ¼nに対し，p(¼1; :::; ¼n)を原子論理式，または単にアト
ムと呼び，n個の項が全て基礎項の場合には基礎アトムと呼ぶ．¼ = (¼1; :::; ¼n)とし，簡
単のために p(¼1; :::; ¼n)を p(¼)と書く場合がある．
A1; :::; Ai; B1; :::; Bj をアトムとするとき，次のような“Ã”を挟んだアトムの並びを
節と呼ぶ．
A1; :::; Ai Ã B1; :::; Bj (i; j ¸ 0)
“Ã”の左側，すなわちA1; :::; Aiの部分を節の頭部，右側のB1; :::; Bjの部分を本体と呼
ぶ．j = 0となる確定節を単位節と呼ぶ．一方，i = 0であるような節をゴール節と呼ぶ．
また，i = j = 0なる節を空節と呼び，通常¤で表す．
基本形式体系は 3項組 (§;¦;¡)によって定義される．¡は§と¦から構成可能な確定
節の有限集合で公理と呼ばれる．
4互いに異なる変数xk (1 · k · n)と任意のパターン¼kに対し，fx1 := ¼1; :::; xn := ¼ng
の形をした有限集合を代入と呼ぶ．代入 µ = fx1 := ¼1; :::; xn := ¼ngに対し，ある i (1 ·
i · n)について ¼i = ²であるとき，µを消去代入と呼ぶ．任意のパターン ¿ と任意の代
入 µ = fx1 := ¼1; :::; xn := ¼ngに対して，¿ 中に現れる全ての変数 xiをそれぞれ対応す
る ¼iによって同時に置き換えて得られるパターンを ¿µと書く．アトム p(¼1; :::; ¼n)に対
しては
p(¼1; :::; ¼n)µ = p(¼1µ; :::; ¼nµ)
と，節AÃ B1; :::; Bjに対しては








定義 1. T = (§;¦;¡)がEFSであるとする．¡と節Cに対して関係 ¡ ` Cを次のように
定義する．
1. C 2 ¡ならば ¡ ` C．
2. ¡ ` Cならば任意の代入 µに対して ¡ ` Cµ．
3. ¡ ` AÃ B1; :::; Bj; Bj+1かつ ¡ ` Bj+1 Ãならば ¡ ` AÃ B1; :::; Bj．
¡ ` C ならば C は ¡から証明可能であるという．EFS T と述語記号 p=1に対して
L(T; p) = fw 2 §¤ j ¡ ` p(w)Ãgと定義する．L = L(T; p)なる EFS T と述語 p=1が存
在するとき，言語 Lを基本形式体系言語と定義する．
5例 1. EFS T = (fa; b; cg; fp=1; q=3g;¡)を考える．
¡ =
8>>>><>>>>:
p(xyz)Ã q(x; y; z)
q(ax; by; cz)Ã q(x; y; z)
q(a; b; c)Ã
9>>>>=>>>>;
EFS T と述語記号 pによって定義される言語は L(T; p) = fanbncn j n ¸ 1gである．









て，¼の文字列としての長さを j¼jで表し，¼における変数 xの出現回数を o(x; ¼)で表す．
さらに，アトム p(¼1; ¼2; :::; ¼n)に対して，
jp(¼1; ¼2; :::; ¼n)j = j¼1j+ :::+ j¼nj　
o(x; p(¼1; ¼2; :::; ¼n)) = o(x; ¼1) + :::+ o(x; ¼1)
と定義する．
² 節AÃ B1; B2; :::; Bnが変数限定であるとは，i = 1; :::; nに対して v(A) ¶ v(Bi)が
成り立つことをいう．つまり，変数限定節では本体に出現する変数は全て頭部に出
現している．変数限定節だけからなる公理をもつ EFSを変数限定EFSと呼ぶ．
² 節AÃ B1; B2; :::; Bnが長さ限定であるとは任意の代入 µに対して
jAµj ¸ jB1µj+ jB2µj+ :::+ jBnµj
が成り立つことをいう．長さ限定節だけからなる公理をもつEFSを長さ限定EFS
と呼ぶ．
6² 節AÃ B1; B2; :::; Bnが変数純粋であるとは，次の条件が成り立つことをいう．
1. v(B1) [ ::: [ v(Bn) = v(A)
2. 本体に現れる項は全て 1変数である
3. 任意の変数 xに対して
o(x;B1) + :::+ o(x;Bn) · 1:
変数純粋節だけからなる公理をもつEFSを変数純粋EFSと呼ぶ．Sugimotoら [12]
は融合原理を用いることで変数純粋 EFSから言語を生成できることを示した．
² 項 ¼が正規であるとは，任意の変数 xに対して o(x; ¼) · 1が成り立つことである．




q(¼)Ã q1(x1); :::; qn(xn) (n ¸ 0)
ただし，¼は任意のパターンであり，x1; :::; xnは ¼に出現する互いに異なる変数で
ある．定義から明らかなように，述語記号はすべて 1引数である．




p(ux)Ã q(x) (u 2 §+; x 2 X)
例 1は変数純粋 EFS，例 2は単純 EFSである．










T は変数限定EFSである．L(T; p) = fan j n > 0; nはフィボナッチ数かつ奇数 gとなる．




q(ax; by)Ã q(x; y)
q(a; b)Ã
9>>>>=>>>>;
T は長さ限定 EFSである．L(T; p) = faibjak j i; k ¸ 0; j ¸ 1; i+ k = jgとなる．




q(xy; x)Ã q(x; y)
q(a; ²)Ã
9>>>>=>>>>;
T は変数純粋 EFSである．L(T; p) = fan j n > 0; nはフィボナッチ数 gとなる．


























T は片側線形EFSである．L(T; p) = fw 2 fa; bg¤ j wには aが奇数個出現する gとなる．
Arikawaら [3]は変数限定EFS，長さ限定EFS，正規EFS，片側線形EFSが定義する
言語のクラス がそれぞれ帰納的可算言語，文脈依存言語，文脈自由言語，正規言語のク
ラスと一致することを示した (図 2.1)．ただし，長さ限定 EFS言語と文脈依存言語の等
価性に関しては制限があることが述べられている．
2.3 証明図
定義 2. T = (§;¦;¡)をEFSとする．¡ ` Cなる節Cに対しCの証明図とその長さを次
のように定義する．
² C 2 ¡ならばCはCの証明図であり，証明図の長さは 1である．





¦C0の長さを lとするとこの証明図の長さは l + 1である．
² ¡ ` C 0 なる C 0 = A Ã B1; :::; Bn; Bn+1 と，¡ ` C 00 なる C 00 = Bn+1 が存在す
るならば，¦C0 ;¦C00 をそれぞれ C 0, C 00の証明図とすると次の 2つの図はどちらも







¦C0, ¦C00 の長さをそれぞれ lC0, lC00 とすると，これらの証明図の長さはともに
maxflC0 ; lC00g+ 1である．
例 8. 例 1の EFS T を考える．p(aabbcc)Ãの証明図の一例は次の通りである．
p(xyz)Ã q(x; y; z)
p(aabbcc)Ã q(aa; bb; cc) (SUB)
q(ax; by; cz)Ã q(x; y; z)
q(aa; bb; cc)Ã q(a; b; c) (SUB) q(a; b; c)Ã
q(aa; bb; cc)Ã (MP )
p(aabbcc)Ã (MP )
この証明図の長さは 4である．
µ = fx1 := ¼1; :::; xn := ¼ngを代入とする．D(µ) = fx1; :::; xngを µのサポートと呼ぶ．










2つの項，またはアトム®，¯ に対して®µ = ¯µなる代入 µを®と¯の単一化代入という．
®と¯の単一化代入が存在するとき，®と¯は単一化可能であるという．D(µ) µ v(®)[v(¯)
となるような単一化代入 µの集合を U(®; ¯)と書く．
2つの節C，Dに対して，C = Dµ，Cµ0 = Dなる代入 µと µ0が存在するとき，DはC
の異種であるという．
Rを各ゴール節から 1つのアトムを選ぶルールとする．
定義 4. T を EFSとし，Gをゴール節とする．次の条件を満たす 3項組 (Gi; µi; Ci) (i =
0; 1; :::)の列をGからの導出と呼ぶ．
² Giはゴール節，µiは代入，Ciは T の公理の異種である．また，G0 = G．
² i 6= jなる任意の i，jに対しv(Ci)\v(Cj) = ;．また，任意の iに対しv(Ci)\v(Gi) =
;．
² GiがÃ A1; :::; Ak，AmがRによって選ばれたアトムならば，CiはAÃ B1; :::; Bq，
µiはAとAmの単一化代入，そしてGi+1は次のようになる．





並列多重文脈自由文法 [8]は 5項組 (N;§; F; P; S)である．Nは非終端記号の有限集合，
§は終端記号の有限集合，§は終端記号の有限集合，F は関数の有限集合，P は生成規
則の有限集合，S 2 N は開始記号である．各A 2 N には正の整数 dim(A)が与えられて
いて，Aからは dim(A)項組の終端記号列が得られる．開始記号について dim(S)は 1で
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ある．各 f 2 F には正の整数 di (0 · i · k)が与えられていて，f は次の条件 (F1)を満
たす (§¤)d1 £ :::£ (§¤)dk から (§¤)d0への関数である．
(F1) xi = (xi1; :::; xidi) (1 · i · k)を f の i番目の引数とする．1 · h · d0について関
数値の h番目の要素 f [h]を次のように定義する．
f [h][x1; :::; xk] = ¯h0zh1¯h1zh2:::zhvh¯hvh (¤)
¯hl (0 · l · vh)は§¤の要素，zhlは fxij j 1 · i · k; 1 · j · digの要素である．
非終端記号 Ai 2 N (0 · i · k)と関数 f : (§¤)dim(A1) £ ::: £ (§¤)dim(Ak) ! (§¤)dim(A0)
に対し，P 中の各規則はA0 ! f [A1; :::; Ak]という形をしている．k ¸ 1のときこの規則
を非終端規則と，k = 0のときこの規則を終端規則と呼ぶ．f [h][ ] = ¯hである終端規則
A0 ! f [ ]を以後A0 ! (¯1; :::; ¯dim(A0))と書く．
関係 ¤)を次の (L1)と (L2)で定義する．
(L1) 規則A! ® (® 2 (§¤)dim(A))が P の要素ならば，A ¤) ®．
(L2) 規則A! f [A1; :::; Ak]が P の要素で，かつ任意の i (1 · i · k)に対しAi ¤) ®iな
らば，A ¤) f [®1; :::; ®k]．
G = (N;§; F; P; S)を並列多重文脈自由文法とする．非終端記号Aに対し，Aから生成
可能な文字列組の集合を LG(A) = fw 2 (§¤)dim(A) j A ¤) wgと定義する．また，Gに
よって生成される言語L(G)は，L(G) = LG(S)と定義される．言語Lがある並列多重文
脈自由文法Gによって生成されるとき，すなわち L = L(G)となるとき，Lは並列多重
文脈自由言語という．
例 9. 並列多重文脈自由文法G = (fSg; fag; ffg; P; S)を考える．ただし，関数 f とP は
次の通りである．
f [x] = xx
P =
8><>: S ! aS ! f [S]
9>=>;




(F2) 各 h (1 · h · do)と各変数 xijに対し，式 (¤)の右辺に現れる xijの総数は高々1個
である．
言語 Lがある多重文脈自由文法Gによって生成されるとき，すなわち L = L(G)となる
とき，Lは多重文脈自由言語である．
例 10. 多重文脈自由文法 G = (fA; Sg; fa; b; cg; ff1; f2g; P; S)を考える．ただし，関数
f1, f2と P は次の通りである．
f1[(x; y)] = (axb; cy)











CFL ( MCFL ( PMCFL ( CSL
並列多重文脈自由文法 G = (N;§; F; P; S)を考える．F 中の任意の関数 fについて，f
の左辺に現れる任意の変数が少なくとも一度は右辺に現れる場合，Gは消去不能である
という．Sekiら [8]は消去不能に関して次のことを示している．







定理 2 (Arikawa et al. [3]). 節AÃ B1; :::; Bnが長さ限定であるための必要十分条件は，
jAj ¸ jB1j+ :::+ jBnj
かつ，全ての変数 xに対して，
o(x;A) ¸ o(x;B1) + :::+ o(x;Bn) (3.1)
が成り立つことである．
3.1式により全ての長さ限定 EFSは変数限定 EFSである．しかし，定理 2が成り立つ
のは消去不能 EFSのみであり，本論文で扱っている消去可能 EFSでは成り立たない．
例 11. EFS T = (fag; fpg;¡)について考える．節 p(xx)Ã p(ax)は
jxxj ¸ jaxj
かつ，全ての変数 vに対し，
o(v; p(xx)) ¸ o(v; p(ax))
が成り立つので長さ限定のはずである．しかし，fx := ²gを代入とすると，節 p(xx) Ã




ン ¼における集合 Sの要素の出現回数を oS(¼)で表す．さらに，アトム p(¼1; :::; ¼n)に対
して，oS(p(¼1; :::; ¼n)) = oS(¼1) + :::+ oS(¼n)と定義する．
定理 3. 節 A Ã B1; :::; Bnに対し T = t(A) [ t(B1) [ ::: [ t(Bn)とするとき，節 A Ã
B1; :::; Bnが長さ限定であるための必要十分条件は，
oT (A) ¸ oT (B1) + :::+ oT (Bn)
かつ，全ての変数 xに対して
o(x;A) ¸ o(x;B1) + :::+ o(x;Bn) (3.2)
が成り立つことである．
証明. 節AÃ B1; :::; Bnに対し，v(A) [ v(B1) [ ::: [ v(Bn) = fx1; :::; xmgとする．
まず節AÃ B1; :::; Bnが長さ限定節である場合を考える．任意の代入 µに対して jAµj ¸




jBiµj = jAj ¡
nX
i=1
jBij+ k £ (o(xj; A)¡
nX
i=1













o(xj; Bi) ¸ 0




jBiµj = oT (A)¡
nX
i=1
oT (Bi) ¸ 0
が成り立つ．
次に節AÃ B1; :::; Bn中のアトムA;B1; :::; Bnが，
oT (A) ¸ oT (B1) + :::+ oT (Bn)
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であり，かつ全ての変数 xに対して
































定理 4 (Arikawa et al. [3]).
1. 長さ限定 EFS言語は文脈依存言語である．





定理 5. 言語 L µ §¤が文脈依存言語であるための必要十分条件は，L = L(T; p)なる長
さ限定 EFS T が存在することである．
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証明. 任意の長さ限定 EFS言語が文脈依存言語であることは Arikawaら [3]によって証
明されている．
次に，任意の文脈依存言語が長さ限定EFSによって記述できることを示す．G = (N;§; P; S)
を文脈依存文法とする．ただし，空語 ²は生成規則 S ! ²にのみ出現し，S ! ²を生成
規則として含む場合は Sは他のどの生成規則の右辺にも出現しないものとする．Gに対
し，次のような長さ限定 EFS T = (§0;¦;¡)を考える．
§0 =N [ § [ fa0 j a 2 §g
¦ =fp; p1; p2; p3g
¡ =fp(S)Ãg
[ fp(²)Ãj S ! ² 2 Pg
[ fp3(²)Ã p(²)g
[ fp(x¯y)Ã p(x®y) j ®! ¯ 2 P; ¯ 6= ²g
[ fp1(x)Ã p(x)g
[ fp1(xa0)Ã p1(ax) j a 2 §g
[ fp2(xa)Ã p1(a0x) j a 2 §g
[ fp2(xa)Ã p2(a0x) j a 2 §g
[ fp3(ax)Ã p2(ax) j a 2 §g
このとき，L(G) = L(T; p3)となることを証明すればよい．
まず，° 2 (N [ §)¤に対し，S ¤) ° , ¡ ` p(°)Ãとなることを示す．
S
¤) ° =) ¡ ` p(°)Ãを導出の長さ nに関する数学的帰納法で示す．
n = 0のとき，° = Sとなる．T の定義より p(S)Ã2 ¡なので ¡ ` p(S)Ã．
n = k (k ¸ 0)のとき，帰納法の仮定が成り立つとする．n = k+1のとき，u; v 2 (N[§)¤
としたときに次のような導出を考える．
S
k) u®v ) u¯v
最後の導出は規則®! ¯によって行われた．®! ¯ 2 P より p(x¯y)Ã p(x®y) 2 ¡．ま
た，帰納法の仮定より ¡ ` p(u®v)Ã．よって ¡ ` p(u¯v)Ã．
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これで S ¤) ° =) ¡ ` p(°)Ãが示された．
次に，S ¤) ° (= ¡ ` p(°)Ãを正規化証明図の長さ nに関する数学的帰納法で示す．
n = 1のとき，°は Sまたは ²となる．SはGの開始記号なので S 0) Sとなる．また
°が ²の場合，T の定義より規則 S ! ²が存在する．よって S 1) ²となる．








この正規化証明図の長さは k + 1なので，p(u®v)Ãの正規化証明図の長さは高々kとな
る．帰納法の仮定より S ¤) u®v．また，p(x¯y)Ã p(x®y) 2 ¡より ®! ¯ 2 P．よって
S
¤) u¯v = °．
これで，S ¤) ° (= ¡ ` p(°)Ãも示された．
これにより S ¤) ° , ¡ ` p(°)Ãが示された．
続いて L(T; p3) = f° 2 §¤ j ¡ ` p(°)Ãgとなることを示す．
まず，¡ ` p(°)Ãかつ ° 2 §¤なる単位節 p(°)Ãについて，¡の規則をうまく適用す
ることで p3(°)Ãを導くことができる．よって L(T; p3) ¶ f° 2 §¤ j ¡ ` p(°)Ãg．
次に，L(T; p3) µ f° 2 §¤ j ¡ ` p(°)Ãgについては対偶を考える．すなわち，NPS(T )
を，
NPS(T; p) = fp(°)Ãj ° 2 §¤; p(°)Ãは¡から証明可能でない g
と定義したときに，° =2 §¤または p(°)Ã2 NPS(T; p)ならば ° =2 L(T; p3)となることを
示す．まず，° =2 §¤の場合，証明の途中で必ず p1(A°0)Ã (A 2 N; °0 2 §0)という節が
現れる．任意の代入を考えたとしても本体に p1(A°0)が現れるような公理は ¡中に存在
しない．これ以上証明を続けることはできないので ° =2 §¤ならば ° =2 L(T; p3)となる．
次に，p(°)Ã2 NPS(T; p)の場合，p3に到達するためには必ず pを通過しなければなら
ない．よって p(°)Ã2 NPS(T; p)ならば ° =2 L(T; p3)である．
対偶が正しいことが示されたのでL(T; p3) µ f° 2 §¤ j ¡ ` p(°)Ãgも正しいことが示
された．
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これにより L(T; p3) = f° 2 §¤ j ¡ ` p(°) Ãgが示された．ここで L(G) = f° 2 §¤ j
S
¤) °gである．よって
L(G) = f° 2 §¤ j ¡ ` p(°)Ãg = L(T; p3)
となることが示された．
消去不能 EFSに関しても，定理 5と同様にして次のことを示すことができる．
定理 6. 言語 L µ §+が文脈依存言語であるための必要十分条件は，L = L(T; p)なる長
さ限定 EFS T が存在することである．
ただし，証明する際には文脈依存文法を模倣する EFS T の公理を次の ¡0とする必要
がある．




定義 5. G = (N;§; F; P; S)を並列多重文脈自由文法とする．A 2 N と ® 2 (§¤)dim(A)に
対し，次の 2条件を満たす最小の値をAから ®への導出の長さ ldG(A;®)と定義する．
² 終端規則A! ®が P の要素ならば ldG(A;®) = 1．
² 任意の i (1 · i · k)に対し ®i 2 LG(Ai)，かつ A ! f [A1; :::; Ak] 2 P，かつ
f [®1; :::; ®k] = ®ならば，




定理 7. 言語L µ §¤が並列多重文脈自由言語であるための必要十分条件は，L = L(T; p)
なる変数純粋 EFS T が存在することである．
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証明. まず任意の並列多重文脈自由言語が変数純粋EFSによって表現できることを示す．
G = (N;§; F; P; S)を消去不能な並列多重文脈自由文法とする．補題 1より一般性は失
われない．これに対し次のような変数純粋 EFS T = (§;¦;¡)を考える．
¦ =fpA=dim(A) j A 2 Ng
¡ =fpA(¼1; :::; ¼dim(A))Ã pA1(x11; :::; x1dim(A1)); :::; pAm(xm1; :::; xmdim(Am)) j
A! f [A1; :::; Am] 2 P;
f [(x11; :::; x1dim(A1)); :::; (xm1; :::; xmdim(Am))] = (¼1; :::; ¼dim(A)); i ¸ 1g
[ fpA(t1; :::; tdim(A))Ãj A! (t1; :::; tdim(A)) 2 Pg
このとき，L(G) = L(T; pS)となることを示せばよい．
まず，任意のA 2 N について LG(A) µ L(T; pA)となることを導出の長さ nに関する
数学的帰納法で示す．
n = 1のとき，LG(A)に含まれるのは終端規則A ! (t1; :::; tdim(A))が P の要素である
ような (t1; :::; tdim(A))だけである．T の定義より節 pA(t1; :::; tdim(A)) Ãは ¡の要素であ
る．よって，¡ ` pA(t1; :::; tdim(A))Ã，すなわち (t1; :::; tdim(A)) = t 2 L(T; pA)．
n = k (k ¸ 1)のとき帰納法の仮定が成り立つとする．n = k + 1のときLG(A)に含ま
れるのは，A ¤) tなる tだけである．ここでAに適用した規則をA! f [A1; :::; Am]とし，
ti 2 LG(Ai) (1 · i · m)かつ f [t1; :::; tm] = tとする．全体の導出の長さが k + 1なので
mX
i=1
ldG(Ai; ti) = k
となり，任意の iに対し ldG(Ai; ti) · kとなる．帰納法の仮定より ti 2 L(T; pAi)．また，
T の定義より節
pA(¼1; :::; ¼dim(A))Ã pA1(x11; :::; x1dim(A1)); :::; pAm(xm1; :::; xmdim(Am))
は ¡の要素である．次のような代入 µを考える．
µ = fxij := tij j 1 · i · m; 1 · j · dim(Ai); (ti1; :::; tidim(Ai)) = tig
このとき，先程の節の代入例は次のようになる．
pA(t1; :::; tdim(A))Ã pA1(t11; :::; t1dim(A1)); :::; pAm(tm1; :::; tmdim(Am))
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ti 2 L(T; pAi)なので¡ ` pA(t1; :::; tdim(A))Ãとなる．このとき，Tの定義により (t1; :::; tdim(A)) =
tが成り立つ．したがって，t 2 L(T; pA)．
これにより任意のA 2 N について LG(A) µ L(T; pA)となることが示された．S 2 N
なので LG(S) µ L(T; pS)となる．
次に，任意の pA 2 ¦に対し L(T; pA) µ LG(A)となることを正規化証明図の長さ nに
関する数学的帰納法で示す．
n = 1のとき，L(T; pA)に含まれるのは単位節 pA(t1; :::; tdim(A)) Ãが ¡の要素である
ような (t1; :::; tdim(A))だけである．ここで T の定義よりA ! (t1; :::; tdim(A))は P の要素
である．よって，(t1; :::; tdim(A)) 2 LG(A)．
n = k (k ¸ 1)のとき，帰納法の仮定が成り立つとする．n = k+1のとき，(t1; :::; tdim(A)) 2












pA(t1; :::; tdim(A))Ã (MP )
C1 = pA(¼1; :::; ¼dim(A))Ã pA1(x11; :::; x1dim(A1)); :::; pAm(xm1; :::; xmdim(Am))
C2 = pA(t1; :::; tdim(A))Ã pA1(t11; :::; t1dim(A1)); :::; pAm(tm1; :::; tmdim(Am))
C3 = pA(t1; :::; tdim(A))Ã pA1(t11; :::; t1dim(A1)); :::; pAm¡1(tm¡11; :::; tm¡1dim(Am¡1))
C4 = p(t1; :::; tdim(A))Ã pA1(t11; :::; t1dim(A1))
節
pA(¼1; :::; ¼dim(A))Ã pA1(x11; :::; x1dim(A1)); :::; pAm(xm1; :::; xmdim(Am))
が ¡の要素なので，T の定義により，
f [(x11; :::; x1dim(A1)); :::; (xm1; :::; xmdim(Am))] = (¼1; :::; ¼dim(A))
なる関数 f が F の要素であり、A! f [(A1; :::; Am)]は P の要素である．また，この正規
化証明図の長さは k+1なので pAi(ti1; :::; tidim(Ai))Ã (1 · i · m)の正規化証明図の長さ
は高々kである．よって (ti1; :::; tidim(Ai)) 2 LG(Ai)．したがって，(t1; :::; tdim(A)) 2 LG(A)．
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これにより任意の pA 2 ¦に対しL(T; pA) µ LG(A)となることが示された．pS 2 ¦な
ので L(T; pS) µ L(G)となる．





振られているものとする．番号が iの節p(¼1; :::; ¼ar(p))Ã p1(x11; :::; x1ar(p1)); :::; pm(xm1; :::;
xmar(pm))に対し，関数 fpiを次のように定義する．
fpi[(x11; :::; x1ar(p1)); :::; (xm1; :::; xmar(pm))] = (¼1; :::; ¼ar(p))
変数純粋EFS Tに対し、次のような並列多重文脈自由文法G = (N;§; F; P;Np)を考える．
N =fNp j p 2 ¦g ただし dim(Np) = ar(p)g
F =ffpi j p(¼1; :::; ¼ar(p))Ã p1(x11; :::; x1ar(p1)); :::; pm(xm1; :::; xmar(pm)) 2 ¦;節の番号は ig
P =fNp ! fpi[Np1 ; :::; Npm ] j
p(¼1; :::; ¼ar(p))Ã p1(x11; :::; x1ar(p1)); :::; pm(xm1; :::; xmar(pm)) 2 ¦;
節の番号は ig
このとき，L(T; p) = L(G)となることを示せばよい．
まず，任意の p 2 ¦に対しL(T; p) µ LG(Np)となることを正規化証明図の長さ nに関
する数学的帰納法で示す．
n = 1のとき，L(T; p)に含まれるのは単位節 p(t1; :::; tar(p))Ãが¡の要素であるような
(t1; :::; tar(p))だけである．p(t1; :::; tar(p)) Ã2 ¡よりこの節の番号を iとすると，fpi[ ] =
(t1; :::; tar(p)) 2 F，Np ! fpi[ ] 2 P となる．よって (t1; :::; tar(p)) 2 LG(Np)．














p(t1; :::; tar(p))Ã (MP )
C1 = p(¼1; :::; ¼ar(p))Ã p1(x11; :::; x1ar(p1)); :::; pm(xm1; :::; xmar(pm))
C2 = p(t1; :::; tar(p))Ã p1(t11; :::; t1ar(p1)); :::; pm(tm1; :::; tmar(pm))
C3 = p(t1; :::; tar(p))Ã p1(t11; :::; t1ar(p1)); :::; pm¡1(tm¡11; :::; tm¡1ar(pm¡1))
C4 = p(t1; :::; tar(p))Ã p1(t11; :::; t1ar(p1))
節
p(¼1; :::; ¼ar(p))Ã p1(x11; :::; x1ar(p1)); :::; pm(xm1; :::; xmar(pm))
が ¡の要素なので，この節の番号を iとするとGの定義により
fpi[(x11; :::; x1ar(p1)); :::; (xm1; :::; xmar(pm))] = (¼1; :::; ¼ar(p))
なる関数 fpiはF の要素であり，Np ! fpi[Np1 ; :::; Npm ]はP の要素である．また，この正
規化証明図の長さは k+1なので pj(tj1; :::; tjar(pj))Ã (1 · j · m)の正規化証明図の長さ
は高々kである．よって (tj1; :::; tjar(pj)) 2 LG(Npj)．したがって (t1; :::; tar(p)) 2 LG(Np)．
これにより任意の p 2 ¦に対し L(T; p) µ LG(Np)となることが示された．
次に，任意のNp 2 N に対し LG(Np) µ L(T; p)となることを導出の長さ nに関する数
学的帰納法で示す．
n = 1のとき，LG(Np)に含まれるのは終端規則 Np ! (t1; :::; tar(p))が P の要素で
あるような (t1; :::; tar(p))だけである．Gの定義より p(t1; :::; tar(p)) Ã2 ¡．よって ¡ `
p(t1; :::; tar(p))Ã，すなわち (t1; :::; tar(p)) 2 L(T; p)．
n = k (k ¸ 1)のとき，帰納法の仮定が成り立つとする．n = k+1のとき，LG(Np)に含
まれるのはNp
¤) tなる tだけである．ここでNpに適用した規則をNp ! fpi[Np1 ; :::; Npm ]




ldG(Npi; ti) = k
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となり，任意の iに対し ldG(Npi ; ti) · kとなる．帰納法の仮定より ti 2 L(T; pi)．またG
の定義より節
p(¼1; :::; ¼ar(p))Ã p1(x11; :::; x1ar(p1)); :::; pm(xm1; :::; xmar(pm))
は ¡の要素である．次のような代入 µを考える．
µ = fxij := tij j 1 · i · m; 1 · j · ar(pi); (ti1; :::; tiar(pi)) = tig
このとき，先程の節の代入例は次のようになる．
p(t1; :::; tar(p))Ã p1(t11; :::; t1ar(p1)); :::; pm(tm1; :::; tmar(pm))
ti 2 L(T; pi)なので¡ ` p(t1; :::; tar(p))Ãとなる．このとき，Gの定義より (t1; :::; tar(p)) = t
である．したがって t 2 L(T; p)．
これにより任意のNp 2 N に対し LG(Np) µ L(T; p)となることが示された．
よってL(T; p) = L(G)となることが，すなわち任意の変数純粋EFS言語が並列多重文
脈自由文法によって表現できることが証明された．
同様の証明により次の系 1も証明できる．
系 1. 言語 L µ §¤が多重文脈自由言語であるための必要十分条件は，L = L(T; p)なる






§;¦; X とは交わらない有限集合とする．N の要素を非終端記号と呼ぶ．任意のA 2 N





互いに異なる変数 xk (1 · k · n)と任意の非終端記号付きパターン ¼kに対し fx1 :=
¼1; :::; xm := ¼mgの形をした有限集合を代入と呼ぶ．
非終端記号付き基本形式体系は 4項組 (N;§;¦;¡)によって定義される．¡はN;§;¦
から構成可能な非終端記号付き確定節の有限集合である．
NEFSにおける関係¡ ` CをEFSと同様にして定義する．¡ ` CならばCは ¡から証
明可能であるという．NEFS Tと述語記号 p=1に対してL(T; p) = fw 2 §¤ j ¡ ` p(w)Ãg
と定義する．L = L(T; p)なるNEFS T と述語 p=1が存在するとき，言語Lを非終端記号
付き基本形式体系言語と定義する．
NEFSにおける証明図，部分クラスなどは EFSと同様にして定義する．













文法Gによって定義される言語は L(G) = fanbncn j n ¸ 1g.
これに対し次のようなNEFSを考える．














例 14. プッシュダウンオートマトン M = (fq0; q1; q2g; fa; bg; fA;Z0g; ±; q0; Z0; fq2g)を考
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える．遷移関数 ±は次のように定義される．
±(q0; a; Z0) = f(q0; AZ0)g
±(q0; a; A) = f(q0; AA)g
±(q0; b; A) = f(q1; ²)g
±(q1; b; A) = f(q1; ²)g
±(q1; ²; Z0) = f(q2; ²)g
M が受理する言語 L(M)は fanbn j n ¸ 1gである．
これに対し次のようなNEFSを考える．
























定理 8. T = (N;§;¦;¡)を変数限定NEFSとし，Aを T の非終端記号付き基礎アトムと
する．¡ ` AÃならばAÃの正規化証明図が存在する．
証明. 証明図の長さ nの数学的帰納法によって示す．
n = 1のとき，AÃ2 ¡である．AÃは明らかに長さ 1の正規化証明図である．
n = k　 (k ¸ 1)のとき，帰納法の仮定が成り立つとする．n = k+ 1のときを考える．
推論規則MP が使われない場合この定理が成り立つのは明らかである．そこで推論規則






A0 Ã (MP )





AÃ (MP ) (Fig. 2)





AÃ (MP ) (Fig. 3)
A0µとB01µは共に非終端記号付き基礎項なので証明図 Fig. 3は証明図 Fig. 2と同じ形で
ある．また証明図 Fig. 3の長さは証明図 Fig. 1の長さと等しい．先程のような操作を繰
り返すことで節A0 Ã B01; :::; B0m 2 ¡から次のような証明図を得ることができる．
A0 Ã B01; :::; B0m
AÃ B1; :::; Bm (SUB)
....
Bm Ã




AÃ (MP ) (Fig. 4)
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次に任意の変数限定NEFS言語が EFSで表現可能であることを示す．L = L(T; p)と
なる変数限定NEFS T = (N;§;¦;¡)に対して，変数限定EFS T 0 = (§0;¦0;¡0)を以下の
ように構成する．
§0 = N [ §
¦0 = ¦ [ fpc; pa j pc; pa =2 ¦g
¡0 = ¡ [ fpc(²)Ãg
[ fpc(ax)Ã pc(x) j a 2 §g
[ fpa(x)Ã p(x); pc(x)g
このとき，L(T; p) = L(T 0; pa)が成り立つことを証明すればよい．ここで
A = fw 2 (N [ §)¤ j ¡ ` p(w)Ãg
B = fw 2 §0¤ j ¡ ` p(w)Ãg
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とすると，A = Bとなることは明らかである．よって L(T 0; pa)がB \ §¤と等しくなれ
ばよい．定義より述語記号 pcの項 ¿ は ¿ 2 §¤である．節 pa(x)Ã p(x); pc(x)により
fw 2 §0¤ j ¡ ` pa(w)Ãg = B \ §¤
となる．よって L(T; p) = L(T 0; pa)となる．
4.4 単純NEFS
定理 10. 言語L 2 §¤が単純NEFS言語であるための必要十分条件は，L = L(T; p)なる
単純 EFS T が存在することである．
証明. 任意の単純 EFS言語が単純 NEFSによって表現できることは明らかである．次
に任意の単純 NEFS言語が単純 EFSによって表現できることを示す．単純 NEFS T =
(N;§;¦;¡)に対し，次のような単純 EFS T 0 = (§;¦;¡0)を考える．
¡0 = fC 2 ¡ j oN(C) = 0g
このとき，L(T; p) = L(T 0; p)となることを示す．
定義より L(T; p) ¶ L(T 0; p)となることは明らかである．
次に任意の p 2 ¦に対してL(T; p) µ L(T 0; p)となることを正規化証明図の長さ nに関
する数学的帰納法で示す．
n = 1のとき，L(T; p)に含まれるのは p(w) Ã (w 2 §¤)が ¡の要素であるような w
だけである．oN(p(w)Ã) = 0なので p(w)Ã2 ¡0．よってw 2 L(T 0; p)．
n = kのとき，L(T; p) µ L(T 0; p)であると仮定する．n = k + 1のとき，p(w)Ãの正
規化証明図は次のようになる．
p(¼)Ã p1(x1); :::; pm(xm)
p(w)Ã p1(w1); :::; pm(wm) (SUB)
....
pm(wm)Ã






この証明図の長さは k + 1なので，pi(wi) Ã (1 · i · m)の証明図の長さは高々kで
ある．よって wi 2 L(T 0; p)，すなわち ¡0 ` pi(wi) Ã．また，w 2 §¤より oN(p(¼) Ã
p1(x1); :::; pm(xm)) = 0である．よって p(¼) Ã p1(x1); :::; pm(xm) 2 ¡0．したがって ¡0 `
p(w)Ã，すなわちw 2 L(T 0; p)となる．
これで任意の p 2 ¦に対して L(T; p) µ L(T 0; p)となることが示された．
これにより L(T; p) = L(T 0; p)となることが示された．
系 2は定理 10と同様にして証明が可能である．
系 2.
1. 言語 L 2 §¤が正規 NEFS言語であるための必要十分条件は，L = L(T; p)なる正
規 EFS T が存在することである．
2. 言語 L 2 §¤が片側線形 NEFS言語であるための必要十分条件は，L = L(T; p)な
る片側線形 EFS T が存在することである．
4.5 融合原理による言語の受理
NEFSにおける導出手続きを EFSにおける導出手続きと同様に定義する．




fx1; :::; xng，代入 µ = fx1 := ¼1; :::; xk := ¼kg (k · n)が ®と ¯の単一化代入であると仮
定する．このとき k = n，かつ ¼1; :::; ¼kが全て非終端記号付き基礎項でなければならな
い．j®jN と j¯µjN が等しいので j¼ijN · j®jN が成り立つ．次のような T (®; ¯)を考える．
T (®; ¯) = f¾ j D(¾) = v(¯);各 x 2 D(¾)に対して jx¾jN · j®jNg
®より短い非終端記号付き基礎項の数は有限であり，T (®; ¯)は有限でかつ計算可能であ




¯の述語記号が違う場合，単一化可能でないことは明らかである．よって® = p(¿1; :::; ¿n)，
¯ = p(¼1; :::; ¼n)とする．®と ¯ の単一化代入は任意の i (1 · i · n)について ¿iと ¼i
の単一化代入を含んでいる．したがって U(®; ¯)は ¾i 2 U(¿i; ¼i)なるあらゆる n項組
(¾1; :::; ¾n)について ®が ¯¾1:::¾nと等しいかどうか比較することで求めることが可能で
ある．
補題 2と変数限定節の定義より次の補題が得られる．
補題 3. T が変数限定 EFS，Gが非終端記号付き基礎ゴール節ならば，全てのGの融合
節は非終端記号付き基礎節であり，Gの融合節の集合は計算可能である．
NEFS T に対し，N と§と¦から構成可能な全ての非終端記号付き基礎アトムの集合
をBN(T )と書く．さらに，PSN(T )とRSN(T )を次のように定義する．
PSN(T ) = fA 2 BN(T ) j ¡ ` AÃg
RSN(T ) = fA 2 BN(T ) jÃ Aからの反駁が存在する g
定理 11. T が変数限定NEFSならば，次の等式が成り立つ．
PSN(T ) = RSN(T )
証明. S = (§;¦;¡)とする．まず PSN(T ) µ RSN(T )となることを A Ãの正規化証明
図の長さ nに関する数学的帰納法で示す．
n = 1のとき，A 2 PSN(T )よりAÃ2 ¡なので (Ã A; fg; AÃ)，(¤; fg;¤)により反
駁を得ることができる．よってA 2 RSN(T )．
n = k (k ¸ 1)のとき，帰納法の仮定が成り立つとする．n = k + 1のとき，AÃの正
規化証明図は次のようになる．
A0 Ã B01; :::; B0m
AÃ B1; :::; Bm (SUB)
....
Bm Ã






この証明図の長さは k+1なのでBi Ã (1 · i · m)の長さは高々kである．帰納法の仮定
よりBi 2 RSN(T )．また，ゴール節Ã Aと節A0 Ã B01; :::; B0mにより融合節Ã B1; :::; Bm
を得ることができる．よってÃ Aからの反駁を得ることができる．すなわちA 2 RSN(T )．
これで PSN(T ) µ RSN(T )が示された．
次に PSN(T ) ¶ RSN(T )となることをÃ Aの導出の長さ nに関する数学的帰納法で
示す．
n = 1のとき，次の 2通りが考えられる．
(i) AÃ2 ¡かつAが非終端記号付き基礎項である場合，明らかにA 2 PSN(T )である．




n = kのとき，帰納法の仮定が成り立つとする．n = k+1のとき，A 2 RSN(T )より節
A0 Ã B01; :::; B0m 2 ¡とA = A0µなる代入 µが存在する．これらにより融合節Ã B1; :::; Bm
を得ることができる．Ã Aの導出の長さは k + 1なので，Ã Bi (1 · i · m)からの導出
の長さは高々kである．帰納法の仮定よりBi 2 PSN(T )．推論 SUBにおいて代入 µを用
いることで次の正規化証明図が書ける．
A0 Ã B01; :::; B0m
AÃ B1; :::; Bm (SUB)
....
Bm Ã






これで PSN(T ) ¶ RSN(T )が示された．
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