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Abstract
Most of the world’s digital data is currently encoded in a sequential form, and compression
methods for sequences have been studied extensively. However, there are many types of non-
sequential data for which good compression techniques are still largely unexplored. This
paper contributes insights and concrete techniques for compressing various kinds of non-
sequential data via arithmetic coding, and derives re-usable probabilistic data models from
fairly generic structural assumptions. Near-optimal compression methods are described for
certain types of permutations, combinations and multisets; and the conditions for optimality
are made explicit for each method.
1 Introduction
Much of data compression is concerned with the task of compressing files that com-
monly occur in every day usage. Improvements in compression effectiveness inevitably
stem from improvements in data modelling, and the strength of any given model
clearly depends on the type of data that is being compressed. The need for good
compression thus motivates developing models that are good at predicting the data
of interest. The development of appropriate data models can be difficult, especially
when computational constraints are taken into account. For example, models that
are good at compressing DNA sequences are different from models that are good at
compressing human text. Modern file compressors often include many different data
models (often for specific types of data) whose predictions are combined [1, 2, 3].
Sequence compression algorithms have been studied extensively, not least because
sequences are the most common form in which data is represented in a computer.
Of course, a serial representation is not always a natural description of data (e.g. 2-
dimensional pictures, elements of a dictionary, the hierarchical structure of a file
system), and is often chosen somewhat arbitrarily.
This paper explores data models (and compression algorithms) for some basic
types of data that are non-sequential, or have particular symmetries imposed on
them. In particular, various models are proposed for compressing different kinds of
permutations, combinations, and multisets.
The methods for compressing data with these structures can be used as compo-
nents in larger models and compression algorithms; we also hope that the insights
presented for the objects here may be useful for finding algorithms for other kinds of
combinatorial objects.
The rest of this paper is structured as follows. Section 2 reviews the compression of
sequences whose elements are independent and identically distributed from a known
distribution. Section 3 introduces multisets and describes an optimal compression
scheme for multisets whose elements are distributed the same way as in section 2.
Section 4 introduces permutations and describes an optimal compression scheme for
permutations that are uniformly distributed. Section 5 shows that a sequence can be
split into a multiset and a permutation, and that the information content of these two
components sum to the same value as the information content of the original sequence.
Section 6 extends the coding method for permutations to truncated permutations.
Section 7 introduces combinations and a compression scheme for them. Section 8
discusses uniformly distributed multisets and describes a compression scheme for
them. Finally, Section 9 extends the results of previous sections to the case that
the symbol distribution is unknown and needs to be learned adaptively.
2 Sequences
We’ll start by reviewing a task that is well known: the compression of a fixed-length
sequence x1 ... xN of elements from a finite alphabet X . Rather than discussing
a specialised model that is good at compressing text or other real-world sequences,
we’ll look at an oversimplified sequence model and then show equivalents for non-
sequential forms of data. So let’s assume for now that each element xn in the sequence
is independently and identically distributed (iid) according to some distribution D.
The probability of such a sequence is:
Pr(x1 ... xN |D,N) =
N∏
n=1
D(xn). (1)
Sequences of this kind can be compressed with an arithmetic coding scheme [4, 5],
where the symbols xn are encoded sequentially using D at each coding step.
1 This
kind of algorithm produces compressed output whose total length is guaranteed to
be within 2 bits of the theoretic optimum – the Shannon information content of the
sequence under the above assumptions:
log2
1∏N
n=1D(xn)
=
N∑
n=1
log2
1
D(xn)
. (2)
This guarantee is strictly stronger than proving the expected output length to be
within 2 bits of the Shannon entropy of D, because the guarantee holds for every
input sequence, not just on average. Algorithms of the above kind are well known,
and form the basis of many sequence compression algorithms.2
This paper now explores similarly fundamental compression models for input ob-
jects that aren’t sequences. Compression of non-sequential data was considered by
1There are some fairly minor constraints, e.g. that it must be possible to discretise D to the
resolution of the arithmetic coder.
2Of course, there are many ways of modelling sequences, and the above simplistic model, while
fundamental, is hardly suitable for compressing real-life files. In fact, if D were chosen to be a
uniform distribution, the above method achieves no compression at all, as all sequences of length N
are assumed to have equal probability.
Varshney and Goyal [6, 7, 8], and this paper follows up on their work. The models in
this paper have been chosen primarily for simplicity and clarity of presentation; more
elaborate models for combinatorial objects can be found e.g. in [9].
3 Multisets
A multiset M is an unordered collection of elements, where elements may occur
multiple times. Let M(x) denote how often element x occurs in M, and |M| the
total number of elements in M (including repetitions). For example, K = {A, B, B} is
a multiset with |K| = 3, K(A) = 1, and K(B) = 2.
One can think of a multiset as the histogram that captures the symbol occurrence
counts in a sequence x1 ... xN , such that:
|M| =
∑
x∈X
M(x) = N. (3)
A multiset represents the information that remains when the order information of a
sequence is lost.
Analogously to how we considered a sequence of N draws in the previous section,
consider now a multiset M that was created by making N independent draws from
a known distribution D over the same finite alphabet X . The probability of such a
multiset M is:
Pr(M |N,D) = N ! ·
∏
x∈X
D(x)M(x)
M(x)!
. (4)
As M is a multivariate object, the above distribution cannot be interfaced directly
to an arithmetic coder; arithmetic coders can typically only encode (sequences of)
discrete univariate choices. One possible solution is to factorise (4) into a product of
univariate distributions as follows:
Pr(M |N,D) =
(<)∏
x∈X
Binomial
(
M(x)
∣∣∣∣∣ |M|−
∑
y<x
M(y),
D(x)
1−
∑
y<xD(y)
)
(5)
where Binomial(k |K, θ) =
(
K
k
)
θk(1−θ)K−k is the binomial distribution, < is a total
ordering relation of the alphabet X , and the product iterates over the elements of X
in the order defined by <. A derivation of this factorisation can be found in [9].
M can then be compressed with an arithmetic coding scheme that sequentially
encodes each of the componentsM(x) using the conditional distributions given in (5).
The length of the resulting compressed output sequence is within 2 bits of M’s
information content, i.e. the optimal length in bits:
log2
1
Pr(M |N,D)
= log2
1
N !
+
∑
x∈X
M(x) log2
1
D(x)
+
∑
x∈X
log2M(x)! (6)
4 Permutations
A permutation is an arrangement of elements in a given multiset. For example, the
multiset {X, Y, Z} has 6 possible permutations:
(X, Y, Z) (X, Z, Y) (Y, X, Z) (Y, Z, X) (Z, X, Y) (Z, Y, X),
and the multiset {H,N,N} has three permutations: (H,N,N), (N,H,N) and (N,N,H).
Despite what the above notation might suggest, a permutation contains no informa-
tion about symbols or their occurrence counts: it merely specifies an arrangement of
symbols for a given multiset. A sequence can always be separated into a multiset and
a permutation of that multiset.
The number of possible permutations of a given multiset M is exactly
|M|!∏
x∈X M(x)!
, (7)
so a uniform distribution over permutations assigns to each permutation the proba-
bility:
Pr
(
x1 ... x|M|
∣∣M) = 1
|M|!
·
∏
x∈X
M(x)!. (8)
This distribution (8) can be factorised into a product of univariate distributions:
Pr(x1 ... xN | M) =
N∏
n=1
Pr(xn | M, x1 ... xn−1) (9)
=
N∏
n=1
M(xn)−
∑n−1
k=1 1[xk = xn]
N − n+ 1
. (10)
One way to store such a permutation with an arithmetic coder is to encode each xn
with the conditional distribution (10), iterating over the indices n of the permuta-
tion. This procedure produces an output length that is within 2 bits of the Shannon
information content of the permutation:
log2
1
Pr
(
x1 ... x|M|
∣∣M) = log2 |M|!−
∑
x∈X
log2M(x)! (11)
5 Sequence = Multiset + Permutation
Any sequence x1 ... xN can be split into a multiset M and a permutation of M. For
the case that each element xn is independent and identically distributed according to
some known distribution D, we gave coding schemes for each of these three objects.
These coding schemes are optimal in the sense that they compress each object to
within 2 bits of the object’s Shannon information content.
The information content of the multiset was given in (6), and of the multiset’s
permutation in (11). Recalling that each symbol x ∈ X occurs M(x) times in the
sequence x1 ... xN , and that N = |M|, the sum of quantities (6) and (11) equals:
∑
x∈X
M(x) log2
1
D(x)
=
N∑
n=1
log2
1
D(xn)
. (12)
This quantity is the same as expression (2), the information content of the sequence.
The above coding methods were derived for sequences and multisets that made
the oversimplifying assumption that each element xn in the sequence was drawn
independently from a known distribution D. In reality, distributions over elements
are not typically known in advance, and should be inferred from the data (both by the
compressor and by the decompressor). Section 9 shows how sequences and multisets
can be optimally encoded while simultaneously learning an unknown distribution.
Before then, we shall briefly look at truncated permutations, and at two alternative
models for multisets.
6 Truncated permutations
The encoding for permutations introduced in section 4 reflects a generative process
where elements are drawn without replacement from a given multiset M until there
are no more elements. In this section, we generalise this method to the case that we
stop after K draws, resulting in a truncated permutation x1 ... xK where K ≤ |M|.
The probability of drawing a given K-permutation from M is:
Pr(x1 ... xK |K,M) =
(|M| − |K|)!
|M|!
·
∏
x∈M
M(x)!
(M(x)−K(x))!
(13)
where K ⊆ M summarises the symbol occurrence counts in the truncated permu-
tation x1 ... xK . To encode a K-permutation of this kind, the encoding procedure
from section 4 can be used, except for stopping after K elements. It might be helpful
to note that this early stopping procedure results in a distribution over truncated
permutations that is non-uniform, except when K = |M| or when M contains no
duplicates.
7 Combinations (or submultisets)
In section 3 we considered multisets whose elements were drawn from a distributionD.
Rather than drawing elements from a known distribution D, consider drawing ele-
ments from a known multiset M without replacement. If we keep the order of the
elements, we end up with a permutation, as discussed in section 4. If the order is
thrown away, the resulting structure is called a combination.
Suppose we draw K elements from an existing multiset M, where K ≤ |M|. The
resulting combination K is a submultiset of M, and has probability:
Pr(K |M) =
(
|M|
|K|
)−1
·
∏
x∈K
(
M(x)
K(x)
)
(14)
This multivariate distribution can be broken down into a product of univariate dis-
tributions, to make it easier to use with an arithmetic coder. For example, (14) can
be factorised recursively, using the identity:
Pr(K |M) = Pr(K(x) | M, |K|) · Pr
(
K\{x}
∣∣M\{x}) (15)
where x is an arbitrary element that occurs in K, and K\{x} denotes the multiset K
with all occurrences of x removed. The distribution over K(x) given M and |K| is:
Pr(K(x) | M, |K|) =
(
|M|
|K|
)−1(
|M|−M(x)
|K|−K(x)
)(
M(x)
K(x)
)
. (16)
8 Uniform multisets
The compression method for multisets described in section 3 assumes that the ele-
ments in the multiset are distributed according to some distribution D. This section
shows how to compress multisets that are chosen uniformly at random from all possi-
ble multisets of a given size N . There are CK(N) ways of creating an N-size multiset
from a set of K distinct elements, where:
CK(N) =
(
N +K − 1
K − 1
)
=
(N +K − 1)!
N ! (K − 1)!
(17)
A uniform distribution over multisets M (given N and K) therefore assigns each
multiset probability mass Pr(M|N,K) = 1/CK(N).
9 Sequences and multisets from unknown distributions
Suppose the elements of a sequence x1 ... xN are independent and identically dis-
tributed from some unknown distribution D. It is possible to compress sequences
of this kind by taking advantage of the knowledge that the sequence’s elements are
identically distributed: even though the distribution D is not available to the encoder
or the decoder, each symbol in the sequence reveals information about D, allowing
both encoder and decoder to approximate it.
A simple and well-known technique is to let both encoder and decoder maintain a
histogram of symbol occurrence counts, which is updated every time after a symbol
in the sequence is encoded or decoded. Each symbol is arithmetically encoded using
the best approximation of D, given all the past symbol occurrences and a prior
distribution over symbols. Here, this prior is implemented by giving each symbol
x an initial pseudocount of αx ∈ R
+. The Nth symbol in the sequence can be
compressed with an arithmetic coder using the following conditional distribution:
Pr(xN =x | x1 ... xN−1,α) =
αx +
∑N−1
n=1 1[xn = x]
A+N − 1
(18)
where αx is the initial count for symbol x, and the shaded box counts how often
symbol x occurred in the preceding sequence (1[ Q ] = 1 if the expression Q is true,
and 0 otherwise). A is the sum of all αx.
The probability distribution over the entire sequence induced by this adaptive
scheme can be written as follows:
Pr(x1 ... xN |N,α) =
N∏
n=1
Pr(xn | x1 ... xn−1,α) (19)
=
N∏
n=1
αxn +
∑n−1
k=1 1[xk = xn]
A+ n− 1
(20)
=
Γ(A)
Γ(A +N)
∏
x∈X
Γ(αx +M(x))
Γ(αx)
(21)
whereM is the symbol histogram of the entire sequence, i.e.M(x) =
∑N
n=1 1[xn = x],
and Γ(·) denotes the Gamma function.
We can consider the equivalent scenario for a multiset by throwing away the
ordering produced by the above process. As was shown in section 4, a sequence
with histogram M has exactly |M|! ·
(∏
x∈X M(x)!
)−1
permutations. Noting that
|M| = N , the distribution (21) over sequences can be converted to a distribution over
multisets by dividing out the permutation information:
Pr(M |N,α) =
N ! Γ(A)
Γ(A+N)
∏
x∈X
Γ(M(x) + αx)
M(x)! Γ(αx)
(22)
The result is a compound Dirichlet-multinomial distribution, where α are the pa-
rameters of the Dirichlet prior. The same result can be obtained by multiplying
distribution (4) with a Dirichlet prior, and integrating out D.
To make this distribution suitable for compression with an arithmetic coder, it
can be factorised into a product of conditional Beta-binomial distributions, e.g. as
follows:
Pr(M |N,α) =
(<)∏
x∈X
BetaBin
(
M(x)
∣∣∣∣∣N−
∑
y<x
M(y), αx, A−
∑
y<x
αy
)
(23)
where the Beta-binomial distribution is univariate, and defined as:
BetaBin(k |K,α, β) =
∫
Binomial(k |K, θ) · Beta(θ | α, β) dθ (24)
=
(
K
k
)
·
Γ(α+β)
Γ(α) Γ(β)
·
Γ(α+k) Γ(β+K−k)
Γ(α+β+K)
(25)
Using (23) with an arithmetic coder, one can near-optimally encode multisets whose
elements are distributed according to an unknown distribution. It’s somewhat sur-
prising that it’s possible to store a collection of data points in an unordered way,
saving the bits that would otherwise be wasted on the ordering. It’s even more sur-
prising that this is possible while simultaneously learning the empirical distribution
from the data, and exploiting it to compress more effectively. Perhaps one could
argue that this kind of compression method is a step towards ‘universal’ compression
of unordered data.
10 Discussion
This paper presented several fundamental models for non-sequential data, and showed
how they relate to some known fundamental models for sequences. The approach
taken for finding these models was to derive the probability distribution over the
combinatorial objects defined by fairly basic assumptions. Where necessary, multi-
variate distributions were factorised into products of univariate distributions, to make
them usable with existing arithmetic coding algorithms.
The models presented in this paper are not intended to be used for compressing
real-world data; they were carefully chosen to be simplistic and flexible, in the hope
that they might serve as fundamental components in more elaborate compression
algorithms.
There are many other possibilities of defining probability distributions over mul-
tisets, and there are many other combinatorial objects worthy of study that were
not mentioned in this paper. Plenty of additional models and algorithms related to
compression of non-sequential data can be found in [9].
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