Abstract： The goal of this paper is to propose a dual version of the direct cosine simplex algorithm (DDCA) for general linear problems. Unlike the two-phase and the big-M methods, our technique does not involve artificial variables. Our technique solves the dual Klee-Minty problem in two iterations and solves the dual Clausen's problem in four iterations. The utility of the proposed method is evident from the extensive computational results on test problems adapted from NETLIB. Preliminary results indicate that this dual direct cosine simplex algorithm (DDCA) reduces the number of iterations of two-phase method.
in most cases in their computational experiment. In this paper, we propose a dual version of a simple direct cosine simplex algorithm (DDCA) which solves the dual Klee-Minty class of problem in two iterations while the Two phases method solves this class in n+1 iterations where n is the size of the problem. Our technique also solves Clauser class of problems in four iterations but the two phase method solves this class in 2n-1 iterations where n is the size of the problem. Our technique does not require the introduction of artificial variables.
The rest of the paper is organized as follows. Section 2 describes the proposed DDCA algorithm and its characteristics. Benchmark problems "Klee-Minty and Clausen problems" are presented in Section 3. In Section 4, we introduce illustrations of the proposed algorithm with help of two examples. Computational experiments are presented in Section 5, followed by concluding remarks and directions of future research in Section 6.
Dual Cosine Simplex Algorithm (DDCA).
We consider the linear programming (LP) problem in standard form: Remark: The above cosine criterion is only a simple observation without any further proof. Hence, the cosine criterion is not always true. The ties are broken arbitrary. If 0 ij a  for all non-basic variables then the problem has no feasible solution.
Dual Cosine Simplex Method (DCSM).

Require: infeasible basis
Step 3: Apply a pivoting End while The current basis is feasible Apply the simplex algorithm.
Benchmark problems
In this Section we present two well-known classes of linear programming problems, Klee-Minty class of problems [10] is the first problem and the other is Clausen class of problems [11] as illustrated in the following models: Klee and Minty [10, 12] were the first to prove that Simplex has exponential worst-case running time in 1972. An interesting result is that the dual simplex method solves the Klee-Minty problem in a polynomial number of iterations [11] . A more challenging exponential example is given by Clausen [10, 11] . The main feature of Clausen's example is that the primal simplex method is exponential on the primal problem while the dual simplex is exponential on the dual problem.
The following examples show the superiority of our technique over the Twophase method. Example 1 shows that the two-phase method requires 6 tableaus while our technique requires 3 iterations only, without including the initial one. , therefore the element x1 is chosen as the entering variable. The elementary row operations are the employed to construct a new Simplex Tableau (i.e. STEP 3) as shown in Iteration 1 in Table 3 . The entire procedure is repeated until all coefficients in Row 0 are non-positive in Iteration 3 and x3 = 0 , x4 = 2/5, x5 = 9/5 and x6 = 1 are optimal with z = 17/5 in original the problem.
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On the other hand, the two-phase method requires 6 tableaus, as shown in Table 2 , without including the initial one. Table 2 The Tableau obtained from the Two-Phase Method for Example 1. Table 3 . The entire procedure is repeated until all coefficients in Row 0 are nonpositive in Iteration 1 and x1 = 1 , x2 = x3 = 0 are optimal with z = 10 4 in original the problem. On the other hand, the two-phase method requires 5 tableaus, as shown in Table 4 , without including the initial one. 
Computational Experiments
In this section, we present the computational results of dual cosine simplex algorithm (DDCA) and two -phase method for dual Klee-Minty and dual Clauser classes of problems. We compare the number of iterations of dual cosine simplex algorithm (DDCA) with two -phases method. In each test problem, we used different tolerances in order to get the smaller number of iterations with the exact optimum solution. For this comparison, we chose the two phase method [12] [13] [14] [15] for the problems contain "  " constraints and/or equality constraints.
The programming language used was MATLAB v7.01 SP2 with default options. All codes were run under 64-bit Window 8.1 Operating System having Core(TM)i5 CPU M 460 @2.53GHz, 4.00 GB of memory. From Table 5 , the contribution of the proposed algorithm is to solve Klee-Minty problem and Clausen problem with 2 and 4 iterations, respectively, while the simplex method with two phase method spends O(n) iterations for these problems. to test the performance of the algorithms. We transformed the variables ( consist of bounds or are free without limitation) into constraints to keep the algorithms simple.
We used LINGO to test the accuracy of the answers obtained using our algorithms. Table 6 contains the largest nonzero number, density, number of variables (after transferring sign constraints), number of constraints (after transferring sign constraints), "  " constraint number, "  " constraint number, and "=" constraint number. In general, from Table 7 , the contribution of the proposed algorithm is that DDCA is generally better than two phase method (22 problems vs. 11 problems). The details of our results as the following:
a) Six problems with the variable numbers 30-99:
DDCA is better than two phase method (5 problems vs. one problem) b) Fifteen problems with the variable numbers 100-500:
DDCA is better than two phase method (10 problems vs. 5 problems) c) Five problems with the variable numbers 501-999:
DDCA is better than two phase method (4 problems vs. one problem) d) Four problems with the variable numbers 1000-1500:
DDCA and two phase methods are equal (2 problems vs. 2 problems) e) Two problems with the variable numbers 1501-1999:
Two phase method is better than DDCA (0 problems vs. 2 problems) f) One problem with the variable numbers over 2000:
Two phase method is better than DDCA (0 problems vs. 1 problem)
Conclusions
We 
