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Re´sume´ – L’analyse multifractale est largement utilise´e pour caracte´riser et interpre´ter les proprie´te´s d’invariance d’e´chelle de donne´es
expe´rimentales issues de multiples et diverses applications. Cependant, l’estimation du parame`tre dit de multifractalite´, qui permet de discri-
miner entre grandes classes de processus mode`les pour l’invariance d’e´chelle, est de´licate. Quand la taille des donne´es est limite´e notamment,
la performance des estimateurs classiques, reposant principalement sur des re´gressions line´aires, est souvent trop faible, limitant ainsi la possi-
bilite´ d’une ve´ritable utilisation pratique de ce parame`tre. Dans cette contribution, nous envisageons une proce´dure dont l’originalite´ est double.
D’une part, nous construisons un mode`le semi-parame´trique ge´ne´rique pour de´crire la statistique du logarithme des coefficients dominants de
processus multifractals, construits a` partir de cascades multiplicatives (une de´clinaison adapte´e a` l’analyse multifractale des coefficients d’on-
delettes classiquement utilise´s). D’autre part, nous e´laborons une formulation baye´sienne adapte´e a` ce proble`me ainsi qu’un algorithme MCMC
pour approcher la loi a posteriori et les estimateurs baye´siens. La pertinence du mode`le semi-parame´trique propose´ et l’inte´reˆt et la qualite´ des
estimateurs baye´siens construits sont e´value´s au moyen de simulations nume´riques. Nous montrons la re´elle ame´lioration des performances
d’estimation obtenues a` partir du sche´ma baye´sien.
Abstract – In a wide variety of applications, multifractal analysis has been abundantly used for the characterization and interpretation of
scale invariance properties of experimental data. The parameter of multifractality or intermittency plays a central role in such an analysis as it
enables the discrimination of large classes of scale invariance model processes. Yet, its estimation remains delicate in situations where sample
size is limited since classical estimators, relying on simple linear regressions, exhibit large bias and / or variability, which severely limits the
practical use of such estimates. To overcome such limitations, this contribution proposes an alternative estimation procedure. Its originality is
twofold: First, we construct a generic semi-parametric model for the statistics of the logarithm of wavelet leaders (a declination, adapted for
multifractal analysis, of classically used wavelet coefficients) for multiplicative cascade based multifractal processes. Second, we develop a
Bayesian formulation of the estimation problem as well as an MCMC algorithm for approximating the associated posterior distributions and
Bayesian estimators. The relevance of the proposed semi-parametric model and the performance of the Bayesian estimators are assessed by
means of numerical simulations. We show that the proposed Bayesian procedure yields significantly improved estimation performance.
1 Contexte, motivations et contributions
Analyse multifractale. L’analyse multifractale vise a` caracte´ri-
ser les proprie´te´s d’invariance d’e´chelle et les fluctuations de la
re´gularite´ locale d’un signal X et constitue aujourd’hui un outil
classique en traitement du signal et de l’image, commune´ment
utilise´ dans de multiples applications de natures tre`s diffe´rentes,
parmi lesquelles, par exemple, le biome´dical (rythme cardiaque
[9], IRMf [6]), physique (turbulence [13]), ge´ophysique (rain-
falls [7]), finance [14], trafic Internet [1], . . .
Re´cemment, un formalisme, pour la mise en oeuvre pra-
tique de l’analyse multifractale, a e´te´ propose´. Il repose sur
l’utilisation des coefficients dominants d’ondelette, LX(j, k),
une variation adapte´e the´oriquement et pratiquement aux pro-
prie´te´s multifractales des coefficients d’ondelettes [10, 18]. Il
postule que les moyennes temporelles (a` une e´chelle d’ana-
lyse a = 2j) des puissances q-e`me des LX(j, k), S(q, j) ≡
1
nj
∑nj
k=1 L
q
X(j, k), se comportent comme des lois de puissance
pour une large gamme d’e´chelles S(q, j) ≃ aζ(q), am ≤ a ≤
aM . Les exposants des lois d’e´chelle ζ(q) caracte´risent les pro-
prie´te´s d’invariance d’e´chelle et les fluctuations de la re´gularite´
locale, et sont commune´ment utilise´s dans l’analyse de signaux
et les taˆches usuelles de traitement du signal. La the´orie de
l’analyse multifractale indique de plus qu’une caracte´risation
comple`te de la re´gularite´ des donne´es implique l’usage d’ordres
statistiques q positifs et ne´gatifs.
Pour la mode´lisation de l’invariance d’e´chelle, deux classes
de processus sont souvent en compe´tition : les processus auto-
similaires, caracte´rise´s par ζ(q) = qH dans un voisinage de
q = 0 (l’exemple emble´matique e´tant le mouvement Brow-
nien fractionnaire (fBm) [15]) ; les processus construits a` partir
de cascades multiplicatives, pour lesquels ζ(q) est une fonc-
tion strictement concave (le fBm en temps multifractal (MF-
fBm) [4] constituant un exemple classique). Dans les appli-
cations, il s’ave`re essentiel de pouvoir de´cider quelle classe
de´crit mieux les proprie´te´s d’invariance d’e´chelle observe´es
sur les donne´es car les me´canismes sous-jacents sont de nature
diffe´rente : additive (processus auto-similaire) contre multipli-
cative (cascades multiplicatives). Un approche simple consis-
terait a` estimer ζ(q) pour une gamme de valeurs de q autour
de q = 0 et ensuite de tester le comportement line´aire de ζ(q)
[16, 18]. Cependant, il est difficile de formaliser un test a` cause
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FIGURE 1 – Trace´s des quantiles de log2(lX(j = 3, ·)) contre une Gaussienne normalise´e (gauche). Covariances de lX(j, k)
estime´es (rouge, moyenne de 1000 re´alisations de MRW de taille N = 29) et mode`le (bleu) en fonction de log2(∆k/N2
j1) pour
j = 2− 4 ; mode`le de matrice de covariance en e´chelle logarithmique et loi posteriori empirique (droite).
des de´pendances fortes entre les S(q, j) pour diffe´rentes va-
leurs de q.
Dans une contribution se´minale [5], il a e´te´ propose´ d’utiliser
le de´veloppement ζ(q) =
∑
p≥1 cpq
p/p! et il a e´te´ montre´ que
les coefficients cp sont lie´s aux cumulants Cp(j) du logarithme
des quantite´s de multire´solution d’analyse (ici, les LX(j, k)),
C1(j) ≡ E[ lnLX(j, k) ] = c
0
1 + c1 ln 2
j , et notamment
C2(j) ≡ Var [ lnLX(j, k) ] = c
0
2 + c2 ln 2
j . (1)
Le parame`tre c2, dit d’intermittence ou de multifractalite´, me-
sure l’e´cart a` la line´arite´ de ζ(q) autour de q = 0 (c2 ≡ 0
implique ∀p ≥ 3, cp ≡ 0 [10]). Estimer c2 et tester c2 ≡ 0
ou c2 < 0 fournit donc une alternative pour de´cider si ζ(q) est
line´aire ou non [18].
Estimation de c2. L’estimation de c2 est souvent formule´e
a` partir de re´gressions line´aires de Cp(j) contre ln 2
j [5, 8,
16, 18]). Quand la taille d’e´chantillon est petite, ce qui est le
cas dans nombre d’applications, biome´dicale notamment, il a
e´te´ observe´ que l’estimation de c2 souffre d’un biais trop e´leve´
pour eˆtre utilisable en pratique [18]. En de´pit de cette se´ve`re
limitation, on ne peut rapporter dans la litte´rature que peu de
tentative d’y circonvenir (cf., a contrario, [11]). Les approches
baye´siennes n’ont jusqu’ici e´te´ tente´es que sur le seul mouve-
ment brownien fractionnaire, du fait de sa nature gaussienne.
Cela re´sulte essentiellement de l’absence de mode`les statis-
tiques, qui puissent eˆtre ge´ne´riquement associe´s aux processus
multifractals. Ces derniers sont, en effet, par nature, fortement
non gaussiens et pre´sentent des structures de de´pendance forte
et intrique´e [2, 4].
Contributions et organisation. Dans ce contexte, la contri-
bution de cet article est double. Nous montrons d’abord que les
distributions statistiques des lnLX(j, k) de processus multi-
fractals, construits a` partir de cascades multiplicatives, peuvent
eˆtre approxime´es par des lois gaussiennes multivarie´es dont
les covariances sont controˆle´es par peu de parame`tres (dont
le c2 que l’on cherche a` estimer) (cf. section 2.1). A` partir de
ce mode`le ge´ne´rique, nous formulons ensuite une proce´dure
baye´sienne pour l’estimation du parame`tre c2 en assignant une
distribution a priori a` c2 qui incorpore les contraintes inhe´rentes
au mode`le. Les estimateurs baye´siens associe´s a` la distribution
a posteriori sont enfin approxime´s par un algorithme Monte
Carlo par chaıˆne de Markov (MCMC), que nous adaptons a`
ce proble`me (cf. section 3). La pertinence de la proce´dure et
les performances d’estimation sont e´value´es au moyen de si-
mulations nume´riques dans la section 4. Quelques perspectives
a` ce travail sont formule´es dans la section 5.
2 Mode`le statistique
2.1 Coefficients d’ondelette et coefficients domi-
nants
Soient dX(j, k) = 〈X,ψj,k〉 les coefficients de la trans-
forme´e en ondelettes discre`tes, normalise´s L1 [12]. Le coeffi-
cient dominant LX(j, k) est de´fini comme le plus grand des
dX(j
′, k′) existant a` toutes les e´chelles j′ ≤ j et dans un
voisinage temporel de x0 = 2
jk (λj,k = ((k − 1)2
j , k2j ],
3λj,k =
⋃
p∈{−1,0,1} λj,k+p [10, 18]) :
LX(j, k) = sup
λ′⊂3λj,k
|dX(λ
′)|.
Les distributions marginales des processus construits a` partir
de cascades multiplicatives (ainsi que celles de leurs coeffi-
cients d’ondelette et dominants) s’e´cartent forte´ment de la loi
gaussienne, et leurs structures de de´pendance sont a` me´moire
longue. Nous montrons ici que la statistique du logarithme,
lX(j, k) = lnLX(j, k), des coefficients dominants (sur les-
quels repose l’estimation des log-cumulants cp), admet, a contra-
rio, un simple mode`le semi-parame`trique. La pertinence du mo-
de`le propose´ est ici illustre´e pour le “multifractal random walk”
(MRW) [3] (des re´sultats e´quivalents sont obtenus pour d’autres
processus, notamment pour le fBm a` temps multifractal (MF-
fBm)).
Lois marginales. Des simulations nume´riques indiquent que
les lois marginales des logarithmes lX(j, k) des coefficients do-
minants de processus construits a` partir de cascades multiplica-
tives sont bien mode´lise´es par des lois gaussiennes multivarie´es
pour un large gamme de valeurs du parame`tre de multifracta-
lite´. La pertinence d’un mode`le gaussien est illustre´ a` l’aide de
tracs “quantile-quantile” sur la figure 1 (a` gauche).
2.2 Covariance
Le mode`le s’inspire de [2], qui montre de fac¸on analytique
que la covariance asymptotique de ln |dX(j, k)| de cascades
d’ondelettes ale´atoires (un processus multiplicatif particulier,
de´fini directement sur les coefficients d’ondelette) est line´aire
par rapport a` log2(∆k). Des simulations nume´riques indiquent
que la covariance de lX(j, k) de processus construits a` partir
de cascades multiplicatives peut, a` une e´chelle a = 2j donne´e,
ge´ne´riquement eˆtre bien mode´lise´e par
Cov[lX(j, k), lX(j, k +∆k)] ≈ Λ(j,∆k; c2) =
γ(c2) + c2(log2(∆k) + j) ln 2 for 3 < ∆k ≪ 2
−jN.
(2)
Nous combinons (2) avec la relation pour la variance (1) et
obtenons un mode`le de covariance line´aire (en log2(∆k)) par
morceaux Σ(j,∆k; c2; c
0
2),
Cov[lX(j, k), lX(j, k +∆k)] ≈ Σ(j,∆k; c2; c
0
2) =
=


c02 + jc2 ln 2, ∆k ≡ 0
log2(∆k)
log2(3)
(
Λ(j, 3; c2)− c
0
2 − jc2 ln 2
)
+ c02 + jc2 ln 2, 1 ≤ ∆k ≤ 2
max(0,Λ(j,∆k; c2)), 3 ≤ ∆k ≤ 2
−jN.
Le parame`tre γ(c2) est fixe´ ici suivant la condition heuristique
Σ(j,∆k = ⌊N2−j/5⌋; c2; c
0
2) = 0.
Notons que dans ce mode`le, toutes les covariances inter-
e´chelles sont ne´glige´es, ainsi que toute valeur ne´gative de Λ
(pour des raisons nume´riques). Le mode`le est compare´, sur la
figure 1 (a` droite), avec les covariances estime´es de lX(j, k).
3 Estimation baye´sienne
3.1 Mode`le baye´sien
Soient j1 (resp., j2) les e´chelles les plus fines (resp., grandes)
conside´re´es dans l’estimation et nj le nombre de coefficients a`
l’e´chelle j. Nous centrons les lX(j, k) e´chelle par e´chelle et les
re´organisons dans un vecteur ℓX = [ℓX (1) , . . . , ℓX (n)]
T
de
taille n × 1, n =
∑j2
j=j1
nj . Ce vecteur est suppose´ gaussien,
avec une matrice de covarianceΣ (γ2) = E[ℓXℓ
T
X ] parame`tre´e
par γ2 ,
[
c2, c
0
2
]T
.
Vraisemblance. Du mode`le statistique propose´ dans la Sec-
tion 2.1, nous arrivons a` une vraisemblance gaussienne pour
ℓX :
f (ℓX |γ2) = (2π)
−n2 [detΣ (γ2)]
−1/2
× exp
[
−
1
2
ℓTXΣ (γ2)
−1
ℓX
]
. (3)
Loi a priori pour γ2. La positivite´ des variances C2(j) =
[Σ (γ2)]j,j > 0 (j = j1, . . . , j2) dans (1) se traduit par des
contraintes sur les parame`tres c2 et c
0
2 qui doivent appartenir
a` un ensemble C2 = (C
−
2 ∪ C
+
2 ) ∩ C
m
2 , ou` C
−
2 = {(c2, c
0
2) ∈
R
2
∣∣c2 < 0 et c2j2 + c02 > 0}, C+2 = {(c2, c02) ∈ R2∣∣c2 >
0 et c2j1 + c
0
2 > 0}, C
m
2 = {(c2, c
0
2) ∈ R
2
∣∣|c2| < cm2 , |c02| <
c0,m2 }, et (c
m
2 , c
0,m
2 ) sont les plus grandes valeurs admissibles
pour (c2, c
0
2). Sans information a priori supple´mentaire sur le
couple (c2, c
0
2), une distribution a priori uniforme de support
C2 est choisie pour γ2 :
f(γ2) ∝ 1C2(γ2). (4)
Loi a posteriori. On appliquant la re`gle de Bayes, la distri-
bution a posteriori de γ2 est obtenue :
f (γ2|ℓX) ∝ f (ℓX |γ2) f (γ2) . (5)
Cette loi de´pend de fac¸on non triviale des parame`tres c2 et c
0
2
La de´pendance non-triviale de f (γ2|ℓX) des parame`tres c2 et
c02 rend difficile le calcul direct des estimateurs baye´siens (par
exemple, les estimateurs du maximum a posteriori (MAP) et
d’erreur quadratique minimale (EQM)). Nous employons un
algorithme MCMC pour ge´ne´rer des e´chantillons suivant la loi
f
(
c2, c
0
2|ℓX
)
. Ces e´chantillons, note´s
{
c
(t)
2 , c
0(t)
2
}Nmc
t=1
, sont
ensuite utilise´s pour approcher l’estimateur de la moyenne a
posteriori (estimateur MMSE) et l’estimateur du maximum a
posteriori (estimateur MAP) des parame`tres c2 et c
0
2
3.2 Echantillonneur de Gibbs
La strate´gie employe´e par l’algorithme de Gibbs consiste a`
e´chantillonner, dans deux e´tapes conse´cutives, suivant les lois
lois conditionnelles associe´es a` f
(
c2, c
0
2|ℓX
)
(cf. [17] pour
plus de de´tails sur les me´thodes MCMC).
Echantillonnage suivant f
(
c2|c
0
2, ℓX
)
. Pour ge´ne´rer des
e´chantillons suivant la loi conditionnelle f
(
c2|c
0
2, ℓX
)
, nous
utilisons une e´tape de Metropolis a` marche ale´atoire gaussienne.
Soit γ
(t)
2 = [c
(t)
2 , c
0(t)
2 ]
T le vecteur d’e´tat a` l’ite´ration t. Un
candidat c
(⋆)
2 est tire´ suivant la loi de proposition gaussienne
q(c
(⋆)
2 |c
(t)
2 ) = N (c
(t)
2 , η
2) (la variance η2 e´tant fixe´ de fac¸on a`
assurer des bonnes proprie´te´s de me´lange). Ensuite, la propo-
sition γ
(⋆)
2 = [c
(⋆)
2 , c
0(t)
2 ]
T est accepte´ avec probabilite´ pc2 =
min(1, ρc2), ou` ρc2 est le rapport d’acceptation de Metropolis-
Hasting
ρc2 =
f
(
γ
(⋆)
2 |ℓX
)
f
(
γ
(t)
2 |ℓX
) q
(
γ
(t)
2 |γ
(⋆)
2
)
q
(
γ
(⋆)
2 |γ
(t)
2
) =
[
detΣ
(
γ
(t)
2
)
detΣ
(
γ
(⋆)
2
)
] 1
2
1C2
(
γ
(⋆)
2
)
× exp
[
− 12ℓ
T
X
(
Σ
−1
(
γ
(⋆)
2
)
−Σ−1
(
γ
(t)
2
))
ℓX
]
(6)
Le vecteur γ
(t)
2 est ensuite mis a` jour par γ
(t+ 12 )
2 = γ
(⋆)
2 (resp.,
γ
(t+ 12 )
2 = γ
(t)
2 ) avec la probabilite´ pc2 (resp., 1− pc2 ).
Echantillonnage suivant f
(
c02|c2, ℓX
)
. La mise a` jour du
vecteur γ
(t+ 12 )
2 = [c
(t+ 12 )
2 , c
0(t+ 12 )
2 ]
T a` l’ite´ration t + 12 est
cacule´ de fac¸on similaire, avec la proportion d’acceptation de
Metropolis-Hasting donne´e par (6).
3.3 Approximation des estimateurs baye´siens
L’e´chantillonneur de Gibbs propose´ permet de ge´ne´rer Nmc
e´chantillons {γ2
(t)}Nmct=1 asymptotiquement distribue´s suivant
la loi (5). Apre`s Nbi iterations de de chauffage, ces e´chantillons
sont utilise´s pour approximer les estimateurs baye´siens, i.e.,
γˆMMSE2 ≈
1
Nr
Nmc∑
t=Nbi+1
γ2
(t); γˆMAP2 ≈ argmax
t=1,...,Nmc
f
(
γ2
(t)|ℓX
)
.
N = 28 N = 29
c2 -0.02 -0.04 -0.08 -0.02 -0.04 -0.08
R
E
Q
M
RLP 0.064 0.077 0.107 0.037 0.056 0.066
MMSE 0.021 0.021 0.025 0.015 0.017 0.016
MAP 0.021 0.023 0.025 0.016 0.018 0.017
TABLE 1 – Racine carre´e d’erreur quadratique moyenne
(REQM) pour les estimateurs Baye´siennes MMSE et MAP et
pour l’estimateur par re´gression line´aire ponde´ree (RLP) de c2
pour N = 256 (gauche) et N = 512 (droite).
4 Re´sultats
Les performances de la proce´dure d’estimation sont analyse´es
en utilisant 200 re´alisations inde´pendantes de MRW [3], pour
diffe´rentes valeurs du parame`tre c2, explorant ainsi une multi-
fractalite´ allant de faible a` forte, et deux sce´narios : N = 256
(j1 = 2, j2 = 4) et N = 512 (j1 = 2, j2 = 5). Nous uti-
lisons une ondelette Daubechies avec Nψ = 2 moments nuls
et Nmc = 700, Nbi = 300 pour l’e´chantillonneur de Gibbs.
Les performances en terme de racine carre´e d’erreur quadra-
tique moyenne (REQM) des estimateurs baye´siens MMSE et
MAP et de l’estimateur par re´gression line´aire ponde´re´e (RLP)
sont compare´es dans la Table 1. Les estimateurs baye´siens per-
mettent de re´duire la REQM d’un facteur 3 (pour |c2| petit) a` 4
(pour |c2| grand) pour les petites tailles d’e´chantillons cible´es
ici. Notons que ce gain en performance d’estimation provient
principalement d’une re´duction drastique de la variance. Le
gain s’explique notamment par l’incorporation de la structure
de covariance dans le mode`le baye´sien propose´ et de´montre la
pertinence du mode`le pour la covariance du logarithme des co-
efficients dominants. Finalement, nous observons que la REQM
augmente de fac¸on beaucoup plus importante pour RLP que
pour les estimateurs baye´siens quand la valeur de c2 s’e´loigne
de ze´ro (et la variabilite´ des donne´es augmente).
5 Perspectives
Cette contribution propose, a` notre connaissance, la premie`re
proce´dure baye´sienne ope´rationnelle pour l’estimation du pa-
rame`tre de multifractalite´ c2. Elle permet d’obtenir des estima-
tions pertinentes dans les situations ou` la taille des e´chantillons
est limite´e par l’application, rendant les estimateurs par re´gres-
sion line´aire re´dhibitoires. Les performances des estimateurs
propose´s ici pourront eˆtre encore ame´liore´es en incorporant de
l’information a` priori sur c2 disponible dans certaines applica-
tions. Les perspectives de ce travail sont l’application de cette
proce´dure a` des donne´es d’imagerie par re´sonance magne´tique
fonctionnelle et de variabilite´ de rythme cardiaque. Le mode`le
ge´ne´rique de la statistique du logarithme des coefficients domi-
nants pourrait eˆtre e´galement ge´ne´ralise´ aux covariances jointes
temps-e´chelles, et la proce´dure d’estimation e´tendue aux di-
mensions supe´rieures (notamment lors de l’analyse d’images).
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