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Introduction
Volcanism and seismotectonic-related hazards require temporal continuous and dense
spatial monitoring systems. Such systems improve and deepen our understanding of the
Earth’s dynamics. One parameter that such systems control is ground deformation. The
Earth’s surface deforms in three dimensions under the induced-stress conditions at depth
triggered by those phenomena. Geodetic monitoring such phenomena has been used since
the early XIX century in Japan, early XX in USA and first half of XX century in Europe.
Classical geodetic monitoring techniques suffer from limited spatial coverage, among other
limitations (lack of 3D positioning, loss of precision at short distances, need of intervisibil-
ity,...). The space geodetic techniques based on GNSS or Earth Observation data (EO data)
complement and offer several advantages with respect to previous techniques, for capturing
the spatial continuous pattern of displacements generated by volcanic and tectonic activity.
Yet none of the current techniques meets the requirement of providing three-dimensional
displacements in a spatially quasi-continuous fashion. For that reason, geodetic data com-
bination is the only current alternative for solving this problem.
Three-dimensional displacement data is of extreme importance to unambiguously dis-
tinguish between different axisymmetrical models of magmatic sources (Dieteriech and
Decker, 1975; Fialko et al., 2001b), to determine fault rupture parameters (Lohman et al.,
2002; Fialko et al., 2001a), or distinguish between concurrent post-seismic stress-relaxation
processes (Deng et al., 1998; Feigl and Thatcher, 2006).
Geodetic data integration or fusion for characterizing the Earth’s surface deformation
has been a subject of intense research in Geodesy in recent decades (Dong et al., 1998; Der-
manis and Kotsakis, 2006). In particular, several approaches have been proposed in the
research domain of three-dimensional extraction:
GPS and DInSAR integration: After checking the complementarity (Williams et al.,
1998). Ge et al., (2000a,b,2001) proposed the use of punctual GPS andDInSAR displace-
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ment maps to retrieve three-dimensional displacements. Later, sophisticated nonlin-
ear optimization methods were developed (Gudmundsson et al., 2002), which were
then solved analytically (Samsonov and Tiampo, 2006). The major disadvantage of
such approaches, is that they depend heavily on the spatial density of GPS stations to
correctly retrieve the horizontal components (mainly, North-South).
SAR-derived integration: A fully three-dimensional approach without interpolation is
the combination of several los (Rocca, 2003; Wright et al., 2004), or combination with
SAR correlometry1 (Fialko et al., 2001b; Funning et al., 2005; González et al., 2009), but
precision in the North-South component is still at least one order of magnitude worse.
DInSAR and optical correlometry integration: Finally more recent attempts have
jointly interpreted DInSAR data and optical correlograms (Barisin et al., 2009; Grandin
et al., 2009), but not adjusted to obtain more robust results.
Here, considering this situation the objectives of the presented PhD Thesis can be sum-
marized as:
Objective 1: “Study and analysis of the different geodetic measures derived from geodetic and
remote sensing data, as well as their precision useful in monitoring and research of seismotectonics
and volcanism”:
Study and analysis of ground deformation evolution estimation with differential radar
interferometry and quantification of its error
Study and development of potentially complementary methodologies to obtain hori-
zontal ground displacements, using optical and radar remote sensing images
Objective 2: “Study and development of a methodology of data integration of different geodetic
data and implications of its use”
Development of the geodetic data integration method for three dimensional displace-
ment field determination and its precision
Study of the implications and possible improvement in the inverse modelling using
integrated geodetic data
1There is no conventional term, for common use, for estimating the horizontal components of the displace-
ment either using SAR or optical images. After some discussion, we have coined (SAR or optical) correlometry
(in analogy with interferometry), as the most appropriate term.
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Geodetic techniques
We present the main geodetic techniques used (GPS, DInSAR and optical correlom-
etry) in this PhD Thesis. GPS provide measurements of high precision three-dimensional
coordinate changes of the surveyed points over time. Differential radar interferometry de-
tects ground movement, projected in the line-of-sight direction (almost vertical), using two
or more synthetic aperture radar (SAR) images. Correlometry is used to detect horizontal
motion using high resolution remote sensing images (SAR or optical).
We start by introducing the basics of the GNSS systems, with special relevance on
American GPS. In the basics, we review some concepts regarding the history, structure and
GPS signals. Then we present the observables and the combination of observables. Finally,
we discuss the errors that affect the different positioning techniques.
The DInSAR section reviews the basics of SAR image formation. Later, we introduce
interferometric principles (interferometric phase components and coherence concepts) and
differential applications. We end with a review of the new methodologies for measuring
ground deformation using SAR data (time series or advance approaches and multiple aper-
ture interferometry).
Another section introduces the state-of-the-art in the determination of horizontal dis-
placements using optical correlometry. Horizontal motion estimation relies on the use of
satellite- or aerial-based images. Then, we introduce the different methodologies, which
differ on the common coordinate system used (image coordinates or independent projec-
tion system) or the method for correlating the images (among others, the normalized cross-
correlation or phase-correlation methods are the most commonly used).
One-dimensional displacements using radar interferometry
Differential radar interferometry provides a high spatial resolution measurement of
ground deformation, but in a one-dimensional projection of the three-dimensional displace-
ment vector. In this chapter, we present and analyze which errors affect differential radar
interferometry. In nearly the last two decades, radar interferometric data has served as one
of the most important sources of ground deformation for studying active tectonic and vol-
canic areas, yet up to now little attention has been paid to the quantification of the precision
of such measurements. Here, we explore the introduction of this consideration in advanced
differential interferometric techniques (SBAS-like techniques).
First, we present the potential source of errors that affect the computation of differ-
ential radar interferograms, such as orbital, residual topographic and unwrapping errors.
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Then we account for errors that cause decorrelation (temporal, volumetric, thermal, spatial
and geometric decorrelation effects), which can be accounted for using a formula that re-
lates interferometric coherence and interferometric phase variance (σ2ϕ). Later, we present
atmospheric errors (stratification and turbulence). We have been proposed possible empiri-
cal methods for correcting spatially correlated errors, especially for orbital and atmospheric
stratification, which simplified the later treatment of errors (assumption of Gaussian noise),
because the only spatially correlated error (non-Gaussian noise) that is not corrected, is the
turbulent component of the atmosphere. This component is estimated using appropriate
empirical covariance functions (modified Bessel and exponential functions).
Once presented and quantified, the errors in the differential phase are characterized
by a variance-covariance matrix (Σϕ). At this point, we propose a method to fully account
for the error estimation in the ground deformation retrieval using advanced differential in-
terferometric methods based on minimal perpendicular baselines, e.g., SBAS (Berardino et
al., 2002), or CPT techniques (Mora et al., 2003). The problem is formulated using a Gauss-
Markov mathematical problem, a classical formulation in geodesy, which provides a wealth
of geodetic analysis tools (Sevilla, 1986; Vanicek and Krakiwsky, 1986).
The novelty of the method is a new error-estimation procedure, in which we account
for decorrelation errors, spatial correlations and temporal correlations between SAR acqui-
sitions using a Monte Carlo resampling method. The new method has been tested against
simulations of linear and non-linear temporal ground deformation evolution with real noise
conditions. Finally, the method has been applied to the study of volcanic ground deforma-
tion at Lanzarote Island (Canary Islands). On Lanzarote, statistically significant ground
deformations have been detected and interpreted as related with a major eruption that oc-
curred from 1730-1736.
Two-dimensional displacements using optical correlometry
In chapter four, we develop a new phase-correlation method to high-resolution optical
images to study the horizontal ground motion due to tectonic and volcanic activity. Such
measurements complement GPS and radar interferometry for the three-dimensional ground
deformation estimation.
The new phase-correlation method does not need phase unwrapping and was proven
to be robust under a wide variety of circumstances (aliasing, quantization and noise). Image
correlometry deals with the quantification of the subpixel offsets over the whole image,
allowing displacement measurement with an accuracy that is proportional to the pixel size.
This method has been applied to a tectonic and a volcanic area.
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Using satellite images, we detect earthquake deformation due to the August 17, 1999,
earthquake (Mw ≈ 7.4) in Turkey. Previous works determined the coseismic surface dis-
placements by satellite synthetic aperture radar (SAR) interferometry (InSAR), GPS and
satellite optical-image correlation. In 1999, the highest spatial resolution orbiting camera
was the panchromatic sensor (PAN), a 5.8-m pixel sensor (SPOT 2 was a 10-m pixel sensor)
onboard the Indian Remote Sensing (IRS) satellite. We measured the near-field deforma-
tions exploiting two geometrically corrected IRS images with similar look angles. A quality
check of the derived offset map was performed by comparison with GPS benchmarks and
SPOT offsets. The results show that IRS PAN images can be correlated to derive coseismic
slip offsets due to a large earthquake (and to map its fault trace).
The method has also been applied to study volcanic deformation using aerial images.
Ground deformation related to hazardous instability process has been detected using a set
of 4 orthophotographs of Sciara del Fuoco (Stromboli Island, Italy). Results have been vali-
dated using geodetic ground data (THEODOROS system andmanual 3D position tracking).
Cross-validation indicates an estimated precision of 25-50 cm.
Three-dimensional displacements using SAR imagery
In chapter five, we present the problem to obtain the ground three-dimensional dis-
placement using only SAR data and develop a methodology for it. First, we motivate the
need of the three dimensions, and then describe the solution of the problem from the geo-
metric point of view. The solution is based on the geodetic data adjustment in a least-square
fashion. Finally, the solution using this approach is applied to estimate the coseismic three-
dimensional displacement field due to a moderate magnitude earthquake (Bam, Iran). The
three-dimensional displacement field was used to infer a fault rupture model based on two
faults. Recently, the described methodology and results of the application have been pub-
lished (González et al., 2009).
Three-dimensional displacements: geodetic data combination
In chapter six, we address the full three-dimensional ground displacement field with
a high-spatial density by means of a geodetic data integration problem. This is an important
problem in Geodesy, because the spatial distribution of the current geodetic techniques that
provide such information is normally too sparse. Thus, the only efficient way to capture
it is using EO data, but current and future EO missions do not incorporate the technical
improvements required to obtain the full 3D vector motion (Wadge et al., 2003; Wright et al.,
2004). Therefore, geodetic data integration is the only reliable way of solving the problem.
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Developed methodologies for geodetic data integration rely strongly on interpolation
of sparse GPS measurements (Samsonov et al., 2008; Guglielmino et al., 2009). These inter-
polation schemes tend to underestimate predicted errors, in particular, and if input errors
are based on geodetic data adjustment, results should be considered with caution. There-
fore new rigorous combination methodologies must be developed that use new and varied
geodetic data, taking into account their errors for the estimation of the precision of the dis-
placements.
Here, we develop an improved version of the geodetic data combination methodol-
ogy. This methodology jointly estimates the three-dimensional displacement field and its
precision. Based on a resampling Monte Carlo method, the estimations are found as the
maximum likelihood value on resampled data where we include realistic noise for the input
data. The precision is estimated as the dispersion on the resampled results.
We applied the methodology to the resolution of the three-dimensional coseismic
ground deformation field due the Hector Mine earthquake, California, in 1999. For this
earthquake, we processed 5 different geodetic data (differential radar interferometry, SAR
correlometry, multiaperture radar interferometry, GPS and optical correlometry). We ob-
tained high-resolution estimates of the three-dimensional with similar precision in each
component (σ ≈ 8 cm).
Despite the benefits of obtaining high-resolution 3D data, such large dataset is highly
inefficient in determining inverse models for interpretation. Therefore we developed a gen-
eral method for simplifying spatially correlated signals with application to deformation pat-
terns, such as those obtained with the proposed methodology, but also, for instance, for
reducing interferometric data. The simplification methodology is based on triangulated ir-
regular networks (TIN). Defining an error metric and starting from a coarse triangulation,
we include points that exhibit the largest error inside each triangle, and triangulation is
refined until the final selected points are below a given tolerance.
Conclusions
There follows a summary of the main conclusions, which closely match the stated
objectives of this dissertation:
Objective 1: “Study and analysis of the different geodetic measures derived from geodetic and
remote sensing data, as well as their precision useful in monitoring and research of seismotectonics
and volcanism”
Objective 1.a: “Study and analysis ground deformation evolution estimation with differen-
tial radar interferometry and quantification of its error”
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Early studies indicated that differential radar interferometry phase measurements are
affected by several error sources. In this dissertation (Sec. 3.1), we review and, when
possible, propose and develop techniques for minimizing and quantifying correlated
errors. In particular, the effect of orbital inaccuracy and atmospheric stratification can
be reduced with empirical modelling (linear, bilinear,...), and remove most of the nui-
sance correlated signal.
Spatial uncorrelated errors can be considered largely Gaussian (residual topographic,
decorrelation, residual orbital and residual atmospheric stratification errors). Spatially
correlated errors are mainly due to turbulence in the atmosphere and can be charac-
terized with suitable empirical covariance functions.
Considering the characteristics of differential phase errors, we have developed amath-
ematical model (Gauss-Markov) for the advanced differential interferometry that in-
cludes the spatially uncorrelated errors and temporal correlations between interfero-
grams (Sec. 3.2). Temporal correlation is highly difficult to evaluate because it depends
on estimating the phase variance of each individual SAR image, but this problem and
the final parameter estimation is solved as an a posteriori probability density function
by means of a Monte Carlo resampling approach.
This differential interferogram postprocessing methodology for the study of the sur-
face displacement evolution and its precision has been implemented in several func-
tions programmed in MATLAB, packed in a suite called MTIANPAC (Multi-Temporal
Interferometric ANalysis PACkage).
The method has been validated against realistic simulation and applied to Lanzarote
Island. Ground deformation velocitymap derivedwith this methodology at Lanzarote
estimates areas with up to 6 mm/a. Areas of deformation follow the spatial distribu-
tion similar to the eruptive fissures of the 1730-1736 volcanic eruption (Sec. 3.3).
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Figure 1: a) MTIANPAC processing results applied to the Lanzarote Island, b) Linear velocity
of the ground displacement map (in mm/a) and eruptive fissures due to the 1730-
1736 eruption, and c) Ground deformation of los displacements time series (in cm)
associated with a point in the maximum deformation area (see Chap. 3 for details).
Objective 1.b: “Study and development of potentially complementary methodologies to
obtain horizontal ground displacements, using optical and radar remote sensing images”
We developed a new robust method of phase correlation (Phase-Corr), to obtain hor-
izontal ground displacements (2D) using satellite and aerial high-resolution optical
and radar images. These results complement ground deformation obtained with dif-
ferential radar interferometry (1D) with a similar spatial resolution (Chap. 4 and 5).
The Phase-Corr method is phase-unwrapping free and proves reliable for estimating
multipixel offsets of images with moderate aliasing, variable bit quantization and dif-
ferent noise levels. This method determines the ground displacements with a precision
of a few fractions of the pixel size (∼ 1/10-1/20). Ground deformation uncertainties
obtained with Phase-Corr are normally much larger than that obtained with radar in-
terferometry.
The robust phase correlation method of high-resolution image for the horizontal dis-
placement determination has been implemented in several functions programmed in
MATLAB, packed in a suite called Phase-Corr (Phase-Correlation).
The Phase-Corr method has been applied for the first time to the correlation of PAN
remote sensing images of the IRS Indian satellite. We show that those images can be
correlated even without rigorous geometric corrections (without a camera model, at-
titude parameters and digital elevation model), to obtain near-field horizontal ground
deformation estimates.
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The method has been applied to the study of the horizontal coseismic ground de-
formation due to the Izmit earthquake. Our results are in qualitative and quantita-
tive agreement with those obtained with panchromatic SPOT images correlation, GPS
measurements, and geologic field observations. All measurements indicate a mean
fault-slip of 3− 3.5m along the fault rupture plane.
Finally, the method has also been applied to the study of the Sciara del Fuoco (Strom-
boli Island, Italy). Obtained estimates of the ground deformation allow us to study
dynamic process with an unprecedented high-resolution in that environment between
2003-2005. Thus, for the 2003-2004 period ground deformation indicates smooth gra-
dients, while during 2004-2005 faulting processes dominated the instability processes.
Such observations are of great interest for understanding about instable young vol-
canic material dynamics and their possible related hazards of tsunamigenic potential,
as a similar process occurred on December 2002 at Stromboli.
Figure 2: Horizontal displacements (in m) estimated with the proposed robust phase correla-
tion method see Chap. 4 for details. Right: Application to the study of the coseismic
displacements due to the Izmit earthquake. Left: Application to the study of the
stability of volcanic material (Sciara del Fuoco, Stromboli, Italy).
Objective 2: “Study and development of a methodology of data integration of different geodetic
data and implications of its use”
Objective 2.a: “Development of the geodetic data integration method for three dimensional
displacement field determination and its precision”
Development, implementation and application of a method to combine different
geodetic data derived from SAR data and obtain the three-dimensional displacement
field (Chap. 5).
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Development, implementation and application of a new method to combine different
geodetic data and obtain the three-dimensional displacement field, and its precision
(Chap. 6). The method is widely applicable and general. It has been applied to the
largest variate dataset of geodetic data (11 different geodetic dataset).
To solve efficiently, the method has been implemented in a C programming language
program called GEODA-3D (GEOdetic Data Adjustment of 3D Displacements), which
allow us to repeat the evaluation a large number of times to estimate the precision us-
ing the bootstrapmethod. (e.g., a high resolution displacement map with ∼ 2-3 million
data points is processed in ∼ 30 sec).
Application of a kriging algorithm that takes into account possible rupture lines to
obtain high spatial resolution estimates of the GPS-derived ground deformation. This
approach is useful, e.g., in the case of an earthquake that ruptures the surface (Chap.
6).
The three-dimensional displacements have been estimated using a methodology that
quantifies errors during the displacement estimations, by combining different geodetic
data. The precision is estimated using a Monte Carlo resampling approach.
The method was applied to the three-dimensional deformation field estimation due to
the Hector Mine earthquake (California, USA). We determine the displacement field
with high spatial resolution and a similar precision in each component, even in the
North-South, which was the limiting factor in previous methodologies (σ ≈ 8 cm).
Figure 3: Three-dimensional displacement field estimated with the proposed method, for the
application test site of the Hector Mine earthquake (see Chap. 6 for details). Right:
Horizontal coseismic displacements shown in log colour scale and displacement vec-
tors. Left: Vertical coseismic displacements.
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Objective 2.b: “Study of the implications and possible improvement in the inverse model-
ing using integrated geodetic data”
Estimation of rupture fault models with variable slip along the fault plane for two ap-
plication test areas, using the three-dimensional displacements obtained with the pro-
posed method. Slip distribution and simulated displacement field closely reproduce
the main characteristics of the coseismic movement during the earthquake (Chap. 5
and 6).
The high spatial density of the estimated displacements provides us with highly rele-
vant information that is lost when different geodetic data is interpreted alone, e.g., full
3D ground motion indicates great complexity in the deformation field close to fault
planes that cannot be accounted for with crustal elastic models. Such deviations could
be helpful in illuminating geodynamic processes and/or future improvements in the
modelling of ground deformation.
Finally, the desirable high-resolution data provides a high volume of correlated spa-
tial ground deformation data. This correlation enables us to safely reduce its volume
for easy computation cost purposes. To this end, we propose a general method for
simplifying ground deformation patterns based on triangular irregular networks (Sec.
6.4). Themethod is highly appropriate for representing complex deformation patterns,
with special emphasis on its ability to properly represent rupture lines or rough coast
lines. The method offers advantages with respect to previous methods and is clearly
suitable for detailed information such as that provided by advanced radar interferom-
etry methods.

Lista de acrónimos
1D Desplazamientos unidimensionales
2D Desplazamientos bidimensionales
3D Desplazamientos tridimensionales
ALOS Satélite japonés de observación de la Tierra
(Advanced Land Observation Satellite)
Cosmo-SkyMed COnstellation of small Satellites for the Mediterranean
basin Observation
CCD Sensor de cargas eléctricas interconectadas
(Charged Coupled Devices)
CPT Técnica de procesado avanzado interferométrico
(Coherent Pixel Technique)
DFT Transformada discreta de Fourier
ENVISAT Satélite europeo de observación de la Tierra
(Environmental Satellite)
EO data Datos de satélites de observación de la Tierra
(Earth Observation data)
ERS Satélite europeo de observación de la Tierra
(European Remote Sensing)
ESA Agencia espacial europea (European Space Agency)
EUREF Subcomisión de la IAG para el marco de referencia en Europa
(IAG Reference Frame Sub-Commission for Europe)
DEM Modelo digital de elevaciones (Digital Elevation Model)
DInSAR Interferometría diferencial SAR (Differential InSAR)
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GBR Radar terrestre (Ground-Based Radar)
GLONASS Sistema Mundial de Navegación por Satélites (GNSS ruso)
GNSS Global Navigation Satellite Systems
(sistemas de navegación global por satélite)
GPS GNSS norteamericano (Global Positioning System)
IAG Asociación Internacional de Geodesia
(International Association of Geodesy)
IGN Instituto geográfico nacional (francés y español)
InSAR Interferometría SAR (Interferometric SAR)
IRNSS GNSS regional Indio (Indian Regional Navigation Satellite System)
IRS Satélite indio de observación de la Tierra
(Indian Remote Sensing)
JERS Japanese Earth Resources Satellite
los Dirección de vista del satélite (line of sight)
MAI Interferometría acimutal (Multiple Aperture Interferometry)
NAVSTAR Sistema de navegación con distancias y tiempos
(NAVigation System with Timing And Ranging)
NGS Servicio geodésico de EE.UU. (National Geodetic Survey)
PAN Sensor pancromático del satélite IRS
PPP Técnica de cálculo de coordenadas usando GNSS
(Precise Point Positioning)
PS Píxel coherente/persistente/permanente (Persistent Scatterer)
PSI Interferometría radar avanzada
(Permanent o Persistent Scatterer Interferometry)
QZSS GNSS regional japonés (Quasi-Zenith Satellite System)
RADAR RAdio Detection And Ranging
RADARSAT Satélite canadiense de observación de la Tierra
RANSAC Método de ajuste robusto (RANdom Sample And Consensus)
RAR Radar de apertura real (Real Aperture Radar)
SAR Radar de apertura sintética (Synthetic Aperture Radar)
SBAS Técnica de procesado avanzado interferométrico
(Small BAseline Subset )
SLC Imágen compleja de un sólo look, es decir, con máxima
resolución espacial (Single Look Complex)
SNR Signal-to-Noise Ratio (relación señal sobre ruido)
SPOT Satélite francés de observación de la Tierra
(Satellite Pour l’Observation de la Terre)
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TEC Contenido total en electrones (Total Electron Content)
THEODOROS Estación total robotizada en la isla de Stromboli, Italia
(THEOdolite and Distance-meter Robot Observatory of Stromboli)
TIN Red de triángulos irregulares (Triangulated Irregular Network)
USGS Servicio geológico de EE.UU. (US Geological Survey)
UTM Proyección Universal Transversa Mercator
(Universal Transverse Mercator)
VLBI Interferometría de muy larga base
(Very-Long Baseline interferometry)
WGS Sistema geodésico global (World Geodetic System)
ZHD Retraso cenital atmosférico hidrostático (Zenit hydrostatic delay)
ZND Retraso cenital atmosférico neutro (Zenit neutral delay)
ZTD Retraso cenital atmosférico total (Zenit total delay)
ZWD Retraso cenital atmosférico húmedo (Zenit wet delay)

Lista de símbolos
σ desviación típica
σ2 varianza
Mw Magnitud momento sísmico
h Altitud o altura
d Profundidad de un fuente magmática
ρsatrec Observable de pseudodistancia
rsatrec Distancia geométrica satélite GNSS-receptor
c Velocidad de la luz en el vacío (∼ 3108 km/s)
δt Diferencia de tiempos
t Tiempo o tiempo del reloj del receptor GNSS
τ Tiempo del reloj del satélite GNSS; Duración del pulso SAR;
Frecuencia radial
 Ruido o residuo
λ Longitud de una onda electromagnética (SAR o GNSS)
k Número entero de ambigüedad de fase
φ Fase de una onda electromagnética (SAR o GNSS)
∆ Operador diferencial entre receptores GNSS
∇ Operador diferencial entre satélites GNSS
f Frecuencia de una onda electromagnética (SAR o GNSS)
L1 Primera frecuencia portadora del GPS
L2 Segunda frecuencia portadora del GPS
L3 Combinación lineal de frecuencias, libre de ionosfera
N Refracción del medio de propagación
n Índice de refracción
cte Valor constante
θ Ángulo de incidencia
v¯ Velocidad de un satélite SAR
La Longitud física de una antena SAR
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Wa Anchura física de una antena SAR en la dirección rango
wr Anchura del pulso SAR en rango proyecto en el terreno
Wr Anchura de terreno iluminada por un pulso SAR en
rango proyectado en el terreno
R Distancia “rango” (antena SAR-terreno); constante de un gas ideal
δr Resolución espacial en dirección en rango (imagen SAR)
Bw Ancho de banda del pulso SAR modulado en dirección rango
wa Longitud del pulso SAR en acimut
P Puntos del terreno iluminado por varios pulsos SAR
Ls Longitud física real de una antena RAR
ψ Fase interferométrica (SAR)
B Línea de base (distancia espacial o temporal entre pasos orbitales)
B⊥ Componente perpendicular a la dirección de acimut de la B espacial
ulos Desplazamiento proyectado en la dirección LOS
M Imagen SAR de referencia o imagen Master
S Imagen SAR esclava o imagen Slave
ρ, ρˆ Coherencia interferométrica y su estimador (espacial)
(·)∗ Operador conjugado complejo
E {} Operador esperanza matemática
ϕ Fase interferométrica diferencial
Da Índice de dispersión de un conjunto de imágenes de amplitud SAR
σψ Desviación típica de la fase interferométrica (SAR)
σa Desviación típica de un conjunto de imágenes de amplitud SAR
a¯ Media de un conjunto de imágenes de amplitud SAR
ρˆt Coherencia temporal
K Número de interferogramas
ξ Residuo entre fase observada y simulada
vlin Velocidad lineal del movimiento del terreno
ρ¯ Media de un conjunto de valores de coherencia espacial
Bdop Ancho de banda doppler
fdop Frecuencia doppler
fDo Frecuencia doppler cero
fcdop Frecuencia del centroide doppler
β Ángulo squint
βo Ángulo squint coincidente con fcdop
u Vector tridimensional desplazamiento
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ψf , ψb Fase interferométrica MAI delantero y trasero
uaz Desplazamiento proyectado en la dirección acimut
ϕmai Fase interferométrica diferencial MAI
α Ángulo de apertura real de una antena SAR; coeficiente;
Dirección de acimut con respecto al Norte
F Operador transformada de fourier
F−1 Operador transformada inversa de fourier
x, y Coordenadas imagen en el dominio espacial
ω, ν Coordenadas imagen en el dominio espectral
δx, δy Desplazamientos en coordenadas imagen en
el dominio espacial
Ipre, Ipost Imagen (de alta resolución) en el dominio espacial
Fpre, Fpost Imagen (de alta resolución) en el dominio espectral
Q(δx, δy) Correlación cruzada en el dominio espacial
Q(ω, ν) Correlación cruzada en el dominio espectral
l Vector unitario (en dirección LOS)
Σ Matriz de varianzas-covarianzas; Superficie de ruptura
δf Desplazamiento espectral entre imágenes SAR
de un interferograma
ζ Pendiente local del terreno
B⊥crit B⊥ crítica que se provoca cuando δf ≥ Bw
S Retraso o retardo atmosférico
hs Altura de vuelo de un satélite
P Presión atmosférica; matriz de pesos
T Temperatura atmosférica
ρe Densidad de electrones
e Presión parcial de agua
g Aceleración de la gravedad
ρH2O Densidad del agua
a, b, c, d, k Constantes
i, j, k, l,m, n, p, q Índices
r Distancia euclídea; Distancia radial
Lo, lo Límite o escala externa y interna del subrango inercial
del flujo turbulento
D(r) Función estructura dependiente de la distancia
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KN Constante de turbulencia atmosférica
ho Altura del espesor efectivo de la troposfera
k Frecuencia espacial
E(k) Espectro de potencias dependiente de k
C(r) Función de covarianza dependiente de la distancia
Jo Función de Bessel de orden cero
(·)t Operador traspuesta
(·)−1 Operador inversa
y Vector observaciones
x Vector incognitas
A Matriz de diseño
v Vector residuos
σ2o Varianza a priori de la unidad de peso
Q Matriz cofactor
σˆ2 Varianza a posteriori de la unidad de peso
Pg Probabilidad de que una muestra pertenezca al conjunto de
datos útiles (RANSAC)
Pfail Probabilidad de que una muestra pertenezca al conjunto de
datos útiles pero sean excluidos (RANSAC)
∠Q(ω, ν) Fase de la correlación cruzada en el dominio espectral
µ Pendiente de ∠Q(ω, ν); Módulo de rigidez
p Vector de pesos robustos
ξ Vector de residuos robustos
h Vector de los valores de los residuos cuadráticos respecto a una media
m Desviación media absoluta
s Vector de desviaciones típicas robustas
H Función de transferencia de un filtro espectral
τo Frecuencia de corte del filtro de Butterworth
D Desplazamiento aparente de un punto debido a la diferente
posición de las imágenes
uew Componente Este-Oeste del vector desplazamiento 3D en un
sistema local (E-N-U)
uns Componente Norte-Sur del vector desplazamiento 3D en un
sistema local (E-N-U)
uud Componente Arriba-Abajo del vector desplazamiento 3D en un
sistema local (E-N-U)
urango Componente de la dirección de rango proyectado en el
terreno del vector desplazamiento 3D
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γ Ángulo del Norte a la dirección rango proyectado en el terreno
η Ángulo del Este a la dirección rango proyectado en el terreno
δ Función delta; Ángulo de buzamiento de una dislocación
λ, µ Parámetros elásticos de Lamè
ν Razón de Poisson
κ Factor de suavizado o regularización
s Salto de falla
G Funciones de Green
X,Y Posición del punto central superior de una dislocación
R Rumbo (acimut) de una dislocación
L Longitud (dimensión horizontal) de una dislocación
Zt, Zb Profundidad superior e inferior de una dislocación
∇2 Operador laplaciano

Capítulo 1
Introducción
En la actualidad, el constante aumento de la población global y su mayor concentra-
ción en torno a grandes urbes y zonas costeras, lleva aparejado el incremento del riesgo en
aquellas zonas afectadas por actividad volcánica y sísmica (Bilham, 2009). La evaluación
de ese riesgo y la redacción de informes con recomendaciones (p.e. normativa de construc-
ción,...) y planes sobre los posibles escenarios de catástrofes, sirven como las herramientas
básicas para la mitigación de los efectos de estos riesgos naturales.
La labor de los científicos se centra en la mejora del conocimiento de los mecanismos
asociados a estos riesgos, y en el desarrollo de sistemas de evaluación, vigilancia y alerta.
Así, la existencia de problemas en la gestión de riesgos naturales requiere de un gran esfuer-
zo por parte de los científicos y las autoridades responsables.
Así por ejemplo, la predicción a corto-plazo de un terremoto (de pocos días a horas)
sigue siendo una tarea prácticamente imposible, dados los medios técnicos y el conocimien-
to actual sobre la física de los terremotos. Sin embargo, las técnicas geológicas, geofísicas y
geodésicas actuales nos permiten la localización de fallas activas potencialmente peligrosas,
y cuantificar la magnitud máxima esperable con estudios paleosismológicos. En particu-
lar, otros aspectos complementarios que contribuyen a la evaluación del riesgo sísmico, se
pueden obtener de la interpretación de datos geodésicos (desplazamientos y cambios de
gravedad), con modelos que tengan en cuenta las variaciones espaciales y temporales de las
propiedades mecánicas y de rozamiento de las zonas de falla.
En el caso del riesgo volcánico la predicción parece una posibilidad realista, si se cuen-
ta con un sistema de vigilancia que controle en tiempo real, los cambios en los patrones de
sismicidad, deformación del terreno, composición química de los fluidos volcánicos, etc.,
que pueden reflejan las variaciones en los parámetros físicos y químicos del sistema mag-
mático en profundidad. Esto sirve para la determinación, por un lado del nivel de base o
reposo, y por otro, de los niveles de alerta. Sin embargo, la duración de un episodio erup-
tivo, el volumen de magma asociado a una crisis volcánica, la estabilidad y la dinámica de
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deformación de edificios volcánicos, etc., son cuestiones que actualmente requieren mejoras
en nuestro conocimiento, modelado e interpretación.
Disponer demedidas con alta densidad espacial permite, por un lado, realizar uname-
jor y más fiable interpretación de los fenómenos asociados a los riesgos naturales mediante
modelos y, por otro, identificar las posibles mejoras necesarias en los modelos matemáticos
haciéndolos más completos y realistas.
El desarrollo de las técnicas geodésicas espaciales, ha tenido un impacto muy impor-
tante en el estudio de procesos geológicos generadores de los riesgos naturales. Dichas téc-
nicas han solventado ciertas dificultades que tenían los métodos clásicos de geodésicos que
se han usado en el pasado, como eran por ejemplo,
la falta de capacidad de posicionamiento tridimensional de precisión (p.e. posiciona-
miento horizontal usando trilateración y/o triangulación, y vertical usando nivelación
geométrica),
la pérdida de precisión a distancias relativamente cortas (p.e. líneas de nivelación de
> 10 km),
la falta de visibilidad directa entre estaciones de medida (p.e. redes clásicas en zonas
montañosas), así como
la falta de conexión entre el sistema local observacional y un sistema de coordenadas
global (p.e. mareografos).
Las técnicas geodésicas espaciales ofrecen diversas posibilidades observacionales.
Aunque ninguna de estas técnicas geodésicas por si sóla puede describir el campo tridimen-
sional de deformación del terreno de forma continua en el espacio. Así, la información de
deformación del terreno se obtiene utilizando medidas geodésicas basadas en los sistemas
GNSS (GPS), interferometría radar e imágenes ópticas. La información de los desplazamien-
tos tridimensionales que proporciona el GPS, a partir de la comparación de posicionamiento
preciso basado en redes de control, normalmente tienen una densidad espacial baja. La in-
terferometría radar proporciona información continua espacialmente, pero solamente si la
superficie del terreno se mantiene poco alterada y si la señal de deformación no supera un
cierto gradiente espacial. Finalmente, si la deformación es relativamente grande, del orden
de la decena de centímetros, la correlación de imágenes ópticas proporciona información de
los desplazamientos horizontales.
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1.1. Motivación y antecedentes
1.1.1. Motivación
La carencia de una técnica geodésica que reuna múltiples posibilidades observaciona-
les, continuidad espacial y determinación de desplazamientos tridimensionales, requiere del
estudio y desarrollo de modelos de combinación de datos, que sean de aplicación general
y que permitan superar las limitaciones existentes, facilitando la obtención de una solución
tridimensional, de alta resolución espacial, con la que mejorar la caracterización, a través de
modelos, de los procesos responsables de la actividad sísmica y volcánica.
De forma general, las técnicas geodésicas nos permiten estudiar los fenómenos geodi-
námicos, que ocurren a una determinada profundidad, mediante la medida e interpretación
de los desplazamientos producidos en superficie. El análisis e interpretación de estos da-
tos requiere de su caracterización y cuantificación, utilizando modelos matemáticos que de
forma objetiva proporcionan información sobre el fenómeno observado. Dieterich y Decker
(1975) anticiparon que para poder distinguir entre varios modelos, que simulan actividad
magmática, es necesario disponer de desplazamientos superficiales, tanto en la componente
vertical como en las horizontales. Estudios más recientes han demostrado la imposibilidad
de diferenciar entre diferentes geometrías de fuentes magmáticas utilizando una componen-
te del desplazamiento, ya sea sólo la vertical o las horizontales (Fialko y otros, 2001a).
A modo de ejemplo, en volcanología, las Fig. 1.1 y 1.2, ilustran las similitudes entre las
predicciones de desplazamientos en los1 producidas para 4 tipos de modelos diferentes de
fuentes magmáticas: a) una esfera (Mogi, 1958), b) un esferoide (Yang y otros, 1988), c) un
dique/sill rectangular (Okada, 1985) o d) una dislocación2 lenticular (Fialko y otros, 2001a);
que simulan los efectos del cambio de presión o volumen en sistemas magmáticos.
En sismotectónica, en el caso de la determinación de los parámetros de ruptura de-
bidos a un terremoto usando un modelo de dislocación rectangular (Okada, 1985), si se
utiliza una sóla componente del movimiento (por ejemplo, un interferograma diferencial
radar) existe una clara ambigüedad entre la determinación de la cantidad y la dirección del
desplazamiento sobre el plano de falla (Lohman y otros, 2002). Otro ejemplo que podemos
destacar, es la posibilidad para distinguir entre dos mecanismos de relajación de esfuerzos
postsísmicos (Feigl y Thatcher, 2006). Solamente, con el uso de desplazamientos tridimen-
sionales, Deng y otros (1998) fueron capaces de diferenciar entre un modelo de relajación
viscoelástico postsísmico de la corteza inferior, y un deslizamiento elástico asísmico de la
corteza inferior.
1los es un vector que indica dirección entre un satélite SAR y un punto en el terreno (Sec. 2.2).
2Ruptura de una estructura geológica originada por una acción posterior a su consolidación.
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a) b)
Figura 1.1: Comparación entre las deformaciones simuladas utilizando 4 tipos de fuentes magmáti-
cas, que ilustra la similitud entre las predicciones de los modelos, a) desplazamientos para
un interferograma diferencial ascendente y, b) desplazamientos para un interferograma
diferencial descendente.
a) b)
c) d)
Figura 1.2: Comparación relativa entre las deformaciones simuladas por cada modelo frente a las
simuladas por los otros modelos. a) Mogi b) Yang, c) dislocación lenticular (Penny-Shape
crack), y d) dislocación rectangular.
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El estudio de un modelo de combinación de datos con el que obtener las tres com-
ponentes de los desplazamientos del terreno es, por tanto, de capital importancia para la
determinación de los parámetros de fuente y su análisis cuantitativo, mediante el uso de
modelos de deformación mecánica que simulan el comportamiento de la superficie del te-
rreno, en respuesta a una fuente situada a cierta profundidad en la corteza terrestre (h < 30
km). La ausencia de una técnica geodésica que permita obtener esta información, el campo
de desplazamiento 3D con alta densidad espacial, hace que el estudio y desarrollo de meto-
dologías de combinación de diferentes técnicas geodésicas para obtenerlo sea un campo de
investigación fundamental hoy en día.
La combinación de datos geodésicos permitirá obtener/caracterizar la deformación
tridimensional del terreno en tiempo casi-real, y para cualquier punto del terreno, para un
área sujeta a vigilancia en condiciones óptimas (Dzurisin, 2003). Esto permite mejorar el
conocimiento de los mecanismos responsables de las deformaciones registradas y, de este
modo, mejorar en la evaluación del riesgo (peligro) asociado. Finalmente, incluso con el me-
jor sistema de vigilancia geodésica, la combinación óptima de datos geodésicos no estaría
completa sin herramientas como son los modelos teóricos de deformación, las técnicas de in-
versión de desplazamientos, que permitan su análisis , así como la detección e identificación
de zonas pobremente vigiladas (Charco y otros, 2007).
1.1.2. Antecedentes
La integración o fusión de datos geodésicos para la caracterización de las deformacio-
nes de la corteza terrestre, ha sido desde hace años, una línea muy importante de investi-
gación en aspectos geodinámicos de la Geodesia (Dong y otros, 1998; Dermanis y Kotsakis,
2006). La caracterización de las deformaciones del terreno puede beneficiarse de la com-
binación de datos de diferente naturaleza, por ejemplo los obtenidos usando GNSS (Sec.
2.1), InSAR (Sec. 2.2), y/o corregistro de imágenes (Sec. 2.3) de teledetección y otras técnicas
clásicas (nivelación, trilateración, inclinometría, etc).
Como punto de partida para la combinación de datos geodésicos, se han utilizado
técnicas con gran complementariedad y fácilmente disponibles en la actualidad, como son
las medidas GPS y la interferometría radar de satélite (Puglisi y Coltelli, 2001; Watson y
otros, 2002; Fernández y otros, 2003). Dado el creciente auge de las técnicas de observación
de la Tierra desde el espacio (EO data), en esta memoria hemos preferido concentrarnos en
el análisis y combinación de EO data, con la salvedad del GPS. Por otra parte, las técnicas
geodésicas terrestres clásicas de inclinometría, extensometría, etc., no se han considerado en
esta tesis doctoral puesto que proporcionan una información muy puntual, lo que no nos
permite obtener una buena cobertura espacial. Por el contrario, las imágenes ópticas y SAR,
junto con las cada díamás comúnes redes GPS permanentes son las técnicas que actualmente
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nos permiten unamayor cobertura espacial, sin la necesidad de desplegar equipos en campo
(operación altamente costosa).
1.1.2.1. Metodologías de combinación de datos GPS e InSAR
Williams y otros (1998) realizaron un primer análisis cuantitativo sobre la complemen-
tariedad de ambas técnicas con el objetivo de calibrar los efectos atmosféricos en interfe-
rogramas diferenciales usando estimaciones GPS3. Estos autores demuestran que la mayor
parte de los efectos atmosféricos que se encuentran en los interferogramas diferenciales,
son compatibles con modelos estadísticos basados en la descripción del comportamiento
turbulento de la troposfera (teoría de Kolmogorov), como ya se había demostrado previa-
mente para medidas de interferometría de muy larga base o VLBI (Treuhaft y Lanyi, 1987).
Posteriormente, comprobada cuantitativamente la complementariedad de ambas técnicas,
Ge y otros (2000a,b, 2001) desarrollan las primeras técnicas para una densificación suave
(Soft Densification) de redes geodésicas GPS para el control de deformaciones basadas en
información geofísica/geológica a priori (p.e. localización de una falla), o en interferome-
tría radar (Ge y otros, 2000b). De esta manera, se podría obtener una densificación a bajo
coste de una red GPS diseñada con una densidad espacial sub-óptima. La información tri-
dimensional se obtiene utilizando un algoritmo de interpolación denominado Doble Interpo-
lación y Doble Predicción (DIDP) (Ge y otros, 2000a). En este método se incluyen, no sólo la
estimación del desplazamiento, sino las correcciones atmosféricas estimadas con GPS. Sin
embargo, esta técnica sólo parece adecuada para zonas de estudio relativamente pequeñas,
porque requiere de una alta densidad de puntos GPS. Otro punto débil de esta técnica es
que, en el posicionamiento preciso con GPS, la componente vertical del desplazamiento y la
estimación del retraso atmosférico tienen una correlación lineal, por lo que no es fácil deter-
minar ambos efectos para corregir los interferogramas diferenciales, como es preceptivo en
el primer paso del algoritmo. Está técnica puede ser útil en el caso de grandes deformaciones
muy localizadas.
Posteriormente, Gudmundsson y otros (2002) formularon la densificación de despla-
zamientos 3D usando una aproximación bayesiana y la teoría de los campos aleatorios de
Markov. Dicha técnica se basa en la descomposición del problema tridimensional en dos
bidimensionales. Primero se resuelve el campo de desplazamientos en el plano que contine
la componente vertical y su proyección en la horizontal, para posteriormente resolver las
componentes horizontales. El objetivo en cada paso es la minimización de una función, de-
nominada energía, con un constreñimiento de suavidad en la variabilidad espacial del des-
plazamiento. Este funcional se puede reescribir como un campo aleatorio de Gibbs, usando
3 Los desplazamientos determinados con GPS provienen de la comparación del posicionamiento preciso
realizado en un punto del terreno en dos momentos separados en el tiempo.
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para ello el teorema de Hammersley-Clifford (Gudmundsson y otros, 2002). Finalmente, la
minimización de dicho funcional se lleva a cabo utilizando un algoritmo de optimización
global, el “Simulating annealing”. Esta técnica es muy costosa desde el punto de vista del
tiempo de cálculo de la solución y no garantiza la convergencia al mínimo global.
Usando como base está metodología, Samsonov y Tiampo (2006) utilizaron la equi-
valencia entre un campo aleatorio de Markov y uno de Gibbs, según el teorema de
Hammersley-Clifford y, despreciando el factor de regularización/suavizado espacial, pre-
sentaron una solución analítica a este problema. Esta variante bayesiana se ha aplicado en
varias zonas de estudio (Samsonov y otros, 2007, 2008; Fernández y otros, 2008; González
y otros, 2010b). Ambas técnicas comienzan con un interpolado de tipo kriging de los datos
de deformación GPS, lo que en el caso de la metodología analítica condiciona fuertemente
la solución final. Más recientemente, investigadores italianos han desarrollando un método
denominado SISTEM, basado en la teoría de elasticidad infinitesimal, en la que el campo de
deformación se resuelve directamente sin el paso previo de la interpolación. Así, la condi-
ción de suavidad espacial se considera internamente en el algoritmo de ajuste (Guglielmino
y otros, 2009).
Podemos concluir que los modelos de combinación de datos basados en la integración
de información de desplazamientos utilizando GPS e interferometría radar, poseen la gran
desventaja de tener que obtener gran parte de la información horizontal, exclusivamente de
las estimaciones proporcionadas con GPS, especialmente crítica, en la componente Norte-
Sur del desplazamiento. Consecuentemente, se incurre con alta probabilidad en unmuestreo
insuficiente de la variación espacial de los desplazamientos horizontales.
1.1.2.2. Metodologías de combinación de datos SAR
Como alternativa para evitar las desventajas del uso del GPS en la estimación de las
componentes horizontales, Rocca (2003) exploró la precisión a priori que se puede esperar
al combinar varios datos provenientes de diferentes líneas-de-vista (los), ya fueran con dife-
rentes ángulos de incidencia y/o con sensores de visión lateral derecha e izquierda. Poste-
riormente Wright y otros (2004) realizaron una comprobación práctica de este concepto con
datos reales de satélites SAR con diferentes ángulos de incidencia. Sin embargo, ninguna de
las configuraciones basadas en la combinación de diferentes los mejoraba sensiblemente el
error en la componente horizontal Norte-Sur, que se obtiene a partir de satélites con visión
lateral derecha en paso ascendente y descendente (2 los). Esto es debido a que la inclinación
de las órbitas casi-polares de los satélites actuales varían muy poco los ángulos de vista.
Aunque en teoría es una posibilidad, actualmente el diseño de satélites con sensores SAR
no permite configuraciones de las órbitas con inclinaciones de ∼ 40 − 50o, que sería la con-
figuración óptima (González, 2006). Esto es debido a que no se conseguirían recubrimientos
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significativos de la superficie terrestre, por lo que no se suele considerar como un factor
importante en el diseño de las misiones de satélites polares para la observación de la Tierra.
Actualmente, el método de combinación de datos geodésicos que se muestra más efi-
caz para la obtención de una solución espacialmente continua es la combinación de varias
medidas de fase provenientes de diferentes los (pasos ascendentes y descendentes), usando
interferometría radar y al menos una estimación de la componente en acimut, derivada de la
correlación de imágenes SAR (Fialko y otros, 2001b; Funning y otros, 2005; González y otros,
2009). Sin embargo, este tipo de combinación sólo es útil si los desplazamientos en acimut
son relativamente grandes (≥ 10−15 cm), y en estos estudios ninguno de los autores realiza
la estimación por mínimos cuadrados considerando las matrices de varianzas-covarianzas
completas de los datos.
1.1.2.3. Metodologías de combinación de datos SAR y corregistro de imágenes ópticas
Recientemente, Barisin y otros (2009) han obtenido caracterizaciones del campo tridi-
mensional de deformación interpretando conjuntamente información de medidas de fase
provenientes de la interferometría radar y de desplazamientos determinados con corregis-
trado de imágenes ópticas de SPOT, para un evento de intrusiónmagmática en Afar, Etiopía.
En otro estudio posterior, de la misma región y evento de intrusión, Grandin y otros (2009)
usaron los mismos datos de partida. Sin embargo, en ambos estudios los datos de las dife-
rentes técnicas se trataron por separado y no se realizó un ajuste de las observaciones para
obtener resultados más robustos.
1.2. Objetivos
En las dos últimas décadas el uso de técnicas geodésicas se ha popularizado tremen-
damente en sus aplicaciones al estudio de zonas sismotectónica y volcánicamente activas. El
objetivo principal de esta tesis doctoral es analizar, mejorar y aplicar, la integración de datos
geodésicos de deformación del terreno, obtenidos con diferentes técnicas, para lograr una
estimación de la deformación tridimensional del terreno con alta densidad espacial (densifi-
cación espacial de datos geodésicos), y su análisis e interpretación conmodelos matemáticos
que simulen los mecanismos de deformación en la corteza terrestre.
En primer lugar, para que la combinación de datos geodésicos sea rigurosa, no puede
llevarse a cabo sin el uso de la matrices de varianzas-covarianzas de cada conjunto de datos.
Sin embargo, hasta el momento ninguna de las técnicas presentadas utiliza una formulación
compatible con la ley de propagación de errores. En esta memoria, junto con el análisis
por separado de las técnicas geodésicas, se proponen metodologías que sí tienen en cuenta
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la propagación de errores y las correlaciones espaciales en la estimación del campo 3D de
deformación del terreno. Para ello en esta memoria se han identificado varios problemas y
objetivos a investigar.
Primero, es necesario aplicar, analizar y mejorar las estimaciones de desplazamientos
y errores asociados a la interferometría radar de satélite. En la actualidad las técnicas más
avanzadas de procesado interferométrico, carecen mayoritariamente de una estimación ri-
gurosa de la calidad de la evolución del movimiento del terreno que registran. Sin embargo,
para la posterior integración de datos, es necesario estimar estos errores.
La resolución espacial deseable para un análisis cualitativo de los procesos de defor-
mación no es práctica desde el punto de vista del tratamiento numérico. Por lo tanto, habrá
que analizar, comparar y, en su caso, desarrollar técnicas para la reducción de datos de de-
formación en el proceso de interpretación.
Como ya hemos presentado en la Sec. (1.1.2), la combinación basada en la densificación
de los desplazamientos horizontales utilizando GPS tiene una limitación impuesta por el
posible muestreo insuficiente, que afecta negativamente en las estimaciones realizadas con
los métodos de interpolación usados para la densificación. Esto hace necesario investigar
alternativas para la obtención de desplazamientos horizontales con una resolución espacial
similar a la que proporciona la interferometría radar de satélite. Cabe preguntarse entonces
si es posible obtener la estimación tridimensional completa solamente utilizado datos radar
(SAR), o si es necesario investigar otras alternativas.
También es necesario desarrollar una metodología apropiada para estimar los despla-
zamientos tridimensionales del terreno de forma fiable, es decir, contando con una estima-
ción basada en la propagación de los errores de las diferentes técnicas geodésicas a utilizar,
y qué implicaciones tiene el uso de estos datos en el modelado de los procesos que generan
deformación cortical.
Por tanto, los objetivos principales a desarrollar en esta investigación:
1. Estudio y análisis de las diferentes medidas geodésicas usando datos derivados de
técnicas geodésicas y de teledetección, y su calidad (errores) utilizables en la vigilancia
y estudio de zonas sismotectónicas y volcánicas:
Estudio y análisis de las estimaciones de desplazamientos con interferometría
radar y cuantificación de sus errores.
Estudio y desarrollo de metodologías potencialmente complementarias para la
obtención de desplazamientos horizontales, utilizando imágenes ópticas y/o ra-
dar.
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2. Estudio y desarrollo de una metodología para la integración de diferentes datos geo-
désicos e implicaciones de su uso:
Estudio y desarrollo de una metodología de combinación de datos geodésicos
para obtener el campo de desplazamientos 3D y la estimación de su precisión.
Estudio de las implicaciones y las posibles mejoras que se deriven del uso de los
datos integrados (p.e., estudio de nuevos procesos geodinámicos,...).
1.3. Estructura de la memoria
Estamemoria se ha dividido en 7 capítulos (Fig. 1.3), con el fin de alcanzar los objetivos
planteados (sec. 1.2). En éste capítulo 1 se fija el encuadre y motivación de la investigación
y se plantean los objetivos a alcanzar. Seguidamente, se expone una descripción breve de
los fundamentos de las técnicas geodésicas utilizadas durante la memoria. De forma lineal,
los siguientes cuatro capítulos, los principales de esta memoria, se centran en el análisis y
desarrollo de metodologías para el procesado e integración de los datos geodésicos: 1) con-
siderando los desplazamientos unidimensionales que se pueden obtener del tratamiento de
los datos SAR (capítulo 3, desplazamientos 1D); 2) bidimensionales (horizontales) obtenidos
con el análisis de imágenes ópticas de alta resolución espacial (capítulo 4, desplazamientos
2D); 3) y tridimensionales utilizando solamente datos SAR (capítulo 5, desplazamientos 3D);
4) e integrando datos geodésicos de diferente naturaleza (capítulo 6, desplazamientos 3D).
A continuación se describe, de forma breve, el contenido y las principales aportaciones
personales de los capítulos 2 al 7.
Capítulo 2. Se presentan en este capítulo los conceptos básicos para el entendimiento
y uso de las técnicas geodésicas que se van a utilizar a lo largo de la memoria. Se describen
los fundamentos sobre los Sistemas de Navegación Global por Satélite (GNSS), con especial
enfásis en el Sistema de Posicionamiento Global (GPS) nortamericano y algunas de sus apli-
caciones en sismotectónica y volcanismo. A continuación, se revisan los conceptos básicos
en la formación de una imagen radar de satélite de apertura sintética y su uso para la gene-
ración de interferogramas diferenciales (DInSAR). Brevemente se introducen las técnicas de
procesado avanzado interferométrico (PSI), así como la interferometría de apertura multiple
o acimutal (MAI). Por último, se presenta el corregistro de imágenes ópticas.
Capítulo 3. Se describe aquí una extensión completa del modelo de Gauss-Markov
simplificado que usa las técnicas multitemporales DInSAR original o DInSAR avanzado, en
particular el SBAS (Small Baseline Subset) y CPT (Coherent Pixel Technique), con el objeto de
caracterizar la fiabilidad de las series temporales de deformación estimadas utilizando estas
técnicas. Se presenta una metodología para caracterizar la matriz de varianzas-covarianzas
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de cada interferograma. El problema se formula, posteriormente, como la resolución de una
red geodésica y se resuelve por medio de técnicas geodésicas clásicas. Algunos resultados
preliminares de la metodología desarrollada para el análisis de series temporales de interfe-
rogramas diferenciales se han publicado ya en Pure and Applied Geophysics (Perlock y otros,
2008).
Capítulo 4. Se introduce un método original de correlación de imágenes para obtener
medidas de deformaciones horizontales utilizando imágenes ópticas (de satélite y de vuelos
fotogramétricos). Este nuevo método se aplica para estudiar la deformación cosísmica pro-
ducida por el terremoto de Izmit (Turquía), de 1999, de magnitud Mw ≈ 7,1, y fenómenos
de inestabilidad en la Sciara del Fuoco, Isla de Stromboli (Italia). La metodología y los resul-
tados para el caso del estudio del terremoto de Izmit se han publicado ya en la revista IEEE
Transactions on Geoscience and Remote Sensing en 2010 (González y otros, 2010a).
Capítulo 5. Aquí se presenta y analiza el problema de la integración de datos desde
un punto de vista puramente geométrico y se formula unametodología para la combinación
de datos de deformación, obtenidos utilizando únicamente datos SAR, para la obtención del
campo de deformación tridimensional. Esta metodología se aplica al estudio del terremoto
de Bam (Irán) de 2003, de magnitud Mw ≈ 6,5. La metodología y los resultados más rele-
vantes de este capítulo se han publicado ya en la revista Pure and Applied Geophysics en 2009
(González y otros, 2009).
Capítulo 6. Se describe una metodología para la estimación del campo completo tridi-
mensional de desplazamiento producido por fenómenos geológicos a través de la combina-
ción de datos geodésicos espaciales de distinta naturaleza (DInSAR, GPS, acimut offsets y
MAI). Para ello se considerará un caso especial: aquel en el que existan posibles discontinui-
dades4 en el campo de deformación y autocorrelaciones y correlaciones cruzadas entre los
datos. Algunos resultados parciales para una aplicación al estudio de la dinámica de flancos
volcánicos en la isla de La Palma, derivados del uso de las metodologías desarrolladas de
este capítulo, como es el analísis de los errores en los interferogramas y la metodología de
reducción de datos para facilitar la modelización inversa de los datos de deformación, se
han utilizado en la elaboración de un trabajo enviado en Enero de 2010 a la revista Earth and
Planetary Science Letters (González y otros, 2010c).
Capítulo 7. Consta de un resumen de los principales resultados derivados y conclu-
siones obtenidas en esta memoria, destacando las aportaciones originales, y se presentan
algunas recomendaciones para posibles nuevas ideas en futuras líneas de investigación.
4Por ejemplo, cuando una falla corta la superficie.
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Figura 1.3: Estructura de la tesis doctoral.
Capítulo 2
Técnicas geodésicas
A lo largo de los años las técnicas geodésicas aplicadas a la vigilancia y detección de
deformaciones del terreno se han ido mejorado. Así, las técnicas clásicas (nivelación, trian-
gulación y distanciometría) suponen costosos desplieges en campo para obtener precisiones
milimétricas en áreas geográficas reducidas (pocos kilométros). Sin embargo, lasmásmoder-
nas técnicas, basadas en el procesado de datos registrados por satélites artificiales, obtienen
precisiones similares pero para ámbitos geográficos mucho más extensos. Esto ha posibili-
tado el estudio de procesos geodinámicos con el uso de sistemas de navegación global por
satélite (Sec. 2.1), interferometría radar (Sec. 2.2) y el uso de la correlación de imágenes de
teledetección de alta resolución espacial (Sec. 2.3). El uso de estos avances en las técnicas
geodésicas de observación y los resultados hoy alcanzables nos permiten profundizar en el
conocimiento geológico y geofísico de los procesos geodinámicos causantes de los riesgos
naturales.
En este capítulo se realiza una breve introducción a las metodologías y técnicas de
detección y vigilancia de deformaciones del terreno, con cierto énfasis en aquellas con una
más amplia aplicación en sismotectónica y volcanología, que van a ser utilizadas en esta
memoria.
2.1. GNSS
En esta sección se introduce los principios del sistema GNSS (Global Navigation Sate-
llite System) con el fin de obtener posicionamientos precisos necesarios para la determina-
ción de desplazamientos del terreno del orden del centímetro, pese a que el uso de este tipo
de datos no es un objetivo fundamental de la investigación que se recoge en esta memoria.
Según las Naciones Unidas en su declaración de la “Conferencia sobre exploración
y el uso pacífico del Espacio exterior” de 1998, el GNSS es un sistema de posicionamien-
to espacial por radio, que incluye una o más constelaciones, necesariamente incrementada
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para apoyar su operatividad deseada, y que proporciona información a los usuarios equi-
pados adecuadamente, que se encuentren en la superficie terrestre o cerca de ella, sobre
su posición, velocidad y tiempo durante las 24 horas del día (Hofmann-Wellenhof y otros,
2007). Actualmente este sistema se basa en dos constelaciones, la norteamericana GPS y la
rusa GLONASS. Hoy en día el auge del GNSS ha hecho que otras potencias e incluso en-
tidades privadas estén desarrollando sus propias constelaciones. Así podemos destacar, de
entre estos proyectos, dos constelaciones con carácter global como son Galileo, potenciado
por la Unión Europea, y Compass, desarrollado por la República Popular de China. Tam-
bién podemos citar otros proyectos de carácter regional en construcción, como son: QZSS
(Japón) y IRNSS (India) con financiación nacional, Ommi TRACS (Qualcomm, EE.UU.) y
EutelTRACS (versión europea) con financiación privada. De todos estos sistemas, actual-
mente el más destacado y fiable por su nivel de implantación, continuidad y popularidad es
el Sistema de Posicionamiento Global (Global Positioning System, GPS), siendo sin duda la
técnica geodésica más operativa en los sistemas de vigilancia volcánica y en geodinámica.
A continuación, describiremos las señales que componen el GPS, sus diferentes tipos de ob-
servables y errores, así como sus combinaciones, para finalmente hacer mención de los tipos
de procesados y estrategías de cálculo (Hofmann-Wellenhof y otros, 2007).
2.1.1. Conceptos básicos del GPS
En 1957, en el Laboratorio de Física Aplicada de la Universidad John Hopkins en Bal-
timore, los investigadores se dieron cuenta de que las señales transmitidas por el primer
satélite artificial ruso Sputnik 1, sufrían de un desplazamiento en frecuencia (efecto Dop-
pler) como resultado del movimiento del satélite con respecto al observador. Ya en 1960,
con este descubrimiento, dicha Universidad desarrolló un sistema de posicionamiento ba-
sado en medidas Doppler, denominado sistema “TRANSIT”. Este sistema fue imitado por
la URSS con un sistema similar denominado “Tsikada” (Leick, 2004). El sistema TRANSIT
estuvo operativo hasta 1996, cuando fue reemplazado totalmente por el sistema NAVSTAR
GPS, que había comenzado a desarrollarse a medidos de los años 70 del siglo XX, por el
Departamento de Defensa (DoD) norteamericano. El sistema NAVSTAR GPS, que fue defi-
nido con un mínimo de 24 satélites artificiales, se completó en 1993 (IOC, Initial Operational
Capability), pero no fue hasta 1995 que el DoD declaró el sistema operativo (FOC, Full Ope-
rational Capability). Así el sistema, según la literatura, se divide, en tres segmentos básicos
(Leick, 2004; Hofmann-Wellenhof y otros, 2001):
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1. Segmento espacial, que comprende un mínimo de 24 satélites. En el momento de la
escritura de esta memoria (abril de 2010) la constelación GPS está compuesta por 32
satélites activos1, dispuestos en 6 planos orbitales casi circulares con una inclinación
de 55o con respecto al ecuador y una altura de vuelo sobre la superficie terrestre de
∼ 20, 200 km. Cada satélite orbita con un periodo de 12 horas sidéreas y está equipados
con relojes atómicos (Hofmann-Wellenhof y otros, 2001). Los satélites emiten una señal
de radio, que describiremos más adelante.
2. Segmento de control, que es la parte del sistema dedicada al seguimiento y control
del segmento espacial. Históricamente constaba de 5 estaciones, una de control (MCS)
y cuatro de seguimiento. Pero en la actualidad se ha ampliado hasta un total de 12
estaciones, todas ellas equipadas con receptores GPS, relojes atómicos y sensores me-
teorológicos que envian sus datos al centro de control para el cálculo de las efemé-
rides predichas, correcciones de los relojes, almanaque,...etc, que luego son enviadas
a cada satélite a través de 4 estaciones (Kwajalein, Diego García, Ascensión y Cabo
Cañaveral). Este segmento también comprueba la calidad de las señales y las posibles
correcciones en las órbitas de los satélites. El incremento del número de estaciones de
seguimiento ha permitido la mejora en la precisión para el posicionamiento en tiem-
po real. En el futuro se prevé la instalación de otras 5 estaciones de seguimiento 2
(Hofmann-Wellenhof y otros, 2007).
3. Segmento de usuario, que consta básicamente de todo aquel usuario que utilizando
una antena, un receptor y un software para calcular la posición de señales GPS, recibe
estas señales para determinar su posición o un tiempo preciso.
El posicionamiento utilizando el GPS parte de una idea bastante simple basada en la
intersección de 3 vectores. Estos “vectores” corresponden a las distancias desde un punto
cualquiera del que se quieran obtener coordenadas hasta 3 satélites de los cuales se conocen
sus posiciones. Así, el punto estará localizado en la intersección de las tres esferas de radio
conocido (distancias). En la práctica, la única forma de determinar esas distancias, es la
estimación del tiempo de viaje de una señal desde un satélite hasta el punto receptor, lo que
implica que necesitaremos un cuarto satélite, para determinar si existe un retraso entre el
tiempo del satélite y el del receptor. Estas distancias se estiman utilizando las señales que
emiten los satélites GPS.
1http://tycho.usno.navy.mil/gpscurr.html
2http://www.navcen.uscg.gov/gps/modernization/default.htm
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2.1.2. Señales GPS
Desde 1978 hasta la actualidad el DoD ha lanzado sucesivamente varios tipos de sa-
télites denominados bloques, GPS-I, GPS-II, GPS-IIR, GPS-IIR-M y GPS-IIF, y en el futuro
(∼ 2013) se espera un nuevo bloque denominado GPS-III. Hasta el lanzamiento del bloque
GPS-IIR-M, los satélites GPS de los bloques I, II y IIR transmitían una señal con dos ondas
sinusoidales, o portadoras, y dos códigos modulados sobre ellas para el posicionamiento
(Leick, 2004):
1. Portadora L1 (frecuencia portadora a 1575,42MHz), que tiene modulados dos códigos
pseudoaleatorios, el código C/A (Coarse Adquisition) y el P (Precise) y un mensaje de
navegación.
2. Portadora L2 (frecuencia portadora a 1227,60 MHz), que está modulada solamente
por el código P. Estos códigos pseudoaleatorios son diferentes para cada satélite, lo
que permite que todos los satélites emitan con la misma frecuencia sin producir inter-
ferencias.
Dado el gran auge en los sistemas GNSS, el DoD se ha visto obligado a llevar a cabo un
plan de modernización del sistema, incluyendo el lanzamiento del bloque IIR-M y IIF y la
introducción de varios nuevos códigos y portadoras, por ejemplo a partir de la serie IIR-M
de un nuevo código (L2C) y una tercera portadora en la serie IIF, Tabla. 2.1, (Hofmann-
Wellenhof y otros, 2007).
2.1.3. Observables GPS
La pseudodistancia
Los receptores GPS determinan la distancia (o pseudodistancia) entre el satélite y la
antena receptora por medio de la diferencia en tiempo que tarda la señal en viajar del saté-
lite al receptor. La pseudodistancia es por tanto la diferencia de tiempos multiplicada por la
velocidad de la luz (δt · c). Esta determinación no resulta muy precisa y está influida por la
ausencia de sincronización entre los relojes del satélite y del receptor, y también por los re-
tardos atmosféricos (ionosférico y troposférico), etc. El observable de pseudodistancia para
cada instante t es tal que (Dzurisin, 2007),
ρsatrec(t) = r
sat
rec(t) + c · [δtrec(t)− δtsat(t− τ, t)] + ρion(t) + ρtrop(t) + ρ, (2.1)
donde ρsatrec es el observable de pseudodistancia, rsatrec es la distancia geométrica entre el saté-
lite y el receptor, δtrec y δtsat son los tiempos de sincronización entre el instante t del reloj
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a)
Portadora Frecuencia (MHz) λ (cm)
L1 1575.420 19.0
L2 1227.600 24.4
L3a 1381.050 21.70
L4b 1379.913 21.72
L5a 1176.450 25.5
b)
Código long. datosc Pulso Rep. Duración
Pd,e 10.23 Mbps 266 días
C/Ae 1023 1023 Mbps 1 µs
L2CMe 10230 511.200 Kbps 20 ms
L2CLe 767250 511.200 Kbps 1.5 s
L5C 102300 I5 10.23 Mbps 1 ms
204600 Q5 10.23 Mbps 1 ms
navegación 37500 50 bps 750 s
Tabla 2.1: a) Frecuencias emitidas por los satélites GPS. a frecuencias incluídas en el bloque IIF, L3 es
una frecuencia de uso militar (Hofmann-Wellenhof y otros, 2007). b L4 es una frecuencia
que está en estudio para mejorar las correcciones ionosféricas. b) Información técnica sobre
los diferentes códigos modulados en las portadoras, c longitud en bits del código digital,
d código modulado en la L1, e código modulado en la L2. El código L2C comprende los
códigos L2CM (civil modernizado) y L2CL (civil largo). L5C es una señal modulada que
esta compuesta por una parte de la señal en fase con la portadora, denominada I5 (in-
phase) y otra desfasada, Q5 (quadraphase) (Hofmann-Wellenhof y otros, 2007).
del receptor y el instante t − τ del reloj del satélite, ρion y ρtrop son los retrasos ionosférico
y troposférico3 y ρ un término que comprende los efectos relativistas, de multipath y otros
errores.
La diferencia de fase
La diferencia de fase portadora es un observable más preciso que la pseudodistancia
y es el que se utiliza realmente para las aplicaciones de alta precisión en estudios geodiná-
micos. Es la fase de la onda portadora registrada con respecto a la fase generada por el reloj
del receptor GPS. La diferencia de fases se denomina observable de fase (en inglés, carrier
beat phase). Sin embargo esta medida de fase es ambigua, puesto que los receptores GPS no
pueden distinguir un ciclo de onda portadora de cualquier otro ciclo. El receptor solamente
mide la fase y sus cambios con el tiempo, por lo tanto la fase inicial es indeterminada (am-
3En magnitud lineal, ρ = c · δt.
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Figura 2.1: Esquema de algunas de las posibles combinaciones de los observables GPS (diferencias
simples, dobles diferencias).
bigüa) en un número entero de ciclos (k). Entonces, el observable de diferencia de fase para
cada instante t es tal que (Dzurisin, 2007),
φsatrec(t) · λ = rsatrec(t) + c · [δtrec(t)− δtsat(t− τ, t)]− φion(t) + φtrop(t) + k · λ+ φ, (2.2)
siendo muy parecida a (2.1) e incluyendo el término de ambigüedad de fase (k · λ), y donde
λ es la longitud de onda de la portadora. Recuérdese que existen dos portadoras, con lo cual
se pueden definir tambien dos observables, φsatrec,L1 para la señal L1 y φ
sat
rec,L2 la señal L2.
Combinaciones lineales de observables GPS
Los observables GPS están afectados por errores que perturban y añaden aleatorie-
dad a las medidas en diferente grado (ruido). Teniendo en cuenta el origen, magnitud y
correlación de estos errores, se han desarrollado diferentes combinaciones observacionales
que tienden a eliminarlos o reducirlos. Así, podemos formar combinaciones o diferencias de
observables entre receptores o entre satélites (Fig. 2.1), para obtener un nuevo observable
que reduzca algún tipo de error o facilite algún cálculo (resolución de ambigüedades, por
ejemplo). Algunos ejemplos son los siguientes:
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Diferencias simples
Diferencias entre las señales recibidas por dos receptores diferentes que observan y
registran simultáneamente las señales de un sólo satélite. Permiten eliminar los errores
derivados del desfase en tiempo del reloj del satélite (δtsat), y por lo tanto el observable
diferencias simples de diferencia de fase toma la forma, (también es posible formar las
diferencias simples de pseudodistancias),
∆φsatrec(t) · λ = ∆rsatrec(t) + c ·∆tsat(t− τ, t)−∆φion(t) +∆φtrop(t) +∆k · λ+∆φ. (2.3)
Podemos distinguir las diferencias entre receptores (∆), como en este caso, y las dife-
rencias entre satélites (∇).
Diferencias entre dos satélites que son observados y registrados por un sólo receptor,
lo que elimina los errores derivados del desfase en tiempo del reloj del receptor (δtrec),
y por tanto el observable diferencias simples de diferencia de fase toma la forma (idem
para las pseudodistancias),
∇φsatrec(t) · λ = ∇rsatrec(t) + c · ∇trec(t)−∇φion(t) +∇φtrop(t) +∇k · λ+∇φ. (2.4)
Dentro de las diferencias simples se pueden realizar también diferencias entre diferen-
tes épocas (δ), y por tanto el observable diferencias simples de diferencia de fase entre
dos épocas (ti y tj) es tal que,
δφsatrec,i,j · λ = δrsatrec,i,j + c · [δtrec,i,j −∆tsati,j (t− τ)]− δφion,i,j + δφtrop,i,j + δφ,i,j . (2.5)
Este observable tiene la ventaja de que, al diferenciar, las ambigüedades de fase se eli-
minan. También es conocido como observable Doppler integrado, pues el movimiento
relativo entre el satélite y el receptor cambia la fase (frecuencia) en cada época y tiene
aplicación en el posicionamiento cinemático (Hofmann-Wellenhof y otros, 2001).
Dobles diferencias
Los observables también se pueden restar (diferenciar) entre pares de receptores o
entre pares de satélites, para eliminar los errores derivados del desfase en tiempo de los
relojes del receptor (δtrec) y del satélite (δtsat) al mismo tiempo. Este observable resultante
se conoce como dobles diferencias.
∆∇φsatrec(t) · λ = ∆∇rsatrec(t)−∆∇φion(t) + ∆∇φtrop(t) + ∆∇k · λ+∆∇φ. (2.6)
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En el caso de contar con más de una época (δti,j), el término de ambigüedad de fase se
cancela/elimina, resultando en
δ∆∇φsatrec,i,j · λ = δ∆∇rsatrec,i,j − δ∆∇φion,i,j + δ∆∇φtrop,i,j + δ∆∇φ,i,j . (2.7)
También, se pueden formar triples diferencias que eliminan la ambigüedad de fase inicial,
pero este tipo de combinación no es tan preciso como las dobles diferencias (Hofmann-
Wellenhof y otros, 2001).
Combinación L3
Es una combinación lineal de los observables de diferencia de fase (φsatrec) de la L1 y L2,
de tal forma que reducen los efectos de la ionosfera (a costa de amplificar otros errores)
φsatrec,L3 =
f2L1
f2L1 − f2L2
φsatrec,L1 −
f2L2
f2L1 − f2L2
φsatrec,L2, (2.8)
donde fL1 y fL2 son los valores de las frecuencias portadoras.
Combinación Wide-lane y narrow-lane
Estas combinaciones de los observables de diferencia de fase (φsatrec) sonmuy útiles para
resolver las ambigüedades de fase. La combinación wide-lane (WL) se forma tal que,
φsatrec,WL =
φsatrec,L1
λL1
− φ
sat
rec,L2
λL2
. (2.9)
Y, sabiendo que λ = cf , entonces
λWL =
c
fL1 − fL2 ≈ 86,2(cm). (2.10)
De forma análoga, para el caso de la combinacin´ narrow-lane (NL) es:
φsatrec,NL =
φsatrec,L1
λL1
+
φsatrec,L2
λL2
, (2.11)
λNL =
c
fL1 + fL2
≈ 10,7(cm). (2.12)
2.1.4. Errores en el GPS
Los errores afectan a los observables básicos pseudodistancias (ρsatrec) y diferencias de
fase (φsatrec), en forma de errores aleatorios y sistemáticos. Los errores en el GPS se pueden
dividir en: (1) debidos a factores orbitales, (2) de receptores, y (3) de propagación de la señal.
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Orbitales
Los errores orbitales incluyen los errores de las efemérides, es decir, de las posiciones
y velocidades de los satélites y las derivadas de los relojes de los satélites. En el caso de
la aplicación en tiempo real, el segmento de control incluye, en el mensaje de navegación
modulado en la portadora L1, efemérides que se renuevan cada 2 horas con una precisión
de 1 metro4. Para un posiciomiento preciso de tipo geodésico, como el que se requiere en
nuestras aplicaciones, el IGS (International GNSS Service) recalcula: (1) efemérides ultrará-
pidas, usando una mezcla basada en predicciones (< 3 h) con precisión de ∼ 5 cm en las
posiciones y correcciones de los relojes de ∼ 3 ns; (2) ultrarápidas basadas en observaciones
(3− 9 h) con precisión de ∼ 3 cm en las posiciones y correcciones de los relojes de ∼ 150 ps;
(3) rápidas rápidas basadas en observaciones (17 − 41 h) con precisión de ∼ 2,5 cm en las
posiciones y correcciones de los relojes de ∼ 75 ps, y (4) finales, basadas en observaciones
(12 − 18 días) con precisión de ∼ 2,5 cm en las posiciones y correcciones de los relojes de
∼ 75 ps (http://igscb.jpl.nasa.gov/components/prods.html).
Receptores
Los errores en el receptor (en el punto de medida) incluyen: (1) los errores debidos al
ruido del receptor, (2) los debidos al reloj del receptor, (3) los debidos al efecto multipath, y
(4) los debidos a la variación del centro de fase de la antena.
Del error del receptor, una parte es debida al ruido en la electrónica del mismo y otra
a la no sincronización entre las señales generadas por el receptor y las recibidas del satélite.
Los errores debidos al uso de relojes de cristal de cuarzo, con los que se equipan los recep-
tores de campo o las estaciones permanentes, aunque son importantes, se mitigan usando
las combinaciones de los observables GPS que hemos visto en la subsección anterior (Sec.
2.1.3).
El efecto demultipath es el fenómeno del registro de las reflexiones de las señales en las
superficie que rodean al receptor. Este efecto se puede mitigar, en parte utilizando modelos
de antena con diseños especiales (p. ej. ground plane, choke ring, etc.). Puesto que el efecto
de multipath se repite cada día sidéreo, se han desarrollado filtros sidéreos que promedian
la señal de días precedentes, que se utiliza para filtrar las observaciones actuales (Agnew
y Larson, 2007). Estas técnicas son de gran utilidad para aplicaciones en tiempo casi-real y
que necesitan soluciones época-por-época (Bock y otros, 2000).
Normalmente, el centro de fases de la antena no coincide con el centro geométrico de
dicha antena y, peor aún, el centro de fases varía según los siguientes parámetros: el ángulo
de incidencia y la dirección de recepción de la señal GPS, su intensidad y la portadora. Este
4http://igscb.jpl.nasa.gov/components/prods.html
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efecto se puede minimizar durante una campaña, utilizando un mismo modelo de antena
y orientandolas en la misma dirección. La magnitud de este efecto puede llegar a alcan-
zar varios centímetros. La mayoría de las antenas de calidad geodésica han sido calibradas
por el servicio geodésico norteamericano, NGS5, y se dispone de valores tabulados para su
corrección durante el procesado preciso.
Propagación
Dependiendo de la altura del satélite, parte o todo el camino recorrido por la onda
electromagnética hasta su llegada al receptor transcurre dentro de la atmósfera. La pertur-
bación que ésta introduce en la señal es muy distinta si se considera la parte conductora,
conocida como ionosférica, o la atmósfera neutra. La primera se extiende desde los 50-60
km hasta los 2500 km de altura y es un medio dispersivo, es decir la velocidad de grupo
depende de la onda. El índice de refracción n viene dado, en primera aproximación, por la
fórmula
n =
√
1− 80,5 ·N
e
f2
, (2.13)
siendo N e la densidad electrónica en m−3 y f la frecuencia de la onda medida en Hz. Este
índice es menor que la unidad e introduce un retraso en la velocidad de grupo que viene
dado por ∆t = cte
∫
Nedl
f2
donde la cte vale 8.45 10−7/2pi y
∫
N edl representa el Contenido
Total en Electrones (TEC) es decir, el número de electrones comprendido en una columna
de sección unidad a lo largo del recorrido del rayo dl. Por el contrario la atmósfera neutra
(troposfera) no es dispersiva y en ella el índice de refracción n es mayor que la unidad.
La troposfera ejerce la mayor influencia y el efecto del retraso troposférico se puede se-
parar en una componente seca, dependiente de la presión y la temperatura, y otra húmeda,
dependiente de la presión parcial de agua o contenido en vapor de agua.
Otro tipo de errores son: a) la separación entre el centro de masas de los satélites y el
centro de fase de la antena del satélite; b) las rotaciones del satélite (phase windups); y c)
las mareas terrestres y la carga oceánica, así como el movimiento del polo de rotación de la
Tierra. Otro factor que influye en la precisión del posicionamiento, es la situación relativa
del receptor y los satélites, que se puede evaluar a través de los factores DOP (Dilution-Of-
Precision) (Hofmann-Wellenhof y otros, 2001).
5http://www.ngs.noaa.gov/ANTCAL/
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2.1.5. Técnicas de posicionamiento preciso
Se han desarrollado estratégias de cálculo de coordenadas muy variadas. Sin embar-
go, para nuestros fines, normalmente se requieren aquellas que proporcionan una precisión
y repetibilidad por debajo del centímetro, lo que nos limita al uso de las dos siguientes: el
PPP, o posicionamiento puntual preciso, y el posicionamiento relativo o diferencial. Existen
varios paquetes informáticos, desarrollados por instituciones de investigación, que imple-
mentan estas estrategias de cálculo preciso, como son BERNESE, desarrollado por la Uni-
versidad de Berna en Suiza (Dach y otros, 2007), GAMIT-GLOBK, desarrollado por el Mas-
sachussetts Institute of Tecnology en Boston (Dong y Bock, 1989; Herring y otros, 2009) y el
GIPSY-OASIS, desarrollado por el Jet Propulsion Laboratory (JPL), en Pasadena (California),
dependiente de la NASA (Blewitt, 1989).
Ambos tipos de procesado (PPP y diferencial/relativo) suelen utilizar información ex-
terna basada en el cálculo del órbitas precisas, correcciones de relojes de los satélites, correc-
ciones de los centros de fase de antenas, modelos de carga oceánica, parámetros de movi-
miento del polo de rotación, modelos de marea terrestre y modelos de retraso troposférico
(mapping functions). Normalmente, como observable se suele utilizar la combinación de di-
ferencias de fases portadoras φsatrec,L3 o libre de efecto ionosférico.
GPS Precise Point Positioning
En el posicionamiento puntual preciso (PPP), la obtención de coordenadas precisas se
realiza usando φsatrec,L3 sin diferenciar o usando diferencias simples entre satélites y mode-
lando los retrasos del resto de efectos o errores usando información externa o modelos. Sin
embargo, existen 2 tipos de errores que deben de ser tratados como incógnitas del proble-
ma, junto con las coordenadas y las ambigüedades de fase: el error del reloj del receptor y el
retraso troposférico. La precisión del PPP converge cuanto más larga es la duración de una
sesión de observación, dando teóricamente una precisión similar al posicionamiento relativo
en sesiones de 24 h (Zumberge y otros, 1997). Sin embargo, existen nuevas investigaciones
que tienden a mejorar este aspecto, reduciendo la duración de las sesiones (Salazar y otros,
2009), ya sea por medio de la mejora de las técnicas de resolución de ambiguedades (Geng
y otros, 2009), la mejora por la modernización del sistema GPS, etc.
GPS relativo o diferencial
El GPS relativo o diferencial consiste en el uso de, al menos, dos receptores, que reciben
la señal de 4 o más satélites simultáneamente durante un cierto período de tiempo (p.e., 24
h, solución diaria). Uno de los dos receptores se considera fijo y de coordenadas conocidas,
mientras que las coordenadas del segundo se determinan de forma relativa con respecto a
las del primer receptor. Si la distancia que separa los dos receptores (línea de base) es sufi-
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cientemente corta, los errores y sistematismos debidos a relojes, así como parte del retraso
troposférico, se pueden cancelar usando las combinaciones de observables GPS (Leick, 2004;
Hofmann-Wellenhof y otros, 2001).
Tendencias actuales
Las tendencias actuales en el desarrollo del GPS van encaminadas a: (1) la mejora en el
modelado y calibración de la variación de centros de fase de antena; (2) mejoras en la cons-
telación y determinación de las órbitas de los satélites GPS (http://www.navcen.uscg.
gov/gps/modernization/default.htm); (3) la densificacion de redes globales y regio-
nales de estaciones GNSS/GPS; (4) mejoras en el análisis de grandes redes de estaciones a
través de post-proceso (Wdowinski y otros, 1997; Tiampo y otros, 2004; Dong y otros, 2006;
Tiampo y otros, 2009) o desarrollo de algoritmos más rápidos (Zumberge y otros, 1997; Ble-
witt, 2008) y re-análisis de redes (Steigenberger y otros, 2006); (5) el aumento en la frecuencia
de muestreo con aplicaciones en sismología (Larson y otros, 2003; Miyazaki y otros, 2004) o
alerta temprana de tsunamis (Blewitt y otros, 2006).
También hay que destacar el caso de las densificaciones de redes GNSS con fi-
nes geodésicos, con densificaciones a nivel continental, por ejemplo EUREF en Europa
(http://www.epncb.oma.be/) o AFREF en África, densificaciones nacionales, por ejem-
plo la red IGN-ERGNSS en España (http://www.ign.es/), e incluso a menor escala co-
mo la red GNSS de Castilla y León. Dentro de las densificaciones cabe destacar las que
tiene objetivos geodinámicos, por ejemplo la del archipielago japonés (GEONET, http:
//mekira.gsi.go.jp/ENGLISH/) o el Oeste de Norteamérica, que ha logrado reunir en
una sóla red, el denominado Plate Boundary Observatory (PBO) gestionado por la UNAV-
CO6, y ha integrado algunas de las primeras y pioneras redes GPS con fines geodinámicos,
como la Southern California Integrated GPS Network (SCIGN) compuesta por 250 estacio-
nes GPS7 y la PANGA8.
Finalmente, otra tendencia actual, es la oferta de herramientas de post-proceso y cálcu-
lo automático de coordenadas muy precisas a través de internet9.
6http://www.unavco.org
7http://www.scign.org/
8http://www.geodesy.cwu.edu/
9http://apps.gdgps.net/
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2.2. Interferometría Radar
El radar de apertura sintética fue usado por primera vez con fines geodésicos a prin-
cipios de la década de los años 70 del siglo XX (Shapiro y otros, 1972; Zisk, 1972). Estos
estudios lograron determinar un modelo digital de elevaciones del terreno de La Luna. Para
ello se usó un radar terrestre (Ground-Based Radar o GBR). Pero no fue hasta mucho más
tarde que se logró desarrollar una primera aplicación geodésica para la determinación de
desplazamientos del terreno. Gabriel y otros (1989) lograron detectar los cambios de alti-
tud en Imperial Valley (Sur de California), producidos por la expansión relacionada con la
absorción de agua de un terreno arcilloso.
En 1991 se lanzó el satélite European Remote Sensing (ERS-1), un satélite de observa-
ción de la Tierra lanzado por la Agencia Espacial Europea (ESA), que entre otros sensores
tuvo un sensor de radar de apertura sintética (SAR). Con las imágenes que proporcionaba
dicho satélite se pudieron obtener, por primera vez, mapas de deformación, desplazamien-
tos cosísmicos, ocurridos durante el terremoto de Landers, California en 1992 (Massonnet
y otros, 1993), o los desplazamientos posteruptivos del volcán Etna en 1993 (Massonnet y
otros, 1995).
La interferometría SAR posee un gran potencial para estudiar deformaciones del te-
rreno: por un lado puede cubrir áreas muy extensas del terreno (de hasta 400x400 km2) con
una altísima resolución espacial (desde pocos cm hasta 100m) y, por otro, alcanza una preci-
sión comparable a la obtenida con las técnicas geodésicas clásicas basadas en redes terrestres
(Massonnet y Feigl, 1998).
En esta sección se hará una breve introducción de la interferometría radar. Sin embar-
go, recomendamos una serie de citas bibliográficas si se desea más detalles sobre el proce-
sado de señales radar (Sullivan, 2000, 2004; Richards, 2005), los sistemas SAR (Curlander
y McDonough, 1991; Carrara y otros, 1995; Jakowatz y otros, 1996; Lanari y Franceschetti,
1999; Cumming y Wong, 2005) o la interferometría radar (Gens y Vangenderen, 1996; Bam-
ler y Hartl, 1998; Massonnet y Feigl, 1998; Madsen y Zebker, 1998; Bürgmann y otros, 2000;
Rosen y otros, 2000; Hanssen, 2001; Richards, 2006), así como un glosario muy completo de
términos en la siguiente dirección de internet, http://envisat.esa.int/handbooks/
asar/CNTR5-2.htm#eph.asar.gloss.radsar.
En la actualidad, la popularidad de las imágenes SAR y sus multiples aplicaciones,
entre ellas la medida de deformaciones del terreno, ha hecho proliferar las misiones de saté-
lites artificiales equipados con sensores SAR. En la Tabla 2.2 se listan los sensores pasados,
de uso pasado y actual, con utilidad científica.
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Misión Agencia Tiempo Ciclo de f λ θ Resolución
operativo repetición (GHz) (cm) (o) (m)
(días)
ERS-1 ESA 1991-2000 35 5.3 5.66 23 25
ERS-2 ESA 1995- 35 5.3 5.66 23 25
JERS-1 NASDA 1992-1998 44 1.275 23.5 39 20
(JAXA)
RADARSAT-1 CSA 1995- 24 5.3 5.66 10-58 20-100
Envisat ESA 2003-1 35 5.331 5.63 14-45 25-150
ALOS JAXA 2006- 43 1.275 23.5 8-60 10-100
TerraSAR-X DLR 2007- 11 9.65 3.1 15-60 3-18
RADARSAT-2 CSA 2007- 24 5.405 5.6 10-60 3-100
Cosmo-SkyMed-1 ASI 2007- 16 9.6 3.1 variable2 3-100
Cosmo-SkyMed-2 ASI 2007- 16 9.6 3.1 variable2 3-100
Cosmo-SkyMed-3 ASI 2008- 16 9.6 3.1 variable2 3-100
Cosmo-SkyMed-4 ASI 2010- 16 9.6 3.1 variable2 3-100
Tabla 2.2: Sistemas SAR en satélites artificiales. 1En octubre de 2010 su capacidad para interferome-
tría se degradará. 2Capacidad de visión lateral derecha e izquierda, máximo control del
ángulo de incidencia. En esta tabla no se incluye la información sobre otros sistemas de
carácter militar, por ejemplo SAR-Lupe (Alemania), SAOCOM (Argentina), etc. Por otra
parte, hay que destacar que España esta desarrollando un proyecto de satélite de observa-
ción de la Tierra con un sistema SAR, denominado PAZ.
2.2.1. Principios básicos del SAR
Los sistemas RADAR (acrónimo del nombre en inglés, RAdio Detection And Ran-
ging) son sistemas de teledetección activos, es decir, que emiten y reciben su propia fuente
de energía, no dependiendo de la radiación solar, por lo que puede trabajar en condicio-
nes nocturnas. Los radares transmiten radiación en el rango de las microondas del espectro
electromagnético (longitudes de onda de entre 0,1 y 100 cm). En este rango de energías la
atmósfera se comporta como un medio altamente transmisivo, lo que permite a los radares
trabajar bajo cualquier condición meteorológica. Las longitudes de onda más utilizadas por
los radares son las bandas X, C y L, con longitudes de onda respectivas λ ≈ 3, λ ≈ 6 y
λ ≈ 24 cm (ver Tabla 2.2). En esta sección, la mayor parte de la formulación usada sigue la
propuesta por Hanssen (2001), pero también se utilizan (o modifican) otras expresiones más
simples y didácticas disponibles en la literatura.
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Radar de Apertura Real (RAR)
El principio de funcionamiento de un radar, particularizado para un radar en un sa-
télite, es relativamente simple. Un pulso electromagnético (Fig. 2.2) emitido en un instante
por una antena radar en un satélite viaja por la atmósfera hasta encontrar un objeto con el
que interacciona. Esta interacción hará que parte de la energía del pulso se absorba y otra
parte se refleje. Así, una parte de la energía reflejada se dirigirá en la dirección de la antena
emisora, a la que llegará transcurrido un lapso de tiempo. La energía recibida en la antena
radar se registrará como un valor de fase y otro de intensidad, que se asignan a un número
complejo. La fase nos informa del tiempo transcurrido, que es proporcional a la distancia
recorrida, y la intensidad nos informa de la rugosidad, de la pendiente y de las propiedades
eléctricas del objeto, que a su vez dependen de la temperatura, humedad, etc.
Figura 2.2: Geometría de adquisición de un sistema RAR instalado en un satélite artificial.
En la Fig. 2.2, se muestra una antena radar de apertura real (RAR), de visión lateral
rectangular de dimensiones La y Wa, instalada en un satélite que viaja a una velocidad (v¯)
en la dirección de avance del satélite (acimut), y a una altitud sobre el terreno (h). Los pulsos
son enviados desde la antena hacia el terreno en una dirección (rango) que forma un cierto
ángulo de inclinación (θ) con respecto a la vertical. Esto hace que el área iluminada tenga
una anchura proporcional al patrón de la antena RAR en la dirección de rango wr = λ/Wa,
que proyectada sobre el terreno (swath) es:
Wr =
λR
Wa cos θ
, (2.14)
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donde Wr es la anchura del área iluminada en rango, λ es la longitud de onda y R es la
distancia a un punto sobre el terreno. Así, la resolución10 espacial para la dirección de rango
depende de la diferencia en tiempo entre pulsos, siendo la diferencia de tiempos mínima
igual a la duración del pulso (τ ). Entonces la resolución en rango δr = cτ/2 proyectada
sobre el terreno es:
δr =
cτ
2 sin θ
. (2.15)
En realidad, separar pulsos a esta frecuencia no es posible dada la poca cantidad de energía
que se devuelve al sensor en relación al ruido del sistema (Curlander y McDonough, 1991).
En su lugar, se usa una frecuenciamodulada o pulso chirp, con un ancho de banda deBw, con
lo que se logran resolver diferencias de tiempo de 1/Bw, lo que se traduce en una resolución
en rango proyectada sobre el terreno de
δr =
c
2Bw sin θ
. (2.16)
Para los satélites SAR de la ESA (ERS-1/2 y Envisat), que poseen un ancho de banda Bw ≈
15,5MHz, se consigue una resolución δr ≈ 25m (Lanari y Franceschetti, 1999).
En la dirección (acimut) de avance, dado que los objetos que están situados a la misma
distancia en rango son devueltos al mismo instante a la antena, la distancia mínima a la que
dos puntos se pueden discriminar es proporcional a la longitud del pulso del patrón de la
antena RAR (wa = λ/La) y, en consecuencia, a la longitud del área iluminada.
δa =
λ
La
h
cos θ
=
λ
La
R. (2.17)
Esto equivale a unos 5 km para un sensor del tipo de los satélites SAR de la ESA. Si se quiere
obtener una δa ≈ δr, La debería ser del orden de unos 500 m. Para superar esta limitación se
desarrolló el concepto de radar de apertura sintética (SAR).
Radar de Apertura Sintética (SAR)
Al finalizar la Segunda Guerra Mundial, el uso y perfeccionamiento de los sistemas
radar permitieron desarrollar los denominados procesados coherentes, en los que la infor-
mación de fase y amplitud se preservaban desde la emisión hasta la recepción (Hanssen,
2001). Wiley, en 1965, descubrió que usando el efecto Doppler se podía conseguir sintetizar
una antena real de grandes dimensiones.
Así, el concepto de radar de apertura sintética se basa en que un punto en el terreno, por
ejemplo Po, puede recibir un cierto número de pulsos durante el paso orbital de la antena
10Entendida como la distancia mínima a la que dos objetos diferentes se pueden distinguir.
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Figura 2.3: a) Concepto de un radar de apertura sintética. b) Principio del SAR en la dirección (aci-
mut) de avance del satélite. c) Relación de la amplitud normalizada del patrón de la an-
tena SAR (sinc2(Lsλ )), donde la función sinc o seno cardinal es una función analítica si-
nusoidal con amplitud que se amortigua con la distancia. Es la transformada de Fourier
de una señal rectangular. La variación de la frecuencia doppler (relación negativa) de la
señal con respecto al tiempo en acimut.
SAR. De esta forma, según se muestra en la Fig. 2.3a, el punto Po recibe pulsos en la trayec-
toria orbital del satélite desde el punto P1 hasta P2. Ahora, dado que la frecuencia emitida
varía dependiendo de la posición relativa entre emisor y receptor debida al movimiento
(efecto Doppler, Fig. 2.3c), entonces la diferencia Doppler se utiliza para separar los pulsos
reflejados por Po durante el trayecto P1−P2, y obtener una imagen con una resolución espa-
cial equivalente a la de una antena real (RAR) de dimensión en acimut Ls (Fig. 2.3a,b). Así,
la resolución en acimut de un sensor SAR es tal que,
δa =
λ
Ls
R (2.18)
si Ls = 2λR/La, que es equivalente a la resolución en el terreno del sensor en modo RAR.
Entonces la ec. (2.18) se puede escribir simplemente como:
δa =
La
2
(2.19)
Como podemos comprobar, la δa de un sistema SAR sólo dependerá de la longitud de la
antena SAR en la dirección de acimut (La).
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2.2.2. Interferometría radar (InSAR) y radar diferencial (DInSAR)
Los fundamentos de la interferometría radar (InSAR) se basan en la comparación, pí-
xel a píxel, de los valores de dos imágenes complejas SAR diferentes. De forma general, la
fase es el punto de oscilación de la onda armónica electromagnética debida a la radiación
de la antena SAR y está íntimamente ligada al tiempo doble de viaje, en este caso el recorri-
do antena-terreno-antena. Normalmente, es conveniente, por simplicidad, representar una
onda como una función compleja (z = Re + iIm). Este número complejo, en coordenadas
polares, corresponde con el argumento (valor de fase, φ = tan−1 ReIm ) y un modulo (ampli-
tud). Un interferograma no es más que la diferencia de fases entre las dos imágenes, que se
calcula como la multiplicación de la imagen compleja de referencia (master), por la conjun-
gada compleja de la esclava (slave). Así, la fase de la imagen de referencia master (φ1) y de
la slave (φ2) es tal que,
φ1 = 2·2piλ R1 + φscat, φ2 =
2·2pi
λ R2 + φscat, (2.20)
donde, el factor multiplicativo 2 es debido al tiempo doble de viaje y φscat es la contribución
de fase debida a la interacción de la onda con el terreno. Debido a que esta contribución es
diferente de un píxel a otro, la fase de una imagen SAR es aleatoria (Fig. 2.4b). Por otra parte,
debido a la naturaleza cíclica de la señal SAR, la distancia R11 no se conoce con exactitud.
Sin embargo, al generar un interferograma por medio de la diferenciación de fases
entre ambas imágenes, la resultante, denominada fase interferométrica (ψ), no dependerá de
las características de reflexión del terreno (φscat), que suponemos constantes en el tiempo. De
este modo, la fase interferométrica sólo dependerá de la diferencia de distancias recorridas
en las dos imágenes R1 y R2 (Fig. 2.5),
ψ = φ2 − φ1 = 4pi
λ
(R2 −R1) = 4pi
λ
δR1,2, (2.21)
La fase interferométrica, que representamos en la ec. (2.21), es una versión simplificada que
sólo depende del cambio de distancias recorridas (δR1,2). Sin embargo, la diferencia de fases
es una suma, más compleja, de varias contribuciones. Estas contribuciones son debidas a las
diferencias geométricas de las dos adquisiciones, a la topografía, a la deformación del te-
rreno y a las condiciones de la atmósfera en el momento de adquisición de las dos imágenes
(Hanssen, 2001):
11Que se calcularía simplemente como la fase más un número entero de ciclos de onda por la longitud de
onda: R = (φ+ k) · λ.
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Figura 2.4: a) Imagen de amplitud. La intensidad del brillo indica la cantidad de energía reflejada,
esta dependerá de la rugosidad, pendiente y propiedades eléctricas de la superficie. b)
Ilustración de la formación de un interferograma radar, Ifg (producto de las imágenes
Master y Slave).
1. Contribución de fase debida a la geometría (Tierra plana, ψtp).
Si dos imágenes son adquiridas desde diferentes puntos, existe una diferencia de fase
que es dependiente de la separación entre los satélites, tal que la fase interferométrica
entre dos píxeles a y b del interferograma es,
ψtp =
4pi
λ
B⊥
R tan θ − ζ , (2.22)
donde B⊥ es la componente en la dirección perpendicular a la de acimut de la sepa-
ración espacial entre satélites o línea de base perpendicular, R es la distancia entre
antena y el terreno, y ζ es la pendiente local del terreno.
2. Contribución de fase debida a la topografía, ψtopo.
Si la topografía no es llana, a la componente de Tierra plana se le añade una fase que
es proporcional a la diferencia de altitud entre los puntos a y b del interferograma, así
ψtopo =
4pi
λ
B⊥
R sin θ
δh, (2.23)
donde, δh es la diferencia de altitud entre los puntos a y b. Hay que señalar que si
B⊥ = 0 la componente topográfica tiende a cero (recuadro en la Fig. 2.5).
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Figura 2.5: Contribuciones principales a la fase de un interferograma, donde t1 y t2 corresponden con
las geometrías durante la adquisición de la imagen master y slave respectivamente. B⊥
corresponde con la línea de base perpendicular. En el caso de que B⊥ = 0 las contribu-
ciones debidas a la tierra plana (ψtp) y topografía (ψtopo) se eliminan, quedando sólo las
contribuciones por deformación del terreno (ψdef ) y atmosférica (ψatm). Por simplicidad
en este gráfico la fase de deformación es igual a cero.
3. Contribución de fase debida a la deformación, ψdef .
Si el terreno se deforma entre los dos instantes en los que se adquieron las imágenes,
la fase debida a la deformación del terreno:
ψdef =
4pi
λ
δulos, (2.24)
donde δulos es la deformación tridimensional proyectada en la dirección del rango
(línea de vista o los).
4. Contribución de fase debida al retraso atmosférico, ψatm.
Finalmente, si las condiciones de la refracción de la atmósfera no son idénticas, esto
induce un retraso diferencial entre los puntos a y b:
ψatm =
4pi
λ cos θ
∫ h
o
(N2 −N1)dh, (2.25)
dondeN es la estructura de refracción en la imagenmaster (1) y slave (2). En el capítulo
3 se discutirá con mayor detalle la contribución de la fase atmosférica en interferome-
tría.
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Finalmente, debemos introducir un parámetro conveniente para evaluar las propieda-
des estadísticas de los interferogramas, el coeficiente de correlación interferométrica. El coefi-
ciente de correlación interferométrica nos cuantifica el grado de la similitud entre las fases
de las imágenes SAR (master M , slave S), donde la variable fase se considera circular es-
tacionaria gaussiana y con media cero, así el coeficiente de correlación interferométrica se
describe como
ρ =
E {MS∗}√
E
{
|M ·M∗|2
}
E
{
|S · S∗|2
} (2.26)
donde, E indica la esperanza matemática, y el símbolo ∗ indica el conjugado complejo. Es-
te coeficiente de correlación no se puede calcular píxel a píxel, por eso, se suele aproximar
espacialmente con el estimador coherencia (|ρˆ|), basado en el estimador de máxima verosi-
militud de la fase interferométrica (
∑N ·M
i=0 MiS
∗
i )
ρˆ =
∣∣∣∣∣∣
1
NM
∑N ·M
i=0 MiS
∗
i√
1
NM
∑N ·M
i=0 MiM
∗
i
1
NM
∑N ·M
i=0 SiS
∗
i
∣∣∣∣∣∣ . (2.27)
donde N ·M píxeles es el entorno del estimador coherencia, que puede toma valores entre
[0, 1], donde 1 representa correlación máxima y 0 mínima. Este estimador está sesgado12
para entorno de estimación pequeños.
2.2.2.1. Interferometría radar diferencial (DInSAR)
Para el estudio de las deformaciones del terreno usando la interferometría radar, la
contribución de fase interferométrica debida a la topografía (ψtopo), así como la de la geome-
tría de adquisición (ψtp)13, tienen que ser corregidas, modelando y substrayendo sus efectos.
El proceso de modelado y cancelación de estas contribuciones se denomina interferometría
radar diferencial (DInSAR), y ϕ es la fase interferométrica diferencial,
ϕ =ψtp +
ψtopo + ψdef + ψatm +
ψscat +  (2.28)
donde ψscat es la fase introducida por el cambio en el terreno (que no podemos modelar)
y  engloba los errores debidos al sistema y/o procesado. Para calcular un interferograma
radar diferencial existen diferentes métodos: a) basadas en la combinación de intereferogra-
mas usando varias imágenes o b) con la ayuda de un modelo digital de elevaciones (DEM)
externo obtenido por otros medios (Massonnet y Feigl, 1998; Carrasco, 1998; Hanssen, 2001).
12Por ejemplo, |ρˆ| esta sesgado cuando N yM = 1.
13Si las imágenes fueron adquiridas desde posiciones separadas.
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Si suponemos que existen fases residuales debidas a las imperfecciones en la correc-
ción de la geometría del interferograma (e.g., inexactitud de las órbitas, ϕtp) y a los errores
del DEM (ϕtopo). La fase interferométrica diferencial (ϕ) se puede expresar como:
ϕ = ϕtp + ϕtopo + ϕdef +  (2.29)
Finalmente, si se simplifica la expresión englobando los residuos y errores (atmosféricos) en
, la fase diferencial sería únicamente proporcional a los desplazamientos en los (ϕdef ).
ϕ = 4pi/λδulos +  (2.30)
En resumen, el procesado interferométrico se podría describir con los siguientes pasos
principales, Fig. 2.6 (Massonnet y Feigl, 1998):
1. Preproceso (recuadro gris superior en la Fig. 2.6)
Enfoque de la imagen (asignar los ecos de los pulsos a cada píxel).
2. Interferograma, es decir, los pasos necesarios para el cálculo de la topografía, (recuadro
gris central en la Fig. 2.6)
Alineado de las imágenes, para hacer coincidir espacialmente una sobre la otra,
con una precisión mejor que 1/10 del tamaño de píxel (Hanssen, 2001).
Filtrado espectral, para maximizar la coherencia se eliminan las partes no comu-
nes del ancho de banda de los espectros de las imágenes.
Interpolación de la imagen slave sobre la geometría de la imagen master.
Cálculo del interferograma complejo (multiplicación compleja de las imágenes).
Corrección por Tierra plana. Como resultado, principalmente, se obtiene la fase
topográfica.
3. Interferograma diferencial (recuadro gris inferior en la Fig. 2.6).
Corrección por Topografía. Como resultado se obtiene la fase diferencial.
Filtrado espacial de la fase diferencial (filtros de Goldstein,...).
Desenrrollado, eliminando la ambigüedad de fase [−pi, pi] o [0, 2pi] y detectando
los cambios de fase e integrandolos.
Georreferenciación, que consiste en el cálculo de coordenadas geodésicas para
cada píxel del interferograma.
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Figura 2.6: Diagrama de flujo esquemático ilustrativo del procesado interferométrico diferencial de
imágenes SAR.
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2.2.3. Procesado multitemporal DInSAR
La interferometría radar diferencial está limitada por la pérdida de coherencia interfe-
rométrica debido, principalmente, a los cambios temporales en las propiedades del terreno
(ψscat) o decorrelación temporal, y a la existencia de líneas de base perpediculares excesiva-
mente grandes (ver Cap. 3).
A finales de los años 90, diferentes investigadores identificaron que ciertos elementos
(píxeles) en los interferogramas diferenciales se mantenían coherentes, incluso con líneas de
base espaciales y temporales grandes (Usai, 1997; Usai y Hanssen, 1997; Hanssen y Usai,
1997). La identificación del hecho ha servido para mitigar los efectos adversos de la pérdida
de coherencia y ha hecho desarrollar las denominadas técnicas de interferometría diferencial
avanzadas, multibaselines, multitemporales o procesados en series temporales, que combinan la
información de fase de un conjunto de interferogramas diferenciales formados con un cierto
número de imágenes SAR.
Para reconstruir la evolución de la deformación del terreno se han desarrollado dife-
rentes técnicas que estudian la información de deformación (diferencias de fases) de estos
píxeles que existen en los interferogramas diferenciales. Todas las técnicas propuestas, se
diferencian principalmente en como se seleccionan los elementos puntuales o blancos cohe-
rentes de los interferogramas. Así, podemos clasificar estos métodos principalmente en dos
grupos:
Métodos de selección de blancos por amplitud
Estas técnicas usan la resolución máxima de los interferogramas14 y se denominan
Permanent o Persistent Scatterer Interferometry - PSI15, (Ferretti y otros, 2000; Hooper y otros,
2004). Los interferogramas en esta métodología se forman usando una única imagen master
(de referencia). Puesto que no se ha calculado la coherencia interferométrica, el criterio para
la selección de candidatos a píxeles coherentes o PS se basa en un parámetro de estabilidad
de fase, como es el índice de dispersión de la amplitud de los interferogramas (Da), que está
relacionado con la desviación estandar de la fase interferométrica (σψ) en cada píxel, y es
dada por la siguiente expresión (Ferretti y otros, 2000):
σψ ≈ σa
a¯
= Da, (2.31)
14Lo que implica que no se calculan los mapas de coherencia interferométrica, puesto que al ser estimaciones
estadísticas requieren la reducción de la resolución espacial para obtener estimaciones incorreladas.
15El término persistent scatterer se acuño para evitar potenciales problemas legales, con la marca registrada
del Politécnico de Milán “Permanent Scatterer” o PS interferometry.
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donde σa es la desviación estándar y a¯ la media temporal de las imágenes de amplitud. Este
índice se calcula, para cada píxel, seleccionando aquellos píxeles que muestran un valor de
σψ < 0,25 − 0,4 (Ferretti y otros, 2000). Los píxeles que muestran gran estabilidad de fase
temporal (pequeño valor de Da), se correlan con aquellos puntos del terreno que poseen
un comportamiento de reflexión de tipo puntual o reflectores puntuales. Hay que decir que
sólamente en áreas urbanas existe una gran densidad espacial de este tipo de reflectores.
La gran ventaja de este tipo de reflectores es que la reflexión de las señales SAR en estos
puntos es muy grande16 y estable en el tiempo. La reflexión en estos puntos es prácticamente
independiente de las condiciones de líneas de base espacial17, con lo que se pueden formar
todos los interferogramas usando la imagen de referencia (Fig. 2.7a).
Una vez que se han identificado los candidatos a PS, la información de fase se analiza
en la coordenada temporal, y se diferencia con respecto a un punto en la imagen master que
se considera sin movimiento. En este análisis se debe asumir un modelo de deformación (li-
neal, sinusoidal, etc.) con el que se intenta simular la evolución del movimiento del terreno,
píxel a píxel, para ello se formula un modelo que maximice una función (no lineal) conocida
como coherencia temporal, (Kampes, 2005),
ρˆt =
1
K
K∑
k=1
ejξ
k
, (2.32)
donde, K es el número de interferogramas y ξk es la diferencia entre la fase observada en
el k-ésimo interferograma (ψk) y la fase modelada. Para el caso de un modelo lineal, ξk se
expresa por:
ξk = ψk −
(
−4pi
λ
δtk · vlin
)
, (2.33)
siendo δtk la separación temporal entre la imagen master y la slave del interferograma. Este
problema se resuelve explorando el espacio modelo para el valor de velocidad lineal (vlin),
tal que maximice el valor de ρˆt. Este proceso se repite para cada PS, descartando aquellos
que tengan un residual (ξk) estadísticamente alto.
16Es decir, gran parte de la cantidad de energía recibida se refleja por estos puntos, siendo mucho mayor que
la de su entorno.
17Un factor limitante en la formación de interferogramas con buena calidad, como veremos en el próximo
capítulo, decorrelación geométrica y concepto de línea de base perpendicular crítica.
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Métodos de selección de blancos por coherencia espacial
Estos métodos, que utilizan todas las posibles combinaciones interferométricas para
un conjunto de imágenes SAR, se denominan Small Baseline Subsets - SBAS (Berardino y
otros, 2002; Mora y otros, 2003; Usai, 2003; Lanari y otros, 2004). En este tipo de métodos,
el criterio de selección se basa en la coherencia espacial (ρ), que nos sirve para evaluar la
estabilidad de la fase interferométrica. Los puntos que se muestran más coherentes no sue-
len ser reflectores puntuales, como en el caso de los métodos PSI, sino reflectores o blancos
distribuidos, es decir, zonas relativamente grandes que se mantienen inalteradas. Este tipo
de reflectores son más sensibles a la longitud de la componente perpendicular de la línea
de base (línea de base perpendicular), por lo que la combinación de interferogramas se hace
respetando unos criterios límite de líneas de base espaciales y temporales. De esta forma, se
minimiza la pérdida de coherencia espacial y los posibles efectos topografícos, así como la
decorrelación temporal, lo cual puede dar como consecuencia la aparición de subconjuntos
de interferogramas (subsets) sin imágenes comunes entre ellos (Fig. 2.7b). Se seleccionarán
aquellos píxeles que muestren una coherencia espacial promedio alta (por ejemplo, ρ¯ ≥ 0,3),
donde ρ¯ viene definido por la expresión:
ρ¯ =
1
K
K∑
k=1
ρk. (2.34)
El criterio anterior se puede combinar con la coherencia temporal ρt para refinar la selección
de los PS (Tizzani y otros, 2007). Estás técnicas, al seleccionar los PS basándose en la estabi-
lidad de la coherencia, son más apropiados para el estudio de regiones no urbanas, donde
el tipo de mecanismo de reflexión mayoritario es el tipo difuso o distribuido (vegetación,
zonas rocosas,etc).
Recientemente, se están desarrollando métodos híbridos, con los que se intenta extraer
la información de deformación de los diferentes tipos de elementos de reflexión, ya sean
puntuales - PSI o distribuidos - SBAS (Hooper, 2008).
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Figura 2.7: Métodos multitemporales DInSAR. a) Permanent scaterers (PSInSAR), en rojo la imagen
master. b) Small Subset Baseline (SBAS) con dos subsets. Esos subsets son el resultados
de imponer límites en la separación espacial (Bperp) y temporal (Btemp).
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2.2.4. Interferometría de apertura múltiple o acimutal
La falta de medidas de deformación en la dirección de acimut es la gran limitación
para la obtención de una estimación completa del campo tridimensional de deformación,
utilizando exclusivamente datos SAR. A finales de los años 90, se propuso el uso de técni-
cas que explotasen la correlación de imágenes de amplitud SAR. Estas técnicas utilizan los
patrones del ruido speckle18 (también conocida como pixel tracking) para obtener desplaza-
mientos en la dirección de acimut u offsets en acimut (Michel y otros, 1999; Fialko y otros,
2001b; González y otros, 2009).
La interferometría radar convencional, que hemos descrito en la anterior sección, sólo
permite la obtención de diferencias de fase a lo largo de la dirección los. Recientemente, Be-
chor y Zebker (2006) han propuesto la obtención de medidas de deformación en la dirección
de acimut utilizando un procesado de separación de haces (beam-splitting) o de subaper-
turas (en inglés, Multiple Aperture Interferometry, MAI). Este proceso se realiza durante el
focalizado de la imagen SAR bruta. Normalmente, para el focalizado de las imágenes SAR se
utiliza todo el ancho de banda Doppler, Bdop19, que habíamos introducido en la exposición
sobre la resolución en acimut de las imágenes SAR. Sin embargo, esta técnica utiliza aproxi-
madamente la mitad del ancho de banda Doppler, es decir, una fracción de la apertura total
o una subapertura del sistema SAR. A partir de una imágen de alta resolución en acimut se
obtienen dos imágenes radar con mayor ruido de fase y peor resolución espacial en acimut:
una con un ángulo squint ligeramente hacia delante y otra ligeramente hacia detrás.
Así, dado un par interferométrico convencional, se pueden realizar dos interferogra-
mas, uno delantero y otro trasero, es decir, utilizando la parte de la señal recibida por encima
o por debajo de la frecuencia del Doppler centroid20 (Fig. 2.8). Estos dos interferogramas po-
seen dos direcciones los ligeramente diferentes en la dirección de acimut. Por tanto cualquier
patrón de fase diferencial será proporcional al desplazamiento producido en la dirección de
acimut.
18Speckle, ruido (multiplicativo) con morfología granular debido a la interacción de la reflexión difusa de
varios objetos de un píxel.
19Relacionado con el ángulo de apertura del patrón de antena.
20La frecuencia del Doppler centroid es la frecuencia centrada en el patrón de antena real. Hay que decir que
el patrón de antena no coincide en un pequeño ángulo (ángulo squint, β) con la dirección correspondiente al
Doppler cero (dirección perpendicular), debido a que depende de la dirección del vector velocidad del satélite
y a la rotación de la Tierra. Estas diferencias, del ángulo squint en acimut, y la visión lateral en rango, se traduce
en esta diferencia de frecuencias.
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Figura 2.8: Espectro Doppler promedio en acimut de 1024 líneas de dos imágenes SAR, master (datos
de color naranja) y slave (datos de color gris). Las líneas verticales marcan los Doppler
centroid de la master (fDm) y la slave (fDs), así como la frecuencia correspondiente al
Doppler cero (fDo).
Principios básicos del MAI
Según Bechor y Zebker (2006), la fase correspondiente al interferograma delantero co-
rresponde a un los ligeramente desplazado hacia delante (δβ) con respecto al ángulo de
squint nominal, βo, es decir aquel que coincide con la dirección coincidente con el Doppler
centroid (fcdop), se expresa
ψf = −4piuaz
λ
sin (βo + δβ) , (2.35)
donde uaz es la proyección de la deformación del terreno en la dirección de acimut y δβ =
α/4, representa el ángulo que se desvía hacia adelante con respecto a βo, siendo α el ángulo
de la apertura real del patrón de antena. De forma análoga ocurre con el interferograma
trasero:
ψb = −4piuaz
λ
sin
(
βo − α4
)
. (2.36)
La diferencia de los dos interferogramas (diferencias dobles), delantero y trasero, pro-
duce una diferencia de fase proporcional al desplazamiento en acimut. Así, la fase interfe-
rométrica MAI (ϕmai) es tal que:
ϕmai = ψf − ψb = −4piuaz
λ
2 sen
α
4
cosβo, (2.37)
donde ψf y ψb son las fases interferométricas correspondientes a los interferogramas delan-
tero (forward) y trasero (backward), respectivamente. Si suponemos que α y βo son muy
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pequeños, podemos simplificar la ecuación (2.37). Esta simplificación es válida puesto que
para un sensor tipo ERS α = 0,3o. Y puesto que α ≈ λLa obtenemos:
ϕmai =
2piuaz
λ
α =
2pi
La
uaz. (2.38)
Como aspecto destacado podemos observar que la fase interferométrica MAI no de-
pende de la longitud de onda de la antena SAR, sino de sus dimensiones físicas, exactamen-
te de su longitud en la dirección de acimut La. De este modo, un cambio de fase completo,
equivale a las dimensiones métricas características de los sensores SAR, lo que hace que el
desenrollado de fase de la ϕmai no sea necesario.
Existen dos tipos de implementación del concepto de interferometría MAI o acimutal:
La originalmente propuesta por Bechor y Zebker (2006), y ligeramente mejorada por
Jung y otros (2009), que consiste en la focalización en la frecuencia en acimut corres-
pondiente a βo±δβ por separado, generando 2 imágenes radar focalizadas, a partir de
los datos raw21 SAR.
El segundo tipo de implementación, que propone focalizar la imagen con una frecuen-
cia en acimut correspondiente a fdop cero, y posteriormente aplicar un filtrado espec-
tral en la dirección de acimut, eliminando la parte del espectro positivo o negativo,
resultando en una imagen SLC delantera y trasera, respectivamente (Barbot y otros,
2008).
También es de destacar que no existe una estimación rigurosa de los errores asociados
a este tipo de medidas. Bechor y Zebker (2006) y Jung y otros (2009) han propuesto el uso
de la fórmula aproximada de Rodriguez y Martin (1992).
21Los datos raw, son las señales sin procesar registradas con la antena SAR. Estas señales son procesadas en
un paso denominado enfocado para obtener las imágenes SAR (denominadas imágenes Single Look Complex
o SLC).
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2.3. Corregistro de imágenes ópticas en teledetección
La disponibilidad creciente de imágenes ópticas de alta calidad y resolución ha abier-
to la posibilidad del desarrollo de técnicas que permiten determinar desplazamientos del
terreno debidos a fenómenos dinámicos (Leprince y otros, 2008a). Cabe aclarar que dentro
del término imágenes ópticas incluiremos cualquier imágen que sea adquirida por senso-
res de teledetección por satélite e imágenes áereas, en cualquier rango de frecuencias del
espectro electromagnético, tales como el rango visible, infrarrojo..., puesto que las técnicas
de determinación de desplazamientos se basan principalmente en la búsqueda y medida
de correspondencias entre imágenes digitales, siendo estás independientes de la naturaleza
de las imágenes comparadas. Las imágenes se pueden comparar siempre y cuando no es-
ten afectadas por cambios fuertes del terreno (cambio de uso, erosión, etc.), o si en alguna
de las imágenes hay nubes, y/o si el contenido de la información radiométrica es compa-
rable. Denominaremos corregistro o corregistrado de imágenes ópticas a cualquier técnica
que determina el desplazamiento relativo entre diferentes partes de una escena, por medio
de un operador de similitud con lo que obtendremos mapas de desplazamientos horizonta-
les. Previamente, estas técnicas se han desarrollado teniendo en mente su aplicación para la
búsqueda de puntos homólogos en fotogrametría, generación de ortoimágenes, alineado de
bandas de un mismo sensor, etc (Lerma García, 2002).
Ya a finales de los años 80 del siglo XX, se comenzaron a utilizar imágenes ópticas
de satélite para determinar desplazamientos en glaciares antárticos utilizando imágenes del
satélite norteamericano Landsat y técnicas manuales de seguimiento de elementos reconoci-
bles entre imágenes (Lucchitta y Ferguson, 1986). Pero no es hasta principios de los años 90
cuando se desarrollaron los primeros sistemas de cálculo automático. En concreto, una téc-
nica denominada imageodesy se basa en varios niveles de interpolación y cálculo del índice
de correlación lineal. Esta técnica se aplicó al estudio de los desplazamientos del terremoto
de Loma Prieta y a la dinámica de campos de dunas en EE.UU. usando imágenes del sa-
télite francés SPOT (Crippen, 1990, 1992; Crippen y Blom, 1994). Otra técnica (imcorr), más
avanzada, presenta el uso del cálculo de correlaciones cruzadas para el estudio de la diná-
mica de glaciares (Bindschadler y Scambos, 1991; Scambos y otros, 1992). En los años 90
(1996-1999) se adaptan estás técnicas a imágenes SAR para el estudio de glaciares (Joughin
y otros, 1999). Aunque no fue hasta 1999-2001 cuando la correlación de imágenes SAR se
aplicó en problemas de sismotectónica (Peltzer y otros, 1999; Michel y otros, 1999).
A principios del siglo XXI se aplican por primera vez los métodos basados en la co-
rrelación de fase a imágenes SPOT para estudiar deformaciones cosísmicas producidas por
un terremoto, el de Landers (Vanpuymbroeck y otros, 2000) y el de Izmit (Michel y Avouac,
2002; Feigl y otros, 2002). Posteriormente se adapta está técnica para imágenes de alta reso-
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lución de satélite (Quickbird) y aéreas (Delacourt y otros, 2004). Recientemente, esta técnica
se ha implementado en un paquete informático (Leprince y otros, 2007).
2.3.1. Sistemas de adquisición de imágenes por satélite y aéreas
Sensores en satélites artificiales
Aunque históricamente existían algunos satélites artificiales equipados con cámaras
fotográficas, incluso de gran calidad, p.e. KATE-200, KVR-1000 y KFA-3000 de los satélites
rusos Cosmos22 (Pinilla, 1995), el sistema de adquisición o sensores basados en sensores de
estado sólido como los CCD (Charged Coupled Devices, o dispositivos de carga acoplada)
son los más difundidos en la actualidad (más detalles en el Cap. 13 de Lerma García (2002)).
Estos pueden adquirir la energía radiada o reflejada por un punto o una línea (Fig. 2.9a y
2.9b). En el caso puntual (Fig. 2.9a), el sensor forma la imagen con un movimiento o giro
de los espejos de un escaner (Wolf y Dewitt, 2000). Los sensores lineales o “pushbroom”,
escanean el terreno en la dirección de avance del satélite, usando multiples sensores CCD
alineados en su dirección perpendicular (Fig. 2.9b). En la Tabla 2.3 se pueden consultar las
principales características de satélites artíficiales equipados con sensores ópticos útiles, o
potencialmente útiles para la determinación de desplazamientos del terreno.
Figura 2.9: a) scanner de barrido, p.e. el sensorMSS de lamisión Landsat, b) sensor lineal CCD (push-
broom), p.e. el sensor HRV del SPOT y c) cámara fotogramétrica basada en una lente
óptica.
22http://www.npagroup.com/imagery/satimagery/russian.htm
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Misión Agencia Tiempo Ciclo rep. Swath Res. pancr. Res. multiesp.
operativo (días) (km) (m) (m)
Landsat(1,2,3,4,6) EE.UU. 1972-1993 16-18 185x170 30 30-57
Landsat(5,7) EE.UU. 1984- 16-18 185x170 15 30-57
SPOT(1,2,3) Francia 1985-2009 16 60 10 20
SPOT(4,5)∗ Francia 1998- 16 60 2.5-5 5-10
IRS-1C,1D India 1995- 24-25 70 5.8 23-188
Terra/ASTER EE.UU.
Japón
1999- 16 60 - 15, 30, 90
IKONOS-2 1999- 2.9 11.3 0.82 3.2
Quickbird-2 2001- 2.9 16.5 0.61-0.72 2.44-2.88
IRS-P5 India 2005- 126 (5) 30-70 - 5.8
IRS-P6 India 2003- 24 30-70 2.5 -
FORMOSAT-2 Taiwan 2004- 1 24 2 8
CARTOSAT-2 India 2007- 310 (5) 9.6 0.8 -
Worldview-1 2007- 5 17.6 0.5 2
Geoeye-1 2008- 2.8 15.2 0.5 2
Tabla 2.3: Sistemas ópticos en satélites polares. ∗La misión SPOT será complementada con el concep-
to Orfeo compuesto por el sistema Pleiades y el Cosmosky-Med, Italia-Francia (http:
//smsc.cnes.fr/PLEIADES/A_prog_accomp.htm). El ciclo de repetición (Ciclo de
rep.) es la separación temporal en la que un satélite pasa sobre el mismo punto de la su-
perificie terrestre. Swath es la anchura que cubre la imagen. Res. pancr. es la resolución
espacial del canal pancromático. Res. multiesp. es la resolución espacial del canales multi-
espectrales.
Sensores en aeroplanos (aerofotografía)
Principalmente, los sensores en aerofotografía han sido cámaras métricas convenciona-
les con sistemas ópticos (lentes) de alta calidad y con certificados de calibración (Fig. 2.9c).
Durante todo el siglo XX estás cámaras se han usado en programas cartográficos para la ge-
neración de mapas topográficos, generadas a partir de fotogramas de un tamaño de 23 x 23
cms, que posteriormente se escanean con escáneres de calidad fotogramétrica. Estas imáge-
nes escaneadas son de gran utilidad para el estudio de fenómenos con un dinámica lenta o
de eventos pasados. Existen programas de vuelos que recubren territorios nacionales desde
medidados del siglo XX. Por ejemplo, en EE.UU. el servicio geológico (USGS) recubre el te-
rritorio desde los años 50 y en Francia el IGN-F desde los años 40 (Leprince y otros, 2008a).
En España no existió un programa sistemático de adquisión de imágenes hasta medidados
de los años 8023, aunque podemos destacar que el primer recubrimiento de la geografía es-
23http://www.ign.es/siose/Documentacion/Eventos2/Jornadas_Tecnicas/Imagenes%
20del%20PNOA%20y%20del%20PNT%20para%20Ocupacion%20del%20Suelo.pdf
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pañola fue llevado acabo en los años 40 (Península) y 50 (Península, Baleares y Canarias),
con los denominados “vuelos americanos” (Lerma García, 2002).
En la actualidad, las cámaras digitales basadas en sensores matriciales están reempla-
zando a las cámaras métricas analógicas para la obtención de imágenes aéreas ópticas en
bandas visibles (RGB), pancromáticas y/o infrarrojas. Estás cámaras suelen poseer mayor
resolución radiométrica, con hasta 16 bits de información por píxel (Wolf y Dewitt, 2000).
Otra ventaja es que al ser digitales se hace innecesario el paso de la digitalización con escá-
neres, que suele degradar la calidad del fotograma, introduciendo artefactos debidos a los
sistemas mecánicos del aparato (Michel y Avouac, 2006; Ayoub y otros, 2009).
2.3.2. Preprocesado de las imágenes
La correlación sensu stricto de dos imágenes ópticas, está precedida de una serie de
pasos que minimizan los efectos que no son debidos a los desplazamientos del terreno. Esto
es importante porque, en la mayoría de aplicaciones o fenómenos a estudiar, los desplaza-
mientos suelen ser del orden, o menores, al tamaño de píxel de la imagen. Por tanto, antes de
la comparación de las imágenes, se deben corregir las distorsiones de las imágenes debidas
al sistema de adquisición, orientación, etc.
Para la correlación, se debe escoger un sistema de coordenadas común, como podría
ser el sistema de coordenadas imágen (Vadon yMassonnet, 2000) o un sistema de proyección
cartográfica (Vanpuymbroeck y otros, 2000), por ejemplo, proyección UTM en WGS84.
Sistema de coordenadas imágen.
Esta es una opción válida cuando las geometrías de adquisición de las imágenes son
similares (ángulo de incidencia, mismo sensor, misma resolución espacial, etc.). Si se dan
estos condicionantes, las imágenes se pueden comparar y determinar los desplazamientos
usando ventanas móviles. Si existen residuos correlados debidos a las ligeras diferencias
de configuraciones geométricas (posición y orientación), estas se pueden corregir empíri-
camente usando polinomios de bajo grado. Posteriormente el residuo de esta corrección se
suele filtrar espacialmente (filtro de mediana). Finalmente, los resultados se georreferencian.
Este método ha sido usado por Vadon y Massonnet (2000), Feigl y otros (2002) y González y
otros (2010a), entre otros.
Sistema de coordenadas cartográficas
Si las imágenes se adquieren con diferentes sensores (problemas de escala), o con geo-
metrías muy diferentes, es preferible escoger un sistema de referencia independiente, por
ejemplo un sistema de proyección cartográfica. De esta forma, las imágenes son corregidas
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geométricamente usando a) parámetros de posición (órbitas), b) orientación (attitude para-
meters) y c) un modelo de cámara (Fig. 2.9). Esta información, junto con un DEM en el
sistema de proyección y un interpolador exacto (Leprince y otros, 2007), sirve para la recti-
ficación diferencial de las imágenes (Lerma García, 2002), que en ese momento pueden ya
ser comparadas con un método de correlación. Puesto que las imágenes están en un sistema
cartográfico, los resultados ya están georeferenciados.
Para una buena rectificación diferencial es necesario usar, en el modelado, paráme-
tros de posición y orientación de las imágenes de satélite. Esta información normalmente
se encuentra como metainformación (metadatos), en la cabecera de los ficheros digitales de
imágenes o en ficheros adjuntos. En el caso de imágenes aéreas es necesario contar con los
ficheros de calibración de la cámara métrica (parámetros de orientación interna). La orien-
tación externa se puede calcular con puntos de control o en el mejor de los casos con infor-
mación GPS y de sistemas inerciales (posición y orientación de la cámara).
2.3.3. Métodos de correlación
Para determinar los desplazamientos producidos en el intervalo de tiempo que cubren
las imágenes, se puede plantear el problema de la siguiente forma: dadas dos imágenes Ipre
y Ipost (geométricamente corregidas),
Ipost(x, y) = Ipre(x+ δx, y + δy), (2.39)
el problema se reduce a determinar con precisión sub-píxel la translación δx, δy, de modo
que se maximice una función de similitud (Fig. 2.10). Los diferentes métodos varían en la
función de similitud que se utiliza y cómo se consigue la precisión sub-píxel. A continuación,
presentamos brevemente los dos métodos comúnmente utilizados.
Correlación cruzada normalizada
La correlación cruzada normalizada (QIpre,Ipost(δx, δy)) o coeficiente de correlación cal-
culada en el dominio espacial (Crippen, 1992; Liu y otros, 2006) viene dada por la ecuación
QIpre,Ipost(δx, δy) =
∑N∑M (Ipre(x, y)− I¯pre)(Ipost(x+ δx, y + δy)− I¯post)√∑N∑M (Ipre(x, y)− I¯pre)2∑N∑M (Ipost(x+ δx, y + δy)− I¯post)2 ,
(2.40)
donde I¯ es la media de la región de la imagen de dimensiones N y M , correspondientes
con las columnas y filas de las imágenes, en direcciones x e y respectivamente. Puesto que la
funciónQIpre,Ipost(δx, δy) se evalúa para cada valor entero de x, y, para obtener una precisión
subpixel hay que interpolar el máximo de esta función para determinar los desplazamientos
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Figura 2.10: Esquema de la determinación de desplazamientos del terreno mediante técnicas de co-
rrelación/coregistro. Partiendo de una imagen de referencia (o recorte de esta) se calcula
en un área de una segunda imagen o desplazada, el valor una función de similitud, así
las coordenadas donde se encuentra el máximo se corresponden con el desplazamiento
relativo (Modificada de Kääb (2002)).
(δx, δy). Si las imágenes están perfectamente alineadas, el máximo de QIpre,Ipost(δx, δy) está
en las coordenadas (δx = 0, δy = 0).
Correlación de fase
Los métodos de correlación de fase están basados en el teorema del desplazamiento
de Fourier, (Fourier Shift Theorem) que establece la siguiente igualdad:
Fpost(ω, ν) = Fpre(ω, ν)ej(ω+δx,ν+δy), (2.41)
donde, Fpre y Fpost son las transformadas de Fourier de las imágenes Ipre y Ipost. Así, un des-
plazamiento en el dominio espacial corresponde con una diferencia de fase en el dominio
de Fourier. De esta manera y aprovechando este teorema existen dos variantes de correla-
ción de fase: 1) el cálculo eficiente de la función correlación cruzada (QIpre,Ipost(δx, δy)) en
el dominio de Fourier, como la transformada inversa de Fourier del producto de las imá-
genes transformadas (Fpre y Fpost) (Scambos y otros, 1992), o 2) el uso de la equivalencia
que propone el teorema del desplazamiento de Fourier para determinar el desplazamien-
to directamente en el dominio espectral (Vanpuymbroeck y otros, 2000; González y otros,
2010a).
Capítulo 3
Determinación de desplazamientos 1D
utilizando interferometría radar
La interferometría radar proporciona información sobre la deformación del terreno
con una gran resolución espacial (normalmente cada 100 m para los satélites de la ESA).
Sin embargo, esta información es una proyección sobre un vector unitario l del vector de
deformación del terreno tridimensional u, resultando en una medida unidimensional del
desplazamiento del terreno.
Se puede afirmar que el InSAR se ha convertido en una de las herramientas básicas
para el estudio de desplazamientos cuasi-estáticos1 del terreno causadas por procesos geo-
lógicos. Sin embargo, hasta el momento, la cuantificación de los errores asociados al uso de
esta técnica, ha recibido poca atención por parte de la comunidad científica, en parte debido
a la gran complejidad de la cadena de procesado interferométrico (ver Sec. 2.2).
En este capítulo, primero se introduce y analiza qué errores se pueden presentar en los
interferogramas diferenciales, usando simulaciones e interferogramas diferenciales reales,
así como los métodos para su estimación empírica (Sec. 3.1).
Una vez, se haya caracterizado los errores para un interferograma diferencial, es decir,
su matriz de varianzas-covarianzas, se presenta un método de interferometría diferencial
avanzada, que incluye esta matriz de varianzas-covarianzas conjunta de los observables
(Σϕ) en la estimación de la deformación del terreno (1D). Esta nueva metodología se basa
en el concepto de mínima línea de base espacial perpendicular, utilizada por técnicas como
el SBAS (Berardino y otros, 2002) o el CPT (Mora y otros, 2003). El problema se formula
usando un modelo matemático de Gauss-Markov, una formulación clásica desde el punto
de vista geodésico, lo que permitirá la utilización de herramientas de análisis típicas en la
1Los desplazamientos del terreno son cuasi-estáticos cuando se entienden que se producen de forma instan-
tánea, sin tener en cuenta las aceleraciones del movimiento del terreno, como ocurre en sismología. Esta es una
simplificación comúnmente usada en Geodesia, para la interpretación de deformaciones del terreno.
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resolución, compensación y contrastes de hipótesis de redes geodésicas (Sec. 3.2) (Sevilla,
1986; Vanicek y Krakiwsky, 1986).
El uso de una formulación completa (Gauss-Markov), nos permitirá estimar errores
sobre los parámetros incógnita (por ejemplo, evolución de las deformaciones, u, Sec. 3.3).
Se presentaran simulaciones y casos reales de aplicación, donde se discutiren los problemas
detectados y sus posibles soluciones.
3.1. Análisis y cuantificación de errores en interferometría radar
Los desplazamientos detectados con InSAR contienen errores, como cualquier magni-
tud medida en Geodesia. Sin embargo, hasta el momento son pocos los estudios que han
abordado la descripción de los errores en interferometría diferencial, y menos en los que se
cuantifica. La enumeración de los factores o fuentes de error más completa se puede encon-
trar en Hanssen (2001). Sin embargo, el uso práctico de esta información, no se ha imple-
mentado en ningún paquete informático de proceso de imágenes SAR para interferometría.
Entre las fuentes de error que pueden afectar a las medidas InSAR se encuentran las
siguientes: los efectos de la inexactitud de las efemérides de los satélites, propagación en la
ionosfera, deficiencias en el procesado (interpolación, alineado, etc.), inexactitud de los mo-
delos digitales de elevación usados. Aunque, existen otras que son cualitativamente mucho
más problemáticas: a) cambios temporales en la reflexión del terreno, b) el desenrrollado de
fase, y c) la fase atmosférica provocado por el retraso diferencial entre los pasos de la señal
a través de la troposfera en dos instantes separados.
En esta sección se presentaran las características de los efectos que degradan la calidad
de las observaciones InSAR (errores), como cuantificarlos y posibles métodos de corrección,
como se puede ver en el siguiente esquema.
Tipos de error

Orbital → → → → → Ajuste polinómico (2D)
Topográfico
Desenrollado
Decorrelación

temporal,volumétrica,
térmica, espacial, → Varianza (σ2ϕ) ∝ ρ
geométrica, dif. doppler
Troposférico

estratificación, → → Ajuste polinómico (1D)
turbulencia (modelo)
{
→ Estim. espectral
→ Estim. func. covarianza
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3.1.1. Errores orbitales
Para obtener una medida de fase topográfica o de deformación del terreno, es nece-
sario conocer la geometría exacta del par de imágenes SAR. Esta información se obtiene
a través de la información de las efemérides del satélite en ambas épocas. Ahora bien, las
precisiones de las efemérides orbitales son del orden de ±7 y ±30 cm en las direcciones
de acimut y rango, respectivamente (Scharroo y Visser, 1998). Este error se propaga en la
estimación de la altitud del punto observado (h) o el desplazamiento (ulos), puesto que la
simulación de la componente perpendicular de la línea de base para cada punto del interfe-
rograma, no reproduce exactamente las distancias relativas entre los dos pasos del satélite.
La inexactitud de las efemérides precisas producen errores no predecibles (Hanssen,
2001). Si consideramos que, para nuestra aplicación, las órbitas varían lentamente en el tiem-
po2 y el espacio, esta variación de las órbitas se propaga como una fase residual de tierra
plana u orbital, que varía suavemente a lo largo del interferograma y que está correlada es-
pacialmente con la distancia relativa del satélite. Massonnet y Feigl (1998) propusieron un
método espectral para determinar la cantidad de ciclos de fase (o franjas) y eliminar este
efecto3. Sin embargo, tras el desenrrollado de fase, el ajuste de modelos lineales o cuadráti-
cos suele ser suficiente para eliminar este efecto (Hanssen, 2001).
3.1.2. Error topográfico residual
La generación de un interferograma diferencial, requiere del modelado y sustracción
de la componente topográfica, normalmente usando un DEM, así una fórmula aproximada
será (Hanssen, 2001):
ϕ = ψ − 4pi B⊥
λR sin θ
h, (3.1)
donde h es la altura proyectada en la geometría radar proveniente del DEM. Si el DEM
contiene errores (σh), éstos se propagan a la fase interferométrica diferencial. Considerando
que el error en la altura es una variable aleatoria independiente
σϕh =
√(
4pi B⊥
λR sin θ
)2
σ2h. (3.2)
De este modo, tras el modelado, la fase diferencial puede contener un error correlado con la
B⊥.
2La adquisión de datos SAR se produce durante unos ∼ 15 seg para una imágen estándar ERS-Envisat.
3Este método se ha implementado en el software ROIPAC (Rosen y otros, 2004).
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Si se dispone de varias observaciones, es decir, de varios interferogramas, este error,
que es una constante ya que se usa en todos el mismo DEM, se puede estimar. Una propie-
dad importante, que veremos más adelante, es que el error topográfico residual se puede
considerar como un proceso aleatorio con media cero e incorrelado espacialmente. No obs-
tante, pueden existir casos, como los DEM digitalizados a partir de mapas topográficos o en
zonas urbanas, que pueden contener gran correlación espacial.
3.1.3. Errores en el desenrollado
Los errores en el desenrollado representan un tipo de error muy particular de los datos
de fase interferométrica. Principalmente, se producen por efectos de aliasing o estroboscó-
pico4 durante el proceso de desenrrollado, dada la naturaleza ambigüa de la fase (multiplos
enteros de 2pi). Por ello, un error en el desenrrollado es comparativamente mucho mayor
que el ruido típico de fase interferométrica. Los errores cometidos al integrar los gradien-
tes de fase, se propagan fácilmente a otras partes del interferograma. Así la calidad de fase
local, no es un buen indicador de la calidad global del interferograma (Hanssen, 2001). Nor-
malmente, los errores en el desenrrollado de fase están asociados a zonas de baja coherencia
y suelen afectar a regiones aisladas del interferograma.
3.1.4. Efectos causantes de decorrelación
La coherencia espacial interferométrica (ρ) es una medida de similitud entre dos imá-
genes SAR, que puede servir como un parámetro de calidad de la fase interferométrica (Sec.
2.2.2). Así, la pérdida de coherencia o decorrelación depende de una serie de factores:
Decorrelación temporal, volumétrica y térmica
Si los términos de reflexión del terreno (ψscat) varían en el período transcurrido entre
las dos épocas de las imágenes SAR de un interferograma, sus contribuciones no se cancela-
rán. Este efecto se denomina decorrelación temporal, ρtemp (Zebker y Villasenor, 1992).
La decorrelación temporal es más severa cuanto menor sea la longitud de onda de la
señal radar. Esto es debido, a que existe una relación proporcional entre la longitud de onda
y el tamaño de los objetos con los que la señal interacciona. Así, existirá una mayor proba-
bilidad de que los objectos del terreno iluminado cambien, si estos son menores. Esto en la
práctica implica que longitudes de onda mayores (p.e., banda L, ≈ 20 cm) den interferogra-
mas más coherentes y más fáciles de interpretar.
4El efecto de aliasing o estroboscópico, es el efecto que se produce cuando una señal se muestrea de forma
insuficiente, lo que resulta en una reconstrucción de la señal ambigüa.
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También hay que tener en cuenta que, la respuesta proveniente de un elemento de una
imagen (píxel), es la suma de múltiples reflectores en el terreno, y que existe la posibilidad
de que no todos los reflectores estén situados a la misma altitud. La suma aleatoria de estos
reflectores a diferente cota, se denomina decorrelación volumétrica, (pérdida de coherencia por
decorrelación volumétrica, ρvol). La pérdida de coherencia, es debida al desplazamiento de
los espectros en la dirección vertical, lo que causa que el solapamiento de los espectros no
sea total (Gatelli y otros, 1994).
Finalmente, la decorrelación térmica esta influenciada por la relación señal-ruido (SNR)
del sensor SAR, un valor que se puede parametrizar. Según Zebker y Villasenor (1992), la
coherencia por decorrelación térmica es tal que
ρterm =
1
1 + SNR−1
. (3.3)
Decorrelación espacial: alineado e interpolación
Para generar un interferograma el par de imágenes SAR usado debe estar alineado
píxel a píxel, lo que permite la máxima cancelación posible de los términos reflexión del
terreno (ψscat) de ambas imágenes. Esto reduce el nivel de ruido en la fase interferométrica
(Carrasco, 1998). El alineado de las imágenes debe tener una precisión por debajo del tamaño
de píxel (precisión subpíxel) en toda la imágen. La precisión subpíxel necesaria debe ser
mejor que 1/10 del tamaño de píxel (Hanssen, 2001). Se define
ρcoreg =
{
sinc(δr/a) =
sin(piδr/a)
piδr/a
si 0 ≤ δr/a ≤ 1,
0 si δr/a > 1.
(3.4)
donde, ρcoreg es el valor de coherencia que depende del error en el alineado (corregistrado)
debido a un desplazamiento en rango (δr) o acimut (δa) (Just y Bamler, 1994).
Tras la determinación de los desplazamientos de la imagen slave sobre la master, la
imagen slave tiene que ser interpolada sobre la geometría de la master. Este paso se suele
llevar a cabo ajustando modelos de polinomios de bajo grado y métodos de interpolación
precisos (Hanssen y Bamler, 1999). Sin embargo, en presencia de gradientes de deforma-
ción muy fuertes y/o localizados, el alineado de los imágenes pueden fallar de forma local,
resultando en zonas de baja coherencia (Yun y otros, 2007).
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Decorrelación geométrica (rango)
La decorrelación geométrica en un interferograma se produce cuando el ángulo de
incidencia de las dos imágenes SAR no es el mismo. La decorrelación geométrica depende
de la longitud de la línea de base perpendicular entre los dos pasos del satélite (Gatelli y
otros, 1994). Esta diferencia produce un desplazamiento espectral de las imágenes SAR en
la dirección de rango (δf ), dado por la expresión
δf =
fB⊥
R tan(θ − ζ) , (3.5)
donde f es la frecuencia de la señal SAR, B⊥ es la línea de base perpendicular, R es la
distancia en la dirección slant-range, θ es el ángulo de incidencia y ζ la pendiente local del
terreno. Así, un desplazamiento espectral, incrementa linealmente la pérdida de coherencia
(Hanssen, 2001), llegándose al caso extremo de la decorrelación total cuando, se alcanza la
línea de base perpendicular crítica,
B⊥crit = λ(Bw/c)R tan(θ − ζ), (3.6)
donde λ es la longitud de onda de la señal SAR, Bw es el ancho de banda5 de la señal en la
dirección de rango y c la velocidad de la luz. Como se puede observar en (3.6), este fenómeno
se produce cuando el ancho de banda es igual al desplazamiento espectral (Bw ≤ δf ), es
decir, cuando no existe solapamiento entre los espectros de las dos imágenes en dirección
de rango. En la tabla 3.1, se presentan valores para los sistemas SAR actuales.
ERS PALSAR PALSAR TerraSAR-X
Longitud de onda (λ, cm) 5.6 23.6 23.6 3.1
Ancho de Banda (B, MHz) 15.55 14.0 14.0 150
Ángulo de incidencia (θ, o) 23.0 23.0 37.0 34
Distancia slant (R, km) 869.0 750.6 865.0 619.9
Línea de base crítica (B⊥crit) 1070 3507 7174 6476
Línea de base óptima (B⊥opt) ≤ 407 ≤ 1333 ≤ 2726 ≤ 2461
Tabla 3.1: Línea de base crítica para algunos de los sensores SAR calculados con la ec. 3.6, así como la
línea de base óptima, que es aproximadamente B⊥opt ≤ 0,38B⊥crit (Lanari y Franceschetti,
1999, pág. 196), suponiendo que la pendiente del terreno local ζ = 0o.
5Es el rango de frecuencias de una señal en el que se concentra la mayor parte de la potencia de la señal.
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Por lo tanto, la coherencia debida a la decorrelación geométrica se puede calcular de
la siguiente forma (Hanssen, 2001):
ρgeom =
{ B⊥crit−B⊥
B⊥crit
para |B⊥| ≤ B⊥crit ,
0 para |B⊥| > B⊥crit .
(3.7)
Este efecto de decorrelación se puede mitigar aplicando un filtrado espectral de paso banda
a las dos imágenes SAR, para quedarnos con el ancho de banda espectral común en rango
(Gatelli y otros, 1994).
Decorrelación por diferencia Doppler (acimut)
La decorrelación por diferencia en la frecuencia doppler se produce debido al despla-
zamiento espectral en la dirección de acimut que introduce la diferencia de las frecuencias
Doppler (δfdop) entre las dos imágenes radar. De forma análoga al efecto geométrico en la
dirección de rango, este efecto resulta en una pérdida de coherencia lineal cuando la δfdop
incrementa (Hanssen, 2001):
ρδfdop =
{
1− δfdopBa , si |δfdop| ≤ Ba,
0, si |δfdop| > Ba.
, (3.8)
siendo Ba el ancho de banda de la señal en la dirección de acimut. Al igual que con la
decorrelación geométrica, este efecto se puede minimizar usando un filtro de paso banda
de los espectros de las imágenes SAR en la dirección de acimut. Para el caso concreto del
satétlite ERS-2, existe un período entre 2000 y 2003 en el que el fallo de los giróscopos del
satélite, hizo que las δfdop entre pares de imágenes fueran muy grandes, impidiendo en
muchos casos su uso para interferometría.
3.1.4.1. Varianza de la fase diferencial en función de la coherencia
Zebker y Villasenor (1992) demostraron que los efectos que causan decorrelación son
multiplicativos y resultan en un valor de coherencia total en la forma:
ρ = ρtemp × ρvol × ρterm × ρcoreg × ρgeom × ρδfdop . (3.9)
Ahora nuestro objetivo principal es relacionar este parámetro de calidad, con la va-
rianza de la fase interferométrica diferencial σ2ϕ, que es uno de los elementos claves para el
tratamiento de los errores en los desplazamientos del terreno.
Si suponemos, como comúnmente aparece en la literatura, que dentro de un píxel exis-
ten múltiples objetos que contribuyen de forma arbitraria a la señal reflejada, los mecanis-
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mos que producen la reflexión de la señal radar se podrán dividir en dos tipos elementales:
a) los reflectores puntuales (point scatterers) y, b) reflectores distribuidos (distributed scat-
terers).
En la naturaleza existe una gran variedad de mecanismos de reflexión como resultado
de la combinación de los dos mecanismos elementales. Por tanto el mecanismo de reflexión
dominante suele ser el distribuido (Curlander y McDonough, 1991), exceptuando las áreas
urbanas donde existe una densidad espacial mayor de reflectores de tipo puntual (Ferretti y
otros, 2000).
El mecanismo de reflexión distribuido, se puede descomponer como sumatorio demu-
chos subreflectores distribuidos de forma independiente a lo largo de la superficie del píxel
iluminado. Así, si no domina un sólo reflector, el teorema central del límite6 es aplicable y
cada píxel de una imagen SAR, se puede representar como una variable aleatoria gaussiana
circular compleja. Esta aproximación es válida para sistemas SAR con resoluciones espa-
ciales del orden de metros en zonas rurales, pero no para sensores de alta resolución o en
zonas urbanas, donde existen mayor número de reflectores puntuales (Hanssen, 2001). Si
aceptamos las hipótesis sobre la idealización del mecanismo de reflexión, se pueden derivar
expresiones analíticas para la varianza de la fase interferométrica (Just y Bamler, 1994) de un
interferograma con un look7, para interferogramas con 2, 3 y 4 looks se pueden encontrar en
Lee y otros (1994). El método de derivación se puede encontrar en la literatura (Curlander y
McDonough, 1991; Hanssen, 2001) y caracterizan el comportamiento de la fase interferomé-
trica (ψ). Sin embargo, la derivación de estas expresiones para un número de looks mayor
es bastante compleja y, en la práctica, si el número de looks (L) es suficientemente grande
(L > 4), existe una expresión que se aproximada asintóticamente a su valor real (Rodriguez
y Martin, 1992), en la que la varianza de fase interferométrica diferencial (ϕ) depende de la
coherencia interferométrica (ρ)
σ2ϕ(ρ) =
1
2L
1− ρ2
ρ2
, (3.10)
Si consideramos que la fase diferencial está desenrollada, la anterior relación puede reescri-
birse para convertirla a distancia en los,
σ2ϕ(ρ) =
λ
4pi
1− ρ2
2ρ2
. (3.11)
6El teorema central del límite indica que, en condiciones muy generales, la distribución de la suma de varia-
bles aleatorias tiende a una distribución normal.
7Un interferograma con un look es un interferograma con máxima resolución espacial de las imágenes SAR.
El factor de multilook o el número de looks de un interferograma es la cantidad de píxeles estadísticamente in-
dependientes que se promedian para obtener un filtrado espacial. Este proceso tiende a reducir el ruido aleatorio
en los interferogramas.
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3.1.5. Errores de origen atmosférico (troposfera)
La atmósfera afecta a la propagación de las señales electromagnéticas utilizadas en
geodesia espacial, determinando su velocidad de propagación y atenuación. La atmósfera
se puede dividir en ionosfera y troposfera, siendo su definición en geodesia diferentes a la
usadas en meteorología. La ionosfera geodésica8 es la región de la atmósfera entre los ∼ 50
km hasta los 1000 − 2000 km de altitud. La tropósfera geodésica9 (< 50 − 80 km) se define
como la parte electrónicamente neutra de la atmósfera10 (Hanssen, 2001).
Desde hace décadas, se conocen los principios básicos por los que las señales electro-
magnéticas se ven afectadas por la estructura de refracción de la atmósfera (N ). En la ionos-
fera, el índice de refracción (n) es proporcional a la frecuencia de la señal electromagnética
(1/f2), es decir, es un medio dispersivo. En la troposfera, el índice de refracción depende de
la cantidad relativa entre las moléculas polarizadas (vapor de agua) y las no polarizadas,
pudiéndose separar el índice de refracción troposférico en dos componentes, la húmeda y
la seca, respectivamente (Elgered, 1982; Treuhaft y Lanyi, 1987; Davis, 1992).
La parte más dinámica de la atmósfera es la tropósfera, por debajo de la capa límite
planetaria (< 1−4 km). Es allí, donde se producen los mayores cambios de presión, tempera-
tura y humedad. Esta variabilidad producen cambios en el índice de refracción troposférico
(principalmente en la componente húmeda) que afectan a la velocidad de propagación (fase
electromagnética), y a la amplitud (atenuación) de la señal electromagnética. La variación
de la fase, es el aspecto con mayor influencia en las aplicaciones DInSAR para la medida de
desplazamientos (Williams y otros, 1998).
Para un tratamiento del retraso troposférico, si se supone que las longitudes de onda
radar son mucho más cortas que la escala de las fluctuaciones de la atmósfera, el retraso tro-
posférico se puede simplificar usando óptica geométrica11. Por tanto, el retraso troposférico
(S) derivado de una estructura de refracción (N ) en un instante determinado (ti) para un
rayo incidente con un cierto ángulo (θ), se puede escribir de la siguiente forma (Hanssen,
1998),
Sti =
(∫ hs
0
1
cos(θ(h))
dh−R
)
+ 10−6
∫ hs
0
N
cos(θ)
dh, (3.12)
donde, hs es la altura del satélite sobre la zona iluminada. El primer término, dentro del
paréntesis, es el debido al arqueamiento del rayo al atravesar la estructura de refracción,
8En meteorología, equivaldría a la ionosfera y partes de la exosfera (plamasfera).
9En meteorología, tropósfera meteorológica, la tropopausa y parte de la estratósfera.
10La atmósfera neutra es la parte de la atmósfera que no se encuentra ionizada, mientras que la atmósfera
ionizada correspondería con la ionosfera geodésica.
11La óptica geométrica es una aproximación del comportamiento de las ondas electromagnéticas, donde las
ondas se comportan como rayos que siguen las leyes de la refracción y reflexión (ley de Snell).
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por eso es función de la altitud (h). El segundo término, es el retraso debido a la velocidad
aparente de la onda. El primer término se ha demostrado que es despreciable para θ < 87o
(Hanssen, 2001), por lo que la ec. (3.12) se puede simplificar como,
Sti = 10−6
∫ hs
0
N
cos θ
dh. (3.13)
Normalmente, la estructura de refracción se suele dividir en varias componentes: hi-
droestática (o seca), húmeda, ionosférica y líquida, de está forma la estructura de refracción
se puede representar como (Smith y otros, 1953; Thayer, 1974; Hanssen, 2001; Puysségur y
otros, 2007),
N = k1
P
T︸︷︷︸
Nhidrost
+
(
k2 + k3
1
T
)
e
T︸ ︷︷ ︸
Nhum
− 4,03× 107 ρe
f2︸ ︷︷ ︸
Nionosf
+1,4W︸ ︷︷ ︸
Nliq
, (3.14)
donde, P es la presión atmosférica (en hPa), T es la temperatura (en oK), e es la presión
parcial del vapor de agua (en hPa), ρe es la densidad de electrones por metro cúbico, f
frecuencia radar, yW es la cantidad de agua líquida (en gr/m3). En la Tabla 3.2 se listan los
valores normalmente considerados para las constantes ki (i = 1, 2, 3).
k1 [K/hPa] k2 [K/hPa] k3 [103K2/hPa]
Boudouris (1963) 77.593 ± 0.08 72 ± 10.5 375.4 ± 3.0
Birnbaum y Chatterjee (1952) - 71.4 ± 5.8 374.7 ± 2.9
Thayer (1974) 77.604 ± 0.014 64.79 ± 0.08 377.6 ± 0.4
Smith y otros (1953) 77.61 ± 0.01 72 ± 9 375 ± 3
Bevis y otros (1994) 77.60 ± 0.05 70.4 ± 2.2 373.9 ± 1.2
Tabla 3.2: Valores de k1, k2 y k3 según varios autores (Boudouris, 1963; Birnbaum y Chatterjee, 1952;
Thayer, 1974; Smith y otros, 1953; Bevis y otros, 1994).
Al primer término de la ec. (3.14) se le conoce como refracción hidrostática, y es debida
al equilibrio hidrostático entre los gases que componen la atmósfera, es decir, la fuerza que
ejerce la columna de aire debida a la gravedad hacia el centro de la Tierra que está compen-
sada por la fuerza hacia arriba de la presión del fluido (principalmente aire en condiciones
secas). La parte del retraso atmosférico debido a este efecto se conoce por retraso hidrostáti-
co, o su acrónimo en inglés ZHD (en el caso del cenit). El ZHD se puede determinar con una
precisión milimétrica (Bevis y otros, 1992), si se dispone de medidas de presión atmosférica
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de alta calidad en superficie (Ps en hPa) usando, por ejemplo, el modelo de Saastamonien
(Saastamoinen, 1972)
Shidrost = k110−6
Rsec
gm
Ps, (3.15)
siendo, Rsec es la constante de gases para el aire en condiciones secas y gm es la gravedad
local en el centro de la columna de aire. El retraso hidrostático (ZHD) es la mayor fuente
de retraso total (ZND, zenith neutral delay), aproximadamente unos 2,1 metros. Un aspec-
to muy importante, que se deriva de esta expresión es que este retraso hidrostático (ZHD)
depende fuertemente de la presión atmosférica en superficie. Como se sabe, la presión at-
mosférica decrece con la altitud, puesto que la columna de aire es menor cuanto mayor es
la altitud (una observación que, más adelante, veremos que tiene gran importancia en el
tratamiento de los interferogramas diferenciales en zonas montañosas (Sec. 3.1.5.1).
Volviendo a la ec. (3.14), los términos entre paréntesis indican la contribución por va-
riación de la refracción debida al contenido en vapor de agua o ZWD (Zenith Wet Delay).
Su magnitud es de ≤ 0,3 m, un retraso mucho menor que el debido a la componente hi-
droestática (Hanssen y otros, 1999). Sin embargo, la variabilidad de esta componente del
retraso es mucho mayor. Ahora bien, si e = ρh2oRh2oT , usando la ecuación de los gases
perfectos y el concepto de temperatura media ponderada, definida como (Bevis y otros, 1992),
Tm ≈ 70,2 + 0,72Ts, la componente húmeda del retraso (ZWD) se puede expresar como,
Shum = 10−6Rh2o(k
′
2 + k3/Tm)
∫ hs
0
ρh2odh, (3.16)
donde, Ts es la temperatura en superficie (oK), k
′
2 y k3 son constantes, y la integral es la
cantidad total de vapor de agua a lo largo del recorrido del rayo. Hay que hacer notar que
este retraso depende más fuertemente de la presión parcial del vapor de agua, que de la
temperatura12. Usando la ec. (3.16), el valor de Shum se puede predecir con una exactitud
del 15% (Bevis y otros, 1992).
Según Bürgmann y otros (2000), las variaciones espaciales en la ionosfera se producen
en un rango del orden de cientos de kilómetros. Así, los retrasos debidos a variaciones en
la ionosfera son depreciables, a la escala del área cubierta en un interferograma (100 × 100
km2). Estos efectos son fácilmente confundidos con errores orbitales y se suelen eliminar de
la misma forma (Sec. 3.1.1).
12Según Hanssen (1998), el efecto de la presión es entre 4 y 20 veces mayor que de la temperatura.
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Finalmente, el último término de la ec. (3.14) hace referencia al retraso producido por
el agua atmosférica en estado líquido, es decir, el efecto que producen las nubes. Este efecto
se puede cuantificar como (Hanssen, 1998)
Sliq = 1,45Whnube, (3.17)
siendo, hnube la altura de las nubes (en metros). Normalmente, su efecto es desprecible
(Sˆliq < 1 mm) (Hanssen, 2001), aunque en el caso de nubes del tipo cumulonimbus y otro
tipo de cúmulos13, este efecto puede llegar a ser del orden del medio centímetro (Hanssen,
1998).
De este modo, el retraso troposférico que se registra en un interferograma radar dife-
rencial, es un observable de diferencias dobles en el tiempo y en el espacio S(x, h) α N(x, h).
Por conveniencia, el retraso lo dividiremos en una parte debida a la estratificación troposfé-
rica y otra debida a la variabilidad lateral turbulenta (Hanssen, 2001; Doin y otros, 2009),
S(x, h) = S¯(h) + δS(x, h), (3.18)
con, S¯(h) es el retraso debido a la estructura de refracción estratificada vertical de la atmós-
fera y δS(x, h) es el retraso debido a la variación lateral deN . Consecuentemente, si despre-
ciamos el efecto ionosférico y el de las nubes, el retraso atmosférico para un interferograma
diferencial se puede escribir, para un cierta posición x, como,
St1−t2 = 4picos θ10
6k1
(∫ hs
0
P
T
t1 − PT
t2
dh
)
+
4pi
cos θ10
6
(∫ hs
0
(
k2 + k3 1T
)
e
T
t1 − (k2 + k3 1T ) eT t2dh) , (3.19)
donde, el término dentro del primer paréntesis representa la diferencia debida a la compo-
nente hidrostática entre los dos tiempos, mientras que los términos del segundo paréntesis
se corresponden con el retraso húmedo. En las dos siguientes secciones analizaremos por
separado estas dos componentes y su contribución a los errores en las medidas de deforma-
ción usando interferometría diferencial.
3.1.5.1. Estratificación troposférica
Basándonos en la ec. (3.14), podemos ver que el retraso medido en un punto de la su-
perificie terrestre depende de la distribución vertical de la presión, temperatura y humedad.
Utilizando datos de presión en superficie se puede simular con precisión la componente hi-
drostática, sin embargo, la componente húmeda depende de la cantidad de vapor de agua
13Tipos de nubes características de tormentas con gran desarrollo vertical.
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Figura 3.1: Simulación del retraso, en metros, basada en la ec. (3.15), para dos situaciones ti y tj en
las que las condiciones de estructura de refracción de la atmosféra son diferentes. Como
resultando de que, N ihidrost 6= N jhidrost se produce un retraso atmosférico que se registra
en superficie de ∼ 2,3 m. para el instante ti y de ∼ 2,2 m. para el instante ti. Puesto que
los puntos p y q están situados a la misma cota y despreciando variaciones laterales del
retraso (δSij = 0), pese a que el retraso es cuantitativamente diferente, la diferencia entre
los puntos y ambas situaciones es igual a cero (Sijpq = 0).
que a su vez es inversamente proporcional a la temperatura y que normalmente decrece con
la altitud (gradiente térmico vertical, comúnmente ∼ 6,5oC/km).
En la Figura 3.1, se presenta una simulación del retraso troposférico total debido a
variación de la refracción hidrostática, para ello utilizamos el modelo de Saastamonien (ec.
(3.15)). En el caso del instante ti se simularon una condiciones de buen tiempo, compatibles
con altas presiones en superficie (Ps = 1016 mbar). Para expresar la dependencia de la
presión atmosférica con la altitud utilizamos la expresión propuesta por Delacourt y otros
(1998), P (h) = Ps(1 − 2,26 × 10−5h)5,225, donde h es la altitud del punto de cálculo. Para
el instante tj , se calculó el retardo hidrostático con unas condiciones de bajas presiones en
superficie (Ps = 996 mbar). Como se puede observar, puesto que este proceso no implica
variaciones laterales, aunque existe una diferencia de retardo entre los instantes ti y tj y
entre los puntos p y q, no existe ningún retardo diferencial.
Sin embargo, en el caso de una zona montañosa (Fig. 3.2) un cambio en la estructura
de refractividad vertical (N ihidrost 6= N jhidrost) entre las dos adquisiones i y j, resultaría en
una fase interferométrica diferencial entre puntos localizados a diferente cota zp 6= zq,
ϕijpq = S¯
ij
pq =
4pi
λ cos θ
10−6
∫ p
q
(N ihidrost(h)−N jhidrost(h))dh. (3.20)
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Figura 3.2: Simulación del retraso, en metros, basada en la ec. (3.15), para dos situaciones ti y tj en
las que las condiciones de estructura de refracción de la atmosféra son diferentes. Como
resultando de que, N ihidrost 6= N jhidrost se produce un retraso atmosférico que se registra
en superficie de ∼ 2,3 m. para el instante ti y de ∼ 2,2 m. para el instante ti. Puesto que
los puntos p y q están situados a diferente altitud, y despreciando variaciones laterales del
retraso (δSij = 0), el retraso diferencial es Sijpq 6= 0. Así, una serie de puntos situados entre
los puntos p y q mostrarán una fuerte correlación con la elevación.
Como ejemplo, en la Figura 3.3a, se muestra el retraso diferencial en un interferograma
afectado por estratificación troposférica registrado para un par de imágenes ASAR sobre la
isla de La Palma. Como es de esperar, según los modelos, cuanto mayor es la altitud de los
puntos el efecto del contenido en vapor de agua y presión es menor.
Según varios autores, la componente del retraso atmosférico dependiente de la topo-
grafía (estratificación troposférica) varía lentamente con el tiempo (Williams y otros, 1998;
Emardson y otros, 2003). Esto se puede comprobar en la Figura 3.3b, donde se observa la
evolución del retraso troposférico (ZTD) determinado con GPS de dos estaciones permanen-
tes GPS en las islas Canarias. Las series temporales de las estaciones situadas a diferentes
cotas, indican dos fenómenos interesantes:
1. la dependencia con la altitud del retraso atmosférico (fuerte componente hidrostática).
Puesto que, la estación a menor cota (MAS1) acumula un retraso atmosférico de ∼ 2,4
m., mientras que la situada a mayor altitud (LPAL) registra un retraso atmosférico de
∼ 1,85m.,
2. la magnitud estacional de los retrasos atmosféricos filtrados (líneas continuas), mues-
tran una menor variabilidad, si la altitud es mayor con respecto a menor cota.
Esto nos indica que la estratificación atmosférica es un proceso relativamente común,
y que se registra en los interferogramas diferenciales. Por tanto, este retraso debe ser tratado
principalmente en aquellas zonas con fuerte topografía.
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a) b)
Figura 3.3: a) Retraso atmosférico fuertemente correlado con la topografía local en la isla de La
Palma, para un interferograma diferencial obtenido con las imágenes del 4 de Junio de
2007 y el 4 de Febrero de 2008 (8 meses de separación temporal). La línea azul, co-
rresponde con un modelo de retraso troposférico hidrostático simulado como una va-
riación positiva de la presión atmosférica de 7,5 mbar entre la primera y la segunda
época. b) Retraso troposférico en el cenit determinado con GPS, a partir del análisis
combinado de EUREF (http://www.epncb.oma.be/_dataproducts/products/
sitezenithpathdelays/). La serie temporal roja corresponde con la estación GPS
LPAL situada a 2207 m cerca del punto más alto de la isla de La Palma (61279 datos).
La serie temporal azul corresponde con la estación GPS MAS1 situada a 197 m de altitud
en la isla de Gran Canaria (68982 datos).
Hasta la fecha se han utilizado modelos numéricos atmosféricos (Wadge y otros, 2002;
Webley y otros, 2002; Foster y otros, 2006), datosmeteorológicos terrestres y de radiosondeos
(Delacourt y otros, 1998), valores de ZTDderivados del GPS (Li y otros, 2006a; Onn y Zebker,
2006) e imágenes de satélite multiespectrales (Li y otros, 2005, 2006b; Puysségur y otros,
2007), siendo todos ellos métodos sofisticados que utilizan la física del proceso que hemos
presentado en esta sección. Sin embargo, el método más efectivo es la corrección directa
y empírica de la estratificación troposférica, usando la relación entre la fase atribuida al
retraso y la elevación del punto del terreno (Figura 3.3a) y determinando un modelo lineal
que mejor ajuste la siguiente expresión (Cavaliè y otros, 2007; Elliott y otros, 2008; Doin y
otros, 2009),
ϕtopo−dep = ah+ c, (3.21)
donde, a es la pendiente de la relación (retraso vs. elevación) y c es una constante que re-
presenta el corte en el origen. Finalmente, la fase diferencial desenrrollada corregida por la
dependencia topografía, se obtiene substrayendo el modelo ϕcorr−topo = ϕ − ϕtopo−dep. El
uso de un modelo lineal es más fiable que otros modelos cuadráticos, cúbicos o exponencia-
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les (Doin y otros, 2009). Así, los errores o retrasos atmosféricos correlados con la topografía
(principalmente, el hidrostático) se puedenmitigar si tenemos disponible un buen DEM, por
ejemplo, usando el DEM global, SRTM30 (Farr y otros, 2007).
3.1.5.2. Turbulencia troposférica
Como ya hemos introducido, la troposfera por debajo de la capa límite planetaria está
dominada por procesos dinámicos de flujo turbulento del aire. La turbulencia es un fenó-
meno que se asocia con perturbaciones aleatorias de la velocidad de flujo del aire debidas al
rozamiento con la topografía, convección por calentamiento solar, cambios de presión del ai-
re, etc. (Hanssen, 1998). Puesto que el vapor de agua depende de la temperatura, el vapor de
agua se concentra en las capas más bajas de la troposfera14. De esta forma, las fluctuaciones
temporales y espaciales del contenido en vapor de agua de la troposfera, se ven afectadas
por los procesos turbulentos del aire, que acarrean el vapor de agua, determinando su com-
portamiento como un trazador pasivo del flujo de aire.
En el estudio de flujos turbulentos, las propiedades de flujo promedio se puede describir
desde el punto de vista estadístico. Sin embargo, el movimiento del fluido turbulento y sus
propiedades, no pueden ser simulados usando las ecuaciones del movimiento (ecuación de
Navier-Stokes). Esta imposibilidad es debida a la fuerte no-linealidad de las ecuaciones de
Navier-Stokes (Middleton y Wilcock, 1994).
La descripción estadística, de este tipo de flujo se basa en la observación empírica de
que el transporte del fluido es invariante de la escala, describiendo un mecanismo en casca-
da (Kolmogorov, 1941). Esta propiedad simplifica la caracterización estocástica del proble-
ma y permite describir la distribución espacial de la estructura de refracción por medio de
unos pocos parámetros estadísticos (dimensión fractal, función de covarianza,...) (Hanssen,
2001). Obukov (1941) demostró que los trazadores pasivos, como el vapor de agua, siguen
las mismas leyes.
Tatarski (1961) fue el primero en aplicar las ideas de Kolmogorov para el estudio de
la formación de imágenes en medios turbulentos, una aproximación usada en interferome-
tría radar (Jónsson, 2002). Una descripción más detallada de la teoría de flujos turbulentos
tridimensionales (Monin y otros, 1975), bidimensionales (Vallis, 1999), y una aplicación en
interferometría radar (Hanssen, 2001) se pueden encontrar en la literatura. Aquí, se introdu-
ce brevemente, el modelo de flujo turbulento para fluidos con alto número de Reynolds15,
como es el aire troposférico. En la troposfera, el flujo turbulento se puede caracterizar utili-
14Para un cierto volumen de aire, a mayor temperatura, mayor cantidad de vapor de agua puede contener.
15El número de Reynolds es una medida adimensional, que cuantifica la importancia relativa entre las fuerzas
inerciales y las viscosas para unas condiciones de flujo determinadas (Middleton y Wilcock, 1994).
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zando modelos tridimensionales (0,5 > r > 2 − 3 km) y bidimensionales (r > 2 − 3 km). Y,
posteriormente, se presentan dos métodos para cuantificar la contribución o error atmosfé-
rico turbulento: uno espectral y otro basado en una función de covarianza.
Modelo turbulento
Kolmogorov (1941) propusó que la región del flujo turbulento tridimensional que se
describe usando vórtices de escala variable y donde su energía se transfiere con un meca-
nismo denominado en cascada se denomina subrango inercial. Así, el tamaño del subrango
inercial viene dado por su límite externo e interno.
El límite o escala externa (Lo) del subrango inercial, es coincidente con el tamaño má-
ximo de los vórtices del fluido. Este tamaño esta condicionado por el flujo de aire a escalas
mayores y es en este nivel donde se concentra la mayor parte de la energía. Esta energía
cinética se disipa por transferencia hacia vórtices de tamaño menor (en cascada). Este me-
canismo continúa hasta que la transferencia de energía se iguala con la absorción de esta
debida a la viscosidad del fluido. A este nivel la energía cinética se disipa en forma de calor.
Es este el punto que marca el límite o escala interna del subrango inercial, lo (Shivamoggi,
1997).
Dentro del subrango inercial (Lo < r < lo), la transferencia de energía, se produce de
forma aleatoria desde las escalas mayores a las menores. De tal manera, el flujo turbulento se
puede considerar tridimensional, isotrópo y estacionario, y la descripción espacial del flujo
se pueden realizar por medio de la función estructura de la refracción atmosférica, DN (r),
donde r es la distancia (euclídea) entre dos puntos dentro del subrango inercial. Así, según
Tatarski (1961),
DN (r) = (N(x+ r)−N(x))2 =
{
K2Nr
2/3 si Lo < r < lo
K2Nr
2/3(r/lo)2 si r < lo
, (3.22)
siendo, KN una constante que representa la variabilidad espacial de las anomalías, y x y
x + r son las posiciones bidimensionales de dos puntos separados una distancia r. A partir
de la función estructura de la refracción atmosférica, se puede derivar la función estructura
del retraso troposférico turbulento (utilizando las ec. (3.13) y (3.18)) para el subrango inercial
como (Tatarski, 1961; Hanssen, 2001) ,
DδS(r) = K2s r
5/3, (3.23)
Para una descripción completa y sabiendo que la escala de trabajo en geodesia sue-
le superar el tamaño típico del subrango inercial (equivalente a la altura de la capa límite
planetaria, 1− 3 km), para flujos turbulentos con grandes dimensiones, la descripción bidi-
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mensional, análoga a la tridimensional, utiliza la siguiente función estructura para el retraso
troposférico (Hanssen, 2001),
DδS(r) = h2oDN (r) = h
2
oK
2
Nr
2/3, (3.24)
donde, ho es el espesor efectivo de la tropósfera (capa límite).
Hanssen (1998) analizando un conjunto de interferogramas, y la descripción de la re-
fracción atmosférica como resultado de la física del flujo turbulento del aire troposférico (ec.
(3.23) y (3.24)), describió un modelo isotrópico con tres regímenes diferentes que caracteri-
zan el comportamiento del retraso troposférico (δS), registrado en la fase diferencial (ϕ), en
función de sus frecuencias (k), como un espectro de potencias tal que,
EδS(k) =

k−5/3 para 2− 3 ≤ k < 50− 200 km,
k−8/3 para 0,5 ≤ k < 2− 3 km,
k−2/3 para k < 0,5 km,
(3.25)
donde, k es la frecuencia espacial que equivale a distancias para las que hemos descrito los
diferentes regímenes. De forma resumida, los efectos atmosféricos se pueden explicar como
una combinación de efectos turbulentos tridimensionales y bidimensionales que siguen un
espectro de potencias o energía (E) con comportamiento de power-law16, con índice −5/3
para las escalas espaciales mayores de 2− 3 km (aproximación turbulenta 2D), índice −8/3
para las escalas entre 0,5 km y 2 − 3 km (aproximación turbulenta 3D dentro del subrango
inercial (Tatarski, 1961)), e índice −2/3 de las escalas espaciales más pequeñas de 0,5 km,
no compatibles con los modelos turbulentos y tal vez debidos a efectos de decorrelación
(Hanssen, 2001).
Desde el punto de vista práctico, esta aproximación del comportamiento estocástico
de la estructura de refracción de la tropósfera nos sirve para comprender los retrasos regis-
trados en un cierto interferograma. No obstante, necesitaremos algún método para estimar
el efecto de los retrasos atmosféricos de los interferogramas. A continuación, presentamos
dos métodos comúnmente usados con este fin.
Estimación espectral del ruido atmosférico en un interferograma
Un método común para la caracterización de imágenes es el estudio de su conteni-
do espectral, que nos permite caracterizar las propiedades de los efectos atmosféricos en los
interferogramas diferenciales (Hanssen, 2001). Primero, debemos eliminar las tendencias or-
bitales (Sec. 3.1.1) y restar el valor medio del interferograma. Esto permite que la esperanza
16Es un tipo de comportamiento que se muestra invariante con la escala de observación. Esta propiedad se
describe perfectamente cuando se analiza el espectro de potencias y se observa que su pendiente es constante.
3.1. Análisis y cuantificación de errores en interferometría radar 99
matemática de la fase diferencial, que es una variable aletoria, sea igual a cero, E {ϕ} = 0.
Una vez realizadas estas operaciones, se transforma el interferograma diferencial desenrro-
llado al dominio espectral usando una transformada discreta de Fourier en cada dirección
del interferograma. Tras la transformación, el espectro se integra a lo largo de las frecuencias.
Finalmente, el espectro promedio se representa en función de las frecuencias (periodogra-
ma) (Fig. 3.4).
Figura 3.4: Periodogramas del espectro representado, líneas azules representan el espectro en la di-
rección acimut y rojo las del de dirección de rango, línea negra es el promedio radial
del espectro, y las líneas gruesas indican el promedio de los 13 interferogramas. Las lí-
neas diagonales representan los comportamientos turbulentos con índices −5/3 y −8/3,
punteada y discontinua, respectivamente. Las dos líneas verticales marcan el subrango
inercial entre ∼ 0,3 y ∼ 2 km.
Para la elaboración de la Fig. 3.4 se han utilizado 13 interferogramas diferenciales de
la isla de Lanzarote (Islas Canarias) con separación temporal menor de 6 meses, por lo que
en la fase diferencial se considera que la contribución por deformación del terreno se puede
considerar despreciable (Romero y otros, 2003). Así, los interferogramas contendrán efectos
debidos a la atmósfera, la decorrelación, el desenrrollado de fase y las imperfecciones del
modelado topográfico, puesto que los efectos orbitales se han eliminado usando un ajuste
de un polinomio de bajo grado por mínimos cuadrados.
En la Figura 3.4 se puede observar que la energía se concentra sistemáticamente en las
bajas frecuencias (parte izquierda) y decrece en todos los casos hacia altas frecuencias (parte
derecha). La curva del periodograma varía considerablemente entre interferogramas, así su
contenido espectral puede ser diferente en más de un orden de magnitud. Esta observación
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nos indica que las condiciones atmosféricas son muy variables, existiendo algunas adquisio-
nes con efectos atmosféricos relativamente pequeños en comparación con otras donde estos
efectos son muy importantes.
La pendiente del periodograma se corresponde bastante bien con los comportamien-
tos predichos por el modelo de flujo turbulento de Kolmogorov descrito previamente. En
los periodogramas se pueden separar los 3 regímenes turbulentos, al menos claramente 2
de ellos, y se intuye el tercero. Para escalas espaciales menores de 300m (línea continua ver-
tical derecha) la pendiente decrece suavemente desde valores próximos a −8/3 a mayores
de −5/3, esto puede ser debido a una transición desde mecanismos dominantes debidos a
la turbulencia a otros en los que los fenómenos aleatorios debidos a la decorrelación son
predominantes. Para escalas entre 300m y 2 km, la pendiente sigue claramente un exponen-
te −8/3. Finalmente, para las escalas mayores, es decir, para escalas espaciales por encima
de los 2 km, la pendiente parece seguir un comportamiento intermedio entre los exponentes
−8/3 y−5/3, no ajustándose claramente al valor predicho de−5/3, esto puede ser debido en
parte a que las escales mayores que representan distancias de las decenas de km contienen
una cantidad significativa de areas del océano Atlántico, donde no se tienen datos.
Estimación del ruido atmosférico usando la función de covarianza
Considerando que la señal (ϕ) es isotrópa y estacionaria, es decir, que el valor esperan-
za E {ϕ(x)} existe y es invariante de su localización en el interferograma (x), y la covarianza
depende solamente de la distancia y no de la dirección o su localización, la función cova-
rianza sirve para describir la relación entre dos puntos del interferograma,
Cϕ(r) = E {ϕ(x)ϕ(x+ r)} − E {ϕ(x)}E {ϕ(x+ r)} , (3.26)
En el caso de la función de covarianza empírica la ec. (3.26) se puede escribir como,
Cϕ(r) =
1
m
m∑
i=1
ϕ(xi) · ϕ(xi + r), (3.27)
donde, r es la distancia euclídea entre dos puntos del interferograma y m es el número de
puntos que están separados una cierta distancia r.
El cálculo de la función covarianza empírica lo realizamos con un número suficiente-
mente alto de puntos, escogidos aleatoriamente, a lo largo del interferograma. Un ejemplo
de distribución aleatoria de 2500 puntos en el caso de un interferograma diferencial de la
isla de Lanzarote se muestra en la Fig. 3.5 a). Para cada par de puntos se calcula su cova-
rianza empírica y se promedian todos los valores de covarianza en un número de rangos
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a) b)
Figura 3.5: a) Mapa en coordenadas de la imagen radar de la localización de los 2500 puntos esco-
gidos aleatoriamente para el cálculo de la función de covarianza empírica, para interfe-
rogramas de la isla de Lanzarote. b) Funciones de covarianza empíricas (línea gris claro)
y su promedio (línea roja) de los 13 interferogramas diferenciales de la isla de Lanzarote.
Se observa que la señal empieza a mostrar anticorrelaciones a distancias 10− 15 km. Este
efecto se conoce como hole effect (Isaaks y Srivastava, 1989; Deutsch y Journel, 1998).
determinado, en el caso de las funciones de covarianza empíricas mostradas en la Fig. 3.5
b), se calcularon usando 100 rangos de distancias.
Las funciones empíricas de covarianza nos permiten evaluar cuál es la distancia y
magnitud de las señales correladas espacialmente que existen en los interferogramas di-
ferenciales. Para el caso analizado en la Fig. 3.5, donde la señal no contiene información
de deformación, la función de covarianza sintetiza la información sobre el ruido, princi-
palmente atmósferico, de los 13 interferogramas diferenciales de Lanzarote, que utilizamos
en la estimación espectral. Como vimos en la caracterización espectral, la magnitud de los
errores/señales varían significativamente de un interferograma a otro. Las funciones empí-
ricas de covarianza pueden ser modeladas ajustándoles funciones de covarianza teóricas.
Por ejemplo, un tipo de función de covarianza teórica que es muy flexible y se acomoda
a la forma de las funciones de covarianza empíricas de los interferogramas diferenciales
observadas para Lanzarote y La Palma es la propuesta por Barzaghi y Sansò (1983),
Cϕ(r) = aJo(c · r)e−b·r, (3.28)
donde, Jo(·) es la función de Bessel de orden cero y a, b y c son parámetros constantes. Se
elige este tipo de función de covarianza por que es capaz de predicir el segmento de las
funciones de covarianza empíricas que muestran señales con correlación negativa (antico-
rreladas). A partir de la función de covarianza teórica se puede determinar fácilmente la
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Figura 3.6: a) Función de covarianza empírica (línea gris claro) de un promedio de interferogramas
de la isla de La Palma al que se le ha ajustado una función de covarianza teórica del tipo
representado en la ec. (3.28) (línea negra). b) Matriz de varianzas-covarianzas estimada
(Σˆϕ), a partir del modelo que se muetra en a). Su aspecto se debe principalmente al orden
relativo de los datos, las partes oscuras muestran mayor correlación.
matriz de varianzas-covarianzas Σϕ del interferograma diferencial, pues se conoce la dis-
tancia entre puntos (Fig. 3.6).
3.1.6. Matriz de varianzas-covarianzas conjunta
La matriz de varianzas-covarianzas conjunta (Σϕ) correspondiente a cada interfero-
grama se puede formar combinando todas las matrices de varianzas-covarianzas definidas
anteriormente. Así, las varianzas de la fase diferencial corresponden a los elementos de la
diagonal de la matriz de varianzas-covarianzas Σϕ como,
Σϕ =

σ2ϕ1
. . .
σ2ϕm
 (3.29)
considerando queΣϕ es diagonal y tiene dimensionesm·m, dondem es el número de píxeles
en un interferograma diferencial. Esta representación es útil para aquellos efectos que consi-
deramos incorrelados espacialmente, por ejemplo, el efecto de la decorrelación o pérdida de
coherencia interferométrica (Sec. 3.1.4) o normalmente, el error propagado de los errores del
DEM utilizado (Sec. 3.1.2). Sin embargo, otros efectos poseen correlaciones espaciales, para
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estos efectos su matriz de varianzas-covarianzas se puede describir de forma general de la
siguiente forma,
Σϕ =

σ2ϕ1 σ
2
ϕ12 · · · σ2ϕ1m
σ2ϕ2 · · ·
...
. . .
...
σ2ϕm
 . (3.30)
Esta forma de la matriz sirve para representar los efectos de las rampas orbitales (Sec.
3.1.1) y los errores de origen atmosférico (Sec. 3.1.5). De esta forma, la matriz de varianzas-
covarianzas conjunta (Σϕ) debe combinar los efectos incorrelados y correlados espacialmen-
te,
Σϕ = Σϕorbit +Σϕres−topo +Σϕdecorr +Σϕatmos (3.31)
En la Tabla 3.3 mostramos de forma resumida los errores que pueden afectar las medi-
das de fase diferencial interferométrica.
Tipo de error Correlado espacialmente Correlado temporalmente
Orbital Xc ∼
Topográfico ∼ X
Desenrollado X X
Decorrelación X ∼
temporal
volumétrica
térmica
espacial
geométrica
dif. doppler
Troposférico
estratificación Xc ∼
turbulencia X -
Tabla 3.3: Resumen de los diferente errores que afectan en interferometría diferencial, destacando si
estan correlados espacialmente o temporalemente (X), incorrelados (-) o moderadamente
correlados (∼), y si es posible corregirlo (c).
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3.2. Modelo matemático para la interferometría avanzada
La interferometría radar por satélite se ha usado para estudiar deformaciones del te-
rreno debidos, entre otros, a actividad sísmica (Massonnet y otros, 1993) y volcánica (Mas-
sonnet y otros, 1995). Esas aplicaciones suelen tener éxito en la caracterización de la defor-
mación del terreno usando DInSAR debido a que las adquisiciones se seleccionan para tener
líneas de base espaciales y temporales pequeñas, reduciendo así los efectos de la decorrela-
ción de la señales SAR. Sin embargo, para poder detectar señales de deformación lentas con
tasas del orden de mm/año, es necesario separar los efectos en la interferometría diferencial
debidos a los errores de procesado, atmosféricos, decorrelación, etc. (Sec. 3.1). Esto no es
posible con la interferometría diferencial clásica debido a la deficiencia de rango del modelo
(mayor número de incógnitas que observaciones), lo que ha motivado el desarrollo de técni-
cas de interferometría diferencial denominadas avanzadas, que combinan la información de
2 o más interferogramas diferenciales (Sec. 2.2.3).
Las técnicas de interferometría diferencial avanzadas comprenden una serie de méto-
dologías que pretenden, principalmente, minimizar los efectos de las dos mayores fuentes
de error, la decorrelación (Zebker y Villasenor, 1992) y los efectos atmosféricos (Hanssen
y otros, 1999; Zebker y otros, 1997). La forma más simple, pero efectiva, es el promediado
de varios interferogramas diferenciales, una técnica denominada en inglés Stacking (Lyons
y Sandwell, 2003; Fialko y Simons, 2000), que consigue mejorar la claridad de las franjas
interferométricas y, suponiendo que no existe correlación temporal, reducir los efectos at-
mosféricos a razón de σ = 1/
√
n, donde n es el número de interferogramas independientes
(Strozzi y otros, 2001). Sin embargo, el uso del stacking esta límitado a procesos naturales
que tengan un comportamiento temporal constante (velocidad lineal de desplazamientos
del terreno) y en zonas donde se pueda asumir que la deformación del terreno es la única
señal correlada con el tiempo. Otra desventaja del uso del stacking es que en el análisis se
pierde la información sobre la evolución temporal de la deformación del terreno.
La identificación del hecho de que algunos elementos dentro de los interferogramas
diferenciales se mantenían coherentes, incluso con líneas de base espaciales y temporales
grandes (Usai, 1997; Usai y Hanssen, 1997; Hanssen y Usai, 1997), hizó desarrollar técnicas
basadas en el análisis temporal de esos elementos puntuales en un conjunto de imágenes
SAR sobre una misma región. Así, podemos clasificar estos métodos en dos grupos, según
la forma de identificar los píxeles de los interferogramas (PS):
1. Un primer grupo de técnicas, denominadas Permanent o Persistent Scatterer Interferome-
try - PSI, utilizan la estabilidad de amplitud de las imágenes radar. En estas técnicas
se forman todos los interferogramas con una única imágen master (de referencia), (Fe-
rretti y otros, 2000; Hooper y otros, 2004). Estas técnicas sólo se han mostrado eficaces
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en zonas urbanas. Otro de sus problemas reside en que para el tratamiento tempo-
ral de los PS se ha de considerar un modelo previo de deformación del terreno (por
ejemplo, lineal o sinusoidal). Si los residuos del modelo seleccionado con respecto de
las observaciones son estadísticamente grandes, los píxeles se eliminan de la solución.
Esto limita la capacidad para detectar movimientos no lineales del terreno.
2. Otro grupo de técnicas avanzadas son aquellas que utilizan todas las posibles com-
binaciones interferometricas usando un conjunto de imágenes SAR, según unos cri-
terios, dados a priori, de líneas de base espaciales y temporales. Con este tipo de se-
lección de pares interferométricos se pretende minimizar los efectos producidos por
la decorrelación temporal y espacial (Sec. 3.1.4). Se denominan Small Baseline Subsets
- SBAS (Berardino y otros, 2002; Mora y otros, 2003; Usai, 2003; Lanari y otros, 2004),
en este subgrupo de técnicas avanzadas el tratamiento de la fase diferencial se realiza,
principalmente en el dominio espacial (coordenadas radar). Puesto que estás técnicas
seleccionan los PS basándose en la estabilidad de la coherencia (un operador espacial),
los píxeles seleccionados poseen un mecanismo de reflexión distribuido lo que las ha-
ce favorables para el estudio de regiones no urbanas, características de las regiones
sísmicas y volcánicas, puesto que este tipo de mecanismo de reflexión es mayoritario
en los objetos que se encuentran en la naturaleza (vegetación, zonas rocosas,...).
Recientemente, se están desarrollando métodos híbridos con los que se intenta extraer
la información de deformación de los diferentes tipos de elementos de reflexión, ya sean
puntuales - PSI o distribuidos - SBAS (Hooper, 2008).
Las técnicas de interferometría diferencial avanzada han conseguido una gran popu-
laridad y han extendido su uso y aplicación en el transcurso de la década de los 2000. Sin
embargo, un problema frecuente y que no ha sido abordado hasta el momento es la caracte-
rización de los errores de las estimaciones de estás técnicas.
En la anterior subsección, hemos descrito los diferentes tipos de errores que afectan
a los interferogramas diferenciales individualmente, obteniendo la correspondiente matriz
de varianzas-covarianzas). En esta subsección presentamos una técnica de interferometría
diferencial avanzada que utilizando una formulación clásica en la resolución de redes geo-
désicas tiene en cuenta los errores de los observables (modelo de Gauss-Markov), en la esti-
mación de los parámetros incógnita (desplazamientos 1D, ulos).
La interferometría diferencial radar por satélite, como cualquier técnica geodésica, es
susceptible de ser formulada dentro del marco de las técnicas de ajuste de observaciones y
contrastes de hipotésis, típicos de la geodesia, que nos sirvan para establecer la precisión y
exactitud de las observaciones y los parámetros que estimamos del problema. Formalmente,
la interferometría diferencial radar necesitará de unmodelo matemático funcional o determinista
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que establezca las propiedades físicas o geométricas del problema que relacione las obser-
vaciones con los parámetros incógnita de interés, y un modelo estocástico que caracterice las
propiedades estocásticas de las variables aleatorias del modelo funcional, tales como las ob-
servaciones, los parámetros e incluso las funciones del modelo (Sevilla, 1986; Hanssen, 2001;
Teunissen, 2003).
3.2.1. Modelo funcional o determinista
Suponiendo que la fase interferométrica diferencial está desenrrollada para el píxel
x-ésimo en el interferograma k-ésimo (ϕkx,unw), y que en ese proceso no se han producido
errores significativos, esta se puede describir como la sumatoria de varias contribuciones,
ϕkx,unw = ϕ
k
x,topo + ϕ
k
x,defo + ϕ
k
x,atmo + ϕ
k
x,orbit + ϕ
k
x,ε, (3.32)
donde ϕkx,topo es la fase diferencial residual debida a la topografía; ϕkx,defo es la fase diferen-
cial debida a la deformación en la línea de vista (los) entre las dos adquisiciones (i, j) que
forman el interferograma; ϕkx,atmo es la fase diferencial debida a los retrasos atmosféricos
diferenciales entre las dos adquisiciones, ϕkx,orbit es la fase diferencial debida las imperfec-
ciones en el modelado de las órbitas del satélite; y ϕkx,ε en la contribución de los errores en
el procesado, decorrelación y otros errores.
Este planteamiento de modelo funcional, donde una observación (ϕkx,unw), se relacio-
na con al menos 5 parámetros incógnita (residual topográfico, deformación, condiciones at-
mosféricas en la imagen i y j, y contribución orbital), es claramente deficiente de rango y es
imposible de resolver. La aproximación clásica al problema (interferometría diferencial clá-
sica) es asumir que todas las contribuciones son despreciables exceptuando la contribución
de interés, que según las ocasiones puede ser algunas veces la deformación, la topografía o
los retrasos atmosféricos.
Una alternativa para superar esta deficiencia de rango es la combinación de varias
observaciones (ϕkx,unw), k ≥ 5, eliminar o reducir los efectos de algunos parámetros. Esta
formulación alternativa se conoce como procesado interferométrico avanzado, de stacks,
multibaselines, y/o en series temporales.
3.2.1.1. Parámetros incógnita
El método propuesto para el procesado interferométrico diferencial avanzado se ba-
sa en un modelo funcional o determinista, en el que las contribuciones de fase debidas a
la deformación del terreno y a los residuos topográficos son nuestros parámetros incógni-
ta. El resto de efectos se consideran que han sido eliminados con un preprocesado previo
(estratificación atmosférica y tendencias orbitales) o son incluidos en el modelo estocástico
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(turbulencia atmosférica). Así, las observaciones se relacionan con los dos parámetros in-
cógnita (la evolución de la deformación del terreno y la topografía residual) en el modelo
funcional de la siguiente forma:
1. Deformación
La deformación en la línea de vista (los) entre las dos adquisiciones (i, j) que forman
el interferograma k, expresada en variación en fase
ϕkx,defo = −
4pi
λ
· (ujx,los − uix,los) = −
4pi
λ
·∆ukx,los, (3.33)
donde, λ es la longitud de onda y∆ukx,los es el desplazamiento en el interferograma k.
2. Topografía
Si se dispone de un modelo digital de elevación (DEM), la fase topográfica (ψkx,topo)
se puede cancelar, para generar la fase interferométrica diferencial. Sin embargo, si el
DEM no es lo suficientemente preciso, existirá una contribución de fase proporcional
a la diferencia entre la elevación del DEM y la altura promedio del píxel, x (∆hx),
ϕkx,topo = −
4pi
λ
(
Bk⊥,x
Rix sin θix
)
·∆hx, (3.34)
donde, Bk⊥,x es la línea de base perpendicular para el píxel x, R
i
x es la distancia entre
la posición de la antena en la imagen master i perteneciente al interferograma k, y el
píxel x, y θix es el ángulo de incidencia local de la imagen master i perteneciente al
interferograma k.
Hay que resaltar, que mientras utilicemos el mismo DEM para eliminar la fase interfe-
rométrica topográfica, ∆hx será un valor constante. Sin embargo, ∆ukx,los puede variar con
el tiempo.
3.2.1.2. Formulación del problema
Para estudiar la evolución de los desplazamientos y el error topográfico residual for-
mulamos el problema de la siguiente forma: consideramos n + 1 imágenes SAR sobre un
área de estudio específica, adquiridas en orden cronológico en las épocas t = [to, t1, ...tn].
Estas imágenes se pueden combinar, de forma genérica, para formar K interferogramas.
Así, si consideramos que las observaciones de fase diferencial desenrrollada de cada inter-
ferograma diferencial (ϕkx,unw, con k = 1, ...,K) están referidas a un píxel xo para el que
ukxo,los = 0, ∀ k, y a la primera época para la cual la deformación es cero (ϕtox,unw = 0, ∀ x),
las K observaciones ϕkx,unw se pueden relacionar con los N + 1 parámetros incógnita (x),
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como vimos en el anterior apartado, con el siguiente modelo lineal para cada píxel x de la
zona de estudio:
Ax = ϕ, (3.35)
donde ϕ es el vector de observaciones de dimensión K, A es una matriz de diseño con
dimensiones K × N + 1, y x es el vector de incógnitas que representa la deformación en
las N épocas y el residuo topográfico. Si recordamos que ϕkx,unw = ϕ
tj
x,unw − ϕtix,unw, donde
tj > ti, entonces, la parte de la matriz A correspondiente a la deformación se rellena para
cada fila, es decir, para cada interferograma k, con−1 para cualquier ti y 1 para cualquier tj ,
y la última columna la destinamos a la topografía residual, formando una matriz del tipo:
A =
4pi
λ

−1 1 0 0 0 · · · | B
t1
⊥,x
Rix sin θ
i
x
0 −1 1 0 0 · · · | B
t2
⊥,x
Rix sin θ
i
x
0 −1 0 0 1 · · · | B
t3
⊥,x
Rix sin θ
i
x
0 0 −1 1 0 · · · | B
t4
⊥,x
Rix sin θ
i
x
0 0 0 −1 1 · · · | B
t5
⊥,x
Rix sin θ
i
x
...
. . .
...| ...
. . . . . . . . . | B
tk
⊥,x
Rix sin θ
i
x

. (3.36)
Si suponemos que las observaciones poseen un cierto error, este modelo se puede re-
escribir, en la forma:
Ax− ϕ = v (3.37)
donde v es el vector residuos de dimensiónK, que suponemos distribuidos normalmente y
con E {v} = 0. Si se estudia el rango de la matriz A y se observa que el rango(A) ≥ N +1, el
sistema es compatible (Sevilla, 1986; Teunissen, 2003).
3.2.2. Modelo estocástico
Mientras que el modelo funcional relaciona las observaciones con los parámetros in-
cógnita (evolución de los desplazamientos y topografía residual), el modelo estocástico
caracteriza la exactitud a priori de las observaciones mediante su matriz de varianzas-
covarianzas. Esta caracterización afecta directamente a la precisión en la determinación de
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los parámetros incógnita del modelo funcional. Así, el modelo estocástico queda definido
de forma genérica como (Sevilla, 1986):
Σϕ = σ2oQϕ (3.38)
siendo Qϕ una matriz cofactor de dimensiones K ×K, y σ2o el factor varianza a priori de la
unidad de peso, que consideraremos σ2o = 1.
3.2.2.1. Matriz de varianzas-covarianzas espacial
Hasta ahora, en esta memoria, los errores han sido analizados en cada interferograma
por separado, usando la matriz de varianzas-covarianzas definida como (Sec. 3.1.6):
Σϕ = Σϕdecorr +Σϕres−topo +Σϕorbit +Σϕatmos (3.39)
donde las variables deΣϕdecorr yΣϕres−topo se pueden considerar espacialmente incorrelados,
así como, Σϕorbit , puesto que suponemos que los residuos del modelado del efecto orbital se
comportan normalmente. Finalmente, el efecto atmosférico (Σϕatmos) está claramente corre-
lado espacialmente.
Sin embargo, puesto que nuestra formulación del problema se basa en un tratamiento
píxel a píxel, las correlaciones espaciales de los valores de fase se desprecian y por tanto se
consideran muestras independientes. Esta simplificación se realiza debido al tamaño de los
sistemas de ecuaciones resultantes. Pongamos por ejemplo el caso de una zona de estudio
relativamente pequeña de 100×100 píxeles que aproximadamente equivale a una superficie
de 8×8 km2, para la cual existenN+1 = 30 imágenes SAR, con las que se han formadoK =
100 interferogramas. Por lo tanto, tendremos un vector de observaciones de (10000×100)×1,
una matriz A de dimensiones (100 × 100) × (100 × 30) diagonal por bloques en su interior
con 100 matrices de 100 × 30, un vector de incógnitas de 1 × (30 × 10000) y una matriz
varianzas-covarianzas con la forma:
Σ =

Σt1 0 0 · · · 0
0 Σt2 0 · · · 0
0 0 Σt3 0
...
... · · · 0 . . . 0
0 · · · · · · 0 Σt100

(3.40)
donde cada matriz varianzas-covarianzas de cada interferograma tiene dimensiones de
10000×10000, lo que resultaría en unamatriz de varianzas-covarianzas de ((10000×10000)×
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100)×((10000×10000)×100). El cálculo conmatrices de estas dimensiones supone un proble-
ma numérico de considerable importancia, que requeriría de algoritmos optimizados muy
específicos de algebra matricial (Golub y Van Loan, 1996).
Por tanto, y por simplicidad, en lamatriz de varianza-covarianzas de las observaciones
presentada en la ec. (3.38), se supone que en este modelo las observaciones están incorrela-
das espacialmente. Esto es cierto si las correcciones por efectos órbitales y estratificación
atmosférica se han realizado correctamente, y es una aproximación puesto que no tiene en
cuenta los errores correlados de los efectos atmosféricos turbulentos. Así, la ec. (3.38) se
puede descomponer en la forma:
Σϕ = diag(σ2decorr,k) + diag(σ
2
res−topo,k) + diag(σ
2
orbit,k) + diag(σ
2
atmos,k) (3.41)
donde diag(·) representa una matriz diagonal de dimensiones K ×K cuyos elementos son
las diversas varianzas, para k = 1, ...,K.
3.2.2.2. Matriz de varianzas-covarianzas temporal
Si consideramosK interferogramas, donde la separación temporal entre sus imágenes
fuese tal que tj−ti ≥ 1 día para cualquier interferograma k, las observaciones se pueden con-
sideran incorreladas temporalmente (Williams y otros, 1998; Hanssen, 2001). Sin embargo,
en la práctica, si se utiliza una imagen SAR más de una vez en la formación de los interfe-
rogramas existirá una cierta correlación temporal, que debe ser tenida en cuenta durante la
estimación de los parámetros (Emardson y otros, 2003). Por lo tanto, debemos tener en cuen-
ta este hecho para que la estimación de los parámetros sea independiente de la selección de
los interferogramas. Así debemos reformular Σϕ de forma que quede expresada como suma
de dos componentes, una espacial y otra temporal,
Σϕ = Σ˜ϕ + Σ¯tϕ, (3.42)
donde Σ˜ϕ = diag(σ˜2ϕ) corresponde a los términos incorrelados temporalmente, con cada σ˜2ϕ
expresada por la suma,
σ˜2 = σ2ϕdecorr + σ
2
ϕres−topo + σ
2
ϕorbit
+ σ2ϕatmos , (3.43)
y Σ¯tϕ es el término que tiene en cuenta la correlación temporal, debida a que el conjunto
de los interferogramas se pueden formar usando de forma redundante, varias veces, las
mismas imágenes radar.
3.2. Modelo matemático para la interferometría avanzada 111
Así, si tenemos dos interferogramas (K = 2, [ϕt1t2 , ϕt2t3 ]), formados a partir de 3 imá-
genes SAR supuestamente independientes puesto que han sido adquiridas en instantes su-
ficientemente separados en el tiempo t1 < t2 < t3, las varianzas de los interferogramas se
pueden expresar, según la ley de propagación de varianzas, como:
σ2
ϕt1t2
= σ2
ϕt1
+ σ2
ϕt2
σ2
ϕt2t3
= σ2
ϕt2
+ σ2
ϕt3
(3.44)
así, el único factor correlado es el uso común en ambas medidas de t2, suponemos que la
covarianza entre ambas medidas (ϕt1t2 , ϕt2t3) es:
Cov(ϕt1t2 , ϕt2t3) = σ2ϕt2 . (3.45)
Así, la matriz de varianzas-covarianzas temporal, en este caso, tiene la forma:
Σ¯tϕ =
[
σ2
ϕt1t2
σ2
ϕt2
σ2
ϕt2
σ2
ϕt2t3
]
, (3.46)
Desde el punto de vista de la implementación el problema de tener en cuenta las correlacio-
nes (covarianzas) temporales reside en como estimar, a partir de las observaciones diferen-
ciales, la contribución del error proveniente de cada imagen SAR (σ2
ϕtn+1
).
Para estimar la contribución del error de cada imagen SAR (σ2
ϕtn+1
) proponemos un
método basado en el cálculo del valor medio de las varianzas estimadas a partir de las
funciones de covarianza empíricas (Sec. 3.1.5.2). Así, consideramos que la contribución al
error correlado temporalmente proviene, principalmente, del retraso (error) atmosférico de
cada imagen SAR, y con ese valor promedio se rellenan los elementos fuera de la diagonal
principal de la matriz de varianzas-covarianzas (Σ¯tϕ), puesto que la covarianza entre dos
interferogramas es distinta de cero si comparten una imagen SAR, e igual a la varianza de
la imagen SAR común (ec. (3.45)). Para ilustrar esta sección hemos usado un conjunto de
interferogramas diferenciales de la isla de Lanzarote.
De esta forma se tiene en cuenta la distribución temporal de un conjunto de interfero-
gramas (Fig. 3.7). Puesto que este método de estimación del error en cada imagen SAR es
una estimación orientativa (pero no exacta) del peso relativo de cada imagen SAR en el con-
junto de interferogramas, proponemos añadir en el proceso de estimación de la solución un
proceso de remuestreo tipo Monte Carlo sobre el vector de observaciones (Efron, 1979). El
remuestreo implica la suma de una cantidad aleatoria que pertuba el vector observaciones
con el que se resuelve el sistema. Este proceso se repite un número de iteraciones suficiente-
mente alto para reducir la influencia de la estimación de los errores en cada interferograma
e imagen SAR. Introducir el proceso de remuestro sobre el vector de observaciones, y no
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a) b)
Figura 3.7: a) Promedio de las funciones de covarianza a distancia 0 (varianza de la fase diferencial).
b) Matriz de varianzas-covarianzas temporal. Las unidades en esta figura son cm2.
sobre la matriz de varianzas-covarianzas, nos evita que la matriz Σ¯tϕ resultante del proceso
aleatorio de perturbación pueda configurarse de tal forma que no sea definida positiva, lo
que resultaría en un sistema mal condicionado e inestable al obtener la solución.
a) b)
Figura 3.8: a) Histograma de frecuencias de varianzas empíricas. b) Función de densidad de pro-
babilidad uniforme con desviación estándar la media de las varianzas empíricas de los
interferogramas diferenciales utilizados en estas pruebas.
El proceso de remuestreo Monte Carlo se realiza suponiendo una función de densi-
dad de probabilidad. En la Fig. 3.8(a) se puede observar que la distribución de las varianzas
de interferogramas diferenciales no se distribuyen normalmente, por lo que hemos supues-
to una función de densidad de probabilidad uniforme (Moler, 2004), con una desviación
estándar igual a la media de las varianzas de los interferogramas utilizados en el análisis
multitemporal (Fig. 3.8b).
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3.2.3. Solución mínimo cuadrática
Para cada vector de observaciones perturbado con el remuestreo Monte Carlo, se re-
suelve el sistema lineal de ecuaciones mediante la estimación por mínimos cuadrados, que
minimiza la norma de vˆtP vˆ (Sevilla, 1986; Teunissen, 2003):
xˆ = (AtPA)−1AtPϕ, (3.47)
donde P = Q−1ϕ es la matriz de pesos, y la matriz de varianzas-covarianzas de los paráme-
tros estimados es,
Σxˆ = σ2o(A
tPA)−1. (3.48)
Llegados a este punto, consideramos usar varios test de hipótesis estadísticos para
detectar errores groseros. Por ejemplo, el test de bondad de ajuste del modelo lineal, test
global del modelo o test de la Chi Cuadrado (Usai, 2003), que se basa en la comparación de
la varianza a priori (σ2o) con la varianza a posteriori de la unidad de peso del ajuste mínimos
cuadrados (σˆ2o), donde:
Hipótesis Nula (σ2o = σˆ2o): el modelo es correcto y completo
Hipótesis Alternativa (σ2o 6= σˆ2o): el modelo no es correcto
σˆ2o =
vˆtP vˆ
K − (N + 1) , (3.49)
siendo vˆ el vector de residuos.
Así, en función de los grados de libertad, K − (N + 1), y del nivel de significación
α, normalmente 95% para una distribución χ2, los residuales se distribuyen normalmente
(Usai, 2003). También, dentro de este análisis estadístico son aplicables otros tests de hipó-
tesis (Otero, 2002; Teunissen, 2006).
Descripción del Algoritmo
En la Fig. 3.9 se muestra el esquema de flujo del algoritmo que implementa el método
que hemos descrito. Partiendo de la fase diferencial desenrrollada de los interferogramas se
realizan los siguientes pasos:
1. Corrección de las posibles tendencias órbitales ajustando por mínimos cuadrados po-
linomios de bajo orden (Sec. 3.1.1).
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2. Corrección de las dependencias lineales con la topografía local para eliminar los retra-
sos atmosféricos debidas a la estratificación atmosférica (Sec. 3.1.5.1).
3. Cálculo de la función de covarianza empírica (Sec. 3.1.5.2),
4. Cálculo de la diagonal de la matriz de varianzas-covarianzas, como la suma de la
varianza estimada en la función de covarianza y la varianza proporcional al valor de
coherencia (Sec. 3.1.4.1).
5. Estimación de las covarianzas en la matriz de varianzas-covarianzas (Sec. 3.2.2.2).
6. Remuestreo Monte Carlo (nmuestras bootstrap) del vector de observaciones.
7. Realización de n estimaciones por mínimos cuadrados ponderados.
8. Contraste de hipótesis del vector residuos con el Test global del modelo (TGM),
9. Filtro temporal atmosférico de paso bajo gaussiano.
Aunque, teóricamente, podamos introducir todos los píxeles del conjunto de interfe-
rogramas, previamente hemos seleccionado sólo aquellos que superan un valor límite de
coherencia promedio (por ejemplo, ρ¯ = 0,2− 0,3).
Figura 3.9: Esquema de flujo del algoritmo para extraer la evolución de los desplazamientos usando
multiples interferogramas y mapas de coherencia.
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3.2.4. Simulaciones
Con el objetivo de probar la validez y correcta implementación del método propuesto
hemos realizado varias simulaciones. Puesto que los desplazamientos y los efectos atmos-
féricos son simulados y se conocen sus valores reales, que se pueden comparar fácilmente
con las estimaciones del método. Se han simulado unas condiciones realistas con una dis-
tribución temporal de adquisiciones SAR y distribución de líneas de base perpendiculares
características comparables con las que se encuentran usando imágenes ERS o Envisat. En
las simulaciones se introduce ruido aleatorio (espacialmente incorrelado), simulaciones de
ruido atmosférico (espacialmente correlado) y desplazamientos lineales y no lineales con el
tiempo.
3.2.4.1. Deformación lineal con el tiempo
Escenario 1a: Deformación lineal
Comenzamos con la simulación más simple, suponer que nuestros datos no poseen
ningún tipo de error y el patrón de deformación con el tiempo es lineal. Para ello, se simuló
el efecto de deformación de un centro de expansión en un medio elástico homogéneo e
isotrópo (Mogi, 1958) a una profundidad de 3.5 km, con un volumen que cambia a un ritmo
constante, δVol. (ver Tabla 3.4).
fuente X (km) Y (km) Prof. (km) δVol. (km3/yr)
Mogi 8.4 12 3.5 -0.00025
Tabla 3.4: Valores de los parámetros de la fuente de deformación utilizadas para las simulaciones de
los desplazamientos lineales con el tiempo.
Los desplazamientos tridimensionales se proyectaron en los de una órbita descendente
con ángulo de incidencia de θ = 23o. Se simularon los desplazamientos en una región de
≈ 20x20 km2, que resulta de un interferograma diferencial con 256 × 256 píxeles con un
factor de multilook de 4 : 20 y en 31 instantes aleatoriamente escogidos, para un periodo
temporal de 9 años (1992-2001), entre los coincidentes con los pasos de un satélite con un
ciclo de repetición de 35 días. En la Fig. 3.10, se representan 12 de estas épocas, para ilustrar
la evolución del desplazamiento del terreno en los.
Luego utilizando los desplazamientos simulados para cada época (Fig. 3.10) se simula
la deformación registrada en cada interferograma diferencial con un valor de fase diferencial
para cada interferograma tal que,
ϕunw = uslave − umaster. (3.50)
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Figura 3.10: Deformación los lineal simulada para un período de aproximadamente 9 años, donde se
muestra la deformación acumulada para 12 épocas (en cm).
Para la formación de los interferogramas se impone una separación temporal igual o
menor de 4 años un límite normalmente escogido en la literatura (Fernández y otros, 2009).
Escenario 1b: Deformación lineal + ruido atmosférico
Para añadir más realismo a las simulaciones hemos incluido el efecto atmosférico tur-
bulento, como una diferencia de fase. La simulación del efecto turbulento se basa en la ge-
neración de un retraso para cada imagen SAR, de forma aleatoria, con unas propiedades
espectrales coincidentes con la teoría turbulenta de Kolmogorov (Hanssen, 2001), y que he-
mos descrito anteriormente. Los retrasos aleatorios poseen un índice espectral de−5/3 para
longitudes de onda mayores de los 2 km y un índice espectral de −8/3 para longitudes de
onda inferiores a los 2 km. Finalmente, los mapas de retrasos resultantes fueron multiplica-
dos por una constante aleatoria entre 0 y 4 para tener en cuenta que los retrasos atmosféricos
varían hasta un orden de magnitud para diferentes épocas (Hanssen, 1998). En la Fig. 3.11
se presentan los retrasos simulados como desplazamientos aparentes para las 12 épocas es-
cogidas en la Fig. 3.10.
Escenario 1c: Deformación lineal + ruido atmosférico + ruido aleatorio
Finalmente, para introducir el efecto del ruido proveniente de los errores en el pro-
cesado, la decorrelación, etc., se ha añadido ruido aleatorio gaussiano con una desviación
típica de 0.5 cm. Esta desviación típica es equivalente a unos 30o para un sistema de SAR
con λ =5.6 cm (banda C), como el de los satélites ERS y Envisat. Su representación es similar
a la mostrada en la Fig. 3.11.
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Figura 3.11: Simulación de 12 retrasos atmosféricos como desplazamientos aparentes (en cm).
Resultados
El método presentado en la sección anterior lo hemos implementado en lenguaje
Matlab c© con un conjunto de ficheros m, denominado MTIANPAC (Multi-Temporal Interfe-
rometric ANalysis PACkage). En la Fig. 3.12, se muestran las velocidades lineales simulada
y las estimadas con MTIANPAC, a partir de las series temporales para los tres escenarios si-
mulados (deformación lineal sin ruido, deformación lineal con ruido atmosférico turbulento
y deformación lineal con ruido atmosférico turbulento y aleatorio).
En la Fig. 3.13 se presentan 2 series temporales estimadas para cada uno de los 3 es-
cenarios simulados. Se escogieron dos puntos representativos de una zonas que no poseía
desplazamientos (punto PS No 13378) y otra en la zona de máximos desplazamientos (pun-
to PS No 51526) (ver Fig. 3.12). En la Fig. 3.13(a) y (b), se presentan resultados del escenario
1a (desplazamientos lineales con el tiempo sin introducir ni efectos atmosféricos, ni errores
aleatorios); la estimación de la evolución de los desplazamientos (rombos negros) y la esti-
mación de su error al 98% de región de confianza (2 desviaciones típicas). Las desviaciones
típicas son pequeñas dado que no existen errores y puesto que el remuestreo Monte Carlo
está basado en una media de las varianzas de las funciones empíricas de covarianza que
son muy pequeñas en este caso. Podemos destacar que para la zona de no deformación (Fig.
3.13a) la estimación de la evolución del desplazamiento y su valor real (cuadrados azules)
son virtualmente los mismos. Para la zona con deformación (Fig. 3.13b), la serie temporal
se desvía ligeramente del valor real en los extremos, esto puede ser debido al filtro de paso
bajo temporal con anchura de 0.5 años.
En la Fig. 3.13(c) y (d), se presenta el resultado del escenario 1b, donde a la deforma-
ción lineal (cuadrados azules) se añadió un error atmosférico de origen turbulento (círculos
rojos). La estimación de la evolución de los desplazamientos y sus errores se muestran con
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a) b)
c) d)
Figura 3.12: Velocidad lineal a) simulada, b) estimada en el escenario 1a, c) estimada en el escenario
1b, y d) estimada en el escenario 1c.
símbolos negros. La región en gris muestra las soluciones remuestreadas usando el esque-
ma Monte Carlo. Podemos apreciar que casi todas las estimaciones mínimos cuadrados que
definen las barras de error se mantienen dentro de la región que contiene la señal real (azul).
Finalmente, en la Fig. 3.13(e) y (f), presentamos los resultados del escenario 1c, donde
a la deformación lineal (cuadrados azules) se añadió un error atmosférico de origen tur-
bulento y ruido aleatorio gaussiano con desviación típica de 30o (círculos rojos). Se puede
observar en ambas series temporales que la región de confianza es relativamente mayor,
como es de esperar, con respecto a las soluciones de la Fig. 3.13(c) y (d), del escenario 1b.
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a) b)
c) d)
e) f)
Figura 3.13: Series temporales estimadas para, a) PS No 13378 escenario 1a, b) PS No 51526 escenario
1a, c) PS No 13378 escenario 1b, d) PS No 51526 escenario 1b, e) PS No 13378 escenario
1c, y f) PS No 51526 escenario 1c. Simbología explicada en el texto.
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3.2.4.2. Deformación no lineal con el tiempo
Para incluir un caso más complejo y realista simulamos desplazamientos que se com-
portan de forma no lineal con el tiempo. Para ello, utilizamos una función arbitraria que
simula dos períodos de aceleración de los desplazamientos del terreno (en analogía con dos
períodos de crisis volcánica). El modelo de deformación se basa en la siguiente expresión
(modificada, a partir de la expresión de la componente vertical del modelo de Mogi),
unl(t) = a
−bt+ ct3
(d2 + 3,5r2)3/2
(3.51)
donde, unl son los desplazamientos que dependen del tiempo t, medido con respecto a la
primera época, a es una constante que modula la amplitud de los desplazamientos, b y c
modifican la evolución temporal de los desplazamientos, d es la profundidad de la fuente, y
r es la distancia radial a la fuente (d y rmodulan la distancia a la que decae la deformación).
En la Tabla 3.5, se listan los valores de los parámetros utilizados en este caso para simular
los desplazamientos no lineales.
fuente X (km) Y (km) a b c d
No lineal 10 10 10000 0.015 0.002 3.5
Tabla 3.5: Valores de los parámetros de la fuente de deformación utilizadas para las simulaciones de
los desplazamientos no lineales con el tiempo.
Figura 3.14: Deformación no lineal (en cm) simulada para un período de aproximadamente 9 años,
donde se muestra la deformación acumulada para 12 de las 31 épocas.
En la Fig. 3.14 se puede observar el patrón espacial de los desplazamientos para 12 de
las 31 épocas simuladas. El área afectada por los desplazamientos es relativamente pequeña.
Esto es para que durante el cálculo de la función empírica de covarianza, sus resultados es-
ten dominados principalmente por el efecto atmosférico turbulento. Este escenario significa
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que supondremos que la zona afectada por la deformación de la superficie del terreno es
relativamente pequeña con respecto a la del área total de estudio. Si está condición no se
puede asegurar, el cálculo de la función empírica de covarianza se debe realizar en una zona
libre de desplazamientos.
Resultados
De forma similar a las simulaciones de los desplazamientos lineales con el tiempo se
generaron tres escenarios que, de forma aditiva, se formaron sobre los desplazamientos no
lineales con el tiempo: 2a) sin ruido, 2b) con ruido atmosférico turbulento, y 2c) con ruido
aleatorio gaussiano.
a) b)
c) d)
Figura 3.15: Velocidad lineal calculada a partir del ajuste de los desplazamientos no lineales a) simu-
lados, b) estimados en el escenario 2a, c) estimados en el escenario 2b, y d) estimados en
el escenario 2c.
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En la Fig. 3.15, se muestran las velocidades lineales calculadas a partir del ajuste de
los desplazamientos no lineales simulados y los resultados del uso de MTIANPAC como
velocidades lineales calculadas a partir de las series temporales estimadas con el método
para los tres escenarios simulados (deformación no lineal sin ruido, deformación no lineal
con ruido atmosférico turbulento y deformación no lineal con ruido atmosférico turbulento
y aleatorio).
En la Fig. 3.16, se muestran los resultados de los 3 escenarios simulados. Aquí, también
escogimos dos puntos representativos de una zona que no poseía deformación (punto PS No
13378) y otra en la zona de máxima deformación (punto PS No 32896) (ver su localización
en la Fig. 3.14).
En la Fig. 3.16(a) y (b), se presenta el resultado del escenario 2a. En la Fig. 3.16(b) se
puede apreciar claramente el efecto de borde de la aplicación del filtro de paso bajo temporal
con anchura de 0.5 años.
En la Fig. 3.16(c) y (d), se presenta el resultado del escenario 2b, donde a la deformación
no lineal (cuadrados azules) se añadió un error atmosférico de origen turbulento (círculos
rojos). La estimación de la evolución de los desplazamientos y sus errores se muestran con
símbolos negros. La región en gris muestra las soluciones remuestreadas usando el esquema
Monte Carlo. Podemos apreciar que casi todas las estimaciones mínimos cuadrados que
definen las barras de error se mantienen dentro de la región que contiene la señal real (azul).
Finalmente, en la Fig. 3.16(e) y (f), presentamos los resultados obtenidos para el es-
cenario 2c, donde a los desplazamientos no lineal (cuadrados azules) se añadió un error
atmosférico de origen turbulento y ruido aleatorio gaussiano con desviación típica de 30o
(círculos rojos). De la misma forma que para el caso de las simulaciones con deformación
lineal la región de confianza de las series temporales es relativamente más grande, con res-
pecto a las soluciones de la Fig. 3.16(c) y (d), del escenario 2b.
En esta sección hemos presentado, un método de análisis de errores en interferome-
tría radar avanzada. El método tiene en cuenta los errores incorrelados espacialmente y la
correlación temporal debida a la distribución de la imágenes SAR con las que se forman
los interferogramas. Las simulaciones con ruido real indican que el método puede estimar
correctamente la evolución de los desplazamientos determinando su precisión, estimada a
partir de un método de Monte Carlo.
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a) b)
c) d)
e) f)
Figura 3.16: Series temporales estimadas para, a) PS No 13378 escenario 2a, b) PS No 32896 escenario
2a, c) PS No 13378 escenario 2b, d) PS No 32896 escenario 2b, e) PS No 13378 escenario
2c, y f) PS No 32896 escenario 2c. Simbología explicada en el texto.
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3.3. Aplicación: Isla de Lanzarote
Como ejemplo de aplicación del algoritmo desarrollado, se ha escogido la isla de Lan-
zarote. Lanzarote es una zona con baja actividad volcánica y buenas condiciones para la
interferometría radar (Romero y otros, 2003).
La isla de Lanzarote está localizada en el archipielago canario (Fig. 3.17), la única re-
gión con volcanismo activo en España. Su actividad volcánica comenzó hace unos 40 mi-
llones de años, de las 12 erupciones históricas de las Islas Canarias, 2 (1730-1736, 1824) han
ocurrido en Lanzarote (Araña y Ortíz, 1991). La actividad eruptiva está caracterizada por
erupciones fisurales con producción de magmas basálticos poco explosivos. Las manisfesta-
ciones superficieales de actividad magmática se presentan en forma de anomalías térmicas
en La Palma (Teneguía), Tenerife (Teide) y Lanzarote (Montañas de Fuego, Timanfaya), y
fumarólica en el Teide (Tenerife) (Fernández y otros, 1992b).
Figura 3.17: Localización geográfica de la isla de Lanzarote dentro del archipíelago canario. En el
recorte se señala con un rectángulo rojo el área que cubren las imágenes SAR.
La isla de Lanzarote ha sido objeto de numerosas investigaciones en volcanología (Fer-
nández, 1993), y muy especialmente geodésicas, gracias a la instalación en 1987 del Labo-
ratorio de Geodinámica de Lanzarote (LGL) (http://www.iag-lgl.csic.es/). Una ac-
tualiazación del equipamiento y las actividades más recientes realizadas en el LGL se puede
encontrar en Vieira y Vélez (2006). De los estudios geodésicos, hay que destacar el desa-
rrollo, instalación y registro con instrumentación geodésica; registro de mareas terrestres,
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oceánicas y atmosféricas; levantamientos gravimétricos; instalación y observación de redes
geodésicas; control del nivel de mar, etc. (Vieira y Vélez, 2006).
El registro y estudio de deformaciones en la isla de Lanzarote ha sido realizado previa-
mente, principalmente dedicadas al desarrollo de herramientas para el diseño de sistemas
de vigilancia volcánica (Fernández, 1993), registro e interpretación de deformaciones debi-
das a mareas y su relación con el flujo de calor (Fernández y otros, 1992a; Arnoso y otros,
2001), etc. Las técnicas e instrumentación, perteneciente al Laboratorio de Geodinámica de
Lanzarote, utilizadas en estas investigaciones han sido de altísima precisión. Sin embargo,
este tipo de instrumentación basada en la observación precisa puntual (en unos pocos pun-
tos), no permiten obtener un conocimiento detallado de la extensión espacial de las posibles
anomalías locales a nivel insular.
Con el objeto de realizar un análisis a nivel insular, Romero y otros (2003) utilizaron
un conjunto de seis imágenes SAR ERS. En este estudio se mostraron las buenas condicio-
nes interferométricas que existen en Lanzarote, debido al efecto mínimo de decorrelación
temporal que sufre la mayoría de la superficie de la isla (cubierta por campos lávicos recien-
tes y con escasa vegetación). Estos autores realizaron un análisis de los efectos atmosféricos
que presentaban los interferogramas, sin detectar desplazamientos mayores de 3 cm duran-
te el período de estudio (1992-2000). Basándonos en estos resultados, para este período de
estudio, podemos suponer que las desplazamientos que puedan existir son relativamente
pequeños, siendo necesario para detectarlos el uso de una técnica de interferometría dife-
rencial avanzada, como la desarrollada en este capítulo.
3.3.1. Análisis MTIANPAC de interferogramas reales
Para un estudio SAR, más detallado, que los realizados hasta el momento (Romero y
otros, 2002, 2003), se han considerado 14 imágenes descendentes SAR de los satélites euro-
peos ERS-1 y ERS-2 (Tabla 3.6), durante el período 1992-2000. Las imágenes SAR cubren la
totalidad de la isla de Lanzarote y parte del archipielago Chinijo (Fig. 3.17). Dadas la ex-
cepcionales condiciones para la interferometría, y que la selección de las imágenes se realizó
para minimizar las líneas de base perpendiculares, se han podido formar 91 interferogramas
(Tabla 3.7).
Todos las imágenes SAR se alinearon con respecto una común, de la imagen de la fe-
cha 1996-02-02, y luego se crearon los 91 interferogramas (Tabla 3.7). Los interferogramas
diferenciales se generaron con el software DORIS elaborado por la Universidad Politécnica
de Delft (Holanda, Países Bajos) (Kampes y otros, 2003), sobre un recorte de las imágenes
originales que contienen toda la superficie de la isla de Lanzarote, el islote de La Graciosa
y el islote de Montaña Clara (Fig. 3.17). La resolución de las imágenes ha sido degradada
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Número Satélite Órbita Fecha (año/mes/día) Frame
1 ERS-1 5922 1992/09/02 3020
2 ERS-1 6924 1992/11/11 3023
3 ERS-1 20294 1995/06/02 3020
4 ERS-1 21296 1995/08/11 3023
5 ERS-2 1623 1995/08/12 3023
6 ERS-2 3627 1995/12/30 3020
7 ERS-1 23801 1996/02/02 3020
8 ERS-2 6633 1996/07/27 3023
9 ERS-2 10140 1997/03/29 3020
10 ERS-2 11643 1997/07/12 3020
11 ERS-2 12144 1997/08/16 3023
12 ERS-2 18156 1998/10/10 3020
13 ERS-2 22164 1999/07/17 3020
14 ERS-2 24669 2000/01/08 3023
Tabla 3.6: Lista de las imágenes descendentes SAR del Track 266 usadas en este estudio.
para obtener un tamaño de píxel de 90 × 90 m. La fase topográfica se canceló con el DEM
Shuttle Radar Topographic Mission (SRTM) con una resolución espacial de unos 3 segundos
de arco, es decir, aproximadamente 90 m., un error absoluto en vertical de ±15m y error re-
lativo < 8− 10m. (Farr y otros, 2007). Una vez diferenciada la fase de los pares de imágenes
SAR y eliminada la fase topográfica, la contribución de fase de deformación se desenrrolló
usando el programa SNAPHU de la Universidad de Stanford, EE.UU. (Chen, 2001). La fase
desenrrollada de los interferogramas se analizó con el método MTIANPAC presentado en
el apartado anterior para determinar la distribución espacial y temporal de la deformación
en la isla de Lanzarote, teniendo en cuenta la varianza de los valores de fase dependientes
de la coherencia, la varianza de los efectos atmosféricos turbulentos y la distribución (re-
dundante) temporal en las observaciones. Para resolver el sistema fijamos la deformación
de la primera imagen (1992-09-02) a cero. Para cada interferograma se calcula su mapa de
coherencia y función de covarianza empírica.
Como primer paso y para agilizar el cálculo de las series temporales se crea una ima-
gen de coherencia promedio con todos los mapas de coherencia, de este análisis se selec-
cionaron 82619 píxeles con un valor de coherencia promedio (ρ¯) mayor de 0.25 , sobre un
total de 412500 píxeles que formaban el recorte analizado (≈ 20% del total). Los píxeles que
muestran está característica se consideran suficientemente estables con el tiempo (Berardino
y otros, 2002; Mora y otros, 2003; Fernández y otros, 2009). En la Fig. 3.18, se puede observar
la clara correlación existente entre las zonas cubiertas por lavas recientes y la distribución
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Número ifg (master-slave) B⊥ (m) Btemp (días) Número ifg (master-slave) B⊥ (m) Btemp (días)
1 19920902-19921111 -78.1 70 47 19950812-19951230 -188.9 140
2 19920902-19950602 -75.5 1003 48 19950812-19960202 -164.8 174
3 19920902-19950811 31.7 1073 49 19950812-19960727 -308.6 350
4 19920902-19950812 -44.3 1074 50 19950812-19970329 -213.5 595
5 19920902-19951230 96.4 1214 51 19950812-19970712 -556.6 700
6 19920902-19960202 120.5 1248 52 19950812-19970816 -321.6 735
7 19920902-19960727 -23.3 1424 53 19950812-19981010 -9.1 1155
8 19920902-19970329 71.8 1669 54 19950812-19990717 -33.7 1435
9 19920902-19970712 -271.3 1774 55 19950812-20000108 -403.2 1610
10 19920902-19970816 -36.3 1809 56 19951230-19960202 -24.1 34
11 19920902-19981010 276.2 2229 57 19951230-19960727 -167.9 210
12 19920902-19990717 251.6 2509 58 19951230-19970329 -72.8 455
13 19920902-20000108 -117.9 2684 59 19951230-19970712 -415.9 560
14 19921111-19950602 -394.6 933 60 19951230-19970816 -180.9 595
15 19921111-19950811 -287.4 1003 61 19951230-19981010 131.6 1015
16 19921111-19950812 -363.4 1004 62 19951230-19990717 107.0 1295
17 19921111-19951230 -222.7 1144 63 19951230-20000108 -262.5 1470
18 19921111-19960202 -198.6 1178 64 19960202-19960727 -143.8 176
19 19921111-19960727 -342.4 1354 65 19960202-19970329 -48.7 421
20 19921111-19970329 -247.3 1599 66 19960202-19970712 -391.8 526
21 19921111-19970712 -590.4 1704 67 19960202-19970816 -156.8 561
22 19921111-19970816 -355.4 1739 68 19960202-19981010 155.7 981
23 19921111-19981010 -42.9 2159 69 19960202-19990717 131.1 1261
24 19921111-19990717 -67.5 2439 70 19960202-20000108 -238.4 1436
25 19921111-20000108 -437.0 2614 71 19960727-19970329 -192.5 245
26 19950602-19950811 -284.8 70 72 19960727-19970712 -535.6 350
27 19950602-19950812 -360.8 71 73 19960727-19970816 -300.6 385
28 19950602-19951230 -220.1 211 74 19960727-19981010 11.9 805
29 19950602-19960202 -196.0 245 75 19960727-19990717 -12.7 1085
30 19950602-19960727 -339.8 421 76 19960727-20000108 -382.2 1260
31 19950602-19970329 -244.7 666 77 19970329-19970712 -440.5 105
32 19950602-19970712 -587.8 771 78 19970329-19970816 -205.5 140
33 19950602-19970816 -352.8 806 79 19970329-19981010 107.0 560
34 19950602-19981010 -40.3 1226 80 19970329-19990717 82.4 840
35 19950602-19990717 -64.9 1506 81 19970329-20000108 -287.1 1015
36 19950602-20000108 -434.4 1681 82 19970712-19970816 -548.6 35
37 19950811-19950812 -253.6 1 83 19970712-19981010 -236.1 455
38 19950811-19951230 -112.9 141 84 19970712-19990717 -260.7 735
39 19950811-19960202 -88.8 175 85 19970712-20000108 -630.2 910
40 19950811-19960727 -232.6 351 86 19970816-19981010 -1.1 420
41 19950811-19970329 -137.5 596 87 19970816-19990717 -25.7 700
42 19950811-19970712 -480.6 701 88 19970816-20000108 -395.2 875
43 19950811-19970816 -245.6 736 89 19981010-19990717 286.8 280
44 19950811-19981010 66.9 1156 90 19981010-20000108 -82.7 455
45 19950811-19990717 42.3 1436 91 19990717-20000108 -107.3 175
46 19950811-20000108 -327.2 1611
Tabla 3.7: Lista de los interferogramas (ifg) con su línea de base perpendicular (B⊥) y separación
temporal (Btemp) usados en este estudio.
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a) b)
Figura 3.18: a) Esquema geológico simplificado con la distribución espacial de los macizos antiguos
(formaciones tabulares) de Famara en el Norte y Los Ajaches en el Sur (sombreado ne-
gro) y extensión de los campos lávicos recientes, < 30,000 años (sombreado rojo) según
Carracedo y otros (1990). Localización de los módulos del Laboratorio de Geodinámica
de Lanzarote (T: Timanfaya, JA: Jameos del Agua y CV: Cueva de los Verdes. b) Mapa de
coherencia promedio de los 91 interferogramas.
de píxeles que muestran una alta estabilidad en la coherencia temporal. Finalmente, para
cada píxel estable se analiza con el método MTIANPAC con un filtro temporal de paso bajo
de 0.75 años, tomado como un valor de compromiso entre un filtro eficiente de los efectos
atmosféricos de alta frecuencia y no eliminar señales de deformación (Mora y otros, 2003).
3.3.2. Resultados
En la Fig. 3.19 se muestran un mapa georeferenciado de los resultados de velocidad
lineal ajustada a cada serie temporal de desplazamientos calculada píxel a píxel enmm/año,
sobre un modelo digital de elevaciones sombreado. La primera observación es que la mayor
parte de la isla de Lanzarote, La Graciosa y Montaña Clara se muestran estables, es decir,
sin desplazamientos del terreno significativos durante el período comprendido entre 1992 y
2000, resultado coherente con los obtenidos previamente.
La segunda observación es que con los resultados del análisis multitemporal se de-
tectan dos zonas que muestran tasas de alejamiento del satélite significativas, dado que la
deformación está proyectada en la línea de vista del satélite, para el paso descendente estas
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Figura 3.19: Mapa georeferenciado de velocidades lineales de los resultado del análisis MTIANPAC
de los píxeles estables temporalemente (coherentes). También se indican los principales
elementos geológicos y la localización de los módulos del Laboratorio de Geodinámica
de Lanzarote.
deformaciones podrían ser causadas por a) un hundimiento, b) un desplazamiento hacia el
oeste o c) una combinación de ambos movimientos.
La zona con tasas de deformación de la superficie del terreno mayor se localiza en
la zona de Timanfaya con velocidades lineales del terreno de 4 − 6 mm/año. Esta zona de
deformación afecta a una superficie aproximada de ≈ 7 km2. La segunda zona de deforma-
ción se detecta cerca de la costa oeste-noroeste de la isla con una magnitud de unos 3 − 4
mm/año, ligeramente inferior que la estimada para la zona de deformación de Timanfaya.
La desviación estándar de las zonas sin deformación indican una precisión en la velocidad
lineal de ∼ ±1mm/año.
Los desplazamientos observados deben ser prácticamente verticales, ya que si las tasas
de desplazamientos en los observadas fueran puramente horizontales, la velocidad en la
componente Este-Oeste sería del orden de ≈ 1,5 cm/a, es decir, una tasa de deformación
excesivamente grande para una zona con poca actividad sismovolcánica.
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Figura 3.20: Mapa georeferenciado de velocidades lineales de detalle sobre las zonas de deformación
(izquierda de la figura), donde se marca la localización de los perfiles AA’ y BB’ que
se muestra a la derecha de la figura. Los perfiles muestra las tasas de deformación con
valores positivos para el hundimiento y negativos para levantamiento de la superficie
del terreno.
En la Fig. 3.20 se muestra las zonas de deformación de Timanfaya y costa noroeste.
En la parte derecha se muestran un perfil AA’ a lo largo de la dirección oeste-noroeste este-
sureste que corta las dos zonas de deformación, y otro perfil BB’ prácticamente Oeste-Este,
donde podemos apreciar con más detalle las magnitudes de las velocidades. En el perfil AA’
se observa que los hundimientos en la zona de deformación de la costa y de Timanfaya no
están completamente desconectados, es decir que la tasa de deformación entre ambas zonas
no alcanza el cero. Esto podría indicar cierta influencia entre las fuentes que generan ambas
deformaciones. Otra observación interesante es que en el perfil BB’ el gradiente de aumento
de las tasas de deformación crece rápidamente de Oeste a Este, luego la deformación decae
con la distancia más suavemente del centro de la deformación hacia el Este.
En la Fig. 3.21 se muestran la localización y las series temporales de desplazamientos
con sus barras de error proporcionales a una región de confianza del 97.7% (2σ) de 10 píxeles
coherentes seleccionados. Esto permite ilustrar la evolución temporal de los desplazamien-
tos del terreno en toda la isla de Lanzarote durante el período analizado (1992-2000). Los
píxeles se han etiquetado con respecto a la posición en el vector de coordenadas radar. De
esta forma, se representa una serie temporal (PS: 00320) de un punto cercano a la posición de
los módulos del Laboratorio de Geodinámica de La Cueva de los Verdes y Jameos del Agua,
para el que deformación del terreno no es significativa. Dos píxeles alejados de las zonas de
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Figura 3.21: Esta figura muestra la localización de las 10 series temporales de la evolución de los des-
plazamientos ajustados, así como las barras de error resultado del ajuste correspondiente
a 10 píxeles seleccionados. Cada serie temporal muestra el número identificador del pí-
xel coherente y sus coordenadas geodésicas en grados decimales (longitud y latitud). La
disposición de las series temporales, en esta figura, es de abajo a arriba, y de derecha
a izquierda, consecutivamente según la numeración de los PS, que sigue un orden de
Este a Oeste. Las unidades del eje de abcisas son en años y las ordenadas en mm. Las
unidades del mapa de velocidad lineal son de mm/a.
deformación no muestran desplazamientos (PS:11862 y PS:79269), así como otros dos píxe-
les seleccionados al Norte (PS:46934) y al Sur (PS:55200) cerca de la zona de deformación de
Timanfaya.
La serie temporal del punto situado aproximadamente en el centro de la zona de de-
formación de la costa noroeste (PS:79519) muestra un hundimiento casi lineal con el tiempo
y un incremento gradual en los errores estimados sobre los desplazamientos, con un hundi-
miento acumulado de 1,8± 0,7 cm.
En la zona de deformación de Timanfaya, la distribución espacial de la deformación es
más compleja. Sin embargo, la evolución temporal de los cuatros píxeles seleccionados sigue
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un comportamiento bastante lineal con el tiempo (Fig. 3.21). El primer punto seleccionado
en la zona de Timanfaya (PS:58717), se localiza en una zona con alta densidad de hornitos
de la erupción de 1730-1736 (Carracedo y otros, 1990), y muestra un desplazamiento muy
contante con el tiempo siendo superior a 2 cm entre 1992 y 2000. En el punto localizado cer-
ca del Islote del Hilario (PS:54328) a lo largo de los nueve años de estudio se acumula un
desplazamiento de 3,8 ± 0,5 cm. La localización del módulo de Timanfaya del Laboratorio
de Geodinámica coincide apróximadamente con el punto PS:53795. Para este punto sólo du-
rante el período 1995-2000 los desplazamientos son significativos, esto puede ser debido su
posición relativa con respecto a la zona de máxima deformación, donde sólo tras periodos
de observación > 4 años y una cantidad y distribución de imágenes SAR similar se pue-
den detectar desplazamientos significativos. Finalmente, el punto de máxima deformación
(PS:51981) se encuentra en la zona del cráter del volcán de Timanfaya, donde se acumula un
hundimiento de 5± 0,4 cm.
3.3.3. Interpretación de la deformación
Las zonas de deformación pese a su simpleza en comportamiento temporal, sí dibujan
un patrón complejo de deformación espacial (Fig. 3.22a). En la zona de deformación de
Timanfaya, la distribución espacial de la tasa de desplazamiento lineal es más compleja
mostrando dos zonas de deformación diferenciadas alineadas con la dirección Este-Oeste,
con sendos máximos relativos, al Este y otro al Oeste, ambas con cierta elongación en la
direcciónNoroeste-Sureste. Por otra parte, las dos zonas de deformación parecen conectadas
o, por lo menos, alineadas en una dirección Noroeste-Sureste. Finalmente, como hemos visto
en la Fig. 3.20, los perfiles AA’ y BB’ parecen indicar un comportamiento directivo Este-Oeste
en los gradientes de la tasa de deformación.
Así, la localización de las dos zonas de deformación coincide claramente con los cen-
tros de emisión, las fracturas eruptivas y el área cubierta por las lavas de la erupción de
1730-1736. Según Carracedo y otros (1990), la erupción está ligada claramente a una fractura
volcánica o eje estructural común en el volcanismo de las Islas Canarias, de esta forma esta
erupción tuvo 5 fases diferenciadas (Fig. 3.22b): i) Fase A, una fisura eruptiva comienza a
abrirse conectando la Caldera de Los Cuervos y Pico Partido con dirección NO-SE, ii) Fase
B, otra fisura eruptiva con dirección E-O empieza a generar puntos de emisión que migran
con el tiempo de Oeste a Este, iii) Fase C, bruscamente la emisión de coladas migra 13 km
hacia el Oeste (prácticamente hasta la actual línea de costa) y comienza, de nuevo a propa-
garse la emisión de productos eruptivos hacia el Este, durante iv) la fase D, la emisión se
mantiene estacionaria sobre las Montañas del Fuego (Timanfaya) durante 1 a 4 años sin un
control estructural claro, para terminar, durante v) la fase F, la erupción migra bruscamente
5 km hacia el Este y progresa en esa dirección hasta que la erupción termina.
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Las direcciones estructurales predominantes durante la erupción, así como el conducto
vertical centrado en las Montañas del Fuego coincide claramente con el patrón de la defor-
mación que se detecta entre 1992 y 2000, lo que nos indica un claro origen volcánico de la
deformación, ya sea por efectos magmáticos (contracción térmica del magma residual de la
cámara magmática superficial que alimentó la erupción de 1730) o por algún mecanismo
relacionado con el flujo de fluidos en el sistema geotermal o el alto flujo térmico ligado a un
medio altamente fracturado. Los distintos estudios geofísicos que proponen la existencia de
una cámara magmática residual de la erupción de 1730 que produce una anomalía geotér-
mica muy elevada, de ≈ 600oC a 13 m de profundidad (Araña y otros, 1984; Fernández y
otros, 1992a; Camacho y otros, 2001), hace pensar que podría ser la fuente más probable de
la deformación.
Figura 3.22: a) Zonas de deformación con los centros de emisión recientes superpuestos, y b) esque-
ma estructural de la erupción de 1730, (modificado de Carracedo y otros (1990)).

Capítulo 4
Determinación de desplazamientos 2D
utilizando corregistro de imágenes
ópticas
En este capítulo se presenta una nueva métodología para la obtención de estimacio-
nes de desplazamientos horizontales a partir de imágenes ópticas de alta resolución, para
evitar así los problemas descritos en capítulos anteriores derivados del uso exclusivo de
datos obtenidos a través de InSAR (medida unidimensional del desplazamiento,...) y GPS
(medidas puntuales,...). Se presenta un nuevo algoritmo que es una modificación de otros
métodos previos de correlación cruzada en el dominio espectral y que tiene como noveda-
des la ausencia del desenrollado de fase, una nueva estrategia de filtrado de fase adaptativo,
así como una estimación ponderada del desplazamiento utilizando unmétodo robusto. Este
método ha sido aplicado a dos ambientes geológicos diferentes usando imágenes ópticas de
satélite y de vuelos fotogramétricos, respectivamente. Primero, el estudio de deformacio-
nes co-sísmicas producidas por un terremoto de magnitud fuerte en Turquía, así como un
proceso de inestabilidad en las laderas en un ambiente volcánico (Sciara del Fuoco, Isla de
Stromboli, Italia). Una parte de este capítulo se ha publicado en González y otros (2010a).
4.1. Introducción
En estudios previos se ha detectado que el uso exclusivo de datos GNSS (GPS) para
la estimación de desplazamientos tridimensionales del terreno, con alta densidad espacial,
dependen fuertemente de la distribución óptima de la red GNSS en campo, lo que dificulta
la obtención de resultados fiables en casos con baja densidad espacial de estaciones GPS.
Suponiendo que la componente vertical de los desplazamientos se pueda caracterizar rela-
tivamente bien usando medidas derivadas del InSAR, una alternativa para la obtención de
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desplazamientos horizontales puede ser la utilización de imágenes ópticas de alta resolución
espacial adquiridas desde satélites artificiales o de vuelos fotogramétricos.
La obtención de medidas precisas de desplazamientos relativos entre imágenes, prin-
cipalmente digitales, es de gran importancia en una multitud de aplicaciones, como son
las diagnosis médicas mediante técnicas como el TAC (Tomografía Axial Computerizada),
(Maintz y Viergever, 1998), control de cambios mediante imágenes de teledetección (Towns-
hed y otros, 1992) o en control en robótica (Cox y otros, 1990). Entre la multitud de métodos
de alineado de imágenes (Zitova y Flusser, 2003), nos hemos centrado en aquellos que asu-
men que el movimiento se produce por traslación. En concreto para nuestra aplicación es
necesario determinar esta traslación a un nivel por debajo del tamaño del píxel (o sub-píxel).
La necesidad de determinar desplazamientos sub-píxel se debe a que la resolución es-
pacial de los sensores ópticos utilizados en teledetección es normalmente es mucho menor
que los desplazamientos del terreno esperables (ver Tab. 2.3). De esta forma la obtención de
desplazamientos sub-píxel es una herramienta crucial en el estudio de deformaciones del te-
rreno causadas por procesos geológicos (Crippen, 1992), como es el fallamiento durante un
terremoto (Vanpuymbroeck y otros, 2000; Michel y Avouac, 2002), flujo de glaciares (Berthier
y otros, 2005) y deslizamientos del terreno (Delacourt y otros, 2004). Las medidas de despla-
zamientos obtenidas con métodos de correlometría óptica proporcionan una información
complementaria a las determinadas con redes GPS, que habitualmente son espacialmente
poco densas, o los desplazamientos determinados con InSAR, que poseen grandes áreas
decorreladas (Lundgren y Stramondo, 2002; Stramondo y otros, 2002).
4.2. Métodos de correlación de fase
Sean dos funciones continuas bidimensionales Ipre(x, y) y Ipost(x, y), que solamente
difieren en una traslación, tal que (González y otros, 2010a),
Ipost(x, y) = Ipre(x+ δx, y + δy), (4.1)
donde δx y δy, son las dos componentes horizontales de la traslación en los ejes de coordena-
das x e y, respectivamente. La traslación (desplazamiento) entre ambas funciones se puede
obtener calculando la posición del máximo de la función correlación cruzada normalizada
QIpre,Ipost(δx, δy) =
∑
x,y(Ipost(x, y)− I¯post)(Ipre(x+ δx, y + δy)− I¯pre)√∑
x,y(Ipost(x, y)− I¯post)2
∑
x,y(Ipre(x+ δx, y + δy)− I¯pre)2
, (4.2)
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donde I¯ indica la media de la función en el dominio (x, y). Evaluar esta función para todo
(δx, δy) es poco eficiente, por lo que se suele calcular en el dominio de Fourier. Para ello
se usa el teorema del desplazamiento de Fourier1 que proponen que las transformadas de
Fourier de las funciones F {I} satisfacen la siguiente relación,
Fpost(ω, ν) = Fpre(ω, ν)ej(ωδx+νδy), (4.3)
donde, ω y ν son las coordenadas espectrales correspondientes con x e y. De acuerdo con
esta relación un desplazamiento en el dominio espacial de las funciones se corresponde con
una diferencia de fase en el dominio de Fourier (o espectral).
De esta manera, la solución eficiente y clásica para el cálculo de la función correlación
cruzada normalizada utilizando esta propiedad se realiza usando la inversa del producto
normalizado de los espectros de las funciones transformadas de Fourier (Q(ω, ν)), definido
por
Q(ω, ν) = Fpre(ω, ν)F
∗
post(ω, ν)∣∣Fpre(ω, ν)F ∗post(ω, ν)∣∣ , (4.4)
donde ∗ indica el conjugado complejo. Así, la función correlación cruzada normalizada se
obtiene aplicando la transformada inversa de Fourier sobre Q(ω, ν), que de forma ideal re-
presenta una función delta de Dirac
Q(δx, δy) = F−1
[
Fpre(ω, ν)F ∗post(ω, ν)∣∣Fpre(ω, ν)F ∗post(ω, ν)∣∣
]
,
= δ(x+ δx, y + δy),
(4.5)
con su máximo localizado en las coordenadas de los desplazamientos entre las funciones
Ipre y Ipost. En el caso discreto, la solución de la ec. (4.5) solamente es válida si los despla-
zamientos son un número entero de píxeles. Para el cálculo de desplazamientos sub-píxel
usando el teorema del desplazamiento de Fourier entre imágenes reales, se han propues-
to varias metodologías (Fineup, 1997; Vanpuymbroeck y otros, 2000; Stone y otros, 2001;
Foroosh y otros, 2002; Hoge, 2003; Xie y otros, 2003; Leprince y otros, 2007)
Foroosh y otros (2002) determinaron desplazamientos sub-píxel en el dominio espa-
cial aprovechando que la transformada inversa discreta de Fourier (DFT) de una señal con
resolución espacial degradada es equivalente a una función de Dirichlet. Esta propiedad les
permite simular y ajustar el pico de la función de correlación cruzada con una función seno
cardinal (Abramowitz y Stegun, 1972). Sin embargo, se ha demostrado que este método se
1https://ccrma.stanford.edu/~jos//sasp/Shift_Theorem.html
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vuelve inexacto cuando las imágenes contienen ruido y sufren de aliasing (Foroosh y Balci,
2004).
Métodos basados en el ajuste de un plano a la diferencia de fase se han demostrado
eficientes y exactos. Así por ejemplo, Stone y otros (2001) propusieron un algoritmo que
funciona para el rango de desplazamientos sub-píxel entre [−0,5, 0,5] usando una cadena
de procesado que comienza con la aplicación de una ventana de Blackmann o Blackmann-
Harris, posteriormente el resultado se ordena según la densidad de potencias de cada fre-
cuencia y se eliminan las que poseen menor potencia. Usando las frecuencias seleccionadas
se ajusta un plano por mínimos cuadrados a la matriz de diferencias de fases (Q(ω, ν)). La
mayor desventaja de este método es que el procesado de aplicar una ventana de Blackmann
elimina gran parte de la información (Leprince y otros, 2007).
Hoge (2003) presenta otro método basado en el ajuste de un plano a los valores de
fase, cuya novedad reside en una transformación en un subespacio del vector de las dife-
rencias de fase, como es la descomposición en valores singulares. El algoritmo resuelve el
problema al calcular la pendiente (desenrrollada) de los autovectores dominantes derecho
(V ) e izquierdo (U ) de la descomposición en valores singulares de la matriz diferencia de
fase (Q(ω, ν)). Este algoritmo, que es muy elegante en su formulación, encuentra proble-
mas cuando existe ruido real y cierta cantidad de aliasing, sin olvidar la inestabilidad del
problema del desenrollado de fase (1D).
Balci y Foroosh (2006a,b) estudiaron la relación entre las representaciones continuas y
discretas de las diferencias de fase. Ellos demostraron que lamatriz de diferencias de fases es
una señal con forma de dientes de sierra, por lo que el problema se limitaba a determinar el
número decimal de ciclos (sin desenrrollar la fase). Para este objetivo Balci y Foroosh (2006a)
usaron una transformada de Hough para detectar el número de líneas que forman el valor
diferencia de fase igual a cero en la matriz de diferencias de fase, mientras que en Balci y
Foroosh (2006b) usaron un operador gradiente (un filtro de respuesta finita al impulso) para
estimar la pendiente en cada dirección. En ambos trabajos, posteriormente la solución se
obtiene resolviendo un sistema de ecuaciones lineales sobredeterminado imponiendo una
regularización en la solución (Tarantola, 2005). Un punto débil de este método es que el
cálculo del gradiente requiere necesariamente de la definición de una longitud sobre la cual
aplicar el operador diferencial. Esto, en presencia de datos ruidosos, es díficil de determinar.
Recientemente, se han propuesto ajustes robustos para el plano de la matriz de diferencias
de fase (Yan y Liu, 2008; Liu y Yan, 2008), aunque es una buena aproximación los algoritmos
que se presentan dependen de un filtrado de la fase, que potencialmente puede variar la
solución, y requieren de un posterior desenrollado bidimensional de la fase. En la siguiente
sección demostraremos que el desenrollado de fase no es un proceso necesario con el uso de
un estimador robusto.
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4.2.1. Método Phase-Corr: correlador de fase robusto
En este capítulo se propone un nuevo método para calcular los desplazamientos basa-
dos en el cálculo de la pendiente de la matriz de diferencias de fases, extensión del método
de Stone y otros (2001) para obtener desplazamientos sub-píxel, incluso en el caso de la
presencia de desplazamiento multipíxel. Este objetivo lo conseguimos añadiendo dos pa-
sos al algoritmo original, primero estimamos el mejor subconjunto de datos que se ajusta
por mínimos cuadrados a un plano dentro de ciertos límites usando el algoritmo RANSAC
(RANdom Sample And Consensus) (Fischler y Bolles, 1981). En un segundo paso, se estima
la pendiente usando el subconjunto de puntos mediante un esquema de mínimos cuadra-
dos ponderados con pesos que varían de forma iterativa. Esta cadena de procesado nos
proporciona precisiones sub-píxel en presencia de desplazamientos multipíxel, superando
la necesidad de resolver el problema del desenrollado.
4.2.1.1. Enmascaramiento y filtrado
Los efectos de borde afectan a la estimación de desplazamientos usando la matriz de
diferencias de fase, debido a la naturaleza finita de las imágenes (señales no periódicas) (Ho-
ge, 2003). Teniendo en cuenta este efecto, y para perder la menor cantidad de señal, hemos
aplicado una ventana de tipo Tukey para evitar los efectos de borde (Harris, 1978). Después
de probar diferentes valores del límite de aplicación de la ventana (valor rolloff ), encontra-
mos que valores entre 0,3 y 0,6 son adecuados, reduciendo el efecto de borde sin eliminar
una cantidad significativa de datos. En la metodología propuesta hemos seleccionado un va-
lor rolloff de 0,5, que es equivalente a una ventana de Hamming o coseno-elevado (Leprince
y otros, 2007).
Así, partiendo de un recorte de las imágenes (aplicando la ventana de Hamming),
se transforman al dominio espectral (transformada discreta de Fourier), donde se calcula el
productoQ(ω, ν). Finalmente, se aplica una máscara de frecuencias que elimina las altas fre-
cuencias para reducir el ruido. Este ruido se suele concentrar en las altas frecuencias debido
a: a) diferencias por cambios en el uso del terreno entre las dos imágenes, y b) por que son
estas, las altas frecuencias las más corruptibles debido a efecto del aliasing (Kim y Su, 1993;
Stone y otros, 2001; Leprince y otros, 2007). En este caso, esta máscara elimina las frecuencias
más altas que el valor medio de las frecuencias normalizadas (cutoff = 0,5).
4.2.1.2. Detector de errores groseros: RANSAC
Por el teorema del desplazamiento de Fourier, sabemos que la dependencia entre el
valor de fase del producto de las transformadas de Fourier son funciones lineales de las fre-
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a) b)
Figura 4.1: a) Matriz de diferencia de fases (en radianes) simulada para un desplazamientos δx =
3.25 y δx = 0.75. b) Subconjunto de datos kmax escogidos (color negro) por medio del uso
del algoritmo RANSAC (n = 100 y σ = 0.1 rad.).
cuencias, y que están límitadas al intervalo [−pi, pi]. Si se acepta esta hipótesis, con cualquier
subconjunto de fases y sus valores de frecuencia correspondiente se puede determinar la
pendiente de la función lineal, y en consecuencia los desplazamientos de las traslaciones.
El problema se resume en encontrar un subconjunto de puntos que pertenezca sola-
mente a una misma rampa de fase (Fig. 4.1), partiendo del supuesto de que cada punto
puede ser aceptado o rechazado en función de su desviación respecto a un plano ideal. Para
resolver este problema aplicamos un algoritmo bien conocido como el RANSAC (Fischler
y Bolles, 1981), un método de ajuste robusto que nos puede servir como detector de valo-
res que cumplan la condición de pertener al plano que buscamos descartando el resto de
observaciones.
El algoritmo de RANSAC detecta puntos pertenecientes al plano mediante un proceso
de muestreo aleatorio que selecciona un conjunto de datos mínimos necesarios para resolver
el modelo que se asume, en este caso un plano. El algoritmo supone que existe una cierta
probabilidad Pg para que una muestra aleatoria pertenezca al subconjunto de datos útiles,
y otra probabilidad Pfail de que pertenezcan al subconjunto de datos útiles pero que se ex-
cluyan. En cada iteración RANSAC ajusta el modelo usando el conjunto mínimo de datos
escogidos aleatoriamente, el modelo y una desviación estándar predefinida (σ). El paráme-
tro σ se puede variar para tener en cuenta el nivel de ruido de fase esperado.
De esta forma RANSAC clasifica todo el conjunto de datos como pertenecientes o no
al plano con respecto al nivel de ruido σ. Así, para cada iteración, se calcula cuántos puntos
k pertenecen a ese volumen. El número n de iteraciones tiene que ser lo suficientemente
grande como para reducir la probabilidad Pfail. Después de estas n iteraciones el algoritmo
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selecciona el conjunto de datos con mayor kmax. El método de selección utilizando RAN-
SAC nos proporciona solamente los valores de fase que pertenecen al plano (Fig. 4.1). Este
proceso sustituye el filtro adaptativo propuesto por Stone y otros (2001) y Leprince y otros
(2007).
4.2.1.3. Mínimos cuadrados ponderados recursivos
Debido a la selección a priori de la desviación estándar (σ) del subconjunto pertene-
ciente al plano verdadero (Fig. 4.1(b)), el algoritmo RANSAC puede aceptar puntos que no
pertenecen el plano y que se pueden considerar errores groseros.
Por este motivo, en este punto aplicaremos un método robusto para ajustar el plano
usando el subconjunto de datos kmax que satisface la condición de mayor número de pun-
tos aceptados. El método que hemos usado es el de los mínimos cuadrados ponderados
recursivos (Holland y Welsch, 1977; Press y otros, 1992).
Así, dadas dos ventanas de N × N píxeles extraídas de las imágenes que se correlan,
de las cuales k observaciones (y
k
) entran en el ajuste del problema (Ax − y = 0). Este se
resuelve, de forma iterativa, como,
xˆ = (AtPA)−1AtPy, (4.6)
que se puede escribir para el caso del eje x como,
µˆω = (ωtk pk ωk)
−1 ωk pk yk, (4.7)
donde, µˆω es una estimación de la pendiente de la fase en la dirección de las frecuencias ω,
A son las coordenadas frecuencia (ωk), pk es el vector de pesos, e yk es el vector de fases,
∠Q(ω, ν). Finalmente, los desplazamientos se calculan como δxˆ = µˆω(N/2pi) para el caso
del eje x, y de forma análoga se calcula δy.
El vector de pesos p varía en cada iteración de acuerdo con una función de pondera-
ción. Existen varios tipos de esquemas para realizar la ponderación de los datos. Tras varias
pruebas con diferentes funciones de ponderación se escogió el esquema bicuadrático. El es-
quema bicuadrático impone pesos mucho menores que otros esquemas2 a los puntos que se
2Otros esquemas de ponderación robustos (Huber, 1981) que han sido probados son, el de Andrews, donde
p = sen(ξ)/ξ; Cauchy, con p = 1/(1 + ξ2); Fair, con p = 1/(1 + ξ); Huber, con pesos, p = 1/max(1, |ξ|); Welsch
con función de pesos, p = exp(−(ξ2).
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desvían (con residuales mayores) de la tendencia lineal, según la siguiente expresión (Ho-
lland y Welsch, 1977). Así, para cada observación, los pesos toman los siguientes valores
p =
{
1 si |ξ| ≤ 1
(1− ξ2)2 si |ξ| > 1 (4.8)
donde, el valor de los pesos se modifican en cada iteración. Para cada observación, los valo-
res de ξ se calcula como,
ξ =
v
α · s · √1− h, (4.9)
donde v es el residuo de la observación de la iteración anterior y h es el residuo mínimo
cuadrático con respecto a la media de las observaciones (leverage values). El coeficiente α se
escoge para disminuir los pesos del 5% de los residuos más grandes, esto reduce los errores
groseros y asegura una distribución normal de los residuos. El parámetro s es una estima-
ción de la desviación estándar de los errores tal que s = m/0,6745, dondem es la desviación
media absoluta de los residuos y 0,6745 es una constante que hace que la estimación sea
insesgada para una distribución normal (Press y otros, 1992). De forma empírica, encontra-
mos que un máximo de 50 iteraciones es una solución de compromiso, entre la mejora del
modelo y el coste desde el punto de vista del tiempo de cálculo.
En la Fig. 4.2 se representa el diagrama de flujo del algoritmo propuesto, donde prime-
ro se aplica una ventana de Tukey para evitar los efectos de borde y calcular la transformada
discreta de Fourier (DFT) a los recortes de las imágenes y luego se realiza el producto de los
espectros y se extrae su fase. Posteriormente, a la matriz de fases se le aplica una máscara
que elimina las altas frecuencias, que determinamos como aquellas más altas que la mitad
del contenido en frecuencias normalizado. El algoritmo RANSAC se aplica para detectar
los valores de fase que pertenecen al plano de fase [−pi, pi] central, que por lógica posee un
mayor número de valores que los situados en los bordes de la matriz de fases. Por último,
usando el subconjunto de valores de fase seleccionado con RANSAC, se estima de forma
iterativa (50 iteraciones) el mejor plano por mínimos cuadrados con pesos bicuadráticos.
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Figura 4.2: Diagrama de flujo de trabajo algoritmo propuesto del método correlación de fase robusto,
PhaseCorr (González y otros, 2010a). Todos los algoritmos se han implementado como
programas o rutinas en lenguaje MATLAB c©.
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4.3. Simulaciones y análisis de sensibilidad
Con el fin de analizar las ventajas y desventajas de nuestro método, hemos llevado
a cabo simulaciones para evaluar el rendimiento con respecto a varios tipos de fuentes de
error, como son: 1) aliasing, 2) nivel de profundidad de los datos (cuantificación), y 3) ruido
(SNR).
4.3.1. Aliasing
Stone y otros (2001) presentan una discusión acerca del efecto del aliasing en imágenes
de teledetección en general y demuestran su importancia en la estimación de desplazamien-
tos. El efecto de aliasing se produce en las imágenes de teledección (de satélite) si la función
respuesta del instrumento (PSF, función dispersión puntual) muestrea la señal de entrada
(radiación) por debajo de su frecuencia de Nyquist (Stone y otros, 2001). En presencia de
aliasing, la diferencia de fase entre las imágenes, ec. (4.3) no coincide con la diferencia de
fase real. De esta manera, la estimación de los desplazamientos δx y δy mediante la ec. (4.3)
estará sesgada. Según Leprince y otros (2007), el espectro del sensor HSV (CCD3) de la mi-
sión SPOT no está libre de aliasing, al menos en 2/5 partes de su ancho de banda.
Para comprobar el comportamiento del método propuesto sobre el efecto del aliasing,
simularemos imágenes desplazadas con diferentes grados de aliasing y posteriormente las
correlaremos con nuestro método. Empezando con una imagen original de gran tamaño
(2048×2048 píxeles), se simula un movimiento sub-píxel desplazando un número entero de
píxeles la imagen original. Luego, para controlar la cantidad de aliasing, se aplica un filtro
paso bajo de tipo Butterworth (Oppenheim y otros, 1999), con una función de transferencia
H(ω, ν),
H(ω, ν) =
1
1 +
(
τ
τo
)n , (4.10)
donde, τ =
√
(ω2 + ν2) y τo es la frecuencia de corte que nos controla la cantidad de aliasing,
si τo > pi/2 (no aliasing, si τo < pi/2). Tras aplicar el filtro a la imagen desplazada y a la
de referencia, la resolución espacial de ambas imágenes se degrada un factor T , que toma
valores entre 0 y 1.
Para probar la fiabilidad de nuestro método en presencia de aliasing, se simuló una
imagen desplazada por debajo del tamaño de píxel (δx = 0,5; δy = 0,5). Primero se traslada
la imagen de alta resolución un píxel en cada dirección. Luego, aplicando el filtro ideal paso
bajo, este proceso se repite en incrementos de 0,05 de la frecuencia normalizada para generar
3Charge-Coupled Device, o en castellano dispositivo de cargas [eléctricas] interconectadas).
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Figura 4.3: Análisis del efecto de aliasing usando imágenes simuladas. (a) Nuestro método, (b) Méto-
do de Stone, y (c) Método de Hoge. La línea azul representa la media de las estimaciones
de 3844 ventanas de tamaño 32 × 32 píxeles. Las regiones sombreadas muestran el in-
tervalo de confianza al 95%. La línea negra representa los desplazamientos simulados
[δx = 0,5, δy = 0,5].
efectos de aliasing variable, y por último se degrada la resolución a la mitad (T = 0,5), para
obtener los desplazamiento sub-píxel. El resultado fueron imágenes de 1024 × 1024 píxeles
que se compararon mediante tres tipos de métodos: el método propuesto, el de Stone y otros
(2001) y el de Hoge (2003).
En la Fig. 4.3 se muestran las diferencias absolutas entre los desplazamientos simula-
dos en la dirección x y los estimados. Las líneas azules representan la media de las estima-
ciones de 3844 ventanas de tamaño 32×32 píxeles distribuidos sobre la imagen; las regiones
grises muestran el intervalo de confianza al 95%. Todos los métodos fallan debido al exceso
de filtrado (τ < 0,2− 0,3 frecuencia de muestreo normalizado). Los tres métodos funcionan
mucho mejor para filtrados moderados, entre 0,4 y 0,7. Aunque los resultados del algorit-
mo de Hoge (Fig. 4.3(c)) y de nuestro método (Fig. 4.3(a)) muestran resultados similares, el
método de Hoge es el menos estable, lo que resulta en estimaciones con errores groseros.
Esto puede ser debido a la propagación de los errores en el desenrollado de fase 1-D en la
estimación de la pendiente. En cambio, los resultados del método de Stone muestran una
respuesta suave, aunque está ligeramente más afectado con respecto a los otros algoritmos
en los casos de mayor aliasing, hacia la parte derecha de la Fig. 4.3(b)). Por el contrario, de-
bido a la selección de puntos mediante RANSAC, nuestro método es más preciso y exacto
en las simulaciones del efecto de aliasing.
4.3.2. Cuantificación
Teniendo en cuenta que algunos sensores poseen diferentes resoluciones radiométricas
(por ejemplo, las imágenes del sensor PAN del satélite indio IRS se codifican en imágenes
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de 6 bits, mientras que las de SPOT son de 8 bits), es conveniente realizar un test sobre la
sensibilidad del método propuesto con respecto a los diferentes niveles de cuantificación.
Simulamos imágenes con desplazamientos (imagen desplazada) y sin ellos (imagen
de referencia), como se ha descrito en la sección anterior, utilizando un filtro ideal4 de paso
bajo con frecuencia de corte la mitad de la frecuencia de muestreo normalizado (τo = pi/2).
Después de la disminución de resolución se redondea el nivel de gris a una profundidad
de datos de 6 y 8 bits, para finalmente comparar las imágenes simuladas. En la Tabla 4.1
se muestran las estimaciones con los tres métodos y las desviaciones típicas (1 − σ). Las
estimaciones se realizaron con una ventana de estimación móvil de tamaño variable (3844
ventanas de 32 × 32 píxeles, 900 de 64 × 64, y 196 de 128 × 128). A medida que aumenta el
tamaño de las ventanas, los resultados mejoran para cada uno de los tres métodos. Las me-
jores estimaciones y las desviaciones típicas más pequeñas se obtienen con nuestro método
para ambos niveles de cuantificación, 6 y 8 bits (Tabla 4.1). Las estimaciones obtenidas con el
método de Stone parecen estar ligeramente sesgadas para ambos niveles de cuantificación,
probablemente debido a que todas las observaciones tienen el mismo peso en la resolución
del sistema (Tabla 4.1).
Qa Método 32b 1-σ 64b 1-σ 128b 1-σ
6 Propuesto 0.47 0.10 0.49 0.05 0.50 0.01
6 Stone 0.41 0.12 0.43 0.08 0.45 0.04
6 Hoge 0.43 0.25 0.45 0.05 0.48 0.01
8 Propuesto 0.48 0.11 0.49 0.04 0.50 0.02
8 Stone 0.41 0.12 0.43 0.06 0.46 0.04
8 Hoge 0.46 0.30 0.46 0.05 0.48 0.02
Tabla 4.1: Análisis de sensibilidad del nivel de cuantificación en la determinación de los desplaza-
mientos simulados (δx = 0,5, δy = 0,5). aNivel de cuantificación en bits. bTamaño de la
ventana de estimación.
4.3.3. Ruido
De forma general, los métodos de correlación de fase se han demostrado que son bas-
tante robustos en presencia de ruido (Foroosh y otros, 2002). En este contexto, Leprince y
otros (2007) demostraron que el ruido blanco de tipo gaussiano, o el efecto de desenfocado
en la correlación de imágenes, puede ser mitigado usando un filtrado de frecuencias. En esta
4Es un filtro (rectangular) que elimina todas las frecuencias por debajo de la frecuencia de corte (cutoff fre-
quency). En la realidad, no se puede aplicar un filtro rectangular finito sin introducir señales de alta frecuencia
(ringing effect). En la práctica, el filtro ideal se aproxima con un filtro de Butterworth, como el que usamos en el
test de aliasing, con un orden alto (n = 30).
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sección presentamos un análisis sobre la sensibilidad del método propuesto al añadir ruido
simulado gaussiano para estudiar la sensibilidad de nuestro filtrado espectral y selección de
datos con respecto a otros métodos similares.
En la Fig. 4.4 mostramos los resultados como diferencias absolutas entre los desplaza-
mientos simulados y los estimados en función de la cantidad de ruido simulado, mostrado
como una relación señal-ruido variable (SNR5). Por encima de una relación señal-ruido de
30 dB todos los métodos muestran buenos resultados. Aunque podemos distinguir diferen-
cias en los resultados obtenidos por los tres métodos comparados, vale la pena señalar que
los resultados obtenidos con el método de Hoge (Fig. 4.4(c) y 4.4(f)) parecen más sensibles
al ruido simulado en este análisis.
Las curvas muestran evoluciones diferentes con respecto al aumento de la relación
señal-ruido. Los resultados del método de Stone muestran una tendencia en la mejora más
lineal a valores bajos de SNR seguido de un decaimiento exponencial, nomostrandomejoras
para valores de SNRmayores de 40 dB (Fig. 4.4(b) y 4.4e). Para nuestro método la dispersión
de los resultados es ligeramente más grande que con respecto a los obtenidos con el método
de Stone para valores bajos de SNR< 30− 35 dB (Fig. 4.4a y 4.4d), y para el caso ventana de
estimación de tamaño de 64× 64 píxeles, fila superior de la Fig. 4.4. Las mejoras parecen ser
más pronunciadas en nuestro método que en el caso de Stone con una estabilización de los
resultados para valores de SNR mayor de 30 a 35 dB.
Figura 4.4: Análisis de sensibilidad para ruido variable (en dB) y dos ventanas de estimación dife-
rentes. La fila superior muestra los resultados para una ventana de 32 × 32 píxeles. La
fila inferior muestra los resultados para una ventana de 64× 64 píxeles. La columna de la
izquierda (a y d) muestra los resultados del método propuesto. La columna central (b y
e) muestra los resultados del método de Stone, y la columna de la derecha (c y f) para el
método de Hoge. Las regiones sombreadas muestran el intervalo de confianza al 95%. La
línea negra representa los desplazamientos simulados [δx = 0,5; δy = 0,5].
5Podemos recordar que, la SNR se define como la relación entre la potencia de una señal y la potencia del
ruido que la corrompe o, más claramente, es la relación entre la media de una variable y su desviación típica.
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4.4. Aplicaciones
En esta sección presentamos dos aplicaciones del método propuesto para la medida
de desplazamientos del terreno horizontales durante un terremoto (terremoto de Izmit en
Turquía en 1999) y el estudio de la estabilidad de materiales volcánicos (Sciara del Fuoco,
Isla de Stromboli, Italia).
4.4.1. Desplazamientos co-sísmicos: terremoto de Izmit (Turquía)
En 1999 el terremoto de Izmit afectó a un área urbana e industrial altamente desarro-
llada que rodea el Golfo de Izmit, Mar de Mármara (Fig. 4.5). El epicentro se localizó a unos
9 km al sureste de la ciudad de Izmit y a unos 16 − 18 km de profundidad. Los efectos de
superficie se extendieron a lo largo de unos 120 km, con desplazamientos laterales de has-
ta 4 − 5 m al este del Lago Sapanca (Barka, 1999) y con una media de 2,5 m (Rockwell y
otros, 2002). Los estudios anteriores sobre la deformación en superficie han utilizado resul-
tados con GPS (Reilinger y otros, 2000) e InSAR (Stramondo y otros, 2002). Con estos datos
se desarrollaron diferentes modelos de dislocaciones en profundidad (Stramondo y otros,
2002; Reilinger y otros, 2000). Datos de desplazamientos del terreno producidos por este
terremoto se han obtenido también mediante métodos de correlación de imágenes ópticas
usando imágenes del satélite francés SPOT-2 (Michel y Avouac, 2002; Feigl y otros, 2002).
Sin embargo otro satélite, el indio IRS-1C, también adquirió imágenes antes y después del
terremoto.
El sensor SPOT-2 proporciona imágenes pancromáticas con tamaño de píxel de 10 m,
que con dos imágenes adyacentes cubren la zona epicentral. Michel y Avouac (2002) selec-
cionaron dos pares de imágenes SPOT con ángulos de incidencia cercanos a la vertical para
reducir los efectos de deformación por relieve (efecto estereoscópico). Así, estos autores es-
timaron la deformación horizontal cerca de la traza de la falla (Michel y Avouac, 2002; Feigl
y otros, 2002). Por el contrario, los resultados de interferometría radar no proporcionaron
buenos resultados cerca de la falla debido a que el gradiente de los desplazamientos supe-
raba el límite de detección (Stramondo y otros, 2002). Para probar nuestro algoritmo con
una aplicación real se seleccionaron las imágenes del satélite IRS-1C, puesto que era el sa-
télite que poseía una mayor resolución espacial en 1999, con un tamaño de píxel de 5,8 m
que proporciona el sensor pancromático PAN (Radhadevi, 1999). Para estudiar toda la zona
epicentral se utilizaron dos imágenes por cada escena en dos escenas adyacentes (Fig. 4.5).
En esta aplicación se presenta el primer estudio que utiliza imágenes de satélite del
IRS (Indian Remote Sensing) para estimar los desplazamientos horizontales causados por
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un terremoto. Para dicha estimación en el terremoto del 17 de agosto 1999, (Mw ∼ 7,4) de
Izmit, Turquía, utilizamos el método de correlación de fase robusto (Phase-Corr).
Figura 4.5: Modelo digital de elevaciones sombreado del segmento de la Falla noranatólica que rom-
pió durante el terremoto de Izmit. En la figura se muestra el mecanismo focal con mo-
vimiento lateral derecho del terremoto (símbolo de pelota de playa), las ciudades más
importantes (polígonos grises oscuros), el área que cubren las imágenes PAN usadas (po-
lígonos con borde blanco), las fallas principales de la región (líneas negras de grosor finas)
según Barka (1999), y las rupturas superficiales producidas por el terremoto (líneas negras
gruesas) según Rockwell y otros (2002). S.L. indican la localización del Lago Sapanca.
4.4.1.1. Datos disponibles
El sensor PAN IRS está instalado en los satélites IRS-1C y el IRS-1D. El sensor PAN es
un sistema de tipo push-broom compuesto de tres segmentos de CCD, cada uno de los cua-
les a su vez está compuesto de 4096 células detectoras (Fig. 4.6). El sensor tiene una longitud
efectiva de 12,000 células debido a que los tres segmentos CCD están ligeramente solapados.
También hay que tener en cuenta que existe una separación espacial entre los segmentos 1 y
3 con respecto al 2. Por otra parte, la orientación interna relativa entre segmentos no es fija
con el tiempo (Jacobsen, 1999; Leprince y otros, 2008b) (Fig. 4.6). Las imágenes del IRS PAN
tienen 6 bits de resolución radiométrica (0,50−0,75 µm) (Radhadevi, 1999). Una imagen está
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compuesta por 9 sub-escenas y una escena completa cubre un área 70×70 km2. Las imágenes
pancromáticas se comercializan en dos niveles diferentes de pre-procesamiento: corregidas
radiometrícamente y corregidas geométricamente. Las imágenes corregidas radiométrica-
mente se obtienen tras eliminar las distorsiones y/o fallos en los detectores que forman cada
segmento de CCD, se convierten a una resolución radiométrica de 8 bits (256 niveles digita-
les) y se interpolan a un tamaño de píxel de 5m. Las imágenes corregidas geométricamente
tienen en cuenta parámetros de rotación de la Tierra, las desalineaciones del plano focal de
los detectores, y los parámetros de orientación del satélite (http://www.euromap.de).
Figura 4.6: Esquema del sensor push-broom PAN compuesto de tres espejos. El recuadro muestra
un zoom de la estructura interna del sensor según Radhadevi (1999), donde se puede
apreciar el motivo por el que se producen los desajustes entre los CCD-2 con respecto a
los CCD-1 y 3.
En esta aplicación, hemos utilizado cuatro imágenes PAN corregidas geométricamen-
te. Las imágenes orientales corresponden con una escena completa que cubre la mayor par-
te del segmento oriental de la ruptura. Las imágenes occidentales son pertenecientes a una
sub-escena que cubre un área de 23× 23 km2 de la parte oriental del Golfo de Izmit (Mar de
Mármara) y las ciudades de Izmit y Gölcük (Fig. 4.5). Las imágenes presísmicas y postsísmi-
cas fueron adquiridas desde los mismos planos órbitales y con diferencias en el ángulo de
vista muy pequeñas con el fin de minimizar los efectos de paralaje6 (Tabla 4.2 y Fig. 4.5).
4.4.1.2. Mapa de desplazamientos Este-Oeste
El método descrito en la Sec. 4.2.1 requiere que los desplazamientos sean menores que
una fracción de la ventana de correlación, por lo general entre 1/4 y 1/8 (deducido de nues-
6La paralaje se define como el desplazamiento aparente de la posición de un objeto con respecto a un marco
de referencia, debido a un desplazamiento en el punto de observación.
4.4. Aplicaciones 151
Imagena Fecha θb Yawc Rolld Pitche
sub 1999/08/08 - - - -
sub 1999/09/27 - - - -
escena 1999/07/11 -1.819 -0.217 -0.038 -0.006
escena 1999/08/30 -1.833 -0.039 -0.022 0.014
Tabla 4.2: aTipo de escena imagen. bÁngulo de vista (apuntamiento). cGuiñada o inclinación con res-
pecto al eje vertical de un sistema de referencia centrado en el satélite. dAlabeo o ángulo de
inclinación con respecto al eje longitudinal. eCabeceo o ángulo de inclinación con respecto
al eje transversal.
tros experimentos sintéticos), para obtener buenos resultados. Aunque de forma teórica se
pueden determinar hasta 1/2 del tamaño de la ventana de correlación, el ruido y los filtrados
impiden obtener buenos resultados por encima de 1/4 y 1/8. En nuestros casos de aplica-
ción, y dadas las resoluciones espaciales de los sensores utilizados, este requisito se cumple
en casi todas partes para las imágenes de Izmit porque los desplazamientos cosísmicos no
exceden nunca más de dos píxeles (10 m).
Hemos correlado las imágenes utilizando una ventana de correlación de 64×64 píxeles
que se ha desplazado sobre las imágenes con un paso de 16 píxeles en cada dirección, con
lo que obtenemos una resolución espacial de 80 m en los dos mapas de desplazamientos. El
mapa de desplazamientos (correlograma) Norte-Sur no presenta ningún patrón de despla-
zamiento significativo, lo que es compatible con el mecanismo y la orientación Este-Oeste
de la falla (Fig. 4.5), aunque si se detecta claramente la no alineación de los segmentos CCD.
Por el contrario, el correlagrama de los desplazamientos Este-Oeste muestra claramen-
te una discontinuidad en los desplazamientos, con orientación aproximadamente Este-Oeste
(Fig. 4.7). Las zonas sin datos en la Fig. 4.7 principalmente se deben a zonas con nubes en
la imágen del 30 de agosto de 1999. Pese a que la señal producida por los desplazamientos
cosísmicos es clara, también se pueden distinguir desplazamientos aparentes debidos a la
no compensación de los desplazamientos del relieve como se puede apreciar en una zona al
sur del Lago Sapanca (centro de la Fig. 4.7). Efectos más severos se pueden apreciar en los
resultados de la subescena occidental, debidos probablemente a que existen diferencias ma-
yores en el ángulos de vista (este punto es difícil de evaluar debido a la falta de información
orbital). Una cuantificación grosera se pueden realizar usando la expresión propuesta por
Scherler y otros (2008),
D = h(tan θ1 − tan θ2), (4.11)
donde, D es el desplazamiento aparente, h es la altura topográfica del punto, y θ1 y θ2 son
los ángulos de incidencia de las dos imágenes. Si suponemos que la diferencia angular entre
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Figura 4.7: Mapa de desplazamientos subpíxel Este-Oeste (o correlograma Este-Oeste) estimado
usando el método Phase-Corr (desplazamientos positivos hacia el Este, negativos hacia
el Oeste). El correlograma se obtuvo con una ventana correlación de 64× 64 píxeles y un
paso de malla de 16 píxeles. La resolución espacial del correlagrama es de 80m.
las dos imágenes orientales se corresponde totalmente con la dirección del ángulo de vista,
el sesgo que se introduce, debido a una topografía sin corregir de 2000 m, se traducirá en
un desplazamiento aparente de ∼ 0,5 m, lo que está en el orden de las desviaciones están-
dar que se observan en los correlogramas (Leprince y otros, 2007). En la literatura podemos
encontrar discusiones más extensas sobre el efecto de la inexactitud de las correcciones de-
bidas a las variaciones de la topografía entre las dos imágenes (Berthier y otros, 2005; Ayoub
y otros, 2009).
Teniendo en cuenta los probables errores producidos por efectos no modelados correc-
tamente durante el pre-procesado de las imágenes corregidas geométricamente (por relieve,
inexactitud en la posición y orientación de los satélites, etc.), nos concentraremos en la in-
terpretación de las señales de campo cercano, es decir, de las zonas en las próximidades
de la ruptura, considerando las estimaciones realizadas con la ec. (4.11) y sabiendo que el
área está minimamente afectada por posibles desplazamientos aparentes debidos a la topo-
grafía, puesto que gran parte de la falla noranatólica que rompió durante el terremoto de
Izmit tiene muy poca expresión topográfica a lo largo de este segmento (Fig. 4.8a). De esta
manera, podemos interpretar la señal de desplazamientos de forma relativa y obviando los
posibles sesgos. En la Fig. 4.7 podemos también observar en el mapa de desplazamientos
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que la deformación en superficie se limita a una franja muy estrecha de no más de unos
pocos píxeles de anchura, lo que significa que la zona de falla tuvo una anchura menor de
160 m, a excepción de una zona al Este de Gölcük (ver Fig. 4.5).
Figura 4.8: (a) Topografía local junto con desplazamientos cosísmicos determinados con GPS (Reilin-
ger y otros, 2000). (b) Traza de la falla determinada mediante la digitalización del salto
de falla estimado usando el correlograma Este-Oeste, y (c) Perfil del salto de falla y sus
errores asociados a lo largo de la traza de la ruptura. El salto de falla se estimó como la
diferencia entre los valores promedio de los datos situados a lo largo de perfiles Norte-Sur
de 2 km a cada lado de la falla. Los perfiles se calcularon cada 0,01o. Los círculos azules
son estimaciones GPS del salto de falla (Reilinger y otros, 2000), los cuadrados rojos son
medidas in situ (Tabla 2, en Rockwell y otros (2002)) y el diamante de color negro es la me-
dia del salto de falla en el segmento entre el Lago Sapanca y el golfo de Izmit determinado
mediante correlación de imágenes SPOT (Michel y Avouac, 2002).
4.4.1.3. Análisis de los desplazamientos
En la Fig. 4.8 se muestra la topografía local (Fig. 4.8a) junto a la traza de la falla, que se
determinó usando el correlograma Este-Oeste (Fig. 4.8b) mediante el salto de falla estimado.
La traza de la falla se digitalizó con el Sistema de Información Geográfica de software libre
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(Quantum GIS, http://www.qgis.org/). En la Fig. 4.8c se representa un perfil del salto
de falla y sus errores asociados a lo largo de la traza de la ruptura. El salto de falla se calculó
mediante perfiles cada 0,01o perpendiculares a la traza de la falla, es decir, aproximadamente
cada ∼ 1 km. El salto de falla se estimó como la diferencia de los desplazamientos a cada
lado de la falla mediante el promediado de todos los datos situados a una distancia menor
de 2 km a lo largo de perfiles Norte-Sur y en una zona de 200 m de ancho en la dirección
paralela a la traza de la falla. Las desviaciones estándar asociadas al valor del salto de falla
se calcularon propagando los errores de las dos desviaciones estándar de cada promedio.
La desviación estándar del correlograma es de 1,03 m y se estimó en una zona lejos de la
deformación cosísmica cerca de la costa del Mar Negro.
El terremoto de Izmit, debido a que causó miles de muertos y una gran destrucción en
un área con gran densidad de población, ha sido estudiado en profundidad, por lo que se
tienen estimaciones independientes de la distribución del salto de falla usando GPS (Reilin-
ger y otros, 2000), datos geológicos de campo (Rockwell y otros, 2002), y correlogramas de
imágenes SPOT (Michel y Avouac, 2002).
Para la comparación de nuestras estimaciones y las estimaciones del salto de falla
usando GPS, se seleccionaron solamente las estaciones GPS más cercanas a la ruptura (Fig.
4.8a). Reilinger y otros (2000) presentan tres estaciones GPS con las que se puede estimar el
salto de falla (de Oeste a Este): a) un punto GPS en 29,8o E de longitud que muestra un des-
plazamiento hacia el Oeste de 1,913 ± 0,013 m. Si suponemos un salto similar en el bloque
euroasiático (norte), el salto de falla total en este segmento puede haber sido probablemen-
te de ∼ 4 m. b) en el segmento del Golfo de Izmit al Lago Sapanca (Longitud = 30,13o E)
existen dos estaciones GPS situadas equidistantemente de la traza de la falla que indican un
salto de falla relativo> 3m. Finalmente, una estación GPS se situa en 30,82o E de longitud y
muestra un desplazamiento hacia el este de 1,13± 0,013m. En este último caso, tampoco se
dispone de una estación al sur (bloque de anatolia) con la que comparar directamente, pero
en general el salto de falla decrece hacia el Oeste, como podemos apreciar en la Fig. 4.8c.
Rockwell y otros (2002) realizaron medidas geológicas y geomorfológicas in situ usan-
do métodos clásicos de levantamiento topográfico. Ellos midieron los desplazamientos pro-
ducidos por el terremoto en elementos con características lineales (carreteras, plantaciones
de arboles, etc.). Sus resultados muestran un alto grado de similitud con nuestras estima-
ciones (Fig. 4.8c). Debemos hacer hincapié en que estas estimaciones fueron hechas directa-
mente sobre o cerca del plano de falla y que nos sirven de referencia para evaluar la bondad
de nuestras estimaciones.
Finalmente, nuestras estimaciones se compararon con resultados obtenidos con la co-
rrelación de imágenes ópticas obtenidas con el satélite SPOT. Michel y Avouac (2002) pre-
sentaron sus resultados con un perfil norte-sur promediando todos los datos del segmento
4.4. Aplicaciones 155
de Sapanca. Esta estimación del salto de falla muestra valores similares a los que hemos
obtenido con nuestro método, 3,25± 0,5m (Fig. 4.8c).
4.4.1.4. Discusión de los resultados
Datos sismológicos, geodésicos y la información geológica disponible indican que el
terremoto de Izmit rompió un segmento del sistema de falla del Norte de la península de
Anatolia situado entre la península de Herzek al Oeste y Akyazi hacia el Este. El acimut de
la falla tiene una dirección puramente Este-Oeste en este sector y muestra un claro giro al
Este-Noreste en el segmento de Karadere (Fig. 4.8c) hacia la zona de Duzce (Barka, 1999).
Un segmento que 3 meses después del terremoto de Izmit generó un terremoto de gran
magnitud cerca de esta ciudad, Duzce (Mw = 7,1).
La distribución del salto a lo largo de la falla de desgarre lateral-derecha es relativa-
mente heterogenea con variaciones del salto a distancias de pocos kilómetros (Barka, 1999;
Rockwell y otros, 2002), lo que nos indica que existieron variaciones significativas en la can-
tidad y velocidad de deslizamiento a lo largo de la longitud de la ruptura. De Oeste a Este,
los segmentos de Sapanca, Sarkaya, y Karadere muestran 1 − 3 m, 1 − 4,5 m, y < 2 m de
salto de falla, respectivamente (Barka, 1999).
El campo de desplazamientos horizontales medidos con el algoritmo propuesto, cap-
tura una discontinuidad marcada con dirección Este-Oeste en el mapa de desplazamiento
(Figs. 4.7 y 4.8b). La cantidad y distribución de los deslizamientos se pueden determinar a
lo largo de la gran parte de los segmentos de la ruptura, así como en el segmento de Gölcük,
que no fue medido por Rockwell y otros (2002). La geometría de la ruptura es relativamente
rectilínea y se puede continuar a lo largo demás de 70 km con un acimut de 95o hacia el Este.
El salto de falla tiende a disminuir desde el Este de la ruptura hasta el valle de Karadere,
donde la cantidad de desplazamiento es mucho menor (< 2 m). Pequeñas desviaciones de
la geometría rectilínea se pueden distinguir como stepovers o jogs, como el que se detecta al
Este de la ciudad de Gölcük y en el segmento de Sapanca (Fig. 4.8b y 4.9). Estas anomalías
probablemente podrían estar relacionadas con heterogeneidades en la cantidad de desliza-
miento en profundidad a lo largo del plano de ruptura. Los desplazamientos máximos se
detectan en el segmento de Gölcük y al Este del Lago Sapanca (Fig. 4.8c); esta distribución
del salto de falla es concordante con el concepto de terremoto bimodal propuesto porMichel
y Avouac (2002).
En el segmento de Gölcük se estimaron grandes deslizamientos de hasta 5± 1m (Fig.
4.8c). Estos valores son ligeramente mayores que los 4 m que se registraron en el puerto de
Gölcük (Barka, 1999). Otra característica destacada de nuestros resultados es la detección
de una zona de desplazamientos caóticos situada al Este de la ciudad de Gölcük (Fig. 4.9a),
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Figura 4.9: a) Detalle de los desplazamientos este-oeste obtenidos mediante el análisis de las subimá-
genes. b) Esquema del la zona de dilatación. Variaciones de la dirección de la ruptura en
una falla lateral derecha producen hundimientos o levantamientos localizados, como al
Este de la ciudad de Gölcük, donde se registró más de 2m de subsidencia (Barka, 1999).
que se corresponde con una zona cuyo terreno se hundió 2 m a favor de fallas normales
(Barka, 1999). Esta anomalía en el patrón del deslizamiento en el plano de ruptura podría
interpretarse con gran probabilidad como una zona de dilatación producida por un cambio
brusco espacial en las propiedades de rozamiento (frictional behavior) de la zona de falla, que
causaron un cambio en la magnitud del salto de falla, un fenómeno bastante típico en zonas
de cizalla (Aydin y Nur, 1985) (Fig. 4.9b).
Al Este, el segmento de Sapanca puede considerarse el sector de la ruptura más estable
al deslizamiento, con pequeñas variaciones en la distribución de deslizamiento 1 − 1,5 m,
probablemente relacionada con pequeños cambios en el acimut del plano de falla (Fig. 4.8b
y 4.8c). En este segmento todas las estimaciones de los desplazamientos disponibles (vecto-
res GPS, mediciones en campo y correlogramas con imágenes SPOT e IRS) indican que se
produjeron 3± 1m de deslizamiento de cizalla dextrosa.
A lo largo del segmento de Sakarya la distribución del salto de falla en superficie indica
un aumento del deslizamiento de menos de 4 ± 1 m en la orilla oriental del lago Sapanca
hasta 5,5± 2m (al Este de la ciudad de Arifiye). Las estimaciones independientes para este
sector indican 4−5m (Rockwell y otros, 2002) y 3−4,5m (Akyuz y otros, 2000). La magnitud
en el salto de falla muestra una fuerte disminución al este de 30,5o de longitud E, junto con
un aumento en la incertidumbre de las estimaciones. Esto es en parte debido a las nubes
que cubren la imagen postsísmica en esta región y también a la pequeña magnitud de los
desplazamientos. En el segmento de Karadere el deslizamiento se caracteriza por fuertes
oscilaciones (principalmente ruido) con menos de 2± 1,5m de salto de falla (Fig. 4.8c).
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Cabe destacar que a lo largo del segmento de Sakarya la ruptura es marcadamente
lineal. Además, con una inspección visual es posible detectar los efectos superficiales del
terremoto, como son la traza de la falla, así como el colapso de varios elementos estructurales
(Fig. 4.10).
Figura 4.10: Efectos superficiales que se pueden reconocer al comparar las imágenes de resolución
presísmicas y postsísmicas al Sur de Adapazari, cerca de la ciudad de Arifiye. Algunos
efectos del terremoto se pueden detectar en la imagen postsísmica (abajo), como son la
traza de la falla al cruzar en dos puntos la autopista (Estambul-Ankara) en un camino y
en una discontinuidad lineal en una zona arbolada. Los triángulos invertidos muestran
la traza de la falla inferida. Los círculos negros marcan la ubicación de puentes que se
colapsaron.
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4.4.2. Inestabilidades de ladera: Sciara del Fuoco, isla de Stromboli (Italia)
Los productos eruptivos volcánicos, como las coladas de lava o las cenizas volcánicas,
tienen propiedades mecánicas especiales derivadas de su comportamiento granular y poco
cohesivo, y/o su relación con la topografía pre-deposicional, que los convierten en un mate-
rial inestable que puede desencadenar procesos peligrosos (Tinti y otros, 2005). Los procesos
altamente dinámicos relacionados con las variaciones de la topografía y las deformaciones
de materiales volcánicos juveniles son un aspecto clave que tiene que ser controlado en los
sistemas de vigilancia. Estos procesos son particularmente importantes en volcanes con la-
deras que muestran grandes pendientes y no se debe descartar su potencial para generar
tsunamis.
Stromboli es la más nororiental de las islas eólicas, una cadena de islas volcánicas en
la cuenca retroarco del arco de Calabria (Fig. 4.11). Geologicamente, la isla de Stromboli se
puede dividir en dos grandes unidades, un estratovolcán principal y un valle de colapso
llamado “Sciara del Fuoco”. El estratovolcán muestra tasas de deformación en el orden de
mm-cm/a (Bonaccorso y otros, 2009), mientras que la Sciara del Fuoco es una estructura
altamente dinámica con deformaciones del orden de varios mm/día (Puglisi y otros, 2005;
Baldi y otros, 2008b).
Figura 4.11: Contexto tectónico de la isla de Stromboli, localizada en la cuenca retroarco del arco de
Calabria. En el recuadro inferior derecho podemos apreciar los elementos estructurales
más importantes de Stromboli (el estratovolcán principal y la Sciara del Fuoco), las li-
neaciones volcano-estructurales, como son las cabeceras de los colapsos laterales y las
calderas de colapso vertical según Tibaldi y otros (2009).
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Durante la erupción del volcán de la isla de Stromboli en 2002 y 2003, las coladas de
lava emitidas por las fisuras eruptivas situadas a unos 640 m de altitud en la Sciara del Fuo-
co, cubrieron un área que fue afectada por deslizamientos de tierra que produjo un tsunami
al principio de la fase eruptiva en 2002. La lava emitida por las bocas eruptivas rellenaron
el escarpe que dejó el colapso, formando una terraza de lava con ∼ 40 − 80 m de espesor,
pero esta estructura comenzó a deformarse. Para controlar su evolución se han desplegado
diferentes sistemas de vigilancia, como son la realización de vuelos fotogramétricos para ge-
nerar modelos digitales de elevación, y se desplegó una red geodésica con distanciometros
robotizada, conocida como sistema THEODOROS (Puglisi y otros, 2005).
Estos sistemas de vigilancia controlan los procesos de deformación continua que sufre
la terraza de lava. El patrón de deformación se caracteriza por una componente principal a
favor de la pendiente, acompañada de una componente vertical sobre el área de la terraza
de lava. Para estudiar este fenómeno y su caraterización espacial de los desplazamientos
horizontales del terreno utilizamos el método Phase-Corr, desarrollado en está memoria.
Phase-Corr nos proporciona datos de desplazamientos con una alta resolución espacial que
se pueden relacionar con posibles cambios en la dinámica de la terraza de lava inestable.
4.4.2.1. Datos disponibles
Los datos que utilizamos en esta aplicación provienen del programa de investigación
del grupo italiano para la volcanología (GNV, Gruppo Nazionale di Vulcanologia) dedicado
al desarrollo y aplicaciones de métodos de teledetección para la vigilancia de los volcanes
italianos. Entre los años 2001 a 2005, y principalmente con motivo de la erupción de 2002-
2003, se realizaron 17 vuelos fotogramétricos, 14 de ellos entre enero y julio de 2003. Las
imágenes fueron adquiridas en película fotográfica y digitalizadas en una estación de tra-
bajo fotogramétrica (modelo Helava System DPW770, (Miller y otros, 1992)). La estación
de trabajo también permite la generación de modelos digitales de elevación por métodos de
correlación automáticos. Los productos fotogramétricos de estos vuelos han servido para vi-
gilar la evolución de los productos volcánicos emitidos, así como su volumen, para evaluar
los movimientos de masas y procesos de inestabilidad (Baldi y otros, 2008a).
De este conjunto de datos se seleccionaron las 4 épocas más representativas de la evo-
lución post-eruptiva de los materiales emitidos durante la erupción 2002-2003, que finalizó
a mediados de julio de 2003. En la Tabla 4.3, se pueden consultar los parámetros técnicos
de los vuelos fotogramétricos con los que se generaron las 4 ortofotografías que usaremos
en este estudio. La primera ortofotografía se generó a partir de un vuelo del 26 de mayo
de 2003 que cubrió toda la isla de Stromboli; adquirió los fotogramas con una película fo-
tográfica a color con tamaño de píxel de 50 cm. La segunda ortofotografía fue generada a
partir de un vuelo el 4 de septiembre de 2003 que sólo cubrió la Sciara del Fuoco, en blanco
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y negro con tamaño de píxel de 20 cm. La tercera ortofoto a color del 4 de agosto de 2004
cubre toda la isla con un tamaño de píxel de 50 cm. Finalmente, con el vuelo sobre la Sciara
del 2 de octubre de 2005 se generó una ortofoto a color de 20 cm. Las ortofotografías se ge-
neraron mediante métodos estándar usando los modelos digitales de elevación generados
previamente (con tamaño de píxel de 50 cm). La georeferenciación y orientación se realizó
usando tecnología GPS y sistemas inerciales junto a la materialización de puntos de control
determinados mediante GPS (Baldi y otros, 2000).
No Fecha Color Extensión Escala Tamaño píxela (m) Calidadb
1 2003/05/26 RGB Stromboli 1:5000 0.13 (0.50) Buena
2 2003/09/04 B/W Sciara 1:7000 0.17 (0.20) Buena
3 2004/08/04 RGB Stromboli 1:8000 0.20 (0.50) Buena
4 2005/10/02 RGB Sciara 1:8000 0.20 (0.20) Normal
Tabla 4.3: Fecha y los principales parámetros de los vuelos fotogramétricos usados en este estudio.
aTamaño de píxel de cada vuelo y en la ortofotografía resultante entre paréntesis. bEl factor
de calidad según Baldi y otros (2008b).
Para poder comparar las ortofotos tuvimos que realizar dos pasos previos:
Puesto que las distintas ortofotos poseían diferentes resoluciones espaciales las or-
tofotografías de mayor resolución (tamaño de píxel de 20 cm) fueron degradas a la
resolución de las ortofotos de menor resolución (tamaño de píxel de 50 cm). Para ello
utilizamos un método de agregación de píxeles (promediado espacial).
Tres de las ortofotos fueron obtenidas con tres canales de color visible (RGB) y una en
tonos de grises, lo que hace necesario convertir las ortofotos en color a escala de grises.
Para ello, utilizamos un algoritmo común, que realiza una combinación lineal de ca-
nales para generar un único canal artificial de grises, utilizando la siguiente expresión,
BW = 0,2989 R+ 0,5870 G+ 0,1140 B, (4.12)
donde, BW representa el nivel digital de gris truncando el resultante valor decimal
entre 0 y 255. R es el canal del color en rojo, G es el verde y B es el azul.
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La ortofoto de mayo de 2003 muestra un patrón de artefactos en forma de anillos que
la hace inservible, por lo que ésta imagen fue desechada para las comparaciones posteriores.
Otro motivo para desecharla es que la erupción no había terminado, con lo que la superficie
del terreno cambió completamente, debido a la caida de cenizas, haciendo imposible la co-
rrelación de las imágenes. En la Fig. 4.12 también se puede apreciar la fuerte evolución de la
superficie topográfica de la Sciara del Fuoco entre enero de 2003 (izquierda), justamente tras
el deslizamiento que provocó el tsunami del 30 de diciembre de 2002 y la evolución mucho
más moderada que existe entre el modelo digital de elevationes de mayo de 2003 y agosto
de 2004, centro y derecha, respectivamente.
Figura 4.12: Modelos digitales de elevación sombreados de la zona de la terraza de lava. DEM de
enero de 2003 (izquierda), DEM de mayo de 2003 (centro) y DEM agosto de 2004 (dere-
cha).
4.4.2.2. Análisis de los desplazamientos
Las 3 combinaciones posibles las ortofotografías se correlacionaron utilizando una
ventana de correlación de 32 × 32 píxeles que se mueve sobre las imágenes con un paso
de 8 píxeles en cada dirección, obteniendo una resolución espacial de 4m en las dos compo-
nentes de los desplazamientos (Norte-Sur y Este-Oeste).
En la Fig. 4.13 se muestra la magnitud de los desplazamientos horizontales para cada
mapa de desplazamiento (correlograma). Puesto que el ruido en los correlogramas tiene
un carácter aleatorio gaussiano (Leprince y otros, 2007), y como hemos considerado que
las dos componentes del movimiento son estimables de forma independientes (variables
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independientes aleatorias), los errores se pueden reducir en un factor de 1/
√
2, si calculamos
la magnitud de los desplazamientos como,
uη =
√
u2ns + u2ew, (4.13)
lo que facilita la interpretación de los desplazamientos.
La Fig. 4.13 muestra la evolución de la deformación en la Sciara del Fuoco, donde se
puede observar claramente que los desplazamientos sólo son significativos en el entorno de
la terraza de lava formada durante la erupción de 2002-2003.
La magnitud de los correlogramas septiembre 2003 - agosto 2004 (Fig. 4.13a), muestra
los desplazamientos acumulados en casi un año de deformación posteruptiva. En el ma-
pa de desplazamientos se muestran los puntos con índice de correlación mayor de 0,90. La
mayor parte de las zonas decorreladas son debidos a que los materiales juveniles, princi-
palmente cenizas presentes en grandes áreas en septiembre de 2003, se han erosionado. Los
desplazamientos (uη < 2 m) se concentran en la zona de la terraza de lava, mientras que el
resto de la Sciara del Fuoco se mantiene estable.
En la Fig. 4.13b se muestra la magnitud de los desplazamientos en los correlogramas
de las imágenes agosto de 2004 y octubre de 2005. Durante este período la magnitud de
los desplazamientos es aproximadamente la misma que en el período septiembre 2003 -
agosto 2004. Sin embargo, el patrón de deformación es claramente diferente, donde se puede
distinguir una discontinuidad muy clara con direcciónN ∼ 60oE. También observamos que
las zonas correladas son más continuas espacialmente y se aprecia menor ruido.
La Fig. 4.13c representa la magnitud de los desplazamientos acumulados entre sep-
tiembre de 2003 y octubre de 2005. Los desplazamientos se detectan claramente al tener una
magnitud aproximadamente el doble (uη < 3,5 m) que la de los 2 períodos anteriores por
separado.
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c)
Figura 4.13: Magnitud (2D módulo) de los desplazamientos horizontales (en m) calculados según√
u2ns + u2ew a) septiembre 2003 - agosto 2004, b) agosto 2004 - octubre 2005 y c) septiem-
bre 2003 - octubre 2005. Las zonas que se muestran decorreladas se han descartado y no
se representa su valor de desplazamientos.
4.4.2.3. Validación de los desplazamientos
El sistema de vigilancia geodésico permanente instalado en la isla de Stromboli está
compuesto por una red de clinómetros y otra de GPS que cubren toda la isla, mientras que la
deformación del terreno en la Sciara del Fuoco se controla con un sistema robotizado con una
estación total de la casa Leica Geosystems denominado THEODOROS (Puglisi y otros, 2005)
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y un sistema de radar terrestre (Ground-Based InSAR) mantenido por la Universidad de
Florencia (Tarchi y otros, 2008). El sistema geodésico no-permanente, basado en campañas,
complementa el sistema permanente con información mediante comparación de modelos
digitales de elevación fotogramétricos y una red de distanciometría y triangulación.
En la Fig. 4.14a, se muestran los vectores de desplazamientos obtenidos con el sistema
THEODOROS para los tres períodos analizados con corregistro de las ortofotos. Los vecto-
res indican un desplazamiento continuo entre 2003 y 2005 hacia el nornoroeste de la terraza
de lava, lo que es compatible con un movimiento a favor de la pendiente de la estructura.
En la Fig. 4.14b) se presentan los resultados de comparar coordenadas tridimensionales de
puntos seleccionados manualmente en los estereomodelos fotogramétricos (Baldi y otros,
2008b). El movimiento que indican estos vectores es mucho menos coherente aunque sí se
puede apreciar un patrón mayoritario en dirección nornoroeste durante el perído 2003-2004,
mientras que para el período 2004-2005 el patrón del sector norte de la terraza de lava mues-
tra un claro movimiento hacia el norte o nornoreste.
a) b)
Figura 4.14: a) Deformaciones horizontales (en m) registradas con el sistema THEODOROS (Pugli-
si y otros, 2005), para el período 2003-2004 (vectores verdes), para el período 2004-2005
(vectores azules) y período completo 2003-2005 (vectores rojos). b) Deformaciones hori-
zontales medidas con la identificación de puntos singulares en los modelos topográficos
3D (Baldi y otros, 2008b).
Para validar nuestros resultados se compararon los desplazamientos horizontales ob-
tenidos con nuestrométodo frente a los obtenidos a partir de las dos técnicas independientes
disponibles (desplazamientos con estación total y desplazamientos a partir de modelos este-
reográficos, denominado 3D manual tracking). En la Fig. 4.15 se presentan las comparacio-
nes entre los resultados de Phase-Corr y THEODOROS para el período 2003-2004 (Fig. 4.15a)
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Figura 4.15: a) Comparación entre los resultados de los desplazamientos obtenidos con los correlo-
gramas mediante Phase-Corr y el sistema THEODOROS (período 2003-2004); b) Phase-
Corr y desplazamientos 3D manuales (período 2003-2004); c) Phase-Corr y sistema
THEODOROS (perídodo 2004-2005), y d) Phase-Corr y desplazamientos 3D manuales
(período 2004-2005). Los desplazamientos E-O en color rosa (positivo hacia el Este) y los
N-S en cyan (positivo hacia el Norte).
donde se puede apreciar que los errores asociados a la estación total sonmuchomenores que
los obtenidos con nuestro método. Hay que hacer mención que el sistema THEODOROS no
comenzó a funcionar hasta varios meses después de la adquisión de la primera ortofoto
y durante los primeros meses hubo problemas de orientación del sistema, lo que explica
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en parte la discrepancia principalmente en los desplazamientos E-O (G. Puglisi, comunica-
ción personal Dic. 2008). En la Fig. 4.15b, se muestra la comparación entre los resultados de
Phase-Corr y los desplazamientos 3D manuales para el período 2003-2004, en este gráfico se
observa que las medidas poseen estimaciones de error comparable.
Para el período 2004-2005 el nivel de similitud entre los resultados de Phase-Corr y
THEODOROS (Fig. 4.15c) es mayor, esto se observa puesto que las estimaciones realizadas
con las dos técnicas coinciden al nivel de error en ambas componentes del desplazamiento
horizontal (barras de error cruzan la línea diagonal que marca la correlación lineal perfecta).
Finalmente, las comparaciones entre los resultados de Phase-Corr y 3D manual tracking
para el período 2004-2005 se presentan en la Fig. 4.15d, donde se puede observar que las
medidas son consistentes al nivel de error ∼ 0,5 m, con excepción de un grupo de 4 puntos
en los que los desplazamientos N-S determinados manualmente son ligeramente superiores
a los estimados con Phase-Corr. Estos puntos localizados en la zona noreste de la terraza de
lava muestran una deformación muy fuerte y localizada espacialmente que puede no haber
sido detectada con el método de correlación, puesto que este método muestra el promedio
de los desplazamientos de la ventana de estimación (16m).
La estimación de los errores en los correlogramas se realizó a partir de las desviaciones
típicas en un área de 100 × 100 m2 de la zona occidental de la Sciara que no muestra des-
plazamientos. Para los desplazamientos 3D manuales se les asigno una incertidumbre igual
al tamaño del píxel σ = 0,5 m. Finalmente hay que mencionar que los errores del sistema
THEODOROS son aproximadamente un orden de magnitud menores que las otras dos es-
timaciones. Los tres conjuntos de datos de desplazamientos son globalmente consistentes al
nivel de ≈ 0,5m.
4.4.2.4. Discusión de los resultados
Los resultados obtenidos nos permiten hacer un análisis multitemporal con gran den-
sidad espacial del patrón de desplazamientos que se han producido en la terraza de lava
entre 2003 y 2005. Durante este periodo esta estructura ha sufrido cambios morfológicos
causados por los fenómenos de erosion de los materiales juveniles y por los movimientos de
la superficie de la terraza de lava que cubrió la zona de colapso del deslizamiento del 30 de
diciembre de 2002.
En la Fig. 4.16 se muestra la evolución de las componentes de los desplazamientos
horizontales mediante el método Phase-Corr. Durante el período 2003-2004 (Fig. 4.16a y
4.16d) el patrón de deformación, aunque ruidoso, es suave y no presenta discontinuidades,
lo que indica un mecanismo de deformación principalmente controlado por el emplaza-
miento reciente del material lávico. Este patrón de deformación podría estar motivado por
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Figura 4.16: a) Desplazamientos E-O (sept. 2003 - ago. 2004), b) Desplazamientos E-O (ago. 2004 -
oct. 2005), c) Desplazamientos E-O (sept. 2003 - oct. 2005), d) Desplazamientos N-S (sept.
2003 - ago. 2004), e) Desplazamientos N-S (ago. 2004 - oct. 2005), y f) Desplazamientos
N-S (sept. 2003 - oct. 2005). Desplazamientos en metros.
la contracción térmica del volumen de roca emplazado o con fenómenos de estabilidad que
se acomodan con deformación plástica del nuevo material. Una observación que apoya la
importancia de la hipótesis térmica es la existencia de dos hornitos en el centro de la terraza
de lava que indican una tasa de liberación de energía térmica muy alta en esa zona.
Una vez que la erupción termina la entrada de energía térmica cesa y con el transcurso
del tiempo los mecanismos de deformación plástica que favorecen las altas temperaturas
tienden a disminuir su importancia relativa debido al enfriamiento de la terraza de lava. El
movimiento de la terraza de lava a favor de la pendiente comienza a realizarse a favor de
dos sistemas de fracturación (deformación frágil) en superficie, como se puede observar en
las discontinuidades en los desplazamientos para el período 2004-2005 (Fig. 4.16b y 4.16e).
El sistema de fracturas principales tiene dirección NE-SO, lo cual coincide con el punto de
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ruptura de la pendiente en la topografía previa a la deposición de la terraza de lava; un
sistema subsidiario paralelo al sistema principal NE-SO que coincidiría con otro cambio
de pendiente topográfica. Una observación importante es que las tasas de deformación en
superficie son mayores donde el espesor de las coladas de lava es también mayor, lo que nos
indica un control importante por gravedad.
Los desplazamientos acumulados muestran los dos sistemas de fracturas perpendicu-
lares a la pendiente topográfica que indican que globalmente los procesos de deformación
frágil liberan mayor cantidad de energía mecánica (Fig. 4.16c y 4.16f). Los desplazamientos
N-S muestran también que parte de la deformación se acomoda mediante la separación de
las coladas de lava en la dirección perpendicular a la pendiente (sistema de fractura con di-
rección NNO-SSE). Los fenómenos de cizalla y tensión frágil en la terraza de lava pueden ser
motivados por dos tipos de mecanismos: a) el movimiento de un deslizamiento profundo,
que ya habría motivado el colapso del 30 de diciembre de 2002 o b) el movimiento completo
del volumen que forma la terraza de lava a favor de la paleosuperficie topografíca sobre
la que descansa. Así, el desarrollo de los sistemas de fractura durante el segundo período
(2004-2005), y que claramente estan relacionados con los cambios de pendiente paleotopo-
gráfica parecen apoyar la segunda hipótesis (b)).
Capítulo 5
Determinación de desplazamientos 3D
utilizando imágenes SAR
En este capítulo se desarrolla y presenta el problema de la determinación de desplaza-
mientos tridimensionales del terreno a partir únicamente del tratamiento de imágenes SAR.
Primero, se motiva por qué son necesarias las tres componentes del desplazamiento y pos-
teriormente se describe el problema desde el punto de vista geométrico, desarrollando una
solución basada en un ajuste mínimos cuadrados, sin realizar hipotesis sobre la dirección de
los desplazamientos. Esta solución permite la obtención, de forma efectiva, de los despla-
zamientos tridimensionales con alta resolución espacial y evaluar su precisión. Finalmente,
esta metodología se aplica al estudio de las deformaciones co-sísmicas tridimensionales pro-
ducidas por un terremoto de magnitudMw = 6,6 en Irán. El patrón de desplazamientos 3D
resultantes nos ha permitido distinguir entre los dos mecanismos de generación de este te-
rremoto, citados en la literatura. La determinación de los desplazamientos 3D ha permitido
reducir la ambigüedad entre un mecanismo formado por una sola falla y otro compuesto
por dos fallas. Este resultado nos permite constrastar el método propuesto y su gran utili-
dad. Hay que resaltar que este capítulo describe resultados obtenidos en una fase previa de
la investigación con respecto a los presentados en el cap. 4. La metodología descrita y los
resultados de aplicación se han publicado recientemente (González y otros, 2009).
5.1. Introducción
Los procesos de deformación de la corteza terrestre producen campos de desplaza-
mientos tridimensionales muy variables en escalas temporales y espaciales. Con el uso de
la interferometría diferencial SAR la observación de la deformación de la corteza es posi-
ble a escalas espaciales desde pocos metros hasta cientos de kilométros. Con está técnica se
han realizado descubrimientos sobre fenómenos que no habría sido posible determinar de
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otra forma (Peltzer y otros, 1996; Fialko y otros, 2005; Fielding y otros, 2009). Sin embargo,
las medidas obtenidas con el InSAR proporcionan sólo información de la magnitud de una
proyección de los desplazamientos 3D, es decir, del alejamiento o acercamiento del terreno
al satélite, o si se combinan interferogramas ascendentes y descendentes, la componente
vertical y la Este-Oeste.
Puesto que las medidas obtenidas con los satélites SAR sólo son sensibles a la direc-
ción perpendicular a la dirección de acimut, prácticamente no se puede obtener información
de la dirección de acimut (próxima a la dirección Norte-Sur1), por tanto la mayor dificultad
para reconstruir el campo de desplazamientos tridimensionales es intentar medir esta com-
ponente.
Los desplazamientos tridimensionales son importantes, entre otras aplicaciones de for-
ma no excluyente, cuando: a) estamos interesados en separar señales de diferente naturaleza
(p.e., antropogénicas) de aquellas que son de interés (p.e., tectónicas), así este tipo de análi-
sis sólo había sido posible anteriormente usando desplazamientos GPS (Bürgmann y otros,
2006), b) determinar la geometría de las fuentes de deformación, o c) estudiar fenómenos
donde la dirección de la deformación del terreno sea coincidente con la dirección de acimut.
En este capítulo desarrollaremos cómo extraer los desplazamientos 3D usando me-
didas que se pueden estimar a partir solamente de imágenes SAR. Este procesado podría
hacerse a partir de la combinación de diferentes líneas-de-vista (los), con diferentes ángulos
de incidencia y/o con sensores de visión lateral derecha e izquierda (Rocca, 2003; Wright y
otros, 2004). Aunque posible, la combinación para obtener el campo tridimensional posee
precisión variable (obteniendose la mejor para la componente vertical, luego para la Este-
Oeste y la peor para la Norte-Sur), con errores inaceptables en la componente horizontal
Norte-Sur del orden de varias decenas de centímetros.
Hasta el momento, las únicas opciones prácticas y posibles con los datos y misiones
SAR operativas para obtener medidas tridimensionales involucran una de las siguientes
opciones: a) Hacer hipótesis sobre el fenómeno observado, p.e., el movimiento horizontal
de un glaciar es paralelo a la dirección del máximo gradiente topográfico, etc. b) Densifica-
ción de los desplazamientos DInSAR con otros datos geodésicos, como es la combinación
GPS+DInSAR (Gudmundsson y otros, 2002; Samsonov y otros, 2007), y c) Correlación cru-
zada de imágenes SAR o interferometría acimutal, si los desplazamientos horizontales son
mayores de 10-15 cm. Actualmente, este último método de combinación de datos SAR es el
único capaz de obtener una solución con una alta densidad espacial (Fialko y otros, 2001b;
Funning y otros, 2005; González y otros, 2009).
1Si la órbita del satélite es polar.
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El terremoto de Bam (Irán) deMw = 6,5 nos permite mostrar el uso de los datos SAR
para estimar desplazamientos 3D. Este terremoto fue el más mortífero de 2003, con una cifra
oficial de 31383muertos, 20000 heridos y dejó 65000 personas sin hogar (Ghafory-Ashtiany y
Hosseini, 2008) y puede ser uno de los mejor estudiados utilizando InSAR. Las condiciones
de extrema aridez del SO de Irán hacen que se hayan obtenido resultados de gran calidad,
aunque pese a la cantidad de trabajos publicados no existe un concenso sobre el mecanismo
de deformación ocurrido. Un grupo de autores propone que todo el movimiento se produjo
en una sola falla con orientación Norte-Sur (Jónsson y otros, 2003; Wang y otros, 2004; Stra-
mondo y otros, 2005; Fialko y otros, 2005; Motagh y otros, 2006), mientras que otro grupo
propone la existencia de dos fallas (Talebian y otros, 2004; Funning y otros, 2005; Jackson y
otros, 2006).
5.2. Descomposición del vector desplazamiento
Por medio de al menos tres medidas no coplanarias diferentes, obtenidas a partir de
técnicas interferométricas SAR (DInSAR) y mediante correlación de imágenes de amplitud
o interferometría acimutal, es posible reconstruir las tres componentes del desplazamiento
(Fig. 5.1). Para obtener una solución tridimensional el problema se va a analizar desde el
punto de vista geométrico. Para cada observable hemos analizado la geometría de adqui-
sición y hemos derivado su contribución en términos de las componentes Norte-Sur (uns),
Este-Oeste (uew) y vertical (uz).
Figura 5.1: Esquema de las medidas que se obtienen con satélites SAR con órbitas casi-polares, en
pasos ascendentes (gris oscuro) y descendentes (gris claro) con los que se pueden obtener
desplazamientos en los (uasclos y u
desc
los ) con ángulos de incidencia (θ1 y θ2), y desplazamien-
tos en acimut (uascazo y udescazo ).
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En la Fig. 5.1 se muestran los diferentes tipos de medidas que se pueden obtener a
partir de las imágenes SARmediante satélites con órbitas casi-polares (esquema en la esqui-
na superior izquierda). Estas medidas se pueden obtener en pasos descendentes (gris claro)
cuando el satélite viaja de Norte a Sur, y ascendentes (gris oscuro) cuando el satélite viaja de
Sur a Norte. Las nuevas generaciones de satélites como el RADARSAT-2, ALOS-PALSAR o
Envisat permiten obtener imágenes SAR para interferometría con diferentes ángulos de inci-
dencia (θ1,2), pero difieren muy poco en su proyección en el terreno2. De esta forma, las me-
didas interferométricas (flechas negras, udesclos descendentes y u
asc
los ascendentes) nos permiten
obtener información de los movimientos verticales y de la dirección de rango proyectado en
el terreno (combinación de desplazamientos horizontales, principalmente Este-Oeste). Fi-
nalmente, la componente Norte-Sur se puede obtener mediante las medidas de correlación
de imágenes de amplitud o interferometría acimutal (ver Sec. 2.2.4), indicadas con flechas
grises claras, (udescazo descendentes y uascazo ascendentes).
5.2.1. Vector línea de vista (los o Slant-range)
El observable principal cuando se utilizan imágenes SAR son los desplazamientos me-
didos con interferometría radar diferencial (ver Sec. 2.2.2.1). Con esta técnica solamente po-
demos estimar las diferencias en la longitud de la distancia satélite-terreno entre el instante
de adquisión de la master y el de la slave en la dirección de vista (los o slant-range), en la
Fig. 5.2 la hemos representado como ulos.
Si consideramos que los desplazamientos en los (ulos) son positivos cuando se alejan
del satélite y que los desplazamientos verticales (uz) son positivos hacia arriba, entonces los
desplazamientos en los se pueden escribir de forma matemática para el caso descendente
(Fig. 5.2a) como,
uasclos = −uz cos θ + urango sen θ, (5.1)
donde, urango son los desplazamientos en la dirección de rango proyectado en el terreno, y
udesclos = −uz cos θ + urango sen θ, (5.2)
son los desplazamientos en los para el caso ascendente (Fig. 5.2b).
2Detalles sobre RADARSAT-2 en http://www.radarsat2.info/about/r2_brochure.pdf, sobre
ALOS-PALSAR http://www.eorc.jaxa.jp/ALOS/en/about/palsar.htm, y sobre Envisat en http:
//envisat.esa.int/handbooks/asar/CNTR1-1-4.htm
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a) b)
Figura 5.2: Esquema en corte de la descomposición en componente vertical (uz) y en rango (urango)
de la geometría del vector los (line-of-sight o línea de vista) con ángulo de incidencia θ, a)
para el caso ascendente y b) para el caso descendente. Las flechas indican la dirección de
variación positiva de uz , urango y ulos.
5.2.2. Vector rango proyectado en el terreno (rango)
Las observaciones de los desplazamientos en los son la combinación lineal de las com-
ponentes horizontales y la vertical, esto es debido a que las órbitas de los satélites SAR son
casi polares y a su visión lateral. De esta manera, la sensibilidad de la dirección los a los mo-
vimientos horizontales es máxima en la dirección de rango proyectado en la superficie del
terreno (perpendicular a la dirección de acimut o de avance del satélite), urango. La dirección
de rango proyectado en el terreno es próxima a la dirección Este-Oeste (Fig. 5.3).
Si se considera que los desplazamientos horizontales en dirección Este-Oeste (uew) son
positivos hacia el Este y en dirección Norte-Sur (uew) son positivos hacia el Norte, entonces
los desplazamientos en los proyectados en la horizontal se pueden descomponer para una
órbita ascendente (Fig. 5.3a) como,
uascrango = uns cos γ
asc + uew cos ηasc, (5.3)
donde, γ es el ángulo que forma la dirección de rango proyectado sobre el terreno y el Norte
geográfico, y η es el ángulo que forma la dirección de rango proyectado sobre el terreno
y el Este geográfico. Si α es el ángulo que forma el vector que indica el movimiento del
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a) b)
Figura 5.3: Esquema en planta de la descomposición en las compenentes horizontales (uns y uew) del
desplazamiento en los en dirección de rango proyectado sobre el terreno (urango), a) para
el caso ascendente y b) para el caso descendente.
satélite (acimut) desde el Norte en sentido horario, podemos deducir que γasc = α − 3pi2 , y
ηasc = 2pi − α. Entonces,
uascrango = uns cos
(
α− 3pi
2
)
+ uew cos(2pi − α), (5.4)
aplicando la siguiente regla trigonométrica, cos(2pi − α) = cosα y que cos (α− 3pi2 ) = senα,
podemos reescribir uascrango como,
uascrango = uns senα+ uew cosα, (5.5)
que es la componente de los desplazamientos los descendentes debida a las componentes
horizontales (uns y uew) del desplazamiento del terreno.
Para una órbita descendente, los desplazamientos debidos a las componentes hori-
zontales del movimiento del terreno proyectadas en los, Fig. 5.3b, se puede expresar en la
forma
udescrango = uns cos γ
desc − uew cos ηdesc. (5.6)
como γdesc = 2pi − α− pi2 = 3pi2 − α, y ηdesc = α− pi, podemos reescribir udescrango en la forma
udescrango = uns cos
(
3pi
2
− α
)
− uew cos(α− pi), (5.7)
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y, aplicando que cos(α− pi) = − cosα y cos (3pi2 − α) = senα, nos queda que
udescrango = uns senα+ uew cosα, (5.8)
que expresa la componente de los desplazamientos los ascendentes debida a las componen-
tes horizontales (uns y uew) del desplazamiento del terreno.
5.2.3. Vector azimuth proyectado en el terreno (AZO-MAI)
Los desplazamientos registrados mediante los acimut offsets (AZO) o los interferogra-
mas acimutales (MAI) son sensibles solamente a los desplazamientos horizontales, como
componentes Norte-Sur, (uns) y componentes Este-Oeste, (uew).
En la Fig. 5.4a, se puede ver la configuración de los AZO o MAI descendentes,
a) b)
Figura 5.4: Esquema en planta de la descomposición en las compenentes horizontales (uns y uew)
del desplazamiento en la dirección de acimut (uazo), que se obtiene con la correlación de
imágenes SAR (AZO) o con interferometría acimutal (MAI), a) para el caso ascendente y
b) para el caso descendente.
udescazo = −uns cos ηdesc − uew sen ηdesc, (5.9)
si lo expresamos en función de α,
udescazo = −uns cos(α− pi)− uew sen(α− pi), (5.10)
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y aplicando que, sen(α−pi) = − senpi, y cos(α−pi) = − cospi, podemos reescribir la expresión
como,
udescazo = uns cosα+ uew senα, (5.11)
De forma análoga para la configuración ascendente (Fig. 5.4b)
uascazo = −uns cos ηasc − uew sen ηasc, (5.12)
que, si lo expresamos en función de α, queda
uascazo = −uns cos(2pi − α)− uew sen(2pi − α), (5.13)
y usando que sen(2pi − α) = senα y cos(2pi − α) = cosα, nos queda en la forma:
udescazo = uns cosα+ uew senα. (5.14)
5.2.4. Estimación tridimensional de los desplazamientos
Estimamos el campo tridimensional de desplazamientos, en cada pixel, mediante el
método de los mínimos cuadrados a partir de las observaciones disponibles (en los, en rango
y en acimut). Este método es analítico y nos sirve para combinar observaciones de desplaza-
mientos de diferente naturaleza. Previamente, Wright y otros (2004) lo aplicaron a diversos
escenarios con un ejemplo en el que se combinaban cuatro medidas de los con diferentes
ángulos de incidencia; aquí lo presentamos de forma genérica.
Para ello normalmente se suele disponer de desplazamientos en los de dos pasos or-
bitales opuestos (ascendente y descendente), o de uno o más desplazamientos en acimut.
La información de los desplazamientos en las componentes de rango proyectado sobre el
terreno, que se pueden obtener de la correlación de imágenes SAR, no suele considerarse al
ser la misma que se obtiene al combinar dos los (ascendente y descendente), con la desven-
taja de que las estimaciones mediante correlación tienen un nivel de ruido mayor que los
desplazamientos los (González y otros, 2009).
Sin pérdida de generalidad, el problema se puede plantear para el caso en el que se dis-
ponga de 4 observaciones (1 los ascendente, 1 los descendente, 1 AZO/MAI ascendente y 1
AZO/MAI descendente). De formamatricial, el problema es lineal y se reduce a la construc-
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ción de una matriz de diseño (A) apropiada mediante el conocimiento de las contribuciones
geométricas que hemos presentado previamente, como
A u = y, (5.15)
donde, u es un vector columna (uns, uew, uz)t, y es el vector de observaciones (1 × 4, con
(uasclos , u
desc
los , u
asc
azo, u
desc
azo )), y A es una matriz de dimensiones 4× 3. Desarrollando tenemos que

sen(θasc) sen(αasc) sen(θasc) cos(αasc) − cos(θasc)
sen(θdesc) sen(αdesc) sen(θdesc) cos(αdesc) − cos(θdesc)
cos(αasc) sen(αasc) 0
cos(αdesc) sen(αdesc) 0

 unsuew
uud
 =

uasclos
udesclos
uascazo
udescazo
 .
(5.16)
Si se consideran los errores que afectan a las observaciones (y) se puede formar la
matriz de varianzas-covarianzas de las observaciones (Σy). Entonces, el sistema lineal puede
ser ponderado en la forma
Σ−1y A u = yΣ
−1
y , (5.17)
y, la mejor estimación lineal insesgada (BLUE) del vector incógnitas de u es (Teunissen,
2003), se expresa por
uˆ = (AtPA)−1AtPy, (5.18)
siendo,P = Σ−1y es lamatriz de pesos. Lamatriz de varianzas-covarianzas de los parámetros
estimados está dada por
Σuˆ = (AtPA)−1, (5.19)
donde la diagonal de esta matriz contiene los errores en cada componente (σ2ns, σ2ew, σ2z ).
Si realizamos los productos de la ecuación (5.16) y despejamos, obtenemos expresiones
muy sencillas (González y otros, 2009) para las tres componentes:
uns =
uasclos
sen(θasc) sen(αasc) +
udesclos
sen(θdesc) sen(αdesc)
+ u
asc
azo
cos(αasc) +
udescazo
cos(αdesc)
uew =
uasclos
sen(θasc) cos(αasc) +
udesclos
sen(θdesc) cos(αdesc)
+ u
asc
azo
sen(αasc) +
udescazo
sen(αdesc)
uud = − u
asc
los
cos(θasc) −
udesclos
cos(θdesc)
(5.20)
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Conmotivos didácticos podemos sustituir unos valores promedios típicos para el caso
particular del modo I2 del satélite Envisat3, donde αasc = 348o, αdesc = 192o y suponiendo
que en los dos pasos orbitales las imágenes SAR fueron adquiridas con el mismo ángulo de
incidencia (I2), entonces θasc ≈ θdesc ≈ 23o, donde la ec. (5.20) nos queda como,
uns =
uasclos
(0,39)·(−0,21) +
udesclos
(0,39)·(−0,21) +
uascazo
0,98 +
udescazo
−0,98
uew =
uasclos
(0,39)·(0,98) +
udesclos
(0,39)·(−0,98) +
uascazo
−0,21 +
udescazo
−0,21
uud = −u
asc
los
0,92 −
udesclos
0,92
(5.21)
así,
uns =
uasclos
−0,18 +
udesclos
−0,18 +
uascazo
0,98 +
udescazo
−0,98
uew =
uasclos
0,38 +
udesclos
−0,38 +
uascazo
−0,21 +
udescazo
−0,21
uud = −u
asc
los
0,92 −
udesclos
0,92
(5.22)
donde se puede apreciar el peso relativo de cada tipo de medida en la estimación de cada
componente de los desplazamientos tridimensionales.
5.3. Análisis de datos SAR: Terremoto de Bam (Irán, 2003)
Como comprobación de la metodología desarrollada, para poder estimar los desplaza-
mientos tridimensionales mediante datos SAR únicamente, se ha escogido el área de la ciu-
dad de Bam (Irán), y el terremoto de magnitudmoderada (Mw ≈ 6,6) que sufrió a finales del
2003. Este terremoto fue muy superficial y causó desplazamientos cosísmicos importantes
en superficie (Talebian y otros, 2004). Para estudiar este terremoto, usamos interferogramas
diferenciales ascendentes (θasc) y descendentes (θdesc) (Figs. 5.1, 5.2 y 5.5). Así como mapas
de desplazamientos cosísmicos horizontales medidos en la dirección de rango proyectado
en el terreno (Fig. 5.3) y en la dirección de acimut (Fig. 5.4) calculados mediante el uso de
la correlación de imágenes SAR (correlogramas SAR). Puesto que el tamaño de píxel es ma-
yor en la dirección de rango que en la dirección de acimut, la precisión que se obtiene es
menor en rango que en acimut. En las siguientes subsecciones se presenta el análisis y pro-
3El satélite Envisat posee 5 modos de adquisición que dependen del ángulo de incidencia del pulso SAR (θ),
uno de ellos es el I2 donde θ toma valores entre 20o y 24o.
5.3. Análisis de datos SAR: Terremoto de Bam (Irán, 2003) 179
cesado de las imágenes SAR para obtener los dos productos: interferogramas diferenciales
y correlogramas SAR.
Figura 5.5: Localizacion del área de estudio representado mediante un modelo digital de elevaciones
sombreado de la región de Bam (Irán). En el margen izquierdo se representa una falla de
gran entidad, la falla de Gowk. Los rectángulos negros muestran el área cubierta con las
imágenes SAR ascendentes y descendentes.
5.3.1. Datos interferométricos
Dadas las condiciones de aridez del sureste de Irán (región del desierto de Dash-e-Lut,
Fig. 5.5), donde se encuentra la ciudad de Bam, la interferometría diferencial SAR propor-
ciona medidas precisas de la deformación producida en estas zonas. Aquí las condiciones
de reflexión del terreno cambian mínimamente, con lo que las medidas DInSAR no se ven
muy afectadas por la decorrelación temporal.
Para el estudio de este terremoto se cuenta con un conjunto de datos SAR propor-
cionados por el satélite europeo Envisat y adquiridos con el sensor ASAR. Este conjunto
de imágenes SAR está compuesto por 4 imágenes descendentes y 3 imágenes ascendentes
(Tab. 5.1) con las que se pueden calcular varios interferogramas diferenciales y mapas de
coherencia. De estos interferogramas se escogieron los dos mejores en el sentido de poseer
líneas de base perpendiculares y temporales menores (que maximizan la coherencia espa-
cial y temporal). Los interferogramas diferenciales se calcularon usando el software libre
DORIS, desarrollado por la Universidad Politécnica de Delft (Kampes y otros, 2003), que
tiene implementado el método de los dos pasos (Massonnet y Feigl, 1998). Dicho método de
los dos pasos utiliza un modelo digital de elevaciones generado independientemente para
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cancelar la fase interferométrica debida a la topografía. En este estudio se utilizó el modelo
digital de elevaciones SRTM (Shuttle Radar Topography Mission) de la NASA, que posee
una resolución espacial de 3 segundos de arco, es decir, aproximadamente 90 m (Farr y
otros, 2007). Este modelo digital de elevación tiene una precisión en la coordenada vertical
mejor de 10m, suficiente para cancelar la fase topográfica. Para eliminar los efectos orbitales
(tierra plana) se utilizaron órbitas precisas calculadas a partir de modelos geopotenciales y
datos altimétricos del satélite (Scharroo y Visser, 1998). Los dos interferogramas diferencia-
les (Tabla 5.2) son el ascendente, formado con las imágenes 2003/11/16 y 2004/02/29 con
línea de base perpendicular de 5 m y separación temporal (línea de base temporal) de 105
días, y el descendente, formado con las imágenes 2003/12/03 y 2004/02/11 con línea de base
perpendicular de 2 m y separación temporal (línea de base temporal) de 70 días (Fig. 5.6a-d).
Track Descendente Fecha Track Ascendente Fecha
385 2003/06/11 120 2003/11/16
2003/12/03 2004/01/25
2004/01/07 2004/02/29
2004/02/11
Tabla 5.1: Información de las imágenes SAR disponibles. El Track es un número identificativo de las
órbitas, para poder generar interferogramas se tienen que usar imágenes pertenecientes al
mismo track. Todas las imágenes fueron adquiridas con el modo I2 (θ = 20o − 24o) similar
a los sensores SAR de los satélites ERS.
En la Fig. 5.6a se muestra el interferograma diferencial ascendente, donde la fase se
presenta sin desenrrollar y donde cada cambio de ciclo representa un desplazamiento de
la superficie acercándose o alejándose del satélite de la mitad de la longitud de onda del
sistema SAR, en este caso λ = 5,6 cm. Para el track ascendente se puede observar que la
imagen no cubre toda la región epicentral donde se producen desplazamientos del terreno.
Para el interferograma diferencial descendente (5.6b) se pueden observar claramente 4 lóbu-
los, aunque asimétricos, en la magnitud de los desplazamientos registrados, con dos lóbulos
con mayor deformación al Este y otros dos lóbulos con sólo un cambio de ciclo al Oeste (≈ 6
cm).
Las versiones desenrrolladas de estos interferogramas se muestran en la Fig. 5.6c y
5.6d. Para el track ascendente (Fig. 5.6c) se puede observar que la mayoría del movimien-
to registrado se acerca al satélite (negativo). Para el interferograma diferencial descendente
(Fig. 5.6d) se aprecian más claramente los cuadrantes con diferentes sentidos en los movi-
mientos registrados. En el cuadrante NE el terreno se aleja del satélite≈ 20 cm y en cuadran-
te SE el terreno se acerca del satélite un máximo de ≈ 30 cm. Los desplazamientos registra-
dos se atribuyen principalmente al movimiento cosísmico producido durante el terremoto.
El movimiento de sentido contrario en los interferogramas ascendente y descendente indi-
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Figura 5.6: Datos de desplazamientos usados para la inversión del campo de desplazamientos tridi-
mensionales: a) interferograma diferencial descendente (20031203-20040211), b) interfero-
grama diferencial ascendente (20031116-20040229). Para a) y b) la escala de color muestra
el cambio de fase (2pi) en los. c) desplazamientos registrados en el interferograma dife-
rencial descendente desenrrollado (20031203-20040211) en cm, d) desplazamientos regis-
trados en el interferograma diferencial ascendente desenrrollado (20031116-20040229) en
cm. Un desplazamiento positivo indica alejamiento del satélite. e) correlograma en di-
rección de rango para el interferograma descendente (20031203-20040211) en cm, positivo
hacia el Este, y f) correlograma en dirección de acimut para el interferograma descendente
(20031203-20040211) en cm, positivo hacia el Norte.
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can que los movimientos verticales no son los principales, dominando el desplazamiento
horizontal Norte-Sur (ver Fig. 5.6).
Interferograma Master-Slave B⊥ α
Ascendente 2003/11/16-2004/02/29 5.0 348
Descendente 2003/12/03-2004/02/11 2.5 191
Tabla 5.2: Información de los interferogramas usado en este estudio.
5.3.2. Offsets en acimut
Los métodos de correlación de fase (Cap. 4) se han utilizado desde finales de los años
90 para obtener desplazamientos horizontales de la deformación superficial (Michel y otros,
1999; Peltzer y otros, 1999; Fialko y otros, 2001b; Jónsson y otros, 2002). Sin embargo, no
se han utilizado mucho debido a: 1) su alto costo en tiempo de cálculo. Por ejemplo, para
un cálculo para un interferograma con resolución completa en un Pentium IV 3 GHz, 1
Gb RAM se emplean varios días, y 2) la baja precisión que se consigue comparada con la
obtenida usando las medidas de fase (aproximadamente un orden de magnitud menor).
Como se ha explicado en el capítulo anterior, los desplazamientos se calculan basán-
dose en la relación recíproca entre los dominios en frecuencia y espaciales del método de
correlación cruzada de fases. Primero, las imágenes se transforman al dominio espectral (en
frecuencias, mediante una transformada discreta de Fourier), luego se realiza el producto de
ambos espectros y se normaliza, y el producto normalizado se transforma de nuevo al do-
minio espacial (transformada inversa discreta de Fourier). La posición subpíxel, es decir, los
desplazamientos del terreno, se obtiene mediante la interpolación de la función correlación
cruzada resultado de la inversa de la transformada de Fourier del producto espectral nor-
malizado de ambas imágenes. Así, se calculan los desplazamientos necesarios para alinear
dos imágenes SAR y los desplazamientos en acimut y rango.
En nuestro caso de estudio, hemos correlado las imágenes para obtener los correlagra-
mas con una resolución idéntica a la utilizada en los interferogramas. De esta forma utiliza-
mos una ventana de correlación de 64 × 64 píxeles cada 3 píxeles en rango y 15 en acimut,
y un factor de interpolación del máximo de la función de correlación de 32. Tras el cálculo
de los correlagramas, estos fueron procesados para eliminar las posibles tendencias de largo
período que fueron estimadas usando polinomios de bajo grado (Fig. 5.6e-f). Obviamente,
el solape de las ventanas de correlación produce resultados fuertemente correlados espa-
cialmente (datos no independientes). Sin embargo, se ha calculado con esta resolución para
posteriormente promediar errores durante el cálculo de los desplazamientos 3D. Las medi-
das (acimut y rango) obtenidas poseen una calidad que depende del índice de correlación
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y han sido estimadas previamente como una fracción de tamaño de píxel, 3-10% y son del
orden de 10 − 15 cm para zonas con un índice de correlación grande (Fialko y otros, 2001b;
Funning y otros, 2005).
Hemos calculado los desplazamientos en acimut y rango usando solamente el par de
imágenes descendentes (Fig. 5.6e-f) debido a las dificultades de trabajar con las imágenes
ascendentes, puesto que estas no cubren totalmente la zona epicentral. Los correlogramas
en acimut y en rango muestran desplazamientos cosísmicos. En el correlograma en rango
se pueden observar dos polaridades diferentes que indican principalmente desplazamientos
hacia el Este en el Sur (≈ 10 cm) y hacia el Oeste en el Norte (≈ 5−10 cm). En el correlograma
en acimut se puede observar un patrón con desplazamientos que se incrementan hacia el Sur
en la zona Este del área epicentral y hacia el Norte en la zona Oeste. Cabe destacar que los
desplazamientos máximos no se registran en el plano de simetría, sino que están separados,
lo que indicaría que la ruptura no se produjo en superficie o que su máximo esta localizado
a cierta profundidad.
5.3.3. Estimación de los desplazamientos 3D
Obtenemos los desplazamientos tridimensionales cosísmicos producidos por el terre-
moto de Bam dos desplazamientos en los, ascendente y descendente, y los desplazamientos
en acimut y en rango. Resolviendo para cada píxel el siguiente sistema de ecuaciones linea-
les,
Au = y, (5.23)
donde, u es un vector columna (uns, uew, uz)t, y es el vector de observaciones (1 × 4, con
(uasclos , u
desc
los , u
desc
rango, u
desc
azo ), y A es una matriz de dimensiones 4 × 3, que se puede escribir
desarrollado como,

sen(θasc) sen(αasc) sen(θasc) cos(αasc) − cos(θasc)
sen(θdesc) sen(αdesc) sen(θdesc) cos(αdesc) − cos(θdesc)
sen(θdesc) sen(αdesc) sen(θdesc) cos(αdesc) − cos(θdesc)
cos(αdesc) sen(αdesc) 0

 unsuew
uud
 =

uasclos
udesclos
udescrango
udescazo
 ,
(5.24)
este sistema de ecuaciones se resuelve usando la estimación mínimos cuadrados ponderan-
do los datos (ec. (5.18)) y usando la inversa de la matriz de varianzas-covarianzas de cada
dato (Σy). En este caso, por simplicidad, consideramos que las medidas son independientes,
lo que convierte la matriz de varianzas-covarianzas en una matriz diagonal con valores en
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la diagonal principal, σ2uasclos = 1 cm, σ
2
udesclos
= 1 cm, σ2
udescrango
= 20 cm, y σ2
udescazo
= 10 cm, ob-
tenidos como el valor redondeado de la desviación estándar en un recorte de los mapas de
desplazamiento al Norte de la ciudad de Bam, una zona sin desplazamientos aparentes.
En la Fig. 5.7 se muestran las tres componentes de los desplazamientos obtenidos a
partir de los datos anteriormente presentados en la Fig. 5.6. Debemos prestar atención a la
diferencia de calidad entre las zonas donde se solapan las cuatro medidas (Este de la zona
de estudio) y las zonas que no cubren las imágenes SAR ascendentes (Oeste de la zona de
estudio). En la figura se puede apreciar que en las zonas con solapamiento de los ascendente
y descentente las componentes de los desplazamientos Este-Oeste (Fig. 5.7b) y vertical (Fig.
5.7c) se resuelven de forma prácticamente continua con poco ruido aparente. Esto es debido
a la sensibilidad de las medidas los en estas componentes. La componente Norte-Sur (Fig.
5.7a) es la que resulta más ruidosa debido a la poca sensibilidad del los a esta componente
y la alta sensibilidad a los datos más ruidosos de los desplazamientos en acimut. Finalmen-
te, hay que recordar que estamos trabajando con una gran resolución espacial, lo que nos
permitirá después mejorar la relación señal-ruido promediando espacialmente.
Figura 5.7: Desplazamientos tridimensionales cosísmicos causados por el terremoto de Bam (en cm).
a) muestra los desplazamientos estimados en dirección Este-Oeste, b) desplazamientos
Norte-Sur y c) desplazamientos verticales. Para generar el mapa se eliminaron los píxeles
con varianzas grandes (como indicativos de valores aberrantes), Este-Oeste, Norte-Sur y
verticales, 7, 10 y 1 cm, respectivamente.
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5.4. Modelado de los desplazamientos 3D
Durante un terremoto los esfuerzos acumulados en fallas discretas de la corteza terres-
tre a lo largo de los prolongados períodos intersísmicos, se libera radiando principalmente
ondas sísmicas que se propagan a través del interior de la Tierra. Para períodos de tiempo
relativamente cortos (de entorno a pocos años) la corteza se comporta de forma elástica,
por lo que es razonable modelar la deformación producida durante un terremoto usando
dislocaciones en medios elásticos.
De acuerdo con la teoría de la elasticidad (Volterra, 1907; Steketee, 1958), para una
dislocación, la ecuación integral a lo largo de la superficieΣ de ruptura con unamagnitud de
∆uj(ξ1, ξ2, ξ3) produce un campo de deformación tridimensional ui(x, y, z) (Steketee, 1958),
ui =
1
F
∫ ∫
Σ
∆uj
[
λδjk
∂uni
∂ξn
+ µ
[
∂uji
∂ξk
+
∂ukj
∂ξj
]
νk
]
dΣ (5.25)
donde, δjk es una función delta de Kronecker, λ y µ son los coeficientes de Lamé, νk es el
coseno director a la normal de la superficie Σ de ruptura y uji es la componente i-ésima del
desplazamiento en el punto (x, y, z) debida a la componente j-ésima de la fuente puntual
F en la posición (ξ1, ξ2, ξ3) en profundidad. Okada (1985) derivó de esta ecuación integral
una solución analítica para los desplazamientos, inclinaciones y esfuerzos en la superficie
de un semi-espacio elástico para fallas con salto en buzamiento y dirección, una separación
perpendicular a la dislocación (dique), y una fuente de expansión isotrópica. Okada (1992)
derivó también expresiones para los desplazamientos y esfuerzos en el interior del semi-
espacio elástico.
En este apartado, utilizando la solución analítica propuesta por Okada (1985), desarro-
llamos un modelo de dislocación cosísmico para el terremoto de Bam, que ajuste los despla-
zamientos tridimensionales obtenidos a partir de las imágenes SAR. Empezamos buscando
la dislocación que mejor ajuste las observaciones planteando la resolución de un proble-
ma inverso no lineal Una vez que hemos definido los parámetros no lineales de la disloca-
ción ajustaremos un modelo de dislocación lineal con deslizamiento distribuido (González
y otros, 2009).
5.4.1. Modelo de dislocación con deslizamiento uniforme (inversión no lineal)
Para una falla rectangular en un semiespacio homogéneo e isótropo usaremos las
expresiones obtenidas por Okada (1985). Dadas n posiciones en superficie con coordena-
das (xj , yj , zj), para j = 1, ..., n, en un sistema local con ejes (X,Y, Z), en las direccio-
nes Este-Norte-Vertical, en donde se conocen los desplazamientos tridimensionales u ≡
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(uew j , uns j , uz j), se calculan para cada punto j desplazamientos sintéticos, mediante el
modelo de dislocación, en el que (X,Y ) indican las coordenadas del punto central del
borde superior de la dislocación, R es el rumbo, L es la longitud horizontal, S es el salto
de falla, Zt y Zb profundidad del borde superior e inferior, respectivamente y δ el ángulo
de buzamiento. Así, el vector de desplazamientos en superficie se puede expresar como,
G ≡ (u gew j , u gns j , u gz j ),
u gew j = SFew((X − xj), (Y − yj), (Zt − zj), (Zb − zj), R, δ, L)
u gns j = SFns((X − xj), (Y − yj), (Zt − zj), (Zb − zj), R, δ, L)
u gz j = SFz((X − xj), (Y − yj), (Zt − zj), (Zb − zj), R, δ, L)
, (5.26)
donde Few, Fns y Fz son funciones que propone Okada en su formulación y dependen de
los parámetros elásticos del medio (constantes de Lamé, λ y µ)
Luego, el ajuste de los datos como
u = G+ v, (5.27)
donde, v es el vector de residuos debido a los errores en las observaciones y la falta de ajuste
del modelo. Si aceptamos que incertidumbres gausianas se representan con la matriz de
varianzas-covarianzas de los datos Σu, mediante la condición
vΣ−1u v = min, (5.28)
resulta en una solución de máxima verosimilitud. Por simplicidad, Σu se considera una
matriz diagonal de las varianzas estimadas en cada componente de los desplazamientos
observados en los n puntos.
El modelo (ec. (5.26) y (5.27)) debe satisfacer la condición de minimización (ec. (5.28)),
lo que implica resolver un problema de optimización no lineal con métodos iterativos o
exploratorios (Tarantola, 2005). Los métodos exploratorios tienen la ventaja de ser rápidos
cuando el espacio de los parámetros modelo es relativamente grande. En este caso suelen
adoptarse métodos que implican procesos aleatorios en la exploración (algoritmos genéticos
o simulated annealing). Sin embargo, dado que nuestro problema tiene unas dimensiones
reducidas (unos pocos parámetros con un rango de variación pequeño), escogemos realizar
una exploración extensiva del espacio de los parámetros modelo (Camacho y otros, 2007).
En la ec. (5.26) y (5.27), se puede observar que el parámetro S se relaciona linealmente
con los desplazamientos. Consecuentemente, este parámetro se puede estimar a partir de
un ajuste lineal. El resto de parámetros X , Y , R, L, δ, Zt y Zb se relacionan no linealmente
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con los desplazamientos. Estos determinan mediante un proceso aleatorio dentro de unos
límites, de la siguiente forma (Camacho y otros, 2007; González y otros, 2009),
X = Xmin + ran1 · (Xmax −Xmin),
Y = Ymin + ran1 · (Ymax − Ymin),
δ = ran3 · 180,
R = ran4 · 360,
S = ran5 ·Dmax,
Zt = Zt min + ran6 · (Xt max −Xt min),
Zb = Zb min + ran7 · (Xb max −Xb min),
(5.29)
donde, ran1 hasta ran7 son números aleatoriamente generados en el intervalo [0, 1]. Una vez
que los parámetrosX , Y ,R, L, δ, Zt y Zb se seleccionan aleatoriamente con la ec. (5.29), estos
valores se sustituyen en las ec. (5.26) y (5.27) resultando en un sistema lineal de ecuaciones
de forma que bd − u = v, con b un vector de coeficientes, d los parámetros y u un término
independiente. Este sistema se puede resolver usando la condición de minimización de la
siguiente forma (Camacho y otros, 2007; González y otros, 2009),
dˆ = (btΣ−1u b)
−1btΣ−1u u, (5.30)
así, el vector de residuos vˆ se calcula con la función desajuste  = vˆtΣuvˆ. El proceso se
repite un número de veces suficientemente grande como para asegurar una exploración
del espacio de los parámetros modelo. El modelo óptimo (m ≡ (X,Y,R,L, δ, Zt, Zb, Sˆ)) se
escoge como aquel correspondiente con el valor mínimo de la función desajuste. Una vez
que se encuentra esta solución, se realiza una segunda exploración en las proximidades
de esta solucíon para obtener una mejor estimación de los parámetros. Dicha solución se
corresponde con el mínimo global de la función  y define el vector que mejor ajusta los
datos, mˆ ≡ (Xˆ, Yˆ , Rˆ, Lˆ, δˆ, Zˆt, Zˆb, Sˆ). Finalmente, consideramos la siguiente ecuación lineal
Adm− u = v, que se obtiene derivando ec. (5.26) y (5.27) en las proximidades de la solución
final (mˆ) con correciones sobre dm como parámetros incógnita. La matriz A contiene las
derivadas de (5.28) y (5.30), y usándola se puede evaluar la matriz de varianzas-covarianzas
de la solución final mˆ como
Σmˆ = (AtΣ−1u A)
−1, (5.31)
5.4.2. Modelo de dislocación con deslizamiento distribuido (inversión lineal)
La geometría del sistema de falla que se rompe durante un terremoto puede ser mu-
cho más compleja que la representación mediante una dislocación rectangular con salto de
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falla homogéneo. Para terremotos grandes el modelado de la geometría de las fallas puede
realizarse suponiendo, en lugar de una dislocación homogénea en la falla rectangular, una
distribución de esta, no homogénea dividiendo la falla en sectores a cada uno de los cuales
se asigne un valor de deslizamiento.
Una vez que hemos obtenido la geometría de la dislocación mediante el método de
inversión no lineal, el plano de falla se divide de forma regular en partes iguales. De es-
ta forma, los desplazamientos tridimensionales registrados en superficie (u), se relaciona
linealmente con el salto de falla (deslizamiento) distribuido (s) en la falla como,
u = Gs, (5.32)
siendoG las funciones de Green de cada dislocación. Este sistema de ecuaciones se resuelve
minimizando la siguiente función mixta de desajuste (Johnson y otros, 2001),
(s, κ) = ‖Gs− u‖2 + κ2 ∥∥∇2s∥∥2 , para s ≥ 0, (5.33)
en esta función se miminizan los residuos (Gs − u) y la norma de los saltos de falla (∇2s),
donde ∇ es el operador laplaciano (que se aproxima por diferencias finitas). Este operador
Laplaciano controla las heterogeneidades en la distribución del salto de falla (s). El factor de
suavizado κ se determina analizando la curvatura del valor de la función desajuste () frente
al valor de suavizado (κ). La solución se obtiene utilizando un algoritmo de mínimos cua-
drados con constreñimientos, denominado en inglés non-negative least squares (Du y otros,
1992; Lawson y Hanson, 1995).
5.5. Resultados e Interpretación
El contexto sismotectónico de Irán está controlado principalmente por la convergencia
rápida con dirección Norte-Sur de las placas litosféricas de Arabia contra Eurasia (Fig. 5.8).
La tasa de convergencia varía espacialmente, mostrando un gradiente de cambio en direc-
ción Este-Oeste que se acomoda en grandes estructuras tectónicas con dirección aproximada
Norte-Sur que aislan bloques relativamente rígidos (Falcon, 1974). Las tasas de convergencia
que predicen diferentes modelos cinemáticos de movimiento de placas varían según los au-
tores, sin embargo todos apuntan a un aumento en la tasa de convergencia Norte-Sur hacia
el Este (DeMets y otros, 1994; Sella y otros, 2002).
Los modelos recientes determinados mediante medidas GPS sugieren que el movi-
miento diferencial entre la meseta central de Irán y el bloque de Helmand (Afganistán)
se acomoda en dos grandes estructuras con movimiento de cizalla dextrosa (Sistema de
Gowk y Sistema del Sistan), con un movimiento acumulado de 12 − 14 mm/a (Vernant y
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Figura 5.8: Mapa representando las principales estructuras tectónicas de Irán (líneas negras), que se-
paran bloques rígidos con comportamiento asísmico (zonas gris oscuro). Los lineamien-
tos tectónicos se muestran con símbolos convencionales cinemáticos en geología para fa-
llas de desgarro/cizalla y cabalgamientos. Irán acomoda la mayor parte de la deforma-
ción entre las placas convergentes Euroasiática y Arábiga. Los puntos negros represen-
tan epicentros de terremotos entre 1973 y 2007 (Fuente: Terremotos según el USGS-NEIC,
http://neic.usgs.gov/ y topografía del SRTM30plus, http://topex.ucsd.edu/
WWW_html/srtm30_plus.html).
otros, 2004; Nilforoushan y otros, 2003). Sin embargo, existe incertidumbre en la cantidad
de deformación que absorben las dos estructuras de cizalla que limitan el bloque cortical de
Dasht-e-Lut (Walker y Jackson, 2004; Walker y otros, 2004). Walker y Jackson (2002) cuanti-
ficaron mediante métodos de geología estructural e imágenes de teledetección, que la zona
de cizalla de Gowk acomoda el 10-20% de esa deformación. Estos autores proponen que “el
resto de la deformación debe ser acomodado en fallas al Este del sistema de fallas de Gowk”. Walker
y otros (2004) identificaron la falla de Bam como reciente y activa mediante métodos geo-
morfológicos. Sin embargo, no fue clasificada con un alto potencial de riesgo sísmico, puesto
que se encuentra desplazada unos 50-60 km del sistema de fallas principales de Gowk (Fig.
5.5). Este sistema de fallas ha generado una serie de grandes terremotos, comenzando con el
terremoto de Sirch (Berberian y otros, 2001) en 1981.
Utilizando los datos disponibles se invirtieron los desplazamientos 3D causados por el
terremoto de Bam. Estos datos fueron interpretados mediante la metodología de inversión
descrita en la anterior subsección para identificar el mecanismo de ruptura. Sin embargo, la
gran cantidad de datos de los que se dispone (∼ 100000 puntos) no es fácil de tratar por los
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métodos de inversión, puesto que el coste en tiempo de cálculo se incrementa con el núme-
ro de datos. Por este motivo, es conveniente reducir dicha cantidad de datos manteniendo
la distribución espacial y la información de la deformación. En nuestro caso hemos usado
un criterio basado en la localización, reteniendo todos aquellos puntos con distancias entre
puntos de 500 m que posean un error promedio por debajo de un cierto valor de corte. El
error promedio se calcula como, σˆ =
√
σ2ew + σ2ns + σ2ud. Con los puntos resultantes de este
proceso y el modelado elástico propuesto, podemos reproducir la deformación cosísmica
causados por el terremoto de Bam. Los parámetros de falla óptimos fueron determinados
utilizando 5211 puntos con datos de desplazamientos 3D, con un valor de la función des-
ajuste () de 0,14 cm, X = 632522 ± 32 m, Y = 3216613 ± 23 m, Zt = −1386 ± 63 m,
Zb = −10024± 202m, δ = 93o ± 1o, R = 197o ± 1o, L = 11269± 71m y S = 264± 6 cm.
Figura 5.9: Datos de desplazamientos observados (paneles a-c), deformación simulada obtenida con
los parámetros de falla que mejor ajustan los datos (paneles d-f) y residuales entre los
datos y la simulación (paneles g-i) para la falla principal. La columna izquierda corres-
ponde con la componente Este-Oeste, columna central corresponde con la componente
Norte-Sur, y columna derecha componente vertical. El rectángulo muestra la proyección
en superficie del plano de falla inclinado (la línea verde indica el borde superior de la
falla). Unidades de los ejes en km y unidades de los desplazamientos en m.
Una vez realizada la inversión no lineal se discretiza el plano de falla a partir de esos
parámetros y se invierten para obtener la mejor solución con salto de falla distribuido. Du-
rante esta primera inversión se permite que la falla tenga sólo movimiento de salto en direc-
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Figura 5.10: Esta figura muestra el modelo digital de elevaciones sombreado, donde se destaca en
el recuadro la sección Norte de la falla geológica de Bam. El modelo sombreado de esta
zona ilustra un área con alta fracturación. Los paneles inferiores representan un patrón
de desplazamientos complejo en los desplazamientos tridimensionales (UEW en la direc-
ción Este-Oeste, UNS en la dirección Norte-Sur y UUD en la vertical). Hay que destacar
que los desplazamientos en la componente Este-Oeste y en la componente vertical mues-
tran un patrón claro de desplazamiento, mientras que la Norte-Sur no.
ción (Fig. 5.9). El modelado elástico es consistente con un movimiento de cizalla dextrosa en
el plano de falla. Este plano de falla prácticamente rompe la superficie al sur de la ciudad de
Bam (fijesé en el valor de Zt). Durante otra inversión permitimos que el movimiento en el
plano de falla tenga también componente inversa, sin embargo la cantidad de movimiento
inverso en el plano de falla era despreciable. En la Fig. 5.9 se observan varios lugares con
residuos importantes para la solución del modelo con salto distribuido. Concretamente, al
Norte de la ciudad de Bam los residuos son bastante grandes en la componente Este-Oeste,
lo que nos indica una combinación más importante de movimiento de cizalla e inverso (Fig.
5.10) Nuestros resultados son compatibles con resultados publicados previamente.
Para simular los residuos correlados espacialmente, hemos usado la información dis-
ponible refinando así la geometría de los posibles planos de falla. La localización precisa
de réplicas suele indicar el plano de falla principal que rompe durante un terremoto y su
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Figura 5.11: Simulación de una falla secundaria. Datos que son a su vez los residuos del modelo de
la falla principal (paneles a-c), deformación simulada obtenida con los parámetros de
falla ajustados (paneles d-f) y residuales entre los datos y la simulación (paneles g-i).
La columna izquierda se corresponde con la componente Este-Oeste, la columna central
se corresponde con la componente Norte-Sur y la columna derecha con la componente
vertical. El rectángulo muestra la proyección en superficie del plano de falla inclinado
(línea verde indica el borde superior de la falla). Unidades de los ejes en km y unidades
de los desplazamientos en m. Debemos tener en cuenta que la falla se extiende bastante
más al Norte de la ciudad de Bam.
geometría; así para este terremoto se han localizado las réplicas del terremoto principal (Ta-
tar, 2005; Nakamura y otros, 2005). Ambos estudios indican que al Sur de la ciudad de Bam
los hipocentros se localizan a lo largo de un plano prácticamente vertical, sin embargo al
Norte de la ciudad los hipocentros indican varios planos. Utilizando esta información, desa-
rrollamos un modelo con dos fallas a partir de los resultados de la inversión no lineal, las
localizaciones de las réplicas y la falla geológica de Bam, lo que permite tener en cuenta los
posibles movimientos en esa falla secundaria.
Nuestro modelo final (Fig. 5.11) es consistente con la existencia de movimiento inver-
so en secciones profundas (3 − 4 km), al menos en dos zonas de la falla buzante hacia el
Oeste de Bam (falla geológica que corta la superficie), con deslizamiento inverso al Sur de
la ciudad de Baravat (Fig. 5.5) y al Noreste de Bam (Fig. 5.11). En conclusión, el patrón de
desplazamientos tridimensionales puede ser explicado como resultado del fallamiento de
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un sistema complejo de fallas con movimiento de cizalla dextrosa en una falla principal sub-
vertical con orientación Norte-Sur y movimiento inverso en porciones profundas de una
falla con expresión superficial que buza al Oeste y que se cruza en profundidad.
Figura 5.12: a) Modelo digital de elevaciones sombreado de la región de Bam, mostrando las estruc-
turas geológicas en la zona de transición entre la cadena de Zagros y la zona de subduc-
ción de Makran. b) Imagen del satélite Landsat con interpretación estructural. (Fuen-
te: http://earthobservatory.nasa.gov/). El recuadro muestra el modelo Riedel
(junto a los plano de falla predichos) que nos sirve para la interpretación de geología
estructural para el contexto tectónico del terremoto de Bam.
Regionalmente, la zona donde se localiza Bam está sujeta a un régimen de esfuer-
zos transpresivo (Fig. 5.8 y 5.12), cuya importancia ya fue sugerida por Fu y otros (2007),
analizando imágenes del satélite Quickbird. Este régimen tiene expresión a gran escala en
las características morfoestructurales que se pueden reconocer en los modelos digitales de
elevación y las imágenes por satélite de la región (Fig. 5.12). Los resultados de nuestra in-
vestigación nos indican la existencia de un bloque que está sujeto a dicho régimen, que ha
generado un sistema de fallas inversas con buzamiento hacia el Oeste-Suroeste (la conoci-
da como falla de Bam) y el desarrollo de estructuras de cizalla dextrosa con plano de fallas
verticales en el interior del bloque. Este “bloque de Bam” tendría menor rígidez que los ve-
cinos bloques de Lut (al Norte y Noreste) y de Gowk (límite de la meseta central iraní). En
la Fig. 5.13 se muestra un esquema conceptual de este modelo en el que las deformaciones
intersísmicas tienen que ser acumuladas durante un periodo mayor en el interior del blo-
que semi-rígido en comparación con las zonas de fallas más activas con rozamiento interno
menores que bordean este bloque de Bam. El terremoto de Bam destruyó una ciudad de al
menos 2000 años de antigüedad, lo que indica tiempos de retorno largísimos teniendo en
cuenta las tasas de convergencia en Irán. Así, un modelo estructural de tipo Riedel predice
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planos de ruptura que se corresponden bastante bien con nuestro modelo cinemático elás-
tico y con la estructuras deducidas en este área. Este tipo de estructuras geológicas se han
reconocido como marcadores de los estadíos iniciales del desarrollo de sistema de desgarre
continental (Katz y otros, 2004). Esta interpretación es compatible con la posición relativa-
mente al Sur del bloque de Bam dentro del contexto del sistema de desgarre dextroso de
Gowk y Sistan (Fig. 5.8).
De esta forma, los modelos ajustados con medidas de los no pueden resolver univoca-
mente los desplazamientos en superficie y estos modelos pueden estar sesgados significati-
vamente, especialmente en los casos en que existan desplazamientos verticales y horizonta-
les (Fialko y otros, 2001a). En esta sección, el uso de desplazamientos tridimensionales con
alta resolución espacial permite reducir la ambigüedad en la determinación de los paráme-
tros de un modelo de dislocación, mediante métodos de inversión no lineal (Parker, 1977;
Tarantola, 2005; Dawson y Tregoning, 2007; Camacho y otros, 2007). Los desplazamientos
3D se pueden modelar relativamente bien usando la teoría de dislocaciones elásticas. El uso
de los parámetros de falla mediante los desplazamientos 3D tiene un impacto importante
en la interpretación unificada de los resultados geodésicos, sísmicos y geológicos.
Figura 5.13: Esquema tridimensional que muestra el modelo conceptual estructural y un corte en
sección Este-Oeste del modelo. El esquema ilustra la vergencia hacia el Noroeste de las
estructuras geológicas como consecuencia del arqueamiento de la zona de falla de des-
garre debido a la tasa de convergencia diferencial en la zona de transición entre la cadena
de Zagros y la zona de subducción de Makran. B.F. es la falla geológica de Bam, y G.F.
falla de Gowk. El sentido del deslizamiento en las fallas se representa con símbolos con-
vencionales en cinemática.
Capítulo 6
Determinación de desplazamientos 3D
combinación de datos geodésicos
6.1. Introducción
Como ya hemos mencionado en esta memoria, un importante problema en la geodesia
y geofísica es la obtención de los desplazamientos tridimensionales del terreno con una alta
densidad espacial. Las técnicas geodésicas que proporcionan esta información suele tener
una baja densidad espacial. Así, puesto que las misiones actuales ni las planeadas para el
futuro cercano incorporan las mejoras técnicas necesarias para obtener el vector desplaza-
miento 3D (Wadge y otros, 2003; Wright y otros, 2004), la integración de datos geodésicos
espaciales es la única alternativa a la resolución de este problema.
Hoy en día, las técnicas de integración de datos geodésicos que intentan reconstruir el
vector tridimensional desplazamiento, son un tema muy importante de investigación. Ac-
tualmente, las metodologías existentes se basan sobre todo en esquemas de interpolación
para obtener una estimación de las tres componentes del desplazamiento, por ejemplo en
base a datos dispersos de GPS (Samsonov y otros, 2008; Guglielmino y otros, 2009). Estos
esquemas de interpolación tienden a subestimar los errores en los datos de entrada, en parti-
cular, si los errores se estiman a partir del ajuste de observaciones, por esto las estimaciones
de errores derivados de estas técnicas deben considerarse con cuidado. Existe por tanto una
necesidad de desarrollar nuevas técnicas que se basen en la combinación rigurosa, es decir,
que tengan en cuenta los errores de las observaciones (principalmente basados en la repeti-
bilidad) y la mayor cantidad y variedad de datos geodésicos actuales.
Teniendo en cuenta uno de los objetivos fundamentales de esta tesis doctoral (Sec. 1.2)
es la obtención de una metodología de combinación de datos geodésicos que permita la esti-
mación conjunta del campo de desplazamientos del terreno y su precisión, en este capítulo,
se aborda la estimación de los desplazamientos 3D, utilizando la metodología presentada
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en los capítulos anteriores, con modificaciones para realizar una cuantificación (lo más rigu-
rosa posible) de la precisión en la estimación de los desplazamientos, todo ello a partir de la
combinación de varios tipos de datos geodésicos.
A continuación, demostraremos que con la metodología propuesta se puede obtener
el campo de deformación con alta resolución espacial y con una precisión similar en cada
una de las tres componentes del desplazamiento (σ ≈ 8 cm).
Esta metodología se aplica a la determinación de desplazamientos 3D para el terre-
moto de 1999 de Hector Mine (California, EE.UU.). Este es uno de los terremotos del que
se dispone de mayor cantidad y variedad de datos geodésicos hasta el momento. Así se ha
realizado, por primera vez, la combinación rigurosa de 5 tipos diferentes de datos geodé-
sicos basados en observaciones espaciales (fase interferométrica diferencial, corregistro de
imágenes SAR, interferometría acimutal, GPS y corregistro de imágenes ópticas).
Por último, dada la gran cantidad de información de deformación y conocida su gran
redundancia espacial (correlación espacial), se propone el uso de una técnica de reducción
en la complejidad de los datos basada en la simplificación de redes triangulares (Sec. 6.4),
que es de aplicación general, y permite representar patrones de deformación complejos, para
facilitar el cálculo de parámetros de modelos de deformación.
6.2. Contexto y análisis de datos geodésicos disponibles
El terremoto de Hector Mine (Mw = 7,1) ocurrió el 16 de Octubre de 1999 y se produjo
en la zona de cizalla del Este de California (Eastern California Shear Zone, ECSZ). La ECSZ
acomoda en torno a un 20-25% del movimiento total relativo entre las placa Norteamericana
y Pacífica, ≈ 50 mm/a (Miller y otros, 2001). La ECSZ junto con la falla de San Andrés,
conforman este límite de placas litosféricas, a lo largo de unos 500 km de longitud (Fig.
6.1). El papel que juega este sistema de fallas de salto en dirección, en el contexto del límite
de placas (cinemática del bloque de Sierra Nevada, la cuenca de los Basin and Range,...)
sigue siendo enigmático y se han propuesto varias hipotésis (Miller y otros, 2001). En este
contexto, la falla de Garlock acomoda la rotación de la ECSZ con un movimiento antitético
(lateral izquierdo) con respecto al movimiento relativo de las placas.
El terremoto de Hector Mine rompió una falla en la ECSZ, con orientación noroeste-
sureste y movimiento de desgarre con sentido lateral-derecho. Este mecanismo de ruptura
es consistente con el sentido de la acumulación de esfuerzos intersísmica en la ECSZ (Fig.
6.1). En campo este terremoto produjo saltos de falla horizontales medibles de más de 5
metros (http://pasadena.wr.usgs.gov/hector/). Este terremoto ha sido estudiado
intensamente desde el punto de vista geodésico, utilizando datos GPS (Agnew y otros, 2002;
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Figura 6.1: Localización del área del estudio (ECSZ). Panel izquierdo se representa un modelo ci-
nemático basado en observaciones GPS de las velocidades intersísmicas en el área de
estudio. En el panel derecho se pueden reconocer los elementos principales de la zona
de contacto de las placas Norteamericana y Pacífica (Falla de San Andrés y la ECSZ). Se
muestran las trazas de las fallas en la ECSZ, que acomodan principalmente el movimiento
lateral derecho y normal. SS (Salton Sea), B&R (Basin and Range).
Hudnut y otros, 2002), interferometría radar (Sandwell y otros, 2000), offsets en acimut (Fial-
ko y otros, 2001b), imágenes ópticas (Leprince y otros, 2007) o una combinación de GPS e
InSAR (Jónsson y otros, 2002; Simons y otros, 2002). La gran cantidad de datos geodésicos y
la gran magnitud de los desplazamientos (≤ 5,5m), hace de este terremoto, un caso de apli-
cación óptimo, para la obtención de las tres componentes del desplazamiento del terreno
mediante la combinación de datos geodésicos.
6.2.1. Datos GPS
En la Fig. 6.2, se representan los desplazamientos registrados en 77 estaciones GPS
(Agnew y otros, 2002; SOPAC, Southern California Crustal Motion Model v.3). Los datos
GPS se obtuvieron con la combinación de datos registrados en estaciones de forma contí-
nua y de campaña. La disponibilidad de datos de estaciones GPS observadas en modo de
campaña previos al terremoto (entre 1997 y 1999), permitieron a Agnew y otros (2002) re-
observar estas estaciones GPS en los siguientes 6 meses tras el terremoto, corregiendo los
desplazamientos obtenidos por los posibles movimientos intersísmicos.
La distribución de las estaciones GPS es bastante homogénea (Fig. 6.2), aunque en la
región noroeste de la ruptura la densidad es relativamente menor, y especialmente al noreste
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Figura 6.2: Desplazamientos cosísmicos estimados utilizando datos GPS observados cerca de la rup-
tura del terremoto de Hector Mine. Los vectores azules indican los datos calculados por
Agnew y otros (2002). Los vectores rojos indican las estaciones calculadas en el proyec-
to Southern California Crustal Motion Model v.3 del SOPAC (http://sopac.ucsd.
edu/). Las elipses de error indican la región de confianza al 95%.
de la ruptura. Uno de losmotivos de lamenor densidad de puntos es que esta región es parte
de una base militar del ejército americano con acceso restringido (Agnew y otros, 2002).
Los desplazamientos observados con GPS varían entre los pocos centímetros hasta va-
lores superiores a 2 m de desplazamiento horizontal. Estos muestran un patrón consistente
con el movimiento de cizalla lateral derecha a lo largo de la ruptura (fallas de Lavic Lake y
Bullion). Con una precisión promedio en cada componente de σ¯ew = 2,7 cm, σ¯ns = 1,3 cm y
σ¯ud = 4,5 cm. En la Fig. 6.2, se puede observar que los datos calculados por Agnew y otros
(2002) poseen mejor cobertura espacial respecto a la falla activa en el terremoto y los errores
formales son relativamente más pequeños.
Los datos GPS poseen normalmente una densidad espacial baja. Para aproximar las
densidades espaciales que existen entre las estimaciones de desplazamientos provenientes
de las diferentes técnicas geodésicas utilizaremos un esquema de interpolación kriging or-
dinario (Gudmundsson y otros, 2002; Samsonov y Tiampo, 2006). Este método de interpo-
lación predice los valores, a partir de datos irregularmente espaciados, para ello el método
utiliza el semivariograma1 para expresar la variabilidad espacial de los datos observados
(Isaaks y Srivastava, 1989; Deutsch y Journel, 1998), y así minimizar el error de las estima-
ciones de los valores interpolados.
Para utilizar este método, se supone que la variabilidad de la deformación, es un pro-
ceso espacialmente contínuo y se puede representar con una función semivariograma. El
1El semivariograma es la inversa de la función de covarianza.
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cálculo de esta función, supone que el proceso representado es independiente de la posi-
ción (proceso estocástico estacionario de primer orden), e independiente de la orientación
(proceso estocástico estacionario de segundo orden) (Isaaks y Srivastava, 1989; Deutsch y
Journel, 1998). Estas hipótesis, aunque rigurosamente no son ciertas, en general (cuando
promediamos) dan buenos resultados.
Las metodologías previas (Gudmundsson y otros, 2002; Samsonov y Tiampo, 2006;
Samsonov y otros, 2007, 2008) suponen que el campo de deformación es continuo y varía
suavemente. En el caso del campo de deformación producido por un terremeto, esta con-
dición de suavidad no se puede considerar, puesto que la falla puede cortar la superficie y,
en consecuencia, los desplazamientos del terreno pueden tener una brusca discontinuidad.
En particular, la metodología propuesta por Gudmundsson y otros (2002) implica que el
gradiente espacial del campo de desplazamientos es suave, a través de la imposición de un
factor de regularización (spatial penalty function).
Para tener en cuenta, la posibilidad de una fractura o discontinuidad hemos utilizado
una variante del método del kriging ordinario, que calcula el semivariograma (y los pesos al
interpolar) teniendo en cuenta las distancias que existen entre los datos de partida, sin que
el camino (distancia entre puntos) intersecte las posibles líneas de ruptura, para ello hemos
aplicado la implementación de Pebesma (2004). Para esta interpolación, hemos determinado
la traza de la ruptura de la falla que provocó el terremoto, a partir de datos geológicos de
campo (Scientists of the USGS y otros, 2000). Así, hemos reconstruido un polígono abierto
o polilínea simplificada que se ajusta a los datos geológicos (línea gris en la Fig. 6.3). Con
esta metodología, se asegura que los datos que se utilizan para la estimación en los puntos
de interpolación deben de estar al mismo lado con respecto a la polilínea. Cada componente
del desplazamiento se interpola de forma independiente, de esta forma en la Fig. 6.3 se pre-
sentan los datos GPS interpolados para cada componente del desplazamiento (Este-Oeste,
Norte-Sur y vertical).
Figura 6.3: Resultados para cada componente de la interpolación kriging con línea de ruptura de los
desplazamientos cosísmicos GPS, de izquierda a derecha componente Este-Oeste, Norte-
Sur y vertical.
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6.2.2. Interferometría radar
A partir de imágenes de los satélites europeos ERS-1 y ERS-2, anteriores y posteriores
al terremoto, se han calculado dos interferogramas (ascendente y descendente, Fig. 6.4). El
interferograma ascendente se calculó diferenciando la fase entre una imagen presísmica del
12-nov-1995 y una postsísmica del 21-nov-1999. El interferograma descendente se calculó
diferenciando la fase entre dos imágenes con menor intervalo temporal, una imagen presís-
mica del 15-sept-1999 y una postsísmica del 20-oct-1999. Ambos interferogramas registran
los desplazamientos cosísmicos debidos al terremoto, así como para el interferograma as-
cendente aprox. 4 años de deformación intersísmica y 5 semanas de desplazamientos post-
sísmicos, aunque este intervalo sea relativamente grande las deformaciones intersísmicas no
son importantes y las postsísmicas aunque medibles son de un orden de un magnitud me-
nor y similares a los errores de tipo atmosférico (Jacobs y otros, 2002), por lo que las hemos
despreciado en nuestros calculos.
Los interferogramas fueron procesados con el software de código abierto, DORIS
(Kampes y otros, 2003) para obtener un tamaño de píxel de∼ 80m. Las órbitas precisas fue-
ron calculadas a partir demodelos geopotenciales2 y datos altimétricos del satélite (Scharroo
y Visser, 1998) y el modelo digital de elevación utilizado fue el SRTM3, que en el territorio
de los EE.UU. posee una resolución espacial de un segundo de arco (∼ 30 m). Finalmente,
la fase diferencial fue desenrollada con el paquete SNAPHU (Chen, 2001).
En la Fig. 6.4 se puede apreciar que el patrón de los desplazamientos en los dos in-
terferogramas es generalmente antisimétrico y de signo diferente, lo que nos indica que los
desplazamiento de mayor magnitud son los horizontales. En el interferograma ascendente
se puede distinguir un patrón claramente antisimétrico característico de un falla de desgarre
lateral-derecha (como p.e., terremoto de Bam), con 4 lóbulos de desplazamiento con signos
opuestos con respecto al plano de ruptura. En particular, los lóbulos situados al Este-Sureste
de la ruptura poseen claramente mayor deformación que los situados al Oeste-Noroeste,
donde las contribuciones de las componentes E-O y verticales no contribuyen positivamen-
te a los desplazamiento en los. En el interferograma descendente, el patrón no es tan cla-
ramente antisimétrico, esto puede ser debido al ángulo que forma el plano de ruptura y la
proyección horizontal del vector los, este forma un ángulo menos perpendicular que en el
caso ascendente, así el bloque Este se desplaza hacia el Sur-Sureste (los negativo, acercán-
dose al satélite) y el Oeste-Noroeste (los positivo, alejándose del satélite).
2El modelo Delft Gravity Model DGM-E04 para ERS-1, y modelo EIGEN-GRACE01S para ERS-2 y Envisat
http://www.deos.tudelft.nl/ers/precorbs/status.shtml.
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Figura 6.4: Interferogramas cosísmicos que muestran la deformación del terremoto de Hector Mine.
En el panel superior izquierdo se presenta el interferograma diferencial enrollado ascen-
dente, donde por claridad la longitud del cambio de ciclo indica 20 cm de desplazamiento
en line-of-sight. En el panel superior derecha interferograma diferencial desenrollado as-
cendente. En el panel inferior izquierda interferograma diferencial enrollado descendente
y en el panel inferior derecha interferograma diferencial desenrollado descendente. Los
desplazamientos en los positivos indican alejamiento del satélite y viceversa.
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Figura 6.5: Correlogramas SAR (Offsets en acimut) de desplazamiento cosísmico que muestran la
deformación del terremoto de Hector Mine. Correlograma descendente (Panel izquier-
do), correlograma ascendente (Panel derecho). Los desplazamientos son positivos en el
sentido de avance del satélite.
6.2.3. Offset en acimut (AZO)
Una estimación de desplazamientos en la dirección de avance del satélite, se puede
obtener al corregistrar las imágenes SAR utilizadas para construir los interferogramas dife-
renciales. Como ya pudimos ver en el capítulo anterior, los correlogramas de imágenes SAR
permiten obtener desplazamientos horizontales producidos por actividad sísmica (Michel
y otros, 1999; Peltzer y otros, 1999; Fialko y otros, 2001b; Jónsson y otros, 2002; Funning y
otros, 2005; Gray y otros, 2005; González y otros, 2009).
Realizando la correlación cruzada de los pares de imágenes SAR ascendentes y des-
cendentes, hemos obtenido dos estimaciones del desplazamiento en la dirección en acimut.
Los correlogramas en la dirección de rango proyectado en el terreno, no se han calculado,
puesto que, como ya se dijo, si se dispone de estimaciones de desplazamientos utilizando la
fase diferencial ascendente y descendente, la información es similar pero con errores muy
superiores. Los correlagramas los hemos calculado con una resolución idéntica a la utiliza-
da en los interferogramas (factor de multilook de 20:4). De esta forma, hemos utilizado una
ventana de correlación de 64× 64 píxeles cada 4 píxeles en rango y 20 en acimut, y un factor
de interpolación del máximo de la función de correlación de 32. Los correlagramas fueron
posteriormente corregidos para eliminar las posibles tendencias de largo período, estimadas
usando polinomios de bajo grado, principalmente en la dirección de rango (Este-Oeste) (Fig.
6.5).
Los 2 correlogramas SAR obtenidos poseen diferentes precisiones. La precisión depen-
de principalmente del índice de correlación, y han sido estimadas para este terremoto del
orden de una fracción de tamaño de píxel, 3-10%, es decir para el correlograma en acimut
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descendente son del orden de ±10-15 cm para zonas con buena coherencia, en concordan-
cia con resultados previos para este terremoto (Fialko y otros, 2001b; Jónsson y otros, 2002;
Simons y otros, 2002), mientras que para el correlograma en acimut ascendente son relati-
vamente peores, en torno a 20 cm. Esto puede ser debido a que la coherencia de este par de
imágenes es relativamente más baja (debido a una mayor decorrelación temporal).
En la Fig. 6.5 se puede observar que los desplazamientos registrados en los correlogra-
mas en la dirección de acimut poseen magnitudes muy similares, aunque el correlograma
ascendente posee regiones decorreladas (zonas sin datos). La sensibilidad de estas medidas
es máxima, debido a que la dirección de la ruptura y la dirección de acimut son practica-
mente paralelas. El patrón de desplazamientos indican claramente el movimiento de des-
garre producido por el terremoto con desplazamientos de signo opuesto a ambos lados de
la ruptura (Fig. 6.5). En el correlograma descendente, los desplazamientos indican que el
bloque del Este se mueve en la dirección de avance del satélite (desplazamientos positivos),
mientras que al Oeste es negativo. Consistentemente, en el correlograma ascendente puesto
que el avance del satélite es contrario (de Sur a Norte), el signo de los desplazamiento es
opuesto. En ambos correlogramas se pierde la correlación en la zona de intersección de los
dos brazos, al norte de la ruptura. Esto nos impide obtener una estimación del salto de falla
directamente en la traza de la falla. Al Sur de esta zona se puede observar que el salto de
falla es brusco, lo que indica que la ruptura alcanzó la superficie.
6.2.4. Interferometría acimutal (MAI)
Usando los mismos pares de imágenes SAR, que para el cálculo interferométrico y el
corregistrado de imágenes SAR, hemos obtenido los interferogramas acimutales (Bechor y
Zebker, 2006). Para ello, hemos usado la metodología descrita por Barbot y otros (2008). Es-
tas medidas se basan en el efecto de paralaje en la dirección de acimut de las imágenes SAR.
El método consiste en el filtrado de las frecuencias Doppler positivas y negativas, respecti-
vamente de las imágenes radar focalizadas, para formar una subimagen delantera y otra tra-
sera. Luego, con cada par de subimágenes filtradas delanteras se realiza un interferograma
y de igual forma con las subimágenes traseras. Posteriormente, estos dos interferogramas se
diferencian para obtener el interferograma acimutal.
Los interferogramas acimutales, al igual que los correlogramas SAR en acimut, son
sensibles a los desplazamientos producidos en la dirección de acimut en el periodo transcu-
rrido entre las diferentes adquisiciones. Sin embargo, el filtrado de las subimágenes y cálculo
de los interferogramas acimutales es un proceso mucho más eficiente que la correlación cru-
zada de las imágenes SAR. En términos de precisión, las medidas de los desplazamientos
basadas en los interferogramas acimutales son mucho más sensibles a la coherencia entre
las imágenes SAR (Bechor y Zebker, 2006). Estimaciones empíricas han determinado que
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Figura 6.6: Interferogramas acimutales (MAI) cosísmicos que muestran los desplazamientos del te-
rremoto de Hector Mine. Interferograma MAI descendente (Panel izquierdo), Interfero-
grama MAI ascendente (Panel derecho). Los desplazamientos son positivos en el sentido
de avance del satélite.
la decorrelación geométrica es el doble que en las interferogramas diferenciales (Barbot y
otros, 2008).
En la Fig. 6.6 se muestran los desplazamientos estimados con interferometría acimutal.
Estas estimaciones son similares a los obtenidas con el corregistrado de imágenes SAR (Fig.
6.5), sin embargo se puede observar que poseen menos ruido. Mientras que las característi-
cas del ruido en el corregistrado de imágenes SAR son de ruido gaussiano, en interferome-
tría acimutal existe cierta correlación espacial.
6.2.5. Corregistro de imágenes ópticas
Finalmente, se ha estimado los desplazamientos cosísmicos horizontales analizando
dos imágenes ópticas del satélite francés SPOT3 (Vanpuymbroeck y otros, 2000; Leprince y
otros, 2007). Estas imágenes han sido correladas utilizando la metodología Phase-corr (Gon-
zález y otros, 2010a), y presentada en el Cap. 4.
Los correlogramas que se presentan en la Fig. 6.7 se calcularon con 2 imágenes pan-
cromáticas con resolución espacial de 10 metros adquiridas en la misma época del año (para
minimizar las diferencias en la posición solar, sombras). Una imagen SPOT-4 presísmica del
17/08/1998 y una SPOT-2 postsísmica del 10/08/2000. Las imagenes fueron alineadas y rec-
tificadas con unmodelo digital de elevación, para generar dos ortofotografías con resolución
de 10m. Posteriormente, la imágenes fueron correladas cada 16 píxeles (160m) con ventanas
de correlación de 32 píxeles. Utilizando Phase-corr hemos determinado los desplazamien-
3Obtenidas a partir de un acuerdo entre Eurimage SPOT y la Universidad Caltech (Pasadena, EE.UU.).
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Figura 6.7: Correlogramas ópticos cosísmicos que muestran los desplazamientos horizontales del te-
rremoto de Hector Mine. Izquierda, componente Este-Oeste (positivo hacia el Este). De-
recha, desplazamientos Norte-Sur (positivo hacia el Norte).
tos horizontales con una precisión de aproximadamente 50 cm4. La cobertura espacial de las
imágenes ópticas (y los correlogramas) es de 60× 60 km2.
En la Fig. 6.7, se muestran los desplazamientos horizontales, Este-Oeste (izquierda)
y Norte-Sur (derecha). La componente Este-Oeste no muestra una señal muy clara, puesto
que la magnitud de los desplazamientos en esta componente es mucho menor. En el caso de
la componente Norte-Sur la relación señal-ruido es mucho mayor lo que también detectar
claramente una discontinuidad consistente con el movimiento de desgarre lateral-derecho.
6.3. Metodología de combinación de datos
La metodología de integración presentada en el anterior capítulo, nos permite estimar
el campo tridimensional de desplazamientos (González y otros, 2009). Sin embargo, la preci-
sión de estas estimaciones es díficil de obtener de forma analítica. Hasta el momento, varios
autores han estimado la precisión de las componentes, a partir de la inversión ponderada
del sistema de ecuaciones lineales (Wright y otros, 2004; Samsonov y otros, 2007; González
y otros, 2009), es decir, usando la diagonal principal de la matriz de varianzas-covarianzas
de los parámetros estimados, despreciando las correlaciones de los datos. Otras metodolo-
gías, simplemente no han considerado la estimación de estos errores (Fialko y otros, 2001b;
Gudmundsson y otros, 2002).
Aquí, proponemos la extensión y mejora de la metodología presentada previamente
y en González y otros (2009). Para la estimación de la precisión de los desplazamientos de
forma empírica, mediante un remuestreo Monte Carlo (Mosegaard y Sambridge, 2002). Este
4En base a la desviación típica de los correlogramas al Sur de la zona de la ruptura.
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proceso es análogo al desarrollado para el análisis de los errores en los métodos de interfero-
metría radar avanzada (Cap. 3.2). Así, el problema de la estimación de los desplazamientos
se replantea para este caso (terremoto de Hector Mine), donde disponemos de 11 tipos de
observaciones diferentes (GPS, interferogramas diferenciales, correlogramas SAR, interfero-
gramas acimutales y correlogramas ópticos), como
Au = y, (6.1)
donde, u es un vector columna (uns, uew, uud)t, y es el vector de observaciones (1× 11), y A
es una matriz de dimensiones 11× 3 con lo que se puede escribir como,

1 0 0
0 1 0
0 0 1
sen(θasc) cos(αasc) sen(θasc) sen(αasc) − cos(θasc)
sen(θdesc) cos(αdesc) sen(θdesc) sen(αdesc) − cos(θdesc)
sen(αasc) cos(αasc) 0
sen(αdesc) cos(αdesc) 0
sen(αasc) cos(αasc) 0
sen(αdesc) cos(αdesc) 0
1 0 0
0 1 0

 uewuns
uud
 =

uewgps
unsgps
uudgps
uasclos
udesclos
uascazo
udescazo
uascmai
udescmai
uewopt
unsopt

, (6.2)
Si ponderamos el sistema lineal (ec. 6.2) considerando los errores de las observaciones
(y), formamos la matriz de varianzas-covarianzas de las observaciones (Σy), y tendremos la
expresión
Σ−1y Au = yΣ
−1
y . (6.3)
Considerando estos errores, la mejor estimación lineal insesgada (BLUE) del vector incógni-
tas de u es (Teunissen, 2003),
uˆ = (AtPA)−1AtPy, (6.4)
donde P = Σ−1y es la matriz de pesos.
Para completar uno de los mayores objetivos de esta investigación, que es la obtención
de unametodología de combinación de datos geodésicos que nos permita la estimación con-
junta del campo de desplazamientos del terreno y su precisión, introduciremos el uso de la
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Figura 6.8: Esquema de flujo de la metodología completa de estimación del vector tridimensional
desplazamientos uˆ y su precisión σˆ (n es el número de remuestreos asignado al proceso
de bootstrap).
técnica de remuestreo bootstrap. El remuestreo bootstrap es una metodología de remuestro
Monte Carlo que requiere un análisis más flexible y sencillo que los métodos clásicos esta-
dísticos, para la estimación de un estadístico (p.e. la varianza de una población).
El método bootstrap es relativamente simple y se basa en el uso de una muestra de
datos con la que se evalua un estadístico que resulta en una distribución muestral (Efron,
1979). En nuestro caso, la muestra de datos es el vector de observaciones (y) y el vector de
desplazamientos tridimensionales (u) es la distribución muestral que queremos definir.
Esto se obtiene realizando el experimento, es decir resolviendo el ajuste de los datos,
repetidas veces sobre los datos originales modificados de forma aleatoria (y∗). El resultado
de la repetición aleatoria de los ajustes nos permite calcular una estimación de la distribu-
ción de cada una de las componentes del vector desplazamientos (u∗) (Fig. 6.8).
La modificación de los datos originales requiere de la introducción de ruido sintético
en cada estimación de los desplazamientos obtenidos con los diferentes datos geodésicos.
Para cada tipo de dato geodésicos se añade un ruido sintético que sea similar a las caracte-
rísticas del ruido en este tipo de observaciones, así:
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Ruido en interferometría radar: como se analizó en la Sec. 3.1, este ruido esta correlado
espacialmente. Para simularlo se analizan las características de la función de covarian-
za empírica de cada interferograma.
Ruido en GPS: el ruido que se simula tiene características de ruido gaussiano, con
desviación típica igual a la del error en la determinación de los desplazamientos, etc.
Ruido en correlogramas SAR: el ruido que se simula tiene características de ruido
gaussiano, con desviación típica que calculamos en una zona al Este de la falla.
Ruido en MAI: el ruido que se simula tiene características de ruido gaussiano y una
pequeña componente correlada (porque no toda la componente atmosférica se cancela
totalmente durante el proceso),
Ruido en correlogramas ópticos: el ruido que se simula tiene características de ruido
gaussiano, con desviación típica a la determinada en una zona al Sur de la falla.
Uno de los problemas principales del uso del método de bootstrap es que es un proceso
intensivo de cálculo. En este caso, el proceso se repite un número elevado de veces (p.e.,
n = 100), para finalmente, obtener la función de densidad de probabilidad de las incógnita
uˆ (componentes del desplazamiento), de las que se extrae el valor máxima verosimilitud y
su desviación típica.
Dada la gran densidad espacial de los mapas de desplazamientos y al cálculo intensivo
que requiere la estimación con el método bootstrap, se necesita una implementación eficiente.
En los anteriores capítulos se había utilizado, un lenguaje de alto nivel (Matlab) que resulta
óptimo para el diseño de los algoritmos, pero ineficiente en velocidad de cálculo. Por ello, se
implementó un programa de cálculo en lenguaje de programación C, denominado GEODA-
3D (GEOdetic Data Adjustment of 3D Displacements). En nuestro caso de aplicación, los
mapas de cada componente del desplazamiento tienen una resolución espacial de 90 m, lo
que implica para todo el área de estudio ∼ 2.520.000 puntos de cálculo, esto resulta que si
tenemos 11 observaciones diferentes para estimar las 3 componentes, en cada iteración del
remuestreo Monte Carlo, el programa maneja 27.720.000 datos de entrada para generar los
7.560.000 datos de salida. Aunque depende del procesador utilizado, en un PC con 4 Gb
de memoria RAM y un procesador Intel Core-2 Quad con 2.4 GHz, cada ejecución tarda
∼ 30 seg. En la Fig. 6.9, se muestra las estimaciones obtenidas para cada componente de los
desplazamientos con esta metodología. Las precisiones estimadas obtenidas con el método
bootstrap para cada componente son σew =5.84, σns =5.74 y σud =3.25.
Como validación de la metodología propuesta, hemos comparado las tres componen-
tes del campo de desplazamientos obtenidas con respecto a los datos GPS (Fig. 6.10). Las
desviaciones típicas obtenidas de la comparación indican que la precisión obtenida en las 3
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Figura 6.9: Desplazamientos tridimensionales cosísmicos estimados con la metodología presentada
en esta sección. En el panel a) se muestra la componente Este-Oeste, en el b) la Norte-Sur
y en el c) la vertical.
componentes es similar (σ ≈ 8 cm), aunque ligeramente superior en la componente Norte-
Sur (Panel central).
Figura 6.10: Comparación entre los desplazamientos registrado con GPS (eje horizontal, en cms) y la
estimación de la metodología propuesta (vertical). Panel izq. se muestra la componen-
te E-O, en el central, N-S, y en el derecho la vertical. Las barras de error indican una
desviación típica. En la parte superior se muestra la desviación típica de la comparación.
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6.4. Reducción espacial de datos de deformación
Pese a los beneficios de la obtención de información de deformación tridimensional
con alta resolución espacial, esta cantidad de datos de desplazamientos del terreno implican
una alta intratabilidad desde el punto de vista práctico del uso de modelos cuantitativos de
deformación en la interpretación.
6.4.1. Metodologías previas
Por tanto, desde el punto de vista práctico, el objetivo es reducir la cantidad de datos,
a la vez que se mantiene la mayor cantidad de información posible. Varios métodos se han
propuesto para alcanzar este objetivo:
1. El método más simple es la reducción a través de un muestreo uniforme del campo de
desplazamientos formando una malla regular (p.e., González y otros, 2009).
2. Un segundo método consiste en la distribución circular de puntos, con alta densidad
en el centro y más espaciados cuanto más alejados del centro (p.e., Fukushima y otros,
2005).
3. Una estructura de datos más compleja la representan los métodos de quadtree, donde
los puntos se distribuyen de acuerdo con una subdivisión (en cuadrantes) del campo
de desplazamientos, estos cuadrante se subdividen a su vez hasta que la varianza local
es menor que un cierto valor de tolerancia (Jónsson y otros, 2002; Simons y otros, 2002).
En particular, existen dosmétodos de quadtree que se diferencian en como determinan
la varianza local en cada cuadrante. Jónsson y otros (2002) determinan la varianza con
respecto al valor mediano dentro del cuadrante, mientras que Simons y otros (2002)
calculan la varianza de los residuales con respecto a la mejor tendencia bilineal, esta
variante es sensible a los cambios en la curvatura del campo de deformación, mientras
que el primer método es también sensible a la magnitud de los desplazamientos.
4. Finalmente, un método específicamente desarrollado para la estimación de paráme-
tros geofísicos (modelos de dislocaciones/fallas) fue propuesto por Lohman y Simons
(2005). Este método es iterativo y utiliza un modelo lineal (o linealizado) de defor-
mación, del tipo d = Gm, para obtener el mejor muestreo. Este muestreo se obtie-
ne subdividiendo el campo de deformación, si la diagonal de la matriz resolución
(R = G(GtG)−1Gt) del problema geofísico, no supera un cierto valor de tolerancia,
lo que indica que esta matriz esta bien condicionada. Este método de muestreo se de-
nomina R-based.
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Para aquellos patrones con gradientes de deformación suaves se puede aplicar, de for-
ma óptima, unmuestreo uniforme o circular. Sin embargo, cuando el patrón de deformación
es más complejo, estos 2 métodos necesitan un tamaño de píxel muy pequeño (y por ende
un número muy grande de puntos) para representar la deformación cerca de, por ejemplo
una falla que corta la superficie. Este tipo de patrones de deformación requiere de unamues-
treo con estructura de datos más compleja, como la que representan los métodos basados en
quadtree o el método R-based. Los métodos quadtree poseen la desventajas de ser sensibles
al nivel de ruido en el patrón de deformación, pudiendo incluir puntos en zonas alejadas de
la zona de deformación. El método R-based, por su parte depende fuertemente del modelo
de deformación que se supone y del nivel discretización del modelo.
6.4.2. Metodología de simplificación en redes triangulares
Proponemos la aplicación de un método de simplificación en redes triangulares o TIN
(Triangulated Irregular Networks). Este método de simplificación posee una estructura de
datos que no es explícita5, es decir que depende de la irregularidad de patrón de despla-
zamiento, similar a los métodos de simplificación quadtree. Este método de simplificación,
tiene por objeto, que la distancia entre una superficie ideal y el subconjunto de puntos del
patrón de desplazamientos escogidos, este por debajo de un cierto valor de tolerancia (Todd
y Toma, 2006).
Para ello, simplificamos el campo de deformación bidimensional que representan, los
desplazamientos (p.e., la componente Norte en la Fig. 6.10). De forma intuitiva, el método
comienza con una triangulación de Delaunay simple que incluye los puntos que forman el
polígono convexo que envuelve a la nube de puntos. Este polígono lo formanN puntos con
los que se forman N -2 triángulos. Para cada triángulo, se calcula una función error para
todos los puntos que contiene o están en el borde de los triángulos, excluyendo los puntos
localizados en sus vértices. Si existen puntos de este conjunto que superen el grado de to-
lerancia, se añade al subconjunto de puntos el punto que tenga el valor de error mayor, así
el nuevo subconjunto de puntos se vuelve a triangular. Este proceso se repite hasta obtener
una triangulación que satisfaga la condición de que todos los puntos del patrón de despla-
zamientos esten contenidos en un triángulo en el que el valor de la función error esté por
debajo de la tolerancia predefinida (Heller, 1990).
5Es decir, una estructura de datos que no es fija, un ejemplo de estructura de datos fija es el mallado regular.
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Figura 6.11: Resultados de la simplificación de la componente Norte-Sur de los desplazamientos tri-
dimensionales. A la izquierda se observan los resultados de la simplificación quadtree.
Los paneles de la derecha muestran los resultados de la simplificación TIN. En los pa-
neles superiores se muestra todo el dominio, mientras que en los paneles inferiores se
muestra la zona compleja de interección entre dos brazos de la ruptura.
6.4.3. Comparaciones
En la Fig. 6.11, se comparan los resultados de simplificar la componente Norte-Sur del
campo de desplazamientos tridimensional obtenido para el terremoto de Hector Mine, con
el algoritmo de quadtree (Jónsson y otros, 2002) y el de simplificación TIN. Los resultados
que se muestran en la figura fueron obtenidos usando un factor de tolerancia del 5% para
el caso de la simplificación quadtree, y de 2.5% en la simplificación TIN. La simplificación
obtenida al aplicar el algoritmo quadtree se basa en 4519 puntos, mientras que la obtenida
con la simplificación TIN se basa en 1127 puntos. La gran diferencia en la cantidad de puntos
entre ambas metodologías reside en la dificultad para representar la línea de fractura (falla)
con una simplificación del dominio basado en regiones cuadradas, puesto que la falla forma
un cierto ángulo con respecto a la orientación de las columnas y filas del dominio (lo que
hace menos óptima esta representación).
Este fenómeno se puede observar claramente en la zona ampliada de la Fig. 6.11, don-
de se aprecia que el método de simplificación TIN necesita un menor número de puntos
para representar la traza de la fractura en superficie. Por contra, en las regiones más aleja-
das de la falla, la densidad de puntos es muy similar, indicando que ambas metodologías
son óptimas para representar este tipo de regiones (con poca deformación).
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Figura 6.12: Variación del número de puntos (en escala logarítmica) resultantes al aplicar 3 tipos
de métodos de simplificación a diferentes 4 tipos de patrones de desplazamientos (EW
en naranja, NS en azul, Vertical en rojo y la magnitud en negro). Izquierda: resultados
del método de simplificación TIN. Derecha: quadtree. En la parte superior (en gris) la
equivalencia con el método de muestreo uniforme en función del tamaño de píxel.
En la Fig. 6.12 comparamos, en términos del número de puntos necesarios para repre-
sentar un campo de desplazamientos, tres tipos de esquemas de simplificación diferentes. En
la parte superior de ambos paneles, se muestran en color gris, los resultados de la reducción
usando el método de malla regular en función del tamaño de píxel, que es independiente de
la amplitud, componente o localización de los desplazamientos.
En el panel izquierdo de la Fig. 6.12 se muestra los resultados obtenidos de la simpli-
ficación TIN al variar el factor de tolerencia del algoritmo, para las tres componentes del
desplazamiento de forma independiente, y también para la magnitud total de los despla-
zamientos calculada como, mag =
√
u2ew + u2ns + u2ud. Todas las curvas muestra una caida
suave en el número de puntos, sin cambios bruscos, de forma logarítmica. La componente
que menor número de puntos necesita con un valor de tolerancia menor es la componente
Norte-Sur. Mientras que la que mayor número de puntos necesita es la Este-Oeste para va-
lores de tolerancia bajos, para esta componente y valores altos de tolerancia la cantidad de
puntos es similar con respecto al resto.
En el panel derecho Fig. 6.12 se muestra los resultados obtenidos de la simplificación
quadtree (Jónsson y otros, 2002), en función del factor de tolerancia. Las curvas para valo-
res del factor de tolerancia bajos son similares, aunque todas muestran que se necesita un
número sensiblemente mayor de puntos para representar los patrones de desplazamientos.
Todas las curvas muestran que, al alcanzar un cierto valor del factor de tolerancia, el número
de puntos cae rápidamente, puesto que el algoritmo acepta cuadrantes muy grandes y no
prosigue con la subdivisión. Este fenómeno no se produce para valores bajos de la tolerancia
en el caso de la magnitud de los desplazamientos (mag).
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La aplicación del método de triangulaciones irregulares, basados en los conceptos
de representación de superficies con elementos TIN y algoritmos de level-of-detail (Clark,
1976), se muestran superiores en la representación de geometrías irregulares, puesto que
necesitan un menor número de puntos para representar líneas de ruptura con geometrías
irregulares, como pueden ser fallas o líneas de costa. De forma particular, este método es
muy apropiado para la simplificación de datos de deformación registrada con interferome-
tría radar avanzada, como por ejemplo en nuestro estudio en la isla de La Palma (González
y otros, 2010c).
6.5. Modelado de los desplazamientos 3D
En esta sección describiremos el esquema de modelización para obtener los paráme-
tros de falla que mejor expliquen los desplazamientos tridimensionales estimados. Comen-
zamos definiendo la geometría de la falla, esta es bastante compleja en superficie (Scientists
of the USGS y otros, 2000). Usando las observaciones de los grupos de geólogos que anali-
zaron las rupturas en campo, hemos construido una geometría simplificada de falla, com-
puesta de dos subfallas, una principal con orientación ∼ 170o formada por 44 segmentos
horizontales, y otra secundaria con orientación principalmente Norte-Sur, con 8 segmentos
horizontales. La inclinación de la geometría de falla la suponemos vertical y que rompe la
corteza superior (elástica) hasta los 20 km de profundidad. En profundidad, cada segmento
horizontal lo hemos dividimos verticalmente en 10 subfallas con una anchura de 2 km. Es-
ta geometría de falla es similar a resultados previos obtenidos a partir de datos geodésicos
(Jónsson y otros, 2002; Simons y otros, 2002).
Un proceso necesario para la interpretación mediante modelos de deformación, es la
reducción de la alta resolución espacial de los desplazamientos tridimensionales obtenidos
en la Sec. 6.3. Estos desplazamientos están fuertemente correlados espacialmente, por lo
que se pueden reducir su cantidad sin una pérdida significativa de información. Para ello,
hemos utilizado la metodología de simplificación TIN, aplicándola sobre la magnitud de
los desplazamientos tridimensionales, para posteriormente extraer las tres componentes del
desplazamientos en aquellos puntos de los vértices de la estructura TIN resultante.
Como la hipótesis de una dislocación con salto de falla homogéneo no es muy realis-
ta. Por ello, modelaremos los desplazamientos permitiendo un deslizamiento variable, a lo
largo de la geometría de falla.
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6.5.1. Problema del salto de falla distribuido
Los desplazamientos en superficie los relacionamos con la distribución de desliza-
miento en el plano de falla, a partir de las funciones de Green para una dislocación rec-
tangular en un medio semi-infinito, homogéneo y elástico (Okada, 1985). La geometría de
falla, que hemos construido previamente está compuesta por 520 dislocaciones, con dimen-
siones en longitud y anchura en profundidad de, ∼ 2 × 2 km. El problema es lineal y se
trata de obtener la distribución de deslizamiento (s) en las 520 dislocaciones que minimice
la norma ‖·‖2 de los residuos de los datos y el modelo:
 = ‖(u−Gs)‖2 (6.5)
donde, G son las funciones de Green, u son los datos de desplazamientos tridimensionales
en superificie, and s es la distribución del deslizamiento en la falla. Los datos son pondera-
dos, dando como resultado un sistema de ecuaciones lineales ponderadas:
Pu = PGs (6.6)
siendo, Pu y PG los datos y las funciones de Green ponderadas, respectivamente. La matriz
de pesos se forma de forma habitual como P = Σ−1u .
Este sistema de ecuaciones tiene infinitas soluciones, por ello y para obtener solucio-
nes física y geológicamente posibles, es conveniente aplicar constreñimientos a este sistema.
Los constreñimientos más comúnmente aplicados, son de dos tipos, constreñimiento de po-
sitividad y constreñimiento de suavidad (Du y otros, 1992):
El constreñimiento de positividad se incluye para evitar que el deslizamiento cambie
de signo a lo largo de la falla. Por ejemplo, si una falla tiene movimiento normal, no se
permiten deslizamientos con movimiento inverso.
El constreñimiento de suavidad se introduce para no permitir oscilaciones bruscas en
la distribución del deslizamiento.
La positividad se aplica sobre los deslizamientos smediante un algoritmo de mínimos
cuadrados no-negativos (Lawson y Hanson, 1995). La suavidad se consigue minimizando el
operador Laplaciano (segunda derivada bidimensional) de los deslizamientos (Du y otros,
1992). Así, los deslizamientos se obtienen al resolver el siguiente sistema de ecuaciones aco-
plado:
[
Pu
0
]
=
[
PG
κ2∇2
]
s para s ≥ 0, (6.7)
216 Determinación de desplazamientos 3D combinación de datos geodésicos
Figura 6.13: Estimación de la distribución de deslizamiento en la falla en metros. a) Deslizamien-
to neto calculado como sn =
√
s2s + s2d, donde ss y sd son las componentes de desgarre
lateral-derecho y normal, respectivamente. b) Distribución de deslizamiento de desgarre
lateral-derecho en la falla principal (panel inferior) y secundaria (panel superior). c) Dis-
tribución de deslizamiento de movimiento normal en la falla principal (panel inferior) y
secundaria (panel superior).
donde, ∇2 es un operador de diferencias finitas de segundo orden y κ2 es el multiplicador
de la Lagrange, que determinan la cantidad de suavizado con respecto a las funciones de
Green (G). Los ceros se incluyen como seudo-datos asociados al operador de suavidad (Du
y otros, 1992).
6.5.2. Resultados y discusión
Hemos resuelto el sistema de ecuaciones permitiendo deslizamiento en la falla con
componente de desgarre lateral-derecho y normal (Fig. 6.13). En la Fig. 6.13(a), se muestra la
distribución del módulo del deslizamiento neto resultante indica que el terremoto rompió a
lo largo de unos 48 km de longitud, desde los 15 km de profundidad hasta superficie.
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El deslizamiento lateral-derecho (Fig. 6.13(b)) en la falla principal (panel inferior) tiene
una zona con deslizamiento máximo de ∼ 8 m, a unos 5 km de profundidad, en la zona de
intersección de las dos fallas al Norte de la ruptura. Una segunda zona de deslizamiento
(2-8 km de profundidad) localizada al Sur de la intersección es necesario para explicar los
desplazamientos tridimensionales. En la falla secundaria, panel superior de la Fig. 6.13(b),
se puede apreciar que la ruptura alcanza hasta 2 m en superficie.
El deslizamiento normal (Fig. 6.13(c)) en la falla principal (panel inferior) y en la secun-
daria (panel superior) muestran deslizamientos de magnitud similar con zonas con desliza-
miento máximo de ∼ 2m, en región que se extiende más en profundidad, que en horizontal
(∼ 10− 15 km de profundidad por∼ 6− 8 km en horizontal). El deslizamiento en superficie
es mayor en la falla secundaria, llegando hasta ∼ 1,5m, mientras que en la principal el des-
lizamiento máximo en superficie no alcanza un metro. La posición de los deslizamientos es
sistemáticamente al Norte de la intersección de las dos fallas.
Con esta distribución de deslizamiento, hemos simulado los desplazamientos tridi-
mensionales en superficie (Fig. 6.14). La predición del modelo muestra un patrón claro de
desgarre lateral-derecho. Las principales diferencias entre los desplazamientos tridimensio-
nales (Fig. 6.14(a-d-g)) y el modelo Fig. (6.14(b-e-h)), aparecen en el bloque oriental cerca de
la zona de falla. Esto puede ser debido a que la falla tenga cierto buzamiento hacia el Este o
que el patrón de fallamiento es más complejo de lo que hemos considerado. Esto se aprecia
conmás claridad en las componentes horizontales (6.14(c-f)). Los residuos verticales (6.14(i))
son de altas frecuencias espaciales lo que indica un mejor ajuste de esta componente.
En este capítulo, se ha desarrollado una modificación de la metodología de combina-
ción de datos (Cap. 5), que puede integrar, de forma fácil y eficiente, cualquier fuente de
datos geodésicos de desplazamiento. La modificación incluída permite, a partir del análisis
de las características de los errores que afectan los datos geodésicos, una estimación de la
precisión de las tres componentes del desplazamiento con alta resolución espacial. La pre-
cisión se determina a partir de un muestreo artificial de los datos de entrada, simulando
errores realistas, mediante de un método de Monte Carlo. El método se ha implementado
de forma eficiente, con un software escrito en lenguaje de programación C, para permitir
evaluar el resultado de forma repetitiva con cada conjunto de datos modificiados aleatoria-
mente (esquema Monte Carlo).
Este método se ha contrastado en un caso de aplicación (terremoto de Hector Mine).
Los desplazamientos tridimensionales obtenidos de la combinación de datos, se han com-
parado con los desplazamientos GPS y sus residuos tienen desviaciones típicas similares en
todas las componentes y de ∼ 8 cm. La comparación con un subconjunto de datos GPS de
los resultados previos de desplazamientos 3D para este terremoto, con un modelo de ajuste
de observaciones, DInSAR y corregistro de imágenes SAR, muestran valores mucho mayo-
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res de desviaciones típicas en la dirección Norte-Sur sim20 cm y ligeramente menor en las
componentes horizontales (Fialko y otros, 2001b). La interpretación de los desplazamientos
3D con un modelo de dislocación indica que el deslizamiento con componente de desgarre
y normal en superficie es similar al determinado en estudios previos sobre este terremoto
(Jónsson y otros, 2002; Simons y otros, 2002), lo que valida el uso de estos resultados.
La comparación de los resultados nos indica que el método: a) es efectivo, b) permite
combinar cualquier técnica geodésica que determine desplazamientos, y c) es aplicable, de
forma general, en condiciones reales (con técnicas actuales) cuando las deformaciones del
terreno superan la decena de centímetros. Por otra parte hemos demostrado que el uso de
los desplazamientos 3D posee grandes ventajas, como son a) la capacidad para detectar
procesos de gran detalle, b) la facilidad para la interpretación de los desplazamientos6.
Figura 6.14: Datos tridimensionales, predicción y residuales. Datos tridimensionales a) componente
Este-Oeste, d) componente Norte-Sur, y g) componente vertical; Desplazamientos simu-
lados obtenidos con las distribución de deslizamiento de falla de la Fig. 6.13, b) compo-
nente Este-Oeste, e) componente Norte-Sur, y h) componente vertical; y residuales entre
los datos y la simulación (paneles c, f, i).
6Un aspecto importante, cuando se dispone de resultados de muchas técnicas geodésicas diferentes, puesto
que no requiere de la necesidad del desarrollo de esquemas, hasta cierto punto subjetivos, de ponderación.
Capítulo 7
Conclusiones
7.1. Conclusiones
Esta memoria de tesis doctoral se ha centrado en el análisis e interpretación de resul-
tados de desplazamientos del terreno usando datos derivados de técnicas geodésicas y de
teledetección. En este trabajo se ha planteado dos objetivos principales. A continuación, se
describen de forma resumida las principales conclusiones y resultados obtenidos para cada
uno de ellos.
Objetivo 1: “Estudio y análisis de las diferentes medidas geodésicas usando datos derivados de
técnicas geodésicas y de teledetección, y su calidad (errores) utilizables en la vigilancia y estudio de
zonas sismotectónicas y volcánicas”
Objetivo 1.a: “Estudio y análisis de las estimaciones de desplazamientos con interferometría
radar y cuantificación de sus errores”
Estudios previos indican que las medidas de fase diferencial en interferometría ra-
dar por satélite están afectadas por una serie de errores. En esta memoria (Sec. 3.1),
hemos revisado y hemos propuesto técnicas para minimizar y cuantificar los errores
correlados espacialmente. En particular, los efectos de la inexactitud en las órbitas y la
estratificación atmosférica se pueden reducir con el ajuste mínimos cuadrados de mo-
delos simples (lineales, bilineales,...), y eliminar prácticamente estas señales correladas
espacialmente.
Los errores incorrelados espacialmente se pueden considerar gaussianos (error topo-
gráfico residual, errores derivados de la pérdida de coherencia, errores residuales órbi-
tales y errores residuales por estratificación atmosférica). Los errores correlados espa-
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cialmente son de origen atmosférico debidos a la turbulencia atmosférica y se pueden
caracterizar con una función de covarianza empírica.
Considerando las características de los errores que afectan las medidas de fase dife-
rencial, se ha desarrollado un modelo matemático (Gauss-Markov) de interferometría
diferencial avanzada que incorpora los errores incorrelados y la correlación temporal
entre interferogramas (Sec. 3.2). La estimación de la correlación temporal se introduce
mediante un remuestreo Monte Carlo de la varianza estimada en cada imagen SAR.
Está metodología de post-procesado de los interferogramas diferenciales para la ob-
tención de la evolución de desplazamientos del terreno y su precisión se ha implemen-
tado en una serie de programas y funciones de MATLAB denominado, MTIANPAC
(Multi-Temporal Interferometric ANalysis PACkage).
Este método se ha validado con datos sintéticos y en un caso de aplicación (Isla de
Lanzarote). Los mapas de desplazamientos procesados con esta metodología en la Is-
la de Lanzarote indican que existen hundimientos de hasta 6 mm/a que siguen una
distribución espacial similar al patrón de fisuras efusivas de la erupción de 1730-1736
(Sec. 3.3).
Figura 7.1: a) Resultados del procesado MTIANPAC aplicado a la isla de Lanzarote, b) Patrón
de velocidad de desplazamientos y fisuras eruptivas de la erupción de 1730-1736, y
c) Serie temporal de desplazamientos los y sus errores asociados para un punto en
la zona de máxima deformación (en cm).
Objetivo 1.b: “Estudio y desarrollo de metodologías potencialmente complementarias para
la obtención de desplazamientos horizontales, utilizando imágenes ópticas y/o radar”
Se ha desarrollado un nuevo método de correlación de fase robusto (método Phase-
Corr), con el que obtener desplazamientos horizontales (2D) del terreno, mediante
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imágenes ópticas (de satélite y aéreas) y SAR, complementarios con los desplazamien-
tos de interferometría radar (1D), con resolución espacial comparable (Cap. 4 y 5).
El método Phase-Corr no necesita del desenrollado de fase y se muestra fiable bajo
circunstancias como son la determinación de desplazamientos multipíxel, imágenes
con moderado aliasing, con diferente niveles de cuantificación y diferentes niveles de
ruido. Este método determina los desplazamientos del terreno con una precisión que
es del orden como mínimo, de una fracción del tamaño de pixel (∼ 1/10 − 1/20). Por
consiguiente, estos errores serán normalmente mayores a los que se obtienen con la
interferometría radar.
Esté método correlación de fase robusto para la determinación de desplazamientos
horizontales usando imágenes de alta resolución espacial se ha implementado en una
serie de funciones de MATLAB denominadas, Phase-Corr (Phase Correlation).
El método Phase-Corr se ha aplicado por primera vez a la correlación de imágenes
ópticas del sensor PAN a bordo del satélite IRS. Hemos demostrado que usando es-
tás imágenes, e incluso sin una corrección geométrica rigurosa (usando modelos de
cámara, parámetros de orientación y modelos digitales de elevación), se puede reali-
zar la correlación de imágenes para obtener desplazamientos horizontales en el campo
cercano.
Este método se ha aplicado al estudio de los desplazamientos horizontales causados
por el terremoto de Izmit. Nuestros resultados coinciden cualitativa y cuantitativa-
mente con los obtenidos mediante el uso de correlación de imágenes pancromáticas
SPOT, medidas GPS, y campañas de medidas en campo, mostrando un salto de falla
de 3− 3,5m de media a lo largo de la ruptura.
Este método se ha aplicado también al estudio de desplazamientos en la Sciara del
Fuoco (Isla de Stromboli, Italia). Los desplazamientos obtenidos con esta técnica nos
permiten estudiar los procesos dinámicos de deformación entre 2003 y 2005. Así, du-
rante el período 2003-2004 los desplazamientos están caracterizados por un campo de
deformación suave, mientras que durante el período 2004-2005 los procesos de frac-
turación son los principales. Esta observaciones son de gran interés para conocer la
dinámica de materiales volcánicos inestables y sus posibles implicaciones en el ries-
go de formación de tsunamis, como el que sucedió en diciembre de 2002 en la isla de
Stromboli.
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Figura 7.2: Desplazamientos horizontales estimados con el método de correlación de fase ro-
busto propuesto en el Cap. 4. Derecha: Aplicación al estudio de desplazamientos
cosísmicos durante el terremoto de Izmit, Turquía. Izquierda: Aplicación al estudio
de la estabilidad de materiales volcánicos en la Sciara del Fuoco, Stromboli, Italia
(desplazamientos en m).
Objetivo 2: “Estudio y desarrollo de una metodología para la integración de diferentes datos geodé-
sicos e implicaciones de su uso”
Objetivo 2.a: “Estudio y desarrollo de unametodología de combinación de datos geodésicos
para la determinación de campo tridimensional de desplazamientos y su precisión”
Desarrollo, implementación y aplicación de un método para combinar medidas geo-
désicas derivadas del uso de datos SAR para obtener el campo tridimensional de des-
plazamientos (Cap. 5).
Desarrollo, implementación y aplicación de un nuevo método para combinar medidas
geodésicas de diferente naturaleza para obtener el campo tridimensional de despla-
zamientos y su precisión (Cap. 6). El método es general y de amplia aplicación. En
concreto, se ha aplicado por primera vez a un conjunto de datos basados en 11 datos
geodésicos de diferente naturaleza.
Para una eficiente resolución del método de combinación de datos se ha implementa-
do un programa de cálculo en lenguaje de programación C, denominado GEODA-3D
(GEOdetic Data Adjustment of 3D Displacements), que nos permite realizar un gran
número de evaluaciones rápidamente (un mapa de alta resolución de ∼ 2-3 millones
de datos se procesa en ∼ 30 seg).
Se ha ampliado el uso de los algoritmos de kriging para la densificación de desplaza-
mientos obtenidos con GPS, en un caso especial, donde se tenga que tener en cuenta
posibles líneas de ruptura en superficie (por ejemplo fallas en superficie).
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Los desplazamientos tridimensionales se han estimado utilizando la metodología que
cuantifica los errores en la estimación de los desplazamientos, a partir de la combina-
ción de varios tipos de datos geodésicos. La estimación de la precisión se ha obtenido
mediante un remuestreo Monte Carlo.
Estamétodología se ha aplicado a la estimación de los desplazamientos tridimensiones
producidos por el terremoto de Hector Mine (California, EE.UU.), con la que obtene-
mos el campo de deformación con alta resolución espacial con una precisión similar
en todas las componentes del desplazamiento. La precisión se ha contrastado con los
desplazamientos determinados con GPS, e indican desviaciones estándar de σ ≈ 8 cm.
Figura 7.3: Desplazamientos tridimensionales estimado con la metodología propuesta, para el
terremoto de Hector Mine (Cap. 6). Derecha: Desplazamientos horizontales cosís-
micos representados con una paleta de color logarítmica y vectores de desplaza-
miento. Izquierda: desplazamientos cosísmicos verticales.
Objetivo 2.b: “Estudio de las implicaciones y las posibles mejoras en la modelización inver-
sa de estos datos integrados”
La estimación de deslizamientos a partir del ajuste de desplazamientos tridimensiona-
les obtenidos de la combinación de datos SAR, nos permitió estudiar el terremoto de
Bam (Irán) en el cap. 5, y discriminar entre dos modelos competitivos existentes para
este terremoto.
La estimación del deslizamiento variable en el plano de falla se ha realizado a partir
de los desplazamientos tridimensionales obtenidos con la integración de once estima-
ciones de desplazamiento obtenidas con datos geodésicos diferentes. La distribución
de deslizamientos y los desplazamientos tridimensionales simulados reproducen las
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características principales del movimiento producido por el terremoto de Hector Mi-
ne, de forma fácil y cómoda sin emplear esquema complejos de ponderación de los
diferentes datos geodésicos.
La alta densidad espacial de los desplazamientos estimados, nos proporciona infor-
mación que no se obtiene con la interpretación de los datos geodésicos por separado.
Indicando gran complejidad en el proceso de deformación en la zona cercana a la falla.
Las desviaciones con respecto al modelo de dislocación indican que hay que mejorar
estos modelos para incluir fenómenos de campo cercano.
Dada la gran cantidad de información de deformación y conocida su gran redundancia
espacial (correlación espacial) se propone el uso de una técnica alternativa de reduc-
ción en la complejidad de los datos basada en la simplificación de redes triangulares
(Sec. 6.4). Esta técnica es muy apropiada para la representación de patrones de despla-
zamiento complejos, con líneas de ruptura o líneas de costa, ofreciendo ventajas en el
caso de disponer de datos de deformación obtenidos con técnicas de interferometría
diferencial avanzada (información de carácter puntual).
7.2. Trabajos futuros
El modelo de combinación, propuesto en esta memoria, estima la precisión en base a
un método de remuestreo Monte Carlo, que requiere de una alta eficiencia para la evalua-
ción rápida de un gran volumen de datos de entrada. Aunque válido y realista, este método
es computacionalmente costoso, lo que requiere de un análisis futuro de la precisión de las
soluciones tridimensionales, teniendo en cuenta que las observaciones no se pueden con-
siderar incorreladas (matriz diagonal de varianzas-covarianzas de los datos). Otro aspecto
que debe cubrir un modelo general de combinación de datos es la extensión a una cuarta
dimensión (la dimensional temporal), que abrirá nuevas dificultades en el tratamiento de
las correlaciones de los datos de entrada.
Durante esta memoria se ha demostrado que existen deficiencias en el modelado elás-
tico de desplazamientos del terreno causados por efectos por actividad volcánica y sísmica.
En el futuro, proponemos el uso de modelos de dislocación con geometrías variables que
se acomoden principalmente a las variaciones en la geometría de falla, por ejemplo usan-
do dislocaciones triangulares (Resor y otros, 2005), en lugar de dislocaciones rectangulares
(Okada, 1985). Este tipo de geometrías permitirá una representación más realista de los pro-
cesos de dislocación durante un terremoto o los procesos de creep en fallas lístricas durante
periodos intereruptivos en flancos de volcanes, etc.
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Las aplicaciones estudiadas en el trascurso de esta memoria se han centrado en la fase
cosísmica del ciclo sísmico, usando datos de observacion de La Tierra desde el espacio. Las
fases intersísmica y postsísmicas juegan un papel importantísimo y con una duraciónmucho
mayor en la evolución de los sistemas de falla. Por eso, y con especial interés para España
por su próximidad y similitud, se estudiaran con este tipo de datos procesos de deformación
sismotectónica en el área de Alhucemas, la zona con mayor actividad sísmica en Marruecos.
Investigaciones futuras pretenderan consolidar la aplicación del uso de datos de obser-
vacion de La Tierra desde el espacio para estudiar la dinámica de ambientes volcánicos en
calderas (por ejemplo, los Campos Flegreos) para comprender sistemas volcánicos similares
a los existentes en las Islas Canarias. Ahondando en el conocimiento de sistemas volcánicos
similares a los de las Islas Canarias, que necesitan del estudio de la relación entre sistemas de
fallas y magmatismo, por ello también hemos comenzado a estudiar los sistemas volcánicos
en gran valle del rift en el Este de África (http://www.ecgs.lu/projects/).
Finalmente, hay que mencionar que los actuales esquemas de tratamiento y análisis
de bases de datos estáticas, es decir con un número fijo de imágenes, deberan ser revisados.
En un futuro próximo, estás bases de datos serán dinámicas y se verán incrementadas sema-
nalmente (nuevas políticas de acceso libre a datos EO). Esto requerirá del estudio de nuevos
esquemas de cálculo y ajuste de observaciones progresivos con los que obtener información
precisa y actualizable, que aproveche este nuevo contexto de trabajo.
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