Introduction
It is well known that when closed with Taylor-type rules, New Keynesian models of monetary policy can exhibit indeterminacy and sunspot equilibria in large regions of the parameter space: see for example [1] , [21] and [18] . Some authors, including [6] , have even suggested that the volatile inflation and output of the seventies was in part due to sunspot phenomena. Other authors have down-played the applied importance of sunspot equilibria, arguing that in general they seem to be unstable under learning. Although it has been shown by [20] that stable sunspots can exist in simple overlapping generations models, T  h  i  s  m  a  t  e  r  i  a  l  i  s  b  a  s  e  d  u  p  o  n  w  o  r  k  s  u  p  p  o  r  t  e  d  b  y  t  h  e  N  a  t  i  o  n  a  l  S  c  i  e  n  c  e  F  o  u  n  d  a  t  i  o  n  u  n  d  e  r  G  r  a  n  t  N  o  .  0  1  3  6  8  4  8  .   1   F  o  r  t  h  e  l  o  c  a  l  s  t  a  b  i  l  i  t  y  c  o  n  d  i  t  i  o  n  s  s  e  e  [  7  ] a n d [ 9 ] .
are lacking this necessary stability. For example [8] show that sunspots in the Farmer-Guo model are unstable, and [10] describe a stability puzzle surrounding the lack of stable indeterminacies in a host of non-convex RBC-type models. In contrast, in [11] we found that New Keynesian monetary models exhibit stable sunspots provided the policy rule is forward looking, and provided agents use forecasting rules consistent with what we called the common factor representation of a given sunspot equilibrium.
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Some researchers have pointed out that the presence of inertia in a model may significantly alter the associated regions (in policy space) of indeterminacy, shrinking them relative to the determinate regions and thus rendering less compelling the concern of indeterminacy. (See, e.g. the discussion of this issue in [16] ). Clearly, the relative weight of inertial and forward looking elements can in general affect both indeterminacy and stability under learning, and in New Keynesian models [3] and [11] found that increased inertia in the policy rule (PR) in some cases enhances the likelihood of stable determinacy. Since substantial levels of inertia are often present in applied models of the economy, this is an issue of considerable practical importance.
In [11] , we did allow for inertia in the aggregate supply (AS) relation. However, our study did not include an inertial term in the IS curve, and the importance of inertia was not our focus. In the current paper this gap is filled by the specification of an IS relation with inertia and a thorough and symmetric study of the impact of all three types of inertia (i.e. inertia in the AS, IS, and PR equations) on the regions in policy space associated with indeterminacy and stability.
We find that even models exhibiting a high degree of inertia still have large regions of indeterminacy. Furthermore, the regions of stable indeterminacy do not appear to be altered by the inertial components of the IS and AS curves. While these structural inertial terms may eliminate some regions of unstable indeterminacy, they tend to be replaced by regions of explosiveness or unstable determinacy, and thus may still result in bad outcomes. 
Theory
We use a version of the New Keynesian model incorporating inertia:
Here x t is the proportional output gap, π t is the inflation rate, and g t and u t are independent, exogenous, stationary, zero mean AR(1) shocks with damping parameters 0 ≤ ρ g , ρ u < 1 respectively. We assume 0 < δ, γ, θ < 1. Equation (1) is the forward looking "IS" relationship with an inertial component x t − 1 consistent with habit formation: e.g. see Ch. 4 of [22] . Equation (2) is the forward-looking New Keynesian "AS" relationship based on "Calvo pricing," and employed in [5] and Chs. 3, 6 of [22] . The specification of the AS curve with inertial term π t − 1 is similar in spirit to [13] , Section 4 of [14] , and Ch. 3, Section 3.2 and Chapter 6, Section 4.6 of [22] . The monetary policy rule (3) is a forward looking version of the Taylor rule, in which the interest rate i t is raised in response to forecasts of higher inflation or output and an interest rate smoothing term is included. This type of rule figures prominently in the literature, with α π > 1 usually recommended. A rational expectations equilibrium (REE) is any non-explosive solution to the system (1) -(3). For a given specification of the structural parameters {φ, λ, ψ, β, ρ}, inertial parameters {θ, γ, δ}, and policy parameters {α 
where ζ t is an exogenous serially correlated process capturing the sunspot. A common factor representation may be thought of as an MSV representation augmented by a serially correlated sunspot. Details on constructing these types of representations are given in [11] .
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Existence of representations taking the form (4) requires a sufficient number of real roots.
To examine stability under learning of a given representation, we posit a linear forecasting model, or perceived law of motion (PLM), consistent with the representation of interest:
Here X t is the collection of relevant regressors and Θ the vector of perceived coefficients: for example, if we are studying the stability of common factor representations, X t would include y (1) - (3), we obtain the implied actual law of motion (ALM) for the economy. For wellspecified PLMs, the ALM will depend upon the same regressors, though the true parameters may differ. We write the ALM as . We say the REE and the associated representation are E-stable provided Θ * is a locally asymptotically stable fixed point of the differential equation:
The E-stability Principle tells us that an E-stable REE will be locally stable under RLS (recursive least squares) and closely related learning algorithms. parameters Θ to move in the direction of the true parameters T (Θ). Estability implies that such motion will eventually lead to the REE. There is a deep connection between E-stability and stability under least squares learning: for details as they pertain to models of the form considered here, see [11] , and for general information on learning see [8] .
Results
To present our results we employ the following notation: SD = stable determinacy; UD = unstable determinacy; SI = stable indeterminacy; UI = unstable indeterminacy; E = explosive; and finally, C will be used to indicate that at most one eigenvalue is real so that common factor sunspots do not exist. Thus if we say that for given parameters the model is SI, then there are multiple equilibria with a representation that is stable under learning. Analytic intractability forces us to resort to numerical techniques. We analyze three different calibrations of the structural parameters, due to [21] , [6] and [17] , as follows: W: φ = 1/.157, λ = .024; CGG: φ = 4, λ = .075; and MN: φ = .164, λ = .3.
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In all cases, we set ψ = 1, as is standard, and β = 1 (the other standard calibration, setting β equal to the discount factor, that is, β = .99, was also considered).
For each calibration we considered every permutation of inertial parameters with θ, γ, δ ∈ {.1, .5, .9} and a 20 × 20 point lattice imposed on the policy space 0 ≤ α π ≤ 5, 0 ≤ α x ≤ 5. Each lattice point thus fully specifies a model, and the associated stability and determinacy properties were recorded. In all, over 10, 000 model specifications were analyzed, making the careful reporting of all results intractable; therefore, we rely on a somewhat qualitative method of presentation, with details of our results given only for the Woodford calibration.
Under the Woodford calibration, for any given specification of inertial parameters, the 5 × 5 (α For θ = .1 or .5 policy space takes the form of Figure 1 . If θ = .1 then α c x ≈ .5 and if θ = .5 then α c x ≈ 1. Region I is always SI and region IV is always SD. Region II may be UD, UI or C and region III may be E, UI, or C, depending on the values of δ and γ. Varying δ and γ does not impact the size of the regions and only affects the properties of regions II and III.
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If θ = .9 policy space takes the form of Figure 2 . For γ, δ = .1 the hypotenuse of region III is almost horizontal at α x = .5. As γ and δ increase the slope of the hypotenuse becomes steeper until region III vanishes. Region I is always SD, region II may be E, UI, or C, and region III is E. Changes in δ and γ only impact the properties of region II and the size of region III.
Setting β = .99 alters these results somewhat; the northeast section of region II is replaced by region I (both figures).
Figures Here
The results for the CGG calibration are qualitatively similar to the Woodford calibration with the exception that for θ = .9, γ = .1, and δ = .5, .9 region III of Figure 2 contains an interesting mix of explosive steady-states and stable and unstable determinacy. The results for the MN calibration, for all inertial specifications, are qualitatively like Figure 2 , with region III empty unless high levels of inertia are present.
In summary, even when α π > 1, stable indeterminacy can arise even when substantial structural inertia is present. Increased interest rate smoothing often enlarges the area of stable determinacy, but in some cases can convert stable determinacy to unstable or explosive solutions.
Conclusion
We find that even models with high levels of inertia have large regions of indeterminacy, and furthermore that the regions of stable indeterminacy do not appear to be impacted by the extent of inertia in the structural equations. While such inertial terms may eliminate some regions of unstable indeterminacy, they tend to be replaced by regions of explosiveness or unstable determinacy. Since the resulting behavior of the economy in each of these cases is highly unpredictable, we conclude that relying on structural inertia to dismiss problems of indeterminacy appears ill-advised. In contrast, increased interest rate smoothing can diminish the dangers from indeterminacy by increasing the relative size of the region of stable determinacy. However, in some cases increased smoothing generates unstable or explosive solutions. 
