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Abstract
A class K of T -coalgebras is called a covariety if K= SH(K). SH is just one of several
class operators which can be formed by composing H; S and . In this paper, we show that
starting from H; S and  one can form exactly 13 di;erent class operators (including the operator
I of taking the isomorphic copies). We <rst describe the partially ordered monoid generated by
these three operators for the class of all functors Set → Set, then for the class of all functors
preserving weak pullbacks along injective mappings, and <nally, for particular functors from a
rather large class which includes all non-constant polynomial functors. c© 2001 Elsevier Science
B.V. All rights reserved.
MSC: 06F05; 68Q99
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1. Introduction
Coalgebras provide an elegant and uni<ed way to formalize various models of both
computation and data structures. Although coalgebraic ideas have been Coating around
for almost 20 years, it was not until recently that a systematic treatment of coalgebraic
phenomena appeared.
The striking and most appealing duality between universal-algebraic and coalgebraic
constructions was <rst shown in [10], and developed further in [2, 5]. One of the
classical results in universal algebra is Birkho;’s HSP-theorem which states that a
class of algebras of the same type is a variety (closed under operators H; S, and P)
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Fig. 1. Operators on classes of algebras.
if and only if it can be de<ned by a set of equations. The main result of [2] is the
coalgebraic analogon of this result. It states that classes of T -coalgebras closed under
the coalgebraic class operators H; S and , referred to as covarieties, coincide with
the coequationally de<ned classes of coalgebras.
Pigozzi proved in [9] that there are 18 essentially di;erent compositions of operators
H; S, and P. He described the partially ordered monoid (po-monoid for short) M
generated by H; S; P with respect to the class of all algebras, taking composition
of operators as the semigroup operation and I (= isomorphic copies) as the identity
element. It turns out that the structure of the po-monoid is completely determined by
the following relations:
I6H; I6S; I6P; (1)
HH = H; SS = S; PP = P; (2)
SH6HS; PH6HP; PS6SP; (3)
and the corresponding partial order is given in Fig. 1.
The aim of this paper is to describe various po-monoids generated by the coalgebraic
class operators H; S and . In Section 3 we show that compositions of H; S and 
give rise to exactly 13 di;erent operators with respect to the class of all functors
Set→Set. In Section 4 we consider the class of functors Set→Set preserving weak
pullbacks along injective mappings and show that the list reduces to ten. Finally, in
Section 5 we consider the class of all T -coalgebras for a <xed functor T and show
that for a large family of functors no further reductions occur.
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2. Preliminaries
Let T :Set→Set be a functor. A T -coalgebra is any pair 〈A; 〉 where A is a set
and  :A→T (A). (For the notions concerning category theory the reader is referred to
[8].)
A mapping h :A→B is a homomorphism of T -coalgebras A= 〈A; 〉 and B= 〈B; 〉,
in symbols h :A→B, if the diagram
commutes. For B⊆A, we say that B := 〈B; 〉 is a subcoalgebra of A := 〈A; 〉 if the
inclusion mapping iB :B→A : x → x is a homomorphism. We write B6A. T -coalgebras
A and B are said to be isomorphic if there exists a bijective homomorphism h :A→B.
In that case we write A∼=B. By SetT we denote the category whose objects are
T -coalgebras and morphisms are homomorphisms between T -coalgebras.
Let Ai = 〈Ai; i〉; i∈ J , be T -coalgebras and let B= 〈B; 〉 be a coalgebra. We say






if there exist injective homomorphisms ei :Ai→B; i∈ J , such that B=
⋃
i∈J ei[Ai]. If
ei[Ai]∩ ej[Aj] = ∅ for i 




A partially ordered monoid is an ordered quadruple 〈A; ·; 1;6〉 such that 〈A; ·; 1〉
is a monoid, 〈A;6〉 is a partially ordered set, and (x6y∧ u6v)⇒ xu6yv for all
x; y; u; v∈A. We say that the po-monoid is positively ordered if x6xy and y6xy, for
all x; y∈A. This is equivalent to 16x, for all x∈A.
Operators on classes of coalgebras form a partially ordered monoid where multi-
plication is de<ned as composition of operators, i.e. XY (K) :=X (Y (K)), and par-
tial order by: X6Y if and only if X (K)⊆Y (K) for any class K of coalgebras
for the same functor. An operator X is called extensive if K⊆X (K), monotone if
K1⊆K2⇒X (K1)⊆X (K2), and idempotent if X 2(K)=X (K), for all K;K1;K2.
A closure operator is an extensive, monotone and idempotent operator. It is easy to
see that for operators on classes of coalgebras the following holds:
• X6Y ⇒XZ6YZ ;
• if Z is monotone, then X6Y ⇒ZX6ZY ;
• if X or Y is monotone, then (X6Y ∧Z6U )⇒XZ6YU .
Let K be a class of T -coalgebras. The class operators I; H; S and  are introduced
as follows: I(K) is the class of all isomorphic copies of coalgebras from K; H (K)
is the class of all homomorphic images of coalgebras from K; S(K) be the class of
all isomorphic copies of subcoalgebras of coalgebras from K; and (K) is the class
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of all sums of non-empty families of coalgebras from K. Clearly, I; H; S and  are
closure operators, and if X is any of them, then IX =XI =X .
3. The general case
We <rst consider the po-monoid C generated by H; S, and  with respect to the
class of all the functors Set→Set. Clearly, C is a positively ordered monoid. We
shall see that C is a lattice ordered monoid.
The following relations hold for the class operators on coalgebras:
I6S; I6H; I6; (4)
S2 = S; H 2 = H; 2 = ; (5)
HS6SH; S6S; H6H (6)
(for (6) see [5, Proposition 2:4]). This means that the po-monoid C is a homomor-
phic image of the po-monoid M under the mapping H → S; S →H; P → since this
mapping converts (1)–(3) into (4)–(6). Therefore, there are at most 18 operators on
classes of coalgebras:
I; H; S; ; HS; S; H; H; SH; S; HS;
SH; HS; HS; SH; HSH; HSH; SH: (7)
But, in case of colagebras two additional relations appear:
S = S; (8)
SH = HSH: (9)
Relation (8) for arbitrary functors can be found in [6, Corollary 3:3], while we pause
for a moment to give the proof of (9). The proof proceeds in two steps and makes use
of the operator of taking conjunct sums. For a class K of T -coalgebras let C(K) be
the class of all conjunct sums of non-empty families of coalgebras from K. C is a
closure operator and IC =CI =C. Moreover, C6H (see [3]).
Lemma 3.1. H=CH .
Proof. 6: Let K be a class of T -coalgebras and take any A∈H(K). Then there





j∈J Bj; k ∈ J , be the canonical embeddings and let ’k := h ◦ k :Bk →A; k ∈
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Thus, A∈CH (K).
¿: Since C6H we easily obtain: CH6HH = H:
The proof of the second auxiliary statement makes use of the following two results
from [6].
Proposition 3.2. (i) [6; Theorem 3:1] Let A be a coalgebra of an arbitrary functor
Set→Set. If U and V are subcoalgebras of A; then so is U∩V.
(ii) [6; Lemma 3:2(i)] Let A and Bj; j∈ J; be coalgebras of an arbitrary functor
Set→Set. If A6∑j∈J Bj then A∼= ∑j∈J (A∩Bj).
Lemma 3.3. SC6CS.
Proof. Let K be a class of T -coalgebras and take any A∈ SC(K). Then there exists
a coalgebra B∗ ∈C(K) such that A6B∗. From B∗ ∈C(K) it follows that there






Now, according to results listed in Proposition 3.2, we have






(A ∩ Bj) ∈
∑
C S(K):
Proposition 3.4. SH=HSH .
Proof. Note, <rst, that SC6CS6HS =HS, which follows from Lemma 3.3, hav-
ing in mind that C6H and that S and  commute. From this and Lemma 3.1
one easily obtains: SH= SCH6HSH . On the other hand, HSH6HSH6SH 2
= SH. This completes the proof.
Using (8) and (9) the list (7) reduces to
I; H; S; ; HS; S; H; H; SH; HS; SH; HS; SH (10)
and the corresponding partial order inherited from M is given in Fig. 2. We now have
to show that nothing else in this diagram collapses. Without loss of generality, we may
assume that C is the set of words listed in (10). Let 4 denote the partial order on C
depicted in Fig. 2. Instead of comparing each element of C to all the others, we shall
employ a technique developed by Bergman in [1] which provides us with an almost
minimal set of suNcient counterexamples.
It is proven in [1] that an isotone mapping between <nite posets is an embedding if
and only if certain maximal non-inclusions called critical pairs remain non-inclusions
in the image. In a partially ordered set 〈A;4〉 by a critical pair [1] we mean a pair
of elements 〈x; y〉 such that x is a minimal element of {p |p 
4y} and y is a maximal
element of {q | x 
4 q}. Namely, we have the following.
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Fig. 2. Operators on classes of coalgebras.
Proposition 3.5 (Bergman [1; Proposition 4]). Let f :A→B be an isotone mapping
of partially ordered sets; and suppose that 〈A;4〉 has ascending and descending chain
conditions. Then f is an embedding if and only if every critical pair 〈x; y〉 of A
satis8es f(x)f(y).
In our case, A is the partially ordered set 〈C;4〉; B is the partially ordered set
of actual class operators, and f maps words to operators. According to the above
proposition, in order to show that (f is an embedding, i.e. that) there are no other
relations between the class operators except those indicated in Fig. 2, it suNces to
<nd the critical pairs in 〈C;4〉 and show that the class operators on coalgebras ful<ll
the corresponding non-inclusions. The lemma below is most helpful in <nding critical
pairs.
Lemma 3.6 (Bergman [1; Lemma 5]). If 〈A;4〉 has both ascending and descending
chain conditions; then a pair 〈x; y〉 is critical if and only if x is a minimal member of
the class of join-irreducible elements of A that are 
4y and y is a maximal member
of the class of meet-irreducible elements of A that are 
¡ x.
Join-irreducible elements of 〈C;4〉 are H; S; ; H and SH , meet-irreducible ele-
ments are SH; S; H; HS and SH , and by Lemma 3.6 we <nd that the critical
pairs of 〈C;4〉 are 〈H; S〉; 〈S; H〉; 〈; SH 〉; 〈H; SH 〉, and 〈SH;HS〉. Hence, it
suNces to show that the following non-inclusions hold:
H  S; (11)
S  H; (12)
 SH; (13)
H SH; (14)
SH  HS: (15)
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However, these non-inclusions are not independent: the non-inclusion (14) implies
(11) and (13), while the non-inclusion (15) implies (12). For example, if H6S,
then H6S= S6SH . So, H SH⇒H S. And thus we are left with
showing (14) and (15).
Proposition 3.7. H SH .
Proof. We shall present an example for HSH in the class of id-coalgebras. Let
A := 〈A; 〉; B := 〈B; 〉 and K := {A}, where A= {0; 1}, B= {0};  :A→A : x → 0
(x∈A), and  :B→B : 0 → 0. Obviously, SH (K)= I({A;B}). Now, let C = {0; 1; 2};
" :C→C : z → 0 (z ∈C) and C := 〈C; "〉. Then C∈H(K) while C =∈ SH (K).
The proof of the other non-inclusion is a bit more involved.
Proposition 3.8. SHHS.





= ∅ and f|S is injective;
∅ otherwise
(see [7]). Let ∅ denote the empty coalgebra, let A := 〈A; 〉 be the following
F-coalgebra:
A = {0; 1; 2};  =
(
0 1 2
{1} {0; 1; 2} {0; 1; 2}
)
and let K := {∅;A}. Note, <rst, that S(K)= I(K) since no coalgebra in K has a
proper subcoalgebra. Therefore, S(K)=S(K)=I(K)=(K).
Claim. For every B := 〈B; 〉 ∈HS(K) the following holds: either B= ∅ or there
exists b∈B such that (b) 
= ∅.
Proof. Take any B := 〈B; 〉 ∈HS(K)=H(K) and suppose B 
= ∅. There exist a
family Ck := 〈Ck; "k〉 ∈K; k ∈ J , and an epimorphism h :
∑





j∈J Cj) be the structure mapping of
∑
j∈J Cj.
Clearly, there exists j0 ∈ J such that Cj0 
= ∅ for otherwise we would have B= ∅.
Let b := h(〈j0; 0〉) and D := "(〈j0; 0〉). Since h is a homomorphism, (b)=F(h)(D).
Now, D is a singleton, whence h|D is injective. From the de<nition of the functor F it
follows that F(h)(D)= h[D]. Therefore, (b)= h[D] 
= ∅. This completes the proof of
the claim.
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Next, consider the F-coalgebra B := 〈B; 〉 where












is a homomorphism from A onto B, whence B∈H (K). Finally, let C := 〈{1}; "〉 where
"(1)= ∅. Obviously C6B and so C∈ SH (K). On the other hand, the above claim
implies that C =∈HS(K). This concludes the proof.
4. Functors preserving weak pullbacks along injective mappings
Let us now describe the po-monoid C′ generated by H , S and  with respect to the
class of all functors Set→Set preserving weak pullbacks along injective mappings.
Let D be a diagram. A cone 〈W; (wi)i∈I 〉 over D is called a weak limit of D if
for every cone 〈V; (vi)i∈I 〉 over D there exists at least one arrow f :V →W such that
vi =wi ◦f; i∈ I . If 〈T (W ); (T (wi))i∈I 〉 is a weak limit of T (D) whenever 〈W; (wi)i∈I 〉
is a limit of D, we say that T preserves weak limits (see e.g. [7]). We say that a functor
T preserves weak pullbacks along injective mappings (see [7]) if T preserves weak
pullbacks of diagrams ·→ ·← · where at least one of the morphisms in the diagram is
injective.
Functors preserving pullbacks along injective mappings are quite well behaved. One
illustration is the following result from [7]:
Proposition 4.1 (Gumm and SchrPoder [7, Theorem 5:7(iii)]). Let T :Set→Set be a
functor preserving non-empty weak pullbacks along injective mappings; let ’ :A→B
be a homomorphism of T -coalgebras and let U6B. Then ’−1[U] is a subcoalgebra
of A.
As an immediate consequence we have:
Corollary 4.2. Let T :Set→Set be a functor preserving weak pullbacks along injec-
tive mappings. Then for any class K of T -coalgebras we have HS(K)= SH (K).
The list (10) now reduces to
I; H; S; ; SH; S; H; H; SH; SH (16)
and the corresponding partial order inherited from C is given in Fig. 3. To show that
no further reductions are possible, we apply the same technique as in the previous
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Fig. 3. Operators for functors preserving weak pullbacks along injective mappings.
section and obtain the critical pairs for the partial order in Fig. 3 which translate into
the following non-inclusions:
H  S; (17)
S  H; (18)
 SH; (19)
H SH: (20)
Again, these non-inclusions are not independent: (20) implies (17) and (19), so we
are left with showing (18) and (20). Since the identity functor preserves pullbacks, the
proof of Proposition 3.7 applies to this case as well. So, (20) is settled, and the proof
of (18) follows.
Proposition 4.3. SH.
Proof. We shall again present an example in the class of id-coalgebras. Consider
K := {A} where A := 〈A; 〉; A := {0; 1; 2} and  :A→A : 0 → 0; 1 → 2; 2 → 1. Let B :=
〈B; 〉 where B := {1; 2} and  :B→B : 1 → 2; 2 → 1. Then B∈ S(K), while B =∈
H(K).
Corollary 4.4. With respect to the class of all polynomial functors; compositions of
H; S and  give rise to exactly ten essentially di;erent class operators. The operators
and the relations between them are given in Fig. 3.
5. Some particular functors
Finally, we shall describe the monoid CT generated by H; S and  with respect to
the class of all T -coalgebras for a <xed functor T :Set→Set. For technical reasons
of constructing the necessary examples, we shall have to impose some extra structure
on T .
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Assumption 5.1. In this section we assume that T :Set→Set is a functor such that
(a) T preserves weak pullbacks along injective mappings, and
(b) there exists a natural transformation + : id→T such that
• +A is injective for every A∈Set, and
• for every injective mapping h :A→B, the following diagram is a weak pullback
square:
Remark 5.2. (i) The requirement (b) means that for every set A, T (A) contains a
“natural” representation of elements of A. For example, for T (A)=A2 one can take
+A(x)= 〈x; x〉; for T (A)=P(A) one can take +A(x)= {x}; and for T (A)= S+A+A2 one
can take +A(x)=〈1; x〉. Moreover, all the familiar functors such as P(−); P<n(−); (−)S
and S×(−) meet the requirement (b). So do the less usual functors such as the <lter
functor F(−) (see [4]) or the functor F mentioned in the proof of Proposition 3.8.
For example, for the <lter functor F one can take +A(x)= {S ⊆A | x∈ S}.
(ii) Let T1; T2; G :Set→Set be some functors. If T1 and T2 satisfy (b), the same
holds for the following functors: T1T2; T1×T2 and T1 + G. In particular, any non-
constant polynomial functor ful<lls the requirements (a) and (b).
(iii) No constant functor ful<lls the requirement (b).
We are going to show that for a functor T ful<lling the requirements of Assump-
tion 5:1 we have CT =C′, i.e. that focusing to a particular but reasonably “rich” functor
T leads to no further reductions of the partially ordered set 〈C′;4〉. In order to do so,
it suNces to provide for every particular functor T examples of T -coalgebras which
back up the non-inclusions (18) and (20). Actually, we shall present a technique to
lift examples from the class of id-coalgebras (where they have already been found) to
the class of all T -coalgebras.
Notation 5.3. For f :A→A, let Tf := +A ◦f. For an id-coalgebra A= 〈A; f〉, let TA :=
〈A; Tf〉. For a class K of id-coalgebras, let TK := { TA |A∈K} (note the abuse of set
notation).
Remark 5.4. (i) If A and B are id-coalgebras and A∼=B, then TA∼= TB.
(ii) Let K1 and K2 be classes of id-coalgebras and suppose that TK1⊆ TK2. Then
K1⊆K2.
Proposition 5.5. Let K be a class of id-coalgebras. Then
(i) I(K)= I( TK);
(ii) (K)=( TK);
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(iii) H (K)=H ( TK); and
(iv) S(K)= S( TK).
Proof. (i) follows by the same argument as (iii).




i∈J Ai, where Ai := 〈Ai; fi〉; i∈ J , are arbitrary
id-coalgebras. Let k :Ak →
∑
i∈J Ai be the canonical embeddings (of sets). Then it is
easy to see that k : TAk →
∑
i∈J Ai is a homomorphism of T -coalgebras, k ∈ J . So, there




i∈J Ai such that the diagram
commutes for every k ∈ J . But this means that ’= idA and we are done. Let us now
proceed to the proof of the statement.
⊆: Take any TA∈(K). Then A∼= ∑i∈J Bi for some Bi ∈K; i∈ J , whence TA∼=∑
i∈J Bi =
∑
i∈J TBi. Therefore, TA∈( TK).
⊇: Take any A∈( TK). Then A∼= ∑i∈J TBi for some Bi ∈K; i∈ J . So, A∼= ∑i∈J
TBi =
∑
i∈J Bi whence A∈ I((K))= I(K)=(K).
(iii) ⊆: Obvious.
⊇: Take any A= 〈A; 〉 ∈H ( TK). There exists B= 〈B; g〉 ∈K and an epimorphism
h : TB→A. Since h is onto, there exists a mapping h− :A→B such that h ◦ h−= idA. Let
f : = h ◦ g ◦ h−. Then +A ◦f= +A ◦ h ◦ g ◦ h−=T (h) ◦ +B ◦ g ◦ h−=  ◦ h ◦ h−= , and
so A= 〈A; f〉. From +A ◦f ◦ h=  ◦ h=T (h) ◦ +B ◦ g= +A ◦ h ◦ g after canceling +A from
left we obtain f ◦ h= h ◦ g. Hence A= 〈A; f〉 ∈H (K).
(iv) ⊆: Obvious.
⊇ : Take any A= 〈A; 〉 ∈ S( TK). Then there exist B= 〈B; g〉 ∈K and an injective ho-
momorphism h :A→TB. Since T (A) +A←A h→B is a weak pullback of T (A) T (h)→ T (B) +B←B,
(assumption (b)) there exists a mapping f :A→A such that h ◦f= g ◦ h and = +A ◦f.
Now 〈A; f〉 ∈ S(K) and hence A= 〈A; f〉 ∈ S(K).
Proposition 5.6. Let P1; : : : ; Pn; Q1; : : : ; Qm ∈{I; H; S; } and suppose that in case of id-
coalgebras we have P1 : : : PnQ1 : : : Qm. Then in case of T -coalgebras we also have
P1 : : : PnQ1 : : : Qm.
Proof. Suppose that in case of T -coalgebras we have P1 : : : Pn6Q1 : : : Qm and let K
be an arbitrary class of id-coalgebras. Then TK is a class of T -coalgebras, whence
P1 : : : Pn( TK)⊆Q1 : : : Qm( TK). According to Proposition 5.5 we obtain P1 : : : Pn(K)⊆
Q1 : : : Qm(K), i.e., P1 : : : Pn(K)⊆Q1 : : : Qm(K). Therefore, in case of id-coalgebras
we also have P1 : : : Pn6Q1 : : : Qm.
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Corollary 5.7. For any functor T ful8lling the requirements of Assumption 5:1 we
have CT =C′. In particular; the same holds for any non-constant polynomial functor.
Proof. According to Proposition 5.6, it suNces to <nd the examples of id-coalgebras
which back up the non-inclusions (18) and (20). These examples are given in Propo-
sitions 3.7 and 4.3. Non-constant polynomial functors obviously satisfy conditions (a)
and (b) of Assumption 5:1.
Finally, it is an easy exercise to show that for constant functors the situation is as
follows.
Corollary 5.8. (i) For the constant functor ConstA where |A|=1 partially ordered
set 〈CConstA ;4〉 is given by
(ii) For the constant functor ConstA where |A|¿1 partially ordered set 〈CConstA ;4〉
is given by
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