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Perovskites are a class of materials that possess many interesting properties with a wide range
of technological applications in the field of optoelectronics and photovoltaics. In recent years,
perovskites have gained considerable attention as an inexpensive and easy-to-synthesize light
absorbing material for so-called organic-inorganic solar cells.
In this study we wish to examine the structural and electronic properties of CH3NH3PbI3 or-
ganohalide lead perovskites. Charge transport behaviour between the light harvesting perovskite
and the underlying electron transport mesostructure are some of the factors that affect the Power
Conversion Efficiencies (PCE) of these devices. Therefore, advanced characterization methods were
used to investigate the structural and electronic changes that may occur at the interface. Scanning
electron microscopy (SEM) was used to survey the structure and morphology of the samples. It
was found that the titania grain sizes were 20-25 nm in size and the perovskite grain sizes from
200 nm to 500 nm. The samples were prepared using a solution processing method, which is
widely considered as one of the most cost effective ways for crystal growth. However, our studies
show that this method does not provide a full perovskite coverage of the surface (14.4% of surface
uncovered) which reduces the light harvesting yield. X-ray diffraction (XRD) was employed to
study the crystal structure of the sample. It was concluded that the titania was in the anatase
phase and the perovskite in a tetragonal crystal system (space group: I4/mcm), with a cell size
of a = 8.89 A˚ and c = 12.68 A˚. Moreover, our XRD results reveal the existence of a PbI2 crystal
phase, indicating an incomplete conversion of the precursors to the perovskite phase.
In order to probe the changes that occur at the interface and to elucidate the electron transport
mechanisms, X-ray photoelectron spectroscopy (XPS) was conducted and the core-level spectra was
investigated. A shift of 0.44 eV in the binding energy of the Ti 2p line was observed between the
titania samples and the titania/perovskite. We hypothesize the origin of this shift to be due to a
local screening effect, or the formation of a barrier between the perovskite and the titania that is
hindering charge transport and is preventing the compensation for the surface charges lost during
photoionization. Based on the findings presented in this thesis we suggest, as a possible research
direction for the future, UV Photoelectron Spectroscopy (UPS) for constructing the band alignment
schemes with the PbI2 layer included and a thorough investigation of the substrate effects and the
synthesis routes on the charge transport dynamics of these systems.
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1 Introduction
The increase in global population, changes in the climate, rising living standards,
and the depletion of fossil fuels calls for alternative sources of clean and renewable
energy. Photovoltaic (PV) cells address all of these problems. PV cells are devices
that convert solar energy directly to electrical energy by the photovoltaic effect.
As of 2013, it is estimated that 15 TW is needed to power all of our energy
requirements, and by 2050 this number is expected to rise to 30 TW. More solar
power hits the earth’s surface in one hour than all of the energy produced by fossil
fuels in one year, and if even a small portion of that light were to be converted
to electricity, all our energy problems would be solved [1]. Despite this fact, the
renewable energy sector, excluding hydro-renewables, only account for 11% of the
global energy consumption, overshadowed primarily by the fossil fuel industry
[2]. The main challenges that are impeding growth in the PV sector are suitable
power conversion efficiencies (PCE), reproducibility and low manufacturing costs,
and long-term stability in hot, arid, or humid regions. If all of these criteria are
to be met, a solar-driven future with a decline in CO2 emissions can be expected
as soon as 2060 [3].
The photovoltaic effect was discovered by Edmond Becquerel in 1839 while
studying the effects of solar irradiation on different electrode materials in an elec-
trolyte solution. It was observed that an electric current is produced in the material
when light is shone upon it, and this very first PV cell provided a PCE of just
under 1%. The photovoltaic process occurs when the electrons in the valence band
absorb light of sufficient energy and become excited and transition to the conduc-
tion band. In a conventional photovoltaic device, the photogenerated electrons
in the conduction band are free to move around and become separated from the
holes at the pn-junction of two doped semiconducting materials. This difference
in carrier concentration between the two materials and the diffusion of said carri-
ers to the electrodes at the ends of the cell where they are collected produces an
electromotive force, and thus, solar energy is converted to electrical energy [4].
It would be over a century later in 1954 when the first functioning prototypi-
cal solar cell was developed at Bell labs by Chapin et al. using a pn-junction silicon
photocell. The efficiency of their cell was reported to be around 6%, surpassing
all preceding solar cell design attempts [5]. Within a few years this efficiency
would increase to 15%, and with the outset of space exploration at the turn of
the decade, a remote and lightweight electrical power source that could recharge
space shuttles, satellites, and stations would prove to be essential. Despite this,
practical uses for solar cells such as rooftop panels or solar farms were neglected,
mainly because of design inadequacies, high manufacturing costs, low-efficiency,
and a general public disinterest. Thus in the US, for the most part of the 1950’s
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and 1960’s, the solar industry and research lay exclusive to space applications.
This would soon change in 1973 during the oil embargo, an event that resulted
in government administrations to begin realistically considering other sources of
energy in order to decrease their dependence on imported oil and natural gases.
This led to initiatives to fund and encourage solar cell research for terrestrial appli-
cations, and shortly after 1974, production of the first flat silicon module modified
for weather resistance commenced [4, 6, 7, 8].
As of now, crystalline silicon (c-Si) solar cells dominate about 80-90% of the
global market share, with stable efficiencies for the standard industrial cells in
the range between 15-17% [9]. However, these crystalline solar cells are expensive
to make; they require high temperatures to melt silica from quartz or sand, high
vacuum levels to purify it, and complex manufacturing processes where the silicon
ingots have to be cleaved and polished. Altogether, crystalline silicon cells would
require much lower production cost per output watt if it were to compete with
the coal or nuclear power industry [10]. Subsequent attempts to design and man-
ufacture cheaper and cost-effective cells were made. Thin film amorphous silicon
(a-Si) cells synthesized by chemical vapour deposition (CVD) techniques seemed
appealing at first due to the relative ease of preparation compared to c-Si films
and cheaper costs. In addition to this, the higher optical band gap of 1.7 eV for
a-Si as opposed to the 1.1 eV for c-Si, allows greater light absorption in the visible
region (c-Si light absorption is greatest in the infrared range) of the solar spectrum
and therefore almost 100 times the light harvesting capabilities. However, because
of the low exciton mobility and short recombination times, the efficiencies of such
cells lag behind their c-Si counterpart with efficiencies barely exceeding 14% even
at the laboratory setting [11, 12, 13].
Alternative thin film technologies show promise in the field of photovolatics,
such as CdTe and CIGS (CuInxGa(1−x)Se2). CdTe crystallizes with a cubic zinc
blend crystal structure and a direct optical band gap of 1.5 eV which is optimum
for maximum solar energy conversion in accordance with the Shockley-Quisser
limit1. The large light absorption coefficient of CdTe allows for almost 99% of
all incident photons in the visible region to be absorbed. The highest recorded
efficiencies of CdTe cells have reached 21%, but the industrial module efficiencies
1This is the upper limit for the maximum PCE a single pn-junction solar cell can attain
after taking account recombination and spectral losses as well as other non-radiative losses. To
put into perspective, for a single junction solar cell the theoretical maximum PCE that can be
attained is 33.7%. For c-Si, this value is limited to 29%. However, with tandem cells (also
called multi-junction cells), where each layer has a different energy band gap so as to absorb a
different portion of the solar spectrum, this upper limit of 33.7% can be surpassed. Currently,
the highest PCE’s of these devices is currently set at 46.0%, and despite this remarkably high
efficiency, tandem cells account for less than 1% of the global market share because of their
complex processes and high manufacturing costs [14, 15]
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lag behind at 11%. Demand for these solar cells are low as of now, mainly because
of three factors: environmental regulations on Cd as a hazardous substance, spar-
sity of Te deposits in the earth’s crust, and lastly, oxidation and susceptibility to
degradation effects hinder widespread commercial use [12]. Organic and polymer
films have also been extensively researched due to their potential for low-cost, low-
temperature, and compatibility with plastic substrates, and non-vacuum settings
during synthesis. The highest efficiencies reported for organic solar cells are around
10% [16]. The summary of the record efficiencies of different solar cell devices are
shown in figure 1 taken from the National Renewable Energy Laboratory (NREL).
Figure 1: Record efficiencies of different types of solar cells. The four junction
tandem cells possess the highest efficiencies, and the perovskite dye-sensitized cells
can be seen with the highest efficiencies out of all solution processed cells, organic
solar cells, quantum dot sensitized cells, and all other DSSC’s. This plot is courtesy
of the National Renewable Energy Laboratory, Golden, CO [11].
A key milestone in the field of photovoltaic cell design and architecture oc-
curred in 1991 by Gra¨tzel et al. with the innovative design for a mesoscopic wide
band gap TiO2 charge transporting layer sensitized by a light harvesting dye [17].
Although dye sensitized cells were already being investigated in the 1960’s and
1970’s, the idea did not attract significant attention because of device stability
and low-efficiencies [18]. A unique feature of these devices as compared to conven-
4
tional pn-junction solar cells is that the mesoporous layer coated by a monolayer of
the dye increases the active surface area by a thousand-fold, and as a consequence
increasing the light harvesting yield of the solar cell. These dye sensitized solar
cells (DSSC) are particularly appealing in photovoltaic research because they are
made by inexpensive materials, namely TiO2, but other wide band-gap semicon-
ductors have also been used such as ZnO, SnO2, and Nb2O5 [19]. An important
feature of these devices is that the light harvesting and electron transport are
mediated by different materials, allowing for greater versatility in material choice
and device optimization [20]. Additionally, they do not require high-purification
methods and can be printed vacuum-free in large quantities at a low cost [21, 22].
Figure 2 shows the general schematic of the dye-sensitized cell.
Figure 2: Schematic of dye-sensitized cell. Present in the device is a mesoporous
layer of titania used as the electron transporter, the dye-sensitizer anchored onto
the mesoporous layer used as the light harvester, fluorinated tin oxide (FTO) is
coated over a glass substrate to make it conductive and serve as the electrode ends
to receive the photogenerated electrons, and a liquid electrolyte used to replenish
the electrons in the dye as well as perform as an electron blocking layer.
Light is absorbed by the dye, and the photogenerated electrons are excited
and transported through the mesoscopic charge layer’s conduction band where
it diffuses to the end electrodes. The short times for the charge separation of
the photogenerated carriers to mesoporous layer is promoted by the nanostruc-
tured morphology [23]. The design also includes a liquid redox electrolyte, such
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as iodide/triiodide couple, that replenishes the electrons in the dye, thereby re-
turning the dye to its original electronic state. This also facilitates the electron
transport by preventing a back-reaction where the electrons migrate back to the
conduction band of the dye and can be referred to as the electron-blocking layer
[21, 22, 24, 25, 26]. The efficiency of these early devices were from 7.1-7.9% and
an incident photon to electrical conversion efficiently of almost 80% [17]. Further
efforts to utilize different dyes for light-absorption were being investigated during
the 1990’s and 2000’s, and ruthenium-based dyes proved to be the most efficient
quickly raising the efficiencies to 12% but lay stagnant at that level.
A new class of light harvesting materials, and the subject and primary focus
of the thesis, for DSSCs emerged in 2009 by Kojima et al. by using CH3NH3PbI3,
and the larger band gap cognate material CH3NH3PbBr3, organohalide perovskites
with a PCE of 3.8% achieved [27]. Perovskites are a type of material that possess
the chemical formula ABX3, taken after the CaTiO3 crystal structure. More on
the intrinsic properties of this brand of materials will be discussed in chapter 2
of the thesis. The greater degree of light absorption in the perovskite dye due to
its relatively high molar extinction coefficient as compared with ruthenium based
dyes allow for thinner layers over the mesoporous layer, therefore allowing for less
raw materials to be used in the manufacturing of the solar cells. In 2011 Park et
al. used a spin coating procedure to fabricate perovskite quantum dot sensitized
cells with 6.5% efficiency [28].
However, the cells developed by both groups lacked long-term stability. The
iodine/triiodide liquid redox shuttle is corrosive and as a result would dissolve the
perovskite and readily react with the sealing components of the device, thereby
greatly inhibiting the production of large scale modules [29]. While every cell must
be electrically connected in series, they must all be chemically isolated which poses
a difficulty when dealing with these liquid based devices. Attempts were made to
circumvent the usage of liquid redox shuttles [30], and in 2012, the collaborative
work by Gra¨tzel and Park resulted in the usage of spiro-MeOTAD, a solid hole
transporting material (HTM), and obtained a maximum PCE of 9.7% [31].
The role of perovskite as solely a light harvester would soon change in 2012 by
Snaith et al. when studying different metal oxides for the dye to be anchored onto.
By utilizing an Al2O3 mesostructure and coating it with perovskite material, it was
found that not only did the device function without the TiO2 electron transporting
layer, but in fact performed more efficiently (from 8.9% using a TiO2 electron
transporter to 10.9% using an Al2O3 scaffold) indicating that the perovskite could
be used as an electron transporter as well as a light harvester. It is understood that
the Al2O3 merely serves as a scaffold, and its large band gap (of order 7-9 eV) acts
as a barrier where the photogenerated electrons travel along the perovskite side of
the interface until they reach the end electrodes [32]. Further experiments by Etgar
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et al. where the device did not include an HTM gave a PCE of 5.5%, indicating
that the perovskite can function as a hole transporter as well [33]. The ambipolar
property of perovskites is significant not only from a scientific standpoint, but also
from a more practical aspect where the cheap and easy-to-synthesize perovskite
material can soon replace the relatively high temperature fabricated components
such as the mesoporous titania where it needs to be sintered at high temperatures
[34].
These findings had considerable impact on the evolution of the device’s ar-
chitecture where it is not only limited to a meso-superstructured architecture, but
also a planar one that does not contain the TiO2 electron transport material. In
these devices the electrons and the holes are transported by the perovskite material
itself to the end electrodes. Figure 3 shows the two different device architectures
and how the carriers are transported to the end electrodes. In a comparative
study by Leijtens et al. they found that the planar cells were superior to the meso-
superstructured in terms of charge carrier mobility and emissivity, but drawbacks
to this design were the presence of sub-gap states and low intrinsic doping concen-
trations [35]. Since in the planar architecture the carriers are transported by the
perovskite itself, the quality of the morphology of the films will prove to be crucial
for high PCE [36]. As of now, there is no consensus as to which architecture is
better; the mesostructure is pioneered by Gra¨tzel’s group and the planar architec-
ture is endorsed by Snaith’s, with both architectures resulting in remarkably high
efficiencies.
By modifying deposition techniques and optimizing the experimental param-
eters, the research groups of Gra¨tzel [37, 38] and Snaith [39] were able to increase
the efficiencies of the cells to values exceeding 15%. Gra¨tzel’s group used a two-step
deposition technique where a high concentration of PbI2 in a dimethylformamide
(DMF) solution was spin coated onto the mesoporous layer for crystal growth.
They were then subsequently dipped into a solution containing CH3NH3I in 2-
propanol or isopropyl alcohol (IPL) for some time for the perovskite conversion
to take place. The difference between this sequential two-step solution deposition
technique and the earlier one-step deposition technique is the fact that now the
PbI2 can be deposited to form highly concentrated and compact films [36]. Snaith’s
group used a dual beam vapour deposition technique with significant improvement
on the morphology that resulted in the increase in the efficiency. The findings from
both groups suggest that high quality compact perovskite films are required for
high device efficiency.
Perovskite photovoltaic cells are still at their nascent stage of development.
The field essentially began in 2009 with an efficiency of 3.8%, and in a matter of a
few years this number has risen to 20.1%, as was verified by NREL as the highest
recorded efficiency for perovskite cells [11]. There are many factors that will enable
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Figure 3: Schematic of (a) mesostructure perovskite solar cell, (b) charge sepa-
ration and transport of carriers in the interfaces between the HTM, perovskite
light harvester, and mesoporous titania (m-TiO2), (c) planar solar cell where the
charges are separated and transported in the perovskite material itself.
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this efficiency to rise even higher such as considerable ingenuity and creativity with
device design and architecture, and ascertaining the most suitable hole and electron
transporting materials in line with theoretical considerations. The evolution of
perovskites for PV cells has come a long way in these five years of active research,
a global effort that results in the development of new and innovative technologies
that are motivated by the bettering of mankind and the strive to solve the current
energy and climate issue. Having said that, research regarding photovoltaics is not
only limited to fabricating highly efficient devices, but also in understanding the
mechanisms that result in these high efficiency. There are many open questions
regarding these devices from a physics standpoint that have yet to be answered. To
name a few, defects in the perovskite and their exact role in carrier recombination
need to be addressed thoroughly. Mechanisms that dictate the interplay between
the photogenerated excitons and the free charge population in terms of charge
separation, transport, and recombination remain unclear. Charge injection at the
interface as well as the effect of different substrates are not well understood in
these devices. The excitonic properties and the effect of trapping and doping sites
are some other aspects of perovskite PV cells that need to be further investigated.
This brings us to the topics and questions involved in the writing of this
thesis: (i) morphological detail of the sample such as the thickness of the lay-
ers, crystallite sizes, surface coverage, and perovskite infiltration; (ii) information
regarding the crystal structure such as the crystal phases present and the lattice pa-
rameters; (iii) core-level spectra where we would like to acquire the stoichiometry,
oxidation states, and changes in the binding energies signifying a possible change
in the chemistry between the perovskite and the substrate. This is motivated by
the desire to elucidate the processes that result in the changes of these properties at
the interface of the charge transporting material and the light harvesting material.
In order to do this, we use two control samples: one with the mesoporous TiO2
charge transporting under-layer deposited on a conductive glass substrate and the
other a perovskite layer deposited on a conductive glass substrate. The control
samples are then to be compared with the archetypal perovskite cell device, one
that contains the perovskite material coated on the mesoporous TiO2 layer. With
two sets of three samples, detailed spectroscopic and microscopic characterization
techniques were performed. To investigate the structure and morphology of our
perovskite samples, Scanning Electron Microscopy (SEM) technique was utilized
to survey the samples. Information regarding the crystallinity of these materials,
X-ray diffraction measurements were conducted. To probe the changes that hap-
pen upon coating the mesoporous layer with the perovskite via investigating the
core-level spectra, X-ray Photoelectron Spectroscopy (XPS) was used. To precede
the experimental part of this thesis, chapter 2 will go over the intrinsic properties
of perovskites so as to bring insight into the remarkable properties of this class
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of organohalide perovskite materials and chapter 3 will cover the fundamentals of
the experimental techniques used in this investigation.
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2 Intrinsic properties of perovskites
Perovskites are a class of materials that possess the same crystal structure as cal-
cium titanate. CaTiO3 is a mineral discovered by Gustav Rose in 1839 in the Ural
mountains and is named after Russian mineralogist Lev Perovski. For decades,
perovskite compounds have been known to exhibit many interesting properties
such as colossal magnetoresistance, ferroelectricity, semiconducting, thermoelec-
tric, piezoelectric, superconductivity, charge ordering, and spin dependent trans-
port phenomena [34, 40]. Recently, organohalide lead perovskites, CH3NH3PbI3,
have become a pivotal component in cheap and efficient solution processed solar
cell designs as light harvesters. The following sections will delve into the intrinsic
properties of perovskites in general as well as on organohalide lead perovskites and
shed some light on the physical and electronic properties of this class of materials.
I
Pb
H
C
N
H
I
Pb
H
C
N
Figure 4: Left: Crystal structure of generic ABX3 perovskite with the A cation
corresponding to the organic component CH3NH3, the B cation corresponding to
Pb, and the smaller X anion corresponding to the I. Right: Extended 3D perovskite
network displaying the cage occupied by the organic CH3NH3 formed by adjacent
PbI6 octahedra connected at their corners.
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2.1 Physical structure
Perovskite materials are described by the chemical formula ABX3 where A and B
are cations, with A being larger than B, and X being an oxide or halide anion.
Usually the larger A cation is found to be Ca, K, Na, Pb, Sr or other rare earth
metals and in the case of organic-inorganic perovskites the A cation is the organic
component typically CH3NH
+
3 , C2H5NH
+
3 , or HC(NH2)
+
2 . The B cations are usu-
ally divalent metal ions such as Pb2+, Sn2+, Eu2+, and Cu2+. The B cation and
the X anion form a BX6 octahedral complex with B at the center of the octahedra
and X at the corners. These octahedra are interconnected at the corners to form
a 3D network. This is shown in figure 4 which depicts the crystal structure of a
generic ABX3 perovskite crystal structure. It can also be visualized from the figure
that the A cations are 12 fold coordinated. Encapsulated within 8 of the adjacent
octahedra connected at their corners forming a cage lies the A cation, which acts
as a balancer to the charge network of the entire system and maintains the stabil-
ity of the close packed perovskite structure. Alternatively, this can be looked at
in another way; the larger A cation is situated at the cubes corners at a position
(0,0,0), the smaller B cation placed at the body-center position (1/2,1/2,1/2), and
the X anion at the face center positions (1/2,1/2,0) [34, 41, 42].
Structural distortions are common in perovskites because the A-site cation
may not perfectly fit inside the cage. In an ideal cubic perovskite structure, the
bond lengths are related to the unit cell dimension a by:
a =
√
2RA−X = 2RB−X (1)
where RA−X and RB−X are the bond lengths between the corresponding ions. The
stability of the cell and which combination of atoms and molecules that can be
used to construct the perovskite structure can be deduced by taking into account
a tolerance factor, which is defined as the ratio of the distances RA−X and RB−X .
The tolerance factor is an indicator of how much the ions in the perovskite could
be displaced from the ideal cubic structure. In an idealized solid-sphere model,
the tolerance factor is written as:
t =
√
2RA−X
2RB−X
(2)
It is generally accepted that for the perovskite structure to remain stable a toler-
ance factor 0.81< t <1.11 is desired [43]. In the cubic phase, the perovskite forms
when t is in the range 0.9< t <1.0. In the case where t > 1, the B-site is larger
than what is needed, and for smaller tolerance factors (0.85< t <0.90), a different
distortion takes place because the A cation is now too small to accommodate the
site. For tolerance factors smaller than 0.85, the distorted perovskite structures
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will not be stable any more because the A cation would require an even smaller
site.
Due to the stringent constraints on the relative sizes of the ions, the slight
buckling and distortions can cause lower-symmetry crystal configurations where
the coordination numbers of the A cation may be reduced from 12 to 8. These other
lower-symmetry configurations can be obtained upon heating where the crystal
makes a phase transition from the orthorhombic to a tetragonal crystal system, and
at higher temperatures to the cubic system. [44, 45]. An example of how this phase
Figure 5: Left: Barium titanate perovskite crystal in undistorted cubic paraelectric
phase. Right: Distorted tetragonal ferroelectric phase
transition from the high-symmetry cubic phase to the lower-symmetry tetragonal
phase affects the materials properties can be seen by studying their ferroelectric re-
sponse. Ferroelectricity is described as the property of certain materials to display
a spontaneous electric polarization in the absence of an electric field and that can
also be reversed by applying an electric field. Barium titanate, BaTiO3, and lead
titanate, PbTiO3 perovskites may be considered as the archetypal materials that
exhibit ferroelectric behaviour. BaTiO3 is known to undergo a displacive phase
transition upon heating, in contrast to other order-disorder phase transitions found
in ferroelectric materials such as NaNO2. Displacive phase transitions, also known
as diffusionless phase transitions, are second-order phase transitions that occur
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without the atoms in the crystal undergoing diffusion at long-range distances. In
this phase transition, the active ions displace from their positions continuously
from the lattice sites. This homogeneous movement ultimately results in a change
in the crystal structure [46].
Above 405 K, BaTiO3 possesses a centro-symmetric cubic structure and thus,
possesses no spontaneous dipole moment. At this phase, BaTiO3 behaves like a
paraelectric2. Below the Tc=405 K critical temperature, BaTiO3 changes to a
tetragonal crystal system with the central Ti4+ atoms displaced to an off-center
position relative to the O6 octahedra resulting in the stretching and polarizing the
crystal. This asymmetrical configuration in the equilibrium of the atomic posi-
tions results in a permanent dipole moment that is responsible for the ferroelectric
behaviour observed in these materials [47, 48]. Figure 5 shows the displacement
of the atoms from a centro-symmetric paraelectric configuration to the distorted
asymmetrical ferroelectric configuration.
The class of perovskites that this thesis is concerned with are the organic in-
organic lead halide perovskites CH3NH3PbI3, or MAPbI3 (methylammonium lead
halide). The CH3NH3 cation (RA=0.18 nm), Pb (RB=0.119 nm), and I (RX=
0.220 nm) giving a tolerance factor of t=0.83. Other elements such as formami-
dinium NH2CH=NH2 (RA=0.19-0.22 nm) can also be used to give a stabilized
stable final structure. Bromine (RX=0.196 nm) and chlorine (RX=0.181 nm) are
also used in the mixed halide case with chemical formula CH3NH3PbI3−xBrx and
CH3NH3PbI3−xClx obtaining efficient cells with tolerance factors within the de-
sired range giving stable perovskite structures [29]. Lead halide perovskites are
also known to undergo similar phase transitions as BaTiO3, and like BaTiO3, also
affects the material’s electronic and optical properties which ultimately dictates a
photocell’s design and efficiency.
The physical and electronic properties of a material are inextricably inter-
twined with regards to understanding and explaining certain phenomena, as was
evidenced by the example of the ferroelectric BaTiO3. The next section will cover
some of the key descriptions of the electronic properties and structure of per-
ovskites in general and our class of perovskites in particular.
2.2 Electronic structure
Perovskite materials have garnered significant attention among the scientific com-
munity because of their many interesting properties, as the previous section pointed
out. Recent studies on CsSnI3 have demonstrated two interesting properties that
contradict each other: a strong photoluminescence indicative of semiconducting
2Paraelectrics, in contrast to dielectrics, have a polarization that behaves non-linearly as a
function of the electric field.
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Table 1: Properties of various perovskites. Taken from Solid State Chemistry and
its Applications 2nd Edition [45]
Perovskite Property
CaTiO3 dielectric
BaTiO3 ferroelectric
Pb(Mg1/3Nb2/3)O3 ferroelectric
Pb(Zr1−xTix)O3 piezoelectric
(Ba1−xLax)TiO3 semiconductor
(Y1/3Ba2/3)CuO(3− x) superconductor
SrCeO3:H proton conductor
RE TM O3−x mixed conductor
Li0.5−3xLa0.5+xTiO3 Li+ ion conductor
A MnO3−δ colossal magnetoresistance
behaviour and a high electrical conduction indicating metallic behaviour [49]. This
raises the curious question as to whether CsSnI3 is a semiconductor or a metal. In
the study, it was concluded that although stoichiometrically it is a semiconductor,
its tendency to form intrinsic defects attributed to Sn vacancies produces highly
mobile holes which results in the metallic behaviour observed in this material.
Another property of perovskites that make them an appealing material to
study is its ability to transition to the superconducting phase at high temperatures.
Yttrium barium copper oxide for instance, a perovskite-related material, was the
first material to exhibit high temperature superconductivity at Tc around 90 K.
However, early studies on perovskites began slow, and experiments conducted in
the 1980’s by J. G. Bednorz and K. A. Muller on SrTiO3 perovskite led to the
discovery of a superconducting phase at Tc 0.3 K. The interesting aspect of this
find is the fact that a superconducting phase was found at all because the carrier
densities in SrTiO3 were so low compared to common superconducting materials
such as NbO which exhibit metallic-like levels of carrier densities. Subsequent
efforts to increase the superconducting temperatures were made by doping SrTiO3
with Nb in order to increase the carrier density, and this led them to increase Tc
to 1.1 K. This finding was very exciting at the time, especially since the record
value for Tc lay stagnant at around 23 K since 1973 and a breakthrough in the
field was desperately needed. This breakthrough came when Bednorz and Muller
investigated other perovskite systems, and in particular Ba-La-Cu-oxides which
displayed superconducting behaviour at 35 K. The increase of over 10 K from the
previous record value was unprecedented, and ultimately led Bednorz and Muller
to be awarded the Nobel prize in 1987 [50, 51].
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The previous section showed how a perovskite materials structural phase
transition to lower orders of crystal symmetry affects its electronic properties with
the example of barium titanate’s ferroelectric properties. One of the more impor-
tant properties that are affected is the energy band gap, which is responsible for a
wide host of phenomena observed such as the shininess of metals, the green colour
of a plant’s leaves, and whether a material is metallic, insulating, or semiconduct-
ing as well as other more intricate phenomena that are strongly dependent on the
band gap. In an extensive study on the crystal chemistry of MAPbI3 by Baikie et
Figure 6: Calculated band structure of CH3NH3PbI3 as a function of the crystal
symmetry for (a) cubic, (b) tetragonal, and (c) orthorhombic phase. Reproduced
from Ref. [44] with permission from The Royal Society of Chemistry.
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al., electronic structure calculations using Density Functional Theory (DFT) and
Generalized Gradient Approximation (GGA) methods were conducted to observe
the effects of the crystal structure on the energy band gap 3[44]. It was found that
the band gap increased with decreasing orders of symmetry, as shown in figure 6
where (a) corresponds to the cubic phase, (b) corresponds to the tetragonal phase,
(c) corresponds to the orthorhombic phase. There are several changes in the band
structure to notice in addition to the changes in the band gap. Firstly, the position
of the band gap in the cubic phase changes from the R symmetry point to Γ when
transitioning to the tetragonal and orthorhombic phase. Also, we can note the
differences in the carrier mobility by investigating the curvature of the bands in
the vicinity of the gap: for the cubic phase the band bends more at the R symme-
try point than in the Γ for the tetragonal and orthorhombic phase indicating that
the carriers have higher mobility in the cubic phase than the others. The other
feature to note is the band dispersion, which is the relation between the energy
of the electrons En and the wave vector k. From here we can assess that due to
the flatness of the band in the orthorhombic phase at -6 eV, corresponding to the
organic MA electrons, that the electrons there do not hybridize or interact with
the other electrons and are said to be localized and dispersionless, whereas in the
cubic phase at -6 eV, we observe that the band bends noticeably. More on the
electronic structure of MAPbI3 will be discussed at the end of this chapter.
The cubic phase for MAPbI3 contains a well-defined direct energy band gap
of 1.3 eV. Upon cooling to 333 K, it makes a structural phase transition to the
tetragonal phase, where the tilting of the PbI6 octahedron along the principle axis
leads to the increased band gap of 1.43 eV. Figure 7 depicts this tilt for CsSnI3
in the tetragonal and orthorhombic phase along two different axes. This tilting
of the PbI6 octahedra increases the unit cell volume by a factor of two, with
the a lattice parameter
√
2 times the value of that in the cubic phase. At 161
K, the orthorhombic phase is present and is accompanied with an even further
tilting of the PbI6 octahedra giving an energy band gap of 1.61 eV. In fact, this
behaviour extends to all perovskites which undergo similar phase transitions [54].
Using ab initio methods, Boriello et al. also showed for CsSnI3 that the energy
band gap increases as the crystal’s symmetry is reduced. It was deduced that
the tetragonal phase of MAPbI3 is most favourable when it comes to the light
harvesting capabilities because of its conveniently sized band gap of 1.43 eV. This
is significant because the low temperature phase of the tetragonal crystal system
at 333 K allows for low temperature processing which ultimately reduces the cost
of solar cell production.
In the case where we substitute the atomic constituents of the perovskite, one
3For more information regarding the computational methods mentioned in this chapter refer
to [52, 53]
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Figure 7: Tilting of the SnI6 octahedra for CsSnI3 in (a) tetragonal (b) orthorhom-
bic phase shown along different axes. The unit cells are also included. Reprinted
figure with permission from [54]. Copyright (2008) by the American Physical So-
ciety.
could predict from the tight-binding model that a larger lattice size would result
in a higher band gap. With the substitution of NH3CH3 with NH4 in lead halide
perovskites, where NH4 is clearly smaller than NH3CH3, results in the reduction
of the size of the cage and ultimately the size of the unit cell. DFT calculations
using the LDA confirms this trend where the calculated band gap for NH4PbI3
is smaller than NH3CH3PbI3 [55]. In the same ab initio study by Boriello et al.,
they substituted the organic molecule confined in the cage with other molecules of
varying size and showed that as the lattice parameter increased, so did the energy
band gap.
Figure 8 shows a plot of their results where both of the trends are seen: (i) as
crystal symmetry is reduced, the band gap increases, (ii) as the lattice size increases
due to the A-site cation substitution, the band gap also increases. Thus, it can be
concluded that the electronic properties of the perovskites are strongly dependent
on the A-site cation because of the way it dictates the structure and stability
of the inorganic BX6 octahedra and the formation of its network. Furthermore,
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Figure 8: Plot for the energy band gap as a function of the lattice size a with the
notation: (I): cubic phase, (II) tetragonal phase, (III) orthorhombic phase. There
are two distinct trends: (1) as the symmetry is lowered, the band gap increases
(red squares), (2) as the lattice parameter is increased, the band gap increases
(black circles). The solid black line is used as a visual guide. Reprinted figure
with permission from [54]. Copyright (2008) by the American Physical Society.
these results imply that there are more complex factors at play when it comes
to the exact relationship between the atomic constituents and the energy band
gap. Thus, in order to explain these concepts clearly, one has to look deep into
the hybridization of the orbitals so as to obtain a clearer picture of how the other
atomic components affect the band gap.
Band gap engineering plays a significant role in raising the efficiencies of solar
cells as well as in developing optoelectronic devices. In a study by Lang et al. on
the electronic and optical properties of ABX3 halide perovskites, they observed
the role of each atomic constituent in the perovskite and how it affects the band
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gap. Using the Vienna ab initio simulation package (VASP) in the scheme of DFT,
they first relaxed all the structures and calculated the lattice constants for various
ABX3 perovskite in the cubic phase (A: Cs, CH3NH3, NH2CHNH2, B: Sn, Pb, X:
Cl, Br, I). From the calculated lattice constants, they found that with increasing
the size of the X-site halide ion, the lattice constant increased, and with keeping
the B and X-site ions fixed as they increased the size of the A-site cation (from Cs
to CH3NH3/NH2CHNH2), the lattice constant also increased.
With this framework, they were able to monitor the behaviour of the band
gap as a function of the chemical trends. Using CsSnCl3 as the representative
perovskite in their research paper, they calculated the DOS and the corresponding
projected DOS (PDOS) for the Cs, Sn, Cl ions (figure 9). The valence band
maximum (VBM) is mainly composed of the anti-bonding hybridization of Sn s
states and Cl p states and the conduction band minimum (CBM) is mainly a non-
bonding Sn p states. It can be seen that for Cs, the A-site cation, that its orbitals
are situated far from the Fermi level and do not interact with the states located
there and are said to be localized. The dominant d orbital of Cs is found at energies
higher than 4 eV in the conduction band while a smaller p state located deep within
the valence band at -4 eV. At 2 eV below the Fermi level at the top of the VBM,
the anti-bonding hybridization of Sn s and Cl p can be seen. By mapping the total
charge density of CsSnCl3, they were able to deduce that the coupling strength
between the Sn and Cl is very large, indicative of strong covalent bonding, and
that the coupling between Cs and Cl is very weak, indicating ionic characteristics.
In fact, this trend extends to all ABX3 perovskite electronic properties: all possess
a VBM that consists of anti-bonding hybridization of B s-states and X p-states,
a CBM with non-bonding B p-states, a covalent interaction between B-X, and an
ionic interaction between A-X. The role of the A-site is primarily electrostatic and
structural and it acts as a charge donor where they provide charge compensation to
the BX−3 cage and they do not hybridize with the cage unless their energy exceeds
a certain amount greater than the Fermi level [56, 57].
From the electronic structure calculations for different perovskites, they found
that (i) as the size of the A cation increases, the band gap also increases, (ii) as
they varied the B-cation from Sn to the more heavier atom Pb, the band gap
increases (Pb and Sn have similar atomic radii with Pb being slightly larger), (iii)
as they varied the X-site halide ion from Cl to Br to I, the band gap decreased.
Using the results of the DOS and PDOS calculations they were able to deduce
the role of each element in the perovskite and how it affects the band gap. Since
the electronic states of the A cation are situated far from the Fermi level, it only
affects the band gap indirectly as a result of the alteration of the lattice constants.
As the A cation increases in size, so does the size of the lattice. The implications
of this is that the larger lattice size results in a longer B-X bond length, which
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Figure 9: Calculated total and partial density of states for CsSnCl3. Reprinted
from [56], Copyright (2014), with permission from Elsevier.
subsequently decreases the strength of the hybridization between B s states and
X p states. Since the VBM is an anti-bonding hybridized state and are higher in
energy than the bonding states, any decrease in the coupling will result in a down-
ward shift of the VBM and will cause in the increase of the band gap. Similarly,
the role of the B-site cation can be explained in terms of the coupling strength
between Sn-X and Pb-X. In the VBM, the energy of the Sn 5s orbital (at -2 eV) is
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closer to the energy levels of the X p orbitals than the Pb 6s (at -8 eV [57]), so the
coupling is stronger between Sn s and X p than Pb s–X p. Since the VBM is an
anti-bonding hybridized state, the stronger coupling will shift up the VBM and as
a consequence reducing the size of the band gap which is why the band gap size
increases when one changes the B cation from Sn to Pb. As for the X halide ion,
we can see that the VBM contains Cl p orbitals at -2 eV. As we move down the
halide group from Cl to Br and I, the X p orbitals are shifted to higher energies
therefore reducing the band gap [56]. These chemical trends and the understand-
ing of how they affect the band gap are very important in the construction of solar
cells. Band gap engineering plays a crucial role in raising the efficiencies of solar
cells by tuning the electronic properties of the perovskite. This is summarized in
table 2. Summary of the role of atomic constituents of ABX3 perovskite on the
band gap
ABX3 Change in ion Effect Details
A cation
B cation
X anion
Increase size of A
Change from Sn to Pb
Change from Cl to Br to I
Increases size of band gap
Increases size of band gap
Decreases size of band gap
As the A cation increases in size, so does the size of the
 lattice. The larger lattice size results in a longer B-X 
bond length, which subsequently decreases the strength 
of the coupling between B s states and X p states. The 
VBM is an anti-bonding hybridized state, so a decrease 
in the strength of the coupling will result in a downward 
shift of the VBM and a consequence of this the size of 
the band gap increases.
In the VBM, the energy of the Sn 5s orbital is closer 
to the energy levels of the X p orbitals than the Pb 6s,
so the stronger coupling between Sn s-X p than 
Pb s–X p explains why the size of the band gap 
increases from Sn to Pb. 
The VBM contains Cl p orbitals at -2 eV. As we 
move down the halide group from Cl to Br and I,
 the X p orbitals are shifted to higher energies 
therefore reducing the size of the band gap. 
Table 2: Summary of the role of atoms in ABX3 perovskite on the band gap
The properties described above are representative of perovskites as a whole.
Lead halide perovskites, CH3NH3PbI3 exhibit very similar properties to those men-
tioned above for CsSnI3. In the PBI6 cage, the Pb ions have a formal electronic
configuration given by 5d106s26p0 and the I is 5p6. The VBM consists of about 70%
I 5p states and 25% Pb 6s states and the CBM mainly consists of Pb 6p orbitals
and mixture of others [57]. The orbitals of the organic part, CH3NH
+
3 , are found
deep in the valence and conduction band and play no role in the hybridization
with the cage, as was mentioned previously for the CsSnCl3 example. The DOS
and PDOS were calculated for the valence structure of CH3NH3PbI3 by Lindblad
et al. and were compared with the experimental spectra [58]. This is shown in
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figure 10. We can see that the region near the VBM is populated by states of the
PbI6 cage, and deep within the valence band at energies higher than 7 eV we have
the states populated by the organic molecular units.
Figure 10: Calculated total and partial density of states for CH3NH3PbI3 and the
valence structure determined from experiments. Reprinted with permission from
[58]. Copyright (2014) American Chemical Society.
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In the region between 2-6 eV in the valence band, we can decompose the peak
into three components: at the valence edge we have anti-bonding states, in the
middle region we have non-bonding I 5p states which are found perpendicular to
the Pb–I–Pb bond axis, and the smaller component at 5 eV consists of σ bonding
I 5 p states along the Pb–I–Pb bond axis. At the VBM, we have Pb 6s–I 5p σ
anti-bonding orbitals, and in the CBM we have Pb 6p–I 5s σ anti-bonding and Pb
6p–I 5p pi anti-bonding orbitals. The population of states observed at 10 eV are a
mixture of I 5p σ and Pb character. At 14 eV, the population mainly consists of
I 5s character [58, 59].
In recent ab initio band structure calculations of lead halide perovskites,
it was shown that spin-orbit coupling plays an important role in calculating the
energy band gap [60]. Spin-orbit coupling is a relativistic effect that involves the
coupling between an electrons spin and its orbital angular momentum, and is
more pronounced in the heavier elements. Calculations with and without spin-
orbit coupling have shown discrepancies in the experimentally measured band gap
for MAPbI3 (1.61 eV) of close to 1 eV, which is almost of the same order as
the energy band gap itself implying that spin-orbit coupling effects are strong in
these systems and when calculating the electronic structure they must be taken
into consideration. Figure 11 shows the band structure calculations using two
different methods: Local Density Approximation (LDA) in the DFT framework
and Quasi-particle and Self-consistent GW (QSGW) formalism.
It can be seen clearly that along the R (1/2, 1/2, 1/2) zone boundary we
have a direct band gap. The coloured bands are for the QSGW calculations and
the gray dotted lines are for the LDA. While LDA greatly underestimates the band
gap value (0.53 eV), the QSGW slightly overestimates band gap values (1.67 eV).
The bands are color coded with the green hue to be I 5p, red for Pb 6p, and blue
for Pb 6s. The bands in the valence region near -2 eV are almost entirely of I 5p
character and the bands in the conduction region near +3 eV are almost entirely of
Pb 6s character. Near the band maximum and minimum we have darker shades of
the colour indicating intermixing between the Pb and I energy states. In the LDA
we see a dispersionless band around -5 eV which is associated with the organic
CH3NH3 molecule. This band is shifted down to -7 eV in the QSGW calculations
and can be verified with the DOS calculations performed by ref.[58, 61] by looking
at the PDOS for the methylammonium component (as shown in figure 10). The
significant difference between the band structure, most noticeably in the states
near the VBM, and energy band gap between the two methods of calculation show
that a self-consistent QSGW formalism is more superior to LDA when it comes to
explaining and understanding the electronic structure properly.
In the QSGW formalism, Brivio et al. calculated the effective masses in the
lower conduction bands to be around m0 0.15 eV. In fact, the effective masses for
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Figure 11: Calculated band structure for CH3NH3PbI3. The coloured bands were
calculated using QSGW formalism and the gray dotted bands were calculated using
LDA in the DFT framework. Significant discrepancies in the band gap values and
the states near the VBM can be seen from the two different methods of calculation.
The bands are color coded with the green hue to be I 5p, red for Pb 6p, and blue
for Pb 6s. Reprinted figure with permission from [55]. Copyright (2014) by the
American Physical Society.
both mp* and mn* both have values less that 0.3 me, which agrees with studies
on the bipolar electrical conductivity of these perovskites. Furthermore, the small
masses calculated imply that the electrons possess high mobilities and and long
diffusion lengths, allowing them to be collected at the end electrodes before recom-
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Figure 12: Optical absorption spectrum calculated. It can be seen that the ab-
sorption calculated is smaller but still very close to that of GaAs. Reprinted figure
with permission from [55]. Copyright (2014) by the American Physical Society.
bination. The mobilities of the free electrons range from 7.5 cm2V−1s−1 and for
the holes the values range from 12.5-66 cm2V−1s−1. The excitons produced in lead
halide perovskites during the photovoltaic process possess weak binding energies
(about 0.03 eV) which causes them to dissociate quickly into free carriers at room
temperature. Recombination in these materials happen at a time-scale of the order
of 10−7 seconds, which suggests that they have long diffusion lengths (ranging from
100-1000 nm) ensuring that they reach the end electrodes [62]. The absorption
coefficients from the optical absorption spectra were also calculated by Random
Phase Approximation (RPA) calculations from the QSGW potential and figure 12
depicts the calculated optical absorption spectra. The absorption coefficient is an
indicator of how deep light at a certain wavelength can travel in a material before
it is absorbed. It was found from the RPA calculations that the CH3NH3PbI3
perovskite possessed absorption coefficients with values comparable to GaAs, a
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high-cost/high-efficiency solar cell material [57, 63]. This is significant in photo-
voltaic design because it means that only a thin layer of the perovskite is needed
for photoabsorption, which greatly reduces the raw materials required to manufac-
ture solar cells at the large scale. This property of CH3NH3PbI3, combined with
low carrier masses and long diffusion lengths allow for cheap and highly-efficient
cells.
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3 Fundamentals of experimental techniques
This chapter will cover the fundamentals of the experimental techniques used in
this thesis.
3.1 X-ray Photoelectron Spectroscopy (XPS)
XPS is a surface analysis technique used for studying the elemental, electronic, or
chemical state of a material. XPS is widely used for studying the surface physics
and chemistry of a material because of its high sensitivity to the surface (the
first 20 atomic layers or about 0-10 nm). XPS provides a wealth of information
about the surface of the material being studied: elemental composition at the parts
per thousand range, stoichiometry and empirical formula of the material, and the
chemical and electronic state of the elements on the surface. XPS can also be used
to study the uniformity of the elements present on the surface by line profiling or
depth profiling.
The basic components of a typical XPS instrument are shown in figure 13.
It mainly consists of an X-ray source, UHV stainless steel chamber, and an elec-
tron energy analyser. The choice of X-ray source is determined by the energy
resolution desired and whether hard (above 5-10 keV) or soft (lower than 5 keV)
X-rays are to be used in the case of inorganic or organic samples. Typical X-ray
sources include magnesium, but more commonly used are aluminum and copper
sources. The X-rays are generated by in a vacuum tube from a heated filament
(cathode) that emits electrons which are accelerated toward a water cooled anode
over a potential of around 5-20 kV toward a metal target, producing X-rays. This
happens via fluorescence emission, where the incident electron of sufficient energy
knocks an electron out of a core core level orbital, and as a consequence electrons
from a higher energy level transitions down to fill the core-hole while simultane-
ously emitting a photon with energy in the X-ray region of the spectrum. Along
with the characteristic emission lines another form of radiation emission called
bremsstrahlung (from bremsen ”to brake” and Strahlung ”radiation”) which, from
the name suggests, arises from the deceleration of the incident electrons when it
scatters off of a nucleus. Upon scattering, the electron loses kinetic energy and,
in fulfilment of the conservation of energy, consequently emits a photon. The
bremsstrahlung is a continuous spectrum that shifts to higher frequencies as the
change in kinetic energy increases.
To probe the sample more effectively and to increase the energy resolution
by removing any unwanted radiation, a monochromator, usually a quartz crystal,
is used. The kinetic energy of the photoemitted electrons is the physical quan-
tity which is measured. The electrons are filtered through an analyser so that
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only energies greater than a specific amount is allowed to pass through and on to
the detector (also called the pass energy). The most common analyser used is a
hemispherical analyser.
Electron source
Electron beam
Al or Mg anode to generate X-rays
Quartz crystal
monochromator
Specimen
Photoelectron trajectory
Hemispherical
     analyzer
Detector head
Computer
Figure 13: Schematic of XPS instrument
When light is irradiated on a material, some of its energy is transferred to
the electrons in the system. This transfer of energy causes the electronic system to
make a transition to a higher energy state. In XPS, the electromagnetic radiation
used are X-rays, and in this case the energy transferred to the electrons are strong
enough to overcome the binding energy (ionization potential) holding the electron
at the nuclear potential. This results in the emission of a photoelectron and the
subsequent production of a core hole. This process, known as the photoelectric
effect, can be written as:
hν + A −→ A+ + e− (3)
where hν is the energy of the X-ray. Thus, by knowing the incident energy hν,
and by measuring the kinetic energy of the emitted electrons Ek, one can calculate
the core level binding energy Eb from the energy conservation equation:
Ek = hν − Eb − Φ (4)
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where Φ is the work function of the specimen. The core level binding energies
Eb are unique and characteristic to every element and the orbital with which the
electron was ejected from, and can therefore be used to identify all of the elements
in the Periodic Table4. The core hole produced as a result of the photoemission
of the electron will eventually become filled by the relaxation of an electron from
a higher energy. This can lead to two scenarios: i) X-ray fluorescence where the
electron relaxes to occupy the core hole and subsequently emits a photon, and ii)
Auger electron emission where the relaxation of an electron to the core hole emits
a photon which is in turn absorbed by another electron in the outer valence levels
giving it enough energy to be ejected [64]. These emission processes are shown
schematically in figure 14.
The photoemission process takes place in 4 steps: 1) the electromagnetic
radiation is absorbed by the electron which then makes the transition from its
initial state to a higher excited state (initial state effects), 2) response of the atom
and the creation of a photoelectron and a core hole (final state effects), 3) the
photoemitted electron makes its way to the surface (extrinsic effects), 4) after
overcoming the material’s work function, the photoemitted electron is ejected into
the vacuum. The majority of the photoemitted electrons that make their way to
the surface undergo a series of inelastic scatterings which results in a decrease in
their kinetic energies. In terms of the photoemission spectra, this translates to
two distinct features: i) those that do not suffer any kind of inelastic scattering
(the electrons emitted closest to the surface) and display distinct peaks, and ii)
those that suffer inelastic scattering and will contribute to a broad and continuous
energy spectrum that extends all the way to zero kinetic energy, i.e. those that
barely make it out of the specimen and to the energy analyser. These features can
be seen in figure 15 for the survey spectrum of the TiO2 titania where we have a
superimposition of the distinct peaks and the background.
Line-width broadening is another feature of the spectrum that needs to be
addressed. There are two mechanisms as to why the peaks are broadened: i)
extrinsic effects, and ii) intrinsic effects. The extrinsic effects are due mainly to
the energy distribution of the X-ray flux and the response function of the electron
analyser which has the possibility of being asymmetric. In a typical laboratory set
up using unmonochromated Mg or Al Kα X-rays the line broadening will be of the
order of 1 eV for the Full-Width at Half-Maximum (FWHM). With synchrotron
radiation sources, the line broadening due to extrinsic effects can be as low as 0.25
eV [65]. Other types of extrinsic line broadening may be due to sample charging.
For intrinsic effects, the broadening is primarily due to lifetime of the core hole
state created upon photo-ionization, and are usually Lorentzian in nature. These
4With the exception of hydrogen and helium because of the overlap of their peaks at low
energies and low photoelectron cross-section
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Figure 14: Schematic of X-ray processes which includes photoelectron emission,
X-ray fluorescence, and Auger electron emission where hν is energy of the incident
photon, EAE is the energy of the outgoing Auger electron, EPE is the energy of the
outgoing photoelectron, EXRF is the energy of the outgoing fluorescence photon,
and EK , EL and EM are the energies of the K, L, and M orbitals respectively
broadenings can be fitted and analysed relatively well using a Voigt convolution
where a mixture of Gaussian and Lorentzian functions can be used to fit the
peaks acquired from the experimental data. More on the functional form of these
functions will be presented in the data analysis section [65, 66].
Another feature of an XPS spectrum is the presence of peaks which arise
from plasmon effects. Plasmons are the oscillations of a collective electron density
in a solid and may either be found in the bulk (bulk plasmons) or on the surface
(surface plasmons)or in the interface between a metal and a dielectric. There
are two types of plasma excitations which may be found: intrinsic plasmons and
extrinsic plasmons. Intrinsic excitations occur when the core hole created by the
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Figure 15: Survey spectrum of all elements present in TiO2 perovskite deposited
on FTO glass
photo-ionization couples with the collective electron oscillation. This coupling
decreases the kinetic energy of the photoelectron by ~ωb or ~ωs, (where ~ is the
reduced Planck constant, and ωb and ωs are the frequency of the oscillation of the
plasmons in the bulk and at the surface, respectively) depending on whether the
coupling the took place at the surface or in the bulk of the solid. This process
is also referred to as shake up satellites5. The effect is absent in non-metals.
The other excitation due to plasmons are the extrinsic effects. These arise from
the electrostatic interaction between the plasmons and the photoelectrons that
are traversing through the solid toward the surface. The peaks due to plasma
excitations are found away from the main peak, at higher binding energies, and
tend to be broad [66, 67].
In most cases, there is no single peak present for the main line. In all orbitals,
except for the s levels, there will be a doublet feature where the energy level is
split into two. This splitting comes from the spin-orbit coupling of an unpaired
5These satellites should not be confused with the satellites due to the incident X-rays. Typ-
ically, the Kα line is most commonly used because it yields the highest flux of incident X-rays.
However, it is also possible to generate X-rays at higher energies such as the Kβ , which results
in ejecting the electron at a higher kinetic energy (lower binding energy). It is conventional to
subtract from the spectrum prior to data analysis because they may affect the baseline for the
background of the main peak
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electron; the electron can exist in the +
1
2
or -
1
2
spin state which couples with its
orbital angular momentum (orbital quantum state l>0) to produce the doublet in
the main peak that we observe. The doublet peaks produced have a specific area
ratio relation based on the degeneracy of each spin state.
The binding energy of the electron also depends on the formal oxidation state
of the atom as well as the local chemical environment. Changes in either one can
produce a small shift in the binding energy of the electron. This shift is called
chemical shift. The chemical shift is associated with the part of the electron density
contributed by the electrons in the outer shells (valence electrons). Therefore we
can make the connection between the changes in the chemical shift together with
the electronegativity6 of the neighbouring atoms. Figure 16 shows an example
of how chemical shift is observed in an ethyltrifluorotricetate (CF3COOCH2CH3)
molecule. It can be seen from the spectrum that with the change in the chemical
environment, the binding energy of the carbon 1s electron also varies between 2-8
eV. By using a simple electronegativity argument, one can make the assignments
of the C 1s chemical shifts seen in the spectra. The carbon atom in the CF3
molecular group is neighboured by three strongly electronegative fluorine atoms.
This leads to a depletion of the electron density on the carbon atom which results
in the nuclei holding the 1s electron stronger leading to higher binding energies
and the largest chemical shift (8 eV). The carbon in the C=O molecular group
has two strongly electronegative oxygen atoms in its nearest vicinity (3.44 in the
Pauling’s scale) which, based on the similar arguments used for the CF3 molecular
group, results in the second largest chemical shift (5 eV). Similarly, the carbon
atom in the CH2 molecular group has only one oxygen atom in its neighbourhood,
and thus, has the third highest chemical shift of under 2 eV [69]. An extensive
list of these chemical shifts are catalogued in databases such as those found in the
National Institute of Standards and Technology (NIST) [70].
In general, atoms with a higher positive oxidation state exhibit a higher
binding energy because of the extra attractive coulombic interaction between the
electron and the ion core. Figure 17 shows how the binding energy changes with
the oxidation state for titania apatite. First to note, are the multiplet splitting
for each main peak line where the peaks at the lower binding energies originate
from the Ti 2p 3/2 electrons and at the higher binding energy for the Ti 2p 1/2
electrons. Then there is the main trend where as we go up in binding energy
the oxidation number also goes up. Thus, the ability for the XPS technique to
differentiate between different oxidation states and chemical environments is what
6The electronegativity is a property of an atom that describes its tendency to attract an
electron density toward itself. A highly electronegative element such as fluorine (3.98 in Pauling’s
scale) will attract an electron stronger toward itself than, say, an atom with low electronegativity
such as iodine (2.66 in Pauling’s scale)
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Figure 16: XPS spectra in C 1s region for CF3COOCH2CH3 [68]
makes it such a useful and important technique for surface analysis.
One must also keep in mind the electric properties of the sample. Insulating
materials pose some difficulties in XPS analysis due to surface charging. As the
electrons in the surface are lost during photoemission, a positive charge will begin
to build up on the sample surface. This produces a bias in the vacuum tube
which decreases the kinetic energy of the photoelectrons resulting in a shift of the
entire spectra to higher binding energies. To compensate for this excess charge, a
low energy electron flood gun (with energy of several eV) is used to replenish the
electrons which are lost during photoemission. This will cancel the positive charge
build-up at the surface and shift the electron binding energy back to lower values.
However, this will only compensate for some of the charge, and one must be careful
not end up with an excess of surface charging. In this case, charge referencing is
essential. It is generally taken that the binding energy of a carbon 1s peak in
the C-C chemical state has a binding energy of 284.8 eV [70]. Given that on the
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Figure 17: XPS spectra in Ti 2p region for titania apatite. Reprinted from [93],
Copyright (2010), with permission from Elsevier.
surface of every sample there is adventitious carbon present7, and while a nuisance,
it can in most cases be used to reference how much the spectra has shifted as a
result of the surface charging effects. This is not the case for conductive samples,
since they are grounded and the electrons lost are replenished via the contacts of
7Once the sample is taken out of the vacuum after synthesis, there will a be a layer of 1-2 nm
thickness of carbon contamination from the atmosphere
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the sample holder.
3.2 Scanning Electron Microscopy (SEM)
A scanning electron microscope is a type of microscope that scans the surface of a
material with an electron beam. It images the surface texture and topography by
detecting the variations of the electron signal with the atoms of the surface that
it interacts with. It may also be used for elemental analysis, Energy-dispersive
X-ray spectroscopy (EDS), by detecting the energy of the X-rays emitted from the
sample by a fluorescence emission process as was explained in section 3.1 (figure
14). SEM is heavily used in both the industry and in scientific research in a wide
range of fields spanning from materials science to biological systems [72].
The basic components of an SEM is shown in figure 18. The set up mainly
consists of i) an electron gun, ii) series of magnetic lenses and apertures, iii) de-
tectors, and iv) vacuum pump. The electrons are emitted from an electron gun,
normally a tungsten cathode filament, where an electric current is passed through
the filament and electrons are ejected out of the surface. The number of electrons
emitted from the filament is proportional to the current being supplied, and there
comes a point where the number of electrons emitted becomes maximum and a
saturation point is reached. Most of the energy generated in the tube is lost due
to heat and only a small fraction actually produces X-rays, and therefore a water-
cooling component is used. The essential requirements of the electron gun for
SEM is a stable beam beam with high current, small spot size, adjustable energy,
and small energy dispersion. Misalignment of the beam results in aberrations and
astigmatism where the image appears to be out of focus and distorted. A Wehnelt
cap, or cylinder, is a component of the electron gun that is used to focus and con-
trol the electrons that are ejected from the filament. A series of magnetic lenses
are used to collimate the electron beam so that it is focused on one spot. A set of
detectors are present for measuring the energies of the electrons, and depending on
the application may either measure electrons emitted from the sample via inelas-
tic collisions (secondary electron emission), or elastically scattered (backscattered
electron emission), or X-ray emission which occurs during electron relaxation from
a higher energy state to a lower. A vacuum pump is used to prevent losses in
the electron’s kinetic energy so as to ensure that all emitted electrons reach the
detectors [73].
There are essentially two ways the electron beam can interact with the spec-
imen: one is by elastic scattering and the other is by inelastic scattering. In elastic
scattering, where the kinetic energy of the electron is conserved in the center of
mass frame, the electron backscatters off a heavy nucleus with negligible energy
loss. In inelastic scattering, a portion of the electron’s energy is lost during the
scattering and is transferred to the atoms in the sample. This transferral of energy
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Figure 18: Schematic of SEM instrument with main components
results in the generation of secondary electrons due to the atoms in the specimen
being ionized. These are loosely bound electrons which are ejected from the spec-
imen and make their way to the detector with typical energies under 50 eV. Since
this energy is so low, the secondary electrons that are generated deep in the spec-
imen will lose all of their energy before they even make it to the detector. Along
with the secondary and backscattered electrons, other emission processes occur
such as element-specific X-ray emission, X-ray continuum (bremsstrahlung), and
Auger electron emission. A schematic of the electron-matter interaction is shown
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in figure 19.
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Figure 19: Diagram of the different ways the electron and specimen interact to
produce various signals that could be measured
How deep the electron penetrates the specimen depends not only on the
sample density and chemical composition, but also on the accelerating voltage.
This is a bias developed in the vacuum tube to draw the electrons from the gun to
the specimen. Higher accelerating voltages results in an overall increase in signal
intensity and deeper probing into the sample. This generally results in a reduced
fraction of secondary electrons with respect to the total number of electrons that
are ejected from deeper in the bulk. As a consequence of this reduced fraction
of secondary electron yield, details regarding the surface is lost. With certain
biological samples and other forms of soft matter, a higher voltage results in the
heating of the sample which may cause irreversible damage. Therefore, when
adjusting the accelerating voltage prior to imaging, the sample in question and
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the level of detail of the surface desired must be taken into consideration. Typical
values for the accelerating voltage varies from as low as 3 kV, to as high as 30 kV
[74].
The imaging process occurs mainly from detecting the signals from the sec-
ondary electrons. These electrons are located near the surface and are sensitive
to the topography. Electrons which reach the detector are scintillated to produce
photons which are in turn passed through a photomultiplier tube for the signal
to be amplified. Regions on the surface of the specimen where the path of the
secondary electrons are obstructed (such as bumps, hills, or craters) would result
in a smaller yield of electrons reaching the detector. Since the image is monochro-
matic, regions where the electron yield is lower will be of darker hue than regions
where the yield is higher. Therefore, when the entire scanning complete, the con-
trast between the bright regions and the darker regions image the topography and
texture of the entire surface. Images may also be acquired using backscattered
electrons, which occur when the primary electron beam is scattered from the nu-
cleus at angles greater than 90 degrees. The number of backscattered electrons
depends on the size of the nucleus, and hence, the larger the nucleus the larger the
cross-section, i.e. more electrons are scattered from it. Regions in the image that
are brighter implies that the concentration of heavier nuclei are greater there, and
in regions where it is darker signify the presence of low atomic number elements.
The backscattered electrons possess energy much greater than secondary electrons,
and therefore they require their own separate detectors [75].
3.3 X-ray Diffraction (XRD)
X-ray diffraction is an experimental technique used for studying the crystal struc-
ture of materials. It is used extensively in materials science, mineralogy and
metallurgy, pharmaceutical industry, forensic sciences, and microelectronics in-
dustries. XRD provides information on the phase composition of the samples,
lattice and crystal parameters, microstrains, texture and preferred orientation of
crystals, crystallite size and other atomistic and structural properties.
X-ray diffraction results from the elastic scattering of X-rays off the regu-
lar and repeating array of atoms in a crystal. These atoms act as coherent point
scatterers which produce secondary waves (Huygen’s principle) that may construc-
tively interfere with each other or completely cancel each other by destructive in-
terference. The condition for constructive interference is presented in the Bragg’s
law:
2dhklsinθ = nλ (5)
where dhkl is the spacing between the lattice planes, λ is the wavelength of the
X-rays, θ is the scattering angle, n is a positive integer, and hkl are the Miller
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indices defining the planes. This is shown schematically in figure 20.
Figure 20: Schematic of Bragg’s law. The Bragg condition is satisfied for con-
structive interference when the path difference 2dsinθ = nλ
The d-spacing, which is the perpendicular distance between two adjacent
planes, for an orthogonal crystal system is related to its Miller indices by:
1
d2hkl
=
h2
a2
+
k2
b2
+
l2
c2
(6)
where a, b, c are the lattice parameters defining the dimensions of the unit cell.
For the case where we have a simple cubic crystal, a = b = c, equation 6 is reduced
to:
1
d2
=
h2 + k2 + l2
a2
(7)
By combining equation 5 and 7, we can relate the Bragg angle and the lattice
parameters with the corresponding hkl planes for a simple cubic crystal to get:(
λ
2a
)2
=
sin2θ
h2 + k2 + l2
(8)
The experimental procedure for XRD consists of 3 steps. The first is the
preparation of the sample which could either be a single crystal specimen or pow-
dered. In single crystal XRD, the sample must be large enough and should not
contain any cracks. The second step is mounting the sample onto the stage. the
crystal is then rotated so that the X-rays diffract off of each of the different planes.
The intensities of each of the diffraction spots correspond to the Bragg angle and
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are recorded. In the third step, the data is collected, fitted, refined, and analysed
to extract the physical quantities of the crystal.
In this thesis, we will utilize XRD to study the phases present in our sam-
ples, which crystal systems they belong to, and some basic quantification such as
lattice parameters and the lattice d-spacings. Figure 21 shows the different crys-
tallographic lattice planes for CH3NH3PbI3 perovskite in the tetragonal crystal
system.
Figure 21: Crystallographic planes for CH3NH3PbI3 perovskite in tetragonal crys-
tal system
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4 Experiment
The nature of these experiments is to investigate the electronic and atomistic
properties of perovskite systems.
4.1 Samples
Two sets of three samples were investigated: i) mesoporous m-TiO2/glass substrate
(made conductive by a Fluorinated Tin Oxide layer (FTO)), ii) CH3NH3PbI3/FTO
conductive glass substrate, iii) CH3NH3PbI3/m-TiO2/c-TiO2 (compact layer)/FTO
conductive glass substrate. Samples i) and ii) were used as control samples, with
which sample iii) is compared with and is the main sample under investigation.
In the results section in chapter 5, all of the SEM pictures were taken with the
first sample set. The XRD measurements were taken with the second set of sam-
ples. Three XPS measurements were taken with two sets of these 3 samples. The
first measurement was taken for the first set of samples, and the other two were
taken for the second set of samples. The third measurement was taken with the
longest measurement times providing us with the most reliable quantitative data,
and will be the only ones that will be presented in the results chapter. The sam-
ples were provided by Solaronix company and were stored in vacuum prior to the
measurements. Based on the characterization, we deduce that the perovskite were
prepared by a sequential solution deposition method, which is regarded as the
most cost-effective means of crystal growth.
Table 3: Summary of samples
Sample Details
sample1 m-TiO2/FTO-glass
sample2 CH3NH3PbI3/FTO-glass
sample3 CH3NH3PbI3/m-TiO2/c-TiO2/FTO-glass
4.2 Experimental set-up
4.2.1 XRD
XRD technique was used to study the crystal system of the perovskite and the ti-
tania. The measurements were conducted using a PANalytical X’Pert PRO MPD
X-ray diffractometer with wavelength 1.54 A˚ from Cu Kα The samples were mea-
sured in a Bragg-Brentano geometry were performed by Dr. Mikko Heikkila¨ at
the Laboratory of Inorganic Chemistry and the instrument is shown in figure 22.
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Figure 22: The PANalytical X’Pert PRO MPD X-ray diffractometer used for the
XRD measurements
4.2.2 SEM
SEM was used to measure the approximate film thickness and to study the mor-
phology of the samples, in particular the substrate effects of FTO glass and m-TiO2
on the perovskite. SEM was also used to ascertain the quality of the samples and
to determine whether the perovskite infiltrated into the mesoporous layer as well as
other qualitative factors such as surface coverage and adhesion between the layers.
The instrument was a Hitachi S-4800 field emission scanning electron microscope
(FESEM) and EDS is Oxford INCA 350 energy dispersive X-ray spectrometer.
The measurements were conducted with an accelerating voltage of 10 kV, unless
otherwise stated.
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Figure 23: The Hitachi S-4800 field emission scanning electron microscope and
Oxford INCA 350 energy dispersive X-ray (EDS) spectrometer used for surface
analysis and chemical composition
Two kinds of images were required: cross-sectional images and surface im-
ages. The surface images were taken with and without tilting angles (30-35o) from
the normal. This was done to investigate if there were regions on the surface that
formed islands or other inhomogeneous growth of the perovskite on the surface.
The samples had to be prepared for the cross-sectional images, and a diamond
cutter was used to cleave the samples in half, and a conductive tape was used to
fasten the sample onto the aluminium sample holder. A 3 nm thick layer of AuPd
alloy was sputtered on the surface to make it conductive and to prevent a charge
from building up on the surface. The working distance between the detector and
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the sample was varied from 1.8 mm to 15 mm. The preparation of the samples
and the images were taken at the Laboratory of Inorganic Chemistry under the
supervision of Dr. Marianna Kemell. A photo of the instrument is shown in figure
23.
4.2.3 XPS
XPS was used to determine the stoichiometry, oxidation states, and any chemical
shifts in the binding energies of the samples. The experiments were performed
using a SIMS/SNMS Oxford Instruments modified with the addition of an Omicron
DAR 400/DAR 400HP X-ray source and an ARGUS Spectrometer to perform the
XPS measurements. The incident X-rays generated were monochromatized Al K-
alpha of energy 1253.6 eV. The specimens were attached to an aluminium stage
that grounds the sample and replenishes the electrons lost on the surface during
photoionization.
A broad survey scan was conducted first in order to see the presence of all
surface impurity constituents with step size increments of 1 eV and a measurement
time of 0.1 s. Narrow scans were then conducted in the regions of interest, primarily
the lead, iodine, titanium, oxygen, carbon, and nitrogen with increment step sizes
of 0.1 eV and a measurement time of 1 s. The samples were on a conductive
FTO glass substrate so no charge compensation with the aid of an electron flood
gun was necessary. The binding energies of the spectra were calibrated using the
reference value of the adventitious carbon 1s line at 284.8 eV. The experiments
were conducted at the Accelerator Laboratory under the supervision of Dr. Benoit
Marchand. The instrument used is shown in figure 24.
4.2.3.1 Analysis of XPS data
For analysing and handling the data, CASAXPS [76] software was used.
(i) Background shapes: The factors that contribute to the background of
an XPS spectra have already been presented chapter 3. The most common back-
ground shapes, and the background shapes that were used in the analysis, are
mainly the linear background and the Shirley background. Generally, two points
are chosen at either sides of the main peak, and a background function is forced
to pass through those two points, as in figure 25 (a). The mathematical form for
the linear background is:
L(E) = I1
E2 − E
E2 − E1 + I2
E − E1
E2 − E1 (9)
where I1 and I2 are the intensities at energies E1 and E2, respectively.
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Figure 24: The SIMS/SNMS Oxford Instruments modified with the addition of an
Omicron DAR 400/DAR 400HP X-ray source and an ARGUS Spectrometer was
used to conduct the XPS measurements
The choice of the background function depends on the shape of the spectrum,
and in some cases a step-like function may be needed such as the Shirley back-
ground. The Shirley algorithm uses information about the spectrum to construct
a background that responds to changes in the data. It follows an iterative process
using the areas of the peaks A(E) at a given energy E in order to determine the
background function S(E). The mathematical form for the Shirley function is:
S(E) = I2 + κ
A2(E)
A1(E) + A2(E)
(10)
where κ defines the step in the background and is generally equal to I1 − I2.
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Clearly, the areas A1 and A2 are determined by the shape of the background.
Therefore, an approximation of S(E) is used for calculating the areas A1 and
A2 for every E within the region of interest, which is then modified using the
background computed from the first iterative cycle to improve the values for the
computed areas. This is seen in figure 25 (b).
(a)
(b)
E
155160165170
XPS spectra of argon bombarded thiols
Binding energy (eV)
In
te
n
s
it
y
(a
rb
.
u
n
it
s
)
I1
E1
I2
E2
155160165170
XPS spectra of argon bombarded thiols
Binding energy (eV)
In
te
n
s
it
y
(a
rb
.
u
n
it
s
)
A1 A2
S(E)
Figure 25: (a) Linear, and (b) Shirley backgrounds computed for sulphur 2p spec-
trum
(ii) Line shapes: In the ideal case of a perfectly monochromated X-ray source
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and energy analyser, we would expect all of the photoelectrons that are elastically
ejected from the specimen to possess a single kinetic energy. however, for reasons
presented in Chapter 3, intrinsic and extrinsic effects result in the broadening of
the peak. In most cases, the broadened peak can be fitted using a convolution of
a Gaussian and Lorentzian profiles. The Gaussian profile G(x) as a function of x
is written as:
G(x : E,F,m) = e
−4ln2
(
1−
m
100
)x− E
F
2
(11)
The Lorentzian profile is written as:
L(x : E,F,m) =
1
1 + 4
m
100
(
x− E
F
)2
(12)
where m is a constant that determines the height of the curve’s peak, x is the
independent variable, E is the position of the center of the peak, and F is the
FWHM or the standard deviation that controls the width of the ’bell’. In this
thesis, the product of the Gaussian and Lorentzian profiles are used to fit the
curves and the overall profile is called the Voigt profile:
GL(x : E,F,m) = G(x : E,F,m)L(x : E,F,m) (13)
(iii) Constraints: Peak constraints determine how good and physically mean-
ingful the fit is. One may have a good fit, but without setting any constraints, the
physical interpretation may be incorrect. Among such parameters to constrain are
the doublet separations, FWHM, and peak area ratios for a given set of doublets.
All peak separations of the same element and chemical species would be separated
by the same amount. Therefore, a good fit that results in a peak separation differ-
ent than the actual amount would be incorrect, Likewise, for several peaks within
a broad envelope contributing to the same element would all result in the same
factors that contribute to their broadening, therefore constraints on the FWHM
should be imposed so that the fitting of the multiple peaks all have the same de-
gree of broadening. Another important constraint is the ratio of the areas of a
pair of doublet peaks. The relative intensities of the doublet pairs are given by
2(l − 1
2
) + 1 : 2(l +
1
2
). So, the ratio of the area of a p electron with l =
3
2
peak
and its doublet counterpart p electron with l =
1
2
would be 1:2. For d electrons
(l =
5
2
,
3
2
) the ratio of their areas would be 2 : 3. All of these constraints have to
be taken into consideration in order to ensure a physically meaningful fit.
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(iv) Quantitative analysis: The XPS technique can be used to calculate the
stoichiometry of the sample. The atomic concentrations of a given element in the
sample is calculated by:
Xi = 100
Ai
m∑
j=1
Aj
(14)
where the adjusted intensities Ai are determined by the measured intensities Ii
Ai =
Ii
Ri
(15)
where Ri are the Relative Sensitivity Factors (RSF) for each elemental line for a
given X-ray anode source (see Appendix B). A list of RSF values for Al and Mg
anode sources can be found in online databases [66, 76, 77, 78]. When calculating
the atomic concentration for peaks that are far away from each other, a transmis-
sion function correction has to be applied to the raw intensity (for more details see
ref. [79, 80]). This correction is negligible when considering chemical shifts and
peaks that are close to each other.
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5 Results and discussion
5.1 XRD
From the XRD results we were able to extract quantitative information on our
sample1 sample and qualitative information on the sample2 and sample3 samples.
Figure 26 shows the diffractogram of sample1. Maud software was used to
refine the crystal structure and calculate the lattice parameters [81]. We find
diffraction peaks that correspond to a tetragonal anatase crystal phase for the
titania TiO2 (space group I41/amd)[82]: {101} at 2θ value of 24.98°, {103} at
36.32°, {004} at 37.02°, {112} at 38.03°, {200} at 47.45°. The diffraction peaks
{110}, {101}, {200}, {111}, {210} correspond to a tin oxide SnO2 tetragonal
phase (space group: P42/mnm)[83]. The summary of the results are shown in
table table 4 for SnO2 and 5 for TiO2. Figure 27 shows the comparison between
the experimental data and the fitting used to acquire the peak positions and lattice
parameters.
Figure 26: Diffractogram of sample1 showing the peaks from the FTO substrate
as well as the anatase phase of TiO2 as taken from a screen shot from the Maud
software used for the refinement
The cell sizes were also acquired: for the TiO2, the a parameter was found to
be 3.81 A˚ and the c was found to be 9.82 A˚, which agrees with the literature [82].
The titania crystal sizes were calculated and were found to be 22.7±2.5 nm in size,
which confirms the sizes estimated from the SEM pictures (see section 5.2).
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Figure 27: Comparison between experimental data (top) and the fitting (bottom)
in a 2D plot
The diffractograms for the sample2 and sample3 were also acquired. Figure
28 shows the diffractogram for sample3 and the refined fitted structure for sample2
can be found in Appendix A. We find that the perovskite is in the tetragonal
crystal system (space group: I4/mcm) with cell size a = 8.89 A˚ and c = 12.68
A˚, which agrees with the literature (a = 8.8743 A˚ and c = 12.6708 A˚ [44, 84,
85, 86, 87, 88, 89]). The peaks at {002} at 2θ 13.96°, {200} at 19.87°, {211} at
23.43°, {202} at 24.43°, {220} at 28.37°correspond to the tetragonal perovskite
phase. The summary of the results are shown in table 6. What stands out
in these measurements is the presence of a PbI2 crystal phase, evidenced by the
diffraction peak at 12.5°corresponding to the {001} planes [90]. This feature has
been reported by [86], [87], and [89] previously. This reflects the fact that the
samples were prepared via a sequential deposition technique, where PbI2 is spin
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Table 4: Diffraction peaks for cassiterite-SnO2
hkl 2θ d-spacing (A˚)
110 26.28° 3.39
101 33.46° 2.67
200 37.50° 2.40
111 38.50° 2.34
210 42.12° 2.14
Table 5: Diffraction peaks for anatase-TiO2
hkl 2θ d-spacing (A˚)
101 24.98° 3.56
103 36.32° 2.48
004 37.02° 2.45
112 38.03° 2.36
200 47.45° 1.91
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Figure 28: Diffractogram for the sample3 with diffraction planes indicated. The
first peak at 12.5°corresponds to the {001} plane for PbI2. The first diffraction
peaks for the perovskite is at 13.96°.
coated on top of the mesoporous titania and is then immersed into a precursor
solution for the perovskite to form. It is understood that this conversion process
occurs from the top of the PbI2 and diffuses through the layer until all of the it has
been converted to perovskite. Thus, the appearance of a PbI2 phase indicates an
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Table 6: Diffraction peaks for tetragonal CH3NH3PbI3 perovskite
hkl 2θ d-spacing (A˚)
002 13.96 6.34
110 14.08 6.29
112 19.87 4.46
200 19.96 4.45
211 23.43 3.79
202 24.43 3.64
004 28.13 3.17
220 28.37 3.14
213 30.85 2.90
114 31.58 2.83
222 31.75 2.82
310 31.8 2.81
204 34.73 2.58
312 34.88 2.57
321 37.11 2.42
224 40.37 2.23
400 40.55 2.22
incomplete conversion process which may ultimately affect final device efficiencies
by inhibiting charge transfer from the perovskite to the m-TiO2 under layer. It
is also possible that the perovskite precursor solution does not even make contact
with some of the PbI2, such as in the case where the PbI2 is found inside pores
that are inaccessible to the solution. Nevertheless, the present results suggest that
XRD analysis can be used to monitor in situ the conversion process by varying the
immersion times of the PbI2 into the precursor solution, temperature, and pressure
until all of the PbI2 has been converted, as indicated by the disappearance of the
{001} peak at 12.5°. This in situ monitoring of the PbI2 phase has been used in
[89] but has not been extensively investigated.
5.2 SEM
Two sets of images were taken: one of the planar surface of the samples and the
other of the cross-section, as well as some Energy Dispersive Spectroscopy (EDS)
measurements.
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(a) 5 kV accelerating voltage, x35k magnifica-
tion
(b) 3 kV accelerating voltage, x60k magnifica-
tion
Figure 29: SEM cross-sectional images of perovskite on titania sample at different
accelerating voltages. More surface detail can be seen at lower accelerating voltages
due to higher yield from secondary electrons
5.2.1 Cross-sectional analysis
Figure 29 shows the cross-sectional images of the CH3NH3PbI3/m-TiO2-FTO-glass
sample taken at different accelerating voltages and magnification. By choosing a
smaller scan area, a higher magnification can be achieved. It is apparent that in
these images there is no perovskite (at least on that part of the surface scan). It
was determined from the images that a 600 nm layer of mesoporous titania and
a 500 nm FTO layer below it are present. A compact layer of titania under the
m-TiO2 cannot be seen.
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In a different region of the sample, backscattered images were also acquired
and a perovskite over layer was seen (figure 30). Since the perovskite unit cell
contains lead, which possesses a heavy nucleus, it should be relatively easy to
observe its presence and whether it infiltrated the titania pores or not by looking
for the lighter hues in the image8. The perovskite layer can be seen quite clearly
(thickness estimated to be between 100-200 nm), however details regarding pore
infiltration is not clear and thus, an accurate estimate of the perovskite thickness
is unavailable. From the EDS line scan, we were also unable to ascertain whether
the perovskite infiltrated the pores or not. These results can be found in Appendix
A.
Figure 30: Backscattered cross-sectional image of perovskite on titania in a region
where the perovskite coverage was good. The brighter hues indicate regions with
heavier elements, i.e. the lead present in the perovskite CH3NH3PbI3
8Heavier nuclei backscatter more electrons and therefore regions in the backscattered image
that are brighter signify the presence of heavier elements
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5.2.2 Surface analysis
Surface images were taken for all 3 samples and the grain sizes were also deter-
mined. Figure 31 (a) shows the surface of the titania on glass and (b) the perovskite
on glass samples. The particle size for the titania were found to be around 25 nm,
which is within the mesoscopic range. The perovskite on glass sample contains
grain sizes ranging from 100 nm to 500 nm with consistent coverage throughout
the surface.
(a) Titania on glass
(b) Perovskite on glass
Figure 31: SEM surface images on the surface of the samples
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For the perovskite deposited on titania, shown in figure 32, there’s a different
behaviour exhibited. We find that there are regions on the surface where there is
no perovskite coverage.
(a) x180 magnification
(b) x1800 magnification
Figure 32: SEM surface images showing regions where the perovskite poorly cover
the titania indicated by the dark craters. Images were taken with a tilting angle
of 30-35o
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These uncovered regions are circular spots of dimensions approximately 30
microns in diameter and correspond to around 5-25% of the surface. The uncovered
spots expose the m-TiO2 under layer. Figure 33 clearly shows the differences in the
perovskite coverage. Also in the regions where we have poor perovskite coverage,
(a) Region with poor perovskite coverage
(b) Region with good perovskite coverage
Figure 33: SEM surface images of perovskite on titania in regions inside and
outside of the crater. Images were taken with a tilting angle of 30-35o
we find that islands begin to appear where the perovskite crystals aggregate to
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form a large structure, as shown in figure 33. These images were acquired using
backscatter mode to present a clearer contrast between the perovskite and titania
material.
(a) Boundary between covered and uncovered spots
(b) SEM image of an island being formed in the region where the
perovskite poorly covered the titania
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Figure 34: Survey spectra for perovskite/titania mixed sample (sample3)
5.3 XPS
XPS was performed on two sets, three samples each. The spectra shown in this
chapter are for the measurements that were taken with longer measurement times
with better signal-to-noise ratio.
The survey scan for the titania TiO2 (sample1) was already presented in
figure 15, and the survey scan for the mixed perovskite/TiO2 sample (sample3) is
shown in figure 35. The core level peaks of I 3d, O 1s, Ti 2p, Pb 4d, N 1s, C 1s, I
4s, Pb 4f, I 4d, and Pb 5d are indicated in the spectrum.
It is clear that the Ti 2p peak arises from the uncovered spots due to the
incomplete coverage of the perovskite (figure 32) since the perovskite over layer is
100-200 nm in thickness and that the X-rays would not be able to probe that deep
into the specimen. This specific surface matrix that consists of the perovskite over
layer and the exposed titania substrate would prove to be advantageous where
it would now pave way for the use of surface analysis techniques that are able to
probe both the perovskite and the titania at the same time, as can be seen from the
survey spectrum in figure 35. Depending on the density and the size of the nucleus
of the specimen, the X-rays in an XPS measurement are able to analyse depths no
greater than 10 nm, and typically, to probe deeper for analysis one needs to utilize
hard X-rays at synchrotron facilities to allow more bulk sensitive measurements
[58]. An alternative to this, would be to implement a much thinner perovskite
overlayer, of the order of 5 nm or less, to have the simultaneous probing of the two
materials. But even then, extrinsic losses would occur due to the photoelectrons
of the titania underlayer inelastically scattering through the perovskite overlayer
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contributing to the background.
After the survey spectra were acquired and we observed the possible core
level peaks that arise, we proceeded to measure the spectra for the individual
peaks. We began our measurements with carbon, where the adventitious C 1s line
would be used for charge referencing and calibration.
5.3.1 Carbon
Below are the calibrated spectra for the carbon 1s line for all three samples (sam-
ple1, sample2, and sample3). The spectra were analysed using a Shirley function
for the background subtraction and a Voigt convolution function to fit the peaks
with a 30% Lorentzian and 70% Gaussian line shape and the FWHM of all the
fitted curves were constrained to be the same. The spectra are shown in figure 36.
The main carbon line and the most intense line arises from the adventitious
carbon found in the atmosphere and other impurities that may contaminate the
surface of our sample. This carbon line is conventionally set to 284.8 eV and
accounts for the C-C/C-H chemical state of carbon (the other peaks at 286.48 eV
and 288.58 eV correspond to the C-O and C-O-O chemical states). Therefore we
will shift all of the binding energies by the difference between 284.8 eV and the
measured binding energy of main C 1s line:
∆ = (BE)− 284.8eV (16)
For sample1, the binding energy as measured is 285.35 eV and the calibration
factor ∆s1= 0.55 eV, thus, we will shift all the spectral lines measured for sample1
by 0.55 eV. The summary of the calibration shifts are shown in table 7.
Table 7: Binding energies of the C 1s line for all 3 samples together with the
calibration factors that were used for charge referencing
Sample Binding energy (eV) ∆ calibration
sample1 285.35 ∆s1=0.55
sample2 284.91 ∆s2=0.11
sample3 284.98 ∆s3=0.18
From the quantitative analysis, we can also see that the atomic percentage of
the main C 1s line decreases from 91.2% in the titania only case to around 82.7% in
the case of the perovskite. We can attribute this discrepancy in the signal intensity
to the different way that the perovskite surface responds to the adventitious carbon
as compared to the titania. However, the exact percentage of the carbon signal
arising from perovskite cannot be determined in this case since the binding energy
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Figure 35: XPS spectrum in region around C 1s for all three samples: (a) titania-
only (sample1), (b) perovskite (sample2), (c) perovskite/titania mixed (sample 3).
The areas and the percentages of each deconvoluted peak is shown in the inset
position of the adventitious C 1s line coincides with the binding energy of the
C-H carbon chemical state, and therefore they remain unresolved. Perhaps high
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resolution synchrotron measurements may be able to resolve the peak.
5.3.2 Oxygen
The calibrated spectra for the O 1s line for all three samples are shown in figure
37. The curves were fit using a 30% Lorentzian and 70% Gaussian convolution
and the FWHM of all the fitted curves were constrained to be the same.
We can see clearly from the spectra the differences between all three samples:
where in sample1 we have adventitious oxygen (impurities) corresponding to the
O-C and O-H chemical state as well as the main O 1s line attributed to the O-
Ti chemical state. In sample2 we do not have any oxygen present in the sample,
therefore the O 1s line is solely due to surface contamination. Likewise, for sample3
we have oxygen due to the O-Ti chemical state as well as the adventitious oxygen
that was present in both sample1 and sample2.
Table 8 shows the binding energy peak positions of the main O 1s lines before
and after charge referencing using the calibration factors calculated using the C
1s spectra.
Table 8: Uncalibrated and calibrated values for the O 1s binding energies of the
main spectra lines
Sample Uncalibrated (eV) Calibrated (eV) Notes
sample1 530.47 529.92 O-Ti chemical state
sample2 532.60 532.48 Oxygen impurities
sample3 530.55 530.37 O-Ti chemical state
We can see that there is a shift in the binding energies of the O 1s peak
corresponding to the O-Ti chemical state to higher binding energies (by a value of
0.45 eV) by comparing sample1 and sample3. This chemical shift will be explained
in the next section when we discuss the Ti 2p peaks, which also exhibit similar
shifts to the Ti 2p corresponding to the Ti-O chemical state.
We will use the areas calculated for the O 1s O-Ti chemical state to determine
the stoichiometry of the titania in our samples.
5.3.3 Titanium
Figures 38 shows the calibrated spectra for the Ti 2p line for samples sample1 and
sample3 respectively. The curves were fit using a 70% Lorentzian and 30% Gaus-
sian convolution. The FWHM were left unconstrained because of the broadness of
the Ti 2p 1/2 line compared to the Ti 2p 3/2. The reason for this is caused by the
Coster-Kronig lifetime broadening effect; during post-ionization, Ti 2p 1/2 states
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Figure 36: XPS spectrum in region around O 1s for (a) titania-only (sample1), (b)
perovskite-only (sample2), (c) perovskite/titania mixed (sample3)
are more short lived compared to Ti 2p 3/2 state which results in a much shorter
and broader peak [91]. The ratio of the areas of the Ti 2p 3/2 to the Ti 2p 1/2
was constrained to 2:1.
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Figure 37: XPS spectrum in region around Ti 2p: (a) titania-only (sample1), (b)
perovskite/titania mixed (sample3)
The intensity of the spectra decreases significantly from sample1 to sample3.
The reason for this is clear: the Ti 2p signal in sample3 comes from the titania
craters that are exposed due to the incomplete surface coverage of the perovskite,
as was mentioned earlier. From the intensities of the two peaks we can estimate
the fraction of the surface that is uncovered by assuming that the Ti 2p intensity
arising from sample1 is representative of a surface covered entirely by titania and
that the Ti 2p intensity arising from sample3 is representative of a surface that is
partially covered by the titania9. Therefore, their ratio should give us an estimation
9We are also assuming that nothing in the experimental parameters have changed between the
two measurements such as sample distance, beam focusing area, pass energy, etc. This condition
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of the percentage of the surface that is exposed. This value was calculated to be
14.4%, which agrees with our qualitative assessment of the surface coverage from
the SEM surface images (we estimated between 5-20% based on the images taken
in figure 32.
Table 9 shows the binding energies of the Ti 2p line before and after charge
referencing.
Table 9: Binding energy values for Ti 2p 3/2 before and after charge referencing
Sample Uncalibrated (eV) Calibrated (eV) Notes
sample1 459.22 458.67 From entire surface
sample3 459.29 459.11 From uncovered spots
Comparing the binding energy values with the literature [92, 93] we can
confirm that the titanium is in the 4+ oxidation state, and since we do not see any
features in the peaks that would indicate the presence of lower oxidation state,
we can confirm that our samples only contain titanium atoms in the 4+ oxidation
state.
More importantly, a non-negligible shift of about 0.44 eV (also shown in Ap-
pendix A) to higher values of the Ti 2p line are clearly observed. A higher binding
energy can imply that the probed titania craters have lost some electrons relative
to pure titania surfaces therefore reducing the screening effects and increasing the
attractive potential between the nucleus and the photoelectron, which as a conse-
quence can increase the binding energy of the photoelectron. Since we know that
the titanium atom is in the 4+ oxidation state it cannot lose any more electrons.
It is also possible that in order to balance the charge at the interface, the titania
may lose oxygen atoms and as a result create a screening effect that may affect
the binding energy of a photoelectron. However, as will be shown in section 5.3.6,
nothing in the stoichiometry calculations indicate any loss or gain of oxygen atoms
in the titania.
On the other hand, the magnitude of the shift is the same as the one that
was observed for O 1s in the O-Ti chemical state, and is also in the same direction
toward higher binding energies. This suggests that the shift in the binding energy
is not as a result of some change in the chemistry of the titania, but rather from
some local charging process. Titania is considered a wide band gap semiconductor
(or narrow band gap insulator) with band gap 3.2 eV [94] and the perovskite is a
semiconductor with a band gap of 1.61 eV [55], and is hence, more insulating than
the perovskite. And since the specimens are in contact with the aluminium sample
was satisfied since all of the samples were loaded and measured sequentially without changing
any of the experimental parameters
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holder, any electrons lost during the photoemission process would be replenished
by the electrons in the sample holder. Therefore, it is possible that in the mixed
sample a barrier was developed between the perovskite and the titania inhibiting
the charge from being transported from the sample holder to the perovskite and
finally to the exposed titania craters. One way to confirm this hypothesis is to
apply high resolution measurements, such as those at synchrotron facilities, to ob-
serve and confirm that a similar shift is found in the carbon spectra since both the
exposed titania and perovskite over-layer both have adventitious carbon present. If
this hypothesis is tested to be true, then it certainly calls for further investigation
regarding charge transfer dynamics between titania and the perovskite.
5.3.4 Lead
The core level spectra for lead were acquired for the 4d, 4f, and 5d electrons for
sample2 and sample3. Figure 39 shows the spectrum for the 4f line (the 4d lines
were left out because the peaks were too broad, a FWHM of around 6 eV, and
were not suitable for the stoichiometric calculations). The curves were fit using
an asymmetric Lorentzian factor to account for the asymmetry in the peaks. The
FWHM and the peak areas were left unconstrained.
Table 10: Binding energy values for Pb 4f 7/2 before and after charge referencing
Sample Uncalibrated (eV) Calibrated (eV)
sample2 138.32 138.21
sample3 138.33 138.15
Comparing the binding energy values with the literature [58], we can see that
the lead is in the 2+ oxidation state. No other oxidation states are present. Table
10 shows the binding energies before and after charge referencing for the Pb 4f 7/2
spectral line. There is no chemical shift in the spectrum as well as the absence of
other chemical states of Pb. There was no shift in the Pb 4d and Pb 5d spectra.
5.3.5 Iodine
The core level spectra for iodine were acquired for the 3d and 4d electrons for
samples sample2 and sample3. Figure 40 shows the spectrum for I 3d. Similar to
the Pb 4f spectra, the curves were fit using an asymmetric Lorentzian function.
Comparing with the literature [58] we can see that the iodine is in the −1
oxidation state and no other chemical states of iodine are present. Also, by ob-
serving spectra, we can see that there is no shift in the binding energies of the I
3d chemical states, as well as for the other iodine peaks.
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Figure 38: XPS spectrum in region around Pb 4f: (a) perovskite-only (sample2),
(b) perovskite/titania mixed (sample3)
5.3.6 Stoichiometry
Using equation 14, 15, and the table of Relatively Sensitivity Factors (RSF) values
[76] which can be found in Appendix B, we calculated the stoichiometry of the
compounds present in our samples, mainly TiO2 and PbI3 (the organic part was
left out because of the noisy nitrogen signal, no presence of hydrogen, and the
fact that the C-H chemical state coincides with the adventitious C-C chemical
state). The stoichiometry for the TiO2 were calculated using the area of the O-Ti
synthetic peak in the O 1s spectrum and the Ti 2p3/2 with their corresponding
RSF values. The stoichiometry of the PbI3 part were calculated using the areas
for Pb 5d and I 4d, whose spectra are shown in Appendix A. The stoichiometry
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Figure 39: XPS spectrum in region around I 3d: (a) perovskite-only (sample2),
(b) perovskite/titania mixed (sample3)
obtained from the experiment compared with the theoretical value is shown in
table 11.
We find that the titania in both cases are within the expected stoichiometry.
However, there is a clear understoichiometry of the iodine in the perovskite. In a
paper by Lindblad et al., they report a similar understoichiometry for the iodine
in the PbI3 of the perovskite phase using hard X-rays at a synchrotron facility [58].
They attribute this understoichiometry to the minor removal of I2, which results in
small metallic component Pb0 to the lower binding energy side of the main Pb 4f
peak. A similar peak is not found in our measurements possibly due to limitations
on the spectral resolution. This certainly calls for a controlled investigation on the
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Table 11: Ratio of the intensities for different core levels based on the experimental
results (exp.) and those expected from the chemical formula (ABx)
O/Ti I/Pb
Sample exp. ABx exp. ABx
sample1 2.03 2 - -
sample2 - - 2.71 3
sample3 2.08 2 2.72 3
stoichiometry during the perovskite synthesis.
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6 Conclusion and future outlook
This thesis is concerned with the experimental characterization of lead halide per-
ovskites deposited on mesoporous titania. The questions which we had aimed at
answering are: (i) sample characteristics: layer thickness, crystallite size, surface
coverage, perovskite infiltration into the titania pores, (ii) crystal information:
perovskite crystal system, lattice parameters, qualitatively the crystallinity of our
samples, (iii) chemical properties: stoichiometry of our samples, oxidation states
of the elements present, changes in the binding energy between samples to indicate
a change in the chemistry.
From SEM results, we were able to obtain qualitative information regard-
ing our samples. The titania grains were estimated from the pictures to be in
the range between 20-25 nm, which were verified by crystallite sizes calculated by
XRD (22.7 nm). The grain sizes of the perovskite crystals ranged between 100
nm at the smallest and 500 nm at its largest. The thickness of the layers were
also acquired: the perovskite layer was estimated to be between 100-200 nm, the
mesoporous titania layer around 600 nm, and a 500 nm FTO layer. Using the
images acquired via backscattering, we were not able to conclusively verify that
the perovskite infiltrated the titania pores. As often reported in the literature,
we found that there were uncovered spots in the shapes of craters where the per-
ovskite did not fully cover the surface. We estimate from the SEM images that the
fraction of the surface that had exposed titania to be between 5-20%. This was
confirmed using the peak areas of the core levels of the XPS spectrum of the Ti
2p peaks from sample1 and sample3 to obtain a value of 14.4%. A complete sur-
face coverage of the perovskite is necessary for fully utilizing the light harvesting
capabilities of the perovskite. Also in the regions where we have poor perovskite
coverage, islands begin to appear where the perovskite crystals aggregate to form
a large structure (figure 34). We speculate that this may be due to stress induced
effects of the mesoporous substrate that is causing these islands to form. We also
speculate that they may arise during the sample preparation if the perovskites were
performed in moist environment or in an experimental setting that would provoke
the inhomogeneous growth of crystals on the mesoporous titania and cause the
perovskite crystals to aggregate and form islands. This certainly calls for greater
investigation on the crystal growth of perovskite on titania, and in more general
substrates relevant for photovoltaic architectures.
The XRD results were able to give us information on the crystal system of
the perovskite. The perovskite was found to be in the tetragonal crystal system
with the cell size estimated to be a=8.89 A˚ and c=12.68 A˚, and the titania was
found to be anatase with tetragonal configuration. An unexpected feature in the
diffractogram was a PbI2 diffraction peak at 12.5°indicating an incomplete per-
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ovskite conversion of the precursor solution and the PbI2. It is also possible that
in spin coating, some of the PbI2 infiltrated deep within the pores that were inac-
cessible to the precursor solution. We speculate that since the conversion process
occurs from the top of the PbI2 layer and diffuses all the way through, the PbI2
layer must lay between the perovskite and the m-TiO2. In both cases, this inhibits
charge transfer between the perovskite and the mesoporous titania under layer,
and a complete conversion is necessary to improve device performance. Unless, of
course, we could engineer the band gaps of these precursor compounds so that it
absorbs a portion of the solar spectrum that the perovskite material is unable to,
opening up the possibility of a tandem device architecture, which up until now
has not been studied for perovskite systems because of complex manufacturing
methods and high costs. As we saw from the XRD results, we can use the diffrac-
tion peaks to monitor in situ the conversion process while varying experimental
parameters such as immersion time, temperature, pressure, and humidity.
The XPS results gave us information on the core level photoelectrons. We
were able to confirm the presence of a single oxidation state for Ti, Pb, and I, which
suggests a chemical homogeneity of our samples. An understoichiometry was re-
ported for iodine, giving a chemical formula of PbI2.7 instead of the expected PbI3.
While some literature attribute this understoichiometry to the minor removal of I2
and the formation of a metallic Pb0 component, nothing in our study strengthens
this hypothesis. High resolution XPS measurements at a synchrotron facility may
be able to resolve the peaks and narrow down the origin of this understoichiometry.
We observed a shift in Ti 2p toward higher binding energies in sample1 and
sample3. We speculate, as a possible hypothesis, that this may be due to some
local charging effects between the perovskite and the titania. However, it is also
possible that since electrons are lost during the photoemission process causing a
depletion of surface charges which results in the creation of a bias in the vacuum
tube that reduces the kinetic energy of the electrons (increase in binding energy
value). While the charge was compensated for in the perovskite (since there were
no shifts in the binding energies of Pb and I) from the aluminium sample holder
during the measurements, a barrier may have formed between the titania craters
and the perovskite over layer preventing any charge compensation into that region.
This can be confirmed by performing the same experiments at high resolution in
order to resolve the two C 1s adventitious carbon peaks, one from the surface
of the uncovered titania craters and the other from the perovskite to observe if
the same shift is seen. But for carbon, deconvolution of the spectra and assign-
ing the chemical states may be a complex process. Notwithstanding the evidence
presented here, this begs the question as to whether TiO2 is a viable option for
an electron transporter, even though it is used extensively in DSSC’s and other
meso-superstructured device architectures. This calls for further investigation of
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substrates for perovskite systems and the factors that affect charge transfer dy-
namics.
Based on these results, we propose the following research directions:
(i) Substrate effects: By employing other wide band gap semiconductors such
ZnO and Al2O3, a comparative study can be performed. By utilizing the same
surface matrix or a configuration that would allow the simultaneous measurement
of the substrate and the perovskite (a very thin perovskite overlayer less than 5
nm for the X-rays to penetrate and probe both phases), we can further investigate
the behaviour between the light harvester and the electron transporting material
by studying the shifts in binding energies as a result local screening or barrier-
formation that inhibits charge transfer dynamics by utilizing high resolution XPS
or by other novel techniques.
(ii) Spectroscopic studies: XPS has proven to be useful in studying the core
level spectra, however, the valence spectra is also important for determining the
bonding and hybridization mechanisms. We propose here to study the valence
levels and monitor any chemical or electronic changes, X-ray absorption and scat-
tering studies to probe the excited states and the fundamental excitation and
dielectric properties, as well as spectroscopic techniques such as UV-visible spec-
troscopy or ellipsometry to investigate the optoelectronic properties of our samples,
and other factors that affect photogeneration.
(iii) Processing methods: Based on the SEM images and the XRD diffrac-
togram, we find many inadequacies on the samples. Poor surface coverage, very
little or no pore infiltration at all, presence of PbI2 impurities, and an understo-
ichiometry of the I in the perovskite. By using UV photoelectron spectroscopy
(UPS) we can obtain the correct band alignment scheme with the inclusion of the
PbI2 phase between the perovskite and the titania. Perhaps with this investiga-
tion, and with engineering and tuning the band gaps of the precursor compounds
we can begin synthesizing the prototype for a cheap and highly efficient form of a
low temperature and solution processed multijunction solar cell. This would call
for further absorption studies, perhaps with the use of UV visible spectroscopy,
to ascertain the optimum thickness of the layers so as not only to minimize the
material and manufacturing costs, but also to maximize the light harvesting yield
of these systems. As a concluding remark, the solution method is inexpensive
and relatively easy to perform, albeit much is desired from the quality and re-
producibility of these perovskite samples. These issues must be addressed if we
are to progress to the next stage of development into solar modules designed for
terrestrial use.
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Appendices
A Supplementary data
CH3NH3PbI3
SnO2
PbI2
XRD diffractogram of CH3NH3PbI3 on FTO glass 
Figure 40: XRD diffractogram of sample2 showing the 3 phases present: per-
ovskite, PbI2, and SnO2 from the FTO glass. Refinement procedure performed by
MAUD software [81]
82
Figure 41: EDS scan of two different regions in the cross section of sample3
83
Figure 42: XPS spectra for I 4d and Pb 5d for sample2 and sample3 that were
used for determining the stoichiometry
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Figure 43: Non-normalized spectra in the Ti 2p region indicating the shift in the
binding energy
B Table of Relative Sensitivity Factors (RSF)
Table 12: Relative sensitivity factors for selected lines taken from CASAXPS
database
Line RSF
Ti 2p 3/2 5.22
Ti 2p 1/2 2.59
Pb 4f 7/2 12.7
Pb 4f 5/2 10
I 3d 5/2 19.9
I 3d 3/2 13.8
I 4d 5/2 2.44
I 4d 3/2 1.69
Pb 5d 5/2 1.58
Pb 5d 3/2 1.11
O 1s 2.93
N 1s 1.8
C 1s 1
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