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One-loop partition functions of rational conformal field theories are finite linear combina- 
tions of modular invariants associated with projective modular functions of a modular subgroup. 
We show that, for normal subgroups with a genus-zero fundamental region, the functions which 
lead to physically acceptable partition functions are extremely limited in number, and can be 
found explicitly. We also show that the conformal charge and weights of theories which factorize 
on these subgroups can only take on certain discrete values. 
1. Introduction 
Two-dimensional conformal field theories constitute classical string vacua, so a 
greater understanding of the moduli space of these theories would aid in the 
construction of string compactifications. In the context of string theory, conformal 
theories live on the string world sheet, and therefore we must be able to define them 
consistently not only on the sphere but on higher genera Riemann surfaces as well. 
For  the theory to be viable, its higher loop partition and correlation functions must 
be free of global reparametrization or modular anomalies. In particular, the one-loop 
partition function must be modular invariant, which imposes stringent conditions 
on the spectrum of the theory. 
For  conformal charge c < 1, the combination of conformal invariance, unitarity 
and one-loop modular invariance is powerful enough to restrict the spectrum of the 
conformal theory to a small number of possible choices [1-3]. Null states in the 
Virasoro representations lead to differential equations that the correlation functions 
must satisfy, providing constraints on the operator product algebra [1]. Moreover, 
all of this can be deduced without knowing anything about the nature of the 
conformal theory with which one is dealing. 
The moduli space of conformal field theories for c >~ 1 is more complicated, and 
often contains continuous spaces as well as isolated points. To make progress in 
understanding these theories, it seems necessary to add some further restrictions. 
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One circle of ideas on how this might be done centers around the notion of a 
rational conformal field theory. Although there are several possible definitions 
of a rational conformal field theory [4-6], in this paper we will take it to mean a 
conformal field theory whose one-loop partition function has the form 
M 
= y' .  ( 1 . 1 )  
i = 1  
where f, and gi are holomorphic in the upper half plane, M is finite, and Z is 
modular invariant. In fact, we will strengthen this definition by requiring that Z 
factorize on some finite index subgroup F' of the modular group, i.e., that fg and gi 
are modular functions (perhaps with multiplier systems) of F'  _c F [5]. Many of the 
known conformal field theories are rational in this sense: the minimal series of c < 1 
theories [1, 2], Wess-Zumino-Wit ten models [7], the bosonic string compactified on 
a rational lattice [8, 9]. 
Since rational lattices are dense in the space of all lattices, it is clear that rational 
conformal field theories are "dense" in the space of all conformal field theories with 
a toroidal target space. There is evidence that there exist irrational conformal field 
theories which are not "close" to any rational conformal field theory [5], so that we 
are not likely to be able to obtain all conformal field theories by completing the 
space of rational conformal field theories. Nonetheless, we may find a large and 
interesting class of them. 
In this paper, we examine certain subgroups of the modular group and show how 
to classify all one-loop partition functions which factorize on these groups and 
which satisfy certain physical requirements described below. In particular, we 
investigate subgroups whose fundamental regions have genus zero, because all 
modular functions (with rational multiplier systems) of these subgroups are alge- 
braic functions of a single function, called the hauptfunktion, of the subgroup. From 
a pair of such functions, f and g, which have the same multiplier systems, we 
construct the modular invariant Y/(f, g) as a sum over coset transformations 
~/( f ,  g) = Y'. f (Akz)~, (Akq) ,  (1.2) 
k = l  
where F = Uk=l F A~ is a coset decomposition of F' in F, and / t  is the finite index 
(F :  F'). Any partition function (1.1) which factorizes on F'  will be a finite linear 
combination of the q/'s. In addition, we impose on Z the following physical 
requirements. 
(R1) The functions ~ and gi must be holomorphic (no poles or branch points) in 
the upper half plane. 
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(R2) In the cusp expansion of the partition function 
Z = Tr q Lo-c/24~T, o- c / 2 4  = q-c/24q- ¢/24 ~ Nqqh,qh,, 
i , j  
(1.3) 
where q = e 2=i* is the local parameter at the cusp r = i ~ ,  and the conformal weights 
h i, hj are non-negative, we require the coefficient for h = ,~ = 0 to be one, because 
the theory must have exactly one identity operator. 
(R3) With the normalization of Z prescribed in R2, the coefficients Nij must be 
integers, since they correspond to the multiplicity of states with conformal weights 
hi' t'~j° 
(R4) Unitari ty requires the coefficients Nij to be non-negative. 
(Rs)  Actually, R 4 must be strengthened. Conformal invariance allows us to write 
the parti t ion function as 
Z = E . M i j x h , ~ j ,  (1.4) 
l,J 
where X h is the character of the irreducible representation of the Virasoro algebra 
with highest weight h. Unitarity then requires the coefficients Mij to be non-nega- 
tive integers. For  c > 1, the Virasoro characters with h > 0 have the form 
qh-(c 1)/24 
xh(q)  - ~ ( r )  ' (1.5) 
where ~ ( r )  is the Dedekind eta function q1/24yIn~=l(l -qn),  whereas the character 
of vanishing highest weight is Xo(q)= q-~C 1)/24(1_ q)//~/('r). For c = 1 and h 
1 2 1 2 :g ~n , n ~ Z, eq. (1.5) still holds, but for h = ~n the characters are 
q,,:/4 _ q(n+2)2/4 qn2/4(1 _ qn+l) 
Xn2/4(q) = T/('r) = ~ ("t') (1.6) 
Because of the existence of null states in some of the representations, this stronger 
form of unitarity is a little difficult to check. R 5 certainly implies R4, so that we will 
invoke it only after a candidate partition function has passed all the other tests. 
(R6) Since the conformal field theory must exist on an arbitrary Riemann 
surface, an allowable one-loop partition function must admit a higher loop general- 
ization which is also modular invariant. This is known to provide additional 
constraints on the one-loop partition function [10]. In this paper we will make no 
use of this further requirement. 
In sects. 2 and 3, we review some facts about the modular group and its 
subgroups, their fundamental regions, and the modular functions defined on these 
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fundamental  regions. In sect. 4, we determine the partition functions that factorize 
on the full modular group. In sect. 5, we discuss how to characterize partition 
functions that factorize on genus-zero subgroups. In sects. 6 and 7, we apply these 
results concretely to the subgroups F(2), F(3), F(4) and F(5), deriving restrictions 
on c and h and describing the modular invariants which comprise the partition 
functions which factorize on these subgroups. In sect. 8, we discuss possible 
extensions of this work and present our conclusions. 
2. The modular group 
In the next two sections, we review some standard material from the theory of the 
modular  group. Much of it is taken from refs. [11-15]. 
The one-loop string world sheet has the topology of a torus, which can be 
represented by the complex plane modded out by a lattice generated by two basis 
vectors (complex numbers) % and ~02. Without loss of generality, we require 
Im(~%/601) > 0. The same lattice is generated by two new basis vectors 
where a, b, c, d e  Z and a d -  bc = 1. A function f ( % ,  ~02) of the torus should not 
be sensitive to the arbitrary choice of basis vectors, i.e., should be invariant under 
the SL(2, Z) transformation (2.1). Conformal invariance allows us to scale % to 1 
and 032 to 'T E ~ ,  the upper half plane. The transformation (2.1) corresponds to 
a r + b  
r '  - (2.2) 
c r +  d ' 
and these transformations of the modular parameter r constitute the (inhomoge- 
neous) modular  group F = PSL(2, Z) = SL(2, Z ) / (  + I}, in which A ~ SL(2, Z) is 
identified with - A because both have the same action on r. F is generated by the 
two transformations S: r ~ - 1 / r  and T: r - +  r + 1, which satisfy the relations 
S 2 = ( S T )  3 = 1. 
A fundamental  region for F is a subset o~ of ~ containing exactly one point 
f rom each class of points equivalent under eq. (2.2). A standard choice, shown in fig. 
1, is 
~ - -  { r ~ l - ½ ~ < R e ¢ ~ < ~ , l r l  >1} u {i~z}, (2.3) 
in which we have included the point r = ira. This point and the points F-equivalent 
to it, viz., all rational points on the real axis, are called cusps. In looking at fig. 1, we 
are to identify the line Re r = - ½ with Re r = ½, and the left half of the arc of the 
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Fig. 1. #-, the fundamental region for F. 
unit  circle with the right half. By folding over the strip, crimping the bo t tom end 
and pinching off the cusp, we see that , ~  has the topology of  a sphere. The point__._~s 
of  ~ are in one- to-one c__._.__orrespondence with the points of  the compactif icat ion J d / F  
of J d / F .  Moreover,  g d / F  can be given a complex analytic structure, so we are to 
think of  ~ as a Riemann surface of genus zero, i.e., the Riemann sphere 
 =cu{ce}. 
In  order  to deal with functions living on ~ ,  we must  unders tand the nature of 
some special points  belonging to it. If  we circle the point  • = i once, using the 
identif ications mentioned above, we only go through an angle rr, hence i is an 
"orb i fo ld"  point  of  order 2. Similarly, ~- = P = e 2~i/3 is an orbifold point  of order 3. 
Even more  special is the cusp T = ice, for which we define a local variable q = e 2=i~, 
which maps  the top part  of  the strip into the interior of  a disc. Thus, by  crossing the 
strip, we "circle" the cusp. We will call a function meromorphic  (holomorphic)  at 
ice if it possesses a Laurent  expansion in q with a largest negative power (with no 
poles). 
A modula r  form (an entire modular  form) of weight k is a function f ( r )  
meromorph ic  (holomorphic)  in the upper  half plane and at ice which satisfies 
a.r + b 
f ( A ' r )  = ( c r  + d ) k f ( ' r )  A T  - - -  
' c ' r + d  ' 
A ~ F .  (2.4) 
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A modular function is a modular form of zero weight, i.e., is modular invariant and 
thus well defined on ~ / F - o ~ .  As is well known, the sum of the orders of zeros 
equals the sum of the orders of poles for meromorphic functions on a Riemann 
surface. For  modular functions on o~, the counting is slightly modified at the 
orbifold points, and we have 
Vi~(f ) -t- ½vi(f) + l vp ( f )  + E o , ( f )  = 0, (2.5) 
rq: i, p, ioo 
where vo(f)  is the order of f at o, i.e., the integer n such that f (~) / ( ' r  - o)" is 
holomorphic and non-zero at o. (The order of f at im is the leading power of q in 
its Laurent expansion.) For modular forms of weight k, the right-hand side of eq. 
(2.5) is replaced by ~k .  
All modular forms may be expressed in terms of the Eisenstein series 
1 1 
Gk(~') = E ( m r  + n) k '  Gk(~') = 2~(k)  Gk(~') '  (2.6) 
(m,n)~Z 2 
(m, n)~(0,0) 
where Gk is defined so t h a t  Gk(ioo) = 1. One may easily verify that the series, which 
converges absolutely for k > 2, defines for k ~ 27/an entire modular form of weight 
k. (It vanishes for odd k.) Products of modular forms are likewise modular forms, 
and in fact, G4 and G6 generate the graded ring of entire modular forms. Twelve is 
the lowest weight for which there are two independent entire modular forms, ~3 
and ~2, and we define a linear combination of them which vanishes at the cusp but 
nowhere else, called the discriminant, A(I-) = ( 2 , , , r ) 1 2 ( ( ~ 4 3  - -  G2)/1728 = ( 2 q r ) 1 2 / / 2 4 ( , r )  
= (2~r)12ql-[~= 1(1 -- q,)24. This enables us to define the modular function 
j ( 'T)  ,i,/24 1728 + ,1~24 (2.7) 
which is manifestly holomorphic in the upper half plane and has a simple pole at 
the cusp. G4 vanishes a t ,  = p as is easily shown by the following string of identities 
1 
G4(p) = G4(p + 1) = G 4 ( - P )  - 2~(4) 1 1 G4(O) = 0 ,  (2.8) - -  E  4(-m + "0)4 = 
where the first equality holds by virtue of eq. (2.4), the second by p + ~ + 1 = 0, the 
third by eq. (2.6) and by ~p = 1, and the fourth by a change of summation variables. 
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Similarly, G6 vanishes at ~-= i 
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G6(i) - 2~'(6----~ ~2 i6(m _ i/,/)6 - G 6 ( i )  = 0 ,  (2.9) 
so that by eq. (2.7) we have j ( p ) = j ( i ) -  1728 = 0. The function j t a _  kes every 
complex value once on o~, and thus defines an isomorphism of )ff /F onto C. 
Finally, just as every meromorphic function on C is a rational function of z (i.e., 
ratio of polynomials in z with complex coefficients), so too is every modular 
function a rational function of j 
FI n 
foc j = l ( J  - a j )  (2.10) 
V[km=l( j__ bk) " 
3. Modular  subgroups 
Let F '  be a subgroup of F with finite index /t = ( F  : F').  If  A k ~ F, k = 1 . . . . .  /~, 
is a set of coset representatives of F'  in F, i.e., F=U~=xF'Ak, then : ~ ' =  
U ~ = I A k ( ~ )  is a fundamental region for F'. The principal congruence subgroups, 
which are labeled by their level, N, are defined as 
F(N)={(: b)~Fla, d=lmod N; b,c=Omod N}. (3.1) 
These are normal subgroups of F and have index 
6, N = 2 ,  
~t(N) = ½N3I-I(1-1/p2), N > 2 ,  (3.2) 
p]N 
where the product is over all primes p which divide N. We have listed the indices 
and some other pertinent properties of the low level F(N) ' s  in table 1 for 
convenience. We refer to the fundamental region for F ( N )  as fiN- °~2 and ~4 are 
TABLE 1 




1 2 3 4 5 6 7 8 9 10 11 12 
1 6 12 24 60 72 168 192 324 360 660 576 
1 3 4 6 12 12 24 24 36 36 60 48 
0 0 0 0 0 1 3 5 10 13 26 25 
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Fig. 2. "~2, the fundamental region for F(2). 
shown in figs. 2 and 3, in which the arrows indicate which edges of the boundaries 
are identified under F ( N ) .  It is not hard to convince oneself, by pulling together the 
equivalent edges, that ~2 and ~4, like ~ ,  are topologically spheres. For brevity, 
we will call such subgroups genus-zero subgroups. 
Following ref. [11], we now derive a formula for the genus of the fundamental 
region of any subgroup F'. ~ '  is composed of /~ modular triangles, which are 
F-transforms of ~ .  We divide these into half triangles by joining the cusp to the 
point F-equivalent to i with a hyperbolic straight line (the dotted lines in fig. 2). Let 
V~, i = 1 . . . . .  v, be the vertices of ~ '  and let 2x i be the number of half triangles 
touching V~. The division of ,~ '  into half triangles constitutes a polygonal decompo- 
sition, with v vertices, 2/~ faces, and ~V=lK / edges, whence its genus is 
g = - ½ ( v - e + f - 2 ) = l ~  ( ~ , - 1 ) - / ~ + 1 .  
i=1  
(3.3) 
In this paper, we will focus our attention on normal subgroups because they are 
particularly easy to analyze. Henceforth, we assume that F '  is normal. In that case, 
there are equally many half triangles touching at vertices which are F-equivalent to 
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(ni, n 0, noo) is called the branch schema of the normal subgroup. Since the numbers 
of vertices F-equivalent to i, p and ioe are I~/ni, # /np and I~/n~, we obtain for the 
genus 
Iz h i - - 1  # n p - 1  I~ n ~ - I  
g + + ~ + 1. (3.4) 
n i 2 n o 2 n~ 2 
The number  of modular triangles fanning out from each cusp, n ~, is called the fan 
width, and for o~ u is equal to the level N. The number of cusps, o~ = I~/n ~, of o ~  
is thus I~/N. Clearly, for any subgroup, n i = 1 or 2, n o = 1 or 3, and g >/0, so that 
the branch schema must assume one of the following forms. 
(hi, n o, no~ ) = (1,1,1). This is the branch schema of the full modular group. 
(n~, np, n o ) =  (2,1,2). This is the branch schema of a genus-zero subgroup of 
index 2, denoted F 2, and generated by S T  and ST-1.  
(hi, n o, no~ ) = (1,3,3). This is the branch schema of F 3, with index 3 and genus 
zero, whose generators are S, T 1ST and T-1ST-2S.  
(hi, n o, n~)  = (2, 3, N),  N >/2. These are the branch schemata for the principal 
congruence subgroups, although for some N there are other subgroups with the 
same branch schema. For example, F(6) and F o the commutator  subgroup of F, 
share the branch schema (2, 3, 6). The genus formula (3.4) for (n i, np, n~)  = (2, 3, N)  
reduces to 
/~(N) N -  6 
g = N 1 ~  + 1. (3.5) 
Specifically, we note that g = 0 for N = 2, 3, 4 and 5. Furthermore, for these values 
of N, the principal congruence subgroups are the only subgroups with this branch 
schema. Hence, there are exactly 6 normal genus-zero proper subgroups. 
Modular  functions for a subgroup F '  are meromorphic in the upper half plane 
and at the cusps._..._, and satisfy f ( A ' r ) = f 0 " )  for all A ~ F'.  Thus, they are well 
defined on ~ / I " - o  ~ ' ,  which can be given a complex analytic structure. For 
genus-zero subgroups, there exists a modular function, called the hauptfunktion h, 
which maps o ~ '  one-to-one to the Riemann sphere C. All modular functions for F '  
can be written as rational functions of h, which is the analog of j for F'.  
A modular  function for the principal congruence subgroup F ( N )  is called a 
modular  function of level N. We denote the haupffunktions for F (N) ,  2 ~< N ~< 5, 
by h u" The easiest way to construct h N explicitly is as a ratio of modular forms of 
level N, which we now do for h 2, h 3 and h 4, and indicate how to do for h s. 
(1) h a. The three Jacobi theta functions, v~2, 03 and v~ 4, transform into each 
other under modular transformations, but under F(2) transformations, each goes 
into itself as a form of weight ½, up to a phase (see appendix A). If we raise them to 
the fourth power, the phase disappears and so the ~4 are entire modular forms of 
weight 2 and level 2. Only two of these are independent by virtue of Jacobi's 
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Fig. 4. The image of the map h2: ° J  2 ~ C. 
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identi ty,  ~4 = an + ~4 4, and f rom these we define the level-2 funct ion 
~4(~) 
h2(~)  ~4(,r) , (3.6) 
whose values at the cusps are h2(0 ) = 0, h2(1 ) = 1, and h2(ioo ) = o0. Since its pole 
and  zero are simple, h 2 qualifies as a F(2) hauptfunkt ion.  In  fig. 4, we show the 
image  of ~ 2  under  h 2. Any other funct ion which maps  J~: 1-1 onto C could 
equal ly  well serve as the hauptfunkt ion,  e.g., the Picard k-function,  which is related 
t o  h 2 by  X = 1 / (1  - h 2 ) =  02/~3.4 
(2 )  h 4. We only need to square the 0i ' s  to el iminate the phase  if we are 
consider ing its t ransformat ions  under  F(4), so the ~2 are modula r  forms of weight 1 
and  level 4. F r o m  these we define the F(4) haupt funkt ion  
a~ + ~4 ~ 
h4(~- ) v~22 , (3.7) 
which m a p s  the set of cusps of  ~4, ( 1, 0,1, 2, - 1, ioo ), to (0,1,  - i, - 1, i, oo } ~ (~, 
respect ively (see fig. 5). 
(3) h 3 and  hs. The  classical theta functions for a Lie group G are 
0 2 ( ~ ' ) =  ~ e i~'lvl2 , (3.8) 
y E M + X  
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Fig. 5. The image of the map h4: ~ ~ C. 
where M is the root lattice and X is the highest weight of an irreducible representa- 
tion. Since ?, is only defined modulo the root lattice, choose it to lie within a unit 
cell of the same. 
To  construct the hauptfunktion for h3, we  make use of the fact that the O x 
functions for SU(3) are modular forms of level 3. X labels the 1, 3 and 3 
representations, but the O x functions for the latter two are equivalent 
O1(~') = ~ (6~') v~ 0 
0 ½ ~ ½ ] (2T) .  
1 
(3.9) 
(Our theta function conventions are given in appendix A.) From these we define 
o1( ) 
h3(  ) - O3(T), (3.10) 
which maps the cusps 0, 1, 2 and i ~  to 1, ~, p and ~z. 
Similarly, the classical O x functions for SU(5) are modular forms of level 5, and 
h 5 may be defined as a ratio of these, although later we will encounter a much easier 
way to define it. 
F(N) transformations leave ~N invariant, while elements of F not in F(N) 
permute  the modular triangles composing ~N, inducing an automorphism which 
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maps cusps tO cusps, /-points to /-points, etc. These automorphisms form a 
representation of YN = F / / " ( N ) ,  the modulary group of level N. For N = 2, 3, 4, 
and 5, the modulary groups are isomorphic to the rotation groups of the regular 
solids 
/'2 -- $3 -- triangle group, 
/"3 = A4 -~ tetrahedral group, 
F 4 = S 4 = octahedral group, 
F 5 -- A 5 -- icosahedral group. (3.11) 
It is not obvious at first sight how, e.g., the rotation group of the octahedron acts on 
~4, but its action on the image of ~4 under h 4 (fig. 5) is much more transparent. In 
fact, an inverse stereographic projection of the h 4 plane maps fig. 5 onto a spherical 
octahedron, with the cusps of ~4 at the vertices, the/-points at the midpoints of the 
edges, and the p-points at the centers of the faces. Elements of F 4 simply rotate this 
octahedron, mapping vertices to vertices, etc. By mapping back, we can easily 
determine how the cusps transform under the modulary group. Furthermore, since 
functions are specified by the locations of their zeros and poles (i.e., by their 
divisors), we can see how h 4 and other level-4 modular functions transform under 
coset transformations by observing the motion of their zeros and poles. Similar 
constructions hold for the other values of N ~< 5. 
4. Factorization on the modular group 
We begin the process of classifying factorizable partition functions by considering 
the simplest case: complete holomorphic factorization on the modular group. Each 
term f~  in eq. (1.1) is separately modular invariant, so that f and g are modular 
functions with multipliers, i.e., under a modular transformation they transform into 
themselves up to a +-independent phase, f ( A ' r ) = x f ( A ) f ( ' f ) =  exp(iCpf(A))f(+),  
and the phases must match, x f ( A ) =  xg(A), VA ~ F. If the partition function is 
diagonal, i.e., of the form ~ - Ei=lff~,  the latter condition automatically holds. For 
brevity, we will hereafter refer to modular functions with multipliers as projective 
modular functions. 
First, we consider modular functions without multipliers, x f ( A ) =  1. f is then a 
rational function of j (2.10). Any term j - b j  in the denominator, however, must 
vanish somewhere in the upper half plane, spoiling holomorphicity. Hence, f must 
be a polynomial in j ,  whose only poles lie at the cusp, which physically corresponds 
to the presence of a tachyon if we view the associated conformal field theory as a 
component  of a compactification of the bosonic string. The conformal charge is 
c = 24n, where n is the order of the polynomial. In applications to string theory, we 
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are only interested in c ~< 24, so n = 1 and 
1 
f = j  + a = - + (744 + a)_ + 196884q + . . . .  . _(4.1) q 
Since j by  itself has integer coefficients, a must  also be an integer, and unitari ty 
requires that  a >/ - 7 4 4 .  That  f be a sum of Virasoro characters with positive 
coefficients ( requirement  Rs)  puts  an upper  bound  on a: e.g., considerat ion of the 
next  t e rm alone constrains a ~< 196139. We conclude that  a par t i t ion funct ion 
satisfying comple te  holomorphic  factorization (without multipliers) must  be  com- 
posed  of funct ions of the extremely l imited form f = j  + a, a ~ Z, - 744 ~< a ~< 
196139. 
Such par t i t ion  functions arise f rom compact i f icat ions  of the bosonic  string on the 
twenty- four  24-dimensional  even self-dual Niemeier  lattices, for which f = ~A//'024, 
where  O A = ~ ' 7  ~ a ei~r~'lvl2 is the theta function of the lattice A and is a modula r  form 
of weight 12 [12]. The  part i t ion functions for these theories are given by  
f =  ( j -  744) + 24(h + 1) ,  (4.2) 
where  h is the Coxeter  number  of the Niemeier  lattice and can take on the values 
h = 0, 2 . . . . .  10,12,13,14,16,18,  22, 25, 30 and 46 [16]. Part i t ion functions of this 
fo rm can also arise in asymmetr ic  orbifolds based on these lattices. 7/2-twists by  the 
a u t o m o r p h i s m  which takes lattice vectors to their negatives lead to par t i t ion 
funct ions  given by  
f =  ( j -  744) + 12h.  (4.3) 
To  find par t i t ion functions with c < 24, we must  generalize to non-trivial  multipli-  
ers. A mult ipl ier  system x ( A )  is a multiplicative abelian character  of the modula r  
group,  i.e., a representat ion of F in E = {z ~ C I Izl = 1}, and is completely  charac- 
terized by  the multipliers of the generators  S and T. Because of the relations 
S 2 = ( S T )  3 --- 1, we have x ( S )  = +_ 1 and x ( S T )  = e 2~rin/3, n = 1, 2, or 3, so that  
x ( T )  is a sixth root  of unity. This implies x f (A)  6= 1, VA ~ F, so that  f 6  is a 
m odu la r  funct ion without multipliers, and f is an algebraic funct ion of j ,  at worst  a 
sixth-root.  In  general, j + a has a simple pole at the cusp and a simple zero 
somewhere  in the upper  half plane, so that  taking any root would introduce a 
b ranch  point  there, violating holomorphici ty.  But if a = 0 or - 1728, j + a vanishes 
at one of the orbifold points, where the order of the zero is higher by eq. (2.5). j has 
a triple zero at O, whence ~f)= is holomorphic  in J~.  j -  1728 vanishes to second 
order  at i so that  V / j -  1728 is likewise well behaved.  Consequently,  we can write 
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four holomorphic projective modular functions with c < 24 
4 3 1  
- - q - 1 / 3 ( 1  + 2 4 8 q +  . . .) ,  ( 4 . 4 )  
v / j -  1728 ,012 = q- i /2(1  492q + . . . ) ,  (4.5) 
= '01---g = q-Z/3( 1 + 496q + . . . ) ,  (4.6) 
6 ,  G4G6 
] j 2 ( j _  1728)3 _ n 2 ~  _ q-5/6(1 _ 244q + . . .  ) .  (4.7) 
All of these expressions have integer coefficients in their cusp expansions, but eqs. 
(4.5) and (4.7) are ruled out by requirement R 4 because some of the coefficients are 
negative. The other two satisfy all our requirements, and are partition functions for 
conformal field theories. Eq. (4.4) corresponds to compactification of eight dimen- 
sions on/"8, the root lattice of E8, and eq. (4.6) corresponds to compactification of 
16 dimensions on either /"82 or F16, the root lattices of E 8 × E s and Spin(32)/Z 2 
respectively, both of which lead to the same partition function [12]. 
5. Factorization on genus-zero subgroups 
In this section, we turn our attention to partition functions which factorize on a 
genus-zero subgroup F', that is 
M 
z = E / d , ,  (5.1) 
i = 1  
where fi and gi are modular functions, possibly with multiplier systems, of F', and 
the sum is required to gain full modular invariance. The form of such partition 
functions, after we have imposed the physical requirements R 1 Rs, is strongly 
constrained, leading to restrictions on c and h and, in some cases, to a finite 
number of possibilities for Z. 
Given a pair of projective modular functions of F', f and g, with the same 
multiplier systems, we define the modular invariant 
q/( f ,  g) = Y'~ f(Ak'c)~,(Ak~), (5.2) 
k = l  
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t where F = U k = I F A k  is a coset decomposition of F '  in F. Any F'-factorizable 
parti t ion function is a linear combination of such modular invariants; indeed 
] M 
Z = - • q/(f / ,  g , ) ,  (5.3) 
~ i = l  
so we turn to the possible forms for Y¢. 
First, we consider the case without multiplier systems. Any modular function of 
F '  can be written as a rational function of the hauptfunktion h 
I-I~=l( h - a j )  (5.4) 
fez i ~ n = x ( h  _ bk ) . 
Since h takes every complex value exactly once on ~- ' ,  we can uniquely write this 
for. I ~ ; = l ( h - h ( " l J ' ) )  
Iqk , , ,__ l (h_h(rk) )  ' 
(5.5) 
where ~k, ~'f ~ ~ ' .  Holomorphicity in the upper half plane requires that all the poles 
lie at the cusps, i.e., ~'k ~ Q U (ice }. 
For  the moment,  we restrict our attention to modular functions of the genus-zero 
principal congruence subgroups, F ( N ) ,  N ~< 5. These functions are invariant under 
T N ~ F ( N ) :  r ---, ~" + N, so they have cusp expansions f =  ~ l f l e  2~ri'rl/N = ~ l f l q  I/u. A 
function with a simple pole at ice has leading term q 1/N, which corresponds to 
c = c N = 2 4 / N .  Since each cusp is mapped to ice under some coset transformation, 
the leading behavior of the modular invariant Y/constructed from f is determined 
by the pole of largest order, g, giving c = gc N. Unlike the poles, the positions of the 
zeros of f remain unconstrained, which leaves great freedom for constructing 
modular  invariants, and from these, partition functions, out of modular functions of 
level N. (Eventually, we must impose R 2 - Rs, which will lead to some restrictions 
on these.) The conformal charge for these partition functions, however, must 
necessarily be a multiple of c N = 12, 8,6, 2~ for N = 2, 3, 4, 5. To obtain any other 
value of c, particularly a lower one, we must allow the more general possibility of 
projective modular  functions of level N. 
For  the full modular group, the relations satisfied by the generators imply that all 
multipliers must be sixth roots of unity. This means that the number of possible 
multiplier systems for F is finite. Such an idyllic situation does not hold in general 
for modular  subgroups. The multiplier systems for F '  form a group, the group of 
multiplicative abelian characters, which is isomorphic to F ' / F ~ ,  where F~ is the 
commuta tor  subgroup of F'.  (The commutator  subgroup is generated by group 
elements of the form A B A - 1 B - 1  for A, B ~ F'). 
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For the index two subgroup F 2 described in sect. 3, F2/F~ -- Z 3 x Z 3, so that any 
multiplier system cubed is the unit multiplier system, hence any multiplier is a cube 
root of unity. Similarly, F 3 / F  3 -- Z 2 × Z 2 × 7_ 2, so that all multipliers are + 1. The 
fundamental regions for F 2 and /,3 are the branched coverings of Y on which the 
3 -  
functions ~ / j -  1728 and ~/), respectively, are single-valued, so that these are 
hauptfunktions for these genus-zero subgroups. Using these facts, it is not too hard 
to see that holomorphic projective modular functions of / ,2  and F 3 are also 
holomorphic projective modular functions of the full modular group, so that 
partit ion functions that factorize on these subgroups also factorize on F, and we 
obtain nothing new. 
For  the other normal genus-zero subgroups, F(N) ,  2 ~ N ~< 5, the commutator 
subgroup has infinite index, whence the number of multiplier systems is infinite. 
The reason is that the F ( N )  are free groups, i.e., their generators satisfy no relations 
and therefore can have arbitrary multipliers. This arbitrariness of the multipliers 
could spell disaster, since we can write a projective modular function of level N ~ 5 
as an algebraic function of h N if and only if the phases of its multipliers (divided by 
2~r) are rational. This is, in fact, the case, however, for projective modular functions 
appearing in rational conformal field theories. Anderson and Moore [6] have 
recently given a proof that rational conformal field theories have rational values of c 
and h. A simple consequence of this is that the phases of the multiplier system of a 
projective modular function of level N must be rational, as we now show. The 
subgroup F ( N )  for N ~ 5 is generated by the boundary substitutions of ~zv across 
the cusps, i.e., by those elements of I ' (N)  which map the two line segments on the 
boundary of o~ N which connect to the same cusp into one another. (Only ~ - 1 of 
these generators are independent.) Now suppose that the phase of f under the 
generator T N is 21rfl 1, i.e., f(~-+ N ) =  e2~riB~f('r). Then q-¢l/Nf('r) is invariant 
under T N and fO ' )  = qBl/N~,l~zflql/N. Let 2vrfl~ be the phase of f under the 
generator associated with the boundary substitutions across the cusp G- If A~ ~ F 
maps that cusp to ira, then the coset transform of f by A~ has cusp expansion 
f ( A ' r )  =f i (~ ' )=  q'8"/NY~I~Z)~ql/N. NOW the conformal charge for Y/(f, f )  is deter- 
mined by the coset transform whose leading term has the most negative exponent, 
say f(.,t~-), and the conformal weights by the differences of the exponents of the 
different transforms 
24fi 1 B~ - fi 1 
c =  N m O d N ,  h ~ -  N m O d N .  (5.6) 
Since c and h are rational, the phases /3, of the multipliers of the generators, and 
therefore of all elements of F(N) ,  must also be rational. Thus, every projective 
modular function f of level N ~< 5 which appears in the partition function of a 
rational conformal field theory (5.1) is a root of some modular function without 
multipliers, which we will call FO- ). 
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We will now argue that we lose no generality by only considering what we will 
call restricted modular functions, those whose poles and zeros all lie at the cusps. If 
F has a zero in the upper half plane, then unless the order of the zero is a multiple 
of r, the projective function f =  ~fff will have a branch point there, in violation of 
R 1, the holomorphicity requirement on f .  Because n~= 2 and np=  3 for the 
principal congruence subgroups, the points i and P are no longer orbifold points in 
~N,  and are to be treated as any other point in the upper half plane. Let the zeros of 
F which are located at points ~-~ in the upper half plane (i.e., excluding the cusps) 
have orders #'/i such that rln~, Vi. Let h be the hauptfunktion for a genus zero 
subgroup, and if necessary subtract a constant from h so that its zero lies at one of 
the cusps. Then we can write F in the form 
F (~ )  r I ( h  h( "' ' = - $/)) F (~-), (5.7) 
i 
where F '  is a function with all its poles and zeros at the cusps. Since n J r  ~ 7/, the 
projective function 
f ( ' r )  = r I  ( h -  h('r~) )"'/r"vFF 7 (5.8) 
i 
can be expanded into a sum of restricted projective modular functions, and thus the 
modular  invariant made from f is a linear combination of modular invariants made 
f rom restricted projective functions. Hence, we need only consider restricted modu- 
lar functions F. 
If  c 1 . . . . .  ca~ ~ Q W [ i ~  } are the cusps of ~-N, then F has divisor 
( F )  = c~' c'o= (5.9) 
where n,  ~ 7/ is the order of the zero (or pole, if it be negative) of F at c,, and 
$ Z ~ n ,  = 0. We will also write the divisor in the abbreviated form (n<.l, . . . .  nco),  
using the cusp itself as the subscript. The divisor completely determines the function 
up to normalization. Now consider the projective modular function f =  ~/ff. The 
cusp expansion of a coset transform A~ of f which takes the vth cusp to ioo will 
have the form 
f(A,,'r) = ~ = , , - " ' l " ' t a  i lN u t 0,, + a , , ,q  + . . . ) .  (5.10) 
The conformal charge for Y / ( f , f )  is c =  2 4 h / N r ,  where h is the order of the 
maximal  pole of F, ~ = Ira in n~ 1. The conformal weights are given by h~ = d n ~/Nr  
= l c ( d n J ~ ) ,  where An, = n, + ~. This already allows us to derive a constraint on 
the conformal weights. Since ~ , = l ( d n J n ) =  ooo, each term in the sum obeys 
( d n J ~ )  ~< o~, so that the conformal weights coming from the leading terms of the 
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coset transforms satisfy h,~< 2~c% = ~4( t t c /N ) ,  where /~ is given in table 1. 
Subleading terms contribute conformal weights h,  + l / N ,  l ~ Z,  so for c < 24//x, we 
have the restriction 
1 /~c 
0 ~< h mod ~ ~< 2 4 ~  (5.11) 
We will be able to obtain much stronger restrictions for c and h when we consider 
specific subgroups in sects. 6 and 7. 
If  we wish to construct non-diagonal modular invariants qC(f, g), the multiplier 
systems for these projective functions must be the same. What constraint does this 
place on the modular  functions F = f r  and G = gr? For a function F with a zero of 
order n~ at some cusp, the phase under the generator of F ( N )  corresponding to the 
boundary  substitution across that cusp is 2~rn~, and so the phase of f is 27m J r .  In 
order that the multipliers of f and g for the generators be equal, the phases must be 
the same modulo 2~r, i.e., n ~ ( F )  = rip(G) mod r at each of the cusps. That is, F and 
G must  have the same divisors mod r. This restriction will result in many fewer 
possibilities for non-diagonal modular invariants than for diagonal ones. 
We have learned that we should only take roots of restricted modular functions F, 
but  since a priori there are no constraints on the phases of the multiplier system 
other than that they be rational, how do we know which roots of F we may take? 
Here  we appeal to requirement R3, that the coefficients of the cusp expansion of Z 
must be integral. It is not difficult to show that the coefficients of the cusp 
expansion of any restricted modular function F belong to Z(fN), e.g., by writing it 
in terms of the cusp functions, which we will define in sect. 7. (Z(~N) is the ring of 
cyclotomic integers, i.e., complex numbers of the form ll~ N q- 12~ ~ + • • • + IN, where 
~N = e2~ri/N, and l i ~ Z.) We will argue that for R 3 to hold, the coefficients of the 
cusp expansions of the projective functions f--~/-ff, from which we build the 
modular  invariants ~/, must also lie in Z(~N), when the leading term is normalized 
to unity. This will provide strong constraints on the allowed projective functions, 
and on the values of c and h in the resulting partition functions. In fact, for c < CN, 
there will be a small number of such projective functions, which we will show how 
to find, and any F ( N )  factorizable partition function with c < c N must be a linear 
combinat ion of the modular invariants formed out of these allowed projective 
functions. 
6. Factorization on 1"(2) 
In this section and sect. 7, we will make concrete the procedure presented in sect. 
5 by  applying it to the genus-zero principal congruence subgroups. 
We specify a restricted modular function F of level 2 by its divisor (n 0, n 1, ni~). 
The sum over cosets results in all permutations of these cusps, so, without loss ot 
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generality, we may take ~ = -n,oo = no + nl to be the pole of largest order. The 
explicit form of F, up to normalization, is 
Fcr h~o(h2 - 1)"'  = 
where we define 
,04n°,03nlTimo+ m, ) 4 m =  ( *l~lO~'~nl ) 8?1"1 ' (6.1) 
710('/') ~ 7 ,04 1148 f i  (1 q,,,+,12) -~- =q -  - , 
m~O 
'Ox('r) --- 7 ~3-I1 -- q 1/48 I~m=O (1 + q"+a/2) , (6.2) 
and where m is the greatest common divisor (2n 0 + nl, n o + 2 n l )  , and m 0 = (2n 0 + 
nl ) / rn  and m I = (n o -b- 2 n l ) / m .  
We now come to the crucial point. The projective modular functions % and ~11 
have all integer coefficients in their cusp expansions, as is manifest from their 
product  representations (6.2). The coefficients in the cusp expansions of roots of 
these functions, however, will be fractions, and in fact the denominators of these 
rational coefficients will grow with the power of q, as can be seen from the binomial 
expansion of the product representation. Because of this, the finite sum over cosets 
(5.2) and over modular invariants (5.3) cannot restore the integrality of all the 
coefficients of the partition function, violating R 3. Hence, f =  ~/ff must be a 
product  of integral powers of % and ~1 (i.e., must itself have only integer 
coefficients in its cusp expansion), which occurs if and only if r divides 8m. 
Let l = 8 m / r  ~ Z. Since the coset transformations simply permute the three 
Jacobi theta functions in all possible ways, f gives rise to the modular invariant 
= ![ ,0 ,07" ,07o,04 , ' 
 l(i,i) x / I  ,r/mo+ml I +lnmo+,,, + 
1,0~,o#~,1 ' ,0~,0,0~-1 ' ,0~-0,0~,1 't (6.3) 
+ ~---~-Z-~-~ + ~ - - ~ (  + ~7,,o+m~[ ] , 
where we divide by a normalization factor X so that there is only one identity 
operator,  and then must recheck that the coefficients of ~ are still integers. The 
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conformal charge of this modular invariant is 
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c = ~l(m o + ml)  ~ ½7/, 
and its conformal weights are 
h = O, l l m o ,  1l int  mod ½ c lX6 z . 
(6.4) 
(6.5) 
For  c < 4, eq. (6.5), together with eq. (5.11), tells us that 
h = 0, 116 . . . . .  ~c mod 1, (6.6) 
whereas for c >~ 4, all multiples of ~ are allowed. 
Recasting the problem slightly, we consider the divisor of the projective modular 
function f itself, (Po, Pl, Pio~) = (no/r ,  n l / r ,  n i~ /r ) .  This involves a slight abuse of 
notation since f is only well defined on a multisheeted covering surface of ~'2 with 
the values of f at equivalent points on different sheets related by a phase deter- 
mined by the fractional part of its divisor. Since 
f = ~8(2 Po +Pl ) ~8( Po + 2 Pl) 
J '10 I/1 , (6.7) 
its coefficients will be integer-valued if and only if the powers of 70 and 71 in eq. 
(6.7) are integers. This implies that p , ~  214 7 and the difference of any two 
1 p, s ~ ~Z, from which eqs. (6.4) and (6.5) follow, since c = 24~/N,  p = ~/r ,  and 
h, = A p J N ,  Ap~ =p~ +p.  For a given value of c, there exist [c] + 1 distinct (up to 
coset transformations) level-2 projective modular functions with integer coefficients, 
whose divisors we list in table 2 for c ~ 2. 
We will now see that the modular invariants constructed from these fi correspond 
to the partition functions of known conformal field theories. Defining q¢~ = q/(f,, ~), 
TABLE 2 
Divisors of level 2 projective functions with integer coefficients for c ~< 2 
c f =  (P0, Pl, Pioo) h mod 
/1=( A, ~,, 1) o, ~ .  
1 f 2 = (  ~2, ?:, ~) O, ~. 
*3_ ( 1 1 ~ )  O, 1~66. 2 
(-~, 0, ~) o, 6, ~ 2 
2 (_~, _ !  6, ~) o, ¼ 
2 ( , 1 ~ )  0, ~ ,  ~ .  -- 6, -- 2~, 
2 (--61, ~ ,  ~ )  0, ~" 
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normalized so that the coefficient of the leading term is unity, we observe that 
(6.8) 
is the partition function for one free Majorana fermion, the Ising model, which has 
c = ½. The partition function for two Majorana fermions with correlated spin 
structures, or equivalently, for a boson whose target space is a circle of radius R --- 1 
is given by 
02 2 ~/2= 1( 7 ..}_ ~ 2_j_ ~ 2). (6.9) 
The other F(2)-factorizable modular invariant at c = 1 
0203 q- 0304 0402 / 
q/3 = 72 72 + T ] ' 
(6.10) 
by itself has negative coefficients, but the linear combination 
1 ( ~ ~ ~ )2 
½(~/2 q- ~g3) = ~? = "4 q- + , (6.11) 
has all positive integer coefficients, and is the partition function for two uncorre- 
lated Majorana fermions, or, equivalently, for a boson on a Z 2 orbifold of the circle 
with R = 1. In fact, it can be shown that eqs. (6.9) and (6.11) are the only linear 
combinations of the two F(2)-factorizable modular invariants at c = 1 that satisfy 
the requirements R 1 - R 5 which we imposed on allowable partition functions. 
The conformal charges (6.4) and weights (6.6) are exactly those that may appear 
in theories that are constructed out of free Majorana fermions. Certainly, all such 
theories factorize on /'(2), and it is tempting to conjecture the converse, that all 
F(2)-factorizable theories can be so constructed, though we do not yet have a proof 
of this. 
We briefly consider non-diagonal modular invariants, W(f ,  g). The condition 
on the projective functions from which we may construct non-diagonal invari- 
ants, viz., p~(f)=p~(g) rood 1 for each cusp G, is first satisfied at c = 4 ,  with 
( f )  = ( _  1 _ 1 2 3, 7, 7) and (g)  = ( -  1, ~, _1)3 . This yields 
1 
/~4~4 --4 4 - - 4  4 --4 4 ~4~4"~ 
- -  --0402+ 4 3], 0204 + 0304 + 0302 = 2-G  - 4  4 (6.12) 
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which by Jacobi's identity is the same as the diagonal invariant 8¢(f, f )  = Y/(g, g), 
the partition function for eight correlated Majorana fermions. In general, the 
number of non-diagonal modular invariants is far fewer than diagonal ones. 
7. Factorization on F(4), I"(3) and I"(5) 
A restricted projective modular function of level 4 whose divisor is (P0, P2; Pl, 
P-l;  Pl/2, P~),  where the orders p~ = n~/r are now fractions, can be explicitly 
written in terms of the F(4) haupffunktion 
fox (h 4 -  1)P°(h4 + l)P2(h4 + i)e~(h 4 -  i)P-l(h4) pl/2. (7.1) 
Even with the explicit form of h 4 (3.7), however, this expression is not very useful 
for determining whether the cusp expansion of f has coefficients in Z(i) or not. For 
this purpose, we develop a product representation of f .  
We define a set of cusp functions of level N, ~l~U)(r), one for each F(N)-inequiv- 
alent cusp c, which are projective modular functions of level N. The function ~(u) 
has the property that each factor in its product expansion vanishes at a set of cusps 
/ '( N )-equivalent to c, and each factor appears exactly once. ~N) vanishes at r = c 
and has all its other zeros and poles at other cusps. We label them ~ functions 
because they are essentially the generalized Dedekind eta functions ~(U) [11], (g,h) 
except for N =  2, where they differ by a power of two (see appendix A for 
definitions and properties). To make the equations less cumbersome, we will 
suppress the superscript (N)  in the following, since the context should make clear 
which level we mean. The cusp functions of level 4, for example, are 
"O0 = ~/(1,0) = q-1/96 I~I (1 -- qn/2+1/4), 
n=0 
712=~7(1,2)= q 1/96 I~- I (1 +qn/2+l/4), 
n=0 
~1 = ~1(1,3) = q-1/96 I~I (1 +(--)niqn/2+l/4), 
n=O 
?~- 1 = ?~(1,1)~--" q--1/96 I~I (1--(--)niqn/2+l/4), 
n=0 
oQ 
~h/2=~<2,1)= q 1/2a ]-] (1 +q2 ,+1) ,  
n=0 
oc 
~ioc = " / 7 ( 0 , 1 )  = V~q 1/12 ]--I (1 + q2n). (7.2) 
n = l  
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The ~ /s  transform into each other up to a phase under modular transformations: 
~A~(A~) o: ~/~(~-). To determine the order of ~,. at some cusp e', we find A ~ F 
which takes c' to ioo and then check the order of ~A¢ at ioo, i.e., the leading power 
of q in units of 1/N. Thus, e.g., ~i~ has divisor ( -  2~, - ±'24, 24,1 24,1 __ 6'1 ~).1 
In sect. 3, we constructed hu, the hauptfunktion for F(N), by taking a ratio of 
modular forms. We just mention here that h N c a n  also be expressed as a product of 
cusp functions having a simple zero at one cusp and a simple pole at another. In 
fact, any restricted projective modular function can be written as a product of 
powers of the ~//s. For example, the function (7.1) can be expressed 
f oc "~3p°+pz~3pz+p°~3Pl +p t~3P~ 1 +Pl~3Pl/z+Pg°°~ 3p~ +Pl/2 
'tO ' /2  i l l  "J1/2 , t o o  , (7.3) 
as can be seen by comparing their divisors. This expression is not unique: each of 
the exponents can be shifted by an equal amount because the product of all the ~/c'S 
is a constant, ~0~2~1~-1~t/2~ioo = v~. (To see this, note that the divisor of the 
product  of the cusp functions is (0,0; 0,0; 0,0), hence it must be a constant, and 
then evaluate the constant at $ = ioo.) The next question is which of these restricted 
projective modular functions can give rise to partition functions satisfying R 3. 
The coefficients in the cusp expansions of the ~N) 's  lie in 7 ] ( ~ N )  , a s  is evident 
from their definitions. Projective modular functions f which are products of integral 
powers of cusp functions therefore also have cyclotomic integral coefficients. Of 
course, the partition function itself must have coefficients in E, not Z(~N), but the 
sum over cosets (5.2) usually results in a modular invariant Y/(f, f )  with Z-coeffi- 
cients only. As before, however, roots of cusp functions have coefficients in Q(~N), 
with denominators that grow with q. The same holds for functions which are 
products of non-integral powers of the o(~N)'s, SO that modular invariants formed 
from these (which only involve finite sums) cannot have integer coefficients for all 
powers of q. Hence, for f to lead to a physically acceptable partition function, it 
must have coefficients which are cyclotomic integers. 
In order for the coefficients of the cusp expansion of eq. (7.3) to be cyclotomic 
integers, the difference between any two exponents must be an integer. (We can 
then use eq. (A.13) to make all the exponents themselves integers.) We will refer to 
this as the integrality condition. Clearly, if f satisfies this requirement, so will its 
coset transforms, which are obtained from eq. (7.3) through certain permutations of 
the ~c's. The idea is then that the modular invariant (5.2) obtained by summing over 
coset transforms will have coefficients that are strictly integers (not just cyclotomic 
integers), although we must check this. 
The integrality condition leads to the following necessary (but not sufficient) 
1 conditions on the divisor of f :  p~ ~ 2~Z and p~-p~, ~ ~7/, from which it follows 
that for F(4)-factorizable partition functions 
1 ¢ h (7.4)  
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TABLE 3 
Divisors of level 4 projective functions with 7(i)  coefficients for c ~< ¼ 
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c f = ( P 0 ,  P2; Pl, P- l ;  Pl/2, Pioo) h mod 
2 - -  12 1 2 '  1 2 '  6 '  6 )  0 ,  " 
I f z = ( - 6  x, -~'6, - ~ ,  -x'6, 3,1 ~) 0, ~- 
1 / 3 = ( _  ~ 1. 1 ~ .  1 1 )  0, 1 "  
1 12 ~ 12 ~ 12 
1 _ i t. 1 _1. i 5 fs - ( - g ,  - g ,  6 , 6 ,  - - 6 ,  6 )  0 .  
f 6 = ( - L  ~, -'-2., -~2., ~, 1) 0, ¢~, ~. 
( . . . . . . .  O, • 24 ~ 24 ~ 2d I 24 I 6 ~ I 3 2  
5 ~ .  1 2 ~ )  0 ,  1 6 ,  4 ( __ 2A~4, 5 .  1 1 
24 ~ 12 ~ 12 ~ 24 
5 7 . 7 . 1 
( - 2 ' 4 ,  - -~- ,~, (~) o, ~,  ~- 24 ~ 24 ~ 24 
It is not difficult to enumerate the divisors of all functions (up to coset transforma- 
tions) which satisfy the integrality condition, and we list the results for c ~< 4 in 
table 3. 
Projective functions of level 4 whose divisors satisfy P0 = P2 = 2/30, Pl = P-1  = 2/31 
and Pl/2 = Pio~ = 2~bio¢ are actually projective functions of level 2, since these pairs 
of cusps are identified under F(2), and 
fc~ ( '/~On 2 ) 8P° ( ~1~'/_ 1 ) 8~bl ( 8~ ~l /2~ioe)  '~ = "~8"D°~8"bl"~8/31~ qO q l  q i ~  (7.5) 
where the ~c's denote cusp functions of level 2, and in which the last expression is 
simply a more symmetric way of writing eq. (6.7). Hence, the projective functions fl, 
f2 and f3 in table 3 are the same as those of the same name in table 2. 
We digress briefly to describe some of the theories to which these modular 
invariants correspond. We have already met Y/1 (6.8), the partition function of the 
Ising model. Y/4, though satisfying the conditions we have so far imposed, certainly 
violates R 4 since the Virasoro characters are not unitary at c = 3 [2]. The known 
conformal field theories at c = 1 consist of two one-parameter families of theories 
and three isolated theories [9,17]. A single free scalar field q~ whose target space is a 
circle of radius R (so that q5 = q~ + 2erR) has the partition function 
1 
Z ( R ) = -  ~'~ q(m/2R+"m2/277 (m/2R-"R)2/2 (7.6) 
~ m , n ~ Z  
Since this line of theories manifestly satisfies the duality relation Z ( R )  = Z ( 1 / 2 R ) ,  
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we m a y  choose R >1 1 /v~-  to label a set of distinct theories. For  convenience,  define 
1 E q(m+nk)2/4kq (m-nk)2/4k 
~ ~ , ~ s z  
1 2k-1 1 2k-1 
= -  E E q(2ks+l)Z/4k~t(2kt+l)Z/4k-- E IOl, k( 'r)[ 2 (7.7) 
rt~ 1=0 s , t~z  n~ /=o ' 
where  
84k(~') = E q k("+t/2k)2 (7.8) 
nEZ 
are the classical theta functions of level k for SU(2) [15]. The  other  line of theories 
consists of  orbifold models  obta ined by  modding  out the target circle by  the 71 2 
symmet ry ,  4, --* - 0 ,  which have the part i t ion function 
z ° r b ( R )  = I ( Z ( R )  + 2 Z  4 -  Z1) = I ( Z ( R )  + @t3). (7.9) 
As we saw in sect. 6, f2 and f3 give rise to the par t i t ion functions Z 2 = Y/2 and 
zorb = ½(q/2 + ~/3)" F rom fs, we obtain  2 
80,1 2 81,1 2 
W- +q-- (7.10) 
which in fact  is the part i t ion funct ion for the level one W Z W  theory with gauge 
= 7orb 1 group  SU(2). F r o m  eq. (7.9), we see that  ~17°rb Z4 = ½(Y/5 + Y/3) and ~4 = ~(Y/5 + 
3Y/3) also factorize on / '(4). Finally, the modula r  invariant  arising f rom f6, 
% =  In012+ [nalz+ In112+ 1n_1[2+ ]nl/212q - I~,~[ 2, (7.11) 
has  weights 0, ~ ,  ~ mod  1, and so would seem to correspond to Z 8, which has the 
same  weights. The  multiplicities are wrong, however, and moreover  ~6 violates R 5, 
so we need to take a linear combina t ion  of modula r  invariants,  Z 8 = ½(Y/6 + Y/2)- 
Lastly,  7orb 1 ~8 = ~(Y/6 + Y/2 + 2Y/3) is a lso/`(4)-factor izable .  Because of the constraints  
on the weights (7.4), it is clear that  these are all of  the known c = 1 conformal  field 
theories that  factorize on F(4). (None of the three isolated theories [17], which are 
ob ta ined  by  modd ing  out the theory corresponding to Z 1 by  finite subgroups  of 
SU(2), factorize on / '(4).) 
We  re turn  to the other genus-zero principal  congruence subgroups.  A projective 
modu la r  funct ion of level 3 with divisor (P0, Pu  P - u  Pgo~) can be writ ten in terms 
J.A. Harvey and S.G. Naculich / Conformal field theory 
TABLE 4 
Divisors of level-3 projective functions with Z(f3) coefficients for v ~< 2 
c f = ( P o ,  Pl, P - l ,  Pi~) h mod 13 
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3 
4 ~) O, ~. ( - L  - L  - L  ' 
, - -  - ~) 0, ~. 6~ 6~ 
2 (_1 ! _ !  3) 0" 4,  - - 4 ,  4 ,  
2 ( - ¼ ,  - ¼ ,  ~ ,  ~ )  O, ~, 
2 A = (  -1  ~- 
of  level-3 cusp functions 
fOE.  ~ 3 p ° ~ 3 P l ' r ' 3 P  l ' n3P '~  
~10 ' l l  '1 1 ' l i ~  " (7.12) 
Tha t  the differences of  the exponents be integral implies that p,  ~ ~ Z  and p~ - p,, 
1 ~Z, which constrains c ~ ~Z and h ~ gZ. Divisors satisfying the integrality condi- 
t ion for c ~< 2 are given in table 4. 
Finally, the cusp representation of a level-5 projective modular  function is 
f= I-I~lecc+P~'+~'LlP,,, (7.13) 
(c) 
where c '  is the cusp opposite c, and ci are the five nearest cusps, where we are 
describing the cusps in terms of their images under  h 5, i.e., as vertices of an 
icosahedron.  For  f to have coefficients in Z(fs),  we must  have p~ ~ ~ Z  and 
1 p~ - pp, ~ gZ,  whence c ~ 2 7  and h ~ 2~Z. We refrain f rom giving a table of the 
al lowed divisors because the list grows quickly for interesting values of  c (i.e., 
c>1).  
Merely knowing the modular  invariants out of which F(N)- fac tor izable  parti t ion 
funct ions mus t  be composed is not  as helpful for constructing candidate parti t ion 
funct ions as might  be wished, because we cannot  yet determine, in general, which 
linear combina t ions  of these invariants satisfy R 1 - R 5. In specific cases, certain 
results can be deduced. For  example, one can show that parti t ion functions at c = 1 
which factorize on F(4) and which satisfy R 2 and R 3 must  be linear combinat ions  
of  the form Z = ! ~ ' 4  @/ where the @// belong to the set { @/2, @/3, Y/5, @/6 }" Indeed, 4 ~-"n = 1 in n 
all of  the known  c = 1 F(4)-factorizable theories are of this form, as we have seen 
above, but  apar t  f rom trial and error, we do not  know whether other combinat ions  
of  this fo rm also satisfy the physical requirements which we impose on acceptable 
par t i t ion functions,  and may even correspond to new conformal  field theories. 
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Clearly, more powerful methods are needed before we have an effective tool in 
exploring for conformal field theories. 
8. Conclusions and prospect 
We have considered rational conformal field theories whose one-loop partition 
function factorizes on one of the normal genus-zero subgroups / "  of the modular 
group, viz., F, F 2, F 3, F(2), F(3), F(4) and F(5). We have shown that the one-loop 
partition function is a finite sum of modular invariant expressions, each of which 
can be associated with a pair of projective modular functions of F'. By using the 
fact that the fundamental region of these subgroups is a genus-zero Riemann 
surface and therefore that modular functions of them belong to a genus-zero 
function field, and by imposing very general physical conditions on the resulting 
partition function, we have been able to narrow down these projective modular 
functions immensely. 
For  F (and, therefore, for F 2 and F3), the only allowed partition functions for 
c ~< 24 must be composed of jl/3, j2/3 and j + a, a ~ 77, - 744 ~< a 4 196139. For 
the principal congruence subgroups of level N ~< 5, and for c >~ 24/N, there are 
a priori many modular invariants which could comprise the partition function. For c 
less than this critical value, however, there exists only a small finite set of projective 
modular functions from which we can form allowable modular invariants, and we 
have shown how to find and write these down explicitly in terms of a set of basis 
functions which we call cusp functions. Moreover, for conformal field theories 
which factorize on these subgroups, we have derived the following constraints on the 
conformal charges and weights: 
1 N = 2 ,  c ~  7Z, h ~ Z ;  
2 1 N = 3 ,  c ~  3Z,  h ~ 7 7 / ;  
1 N = 4 ,  c ~  ~Z, h ~  ~2Z; 
N = 5 ,  c ~ Z ,  h ~ Z .  (S.1) 
How might these results be extended to other subgroups? First, we might consider 
genus-zero subgroups that are not normal. For example, the subgroups 
F0(N) = {( a b d ) ~ F ] c = O m o d N } ,  (8.2) 
though of smaller index than F(N) for a given value of N, have fundamental 
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regions of genus zero for many values of N >/6 [11]. For these subgroups, haupt- 
funktions can be found, and the argument made above that projective modular 
functions are linear combinations of restricted projective functions probably goes 
through. Restricted projective modular functions of Fo(N ) can be written in terms 
of generalized eta functions of level N since Fo(N ) D F(N) .  On the other hand, 
unlike Jg'/F(N), ,,~ff/l"o(N ) has orbifold points at which fractional zeros may be 
placed without violating holomorphicity. This will enlarge the space of allowed 
modular  functions somewhat. 
Principal congruence subgroups of level N >~ 6 do not have genus-zero fundamen- 
tal regions, so we can no longer write an arbitrary modular function of level N as a 
rational function of a single hauptfunktion. An arbitrary modular function still has 
a cusp expansion in ql/N, however, so the conformal charge of a modular invariant 
made from a modular function (without multipliers) must be a multiple of 24/N.  As 
before, we must  also consider modular invariants formed out of projective modular 
functions (i.e., with multipliers). Now, any restricted projective modular function 
can be written as a product of powers of generalized eta functions of level N, or 
equivalently, as a product of powers of cusp functions of level N and of levels N '  
for all N '  IN. For the function to have coefficients in Z(~N) , the powers of the cusp 
functions must be integral, and by considering their leading powers of q, we may 
show that the resulting modular invariant has c ~ (2/N2)7/,  h ~ ( I / N Z ) Z  for odd 
N, c ~ (4 /NZ)Z  • (1 /2)7 ,  h ~ (1 /2N2)Z • (1/16)2v for even N, c ~ (6 /N2)Z ,  
h ~ (1/N2)7/  for 3[N and N odd, and c ~ (12/NZ)Z • (1/2)7/, h ~ (1/2N2)77 @ 
(1 /16)Z for 6IN. This would be a very interesting result were it to hold for modular 
invariants formed from arbitrary projective modular functions, as it would bear out 
the conjecture (see, e.g., ref. [5]) that the denominators of c and h increase with the 
index of the subgroup, and demonstrate the exact rate of increase. Unfortunately, 
the arguments given above that (i) projective modular functions appearing in 
rational conformal field theories have rational phases, and that (ii) projective 
modular  functions with rational phases and holomorphic in the upper half plane are 
linear combinations of restricted projective modular functions, both relied on the 
genus-zero nature of the function field and are not valid for general N. 
Nonetheless, in a number of known rational conformal field theories, the parti- 
tion functions are made from restricted projective modular functions. Itzykson and 
Zuber  have written the partition functions of the minimal models with c = 1 -  
6 / m ( m  + 1) in terms of generalized eta functions of level m(m + 1) [18]. Also, the 
parti t ion function for a single free scalar field on a circle with R 2 i (  = 2 P/q) ,  where 
p, q ~ Z is expressible in terms of ~ [0] (2pqr) /~(r ) ,  a ~ (1/2pq)Tl [9], and using 
the Jacobi triple product identity, one can write this as a product of generalized eta 
functions of level 4pq. Thus, there seems to be some evidence for the conjecture that 
the projective modular functions which constitute the partition functions of rational 
conformal  field theories are linear combinations of restricted projective modular 
functions with rational phases. 
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Let us just  mention what prevents argument (i) from going through in the case 
N >/6. The number  of independent phases of the multipliers of a projective modular 
function is equal to the number of generators of the (free) group / ' (N) ,  viz., 
o ~ -  1 + 2g. The first o ~ -  1 generators identify the pairs of boundaries of the 
fundamental  region which are attached to the same cusp, and the rationality of the 
phases associated with these generators follows from the rationality of ¢ and h. 
After the identifications under these generators have been made, we are left with a 
polygon, and the remaining 2g generators identify pairs of sides of this polygon, 
resulting in a genus-g Riemann surface. It is the rationality of the phases associated 
with these 2g generators that is in question for N >~ 6. 
In fact, the question of whether (ii) holds for N >/6 also strongly depends on the 
values of these additional 2g phases. As a concrete example, consider F(6), whose 
fundamental  region is a Riemann surface of genus 1 and modular parameter  
3 = e i~/3. (We mark the modular parameter with a tilde to distinguish it from ~-, 
which is the coordinate on the Riemann surface itself.) The jacobian variety for this 
surface is the complex plane (with complex parameter p) modulo the lattice 
generated by 1 and 3. Since g = 1, the points of the Riemann surface, parametrized 
by ~- with the identifications ~-- AT, VA ~ / ' (6 ) ,  are in one-to-one correspondence 
with the points of the jacobian variety under the Abel map ~,(~-) = fi~o~, where w is 
the abelian differential of the first kind on the surface. Furthermore, we know that 
c~ 7 4 ( r ) d r  because 74(~-) is the entire modular form of level 6 and weight 2 which 
vanishes at all the cusps. Using this fact, we learn that the images of the 12 cusps of 
~6 in the jacobian  variety constitute the sublattice generated by ~ + [3  and 3 ~ - ~3. 
Now, a projective modular function f(1-) of level 6 has rational phases under the 
first o~ - 1 = 11 generators and therefore some power of this function, F(T), has no 
phases under these generators. It may still have phases under the last 2 g =  2 
generators, which produce the identifications u - 1, + 1, 1, - ~ + 3. Viewed as a 
function on the jacobian variety, F(I,, 3 ) -  F(~-(v)) is therefore a projective elliptic 
function, doubly periodic up to phases: F(u + 1, 3) = eZ~iaF(p, 3), F(~, + 3, 3) = 
e2'~i~F(~,, 3). Abel's theorem informs us, however, that the phases a and /3 depend 
on the locations of the zeros and poles of the function. In particular, in order for/~ 
to be a restricted modular function, a and /3 must be sixth roots of unity, and 
therefore the phases of f under the last two generators must be related to its phases 
under the first eleven. In general, for N >/6, if we are to write a projective modular 
function in terms of restricted projective functions, i.e., cusp functions, we must 
show that the phases associated with the last 2g generators are rational and are 
related in a precise way to the other o~ - 1 phases. 
Requirement R 3 of the integrality of the coefficients of the partition function 
enabled us to argue for N ~< 5 that f must be the product of integral powers of cusp 
functions. We believe that R 3 is a strong enough restriction to require, in addition, 
that (i) and (ii) hold for N >~ 6. The proof of this, however, is likely to be rather 
involved. 
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Another pertinent and challenging task is to find general criteria for forming 
linear combinations of modular invariants into candidate partition functions which 
satisfy the physical requirements which we set out above. One approach would be to 
ask whether the projective modular functions which appear in the partition function 
of a rational conformal field theory are the characters of some chiral algebra. The 
theory would then only contain a finite number of representations of this algebra. 
Moreover, the transformation properties of these characters under modular transfor- 
mations could give information about the operator product coefficients of the 
algebra [19]. If we can determine which linear combinations of modular invariants 
satisfy our requirements, we will be able to ask whether such partition functions 
correspond to actual conformal field theories. If so, we will have found a powerful 
method for finding new conformal field theories. More likely, we may find that 
additional restrictions need to be imposed, perhaps in the form of consistency at 
higher loops, which we have not considered in this paper. 
We wish to thank L. Dixon, M. Kvale, F. MacKintosh, P. Mende and G. Moore 
for very helpful conversations and comments. 
Appendix A 
THETA FUNCTIONS AND ETA FUNCTIONS 
In this appendix, we collect various definitions and formulae which are used in 
this paper. A theta function with characteristics a and b is defined as 
~ [ ~ ] ( 1 " ) =  ~ e i''(n+al2+2~inb. (A.1) 
n =  oQ 
The Jacobi theta functions are 
o2( )=o ,)= 
0 
1 "7") ~ 
g 
q ("+1/2)2/2 = 2q1/12~/ ( ' r )  f i  (1 + qn)2, 
n =  - - o o  n = l  
qn2/2=q--'/24~(~ ") f i  (1 + q'+1/2) 2, 
t l =  - - 0 ~  r t = 0  
Y'- ( - ) " q  "2/2= q-1/24~("r) U (1 -- q"+l/2) 2, (A.2) 
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w h e r e  q = e 2~rir, a n d  
7/ ( ' / ' )  = q l / 2 4  f i  (1 - qn). ( A . 3 )  
n = l  
These satisfy 
~21~3~4 = 2'03 . (A.4) 
Under  the generators of F, the Jacobi theta functions transform into one another as 
@ 2 ( r +  1) = e ~ ' i / 4 O 2 ( ' r ) ,  1 ,~2( -  1 / ' r )  = (-i~')1/204(T), 
~ 3 ( ' r  --~ 1) = ~4(" / ' )  , v ~ 3 ( - - 1 / T )  = ( - -  i , r ) l / 2v~3( ,7 - ) ,  
'0'4("/" q- 1)  = '0 '3 ( ' r )  , ~ 4 ( -  1/~') = (- ir) t /zv~2(r) .  (A.5) 
The generalized Dedekind eta functions [11] have the product expansions 
'0(N) [,7-'~ = ao(g  , h)q t'z(g/N)/2 (g, h)k 1 17I (1 --fhuq"/N ) I-I (1 --fNhq"/U), 
n > 0  n > 0  
n = g m o d  N n = - g m o d  N 
{ a o ( g , h ) =  (1--fUh) ei~'p~(h/N)=l 2sin ~ - I ,  
1, 
if g = 0 ,  h 4 = 0 m o d N ,  
otherwise, 
(A.6) 
where g, h ~ 72 N, ~N = e2~ri/N, and 
1 e ~ ( x )  = x -  [x] ~, 
e2(x) = ( x -  [ x l f -  ( x -  [x]) + ~, (A.7) 
are the first and second Bernoulli polynomials. It is easy to verify that ~(g ,h )=  
'0(-g,-h)" Note that ',(0,0]~'(U) = 72 is actually a projective modular form of unit weight. 
The rest of the '0(N),s are projective modular functions and transform into each 
other up to a phase under modular transformations 
a r + b ]  
,7~,~ 7 7 - ~ / ~  ~"~+~ ,"~+"~(~) '  (g, h ) .  (0, 0). (A.8) 
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In  sect.  7, w e  in troduced  the cusp funct ions  '0~N)(~.). W e  def ine  these  in terms of  
the  ge ne r a l i z e d  eta funct ions  as fo l lows  
'0~o 2) = .  ~/~- = ~ / ' 0  
V ' t O , ° )  
' 0?  , ~  = ~n3/ '0  = V '1(1,1) 
~(2) ~ = f~2/ '0  (A.9)  boo = V ,l(0,1) 
'0(o 3) = ~,(3) q(1 ,0)  
'0(3)  = ,n(3) 
"~(i,i) 
'0(0 4) = ,~(4)  '~(1,o) 
,17(14) = , ~ (4 )  ' 1 ( i ,3 )  
0(4) _ , , , ( 4 )  1 /2  - -  ' I ( 2 , 1 )  
'0(0 5) = ~,(5) '1(1,0) 
'0(5) _ '0(5) 
4 - -  ( 1 , 1 )  , 
0(5) _ ~(5) 
3 - -  '1(1,2) 9 
'0(5)2 = ,,,(5) '#(1,3) 9 
'0(5)1 = ~,(5) '#(1,4) 
0(5) _ ~,(5) 9 
zoo - -  '1(0,1) 
'00)t - -  .,,(3) -- ,1(1,2) 9 
00) = ~,(3) (A.10)  
ioo  ' t  (0,1) • 
'0(4) _ ~ ( 4 )  
- -  q ( 1 , 2 )  , 
'0<_4) _ . )  
- -  ( 1 , 1 )  
'0 (4) = 'n(4) (A.11) too '1(0,1) • 
( 5 )  _ ,,,,(5) 
' 0 5 / z  - -  '1(2,0) , 
'0(5) .(5) 9 / 2  = '1(2,1) 
'0(5) .,,(5) 3 / 2  = °1(2,2) , 
'0(5) = '0(5) 7 /2  (2,3) , 
0(5) = ~(5) 1 / 2  '1(2,4) , 
,~<5) ( A . 1 2 )  '0(d)5 = . .o,~) - 
T h e  pr oduc t  of  all the cusp funct ions  is a lways  a cons tant  
0(2) ,n (2 ) . (2 )  = ~ ,  
0 q l  qioo 
0(3),n(3),n(3) ,n(3) = ~ 3 - ,  
0 °11 ' l - - l q i o o  
' 0 (4)~(4)~(4)~(4)  ~(4) ~(4) V/2 , 
0 q 2  q l  q - l ° l l / 2 q i o o  = 
'0(5)'0(5)'0(5)'0(5)'0(5)'0(5)'0(5) '0(5) '0(5) '0(5) '0(5) '0(5) = V/5 0 1 2 3 4 ioo 5 /2  9 / 2  3 /2  7 /2  1 / 2  2 /5  (A.13)  
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In terms of their product representations, these equations are, in a sense, generaliza- 
tions of the Euler identity l - I~=l(1 + q")(1 - q2, 1) = 1. 
A p p e n d i x  B 
ORBIFOLD PARTITION FUNCTIONS 
The reader may have noticed that the generalized eta functions bear a strong 
resemblance to the partition functions associated with orbifold compactifications 
[20]. Here we will make this connection precise. 
Consider a set of complex bosons ~ ,  r = 1 . . . . .  p, whose target space is the torus 
C P/A  is a rank 2p lattice. If this lattice admits the N-fold symmetry generated by 
0: q~ ~ 0~/~/, then we can twist the theory by identifying points equivalent under 
this 7 N symmetry. We can diagonalize the twist so that Or/= " i, dlag(~ N . . . . .  ~'~); thus, 
it suffices to consider a single complex boson twisted by 0: ~ -~ ~NqS. 
For a single complex boson, the partition function is 
N - 1  
Z =  E Trn.[9~qL°qZ°], (B.1) 
n = 0  
where H.  denotes the Hilbert space of string states obeying the boundary condition 
" o ~ - 1  N - l  m +(O+~r )=~N+ ( ) ,  and - (  /N)Y.m=oO is the projection operator onto 7/N- 
invariant states. Writing 
1 N - 1  
Z = - -  ~_, Z . . . .  Z.,m=Trl~.[OmqL°gtL°]' (B.2) 
N n,m=O 
we see that Zo, o is the original partition function, and the remaining piece, 
= E<., m) . (o,0)Z., ,., arises from the orbifold identification. It is the latter which 
we wish to calculate. 
First consider the contribution coming from the untwisted sector, Z0, m- 0m acts 
on creation operators of positive moding by a~ ~ ~ " a ~ ,  c7~ ~ ~um~, l ~  Z +, 
m ~ m ~  whereas for negatively moded creation operators, ct l+ ~Nal, Otl--+ ~U I' l ~  Z - .  
Thus, its action on states in H o is given by 
0m: ~ ' ( N + ,  N_, N+, A7 )[pc, PR) 
- ~ 
_ A 7 __. ~.~<-u+ +U N+ +U )zg(N+, N , N+, )I~NPL, ~ P R ) ,  (B.3) 
where z~C(N+, N ,  ~7+, N )  denotes a product of N+ and bT+ positively moded 
and N and N negatively moded creation operators. Since (PL, PRI~PL,  ~PP. )  
vanishes unless p L = P R = 0 ,  the trace is only over states consisting of creation 
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opera to r s  act ing on 10,0). After  including the correct normal  ordering constant  in 
L0, T,o, viz., - ~4 c = - I 15, we obtain  (for m v~ 0) 
Zo, m=q-1/12q -1/12 H ( 1 - - f N m q  `+) f i  ( 1 - - f ; q ' - )  
[ l+=1  l_=1 ]1 
X f i  (1 - ~Nm~t [+) I-I (1 -- ~/~QL) , (B.4) 
/+=1 L = I  
which is equal  to la0(0, (N) 2 m)/Tl(o,,,OI • 
In  the twisted sector Hn, the oscillators have non-integral  moding,  o~l+,,/u , 
~l-n/U, l ~ Z. This changes the normal-order ing  constant  to ~ ( - 1 ,  n/N) where the 
Hurwi tz  zeta  funct ion ~(s, a )  is the analytic cont inuat ion of Z~=0[1/( l  + a)S]. This 
can  be evaluated [211 to give - ½ ( n / N ) 2 +  l ( n / N ) - 1 = _  ½p2(n/N) ' where 
P z ( x )  is the second Bernoulli polynomial  (A.7). By reasoning similar to that  above,  
we now obta in  (n ~ 0) 
Zn,,n=Xn, m(qq) -P2(n/N)/2 l'--I (1--~Nmq l++n/N) f i  ( 1 - - ~ q  I -n/N) 
[l+=0 / =1 
. __ - ~  ] -1  
× f-I (1 
1 l÷=1 L=O 
,n(N) - 2  ( 8 . 5 )  =Xn,rn 'l(n, -m)  , 
where  X n, m is the multiplicity which depends on the number  of  fixed points. The 
n u m b e r  of  fixed points  of  a rotat ion (9 ~ SO(2) of order  k, O k = 1, is given by  the 
Lefschetz  f ixed-point  theorem as det(1 - (9) = 2(1 - cos(27r /k))  = 4 sin2(Tr/k) = 
oz,(O, N/k) ,  where ao(g, h) is defined in eq. (A.6). States in Hn are closed up to 
ident i f icat ion by  a group element of  order  k = N/(n ,  N) (where (n ,  N )  denotes  
the greatest  c o m m o n  divisor of n and N) ,  and so must  be  centered about  one of the 
a~(O,(n, N)) fixed points  of order k. Under  0 m, however,  the center-of-mass  
m x coord ina te  x ~ ~lv , so unless x is a fixed point  of order  N/(rn, N) as well, the 
cont r ibu t ion  to the trace (B.2) of the states in H n associated with that  fixed point  
will vanish because  (xl~;x) = 0 for x ~ ~ x  mod  A. Thus,  x must  be  a fixed point  
of  order  N/ (n ,  m, N), whence the number  of  fixed points  contr ibut ing to Z, ,  m is 
X,, ,~ = a2( 0, ( n ,  m, N) ) ,  and Z~, m = [ao(0, (n ,  m, N))/~7~(N) . . . .  )] 2. 
In  the case where there is only one complex  boson  f rom the start, N must  be 2, 3, 
4 or  6, so that  ao(0, m ) = a 0 ( 0 , ( 0 ,  m, N) ) ,  and the total contr ibut ion to the 
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partition function due to the orbifold identification is 
a°(0'~(N)(n' m, N ) )  2. 
(n, m)~ (0,0) 'l(n, - m) 
(B.6) 
Note  that the factor in the numerator is the same for all (n, m) belonging to a 
common modular orbit, insuring that 2~ is modular invariant, since the 7/(S)'s 
simply transform into one another up to a phase under modular transformations. 
For N prime, there is only one modular orbit, so for N = 3, for example, 2~ = 
(3) 2 3E(n,m).(O,o)ll/~(n,m)l CC Z(fT, fT) (see table 4). 
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