A Parallelized Iterative Closest Point Algorithm for Attitude Estimation by Jarratt, Amber Sue
A PARALLELIZED ITERATIVE CLOSEST POINT ALGORITHM
FOR ATTITUDE ESTIMATION
A Thesis
by
AMBER SUE JARRATT
Submitted to the Office of Graduate and Professional Studies of
Texas A&M University
in partial fulfillment of the requirements for the degree of
MASTER OF SCIENCE
Chair of Committee, John Hurtado
Co-Chair of Committee, Srinivas Vadali
Committee Member, Thomas Ioerger
Head of Department, Rodney Bowersox
August 2016
Major Subject: Aerospace Engineering
Copyright 2016 Amber Sue Jarratt
ABSTRACT
In recent decades, low-earth orbital debris has become a major concern. If the
density of objects in orbit is too high, and nothing is done to remove any debris, there
could be a cascade of collisions, each generating more debris, increasing the frequency
of collisions even further. This would render future space missions very difficult and
dangerous, if not impossible. Something must be done to remove space debris from
orbit. This thesis attempts to solve one piece of the orbital debris problem - that
is, tracking a piece of debris and determining its attitude and position relative to
a capture vehicle. A LIDAR camera is used to acquire images of the body to be
tracked. To achieve a fast and practical solution, a parallelized Iterative Closest
Point (ICP) algorithm and a Kalman filter are implemented to track the attitude
and position of a model rocket booster. Additionally, this thesis presents a method
to increase ICP’s accuracy and reliability by artificially increasing image resolution
by algorithmically increasing image size. This work also explores the performance of
different variations of ICP and the dependency of their performance on image size.
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CHAPTER I
INTRODUCTION
I.A. Motivation
Orbital debris is an unfortunate reality of space travel and poses a major threat
if nothing is done to alleviate the problem. More than 20 years ago, the number
of objects in orbit of a size greater than 1 centimeter was estimated to be about
118,000. Of these, about 8,000 are greater than 10 centimeters in size [1]. Figure I.1
shows an orbital debris plot by NASA [2]. The white dots in the image represent
space objects that are being tracked, 95 % of which are non-functional satellites.
Figure I.1. Orbital debris [2]
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I.B. Overview of Iterative Closest Point
The name “ICP” was mentioned for the first time in 1992 by Besl and McKay [3].
They described the problem as follows:
“Given 3-D data in a sensor coordinate system, which describes a data shape
that may correspond to a model shape, and given a model shape in a model coor-
dinate system in a different geometric shape representation, estimate the optimal
rotation and translation that aligns, or registers, the model shape and the data shape
minimizing the distance between the shapes”
This can be achieved by implementing a mean-squared-error metric. There are
multiple ways to do this, which will be explained in Chapter III.
The research done towards this thesis has been focused on autonomous space
debris removal applications. The iterative closest point algorithm is well suited for
this problem, given a CAD model of the object of interest. With this algorithm, it is
possible to estimate the pose (position and attitude) of the object, which is essential
for any proximity operation and useful in many other applications. The model used
in this thesis is that of a Russian SL-8 rocket booster. The CAD model of this rocket
booster is shown in Figure I.2.
A multiple step process is required to transform the CAD file into a format
usable by ICP. This format is essentially a list of vertices and their corresponding
normal vectors. First, the CAD file is exported as an STL file, which converts the
file to a set of vertices and triangles. Then, the STL file is converted to a PLY file.
This was achieved though an open source software called “MeshLab” [4]. With some
minor changes, this PLY file is essentially what the ICP algorithm in this thesis
accepts. This file is shown as a point cloud in Figure I.3 in 4 different views.
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Figure I.2. CAD model of the SL-8
Figure I.3. Point cloud of the SL-8
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The ICP algorithm presented in this thesis solves for the pose (attitude and
position) that transforms the body from sensor coordinates to model coordinates. A
visualization module was developed to help verify the convergence of the algorithm.
Figure I.4 shows a screenshot of the algorithm in action. The image on the left is
the image of the rocket booster directly from the sensor. The image on the right is
the model point cloud (the same as Figure I.3) transformed into sensor coordinates
using the pose estimate computed from the ICP algorithm. These two images should
match fairly closely — if they don’t, it is an indication that ICP has not converged.
Figure I.4. ICP visualization module
The ICP algorithm has its limitations. This algorithm is only applicable if one
has a CAD model (or something similar) of the object of interest. In addition,
the algorithm is somewhat computationally intensive. This thesis presents a way of
parallelizing this algorithm in III.C to combat this issue.
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I.C. Reference Frames
Figure I.5 shows how the reference frames are defined for this research problem.
The desired attitude is the rotation matrix from the sensor frame to the target
frame. The position that is desired is the translation from the sensor to the target
in the target frame. In this thesis, “target” and “model” are synonymous. The IMU
(inertial measurement unit) frame becomes relevant when obtaining attitude data
from the IMU to be used in a Kalman filter.
Figure I.5. Relevant reference frames.
I.D. Thesis Structure
This thesis begins by explaining in Chapter II the processing involved before
any LIDAR images are able to be used by the ICP algorithm and presents a method
of algorithmically increasing image resolution. Additionally, this chapter also covers
the correspondence problem and illustrates its importance to this research study.
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Chapter III details the ICP algorithm and derives its two variants. This chapter also
offers a way to parallelize ICP and outlines the manner in which the algorithm is
integrated into the overall debris capture system. Results obtained by implementing
the concepts in the previous two chapters are presented in Chapter IV. Chapter V
examines the effect of the addition of a Kalman Filter to the system. Chapter VI
concludes this thesis by reviewing potential areas that may require additional re-
search.
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CHAPTER II
THE CORRESPONDENCE PROBLEM AND IMAGE PROCESSING
In order to understand the Iterative Closest Point algorithm well, it is first
necessary to understand how and why the images must be processed before being
used by the algorithm.
II.A. Coordinate-Pixel Mapping
II.A.1. Intrinsic Camera Parameters
For the ICP algorithm to work, a pixel-to-coordinate and coordinate-to-pixel
correspondence must be known. The former is easy to deal with — it is simply
a matter of accessing data directly from the sensor. However, the latter is not as
simple. One must construct a camera model and obtain the intrinsic parameters.
This allows for the computation of pixel coordinates given any {x,y,z} coordinate in
the image. To accomplish this, the Camera Calibration Toolbox for Matlab by the
California Institute of Technology [5] was used to obtain the sensor parameters.
In the camera model, there are 10 different calibration parameters: focal length
(2x1), principal point (2x1), skew coefficient (1x1), and distortion coefficients (5x1).
Only 9 of these were used in the calibration because the skew coefficient was found
to be negligible. The definition and usage of these parameters is described below.
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focal length =
fx
fy
 (2.1a)
principal point =
u0
v0
 (2.1b)
distortion coefficients =

k1
k2
k3
k4
k5

(2.1c)
The goal is to find the pixel coordinates that correspond to a given spatial co-
ordinate. First, we find the normalized (pinhole) projection, pn, using Equation 2.2.
The quantities X, Y , and Z are the physical spatial coordinates in the camera frame.
pn =
X/Z
Y/Z
 =
x
y
 (2.2)
Now, we include lens distortion to the model. The distorted normalized coordi-
nate, pd, is given by Equation 2.3. The quantities r and dp are defined in Equation 2.4
and Equation 2.5, respectively.
pd =
pd,1
pd,2
 = (1 + k1r2 + k2r4 + k5r6)pn + dp (2.3)
r2 = x2 + y2 (2.4)
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dp =
2k3xy + k4(r2 + 2x2)
k3(r
2 + 2y2) + 2k4xy
 (2.5)
Finally, the pixel coordinates, u and v, can be computed using Equation 2.6.
u
v
 =
fxpd,1 + u0
fypd,2 + v0
 (2.6)
II.A.2. Building a Look-up Table
To avoid doing the calculations outlined in the previous subsection each time a
pixel location is required, a look-up table is constructed at the start of the program
before any image is even taken. This is possible because the camera parameters
and the coordinate-to-pixel mapping is independent of any one image. Building a
look-up table takes advantage of the array’s constant-time access, thereby reducing
computation time on each frame. Algorithm 1 shows the process of building the
correspondence look-up table. In the algorithm, the variable Xn will range from
values of X0 to Xf , incrementing by δx. The width of the table, W , is equal to
the total number of values Xn steps though. Similarly, Yn will range from Y0 to
Yf , incrementing by δy. The height of the table, H, is equal to the total number of
values Yn steps though. The constants in GetPixel are the same camera parameters
described in the previous section.
Algorithm 2 shows how to use the correspondence look-up table once it has
been created. The variable table is assumed to be a global array, and the parameters
X0, Y0, δy, and δx in Algorithm 2 are the same as those in Algorithm 1. This
XyzToPixel function is applicable for any image taken from the camera.
9
Algorithm 1 Building the Correspondence Table
procedure BuildTable(X0, δx, Y0, δy)
for i = 0 to H-1 do . table height
for j = 0 to W-1 do . table width
Xn ← X0 + j δx
Yn ← Y0 + i δy{U, V } ← GetPixel(Xn, Yn)
table(i, j, 0)← U
table(i, j, 1)← V
end for
end for
end procedure
function GetPixel(Xn,Yn)
R← X2n + Y 2n
u = Xn(1 + k1R + k2R
2 + k5R
3) + 2k3XnYn + k4(R + 2X
2
n)
v = Yn(1 + k1R + k2R
2 + k5R
3) + 2k4XnYn + k3(R + 2Y
2
n )
U ← Round(fuu+ u0)
V ← Round(fvv + v0)
return {U, V }
end function
Algorithm 2 Accessing the Table
function XyzToPixel(X, Y, Z)
Xn ← X/Z
Yn ← Y/Z
j ← Round((Xn −X0)/δx)
i← Round((Yn − Y0)/δy)
U ← table(i, j, 0)
V ← table(i, j, 1)
return {U, V }
end function
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II.B. Image Processing
The image obtained by the sensor cannot be used in its raw form due to the
high level of noise. The camera used in this work provides a range measurement
(from which a three-dimensional coordinate can be inferred) for each pixel in the
image. The device will report a measurement for a pixel even if the measurement is
so uncertain that it is useless. Because of this, some processing must be done to get
the image in a workable state. A raw image from the sensor is shown in Figure II.1.
This is an image of the SL-8 model rocket booster approximately 2 meters away from
the camera. From this image, it is nearly impossible to distinguish the object from
the sensor noise.
Figure II.1. Raw sensor data. Top left: isometric view. Top right: X-Y
view. Bottom left: X-Z view. Bottom right: Y-Z view.
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II.B.1. Image Thresholding
Fortunately, not only does the sensor supply a range reading for each pixel, it
also provides a confidence level for each individual measurement in the form of a
16-bit unsigned integer. This information is used to nullify measurements that don’t
meet a certain confidence level. In addition to the confidence threshold, a simple
physical coordinate bounding box is used to filter the data. The filtered version of
Figure II.1 is shown in Figure II.2. The pseudocode for image thresholding is shown
in Algorithm 3
Figure II.2. Filtered sensor data. Top left: isometric view. Top right:
X-Y view. Bottom left: X-Z view. Bottom right: Y-Z view.
II.B.2. Bilateral Filter
Bilateral filters are typically used to smooth gray and color images, as in [6]. In
a bilateral filter, each pixel intensity is transformed as a weighted sum of neighboring
pixel intensities. Importantly, these weights depend on the difference in the pixels’
intensities as well as the difference in the pixels’ coordinates. The “intensities” can
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Algorithm 3 Image Thresholding
procedure ProcessImage(Image, {Xl, Xu}, {Yl, Yu}, {Zl, Zu}, c)
for each pixel {U, V } ∈ Image do
{X, Y, Z} ← Image.xyz[{U, V }] . xyz coordinate at pixel {U, V }
C ← Image.conf [{U, V }] . confidence value at pixel {U, V }
if X /∈ [Xl, Xu] or Y /∈ [Yl, Yu] or Z /∈ [Zl, Zu] or (C < c) then
Image.xyz[{U, V }]← 0
end if
end for
end procedure
be anything from RGB values, depth values, or Cartesian coordinates. In the case
of this thesis, the intensities referring to Cartesian coordinates. A mathematical
description of a bilateral filter is shown in Equation 2.7. In this equation, X(p)′
is the updated Cartesian coordinate at pixel p and X(p) is the current Cartesian
coordinate at pixel p.
X(p)′ =
1
W
∑
pi∈Φ
X(pi)w(p, pi) (2.7)
In Equation 2.7, X(p)′ is the updated Cartesian coordinate at pixel p that we
wish to compute and X(p) is the previous value at that same pixel. The term Φ
represents the set of neighboring pixels to be used in the filter, and X(pi) is the
Cartesian coordinate at one of the pixels in that neighborhood. The weights w(p, pi)
and W are defined in Equation 2.8 and Equation 2.9, respectively.
w(p, pi) = fx(||X(pi)−X(p)||)gp(||pi − p||) (2.8)
W =
∑
pi∈Φ
w(p, pi) (2.9)
The functions given by fx and gp can in general be any distribution desired. In
this work, these functions are both Gaussian. The function fx weighs points based
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on the difference in Cartesian coordinates between the point we are updating and
that of the particular pixel in the summation. On the other hand, gp weighs points
based on the difference in pixel coordinates. Let the pixel p be represented by the
pair (i, j), and let a particular pixel pi in Φ be defined by the pair (k, l). A visual
summary of these quantities is shown in Figure II.3.
Figure II.3. Visual representation of bilateral filter quantities
With these definitions in mind, the weight functions can be defined as in Equa-
tion 2.10
fx = e
−((i−k)2+(j−l)2)/2σ2x (2.10a)
gp = e
−||X(i,j)−X(k,l)||2/2σ2p (2.10b)
The terms σx and σp are smoothing parameters. Increasing σx puts more em-
phasis on the importance of physical coordinate proximity, whereas increasing σp
puts a higher emphasis on the importance of pixel coordinate proximity. Algorithm
4 gives the pseudocode for the bilateral filter.
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Algorithm 4 Bilateral Filter
function BilateralFilter(Image, σx, σp, h)
X ← Image.xyz
for each pixel p ∈ Image do
W ← 0
x← 0
{U, V } ← p
Φ←the set of pixels from {U − h, V − h} to {U + h, V + h}
for each pixel pi ∈ Φ do
wi ← (e−||p−pi||2/2σ2p)(e−||X(p)−X(pi)||2/2σ2x)
W ← W + wi
x← x+ wi X[pi]
end for
X[p]← x/W
end for
Image.xyz ← X
return Image
end function
This bilateral filter is used in two ways in this thesis. First, in addition to
spatial coordinates, the ICP algorithm requires a normal map of each image frame.
To produce a smoother normal map, a bilateral filter is applied to the image before
normals are computed at each pixel. The filtered image is only used to produce this
map, but it is not used otherwise. Second, the bilateral filter is used in the process
of increasing the resolution of the images acquired by the camera. This is explained
in the next subsection.
II.B.3. Increasing Image Resolution
A naive (and rather useless) way to increase image resolution is to expand each
pixel by a given scaling factor. This would produce a “stair effect” and won’t actually
improve the image resolution. In order to be useful, a bilateral filter with relatively
high smoothing parameters is applied to the expanded image. Crucially, not every
pixel is expanded. Expanding a noisy image could have disastrous consequences, or at
best case be completely useless. Instead, certain pixels are strategically selected to be
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expanded — that is, pixels with high confidence values as described in Section II.B.1.
This allows the edges of the object in the images to be sharper and better defined.
The pseudocode for this method of enlarging images is presented in Algorithm 5.
Algorithm 5 Enlarge Image
function EnlargeImage(Image, s, c, σx, σp, w)
X ← Image.xyz
C ← Image.conf
Image′.xyz ← 0
Image′.conf ← 0
for each pixel p ∈ Image do
{U, V } ← p
u← s U
v ← s V
if C[p] > c then
for i = 0 to s− 1 do
for j = 0 to s− 1 do
Image′.xyz[{u+ i, v + j}] = X[p]
Image′.conf [{u+ i, v + j}] = C[p]
end for
end for
else
Image′.xyz[{u, v}] = X[p]
Image′.conf [{u, v}] = C[p]
end if
end for
Image′ ← BilateralFilter(Image′, σx, σp, w)
return Image′
end function
Figure II.4 shows how the confidence acceptance level for pixel expansion affects
the resulting image. At a confidence level of 50%, all the points in the original
image that are not filtered out with the initial confidence threshold (set at 50%) are
expanded. It is easy to see that this confidence level results in noisy data near the
edges of the object. After testing several confidence levels, a confidence acceptance
level between 75% and 85% was found to be the ideal threshold.
Another important parameter that was considered was the value of the two
smoothing parameters. Figure II.5 shows the effect of the smoothing parameters on
16
Figure II.4. Enlarged images at various confidence levels
17
the distribution of coordinates in physical space. Each figure is a zoomed-in view of
the image projection on the X-Y plane. The black points marked with crosses are
the original image points. The top-most image shows the enlarged image without
any filter applied. In this figure, each point is effectively repeated several times
according to the scaling factor s (2 in this case) - since no filter is applied, these
points all have the same coordinate in physical space. The smoothing parameters
increase moving downwards in the figure. The goal is to determine s2 = 22 = 4 pixels
and their intensities to replace each pixel in the original image. Ideally, the points
in the resulting image should be fairly evenly distributed. Of these figures, images
with smoothing parameters equal to 2 seem to best meet this criteria.
18
Figure II.5. Pixel intensity distribution as a function of smoothing pa-
rameters
19
CHAPTER III
THE ITERATIVE CLOSEST POINT ALGORITHM
The goal of the Iterative Closest Point algorithm is to minimize the difference
between two point clouds. To accomplish this, a mean-squared-error metric is used.
The two main error metrics used in literature are point-to-point and point-to-plane.
Part of this thesis examines the difference between the two error metrics and the
circumstances in which one might be preferable to the other. Some research has
already been done in this area by people such as Rusinkiewicz and Levoy at Stanford
University [7]. They ultimately concluded that the point-to-plane metric “performs
significantly better than” the point-to-point metric. However, this result may be
different with low sensor resolution, high sensor noise, or other inaccuracies such
as multipath errors in LIDAR based sensors. This effect was studied in this thesis
by creating rendered, “perfect” images and comparing them to actual, “imperfect”
images taken with a LIDAR, by observing the ICP convergence and pose accuracy.
An overview of the system is shown in Figure III.1. If the current pose estimate
is not valid, or a pose has not been obtained yet, a separate initialization module
determines the pose from the camera data. Once a valid pose is constructed, a new
image is taken and the pose is updated using ICP. If at anytime the pose estimate
is determined to be poor, the pose is deemed invalid and is reinitialized. This thesis
focuses on the part of the flowchart boxed in red. The green dashed box represents
the ICP algorithm. This algorithm is expanded in greater detail in Figure III.2.
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Figure III.1. Flowchart of the overall system.
In the flowchart (Figure III.2), N represents the number of iterations of ICP,
and M represents the number of points in the model. It is in this algorithm that the
correspondence problem becomes important. Building an accurate camera model is
crucial for the success of the algorithm. For each point in the model, the algorithm
predicts the corresponding sensor point by using the current best pose estimate
to convert from the model frame to the sensor frame. Then, using the intrinsic
parameters of the sensor, the pixel values are approximated by means of the look-up
table described in II.A.2. This pixel coordinate is then used to get the actual sensor
coordinate associated with that pixel. If this sensor point is good (i.e. it has not been
filtered out during image processing), then the algorithm checks to see if the difference
between the predicted and actual sensor points is below a predetermined, tunable
21
Figure III.2. Flowchart of the ICP algorithm.
threshold. It also checks to see if the normals to the surfaces of those same points
are close enough together (i.e. if the dot product between the two is above a certain
threshold). If all of these thresholds are met, then the point is added to the linear
system as described in either III.A or III.B. This process continues until N iterations
have occurred, or until ICP has been determined to have converged. Convergence
is determined by a combination of multiple factors, including the number of points
added to the linear system (inliers) and the pose correction norms from the current
iteration.
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Algorithm 6 Iterative Closest Point
function ICP(Tˆ ,model, Image) . Tˆ current pose estimate
Rˆ← Tˆ .R
tˆ← Tˆ .t
for each mi ∈ model do
si ← modelToSensor(mi, Tˆ ){U, V } ← XyzToPixel(si)
s←BestPixel(Image,mi, {U, V }, h, Tˆ ) . Find best correspondence
end for
if s 6= 0 then
q ← mi − tˆ
p← Rˆ s
n← ||q − p||
s← dot(mi.N, s.N) . dot product between normal vectors
if s > s0 and n < n0 then
w = (n− n0)T (n− n0){δH, δy} ←AddToLinearSystem(mi, p, q, w)
H ← H + δH
y ← y + δy
end if
end if
{δR, δt} ← SolveLinearSystem({H, y})
Tˆ .R← δRRˆ
Tˆ .t← tˆ+ δt
return Tˆ
end function
function BestPixel(Image,mi, {U, V }, h, Tˆ ) . Best point within window h
nbest ←∞
sbest ← 0
Rˆ← Tˆ .R
tˆ← Tˆ .t
for i = −h to h do
for j = −h to h do
s← Image.xyz[{U + i, V + j}]
q ← mi − tˆ
p← Rˆ s
n← ||q − p||
if n < nbest then
nbest ← n
sbest ← s
end if
end for
end for
return sbest
end function
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Pseudocode for the ICP algorithm is shown in Algorithm 6. Variables such as
h, n0, and s0 are tuning parameters for the algorithm. The functions AddToLin-
earSystem and (to a lesser extent) SolveLinearSystem depend on the variant
of ICP being used. These functions are expressed as “add point to linear system”
and “solve linear system” in the ICP flowchart (Figure III.2).
III.A. Point-to-Point
In Equation 3.1, δR and δr are the rotation matrix and translation vector,
respectively, that we desire to find.
y = δRx+ δr (3.1)
The quantities x and y are given by Equation 3.2. Rˆm/s is the current best
estimate of the rotation from the sensor to model frame, and [rˆs/m]m is the current
best estimate of the translation from model to sensor coordinatized in the model
frame. The unknowns, δR and δr, collectively represent the differential pose between
the sensor and target frames.
x = Rˆm/s[m˜]s (3.2a)
y = [m]m − [rˆm/s]m (3.2b)
A few definitions given by Equation 3.3 will prove useful later in the derivation.
In these equations, δqX is the skew-symmetric matrix obtained from the Classic
Rodrigues Parameters (CRPs), and I is the identity matrix.
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δR = (I + δqX)−1(I − δqX) (3.3a)
δz = (I + δqX)δr (3.3b)
a = x+ y (3.3c)
b = y − x (3.3d)
Substituting Equation 3.3a into Equation 3.1 yields Equation 3.4.
y = (I + δqX)−1(I − δqX)x+ δr (3.4)
After multiplying both sides of the equation by I+ δqX and canceling terms, we
are left with Equation 3.5.
y + δqXy = x− δqXx+ δz (3.5)
Combining Equation 3.5 and Equation 3.3d yields Equation 3.6
b = (x+ y)Xδq + δz (3.6)
Equation 3.6 can be simplified using Equation 3.3c and can be written in matrix
form, given by Equation 3.7
b =
(
aX I
)δq
δz
 (3.7)
The error between the measured and estimated b is given by Equation 3.8. The
tildes over the a and b indicate measured quantities.
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e = b˜−
(
a˜X I
)δqˆ
δzˆ
 (3.8)
The error we seek to minimize is the sum-squared error, given by Equation 3.9,
expanded in Equation 3.10. If we take partial derivatives with respect to δqˆ and δzˆ,
and set them to zero, we can find the values that minimize this error. These partials
are shown in Equation 3.11.
min
∑
i
eTi ei (3.9)
eTi ei = b˜
T
i b˜i − b˜
T
i a˜
X
i δqˆ − b˜
T
i δzˆ
+ δqˆT a˜Xi b˜i − δqˆT a˜Xi a˜Xi δqˆ − δqˆT a˜Xi δzˆ
− δzˆT b˜i + δzˆT a˜Xi δqˆ + δzˆT δzˆ
(3.10)
∂(eT e)
∂(δqˆ)
= −b˜T a˜X − b˜T a˜X − δqˆ(a˜X a˜X + a˜X a˜X) + δzˆT a˜X + δzˆT a˜X (3.11a)
∂(eT e)
∂(δzˆ)
= −b˜T − δqˆT a˜X − b˜T − δqˆT a˜X + 2δzˆT (3.11b)
Once we combine like terms and set the partials equal to zero, we obtain Equa-
tion 3.12.
−b˜T a˜X − δqˆT a˜X a˜X + δzˆT a˜X = 0
−b˜T − δqˆT a˜X + δzˆT = 0
(3.12)
After taking the transpose of Equation 3.12, we obtain Equation 3.13.
a˜X b˜− a˜X a˜Xδqˆ − a˜Xδzˆ = 0
−b˜+ a˜Xδqˆ + δzˆ = 0
(3.13)
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These two equations may be written in matrix form, as shown in Equation 3.14.
a˜X a˜X a˜X
a˜X I

δqˆ
δzˆ
 =
a˜X b˜
b˜
 (3.14)
In Equation 3.14, the quantities δqˆ and δzˆ are desired. These can be obtained
by performing a pseudo inverse, shown in Equation 3.15. The quantities p, H, and
v are defined in Equation 3.16 and Equation 3.17.
p = (HTH)−1HTv. (3.15)
Hi =
a˜iX a˜iX a˜iX
a˜i
X I
 p =
δqˆ
δzˆ
 vi =
a˜iX b˜i
b˜i
 (3.16)
H =
∑
i
wi Hi v =
∑
i
wi vi (3.17)
wi = (yi − xi)T (yi − xi) (3.18)
Once δqˆ and δzˆ are found, the pose (δR and δr) can be obtained from using
Equation 3.3a and Equation 3.3b. Note the rank deficiency of Hi. This may seem
problematic; however, this matrix is never actually inverted (pseudo- or otherwise).
The H matrix, whose rank does matter, represents a weighted summation over all
points in the model. These weights are defined in Equation 3.18. Taken collectively,
this matrix will in general be non-singular. This matrix approaches a singularity as
the number of points in the linear system approaches 1. For this reason, a pseudoin-
verse is used to invert H in case there is a small number of inliers. Pseudocode for
the point-to-point ICP variant is given in Algorithm 7 and Algorithm 8.
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Algorithm 7 Build Linear System, Point-to-Point
function AddToLinearSystem(mi, p, q, w)
A← Skew(q + p) . Skew Symmetric Matrix A = (q + p)X
b← (q − p)
H11 ← A2
H12 ← A
H21 ← A
H22 ← I
y1 ← A b
y2 ← b
H ← w
H11 H12
H21 H22

y ← w
y1
y2

return {H, y}
end function
Algorithm 8 Solve Linear System, Point-to-Point
function SolveLinearSystem({H, y})
δv ← (HTH)−1HTy
{δq, δz} ← δv
δQ← Skew(δq)
δR← (I + δQ)−1(I − δQ)
δt← (I + δQ)−1δz
return {δR, δt}
end function
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III.B. Point-to-Plane
The point-to-plane follows a very similar derivation to the point-to-point method.
In this case, we are minimizing the error in the normal direction to the model points
(in the sensor’s frame). This error is given by Equation 3.19. This is the error
between the estimated rˆ and the transformed measurement r˜. These terms are
equivalent to the terms y and x, respectively, from the point-to-point derivation.
e = NT (rˆ − (δRr˜ + δr)) (3.19)
Since the attitude correction in each step of ICP will be very small, we can
linearize δR by defining it as in Equation 3.20. This will make solving for the
attitude will be much simpler.
δR = I − δαX (3.20)
Substituting Equation 3.20 into Equation 3.19 yields Equation 3.21
e = NT rˆ −NT r˜ +NT r˜Xδα−NT δr (3.21)
Like in the point-to-point method, the error we seek to minimize is given by
eT e, shown in Equation 3.22.
eT e = rˆTNNT rˆ − rˆTNNT r˜ + rˆTNNT r˜Xδα− rˆTNNT δr
− r˜TNNT rˆ + r˜TNNT r˜ − r˜TNNT r˜Xδα + r˜TNNT δr
− δαT r˜XNNT rˆ + δαT r˜XNNT r˜ − δαT r˜XNNT r˜Xδα + δαT r˜XNNT δr
− δrTNNT rˆ + δrTNNT r˜ − δrTNNT r˜Xδα + δrTNNT δr
(3.22)
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Again, taking the partial derivative with respect to δα and δr, we obtain Equa-
tion 3.23.
∂(eT e)
∂(δr)
= −rˆTNNT + r˜TNNT + δαT r˜XNNT − rˆTNNT
+ r˜TNNT + δαT r˜XNNT + 2δrTNNT
(3.23a)
∂(eT e)
∂(δα)
= rˆTNNT r˜X − r˜TNNT r˜X + rˆTNNT r˜X − r˜TNNT r˜X
− 2δαT r˜XNNT r˜X − δrT r˜XNNT r˜X − δrTNNT r˜X
(3.23b)
After collecting terms and setting the partial derivatives equal to zero, we obtain
Equation 3.24
−rˆTNNT + r˜TNNT + δαT r˜XNNT + δrTNNT = 0
rˆTNNT r˜X − r˜TNNT r˜X − δαT r˜XNNT r˜X − δrTNNT r˜X = 0
(3.24)
Taking the transpose of Equation 3.24, we obtain Equation 3.25, which can be
rearranged in matrix form as shown in Equation 3.26.
−NNT rˆ +NNT r˜ −NNT r˜Xδα +NNT δr = 0
−r˜XNNT rˆ + r˜XNNT r˜ − r˜XNNT r˜Xδα + r˜XNNT δr = 0
(3.25)
 NNT −NNT r˜X
r˜XNNT −r˜XNNT r˜X

δr
δα
 =
 NNT (rˆ − r˜)
r˜XNNT (rˆ − r˜)
 (3.26)
This equation can be solved by means of a pseudoinverse, as shown in Equa-
tion 3.15. The quantities p, Hi, and vi are defined in Equation 3.27. Equations 3.17
and 3.18 still apply to the point-to-plane formulation. As in the point-to-point vari-
ant, this variant also has a singular Hi matrix - the same justification applies as in
the previous section.
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Hi =
 NiNTi −NiNTi r˜Xi
r˜Xi NiN
T
i −r˜Xi NiNTi r˜Xi
 p =
δr
δα
 vi =
 NiNTi (rˆi − r˜i)
r˜Xi NiN
T
i (rˆi − r˜i)

(3.27)
Finally, Equation 3.20 can be used to find δR from δα. Pseudocode for the
point-to-point variant is given in Algorithm 9 and Algorithm 10.
Algorithm 9 Build Linear System, Point-to-Plane
function AddToLinearSystem(mi, p, q, w)
n← mi.N . normal vector for model point mi
P ← Skew(p)
H11 ← nnT
H12 ← −nnTP
H21 ← PnnT
H22 ← −PnnTP
y1 ← nnT (q − p)
y2 ← PnnT (q − p)
H ← w
H11 H12
H21 H22

y ← w
y1
y2

return {H, y}
end function
Algorithm 10 Solve Linear System, Point-to-Plane
function SolveLinearSystem({H, y})
δv ← (HTH)−1HTy
{δr, δα} ← δv
δA← Skew(δα)
δR← (I − δA)
δt← δr
return {δR, δt}
end function
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III.C. Parallelization of ICP
At first, it seems counter-intuitive to be able to parallelize an algorithm with the
name “iterative” in its title — “iterative” implies that one iteration depends on the
other, therefore making it impossible to parallelize. However, it is in fact possible to
parallelize the ICP algorithm. Essentially, during the building of the linear system
(part of the boxed process in Figure III.2), the model (CAD file, etc) is split into
multiple parts and assigned to different threads. This is possible because the model
points are independent of one another in the building of the linear system. Once all
threads have finished, the linear system is solved and the next ICP iteration may
begin. This process is shown in Figure III.3. Note the similarity to the unparallelized
version in Figure III.2. Instead of iterating over the model points sequentially, the
model points are divided into subsections that can be processed in parallel. The
values of p and n in the flowchart are the lower and upper indices of the points in
the model. In the figure, m is the total number of threads, M is the total number of
points in the model, and k is the thread number currently being processed.
The ICP algorithm was run several times, each using a different number of
threads (from 1 to 15). It was determined that 7 threads was the optimal number
of threads to use. The machine that this was implemented on has a 4-core Intel-i7
processor. Figure III.4 shows the average time for one iteration of ICP as a function
of the number of threads. Since the computer had a 4-core processor, the jumps at
multiples of 4 make sense — In fact, the run time for 12 threads is off the chart.
Once the number of threads goes beyond 7 the addition of more threads is no longer
advantageous.
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Figure III.3. Parallelization of ICP.
Figure III.4. Parallelization runtimes.
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III.D. The Problem of Pose Initialization
Even though this thesis does not focus on the pose initialization aspect of the
pose estimation problem, it is still an important consideration to the overall estima-
tion algorithm and should not be overlooked. The Iterative Closest Point algorithm
requires a current estimate of the pose in order to provide an updated estimate.
The current estimate is used as an initial guess for the point cloud alignment. ICP
then performs iterative optimization to compute a correction to the prior estimate.
Without a valid initial guess, the algorithm will fail to converge to the true global
optimum. ICP only works for very small corrections - if the initial point cloud align-
ment is off by too large an amount, ICP might converge to a local minima or may
not converge at all. Because no pose estimate is available at system start up, an ini-
tial guess must be generated by alternative means. Furthermore, if at any time the
ICP algorithm diverges, the pose must be reinitialized. A separate pose initialization
module was written for this purpose.
The pose initialization module is based on a method by Drost [8]. The main
idea is as follows — consider a point-pair correspondence: two points and their
surface normals in the sensor point cloud correspond to two points and their surface
normals in the model point cloud. The transformation from the local coordinates
(denoted by subscript m) to the scene coordinates (denoted by subscript s) is given
by Equation 3.28.
si = T
−1
s→gRx(α)Tm→gmi (3.28)
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If such a correspondence is known, the relative pose between the sensor point
cloud the model point cloud can be uniquely determined (except in some degenerate
configurations). The initialization algorithm determines a very large number of po-
tential point-pair correspondences. Each correspondence votes for a particular pose
hypothesis in a manner similar to the Generalized Hough Transform [9]. Similar
pose hypotheses are then clustered together based on the user-defined threshold and
the hypothesis with the most votes is selected as the best. See Figure III.5 for a
summary of the Drost method.
Figure III.5. Drost voting scheme: Graphic by Drost [8].
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CHAPTER IV
RESULTS
Both variants of the ICP algorithm were tested given three other variables.
These variables include: 1) image size, 2) ICP iterations, and 3) noise level. These
tests were performed on image sets of different initial conditions and spin rates.
Two different image sizes were used - the original camera image size (176x144) and
images that had been processed as in Subsection II.B.3 with a scaling factor of 2.
Two different cases of the ICP iteration variable were tested. The first is a fixed
number of iterations for all images. In the second case, the algorithm stops iterating
if the correction norm of the pose is below a certain threshold, but will not exceed
the number of iterations from the first case. For the noise level variable, simulated
images with no noise (Set 1 - Set 3), simulated images with added noise (Set 1 - Set
3), and real images collected by the sensor were used (Set 0 only). The parameters
of each image set are listed below.
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• Set 0:
Real images from sensor
Initial 3-1-2 Euler angles = [1.40, 3.63, -159] deg
Yaw rate = 1.87 deg/frame
• Set 1:
Simulated images
Initial 3-1-2 Euler angles = [165.6, -12.73, -130.7] deg
Yaw rate = 1.87 deg/frame
• Set 2:
Simulated images
Initial 3-1-2 Euler angles = [-175.4, 10.98, 22.95] deg
Yaw rate = 2.08 deg/frame
• Set 3:
Simulated images
Initial 3-1-2 Euler angles = [-177.2, 6.34, 24.10] deg
Yaw rate = 2.18 deg/frame
Figure IV.1 shows the average error of each simulated set for combinations of
small images, large images, point-to-point metric, and point-to-plane metric. The
four data points for each average are the 4 combinations of the number of ICP
iterations and noise level.
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Figure IV.1. Errors for simulated image sets
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There is a distinct pattern in the simulated data set results. In every case
tested, using the method presented in this thesis to enlarge the images decreases
the average error. Furthermore, using the smaller images resulted in a larger spread
of error across different parameters for both ICP metrics. Overall, the
point-to-plane metric with the large images produced the best result. Similar
results were found with the real set of images (see Figure IV.2).
Figure IV.2. Errors for real image sets
For the real camera image set, the pose estimates and errors as a function of
frame number for the best case tested (large image, point-to-plane) are shown in
Figure IV.3. The worst case (small image, point-to-point) is shown in Figure IV.4.
Clearly, the former case produced cleaner estimates and had a smaller error overall.
Importantly, the runtimes for all test cases were measured. Fortunately, the
runtime of the ICP algorithm itself does not intrinsically depend on the size of the
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Figure IV.3. Best case pose estimates and errors.
image. This is because it iterates over the points in the model, rather than the
image. There are two primary ways that the image size affects the overall runtime
of the program. The first is the initial processing of the image. This doesn’t take
much longer because the bilateral filtering and expanding of the image can be done
at the same time as the bilateral filter that gets applied anyway (to compute the
image normals). The other slow-down occurs as an artifact of passing slightly larger
amounts of data to and from various parts of the program. However, this does have
a measurable effect on the runtime, as shown in Figure IV.5.
The difference in runtimes between the small and large images is about 20 mil-
liseconds, or about a 8% increase in runtime. It should be noted that the plot’s y-axis
does not start at zero — this was done in order to more easily see the individual run-
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Figure IV.4. Worst case pose estimates and errors.
Figure IV.5. Runtimes for enlarged images
times and the differences between the average runtimes. The difference in runtimes
could be decreased by parallelizing the image processing module of the program. For
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instance, in the bilateral filter, the updated value at each pixel can be determined
independently from the other pixels. Thus, parallelization can be easily done. This
should greatly reduce the gap between the computation times. The best method to
select depends on the computational abilities of the machine and on the level of noise
expected based on environmental factors such as ambient lighting, background, and
sensor interference.
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CHAPTER V
KALMAN FILTER
In some cases, the ICP algorithm may provide noisy estimates due to sensor
limitations. These may include problems such as multi-path errors, low resolution,
and small field-of-view. A Kalman filter has been implemented to mitigate these
issues. Furthermore, the vision measurements produced by ICP only reflect relative
motion between the sensor and the object. In order to provide inertial navigation,
an IMU is added to the system. This IMU provides inertial acceleration and attitude
measurements of the capture vehicle to which the sensor is attached. The relative
position and attitude between the sensor and IMU frames remains fixed, as it is
assumed that the IMU is fixed to the sensor apparatus.
V.A. State and Measurement Definitions
In this implementation, the states that are tracked are given by Equation 5.1.
x =

[tm/s]n
[vm/s]n
α˙m/s
αm/s
ω

(5.1)
The vector [tm/s]n is the position of the model with respect to the sensor coor-
dinatized in the inertial frame. The vector [vm/s]n is the inertial derivative of this
position. The vector αm/s is the 3-1-2 Euler rotation sequence from the sensor frame
to the model frame. The derivative of these angles is given by α˙m/s. The body-fixed
43
angular velocity is given by ω.
The measurements provided from the Iterative Closest Point algorithm are given
by Equation 5.2.
y˜ =
[t˜m/s]s
α˜m/s
 (5.2)
In addition, the IMU provides the acceleration of the IMU with respect to the
inertial frame coordinatized in the IMU frame (denoted by [au/n]u), as well as the
attitude of the IMU with respect to the inertial frame (denoted by Ru/n).
The following two sections provide the equations that describe the Kalman filter
used in this system. This formulation follows closely to that of Junkins’ [10].
V.B. Propagation
In this section, a linear system model is derived and the propagation equations
are determined. The model of the system including process noise is of the form given
by Equation 5.3. The filter propagation equations will be of the same form.
xk+1 = Φkxk + Γuk + Y wk (5.3)
The process noise wk is assumed to be Gaussian with zero mean and covariance Qk.
In this formulation, the matrix Y is assumed to be identity for simplicity.
For this system, two major assumptions are made: constant angular velocity
(ω˙ = 0) and constant translational velocity ([am/n]n = 0). For the application of
tracking objects in space, this is a reasonable assumption since the target is assumed
to be free from external forces that would cause it to accelerate in any degree of
freedom.
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To derive the filter propagation equations, we first need to obtain the acceler-
ation of the target with respect to the sensor coordinatized in the inertial frame,
[am/s]n. This is given by Equation 5.4.
[am/s]n = [am/n]n + [an/u]n + [au/s]n (5.4)
Since the IMU is fixed relative to the sensor, the term [au/s]n is zero. We have
already established that since the target is not accelerating with respect to the inertial
frame, the term [am/n]n is also zero. With these two simplifications, Equation 5.4
reduces to
[am/s]n = [an/u]n = −[au/n]n (5.5)
The IMU measurement includes the acceleration due to gravity, so this must
be subtracted out from the IMU measurement. Since the IMU measurements are
known in terms of [au/n]u and Ru/n, we can write the IMU acceleration in terms of
known quantities as
[au/n]n = R
T
u/n[au/n]u − g (5.6)
Combining this with Equation 5.5, the acceleration of the target with respect
to the sensor coordinatized in the inertial frame is given by Equation 5.7.
[am/s]n = g −RTu/n[au/n]u (5.7)
Now that [am/s]n is known, the translational position and velocity can be de-
termined. The discrete kinematic equations for these quantities are shown in Equa-
tion 5.8.
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([vˆm/s]n)k+1
− = ([vˆm/s]n)k
+ + δt(g − (Ru/n)Tk ([au/n]u)k) (5.8a)
([tˆm/s]n)k+1
−
= ([tˆm/s]n)k
+
+ δt([vˆm/s]n)k
+ +
1
2
δt2(g − (Ru/n)Tk ([au/n]u)k) (5.8b)
Because the body-fixed angular velocity is assumed to be constant, the propaga-
tion equation for ω is straightforward and given by Equation 5.11b. The propagation
equation for αm/s is also straightforward and given in Equation 5.11a. However, the
fact that the body-fixed angular rate is constant does not imply that the time rate
of change of the Euler angles is constant. The two angular rates are only equivalent
for infinitesimal Euler angles. The quantities α˙ and ω are related through the values
of the Euler angles, as outlined in [11]. The body-fixed angular velocity {w1, w2, w3}
given a 3-1-2 Euler rotation sequence α = {α3, α1, α2} is given by
ω =

− cosα1 sinα2 cosα2 0
sinα1 0 1
cosα1 cosα2 sinα2 0
 α˙ (5.9)
Inverting this equation will allow us to determine the time rate of change of the
Euler angles in terms of the body-fixed angular rate, as shown in Equation 5.10.
α˙ =

− sinα2/ cosα1 0 cosα2/ cosα1
cosα2 0 sinα2
tanα1 sinα2 1 − tanα1 cosα2
ω ≡ Bω (5.10)
All propagation equations involving the attitude of the target are summarized
in Equation 5.11.
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(αˆm/s)k+1
− = (αˆm/s)k
+ + δt( ˆ˙αm/s)k
+
(5.11a)
ωˆk+1
− = ωˆk
+ (5.11b)
ˆ˙αk+1
−
= Bωˆk
+ (5.11c)
Equations 5.8 and 5.11 can be written in a compact matrix form, given by
Equation 5.12a. The covariance of the state estimate is also propagated as in Equa-
tion 5.12b.
xˆk+1
− = Φkxˆk
+ + Γuk (5.12a)
Pk+1
− = ΦkPk+ΦTk + YkQkYk
T (5.12b)
The terms xˆk, uk, and Φk are defined in Equations 5.13, 5.14, and 5.15,
respectively. Γ is simply defined as the 15× 15 identity matrix. The matrix Y is the
same as that of Equation 5.3. In Equation 5.15, the I and 0 terms are of dimension
3× 3, and ∆t is simply the propagation time step (δt) times I.
xˆk =

([tˆm/s]n)k
([vˆm/s]n)k
( ˆ˙αm/s)k
(αˆm/s)k
(ωˆ)k

(5.13)
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uk =

δt(g − (Ru/n)Tk ([au/n]u)k)
1
2
δt2(g − (Ru/n)Tk ([au/n]u)k)
03×1
03×1
03×1

(5.14)
Φk =

I ∆t 0 0 0
0 I 0 0 0
0 0 0 0 Bk
0 0 ∆t I 0
0 0 0 0 I

(5.15)
V.C. Update
Recall the manner in which the measurements are defined in Equation 5.2. The
states of the filter and the measurements are of different dimension and also require
a reference frame transformation. The measurement model for this system is given
by Equation 5.16.
y˜
k
= Hkxk + νk (5.16)
The measurement noise νk is assumed to be Gaussian with zero mean and covari-
ance Rk. This measurement covariance is a function of the pose correction norms and
the number of inliers from the ICP algorithm. The measurement model is expanded
in Equation 5.17.
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([t˜m/s]s)k
(α˜m/s)k
 =
(Rs/n)k 0 0 0 0
0 0 0 I 0


([tm/s]n)k
([vm/s]n)k
(α˙m/s)k
(αm/s)k
(ω)k

+
(νt)k
(να)k
 (5.17)
The state xˆk and its covariance Pk is updated by means of Equation 5.18.
xˆk
+ = xˆk
− +Kk(y˜k −Hkxˆk−) (5.18a)
Pk
+ = (I −KkHk)Pk− (5.18b)
The Kalman gain, Kk is defined in Equation 5.19.
Kk = Pk
−HkTSk−1 (5.19)
The term Sk is called the innovation covariance and is defined in Equation 5.20
Sk = HkPkHk
T +R (5.20)
V.D. Results
The filter implemented in this thesis was first tested using simulated pose mea-
surements so that the ICP algorithm and the filter could be tested independently of
one another. The results presented in this section simulate an object approximately 2
meters away from the sensor which is stationary relative to the sensor translationally.
The object is rotating at a constant rate about the body-fixed y-axis at 2 radians
per frame. The filter uses a propagation time of 0.1 time units. Figure V.1 shows
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the tracking of all 6 degrees of freedom of the object. The solid lines in the figures
represent the pose measurement, and the dashed lines represent the filter estimates.
The darker lines are the 2-sigma bounds obtained from the state covariance.
0 10 20 30 40 50 60 70 80 90 100
-1
-0.5
0
0.5
1
1.5
2
2.5
po
sit
io
n(m
)
state estimates
x
y
z
x f
y f
z f
0 10 20 30 40 50 60 70 80 90 100
frame
-200
-150
-100
-50
0
50
100
150
200
a
n
gl
e 
(de
g)
yaw
pitch
roll
yaw f
pitch f
roll f
Figure V.1. Kalman filter preliminary results.
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The error between the true state (which is known exactly since this is done
through simulation) and the state estimate are shown in Figure V.2. These errors
are on average relatively low. The figure also includes the innovation and innovation
covariance (2-sigma) at each time step. The innovations are zero mean and are within
the 2-sigma bounds, as they should be.
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Figure V.2. Error and innovations.
Statistical tests were performed using the NEES (normalized estimation error
squared) metric [12]. In a consistent filter, the normalized error squared is a chi-
squared distribution such that the expected value of this error is equal to the di-
mension of the state from which the error is calculated. This result is derived in
the following way: Let the normalized squared error p at time step k be given by
Equation 5.21
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p(k) = (x(k)− xˆ(k|k))TP−1(k|k)(x(k)− xˆ(k|k)) (5.21)
This equation can be transformed into the form of Equation 5.22 using the
substitution given in Equation 5.23
p(k) = y(k)Ty(k) (5.22)
y(k) = P−1/2(k|k)(x(k)− xˆ(k|k)) (5.23)
The variable y is normally distributed with zero mean and identity variance.
It follows that the quantity yTy (and therefore p) is normally distributed with a
mean equal to the summation of the variances of each component. Since there are
n = dim(x) components, the mean of p is equal to n.
Figure V.3 shows the result of the NEES test for one run of the filter. To pass
the NEES test, the expected value of the normalized error should be equal to the
dimension of the state space. In the case of this system, the dimension is 15, which
is consistent with the result in Figure V.3.
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Figure V.3. Normalized error squared (NEES test).
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CHAPTER VI
CONCLUSION AND FUTURE WORK
Most of the data and results presented in this thesis are from simulated, rather
than experimental, data. The next step in this research is to test the algorithm
at the Land, Air, and Space Robotics (LASR) Laboratory. Attitude and position
measurements of the SL-8 rocket booster model will be measured with the VICON
motion capture system, and will be recorded as “truth”. Then, the ICP algorithm will
be run given live camera images of the rocket booster. The pose estimates acquired
from the algorithm will be compared to the true pose. The Kalman filter presented in
Chapter V will be implemented on a system involving both a stationary and moving
capture vehicle. To check for filter consistency, Monte Carlo NEES tests for multiple
independent runs of the filter should be performed, as in [13]. The equipment that
will be used to perform these experiments is shown in Figure VI.1. In this set-up,
the SL-8 booster model is attached to a long pendulum that is allowed to translate
on low-friction gliders, giving the model a total of 5 degrees-of-freedom. The top
of the pendulum is actively controlled, allowing the rocket to exhibit behavior more
consistent with a space environment. This behavior is achieved though the use of
load cells. When the capture vehicle exerts a force on the rocket body, the rocket
body can glide away as if it were in a zero-G environment. This system was developed
by Austin Probe [14] at LASR Lab.
Furthermore, the robustness of this algorithm will be put to the test by using a
different sensor (with a different resolution and different intrinsic parameters). Given
the modularity of the software, a different rocket booster model could also potentially
be used.
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Figure VI.1. Debris capture experiments
Another area that requires further work is the initialization module. The al-
gorithm presented in Section III.D takes between 2 and 3 seconds to determine a
pose. This computation time is potentially problematic, especially if the object of
interest is rotating at a fast rate. By the time the initialization module computes an
estimate, the object might have moved too far for the ICP algorithm to converge to
a globally optimal pose. This computation time may be shortened by parallelizing
the initialization algorithm in addition to ICP. Another option is to invent another
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initialization method entirely, such as one that relies on a kind of binary search that
achieves a better solution with each recursive step. All of these future developments,
if successful, will be very useful to the overall debris capture system and will make
the system much more reliable.
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