The authors proposes a bias-compensated state space model identification (BCSS) method in order to relax the order of the persistent excitation (PE) condition. Most of the subspace identification methods utilize instrumental variables (IV) to obtain an unbiased estimate while the proposed method introduces a bias compensation technique to the Ordinary MOESP type method. In this paper, S/N ratios of certain matrices in the proposed method and the PI-MOESP method are analyzed and compared. It is shown that the S/N ratio in the proposed method is better than that in the PI-MOESP method especially when a pole of the plant is near 1 and the number of the block rows of the IV matrix is small.
INTRODUCTION
Subspace identification methods have been developed for about two decades and many approaches are proposed such as MOESP (Verhaegen and Dewilde (1992a,b) ; Verhaegen (1993) ), N4SID (Overschee and De Moore (1994) ), CCA (Akaike (1975) ), ORT (Katayama and Picci (1999) ), and they are applied to many practical systems now. In most of the methods, instrumental variables (IV) are introduced in order to obtain an unbiased estimate. In order to reduce the variance of the estimate, tall IV matrix is used. However, usage of a taller data matrix requires a more severe order of the persistence of excitation (PE) condition and may cause an increase of the condition number of the matrix. In order to relax the order of the PE condition on the input sequence or in order to reduce the condition number of the data matrix, reduction of the number of block rows of the data matrix must be investigated.
ARMA model or innovations model is often used for the model to be identified when the noise is colored. ARMA model is a joint model of the plant model as well as the noise model so the degree of the model will be large in general and the estimation of the model degree will be difficult. Furthermore, a model reduction will be required for obtaining the plant model from the identified model. On the other hand, PI-MOESP (Verhaegen (1993) ) is based on OE model which utilizes the past input as an instrumental variable and can identify the plant model directly. Chiuso and Picci (2004) show that in certain conditions, identification based on decoupled model performs better than identification based on joint model from a viewpoint of condition number. However, in order for the row space of the past input matrix to cover the state matrix, the past horizon of the IV matrix must be infinite from a theoretical viewpoint. Thus, a usage of a low IV matrix will result in a small S/N ratio and will cause a large variance of the estimate.
One of the authors introduces a bias compensation technique (Sagara and Wada (1977) ), which is an another approach to obtain an unbiased estimate, to a state space model identification method and shows the proposed iterative algorithm achieves a 2nd order convergence to an unbiased estimate when it is convergent In this paper, the proposed method and the PI-MOESP method will be compared from a view point of S/N ratio and it will be shown that the proposed method corresponds to the PI-MOESP method with infinite past horizon.
The rest of this paper is organized as follows. Section 2 formulates an identification problem and Section 3 briefly summarizes the proposed method and the PI-MOESP method. In section 4, the S/N ratios of certain matrices in the proposed method and the PI-MOESP method are analyzed and compared. A numerical example is shown in section 5 and section 6 concludes the paper.
Notation:
I n denotes an n × n identity matrix.
Colon notation (Golub and van Loan (1989) ) will be adopted. Namely, X(i 1 : i 2 , j 1 : j 2 ) denotes a submatrix consisting of the i 1 -th row to i 2 -th row and the j 1 -th column to the j 2 -th column of X. A colon by itself denotes an entire row or column.
where
, and v k ∈ R l are the state, the input, the output, and the noise, respectively, and A ∈ R n×n , B ∈ R n×m , C ∈ R l×n , and D ∈ R l×m are the system matrices. Let P denote a matrix composed of these system matrices as:
The following assumptions are made for this system. 
where f is a design parameter which is greater than n.
SUBSPACE IDENTIFICATION METHODS
In this section, the Ordinary-MOESP method, the proposed method called bias compensated state space model identification method (BCSS), and the PI-MOESP method are briefly summarized. (Verhaegen and Verdult (2007) ) From Eq. (1), the following data equation is obtained for a positive integer f > n as
Ordinary-MOESP method
Y f and V f are defined similarly to U f . The following PE condition is assumed.
(A4) rank
Assumption (A4) is a sufficient condition that the range of the extended observability matrix coincides with the range of
is an orthogonal projection onto the column space of U f :
This assumption implies U f to be of row full rank.
LQ decompose the data matrix composed of the block Hankel matrices U f and Y f as:
The projection matrix Π
If
Thus, (A, C) will be estimated from the singular value decomposition (SVD) of L 22 :
More precisely, the estimates of (A, C) will be defined aŝ
). On the other hand, (B, D) will be estimated based on the following equation, which is obtained from Eq. 11 from the right, respectively, and by using Eq. (9):
In detail, the estimates will be obtained by solving a least squares problem and is given by
where α i ∈ R (fl−n)×l and β j ∈ R (fl−n)×m are the following block submatrices:
Because (10) is neglected in the Ordinary MOESP method, singular subspace of L 22 has an bias in general when {v k } is colored, so does the estimate (Â,Ĉ). On the other hand, the 2nd term of the r.h.s of Eq. (16) will disappear as
an estimate of T f does not have an asymptotic bias but the estimate (B,D) will have a bias if (Â,Ĉ) has a bias.
Bias Compensated State Space Model Identification
Method (Ikeda et al. (2010)) When an estimate of the system matrix of the plant
1 is given, define an estimate of the noise {v
k } by the following equations:
For this estimate of the noise, the following proposition holds: Proposition 1. (Ikeda et al. (2010) ) For the estimate of the noise defined by Eqs. (21) and (22), define its estimation error as δv
Then the following two properties holds:
, then the following equation is given from Eqs. (1), (2), (21), and (22):
Because δv
can be represented as a linear combination of the past input, {δv In the Ordinary-MOESP, an estimate of (A, C) will have an asymptotic bias because L 22 is contaminated by the noise. In order to eliminate the effect of the noise, a noise effect to L 22 L 22 will be subtracted by using the estimated noise defined above. Proposition 2. DefineV 
Proof: First, the following equation is to be proved.
From Eq. (10) and an idempotence of Π
The 2nd term of the r.h.s. of Eq. (27) has a limit as 
.
Because {δv
Therefore, the following inequality holds:
Finally, Inequality (25) is obtained from (ii) of Proposition 1. This completes the proof.
From the discussions above, (Â,Ĉ) may be estimated from the SVD of (12) . The proposing algorithm is given as follows.
BCSS Algorithm:
(1) Let an estimate of the plantP (0) be given and let i = 0. (2) LQ decompose the data matrix as in Eq. (9). (3) ConstructV is sufficiently small, there exists a nonsingular matrix T and a positive number
Proof: From Eqs. (13) and (11) when V f = 0, it is obvious that there exists a nonsingular matrix T such that U n = O f T . Remind the smallest singular value corresponding to U n in Eq. (12) is σ n (Σ n ) > 0, while the singular values corresponding to U ⊥ n are 0. From a perturbation theory of SVD, U n is continuous according to a sufficiently small perturbation on the decomposed matrix. From Proposition 2, magnitude of the perturbation is proportional to δP (i) 2 . Thus, Proposition 3 is obtained.
Because the estimateP (i+1) is a solution of a least squares problem which is composed of
11 , and an orthonormal complement of U (i) n , the following holds by limiting N → ∞.
This means that the proposed algorithm achieves a 2nd order convergence when it is convergent. Furthermore, δP (i) goes to 0 as i → ∞ and N → ∞.
PI-MOESP method (Verhaegen and Verdult (2007))
In the PI-MOESP method, IV matrix is composed of the past input as U − p = U −p|−1 . In this subsection, the following PE condition on {u k } is assumed in addition to Assumptions (A1)∼(A4).
Assumption (A5) is a sufficient condition for the estimate of PI-MOESP to have a consistency property (Bauer (2005) ). LQ decompose the data matrix together with the IV matrix as:
The bases U n and U 
ANALYSIS OF THE S/N RATIO
In this section, variances of the proposed method (BCSS) and the PI-MOESP method are compared from a viewpoint of S/N ratio. For the sake of simplicity, it is assumed that u k is a white Gaussian signal with mean 0 and variance Q = σ 2 u I m in this section. Because the estimates of T f in both of the PI-MOESP and the proposed methods are the same, the difference arises from the estimation of O f and it comes from the difference of the matrices to be decomposed to SVD. Thus, the S/N ratios of the matrices to be decomposed to SVD in both methods are analyzed.
BCSS Method
In order to analyze the variance of the estimate, it is assumed that the BCSS method is convergent and a limit of the noise estimate is denoted byV f =V
and define S 1 , S 2 , N 1 , and N 2 as the terms indicated by the braces in the equation above. Because the ranges of S 1 and S 2 are coincide with the range of O f , they are counted as signal parts even if S 2 is driven by the noise, while N 1 and N 2 are counted as noise parts. The rest of this subsection investigates each terms in detail.
Analysis of S 1 Because the present state is uncorrelated with the present and future input,
From this and the definition of Π ⊥ U f , the following hold:
where Σ x is a positive definite solution of the following Lyapunov equation:
and it is given by an infinite series as:
Analysis of S 2 Because of no correlations between X 0 and U f , between X 0 and V f , and between U f and V f , each of 1
has a finite covariance. As a result, S 2 goes to 0 with order 1/ √ N as N → ∞. Thus, the term S 2 is negligible compared to S 1 when N is large.
Analysis of N
as a product of the future noise v k+i and the past input u k−j as
Because {v k } and {u k } are uncorrelated, each column of w (N ) ij has mean 0 and covariance σ 2 u Σ vv , and it converges in distribution to a normal distribution with the same mean and covariance as N → ∞ from the central limit theorem. From the definition of w (N ) ij above and
N 1 has a limit as
. . .
Analysis of N 2 Expand N 2 as:
Because δV f and V f are uncorrelated, the 1st term of the r.h.s. of the equation above satisfies the following:
is considered to be proportional to the standard deviation of the noise part of Eq. (36). Under the assumption that the algorithm is convergent, it must be proportional to the standard deviation of N 1 and δP (∞) is considered to be proportional to 1/ √ N . Thus, the 1st term of the r.h.s. of Eq. (44) is proportional to 1/N and it is negligible compared to N 1 . From (i) of Proposition 1, the 2nd term of the r.h.s of Eq. (44) is proportional to
This term is proportional to 1/N and it is negligible compared to N 1 . Finally, the 3rd term of the r.h.s. of Eq.
and it is also negligible.
From the discussions above, a dominant part of the signal
while its dominant noise part is given by
PI-MOESP method
In the PI-MOESP method, O f is estimated based on the SVD of L (P I) 32 . Because an order of the S/N ratio will not be changed even if a column full rank matrix is multiplied from right, the signal and noise components of the following quantity will be considered:
Limiting N → ∞, the signal part becomes:
where Σ (p)
x and C p are given by
(54) Because the system is assumed to be reachable, C p has a row full rank and C p C p is nonsingular.
On the other hand, the noise part can be calculated as
where w (N ) ij is a random variable defined in Eq. (41).
Comparison
As is indicated in the previous subsection, the order of the S/N ratios will not be changed even if a column full rank matrix is multiplied from right both to the signal and noise parts. When the plant is a 1st order system, each element of the signal component in PI-MOESP is proportional to 1 − α 2 where α = A ∈ (0, 1) while each element of the noise component is proportional to √ 1 − α 2 . Thus, the S/N ratio becomes larger as p → ∞. 
where {u k } is a white Gaussian random signal with mean 0 and variance 1 and {v k } is a colored noise defined by
where e k is a white Gaussian random signal with mean 0 and variance 0.1 2 . The number of samples is 1001 and the design parameter is set as f = 10. In the PI-MOESP method, the number of block rows of the IV matrix varies from p = 10 to p = 90. The number of the iterations in the BCSS method is fixed to 3 in this simulation. The mean and variance of the estimate of one of the eigenvalues of A (λ 1 = 0.98) at each p in PI-MOESP and the mean and variance in the proposed method are calculated from 1000 trials of identification. The errors of the means of both methods are negligible compared to the standard deviations asλ 1,P I − λ 1 = 5.1431 × 10 −6 at p = 90 and λ 1,BCSS −λ 1 = 4.7600×10 −6 . In Fig. 1 , the variance in the proposed method is plotted by a line while the variance at each p in PI-MOESP is plotted by x mark. It is observed that the variance in the PI-MOESP method decreases as p goes to large.
CONCLUSION
Bias compensated state space model identification method is introduced and its asymptotic variance when the number of data goes to large is analyzed from a viewpoint of S/N ratio. The signal and noise components of a certain matrix in the proposed method and the PI-MOESP method are compared and it is shown that the proposed method corresponds to the PI-MOESP method with infinite past horizon. In the analysis of S/N ratios, the input sequence is assumed to be white. This assumption must be relaxed in the future work. However, the proposed method is expected to relax the order of the PE condition on the input sequence because the size of the matrix can be reduced compared to the PI-MOESP method.
