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NUMERICAL STUDY OF OPTIMAL PARTITIONING PROBLEMS IN RELATION TO AN
ANISOTROPIC PERIMETER
BENIAMIN BOGOSEL
ABSTRACT. We present a Γ-convergence approximation for the total anisotropic length of a partition. This
theoretical result gives rise to a numerical method which allows the study of minimal partitions with respect
to different anisotropies. We also give a numerical framework for the study of isoperimetric problems with
density.
1. INTRODUCTION
If we consider a set Ω ⊂ Rd with C1 boundary, then its perimeter is equal to
Per(Ω) =
∫
∂Ω
1dHn−1 =
∫
∂Ω
‖~n(x)‖dHn−1
where ~n(x) denotes the unit outer normal vector corresponding to x ∈ ∂Ω. Thus, the perimeter treats
all directions in the same way and no direction has an advantage over the others. Things change if we
pick another norm ϕ on Rd, different from the euclidean one. We can define the anisotropic perimeter
associated to a norm ϕ by
Perϕ(Ω) =
∫
∂Ω
ϕ(~n).
The problem of studying the partitions which minimize total perimeter of the cells has been studied
before. A famous result due to Hales [11] states that every partition of the plane into sets of equal areas
has perimeter greater than the hexagonal honeycomb tiling. In R3 the problem of finding the optimal
tilling with respect to the perimeter using shapes of equal volume is still open. Kelvin conjectured that
truncated octahedra may be optimal, but Weaire and Phelan [16] found a better configuration.
The study of the partitions which minimize the sum of anisotropic perimeters is even more challenging,
since the optimal partition depends on the norm ϕ. This motivates the interest in providing efficient
numerical algorithms which compute the optimal partitions. One such method was developed by E´. Oudet
in [15] in the isotropic case in two and three dimensions. The author uses Γ-convergence to approximate
the sum of perimeters of the parts by a relaxation using Γ-convergence and a theorem of Modica and
Mortola. A different approach to minimal partitions in an anisotropic setting with applications to image
classification is presented in [4].
The first main contribution of this article is to prove a general Γ-convergence result regarding the
approximation of the sum of anisotropic perimeters of a partition. The anisotropic variant of Modica-
Mortola’s theorem can be found, for example in [6], [7] or [2]. The framework we present also allows
that the anisotropy ϕ depends also on the position of the point. As a particular case, we obtain also an
approximation by Γ-convergence for the density perimeter given by
∫
∂Ω ν(x)dHn−1(x).
Secondly, we provide a numerical method which is efficient in the study of partitions minimizing the
total anisotropic perimeter. We give a few examples where we favorize a fixed number of directions. We
are also able to study numerically isoperimetric problems concerning a density perimeter. In particular we
obtain some results proved in [9] and [14].
2. PRELIMINARIES
The notion of Γ-convergence, introduced by de Giorgi, is a suitable tool for the study of the convergence
of variational problems. Its properties make it a suitable tool for the study of limits of variational problems.
Definition 2.1. Let X be a metric space and Fε, F : X → [0,+∞] a sequence of functionals on X
(defined for ε > 0). We say that Fε Γ-converges to F and we denote Fε
Γ−→ F if the following two
properties hold:
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(LI) For every x ∈ X and every (xε) ⊂ X with xε → x we have
(1) F (x) ≤ lim inf
ε→0
Fε(xε)
(LS) For every x ∈ X there exists (xε) ⊂ X such that (xε)→ x and
(2) F (x) ≥ lim sup
ε→0
Fε(xε).
Given x0 ∈ X we will call recovery sequence a sequence (xε), which satisfies property (2). This
sequence satisfies, in particular, the relation
lim
ε→0
Fε(xε) = F (x).
Here are three main properties of the Γ-convergence.
Proposition 2.2. If Fε
Γ−→ F in X then the following properties hold:
(i) F is lower semicontinuous;
(ii) If G : X → [0,∞) is a continuous functional then
Fε +G
Γ−→ F +G.
(iii) Suppose xε minimizes Fε over X . Then every limit point of (xε) is a minimizer for F .
Sometimes it is difficult to prove the (LS) property (2) for every x ∈ X . Having an element x with
some good regularity properties may aid in constructing the recovery sequence. The following procedure,
of reducing the class of elements x for which we prove (2) to a dense subset of {F < +∞}, is classical
(see for example [6],[7]).
Proposition 2.3. Let D ⊂ {F < +∞} be a dense subset of X , such that for every x ∈ {F < +∞} and
(un) ⊂ D, with (un)→ x we have
lim sup
n→∞
F (un) ≤ F (x).
Suppose that for every x ∈ D, the property (2) is verified. Then (2) is verified in general.
Remark 2.4. In general if Fε
Γ−→ F and Gε Γ−→ G we cannot conclude that Fε +Gε Γ−→ F +G. Thus,
the result proved in Section 3 is not trivial. One sufficient condition for the above implication to hold
would be that for each u we could find the same recovery sequence for F and G. For more details and
examples see [6].
The notion of Γ-convergence was introduced in Definition 2.1 and its main properties were stated in
Proposition 2.2. One classical Γ-convergence result is the Modica Mortola theorem. For the sake of
completeness, we rewrite its statement below. For simplicity, we denote
X = {u ∈ L1(D) :
∫
D
u = a},
where a ∈ (0, |D|) is a fixed constant.
Theorem 2.5. (Modica-Mortola) Let D be a bounded open set and let W : R→ [0,∞) be a continuous
function such that W (z) = 0 if and only if z ∈ {0, 1}. Denote c = 2 ∫ 10 √W (s)ds. We define
Fε, F : L
1(D)→ [0,+∞] by
Fε(u) =
{
ε
∫
D |∇u|2 + 1ε
∫
DW (u) u ∈ H1(D) ∩X
+∞ otherwise
and
F (u) =
{
cPer(u−1(1)) u ∈ BV (D; {0, 1}) ∩X
+∞ otherwise
then
Fε
Γ−→ F
in the L1(D) topology.
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FIGURE 1. Minimizers of Fε for c = 1/7 and ε = 1/100, 1/150, 1/200, 1/250, 1/300.
The corresponding cost values are: 1.3089, 1.3216, 1.3276, 1.3311, 1.3398
For a proof of this result we refer to [1] or [8]. In the numerical simulations we usually choose the
potential
W (s) = s2(1− s)2
which gives the corresponding constant c = 1/3. The numerical importance of this theorem was just
recently observed. Indeed, when one wants to compute numerically the perimeter of a set Ω, the boundary
∂Ω must be well known. Using a parametric formulation might work if one only has to deal with one set.
As soon as we consider multiple shapes which might touch, keeping track of each parametrized boundary
is not a simple task. If we want to study a partitioning problem, using a parametric formulation rises
difficulties in imposing the non-overlapping condition. This is a point where having a good relaxation for
the perimeter, like the theorem mentioned above, becomes really useful.
In the following paragraphs, we take as a toy problem the isoperimetric problem. The third property
stated in Proposition 2.2 justifies the following numerical approach. In order to approach the set which
minimizes the perimeter at fixed volume, we find minimizersmε of Fε for ε smaller and smaller. We expect
that the minimizers mε approach the minimizer of F . We consider a straightforward finite differences
discretization to compute Fε on a fixed grid N ×N in the unit square [0, 1]2. The procedure is as follows:
• Fix an initial ε0 and a random initial condition, and then compute the numerical minimizer of Fε0 ;
• Decrease ε and find the numerical minimizer of Fε starting from the previous minimizer.
• Repeat until ε is small enough.
This simplistic approach has one drawback: the choice of ε0 cannot be made independent of the grid step.
The ε parameter governs the width of the interface between 0 and 1 for the minimizer of Fε. If ε is less
than 1/N then the gradient term in Fε contains meaningless information, since the width of the interface
is smaller than the width of the grid. To fix this issue, we start with ε0 ∈ [1/N, 4/N ] and whenever
we decrease ε we refine the grid and interpolate the initial condition on this new grid. We present the
numerical results obtained using this procedure in the case c = 1/7. In this case, we know that in two
dimensions, the solution of the isoperimetric problem is a disk, and the corresponding perimeter to a
disk of area 1/7 is 2
√
pi/7 = 1.3398. Results can be seen in Figure 1. It is interesting to note that as ε
becomes smaller and smaller, the minimal values of the functionals Fε converge towards the minimal
value of F , as expected.
We can consider the same problem in an anisotropic setting. If we consider a set Ω ⊂ Rd with C1
boundary, then its perimeter is equal to
Per(Ω) =
∫
∂Ω
1dHn−1 =
∫
∂Ω
‖~n(x)‖dHn−1
where ~n(x) denotes the unit outer normal vector corresponding to x ∈ ∂Ω. Thus, the perimeter treats
all directions in the same way and no direction has an advantage over the others. Things change if we
pick another norm ϕ on Rd, different from the euclidean one. We can define the anisotropic perimeter
associated to a norm ϕ by
Perϕ(Ω) =
∫
∂Ω
ϕ(~n).
It is possible to prove a variant of the Modica-Mortola theorem in the anisotropic case. Proofs of this
result can be found in [6],[7]. A local variant of this result, where the norm ϕ can also depend on the
position of the point can be found in [2]. In Section 3 we provide a different direct proof of the result.
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FIGURE 2. Minimizers of Gε for c = 1/7 and ε = 1/100, 1/150, 1/200, 1/250, 1/300.
The corresponding cost values are: 1.4851, 1.4914, 1.4979, 1.5031, 1.5049
Theorem 2.6. Let D be a bounded open set and let W : R→ [0,∞) be a continuous function such that
W (z) = 0 if and only if z ∈ {0, 1}. Consider ϕ a norm on Rd. Denote c = 2 ∫ 10 √W (s)ds. We define
Gε, G : L
1(D)→ [0,+∞] by
Gε(u) =
{
ε
∫
D ϕ(∇u)2 + 1ε
∫
DW (u) u ∈ H1(D) ∩X
+∞ otherwise
and
G(u) =
{
cPerϕ(u
−1(1)) u ∈ BV (D; {0, 1}) ∩X
+∞ otherwise
then
Gε
Γ−→ G
in the L1(D) topology.
We repeat the same experiment as in the isotropic case. Pick ϕ(x) = |x1| + |x2|, a norm which
favorizes the vertical and horizontal directions. Then the shape which minimizes Perϕ(Ω) with area
constraint, the so-called Wulff shape associated to ϕ, is a square. When c = 1/7 the optimal value is
4/
√
7 = 1.5118. In Figure 2 we present the optimizers of Gε for decreasing values of ε and we observe
the same convergence behavior.
The next step is to consider partitioning problems. One such method was developed by E´. Oudet in
[15] in the case of partitions minimizing the sum of perimeters of the cells in two and three dimensions.
The author uses a generalization of the Modica-Mortola theorem to the case of partitions. The partition
condition, in this functional case, is realized by imposing that the density functions u1, u2, ..., un, cor-
responding to the cells of the partition, satisfy the relation u1 + u2 + ... + un = 1. Note that this last
condition is not too difficult to implement from a numerical point of view. With this framework the author
was able to recover the result of Hales in the plane. In three dimensions the numerical optimizer was close
to the Weaire-Phelan structure.
In the following we provide an extension of this numerical framework in the anisotropic case. First we
provide a Γ-convergence result which generalizes Theorem 2.6 to the partition case. We underline the fact
that the Γ-convergence is not stable for the sum, so the result is not trivial. In fact, the (LI) property in the
definition of the Γ-convergence comes at once from the one phase case, while the (LS) property requires a
bit of work. In order to construct a recovery sequence, we use an approximation result proven by Baldo
[5], which states that we can approximate well enough every admissible partition by a polygonal partition.
In the end, we present some numerical computations, for different anisotropy choices, and we find the
expected behaviour: partition cells tend to have their boundaries aligned with the favorized directions.
Although the theoretical framework is restricted to the case where ϕ is a norm, and thus, is convex,
we observe numerically that non-convex anisotropies also produce the expected results and the rate of
convergence is much higher in some cases.
3. MAIN RESULTS
We consider the following definition of the generalized perimeter, valid for every measurable set
D ⊂ Rd.
Per(Ω, D) = sup{
∫
Ω
div gdx : g ∈ C∞0 (D;Rd), ‖g‖∞ ≤ 1}
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This definition agrees with the classical one in the case Ω has a certain regularity (polyhedra, piecewise
C1, etc). Given a norm ϕ on Rd we can extend the above variational characterization to the anisotropic
perimeter associated to ϕ by
Perϕ(Ω, D) = sup{
∫
Ω
div gdx : g ∈ C∞0 (D;Rd), ϕ(g) ≤ 1}.
We make the assumption that ϕ is comparable with the Euclidean norm, i.e. there exist constants c, C > 0
such that c|x| ≤ ϕ(x) ≤ C|x|. Then if a set E satisfies Perϕ(E,Ω) <∞ then χE ∈ BV (Ω), the space
of functions of bounded variation on Ω.
Furthermore, we can choose norms which depend on the position of the considered point: ϕ : D ×RN
which are lower semicontinuous, positively 1-homogeneous and convex in the second variable. In addition,
we assume the existence of 0 < m ≤M such that m|ξ| ≤ ϕ(x, ξ) ≤M |ξ| for every (x, ξ) ∈ D × RN .
Then a local anisotropic perimeter can be defined as follows
Perϕ(Ω, D) = sup{
∫
Ω
div gdx : g ∈ C∞0 (D;Rd), ϕ(x, g(x)) ≤ 1}.
The purpose of the following paragraphs is to approximate by Γ-convergence the sum of the anisotropic
perimeters of a partition of a bounded, open set D into n parts of equal volumes. We want to be able to
have a result which is also valid for local anisotropies, where the norm ϕ, which determines the anisotropy
may also depend on the point x. The Γ-convergence result is divided in two parts, corresponding to the
two properties in its definition. The (LI) property can be deduced by studying the one phase case. The
(LS) property needs some work in order to construct a suitable recovery sequence.
The double-well potential W is stated in a general form in the theorem, but we will assume that it has
additional properties. In practice we use W (s) = s2(1− s)2, but we are only interested of the form of W
in a neighborhood of [0, 1]. Therefore, we assume that W is bounded (by truncating it at a large level, if
necessary). In order to simplify the construction of the recovery sequence, we assume that the graph of W
is symmetric with respect to the line x = 1/2. The theorem stated below is a particular case of the one
studied in [2]. We give a slightly different proof, and adapt it to the case of partitions.
Theorem 3.1. Let D be an open, bounded domain in RN , and f : D × RN → [0,∞] be a lower
semicontinuous function, positively 1-homogeneous and convex in the second variable, which satisfies
m|ξ| ≤ ϕ(x, ξ) ≤ M |ξ| for every (x, ξ) ∈ D × RN , with 0 < m ≤ M . We consider W : R → [0,∞)
such that W (0) = W (1) = 0 and W (x) > 0 for x /∈ {0, 1}. Define Fε, F : L1(D)→ [0,∞] as follows:
Fε(u) =
ε
∫
D
ϕ(x,∇u(x))2dx+ 1
ε
∫
D
W (u(x))dx if u ∈ H1(D),
∫
D
u = c
+∞ otherwise
F (u) =
c
∫
S(u)
ϕ(x, νu)dHN−1 if u ∈ BV (D, {0, 1}),
∫
D
u = c
+∞ otherwise
,
where c = 2
∫ 1
0 W (s)
1/2ds and S(u) is the jump set of u.
Then for every u ∈ L1(D) and every (uε) ∈ L1(D) such that (uε)→ u in L1(D) we have
lim inf
ε
Fε(uε) ≥ F (u).
Proof: This result follows naturally from the following remarks and from a variant of Reshetnyak’s
semicontinuity theorem. Consider the function φ(t) = 2
∫ t
0 W (s)
1/2ds, which is Lipschitz continuous,
in view of the fact that we assume that W is bounded above. In the following we show that F (u) =∫
D ϕ(x,D(φ ◦ u)), where we use the notation∫
D
ϕ(x, µ) =
∫
Ω
ϕ
(
x,
dµ
d|µ|
)
d|µ|,
for every Radon measure µ ∈M(D,RN ). First note that if u ∈ BV (D, {0, 1}) then using the definition
of the variation of a BV function we can see that D(φ ◦ u) = φ(1)Du. Moreover, if we have a function
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u ∈ BV (D) whose image contains only two real values, then the absolutely continuous part and the
Cantor part of Du are zero, while the jump part is
Dju(B) =
∫
B∩S(u)
(u+ − u−)νudHN−1
where νu is the normal to the jump set S(u) defined by Du = νu|Du|. In this case, where u ∈ {0, 1} a.e.
we also have Du = dHN−1 ¬S(u). For details see [6]. Having these in mind and using the fact that ϕ is
homogeneous of degree one in the second variable, we obtain
c
∫
S(u)
ϕ(x, νu)dHN−1 = c
∫
Ω
ϕ
(
x,
dDu
d|Du|
)
dHN−1 ¬S(u)
=φ(1)
∫
Ω
ϕ
(
x,
dDu
d|Du|
)
d|Du| =
∫
Ω
ϕ
(
x,
dD(φ ◦ u)
d|D(φ ◦ u)|
)
d|D(φ ◦ u)|
=
∫
D
ϕ(x,D(φ ◦ u)).
The following variant of Reshetnyak lower semicontinuity theorem can be found in [3, Theorem 2.38].
Theorem 3.2. Let D be an open subset of RN and µ, µn be Rn-valued finite Radon measures in D. If
µn → µ weakly* in D then ∫
D
f(x, µ) ≤ lim inf
n→∞
∫
D
f(x, µn),
for every lower semicontinuous function f : Ω× Rn → [0,∞], positively 1-homogeneous and convex in
the second variable.
First, let’s note that the integral condition is preserved under L1(D) convergence, since∣∣∣∣∫
D
uε −
∫
D
u
∣∣∣∣ ≤ ‖uε − u‖L1(D).
Since φ is Lipschitz continuous, uε → u in L1(D) implies that φ ◦ uε → φ ◦ u in L1(D). If we
suppose that lim infε→0 Fε(uε) < +∞ (else there is nothing to prove) then, using the standard inequality
a+ b ≥ √ab, we get that Fε(uε) ≥ 2
∫
D ϕ(x,D(φ ◦ uε)) ≥ 2
∫
DD(φ ◦ uε). Therefore, we can assume
that sup |D(φ ◦ uε)|(D) < +∞. According to [6, Definition 1.41, Remark 1.42] we can conclude that
D(φ ◦ uε) ⇀ D(φ ◦ u) weakly* inM(D,RN ) and Theorem 3.2 is applicable:
lim inf
ε→0
Fε(uε) ≥ lim inf
ε→0
2
∫
D
ϕ(x,∇uε)W (uε)1/2
= lim inf
ε→0
∫
D
ϕ(x,D(φ ◦ uε)) ≥
∫
D
ϕ(x,D(φ ◦ u)) = F (u).

We are now able to state the Γ-convergence result concerning the partition case. We use the notation.
We assume that the potential W satisfies the following properties:
• W satisfies the hypotheses of Theorem 3.1.
• W (0.5− t) = W (0.5 + t) for every t ∈ R.
• W is bounded above.
We also assume that ϕ : D×RN → [0,∞) satisfies the hypotheses of Theorem 3.1 and that it is Lipschitz
continuous in the first variable. We use the following bold notation to denote vectors of functions:
u = (ui) ∈ L1(D)n.
In the following, we considerX ⊂ L1(D)n to be the space containing the n-uples of function satisfying
the partition condition and the area constraints:
X = {u ∈ L1(D)n :
∫
D
ui =
|D|
n
, u1 + ...+ un = 1 in D}.
We note the fact that the proofs which follow do not change much if instead of the equal areas conditions
we put only a fixed area condition on every one of the phases.
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Theorem 3.3. We consider the functionals Fε, F : (L1(D))n → [0,∞], defined by
Fε(u) =

n∑
i=1
(
ε
∫
D
ϕ(x,∇ui)2 + 1
ε
∫
D
W (ui)
)
if u ∈ (H1(D))n ∩X
+∞ otherwise
F (u) =

∑n
i=1 c
∫
S(ui)
ϕ(x, νui) if u ∈ (BV (D, {0, 1})n ∩X
+∞ otherwise
Then Fε
Γ−→ F in the (L1(D))n topology.
Proof: The (LI) part of this result follows at once from Theorem 3.1.
For the (LS) part we need to be able to construct a recovery sequence for every u ∈ L1(D) such that
F (u) < +∞. In order to do this, we reduce the problem to subset D ⊂ {F < +∞} which is dense and
has some good regularity properties. This is a classical procedure described in Proposition 2.3 and [6]. One
such suitable dense class is provided by Baldo in [5] and consists of functions u ∈ BV (D, {0, 1})n ∩X
which represent partitions of D into polygonal domains.
The result of Baldo says that for every u ∈ (BV (D, {0, 1})n ∩ X there exists a sequence un ∈
(BV (D, {0, 1})n ∩ X such that un → u in (L1(D))n, each component of un represents a set of
finite perimeter, Duin ⇀ Du
i weakly* inM(D,RN ) and |Duin|(D)→ |Dun|(D) (the corresponding
perimeters converge). The Reshetnyak continuity theorem found in [3, Theorem 2.39] assures us that
F (un)→ F (u). Thus Proposition 2.3 allows us to restrict our attention to functions u which represent
partitions of D into polygonal domains of equal areas.
We consider the optimal profile problem
c = min
{∫
R
(W (v) + |v′|2)dt : v(−∞) = 0, v(+∞) = 1
}
and the related problem
(3) zc = min
{∫
R
(W (v) + z2|v′|2)dt : v(−∞) = 0, v(+∞) = 1
}
Note that the solution of (3) satisfies the differential equation v′ =
√
W (v)/z and for symmetry reasons,
we impose the initial condition v(0) = 1/2. Note that v is strictly increasing, and v(t) ≥ 1/2 for t ≥ 0.
It is not difficult to see that c = 2
∫ 1
0
√
W (s)ds.
Take v a solution to problem (3). We modify v such that it goes from 0 to 1 on a finite length interval
in the following way (inspired from [6]):
vη = min{max{0, (1 + 2η)v − η}, 1}.
We have
cη =
∫
R
(W (vη) + |(vη)′|2)→ c as η → 0.
We denote (Ωi)ni=1 the polygonal partition determined by u. We denote by Nε the set of points which
are close to triple (or multiple) points of the partition (Ωi), such that
{x ∈ D : d(x,Ωi) < ε} \Nε,
is a union of rectangles. An example is given in Figure 3.
In the following, we denote by v~n the optimal profile with z = ϕ(~n). We use the signed distance
dE(x) = d(x,D \ E)− d(x,E) and define uiε on D \Nε by
uiε(x) =

vη∇dΩi (x)
(
dΩi (x)
ε ) if |dΩi(x)| ≤ Tε
0 otherwise in D \ Ωi
1 otherwise in Ωi
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FIGURE 3. Example of a part of Nε
where T is great enough such that the support of (vη)′ is contained in [−T, T ]. Until here, uε is a Lipschitz
continous function with values in [0, 1] and a Lipschitz constant of order 1/ε. We extend each uiε to the
whole D with the same Lipschitz constant (this is possible by Kirszbraun’s theorem, see [10]).
In order that uε ∈ X we must treat the measure and the sum constraints. We deal with the sum
constraint first. We have three types of points:
• |dΩi(x)| > Tε for all i. Here the sum constraint is clear, since one component takes value 1 and
the rest 0.
• There exist precisely 2 indexes i, j such that |dΩi(x)|, |dΩj (x)| ≤ Tε. Here the symmetry of the
optimal profile assures us that the uiε(x) + u
j
ε(x) = 1, while the other components take the value
0.
• The points in Nε.
We see that the only problems that can occur take place in Nε. Here, we replace uiε by u
i
ε/(
∑n
j=1 u
j
ε).
This operation is well defined, since each uiε is greater than 1/2 on Ωi; thus their sum is always greater
than 1/2. Furthermore, doing this change still leaves the gradient of uiε of the form O(1/ε).
In the following we ommit the substript from v∇dΩi (x), and we may do so without loss of generality,
since the inequalities described below do not use this dependence until the last few inequalities. Because of
the fact that uiε varies only in the direction of the normal to Ωi on D \Nε, we find that∇uiε(x)/|∇uiε(x)|
is a unit normal to Ωi.
The integral constraints can be imposed in one of the following ways:
• by slightly moving the initial boundaries of (Ωi) and then performing the algorithm described
above.
• by performing the procedure described in [13]. We modify each phase in a ball of fixed, small
enough size, which depends on ε in order to fix the volume constraints. In the end we note that
these perturbations vanish in the limit.
We split the (LS) estimate in two parts, one on Nε and one on D \Nε.
∫
Nε
(
εϕ(x,∇uiε)2 +
1
ε
W (uiε)
)
≤|Nε|max[0,1]W
ε
+
|Nε|ε supR |(vη)′|2 sup‖~n‖=1 ϕ(x, ~n)2
ε
= O(ε),
since |Nε| = O(ε2). This proves that the part corresponding to Nε is negligible int the (LS) estimate.
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We continue our estimate on D \Nε:∫
D\Nε
(
εϕ(x,∇uiε)2 +
1
ε
W (uiε)
)
=
∫
D\Nε
(
εϕ2(x,∇uε/|∇uε|)|∇uε|2 + 1
ε
W (vη(dΩi(x)(x))/ε)
)
=
∫ Tε
−Tε
∫
{d(x)=t}\Nε
(
εϕ2(x, νui)
|(vη)′(t/ε)|2
ε2
+
1
ε
W (vη(dΩi(x)(x))/ε)
)
dHN−1(x)dt
=
∫
S(uiε)\Nε
∫ Tε
−Tε
(
1
ε
W (vη(t/ε)) +
1
ε
ϕ2(x, νui(x))|(vη)′(t/ε)|2
)
dtdHN−1(x) +O(ε)
=
∫
S(uiε)\Nε
∫ T
−T
(
W (vη(t)) + ϕ2(x, νui(x))|(vη)′(t)|2
)
dtdHN−1(x) +O(ε)
≤cη
∫
S(ui)
ϕ(x, νui)dHN−1 +O(ε).
We have used the co-area formula. The fact that ϕ is Lipschitz continuous in the first variable allows us to
write estimates of the form ϕ(y, ξ) ≤ ϕ(x, ξ) + L|x− y|, and this is why we have an O(ε) term after we
change the order of integration. The (LS) property comes from summing the estimates obtained for every
(uiε).
4. NUMERICAL COMPUTATIONS
4.1. Partitions minimizing an anisotropic perimeter. One of the main properties of the Γ-convergence
is the fact that if Fε
Γ−→ F then any limit point of a sequence (xε) of minimizers of Fε is a minimizer
for F . Based on this property, we assume that minimizing Fε for ε small enough will get us close to a
minimizer of F .
We want to approximate numerically the partitions which minimize the sum of their anisotropic
perimeters, with respect to some anisotropy ϕ. In order to do this, we search numerically for minimizers
of
(4) Fε(u) =
n∑
i=1
(
ε
∫
D
ϕ(x,∇ui)2 + 1
ε
∫
D
W (ui)
)
Using the fact that ϕ(x, ξ) ≥ c|ξ| for a constant c > 0, we deduce that if un is a minimizing sequence
for Fε then (∇uin) is bounded in L2(D). Truncating (un) between 0 and 1 decreases Fε(un), so (un)
is also bounded in L2(D)n. Thus (un) is bounded in H1(D)n, which means that it has a subsequence
which converges weakly H1 to u. The convexity of ϕ and the Fatou Lemma imply that
lim inf
n→∞ Fε(un) ≥ F (u),
which means that (4) has a minimizer in H1(D)n. The lack of convexity of the potential W does not
allow us to conclude that the minimizer is unique. In fact, domain symmetry and permutations of phases
always lead to multiple optimizers.
We can devise an algorithm to approximate numerically such a minimizer. We discretize the unit square
D = [0, 1]2 using a finite differences grid, and use quadrature formulas to compute the integrals in the
expression of Fε. The choice of ε is important in order to have meaningful results. Morally, ε dictates
the width of the interface between the sets {ui = 0} and {ui = 1}, and it cannot be lower than the width
of the discretization grid. Satisfactory results have been obtained for ε ∈ [ 1N , 4N ]. Note that if ε is large
then the diffusion interface is bigger, and therefore the shapes can move more freely in order to find their
optimal position. Forcing ε small in the beginning may lead to a local minimum. In order to diminish the
size of the interface, we can iterate the optimization algorithm by decreasing ε.
We observe that the behavior of the algorithm depends heavily on the choice of ϕ. We have many
options to choose the anisotropy ϕ:
• ϕ(x) = |x1|+ |x2| - horizontal and vertical directions;
• ϕ(x) = (|x1|p + |x2|p)1/p
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FIGURE 4. Examples of optimal partitions with one favorized direction
• ϕ(x) = |ax1 + bx2|+ |cx1 + dx2| - variable directions corresponding to a, b.
• ϕ(x) = (ax21 + bx22)1/2 with a > b: favorize one of the directions corresponding to coordinate
axes.
We present below some numerical results we obtained using various norms and parameters.
The first example we study is the case where we have one favorized direction. Favorizing one direction
parallel to the coordinate axis is not hard. It is enough to use a weighted norm like ϕ(x) =
√
x21 + 100x
2
2
to favorize the vertical direction. Indeed, looking at the term
∫
D
ϕ(∇u) we see that if the gradient ∇u
has a second component which is large, then the quantity ϕ(∇u) is large. Thus, in order to minimize
our functional, the gradient of u should be close to zero in the second component. Thus u is close to a
constant on each vertical line, and all boundaries will be vertical at the optimum. In order to favorize a
general direction, one could use a rotation of the coordinate axis included in the norm. A few examples of
optimal partitions with one favorized direction can be seen in Figure 4.
The next interesting situation is the case of two favorized directions. Since we work on rectangular
domains, it is natural to consider vertical and horizontal favorized directions. This can be achieved using
the `1 norm ϕ(x) = |x1|+ |x2|. Another way of favorizing these two direction is presented below.
One natural way to favorize a direction corresponding to a coordinate axis is to use a norm of the form
ϕ(x) =
√
ax21 + bx
2
2,
with a > b. In order to favorize two directions we can think of using something of the form
ϕ(x) = 4
√
(100x21 + x
2
2)(x
2
1 + 100x
2
2).
The problem with the above choice of ϕ is the lack of convexity, which goes out of the Γ-convergence
framework of the theoretical result. Nevertheless, we observe that despite this non-convexity issue we
obtain the same results as in the case of the `1 norm. Moreover, the convergence is accelerated in the
case of the non-convex ϕ. We present in Figure 7 the partitions of the unit square corresponding to the
classic perimeter and the ones obtained favorizing horizontal and vertical directions. Since the results
we obtained are all partitions of the square in rectangles of equal areas, we may ask if these rectangle
configurations are optimal. The answer is yes, and the problem of partitioning a square into rectangles of
equal areas which minimize their total perimeter has been completely answered in [12].
As in the case of one favorized direction, we can favorize any desired direction by introducing a suitable
rotation in the formulation of the norm. For example, one can favorize the directions corresponding to the
two axis bisectors by considering
ϕ(x) = |x1 + x2|+ |x1 − x2|.
We can continue our study by considering three favorized directions. The choice of the norms is similar,
but involving three directions instead of two. As before, we notice a faster convergence when considering
non-convex variants of ϕ. This behavior could be attributed to the fact that in the non-convex case, the
boundaries align immediately to the favorized directions, since along these directions the functional has
much lower values. In Figure 6 you can see some plots of some of functions ϕ we considered, on the
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FIGURE 5. Examples of optimal partitions with two favorized directions on general
non-rectangular domains
FIGURE 6. Plots of some of the norms we considered, on the unit square. In order left to right:
1. `1 norm, directions 0, pi/2.
2. `p norm, p = 1.1, directions pi/6, pi/2.
3. Square root of product of two norms, directions 0, pi/2.
4. Square root of product of two norms, directions −pi/4, pi/4.
unit square. In these picture you can clearly see the favorized directions as the directions along which the
lowest values can be found. In the non-convex cases, these directions are more emphasized. Some further
computations involving cases where we have three favorized directions can be found in Figure 8.
We can use the finite difference framework in the case of non rectangular domain in the following
way. We consider the general domain D as a subset of a rectangular region R. On this rectangular region
a finite differences grid is considered. We apply the same algorithm with the difference that we ignore
the grid points which are outside the domain D, by assigning them a fixed value zero for the density
function and for the gradient of this function. The computation results are not always well behaved near
the boundary of D, as expected. We present some of the results obtained on general domains in Figure 5.
4.2. Weighted isoperimetric problems. We note that if the anisotropy functional ϕ(x, ξ) is independent
of the direction ξ then the Γ-convergence result proved in Section 3 gives an approximation for the density
perimeter Perν(Ω) =
∫
∂Ω ν(x)dHN−1. There are many recent works which treat problems concerning
density isoperimetric problems of the type
min{Perν(Ω) :
∫
Ω
ν(x)dx = c}.
Note that here, the constant volume constraint is replaced by a constant density integral condition. This
does not affect the proof of the Γ-convergence results, as long as ν is bounded on D. Indeed, the density
constraints pass to the limit if ν ∈ L∞(D) and the construction of the recovery sequences in the proof of
the (LS) property can be done in a similar way.
We test the method in some of the cases presented in [9] and [14]. The first case consists of a density
which is equal to λ inside the unit disk and 1 outside. There are multiple situations concerning the
parameter λ and the fraction of the volume considered. We are able to recover numerically all the optimal
shapes predicted theoretically. The results can be seen in Figure 9
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FIGURE 7. Optimal partitions obtained for N ∈ [2, 10]. The isotropic case (up) and the
anisotropic case corresponding to ϕ(x) = |x1|+ |x2| (down)
FIGURE 8. Optimal partitions for other anisotropies with two or three favorized direc-
tions, under periodicity conditions
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