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We consider a system of particles in an array of microscopic traps, coupled to each other via elec-
trostatic interaction, and pushed by an external state-dependent force. We show how to implement
a two-qubit quantum gate between two such particles with a high fidelity.
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I. INTRODUCTION
The possibilities offered by quantum mechanical sys-
tems for efficient information processing have stimulated
in recent years the rise of an entirely new field of re-
search [1]. Quantum protocols for secure communication
over long distances have been devised and demonstrated.
Quantum algorithms for efficient solution of problems be-
lieved to be intractable on classical computers have been
developed. However, while quantum communication is
already approaching the stage of real-world applications,
quantum computation remains still at a less advanced
level, as far as physical implementation is concerned. Dif-
ferent systems are being proposed as candidates for this
purpose [2], but nobody can yet tell what will turn out to
be a viable solution. Indeed, in a few cases quantum com-
putation building blocks – single- and two-qubit opera-
tions – have been already demonstrated experimentally.
In principle, these ingredients are universal – they are suf-
ficient to build an arbitrary unitary transformation over
N qubits (i.e., any quantum computation). But in order
to perform useful computations in a real environment in-
ducing decoherence, fault tolerance is also required. This
implies e.g. nested redundant coding for real-time error
correction [3], and requires an error probability for el-
ementary operations below a certain threshold (of the
order of 10−4). Hence the need for new proposals, al-
lowing for handling a bigger number of qubits at a lower
decoherence rate and with faster and more reliable gate
operations – in a word, enabling scalability of the system.
We propose to use quantum optical systems in periodic
microscopic potentials. This is meant to combine the
good isolation and precise control by laser fields, achiev-
able in quantum optics, with the ability – usually associ-
ated with semiconductor technology – of manufacturing
periodic structures to generate modulated fields on a mi-
croscopic scale. The general concept of our proposal is
to encode the logical states of each qubit into two in-
ternal states of a particle (neutral atom or ion). Single-
qubit operations are obtained as Rabi rotations by apply-
ing resonant laser fields. Two-qubit gates are performed
by inducing a state-dependent interaction over a certain
time, making the particles acquire a conditional phase
shift depending on their logical states. These, however,
in a real situation are coupled to other external degrees
of freedom. This can lead to different kinds of imper-
fections. On one hand, the external state after gate op-
eration may not be exactly the same as before. On the
other hand, the conditional phase shift will also depend
on the external state: if this is mixed, only an imprecise
phase determination will be possible. These facts affect
the gate fidelity, which is defined by comparing the de-
sired effect of the gate with the actual evolution that can
be obtained in the laboratory. We already proposed sev-
eral schemes, based on different interactions – collisional
interactions between neutral atoms in optical lattices [4]
and magnetic microtraps [5], or dipole-dipole interactions
between Rydberg-excited atoms [6]. Here we deal with
electrostatic interaction between ions [7, 8] in arrays of
microscopic traps [9].
In this paper we describe the conditional dynamics
for two charged particles, trapped in separate harmonic
wells, interacting via electrostatic repulsion and under
the influence of an external state-dependent force, which
can be generated e.g. by an off-resonant laser standing
wave [8]. The goal is to implement a phase gate between
the two qubits (Sec. II), i.e. to transform their initial
state by inducing a certain phase onto each of its compo-
nents. The ideal transformed state so defined has to be
compared to the one that can be obtained by means of
a realistic Hamiltonian, coupling the particles’ internal
and external degrees of freedom (Sec. III). To this aim,
we consider first a one-dimensional classical model for
the motion (Sec. IV). We solve the equations of motion
for each combination of logical states separately, and de-
fine in each case a two-particle phase as the integral over
time of the interaction energy. These phases define the
evolved internal state, to be eventually compared with
the ideal state we aim to obtain. The fidelity of gate op-
eration is evaluated, in this classical model, as the overlap
between the real and the ideal state, averaged over dif-
ferent starting conditions according to a thermal proba-
bility distribution for the initial oscillation energies. The
outcome is a series expansion for the temperature depen-
dence of the fidelity, of which we give explicitly the first
terms. The full three-dimensional quantum-mechanical
calculation follows the same path (Sec. V), except for a
couple of points. First, the two-particle phases are now
given directly by the Schro¨dinger equation and not de-
2fined ad hoc as before. Second, the fidelity is evaluated
by tracing out the external variables of a density ma-
trix representing a mixed thermal quantum state. We
calculate perturbative corrections arising from multipole
terms in the Coulomb potential, and show how to sup-
press lowest-order corrections to the fidelity by means of
an intermediate π rotation on the qubits, thus achieving
an improvement by several orders of magnitude.
II. A QUANTUM PHASE GATE
We want to implement quantum logic between parti-
cles stored in an array of microscopic traps. The qubits’
logical states |0〉 and |1〉 are encoded into particles’ in-
ternal states. One basic building block towards multi-
qubit entanglement operations is the phase gate between
two qubits – a transformation which rotates by a certain
phase just one component of logical states:
|0〉|0〉 −→ |0〉|0〉
|0〉|1〉 −→ |0〉|1〉
|1〉|0〉 −→ |1〉|0〉
|1〉|1〉 −→ eiϑ|1〉|1〉 .
(1)
When ϑ = π, this is equivalent – up to single qubit rota-
tions – to a Controlled-NOT gate. Ideally, this would be
accomplished by means of a state-dependent interaction
of the form
Hint = ∆E(t)|1〉1〈1| ⊗ |1〉2〈1|, (2)
acting over a time τ such that∫ τ
0
∆E(t′)dt′ = ϑ. (3)
However, it is not straightforward to realize in practice
an interaction between two particles which couples only
their internal states – other degrees of freedom, for in-
stance the motional ones, are likely to be affected. There-
fore our goal is to approximate the ideal transformation
Eq. (1) by means of a conditional dynamics for two parti-
cles, making them acquire the phase ϑ if and only if they
are both in the internal state |1〉, and leaving eventually
the external degrees of freedom practically unaffected.
This is described a Hamiltonian of the form
H(t,x1,x2) =
1∑
α,β=0
Hαβ(t,x1,x2) |α〉1〈α| ⊗ |β〉2〈β|,
(4)
where xj denotes the external degrees of freedom of par-
ticle j, and the explicit time dependence indicates that
we can switch on and off a suitable interaction in order
to obtain the desired effect. To evaluate the performance
of our scheme, we have to compare the case of an ideal
gate, as given by Eq. (1), with the gate that can be actu-
ally realized by the physical process described by Eq. (4).
The figure of merit is the minimum fidelity F , given by
F = min
χ
trext〈χ′|σ′|χ′〉, (5)
where trext denotes the trace over the external degrees
of freedom, |χ〉 ≡ ∑αβ cαβ |α〉1|β〉2 is a generic two-ion
internal state, |χ′〉 is the state obtained from |χ〉 via the
transformation Eq. (1), and σ′ is the total density matrix,
including external degrees of freedom, after the evolution
dictated by the Hamiltonian Eq. (4), starting from an
initial state
σ ≡ ρ1(t0)⊗ ρ2(t0)⊗ |χ〉〈χ|, (6)
where ρj(t0) is the external state of particle j at the
initial time t0. Ideally, to achieve the optimal fidelity
F = 1, we need that the external degrees of freedom
factorize after the gate operation, and that the evolution
operator
U(t, t0) ≡ T exp
{
− i
~
∫ t
t0
H(t′,x1,x2)dt′
}
(7)
has the only effect to induce a two-particle phase ϕαβ ,
depending on the internal state of both ions, plus single-
particle phases, due to the kinetic energy associated with
the trap displacement. The latter can be undone by
means of single-qubit rotations (see App. B 1), leaving
us with the gate phase
ϑ = ϕ00 − ϕ01 − ϕ10 + ϕ11. (8)
In a real situation, the starting point will be rather
a mixed state corresponding to a thermal distribution
over the external energy eigenstates. In other words, at
nonzero temperatures there will be a finite probability
that each particle starts in an excited motional state,
leading in general to different phases, which cannot be
experimentally controlled and easily undone by single-
qubit rotations. Therefore the fidelity is expected to de-
crease with temperature, as we are going to show quanti-
tatively in the next Sections, both in a classical model for
the particles’ motion and in a fully quantum framework.
III. CONDITIONAL DYNAMICS
We consider N ions, trapped at positions denoted by
(c-numbers) r¯i (1 ≤ i ≤ N). For simplicity, we take
the trapping potentials for all ions to be harmonic, with
the same frequency ω along every spatial direction. Our
results can be straightforwardly generalized to inhomo-
geneous trap arrays with anisotropic confinement. More-
over, each ion is assumed to be subject to a time-varying
force Fi(t), depending on its internal state αi ∈ {0, 1} as
in Eq. (4). The Hamiltonian is
H =
N∑
i=1
Hi +
N∑
i<j
Hij , (9)
3where
Hi ≡ p
2
i
2m
+
1
2
mω2 (ri − r¯i)2 − Fi(t) · ri, (10a)
Hij ≡ q
2
e
4πε0
1
|ri − rj | . (10b)
In the following, we will focus on two-particle dynamics.
We assume the external force to have the same strength
on both ions, i.e. to depend only on the internal state of
each particle:
Fi(t) =
1∑
α=0
|α〉i〈α| ⊗ Fα(t). (11)
We can rewrite the Hamiltonian in Eq. (4) as
Hα1α2(t,x1,x2) =
2∑
i=1
{
p2i
2m
+
mω2
2
[xi − xαi(t)]2 (12)
−F
αi(t)2
2
}
+
q2e
4πε0
1
|d+ x2 − x1| ,
where we have defined x1 ≡ r1 + d/2, x2 ≡ r2 − d/2,
xα(t) ≡ Fα(t)/(mω2), and d is the equilibrium inter-
particle separation. We assume the external force to act
along its direction, and we choose the simple state depen-
dence Fα(t) ≡ (α~ωF(t)/aω, 0, 0). Here aω ≡ √~/mω
is the quantum harmonic oscillator ground-state width.
Hence the adimensional quantity F(t) represents the dis-
placement, in units of aω, induced by the force on the trap
minimum for ion i, if it is in internal state |1〉i: indeed,
we have xα(t) = αaω
(F(t), 0, 0). With the above choice
for the state dependence of the force, the last term in the
first row at right-hand side of Eq. (12) will not contribute
to the gate phase Eq. (8), since the corresponding terms
cancel each others in the sum
∑
α,β(−1)α+βϕαβ . Since
the interaction only depends on the distance between the
particles, it will affect only the relative motion. Therefore
we can study the problem in the coordinate system where
the relative motion is decoupled from the center-of-mass
degrees of freedom. The Hamiltonian can be rewritten
(see App. A 1) as H(t) = HR(t) +Hr(t), where
HR(t) = H
0
R − F(t) ·
(
R+
r¯1 + r¯2
2
)
, (13a)
Hr(t) = H
0
r − f(t) · (r+ d) +H1. (13b)
Here, H0R and H
0
r contain three-dimensional harmonic
potentials, and describe also nonadiabatic effects arising
when ωτ ∼ 1. In particular, H0r incorporates terms aris-
ing from the interaction up to the order (aω/d)
2. H1
entails the higher-order multipole contributions.
IV. A CLASSICAL MODEL
We first treat the ions’ motion classically, i.e. we re-
gard them as point particles following well-defined trajec-
tories dictated by the state-dependent trapping potential
T
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FIG. 1: Gate operation scheme in a classical picture. Above:
selective trap displacement for the two different internal
states. Below: schematics of the four different Hamiltonians
for each combination of internal states.
and by the repulsive electrostatic force. Without loss of
generality, we can take the x axis parallel to d. We will
study the one-dimensional problem of the motion along
that direction, denoting by italic letters the first Carte-
sian component of the vectors defined in the previous
Section. The initial state of the system is described by
the internal quantum state
|χcl(t0)〉 ≡
1∑
α,β=0
cαβ |α〉1|β〉2 (14)
and by the external classical trajectories xαβi (t) of the
two ions, dictated by the Hamiltonian Eq. (4). Here, by
α⇋ α1 (β ⇋ α2) we mean the internal state of the first
(second) particle. Indeed, to find the trajectories for all
values of α and β, we have to solve four distinct classi-
cal two-particle equations of motion, each describing the
dynamics for one of the possible combinations of internal
states, as depicted in Fig. (1). Once we have done that,
we can evaluate the Coulomb interaction energy
V αβ(t) ≡ q
2
e
4πε0
1∣∣d+ xαβ2 (t)− xαβ1 (t)∣∣
=
q2e
4πε0d
∞∑
n=0
[
xαβ1 (t)− xαβ2 (t)
d
]n
. (15)
We then define the evolved internal state as
|χcl(t)〉 ≡
∑
αβ
cαβ |α〉|β〉eiϕ
αβ
cl , (16)
where
ϕαβcl ≡ −
1
~
∫ t
t0
V αβ(t′)dt′. (17)
Now we make the following assumptions: (i) the force
acts slowly over the harmonic oscillator time scale ω−1,
4i.e. |F˙ | ≪ ω; (ii) it induces a displacement of the or-
der of the single-trap harmonic oscillator length aω; (iii)
the latter is much smaller than the distance between the
traps, i.e. aω ≪ d; (iv) the amplitude of the intra-well
oscillations (if any) is negligible with respect to the inter-
well distance, i.e. Ei ≪ mω2d2/2. The first three con-
ditions can be fulfilled by construction, the last one re-
quires in principle the motion to be cooled. Assumption
(i) amounts to neglecting non-adiabatic terms in the tra-
jectories (e.g., sloshing motion excited by the trap dis-
placement). On the other hand, when the last three as-
sumptions hold, we can consider, to a first approxima-
tion, the intra-well motion to be basically unaffected by
the higher-order multipole terms in the expansion of the
Coulomb interaction, Eq. (15). This approximation is
not easy to check classically, since the exact trajectories
cannot be computed analytically. We will test its valid-
ity in second-order perturbation theory, in the context of
the quantum-mechanical treatment (see App. B 4).
A. Starting conditions
The initial classical motional state, at t = t0, can be
either the ground state, described by the initial condi-
tions xi(t0) = x˙i(t0) = 0, or an excited state, described
by oscillations of each ion inside its trap with an energy
Ei (i = 1, 2), i.e. by the initial conditions
xi(t0) = ∆x
Ei
i (t0) ≡
√
2Ei
mω˜2
cos [ω˜(t0 − ti)] , (18a)
x˙i(t0) = −
√
2Ei
m
sin [ω˜(t0 − ti)] (18b)
(of course, the former is a particular case of the latter,
for E1 = E2 = 0). Here, ω˜ is a corrected trap frequency,
taking into account up to quadratic terms in the Coulomb
potential – i.e., up to n = 2 in Eq. (15) – namely, ω˜ ≡
ω
√
1 + ǫ/2, where
ǫ ≡ q
2
e
πε0mω2d3
(19)
is essentially twice the ratio of the Coulomb energy
q2e/(4πε0d) and the energy of the second ion with respect
to the first trap mω2d2/2. Under the approximations
discussed above, we can write the trajectories xαβi (t) as
xα1α2i (t) ≈ xαii (t) + ∆xEii (t) (20)
at all times. The situation is depicted in Fig. 2. Note
that we are treating classically the particle motion, but
not the internal state: so the ions are allowed to be in
a superposition of the available logical states, i.e. to os-
cillate according so to speak to two different trapping
potentials, as seen in Fig. 2.
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FIG. 2: Gate operation dynamics for two classical particles
oscillating with energies Ei. The state-selective trap dis-
placements xαi(t) and the intra-well oscillations ∆xEi
i
(t) are
shown.
B. Gate phases
We can write the phases Eq. (17) as
ϕαβcl = φ
αβ
cl + δφ
αβ , (21)
where φαβcl is the ground-state contribution, and δφ
αβ
is the correction due to motional excitations. To evalu-
ate the various contributions explicitly under the above
approximations, we now need only to specify the time de-
pendence of the trap displacement. We choose the Gaus-
sian form
F(t) ≡ ξe−(t/τ)2 . (22)
Let us first consider the case where both particles are
in their motional ground state. We insert Eq. (20) for
Ei = 0, through Eq. (15), into Eq. (17), and obtain
φαβcl = −(α− β)2
√
π
8
ξ2ǫω˜τ
∞∑
n=0
[(α− β)ξaω˜/d]n−1√
2(n+ 1)
.
(23)
In the evaluation of the ground-state phase φαβcl , Eq. (23),
the complete Coulomb potential Eq. (15) has been taken
into account. When we evaluate the corrections δφαβ
instead, it is not possible to find a general expression valid
at all orders n, which therefore have to be considered
separately. We choose t0 as an integer multiple of the
oscillation period 2π/ω˜ (so that the motional state is left
unchanged after gate operation), and find
δφαβ = 3(α− β)
√
π
8
ξ2ǫω˜τ
[
1√
2ξ
aω˜
d
+ (α− β)
(aω˜
d
)2]
× 1
~ω˜
{
E1 + E2 + 2
√
E1E2 cos[ω˜(t1 − t2)]
}
+ o[(aω˜/d)
3]. (24)
where it has been taken into account that ωτ ≫ 1. The
two terms under square brackets in Eq. (24) come from
terms in the Coulomb potential with n = 3 and n = 4
in Eq. (15), respectively. This means that no thermal
correction is to be expected if only harmonic contribu-
tions to the potential (i.e., with n ≤ 2) are included.
5Indeed, in this case the spurious interaction phases, due
to the oscillations in the ions’ positions, are averaged out
when integrating on a time much larger than the oscilla-
tion period. This explains intuitively why the phase does
not depend on the motional state, in the approximation
where only linear and quadratic terms in the Coulomb
potential are taken into account, as it will be shown an-
alytically in Sec. VA. Now, the classical analogue of the
gate phase Eq. (8) can be written as
ϑcl ≡
∑
α,β
(−1)α+βϕαβcl
=
√
π
8
ǫωτ
(aω/d)2
Li1/2
[
(ξaω/d)
2
]
= θcl + o[(aω˜/d)
2], (25)
where Lin(z) ≡
∑∞
k=1 z
k/kn is the polylogarithm func-
tion, and
θcl ≡
√
π
8
ξ2ǫω˜τ. (26)
From Eqs. (25) and (26), we see that in our one-
dimensional classical model, up to first order in powers of
aω˜/d, the gate phase is insensitive to motional excitations
inside each trap. Later on (see Sec. VE), we will find
that the very same expression for the gate phase can be
obtained, under the same approximations, with the full
three-dimensional quantum formalism. Moreover, note
that assumption (ii) applied to Eq. (22) means ξ ≈ 1,
whence (i) implies ωτ ≫ 1. It follows that, if we want to
obtain θcl = π, it has to be ǫ ≪ 1. This means that the
confinement has to be strong with respect to Coulomb in-
teraction over the inter-well separation, which is in turn
consistent with assumption (iii).
We will now consider a more general initial condition
than the ones discussed so far, namely a thermal state,
described by a probability distribution over the energies
Ei and the oscillation phases ω˜ti. Assuming the energy
distribution characteristic of a canonical ensemble and a
uniform probability distribution for ωt1 and ωt2, we can
compute the thermal averaged phase
〈〈ϕαβcl 〉〉 ≡
∫ 2π/ω
0
dt1dt2
(2π/ω)2
∫ ∞
0
dE1dE2
(kBT )2
ϕαβcl e
−E1+E2
kBT
= −θcl
{
1
2
+
α− β√
2ξ
[
d
aω˜
+
aω˜
d
(
ξ2√
3
+
6kBT
~ω˜
)]
+
(aω˜
d
)2( ξ2
2
√
2
+
6kBT
~ω˜
)}
δαβ + o[(aω˜/d)
3].
(27)
The mean gate phase turns out to be
〈〈ϑcl〉〉 ≡
∑
α,β
(−1)α+β〈〈ϕαβcl 〉〉 (28)
= θcl
[
1 +
(aω˜
d
)2( ξ2√
2
+
6kBT
~ω˜
)]
+ o[(aω˜/d)
3],
Indeed, we will see that the very same structure for the
corrections to the lowest-order phase is obtained with the
full quantum-mechanical calculation.
C. Gate fidelity
In order to obtain the desired phase gate Eq. (1), we
require that 〈〈ϑcl〉〉 = π. So the reference state, represent-
ing the ideal evolution, is chosen as
|χ′cl〉 ≡
∑
αβ
cαβ |α〉|β〉ei〈〈ϕ
αβ
cl
〉〉. (29)
The real evolved state, Eq. (16), can be written as
|χcl(t)〉 = |χ′cl〉+ |δχcl〉, whereby
|δχcl〉 ≡
∑
αβ
cαβ |α〉|β〉
(
eiϕ
αβ
cl − ei〈〈ϕαβcl 〉〉
)
(30)
In our classical model, we are treating our particles’ ex-
ternal degrees of freedom classically. Therefore, in the
evaluation of the fidelity Eq. (5), instead of tracing over
the motional eigenstates we should average over the pos-
sible classical trajectories. Thus
Fcl ≡ min
χ
〈〈
〈χ′cl|χcl(t)〉〈χcl(t)|χ′cl〉
〉〉
= min
χ
〈〈
|1 + 〈χcl(t)|δχcl〉|2
〉〉
(30)
= min
{cαβ}
〈〈∣∣∣∣
1∑
α,β=0
|cαβ |2 e−i(ϕ
αβ
cl
−〈〈ϕαβ
cl
〉〉)
∣∣∣∣
2〉〉
= 1−
(
6θclkBT
~ω˜
)2 [
1
ξ2
(aω˜
d
)2
− 2
(aω˜
d
)4]
+ o[(aω˜/d)
5], (31)
as is discussed in detail in App. A 2. Finally, let us con-
sider what would come out if we were able to suppress
the cubic anharmonic correction from the Coulomb po-
tential, i.e. to put κ = 0. We will show later (Sect. VD)
how this can be done in practice – here we would like to
give a classical estimate F ′cl of the improved gate fidelity.
The calculation is performed in App. A 2 as well, and the
result is
F ′cl(T ) = 1−
(
3θclkBT
~ω˜
)2 (aω˜
d
)4
+ o[(aω˜/d)
5], (32)
This shows that, by suppressing one order of anharmonic
corrections, one obtains an improvement by two orders
in aω/d (several orders of magnitude) in the fidelity, as
is shown in Fig. 3.
V. QUANTUM TREATMENT
We want to describe quantum mechanically the three-
dimensional dynamics of the two particles. This means
6T (°K)
F
1-F
FIG. 3: Fidelity Fcl (solid line) and improved fidelity F
′
cl
(dashed line) in the classical model as a function of temper-
ature T . Inset: detail of the departure from unity of the
same quantities, on a logarithmic scale. We assumed to work
with Ca+ ions and chose the parameters ω = 2pi × 1MHz,
d = 20µm.
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FIG. 4: Gate operation scheme in the quantum regime. Trap
parameters are defined like in the classical case; the harmonic-
oscillator ground-state width aω is also shown.
that, unlike in the previous Section, their motional state
is given by a wavefunction (see Fig. 4) which evolves ac-
cording to the Hamiltonian Eq. (4). To better under-
stand its structure, it is useful to write
Hαβ(t, xˆ1, xˆ2) ≡ Hαβ
(
t,xα(t),xβ(t)
)
+Hαβe (t, xˆ1, xˆ2).
(33)
Here the xˆj are the ion position operators, and the c-
numbers xαj (t) denote the centers of the initial motional
wavefunctions as determined by the trap (see Sect. III).
To second order in the expansion Eq. (15), the first term
at the right-hand side of Eq. (33) gives rise to the same
contribution to the phase already calculated in lowest or-
der in the classical model, namely θcl given in Eq. (26).
Corrections to this phase are due, as before, to: (a) ther-
mal excitations; (b) higher-order (multipole) terms in the
expansion of the Coulomb potential; (c) nonadiabaticity.
Motional effects of the kinds (a) and (c) are accounted
for by Hαβe , while multipole corrections get a contribu-
tion also from Hαβ
(
t,xα(t),xβ(t)
)
. In order to minimize
such corrections, we choose to operate in the adiabatic
regime, given by condition (i) in Sect. IV, i.e. we assume
ωτ ≫ 1. We study the dynamics in the center-of-mass
and relative coordinate system, as given by Eqs. (13a)
and (13b). In both coordinate systems, the motion along
different axes decouples: the transverse directions con-
tribute just an overall phase, whereas the relevant state-
dependent dynamics takes place along the x axis. Since
we assumed d≫ aω, it follows that H1 – containing only
terms of o[(aω/d)
3] – can be treated as a small perturba-
tion in H . We will first neglect it and solve exactly the
three-dimensional Schro¨dinger equation, and then take
it into account perturbatively, eventually checking our
results with a numerical simulation.
A. Unperturbed forced oscillator
When we put H1 = 0 and take F(t) as in Eq. (22), the
solution to Eq. (B4) can be written explicitly [10]. This
is done in App. B 2. The gate phase turns out to be, in
this approximation,
θ ≡
∑
α,β
(−1)α+βφαβ = 2ξ2 [Φ(ω)− Φ(ω√1 + ǫ)] , (34)
where
Φ(ω) ≡ −ℑ
[∫ t
t0
dsK(s, t0)
dK∗(s, t0)
ds
]
, (35a)
K(t, t0) ≡ 1√
m~ω
∫ t
t0
dt′F(t′)eiω(t′−t0). (35b)
Explicit expressions for φαβ and for Φ(ω) are given in
Eqs. (B12a)-(B12d). In the limit ωτ ≫ 1, we obtain
Φ(ω) ≈ −
√
π/32ωτ . By expanding Eq. (34) up to first
order in ǫ, we retrieve θ ≈ θcl as given by Eq. (26). The
phase θ can be adjusted to the desired value π by tuning
the displacement ξ and/or the interaction time τ . More-
over, θ is independent of the ions’ motional state. This
means that the phase remains the same even if we start
with a mixed external state, described by a density ma-
trix
ρT (t0) ≡ e
−H(t0)/kBT
Z
≈ (1− γ)6
6⊗
i=1
∞∑
ni=1
γni |ni〉i〈ni|,
(36)
corresponding to a thermal distribution at a temper-
ature T . Here the canonical partition function Z ≡
tr
{
e−H(t0)/kBT
}
, γ ≡ exp(−~ω/kBT ), {ni}i=1,··· ,6 ≡
{nx, ny, nz, NX , NY , NZ}, and the |N〉X,Y,Z (|n〉x,y,z) are
the eigenstates of H0R (H
0
r ) along each direction. To op-
timize the gate fidelity (see Sect. II), we need basically
one thing more – that the external degrees of freedom
are not entangled with the internal ones after gate op-
eration, i.e. that the final motional state does not de-
pend on the logical states of the qubits. This indeed
happens, under the adiabatic assumption (i) of Sect. IV.
In fact, in this case, the overlap O{ni}(t, t0) between the
7initial and final spatial wavefunctions for a system start-
ing in a motional eigenstate along all degrees of freedom,
defined by Eq. (B14), is close to 1. To be more pre-
cise, O{ni}(t, t0) formally depends on the motional state
– however, if the adiabatic condition is satisfied and |t|,
|t0| are large enough, O{ni}(t, t0) tends exponentially to
1, as it can be seen from Eqs. (B15a)-(B15b).
B. Including higher-order terms
We will now take into account the contribution of H1.
This does not affect the center-of-mass motion. There-
fore from now on we will study only the relative motion.
A little care is needed since, unlike in the most common
time-dependent perturbation theory, in our case the un-
perturbed Hamiltonian depends on time, while the per-
turbation does not. The calculation is carried out in
App. B 3. In the adiabatic limit and for |t|, |t0| > τ , first-
order corrections simply amount to a relatively small ad-
ditional phase shift:
〈U(t, t0)〉 ≈ 〈U0(t, t0)〉ei(∆
αβ+∆′). (37)
Thus, to this order,
ϕαβ ≈ φαβ +∆αβ +∆′. (38)
Hence we find ϑ = θ + δθ + o[(aω/d)
6], where
δθ = 8
a2ω
d2
θcl
[√
2ξ2 + 3(2nx − ny − nz)
]
, (39)
and it is understood that we started from a pure state
with nx,y,z excitations along the various directions of the
relative motion. As already anticipated, Eq. (39) has the
same structure as the classical correction to the phase
expressed by Eq. (28), except for a different overall factor
related to the dimensionality of the problem we are now
considering. Indeed, the first term under square brackets
comes from the higher multipoles (k = 3) in H1, while
the second one is due to the thermal excitations.
C. Numerical computation
In order to check the validity of the perturbative ex-
pression Eq. (39), we solved numerically the Schro¨dinger
equation for the relative motion, taking into account cu-
bic and quartic interaction terms, explicitly given by
Eqs. (A6a) and (A6b) respectively. The calculation is
described in App. B 5, and results are shown in Fig. 5.
In particular we find that the cubic corrections cancel
indeed each other, and that the quartic corrections have
the same order of magnitude as predicted by Eq. (39).
From Eq. (34) we obtain θ = π with ω = 2π × 1MHz,
x¯2 − x¯1 = 20µm, ξ = 0.7 and τ = 41.1069µs. These
results were confirmed by the numerical computation up
to 40 initial excitations in each direction, always giving
t (s)
FIG. 5: Gate phase ϑ/pi (circles), and projection of the initial
motional ground state over the evolved one for ions in states
|0〉1|1〉2 (stars), as induced by the external force F(t) (dashed
line). The results of the numerical calculation, performed
with the parameters quoted in the text including corrections
up to o[(aω)
5], are shown. Solid lines are analytical results in
the harmonic approximation of Sect. VA.
unity overlap of the final motional state on the initial
one. Indeed, with t = −t0 = 150µs, even starting e.g.
with the (104)th oscillator excited state, Eq. (B14) still
predicts O(t, t0) > 1−10−10. With these parameters, the
perturbative estimate derived within the classical model
in Sec. IV turns out to be θcl ≈ 1.04π.
D. Gate fidelity
The gate phase ϑ cannot be measured directly, since
the higher-order corrections arising from the Coulomb
potential depend both on the internal and on the mo-
tional state of each ion, and cannot be undone by means
of single-qubit operations, unless the logical state is mea-
sured. However, the corrections of order k have a simple
internal-state dependence of the kind (α− β)k, as shown
by Eq. (B22a). This implies that it is possible to obtain
a cancellation of the odd-order corrections, by applying
a π-pulse R ≡ |0〉〈1|+ |1〉〈0| to both qubits in the middle
of gate operation. Indeed, if U is the evolution operator
giving the dynamics described in the previous Sections,
we find
|0〉|0〉 RU−→ eiϕ00 |1〉|1〉 RU−→ ei(ϕ00+ϕ11)|0〉|0〉
|0〉|1〉 −→ eiϕ01 |1〉|0〉 −→ ei(ϕ01+ϕ10)|0〉|1〉
|1〉|0〉 −→ eiϕ10 |0〉|1〉 −→ ei(ϕ10+ϕ01)|1〉|0〉
|1〉|1〉 −→ eiϕ11 |0〉|0〉 −→ ei(ϕ11+ϕ00)|1〉|1〉 .
(40)
Here an adiabatic approximation is understood, accord-
ing to which the final and initial motional state are iden-
tical. We now define
∆θ ≡ δθ − 〈〈δθ〉〉 (41)
8(as before, 〈〈·〉〉 denotes the thermal average), and the
gate operator
G ≡ S(RU)2, (42)
where
S ≡ |0〉〈0|e−2iξ2Φ(ω) + |1〉〈1|e−i[2ξ2Φ(ω
√
1+ǫ)−〈〈δθ〉〉]. (43)
If we choose the gate operation time τ in such a way that
π
!
= 4ξ2
[
Φ(ω)− Φ(ω√1 + ǫ)] − 2〈〈δθ〉〉, (44)
we obtain
|0〉|0〉 G−→ eiΘ|0〉|0〉
|0〉|1〉 −→ e−i∆θeiΘ|0〉|1〉
|1〉|0〉 −→ e−i∆θeiΘ|1〉|0〉
|1〉|1〉 −→ eiπeiΘ|1〉|1〉 ,
(45)
The global (thus irrelevant) phase Θ is given in App. B 6.
Note that the single-qubit rotation S is the same for both
qubits, and therefore single-ion addressability is not re-
quired. The fidelity of the gate operation is defined by
comparing the ideal gate operation Eq. (1) with the ac-
tual dynamics obtained in our scheme, Eq. (45), at a
given temperature T for the motion in all three dimen-
sions. The result, derived in App. B 6, is
F (T ) ≈ 1− 63
(
θclkBT
~ω
)2 (aω
d
)4
. (46)
The fidelity turns out to be independent of τ and ξ which,
subject to the conditions ωτ ≫ 1 and ξ ∼ 1, can be freely
chosen to obtain the desired gate phase. The dependence
of the fidelity on the various parameters is the same as
in the classical model discussed in the previous Section.
As already anticipated in the previous Section, the inter-
mediate π-pulse R allows us to get rid of the o[(aω/d)
2]
term, thus obtaining a much better gate performance. In-
deed, the only difference between the corrected classical
fidelity F ′cl and the quantum fidelity F is the numerical
pre-factor multiplying the temperature-dependent part,
which is bigger in the latter case due to the inclusion of
all the spatial degrees of freedom, whereas our classical
model was just one-dimensional. Anyway, with the pa-
rameters quoted above, at temperatures below 2 mK, cor-
responding to an average number of harmonic-oscillator
excitations n¯ ∼ 6, the fidelity turns out to be bigger than
1 − 10−6. We can also evaluate how the fidelity scales
when the gate is repeatedly applied, say g times. It is
clear from Eq. 45 that in this case, apart again from an
overall phase,
|0〉|0〉 G
g
−→ |0〉|0〉
|0〉|1〉 −→ e−ig∆θ|0〉|1〉
|1〉|0〉 −→ e−ig∆θ|1〉|0〉
|1〉|1〉 −→ (−1)g|1〉|1〉 .
(47)
The excitation-dependent phase ∆θ is just multiplied by
g. Thus, under the same approximations as above, the
fidelity of the g-fold gate operation is
F (g)(T ) = 1− g2[1− F (T )], (48)
i.e. it scales with the square of the number of gates.
E. One-dimensional calculation for many ions
We now assume to have N ions, trapped in a linear
array of equally spaced traps, i.e. we take
r¯j ≡ (x¯j , y¯j, z¯j) = jd (49)
in Eq. (10a). Expanding the interaction Hamiltonian
Hij , Eq. (10b), in powers of the ri and rj , and neglecting
terms of o[(aω/d)
3], we find
H ≈ mω
2
2
{
N∑
i=1
[
ω2i
ω2
(xi − x˜i)2 + y2i + z2i − εi
− 2aωF(t)|1〉i〈1|(xi + x¯i)
]
+ ǫ
N∑
i<j
xixj
|i− j|3
}
, (50)
where the various quantities are defined in App. B 7.
Eq. (50) describes a set of independent forced harmonic
oscillators, like the ones we solve in App. B 2, plus a cou-
pling term multiplied by ǫ. If ǫ ≪ 1, we can treat this
term as a small perturbation, in the very same way we
develope in App. B3. We take as initial state
|ΨN (t0)〉 =
N∏
i=1
|ni〉i|αi〉i, (51)
where αi denotes the internal state of the i
th ion, and
ni its motional state in the well corresponding to the i
th
term of the first sum at the right-hand side of Eq. (50).
We obtain
|ΨN(t)〉 ≈ 1
2
N∏
i=1
(
eiφ
αi
∏
j 6=i
eiφ
αiαj
)
|ΨN(t0)〉, (52)
where (calculating the two-particle phases φαiαj pertur-
batively)
φαi ≈ α2i ξ2Φ(ωi) + αi
√
πωτξx¯i/aω
− [nx,iωi + (ny,i + nz,i)ω](t− t0), (53a)
φαiαj ≈ ǫ
∫ t
t0
〈ΨN (t0)|U0(t, t′) xixj|i− j|3U0(t
′, t0)|ΨN(t0)〉dt′
=
√
π
8
αiαj
|i − j|3
ξ2ǫωτ
(1 + ǫηi)(1 + ǫηj)
≈ αiαj|i− j|3 θcl, (53b)
the last line following from ǫ≪ 1 and Eq. (B40). Again,
the result to this order turns out to be independent of
the motional state of anyone of the ions. In the case of
two ions, Eq. (53b) gives back Eq. (26).
9VI. CONCLUSIONS
We analyzed in detail a recent proposal [8] for scal-
able quantum computation with ions in an array of mi-
crotraps. This scheme bears important advantages over
the previous proposal [7], based on trapped ions as well.
Indeed, in that case many ions, lying in a single trap min-
imum, exchange information via the collective motional
excitations; ground-state cooling is an absolute need, and
any perturbation on each ion can affect the performance
of the whole system. Here, instead, each ion is confined
to a single minimum of a periodic microscopic potential,
and interacts with other ions via Coulomb force. Un-
der the conditions discussed in the text (adiabaticity of
the trap displacement, strong confinement with respect
to the distance between ions, intermediate symmetrizing
π-pulse), the phase shift is insensitive, to a high accuracy,
on the motional state of each ion inside each trap, and
therefore the fidelity turns out to be practically indepen-
dent from temperature. Moreover, trapping frequencies
can be much higher than in the previous case, leading to
much shorter gate operation times. As long as we take
into account purely motional decoherence mechanisms,
we find a fidelity bigger than 1 − 10−6 for a two-qubit
phase gate operating on a time scale of a few tens of µs.
Furthermore, with the improved scheme presented here,
single-qubit addressability is not required for any of the
various control operations. To sum up, the present pro-
posal constitutes really a good candidate for a scalable
implementation of a quantum computer.
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APPENDIX A: CLASSICAL CALCULATION
In this Appendix we give a detailed account of the cal-
culations leading to the results obtained in the classical
model for our two-qubit phase gate.
1. Rewriting the Hamiltonian
In this Section we give the explicit form of the vari-
ous terms in Eqs. (13a) and (13b), describing the Hamil-
tonian Eq. (9) for two ions, in the center-of-mass and
relative-motion coordinate systems. Indeed the Hamilo-
nian, with the number of ions N = 2, may be rewritten
as H = HR +Hr, where
HR =
P2
2M
+
1
2
Mω2R2 − F(t) · (R+R0) (A1a)
Hr =
p2
2µ
+
1
2
µω2(r+ d− d0)2
− f(t) · (r+ d) + λ|r+ d| (A1b)
and
R ≡ (X,Y, Z) ≡ r1 + r2
2
−R0, (A2a)
r ≡ (x, y, z) ≡ r2 − r1 − d, (A2b)
R0 ≡ r¯1 + r¯2
2
, d0 ≡ |r¯2 − r¯1| = (d0, 0, 0),
(A2c)
P ≡ p1 + p2, p ≡ p2 − p1
2
, (A2d)
F(t) ≡ F1(t) + F2(t), f(t) ≡ F2(t)− F1(t)
2
, (A2e)
M ≡ 2m, µ ≡ m
2
, λ ≡ q
2
e
4πε0
. (A2f)
In the above, d ≡ (d, 0, 0) is the equilibrium separation
between the two particles in the absence of the pushing
force. Due to the repulsive Coulomb interaction, |d| ≡ d
will be bigger than the distance d0 between the centers of
the two bare harmonic traps, defined in Eq. (A2c). The
correction δx ≡ d− d0 is the solution of the equation
0 =
∂
∂x
(
1
2
µω2x2 +
λ
|x+ d0|
)
= µω2x− λ
(x+ d0)2
(A3)
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(it has been assumed d0 + x > 0), and can be written as
δx =
4d0
3
sinh2
{
1
6
ln
[
η + 1 +
√
η(η + 2)
]}
, (A4)
with η ≡ λ/[2µω2(d0/3)3]. Expanding to first order in
ǫ, we find δx ≈ ǫd0/2. Taking into account that, if the
traps are sufficiently far apart, the relevant coordinate
range is x2 > x1, one obtains the multipole expansion
λ
|r+ d| ≈
λ
d
[
1− x
d
+
x2
d2
− 1
2
y2
d2
− 1
2
z2
d2
+
∞∑
k=3
Pk(x, y, z)
dk
]
, (A5)
where each of the multipole terms Pk is a polynomial of
kth degree in x, y and z – for instance,
P3(x, y, z) = −x
[
x2 − 3
2
(y2 + z2)
]
, (A6a)
P4(x, y, z) = x
4 − 3x2(y2 + z2) + 3
8
(y2 + z2)2. (A6b)
By virtue of Eq. (A3), the linear term in the expansion
Eq. (A5) cancels exactly with the one arising from the
harmonic potential µω2(r+d−d0)2/2 in Eq. (A1b). We
define the unperturbed Hamiltonians
H0R ≡
P2
2M
+
1
2
Mω2R2, H0r ≡ Hx +H⊥, (A7)
where
Hx ≡ p
2
x
2µ
+
1
2
µν2x2, (A8a)
H⊥ ≡
p2y + p
2
z
2µ
+
1
2
µν2⊥(y
2 + z2); (A8b)
the higher-multipoles contribution
H1 ≡ λ
d
∞∑
k=3
Pk(x, y, z)
dk
; (A9)
the force terms
F (t) =
~ω
aω
(
Πˆ1 + Πˆ2
)F(t), f(t) = ~ω
aω
Πˆ2 − Πˆ1
2
F(t),
(A10)
where Πˆαi is the projector onto the internal state α of
particle i:
Πˆ1 ≡ |1〉1 〈1| ⊗ 12, Πˆ2 ≡ 11 ⊗ |1〉2 〈1| ; (A11)
the rescaled frequencies
ν ≡ ω√1 + ǫ, ν⊥ ≡ ω
√
1− ǫ/2 ; (A12)
and the shifted coordinate and energy scales
X0 ≡ R0 · (1, 0, 0), E0 ≡ λ
d
+
1
2
µω2δx2. (A13)
Shifting the coordinate system by R0−d and the energy
scale by E0, we finally obtain Eqs. (13a) and (13b).
2. Fidelity
The goal of this Section is to show the derivation of
the analytical temperature dependence of the fidelity,
Eq. (32). We begin by writing the two-particle phase
as
ϕαβcl − 〈〈ϕαβcl 〉〉 = δαβ
[
(−1)βκ+ 1] ε+ o[(aω˜/d)3],
(A14)
where
κ ≡ d√
2ξaω˜
, (A15a)
ε =
3θcl
~ω˜
(aω˜
d
)2 {
E1 + E2 − 2
√
E1E2 cos[ω˜(t1 − t2)]
− 2kBT
}
. (A15b)
We define
Ξ(a, b) ≡ |〈χ′cl|χcl(t)〉|2
= 2
(
a{1− cos[(κ− 1)ε]} − b cos[(κ− 1)ε]
)
(A16)
× (a+ b− 1) + (b− 1)2 + b [b+ 2a cos(2κε)] ,
where a ≡ |c01|2, b ≡ |c10|2, and the normalization of
|χcl〉, in the form 1 =
∑
α,β |cαβ |2, has been taken into
account. From Eq. (31) it follows
Fcl = min{a,b}
〈〈Ξ(a, b)〉〉 =
〈〈
min
{a,b}
Ξ(a, b)
〉〉
(A17)
which is a constrained minimization problem, with con-
straints 0 ≤ a ≤ 1, 0 ≤ b ≤ 1. The solution cannot
be found by simply equating the partial derivatives of
Ξ(a, b) to zero, since – as it will be seen at the end of
this Section – the minimum turns out to be located at
the border of the region of allowed parameters. There-
fore we must take a closer look at the problem to find the
analytical solution. To this end, we evaluate
∂aΞ(a, b) = −2ε2(κ− 1)2
(
b
κ+ 1
κ− 1 +
1
2
− a
)
+ o[ε4],
(A18a)
∂bΞ(a, b) = −2ε2(κ+ 1)2
(
a
κ− 1
κ+ 1
+
1
2
− b
)
+ o[ε4].
(A18b)
While looking for the minimum, we will neglect o[ε4] ∝
(aω/d)
8 – then, to evaluate it, we will use the exact form
of Ξ(a, b). According to Eq. (A18a), in the region of the
parameter plane defined by the condition
b ≤
(
a− 1
2
)
κ− 1
κ+ 1
, (A19)
it is ∂bΞ(a, b) ≤ −2κ(κ + 1) < 0. Since κ > 1, the
inequality Eq. (A19) also implies b < 1/2. Therefore the
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minimum must be found outside the region defined by
Eq. (A19), i.e. for
a < b
κ+ 1
κ− 1 +
1
2
. (A20)
The latter, by Eq. (A18b), implies ∂aΞ(a, b) < 0. Sum-
ming up, the minimum is reached for the values (a0, b0)
of the parameters, where
a0 = 1,
1
2
κ− 1
κ+ 1
< b0 ≤ 1. (A21)
The problem is therefore reduced to a one-dimensional
constrained minimization: We have to study the equation
0 = ∂bΞ(a0, b) = 2
(
cos(2κε)− cos[(κ− 1)ε]
− 2b{cos[(κ+ 1)ε]− 1}), (A22)
which has solution
b¯ ≡ 1
2
sin[(3κ− 1)ε/2]
sin[(κ+ 1)ε/2]
. (A23)
Since the constraint b0 ≤ 1 has to be fulfilled, we obtain
b0 = min{b¯, 1}. Indeed, it is b¯ ≤ 1 only for ε ≥ fκ(ε),
where
fκ(ε) ≡ 2 arcsin
[
sin(3κε/2)− 2 sin(κε)√
5 + 4 cos(2κε)
]
. (A24)
Hence, to o[(aω/d)
4],
Fcl ≈
{
1
2
{
1 + 〈〈cos[(3κ− 1)ε]〉〉} ε ≥ fκ(ε),
1− 4〈〈cos(κε)[cos(ε)− cos(κε)]〉〉 otherwise.
(A25)
Now, we f ′κ(0) = κ/3 > 1 (the inequality following from
aω ≪ d). Hence for small T – such that 〈〈ε〉〉 ≪ 1, i.e.
kBT ≪ ~ω(d/aω)2 –, it is ε < fκ(ε) and the form of Fcl is
given by the second row at right-hand side of Eq. (A25),
which we can expand in Taylor series around T = 0 for
taking the thermal average to finally obtain Eq. (31).
When κ = 0, i.e. the third-order anharmonic correction
is suppressed,
Ξ(a, b)
∣∣∣
κ=0
= 1 + 2(a+ b− 1)(a+ b)[1− cos(ε)]. (A26)
The function to be minimized depends now only on the
sum a + b. Therefore the minimum can be searched by
fixing one of the two parameters and varying only the
other one. We can choose a0 = 1 as before, and minimize
Eq. (A26) with respect to b. Eq. (A25) gives the solution
also in this case. In particular, since fκ=0(ε) ≡ 0 < ε ∀ε,
the analytical expression for the fidelity is now given by
the first row at right-hand side of Eq. (A25), which for
κ = 0 becomes simply
F ′cl ≡ Fcl
∣∣
κ=0
≈ 1
2
[
1 + 〈〈cos(ε)〉〉]. (A27)
The same procedure can be used for the minimization
over the possible internal states also in the quantum case,
as is done in App. B 6. By expanding Eq. (A27) to low-
est nonzero order in powers of aω/d, we obtain finally
Eq. (32).
APPENDIX B: QUANTUM CALCULATION
In this Appendix we compute both analytically and
numerically the evolution of the two-ion system, evaluate
the resulting phase shifts and derive an accurate expres-
sion for the fidelity, giving as well the explicit expression
of some quantities used in the text.
1. Undoing single-particle phases
In this Section we show how to get rid of the spuri-
ous phases accumulated during gate operation, in order
to be left with the gate phase Eq.(8). In the ideal case
where the external degrees of freedom factorize out at the
end of the computation, the evolution operator Eq. (7)
induces both two-particle conditional phases and single-
particle kinetic phases, depending on each ion’s external
state. When both particles are in their external ground
state, we can undo the kinetic phases and other inessen-
tial phases through single-bit operations of the form
Sj = e
−iϕj
∑
α
|α〉j〈α| eis
α
j , (B1)
where ϕj has to be equal to the kinetic phase acquired
after the gate operation by particle j, and we choose
s01 = −ϕ00/2, s11 = −ϕ10 + s01;
s02 = s
0
1, s
1
2 = −ϕ01 + s01.
(B2)
Under these conditions, the compound operator
U(t) ≡ (S1 ⊗ S2)U(t, t0) (B3)
implements the transformation Eq. (1), with ϑ given by
Eq. (8).
2. Unperturbed solution
As explained in the text, since we assume d ≫ aω we
can treat the higher-multipoles term H1 as a small per-
turbation with respect to the rest of the Hamiltonian. In
this Section we solve exactly the unperturbed problem,
i.e. we calculate the time-dependent evolution dictated
by H(t)−H1. So we want to solve the Schro¨dinger equa-
tion
i~|Ψ˙(t)〉 = [HR(t) +H0r (t)− f(t) · (r+ d)] |Ψ(t)〉,
(B4)
with initial condition
|Ψ(t0)〉 ≡ |ψR(t0)〉R |ψr(t0)〉r |α〉1 |β〉2 . (B5)
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The subscript R (r) denotes the center-of-mass (relative)
motion, as defined in App. A 1. The solution is [10]
|ψR(t)〉R = e−iH
0
R(t−t0)/~eiX0
∫
t
t0
F (t′)dt′/~
(B6a)
× exp
[
−
∫ t
t0
dsKR(s, t0)
dK∗R(s, t0)
ds
]
×e−iKR(t,t0)aˆ†Re−iK∗R(t,t0)aˆR |ψR(t0)〉R ,
|ψr(t)〉r = e−iH
0
r (t−t0)/~eid
∫
t
t0
f(t′)dt′/~
(B6b)
× exp
[
−
∫ t
t0
dsKr(s, t0)
dK∗r (s, t0)
ds
]
×e−iKr(t,t0)aˆ†re−iK∗r (t,t0)aˆr |ψr(t0)〉r ,
where aˆR (aˆr) is the annihilation operator for the x com-
ponent of the center-of-mass (relative) motion, and
KR(t, t0) ≡ 1√
2M~ω
∫ t
t0
dt′ F (t′)eiω(t
′−t0), (B7a)
Kr(t, t0) ≡ 1√
2µ~ν
∫ t
t0
dt′ f(t′)eiν(t
′−t0). (B7b)
Now the explicit form of the force term, Eq. (22), can be
inserted into Eqs. (B7a) and (B7b) through Eq. (A13),
to yield
KR(t, t0) =
(
Πˆ1 + Πˆ2
)
K (ω, t, t0) , (B8a)
Kr(t, t0) =
(
Πˆ2 − Πˆ1
)
K (ν, t, t0) , (B8b)
where
K (ω, t, t0) ≡
√
π
4
ωτξ e−(ωτ/2)
2
I (ω, t′)
∣∣∣t
t0
, (B9a)
I (ω, t) ≡ Erf
(
t
τ
− iωτ
2
)
. (B9b)
We take as initial state
|ψR(t0)〉R ≡ |N〉R ≡ |NX〉X |NY 〉Y |NZ〉Z , (B10a)
|ψr(t0)〉r ≡ |n〉r ≡ |nx〉x |ny〉y |nz〉z . (B10b)
During time evolution, the two ions will acquire a state-
dependent phase shift
〈Ψ(t)|Ψ(t0)〉 ≡ |〈Ψ(t)|Ψ(t0)〉| eiφ
αβ
, (B11)
which turns out to be given by
φαβ = φαβR + φ
αβ
r , (B12a)
φαβR ≈ (α+ β)2 ξ2Φ (ω) + (α+ β)
√
πωτξX0/aω
−(NX +NY +NZ)ω (t− t0) , (B12b)
φαβr ≈ (α− β)2 ξ2Φ (ν)− (α− β)
√
πωτξd/aω
− [nxν + (ny + nz)ν⊥] (t− t0) , (B12c)
Φ(ω) ≡ −πω2τ A
2
8C
D(t′)
∣∣∣t
t0
e(B/C)
2−(ωτ/2)2 , (B12d)
with
A ≡ ℑ [I (ω, t0)]− iI∗ (ω, 0) ,
B ≡ ωℜ [I (ω, t0)] ,
C ≡ 2
√
A2
(
ω2
2
+
1
τ2
)
− Aω√
πτ
e(ωτ/2)
2
+
B2
4
,
D(t) ≡ Erf
(
B
C
+
C
2A
t
)
. (B13)
The equality in Eqs. (B12b) and (B12c) is approximate
since the integrals in the exponent of Eqs. (B6a) and
(B6b) have been evaluated by means of a saddle-point
approximation, giving a very good agreement (relative
difference less than 10−5 with typical parameters as used
here) with the exact result, which cannot be evaluated
analytically. Finally, from Eqs. (B6a) and (B6b) we
obtain
O{ni}(t, t0) ≡ |〈Ψ(t)|Ψ(t0)〉| = O{ni}R O{ni}r , (B14)
where
O{ni}R = M
(−NX , 1, |KR(t, t0)|2)e− 12 |KR(t,t0)|2 , (B15a)
O{ni}r = M
(−nx, 1, |Kr(t, t0)|2)e− 12 |Kr(t,t0)|2 , (B15b)
and M(a, b, z) is the confluent hypergeometric function.
3. First-order perturbation theory
Now we want to evaluate the lowest-order corrections
that appear when the higher multipole contributions in
the Hamiltonian are taken into account. Following [10],
we expand the evolution operator as
U (t, t0) = U0 (t, t0) +
∞∑
j=1
Uj (t, t0) , (B16)
where U0 (t, t0) is the operator of the unperturbed evolu-
tion, already calculated in App. B2, and
Uj (t, t0) ≡ 1
(i~)j
∫ t
t0
dtj
∫ tj
t0
dtj−1 . . .
∫ t2
t0
dt1U0 (t, tj)
×H1U0 (tj , tj−1)H1U0 (tj−1, tj−2) (B17)
× . . . U0(t2, t1)H1U0(t1, t0).
We are interested in evaluating the diagonal matrix ele-
ments 〈Ψ(t0)|U(t, t0) |Ψ(t0)〉 to first order, according to
Eq. (B16). Since 〈U0(t, t0)〉 is given by Eq. (B11), we
just need to compute
〈U1(t, t0)〉 = 1
i~
∫ t
t0
dt′Oαβ1 (t, t′, t0)ei[φ
αβ
r (t,t
′)+φαβr (t
′,t0)]
=
eiφ
αβ
r (t,t0)
i~
∫ t
t0
dt′Oαβ1 (t, t′, t0) (B18)
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where the unperturbed phase factorizes since (as shown
in Sec. VA) it does not depend on the initial state, and
we have defined
Oαβ1 (t, t′, t0) ≡ |〈Ψ(t0)|U0(t, t′)H1U0(t′, t0) |Ψ(t0)〉| .
(B19)
The exact result, given by Eqs. (B6a) and (B6b), cannot
be integrated analytically over time. Instead we adopt
the adiabatic approximation, i.e. we assume that the
condition (i) of Sect. IV is satisfied. The Hamiltonian
then changes slowly enough so that the system, being
in a motional eigenstate at t = t0, follows the changes
being in the corresponding eigenstate at every subsequent
time t. This means in our case that, if t0 < 0, t > 0
and their absolute values are large enough, we will have
|Ψ(t)〉 ≈ |Ψ(t0)〉. The relative-motion wavefunction of
the evolved state is then
|〈ψr(t0)|U0(t, t′)|r〉| ≈ |〈r|U0(t′, t0)|ψr(t0)〉| (B20)
≈ ψnx
(
x− f(t)/µν2)ψny (y)ψnz (z),
where e.g. ψnx(x) ≡ 〈x|nx〉x ∈ lR. Finally we obtain
〈U1(t, t0)〉 ≈ ieiφ
αβ
r
(
∆αβ +∆′
)
, (B21)
where
∆αβ ≡ −
√
πτ
~
λ
d
∞∑
k=3
[aν
d
ξ˜(α− β)
]k
δk, (B22a)
∆′ ≡ − t− t0
~
λ
d
∞∑
k=3
(aν
d
)k
δ′k, (B22b)
δk ≡ 1√
πτ(aν ξ˜)k
∫ t
t0
dt′〈n|
[
Pk
(
x+
ω2
ν2
aωF(t), y, z
)
− Pk(x, y, z)
]
|n〉r, (B22c)
δ′k ≡
〈n|Pk(x, y, z)|n〉r
akν
, (B22d)
ξ˜ ≡ ξ aν
aω
ω
ν
=
√
2ξ
(1− ǫ)3/4 , aν ≡
√
~/µν. (B22e)
From Eqs. (B16) and (B21) it follows that, to first order,
〈U(t, t0)〉 ≈ 〈U0(t, t0) + U1(t, t0)〉
= 〈U0(t, t0)〉
[
1 + i
∆αβ +∆′
|〈U0(t, t0)〉|
]
, (B23)
which is equivalent to Eq. (37), given that |∆αβ +∆′| =
|〈U1(t, t0)〉| ≪ |〈U0(t, t0)〉| ≈ 1. The internal-state-
independent part ∆′ cancels out when computing the
gate phase Eq. (8), as well as the terms of odd k in ∆αβ ,
due to the summation over the internal states. The adi-
mensional quantities δk and δ
′
k do not depend either on
the internal state nor on time, but just on the relative
motional state. We will now calculate them for k = 3, 4.
To be precise, we should not use the eigenstates |n〉r of
H0r , as is done in Eq. (B22d), but rather those of the
full Hamiltonian Hr. However, as we will demonstrate
in the next Section, the corrections are of o[(aω/d)
3] and
therefore we will consistently not take them into account
in the present calculation. The relevant matrix elements
are
〈n|x |n′〉 = aν√
2
(
δn′,n−1
√
n+ δn′,n+1
√
n+ 1
)
, (B24a)
〈n|x2 |n′〉 = a
2
ν
2
[
δn′,n−2
√
n (n− 1) + δn′,n (2n+ 1)
+ δn′,n+2
√
(n+ 1) (n+ 2)
]
, (B24b)
〈n|x3 |n′〉 = a
3
ν
23/2
[
δn′,n−3
√
n (n− 1) (n− 2)
+ 3δn′,n−1n+ 3δn′,n+1 (n+ 1)
3/2
(B24c)
+δn′,n+3
√
(n+ 1) (n+ 2) (n+ 3)
]
,
〈n|x4 |n′〉 = a
4
ν
4
{
δn′,n−4
√
n (n− 1) (n− 2) (n− 3)
+2δn′,n−2(2n+ 1)
√
n (n− 1)
+3δn′,n[2n(n+ 1) + 1] (B24d)
+2δn′,n+2(2n+ 3)
√
(n+ 1) (n+ 2)
+ δn′,n+4
√
(n+ 1) (n+ 2) (n+ 3) (n+ 4)
}
,
Hence
δ3 = − 1√
3
− 3
2ξ˜2
[2nx + 1− ν˜(ny + nz + 1)] , (B25a)
δ4 =
1
2
+
3√
2ξ˜2
[2nx + 1− ν˜(ny + nz + 1)] , (B25b)
δ′3 = 0, (B25c)
δ′4 =
3
4
[2nx(nx + 1) + 1]− 3
2
ν˜(2nx + 1)(ny + nz + 1)
+
3
16
ν˜2 [ny(3ny + 5) + nz(nz + 5) + 4(1 + nynz)]
(B25d)
where ν˜ ≡ ν/ν⊥.
4. Perturbative corrections to the eigenstates
Since in our case the perturbation H1 is static, its
effect on the initial eigenstates of the system must be
taken into account. In this Section we show how to do
that in second-order perturbation theory. Our problem is
to compute the eigenstates of the initial relative-motion
Hamiltonian
Hr(t0) = H
0
r +H1 = H
0
r + ǫH
1
r , (B26)
whereby the external force is vanishing at the initial time,
and
H1r ≡
~ω
2
d2
a2ω
∞∑
k=3
Pk(x, y, z)
dk
. (B27)
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Therefore we make a perturbative expansion in the small
parameter ǫ. So we write the eigenstates of Hr (omitting
throughout this Section the subscript r as
|n(ǫ)〉 =
∞∑
i=0
ǫi|n(i)〉, (B28)
where the first terms are
|n(1)〉 =
∑
m6=n
〈m(0)|H1r |n(0)〉
E
(0)
n − E(0)m
|m(0)〉, (B29a)
|n(2)〉 =
∑
l,m6=n
〈m(0)|H1r |l(0)〉〈l(0)|H1r |n(0)〉(
E
(0)
n − E(0)m
)(
E
(0)
n − E(0)l
) |m(0)〉,
(B29b)
and |n(0)〉 are the eigenstates of H0r , with eigenenergies
E
(0)
n . The kth term in H1r gives a contribution of order
∼ (~ω/2)(aω/d)k−2. Since we want to neglect corrections
of order o[(aω/d)
3], we need to go up to k = 4 in the
expansion of H1r . But from Eqs. (A6a) and (A6b) it
is straightforward to see that 〈m(0)|P3,4(x, y, z)|n(0)〉 for
m 6= n. It follows that
|n(ǫ)〉 = |n(0)〉+ o[(aω/d)3], (B30)
and therefore, as already anticipated in the previous
Section, for the purpose of the present calculation we
can consistently use the eigenstates of the unperturbed
Hamiltonian H0r .
5. Numerical computation
The goal of this Section is to transform the Schro¨dinger
equation for the two-particle wavefunction into a system
of first-order differential equations for the time depen-
dence of its projections over the initial eigenstates, better
suitable for numerical handling. Since the problem has
cylindrical symmetry around the x axis, the transverse
coordinates always appear as powers of ρ ≡
√
y2 + z2.
Thus the original three-dimensional problem is equivalent
to a two-dimensional one. We expand the wavefunction
(omitting for simplicity the subscript r) as
|ψ(t)〉 =
∞∑
n,l=0
cnl(t) exp
{
i
~
[
d
∫ t
t0
f(t′)dt′
− ~(nν + lν⊥ + 1)t
]}
|nl〉 ,(B31)
where |nl〉 ≡ |n〉x |l〉⊥, the |n〉x (|l〉⊥) are the eigenstates
of Hx (H⊥). From Eq. (B4) it follows
c˙nl =
i
~
∞∑
n′,l′=0
cn′l′(t)e
i[(n−n′)ν+(l−l′)ν⊥]t
×〈nl| [f(t)x−H1] |n′l′〉
=
i
~
[
aν√
2
f(t)
(√
neiνtcn−1,l +
√
n+ 1e−iνtcn+1,l
)
+
λ
d
∞∑
k=3
(
aν√
2d
)k
C
(k)
nl
]
, (B32)
where the coefficients C
(k)
nl correspond to the k
th term in
Eq. (A9) – in particular,
C
(3)
nl =
√
n(n− 1)(n− 2)ei3νtcn−3,l (B33a)
+3n3/2eiνtcn−1,l + 3(n+ 1)3/2e−iνtcn+1,l
+
√
(n+ 1)(n+ 2)(n+ 3)e−i3νtcn+3,l
−3ν˜
2
[√
nl(l − 1)ei(ν+2ν⊥)tcn−1,l−2
+
√
n(l + 1)(l + 2)ei(ν−2ν⊥)tcn−1,l+2
+(2l+ 1)
(√
neiνtcn−1,l +
√
n+ 1e−iνtcn+1,l
)
+
√
(n+ 1)l(l− 1)e−i(ν−2ν⊥)tcn+1,l−2
+
√
(n+ 1)(l + 1)(l + 2)e−i(ν+2ν⊥)tcn+1,l+2
]
;
C
(4)
nl = −
√
n(n− 1)(n− 2)(n− 3)e4iνtcn−4,l (B33b)
+
√
n(n− 1)e2iνt
{
3ν˜
[√
l(l− 1)e2iν⊥tcn−2,l−2
+
√
(l + 1)(l + 2)e−2iν⊥tcn−2,l+2
+(2l + 1)cn−2,l
]
− 2(2n− 1)cn−2,l
}
−3ν˜
2
8
√
l(l− 1)(l − 2)(l − 3)e4iν⊥tcn,l−4
+3ν˜
√
l(l− 1)
[
(2n+ 1)− ν˜
4
(2l − 1)
]
e2iν⊥tcn,l−2
−
{
9ν˜2
8
[2l(l+ 1) + 1]− 3ν˜(2n+ 1)(2l + 1)
+3 [2n(n+ 1) + 1]
}
cnl − 3
4
ν˜
√
(l + 1)(l + 2)
×[ν˜(2l + 3)− 4(2n+ 1)]e−2iν⊥tcn,l+2
−3ν˜
2
8
√
(l + 1)(l + 2)(l + 3)(l + 4)e−4iν⊥tcn,l+4
+
√
(n+ 1)(n+ 2)e−2iνt
{
3ν˜
[
(2l+ 1)cn+2,l
+
√
(l + 1)(l + 2)e−2iν⊥tcn+2,l+2
+
√
l(l− 1)e2iν⊥tcn+2,l−2
]
− 2(2n+ 3)cn+2,l
}
−
√
(n+ 1)(n+ 2)(n+ 3)(n+ 4)e−4iνtcn+4,l.
Excitations higher than a certain level should be ab-
sent as long as we are in an adiabatic regime. Thus in
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Eq. (B32) we neglect the coefficients above a certain N .
We have checked that the result is independent of the
cutoff.
6. Fidelity
The goal of this Section is to evaluate the gate op-
eration fidelity in the full three-dimensional quantum-
mechanical framework. The overall phase Θ appearing
in Eq. (45) can be computed from Eqs. (B12a)-(B12d)
and (B22a)-(B22d), as
Θ ≈ 2ω
{
√
πξτ
X0
aω
−
[ 6∑
i=1
ni + ǫ
∞∑
k=3
(aω
d
)k
δ′k
]
(t− t0)
}
,
(B34)
where δ′4 is defined in Eq. (B25d), and it has been taken
into account that ǫ ≪ 1. In the ideal case, according
to Eq. (1) for ϑ = π, the gate operation transforms the
initial internal state |χ〉 into
|χ′〉 =
1∑
α,β=0
(−1)αβcαβ |α〉1|β〉2. (B35)
In a more realistic situation the initial total density op-
erator σT at a temperature T is given by
σT = ρT (t0)⊗ |χ〉〈χ|, (B36)
where ρT (t0) is defined in Eq. (36), and we recall that
ω ≈ ν ≈ ν⊥. After the gate operation we have
σ′T =
∑
α,β,α′,β′
cαβc
∗
α′β′Gαβ ρT (t0)G
†
α′β′ |α〉1〈α′| ⊗ |β〉2〈β′|,
(B37)
where Gαβ ≡ 〈αβ|G|αβ〉, and the gate operator G is
defined in Eq. (45). As already stated in Sect. VA, be-
cause of adiabaticity, the motional state after the gate
operation is unchanged, i.e. Gαβ ρT (t0)G
†
α′β′ ≈ ρT (t0).
If θ = π, the minimum fidelity F (T ), given by Eq. (5), is
F (T ) = min
{cαβ}
(1 − γ)6
6∏
i=1
∞∑
ni=1
γni〈ni|
[(|c00|2 + |c11|2)2
+ 2
(|c00|2 + |c11|2)(|c01|2 + |c10|2) cos(∆θ)
+
(|c01|2 + |c10|2)2]|ni〉
=
(1− γ)3
2
3∏
i=1
∞∑
ni=1
γni〈ni|[1 + cos(∆θ)]|ni〉(B38)
≈ 1− 6
3θ2cl
(1 + ǫ5)(1− ǫ2/4)
(aω
d
)4 e−~ν/kBT
(1 − e−~ν/kBT )2
where the minimization over the coefficients {cαβ} has
been carried out exactly as in App. A 2. Here, only the
relative motion comes into play because ∆θ is indepen-
dent of the center-of-mass motion, and cos(∆θ) has been
expanded up to o(∆θ3). Hence Eq. (46) follows, by tak-
ing into account that ǫ ≪ 1 and θcl ≈ θ = π, and ex-
panding in a Taylor series for ~ω ≪ kBT .
7. Many-ions calculation
In this Section we simply give the definitions of the
parameters appearing in Eq. (50):
εi ≡ ω
2
i
ω2
x˜2i −
ǫ
2
d2Hn−i, (B39a)
ωi ≡ ω
√
1 + ǫηi, x˜i ≡ d
2
ǫη′i
1 + ǫηi
, (B39b)
ηi ≡ 1
2
N∑
j=1
1− δij
|i− j|3
=
1
4
[
ψ(2)(i) + ψ(2)(N + 1− i) + ζ(3)
]
,(B39c)
η′i ≡
1
2
N∑
j=1
i− j
|i− j|3
=
1
2
[
ψ(1)(N + 1− i)− ψ(1)(i)
]
, (B39d)
where Hk is the harmonic number and ψ(k)(z) the
polygamma function of order k, and ζ(s) is the Riemann
zeta function. It is
max
i,n
|ηi| = ζ(3) ≈ 1.2, max
i,n
|η′i| =
π2
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≈ 0.82. (B40)
