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The relation between stability and sequentiality is investigated in the category of 
Girard’s coheent domains. We introduce and discuss a notion of computability for 
stable functions based on the recursive enumerability of their traces, in a way 
similar to the detinition of computable functions in Scott’s effectively given 
domains. We then relate this notion of computability to regular sets and relative 
algorithms (oracle-machines) of the theory of relativized computability. The notion 
of oracle-machine is used to formalize the idea of a main sequential program which 
calls an unspecified external agent 0 (a sort of subroutine call). In particular we 
prove that a function f  between two coherent domains X and Y is stable and 
computable if and only iffmay be computed by an oracle-machine questioning “in 
a positive way” a simple class of oracles that supply informations about elements 
in X. ‘i‘: 1990 Academic Press. Inc. 
1. INTRODUCTION 
1.1. Stability and Sequentiality 
This paper is about stable functions and their relation to sequential algo- 
rithms. Informally, a function f is stable iff it is continuous and moreover, 
for all pairs (a, b) of “consistent sets of information,“f(a n b) =f(a) nf(b). 
The definition of sequential algorithm (even an informal one) is not as 
simple and for the moment we leave it to the intuition of the reader; later 
on we shall formalize a sequential algorithm as a relative algorithm (oracle- 
machine) of relativized computability: an aim of this introduction is also to 
justify this notion of sequentiality. 
The idea that every sequential program computes a stable function had 
its origin in an interesting (and quite technical) result of Berry (1978) on 
the A-calculus (see also Barendregt, 1984, p. 375). For example, as an easy 
consequence, it follows that the “parallel or,” which is a typical example of 
a non-stable function, is not. definable in lambda calculus; that is, there 
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is no term F such that FMN = I if M or N is solvable, and FMN is 
unsolvable otherwise. 
The main difficulty in understanding the relation between stable func- 
tions and sequential algorithms is that stable and sequential are predicates 
over quite different objects: namely functions on one hand and algorithms 
(programs) on the other. An approach to the problem is suggested by 
considering concrete semantic domains, in which “functions” between the 
domains really look like “programs.” This is the way followed by Berry and 
Curien in the definition of the category of concrete data structures (CDS) 
(Curien, 1986). CDS were introduced with the explicit aim of giving a 
semantic account of sequentiality, and they supply all the needed machinery 
to formalize the idea that “stable functions are a nice intermediate between 
continuous and sequential functions” (see Curien, 1986, Section 2.41). The 
only problem with CDS is that perhaps they are too concrete: one of the 
motivations of denotational semantics is to find models of programming 
languages which are simpler than the languages themselves, while CDS 
have almost the same complexity as a real programming language; note, 
however, that it is hard to conceive of a semantic universe much simpler 
than CDS where it is still possible to reason about “sequentiahty” as an 
attribute of functions, because of the intrinsic intensional (concrete, 
descriptive) meaning of the term “sequential.” 
Our aim is to shed some light on the nature of stable functions and their 
relation to sequentially. This is done at a much higher level of abstraction 
than CDS: we will mainly work in the category of Girard’s coherent 
domains. Since a coherent domain is a very “poorly structured” domain, 
we cannot define a direct notion of “sequential function.” Anyway, since we 
are only interested in “computable” functions, every function, in some 
sense, must have an associated program which computes it, and we can 
simply say that a function is sequential if it can be computed by a sequen- 
tial algorithm. The crucial point is to determine a reasonable notion of 
“computability of a function by a program.” The following sections of this 
introduction present a short review and discussion of how the concept of 
computability has been dealt with in denotational semantics. 
1.2. Computability in Numbered Sets 
Looking back at the history of denotational semantics, one of the first 
attempts to describe the concept of computable functions was made 
by Malcev almost 30 years ago and was later developed by 
Y. L. Ershov (1973). The idea is to regard a data type as a numbered set, 
that is, as a pair (e, A) where e: w  -+ A is a function from the natural num- 
bers to the set A. The function e is called an enumeration function. Given 
two numbered sets (e, A), (e’, B), a functionf: A --P B is computable iff there 
exists a (program Pi which computes the) total recursive function 40; such 
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Note that, for all n, mEa, 
if e(n) = e(m) then e’(cp,(n)) = e’(q,(m)). (*) 
This is the only condition needed by a recursive function in order to define 
a computable function from A to B. In a sense (* ) guarantees the “exten- 
sional” behaviour of the “program” ‘pi with respect to the enumeration 
functions. We shall come back in a moment to this point. 
Remark. If we allow the enumeration function e to be partial we have 
the notion of partial numbered set; in this case the recursive function that 
makes the diagram commute must be total only on the domain of e. The 
category of (partial) numbered sets has been recently the object of renewed 
interest in denotional semantics. Note that a partial numbered set (e, A) 
defines a patial equivalence relation R on o, that is, nRm iff e(n) = e(m). 
Conversely every partial equivalence relation R may be regarded as a par- 
tial numbered set (e, w,,), where e is the function which takes a number n 
to its equivalence class [nlR. The category PER of partial equivalence 
relations is nowadays probably one of the most investigated categories in 
denotational semantics, because of its nice applications to the semantics of 
polymorphic functional languages. 
The numbered set idea is so simple as to seem almost naive: if we want 
to compute over a data type A we must translate the computation into a 
realm where we already know how to compute, in our case the integer 
numbers. The translation is done by means of coding functions. From the 
point of view of computer science, the recursive function associated with a 
computable function f may be regarded as a implementation of$ 
The question that naturally arises is when does the concept of com- 
putable function between two data types A and B depend on the choice of 
the enumerations of the two types or, in other words, whether or not there 
is a way to abstract from the actual implementation we have choosen for 
the data. This problem is related to the question about the existence of 
some sort of “privileged” or “principal” enumeration for a data type. The 
notion of principal enumeration is formalized as follows: e: w + A is prin- 
cipal if and only if for any other e’: o + A there exists a recursive function 
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qk such that for every e’= eo qk, that is, if e’ factorizes through e. If we 
accept only principal enumerations as “legal” codings of data types, then 
the notion of computability of a function becomes independent of the 
enumerations, which seems to guarantee the needed level of abstraction. 
Moreover, every recursive function, as it is computed by a typical sequen- 
tial agent like a Turing machine, is “sequential.” Therefore every function 
between two numbered sets should be “sequential.” 
Unfortunately this is not an intuitive definition of sequentiality, as we 
shall show with an example. 
Let cp: w  + PR be an acceptable enumeration of the partial recursive 
functions. 
Let KO and 0 be respectively the constant function with output 0 for 
any input and the everywhere divergent function. Consider the following 
functional F: PR -+ PR: 
F(f) = KO if f(O)=Oorf(l)=O 
=0 otherwise. 
It is easy to prove that F is computable; but it would be very hard to claim 
that the functional, whose definition is based on a “parallel” or, is “sequen- 
tial.” The reason for this apparent paradox is that the enumeration 
cp : w  + PR codifies not only the extensional behaviour of the functions in 
PR but also the fact that a function (pi is computed by a known program 
P,. Through a direct managing of the working state of this program Pi we 
can sequentially compute F(cpi), but this work is indubitably done at an 
intensional level. 
The problem with a numbered set (e, A) is that usually it is not clear 
how much information about the elements in A is coded by the enumera- 
tion e. For this reason we need other models of computability, where it is 
more obvious which properties of the elements of a domain A we can test 
in order to define a function from A. 
1.3. Computability in Scott Domains 
It is not our intention to give a full account of Scott domains here, and 
we recall only a few properties. If a cpo D is a Scott domain, then there 
exists a collection D, of elements, called compact or finite elements, such 
that for any de D: 
d=U {d,,EDJd&d). 
Every element d in D is thus determined by the collection 
dJ = {d, E D,/d, d d} of its finite elements. The sets of the form 
{ dE D/d2 d,,}, for some d, in D,, form the basis for a T, topology called 
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Scott topology. The category that has Scott domains as objects and con- 
tinuous functions w.r.t. the Scott topology as morphisms is Cartesian closed. 
In order to define the algebraic elements in BA we need the concept of step 
function. Given two domains A and B, a step function step-a-b, where a 
and b are compact elements in A and B respectively, is defined by: 
step-u-b (x) = if x < a then b else I (where I is the bottom element in B). 
The compact elements in BA are the least upper bound of finite bounded 
sets of step functions. 
Given a continuous function f: A + B the graph of F is 
Graph(f) = {step-a-b/b <f(a)}. 
There is a bijective correspondence between continuous functions and their 
graphs. The evaluation function eval: BA x A + B is so defined: 
eval(f, x) = u {b/h step-u-b E Graph(f), a <x} . 
A Scott domain is effectively given (is an ED) when we have an 
enumeration of its compact elements such that given two compact 
elements, whether or not they have a lub and what it is if it exists, is 
decidable (Scott, 1981). An element d of an ED is computable iff the (collec- 
tion of indexes for the) set d 1 = {do E Do/do d d} is recursively enumerable. 
A continuous function is computable when its graph is r.e. It is easy to 
prove that a functionf: A + B is computable iff it is computable as element 
in the functional space BA. 
A constructive domain is the collection of all computable elements in an 
effectively given domain. The category CD of constructive domains is car- 
tesian closed (as are ED and Scott domains). Moreover, the functor which 
takes every ED to the associated CD is Cartesian; that is, it preserves 
products and exponents. Note also that in a CD the notion of the graph 
of a function becomes much more relevant, since it can be seen as a sort 
of canonical form for a computable function as an element of the function 
space. 
We are finally in the position to formalize what we mean by a “purely 
extensional understanding” of an element d in a CD. Our idea is to 
associate with each element d an agent A, which is activated by supplying 
as input a compact element do. The agent can: 
- reply with success if d, G d 
- diverge otherwise. 
Note that since d is computable, the question do E d is semidecidable, there- 
fore the agent A, performs an effective work. The agents A, are activated 
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by a clean calling-mechanism (something like a subroutine call); no other 
use of the agents is allowed. 
The previous definition of the eval function (it is also the same in ED 
and CD) now suggests a simple notion of “evaluator” for computing a 
function f on input x, starting from the r.e. graph off and activating in 
parallel a denumerable number of agents A,. 
Note first thatf(x) is computed if and only if one has a way to generate 
the r.e. set of its compact elements; that is, there exists an algorithm 
which semidecides the question “is b of?” Define then graph(f),= 
{a/step-a-b E Graph(f) >. V er roughly the “algorithm” is the following: y 
given b, recursively enumerate the set graph(f),; each time an a is 
generated, activate a copy of A, by supplying in input “a”; stop iff one of 
the activated A, stops. 
In the previous algorithm, A, plays the role of external agent; if we 
abstract from A,, we obtain a main program which activates in parallel, 
through a clean calling mechanism, some copies of an unspecified unique 
external agent 0. Different computations are obtained by instantiating 0 
with a particular A,. 
This notion of external agent can be formalized by a well-known concept 
in recursion theory: the oracle of relativized computability (see Davis, 1958 
or Rogers, 1967). We shall show how we can use a great deal of previous 
work on oracles, and how this concept relates to stable functions. 
Is it possible, in general, to compute a continuous function f (with r.e. 
graph) by making sequential use of a unique copy of the agent A,? 
The answer is no. Consider again the functional F: PR + PR of 
Section 1.2: 
F(f) = KO if f(O)=Oorf(l)=O 
=0 otherwise. 
Now we are looking at PR as a constructive domain. It is easily proved 
that F is continuous and computable. The agent A, which supplies infor- 
mation for f semidecides questions of the kind “is g,EJ?” where g, is a 
compact element in PR , that is a function with a finite (set-theoretic) 
graph. In particular, we are interested in the answers to the two questions 
“is (0, 0} Ef ?,, 
“is (1, 0) Cf ?" 
If we must work sequentially with only one agent A,, and thus we can ask 
only one question at a time, the possible divergence of A,, is fatal (suppose, 
for example, f = { 1, 0} and we asked “is (0, 0} cf ‘7” as first question). 
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This suggests that the idea of computation implicit in Scott domains is 
that of a parallel computation. 
Remark. The notion of computability in CD and numbered sets relate 
to each other by the so-called generalized Myhill-Shepherdson theorem, 
stated in Ershov (1977) (see Giannini and Longo, 1982, for a proof). It says 
that the category of constructive domains is a full subcategory of EN. In a 
sense it is a proof of how a parallel computation can be “sequentialized” 
using techniques of interleaving. 
1.4. A First Approach to Stability 
In the definition of the evaluator in the previous section, the need of 
more than one copy of A, is a consequence of the semidecidability of the 
question it can reply to. If A, could always return an answer (positive or 
negative) to a question of the form “is a c x?,” then the previous algorithm 
could be rewritten to have a sequential computation with only one copy of 
A, activated in each instant. Our problem is that we are interested only in 
external agents which perform an effective work. There is, however, a way 
to modify the definition of external agent that partially maintains the 
ability to return control to the main program after a failure, without losing 
any effectiveness. Consider again our functional F: PR -+ PR of Section 1.2: 
F(f)=KO iff(0) = 0 orf( 1) = 0 
=a otherwise. 
Suppose we start with asking the agent A,-: “is (0,O) cf?” The idea is that 
the agent Af activates a program P for the recursive function f with input 
0 and checks if the result is 0. Of course, if the computation of P does not 
stop we are lost, but if it terminates with an output different from 0, why 
should not Af check the result and return the control to the main program’? 
In other words, if we ask a question of the form “is (0, 0} Ef ?,” we would 
like to receive from the agent A, a negative answer if (0, 0} is inconsistent 
with f (i.e., there is no upper bound for the set { (O,O),f)). 
Since we have an effective notion of inconsistency, it is thus natural to 
modify the definition of the agent A,, such that, if it is activated on input 
“do,” it can: 
- reply with success if d, E d 
- reply with failure if d, is inconsistent with d 
- diverge otherwise. 
We shall call it a partial agent. 
For example, in a constructive domain, the inconsistency of a compact 
element d, with a generic element d is always semidecidable; thus the 
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previous definition make sense. Unfortunately the use of partial agents is 
not enough for sequentializing the computation of a generic function, as 
the reader may easily convince himself. 
The case is completely different if we consider stable functions, instead of 
continuous functions. We now implicitly switch to the realm of coherent 
domains, since they are the simpler category with which to talk about 
stability. Coherent domains will be formally defined in Section 3; for the 
moment we shall work on the particular case of PR, whose description as 
a coherent domain is order-isomorphic to its description as constructive 
domain. 
We say that two elements f, g in PR are compatibile (or coherent), 
written f r g iff there exists h E PR such that f d h and g Q h. A function 
F: PR + PR is stable iff it is continuous (assume for the moment the Scott 
topology), and moreover 
forallf,gEPRftgimpliesF(fng)=F(f)nF(g). (*I 
For stable functions we can replace the notion of graph with the stronger 
notion of Trace. 
Let F: PR + PR be a stable function. The Trace of F is: 
Tr(F) = {(a, (m, n))/a E PR, a is finite, 
(m,n)~F(a),(t’a’~u,(m,n)~F(u’)=>u=u’)}. 
There is a bijective correspondence between stable functions and their 
traces: each F has a unique associated trace, and conversely F is completely 
determined by its trace by means of the equation: F(f) = 
{(m, n)Pa (a, (m, ~))EWF), acf 3. 
The main point is that if (a, (m, n)) and (a’, (m, n)) are both in Tr(F), 
then a is inconsistent with a’. 
Our goal will be to prove that we can use this property to sequentialize 
an “evaluator” for F (based, this time, not on its graph but on its r.e. trace). 
In other words we shall prove that every stable, computable function is 
computable by a sequential algorithm relative to a suitable class of external 
agents (two natural classes of agents will be discussed for coherent 
domains). 
1 S. Summary 
Section 2 briefly introduces the theory of oracles and formalizes our 
notion of sequential algorithm as a relative algorithm (or oracle-machine) 
of the theory of relativized computability. In Section 3 stable (computable) 
functions are defined formally as morphisms in the category of (construc- 
tive) coherent domains. In Section 4 we introduce partial oracles, which 
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formalize our notion of partial agent and show the similarity of the connec- 
tions: stable functions-sequential programs, regular sets-relative algo- 
rithms. In Section 4 it is proved that every stable function f between two 
coherent domains X and Y may be computed by an oracle-machine, which 
questions oracles that supply informations about elements in X. The 
converse is studied in the last section. 
2. ORACLES 
In this section we give a short introduction to the theory of relativized 
computability, recalling the main definitions of oracle, relative algorithm, 
and regular set. Some interesting known results are quoted without proof: 
the reference is (Rogers, 1967). 
An oracle is an external agent which supplies correct answers to ques- 
tions about a numerical set X. The questions concern whether an element 
n is in the set X, and the possible answers are yes or no. 
Usually the theory of oracles is applied to computing functions. In our 
context, however, we are instead interested in computing sets. The oracle- 
machines we consider are essentially automatons that recognize (accept) 
some inputs on a final state (i.e., when the automatons terminate their 
computation), after a session of questions to the oracle. 
Every formalism may be extended by the concept of call to the oracle, 
and so an effective list of all oracle-machines may be given. This list assigns 
to each oracle-machine an index. Let P, be the oracle machine with index 
2. To each oracle-machine Pz and to each choice of the oracle X there 
corresponds a set Wf’ (not necessarily r.e.) computed (accepted) by Pf’. 
If z is fixed and if some input ?c is given, we can effectively generate a 
(possibly infinite) diagram that describes all possible compuations for Wf, 
as X varies. This is done as follows: 
Take the input x. Begin the computation determined by P, until the first 
question for the oracle is asked. At this point the computation is sub- 
divided into two branches corresponding to the possible answers, yes or 
no. The process is then iterated generating a possibly infinite binary 
tree (Rogers. 1967, p. 131). For example, such a diagram may have the 
following structure: 
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Any branch of the tree determines two sets D’ and D”, where: 
D’ = {w/an aftirmative answer to “is w  in x” is used > 
D” = {w/a negative answer to “is w  in x” is used}. 
D’ and D” are always disjoint. 
Certain branches of the diagram may terminate (and therefore the input 
is accepted), and others may not. On any terminating branch D’ and D” 
are finite. Let D be an effective coding of the finite sets of natural numbers 
(as in Rogers), and W be a coding of r.e. sets. 
2.1. PROPOSITION. By an istance of the s-m-n theorem, there exists a 
recursive function h such that: 
W,+, = { (x, u, v >/a terminating branch exists in the diagram for P, 
with input x, such that D’ = D,, D” = D,}. 
Sets WhCzl are called relative algorithms. 
Later on the function h will always have the meaning of Proposition 2.1. 
The previous result suggests we can characterize relative algorithms in 
terms of appropriate r.e. sets. 
2.2. DEFINITION. (i) (x, U, u) is consistent iff D, n D, = @ 
(ii) (x’, u’, u’) and (x”, u”, v”) are compatible iff 
D,, n D,. = @ and D,. n D,. = 121. 
A triple (x, u, u) is consistent if and only if there exists at least one 
oracle X that realizes it, that is: D,, E X, D, G -X. (For typographical 
reasons we write the complement of X as -X). Two triples (x’, u’, v’) and 
(x”, u”, u”) are compatibile iff there exists at least one oracle X that 
realizes both of them. 
2.3. DEFINITION. W, is regular iff 
(a) (x, u, v) E Wz 3 (x, 2.4, u) consistent; 
(b) C<x, u’, 0’) E Wz and (x, u”, 0” ) E w; and (x, u’, vr> # 
(x, u”, v”)] + (x, u’, v’) and (x, u”, v”) not compatible. 
Condition (a) is clear. Condition (b) ensures the determinism of the 
computation w.r.t. a given input and a given oracle. 
Let h be as in Proposition 2.1. Then for all z every Wh,=) is regular. 
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2.4. LEMMA. There exist a recursive function CJ such that for all z, 
(a) WO,=) is regular 
(b) W, regular* Wolr,= W,. 
2.5. DEFINITION. W;= {x/(3u, v)[(x, u, v) E WaCs), D,cX, D,.c -Xl ;. 
2.6. DEFINITION. Let W_, W, be two regular sets: 
w,z w, iff VX, W,” = W;Y. 
2.7. PROPOSITION (Blum). Let h be as in Proposition 1.1. Then for every 
regular set A there exists z such that A z W,,,,. 
2.8. Remark. The previous result is stated in Rogers [1967, p. 1321 in 
a stronger but erroneous form, with “=” instead of “ zz _” A counter- 
example is easily found: take the regular set 
W;=i(O, (139 {2)X (09 (21, {3f), (0, (3}, {l})), 
where we have replaced the indexes of finite sets with the finite sets them- 
selves. 
This set cannot be derived by any diagram on input 0, that is, it does not 
directly define a sequential program. Indeed suppose that the first question 
asked to the oracle is that concerning 1 (the other cases are symmetric); 
then eventually 1 must appear (as positive or negative occurence) in any 
triple (0, u, v) associated to terminating branches of the diagram, and this 
is not the case in W,. 
It is not difficult to find an index t such that the relative algorithm W,,,, 
associated to the the oracle machine P, is equivalent to Wz in the sense of 
2.7: consider, for example, the set 
{a (1h {2D, (0, {1,2}? (3)X <0,{2), (L3)h 
(0, C2,3}% V)h (0, {3}, {1,2})) 
derived by the diagram: 
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As should be clear from the example, the relative algorithm Whcrj may be 
effectively derived from WZ by a sort of “completion technique” for the 
triples. In particular, there exists a recursive function f such that if Wr is 
regular, then W,x WhcfcZIJ. We will return later on to this point, because 
this “sequentialization” of regular sets creates some problems with 
partiality. 
3. CONSTRUCTIVE COHERENT DOMAINS 
Coherent domains were intoduced in Girard (1985, 1986) as models for 
linear logic and the system F of variable types. 
3.1. DEFINITION. A coherent structure is a pair ( ) XI , r ), where 1 XI is a 
set, and t is a binary, reflexive, commutative relation on 1 XI. The 
elements of 1 XI are called points, and the relation r is called coherence. 
The coherent domain (Ch.D.). associated with ([Xl, 7 ) is the collection X 
of all subsets of ) XI whose elements are pairwise coherent. The elements of 
X are ordered by set-inclusion. 
The coherence relation is extended on elements of X in the obvious way, 
that is, A 7 B iff A v BE X, Then: 
(4 @X 
(b) X is closed under directed union 
(c) (AEXand BsA)*BEX. 
3.2. DEFINITION. Let X, Y be two coherent domains. A function 
F: X+ Y is stable iff 
(a) F is monotonic 
(b) for every directed set D in X, F( u D) = u F(D) 
(c) VA, BEXA~B=-F(AnB)=F(A)nF(B). 
3.3. DEFINITION. Let F: X-r Y be a stable function. The Trace of F is: 
Tr(F) = {(a, z)/a E X, a is finite, z E 1 Y 1, z E F(a), 
(Vu’su, z~F(u’)*u=u’)}. 
F is completely determined by its trace by means of the equation: 
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Note that the correspondence between stable functions and their traces is 
bijective. 
3.4. DEFINITION. A function F: X-+ Y is linear iff it is stable and, 
moreover. 
VA, BE X, AtB=s-F(AuB)=F(A)uF(B). 
3.5. PROPOSITION. A function F: X + Y is linear if and only if 
(a,y)ETr(F)~3xEIXI,a= {x}. 
That is, a fuction F is linear iff its trace is a set of pairs of the form 
({x}. y) with x in 1x1 and y in 1 YI. 
3.6. DEFINITION. Given a Ch.D. X, !X (following Girard’s denomina- 
tion you should read it “of course X”) is the coherent domain associated to 
the following structure: 
I!XI = {aIaEX,aisfinite} 
a t a’ iff a and a’ are coherent as elements of X. 
A relevant property of coherent domains is that there is an isomorphism 
between the stable functions from X to Y and the linear functions from !X 
to Y (the simplest way is to check the isomorphism between the traces of 
the functions). Note that this isomorphism was the first hint which led 
Girard to the definition of linear logic, where the connective of implication 
is broken down into two simpler connectives: “linear implication” and “of 
course.” The category of coherent domains and stable functions is Cartesian 
closed. Let us see how the function space Yx of two coherent domains X 
and Y is defined. 
Notation. the symbol t t is used to represent strict coherence, that is 
Af tBiff AfBand A#B. 
3.7. DEFINITION. Let I YxI = {(a, z)l aE X, a is finite, ZE I YI >. More- 
over let (a, z) t (a’, z’) iff 
(i) aT ta’ [modX]*zf tz’ [mod Y] and 
(ii) at a’ [mod X] S-Z fz’ [mod Y]. 
Then Yx is the arrow domain. 
Conditions (i) and (ii) may be stated equivalently as 
(a, z) = (a’, 2’) Or zt tz’ or (not ata’). 
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Every element of YX is a trace of some stable function from X to Y. 
Conversely, if F: X-+ Y is stable then tr(F) E YX. 
The next step is to show that the whole construction may be carried out 
in an effective way. Our work is similar to that developed for the construc- 
tive domains, but a little simpler (see Giannini and Longo, 1982). 
3.8. DEFINITION. A constructive coherent structure is a triple 
(I*19 t , elxl) s.t. 
(a) (1 XI, t ) is a coherent structure 
(b) elx, : w  + 1 X( is surjective 
(c) {(i,j)lelx,(i)=eix,(j)} is recursive 
(d) { (i,j)le,.,(i)te,,,(j)} is recursive. 
The Ch.D. associated with ([Xl, t, e,,,) is just the Ch.D. associated to 
(IX13 t 1. 
Let X be the Ch.D. associated with (I XI, t, e,,,), and let D: w  + Pmfin 
be an effective coding of finite sets. Conditions (c) and (d) of Definition 2.7 
ensure that Vi,j it is also decidable if: 
(i) elxl(Di)EX 
(ii) elxl(Di)~elxl(Dj) 
(iii) elxl(Dj) t elxlPj). 
3.9. DEFINITION. A E X is computable iff {i I e, x,(i) E A } is r.e. Let X, be 
the collection of computable elements of X. 
3.10. LEMMA. There exists a recursive function z such that for all i in o: 
elxl(w,,i,)EX(E Xc) 
Proof: Easy. 
Let e,: o + X, be the function defined by ex(i) = e,,,( WrCi,). e, is an 
effective total numeration of X,.. 
3.11. DEFINITION. The constructive coherent domain (C.Ch.D.) associated 
with (IN, t y eIxI) is the numbered set (X,, e,), where X, and e, have the 
meaning previously specified. 
Note that a C.Ch.D. is not a coherent domain, in the same way that a 
constructive domain is not a Scott domain. Only r.e. directed sets have 
lubs. 
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3.12. DEFINITION. Let (I XI , T , e,,,), (I YJ, t, e,,,) be two constructive 
coherent structures, X and Y the associated Ch.D.s, and F: A’-+ Y a stable 
function. F is computabIe iff there exist a r.e. set IV= st. (m, n) E W= iff 
(e,,,(D,), e, y,(n)) E Tr(F). We say that W, is the r.e. trace of F. 
Note that if F: X + Y is computable then FI xr: X, -+ Y, . 
The previous definition is not as obvious as it may seem. Indeed it does 
not cover all the intuitively computable stable functions! Take for example 
the domain of two elements 1 = (4, { 11) and the domain RE of recursive 
enumerable sets. These are both C.Ch.D. Let F: 1 + RE be the stable 
function defined by 
where K is a r.e. not recursive set. This function is intuitively computable 
(it is computable in the sense of the constructive domains of Scott) but it 
is clear that it does not have a r.e. trace. 
The problem, in general, is the following: given an r.e. graph (in the 
sense of Scott) of a stable functi0n.L there does not exist an effective way 
to construct its trace (for all possible output z there is no effective way to 
find the minimal input information a such that z~f(a)). 
However the computable functions of Definition 3.12 correspond to the 
computable elements of the domain Y” w.r.t. Definition 3.9 and this is the 
essential fact. 
The results in the following paragraphs give also a hint to understand 
why this is a good notion of computability in this framework. 
3.13. LEMMA. If (IXl,T,elxi) and (I Y 1, T, e, yI ) are constructive 
coherent structures, and X, Y are the associated Ch.D.s, then also Y” is 
associated with a constructioe coherent structure. 
Proof (Hint). Define e, ye, : o + I YXI in the following way: 
el P/ Cm, n> = (elxl(Dm), el rl(n)). 
Obviously it is surjective. Condition (c) of Definition 2.6 is trivial. Condi- 
tion (d) follows from the fact that the problems (i), (ii) of Definition 2.4 
become decidable when dealing with constructive coherent structures. 
3.14. PROPOSITION. The category which has Ch.C.D.s for objects and 
stable functions with r.e. traces for morphisms is Cartesian closed. 
Proof: Easy. 
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4. PARTIAL ORACLES 
In the spirit of our work we use the concept of oracle only for simulating 
the calling mechanism to an external agent, and thus, instead of the usual 
approach, we are only interested in external agents which perform an effec- 
tive work. Following the classical guideline, this would mean restricting 
our attention to oracles on recursive sets only. A very typical case which 
is not covered by the classical approach is that of questions concerning an 
r.e. set for which a partial information about the complement may be effec- 
tively given. Suppose, for example, that it is asked whether a formula 
belongs to a consistent theory; one can also check if the formula is incon- 
sistent with the theory. By this, one effectively obtains a partial but surely 
interesting “negative” information. This leads us to a natural extension of 
the concept of oracle with partiality. 
4.1. DEFINITION. A partial oracle is an external agent, distinguished by 
a pair of disjoint sets (A, A’), that accepts questions of the form “is n in A?” 
and whose answer is: 
yes-if n is in A 
no-if n is in A’ 
divergent-otherwise (in this case the whole computation becomes 
divergent). 
We say that A and A’ are, respectively, the positive and negative infor- 
mation of the oracle. The domain of all partial oracles is just T”. This 
domain was introduced by Plotkin for use in denotational semantics of 
programming languages, and it seems to fit particularly well in the world 
of coherent domains (the author proved that !T” is an universal domain 
for all countably-based coherent domains; the reader who is interested in 
this result can consult Asperti and Longo (1990) Longo (1987). 
4.2. DEFINITION. T” is the CPO (T”, < ), where 
7”= {(A, A’)/Aso, A’GCO, AI-IA’=@} 
(A, A’)<(& B’) iff AsB and A’ c_ B’. 
Note that (A, A’) u (B, B’), if it exists in T”, is (A u B, A’ u B’), and 
(A, A’) n (B, B’) = (A A B, A’ n B’ ); moreover, (A, A’) 1 (B, B’) iff (A, A’) u 
(B, B’) exists in T”, or equivalently, iff A n B’ = @ and A’ n B = 0. 
T” is a coherent domain, and indeed an alternative (order isomorphic) 
definition is: 
(1) ~T”~=~(n,O)/n~~}u{(n,l)/n~~). 
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(2) (m, c) T (m’, c’) iff m fm’ or c = c’ (that is, the only pairs of 
incompatible points are of the form (n, 0), (n, 1)). 
Note also that the previous coherent structure may be given constructively. 
A partial-oracle machine has the same structure as an oracle machine. 
Definition 2.5 may be easily extended on partial oracles in the following 
way: 
4.3. DEFINITION W,(A, A’) = {x((3u, u)[(x, u, u) E Wg(zj, D, c A, 
D,EA’]). 
Note that Wf = W!“. PA). An oracle (A, A’), where A’ = -A is called 
total. 
4.4. THEOREM. Let F: T” + PO. F is stable and computable (see Defini- 
tion 3.11) if and only if there exists z E w such that: 
V(A, A’) E T’” F(A, A’) = Wy.A” 
Proof (t ) let F: T” -+ Pw be defined by F(A, A’) = WY, A”. In order 
to prove the stability of F we must check that: 
(a) it is continuous 
(b) if (A, A’) t (B, B’) then F(A, A’) n F(B, B’) = F((A, A’) n (B, B’)). 
Continuity is trivial. 
For (b): F( (A, A’) n (B, B’)) c F(A, A’) n F(3, B’) by monotonicity of F. 
Conversely, suppose x E WiA, A’) n W!“, B’). Then: 
(W, u’)[(x,u’,u’)E W, ,=,, D,.GA, D,.EA’] 
(W’, o”)[(x, u”, u”) E W+,, D,. G B, D,,, c B’]. 
By the hypothesis A n B’ = a, A’ n B = @, which implies 
D,. n D,., = Qr and D,.. n D,,. = 0. 
The triples (x, u’, u’) and (x, u”, u”) are then compatible and, by defini- 
tion of regular sets, they must be equal. We have 
D,. = D,,, G A n B and D,. = D,.. s A’ n B’, 
which implies x E Wz(A, A’) n (B, B’). 
In order to prove that F is computable, just note that 
Tr(F) = {((D,, D,), X)/(-T u, u> E Wocz,) 
that is obviously r.e. 
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(+ ) (Hint). Let F: T” + PO be stable and computable and let T be its 
r.e. trace. For a suitable coding of the finite element in T”, the elements of 
Tare of the kind ((u, u), n)), where ((u, u), n)) E Tiff ((D,,, D,,,), n) E Tr(F). 
Now, let then W, = {(n, u, u)/((u, a), n) E T}. It is easy to check that W2 
is a regular set and that V(A, A’) ET”, F(A, A’) = WI_A..4’). 
The previous result strongly relates stable functions and regular sets. It 
was the first result proved and in a sense, motivated our work: it was 
surprising to find out that the new and odd concept of stability has 
such a natural relation to “old” regular sets and oracles of relativized 
computability. 
Unfortunately, one problem with partial oracles is that Blum’s nice result 
in 2.7 no longer holds; that is, in general, for every regular set W= there 
is no relative algorithm WhCrj such that for all partial oracles (A, A’), 
~‘4 A’) = wI;;‘;,A’). 
Take, for example, the regular set Wz= ((0, {l}, {2}), (0, (21, {3)), 
(0, (31, Wj ofR emark 2.8. Consider now a generic diagram on input 0 
and suppose that the first node of the diagram concerns the number n. In 
Wz there is at least a triple which permits acceptance of the input 0 inde- 
pendent of the answer to that question; but if an oracle (A, A’) diverges on 
the question concerning n (that is, n 4 A u A’) one has no way to accept the 
input. For example, take the diagram of Remark 2.8 associated with the 
relative algorithm Wh,,,= { (0, {l)., {2}), (0, (1, 2}, (3)), (0, {2),, 
(1, 3)), (0, (2, 31, {l}), (0, (3}, (1, 2))}, and consider the oracle 
((2}, (3)): then OE Wli2), 13)), but O# W#f,““:‘. 
The previous considerations suggest a rewriting of Blum’s theorem, 
where what may be lost in the passage from regular sets to relative 
algorithms is stated more clearly. 
4.5. BLUM'S THEOREM. For each regular set W2 there exists a relative 
algorithm Wh,,, such that for all oracles (A, A’), if (A, A’) is total then 
~‘4 A’) = WC&A”, 
i 
Thus, in the presence of partiality, we can no longer use the simple 
definition of regular sets to define (to within z ) relative algorithms. 
However, Theorem 4.5 concerns the whole domain of partial oracles; what 
if we restrict our attention to a sub-class 0 of partial oracles? Are there 
interesting classes 0 of partial oracles such that every regular set (possibly 
with further conditions) has an associated relative algorithm which 
computes the same function? These questions will be considered in the 
following sections. 
Note, however, that every relative algorithm defines a regular set; there- 
fore as an immediate corollary to Theorem 4.4 we conclude that the calling 
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mechanisms to external agents is always stable with respect to the answers 
they return, or more formally: 
4.6. THEOREM. Every relative algorithm computes a stable function from 
T’” to PO. 
5. STABLE FUNCTIONS AS RELATIVE ALGORITHMS 
Here we show that every linear computable function f between coherent 
domains X and Y may be computed by an oracle machine questioning a 
class of oracles defined in a very natural way. 
Every oracle Oj supplies information for the element ex(i) of the domain 
X of the function. The kind of questions answered by the oracle Oi are of 
the form: “e,,,(m) E ex(i) ?,,. Moreover, the oracle may return control to the 
main program (after a failure) if not(e,,,(m) t ex(i)). 
The result is then generalized to stable functions using Girard’s basic fact 
that stable functions from X to Y are linear functions from !X to Y. 
5.1. LEMMA. There exist two recursive functions p, q s.t. for all i in CO, 
Wptij = {m I qxl(m) E eAi)l 
Wq~ij= (mlnot(e,.,(m)te,(i))). 
Proof: Trivial. 
Note that p is just z of Lemma 3.10 (or better, for every i, Wpfij= W,(,,). 
Moreover, for every i, WpCij n Wqtrj = @. 
The class of partial oracles we consider is 0 = {( WPti), WqCi))}icw. We 
say that Oi= ( WPCi), WqCi,) is the oracle for i. 
In dealing with linear functions we can use a simplified notion of r.e. 
trace (see Definition 3.12) without introducing a coding of finite sets. We 
say that W, is a linear r.e. trace if: 
(m, n)E W, iff ( (elxl(m)>, el yl(n)> E ‘WO 
Of course, for linear functions, we can pass effectively from linear r.e. traces 
to r.e. traces and conversely. 
Let W, be the linear r.e. trace of a linear computable function f: X+ Y. 
To compute f (ex(i)) one has to generate the r.e. set of its points; that is, 
one needs an algorithm which, for all n and i in o, semidecides the question 
“e, rl(n) Ef (ex(i))?.” 
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Let IV,, n = {m/(m, n) E Wz}. Schematically, the algorithm is the follow- 
ing: 
take input i 
let 0 = ( Oi) in: 
(take input n 
repeat : 
let m be a new element in Wz, n 
activate 0 on question “m” and wait for the answer 
until answer = yes 
accept the input n). 
The code between brackets forms the Main Program; note that it is inde- 
pendent of the particular choice of the oracle. 
Why does the previous program work? We need only consider the 
possibility of divergence by the oracle. Suppose that an oracle for i does 
not terminate on input m. Then surely (e,,,(m) t e*(i)). We claim that for 
no other m’ in Wz,.(e,,,(m’)~e,(i)), and thus the non-termination of the 
oracle is unimportant. Suppose otherwise, that is 3m’ E W,,, such that 
e,,,(m’) E EX(i); we have then: 
and this contradicts the definition of trace. 
The previous program suggests a way to define a relative algorithm 
associated with every r.e. linear trace of computable linear function. 
5.2. DEFINITION. Let Wz= {(m,, n,), (m,, n,), (m,, n3) ... > be a r.e. 
linear trace. Let -c= be the order of generation of its elements (w.r.t. a fixed 
enumeration algorithm). The regular set associated with W, is 
W,,,,=((n,u,u)l3m(m,n)~W;,D,=(m}, 
V(m’,n)E W=[(m’,n) ~~(m,n)orn’~D,]}. 
5.3. PROPOSITION. For all z, the regular set W,,:) is also a relative algo- 
rithm, that is, if h is the function of Proposition 2.1, Vz 3t, W,(=, = W,,(,,. 
ProojY Just note that WrCzJ is derived by diagrams for the Main 
Program defined above. 
Note also that t may be derived effectively; that is, there exists a total 
recursive function f such that Vz, WrCz, = Whcrc;,,. 
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5.4. THEOREM. Let F: X + Y be a linear and computable function, W, its 
r.e. linear trace and W+, the associated regular set. Then, for p, q is in 
Lemma 5.1: 
Proof 
e, y,( Wiz”X w”“‘) 
F(e,(i)) = e, y,( Wizi’p”‘. w”‘J”). 
= el yI {n/h UK<4 u9 0) E Wrlr,.-)), D, G Wpci,, D, G WqciJ > 
=q yfinl(k VIII< 4 14 f~> E Wrfzlr D, 5 Wpci,, DE, G Wqc,J > 
= el yI (n/3m(m, n) E W,, D, = {m}, V(m’, n) E W,[ (m’, n) 
< = Cm, n > * m’ E D,l, D, s Wp(i,,Do c Wy(i)} 
=e, y,(n/3m (m, n) E W,, V(m’, n) E W,[(m’, n) 
<= Cm, n> *m’ E Dbl, m E Wpci,, D, E Wqci,} 
=qyI{n/3m Cm,n)EW,,mE Wpc,,) 
(indeed by Definition of trace, m E Wpli, S. D, z WyCi,) 
=qyl(n/3m Cm, n> fz W., elxl(m)Ee,(i)} 
= iei yi(n)/3elxl(m)({el,~,(m)f, eiylW l Tr(f’), (ei,dm)> cex(4} 
= F(e,(i)). 
5.5. COROLLARY. Let F be as in Theorem 5.4. Let s be a recursive 
function s.t. WJCIJ = Wi,T”, wq”“. Then, F(e,(i)) = e y(s(i)). 
Proof: By definition of ey. 
We have proved so far that every linear computable function F: A’-+ Y 
is computed by a relative algorithm on the class of oracles 
O= {( wp(i), wqti))lico3 where p and q have the meaning of Lemma 5.1. 
But every stable function from G: X+ Y can be regarded as a linear 
function from !X to Y. This suggests that if we modify our class of oracles 
a bit, we can compute every stable function by means of a relative 
algorithm. 
5.6. LEMMA. There exist two recursive functions p’, q’ s.t, for all i in w, 
Wp~ci) = im I elxl(D,) G eAi)> 
Wq~ci) = {ml nWqxl(D,) T eAi))}. 
Proof: Trivial. 
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5.7. THEOREM. Let F: X+ Y be a stable and computable function, and 
Wz its r.e. Then there exists a total recursive function f such that WfCz, is a 
relative algorithm and 
F(ex(i)) = e, y,( WJ$+ W,i,l) ). 
Proof(Hint). Just note that the two functions p’ and q’ are essentially 
the functions p and q when “ex(i) is seen as an element in !X.” A formal 
proof can be derived in two ways: by formalizing the phrase in the quota- 
tion marks, or by an easy rewriting of Propositions 5.2-5.5. 
6. STABLE FUNCTIONS AS REGULAR POSITIVE SETS 
In the previous section we proved that every stable computable function 
may be computed by an oracle machine on the class of oracles 
0 = wjw Wq’(iJL where p’ and q’ have the meaning of Lemma 5.6. 
The converse is not true, that is, if Wz is a relative algorithm which defines 
a function F: XC + Y, by F(e,(i)) = e, yI( W~(wp’l+ wq”l”), F is not necessarily 
stable. The function F is in fact a composition of two functions: G: XC + T” 
and H: T” + Y defined by 
G(edi)) = (Wp*(i), Wq’(i,) 
H(A, A’) = e, r,( WY, A”). 
H is stable; the problem is the stability of G (in particular the stability 
of the “negative” half). 
When I first discovered that not every relative algorithm defines a stable 
function I was very unpleasantly surprised, since I was quite confident of 
the converse. After a while I realized that the notion of relative algorithm 
does not fully represent the idea of“‘lega1” algorithm I had in mind. The 
reason is that from my point of view the program should use the “negative” 
answer from the oracle in a very “passive” way, that is, only to ask new 
questions, until it obtains a positive answer. This is not what happens with 
relative algorithms, which do not use positive and negative answers dif- 
ferently. This behaviour seems to imply that the relative algorithm already 
knows why the oracle will be able to give a negative answer, that is not in 
the spirit to regard the negative information A - of an oracle (A +, A - ) as 
an “approximation” of the complement of A. So we must look at a refme- 
ment of our notion of oracle machine. 
The goal of this chapter is to to find a complete characterization of 
stable and computable functions by means of particular regular sets, called 
positive; moreover, we prove that for every positive regular set there is a 
relative algorithm which computes the same function. 
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As in the previous section, (I XI, t, elru,), (I Y / , t, e, ,, ,) are constructive 
coherent structures, and X and Y are the associated Ch.D.s. p’ and q’ still 
have the meaning of Lemma 5.6. Theorem 6.1 below is the main general 
fact of this paper. In a sense, it may be viewed as the result corresponding 
to the fundamental Myhill-Shepherdson theorem for Scot domains. In that 
case computable continuous maps are characterized in terms of recursion 
theory (i.e., recursive functions over indices). Now computable stable func- 
tions are understood in terms of relativized recursion theory (i.e., oracle 
machines over effective partial oracles). The proof of 6.1 will require some 
work. 
6.1. THEOREM. Let F: X + Y. F is stable and computable iff there is a 
regular set W,, such that: 
(a) Vie co, e, y,( W,f”p”‘)= F(e,(i)) 
(b) t/j E o, W;w,(c = W;“PW “bd. 
Remember that, in our notation, Wzwplzl= WLwp(ll, - wp(l)J; see Defini- 
tion 4.3. 
For the “only if” part of Theorem 6.1 we have only to repeat the 
proof of Proposition 5.4 (in the case of stable functions), since 
Wl,y’), “‘q’lI’ = WpT;‘. The last part of this section is devoted to the proof of 
the “if” part. 
6.2. DEFINITION. Let 0 G T”, and Wz be a regular set. A triple 
(x, u, o) is realizabIe in 0 iff there exists (A, A’) in 0 such that D,G A, 
D,. c A’. 
In the following we shall work on the class of oracles 
O= (( wpCi19 Wq(i))}iew. 
6.3. DEFINITION. A triple (x, u, u ) is positive iff Vn E D, not 
[e,,,(D,) t a], where a= U fe,,,(D,)lm~D,). Note that it is decidable 
if a triple is positive. A regular set is positive iff every realizable triple is 
positive. 
The meaning is the following: if a triple (x, U, u) is positive, then every 
oracle ( Wpti,, WqCi,) in 0 which satisfies “the positive half”; that is, 
D,G Wpri,, eventually satisfies the negative one, that is, D,G WqCi,. 
Let r be the function of Definition 5.2. Note that, for all z Wrlrl is 
positive by definition of trace. 
6.4. LEMMA. Let W, be a regular set. Vi E co, W-y+] = WIwp(+ wq(l)) if and 
only if Wz is positive. 
Proof: The if part is trivial. 
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Conversely suppose there exists (x, U, o) E W, not positive. Let 
e(i)=U {e,,,(D,)/mED,}. Then there is nED,: [e,,,(D,) r e(i)]. 
Obviously x E W-!‘D(~), and by the hypothesis, x E WL&l+ wqclj). 
However, x cannot be in WL”j’p(+ W~(lj’ by virtue of the triple (x, U, u) 
because D, is not contained in Wqti,. There must exist another triple 
(x, u’, v’) such that D,. z Wpc,, and D,. c Wqcj,. Then, by definition of 
regular set, (x, U, v) and (x, a’, u’) must be incompatible. However, 
D, n D,, = 121, and then eventually not[D,. n D, = @I. Let n’ E (D,, n D,). 
Then n’E Wpcij, which implies e,,,(D,.)ce(i), and because ~‘ED,, the 
triple (x, U, u) is not realizable in 0. 
6.5. COROLLARY. Let W, be a positive regular set. Let (x,u’, v’), 
(x, u”, u”) be two positive triples in W2, and e(i) = IJ {e,,,(D,)I rnE D,,}, 
e(j) = U 1 e,xl(Dm)l m E D,,.}. Then not[e(i) t e(j)]. 
6.6. COROLLARY. Let W, be a positive regular set, and (( Y 1, t, e, y,) a 
constructive coherent structure. Suppose that for all i in w E e, y ,( Wzw~~S~) is in 
Y. Then, Wtc2) = ((m, n)13(u, u)(n, u, v> E W;, (n, u, V) is positive, and 
elxl(Dm)= U h(&N=D.H IS a r.e. trace. Moreover, t is recursive. 
Proof: Immediate by Corollary 6.5. 
Given the hypothesis of Corollary 6.6 there exists an effective way to 
generate all the regular sets with only positive triples, such that: 
for all i in w, e, r,( WL!pllJ) is in Y. (*) 
Indeed (*) is true iff given (n, u, u), (n’, u’, u’)E W,, 
notCe, ,I(D,) t el ,I(DJI 
=-tC(U {elxl( D,)/mED,)) t (U ~eIxl(Drn)/m~Du~~)l 
and one can sequentially “read” the regular set; check the “wrong” triples 
(w.r.t. those accepted so far) and refuse them. 
6.7. COROLLARY. Let F be the function whose r.e. trace is W+, as 
defined in Corollary 6.6. Then F(e,(i)) = e, y,( Wpl)) = e, r,( W~“p(+ wq(l))). 
Prooj More or less immediate. 
This concludes the proof of the Theorem 51. 
6.8. THEOREM. For eoery positive regular set Wz (w.r.t. (I XI , t, e, X,) 
and (I YI, t, e, y,)) there exists a relative algorithm W, such that for all i 
in 0, 
e, y,( W~wPfllw41~))) = e, *,( W~wPt”wV(0)). 
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ProofY Given the positive regular set define a trace as in Corollary 6.6, 
and then, from this trace, redefine a relative algorithm as in 5.2-5.3. 
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