Abstract In this work, we propose a probabilistic approach for the detection and the tracking of particles on biological images. In presence of very noised and poor quality data, particles and trajectories can be characterized by an a-contrario model, that estimates the probability of observing the structures of interest in random data. This approach, first introduced in the modeling of human visual perception and then successfully applied in many image processing tasks, leads to algorithms that do not require a previous learning stage, nor a tedious parameter tuning and are very robust to noise. Comparative evaluations against a well established baseline show that the proposed approach outperforms the state of the art.
Introduction
The development of techniques for fluorescence over the last years has led to the collection of huge amounts of biological data, that require the use of automatic image processing techniques to be analysed quantitatively [3, 8, 12, 2, 9] . Generally, the objects of interest appear in the image as bright subresolution spots (see Fig.1 ), commonly called particles possibly aggregated, over a widely varying background intensities. In addition to the aberrations introduced by the imaging process, the particles may have a diffraction limited appearance and, specially in living cell imaging, the signal-to-noise ratio (SNR) is typically very low. To the poor data quality, the analysis of time-lapse sequences adds further challenges since it often requires the extraction of multiple heterogeneous motion trajectories with appearing/disappearing objects.
Currently, many methods exist for the detection (spatial) and tracking (temporal linking) of particles, but most of them are ad-hoc solutions for a specific scenario or result from the adaptation of well known existing image analysis techniques more than from new advances in the field aiming to satisfy the requirements of the biological community.
Generally, available methods for particle detection can be classified into supervised and unsupervised. Supervised methods [17, 13] learn the particle appearance from annotated training data consisting of positive and negative samples. Unsupervised methods assume some particle appearance model and rely on different filtering and detection techniques deriving from Gaussian approximations of the point spread function [22, 28, 24, 25, 21] , or from wavelet decompositions [18, 19, 30] , or from region-based approaches [6, 5] or from mathematical morphology [29, 15] . From the quantitative comparison of particle detection methods made by Smal et al. [23] , supervised methods such as Fisher discriminant analysis (FDA) [16] and ADABOOST [14] achieve better perfomances but at the price of a cumbersome training stage that may possibly introduce a bias.
Existing algorithms for tracking multiples particles can be broadly classified into deterministic and probabilistic approaches. Typically, deterministic approaches act by first estimating the position of each particle in each frame independently and then by linking particles in successive frames. Instead, probabilistic approaches include a spatio-temporal filtering mechanism which allows to better exploit temporal information capturing the uncertainty of the measures due to noise (random variations) and other inaccuracies.
A recent work published on Nature Methods by Chenouard et al. [7] has collected the results of an open competition organized in 2012 to which participated 14 teams. The challenge was to test detection and tracking algorithms of each team on common simulated data sets, representative of different biological scenarios, and to evaluate their performances by using a common set of evaluation criteria. This study indicates that, at present, there exists no universally best method for particle detection and tracking since a method reported to work for certain experiments may not be the right choice for another application. In particular, it has shown that most available tracking techniques cannot cope with high levels of noise and high particle density.
In this manuscript, we propose a probabilistic approach for the detection and the tracking of particles in biological images and we show its advantages over existing ones in terms of control of false alarms, robustness to noise and reduced number of tuning parameters. The contribution of this paper is twofold: first, we address the detection problem by a-contrario framework firstly introduced by Desolneux et al. [10] , that assures that no detection of particles can be made in random noise; second, we quantitatively evaluate on the 2012 Particle Tracking Challenge data the performances of a recently proposed method for particle tracking, also based on the a-contrario framework, that takes the proposed method for particle detection as input.
In the next section, we recall the formalization of the a-contrario framework that will be used in section 3 and section 4 to explicit the a-contrario model Fig. 1 Example of particles corresponding to protein aggregates into bacteria cells visualized through a fluorescence microscopy. for particle detection and particle tracking respectively. In section 5 we report quantitative comparisons. Finally, in section 6, we draw some conclusions.
The a-contrario framework
The a-contrario framework rests on a perception principle stated by Helmholtz following which the human visual system detects structures in a group of objects when their configuration, according to one or several Gestalt laws, are very unlikely to happen by chance in a random setting. Basically, the a-contrario methodology requires two ingredients: a naive model, that describes typical situations where no structure should be detected and one or several measurements defined on the structures of interest. The measurements should define in what way an observation can be significant and it is usually related to the visual saliency of the structure. More formally, if the measurement function is high when the structure is pregnant, we can relate the amount of surprise when observing the measurement x to the probability P (X > x), where X is the random variable corresponding to the distribution of x in the naive model. We will usually have several measurements and in the classical a-contrario framework the amount of surprise will be measured by a Number of False Alarms (NFA), defined formally as follows.
Definition 1 (Number of False Alarms) Let (X i ) 1≤i≤N be a set of random variables. A family of functions F i (x) i is a NFA (number of false alarms) for the random variables (X i ) i if
(as usual, the notation "#S" stands for the cardinal of the set S).
The NFA ensures that the average number of detections made in the naive model (false detections) at level is less than . Such detections are said meaningful.
A-contrario particle detection
To apply the a-contrario framework to the detection of particles, we need to specify the naive model H 0 as well as a statistical measurement function m able to characterize the visual saliency of the particles we are looking for. As naive model, we take the realization of a Gaussian stochastic process with mean µ and standard deviation σ (H 0 = N (µ; σ)). In such random image, all image pixels are independent random variables with uniform probability distribution over some interval and therefore no structure should be detected. As measurement function to be performed at any given location (x, y) of the image grid T , we consider the local contrast of a small patch centered at (x, y) with respect to its local background.
As observed by Grossjean and Moisan [11] , modeling the local context is necessary to bypass the sensitivity of the observer to low frequencies in the detection task. To this goal, we define the statistical measure m as the difference of one principal measurement, say m 1 , defined on a disc of radious R centered at (x, y) representing the detection area, and a context measurement, say m 2 , defined on a ring surrounding the previous disc of radious R, with (α > 1) (see Fig.2 ). Since a particle should be characterized by an high measurement function in the inner disc and a low measurement function in the outer disc, assuming that different particles are not too close so that the inner discs centered at them do not overlap, a particle detection occurs when m = m1 − m2 is high. In addition to cancel the low-frequency components of the single measure m 1 , the measure m yields detection thresholds independent of µ, which is valuable when the precise value of µ is not known. In a sense, m 2 can be considered a local estimate of µ. The NFA that takes into account the local context is as follows. Definition 2 (NFA for the model with contrast to the context) Let u be an image, let T be its grid and let s 1 and s 2 be two circular, concentric measurement kernels. A number of false alarms associated to the measurements
where |T | is the number of points of the image grid, N (µ; σ) is the normalized 2-dimensional Gaussian white noise, φ 1 = s 1 * N (µ; σ) and φ 2 = s2 * N (µ; σ) are the random variable following the naive model distribution in s 1 and s 2 respectively that differ in the L 2 sense, and Φ c (t) =
dt is the tail of the normal distribution.
The random variable
πR 2 ) in the naive model. In practice, for a given (that specifies the NFA and is usually taken to be 1) we perform at every pixel location i the following test:
where σ is an estimation of the standard deviation of naive model and
We shall say that the i−th point of the image grid T is −meaningful,
, the standard deviation σ is set once for all and generally has to be estimated. In presence of both high and low contrasted spots, this could be problematic since if the estimation of σ is bigger than the real noise standard deviation, low contrasted particles are missed. For the opposite case, since high intensity values have a larger dynamic range than low intensity values, as soon as the measure m become positive, it is very likely that m becomes big compared to the global estimate of σ. In these conditions, even in locations very bad centered near a real particle, the NFA is small leading to very widespread detections, while in our understanding the only meaningful part is the center of the particle. In order to detect without any bias low and high contrasted particles we relax the weight due to the contrast by replacing the global estimation of σ by a local estimation on the local context, say σ l . This choice leads to a redefinition of the naive model, that becomes a Gaussian white noise with a local standard deviatio nσ l . 
Particle spreading estimate and hiding process
The proposed detection approach leads to a natural particle spreading estimation which allows to quantify the amount of fluorescence of a particle. For a given particle location, once α is set, ratio
is a function of R, the inner radius of the model. This function depends solely on the local contrast and its maximum gives an estimate of the particle spreading. In fact, as it can be observed in Fig. 3 , for a 2D-circular Gaussian particle, the maximum of the ratio
is proportional to the spread of the Gaussian. Let
be the estimation of the particle spreading. The function Fig.3 , for a local model centered on a 2D−circular Gaussian function with a standard deviation σ = 10. In this case R opt = 1.45σ. The function Fig.3 for a local model centered on a 2D-circular Gaussian function with a,standard deviation σ = 10. In this case R opt = 1.45. On real images, we compute the particle center locations for a given model and a given as the gravity center of -meaningful connected components. The function
is computed on each detected center and its maximum R opt gives a radius estimation.
The particle spreading estimation is also useful to improve the algorithm performances: when small and low contrasted particles are very close to large and high contrasted one, their detection may fail. To overcome such a problem, we consider that almost all fluorescence values of a given particle (x, y) are contained in the 95% confidence interval, i.e inside a circle with a radius R 2ς = 2/1.45R opt . Then the algorithm removes any detected particle inside the 95% confidence interval and redoes the detection (see Fig. 6 ). Practically, pixel values inside the circle C(x, y, R 2ς ) when computing m 1 , m 2 and σ l on close candidate particle locations are set to the value of the background. Since this process deforms the pattern of the local model near former detections, the minimal distance between a hidden particle and the inner part of a new local model shouldbe at least 1 pixel.
Sub-resolution refinement
Since in fluorescence imaging the target of interest is usually smaller than the pixel size, it is of crucial interest to provide effcient solutions for sub-pixel detection. To this goal, we propose to refine the location of each detected particle, say x, by computing a weighted average of pixel coordinates in a circular neighborhood. The sub-pixel location,x is given by the following equation
where M x is the circular neighborhood of the particle x having cardinality |M x |, w(y) = u(y) − m x if u(y) − m x > 0, w(y) = 0 otherwise, being m x is the median intensity value of all pixels belonging to M x . The median value m x is an estimation of the local background intensity: only pixels having intensities bigger than the local background intensity are considered in the weighted average. This avoids to include into the average pixel values corresponding to very close particles. To validate the proposed sub-pixel refinement, we considered a set of 300 synthetic images with a single particle at a sub-pixel location x, simulated by a Gaussian bi-dimensional signal of standard deviation σ s and noised with a white noise of standard deviation σ n . We computed the mean error over the set of images as a function of the parameter σ s and of the radius r of the circular neighborhood M x . Using a radius r = 6, we achieved a precision of 1/10 of pixel on synthetic images even on very poor contrasted particles (see Fig. 5 ). 
A-contrario particle tracking
In this section, we consider trajectories without holes, that is, we assume that there are no missing detections (but possibly spurious detections, and points leaving and entering the scene), but we signal to the reader the existence of a version by [20] that takes holes into account.
Expliciting the a-contrario model for trajectory detection
Intuitively, we should not see trajectories appearing in the realizations of the naive model. Therefore we assume that we are given K images I 1 , ..., I K , each image I k containing N points X 2 We now define the structures of interest.
Definition 3 (Trajectories without holes) A trajectory T of length starting at frame k 0 is a tuple T = (k 0 , i 1 , ..., i ), where 1 ≤ i p ≤ N for all p and 1 ≤ ≤ K − k 0 + 1. We will denote by T the set of all trajectories. There is a natural equivalence between a trajectory T ∈ T and the tuple of variables
) that we shall therefore sometimes abusively call a (random) trajectory too.
The measurement function associated to a trajectory is T = (X
with length l, where X k i is the i-th point of frame k, is its maximal acceleration a max (t) = max 3≤i≤ −1 y i+1 − 2y i + y i−1 .
The ASTRE algorithm proposed by Primet and Moisan [20] has an unique parameter that represents the maximal NFA value of a trajectory that the user wants to extract (usually one chooses = 1).
However, it has a quadratic time and memory complexity with respect to the number of frames, that is prohibitive for real biological applications. Abergel and Moisan [1] proposed a modified version of ASTRE, called CUTASTRE with O(K) complexity, which preserves the rigorous control of false detections in pure noise offered by ASTRE achieving very similar performances. This important complexity reduction is obtained by at the cost of two additional parameters: the temporal chunk and overlap sizes, that in general are easy to be set since their are related to the smoothness of the trajectory.
Experimental Results

Quantitative evaluation of particle detection
To evaluate quantitatively the performances of the proposed a-contrario particle detection method, we used the same experimental setup proposed by [23] . We used the publicly available ImageJ plugin syndata.jar to generate three type of image sets, each for SNR ranging from 2 to 4. Each type of image set corresponds to an uniform, a gradient and a non-uniform background. The performances of the a-contrario detection were evaluated by accumulating the numbers of true positive (TP) and false negative (FN) for 16 images, each containing 256 ground truth objects and averaging the results over all objects and the tolerance was fixed to 4 pixels. The measures used to compare the algorithms are the truepositive rate, T P R = N T P/(N T P + N F N ) and the modified false positive rate, F P R * = N F P/(N T P + N F N ), where the number of false negatives is defined as N F N = N 0 − N T P , being N 0 the number of objects in the ground truth. In Table 1 are shown the performances of the proposed method for the optimal NFA parameter for varying SNR. These results have been obtained using fixed values of the internal radius R and α for each image type, which are reported in Table  2 . As it can be observed, our method outperforms supervised methods without requiring a cumbersome training stage and without introducing any bias. Fig.7 shows the FROC curves obtained for two different values of the internal radius R for each image type, varying α. The parameters R and α depend on the kind of biological scenario, that in turn determines the shape of the particle and therefore are easy to be set. As it can be observed, the performances are quite stable. In Table 3 , we compare our results to those obtained by using FDA and AD-ABOOST which had the highest TPR* and the lowest sensitivity for all image data in [23] . The sensitivity of the measures T P R and F P R * to a parameter, say l d (that correspond to the NFA for our method and to the threshold on the size of the clusters for FDA and ADABOOST) is measured through the values S T = −∂T P R/∂l d and S F = −(∂F P R * /∂l d ) at the value of the parameter for which the F P R * = 0.01 (only 1% false positives) hereafter called optimal parameter. As it can be observed, the sensitive of our method to variations of the NFA is relatively small. 6 FROC curves for the a-contrario method depending on the value of the R and αR at SNR = 2 and optimal value of the NFA. Table 3 Optimal parameters for each image type at SNR = 2. v * d is the threshold on the size of the clusters used by ADABOOST and FDA; NFA is the threshold used by the proposed method.
ACONTRARIO
The proposed method has been extensively tested to detect protein aggregates in growing bacteria cultures as reported in [9] . In this work, to deal with the presence of particles having variable size, we used a multiscale approach that in turn consists in using two different sizes for the inner radius. In such experiments, the NFA was fixed to 1, α = 2 and inner radii R varying from 2 to 3 pixels. The same process was performed on four different growing sequences of about 90 images comprising 1 or 2 particles at the beginning and up to about 150 particles at the end. In mean 15 particles per sequence were recovered thanks to the hiding process.
Comparative evaluation of particle detection and particle tracking
To evaluate objectively the performances of particle detection and tracking, we used the baseline issue of the 2012 Particle Tracking Challenge data [7] that allows for a controlled analysis (based on absolute ground truth) of tracking performance as a function of different factors, using a set of five pre-determined evaluation criteria.
The simulated scenarios we considered include near-circular particles showing a Brownian motion (VESICLES) and near-circular particles switching between Brownian and directed motion models (RECEPTORS). For each biological scenario three levels of particle density were considered (low 100 particles,mid 500 particles, high 1000 particles), and four Signal to Noise Ratios (SNR) (1,2,4,7), amounting to a data set consisting of 24 image sequences. A set of five complementary criteria that give a complete and intuitive characterization of the tracking results were used to evaluate the tracking performances. Here we give an intuitive explanation of each of them and we refer the reader to the work of [7] for further details.
-α: measures the overall degree of matching of groundtruth and estimated tracks without taking into account spurious tracks. -β: measures the overall degree of matching of groundtruth and estimated tracks with a penalization of nonpaired estimated tracks. -JSC: Jaccard similarity coefficient for single track points (JSC θ = T P θ /(T P + F N + F P )) -JSCt: Jaccard similarity coefficient for entire tracks (JSC θ = T P θ /(T P θ + F N θ + F P θ )): -RM SE: Root Mean Squared Error, that indicates the overall localization accuracy of matching points in the optimally paired tracks. Fig.8 , Fig.9 , and Fig.10 show comparative performances against 14 methods that partecipated to 2012 Particle Tracking Challenge the for low, mid and high density scenarios respectively. For major information about these methods, the reader is referred to [7] . The left and the right column show the performances in terms of the five measures defined above for receptors and vesicles respectively as a function of the SNR. As it can be appreciated, in general our method (Method 15 in the legend), shows better performances for lower SNRs. The a-contrario tracking performs equally well on particles showing different kinds of motion. However, there is much room for improvement for high particle density scenarios.
Conclusions
This paper has proposed the a-contrario framework for the spatial detection and the temporal linking of near-circular particles in biological images. Comparative evaluations under different biological scenarios and varying experimental conditions, both of the xspot detection alone and spot detection followed by temporal linking, have shown that the proposed approach outperforms the state-of-the-art in terms well established performance measures. In addition to better performances, the a-contrario approach provides a rigorous control of false detections in pure noise and allows to reduce drastically the number of parameters involved, making the proposed algorithms particularly suited to be used by biologists. Future work will extend this framework to handle 3D data and elongated particles. 
