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, 1 , ,
Bayes , Pitman , ([001],
[OAOI], [AO02] $)$ . L ,
, 1 $\text{ }$. ’ . ,
, (UMVUE)
, UMVUE , , (MLE)
([BMGOI]). , , [BMGOI] ,
, UMVUE MLE
. , , .
21
$X_{1},$ $\cdots,$
$X_{n}$ , $p(x, \theta)(\theta\in\subset \mathrm{R}^{1})$
. , $p(\cdot, \theta)$ (A) .
(A) $g(x)$ $(a(\theta), b(\theta))$ , $\theta\in\in \mathrm{R}^{1}$ ,
$p(x, \theta)=\frac{g(x)}{G(\theta)}\mathcal{X}_{(a(\theta),b(\theta))}(x)$ (2.1)
. , a( $b(\theta)(\theta\in),$ $G( \theta)=\int_{a(\theta)}^{b(\theta)}g(x)dx$ , $\mathcal{X}_{(a(\theta),b(\theta))}(\cdot)$
$(a(\theta), b(\theta))$ .
, $X(1):=\mathrm{m}\mathrm{i}\mathrm{n}1\leq i\leq nX\dot{l},$ $X(n):= \max_{1\leq i\leq n}X$: , (A) , 2
$(X(1), X(n))$ $\theta$ , $\theta$ 1
. , $a(\cdot)$ , $b(\cdot)$ ,
.




(ii) $a(\cdot)$ , $b(\cdot)$ , $\theta$ 1
$vV_{2}^{(n)}:= \max\{a^{-1}(X(1)), b^{-1}(X(n))\}$
.
$W_{i}^{(n)}(i=1,2)$ $\theta$ ([HC56], [SO91]). , $i$
, $W_{i}^{(n)}$ $F_{i}(G)$ . , $i$ , $\theta$ $v(\theta)$
$\mathcal{E}_{n}(\mathcal{F}_{i}(G)):=\{v$ : $\Thetaarrow \mathrm{R}^{1}|\exists_{\hat{v}_{n}\mathrm{s}.t.E_{\theta}[\hat{v}_{n}(W_{\dot{\iota}}^{(n)})]=v(\theta)},$ $\forall_{\theta\in\}}$
. , $i$ $v\in \mathcal{E}_{n}(F_{i}(G))$ , $V_{\theta}[\hat{v}_{n}(W_{1}^{(n)}.)]<\infty(\theta\in\Theta)$
, $v$ UMVU( ) . $v(\theta)$ (
)UMVU . , $i$ , UMVU
$\mathcal{U}_{n}(\mathcal{F}_{1}.(G))$ . , $i$ , $v(\in \mathcal{E}_{n}(F_{1}.(G)))$
$\hat{v}_{n}(W_{i}^{(n)}):=v(W_{1}^{(n)}.)+,\frac{G(W_{1}^{(n)})}{nG(W_{\dot{l}}^{(n)})}.v’(W_{}^{(n)})$ (2.2)
, , $V_{\theta}[\hat{v}_{n}(W_{\dot{\iota}}^{(n)})]<\infty$ , $\hat{v}_{n}(W_{i}^{(n)})$ $v(\theta)$ UMVU ([T59],
[K85] $)$ .
2.1 $X_{1},$ $\cdots,$ $X_{n}$ , $U(-\theta, \theta)(\theta>0)$ ,
$W_{2}^{(n)}= \max\{-X_{(1)}, X_{(n)}\}$
.
22 $X_{1},$ $\cdots,$ $X_{n}$ ,
$p(x, \theta)=\frac{\phi(x)}{2\Phi(\theta)-1}\mathcal{X}_{(-\theta,\theta)(X)}$ $(\theta>0)$
. , $\phi,$ $\Phi$ $N(0,1)$ ,
. , $\theta$ $W_{2}^{(n)}= \max\{-X(1), X(n)\}$ .
31
$\mathcal{F}_{1}(G)$ , v(\in un(F (G))) (MLE)
UMVU ([BMGOI]). , $B(\theta)$ $\theta$ ,
$\theta’\in B(\theta)\subset\Theta$
$\theta$’ $r$ $v^{(r)}(\theta’)$ , $v$ $B(\theta)$
$C^{r}$ , v\in Cr(B( ) .
, (i) $1/V_{1}^{(n)}$ $\theta$ MLE , MLE $v(\theta)$ MLE
$v(1W_{1}^{(n)})$ .
25
3.1([BMGOI]) (MLE ). $v$ $r \ovalbox{\tt\small REJECT}_{\ovalbox{\tt\small REJECT}}\min\{k|v^{(k)}(\ovalbox{\tt\small REJECT}\neq 0\}$ $vCC^{r}(B(\theta))$
, $G\mathrm{C}$ C2(B( ) .
$\frac{n^{r}}{A_{r}(\theta)}\{v(W_{1}^{(n)})-v(\theta)\}arrow Y^{r}L$ $(narrow\infty)$




32([BMGOI])(UMVU ). $v$ $r:= \min\{k|v^{(k)}(\theta)\neq 0\}$
$v\in C^{r+1}(B(\theta))$ , $\hat{v}_{n}(W_{1}^{(n)})$ (2.2) . ,
$G\in C^{r+1}(B(\theta))$ .
$\frac{n^{r}}{A_{r}(\theta)}\{\hat{v}_{n}(W\{^{n)})-v(\theta)\}arrow Y^{r}-rY^{r-1}L$ $(narrow\infty)$




, $\theta$ $n$ $X=(X_{1}, \cdots, X_{n})$
, $\theta$ v( 2 $\delta_{1,n}=\delta_{1,n}(X),$ $\delta_{2,n}=\delta_{2,n}(X)$ $R(\theta, \delta_{1,n})>$
$0,$ $R(\theta, \delta_{2,n})>0$ , $narrow\infty$ 0 . , $k_{n}$
$k_{n}:= \min\{k\in N|R(\theta, \delta_{2,k})\leq R(\theta, \delta_{1,n})\}$
. , $N$ . , $\lim_{narrow\infty}k_{n}/n$ ,





$n^{r}R(\theta, \delta_{j,n})=\tau_{j}^{2}+o(1)$ $(narrow\infty)$ , $j=1,2$ (4.2)
26
$-C^{\backslash }\backslash ,$ $\tau_{j}^{2}>0(j=1,2)kT$. $=\sigma\supset\geq \mathrm{g}$
ARE $( \delta_{2,n};\delta_{1,n})=(\frac{\tau_{2}^{2}}{\tau_{1}^{2}})1/\Gamma$ (4.3)
.
. , $R(\theta, \delta_{1,n}),$ $R(\theta, \delta_{2,n})$ , $narrow\infty$ 0
, $narrow\infty$ kn\rightarrow \otimes { . { , $k_{n}$












, , $X$ , $\theta$ $v(\theta)$ $\delta_{n}(X)$ $R$ ,
2 (asymptotic mean squared error, AMSE), $\delta_{n}$
MSE, $E_{\theta}[\{\delta_{n}(X)-v(\theta)\}^{2}]$ , (asymptotic mean absolute error,
AMAE), $\delta_{n}$ MAE, $E_{\theta}l(\mathit{5}_{n}(X)-v(\theta)|]$ .
42([BMGOI]). $R$ MSE , 3.1, 32 , $v(’\theta)$
MLE $v(W_{1}^{(n)})$ UMVU $\hat{v}_{n}(W_{1}^{(n)})$ ARE ,
ARE $( \hat{v}_{n}(W_{1}^{(n)});v(W_{1}^{(n)}))=\{\frac{r}{2(2r-1)}\}^{1/(2r)}$ (4.4)
27
$\equiv\overline{\beta}\mathrm{j}\mathrm{E}\mathrm{B}fll\mathrm{L}’\supset\iota\backslash \vee \mathrm{c}[] \mathrm{J},\acute{j\mathrm{E}}\Phi 3.1$ \ddagger $\mathfrak{h}v(\theta)\sigma \mathit{3}$ MLE, $v(\mathrm{I}\pi^{\gamma_{1}^{(n)}}),$ $\sigma\supset \mathrm{A}\mathrm{M}\mathrm{S}\mathrm{E}$
$\mathrm{A}\mathrm{M}\mathrm{S}\mathrm{E}_{\theta}(v(\mathrm{P}\mathrm{f}^{\gamma_{1}^{(n)}}))\approx\frac{(2r)!A_{r}^{2}(\theta)}{n^{2r}}$
, 32 v( UMVU $\hat{v}_{n}(W_{1}^{(n)})$ AMSE,
$V_{\theta}( \hat{v}_{n}(W_{1}^{(n)}))\approx\frac{r^{2}A_{r}^{2}(\theta)\Gamma(2r-1)}{n^{2r}}$ (4.5)
, 41 (4.4) . (4.4) 1 , (4.1) , $n$
$k_{n} \approx\{\frac{r}{2(2r-1)}\}^{1/(2r)}n$
, UMVU MLE . $r=1$ ,
$k_{n}\approx 0.707n$ , UMVU MLE
30% .
43 $R$ , 3.1, 3.2 , $v(\theta)$ MLE
$v(W_{1}^{(n)})$ UMVU $\hat{v}_{n}(W_{1}^{(n)})$ ARE , $r>0$
ARE $( \hat{v}_{n}(W_{1}^{(n)});v(W_{1}^{(n)}))=(\frac{2r^{r-1}e^{-r}}{\Gamma(r)})^{1/f}$ (4.6)
.
, 3.1 v( MLE $v(W_{1}^{(n)})$ AMAE
$\mathrm{A}\mathrm{M}\mathrm{A}\mathrm{E}_{\theta}(v(W_{1}^{(n)}))=E_{\theta}[|v(W_{1}^{(n)})-v(\theta)|]\approx|A_{r}(\theta)|\Gamma(1+r)/n^{r}$
, 32 $v(\theta)$ UMVU $\hat{v}_{n}(W_{1}^{(n)})$ AMAE
$\mathrm{A}\mathrm{M}\mathrm{A}\mathrm{E}_{\theta}(\hat{v}_{n}(W_{1}^{(n)}))=E_{\theta}[|\hat{v}_{n}(W_{1}^{(n)})-v(\theta)|]\approx 2|A_{r}(\theta)|r^{r}e^{-r}/n^{r}$
, 4.1 (4.6) . (4.6) , Stirling , $r$
$\mathrm{A}\mathrm{R}\mathrm{E}arrow_{n}(W(^{n)});v(W_{1}^{(n)}))\approx(\frac{2}{\pi r})^{1/(2r)}$ (4.7)
, (4.7) 1 , $n$
$( \frac{2}{\pi r})^{1/(2r)}n$
, UMVU MLE . , $r=1$ ,
(4.6) $k_{n}\approx(2/e)n$ $0.736n$ [ .
28
, $R$ , $v(\theta)$ $\delta(X)$ , $\epsilon>0$ $\delta$
(asymptotic error probability, AEP) $P_{\theta}\{I\zeta_{r}(\theta)|\delta(X)-v(\theta)|>\epsilon\}$ .
, $K_{r}(\theta)$ .
44 $R$ $\mathrm{E}\mathrm{P}$ , 3.1, 3.2 , $v(\theta)$ MLE $v(W_{1}^{(n)})$















. , $\epsilon>(r-1)^{r-1}$ $y^{r}-ry^{r-1}=\epsilon$ $y$ $y(\epsilon)$ , $0<\epsilon\leq$
$(r-1)^{r-1}$ yf+ryf-l $=\epsilon$ $y$ $y_{1}(\epsilon),$ $y_{2}(\epsilon)(y_{1}(\epsilon)\leq y_{2}(\epsilon))$ , $y^{r}-ry^{r-1}=\epsilon$
$y$ $y_{3}(\epsilon)$ .
. , MLE AEP , $r\geq 1$
$\mathrm{A}\mathrm{E}\mathrm{P}_{\theta}(v(W_{1}^{(n)}))=P_{\theta}\{|\frac{n^{r}}{A_{r}(\theta)}$ (v(WIn) $)$ –v( ) $1>\epsilon\}\approx e^{-\epsilon^{1/r}}$ (4.8)
. , UMVU AEP
$\mathrm{A}\mathrm{E}\mathrm{P}_{\theta}(\hat{v}_{n}(W_{1}^{(n)}))\approx P\{|Y^{r}-rY^{r-1}|>\epsilon\}$
$= \int_{\{y:|y^{r}-ry^{r-1}|>\epsilon\}}e^{-y}dy$ (4.9)
. , (4.9) .






( 4.1 ). , (4.8), (4.10) , $n$
RPE $(\hat{v}_{n}(\mathcal{V}V_{1}^{(n)});v(W_{1}^{(n)}))\approx\{$
$e^{-1}$ $(\epsilon>1)$ ,




(ii) $r\geq 2$ . $\epsilon>(r-1)^{r-1}$ $y^{r}-ry^{r-1}=\epsilon$ $y$ $y(\epsilon)$ , $0<\epsilon\leq$
42 $r\geq 2$ $|y^{f}-ry^{r-1}|>\epsilon$
$(r-1)^{r-1}$ $-y^{r}+ry^{r-1}=\epsilon$ $y$ $y_{1}(\epsilon),$ $y_{2}(\epsilon)$ ( $y_{1}(\epsilon)\leq r-1\leq y_{2}(\epsilon)<r$ )






$\ovalbox{\tt\small REJECT}^{y_{1}(\epsilon)}-\ovalbox{\tt\small REJECT}^{y2(\epsilon)}+e^{-y_{3}(\epsilon)}$ $(0<\mathrm{c}\ovalbox{\tt\small REJECT}(_{7}-1)^{r-1})$
(4.11)





, $v(\theta)$ MLE $v(W_{1}^{(n)})$ , MLE
$v^{*}(W_{1}^{(n)}):=v(W_{1}^{(n)})- \frac{r!}{n^{r}}A_{r}(W_{1}^{(n)})$
, $v(\theta)$ . , $A_{r}(\cdot)$ (3.1)
.




, 3.1 $v(\theta)$ MLE $v^{*}(W_{1}^{(n)})$ AMSE, [
$V_{\theta}(v^{*}(W \mathrm{r}^{n)}))\approx\frac{A_{r}^{2}(\theta)}{n^{2r}}\{\Gamma(2r+1)-\Gamma^{2}(r+1)\}$
, $v(\theta)$ UMVU $\hat{v}_{n}(W_{1}^{(n)})$ (4.5) , 4.1





5.1 $\{X_{n}\}$ , $\{Y_{n}\}$ 2 , [ , $n$ [
$E(X_{n}),$ $E(Y_{n})$ . $M$ ,
$P\{Y_{n}\geq x\}\leq M(x)$ , $\int_{0}^{\infty}M(x)dx<$
31
. ,
$\lim_{narrow\infty}P\{X_{n}\leq a\}\leq\lim_{narrow\infty}P\{Y_{n}\leq a\}$ , $a>0$
$\lim_{narrow\infty}E(X_{n})\geq\lim_{narrow\infty}E(Y_{n})$
.
Fatou . , $X_{1},$ $X_{2},$ $\cdots,$ $X_{n},$ $\cdots$ , \mbox{\boldmath $\nu$}‘
$p(x, \theta)(\theta\in)$ . , $$ $\mathrm{R}^{1}$
. , $\theta$ $\hat{\theta}_{n}=\hat{\theta}_{n}(X)$ , $\theta\in \mathrm{O}-$ $\delta$
$\lim_{narrow\infty}\sup_{\theta\theta:|-\theta|<\delta}|P_{\theta}\{\hat{\theta}_{n}\leq\theta\}-\frac{1}{2}|=0$, $\lim_{narrow\infty}\sup_{\theta\theta:|-\theta|<\delta}|P_{\theta}\{\hat{\theta}_{n}\geq\theta\}-\frac{1}{2}|=0$
, $\hat{\theta}_{n}$ (asymptotically median unbiased , AMU)
. , $X=(X_{1}, \cdots, X_{n})$ . , $\theta$ AMU $\hat{\theta}_{n}$
$\varlimsup_{narrow\infty}P_{\theta}\{n|\hat{\theta}_{n}-\theta|\leq t\}\leq\beta_{\theta}(t)$ , $t>0$ (5.1)
$\beta_{\theta}(\cdot)$ ,
$\beta_{\theta}(t)=\lim_{narrow\infty}P_{\theta}\{n|\hat{\theta}_{n}^{*}-\theta|\leq t\}$ , $t>0$ (5.2)
( $\theta$ ) $\mathrm{A}\mathrm{M}\mathrm{U}$ $n*(X)$ . , (5.1), (5.2) 5.1
, AMU $\hat{\theta}_{n}$
$\varliminf_{narrow\infty}E_{\theta}[n|\hat{\theta}_{n}-\theta|]\geq.\lim_{narrow\infty}E_{\theta}[n|\hat{\theta}_{n}^{*}-\theta|]$ (5.3)
. , (5.3) $\theta$ AMU (
) .
$\lim_{narrow\infty}E_{\theta}[n|\hat{\theta}_{n}^{*}-\theta|]=\int_{0}^{\infty}\{1-\beta_{\theta}(t)\}dt$ (5.4)
. (5.3), (5.4) .
5.1 $\theta$ AMU $\hat{\theta}_{n}$
$\varliminf_{narrow\infty}E_{\theta}[n|\hat{\theta}_{n}-\theta|]\geq\int_{0}^{\infty}\{1-\beta_{\theta}(t)\}dt$
.
5.1 ( ). $X_{1},$ $X_{2},$ $\cdots,$ $X_{n},$ $\cdots$ , $U(\theta-(1/2),$ $\theta+$
$(1/2))$ . , $\theta$ AMU $\hat{\theta}_{n}$
$\varlimsup_{narrow\infty}P_{\theta}\{n|\hat{\theta}_{n}-\theta|\leq t\}\leq 1-e^{-2t}$ , $t>0$
32
$l \subset tfU,\hat{\theta}_{n}^{*}:=(\min_{1\leq i\leq n}X_{i}+\max_{1\leq i\leq n}X_{i})/2\#\mathrm{L}\theta \mathit{0})$ AMU $\mathrm{f}\mathrm{f}\mathrm{l}\not\in\ovalbox{\tt\small REJECT} \mathrm{T}^{\backslash }\backslash$
$\lim_{narrow\infty}P_{\theta}\{n|\hat{\theta}_{n}^{*}-\theta|\leq t\}=1-e^{-2t}$, $t>0$
([A82]). , (5.2), (5.4), 5.1 , $\theta$ AMU $n$
$\varliminf_{narrow\infty}E_{\theta}[n|\hat{\theta}_{n}-\theta|]\geq\frac{1}{2}$
, $\hat{\theta}_{n}^{*}$ $\hat{\theta}_{n}^{*}$ $\theta$ .




. , $k:=1/[2\sqrt{2\pi}\{\Phi(1/2)-(1/2)\}]$ , $-\otimes<$
$\theta<\infty$ . , $K:= \lim_{xarrow-1/2+0}p(x)$ . , $\theta$ AMU $\hat{\theta}_{n}$
$\varlimsup_{narrow\infty}P_{\theta}\{n|\hat{\theta}_{n}-\theta|\leq t\}\leq 1-e^{-2Kt}$, $t>0$
([AT81] p.78 ). , $\theta$ Pitman $\hat{\theta}_{n}^{*}:=(\min_{1\leq*\leq n}.X_{\dot{l}}+$
$\max_{1\leq:\leq n}X_{1}.)/2$ , $n(\hat{\theta}_{n}^{*}-\theta)$
$f_{\dot{\theta}_{n}}.(t)=Ke^{-2K|t|}$ $(-\infty<t<\infty)$
, $\hat{\theta}_{n}^{*}$ } $\theta$ AMU
$\lim_{narrow\infty}P_{\theta}\{n|\hat{\theta}_{n}^{*}-\theta|\leq t\}=1-e^{-2Kt}$ , $t>0$
([AT81], [OO1], [OAOI]). , $\theta$ $\hat{\theta}_{ML}$
$\overline{\theta}_{n}=\{$
$\max_{1\leq:\leq n}X:-\frac{1}{2}$ ( 1/2 ),
$\min_{1\leq i\leq n}X_{1}$. $+ \frac{1}{2}$ $(\Phi\Phi 1/2T.)$
, $n(\overline{\theta}_{n}-$
$f_{\overline{\theta}_{n}}(t)= \frac{K}{2}e^{-K|t|}$ $(-\infty<t<\infty)$
, $\hat{\theta}_{ML}$ $\theta$ AMU
$\lim_{narrow\infty}P_{\theta}\{n|\hat{\theta}_{ML}-\theta|\leq t\}=1-e^{-Kt}$ , $t>0$
33
([AT81], [001], [OAOI]). , (5.2), (5.4), 5.1 $\theta$ AMU
$\hat{\theta}_{n}$
$\varliminf_{narrow\infty}E_{\theta}[n|\hat{\theta}_{n}-\theta|]\geq\int_{0}^{\infty}e^{-2Kt}dt=\frac{1}{2K}$
, $n*$ , $\hat{\theta}_{n}^{*}$ . $\text{ }$
$\lim_{narrow\infty}E_{\theta}[n|\hat{\theta}_{ML}-\theta|]=\frac{1}{K}$
, $\theta$ $\hat{\theta}_{ML}$ , \mbox{\boldmath $\theta$}^M .




. , $k=(1-e^{-1})^{-1}$ . , $\theta$
AMU $\hat{\theta}_{n}$
$\varlimsup_{narrow\infty}P_{\theta}\{n|\hat{\theta}_{n}-\theta|\leq t\}\leq\{$
$1-e^{-2kt}-(1-2e^{-kt})\sinh t$ $(0<t< \frac{1}{k}\log 2)$ ,
$1-e^{-2kt}$ $(t \geq\frac{1}{k}\log 2)$
$=:\beta_{\theta}(t)$
([A82]). , (5.2), (5.4), 51 , $\theta$ AMU $\hat{\theta}_{n}$
$\varliminf_{narrow\infty}E_{\theta}[n|\hat{\theta}_{n}-\theta|]\geq\frac{1}{2k}-\frac{1}{1-k^{2}}\{k^{2}\cosh(\frac{1}{k}\log 2)-k^{2}+k\sinh(\frac{1}{k}\log 2)-1\}$
$-rightarrow 0.2892$ (5.5)
. AMU , AMU
.
(I) MLE . $\theta$ MLE ML $=X(1)$ . , $P\{n(\hat{\theta}_{ML}-\theta)\leq t\}\approx$
$1-e^{-kt}$
$\hat{\theta}_{\mathrm{A}fL}^{*}:=X_{(1)}-\frac{1}{nk}\log 2$
, $P\{\hat{\theta}_{ML}^{*}\leq\theta\}\approx 1/2$ , $\hat{\theta}_{ML}^{*}$ $\theta$ AMU .
$\lim_{narrow\infty}E_{\theta}[n|\hat{\theta}_{ML}^{*}-\theta|]=\frac{1}{k}\log 2=0.4382$
, $\hat{\theta}_{ML}^{*}$ }$\mathrm{h}(5.5)$ .




$k\mathcal{F}\mathcal{X}\iota l\mathrm{J}^{\grave{\backslash }},\hat{\theta}_{1}^{*}\#\mathrm{X}\theta \mathit{0}\supset \mathrm{A}\mathrm{M}\mathrm{U}\mathrm{f}\mathrm{f}\mathrm{l}\acute{j\mathrm{E}}^{\Xi}\ovalbox{\tt\small REJECT} k\neq x$. $\sim-\sigma\supset\geq\doteqdot$
$\lim_{narrow\infty}E_{\theta}[n|\hat{\theta}_{1}^{*}-\theta|]=\frac{e}{k(1+e)}=$. $0.4621$
, $\hat{\theta}_{1}^{*}$ (5.5) , , $\hat{\theta}_{ML}^{*}$ , $\hat{\theta}_{1}^{*}$ (5.5)
.
(III) $\hat{\theta}_{2}=\alpha X(1)+(1-\alpha)(_{J}\mathrm{Y}(n)-1)+\beta/n(0<\alpha<1, \beta\in \mathrm{R})$ . $\hat{\theta}_{2}$
$P\{n(\hat{\theta}_{2}-\theta)\leq 0\}=\{$
$\Delta_{-}^{1}$–$\alpha \mathrm{e}+\alpha-\alpha e^{-\frac{\mathrm{k}\mathrm{e}-1}{1-\mathrm{a}}\beta}$ $(\beta\geq 0)$ ,
$1- \frac{\alpha}{e-\alpha e+\alpha}e^{\frac{k}{\alpha}\beta}$ $(\beta<0)$
(5.6)
. , $\beta\geq 0$ , $\theta$ AMU
$\hat{\theta}_{2}^{*}:=\frac{ce}{ce+1}X_{(1)}+\frac{1}{ce+1}(X_{(n)}-1)+\frac{e}{kn(ce+1)}\log\frac{2}{1+c}$
. , $c$ $0<c<1$ . ? $\lim_{narrow\infty}E_{\theta}[n|\hat{\theta}_{2}^{*}-\theta|]$ $c=1$
04621 , $\hat{\theta}_{2}^{*}$ (5.5) . , $\beta<0$
, $\theta$ AMU
$\hat{\theta}_{3}^{*}:=\frac{e}{c}X_{(1)}+\frac{c-e}{c}(X_{(n)}-1)+\frac{e}{ckn}\log\frac{1-e+c}{2}$
. , $c$ $e<c,$ $e/(ck)\log(1-e+c/2)<0$ .
$\mathfrak{l}\mathrm{f}$ ,
$\lim_{narrow\infty}E_{\theta}[n|\hat{\theta}_{3}^{*}-\theta|]$ $c=3.0377$ 04160 , $\hat{\theta}_{3}^{*}$ (5.5) $\mathrm{T}$
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