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Abstract. After defining non-Gaussian Le´vy processes for two-sided time, stochastic
differential equations with such Le´vy processes are considered. Solution paths for these
stochastic differential equations have countable jump discontinuities in time. Topo-
logical equivalence (or conjugacy) for such an Itoˆ stochastic differential equation and
its transformed random differential equation is established. Consequently, a stochastic
Hartman-Grobman theorem is proved for the linearization of the Itoˆ stochastic differen-
tial equation. Furthermore, for Marcus stochastic differential equations, this topological
equivalence is used to prove existence of global random attractors.
1. Introduction
Stochastic dynamical systems arise as mathematical models for complex phenomena
under random fluctuations. They have been actively studied when the fluctuations are
Gaussian [6, 11, 12]. Non-Gaussian random fluctuations are, however, more widely ob-
served in various areas such as geophysics, biology, seismology, electrical engineering and
finance [24, 15]. Le´vy processes are a class of non-Gaussian processes whose sample paths
are discontinuous in time. For a dynamical system driven by a Le´vy process, almost all
paths or orbits have countable jump discontinuities in time.
Discontinuous random dynamical systems or cocycles (Definition 2.1) generated by
stochastic differential equations (SDEs) with Le´vy processes have attracted attention
more recently [14, 13, 18, 19].
In this paper, we consider topological equivalence between discontinuous cocycles, gen-
erated either by SDEs with Le´vy processes or by related differential equations with random
coefficients (i.e., random differential equations, or RDEs). Let us recall the definition on
topological equivalence or conjugacy [2, 11].
Date: November 2, 2018.
AMS Subject Classification(2010): 60H10, 60G51; 37G05, 37B25.
Keywords: Conjugacy or topological equivalence, discontinuous cocycles, Le´vy processes for two-sided
time, stochastic Hartman-Grobman theorem, Marcus stochastic differential equations, random attractors.
*This work was supported by NSF of China (No. 11001051, 10971225 and 11028102), and by the NSF
Grant 1025422.
1
Definition 1.1. Two random dynamical systems ϕ and ψ on Rd are called conjugate or
topologically equivalent, if there exists a random homeomorphism H : Ω× Rd 7→ Rd such
that for all (ω, t),
ψt(ω, ·) = H(θtω, ·) ◦ ϕt(ω, ·) ◦H(ω, ·)−1,
where H(ω, ·)−1 stands for the inverse mapping of x 7→ H(ω, x). The homeomorphism H
is called a cohomology of ϕ and ψ.
A cohomology of two random dynamical systems is a random coordinate transformation,
which transforms the dynamical behavior for one of them into the dynamical behavior for
the other. Moreover, it does not change the intrinsic asymptotic notions of these random
dynamical systems, such as Lyapunov exponents and random attractors [11].
Conjugacy has been applied to study SDEs with Brownian motion in [11] and stochastic
partial differential equations with Brownian motion in [5]. It has also been used to examine
the stochastic flows for SDEs with Le´vy processes in [18]. Consider the following SDE in
R
d: (Section 3.1) {
dXt = a
(
Xt
)
dt + σi
(
Xt
)
dLit, t > 0,
X0 = x,
(1)
and the RDE {
dYt =
(
∂H˜t
∂x
)−1
(ω, Yt)a(H˜t(ω, Yt))dt, t > 0,
Y0 = x,
(2)
where the summation convention
∑
i aibi = aibi is used, L
i
t’s are Le´vy processes, and
H˜t(ω, x) is the solution of the equation
H˜t(x) = x+
∫ t
0
σi(H˜s(x))dL
i
s. (3)
In [18], under appropriate conditions, the first named author transformed SDE (1) to RDE
(2) by H˜t(ω, x). Then a homeomorphism stochastic flow property for Eq.(2) is proved in
order to get the homeomorphism stochastic flow property for Eq.(1). Since H˜t(ω, x) is
generally different from H˜0(θtω, x) for t > 0 and ω ∈ Ω, we need to modify SDE (3) to
find a cohomology for topological equivalence.
In this paper, we transform SDEs with Le´vy processes to RDEs by a cohomology.
Because pathwise arguments for solutions of RDEs are more readily available than that
of SDEs, dynamical problems such as linearization (i.e., Hartman-Grobman theorem) and
random attractors of SDEs can be dealt with. Due to discontinuity in time for the solution
paths of the SDEs with Le´vy processes, the differentiation operation is conducted via
Fubini theorem and integration by parts, instead of the Itoˆ-ventzell formula. Additionally,
for Marcus SDEs, we could only construct these cohomologies in special cases.
It is worth mentioning that a major source of discontinuous cocycles are solution map-
pings, after a perfection procedure [13], of stochastic differential equations with Le´vy
processes. To consider these cocycles with two-sided time R, we need to define Le´vy
processes for two-sided time as well.
This paper is arranged as follows. In Section 2, we introduce discontinuous cocycles,
and Le´vy processes for two-sided time. In Section 3, we study conjugacy for Itoˆ SDEs and
RDEs and apply the result to prove a stochastic Hartman-Grobman theorem for SDEs
with Le´vy processes. Conjugacy for Marcus SDEs and RDEs, and existence of global
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attractors are studied in Section 4. For readers’ convenience, the Itoˆ-Ventzell formula for
ca`dla`g processes is placed in the Appendix, Section 5.
The following conventions will be used throughout the paper: C with or without indices
will denote different positive constants (depending on the indices) whose values may
change from one place to another.
2. Preliminaries
In this section, we recall several basic concepts and results which will be needed through-
out the paper.
2.1. Basic notations. The usual scalar product and norm (or length) in Rd are denoted
by 〈·, ·〉 and | · |, respectively. Moreover, ∇ is the gradient of vector fields on Rd, and [·, ·]
is the Lie bracket operation on vector fields.
Denote by Cm,γb the set of functions f : Rd 7→ Rd satisfying
sup
x∈Rd
|f(x)|
1 + |x| +
m∑
|β|=1
sup
x∈Rd
|Dβf(x)|+
∑
|β|=m
sup
x,y∈Rd,x 6=y
|Dβf(x)−Dβf(y)|
|x− y|γ <∞,
where Dβf(x) stands for the β-order partial derivative of f(x) for |β| 6 m,m ∈ N and
0 < γ < 1.
2.2. Probability space. Let D∗(R,Rd) be the set of all functions which are ca`dla`g (right
continuous with left limit at each time) for t > 0 and ca`gla`d (left continuous with right
limit at each time) for t 6 0, and take values in Rd. We take canonical sample space
Ω , D∗(R,Rd). It can be made a complete and separable metric space with endowed
Skorohod metric ρ as follows ([3, 9]):
ρ(x, y) := inf
λ∈Λ
{
sup
s 6=t
∣∣∣∣log λ(t)− λ(s)t− s
∣∣∣∣ +
∞∑
m=1
1
2m
min
{
1, ρ◦m(x
m, ym)
}}
for all x, y ∈ Ω, where xm(t) := gm(t)x(t), ym(t) := gm(t)y(t) with
gm(t) :=


1, if |t| 6 m,
m+ 1− |t|, if m < |t| < m+ 1,
0, if |t| > m+ 1,
and
ρ◦m(x, y) := sup
|t|6m
|x(t)− y(λ(t))| .
Here Λ denotes the set of strictly increasing and continuous functions from R to R. We
identify a function ω(t) with a (canonical) sample path ω in the sample space Ω.
The Borel σ-algebra in the sample space Ω under the topology induced by the Skorohod
metric ρ is denoted as F . Note that F = σ(ω(t), t ∈ R). Let P be the unique probability
measure which makes the canonical process a Le´vy process for t ∈ R (see Definition 2.6
and 2.7 below). And we have the complete natural filtration F ts := σ(ω(u) : s 6 u 6 t)∨N
for s 6 t with respect to P.
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2.3. Discontinuous random dynamical systems. ([2])
Define the Wiener shift
(θtω)(·) = ω(t+ ·)− ω(t), t ∈ R, ω ∈ Ω.
Then {θt} is a one-parameter group on Ω. In fact, Ω is invariant with respect to {θt}, i.e.
θ−1t Ω = Ω, for all t ∈ R,
and P is {θt}-invariant, i.e.
P(θ−1t (B)) = P(B), for all B ∈ F , t ∈ R.
Thus (Ω,F ,P, (θt)t∈R) is a metric dynamical system (DS) and ergodic, i.e., all measurable
{θt}-invariant sets have probability 0 or 1.
Definition 2.1. Let (X,B) be a measurable space. A mapping
ϕ : R× Ω× X 7→ X, (t, ω, x) 7→ ϕt(ω, x)
with the following properties is called a measurable random dynamical system (RDS), or
in short, a discontinuous cocycle:
(i) Measurability: ϕ is B(R)⊗ F ⊗ B/B-measurable,
(ii) Discontinuous cocycle (over θ) property: ϕ(t, ω) is ca`dla`g for t > 0 and ca`gla`d for
t 6 0 and furthermore
ϕ0(ω, ·) = idX, for all ω ∈ Ω, (4)
ϕt+s(ω, ·) = ϕt(θsω, ·) ◦ ϕs(ω, ·), for all s, t ∈ R, ω ∈ Ω. (5)
2.4. Random attractors. We recall the definition of a random attractor ([5]) and a
theorem for its existence ([6]). Let ϕt be a discontinuous cocycle.
Definition 2.2. A random bounded set B(ω) ⊂ Rd is called tempered if
lim
t→+∞
e−βtd(B(θ−tω)) = 0, for any β > 0,
where d(A) = sup
x∈A
|x|.
Definition 2.3. A random set K(ω) is said to be an absorbing set if for all tempered
random bounded set B(ω) ⊂ Rd there exists t(ω,B) > 0 such that
ϕt(θ−tω,B(θ−tω)) ⊂ K(ω), for all t > t(ω,B).
Definition 2.4. A random compact set A(ω) ⊂ Rd is called a global random attractor of
ϕ if for all ω ∈ Ω
ϕt(ω,A(ω)) = A(θtω), for all t > 0,
lim
t→+∞
dist(ϕt(θ−tω,B(θ−tω)), A(ω)) = 0,
for all tempered random bounded set B(ω) ⊂ Rd, where dist denotes the semi-Hausdorff
distance
dist(A,B) = sup
x∈A
inf
y∈B
|x− y|.
Note that a random attractor is unique. The following existence theorem is from [6].
Theorem 2.5. If there exists a compact absorbing set K(ω), then there exists a random
attractor of ϕ.
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2.5. Le´vy processes.
2.5.1. Le´vy processes for t > 0.
Definition 2.6. A stochastic process L = (Lt)t>0 with L0 = 0 a.s. is a d-dimensional
Le´vy process if
(i) L has independent increments; that is, Lt −Ls is independent of Lv −Lu if (u, v)∩
(s, t) = ∅;
(ii) L has stationary increments; that is, Lt −Ls has the same distribution as Lv −Lu
if t− s = v − u > 0;
(iii) Lt is right continuous with left limit.
Its characteristic function is given by
E
(
exp{i〈z, Lt〉}
)
= exp{tΨ(z)}, z ∈ Rd.
The function Ψ : Rd → C is called the characteristic exponent of the Le´vy process L. By
the Le´vy-Khintchine formula, there exist a nonnegative-definite d × d matrix Q, b ∈ Rd
and a measure ν on Rd satisfying
ν({0}) = 0 and
∫
Rd
(|u|2 ∧ 1)ν(du) <∞, (6)
such that
Ψ(z) = −1
2
〈z, Qz〉 + i〈z, b〉
+
∫
Rd
(
ei〈z,u〉 − 1− i〈z, u〉1|u|6δ
)
ν(du), (7)
where δ > 0 is a constant. ν is called the Le´vy measure.
Set κt := Lt − Lt−. Then κ defines a stationary (F t0)t>0-adapted Poisson point process
with values in Rd \ {0} and the characteristic measure ν ([10]). Let Nκ((0, t], du) be the
counting measure of κt, i.e., for B ∈ B(Rd \ {0})
Nκ((0, t], B) := #{0 < s 6 t : κs ∈ B},
where # denotes the cardinality of a set. The compensator measure of Nκ is given by
N˜κ((0, t], du) := Nκ((0, t], du)− tν(du).
The Le´vy-Itoˆ theorem states that there exist a d′-dimensional (F t0)t>0-Brownian motion
Wt, 0 6 d
′ 6 d and a d× d′ matrix A such that L can be represented as
Lt = bt + AWt +
∫ t
0
∫
|u|6δ
uN˜κ(ds, du)
+
∫ t
0
∫
|u|>δ
uNκ(ds, du). (8)
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2.5.2. Le´vy processes for t 6 0.
Definition 2.7. A stochastic process L− = (L−t )t60 with L
−
0 = 0 a.s. is a d-dimensional
Le´vy process if
(i) L− has independent increments; that is, L−t − L−s is independent of L−v − L−u if
(v, u) ∩ (t, s) = ∅;
(ii) L− has stationary increments; that is, L−t −L−s has the same distribution as L−v −L−u
if t− s = v − u < 0;
(iii) L−t is left continuous with right limit.
Its characteristic function, characteristic exponent and the Le´vy-Khintchine formula
are the same as those for the Le´vy process L = (Lt)t>0.
Set κ−t := L
−
t − L−t+. Then κ− defines a stationary (F0t )t60-adapted Poisson point
process with values in Rd \ {0} and characteristic measure ν− ([10]). Define
Nκ−([t, 0), B) := #{t 6 s < 0 : κ−s ∈ B},
for B ∈ B(Rd \ {0}). The compensator measure of Nκ− is given by
N˜κ−([t, 0), du) := Nκ−([t, 0), du) + tν
−(du),
where ν− is the Le´vy measure for L−. By the similar proof to that of the Le´vy-Itoˆ theorem
in [20] we obtain that there exist b− ∈ Rd, a d′′-dimensional (F0t )t60-Brownian motion
W−t , 0 6 d
′′
6 d and a d× d′′ matrix A− such that L− can be represented as
L−t = −b−t− A−W−t −
∫ 0
t
∫
|u|6δ
uN˜κ−(ds, du)
−
∫ 0
t
∫
|u|>δ
uNκ−(ds, du). (9)
A Le´vy process with two-sided time, t ∈ R, is defined to satisfy both Definitions 2.6
and 2.7.
3. Conjugacy for Itoˆ SDE and RDE, and linearization of SDEs
In this section, we study conjugacy for Itoˆ SDEs and RDEs and apply the result to
study linearization of SDEs with Le´vy processes.
3.1. Conjugacy for Itoˆ SDEs and RDEs. Take a one-sided m-dimensional Le´vy pro-
cess
Lt = bt + AWt +
∫ t
0
∫
|u|6δ
u N˜κ(ds, du), t > 0,
where Wt is a m
′-dimensional (F t0)t>0-Brownian motion, 0 6 m′ 6 m, A = (aij) is a
m×m′ matrix, 0 < δ < 1, and consider the following Itoˆ SDE on Rd for y ∈ Rd, η ∈ R:{
dYt = ησi(Yt)dL
i
t, t > 0,
Y0 = y,
(10)
where the differential is in the Itoˆ sense ([10]).
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Proposition 3.1. Assume that σi(x) ∈ C1,γb for i = 1, 2, · · · , m. If(
y
η
)
7→
(
y
η
)
+
(
ησi(y)u
i
0
)
is homeomorphic for any u ∈ {u ∈ Rm : |u| 6 δ} and the Jacobian matrix
I +


η ∂(σi(y))
1
∂y1
ui η ∂(σi(y))
1
∂y2
ui · · · η ∂(σi(y))1
∂yd
ui (σi(y))
1ui
η ∂(σi(y))
2
∂y1
ui η ∂(σi(y))
2
∂y2
ui · · · η ∂(σi(y))2
∂yd
ui (σi(y))
2ui
...
... · · · ... ...
η ∂(σi(y))
d
∂y1
ui η ∂(σi(y))
d
∂y2
ui · · · η ∂(σi(y))d
∂yd
ui (σi(y))
dui
0 0 · · · 0 0


is invertible for any y, η a.e. and u ∈ {u ∈ Rm : |u| 6 δ}, then the solution Y y,ηt to (10)
defines a stochastic flow of C1-diffeomorphisms. Moreover, Y y,ηt is differentiable in η.
Proof. For any η ∈ R, define ηt := η and rewrite (10) as
Y¯t(y¯) = y¯ +
∫ t
0
F (Y¯s(y¯))ds+
∫ t
0
G(Y¯s(y¯))dWs
+
∫ t
0
∫
|u|6δ
J(Y¯s(y¯), u)N˜κ(ds, du), (11)
where
Y¯t =
(
Y y,ηt
ηt
)
, y¯ =
(
y
η
)
,
F (Y¯t) =
(
ησi(Y
y,η
t )b
i
0
)
, J(Y¯t, u) =
(
ησi(Y
y,η
t )u
i
0
)
,
G(Y¯t) =
(
ησi(Y
y,η
t )a
i1 ησi(Y
y,η
t )a
i2 · · · ησi(Y y,ηt )aim′
0 0 · · · 0
)
.
By Theorem 3.11 in [14], for almost all ω and t > 0, y¯ 7→ Y¯t(y¯) is a stochastic flow of local
C1-diffeomorphisms on Rd × R.
Now we prove that these diffeomorphisms are global. For any R > 0, |y¯| 6 R. Fix
T > 0 and p > d + 1. To (11), by BDG inequality in [14, Theorem 2.11] and Ho¨lder’s
inequality we have that
E
(
sup
06t6T
|Y¯t|p
)
6 4p−1|y¯|p + 4p−1T p−1E
(∫ T
0
|F (Y¯s(y¯))|pds
)
+4p−1CE
(∫ T
0
∫
|u|6δ
|J(Y¯s(y¯), u)|pν(du)ds
)
+4p−1CE
(∫ T
0
∫
|u|6δ
|J(Y¯s(y¯), u)|2ν(du)ds
) p
2
+4p−1CE
(∫ T
0
|G(Y¯s(y¯))|2ds
) p
2
.
Noting that
|F (Y¯t)| 6 C(1 + |Y¯t|),
7
|G(Y¯t)| 6 C(1 + |Y¯t|),
|J(Y¯t, u)| 6 C(1 + |Y¯t|)u,
we obtain that
E
(
sup
06t6T
|Y¯t|p
)
6 4p−1|y¯|p + 4p−1CE
(∫ T
0
(1 + |Y¯s|p)ds
)
6 4p−1C(1 + |y¯|p) + 4p−1CE
(∫ T
0
(
sup
06s6t
|Y¯s|p
)
dt
)
.
Thus, Gronwall’s inequality leads us to
E
(
sup
06t6T
|Y¯t|p
)
6 4p−1C(1 + |y¯|p)e4p−1CT .
For y¯1 =
(
y1
η1
)
and y¯2 =
(
y2
η2
)
, by the similar deduction to the above one, we can
have that
E
(
sup
06t6T
|Y¯ 1t − Y¯ 2t |p
)
6 C|y¯1 − y¯2|p.
By the Kolmogorov’s continuity criterion in [7], it yields that for almost all ω ∈ Ω,
y¯ 7→ Y¯t(y¯) is continuous on Rd × R for all t > 0. This completes the proof. 
Take a two-sided m-dimensional Le´vy process
Lˆt =
{
bt + AWt +
∫ t
0
∫
|u|6δ
u N˜κ(ds, du), t > 0,
−b−t−A−W−t −
∫ 0
t
∫
|u|6δ
uN˜κ−(ds, du), t < 0.
We consider the following stochastic integral equations: for x ∈ Rd, τ ∈ R,
hx,τt = x+ e
−τ
∫ t
−∞
esσi(h
x,τ
s )dLˆ
i
s, t ∈ R, (12)
h˜x,τt = x+ e
−τ
∫ t
0
σi(h˜
x,τ
s )d
˜ˆ
Lis, t > 0, (13)
where
˜ˆ
Lt :=
∫ 1
2
log 2t
−∞
esdLˆs. So, h˜
x,τ
t = h
x,τ
1
2
log 2t
.
By Definition 2.5.1, we know that
˜ˆ
Lt is a Le´vy process. Thus, Proposition 3.1 implies
that x 7→ h˜x,τt is an a.s. C1-diffeomorphism of Rd. Then x 7→ hx,τt is also a diffeomorphism
of Rd and hx,τt is differentiable in τ . Set
Ht(ω, x) := h
x,τ
t |τ=t, Γt(ω, x) :=
∂hx,τt
∂τ
|τ=t, t ∈ R.
Proposition 3.2. The following results hold:
(i)
dHt = Γtdt+ σi(Ht)dLˆ
i
t,
(ii)
Hs+t(ω, x) = Ht(θsω, x), Γs+t(ω, x) = Γt(θsω, x), s, t ∈ R,
for a.s. ω.
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Proof. Set
D(t, τ) :=
∂hx,τt
∂τ
.
Then D(t, t) = Γt, and it satisfies the following equation
D(t, τ) = −e−τ
∫ t
−∞
esσi(h
x,τ
s )dLˆ
i
s
+e−τ
∫ t
−∞
es
∂σi
∂x
(hx,τs )D(s, τ)dLˆ
i
s.
So, for s 6 t, s, t ∈ R,
Ht = x+ e
−t
∫ t
−∞
erσi(h
x,t
r )dLˆ
i
r
= x+ e−t
∫ s
−∞
erσi(h
x,t
r )dLˆ
i
r + e
−t
∫ t
s
erσi(h
x,t
r )dLˆ
i
r
= x+ e−t
∫ s
−∞
erσi(h
x,t
r )dLˆ
i
r +
∫ t
s
σi(h
x,r
r )dLˆ
i
r
−
∫ t
s
(∫ u
s
er−uσi(h
x,u
r )dLˆ
i
r
)
du
+
∫ t
s
(∫ u
s
er−u
∂σi
∂x
(hx,ur )D(r, u)dLˆ
i
r
)
du
= x+
∫ t
s
Γudu+
∫ t
s
σi(Hr)dLˆ
i
r + e
−t
∫ s
−∞
erσi(h
x,t
r )dLˆ
i
r
+
∫ t
s
e−u
(∫ s
−∞
erσi(h
x,u
r )dLˆ
i
r
)
du
−
∫ t
s
e−u
(∫ s
−∞
er
∂σi
∂x
(hx,ur )D(r, u)dLˆ
i
r
)
du,
where we have used the following formula
e−t
∫ t
s
erσi(h
x,t
r )dLˆ
i
r −
∫ t
s
σi(h
x,r
r )dLˆ
i
r =
∫ t
s
(∫ u
s
er−u
∂σi
∂x
(hx,ur )D(r, u)dLˆ
i
r
)
du
−
∫ t
s
(∫ u
s
er−uσi(h
x,u
r )dLˆ
i
r
)
du. (14)
The proof of this formula is in Appendix.
Via integration by parts,
Ht = x+
∫ t
s
Γudu+
∫ t
s
σi(Hr)dLˆ
i
r + e
−s
∫ s
−∞
erσi(h
x,s
r )dLˆ
i
r
= Hs +
∫ t
s
Γudu+
∫ t
s
σi(Hr)dLˆ
i
r.
Thus,
dHt = Γtdt+ σi(Ht)dLˆ
i
t.
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To (ii), for s, t ∈ R and ω ∈ Ω,
Hs+t(ω, x) = x+ e
−(s+t)
∫ s+t
−∞
erσi(Hr(ω, x))dLˆ
i
r
= x+ e−(s+t)
∫ t
−∞
es+uσi(Hs+u(ω, x))d(Lˆ
i
s+u − Lˆis)
= x+ e−t
∫ t
−∞
euσi(Hs+u(ω, x))dLˆ
i
u(θsω).
By the uniqueness of the solution to Eq.(12), we get
Hs+t(ω, x) = Ht(θsω, x)
for a.s. ω and s, t ∈ R. By a similar perfection procedure to one in [13], we obtain
the first result of (ii). The similar deduction to the above one admits us to have that
Γs+t(ω, x) = Γt(θsω, x). 
By the above Proposition, we know that Ht and Γt are stationary processes.
Now we consider the SDE
dXt = a(Xt)dt + σi(Xt)dLˆ
i
t, t ∈ R, (15)
and the RDE
dYt =
(
∂
∂x
Ht
)−1
(ω, Yt)
[
a(Ht(ω, Yt))− Γt(ω, Yt)
]
dt, t ∈ R. (16)
Proposition 3.3. Assume that a(x) ∈ C1,γb , σi(x) ∈ C1,γb for i = 1, 2, · · · , m, the mapping(
y
η
)
7→
(
y
η
)
+
(
ησi(y)u
i
0
)
is homeomorphic for y ∈ Rd, η ∈ R, u ∈ {u ∈ Rm : |u| 6 δ} and the Jacobian matrix
I +


η ∂(σi(y))
1
∂y1
ui η ∂(σi(y))
1
∂y2
ui · · · η ∂(σi(y))1
∂yd
ui (σi(y))
1ui
η ∂(σi(y))
2
∂y1
ui η ∂(σi(y))
2
∂y2
ui · · · η ∂(σi(y))2
∂yd
ui (σi(y))
2ui
...
... · · · ... ...
η ∂(σi(y))
d
∂y1
ui η ∂(σi(y))
d
∂y2
ui · · · η ∂(σi(y))d
∂yd
ui (σi(y))
dui
0 0 · · · 0 0


is invertible for any y, η a.e. and u ∈ {u ∈ Rm : |u| 6 δ}. Then
(i) the solution of Eq.(15) generates a global cocycle ϕt,
(ii) the solution of Eq.(16) generates a global cocycle ψt,
(iii) RDSs ϕt and ψt are conjugate with the cohomology H0.
Proof. By Theorem 3.1 in [14], the solution of Eq.(15) generates a global cocycle ϕt.
However, by the assumptions of a(x) and σi(x), we only obtain that Eq.(16) generates a
local cocycle denoted by ψt. To prove that ψt is global, we use conjugacy.
By the Itoˆ-Ventzell formula in Appendix for t > 0, we have that
dHt(ω, Yt) =
(
∂
∂x
Ht
)(
∂
∂x
Ht
)−1
(ω, Yt)
[
a(Ht(ω, Yt))− Γt(ω, Yt)
]
dt
Γt(ω, Yt)dt+ σi(Ht(ω, Yt))b
idt + σi(Ht(ω, Yt))A
ijdW jt
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+∫
|u|6δ
σi(Ht(ω, Yt))u
i N˜κ(dt, du)
= a(Ht(ω, Yt))dt+ σi(Ht(ω, Yt))dLˆ
i
t.
For t < 0, based on the similar deduction to the above one, the same result holds. Thus,
ϕt(ω, ·) = H0(θtω, ·) ◦ ψt(ω, ·) ◦H0(ω, ·)−1,
and
ψt(ω, ·) = H0(θtω, ·)−1 ◦ ϕt(ω, ·) ◦H0(ω, ·).
Since ϕt(ω, ·) is global, so is ψt(ω, ·). 
3.2. Linearization of SDEs. In this subsection, we study the relation between a SDE
and its linearized SDE. A stochastic version of the Hartman-Grobman theorem serves
our purpose ([4, 11]). Using the promising technique of conjugacy for flows generated by
Stratonovitch SDEs with Brownian motions and flows generated by RDEs, Imkeller and
Lederer in [11] proved a Hartman-Grobman theorem for continuous cocycles. Here we
prove a Hartman-Grobman theorem for discontinuous cocycles.
Theorem 3.4. Assume that a(x) ∈ C2,γb , σi(x) ∈ C2,γb for i = 1, 2, · · · , m, the mapping(
y
η
)
7→
(
y
η
)
+
(
ησi(y)u
i
0
)
is homeomorphic for y ∈ Rd, η ∈ R, u ∈ {u ∈ Rm : |u| 6 δ} and the Jacobian matrix
I +


η ∂(σi(y))
1
∂y1
ui η ∂(σi(y))
1
∂y2
ui · · · η ∂(σi(y))1
∂yd
ui (σi(y))
1ui
η ∂(σi(y))
2
∂y1
ui η ∂(σi(y))
2
∂y2
ui · · · η ∂(σi(y))2
∂yd
ui (σi(y))
2ui
...
... · · · ... ...
η ∂(σi(y))
d
∂y1
ui η ∂(σi(y))
d
∂y2
ui · · · η ∂(σi(y))d
∂yd
ui (σi(y))
dui
0 0 · · · 0 0


is invertible for any y, η a.e. and u ∈ {u ∈ Rm : |u| 6 δ}. Suppose a(0) = 0, σi(0) = 0
for i = 1, 2, · · · , m, and set B0 := ∂∂xa(0), Bi := ∂∂xσi(0) for i = 1, 2, · · · , m.
ϕt(ω, ·) still denotes the RDS generated by Eq.(15). Let ϕ0t (ω, ·) be a RDS generated by
dxt = B0xtdt+BixtdLˆ
i
t, t ∈ R (17)
and suppose that all Lyapunov exponents of ϕ0t (ω, ·) are non-zero. Then there exists a
measurable mapping ς : Ω× Rd 7→ Rd satisfying the following properties
(i) x 7→ ς(ω, x) is a homeomorphism of Rd and ς(ω, 0) = 0,
(ii) for ω ∈ Ω, it holds that
ϕt(ω, x) = ς(θtω, ·) ◦ ϕ0t (ω, ·) ◦ ς(ω, x)−1, t ∈ R.
Proof. Step 1. Set
F (ω, y) :=
(
∂
∂x
H0
)−1
(ω, y)
[
a(H0(ω, y))− Γ0(ω, y)
]
.
Then Eq.(16) can be rewritten as{
dYt = F (θtω, Yt)dt, t ∈ R,
Y0 = y.
(16)′
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Moreover, F (·, 0) = 0 and for ω ∈ Ω, F (ω, ·) ∈ C1(Rd) by the assumptions for a(x) and
σi(x), i = 1, 2, · · · , m.
Define
f(ω) :=
(
∂
∂y
F
)
(ω, 0).
Hence,
f(ω) =
(
∂
∂x
H0
)−1
(ω, 0)
[
B0
(
∂
∂x
H0
)
(ω, 0)−
(
∂
∂x
Γ0
)
(ω, 0)
]
.
Introduce the following linear equation:{
dyt = f(θtω)ytdt, t ∈ R,
y0 = y.
(18)
By the similar result to Theorem 3.2 in [11] (Only the continuity of θtω in t is changed
into right continuity with left limit), there exist measurable mappings ̺ : Ω 7→ (0,∞) and
ζ : Ω× Rd 7→ Rd such that
(i) y 7→ ζ(ω, y) is a homeomorphism of Rd and ζ(ω, 0) = 0,
(ii) for ω ∈ Ω, it holds that
ψt(ω, y) = ζ(θtω, ·) ◦ ψ0t (ω, ·) ◦ ζ(ω, y)−1, τ 1−(ω, y) 6 t 6 τ 1+(ω, y),
where ψt(ω, ·) and ψ0t (ω, ·) are the RDS generated by (16)′ and (18), respectively, and
τ 1−(ω, y) := inf{t < 0 : |ψs(ω, y)| 6 ̺(θsω) for all t 6 s 6 0},
τ 1+(ω, y) := sup{t > 0 : |ψs(ω, y)| 6 ̺(θsω) for all 0 6 s 6 t}.
Next, for t > τ 1+(ω, y), take ψτ1+(ω, y) and ψ
0
τ1
+
(ω, y) as the initial values of (16) and (18),
respectively, and consider (16) and (18) again. Using the cocycle property of solutions to
(16) and (18), we obtain that
ψt(ω, y) = ψt−τ1
+
(θτ1
+
ω, ψτ1
+
(ω, y))
= ζ(θt−τ1
+
θτ1
+
ω, ·) ◦ ψ0t−τ1
+
(θτ1
+
ω, ·) ◦ ζ(θτ1
+
ω, ψτ1
+
(ω, y))−1
= ζ(θtω, ·) ◦ ψ0t−τ1
+
(θτ1
+
ω, ·) ◦ ζ(θτ1
+
ω, ·)−1 ◦ ζ(θτ1
+
ω, ·)
◦ψ0τ1
+
(ω, ·) ◦ ζ(ω, y)−1
= ζ(θtω, ·) ◦ ψ0t−τ1+(θτ1+ω, ·) ◦ ψ
0
τ1+
(ω, ·) ◦ ζ(ω, y)−1
= ζ(θtω, ·) ◦ ψ0t (ω, ·) ◦ ζ(ω, y)−1,
for τ 1+(ω, y) 6 t 6 τ
2
+(ω, y), where
τ 2+(ω, y) = sup{t > τ 1+ : |ψs(ω, y)| 6 ̺(θsω) for all τ 1+ 6 s 6 t}.
Doing this for t > τ 2+(ω, y) and t 6 τ
1
−(ω, y), we see that for ω ∈ Ω,
ψt(ω, y) = ζ(θtω, ·) ◦ ψ0t (ω, ·) ◦ ζ(ω, y)−1, t ∈ R.
Step 2. Consider the cocycles ϕ0t (ω, ·) and ψ0t (ω, ·) generated by Eq.(17) and Eq.(18),
respectively. By the Itoˆ-Ventzell formula in Appendix for t > 0, we get that
d
(
∂
∂x
Ht
)
(·, 0)yt =
(
∂
∂x
Ht
)
(·, 0)
(
∂
∂x
Ht
)−1
(·, 0)
[
B0
(
∂
∂x
Ht
)
(·, 0)
12
−
(
∂
∂x
Γt
)
(·, 0)
]
ytdt +
(
∂
∂x
Γt
)
(·, 0)ytdt
+Bi
(
∂
∂x
Ht
)
(·, 0)ytdLˆit
= B0
(
∂
∂x
Ht
)
(·, 0)ytdt +Bi
(
∂
∂x
Ht
)
(·, 0)ytdLˆit.
For t < 0, in terms of the similar deduction to the above one, the result also holds.
Thus ϕ0t (ω, ·) and ψ0t (ω, ·) are conjugate.
(
∂
∂x
H0
)−1
(·, 0) is a cohomology of ψ0t (ω, ·)
and ϕ0t (ω, ·).
Step 3. Combining Proposition 3.3 with Steps 1-2, we obtain that
ϕt(ω, ·) = H0(θtω, ·) ◦ ψt(ω, ·)H0(ω, ·)−1
= H0(θtω, ·) ◦ ζ(θtω, ·) ◦ ψ0t (ω, ·) ◦ ζ(ω, ·)−1 ◦H0(ω, ·)−1
= H0(θtω, ·) ◦ ζ(θtω, ·) ◦
(
∂
∂x
H0
)−1
(θtω, 0) ◦ ϕ0t (ω, ·)
◦
(
∂
∂x
H0
)
(ω, 0) ◦ ζ(ω, ·)−1 ◦H0(ω, ·)−1.
Set
ς(ω, ·) := H0(ω, ·) ◦ ζ(ω, ·) ◦
(
∂
∂x
H0
)−1
(ω, 0) · .
We thus have
ϕt(ω, x) = ς(θtω, ·) ◦ ϕ0t (ω, ·) ◦ ς(ω, x)−1.
The proof is completed. 
Remark 3.5. Since ψt and ψ
0
t are locally conjugate via ζ in Step 1, the result in the
above theorem is local.
We present an example to demonstrate the above theorem.
Example 3.6. Take a(x) = βx− xl and σ(x) = x, where β = α+ σ2/2. Here α is a real
parameter and σ is a positive parameter. Let l > 1 be an integer. Consider the following
scalar nonlinear stochastic equation
dXt = (βXt −X lt)dt+XtdLˆt, t ∈ R. (19)
Lyapunov stability for this equation has been studied in a special case where the Le´vy
process is replaced by a compound Poisson process in [8].
In this example, B0 =
∂
∂x
a(0) = β, and B = ∂
∂x
σ(0) = 1. Thus, by Theorem 3.4, the
RDS ϕt(ω, ·) generated by Eq.(19) is conjugate to the RDS ϕ0t (ω, ·) generated by the linear
stochastic equation
dxt = βxtdt+ xtdLˆt, t ∈ R. (20)
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4. Conjugacy for Marcus SDEs and RDEs, and existence of global
attractors
In this section, we first introduce Marcus SDEs, then we prove the conjugacy for a
Marcus SDE and a related RDE and the existence of the global attractor for the Marcus
SDE.
4.1. Conjugacy for Marcus SDEs and RDEs. A Marcus canonical SDE was intro-
duced in [16]. For the Le´vy process Lˆt in Section 3.1, this SDE is as follows:
dX¯t = a¯(X¯t)dt + σ¯i(X¯t) ⋄ dLˆit, t ∈ R, (21)
where a¯, σ¯1, σ¯2, · · · , σ¯m are vector fields on Rd, and “⋄” denotes the Marcus differential
([1, 14]). The precise definition is as follows:
dX¯t =


a¯(X¯t)dt+ σ¯i(X¯t) ◦ dLˆic(t) + σ¯i(X¯t−)dLˆid(t)
+
{
Φ(∆Lˆt, X¯t−)− X¯t− − σ¯i(X¯t−)∆Lˆit
}
, t > 0,
a¯(X¯t)dt+ σ¯i(X¯t) ◦ dLˆic(t) + σ¯i(X¯t−)dLˆid(t)
+
{
Φ(∆Lˆt, X¯t+)− X¯t+ − σ¯i(X¯t+)∆Lˆit
}
, t 6 0,
where “◦” stands for the Stratonovitch differential, Lˆc(t) and Lˆd(t) are continuous and
purely discontinuous parts of the Le´vy process Lˆ(t), respectively,
∆Lˆt :=
{
Lˆt − Lˆt−, t > 0,
Lˆt − Lˆt+, t 6 0,
and Φ(z, x) is the solution flow of the following ordinary differential equation{
∂Φ(z,x)
∂zi
= σ¯i(Φ(z, x)), i = 1, 2, · · · , m,
Φ(0, x) = x.
(22)
Remark 4.1. If the Le´vy process Lˆt has no discontinuous part, Eq.(21) changes into
a Stratonovitch SDE, and Φ(z, x) is the same as the auxiliary function in the Doss-
Sussmann flow decomposition ([11, 12]).
Assume that σ¯i(x) is smooth for i = 1, 2, · · · , m and the Lie bracket [σ¯i, σ¯j ] = 0 in
the sense of differential geometry for i, j = 1, 2, · · · , m, i 6= j. Then Eq.(22) possesses a
solution denoted by Φ(z, x) and x 7→ Φ(z, x) is a diffeomorphism of Rd, as in [22].
For µ > 0, introduce the following process
Zt = e
−µt
∫ t
−∞
eµsdLˆs, t ∈ R.
Lemma 4.2. Zt has the following properties:
(i)
dZt = −µZtdt + dLˆt, t ∈ R,
(ii)
Zs+t(ω) = Zt(θsω), s, t ∈ R.
Proof. Set
¯ˆ
Lt :=
∫ t
−∞
eµsdLˆs, and then Zt = e
−µt ¯ˆLt. By the Itoˆ-Ventzell formula in
Appendix for t > 0, one obtains that
dZt = e
−µteµtbdt + e−µteµtAdWt − µe−µt ¯ˆLtdt
+
∫
|u|6δ
(
e−µt(
¯ˆ
Lt + e
µtu)− e−µt ¯ˆLt
)
N˜κ(dt, du)
+
∫
|u|6δ
(
e−µt(
¯ˆ
Lt + e
µtu)− e−µt ¯ˆLt − e−µteµtu
)
ν(du)dt
= −µZtdt + dLˆt.
For t < 0, by the similar deduction to the above one, we could prove the same result.
This yields (i).
To prove (ii), it holds that
Zs+t(ω) = e
−µ(s+t)
∫ s+t
−∞
eµrdLˆr
= e−µ(s+t)
∫ t
−∞
eµ(s+u)d(Lˆs+u − Lˆs)
= e−µt
∫ t
−∞
eµudLˆu(θsω) = Zt(θsω).
The proof is completed. 
Denote
H¯t(x) := Φ(Zt, x), t ∈ R.
By the above Lemma,
H¯s+t(ω, x) = H¯t(θsω, x)
and by Theorem 4.4.7 or Theorem 4.4.28 in [1],
dH¯t = σ¯i(H¯t) ⋄ dZ it
= −µσ¯i(H¯t)Z itdt+ σ¯i(H¯t) ⋄ dLˆit.
Introduce the following RDE
dY¯t =
(
∂
∂x
H¯t
)−1
(ω, Y¯t)
[
a¯
(
H¯t(ω, Y¯t)
)
+ µσ¯i
(
H¯t(ω, Y¯t)
)
Z it
]
dt, t ∈ R. (23)
Proposition 4.3. RDSs ϕ¯t(ω, ·) and ψ¯t(ω, ·) are conjugate with cohomology H¯0, where
ϕ¯t(ω, ·), ψ¯t(ω, ·) are RDSs generated by Eq.(21) and Eq.(23), respectively.
Proof. We firstly show that the solutions of Eq.(21) and Eq.(23) generate global RDSs.
By Theorem 3.16 in [14], the solution of Eq.(21) generates a global cocycle ϕ¯t(ω, ·). To
prove that ψ¯t(ω, ·) is global, we use conjugacy.
Rewrite dH¯t as the Itoˆ form for t > 0
dH¯t = −µσ¯i(H¯t)Z itdt + σ¯i(H¯t)bidt + σ¯i(H¯t)AijdW jt
+
1
2
(
∂σ¯i
∂xk
)
(H¯t)
(
σ¯j(H¯t)
)k
AilAjldt
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+∫
|u|6δ
(
Φ(u, H¯t−)− H¯t−
)
N˜κ(dt, du)
+
∫
|u|6δ
(
Φ(u, H¯t−)− H¯t− − σ¯i(H¯t−)ui
)
ν(du)dt,
and for t 6 0
dH¯t = −µσ¯i(H¯t)Z itdt− σ¯i(H¯t)(b−)idt− σ¯i(H¯t)(A−)ijd(W−)jt
+
1
2
(
∂σ¯i
∂xk
)
(H¯t)
(
σ¯j(H¯t)
)k
(A−)il(A−)jldt
+
∫
|u|6δ
(
Φ(u, H¯t+)− H¯t+
)
N˜κ−(dt, du)
+
∫
|u|6δ
(
Φ(u, H¯t+)− H¯t+ − σ¯i(H¯t+)ui
)
ν−(du)dt.
Thus, the Itoˆ-Ventzell formula in Appendix for t > 0 implies that
dH¯t(ω, Y¯t) =
(
∂
∂x
H¯t
)(
∂
∂x
H¯t
)−1
(ω, Y¯t)
[
a¯
(
H¯t(ω, Y¯t)
)
+ µσ¯i
(
H¯t(ω, Y¯t)
)
Z it
]
dt
−µσ¯i(H¯t(ω, Yt))Z itdt + σ¯i(H¯t(ω, Y¯t))bidt+ σ¯i(H¯t(ω, Y¯t))AijdW jt
+
1
2
(
∂σ¯i
∂xk
)(
H¯t(ω, Y¯t)
) (
σ¯j(H¯t(ω, Y¯t))
)k
AilAjldt
+
∫
|u|6δ
(
Φ(u, H¯t−(ω, Y¯t))− H¯t−(ω, Y¯t)
)
N˜κ(dt, du)
+
∫
|u|6δ
(
Φ(u, H¯t−(ω, Y¯t))− H¯t−(ω, Y¯t)− σ¯i(H¯t−(ω, Y¯t))ui
)
ν(du)dt
= a¯(H¯t(ω, Y¯t))dt+ σ¯i(H¯t(ω, Y¯t)) ⋄ dLˆit.
For t < 0, by the similar deduction to the above one, the same result holds. Thus,
ϕ¯t(ω, ·) = H¯0(θtω, ·) ◦ ψ¯t(ω, ·) ◦ H¯0(ω, ·)−1,
and
ψ¯t(ω, ·) = H¯0(θtω, ·)−1 ◦ ϕ¯t(ω, ·) ◦ H¯0(ω, ·).
Since ϕ¯t(ω, ·) is global, so is ψ¯t(ω, ·). 
We present two examples to explain what the cohomology H¯0 is.
Example 4.4. Take σ¯i(x) = σ¯ix for i = 1, 2, · · · , m, where σ¯i ∈ Rd×d and σ¯iσ¯j = σ¯j σ¯i,
i 6= j. Then Eq.(22) changes into{
∂Φ(z,x)
∂zi
= σ¯iΦ(z, x), i = 1, 2, · · · , m,
Φ(0, x) = x.
Solving it, we obtain that Φ(z, x) = x exp{σ¯izi}. So,
H¯t(·, x) = Φ(Zt, x) = x exp{σ¯iZ it} = x exp{σ¯iZ i0} ◦ θt ·
= H¯0(θt·, x).
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In this case, the RDE (23) becomes
dY¯t = exp{−σ¯iZ it}
[
a¯
(
Y¯t exp{σ¯iZ it}
)
+ µσ¯iY¯t exp{σ¯iZ it}Z it
]
dt, t ∈ R.
Example 4.5. Take σ¯i(x) = σ¯ix + βi for i = 1, 2, · · · , m, where βi ∈ Rd, σ¯i ∈ Rd×d and
σ¯iσ¯j = σ¯j σ¯i, σ¯iβj = σ¯jβi, i 6= j. Thus the solution of Eq.(22) is
Φ(z, x) = x exp{σ¯izi}+ σ¯−1i
(
exp{σ¯izi} − I
)
βi,
where σ¯−1i is the pseudo-inverse of the matrix σ¯i.
Hence
H¯t(·, x) = Φ(Zt, x) = x exp{σ¯iZ it}+ σ¯−1i
(
exp{σ¯iZ it} − I
)
βi
=
[
x exp{σ¯iZ i0}+ σ¯−1i
(
exp{σ¯iZ i0} − I
)
βi
] ◦ θt ·
= H¯0(θt·, x).
Finally, the RDE (23) is written as
dY¯t = exp{−σ¯iZ it}
[
a¯
(
H¯t(ω, Y¯t)
)
+ µσ¯iH¯t(ω, Y¯t)Z
i
t + µβiZ
i
t
]
dt, t ∈ R.
4.2. Existence of global attractors. We need some concepts. The function V : Rd 7→
R+ is called the Lyapunov function of
dy¯t = a¯(y¯t)dt, (24)
if there exists α > 0 such that
lim sup
|y|→∞
〈∇ log V (y), a¯(y)〉 6 −α. (25)
A function U : Rd 7→ R+ is said to preserve temperedness if U−1(G) is tempered for
tempered G. Finally, a function k : Rm 7→ R is said to be subexponentially growing if
there exists c > 0 such that e−c|z|k(z) is bounded.
Proposition 4.6. Let V be a Lyapunov function of Eq.(24) and assume that V preserves
temperedness. Set
l(z, y) :=
(
∂Φ
∂y
)−1
(z, y)σ¯i (Φ(z, y)) z
i, z ∈ Rm, y ∈ Rd.
Assume that there are subexponentially growing functions k1 and k2 such that
lim sup
|y|→∞
sup
z∈Rm
∣∣∣∣
〈
∇ log V (y), l(z, y)
k1(z)
〉∣∣∣∣ = 0, (26)
lim sup
|y|→∞
sup
z∈Rm
〈
∇ log V (y), a¯(y)− (∂Φ
∂y
)−1(z, y)a¯(Φ(z, y))
〉
|〈∇ log V (y), a¯(y)〉| k2(z) 6 1, (27)
and
lim
z→0
k2(z) = 0.
Then ψ¯t has a global random attractor.
The proof is similar to one for Corollary 2.1 in [12] and we thus omit it.
Now, we state and prove the main result in this subsection.
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Theorem 4.7. Under the conditions of Proposition 4.6, ϕ¯t has a global random attractor.
Proof. By the above Proposition, we know that ψ¯t has a global random attractor A(ω).
Then by definition
ψ¯t(ω,A(ω)) = A(θtω).
Define B(ω) := H¯0(ω,A(ω)). Therefore
ϕ¯t(ω,B(ω)) = ϕ¯t(ω, ·) ◦ H¯0(ω,A(ω))
= ϕ¯t(ω, ·) ◦ H¯0(ω, ·) ◦ A(ω)
= H¯0(θtω, ·) ◦ ψ¯t(ω, ·) ◦ H¯0(ω, ·)−1 ◦ H¯0(ω, ·) ◦ A(ω)
= H¯0(θtω, ·) ◦ ψ¯t(ω, ·) ◦ A(ω)
= H¯0(θtω,A(θtω))
= B(θtω).
For any random tempered bounded set G(ω), by the assumption on σ¯i for i = 1, 2, · · · , m,
H¯0(ω, ·)−1 ◦G(ω) is tempered. Thus, by Definition 2.4,
lim
t→+∞
dist(ψ¯t(θ−tω, ·) ◦ H¯0(θ−tω, ·)−1 ◦G(θ−tω), A(ω)) = 0.
Since, by conjugacy and the assumption on σ¯i for i = 1, 2, · · · , m,
dist(ϕ¯t(θ−tω,G(θ−tω)), B(ω))
= dist(ϕ¯t(θ−tω, ·) ◦G(θ−tω), H¯0(ω,A(ω)))
= dist
(
H¯0(ω, ·) ◦ ψ¯t(θ−tω, ·) ◦ H¯0(θ−tω, ·)−1 ◦G(θ−tω), H¯0(ω,A(ω))
)
6 dist
(
ψ¯t(θ−tω, ·) ◦ H¯0(θ−tω, ·)−1 ◦G(θ−tω), A(ω)
)
,
we obtain that
lim
t→+∞
dist(ϕ¯t(θ−tω,G(θ−tω)), B(ω)) = 0,
for all tempered random bounded set G(ω) ⊂ Rd.
Finally, by Definition 2.4, B(ω) is a global random attractor for ϕ¯t. This completes the
proof. 
In the following example, we apply the above theorem to show the existence of a global
attractor for the stochastic Duffing-van der Pol equations with Le´vy processes.
Example 4.8. Consider the following Duffing-van der Pol system with Le´vy processes:

dx1(t) = x2(t)dt,
dx2(t) = [γ1x1(t) + γ2x2(t)− x1(t)3 − x1(t)2x2(t)]dt
+σ1x1(t) ⋄ dLˆ1t + σ2 ⋄ dLˆ2t ,
where γ1, γ2, σ1, σ2 ∈ R1 and Lˆt = (Lˆ1t , Lˆ2t ) is a 2-dimensional Le´vy process as defined in
Section 3.1. This system has been studied in special cases: the Le´vy process is replaced by
the Brownian motion in [12, 21] and by the Poisson process in [25]. Set
X¯1(t) := x1(t),
X¯2(t) := x2(t)− γ2x1(t) + 1
3
x1(t)
3.
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Then the above system is transformed into
dX¯t = a¯(X¯t)dt + (σ¯iX¯t + βi) ⋄ dLˆit, t ∈ R,
where
a¯(y) =
(
γ2y1 − 13y31 + y2
γ1y1 − y31
)
,
σ¯1 =
(
0 0
σ1 0
)
, β1 = 0, σ¯2 = 0, and β2 =
(
0
σ2
)
.
For the deterministic equation
dy¯t = a¯(y¯t)dt,
the function
V (y) =
7
24
y41 +
1
4
y21 +
1
4
y22 +
1
2
(y1 − y2)2
is a Lyapunov function. Indeed,
∇V (y) =
(
7
6
y31 +
3
2
y1 − y2
3
2
y2 − y1
)
,
and
〈∇V (y), a¯(y)〉 = − 7
18
y61 +
(
7
6
γ2 +
1
2
)
y41 +
(
3
2
γ2 − γ1
)
y21
+
(
3
2
− γ2 + 3
2
γ1
)
y1y2 − y22.
Thus, there exists η > 0 such that
lim sup
|y|→∞
〈∇V (y), a¯(y)〉
κ(y)
6 −η, (28)
where κ(y) = y61 + y
2
2. Thus, V (y) is a Lyapunov function.
Noticing that
exp{σ¯1z1} =
(
1 0
σ1z
1 1
)
, exp{−σ¯1z1} =
(
1 0
−σ1z1 1
)
,
by Example 4.5, we get
Φ(z, y) = y exp{σ¯1z1}+ β2z2
=
(
y1
σ1y1z
1 + y2 + σ2z
2
)
.
Therefore,
l(z, y) =
(
∂Φ
∂y
)−1
(z, y)
[
σ¯1 (Φ(z, y)) z
1 + σ¯2 (Φ(z, y)) z
2
]
= exp{−σ¯1z1}
[
σ¯1(y exp{σ¯1z1}+ β2z2)z1 + β2z2
]
= σ¯1yz
1 + exp{−σ¯1z1}β2z2
=
(
0
σ1y1z
1 + σ2z
2
)
,
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and
〈∇V (y), l(z, y)〉 =
(
3
2
y2 − y1
)(
σ1y1z
1 + σ2z
2
)
= σ1
(
3
2
y1y2 − y21
)
z1 + σ2
(
3
2
y2 − y1
)
z2.
Set k1(z) := C|z|. Then k1(z) is subexponentially growing and
lim sup
|y|→∞
sup
z∈Rm
∣∣∣∣
〈
∇ log V (y), l(z, y)
k1(z)
〉∣∣∣∣ = 0.
Thus, the condition (26) in Proposition 4.6 is satisfied.
To justify (27), we decompose a¯(y) into two parts:
a¯(y) = Ay +
( −1
3
y31
−y31
)
,
where A :=
(
γ2 1
γ1 0
)
. Hence,
a¯(y)− (∂Φ
∂y
)−1(z, y)a¯(Φ(z, y)) = Ay − (∂Φ
∂y
)−1(z, y)AΦ(z, y)
+
( −1
3
y31
−y31
)
− (∂Φ
∂y
)−1(z, y)
( −1
3
y31
−y31
)
= Ay − exp{−σ¯1z1}A exp{σ¯1z1}y − exp{−σ¯1z1}Aβ2z2
+(I − exp{−σ¯1z1})
( −1
3
y31
−y31
)
=
( −1 0
γ2 + σ1z
1 1
)
yσ1z
1 −
(
1
−σ1z1
)
σ2z
2
+
(
0
−1
3
y31
)
σ1z
1
=: S1 + S2 + S3.
Define
k2(z) : = (
√
2 + |γ2|+ |σ1||z|)|σ1||z|
+(1 + |σ1||z|)|σ2||z|+ |σ1||z|.
Then k2(z) is subexponentially growing and
lim
z→0
k2(z) = 0.
Moreover,〈
∇ log V (y), a¯(y)− (∂Φ
∂y
)−1(z, y)a¯(Φ(z, y))
〉
|〈∇ log V (y), a¯(y)〉| k2(z) =
〈∇ log V (y), S1 + S2 + S3〉
|〈∇ log V (y), a¯(y)〉| k2(z)
6
|∇V (y)||y|
|〈∇V (y), a¯(y)〉| +
|∇V (y)|
|〈∇V (y), a¯(y)〉|
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+
|(3
2
y2 − y1)13y31|
|〈∇V (y), a¯(y)〉| .
It follows from (28) that there exists a constant C > 0 such that
|〈∇V (y), a¯(y)〉| 6 C κ(y).
Thus, by simple calculation, we obtain that
lim sup
|y|→∞
sup
z∈Rm
〈
∇ log V (y), a¯(y)− (∂Φ
∂y
)−1(z, y)a¯(Φ(z, y))
〉
|〈∇ log V (y), a¯(y)〉| k2(z) 6 1.
By Theorem 4.7, the stochastic Duffing-van der Pol equation has a global attractor.
5. Appendix
In this section, we recall the Itoˆ-Ventzell formula in the context of SDEs with Le´vy
processes (see [18]), and then provide a proof for the formula (14) in Section 3.
The Itoˆ-Ventzell formula:
Let (U,U) be a measurable space and n be a σ-finite measure on it. Let U0 be a set in U
such that n(U− U0) <∞.
Consider two processes with jumps{
ηt = η0 +
∫ t
0
es ds +
∫ t
0
fs dWs +
∫ t+
0
∫
U0
g(s−, u) N˜q(ds, du),
ξt(x) = ξ0(x) +
∫ t
0
Es(x) ds+
∫ t
0
F ls(x) dW
l
s +
∫ t+
0
∫
U0
G(s−, x, u) N˜q(ds, du),
where η·, e, f, g(·, u) for u ∈ U0 are predictable processes valued in Rd,Rd,Rd×m,Rd, re-
spectively, and ξ·(x), E·(x), F
l
· (x), G(·, x, u) for x ∈ Rd, u ∈ U0 and l = 1, 2, ..., d are real
predictable processes; {qt, t > 0} is a stationary F t0-adapted Poisson point process with
values in U and characteristic measure n. Let Nq((0, t], du) be the counting measure of qt
such that ENq((0, t], A) = tn(A) for A ∈ U . Denote
N˜q((0, t], du) := Nq((0, t], du)− tn(du),
the compensator of qt. Moreover e, f, g and E·(x), F
l
· (x), G(·, x, ·) satisfy the following
integrable conditions: for t ∈ R+∫ t
0
|es| ds <∞,
∫ t
0
|fs|2 ds <∞,
∫ t+
0
∫
U0
|g(s−, u)|2 n(du)ds <∞,
∫ t
0
|Es(x)| ds <∞,
∑
l
∫ t
0
|F ls(x)|2 ds <∞,
∫ t+
0
∫
U0
|G(s−, x, u)|2 n(du)ds <∞.
Proposition 5.1. Assume that ξt(ω, ·) ∈ C2b (Rd,R), Et(ω, ·) ∈ C(Rd,R), F lt (ω, ·) ∈
C1b (Rd,R) and G(t, ω, ·, u) ∈ C1b (Rd,R) for (t, ω) ∈ R+ × Ω and u ∈ U0. Then
dξt(ηt)
=
(
∂ξt(ηt)
∂xl
)
elt dt +
(
∂ξt(ηt)
∂xl
)
f ljt dW
j
t +
1
2
(
∂2ξt(ηt)
∂xl∂xi
)
f ljt f
ij
t dt
+
∫
U0
[
ξt−(ηt− + g(t−, u))− ξt−(ηt−)−
(
∂ξt−(ηt−)
∂xl
)
gl(t−, u)
]
n(du)dt
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+Et(ηt) dt+ F
l
t (ηt) dW
l
t + f
li
t
(
∂F it (ηt)
∂xl
)
dt
+
∫
U0
[ξt−(ηt− + g(t−, u))− ξt−(ηt−) +G(t−, ηt− + g(t−, u), u)] N˜q(dt, du)
+
∫
U0
[G(t−, ηt− + g(t−, u), u)−G(t−, ηt−, u)] n(du)dt.
The Itoˆ-Ventzell formula for t < 0 could be proved by the similar method to one in [18].
Proof of formula (14) in Section 3:
We examine the right hand side of the formula (14), and show that it is equal to the left
hand side. By the Fubini theorem [17], we obtain that∫ t
s
(∫ u
s
er−u
∂σi
∂x
(hx,ur )D(r, u)dLˆ
i
r
)
du−
∫ t
s
(∫ u
s
er−uσi(h
x,u
r )dLˆ
i
r
)
du
=
∫ t
s
(∫ u
s
∂
∂v
[
er−vσi(h
x,v
r )
] |v=udLˆir
)
du
=
∫ t
s
(∫ t
s
∂
∂v
[
er−vσi(h
x,v
r )
] |v=uI[s,u](r)dLˆir
)
du
=
∫ t
s
(∫ t
s
∂
∂v
[
er−vσi(h
x,v
r )
] |v=uI[s,u](r)du
)
dLˆir
=
∫ t
s
(∫ r
s
∂
∂v
[
er−vσi(h
x,v
r )
] |v=uI[s,u](r)du
)
dLˆir
+
∫ t
s
(∫ t
r
∂
∂v
[
er−vσi(h
x,v
r )
] |v=uI[s,u](r)du
)
dLˆir
= e−t
∫ t
s
erσi(h
x,t
r )dLˆ
i
r −
∫ t
s
σi(h
x,r
r )dLˆ
i
r.
This proves the formula (14) in Section 3.
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