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4.1 Statistične tehnike . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
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Z digitalizacijo na vseh možnih področjih se poskuša avtomatizirati, optimizirati in po-
hitriti delovne procese, seveda pa se lahko pojavijo najrazličneǰse prevare, ki povzročajo
denarno škodo podjetjem. V telekomunikacijski industriji je odkrivanje goljufivih ak-
tivnosti še kako pomembno, saj lahko operaterjem prihrani ogromne količine denarja.
Matematično gledano lahko prevedemo problem detekcije goljufivih uporabnikov na pro-
blem iskanja osamelcev v veliki množici podatkov. V magistrskem delu opǐsite različne
metode podatkovnega rudarjenja in strojnega učenja, ki so primerne za iskanje osamelcev.
Predlagajte modele, ki bi bili uporabni za odkrivanje goljufivih aktivnosti.
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Odkrivanje goljufij v telekomunikacijah z uporabo podatkovnega rudarjenja
Povzetek
Rast nove tehnologije nam olaǰsuje vsakodnevna opravila, plačila, komuniciranje, dostop
do interneta in informacij ter druge storitve. Pojavijo pa se lahko različne prevare, ki pov-
zročijo škodo organizacijam in njihovim strankam. V magistrski nalogi se osredotočimo na
odkrivanje goljufij v telekomunikacijski industriji. Telekomunikacijska podjetja se soočajo
s poznanimi in novimi oblikami prevar. Te včasih niso odkrite, velikokrat pa so odkrite
prepozno. Kaznovanje storilcev je zahtevno, ker so prevare pogosto vpete v mednarodno
okolje. Odkrivanje prevar z matematičnega vidika predstavlja problem odkrivanja ano-
malij v veliki količini podatkov. Anomalije ali osamelci so redki primerki v podatkih,
ki se drugače obnašajo kot ostali primerki. Telekomunikacijska podjetja hranijo vse ak-
tivnosti njihovih strank v obliki CDR datotek, zato je količina podatkov res ogromna.
V testnih podatkih običajno nimamo označene goljufive in normalne aktivnosti, zato so
v magistrski nalogi predstavljene nenadzorovane metode ter ostale napredne metode za
odkrivanje anomalij, kjer ne potrebujemo vrednosti ciljne spremenljivke. Cilj magistrske
naloge je poiskati in pojasniti delovanje različnih naprednih metod podatkovnega rudar-
jenja z namenom odkrivanja anomalij v podatkih. Med drugim je cilj zgraditi model, ki
zazna goljufive aktivnosti.
Fraud detection in telecommunication using data mining methods
Abstract
Everyday life assignments, payments, communication, access to the internet and other
services are getting simplified by technology development but there are also negative ef-
fects like different fraud actions that can cause damage to a lot of organizations and their
clients. In this work we are focused on the fraud detection in telecommunication industry.
Telecommunication companies are confronting with well known frauds as well as with un-
known frauds. Fraud actions are not always detected or they may be detected too late.
Usually more different parties from all around the world are included in telecommunica-
tion sevices and thus punishment of the criminals is very difficult. From a mathematical
point of view fraud detection is considered as the identification of unusual pattern or ano-
maly detection in a big data. Anomalies or outliers are rare cases in the data, which are
significantly different from the majority of the data. Since all the activities of clients are
stored in CDR files, amount of data is very large. Test data are not labeled as fraudulent
or normal activities, therefore unsupervised methods and other advanced techniques for
anomaly detection, which do not require target variable, are considered in this work. The
aim of the thesis is to examine different advanced methods of data mining in order to
detect anomalies, and to develop a model that would be capable to distinguish normal
from fraudulent activities.
Math. Subj. Class. (2010): 68P01,68W01,62P30
Ključne besede: zaznavanje goljufij, odkrivanje anomalij v velikem podatkovju, veliko
podatkovje, rudarjenje podatkov, mera različnosti, k-najbližji sosedje, gručenje, modeli-
ranje
Keywords: fraud detection, anomaly detection in large datasets, large datasets, data




Rast tehnologije nam olaǰsuje vsakodnevna opravila, plačila, komuniciranje, dostop do
interneta in informacij ter druge storitve. Pojavijo pa se lahko različne prevare, ki pov-
zročijo škodo organizacijam in njihovim strankam. V magistrski nalogi se osredotočimo
na odkrivanje goljufij v telekomunikacijski industriji. Po podatkih organizacije CFCA se
te zmanǰsujejo, vendar vedno znova prihaja do novih oblik prevar, ki so posledica novih
oblik storitev ali aplikacij, kot je na primer bančna aplikacija. Do novih oblik prevar
pa prihaja tudi zaradi dinamičnega obnašanja goljufov. Prevare so velikokrat odkrite
prepozno, kaznovanje storilcev pa je zahtevno, ker je pogosto vpetih več držav.
Odkrivanje prevar z matematičnega vidika predstavlja problem odkrivanja anomalij v
veliki količini podatkov. Anomalije ali osamelci so redki primerki v podatkih, ki se drugače
obnašajo kot ostali primerki. Telekomunikacijska podjetja hranijo aktivnosti uporabnikov
v obliki CDR datotek, ki se tvorijo pri vsaki aktivnosti (vsakem klicu, kratkem besedilnem
sporočilu – SMS-u, prenosu podatkov ali čemu drugemu), zato je količina podatkov res
ogromna. Naša naloga je torej poiskati majhno množico primerkov v velikem podatkovju,
ki se razlikuje od večine. Pri tem moramo biti pozorni, da ne sprožimo lažnega alarma.
V testnih podatkih ponavadi nimamo označene goljufive in normalne aktivnosti, zato so
v magistrski nalogi predstavljene nenadzorovane metode ter ostale napredne metode za
odkrivanje anomalij, kjer ne potrebujemo vrednosti ciljne spremenljivke. Cilj magistrske
naloge je poiskati in pojasniti delovanje različnih naprednih metod podatkovnega rudarje-
nja, ki odkrivajo anomalije v podatkih. Temu sledi testiranje metod na testnih podatkih
in gradnja modela, ki zaznava goljufije.
Magistrska naloga je razdeljena po sklopih. Najprej so opisane goljufije, ki so se po-
javile v preteklosti. Poznamo tip in metodo goljufije. Tip se nanaša na način uporabe
omrežja ali storitve z namenom zlorabe, medtem ko se metoda goljufije nanaša na način
dostopa do omrežja ali storitev z namenom prevare. Naslednje poglavje se navezuje na
pripravo podatkov. Ta vključuje redukcijo dimenzije, skaliranje podatkov in nadomesti-
tev manjkajočih vrednosti. Pri pripravi podatkov je podrobneje opisan problem iskanja
podobnosti in različnosti med primerki ter izbira ustrezne mere glede na podatke. V na-
slednjemu poglavju so predstavljene različne tehnike, ki odkrivajo anomalije. Tehnike v
grobem delimo na statistične ter tehnike, ki temeljijo na bližini vzorcev. Metode, ki te-
meljijo na bližini vzorca ločimo še na metode, ki temeljijo na gručenju, razdalji in gostoti.
Slednji sta v magistrski nalogi podrobneje opisani. Nato je predstavljeno iskanje anomalij
s pomočjo gručenja. Pri gručenju je predstavljena najbolj znana metoda k-voditeljev ter
metodi, ki odkrivata osamelce. V zadnjem poglavju predstavimo problem na podatkih,




Zaznavanje goljufij se navezuje na odkrivanje dogodkov, ki vključujejo kriminalne aktiv-
nosti, predvsem v komercialnih organizacijah kot so banke, zavarovalnice, telekomunika-
cijska podjetja, borze itn. Storilci goljufij so lahko dejanske stranke ali pa stranke, ki
ukradejo identiteto. Goljufija nastane, ko uporabniki nepooblaščeno zlorabijo sredstva
brez namena plačila, katera zagotavlja organizacija. Te želijo odkriti goljufijo čim prej,
saj s tem preprečijo gospodarske izgube. Za preprečevanje goljufij je potrebno nazorno in
natančno opazovanje ter spremljanje aktivnosti uporabnikov. Storilci goljufij spreminjajo
svoje strategije in navade, zato morajo biti modeli za ugotavljanje goljufij dinamični in
prilagodljivi. Storilci prevar se ponavadi ne obnašajo kot navadni uporabniki, zato je smi-
selno iskati nenavadna obnašanja uporabnikov, katerim pravimo anomalije ali osamelci.
Po drugi strani so goljufi zelo preračunljivi, tako da je njihovo obnašanje pogosto podobno
obnašanju normalnega uporabnika.
Telekomunikacijska podjetja hranijo aktivnosti svojih strank v ogromnih podatkovnih
zbirkah, ponavadi v CDR datotekah. Eden od problemov magistrske naloge je učinkovita
obdelava velike količine podatkov.
Z rastjo nove tehnologije rastejo tudi goljufije, storilci teh so zelo prilagodljivi, di-
namični in korak pred nami. Telekomunikacijska podjetja pogosto odkrijejo goljufije šele
pri mesečnih obračunih, poleg tega nekateri kriminalci izbrǐsejo svoje sledi. Goljufije v
telekomunikacijskih podjetjih sprožijo nezaupanje strank, kar posledično zvǐsa verjetnost
njihovega odhoda. S tehnološkim razvojem in digitalizacijo se je razvilo veliko različnih
in prefinjenih goljufij, ki jih je težko odkriti. V telekomunikacijski industriji so goljufije
zelo razširjene in prinašajo velike izgube. Čeprav je popolna zaustavitev goljufij skoraj
nemogoča, je cilj zmanǰsati in znižati izgube povezane z goljufijami. Pri tem je pomembno
odkriti goljufije ob razumnih stroških.
Po oceni Komunikacijskega združenja za nadzor goljufij – CFCA (angl. Communi-
cations Fraud Control Association) so v tabeli 1 prikazani prihodki telekomunikacijskih
podjetij in izgube le teh zaradi prevar. Telekomunikacijska podjetja so v letu 2017 glo-
balno prinesle 2.3 bilijonov prihodka v amerǐskih dolarjev. Globalno izgubo zaradi prevar
ocenjujejo na 29.2 milijard amerǐskih dolarjev, kar predstavlja približno 1.27% prihodkov.
V primerjavi z letom 2015 se je izguba znižala za približno 23.4%. Na to je vplivalo bolǰse
sodelovanje med operaterji in organi kazenskega pregona. Naslednji razlog za znižanje
prevar je migracija stroškovne baze iz TDM v omrežja VoIP in s tem znižanje tarifne
stopnje (angl. tariffed rates). K izbolǰsanju je pripomogla večja pozornost kibernetske
varnosti ([36]). Izgube so se med letoma 2005 in 2015 znižale s 5.11% na 1.69% svetovnih
prihodkov organizacij, kar predstavlja približno 38.1 milijard amerǐskih dolarjev. Kljub
temu opazimo 15% rast ocenjene izgube med letoma 2011 in 2013. Takrat je rast prevar
nastala zaradi brezžične industrije ([34]). Zneskovno ocenjena izguba zaradi prevar se je
od leta 2005 do 2017 približno prepolovila. Omeniti je potrebno, da so to zgolj ocene in
obstaja možnost, da imamo še neodkrite prevare.
Za izvajanje goljufij sta potrebna metoda in tip goljufije. Metoda goljufije se nanaša
na način dostopa do omrežja ali storitev z namenom prevare, medtem ko se tip goljufije
nanaša na način uporabe omrežja ali storitve z namenom zlorabe. Bolj podrobno sta
opisana v naslednjih dveh podpoglavjih.
V svetu obstaja veliko podjetij, ki se ukvarjajo z zaznavanjem goljufij. Razviti so
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Tabela 1: Ocenjeni prihodki in izgube zaradi prevar v amerǐskih dolarjih ter ocenjena
izguba zaradi prevar glede na prihodke v odstotkih.
2005 2008 2011 2013 2015 2017
Ocenjeni prihodki (v bio. USD) 1.2 1.7 2.1 2.2 2.25 2.3
Ocenjena izguba (v mrd. USD) 61.3 60.1 40.1 46.3 38.1 29.2
Ocenjena izguba 5.11% 3.54% 1.88% 2.09% 1.69% 1.27%
Vir: [34] in [36].
modeli, ki odkrivajo goljufije, pri katerih goljufi uporabijo metodo goljufija naročnine.
Zaradi digitalizacije strokovnjake skrbijo nove metode, kot je na primer vzemi račun, saj
telefoni zagotavljajo kanal do osebnih podatkov ter dostop do finančnih institucij. Metode
so opisane v nadaljevanju. Po drugi strani vlade vpeljujejo regulative in visoke kazni
za telekomunikacijska podjetja v primeru nepravilnega ravnanja pri identifikaciji stranke.
Pomemben pa ni le prvi stik s stranko, vendar je stranko potrebno spremljati in opazovati.
Temu pravimo KYC (angl. know your customer) ([38]). Poleg tega je v Evropski uniji
veliko regulativ o provizijah, ki si jih telekomunikacijska podjetja zaračunavajo med seboj.
Veliko kriminala je v državah z visokimi provizijami in manj regulativami. Primera v
Evropi sta Bosna in Hercegovina ter Srbija, v Ameriki pa Karibski otoki in Kuba.
Današnji problem v telekomunikacijski industriji so še poti klicev, ki so danes manj
jasne kot v preteklosti. Na primer klic v Nemčijo iz Slovenije ne gre nujno najprej v Av-
strijo in nato v Nemčijo, vendar lahko klic potuje do Nemčije tudi preko ZDA. Posledično
telekomunikacijska podjetja trgujejo kot na borzi.
2.1 Tipi goljufij v telekomunikacijski industriji
Poznamo več tipov prevar v telekomunikacijah. V magistrski nalogi so opisane najpogo-
steǰse. To so goljufija s premijsko stopnjo – PRSF (angl. premium rate service fraud),
goljufija pri delitvi prihodkov v mednarodnem omrežju – IRFS (angl. international revenue
share fraud), goljufija pri delitvi prihodkov v domačem omrežju – DRFS (angl. domestic
revenue share fraud), prevara v gostovanju (angl. roaming fraud) in arbitraža. Najbolj
razširjen tip prevar je goljufija IRSF.
2.1.1 Goljufija s premijsko stopnjo
Pri goljufiji s premijsko stopnjo je tipična umetna inflacija prometa na telefonske številke
s premijsko stopnjo oziroma premijske številke (angl. premium rate phone number). V
Sloveniji se le-te ponavadi začnejo z 090. Premijske številke se uporabljajo pri plačilu
storitev kot so tehnična podpora, TV glasovanje, vedeževanje, nagradne igre in podobno.
Goljufija s premijsko stopnjo nastane, ko se uporabniki ne zavedajo dodatnih stroškov pri
klicu na premijske številke. Goljufija s premijsko stopnjo oškoduje tudi telekomunikacijska
podjetja z metodo goljufija naročnine, ki je opisana v poglavju 2.2. Prevaranti vzpostavijo
premijsko številko pri nekem operaterju, nato pa pri drugem zakupijo telefone z naročnino.
Z metodo goljufijo naročnine generirajo klice na premijske številke, kar pripelje do visokih
računov. Kriminalci ne plačajo računov, temveč prejmejo dobiček z naslova premijske
številke. To izvajajo dokler njihov operater ne začne raziskovati neplačila. Nato izklopijo
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premijske številke z neplačanimi računi na breme operaterjev.
2.1.2 Goljufija pri delitvi prihodkov v mednarodnem omrežju – IRSF
Goljufija IRSF se navezuje na zlorabe pri sporazumih medsebojnega povezovanja med
operaterji v mednarodnem okolju pri mednarodnih premijskih številkah. Tudi tukaj se
srečamo z umetno inflacijo prometa na premijske številke ter problemom deljenja stroškov.
Goljufija IRFS je v osnovi zelo podobna goljufiji s premijsko številko, največja razlika je,
da je prva v domačem omrežju, druga pa v mednarodnem. Številke, ki se uporabljajo za
storitve v državah, kjer domače premijske številke ne obstajajo, označuje kratica IRSN
(angl. international revenue share numbers). Goljufija IRFS se izvaja podobno kot golju-
fija s premijsko številko, le da se pri tem generirajo klici v mednarodno okolje. Evidenca
klicev v mednarodnem omrežju prispe z zakasnitvijo, zato lahko goljufi s tem ogromno
zaslužijo. Najbolj ranljive so države, ki imajo visoke stroške ali provizije pri medna-
rodnih klicih. S časom so prevaranti postali bolj organizirali, tako da iz ene telefonske
številke istočasno generirajo klice in jih posredujejo na ogromno število telefonskih številk.
Poleg tega so s kloniranjem SIM še povečali izgube zaradi goljufije IRFS. Kriminalci to
obliko goljufije najpogosteje izvajajo med vikendi in v času počitnic ([37]). Goljufija IRSF
je zelo zanimiva za kriminalce, saj je težko uskladiti mednarodni nadzor. Posledično so
plačila težko ustavljiva. Mednarodni sporazumi o medsebojnem povezovanju običajno na-
vajajo, da je potrebno plačila izvršiti kljub sumu goljufije. Pri goljufiji IRSF je ponavadi
vključenih več držav, zato nacionalna policija težko izsledi kriminalce. Po drugi strani
domače regulative omogočajo zamudo ali neplačilo domnevnim goljufivim aktivnostim
([39]). Kriminalci generirajo klice na premijsko številko na različne načine z metodami
goljufija naročnine, vdiranje v omrežje, en klic in prekinitev ter podobno. Omenjene
metode so podrobneje opisane v poglavju 2.2.
2.1.3 Goljufija pri delitvi prihodkov v domačem omrežju – DRFS
Goljufija pri delitvi prihodkov v domačem omrežju je zelo podobna goljufiji IRSF, le da
se zlorabe zgodijo v domačem omrežju. Torej goljufija DRSF se navezuje na zlorabe pri
sporazumih medsebojnega povezovanja med operaterji v domačem okolju pri domačih
premijskih številkah. Goljufiji s premijsko številko, IRSF ter DRFS so skupna umetna
inflacija prometa na premijske številke ter deljenje stroškov ([37]).
2.1.4 Goljufija v gostovanju
Gostovanje je avtomatska povezava v gostujoče omrežje. To se zgodi, ko je domače omrežje
nedosegljivo. Vendar se uporabniki ne morejo povezati na katero koli omrežje. Uporabnik
se lahko poveže samo na omrežje, s katerim ima domači operater sklenjeno pogodbo. Ko je
klic izveden v gostujočem omrežju, je ta lahko v sosednjem omrežju, lahko pa je v katerem
koli omrežju v svetu. Taka gostovanja v CDR zapisih ponavadi prispejo kasneje. To daje
veliko priložnost za goljufije. Goljufija v gostovanju nastane, ko naročnik, ki je uporabljal
storitev v gostujočem omrežju, zavrne plačilo. Ta prevara je osnovna in zelo pogosta. Za
izvedbo se ponavadi uporabijo metode goljufija naročnine, wangiri in vdiranje v PBX. Za
znižanje goljufije bi si ponudniki storitev morali hitreje izmenjati podatke ([37]).
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2.1.5 Arbitraža
Arbitražna goljufija je izkorǐsčanje razlik v pogodbenih stopnjah med dvema državama.
Mednarodne klice ne more zaključiti uporabnikov operater, temveč se usmerja promet
klicev preko posrednǐskih operaterjev. Operaterji si za izvršitev klicev v njihovem omrežju
med seboj zaračunavajo pogodbene stopnje (angl. settlement rates). V nekaterih primerih
so ti stroški precej vǐsji od dejanskih stroškov. Različni operaterji imajo različne pogodbene
stopnje odvisno od uporabnikove države. Arbitraža je prisotna predvsem v evropskih
državah, ki niso članice EU.
2.1.6 Ostali tipi goljufij
Med ostale tipe goljufij štejemo krajo opreme (angl. stolen goods) in SIM škatlo (angl. SIM
box). Ta nastane z nepooblaščenim ustvarjanjem prometa na omrežje drugega operaterja.
Poznamo še veliko drugih tipov goljufij, ki so natančneje opisani v [36].
2.2 Metode za zlorabljanje v telekomunikacijski industriji
Poznamo več različnih metod, s katerimi prevaranti oškodujejo telekomunikacijska pod-
jetja in uporabnike. To so metoda goljufija naročnine (angl. subscription fraud), me-
toda goljufija wangiri (angl. wangiri fraud), metoda vdiranja v zasebno telefonsko omrežje
(angl. private branch exchange hacking – PBX hacking), metoda vdiranje v zasebno te-
lefonsko omrežje IP (angl. private branch exchange internet protocol hacking – PBX IP
hacking), ki so natančneje opisane v nadaljevanju. Najbolj razširjena metoda prevare je
metoda goljufija naročnine.
2.2.1 Metoda goljufija naročnine
Metoda goljufija naročnine je izkorǐsčanje storitev brez namena plačila. To metodo delimo
še na podmetodo goljufija naročnine s krajo identitete (angl. subscription fraud – identity),
kjer prevarant uporablja storitve brez vednosti lastnika. Naslednja podmetoda je goljufija
naročnine z aplikacijo (angl. subscription fraud – application), ki nastane, ko goljuf z
lažno identifikacijo pridobi pravice do telekomunikacijskih storitev. Zadnjo podmetodo
imenujemo goljufija naročnine z neplačilom (angl. subscription fradu – credit muling),
kjer uporabnik s svojo identifikacijo ne plačuje stroškov ([36]).
2.2.2 Metoda vdiranja v zasebno telefonsko omrežje
Pri tej metodi so žrtve ponavadi podjetja, ki imajo šibka gesla in posplošena uporabnǐska
imena. Hekerji vdrejo v šibke sisteme PBX z neposrednim vstopom v sistem (angl. direct
inward system access – DISA) in upravljajo mednarodne klice oziroma klice s premijsko
številko. Tovrstne goljufije so zelo nevarne za podjetja, saj hekerji lahko spreminjajo
gesla, poslušajo in brǐsejo pogovore. Kriminalci ponavadi vderejo ponoči, podjetja pa
zlorabe odkrijejo šele pri plačevanju mesečnega računa ([37]). Pri metodi vdiranje v




V japonščini wan pomeni en, giri pomeni prekiniti oziroma v angleščini “one ring and
cut”. Iz telefonskih linij, kjer se zaračunavajo premijske stopnje, goljufi naključno po-
kličejo, takoj po prvem zvonjenju pa prekinejo. To z namenom, da bo prejemnik klica
poklical nazaj. Ko žrtve zlorabe vrnejo klic, poslušajo oglasne reklame za internetne sto-
ritve. S tem se jim zaračuna premijska stopnja. Eno zvonjenje so nadomestili z dvema
([37]). Ta metoda je zelo deterministična in znana, zato jo goljufi v zadnjem času ne
uporabljajo več. Kljub temu so konec junija 2018 v časopisu Delo poročali o dragih klicih
iz tujine z enkratnim zvonjenjem ([41]).
2.2.4 Ostale metode
Naslednjo metodo pri goljufijah imenujemo zloraba storitvenih pogodb in pogojev
(angl. abuse of service terms and conditions), kjer prevarant krši pogoje in se ne ravna
po pogodbenih določilih. Poznamo tudi vzami račun (angl. take account over), kjer pre-
varanti izkorǐsčajo in manipulirajo, ponavadi s finančnimi institucijami. Goljufi pokličejo
finančno institucijo in se predstavijo pod drugim imenom z namenom pridobitve podatkov
o nekem računu. Fineǰsa oblika je vdiranje v telefone in s tem v bančne aplikacije. Ostale
metode so natančneje opisane v [36].
2.3 Primeri prevar v Sloveniji
V zadnjem letu je med kriminalci zelo popularna “non-EU goljufija”. Nastane tako, da
goljufi generirajo klic iz države z visoko premijsko stopnjo (npr. iz afrǐske države), ta klic
najprej usmerijo v prvo EU državo, iz te države prejemniku klica v drugo EU državo,
tako da zakrijejo prvotni izvor klica s kodo (angl. country calling codes) prve EU države.
Danes je prisotnih tudi veliko aplikacijskih sporočil, od katerih operaterji nimajo prihod-
kov. Zaradi tega aplikacijska sporočila tudi lahko štejemo pod goljufivo aktivnost. Pod
aplikacijska sporočila spadajo tista, kjer morajo uporabniki registracijo v aplikacijo potr-
diti s SMS-om. S takimi sporočili telekomunikacijska podjetja pogosto nimajo prihodkov.
Le-te ne želijo ukiniti, vendar bi jim želeli zaračunati storitev. Ponavadi so to masovna
sporočila, ki se ne razlikujejo od navadnih SMS-ov, kljub temu pa predvidevamo, da
imajo ključne besede ter pogosto prihajajo iz tuje telefonske številke. Prazna sporočila ali
sporočila brez vsebine, so nastala z uvedbo neomejenih SMS-ov, kjer pošiljatelj masovno
pošilja prazna ali nevsebinska sporočila.
Nacionalni odzivni center za kibernetsko varnost (SI-Certu) v Sloveniji skrbi za ra-
zreševanje incidentov, tehnično svetovanje ob vdorih ter izdaja opozorila za upravitelje
omrežij in obvešča širšo javnost o trenutnih grožnjah na elektronskih omrežjih. SI-Certu
na spletni strani varni na internetu ozavešča potrošnike o prevarah v Sloveniji. Prevaranti
pogosto uporabljajo družbena omrežja. S SI-Certu so poročali, da na Facebooku goljufi
obljubljajo nagradne igre, vendar je uporabnik na koncu oškodovan. Nagradne igre pona-
vadi potekajo tako, da uporabniki všečkajo in delijo objavo za nagradno igro. Po žrebanju
nagrajenci prejmejo obvestilo, da je potrebno nagradno igro potrditi s pošiljanjem kode
v SMS-u. S tem izžrebanci ne potrdijo in ne prejmejo nagradne igre, vendar sprožijo
postopek za nakup predplačnǐske kartice ponavadi v vrednosti 50 evrov. Ko žrtve želijo
o tem obvestiti ostale, jih na takih spletnih straneh blokirajo in ne morejo ničesar več
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komentirati. Te nagrade pogosto obljubljajo visoko cenovne pametne telefone. Na spletni
strani varni na internetu navajajo tudi problem z vinjetami, kjer je postopek goljufanja
podoben ali pa nagradno igro prejme lažni profil. Januarja 2018 so na varni na internetu
poročili še o drugi obliki prevare z vinjetami. Na več slovenskih telefonskih številk je bilo
poslano sporočilo, kjer so obljubljali vinjeto za polovično ceno. Potrebno je bilo poklicati
telefonsko številko 0038690142820 ali obiskati spletno stran hallokupon. Navedena tele-
fonska številka spada med premijske številke. Po klicu na to telefonsko številko, so žrtve
poslušale odzivnik o zasedenosti operaterjev. Po več minutah čakanja so žrtve utrpele
visoke stroške s klicem na premijsko številko ([40]). To številko je registrirala neobstoječa
oseba v Sloveniji, končni uporabnik premijske številke prihaja s Seǰselov. Kaznovanje
prevarantov iz tretjih držav pa je skoraj nemogoče. Ravno tako so januarja 2018 na varni
na internetu poročali o zlorabi na Instagramu, kjer je lažni profil blagovne znamke Zara
obljubil bon za nakup v trgovini v vrednosti 150 evrov. Sledilci Zare so na Instagramu
prejeli naslednje obvestilo: “Pozdravljeni! Čestitamo vam, ker vam je nas pravočasno
uspelo slediti, zaradi česar ste si prislužili bon za 150 evrov. Da bi potrdili vašo identifi-
kacijo in da boste lahko bon unovčili morate poslati sms z vsebino: Bitins 50 na številko
7444 in povratni sms potrdite s klicom na 188#. Čeprav prvotno omeni plačilo, ne gre za
plačilo, saj gre v našem primeru samo za pridobitev identifikacijske številke. Nato nam
pošljite posnetek zaslona (screenshot) da zabeležimo vašo kodo kupona ali pa nam jo samo
prepǐsite. Lep pozdrav.” S poslanim SMS-om so žrtve preko Monete kupile bon za nakup
kriptovalut bitcoin ali ether ponudnika Bitnis v vrednosti 50 evrov. Par dni po tem so na
varni na internetu poročali o podobni prevari za trgovino Tuš. V preteklosti so se zlorabe
preko Monete že pojavile ([40]).
2.4 Izgube glede na tip in metodo
V tabeli 2 je prikazana škoda po ocenah CFCA glede na tip prevare za leti 2015 in 2017.
V obeh letih sta največ izgube povzročili goljufiji IRSF in SIM škatla. Vidimo, da so v
večini škode v letu 2017 nižje. V tabeli 3 je prikazana izguba po ocenah CFCA glede na
tip metode za prej omenjeni leti. Zneskovno očitno izstopa metoda goljufija naročnine.
Tej sledi metoda vdiranje v PBX, ki se je v primerjavi z letom 2015 občutno znižala.
Tabela 2: Ocenjena škoda glede na tip prevare v milijardah amerǐskih dolarjih.
2015 2017
v mrd. USD
Goljufija IRSF 10.76 6.1
SIM škatla 5.97 4.27
Arbitraža 2.94 3.26
Kraja opreme 2.84 3.02
Goljufija s premijsko stopnjo 3.77 2.39
Vir: [35] in [36].
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Tabela 3: Ocenjena škoda glede na metodo prevare v milijardah amerǐskih dolarjih.
2015 2017
v mrd. USD
Goljufija naročnine 8.04 5.71
Vdiranje v PBX 3.93 1.94
Vdiranje v IP PBX 3.53 1.94
Zloraba storitvenih pogodb in pogojev 2.16 1.66
Vzami račun 2.16 1.66
Vir: [35] in [36].
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3 Priprava podatkov in odkrivanje znanja v podat-
kovnih bazah
3.1 Osnovne definicije verjetnosti in statistike
Najprej bomo vpeljali osnovne definicije verjetnosti in statistike, ker jih bomo potrebovali
v nadaljevanju.
Definicija 3.1 (Verjetnostni prostor). Verjetnosti prostor je trojica (Ω,F , P ), kjer je Ω
prostor stanj, F σ-algebra dogodkov in P verjetnostna mera. Natančneje:
(a) Množica dogodkov Ω vsebuje vsa možna stanja ω.
(b) σ-algebra F je množica podmnožic Ω, ki zadošča sledečim pogojem:
• Ω ∈ F ,
• F je zaprta za komplemente, t.j. za vsak A ∈ F je tudi (Ω \ A) ∈ F ,
• F je zaprta za števne unije, t.j. za Ai ∈ F , i = 1, 2, . . . je tudi
⋃∞
i=1 Ai ∈ F .
(c) Verjetnostna mera P : F → [0, 1] je funkcija, za katero velja
• P (Ω) = 1,








Definicija 3.2 (Slučajna spremenljivka). Slučajna spremenljivka na verjetnostnem pro-
storu (Ω,F , P ) je merljiva funkcija X : Ω → R. Verjetnost, da slučajna spremenljivka X
zavzame vrednosti v (−∞, x] zapǐsemo s porazdelitveno funkcijo FX(x) = P (X ≤ x).
Slučajna spremenljivka je torej funkcija, ki izidu slučajnega eksperimenta priredi realno
število. Poznamo diskretne, zvezne in kombinirane slučajne spremenljivke.
Definicija 3.3 (Slučajni vektor). Slučajni vektor na verjetnostnem prostoru (Ω,F , P )
je merljiva funkcija X : Ω → Rm, ki ima za komponente slučajne spremenljivke
X1, X2, . . . , Xm.
Definicija 3.4 (Zvezna slučajna spremenljivka in verjetnostna gostota). Slučajna spre-
menljivka X je zvezna, če je njena porazdelitvena funkcija FX zvezna za vsak x ∈ R in





Funkciji f pravimo verjetnostna gostota in ima naslednje lastnosti:
• f je povsod nenegativna, t.j. f(x) ≥ 0, x ∈ R,
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• f je normirana, t.j.
∫∞
−∞ f(x)dx = 1.
Definicija 3.5 (Matematično upanje). Matematično upanje ali pričakovana vrednost zve-





kjer je f(x) verjetnostna gostota.











Drugemu centralnemu momentu pravimo varianca slučajne spremenljivke in jo označimo z
Var(X) ali s σ2X . Korenu variance σX pa pravimo standardni odklon slučajne spremenljivke
X.
Definicija 3.7 (Kovarianca). Kovarianca med dvema slučajnima spremenljivkama
Xj, Xk s končnim drugim momentom je določena kot
Cov(Xj, Xk) = E[(Xj − E[Xj])(Xk − E[Xk])].
Definicija 3.8 (Kovariančna matrika). Kovarianco med slučajnimi spremenljivkami
[X1, X2, . . . Xm] s končnim drugim momentom zapǐsemo v matriko Σ
Σ =
⎡⎢⎢⎢⎣
Var(X1) Cov(X1, X2) . . . Cov(X1, Xm)





Cov(Xm, X1) Cov(Xm, X2) . . . Var(Xm)
⎤⎥⎥⎥⎦ , (3.1)
ki jo kraǰse zapǐsemo s
Σ = E[(X − E[X])T (X − E[X])].
.
Definicija 3.9 (Konvergenca v porazdelitvi). Zaporedje slučajnih spremenljivk
X1, X2, X3, . . . na verjetnostnem prostoru (Ω,F , P ) konvergira v porazdelitvi k slučajni




kjer sta FX in FXn zvezni porazdelitveni funkciji.
Opomba 3.10. Konvergenco v porazdelitvi označimo z Xn
d−−−−→ X.
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Definicija 3.11 (Konvergenca v verjetnosti). Zaporedje slučajnih spremenljivk
X1, X2, X3, . . . na verjetnostnem prostoru (Ω,F , P ) konvergira v verjetnosti k slučajni
spremenljivki X, če za vsak ε, velja
lim
n→∞
P (|Xn −X| > ε) = 0.
Opomba 3.12. Konvergenco v verjetnosti označimo z Xn
p−−−−→ X.
Izrek 3.13. Če zaporedje slučajnih spremenljivk X1, X2, X3, . . . konvergira v porazdelitvi
h konstanti c, potem to zaporedje konvergira tudi v verjetnosti h konstanti c.
Izrek 3.14 (Izrek Slutsky). Naj bo X1, X2, X3, . . . zaporedje slučajnih spremenljivk in h
zvezna funkcija. Če Xn
p−−−−→ c, potem tudi h(Xn)
p−−−−→ h(c), ko n → ∞.
Izrek 3.15 (Centralni limitni izrek). Naj bo X1, X2, X3, . . . zaporedje neodvisnih enako
porazdeljenih slučajnih spremenljivk z matematičnim upanjem µ in varianco σ2 < ∞.

















d−−−−→ N (0, σ2).
Definicija 3.16 (Cenilke). Naj boX1, X2, . . . , Xn zaporedje paroma neodvisnih spremen-
ljivk na verjetnostnem prostoru (Ω,F , P ). Zaporedju pravimo slučajni vzorec velikosti n.
Recimo, da želimo oceniti parameter θ. Cenilka θ̂ : Rn → R je slučajna spremenljivka, ki
na podlagi slučajnega vzorca ocenjuje parameter θ.
Opomba 3.17. Z vzorcem iz populacije želimo oceniti parametre populacije. Te vzorčne
statistike imenujemo cenilke parametrov.
Recimo, da za slučajno spremenljivko Xj poznamo n vzorcev {xℓj}nℓ=1. Cenilka mate-
matičnega upanja slučajne spremenljivke Xj je enaka




















Recimo, da za slučajno spremenljivko Xk poznamo n vzorcev {xℓk}nℓ=1, potem kovarianco








3.2 Notacija v magistrski nalogi
Vpeljimo sedaj notacijo, ki jo bomo uporabili v magistrski nalogi. Naj bo X ∈ Rn×m
matrika podatkov, ki predstavlja podatkovno množico z numeričnimi vrednostmi. Če
ni drugače napisano, bo naša podatkovna množica numerična. Vrstica i v matriki podat-
kov predstavlja primerek i. Število primerkov oziroma opazovanj označimo z n, število
spremenljivk pa z m. Z xi je predstavljen i-ti primerek ali vzorec v matriki podatkov.
Primerek xi imenujemo tudi podatek, podatkovna enota, podatkovna točka ali kraǰse
točka. Spremenljivke ali atribute označujemo z [X1, X2, . . . , Xm]. Atribut se nanaša na
lastnost ali karakteristiko primerka. Torej primerek xi opǐsemo z m atributi. Matrika
podatkov je zbirka primerkov in njihovih atributov. V magistrski nalogi uporabljamo
notacijo programskega jezika R. Torej primerek xi = X[i, ] = [xi1, xi2, . . . , xim] predsta-
vimo z i-to vrstico v matriki podatkov X, medtem ko pripadajoče vrednosti atributa
Xj = X[, j] = [x1j, x2j, . . . , xnj]
T predstavimo z j-tim stolpcem. Vrednost i-tega primerka
pri spremenljivki Xj označimo z xij.
V nadaljevanju so algoritmi predstavljeni v psevdokodi, zato vpeljimo še nekaj oznak.
Prazne vektorje bomo označevali z [ ], prazne matrike velikosti n×m z [ ]n×m, množice z
{}. Če želimo vektorju v dodati novo vrednost a to dosežemo z zapisom v = [v, a].
Pojem veliko podatkovje se nanaša na podatke, pri katerih imamo zelo veliko primer-
kov. Pojem visokodimenzionalen prostor podatkov ali večdimenzionalen prostor podatkov
se navezuje na podatkovje z veliko spremenljivkami.
Gruča (angl. cluster) je skupina podobnih stvari ali ljudi. Gručenje (angl. clustering)
je razvrstitev objektov v gruče, tako da so si objekti znotraj gruč čim bolj podobni, objekti
različnih gruč pa čim bolj različni. S Ci označujemo i-to gručo.
V magistrski nalogi se pojavi izraz poizvedbena točka (angl. query point), ki jo
označimo s q. Poizvedbena točka predstavlja novo točko, kateri želimo določiti pripa-
dajočo gručo, izračunati najbližje sosede ali kaj drugega.
Izbira predstavitve podatkov, selekcije, redukcije in transformacija spremenljivk zelo
vpliva na kvaliteto končnega rezultata. Vse aktivnosti priprave podatkov definirajo novo
izbolǰsano podatkovje. Za to je potrebno človeško znanje o podatkih in možnih metodah.
3.3 Transformacija podatkov
Transformacija podatkov je preslikava podatkov v nek drug prostor podatkov. Podatke
transformiramo, če to prispeva k bolǰsi nadaljnji analizi, vizualizaciji podatkov in bolǰsem
razumevanju podatkov. Poleg tega lahko preslikava v drug prostor izbolǰsa končni rezultat
modela.
Izbira tehnike transformacije je odvisna od tipa in količine podatkov in splošnih sta-
tistik podatkov ([1]). Metode, opisane v magistrski nalogi, v večini zahtevajo numerične
vhodne podatke, zato želimo nominalne/kategorične in ordinalne/urejenostne spremen-
ljivke smiselno preslikati v numerične spremenljivke s čim manǰso izgubo informacij.
Če bo naše podatkovje vsebovalo spremenljivko del dneva, lahko na primer definiramo
tri nove binarne spremenljivke dopoldne, popoldne in noč. Torej nova binarna spremen-
ljivka dopoldne ima vrednost ena, če je spremenljivka del dneva enaka dopoldne, sicer je
vrednost enaka nič. Podobno lahko preslikamo dneve v tednu in oznake za vikende. Ena
od negativnih lastnosti take preslikave je vǐsanje dimenzije podatkov. Poleg tega znajo
diskretne spremenljivke negativno vplivati na gručenje, saj lahko dobimo multiplicirane
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mere različnosti. Mera različnosti oziroma merjenje podobnosti je natančneje opisano v
poglavju 3.6. Posledica tega je združenje velikega števila podatkov v eno gručo v enem
samem koraku. V najslabšem primeru se skupaj združijo vse podatkovne točke. Zadnja
negativna lastnost je nenaravna predstavitev podatkov. Ta pristop je priporočljiv pri
nominalnih spremenljivkah. Pri ordinalnih spremenljivkah pa je učinkoviteǰse definirati
manj spremenljivk, ponavadi eno samo. Tako na primer ordinalno spremenljivko dele
dneva preslikamo v spremenljivko z vrednostmi 1, 2, 3. S tem določimo neko relacijo med
podatki.
Če bo podatkovje vsebovalo časovni pas našega uporabnika in uporabnika na drugi
strani, potem lahko definiramo novo spremenljivko, ki poračuna njuno medsebojno odda-
ljenost glede na časovni pas. Trajanje klica, ki je prestavljeno z minutami in sekundami,
lahko rangiramo, zato da nimamo preveč numeričnih spremenljivk in podobno. Transfor-
macija na testnih podatkih je opisana v poglavju 6.
3.3.1 Skaliranje podatkov
Del procesiranja podatkov vključuje skaliranje ali normiranje podatkov. To uvedemo zato,
ker imajo spremenljivke različne absolutne razpone, kar vpliva na delovanje metode. Spre-
menljivka z vrednostmi med nič in sto ima mnogo večji vpliv ali utež na končni rezultat,
kot ga ima spremenljivka z vrednostmi med nič in ena. S skaliranjem podatkov prevedemo
vse spremenljivke na enak rang. Torej vse spremenljivke so enako pomembne. Skaliranje
je pomembno predvsem pri metodah, ki temeljijo na meri različnosti med podatki ([1]).
Po drugi strani pa želimo podatke pri gručenju čim bolje ločiti in poiskati anomalije, kar
skaliranje zavira. Zato moramo paziti, kako spremenljivke skaliramo in ali je skaliranje
pri danem problemu smiselno. Poleg tega želimo včasih poudariti pomembnost določene
spremenljivke. Spremenljivko Xj lahko skaliramo na več načinov:
(a) Decimalno skaliranje (angl. decimal scaling) premakne decimalno vejico, vendar






tako da velja max(|X̃j|) = max{|x1j|, |x2j|, . . . , |xnj|} < 1 za najmanǰsi k. Če imamo
pri spremenljivkiXj najmanǰso vrednost enako −1968 in največjo enako 879, potem je
maksimalna absolutna vrednost X̃j v izrazu (3.3) dosežena pri 0.1968 in k je enak štiri
za vse primerke pri fiksni spremenljivki Xj. S tem pristopom so skalirane vrednosti
med -1 in 1. Če sta si maksimalna in minimalna vrednost preveč blizu, potem dobimo
zelo ozek interval in tako skaliranje ni primerno.





kjer je min(Xj) = min{x1j, . . . , xnj} in max(Xj) = max{x1j, . . . , xnj}. Skalirane vre-
dnosti v (3.4) so med nič in ena. V splošnem s transformacijo





dobimo skalirane vrednosti na intervalu [a, b].





kjer je Xj povprečje in σXj standardni odklon spremenljivke Xj izračunan po for-
muli (3.2). Povprečje lahko zamenjamo z mediano.
3.3.2 Glajenje
Glajenje uporabimo, ko razlike med numeričnimi vrednostmi ne pojasnijo razlik med
primerki, saj izbolǰsa delovanje metod. Če je pri fiksni spremenljivki število različnih
vrednosti približno enako velikosti podatkovja, potem je uporaba glajenja smiselna. Pri
glajenju želimo spremenljivke, ki vsebujejo veliko različnih numeričnih vrednostih presli-
kati v numerične vrednosti, ki imajo manj različnih numeričnih vrednosti.
3.3.3 Manjkajoče vrednosti
Podatkovja pogosto vsebujejo manjkajoče vrednosti, ki so naključne ali nenaključne.
Večina metod ne zna operirati z njimi, zato jih je potrebno predhodno obdelati. Pri
analizi je pomembno, da poznamo, če je le možno, razlog za manjkajoče vrednosti, saj
ta vpliva na reševanje le teh. Eden od načinov reševanja problema je brisanje primerkov,
ki vključujejo manjkajoče vrednosti. To je učinkovito, če le te predstavljajo manǰsi delež
podatkov in so naključne. Ta tip manjkajočih vrednosti je ponavadi posledica nepravil-
nega vnosa ali česa podobnega. Manjkajoče vrednosti lahko nadomestimo s prevladajočo
kategorijo, povprečjem, mediano ali kakšno drugo primerno statistiko. Izbira te mora biti
smiselna, saj nadomestitev s povprečjem v podatkih, ki vsebujejo veliko osamelcev ni pri-
merna. Če je delež manjkajočih vrednostih večji kot polovica, je zelo verjetno, da podatki
manjkajo nenaključno. V tem primeru je ponavadi smiselno definirati novo kategorijo ali
ločiti podatkovje na manj podatkovij. V našem primeru je smiselno, da manjkajo po-
datki o trajanju klica, če aktivnost predstavlja SMS. Takrat je smiselno ločiti podatkovje
na klice in sporočila, nato pa agregirane podatke združiti. Manjkajoče podatke lahko
napovedujemo z metodami nadzorovanega učenja, vendar moramo zaradi preprileganja
(angl. overfitting) izločiti ciljno spremenljivko.
3.3.4 Redukcija dimenzije
Redukcija dimenzije podatkovnega prostora pomeni preslikavo visokodimenzionalnega
prostora v nižjedimenzionalen podprostor. Denimo, da imamo matriko podatkov X ∈
Rn×m, kjer je n primerkov določenih z m spremenljivkami. To matriko preslikamo v
matriko nižjega reda, Y ∈ Rn×r, kjer je r < m. Matriki X odstranimo določene spre-
menljivke ali pa definiramo popolnoma novo matriko Y .
Razlogov za znižanje dimenzije podatkovnega prostora je več. Eden od razlogov je
multikolinearnost spremenljivk. Veliko metod, predvsem statističnih, predpostavi, da
so spremenljivke med seboj nekorelirane. Z redukcijo dimenzije povečamo natančnost
modela, znižamo časovno zahtevnost ter poenostavimo predstavitev podatkov.
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Reprezentacija podatkov je bolj razumljiva v nižjih kot v vǐsjih dimenzijah. Z redukcijo
dimenzije dobimo najpomembneǰse spremenljivke in izločimo šume, vendar moramo biti
v našem primeru zelo pozorni, da ne izločimo spremenljivk, ki nakazujejo goljufive aktiv-
nosti. Ta problem je prikazan na sliki 1. Torej v dvodimenzionalnem prostoru pri močno
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Slika 1: Problem redukcije dimenzije pri odkrivanju osamelcev, kjer sta spremenljivki
močno korelirani.
Redukcija dimenzije je priporočljiva pri gručenju, kjer je potrebno poračunati mere
različnosti med vsemi primerki. Z znižanjem dimenzije odpravimo problem prekletstva
večdimenzionalnosti in znižamo časovno zahtevnost pri računanju mere različnosti. Re-
dukcija dimenzije je uporabna še pri poizvedbeni točki. Ko želimo novemu primerku
določiti pripadajočo gručo, je to mnogo lažje v nižjih dimenzijah.
Iskanje najbližjega soseda pri podatkovju s pomembnima spremenljivkama X1, X2 je
enostavno. Če dodamo še nepomembne spremenljivke X3, . . . , X100, potem šum iz teh
spremenljivk zamegli pomembnost in vpliv spremenljivk X1 in X2, zato je iskanje naj-
bližjega soseda naključno. Problem imamo tudi, če so vse spremenljivke relevantne, ker so
si primerki v visokih dimenzijah zelo podobni. Posledično metode gručenja ne znajo ločiti
podatkov v smiselne gruče. Vǐsja kot je dimenzija, več najbližjih sosedov ima poizvedbena
točka, zato je izbira najbližjega soseda naključna ([9]).
Pri visoki dimenziji je torej zelo težko doseči reprezentativno pokritje celotnega po-
datkovnega prostora. Ta problem poimenujemo prekletstvo večdimenzionalnosti
(angl. curse of dimensionality) in je prikazan na sliki 2. Na sliki 2a je prikazano iskanje
dveh najbližjih sosedov v enodimenzionalnem prostoru. V tem primeru je maksimalna
mera različnosti pri evklidski razdalji enaka 0.5. Na sliki 2b je prikazano iskanje dveh naj-
bližjih sosedov v dvodimenzionalnem prostoru. V tem prostoru pa je evklidska razdalja
enaka 2.25. Poleg tega je izbira drugega najbližjega soseda naključna. V enodimenzio-
nalnem prostoru sta si zadnji dve točki blizu, v dvodimenzionalnem pa sta zelo narazen.
Po drugi strani se lahko zgodi scenarij prikazan na sliki 1. Torej, lahko se zgodi, da
spremenljivka postane uporabna šele v kombinaciji z drugo. Problem visoke dimenzije
pri gručenju in iskanju k-najbližjih sosedov je podrobneje opisan v 3.6. V visokodimen-
zionalnem prostoru podatkov niso vse spremenljivke pomembne. Želimo izbrati relevan-
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(a) Dva najbližja soseda v enodimenzionalen
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(b) Najbližji sosedi v dvodimenzionalen pro-
storu, ko ǐsčemo dva najbližja soseda.
Slika 2: Grafični prikaz iskanja dveh najbližjih sosedov v eno in dvodimenzionalnem
prostoru.
tne spremenljivke, tako da dosežemo najbolǰso izvedbo z minimalno obdelavo. Poznamo
različne tehnike za znižanje dimenzij, ki so opisane v nadaljevanju.
Izbira spremenljivk
Prva tehnika je izbira spremenljivk (angl. feature selection). Spremenljivke lahko re-
ducira analitik ali pa se reducirajo avtomatsko. To tehniko uporabimo v primeru, ko
želimo ohraniti osnovno strukturo podatkov. Enostaven pristop temelji na primerjavi
povprečja med spremenljivkami na standardiziranih podatkih. Če so povprečja zadosti
narazen, potem si spremenljivke niso podobne in obratno. To je hevrističen pristop, ki ni
optimalen, vendar se zaradi enostavnosti v praksi pogosto uporablja. Večina ostalih me-
tod predpostavi neodvisnost med spremenljivkami, normalno porazdelitev ali prisotnost
ciljne spremenljivke ([1]). Pri tej metodi moramo biti pozorni, da naše novo podatkovje
ne vsebuje multiplicirane vrednosti, saj to negativno vpliva na delovanje metod.
Ekstrakcija spremenljivk
Naslednja tehnika se imenuje ekstrakcija spremenljivk (angl. feature extraction), ki pre-
slika podatke v nov podprostor. Cilj te tehnike je najti linearno ali nelinearno preslikavo
spremenljivk v podprostor nižje dimenzije. Najbolj poznana metoda je metoda glavnih
komponent (angl. principal component analysis – PCA). Ideja je, da matriko podatkov
iz Rn×m linearno preslikamo v matriko podatkov z nekoreliranimi spremenljivkami ozi-
roma komponentami. Le-te so v novi matriki urejene od najpomembneǰse do najmanj
pomembne. Najpomembneǰsa je tista, ki pojasni največ variance. Cilj metode PCA je
zgostiti informacije o različnosti med vzorci v manj dimenzionalen prostor. Metoda PCA
predpostavi, da največ informacij pridobimo z visoko varianco. Zato je potrebno podatke
predhodno normalizirati. Osnovna ideja je preslikava matrike podatkov X ∈ Rn×m v
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matriko podatkov Y ∈ Rn×r, r < m, tako da ima matrika podatkov Y najpomembneǰse
informacije shranjene v prvih nekaj stolpcih. Linearna preslikava definira nove spremen-
ljivke tako, da so spremenljivke nove matrike linearna kombinacija osnovnih spremenljivk.
Prvi stolpec matrike Y lahko zapǐsemo kot




kjer je a1 = [a11, a21, . . . , am1]
T vektor uteži, Xj pa je j-ti stolpec v matriki X. Analo-
gno zapǐsemo drugi stolpec Y2 oziroma drugo komponento pri pogoju a
T
1 a2 = 0, ker je
zahtevana nekoreliranost med komponentami. Postopek nadaljujemo do r-te komponente
Yr = Xar,
ki maksimizira varianco in je nekorelirana z Y1, Y2, . . . , Yr−1. V splošnem problem metode
PCA zapǐsemo kot
Y = XA,
kjer je A = [a1,a2, . . . ,ar] ∈ Rm×r matrika uteži, tako da ima Y1 največjo možno varianco
za dano podatkovje pri pogoju aTi aj = 0, i ̸= j. Prvi stolpec v matriki Y imenujemo prva
glavna komponenta. Ta nakaže smer maksimalne variance in pojasnjuje največjo varianco,
zato je najuporabneǰsa. Matriko A ni možno določiti neposredno. Želimo pa maksimizirati
varianco prve komponente Y1. V ta namen je potrebno poračunati kovariančno matriko
Σ definirano v 3.8. Torej želimo maksimizirati
Var(Y1) = Var(Xa1) = a
T
1Σa1.
Da se dokazati, da optimalno rešitev dosežemo pri
Var(Y1) = λ1,
kjer je λ1 največja lastna vrednost kovariančne matrike Σ, njen pripadajoči lastni vektor
a1 pa je prva glavna komponenta. Izkaže se, da je Var(Xak) = λk, kjer je λk k-ta največja
lastna vrednost kovariančne matrike Σ. Za podrobnosti izpeljave glej vir [33].
Pri transformaciji nas zanima optimalna izbira reduciranega prostora. Obstaja več
pristopov pri določanju optimalnega r, vendar ima vsak svoje pomanjkljivosti.
Najenostavneǰsi in najpopularneǰsi pristop se imenuje Kaiserjevo pravilo (angl. Kaiser
criterion). To pravilo pravi, da izberemo prve komponente, katerih lastne vrednosti so
večje od 1.
Naslednji pristop temelji na deležu variance. Vsoto prvih r lastnih vrednosti delimo z
vsoto vseh lastnih vrednosti. S tem dobimo občutek, kako dobro je pojasnjena varianca.






presega neko smiselno mejo, ki je subjektivna in odvisna od problema ([1]). Ta je lahko
0.8, 0.85, 0.9 ali 0.97. Ta pristop pri visokodimenzionalnem prostoru podatkov pogosto


























Slika 3: Odstotki pojasnjene variance pri metodi PCA.
Naslednji pristop temelji na grafičnem prikazu. Poǐsčemo tisti r, do katerega graf
lastnih vrednosti hitro pada, nato pa počasneje. Drugače povedano, vzamemo tisti ma-
ksimalni r, do kjer je razlika še opazna.
Na sliki 3 so prikazani odstotki pojasnjene variance. Torej prva komponenta pojasni
24.46%, druga komponenta pojasni 16.06%, tretja komponenta pa pojasni 9.98% vari-
ance. Od tretje naprej se ta počasi spušča. Če bi se odločali glede na delež oziroma
odstotek pojasnjene variance bi izbrali sedem komponent, ker je vsota deleža pojasnjene
variance le-teh nad 0.8. Na podlagi grafičnega pristopa se odločimo za prve tri kompo-
nente. Po Kaiserjevem pravilu se odločimo za prve štiri komponente, saj imajo te varianco
večjo od ena. Smiselno se je odločati tudi na podlagi kompromisa več pristopov. Metoda
glavnih komponent ima nekaj pomanjkljivosti. Metoda predpostavi, da so glavne kom-
ponente linearna kombinacija spremenljivk. Če to ne velja, potem ne dobimo pravih
rezultatov. Naslednja negativna lastnost je merjenje z varianco. Poleg tega računska
zahtevnost narašča s številom spremenljivk.
3.3.5 Ostale metode
Poznamo veliko različnih metod za zniževanje dimenzije. Problem multikolinearnosti
rešujemo s kovariančnimi matrikami. Pri zveznih spremenljivkah uporabimo Pearsonovo
kovariančno matriko, pri diskretnih pa Polychoricovo matriko ([49]). Pomembnost spre-
menljivk prepoznajo tudi drevesa in naključni gozdovi. Reševanje z entropijo je predla-
gano v [1]. Problem visoke dimenzije rešuje Johnson - Lindenstrausseva lema ter metode
multidimenzionalnega skaliranja – MDS (angl. multidimensional scaling), metoda LLE
(angl. locally linear embedding), faktorska analiza – FA (angl. factor analysis), samoor-
ganizirajoče se mreže – SOM, analiza neodvisnih komponent – ICA (angl. independent
component analysis), FastMap, Isomap in druge.
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3.4 CDR datoteke
Detekcije prevar najpogosteje bazirajo na podatkih, ki so shranjeni v obliki CDR datotek
(angl. call detail records files). V CDR datoteki so zapisane vse aktivnosti uporabnikov.
Telekomunikacijska podjetja uporabljajo različne spremenljivke, najpogosteǰse so telefon-
ska številka uporabnika in uporabnika na drugi strani, datum in čas klica, tip storitve
(glasovni klic, SMS, podatkovna poraba), dolžina klica, omrežje in podobno. Pri naših
testnih podatkih so opazovane spremenljivke opisane v poglavju 6.
3.5 Metode
Poznamo metode nadzorovanega, nenadzorovanega in semi-nadzorovanega učenja. Pri
nadzorovanem učenju imamo v učni množici vrednosti ciljne spremenljivke. V našem
primeru to pomeni, da je vsak primerek označen za normalni ali za goljufivi primerek.
S tem pristopom želimo na učni množici konstruirati napovedni model, ki napove nor-
malno oziroma goljufivo aktivnost. Nato ta model uporabimo za napovedovanje na testni
množici. Pri nadzorovanem učenju imamo v našem primeru več problemov. Prvi problem
je neenakomerna porazdelitev ciljne spremenljivke. To pomeni, da v podatkih prevladuje
normalno obnašanje in bi lahko model z visoko natančnostjo vse primere označil kot nor-
malne aktivnosti. Obstajajo različne tehnike vzorčenja (angl. sampling), ki rešujejo ta
problem. Najbolj poznani sta metodi nadvzorčenja (angl. oversampling) in podvzorčenja
(angl. undersampling). Z nadvzročenjem vzorčimo primerke manǰsinskega razreda, med-
tem ko s podvzorčenjem zavržemo primerke večinskega razreda ([8]). Drugi problem je
natančnost pri označevanju goljufivih aktivnosti, ki pogosto niso pravilno označene. Ta
problem se rešuje z generiranjem umetnih anomalij (angl. inject artificial anomalies).
Tretji problem, prisoten pri nekaterih metodah, je nezaznavanje novih oblik goljufij ([5]).
Nadzorovane metode se učijo na podatkih in še neviden primerek nekatere izmed teh
metod ne znajo napovedati.
Pri semi-nadzorovanem učenju predpostavimo, da imamo v učni množici samo nor-
malne primerke. Tipični pristop je zgraditi model na normalnih uporabnikih in nato
identificirati prevarante oziroma anomalije na testni množici. Te metode se ne upora-
bljajo pogosto, saj je težko pridobiti učno množico.
Pri nenadzorovanem učenju nimamo učitelja in ne potrebujemo vrednosti ciljne spre-
menljivke, zato ne potrebujemo učne množice, predpostavimo pa, da se normalni uporab-
niki zadosti razlikujejo od goljufivih uporabnikov. Če ta predpostavka ne velja, potem
imamo lahko problem z lažnimi alarmi ([5]). Nenadzorovano učenje ǐsče različne vzorce
in osamelce, odkriva strukturo podatkov in povezave med vhodnimi podatki s tem, da
grupira podatke, ki so si podobni.
Metode nadzorovanega učenja so bolj natančne kot metode nenadzorovanega učenja,
vendar je prednost nenadzorovanega učenja uspešneǰse identificiranje novih primerkov
goljufij. V našem primeru bi pri novi goljufiji nadzorovalna metoda določila uporabnika
kot normalnega, medtem ko bi ga nenadzorovalna metoda verjetno označila kot osamelec
([48]). V magistrski nalogi so predstavljene metode primerne za veliko podatkovje. Zaradi




Bližino vzorcev (angl. pattern proximity) oziroma podobnost primerkov ponavadi merimo
s funkcijo razdalje definirano med primerki. V uporabi je veliko različnih mer podobnosti
oziroma različnosti. Najpogosteǰsa je evklidska razdalja. Različnost med vzorci predsta-
vimo z uporabo mere različnosti (angl. distance measure), ki ni nujno metrika. Podobnost
je temelj definicije gruč, zato je izbira mere podobnosti (angl. measure of the similarity)
ključna pri procesu gručenja ([7]). Mera različnosti mora biti izbrana premǐsljeno, saj
različni tipi spremenljivk, porazdelitev podatkov, dimenzija prostora, osamelci in redkost
podatkov vplivajo na učinkovitost mer različnosti.
Definicija 3.18 (Mera različnosti). Naj bosta xi = [xi1, xi2, . . . , xim] in xj =
[xj1, xj2, . . . , xjm] poljubni točki v Rm. Mera različnosti je preslikava d : Rm → R, ki
paru (xi, xj) priredi realno število, za katero veljajo naslednje lastnosti:
• d(xi,xj) ≥ 0,
• d(xi,xj) = d(xj,xi).
Če d zadošča še pogojema
• d(xi,xj) = 0 ⇐⇒ xi = xj,
• d(xi,xj) ≤ d(xi,xk) + d(xj,xk) za vsako točko xk ∈ Rm,
ji pravimo razdalja oziroma metrika.
Opomba 3.19. V matriki podatkov X ∈ Rn×m imamo točke oziroma primerke shra-
njene v vrsticah matrike. Zanima nas mera različnosti med vsemi pari vrstic, zato rezul-
tate shranimo v novo matriko B ∈ Rn×n, kjer ij-ti element predstavlja mero različnosti
med primerkom xi in primerkom xj. Zaradi simetrije mer različnosti lahko matriko mer
različnosti B predstavimo kot zgornje ali spodnje trikotno matriko, katere diagonalni









= ||xi − xj||ϕ, ϕ ≥ 1,
definiramo metriko Minkowskega (angl. Minkowski metric). Za ϕ = 1 dobimo Manhat-
tan metriko, za ϕ = 2 pa evklidsko metriko. Le-tej pravimo evklidska razdalja in se
najpogosteje uporablja v dvo ali tridimenzionalnem prostoru, saj dobro deluje na kom-
paktnih podatkih. Pomanjkljivost metrike Minkowskega je večja teža spremenljivk z
večjimi vrednostmi. Ta problem rešujemo z normalizacijo oziroma s skaliranjem podat-
kov. Za 0 < ϕ < 1 dobimo mero Minkowskega, ki ne zadošča trikotnǐski neenakosti. V
nadaljevanju za metriko ali mero Minkowskega uporabimo še zapis dϕm.
Linearna korelacija med spremenljivkami izkrivi mero različnosti, temu problemu
se izognemo s transformacijo podatkov ali uporabo kvadrirane Mahalanobisove mere
(angl. Mahalanobis distance), ki predpostavi multivariatno Gaussovo porazdelitev po-
datkov ([7]). To zapǐsemo kot
d(xi,xj) =
(





kjer je Σ kovariančna matrika izračunana po formuli (3.1). Mahalanobisova mera določi
različnim spremenljivkam različne uteži, ki so odvisne od variance in linearne korelacije
([7]). Če imamo nekorelirane spremenljivke, potem je kovariančna matrika enaka identi-
teti. V tem primeru je Mahalanobisova mera enaka evklidski razdalji.
Razlikovanje med koreliranimi vektorji ni vedno nujno. To je odvisno od samega pro-
blema. Na primer, če imamo dva uporabnika z zelo podobnimi navadami, vendar en
uporabnik pogosteje uporablja telefon kot drugi, morda takih uporabnikov ne želimo raz-
likovati. Mahalanobisovi meri je podobna kosinusna korelacija podobnosti (angl. cosine
correlation), ki je izpeljana iz evklidske razdalje, le da upošteva korelacijo med primerki

















Kosinusna mera podobnosti s(xi,xj) predstavlja kot med vektorjema xi in xj. Zato s
vrne vrednosti med −1 in 1. Pri vrednosti 1 se smeri vektorjev popolnoma ujemata,
razlikujeta se lahko le v dolžini. Pri −1 sta obrnjena v nasprotno smer oziroma je kot
med vektorjema enak 180◦. Kosinusna korelacija podobnosti zavzema negativne vrednosti,
zato jo transformiramo na sledeča načina







∈ [0, 1]. (3.7)
S transformacijama (3.6) in (3.7) dobimo kosinusno mero različnosti ([45]).











Računanje mer različnosti med vsemi primerki je časovno zahtevno. Recimo, da želimo za
podatke shranjene v matriki X ∈ Rn×m izračunati mere različnosti med vsemi vrsticami,
kjer je mera različnosti enaka evklidski razdalji. Rezultate shranimo v zgornje trikotno
matriko B. Vseh kombinacij, za katere poračunamo mere različnosti, je enako n(n−1)
2
.
Za vsak izračun evklidske razdalje med vektorjema dolžine m potrebujemo 3m operacij




3.6.1 Mera različnosti v visokodimenzionalnem prostoru podatkov
V tem razdelku bomo prikazali, da ima mera različnosti manǰso moč pri visokodimenzio-
nalnih podatkih. Za razumevanje moči mere različnosti bomo vpeljali spodnji definiciji.
Za poizvedbeno točko q definiramo najbližjo in najbolj oddaljeno točko, tako da
definiramo mero različnosti do najbližje oziroma najbolj oddaljene točke.
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Definicija 3.20 (Mera različnosti do najbližje točke). Naj bo X ∈ Rn×m matrika po-
datkov. Naj bo q poljubna poizvedbena točka, ϕ > 0 pa naj bo parameter pri meri







Točka xi, pri kateri je dosežen minimum izraza (3.8), je najblǐzja točka glede na točko q.
Definicija 3.21 (Mera različnosti do najbolj oddajene točke). Naj bo X ∈ Rn×m matrika
podatkov. Naj bo q poljubna poizvedbena točka, ϕ > 0 naj bo parameter pri meri







Točka xi, pri kateri je dosežen maksimum izraza (3.9), je najbolj oddaljena točka glede na
točko q.
Opomba 3.22. Z dϕm označimo mero Minkowskega s parametrom ϕ in dimenzijo prostora
m. V primeru ϕ ≥ 1 imenujemo dminϕm oziroma dmaxϕm razdalja do najmanj oziroma
najbolj oddaljene točke.
Pri gručenju želimo, da sta si meri različnosti (3.8) in (3.9) relativno zadosti narazen,
saj v tem primeru dobimo dobro gručenje. Če to ne velja, potem algoritem ne ve, katere
točke so si blizu in katere ne. Posledica tega je naključno gručenje, ki ne pojasni podob-
nosti in razlik med podatki. Očitno je, da iskanje k-najbližjih sosedov ni smiselno, če je
mera različnosti do n-tega soseda relativno blizu prvemu najbližjemu sosedu, za zadosti
velik n.
Za nadaljnje razumevanje potrebujemoBeyerjev izrek, ki pravi, da relativna razdalja
med najbližjo in najbolj oddaljeno točko za poljubno poizvedbeno točko konvergira v





Za podrobnosti in dokaz glej vir [26].
Najprej bomo pri visokodimenzionalih podatkih prikazali, da sta si razdalja do najbolj
oddaljene točke in razdalja do najbližje točke blizu za poljubno poizvedbeno točko q pri
izbrani evklidski razdalji. Nato bomo opazovali obnašanje mere različnosti do najbolj
oddaljene točke in mere različnosti do najbližje točke pri visokodimenzionalnih podatkih
in različnih merah Minkowskega ϕ > 1.








pri ϕ = 2. Generirali smo naključne primerke velikosti 1000 z rangom dimenzije med 1 in
150. Z vǐsanjem dimenzije prostora je izraz (3.10) konvergiral k vrednosti 0. To pomeni, da
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Slika 4: Konvergenca izraza (3.10). Pri vǐsanju dimenzije m izraz (3.10) konvergira k 0.
blizu, ko vǐsamo dimenzijo, kar pomeni da je moč evklidske razdalje pri vǐsjih dimenzijah
manǰsa. To je prikazano na sliki 4.
Sedaj bomo opazovali obnašanje razdalje do najbolj oddaljene točke in razdalje do
najbližje točke pri visokodimenzionalnih podatkih in različnih metrikah Minkowskega.
Izkaže se, da je sta si dminϕm in dmax
ϕ
m relativno zadosti narazen pri ϕ = 1. Zato so
avtorji dela v [24] analizirali obnašanje mer Minkowskega za 0 < ϕ < 1. V nadaljevanju
bomo po [24] prikazali, kako izbira ϕ pri merah Minkowskega vpliva na obnašanje mer
različnosti v visokodimenzionalnem prostoru. Avtorji [24] so ob določenih predpostavkah
dokazali, da 0 < ϕ < 1 bolje ločuje podatke v visokodimenzionalnem prostoru kot ϕ ≥ 1.
Torej opazovali bomo obnašanje metrike Minkowskega za ϕ ≥ 1, v primerjavi z mero
Minkowskega za 0 < ϕ < 1. Pri dokazu bomo potrebovali naslednje izreke.
Izrek 3.23. Naj bosta dva podatka generirana s poljubno porazdelitvijo F . Naj bo ϕ ≥
1 parameter pri metriki Minkowskega ter naj bosta Am = [P1, P2, . . . , Pm] in Bm =
[Q1, Q2, . . . , Qm] slučajna vektorja s porazdelitvijo F , tako da imata slučajni spremenljivki





upanje µF ,ϕ in standardni odklon σF ,ϕ za vsak i. Naj bosta slučajni spremenljivki Pi in Qi
























kjer je konstanta Gϕ odvisna od ϕ.
Dokaz 3.24. Zapis PAm,ϕ poenostavimo v PAm. Iz izreka 3.13 in centralnega limitnega
izreka 3.15 sledi, da velja (PAm)
ϕ
m
p−−−−→ µF ,ϕ in (PBm)
ϕ
m
p−−−−→ µF ,ϕ. Po izreku Slut-























p−−−−→ Gϕ za neko konstanto Gϕ, odvisno od ϕ. Z indukcijo
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lahko dokažemo, da velja






























Najprej poglejmo konvergenco imenovalca, za katero uporabimo izrek Slutskega 3.14




















ϕ = ϕ · (µF ,ϕ)
ϕ−1
ϕ . (3.14)















kjer je Ri = (Pi)
ϕ − (Qi)ϕ nova slučajna spremenljivka za vsak i ∈ {1, . . . ,m}. Jasno je,
da je pričakovana vrednost nove spremenljivke enaka 0. Iz predpostavke izreka vemo, da je
standardni odklon Pϕi je enak σF ,ϕ. Slučajni spremenljivki Pi in Qi sta neodvisni, zato je
Cov(Pϕi , Q
ϕ












i ) = 2σ
2
F ,ϕ.
















d−−−−→ N (0, 2σ2F ,ϕm).







izračun pričakovane vrednosti izraza (3.15) uporabimo, da je centralni absolutni moment

























|N (0, 2σ2F ,ϕ)|
]
(3.17)






= 2σF ,ϕ. (3.18)
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Ko gre dimenzija prostora proti neskončnosti matematično upanje izraza (3.13) izra-



















Opomba 3.25. Brez škode za splošnost je poizvedbena točka enaka izhodǐsčni točki s
koordinatami [0, 0, . . . , 0] ∈ Rm. V izreku 3.23 in dokazu 3.24 je poizvedbena točka enaka
izhodǐsčni točki.
Posledica 3.26. Naj veljajo predpostavke izreka 3.23. Za PAm,ϕ lahko vzamemo dmax
ϕ
m,















za neko konstanto Gϕ odvisno od ϕ.













za neko konstanto Gϕ odvisno od ϕ.
Dokaz 3.28. Če je Gϕ pričakovana razlika mer različnosti med najbolj oddaljeno in naj-
blǐzjo točko, za poljubno poizvedbeno točko, potem je vrednost Gϕ za n točk pri enaki
porazdelitvi na intervalu (Gϕ, (n− 1)Gϕ).
Posledica 3.27 pravi, da v visokodimenzionalnem prostoru razdalja med najbližjo in





sno od porazdelitve podatkov. To pomeni, da Manhattanova metrika različnosti divergira
v neskončnost, evklidska je omejena, ostale razdalje za ϕ > 2 pa konvergirajo k vrednosti
0. Izkaže se, da je konvergenca hitreǰsa pri vǐsjem ϕ. To pomeni, da sta si z vǐsanjem ϕ-ja
najbližja in najbolj oddaljena točka blizu. Na poljubno porazdeljenih podatkih smo opa-
zovali konvergenco, medtem ko smo vǐsali dimenzijo prostora pri različnih ϕ-jih. Matrika
podatkov je štela 1000 vrstic, dimenzijo prostora smo vǐsali do dimenzije 200. Matriko
podatkov smo predhodno normirali. Na sliki 5 imamo pri ϕ ≤ 1 divergenco. To pomeni,
da sta si najbolj oddaljeni točki zadosti narazen in ju lahko ločimo. Pri zelo majhnem
ϕ-ju je razlika večja od 1010. Z vǐsanjem ϕ-ja ta pada. Če imamo visoko dimenzijo podat-
kov in želimo uporabiti pri merjenju podobnosti metriko Minkowskega, potem je metrika
Manhattan najbolǰsa izbira. Tudi na praktičnem primeru vidimo, da je razdalja pri ev-
klidski razdalji omejena, pri ϕ = 3 opazimo počasno konvergenco proti 0. Zanima nas še
relativna razlika med najbližjo in najbolj oddaljeno točko za poljubno poizvedbeno točko,
kar izvemo z izrekom 3.29 s pomočjo izreka 3.23.
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Izrek 3.29. Naj veljajo predpostavke izreka 3.23, vendar naj bo F zvezna enakomerna














za neko konstanto G neodvisno od ϕ.
Dokaz 3.30. Dokaz je podoben dokazu 3.24, za podrobnosti dokaza glej vir [24].
Motivacija za naslednjo lemo je obnašanje mere Minkowskega za ϕ ∈ (0, 1) v visoko-
dimenzionalnem prostoru ([24]). Avtorji v [24] so preizkusili deležno mero različnosti.
Lema 3.31. Naj veljajo predpostavke izreka 3.23, vendar naj bo F zvezna enakomerna
porazdelitev z dvema podatkoma in namesto metrike Minkowskega vzamemo mero Minko-
wskega za ϕ = 1
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kjer je G neka konstanta neodvisna od ϕ.
Dokaz 3.32. Dokaz je podoben dokazu 3.24, za podrobnosti dokaza glej vir [24].
Posledica 3.33. Naj veljajo predpostavke leme 3.31 za n podatkov. Potem za neko kon-





























Dokaz 3.34. Dokaz posledice je analogen dokazu 3.28, za podrobnosti dokaza glej vir [24].
Zgornja lema 3.31 in posledica 3.33 povesta, da razlika mer med najbližjo in najbolj




2 . To pomeni, da manǰsi
kot je ϕ, hitreǰsa in bolj očitna je divergenca med najbolj oddaljeno in najbližjo točko.
Če opazujemo relativno razliko, dobimo podobno. To nama povesta izrek 3.35 in posle-
dica 3.37.














kjer je G neka konstanta neodvisna od ϕ.
Dokaz 3.36. Dokaz je podoben dokazu 3.23, za podrobnosti dokaza glej vir [24].
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kjer je G neka konstanta neodvisna od ϕ.
Dokaz 3.38. Dokaz je podoben dokazu posledice 3.28, za podrobnosti dokaza glej vir [24].
Problem mere različnosti pri visokodimenzionalnem prostoru rešujemo tudi z reduk-
cijo dimenzij. Na izbiro mere različnosti pri visokodimenzionalnem prostoru podatkov,



















































































(e) ϕ = 3
Slika 5: Razlika mer različnosti med najbližjo in najbolj oddaljeno točko za poljubno
poizvedbeno točko v odvisnosti od dimenzije podatkov pri različnih ϕ-jih.
3.6.2 Mera različnosti pri binarnih podatkih
Računanje mer različnosti med podatki, kjer imamo nezvezne spremenljivke, je proble-
matično, ker različni tipi spremenljivk niso primerljivi med seboj in ena standardna mera
ni zadostna ([7]). Različne mere različnosti se v praksi uporabljajo za različne spre-
menljivke heterogenih podatkov. Prej naštete mere različnosti niso primerne za binarne
podatke ([1]). Razlog je pojasnjen v poglavju 3.3. Predpostavimo, da imamo podatke v














Mero podobnosti med xi in xj definiramo kot
ssmc =
a+ d
a+ b+ c+ d
(3.19)
in jo poimenujemo preprosto ujemanje koeficientov (angl. simple matching coefficient).








a+ b+ c+ d
. (3.21)
Iz (3.19), (3.21), (3.20) lahko definiramo mere različnosti
du = 1− su, u ⊆ {smc, J,R}.
3.6.3 Mera različnosti pri nominalnih podatkih




ℓ=1 1{xiℓ ̸=xjℓ}(xiℓ, xjℓ)
m
(3.22)
Če imamo še numerične spremenljivke te diskretiziramo, vendar to ponavadi ni najbolǰsa
rešitev. Podatkovja pogosto vsebujejo nominalne in numerične vrednosti, zato je v nada-
ljevanju opisana mera različnosti za mešane podatke.
3.6.4 Mera različnosti pri mešanih podatkih
Naslednji problem je iskanje podobnosti pri podatkih mešanega tipa. V realnem svetu
podatkovne analitike se srečujemo z nominalnimi in numeričnimi spremenljivkami. Wilson
and Martinez sta predlagala kombinacijo mere Minkowskega za zvezne spremenljivke in
razdaljo, ki temelji na štetju vrednosti pri nominalnih atributih ([7]). V svojem delu
[12] sta uvedla heterogeno evklidsko-prekrivajočo metriko (angl. heterogeneous Euclidean-





m · dh(xiℓ, xjℓ), če je Xℓ nominalna spremenljivka,
rnf(xiℓ, xjℓ), če je Xℓ numerična spremenljivka,
(3.23)
kjer dh(xil, xjℓ) predstavlja Hammingovo mero, ki je izražena v (3.22). Z izrazom
rnf(xil, xjℓ) pa označimo intervalno normalizirano razliko (angl. range normalized diffe-















s katero računamo mere različnosti pri heterogenih podatkih. Pomanjkljivost te mere je
občutljivost na osamelce. Recimo, da imamo spremenljivko z vrednostmi na intervalu
[0, 10] in eno ekstremno vrednostjo 50. Deljenje s 50 vrne vrednost manǰso od 0.2. Robu-
stna metoda za znižanje učinka osamelcev je deljenje vrednosti s standardnim odklonom
([12]). Wilson and Martinez sta poleg metrike HEOM v svojem delu [12] uvedla še druge
metrike za mešane podatke.
3.6.5 Mera različnosti v velikem podatkovju
Računanje mer različnosti med primerki je časovno zahtevno. V našem primeru pa je še
toliko bolj kompleksno zaradi velikosti podatkov. Zato so nekateri avtorji (npr. [11]) za
računanje mer različnosti med primerki uporabili prostorski indeks (angl. spatial index).
V magistrski nalogi pogosto ne potrebujemo vseh mer različnosti oziroma nas zanimajo
mere različnosti le do k-najbližjega soseda, kar je podrobneje predstavljeno v poglavju 4.2.
S prostorskim indeksom poǐsčemo samo potencialne najbližje sosede, zaradi česar ne po-
trebujemo poračunati vseh mer različnosti. Poznamo več prostorskih indeksov. To so
R-drevo, R∗-drevo, k-d drevo, m-drevo in ostali. Z drevesi strukturiramo podatkovje na
particije, s čimer poenostavimo poizvedbe in sortiranje v podatkih.
R-drevesa
Ideja R-dreves je združiti bližnje primerke in jih predstaviti z njihovim minimalnim
omejevalnim pravokotnikom (angl. minimum bounding rectangle) ali kratko MBR v na-
slednjo raven drevesa. Notranja vozlǐsča drevesa (angl. non-leaf nodes) vsebujejo smer,
informacijo o potomcih in pripadajočih MBR pravokotnikih. Listi drevesa (angl. leaf
nodes) vsebujejo podatkovne točke in informacijo o pripadajočem MBR pravokotniku.
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, kjer je wi = max{|s
′
i − ri|, |r
′
i − si|}. (3.28)
Opomba 3.40. Zavedamo se, da je pravokotnik lik v geometrijski ravnini R2, kvader pa
geometrijsko telo v R3. V slovenščini nimamo izraza za poimenovanje v vǐsjih dimenzijah
(Rm za m > 3), zato uporabimo kot pri angleški notaciji (angl. m-rectangle) termin
pravokotnik v Rm ali m-pravokotnik.
Z MINDIST(p, R) označimo minimalno, z MAXDIST(p, R) pa maksimalno mero
različnosti med pravokotnikom R in točko p. Z MINDIST(R, S) označimo minimalno,
z MAXDIST(R, S) pa maksimalno mero različnosti med pravokotnikoma R in S.
Z R-drevesi želimo učinkovito zgraditi drevo, tako da pravokotniki ne zavzamejo preveč
prostega prostora ter da se ti čim manj prekrivajo. Pri našem problemu iskanja najbližjih
sosedov uporabimo MBR-je, na podlagi katerih se algoritem odloči, ali bo v njem izvajal
iskanje.
Prostorski indeks R*-drevo je optimizacija R-dreves, s tem da minimizira prekrivanje
med pravokotniki. Na sliki 6 je prikazano R*-drevo v dvodimenzionalnem prostoru. Rdeči
in modri pravokotniki predstavljajo notranja vozlǐsča v drevesu, zeleni pravokotniki in
pripadajoče točke pa liste drevesa. Za strukturo, gradnjo in podrobnosti R*-dreves glej
vir [27].
Slika 6: Dvodimenzionalno R*-drevo. Vir: [53].
k-d drevo
V programskem jeziku R je za hitreǰse iskanje k-najbližjih sosedov uporabljeno k-d
drevo. Metoda k-najbližjih sosedov je predstavljena v poglavju 4.2. Črka k v besedi
k-d drevo se nanaša na dimenzijo prostora podatkov, črka k v besedni zvezi k-najbližji
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sosedje, pa na k-najbližje sosede. Zaradi konsistentnosti z literaturo tega ne spreminjamo.
Na empiričnih primerih k-d drevo reši problem k-najbližjih sosedov v logaritmičnem času
([13]).
Konstrukcija k-d drevesa je prikazana v Algoritmu 1. Najprej uredimo vrstice
naraščajoče glede na prvo dimenzijo in jih shranimo v matriko M . Nato izračunamo
mediano prve dimenzije in vrstice oz. točke ločimo glede na mediano. Na levi strani so
točke, katerih vrednost v prvi dimenziji je manǰsa od mediane, na desni obratno. Torej v
zgornjem delu matrike M so točke, katerih prva vrednost je manǰsa od mediane, v spo-
dnjem pa obratno. Prvi atribut predstavlja x os, zato temu pravimo vertikalno rezanje.
Zaradi rezanja oz. ločevanja na podlagi mediane, je matrika M razdeljena na dva dela s
približno enakim številom vrstic. Vsak del matrike M predstavlja novonastalo matriko.
Nato v novonastalih matrikah uredimo podatke naraščajoče glede na drugo komponento
in ponovimo zgornji postopek, le da v tem koraku režemo horizontalno. Postopek na-
daljujemo na naslednjih atributih. Na vsakem koraku torej ločimo matriko na dva dela,
zato ima vsaka novonastala matrika približno dvakrat manj vrstic kot matrika iz katere
izhaja.
Algorithm 1 Konstrukcija k-d drevesa
1: procedure k-d drevo(X ∈ Rn×m, depth = 0)
2: k = m
3: axis = (depth mod k) +1 ◃ Ostanek, ki ga dobimo, ko depth delimo s k. S tem izberemo, na kateri
4: komponenti začnemo graditi drevo.
5: V matriko M shranimo naraščajoče vse vrstice iz X glede na atribut axis.
6: if n je liho število then
7: medInd = n+1
2





11: • LeftChild := k-d drevo(M [1:(medInd−1),], depth+1)
• RightChild := k-d drevo(M [(medInd+1):n,], depth+1)
12: end procedure
Na sliki 7b je prikazano k-d drevo v tridimenzionalnem prostoru. Najprej celotno
matriko podatkov vertikalno razdelimo na dve skrčeni matriki glede na prvi atribut. Na
sliki 7b je ploskev obarvana rdeče. Nato je vsaka novonastala matrika ločena, glede na
drugi atribut, na dve skrčeni matriki, ki ju ločimo s horizontalnima ploskvama. Te so
obarvane zeleno. V naslednjem koraku je vsaka novonastala matrika vertikalno ločena še
na dve skrčeni matriki glede na tretji atribut. Te so obarvane modro. Ko se ločevanje
zaključi, dobimo liste drevesa. V prvem koraku začnemo rezati glede na prvi atribut, ker
je vhodni parameter depth enak 0.
S k-d drevesom ǐsčemo tudi k-najbližje sosede. Za poizvedbeno točko q nas zanima
najbližji sosed. Začnemo s korenino drevesa χ1 in se iterativno premikamo v smeri listov
drevesa. Premikamo se levo ali desno po drevesu. Če je vrednost poizvedbene točke pri
prvem atributu q[1] manǰsa ali enaka od χ1[1], potem se premaknemo levo od korenine
drevesa, sicer pa desno od nje. Točko, v katero se premaknemo, shranimo kot trenutno
najbližjo točko. Če v naslednji podmnožici potomcev najdemo tako točko, ki je bližje
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točki q, kot trenutno najbližja točka, potem to posodobimo z novo najbližjo točko. Če
to ne drži, potem je najbližja točka enaka trenutno najbližji točki in iskanje se zaključi.
Pomanjkljivost k-d drevesa je neučinkovitost v visokodimenzionalnem prostoru zaradi
prekletstva večdimenzionalnosti.
(a) Dvodimenzionalno k-d drevo. Vir: [51]. (b) Tridimenzionalno k-d drevo. Vir: [44].
Slika 7: Grafični prikaz strukture k-d drevesa v R2 in R3.
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4 Anomalije
“An outlier is an observation that deviates so much from other observations as
to arouse suspicion that it was generated by a different mechanism.” (Hawkins)
Anomalije (angl. anomalies) ali osamelci (angl. outliers) so definirani kot dogodki, ki
se pojavijo zelo poredko. Njihova frekvenca se giblje v rangu od 0.01% do 5%, odvisno
od problema ([23]). Storilci goljufij se ponavadi ne obnašajo kot navadni uporabniki,
zato je smiselno iskati nenavadna obnašanja uporabnikov, katerim pravimo anomalije ali
osamelci. Pri našem problemu so anomalije vzorci v podatkih, ki ne ustrezajo definiciji
normalnega vedenja. Pri velikem podatkovju je zaznavanje anomalij zelo zahtevno. V
obzir moramo vzeti, da so v podatkih tudi šumi in novitete, ki jih moramo izločiti preden
začnemo iskati prave osamelce. Anomalije je začel raziskovati Edgeworth v 19. stoletju.













Slika 8: Preprost primer anomalij v dvodimenzionalnem prostoru.
Poznamo več tipov anomalij:
• Točkovne anomalije (angl. point anomalies) nastanejo, ko primerek izstopa glede
na vse ostale primerke v podatkih ([5]). Na sliki 8 sta to točki o1 in o2.
• Anomalije konteksta (angl. contextual anomalies) se zgodijo v specifičnem kon-
tekstu, sicer glede na ostale podatke ne veljajo za anomalije ([5]). Recimo, da imamo
skupino uporabnikov, ki izvajajo klice v tujini samo poleti. Kontekstna anomalija
nastane, če ti uporabniki kličejo v tujino jeseni.
• Skupine anomalij (angl. collective anomalies) so manǰse skupine primerkov, ki se
ločijo od preostalih primerkov ([5]). Recimo, da so naši uporabniki v večini fizične
osebe, skupine anomalij predstavljajo pravne osebe. Na sliki 8 je to skupina O3.
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Pri reševanju našega problema predpostavimo, da imamo večino negoljufivih aktivno-
sti, zato je smiselno iskati anomalije v podatkih. Vendar se pri odkrivanju goljufij lahko
zgodi, da je meja med goljufivo in negoljufivo aktivnostjo zelo tanka.
Pričakujemo, da je večina aktivnosti izvedenih s strani normalnega uporabnika, kar
predstavlja problem pri učinkoviti detekciji goljufije. Modeli so manj učinkoviti pri ne-
enakomerni distribuciji klasifikatorja (v našem primeru sta naša klasifikatorja prevarant
in normalen uporabnik). Manj učinkoviti so zato, ker je zelo verjetno, da bo model vsak
primerek pripisal večinskemu klasifikatorju, v našem primeru normalnemu uporabniku.
Modeli lahko odkrijejo vse goljufive aktivnosti, lahko pa poleg tega označijo kot golju-
five aktivnosti tudi tiste, ki so normalne (angl. false alarm). Zgodi se lahko tudi obratno.
Zato je priporočljivo rezultate modela povezati z minimizacijo stroškov ([29]). Ta problem
je pogost predvsem pri nadzorovanih metodah. V tej magistrski nalogi se bomo zaradi
narave testnih podatkov osredotočili na nenadzorovane metode.
Nekatere metode so usmerjene v odkrivanje anomalij. Eden od načinov semi-
nadzorovanega učenja je konstruirati profil normalnega obnašanja in z njegovo uporabo
zaznati anomalije. Profili so lahko različne sumarizirane statistike ali kaj drugega. Pri
tem pristopu moramo v podatkih imeti samo normalne aktivnosti, saj bi morebitne golju-
five aktivnosti predstavljale normalno obnašanje. V praksi je tako podatkovje zelo težko
pridobiti. V našem primeru testnih podatkov imamo neoznačene normalne in goljufive
aktivnosti, zato bi tak model lahko konstruirali po tem, ko izločimo oziroma odkrijemo
goljufije. Pri velikih podatkovjih zaznava osamelcev pogosto ni uporabna, saj so ti dosti-
krat posledica napak v podatkovju, ne pa neka karakteristika podatka. Zato je potrebno
natančno preučiti metode in dobro poznati karakteristike podatkov.
Zaznavanje anomalij opǐsemo kot proces zbiranja βn primerkov v matriki podat-
kov Rn×m, βn ≪ n za β ∈ (0, 0.05]. Metode za iskanje osamelcev bodo v magistrski nalogi
definirane v splošnem, zato bomo v nadaljevanju pisali β ∈ (0, 1). Problem definiranja
anomalij je netrivialno, predvsem v večdimenzionalnem prostoru ([1]). Anomalije odkri-
vamo z različnimi tehnikami. Statistične tehnike predpostavijo znano porazdelitev ali pa
temeljijo na statistični oceni neznanih parametrov. Tehnike gručenja, razdalj in gostote
pa temeljijo na bližini vzorcev (angl. proximity based) ([3]).
4.1 Statistične tehnike
Statistične tehnike ločimo na univariatne metode (angl. univariate methods) in multi-
variatne metode (angl. multivariate methods). Statistične metode bodisi predpostavijo
znano porazdelitev podatkov bodisi temeljijo na statistični oceni neznanih parametrov
porazdelitve. Te metode označijo za osamelce tiste primerke, ki ne izpolnjujejo pred-
postavk modela oziroma se zadosti ločijo od porazdelitve. Statistične metode pogosto
niso primerne za večdimenzionalen prostor ter poljubno porazdelitev podatkov oziroma
kadar nimamo predhodnega znanja o porazdelitvi podatkov. Preprost način zaznavanja




kjer jeXj povprečje, σXj pa standardni odklon j-te spremenljivke. Vrednosti, ki so znotraj
intervala (4.1) predstavljajo 99.7% primerkov ([5]).
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Pri naslednji tehniki iskanje osamelcev z boxplotom predpostavimo univariatne po-
datke oziroma podatke z eno spremenljivko, ki je porazdeljena normalno. Pri tej metodi
poračunamo prvi Q1 in tretji Q3 kvantil ter mediano. Razliko Q3 − Q1 imenujemo IQR
(angl. inter quantile range). Osamelci so primerki, ki so bodisi pod Q1 − 1.5IQR bodisi
nad Q3 + 1.5IQR.
Podobno deluje Grubbsov test (angl. Grubbs’ test), ki ima enake predpostavke kot
tehnika iskanje osamelcev z boxplotom. Dodatna predpostavka je en osamelec v podatkih.
Naši podatki so univariatni, torej lahko za matriko podatkov pǐsemo X = [xℓ1]
n
ℓ=1 ∈ Rn×1.
Postavimo ničelno in alternativno hipotezo testa:
H0. X ne vsebuje osamelcev.
H1. X vsebuje natanko en osamelec.
Testna statistika Z se izračuna po sledečih formulah, glede na to ali je test enostranski
ali dvostranski.







Pri enostranskem testu pa ločimo dva primera.
• Če predpostavimo, da maksimalna vrednost predstavlja osamelec, se testna stati-







• Če predpostavimo, da minimalna vrednost predstavlja osamelec, pa se testna stati-












n− 2 + t2α/2n,n−2
,
kjer je tα/2n,n−2, kritična meja, ki določa anomalijo oziroma normalno točko. Ta meja je
določena na podlagi Studentove t porazdelitve pri stopnji značilnosti α
2n
([5]). Pri eno-




. Če želimo testirati več osamelcev ter več spre-
menljivk hkrati uporabimo posplošen Grubbsov test, ki ga poimenujemo posplošen ESD
test (angl. the generalized extreme Studentized deviate test). Poznamo še Tietjen-Mooreov
test za odkrivanje osamelcev (angl. Tietjen-Moore test for outliers). Zadnji dve omenjeni
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metodi predpostavita aproksimativno normalno porazdelitev podatkov. Pri drugi moramo
določiti število osamelcev, pri prvi pa ne ([42]).
V mnogih primerih anomalije ne moremo odkriti, če je vsaka spremenljivka neodvisna.
To pomeni, da se lahko zgodi, da v enodimenzionalnem prostoru nimamo osamelcev, v
dvodimenzionalnem pa jih imamo. Možno je tudi obratno. Multivariatne statistične
metode za odkrivanje osamelcev pogosto označijo tiste primerke, ki so relativno daleč
stran od sredǐsča podatkovne porazdelitve. Za to lahko uporabimo več mer različnosti.
Najprimerneǰsa je Mahalanobisova mera različnosti opisana v poglavju 3.6. Ta vključuje
medsebojne korelacije, tako da primerja kombinacije spremenljivk. Primerki z visoko
vrednostjo Mahalanobisove mere različnosti so označeni kot osamelci ([1]). Statistiki
so razvili še statistične globoke metode (angl. depth-based metode), pri katerih nimamo
predpostavk o porazdelitvi podatkov, vendar so časovno zelo potratne in primerne za
m ≤ 2, zato se jih v praksi ne uporablja ([20]).
4.2 Tehnike najbližjih sosedov
Naslednja tehnika zaznavanja osamelcev temelji na metodi najbližjih sosedov
(angl. nearest neighbour based techniques) med podatkovnimi točkami. Pri tej tehniki
predpostavimo, da so normalni primerki v gosti soseščini, medtem ko so osamelci zado-
sti odmaknjeni od najbližjih sosedov ([5]). To ugotovimo s pomočjo mere različnosti in
iskanjem najbližjih sosedov. Iskanje k-najbližjih sosedov je natančneje prikazano v Al-
goritmu 2. Vhodni podatki so matrika podatkov X, število sosedov k in izbrana mera
različnosti d. Če ni napisano drugače, d predstavlja evklidsko razdaljo. V nadaljevanju
bomo uporabili notacijo iz Algoritma 2. Kot izhod dobimo dve matriki. V matriko KNN
shranimo k-najbližjih sosedov za vsako podatkovno točko, v matriko D pa mere različnosti
med vsako podatkovno točko in pripadajočimi k-najbližjimi sosedi. S dkNNxi označimo
razdaljo med točko xi in k-najbližjim sosedom, torej
dkNNxi = D[i, k]. (4.2)
S kNNxi pa označimo k-najbližjega soseda točke xi. Torej je
kNNxi = KNN[i, k]. (4.3)
V nadaljevanju zaradi enostavnosti v splošnem uporabimo sledečo notacijo:
• kNN označuje k-najbližjega soseda,
• kNNs označuje vektor, ki vsebuje k-najbližje sosede,
• dkNN označuje mero različnosti do k-najbližjega soseda.
Ko pa se sklicujemo na točno določeno točko, jo uporabimo v indeksu, kot je to zapisano
v (4.2) in (4.3). Na podlagi točkovne soseščine določimo, ali je primerek osamelec ali
ne. Točkovna soseščina je definirana na podlagi vseh spremenljivk. To je glavna razlika
od statističnega pristopa. Poleg tega nimamo nobenih predpostavk o porazdelitvi podat-
kov. Problem se pojavi pri velikem podatkovju, saj je iskanje najbližjih sosedov časovno
zelo zahtevno. V večdimenzionalnem prostoru so podatkovne točke razširjene v veliko
območje in postanejo zelo redke, čemer pravimo prekletstvo večdimenzionalnosti, opisano
36
v poglavju 3.3.4. Ta problem rešujemo z uporabo prostorskega indeksa, opisanega v 3.6.5.
Naslednji problem nastane, ko normalna točka nima zadosti sosedov.
Algorithm 2 Iskanje k-najbližjih sosedov
1: procedure kNN(X ∈ Rn×m, k, d)
2: D = [ ]n×k ◃ V D bomo shranili mere različnosti do k-najbližjih sosedov za vsako podatkovno točko.
3: KNN = [ ]n×k ◃ V KNN bomo shranili k-najbližjih sosedov za vsako podatkovno točko.
4: for i = 1, . . . , n do
5: tmpD = [ ] ◃ V tmpD bomo shranili mere različnosti med točko xi in k-najbližjimi sosedi.
6: kNNs = [ ] ◃ V kNNs bomo shranili k-najbližje sosede točke xi.
7: Dmin = ∞
8: for j = 1, . . . , n ∧ i ̸= j do
9: if d(xi,xj) < Dmin then
10: tmpD = [tmpD, d(xi,xj)] ter uredimo naraščajoče.
11: kNNs = [kNNs,xj] ter uredimo kot v tmpD.
12: end if
13: if |kNNs| > k then
14: kNNs = kNNs[1 : k]
15: tmpD = tmpD[1 : k]
16: end if
17: if |kNNs| = k then
18: Dmin = tmpD[k]
19: end if
20: end for
21: KNN[i, ] = kNNs
22: D[i, ] = tmpD
23: end for
24: return KNN, D
25: end procedure
V nadaljevanju se pojavita izraza naǰsibkeǰsi in najmočneǰsi osamelec. Naǰsibkeǰsi
osamelec je tista točka v seznamu osamelcev, ki najbolj meji na normalno točko pri iz-
branem kriteriju. Obratno je najmočneǰsi osamelec tisti, ki v seznamu osamelcev najbolj
odstopa glede na izbran kriterij.
To tehniko delimo še na dva pristopa. Prvi pristop temelji na razdalji (angl. distance
based outlier detection), drugi na gostoti (angl. density based outlier detection) med po-
datkovnimi točkami. V nadaljevanju so metode opisane v algoritmih. V algoritmih, če ni
napisano drugače, so parametri vhodnih podatkov sledeči: X matrika podatkov, k število
najbližjih sosedov, β predstavlja delež osamelcev v podatkih. Ponekod je vhodni para-
meter minDkDist, ki predstavlja mejo, katero določa naǰsibkeǰsi osamelec pri izbranem
kriteriju. Metode za izhod, če ni napisano drugače, vrnejo osamelce.
4.2.1 Najbližji sosedi na podlagi mere različnosti
Metode, ki temeljijo na podlagi mere različnosti med primerki so najpopularneǰse in se v
praksi pogosto uporabljajo, ker so zelo razumljive in v večini učinkovite za velika podat-
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kovja. V nadaljevanju so metode podrobneje opisane.
METODA DB
Prvo metodo najbližjih sosedov na podlagi razdalje za odkrivanje osamelcev sta vpe-
ljala Knorr in Ng v svojem delu [20] in je osnova za vse metode, ki temeljijo na razdalji.
Ta metoda najbližjih sosedov ocenjuje globalno gostoto za vsak primerek, tako da prešteje
število sosedov v nekem radiju ε ([5]). Imenujemo jo metoda DB (angl. distance-based
method). Le-ta potrebuje dva parametra. Naj bo xi primerek v X ∈ Rn×m. Prvi pa-
rameter označuje epsilonsko soseščino točke xi (angl. eps-neighborhood of a point), ki je
definirana kot
Nε(xi) = {xj primerek v X | d(xi,xj) ≤ ε}. (4.4)
Drugi parameter označimo z β̃, ki se nanaša na delež primerkov zunaj epsilonske okolice.
Definicija 4.1 (DB osamelec). Naj bo X ∈ Rn×m matrika podatkov, β naj predstavlja
delež osamelcev. Točka xi v matriki podatkov X je DB(ε, β̃) osamelec, če zunaj njene
epsilonske okolice leži vsaj β̃n točk, ki pripadajo matriki podatkov X.
Torej delež β̃ je minimalni delež primerkov iz matrike podatkov, ki so zunaj epsilonske
okolice osamelca. Zaradi enostavnosti raje definiramo γ, ki predstavlja maksimalno število
sosedov znotraj epsilonske soseščine osamelca. Torej γ = n(1 − β̃). Če ima primerek
znotraj epsilonske soseščine vsaj (γ + 1) primerkov, potem je normalna točka, sicer pa
osamelec. Če je število elementov v Nε(xi) manǰse ali enako od mejne vrednosti γ, potem
je xi osamelec.
Reševanje tega problema je časovno zahtevno, saj potrebujemo O(n2) operacij. Av-
torja sta uporabila bločno ugnezdeno zanko (angl. block nested-loop), ki razdeli podat-
kovje na dva bloka. Najprej označimo primerek kot osamelec in potencialni neosamelec na
podlagi računanja epsilonske soseščine na primerkih v prvem bloku. Nato preverimo ali
so potencialni neosamelci iz prvega bloka res normalni. To storimo tako, da poračunamo
epsilonsko soseščino potencialnega neosamelca glede na primerke iz drugega bloka. Nato
ta postopek ponovimo še za drugi blok. Avtorja sta uvedla algoritem, ki temelji na ce-
lici (angl. cell based algorithm) in ima linearno kompleksnost O(n), vendar z vǐsanjem
dimenzije m raste eksponentno, zato je primeren za podatkovje z maksimalno dimenzijo
podatkov štiri ([20]). Celično metodo bi lahko večkrat izvajali na naključno izbranih
spremenljivkah.
Pomanjkljivost metode DB je določanje parametrov ter časovna zahtevnost. Nasle-
dnja pomanjkljivost je nezaznavanje lokalnih osamelcev (angl. local outliers), predvsem
v podatkih, ki so neenakomerno porazdeljeni. Lokalne osamelce odkriva metoda LOF,
opisana v nadaljevanju.
Določanje epsilonske okolice je težavno, zato so v nadaljevanju opisane metode, ki
temeljijo na meri različnosti do k-najbližjega soseda.
METODA, KI TEMELJI NA kNN
Ta pristop je podoben preǰsnjemu in izbolǰsa nekatere pomanjkljivosti prej opisanega
pristopa. Metoda, ki temelji na kNN (angl. knn-based method) padajoče uredi k-najbližje
sosede, medtem ko metoda DB temelji na epsilonski okolici podatkovne točke. Pri tej
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metodi predpostavimo delež osamelcev β v podatkih in kot osamele izberemo tiste z
najbolj oddaljenim k-najbližjim sosedom.
Poenostavljeno z β ∈ (0, 1) označimo kolikšen delež osamelcev je v podatkih. Za
osamelce označimo βn primerkov z najvǐsjo vrednostjo vD[, k], izračunano po Algoritmu 2
([5]). Pomanjkljivost te metode je primerjava le s k-najbližjim sosedom ter visoka časovna
zahtevnost pri velikem podatkovju. Slednje rešujemo z uporabo prostorskega indeksa,
opisanega v 4.2.1.
Problem primerjave le s k-najbližjim sosedom rešujemo tako, da za vsako podatkovno




Za nek delež β ∈ (0, 1) je βn primerkov z najvǐsjo vsoto označenih za osamelce. Namesto
vsote k-najbližjih sosedov, lahko opazujemo kakšno drugo izbrano funkcijo mer različnosti
do k-najbližjih sosedov. Opazujemo lahko povprečje, mediano ali kakšno drugo smiselno
statistiko.
INDEKSNA METODA
Preǰsnja pristopa sta časovno zahtevna. Časovno zahtevnost znižamo z uporabo pro-
storskega indeksa. Tudi indeksna metoda (angl. index-based method) potrebuje dva pa-
rametra, kot metoda, ki temelji na kNN.
Za β ∈ (0, 1) kot osamelce izberemo βn primerkov, ki imajo največjo oddaljenost do
k-najbližjega soseda, vendar za iskanje kNN uporabimo prostroski indeks R∗-drevo. Ta
učinkovit algoritem za iskanje osamelcev v zelo velikem podatkovju so v svojem delu [11]
povzeli Ramaswamy in drugi.
Definicija 4.2 (Osamelec po indeksi metodi). Naj bo X ∈ Rn×m matrika podatkov. Naj
bo β delež osamelcev, k naj bo število najbližjih sosedov. Pri danem k in β je točka
xi osamelec po indeksni metodi, če ima vsaj n(1 − β) drugih točk, ki pripadajo matriki
podatkov X, manǰso mero različnosti do k-najbližjega soseda kot točka xi.
Iskanje osamelcev temelji na računanju mere različnosti do k-najbližjega soseda, kar
je časovno zelo zahtevno. Pri velikem podatkovju je zahtevnost še večja, zato so avtorji
v [11] pri iskanju najbližjega soseda uporabili prostorski indeks R*-drevo, ki je opisan
v poglavju 3.6. Zato se ta pristop imenuje metoda, ki temelji na indeksu ali indeksna
metoda. Pri tej metodi predpostavimo zelo majhno število osamelcev.
Spomnimo se R∗-dreves, katerih namen je združiti bližnje točke in jih predstaviti
z minimalnim omejevalnim pravokotnikom ali MBR v naslednjo raven drevesa. Listi
drevesa vsebujejo podatkovne točke in informacijo MBR pravokotniku. Notranja vozlǐsča
pa vsebujejo smer potomcev ter nabor pravokotnikov svojih potomcev, ki si ravno tako
shranjeni v MBR-ju. Iz poglavja 3.6.5 bomo potrebovali definicijo 3.39. Iz te definicije
bomo poračunali minimalno razdaljo med xi in MBR po formuli (3.25).
Če so vse točke shranjene v prostorskem indeksu R∗-drevo in predpostavimo βn osa-
melcev, potem časovno zahtevnost pri odkrivanju osamelcev reduciramo na sledeča načina:
(a) Predpostavimo, da za računanje dkNNxi opazujemo le skrčeno matriko podatkov. Ta
je skrčena glede na vrstice. Trenutna vrednost je lahko samo večja od prave vrednosti
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dkNNxi . Če je minimalna razdalja med xi in MBR v R*-drevesu večja od trenutne
vrednosti dkNNxi , potem nobena od točk iz MBR ne more biti med k-najbližjimi
sosedi točke xi. Zato pregled v tem MBR zanemarimo (Algoritem 4, vrstice (29)–
(34)). S tem prihranimo nepotrebno računanje razdalj ([11]).
(b) Zanima nas le βn točk z maksimalno oddaljenostjo k-tega soseda. Zato lahko pred-
postavimo, da med vsakim korakom algoritma shranimo le βn potencialnih osamel-
cev. Naǰsibkeǰsi osamelec je potencialni osamelec med βn točkami, katerega mera
različnosti do k-najbližjega soseda je najmanǰsa. To mero različnosti označimo z
minDkDist. Ko za neko točko xi izračunamo tak trenuten dkNNxi , ki je manǰsi od
minDkDist, potem točka xi sigurno ni osamelec in jo izločimo iz pregledovanja (Algo-
ritem 4, vrstice (19)–(23)). To zaradi tega, ker vrednost minDkDist monotono pada
([11]).
Algorithm 3 Algoritem za učinkovito iskanje osamelcev v velikem podatkovju, ki temelji
na R*-drevesu.
1: procedure Osamelci Indeksna Metoda(X ∈ Rn×m, β, k)
2: Na matriki podatkov X konstruiramo R∗ drevo.
3: ν = βn
4: Osam = [ ]
5: DOsam = [ ]
6: minDkDist = 0
7: for vsako točko xi v X do
8: dkNN =Dist Prostorski Indeks(R*-drevo(X), xi, k, minDkDist)
9: if dkNN > minDkDist then ◃ Točka xi je močneǰsi osamelec kot naǰsibkeǰsi potencialni
10: osamelec.
11: DOsam = [DOsam, dkNN] in uredimo naraščajoče.
12: Osam = [Osam,xi] in uredimo kot v DOsam, tako da je prva točka
13: naǰsibkeǰsi potencialni osamelec.
14: end if
15: if |Osam| > ν then ◃ Pri dodajanju novega osamelca, smo presegli število osamelcev, zato
16: izločimo naǰsibkeǰsega.
17: Osam = Osam[2 : ν]
18: DOsam = DOsam[2 : ν]
19: end if
20: if |Osam| = ν then







Algorithm 4 Algoritem za učinkovito iskanje razdalje do k-najbližjega soseda na podlagi
R*-drevesa.
1: procedure Dist Prostorski Indeks(R*-drevo(X), xi, k, minDkDist)
2: nodeList = korenina ◃ Na začetku nodeList vsebuje glavno vozlǐsče R*-drevesa. Točke so urejene
3: naraščajoče glede na MINDIST in točko xi.
4: dkNN = ∞ ◃ Razdalja do k-najbližjega soseda.
5: kNNs = [ ] ◃ Shranimo najbližje sosede.
6: while nodeList ̸= [ ] do
7: vozlǐsče = nodeList[1]
8: if vozlǐsče je list v drevesu then
9: for vsako točko xj v vozlǐsču do
10: if d(xi,xj) < dkNN then
11: kNNs = [kNNs,xj], kNNs uredimo naraščajoče glede na najbližjega
12: soseda.
13: if |kNNs| > k then
14: kNNs = kNNs[1 : k]
15: end if
16: if |kNNs| = k then
17: dkNN = d(xi, kNNs[k])
18: end if
19: if dkNN ≤ minDkDist then
20: stop & return (dkNN, “Točka xi ne more biti osamelec.”)





26: else Potomce vozlǐsča dodamo v NodeList ter sortiramo glede na MINDIST.
27: end if
28: for vsako vozlǐsče v NodeList do
29: if dkNN ≤ MINDIST(xi, vozlǐsče) then ◃ Če je
30: minimalna razdalja med skupkom točk iz vozlǐsča do točke xi večja ali enaka kot razdalja med
31: točko xi in trenutnim k-najbližjim sosedom, potem iz tega skupka zagotovo ne bomo dobili
32: soseda, ki bi bil bližje. Zato pregled teh točk v naslednji iteraciji zanemarimo.






Prostorski indeks R∗-drevo lahko nadomestimo s kakšnim drugim ustreznim drevesom.
Torej s prostorskim indeksom zmanǰsamo časovno zahtevnost, vendar je ta v najslabšem
primeru enaka O(n2). Pomanjkljivost tega pristopa je opazovanje le k-najbližjega soseda.
Ta problem rešimo z iteracijo za več k-jev in nato za osamelce izberemo tiste, ki se
največkrat ponovijo. Po drugi strani pa bi lahko izbrali kakšno drugo funkcijo mere
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različnosti do k-najbližjih sosedov.
METODA PARTICIJ
V najslabšem primeru je pri indeksni metodi 4.2.1 časovna zahtevnost enaka O(n2).
V istem članku [11] so avtorji vpeljali particijski pristop (angl. partition-based method).
Pri tem pristopu izločimo tiste točke, katerih razdalja do k-najbližjega soseda je tako
majhna, da zagotovo ne morejo biti osamelci. Najprej podatkovje z gručenjem razde-
limo na particije, nato pa iz nadaljnje analize izločimo gruče, ki zagotovo ne vključujejo
osamelcev.
Za gručenje uporabimo razdruževalni pristop (angl. partition based algorithm). Av-
torji v [11] so uporabili predfazo metode BIRCH (angl. balanced iterative reducing and
clustering using hierarchies), lahko pa uporabimo kateri koli drugi razdruževalni pristop,
ki je časovno učinkovit. Za vsako gručo poračunamo zgornjo in spodnjo mejno razdaljo
do kNN-jev s prostorskim indeksom na podlagi vseh točk.
S tem odstranimo gruče točk pri katerih je mera različnosti do kNN zadosti majhna,
ker ni možno, da bi bile take točke osamelci. To pa tudi zato, ker predpostavimo majhno
število osamelcev. Poleg tega lahko klasificiramo točko xi brez računanja vseh kNNs
oziroma poračunamo kNNs iz manǰsega nabora točk.
Postopek določevanja osamelcev po particijski metodi je sledeč.
(a) Generiranje particij: Z gručenjem ločimo podatkovje na disjunktne množice in
vsako gručo Cj analiziramo ločeno. Večina metod gručenja ima vsaj kvadratično
časovno zahtevnost, zato so avtorji članka [11] uporabili predfazo metode BIRCH
(glej [55]), ki je linearna v časovni zahtevnosti. Lahko uporabimo tudi kakšen drug
razdruževalni pristop, ki je časovno učinkovit.
(b) Izračun mej: Za vsako gručo Cj izračunamo spodnjo in zgornjo mejo
[dClower,j, dCupper,j], tako da za vsako točko xi ∈ Cj velja dClower,j ≤ dkNNxi ≤
dCupper,j. Spodnjo in zgornjo mejo izračunamo s pomočjo prostorskega indeksa.
(c) Potencialne gruče osamelcev vsebujejo potencialne osamelce: Naj bodo C1, . . . , Cℓ




Če je dCupper,j < minDkDist, potem zagotovo nobena točka iz Cj ni osamelec. Če
pa velja dCupper,j ≥ minDkDist, potem ima gruča Cj potencialne osamelce. To so
potencialne gruče osamelcev.
(d) Določitev osamelcev iz potencialnih gruč osamelcev: Iz potencialnih gruč osa-
melcev izberemo βn najmočneǰsih osamelcev. Za izbiro in podrobnosti najmočneǰsih
osamelcev glej vir [11].
4.2.2 Najbližji sosedi na podlagi gostote
Naslednji pristop najbližjih sosedov temelji na gostoti, tako da ocenimo gostoto soseščine
za vsako podatkovno točko. Če ta leži v soseščini z nizko gostoto glede na bližnjo okolico,
potem je označena za osamelec ([5]). S tem pristopom lahko poleg globalnih osamelcev
42
odkrijemo tudi lokalne osamelce. To je bistvena prednost pred metodami, ki temeljijo
na razdalji. Na sliki 9a je prikazan problem lokalnih osamelcev. Na primer, metoda
DB označi kot osamelce točko o1 ter nekatere elemente gruče C1, točko o2 pa označi kot
normalno. Vidimo pa, da imamo dve gruči, globalni osamelec o1 ter lokalni osamelec o2.
METODA LOF
Najbolj znana metoda, ki temelji na gostoti je metoda LOF (angl. local outlier factor),
ki so jo uvedli Breunig in drugi v svojem delu [22]. Osnovna ideja je primerjava lokalne
gostote izbrane podatkovne točke z gostoto njenih k-najbližjih sosedov. Ta je prikazana
na sliki 9b, na kateri je približan spodnji desni del slike 9a. Če pogledamo tri najbližje





(a) Preprost primer globalnega osamelca o1
in lokalnega osamelca o2.
o2
C2
(b) Gostota točke o2 v primerjavi z gostoto nje-
nih treh najbližjih sosedov.
Slika 9: Osnovna ideja metode LOF.
Metoda LOF temelji na parametru k, ki določa število najbližjih sosedov. Pri tej
metodi predpostavimo, da nimamo večkratnih oziroma multipliciranih točk ([22]). Jasno
je, da iz kNNxi in (4.4) dobimo soseščino k-najblǐzjih sosedov točke xi, kar zapǐsemo kot
NdkNNxi = NdkNNxi (xi). (4.6)
Definicija 4.3 (Dosegljiva razdalja). Naj bo k ∈ N. Dosegljiva razdalja točke p glede na
točko o je definirana kot
rDistk(p,o) = max{dkNNo , d(p,o)}.
Torej, če je točka p znotraj soseščine k-najbližjih sosedov točke o, potem je rDistk(p,o)
enak meri različnosti med o in k-najbližjim sosedom. Če točka p ne spada v soseščino k-
najbližjih sosedov točke o, potem za rDistk(p,o) vzamemo razdaljo med p in o. Povprečna






pri čemer velja omeniti, da je število elementov v množici NdkNNp lahko večje ali enako k.

















Opomba 4.4. Ko želimo za nek k izračunati vrednost LOF na vseh primerkih v matriki
podatkov X, pǐsemo LOF(X, k).
Če je vrednost LOF(p) dosti pod vrednostjo 1, potem ima točka p gosto soseščino v
primerjavi z njenimi najbližjimi sosedi. V primeru, ko je LOF(p) blizu vrednosti 1, potem
ima točka p podobno gostoto kot njeni najbližji sosedi. Če pa je vrednost LOF(p) precej
nad vrednostjo 1, potem je ta točka označena za osamelec. Za dokaz glej vir [22].
Prednost te metode je, da točko, ki ima majhno razdaljo do zelo goste gruče, označi za
osamelec, medtem ko točka v razpršeni gruči ne bo označena za osamelec. Zato metoda
LOF odkriva osamelce pri poljubno porazdeljenih podatkih. Negativna lastnost metode
LOF je neefektivnost na območjih, ki so slabo ločeni in imajo različno gostoto ([3]). Po-
leg tega je časovna zahtevnost enaka O(n2). To znižamo z uporabo prostorskega indeksa,
vendar ti ne delujejo dobro v visokodimenzionalnih podatkih ([5]). Kot pri večini me-
tod, moramo tudi pri tej metodi določiti parameter k. Avtorji [22] so analizirali vpliv
parametra k na vrednosti LOF. Izkaže se, da se vrednost LOF ne spreminja monotono
glede na izbiro parametra k. Maksimalna, minimalna in povprečna vrednost LOF pri po-
ljubno porazdeljenih podatkih je lahko zelo nestabilna. Zato izbira parametra k temelji
na hevristiki in različnih izbirah k-ja v nekem rangu.
Na podlagi zgornje razlage iz [22] ǐsčemo osamelce po Algoritmu 5. Ta temelji na
predpostavki, da imamo v podatkih največ βn osamelcev za nek β ∈ [0, 0.05]. Predpo-
stavimo torej, da naše podatkovje vsebuje največ 5% osamelcev. Za vsako podatkovno
točko in vsak k v nekem izbranem rangu poračunamo LOF in te vrednosti shranimo v
matriko MLOF. Nato za vsako točko izberemo le maksimalno vrednost LOF in jo shra-
nimo v seznam maxLOF. V naslednjem koraku preštejemo, koliko točk seznama maxLOF
presega vrednost 2. To so potencialni osamelci. Če je število potencialnih osamelcev večje
ali enako izbrani meji βn, potem poǐsčemo βn podatkovnih točk z najvǐsjo vrednostjo
maxLOF. V nasprotnem primeru pa so osamelci potencialni osamelci.
METODA BAGGING LOF
V magistrski nalogi vse metode, ki temeljijo na k-najbližjih sosedih, upoštevajo vse
spremenljivke, zato se srečamo s prekletstvom večdimenzionalnosti. Zato sta avtorja Laza-
revic in Kumar v svojem članku [23] vpeljala metodo, ki je primerna za veliko podatkovje
in večdimenzionalen prostor. Uporabila sta bagging, ki se ponavadi uporablja pri nadzo-
rovanih metodah. Z baggingom na naključno izbranih podmnožicah podatkov iterativno
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Algorithm 5 Metoda LOF
1: procedure Osamelci Metoda LOF(X ∈ Rn×m, kmin, kmax, LOF(), β)
2: MLOF = [ ]n×(kmax−kmin+1) ◃ Za vsako podatkovno točko in k shranimo vrednost LOF.
3: maxLOF = [ ]
4: Osam = [ ]
5: ν = βn
6: for vsak primerek xi v X do
7: for j = kmin, . . . , kmax do
8: tmp = LOF(xi, j)
9: MLOF[i, j − kmin + 1] = tmp
10: end for
11: maxLOF[i] = max(MLOF[i, ])
12: end for
13: if |(maxLOF > 2)| ≥ ν then
14: Kot osamelce označimo ν podatkovnih točk z najvǐsjo vrednostjo v seznamu
15: maxLOF. Te točke shranimo v vektor Osam.
16: else Osamelci so tiste podatkovne točke, ki imajo maxLOF > 2. Te točke




gradimo modele. Nato za končni rezultat vzamemo povprečje modelov. Njuna ideja
je, da različne kombinacije spremenljivk podajo različne rezultate. Zato sta kombinirala
rezultate tako, da sta večkrat ali še bolǰse paralelno izvedla algoritem LOF na različnih
podmnožicah spremenljivk. Te so izbrane naključno. Za rezultat dobimo različne po-
tencialne osamelce, končni nabor osamelcev pa je določen na različne načine. Za vsako
naključno izbrano podmnožico spremenljivk dobimo nabor potencialnih osamelcev. Osa-
melci so lahko tisti, ki se najpogosteje pojavijo v končnih rezultatih, lahko pa kot osamelce
označimo tiste, ki se pojavijo le pri določeni kombinaciji spremenljivk. Za metodo LOF
sta se odločila, ker je vrnila najbolǰsi rezultat na empiričnih podatkih. Ta pristop je
možno izvesti tudi z uporabo drugih metod oziroma kombinacijo različnih metod. Ta
pristop ponavadi dobro odkrije osamelce, ki so vidni le v parih dimenzijah.
Potek metode bagging LOF je prikazan v Algoritmu 6. Za vsak primerek izračun
vrednosti LOF izvedemo T -krat. Za vsak korak ℓ naključno, brez ponavljanja, izbe-






(m−1), kar označimo z Nℓ. Na vsakem koraku ℓ za vsak primerek xi shranimo pripadajočo
vrednost LOF v vektor ASℓ. V RLOFInd[, ℓ] padajoče shranimo βn primerkov z najvǐsjo
vrednostjo v ASℓ. Ko končamo zanko določimo osamelce. Najprej za seznam osamelcev
izberemo najmočneǰse osamelce (Algoritem 6, vrstica 14). To so tisti primerki, ki so imeli
najvǐsjo vrednost v vektorju ASℓ, ℓ = 1, . . . , T. Izberemo le med seboj različne primerke.
Če je število najmočneǰsih osamelcev večje od βn, potem izberemo βn najmočneǰsih osa-
melcev (Algoritem 6, vrstica 18). V nasprotnem primeru pa dodamo druge najmočneǰse
osamelce, nato tretje najmočneǰse osamelce in tako naprej, dokler število osamelcev ne
doseže βn primerkov (Algoritem 6, vrstici 16–17). Dodajamo le primerke, ki še niso v
45
seznamu osamelcev.
Algorithm 6 Metoda bagging LOF
1: procedure Osamelci Metoda bagging LOF(X ∈ Rn×m, T , LOF(), k, β)
2: Matriko podatkov X ∈ Rn×m skaliramo.
3: ν = βn
4: RLOF = [ ]ν×T ◃ Shranimo vrednosti LOF.
5: RLOFInd = [ ]ν×T ◃ Shranimo pripadajoče indekse primerkov.
6: for ℓ = 1, . . . , T do
7: ASℓ = [ ]





: (m− 1), 1)
9: Naključno, brez ponavljanj, izberimo Nℓ spremenljivk v X in jih shranimo v
10: podmnožico Fℓ. Poračunamo vrednosti LOF(X[, Fℓ], k) in rezultate shranimo
11: v ASℓ. V RLOF[, ℓ] pa padajoče shranimo ν vrednosti ASℓ, v
12: RLOFInd = [, ℓ] pa pripadajoče indekse.
13: end for
14: Osam = [{RLOFInd[1, ]}] ◃ Vzamemo najmočneǰse osamelce, ki so različni med seboj.
15: if |Osam| < ν then
16: V Osam dodamo druge najmočneǰse osamelce, nato tretje najmočneǰse
17: osamelce itn. Dodajamo dokler Osam ne vsebuje ν različnih osamelcev.




Problem bagging metode je to, da lahko z manǰsim naborom spremenljivk dobimo
veliko multipliciranih primerkov, s čimer je kršena predpostavka metode LOF.
4.3 Tehnike gručenja
Zavedati se moramo, da je osnovna naloga gručenja združevati podobne primerke in ne
odkrivanje osamelcev. Izjema so metode gručenja, ki so namenjene odkrivanju le-teh.
Taki dve metodi sta predstavljeni v poglavju 5.2 in 5.3. Določanje osamelcev z gručenjem
lahko dosežemo na preproste načine:
• Osamelci so tiste točke, ki ne pripadajo nobeni gruči.
• Gruče, ki vsebujejo majhno število elementov, so gruče osamelcev.
• Osamelec je točka, ki je relativno zadosti oddaljena od centra oziroma povprečja
gruče.
V knjigi [3] je predlagano, da opazujemo razdaljo do centra gruče oziroma razdaljo do
centra najbližje gruče. Avtor v [3] predlaga Mahalanobisovo razdaljo. Predpostavimo,
da je naše podatkovje razdeljeno v ξ gruč. Predpostavimo, da gruča Cr vsebuje nr
primerkov v m dimenzionalnem prostoru. Povprečje ali center gruče Cr zapǐsemo v
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xℓj, xℓ ∈ Cr. (4.8)
Za matriko podatkov, ki predstavlja gručo Cr, izračunamo kovariančno matriko Σr ∈
Rm×m. Mahalanobisova razdalja med primerkom xi, ki pripada gruči Cr in povprečjem
gruče µr, je
d(xi,µr) = (xi − µr)Σ−1r (xi − µr)T . (4.9)
Mahalanobisova razdalja meri razdaljo med točko xi in povprečjem gruče Cr. Z njo me-
rimo, koliko je točka xi daleč od povprečja gruče Cr. Enačba (4.9) je enaka nič, če je
točka xi enaka povprečju gruče Cr. Bolj kot je točka oddaljena od centra gruče, večja je
razdalja. Zato za osamelce označimo primerke z visoko Mahalanobisovo razdaljo.
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5 Gručenje
Gručenje (angl. clustering) spada med nenadzorovano učenje, kjer nimamo označene ciljne
spremenljivke. Gručenje je razvrstitev objektov na gruče, tako da so si objekti znotraj
gruč čim bolj podobni glede na izbrano mero različnosti oziroma podobnosti. Iz gruč
lahko učinkoviteǰse sklepamo, vizualiziramo, analiziramo manǰso množico podatkov.
V magistrski nalogi so predstavljene metode, ki dobro delujejo na velikem podatkovju
in zaznavajo osamelce, vendar je težko določiti, kateri algoritem je najprimerneǰsi. Na
to vplivajo karakteristike podatkov. Najpomembneǰse karakteristike pri velikem podat-
kovju so volumen, hitrost in različnost spremenljivk. Volumen se nanaša na delovanje
metode gručenja za veliko podatkovje, večdimenzionalnost prostora podatkov ter ravna-
nje z osamelci. Hitrost se naša kompleksnost algoritma in časovno zahtevnost. Različnost
spremenljivk se nanaša na ravnanje metod glede na tip in obliko spremenljivk. Učinkovita
metoda mora dobro delovati na realnih podatkih in na poljubno porazdeljenih podatkih
([10]). Metode gručenja ločimo v skupine glede na proces gručenja. Te skupine so:
(a) Particijske metode (angl. partitioning-based methods) ločijo podatke na particije,
ki predstavljajo gručo. Ta mora vsebovati vsaj en podatek in vsak podatek pripada
natanko eni gruči (angl. hard clustering). Torej gruče se med seboj ne prekrivajo. Te
metode so metoda k-voditeljev, PAM, CLARA, CLARANS in FCM.
(b) Hierarhične metode (angl. hierarchical-based methods) organizirajo podatke hie-
rarhično na podlagi bližine. Razvrstitev predstavimo z dendrogramom. Hierarhične
metode delimo še na združevalne (angl. bottom-up) in razdruževalne (angl. top-down).
Pri združevalnih predpostavimo, da je na začetku vsak podatek ena gruča (angl. sin-
gelton). Podatki se postopoma združujejo in s tem se zmanǰsuje število gruč. Če
ne zahtevamo drugače, algoritem vrne eno gručo. Nasprotno, pri razdruževalnih al-
goritmih predpostavimo, da so na začetku vsi podatki v eni gruči, ki se postopoma
razdružujejo oziroma ločujejo. Ločujejo se, dokler ni izpolnjen zaustavitveni pogoj.
Največja pomanjkljivost teh metod je, da ko je izveden en korak, t.j. združitev ali raz-
družitev, ni popravkov. Tudi pri hierarhičnih metodah vsak podatek pripada natanko
eni gruči. Za velika podatkovja so najprimerneǰse metode BIRCH, CURE, ROCK in
Chameleon.
(c) Metode gručenja, ki temeljijo na gostoti (angl. density-based methods) ločijo
podatke glede na gostoto, povezanost in mejne vrednosti. Te metode so povezane
z najbližjimi sosedi. Gruča je definirana na podlagi gostote in raste v katero koli
smer, kamor vodi gostota. Zaradi tega so te metode primerne za podatke poljubnih
oblik. S tem zagotavljajo neobčutljivost na osamelce. Pod to skupino spadajo metode
DBSCAN, OPTICS, DBCLASD in DENCLUE.
(d) Mrežne metode ali louvainsko gručenje (angl. grid-based method) ločijo po-
datke v strukturirane mreže oziroma celice. Najpomembneǰsa prednost teh metod
je učinkovita računska zahtevnost, zato ker se metode sprehodijo čez podatke samo
enkrat. Gručenje je izvedeno na statistični mreži in ne neposredno na podatkih. Iz-
vedba teh metod je odvisna od velikosti mreže, ki je ponavadi manǰsa od velikosti
podatkovja. V to skupino metod spadajo Wave gručenje, STING, CLIQUE in Opti-
Grid.
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(e) Metode, ki temeljijo na modelu (angl. model-based method) primerjajo pri-
leganje podatkov s preddefiniranim matematičnim modelom. Poznamo statistične
pristope in pristope, ki temeljijo na nevronskih mrežah. Med statistične spadajo
MCLUST, EM in COBWEB. Te metode uporabijo verjetnostno mero. Pri drugem
pristopu se uporablja nabor povezanih vhodnih in izhodnih enot, kjer ima vsaka po-
vezava utež. K drugem pristopu spada metoda SOM.
V magistrski nalogi je prestavljena najbolj poznana particijska metoda, metoda k-
voditeljev. Predstavljeni sta dve metodi, ki temeljita na gostoti in njuna naloga ni samo
gručenje, temveč tudi iskanje osamelcev. Pri večini particijskih in hierarhičnih metodah
pogosto predpostavimo, da so podatki dobro ločeni, gruče pa kompaktne. Zaradi tega
metode generirajo sferične gruče in ne delujejo dobro na nesferičnih podatkih. Sferični
podatki so okrogle oblike. V realnih primerih imamo pogosto poljubno obliko podatkov,
prikazano na sliki 14. To je motivacija za metode, ki temeljijo na gostoti. Območja z
redko gostoto so označena za anomalije. Najbolj znana je metoda DBSCAN. Izbolǰsava
te metode je metoda OPTICS. Metoda DENCLUE dobro deluje na podatkih, kjer pred-
postavimo veliko število osamelcev, kar v našem primeru ne velja. Od metod, ki temeljijo
na modelu je predstavljena metoda SOM, ker se pogosto uporablja pri odkrivanju go-
ljufij. V algoritmih, če ni napisano drugače, so vhodni parametri sledeči: X je matrika
podatkov, ε pa predstavlja radij soseščine. Pri metodi k-voditeljev vhodni parameter k
predstavlja število gruč, pri ostalih dveh metodah pa je k število najbližjih sosedov. Za-
radi konsistentnosti z literaturo tega ne spreminjamo. Pri zadnjih dveh metodah se pojavi
še parameter MinPts, ki je enak k+1. Kot izhod, če ni napisano drugače, dobimo gruče.
5.1 Metoda k-voditeljev
Metoda k-voditeljev (angl. k-means) je ena izmed najpopularneǰsih metod za gručenje po-





kjer je Ci i-ta gruča in W (Ci) vsota kvadratov razdalj med primerki xj v Ci in centrom




(xj − µi)2, i = 1, 2, . . . , k,
kjer se elementi vektorja µi izračunajo po formuli (4.8). V Algoritmu 7 je zapisana
metoda za k-voditeljev, kjer sta vhodna parametra matrika podatkov X in k število gruč.
Algoritem z iteracijami minimizira kriterijsko funkcijo. Cilj je dobiti čim manǰso vsoto
kvadratov, saj je s tem gručenje bolj učinkovito. Algoritem vedno najde rešitev, vendar
ta ni nujno optimalna, ker je rešitev odvisna od začetnega izbora centrov. Optimalneǰsi
rezultat dobimo z večkratnim izvajanjem metode. Metoda k-voditeljev je enostavna za
razumevanje in je časovno učinkovita, vendar je občutljiva na osamelce ([32]). Povprečje je
občutljivo na osamelce, posledično je občutljiva tudi metoda. Na primer, če imamo vektor
podatkov [1, 2, 3, 4, 100], je povprečje tega vektorja 1+2+3+4+100
5
= 22, kar ne predstavlja
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Algorithm 7 Metoda k-voditeljev
1: procedure Gruče k-voditeljev(X ∈ Rn×m, k)
2: Naključno izberemo k točk oz. vrstic v matriki X in jih določimo za
3: centre/povprečja posameznih gruč.
4: while centri ne ostanejo nespremenjeni do
5: Vsaki točki pripǐsemo najbližji center in s tem pripadajočo gručo.





dobro podatkov. V tem primeru podatke bolj natančno prikazuje mediana, ki je v tem
primeru enaka 3.
Pozitivna lastnost metode k-voditeljev je enostavna implementacija. Poleg tega je
zaradi hitrosti primerna za veliko podatkovje, vendar ne dobimo nujno najoptimalneǰse
razvrstitve, kar štejemo kot negativno lastnost. Naslednji negativni lastnosti sta problem
izbire parametra k ter občutljivost na osamelce.
5.2 Metoda DBSCAN
Metodo DBSCAN (angl. density-based spatial clustering of applications with noise) so
vpeljali Ester in drugi v svojem delu [21]. Glavna naloga metode DBSCAN je prepozna-
vanje gruč, ki imajo znotraj gruče visoko gostoto točk. Metoda DBSCAN dobro odkriva
osamelce. Ideja je, da vsaka točka gruče in njena soseščina, ki je določena z radijem, vse-
buje vsaj neko minimalno število točk. Torej gostota soseščine okoli točke mora presegati
določeno mejo. Algoritem DBSCAN zahteva dva parametra. Prvi označuje epsilonsko
soseščino točke xi ki je definirana kot v 4.4. Torej je
Nε(xi) = {xj primerek v X | d(xi,xj) ≤ ε}.
Drugi parameter označimo z MinPts in predstavlja minimalno število sosedov znotraj
epsilonske okolice točke.
Definiramo jedrno točko (angl. core point), ki predstavlja točko v matriki podatkov,
ki ima v epsilonski soseščini vsaj MinPts točk. Poleg nje definiramo še robno točko
(angl. border point), to je točka v matriki podatkov, ki ima v epsilonski soseščini manj
kot MinPts točk in pripada neki drugi jedrni točki ([21]). Na sliki 10, pri ε = 1 in
MinPts = 6, p1 predstavlja jedrno, p2 robno točko, točka p3 pa predstavlja osamelec.
Ideja metode je, da okoli izbrane točke poǐsče tiste, ki so od te točke oddaljene za največ
epsilon, pri čemer upošteva gostoto točk. Te točke so razvrščene v skupno gručo, ki jim
nato doda še vse tiste točke, ki so od že dodanih točk, oddaljene za največ epsilon. Torej
dodamo še vse tiste, ki so v soseščini že dodanih točk. Metoda DBSCAN je zapisana v
Algoritmu 8. Za razumevanje Algoritma 8 so avtorji v [21] vpeljali spodnje definicije. Te
so nazorno prikazane na sliki 11. Na sliki 11a so narisane točke, na katerih bomo prikazali
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Slika 10: Jedrna in robna točka ter osamelec.
Definicija 5.1 (Direktno dosegljiva preko gostote). Točka p je direktno dosegljiva preko
gostote iz točke q, pri danih ε in MinPts, če velja
• p ∈ Nε(q),
• |Nε(q)| ≥ MinPts.
Torej, če je p v epsilonski soseščini neke druge točke q in je q jedrna točka, potem
pravimo, da je točka p direktno dosegljiva preko gostote iz točke q. To je nazorno prikazano
na sliki 11b. Torej točke so direktno dosegljive preko gostote samo iz jedrne točke.
Definicija 5.2 (Dosegljivost preko gostote (angl. density reachable)). Točka p je dose-
gljiva preko gostote iz točke q, pri danih parametrih, če obstaja nabor točk p1,p2, . . . ,pn,
kjer p1 = q,pn = p, tako da je pi+1 direktno dosegljiva preko gostote iz točke pi.
Torej točke p1,p2 . . .pn−1 so jedrne točke. Na sliki 11c je točka p3 dosegljiva preko
gostote iz točke p1. Točki p1 in p2 sta jedrni.
Definicija 5.3 (Povezanost preko gostote (angl. density-connected)). Točka p je povezana
preko gostote s točko q pri danih parametrih, če obstaja taka točka o, da sta p in q
dosegljivi preko gostote iz točke o.
Povezanost preko gostote točk q in p je prikazana na sliki 11d.
Določanje parametrov je zelo zahtevno za uporabnika, ki ne pozna podatkovja. Poleg
tega izbira parametrov močno vpliva na proces gručenja in končni rezultat. Za zadosti
velik ε so vse točke jedrne, za premajhen pa osamelci. Avtorji v [21] so predlagali grafični
pristop pri izbiri epsilona in MinPts. Pri naslednji definiciji in v nadaljevanju naj bo k
enak MinPts−1.
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(a) Točke v dvodimenzionalnem prostoru.
q p









(d) Točki p in q sta povezani preko gostote,
glede na točko o.
Slika 11: Grafični prikaz za direktno dosegljivost preko gostote, dosegljivost preko gostote
in povezanost preko gostote pri ε = 0.9 in MinPts = 4.
Definicija 5.4 (Seznam razdalj do k -najbližjih sosedov). Seznam razdalj do k-najbližjih
sosedov k-dist je za dano matriko podatkov X ∈ Rn×m definiran kot padajoče urejen
seznam razdalj do k-najbližjega soseda za vsako točko xi v X, kjer je i = 1, . . . , n.
Seznam k-dist dobimo, če padajoče uredimo D[, k] oziroma
dkNNx1 , dkNNx2 , . . . , dkNNxn . To je definiramo v poglavju 4.2.1. Ocena optimal-
nega epsilona temelji na vizualizaciji seznama razdalj do k-najbližjega soseda za vsako
točko. Primerki, katerih oddaljenost do k-tega najbližjega soseda je večja od optimalnega
epsilona, bodo označeni za osamelce. Zaradi tega so se avtorji v [21] lotili iskanja
parametra ε še iz druge plati, tako da so za k = 4 in izbran delež osamelcev poiskali
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Algorithm 8 Metoda DBSCAN
1: procedure Gruče DBSCAN(X ∈ Rn×m, ε, MinPts)
2: for vsako točko xi v X do
3: if xi je jedrna točka in še ni obdelana then
4: Kreiramo novo gručo, ki vsebuje xi. Rekurzivno poǐsčemo točke, ki so
5: dosegljive preko gostote iz točke xi. Te točke dodamo novonastali gruči.
6: Točke, ki pripadajo novonastali gruči označimo kot obdelane.
7: else Točko xi označimo kot osamelec.
8: end if
9: end for
10: return Gruče in osamelci
11: end procedure
optimalni ε.
Pozitivna lastnost opisane metode je odkrivanje gruč na podatkih, kjer druge metode
odpovejo. Ta metoda dobro deluje na velikem podatkovju in ni občutljiva na osamelce.
Poleg tega je primerna za podatkovje, ki vsebuje gruče različnih oblik. Prednost je tudi
to, da ni potrebno določiti števila gruč, vendar je potrebno izbrati vsaj parameter MinPts,
kar označimo kot negativno lastnost. Poleg tega je metoda zelo občutljiva na izbiro pa-
rametrov. Lahko se zgodi, da dobimo eno samo gručo ali pa da so vsi primerki osamelci.
Optimalna izbira obeh parametrov je podrobneje opisana v [54]. Pod pomanjkljivost
štejemo tudi to, da predpostavimo, da imajo vse gruče podobno gostoto.
5.3 Metoda OPTICS
Metode gručenja v večini zahtevajo parametre, ki jih je težko določiti in imajo zelo velik
vpliv na potek in končni rezultat gručenja. V svojem delu [25] so avtorji predstavili analizo
gručenja z metodo OPTICS (angl. ordering points to identify the clustering structure),
ki ne vrne eksplicitno gruče, ampak kreira urejene podatke glede na njihovo gostoto. Za
razliko od drugih metod ta metoda vrne tudi notranjo obliko gruč. Ideja je prikazana na
sliki 12, kjer imamo na levi zgoraj gruči z visoko gostoto, na desni pa dve gruči z nižjo
gostoto. Ideja je, da različno gostoto gruč zaznamo z uporabo različnih parametrov.
To je ena od bistvenih razlik v primerjavi z metodo DBSCAN, ki predpostavi, da imajo
vse gruče enako gostoto. Uporaba veliko različnih parametrov in shranjevanje rezultatov
lahko prinese večjo prostorsko zahtevnost ([25]).
Besedna zveza urejene točke pri odkrivanju gruč pomeni, da pri konstantnem MinPts
uporabimo metodo gručenja, ki najprej odkrije goste gruče, nato pa gruče z redko gostoto.
To pomeni, da začnemo z nizko vrednostjo εi, ki jo povečujemo do ε. Metoda OPTICS to-
rej deluje po principu razširjene metode DBSCAN (angl. extract DBSCAN) za veliko
število parametrov εi, ki so manǰsi od določenega ε (t.j. 0 ≤ εi ≤ ε). Metoda OPTICS
za razliko od ostalih metod ne dodeli gruč. Namesto tega shrani urejenost in informaciji,
kateri sta nato uporabljeni za gručenje pri metodi DBSCAN. Za vsako točko shranimo je-
drno razdaljo (angl. core-distance) in dosegljivo razdaljo (angl. reachability-distance).
Ta je podobna kot v (4.3).
Definicija 5.5 (Jedrna razdalja). Naj bo q podatkovna točka v matriki podatkov X,
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Slika 12: Gruče različnih oblik in gostot.
radij epsilonske soseščine označimo z ε ter naj bo k ∈ N. Jedrna razdalja točke q je
cDistk,ε(q) =
{
∞, če je |Nε(q)| < MinPts,
kNNq, sicer.
Torej, jedrna razdalja točke q je najmanǰsa razdalja, tako da je točka q jedrna točka.
Na sliki 13a je točka q jedrna točka pri danem epsilonu in MinPts = 4. Jedrna razdalja
točke q je enaka razdalji do tretjega najbližjega soseda. Definicijo 4.3 bomo preoblikovali
v dosegljivo razdaljo metode OPTICS.
Definicija 5.6 (Dosegljiva razdalje metode OPTICS). Naj bosta p in q podatkovni točki
v matriki podatkov X. Naj bo k ∈ N. Dosegljiva razdalje točke p iz točke q je
rDistk,ε(p, q) =
{
∞, če je |Nε(q)| < MinPts,
max{cDistk,ε(q), d(p, q)}, sicer.
Torej, dosegljiva razdalja točke p je najmanǰsa razdalja, tako da je p direktno dose-
gljiva preko gostote iz jedrne točke q. Na sliki 13b je dosegljiva razdalja točke p2 enaka
d(p2, q). Dosegljiva razdalja točke p1 pa je enaka jedrni razdalji točke q. Torej, če je točka
v soseščini jedrne točke, potem je dosegljiva razdalja enaka razdalji med jedrno točko in
njenim k-najbližjim sosedom. Če pa točka ni v epsilonski soseščini jedrne točke, potem je
dosegljiva razdalja enaka kar meri različnosti oziroma razdalji med njima. V nadaljevanju










(b) Dosegljiva razdalja za točki p1 in p2 glede
na jedrno točko q.
Slika 13: Grafični prikaz za jedrno razdaljo in dosegljivo razdaljo iz točke q pri ε = 0.9 in
k = 3.
V Algoritmu 9 je predstavljen potek metode OPTICS. Na začetku so vse točke
označene kot neobdelane in njihova dosegljiva razdalja je enaka ∞ (Algoritem 9, vr-
stice 5–8). Nato za vsako neobdelano točko izračunamo njeno epsilonsko soseščino ter
jedrno razdaljo. Recimo, da opazujemo točko xi. To točko, njeno jedrno razdaljo ter
njeno dosegljivo razdaljo shranimo v končno urejen seznam OrderList (Algoritem 9, vr-
stice 9–11).
Če točka xi ni jedrna, vzamemo naslednjo točko v seznamu OrderSeed. Ko je le-ta
prazen vzamemo naslednjo točko v matriki podatkov (Algoritem 9, vrstici 26–27). Če
pa je točka xi jedrna (Algoritem 9, vrstica 12), potem v seznam OrderSeeds dodamo še
neobdelane točke, ki imajo dosegljivo razdaljo iz točke xi.
Nato z Algoritmom 10 poǐsčemo dosegljive razdalje iz točke xi. To metodo kličemo
v Algoritmu 9 v vrsticah 13–15, kjer posodobimo OrderSeeds, tako da za vsako še neob-
delano točko xj, ki pripada epsilonski soseščini točke xi, poračunamo dosegljivo razdaljo
iz točke xi. Če je dosegljiva razdalja točke xj iz točke xi, manǰsa od prej izračunane
dosegljive razdalje, potem posodobimo to razdaljo z manǰso dosegljivo razdaljo. S tem
zagotovimo, da na koncu dobimo dosegljivo razdaljo glede na najbližjo jedrno točko za
dano točko xj. To ni res pri točkah, pri katerih je OrderSeeds prazen.
Če je točka xj, ki pripada epsilonske soseščine točke xi, jedrna točka (v Algoritmu 9,
vrstica 21), potem ponovimo zgornji postopek (Algoritem 9, vrstici 22–23). Algoritem 9
se ustavi, ko so vse točke obdelane in je seznam OrderSeeds prazen.
Prva obdelana točka ima rDist enak neskončno. Poleg tega ima rDist enak neskončno
tudi tista točka, ki jo prvo izberemo po tem, ko izpraznimo seznam OrderSeeds. Vrednosti
rDist in cDist sta enaki neskončno tudi za tiste točke, ki jih obdelamo na začetku in niso
jedrne. Te z Algoritmom 11 označimo za osamelce.
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Algorithm 9 Metoda OPTICS
1: procedure Urejene Točke OPTICS(X ∈ Rn×m, ε, k)
2: OrderList = [ ] ◃ V ta seznam shranjujemo urejene točke ter njihove informacije o cDist in rDist.
3: OrderSeeds = [ ] ◃ V ta seznam shranjujemo točke ter njihove pripadajoče rDist-e. Shranjujemo
4: naraščajoče glede na njihove rDist-e.
5: for vsako točko xi v X do
6: rDist(xi) = ∞
7: xi označimo kot neobdelano.
8: end for
9: for vsako neobdelano točko xi v X do
10: Izračunajmo Nε(xi) in cDist(xi). Točko xi shranimo skupaj s cDist(xi) in
11: rDist(xi) v urejen seznam OrderList. Točko xi označimo kot obdelano.
12: if cDist(xi) ̸= ∞ then
13: tmp = Update OrderSeeds(Nε(xi), xi, cDist(xi), OrderSeeds)
14: ◃ Z Update OrderSeeds kličemo Algoritem 10.
15: OrderSeeds = [OrderSeeds,tmp]
16: while OrderSeeds ni prazen do
17: Vzamemo naslednjo točko xj iz seznama OrderSeeds. To je tista, ki ima
18: trenutno najmanǰso rDist. Izračunamo Nε(xj) in cDist(xj).
19: Točko xj shranimo skupaj cDist(xj) in rDist(xj) v urejen seznam
20: OrderList. Točko xj označimo kot obdelano.
21: if cDist(xj) ̸= ∞ then
22: tmp2 =Update OrderSeeds(Nε(xj),xj, cDist(xj),OrderSeeds)
23: OrderSeeds = [OrderSeeds,tmp2]
24: end if
25: end while
26: else Vzamemo naslednjo točko iz OrderSeeds. Če je ta prazen, vzamemo





Avtorji v [25] so na empiričnih primerih ugotovili, da je časovna zahtevnost 1.6-krat
večja kot pri metodi DBSCAN. Časovna zahtevnost obeh algoritmov znaša O(n2). Z
uporabo prostorskega indeksa pa se časovna zahtevnost zniža na O(n log n).
Na urejenih podatkih nato uporabimo metodo DBSCAN, kjer imamo konstanten pa-
rameter MinPts in ε̃ < ε, tako da se samo sprehodimo po urejenih podatkih in dodelimo
gruče podatkom glede na dosegljivo in jedrno razdaljo. Tej metodi pravimo tudi razširjena
metoda DBSCAN, ki je prikazana v Algoritmu 11. Najprej za izbrano točko xi preverimo
ali je dosegljiva razdalja točke xi večja od izbranega ε̃. Če to drži, potem točka xi ni
dosegljiva preko gostote iz nobene točke, ki je locirana pred njo pri danem MinPts in ε̃
([25]). Če je dosegljiva razdalja večja kot ε̃, preverimo še, ali je točka xi jedrna. Če točka
ni jedrna, potem je točka xi osamelec. Če je točka jedrna točka, kreiramo novo gručo.
Če pa je dosegljiva razdalja točke xi manǰsa ali enaka od ε̃, potem določimo točko xi
trenutni gruči, ker je dosegljiva preko gostote iz preǰsnje jedrne točke iz urejenega seznama
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Algorithm 10 Posodobitev dosegljive razdalje pri metodi OPTICS
1: procedure Update OrderSeeds(Nε(xi), xi, cDist(xi), OrderSeeds)
2: for xj ∈ Nε(xi) ∧ xj še ni obdelana do
3: nrDist = max{cDist(xi), d(xj,xi)} ◃ Poračunamo dosegljivo razdaljo trenutne točke.
4: if rDist(xj) = ∞ then ◃ Točka xj še ni v seznamu OrderSeeds.
5: rDist(xj) = nrDist
6: Točko xj in rDist(xj) vstavimo v OrderSeeds.
7: else
8: if nrDist < rDist(xj) then ◃ Točka xj je v seznamu OrderSeeds, vendar je trenutna rDist
9: manǰsa od prej izračunane.







Prva točka v OrderList ima rDist vedno enak neskončno. Če ni jedrna, potem je
osamelec. Če pa je jedrna točka, potem se z njo začne nova gruča. Algoritem 11 temelji
na naslednji definiciji.
Definicija 5.7 (Gruča in osamelec). Naj bo X matrika podatkov. Naj bo C gruča
generirana s podatki, ki so shranjeni v matriki X. Pri danih parametrih ε in MinPts je
gruča C definirana z naslednjima pogojema:
• za vsako točko p in vsako točko q v matriki podatkov X : Če je q ∈ C in je p
dosegljiva preko gostote iz točke q, potem je tudi p ∈ C.
• ∀p, q ∈ C : p je povezana preko gostote iz točke q. Osamelec je tista točka, ki ne
pripada (nobeni) gruči.
Algorithm 11 Metoda razširjen DBSCAN
1: procedure Gruče razširjen DBSCAN(OrderList, ε̃)
2: for vsako točko xi v OrderList do
3: if rDist(xi) > ε̃ then
4: if cDist(xi) = ∞ then
5: Točko xi označimo kot osamelec.
6: else Kreiramo novo gručo s točko xi.
7: end if






Metoda OPTICS izbolǰsa sledeči pomanjkljivosti metode DBSCAN. Prva je določanje
parametra ε, druga pa odkrivanje gruč različnih gostot. Metodo OPTICS predstavimo
grafično z dosegljivim grafom (angl. reachability graph), ki predstavi strukturo podatkov
in gručenje. Ta je prikazan na sliki 14a, kjer x-os predstavlja podatkovne točke, y-os
pa njihove dosegljive razdalje. V dosegljivem grafu opazimo doline (angl. valleys), ki
predstavljajo gruče. Grafični prikaz za visokodimenzionalne podatke glej vir [25].
Na podatkih iz slike 12 smo z metodo OPTICS uredili podatke. Pri metodi OPTICS
smo izbrali k = 10. Nato smo na urejenih podatkih izvedli metodo razširjen DBSCAN,
pri katerem smo izbrali
ε̃ = D[, k] + σD[,k],
ki je enak 0.42. Na sliki 14a je graf dosegljive razdalje. Deli grafa, ki so pobarvani črno
predstavljajo osamelce, ostali pa gruče. Poleg tega vidimo doline, ki predstavljajo gruče.
Na sliki 14b so z barvami obarvane gruče, ki jih generira metoda razširjen DBSCAN.
Barve gruč z grafa 14b se nanašajo na barve z grafa 14a. Opazimo, da imajo gruče,
ki imajo podobno gostoto točk, podobne dosegljive razdalje. Na sliki 14a imata rdeča
in zelena gruča zelo podobno obnašanje dosegljivih razdalj. Na sliki 14b pa vidimo, da
imata podobno gostoto gruč. Z razširjeno metodo DBSCAN torej dobimo lepe gruče.
Črne točke, enako kot prej, predstavljajo osamelce. Glede na naš problem je teh preveč,
tako da dobimo seznam potencialnih osamelcev.


















(a) Graf dosegljivosti razdalje.
(b) Gruče po metodi razširjen DBSCAN pri ε̃ =
0.42 in MinPts=10.
Slika 14: Graf dosegljive razdalje za vsako točko ter nastale gruče po metodi razširjen
DBSCAN za ε = 0.42.
Na sliki 15 na istem podatkovju izvajamo metodo k-voditeljev za k = 4 in k = 5. Iz
te slike je razvidno, da metoda k-voditeljev ne deluje dobro na nesferičnih podatkih, ker
se je podolgovata gruča razdelila na dva dela. Majhni kompaktni gruči pa sta se združili
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(a) Gruče po metodi k-voditeljev pri k = 4. (b) Gruče po metodi k-voditeljev pri k = 5.
Slika 15: Gruče po metodi k-voditeljev za k = 4 in k = 5.
v eno. V tem primeru metoda k-voditeljev ni vrnila smiselne gruče. Posledično iskanje
osamelcev na takih gručah ni primerno.
5.4 Nevronske mreže
Umetne nevronske mreže (angl. artificial neural network) ali kratko nevronske mreže
obdelujejo informacije s posnemanjem delovanja biološkega živčnega sistema, ponavadi
človeških možganov. Nevronske mreže sestavlja veliko število prepletajočih se procesnih
elementov, katerim pravimo nevroni. Učenje v bioloških mrežah pomeni prilagajanje si-
naps, ki povezujejo nevrone, kar velja tudi za umetne nevronske mreže. Človeški možgani
so sestavljeni iz ogromnega števila prepletajočih se nervonov. Ti pridobijo signale svojih
sosedov preko gostih strukturiranih mrež, imenovanih dendriti. Signal potuje z dendritov
preko jedra nevronske celice na akson, od koder nato preko sinaps deluje na sosednje
nevrone, kar je nazorno prikazano na sliki 16. Možgani uravnavajo učinkovitost prenosa
signala preko sinaps kot odgovor na dražljaje zaradi česar se organizem prilagodi svoji
okolici. Nevroni v matematiki prestavljajo vozlǐsča, ki so med seboj povezani. Na sliki 17
je prikazan proces umetnih nenadzorovanih nevronskih mrež, in sicer samoorganizirajočih
se nevronskih mrež, ki bodo predstavljene v magistrski nalogi. Parametri, ki določajo
povezave, so prilagodljivi, kar omogoča spreminjanje signalov, ki potujejo skozi nevrone.
Nevronske mreže sestavimo po vzoru bioloških živčnih celic, tako da najprej definiramo
vse potrebne parametre in njihove povezave. Nevronske mreže so sposobne razločevanja
in izločevanja informacij iz kompleksnih vzorcev, zato se uporabljajo predvsem za iskanje
in odkrivanje vzorcev, ki so preveč zapleteni, da bi jih lahko opazili ljudje. Pri tem nas
ne zanimajo vmesni koraki, ampak le končni rezultat oziroma rešitev problema ([30]).
5.4.1 Samoorganizirajoče (se) mreže
Samoorganizirajoče (se) mreže (angl. self-organizing map) ali kratko SOM je uvedel T.
Kohonen in spadajo med umetne nenadzorovane nevronske mreže. Ime algoritma nakaže,
da ima metoda sposobnost ustvariti lastno organizacijo oziroma vizualizacijo informa-
cij, ki jih prejme med učenjem. Samoorganizirajoče se mreže spadajo med učinkovito
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Slika 16: Proces bioloških nevronskih mrež. Vir [50].
Slika 17: Proces in struktura samoorganizirajočih se mrež.
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reprezentativno tehniko, saj podatkovje z visoko dimenzijo preslikajo v nižje dimenzio-
nalen prostor, ponavadi v dvodimenzionalen prostor ([18]). Cilj algoritma je pretvoriti
nelinearne in kompleksne relacije med visokodimenzionalnimi podatki v bolj preprost ge-
ometrijski prikaz. Podatki se avtomatsko organizirajo v smiselno nižjo dimenzijo, tako
da so si podobni podatki blizu. Zaradi slednjega metoda spada v gručenje. Algoritem je
iterativen, rezultat pa pogosto vizualno predstavimo z zemljevidom ([15]). Ideja je, da z
vizualizacijo ločimo normalne in goljufive uporabnike.
Samoorganizirajoče se mreže so optimizacija zmagovalnega učenja (angl. competa-
tive learning). Pri zmagovalnem učenju predpostavimo, da imamo zaporedje statističnih
podatkov v obliki vektorja x = x(t) ∈ Rm, kjer je t koordinata časa in prototipne vektorje
{mi = mi(t) ∈ Rm, i = 1, . . . , k}. Vektor x(t) je naključno izbran primerek v matriki
podatkov X. Dokler je t ≤ n, lahko predpostavimo, da je x(i) = xi+1, i = 0, . . . , n− 1. S
številom prototipnih vektorjev pa določimo število gruč. Ideja je, da v matriki podatkov
vzamemo primerek, nato pa poǐsčemo njemu najbližji prototipni vektor, ki ga posodobimo
tako, da je še bližje izbranemu primerku.
Predpostavimo, da je začetna izbira prototipnih vektorjev mi(0), i = 1, . . . , k na-
ključna. Če lahko x(t) primerjamo ali simuliramo s prototipni vektorji, potem je tisti
mi(t), ki se najbolje ujema z x(t) posodobljen tako, da se še bolje prilega x(t). Primer-
java med vektorjema ponavadi temelji na izbrani metriki d(x,mc), kjer z mc označimo
prototipni vektor, ki se najbolje prilega. Ta prototipni vektor imenujemo zmagovalec




Ko je izpolnjen pogoj (5.1) minimiziramo pričakovano vrednost napake. Predpostavimo,
da za razdaljo izberemo evklidsko metriko. Najbolj optimalna izbira pri diskretnem času
posodobitve prototipnih vektorjev ustreza iterativni zvezi
mi(t+ 1) =
{
mi(t) + α(t)[x(t)−mi(t)], če i = c,
mi(t), če i ̸= c,
(5.2)
kjer je α(t) ustrezno monotono padajoče zaporedje in velja 0 < α(t) < 1 ([16]). Bistvo
zmagovalnega pristopa je, da na vsakem koraku posodobimo tisti prototipni vektor, ki je
najbližje našemu primerku in ga zato imenujemo zmagovalec. Na tem pristopu temelji
tudi metoda k-voditeljev.
Poglejmo si enostaven primer. Na sliki 18a imamo točke, na katerih želimo izvesti
metodo zmagovalnega učenja pri izbranem k = 2. Naključno izberemo dva prototipna
vektorja m1(0) in m2(0), nato pa izberemo točko x (slika 18b). V tem koraku posodo-
bimo prototipni vektorm1(0), saj je pri tem izpolnjen pogoj (5.1) (slika 18c). Posodobimo
ga po formuli (5.2). Začetne točke v drugem koraku pri zmagovalnem učenju so prikazane
na sliki 18d. Iz formule (5.2) je očitno, da nizka vrednost α pomeni stabilno in počasno
konvergenco k originalnem podatkovju, visoka vrednost α pa obratno. Ko so vhodni po-
datki težko ločljivi, nas to pripelje do preskakovanja prototipnih vektorjev iz ene gruče
v drugo. Problem pri zmagovalnem pristopu je tudi naključen izbor prototipnih vektor-
jev. Če so ti daleč od vzorca, potem se metoda ne nauči oziroma algoritem ne najde
zmagovalca. Zmagovalni pristop izbolǰsamo s samoorganizirajočimi se mrežami, kjer po-
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(e) Vektorja uteži m1(1) in m2(1) pri me-
todi SOM.
Slika 18: Prikaz posodobitve prototipnih vektorjev pri zmagovalnem učenju ter prikaz
posodobitve vektorjev uteži pri metodi SOM.
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mreže nevronov, ki so običajno povezani v dvodimenzionalnih plasteh. Utež pogosto opi-
sujemo kot funkcijo razdalje med nevroni, ki jih povezuje. Zmagovalni biološki nevron
poleg sebe krepi tudi svojo neposredno okolico ([31]). Na našem enostavnem primeru so
vhodne uteži za drugi korak pri metodi SOM prikazane na sliki 18e. Torej s posodobi-
tvijo m1(0) posodobimo tudi m2(0), ker je ta povezan oziroma je blizu m1(0). To idejo
bioloških nevronov je uporabil Kohonen pri razvoju samoorganizirajočih se mrežah.
Tudi pri samoorganizirajočih se mrežah imamo zaporedje statističnih podatkov v obliki
vektorja x = x(t) ter nabor uteži {mi = mi(t) ∈ Rm, i = 1, . . . , n1·n2} za vsak nevron i ∈
R2. Nevroni so topološko urejeni na mreži velikosti n1×n2.Glavna razlika od zmagovalnega
pristopa je, da se posodobi ne le utež zmagovalnega nevrona, ampak tudi uteži nevronov
v njegovi okolici. Pri zmagovalnem nevronu c, definiramo soseščino nevrona Nc. Ta je
lahko definirana z radijem δ(t), za katerega velja δ(t0) > δ(t1) > δ(t2), . . . V programskem
jeziku R je začeten radij nastavljen tako, da je večji od 2
3
vseh razdalj med vsemi nevroni.
Z vsako iteracijo se ta zmanǰsuje. Na vsakem koraku posodobimo tudi soseščino nevrona,
zato se formula (5.2) posodobi v
mi(t+ 1) =
{
mi(t) + α(t)[x(t)−mi(t)], če i ∈ Nc(t),
mi(t), če i /∈ Nc(t).
Za topološko soseščino lahko vzamemo pravokotno, kvadratno ali šestkotno soseščino. Na
sliki 19 je primer kvadratne topološke soseščine z radijem δ in pripadajočimi sosedi. Na
tej sliki je velikost mreže enako 47, kjer n1 = 7, n2 = 7.
V Algoritmu 12 je predstavljen potek metode samoorganizirajočih se mrež, kjer X
predstavlja matriko podatkov, Λ pa število iteracij. Izbrati moramo tudi dimenzijo
omrežja (t.j. n1, n2) ter po potrebi začetni radij δ(0) in α. V programskem jeziku R
je začetni α enak 0.05, ki se z vsako iteracijo zmanǰsuje. Po pravilu palca naj bi bilo
Algorithm 12 Metoda SOM
1: procedure Nevroni SOM(X ∈ Rn×m, tip topološkega omrežja, n1, n2, Λ, δ(0), α)
2: Izberemo začetne vektorje uteži mi(0), i = 1, . . . , n1 · n2
3: t = 0
4: while t < Λ do
5: for vsako točko xj v X do
6: mc = argminmj d(xi,mj) = {mj | min(d(xi,mj))}
7: Poǐsčemo Nc.
8: mi(t+ 1) =
{
mi(t) + α(t)[x(t)−mi(t)], i ∈ Nc(t),
mi(t), i /∈ Nc(t).
9: t = t+ 1
10: end for
11: end while
12: return Nevroni, vektorji uteži
13: end procedure
število iteracij okoli 100 000, vendar zaradi hitreǰsega učenja lahko izvedemo tudi 10 000
iteracij. Za stopnjo učenja izberemo poljubno monotono padajočo funkcijo. Kohonen je
predlagal α(t) = 0.9(1 − t
1000
) ([16]). Naključno začetno izbiro uteži lahko izbolǰsamo






Slika 19: Topološka kvadratna soseščina za zmagovalni nevron c pri n1 = 7, n2 = 7 in
t0, t1, t2.
Algoritem je hitreǰsi, saj s tem že na začetku dobimo dobro aproksimacijo. Alternativa
je metoda glavnih komponent, kjer za začetne uteži vzamemo prve glavne komponente.
([46]).
Poglejmo si uporabo metode SOM pri odkrivanju osamelcev. Vsak nevron ali vozlǐsče
predstavlja gručo. Uteži nevrona predstavljajo pozicijo v m-dimenzionalnem prostoru
podatkov. Za namen odkrivanja osamelcev lahko uporabimo metodo SOM na dva načina,
in sicer:
(a) Osamelec je tisti primerek, ki je v nevronu edini primerek.
(b) Na končni množici nevronov in pripadajočimi utežmi izvedemo kakšno drugo metodo
gručenja. Nato na podlagi gruč določimo osamelce.
Pozitivne lastnosti samoorganizirajočih se mrež so neobčutljivost na manjkajoče vre-
dnosti in osamelce, robustnost, enostavna vizualizacija ter ločevanje gruč, ki so si blizu.
Samoorganizirajoče se mreže rešujejo več problemov hkrati, in sicer: reducirajo pro-
stor, podatke vizualizirajo in gručijo podatke. Negativna lastnost nevronskih mrež je
določevanje parametrov.
5.5 Primerjava in lastnosti metod
Največji problem gručenja je kvaliteta oziroma uporabnost generiranih gruč. Neupo-
rabnost gruč je lahko posledica napačne izbire metode, visokodimenzionalnega prostora
podatkov, velikega podatkovja, napačnega skaliranja podatkov itn. Pri gručenju se
soočimo še s problemom parametrov. Določevanje parametrov je zelo zahtevno, metode
so občutljive na začetne parametre, različni parametri vrnejo različne gruče. Poleg tega
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imajo visokodimenzionalni podatki zahtevno obliko oziroma kompleksno porazdelitev, ka-
tero je težko ugotoviti z enim samim parametrom ([25]). V tabelah 4 in 5 so prikazane
glavne karakteristike metod.
Tabela 4: Karakteristike volumna za metode gručenja.
Metoda
Volumen
velikost podatkov večdimenzionalnost občutljivost na osamelce
k-voditeljev veliko ne da
DBSCAN veliko ne ne
OPTICS veliko ne ne
SOM majhno da ne





tipi spremenljivk oblika gruč časovna kompleknost
k-voditeljev numerični sferična O(Inkm)1 1
DBSCAN numerični poljubna O(n log(n)) ali O(n2) 2
OPTICS numerični poljubna O(n log(n)) ali O(n2) 2
SOM numerični poljubna – 2 3–6
1 Število iteracij označimo z I.
2 Časovna zahtevnost metode SOM je različna, glede na način reševanja problema. Za podrobnosti glej vir [57].
Naše metode zahtevajo numerične vhodne podatke. Za veliko podatkovje in
nižjedimenzionalen prostor podatkov so primerne metode k-voditeljev, metodi DBSCAN
in OPTICS. Obratno je za visokodimenzionalen prostor podatkov in manǰse podatkovje
primerna metoda SOM. Na osamelce je občutljiva metoda k-voditeljev. Oblika gruč je
pri vseh metodah lahko poljubna, razen pri metodi k-voditeljev.
Iz karakteristik metod sta za veliko podatkovje najprimerneǰsi metodi OPTICS in DB-
SCAN, vendar nista primerni za večdimenzionalen prostor. Metode, ki temeljijo na gostoti
dobro ločijo gruče in osamelce. Poleg tega je časovna zahtevnost pri uporabi prostorskega
indeksa obvladljiva. Negativna lastnost teh metod je določitev parametrov. Poleg tega




Vsi programi za generiranje, analizo podatkov in gradnjo modela so napisani v program-
skem jeziku R. Najpomembneǰse uporabljene knjižnice pri analizi in urejanju podatkov
so dplyr, tidyr in data.table.
Model za detekcijo prevare smo gradili na simuliranih podatkih. Simulirali smo aktiv-
nosti za 5 000 uporabnikov. V realnem svetu imamo več različnih profilov uporabnikov,
zato so podatki simulirani tako, da imamo pet skupin uporabnikov. Na primer ena skupina
uporabnikov zelo malo uporablja telefon. Neka druga skupina v večini za komunikacijo
uporablja sporočila itn. Najprej smo generirali številke naših uporabnikov, drugih upo-
rabnikov iz Slovenije in iz tujine, premijske številke, aplikacijske številke ter premijske
številke goljufov. Za lažje razumevanje si v grobem poglejmo, kako smo podatke simu-
lirali za drugo skupino. Razložili bomo ideje samo za nekaj spremenljivk. Izberemo,
da je v drugi skupini je 45% vseh naših strank. Slučajna spremenljivka N predstavlja
število aktivnosti na dan za vsako stranko. Za vsako stranko iz druge skupine je N enako-
merna diskretna slučajna spremenljivka z vrednostmi med 8 in 11. Rezultatu dodamo neko
manǰse celo število, ki predstavlja odstopanje. Število aktivnosti je osnova, na podlagi
katere so generirani podatki o klicih in SMS-ih stranke, o tem, ali je imela naša stranka
na drugi strani domačega ali tujega uporabnika, ter večina podatkov ostalih stolpcev.
Slučajna spremenljivka, ki predstavlja, ali je aktivnost izvedena z uporabnikom iz tujine,
je porazdeljena z Bernoulli(0.3). Nato neodvisno od N dodamo še podatke o premijskih
aktivnostih. Tudi ti podatki so generirani z neko znano porazdelitvijo. Za stranko iz
druge skupine sta dolžina klica in število znakov v SMS-u porazdeljeni normalno, in sicer
• dolžina klica ∼ N (20, 10),
• število znakov v SMS-u ∼ N (8, 4).
Dodamo še aplikacijske aktivnosti, česar ne bomo podrobneje razlagali. Na podoben način
z drugimi porazdelitvami generiramo še druge skupine in spremenljivke.
Ko je naša tabela generirana, za vse skupine strank in za vse dni, dodamo še dve
goljufivi aktivnosti, kar bomo opisali malo bolj podrobno. Ideja je, da generiramo goljufivo
aktivnost, ki ima obnašanje podobno kot prevara z vinjetami, ki se je zgodila januarja 2018
v Sloveniji. Za podrobnosti glej poglavje 2.3. Spomnimo se, da so goljufi na veliko številk
naključno poslali SMS. S povratnim klicem na to premijsko telefonsko številko, pa so jim
obljubljali vinjeto za polovično ceno. Naši že generirani tabeli bomo dodali generirani
goljufivi aktivnosti. Predpostavimo, da je goljufijo izvedel uporabnik na drugi strani.
Najprej naključno izberemo dva datuma, pri katerih se bosta zgodili goljufivi aktivnosti.
Zaradi enostavnosti so podatki zgenerirani tako, da je v enem dnevu goljufiva številka ena
sama. Nato za vsak goljufivi dan storimo sledeče. Najprej iz množice goljufivih številk
izberemo goljufivo številko. Lokacijo goljufa določimo kar na podlagi “country code”
številke. Nato izberemo delež prizadetih strank na podlagi sledeče slučajne spremenljivke
s porazdelitvijo (
0.2 0.3 0.4 0.5
0.1 0.3 0.3 0.3
)
,
kjer prva vrstica predstavlja delež prizadetih strank, druga vrstica pa pripadajoče ver-
jetnosti. Rezultat slučajne spremenljivke shranimo v pr. Iz le-te vrednosti izračunamo
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končno število oškodovanih strank. Torej je število prizadetih strank nz = pr ·5 000. To so
tiste stranke, ki so goljufom vrnile klic. Glede na to, koliko je bilo prizadetih strank, ge-
neriramo delež strank, ki so prejele SMS goljufivega uporabnika s slučajno spremenljivko,
ki je porazdeljena (
0.3 0.4 0.5 0.6
0.1 0.4 0.4 0.1
)
.
Rezultat le-te slučajne spremenljivke pa shranimo v pr2. Število strank, ki so jih goljufi
želeli oškodovati, je enako ⌊nz · (1 + pr2)⌋.
Pri simuliranih podatkih opazujemo zapise nastale v obdobju dveh mesecev. Tako




• dan v tednu,
• skupina našega uporabnika,
• lokacija našega uporabnika,
• pripadajoča mednarodna številka drugega uporabnika,
• lokacija drugega uporabnika,
• telefonska številka uporabnika na drugi strani (drugi uporabnik),
• oznaka, ali je druga številka premijska številka,
• oznaka, ali je druga številka aplikacijska številka,
• smer komunikacije,
• oznaka, ali je aktivnost enaka klicu,
• oznaka, ali je aktivnost enaka SMS-u,
• dolžina klica,
• število znakov v SMS-u.
Tabela 6: Del izpisa generirane osnovne tabele.
ID Datum Dan Kat. Lok. 1 IAC Lok. 2 ID drugi Prem. št. Apli. št. Smer Klic Sms Trajanje klica Št. znakov v smsu
38650354871 2018-05-01 torek 1 0.00 386 0.50 38651386970 0 0 out 1 0 10.51 0.00
38650354871 2018-05-01 torek 1 0.00 386 -12.50 38631275811 0 0 in 0 1 0.00 13.00
38650354871 2018-05-01 torek 1 0.00 386 0.50 38651386970 0 0 in 1 0 19.17 0.00
38650361324 2018-05-01 torek 1 0.00 386 0.00 38641223357 0 0 out 0 1 0.00 11.00
38650361324 2018-05-01 torek 1 0.00 386 0.00 38670387073 0 0 out 1 0 15.73 0.00
38650361324 2018-05-01 torek 1 0.00 212 -1.50 21291253084 1 0 in 1 0 8.19 0.00
38650361324 2018-05-01 torek 1 0.00 212 -1.50 21291253084 1 0 out 1 0 18.42 0.00
38650871980 2018-05-01 torek 1 0.00 386 0.00 38631163657 0 0 in 1 0 2.32 0.00
38650871980 2018-05-01 torek 1 0.00 386 -0.00 38650377763 0 0 in 0 1 0.00 14.00
38650871980 2018-05-01 torek 1 0.00 386 -0.00 38650377763 0 0 in 0 1 0.00 11.00
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Aplikacijska številka pravimo tisti številki, za katero ne stoji uporabnik temveč aplikacija.
Predpostavimo, da aplikacijske številke tudi veliko komunicirajo z različnimi uporabniki.
V nadaljnji analizi smo za metode zakrili oznako za aplikacijsko številko.
Ideja je, da za trenuten dan pogledamo podatke za dan prej. To pomeni, da smo
podatke za točno določen dan sumarizirali in na teh podatkih preizkušali metode. Podatke
bi lahko predstavili tudi tako, da bi se omejili na določen dan in jih primerjali s preǰsnjimi
dnevi, tedni ali s čim podobnim. Zaradi omejenosti računalnǐske zmogljivosti smo se
omejili in metode preizkušali na dnevni ravni. Drugi razlog je, da dobimo oprijemljivo
veliko matriko podatkov. Vpogled za en dan nazaj je v realnem svetu velik interval za
pravočasno detekcijo goljufije in izvajanje ukrepov proti njej. Model se lahko po podobnem
principu posodobi za kakšen drug ustrezen ožji interval (pol dneva, ena ura, pol ure).
Model nismo testirali za vse dni, vendar smo naključno izbrali 22 dni, na katerih izvedemo
metode. Preizkušamo nenadzorovane metode, kjer nimamo vrednosti ciljne spremenljivke,
zato je potrebno rezultate našega modela dodatno pregledati s pomočjo drugih informacij.
To je največja pomanjkljivost našega modela. Druga pomanjkljivost pa je, da s tem
modelom ne vemo, ali smo kakšnega goljufa izpustili. Želimo, da model odkrije goljufijo,
vendar želimo tudi, da v dnevu brez goljufije ne vrne lažnega alarma.
Predpostavimo, da goljufijo izvede uporabnik na drugi strani. Zato smo simulirane
podatke preoblikovali in sumarizirali tako, da vrstica predstavlja drugega uporabnika,
tabela pa predstavlja določen dan. S tem smo definirali novo matriko podatkov X,
prikazano v tabeli 7. Ta je definirana s sledečimi spremenljivkami:
• ID drugega uporabnika,
• število odhodnih klicev,
• število dohodnih klicev,
• povprečna dolžina klica,
• standardni odklon dolžine klica,
• število odhodnih SMS-ov,
• število dohodnih SMS-ov,
• povprečno število znakov v SMS-u,
• standardni odklon števila znakov v SMS-u,
• indikator premijske številke,
• število različnih telefonskih številk,
• število dni od prve aktivnosti do trenutnega dneva.
Tabela 7: Izpis tabele na dan 20. 5. 2018.
Št. odh. klicev Št. doh. klicev Povpr. dol. klica Stand. odkl. dol. klica Št. odh. smsov Št. doh. smsov Povpr. dol. smsa Stand. odkl. dol. smsa Prem. št. Št. različnih tel. številk Št. dni obstoja
1 24282152614 0 0 0.00 0.00 12 8 15.75 7.22 0 9 35
1 24297981656 1 2 3.40 1.52 0 1 18.00 0.00 1 2 34
1 24671307364 0 0 0.00 0.00 1 1 15.00 12.73 0 1 29
1 24675147890 0 0 0.00 0.00 7 3 17.30 7.78 0 6 32
1 24677858414 0 0 0.00 0.00 20 20 17.12 7.43 0 12 35
1 24688715466 1 0 9.09 0.00 1 1 8.50 3.54 1 2 36
1 26471161658 0 0 0.00 0.00 10 6 15.06 8.89 0 8 35
1 26496484428 1 0 4.10 0.00 1 2 10.00 4.58 1 2 36
1 26499863934 1 0 7.53 0.00 1 0 25.00 0.00 1 1 36
1 26879691397 0 0 0.00 0.00 8 6 17.00 8.14 0 5 33
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V tabeli 8 so prikazani različni tipi drugih uporabnikov. Ta tabela ne prikazuje nekega
določenega dneva, ampak so izbrani različni tipi uporabnikov iz različnih dnevov. S to
tabelo želimo pogledati, kako se določeni uporabniki razlikujejo med seboj. Vidimo, da
goljuf zelo odstopa od ostalih. Poleg tega vidimo, da je število dni od prve aktivnosti do
trenutnega dneva za goljufivega uporabnika enako nič.
Tabela 8: Prikaz različnih uporabnikov.
Št. odh. klicev Št. doh. klicev Povpr. dol. klica Stand. odkl. dol. klica Št. odh. smsov Št. doh. smsov Povpr. dol. smsa Stand. odkl. dol. smsa Prem. št. Št. različnih tel. številk Št. dni obstoja
Normalen uporabnik 1 5 11.14 7.52 4 3 10.29 9.3579607 0 6 12
Aplikacija 1 0 0 0 0 29 19 17.21 8.38 0 23
Goljuf 0 1200 2.99 0.09 2000 0 18 0 1 2000 0
Vrinjen lažni goljuf 0 0 0 0 250 200 30 20 0 200 12
Naša matrika podatkov vsebuje 11 numeričnih spremenljivk, vrstica, ki ni poime-
novana, pa predstavlja ID drugega uporabnika. Generirane tabele imajo v povprečju
približno 15 000 uporabnikov. Odstranili smo multiplicirane primerke, ker to negativno
vpliva na delovanje metod. Na koncu jih lahko povežemo z rezultati. Spodaj opisane me-
tode smo izvajali na treh različnih matrikah podatkov. Najprej smo podatke X normirali
po formuli (3.5) in jih shranili v matriko podatkov Z1. Druga vhodna matrika podatkov
so komponente, ki jih vrne metoda PCA, tako da komponente pojasnjujejo vsaj 80% va-
riance. Te podatke predstavimo z matriko podatkov Z2. S tem prostor podatkov zreduci-
ramo na dimenzijo sedem. Tretjo vhodno matriko podatkov smo skrčili zaradi prekletstva
večdimenzionalnosti. Odločili smo se, da naše podatkovje reduciramo in transformiramo,
tako da iz X vzamemo sledeče spremenljivke: število aktivnosti, povprečna dolžina klica,
povprečno število znakov v SMS-u, indikator premijske številke, število aktivnosti do
različnih ID uporabnikov ter število dni od prve aktivnosti do našega opazovanega dneva.
Menimo, da naštete spremenljivke najbolje pojasnjujejo goljufivo aktivnost. Tudi te po-
datke normiramo po formuli (3.5) in jih shranimo v matriko Z3. Ko pri redukciji dimenzije
uporabimo metodo izbira spremenljivk, moramo biti pozorni, da ne dobimo multiplicirane
primerke, saj ti negativno vplivajo na delovanje nekaterih metod.
V nadaljevanju smo, če ni napisano drugače, za k pri iskanju kNNs izbrali 10. Za
iskanje kNNs smo uporabili k-d drevo, ki je vgrajeno v RStudiu.
Naša metodologija modela za odkrivanje goljufij je sestavljena iz dveh delov. Prvi
del modela je sestavljen iz metod k-najbližjih sosedov, metode LOF, metode k-voditeljev
in metode OPTICS oziroma metode razširjen DBSCAN. Drugi del modela je sestavljen
iz metode SOM in metode SOM & OPTICS. Končni rezultat osamelcev je kombinacija
prvega in drugega modela.
V nadaljevanju bomo pokazali rezultate na treh dnevih, in sicer na dnevu brez goljufije
(20. 5. 2018), na dan z goljufijo (10. 6. 2018) ter na dan z vrinjenim morebitnim lažnim
alarmom (13. 5. 2018).
Na normalen dan sta na sliki 20a prvi dve komponenti, ki ju dobimo z metodo PCA. Za
goljufivi dan na sliki 20b vidimo, da ena točka zelo odstopa od ostalih. Vendar ne moremo
sklepati, da je to res goljuf, saj prvi dve komponenti pojasnita manj kot 50% variance
podatkov. Poleg tega pri vseh treh dnevih ena točka izstopa. Pri normalnem dnevu
zelo izstopajo tuje telefonske številke. Točka, ki pri normalnem dnevu najbolj izstopa,
predstavlja aplikacijsko številko. Pri dnevu z vrinjenim lažnim alarmom pa izstopa ta
vrinjen primerek. Na sliki 20c in sliki 20b vidimo, da podatki v prvih dveh komponentah
niso normalno porazdeljeni in vizualno ne spominjajo na nobeno znano porazdelitev. V
nadaljevanju črka n predstavlja število primerkov v vhodni matriki podatkov.
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(a) Prvi dve komponenti po
metodi PCA za dan 20. 5. 2018.
(b) Prvi dve komponenti po
metodi PCA za dan 10. 6. 2018.
(c) Prvi dve komponenti po
metodi PCA za dan 13. 5. 2018
Slika 20: Prvi dve komponenti po metodi PCA na 20. 5. 2018, 10. 6. 2018 in 13. 5. 2018.
6.1 Prvi del
6.1.1 Uporaba metode k-najbližjih sosedov
Pri tem delu smo v RStudiu uporabili knjižnico dbscan, ki vsebuje funkcijo, ki poračuna
razdaljo do k-najbližjih sosedov z uporabo k-d drevesa. S prvim modelom, ki ga označimo
z model kNN 1, smo za vsako točko xi izračunali vsoto mere različnosti do k-najbližjih
sosedov, kjer je k = 10. Kot potencialne osamelce smo vzeli 0.1% primerkov z najvǐsjo
vsoto do kNNs.
Z drugim modelom, ki ga označimo z model kNN 2, smo za vsako točko xi
poračunali povprečje mer različnosti do k-najbližjih sosedov. Le-to smo poračunali za
k = 1, . . . , kMax = 10. Nato smo za vsak k vzeli 0.01% primerkov z najvǐsjim povprečjem
do kNNs. Dobili smo torej 0.0001nkMax potencialnih osamelcev, ki so z veliko verjetno-
stjo multiplicirani. Nato izberemo primerke, ki so se pojavili vsaj ⌊0.9kMax⌋-krat.
Pomanjkljivost prvega pristopa je, da vedno vrne osamelce, kar vidimo tudi v tabeli 9.
Pri drugem pa to ni nujno, vendar je zelo verjetno. Poleg tega so rezultati teh dveh mo-
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delov pozitivno kolerirani, zato kot skupni končni rezultat modela kNN vzamemo presek
rezultatov.
Tabela 9: Rezultati kNN.
Datum Tip dneva Št. primerkov Št. osamelcev kNN 1 Št. osamelcev kNN 2 Presek
2018-05-20 normalen 15028 15 11 11
2018-06-10 goljufiv 14773 14 10 9
2018-05-13 morebiten lažni alarm 14585 14 11 10
6.1.2 Uporaba metode LOF
Pri tem delu smo uporabili knjižnici DDoutlier in outliers. Metodo LOF smo izvedli po
algoritmu 5, kjer izberemo za parametra kmin = 5, kmax = 15. V tabeli 10 so prikazani
rezultati metode LOF, s katere vidimo, da metoda LOF vrne veliko osamelcev za vsak
dan.
Tabela 10: Rezultati LOF.
Datum Tip dneva Št. primerkov Št. osamelcev LOF
2018-05-20 normalen 15028 737
2018-06-10 goljufiv 14773 375
2018-05-13 morebiten lažni alarm 14585 499
Metode bagging LOF nismo uporabili, ker z odstranitvijo spremenljivk dobimo veliko
multipliciranih primerkov, kar je v nasprotju s predpostavko metode LOF.
6.1.3 Uporaba metode k-voditeljev
Za iskanje goljufov smo na normiranih podatkih uporabili metodo gručenja k-voditeljev.
Prva ideja je, da so osamelci tisti primerki, ki pridajo gruči z majhnim številom le-teh.
Naš model kot osamelce označi tiste primerke, ki pripadajo gruči z manj kot 0.1št. primerkov
k
primerkov. Model je nastavljen tako, da si zapomni rezultate za k = 2, . . . , kMax = 10.
Rezultate tega modela shranimo v model k-voditeljev 1.
Druga ideja pa je, da so osamelci tisti primerki, ki so relativno najbolj oddaljeni od
centra gruče. Ta model poimenujemo model k-voditeljev 2. Ta pristop je časovno zelo
zahteven, zato smo ga izvedli na 20% primerkov z najvǐsjo povprečno oddaljenostjo do
desetih najbližjih sosedov. Število gruč je enako 4. Slabost tega pristopa je, da očiten
osamelec, ki je sam v gruči, ni označen kot osamelec. Zaradi tega smo kot končni rezultat
modela k-voditeljev vzeli za osamelce tiste primerke, ki so se pojavili bodisi v prvem
modelu k-voditeljev bodisi v drugem modelu k-voditeljev.
Pri goljufivem dnevu se zgodi, da prvi pristop za osamelec označi le goljufa. Za nor-
malen dan jih za potencialne osamelce označi 226, na dan z morebitnim lažnim alarmom
pa 71. Drugi pristop pa kot osamelce označi dva ali tri primerke.
Tabela 11: Rezultati k-voditeljev.
Datum Tip dneva Št. primerkov Št. osamelcev k-voditeljev 1 Št. osamelcev k-voditeljev 2 Unija
2018-05-20 normalen 15028 226 3 227
2018-06-10 goljufiv 14773 1 2 3
2018-05-13 morebiten lažni alarmn 14585 71 2 71
71
6.1.4 Uporaba metode OPTICS
Metodo OPTICS smo izvedli na normiranih podatkih, kjer je bil MinPts = 10. Drugi pa-
rameter ε pa smo dobili tako, da smo med primerki izbrali βn primerkov z najvǐsjo odda-
ljenostjo do MinPts-ega najbližjega primerka. Recimo, da te pripadajoče mere različnosti
shranimo v Υ. Potem je
ε = Υ+ σΥ.
Parameter pri metodi razširjen DBSCAN pa je enak ε̃ = ε
2
. Na goljufivi dan nam metoda
OPTICS za osamelec označi le goljufivega uporabnika.
Tabela 12: Rezultati OPTICS.
Datum Tip dneva Št. primerkov Št. osamelcev OPTICS
2018-05-20 normalen 15028 17
2018-06-10 goljufiv 14773 1
2018-05-13 morebiten lažni alarmn 14585 4
6.2 Drugi del
6.2.1 Uporaba metode SOM
Pri metodi SOM smo izbrali šestkotno obliko mreže. Metodo smo izvajali pri različnih
parametrih, ki oblikujejo mrežo in s tem vozlǐsča. Par {n1, n2} smo izbrali med kombina-
cijami
{{1, 2}, {5, 5}, {7, 8}, {6, 10}, {7, 10}, {8, 10}, {2, 50}, {5, 20}, {10, 10}, {10, 13}, {10, 14},
{10, 15}, {10, 20}, {2, 100}, {20, 20}}.
Metoda SOM za izbran ℓ, ℓ = 1, . . . , 15, konstruira x[ℓ] · y[ℓ] vozlǐsč. Nevron ali vozlǐsče
vsebuje podobne točke, zato nevron predstavlja gručo. Predpostavimo, da nevron z enim
primerkom predstavlja osamelec. To pomeni, da je osamelec tisti primerek, ki je edini
primerek v nevronu. Ta pristop poda najbolǰse rezultate. Pri dnevu z goljufijo označi le
goljufivega uporabnika, v dnevu brez goljufije pa ne označi nobenega uporabnika.
Tabela 13: Rezultati SOM.
Datum Tip dneva Št. primerkov Št. osamelcev SOM
2018-05-20 normalen 15028 0
2018-06-10 goljufiv 14773 1
2018-05-13 morebiten lažni alarmn 14585 0
Na slikah 21 so grafični prikazi metode SOM pri n1 = 5, n2 = 5, kjer dobimo 25 gruč.
Krogi na sliki 21 predstavljajo nevrone, črne točke pa podatkovne točke. Vidimo, da
metoda SOM na sliki 21b na dan 10. 6. 2018 za osamelec označi le goljufivega uporabnika.
V ostalih dnevih je v vsakem vozlǐsču več podatkovnih točk, kar je prikazano na slikah 21a
in 21c.
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(a) Vozlǐsča in pripadajoče točke
na dan 20. 5. 2018.
(b) Vozlǐsča in pripadajoče točke
na dan 10. 6. 2018.
(c) Vozlǐsča in pripadajoče točke
na dan 13. 5. 2018.
Slika 21: Vozlǐsča in pripadajoče točke po metodi SOM na 20. 5. 2018, 10. 6. 2018 in
13. 5. 2018.
6.2.2 Uporaba kombinacije metode SOM in OPTICS
Pri metodi SOM vsako vozlǐsče opisuje vektor uteži. To je transformiran vektor, ki je
sestavljen iz spremenljivk vhodne matrike podatkov. Ideja je, da na teh transformira-
nih podatkih izvedemo metodo gručenja in primerjamo z rezultatom metode SOM. Na
transformiranih podatkih oziroma vektorjih uteži smo izvedli metodo OPTICS.
Osamelec je tisti primerek, ki zadošča obema sledečima pogojema:
• Primerek je edini primerek v vozlǐsču po metodi SOM.
• Primerek je označen za osamelec po metodi OPTICS, ki jo izvajamo na vektorjih
uteži, ki jih je vrnila metoda SOM, vendar samo v primeru, ko imamo vsaj sto
vozlǐsč.
Drugi del pristopa se redko kdaj izvede, zato s tem pristopom, ne dobimo zadosti rezulta-
tov. Za dneve, ki jih podrobneje opazujemo, ta pristop ni za osamelca označil nobenega
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primerka, ker ni bil izpolnjen drugi pogoj.
Tabela 14: Rezultati SOM & OPTICS
Datum Tip dneva Št. primerkov Št. osamelcev SOM + OPTICS
2018-05-20 normalen / /
2018-06-10 goljufiv / /
2018-05-13 morebiten lažni alarm / /
6.3 Povzetek primera
Naš končni model je sestavljen iz prej opisanih modelov, in sicer iz dveh de-
lov. V model 1 shranimo rezultate modela kNN, modela LOF, modela k-
voditeljev ter modela OPTICS. V model 2 pa shranimo rezultate modela SOM.
Goljuf je tisti primerek, ki izpolnjuje oba sledeča pogoja:
• Goljuf je tisti primerek, ki se je v prvem delu pojavil v vsaj 60% modelov.
• Goljuf je tisti primerek, ki se je pojavil vsaj enkrat v modelu SOM.
Za 60% se odločimo zato, ker ni nujno, da je vsak model prǐsel v končni izbor. Če
je nek model za osamelce označil več kot 5% primerkov iz tistega dne, potem rezultatov
tega modela ne vključimo.
Končni rezultat je prikazan v tabeli 15. V tabeli imamo rezultate končnega modela, ko
za vhodno matriko podatkov vzamemo Z1. Število goljufov, ki ga je določil končni model,
označimo z Ŷ . Če je model določil goljufa, je potrebno rezultat preveriti še z drugimi viri.
Če drugi vir potrdi rezultat modela, potem je vrednost v Ỹ enaka ena. S Θ̃ pa ocenimo
pravilnost. Če sta Ŷ in Ỹ enaka, potem je Θ̃ enaka 1, sicer pa je enaka 0. Opozoriti je
potrebno, da to ni natančnost, saj je Θ enaka 1, tudi ko drugi vir ne preverja. Na teh
podatkih z opisano metodologijo potrdimo goljufive aktivnosti v dnevih 10. 6. 2018 in
21. 6. 2018. Enak rezultat dobimo tudi, če vzamemo za vhodne podatke Z2 ali Z3.
6.3.1 Izbolǰsava modela LOF
Predstavili bomo izbolǰsavo samo za model, ki temelji na metodi LOF. Za vsak testiran
dan metoda LOF vrne veliko množico osamelcev, zato lahko to množico označimo kot
potencialno množico osamelcev. Na tej potencialni množici osamelcev s pripadajočimi
LOF vrednostmi izvedemo Grubbsov test pri stopnji značilnosti α = 0.05. Izvedemo ga le,
če s Shapirovim testom ne zavrnemo ničelne hipoteze, t.j. normalne porazdelitve podatkov
pri stopnji značilnosti 0.1. Za podrobnosti Shapirovega testa glej [56]. Pri Grubbsovem
testu predpostavimo, da osamelec predstavlja največjo vrednost. Zato Grubbsov test za
osamelca označi tistega z največjo vrednostjo LOF, vendar je potrebno preveriti statistično
značilnost testa. Zaradi tega smo test izvajali iterativno in preverjali ali je p-vrednost
manǰsa od α. Postopek je iterativen, ker smo na i-tem koraku opazovali vrednosti, ki so
manǰse ali enake od i-te največje vrednosti. Ko je na določenemu koraku j p-vrednost
večja od α, postopek končamo in dobimo manǰso množico potencialnih osamelcev. To
so tiste točke, ki so večje od j-te vrednosti. Grubbssov test se ne izvede za noben dan,
zato ker vrednosti LOF niso normalno porazdeljene oziroma smo za vsak dan sprejeli
alternativno hipotezo Shapirovega testa, da vrednosti LOF niso porazdeljene normalne.
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Tabela 15: Prikaz rezultatov modela na vhodni matriki podatkov Z1.
DAN Ŷ Ỹ Θ̃
2018-05-04 0 0 1.00
2018-05-06 0 0 1.00
2018-05-10 0 0 1.00
2018-05-11 0 0 1.00
2018-05-13 0 0 1.00
2018-05-14 0 0 1.00
2018-05-16 0 0 1.00
2018-05-19 0 0 1.00
2018-05-20 0 0 1.00
2018-05-25 0 0 1.00
2018-05-26 0 0 1.00
2018-05-27 0 0 1.00
2018-05-28 0 0 1.00
2018-05-29 0 0 1.00
2018-06-05 0 0 1.00
2018-06-06 0 0 1.00
2018-06-07 0 0 1.00
2018-06-08 0 0 1.00
2018-06-10 1 1 1.00
2018-06-12 0 0 1.00
2018-06-15 0 0 1.00
2018-06-21 1 1 1.00
6.3.2 Komentarji in možne izbolǰsave
Na matriki podatkov Z1 dobimo v povprečju rezultat v 4.55 minutah. Na matriki po-
datkov Z2 dobimo v povprečju rezultat v 3.66 minutah. Na Z3 pa dobimo rezultat v
povprečju v 3.7 minutah. Torej naš model časovno ni učinkovit. Učinkoviteǰsi bi bil, če
bi pogledali rezultate vsakega posameznega modela in ocenili njegovo pomembnost pri
končnem rezultatu. Vemo, da ima največjo težo pri določanju goljufov v našem primeru
drugi del oziroma natančneje model SOM. Zato bi bilo smiselno izvajati samo metodo
SOM na matriki podatkov in manǰsem naboru parametrov. Model bi lahko optimizirali,
če bi analizirali, koliko posamezni podmodel prispeva h končnemu rezultatu ter časovno
učinkovitost. S tem bi določene podmodele izločili iz končnega modela in optimizirali
časovno zahtevnost.
Naslednja pomanjkljivost je, da imajo v realnosti telekomunikacijska podjetja več kot
5 000 uporabnikov. Zaradi narave testnih podatkov imamo v podatkih samo en tip go-
ljufije in naš model je le en del rešitve odkrivanja goljufij v telekomunikacijski industriji.
Poleg tega ta model deluje na simuliranih in nerealnih podatkih, kljub temu, da smo se
potrudili generirati smiselne podatke. Morda je to razlog, da metode gručenja delujejo
bolje kot metode, ki temeljijo na razdalji do k-najbližjih sosedov. Ta model bi odpove-
dal tudi, če bi imeli v enem dnevu veliko množico goljufov, saj bi jih lahko prepoznal
kot neko normalno skupino. Poleg tega je velika množica osamelcev v nasprotju z našo
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predpostavko.
Iskanje goljufa le na določen dan ni najbolj optimalna rešitev. Izbolǰsava tega problema
je, da za trenuten dan dobimo potencialne osamelce, nato te primerjamo s potencialnimi
osamelci, ki jih je model označil preǰsnje dni. Ko dobimo zadosti veliko množico potenci-
alnih osamelcev, gradimo model s pomočjo metod gručenja in tako lahko pričakujemo, da
bodo aplikacijske številke v eni skupini, goljufivi uporabniki v drugi itn. S tem bi lahko
odkrili tudi gruče uporabnikov, za katere ne vemo, da obstajajo. Pri tem lahko telefon-
ski številki, ki se je prvič pojavila dodamo dodatno utež. Ko odkrijemo, da številka ni
sumljiva, se utež s časom zmanǰsuje. Na koncu telefonsko številko označimo za varno.
Po drugi strani pa lahko zgradimo nek model, ki gruči podatke v različne skupine. Nato
telefonski številki, ki se prvič pojavi v bazi, poǐsčemo najbližjo gručo. Naslednja ideja pri
sestavi podatkov je, da podatke opazujemo v obliki časovnih vrst. Naslednja predlagana
izbolǰsava je preizkus metod na matriki podatkov, ki vključuje le premijske aktivnosti. Po
drugi strani moramo biti pozorni, saj nekateri klici iz tujine prispejo z zakasnitvijo. Za
izbolǰsavo modela lahko testiramo še druge spremenljivke.
Ko odkrijemo zadosti goljufij, lahko na podatkih testiramo tudi metode nadzorovanega
učenja, vendar moramo vzeti v zakup to, da natančnost ne moremo meriti v standardnem




Organizacije se vedno bolj zavedajo izgub zaradi prevar in še večjih možnih izgub zaradi
narave dinamičnosti in hitre prilagodljivosti goljufov. Poleg tega je danes v razvoju napre-
dna analitika, ki omogoča zaznavo prevar. V magistrski nalogi so predstavljene različne
metode, ki odkrivajo anomalije v podatkih, pri katerih ni potrebna vrednost ciljne spre-
menljivke. To so metode nenadzorovanega učenja ter metode, ki temeljijo na neki razdalji
med primerki.
Predvsem je potrebno poudariti, da določene metode ne rešujejo samo določenega
problema in da je delovanje metod odvisno od strukture podatkov, število spremenljivk,
koreliranosti med spremenljivkami in primerki, normiranja in drugih karakteristik matrike
podatkov. Redukcija dimenzije prispeva k bolǰsem ločevanju med primerki in s tem k
bolǰsem gručenju. Vendar moramo biti pozorni, ker z nekaterimi metodami za zniževanje
dimenzije lahko dobimo mulitplicirane vrednosti. Za najbolǰso metodo se je izkazala
metoda samoorganizirajočih se mrež, katera spada v skupino nevronskih mrež, ki so danes
v strojnem učenju in metodah globokega učenja zelo priljubljene. Naš model je odkril
goljufive aktivnosti in ni sprožil lažnega alarma, ne vemo pa ali je zgrešil kakšno goljufijo.
Zaradi tega je naša rešitev le del celotne rešitve odkrivanja goljufij v telekomunikacijski
industriji. V finančnih institucijah kot so banke, borze in skladi nas odkritje goljufij lahko
pripelje do odkritja pranja denarja ali celo financiranja terorizma. Zato se bo na temo
odkrivanja goljufij še veliko razvijalo.
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