Deep neural networks (DNNs) are known for extracting good representations from a large amount of data. However, the representations learned in DNNs are typically hard to interpret, especially the ones learned in dense layers. One crucial issue is that neurons within each layer of DNNs are conditionally independent with each other, which makes the co-training and analysis of neurons at higher modularity difficult. In contrast, the dependency patterns of biological neurons in the human brain are largely different from those of DNNs. Neuronal assembly describes such neuron dependencies that could be found among a group of biological neurons as having strong internal synaptic interactions, potentially high semantical correlations that are deemed to facilitate the memorization process. In this paper, we show such a crucial gap between DNNs and biological neural networks (BNNs) can be bridged by the newly proposed Biologically-Enhanced Artificial Neuronal assembly (BEAN) regularization that could enforce dependencies among neurons in dense layers of DNNs without altering the conventional architecture. Both qualitative and quantitative analyses show that BEAN enables the formations of interpretable and biologically plausible neuronal assemblies in dense layers and consequently enhances the modularity and interpretability of the hidden representations learned. Moreover, BEAN further results in sparse and structured connectivity and parameter sharing among neurons, which substantially improves the efficiency and generalizability of the model.
INTRODUCTION
Deep neural networks (DNNs) are known for extracting good representations from a large amount of data (Bengio et al. (2013) ). Despite the success and popularity of DNNs in a wide variety of fields, including computer vision (Krizhevsky et al. (2012) ; He et al. (2016) ) and natural language processing (Collobert & Weston (2008) ; Young et al. (2018) ), the representations learned in DNNs are typically hard to interpret, especially the ones in dense (fully connected) layers. Recently, the attempt to build a more intrinsically interpretable convolutional unit has received much attention (Zhang & Zhu (2018) ; Sabour et al. (2017) ), yet little has been explored of the representation learned in the dense layer. In fact, dense layers are the fundamental and critical component of most of the state-of-the-art DNNs, which are typically used for the late stage of the network's computation, akin to the inference and decision-making process of the network (Krizhevsky et al. (2012) ; Simonyan & Zisserman (2014) ; He et al. (2016) ). Thus the advancement of the interpretation and visualization of the dense layer representation is crucial if we are to fully understand the behavior of DNNs. Under review as a conference paper at ICLR 2020 However, interpreting the representations learned in dense layers of DNNs is typically a very challenging task. One crucial issue is that neurons are conditionally independent with each other within each layer since dense layers typically assume an all-to-all feed-forward neuron activity (and an all-to-all feedback weight adjustment). In this comprehensively 'vertical' connectivity, every node is independent and abstracted 'out of the context' of the other nodes. This issue limits the analysis of the representation learned in DNNs to single-unit level, instead of a higher modularity level such as neuron population level. Moreover, recent study on single unit importance study seems to suggest that individually selective units may have little correlation with the overall network performance (Morcos et al. (2018) ; Zhou et al. (2018) ).
On the other hand, understanding the neuron correlations in biological neural networks (BNNs) has long been a subject of intensive interest for neuroscience researchers. Circuitry blueprints in the real brain are 'filtered' by the physical requirements of axonal projections and the consequent need to minimize cable while maximizing connections. One could naively expect that the non-all-to-all limitations imposed in natural neural systems would be detrimental to their computational power. Instead, it makes them superiorly efficient and allows cell assemblies to emerge. Neuronal assembly or cell assembly (Hebb (1949) ) describes such neuron dependencies that could be found among a group of biological neurons as having strong internal synaptic interactions, potentially high semantic correlations that are deemed to facilitate the memorization process (Braitenberg (1978) ).
In this paper, we show such a crucial gap between DNNs and BNNs can be bridged by modeling of the neuron correlations within each layer of DNNs. By leveraging biologically inspired learning rules in neuroscience and graph theories, we propose a novel Biologically-Enhanced Artificial Neuronal assembly (BEAN) regularization that can enforce dependencies among neurons in dense layers of DNNs without altering the conventional architecture. Specifically, the advantages are threefold:
• Enhance interpretability and modularity at neuron population level. Modeling neural correlations and dependencies will enable us to better interpret and visualize the learned representation in hidden layers at the neuron population level instead of the single neuron level. Both qualitative and quantitative analyses show that BEAN enables the formations of interpretable and biologically plausible neuronal assembly patterns in the hidden layers, which consequently enhances the modularity and interpretability of the hidden representations of DNNs models. • Achieves efficient neuron connectivity. Efficient connectivity presents topologically in most BNNs due to the physical restrictions of dendrites and axons (Rivera-Alba et al. (2014) ) and for energy efficiency. In DNNs, sparsity is also a promising property that supports energy-saving and network compression. Current studies on network compression (Han et al. (2015) ; Iandola et al.
(2016)) achieve sparsity with conventional sparsity regularization that typically focuses on the scale of each individual weights, paying little attention to the global structure of the connectivity of the system. In the paper, we show that BEAN can help the model learn sparse and structured neuron connectivity as well as parameter sharing among neurons, which substantially improves the efficiency of the model at a higher modularity level. • Improves model generalizability. Humans and animals can learn and generalize to new concepts with just a few trials of learning, while DNNs generally perform much poorly on such tasks. Current few-shot learning techniques in deep learning relay heavily on a large amount of additional knowledge to work well. For example, transfer learning based methods typically leverage a pre-trained model trained with a large amount of data (Xian et al. (2018) ; Socher et al. (2013) ), and meta learning based methods require a large amount of additional side tasks (Finn et al. (2017) ; Snell et al. (2017) ). Here we explore BEAN with a substantially more challenging few-shot learning from scratch task defined by Kimura et al. (2018) , where no additional knowledge is provided beside the few training observations. Extensive experiments show that BEAN has a significant advantage of improving model generalizability over conventional techniques.
BIOLOGICALLY-ENHANCED ARTIFICIAL NEURONAL ASSEMBLY REGULARIZATION
In this section, we first propose the overall objective of Biologically-Enhanced Artificial Neuronal Assembly (BEAN) regularization inspired by neuroscience and graph theories. And then we propose the necessities for implementing it on DNNs, which are Layer-wise Neuron Correlation to model the implicit correlations and dependencies between neurons within the same layer and Layer-wise Neuron Co-activation Divergence to characterize the co-activation rate between neurons.
THE LAYER-WISE NEURON CO-ACTIVATION DIVERGENCE
Due to the physical restrictions imposed by dendrites and axons (Rivera-Alba et al. (2014) ) and for energy efficiency, biological neural systems are "parsimonious" and can only afford to form a limited number of connections between neurons. Based on the neuron connectivity patterns, their activation patterns are often formed based on the principle of "Cells that fire together wire together", which is known as cell assembly theory. It explains and relates to several characteristics and advantages of BNN architecture such as modularity (Peyrache et al. (2010) ), efficiency, and generalizability, which are just the aspects where the current DNNs are usually struggling in (LeCun et al. (2015) ). To enjoy the architectural merit in BNNs and overcome the existing drawbacks of DNNs, we propose the Biologically-Enhanced Artificial Neuronal assembly (BEAN) regularization that ensures neurons that "wire" together with a high outgoing weight correlation also "fire" together with minimal pairwise co-activation divergence. An example of the artificial neuronal assembly achieved by our method can be seen in Figure 1(d) . The regularization is formulated as follows:
where the term A (l) i,j is for characterizing the wiring (i.e., the higher the stronger) while the term
s,j ) is for modeling the divergence of firing patterns (i.e.,g the higher the more different). Thus, by multiplying these two functions, we are penalizing those neurons with strong connectivity while having high divergence in terms of their activation, which is biologically plausible and echoes the cell assembly theory. S is the total number of input samples while N l is the total number of hidden neurons in Layer l.
Specifically, A (l)
i,j defines the connectivity relation among the neuron i and neuron j in DNN, which is instantiated by our newly proposed "Layer-wise Neuron Correlation" and will be elaborated in Sections 2.2 and 2.3. On the other hand, to model the "co-firing" correlation, d(H represents the activation of neuron i in layer l for a given input sample s. And the function d(x, y) can be a common divergence metric such as absolute difference or square difference. In this study, we show the results for a square difference in the Experimental Study Section; the absolute difference results follow a similar trend. 
s,j ). Remark 1. BEAN regularization enjoys several merits. First, it enforces interpretable and biologically plausible neuronal assemblies without the need to introduce sophisticated handcrafted designs into the architecture, which is justified later in Section 4.1. In addition, modeling the neuron correlations and dependencies further results in efficient connectivity in dense layers, which substantially improved the generalizability of the model when insufficient data and knowledge is provided, which is demonstrated later in Section 4.2. Lastly, the Layer-wise Neuron Correlation can be efficiently computed with matrix operations, as per Equations 5 and 7, which enables modern GPUs to boost up the speed during model training.
THE FIRST-ORDER LAYER-WISE NEURON CORRELATION
In the following two sections, we introduce how we formulate the layer-wise neuron correlation, namely A (l) i,j between any pair of neurons i and j. In the human brain, the correlation between two neurons depends on the wiring between them (Buzsáki (2010)), and hence is typically treated as a binary value in BNNs studies with "1" indicating (2008)). Each point represents one neuron and the neurons are colored according to their highest activated class in the test data.
the presence of a connection and "0" the absence, so the correlation among a group of neurons can be represented by the corresponding adjacency matrix. Although there is typically no direct connection between neurons within the same layer of DNNs, it is possible to model neurons correlations based on their connectivity patterns to the next layer. Just like in network science, where it is useful to also consider the relationships between nodes based on their common neighbor nodes besides their direct connections. One classic concept that is widely used to describe such pattern is called triadic closure Granovetter (1977) . As shown in Figure 1(b) , triadic closure can be interpreted here as a property among three nodes i, j, and k, such that if connections exist between i − k and j − k, there is also a connection between i − j. This is closely related to the concepts of clustering coefficient (Watts & Strogatz (1998)) and transitivity (Holland & Leinhardt (1971)) in graph theory.
Inspired by this, we take it a step further to model the correlations between neurons within the same layer by their connections to the neurons in the next layer. In fact, this can be considered loosely as analogous to the degree of similarity of the axonal connection pattern of biological neurons in BNNs.
To simulate the relative strength of such connections in DNNs, we introduce a function f (·) which converts the actual weights into a relative connectivity strength. Suppose matrix W (l+1) ∈ R N l ×N l+1 represents all the weights between neurons in layers l and l + 1 in DNNs, where N l and N l+1 represent the numbers of neurons respectively. The relative connectivity strength can be estimated by the following equation 1 :
where | · | represents the element-wise absolute operator; tanh(·) represents the element-wise hyperbolic tangent function; and γ is a scalar that controls the curvature of the hyperbolic tangent function. The values of f (W (l+1) ) ∈ R N l ×N l+1 will all be positive and in the range of [0, 1) with the value simulating the relative connectivity strength of the synapse between neurons. Base on this, we can now give the definition for the layer-wise first-order neuron correlation as: Definition 1. Layer-wise first-order neuron correlation. For a given neuron i and neuron j in layer l, the layer-wise first-order neuron correlation is given by:
The above formula can be expressed as the product of two matrices:
where · represents the matrix multiplication operator.
The layer-wise neuron correlation matrix A (l) is a symmetric square matrix that models all the pairwise neuron correlations in layer l. Each entry A
i,j takes a value in the range [0, 1) and models the correlation between neuron i and neuron j in terms of the similarity of their connectivity patterns. The higher the value, the stronger the correlation between the two.
In this setting, two neurons i and j from layer l will be linked and correlated by an intermediate node 
), which will be in the range [0, 1). Since there are N l+1 neurons in layer l + 1, where each neuron k can contribute to such connections, run over all neurons in layer l + 1 we obtain Equation 4 and Equation 5.
THE SECOND-ORDER LAYER-WISE NEURON CORRELATION
Although the first-order correlation is able to estimate the degree of dependency between each pair of neurons, it may not be sufficient to strictly reflect the degree of grouping or assembly of the neurons. Thus, here we further propose a second-order neuron correlation based on the first-order correlation defined in Equation 4 and 5, as: Definition 2. Layer-wise second-order neuron correlation. For a given neuron i and neuron j in layer l, the layer-wise second-order neuron correlation is given by:
The above formula can be expressed as the product of four matrices:
where represents the element-wise multiplication of matrices.
The second-order correlation is more strict in terms of correlating neurons, as it requires at least two common neighbor neurons from the layer above that appear to have strong connectivity in order to form correlations, as compared to the first-order correlation the requires just one common neighbor. Moreover, the second-order neuron correlation is closely related to concepts in both graph theory and the neuroscience learning rule. As shown in the following remarks: Remark 2. Interpretation from graph theory. Modeling the correlations and dependencies between neurons in one layer via the connectivity pattern with the neurons in the layer above in DNNs can be closely related to the analysis of the relationship between nodes from the same mode in two-mode networks or bipartite graph. In graph theory, the definition of global clustering coefficients for the two-mode network proposed by Robins & Alexander (2004) is defined as the ratio between the number of 4-cycles and the number of 3-paths, as illustrated in Figure 1 
As can be easily seen, 4-cycle in two-mode networks is directly related to the second-order neuron correlation in terms of modeling the grouping tendency of two nodes from the same mode. Remark 3. Interpretation from neuroscience theory. The BIG-ADO rule proposed by Mainetti & Ascoli (2015) and the discrete neuronal circuits studied by Pulvermüller & Knoblauch (2009) are two similar neuroscience learning mechanisms that closely related to our formulation of second-order neuron correlation. Specifically, the BIG-ADO learning rule quantifies the tendency of neurons to form potential synapses by defining a proximity function as: Figure 1 (a) illustrates a scenario of the BIG-ADO learning rule in BNNs. The solid blue circle represents a connection that was formed between two neurons (i.e. a synapse), while the dashed circle between neuron j and m represents an Axo-Dendritic Overlap (ADO) (i.e. a potential synapse) between the two neurons. The BIG-ADO rule was designed to encourage a potential synapse between j and m in such a pattern to form a connection. Noticeably, both of the aforementioned papers mentioned such learning mechanism could be related to the formation of cell assemblies in the brain, which ultimately linked to our observation of neuronal assemblies patterns in DNNs hidden representation where BEAN regularization was imposed, as introduced later in Section 3.1.
EXPERIMENTAL STUDY
In this section, we first studied and analyzed the interpretability and biological plausibility of the learning outcomes of BEAN regularization on multiple classical image recognition tasks in Section 3.1. We then further studied the effect of BEAN regularization on improving the generalizability of the model on several few-shot learning from scratch task simulations in Section 3.2. We studied both BEAN variations, i.e. BEAN-1 and BEAN-2, based on the two proposed layer-wise neuron correlation defined by Equation 5, and Equation 7 respectively. The value for γ defined in Equation 3 was set to 1. All the experiments were conducted on a 64-bit machine with Intel(R) Xeon(R) W-2155 CPU 3.30GHz processor and 32GB memory and an NVIDIA TITAN Xp GPU.
BIOLOGICALLY PLAUSIBILITY AND INTERPRETABILITY OF BEAN.
To analyze and interpret the learning outcomes of BEAN regularization, we conducted experiments on two classical image recognition tasks on MNIST (LeCun et al. (1998) ) and CIFAR10 (Krizhevsky & Hinton (2009) ) datasets. Specifically, an MLP with one hidden layer of 500 neurons with ReLU activation function and a LeNet-5 (LeCun et al. (1998) ) were used for the MINIST dataset; and a ResNet18 (He et al. (2016) ) was used for the CIFAR10 dataset. The Adam optimizer (Kingma & Ba (2014)) was used with a learning rate of 0.0005 and a batch size of 100 for model training until train loss convergence was achieved; BEAN was applied to all the dense layers of each model.
BIOLOGICAL PLAUSIBILITY OF THE LEARNED NEURONAL ASSEMBLIES
By analyzing the neurons' connectivity patterns based on their out-going weights, we found that there are indeed neuronal assemblies among neurons in dense layers where BEAN regularization was enforced. Specifically, for both datasets, we found that the neuronal assemblies at the last dense layer could be best described by 10 clusters with K-means clustering (MacQueen et al. (1967) ) validated by Silhouette co-efficient (Rousseeuw (1987)), as shown in Figure 2 . Both BEAN-1 and BEAN-2 could enforce neuronal assemblies for various models on various datasets, yielding Silhouette indices around 0.9, which indicates strong clustering patterns among neurons in dense layers where BEAN regularization was applied. On the other hand, training conventional DNN models with the same architectures could only yield nearly 0.5 Silhouette indices, which indicate no clear clustering patterns in conventional dense layers of deep neuronal networks.
Besides, we found co-activation behavior of neurons within each neuronal assembly, which is both interpretable and biologically plausible. Figure 3 shows the visualization of neuron co-activation patterns found in the last dense layer of LeNet-5+BEAN-2 model on MNIST dataset. For the samples of each specific class, only those neurons in the neuron assembly corresponding to this class have high activation. This indicates a strong association between each unique assembly and each unique class concept, yielding good interpretability of the neuron populations in the dense layers. From the neuroscience perspective, such pattern is also biologically plausible as neuroscientists also found similar co-firing patterns (Peyrache et al. (2010) ) as well as a strong association between neuronal assembly and concepts (Tononi & Sporns (2003) ) in biological neural networks.
Lastly, we also found a strong correlation between neuronal assembly and class selectivity indices. Selectivity index was originally proposed and used in systems neuroscience (De Valois et al. (1982); Freedman & Assad (2006) ). Recently, unit class selectivity is also studied by machine learning researchers (Morcos et al. (2018) ; Zhou et al. (2018) ) as a metric for interpreting the behaviors of single units in deep neural networks. Mathematically, it is calculated as: selectivity = (µ max − µ −max )/(µ max + µ −max ) , where µ max represents the highest class-conditional mean activity and µ −max represents the mean activity across all other classes. To better understand how high-level concepts are associated with the learned neuron assemblies, we further visualized the neurons by labeling each neuron with the class in which it achieved its highest class-conditional mean activity µ max in the test data. Figure 4 shows the results for the last dense layer of the models trained with both datasets. We found that the neuronal assembly could be well described based on neurons selectivity. The strong association between neuronal assemblies and neurons' selectivity index further demonstrated the biological plausibility of the learning outcomes of BEAN regularization.
QUANTITATIVE ANALYSIS OF INTERPRETABILITY
To quantitatively evaluate and compare interpretability, ablation study is a commonly used technique inspired by experimental Neuropsychology when studying brains, where parts of the brain were removed to study the consequential effects. Likewise, ablation study has also been well-adapted for interpreting deep neural networks, such as understanding which layers or units are critical for model performance (Girshick et al. (2014); Morcos et al. (2018) ; Zhou et al. (2018) ).
In the light of the neuronal assembly, we performed the ablation study at the neuron population level, where each time one distinct group of neurons were ablated and the model performance changes for each class were recorded. Like shown in Figure 4 , we identified neuron groups via class selectivity and performed neuron population ablation accordingly. Figure 5 shows the results of all 10 ablation runs for each class in MNIST dataset. Just like Morcos et al. (2018) has discovered, for conventional deep neural nets, there is indeed no clear association between neuron's selectivity and importance to the overall model performance, even when neuron population ablation was conducted. However, when BEAN regularization was injected during training, such association became much clear and significant, especially for BEAN-2. This is because BEAN-2 could enforce neurons to form more strict neuron correlation than BEAN-1 with the second-order correlation, which enables the groups of neurons to represent more compact and disentangled concepts, such as handwritten digits.
TOWARDS FEW-SHOT LEARNING FROM SCRATCH WITH BEAN REGULARIZATION
In an attempt to test the influence of BEAN regularization on model's generalizability, we conducted the few-shot learning from scratch task which refers to performing few-shot learning task with only the knowledge within the few training examples, without the help of any additional side tasks and pre-trained models Kimura et al. (2018) . We conducted several simulations of few-shot learning from scratch task on MNIST (LeCun et al. (1998) ) and fashion-MNIST (Xiao et al. (2017) ) datasets. So far, such learning task has rarely been explored due to the difficulty of the problem setup as compared to other conventional few-shot learning tasks where additional data or knowledge could be accessed. Currently, only Kimura et al. (2018) did a preliminary exploration with the proposed imitation networks model. Beside imitation networks, we also compared BEAN with other conventional regularization techniques that were commonly used in deep learning literature. Specifically, we compared dropout (Srivastava et al. (2014) ), weight decay (Krogh & Hertz (1992) ), and 1 -norm. The regularization terms were applied to all the dense layers and hyperparameters were chosen based on model performance on a validation set sampled from the original training base. The whole original 10K testing set was used for final performance evaluation. Table 1 shows model performance on several few-shot learning from scratch experiments on MNIST and fashion-MNSIT datasets. Performance is averaged over 20 experiments of randomly sampled training data from the original training base. The best and second-best results for each few-shot learning setting are highlighted in boldface and italic font respectively. As can be seen, the proposed BEAN regularization advanced the state-of-the-art by a significant margin on all 4 few-shot learning from scratch tasks tested on both datasets. Moreover, BEAN advanced the performance more significantly when training samples were more limited. For instance, BEAN outperformed all comparison methods by 24% -42% and 13% -29% on 1-shot learning tasks on MNIST and Fashion MNIST datasets respectively, which demonstrates the promising effect of BEAN regularization on improving the generalizability of the over-parameterized deep nets. Another interesting observation is that BEAN-1 in general performed the best with extremely limited training samples, such as 1-shot and 5-shot learning tasks; while BEAN-2 regularization in general performed the best with a bit more training samples, such as 10-shot and 20-shot learning tasks. The reason behind this observation might be related to the fact that higher-order correlation is more strict in terms of correlating neurons, as it requires more common neighbor neurons that appear to have strong connections with both neurons. Thus with a bit more observations available, BEAN-2 could do a better job at estimating more realistic neuronal assembly and thus further improve the model performance.
To better understand why BEAN regularization could help the seemingly over-parameterized model to generalize well on small sample set, we further analyzed the learned hidden representation of the dense layers where BEAN regularization was injected. We found that BEAN helped the model to gain better generalization power in two aspects: 1) by automatic sparse and structured connectivity learning and 2) by weak parameter sharing among neurons within each neuronal assembly. Both aspects enhanced the efficiency of dense layers' parameter usage in a biologically plausible way, which consequently prevented the model from over-fitting badly with small training sample size. Figure 6 : Analysis and visualization of the last dense layer of LeNet-5+BEAN-2 model on MNIST 10-shot learning from scratch task, BEAN regularization helped dense layer form efficient parameter usage via sparse and structured connectivity learning and weak parameter sharing among neurons. (a) The heat-map of the learned second-order neuron correlation matrix, neuron indices are re-ordered for best visualization of neuronal assembly patterns, BEAN is able to form plausible assembly structures even with such extreme limited sample size. (b) Visualization of the sparse and structured connectivity learned in dense layer, neurons are grouped and colored by neuronal assembly. (c) Visualization of the scales of neruons' out-going weights, the weights of neuron are colored to be consistent with neuron group in (b). Figure 6 shows the learned parameters of the last dense layer of LeNet-5+BEAN2 on the MNIST 10-shot learning task. As shown in Figure 6 (b), instead of using all possible weights in the dense layer, BEAN enforced model to efficiently leverage the parameters, yielding a plausible sparse and structured connectivity pattern. This is because the learned neuron correlation helped disentangle the co-connections between neurons from different assemblies, as shown in Figure 6 (a). Besides, BEAN enhanced parameters sharing among neurons within each assembly, as demonstrated in Figure  6 (c). For instance, neurons in red-colored assembly all had high positive weights towards class 4, meaning that this group of neurons was helping the model to identify Digit 4. Similarly, neurons in the green-colored assembly were trying to distinguish between Digit 9 and 7. Such automatic weak parameter sharing not only helped prevent model from over-fitting but also enabled an overall interpretation of the behavior of the system as a whole from a higher modularity level.
CONCLUSION
In this work, we have taken a big step forward towards bridging the gaps between biological and modern artificial deep neural networks with the proposed Biologically-Enhanced Artificial Neuronal assembly (BEAN) regularization which enforces biologically plausible neuronal assembly patterns, enhances the efficency and modularity of the hidden representations, and improves generalizablity of DNNs. Our work opens up a new window for visualization and interpretation of the dense layer representation at a higher modularity level.
