Recently, new multiplication schemes over the binary extension field GF(2 m ) based on an n-term Karatsuba algorithm have been proposed for irreducible trinomials. In this paper, we extend these schemes for trinomials to any irreducible polynomials. We introduce some new types of pentanomials and propose multipliers for those pentanomials utilizing the extended schemes. We evaluate the rigorous space and time complexities of the proposed multipliers, and compare those with similar bit-parallel multipliers for pentanomials. As a main contribution, the best space complexities of our multipliers are 1 2 m 2 + O(m 3 2 ) AND gates and 1 2 m 2 + O(m 3 2 ) XOR gates, which nearly correspond to the best results for trinomials. Also, specific comparisons for three fields GF(2 163 ), GF(2 283 ), and GF(2 571 ) recommended by NIST show that the proposed multiplier has roughly 40% reduced space complexity compared to the fastest multipliers, while it costs a few more XOR gate delay. It is noticed that our space complexity gain is much greater than the time complexity loss. Moreover, the proposed multiplier has about 21% reduced space complexity than the bestknown space efficient multipliers, while having the same time complexity. The results show that the proposed multipliers are the best space optimized multipliers.
I. INTRODUCTION
Efficient design of a field multiplication operation over the binary extension field GF(2 m ) has been of great interest to many researchers due to its application in elliptic curve cryptography [1] - [3] . The efficiency of a field multiplication operation implemented in hardware is typically evaluated in terms of space and time complexities. The former is expressed as the total number of AND gates and XOR gates used in the multiplier. The latter is defined as the total delay of the circuit implementing the multiplier. The representation of the field elements plays a crucial role in the efficiency of a field multiplication. A number of bases have been proposed in the literature, for instance, polynomial, normal, dual, and shifted polynomial bases. Among them, The associate editor coordinating the review of this manuscript and approving it for publication was Junaid Shuja . polynomial basis (PB) and shifted polynomial basis (SPB) are widely used.
Multiplication architectures using PB or SPB are affected by the forms of the field generating irreducible polynomials. Multipliers based on low Hamming weight irreducible polynomials usually have low complexities. So, it is desirable that trinomial is selected to define GF(2 m ). However, there does not always exist an irreducible trinomial for any field. Instead, it is known that an irreducible pentanomial always exists for all values m that are of practical interest [4] . Therefore, multiplier designs for irreducible pentanomials have been studied.
Bit-parallel multipliers over GF (2 m ) can be classified into two categories according to their space complexities. One is a quadratic space complexity multiplier which requires O(m 2 ) gates over its base field GF (2) . The other is a subquadratic space complexity multiplier which requires O(m δ ) gates over GF (2) , where 1 < δ < 2. Quadratic space complexity multipliers are generally faster than the other class of multipliers, but have a higher space complexity. Here, we focus on quadratic space complexity multipliers using pentanomials.
In general, multipliers using pentanomials are less efficient than those using trinomials. In order to lower complexities of multipliers, special types of pentanomials have been proposed. Reyhani-Masoleh and Hasan [21] proposed a bit-parallel PB multiplier using a reduction matrix. For a pentanomial x m + x p + x q + x r + 1 with 1 ≤ r < q < p ≤ m/2, the space complexity of the proposed multiplier is m 2 AND gates and m 2 + 2m − 3 XOR gates. Its time delay is T A + (4 + log 2 (m − 1) )T X if r > 1 and T A + (3 + log 2 (m − 1) )T X if r = 1, where T A and T X are the delays of one 2-input AND and XOR gates, respectively. Park et al. [18] derived a fast SPB multiplier by splitting the reduction matrix in [21] into two reduction matrices. For a pentanomial with 1 ≤ r < q < p ≤ m/2, the proposed SPB multiplier has T A + (3 + log 2 (m − 1) )T X delays while having the same space complexity as [21] . Cilardo [20] extends this result to a larger class of pentanomials with p − r ≤ m/2. In [5] , Rodríguez-Henríquez and Koç suggested two special types of pentanomials:
They presented two different types of multipliers: the Mastrovito multiplier and dual basis multiplier. Many multipliers have been proposed for types I and II pentanomials ( [7] - [9] ). Cilardo [6] introduced a new PB variant, referred as Generalized polynomial basis (GPB) and presented efficient GPB multipliers for two new special types of pentanomials:
Each space complexity of above presented multipliers is m 2 AND gates and m 2 + O(m) XOR gates. In [10] , a new divide and conquer approach utilizing squaring operation is adapted to design bit-parallel PB multipliers for types I and II pentanomials. The proposed multipliers have about 25% reduced space complexities than existing multipliers: 3 4 m 2 + O(m) AND gates and 3 4 m 2 + O(m) XOR gates. Using the divide and conquer approach in [10] , Li et al. [11] presented a bit-parallel Montgomery multiplier for type C.1 pentanomials. Its complexity nearly matches the multiplier in [10] . However, for practical application of GF(2 m ) with large size m, multipliers with lower space complexities have been required.
Recently, new multiplication schemes based on an n-term Karatsuba algorithm (KA) have been proposed for irreducible trinomials in [12] and [13] . The field multiplication using PB or SPB representation consists of two steps: a polynomial multiplication and a modular reduction. The authors in [12] and [13] apply an n-term KA once in the polynomial multiplication to reduce space complexities. Also, in order to lower time complexities, they use an SPB and Mastrovito approach which combines the two steps of the polynomial multiplication and modular reduction. The proposed multipliers for trinomials achieve the lowest space complexities among existing bit-parallel multipliers available in the literature. Here, we would like to extend these multiplication schemes based on an n-term KA into pentanomials.
A. OUR CONTRIBUTION
In this paper, we propose new space efficient GF(2 m ) multipliers for some special types of pentanomials. To this end, we first extend the multiplication schemes for trinomials in [13] to any irreducible polynomials. Next, we introduce new special types of pentanomials which are called types P.0 and P.1 pentanomials, and propose new GF(2 m ) multipliers for two types P.0 and P.1 pentanomials using the extended schemes. Exploiting special forms of types P.0 and P.1 pentanomials, we evaluate the rigorous space and time complexities of the proposed multipliers, and compare those with similar bit-parallel multipliers for pentanomials. Also, we give specific comparisons of the proposed multiplier with the best-known multipliers for three fields GF(2 163 ), GF(2 283 ), and GF(2 571 ) recommended by NIST. The contributions of this paper are summarized as follows:
• The complexities of the proposed multipliers are roughly 1 2 m 2 + 1 2 m 0 m + O(m) AND gates, 1 2 m 2 + 1 2 m 0 m + 2nm + O(m log 2 (n)) XOR gates, and 2 + log 2 (m 0 ) + log 2 (2n + 5) delays, where m = nm 0 or m = nm 0 + 1 (see Table 5 ).
• The lower bounds of space complexities of the proposed multipliers are 1 2 m 2 + O(m 3 2 ) AND gates and 1 2 m 2 + O(m 3 2 ) XOR gates, which correspond to the results of [13] for trinomials.
• Compared to the fastest multipliers for the three fields GF(2 163 ), GF(2 283 ), and GF(2 571 ), our multiplier has roughly 40% reduced space complexity, while it costs 2T X higher time complexity. It is noticed that our space complexity gain is much greater than the time complexity loss.
• Compared to the best-known space efficient multipliers for the above three fields, our multiplier has about 21% reduced space complexity, while having the same time complexity.
B. NOTATIONS
Throughout this paper, we use the following notations if there is no special explanation.
• Bold capital letters such as A, M, · · · : matrices • Bold small letters such as b, e i , · · · : vectors • Capital letters such as A, B, · · · : polynomials or elements of GF(2 m )
• Small letters such as n, m 0 , a i , b i , · · · : integers or elements of GF (2) For a matrix A, 
The remainder of this paper is structured as follows. In Section II, multiplication schemes for trinomials in [13] are extended to any irreducible polynomials. In Section III, the extended multiplication schemes are applied to two new types P.0 and P.1 pentanomials. Section IV discusses our results and compares them with the best-known multipliers for pentanomials. Finally, concluding remarks are made in Section V.
II. MULTIPLICATION SCHEMES BASED ON n-TERM KA
Let the finite field GF(2 m ) be generated by an irreducible polynomial F(x) of degree m. In order to represent field elements of GF(2 m ), a shifted polynomial basis is used, which is a variation of the polynomial basis.
Definition 1 [14] : Let w be an integer and the ordered set {1, x, . . . , x m−1 } be a polynomial basis of GF(2 m ) over GF (2) . The ordered set
} is called the shifted polynomial basis (SPB) with respect to {1, x, . . . , x m−1 }. In [13] , the multiplication schemes based on an n-term Karatsuba algorithm (KA) have been proposed for irreducible trinomials. We note that a field defining polynomial in these schemes is involved in only reduction steps. Therefore, the multiplication schemes of [13] can be easily extended to any irreducible polynomial F(x) by replacing a trinomial in [13] with F(x). We also substitute the SPB {x −k , x 1−k , . . . , x m−1−k } in [13] with an SPB {x −w , x 1−w , . . . , x m−1−w }. We introduce such extended multiplication schemes for any irreducible polynomial F(x).
A. MULTIPLICATION SCHEME WHEN m = nm 0 (1 < n, m 0 < m) Let m be decomposed as m = nm 0 with 1 < n, m 0 < m. Here, a flexible decomposition of m is possible, that is, various values for n and m 0 may be chosen. For two given arbi-
is expanded by using the following n-term KA.
Lemma 1 ( [12, Section II.C] and [15] or [13, Lemma 2] ): Let n−1 i=0 a i x i and n−1 i=0 b i x i be two polynomials in GF (2) [x] . Then the multiplication of the two polynomials is equal to
where e j := a j b j for 0 ≤ j < n and e u,v :
Using the above lemma, we have that AB = E n−1 x (n−1)m 0 + E n−2 x (n−2)m 0 + · · · + E 0 × (x (n−1)m 0 + x (n−2)m 0 + · · · + 1)
Then, the product AB can be partitioned into two parts
Thus, the field multiplication C = AB mod F(x) is equal to
The computation of S 1 mod F(x) is performed based on Mastrovito approach ( [16] ). That is, S 1 mod F(x) is represented as a matrix-vector product
for a matrix M and vector b. (M is called Mastrovito matrix corresponding to S 1 mod F(x).) For this, the polynomial
Here, A i,L and A i,H are both m 0 × m 0 triangular Toeplitz matrix given by
Then, the polynomial
can be expressed as big matrix-vector product Ab as in [12] or [13] , where A is a 2nm 0 × nm 0 matrix and b is an nm 0 × 1 vector defined in (3) , as shown at the bottom of this page.
Here, b T denotes the transpose of b and O s×t is the s × t zero matrix. The ith row A i, * of A corresponds to the coefficient of x i−1−2w of S 1 , and the degrees of terms of S 1 are in the range [−2w, 2m − 2 − 2w]. (The last row A 2m, * of A is a zero row.) Hence, the terms of degrees that are out of the range [−w, m−w −1] , which correspond to the first w rows and last m − w − 1 rows (except for the zero row A 2m, * ) of A, need to be reduced modulo F(x) in order to compute the Mastrovito matrix M related to Ab mod F(x). Such modular reduction depends on the irreducible polynomial F(x).
The polynomial S 2 in (1) is partitioned into some parts using the following lemma. Lemma 2 ([13, Lemma 4] or [17, Proposition 1] 
x im 0 can be partitioned as follows:
According to the above lemma, we can write S 2 as
where
can be written as
j ∈ GF(2) since λ = n/2 and the degrees of terms of G i are in the range
if n is even, [0, nm 0 + m 0 − 2] if n is odd by the definition of G i in Lemma 2. The polynomials G i 's (i.e., G i 's) are computed with the complexity given in [13, Equation (10) ], which is summarized in Table 1 .
by performing the modular reductions for G 1 , . . . , G λ mod F(x) and adding all these results by a binary XOR tree. This step depends on the irreducible polynomial F(x).
Let m be decomposed as m = nm 0 + 1 with 1 < n, m 0 < m − 1. The values of n and m 0 can be flexibly chosen. Two
is expanded by using Lemma 1. Then, the product AB is partitioned into three parts
The polynomials S 1 and S 2 have the same forms as those in (1), respectively. Therefore, their computations are implemented as in Section II-A. The polynomial S 3 in (5) can be written as
by [13, Section IV-B]. Next, the modular reduction
Remark 1: For an arbitrary finite field GF(2 m ), the degree m can be decomposed into m = nm 0 (1 < n, m 0 < m) or m = nm 0 + 1 (1 < n, m 0 < m − 1). Therefore, one can apply at least one of two multiplication schemes proposed in previous sections to the finite field GF(2 m ).
III. NEW MULTIPLICATION ARCHITECTURES FOR SPECIAL PENTANOMIALS
The efficiency of the multiplication schemes based on an nterm KA proposed in Section II depends on the choice of an SPB and the irreducible polynomial F(x) defining GF(2 m ). In this section, we propose multipliers for some pentanomials x m + x p + x q + x r + 1 using the multiplication schemes based on an n-term KA. For the efficiency of modular reduction, we choose the SPB {x −q , x 1−q , . . . , x m−1−q } with w = q to represent field elements regarding [18, Proposition 1]. We introduce two new types of pentanomials named as types P.0 and P.1 pentanomials: Type P.0 :
We call two types P.0 and P.1 together as type P pentanomials. Type P pentanomials are very abundant. For instance, there exist irreducible type P pentanomials of degree m for 7 ≤ m ≤ 2000. Besides, type P pentanomials cover type II pentanomials x m + x k+2 + x k+1 + x k + 1 as a special case. We present multipliers for types P.0 and P.1 pentanomials based on an n-term KA and evaluate their explicit complexities. It is shown that the above conditions for forms of type P pentanomials are needed to lower complexities of multipliers.
Throughout the paper, we use the notation t := q m 0 for a given type P pentanomial. We have that 1 ≤ t ≤ n and (t −1)m 0 < q ≤ tm 0 . Also, we use two reduction rules, which are stated in the following lemma. (p − q) ≤ m − p + 1 and the SPB {x −q , x 1−q , . . . , x m−1−q } be used. Then, the following reduction rules hold.
Let two elements A and B in GF(2 m ) be given in the SPB
Using the multiplication scheme in Section II-A, we can write the field multiplication C = AB mod F(x) of A and B as
where S 1 and S 2 are defined in (1). Fig. 1 (a) describes the architecture of the field multiplication C = AB mod F(x). Here, we have S 1 mod F(x) = q 1 + q 2 (see (10) ) and Addition block implements the computations of vectors e 0 + · · · + e n , e 0 , e 0 + e 1 , . . . , e 0 + · · · + e t−2 , (e 0 + · · · + e t−1 ) [q−(t−1)m 0 ] , e n , e n + e n−1 ,· · ·, e n +· · ·+e t+1 , (e n +· · ·+e t ) [ 
where vectors e i 's are defined in (11) . According to Section II-A, the polynomial S 1 is written as the matrix vector product S 1 = Ab, where A and b are given in (3) . In order to compute the Mastrovito matrix M corresponding to S 1 mod F(x), we reduce terms of
, which correspond the first q rows and the last m−q−1 rows (except for the zero row A 2m, * ) of A, respectively. Such reductions are expressed in terms of additions of matrices. We first define the following m × m matrices.
The ith row of R 1 corresponds to the coefficient of
. , x −q−1 (whose coefficients correspond to the first q rows of A) are reduced as in (8), as shown at the bottom of this page. The equations in (8) show that terms of S 1 of degrees in [−2q, −q − 1] (i.e., the first q rows of A) are reduced by adding
, the last m − q rows of A containing the zero row A 2m, * ) are performed by adding
to R 1 . Therefore, the Mastrovito matrix M corresponding to
Consequently, we get that
It is noticed that M 1 , as shown at the bottom of the next page, by definition (3). We define the following new vectors.
Then we get that
e 0 + e 1 + · · · + e n e 0 + e 1 + · · · + e n . . .
and 1 . . . e 0 + e 1 + · · · + e t−2 (e 0 + e 1 + · · · + e t−1 ) [q−(t−1)m 0 ] (e t + e t+1 + · · · + e n ) [tm 0 −q] e t+1 + e t+2 + · · · + e n . . .
. . e 0 + e 1 + · · · + e n−1 e 1 + e 2 + · · · + e n . . .
The above vectors e 0 , e 1 , · · · e n , M 1 b, and M 2 b coincide with those in [13, Section III-A], respectively (if q is replaced by k). Their complexities are given in [13, Section III-A and Table 1 ]. We summarize them in Table 1 . Here, W (i) denotes the Hamming weight of i. After computing M 1 b and M 2 b, the vector q 1 
is computed with 3m = 3nm 0 XOR gates and 2T X delays. Since (q−r), (p−q) ≤ m 0 by the definition of type P.0 pentanomial, we have that
of two vectors is implemented without any costs, and the computation of
) requires (p − r) XOR gates and T X delay. Example 1: To illustrate the proposed multiplication scheme for type P.0 pentanomial, we give a small example. We consider the finite field GF(2 15 ) generated by the irreducible type P.0 pentanomial F(x) = x 15 + x 11 + x 6 + x 3 + 1 with parameters n = 3, m 0 = 5, p = 11, q = 6, and r = 3. Then, we have that t := q m 0 = 2. We use the SPB {x −6 , x −5 , . . . , x 8 } to represent field elements of GF(2 15 ). Let two elements A = VOLUME 8, 2020 where A i = 4 j=0 a 5i+j x j and B i = 4 j=0 b 5i+j x j for 0 ≤ i ≤ 2. According to (1) and (2), the field multiplication C of the two elements A and B is equal to
Now, we explain the idea of the computation of S 1 mod F(x). (The computation of S 2 mod F(x) is dealt with in Example 2 of Section III-A.2.) Based on previous descriptions and (10), S 1 mod F(x) is equal to the sum of two vectors e 0 (e 0 + e 1 ) [1] (e 2 + e 3 ) [4] e 3     ,
(e 0 ) [3] e 3 (e 0 ) [3] (e 3 ) [4]     ,
Here, we have that
The computations of two vectors q 1 and q 2 are implemented as in the left part of Fig. 1 (a) . First, the four vectors e 0 , . . . , e 3 are computed. Their computations consist of two blocks:
(i) AND blocks: Perform matrix-vector bitwise multiplications A i,L b i and A i,H b i for 0 ≤ i ≤ 2. For instance, we compute that
(ii) BTX blocks: Add all the entries of the same row in matri-
and A 2,H b 2 using a binary XOR tree. The implementation of two blocks above is depicted in detail in Fig. 1 (b) . The computations of (i) and (ii) for e i 's require 75 AND gates, 56 XOR gates, and T A + 3T X delays. Next, the addition q 2 
is performed with 8 XOR gates and T X delay. Also, for the vector M 1 b, the summation (e 3 + e 2 ) + (e 1 + e 0 ) is computed with 15 XOR gates and 2T X delays. We note that the vector M 2 b can be obtained from the calculation process of (e 3 + e 2 ) + (e 1 + e 0 ) without any costs. 1 And then, the vector
is computed by adding 4 vectors, which requires 45 XOR gates and 2T X delays.
2) COMPUTATION OF S 2 mod F (x)
We consider the computation of (4), where λ = n/2 and
After computing the polynomials G i 's (i.e., G i 's) with the complexity given in Table 1 , the modular reduction G i mod F(x) is implemented for 1 ≤ i ≤ λ. The least exponent of indeterminate x of G i is (2λ − 2i + 1)m 0 − 2q. We note that
The modular reduction formula for G i mod F(x) depends on the parity of n.
We first consider the case where n is even. We will write G i mod F(x) as a sum of four polynomials:
where D (i) , D 
(a) For 1 ≤ i < n 2 − t 2 , we have that
Since p − q ≤ m 0 , the degree (n − 2i + 1)m 0 + p − 2q − 2 of D (i) p is less than nm 0 − q, and D (i) p does not need to be reduced any more. Also, D (i) is composed of a summation of non-overlapped parts, and so its computation is free. The summation of D (i) + D
(b) For i = n 2 − t 2 , we have two different reduction formulae. If t is odd and tm 0 − 1 ≤ q ≤ tm 0 , then the degrees of terms of
and so G i does not need to be reduced. In this case, we write
is split as in the case (a). The computation of the summation
The polynomials D (i) and D (i) ε do not need to be reduced any more since q − r ≤ m 0 . Also, D (i) is combined by nonoverlapped parts. The summation
Now, we can represent S 2 mod F(x) as
Then, the required number of XOR gates for the computation of S 2 mod F(x) in (12) equals to
3 q − (n − 2i + 1)m 0 + 3 if q = tm 0 and t : odd, 0 otherwise, which is reported in the first row of Table 2 . VOLUME 8, 2020 The case where n is odd is dealt with similarly. In this case, we write G i mod F(x) as
Here, D (i) , D (i) ε ,D (i) , and D ε are obtained without any costs if the polynomials G i 's are given. The results of the modular reductions G i mod F(x) for 1 ≤ i ≤ λ are summarized in Table 2 . We list the number of XOR gates for each modular reduction in the last column of Table 2 . We also report the number of XOR gates for the computation of S 2 mod F(x).
Example 2: Continuing from Example 1 of Section III-A.1, we consider the computations of
Since λ = n 2 = 1, we have that (4), where G 1 = E 0,1 + E 0,2 x 5 + E 1,2 x 10 . According to Table 2 , the modular reduction of S 2 = 11 j=−7 u
Here, the computation of (D (1) ε + D ε ) is free since D (1) ε and D ε are not overlapped.
In order to compute S 2 mod F(x), we first compute the polynomial G 1 = G 1 x −7 = 2 x 10 is given by
The computation of the matrix E G 1 costs 75 AND gates and T A delay. The coefficients of the polynomial G 1 are obtained by adding the entries of the same row in E G 1 using a binary XOR tree with 56 XOR gates and 3T X delays. It is noted that the computation of the polynomial G 1 consists of AND blocks and BTX blocks similar to that of e 0 , . . . , e 3 (see Fig 1) . Consequently, the total complexity for the polynomial G 1 (i.e., G 1 ) is 75 AND gates, 30+56=86 XOR gates and T A + 4T X delays, as in Table 1 . The computation of the summation S 2 mod F(x) = D (1)
3) OVERALL COMPLEXITY FOR FIELD MULTIPLICATION C
The computation of
is performed as in Fig. 1 (a) . The computation of the additions q 1 + [q 2 + (S 2 mod F(x))] requires 2m = 2nm 0 XOR gates. By adding 2nm 0 XOR gates and space complexities in Tables 1 and 2, we 
where j 1 , y 1 , and y 2 are defined in Tables 1 and 2 . Since l i=1 W (i) can be roughly written as l 2 log 2 l for a nonzero integer l ( [19] ), j 1 is roughly estimated as O(m log 2 n). Therefore, the number of XOR gates for the computation of the field multiplication can be written as
by omitting linear parts. It is noticed that
. Now, we consider the time complexity for C = q 1 + [q 2 + (S 2 mod F(x))]. According to Table 1 , q 1 is computed with T A + (2 + log 2 m 0 + log 2 (n + 1) )T X as seen in Fig. 1  (a) . In parallel with the computation of q 1 , we implement the computation of q 2 + (S 2 mod F(x)). In fact, we have that
by (12) and Table 2 , whereD := n−1 2 i=1D (i) . We note that
(i) can be obtained without any costs since it is combined by non-overlapped parts by Table 2 . Each computation of q 2 , D (i) , D (i) ε ,D, and D ε requires at most T A + (1 + log 2 m 0 )T X delays from Table 1 and Fig. 1 (a) . Thus, after T A + (1 + log 2 m 0 )T X delays, q 2 + (S 2 mod F(x)) is written as a summation of at most    1 + 4( n 2 ) = (2n + 1) terms if n : even, 1 + 4( n − 1 2 ) + 1 = (2n) terms if n : odd.
Here, when n is odd, t is even, and q ≤ tm 0 − 2, we use the fact that the computation of D q + D ( n−1 2 ) q is free since D q and VOLUME 8, 2020 are free. Therefore, in this case, q 2 + (S 2 mod F(x)) can be written as a summation of 2n terms, too. As a result, q 2 + (S 2 mod F(x)) can be computed within T A +(2+ log 2 m 0 + log 2 (n+1) )T X delays. Finally, the addition q 1 + [q 2 + (S 2 mod F(x))] is computed with T X delay. Consequently, the time complexity for the computation of C is T A + (3 + log 2 m 0 + log 2 (n + 1) )T X as shown in Fig. 1 (a) .
Example 3: After considering all results in Examples 1 and 2, we perform the computation of
We implement the computations of q 2 , D (1) , D (1) , and (D (1) ε +D ε ) for ε ∈ {r, q, p} in parallel with the delay T A +4T X (see Fig. 1 (a) or Examples 1 and 2). Next, the summation q 2 +(S 2 mod F(x)) = q 2 +D (1)
is computed with 15+4+4+4+4=31 XOR gates and 3T X delays. As shown in Fig. 1 (a) , the computations of q 1 and q 2 +(S 2 mod F(x)) are performed in parallel with the delay T A + 7T X . Finally, we compute the addition of q 1 and [q 2 + (S 2 mod F(x))] with 15 XOR gates and T X delay. As a result, the overall complexity for the field multiplication C is 75 + 75 = 150 AND gates, 56 + 8 + 15 + 45 + 86 + 31 + 15 = 256 XOR gates, T A + 8T X delays by combining the results of Examples 1 and 2. The described results accord with the complexity formulae shown in Tables 1, 2 and Section III-A.3.
B. MULTIPLIER FOR TYPE P.1 PENTANOMIALS
In this section, we propose a new multiplier for type P.1 pentanomials. Let GF(2 m ) be defined by an irreducible type
The field multiplication C = AB mod F(x) of two elements A and B in GF(2 m ) is equal to
by the multiplication scheme in Section II-B, where S 1 , S 2 , S 3 are defined in (5) . Fig. 3 depicts the architecture of the field multiplication C for a type P.1 pentanomial F(x). The architecture is similar to that for a type P.0 pentanomial, but it is needed to implement the computation of S 3 mod F(x). Here, we have that S 1 mod F(x) = q 1 + q 2 .
1) COMPUTATION OF S 1 mod F (x)
The polynomial S 1 can be given as the matrix-vector product Ab, where A is a 2nm 0 × nm 0 matrix and b is an nm 0 × 1 vector defined in , which correspond to the first q rows and the last m − q − 3 rows (except for the zero row A 2m−2, * ) of A, respectively, need to be reduced in order to compute the Mastrovito matrix M of S 1 mod F(x). To this end, we define the following m × nm 0 matrices.
(if p ≤ q + 2, let R 3 be the m × nm 0 zero matrix). In the same way as (9) , we get that the Mastrovito matrix M corresponding to S 1 mod F(x) is equal to
Thus we have that
We note that the two vectors M 1 b and M 2 b coincide with those in [13, Section IV-A], respectively (if q is replaced by k). If we define vectors e i 's as in (11), we have that [ 1] . . . e 0 + e 1 + · · · + e n−2 + e n−1 [↑ 1] + e n [ 1] e 0 + e 1 + e 2 + · · · · · · + e n−1 + e n [↑ 1] (e 1 + e 2 + · · · · · · + e n−1 + e n ) [1] 
,
. . e 0 + e 1 + · · · + e t−2 (e 0 + e 1 + · · · + e t−1 ) [q−(t−1)m 0 ] e t+2 + e t+2 + · · · + e n . . . 1] if q = tm 0 (e t + e t+1 + · · · + e n ) [tm 0 −q−1] e t+1 + e t+2 + · · · + e n if q < tm 0 .
The complexity for vectors e i 's is given in Table 1 . (We report that one more time in Table 3 for convenience's sake.) The complexity for the two vectors M 1 b and M 2 b is explicitly computed in [13, Table 2 ], which is summarized in Table 3 . After computing M 1 b and M 2 b, the vector q 1 
is computed with 3m = 3(nm 0 + 1) XOR gates and 2T X delays. Since (q − r), (p − q − 2) ≤ m 0 by the definition of type P.1 pentanomial, we have that
is implemented without any costs, and the computation of
requires at most (p − r − 2) XOR gates and T X delay.
2) COMPUTATION OF S 2 mod F (x) First, the polynomials G i 's are computed with the complexity in Table 1 , which is reported in Table 3 one more time. Next, the computation of (5) is implemented as in Section III-A.2. We only summarize results for such modular reductions and their space complexities in Table 4 according to the parity of n.
3) COMPUTATION OF S 3 mod F (x)
The coefficients f i 's of S 3 = 2nm 0 −2q i=nm 0 −2q f i x i are computed with the complexity in (7) . Next, the modular reduction
If p > q + 1, the last term
i=m−q f i x i−m+p needs to be reduced once more as follows.
(We note that the degree 2nm 0 − 2q − 2m + 2p of the last term is less than m − q since p − q ≤ m − p + 1 by the definition of type P.1 pentanomial.) Thus, the modular reduction 2nm 0 −2q i=nm 0 −2q f i x i mod F(x) needs 3(nm 0 − q) + 3(p−q−1) = (3nm 0 +3p−6q−3) XOR gates and at most 3T X delays. We report the total complexity for the computation of S 3 mod F(x) in Table 3 .
4) OVERALL COMPLEXITY FOR FIELD MULTIPLICATION C
is performed as in Fig. 3 . The summation q 1 + [q 2 + (S 2 mod F(x))+(S 3 mod F(x))] requires 3m = 3(nm 0 +1) XOR gates. By adding 3(nm 0 + 1) XOR gates and space complexities in Tables 3 and 4 , we obtain the space complexity for the field multiplication C = AB mod F(x): 
where j 3 , y 3 , and y 4 are defined in Tables 3 and 4 . The above number of XOR gates for the field multiplication can be roughly estimated as
by omitting the linear parts, where − 3 2 nq + 3tq − 3 2 t 2 m 0 ≤ − 3 2 nq + 3tq − 3 2 tq ≤ 0. Now, we consider the time complexity for C = q 1 + [q 2 + (S 2 mod F(x)) + (S 3 mod F(x))]. We first consider the delay for the computation of q 2 + (S 2 mod F(x)) + (S 3 mod F(x)). We have that
by Table 4 , whereD := n−1 2 i=1D (i) can be obtained without any costs since it is combined by non-overlapped parts by Table 4 . Each computation of q 2 , D (i) , D (i) ε ,D, and D ε requires at most T A +(1+ log 2 m 0 )T X delays (see Table 3 and Fig. 3 ). Since the delay for S 3 mod F(x) is at most T A + 4T X , we can write S 3 mod F(x) as a summation of l terms within
Therefore, after T A + (1 + log 2 m 0 )T X delays, q 2 + (S 2 mod F(x)) + (S 3 mod F(x)) is written as a summation of at most
Here, if n is odd, t is even, and q ≤ tm 0 − 3, we note that the
for ε ∈ {r, q, p} are free from Table 4 . As a result, q 2 + (S 2 mod F(x)) + (S 3 mod F(x)) can be computed with at most T A +(1+ log 2 m 0 + log 2 (2n+ l +1) )T X delays. In parallel with the computation of q 2 +(S 2 mod F(x)) + (S 3 mod F(x)), q 1 can be computed. Finally, C = q 1 + [q 2 + (S 2 mod F(x)) + (S 3 mod F(x))] is computed with T X delay. Consequently, the time complexity for the computation of C is T A + (2 + log 2 m 0 + log 2 (2n + l + 1) )T X as shown in Fig. 3 , where l is defined in (16) 
IV. COMPARISON
In Table 5 , we compare the proposed multipliers with known efficient bit-parallel multipliers for pentanomials. The complexities of the proposed multipliers for GF(2 m ) depend on the choices of a field defining irreducible pentanomial x m + x p + x q + x r + 1 and values n and m 0 such that m = nm 0 or m = nm 0 + 1. We can show that the lower bounds of their space complexities are O( 1 2 m 2 + m 3 2 ) circuit gates similar to the multipliers for trinomials in [13] . For example, in the case m = nm 0 , the total number of XOR and AND gates is NIST has recommended five fields GF(2 163 ), GF(2 233 ), GF(2 283 ), GF(2 409 ), and GF(2 571 ) for Elliptic Curve Digital Signature Algorithm applications. Among five fields, no irreducible trinomials exist for three field GF(2 163 ), GF(2 283 ), and GF(2 571 ). For such three fields, we list complexities of TABLE 6. Complexity comparison of multipliers for three fields GF (2 163 ), GF (2 283 ), and GF (2 571 ). multipliers in Table 6 for the purpose of a specific comparison. For each type of pentanomial defining those three fields, we report the multipliers which have the lowest space or time complexities. (There does not exist a type I pentanomial of degree 571.) In Table 6 , the notation (p, q, r, n, m 0 ) denotes that m = nm 0 + 1 and we use the multiplier proposed in Section III-B for the P.1 pentanomial x m + x p + x q + x r + 1. For a given m, we examine all possible values of p, q, r, n, and m 0 (i.e., m = nm 0 +1 and x m +x p +x q +x r +1 is an irreducible type P.1 pentanomial) and choose the values of p, q, r, n, m 0 such that they derive the lowest space or time complexities. For instance, when m = 163, (108, 107, 101, 6, 27) and (93, 92, 91, 9, 18) achieve the lowest time and space complexities, respectively. According to Table 6 , the proposed multiplier has the lowest space complexities. On the other hand, their time complexities match or cost a few more XOR gate delay than the best-known multipliers. For example, when m = 571, the multipliers in [6] and [11] for type C.1 pentanomial have the lowest time and space complexities, respectively. The proposed multiplier for GF(2 571 ) with the choice (302, 301, 281, 19, 30) for (p, q, r, n, m 0 ) has 2T X higher time complexity than the multiplier in [6] , but it has about 43.9% reduced space complexity. Our space complexity gain (about 43.9% reduced space complexity) is much greater than the time complexity loss (about 18.2% XOR gate delay increment). Compared to the multiplier in [11] , the proposed multiplier (302, 301, 281, 19, 30) has about 25.6% reduced space complexity, while having the same time complexity T A + 13T X . For the other fields GF(2 163 ) and GF(2 283 ), we get the similar results as shown in Table 6 .
To sum up, the proposed multiplier has roughly 40% reduced space complexity compared to the fastest multipliers, while it costs 2T X higher time complexity. It is noticed that our space complexity gain is much greater than the time complexity loss. Moreover, the proposed multiplier has about 21% reduced space complexity than the best-known space efficient multipliers, while having the same time complexity.
V. CONCLUSION
We have extended the multiplication schemes for trinomials in [13] based on an n-term KA into arbitrary polynomials. The extended schemes have been applied to special types of pentanomials which are named P.0 and P.1 pentanomials. We have evaluated the explicit complexities for the proposed multipliers and compared those with similar bit-parallel multipliers for pentanomials. The specific comparisons for three field GF(2 163 ), GF(2 283 ), and GF(2 571 ) show that the proposed multiplier achieves the lowest space complexity, while it has the same time complexity as the best-known space efficient multipliers and costs 2T X higher time complexity than the fastest multipliers. If one would like to take a space optimized multiplier, the proposed multiplier may be the best choice.
