We derive upper and lower bounds for the weighted path length P opt of optimum binary search trees. In particular, I/Iog3 H S Popt ~ 2 + H where H is the entropy of the frequency distribution. We also present an approximation algorithm which constructs nearly optimal trees.
A binary search tree T is a tree with n interior nodes ( nodes having two sons ), which we denote by circles, and n + I leaves, which we denote by squares. The interior nodes are labelled by the B. in increasing order from left to right and the leaves are 1 labelled by the intervals ( Bj, Bj+ I ) in increasing order from left to right. Let b be the distance of interior node B. from the l l root and let a~ be the distance of leaf ( Bj, Bj+ I ) from the root.
To retrieve a name X, b i + I comparisons are needed if X = B~ and < X < B . Therefore we define comparisons are required if B 3 j+1 the weighted path lenght of tree T as : P = n n ~ S i ( bi+1 ) + X e a.
j -=o ] ] i=I
It is equal to the expected number of comparisons needed to r etrieve a name.
The following two problems are among the most important in this area (E 5 ~). a! Prove good lower and upper bounds for the weighted hath length of optimum binary search trees, i.e. the trees with minimal weighted path length. Such bounds would provide us with a simple a-priori test for the performance of binary search trees. b) Design efficient algorithms for constructing optimal ( or nearly so ) binary search trees.
In this paper, we attempt to solve both problems.
II. U~ner Bounds
In this section, we will show that I + [ ~j + H --H = -[ S i log ~i -~ ej log ej is the entropy of the frequency distribution --is an upper bound on the weighted path length P of the optimum binary search tree. Furthermore this bound opt is best possible among the bounds of the form ci ~ Bi + c2 ~ ej + c3 " H. construct-tree ( i, j, cut, Z ) ; comment we assume that the actual parameters of any call of construct-tree satisfy the following conditions.
(1) i and j are integers with o ~ i < j ~ n, The approximation algorithm constructs a binary search tree whose weighted path length P is bounded above by approx
The algorithm can be implemented to work in O ( n log n ) units of time and O (n) units of space.
proof :
We state several simple facts.
Fact I :
If the actual parameters of a call construct-tree ( i, j, c u t , Z ) satisfy conditions (I) to (4) and i + I + j then a k satisfying conditions (5) to (7) exists and the actual parameters of the recursive calls of construct-tree iniated by this call again satisfy conditions (I) to (4). The recurrence relation ( { ) has a solution T (n) { 0 (n log n).
Fact 8 :
The approximation algorithm can be implemented to work in 0 ( n log n ) units of time and 0 ( n ) units of space, q. e. d.
Theorem I :
Let eo' BI' ~1'''''Bn ' ~n be any frequency_ distribution, let Popt be the weighted path length of the optimum binary search tree for this distribution, let P be the weighted path length approx 
E.N. G i l b e r t and E.F. M o o r e ( I ) p r o v e d this t h e o r e m in the s p e c i a l case that all i n t e r n a l nodes have w e i g h t zero ( i . e . B . = o for all i ). Their proof s u g g e s t the a p p r o x i m a t i o n l a l g o r i t h m w h i c h we p r e s e n t e d above. O t h e r " rules of thumb " are d i s c u s s e d in ~, 8] ; we prove in ~7 ]
that the s t r a t e g y " c h o o s e the root so as to e q u a l i z e the total w e i g h t s of the left and r i g h t In the case that all i n t e r n a l nodes have w e i g h t o an a l g o r i t h m and A.C. T u c k e r ~3~ finds the o p t i m u m b i n a r y s e a r c h due to T.C. Hu tree in 0 ( n log n ) u n i t s of tame and o (n) units of space. In the g e n e r a l case, D.E. K n u t h shows h o w to find the o p t i m u m tree in 0 ( n 2 ) units of time and 0 ( n 2 ) units of space FSq .
III, L o w e r B o u n d s :
We turn now to lower hounds. A g a i n we will e x h i b i t b o u n d s w h i c h are best possible. Upper and lower bounds differ only by a constant factor; thus they d e f i n e a n a r r o w interval c o n t a i n i n g the All bounds are best possible. Furthermore, we exhibited an approximation algorithm which constructs trees, whose path legth lies in the intervals stated above, and which can be implemented to work in 0 ( n log ) units of time and 0 ( n ) units of space.
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