Given σ a triangulation of bordered surface with marked points and punctures (S, M ), we associate an ice quiver with potential (Q σ , W σ , F ) and define the corresponding Jacobian algebra Γ σ . We show that the boundary algebra B(σ) of Γ σ depends only on the surface (S, M ).
Introduction
Let σ be a triangulation of a bordered surface with marked points (S, M ) without puncture. Cluster algebras A(σ) associated to the quiver Q σ were defined in [6] , [12] and their quivers with potentials (Q σ , W σ ) in [2] , [16] . The Jacobian algebras J(Q σ , W σ ) were introduced in [11] , [16] . The cluster category C σ = C (Qσ,Wσ) associated to (Q σ , W σ ) is defined in [1] as the quotient of triangulated categories PerΓ/D b Γ, where Γ = Λ (Qσ,Wσ) is the corresponding Ginzburg dg-algebra [13] associated to J(Q σ , W σ ), PerΓ is the thick subcategory of DΓ generated by Γ and D b Γ is the full subcategory of DΓ of the dg-modules whose homology is of finite total dimension.
For each bordered surface with marked points and punctures (S, M ), let F be the set of all boundary arcs delimited by marked points. The elements of F are called frozen vertices. Let e = i∈F e i be the sum of all primitives idempotents corresponding to the frozen vertices. We define the quotient algebra P(σ) = Γ σ / e , where Γ σ = J(Q σ , W σ , F ). The algebra P(σ) is jacobi-finite if e = 0. Let G(P(σ) be the corresponding Ginzburg dg-algebra and denoted B(σ) the boundary algebra of Γ σ .
Let (R, m) be a Gorenstein local ring, that is a commutative Noetherian local ring with finite injective dimension as an R-module. A finite R-module M is Cohen-Macaulay if Ext i A (M, R) = 0, for all i > 0. The stable category CM(B(σ)) of Cohen-Macaulay modules over B(σ) was studied by Demonet and Luo in the case of the (n + 3)-gon without and with one puncture (P n+3,p ), for p ∈ {0, 1}. It is shown in [10] , [9] that B(σ) is Gorenstein and is independent of the choice of the triangulation σ of (P n+3,p ), for p ∈ {0, 1}. We have the following result Theorem 0.1. [10] [14] [9] [4] Let σ be a triangulation associated to (S, M ). If (S, M ) = (P n+3,p ), for p ∈ {0, 1}, then there is a triangle equivalence C(G(P(σ))) ∼ = CM(B(σ)) (1) between the cluster category in type A n−3 (respectively in type D n+3 ) and the stable category of B(σ)-modules of Cohen-Macaulay [3] , [8] , [17] , [18] .
It was shown by Keller-Yang in [15] and Labardini-Fragoso in [16] that for any bordered surface with marked points, the cluster category C σ = C(G(P(σ))) depends only of the surface (S, M ), that is C σ = C (S,M ) .
Our main result is the following theorem Theorem 0.2. Let σ be a triangulation associated to (S, M ). The boundary algebra B(σ) of the frozen Jacobian algebra Γ σ associated to (S, M ) is independent of the choice of σ, up to isomorphism.
In the first section of this paper, we recall some background about quiver with potential and their mutations. We show our main result in the second section and in the last section we compute some examples of B(σ) in the cases of disk, annulus and torus.
Quiver with potential and mutations
Let Q = (Q 0 , Q 1 , s, t) be a finite connected quiver without loops, with set of vertices Q 0 = {1, 2, ..., n} and set of arrows Q 1 and s, t the functions that map each arrow α to its starting s(α) and ending vertex t(α). We denote by KQ i the K-vector space with basis Q i consisting of paths of length i in Q, by KQ i,cycl the subspace of KQ i spanned by all cycles in KQ i and by K Q = i≥0 KQ i the complete path algebra of the path algebra K Q = i≥0 KQ i . An element W in i≥1 KQ i,cycl is called potential. Two potentials W and W are called cyclically equivalent if the difference W − W is in the closure of the space generated by all differences a 1 ...a n−1 a n − a 2 ...a n a 1 . A quiver with potential is a pair (Q, W ) consisting of a quiver Q without loops and a potential which does not have two cyclically equivalent terms. For each arrows α ∈ Q 1 , the cyclic derivative ∂ α is the continuous K-linear map l≥1 KQ i,cycl G G K Q acting on the cycles by
The potential encodes relations on Q. We denoted J (W ) = ∂ a W | a ∈ Q 1 the closure of the bilateral ideal ∂ a W generated by this relations.
An ice quiver with potential is a triple (Q, W, F ), where (Q, W ) is a quiver with potential and F is a subset of Q 0 . The elements of F are called frozen vertices. The frozen Jacobian algebra Γ is the quotient
is the ideal of K Q . Let k ∈ Q 0 . Asume that the quiver Q does not have to 2-cycles at k and no cyclic path occurring in the expansion of W starts and ends at k. Let m be the ideal generated by the arrows of Q. A quiver with potential is called reduced if ∂ α W is contained in m 2 for all arrow α ∈ Q.
The mutation of a quiver with potential (Q, W ) at k is the new reduced quiver with potential (Q, W ) = (Q red ,W red ) defined as follows. For technical reason, A bordered surface with marked points is an object (S, M ) that is none of a sphere with 1, a monogon with 0 or 1 puncture; or a digon or triangle without punctures. Up to homeomorphism, (S, M ) is defined by the genus g of S, the number b of boundary components, the number c of marked points on the boundary and the number p of punctures. Examples of a disk with b = 1, c = 4 and p = 2, anulus with b = 2, c = 5 and p = 1 and tore with g = 1, b = 1 and c = 1 are given in Figure 2 . (2) except for δ(0) and δ(1), δ is disjoint from M and from ∂S;
Arcs and triangulations
(3) δ does not cross itself, except that its endpoints may coincide;
(4) δ does not cut out an unpunctured monogon or an unpunctured digon The set of all simple arcs is denoted by A • (S, M ). Each arc y ∈ A • (S, M ) is considered up to isotopy inside the class of such curves. The isotopy class of y is denoted by I(y). The figure 3 showed different types of simple arcs in (S, M ) in the right and curves no arcs in the left. 3. If I(y) = I(p) and y and p share an endpoint a, then the ends of γ and ρ connecting to a must be tagged in the same way.
Otherwise, γ and ρ are called incompatible. 
Ice quivers with potential associated to (S, M)
Let σ be a triangulation of (S, M ) and 1 ≤ i ≤ | M ∩ ∂S |. We number by P i , with respect to anti-clockwise orientation, the marked points lying on one boundary component of ∂S. For any 2 ≤ i ≤ | M ∩ ∂ S |, we index by i the section of boundary (P i−1 , P i ) and by 1 the section (P |M ∩∂S| , P 1 ). We assume that S has one boundary component. Otherwise, we number the another component as above. We call external edges i = (P i−1 , P i ) and internal edges the tagged arcs γ ∈ σ. We associate to σ the quiver with potential (Q σ , W σ ) as in [16] [10]
1. The set of vertices (Q σ ) 0 = {i} {γ ∈ σ};
2. If two edges i and j are sides of a common triangle ∆ of σ, there exist an inter-
i is a predecessor of j with respect to anti-clockwise orientation centered at the joint vertex.
We will consider below two type of cycles ∆ i and ∆ p k . A minimal cycle of Q σ is a cycle in which no arrow appears more than once, and which encloses a part of the plane whose interior is connected and doesn't contain any arrow of Q σ . For example, in Figure 6 v 3 u 2 a 2 and u 2 v 2 y 2 are minimal cycles and in Figure 7 v 1 u 4 u 4 a 4 a 1 a 2 a 3 a 4 and
1. ∆ i is a clockwise cyclic triangle consisting of three internal arrows inside of a triangle of σ or (in the case of one-punctured digon) around one puncture;
2. ∆ p k is a anti-clockwise orientation cycle, joining tagged arcs incident to one puncture.
be the set of all external edges.
Definition 2.5. The ice quiver with potential (Q σ , W σ , F ) associated to the triangulation σ of (S, M ) is defined as follows.
For every marked point P i with at least one incident γ ∈ σ, there is an external
The set of arrows of (Q σ ) is given by
3. The potential is W σ = W σ − ∆ P i , where ∆ P i are anti-clockwise orientation cycles called big cycles, formed around each marked points P i .
The frozen Jacobian algebra is defined by
Remark 2.6. We can admit there exist an external arrow Y i around each marked point P i laying on ∂ S . In this case, the jacobian ideal corresponding is
Each of these two definitions of J (W σ , F ) will be used if necessarily. The corresponding two frozen Jacobian algebra are isomorphic, see [10] , [9] .
Example 2.7. Let Q σ be the quiver associated to the heptagon without puncture (P 7,0 ) in the figure 6 with potential W σ = Σ 6 i=2 v i+1 u i a i − Σ 7 i=2 u i v i y i − a 2 · · · a 6 y 1 , with v 2 = e 1 and u 7 = e 7 , and set of frozen vertices F = {1, 2, 3, 4, 5, 6, 7}. Then the Jacobian ideal is
Example 2.8. Consider Q σ be a quiver associated to the square with one puncture (P 4,1 ) in the figure 7 
and set of frozen vertices F = {1, 2, 3, 4}. Then the Jacobian ideal is Figure 6 : Quiver Q σ associated to (P 7,0 ). Let e = i∈F e i be the sum of all primitives idempotents corresponding to the frozen vertices in F . Defined the boundary algebra B(σ) = eΓ σ e and the quotient P(σ) = Γ σ / e . We have the recollement [7] mod P(σ)
where P(σ) is Jacobi-finite if e = 0. Let G(P(σ) the corresponding Ginzburg dg-algebra. Proof. Any two triangulations are obtained by sequence of mutations. So it is sufficient to show B(σ) = B(σ ), where σ = µ k (σ). Therefor fix σ, arc k and consider mutation at k, see Figure 8 . Let x 1 , x 3 the paths connecting the anti-clockwise orientated cycles around the marked points P 1 and P 3 , respectively as shown in Figure 8 . Let W σ\{k} be the potentials defined by cycles in which no arrow starts or ends at k and W σ,k the potential defined by all cycles which arrow starts or ends at k. Consider the path algebra A = (1 − e k )kQ σ (1 − e k ), whose quiver is defined by
where the new arrows x 1 , x 2 , x 3 , and x 4 correspond bijectively to the path 
and consider the path algebra A = (1 − e k )kQ σ (1 − e k ), whose quiver is defined by
The arrows
The term ∂ β * ∆ k induces in A the new relations (e) : x * 1 x * 4 = x * 2 x * 3 and (e ) :
A bijective identification of the arrows x i∈{1,3} , x i∈{2,4} in A by the new arrows x * i∈{1,3} , x * i∈{2,4} in A and arrows x i∈{1,3} , x i∈{2,4} by the arrows x * i∈{1,3} , x * i∈{2,4} gives an isomorphism of quiver algebras ϕ :
It is easy to see that ϕ 3 Application 3.1 Case of (n+3)-gon with p-punctures.
Let K be an algebraically closed field and G a finite group such that the characteristic of K does not divide the cardinality of G.
If A is a K-algebra and if G acts on the right of A, the skew group algebra of A under this action denoted A * G is defined as the left free A-module with base is all elements of G
and whose multiplication is linearly generated by (ag)(a g ) = ag(a )gg For example, the finite cyclic group of order n + 3 ∈ N
act on C[x, y] as
Proposition 3.1. The boundary algebra B(σ) of the Jacobian algebra Γ σ associated to the triangulation σ of (n + 3)-gone without puncture is isomorphic to the skew group algebra of Z n+3 on the Klein singularity S n = K[[x, y]]/x 2 = y n+1 of type A n .
• y 1 
corresponding to the vertices inÃ n+2 . This action induces the preprojective algebra 
· · · a n+2 y 1 a 2 · · · a i−1 . We have x i y i = y i+1 x i+1 , for any 1 ≤ i ≤ n + 3. Moreover,
= (u i+1 a i+1 )a i+2 · · · a n+2 y 1 a 2 · · · a i−2 (a i−1 v i )
= y i+2 (u i+2 a i+2 ) · · · a n+2 y 1 a 2 · · · (a i−2 v i−1 )y i−1
and
Then, e(B/ ∼)e = {e , xy m , y m+1 }, for any i ∈ F and m ∈ N, shut that xy = yx and x 2 = y n+1 . Consider the ideal I = x 2 − y n+1 and the K-linear morphism ϕ : Proof. We use the triangulation σ = {d i,• = (P i , P • ) | 1 ≤ i ≤ n + 3} of (P n+3,1 ) as showed in Figure 7 , consisting to connect each marked point P i on ∂S to the puncture p • . The quiver of B(σ) correspond to that of Π(Ã n+2 ). The potential
gives ua = yu, av = vy and vu = a n+2 . The two first relations give xy = yx. Moreover,
= xy n+2 (18) and
Then, one base of B(σ) is {e , xy m , y m+1 }, for any i ∈ F and m ∈ N shut that xy = yx and x 2 = xy n+2 . By the same argument as before, we obtained
Finally, the transformation
y i+k ) and y i G G y i gives the trans- y] ]/x 2 = x p y n+1+p and p ∈ N. Let σ be a triangulation of (P n+3,p ) defined as in Figure 10 and Γ p σ the corresponding Jacobian algebra, where σ and σ are two triangulations associated to the polygons (P 4,1 ) and (P n+1,p−1 ) defined by the vertices P 1 , P n+1 , P n+2 , P n+3 and P 1 , P 2 , ..., P n+1 , respectively. By construction, we have x i y i = x i+1 y i+1 , for all 1 ≤ i ≤ n + 3. Proof. The cases p = 0 and p = 1 are verified. Assume the recurrence hypothesis on p is true for the rank (p − 1). Let (−) i be the variables corresponding to the paths u i v i · · · w i and (P n+3,p ). Defined (−) n+1,p−1
and (−) [j ] 4,1 those of (P n+1,p−1 ) and (P 4,1 ), respectively. For any i = {1, n + 1}, we have (−) 4,1
[i] = (−) i in (P 4,1 ) and (−) n+1,p−1 In (P n+1,p−1 ), the recurrence hypothesis gives, for any 1 ≤ i ≤ n + 1,
For i = {n + 1, n + 2, n + 3, 1, 2}: 
The equations (21) and (23) and commutativity in B p (σ) give
x (i+1−k) . x n ) verified (21). But, x 4,1 n+1 . p−1 k=1 x [n+2−k] = p−1 k=1 x (n+2−k) . Then (24) is satisfied. We also verified the others situations. The case i = n + 3 is trivial, the case i = 1 is symmetric to i = n + 1 and the case i = 2 to i = n + 2. 
Examples of annulus

