Cayley rational forms for rotations are given as explicit matrix polynomials for any quantized spin j. The results are compared to the Curtright-Fairlie-Zachos matrix polynomials for rotations represented as exponentials.
where the angle-dependent coefficients of the various spin matrix powers are explicitly given by
k (θ) = sin k (θ/2) (cos (θ/2)) ǫ(j,k) Trunc
Here, ⌊· · · ⌋ is the integer-valued floor function while ǫ (j, k) is a binary-valued function of 2j − k that distinguishes even and odd integers: ǫ (j, k) = 0 for even 2j − k, and ǫ (j, k) = 1 for odd 2j − k. More importantly, Trunc n [f (x)] is the nth-order Taylor polynomial truncation for any f (x) admitting a power series representation:
To emulate the CFZ formula, I now construct Cayley transforms [8, 9] of elements in the su (2) algebra as spin matrix polynomials.
At first glance the Cayley transform for any spin representation would seem to follow immediately from the CFZ result just by changing variables from θ to a function of the angle, α (θ). For any given numerical value ofn · J this would be so, of course, but it is not obviously so for matrix-valuedn · J. In fact, it turns out that the matrix produced by the Cayley transform of an su (2) generator reduces to a spin matrix polynomial that has a simpler form than the CFZ result (1) for the exponential of that generator.
For a finite dimensional, unitary, irreducible representation of SU (2), all the underlying spin matrices iS ≡ 2in · J are anti-hermitian, and for spin j satisfy the Cayley-Hamilton theorem [8, 10] appropriate for (2j + 1) × (2j + 1) matrices. Consequently the Cayley rational form of a unitary SU (2) group element for spin j can be reduced to a spin matrix polynomial [11] :
where α is a real parameter, and where the coefficients A
[j]
k (α) are to be determined as functions of α. The challenge here is to rewrite the geometric series 1/ (1 − 2iαn · J) for spin j as a polynomial inn · J . Thus define
Then clearly A
k≥1 . The coefficients in the latter expansion follow directly from the methods in [1, 7] . The results are succinctly given by
where the truncation is in powers of α, and where the determinant for spin j is
These results are readily checked for small values of j upon using explicit matrices, sayn · J = J 3 . Indeed, this is how (6) was first deduced. Subsequently, after the first version of this paper was posted on the arXiv, a detailed proof of (6) was given in [12] . But, as it turns out, after the previous version of this paper was posted, I learned that (5) and (6) Still, some comments are in order. Firstly, note that for either bosonic (integer) or fermionic (semi-integer) spins, only even powers of α with positive coefficients are produced by the determinant factors in (6) . Consequently the A k (α) coefficients have no singularities for real α. Secondly, the determinants in (6) are essentially generating functions of the central factorial numbers t (m, n) (see [16] ), a fact already exploited in [1, 7] . For example, for integer j,
with the full determinant obtained for k = 0. Thirdly, as j → ∞ for any fixed k the truncation in (6) is lifted -albeit not without some subtleties [17] -to obtain, for small α, lim j→∞ B
k (α) ∼ α k . Nevertheless, in contrast to the periodicized θ-monomials found in [1] , the large j behavior here does not make the periodicity of rotations manifest. To exhibit periodicity even for finite values of j, θ must be expressed, on a case-by-case basis, as cyclometric functions of α, and then the branch structure of those cyclometric functions must be invoked.
Finally, the Hille-Yosida theorem from resolvent theory provides a one-to-one relation between (2) and (6). That is, for any hermitian N × N matrix, a Laplace transform gives
So for linearly independent powers M k , 0 ≤ k < N , as is the case for spin matrices, the matrix polynomial expansion coefficients are related order-by-order.
(10) This provides yet another route to prove the CFZ result (1) starting from the known coefficients for the resolvent (see [12] ). For example, for spin j = 1/2,
where I = 1 0 0 1 and the Pauli matrix is σ 3 = 1 0 0 −1 , as usual.
[13] M X He and P E Ricci, "On Taylor [17] The subtleties involved in the limit of large j are discussed more fully in [12] where the precise meaning of lim j→∞ B
k (α) ∼ α k is explained in detail, and where exact lim j→∞ B
k (α) results are obtained for both integer and semi-integer j.
