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Introduction
A Riemannian manifold with density (M, g, ψ) is a Riemannian manifold
(M, g) with a function ψ : M → R where the volume of an immersed submani-
fold M in M (ι : M →M) of dimension k is given by:
V kψ (M) :=
∫
M
eψdvkg , (1)
where dvkg is the Riemannian volume element of (M, g), with g ≡ ι?g the induced
metric over M by the immersion ι. This functional is called ψ-k-volume. The
research around this type of manifolds has considerably increased in the past
decade, focusing on different questions as the isoperimetric problems ([49, 11]),
minimal submanifolds associated to a density, the natural generalization of the
Riemannian geometrical objects to the geometry with density, as the Ricci’s
tensor and others, and the research of the intrinsic geometry corresponding to
the new definitions ([43, 45]). Its relation with the probability field and diverse
applications in Physics has enforced this development.
The work exposed in this manuscript is framed in the context of Riemannian
manifolds with density.
A problem of huge relevance due to its multiple applications is the com-
prehension of the deformation of an immersed hypersurface M0 in a Riemannian
manifold (M, g) guided by its mean curvature vector, that is:
∂F
∂t
=
−→
H = HN, (2)
giving rise to a family of immersed hypersurfaces {Mt} which are called the
mean curvature flow of M0 (MCF or FCM in spanish). The problem dealing
with the particular case in which the manifold M is a surface is called the
curve shortening problem (CSP or PAC in spanish). A fundamental issue that
motivates the interest in this geometric deformation relies on the fact that (2)
corresponds to the gradient flow associated with the n-volume functional over
the set of immersed hypersurfaces in a (n+1)-dimensional Riemannian manifold
(M, g).
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The understanding of the mean curvature flow presents a big amount of
applications in Physics (as proves the fact that the first work on mean curvature
flow appeared in the Journal of Applied Physics [44]) and in image processing
([16]).
The study of geometric flows tackles different sides:
1) the possibility that the flow develops a singularity in finite time and
the classification of the diverse singularities that can occur;
2) in case of existing solutions without any type of singularity along their
evolution, an asymptotic study about them will become necessary;
3) finally, it will be also required the characterization of sets of immersed
hypersurfaces that present the same dynamic evolution throughout the flow,
which means that they present the same type of singularity along the evolution
or that they do not present any type of singularity through the flow and that
have the same asymptotic form.
In the past thirty five years a wide progress has taken place in every type
of question about (2). In the particular case of the curve shortening problem,
an almost complete understanding of it was attained in the 80’s and that was
mainly done by Gage, Grayson and Hamilton ([25, 26, 24, 28, 29, 27]). One of
the theorems that recapitulate all the work they developed, presented in [29],
is the following:
Theorem 1. ([29]) Let M be a smooth Riemannian surface which is convex
at infinity. Let C(0) : S1 → M be a smooth curve, embedded in M . Then
C(t) : S1 →M exists for t ∈ [0, t∞), with t∞ the maximal existence time of the
flow, satisfying
∂C
∂t
= kN, (3)
where k is the curvature of C and N is its unit normal vector. If t∞ is finite,
then C converges to a point. If t∞ is infinite, then the curvature of C converges
to zero in the C∞ norm.
Previously, Gage in [25] demonstrated that in the Euclidean plane R2 the
isoperimetric ratio L2/A of the evolving curves decreases through the flow,
reaching to prove, in [26], that in the case these curves collapsed to a point such
isoperimetric ratio reached the lower bound 4pi and showed that the point was
a round point. This statement settled the mean curvature flow in the spotlight
as a possible tool to obtain an answer to many isoperimetric problems.
On the other hand, Grayson took advantage of the flow in [29] to address a
prove for the next result:
Theorem 2. (Corollary 0.2 of [29]) A 2-sphere with a smooth Rieman-
nian metric has at least three simple closed geodesics.
xv
Through this Theorem, it becomes clear that once the curve shortening
problem was fully understood, it turned into a powerful tool to test the existence
for closed geodesics in a surface.
The comprehension about the mean curvature flow, when the manifold M
has a dimension equal or greater than 3, follows a different way. This is mainly
motivated by the techniques employed that, in the case of curves, are strongly
dependent of the dimension and they are not extrapolable to other dimensions.
Anyway, there has been published a great amount of works performed in this
field ([32, 33, 34, 2, 51], etcetera) that, nowadays, allows to reach a wide un-
derstanding of the problem.
Gromov in [30] studied Riemannian manifolds with densities as “mm-spaces”,
and mentioned the natural generalization of mean curvature in such spaces ob-
tained as the gradient of the ψ-volume functional. According to [30, 43, 49, 41,
42] it is denoted by Hψ and given (when ∇ψ has sense) by
Hψ = H −
〈∇ψ,N〉 , (4)
with N as the inner normal. Hψ is called ψ-mean curvature.
The hypersurfaces with Hψ = 0 receive the name ψ-minimal. In the par-
ticular case of the Euclidean space Rn+1 with the Gaussian density ψ(x) =
−1
2
nµ2|x|2, µ > 0, the hypersurfaces with Hψ = 0 appear as self-similar sh-
rinker solutions of the MCF. Moreover, an important set of singularities of the
MCF, called type I singularities, verify the ecuation Hψ = 0. This is the mo-
tivation for an increasing number of works related to the classification of this
type of hypersurfaces ([1, 9, 38, 37, 23, 13], etcetera). This type of hypersurfaces
receive the name shrinker.
Owing to the increasing interest for the Riemannian manifolds with density
is then logic to set up the study for the analogous flow of the mean curvature
flow in this context, that is, a mean curvature flow goberned by Hψ instead of
H. We shall call this flow:
∂F
∂t
=
−→
Hψ = HψN = (H −
〈∇ψ,N〉)N, (5)
the mean curvature flow associated to a density ψ (ψMCF or FCMψ in spanish).
In the particular case where the dimension of the manifold M is 2, we shall call
this the curve shortening problem associated to a density ψ (ψCSP or PACψ
in spanish). We shall notice that in the particular case where the density is
constant, then we recover the flow (2).
Previous works in this field have been presented by O. Schnu¨rer and K.
Smoczyk in [50] and A. Borisenko and V. Miquel in [12], although in the first
of them we do not find any explicit reference to the term density. Both works
were developed in Euclidean space Rn+1 with a defined radial density. A radial
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density is the one given by a function ψ which depends only on the distance
r = |x| to the origen.
In the first place, Schnu¨rer and Smoczyk studied, in the Euclidean space
Rn+1 with radial density ψ, the evolution of a compact hypersurface evolving
throughout the flow (5) and they considered as initial condition a hypersurface
with the property of being, what they named, strengthened starshapedness.
Thereby, they proved that, under this situation, such property was preserved
through the flow and the solution exists for all time t ∈ [0,∞). Later on,
they adressed the study of its asymptotic behaviour proving that the family of
hypersurfaces subconverges to an atractive ψ-minimal sphere in the C∞ norm.
Otherwise, Borisenko and Miquel studied, in the Euclidean space Rn+1 with
Gaussian and anti-Gaussian density, the evolution of compact convex hypersur-
faces throughout the flow (5). Let us notice again that the Gaussian density
corresponds to ψ(x) = −1
2
nµ2|x|2 and, in the same way, the anti-Gaussian
density to ψ(x) =
1
2
nµ2|x|2 (in both cases µ > 0).
In the first chapter of this manuscript we shall introduce the concepts that
are necessary to understand the mathematical context that comprises the deve-
loped work: geometry with density (section 1.3), the evolution formulae corres-
ponding to the geometric flow (section 1.4), the mean curvature flow associated
to a density (section 1.5), etc. An important remark to understand the geo-
metry of a Riemannian manifold with density is the explicit knowledge of the
equivalence between the geometry of (M, g, ψ) and that of the warped product
M ×eψ/m Q, where Q is a m-dimensional Riemannian manifold. We describe
it (in complete detail for the first time in the literature, as far as we know) in
section 1.3.1. Besides all this, in this chapter, we have included some original
results from our own work.
We shall employ the type barrier arguments in the ψMCF as a tool to study
the ψ-minimal hypersurfaces in the Euclidean space Rn+1. These arguments are
based on: given two hypersurfaces without intersect with each other then, their
solutions through the ψMCF (5) do not touch while both solutions exist.
Then, we start with our first family of manifolds with density that we try
to understand. They are the Euclidean space Rn+1 with a radial density. Let
us recall that a radial density is the one given by a function ψ which depends
only on the distance r = |x| to the origen. A key observation is that the density
− ln rn plays a special role in the behaviour of the other radial densities ψ. This
behaviour depends of the crossings between the graphics of their derivatives ψ′
and the graphic of −n/r (see figure 1.1 and 1.2 in section 1.5.1). First we use
this special role, together with barrier arguments in the ψMCF, to study the
ψ-minimal hypersurfaces in Rn+1 with this density and we obtain in section
1.5.1:
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Proposition 3. Let Rn+1 be the Euclidean space with a radial density ψ.
Let us denote by rmax (respectively rmin) the maximal (respectively minimal)
distance from any point of a closed hypersurface Σ to the origin. Let us suppose
that
(a) ψ is smooth, and
(b) the graphs of ψ′ and −n
r
intersect transversally in a discrete family of
points r1 < r2 < ....
Then
i A hypersurface Σ satisfying r2k ≤ rmax ≤ r2k+1, is ψ-minimal if and only
if it is one of the spheres r = r2k or r = r2k+1. In particular, there is no
closed ψ-minimal hypersurface inside the sphere r = r1.
ii The unique closed ψ-minimal hypersurfaces Σ with r2k+1 ≤ rmin ≤ r2k+2
are the spheres r = r2k+1 and r = r2k+2 .
iii If the number of zeros of ψ′+
n
r
is even and rk is the last one, the unique
closed ψ-minimal hypersurface Σ with rmax ≥ rk is the sphere r = rk.
iv If the number of zeros of ψ′ +
n
r
is odd and rk is the last one, the unique
closed ψ-minimal hypersurface Σ with rmin ≥ rk is the sphere r = rk.
v When n = 1, a ψ-minimal simple closed curve needs to be starshaped
respect to the origin.
If we change the hypothesis (a) by (a’) ψ is smooth only on R2 − {0},
l´ımt→0 ψ′(t) = −∞ and Σ is contained in Rn+1 − {0}:
i’ If ψ′(r) > −n
r
for r < r1, the same situations than under the hypothesis
(a) are repeated.
ii’ If ψ′(r) < −n
r
for r < r1, we have again the same situations than in case
ψ smooth, but interchanging the roles of rmax and rmin.
iii’ Case v in the smooth situation holds with no change.
This proposition is contained in [41].
In the second chapter we will study the ψCSP when the density ψ is smooth
along the subset of the manifold M where the curves evolve.
Our present work, together with Angenent and Oaks’ contributions ([6, 8,
46]), generalized the results from Gage, Grayson and Hamilton for the CSP.
Now we present the results of Angenent and Oaks:
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Theorem 4. ([6, 8, 46]) Let (M, g, ψ) be an orientable 2-Riemannian
manifold with smooth density and let γ0 : S1 →M be a simple C2-curve. Then
the solution γ : S1 × [0, T ) → M to ψCSP (5) such that γ(·, 0) = γ0 either
shrinks to a point on M in finite time or exists for infinite time.
For the CSP, Grayson in [29] demonstrated that in those cases where the
solution of the CSP exists for all time, the geodesic curvature k → 0 in the C∞
norm. On the other hand, Gage almost simultaneously in [27] demonstrated that
in the case where the solution exists for all time the family of curves subconver-
ges to a limit geodesic. These very results are the ones that we will generalize
for the geometry with density, giving special attention to the subconvergence
result due to its applications.
Theorem 5. Let (M, g, ψ) be an orientable 2-Riemannian manifold with
density, whose isoperimetric profile I is a well defined continuous function
which satisfies lima→a0I(a) = 0 implies a0 = 0, and let γ0 : S1 → M be
an embedded curve. Let γ : S1× [0, T )→M be a solution of the ψCSP (5) with
initial condition γ0.
If this solution exists for every t ∈ [0,∞) and γ(S1, t) is contained in a fixed
compact domain U where the density ψ is smooth, then there is a reparame-
trization γ˜(·, t) of γ(·, t) such that there is a sequence {γ˜(·, tk)}k∈N, tk → ∞,
which Cm-converges to a closed ψ-minimal curve of M for every m ∈ N.
This result, together with the work developed by Xi-Ping Zhu in [53], fullfills
the study for the ψCSP in the case with smooth ψ.
Theorem 6. ([6, 8, 46, 53]) Let (M, g, ψ) be an orientable 2-Riemannian
manifold with smooth density and let γ0 : S1 → M be an embedded curve. Let
γ : S1 × [0, T ) → M be a solution of the ψCSP (5) with initial condition γ0.
If the maximal time is T <∞ the curve shrinks to a round point on M in the
C∞ norm.
The Theorem 5, besides the interest by itself, it is postulated as a possible
tool to prove the existence of ψ-minimal curves in a 2-dimensional Riemannian
manifolds with density. Anyway, in the present work we have focused in its
understanding not in its applications.
Once the Theorem 5 is demonstrated (section 2.5), we will apply it to the
particular case of the Euclidean plane with a radial density, that is to say, a
density that only depends on the distance r = |x| to the origen (in the section
2.6). We shall obtain:
Theorem 7. Let R2 be the Euclidean plane with a radial density ψ such
that the graphs of ψ′ and −1
r
intersect transversally in a discrete number of
points r1 < r2 < ..., let γ0 be a simple closed curve which bounds a domain Ω0.
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Let rmax and rmin be, respectively, the maximal and minimal distance from γ0
to the origin. Let us suppose that either the sequence of zeros rn goes to ∞, or
the curve γ0 is contained in the disk centered at the origin whose radius is the
biggest zero of ψ′ +
1
r
, or ψ′ +
1
r
> 0 after the biggest zero of ψ′ +
1
r
.
(a) If ψ is smooth on R2, then:
a.i If rmax ≤ r1, under ψCSP, γ0 collapses to a round point in finite time.
In particular, if ψ′ +
1
r
has no zero, every simple closed curve collapses
to a round point in finite time.
a.ii If r2k−1 ≤ rmin ≤ rmax ≤ r2k+1, k ≥ 1, and 0 /∈ Ω0, under ψCSP, it
collapses to a round point in finite time.
a.iii If r1 ≤ rmin and 0 ∈ Ω0, the solution of the ψCSP with the initial condi-
tion γ0 exists for t ∈ [0,∞[ and there is a sequence of times tn, tn →∞,
such that the curves γ(·, tn) converge, in the Cm topology, to a ψ-minimal
curve, for every m ∈ N. Moreover:
a.iii.1 If r2k−1 ≤ rmin ≤ rmax ≤ r2k+1, k ≥ 1, the limit ψ-minimal curve
is the circle of radius r2k. This includes also the case r2k+1 = ∞,
which occurs when r2k is the last zero of ψ
′ +
1
r
.
(b) If ψ is smooth only on R2−{0}, l´ımt→0 ψ′(t) = −∞ and γ0 is contained in
R2 − {0}:
b.i If ψ′(r) > −1/r for r < r1, the situation is the same as in cases a.ii and
a.iii.
b.ii If ψ′(t) < −1/r for r < r1, then:
b.ii.1 If γ0 is contained inside the disk rmax ≤ r2 and 0 /∈ Ω0, under ψCSP,
it collapses to a round point in finite time.
b.ii.2 If γ0 is contained inside the disk rmax ≤ r2 and 0 ∈ Ω0, the solution
of the ψCSP with the initial condition γ0 exists for t ∈ [0,∞[, and
there is a sequence of times tn, tn →∞, such that the curves γ(·, tn)
converge, in the Cm topology, to the circle of radius r1, for every
m ∈ N.
b.ii.3 If r2k ≤ rmin ≤ rmax ≤ r2k+2, k ≥ 1, and 0 /∈ Ω0, under ψCSP, it
collapses to a round point in finite time.
b.ii.4 If 0 ∈ Ω0, the solution of the ψCSP with the initial condition γ0
exists for t ∈ [0,∞[ and there is a sequence of times tn, tn → ∞,
such that the curves γ(·, tn) converge, in the Cm topology, to a ψ-
minimal curve, for every m ∈ N. Moreover:
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b.iii.4.1 If r2k ≤ rmin ≤ rmax ≤ r2k+2, k ≥ 1, the limit ψ-minimal
curve is the circle of radius r2k+1. This includes also the case
r2k+2 =∞, which occurs when r2k+1 is the last zero of ψ′ + 1
r
.
Let us observe that for the anti-Gaussian density, all the possibilities are
included in case (ai), because ψ′ +
1
r
has no zeros. The Gaussian density does
not satisfy the condition “ψ′ +
1
r
> 0 after the biggest zero of ψ′ +
1
r
”, but
we can still apply case (ai). We did not try to go further in the study of this
ψCSP with the methods of the proof of Theorem 5 because Gaussian and anti-
Gaussian densities are very special and more complete results can be obtained
by applying the method used in [12] (section 1.5.4).
The situation studied by Schnu¨rer and Smoczyk in [50] is the one given by
cases (b.ii) in the above theorem, with r2 =∞. Here, cases (b.ii.1) and (b.ii.2)
give all the possibilities of motion for a curve, then our results extend the result
in [50] for curves, where we do not need the extra hypothesis for the curve of
being strengthened starshapedness.
We have published Theorems 5 and 7 in [41].
In the following chapter (chapter 3) we will study the type I singularities that
can take place through the ψMCF assuming that the density has singularities
in a given subset of the manifold M .
Commonly the singularities that can be produced through the mean curva-
ture flow have been classified in two large sets attending to divergence order of
the maximal of the norm of the second fundamental form: type I and type II
singularities. If a singularity in the evolution of the hypersurfaces is produced
by (2), when t→ Tmax (maximal time), then:
ma´x
Mt
|A| ≥ 1√
2(Tmax − t)
. (6)
And it is natural to consider in first place those singularities for which exists a
positive constant C > 0 such that:
C√
2(Tmax − t)
≥ ma´x
Mt
|A| ≥ 1√
2(Tmax − t)
. (7)
These singularities brought out by the mean curvature flow are the ones called
type I singularities. The other cases are called type II.
As we said before, in the section 1.3.1, we adress the study of the relation
between the Riemannian geometry of a Riemannian submersion and the Rie-
mannian geometry with density of a manifold, hence we shall end up to obtain
an equivalence between the Riemannian geometry with density and the Rie-
mannian geometry of the warped products. This implies that the evolution of a
xxi
family of hypersurfaces Mt through the ψMCF in (M, g, ψ) is equivalent to the
evolution of Mt ×eψ/m Sm through the MCF in M ×eψ/m Sm. The motivation
for the study of this section 1.3.1 has its source in the work of Smoczyk [52].
Smoczyk observed that the ψ-mean curvature Hψ of a hypersurface M in M is
essentially the same that the usual mean curvature H of the warped product
M ×eψ R in the warped product M ×eψ R. All these remarks are contained in
[42].
This relation between MCF (2) and ψMCF (5) will allow us move in a
natural way the definition of type I singularities of MCF towards ψMCF (details
in section 3.2). Then we claim that ψMCF presents a type I singularity in t = T
if there is a constant C > 0 such that
sup
Mt
(
|A|2 + 1
b
〈∇ψ,N〉2) ≤ C
T − t where b > 0. (8)
Under these circumstances, the equivalence between MCF and ψMCF and
(6), the singularities of ψMCF can be the result of the norm of the second
fundamental form |A| → ∞ or by the hypersurfaces of evolution that touch the
singular subset of ψ or both cases at the same time.
In the section 3.2, we provide a full study of the type I singularities of the
ψMCF. After that, in section 3.3, we focus on the study of the ψCSP (5),
developing a particular case in which the singularity produced by the flow is
due to the solution that touches the singular subset of ψ. We prove that in such
situation the singularity is of type I and we will study its blow-up.
In that precise case, we consider a two-dimensional oriented Riemannian
manifold (M, g) with the following expression for the metric:
g = dr2 + e2ϕ(r)dz2, (9)
where ϕ is smooth and satisfies ϕ(r) = ϕ(−r). And we assume the incoming
restriction over the density ψ:
l´ım
r→0
ψ(n)(r)
b/rn
= (−1)n−1(n− 1)!, for some b > 0 and n = 1, 2, 3, (10)
l´ım sup
r→0
(ψ′′′(r)
ψ′(r)
− 2
b2
ψ′(r)2
)
is bounded from above, (11)
where (n) denotes the n-th derivative respect to r. The motivation for the hy-
potheses (10) and (11) and also for the other hypotheses on ψ′ and ψ′′ that
appear in the next Theorem is the corollary for the MCF that we call here as
Corollary 9 and we shall explain them when we explain the setting for that
corollary.
In this scenario the following Theorem make sense. We shall denote for z(f)
the first positive zero of the function f .
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Theorem 8. Let (M, g, ψ) be a 2-dimensional oriented Riemannian mani-
fold with density with non-negative Gauss curvature and satisfying the condi-
tions (9), (10) and (11). Let Mt be the solution of the ψMCF (5) on a maximal
interval [0, T [ such that the initial condition M0 is a graph over the geode-
sic r = 0, is contained in the band limited by r = 0 and r = mı´n{z(ϕ′ +
ψ′), sup{ r | (ψ′′ + ψ′2/b) |[0,r] ≤ 0}} and satisfies Hψ ≥ 0 (but not identically
0). We consider two cases:
(i) M0 is a closed curve,
(ii) M0 is a compact curve with boundary contained in the boundary of a
band G limited by two curves z = b1 and z = b2. In this case we add to (5) the
boundary condition: “Mt intersects ∂G orthogonally at the boundary of Mt for
every t ∈ [0, T [”.
Then
1. Hψ > 0 for every t ∈]0, T [.
2. Mt is a graph over r = 0 for every t ∈ [0, T [.
3. T <∞ and the flow F (·, t) is of type I in the sense of definition (8).
4. At each singular point, a blow-up centered at this point gives a limit flow
M˜t in R2 with its Euclidean metric and density ψ˜∞ = ln rb which is a
graph over r = 0 for every time and, after doing a new blow-up, converges
to a ln rb-shrinker in R2, which is the line r =constant in case b = m ∈ N.
The concept of ln rb-shrinker employed in the last Theorem is as follows:
given any function f : Rn+1 −→ R, we shall call f -shrinker in Rn+1 to a
hypersurface F : M −→ Rn+1 that satisfies Hf + 〈F,N〉 = 0.
Finally, with the equivalence between the ψMCF and the MCF, we will be
able to study the evolution of hypersurfaces of revolution through the MCF in a
rotationally symmetric space. A rotationally symmetric space respect to an axis
z is, as was presented in [14] and [15], a smooth Riemannian manifold (M̂, ĝ)
admitting cylindrical coordinates (r, z, u) ∈ I × J × Sm respect to which ĝ can
be written in the form
ĝ := dr2 + e2ϕ(r) dz2 + e2ψ/m(r) gS, (12)
where gS is the standard metric of sectional curvature 1 on the sphere Sm. The
curve r = 0 is a geodesic of M̂ and it is called “axis z”or “axis of revolution”.
This is equivalent to say that M̂ = M ×eψ/m Sm, where M is a surface with
metric g that can be written under the form (9) and ψ : M → R is a function
which depends only on the distance r to the “axis z”(the geodesic r = 0 of M).
A hypersurface of revolution S of M̂ generated by a graph over the axis z
is a submanifold of M̂ that can be described in cylindrical coordinates by the
immersion J×Sm −→ M̂/(z, u) 7→ (r(z), z, u), where r(z) is a smooth function.
xxiii
In a rotationally symmetric space the condition (10) is accomplished (for all
n ∈ N and b = m ∈ N) and in the same way the condition (11) becomes true.
The fact that (10) and (11) are satisfied in this context is our motivation
for these hypotheses in Theorem 8. Densities ψ satisfying them appear as a
generalization of a rotationally symmetric space of “dimension” b+ 2, but with
b any positive real number (not necessarily a natural number). We remark also
that, when ψ satisfies (10) and (11) and b /∈ N, M ×eψ/k Sk has singularities
whatever k ∈ N be, then the hypotheses (10) and (11) on ψ seem to include
many ψMCF which are not equivalent to a MCF in any regular Riemannian
manifold.
Moreover, the sectional curvature of M̂ corresponding to the plane generated
by ∂r and ∂z and those generated by ∂r and a vector ∂i tangent to Sm, or by
∂z and ∂i are, respectively,
Srz = R̂rzrz = −(ϕ′′ + ϕ′2), Sri = R̂riri = −ψ
′2 +mψ′′
m2
,
Szi = R̂zizi = −ψ
′ϕ′
m
. (13)
If all the sectional curvatures of M̂ are non-negative, then ψ′′+ψ′2/m ≤ 0 and
the hypothesis on M0 to be contained in a band reduces to be contained in the
band limited by r = 0 and r = z(ϕ′ + ψ′). Moreover the hypothesis that g is
smooth (with ϕ(r) = ϕ(−r)) and (10) imply that z(ϕ′ + ψ′) > 0 and this band
always exists (look at figure of section 3.1.2 to have an idea in the sphere). This
is again our motivation for the hypothesis of M0 contained in such a band.
Then, we have the following consequence of Theorem 8 for rotationally sym-
metric spaces:
Corollary 9. Let (M̂, ĝ) be a rotationally symmetric space of dimension m+
2 and non-negative sectional curvature. Let M0 be a hypersurface of revolution
of M̂ generated by a graph over the axis “z”, with non-negative mean curvature
(but not identically 0) and contained in the region limited by the cylinders r = 0
and r = z(ϕ′+ψ′). Let Mt be the solution of the MCF (2) on a maximal interval
[0, T [ with the initial condition M0. We consider two cases:
(i) M0 is a closed hypersurface,
(ii) M0 is a compact hypersurface with boundary contained in the boundary
of a band G limited by two hypersurfaces z = b1 and z = b2. In this case we add
to (2) the boundary condition: “Mt intersects ∂G orthogonally at the boundary
of Mt for every t ∈ [0, T [”.
Then
1. H > 0 for every t ∈]0, T [.
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2. Mt is a hypersurface of revolution of M̂ generated by a graph over the
axis “z” for every t ∈ [0, T [.
3. T <∞ and the flow F (·, t) is of type I.
4. At each singular point, a blow-up centered at this point gives a limit flow
which is a graph over r = 0 for every time and, after doing a new blow-up,
converges to a cylinder in Rm+2.
This Theorem generalizes to manifolds with non-negative curvature some
results obtained by G. Huisken in [34] and S. Altlschuler, S. Angenent and Y.
Giga in [2], for surfaces of revolution in the Euclidean space Rn+1.
Theorem 8 and Corollary 9 are contained in [42].
Cap´ıtulo 1
Preliminares
A lo largo de esta memoria la inmensa mayor´ıa del trabajo estara´ orientada
a estudiar hipersuperficies inmersas (M, ι) en una variedad riemanniana am-
biente (M, g). Es por ello por lo que desde el principio adoptaremos el siguiente
convenio notacional: los objetos geome´tricos asociados a la variedad ambiente
llevara´n una superbarra y los objetos geome´tricos asociados a la hipersuperficie
no la llevara´n.
1.1. Conceptos ba´sicos
1.1.1. Ca´lculo tensorial
Una buena exposicio´n sobre el ca´lculo tensorial necesario para el desarrollo
de la presente memoria puede encontrarse en el cap´ıtulo 1 de [4]. Aqu´ı nos
limitaremos a fijar la notacio´n ba´sica.
Sea una variedad diferenciable M , a su fibrado tangente lo denotaremos por
TM y al fibrado cotangente por T ?M .
Definicio´n 1.1.1. Llamaremos tensor (k, l) sobre M a una aplicacio´n C∞(M)-
multilineal de la forma:
F : Γ(TM)× ...× Γ(TM)︸ ︷︷ ︸
k
×Γ(T ?M)× ...× Γ(T ?M)︸ ︷︷ ︸
l
−→ C∞(M). (1.1)
Al conjunto de tensores (k, l) sobreM lo denotaremos por T kl (M). Los tenso-
res son objetos puntuales, es decir el valor de la funcio´n F (X1, · · · , Xk, ω1, · · · , ωl)
∈ C∞(M) en p ∈ M u´nicamente depende del valor de sus componentes en p,
de X1 p, · · · , Xk p, ω1 p, · · · , ωl p.
Sobre el conjunto T kl (M) podemos definir la aplicacio´n traza sobres las
componentes (i, j) con i ∈ {1, · · · , k} y j ∈ {k, · · · , k + l}:
trij : T k+1l+1 (M) −→ T kl (M), (1.2)
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como
(trij F )(X1, · · · ,Xk, ωk+1, · · · , ωk+l)(p) := tr
(
F (X1 p, · · ·Xi−1 p, ·p , Xi p, · · · ,
Xk p, ωk+1 p, · · · , ωj−1 p, ·p , ωj p, · · · , ωk+l p)
)
(1.3)
donde tr : T 11 (TpM) ' End(TpM) → R es la aplicacio´n traza definida sobre el
conjunto de matrices, F ∈ T k+1l+1 (M), p ∈M , X ∈ Γ(TM) y ω ∈ Γ(T ?M).
Dada una variedad riemanniana (M, g) de forma natural podemos definir
las siguientes aplicaciones:
[ : T 01 (M) = Γ(TM) −→ T 10 (M) = Γ(T ?M)
X 7−→ g(X, ·), (1.4)
] : T 10 (M) = Γ(T ?M) −→ T 01 (M) = Γ(TM)
ω 7−→ tr11(ω ⊗ g−1). (1.5)
Donde g−1 denota al tensor (0, 2) inverso al tensor g en el siguiente sentido:
tr24 g ⊗ g−1 = δ, (1.6)
con δ el tensor (1, 1) definido como:
δ(X,ω) := ω(X), para todo (X,ω) ∈ Γ(TM)× Γ(T ?M). (1.7)
Las aplicaciones (1.4) y (1.5) pueden extenderse de forma natural a tensores
y con ello a su vez podemos definir la aplicacio´n traza asociada a g:
trg : T kl (M) −→ T kl−2(M)
F 7−→ tr F [,
trg : T kl (M) −→ T k−2l (M)
F 7−→ trg F := tr F ]. (1.8)
1.1.2. Geometr´ıa riemanniana
En este apartado, nos limitaremos a introducir los conceptos ba´sicos necesa-
rios para el desarrollo de esta memoria con objeto de recordar conceptos y fijar
la notacio´n. Por lo tanto, no entraremos en la interpretacio´n de dichos concep-
tos, para ello hay multitud de textos de geometr´ıa riemanniana (por ejemplo
[22, 47, 48]).
Con el fin de fijar notacio´n, procedemos a definir la curvatura de una varie-
dad riemanniana (M, g):
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Definicio´n 1.1.2. La curvatura R
(3,1)
de una variedad riemanniana (M, g)
es una correspondencia que asocia a cada par X, Y ∈ X(M) una aplicacio´n
R
(3,1)
(X,Y ) : X(M)→ X(M) dada por:
R
(3,1)
(X,Y )Z := ∇Y∇XZ −∇X∇Y Z +∇[X,Y ]Z, Z ∈ X(M), (1.9)
donde ∇ es la conexio´n riemanniana de M .
A su vez, definimos el tensor (4, 0) de curvatura como:
Definicio´n 1.1.3. Llamaremos tensor (4, 0) curvatura al tensor (4, 0):
R
(4,0)
: X(M)× X(M)× X(M)× X(M) −→ C∞(M)
(X,Y, Z,W ) 7−→ g(R(3,1)(X,Y )Z,W ). (1.10)
En mu´ltiples ocasiones, cuando no haya lugar a confusio´n, los super´ındices
(3, 1) y (4, 0) sobre R se omitira´n, dado que sabremos a que´ objeto nos estamos
refiriendo en funcio´n de los argumentos sobre los que este´ actuando R.
A continuacio´n, definimos tambie´n el tensor de Ricci de (M, g):
Definicio´n 1.1.4. Llamaremos tensor de Ricci de la variedad riemanniana
(M, g), al tensor (2, 0):
Ric : X(M)× X(M) −→ C∞(M)
(X, Y ) 7−→
∑
i
R
(4,0)
(X, ei, Y, ei), (1.11)
donde {ei} es una referencia ortonormal de campos para (M, g).
Inmersiones isome´tricas
Para una exposicio´n ma´s detallada y con demostraciones de este apartado
puede consultarse el libro cla´sico de M. do Carmo [22]. Aqu´ı nos limitaremos a
realizar una breve exposicio´n de los conceptos ba´sicos y de los resultados que
puedan ser u´tiles a lo largo de la memoria.
En primer lugar, sea una inmersio´n diferenciable ι : Mn → Mn+k=m de
una variedad diferenciable M de dimensio´n n en una variedad riemanniana
(M, g) de dimensio´n m. La me´trica riemanniana g induce, de forma natural,
una me´trica riemanniana g en M del siguiente modo:
g(v, w) := g(ι?v, ι?w), para todo v, w ∈ TM.
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Dado p ∈Mn puede realizarse una separacio´n natural del espacio tangente
Tι(p)M tal y como presentamos a continuacio´n:
Tι(p)M ' ι?(TpM)⊕ (ι?(TpM))⊥,
donde (ι?(TpM))
⊥ ≡ {v ∈ Tι(p)M | g(v, w) = 0, ∀ w ∈ ι?(TpM)}. En general
denotaremos al subespacio (ι?(TpM))
⊥ por TpM⊥.
La conexio´n de Levi-Civita en Mn asociada a g, a la que denotaremos por
∇, verifica la igualdad:
∇XY = ι−1?
(
(∇XY )T
)
, (1.12)
donde X, Y son extensiones locales en M
m
de ι?(X), ι?(Y ) (X, Y ∈ X(M)),
respectivamente; ∇ es la conexio´n de la variedad riemanniana (M, g) y (·)T
denota la proyeccio´n natural de los campos de M sobre ι?M .
Llamaremos segunda forma fundamental vectorial de Mn a:
−→α : X(Mn)× X(Mn) −→ X(Mm)
(X,Y ) 7−→ ∇XY − (∇XY )T , (1.13)
donde X, Y son extensiones locales en M
m
de ι?(X), ι?(Y ) (X, Y ∈ X(M)),
respectivamente. La aplicacio´n −→α es C∞(M) bilineal y sime´trica.
Dado η ∈ TpM⊥ de norma uno, llamaremos aplicacio´n de Weingarten aso-
ciada a η de M a:
Aη : X(M
n) −→ X(Mn)
X 7−→ −ι−1?
(
(∇ι?Xη)T
)
. (1.14)
Notemos que entre la segunda forma fundamental vectorial −→α y las aplica-
ciones de Weingarten de M , existe la siguiente relacio´n:
−→α (X,Y ) =
k∑
i=1
g(AηiX,Y )ηi, (1.15)
con {ηi}ki=1 base ortonormal para TpM⊥.
Llamaremos segunda forma fundamental escalar αηi asociada a la direccio´n
ηi a la aplicacio´n:
αηi : X(M
n)× X(Mn) −→ C∞(Mn)
(X,Y ) 7−→ g(−→α (X,Y ), ηi). (1.16)
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En caso de que k = 1 y la hipersuperficie sea orientable con un campo normal
global N fijado a lo largo de la hipersuperficie, a αN la denotaremos directa-
mente por α. En alguna ocasio´n puede interesarnos considerar la aplicacio´n:
α : X(M)× X(M)× X(M)⊥ −→ C∞(M)
(X,Y, η) 7−→ g(−→α (X,Y ), η). (1.17)
Las ecuaciones fundamentales que relacionan las cantidades geome´tricas aso-
ciadas a las geometr´ıas de (Mn, g) y (M
m
, g) son:
Teorema 1.1.1. Las siguientes igualdades son ciertas:
Ecuacio´n de Gauss
R
(4,0)
(X,Y, Z,W )−R(4,0)(X,Y, Z,W )
= g(−→α (X,W ),−→α (Y,Z))− g(−→α (Y,W ),−→α (X,Z)).
(1.18)
Ecuacio´n de Ricci
R
(4,0)
(X,Y, η, ζ)− g(R⊥(3,1)(X,Y )η, ζ) = g([Aη, Aζ ]X,Y ), (1.19)
donde [Aη, Aζ ] denota el operador Aη ◦Aζ −Aζ ◦Aη.
Ecuacio´n de Codazzi
R
(4,0)
(X,Y, Z, η) = (∇Y α)(X,Z, η)− (∇Xα)(Y,Z, η). (1.20)
Donde R⊥(3,1) es la curvatura asociado a la conexio´n normal ∇⊥. Para todos
los detalles de estas ecuaciones puede consultare [22], paginas 134-138.
Cuando k = 1, M hipersuperficie de M , las anteriores ecuaciones se simpli-
fican, la ecuacio´n de Gauss se reduce a:
R
(4,0)
(X,Y, Z,W )−R(4,0)(X,Y, Z,W ) = α(X,W )α(Y, Z)− α(Y,W )α(X,Z),
(1.21)
la ecuacio´n de Ricci es trivial, por tanto no aporta informacio´n, y finalmente la
ecuacio´n de Codazzi es:
R
(4,0)
(X,Y, Z,N) = (∇Y α)(X,Z)− (∇Xα)(Y,Z). (1.22)
En el caso de hipersuperficies orientables, fijado un campo normal global
N a lo largo de la hipersuperficie, llamaremos curvatura media de (M, g) y la
denotaremos por H, a:
H =
n∑
i=1
α(ei, ei), (1.23)
donde {ei}ni=1 es una base ortonormal de (M, g) y α es la segunda forma fun-
damental escalar asociada a N .
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Warped products
En este apartado usaremos como referencia el libro de O’Neill [47] y toma-
remos prestados aquellos resultados que puedan sernos u´tiles a lo largo de la
presente memoria. Todos ellos sera´n presentados sin demostracio´n.
Sean dos variedades riemannianas diferenciables (B, gB), (F, gF ) y sea f ∈
C∞(B) tal que f(p) 6= 0 para todo p ∈ B, a la variedad producto M̂ ≡ B × F
dotada con la me´trica riemanniana:
g
M̂
:= gB + f
2gF ,
la llamaremos warped product y la denotaremos por B ×f F . A la funcio´n f la
llamaremos funcio´n warping.
En lo siguiente a los objetos geome´tricos de esta variedad riemanniana los
denotaremos con el super´ındice ∧ y a las elevaciones naturales de los elementos
de las variedades B y F a M̂ , los denotaremos con el super´ındice ∗.
Tal y como se muestra en [47], la conexio´n de Levi-Civita ∇̂ de M̂ se puede
relacionar con las de B y F , ∇B y ∇F respectivamente, del siguiente modo:
Proposicio´n 1.1.1. Sean X, Y ∈ X(B) y V, W ∈ X(F ), entonces en M̂ =
B ×f F
∇̂X∗Y ∗ ∈ X(B) es la elevacio´n de ∇BXY en B.
∇̂X∗V ∗ = ∇̂V ∗X∗ =
(
Xf/f
)∗
V ∗.(
∇̂V ∗W ∗
)⊥
= −(ĝ(V,W )/f∗)(gradf)∗.(
∇̂V ∗W ∗
)T ∈ X(F ) es la elevacio´n de ∇FVW en F .
Con los super´ındices ⊥ y T denotamos la parte ortogonal y la parte tangen-
cial a la fibra, respectivamente.
Ahora podemos expresar la curvatura del warped product M̂ = B ×f F en
te´rminos de la funcio´n warping f y las curvaturas de B y F .
Proposicio´n 1.1.2. Sea un warped product M̂ = B×f F con tensor curvatura
de Riemann R̂. Sean X, Y, Z ∈ X(B) y U, V, W ∈ X(F ), entonces
R̂X∗Y ∗Z
∗ ∈ X(B) es la elevacio´n de RBXY Z en B.
R̂V ∗X∗Y
∗ = (∇B 2f(X,Y )/f)∗V ∗.
R̂X∗Y ∗V
∗ = R̂V ∗W ∗X∗ = 0.
R̂X∗V ∗W
∗ = (ĝ(V,W )/f∗)
(
∇BX(gradf)
)∗
.
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R̂V ∗W ∗U
∗ =
(
RFVWU
)∗ − (|gradf |2gB/f2)∗{ĝ(V,U)W ∗ − ĝ(W,U)V ∗}.
Nos puede resultar u´til calcular la relacio´n del laplaciano de una subvariedad
en la base y el laplaciano de su elevacio´n natural.
Proposicio´n 1.1.3. Sean M̂ = M ×eψ/m F un warped product con dim M =
n + 1, dim F = m y ψ ∈ C∞(M), una hipersuperficie P de M , su elevacio´n
natural P̂ ≡ P ×eψ/m F a M̂ y ρ ∈ C∞(P ), entonces:
∆P̂ (ρ∗) =
(
∆Pρ+ gP (∇ψ,∇ρ)
)∗
. (1.24)
Demostracio´n. Sea
{
{Êi}ni=1, {EFi }mi=1
}
una referencia ortonormal de campos
de P̂ en M̂ de forma que la proyeccio´n de los primeros n campos a M de una
referencia ortonormal de campos para P . Entonces:
∆P̂ (ρ∗) =
n∑
i=1
∇P̂ 2
Êi, Êi
ρ∗ +
m∑
i=1
∇P̂ 2
EFi , E
F
i
ρ∗
=
n∑
i=1
(Êi
2 −∇P̂
Êi
Êi)(ρ
∗) +
m∑
i=1
(EF 2i −∇P̂EFi E
F
i )(ρ
∗)
=
( n∑
i=1
(E2i −∇EiEi)ρ
)∗ − m∑
i=1
∇P̂
EFi
EFi (ρ
∗)
=
(
∆Pρ
)∗ − m∑
i=1
(∇P̂
EFi
EFi )
⊥(ρ∗)
=
(
∆Pρ
)∗
+
m∑
i=1
g
P̂
(EFi , E
F
i )
eψ/m ∗
(gradP eψ/m)∗(ρ∗)
=
(
∆Pρ
)∗
+
m∑
i=1
1
m
(gradP ψ)∗(ρ∗) =
(
∆Pρ+ gP (∇ψ,∇ρ)
)∗
.
unionsqu
Convergencia Cheeger-Gromov
Definicio´n 1.1.5. Llamaremos variedad riemanniana punteada a la terna
(M, g, p) donde (M, g) es una variedad riemanniana y p es un elemento de M .
Sean dos variedades riemannianas punteadas (M1, g1, p1) y (M2, g2, p2) un
morfismo entre ambas es una aplicacio´n f : (M1, g1, p1)→ (M2, g2, p2) tal que
f(p1) = p2 y es C
∞ en un entorno de p1.
El conjunto de variedades punteadas con estos morfismos forman una cate-
gor´ıa.
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Definicio´n 1.1.6. Sea una sucesio´n de variedades riemannianas punteadas
{(Mn, gn, pn)}n∈N completas, diremos que la sucesio´n converge a una varie-
dad riemanniana punteada (M∞, g∞, p∞) completa en la topolog´ıa de Cheeger-
Gromov si existe una familia de aplicaciones
{ϕn : (M∞, g∞, p∞)→ (Mn, gn, pn)}n∈N (1.25)
cuyos dominios {Un ≡ Dom ϕn}n∈N ⊆M∞ verifican que
p∞ ∈ Un ⊆ Un+1 para todo n ∈ N y
∪n∈N Un = M∞
y tal que para cada conjunto compacto K ⊂ M∞, existe n0 = n0(K) ∈ N tal
que K ( Un0, para todo n ≥ n0
i) la restriccio´n de ϕn a K es un difeomorfismo C
∞ sobre la imagen y
ii) la sucesio´n de me´tricas {ϕ∗ngn}n≥n0 converge a g∞ en la topolog´ıa C∞
sobre K.
1.1.3. Principios del ma´ximo
Teorema 1.1.2. ([39]) Sea una familia de me´tricas riemannianas {g(t)}t∈[0,T )
en una variedad M conexa, con o sin borde ∂M y tal que la dependencia respecto
de t es diferenciable. Sea una funcio´n diferenciable u : M × [0, T ) → R que
verifica:
∂tu ≤ ∆g(t)u+ 〈X(p, u,∇u, t),∇u〉g(t) + b(u),
donde X y b son respectivamente un campo vectorial continuo y una funcio´n
localmente Lipschitz en sus variables.
Entonces, supongamos que para cada t ∈ [0, T ) existe un valor δ > 0 y un
subconjunto compacto K ⊂M\∂M , tal que en cada instante t′ ∈ (t− δ, t+ δ)∩
[0, T ) el ma´ximo de u(·, t′) se da al menos en un punto de K (esto es inmediato
si M es compacto sin borde).
Tomando uma´x(t) = ma´xp∈M u(p, t) tenemos que la funcio´n uma´x es localmente
Lipschitz, de donde diferenciable en casi todo tiempo t ∈ [0, T ), y en cada tiempo
diferenciable se da:
duma´x(t)
dt
≤ b(uma´x(t)).
Como consecuencia, si h : [0, T ′)→ R es una solucio´n de la ecuacio´n diferencial
ordinaria: {
h′(t) = b(h(t))
h(0) = uma´x(0)
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para T ′ ≤ T , entonces u ≤ h en M × [0, T ′).
Ma´s au´n, si en algu´n instante de tiempo τ ∈ (0, T ′) se cumple que uma´x(τ) =
h(τ) entonces u = h en M × [0, τ ], es decir, u(·, t) es constante en el espacio.
Aqu´ı hemos decidido recordar u´nicamente el anterior principio del ma´ximo,
para otros principios del ma´ximo de´biles puede consultarse el cap´ıtulo 4 de [20]
y para principios del ma´ximo fuertes [19].
1.2. Problema del acortamiento de curvas
En esta seccio´n vamos a introducir el problema del acortamiento de curvas
y presentaremos una recopilacio´n histo´rica del desarrollo de su comprensio´n.
Llamaremos problema de acortamiento de curvas (PAC) al siguiente proble-
ma:
Sea una variedad riemanniana (M, g) orientable y de dimensio´n 2, dada una
inmersio´n diferenciable γ0 : S1 → M , encue´ntrese una familia de inmersiones
diferenciables {γt : S1 → M}t∈[0,T ) tales que γ : S1 × [0, T ) → M , γ(p, t) :=
γt(p), es diferenciable y verifique que:{
∂γ
∂t
=
−→
k ,
γ(·, 0) = γ0(·).
(1.26)
El estudio del problema del acortamiento de curvas surge de forma natural
por ser el flujo gradiente asociado al funcional de longitud de una curva inmersa
sobre una superficie, es decir (1.26) equivale a:
∂γ
∂t
= −gradg L. (1.27)
Donde
L(γ) :=
∫
γ
ds, (1.28)
con s el parame´tro longitud de arco de la curva inmersa γ. Y es de este hecho
de donde recibe su nombre.
Los primeros resultados obtenidos en el campo fueron llevados a cabo en el
plano R2. El primero en abrir el camino en la compresio´n de este flujo fue M.
Gage al obtener la siguiente desigualdad isoperime´trica independiente del flujo:
Lema 1.2.1. ([25]) Sea una curva γ : S1 → R2 C2, cerrada y convexa, enton-
ces:
pi
L
A
≤
∫ L
0
k2ds, (1.29)
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siendo L, A y k la longitud de la curva, el a´rea encerrada por el soporte de la
misma y su curvatura geode´sica, respectivamente.
Supuesta la existencia de solucio´n para tiempo cortos del flujo, no es dif´ıcil
demostrar que la convexidad se preserva por el mismo. Adema´s, la variacio´n de
la razo´n isoperime´trica por el flujo es:
d
dt
(L2
A
)
= −2L
A
(∫
γ
k2ds− piL
A
)
. (1.30)
Que junto a la desigualdad isoperime´trica (1.29) para curvas convexas, implica
que la razo´n isoperime´trica L2/A para curvas convexas decrece por el PAC
(1.26). Esto da una primera idea de que el flujo en cierto sentido hace que
las curvas convexas se hagan ma´s circulares, al mismo tiempo que, aumenta
el intere´s por el PAC (1.26) por su relacio´n con el problema isoperime´trico.
Sera´ en su siguiente trabajo [26] donde Gage lograra´ profundizar ma´s en esta
idea.
Teorema 1.2.1. ([26]) Una familia de curvas γt C
2, convexas, que verifican
la ecuacio´n de evolucio´n (1.26) para 0 < t < T y para la que l´ımt→T A(t) = 0
tambie´n satisface que el
l´ım
t→T
L2(t)
A(t)
= 4pi. (1.31)
Ma´s au´n, los soportes de las curvas normalizadas ηt =
√
pi
A
γt acotan regiones
convexas H(t) que convergen en la me´trica Hausdorff a un disco unitario.
En estos dos trabajos de Gage ([25, 26]), las te´cnicas utilizadas en las de-
mostraciones se basan principalmente en ca´lculos del tipo de los empleados en
el estudio del problema isoperime´trico.
En este punto, todav´ıa quedaba probar (tal y como Gage remarco´ en su
art´ıculo [26]) que en el caso de la evolucio´n de curvas convexas no se desarrolla
ningu´n tipo de singularidad hasta que el a´rea encerrada por la curva se va a
cero. Trabajo que realizo´ junto a R. Hamilton en [24]. En el trabajo [24] el
resultado principal que se obtiene es:
Teorema 1.2.2. ([24]) Sea una curva embebida M convexa en el plano R2,
el PAC (1.26) contrae M a un punto. La curva permanece convexa y llega a
hacerse circular al contraer, en el siguiente sentido:
el cociente del radio inscrito por el circunscrito tiende a 1,
el cociente de la curvatura ma´xima por la curvatura mı´nima tiende a 1, y
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las derivadas de orden superior de la curvatura convergen a 0 uniforme-
mente.
Hasta el momento todos los resultados hab´ıan sido obtenidos para curvas con
la propiedad de ser convexas. Ser´ıa M. Grayson en [28] quie´n lograr´ıa demostrar
que dada una curva diferenciable γ : S1 → R2 embebida como condicio´n inicial
del PAC (1.26), su solucio´n por el flujo se hace convexa sin desarrollar ninguna
singularidad.
Por Tma´x denotaremos el tiempo ma´ximo de existencia del flujo.
Teorema 1.2.3. ([28]) Sea una curva diferenciable γ(·, 0) : S1 → R2 embebida
en el plano y sea la solucio´n γ(·, t) del PAC (1.26). Entonces γ(·, t) es dife-
renciable para todo t, converge a un punto cuando t→ Tma´x y su forma l´ımite
cuando t→ Tma´x es un c´ırculo redondo que converge en la norma C∞.
En un nuevo paper [29], Grayson abordar´ıa el caso en que la variedad am-
biente es una superficie con ciertas restricciones naturales, obteniendo:
Teorema 1.2.4. ([29]) Sea una superficie riemanniana diferenciable M
2
con-
vexa en el infinito. Sea una curva diferenciable γ0 : S1 → M embebida en M .
Entonces la solucio´n γt : S1 → M del PAC (1.26) existe para t ∈ [0, Tma´x). Si
Tma´x es finito, entonces γ converge a un punto. Si Tma´x es infinito, entonces la
curvatura de γ converge a cero en la norma C∞.
Casi simulta´neamente, Gage en [27] obtuvo un resultado de subconvergencia
Cm de la solucio´n a una geode´sica en el caso en que el flujo existe para todo
tiempo, para todo m ∈ N. Dicho resultado puede obtenerse desde el teorema
1.2.4 (no entraremos en esto aqu´ı).
Otros muchos trabajos se han desarrollado al cabo de los an˜os entorno a
este problema ([7],[35], [18], [3],...).
1.3. Geometr´ıa con densidad
Llamaremos variedad riemanniana con densidad a la terna (M, g, ψ) donde
(M, g) es una variedad riemanniana y ψ una aplicacio´n ψ : M → R. Dada
una subvariedad inmersa (M, ι) de M , con o sin borde, de dimensio´n k, en la
que consideraremos la me´trica g inducida por la inmersio´n ι de manera usual
g = ι?g y tal que eψ◦ι ∈ L1(M,dvg); llamaremos ψ-volumen o volumen pesado
o volumen en densidad de (M, ι) a
V kψ (M) :=
∫
M
eψdvg, (1.32)
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donde dvg es el elemento de volumen riemanniano de dimensio´n k asociado
a la me´trica g. En el caso de curvas, lo llamaremos ψ-longitud o longitud en
densidad. Llamaremos elemento de volumen en densidad de M a:
dvkψ := e
ψ◦ιdvg. (1.33)
En general, consideraremos una ψ ∈ C∞(M) pero en otras situaciones ma´s
particulares, existira´ un subconjunto A ⊂M donde ψ es singular y ψ ∈ C∞(M \
A).
En estos espacios existe una generalizacio´n natural del concepto de curvatu-
ra media de una hipersuperficie propuesta inicialmente por Gromov [30], segu´n
la cual, llamaremos vector curvatura media en densidad o vector ψ-curvatura
media a:
−→
Hψ :=
−→
H −∇ψ ⊥ = (H − g(∇ψ,N))N, (1.34)
donde N es el vector normal a la hipersuperficie. El motivo de esta definicio´n es
que este campo es el gradiente del funcional de volumen en densidad que actu´a
sobre el conjunto de hipersuperficies inmersas. Notemos que dada una familia
de hipersuperficies inmersas {ιt : M →M}t∈(−,) tal que ι : M × (−, )→M
es diferenciable y ιt|Kc = ι0|Kc para todo t ∈ (−, ) con K ⊂ M compacto, la
primera variacio´n del funcional de volumen en densidad es
∂
∂t
∣∣∣
t=0
V nψ (Mt) = −
∫
K
g
( ∂
∂t
∣∣∣
t=0
ιt,
−→
Hψ
)
dvnψ. (1.35)
Por analog´ıa con la geometr´ıa riemanniana, denominaremos curvatura media
en densidad escalar, o simplemente ψ-curvatura media, de una hipersuperficie
orientada a:
Hψ := g
(−→
Hψ, N
)
= H − g(∇ψ,N). (1.36)
En el caso de que la variedad ambiente tenga dimensio´n 2, caso de curvas,
la llamaremos curvatura geode´sica en densidad o ψ-curvatura geode´sica y la
denotaremos por kψ.
Es importante remarcar que en la geometr´ıa con densidad alteramos el volu-
men pero mantenemos la me´trica original g, frente a la geometr´ıa conforme en
la que ambos elementos se ven alterados. La curvatura media H ′ asociada a la
me´trica conforme e2ψ/ng difiere de Hψ por un factor conforme H
′ = e−ψ/nHψ.
A las hipersuperficies en las que Hψ = 0 las llamaremos hipersuperficies
ψ-mı´nimas, en concordancia con la geometr´ıa riemanniana. A su vez, en el caso
particular de que la variedad ambiente tenga dimensio´n 2 tambie´n las llama-
remos ψ-geode´sicas. Existe un conjunto de densidades en el espacio eucl´ıdeo
Rn+1 para las que la clasificacio´n de hipersupercies ψ-mı´nimas cobra una gran
importancia en el campo del flujo por la curvatura media:
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Densidad gaussiana ψ(x) = −µ
2
|x|2, con µ > 0 constante, las hipersu-
perficies ψ-mı´nimas se corresponden con las soluciones autosemejantes en
contraccio´n por el flujo por la curvatura media, que a su vez modelizan
la singularidades de tipo I para dicho flujo.
Densidad lineal ψ(x) = ax + b, las hipersuperficies ψ-mı´nimas se corres-
ponden con las soluciones autosemejantes en traslacio´n por el flujo por
la curvatura media, que a su vez modelizan las singularidades de tipo II
para dicho flujo.
La ψ-divergencia
En las variedades riemannianas con densidad (M, g, ψ) de dimensio´n n+ 1,
tambie´n tenemos un nuevo concepto de divergencia y de laplaciano asociados a
la densidad, a los que llamaremos ψ-divergencia y ψ-laplaciano, respectivamen-
te. Estos se definen como la divergencia y el laplaciano asociados a la forma de
volumen en densidad dvn+1ψ , es decir:
(divψX) dv
n+1
ψ := LXdvn+1ψ y ∆ψf := divψgradf, (1.37)
con X ∈ X(M) y f ∈ C∞(M).
Veamos la relacio´n existente entre divψ, ∆ψ y div, ∆, respectivamente:
Lema 1.3.1. Sea X ∈ X(M) y f ∈ C∞(M)
divψX = divX + dψ(X), ∆ψf = ∆f + dψ(gradf). (1.38)
Demostracio´n.
LXdvn+1ψ = dιX(eψdvg) = eψ (dιXdvg + dψ ∧ ιXdvg)
= eψ divX dvg + e
ψ dψ ∧ ιXdvg,
veamos quie´n es el u´ltimo te´rmino
dψ ∧ ιXdvg = dψ ∧ ιXdvg(e1, ..., en+1)θ1 ∧ ... ∧ θn+1
=
n+1∑
i=1
(−1)idψ(ei)dvg(X, e1, ..., êi, ..., en+1)θ1 ∧ ... ∧ θn+1
=
n+1∑
i=1
dψ(ei)dvg(e1, ...,
i︷︸︸︷
X , ..., en+1)θ
1 ∧ ... ∧ θn+1
=
n+1∑
i=1
dψ(ei)θ
i(X)dvg(e1, ..., ei, ..., en+1)θ
1 ∧ ... ∧ θn+1
= dψ(X) dvg,
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por tanto
LXdvn+1ψ = (divX + dψ(X))dvn+1ψ ,
de donde se sigue el resultado. unionsqu
Queda aqu´ı patente que en el caso particular de que la densidad ψ sea
constante, recuperamos los conceptos cla´sicos de divergencia y laplaciano de la
geometr´ıa riemanniana.
A continuacio´n veremos co´mo en la geometr´ıa con densidad tenemos teore-
mas ana´logos a los de la geometr´ıa riemanniana para el teorema de la divergen-
cia y para el teorema de la integracio´n por partes.
Teorema 1.3.1. (Teorema de la divergencia) Sean una variedad rieman-
niana con densidad (M, g, ψ) de dimensio´n n + 1; un dominio Ω compacto,
orientado y con borde diferenciable ∂Ω; y el vector normal interior unitario N
a ∂Ω, entonces: ∫
Ω
divψX dv
n+1
ψ = −
∫
∂Ω
〈X,N〉 dvnψ, (1.39)
para todo X ∈ X(Ω).
Demostracio´n. Notemos que
ιXdv
n+1
ψ = e
ψιXdv
n+1
g = e
ψ 〈X,N〉 dvng = 〈X,N〉 dvnψ,
entonces, utilizando el teorema de Stokes,∫
Ω
divψXdv
n+1
ψ =
∫
Ω
LXdvn+1ψ =
∫
Ω
dιXdv
n+1
ψ = −
∫
∂Ω
ιXdv
n+1
ψ
= −
∫
∂Ω
〈X,N〉 dvnψ.
unionsqu
Teorema 1.3.2. (Integracio´n por partes) Sean una variedad riemanniana
con densidad (M, g, ψ) de dimensio´n n+ 1; un dominio Ω compacto, orientado
y con borde diferenciable ∂Ω; y el vector normal interior unitario N a ∂Ω,
entonces:∫
Ω
f∆ψf dv
n+1
ψ = −
∫
Ω
|∇f |2 dvn+1ψ −
∫
∂Ω
f
〈∇f,N〉 dvnψ, (1.40)
para toda f ∈ C∞(Ω).
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Demostracio´n. En primer lugar
∆ψf
2 = ∆f2 +
〈∇ψ,∇f2〉 = 2f∆f + 2|∇f |2 + 2f 〈∇ψ,∇f〉
= 2f∆ψf + 2|∇f |2,
entonces, por el teorema de la divergencia,∫
Ω
f∆ψfdv
n+1
ψ =
∫
Ω
1
2
∆ψf
2 dvn+1ψ −
∫
Ω
|∇f |2 dvn+1ψ
= −
∫
∂Ω
f
〈∇f,N〉 dvnψ − ∫
Ω
|∇f |2 dvn+1ψ .
unionsqu
Adema´s, ambos conceptos pueden ser a su vez extendidos a tensores. Dado
β, un tensor r covariante, la divergencia usual y el laplaciano vienen definidos
como
divβ(X2, ..., Xr) =
n+1∑
i=1
(∇eiβ)(ei, X2, ..., Xr), ∆β = div(∇β) = tr∇2β,
(1.41)
con X2, · · · , Xr ∈ X(M). Y las correspondientes definiciones naturales de divψ
y ∆ψ son:
divψβ := divβ + ι∇ψβ, ∆ψβ := div(∇β) +∇∇ψβ = tr∇2β +∇∇ψβ. (1.42)
Curvatura de Ricci en variedades con densidad
En el campo de la geometr´ıa con densidad existen diferentes definiciones
propuestas para el tensor de Ricci asociado a la densidad, al que denotaremos
por Ricψ.
En los ca´lculos de este cap´ıtulo y del cap´ıtulo 2 nosotros tomaremos la
siguiente definicio´n:
Ricψ := Ric−∇2ψ. (1.43)
Esta ha sido utilizada en multitud de trabajos de geometr´ıa con densidad (ver
[43], [49]). Elegimos la definicio´n (1.43) porque simplifica la presentacio´n de
ciertas fo´rmulas de evolucio´n que aparecen al estudiar el flujo por la curvatura
media asociado a una densidad ψ, y lo que es ma´s, en te´rminos formales existe
una mayor similitud entre las fo´rmulas de variacio´n de este flujo y las del flujo
por la curvatura media.
En el cap´ıtulo 3 tomaremos la definicio´n:
Ricψ := Ric− (∇2ψ + 1
m
∇ψ ⊗∇ψ), (1.44)
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para un ciero m ∈ N que fijaremos en funcio´n de la densidad ψ con la que
estemos trabajando. Esta definicio´n fue introducida en [10] y es por ello llamada
ocasionalmente tensor de Bakry-Emery en referencia a los autores del art´ıculo.
Diversos autores han utilizado esta´ definicio´n, como por ejemplo en la tesis de
Bayle [11].
La definicio´n (1.43) surge como una generalizacio´n de (1.44). En la seccio´n
1.3.1 daremos una posible motivacio´n para ambas definiciones.
A los tensores (1.43) y (1.44) los llamaremos ψ-curvatura de Ricci o ψ-Ricci.
En funcio´n del cap´ıtulo en el que nos encontremos sabremos si nos referimos
a (1.43) o a (1.44). Al comienzo de los cap´ıtulos 2 y 3 se recordara´ que tensor
tomamos.
1.3.1. Variedades con densidad y submersiones riemannianas
Los resultados expuestos en la presente seccio´n forman parte del art´ıculo
[42].
Sean una variedad riemanniana con densidad (M, g, ψ) y una hipersuperficie
inmersa (M, ι) de M . Smoczyk, en [52], observo´ que Hψ de M es la curvatu-
ra media del warped product M ×eψ R en M ×eψ R. A lo largo de la seccio´n
explicaremos y explotaremos ma´s a fondo esta idea, buscando clarificar en que
situaciones un problema de geometr´ıa con densidad es equivalente a un cierto
problema en geometr´ıa riemanniana.
Sea una submersio´n riemanniana pi : M̂ −→ M con fibras de dimensio´n m,
y la variedad base M de dimensio´n n + 1. Dado cualquier p ∈ M , el elemento
de volumen riemanniano dvn+1+mĝ de M̂ en un x ∈ pi−1(p) ⊆ M̂ puede ser
descompuesto (con un evidente abuso de notacio´n) como
dvn+1+mĝ (x) = dv
n+1
g (p) ∧ dvm(x), (1.45)
donde dvn+1g denota el elemento de volumen de M en p y dv
m(x) denota el
elemento de volumen de la fibra pi−1(p) en x. Como consecuencia, dada una
subvariedad inmersa P de M y de dimensio´n `, el elemento de volumen de
P̂ = pi−1(P ) es dv`+m
P̂
(x) = dv`g(p) ∧ dvm(x), donde dv`g es el elemento de
volumen de P .
Supongamos que las fibras de la submersio´n tienen volumen finito, en ese
caso podemos definir una aplicacio´n ψ : M −→ R mediante:
eψ(p) :=
∫
pi−1(p)
dvm(x). (1.46)
La diferenciabilidad de esta aplicacio´n ψ se sigue de la diferenciabilidad de la
submersio´n pi : M̂ →M .
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Ahora, si consideramos la variedad riemanniana con densidad (M, g, ψ),
donde ψ viene dada por (1.46), tenemos que dada cualquier subvariedad inmersa
isome´trica (P, ι) de (M, g) se da la siguiente relacio´n:
V `+m(pi−1(P )) =
∫
pi−1(P )
dv`g(p) ∧ dvm(x)
=
∫
P
(∫
pi−1(p)
dvm(x)
)
dv`g(p) =
∫
P
eψdv`g = V
`
ψ(P ). (1.47)
Por tanto, el volumen riemanniano de pi−1(P ) coincide con el ψ-volumen de P .
A continuacio´n, relacionaremos otros invariantes geome´tricos asociados a
la variedad riemanniana con densidad (M, g, ψ) con invariantes geome´tricos
asociados a la variedad riemanniana (M̂, ĝ).
En primer lugar, calculemos ∇ψ. Dados p ∈ M y v ∈ TpM cualesquiera,
tomemos una curva c(t) en M que verifica c(0) = p y c′(0) = v. Denotaremos
por
−→
H p el vector curvatura media de la fibra pi
−1(p) en M̂ y por v∗ la elevacio´n
horizontal de v a la fibra pi−1(p). Notemos que si pi⊥∗ es la restriccio´n de pi∗
al complementario ortogonal de Txpi
−1(p), entonces v∗(x) = pi⊥∗
−1
v. Por la
definicio´n de gradiente de una funcio´n,〈∇ψ, v〉 = dψ ◦ c
dt
∣∣∣
t=0
=
d
dt
∣∣∣
t=0
ln
∫
pi−1(c(t))
dvm =
= − 1∫
pi−1(p) dv
m
∫
pi−1(p)
〈−→
H p(x), v
∗
〉
dvm(x). (1.48)
La u´ltima igualdad se sigue desde la fo´rmula de la primera variacio´n del fun-
cional de a´rea aplicada a la variacio´n (x, t) 7→ c∗x(t), donde c∗x(t) es la elevacio´n
horizontal de c(t) empezando en x ∈ pi−1(p).
La ecuacio´n (1.48) nos dice que el gradiente de ψ en p ∈M es la ponderacio´n
de la curvatura media de la fibra pi−1(p). Ma´s au´n, podemos enunciar la siguiente
proposicio´n.
Proposicio´n 1.3.1. Si la fibra pi−1(p) tiene curvatura media constante, en el
sentido de que su vector curvatura media en M̂ es la elevacio´n horizontal de un
vector tangente a M , entonces
∇ψ(p) = −pi∗x−→H p(x) para todo x ∈ pi−1(p). (1.49)
A las derivadas covariantes de M̂ y M las denotaremos por ∇̂ y ∇, respecti-
vamente. Las ecuaciones de una submersio´n riemanniana nos dan las siguiente
relacio´n entre ellas:
pi∗(∇̂X∗Y ∗) = ∇XY, para todo X, Y ∈ X(M). (1.50)
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O, equivalentemente:
(∇̂X∗Y ∗)⊥ = (∇XY )∗, para todo X, Y ∈ X(M). (1.51)
Como consecuencia de esta relacio´n entre las derivadas covariantes, dada una
hipersuperficie inmersa M de M , la segunda forma fundamental α̂ de pi−1(M)
en M̂ esta´ relacionada con la correspondiente segunda forma fundamental α de
M en M . La relacio´n expl´ıcita es:
α̂(X∗, Y ∗) = α(X,Y )∗, para todo X, Y ∈ X(M). (1.52)
A su vez la relacio´n entre las respectivas curvaturas medias escalares es
Ĥ(x) = H(p) +
〈−→
H p(x), N
∗(x)
〉
, para todo x ∈ pi−1(p). (1.53)
Entonces, si
−→
H p es la elevacio´n horizontal de un campo vectorial tangente a M ,
desde (1.53) y (1.49) tenemos que:
Ĥ(x) = H(p)− 〈∇ψ(p), N(p)〉 , para todo x ∈ pi−1(p). (1.54)
De donde concluimos el siguiente resultado:
Proposicio´n 1.3.2. Si
−→
H p es la elevacio´n horizontal de un campo vectorial
tangente a M , la ψ-curvatura media de M en M coincide con la curvatura
media de pi−1(M) en M̂ .
Cuando un grupo G actu´a como grupo de isometr´ıas en una variedad rie-
manniana M̂ , los problemas invariantes por G son problemas donde u´nicamente
los dominios o subvariedades invariantes por G son consideradas. Es en este
conjunto de problemas donde nuestro planteamiento encaja a la perfeccio´n.
A su vez, cabe remarcar que el problema de clasificacio´n de hipersuperficies
mı´nimas e invariantes por un cierto subgrupo del grupo de isometr´ıas de la
variedad ambiente, tambie´n puede reducirse al problema de clasificacio´n de
hipersuperficies ψ-mı´nimas para funciones ψ adecuadas.
Volviendo al problema de la seccio´n, un hecho importante a resaltar es que
el proceso desarrollado es rec´ıproco: a partir de una submersio´n riemannia-
na podemos obtener un problema en geometr´ıa con densidad y a partir de un
problema en geometr´ıa con densidad podemos obtener un problema en una sub-
mersio´n riemanniana. Dada una variedad riemanniana con densidad (M, g, ψ)
si ψ es diferenciable entonces cualquier problema con densidad es equivalente a
muchos problemas en submersiones riemannianas. Vamos a concretar de modo
expl´ıcito este hecho. Sea una variedad riemanniana Q de dimensio´n m y vo-
lumen finito V . Si construimos el siguiente warped product M̂ ≡ M ×φ Q con
φ =
(
(eψ)/V
)1/m
y consideramos la submersio´n riemanniana pi : M̂ −→ M,
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pi(p, x) = p, la densidad definida por (1.46) para esta submersio´n coincide con
la densidad original que ten´ıamos en la variedad riemanniana con densidad de
partida, en efecto:∫
pi−1(p)
dvm(x) =
∫
Q
φm(p)dvgQ(x) = φ
m(p)V = eψ(p). (1.55)
La hipo´tesis de que las fibras tengan volumen de dimensio´n m finito puede
cambiarse por la hipo´tesis:
Las formas de volumen de las fibras son homote´ticas. Es decir, existe una
funcio´n eψ : M −→ R tal que los elementos de volumen de las fibras tienen la
forma dvmx = e
ψ(p)ϕα
∗dωm para toda carta ϕα fibrada de un cierto atlas de la
fibracio´n pi : M̂ −→ M y una forma de volumen fija dωm en la fibra cano´nica.
Con esta hipo´tesis alternativa, todav´ıa tenemos que dv`+m(x) = dv`(p)∧dvm(x),
entonces (salvo un isomorfismo ϕ∗α) dv`+m(x) = eψ(p)dv`(p)∧ dωm. Esto da las
mismas relaciones que antes entre H y Ĥ.
Los warped products M̂ = M ×eψ/m Q (con alguna variedad riemanniana
Q) dan una familia de submersiones riemannianas pi : M̂ −→ M que verifican
(trivialmente) la hipo´tesis alternativa anterior.
En los casos en que volumen(Q) es finito, obtenemos para la ψ definida
por homotecias la expresio´n eψ(p) = V (pi−1(p))/V (Q), que difiere de (1.46)
u´nicamente en el producto por una constante, lo que no afecta a la geometr´ıa
de los problemas.
La relacio´n presentada entre variedad con densidad y warped-product da
otra justificacio´n de las definiciones de ψ-curvatura de Ricci (1.43) y (1.44) en
variedades riemannianas con densidad. Por las fo´rmulas de la proposicio´n 1.1.2
dada en la seccio´n 1.1.2 podemos expresar R̂ic de M̂ = M ×eψ/m Q en funcio´n
de elementos de la base de la submersio´n:
R̂ic(X∗, Y ∗) = Ric(X,Y )− m
eψ/m
∇2(eψ/m)(X,Y )
= Ric(X,Y )− m
eψ/m
eψ/m
m
(∇2ψ + 1
m
∇ψ ⊗∇ψ)(X,Y )
= Ric(X,Y )− (∇2ψ + 1
m
∇ψ ⊗∇ψ)(X,Y ), (1.56)
para todo X, Y ∈ X(M). Esta expresio´n coincide con la ψ-curvatura de Ricci
(1.44). Si nuestro problema esta´ planteado inicialmente en geometr´ıa con densi-
dad, la m ∈ N es arbitraria, por lo que podemos hacer tender m a ∞ y obtener
la definicio´n de ψ-curvatura de Ricci (1.43):
Ricψ = Ric−∇2ψ. (1.57)
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Por u´ltimo, si recordamos la expresio´n para el laplaciano de un warped
product dada en (1.24) vemos que:
∆M̂f∗(x) = ∆Mf(p) +
〈∇ψ,∇f〉
p
= ∆Mψ f(p), para toda f ∈ C∞(M).
(1.58)
Es decir, el operador ψ-laplaciano (1.37) de M coincide con el operador lapla-
ciano de M̂ actuando sobre las funciones f? = f ◦ pi tales que f ∈ C∞(M).
1.4. Fo´rmulas de evolucio´n
Sea una variedad riemanniana con densidad (M, g, ψ) orientable y de di-
mensio´n n+ 1, y una familia de hipersuperficies inmersas {Ft : M →M}t∈[0,T )
orientables, tal que F : M × [0, T ) → M , F (p, t) := Ft(p), es una aplicacio´n
diferenciable y verifica la siguiente ecuacio´n de evolucio´n:
∂F
∂t
= fN, (1.59)
donde N es el normal a la hipersuperficie y f depende de M , t y de la inmersio´n
F (·, t).
En esta seccio´n calcularemos la variacio´n de diversas cantidades geome´tricas
a lo largo de este flujo.
Para cada t ∈ [0, T ) consideraremos la me´trica pull-back F ?t g sobre M , a di-
cha me´trica la denotaremos por gMt ≡ F ?t g. Con estas respectivas me´tricas sobre
Mn todas las inmersiones consideradas {Ft}t∈[0,T ) son inmersiones isome´tricas.
A las respectivas conexiones de Levi-Civita asociadas a las me´tricas gMt las de-
notaremos por ∇t y por Mt denotaremos a la variedad riemanniana (M, gMt).
Procedemos a calcular la variacio´n de diversas cantidades geome´tricas. Re-
marquemos que ∂t como campo de M denota a
∂F
∂t
.
Lema 1.4.1.
∇∂tN = ∇∂F
∂t
N = −∇f. (1.60)
Demostracio´n. Sean (x0, t0) ∈ M × [0, T ) y una referencia local {ei}ni=1 de M
entorno a x0 que es gt0-ortonormal en x0. Notemos que [ei, ∂t] = 0 y por lo
tanto [F?ei, F?∂t] = F?[ei, ∂t] = 0.
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Calculemos ∇∂tN en (x0, t0). En primer lugar:
g(∇∂tN,N) =
1
2
∇∂t
(
g(N,N)
)
= 0.
g(∇∂tN,F?ei) = −g(N,∇∂tF?ei) = −g(N,∇F?∂tF?ei) = −g(N,∇F?eiF?∂t)
= −g(N,∇F?ei(fN)) = −fg(N,∇F?eiN)− F?ei(f)
= −F?ei(f).
Y teniendo presente que
{
Nt0 , {Ft0?ei}ni=1
}
x0
es una base ortonormal para
TF (x0,t0)M podemos descomponer ∇∂tN(x0, t0) del siguiente modo:
∇∂tN(x0, t0) = g(∇∂tN,N)N +
n∑
i=1
g(∇∂tN,F?ei)F?ei = −∇f.
unionsqu
Lema 1.4.2.
∂
∂t
(g) = −2fα, (1.61)
∂
∂t
(g−1) = 2fA]. (1.62)
Demostracio´n. Sean X, Y ∈ X(M), procedamos a calcular la variacio´n de
g(X,Y ):
∂
∂t
(
g(X,Y )
)
=
∂
∂t
(
g(F?X,F?Y )
)
=
(∇∂tg)(F?X,F?Y ) + g(∇∂tF?X,F?Y ) + g(F?X,∇∂tF?Y )
= g(∇F?X∂t, F?Y ) + g(F?X,∇F?Y ∂t)
= fg(∇F?XN,F?Y ) + fg(F?X,∇F?YN)
= −2fα(X,Y ),
donde hemos tenido en cuenta que ∇g = 0. Calculemos la fo´rmula de variacio´n
(1.62), para ello usaremos tr13 g ⊗ g−1 = δ
0 =
∂
∂t
δ =
∂
∂t
tr13 g ⊗ g−1 = tr13 ∂
∂t
(g)⊗ g−1 + tr13 g ⊗ ∂
∂t
(g−1)
= −2ftr13 α⊗ g−1 + tr13 g ⊗ ∂
∂t
(g−1) = −2fA+ tr13 g ⊗ ∂
∂t
(g−1)
⇒ ∂
∂t
(g−1) = 2fA].
unionsqu
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Denotemos por dvgt el elemento de volumen de dimensio´n n asociado de
forma natural a la me´trica riemanniana gt, del mismo modo denotaremos por
dvg al elemento riemanniano de volumen del ambiente M .
Lema 1.4.3.
∂t(dvgt) = −fHdvgt . (1.63)
Demostracio´n. Sean X1, ..., Xn ∈ X(M) linealmente independientes, arbitra-
rios y fijos. En caso contrario, si son linealmente dependientes, se cumple que
dvgt(X1, ..., Xn) = 0 para todo t y la fo´rmula de evolucio´n (1.63) se traduce en
la identidad 0 = 0. Teniendo en cuenta que ∇NN es tangente a M y ∇dvg = 0
procedemos a calcular la fo´rmula de variacio´n:
∂t
(
dvgt(X1, ..., Xn)
)
= ∂t
(
dvg(F?X1, ..., F?Xn, N)
)
=
(∇∂tdvg)(F?X1, ..., F?Xn, N)
+
n∑
i=1
dvg(F?X1, ...,∇∂tF?Xi, ..., F?Xn, N)
+ dvg(F?X1, ..., F?Xn,∇∂tN)
=
n∑
i=1
dvg(F?X1, ...,∇F?Xi∂t, ..., F?Xn, N)
= f
n∑
i=1
dvg(F?X1, ...,∇F?XiN, ..., F?Xn, N)
= −f
n∑
i=1
dvg(F?X1, ..., F?A
MtXi, ..., F?Xn, N)
= −f
n∑
i=1
n∑
j=1
Ajidvg(F?X1, ..., F?Xj , ..., F?Xn, N)
= −f
n∑
i=1
Aiidvg(F?X1, ..., F?Xi, ..., F?Xn, N)
= −f
( n∑
i=1
Aii
)
dvgt(X1, ..., Xn) = −fHdvgt(X1, ..., Xn).
unionsqu
Denotemos por dvnψ t el elemento de ψ-volumen de dimensio´n n de gt, del
mismo modo denotaremos por dvn+1ψ al elemento de ψ-volumen del ambiente
M .
Lema 1.4.4.
∂t(dv
n
ψ t) = −fHψdvnψ t. (1.64)
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Demostracio´n. Sean X1, ..., Xn ∈ X(M) linealmente independientes, arbitra-
rios y fijos. En caso contrario, si son linealmente dependientes, se cumple que
dvnψ t(X1, ..., Xn) = 0 para todo t y la fo´rmula de evolucio´n (1.64) se traduce en
la identidad 0 = 0. Utilizando la fo´rmula de variacio´n (1.63) obtenemos:
∂t
(
dvnψ t(X1, ..., Xn)
)
= ∂t
(
eψdvgt(X1, ..., Xn)
)
= ∂t(ψ)dv
n
ψ t(X1, ..., Xn)− fHdvnψ t(X1, ..., Xn)
=
(
f
〈∇ψ,N〉− fH)dvnψ t(X1, ..., Xn)
= −fHψdvnψ t(X1, ..., Xn).
unionsqu
A la segunda forma fundamental escalar de la hipersuperficie Ft : (M, gt)→
(M, g) la denotaremos por αMt , cuando no haya lugar a confusio´n se deno-
tara´ u´nicamente por α.
Lema 1.4.5.
∂
∂t
(α) = ∇2f − f
(
α(A·, ·)−R(4,0)(·, N, ·, N)
)
(1.65)
Demostracio´n. Sean X, Y ∈ X(M), notemos que [X, ∂t] = 0 por lo que
[F?X,F?∂t] = F?[X, ∂t] = 0. Usando esto, la definicio´n de R y los abusos de
notacio´n ∂t ≡ ∂F
∂t
y X ≡ F?X, podemos calcular:
∂
∂t
(
αMt(X,Y )
)
=
∂
∂t
(
g(∇F?XF?Y,N)
)
= g(∇∂t
(∇F?XF?Y ), N) + g(∇F?XF?Y,∇∂tN)
= g(R
(3,1)
(F?X, ∂t)F?Y +∇F?X
(∇∂tF?Y )−∇[F?X,∂t]F?Y,N)
− g(∇F?XF?Y,∇f)
= fR
(4,0)
(F?X,N,F?Y,N) + g(∇F?X
(∇F?Y ∂t), N)− g(∇F?XF?Y,∇f)
= ∇2f(X,Y )− F?X
(
F?Y (f)
)
+ fR
(4,0)
(F?X,N,F?Y,N)
+ g(F?X
(
F?Y (f)
)
N + F?Y (f)∇F?XN + F?X(f)∇F?YN
+ f∇F?X
(∇F?YN), N)
= ∇2f(X,Y ) + fR(4,0)(F?X,N,F?Y,N)− fg(∇F?X
(
F?A
MtY
)
, N)
= ∇2f(X,Y ) + fR(4,0)(F?X,N,F?Y,N)− fαMt(AMtX,Y )
= ∇2f(X,Y )− f
(
αMt(AMt ·, ·)−R(4,0)(·, N, ·, N)
)
(X,Y ).
unionsqu
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A la aplicacio´n de Weingarten de la hipersuperficie Ft : (M, gt)→ (M, g) la
denotaremos por AMt , cuando no haya lugar a confusio´n se denotara´ u´nicamente
por A.
Lema 1.4.6.
∂
∂t
(A) = ∇·∇f + f
(
A2 +R
(3,1)
(N, ·)N) (1.66)
Demostracio´n. Sea t0 ∈ [0, T ):
∂
∂t
∣∣∣
t=t0
(αMt) =
∂
∂t
∣∣∣
t=t0
(
gt(A
Mt ·, ·))
=
∂
∂t
∣∣∣
t=t0
(
gt
)
(AMt0 ·, ·) + gt0(
∂
∂t
∣∣∣
t=t0
(AMt ·), ·)
= −2fαMt0 (AMt0 ·, ·) + gt0(
∂
∂t
∣∣∣
t=t0
(AMt ·), ·).
Despejando el u´ltimo sumando y teniendo en cuenta que R
(3,1)
(N, ·)N es tan-
gente a la hipersuperficie:
gt0(
∂
∂t
∣∣∣
t=t0
(AMt ·), ·) = ∂
∂t
∣∣∣
t=t0
(αMt) + 2fαMt0 (AMt0 ·, ·)
= ∇2f + f
(
αMt0 (AMt0 ·, ·) +R(4,0)(·, N, ·, N)
)
= gt0(∇·∇f, ·) + f
(
gt0(A
Mt0 2·, ·) + gt0(R(3,1)(N, ·)N, ·)
)
= gt0
(
∇·∇f + f
(
AMt0 2 +R
(3,1)
(N, ·)N), ·).
unionsqu
Lema 1.4.7.
∂
∂t
H = ∆f + f
(|A|2 +Ric(N,N)) (1.67)
Demostracio´n. Calcularemos la variacio´n de H respecto de t:
∂
∂t
H =
∂
∂t
(
tr14 tr23 g
−1 ⊗ α
)
= tr14 tr23
( ∂
∂t
g−1 ⊗ α+ g−1 ⊗ ∂
∂t
α
)
= tr14 tr23
(
2fA] ⊗ α+ g−1 ⊗ (∇2f − f(αMt(AMt ·, ·)−R(4,0)(·, N, ·, N))))
= 2f |A|2 + ∆f − f(|A|2 −Ric(N,N))
= ∆f + f
(|A|2 +Ric(N,N)).
Otra posibilidad:
∂
∂t
H =
∂
∂t
trA = tr
∂
∂t
A = tr
(
∇·∇f + f
(
A2 +R
(3,1)
(N, ·)N))
= ∆f + f(|A|2 +Ric(N,N)).
unionsqu
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Lema 1.4.8.
∂
∂t
〈∇ψ,N〉 = f∇2ψ(N,N)− 〈∇ψ,∇f〉 (1.68)
Demostracio´n. Calculemos la variacio´n de
〈∇ψ,N〉 teniendo en cuenta (1.60):
∂
∂t
〈∇ψ,N〉 = 〈∇F?∂t∇ψ,N〉+ 〈∇ψ,∇F?∂tN〉
= f
〈∇N∇ψ,N〉− 〈∇ψ,∇f〉 = f∇2ψ(N,N)− 〈∇ψ,∇f〉 .
unionsqu
Lema 1.4.9.
∂
∂t
Hψ = ∆ψf + f
(|A|2 +Ricψ(N,N)), (1.69)
donde ∆ψ = ∆ +
〈∇ψ,∇〉, Ricψ = Ric−∇2ψ (tal y como se definio´ en (1.37)
y (1.43)).
Demostracio´n. Procedamos a calcular la variacio´n de Hψ respecto de t:
∂
∂t
Hψ =
∂
∂t
(
H − 〈∇ψ,N〉 )
= ∆f + f
(|A|2 +Ric(N,N))− f∇2ψ(N,N) + 〈∇ψ,∇f〉
= ∆ψf + f
(|A|2 +Ricψ(N,N)).
unionsqu
1.4.1. Fo´rmula de Simon para ∇2α y ∆α
Comencemos recordando dos ecuaciones cla´sicas de la geometr´ıa riemannia-
na, la ecuacio´n de Codazzi:
−(∇Xα)(Y, ·) + (∇Y α)(X, ·) = RXY ·N (1.70)
donde (∇Xα)(Y,Z) = X(α(Y, Z))−α(∇XY,Z)−α(Y,∇XZ); y la ecuacio´n de
Gauss:
RXY ZW −RXY ZW = 〈−→α (Y,Z),−→α (X,W )〉 − 〈−→α (X,Z),−→α (Y,W )〉
= α(Y,Z) α(X,W )− α(X,Z) α(Y,W ). (1.71)
Con la ayuda de estas dos ecuaciones podemos obtener la famosa fo´rmula
de Simon. Realizaremos los ca´lculos en un cierto p ∈ M , utilizando campos
vectoriales X,Y, Z,W cuyas derivadas covariantes se anulan en el punto p
(∇2ZWα)(X,Y ) = ∇Z((∇Wα)(X,Y )) = ∇Z((∇Xα)(W,Y ) +R(X,W, Y,N)).
(1.72)
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Si desarrollamos el segundo sumando de la igualdad anterior:
∇Z(R(X,W,Y,N)) = (∇ZR)(X,W, Y,N) +R(∇ZX,W, Y,N)
+R(X,∇ZW,Y,N) +R(X,W,∇ZY,N) +R(X,W, Y,∇ZN)
= (∇ZR)(X,W, Y,N) + α(Z,X)R(N,W, Y,N)
+ α(Z,W )R(X,N, Y,N)−R(X,W, Y,AZ). (1.73)
Tambie´n desarrollamos el primer sumando en la igualdad (1.72) y conmutamos
Z y X:
∇Z((∇Xα)(W,Y )) = ∇Z(∇X(α(W,Y ))− α(∇XW,Y )− α(W,∇XY ))
= ∇Z(∇X(α(W,Y ))− α(∇Z∇XW,Y )− α(W,∇Z∇XY )
= ∇X(∇Z(α(W,Y ))− α(∇X∇ZW,Y ) + α(R(Z,X,W ), Y )
− α(W,∇X∇ZY ) + α(W,R(Z,X, Y ))
= ∇X((∇Zα)(W,Y )) + α(R(Z,X,W ), Y ) + α(W,R(Z,X, Y ))
= (∇2XZα)(W,Y ) + α(R(Z,X,W ), Y ) + α(W,R(Z,X, Y ))
(1.74)
Al aplicar la ecuacio´n de Codazzi a ∇X((∇Zα)) como lo hicimos para obtener
(1.73):
(∇2XZα)(W,Y ) = ∇X((∇Y α)(W,Z) +R(Y,Z,W,N))
= (∇2XY α)(Z,W ) + (∇XR)(Y,Z,W,N) + α(X,Y )R(N,Z,W,N)
+ α(X,Z)R(Y,N,W,N)−R(Y, Z,W,AX). (1.75)
De (1.72) a (1.75):
(∇2ZWα)(X,Y ) = (∇2XZα)(W,Y ) + α(R(Z,X,W ), Y ) + α(W,R(Z,X, Y ))
+ (∇ZR)(X,W, Y,N)) + α(Z,X)R(N,W, Y,N)
+ α(Z,W )R(X,N, Y,N)−R(X,W, Y,AZ)
= (∇2XY α)(Z,W ) + (∇XR)(Y,Z,W,N) + α(X,Y )R(N,Z,W,N)
+ α(X,Z)R(Y,N,W,N)−R(Y, Z,W,AX)
+ α(R(Z,X,W ), Y ) + α(W,R(Z,X, Y ))
+ (∇ZR)(X,W, Y,N) + α(Z,X)R(N,W, Y,N)
+ α(Z,W )R(X,N, Y,N)−R(X,W, Y,AZ). (1.76)
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Cuando reordenamos los te´rminos:
(∇2ZWα)(X,Y ) = (∇2XY α)(Z,W ) + (∇XR)(Y, Z,W,N) + (∇ZR)(X,W, Y,N)
+ α(X,Y )R(N,Z,W,N)
+ α(Z,W )R(X,N, Y,N)
−R(Y,Z,W,AX)−R(X,W, Y,AZ)
+R(Z,X,W,AY ) +R(Z,X, Y,AW ). (1.77)
Despue´s podemos aplicar la fo´rmula de Gauss en (1.77) y as´ı obtenemos la
fo´rmula de Simon:
(∇2ZWα)(X,Y ) = (∇2XY α)(W,Z) + (∇XR)(Y,Z,W,N) + (∇ZR)(X,W, Y,N)
+ α(X,Y )R(N,Z,W,N) + α(Z,W )R(X,N, Y,N)
−R(Y, Z,W,AX)−R(X,W, Y,AZ)
+R(Z,X,W,AY )− α(X,W )α(Z,AY ) + α(Z,W )α(X,AY )
+R(Z,X, Y,AW )− α(Z,AW )α(X,Y ) + α(Z, Y )α(X,AW ).
(1.78)
Para obtener la fo´rmula cla´sica de Simon tomamos trazas en la anterior
expresio´n:
(∆α)(X,Y ) = ∇2XYH − (∇XRicM )(Y,N)− (δMR)(X,Y,N)
−Ric(N,N)α(X,Y ) +H R(X,N, Y,N)
+RicM (Y,AX) +RicM (X,AY )
− 2ARM (X,Y )
− |A|2α(X,Y ) +H α(X,AY ), (1.79)
para cualquier X, Y ∈ X(M), donde:
RicM (X,Y ) :=
n∑
i=1
R(X, ei, Y, ei) = tr
24
M R
(4,0)
, (1.80)
ARM (X,Y ) :=
n∑
i=1
R(X, ei, Y, Aei), (1.81)
y
δMR(X,Y,N) :=
n∑
i=1
∇eiR(ei, X, Y,N) = trM12 ∇R(4,0)(X,Y,N), (1.82)
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para cualquier referencia local ortonormal {ei}ni=1 de M (notemos que todos
ellos son tensores).
A su vez, por (1.79), podemos deducir una expresio´n para el laplaciano de
la aplicacio´n de Weingarten A ≡ tr24 α⊗ g−1 : X(Mn)× Ω1(Mn)→ C∞(Mn).
En primer lugar notemos que:
∆A = ∆
(
tr24 α⊗ g−1
)
= tr24 ∆
(
α⊗ g−1)
= tr24
(
∆α⊗ g−1 + α⊗∆g−1 + 2∇α⊗∇g−1
)
= tr24
(
∆α⊗ g−1
)
.
(1.83)
Para realizar una exposicio´n ma´s clara, introduciremos nueva notacio´n apro-
piada para esta situacio´n:
∇XRicMN := (∇XRicM (N, ·))], (1.84)
δMR(X,N) := (δMR(X, ·, N))], (1.85)
RicMX := (RicM (X, ·))], (1.86)
ARMX := (ARM (X, ·))]. (1.87)
Entonces por (1.83) y (1.79) podemos dar el laplaciano de A del siguiente modo:
∆A(·) = ∇·∇H −∇·RicMN − (δMR)(·, N)−Ric(N,N)A(·) +H R(N, ·)N
+RicM ◦A(·) +A ◦RicM (·)− 2ARM (·)− |A|2A(·) +H A2(·)
= ∇·∇H − (|A|2 +Ric(N,N))A(·) +H(A2(·) +R(N, ·)N)
+RicM ◦A(·) +A ◦RicM (·)− 2ARM (·)−∇·RicMN − (δMR)(·, N).
(1.88)
Si empleamos la fo´rmula de Simon (1.79), podemos dar una expresio´n de
la variacio´n de αMt por el flujo en forma de la ecuacio´n del calor, tal y como
veremos en el siguiente resultado.
Lema 1.4.10. Sean X, Y ∈ X(M), se cumple que:
∂
∂t
(
αMt(X,Y )
)
= ∆αMt(X,Y ) +∇2(f −H)(X,Y ) + (∇XRicM )(Y,N)
+ (δMR)(X,Y,N) +
(|AMt |2 +Ric(N,N))αMt(X,Y )
+ (f −H) R(X,N, Y,N)
−RicM (Y,AMtX)−RicM (X,AMtY )
+ 2AMtRM (X,Y )− (f +H) αMt(X,AMtY ). (1.89)
Demostracio´n. Recordemos que por (1.65) dados X, Y ∈ X(M):
∂
∂t
(
αMt(X,Y )
)
= ∇2f(X,Y )− f
(
αMt(AMt ·, ·)−R(4,0)(·, N, ·, N)
)
(X,Y ),
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entonces utilizando la fo´rmula de Simon (1.79) en dicha igualdad, obtenemos:
∂
∂t
(
αMt(X,Y )
)
= ∇2f(X,Y )− f
(
αMt(AMtX,Y )−R(4,0)(X,N, Y,N)
)
= ∆αMt(X,Y ) +∇2(f −H)(X,Y ) + (∇XRicM )(Y,N)
+ (δMR)(X,Y,N)
+Ric(N.N)αMt(X,Y ) + (f −H) R(X,N, Y,N)
−RicM (Y,AMtX)−RicM (X,AMtY )
+ 2AMtRM (X,Y )
+ |AMt |2αMt(X,Y )− (f +H) αMt(X,AMtY ).
unionsqu
Lema 1.4.11.
∂
∂t
(A) = ∆A+∇·∇(f −H) + (|A|2 +Ric(N,N))A
+ (f −H)(A2 +R(3,1)(N, ·)N)
−RicM ◦A−A ◦RicM + 2ARM +∇·RicMN + δMR(·, N).
(1.90)
Demostracio´n. Por (1.66) y la expresio´n para el laplaciano de A dada en (1.88)
tenemos que:
∂
∂t
(A) = ∇·∇f + f
(
A2 +R
(3,1)
(N, ·)N)
= ∆A−∆A+∇·∇f + f
(
A2 +R
(3,1)
(N, ·)N)
= ∆A+∇·∇f + f
(
A2 +R
(3,1)
(N, ·)N)
−∇·∇H + (|A|2 +Ric(N,N))A−H(A2 +R(N, ·)N)
−RicM ◦A−A ◦RicM + 2ARM +∇·RicMN + δMR(·, N)
= ∆A+∇·∇(f −H) + (|A|2 +Ric(N,N))A
+ (f −H)(A2 +R(3,1)(N, ·)N)
−RicM ◦A−A ◦RicM + 2ARM +∇·RicMN + δMR(·, N).
unionsqu
Sobre el conjunto de matrices cuadradas tenemos definido el siguiente pro-
ductor escalar, dadas B, C matrices cuadradas, de dimensio´n n y con entradas
reales:
〈B,C〉 := tr(BTC). (1.91)
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Este producto escalar define una norma sobre el conjunto de matrices, usual-
mente denominada norma de Frobenius:
|B| :=
√
〈B,B〉. (1.92)
A continuacio´n calcularemos la evolucio´n a lo largo del flujo de la norma
de Frobenius de la aplicacio´n de Weingarten AMt asociada a la hipersuperficie
Ft : (M, gt)→ (M, g).
Lema 1.4.12.
∂
∂t
|A|2 = ∆|A|2 − 2|∇A|2 + 2 〈∇·∇(f −H), A〉+ (|A|2 +Ric(N,N))|A|2
+ (f −H)(trA3 +ARM (N,N))
+ 2
〈−RicM ◦A−A ◦RicM + 2ARM +∇·RicMN + δMR(·, N), A〉
(1.93)
Demostracio´n. Primero calculemos el laplaciano de |A|2 en M :
∆|A|2 = ∆
(
tr(AT ◦A)
)
= tr
(
∆(AT ◦A)
)
= tr
(
∆(AT ) ◦A+AT ◦∆A+ 2∇(AT ) ◦ ∇A
)
= tr
(
(∆A)T ◦A+AT ◦∆A+ 2(∇A)T ◦ ∇A
)
= 2 〈∆A,A〉+ 2|∇A|2.
(1.94)
Por (1.90) y (1.94):
∂
∂t
|A|2 = ∂
∂t
tr
(
AT ◦A
)
= tr
∂
∂t
(
AT ◦A
)
= tr
(∂AT
∂t
◦A+AT ◦ ∂A
∂t
)
= tr
((∂A
∂t
)T ◦A+AT ◦ ∂A
∂t
)
= 2tr
((∂A
∂t
)T ◦A) = 2〈 ∂
∂t
(A), A
〉
= 2
〈
∆A+∇·∇(f −H) + (|A|2 +Ric(N,N))A
+ (f −H)(A2 +R(3,1)(N, ·)N)
−RicM ◦A−A ◦RicM + 2ARM +∇·RicMN + δMR(·, N), A
〉
= ∆|A|2 − 2|∇A|2 + 2 〈∇·∇(f −H), A〉+ (|A|2 +Ric(N,N))|A|2
+ (f −H)(trA3 +ARM (N,N))
+ 2
〈−RicM ◦A−A ◦RicM + 2ARM +∇·RicMN + δMR(·, N), A〉 .
unionsqu
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1.5. Flujo por la curvatura media asociado a una
densidad
Sea una variedad riemanniana con densidad (M, g, ψ) de dimensio´n n + 1
y una hipersuperficie inmersa F0 : M → M , llamaremos flujo por la curvatura
media asociado a la densidad ψ (FCMψ) de la inmersio´n F0, a una familia
de hipersuperficies inmersas diferenciables {Ft : M → M}t∈[0,T ) tales que F :
M × [0, T )→M es diferenciable y verifica que:{
∂F
∂t
=
−→
Hψ = Hψ N =
(
H − 〈∇ψ,N〉) N,
F (·, 0) = F0(·),
(1.95)
donde N es el normal a la hipersuperficie. En el caso particular de que la
variedad ambiente M tenga dimensio´n 2, llamaremos a este problema de valor
inicial problema del acortamiento de curvas asociado a la densidad ψ (PACψ).
Notemos que (1.95) esta´ definido globalmente si M y M son orientables y,
en cualquier caso, siempre estara´ definido localmente.
Anteriormente se remarco´ que el vector
−→
Hψ es el gradiente del funcional de
volumen en densidad actuando sobre las hipersuperficies inmersas, por tanto,
(1.95) es el flujo gradiente asociado a dicho funcional. En otras palabras, la
hipersuperficie se deforma de modo diferenciable provocando que su ψ-volumen
disminuya lo ma´s ra´pidamente posible. Expl´ıcitamente (consecuencia de (1.64)):
d
dt
V nψ
(
(M, ι?t g)
)
= −
∫
M
H2ψdv
n
ψ. (1.96)
Naturalmente en el caso particular en que ψ sea constante, el flujo se co-
rresponde con el tan estudiado flujo por la curvatura media (FCM).
Diversos trabajos se han desarrollado previamente en esta a´rea ([5], [12],
[50], [51]), algunos de ellos sin hacer mencio´n expl´ıcita al te´rmino densidad.
En primer lugar, para trabajar con este flujo necesitamos un teorema de
existencia de solucio´n para tiempos cortos. Huisken y Polden en [36] junto al
trabajo posterior de Mantegaza y Martinazzi [40] estudiaron la existencia de
solucio´n para tiempos cortos para la siguiente ecuacio´n geome´trica de evolucio´n:
∂F
∂t
=
(
∆pH + φ(F, N, A, ∇A, ∇2A, · · · , ∇2p−1A)
)
N, (1.97)
con φ diferenciable en todos sus argumentos, lo que lleva al siguiente teorema.
Teorema 1.5.1. (Teorema 7.17 de [36]) Dada una hipersuperficie diferen-
ciable inmersa F0 : M → M compacta, existe una u´nica solucio´n al problema
(1.97) definida en algu´n intervalo 0 ≤ t ≤ T con F0 como condicio´n inicial.
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El caso particular p = 0 y φ(F,N) := − 〈∇ψF , N〉 se corresponde con el
FCMψ (1.95), por lo que tenemos garantizada la existencia y unicidad de la
solucio´n para tiempos cortos del FCMψ, tal como se detalla en el siguiente
corolario
Corolario 1.5.1. (Existencia de solucio´n para tiempos cortos) Dada
una hipersuperficie diferenciable inmersa F0 : M → M compacta, existe una
u´nica solucio´n al problema (1.95) definida en algu´n intervalo 0 ≤ t < T con F0
como condicio´n inicial.
Llamaremos tiempo ma´ximo de existencia del flujo (1.95) al mayor T ∈ R+
tal que existe la solucio´n del problema de valor inicial (1.95) F : M×[0, T )→M
o, lo que es lo mismo, al T tal que la solucio´n F : M × [0, T ) → M no puede
ser prolongada. En te´rminos generales, cuando escribamos F : M × [0, T )→M
como solucio´n a un problema de valor inicial (PVI) estaremos suponiendo que
T es dicho tiempo ma´ximo. En ocasiones podra´ interesarnos remarcar dicho
cara´cter y lo denotaremos por Tma´x.
Una de las herramientas fundamentales para el estudio de este flujo geome´tri-
co es el principio del ma´ximo parabo´lico (teorema 1.1.2). Gracias a e´l podemos
llegar a obtener dos resultados de gran importancia para la comprensio´n del
flujo.
Teorema 1.5.2. (Preservacio´n de embebimiento) Supongamos que la con-
dicio´n inicial F0 : M → M del PVI (1.95) es compacta y embebida, entonces
Ft es embebida para todo t ∈ [0, T ).
Teorema 1.5.3. (Principio de separacio´n) Sean dos soluciones al PVI
(1.95) F1, F2 : Mi× [0, Ti)→M tales que M1 es compacta, entonces la distan-
cia entre las inmersiones F1(·, t) y F2(·, t) no decrece con el tiempo para todo
t ∈ [0,mı´n{T1, T2}).
La demostracio´n de estos dos teoremas cuando la variedad ambiente es el
espacio eucl´ıdeo Rn+1 fue presentada en [50].
El principio de separacio´n nos permite tener cierta nocio´n de co´mo evolucio-
na una hipersuperficie por el flujo (1.95) mediante la comparacio´n de soluciones,
es decir, apoya´ndonos en la evolucio´n de otra hipersuperficie de la que conoz-
camos de antemano su evolucio´n.
Notemos que las hipersuperficies ψ-mı´nimas permanecen fijas por el flujo.
Dada una hipersuperficie inmersa F0 : M →M ψ-mı´nima, entonces la solucio´n
al PVI (1.95), con condicio´n inicial F0, es
F (p, t) = F0(p), para todo (p, t) ∈M × [0,∞).
Gracias al principio de separacio´n estas hipersuperficies actu´an como barreras
“fijas”. Dada una cierta inmersio´n F0 compacta y ψ-mı´nima, cualquier otra
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inmersio´n F1 : M1 → M , cuyo soporte este´ dentro de la regio´n acotada por el
soporte de F0, permanecera´ en dicha regio´n a lo largo de toda su evolucio´n por
(1.95).
1.5.1. Caso particular: el espacio eucl´ıdeo con una densidad ra-
dial
Una primera situacio´n a considerar es el espacio eucl´ıdeo Rn+1 con una
densidad ψ radial respecto del origen coordenado, es decir, la densidad es la
composicio´n de una funcio´n ψ : [0,∞) → R, con la funcio´n distancia al origen
coordenado r(x) = |x|. Trabajaremos con hipersuperficies F : M → Rn+1
compactas y orientables y elegiremos el normal interior N a las mismas.
A la hora de trabajar, como funcio´n densidad tomaremos la aplicacio´n ψ :
[0,∞)→ R, ψ = ψ(r), en lugar de ψ : Rn+1 → R, ψ(x) = ψ(r(x)).
En esta variedad ambiente no resulta dif´ıcil ver cua´l es la evolucio´n de una
esfera redonda centrada en el origen al evolucionar por el FCMψ, vea´moslo:
Una esfera redonda de dimensio´n n y radio R centrada en el origen tiene
ψ-curvatura media constante
Hψ =
n
R
− ψ′(R) 〈∇r,N〉 = n
R
+ ψ′(R), (1.98)
lo que, al igual que ocurre con el FCM, nos hace pensar intuitivamente en que
la evolucio´n de la misma sera´ una familia de esferas redondas centradas en
el origen, autosemejantes, contraye´ndose o expandie´ndose en funcio´n de que
Hψ sea positiva o negativa, respectivamente. Para comprobar esta suposicio´n,
podemos definir F (·, t) := R(t)F0, con F0 : M → Rn+1, la inmersio´n inicial de
una esfera redonda centrada en el origen, de dimensio´n n y radio uno. Entonces,
de ser cierta nuestra conjetura geome´trica,
R′(t)F0 =
∂F
∂t
= HψN =
( n
R(t)
+ ψ′(R(t))
)
N = −
( n
R(t)
+ ψ′(R(t))
)F (t)
R(t)
= −
( n
R(t)
+ ψ′(R(t))
)
F0, (1.99)
por lo que nuestro problema se reduce al siguiente PVI para ecuaciones dife-
renciales ordinarias: {
R′(t) = −
( n
R(t)
+ ψ′(R(t))
)
,
R(0) = R0.
(1.100)
Por la teor´ıa de EDO, existe una u´nica solucio´n para un cierto tiempo T y, por
el corolario 1.5.1, esta debe ser la u´nica solucio´n al PVI (1.95).
La posibilidad de reducir el problema de la evolucio´n de las esferas redondas
centradas en el origen a un sistema dina´mico de dimensio´n 1, nos lleva a pensar
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en ciertas esferas como esferas atractoras o repulsoras en funcio´n de si el radio
de dichas esferas se corresponde con un punto atractor o repulsor del espacio
de configuracio´n del sistema dina´mico. Adema´s, remarquemos que los puntos
de equilibrio del sistema dina´mico se corresponden con esferas ψ-mı´nimas.
Gracias al principio de separacio´n, la evolucio´n de las esferas redondas cen-
tradas en el origen condiciona el movimiento de otras hipersuperficies. Por ejem-
plo, en aquellos casos en los que toda esfera redonda centrada en el origen coor-
denado tiene ψ-curvatura media estrictamente positiva, dada cualquier otra
hipersuperficie evolucionando por el FCMψ, su intervalo ma´ximo de existencia
del flujo siempre sera´ finito (el FCM es un caso particular de este feno´meno).
Ma´s au´n, al actuar las hipersuperficies ψ-mı´nimas de barreras fijas, podemos
utilizar el FCMψ para avanzar en el problema de clasificacio´n de hipersuperficies
ψ-mı´nimas en el espacio eucl´ıdeo Rn+1 con una densidad radial, tal y como
veremos en la proposicio´n 1.5.1.
Ahora bien, necesitaremos un lema previo, de (1.100) se deduce inmediata-
mente el siguiente resultado:
Lema 1.5.1. En el espacio eucl´ıdeo Rn+1 con una densidad radial ψ = ψ(r),
una esfera redonda Sn de radio R y centrada en el origen, es ψ-mı´nima si y
so´lo si ψ′ = −n
r
.
Bajo el FCMψ, el radio R de una esfera Sn centrada en el origen
• crece cuando − ( n
R
+ ψ′) > 0, es decir, cuando ψ′ < − n
R
,
• decrece cuando − ( n
R
+ ψ′) < 0, es decir, cuando ψ′ > − n
R
.
En las siguientes ima´genes, la curva (r,−n/r) esta´ marcada con una l´ınea
negra. Con la finalidad de ilustrar este tipo de evoluciones vamos a dar dos
ejemplos gra´ficos para la funcio´n ψ′(r) (en rojo): uno para una densidad con
singularidades y otro para una densidad regular. Para cada uno de estos ejem-
plos, las esferas de radio marcado en la vertical con A son atractores (las esferas
en su entorno son atra´ıdas por ellas) y aquellas cuyo radio esta´ marcado en la
vertical con R son repulsores. Las marcadas con A o R son ψ-mı´nimas y, por lo
tanto, estacionarias. Las esferas de radio “r” que se encuentran en la base de
las flechas se mueven en la direccio´n que estas indican.
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(a) (b)
Figura 1.1: ψ con singularidad en el origen
(a) (b)
Figura 1.2: ψ regular
Como consecuencia de este comportamiento y del principio de separacio´n
para el FCMψ, tenemos:
Proposicio´n 1.5.1. Sea Rn+1 el espacio eucl´ıdeo con una densidad radial
ψ = ψ(r). Denotaremos por rma´x (respectivamente rmı´n) la distancia ma´xima
(respectivamente distancia mı´nima) de una hipersuperficie cerrada Σ al origen.
Supongamos que:
(a) ψ es diferenciable, y
(b) las grafos de ψ′ y −n
r
intersecan transversalmente en una familia discreta
de puntos r1 < r2 < ....
Entonces,
i Una hipersuperficie Σ que verifica r2k ≤ rma´x ≤ r2k+1 es ψ-mı´nima si y
so´lo si es una esfera redonda centrada en el origen de radio r = r2k o
r = r2k+1. En particular, no existen hipersuperficies cerradas ψ-mı´nimas
en el interior de la esfera redonda centrada en el origen de radio r = r1.
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ii Las u´nicas hipersuperficies Σ cerradas y ψ-mı´nimas con r2k+1 ≤ rmı´n ≤
r2k+2 son las esferas redondas centradas en el origen de radio r = r2k+1
y r = r2k+2 .
iii Si el nu´mero de ceros de ψ′ +
n
r
es par y rk es el u´ltimo, la u´nica hi-
persuperficie Σ cerrada y ψ-mı´nima con rma´x ≥ rk es la esfera redonda
centrada en el origen de radio r = rk.
iv Si el nu´mero de ceros de ψ′ +
n
r
es impar y rk es el u´ltimo, la u´nica
hipersuperficie Σ cerrada y ψ-mı´nima con rmı´n ≥ rk es la esfera redonda
centrada en el origen de radio r = rk.
Si cambiamos la hipo´tesis (a) por (a’) tal que ψ es diferenciable u´nicamente
en R2 −{0}, el l´ımt→0 ψ′(t) = −∞ y el soporte de Σ esta´ contenido en Rn+1 −
{0}, entonces:
i’ Si ψ′(r) > −n
r
para r < r1, se dan las mismas situaciones que bajo la
hipo´tesis (a).
ii’ Si ψ′(r) < −n
r
para r < r1, tenemos las mismas situaciones que en el
caso ψ diferenciable, pero intercambiando los papeles de rma´x y rmı´n.
Demostracio´n. Por el lema 1.5.1, en el caso diferenciable (respectivamente ca-
so singular (ii’)), las esferas redondas centradas en el origen de radio r2k son
atractoras (respectivamente repulsoras) y las de radio r2k+1 son repulsoras (res-
pectivamente atractoras). Teniendo esto en mente, podemos ver que en cada
uno de los casos (i) a (iv), (i’) y (ii’), si Σ es ψ-mı´nima y no es una de las esfe-
ras mencionadas, existe una esfera disjunta de Σ que evoluciona bajo el FCMψ
hasta tocar a Σ, lo que nos da una contradiccio´n con el principio de separacio´n.
unionsqu
Siguiendo en la l´ınea de clasificacio´n de hipersuperficies ψ-mı´nimas, para el
caso cr´ıtico ψ(x) = a − n ln(|x|), es posible dar una clasificacio´n completa de
las hipersuperficies cerradas ψ-mı´nimas:
Proposicio´n 1.5.2. En Rn+1 con una densidad cr´ıtica ψ(x) = a − n ln(|x|),
las u´nicas hipersuperficies cerradas y ψ-mı´nimas, son las esferas redondas cen-
tradas en el origen.
Demostracio´n. Todas las esferas redondas centradas en el origen son ψ-mı´ni-
mas. Si Σ es otra hipersuperficie cerrada y ψ-mı´nima, debe ser tangente a al-
guna de estas esferas en algu´n punto, ya que son dos hipersuperficies tangentes
ψ-mı´nimas, por el principio del ma´ximo, deben coincidir. unionsqu
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En el caso del plano eucl´ıdeo R2 con una densidad radial ψ = ψ(r), tenemos
ma´s informacio´n sobre las curvas ψ-mı´nimas:
Proposicio´n 1.5.3. En el plano eucl´ıdeo R2 con una densidad radial ψ = ψ(r)
tal que ψ ∈ C∞(R2−{0}), una curva cerrada, simple, ψ-mı´nima, y cuyo soporte
esta´ contenido en la regio´n diferenciable de ψ, es estrellada respecto del origen.
Demostracio´n. En una densidad radial, las l´ıneas que pasan por el origen son ψ-
mı´nimas. Por otro lado, Σ estrellada respecto del origen significa que 〈F,N〉 6= 0
en cualquier punto F de Σ. Entonces, si Σ no es estrellada, existe una l´ınea que
pasa por el origen tangente a Σ pero, por el principio del ma´ximo, esto es
imposible. unionsqu
En el caso gaussiano ψ(x) = −1
2
µ2r2(x) en el plano R2, es conocido que la
u´nica curva cerrada, simple y ψ-mı´nima, es el c´ırculo de radio r = 1/µ ([1]).
Schnu¨rer y Smoczyk en [50] estudiaron en el espacio eucl´ıdeo Rn+1 con
una densidad radial ψ, sin hacer mencio´n expl´ıcita a la palabra densidad, la
evolucio´n de una hipersuperficie Σ embebida cuyo soporte esta´ contenido en
un anillo centrado en el origen de coordenadas, de dimensio´n n + 1, es decir,
r
(
F0(Σ)
) ⊂ [r0, r1], r0 > 0. Existiendo r? ∈ (r0, r1) tal que la esfera redonda
centrada en el origen de radio r? es un atractor a derecha e izquierda y no existen
otros puntos cr´ıticos en [r0, r1] para el sistema (1.100). Adema´s, ellos impusieron
una propiedad a la hipersuperficie inicial, ser “fuertemente estrellada”. Bajo
dichas condiciones demostraron que la solucio´n del flujo 1.95 exist´ıa para todo
tiempo y subconverg´ıa a una inmersio´n l´ımite en la norma C∞.
El caso especial del flujo de hipersuperficies convexas en Rn, con las densi-
dades gaussiana y antigaussiana, fue estudiado por A. Borisenko y V. Miquel
en [12].
1.5.2. El FCMψ de una hipersuperficie inmersa
Sea una variedad riemanniana con densidad (M, g, ψ) de dimensio´n n+ 1 y
orientable.
Teorema 1.5.4. (Invarianza geome´trica bajo perturbaciones tangen-
ciales) Sea una familia de inmersiones {F˜t : M →M}t∈[0,T ) compactas, orien-
tadas y de codimensio´n 1, tal que F˜ : M × [0, T ) → M sea diferenciable y
verifique el sistema: ∂F˜∂t (p, t) =
−→˜
Hψ + F˜t? p
(
X(p, t)
)
,
F˜ (p, 0) = F˜0(p),
(1.101)
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donde X ∈ X(M × [0, T )). Entonces, existe una u´nica familia de reparametri-
zaciones globales Υ : M × [0, T ) → M de las respectivas F˜t tal que F (p, t) :=
F˜ (Υ(p, t), t) verifica el sistema del FCMψ (1.95) con la inmersio´n F˜0 como
condicio´n inicial.
Rec´ıprocamente, si F˜ : M × [0, T )→M puede ser globalmente reparametri-
zada para que verifique el sistema del FCMψ (1.95), entonces F˜ debe satisfacer
(1.101) para un cierto campo X ∈ X(M × [0, T )).
Demostracio´n. Sea una familia diferenciable de difeomorfismos Υ : M×[0, T )→
M que verifica la siguiente ecuacio´n diferencial ordinaria:{
∂Υ
∂t
(p, t) = −X(Υ(p, t), t),
Υ(p, 0) = p.
(1.102)
El teorema de existencia y unicidad de ecuaciones diferenciables ordinarias en
una variedad compacta nos asegura que existe una u´nica solucio´n diferenciable
para el sistema (1.102).
Ahora consideremos la familia de inmersiones F˜t, solucio´n de (1.101), repara-
metrizadas utilizando esta familia de difeomorfismos Υ, F (p, t) := F˜ (Υ(p, t), t),
entonces:
∂
∂t
F (p, t) =
d
dt
F˜ (Υ(p, t), t) =
∂
∂t
F˜ (Υ(p, t), t) + F˜t?Υ(p,t)
(∂Υ
∂t
(p, t)
)
=
−→˜
Hψ(Υ(p, t), t) + F˜t?Υ(p,t)
(
X(Υ(p, t), t)
)
− F˜t?Υ(p,t)
(
X(Υ(p, t), t)
)
= H˜ψ(Υ(p, t), t)N˜(Υ(p, t), t) = Hψ(p, t)N(p, t). (1.103)
Y respecto a la condicio´n inicial:
F (p, 0) = F˜ (Υ(p, 0), 0) = F˜ (p, 0) = F˜0(p), para todo p ∈M. (1.104)
Por tanto, queda probada la existencia de una tal reparametrizacio´n global. La
unicidad de Υ se deduce del ca´lculo (1.103) junto a la unicidad de solucio´n de
(1.102). Con lo que queda probada la primera parte del teorema.
Veamos el rec´ıproco. Si podemos reparametrizar F˜ : M × [0, T ) → M de
forma que dicha reparametrizacio´n, F (p, t) := F˜ (Υ(p, t), t), verifique el sistema
(1.95), entonces:
∂
∂t
F˜ (Υ(p, t), t) + F˜t?Υ(p,t)
(∂Υ
∂t
(p, t)
)
= Hψ(p, t)N(p, t).
Por tanto:
∂
∂t
F˜ (Υ(p, t), t) = H˜ψ(Υ(p, t), t)N˜(Υ(p, t), t)− F˜t?Υ(p,t)
(∂Υ
∂t
(p, t)
)
.
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O equivalentemente:
∂
∂t
∣∣∣
t=t0
F˜ (p, t) = H˜ψ(p, t0)N˜(p, t0)− F˜t0? p
( ∂
∂t
∣∣∣
t=t0
Υ(Υ−1t0 (p), t)
)
.
Si definimos el campo vectorial:
X(p, t0) := − ∂
∂t
∣∣∣
t=t0
Υ(Υ−1t0 (p), t), para todo (p, t0) ∈M × [0, T ). (1.105)
Obtenemos finalmente que F˜ : M × [0, T )→M verifica el sistema (1.101). unionsqu
Por lo general nosotros estamos interesados en conocer la geometr´ıa de las
hipersuperficies inmersas que evolucionan por el FCMψ, por tanto no nos im-
porta tanto conocer cual es la forma exacta de la inmersio´n F . Es por este
motivo y gracias al teorema (1.5.4), que en ocasiones nos centraremos en el
siguiente problema para hipersuperficies inmersas orientadas:
Dada una hipersuperficie inmersa M0 orientada, compacta, de (M, g, ψ)
encue´ntrese una familia de hipersuperficies inmersas {Mt}t∈[0,T ) de M tal que
existe una familia de inmersiones F : M × [0, T )→M para dichas hipersuper-
ficies, diferenciable y que verifique que:
〈
∂F
∂t
,N
〉
= Hψ,
F (·, 0) = F0(0).
(1.106)
Por otro lado, gracias al teorema 1.5.4 podemos ver el FCMψ (1.95) como
un FCM perturbado por un campo externo de fuerzas. Dada una familia de
inmersiones F : M × [0, T ) → M solucio´n del FCMψ (1.95), por el teorema
1.5.4, existe una familia de reparametrizaciones globales de las respectivas Ft
de forma que la nueva familia de inmersiones F˜ : M × [0, T ) → M verifica el
sistema (1.101) con X(p, t) := −(∇ψ)T
F˜ (p,t)
, es decir, verifican: ∂F˜∂t (p, t) = −→Hψ − (∇ψ)T = −→H −∇ψ,
F˜ (p, 0) = F0(p),
(1.107)
Sen˜alemos que ∇ψ ∈ X(M) no es ma´s que un campo globalmente integrable
sobre la variedad riemanniana (M, g).
1.5.3. Relacio´n entre el FCMψ y el FCM
Esta seccio´n forma parte del art´ıculo [42].
Por la proposicio´n 1.3.2 de la seccio´n 1.3.1, dada una submersio´n rieman-
niana pi : (M̂m+n+1, ĝ) → (Mn+1, g) con fibras de volumen de dimensio´n m
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finito y con vector curvatura media constante, en el sentido de que su vector
curvatura media en M̂ es la elevacio´n horizontal de un vector tangente a M , y
una inmersio´n ι̂0 de una hipersuperficie en M̂ que contenga a todas las fibras
de su proyeccio´n, entonces la evolucio´n de esta inmersio´n por el FCM en (M̂, ĝ)
es equivalente a la evolucio´n de su proyeccio´n por el FCMψ en (M, g, ψ), siendo
ψ la aplicacio´n definida en (1.46).
Smoczyk en [51] ya utilizo´ esta ruta sin hacer mencio´n expl´ıcita a la pa-
labra densidad. Estudio´ la evolucio´n de ciertas hipersuperficies por el FCM
reduciendo el problema a un problema de evolucio´n por el FCMψ, hipersuper-
ficies invariantes por un cierto subgrupo del grupo de isometr´ıas de la variedad
ambiente M̂ .
Esta equivalencia tiene intere´s en s´ı misma y adema´s nos ayudara´ en el
cap´ıtulo 3 a comprender las singularidades de tipo I que se dan por el FCMψ,
apoya´ndonos en la teor´ıa ya conocida para las singularidades de tipo I del FCM.
1.5.4. Otra visio´n de la densidad (anti-)gaussiana
Esta seccio´n forma parte del art´ıculo [41].
En Rn+1 la densidad (anti)-gaussiana se corresponde con
ψ(x) = ε
1
2
nµ2|x|2, (1.108)
ε = 1 anti-gaussiana y ε = −1 gaussiana. El FCMψ con estas densidades tiene
dos propiedades particulares que fueron usadas por A. Borisenko y V. Miquel
en [12] para describir la evolucio´n de una hipersuperficie compacta y convexa
de Rn+1 bajo estos flujos. La primera propiedad particular es:
Lema 1.5.2. ([52, 12]) F (·, t) es una solucio´n de (1.95) (con ψ la densidad
(anti)-gaussiana) si y solo si F̂ (·, t̂) = eεnµ2t(t̂)F (·, t(t̂)) es una solucio´n de:〈
∂F̂
∂t̂
, N̂
〉
= Ĥ, (1.109)
donde t(t̂) =
1
ε2nµ2
ln(1 + ε2nµ2 t̂). (Cuando ε = −1, t̂ < 1
2nµ2
).
El lema enunciado aqu´ı, lema 1.5.2, aparece en [12], pero esta´ basado en un
resultado ma´s general de equivalencia de flujos dado por K. Smoczyk en [52].
La otra propiedad especial es:
Lema 1.5.3. ([12]) Sea un punto p0 ∈ Rn+1. Entonces, la evolucio´n Ft(M)
de F0(M) es la composicio´n del movimiento F˜t(M) de F0(M)− p0 por el flujo
(1.95) con la traslacio´n del vector p(t) = e−εnµ2tp0, esto es Ft(x) = e−εnµ
2tp0 +
F˜t(x).
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Aqu´ı usamos estas propiedades para estudiar la evolucio´n de una curva
cerrada y embebida en el plano R2 bajo PACψ, con ψ una densidad (anti)-
gaussiana. Probaremos:
Teorema 1.5.5. En el plano R2 con la densidad (anti)-gaussiana ψ = ε12µ
2|x|2,
sea γ(·, t) la solucio´n de (1.95) tal que γ(·, 0) es una curva embebida. Denota-
remos por A el a´rea de la regio´n acotada por el soporte de γ(·, 0).
1. Si ε = 1, la solucio´n ma´xima γ(·, t) esta´ definida en S1 × [0, T [,
T =
1
2µ2
ln(1 + µ2
A
pi
) y l´ımt→T γ(S1, t) es un punto redondo.
2. Si ε = −1:
a) Si A < pi/µ2, la solucio´n ma´xima γ(·, t) esta´ definida en S1 × [0, T [,
T = − 1
2µ2
ln(1− µ2 A
pi
) y l´ımt→T γ(S1, t) es un punto redondo.
b) Si A = pi/µ2, la solucio´n ma´xima γ(·, t) esta´ definida en S1× [0,∞[,
y l´ımt→∞ γ(S1, t) es un c´ırculo de radio 1/µ centrado en el origen
(0, 0) ∈ R2 o centrado en el infinito.
c) Si A > pi/µ2, la solucio´n ma´xima γ(·, t) esta´ definida en S1× [0,∞[,
y l´ımt→∞ γ(S1, t) puede ser una l´ınea recta pasando por (0, 0) ∈ R2
o una curva en el infinito que acota una regio´n infinita, o una curva
en el borde “infinito”de R2 que acota todo el espacio.
Demostracio´n. Sea A(t) (respectivamente Â(t̂)) el a´rea del dominio acotado
por el soporte de la curva γt(S1) (respectivamente γ̂t̂(S
1)). Por los trabajos
[24, 28, 29], sabemos que el flujo γ̂t̂ de γ̂0 bajo (1.109) evoluciona a un punto
redondo cuando t̂ → Â(0)
2pi
. Por la definicio´n de γ̂ y t(t̂) tenemos que γ̂(·, 0) =
γ(·, 0), entonces Â(0) = A(0). Usando el lema 1.5.2, la evolucio´n de γ se deduce
de la evolucio´n de γ̂ acorde a los siguiente casos:
Cuando ε = 1, esto da que γt esta´ bien definida para t ∈ [0, 1
2µ2
ln(1 +
µ2
A(0)
pi
)[, y el l´ımite de γt cuando t → 1
2µ2
ln(1 + µ2
A(0)
pi
) es un punto
redondo.
Cuando ε = −1, la cota t̂ < 1
2µ2
obliga a distinguir tres casos:
1) A(0) <
pi
µ2
. La evolucio´n es igual que en el caso ε = 1.
2) A(0) =
pi
µ2
. La solucio´n γ(·, t) esta´ bien definida para t ∈ [0,∞[. Cuando
el l´ımt̂→1/2µ2 γ̂(S
1, t̂) = (0, 0), estamos exactamente en el caso en que γ es el
movimiento normalizado asociado al flujo por la curvatura media de γ̂, como
42 Cap´ıtulo 1. Preliminares
se describe en [32] (ver la u´ltima seccio´n de [12]), entonces l´ımt→∞ γ(S1, t) es
un c´ırculo de radio 1/µ centrado en (0, 0). Cuando l´ımt̂→1/2µ2 γ̂(S
1, t̂) 6= (0, 0),
el anterior resultado combinado con el lema 1.5.3 da que l´ımt→∞ γ(S1, t) es un
c´ırculo de radio 1/µ y centrado en un punto en el infinito.
3) A(0) >
pi
µ2
. Entonces l´ımt̂→1/2µ2 γ̂(S
1, t̂) =: C1/2µ2 es una curva cerrada
y embebida (ya que el flujo de γ para antes de que el flujo de γ̂ finalice). Sea
Ω̂1/2µ2 el dominio acotado por Ĉ1/2µ2 , y Ωt el dominio acotado por γ(S1, t).
Existen tres posibilidades:
3.1 (0, 0) ∈ C1/2µ2 , entonces l´ımt→∞ γ(S1, t) es una l´ınea y l´ımt→∞Ωt es un
semi-plano.
3.2 (0, 0) ∈ Ω1/2µ2−C1/2µ2 , entonces l´ımt→∞ γ(S1, t) es una curva en el infinito
y l´ımt→∞Ωt es todo el espacio R2.
3.3 (0, 0) /∈ Ω1/2µ2 , entonces l´ımt→∞ γ(S1, t) es una curva en el infinito y
l´ımt→∞Ωt esta´ tambie´n en el infinito.
unionsqu
Cap´ıtulo 2
PACψ con ψ diferenciable
En este cap´ıtulo nos centraremos en el problema del acortamiento de curvas
asociado a una densidad ψ (PACψ) que fue introducido en la seccio´n 1.5 como
el caso particular del flujo por la curvatura media asociado a una densidad ψ
(1.95) cuando la variedad ambiente tiene dimensio´n 2. Ma´s concretamente, es-
tudiaremos la evolucio´n de una curva por el PACψ en el caso en que la densidad
ψ de la variedad ambiente (M, g, ψ) sea diferenciable en la regio´n donde se da
la evolucio´n de la curva. Los resultados de este cap´ıtulo han sido publicados en
[41].
2.1. Caso general
Recordaremos la notacio´n necesaria, expondremos nuevamente el problema
y enunciaremos el resultado general del cap´ıtulo.
Como variedad ambiente consideraremos una variedad riemanniana diferen-
ciable con densidad (M, g, ψ) orientable y de dimensio´n 2.
Al fibrado tangente unitario de (M, g) lo denotaremos por S1M . Al con-
siderar (M, g) orientada existe una aplicacio´n diferenciable J : S1M → S1M
definida por J(p, v) := (p, v?) donde {v, v?} es una base para TpM , ortonormal y
positivamente orientada. Dada una curva γ y su tangente unitario t, tomaremos
como normal a la curva N ≡ Jt, de forma que {t, N} es una base ortonormal y
positivamente orientada.
Dada una inmersio´n γ : S1 → M por k y kψ denotaremos a la curvatura
geode´sica y a la curvatura geode´sica en densidad, respectivamente. Notemos
que en este caso la curvatura geode´sica de γ coincide con su curvatura media.
Por s nos referiremos al para´metro longitud de arco de la curva parametrizada
por γ. Todas las curvas consideradas sera´n cerradas. El tensor curvatura de
Ricci de M es Ric = Kg donde K es la curvatura de Gauss de la variedad
ambiente M . Por L denotaremos a la longitud de la curva y por A el a´rea de la
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regio´n delimitada por el soporte de la curva aquella a la que apunta el vector
normal a la misma (ya sea finita o infinita).
En general, trabajaremos con familias de inmersiones cerradas, orientadas
y dependientes de un para´metro continuo {γt : S1 → M}t∈[0,T ). Estas familias
se vera´n como una aplicacio´n:
γ : S1 × [0, T )→M
(α, t) 7→ γ(α, t) := γt(α). (2.1)
El objeto de estudio es el siguiente problema de valor inicial:
Sea una variedad riemanniana con densidad (M, g, ψ) orientable y de di-
mensio´n 2, dada una inmersio´n diferenciable γ0 : S1 → M , encue´ntrese una
familia de inmersiones diferenciables {γt : S1 → M}t∈[0,T ) tales que γ : S1 ×
[0, T )→M es diferenciable y verifique que:{
∂γ
∂t
=
−→
kψ,
γ(·, 0) = γ0(·).
(2.2)
A la variedad riemanniana con densidad (M, g, ψ) le exigiremos la siguiente
propiedad:
El perfil isoperime´trico I es una funcio´n continua bien definida que verifica
que si l´ım
a→a0
I(a) = 0 entonces a0 = 0. (2.3)
Obtendremos el siguiente resultado original principal:
Teorema 2.1.1. Sea una variedad riemanniana con densidad (M, g, ψ) orien-
table, de dimensio´n 2 y que satisface (2.3) y un embebimiento γ0 : S1 →M . Sea
la solucio´n ma´xima del PACψ (2.2) γ : S1 × [0, T ) → M con condicio´n inicial
γ0.
Si T = ∞ y existe un dominio U ⊂ M compacto donde ψ ∈ C∞(U) y tal
que Sop γt ⊆ U para todo t ∈ [0,∞). Entonces existe una reparametrizacio´n
γ˜(·, t) de γ(·, t) de modo que existe una sucesio´n {γ˜(·, tk)}k∈N, tk → ∞, que
converge en Cm a una inmersio´n γ˜∞(·) Cm que parametriza una curva Cm,
cerrada y ψ-mı´nima en M para cualquier m ∈ N.
Este resultado, junto al trabajo desarrollado por Zhu en [53] del que habla-
remos en la seccio´n 2.4 y que expondremos a continuacio´n, completa el estudio
del PACψ (2.2) en el caso en que la densidad ψ sea diferenciable y la condicio´n
inicial γ0 sea un embebimiento.
Teorema 2.1.2. ([53]) En la situacio´n del teorema anterior, si T < ∞ la
curva colapsa a un punto redondo en la norma C∞.
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Despue´s de demostrar el teorema 2.1.1, lo utilizaremos en la seccio´n 2.6
para obtener interesantes aplicaciones en el caso particular en el que la variedad
ambiente es el plano eucl´ıdeo R2.
2.2. Teor´ıa de Angenent y Oaks
Recopilaremos todos aquellos resultados ya conocidos para el PACψ (2.2)
como consecuencia del desarrollo de teor´ıas ma´s generales y as´ı poder ver en
que´ punto se encontraba la comprensio´n de dicho problema previamente a nues-
tro trabajo. Es por ello por lo que en toda esta seccio´n presentaremos parte del
trabajo realizado por Angenent en [6, 8] y complementado por Oaks en [46].
En primer lugar introduciremos una construccio´n y notacio´n referente a los
fibrados de la variedad ambiente, todo ello necesario para presentar la parte
deseada del trabajo de Angenent y Oaks. Sea una variedad riemanniana dife-
renciable (M, g) orientable y de dimensio´n 2 y sea pi : TM →M la proyeccio´n
natural del fibrado tangente. El fibrado tangente de TM puede descomponer-
se como suma de Whitney del fibrado vertical V(TM) y el fibrado horizontal
H(TM):
T (TM) = V(TM)⊕H(TM). (2.4)
El fibrado vertical sobre TM se define como V(TM) := Ker pi? y el fibrado
horizontal sobre TM lo definimos en u ∈ TM como el espacio tangente a las
curvas ξ : (−, ) → TM tales que ξ(0) = u y ∇c′(s)ξ(s) = 0, donde c(s) :=
pi ◦ ξ(s), es decir:
(H(TM))u := { ξ′(0) ∈ Tu(TM) | ξ : (−, )→ TM, ξ(0) = u
y ∇c′(s)ξ(s) = 0, c = pi ◦ ξ}.
Al fibrado tangente unitario sobre M lo denotaremos por S1M :
S1M := { vx ∈ TM | gx(v, v) = 1}. (2.5)
La misma separacio´n realizada para T (TM) puede ser realizada para T (S1M):
T (S1M) = V(S1M)⊕H(S1M). (2.6)
En S1M tenemos definida de forma natural una me´trica riemanniana y la se-
paracio´n (2.6) permite descomponer su conexio´n de Levi-Civita ∇S1M en dos
componentes, la correspondiente a la parte vertical ∇v y la de la parte horizon-
tal ∇h.
46 Cap´ıtulo 2. PACψ con ψ diferenciable
Ahora ya estamos en condiciones de introducir el problema de estudio de
la seccio´n. Sea una variedad riemanniana diferenciable (M, g) orientable y de
dimensio´n 2 y
V : S1M × R −→ R,
(u, `) 7−→ V (u, `) (2.7)
una aplicacio´n que cumple una serie de propiedades que enunciaremos poste-
riormente. Nos centraremos en el siguiente problema de valor inicial:
Dada una inmersio´n diferenciable γ0 : S1 →M , encue´ntrese una familia de
inmersiones {γt : S1 → M}t∈[0,T ) diferenciables tales que γ : S1 × [0, T ) → M
sea diferenciable y verifique que:{
∂γ
∂t
= V (t, k)Jt,
γ(·, 0) = γ0(·).
(2.8)
Una primera propiedad de intere´s del problema de valor inicial (2.8) es:
Teorema 2.2.1. (Invarianza geome´trica bajo perturbaciones tangen-
ciales) Sea una familia de inmersiones {γ˜t : S1 → M}t∈[0,T ) tal que γ˜ :
S1 × [0, T )→M sea diferenciable y verifique el sistema{
∂γ˜
∂t
(p, t) = V (˜t(p, t), k˜(p, t))J t˜(p, t) + γ˜t? p
(
X(p, t)
)
,
γ˜(p, 0) = γ˜0(p),
(2.9)
donde X ∈ X(S1 × [0, T )), entonces existe una u´nica familia de reparametri-
zaciones globales Υ : S1 × [0, T ) → S1 de las respectivas γ˜t tal que γ(p, t) :=
γ˜(Υ(p, t), t) verifica:{
∂γ
∂t
(p, t) = V (t(p, t), k(p, t))Jt(p, t),
γ(p, 0) = γ˜0(p).
(2.10)
Rec´ıprocamente, si la familia de inmersiones γ˜ : S1 × [0, T ) → M puede
ser globalmente reparametrizada para que verifique el sistema (2.10), entonces
γ˜ debe satisfacer (2.9) para un cierto campo X ∈ X(S1 × [0, T )).
La demostracio´n de este teorema es ana´loga a la demostracio´n que se dio
para el teorema 1.5.4 en la seccio´n 1.5.2.
El teorema 2.2.1 nos lleva a plantearnos el siguiente problema ma´s general
que (2.8):
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Dada una inmersio´n diferenciable γ0 : S1 →M , encue´ntrese una familia de
inmersiones {γt : S1 → M}t∈[0,T ) diferenciables tales que γ : S1 × [0, T ) → M
sea diferenciable y verifique que:
〈
∂γ
∂t
, Jt
〉
= V (t, k),
γ(·, 0) = γ0(·).
(2.11)
Una vez garantiza la existencia de solucio´n para el problema (2.8), ten-
dremos garantizada la existencia de solucio´n para este problema (la solucio´n
de (2.8) es solucio´n de (2.11)). Sin embargo, perdemos la unicidad de solu-
cio´n (el problema (2.8) tiene una u´nica solucio´n). Pero dadas dos soluciones
γ1, γ2 : S1 × [0, Ti) → M de (2.11) con condicio´n inicial γ0 : S1 → M por
el teorema 2.2.1 existira´ una u´nica familia de reparametrizaciones globales
Υ : S1 × [0,mı´n{T1, T2}) → S1 tal que γ2(p, t) = γ1(Υ(p, t), t). A su vez de
este hecho se deduce que el tiempo ma´ximo de existencia de solucio´n es el
mismo para todas las posibles soluciones de (2.11).
A pesar de la falta de unicidad de la familia de inmersiones solucio´n al pro-
blema (2.11) s´ı que hay unicidad en el sentido que expondremos a continuacio´n.
Sobre el conjunto:{
γ : S1 → (M, g) | γ inmersio´n diferenciable, cerrada y orientada}, (2.12)
al que denotaremos a partir de ahora por I(M), podemos definir la siguiente
relacio´n de equivalencia:
Dadas γ1, γ2 ∈ I(M) diremos que γ1 ∼ γ2 si existe una isometr´ıa
φ : (S1, γ?1g)→ (S1, γ?2g) preservando la orientacio´n y tal que γ1 = γ2 ◦ φ.
Entonces el espacio cociente Ω(M) ≡ I(M)/ ∼ esta´ formado por todas las
curvas de M , diferenciables, cerradas y orientadas. Y todos aquellos elementos
de I(M) que pertenecen a una misma clase de equivalencia (curva) son las
diferentes inmersiones que parametrizan a la curva orientada.
En este contexto, el problema (2.11) tiene una u´nica solucio´n si planteamos
el problema en Ω(M). Sean dos familias de inmersiones γ1, γ2 : S1× [0, T )→M
solucio´n de (2.11) con condicio´n inicial γ0 ∈ I(M), entonces por el teorema 2.2.1
se deduce que γ1(·, t) ∼ γ2(·, t) para todo t ∈ [0, T ). Es decir, existe una unica
familia de curvas verificando dicho problema cuya condicio´n inicial es la curva
[γ0] ∈ Ω(M).
Con este planteamiento, podremos pensar en el PACψ para inmersiones, el
problema (2.2), o en el PACψ para curvas en el sentido de (2.11).
Ahora procedemos a enunciar las propiedades que debe verificar la aplicacio´n
V = V (u, `) para poder aplicar la teor´ıa desarrollada por Angenent en [6, 8].
Estas son:
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V1) V es una funcio´n continua localmente Lipschitz.
V2) λ ≤ ∂V
∂`
≤ λ−1 para casi todo (u, `) ∈ S1M×R, con λ > 0 una constante.
V3) |V (u, 0)| ≤ µ para casi todo u ∈ S1M , con µ > 0 una constante.
Adema´s de suponer que verifica una de las siguientes propiedades:
V4) |∇S1MV | ≤ µˆ para casi todo (u, `) ∈ S1M × [−1, 1].
V5) |∇S1Mu⊕`nV | ≤ ν(1 + |`|1+κ) para casi todo (u, `) ∈ S1M × R.
V5*) |∇hV |+ |`||∇vV | ≤ ν(1 + |`|2) para casi todo (u, `) ∈ S1M × R.
Donde µˆ, ν son constantes positivas y κ es una constante perteneciente al inter-
valo [1,∞). Por ∇S1MV denotamos el gradiente de V con respecto a su primer
argumento u ∈ S1M , y ∇vV, ∇hV denotan la componente vertical y horizontal
de ∇S1MV , respectivamente. Los resultados ma´s fuertes de [6, 8] se obtienen al
imponer, a su vez, la siguiente condicio´n:
S) V (u, `) = −V (−u,−`) para todo (u, `) ∈ S1M × R.
Es decir, cuando la evolucio´n de la curva orientada no depende de su orientacio´n.
Oaks en [46] sustituyo´ la condicio´n V1) por otra ma´s fuerte:
V1*) V es C2,1.
Y obtuvo sus resultados para una V que satisface V 1∗), V 2), V 3), V 5∗), y S).
El PACψ (2.2) en M se corresponde con la situacio´n particular en la que:
V (ux, `) := `−
〈∇ψ(x), Jux〉 . (2.13)
Para este V la condicio´n V2) se cumple de forma automa´tica y el resto de
condiciones se pueden reescribir en los siguientes te´rminos:
V1*)
〈∇ψ(x), Jux〉 es una funcio´n C2,1.
V3) |∇ψ| ≤ µ para casi todo x ∈M .
V4) |∇2ψ(Ju, ·)|2 + | 〈∇ψ, J ·〉 |2 ≤ µˆ2 para cada u ∈ S1M .
V5*) |∇2ψ(Ju, ·)|+ |`| | 〈∇ψ, J ·〉 | ≤ ν(1+ |`|2) para casi todo (u, `) ∈ S1M×R.
Con µ, µˆ, ν constantes positivas. Adema´s la funcio´n (2.13) tambie´n verifica la
propiedad de simetr´ıa:
S) V (−u,−`) = −`+ 〈∇ψ, Ju〉 = −V (u, `), para todo (u, `) ∈ S1M × R.
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Tengamos en cuenta que todas estas propiedades se verifican si ψ, ∇ψ y ∇2ψ
son diferenciables y acotadas en M . Es por ello por lo que de aqu´ı en adelante
supondremos:
Hipo´tesis: ψ, ∇ψ y ∇2ψ esta´n acotadas.
A continuacio´n vamos a comprobar que efectivamente las propiedades V4) y
V5*) dadas para el PACψ (2.2) se corresponden con las dadas para el trabajo
de Angenent [6, 8]:
Sean X ∈ X(S1M), (u0, `0) ∈ S1M × R y p0 ≡ pi(u0) ∈ M , sea una curva
diferenciable ξ : (−, ) → S1M tal que ξ(0) = u0 y ξ′(0) = X y sea c :
(−, ) → M la proyeccio´n de ξ, c = pi ◦ ξ. Notemos que c(0) = pi(ξ(0)) = p0 y
c′(0) = pi?ξ(0)(ξ′(0)) = pi?u0(X). Entonces:〈
∇S1MV,X
〉
(u0,`0)
= dV(u0,`0)(X) =
d
ds
∣∣∣
s=0
V (ξ(s), `0)
=
d
ds
∣∣∣
s=0
(
`0 −
〈∇ψc(s), Jξ(s)〉 )
= − 〈∇c′(0)∇ψ, Jξ(0)〉c(0) −〈∇ψc(0), Dds ∣∣∣s=0Jξ(s)
〉
c(0)
= −∇2ψp0(c′(0), Ju0)−
〈
∇ψp0 ,
D
ds
∣∣∣
s=0
Jξ(s)
〉
p0
. (2.14)
Con el u´ltimo te´rmino hay que tener cuidado al calcular la variacio´n de Jξ(s),
distinguiremos para ello entre campos verticales y campos horizontales. Si Xv ∈
V(S1M), entonces pi?Xv = 0 y por tanto c′(0) = 0. Ma´s au´n ξ(s) ⊂ pi−1(p0) ⊂
S1M para todo s ∈ (−, ), entonces:〈
∇S1MV,Xv
〉
(u0,`0)
= dV(u0,`0)(X) =
d
ds
∣∣∣
s=0
V (ξ(s), `0)
=
d
ds
∣∣∣
s=0
(
`0 −
〈∇ψp0 , Jξ(s)〉 ) = −〈∇ψp0 , dds ∣∣∣s=0Jξ(s)
〉
p0
=− 〈∇ψp0 , Jξ′(0)〉p0 = − 〈∇ψp0 , JXv〉p0 . (2.15)
Si Xh ∈ H(S1M) entonces ∇c′(s)ξ(s) = 0 y
D
ds
∣∣∣
s=0
Jξ(s) = J
D
ds
∣∣∣
s=0
ξ(s) = 0 y
por tanto: 〈
∇S1MV,Xh
〉
(u0,`0)
= −∇2ψp0(c′(0), Ju0), (2.16)
haciendo un pequen˜o abuso de notacio´n puede escribirse como:〈
∇S1MV,Xh
〉
(u0,`0)
= −∇2ψp0(Xh, Ju0). (2.17)
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Finalmente, ya que T (S1M) = V(S1M) ⊕H(S1M), dado X ∈ X(S1M) pode-
mos descomponerlo como X = Xv +Xh y:〈
∇S1MV,X
〉
(u0,`0)
= −∇2ψp0(Xh, Ju0)−
〈∇ψp0 , JXv〉p0 . (2.18)
De (2.18) no es dif´ıcil deducir que las propiedades V4) y V5*) dadas para para
el PACψ (2.2) se corresponden con las dadas para el trabajo de Angenent [6, 8]
particularizadas a este caso concreto. Lo que finaliza la comprobacio´n.
En este punto pasamos a enunciar aquellos resultados desarrollados por
Angenent [6, 8] que son u´tiles para la comprensio´n de nuestro problema (2.2).
Empezando por el teorema de existencia y unicidad de solucio´n para tiempos
cortos y continuando con un teorema de prolongacio´n de solucio´n mientras la
curvatura geode´sica de las inmersiones este´ acotada.
Teorema 2.2.2. (Teorema de [6]) Sea una inmersio´n diferenciable γ0 : S1 →
M , existe una u´nica solucio´n ma´xima γ : S1× [0, T )→M con condicio´n inicial
γ0 al problema de valor inicial (2.8).
Teorema 2.2.3. (Teorema 9.1 de [6]) Sea una solucio´n ma´xima de (2.11)
γ : S1 × [0, T ) → M con T < ∞, entonces l´ımt→T supS1 |k| = ∞. Ma´s au´n,
existe una constante c > 0 tal que
sup
S1
|k| ≥ c√
2(T − t) , (2.19)
para todo t ∈ [0, T ).
A continuacio´n enunciaremos el principio de separacio´n de soluciones.
Teorema 2.2.4. (Teorema 1.3 de [8]) Sean dos soluciones de (2.11) γ0, γ1 :
S1 × [0, Ti) → M tales que [γ0(·, 0)] 6= [γ1(·, 0)] ∈ Ω(M). Entonces, en cada
momento de tiempo t ∈ (0,mı´n{T0, T1}), el nu´mero de intersecciones de γ0(·, t)
y γ1(·, t),
]
{
(s0, s1) ∈ S1 × S1
∣∣ γ0(s0, t) = γ1(s1, t)} (2.20)
es finito. Este nu´mero no crece con el tiempo y decrece exactamente en aquellos
instantes t tal que γ0(·, t) y γ1(·, t) tienen un punto de tangencia. El conjunto
de estos instantes t es un subconjunto discreto de (0,mı´n{T0, T1}).
En la misma l´ınea de demostracio´n es posible obtener el resultado ana´logo
para los autocortes de la curva, por tanto, procederemos a enunciar el principio
de embebimiento.
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Teorema 2.2.5. (Principio de embebimiento) Sea una solucio´n de (2.11)
γ : S1× [0, T )→M , en cada instante t la curva γ(·, t) tiene un nu´mero finito de
autointersecciones y este nu´mero no crece con el tiempo, decrece exactamente
cuando γ(·, t) tiene una autotangencia.
Una parte importante del trabajo de Angenent se centro´ en estudiar lo que
ocurre en el l´ımite cuando t→ Tma´x.
Teorema 2.2.6. (Teorema 6.2 de [6]) Sea la solucio´n del problema de valor
inicial (2.8) γ : S1× [0, Tma´x)→M con condicio´n inicial la imersio´n γ0, γ(·, t)
converge uniformemente a una aplicacio´n continua γ? ∈ C0(S1;M) cuando
t→ Tma´x.
En la exposicio´n del siguiente resultado, estudio de la curva l´ımite cuando el
tiempo ma´ximo de existencia de solucio´n es finito, adoptaremos la terminolog´ıa
adoptada por Oaks en [46].
Definicio´n 2.2.1. (Oaks) Diremos que [a, b] ⊆ S1 es un intervalo singular si
(i) l´ımt→Tma´x ma´x{|k(u, t)| : u ∈ [a, b]} =∞,
(ii) γ([a, b], Tma´x) = {Q}, y
(iii) no existe un intervalo [a′, b′] que contenga propiamente a [a, b] y satisfaga
(ii).
Teorema 2.2.7. (Teorema 5.1 de [8] revisado por Oaks [46]) Supongamos
que V es Cm,1 con m ≥ 2, entonces existe un nu´mero finito de intervalos
singulares [aj , bj ] en S1 tal que γ
(
S1 \⋃j [aj , bj ], Tma´x) esta´ formado por arcos
Cm+2. Fuera de los intervalos [aj , bj ] la curva γ(·, t) converge en la topolog´ıa
Cm+2 a γ(·, Tma´x).
El nu´mero de intervalos singulares no excede a K(Tma´x)/pi, donde K(Tma´x)
es la cota superior para la curvatura absoluta total de γ(·, Tma´x).
Oaks avanzo´ en esta direccio´n llegando a obtener el siguiente resultado.
Teorema 2.2.8. ([6, 8, 46]) Sea una curva C2 simple γ0 : S1 →M , entonces
la solucio´n γ : S1 × [0, T ) → M a (2.8) tal que γ(·, 0) = γ0(·) contrae a un
punto en M en tiempo finito o existe para tiempo infinito.
Este resultado fue presentado como un corolario (corolario 6.2) en [46].
La parte original de este cap´ıtulo se centra en completar este resultado en
el caso del PACψ (2.2) y obtener aplicaciones para el plano con densidades
radiales.
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2.3. Fo´rmulas de variacio´n para el PACψ
Aqu´ı expondremos el conjunto de fo´rmulas de evolucio´n, asociadas a (2.2),
necesarias para alcanzar los objetivos del cap´ıtulo. Estas fueron calculadas en
te´rminos generales en la seccio´n 1.4. La traduccio´n de las fo´rmulas es: H y Hψ se
convierten en k y kψ respectivamente, el elemento de volumen (respectivamente
de ψ-volumen) dvg (respectivamente dv
n
ψ) de M se convierte en el elemento de
longitud ds (respectivamente de ψ-longitud dsψ) de la curva y las curvaturas
de Ricci (Ric(N,N)) y ψ-Ricci (Ricψ(N,N)) se convierten en las curvaturas
de Gauss K y ψ-Gauss K −∇2ψ(N,N) de la superficie.
Proposicio´n 2.3.1. Sea una variedad riemanniana con densidad (M, g, ψ)
orientable, de dimensio´n 2 y una solucio´n del PACψ (2.2) γ : S1× [0, T )→M ,
entonces
• ∇∂tN = −∇kψ, (2.21)
• ∂
∂t
(gt) = −2kψαt, (2.22)
• ∂
∂t
(dst) = −kkψdst, (2.23)
• ∂
∂t
(dsψ t) = −k2ψdsψ t, (2.24)
• ∂k
∂t
= ∆kψ + kψ(k
2 +K), (2.25)
• ∂kψ
∂t
= ∆ψkψ + kψ(k
2 +K −∇2ψ(N,N)). (2.26)
Es preciso remarcar el hecho de que el operador de longitud en densidad
Lψ : I(M)→ R
γ 7→ Lψ(γ) :=
∫
S1
eψ◦γds (2.27)
es mono´tono no creciente a lo largo de la familia de inmersiones {γt}t∈[0,T )
solucio´n del PACψ (2.2) con condicio´n inicial γ0, ya que, como se deduce de
(2.24),
d
dt
Lψ(γt) = −
∫
S1
k2ψ e
ψ◦γds. (2.28)
Por tanto:
Lψ(t) ≤ Lψ(0), (2.29)
para todo t ∈ [0, T ).
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2.4. Existencia de solucio´n para tiempo ma´ximo fi-
nito
Abordemos el caso en que la solucio´n del flujo solo exista durante un cierto
tiempo finito. El estudio de este caso queda englobado en la teor´ıa general
desarrollada por Xi-Ping Zhu [53] para flujos anisotro´picos con Tma´x < ∞. E´l
considera el siguiente problema de valor inicial:
Dada una inmersio´n diferenciable γ0 : S1 →M , encue´ntrese una familia de
inmersiones {γt : S1 → M}t∈[0,T ) diferenciables tales que γ : S1 × [0, T ) → M
sea diferenciable y verifique que:
〈
∂γ
∂t
, Jt
〉
= Φ(t)k + Ψ(t),
γ(·, 0) = γ0(·).
(2.30)
Con Ψ y Φ tal que satisfacen las siguientes condiciones:
(H1) Φ, Ψ : S
1M → R son funciones diferenciables acotadas.
(H2) λ ≤ Φ(t) ≤ λ−1 para todo t ∈ S1M , con λ constante positiva.
(H3) Φ(−t) = Φ(t), Ψ(−t) = −Ψ(t), para todo t ∈ S1M .
Este problema queda englobado dentro de los trabajos de Angenent [6, 8] y Oaks
[46], por lo que el trabajo de Zhu se reduce al estudio de la forma asinto´tica de
las curvas cuando se produce el colapso a un punto; por otro lado, la te´cnica
utilizada se basa en el trabajo desarrollado por Hamilton [31]. Al particularizar
el trabajo de Zhu al caso en que Φ es una funcio´n constante sobre las fibras de
S1M , se obtiene el siguiente corolario (extensio´n del corolario 4.2 [53]):
Corolario 2.4.1. ([6, 8, 46, 53]) Sea una solucio´n ma´xima del problema de
valor inicial (2.30) γ : S1 × [0, Tma´x) → M con Φ constante sobre las fibras
de S1M , si Tma´x < ∞, entonces γt converge a un punto redondo en el tipo de
convergencia C∞.
Remarquemos que cuando Φ es constante igual a 1 y Ψ(t) = − 〈∇ψ, Jt〉,
(2.30) es equivalente al PACψ (2.2) el cual verifica (H1), (H2) y (H3) por tanto:
Corolario 2.4.2. Sea una solucio´n ma´xima del PACψ (2.11)
γ : S1× [0, Tma´x)→M , si Tma´x <∞, entonces γt converge a un punto redondo
en el tipo de convergencia C∞.
A partir de ahora cuando digamos que una inmersio´n γ ∈ I(M) o una curva
[γ] ∈ Ω(M) colapsa a un punto redondo sera´ en este sentido.
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2.5. Existencia de solucio´n para tiempo ma´ximo in-
finito
En esta nueva seccio´n trabajaremos con curvas que evolucionan por el PACψ
(2.2) en una variedad riemanninana con densidad (M, g, ψ) orientable, de di-
mensio´n 2 y que a lo largo del subconjunto donde se da la evolucio´n, verifica:
i) |∇jK| ≤ Cj , para ciertas constantes positivas Cj , j = 0, 1, 2, ... (2.31)
ii)
0 < E ≤ eψ ≤ D, |∇jψ| ≤ Pj ,
para ciertas constantes positivas E,D,Pj , j = 0, 1, 2, ...
(2.32)
iii) El perfil isoperime´trico I es una funcio´n continua bien definida que verifica
que si l´ım
a→a0
I(a) = 0 entonces a0 = 0. (2.33)
Notemos que la condicio´n iii) la verifica cualquier superficie compacta M y
muchas superficies no compactas para las que existe un recubrimiento compacto.
En particular, R2 verifica (2.33).
Teorema 2.5.1. Sea una variedad riemanniana con densidad (M, g, ψ) orien-
table, de dimensio´n 2 y que satisface (2.33) y un embebimiento γ0 : S1 → M .
Sea la solucio´n del PACψ (2.2) γ : S1 × [0, T ) → M con condicio´n inicial γ0,
supongamos que se cumplen las siguientes condiciones:
La solucio´n existe para todo t ∈ [0,∞[.
Existe un dominio U ⊂ M compacto donde las condiciones (2.32) se
verifican y tal que Sop γt ⊆ U para todo t ∈ [0,∞).
Entonces existe una reparametrizacio´n γ˜(·, t) de γ(·, t) tal que existe una suce-
sio´n {γ˜(·, tk)}k∈N, tk →∞, que converge en Cm a una inmersio´n γ˜∞(·) Cm que
parametriza una curva Cm, cerrada y ψ-mı´nima de M para cualquier m ∈ N.
Naturalmente U verificara´ (2.31) por ser compacto y M una variedad rie-
manniana sin singularidades. Notemos que la existencia de este U se tiene garan-
tizada de forma natural en una gran cantidad de casos gracias a la existencia de
barreras (curvas ψ-mı´nimas). Veremos diferentes situaciones en la seccio´n 2.6.
Para dar la demostracio´n del teorema 2.5.1, necesitamos unos resultados
previos.
Lema 2.5.1. Bajo las hipo´tesis del teorema 2.5.1 se cumple la siguiente pro-
piedad:
• Existe una constante c = c(γ0) > 0 tal que L(t) ≥ c para todo t ∈ [0,∞[.
(2.34)
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Demostracio´n. Como U es compacto si la restriccio´n de la inmersio´n γ0 a U ,
γ0 : S1 → U , no es homoto´pica a un punto en U , entonces (2.34) es inmediato.
Supongamos ahora que γ0 es homoto´pica a un punto como inmersio´n en U ,
γ0 : S1 → U . Debemos probar que existe una constante c′ tal que
l´ım inft→∞ L(t) ≥ c′. Esto es una consecuencia del hecho que probaremos a
continuacio´n:
“Sea [0, Tma´x[ el intervalo ma´ximo de existencia del flujo de (2.2) γ(·, t), si
l´ım inf
t→Tma´x
L(t) = 0 entonces Tma´x <∞.”
Para probarlo, en primer lugar recordemos que la fo´rmula de evolucio´n (2.28)
implica que Lψ es mono´tona no creciente por el flujo. Esta propiedad, junto con
la hipo´tesis 0 < E ≤ eψ ≤ D, da la siguiente cadena de implicaciones:
l´ım inf
t→Tma´x
L(t) = 0⇒ l´ım inf
t→Tma´x
Lψ(t) = 0⇒ l´ım
t→Tma´x
Lψ(t) = 0
⇒ l´ım
t→Tma´x
L(t) = 0. (2.35)
Por la hipo´tesis (2.33) se sigue que l´ımt→Tma´x L(t) = 0 implica l´ımt→Tma´x A(t) =
0. Entonces, existe t0 ∈ [0, Tma´x[ tal que,
C0A(Ωt) + (P1 + 1)L(t) ≤ pi para todo t ≥ t0. (2.36)
De (2.28), (2.32), la fo´rmula de Gauss-Bonnet y la desigualdad aritme´tica x2 +
1 ≥ x, se sigue:
d
dt
Lψ(t) = −
∫
γ(·,t)
k2ψdsψ ≤ −E
∫
γ(·,t)
k2ψdst ≤ −E
∫
γ(·,t)
(kψ − 1)dst
= E
(
L(t)−
∫
γ(·,t)
kψdst
)
= E
(
L(t)−
∫
γ(·,t)
kdst +
∫
γ(·,t)
〈∇ψ,N〉 dst)
≤ E
(
(P1 + 1)L(t)−
∫
γ(·,t)
kdst
)
= E
(
(P1 + 1)L(t)− 2pi +
∫
Ωt
Kdvg
)
≤ E
(
(P1 + 1)L(t)− 2pi + C0A(Ωt)
)
. (2.37)
Remarquemos que para aplicar la correspondiente fo´rmula de Gauss-Bonnet
hemos utilizado que las inmersiones γ(·, t) son homoto´picas a un punto en M .
De (2.36) y (2.37) concluimos que
d
dt
Lψ ≤ −piE para todo t ≥ t0, por tanto
el tiempo ma´ximo de existencia Tma´x es finito. Lo que finaliza la demostracio´n
de (2.34). unionsqu
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Lema 2.5.2. Sea una variedad riemanniana con densidad (M, g, ψ) orientable,
de dimensio´n 2, que verifica (2.31) y (2.32) y sea un embebimiento γ0 : S1 →M
que evoluciona bajo el PACψ (2.2). Si γ0 verifica kψ ≥ C ≥ P1 +
√
C0 + P2 + 1,
entonces kψ(·, t) ≥ C para todo t ∈ [0, Tma´x).
Demostracio´n. Por (2.26) la fo´rmula de variacio´n de kψ es:
d
dt
kψ = ∆kψ +
〈∇ψ,∇kψ〉+ kψ(k2 +K −∇2ψ(N,N)).
Pero, de las hipo´tesis (2.31) y (2.32) si kψ ≥ P1 +
√
C0 + P2 + 1 entonces,
k2 +K −∇2ψ(N,N) ≥ (kψ +
〈∇ψ,N〉)2 − C0 − P2
≥ (kψ − P1)2 − C0 − P2 > 0,
y el lema se deduce desde el principio del ma´ximo parabo´lico. unionsqu
Lema 2.5.3. Si st denota el para´metro arco de la curva parametrizada por γt
solucio´n al PACψ (2.2), se cumple que:
[∂t, ∂st ] = kψk∂st . (2.38)
Demostracio´n. Parametrizando la curva del enunciado por el a´ngulo α de S1
tenemos dst = dst(∂α)dα, entonces ∂st =
1
dst(∂α)
∂α y, usando la fo´rmula (2.23),
[∂t, ∂st ] = ∂t
(
1
dst(∂α)
)
∂α =
kψk
dst(∂α)2
dst(∂α)∂α =
kψk
dst(∂α)
∂α = kψk∂st .
unionsqu
Para enunciar y llevar a cabo la demostracio´n del siguiente resultado, nece-
sitamos introducir notacio´n previa. Las letras mayu´sculas J denotara´n multi-
ı´ndices con una cantidad de entradas finita y con dichas entradas pertenecientes
al conjunto de los nu´meros naturales, J ∈ Nq. Consideraremos que todas las
entradas jk de un multi-´ındice J = (j1, ...., jq) esta´n ordenadas del siguiente
modo j1 ≥ j2 ≥ · · · ≥ jq ≥ 0. Por ello, introducimos el siguiente conjunto:
Jnq ≡ {(j1, ..., jq) ∈ Nq| 0 ≤ jq ≤ jq−1 ≤ ... ≤ j1 ≤ n}
Dado J ∈ Jnq , denotaremos por o(J) := j1, |J | := j1 + ...+ jq, dim(J) := q y por
n(J) := nu´mero de elementos de J no nulos (n(J) ≤ dim(J)). Dadas J, K ∈ Jnq
y f ∈ C∞(M), por ∂Js kψ y ∇Kf denotaremos a:
∂Js kψ ≡ ∂j1s kψ · · · ∂
jn(J)
s kψ,
∇Kf ≡ ∇k1f ⊗ · · · ⊗ ∇kn(K)f,
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si J, K ≡ (0, ..., 0), entonces:
∂Js kψ ≡ 1,
∇Kf ≡ 1.
El siguiente resultado tiene importancia en s´ı mismo al margen del objetivo
de la seccio´n.
Proposicio´n 2.5.1. Sea una variedad riemanniana con densidad (M, g, ψ)
orientable, de dimensio´n 2 y con ψ ∈ Cn+2(M) para un cierto n ∈ N y sea
una solucio´n del PACψ (2.2) γ : S1 × [0, T )→M . Entonces
∂
∂t
∂ns kψ = ∆ψ
(
∂ns kψ
)
+ (an0 + an1kψ + an2k
2
ψ)∂
n
s kψ +
∑
aiJk
i
ψ∂
J
s kψ, (2.39)
donde i+ |J | ≥ 1, i ≤ n+ 1, o(J) ≤ n− 1, |J | ≤ n, y los coeficientes “a··” son
polinomios en las variables ∇mK, ∇mψ, m = 1, ..., n + 2 que actu´an sobre ∂s
y/o N , y algunos de ellos pueden ser cero.
Adema´s, el conjunto de ı´ndices del sumatorio de los te´rminos que no tienen
∇mK verifica la relacio´n i + |J |+ n(J) + |K| = n + 3 y los polinomios “anj”
satisfacen que todos sus monomios que contienen a ∇Kψ verifican que |K| =
2− j.
Demostracio´n. Si utilizamos la regla de conmutacio´n (2.38) obtenemos:
∂t∂
n
s (kψ) = ∂
n
s ∂tkψ +
n−1∑
i=0
∂is(kψk∂
n−i
s kψ),
(ver la proposicio´n A.1 para su demostracio´n). Si adema´s aplicamos la fo´rmula
de variacio´n (2.26) para kψ:
∂t(∂
n
s kψ) = ∂
n
s
(
∆ψkψ + kψ (k
2 +K −∇2ψ(N,N))
)
+
n−1∑
i=0
∂is(kψk∂
n−i
s kψ).
(2.40)
Ahora calculemos cada uno de los te´rminos de (2.40):
∂ns (∆ψkψ) = ∂
n+2
s kψ + ∂
n
s 〈∇ψ,∇kψ〉
= ∆(∂ns kψ) + ∂sψ ∂
n+1
s kψ +
n∑
i=1
(
n
i
)
∂1+is ψ ∂
n+1−i
s kψ
= ∆ψ(∂
n
s kψ) + n ∂
2
sψ ∂
n
s kψ +
n∑
i=2
(
n
i
)
∂1+is ψ ∂
n+1−i
s kψ, (2.41)
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∂ns
(
kψ (k
2 +Ricψ(N,N))
)
= (∂ns kψ)(k
2 +K −∇2ψ(N,N))
+
n∑
i=1
(
n
i
)
∂is(k
2 +K −∇2ψ(N,N))∂n−is kψ,
(2.42)
n−1∑
i=0
∂is(kψk∂
n−i
s kψ) = kψk∂
n
s kψ +
n−1∑
i=1
∂is(kψk∂
n−i
s kψ). (2.43)
Adema´s de la notacio´n basada en multi-´ındices, que se introdujo antes de
enunciar la proposicio´n, vamos a introducir la siguiente notacio´n para agilizar
los ca´lculos. Dada f ∈ C∞(M), por
s, t∑
m, r
ci J K l k
i
ψ ∂
J
s kψ C(∇Kψ ⊗∇lf),
denotaremos el sumatorio sobre los ı´ndices i, J,K, l, sujetos al siguiente conjunto
de restricciones:
i+ |J |+ n(J) + |K|+ l = m+ r,
0 ≤ i ≤ m+ r − s, o(J) ≤ t, o(K) ≤ m+ r − s,
s ≤ l ≤ s+ t,
0 ≤ dim(J) ≤ [(m+ r − s)/2],
dim(K) = m+ r − s,
]{j | j = t} ≤ 1.
Algunas de las constantes Ci J K l pudieren ser cero y C(∇Kψ ⊗ ∇lf) denota
al tensor ∇Kψ ⊗ ∇lf actuando sobre |K| + l copias de ∂s y/o N . En el caso
en que f = ψ, l pasara´ a formar parte del multi-´ındice K y como consecuencia
natural, algunas de las restricciones de ı´ndices anteriores se vera´n afectadas:
i+ |J |+ n(J) + |K| = m+ r,
s ≤ o(K) ≤ ma´x{m+ r − s, s+ t},
dim(K) = m+ r − s+ 1.
Por el ape´ndice A tenemos que existen constantes ciJK (diferentes para cada
fo´rmula), tales que:
∂ms ψ = ∇mψ(∂s, ..., ∂s) +
1,m−2∑
m,0
ci J Kk
i
ψ ∂
J
s kψ C(∇Kψ), (2.44)
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∂ms
(
∇2ψ(N,N)
)
= ∇m+2ψ(∂s, ..., ∂s, N,N) +
2,m−1∑
m,2
ci J Kk
i
ψ ∂
J
s kψ C(∇Kψ),
(2.45)
∂ms k = ∂
m
s
(
kψ +
〈∇ψ,N〉)
= ∂ms kψ +∇m+1ψ(∂s, ..., ∂s, N) +
1,m−1∑
m,1
ci J Kk
i
ψ ∂
J
s kψ C(∇Kψ), (2.46)
∂ms K = ∇mK(∂s, ..., ∂s) +
1,m−2∑
m,0
ci J K `k
i
ψ ∂
J
s kψ C(∇Kψ ⊗∇`K). (2.47)
Esto, incluyendo los coeficientes binomiales en las constantes y renombrando
las constantes ciJK en la u´ltima igualdad, da para la derivada de k
2:
∂ms k
2 =
m∑
`=0
(
m
`
)
∂`sk ∂
m−`
s k
=
m∑
`=0
(
m
`
)∂`skψ + C(∇`+1ψ) + 1,`−1∑
`,1
ci J Kk
i
ψ ∂
J
s kψ C(∇Kψ)

∂m−`s kψ + C(∇m−`+1ψ) + 1,m−`−1∑
m−`,1
ci J Kk
i
ψ ∂
J
s kψ C(∇Kψ)

= 2
(
C(∇ψ) + kψ
)
∂ms kψ +
∑
m
ci J Kk
i
ψ ∂
J
s kψ C(∇Kψ), (2.48)
donde el u´ltimo sumatorio es sobre todos los coeficientes i, J, K con i ≤ m,
|J | ≤ m− 1, o(J) ≤ m− 1 y algunos de los ci J K son cero. Ma´s au´n, se verifica
la siguiente relacio´n sobre los ı´ndices i+ |J |+ n(J) + |K| = m+ 2.
Y juntando todo esto en (2.41), (2.42) y (2.43), obtenemos:
∂ns (∆ψkψ) = ∆ψ(∂
n
s kψ) + n
(
∇2ψ(∂s, ∂s) + kψ C(∇ψ) + C(∇ψ ⊗∇ψ)
)
∂ns kψ
+
n∑
`=2
(
n
`
)∇1+`ψ(∂s, ..., ∂s) + 1,`−1∑
1+`,0
ci J Kk
i
ψ ∂
J
s kψ C(∇Kψ)
 ∂n+1−`s kψ,
(2.49)
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∂ns
(
kψ (k
2 +Ricψ(N,N))
)
=
(
k2ψ + 2
〈∇ψ,N〉 kψ + 〈∇ψ,N〉2 +K −∇2ψ(N,N)) (∂ns kψ)
+ 2
(
C(∇ψ) + kψ
)
kψ∂
n
s kψ + 2
n−1∑
`=1
(
n
`
)(
C(∇ψ) + kψ
)
∂`skψ∂
n−`
s kψ
+
n∑
`=1
(
n
`
)[∑
`
ciJKk
i
ψ ∂
J
s kψC(∇Kψ)
+
(
∇`K(∂s, ..., ∂s) +
1,`−2∑
`,0
ciJKrk
i
ψ ∂
J
s kψC(∇Kψ ⊗∇rK)
)
−
(
∇`+2ψ(∂s, ..., ∂s, N,N) +
2,`−1∑
`,2
ciJKk
i
ψ ∂
J
s kψC(∇Kψ)
)]
∂n−`s kψ,
(2.50)
n−1∑
r=0
∂rs(kψk∂
n−r
s kψ) = kψk∂
n
s kψ +
n−1∑
r=1
r∑
j=0
(
r
j
)
∂js(kψ∂
n−r
s kψ)∂
r−j
s k
= kψk∂
n
s kψ +
n−1∑
r=1
∂rs(kψ∂
n−r
s kψ)k +
n−1∑
r=1
r−1∑
j=0
(
r
j
)
∂js(kψ∂
n−r
s kψ)∂
r−j
s k
= n(k2ψ + kψ
〈∇ψ,N〉)∂ns kψ + (kψ + 〈∇ψ,N〉) n−1∑
r=1
r∑
`=1
(
r
`
)
∂`skψ∂
n−`
s kψ
+
n−1∑
r=1
r−1∑
j=0
(
r
j
)
∂js(kψ∂
n−r
s kψ)
(
∂r−js kψ + C(∇r−j+1ψ)
+
1,r−j−1∑
r−j,1
ciJKk
i
ψ ∂
J
s kψC(∇Kψ)
)
. (2.51)
Observemos que, con la excepcio´n del te´rmino ∆ψ(∂
n
s kψ), todas estas ex-
presiones (2.49), (2.50) y (2.51) tienen la forma:
(an0 + an1kψ + an2k
2
ψ)∂
n
s kψ +
∑
aiJk
i
ψ∂
J
s kψ, (2.52)
donde i + |J | ≥ 1, i ≤ n + 1, o(J) ≤ n − 1, |J | ≤ n y los coeficientes “a··” son
polinomios en las variables ∇mK, ∇mψ, m = 1, ..., n+ 2 que actu´an en ∂s y/o
N y algunos de ellos pueden ser cero.
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En concreto los coeficientes “anj”son:
an0 + an1kψ + an2k
2
ψ = n
(
∇2ψ(∂s, ∂s) + kψ C(∇ψ) + C(∇ψ ⊗∇ψ)
)
+ k2ψ + 2
〈∇ψ,N〉 kψ + 〈∇ψ,N〉2 +K −∇2ψ(N,N) + 2 (C(∇ψ) + kψ) kψ
+ n(k2ψ + kψ
〈∇ψ,N〉)
= C(∇2ψ) + C(∇ψ ⊗∇ψ) +K + C(∇ψ)kψ + (n+ 3)k2ψ,
por tanto:
an0 = C(∇2ψ) + C(∇ψ ⊗∇ψ) +K, (2.53)
an1 = C(∇ψ), (2.54)
an2 = n+ 3. (2.55)
De forma que todos los te´rminos “anj”de (2.52), salvo el u´ltimo de an0, verifican
que |K| = 2− j.
En cuanto al orden ma´ximo alcanzable por ∇mψ en (2.50) vemos que en el
u´ltimo pare´ntesis del u´ltimo sumatorio aparece el te´rmino
−∇n+2ψ(∂s, ..., ∂s, N,N)kψ,
y puede comprobarse que no existe ningu´n otro con mayor orden, por tanto
o(K) ≤ n+ 2.
Ahora vamos a comprobar de forma expl´ıcita que los te´rminos del sumatorio
de (2.52) que no contienen a ∇`K verifican la igualdad i+ |J |+ n(J) + |K| =
n + 3. Para ello comprobaremos todos los te´rminos de (2.49), (2.50) y (2.51)
que contribuyen a dicho sumatorio. Las sumas de los ı´ndices se presentaran al
principio en la forma i+ |J |+n(J) + |K| manteniendo el orden y agrupa´ndolos
en funcio´n del conjunto al que pertenecen (i, |J |, n(J) o |K|).
En (2.49) comprobamos los dos te´rminos del sumatorio de la segunda l´ınea:
Primer te´rmino:
(n+ 1− `) + 1 + (1 + `) = n+ 3.
Segundo te´rmino:
i+ (|J |+ n+ 1− `) + (n(J) + 1) + |K| = n+ 2− `
+ (i+ |J |+ n(J) + |K|) = n+ 2− `+ (1 + `) = n+ 3.
En (2.50) comprobamos el u´ltimo sumatorio de la tercera l´ınea (primer y
segundo te´rmino), dentro del sumatorio final que empieza en la cuarta l´ınea
estudiamos el sumatorio de la cuarta l´ınea (tercer te´rmino) y el sumatorio de
la u´ltima l´ınea (cuarto y quinto te´rmino):
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Primer te´rmino:
(`+ n− `) + 2 + 1 = n+ 3.
Segundo te´rmino:
1 + (`+ n− `) + 2 = n+ 3.
Tercer te´rmino:
Si ` 6= n : i+ (|J |+ n− `) + (n(J) + 1) + |K| = n+ 1− `
+ (i+ |J |+ n(J) + |K|) = n+ 1− `+ (`+ 2) = n+ 3.
Si ` = n : (i+ 1) + |J |+ n(J) + |K| = 1 + (`+ 2) = n+ 3.
Cuarto te´rmino:
Si ` 6= n : (n− `) + 1 + (`+ 2) = n+ 3.
Si ` = n : 1 + (`+ 2) = n+ 3.
Quinto te´rmino:
Si ` 6= n : i+ (|J |+ n− `) + (n(J) + 1) + |K| = n+ 1− `
+ (i+ |J |+ n(J) + |K|) = n+ 1− `+ (`+ 2) = n+ 3.
Si ` = n : (i+ 1) + |J |+ n(J) + |K| = 1 + (`+ 2) = n+ 3.
Finalmente en (2.51), comprobamos el u´ltimo sumatorio de la tercera l´ınea
(primer y segundo te´rmino) y el sumatorio final (tercer, cuarto y quinto te´rmino).
En el sumatorio final habra´ que diferenciar cada uno de los te´rminos en dos ca-
sos, ya que al desarrollar
∂js(kψ∂
n−r
s kψ) = kψ∂
n−r+j
s kψ +
j∑
m=1
(
j
m
)
∂ms kψ∂
n−r+j−m
s kψ,
aparecen dos situaciones diferentes cuando m = 0 y cuando m 6= 0. Procedamos
a realizar la comprobacio´n:
Primer te´rmino:
1 + (`+ n− `) + 2 = n+ 3.
Segundo te´rmino:
(`+ n− `) + 2 + 1 = n+ 3.
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Tercer te´rmino:
Si m 6= 0 : (m+ n− r + j −m+ r − j) + 3 = n+ 3.
Si m = 0 : 1 + (n− r + j + r − j) + 2 = n+ 3.
Cuarto te´rmino:
Si m 6= 0 : (m+ n− r + j −m) + 2 + (r − j + 1) = n+ 3.
Si m = 0 : 1 + (n− r + j) + 1 + (r − j + 1) = n+ 3.
Quinto te´rmino:
Si m 6= 0 : i+ (m+ n− r + j −m+ |J |) + (n(J) + 2) + |K|
= n+ 2 + j − r + (i+ |J |+ n(J) + |K|)
= n+ 2 + j − r + (r − j + 1) = n+ 3.
Si m = 0 : (i+ 1) + (n− r + j + |J |) + (n(J) + 1) + |K|
= n+ 2 + j − r + (r − j + 1) = n+ 3.
unionsqu
Demostracio´n del teorema 2.5.1. Daremos la demostracio´n en varios
pasos:
Paso 1. Sea una variedad riemanniana con densidad (M, g, eψ) orientable,
de dimensio´n 2, que satisface (2.31) y (2.32) y sea una solucio´n del PACψ (2.2)
γ : S1 × [0,∞)→M que verifica (2.34). Entonces, existe una constante C > 0
independiente de t, tal que
ı´nf
S1
|kψ(·, t)| ≤ C, para todo t ∈ [0,∞). (2.56)
Demostracio´n. Procederemos por reduccio´n a lo absurdo. Supongamos que
para toda C > 0, existe t0 = t0
(
C
)
tal que ı´nf
S1
|kψ(·, t0)| > C.
Dada C > 0, arbitraria y fija existen dos posibilidades:
kψ(s, t0) = |kψ(s, t0)| > C > 0, ∀s ∈ S1, (2.57)
o
kψ(s, t0) = −|kψ(s, t0)| < −C < 0, ∀s ∈ S1. (2.58)
Tomemos C = P1 +
√
C0 + P2 + 1.
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En el caso (2.57), por el lema 2.5.2, kψ(s, t) ≥ C para todo (s, t) ∈ S1 ×
[t0,∞). Entonces:
d
dt
Lψ = −
∫
S1
k2ψe
ψds ≤ −C2 Lψ ≤ −C2 E L ≤ −C2 E c < 0,
donde hemos utilizado (2.32) en la segunda desigualdad y (2.34) en la tercera.
Lo que implica Tma´x < ∞ en contradiccio´n con la hipo´tesis de que la solucio´n
γ(·, t) esta´ bien definida para todo t ∈ [0,∞).
En el caso (2.58), cambiamos la orientacio´n de la variedad ambiente M .
En esta nueva orientacio´n kψ(s, t0) > C > 0 y el problema queda, por tanto,
reducido al caso (2.57). Lo que finaliza la demostracio´n del resultado. unionsqu
Paso 2. Sea una variedad riemanniana con densidad (M, g, ψ) orientable,
de dimensio´n 2, que satisface (2.31) y (2.32) y sea una solucio´n del PACψ
(2.2) γ : S1 × [0,∞)→M que verifica (2.34). Si esta solucio´n existe para todo
t ∈ [0,∞[, entonces:
l´ım
t→∞
∫
γ(·,t)
k2ψ(s, t)dsψ = 0. (2.59)
Demostracio´n. Necesitaremos calcular la variacio´n de la norma L2ψ de kψ(·, t) ∈
C∞(S1). Usaremos (2.31), (2.32), (1.40), (2.26), Ricψ = Kg −∇2ψ y
k2 =
(
kψ +
〈∇ψ,N〉)2 ≤ k2ψ + 2|kψ|P1 + P 21 ≤ (1 + 2P1)k2ψ + P 21 + 2P1,
con el fin de obtener
d
dt
∫
γ(·,t)
k2ψdsψ =
∫
γ(·,t)
[
2kψ∂t(kψ)− k4ψ
]
dsψ
=
∫
γ(·,t)
[
2kψ
(
∆ψkψ + kψ(k
2 +Ricψ(N,N))
)
− k4ψ
]
dsψ
=
∫
γ(·,t)
[
2k2ψk
2 − k4ψ − 2(∂skψ)2 + 2k2ψRicψ(N,N)
]
dsψ
≤ a
∫
γ(·,t)
k4ψdsψ + b
∫
γ(·,t)
k2ψdsψ − 2
∫
γ(·,t)
(∂skψ)
2dsψ, (2.60)
para algunas constantes positivas a y b independientes de t.
Con el propo´sito de acotar el primer te´rmino de la u´ltima desigualdad,
necesitaremos probar que existen constantes a1, b1 > 0 independientes de t
tales que:
ma´x
γ(·,t)
k2ψ ≤ a1 + b1
∫
γ(·,t)
(∂skψ)
2dsψ, ∀ t ∈ [0,∞). (2.61)
De hecho, por el Paso 1, existe una constante C > 0 de modo que:
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ı´nfS1 |kψ(·, t)| ≤ C, para todo t ∈ [0,∞).
Dado cualquier t ∈ [0,∞), arbitrario y fijo, sea s0 ∈ S1, s0 = s0(t), verifi-
cando |kψ(s0, t)| ≤ C. Por integracio´n:
|kψ(s1)| ≤ |kψ(s0)|+
∣∣∣ ∫ s1
s0
∂skψdst
∣∣∣ ≤ C + ∣∣∣ ∫ s1
s0
∂skψdst
∣∣∣
≤
√
2
√
C2 +
(∫ s1
s0
(∂skψ)2dst
)(∫ s1
s0
dst
)
≤
√
2
√
C2 +
1
E2
Lψ(t)
∫
γ(·,t)
(∂skψ)2eψdst,
donde hemos utilizado la desigualdad de Ho¨lder en la tercera desigualdad y
(2.32) en la cuarta. Ya que Lψ(t) es mono´tona no creciente, se obtiene de la
expresio´n anterior:
ma´x
γ(·,t)
k2ψ ≤ 2C2 +
2Lψ(0)
E2
∫
γ(·,t)
(∂skψ)
2dsψ,
lo que prueba (2.61).
Al sustituir (2.61) en (2.60), tenemos que existen constantes positivas a2 y
b2 independientes de t que verifican:
d
dt
∫
γ(·,t)
k2ψdsψ ≤ −2
∫
γ(·,t)
(∂skψ)
2dsψ
+ a2
∫
γ(·,t)
k2ψdsψ + b2
∫
γ(·,t)
k2ψdsψ
∫
γ(·,t)
(∂skψ)
2dsψ,
(2.62)
para todo t ∈ [0,∞).
Por otro lado, dado un ε arbitrario, con 0 < ε <
1
b2
, existe t1 = t1(ε) tal
que:∫
γ(·,t1)
k2ψdsψ <
ε
2
y
∫ ∞
t
∫
γ(·,t)
k2ψdsψ dt < ε
2 para t ∈ [t1(ε),∞[. (2.63)
Notemos que:
Lψ(0) = Lψ(t)−
∫ t
0
dLψ
dt
dt ≥ −
∫ t
0
dLψ
dt
dt para todo t ∈ [0,∞), (2.64)
esto junto a la fo´rmula de variacio´n (2.28) nos da que:
Lψ(0) ≥ − l´ım
t→∞
∫ t
0
dLψ
dt
dt = l´ım
t→∞
∫ t
0
∫
γ(·,t)
k2ψdsψ dt,
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lo que implica (2.63).
Para cualquier t′ en el que se cumpla la desigualdad:∫
γ(·,t′)
k2ψdsψ ≤ 1/b2, (2.65)
sustituyendo en la desigualdad (2.62), obtenemos:
d
dt
∣∣∣
t=t′
∫
γ(·,t)
k2ψdsψ ≤ −
∫
γ(·,t′)
(∂skψ)
2dsψ + a2
∫
γ(·,t′)
k2ψdsψ, (2.66)
Tomemos el t1 = t1(ε) de la desigualdad (2.63). Vamos a probar, por reduc-
cio´n a lo absurdo, que:∫
γ(·,t)
k2ψdsψ < ε, para todo t ≥ t1. (2.67)
Supongamos que t2 > t1 es el primer t tal que
∫
γ(·,t2) k
2
ψdsψ = ε. De modo
que (2.65) queda satisfecho para cualquier t′ ∈ [t1, t2] y podemos usar a su vez
(2.66) en el intervalo [t1, t2] para obtener:
ε
2
<
∫
γ(·,t2)
k2ψdsψ −
∫
γ(·,t1)
k2ψdsψ =
∫ t2
t1
( d
dt
∫
γ(·,t)
k2ψdsψ
)
dt
≤
∫ t2
t1
a2
∫
γ(·,t)
k2ψdsψ ≤ a2
∫ ∞
t1
∫
γ(·,t)
k2ψdsψdt < a2ε
2.
Esto implica que
1
2a2
< ε, pero ε arbitrario, lo que nos da una contradiccio´n.
As´ı la sentencia (2.67) es cierta y finalmente obtenemos (2.59). unionsqu
Paso 3. Sea una variedad riemanniana con densidad (M, g, ψ) orientable,
de dimensio´n 2, que satisface (2.31) y (2.32) y sea una solucio´n del PACψ
(2.2) γ : S1 × [0,∞) → M que verifica (2.34). Si la solucio´n existe para todo
t ∈ [0,∞[, entonces:
l´ım
t→∞
∫
γ(·,t)
(∂ns kψ)
2dsψ = 0 para todo nu´mero natural n. (2.68)
Demostracio´n. Lo probaremos por induccio´n. Cuando n = 0, (2.68) es exacta-
mente (2.59). Ahora supongamos que (2.68) es cierto para las derivadas de kψ
hasta orden n− 1 y veamos que tambie´n es cierto para la derivada de orden n.
Como en el caso n = 0, empezaremos calculando la derivada con respecto a t
de la norma L2ψ de ∂
n
s kψ ∈ C∞(S1):
d
dt
∫
γ(·,t)
(∂ns kψ)
2dsψ =
∫
γ(·,t)
[
2(∂ns kψ) ∂t∂
n
s (kψ)− (∂ns kψ)2k2ψ
]
dsψ, (2.69)
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as´ı por (2.39) y usando tambie´n (1.40), podemos escribir:
d
dt
∫
γ(·,t)
(∂ns kψ)
2dsψ =
∫
γ(·,t)
[
2∂ns kψ
(
∆ψ(∂
n
s kψ) + (an0 + an1kψ + an2k
2
ψ)∂
n
s kψ
+
∑
aiJk
i
ψ∂
J
s kψ
)
− k2ψ(∂ns kψ)2
]
dsψ
= −2
∫
γ(·,t)
(
∂n+1s kψ
)2
dsψ + 2
∫
γ(·,t)
(an0 + an1kψ + an2k
2
ψ)(∂
n
s kψ)
2dsψ
+
∑
aiJ
∫
γ(·,t)
(
kiψ∂
J
s kψ
)
(∂ns kψ)dsψ. (2.70)
Con las restricciones sobre los ı´ndices del u´ltimo sumatorio dadas por la propo-
sicio´n 2.5.1, en particular i+ |J | ≥ 1. Ahora, debemos estimar cada uno de los
sumandos de (2.70). En primer lugar, observemos que si s0 ∈ S1 es un punto
cr´ıtico de ∂j−1s kψ(·), para cualquier otro punto s1 ∈ S1, j ≥ 1, tenemos:
|∂js(kψ)(s1)| = |∂js(kψ)(s1)− ∂js(kψ)(s0)| =
∣∣∣ ∫ s1
s0
∂j+1s kψds
∣∣∣ ≤ ∫ s1
s0
|∂j+1s kψ|ds
≤ 1
E
∫ s1
s0
|∂j+1s kψ|eψds ≤
1
E
Lψ(γ|[s0,s1])1/2
(∫ s1
s0
|∂j+1s kψ|2eψds
)1/2
≤ 1
E
Lψ(γ)
1/2
(∫
γ
|∂j+1s kψ|2eψds
)1/2
,
donde hemos usado la hipo´tesis 0 < E ≤ eψ y la desigualdad de Ho¨lder. De
esto concluimos que:
ma´x
S1
(∂js(kψ))
2 ≤ 1
E2
Lψ(γ)
∫
γ
(∂j+1s kψ)
2dsψ para j ≥ 1, (2.71)
y usando esta acotacio´n, obtenemos:∫
γ
(∂jskψ)
2dsψ ≤ 1
E2
Lψ(γ)
2
∫
γ
(∂j+1s kψ)
2dsψ para j ≥ 1, (2.72)∫
γ
(kψ)
2(∂ns kψ)
2dsψ ≤ 1
E2
Lψ(γ)
∫
γ
k2ψdsψ
∫
γ
(∂n+1s kψ)
2dsψ. (2.73)
Necesitaremos tambie´n la siguiente acotacio´n, alternativa a (2.72), que podemos
obtener usando la acotacio´n 0 < E ≤ eψ ≤ D de (2.32), la desigualdad de
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Ho¨lder y la integracio´n por partes:
∫
γ
(∂ns kψ)
2dsψ ≤ D
∫
γ
(∂ns kψ)
2ds ≤ D
(∫
γ
(∂n−1s kψ)
2ds
)1/2(∫
γ
(∂n+1s kψ)
2ds
)1/2
≤ D
E
(∫
γ
(∂n−1s kψ)
2dsψ
)1/2(∫
γ
(∂n+1s kψ)
2dsψ
)1/2
≤ D
E
(∫
γ
(∂n−1s kψ)
2dsψ
)1/2(
1 +
∫
γ
(∂n+1s kψ)
2dsψ
)
. (2.74)
Las desigualdades (2.73), (2.74) y x ≤ 1+x2, nos dan una cota para el segundo
sumando de (2.70). Esta cota nos permitira´ probar nuestro objetivo.
Ahora estudiaremos el tercer sumando de (2.70) empleando las desigualda-
des (2.61), (2.71) y (2.72) junto con la desigualdad de Ho¨lder y la de Young
para obtener:
∑
aiJ
∫
γ(·,t)
kiψ∂
J
s kψ∂
n
s kψdsψ ≤
∑ aiJ
2
[∫
γ(·,t)
(∂ns kψ)
2dsψ +
∫
γ(·,t)
k2iψ (∂
J
s kψ)
2dsψ
]
=
(∑ aiJ
2
) ∫
γ(·,t)
(∂ns kψ)
2dsψ +
∑
i 6=0
ai0
2
∫
γ(·,t)
k2iψ dsψ
+
∑
n(J)≥1
aiJ
2
∫
γ(·,t)
k2iψ (∂
J
s kψ)
2dsψ
≤ (∑ aiJ
2
) ∫
γ(·,t)
(∂ns kψ)
2dsψ +
∑
i 6=0
ai0
2
(
c1 + c2
∫
γ(·,t)
(∂skψ)
2dsψ
)i−1 ∫
γ(·,t)
k2ψdsψ
+
∑
n(J)≥1
aiJ
2
Lψ(γ)
q−1
E2(q−1)
(
c1 + c2
∫
γ(·,t)
(∂skψ)
2dsψ
)i
×
∫
γ(·,t)
(∂j1s kψ)
2dsψ
∫
γ(·,t)
(∂j2+1s kψ)
2dsψ · · ·
∫
γ(·,t)
(∂
jq+1
s kψ)
2dsψ.
(2.75)
Aqu´ı queremos remarcar que i ≤ n + 1 y que n(J) ≥ 1 implica n > 1 ya que
o(J) ≤ n− 1.
Si utilizamos las desigualdades (2.73), (2.74) y (2.75) en (2.70) y si tenemos
en cuenta que kψ ≤ 1 + k2ψ, obtenemos:
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d
dt
∫
γ(·,t)
(∂ns kψ)
2dsψ ≤ −2
∫
γ(·,t)
(
∂n+1s kψ
)2
dsψ
+ 2(an1 + an2)
Lψ(γ)
E2
∫
γ(·,t)
k2ψdsψ
∫
γ(·,t)
(∂n+1s kψ)
2dsψ
+
(
2an0 + 2an1 +
∑ aiJ
2
)D
E
(∫
γ(·,t)
(∂n−1s kψ)
2dsψ
)1/2(
1 +
∫
γ(·,t)
(∂n+1s kψ)
2dsψ
)
+
∑
i 6=0
ai0
2
(
c1 + c2
∫
γ(·,t)
(∂skψ)
2dsψ
)i−1 ∫
γ(·,t)
k2ψdsψ
+
∑
n(J)≥1
aiJ
2
Lψ(γ)
q−1
E2(q−1)
(
c1 + c2
∫
γ(·,t)
(∂skψ)
2dsψ
)i
×
∫
γ(·,t)
(∂j1s kψ)
2dsψ
∫
γ(·,t)
(∂j2+1s kψ)
2dsψ · · ·
∫
γ(·,t)
(∂
jq+1
s kψ)
2dsψ.
(2.76)
Cuando n = 2 aparece un te´rmino con j2 = 1 que da lugar a
∫
γ(·,t)(∂
n
s kψ)
2dsψ
en la u´ltima l´ınea de la anterior expresio´n. En este caso aplicaremos (2.74) a
este te´rmino.
Debido a la hipo´tesis de induccio´n, dado cualquier εn > 0, arbitrario y
fijo, existe t∗ > 0 tal que para todo t ≥ t∗ la suma de los coeficiente de∫
γ(·,t)(∂
n+1
s kψ)
2dsψ, que no esta´n en el primer sumando de (2.76), es menor
que 1 y la suma de los te´rminos que no contienen
∫
γ(·,t)(∂
n+1
s kψ)
2dsψ ni(∫
γ(·,t)(∂
n−1
s kψ)
2dsψ
)1/2
es menor que εn. Usando esto, podemos escribir (2.76)
como
d
dt
∫
γ(·,t)
(∂ns kψ)
2dsψ ≤ εn + Cn
(∫
γ(·,t)
(∂n−1s kψ)
2dsψ
)1/2
, (2.77)
para todo t ≥ t?, con Cn > 0 uniforme. Por otro lado, si repetimos el proce-
so anterior para obtener (2.76), pero sin usar (2.74) y sin olvidar el te´rmino
negativo que contiene la derivada de orden superior, obtenemos:
d
dt
∫
γ(·,t)
(∂n−1s kψ)
2dsψ ≤ −
∫
γ(·,t)
(∂ns kψ)
2dsψ + εn−1 +Dn
∫
γ(·,t)
(∂n−1s kψ)
2dsψ.
(2.78)
Denotemos por gj(t) ≡
∫
γ(·,t)
(∂jskψ)
2dsψ, j = 0, 1, ..., n, ..., as´ı las desigual-
dades (2.77) y (2.78) pueden reescribirse en estos te´rminos como:
g′n−1(t) ≤ −gn(t) +Dngn−1(t) + εn−1, (2.79)
g′n(t) ≤ εn + Cngn−1(t)1/2. (2.80)
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Usando nuevamente que l´ımt→∞ gn−1(t) = 0, para todo ε > 0 existe un t0 =
t0(ε) tal que 0 ≤ gn−1(t) ≤ ε2, para todo t ≥ t0. Por (2.80) g′n(t) ≤ Cnε + εn
para todo t ≥ t0. Al integrar conseguimos:
gn(t2)− gn(t1) ≤ (Cnε+ εn)(t2 − t1), para todo t2 ≥ t1 ≥ t0 (2.81)
y por (2.79):
g′n−1(t) ≤ −gn(t) +Dnε2 + εn−1, para todo t ≥ t0. (2.82)
Ahora probaremos por reduccio´n a lo absurdo que el l´ımt→∞ gn(t) = 0.
Supongamos que existen C > 0 y {tk}∞k=1, tk+1 ≥ tk, t1 ≥ t0 tales que
l´ımk→∞ tk =∞ y gn(tk) ≥ C para todo k ∈ N. Por (2.81) tenemos
gn(t) ≥ C
2
, para todo t ∈ [ma´x{t0, tj− C
2(Cnε+ εn)
}, tj ] 6= ∅, para todo j ∈ N.
Entonces, a partir de (2.82),
g′n−1(t) ≤ −
C
2
+Dnε
2 + εn−1, (2.83)
para todo t ∈ [ma´x{t0, tj − C
2(Cnε+ εn)
}, tj ] 6= ∅, y j ∈ N.
Elijamos ε, εn−1 y j(ε) tales que A(ε) :=
C
2
− (Dnε2 + εn−1) > 0 y sj := tj −
C
2(Cnε+ εn)
> t0 para todo j ≥ j(ε). Entonces g′n−1(t) ≤ −A(ε) y gn−1(t) ≤ ε2
para todo t ∈ [sj(ε), tj ], j ≥ j(ε). Si integramos la desigualdad (2.83):
0 ≤ gn−1(t) ≤ gn−1(sj(ε))−A(ε)(t− sj(ε)),
para todo t ∈ [sj(ε), tj ]. (2.84)
Para un ε suficientemente pequen˜o el u´ltimo te´rmino de (2.84) se anula cuando
t = sj(ε) +
gn−1(sj(ε))
A(ε)
≤ sj(ε) + ε
2
A(ε)
< tj . Con estos valores de ε y j(ε), se
llega de nuevo por (2.84) a que, para j ≥ j(ε)
0 ≤ gn−1(t) ≤ gn−1(sj(ε))−A(ε)(t− sj(ε)) < 0,
para todo t ∈]sj(ε) + ε
2
A(ε)
, tj [.
Lo que nos da una contradiccio´n. Por lo tanto, l´ımt→∞ gn(t) = 0 lo que finaliza
la demostracio´n del Paso 3 por induccio´n. unionsqu
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Paso 4. Sea una variedad riemanniana con densidad (M, g, ψ) orientable,
de dimensio´n 2, que satisface (2.31) y (2.32) y sea una solucio´n del PACψ
(2.2) γ : S1 × [0,∞)→M que verifica (2.34). Si esta solucio´n existe para todo
t ∈ [0,∞[ entonces, para todo m = 0, 1, 2, ..., ∂ms kψ converge uniformemente a
cero cuando t→∞.
Demostracio´n. Este hecho es una consecuencia de (2.59), (2.68), la propiedad
Lψ mono´tona no creciente, la condicio´n (2.34) y la siguiente desigualdad cuya
demostracio´n se deduce a partir de las ideas utilizadas para probar (2.61). Para
cada t, sea s0 el punto donde |∂ms kψ(s0, t)| = mı´n
s∈S1
|∂ms kψ(s, t)|, entonces:
|∂ms kψ(s1)| =
∣∣∣∂ms kψ(s0) + ∫ s1
s0
∂m+1s kψdst
∣∣∣
≤ 1
Lψ(t)
∫
γ(·,t)
|∂ms kψ|dsψ +
1
E
∫
γ(·,t)
|∂m+1s kψ|dsψ
≤
(
1
Lψ(t)
∫
γ(·,t)
(∂ms kψ)
2 dsψ
)1/2
+
1
E
(
Lψ(t)
∫
γ(·,t)
(∂m+1s kψ)
2dsψ
)1/2
,
para todo s1 ∈
[
0,Long (γ(t))
)
. Por el Paso 3, esto va a cero cuando t→∞ y
as´ı el Paso 4 esta´ probado. unionsqu
Nota 2.5.1. El Paso 4 junto al teorema 2.2.8 generalizan al caso con densidad
el teorema dado por Grayson en [29] para el PAC (1.26).
Demostracio´n. Paso 5: Fin de la demostracio´n del teorema 2.5.1. Por la
hipo´tesis de que la evolucio´n de γ esta´ contenida en un subconjunto compac-
to de M , se deduce que γ(·, t) esta´ uniformemente acotada. Para probar que
|∂θγ(θ, t)| esta´ tambie´n acotada, notemos que dsψ = |∂θγ(θ, t)|eψdθ y la fo´rmu-
la de variacio´n (2.24) nos da que ∂t(|∂θγ(θ, t)|eψ) = −k2ψ|∂θγ(θ, t)|eψ, entonces
∂t ln(|∂θγ(θ, t)|eψ) = −k2ψ. Por lo tanto |∂θγ(θ, t)|eψ es decreciente respecto de
la variable t y, ya que eψ esta´ acotada por la hipo´tesis (2.32),
|∂θγ(θ, t)| tambie´n esta´ acotada por una constante independiente de t. (2.85)
Ahora reparametricemos γ por u =
st
2piLt
, es decir, consideremos γ˜(u, t) =
γ(ϕt(u), t) donde, para cualquier t ≥ 0, ϕt es la inversa de la funcio´n θ 7→∫ θ
0 |∂θγ(θ, t)|dθ
2pi
∫ 2pi
0 |∂θγ(θ, t)|dθ
=
st(θ)
2piLt
. Ya que γ˜(·, t) y γ(·, t) son geome´tricamente la
misma curva, todas las estimaciones que tenemos para k, kψ, ∂
m
s k y ∂
m
s kψ son
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las mismas para ambas parametrizaciones. Ma´s au´n,
∂st
∂u
= 2piLt ,
∂mst
∂u
= 0 para m ≥ 2, (2.86)
∂2stγ = kN, (2.87)
∂3stγ = ∂sk N − k T, (2.88)
∂4stγ = ∂
2
sk N − ∂sk k T − ∂sk T − k2 N, (2.89)
∂5stγ = ∂
3
sk N − 2 ∂2sk k T − (∂sk)2T − ∂sk k2 N − ∂2sk T − 3k ∂sk N + k3T,
(2.90)
. . . . . . . . .
∂mst γ = ξm(k, ∂sk, ..., ∂
m−3
s k)T + ζm(k, ∂sk, ..., ∂
m−2
s k)N, (2.91)
. . . . . . . . . .
donde ξm y ζm son polinomios en k, ∂sk, ..., ∂
m−2
s k de grado menor que m− 1,
donde el grado de cada monomio se obtiene contando el grado de ∂jsk como
j + 1. Al usar estas fo´rmulas para el ca´lculo de ∂uγ˜, obtenemos:
|∂uγ˜| = |∂st
∂u
∂stγ| = |2piLt∂stγ| = 2piLt, (2.92)
|∂2uγ˜| = |(2piLt)2∂2stγ| = (2piLt)2|k|,
. . . . . . . . .
|∂mu γ˜| = (2piLt)m
√
ξ2m + ζ
2
m. (2.93)
Por el Paso 4, (2.46) y la hipo´tesis (2.32), se concluye que
√
ξ2m + ζ
2
m
esta´ acotado por una constante independiente de t. Gracias a (2.32) tenemos
que L(t) =
∫
γ(·,t) e
−ψdsψ ≤ 1
E
Lψ(γ(·, 0)). De este modo, para cada m, por el
teorema de Ascoli-Arzela, existe una sucesio´n {γ˜(·, tn)}n∈N que converge Cm a
una curva Cm que, por el Paso 4, tiene kψ = 0. Y lo que es ma´s, por (2.92) y
(2.34) la curva l´ımite es regular.
Podemos obtener una sucesio´n {γ˜(·, tn)}n∈N independiente de m usando un
argumento diagonal de la siguiente forma. Primero, para m = 1, aplicamos
el teorema de Ascoli-Arzela (utilizando que |γ˜|, |∂uγ˜| y |∂2uγ˜| uniformemente
acotadas) para obtener una sucesio´n {γ˜(·, tn1)}n∈N que converge en C1 a γ˜(·,∞)
curva C1. Aplicamos de nuevo el teorema de Ascoli-Arzela (utilizando que |γ˜|,
|∂uγ˜|, |∂2uγ˜| y |∂3uγ˜| uniformemente acotadas) para obtener una subsucesio´n
{γ˜(·, tn2)}n∈N de {γ˜(·, tn1)}n∈N que converge en C2 a una curva C2, que por
unicidad del l´ımite C1, es la misma curva γ˜(·,∞). Continuamos el proceso de
induccio´n para conseguir una sucesio´n de subsucesiones
{{γ˜(·, tnm)}n∈N}m∈N
cuyo te´rmino m-e´simo converge en Cm a γ˜(·,∞) y el te´rmino (m+ 1)-e´simo es
una subsucesio´n del te´rmino m-e´simo.
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γ˜(·, t11), γ˜(·, t21), · · · , γ˜(·, tn1), · · · → γ˜(·,∞) C1(S1)
γ˜(·, t12), γ˜(·, t22), · · · , γ˜(·, tn2), · · · → γ˜(·,∞) C2(S1)
γ˜(·, t13), γ˜(·, t23), · · · , γ˜(·, tn3), · · · → γ˜(·,∞) C3(S1)
· · · · · · · · · · · · · · · · · · · · · · · ·
γ˜(·, t1m), γ˜(·, t2m), · · · , γ˜(·, tnm), · · · → γ˜(·,∞) Cm(S1)
· · · · · · · · · · · · · · · · · · · · · · · ·
(2.94)
Entonces, para cualquier m, la sucesio´n diagonal {γ˜(·, tnn)}n∈N converge en Cm
a γ˜(·,∞). Probemoslo, fijado m ∈ N para todo  > 0 existe nm = nm(,m) ∈ N
tal que
‖ γ˜(·,∞)− γ˜(·, tnm) ‖Cm(S1)< , para todo n ≥ nm. (2.95)
Por otro lado {tnn}n≥m es una subsucesio´n de {tnm}n∈N. Entonces dado  > 0
arbitrario y fijo podemos tomar n? := ma´x{m,nm} ∈ N y
‖ γ˜(·,∞)− γ˜(·, tnn) ‖Cm(S1)< , para todo n ≥ n?. (2.96)
Por tanto {γ˜(·, tnn)}n∈N converge en Cm a γ˜(·,∞). Esto finaliza la demostracio´n
del teorema 2.5.1. unionsqu
Nota 2.5.2. El teorema 2.5.1 junto al teorema 2.2.8 generalizan al caso con
densidad el teorema dado por Gage en [27] para el PAC (1.26).
2.6. Caso particular: El plano eucl´ıdeo con una den-
sidad radial
En esta seccio´n estudiaremos varias situaciones concretas en el plano eucl´ıdeo
R2 con una densidad radial donde puede darse una descripcio´n de la evolucio´n
de una curva inmersa γ : S1 → R2 cerrada por el PACψ (2.11) para una fami-
lia bastante amplia de las mismas. Las diferentes situaciones de estudio vienen
marcadas por la posicio´n del soporte de la curva inicial (acotar o ser acotado)
respecto los c´ırculos ψ-mı´nimos centrados en el origen. Por otro lado, en el
cap´ıtulo I se vio que la densidad radial ψ tal que ψ′ = −1/r juega un papel
especial entre las densidades radiales, el pro´ximo teorema pondra´ en relevancia
este hecho.
Al estar trabajando con curvas embebidas en el plano eucl´ıdeo R2 conside-
raremos que el normal N a la curva γ es el normal interior.
En el siguiente resultado (teorema 2.6.1), el caso (a) se corresponde con una
densidad diferenciable y el (b) considera los casos ana´logos cuando ψ tiene una
singularidad en el origen.
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Teorema 2.6.1. Sea el plano eucl´ıdeo R2 con una densidad radial ψ = ψ(r) tal
que los grafos de ψ′ y −1
r
intersecan transversalmente en un conjunto discreto
de puntos r1 < r2 < · · · . Sea una curva γ0 diferenciable, orientada, cerrada,
simple y cuyo soporte acota un dominio Ω0 ⊂ R2. Sean rma´x y rmı´n la distancia
ma´xima y mı´nima de γ0 al origen, respectivamente. Supongamos que tenemos
una sucesio´n de ceros rn de ψ
′ +
1
r
que va a ∞ o que el soporte de la curva
γ0 esta´ contenido en el disco centrado en el origen cuyo radio es el mayor cero
de ψ′ +
1
r
o ψ′ +
1
r
> 0 despue´s del mayor cero de ψ′ +
1
r
, pueden darse los
siguientes casos:
(a) Si ψ es diferenciable en R2, entonces:
a.i Si rma´x ≤ r1, bajo PACψ (2.11), γ0 colapsa a un punto redondo en tiempo
finito. En particular, si ψ′+
1
r
no tiene ceros, toda curva cerrada y simple
colapsa a un punto redondo en tiempo finito.
a.ii Si r2k−1 ≤ rmı´n ≤ rma´x ≤ r2k+1, k ≥ 1, y 0 /∈ Ω0, bajo PACψ (2.11), γ0
colapsa a un punto redondo en tiempo finito.
a.iii Si r1 ≤ rmı´n y 0 ∈ Ω0, la solucio´n del PACψ (2.11) con condicio´n inicial
γ0 existe para t ∈ [0,∞[ y existe una sucesio´n de tiempos tn, tn → ∞,
tal que las curvas γ(·, tn) convergen en la topolog´ıa Cm a una curva ψ-
mı´nima, para cada m ∈ N. Ma´s au´n:
a.iii.1 Si r2k−1 ≤ rmı´n ≤ rma´x ≤ r2k+1, k ≥ 1, la curva l´ımite ψ-mı´nima es
el c´ırculo de radio r2k. Esto incluye tambie´n el caso r2k+1 =∞ que
se da cuando r2k es el u´ltimo cero de ψ
′ +
1
r
.
(b) Si ψ solo es diferenciable en R2 − {0}, el l´ımt→0 ψ′(t) = −∞ y el soporte
de γ0 esta´ contenido en R2 − {0}:
b.i Si ψ′(r) > −1/r para r < r1, la situacio´n es la misma que en los casos
a.ii y a.iii.
b.ii Si ψ′(t) < −1/r para r < r1, entonces:
b.ii.1 Si γ0 esta´ contenida en el interior del disco rma´x ≤ r2 y 0 /∈ Ω0, bajo
PACψ (2.11) colapsara´ a un punto redondo en tiempo finito.
b.ii.2 Si γ0 esta´ contenida en el interior del disco rma´x ≤ r2 y 0 ∈ Ω0,
la solucio´n del PACψ (2.11) con condicio´n inicial γ0 existe para
t ∈ [0,∞[ y existe una sucesio´n de tiempos tn, tn → ∞, tal que las
curvas γ(·, tn) convergen en la topolog´ıa Cm al c´ırculo de radio r1
para cada m ∈ N.
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b.ii.3 Si r2k ≤ rmı´n ≤ rma´x ≤ r2k+2, k ≥ 1 y 0 /∈ Ω0, bajo PACψ (2.11)
colapsara´ a un punto redondo en tiempo finito.
b.ii.4 Si 0 ∈ Ω0, la solucio´n del PACψ (2.11) con condicio´n inicial γ0
existe para t ∈ [0,∞[ y existe una sucesio´n de tiempos tn, tn → ∞,
tal que las curvas γ(·, tn) convergen en la topolog´ıa Cm a una curva
ψ-mı´nima, para cada m ∈ N. Y lo que es ma´s:
b.iii.4.1 Si r2k ≤ rmı´n ≤ rma´x ≤ r2k+2, k ≥ 1, la curva l´ımite ψ-mı´nima
es el c´ırculo de radio r2k+1. Esto incluye tambie´n el caso r2k+2 =
∞ que se da cuando r2k+1 es el u´ltimo cero de ψ′ + 1
r
.
La condicio´n “los grafos de ψ′ y −1
r
intersecan transversalmente” no es esen-
cial para una descripcio´n de las evoluciones, u´nicamente se ha tomado as´ı por
simplicidad al exponer las diferentes situaciones. Despue´s de ver la demostracio´n
del teorema, cualquier lector puede pensar en otras situaciones donde existan
c´ırculos ψ-mı´nimos que sean atractores a derecha y repulsores a izquierda y
viceversa. Estas situaciones son generadas por puntos de tangencia entre las
gra´ficas anteriores.
La siguiente imagen describe algunas de las situaciones descritas en el teo-
rema. Todos los c´ırculos que aparecen representados son c´ırculos ψ-mı´nimos.
Figura 2.1: Ejemplos de los casos ai, aii y aiii del teorema 2.6.1.
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Es interesante remarcar que para la densidad antigaussiana, ψ(r) =
1
2
µ2r2,
todas las posibilidades esta´n incluidas en el caso (ai) ya que ψ′+
1
r
no tiene ceros.
La densidad gaussiana, ψ(r) = −1
2
µ2r2, no cumple la condicio´n “ψ′ +
1
r
> 0
despue´s del mayor cero de ψ′ +
1
r
”, pero au´n podemos aplicar el caso (ai).
En cualquier caso, estas dos interesantes densidades ya fueron estudiadas en el
teorema 1.5.5.
La situacio´n estudiada por Schnu¨rer y Smoczyk en [50] esta´ incluida en el
caso (b.ii) del teorema anterior, con r2 =∞. Aqu´ı los casos (b.ii.1) y (b.ii.2) dan
todas las posibilidades del movimiento para una curva, por tanto este resultado
extiende el resultado dado en [50] para el caso de curvas donde no necesitamos
imponer la hipo´tesis extra de que la curva inicial sea fuertemente estrellada.
Antes de la demostracio´n del teorema 2.6.1 necesitamos un lema previo. En
el que se calculara´ la variacio´n de la distancia de la curva al origen por el PACψ
(2.2), expresa´ndola en forma de la ecuacio´n del calor.
Lema 2.6.1. Sean el plano eucl´ıdeo R2 con una densidad radial ψ = ψ(r) y
una solucio´n para el PACψ (2.2) γ : S1 × [0, T )→ R2, entonces:
∂rt
∂t
= ∆r +
(
ψ′ +
1
r
)
|∇r|2 −
(
ψ′ +
1
r
)
. (2.97)
Demostracio´n. En primer lugar, por ser γ : S1 × [0, T ) → R2 solucio´n del
problema de valor inicial (2.2) tenemos que:
∂rt
∂t
=
〈
∇r, ∂γ
∂t
〉
= kψ
〈∇r,N〉 . (2.98)
Por otro lado, en el espacio eucl´ıdeo R2 si escribimos la me´trica en coordenadas
polares dr2+r2dθ2 podemos utilizar las relaciones para un warped product dadas
en la seccio´n 1.1.2 y calcular ∆r del siguiente modo:
∆r = ttr = t
〈
t,∇r〉 = k 〈N,∇r〉+ 〈t,∇t∇r〉
= k
〈
N,∇r〉+ 〈t,∇t−〈t,∇r〉∇r∇r〉 = k 〈N,∇r〉+ 1r 〈t, t− 〈t,∇r〉∇r〉
= k
〈
N,∇r〉+ 1
r
(1− |∇r|2). (2.99)
A su vez con el objetivo de poder sustituir la expresio´n para el laplaciano en
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(2.98), lo escribimos como sigue:
∆r = k
〈
N,∇r〉+ 1
r
(1− |∇r|2)
= kψ
〈
N,∇r〉+ 〈∇ψ,N〉 〈N,∇r〉+ 1
r
(1− |∇r|2)
= kψ
〈
N,∇r〉+ 〈N,∇r〉2 ψ′ + 1
r
(1− |∇r|2)
= kψ
〈
N,∇r〉+ (ψ′ + 1
r
)
(1− |∇r|2). (2.100)
Esta u´ltima expresio´n para el laplaciano nos permite escribir la ecuacio´n de
evolucio´n (2.98) de la forma de la ecuacio´n del calor:
∂rt
∂t
= ∆r +
(
ψ′ +
1
r
)
(|∇r|2 − 1). (2.101)
unionsqu
Ahora ya podemos proceder a dar la demostracio´n del teorema 2.6.1.
Demostracio´n. (del Teorema 2.6.1)
Casos (a): ψ diferenciable en R2:
Por las hipo´tesis generales del teorema y la proposicio´n 1.5.1, cuando ψ es
diferenciable, dada cualquier curva γ0 cerrada y simple, existe siempre un
c´ırculo que acota un disco que contiene al soporte de γ0 tal que o es una
curva ψ-mı´nima o contrae bajo el PACψ (2.11). Entonces, por el principio
de separacio´n de soluciones (teorema 2.2.4) γ evoluciona en una regio´n
acotada de la variedad ambiente y podemos aplicar los teoremas 2.2.8,
2.5.1 y el corolario 2.4.2.
En esta situacio´n siempre que una curva colapse a un punto, por el coro-
lario 2.4.2, este sera´ redondo. No se volvera´ a entrar en esta cuestio´n en
el resto de la demostracio´n.
Ahora estudiemos en detalle los diferentes casos cuando ψ es diferenciable.
(a.i) Si rma´x < r1, el tiempo ma´ximo de existencia del flujo de γ esta´ aco-
tado por el correspondiente tiempo de existencia para el c´ırculo de
radio rma´x + δ < r1 que evoluciona con una velocidad dada por
(1.100). Ya que ψ′ es continua en [0, rma´x +δ] y ψ′(r)+1/r > 0, exis-
te un ε > 0 que verifica ψ′ + 1/r > ε, por lo que el radio del c´ırculo
evoluciona acorde a
dr
dt
= −(1
r
+ ψ′) < −ε. Entonces el c´ırculo co-
lapsa a un punto en tiempo finito y, por el principio de separacio´n,
lo mismo ocurre con γ.
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Si rma´x ≤ r1 e igual a r1 en algu´n punto de γ, podemos usar (2.97):
∂rt
∂t
= ∆r +
(
ψ′ +
1
r
)
|∇r|2 −
(
ψ′ +
1
r
)
.
Ya que en t = 0, r ≤ r1, por el principio del ma´ximo, r(t) ≤ r1
y existen puntos con r < r1. Por el principio del ma´ximo fuerte,
r(t) < r1 para t > 0 de modo que nosotros podemos aplicar el
argumento del caso previo empezando con γ(·, t).
(a.ii) Si r2k−1 < rmı´n ≤ rma´x < r2k+1 y 0 /∈ Ω0, el soporte de la curva
esta´ dentro del anillo delimitado por dos c´ırculos de radios r2k−1 + δ
y r2k+1 − δ que evolucionan hacia un c´ırculo de radio r2k. Existe un
tiempo finito en el que el a´rea de este anillo es tan pequen˜a como
nosotros queramos. Tal y como se probara´ en (2.106) la fo´rmula de
variacio´n del a´rea encerrada por el soporte de la curva es:
d
dt
(
Ag(Ωt)
)
= −2pi −
∫
Ωt
∆ψ dag,
con Ωt la regio´n encerrada por el soporte de la curva γ(·, t). Por
tanto dado t0 ∈ [0, T ) el a´rea de Ωt var´ıa con velocidad menor que
una constante estrictamente negativa independiente de t ∈ [t0, T ),
es decir ddtAg(Ωt) < c = c(t0) < 0 para todo t ∈ [t0, T ). Entonces
el flujo de γ existe solo para tiempo finito y, por el teorema 2.2.8,
colapsara´ a un punto.
Si r2k−1 ≤ rmı´n ≤ rma´x ≤ r2k+1 donde al menos una igualdad se
da en algu´n punto, podemos usar (2.97) y el principio del ma´ximo
fuerte como antes para concluir que, para t > 0, r2k−1 < r < r2k+1
y podemos aplicar el argumento del pa´rrafo previo.
(a.iii) Si r1 < rmı´n y 0 ∈ Ω0, el c´ırculo de radio r = r1 y un c´ırculo de radio
r > rma´x actu´an como barreras. De modo que γ no puede colapsar a
un punto y, por el teorema 2.5.1, subconverge a una curva ψ-mı´nima.
(a.iii.1) Si r2k−1 < rmı´n ≤ rma´x < r2k+1 y 0 ∈ Ω0, por la proposicio´n
1.5.1, la u´nica curva cerrada, simple, ψ-mı´nima y contenida en
este anillo es el c´ırculo de radio r2k, que da el caso iii.1.
Si en los u´ltimos dos casos ((a.iii) y (a.iii.1)) tenemos “≤” en lugar
de “<”, argumentamos como antes usando (2.97) y el principio del
ma´ximo fuerte para reducir la situacio´n al caso previo.
Casos (b): Si ψ es so´lo diferenciable en R2 − {0}, l´ımt→0 ψ′(t) = −∞ y el
soporte de γ0 esta´ contenido en R2 − {0}:
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(b.i) Si l´ımr→0 ψ′(r) = −∞ y ψ′ > −1r para r < r1, no podemos asegurar
que un c´ırculo de radio < r1 vaya a 0 en tiempo finito. Tampoco
podemos asegurar que γ se mueva en una regio´n con ψ′ acotada de
forma que podamos aplicar los teoremas 2.2.8 y 2.5.1. Por esta razo´n,
no consideramos la situacio´n rma´x ≤ r1 cuando ψ tiene una singula-
ridad en el origen y ψ′ > −1r para r ∈]0, r1]. Para los otros casos la
discusio´n es exactamente la misma que para el caso diferenciable.
(b.ii) Si l´ımr→0 ψ′(r) = −∞ y ψ′ < −1r para r < r1, tenemos dos c´ırculos
que acotan un anillo que contiene el soporte de γ0, que son curvas
ψ-mı´nimas o se mueven hacia una curva ψ-mı´nima, y la situacio´n es
similar al caso diferenciable. En los casos (b.ii.1) y (b.ii.3) la situa-
cio´n es ana´loga al caso (a.ii) en el caso diferenciable y los mismos
argumentos usados dan su demostracio´n. Casos (b.ii.2) y (b.ii.4) se
deducen de los mismos argumentos, similares a los casos (a.iii) en el
caso diferenciable.
unionsqu
El teorema 2.6.1 pone de relevancia la importancia de la densidad ψ =
a ln(r) con a < 0. La combinacio´n de esta densidad con la gaussiana y la
antigaussiana, ψ(x) = λ
|x|2
4
+a ln(|x|), con λ 6= 0, a < 0, esta´ tambie´n incluida
en las situaciones descritas en el teorema 2.6.1. Sobre estas combinaciones existe
una para la que podemos precisar el tiempo de existencia del flujo. Este caso y
el caso cr´ıtico ψ(x) = − ln(|x|), que no esta´ incluido en las situaciones descritas
por el teorema 2.6.1, es el contenido del siguiente teorema.
Teorema 2.6.2. En el plano eucl´ıdeo R2 con densidad ψ, sea una curva γ0
cerrada, simple, cuyo soporte este´ contenido en R2−{0} y que acote un dominio
Ω0 de a´rea A:
1. Si ψ(x) = − ln(|x|) y 0 /∈ Ω0, bajo PACψ (2.11) γ0 evoluciona a un punto
redondo en tiempo T = A/2pi.
2. Si ψ(x) = − ln(|x|) y 0 ∈ Ω0, el PACψ (2.11) con γ0 como condicio´n
inicial tiene solucio´n para t ∈ [0,∞[ y existe una sucesio´n de tiempos tn,
tn → ∞, tal que las curvas γ(·, tn) convergen en la topolog´ıa Cm a un
c´ırculo de radio r =
√
A(γ(0))/pi para cualquier m ∈ N.
3. Si ψ(x) = λ |x|
2
4 + a ln(|x|), con λ > 0 y a < −1, y 0 /∈ Ω0, bajo PACψ
(2.11) γ0 evoluciona a un punto redondo en tiempo T =
1
λ
ln
(
1+
λAg(0)
2pi
)
.
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Una herramienta importante en la demostracio´n del teorema 2.6.2 es la
fo´rmula de variacio´n del funcional de a´rea,
Ag : I(R2)→ R
γ 7→ Ag(γ) :=
∫
Ω
dvg (2.102)
cuyo dominio restringimos a las curvas simples de I(R2) y donde Ω es la regio´n
de R2 delimitada por el soporte de la curva orientada γ hacia la que apunta
el normal interior a la misma. La variacio´n de este funcional a lo largo de la
solucio´n del PACψ para una condicio´n inicial γ0 ∈ I(R2) simple es:
d
dt
Ag(γ(·, t)) = −
∫
γ(·,t)
kψdst. (2.103)
Esta igualdad es fa´cil de comprobar si tenemos en cuenta que en R2 dicho
funcional puede ser expresado del siguiente modo. Si usamos que ∆r2 = 4 en
R2 y aplicamos el teorema de la divergencia, obtenemos:
Ag(γ) =
∫
Ω
dvg =
∫
Ω
1
4
∆(r2)dvg = −1
4
∫
γ
〈∇r2, N〉 ds = −1
2
∫
γ
r
〈∇r,N〉 ds
= −1
2
∫
γ
〈γ,N〉 ds. (2.104)
Entonces, dada una solucio´n del PACψ (2.2) γ : S1 × [0, T ) → R2, utilizando
(2.104), (2.21) y (2.23):
d
dt
Ag(γ(·, t)) = −1
2
∫
γ(·,t)
∂
∂t
(
〈γ,N〉 dst
)
= −1
2
∫
γ(·,t)
(〈∂γ
∂t
,N
〉
+
〈
γ,∇∂tN
〉− kψk 〈γ,N〉)dst
= −1
2
∫
γ(·,t)
(
kψ − 〈γ,∇kψ〉 − kψk 〈γ,N〉
)
dst
= −1
2
∫
γ(·,t)
(
2kψ − d
ds
(
kψ 〈γ, ∂s〉
))
dst
= −
∫
γ(·,t)
kψdst, (2.105)
lo que finaliza la demostracio´n de (2.103).
Ahora analicemos dicha fo´rmula de variacio´n (2.103) supuesta ψ diferencia-
ble:
dAg
dt
= −
∫
γ(·,t)
kψds = −
∫
γ(·,t)
k ds+
∫
γ(·,t)
〈∇ψ,N〉 ds = −2pi − ∫
Ωt
∆ψdag,
(2.106)
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donde hemos usado el teorema de la divergencia y la diferenciabilidad de ψ
en Ωt en la u´ltima igualdad. Si ψ es radial, ∆ψ = tr(∇2ψ) = tr(∇(ψ′∇r)) =
tr(ψ′′∇r⊗∇r+ψ′∇2r)) = ψ′′ +ψ′ 1
r
, entonces sustituye´ndola en (2.106) obte-
nemos:
dAg
dt
= −2pi −
∫
Ωt
(
ψ′′ +
1
r
ψ′
)
dag. (2.107)
Si buscamos densidades con una fo´rmula de variacio´n de Ag(Ωt), de forma
que nos proporcione cierta informacio´n sobre la evolucio´n del flujo, podemos
considerar las soluciones de ψ′′+
1
r
ψ′ = λ (donde λ es una constante), que dan
dAg
dt
= −2pi − λAg(Ωt) y son:
ψ(r) = λ
r2
4
+ b+ a ln(r). (2.108)
Pero esta solucio´n tiene una singularidad en r = 0 si a 6= 0, de modo que la
fo´rmula (2.106) no puede ser aplicada ya que ha sido obtenida utilizando la dife-
renciabilidad de ψ en todo Ωt. Para el caso en el que tenemos una singularidad
en el origen, necesitamos distinguir las siguientes situaciones:
S1) El origen esta´ en el interior de Ωt, de modo que (2.106) tiene que ser
calculada de la siguiente forma:
dAg
dt
= −
∫
γ(·,t)
k ds+
∫
γ(·,t)
〈∇ψ,N〉 ds
= −2pi − l´ım
ρ→0
∫
Ωt−B2(ρ)
∆ψdag − l´ım
ρ→0
∫
S1(ρ)
〈∇ψ, ξ〉 ds, (2.109)
donde ξ = ∇r es el campo normal unitario al c´ırculo S1(ρ) de radio ρ apuntando
hacia el interior de Ωt −B2(ρ). Si ψ es radial, esto da:
dAg
dt
= −2pi − l´ım
ρ→0
∫
Ωt−B2(ρ)
(
ψ′′ +
1
r
ψ′
)
dag − l´ım
ρ→0
∫
S1(ρ)
ψ′ds
= −2pi − l´ım
ρ→0
∫
Ωt−B2(ρ)
(
ψ′′ +
1
r
ψ′
)
dag − l´ım
ρ→0
2piρψ′(ρ), (2.110)
y cuando ψ tiene la forma (2.108):
dAg
dt
= −2pi − λAg(Ω)− 2pi a. (2.111)
S2) El origen esta´ fuera de Ωt, entonces la fo´rmula (2.106) es va´lida y cuando
ψ tiene la forma (2.108):
dAg
dt
= −2pi − λAg(Ω). (2.112)
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Ahora, utilizando (2.111) y (2.112), ya podemos dar la demostracio´n del
teorema 2.6.2:
Demostracio´n. (del Teorema 2.6.2)
Caso (1) y (2) del teorema 2.6.2: λ = 0, a = −1.
En estos casos ψ tiene una singularidad en el origen, pero dada cualquier
curva contenida en R2 − {0}, por la proposicio´n 1.5.2, existe una curva
ψ-mı´nima que acota un disco D entre el origen y la curva, que actu´a
como una barrera. Adema´s el borde de un disco centrado en el origen que
contiene el soporte de la curva actu´a como otra barrera. De este modo la
evolucio´n de la curva se da en el dominio acotado por estas dos curvas
ψ-mı´nimas. As´ı, las hipo´tesis de los teoremas 2.2.8, 2.5.1 y el corolario
2.4.2 se verifican.
Si el dominio acotado por γ0 no contiene el origen (caso (1)), entonces la
fo´rmula (2.112) nos dice que el a´rea del dominio Ωt decrece a velocidad
constante 2pi. De modo que, por el teorema 2.2.8, el flujo contrae a un
punto en tiempo T = A/(2pi). Adema´s, por el corolario 2.4.2, este debe
ser redondo.
Si el dominio acotado por γ0 contiene el origen (caso (2)), la fo´rmula
(2.111) nos dice que el a´rea del dominio Ωt es constante, entonces el flujo
esta´ definido para todo tiempo. Por el teorema 2.5.1, debe subconverger
a una curva ψ-mı´nima cuyo soporte encierra la misma a´rea y que, por la
proposicio´n 1.5.2, es el c´ırculo de radio
√
A/pi.
Caso (3) del teorema 2.6.2: λ > 0, a < −1.
Nuevamente ψ tiene una singularidad en el origen. Por la proposicio´n
1.5.1, el c´ırculo de radio r =
√−2(a+ 1)/λ es el u´nico c´ırculo ψ-mı´nimo
y es un atractor. Por lo tanto, dada cualquier curva cuyo soporte este´ con-
tenido en R2 − {0} existe un c´ırculo de radio menor que rmı´n y otro de
radio mayor que el ma´ximo entre rma´x y
√−2(a+ 1)/λ que actu´an como
barreras. Entonces las hipo´tesis de los teoremas 2.2.8, 2.5.1 y el corolario
2.4.2 se verifican.
Si el dominio acotado por γ0 contiene el origen, las barreras indicadas en
el pa´rrafo previo empujan γ al u´nico c´ırculo ψ-mı´nimo. Entonces, por el
teorema 2.5.1, no puede colapsar a un punto, por tanto debe subconverger
a una curva cerrada ψ-mı´nima y esta debe ser el c´ırculo mencionado.
Si el dominio acotado por γ0 no contiene el origen, la fo´rmula (2.112)
da una cota superior negativa para la velocidad de variacio´n del a´rea.
Entonces el flujo existe solo para tiempo finito y el teorema 2.2.8 implica
que dicho l´ımite es un punto y, por el corolario 2.4.2, debe ser redondo.
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Finalmente, por (2.112), se deduce que Tma´x =
1
λ
ln
(
1 +
λAg(0)
2pi
)
.
unionsqu
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Cap´ıtulo 3
Singularidades de tipo I en el
PACψ
Los resultados obtenidos en este cap´ıtulo junto a las secciones 1.3.1 y 1.5.3
constituyen el contenido del art´ıculo [42].
A lo largo de este cap´ıtulo estudiaremos la evolucio´n de una curva por el
PACψ en el caso en que la densidad ψ de la variedad ambiente (M, g, ψ) tenga
singularidades en una cierta regio´n del espacio y la curva en evolucio´n llegue a
tocar dicho conjunto singular de ψ. Todas las cuestiones a tratar se planteara´n
desde la perspectiva ma´s general posible, aunque en u´ltima instancia se apliquen
al problema expuesto.
3.1. Teorema principal
En primer lugar describiremos en detalle la variedad riemanniana con den-
sidad (M, g, ψ) en la que trabajaremos. En segundo lugar presentaremos las
curvas a considerar como datos iniciales del PACψ. Y finalmente presentare-
mos el resultado principal del cap´ıtulo.
3.1.1. Variedad ambiente del teorema principal
Consideraremos como variedad ambiente una variedad riemanniana (M, g)
de dimensio´n 2, orientable, completa, con curvatura de Gauss K ≥ 0 y con una
me´trica que pueda ser escrita del siguiente modo:
g = dr2 + e2ϕ(r)dz2, (3.1)
donde ϕ : R −→ R es una funcio´n diferenciable que verifica ϕ(s) = ϕ(−s), r
denota la distancia a la curva r = 0 medida con la me´trica g y ϕ(r) ≡ ϕ ◦ r. La
existencia de este tipo de me´tricas g sobre M es equivalente a la existencia en M
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de una geode´sica a la que denotaremos por Γ (la curva r = 0 en las coordenadas
en las que la me´trica esta´ escrita), tal que la reflexio´n respecto a esta geode´sica
(r, z) 7→ (−r, z) y las reflexiones (r, a− z) 7→ (r, a+ z) son isometr´ıas. Ejemplos
de estas superficies son los elipsoides de revolucio´n, donde la geode´sica r = 0 es
un ecuador (dentro de estos ejemplos esta´ la esfera redonda), y el plano llano.
En M consideraremos una densidad ψ que u´nicamente depende de r y es
C∞ salvo en la geode´sica r = 0. Lo que se traduce en la existencia de una
funcio´n diferenciable en ]0,∞[, que denotaremos tambie´n por ψ :]0,∞[−→ R,
tal que ψ(x) = ψ(r(x)) ≡ ψ(r)(x), donde la primera ψ es una funcio´n definida
en M y la segunda ψ es la funcio´n definida en ]0,∞[. Adema´s impondremos las
siguientes restricciones a ψ:
l´ım
r→0
ψ(n)(r)
b/rn
= (−1)n−1(n− 1)!, para algu´n b > 0 y n = 1, 2, 3, (3.2)
l´ım sup
r→0
(ψ′′′(r)
ψ′(r)
− 2
b2
ψ′(r)2
)
esta´ acotado superiormente, (3.3)
donde (n) denota la derivada n-e´sima respecto de r. En (3.10) y (3.11) se dara´ la
motivacio´n de las hipo´tesis (3.2) y (3.3) sobre la densidad ψ.
Una vez expuesta la variedad ambiente sobre la que trabajaremos, a conti-
nuacio´n procedemos a estudiar en detalle los diferentes elementos geome´tricos
de dicha variedad.
La derivada covariante ∇ de M por la proposicio´n 1.1.1 verifica:
∇∂r∂r = 0, ∇∂z∂z = −ϕ′e2ϕ∂r, ∇∂r∂z = ∇∂z∂r = ϕ′∂z. (3.4)
Por la u´ltima ecuacio´n de (3.4) comprobamos, tal y como veremos a conti-
nuacio´n, que efectivamente la curva r = 0 es una geode´sica. Por ser ϕ : R→ R
sime´trica respecto de 0 y diferenciable debe verificar que ϕ′(0) = 0, entonces:
AΓX = ∇X∂r = 〈X, ∂z〉 1
e2ϕ
∇∂z∂r = 〈X, ∂z〉
1
e2ϕ
ϕ′(0)∂z = 0,
para todo X ∈ X(Γ), luego Γ es una geode´sica. Tomaremos z como el para´metro
longitud de arco de la geode´sica Γ en M , entonces ϕ debe verificar ϕ(0) = 0. A
su vez, de la primera ecuacio´n de (3.4), se deduce que las curvas z = constante
son tambie´n geode´sicas.
Por la expresio´n de g es inmediato que la reflexio´n respecto de Γ ((r, z) 7→
(−r, z)) y las reflexiones respecto de las curvas z = c ((r, c − z) 7→ (r, c + z))
son isometr´ıas.
La curvatura de Gauss K de M esta´ dada por:
K = −ϕ′′ − ϕ′2. (3.5)
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Para el ca´lculo utilizamos que
{
∂r,
1
eϕ
∂z
}
es una base ortonormal, la proposi-
cio´n 1.1.2 de la seccio´n 1.1.2 y (3.4):
K = R(∂r,
1
eϕ
∂z, ∂r,
1
eϕ
∂z) = −g(R( 1
eϕ
∂z, ∂r)∂r,
1
eϕ
∂z)
= −g(∇e
ϕ(∂r, ∂r)
eϕ
1
eϕ
∂z,
1
eϕ
∂z) = −∇e
ϕ(∂r, ∂r)
eϕ
= −∂
2
r
(
eϕ
)
eϕ
= −ϕ
′′eϕ + ϕ′2eϕ
eϕ
= −ϕ′′ − ϕ′2.
El hecho de que g sea una me´trica impone que ϕ′ tenga la siguiente expansio´n
de Taylor en torno a r = 0:
ϕ′(r) = ϕ′(0) + ϕ′′(0)r + ϕ′′′(0)
r2
2
+ ϕ′′′′(0)
r3
6
+ · · ·
= −K(0) r + ϕ′′′(0)r
2
2
+ ϕ′′′′(0)
r3
6
+ · · · (3.6)
ya que:
ϕ′(0) = 0,
ϕ′′(0) = −K(0)− ϕ′2(0) = −K(0).
Bajo este contexto, debido a la relacio´n entre variedades riemannianas con
densidad y variedades warped product dada en la seccio´n 1.3.1, estudiaremos la
geometr´ıa de las variedades warped product M ×eψ/m Sm. Notemos que existen
situaciones en las que a pesar de que ψ sea singular en Γ la variedad warped
product M×eψ/mSm es una variedad riemanniana regular. Por ejemplo, si ϕ(r) =
1 y ψ(r) = ln(r) entonces M×eψ/m Sm es el espacio eucl´ıdeo de dimensio´n m+2.
De las ecuaciones de la curvatura para un warped product, proposicio´n 1.1.2,
se obtiene que la curvatura seccional de M ×eψ/m Sm correspondiente a los
planos rz, los generados por ∂r y un vector ∂i tangente a Sm o por ∂z y ∂i son,
respectivamente,
Srz = R̂rzrz = −(ϕ′′ + ϕ′2), Sri = R̂riri = −ψ
′2 +mψ′′
m2
,
Szi = R̂zizi = −ψ
′ϕ′
m
. (3.7)
Cuando M ×eψ/m Sm es una variedad riemanniana C∞ (sin singularidades),
para todo p ∈ Γ, consideremos la hipersuperficie de M ×eψ/m Sm dada por
{expp(ru)| u ∈ TpΓ⊥ ⊂ Tp(M×eψ/mSm)}. Entonces, la aplicacio´n de Weingarten
AS de una esfera geode´sica definida en esta hipersuperficie esta´ dada por:
AS =
ψ′
m
Id. (3.8)
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Comprobe´moslo:
ASX = −∇X∇r = −∇X∇r = −
(
∇X∇r
)T
= −∇X∇r +
〈
∇X∇r, ∂z
eϕ
〉
∂z
eϕ
=
∂r(e
ψ/m)
eψ/m
X =
ψ′
m
X.
Por (3.8), la curvatura media de una esfera geode´sica en {expp(ru)| u ∈ TpΓ⊥}
es igual a ψ′(r) y, utilizando el desarrollo en serie de potencias de la curva-
tura media de una esfera geode´sica dado en el teorema 3.2 del art´ıculo [17],
obtenemos:
ψ′(r) =
m
r
− r
3
RicS(∇r,∇r)(p) +
∑
j≥2
Ajr
j , (3.9)
donde las Aj son constantes determinadas por el valor en p de polinomios en la
curvatura y la derivada covariante de la curvatura de {expp(ru)| u ∈ TpΓ⊥} en
p. A partir de (3.9) deducimos que:
l´ım
r→0
ψ(n)(r)
m/rn
= (−1)n−1(n− 1)!, para todo n ∈ N, (3.10)
l´ım
r→0
(ψ′′′(r)
ψ′(r)
− 2
m2
ψ′(r)2
)
es finito. (3.11)
La fo´rmula (3.10) es la que nos ha motivado a considerar densidades ψ sobre
M que verifican (3.2). Observemos sin embargo que, cuando b no es un nu´mero
natural, no existe un natural m para el que M ×eψ/m Sm sea una variedad
riemanniana diferenciable ya que, en estos casos, la curvatura seccional Sri se
hace infinito cuando r → 0. Entonces, la hipo´tesis (3.2) en ψ incluye muchas
situaciones donde el PACψ es especial y no equivalente al FCM de alguna
variedad riemanniana regular.
3.1.2. Formulacio´n del problema de valor inicial
Para la inmersio´n inicial γ0 : M → M del PACψ consideraremos dos posi-
bilidades:
(i) M = S1 y γ0 es una inmersio´n diferenciable orientada, simple y cerrada
en M .
(ii) M = [b1, b2], γ0 es una inmersio´n diferenciable orientada, simple y existe
una regio´n G = {(r, z) ∈ M ; a1 ≤ z ≤ a2} tal que Sop γ0 esta´ contenido en
G, con ∂ Sop γ0 = {γ(b1, 0), γ(b2, 0)} ⊂ ∂G y Sop γ0 es ortogonal a ∂G en los
puntos γ(bi, 0).
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Al conjunto de las inmersiones descritas en el caso (i), sin imponerles la
condicio´n de ser simples, las denotaremos por I(M). Y al conjunto de las in-
mersiones orientadas descritas en el caso (ii), sin imponerles la condicio´n de ser
simples, las denotaremos por I(G).
Cuando la inmersio´n inicial que se considera como condicio´n inicial para
el PACψ se encuentra en el caso (ii) debemos volver a formular el problema
imponiendo condiciones de frontera tipo Neumann.
Con motivo de formular el problema cuando la condicio´n inicial se encuentra
en el caso (ii), recordarlo cuando esta´ en el caso (i) y unificar ambas situacio-
nes, formulamos los dos siguientes problemas de valor inicial. El primero se
corresponde con el problema (2.2) y el segundo con (2.11).
Dada una inmersio´n diferenciable γ0 ∈ I(M) o γ0 ∈ I(G) encue´ntrese una
familia de inmersiones {γt}t∈[0,T ) ⊂ I(M) o {γt}t∈[0,T ) ⊂ I(G), respectivamen-
te, tal que γ : M × [0, T ) → M o γ : M × [0, T ) → G, respectivamente, sea
diferenciable y verifique que:
{
∂γ
∂t
=
−→
kψ,
γ(0) = γ0(·).
(3.12)
Dada una inmersio´n diferenciable γ0 ∈ I(M) o γ0 ∈ I(G) encue´ntrese una
familia de inmersiones {γt}t∈[0,T ) ⊂ I(M) o {γt}t∈[0,T ) ⊂ I(G), respectivamen-
te, tal que γ : M × [0, T ) → M o γ : M × [0, T ) → G, respectivamente, sea
diferenciable y verifique que:

〈
∂γ
∂t
, J(t)
〉
= kψ,
γ(0) = γ0(·).
(3.13)
Remarquemos que en estas formulaciones va impl´ıcita la condicio´n de Neum-
man sobre el borde para curvas en el caso (ii): “Sop γt interseca a ∂G ortogo-
nalmente en el borde de Sop γt para todo t ∈ [0, T [”.
Las siguientes ima´genes dan ejemplos de estos casos cuando M es una esfera
redonda S2:
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(a) Caso i), γ ∈ I(M) (b) Caso ii), γ ∈ I(G)
Cuando la curva γ : M → M es un grafo (r(z), z) sobre Γ, elegiremos una
orientacio´n de M de forma que el normal N a la curva γ : M → M apunte
hacia la regio´n delimitada por el soporte de la curva γ y la geode´sica Γ de M .
Nos referiremos a este normal como normal interior. Por otro lado, la relacio´n
entre N y t es:
N = 〈N, ∂r〉 ∂r +
〈
N,
∂z
eϕ
〉
∂z
eϕ
, t =
〈
N,
∂z
eϕ
〉
∂r − 〈N, ∂r〉 ∂z
eϕ
. (3.14)
Las fo´rmulas expl´ıcitas para calcular el vector tangente t y el vector normal
interior N a la curva γ son:
t =
r˙∇r + ∂z√
r˙2 + e2ϕ
, N =
−e2ϕ∇r + r˙∂z
eϕ
√
r˙2 + e2ϕ
(3.15)
Y las expresiones para su curvatura geode´sica k y para u :=
〈
N,∇r〉:
k =
〈∇tt, N〉 = eϕ√
r˙2 + e2ϕ
(−r¨ + r˙2ϕ′
r˙2 + e2ϕ
+ ϕ′
)
, u =
−eϕ√
r˙2 + e2ϕ
. (3.16)
De (3.4) obtenemos la siguiente expresio´n concreta para el hessiano de ψ
sobre una curva γ : M →M :
∇2ψ(N,N) = 〈∇N∇ψ,N〉 = N(ψ′) 〈N,∇r〉+ ψ′ 〈∇N∇r,N〉
= ψ′′
〈
N,∇r〉2 + ψ′ϕ′ 〈N − 〈N,∇r〉∇r,N〉
= ψ′′
〈
N,∇r〉2 + ψ′ϕ′ (1− 〈N,∇r〉2) . (3.17)
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3.1.3. Grafos en evolucio´n y singularidades tipo I
Presentado el contexto, el objetivo principal del cap´ıtulo es demostrar el
siguiente resultado:
Teorema 3.1.1. Sea una variedad riemanniana con densidad (M, g, ψ) de di-
mensio´n 2, orientable, con curvatura de Gauss no negativa y que verifica las
condiciones (3.1), (3.2) y (3.3). Sea una solucio´n ma´xima γ : M × [0, T )→M
o γ : M × [0, T ) → G del PACψ (3.13) en funcio´n de si la condicio´n inicial
γ0 : M → M se encuentra en I(M) o en I(G), respectivamente. Supongamos
que la condicio´n inicial γ0 verifica las siguientes tres propiedades, es un grafo
sobre la geode´sica r = 0, Sop γ0 esta´ contenido en la banda limitada por r = 0
y r = mı´n{z(ϕ′ + ψ′), sup{r; (ψ′′ + ψ′2/b) |[0,r] ≤ 0}} y su curvatura geode´sica
en densidad es kψ ≥ 0 (pero no ide´nticamente 0). Entonces:
1. kψ > 0 para todo t ∈]0, T [.
2. Sop γt es un grafo sobre r = 0 para todo t ∈ [0, T [.
3. T <∞ y el flujo γ(·, t) es de tipo I en el sentido de la definicio´n 3.2.1.
4. En cada punto singular, un blow-up centrado en este punto da un flujo
l´ımite γ˜ en R2 con la me´trica eucl´ıdea y densidad ψ˜∞ = ln rb, el cual es
un grafo sobre r = 0 para cada instante de tiempo y, despue´s de hacer
un nuevo blow-up, converge a un ln rb-shrinker en R2 que es la l´ınea
r =constante en el caso b = m ∈ N.
Por z(f) se denota el primer cero positivo de la funcio´n f y el concepto de
ln rb-shrinker utilizado en el anterior teorema es el siguiente:
Definicio´n 3.1.1. Dada cualquier funcio´n f : Rn+1 −→ R, llamaremos f -
shrinker en Rn+1a toda hipersuperficie F : M −→ Rn+1 que verifica Hf +
〈F,N〉 = 0.
La desigualdad z(ϕ′ + ψ′) > 0 del teorema 3.1.1 se sigue de la hipo´tesis
K ≥ 0 y (3.2). Y la condicio´n r < z(ϕ′ + ψ′) es necesaria en el sentido de que
las l´ıneas o c´ırculos a distancia z(ϕ′ + ψ′)− ε del eje r = 0 colapsen a este eje.
Los detalles se dara´n en la seccio´n 3.3.
Acorde a la fo´rmula (3.7), cuando M×eψ/m Sm es una variedad diferenciable
(es decir b = m ∈ N), Sri ≥ 0 es equivalente a ψ′′ + ψ′2/m ≤ 0, entonces la
hipo´tesis r ≤ sup{r;ψ′′ + ψ′2/b ≤ 0} del teorema 3.1.1 no es solamente una
condicio´n anal´ıtica, esta´ motivada por este hecho.
Gracias a la relacio´n existente entre la geometr´ıa riemanniana con densidad
y la geometr´ıa riemanniana de un warped product dada en la seccio´n 1.3.1 y, ma´s
concretamente, a la relacio´n que se deduce de esto entre el PACψ de una curva
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M en (M, g, ψ) y el FCM de la hipersuperficie M×eψ/m Sm en (M×eψ/m Sm, g)
junto a (3.10), podemos enunciar el teorema 3.1.1 en te´rminos de las variedades
warped product para el FCM de las hipersuperficies M ×eψ/m Sm (corolario
3.1.1).
En primer lugar, necesitamos las definiciones de espacio e hipersuperficie
rotacionalmente sime´tricos, dichas definiciones las tomaremos de [14] y [15]
adapta´ndolas a la notacio´n utilizada en este cap´ıtulo.
Definicio´n 3.1.2. Un espacio rotacionalmente sime´trico respecto a un eje z es
una variedad riemanniana (M̂, ĝ) que admite coordenadas cil´ındricas (r, z, u) ∈
I × J × Sm respecto a las que ĝ puede ser escrita de la forma
ĝ = dr2 + e2ϕ(r) dz2 + e2ψ/m(r) gS, (3.18)
donde gS es la me´trica esta´ndar de la esfera Sm de curvatura seccional 1.
La curva r = 0 es una geode´sica de M̂ y se llama “eje z”o “eje de revolu-
cio´n”.
Definicio´n 3.1.3. Sea un espacio rotacionalmente sime´trico respecto a un eje
z (M̂, ĝ). Una hipersuperficie de revolucio´n S de M̂ generada por un grafo
(r(z), z) sobre el eje z es una subvariedad de M̂ que puede ser descrita en
coordenadas cil´ındricas por la inmersio´n J × Sm −→ M̂/(z, u) 7→ (r(z), z, u),
donde r(z) es una funcio´n diferenciable.
Ahora ya podemos enunciar el resultado mencionado:
Corolario 3.1.1. Sea un espacio rotacionalmente sime´trico (M̂, ĝ) de dimen-
sio´n m+2 y curvatura seccional no negativa. Sea una hipersuperficie de revolu-
cio´n M0 de M̂ generada por un grafo sobre el eje “z”, con curvatura media no
negativa (pero no ide´nticamente 0) y contenida en una regio´n limitada por los
cilindros r = 0 y r = mı´n{z(ϕ′+ψ′)}. Sea la solucio´n del FCM (1.106), Mt, en
un intervalo de tiempo ma´ximo [0, T [ con condicio´n inicial M0. Consideremos
que tenemos una de las dos siguientes situaciones:
(i) M0 es una hipersuperficie cerrada.
(ii) M0 es una hipersuperficie compacta con borde contenido en el borde
de una banda G limitada por dos hipersuperficies z = b1 y z = b2. En este
caso, al problema de valor inicial (1.106) para el FCM le an˜adimos la siguiente
condicio´n tipo Neumann sobre el borde: “Mt interseca a ∂G ortogonalmente en
el borde de Mt para todo t ∈ [0, T [”.
Entonces:
1. H > 0 para todo t ∈]0, T [.
2. Mt es una hipersuperficie de revolucio´n de M̂ generada por un grafo sobre
el eje “z” para todo t ∈ [0, T [.
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3. T <∞ y el flujo F (·, t) es de tipo I.
4. En cada punto singular, un blow-up centrado en este punto da un flujo
l´ımite que es un grafo sobre r = 0 para cada instante de tiempo y, despue´s
de hacer un nuevo blow-up, converge a un cilindro en Rm+2.
Este corolario generaliza para variedades con curvatura no negativa algunos
de los resultados obtenidos por G. Huisken en [34] y S. Altlschuler, S. Angenent
y Y. Giga en [2], para superficies de revolucio´n en el eucl´ıdeo Rn+1.
3.2. Singularidades de tipo I en el FCMψ y su blow-
up
En esta seccio´n introduciremos el concepto de singularidad de tipo I para el
FCMψ y desarrollaremos el proceso necesario para llevar a cabo el estudio de
dicha singularidad. Para introducir dicho concepto nos valdremos de la equiva-
lencia entre el FCM y el FCMψ dada en la seccio´n 1.5.3, la cual se apoya en la
relacio´n existente entre la geometr´ıa con densidad y la geometr´ıa riemanniana
de un warped product dada en la seccio´n 1.3.1.
Sean una variedad riemanniana con densidad (M, g, ψ), una hipersuperficie
inmersa ι0 : M →M y ι : M× [0, T )→M la u´nica solucio´n ma´xima del FCMψ
con condicio´n inicial ι0. Por lo visto en la seccio´n 1.3.1 se concluye que este flujo
es equivalente al FCM de M0 ×eψ/m Q en M ×eψ/m Q (dim Q = m). Notemos
que M ×eψ/m Q podr´ıa ser una variedad riemanniana con singularidades en
los puntos donde la densidad ψ presente singularidades, a pesar de ello es muy
importante remarcar que podr´ıa darse el caso en que ψ sea singular y M×eψ/mQ
sea una variedad riemanniana regular, como vimos en la subseccio´n 3.1.1. Para
el FCM es ampliamente conocido que, si T es el tiempo ma´ximo de existencia
del flujo, o la solucio´n alcanza un punto singular de la me´trica del ambiente
M ×eψ/m Q cuando t → T o |Ât|2 se hace infinito cuando t → T , y adema´s en
dicho caso:
ma´x
x∈Mt×eψ/mQ
|Ât|2 ≥ 1
2(T − t) . (3.19)
La segunda forma fundamental α̂t y la aplicacio´n de Weingarten Ât de Mt×eψ/m
Q en M×eψ/mQ verifican las siguientes ecuaciones (ver proposicio´n 1.1.1 seccio´n
1.1.2):
ÂtX
∗ = (AtX)∗, ÂtV = −∇̂VN∗t = −
Nte
ψ/m
eψ/m
V = − 1
m
〈∇ψ,Nt〉V, (3.20)
para todo X ∈ X(M) y para todo campo vectorial vertical V . Entonces |Ât|2 =
|At|2 + 1
m
〈∇ψ,Nt〉2 y |Ât|2 se hace infinito en T si y solo si |At|2 o 〈∇ψ,Nt〉2
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se hace infinito en T . Es decir que Mt se hace singular (l´ımt→T |At|2 → ∞) o
la ecuacio´n (1.95) deja de tener sentido. Estas situaciones son exactamente las
que definira´n en nuestro caso de forma natural el primer tiempo singular para
el FCMψ.
Por lo tanto, el tiempo ma´ximo T para el FCM y el FCMψ coinciden si
no nos preocupamos de las posibles singularidades de la variedad riemanniana
M ×eψ/m Q. Por supuesto, si
〈∇ψ,Nt〉2 →∞ cuando t→ T , la hipersuperficie
toca el conjunto singular de ψ cuando t→ T , sin embargo, una hipersuperficie
podr´ıa contener puntos singulares de ψ y mantener
〈∇ψ,Nt〉2 acotada. Acorde
a (3.19) y (3.20), tenemos:
Proposicio´n 3.2.1. Si T es el primer tiempo singular del FCMψ, entonces:
ma´x
x∈Mt
(
|At|2 + 1
m
〈∇ψ,Nt〉2) ≥ 1
2(T − t) . (3.21)
La desigualdad (3.21) podr´ıa venir de |At| → ∞ o de |
〈∇ψ,N〉 | → ∞ o
de ambas a la vez. Existen situaciones interesantes en las que la singularidad
viene de la segunda situacio´n, ya que las singularidades se localizan sobre el
conjunto de puntos singulares de ψ. Tal y como probaremos en la seccio´n 3.3,
las situaciones descritas por el teorema 3.1.1 son de este tipo.
Al igual que en el FCM, dada la propiedad (3.21), tiene sentido definir:
Definicio´n 3.2.1. Un FCMψ presenta una singularidad de tipo I en t = Tma´x
si existe una constante C > 0 tal que
sup
Mt
(
|A|2 + 1
b
〈∇ψ,N〉2) ≤ C
T − t donde b > 0 (3.22)
El nu´mero b > 0 es irrelevante, solo cambia la constante C en (3.22), pero
lo escribimos para mantener la analog´ıa con (3.21) y es u´til en el contexto de
la hipo´tesis (3.2) del teorema 3.1.1.
Naturalmente, si ∇ψ esta´ acotado en la regio´n de M donde Mt evoluciona
por el FCMψ, la evolucio´n de Mt es de tipo I si y solo si existe una constante
C > 0 tal que sup
Mt
|A|2 ≤ C
T − t .
Una propiedad inmediata de las soluciones en las que se producen singula-
ridades de tipo I es:
Proposicio´n 3.2.2. Sea una hipersuperficie inmersa F0 : M → M compacta,
en una variedad riemanniana con densidad (M, g, ψ) y supongamos que la so-
lucio´n ma´xima del FCMψ (1.95) F : M × [0, T [−→M con condicio´n inicial F0
presenta una singularidad de tipo I en t = T , con T < ∞. Entonces, la fami-
lia de inmersiones {Ft}t∈[0,T ) converge uniformemente a una funcio´n continua
FT : M →M . Ma´s au´n, el l´ımite F (M,T ) es tambie´n compacto.
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Demostracio´n. Dados p ∈M y 0 ≤ s < t < T cualesquiera, tenemos que
dg(F (p, s), F (p, t)) ≤ Lts(F (p, σ)) =
∫ t
s
∣∣∣∣∂F∂σ
∣∣∣∣ dσ = ∫ t
s
|H − 〈∇ψ,N〉 |dσ
≤
∫ t
s
(|H|+ | 〈∇ψ,N〉 |) dσ ≤ ∫ t
s
√
C(
√
n+
√
b)√
T − σ dσ
= 2
√
C(
√
n+
√
b)
(
−√T − t+√T − s
)
. (3.23)
Por tanto, esta familia de inmersiones {Ft}t∈[0,T ) es de Cauchy para la topolog´ıa
de la convergencia uniforme y al ser dicho espacio completo, implica que la
familia debe converger a una funcio´n continua FT : M →M . unionsqu
Al igual que en [34], esta proposicio´n nos lleva a definir:
Definicio´n 3.2.2. Diremos que p ∈M es un punto de blow-up para el FCMψ
de M si existe un x ∈M tal que F (x, t) converge a p y |A|(x, t) o | 〈∇ψ,N〉 |(x, t)
son no acotados cuando t→ T .
A continuacio´n desarrollaremos el estudio de estos puntos blow-up, por tanto
a lo largo de la seccio´n consideraremos que tenemos la siguiente situacio´n:
Sean una variedad riemanniana con densidad (M, g, ψ) orientable y una
hipersuperficie inmersa F0 : M → M tal que la u´nica solucio´n ma´xima F :
M × [0, T [−→ M del FCMψ (1.95) con condicio´n inicial F0 tenga T < ∞,
presente una singularidad de tipo I en t = T y tenga p ∈ M como punto de
blow-up. Adema´s supondremos que F0 : M → M es compacta, sin borde o
con borde siempre que este u´ltimo este´ contenido en el borde ∂G de un cierto
dominio G de M y en ese caso p /∈ ∂G. Y sea x ∈M tal que F (x, t) →
t→T
p.
En el caso de hipersuperficies con borde la condicio´n sobre el borde debe ser
capaz de garantizar la existencia de solucio´n para tiempos cortos para dicho
problema.
3.2.1. Blow-up del espacio ambiente
En primer lugar, para estudiar el punto de blow-up debemos reescalar la
me´trica de la variedad ambiente.
Consideremos una sucesio´n de tiempos 0 < t1 < t2 < ... < tj < ... < T que
convergen a T . Para cada tj , reescalamos la me´trica g del siguiente modo:
gj := λ2jg, donde λ
2
j ≡ λ(tj)2 :=
C
T − tj . (3.24)
Por g0 denotaremos a g, g0 ≡ g, equivalentemente λ0 = 1. Este proceso de
reescalado provoca el mismo efecto entre las me´tricas gt ≡ F ?t g y gjt ≡ F ?t gj
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inducidas por las inmersiones Ft en M . Es decir,
gjt = λ
2
j gt. (3.25)
Sea R > 0 un nu´mero real menor que el radio de inyectividad de (M, g) y
tambie´n menor que la distancia de p a ∂G en la me´trica g. La familia de varie-
dades riemannianas punteadas {(BgR(p), gj , p)}j∈N converge en la topolog´ıa de
Cheeger-Gromov C∞ al espacio eucl´ıdeo punteado (Rn+1, ge, 0). En lo siguiente
nos dedicaremos a comprobar este hecho.
Sea una familia de isometr´ıas entre espacios vectoriales {Φj : (Rn+1, ge) −→
(TpM, g
j
p)}j∈N, definimos la siguiente familia de difeomorfimos:
ϕj : (B
e
λjR
(0) ⊆ Rn+1, ge, 0) −→ (BgR(p) ⊆M, gj , p)
v 7−→ ϕj(v) := expgjp ◦ Φj(v) (3.26)
Notemos que para cualquier compacto K de Rn+1 existe j0 ∈ N tal que K  
BeλjR(0) para todo j ≥ j0 y la restriccio´n de ϕj a K es un difeomorfismo C∞
sobre la imagen para todo j ≥ j0 (importante la eleccio´n de R). Adema´s, ϕ−1j
nos proporciona coordenadas normales entorno a p en los puntos de (BgR(p), g
j),
calculando en estas coordenadas obtenemos que la expresio´n de la me´tricas gj
en coordenadas normales entorno a p es:
g˜jik(0) := (ϕ
∗
jg
j)ik(0) = (ϕ
∗
0g
0)ik(0) = g
e
ik = δik. (3.27)
g˜jik(v) := (ϕ
∗
jg
j)ik(v) = (ϕ
∗
0g
0)ik(v/λj). (3.28)
∂
∂v`
g˜jik(v) =
1
λ j
∂
∂v`
g˜0ik(v/λj). (3.29)
· · · · · · · · · (3.30)
∂r
∂v`1 · · · ∂v`r g˜
j
ik(v) =
1
λrj
∂r
∂v`1 · · · ∂v`r g˜
0
ik(v/λj). (3.31)
Por tanto ϕ∗jg
j converge C∞ sobre compactos a ge cuando j → ∞ (equivalen-
temente cuando λj →∞). Y queda demostrada la convergencia de
{(BgR(p), gj , p)}j∈N a (Rn+1, ge, 0) en la topolog´ıa de Cheeger-Gromov C∞.
3.2.2. Blow-up de la funcio´n densidad
El siguiente paso consiste en estudiar que ocurre con la densidad ψ al tras-
ladar el problema a (Rn+1, ge, 0).
Para los gradientes de la funcio´n ψ respecto de las me´tricas g y gj , se cumple
la siguiente relacio´n:
g(∇ψ,X) = dψ(X) = gj(∇jψ,X) = λ2jg(∇jψ,X), (3.32)
entonces ∇ψ = λ2j∇jψ. (3.33)
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Para considerar la funcio´n ψ definida en los subconjuntos BeλjR(0) de R
n+1,
tomamos el pull-back de ψ por ϕj y obtenemos las funciones inducidas:
ψ˜j ≡ ϕ∗jψ = ψ ◦ ϕj : BeλjR(0) ⊂ Rn+1 −→ R. (3.34)
Observemos que si Φ−10 (X) = v, entonces Φ
−1
j (X) = λjv, lo que da:
ψ˜j(v) = ψ(expg
j
p ◦ Φj(v)) = ψ(expgp ◦ Φ0(v/λj)) = ψ˜0(v/λj). (3.35)
En el caso de que ψ sea Ck, k ∈ N, en un entorno del punto de blow-
up p ∈ M , se cumple que si Cψ(p) : Rn+1 → R es la aplicacio´n constante
v 7→ Cψ(p)(v) := ψ(p), entonces para todo compacto K ⊂ Rn+1:
‖ Cψ(p) − ψ˜j ‖Ck(K)→ 0, cuando j →∞. (3.36)
Lo que nos permite definir una funcio´n l´ımite en (Rn+1, ge, 0) como ψ˜∞ ≡ Cψ(p).
Cuando ψ es singular en p, lo anterior no tiene sentido ya que ψ no es con-
tinua en p o no esta´ definida en p. A pesar de ello existen situaciones generales
donde ψ es singular en p y tiene un cierto l´ımite que nos permite continuar el
estudio. Esta sera´ la situacio´n para la demostracio´n del teorema 3.1.1, la cual
se vera´ en la seccio´n 3.3.
3.2.3. Blow-up de las hipersuperficies del flujo
Si p es el punto de blow-up, existe x ∈ M tal que F (x, t) converge a p
cuando t→ T . Entonces, de la proposicio´n 3.2.2 se sigue que F−1(BgR(p)) es un
conjunto abierto en M× [0, T [ que contiene a {x}× [t0, T [ para algu´n t0 ∈ [0, T [.
Para todo t ∈ [t0, T [, sea la componente conexa de M×{t} que contiene a (x, t)
y contenida en F−1(BgR(p)), a partir de ahora a dicha componente conexa la
denotaremos por Mt. Debido a la eleccio´n de R, todas las geode´sicas de (Mt, gt)
empezando en x esta´n definidas para todos los valores de su para´metro longitud
de arco o se paran exactamente en el borde de Mt.
Ahora definimos los flujos reescalados F j(·, τ(t)) de Mt en (BgR(p), gj) usan-
do el anterior reescalamiento sobre la me´trica, con tj > t0, y el siguiente rees-
calamiento del para´metro tiempo
τ = λ2j (t− tj) =
C(t− tj)
T − tj , τ ∈
[
C(t0 − tj)
T − tj , C
[
, (3.37)
es decir, F j :
⋃
τ∈
[
C(t0−tj)
T−tj ,C
[Mτ −→ (BgR(p), gj), con t(τ) = tj + (1/C)(T −
tj)τ = tj + λ
−2
j τ , esta´ definido por:
F j(·, τ) := F (·, tj + λ−2j τ) en (B
g
R(p), g
j) (3.38)
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Por simplicidad, y sin pe´rdida de generalidad, desde ahora supondremos que
t0 = 0.
Sea N jτ el campo vectorial normal unitario en la me´trica gj de la inmersio´n
F j(·, τ) y una referencia local, {ejτ i}ni=1, ortonormal y tangente a la inmer-
sio´n F j(·, τ). Obviamente, N jτ = Nτ/λj , ejτ i = eτ i/λj y las segundas formas
fundamentales α y αj de F y F j , respectivamente, esta´n relacionas por:
ατ (X,Y ) = g(∇XY,Nτ ) = 1
λ2j
gj(∇jXY, λjN jτ ) =
1
λj
αjτ (X,Y ). (3.39)
De donde la relacio´n entre las curvaturas medias es:
Hτ =
∑
i
ατ (eτ i, eτ i) =
∑
i
1
λ j
αjτ (λje
j
τ i, λje
j
τ i) = λjH
j
τ . (3.40)
Y las normas de las segundas formas fundamentales cumplen:
|ατ |2g =
∑
ik
|ατ (eτ i, eτ k)|2 =
∑
ik
1
λ2j
λ4j |αjτ (ejτ i, ejτ k)|2 = λ2j |αjτ |2gj . (3.41)
Por otro lado:
g(∇ψ,N) = 1
λ2j
gj(λ2j∇jψ, λjN j) = λjgj(∇jψ,N j). (3.42)
Proposicio´n 3.2.3. Sean una variedad riemanniana con densidad (M, g, ψ)
orientable y una hipersuperficie inmersa F0 : M → M compacta y sin borde o
con borde contenido en el borde ∂G de un cierto dominio G de M , de forma que
esto constituya una condicio´n tipo Neumann para el problema de valor inicial tal
que garantice la existencia de solucio´n para tiempos cortos para dicho problema.
Supongamos que la u´nica solucio´n ma´xima F : M × [0, T [−→ M del FCMψ
(1.95) con condicio´n inicial F0 verifica T < ∞, presenta una singularidad de
tipo I en t = T y p ∈ M es un punto de blow-up. Adema´s supondremos que
estamos en una de las dos siguientes situaciones:
(i) la densidad ψ es regular en p, o
(ii) ψ es singular en p y el conjunto de puntos singulares de ψ, al que de-
notaremos por S, es una subvariedad regular de M verificando que, da-
da cualquier curva c : [0, 1] → M con c(1) ∈ S y c([0, 1[) ∩ S = ∅, el
l´ımt→1∇ψ/|∇ψ|(c(t)) pertenece al fibrado normal de S.
Entonces, en el caso (i), la sucesio´n de flujos reescalados F j definidos en (3.38)
subconverge diferenciablemente sobre compactos a un FCMψ F˜∞ : M˜∞×] −
∞, C[−→ Rn+1 con la me´trica eucl´ıdea ge y una densidad ψ˜∞ que es constante
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(es decir, un FCM). En el caso (ii), quiza´ el l´ımite ψ˜∞ no este´ bien definido, pe-
ro au´n as´ı las aplicaciones F j subconvergen diferenciablemente sobre compactos
a un flujo F˜∞ : M˜∞×]−∞, C[−→ Rn+1 con la me´trica eucl´ıdea ge, tal que cada
uno de los embebimientos F˜∞(·, τ) tiene ψ˜∞-curvatura media bien definida y
F˜∞(·, τ) evoluciona por un flujo (3.13) para esa ψ˜∞-curvatura media.
En ambos casos F˜∞ presentara´ una singularidad de tipo I y cualquier hi-
persuperficie F˜∞(M˜∞, τ) con la me´trica inducida por la inmersio´n F˜∞(·, τ) es
completa.
Demostracio´n. Por su definicio´n y las fo´rmulas (3.40) y (3.42), F j(·, τ) cumple
la siguiente ecuacio´n:
∂F j
∂τ
= λ−2j
∂F
∂t
=
1
λ2j
HψN =
1
λ2j
(λjH
j − λjgj(∇jψ,N j)) λjN j
= (Hj − gj(∇jψ,N j)) N j . (3.43)
Entonces cada F j(·, τ) es un FCMψ en la variedad riemanniana con densidad
(BgR(p), g
j , ψ).
Para todo τ , si utilizamos (3.41), (3.42) y la definicio´n (3.22), obtenemos:
|αjτ |2gj +
1
b
gj(∇jψ,N j)2 = 1
λ2j
|ατ |2g +
1
λ2j
1
b
g(∇ψ,N)2 ≤ 1
λ2j
C
T − t =
C
C − τ .
(3.44)
Por tanto, todo flujo F j presenta una singularidad de tipo I en τ = C, porque
τ ∈ [ −Ctj
T − tj , C[ segu´n vimos en (3.37). Notemos que C es independiente de j.
Por la demostracio´n de la proposicio´n 3.2.2 obtenemos:
dgj (F
j(x, τ), p) = λjdg(F
j(x, τ), p) = λjdg(F (x, tj + λ
−2
j τ), p)
≤ λj2
√
C(
√
n+
√
b)
√
T − tj − λ−2j τ
= 2
√
C(
√
n+
√
b)
√
λ2j (T − tj)− τ
= 2
√
C(
√
n+
√
b)
√
C − τ . (3.45)
En particular F j(x, τ) →τ→C p y por las relaciones (3.41) y (3.42) y ser p un
punto de blow-up para F , se sigue que p ∈ BgR(p) es tambie´n un punto de
blow-up para F j .
Ahora, dado j0 ∈ N arbitrario y fijo, consideremos los flujos F j , para j ≥
j0, con τ definido u´nicamente en el intervalo cerrado [−λ2j0tj0 , C − ε]. Por un
lado, por (3.45) dgj (F
j(x, τ), p) ≤ 2√C(√n + √b)
√
C + λ2j0tj0 para todo τ ∈
[−λ2j0tj0 , C− ε] y todo j ≥ j0. Y por otro, en dicho intervalo (3.44) da una cota
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universal ( CC−τ ≤ CC−(C−ε) = Cε ) para las cantidades |αjτ |2gj +
1
b
gj(∇jψ,N j)2.
Como gj(∇jψ,N j) esta´ acotado, tenemos tres posibilidades:
1 ψ es diferenciable en todo punto.
2 F j(·, τ) no tiene un punto de tangencia con el conjunto singular de ψ para
τ ≤ C − ε.
3 Existe un primer τ0 ≤ C − ε y un punto singular F j(x0, τ0) de ψ, tal que
l´ım(x,τ)→(x0,τ0) g
j(∇jψ,N j)(x, τ) = 0.
En el caso 3, por la hipo´tesis de que l´ımz→p∇jψ/|∇jψ| pertenece al fibrado
normal del conjunto singular S de ψ, deducimos que F j(Mτ0 , τ0) es transversal
a S en F j(x0, τ0). Ya que la hipersuperficie original no toca a S, esto implica
que existe un t(τ) < t(τ0) < T donde la hipersuperficie F (M, t(τ)) es tangente
a S, pero entonces | 〈∇ψ,N〉 | = ∞ en este punto, lo que es imposible ya que
T es el primer tiempo singular del flujo F . Por tanto, el caso 3 es imposible.
En los casos 1 y 2 el FCMψ F j en (M, gj) es equivalente al FCM F j×Id en
M ×eψ S1, y la norma de la segunda forma fundamental de las correspondientes
inmersiones verifica |α̂jτ |2 = |αjτ |2gj+gj(∇
j
ψ,N j)2 ≤ C(1+b)ε . Entonces, el ca´lculo
usual (ver [33]) para el FCM prueba que todas las cantidades |∇̂jrα̂jτ | esta´n
acotadas para todo r ∈ N. Gracias a esto, a (3.20) y a las reglas para las
derivadas covariantes en un warped product dadas en la proposicio´n 1.1.1, se
sigue que |∇jrαjτ | y
∣∣∣∇jr 〈∇jψ,N j〉∣∣∣ esta´n acotadas para todo r ∈ N. Estas
cotas y (3.43) dan tambie´n una cota universal para la derivada de F j respecto
de τ . Todas estas cotas esta´n tomadas con respecto a las me´tricas gj en el
espacio ambiente.
A la derivada covariante en Rn+1 la denotaremos por ∇e y por gjeτ , ∇˜jeτ ,
N˜ jeτ , α˜
je
τ y H˜
je
τ a la correspondiente me´trica, normal unitario, segunda forma
fundamental y curvatura media de la inmersio´n F˜ j(·, τ) := ϕ−1j ◦ F j(·, τ) en
BeλjR(0) con la me´trica eucl´ıdea g
e. Como (BgR(p), g
j , p) converge a (Rn+1, ge, 0)
cuando j → ∞ (esto es, las me´tricas {g˜j = ϕ∗jgj}j≥j0 convergen a ge en cada
Bg
e
λj0R
(0)), se sigue que:
l´ım
j→∞
|gjeτ − ϕ∗jgjτ |ge = 0, l´ım
j→∞
|N˜ jeτ − ϕ−1j∗ N jτ |ge = 0, l´ımj→∞ |α˜
je
τ − ϕ∗jαjτ |ge = 0,
l´ım
j→∞
|H˜jeτ −Hjτ ◦ ϕj |ge = 0, l´ım
j→∞
|(∇˜jeτ )kα˜jeτ − ϕ∗j (∇jτ )kαjτ |ge = 0. (3.46)
De (3.46) se sigue que cuando consideramos todas las anteriores magnitudes en
Rn+1 con la me´trica eucl´ıdea, estas esta´n tambie´n acotadas. Ma´s au´n, por (3.45),
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la distancia de ϕ−1j ◦ F j
(⋃
τ∈
[
C(t0−tj)
T−tj ,C
[Mt(τ) × {τ}
)
a 0 ∈ Rn+1 esta´ acota-
da. Entonces, por argumentos esta´ndar (ver [39] pa´gina 91 o [54] pa´gina 87),
las aplicaciones ϕ−1j ◦F j convergen C∞ sobre compactos a una aplicacio´n dife-
renciable F˜∞ definida en M˜∞×]−∞, C[, para alguna variedad l´ımite M˜∞, con
valores en Rn+1 con la me´trica eucl´ıdea (y con una densidad ψ˜∞ = l´ımj→∞ ψ˜j
si el l´ımite existe).
Aunque ψ˜∞ no este´ definida, siempre existe el l´ımite de las curvaturas
medias asociadas a las densidades al que nosotros llamaremos curvatura me-
dia asociada a la densidad l´ımite. En efecto, de (3.44) se sigue que Hjτ y
gj(∇jψ,N j) esta´n acotadas, entonces existe una subsucesio´n de F j tal que
l´ımj→∞H
j
ψτ = l´ımt→∞(H
j
τ −gj(∇jψ,N j)) =: H˜∞τ existe, es a este l´ımite al que
llamaremos curvatura media asociada a la densidad l´ımite, y esta´ acotado por√
(n+ b)C
ε
para τ ≤ C − ε.
Por otro lado, ya que tenemos convergencia C∞ sobre compactos, tambie´n
respecto de τ , tenemos
∂F˜∞
∂τ
= l´ım
j→∞
∂ϕ−1j ◦ F j
∂τ
= l´ım
j→∞
(Hj − gj(∇jψ,N j)) N j = H˜∞τ N∞. (3.47)
Ma´s au´n, el flujo l´ımite F˜∞ es tambie´n de tipo I, lo que se sigue desde (3.44) y
(3.46).
Como hemos tomado Mt como la componente conexa de M × {t} que con-
tiene a (x, t) y contenida en F−1(BgR(p)), las geode´sicas de (Mt, gt), empezando
en (x, t), esta´n bien definidas hasta que tocan el borde de Mt que esta´ contenido
en el borde de BgR(p). Pero cuando j → ∞, este borde se va a infinito; por lo
tanto, en el l´ımite, las geode´sicas que empiezan en (x, t) esta´n bien definidas
hasta el infinito. Entonces la correspondiente variedad l´ımite es completa. unionsqu
3.3. PACψ con singularidades tipo I
En esta seccio´n nos situamos en el contexto y las hipo´tesis del teorema 3.1.1,
y daremos la demostracio´n de los apartados 1 al 3 de dicho teorema. Mientras no
se diga lo contrario todos los ca´lculos se realizaran para el problema de inmer-
siones (3.12), a pesar de que en la exposicio´n de algunos resultados (enunciados
de los lemas, proposiciones, teoremas y corolarios) se hace referencia al pro-
blema (3.13). La relacio´n entre (3.12) y (3.13) puede consultarse en la seccio´n
2.2.
Dada cualquier inmersio´n γ : M →M a lo largo de la seccio´n supondremos
siempre que γ ∈ I(M) o γ ∈ I(G) y que γ es simple. El vector normal N
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considerado a lo largo de cualquier curva γ simple es el normal “interior”, es
decir, el normal que apunta hacia la regio´n delimitada por el soporte de la curva
γ y la geode´sica Γ del ambiente M .
Con el objetivo de clarificar la exposicio´n de los resultados, para referirnos
a la situacio´n:
Sean una inmersio´n γ0 : M →M tal que γ0 ∈ I(M) o γ0 ∈ I(G) y la
(respectivamente una) solucio´n ma´xima γ : M × [0, T )→M o
γ : M × [0, T )→ G para el PACψ (3.12) (respectivamente (3.13)) con
condicio´n inicial γ0, en funcio´n de si γ0 ∈ I(M) o γ0 ∈ I(G) respectivamente.
Escribiremos:
Sean una inmersio´n γ0 : M →M y la (respectivamente una) solucio´n γ(·, t) al
PACψ (3.12) (respectivamente (3.13)) con condicio´n inicial γ0.
Para alcanzar este objetivo, describiremos las propiedades ba´sicas del PACψ
en este ambiente, estudiaremos la existencia de barreras que nos garanticen que
el tiempo ma´ximo de existencia de solucio´n sea finito, la preservacio´n del signo
de kψ y la preservacio´n de la propiedad de ser un grafo (proposiciones 3.3.1, 3.3.2
y corolario 3.3.1, respectivamente). Despue´s daremos una serie de formulas de
variacio´n con el objetivo de probar que todas las singularidades que se forman
son de tipo I (teorema 3.3.1). El esquema o idea de la demostracio´n de los
apartados 1 a 3 de este teorema lo indicamos en la nota 3.3.2. Previo a todo
esto necesitamos una serie de observaciones.
Nota 3.3.1. Las siguientes propiedades de las curvas y del PACψ (3.12) para
inmersiones sera´n utilizadas a partir de ahora:
(a)
∂r
∂t
=
〈
∂F
∂t
,∇r
〉
=
〈
kψN,∇r
〉
= kψu. (3.48)
(b) Si la curva en evolucio´n γt es un grafo, ψ
′ ≥ 0 y N apunta hacia el eje
singular Γ (normal interior), entonces − 〈∇ψ,N〉 = −ψ′ 〈∇r,N〉 = −ψ′ u ≥ 0.
(c) La curva r =constante, tiene ψ-curvatura geode´sica:
kψ =
〈
∇∂z/eϕ∂r,
∂z
eϕ
〉
− 〈∇ψ,N〉 = ϕ′ − 〈∇ψ,N〉 = ϕ′ − ψ′ 〈∇r,−∇r〉
= ϕ′ + ψ′, (3.49)
que es positiva (de hecho es +∞ si l´ımr→0 ψ′(r) = +∞) en r = 0 y permanece
positiva para r en el intervalo [0, z(ϕ′ + ψ′)[.
(d) Si aplicamos la fo´rmula de evolucio´n (3.48) al PACψ (3.12) con condicio´n
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inicial la curva r = r0 < z(ϕ
′ + ψ′), obtenemos que evoluciona por translacio´n
en la direccio´n del eje r y su posicio´n en dicho eje r = r(t) verifica la ecuacio´n:
∂r
∂t
= −ϕ′ − ψ′ < −mı´n{(ϕ′ + ψ′)(r) | 0 < r ≤ r0} =: −µ, (3.50)
con r(0) = r0, µ > 0, por lo que la solucio´n cumple que r(t) < r0−µt. Entonces,
en un tiempo finito T < r0/µ, r(T ) = 0 y la curva r = 0 tiene ψ-curvatura
geode´sica kψ =∞.
(e) Necesitaremos las fo´rmulas dadas en la seccio´n 2.3, en particular, la fo´rmula
de variacio´n de kψ (2.26), sustituyendo la expresio´n para el hessiano de ψ
(3.17), adquiere la forma:
∂kψ
∂t
= ∆ψkψ + kψ
(
k2 +K −∇2ψ(N,N)
)
= ∆ψkψ + kψ
(
k2 +K −
(
ψ′′
〈∇r,N〉2 + ψ′ϕ′ (1− 〈N,∇r〉2)))
= ∆ψkψ + kψ
(
k2 +K − (ψ′′u2 + ψ′ϕ′ (1− u2)) ). (3.51)
Como consecuencia de los apartados (c) y (d) de la nota 3.3.1 y el principio
de separacio´n de soluciones, obtenemos el siguiente resultado:
Proposicio´n 3.3.1. Sea una inmersio´n γ0 : M →M cuyo soporte esta´ acotado
por las curvas r = 0 y r = r0 < z(ϕ
′ + ψ′). Sea una solucio´n ma´xima para el
PACψ (3.13) γ(·, t) con condicio´n inicial γ0. Entonces el soporte de γt esta´ con-
tenido en dicho dominio para todo t ∈ [0, T ). Y adema´s, el tiempo ma´ximo de
existencia para γt es finito T < r0/µ, donde µ esta´ definido en (3.50).
Para llevar a cabo muchas de las estimaciones que realizaremos necesita-
remos aplicar el principio del ma´ximo (teorema 1.1.2). Este requiere que el
ma´ximo o el mı´nimo se de´ en un punto interior de la curva. Entonces, en el
caso en que la curva de estudio tenga borde γ ∈ I(G), tendremos que estudiar
lo que ocurre en este borde por separado. En nuestra variedad ambiente las
aplicaciones (r, c − z) 7→ (r, c + z) son isometr´ıas. Si, por ejemplo, el ma´ximo
se da en z = b2, podemos considerar la simetr´ıa respecto de z = b2, dada por
(r, z) = (r, b2 + (z− b2)) 7→ (r, b2− (z− b2)) = (r, 2 b2− z), que duplica la curva
de modo que el punto z = b2 pasa a ser interior y as´ı todos los argumentos
pueden ser aplicados. Dicho me´todo puede ser reiterado para obtener una cur-
va no compacta y sin borde pero de periodo finito a la que podemos aplicar el
principio del ma´ximo sin ningu´n problema. El mismo proceso se puede aplicar
si el punto de blow-up p ∈ ∂G, y as´ı basta con considerar puntos de blow-up en
el interior de G.
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Proposicio´n 3.3.2. Sean una inmersio´n γ0 : M → M tal que r ≤ r0 <
mı´n{z(ϕ′ + ψ′), sup{r; (ψ′′ + ψ′2/b)|[0,r] ≤ 0}} y una solucio´n ma´xima para el
PACψ (3.13) γ(·, t) con condicio´n inicial γ0.
Si kψ ≥ 0 pero no ide´nticamente 0 en γ0, entonces kψ > 0 para t > 0.
Demostracio´n. Por la proposicio´n 3.3.1 y la hipo´tesis de la acotacio´n de r ≤
r0 < mı´n{z(ϕ′ + ψ′), sup{r; (ψ′′ + ψ′2/b)|[0,r] ≤ 0}} en el instante 0, tenemos
que r(γ(·, t)) ≤ r0 para todo t ∈ [0, T [. Esta desigualdad, K ≥ 0 y Γ geode´sica
en M (equivalentemente ϕ′(0) = 0) implican que:
ϕ′ ≤ 0, ϕ′′ ≤ 0, ψ′ > 0, ψ′′ < 0. (3.52)
Entonces, definimos la siguiente funcio´n a lo largo del flujo:
f(p, t) := k2 +K − (ψ′′u2 + ψ′ϕ′ (1− u2)) , para todo (p, t) ∈M × [0, T ).
(3.53)
Por (3.52) esta funcio´n es no negativa para todo (p, t) ∈ M × [0, T ). Y si la
empleamos en (3.51), obtenemos que esta ecuacio´n tiene la forma:
∂kψ
∂t
= ∆ψkψ + fkψ , para todo (p, t) ∈M × [0, T ). (3.54)
Entonces, por el principio fuerte del ma´ximo (por ejemplo, ver [19], pa´gina 181),
obtenemos kψ(t) > 0 para t > 0. unionsqu
Por (3.52) y, ya que ψ′ y ψ′′ son continuas en el intervalo (0, r0] con
l´ımr→0 ψ′ = ∞ y l´ımr→0 ψ′′ = −∞, existen nu´meros reales positivos , δ tales
que:
ψ′ ≥ ε > 0, ψ′′ ≤ −δ < 0, ψ′ϕ′ ≤ 0. (3.55)
Corolario 3.3.1. Supongamos todas las hipo´tesis del teorema 3.1.1 tanto para
la variedad ambiente (M, g, ψ) como para la inmersio´n γ0 : M → M inicial.
Sea una solucio´n ma´xima para el PACψ (3.13) γ(·, t) con condicio´n inicial γ0.
Si kψ ≥ 0 y γ(·, 0) es un grafo sobre la geode´sica r = 0, entonces γ(·, t) es
un grafo para todo t ∈ [0, T [.
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Demostracio´n. En primer lugar, por la proposicio´n
3.3.2 kψ > 0 para todo t ∈ (0, T ). Por otro lado, ya
que u es C∞ en M×]0, T [, supx∈M u es Lipschitz (por
tanto continua) en ]0, T [. Por reduccio´n a lo absurdo,
si supx∈M u cambia de signo debe existir un primer t0
donde (supx∈M u)(t0) = 0. Por las condiciones sobre el
borde, este supremo debe darse en algu´n punto interior
x0 ∈ M . En este punto u =
〈∇r,N〉 = 0, entonces la
curvatura k de M verifica que k(x0) = kψ + ψ
′u > 0.
Pero esto implica que, en un entorno de x0, la curva
Mt0 esta´ en uno de los lados de su l´ınea tangente, que
cumple la ecuacio´n z = constante, y toca esta l´ınea
tangente solo en x0. Entonces, en este entorno de x0,
el signo de u cambia en x0 en contradiccio´n con que
(supx∈M u)(t0) = 0. Por tanto γ(·, t) es un grafo para
todo t. unionsqu
Ahora daremos una serie de lemas te´cnicos, principalmente fo´rmulas de
variacio´n, con el objetivo de probar que bajo las hipo´tesis del teorema 3.1.1 el
PACψ produce singularidades de tipo I. La estrategia utilizada es similar a la
usada en [34] y [2], y la indicamos en la siguiente nota.
Nota 3.3.2. (Esquema de la demostracio´n del Teorema 3.1.1) La idea es
probar que la parte k2 := −ψ′u = −〈∇ψ,N〉 (positiva ya que ψ′ > 0 y la curva
es un grafo, esto es, u < 0) de kψ = k+k2 domina, salvo constante, la parte dada
por la curvatura geode´sica esta´ndar k de la curva. Entonces, por la hipo´tesis
(3.2), ψ′ esta´ dominada, de nuevo salvo constante, por 1/r. Por tanto todas
las “curvaturas”sera´n dominadas por 1/r y de aqu´ı finalmente se probara´ que
verifica la propiedad de ser tipo I. Los puntos clave son las estimaciones sobre
los cocientes k2/kψ y k/k2, las cuales se obtienen de sus respectivas fo´rmulas
de variacio´n cuyo ca´lculo requiere a su vez de otras fo´rmulas de variacio´n que
calcularemos ahora.
Lema 3.3.1. La evolucio´n de r(γ(·, t)) cuando γ(·, t) evoluciona en una super-
ficie M bajo el PACψ (3.12) es
∂r
∂t
= ∆ψr + ϕ
′|∇r|2 − ϕ′ − ψ′. (3.56)
Demostracio´n. En la curva el laplaciano de r, ∆r, es exactamente ttr ya que
∇tt = 0. Entonces el ψ-laplaciano es:
∆ψr = t
2(r) +
〈
ψ′∇r, t〉 〈∇r, t〉 = t2(r) + ψ′ 〈∇r, t〉2 = t2(r) + ψ′(1− u2),
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t2(r) = t
〈
t,∇r〉 = 〈∇tt,∇r〉+ 〈t,∇t∇r〉
= k
〈∇r,N〉+ 〈t, ϕ′(t− 〈t,∇r〉∇r)〉 = k 〈∇r,N〉+ ϕ′ − ϕ′ 〈∇r, t〉2
= (kψ +
〈
ψ′∇r,N〉) 〈∇r,N〉+ ϕ′ 〈∇r,N〉2
= kψ
〈∇r,N〉+ (ψ′ + ϕ′) 〈∇r,N〉2 .
Por tanto:
∆ψr = kψ
〈∇r,N〉+ ψ′ + ϕ′ 〈∇r,N〉2 .
Utilizando esta expresio´n en (3.48) y que
〈∇r,N〉2 = 1− |∇r|2:
∂r
∂t
= ∆ψr − ψ′ − ϕ′
〈∇r,N〉2 = ∆ψr + ϕ′|∇r|2 − ϕ′ − ψ′.
Y queda probado el resultado. unionsqu
Lema 3.3.2. La evolucio´n de u(γ(·, t)) cuando γ(·, t) evoluciona en una super-
ficie M bajo el PACψ (3.12) es:
∂u
∂t
= ∆ψu−
(
ψ′ϕ′ + ϕ′2 − ϕ′′ − ψ′′)u(1− u2) + (k + ϕ′u)2 u. (3.57)
Demostracio´n. Usando (2.21) y (3.17) para ψ = r, obtenemos
∂u
∂t
= kψ
〈∇N∇r,N〉− 〈∇r,∇kψ〉
= kψϕ
′(1− u2)− 〈∇r, t〉 tk + 〈∇r,∇(ψ′u)〉
= kψϕ
′(1− u2)− 〈∇r, t〉 tk + ψ′ 〈∇r,∇u〉+ uψ′′ 〈∇r,∇r〉 . (3.58)
Calculemos ahora el ψ-laplaciano:
∆ψu = ttu+ ψ
′ 〈∇r,∇u〉 ,
tu =
〈∇tN,∇r〉+ 〈N,∇t∇r〉 = −k 〈t,∇r〉+ 〈N,ϕ′(t− 〈t,∇r〉∇r)〉
= − (k + ϕ′u) 〈t,∇r〉 ,
ttu = − ((tk) + ϕ′′ 〈t,∇r〉u+ ϕ′ (− (k + ϕ′u) 〈t,∇r〉)) 〈t,∇r〉
− (k + ϕ′u) (k 〈N,∇r〉+ 〈t, ϕ′(t− 〈t,∇r〉∇r)〉)
= −(tk) 〈t,∇r〉+ ϕ′k(1− u2) + (ϕ′2 − ϕ′′)u(1− u2)− k2u
− 2ϕ′ku2 − ϕ′2u3,
∆ψu = −(tk)
〈
t,∇r〉+ ϕ′k(1− u2) + (ϕ′2 − ϕ′′)u(1− u2)− k2u
− 2ϕ′ku2 − ϕ′2u3 + ψ′ 〈∇r,∇u〉 . (3.59)
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Sustituyendo esta expresio´n en (3.58), obtenemos:
∂u
∂t
= kψϕ
′(1− u2) + ∆ψu− ϕ′k(1− u2)−
(
ϕ′2 − ϕ′′)u(1− u2) + k2u
+ 2ϕ′ku2 + ϕ′2u3 + uψ′′(1− u2)
= ∆ψu−
(
ψ′ϕ′ + ϕ′2 − ϕ′′ − ψ′′)u(1− u2) + k2u+ 2ϕ′ku2 + ϕ′2u3.
unionsqu
Lema 3.3.3. La evolucio´n de (ψ′u)(γ(·, t)) cuando γ(·, t) evoluciona en una
superficie M bajo el PACψ (3.12) es:
∂(ψ′u)
∂t
= ∆ψ(ψ
′u) +
−ψ′′ψ′ − ψ′′ϕ′
ψ′3
(ψ′u)3 + (k + ϕ′u)2ψ′u
+
(−ψ′′′u− (ψ′ϕ′ + ϕ′2 − ϕ′′)uψ′ + 2ψ′′ (k + ϕ′u)) (1− u2). (3.60)
Demostracio´n. Consideremos el operador
∂
∂t
−∆ψ actuando sobre ψ′u.
∂(ψ′u)
∂t
−∆ψ(ψ′u) = u
(
∂ψ′
∂t
−∆ψψ′
)
+ ψ′
(
∂u
∂t
−∆ψu
)
− 2 〈∇ψ′,∇u〉 .
(3.61)
∂ψ′
∂t
= ψ′′
∂r
∂t
= ψ′′kψu = ψ′′
(
ku− ψ′u2) . (3.62)
∆ψ′ = ttψ′ = t
(
ψ′′
〈
t,∇r〉)
= ψ′′′(1− u2) + ψ′′ (k 〈N,∇r〉+ ϕ′ 〈t, (t− 〈t,∇r〉∇r)〉)
= ψ′′′(1− u2) + ψ′′ku+ ψ′′ϕ′u2. (3.63)
u
(
∂ψ′
∂t
−∆ψψ′
)
= u
(
ψ′′
(
ku− ψ′u2)− ψ′′′(1− u2)− ψ′′ku− ψ′′ϕ′u2
− ψ′ψ′′(1− u2))
= −u(ψ′′ψ′u2 + (ψ′′′ + ψ′ψ′′)(1− u2) + ψ′′ϕ′u2). (3.64)
De (3.57), (3.61) y (3.64), obtenemos
∂(ψ′u)
∂t
−∆ψ(ψ′u) = −u
(
ψ′′ψ′u2 + (ψ′′′ + ψ′ψ′′)(1− u2) + ψ′′ϕ′u2)
+ ψ′
(
− (ψ′ϕ′ + ϕ′2 − ϕ′′ − ψ′′)u(1− u2) + (k + ϕ′u)2 u)
+ 2ψ′′(k + ϕ′u)(1− u2),
de donde se sigue la fo´rmula (3.60). unionsqu
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Si la curva es un grafo sobre la geode´sica r = 0 y ψ′ 6= 0, entonces k2 :=
−ψ′u > 0 como se vio en la Nota 3.3.2.
Ahora, queremos probar que k2 ≤ Ckψ para alguna constante C indepen-
diente de t. Observemos que si k ≥ 0, como k2 > 0 y kψ > 0, entonces k2 ≤ kψ,
lo que da
k2
kψ
≤ 1, de modo que las dificultades para probar la acotacio´n aparen
solo cuando k < 0. Empezaremos por calcular la variacio´n del cociente
k2
kψ
.
Lema 3.3.4. La evolucio´n de
k2
kψ
cuando γt evoluciona en una superficie M
bajo el PACψ (3.12) es:
∂
∂t
( k2
kψ
)
= ∆ψ
( k2
kψ
)
+
2
kψ
〈
∇
( k2
kψ
)
,∇kψ
〉
+
k2
kψ
(
ψ′′ϕ′
ψ′
(2− 3u2) + 2u2ϕ′2 − ψ
′′′
ψ′
(1− u2) + ϕ′′(2− u2)
)
+ 2
(
k2
kψ
− 1
)(
ϕ′ψ′u2 + ψ′′(1− u2)). (3.65)
Demostracio´n. Si utilizamos la fo´rmula
∆ψ
( k2
kψ
)
= − k2
k2ψ
∆ψkψ +
1
kψ
∆ψk2 − 2
kψ
〈
∇
(
k2
kψ
)
,∇kψ
〉
(3.66)
y las ecuaciones (3.51) y (3.60):
∂
∂t
( k2
kψ
)
= ∆ψ
( k2
kψ
)
+
2
kψ
〈
∇
( k2
kψ
)
,∇kψ
〉
+
1
kψ
( ∂
∂t
k2 −∆ψk2
)
− k2
k2ψ
( ∂
∂t
kψ −∆ψkψ
)
= ∆ψ
( k2
kψ
)
+
2
kψ
〈
∇
( k2
kψ
)
,∇kψ
〉
+
k2
kψ
(
− ψ
′′(ψ′ + ϕ′)
ψ′3
k22 + k
2 + 2kϕ′u
+ ϕ′2u2 −
(
ψ′′′
ψ′
+ ϕ′(ψ′ + ϕ′)− ϕ′′
)
(1− u2)− 2ψ′′( k
k2
− ϕ
′
ψ′
)(1− u2)
)
− k2
kψ
(
k2 − ϕ′′ − ϕ′2 − ψ′′u2 − ψ′ϕ′(1− u2));
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∂
∂t
( k2
kψ
)
−∆ψ
( k2
kψ
)
− 2
kψ
〈
∇
( k2
kψ
)
,∇kψ
〉
=
k2
kψ
(
− ψ
′′ϕ′
ψ′
u2 − 2 k
k2
ϕ′ψ′u2 + ϕ′2(1 + u2)−
(
ψ′′′
ψ′
+ ϕ′2 − ϕ′′
)
(1− u2)
− 2ψ′′( k
k2
− ϕ
′
ψ′
)(1− u2) + ϕ′′
)
=
k2
kψ
(
ψ′′ϕ′
ψ′
(2− 3u2)− 2 k
k2
(
ϕ′ψ′u2 + ψ′′(1− u2))+ 2u2ϕ′2 − ψ′′′
ψ′
(1− u2)
+ ϕ′′(2− u2)
)
=
k2
kψ
(
ψ′′ϕ′
ψ′
(2− 3u2) + 2u2ϕ′2 − ψ
′′′
ψ′
(1− u2) + ϕ′′(2− u2)
)
− 2
(
1− k2
kψ
)(
ϕ′ψ′u2 + ψ′′(1− u2)).
Donde, en la u´ltima igualdad, hemos usado que
k
kψ
= 1− k2
kψ
. unionsqu
Lema 3.3.5. Bajo las hipo´tesis del teorema 3.1.1 para todo t0 ∈]0, T [ el cociente
k2
kψ
esta´ uniformemente acotado en M×[t0, T [ por ma´x{1,
(
ma´xMt0
k2
kψ
)
eαr0/µ},
donde r0 = ma´x{r(x) | x ∈ Mt0}, µ = mı´n{(ϕ′ + ψ′)(r) | 0 < r ≤ r0} y α es
una constante que depende de ϕ|[0,r0] y ψ|]0,r0]
Demostracio´n. Cuando las hipo´tesis del teorema 3.1.1 se cumplen, sabemos por
la proposicio´n 3.3.2 que kψ(t) > 0 para todo t ∈]0, T [ y el cociente k2
kψ
esta´ bien
definido para todo t. Adema´s, por el corolario 3.3.1 y la primera igualdad de
(3.55) tenemos que la funcio´n
k2
kψ
: M × [t0, T ) → R es estrictamente positiva.
De la desigualdad (3.52) se sigue que ϕ′ψ′u2 +ψ′′(1−u2) ≤ 0. Por (3.2) se tiene
que −ψ
′′′
ψ′
(1−u2) ≤ C2, para alguna C2 > 0 y todo r ∈]0, r0], y por (3.2) y (3.6)
que
ψ′′ϕ′
ψ′
(2 − 3u2) ≤ C1, para algu´n C1 > 0 y todo r ∈]0, r0], y obviamente
2u2ϕ′2 ≤ C3 > 0. Sustituyendo estas desigualdades en (3.65), obtenemos que o
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bien
k2
kψ
≤ 1 o
∂
∂t
( k2
kψ
)
≤ ∆ψ
( k2
kψ
)
+
2
kψ
〈
∇
( k2
kψ
)
,∇kψ
〉
+
k2
kψ
(
C1 + C3 + C2
)
.
Por el principio del ma´ximo (teorema 1.1.2), k2/kψ esta´ acotado superiormente
por la solucio´n de la ecuacio´n y′(t) = α y(t), α = C1 +C2 +C3, con la condicio´n
inicial y(t0) = ma´xMt0 (k2/kψ), esto es:
k2
kψ
(p, t) ≤
(
ma´x
Mt0
k2
kψ
)
eα(t−t0),
para todo t ∈ [t0, T [. Por la Nota 3.3.1, T es finito y es menor que r0/µ, entonces
k2
kψ
(p, t) ≤
(
ma´x
Mt0
k2
kψ
)
eα(T−t0) ≤
(
ma´x
Mt0
k2
kψ
)
eαr0/µ. (3.67)
La afirmacio´n del lema se deriva de estas observaciones. unionsqu
Lema 3.3.6. Para todo nu´mero real b > 0 cuando γt evoluciona en una super-
ficie M bajo el PACψ (3.12), se cumple:
∂
∂t
( k
k2
)
= ∆ψ
( k
k2
)
+
2
k2
〈
∇
( k
k2
)
,∇k2
〉
+ 2
kψ
k2
[(b ψ′′ + ψ′2
b
(1− u2) + ϕ′ψ′u2) k
k2
+
1
b
ψ′2(1− u2)
(1
b
− k
k2
)]
+
kψ
k2
[
− ϕ′′(2− u2)− 2ϕ′2u2 +
(ψ′′′
ψ′
− 2
b2
ψ′2
)
(1− u2) + ψ
′′ϕ′
ψ′
(−2 + 3u2)
]
.
(3.68)
Demostracio´n. Calculando como en la demostracio´n del lema 3.3.4 y utilizando
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(3.65), obtenemos:
∂
∂t
( k
k2
)
=
∂
∂t
(kψ
k2
)
=
∂
∂t
( 1
k2/kψ
)
= −
(kψ
k2
)2 ∂
∂t
( k2
kψ
)
= ∆ψ
(kψ
k2
)
+ 2
kψ
k2
〈
∇
(kψ
k2
)
,∇
( k2
kψ
)〉
−
(kψ
k2
)2( ∂
∂t
( k2
kψ
)
−∆ψ
( k2
kψ
))
= ∆ψ
( k
k2
)
+
2
k2
〈
∇
( k
k2
)
,∇k2
〉
+ 2
(
ψ′′(1− u2) + ϕ′ψ′u2)kψ
k2
k
k2
+
2
b2
ψ′2
kψ
k2
(1− u2)
+
kψ
k2
[
− ϕ′′(2− u2)− 2ϕ′2u2 +
(ψ′′′
ψ′
− 2
b2
ψ′2
)
(1− u2) + ψ
′′ϕ′
ψ′
(−2 + 3u2)
]
= ∆ψ
( k
k2
)
+
2
k2
〈
∇
( k
k2
)
,∇k2
〉
+ 2
kψ
k2
[(
ψ′′(1− u2) + ϕ′ψ′u2) k
k2
+
1
b2
ψ′2(1− u2)
]
+
kψ
k2
[
− ϕ′′(2− u2)− 2ϕ′2u2 +
(ψ′′′
ψ′
− 2
b2
ψ′2
)
(1− u2) + ψ
′′ϕ′
ψ′
(−2 + 3u2)
]
= ∆ψ
( k
k2
)
+
2
k2
〈
∇
( k
k2
)
,∇k2
〉
+ 2
kψ
k2
[(b ψ′′ + ψ′2
b
(1− u2) + ϕ′ψ′u2) k
k2
+
1
b
ψ′2(1− u2)
(1
b
− k
k2
)]
+
kψ
k2
[
− ϕ′′(2− u2)− 2ϕ′2u2 +
(ψ′′′
ψ′
− 2
b2
ψ′2
)
(1− u2) + ψ
′′ϕ′
ψ′
(−2 + 3u2)
]
.
unionsqu
Lema 3.3.7. Bajo las hipo´tesis del teorema 3.1.1, el cociente |k/k2| esta´ uni-
formemente acotado en γ(·, t) para t ∈ [0, T [.
Demostracio´n. Si k ≤ 0, por la proposicio´n 3.3.2 kψ(p, t) ≥ 0 para todo (p, t) ∈
M × [0, T ). Entonces k+ k2 ≥ 0 implica que k2 ≥ |k|. Por tanto en este caso ya
hemos finalizado.
Si 0 ≤ k/k2 ≤ 1/b, ya hemos terminado. Si k/k2 > 1/b, en la fo´rmula del
lema 3.3.6 el sumando que contiene el te´rmino 1/b− k/k2 es negativo (porque
kψ/k2 > 0) y, gracias otra vez a (3.2), (3.52) y (3.55), el coeficiente de k/k2 es
no positivo y el otro sumando que multiplica a kψ/k2 = 1 + k/k2 esta´ acotado
por una constante δ uniforme, ya que ϕ es diferenciable y por la hipo´tesis (3.3)
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ψ′′′/ψ′ − 2ψ′2/b2 esta´ acotado superiormente. Entonces podemos escribir
∂
∂t
(
k
k2
)
≤ ∆ψ
( k
k2
)
+
2
k2
〈
∇
( k
k2
)
,∇k2
〉
+ δ
k
k2
+ δ (3.69)
y por el principio del ma´ximo (teorema 1.1.2):
k
k2
≤ (1 + ma´x
M0
k
k2
)eδT − 1 ≤ (1 + ma´x
M0
k
k2
)e(δr0)/µ − 1. (3.70)
unionsqu
Corolario 3.3.2. Las singularidades del flujo ocurren cuando y solo cuando la
curva en evolucio´n toca el eje Γ.
Teorema 3.3.1. Bajo las hipo´tesis del teorema 3.1.1, el PACψ (3.13) desarro-
llara´, en el primer punto singular, una singularidad de tipo I.
Demostracio´n. En lugar de (3.12) podemos usar el flujo equivalente:
∂F
∂t
=
kψ〈
N,∇r〉∇r. (3.71)
Que tiene sentido cuando la curva en evolucio´n es un grafo sobre Γ, ya que esto
implica que
〈
N,∇r〉 < 0 nunca se anula y (3.71) es equivalente a (3.12) ya que〈
∂F
∂t
,N
〉
= kψ. Bajo este flujo, la variacio´n de r esta´ dada por:
∂r
∂t
=
〈
∇r, ∂F
∂t
〉
=
〈
∇r, kψ〈
N,∇r〉∇r
〉
=
kψ
u
=
k
u
− ψ′. (3.72)
De los lemas 3.3.7 y 3.3.5 |k| ≤ C1(−ψ′ u) ≤ C2(−ψ′ u+ k), entonces (recorde-
mos que u < 0)
k
u
≤
∣∣∣∣ku
∣∣∣∣ ≤ C2(ψ′ − ku), esto es (1 + C2)ku ≤ C2 ψ′. Por esto y
(3.72),
∂r
∂t
≤
(
C2
1 + C2
− 1
)
ψ′ = − 1
1 + C2
ψ′ ≤ −C3 b
r
, (3.73)
donde hemos usado (3.2) para la u´ltima desigualdad, por tanto:
∂r2
∂t
≤ −2 b C3 =: −C4,
y, para cualquier 0 < t < t1 < T , tenemos que,
r2(t1)− r2(t) ≤ −C4(t1 − t), 1
r2(t)
≤ 1
r2(t1) + C4(t1 − t) ≤
1
C4(t1 − t) ,
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para todo t1 < T . Tomando l´ımites cuando t1 → T , tenemos la desigualdad:
1
r(t)
≤ 1√
C4(T − t)
(3.74)
Por otro lado, por el lema 3.3.7, la definicio´n de k2, y (3.74),
|k2|2 + |k|2 ≤ (1 + C21 )k22 ≤ (1 + C21 )ψ′2 ≤ C5
b2
r2
≤ C5b
2
C4(T − t) . (3.75)
Lo que prueba que la singularidad es de tipo I. unionsqu
3.4. Convergencia de ciertos blow-ups (demostracio´n
del punto 4 del teorema 3.1.1)
Supongamos que tenemos un FCMψ en Rn+1 con la me´trica eucl´ıdea y con
una densidad ψ(p) = b ln r(p), donde r(p) es la distancia eucl´ıdea de p al eje
z ≡ xn+1 de Rn+1.
Sea una aplicacio´n u : Rn+1 × [0, T [−→ R definida como
u(p, t) :=
1
(4pi(T − t))(n+b)/2 e
−|p|2
4(T − t) (3.76)
Tendremos la siguiente fo´rmula de monoton´ıa ana´loga a la fo´rmula de Huisken
para el FCM en [34].
Proposicio´n 3.4.1. Sea una familia de inmersiones F : M × [0, T [→ Rn+1 de
una hipersuperficie M que evoluciona por el FCMψ tal que o M es compacta
o el volumen eucl´ıdeo de dimensio´n n − 1 de las intersecciones de Mt con las
bolas cerradas BR de Rn+1 centradas en el origen esta´ acotado por f(t)Rq, con
f(t) > 0 y q un nu´mero positivo fijo, entonces:
d
dt
∫
M
u(F (x, t), t)dvψ = −
∫
M
(
Hψ +
〈F (x, t), N(F (x, t))〉
2(T − t)
)2
u(F (x, t), t)dvψ
(3.77)
Cuando b = m ∈ N recuperamos la fo´rmula de monoton´ıa de Huisken restringi-
da a hipersuperficies en Rn+1+m obtenidas por la rotacio´n de una hipersuperficie
en Rn+1.
Demostracio´n. Primero necesitamos dar una fo´rmula tipo Minkowski. Para una
hipersuperficie X : M −→ Rn+1 la fo´rmula cla´sica de Minkowski afirma que
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∆(12 |X|2) = n+H 〈N,X〉. En nuestro caso precisaremos de la fo´rmula ana´loga
en densidad, calcule´mosla a partir de la esta´ndar:
∆ψ(
1
2
|X|2) = n+H 〈N,X〉+
〈
∇ψ,∇(1
2
|X|2)
〉
= n+H 〈N,X〉+
〈
∇ψ, 1
2
∇|X|2
〉
− 〈∇ψ,N〉〈1
2
∇|X|2, N
〉
= n+Hψ 〈N,X〉+
〈∇ψ,X〉 .
Si ψ(p) = b ln r(p),
〈∇ψ,X〉 = b 1r(X) 〈∇r,X〉 = b, entonces:
∆ψ(
1
2
|X|2) = n+ b+Hψ 〈N,X〉 . (3.78)
Ahora procedemos a derivar teniendo en cuenta (1.64):
d
dt
∫
M
u(F (x, t), t)dvψ
=
∫
M
(
1
2(T − t)
(
n+ b− |F |
2
2(T − t) −Hψ 〈F,N〉
)
−Hψ2
)
u dvψ.
(3.79)
Y sustituyendo (3.78) en la anterior expresio´n
d
dt
∫
M
u(F (x, t), t)dvψ
=
∫
M
(
1
2(T − t)∆ψ
(
1
2
|F |2
)
− |F |
2
4(T − t)2 − 2
Hψ 〈F,N〉
2(T − t) −Hψ
2
)
u dvψ.
(3.80)
Por otro lado, notemos que:∫
M
|F |2
4(T − t)2dvψ =
∫
M
|F>|2
4(T − t)2dvψ +
∫
M
〈N,F 〉2
4(T − t)2dvψ (3.81)
Si M es compacto, podemos aplicar el teorema de Stokes para el ψ-laplaciano,
con el ψ-volumen, a:∫
M
(
1
2(T − t)∆ψ
(
1
2
|F |2
))
u dvψ = −
∫
M
1
2(T − t)
〈
∇
(
1
2
|F |2
)
,∇u
〉
dvψ
=
∫
M
1
4(T − t)2
〈
∇
(
1
2
|F |2
)
,∇
(
1
2
|F |2
)〉
udvψ =
∫
M
1
4(T − t)2 |F
>|2udvψ.
(3.82)
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Sustituyendo (3.81) y (3.82) en (3.80)
d
dt
∫
M
u(F (x, t), t)dvψ =
∫
M
(
− 〈N,F 〉
2
4(T − t)2 − 2
Hψ 〈F,N〉
2(T − t) −Hψ
2
)
u dvψ
(3.83)
esto nos da (3.77).
Si M no es compacto, podemos calcular la integral a lo largo de M como
el l´ımite de integrales a lo largo de sus intersecciones MtR := Mt ∩ BR con las
bolas cerradas BR de Rn+1 centradas en el origen con radio R cuando R→∞.∫
MtR
(
1
2(T − t)∆ψ
(
1
2
|F |2
))
u dvψ
= −
∫
MtR
1
2(T − t)
〈
∇
(
1
2
|F |2
)
,∇u
〉
dvψ +
∫
∂MtR
1
2(T − t)ν
(
1
2
|F |2
)
u dvψ
=
∫
M
1
4(T − t)2 |F
>|2udvψ +
∫
∂MtR
1
2(T − t)ν
(
1
2
|F |2
)
u dvψ (3.84)
donde ν es el campo normal unitario exterior a ∂MtR. Estudiemos el u´ltimo
te´rmino de (3.84).∫
∂MtR
ν
(
1
2
|F |2
)
u dvψ = (4pi(T − t))−(n+b)/2e−R2/(4(T−t))
∫
∂MtR
〈ν, F 〉 r(F )bdv
≤ (4pi(T − t))−(n+b)/2e−R2/(4(T−t))Rb+1
∫
∂MtR
dv
≤ (4pi(T − t))−(n+b)/2e−R2/(4(T−t))f(t) Rq+b+1 → 0 cuando R→∞.
(3.85)
Y a partir de este punto podemos continuar la demostracio´n de la fo´rmula como
en el caso compacto. unionsqu
Nuestro objetivo es aplicar la anterior fo´rmula a un FCMψ de un grafo
completo (z, r(z)) sobre el eje z en R2. En este caso M no es compacto, pero
es sencillo comprobar que la condicio´n de la anterior proposicio´n se cumple
si tomamos cuadrados cerrados CR centrados en 0 de lado 2R en lugar de
bolas BR. En efecto, en este caso el teorema tipo Sturm que escribiremos y
demostraremos a continuacio´n nos asegura que el nu´mero de cortes entre Mt
y ∂CR es finito, entonces
∫
∂Mt∩CR dv esta´ acotado por el nu´mero ma´ximo de
puntos de interseccio´n, que es finito, y la fo´rmula (3.77) se cumple.
Con el fin de probar el anunciado teorema tipo Sturm, trabajaremos con el
flujo (3.71) equivalente al FCMψ y usado en la demostracio´n del teorema 3.3.1.
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Bajo este flujo la variacio´n de r viene dada por (3.72). Para obtener la variacio´n
de η := r˙ ≡ ∂r
∂z
tomaremos la derivada de (3.72) respecto a z y obtendremos:
∂r˙
∂t
=
∂
∂z
kψ
u
=
∂
∂z
(
k
u
− ψ′
)
=
uk˙ − ku˙
u2
− ψ′′r˙. (3.86)
Empleando (3.16) en la anterior expresio´n y calculando sus correspondientes
coordenadas, obtenemos, para η := r˙:
∂η
∂t
=
η¨
η2 + e2ϕ
+ T (η)η (3.87)
donde
T (η) := − 2η˙
(η2 + e2ϕ)2
(η˙ + e2ϕϕ′)− 2
( η˙
η2 + e2ϕ
− η
2
(η2 + e2ϕ)2
(η˙ + e2ϕϕ′)
)
ϕ′
− η
2
η2 + e2ϕ
ϕ′′ − ϕ′′ − ψ′′,
Por el corolario 3.3.2 sabemos que para todo t0 ∈ [0, T [, T (η) esta´ acotado en
J × [0, t0] y tambie´n los coeficientes de η¨ en (3.87), entonces podemos aplicar
el teorema tipo Sturm desarrollado por Angenent en [5] (ver ape´ndice C) para
obtener:
Lema 3.4.1. Sea Mt, con t ∈ [0, T [, la solucio´n ma´xima de (3.71) con condicio´n
inicial M0, tal que r˙0 no es ide´nticamente 0, y verificando las hipo´tesis del
teorema 3.1.1. Para todo t ∈]0, T [, el conjunto Zt := {z ∈ S1 or z ∈ [a1, a2]|r˙t =
0} es finito, la funcio´n t 7→ N(t) := ](Zt) es no creciente y, en los puntos (z0, t0)
que verifican 0 = r˙t0(z0) = r¨t0(z0) existe un entorno donde el nu´mero de ceros
decrece.
Ahora, ya podemos probar el punto 4 que aparece en el teorema 3.1.1 y en
el corolario 3.1.1.
Teorema 3.4.1. Bajo las hipo´tesis del teorema 3.1.1, en el primer tiempo
singular y en cada punto singular, un blow-up centrado en este punto da un
nuevo flujo l´ımite de tipo I en R2 con la me´trica eucl´ıdea y densidad ψ˜∞ = ln rb,
el cual es un grafo sobre r = 0 para cada instante de tiempo y, despue´s de
hacer un nuevo blow-up, converge a un ln rb-shrinker en R2 que es la l´ınea
r =constante en el caso b = m ∈ N.
Demostracio´n. Por la proposicio´n 3.2.3, un blow-up centrado en este punto da
un flujo l´ımite en R2 con la me´trica eucl´ıdea y densidad l´ımj→∞ ψ ◦ ϕj , si
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este l´ımite existe. Sabemos, de hecho, que el l´ımite existe y quie´n es usando la
propiedad ψ˜j(v) = ψ˜0(v/λj) enunciada en (3.35). Esta fo´rmula implica que
(ψ˜j)(n(r) =
(
1
λj
)n
(ψ˜0)(n
(
r
λj
)
,
entonces, por (3.2), para todo compacto K ⊂ (0,∞)
‖ ψ˜j ′ − b
r
‖C2(K)→ 0 cuando j →∞, (3.88)
ya que
‖ ψ˜j ′ − b
r
‖C2(K)=
2∑
i=0
sup
K
∣∣∣(ψ˜j)(i+1(r)− ( b
r
)(i
(r)
∣∣∣
=
2∑
i=0
sup
K
∣∣∣ ( 1
λj
)i+1
(ψ˜0)(i+1
(
r
λj
)
− (−1)ii! b
ri+1
∣∣∣
=
2∑
i=0
sup
K
∣∣∣i! b
ri+1
∣∣∣∣∣∣ (ψ˜0)(i+1
(
r
λj
)
(−1)ii! b
(r/λj)i+1
− 1
∣∣∣→ 0 cuando j →∞ por (3.2).
Es decir, existe una funcio´n l´ımite ψ˜∞′ = b/r de ψ˜j ′ lo que nos permite definir
una densidad l´ımite ψ˜∞ en R2 por ψ˜∞ = b ln r y el flujo l´ımite F˜∞(·, τ) verifica
la ecuacio´n (3.13) con la curvatura media asociada a esta densidad.
A su vez por la proposicio´n 3.2.3 este flujo l´ımite F˜∞ : M˜∞×]−∞, C[→ R2
presentara una singularidad de tipo I en τ = C.
Como F˜ j(·, τ) son grafos que convergen C∞ sobre compactos a F˜∞(·, τ),
los flujos equivalentes (r˜j(z, τ), z) tienen las derivadas de r˜j(z, τ) respecto de
z acotadas sobre compactos por las cotas de las derivadas de F˜ j(z, τ) respecto
de z, entonces r˜j(z, τ) converge C∞ sobre compactos a una funcio´n r˜∞(z, τ) y
F˜∞(·, τ) es un grafo para cada τ .
Ahora, aplicamos al flujo F˜∞(·, τ), en el espacio eucl´ıdeo con densidad
(R2, ge, ψ˜∞ = ln rb), el blow-up esta´ndar:
λ(τ)2 =
1
2(C − τ) , τ˜(τ) = lnλ(τ), F˜ (·, τ˜) = e
τ˜ F˜∞(·, τ(τ˜)) (3.89)
y ψ˜(v) = ψ˜∞(v/λ) = ln r(v/λ)b = ln
r(v)b
λb
, (3.90)
que nos da las siguientes relaciones entre ciertas cantidades geome´tricas de
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F˜ y F˜∞:
k˜(F˜ (·, τ˜)) := H˜(F˜ (·, τ˜)) = 1
λ
H˜∞(F˜∞(·, τ(τ˜))) =: 1
λ
k˜∞(F˜∞(·, τ(τ˜))), (3.91)
ge(∇ψ˜, N)(F˜ (·, τ˜)) = 1
λ
ge(∇ψ˜∞, N)(F˜∞(·, τ(τ˜))), (3.92)
|k˜|2 = |α˜
F˜
|2 = 1
λ2
|α˜∞|2 = 1
λ2
|k˜∞|2. (3.93)
Teniendo en cuenta la estimacio´n (3.44), es decir el hecho de que F˜∞(·, τ)
presenta una singularidad de tipo I en τ = C, podemos comprobar que el flujo
F˜ (·, τ˜) no presenta ninguna singularidad:
1
b
ge(∇ψ˜, N)2 + |k˜|2 = 1
λ2
1
b
ge(∇ψ˜∞, N)2 + 1
λ2
|k˜∞|2 ≤ 1
λ2
C
C − τ = 2C. (3.94)
Obteniendo adema´s la siguiente cota para k˜ψ:
k˜2ψ =
1
λ2
(k˜∞ψ )
2 ≤ 1
λ2
ge(∇ψ˜∞, N)2 + 1
λ2
|k˜∞|2 + 2 1
λ2
|ge(∇ψ˜∞, N)| |k˜∞|
≤ 2Cb+ 2C + 2
√
2Cb
√
2C = 2C(1 +
√
b)2. (3.95)
Por otro lado, por (3.45)
dge(F˜
∞(x, τ), 0) ≤ 2
√
C(1 +
√
b)
√
C − τ , (3.96)
entonces:
dge(F˜ (x, τ˜), 0) ≤
√
2C(1 +
√
b), (3.97)
lo que nos garantiza que el flujo reescalado F˜ (·, τ˜) no se nos va “entero”a infinito
cuando τ˜ →∞, es decir siempre quedan puntos cuya distancia a 0 es inferior a√
2C(1 +
√
b).
Observemos tambie´n que (3.89) y (3.90) dan:
ψ˜(F˜ (·, τ˜)) = ψ˜∞(F˜∞(·, τ(τ˜))) = ln(r(F˜∞(·, τ(τ˜)))b). (3.98)
Es decir, la funcio´n inducida en M˜∞ por las inmersiones F˜ (·, τ˜) : M˜∞ −→ R2
y F˜∞(·, τ) : M˜∞ −→ R2 es la misma, la llamaremos ψM˜∞ , pero las me´tri-
cas inducidas verifican g˜ = λ2g˜∞, lo que da para los gradientes de la fun-
cio´n anterior en las dos diferentes me´tricas la relacio´n ∇˜ψ
M˜∞
= λ−2∇˜∞ψ
M˜∞
(ya que g˜∞(∇˜∞ψ
M˜∞
, X) = dψ
M˜∞
(X) = g˜(∇˜ψ
M˜∞
, X) = λ2g˜∞(∇˜ψ
M˜∞
, X)).
Adema´s, los laplacianos ordinarios en estas dos me´tricas esta´n relacionados por
∆˜ = λ−2∆˜∞.
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De ambas expresiones obtenemos:
∆˜ψ
M˜∞
= λ−2∆˜∞ψ
M˜∞
. (3.99)
Y, para las derivadas de orden superior,
(∂ms˜ k˜ψ)
2 =
1
λ2m+2
(∂ms˜∞ k˜
∞
ψ )
2,
∂τ
∂τ˜
=
1
λ2
, (3.100)
y
∇mψ˜ = λ−m∇mψ˜∞. (3.101)
Por la proposicio´n 2.5.1 y las expresiones anteriores, se obtiene:
∂
∂τ˜
(∂ms˜ k˜ψ)
2 =
1
λ2
∂
∂τ
(
1
λ2m+2
(∂ms˜∞ k˜
∞
ψ )
2
)
= −2m+ 2
λ2m+2
(∂ms˜∞ k˜
∞
ψ )
2 +
1
λ2m+4
[
∆˜∞ψ
M˜∞
(
∂ms˜∞ k˜
∞
ψ
)2 − 2(∂m+1s˜∞ k˜∞ψ )2
+ 2(am0 + am1k˜
∞
ψ + am2(k˜
∞
ψ )
2)(∂ms˜∞ k˜
∞
ψ )
2 +
∑
aiJ
(
(k˜∞ψ )
i∂Js˜∞ k˜
∞
ψ
)
(∂ms˜∞ k˜
∞
ψ )
]
= −(2m+ 2)(∂ms˜ k˜ψ)2 + ∆˜ψM˜∞
(
∂ms˜ k˜ψ
)2 − 2(∂m+1s˜ k˜ψ)2
+ 2(am0 + am1k˜ψ + am2(k˜ψ)
2)(∂ms˜ k˜ψ)
2 +
∑
aiJ
(
(k˜ψ)
i∂Js˜ k˜ψ
)
(∂ms˜ k˜ψ),
(3.102)
en la u´ltima igualdad hemos utilizado el hecho de que, por la proposicio´n 2.5.1,
el conjunto de ı´ndices del sumatorio verifica la relacio´n i+|J |+n(J)+|K| = m+3
y los polinomios “amj” verifican que |K| = 2− j. Esta ecuacio´n es similar a la
que aparece en el FCM ordinario para el blow-up en las singularidades de tipo
I (por ejemplo, ver [39] pa´gina 59). Entonces, con argumentos esta´ndar (ver
ape´ndice B) se prueba que existe una familia de constantes positivas {Cm}m∈N
tales que
(∂ms˜ k˜ψ)
2 ≤ C2m para todo m ∈ N. (3.103)
Notemos que por (3.95) C20 = 2C(1 +
√
b)2.
Como estamos en el plano eucl´ıdeo y r es la distancia a una l´ınea, tenemos
que |∇r| = 1 y ∇mr = 0 para m ≥ 2. Debido a esto y a (3.90) se sigue que:
∇mψ˜ = (−1)m+1 (m− 1)!b
rm
∇r ⊗ m.^ . .⊗∇r (3.104)
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y
|∇mψ˜| ≤ (m− 1)!b
rm
. (3.105)
Adema´s, de (3.74) se deduce que los flujos reescalados F j verifican:
1
r(F j)
≤ 1
λj
1√
A1(T − tj − λ−2j τ)
=
1√
A1
1√
C − τ =
√
2
A1
λ(τ), (3.106)
para una cierta constante A1 > 0. Entonces:
1
r(F˜∞)
≤
√
2
A1
λ(τ) y
1
r(F˜ )
≤
√
2
A1
=: A2. (3.107)
Esto da:
|∇mψ˜| ≤ (m− 1)!b Am2 . (3.108)
Ahora por (2.46) (o por el ape´ndice A)
∣∣∂ms˜ (〈∇ψ˜, N〉) ∣∣ = ∣∣∣∇m+1ψ˜(∂s˜, ..., ∂s˜, N) + 1,m−1∑
m,1
ci J K k˜
i
ψ ∂
J
s˜ k˜ψ C(∇
K
ψ˜)
∣∣∣
≤ |∇m+1ψ˜|+
1,m−1∑
m,1
ci J K |k˜ψ|i |∂Js˜ k˜ψ| |∇
K
ψ˜|
≤ m!b Am+12 +
1,m−1∑
m,1
ci J KC
i
0 Cj1 · · ·Cjn(J) bn(K)A|K|2 (k1 − 1)! · · · (kn(K) − 1)!
=: Em, (3.109)
para todo m ∈ N.
Entonces por (3.103) y (3.109)
|∂ms˜ k˜| ≤ |∂ms˜ k˜ψ|+ |∂ms˜
〈
∇ψ˜, N
〉
| ≤ Cm + Em, (3.110)
para todo m ∈ N. Esto junto a (3.97) implica que existe una sucesio´n de tiempos
τ˜n tales que el F˜ (·, τ˜n) converge diferenciablemente a una curva F˜∞∞ : M˜∞∞ −→
R2 no vac´ıa.
Ahora, comprobemos que podemos aplicar la fo´rmula (3.77) al flujo F˜∞(·, τ).
Para ello necesitamos comprobar que ∂(F˜∞(M˜∞, τ)∩CR) esta´ acotado por un
nu´mero natural finito independiente de τ y R (para τ suficientemente grande).
Consideremos, en el flujo equivalente (3.71), la familia r˜j(z, τ) con τ fijo que
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converge C∞ a una cierta r˜∞(z, τ). Por el lema 3.4.1 existe un t0 tal que para
cada t ≥ t0 existe una familia finita ordenada de ceros zj1 < zj2 < ... < zjm de
˙˜r
j
(·, τ) = r˙(z/λj , tj + λ−2j τ). Si consideramos ˙˜r
t
(·, τ) = r˙(z/λ(t), t + λ(t)−2τ)
como una funcio´n de t ∈ [t0, T [, para cada τ fijo, los correspondientes ceros
z1(t) < z2(t) < ... < zm(t) son funciones continuas de t. Entonces, un ar-
gumento similar al dado en la demostracio´n del lema 5.1 en [2] prueba que
l´ımj→∞ z
j
k = l´ımt→T zk(t) =: zk existe para k = 1, ...,m, donde quiza´ algunos
de los zi son −∞ o ∞.
Ya que zj1 < z
j
2 < ... < z
j
m tenemos que z1 ≤ z2 ≤ ... ≤ zm. Sean
i0 = mı´n{i | zi > −∞} e im = ma´x{i | zi <∞}. De nuevo por el lema 3.4.1, las
funciones r˜j son estrictamente mono´tonas en los intervalos ]−∞, zj1[, ]zj1, zj2[, ...,
..., ]zjm,∞[, entonces su l´ımite r˜∞ es mono´tono en los intervalos ] − ∞, zi0 [,
]zi0 , zi0+1[, ..., ]zim ,∞[. Entonces, en cada uno de estos intervalos, la intersec-
cio´n de una l´ınea r =constante con las gra´ficas de r˜∞(·, τ) es un punto o un
segmento. Entonces, la interseccio´n de una l´ınea r =constante con las gra´ficas
de r˜∞(·, τ) a lo largo de todo el dominio de r˜∞ es una unio´n finita de segmentos
y puntos. Lo que implica que el borde de la interseccio´n del grafo de r˜∞(·, τ)
con un cuadrado centrado en el origen consiste en un nu´mero finito de puntos
menor que 2m, y la condicio´n necesaria para poder aplicar la fo´rmula (3.77) se
cumple.
De las fo´rmulas (3.77), (3.89), (3.91) y (3.92), teniendo en cuenta que µ˜t =
λµ˜∞t y
d
dτ˜
=
dτ
dτ˜
d
dτ
= e−2τ˜
d
dτ
=
1
λ2
d
dτ
, se deduce:
d
dτ˜
∫
M˜∞
e−|F˜ |
2/2r(F˜ )bµ˜t =
1
λ2
d
dτ
∫
M˜∞
e−|F˜
∞|2λ2/2λbr(F˜∞)bλµ˜∞τ
=
(2pi)(1+b)/2
λ2
d
dτ
∫
M˜∞
u(F˜∞, τ)r(F˜∞)bµ˜∞τ
= −(2pi)
(1+b)/2
λ2
∫
M˜∞
(k˜∞ψ + λ
2
〈
F˜∞, N
〉
)2
(
λ√
2pi
)(1+b)
e−|F˜
∞|2λ2/2r(F˜∞)bµ˜∞τ
= − 1
λ2
∫
M˜∞
(λk˜ψ + λ
〈
F˜ , N˜
〉
)2λ1+be−|F˜ /λ|
2λ2/2λ−br(F˜ )bλ−1µ˜t
= −
∫
M˜∞
(k˜ψ +
〈
F˜ , N˜
〉
)2e−|F˜ |
2/2r(F˜ )bµ˜t. (3.111)
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Por consiguiente, para todo τ˜0 > 0,∫ ∞
τ˜0
∫
M˜∞
(k˜ψ +
〈
F˜ , N˜
〉
)2e−|F˜ |
2/2µ˜ψτ˜ dτ˜ = −
∫ ∞
τ˜0
d
dτ˜
∫
M˜∞
e−|F˜ |
2/2µ˜ψτ˜ dτ˜
=
∫
M˜∞
e−|F˜ |
2/2µ˜ψτ˜0 − l´ım
τ˜→∞
∫
M˜∞
e−|F˜ |
2/2µ˜ψτ˜
≤
∫
M˜∞
e−|F˜ |
2/2µ˜ψτ˜0 <∞,
entonces
∫
M˜∞
(k˜ψ +
〈
F˜ , N˜
〉
)2e−|F˜ |2/2µ˜ψτ˜ −→
τ˜→∞
0, y M˜∞∞ verifica
〈
F˜∞, N˜
〉
+
k˜ψ = 0. Por lo tanto M˜
∞∞ es un ψ˜-shrinker con ψ˜ = b ln(r), como quer´ıamos
demostrar.
Cuando b = m, k˜ψ coincide con la curvatura media de una hipersuperficie
de revolucio´n M˜∞∞ ×m ln r Sm de Rm+2 y se sabe que, por la clasificacio´n de los
shrinkers de curvatura media no negativa, debe ser un cilindro. Por lo tanto,
M˜∞∞ debe ser una l´ınea. unionsqu
Ape´ndice A
Relacio´n entre ∂ns y ∇n
En este ape´ndice demostraremos algunas fo´rmulas utilizadas en el texto para
las que no se dio demostracio´n previamente.
En primer lugar, sea una variedad riemanniana con densidad (M, g, ψ) de
dimensio´n 2 y orientable. Sea una solucio´n γ : S1 × [0, T ) → M o γ : M ×
[0, T ) → G al PACψ (3.13) con condicio´n inicial la inmersio´n γ0 ∈ I(M) o
γ0 ∈ I(G), respectivamente. Por st denotaremos el parame´tro arco de la curva
parametrizada por γ(·, t), para todo t ∈ [0, T ).
Proposicio´n A.1. Sea f ∈ C∞(S1 × [0, T )) entonces:
∂t∂
n
s f = ∂
n
s ∂tf +
n−1∑
i=0
∂is
(
kψk∂
n−i
s f
)
(A.1)
Demostracio´n. Por (2.38)
∂t∂sf = ∂s∂tf + kψk∂sf,
que se corresponde con la expresio´n del enunciado para n = 1. Vamos a proceder
por induccio´n: supongamos que es cierta para n y probemos que lo es para n+1.
∂t∂
n+1
s f = ∂t∂s(∂
n
s f) ={n=1} ∂s∂t(∂
n
s f) + kψk∂s(∂
n
s f)
= ∂s
(
∂t∂
n
s f
)
+ kψk∂
n+1
s f = ∂s
(
∂ns ∂tf +
n−1∑
i=0
∂is
(
kψk∂
n−i
s f
))
+ kψk∂
n+1
s f
= ∂n+1s ∂tf +
n−1∑
i=0
∂i+1s
(
kψk∂
n−i
s f
)
+ kψk∂
n+1
s f
= ∂n+1s ∂tf +
n∑
i=0
∂is
(
kψk∂
n+1−i
s f
)
.
En la cuarta igualdad hemos aplicado la hipo´tesis de induccio´n. Por el principio
de induccio´n queda probado el resultado. unionsqu
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La siguiente notacio´n ya fue introducida en la seccio´n 2.5. Las letras mayu´scu-
las J denotara´n multi-´ındices con una cantidad de entradas finita y con dichas
entradas pertenecientes al conjunto de los nu´meros naturales, J ∈ Nq. Consi-
deraremos que todas las entradas jk de un multi-´ındice J = (j1, ...., jq) esta´n
ordenadas del siguiente modo j1 ≥ j2 ≥ · · · ≥ jq ≥ 0. Por ello introducimos el
siguiente conjunto:
Jnq ≡ {(j1, ..., jq) ∈ Nq| 0 ≤ jq ≤ jq−1 ≤ ... ≤ j1 ≤ n}
Dado J ∈ Jnq , denotaremos por o(J) := j1, |J | := j1 + ...+ jq, dim(J) := q y por
n(J) := nu´mero de elementos de J no nulos (n(J) ≤ dim(J)). Dadas J, K ∈ Jnq ,
y f ∈ C∞(M), por ∂Js kψ y ∇Kf denotaremos a:
∂Js kψ ≡ ∂j1s kψ · · · ∂
jn(J)
s kψ,
∇Kf ≡ ∇k1f ⊗ · · · ⊗ ∇kn(K)f,
si J, K ≡ (0, ..., 0), entonces:
∂Js kψ ≡ 1,
∇Ks f ≡ 1.
Las siguientes expresiones son independientes del flujo. Sea una curva orien-
tada γ en M y su para´metro arco s.
Proposicio´n A.2. Sea f ∈ C∞(M):
∂ms f = ∇mf(∂s, ..., ∂s︸ ︷︷ ︸
m
) +
∑
i,J,K,l
Ci J K l k
i
ψ ∂
J
s kψ C(∇Kψ ⊗∇lf). (A.2)
Los ı´ndices del sumatorio verifican el siguiente conjunto de relaciones:
i+ |J |+ n(J) + |K|+ l = m,
0 ≤ i ≤ m− 1, o(J) ≤ m− 2, o(K) ≤ m− 1,
1 ≤ l y l ≤ m− 1 si m 6= 1,
dim(J) = dm/2−1e, es decir dim(J) = a si m = 2a+ 1 o´ dim(J) = a−1
si m = 2a,
dim(K) = m− 1,
]{j ∈ J | j = m− 2} ≤ 1.
Algunas de las constantes Ci J K l pueden ser cero y C(∇Kψ ⊗ ∇lf) denota al
tensor ∇Kψ ⊗∇lf actuando sobre |K|+ l copias de ∂s y/o N .
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Demostracio´n. Teniendo en cuenta que ∇∂s∂s = kN y ∇∂sN = −k∂s, vamos a
proceder al ca´lculo de las primeras derivadas de f respecto de ∂s.
Para m = 1:
∂sf = ∇f(∂s).
Para m = 2:
∂2sf = ∇2f(∂s, ∂s) + k∇f(N) = ∇2f(∂s, ∂s) + kψ∇f(N) +∇ψ ⊗∇f(N,N).
Para m = 3:
∂3sf = ∇3f(∂s, ∂s, ∂s) + kψ∇2f(N, ∂s) + kψ∇2f(∂s, N) +∇ψ ⊗∇2f(N,N, ∂s)
+∇ψ ⊗∇2f(N, ∂s, N) + ∂skψ∇f(N) + kψ∇2f(∂s, N)− k2ψ∇f(∂s)
− kψ∇ψ ⊗∇f(N, ∂s) +∇2ψ ⊗∇f(∂s, N,N)− kψ∇ψ ⊗∇f(∂s, N)
−∇ψ ⊗∇ψ ⊗∇f(N, ∂s, N) +∇ψ ⊗∇2f(N, ∂s, N)
− kψ∇ψ ⊗∇f(N, ∂s)−∇ψ ⊗∇ψ ⊗∇f(N,N, ∂s).
Los tres casos se ajustan a la fo´rmula del enunciado. Ahora procederemos por
induccio´n, supongamos que la expresio´n del enunciado es cierta para m ≥ 3 y
probemos que es cierta para m+ 1:
∂m+1s f = ∂s(∂
m
s f)
= ∂s
(
∇mf(∂s, ..., ∂s︸ ︷︷ ︸
m
) +
∑
Cij1...jqmk1...kpn lk
i
ψ∂
j1
s kψ · · · ∂jqms kψ∇k1ψ ⊗ · · ·
· · · ⊗ ∇kpmψ ⊗∇lf
)
= ∇m+1f(∂s, ..., ∂s︸ ︷︷ ︸
m+1
) + kψ
m∑
1
∇mf +
m∑
1
∇ψ ⊗∇mf
+
∑
i 6=0
Cij1...jqmk1...kpn lik
i−1
ψ ∂skψ∂
j1
s kψ · · · ∂jqms kψ∇k1ψ ⊗ · · · ⊗ ∇kpmψ ⊗∇lf
+
qm∑
h=1
∑
jh 6=0
Cij1...jqmk1...kpn lk
i
ψ∂
j1
s kψ · · · ∂jh+1s kψ · · · ∂jqms kψ∇k1ψ ⊗ · · ·
· · · ⊗ ∇kpmψ ⊗∇lf
+
pm∑
h=1
∑
kh 6=0
Cij1...jqmk1...kpn lk
i
ψ∂
j1
s kψ · · · ∂jqms kψ∇k1ψ ⊗ · · ·
⊗ (∇kh+1ψ +
kh∑
1
δkψ∇khψ +
kh∑
1
δ∇ψ ⊗∇khψ)⊗ · · · ⊗ ∇kpmψ ⊗∇lf
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+ Cij1...jqmk1...kpn lk
i
ψ∂
j1
s kψ · · · ∂jqms kψ∇k1ψ ⊗ · · ·
⊗ ∇kpmψ ⊗ (∇l+1f +
l∑
1
δkψ∇lf +
l∑
1
δ∇ψ ⊗∇lf),
donde hemos aplicado la hipo´tesis de induccio´n en la segunda igualdad y delta
es 1 o −1 segu´n corresponda en cada caso. Notemos que la expresio´n obtenida
es de la forma de la del enunciado para m+ 1, de forma que por el principio de
induccio´n hemos terminado la demostracio´n. unionsqu
Proposicio´n A.3. Sea f ∈ C∞(M) y n ≥ 1:
∂ms (∇nf(N, ..., N︸ ︷︷ ︸
n
))
= ∇m+nf(∂s, ..., ∂s︸ ︷︷ ︸
m
, N, ..., N︸ ︷︷ ︸
n
) +
∑
i,J,K,l
Ci J K l k
i
ψ ∂
J
s kψ C(∇Kψ ⊗∇lf).
(A.3)
Los ı´ndices del sumatorio verifican el siguiente conjunto de relaciones:
i+ |J |+ n(J) + |K|+ l = m+ n,
0 ≤ i ≤ m, o(J) ≤ m− 1, o(K) ≤ m,
n ≤ l ≤ m+ n− 1,
dim(J) = bm/2c, es decir dim(J) = a si m = 2a+ 1 o´ m = 2a,
dim(K) = m,
]{j ∈ J | j = m− 1} ≤ 1.
Algunas de las constantes Ci J K l pueden ser cero y C(∇Kψ ⊗ ∇lf) denota al
tensor ∇Kψ ⊗∇lf actuando sobre |K|+ l copias de ∂s y/o N .
Demostracio´n. Para m = 1:
∂s(∇nf(N, ..., N︸ ︷︷ ︸
n
)) = ∇n+1f(∂s, N, ..., N︸ ︷︷ ︸
n
)− kψ
n∑
i=1
∇nf(
n︷ ︸︸ ︷
N, ..., N︸ ︷︷ ︸
i−1
, ∂s, N, ..., N)
−
n∑
i=1
∇ψ ⊗∇nf(
n+1︷ ︸︸ ︷
N, ..., N︸ ︷︷ ︸
i
, ∂s, N, ..., N).
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Para m = 2:
∂2s (∇nf(N, ..., N︸ ︷︷ ︸
n
))
= ∇n+2f(∂s, ∂s︸ ︷︷ ︸
2
, N, ..., N︸ ︷︷ ︸
n
) + kψ∇n+1f(N, ..., N︸ ︷︷ ︸
n+1
) +∇ψ ⊗∇n+1f(N, ..., N︸ ︷︷ ︸
n+2
)
− kψ
n∑
i=1
∇n+1f(
n+1︷ ︸︸ ︷
∂s, N, ..., N︸ ︷︷ ︸
i
, ∂s, N, ..., N)
−
n∑
i=1
∇ψ ⊗∇n+1f(
n+2︷ ︸︸ ︷
N, ∂s, N, ..., N︸ ︷︷ ︸
i+1
, ∂s, N, ..., N)
− ∂skψ
n∑
i=1
∇nf(
n︷ ︸︸ ︷
N, ..., N︸ ︷︷ ︸
i−1
, ∂s, N, ..., N)
− kψ
n∑
i=1
∇n+1f(
n+1︷ ︸︸ ︷
∂s, N, ..., N︸ ︷︷ ︸
i−1
, ∂s, N, ..., N)− k2ψ
n∑
i=1
δi∇nf
− kψ
n∑
i=1
δi∇ψ ⊗∇nf −
n∑
i=1
∇2ψ ⊗∇nf(
n+2︷ ︸︸ ︷
∂s, N, ..., N︸ ︷︷ ︸
i
, ∂s, N, ..., N)
−
n∑
i=1
∇ψ ⊗∇n+1f(
n+2︷ ︸︸ ︷
N, ∂s, N, ..., N︸ ︷︷ ︸
i+1
, ∂s, N, ..., N)
+ kψ
n∑
i=1
∇ψ ⊗∇nf(
n+1︷ ︸︸ ︷
∂s, N, ..., N︸ ︷︷ ︸
i
, ∂s, N, ..., N)
+
n∑
i=1
∇ψ ⊗∇ψ ⊗∇nf(
n+2︷ ︸︸ ︷
N, ∂s, N, ..., N︸ ︷︷ ︸
i+1
, ∂s, N, ..., N)
− kψ
n∑
i=1
δi∇ψ ⊗∇nf −
n∑
i=1
δi∇ψ ⊗∇ψ ⊗∇nf,
donde los deltas son 1 o −1 segu´n corresponda en cada caso. Ahora procedemos
por induccio´n, supongamos que la expresio´n del enunciado es cierta para m ≥ 2
y probemos que es cierta para m+1. El desarrollo es ana´logo al de la proposicio´n
anterior. De donde se concluye el enunciado. unionsqu
Con la finalidad de unificar notacio´n y hacer ma´s fa´cil trabajar con estas
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expresiones, adoptaremos la siguiente notacio´n de sumatorios. Por
s, t∑
m, r
Ci J K l k
i
ψ ∂
J
s kψ C(∇Kψ ⊗∇lf),
denotaremos al sumatorio sobre el siguiente conjunto de ı´ndices:
i+ |J |+ n(J) + |K|+ l = m+ r,
0 ≤ i ≤ m+ r − s, o(J) ≤ t, o(K) ≤ m+ r − s,
s ≤ l ≤ s+ t,
0 ≤ dim(J) ≤ [(m+ r − s)/2],
dim(K) = m+ r − s,
]{j | j = t} ≤ 1.
Algunas de las constantes Ci J K l podr´ıan ser cero y C(∇Kψ ⊗∇lf) denota al
tensor ∇Kψ ⊗∇lf actuando sobre |K|+ l copias de ∂s y/o N .
De este modo los dos resultados anteriores pueden escribirse como:
∂ms f = ∇mf(∂s, ..., ∂s︸ ︷︷ ︸
m
) +
1,m−2∑
m,0
Ci J K l k
i
ψ ∂
J
s kψ C(∇Kψ ⊗∇lf), (A.4)
∂ms (∇nf(N, ..., N︸ ︷︷ ︸
n
))
= ∇m+nf(∂s, ..., ∂s︸ ︷︷ ︸
m
, N, ..., N︸ ︷︷ ︸
n
) +
n,m−1∑
m,n
Ci J K l k
i
ψ ∂
J
s kψ C(∇Kψ ⊗∇lf).
(A.5)
Algunas de las constantes Ci J K l pueden ser cero y los tensores ∇kψ y ∇lf
esta´n actuando sobre los campos ∂s y N .
Ape´ndice B
Ampliacio´n demostracio´n
teorema 3.4.1
En esta seccio´n detallaremos un argumento que se menciono en la demos-
tracio´n del teorema 3.4.1, pero del que no se dio demostracio´n. Por tanto, a
partir de este momento y para el resto del ape´ndice nos situamos en el contexto
de la demostracio´n de dicho teorema.
La demostracio´n es ana´loga a la del FCM y puede encontrarse en [39],
pa´ginas 59 y 60.
Por (3.95):
k˜2ψ ≤ C20 = 2C(1 +
√
b)2, (B.1)
nuestro propo´sito es probar que en consecuencia (∂ms˜ k˜ψ)
2 esta´ uniformemente
acotada en M˜∞ × [0,∞) para todo m ∈ N. Realizaremos la demostracio´n por
induccio´n.
Por (3.102):
∂
∂τ˜
(∂ms˜ k˜ψ)
2 = ∆˜ψ
M˜∞
(
∂ms˜ k˜ψ
)2 − 2(∂m+1s˜ k˜ψ)2 − (2m+ 2)(∂ms˜ k˜ψ)2
+ 2(am0 + am1k˜ψ + am2(k˜ψ)
2)(∂ms˜ k˜ψ)
2 +
∑
aiJ
(
(k˜ψ)
i∂Js˜ k˜ψ
)
(∂ms˜ k˜ψ),
(B.2)
con o(J) ≤ m− 1.
Supongamos por induccio´n que:
(∂is˜k˜ψ)
2 ≤ C2i , para i = 0, · · · ,m− 1, (B.3)
con Ci = Ci(i, b, C, F˜
∞) > 0 constantes independientes de τ˜ . Entonces, por
la fo´rmula (B.2), la hipo´tesis de induccio´n (B.3), la cota para la norma de las
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derivadas covariantes ∇`ψ˜ (3.108) y la desigualdad x ≤ 1 + x2:
∂
∂τ˜
(∂ms˜ k˜ψ)
2 ≤ ∆˜ψ
M˜∞
(
∂ms˜ k˜ψ
)2 − 2(∂m+1s˜ k˜ψ)2 +Dm(∂ms˜ k˜ψ)2 + Em, (B.4)
con Dm, Em constantes uniformes respecto de τ˜ dependientes de m, b, C y F˜
∞.
A partir de la u´ltima desigualdad y nuevamente usando la hipo´tesis de
induccio´n (B.3), se obtiene:
∂
∂τ˜
(
(∂ms˜ k˜ψ)
2 +Dm(∂
m−1
s˜ k˜ψ)
2
)
≤ ∆˜ψ
M˜∞
(
∂ms˜ k˜ψ
)2 − 2(∂m+1s˜ k˜ψ)2
+Dm(∂
m
s˜ k˜ψ)
2 + Em +Dm∆˜ψ
M˜∞
(
∂m−1s˜ k˜ψ
)2 − 2Dm (∂ms˜ k˜ψ)2
+DmDm−1(∂m−1s˜ k˜ψ)
2 +DmEm−1
= ∆˜ψ
M˜∞
(
(∂ms˜ k˜ψ)
2 +Dm(∂
m−1
s˜ k˜ψ)
2
)
− 2
(
∂m+1s˜ k˜ψ
)2 −Dm(∂ms˜ k˜ψ)2
+DmDm−1(∂m−1s˜ k˜ψ)
2 + Em +DmEm−1
≤ ∆˜ψ
M˜∞
(
(∂ms˜ k˜ψ)
2 +Dm(∂
m−1
s˜ k˜ψ)
2
)
−Dm(∂ms˜ k˜ψ)2 +DmDm−1C2m−1 + Em
+DmEm−1
= ∆˜ψ
M˜∞
(
(∂ms˜ k˜ψ)
2 +Dm(∂
m−1
s˜ k˜ψ)
2
)
−Dm
(
(∂ms˜ k˜ψ)
2 +Dm(∂
m−1
s˜ k˜ψ)
2
)
+D2m(∂
m−1
s˜ k˜ψ)
2 +DmDm−1C2m−1 + Em +DmEm−1
≤ ∆˜ψ
M˜∞
(
(∂ms˜ k˜ψ)
2 +Dm(∂
m−1
s˜ k˜ψ)
2
)
−Dm
(
(∂ms˜ k˜ψ)
2 +Dm(∂
m−1
s˜ k˜ψ)
2
)
+D2mC
2
m−1 +DmDm−1C
2
m−1 + Em +DmEm−1. (B.5)
Por el principio del ma´ximo, la funcio´n (∂ms˜ k˜ψ)
2 + Dm(∂
m−1
s˜ k˜ψ)
2 esta´ unifor-
memente acotada en el espacio y el tiempo por una constante. Y utilizando una
u´ltima vez la hipo´tesis de induccio´n (B.3) se concluye que (∂ms˜ k˜ψ)
2 esta´ uni-
formemente acotada por una constante C2m. Por el principio de induccio´n el
resultado se tiene para cualquier m ∈ N.
Ape´ndice C
Teorema tipo Sturm
Presentamos aqu´ı el enunciado del teorema tipo Sturm dado por Angenent
en [5]:
Teorema C.1. (Teorema C de [5]) Sea u : [0, 1] × [0, T ] → R una solucio´n
acotada de
ut = a(x, t)uxx + b(x, t)ux + c(x, t)u, (C.1)
que verifica sobre el borde una condicio´n tipo Dirichlet, Neumann o perio´dica.
Supongamos que a, b y c verifican:
a, a−1, at, ax y axx ∈ L∞, (C.2)
b, bt y bx ∈ L∞, (C.3)
c ∈ L∞. (C.4)
Adema´s, en el caso de condiciones en el borde tipo Neumann supongamos que
a ≡ 1 y b ≡ 0.
Por z(t) denotemos el nu´mero de ceros de u(·, t) en [0, 1]. Entonces:
z(t) es finito para t > 0,
si (x0, t0) es un cero mu´ltiple de u entonces para todo t1 < t0 < t2 tenemos
z(t1) > z(t2).
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Conclusions
If the reader has arrived to this part of the thesis, more likely he has guessed
that our aim was to initiate a systematic study of the mean curvature flow
associated to a density.
Until now the unique paper written on MCF with this name (density) joined
was [12], which was dedicated to the particular case of the Gaussian density.
When we started to look at the bibliography, we discovered that many other
people have worked on ψMCF (without mention of the name density), or even in
more general flows, although mainly restricted to the flow of curves in surfaces.
The masterpieces of this work are the papers of Angenent ([6, 8]), Oaks ([46])
and Zhu ([53]), and also some relevance in this context have the papers by
Altschuler, Angenent and Giga ([2]) and that of Huisken ([34]). Before that, we
also knew that the papers [52, 50] of Smoczyk and Schnu¨rer and Smoczyk were
concerned to ψMCF and, after some time, we discovered that also the paper
[51] of Smoczyk deals with manifolds with density, as we did mention in chapter
I section 1.5.3.
To begin, it was necessary to understand the meaning of the ψMCF. This
comes first by the natural definition of the ψ-mean curvature Hψ as the gradient
of the ψ-volume functional in [30, 43, 49]. But, looking again to the bibliography
we discovered, more or less explicit in the work of Smoczyk [52, 51], that there
must be a deep relation between the ψMCF and the MCF in some warped
products. One of our first tasks (section 1.3.1) has been to explain in detail
this relation, which is in fact a part of a general relation between the geometry
of a manifold with density and the geometry of a warped product (or, more
general, the geometry of certain riemannian submersions). In some sense, we
have discovered an alternative that has some physical flavour: we can study the
geometry of manifolds with densities with points as main objects, or we can
study warped products with the “fibers” of the product as main objects (the
physical flavour comes from the idea in Physics to understand it by a conversion
of the 3-dimensional physical space in a higher dimensional one). In analogy
to Physics, we could say: warped products are a way to use only riemannian
metrics where you need also to use densities. In both cases the price paid to
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simplify the problem is to increase the number of dimensions of the space and
the objects which we are working with.
Once we have understood the meaning of a density, the idea to start a sys-
tematic study of ψMCF is natural and simple: there are known results for the
MCF, then try to find the analogous (if there were) for the ψMCF. One of the
first to look at is the Huisken theorem on the flow of a convex hypersurface
in Rn+1. After a bit of thinking and computations, we discovered that in this
the analogous for the ψMCF is precisely the evolution of an equivariant hy-
persurface of under MCF studied in the Smoczyk paper [51], where the word
“density”does not appear anywhere.
Then, we looked at the flow of a curve in a plane with density, trying to prove
the analogous of Grayson-Gage-Hamilton results which describe the evolution
of a curve in a surface by the MCF. Again, we found that a big part of the
above theorems were generalized to the mean curvature flow with density (in
fact to more general flows) in the above cited articles by Angenent, Oaks and
Zhu. From the first two authors we can conclude that, under some natural and
very general conditions, by the mean curvature flow associated to a density, any
closed curve moves for an infinite time or it shrinks to a point. Results of Zhu
complete this description proving that, when it goes to a point, it converges
as a round point. Fortunately for our work, there was still a classical result
pending to be extended. In fact, Gage and Grayson had proved that, if the
curve is moving all the time by a MCF and it is obliged to remain in a compact
domain, then there is a sequence of times such that the correspondent sequence
of curves converges to a geodesic (we use the word “subconverges” to express
this property). There was no analogous proved for surfaces with density. This
was our first main Theorem 2.5.1.
This completes the study of the evolution of closed curves in a surface with
density and the problem is, in some sense, finished. However, a better and deeper
comprehension of the problem can be achieved if we consider different classes
of densities and we are able to describe more explicitly the different behavior
of the closed curves under ψMCF in a family of densities. This was our second
concern. We considered radial densities in the Euclidean plane, that is, densities
depending only on the distance to the origin. Some essential properties of these
densities are independent of the dimension. A careful lecture of the paper of
Schnu¨rer and Smoczyk ([50]) convinced us that, among radial densities on Rn+1,
the density ψ(r) = − ln rn plays a special role. In fact, in this density, all the
spheres centered at the origin are ψ-minimal; moreover, for other radial densities
ψ the spheres with radius ri satisfying ψ
′(ri) = −n/ri are ψ-minimal, attractors
or repulsors depending on the behavior of ψ′ in a neighborhood of ri, and can
be used as barriers for other solutions of the ψMCF (Proposition 1.5.1). The
union of these observations with the above Theorem 2.5.1 and the results of
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Angenent, Oaks and Zhu, give a fairly good description for the motion of a
closed curve in the plane with a radial density, that we have stated as Theorem
2.6.1
With all the above well understood, one is tempted to think that the only
problems remain are in higher dimensions. However, there is still something
to do in dimension 2. In fact, a conclusion of all the theorems obteined in
Chaper II on the ψMCF on a surface could be paraphrased saying: “densities
do not produce any surprise, the motion of a closed curve continues all the
time without singularities (may be converging to a ψ-minimal) or has a unique
singularity in finite time that consists on its collapse to a round point”. Just
as in MCF. But all this is with the hypothesis that the density ψ is a regular
function. However, if we look again at the relation between ψMCF and the
MCF of a warped product, it appears very natural to consider densities ψ with
singularities. In fact, Rn+1 = R2 ×r Sn−1, where r denotes the distance to
some line in R2. Then, according to the “equivalence” between problems in a
warped product and problems in a manifold with density, there are problems in
Rn+1 equivalent to problems in R2 with density ψ = ln rn−1, which is singular
at points r = 0. Moreover, surfaces of revolution moving under MCF become
singular when they reach the axis r = 0. As a consequence, in the plane there
are interesting densities with singularities such that the motion of a curve under
ψMCF produces singularities at the points where ψ is singular.
Then it is worth to study the different classes of singularies that can be
produced in the motion of a curve in a surface with a singular density. We
started this study considering type I singularities in the context of ψMCF. We
have begun the last chapter of this Thesis with the definition of this kind of
singularity and the way to do the blow-up (section 3.2). Then we have given
a general theorem of convergence of flows of type I under certain hypotheses
(Proposition 3.2.3). We apply it to a special family of densities which are moti-
vated by the example of those producing hypersurfaces of revolution. These are
densities defined on a surface M of non-negative curvature which depends on
the distance r to a geodesic r = 0 of M and are singular at r = 0 with a special
behavior when r → 0. They include the above density ψ = ln rn−1 but also
many cases which seem not to have any equivalent MCF in smooth manifolds.
For these kind of densities in surfaces we have proved that a curve which is a
graph over the geodesic r = 0 of M , has non-negative ψ-curvature and is not
too far from r = 0, evolves under ψMCF developing type I singularities in finite
time when it touches the axis r = 0. When we apply a double blow-up at a sin-
gular point of this flow one obtains a ln rb-shrinker in R2 which is a line parallel
to r = 0 when b = m ∈ N (Theorem 3.1.1). The last case (b = m ∈ N) gives
a generalization to rotationally symmetric spaces of non-negative curvature of
previous results of Huisken, Altschuler, Angenent and Giga on the MCF of a
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hypersurface of revolution in Rn+1.
After we have finished this work, we think that there are still interesting
questions to solve for the ψMCF of curves in surfaces. Among it, we think
natural next steps are:
1. Determine the ln rb-shrinkers on the euclidean R2 when b /∈ N. We think
that the answer is that they are lines, but the proof cannot be a simple
adaptation of the proof when b ∈ N, because it uses the geometry of Rb+2.
2. Describe other situations giving type I singularities.
3. Are generic type I singularities in some sense similar to the one given in
[21].
4. Consider the above problems when ψ depends only on the distance to a
fixed point.
5. Classify type I singularities for some families of densities ψ with singula-
rities.
6. Describe flows associated to a density producing type II singularities.
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