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Abstrakt
Bakalářská práce se zabývá hledáním neobvyklých událostí (anomálií) v dostupných temporálních
datech.  V teoretické  části  je  čtenář  seznámen  s  existujícími  technikami  a  algoritmy  pro  detekci
anomálií  v  datech.  Jsou  zde  také  představena  meteorologická  data,  která  jsou  poté  použita
k experimentálnímu ověření implementovaných detekčních algoritmů. Praktická část práce se zabývá
návrhem,  implementací  a  zjištěním  úspěšnosti  vybraných  algoritmů  pro  hledání  bodových,
kontextuálních a kolektivních anomálií.
Abstract
Bachelor  thesis  deals  with  detection  of  unusual  events  (anomalies)  in  available  temporal  data.
Theoretical part describes existing techniques and algorithms used to detect outliers. There are also
introduced meteorological data that are after that used for experimental verification of implemented
detection algorithms. Second part, practical one, describes design and implementation of application
and algorithms. Algorithms are also tested in search for point, contextual and collective anomalies.
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1 Úvod
Trendem dnešní doby je neustálé sbírání a následné zpracovávání dat, která jsou poté využita pro
další účely (zejména manažerské rozhodování). Každým rokem se zvyšuje objem dat uložených na
serverech po celém světě. Nestrukturovaná, pouze uložená data nemají reálné využití. V praxi jsou
data dále zpracovávána, snahou je získat skryté souvislosti a poznatky, které mohou být konkurenční
výhodou podniku v jejich podnikatelské oblasti a zvyšovat tím profit podniku [4]. Proces odhalování
skrytých závislostí v původně nestrukturovaných datech se nazývá dolování znalostí z dat.
V současnosti  se  problematikou  zpracování  dat  zabývá  nejen  akademická  sféra,  ale  růst
významu zpracovaných dat se objevuje i v komerční sféře. V souvislosti s významem zpracování dat
v komerční sféře roste i význam vývoje vlastních podnikových informačních systémů. Důvodem je
nutnost  společností  uchovávat  informace  interní  (o svých  zaměstnancích,  ziscích,  službách  či
výrobcích), ale i externí (o dodavatelích, ale zejména pak o svých zákaznicích a jejich chování).
Posledním příkladem z praxe [4], kde se nasazuje proces dolování znalostí z dat a je zároveň
aktuálním trendem v informačním světě, jsou sémantické weby. Obecně služby webu jsou využívány
dnes a denně na celém světě. Data na klasické webové stránce bývají často nestrukturovaná, proto je
nasazován proces zpracování dat pomocí dolování znalostí, za pomocí kterého jsou webové služby
lépe strukturovány, standardizovány a nabízejí větší přínos společnosti. Hovoříme pak o sémantickém
webu, který se stává evolučním stupněm ke klasickému.
Tato  bakalářská  práce  se  zabývá  zpracováním,  zejména  detekcí  anomálií,  v temporálních
datech  (konkrétně  meteorologických  záznamech  pro  jednotlivé  státy  světa).  Úkolem  je  využít
některých technik zabývajících se dolováním znalostí  z dat  pro konkrétní datový vzorek a pomocí
implementovaných  algoritmů  seznámit  čtenáře  s problematikou  čištění  dat,  hledání  závislostí
a nesrovnalostí. Detekování nesrovnalostí v datech je jedna ze skupin technik spadající do několikrát
zmiňovaného procesu dolování znalostí z dat.
Pod  neobvyklou  událostí  si  konkrétně  v meteorologických  datech  můžeme  představit
nečekanou  změnu  teploty  (ochlazení,  oteplení)  v jednom  dni  v porovnání  s  teplotami  v okolních
dnech – například v měsíci červnu v České republice nečekaný propad teploty na cca 10 °C při jinak
průměrné denní  červencové teplotě  okolo 20 °C.  Jiným typem neobvyklé  události  může být  celá
skupina teplot v nějakém časovém úseku, která v porovnání s teplotami ve stejném časovém úseku
v minulých letech vykazuje odlišné chování – například celý měsíc květen se může díky zvýšeným
teplotám o několik stupňů oproti předchozím pěti letem stát neobvyklou událostí.
Smysl  detekovat  neobvyklé  události  v meteorologických  datech  je  v očištění  už  dříve
naměřených dat  o tyto události,  čímž lze umožnit  vzniku přesnějších vstupních dat  pro predikční
modely předpovídání budoucího počasí.
Cílem  práce  je  prostudovat,  navrhnout,  implementovat  a  zhodnotit  aplikaci,  která  bude
obsahovat  vybrané  detekční  algoritmy  pro  detekci  anomálií  v konkrétních  temporálních  datech
(meteorologických datech států z celého světa).
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1.1 Struktura práce
Práce je rozdělena do dvou logických celků.  První  dvě kapitoly se zabývají  teoretickou stránkou
problematiky  detekce  anomálií.  Je  zde  stručně  popsán  proces  dolování  znalostí  z dat  a základní
přístupy  technik,  které  do  procesu  spadají.  V následující  teoretické  kapitole  je  vysvětlen  pojem
anomálie  a  jsou  vysvětleny  tří  základní  typy  anomálií,  které  budeme  detekovat  v  získaných
temporálních  datech.  Dále  jsou  zde  podrobněji  popsány  myšlenky  (vzorce,  principy)  zvolených
detekčních algoritmů. Kapitola je zakončena popisem dat použitých v této práci.
Druhá  část  práce  je  praktická  a je  rozdělena  do  pěti  kapitol.  Čtvrtá  kapitola  se  zabývá
požadavky  kladenými  na  aplikaci,  která  obsahuje  jednotlivé  moduly  pro  detekci  a analýzu  dat.
Zároveň je zde proveden její návrh na základě stanovených požadavků. Na čtvrtou kapitolu navazují
dvě kapitoly popisující implementační záležitosti – způsob uložení dat,  implementaci jednotlivých
detekčních algoritmů. V šesté kapitole je také popsána vizualizace výsledků a implementace všech
algoritmů.
Stěžejní kapitolou je pak kapitola sedmá, která ukazuje výsledky algoritmů (jejich vizualizaci)
na vybraných temporálních (meteorologických)  datech.  Kapitola  je doplněna diskuzí  o  získaných
výsledcích,  grafickým materiálem apod.  V poslední,  osmé kapitole,  je  provedena celková diskuze
a shrnutí  procesu  detekce  anomálií  v  temporálních  datech.  Jsou  zde  naznačeny možnosti  dalšího
zkoumání závislostí a nesrovnalostí v získaných datech pro tuto práci.
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2 Dolování znalostí z dat
Součástí práce je teoretický popis principů z problematiky detekování anomálií v datech.
Práce se zabývá zpracováním temporálních dat, konkrétně problematikou detekování odlehlých
hodnot  (dále  jen  anomálií)  v  meteorologických  datech.  Techniky  detekce  a  zpracování  (filtrace)
anomálií  jsou součástí  procesu dolování  informací  z dat  (z angl.  data mining),  proto zde stručně
představíme celý proces a některé základní techniky.
Dolování znalostí z dat bývá zařazováno do odvětví  matematické informatiky, obecně ale jde
spíše o interdisciplinární vědní oblast, neboť v sobě zahrnuje poznatky z mnoha vědních disciplín. 
Dolování znalostí z dat bývá označováno někdy jako tzv. vytěžování dat a jedná se o proces
získávání  určitých  informací  z dat,  například  již  zmíněné  vyhledávání  anomálií,  sledování
a zjišťování určitých trendů a závislostí v datech atd. 
Hlavním cílem celého procesu je získat z původních vstupních dat strukturované informace pro
jejich další  využití  (komerční  i  vědecké).  Využití  a  aplikace dolování  znalostí  z dat  je celá řada.
Jmenujme například marketing (zpracování dat o zákaznících a jejich nákupech, analýza typického
nákupního chování spotřebitele apod.), pojišťovnictví (zpracování registračních pojistek, pojistných
podvodů), státní správu (získávání a zpracovávání informací o občanech, celní informace, sociální
a důchodové podpory a další). Na základě získaných informací lze provádět rozhodnutí, například
z analýzy chování  zákazníka lze  připravit  cílenou reklamu působící  na  daný segment  koncových
spotřebitelů.
Proces získávání znalostí z dat má obvykle následující fáze [22]:
1. Analýza a pochopení  dat  – pochopení  struktury dat  (obvykle  vstupních souborů),  zjištění
základních charakteristik a chování objektů v datech.
2. Extrakce dat – fáze převodu dat ze vstupních souborů do struktury pro dolování znalostí z dat
(typicky tabulky dat v databázovém systému, případně multidimenzionální kostky v datovém
skladu).  Trendem  dnešní  doby  je  tvorba  datových  skladů  (z  angl.  datawarehouse)
a zpracování dat technologií OLAP.
3. Vyčištění dat  – ve třetí fázi dochází k odstranění šumu z dat, jejich očištění od případných
duplicit  nebo  špatných  záznamů (záznamy s mnoha  chybějícími  hodnotami  atributů).  Do
procesu čištění dat je zahrnována i úprava a správa hodnot atributů dat, například jednotné
používání formátu pro datum, nahrazení chybějících atributů za průměrnou hodnotu (jde-li
vhodně stanovit).
4. Samotný proces dolování z dat – v této fázi se pracuje s předpřipravenými daty uloženými ve
vhodné data miningové struktuře pro analýzy. Metod,  jak dolovat  znalosti  z dat,  je  velké
množství.  Některé třídy metod si popíšeme dále v této kapitole. Důležité je,  že jednotlivé
metody  lze  využít  na  úkoly, které  řeší  zdánlivě  jinou  doménovou  oblast.  Volba  správné
metody je také úkolem této fáze.
5. Interpretace  výsledků  –  závěrečná,  nejdůležitější  fáze,  která  hodnotí  získané  informace
z předchozí  fáze.  Obvykle  jsou  výstupy  zpracovávány  do  reportů,  které  mohou  být
poskytnuty vrcholovému managementu ke strategickému rozhodování společnosti v případě
komerční sféry, nebo k publikaci článku a knih v případě akademické sféry.
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2.1 Metody dolování znalostí z dat
Existuje velké množství metod (technik, tříd algoritmů, postupů) dolování znalostí z dat využívajících
poznatky  z umělé  inteligence,  matematiky  (zejména  statistiky),  strojového  učení,  (výpočetní)
informatiky aj. Zde představíme pět tříd algoritmů [13, 18, 22]:
• Klasifikační techniky – jde o techniky, které získané informace a poznatky uplatňují na nově
vstupující  data  do  dolovacího  modelu.  Typickým  příkladem  je  analýza  e-mailů,  kdy  na
základě znalosti podoby spamů (klíčová slova, struktura zprávy) jsou nově příchozí e-maily
klasifikovány na spamy a normální zprávy. Na základě prvotních dat, kterým se říká učící, je
konstruován tzv. klasifikátor. Tento klasifikátor se v první fázi naučí rozeznávat a klasifikovat
učící  data.  Zjištěné závislosti  pak uplatňuje ve druhé fázi  na testovacích datech,  resp.  na
reálných  datech.  Druhé  fázi  se  říká  testovací.  Zástupci  klasifikačních  technik  jsou
rozhodovací stromy (například C5.0, Chart rozhodovací strom), neuronové sítě (sem řadíme
ty neuronové sítě, které ke své funkčnosti využívají učení s učitelem, tj. například klasická
vícevrstvá neuronová síť), bayesovský naivní klasifikátor (proces učení je založen na výpočtu
pravděpodobnosti příslušnosti dat do nějaké kategorie, k výpočtu se využívá Bayesova vzorce
pracující s aposteriorní pravděpodobnosti jevu - odtud název klasifikátoru).
• Regresní techniky – úkolem technik je konstruovat (popsat) křivku, která popisuje (prokládá)
model dat s co nejmenší chybou. Proložené křivce se říká regresní křivka. Regresní křivka
popisuje vzájemný vztah mezi atributy v datech. Nejjednodušší regresní technikou je lineární
regrese, při které dochází k prokládání přímkou. Při lineární regresi je úkolem nalézt vektor
neznámých  koeficientů β i tak,  aby  závislá  proměnná y byla  stanovena  s nejmenší
chybou  pomocí  nezávislých x i proměnných  ( y=∑i=0
n
β i xi ). Chybou  obvykle
myslíme vzdálenost  bodu,  představující  údaj  dat,  od zkonstruované křivky. Nejjednodušší
technika je prokládání přímky metodou nejmenších čtverců.
• Shlukovací (segmentační) techniky –  myšlenka technik je založena na seskupování objektů
v datech do shluků na základě nějaké podobnosti (podobných hodnot atributů, stejné nebo
podobné  chování  dat).  Příkladem segmentace  může  být  rozdělení  spotřebitelů  do  skupin
(shluků) na základě typického obsahu jejich nákupního košíku. Zástupci shlukovacích technik
jsou například DBSCAN algoritmus, EM algoritmus využívající maximálně věrohodnostních
funkcí k odhadu pravděpodobnosti příslušnosti objektu do nějaké skupiny dat aj.
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• Analýza asociací – algoritmy založené na asociacích hledají v datech závislosti a souvislosti
pomocí tzv. asociačních pravidel. Jedná se o pravidla tvaru  X⇒Y , kde X se nazývá
předchůdce  (antecedent)  a Y důsledek  (konsekvent).  Předchůdce X musí  být  splněn,
aby mohl nastat důsledek Y . Jedním z algoritmů pro konstrukci asociačních pravidel z dat
je  Apriori  algoritmus,  který  funguje  iterativním  způsobem.  Klasickým  využitím  analýzy
asociací je opět známý příklad s nákupními košíky. Zajímá nás, zda existuje závislost mezi
výskytem zboží v jednom nákupním košíku (např. zda se často objevují uzeniny se zeleninou
v jednom nákupu a kolik takových nákupů existuje celkem). Na základě zjištěných závislostí
lze  analyzovat  nákupní  chování  spotřebitelů  a manažer  může  rozhodnout  dle  analýzy
o přeuspořádání zboží v obchodě (tj. umístění často vyskytovaných kombinací v nákupních
košících v sobě blízkých regálech).
• Detekce anomálií – technikami, které detekují odchylky a extrémy v datech, se zabývá tato
práce a proto zde zmíníme pouze známé zástupce této třídy algoritmů – SVM (Support Vector
Machine) algoritmus, kNN algoritmus pracující s nejbližšími sousedy, techniky založené na
teorii informace (využití informační entropie), algoritmy využívající ke klasifikaci a predikci
neuronovou síť.
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3 Detekce anomálií
V kapitole definujeme pojmy anomálie a detekční algoritmus, dále popíšeme základní typy anomálií
a představíme některé z detekčních algoritmů. Detailněji  popíšeme myšlenky algoritmů, které jsou
dále implementovány.
3.1 Anomálie
Autor článku [5] definuje anomálii jako objekt (vzorek, údaj) v datech, který vykazuje nestandardní
chování oproti všeobecnému očekávání. V literatuře se také můžeme setkat s pojmy odlehlá hodnota
(outlier), odchylka, abnormalita, které jsou ekvivalenty pro pojem anomálie. V této práci se budeme
držet termínu anomálie, resp. anomalita. Ostatní data budeme označovat pak za normální, mají pro
nás očekávané chování.
Detekčním  algoritmem  pak  rozumíme  techniku,  metodu  či  algoritmus,  který  umí  roztřídit
vstupní data na anomálie a normální, tj. detekuje anomálie. Algoritmů existuje velká řada a  lze je dělit
podle mnoha kritérií. Některé z nich zmíníme dále v práci.
Je dobré rozlišovat pojem anomálie od šumu v datech [3]. Šum v datech může být způsoben
nekvalitním měřením, zanesením chyby do dat. Anomálie v datech je často důsledek jevu (chování),
který byl proveden s nějakým záměrem. Například anomálie v datech nesoucí informaci o provozu na
počítačové síti představují chybné pakety v důsledku záměrného odposlouchávání na síti apod. Šum
by vznikl například opakovaným posíláním paketu při slabém signálu na koncovém klientovi.
V datech lze detekovat různé druhy anomálií. Pro účel naší práce má smysl dělit anomálie do
tří  hlavních  skupin  [5].  Tyto  skupiny jsou:  bodové  anomálie,  kolektivní  anomálie  a kontextuální
anomálie.
3.1.1 Bodové anomálie
O bodové anomálii  mluvíme, pokud se v datech objevuje objekt,  který je izolovaný od ostatních
objektů.  Bodových  anomálií  v datech  samozřejmě  může  být  více,  důležité  je,  že  jsou  na  sobě
nezávislé, vznikly v důsledku různého chování, které nemá společný kontext (původ).
Grafické znázornění bodové anomálie je uvedeno na obrázku 1. Za normální data považujeme
všechny objekty ve shlucích N1 a N2. Osamocené body O1 a O2 jsou zmiňované bodové anomálie.
Naopak  skupina  objektů  ve  shluku  O3 není  považována  za  bodový  typ  anomálie,  neboť  dle
uspořádání dat se nejedná o jejich nezávislý výskyt.
8
Obrázek 1: Bodové anomálie, převzat z [5]
3.1.2 Kolektivní anomálie
Pod touto anomálií si lze představit skupinu objektů, kde každý objekt sám o sobě není anomálií
(například  bodovou),  ale  jako  skupina  vytváří  nestandardní  chování  v datech  –  je  anomální  [5].
Poznamenejme, že kolektivních skupin anomálií může být v jednom datovém souboru více.  Pojem
kontextu si vysvětlíme pomocí grafu na následujícím obrázku.
Na  obrázku 2,  vyjadřující  srdeční  tep,  můžeme  vidět  ukázku  kolektivní  anomálie  mezi
hodnotami 1000 až 1500. Kontextem zde je pravidelná periodická fáze v srdečním tepu. Právě mezi
hodnotami  1000  až  1500  je  rozeznatelná  nepravidelnost  vůči  pevné  periodě.  Nepravidelnost
způsobuje více hodnot, proto hovoříme o kolektivní anomálii a ne pouze o bodové.
Obrázek 2: Kolektivní anomálie, převzat z [5]
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3.1.3 Kontextuální anomálie
Jedná se o datový objekt, který se stává anomálií pouze tehdy, pokud známe kontext (smysl, obsah,
pozadí) vstupních dat a v tomto kontextu se jeví objekt nestandardně. Klasickým příkladem jsou data
týkající  se  počasí,  kterými  se  zabývá  i  tato  práce.  Kontext  je  zde  znalost,  že  například  v České
republice je typické počasí v létě kolem -10 °C  nereálné, naopak stejná hodnota -10 °C v zimních
měsících anomální zcela jistě není [5 s.8].
Popsaný příklad je dále znázorněn i graficky. Na obrázku 3 je uveden graf průměrné teploty
v průběhu dvanácti  vybraných měsíců.  Všimněme si  shodných teplot  t1 a t2 v měsících  prosinec
a červen. V porovnání s ostatními stejnými měsíci můžeme konstatovat,  že teplota  t1 v prosinci je
normální,  naopak teplota  t2 v červnu je velmi nestandardní. S vysokou pravděpodobností můžeme
prohlásit,  že  hodnota  t2 je  kontextuální  anomálie.  Kontextem  je  zde  znalost  průměrných  teplot
v průběhu více let.
Obrázek 3: Kontextuální anomálie, převzat z [5]
Na problém detekce  kontextuálních  anomálií  mohou být  v  některých  případech převedeny
ostatní detekční algoritmy. K tomuto může dojít v případě, že je respektován kontext dat. Pokud tato
situace nastane, může být problém detekce bodových nebo kolektivních anomálií převeden na detekci
kontextuálních anomálií [5 s.9].  Výhodou převodu na detekci kontextuálních anomálií je především
snazší implementace algoritmů zaměřených na kontext dat oproti algoritmům kolektivním.
3.2 Detekční algoritmy
Existuje velké množství algoritmů, které nějakým způsobem detekují anomálie v datech, případně
objektům dat  přiřazují  skóre,  dle  kterého lze  data dále klasifikovat  do tříd  – anomálie,  normální
objekt. Pokusíme se dále provést základní dělení algoritmů do několika kategorií.
Prvním kritériem pro dělení detekčních algoritmů je podmínka vlastnit trénovací data. Učícími
daty rozumíme rozšířený vstupní soubor dat, který navíc obsahuje označení (tzv. label) u některých
záznamů (objektů), zda objekt je anomálie nebo normální. Dle jejich existence rozlišujeme tzv. učení
s učitelem  (supervised)  a  učení  bez  učitele  (unsupervised  learning).  Označení,  zda  se  jedná  o
anomálii,  nemusí  být  přiřazeno  u  všech  objektů  v datech,  pak  mluvíme  o  tzv.  částečném  učení
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s učitelem (semisupervised learning). Typickými zástupci učení s učitelem jsou klasifikační techniky
(neuronové a bayesovské sítě, SVM, rozhodovací stromy apod.).
O jednotlivých objektech v datech, využívaných v naší práci, nevíme informace o anomalitě.
Lze tedy dále pracovat pouze s algoritmy spadajícími do skupiny technik učení bez učitele.
Klasické  dělení  algoritmů  je  podle  typu  anomálie,  kterou  je  potřeba  v datech  detekovat.
Rozlišujeme tedy detekční algoritmy pro bodové, kontextuální a kolektivní anomálie. V uvedeném
pořadí roste obtížnost technik.
Ostatní  dělení  detekčních  algoritmů  se  v  literatuře  liší.  Standardní  dělení  je,  dle  použité
metodiky pro detekci, na algoritmy využívající znalost o sousedech (vzdálenosti k sousedům, okolní
hustotě),  shlucích dat, statistickém chování dat (například pravděpodobnostní rozložení dat),  teorii
informace v datech.
Dále se zaměříme na popis algoritmů zvolených pro implementaci a ověření.
3.2.1 Algoritmus založený na sousedech – kNN algoritmus
Nejprve představíme první algoritmus pro detekci bodových anomálií v datech.
Ke své funkčnosti algoritmus potřebuje znalost přirozeného čísla  k  (hodnota musí být menší
než celkový počet dat). Každému objektu vstupních dat je přiřazeno skóre, které vyjadřuje míru jeho
anomálnosti [23, 9].
Skóre S (A) zkoumaného  objektu A v kNN  algoritmu  je  dáno  jako  suma  všech
vzdáleností  od bodu  A ke  všem jeho  k-nejbližším bodům,  které bývají  nazýváný jako  k-nejbližší
sousedé.  Pro  výpočet  vzdáleností  je  nutné  zvolit  některou  z metrik,  nejčastěji  bývá  vybrána
Euklidovská a Manhattanská metrika, které udávají následující dva vzorce:
 Euklidovská metrika vzdálenosti bodů X, Y: ME(X ,Y )=√∑i=1n (xi− y i)2 ,
 Manhattanská metrika vzdálenosti bodů X, Y: MM (X ,Y )=∑i=1
n
|x i− y i|
2  .
Ve  výše  zmíněných  vzorcích  vyjadřují x i  a y i jednotlivé  atributy  faktů  a  X,Y  jsou
jednotlivé body.
Skóre lze tedy obecně zapsat: S (A)=∑
X∈N A
M (A , X ) ,  kde N A značí  množinu sousedů
v závislosti na parametru k a M značí obecnou metriku.
Algoritmus vrací  vektor  hodnot S (A) pro všechny body vstupních dat.  Zřejmě anomálie
musí mít tuto hodnotu vyšší než normální data. Pro určení hodnot, které jsou anomální, je potřeba
stanovit detekční mez. Volba meze je závislá na charakteru dat, typicky je stanovena jako určité horní
procento z největších hodnot S (A) .
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3.2.2 Odhad kudly (Jackknife approach)
Další  algoritmus  lze  opět  řadit  do  skupiny detekčních  algoritmů pro  hledání  bodových anomálií
v datech.
Technika  pro  bod  (teplotu) Fi hledá  odhad  jeho  hodnoty  na  základě  znalosti  hodnot
předchozích bodů ze vstupních dat. Jedná se o neparametrickou techniku, tedy na vstupní data nejsou
kladeny (nejsou známy) žádné podmínky o chování (například pravděpodobnostní rozložení hodnot).
Algoritmus  určí  v první  fázi  průměr  a rozptyl  v datech.  Hodnota  průměru  pro  bod Fi je
počítána  ze  všech  vstupních  dat  kromě  právě  zkoumaného  bodu,  tj.  průměr  určíme  jako
mean(Fi)=
F1+...+F i−1+F i+1+...+Fn
n−1
, kde n  je velikost datové sady.
V další  fázi  vypočteme  rozptyl variance (Fi) ze  znalosti  průměru  a hodnot  všech  bodů
pomocí vzorce: variance (F i)=
1
n∑i ( f i−mean( f i))
2
.
Autoři techniky [10] nestanovují, jak konstruovat model, na základě kterého určíme, který bod
je anomálií a který je normální. Algoritmus je nyní nastaven tak, že pokud bod Fi leží v intervalu
mean(F i)±√variance(F i) ,  jedná  se  s největší  pravděpodobností  o normální  bod  (teplotu).
Pokud bod do intervalu nespadá, označíme ho za anomálii.
3.2.3 Algoritmy založené na hustotě (density based)
Poslední  představený algoritmus detekující  bodové anomálie  je  založený na počítání  tzv. hustoty
okolí.
Algoritmus je myšlenkově podobný předchozím dvěma zmíněným. Opět je počítáno skóre pro
všechny body vstupních dat a jako v kNN algoritmu je na závěr vybráno procento bodů, které jsou
označeny za anomálie z důvodu vysokého/nízkého skóre [20].
Skóre bodu zde představuje hustotu jeho okolí, odtud název algoritmu. Hustotu bodu HO
vyjadřuje následující vzorec: HO=
p
π r2
, kde p je počet bodů v okolí daného poloměrem r .
Pod hodnotou hustoty si můžeme představit, kolik jiných bodů se vyskytuje v určité blízkosti
zkoumaného bodu. Lze očekávat, že anomální body mají ve svém okolí méně bodů (sousedů) než
normální body. Z toho plyne, že obvykle anomální body mají nižší hodnotu hustoty než normální
body.
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Obrázek 4: Hustota v okolí bodu
Na obrázku  4 můžeme vidět,  jak se  mění  hodnota  hustoty okolí  v  závislosti  na  zvoleném
poloměru r . Dva uvedené poloměry jsou znázorněny pro černý bod. Hodnotu hustoty okolí zde
představuje počet zelených bodů v daném okolí (kruhu).
3.2.4 Algoritmy založené na kontextu
Detekce kontextuální anomálie se dá rozdělit na několik kroků:
1. nalezení kontextu,
2. použití konvenční metody pro detekci anomálie.
Bod číslo jedna je závislý na charakteru (povaze) vstupních dat, se kterými chceme pracovat.
Pro hledání kontextuálních anomálií obvykle rozlišujeme čtyři základní charaktery dat [5].
• Prostorová – data jsou popsána atributy, které vyjadřují určitou pozici v prostoru.
• Grafová – data tohoto typu vytváří graf, kde uzly jsou jednotlivé objekty a spojnice mezi nimi
popisují kontext. Příkladem může být chování uživatelů na internetu, kde uzly představují
uživatele a webové služby a hrany jednotlivé přístupy uživatelů na tyto služby [19].
• Sekvenční – jednotlivá data tohoto charakteru jsou uspořádána do posloupnosti  bodů, kde
kontext je dán příslušnou pozicí v posloupnosti dat.
• Profilová – často nelze data popsat vhodnou sekvenční, nebo prostorovou strukturou, ale lze
je rozdělit do několika skupin na základě jejich atributů. Taková data se potom analyzují v
rámci skupiny, neboť kontext je dán právě atributy jedné skupiny. Typickým příkladem je
segmentace zákazníků do skupin podle jejich nákupního chování.
V datech této práce se setkáváme se sekvenčním charakterem údajů, kde kontextem je znalost
hodnot teplot z okolních dnů přes všechny roky. Bližší popis dat je uveden dále v práci.
V případě druhého bodu je zde možné využít například výše popisované algoritmy z oblasti
detekce bodových anomálií.
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3.2.5 Algoritmy založené na kolekci bodů
Detekovat  kolektivní  anomálie  v datech  je  obtížnější  než  předchozí  zmiňované  typy  z důvodu
nutnosti  znalosti  vztahu mezi  objekty dat  a celkovým charakterem tohoto typu anomálie (několik
vzájemně propojených objektů).
Algoritmy pro detekci kolektivních anomálií lze dle [15] dělit podle charakteru vstupních dat
následujícím způsobem:
• časové řady – přímá detekce anomálií v časové řadě (direct detection time series outliers),
detekce  anomálií  v podposloupnosti  údajů  (subsequences  outlier),  detekce  pomocí  oken
(window based detection time series outlier),
• datové toky (streams) – algoritmy založené na vzdálenostech,  model předpovědí  anomálií
(evolving prediction model),
• distribuovaná data – prostorové sledování dat (spatial sensor data),
• prostorovo-časová data – detekce pomocí trajektorií (trajectory detection outlier),
• síťová data – grafy podobností anomálií (graph similarity outliers).
Dále  se  zaměříme  na  algoritmy  pro  časové  řady,  které  odpovídají  našim  získaným
meteorologickým údajům. Algoritmy pracují  na myšlence vytvořit  shluky (shlukovací  prostor)  ve
vstupních datech, definovat podobnostní funkci mezi jednotlivými shluky a na základě definované
funkce určit skóre anomálnosti. Nejčastěji se objektům dat přiřazuje skóre dané vzdálenosti objektu
od středu shluku, do kterého náleží.
Pro  detekci  lze  využít  SVM  algoritmus,  samoorganizující  se  mapy  (SOM,  speciální  typ
neuronových sítí)  nebo Markovovy řetězce.  Všechny zmíněné  techniky  patří  do  skupiny technik
s učením bez učitele.
3.3 Dostupné sady temporálních dat
Pojmem temporální data označujeme datový soubor (sadu), kde každý objekt dat je závislý na čase
[1].  Typickými  příklady temporálních  sad  jsou  například  sesbírané  údaje  o přístupu  uživatelů  na
server, meteorologická data aj. V naší práci se budeme zabývat meteorologickými údaji sesbíranými
z různých stanic po celém světě.
Meteorologická  data  se  zejména  získávají  měřením  a pozorováním  na  meteorologických
a aerologických stanicích pomocí radiolokačního nebo družicového měření.
Další  datovou  doménou  temporálních  dat  je  ekonomická  oblast,  kde  jsou  analyzovány
ekonomické ukazatele (HDP, inflace, míra nezaměstnanosti  aj.)  v průběhu několika let za účelem
vysvětlení  vývoje ekonomické situace v daném státě  (ve světě).  Uveďme si  například dostupnou
datovou sadu „HDP na obyvatele“, kterou lze získat v [2]. V sadě je vidět vývoj HDP v průběhu let.
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3.3.1 Vybraná datová sada
Data  byla  získána  z  [12]  a  [11]  v  podobě  datových  souborů,  jejichž  formát  si  podrobněji  nyní
popíšeme.
Datová sada je vydávána organizací National Climatic Data Center. Jedná se o data sbíraná ze
zemského povrchu. Data pokrývají oblast od roku 1931 do současnosti.
Nadefinujeme  pojem  fakt,  který  používáme  dále  v práci.  Faktem  rozumíme  informaci
o naměřené veličině vztažené ke konkrétnímu datu, například teplota 4 °C dne 15. 11. 1987 je fakt. Ve
vizualizaci fakt představuje jeden bod grafu. Anomálií pak také rozumíme příslušné fakty.
Data jsou dostupná v plain-textu, hodnoty jsou odděleny mezerami.  Na prvním řádku je vždy
uvedena „hlavička“ popisující data, kterou zachycuje následující řádek:
STN--- WBAN YEARMODA TEMP DEWP SLP STP VISIB WDSP MXSPD GUST MAX MIN PRCP SNDP 
FRSHTT
Z vybrané datové sady si uvedeme několik atributů a ty si představíme:
• TEMP - Průměrná teplota (stupně Fahrenheita) – dle zvyklostí v České republice pracujeme
dále s převedenými teplotami ve stupních Celsia (analogicky i u dalších faktů),
• SLP – Průměrný tlak na hladině moře (mb),
• STP – Průměrný tlak (mb),
• VISIB – Průměrná viditelnost (míle),
• WDSP – Průměrná rychlost větru (uzly),
• MAX – Maximální naměřená teplota v průběhu dne (stupně Fahrenheita),
• MIN – Minimální naměřená teplota v průběhu dne (stupně Fahrenheita).
Ke každému průměrovanému faktu je uváděn počet hodnot, ze kterých byl průměr počítán.
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4 Návrh aplikace pro detekci anomálií
Kapitola popisuje požadavky kladené na aplikaci, na základě nichž je vytvořen návrh a architektura
celé aplikace. Součástí návrhu je i popis funkčnosti jednotlivých modulů.
4.1 Požadavky
Základním požadavkem  kladeným na  aplikaci,  zpracovávající  detekci  anomálií,  je  její  následná
rozšiřitelnost,  například  možnost  zpracování  různých  formátů  dat,  přidání  dalších  detekčních
algoritmů  apod.  Z tohoto  důvodu  je  v návrhu architektury  aplikace  využito  několika  návrhových
vzorů, které budou popsány dále.
Druhý požadavek na aplikaci je zaměření implementovaných algoritmů. Dříve jsme rozdělili
anomálie na bodové, kontextuální a kolektivní. Aplikace by měla obsahovat implementaci detekčních
algoritmů pro všechny tři uvedené typy anomálií.
4.2 Návrh
Jak bylo zmíněno v předchozí sekci, při návrhu bylo využito několika návrhových vzorů.
Prvním návrhovým vzorem je pozorovatel (Observer), který slouží k vizualizaci dat a výstupů
algoritmů. Jeho použití umožňuje zapnout obecně n různých způsobů výstupů najednou. Pozorovatel
se zaregistruje u zdroje událostí (algoritmu) a čeká na nové události - nová fakta, vyskytlé anomálie či
modelové hodnoty.
Dalším návrhovým vzorem, použitým v architektuře aplikace, je vzor strategie (Strategy). Vzor
strategie  zase  umožňuje  použití  různých  algoritmů  pro  vyhledávání  anomálií.  Strategie  definuje
rozhraní a chování algoritmů, nezáleží nám pak na konkrétní implementaci algoritmu. Využitím vzoru
lze například rozšířit detekci anomálií o streamingová data.
Na obrázku 5 je uveden diagram tříd, který znázorňuje všechny třídy zahrnuté v aplikaci.
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Obrázek 5: Návrh tříd
Základem celého návrhu aplikace je  třída  MAD::base.  Definuje  základní  metody pro práci
s objekty. Z této hlavní třídy dědí ostatní třídy z důvodu zachování kompatibility některých operací.
Důležitou operací třídy MAD::base je metoda equal(), která porovnává návratové hodnoty
metody oid(). Metoda oid() vrací unikátní identifikátor objektu.
Pro každý účel (získávání dat, detekce anomálie a zobrazení výsledků) je vytvořena abstraktní
třída  (MAD::algorithm::abstract,  MAD::view::abstract a  MAD::source::abstract).  Zmíněné  třídy
definují  rozhraní  jednotlivých  částí  programu tak,  aby  bylo  možné  rozšiřovat  aplikaci,  jak  jsme
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1
*
1
0..1
1
0..1 1
*
MAD::algorithm::abstract
+ run()
+ register($event : string, $listener : MAD::callback)
+ _trigger($event : string, $data : $)
MAD::algorithm::point::densityBased
+ run()
MAD::algorithm::point::distanceBased
+ run()
MAD::algorithm::point::jackKinfeEstimate
+ run()
MAD::base
+ equal(§to : base) : bool
+ clone(deep : bool) : $
+ oid() : int
+ _init(§params : $)
+ new(%params : %)
MAD::callback
+ call($params : $)
+ register($function : sub)
MAD::measure
MAD::source::abstract
+ _from($from : int) : int
+ _to($to : int) : int
+ interval($from : $, $to : $)
+ stn(int : number) : int
+ get_years() : @
+ get_next_measure() : MAD::measure
MAD::source::db
+ db() : $
+ interval()
+ new_operation($from : int, $to : int)
+ _get_data()
+ get_next_measure() : MAD::measure
MAD::view::abstract
+ end()
MAD::view::chartClicker
+ end()
MAD::view::plot
+ end()
MAD.pm
+ source() : MAD::source::abstract
+ algorithm() : MAD::algorithm::abstract
+ view()
MAD::view::term
+ end()
MAD::algorithm::contextual::contextModel
+ run()
MAD::algorithm::collective::collective
+ run()
požadovali v úvodu této kapitoly (tj.  rozšiřitelnost  o možnost dalších zdrojů dat,  algoritmů a nebo
způsobů vizualizace výsledků jednotlivých algoritmů).
Popíšeme nyní detailněji účel a funkčnost jednotlivých tříd.
• MAD::measure je třída, která reprezentuje právě jeden fakt (v našem případě hodnotu teploty
k danému datu).
• MAD je  řídící  třídou  celého  programu.  Třída  se  stará  o  načtení  konfigurace,  instanciaci
potřebných  tříd  a  spuštění  algoritmů.  Zde  je  důležitá  metoda  source(),  která  se  stará  o
inicializaci zdroje dat a metoda algorithm(), která inicializuje zvolený algoritmus.
• Třídy podstromu MAD::view jsou třídy starající se o zobrazení výsledků. Rozhraní (interface)
je  definováno  abstraktní  třídou  MAD::view::abstract.  Každá  třída  z  podstromu  musí
implementovat metodu end(), která je volána po ukončení běhu algoritmu.
• Třídy  podstromu  MAD::source představují  zdroje  dat.  Implementována  byla  pouze  třída
MAD::source::db,  která  získává  informace  o  faktech  z  databáze.  Každý  zdroj  dat  musí
implementovat metodu  get_next_measure(), která vrací vždy chronologicky seřazený právě
jeden nový fakt.  Dále musí implementovat  metodu  get_years(),  která vrací chronologicky
seřazený  seznam  roků,  které  jsou  dostupné  pro  danou  stanici.  Tato  funkce  se  používá
například při budování modelu kontextuálního algoritmu.
• Třídy z části  MAD::algorithm se starají o vyhledávání anomálií  v datech. Třídy jsou dále
rozděleny  do  částí  MAD::algorithm::point,  MAD::algorithm::colective,
MAD::algorithm::contextual. Každá část se zabývá konkrétním typem algoritmu pro detekci
anomálií. Každý algoritmus musí implementovat metodu run(), ve které proběhne celý běh
algoritmu. Algoritmus by měl také používat  metodu  _trigger(),  která se stará o propagaci
událostí k pozorovatelům. Událostmi zde myslíme například získání nového faktu, nalezení
anomálie   nebo  vypočítání  modelové  hodnoty  v  kontextuálním  algoritmu.  Registrace
pozorovatelů se provádí pomocí metody register.
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5 Implementace aplikace pro detekci 
anomálií
Tato  kapitola  navazuje  na  předchozí  kapitolu  s návrhem  aplikace.  Zde  si  uvedeme  použité
technologie,  představíme  databázové  schéma  pro  uložení  získaných  meteorologických  údajů,
popíšeme vizualizaci výstupů algoritmů a závěrem zmíníme implementační problémy.
5.1 Použité technologie
Aplikace  je  implementována  ve  skriptovacím  jazyce  Perl  [17].  Velkou  výhodou  jazyka  je  přes
133 000 volně dostupných modulů třetích stran na CPAN [8]. V implementaci je využito několika
modulů1, jmenujme například:
• GD::Graph [21]
◦ Jednoduchý  modul,  který  umožňuje  jednoduché  zobrazení  výsledků  (faktů)  pomocí
grafu. Je použit v modulu  MAD::view::plot. V průběhu implementace bylo zjištěno, že
modul není dostatečný pro komplexnější zobrazování,  příkladem může být nemožnost
zobrazení modelu kontextuálního algoritmu.
• Chart::Clicker [6]
◦ Komplexnější modul s více možnostmi předzpracování a zobrazení dat, který je nakonec
použit  při  implementaci  jako  hlavní  modul  pro  zobrazování  dat.  Modulu  je  využito
v MAD::view::chartClicker.
• DBI [16]
◦ DBI je  modul  používaný  pro  spojení  s  databází,  jeho  použití  je  v modulu
MAD::source::db.
Další  výhodou  je  dostupnost  Perlu  pod  GNU  licencí,  díky  které  hovoříme  o  svobodném
softwaru. Jazyk lze využít na malé i rozsáhlé projekty.
Volba  jazyka  Perl  je  především  z důvodů  zkušeností  autora  práce  s tímto  jazykem,  jeho
efektivitou  při  programování  a  rychlosti.  Jazyk  navíc  umožňuje  procedurální,  funkcionální
i objektově orientované programování, čehož je při implementaci využito.
Pro uložení  získaných dat  ze souborů s informacemi o počasí  je využito databáze MySQL
verze 5.5.35 [14]. Vývoj aplikace probíhal pod operačním systém Linux.
Projekt  byl  vyvíjen  a  otestován na  stabilní  verzi  Perlu,  konkrétně 5.18.2.  Pro zprovoznění
aplikace je doporučována minimálně tato verze.
1 V jazyce Perl se třídám říká modul, budeme se tohoto značení držet i dále v textu.
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5.2 Způsob uložení dat
Dříve jsme popsali formát vstupních nezpracovaných dat. Jednotlivá fakta z datových souborů byla
převedena a uložena do MySQL databáze. Data jsou uložena do jedné tabulky, která má následující
formát:
Sloupec Typ Popis
ID INT Unikátní číslo v rámci tabulky
STN INT Unikátní číslo stanice
WBAN INT Historické číslo používané úřadem pro meteorologii, námořnictvem
a vzdušnými silami americké vlády
YEARMOD INT Datum ve formátu „YYYYMMDD“
YEAR INT Rok
MONTH INT Měsíc
DAY INT Den
TEMP DECIMAL Průměrná teplota
TEMP_C INT Počet měření teploty
Tabulka 1: Popis uložení dat v databázi
Protože je v tabulce uloženo více než 130 milionů záznamů, bylo potřeba z důvodu rychlosti
vytvořit několik indexů. Jedná se o následující:
• Index nad sloupci STN a YEARMOD
◦ Index byl použit pro vyhledávání dat  pro stanice a upřesnění intervalu.
• Index nad sloupcem YEAR
◦ Index je využit pro vyhledávání roků pro určité algoritmy.
5.3 Vizualizace
Z důvodů snazší a uživateli srozumitelnější interpretace výstupů implementovaných algoritmů jsou
veškeré výsledky vizualizovány. Implementováno je zobrazení výsledků pomocí grafů a výpisu na
terminálu.  Byly  implementovány  3  způsoby  zobrazení  a  to  MAD::view::term,  MAD::view::plot
a MAD::view::chartClicker.
Základem  vizualizace  je  modul  MAD::view::abstract.  Tento  modul  definuje  rozhraní  pro
komunikaci s ostatními moduly. Při návrhu modulu a způsobu zobrazení bylo použito návrhového
vzoru pozorovatel (Observer). Toto přináší jednodušší rozšiřitelnost, kterou lze pozorovat v ukázce 1,
kde je ukázána registrace obslužných činností  na různé události  algoritmu (získání  nového faktu,
vypočítání modelové hodnoty v určitém bodě, nebo nalezení anomálie). Použitý přístup umožňuje
využít možnosti zobrazení dat více způsoby najednou.
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$self->_param('MAD')->algorithm()->register('new_fact', new MAD::callback(-
plot=>$self)->register(sub {my($self,$fact)=@_; $self->{-plot}-
>add_measure($fact);}));
$self->_param('MAD')->algorithm()->register('abnormality_found', new 
MAD::callback(-plot=>$self)->register(sub { my($self,$anomaly)=@_; $self->{-plot}-
>add_anomaly($anomaly)}));
$self->_param('MAD')->algorithm()->register('model_measure', new MAD::callback(-
plot=>$self)->register(sub { my($self,$anomaly)=@_; $self->{-plot}-
>add_model_measure($anomaly)}));
Ukázka 1: Registrace event listenerů
Popíšeme moduly použité k implementaci vizualizace. Jedná se o následující tři:
Modul MAD::view::term je modul, který zobrazuje anomálie na terminál. Vypisuje detekované
anomálie jednotlivě na řádek spolu se zjištěnou teplotou. 
Modul MAD::view::plot byl první vyvinutý modul pro zobrazení anomálií v grafu. V průběhu
implementace  dalších  algoritmů  bylo  zjištěno,  že  tento  modul  není  dostatečný  pro  naše  účely.
Knihovny, které používá,  neumí zobrazit  více druhů grafů v jednom kompletním grafu.  Z tohoto
důvodu je implementován modul MAD::view::chartClicker.
Modul  MAD::view::chartClicker je nejpokročilejší modul ze všech implementovaných. Umí
zobrazit i modelové hodnoty a jejich odchylku do jednoho grafu. Všechny grafy výsledků uvedených
v této práci byly vytvořeny za použití tohoto modulu.
5.4 Konfigurace
Výše popsané algoritmy potřebují ke své funkčnosti vstupní parametry, například časový úsek pro
vybudování modelu v detekčním algoritmu kontextuálních anomálií, (procentuální) limit pro výběr
bodových anomálií a další. Některá nastavení se zadávají jako parametry programu, ostatní pomocí
konfiguračního souboru. Nastavení, předávaná jako parametry programu, jsou ta, u kterých se počítá, 
že budou měněna často. Jedná se například o volbu algoritmu nebo vybraný časový interval.
Konfigurační  soubor  je  popsán  pomocí  perlového  zápisu.  Na  následující  ukázce  je  vidět
jednoduchý konfigurační soubor. Z ukázky je vidět nastavení zdroje dat na MAD::source::db, což je
zdroj  z databáze  a  jeho  konfigurace.  Dále  je  možné  vidět  nastavení  zobrazení  pomocí  modulu
MAD::view::chartClicker. Toto nastavení je v poli, aby bylo možné zapnout více způsobů zobrazení.
Dále je v konfiguračním souboru index „algorithm_config“, který obstarává kompletní nastavení pro
daný algoritmus. Hodnotou tohoto klíče je hash, jehož klíče jsou názvy algoritmů a hodnoty jejich
nastavení. Pro ukázku je uvedeno nastavení algoritmu point::jackKnifeEstimate.
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Jak již bylo zmíněno,  některé parametry se také předávají  jako parametry programu. Takto
předáván je  například interval  zkoumaného úseku.  Interval  se  předává parametry -f a  -t.  Dále  je
pomocí parametru -a předáván algoritmus, který je použit.
5.5 Implementační problémy
V průběhu implementace vizualizace bylo zjištěno, že používaný modul není dostatečný pro naše
účely.  Například  nebylo  možné  vykreslit  v  rámci  jednoho  výstupu  více  typů  grafů  (bodové
a spojnicové). Toto bylo řešeno volbou nového grafického modulu.
Dále bylo potřeba řešit předávání parametrů metodám aplikace, které byly původně zadávány
z příkazové řádky. Z důvodu velkého počtu parametrů (přihlašovací jméno do databáze, heslo, host
a jiné) byla zvolena cesta centrálního konfiguračního souboru, který jsme popsali výše.
Další problém nastal při vyhledávání dat v databázi, kdy docházelo k dlouhým prodlevám při
výběru dat. Toto bylo způsobeno velkým počtem záznamů v databázi (několik milionů). Proto byly
nad daty vytvořeny indexy nad nejčastěji prohledávanými sloupci. 
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{
source=> {
module=>'MAD::source::db',
params=> {
host=>'192.168.1.10', user=>'anomaly',
pass=>'XXXXXX', db=>'anomaly', driver=>'mysql'
}
},
view=> [ {
module=>'MAD::view::chartClicker',
config=> { file=>'sp', extension=>'png' }
},
],
algorithm_config=> { 
'point::jackKnifeEstimate'=> { deviation_coeficient=>0.4}
}
}
Ukázka 2: Konfigurační soubor
6 Implementace detekčních algoritmů
Kapitola se zabývá implementací navržených algoritmů, které jsou vybrány s ohledem na požadavek
v kapitole 4.  Jsou  zde  prezentovány  ukázky  implementace  detekčních  algoritmů  pro  bodové,
kolektivní i kontextuální anomálie.
6.1 Detekce bodových anomálií
Obecně platí, že detekování bodových anomálií v datech patří mezi nejjednodušší techniky. Proto je
tato oblast  hojně rozvíjena a zkoumána v různých datových doménách.  Jako zástupce pro detekci
podezřelých  hodnot  v našich  datech  jsme  si  vybrali  tři  metody,  které  využívají  znalost  polohy
okolních faktů.
6.1.1 Odhad kudly (Jackknife Estimate)
Algoritmus  pomocí  znalosti  polohy  faktů  (bodů)  v kolekci  vstupních  dat  vypočítává  odhad  pro
následující fakt. Popíšeme jednoduchý výpočet tohoto odhadu.  Z kolekce bodů je vypočítán jejich
průměr (je vynechán právě zkoumaný bod) a je vypočítána odchylka. Poté je zkoumáno, zda bod
spadá do rozsahu průměr ± odchylka. Popsaný výpočet je znázorněn v ukázce  3. Jsou zde popsány
dvě funkce pro výpočet průměru (funkce MEAN) a rozptylu (funkce VARIANCE). Na konci ukázky je
vidět samotná detekce anomálií. V ukázce je znázorněna i podmínka v obou zmiňovaných funkcích,
která zaručuje, aby nebyly průměry počítány z aktuálně zkoumaného faktu.
MEAN ( fact, facts ):
VAR tmp = 0
FOR x IN facts
NEXT IF fact == x
tmp += x
RETURN ( tmp – fact ) / facts.size
VARIANCE ( fact , facts ):
VAR tmp = 0
FOR x IN facts
NEXT IF fact == x
tmp += ( x - MEAN( fact, facts ) )^2
RETURN tmp – fact
FOR fact IN facts
IF SQRT (VARIANCE( fact, facts ) )*coeficient <= ABS ( MEAN( fact, facts ))
FOUND_ANOMALY( fact )
Ukázka 3: Výpočet odchylky a detekce anomálie
23
6.1.2 Algoritmus založený na sousedech (Distance Based)
Hlavní část celé detekce anomálií tvoří vypočítání kompletní vzdálenosti bodu od ostatních. Výpočet
je realizován v ukázce 4. V poli  facts jsou všechna fakta, která máme dostupná. Pro jednoduchost
a názornost  jsou  výsledky  uloženy  do  pole,  které  lze  najít  pod  klíčem  v asociativním  poli,  kde
indexem  je  kompletní  vzdálenost  bodů.  Indexy  jsou  po  té  použity  pro  rychlé  detekování
nejvzdálenějších n bodů. Toto lze nalézt v další ukázce.
V ukázce 5 je realizována samotná detekce anomálií. Zde bylo několik možností,  jak zjistit
posledních n hodnot. Nakonec byl zvolen algoritmus, který prochází výsledné vzdálenosti od největší
a vybere  prvních  anomalies_count anomálií.  Pokud  je  anomálií  se  stejnou  vzdáleností  více  než
celkem hledaných anomálií, není za anomálii považována ani jedna. Uveďme si předchozí formulaci
na konkrétním příkladu: Hledáme 5 anomálií. Fakta máme seřazena sestupně dle vzdálenosti od jejich
nejbližších  sousedů.  S hodnotou  největší  vzdáleností  máme  6  faktů.  V tomto  případě  by  nebylo
možné jednoznačně vybrat 5 anomálií z 6 faktů. Algoritmus tedy nenahlásí ani jednu anomálii a je
ukončen.
FOR fact IN facts
VAR sum = 0
FOR fact_2 IN facts
sum += ABS( fact - fact_2 )
SET_DISTANCE_FOR( fact, sum )
Ukázka 4: Výpočet vzdálenosti od ostatních bodů
VAR anomalies_count = limit * facts.size
FOR distance IN SORT_DESC ( distances )
LAST IF ( anomalies_count < 0 )
LAST IF ( facts_of_distance > distace.facts.size )
anomalies_count -= distace.facts.size
FOR i IN distace.facts
FOUND_ANOMALY( i )
Ukázka 5: Seřazení anomálií a vybrání anomálií
6.1.3 Algoritmus založený na hustotě (Density Based)
Algoritmus je založený na počítání tzv. Hustoty nejbližšího okolí daného faktu (bodu). V ukázce 6 je
prohledáváno nejbližší okolí bodu, které je dáno maximální vzdáleností od bodu. Je tedy prohledáván
každý bod, a pokud je jeho vzdálenost menší než limit, potom je připočítán do hustoty okolí.
V ukázce 7 je poté procházeno pole všech hustot od nejmenší po největší. Pokud ještě existují
anomálie,  které  nebyly vypsány, tak je  vyvolána událost  o  nalezení  anomálie.  Jestliže  má danou
hustotu  více  bodů  než  je  hledaných  anomálií,  není  za  anomálii  považován  ani  jeden.  Postup
vyhodnocení anomálií je podrobněji popsán na konci předchozí sekce.
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FOR fact IN facts
VAR density = 0
FOR fact_2 IN facts
VAR distance = ABS( fact - fact_2 )
IF distance < distance_limit
density += 1
SET_DENSITY_FOR( fact, density )
Ukázka 6: Prohledávání okolí bodu
VAR anomalies_count = limit * facts.size
FOR density IN SORT_ASC ( densities )
anomalies_count -= density.facts.size
LAST IF ( anomalies_count < 0 )
FOR i IN  distace.facts
FOUND_ANOMALY( i )
Ukázka 7: Seřazení hustot a detekce anomálií
6.2 Implementace detekce kontextuálních 
anomálií
Nejprve je nutné vytvořit „model“ z dat. Model je vytvořen na základě dat z minulých let. Algoritmus
umožňuje budovat model iterativně. Tento přístup budování je výhodnější než neiterativní, protože
jsou již v modelových datech odhaleny anomálie, které již nejsou zahrnuty do další iterace budování
modelu, proto je výsledný model přesnější. Algoritmus umožňuje volbu vyhlazení modelu pomocí
průměrování  v rámci  dní.  Volbu  lze  zadat  v  konfiguračním  souboru  parametrem  „mean_days“.
Vyhlazováním zde  myslíme proces,  při  kterém je  vypočítán  průměr  z  aktuální  hodnoty a hodnot
okolních dní.
Budování  modelu  je  prováděno  z dat  v  určitém rozsahu  let.  Tato  data  jsou  zprůměrována
a případně  vyhlazena.  Pokud  je  model  budován  iterativně,  je  při  druhém  a dalším  budování
kontrolováno, zda se jedná o anomálii, nebo nikoliv. Pokud je bod vyhodnocen jako anomálie, již
není pro budování modelu využit. Tímto je možné dosáhnout přesnějších výsledků.
Proces budování modelu je popsán v ukázce 8. Na začátku je ukázka funkce modelu, konkrétně
přidání  nové hodnoty. Dále  je  vidět  dopočítání  modelu  z hodnot  (funkce  MODEL::COUNT).  Na
konci ukázky je vidět možné iterativní stavění modelu a budování modelu z různých let.
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MODEL::ADD ( measure ) :
this.temp[measure.date] += measure.temperature
this.mean[measure.date] += measure.temperature*measure.temperature
this.counter[measure.date]++;
MODEL::COUNT () :
FOR day IN this.temp
this.temp[day] = this.temp[day] / this.counter[day]
this.mean[day] += SQRT ( this.mean[day] / this.counter[day] – 
this.temp[day] * this.temp[day] )
MODEL model, tmp
FOR i IN iterations
FOR year IN model_years
FOR measure IN year.measures
IF ( ! IS_ANOMALY ( measure ) )
tmp.ADD ( measure ) //přidá do modelu hodnotu
tmp.COUNT () // dopočítá model
IF ( mean_days )
tmp.MEAN_DAYS()
model = tmp // prohození modelů
Ukázka 8: Budování modelu
6.3 Implementace algoritmu detekce kolektivních
anomálií
Jak jsme zmiňovali  v teoretické části  práce,  navržený algoritmus spadá do  kategorie  predikčních
detekčních algoritmů. Vycházíme z toho, že vývoj teplot za delší časový úsek se standardně pohybuje
pořád ve stejném rozmezí,  tj. pokud by data neobsahovala anomálie, křivky vývoje teplot by pro
všechny dostupné roky měly přibližně stejné chování.
Navržený  algoritmus  buduje  model,  který  se  snaží  porovnat  křivky  vývoje  teplot  přes
stanovený časový úsek.  Popíšeme toto  budování  podrobněji  v následující  ukázce.  V algoritmu se
vytváří vztah mezi teplotou v prvním dnu a ostatními dny (rozdíl hodnot faktů) přes všechny roky.
Model pak obsahuje dvě křivky, kde první křivka jsou minima a druhá maxima ze zjištěných rozdílů
teplot. Nejprve jsou vyhledány primární anomálie. Primárními anomáliemi rozumíme body, které leží
mimo rozsah daný těmito křivkami.  Dále je  hledána sekvence  x dnů (parametr  „sequence_days“
algoritmu),  která  obsahuje  více  nebo  stejně  primárních  anomálií,  než  je  parametr
„anomalies_in_sequence“. Tyto sekvence jsou poté celé vyhodnoceny jako kolektivní anomálie.
Všimněme si, že bylo využito tvrzení ze sekce 3.1.3, které říká, že je možné převést problém
detekce kolektivní anomálie na detekci anomálie kontextuální. Pro meteorologická data rozdíl mezi
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kontextuálním a kolektivním algoritmem splývá.  Počasí  ovlivňuje  spousta  faktorů,  tedy je velice
nepředvídatelné, a proto nejsme schopni vybudovat přesný model, který by počasí popisoval, jako je
tomu například u srdečního tepu.
MODEL::ADD ( measure , i) :
if ( i == 1 )
this.first = measure.temperature
VAR diff = measure.temperature – this.first
if ( diff < this.min[measure.date] )
this.min[measure.date] = diff
if ( diff > this.max[measure.date] )
this.max[measure.date] = diff
MODEL::IS_ANOMALY ( measure , i ) :
if ( I == 1 )
this.first_m = measure.temperature
VAR diff = measure.temperature – this.first_m
if ( diff < his.min[measure.date] OR diff > this.max[measure.date])
return 1
else
return 0
MODEL model
FOR year IN model_years
VAR counter = 1
FOR measure IN year.measures
model.ADD ( measure, counter ++ ) //přidá do modelu hodnotu
tmp.COUNT () // dopočítá model
Ukázka 9: Budování modelu
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7 Experimentální ověření a porovnání
Závěrečná  kapitola  ukazuje  výsledky  představených  detekčních  algoritmů  na  dvou  ukázkových
datových sadách.  První  ukázková  sada  byla  vybrána  tak,  aby  pokryla  oblast,  o které  víme,  jaké
hodnoty jsou v daném období normální. Druhá sada byla vybrána z oblasti, ve které je ve vybraném
časovém úseku očekávána anomálie. Vybrali jsme následující datové sady:
• Česká republika z dat ze začátku roku 2014 – model je budován dle let 1955 až 2010.
• Japonsko – Fukušima v době povodní v roce 2011 – model je budován z let 1955 až 2010.
Výsledky  jsou  rozděleny  podle  typu  detekované  anomálie,  tedy  na  vyhledávání  bodových,
kontextuálních a případně kolektivních anomálií.
7.1 Výsledky dat z Brna ze začátku roku 2014
Jako první představíme výsledky dříve představených algoritmů na detekci anomálií na datech z Brna
ze začátku roku 2014.
Červeně znázorněné body na grafech jsou anomálie, modré body jsou pak normální teploty. Na
svislé ose jsou hodnoty teploty ve stupních Celsia, na vodorovné potom jednotlivé dny od 1. 1. 2014
do 10. 3. 2014.
7.1.1 Výsledky pro bodové anomálie
Následující  tři  obrázky znázorňují výsledky detekovaných bodových anomálií  pro meteorologická
data naměřená v Brně v roce 2014.
Obrázek 6: Výsledek algoritmu založeného na vzdálenosti
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Obrázek 7: Výsledek algoritmu založeného na hustotě
Obrázek 8: Výsledek algoritmu odhad kudly
Z výsledných grafů vidíme, že všechny 3 algoritmy vrací stejné bodové anomálie. Jedná se
o hodnoty s nízkou teplotou na konci měsíce ledna. Vzhledem k tomu, že myšlenky algoritmů pro
detekci bodových anomálií jsou podobné, není zjištěný závěr překvapivý.
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7.1.2 Výsledky pro kontextuální anomálie
Další čtyři grafy znázorňují výsledek detekce na stejném časovém úseku jako u bodových anomálií.
Každý graf znázorňuje stejnou datovou sadu, ale liší se nastavením algoritmu, tedy počtem iterací
a volbou vyhlazení.
Barevné značení  bodů je  ponecháno stejné.  Zde je  navíc  graf  vždy doplněn o vybudovaný
model, který jsme popsali podrobněji v kapitole 6. Modrá křivka znázorňuje vypočítaný průměr ze
znalosti teplot předchozích let. Zelené křivky pak ukazují hranici stanoveného rozsahu, do kterého
spadají  normální  data.  Tedy  data  (teploty)  ležící  mimo část  vymezenou  zelenými  křivkami  jsou
hledané anomálie.
Obrázek 9: Výsledek bez vyhlazení bez iterace budování modelu
Obrázek 10: Výsledek bez vyhlazení s 2 iteracemi
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Obrázek 11: Výsledek bez iterace s průměrováním 4 dnů
Obrázek 12: Výsledek s dvěma iteracemi a vyhlazením 4 dnů
Na výsledcích  můžeme vidět  velkou změnu v modelu  po  několika  iteracích.  Po  provedení
několika iterací a následném vyhlazení dat již zmizí původní rozptyl hodnot a algoritmus již není
schopen  správně  rozdělit  data  na  anomální  a normální.  Tato  situace  nastane  proto,  že  při
vícenásobném budování modelu je čím dál více modelových hodnot vyhodnocováno jako anomálie.
Ukazuje  se,  že  je  vhodné  nastavit  počet  iterací  na  hodnotu  1  a  počet  dnů  potřebných
k vyhlazení křivky na přibližně 4 okolní dny.
31
7.1.3 Výsledky pro kolektivní anomálie
Barevné  označení  bodů  je  standardní,  spodní  zelená  křivka  vykresluje  minimální  hodnoty
modelu a horní maximální hodnoty modelu.
Z grafu vidíme, že algoritmus nenalezl žádné kolektivní anomálie, což vzhledem k vykreslené
křivce metod bylo očekávané, neboť se zde vyskytují ojedinělé extrémní hodnoty.
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Obrázek 13: Výsledek při hledání sekvence 8 dnů s alespoň pěti anomáliemi
7.2 Výsledky z Fukušimy z roku 2011
Data z Fukušimy byla vybrána z důvodu očekávané anomálie v podobě změny teploty v průběhu
března  roku  2011.  Dne  11. 3. 2011 došlo  v Tichém  oceánu  v hloubce  24  kilometrů  pod  mořem
k silnému zemětřesení o síle 9 Richterovy stupnice. Toto zemětřesení způsobilo posun Japonského
ostrova o 2,4 metru a propadu části ostrova o 0,6 metru, což umožnilo proniknutí vzniklé tsunami
dále do vnitrozemí  [7]. Lze očekávat, že takové přírodní katastrofy (sopečná činnost, tsunami nebo
tornáda) vyvolávají teplotní rozdíly. Tento jev bychom rádi potvrdili vybranými algoritmy.
7.2.1 Výsledky pro bodové anomálie
Obrázek 14: Výsledek algoritmu založeného na vzdálenosti  
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Obrázek 15: Výsledek algoritmu založeného na hustotě
Obrázek 16: Výsledek algoritmu odhad kudly
Výsledky  bodových  algoritmů  nejsou  příliš  vypovídající,  neboť  jak  můžeme  vidět  na  grafech,
průměrná teplota v tomto období výrazně stoupá. V případě detekce námi předpokládané anomálie je
potřeba znát příslušný kontext v datech (změna počasí oproti předchozím rokům), což algoritmy pro
detekci bodových anomálií nejsou schopny zachytit.
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7.2.2 Výsledky detekce kontextuálních anomálií
Následující  dva grafy uvádí  výstup pro kontextuální  detekční  algoritmus.  V prvním případě bylo
vyhlazení vypnuto a ve druhém bylo vyhlazení nastaveno na 4 okolní dny. Iterace byly vyřazeny z
důvodu velkého zkreslení modelu.
Obrázek 17: Výsledek bez vyhlazení a bez iterace budování modelu
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Obrázek 18: Výsledek bez iterace s průměrováním 4 dnů
Z  výsledků  můžeme  vidět,  jak  vlna  tsunami,  která  narazila  na  pobřeží  Japonska  dne
11. 3. 2014, ovlivnila počasí v následujících dnech. Největší propad v teplotě je vidět po pěti dnech.
Toto lze pravděpodobně odůvodnit vlivem povodní, které postupně ochlazovaly teplotu na pevnině.
Vhodné by bylo ověřit tuto domněnku na jiných událostech vyvolaných přírodní katastrofou.
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7.2.3 Výsledky pro kolektivní anomálie
Obrázek 19: Výsledek při hledání sekvence 8 dnů s alespoň pěti anomáliemi
Z výsledků kolektivních anomálií můžeme vidět, že se shodují s kontextuálními anomáliemi.
Došlo zde k nalezení sekvence deseti  dnů (11. 3. 2011 až 20. 3. 2011),  která je vyhodnocena jako
kolektivní anomálie.
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8 Zhodnocení úspěšnosti algoritmů
Poslední  kapitola  se  zabývá  diskuzí  zhodnocení  úspěšností  implementovaných  algoritmů  nad
meteorologickými daty. Poznamenejme, že algoritmy byly spuštěny pro názornost pouze nad dvojicí
vstupních souborů, tedy dále diskutované výsledky jsou přirozeně zkreslené.
Protože  vstupní  data  neobsahovala  žádná  učící  data  (žádné  označení,  které  teploty  jsou
pravděpodobně anomální), nemůžeme vypočítat konkrétní hodnoty úspěšnosti, například standardní
hodnoty  specificity,  sensitivity  na  základě  znalosti  kategorizace  (klasifikace)  dat  do  skupin  TP
(pravdivé označení algoritmu bodu za anomálii), TF (nepravdivé označení za anomálii), TN (pravdivé
označení za normální) a FN (nepravdivé označení za normální).
Nejprve  uvedeme  informativní  tabulku,  která  shrnuje  algoritmy  a jejich  nutné  nastavení
k funkčnosti a základní myšlenku algoritmu:
Název algoritmu Typ Počet
parametrů
Myšlenka Průměrná doba
běhu na zvolené
sadě
kNN bodový 1 Výpočet vzdáleností od 
sousedů
0,09 s
Density Based bodový 2 Výpočet hustoty okolí 0,11 s
JackKnife bodový 1 Výpočet upraveného průměru 0,07 s
Collective kolektivní 5 Zjištění sekvence x dní, které se
nehodí k modelovým hodnotám
0.15s
Contextual kontextuální 5 Vybudování modelu 
z předchozích let
0,31 s
Tabulka 2: Shrnutí algoritmů
Algoritmy byly spuštěny na počítači s 8GB RAM a procesorem i5 560M. K databázi bylo
přistupování  přes  linku  1GB/s.  Další  tabulka  stručně  shrnuje  výhody  a  nevýhody  jednotlivých
algoritmů:
Algoritmus Výhody Nevýhody
kNN Jednoduchá implementace a myšlenka
Neodhalí chyby spojené s kontextem
Density Based Jednoduchá implementace
JackKnife Zpřesnění výpočtu průměru bez 
samotného zkoumaného faktu
Collective Kvalitně odhaluje data Dlouhý běh algoritmu
Contextual Kvalitně odhaluje data Může dojít ke zkreslení
Tabulka 3: Shruntí výhod a nevýhod algoritmů
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Na základě uvedených hodnot a diskuzí v obou dvou tabulkách můžeme shrnout následující
pozorování:
• Detekční  algoritmy pro bodové anomálie  vrací podobné výsledky – pravděpodobně dáno
podobnou myšlenkou, na které jsou jednotlivé algoritmy založeny.
• Výsledek  kontextuálního  algoritmu  je  závislý  na  zvoleném  počtu  iterací,  se  zvyšujícím
počtem iterací dochází ke zhoršení přesnosti algoritmu.
• Výsledek kontextuálního algoritmu dále ovlivňuje volba vyhlazení a ukazuje se, že lepších
výsledků je dosahováno v případě vyhlazení dat (volba přibližně 4 okolních dnů).
• Kolektivní  algoritmus  vrací  podobné  výsledky jako kontextuální  algoritmus,  což  je  dáno
povahou dat.
Jak jme zmínili  v sekci  7.2.2, bylo by vhodné ověřit  domněnku pomocí dalších detekčních
algoritmů, že přírodní katastrofy ovlivňují změnu počasí. Tato domněnka se nám potvrdila pro data
z Japonska.  Uvedený  výsledek  vracel  správně  kolektivní  i  kontextuální  algoritmus.  K  potvrzení
domněnky můžeme ale využít i jiné získané sady, například údaje o sopečné činnosti na Filipínách.
8.1 Diskuze rozšíření aplikace
Během implementace a na základě získaných výsledků vznikly další podněty na rozšíření stávající
aplikace. Rozšíření by mohlo být provedeno následujícími způsoby:
• Implementace nového zdroje dat – bylo by vhodné implementovat přístup k webovým  datům
nebo přístup k souborům.
• Vyzkoušet algoritmy založené na jiné myšlence, například neuronové sítě, klasifikace pomocí
SVM algoritmu a jiné.
• Zahrnout  prostorové  informace  o stanicích  do  detekce  anomálií.  Zde  by  bylo  zajímavé
sledovat, zda v okolních stanicích byly nalezeny podobné anomálie a sledovat jejich průběh
v prostoru (zda se anomálie nepřesouvá).
• Rozšíření  detekce o další  atributy dat,  například vlhkost  vzduchu,  atmosférický tlak nebo
viditelnost.
• Vytvoření  učících dat  na základě výsledků již  ověřených algoritmů a využít  jich na nové
algoritmy (například ze skupiny učení s učitelem), zejména klasifikační,  které jsou rychlé
i při velkých vstupních datech.
• Implementovat  automatizovanou  detekci  anomálií,  tj.  spuštění  více  algoritmů dohromady
a propojení jejich výstupů.
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9 Závěr
Cílem  práce  bylo  implementovat  aplikaci,  která  umožňuje  detekci  anomálií  ve  vybraných
temporálních  datech.  Tohoto  cíle  bylo  dosaženo  implementováním  aplikace  v jazyce  Perl,  která
obsahuje pět navržených algoritmů detekujících tři různé typy anomálií (bodových, kontextuálních
a kolektivních).
V teoretické částí jsme se seznámili se základy dolování znalostí z dat. Dále jsme se seznámili
s konkretní disciplínou – detekce anomálií. Zde jsme se dozvěděli o rozdělení algoritmů na bodové,
kolektivní  a kontextuální.  Dále  jsme prostudovali  a  popsali  tyto  typy algoritmů.  Z každého jsme
vybrali  reprezentativní  algoritmy  a  dopodrobna  nastudovali.  Za  zástupce  algoritmů  pro  detekci
bodových anomálií byly zvoleny algoritmy kNN, JackKnifeEstimate a algoritmus založený na hustotě
okolí.  Algoritmus  implementovaný  pro  detekci  kontextuálních  anomálií  se  řadí  do  predikčních
detekčních algoritmů. Je zde navrženo iterativní budování modelu, které popisuje chování normálních
dat  a tedy  detekuje  anomální.  Analogický  přístup  byl  zvolen  i v případě  detekce  kolektivních
anomálií.
Součástí  práce  je  experimentální  ověření  úspěšnosti  algoritmů na  meteorologických datech
z České republiky a Japonska (Fukušimy).
Ukazuje  se,  že  nejlépe použitelný algoritmus je  kontextuální,  který na vybraných vzorcích
nejpřesněji odhalil očekávané anomálie. Bodové algoritmy již tak úspěšné nejsou, protože nepočítají
s kontextem dat. Experiment dále zjistil, že trojice algoritmů pro detekci bodových anomálií vrací na
obou  ukázkách  dat  podobné  výsledky.  Kolektivní  algoritmus  odhalil  podobné  anomálie  jako
kontextuální, ale v případě ojedinělé anomálie (případ dat z České republiky) ji nenalezne.
Práce je doprovázena teoretickým výkladem zmíněných algoritmů a procesů dolování znalostí
z dat, který je uveden v prvních třech kapitolách.
Na  základě  získaných  poznatků  by  bylo  vhodné  aplikaci  rozšířit  o další  kontextuální
algoritmus, který by využíval i jiné atributy vstupních dat, například geografickou polohu stanic. Také
by bylo užitečné experimentálně potvrdit domněnku týkající se vlivu přírodních katastrof na teplotní
změny. Tímto  jsme se  zabývali  při  popisu  výsledků kontextuálního  a  kolektivního  algoritmu na
datech z Japonska.
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