Abstract-The paper addresses the problem of designing distributed observers for discrete linear time-invariant (LTI) systems with distributed sensor nodes subjected to bounded measurement noise. A solution is proposed in terms of a distributed LTI Luenberger observer, thus departing from common linear time-varying solutions rooted in consensusbased distributed estimation techniques, and dispensing with the need for the exchange of covariance matrices. It is shown, under the conditions of collective observability, strong connectivity of the sensor communication network, and invertibility of the state transition matrix, that the resulting observer yields ultimate boundedness of the estimation error. A design example is given where the asymptotic performance of the proposed observer is shown to be similar to that obtained using a timevarying distributed Kalman filtering approach.
I. INTRODUCTION

A. Motivation
Spawned by recent advances in wireless sensor networks and distributed sensing, there has been a flurry of activity on the topic of distributed state estimation, see for example [1] - [3] and the references therein. Distributed state estimation and control have a wide range of applications, from network localization to environmental monitoring and formation control of vehicles (see [4] - [6] for an introduction to these topics).
One of the most studied families of distributed estimation algorithms in discrete-time are distributed Kalman filters, which extend the theory of Kalman filtering to a distributed setting. Among the many references on this subject we cite [7] - [15] , see Section III. All methods developed so far for distributed estimation in a stochastic linear setting require that the estimation error covariances computed locally be exchanged among nodes, which increases the amount of data to be communicated. The issue of bandwidth efficiency is of paramount importance in practical applications, since lower bandwidth translates into lower energy consumption and therefore increased operational autonomy. Moreover, since in these methods the estimates have time-varying dynamics, it is difficult to obtain in hand convergence rates for the estimation errors.
The above two issues, the need to exchange covariances and the difficulty in computing guaranteed error convergence antonio@isr.ist.utl.pt rates, do not occur for distributed Luenberger observers, also named distributed linear time-invariant (LTI) observers, or distributed fixed gain observers, where the dynamics of the estimation errors are linear time-invariant, unlike Kalman filters for which the observer gains are typically time-varying. Distributed Luenberger observers have been the object of many recent studies [16] - [21] , described in detail in Section III. However, the methods developed so far require strong assumptions on the kind of dynamical systems considered, or the number of times that data are exchanged among nodes at each filter iteration. Furthermore, convergence of the estimates can only be guaranteed if the norm of the state transition matrix is below a certain value.
As of the writing of this paper, and to the best of the authors' knowledge only references [22] , [23] discuss LTI distributed observers that guarantee ultimate boundedness of the estimation error for any LTI discrete-time system satisfying only a collective observability property, as defined in Assumption A1. However, the methods proposed may suffer from shortcomings in terms of performance, as mentioned in Section III and clearly shown with the help of a simulation in Section V.
Borrowing from the theory in [10] , in this paper we present an alternative design for a distributed Luenberger observer with guaranteed stability, which requires only collective observability, with asymptotic behavior similar to [10] , as will be seen in Section V. However, in contrast with the method in [10] , since the observer proposed in this paper is time-invariant, there is no need to exchange covariances, thus reducing the communications bandwidth requirements and allowing for the computation of a guaranteed convergence rate for the estimation errors.
B. Paper structure
The paper is structured as follows. Section II formulates the problem of distributed observer design and describes the assumptions required. Section III provides a literature survey on distributed estimation. Section IV describes the new estimation algorithm proposed, the design method, and the main theorem of this paper on the ultimate boundedness of the estimation errors. In order to illustrate the performance of the algorithm proposed and compare it with that obtained with other methods described in the literature, Section V shows the results of the application of the estimation algorithms to an illustrative design example. Finally, Section VI contains the conclusions of the paper and describes topics that warrant further research.
C. Notation
Throughout this paper we will use the symbol ⊗ for the Kronecker product. 
II. PROBLEM DEFINITION
Consider the discrete autonomous dynamical system
where x t ∈ R n and w t ∈ R n denote the state vector and the state noise vector, respectively, at time step t, and A is a matrix of appropriate dimensions.
The state vector is observed by a set of sensor nodes N , with cardinality N = |N |. The measurement equation associated with the generic node i ∈ N is defined as
where y i t ∈ R mi and v i t ∈ R mi denote the observation vector and the observation noise vector, respectively, considered at time t, and C i is a matrix of appropriate dimensions. The overall network can be described by the pair (N , A) where A ⊆ N × N is the set of node pairs that denote the directed connections between the nodes. We let N i be the set of in-neighbors of i, i.e., N i := {j : (j, i) ∈ A}. Some basic assumptions on the observability of the system and the intensity of the disturbances follow.
Assumption A1
The system defined by (1)- (2) is collectively observable, i.e. the pair (A, C) is observable where
Note that we only assume global observability and not local observability, i.e. we do not assume that the pair (A, C i ) is observable for any i ∈ N .
Assumption A2 The state transition matrix A is invertible.
Remark As is shown in Appendix B of [22] , assumption A2 is mild.
Since in this paper we aim to guarantee ultimate boundedness of the estimation error, at every node we require the following assumption on the magnitude of the disturbances Assumption A3 The L 2 norm of the process and measurement noise satisfy
for some constants w > 0 and v i > 0, and t ∈ Z + . In this paper we consider a matrix Π, henceforth referred to as the consensus matrix, whose component (i, j) is equal to π i,j , where
The above matrix is assumed to satisfy the following standard assumption:
Assumption A5 The consensus matrix Π is stochastic and primitive 1 .
For strongly connected graphs, a matrix Π satisfying Assumption A5 can be generated simply by taking π i,j = 1/|N i |. Under assumptions A1-A5 this paper gives a solution for the problem of distributed state estimation using a distributed LTI observer, whereby each node reconstructs locally the state of the global system (1), asx i t , with the estimation error x t −x i t converging to an ultimate bound that is proportional to the magnitude of the disturbances
III. RELATED WORK
In what follows we give a very brief survey of the state of the art in distributed estimation. The reader is referred to [2] for a recent literature survey of this subject and to [1] for an overview of the technical details associated with consensus-based distributed estimation.
A. Distributed Kalman filtering
One of the standard methods in state estimation for linear systems is Kalman filtering, where the covariance of the state estimation error is computed at each time and the observer gain is computed based on this covariance. In the distributed setting, in general, the computation of an approximation of the estimation error covariance at each node involves the communication of the covariances among nodes.
A seminal work in distributed Kalman filtering is [7] . The key technique used involves writing the Kalman filter equations in information form, i.e. in terms of the inverse of the covariance matrix, termed the information matrix. The latter is then computed by averaging local information matrices and the global measurement is computed as the averaging of linear transformations of the local measurements.
Strong theoretical guarantees on the stability of the distributed consensus based Kalman filter, without requiring local observability or a large number of communications at each step, are available in [10] , where the authors summarize the different consensus-based approximations of a Kalman filter in a distributed setting: consensus on information, consensus on measurements, and an hybrid version.
Distributed Kalman filtering can be viewed as the process of fusing several estimators at each time step using a particular fusion method. A survey of different fusion rules which yield stable observers is given in [15] . Two fusion methods (denoted covariance and ellipsoidal intersection) that satisfy the stability condition are proposed.
It is worth mentioning that all the methods mentioned above involve, in one form or another, transmitting the covariance of the estimation error at each node. In order to avoid communicating covariances among nodes, to save bandwidth, one in naturally led to the use of distributed LTI observers, or distributed Luenberger observers.
B. LTI Observers
The concept of distributed Luenberger observers is developed in [22] , which provides a method to design stable distributed LTI observers under very mild assumptions, which are weaker than strong connectivity of the network. Specifically, defining the source components of a network as strongly connected subsets of the network with no incoming edges from the rest of the network, it is only required that all source components be collectively observable. Since in the above paper it is proposed that the gains of all the observers except one be chosen randomly, it is apparent that this method may not be competitive in terms of performance, as measured by the convergence rate and ultimate estimation error bound.
Another paper that deals with the general case of collectively observable systems is [23] , which gives a method to design stable distributed LTI observers. The method consists of decomposing the state for each sensor into observable and unobservable subspaces. This decomposition is done sequentially, i.e., sensor 2 only decomposes the unobservable sub-state of sensor 1 and so forth. Then, each sensor estimates only its observable sub-state and diffuses, with a consensus law, its estimated sub-state. This design method ensures that convergence occurs sequentially, in that since the observable sub-state of node i depends on the observable sub-states of nodes up to i − 1, the convergence of the estimation error at i depends on the convergence of the estimation errors up to that node. On the downside, the performance of this method depends on the ordering of the sensors during the design phase, and the selection of consensus weights heavily influences the performance. This method also requires a centralized design process, whereas in the method proposed here the design can be done in a distributed fashion in a finite number of steps.
The concept of distributed Luenberger observers is also developed in [16] , which studies observers with a scalar gain with guaranteed stability if the norm of the state transition matrix, A , is lower than or equal to some value greater than one. Following the same framework of [16] the authors in [18] , [21] provide variations of the distributed Kalman filter algorithms.
In order to design a distributed LTI observer which matches as close as possible the asymptotic performance of a distributed Kalman filter, in this paper we borrow from the estimation methodology and the theory in [10] . Our main contribution is a method to compute time invariant information matrices at each node that guarantee stability of the resulting distributed observer.
IV. MAIN RESULT A. Algorithm
In what follows, to simplify the notation, we will omit the time index t. For this purpose, for a time-varying vector x t , when omitting the time index t we will use the notation x + to refer to x t+1 . The algorithm proposed in this paper has the following form:
where Ω i , andΩ i are appropriately chosen positive definite matrices of size n × n, n is the size of the state x, and R i is a positive definite matrix of size m i × m i , where m i is the size of the measurement vector y i . This observer algorithm is similar to the distributed Kalman filter with consensus on information given in [10] . However, in the present we consider that the matrices Ω i andΩ i are fixed in time. The main problem that we address in this paper is how to compute the matrices Ω i andΩ i such that convergence guarantees are preserved. The design method is described in the next subsection.
B. Design
The design process is as follows. We first choose the parameter 0 <β < 1 and define the matrix
where
is the element i, j of matrix Π τ ,k := k + n where k is the primitivity index of Π, i.e. the lowest integer such that Π k is strictly positive, and n is the dimension of the state. It can be seen, from the collective observability property and the fact that Π k is strictly positive, thatΩ i is positive definite Given the above we may compute the matrixΩ i as
Finally Ω i is computed as
The motivation for this choice of matrices Ω i andΩ i is given in the proof of stability presented in the next subsection.
From equations (4), (5) and (6) one can observe that the design can be done in a distributed fashion ink steps. Since the observer is linear, each node is only required to store its own state estimate, and perform a finite number of multiplications and sums at each time of the order of nm i , where n is the dimension of the state and m i is the size of the measurement at sensor i.
In contrast with the design method of this work, the methods in [23] , [22] and [16] require the observers to be designed beforehand in a centralized fashion. Similarly to the method proposed in this paper, since those methods yield linear observers, they just require a finite number of operations at every step of the order of nm i . In [22] , one of the observers is also required to store and perform computations with an augmented state of the order of N , the number of sensors. It should also be noted that the method in [10] does not require an a priori design of the observers. However, it requires a matrix inversion at every time.
C. Main Theorem
We now present the main result of this paper.
Theorem 1 Consider the distributed LTI observer (3), with matrices Ω i , andΩ i computed as in (5)-(6). Given assumptions A1-A5, the estimation errorsx i − x, i ∈ N are ultimately bounded with ultimate bounds on x i −x , i ∈ N proportional to the bounds on the magnitude of the noise
Proof 1 We first consider the noiseless case
Defining the estimation error as η i :=x i −x it follows from (3) that
where the last equality is obtained using (6) , and the fact that Π is stochastic. It then follows that
where, in the last inequality, we used the fact that the system is collectively observable and π
Define the local component of the Lyapunov function
Using (5)- (6), Lemma 2 of [24] , and the fact that
where the inequality is interpreted element-wise. Since Π is stochastic, 1 is an eigenvalue and we can find its left eigenvalue p which satisfies
Since the Lyapunov function decreases at each step, we have that the estimation errors for the noiseless case converge to zero. From the fact that in the noiseless case the estimation error is stable, and that the error dynamics are linear timeinvariant with respect to the state, the process disturbance and the measurement noises of all the sensors, we have that the spectral radius of the state transition matrix is smaller than one. Therefore, from Assumption A3 and classical results on LTI systems (e.g. Theorem 9.6 of [25] ) one can compute an ultimate bound of the estimation error -using the solution to a generic non-homogeneous discrete-time linear time invariant system (given in Section 6.5 of [25] ) -that is proportional to w and v i , and the Theorem follows.
V. ILLUSTRATIVE EXAMPLE
In this section we illustrate the performance of the algorithm proposed in the paper through a design exercise. We also compare its performance against that obtained with other methods available in the literature, through simulations done in MATLAB. Namely, the scalar gain observer method of [16] (an algorithm that requires a bound on the L 2 norm of the state transition matrix), the distributed Kalman filter algorithm with consensus on information (and not on measurements) in [10] , the method in [22] and the method in [23] . In the algorithm proposed in this paper the parameter choice forβ was 0.7.
In order to assess the performance of the distributed algorithms, we will consider a distributed system of the form (1)- (2) with collective but not local observability where the eigenvalues of the state transition matrix can be assigned. We will consider a network of 11 nodes. The dynamical system considered has the state transition matrix defined as A := diag A i , with
for each i ∈ N , where φ i ranges uniformly from 0.01 π 2 at i = 1 to 0.1 π 2 at i = N and λ will be defined later. This state transition matrix represents a setting where we have a set of heterogeneous systems with decoupled dynamics, all having the same eigenvalues.
Let e i be a row vector with 1 at position i and zero at every other position. With this notation, the observation matrices are defined as
except at i = 1, where we replace i−1 by N , and at i = N , where we define C N := e NT ⊗ I 2 . This set of observation matrices translates to a setting where the heterogeneous systems with decoupled dynamics mentioned above have coupling in the measurements. It can be observed that with this choice of state transition and observation matrices we have collective observability but not local observability at each node, thus requiring the use of distributed observers to reconstruct the state.
The process and measurement noises are generated randomly with a Gaussian distribution. With this method of stochastic noise generation one cannot determine beforehand the noise bounds; however, at each realization the noise is bounded and we have that the estimation errors are ultimately bounded for stable observers. The covariances chosen for the noises were Q = 100I 2N for process noise and R i = 10 −4 I mi for the measurement noises. The initial state is also randomly generated with a Gaussian distribution with covariance P 0 = 10 10 I 2N . The matrix R i in (3) was set equal to the covariance of the measurement v i . The communication network considered was an undirected circular network, i.e. the neighbor set at each node is defined as N i := {i − 1, i + 1} except at node i = 1 where it is N i := {N, 2}, and at node i = N where it is
In what follows we will compare the different algorithms in terms of the norm of the global estimation, i.e. col x i − x . To remove the randomness effect of a single simulation run, we perform 50 runs and plot the average values. In the following plots we will present the results of the scalar gain observer in [16] in red, the distributed Kalman filter in [10] in green, the method in [22] in blue, the method in [23] in cyan, and the algorithm of this paper in magenta.
For reference we also plot the norm of the stacked state vector 1 ⊗ I 2N x = √ N x in black. The results for λ = 0.9 are shown in Figure 1 and the results for λ = 1.05 are shown in Figure 2 . Fig. 1 . Norms of global estimation errors for λ = 0.9. The results for the scalar gain observer in [16] are in red, for the distributed Kalman filter in [10] in green, for the method in [22] is in blue, for the method in [23] in cyan, for the algorithm of this paper is in magenta, and for the norm of the stacked state vector is in black. From Figure 1 one can observe that all estimators are stable. However, the observer in [22] has worse convergence rates and worse ultimate boundedness than that of the sacked state norm. This is not surprising since the observer gains in all of the nodes except one are assigned randomly. We can also notice that the ultimate bound of the estimation error of the observer proposed in this paper is slightly worse but close to the ultimate bound observed for the method in [10] . Figure 1 also shows a lower ultimate bound for the algorithm in [16] possibly due to the fact that in [16] , unlike the other works considered in the present paper, the measurements y i are exchanged at each time. One can also observe that the method in [23] has a faster convergence rate than all the other methods, except the one in [10] , however it yields a worse ultimate error norm than all the other methods except the method in [22] . Figure 2 shows that, since the norm of the state transition matrix is greater than the bound required for stability in [16] , the method in the latter paper yields an unstable observer, although with an increase rate lower than that of the stacked state. Also, as expected, the observer designed with the method in [22] is stable, but has a very low convergence rate when compared to the other stable methods. The method in this paper converges faster and achieves a smaller ultimate error than the method in [23] . Finally it must be stressed that the asymptotic performance of the method proposed in this paper is comparable to that achievable the method in [10] . Recall, however, that in [10] there is exchange information of the covariance matrices.
VI. CONCLUSION In this paper we provided a method to design a LTI observer with guaranteed stability, which departs from common linear time-varying solutions rooted in consensus-based distributed estimation techniques and does not require the exchange of covariance matrices. It was shown, under the conditions of collective observability, strong connectivity of the sensor communication network, and invertibility of the state transition matrix that the resulting observer yields ultimate boundedness of the estimation error. From the simulation results of an illustrative example we showed that the asymptotic performance of the proposed observer is similar to that of [10] .
A number of topics warrant future research. Namely, optimizing the selection of parameterβ, designing plug and play procedures for adding and removing sensors and, because we have a-priori known convergence rates, one can explore the use of progressive quantizers to exchange messages as in [26] .
