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Abstract
We present a study of the behaviour of metastable vortex states in mesoscopic super-
conductors. Our analysis relies on the London limit within which it is possible to derive
closed analytical expressions for the magnetic field and the Gibbs free energy. We consider
in particular the situation where the vortices are symmetrically distributed along a closed
ring. There, we obtain expressions for the confining Bean-Livingston barrier and for the mag-
netization which turns out to be paramagnetic away from thermodynamic equilibrium. At
low temperature, the barrier is high enough for this regime to be observable. We propose
also a local description of both thermodynamic and metastable states based on elementary
topological considerations; we find structural phase transitions of vortex patterns between
these metastable states and we calculate the corresponding critical fields.
PACS: 74.25.Ha, 74.60.Ec, 74.80.-g
1 Introduction
A significant amount of work has been recently devoted to the study of aluminum superconduct-
ing disks in a mesoscopic regime, in which the size of the sample is comparable with both the
coherence length ξ and the London penetration depth λ. In a first set of experiments [1] the mag-
netization of such systems was measured at thermodynamic equilibrium. Beyond the Meissner
state, a series of discontinuous jumps appear when the applied magnetic field is increased. This
behaviour corresponds to the entrance of individual quantized vortices in the sample. A quantita-
tive understanding of the phenomena involved can be achieved through a numerical study of the
Ginzburg-Landau equations [2, 3, 4, 5]. Analytical progress can be made if one considers special
limits of these equations (such as the linear limit [6], the London regime [7, 8] or the Bogomol’nyi
dual point [9]). In later experiments [10], it was noticed that when sweeping down the applied
field the sample exhibits a paramagnetic Meissner effect, i.e. it has a paramagnetic magnetiza-
tion. Such a behaviour previously found in high Tc superconductors [11] had been interpreted as
a special features of these materials. However, its occurrence in aluminum disks calls for a less
specific explanation which results from the role played by metastable states at temperatures well
below the critical temperature.
This work is devoted to the study of metastable states in a mesoscopic superconductor. We
shall investigate vortex patterns in the London regime, i.e. in the limit κ ≫ 1, where κ is the
Ginzburg-Landau parameter. Using known results [12] for the magnetization of an infinite cylinder
with a circular cross-section of radius R, we derive, in the mesoscopic regime, closed expressions
for the magnetic field and the free energy that are suitable for analytical calculations. They allow
to obtain the Bean-Livingston barrier and to calculate the series of matching fields (critical fields
corresponding to the entrance of the N -th vortex). The paramagnetic Meissner state can then be
explained using a simple scenario for the hysteretic behaviour of the magnetization, involving the
appearance and the disappearance of the surface barrier.
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Once the existence of metastable states established, a criterion to classify them is required.
The number of vortices is a simple topological number but it is not precise enough to distinguish
between all different type of states. Projection methods into eigenstates of the linearized the-
ory produce a set of integers that were proposed as classifying numbers to characterize a given
metastable vortex state [5] and that would generalize quantum numbers to a non-linear theory.
However, these numbers are non-generic and it is not obvious to relate them to the geometric
features of a given pattern. A more geometrical path will be followed here to present a topological
description of vortex patterns. Our study is based on an analogy between a configuration of vor-
tices and a dynamical system, obtained by interpreting the superconducting current as the local
(phase-space) velocity of a particle. The Hamiltonian of the associated dynamical system turns
out to be the magnetic field. We shall show that a configuration of vortices can be characterized
by the critical points of the magnetic field (or equivalently the points where the current vanishes).
The number of critical points of a given type (maxima, minima, saddle-points) will provide a nat-
ural set of topological invariant integers associated with a configuration. This geometrical analysis
reveals the existence of structural transitions between states with the same number of vortices:
indeed, the number and the nature of the critical points can vary abruptly when the applied field
exceeds some specific values, provoking topological phase transitions. For a simple polygonal con-
figuration of vortices, we calculate the corresponding transition fields. These topological changes
are in fact best visualized using a ‘dual’ description of a system of vortices, closely related to
the paramagnetic Meissner effect: there exists a special closed curve Γ, first introduced in [9],
which is everywhere orthogonal to the current lines and which passes through the critical points
of the system. Therefore any structural change affecting the critical points, will manifest itself in
a topological change of the shape of Γ. This curve thus provides an efficient and elegant tool to
characterize vortices patterns and to understand qualitatively the topological transitions between
different configurations.
The plan of this article goes as follows. In section 2, we recall how the London free energy can
be obtained as a limit of the Ginzburg-Landau theory. In section 3, we present the solution of
London equation in the case of an infinite circular cylinder (details of the calculations are given
in Appendix A and B). Section 4 is devoted to the mesoscopic limit: we calculate the magnetic
field and the free energy, study the Bean-Livingston barrier and obtain the matching fields. The
paramagnetic Meissner state is obtained in section 5. Section 6 is devoted to the topological
investigation of vortex patterns: we show that the critical points characterize a configuration and
we demonstrate the existence of topological phase transitions. In the second part of section 6, the
dual description of a configuration of vortices, via the curve Γ, is introduced to provide a better
understanding of the transitions between patterns. Section 7 contains some concluding remarks
and discussions.
2 The London limit of the Ginzburg-Landau equations
Consider an infinite superconducting cylinder with a cross-section of area Ω in the constant mag-
netic field hezˆ along the axis of the cylinder. In the presence of a magnetic field the Ginzburg-
Landau free energy density per unit length of the cylinder, defined as difference of free energies
with and without magnetic field F = FS(h)− FS(0), reads
F =
∫ (~h2
2
+ κ2
(
1− |ψ|2)2 + ∣∣∣(~∇− i ~A)ψ∣∣∣2
)
d2r (1)
where ψ = |ψ|eiχ is the order parameter and ~h = ~∇ × ~A is the local magnetic induction. The
integration is performed over the cross-section of the cylinder. A superconductor is characterized
by two length scales: the London penetration depth λ and the coherence length ξ. The Ginzburg-
Landau parameter is defined as their ratio κ = λ/ξ. In this work lengths are measured in units of
λ
√
2 and the magnetic induction in units of the thermodynamic critical field Hc = φ0/2
√
2πλξ,
where φ0 = hc/2e is the magnetic flux quantum. The free energy (1) is given in units of ξ
2H2c /4π.
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The Ginzburg-Landau equations for ψ and ~h are obtained from a variation of F . They are
given by
−
(
~∇− i ~A
)2
ψ = 2κ2ψ
(
1− |ψ|2) (2)
~∇× ~h = 2|ψ|2
(
~∇χ− ~A
)
(3)
Equation (3) is the Maxwell-Ampe`re equation which could be written as well using the current
density ~ = Im
(
ψ∗~∇ψ
)
− |ψ|2 ~A. Outside the superconducting sample, ψ = 0. The boundary
condition on the surface of the superconductor is obtained by requiring that the normal component
of the current density vanishes (superconductor/insulator boundary condition [13]):(
~∇− i ~A
)
ψ
∣∣∣
nˆ
= 0 (4)
here nˆ is the unit vector normal at each point to the surface of the superconductor.
We study a superconductor in an applied external field he the relevant thermodynamic potential
is the Gibbs free energy G obtained from F via a Legendre transformation
G = F − ΩheB (5)
where the total (dimensionless) magnetic induction (in the zˆ direction ) B is given by the averging
the magnetic induction over the cross-section
B =
1
Ω
∫
h(~r) d2r (6)
where the magnetic induction is always in zˆ direction: ~h = hzˆ.
In the normal phase, we have ψ = 0, B = he and FS(h) = FN (h) = Ωh
2/2. Therefore, the
corresponding Gibbs free energy GN is given by:
GN = FN (h)− ΩheB = FN (0)− Ωh
2
e
2
(7)
At thermodynamic equilibrium, the superconductor selects the state of minimal Gibbs free
energy G. The quantity which is measured in experiments is the magnetization M of the super-
conductor due to the applied field given by 4πM = B − he. It is obtained, at thermodynamic
equilibrium using the thermodynamic relation [13]:
−M = 1
2π
∂G
∂he
(8)
where the difference of the (dimensionless) Gibbs energies G = GS −GN up to a constant equal
to the superconducting condensation energy, is given by
G = F − ΩheB +Ωh2e/2 (9)
The dimensionless ratio κ = λ/ξ is the only free parameter to describe the superconducting
state. It determines, in the limit of an infinite system, whether the sample is a type-I or type-II
superconductor [13]. For κ ≥ 1/√2, i.e. for type-II superconductors, it is energetically favorable
for the system in a large enough magnetic field to sustain normal regions in the bulk which appear
as vortices. Their magnetic flux quantized in units of φ0. We shall now study the system of
vortices in an extreme Type II superconductor, i.e. in the London limit κ≫ 1.
In this limit, the amplitude of the order parameter |ψ| does not vary and can be taken to one
except at the position of the vortices where it vanishes. The Ginzburg-Landau free energy reduces
to
F =
∫ (
h2
2
+
∣∣∣(~∇− i ~A)ψ∣∣∣2)d2r (10)
3
Using this equation and |ψ|2 = 1, except at the position of the vortices, we can write
∣∣∣(~∇− i ~A)ψ∣∣∣2 = (~∇× ~h)2 (11)
so that the free energy is given by the expression
F = 1
2
∫ (
h2 +
1
2
(
~∇× ~h
)2)
d2r (12)
which in our units is independent of κ. To obtain the equation for h, we notice that the phase χ
is non singular except near a vortex (say at r = 0) where it has the property that∮
~∇χ · ~dl = 2π (13)
on any closed contour encircling the singularity at point r = 0. Using Stokes theorem,∮
~∇χ · ~dl =
∫∫
d~S · ~∇× ~∇χ = 2π, (14)
we deduce that the zˆ-component of ~∇× ~∇χ equals 2πδ(~r). The equation for h is then given by
[14]
∇2h− 2h = −4πδ(~r) (15)
This equation can be generalized to the case of N vortices placed at points ~rk
∇2h− 2h = −4π
N∑
k=1
δ(~r − ~rk) (16)
In the next section we shall present the solution of this equation in the particular case of a cylinder
with circular cross section.
3 Solution for N vortices in a circular cylinder
¿From now on we shall study a circular cylinder of radius R. The magnetic induction and Gibbs
energy of a system of N vortices in this geometry has been studied first in [12]. The detailed
derivation of the results is presented in the Appendix A. The solution h(r, θ) of the equation (16)
satisfying the boundary condition h(R, θ) = he can be written as a sum of three terms:
h(r, θ) = hM (r) + hV (r, θ) + hV¯ (r, θ) (17)
The first term
hM (r) = heI0(
√
2r)/I0(
√
2R), (18)
where I0(x) is the modified Bessel function of first kind, describes the Meissner effect in the absence
of vortices. The second term is the magnetic induction of N vortices placed at points ~rk = (rk, θk)
for k = 1, . . . , N and it is given by
hV (r, θ) = 2
N∑
k=1
K0(
√
2|~r − ~rk|) (19)
The third term, written with help of the modified Bessel function of first and second kind In(x),
Kn(x) as
hV¯ (r, θ) = −2
+∞∑
n=−∞
Kn(
√
2R)
In(
√
2r)
In(
√
2R)
N∑
k=1
In(
√
2rk) cosn(θ − θk) (20)
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ensures the boundary condition h(R, θ) = he. We are interested in polygonal rings of vortices. For
this particular configuration rk = d, θk = 2πk/N and the expression for hV¯ (r, θ) can be simplified
hV¯ (r, θ) = −2N
+∞∑
n=−∞
Kn(
√
2R)
In(
√
2r)In(
√
2d)
In(
√
2R)
cosNnθ (21)
The corresponding Gibbs energy has also been obtained in [12]. The expression of the dimen-
sionless Gibbs energy is given by
G = F − he
∫
h(~r) d2r + πR2h2e/2 (22)
The field hV diverges at the positions of the vortices and the corresponding part of the free energy
must be regularized. The singular contribution coincides with one calculated by Abrikosov [18]
for the case of infinite system and is given by
F∞ = NE + 2π
∑
j 6=k
K0(
√
2|~rj − ~rk|) (23)
where E = 2π(lnκ+ 0.081) is the one-vortex energy.
The regular part of the Gibbs energy is calculated in the Appendix B. Using the expressions
(18),(19) and (20) for the magnetic field, one obtains
GN − G0 = NE + 2π
∑
j 6=k
K0(
√
2|~rj − ~rk|)− 2πhe
N∑
k=1
(
1− I0(
√
2rk)
I0(
√
2R)
)
− 2π
+∞∑
n=−∞
N∑
i,j=1
Kn(
√
2R)In(
√
2ri)In((
√
2rj)
In(
√
2R)
cosn(θi − θj) (24)
where G0 = πRh2e
(
R
2 −
√
2
2
I1(
√
2R)
I0(
√
2R)
)
is the Gibbs energy in the absence of vortices i.e. in the
Meissner state. For the particular case of vortices distributed on a regular polygon of radius d,
the previous expression (24) simplifies and becomes
GN − G0
N
= E + 2π
N−1∑
l=1
K0(|2
√
2d sin
lπ
N
|)− 2πhe
(
1− I0(
√
2d)
I0(
√
2R)
)
− 2πN
+∞∑
n=−∞
KNn(
√
2R)INn(
√
2d)2
INn(
√
2R)
(25)
Similar expressions have been already obtained previously in [12, 8] and we shall now discuss
them in the limit of a small radius R in order to use the particularly elegant structure of the
corresponding solutions to derive analytical expressions for the field and the energy.
4 The limit of a small disk
We shall now consider the limiting case where R ≪ λ for which the corresponding Gibbs free
energy was obtained in [7]. In this limit the previous expressions greatly simplify. Since all the
distances are given in units of λ
√
2, we can expand the expression for the magnetic induction using
the expansion of the Bessel functions for small argument, so that
h(z, z¯)− he = φe(|z|2 − 1) + 2
N∑
i=1
ln
∣∣∣∣1− z¯izz − zi
∣∣∣∣ (26)
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where φe = heR
2/2 is the flux of the external field through the system and we use the complex
notations,
z =
( r
R
)
eiθ and zk =
(rk
R
)
eiθk (27)
together with complex conjugate z¯ and z¯k. This expression for the magnetic induction is solution
of the modified London equation
∂2
∂z∂z¯
h(z, z¯)− he = −π
N∑
i=1
δ(z − zi)δ(z¯ − z¯i) (28)
which can be obtained from (16) for small variation of the field on the scale of R.
In the particular case, we shall consider from now on, of vortices distributed along a regular
polygon of radius d, we have rk = d and for the N vortices sitting on a shell, the angle θk of
the k-th vortex is θk = 2πk/N . Then, defining the real quantity x = d/R ≤ 1, the relation (26)
becomes
hN (z, z¯)− he = φe(|z|2 − 1) + 2 ln
∣∣∣∣1− xNzNxN − zN
∣∣∣∣ (29)
whereas the Gibbs energy (25) becomes
GN − G0
N
= E ′ − 2πφe(1 − x2) + 2π ln(1− x2N )− 2π(N − 1) lnx− 2π lnN (30)
where G0 = πφ2e/2 and E ′ ≃ 2π ln (R/ξ).
The relation between the radius x of the polygonal configuration and the external flux φe is
obtained by minimizing GN (x, he) with respect to x at fixed φe, namely
φe =
N − 1
2x2
+
Nx2N−2
1− x2N (31)
4.1 The Bean-Livingston barrier
The relation (31) has, as a function of the applied flux φe, either zero, one or two solutions. The
latter case corresponds for the Gibbs energy (30) to the existence of a Bean-Livingston potential
barrier [19] for which one solution is stable and gives the equilibrium position of the vortices while
the second solution is unstable and gives the height of the potential barrier as shown in the Fig. 1.
It should be noticed that for more than one vortex (N > 1), the energy GN diverges logarithmically
at the origin x = 0 due to the repulsion between the vortices.
The potential barrier disappears for low enough applied flux below a characteristic value φmin
given by the minimum of the function fN (x) in the rhs of (31) as represented in Fig. 2. Defining
y = x2, we have
fN (y) =
N − 1
2y
+
NyN−1
1− yN (32)
f ′N (y) = −
N − 1
2y2
+
N(N − 1)yN−2
1− yN +
N2y2N−2
(1 − yN)2 (33)
For large values of N , we have yNmin ≃ 1/2N so that
φmin ≃ N − 1
2 N
√
2N
≃ N − 1
2
(34)
For φe < φmin, there is no stable solution and then no equilibrium position for N vortices exists.
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Figure 1: Behavior of the Gibbs energy as a function of the position x of the N = 3 vortex shell.
The maximum which exists for high enough applied field corresponds to the unstable equilibrium
point for the vortex configuration and gives the height of the Bean-Livingston barrier.
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u
 
Figure 2: Graphical solution of equation (31). The curve shows the behavior of φe(x). The two
solutions xs and xu correspond respectively to the stable and unstable positions of the vortex shell
for values of the magnetic field above φmin.
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Figure 3: Dependence of the Gibbs energy as a function of the applied flux φe. The equilibrium
behavior of the system is described by the envelop of the curves for GN (he). Arrows show the
direction in which the magnetic flux is varied.
4.2 Matching fields
By plugging the expression (31) into the expression (30), we obtain the behavior of the Gibbs
energy for N vortices as a function of the applied flux φe. This expression is the counterpart, in
the London limit, of the parabolae obtained at the Bogomoln’yi point [9] for κ = 1/
√
2. For a
given value φe of the applied field, the optimal number of vortices corresponds to the envelop of
the set of curves GN (φe) as represented in the Fig. 3. The matching values φN are the values
taken by the flux of the external field at which GN−1(φN ) = GN (φN ). They correspond to the
transition between configurations with N − 1 and N vortices respectively.
Using the relation (30), it is straightforward to obtain the field at which the first vortex
penetrates the system; it is given by φ1 = E ′/2π = ln (R/ξ). This field is larger than the field
at which the Bean-Livingston potential barrier disappears. For larger values of N , in the limit
φe ≫ φmin, we approximate the relation (31) by φe = (N − 1)/2x2 so that
GN − G0
2π
≈ N (φ1 − φe) + N(N − 1)
2
(
1 + ln
2φe
N − 1
)
−N lnN (35)
Equating this to the similar expression for GN−1(φe) we obtain that the matching fields for N →∞
are given by solution of the following equation
φN = φ1 +
N − 1
2
(
1 + 2 ln
2φN
N
)
− lnN + 1 +O(1/N) (36)
We use the following ansatz φN =
1
2 (aN + b lnN + c). Substituting it to (36) we obtain the
coefficients
b = − 2a
a− 2 , c =
2a
a− 2
(
1 + φ1 − a
2
)
, (37)
where the coefficient a satisfies the transcendental equation:
a = 1 + 2 ln a (38)
This equation has one obvious solution a = 1 which is compatible with (36). However from the
exact numerical calculations of the matching fields using the relation (31) we infer that the second
root a ≃ 3.5129 is realized in the solution for the matching fields. It leads to the formula
φN = 1.76N − 2.32 lnN + 2.32φ1 − 1.76 +O((lnN)2/N) (39)
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Figure 4: Comparison between the relation (39) for the matching fields φN and the numerical
results for φ1 = ln (R/ξ) = 3.
In the Fig. 4 the values of the matching fields obtained from the computed free energy are compared
with our prediction. The discrepancy is attributed to the slow convergence due to the term
O((lnN)2/N).
4.3 Magnetization and paramagnetic Meissner effect
A paramagnetic behavior for the total magnetization results from the existence of a high enough
Bean-Livingston barrier and the long life-time of the corresponding metastable states. We propose
the following scenario for the hysteretic behavior of the magnetization when the magnetic field is
increased and then swept down.
If thermal equilibrium is maintained while increasing slowly the external flux φe, the results
of the preceding section hold and the magnetization is given by the derivative of the envelop of
the curves GN (φe) according to the thermodynamic relation (8). This behavior corresponds to the
upper curve in the Fig. 5.
When the applied field is decreased, the vortices that are already in the system are confined
by the Bean-Livingston barrier and cannot escape the sample until the flux φe reaches a certain
minimum value at which the barrier can be overcome, for instance, by the effect of thermal
fluctuations. For the present discussion we use the ultimate criterion of zero barrier as a definition
of the transition field.
¿From the discussion of section 4.1, we deduced that the potential barrier for N vortices
disappears for a characteristic field given for large N by the relation (34), φmin ∼ (N − 1)/2. The
number of vortices is then decreased by one at this field and the energy drops as shown by the
arrows in Fig. 3. The magnetization calculated from (8) is shown by the lower curve in Fig. 5. It
shows clearly a paramagnetic behavior, although it disagrees quantitatively with experiments and
the numerical simulations based on the exact solution of the Ginzburg-Landau equations. This
discrepancy results from the rather unrealistic London limit we used for systems for which κ ∼ 0.3
in order to obtain an analytic expression for the Gibbs energy. We emphasize that the system is
not at thermal equilibrium but in a metastable state. It is worth noticing that for values of the
parameter φ1 = E ′/2π = lnR/ξ ∼ 2, the paramagnetic Meissner effect can be observed as well for
an equilibrium configuration, i.e. for a minimum of the Gibbs free energy. But this corresponds
to R ∼ ξ so that the delta-like vortex approximation, crucial for the present discussion, is not
justified.
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Figure 5: Magnetization of the disk as a function of flux φe for φ1 = ln (R/ξ) = 3. The hysteretic
behavior is indicated by the arrows.
5 Topological phase transitions between metastable vortex
patterns
Up to now, we have considered vortex configurations for which the position x of the vortex ring
was given by (31) resulting from the minimization of the energy. We shall now relax this condition
and study the behavior of the metastable vortex patterns as a function of the applied magnetic
flux φe. Physically, this corresponds to a situation where N vortices are pinned by a potential and
remain on fixed positions.
5.1 An effective Hamiltonian system
When varying the field φe, transitions in a vortex pattern with fixed number N of vortices will
appear. To characterize them, we shall study the behavior of the magnetic field h given by (29).
To that purpose, it is interesting first to notice that, in two dimensions, the Maxwell-Ampe`re
equation ~ = ~∇×hzˆ is the Hamilton equation of a system whose generalized coordinates (p, q) are
the coordinates (x, y) such that jx = x˙, jy = y˙ and the canonically conjugated momentum:{
p˙ = −∂qh
q˙ = ∂ph
. (40)
Then, the magnetic field corresponds to the Hamiltonian of the system and the current lines are
the phase space trajectories. For a Hamiltonian system, the flow can be characterized by its critical
(fixed) points at which
~∇h = 0 (41)
Using (40), we see that critical point correspond to zero velocity points such that ~ = 0.
In such a description, a vortex corresponds to a maximum in phase-space. However there also
exist in the system other critical points, such as minima and saddle-points. The number NM = N
of maxima (i.e. vortices), Nm of minima, and Ns of saddles are not independent, because of the
Euler-Poincare relation [22], namely the Euler-Poincare´ characteristic χ is given by
χ = NM −Ns +Nm (42)
The integer χ is a topological invariant and is equal to 1 for a disk thus providing a constraint
between the numbers of the different types of critical points. Hence, for a system with a given
10
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Figure 6: Paramagnetic and diamagnetic zones separated by the curve Γ.
number of vortices, the difference Ns−Nm between saddles and minima is fixed. However, each of
them can vary and the set of these numbers provides a complete description of the topology of the
vortex configurations, namely each topological phase can be described using this set of integers.
A different way to encode the position and the distribution of the critical points of the magnetic
field in the disk is to use a special contour Γ, introduced in [9]. The curve Γ is defined by the
condition that at each point ~r it is perpendicular to the current density ~(~r). The equation of Γ
is then
dr
dθ
= r2
∂rh
∂θh
(43)
To this definition we must add the requirement that Γ must pass through the critical points at
which ~(~r) = 0. The curve Γ has several branches; one of them encircles all the vortices and defines
a natural boundary between the diamagnetic (Meissner) domain near the boundary and the inner
paramagnetic domain which includes the vortices (Fig. 6). An example of this curve is shown in
Fig. 7 in the case of a disk with one vortex.
The study of the critical points and the resulting behavior of Γ provides a complete description
of the vortex states either for thermodynamic or metastable states and of the transitions between
different sets of topological numbers when varying the applied field. ¿From the behavior of the
curve Γ as a function of the applied field φe, it might be interesting to draw the analogy with the
pressure exerted on a closed membrane separating two systems.
5.2 Topological study of a vortex ring
We now consider the simple case where all the vortices are placed on regular polygon at a distance
x from the center of the disk. The critical points can be classified (see Appendix C) according to
their stability properties, obtained from the hessian matrix Hij = ∂i∂jh. We review the various
topological structures obtained and the transitions between them.
For a ring configuration of N vortices located at the distance x from the center the general
expression (26) for the field h in circular coordinates r, θ reads
h = φe(r
2 − 1) + ln
(
1− 2xNrN cosNθ + x2Nr2N
x2N − 2xNrN cosNθ + r2N
)
(44)
At the critical point the partial derivatives of h vanish. The condition ∂rh = 0 leads to
φer −N(x2N − 1) rN−1 x
N cosNθ (r2N + 1)− (x2N + 1)rN
(1− 2xNrN cosNθ + x2N r2N ) (x2N − 2xNrN cosNθ + r2N ) = 0 (45)
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while the condition ∂θh = 0 rewrites as
NrN sinNθ
(1− x2N )(1− r2N )
(1− 2xNrN cosNθ + x2N r2N ) (x2N − 2xNrN cosNθ + r2N ) = 0 (46)
The solutions of equations (45) and (46) are studied in detail in Appendix C. One main feature is
that one has to distinguish between the cases N = 1, N = 2 and N > 2 where N is the number
of vortices. We now describe these three cases separately.
5.2.1 Metastable configurations for N = 1
For one single metastable vortex located at distance x from the center there is no other critical
point for weak flux φe < φm(1), with
φm(1) =
1− x
1 + x
. (47)
At φe = φm(1) a critical point appears at the point r = 1, θ = −π. For a flux slightly above φm(1),
this point splits into a minimum at r < 1, θ = −π and two saddle points on the boundary r = 1
situated symmetrically about the diameter passing through the vortex. As the flux increases the
minimum moves towards the center and the saddle points approach the point r = 1, θ = 0 each
from its side. They coalesce at this point for φe = φM (1), where
φM (1) =
1 + x
1− x (48)
and for larger values of the flux one saddle point appears inside the disk between the vortex and
the boundary in the interval x < r < 1, θ = 0. When φm(1) < φe < φM (1), the definition (42)
must be generalized to the case of critical point on the boundary [22]. It becomes
χ = NM −Ns +Nm − 1
2
Nsb (49)
where Nsb is the number of saddle points on the boundary. Thus the index is again equal one.
An efficient way to visualize these transitions is examine the changes in the curve Γ as the
magnetic flux varies. In the case φe > φM (1), shown in Fig. 7a, the curve Γ lies inside the disk
and separates the paramagnetic (internal) and diamagnetic (external) regions. For φe = φM (1)
the saddle point reaches the boundary of the disk and for φm(1) < φe < φM (1) the curve Γ starts
and ends on the saddle points on the boundary (see Fig. 7b). Therefore, in this regime, one cannot
define a paramagnetic region inside the disk and there is no closed curve that encloses a unit of
flux. There appears an arc of circle on the boundary where the direction of the current flow is
opposite to the screening current responsible for the Meissner effect. At φe = φm(1) all the disk
becomes paramagnetic and the curve Γ disappears.
5.2.2 Metastable configurations for N = 2
For low enough field φe < φm(2), with
φm(2) = 2
1− x2
1 + x2
. (50)
the only critical point is a saddle point at the center. For φm(2) < φe < φM (2), where
φM (2) = 2
1 + x2
1− x2 . (51)
there are two minima situated symmetrically on the diameter perpendicular to the line passing
through the vortices and two pairs of saddle points on the boundary. This configuration is shown
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Figure 7: The case of one single vortex (N = 1). Behavior of the curve Γ for a). φe > φM (1) and
b). φm(1) < φe < φM (1)
a. −1 1−1
1
b. −1 1−1
1
c. −1 1−1
1
Figure 8: The case of N = 2 vortices for a). φm(2) < φe < φc(2), b). φc(2) < φe < φM (2) and c).
φe > φM (2). The curve Γ is shown. The position of the vortices is taken to be x = 0.7 >
√
2−√3,
therefore φc(2) < φM (2).
in Fig. 8a. Each pair is symmetric with respect to the line passing through the vortices and moves
towards the points r = 1, θ = 0 or θ = π. For φe > φM (2) each pair disappears and gives birth
to one single saddle point located between a vortex and the boundary at θ = 0 or π as shown
in Fig. 8c.
Two minima inside the disk move towards the center and at the critical value of the flux
φe = φc(2), where φc(2) = (1 − x4)/x2 they merge with the central point, which becomes a
minimum for φe > φc(2). This critical value can be shown to be always greater than φm(2), but
it can be greater or less than φM (2) depending on the value of x. For x <
√
2−√3 ≈ 0.52, one
has φc(2) > φM (2), while for x >
√
2−√3, we have φc(2) < φM (2). The latter case is shown in
Fig. 8b and 8c.
5.2.3 The case N > 2: topological phase transitions
In that case, the central point is a minimum for all values of φe. In addition for low enough external
flux there are N saddle points inside the disk situated symmetrically at θ = 2π(k + 1/2)/N . As
13
a. −1 1−1
1
b. −1 1−1
1
c. −1 1−1
1
Figure 9: The case of N = 3 vortices for a). φm(3) < φe < φM (3), b). φM (3) < φe < φc(3) and
c). φe > φc(3). The curve Γ is shown.
the external flux is increased through φm(N), where
φm(N) = N
1− xN
1 + xN
. (52)
N pairs of saddle points on the boundary appear together with N minima in the bulk (see Fig. 9a).
The minima move towards the center along the line defined by θ = 2π(k + 1/2)/N , k = 1, . . . , N ,
while two saddle points constituting the k-th pair move symmetrically to the points θ = 2πk/N and
θ = 2π(k+ 1)/N as the flux increases in the interval φm(N) < φe < φM (N). When φe = φM (N),
with
φM (N) = N
1 + xN
1− xN (53)
pairs of saddle points meet at θ = 2πk/N and for larger values of the flux there are N saddle
points situated between a vortex and the boundary. In this regime there are N + 1 minima and
2N saddle points inside the disk as shown in Fig. 9b.
At φe = φc(N), where φc(N) is given by the formulae (76) and (77), each of the N minima
coalesce with each of the N saddle points at r = ρ
1/N
c , θ = 2π(k + 1/2)/N , where ρc is given by
(76). For φe > φc(N) there remains only one minimum in the center and N saddle points. It can
be shown that φc(N) is always greater than φM (N) for N > 2.
Then, for φe = φc(N) a topological transition occurs, when a minimum and a saddle point
coalesce. This transition and the corresponding curve Γ is depicted in Fig. 9b and 9c. It is seen
that the curve Γ undergoes itself a topological transition. For φe < φc(N) it does not touch the
center and has a topology of a ring, while for φe > φc(N) it has a form of petals of a flower
emanating from the center of the disk.
5.3 A dynamical interpretation of the curve Γ
The curve Γ, defined above as being everywhere normal to the current flow, has a simple interpre-
tation in terms of an effective dynamical system, which gives an alternative method to compute
it. Instead of the hamiltonian flow (40), consider the lines of ~∇h, obtained from those of ~ by
a rotation of 900. This flow is clearly non-Hamiltonian and possess fixed points which are not
present in the hamiltonian dynamics, e.g. the positions of the vortices appear in this picture as
a point-like sources, though a saddle remain a saddle in this transformation. Then, the curve Γ
represents a limit cycle of the flow ~∇h emanating from the saddle point. This is illustrated in
Fig. 10 where it is clearly seen that the same curve as in Fig. 7 a) appears as a limit of the lines
of ~∇h.
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Figure 10: The curve Γ as the limit cycle of the flow ~∇h. The parameters are the same as in
Fig. 7a.
6 Conclusion
In this paper we have presented two different aspects of vortex patterns in a mesoscopic super-
conductor. First we focused on equilibrium properties of a type II superconductor in the London
regime. In this case, the Ginzburg-Landau equations reduce to a single linear elliptic equation
that can explicitly be solved in simple geometries. We have derived closed expressions for the
free energy and the magnetization of a mesoscopic system which have been obtained as limiting
cases of a general calculation valid for a system of any size [12] and not from specific assumptions
related to the mesoscopic regime [7]. With these formulae, we have been able to study precisely
the matching fields and to compute the paramagnetic Meissner effect, resulting from the existence
of metastable states. The second part of the paper has been devoted to the general and topologi-
cal study of the metastable states using a parallel with the theory of two dimensional dynamical
systems. We showed that a vortex pattern can be characterized by as set of topological integers,
the number of vortices being one of them. Any change in this set corresponds to a topological
transition of the vortex pattern. We calculated the critical fields associated with these transitions
and we gave a dual interpretation of these transitions. A key concept is the introduction of a spe-
cial curve Γ, that embodies the main geometric features of a configuration of vortices. This curve,
which appears mathematically as a limit cycle of the system of currents generated by the vortex
pattern, has a simple physical meaning: it separates paramagnetic from diamagnetic domains.
We emphasize that this approach that focuses on topological aspects are generic and can be
extended, at least in a qualitative manner, to systems beyond the London regime and with different
shapes. Here, we considered a circular cylinder to obtain simple analytical expressions. In recent
studies, analytic expressions for the free energy of a cylinder with an elliptic cross-section were
found in the mesoscopic limit [28] and, more generally, an electrostatic analogy was developed that
enables to study mesoscopic superconductors in the London regime with the help of conformal
transformations [29]; using such tools, it would be interesting to carry on a quantitative study of
topological phase transitions in arbitrary domains.
In this work, only static configurations of vortices have been investigated. A natural extension
of the concepts introduced here would be to consider the dynamics of a vortex pattern, where a
vortex would move in the field generated by the other vortices. In this context, the study of the
deformations of the curve Γ would certainly shed some light on the mechanism of vortex nucleation
in a superconducting system.
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A Magnetic induction in a cylinder
We present the solution of the London equation (15) for the magnetic induction
∇2h(~r)− 2h(~r) = −4π
N∑
k=1
δ(~r − ~rk) (54)
with the boundary condition h(R, θ) = he. The polar coordinates are convenient for this geometry.
The equation (54) with a vanishing right hand side describes the Meissner regime in the absence of
vortices. The corresponding solution of the homogeneous equation is given by the θ-independent
function
hM (r) = he
I0(
√
2r)
I0(
√
2R)
. (55)
where the functions In(x), Kn(x) are modified Bessel functions of first and second kind of order
n which provide the regular and singular solutions respectively of (54). The solution of the
inhomogeneous equation (54) for N vortices is written as a sum of the solution of the homogeneous
equation and a particular solution:
h(r, θ) = hM (r) + hV (r, θ) + hV¯ (r, θ) (56)
where hV (r, θ) is the solution for N vortices in the unbound domain
hV (r, θ) = 2
N∑
k=1
K0(
√
2|~r − ~rk|) (57)
and the term hV¯ (r, θ) is introduced to take care of the boundary conditions:
hV¯ (R, θ) = −hV (R, θ) = −2
N∑
k=1
K0
(√
2 (R2 + r2k − 2Rrk cos(θ − θk))
)
(58)
On the other hand, the field hV¯ can be written as a superposition of solutions of (54) regular in
the interior of the boundary:
hV¯ (R, θ) =
+∞∑
n=−∞
cnIn(
√
2r)einθ (59)
where, since the field is real, the relation c−n = c∗n holds. Expanding the lhs of (58) into Fourier
series using standard identities of Bessel functions [27] we get
K0
(√
2 [R2 + r2k − 2Rrk cos(θ − θk)]
)
=
+∞∑
n=−∞
Kn(
√
2R)In(
√
2rk)e
in(θ−θk). (60)
Equating the coefficients of the expansion of both sides of equation (58) one obtains
cn =
Kn(
√
2R)In(
√
2rk)
In(
√
2R)
e−inθk (61)
from which the expression (20) follows immediately.
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B Expression of the Gibbs energy for a cylinder
One takes advantage of the vector identity (∇× ~h) · (∇× ~h) = ∇ · (~h×∇× ~h) + ~h · (∇×∇× ~h)
to rewrite (∇×~h) · (∇×~h) = ∇ · (~h×∇×~h)−~h∇2~h, since ∇ ·~h = 0. Then one uses the London
equation (15) to rewrite the expression (12) for the free energy as
F = π
N∑
k=1
∫
Ω
d2r h(~r)δ(~r − ~rk) + 1
4
∫
Ω
d2r∇ · (~h×∇× ~h) (62)
The singular part F∞ is obtained from the contribution of hV to the first integral. The regular
contribution to the free energy can be written using Stokes theorem:
F − F∞ = π
N∑
k=1
hM (~rk) + π
N∑
k=1
hV¯ (~rk) +
R
4
∫ 2pi
0
dθ h(R, θ)hr(R, θ) (63)
where hr denotes the partial derivative of h(r, θ) with respect to r and the fields hM and hV¯ are
given by (18) and (20). In the last term h(R, θ) = he can be taken out of the integration sign and
the integral becomes
2π
dhM (R)
dR
+ 2π
∂
∂R
∫ 2pi
0
dθ (hV (R, θ) + hV¯ (R, θ))
= 2
√
2πhe
I1(
√
2R)
I0(
√
2R)
− 4
√
2π
N∑
k=1
I0(
√
2rk)
I0(
√
2R)
(
I0(
√
2R)K1(
√
2R) +K0(
√
2R)I1(
√
2R)
)
(64)
To prove the last equality the properties of the Bessel functions I ′0(x) = I1(x), K
′
0(x) = −K1(x)
and the expansion (60) were used. Only n = 0 term contributes to the angular integral. Using
another property of Bessel functions I0(x)K1(x) +K0(x)I1(x) = 1/x and one obtains that:
heR
4
∫ 2pi
0
dθ hr(R, θ) =
√
2πRh2e
2
I1(
√
2R)
I0(
√
2R)
− π
N∑
k=1
he
I0(
√
2rk)
I0(
√
2R)
(65)
We notice that the contribution from the Meissner field hM in (62) exactly cancels with the second
term in the last equation. Hence, the regular part of free energy becomes:
F − F∞ =
√
2πRh2e
I1(
√
2R)
I0(
√
2R)
− 2π
+∞∑
n=−∞
N∑
j,k=1
Kn(
√
2R)In(
√
2rj)In(
√
2rk)
In(
√
2R)
cosn(θj − θk) (66)
The term containing the average magnetic induction over the cross section of the cylinder is
evaluated along the same lines, using the London equation (15):
he
∫
Ω
h(~r)d2r = 2πNhe +
he
2
∫
Ω
∇ · ∇h(~r)d2r =
√
2πRh2e
I1(
√
2R)
I0(
√
2R)
+ 2πhe
N∑
k=1
(
1− I0(
√
2rk)
I0(
√
2R)
)
(67)
Using the expressions (66) and (67) in the definition (22) of the Gibbs energy completes the
derivation of (24).
C Study of the critical points
In order to study critical points of the Hamiltonian system defined in section 5.1, one has to solve
the equations (45) and (46) for a given number N of vortices.
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Figure 11: Graphical solution of the equation (69) for one single vortex (N = 1). The position of
the vortex is taken to be x = 0.5.
C.1 Existence and location of the critical points
We first look for critical points which are neither on the boundary of the disk nor at the center,
i.e. we concentrate on the generic position 0 < r < 1. When 0 < r < 1, one deduces that the
equation (46) is satisfied if sinNθ = 0, i.e. when θ = kπ/N for k = 0, 1, . . . , 2N − 1. These values
of the angle can be subdivided into two groups according to the sign of cosNθ. We now discuss
the solution of the equation (45) for the two cases separately.
C.1.1 Bulk critical points such that cosNθ = +1.
In this case, we are looking for ’parallel’ critical points that lie in the same direction as the vortices.
And we shall prove that for any N , there exists a critical field φM (N), defined as follows,
φM (N) = N(1 + x
N )/(1− xN ) (68)
such that when φe > φM (N) there is always a critical point between each vortex and the boundary,
and no such point exists if φe < φM (N).
Using the new variables ξ = xN and ρ = rN the equation (45) reduces to
φe
N
ρ
2
N
−1 =
ξ2 − 1
(1− ξρ)(ξ − ρ) (69)
Looking at this equation, it is clear that systems with N = 1, N = 2 or N > 2 should be discussed
separately.
• For N = 1, the plots of the left and right hand sides of this equation are represented in
Fig. 11. They cross for ρ < 1 only if the rhs evaluated at r = 1 is less than φe, i.e for
φe > φM = (1 + ξ)/(1− ξ) = (1 + x)/(1− x). In this case the solution of (69) can be shown
to exist using the continuity of the functions. The position of the critical point corresponding
to this solution satisfies ξ < r < 1, i.e the point resides between the vortex and the boundary.
For φe < φM there is no solution.
• For N ≥ 2, it is worthwhile to consider the reciprocal of (69) which rewrites as
N
φe
ρ1−
2
N =
1
ξ2 − 1(1− ξρ)(ξ − ρ) (70)
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Figure 12: Graphical solution of the equation (70) for N > 2 vortices. The position of the ring of
vortices is taken to be x = 0.5.
The right hand side is a convex parabola with zeros at ξ < 1 and 1/ξ > 1. For N = 2 the lhs
is a constant function and it is clear that if φe > φM = 2(1+ ξ)/(1− ξ) = 2(1+ x2)/(1− x2)
there is always a solution for ξ < ρ < 1, therefore there exists a critical point between
the vortex and the boundary, while φe < φM no solution exists. For N > 2 the lhs is
an increasing fractional power of ρ (see Fig. 12). The equation (70) always has a solution
between ξ and 1 if φe > φM = N(1 + ξ)/(1 − ξ) = N(1 + xN )/(1 − xN ) and no solution if
φe < φM .
C.1.2 Bulk critical points such that cosNθ = −1.
We are now looking for ‘anti-parallel’ critical points that lie in a direction bisecting the angle
between two neighboring vortices. Here the discussion is more involved:
• whenN = 1 there appears a critical field φm(1) = (1−x)/(1+x) such that: when φe > φm(1)
there exists a critical point in the direction opposite to the vortex whereas when φe < φm(1)
no such point exists.
• when N = 2, there are two critical fields φm(2) and φc(2) such that: when φm(2) < φe <
φc(2) there are exactly two anti-parallel critical points and there are no such points when
φe < φm(2) or φe > φc(2).
• whenN > 2, one has again two critical fields φm(N) and φc(N) such that: when φe < φm(N)
there exist N anti-parallel critical points, when φm(N) < φe < φc(N), there are 2N such
points, and when φe > φc(N), there are no anti-parallel critical points.
We now prove these assertions and calculate the corresponding critical fields.
Consider first that N = 1; then the equation (45) in terms of the variables ρ and ξ becomes
φeρ =
1− ξ2
(1 + ξρ)(ξ + ρ)
(71)
And a solution exists in the interval 0 < ρ < 1 if the value of the lhs at ρ = 1 exceeds the value of
the rhs at the same point, as shown in Fig. 13. This happens for φe > φm(1) = (1− x)/(1 + x);
Now, when N ≥ 2, the equation (45) can be rewritten as
N
φe
ρ1−
2
N =
1
1− ξ2 (1 + ξρ)(ξ + ρ) (72)
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Figure 13: Graphical solution of the equation (71) for one single vortex (N = 1). The position of
the vortex is taken to be x = 0.5.
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Figure 14: Graphical solution of the equation (72) for N = 2 vortices. The position of each vortex
is taken to be x = 0.5.
• N = 2: this case is illustrated in Fig. 14. For φe < φm(2) = 2(1−ξ)/(1+ξ) = 2(1−x2)/(1+
x2) there is no solution, for φe = φm(2) one solution appears at ρ = 1 and it persists for
the range of the flux φm(2) < φe < φc(2) = 2(1 − ξ2)/ξ = 2(1 − x4)/x4. For higher flux,
φe > φc(2), this solution disappears at ρ = 0.
• The case N > 2 is the most interesting: Fig. 15 shows the behavior of both sides of the
equation (72). Comparing the value of the lhs at ρ = 1 with that of the rhs and using the
fact that ρ1−
2
N has a negative curvature, while that of the rhs is always positive, we can
state that for φe < φm(N), where
φm(N) = N(1− ξ)/(1 + ξ) = N(1− xN )/(1 + xN ) (73)
there is only one solution. Another solution appears at ρ = 1 for φe = φm(N) and these two
solution move towards each other when the flux is increased in the interval φm(N) < φe <
φc(N), whereas at the critical value of the flux φe = φc(N) these two solutions coalesce. For
φe > φc(N), the equation (72) has no solutions in the interval 0 < ρ < 1.
20
0 0.5 1
ρ
φ
e
<φ
m
 
φ
m
<φ
e
<φ
c
 
φ
e
=φ
c
 
φ
e
>φ
c
 
ρ
c
 
Figure 15: Graphical solution of the equation (72) for N > 2 vortices. The position of each vortex
is taken to be x = 0.5.
Calculation of the critical flux φc:
For φe(N) = φc the function flhs(ρ) =
N
φe
ρ1−
2
N and frhs(ρ) = (1 + ξρ)(ξ + ρ)/(1 − ξ2) are
tangent at some point ρ = ρc as shown in Fig. 15. Equating the value of these functions and the
value of their derivatives at ρ = ρc we obtain the following equations:{
φc(ρc + ξ)(1 + ξρc) = N(1− ξ2)ρ1−
2
N
c
φc(2ξρc + ξ
2 + 1) = (N − 2)(1− ξ2)ρ−
2
N
c
. (74)
Dividing the first equation by the second leads to the quadratic equation for ρc:
(N + 2)ξρ2c + 2(ξ
2 + 1)ρc − (N − 2)ξ = 0 (75)
which has the unique positive solution
ρc =
−(1 + ξ2) +
√
(1− ξ2)2 +N2ξ2
(N + 2)ξ
(76)
The critical flux is obtained by substituting the value of ρc into the first equation of (74):
φc =
N(1− ξ2)ρ1− 2Nc
(ρc + ξ)(1 + ξρc)
(77)
We notice that for N = 2 the formula (76) yields the correct value ρc = 0. Although topologically
the cases N = 2 and N > 2 are different, the critical flux φc(2) = (1− ξ2)/ξ, as we shall see later,
comes out correctly.
C.1.3 Central and boundary critical points
So far we did not discuss the two cases, r = 0 and r = 1. For N = 1 the center, r = 0, of the disk
does not satisfy the equations (45),(46) and therefore is not a critical point. For N > 1 the value
r = 0 is always a solution of the equations (45),(46). For the points on the boundary, r = 1, the
equation (46) is always satisfied and substituting the value r = 1 into (45) we find that there are
2N critical points on the boundary with an angle given by the following relation:
cosNθ =
1
2xN
[
1 + x2N − N(1− x
2N )
φe
]
(78)
which is meaningful only for values of the flux between φm(N) and φM (N).
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C.2 The nature of the critical points
We now discuss the topological nature of the critical points and classify them by linearizing the
stability exponents near each of these points. The problem is then reduced to the study of the
Hessian matrix of the second derivatives
H =
(
∂2rh ∂r∂θh
∂θ∂rh ∂
2
θh
)
(79)
Since at the critical points inside the disk we have sinNθ = 0 the mixed derivative vanish and the
Hessian matrix is diagonal in polar coordinates. The second derivative with respect to θ is given
at the critical points by
∂2θh = −2N2ρ
(1 − ρ2)(1− ξ2)
(1− ξρ)2(ξ − ρ)2 < 0 (80)
for cosNθ = +1 and by
∂2θh = +2N
2ρ
(1 − ρ2)(1− ξ2)
(1 + ξρ)2(ξ + ρ)2
> 0 (81)
for cosNθ = −1. The value of the second derivative with respect to r can be obtained by looking
at the way the first derivative ∂rh changes sign near each solution of the equation (45). We shall
now discuss separately the nature of the critical points in the ’parallel’, ’antiparallel’, ’central’ and
’boundary’ cases.
C.2.1 Bulk critical points with cosNθ = +1.
For φe > φM , there is only one critical point at ρ1 in the interval ξ < r < 1. The results for the
second derivatives at this point are summarized in the following table:
0 < ρ < ρ1 ρ1 < ρ < 1
∂rh – +
∂2rh +
∂2θh –
Crit. point Saddle
C.2.2 Bulk critical points with cosNθ = −1.
The following tables provide a classification of critical points in a variety of regimes.
N = 1 φe < φm No critical points.
φe > φm One critical point at ρ1
0 < ρ < ρ1 ρ1 < ρ < 1
∂rh – +
∂2rh +
∂2θh +
Crit. point Minimum
N = 2 φe < φm No critical points.
φm < φe < φc One critical point at ρ1
0 < ρ < ρ1 ρ1 < ρ < 1
∂rh – +
∂2rh +
∂2θh +
Crit. point Minimum
22
φe > φc No critical points.
N > 2 φe < φm One critical point at ρ1
0 < ρ < ρ1 ρ1 < ρ < 1
∂rh + –
∂2rh –
∂2θh +
Crit. point Saddle
φm < φe < φc Two critical points at ρ1 < ρ2
0 < ρ < ρ1 ρ1 < ρ < ρ2 ρ2 < ρ < 1
∂rh + – +
∂2rh – +
∂2θh + +
Crit. point Saddle Minimum
φe > φc No critical points.
C.2.3 Central and boundary critical points.
Consider now the point r = 0. Expanding the field h(r, θ) given by (44) for small r we obtain
h(r, θ) ≈ −(φe − 2N ln x) + φer2 + 2 cos(Nθ)
(
1− ξ2
ξ
)
rN (82)
As we mentioned before, for N = 1 the point r = 0 is not a critical point (due to the presence of
a term linear in r ). For N = 2, two last terms are quadratic in r and the character of the critical
point depends on the value of the flux φe. For φe < φc = (1− ξ2)/ξ the center, r = 0, is a saddle,
while for φe > φc it turns to be to a minimum. This is to be compared with the prediction of
formula 77. It is interesting to notice that this happens when the minimum located along the line
cos 2θ = −1 disappears at the center. For N > 2, the last term in the equation (82) is negligible
and the center is always a minimum.
When φm < φe < φM we must consider the critical points on the boundary. Since for r = 1
the condition ∂θh = 0 is satisfied for all θ, we obtain ∂
2
θh = 0 and ∂r∂θh 6= 0 if cos2Nθ 6= 1, which
is always satisfied for φe in the interval between φm and φM . Thus the determinant of the Hessian
matrix (79), given by detH = −(∂r∂θh)2, is negative and the eigenvalues are of opposite sign. We
conclude that the critical points at the boundary are saddles.
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