In this research paper, the problem of optimization of a quadratic form over the convex hull generated by the corners of hypercube is attempted and solved. It is reasoned that under some conditions, the optimum occurs at the corners of hypercube. Some results related to the computation of global optimum stable state ( an NP hard problem ) are discussed. A heuristic algorithm is proposed. It is hoped that the results shed light on resolving the ് problem.
INTRODUCTION
Hopfield proposed a recurrent neural network which acts as an associative memory [Hop] . He reasoned that the network acts as a local / global optimization device for computing the local/global optima of quadratic energy function (associated with the neural network dynamics). Bruck et.al showed that the problem of finding the global optimum stable state is equivalent to finding the minimum cut in the graph corresponding to the Hopfield neural network [BrB] . Thus, solving the minimum cut problem in an undirected graph ( an NP hard problem ) is equivalent to global optimization of the associated quadratic form. Several efforts are made to solve this problem.The author in his research efforts formulated and solved the problem of optimizing a quadratic form over the convex hull generated by the corners of unit hypercube. This result and the related ideas are documented in Section 2. In Section 3, some contributions are made towards solving the NP-hard problem of computing the global optimum stable state of a Hopfield neural network. Finally some conclusions are reported in Section 4 .
II. OPTIMIZATION OF QUDRATIC FORMS OVER

HYPERCUBE
In this section, we consider the problem of maximization of quadratic form ( associated with a symmetric matrix ) over the corners of binary, symmetric hypercube. Mathematically, this set is specified precisely as follows:
From now onwards, we call the above set simply as hypercube. This optimization problem arises in a rich class of applications. This problem is the analogue of the maximization over the hypersphere of quadratic form associated with a symmetric matrix. Rayleigh provided the solution to the optimization problem on the unit hypersphere.
A necessary condition on the optimum vector lying on the unit hypersphere is now provided. This Theorem is the analogue of the maximization over the hypersphere of a quadratic form associated with a symmetric matrix. The following Theorem and other associated results were first documented in [Rama1]. Since the quadratic form associated with the skew symmetric part (matrix) is zero, as far as the optimization of quadratic form is concerned, there is no loss of generality in restricting consideration to symmetric matrices.
• It is now shown that as far as the current optimization problem is concerned, we can only consider symmetric matrices with zero diagonal elements.
Consider the quadratic form , where the vector lies on the boundary of the hypercube. Since lies on the boundary, the quadratic form can be rewritten in the following form:
Since the Trace (C) is a constant, as far as the optimization over the hypercube is concerned, there is no loss of generality in restricting consideration to a matrix ‫ܥ‬ ෪ whose diagonal elements are all set to zero.
• In the above discussion, we assumed that the optimum of quadratic form over the convex hull of hypercube occurs on the boundary. It will be reasoned in the following discussion. Now, we apply the discrete maximum principle [ SaW, pp.132 ] to solve the static optimization problem.
Consider a discrete time system
The criterion function to be minimized is given by 
where C is the symmetric matrix with zero diagonal elements obtained from E.
Proof:
It may be noted that the same proof as in the above Theorem with the objective function changed from maximization to minimization of quadratic form may be used Q.E.D.
Remark 0: The local maximum vectors of a quadratic form on the hypercube are called stable states and the local minima are called the anti-stable states.
Remark 1:
As in the case of linear programming, quadratic optimization (considered in this paper ) could be carried out using the interior point methods guided by the fact that global optimum over the unit hypersphere occurs at the largest eigenvector of a symmetric matrix W. The author is currently investigating this direction [Rama2], [Rama3].
Remark 2:
The above theorem shows that optimization of a quadratic form over the convex hull generated by the corners of hypercube is equivalent to optimization just over the corners of hypercube ( i.e. Local/global optima occur only at the corners of hypercube).
Remark 3:
The proof of the above Theorem could be given using other mathematical tools such as non-linear programming ( quadratic optimization ). Also, discrete dynamic programming based proof can be given.
Remark 4:
It should be noted that the maximization of a quadratic form over a unit hypercube is equivalent to maximization over any hypercube. Countable union of all hypercubes is a subset of the lattice. Thus the optimum over unit hypercube could provide a good approximation to optimization over the symmetric lattice. 
where ෩ is a lower triangular (could be upper triangular with appropriate summation) matrix with zero diagonal elements (Volterra matrix). Thus from the standpoint of the optimization over unit hypercube, it is sufficient to consider B to be a lower ( upper) triangular matrix with zero diagonal elements (Volterra matrix). Utilization of such a matrix could be very useful in deriving important inferences. Thus, the result is in agreement with the Rayleigh's Theorem on optimization of quadratic form on the unit hypersphere.
• A quick argument to show that the maxima always lies on the boundary in the case of positive definite matrices is as follows:
Suppose not i.e. the extrema ( maxima ) lies inside the ndimensional hypercube, say at The value of the quadratic form is given by The Euclidean norm of is clearly less than one. The vector ȁȁ ȁȁ which lies on the unit hypersphere gives a larger value for the quadratic form. Thus the claim is true.
Remark 7: It is easy to see that a symmetric matrix with zero diagonal elements cannot be positive definite.
In the following section, we discuss how the problem of maximization of quadratic form naturally arises in connection with the design of Hopfield neural network.
Remark 8:
The stochastic versions of the problems (along the lines of Boltzmann machines) are also currently being investigated by the Author [Rama2] .
III. GLOBAL OPTIMUM STABLE STATE COMPUTATION
It is shown by Bruck et.al [BrB] that the problem of computing the maximum stable state is equivalent to that of computation of minimum cut in the associated undirected graph. This is an NP hard problem.
Lemma: If ' y' is an arbitrary vector on hypercube that is projected onto the unit hypersphere and is the eigenvector of symmetric matrix M corresponding to the maximum eigenvalue ( on the unit hypersphere ), then we have that
Proof: Let y be a vector on the hypercube that is projected onto the hypersphere. Also, let be the eigenvector of the symmetric synaptic weight matrix associated with the maximum eigenvalue. Hence the quadratic form associated with y can be expressed in the following manner.
Utilizing the fact that Ͳ Ͳ Ͳ Ͳ is the eigenvector corresponding to the maximum eigenvalue ( maximal eigenvector ) i.e. and that lies on the unit hypersphere, that
Remark 2: Since, by Rayleigh's theorem, it is well known that the global optimum value of a quadratic form on the unit hypersphere is the maximum eigenvalue i.e. µmax, it is clear that for all corners of the hypercube projected onto the unit hypersphere, we must necessarily have that
The goal is to choose a y, such that the above quantity is as less negative as possible ( so that the value of quadratic form is as close to µmax as possible.
•
Heuristic Algorithm for Computation of Global Optimum Stable State of a Hopfield Neural Network:
Step 1: Suppose the right eigenvector corresponding to the largest eigenvalue of M is real ( i.e. real valued components ). Compute such an eigenvector, z
Step 2: Compute the corner, T of hypercube from z in the following manner: T = Sign ( z ).
Step 3: Using T as in the initial condition ( vector ), run the Hopfield neural network in the serial mode of operation.
In view of Lemma and above remark , the claim is that the global optimum stable state is reached through the above procedure.
Note: Clearly, the above algorithm fails when the eigenvector corresponding to the largest eigenvalue is complex valued. We now propose a method which reduces the computational complexity of the method of computing the global optimum stable state [Rama3]. The author is actively pursuing the problem of minimum cut computation in an undirected graph [Rama2].
Claim: Given a linear block code, a neural network can be constructed in such a way that every local maximum of the energy function corresponds to a codeword and every codeword corresponds to a local maximum.
Proof: Refer the paper by Bruck et.al [BrB] .
It has been shown in [BrB] that a graph theoretic code is naturally associated with a Hopfield network ( with the associated quadratic energy function ). The local and global optima of the energy function are the code words.
Goal: To compute the global optimum stable state ( i.e. global optimum of the energy function ) using the associated graph theoretic encoder.
To achieve the goal, once again the largest real eigenvector ( if it is real valued ) is utilized as the basis for determining the information word that will be mapped to a global optimum stable state/ codeword ( using the associated graph theoretic encoder ).
IV. CONCLUSION
In this research paper, it is shown that optimizing the quadratic form over the convex hull generated by the corners of hypercube is equivalent to optimization over just the corners of hypercube. Several properties of stable states / anti-stable states are summarized. Some results related to the computation of global optimum stable state are discussed.
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