corrected by the additional processing, permitting the time advantage to be achieved with no concomitant erosion of performance.
A Stochastic Model of Speech

Incorporating Hierarchical Nonstationarity
Li Deng
Abstraef-The concept of two-level (global and local) hierarchical nonstationarity is introduced in this paper to describe the elastic and dynamic nahve of the speech signal. A doubly stochastic process d e l is developed to implement this concept. In this model, the global nonstationarity is embodied through an underlying Markov chain thst governs evolution of the parameters in a set of output stoehpstie pnwwsoes. The local nonstationarity is realized by utilizing state-eonditioned, timevarying 6rst-and seeond-order statistics in the output data-generation process models. For potential uses in automatic uncovering rel.tioanlly invariant properties trom the speecb signal and in speech recognition, the local nonstationarity is represented in a parametric form. pnlimiepry experiments on Btting the models to speech data demonstrate superior performance of the proposed model to several traditional types of hidden Markov models.
I. INTRODUCTTON
Traditional statistical time series models have been developed to deal mainly with stationary sources, or at best, with nonstationary observations that can be direitly transformed into stationary observations by time differentiation [2] . Only since the advent of hidden Markov models (HMM's) [l] has it become possible to set up a natural framework in which nonstationary sources can be described in tidy terms of mathematics.
Nonstationary behaviors are exhibited in the HMM via the evolution of the underlying Markov chain that modulates the parameters of an output stochastic process. This is a powerful mechanism for representing acoustic signals in natural speech since it parallels pattems of change of the phonetic content embedded in the acoustic signal. In the standard HMM setup, however, no mechanism is provided to handle detailed variations of intrinsically dynamic speech signals and their temporal relationships given a fixed phonetic content. This has been true of all the stochastic models for speech developed so far, including the best known Baum's HMM and its extension [ 11, [ 111, and Poritz's hidden filter model and its extension 1121, [91, [131. These models all assume the state-conditioned stationarity for the observed speech data, and they d l y solely on the (hidden) Markov chain to fit the overall speech nonstationarity.
The dynamic nature of the acoustic signals in the speech can be described in terms of statistical nonstationarity that is hierarchically organized at two distinct levels. At the global level, the nonstationarity manifests itself when phonetic contents change over time in a relatively slow fashion. A Markov chain is well equipped to describe this change. The local nonstationarity, on the other hand, is displayed generally at the lower allophonic [7] or microstructural level [6]. Both the standard HMM and the hidden filter model are a handicap in handling the local nonstationarity.
The purpose of this paper is to develop a general class of stochastic models that are capable of capturing both the global nonstationarity and the local nonstationarity in the speech signal. 
HIERARCHICALLY NONSTATIONARY MODEL
The global nonstationarity in the proposed model, as with the standard HMM, is implemented by a homogeneous Markov chain. The local (i.e., stateconditioned) nonstationarity is represented by a generalized autoregressive output process where both the first-order statistic (mean) and the second-order statistic (autocovariance) are made functions of time via time-varying trend functions and timevarying autoregressive coefficients, respectively. We call this model the hierarchically nonstationary model, or HN-model for short.
The HN-model is defined formally by the following data-generation equation:
where state i at a given time t is determined by the evolution of a 
HI. PARAMETER ESTIMATION FOR THE HN-MODEL
The EM algorithm [3] is used in this study to obtain maximum likelihood estimates for the HN-model's parameters. The estimates are obtained through an iterative procedure, where each iteration consists of two separate steps: E (expectation) step and M (maximization) step. The E step involves evaluation and simplification of the auxiliary function where the expectation is taken over the "hidden" state sequence S, @ stands for the model whose parameters are to be estimated in the present iteration, and QO stands for the model whose parameters were estimated in the previous iteration. 
0Lp.)
The Q function in (2) can be explicitly expressed in terms of the expectation over state sequences S in the form of a weighted sum Let D be the dimensionality of the observation vector and let N t ( i ) stand for log of the multivariate Gaussian likelihood
Then the log joint likelihood in (3) can be written as 
Re-estimates of the model parameters are obtained in the M step by maximization of ( 5 ) with respect to all model parameters. Here we describe in detail the reestimation result of the parameters in the time-varying trend functions and in the autoregression coefficients.
By removing optimization-independent terms and factors in (5), an equivalent objective function is obtained as The re-estimation formulas are obtained by jointly solving
(7)
After applications of the chain rule for vector differentiation, (7) becomes and k = l f o r i = 1,2:..,N. We now let g t ( O , ) and + t ( * , ) take specific forms of the time function. Polynomial functions are the simplest choices, which convert (8) and (9) Use of the matrix-calculus technique leads to straightforward solutions to the above system of equations. We show below the selected results in the data-fitting experiments based on the above solution.
Iv. EXPERIMENTS ON SPEECH DATA FllTING
In this section, we provide experimental evidence to show that the proposed HN-model can fit the actual speech data, both for the training data and for the test data, more closely than the traditional We recorded speech data from many tokens of word deeddi:d uttered by a native English male speaker. The recorded speech data was in the form of digitally sampled signal at 16 kHz. A Hamming window of duration 25.6 msec was applied every 10 msec, which converts the data from a time domain to a frequency domain. Within each window, a seven-dimensional vector consisting of mel-frequency cepstral coefficients was computed. To save space we show here the data-fitting results only for the second-order cepstral coefficient C2 (similar results were obtained for other cepstral coefficients).
We trained the HN-model parameters using the EM algorithm (1) with the residual term (the variation that is regarded purely random by the model) removed. (The parameters in these fitting functions were obtained during training.) Given the model parameters, the process of fitting models to the data proceeded by first finding the optimal segmentation of the data in the HMM states and then fitting the segmented data using the fitting functions associated with the corresponding states. Optimal segmentation of the data was obtained types of HMM'S. (Fig. l(d) ).
To be. sure that the HN-model's superior data fitting performance is not merely due to its largest number of model parameters (and hence has the highest degree of freedom), we carried out model fitting experiments on test tokens (i.e., word tokens of deed not used in training the HN-model). Figs. 2(a), (b) , (c), and (d) show these results, again demonstrating the best fitting to the test data using the HN-model. In particular, use of state-conditioned time-varying autoregressive coefficients (Fig. 2(d) for L = 1) given significantly closer fit to the data than use of state-conditioned time-invariant autoregressive coefficients (Fig. 2(c) for L = 0).
The above qualitative description of the model fitting performance for Figs. 1 and 2 can be quantified by using a measure of fitting error, defined as the temporal summation of the state-dependent frame residual errors:
where ti, i = 0,1,2, . ' . , IV are the Viterbi segmentation boundaries. only for the first-order statistics. The HN-model described in this paper generalizes all the above models in providing state-conditioned time-varying statistics of both the first order and of the second order.
The generality and +e associated advantages of the HN-model over the traditional types of HMMs are illustrated in a set of preliminary experiments where several types of models are used to fit speech data. Residual errors for the fitting are shown to be significantly smaller when the HN-model is used than any member in the traditional class of the HMMs. In view of the closeness between the nonstationary properties of the actual speech signal and those provided by the HN-model and of its generality, the HN-model is a potentially more powerful mathematical tool for automatic speech recognition than the types of HMMs currently in use. Furthermore, because the temporal variation of the speech signal is compactly parameterized in the HN-model, a convenient means is provided, via the parameter characterization of the HN-model, to automatically determine the acoustic properties in the speech signal which is relationally invariant in the temporal dimension.
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