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Zellulare Nichtlineare Netzwerke bzw. Zellulare Neuronale Netzwer-
ke, sogenannte CNN 1, wurden 1988 von L.O. Chua und L.Yang
[1] eingef uhrt und seither intensiv untersucht. Durch ihren Aufbau
erm oglichen sie eine parallele Daten- und Signalverarbeitung. Die
Entwicklung von schaltungstechnischen Realisierungen von CNN {
CNN-Hardware { bietet es nun erstmals an, CNN in tragbare Ger ate
zu integrieren und gewinnen dadurch immer mehr an Bedeutung.
Da elektronische Schaltungen durch Rauschen oder andere Ein
 usse
verursachte Abweichungen von mit Simulationen erlangten Ergeb-
nissen aufweisen, ist es wichtig zu untersuchen, wie die bereits mit-
tels Simulationen entwickelten Algorithmen sich auf CNN-Hardware
 ubertragen lassen.
In dieser Arbeit sollen Algorithmen auf einer schaltungstechnischen
Realisierung von Zellularen Nichtlinearen Netzwerken untersucht wer-
den. Hierf ur steht das EyeRIS 1.1 System des Unternehmens ANA-
FOCUS Ltd. zur Verf ugung, welches einen sogenannten Focal Plane
Prozessor (FPP), der mit analogen Signalen und Zust anden arbeitet,
mit einem digitalen Prozessor kombiniert. Dies erm oglicht es, analoge
CNN-Algorithmen zusammen mit digitalen Algorithmen auf einem
System zu implementieren und so die Vorteile beider Ans atze zu nut-
zen. Daten werden hierbei mittels digital/analog (DA)- und analog/-
digital (AD)- Wandlung mit einer gleichf ormigen Au
 osung von 8 bit
gewandelt, um den Datenaustausch zu gew ahrleisten.
1Englisch: Cellular Neural Network kurz CNN, auch als Cellular Nonlinear Net-
work bezeichnet.
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In der vorliegenden Arbeit soll besonderes Augenmerk auf medizini-
sche und technische Anwendungsgebiete gelegt werden.
Im medizinischen Anwendungsbereich soll die Implementierung von
Algorithmen zur Vorhersage epileptischer Anf alle untersucht werden.
Ziel ist es zu zeigen, da prinzipiell die Implementierung von CNN-
basierten Algorithmen zur Vorhersage epileptischer Anf alle auch auf
schaltungstechnischen Realisierungen von CNN, umgesetzt werden
k onnen. Ein Optimierungsverfahren f ur CNN-Parameter soll hierf ur
entwickelt und implementiert werden. Weiterhin ist die erforderliche
Rechengenauigkeit auf CNN-Schaltungen von groer Bedeutung, da
nur mit der Kenntnis der Anforderungen zuk unftige schaltungstech-
nische Realisierungen entsprechend ausgelegt werden k onnen.
F ur die Untersuchungen stehen Daten von hirnelektrischen Ableitun-
gen in Dateien zur Verf ugung, welche f ur die Verwendung auf dem
EyeRIS-System zuerst vorverarbeitet werden m ussen. Hierbei entste-
hen durch die begrenzte Aufl osung der AD/DA-Wandler erste Un-
genauigkeiten, die in die Verarbeitung eingehen. Die Robustheit der
Algorithmen zur Vorhersage von epileptischen Anf allen gegen uber
geringer Au
 osung der Wandler und m oglicher schaltungstechnisch
bedingter Eekte ist daher besonders wichtig. Die Ergebnisse sollen
deshalb mit statistischen Methoden, der Receiver-Operating-Char-
acteristic (ROC) und mittels speziell generierter Ersatzsignale { so-
genannter Surrogate { genauer untersucht werden.
Im technischen Bereich soll die Anwendbarkeit auf die Problemstel-
lung der Bildverarbeitung gelegt werden und die M oglichkeit von
CNN basierten Algorithmen zur Erkennung von Prozessparametern
bei Laserschweiverfahren untersucht werden. Ein solcher Prozesspa-
rameter ist das sogenannte Key-Hole, welches in Bildsequenzen von
Laserschweiprozessen als ein Ma f ur die zu erwartende Qualit at
einer Schweinaht herangezogen werden kann. Ein CNN basierter
Algorithmus f ur die Erkennung solcher Key-Holes soll in dieser Ar-
beit vorgestellt und untersucht werden. Der CNN-Hardware-Teil des
EyeRIS 1.1-Systems bietet hierf ur die M oglichkeit, diesen direkt als3
Kamera zu benutzen und somit sowohl die Bildaufnahme als auch
die Verarbeitung schon auf dem EyeRIS 1.1-System vorzunehmen.
Da die Regelung von Prozessen Anforderungen an die Rechenzeit
von Steueralgorithmen stellen, soll hier die Rechengeschwindigkeit
genauer beleuchtet werden.
In den folgenden Kapiteln wird zuerst eine allgemeine Einf uhrung
in die mathematische Beschreibung von CNN gegeben und die f ur
diese Arbeit verwendete Plattform { das EyeRIS-System { genauer
beschrieben, sowie die Ausf uhrungsgeschwindigkeit der verf ugbaren
Operationen und die Darstellungsgenauigkeit der AD/DA-Wandler
auf diesem System untersucht. Die Umsetzung eines Mustererken-
nungsverfahrens auf dem EyeRIS-System schliet sich an. Es folgt die
Einf uhrung eines neuen, speziell f ur dieses System entwickelten Op-
timierungsverfahrens. Dieses zeichnet sich durch Ber ucksichtigung
von Symmetrien in gegebenen Problemstellungen besonders aus. Er-
gebnisse, die die Leistungsf ahigkeit des Optimierungsverfahrens mit
anderen Verfahren vergleichen, schlieen sich an. Die f ur die folgen-
den Untersuchungen notwendigen mathematischen Auswerteverfah-
ren werden ebenfalls erl autert und im speziellen auf die Receiver-
Operating-Characteristic eingegangen. Im weiteren wird auf Anwen-
dungen von CNN eingegangen. Hier soll beispielhaft die Anwend-
barkeit in medizinischen und technischen Bereichen gezeigt werden.
Zuerst wird die Vorhersage epileptischer Anf alle mittels zweier Ver-
fahren unter Verwendung von CNNs untersucht, wobei auch der zu-
vor dargestellte Optimierungsalgorithmus zur Anwendung kommt.
Danach wird ein Bildverarbeitungsalgorithmus f ur die  Uberwachung
eines Laserschweiprozesses entwickelt und untersucht. Die jeweili-
gen Ergebnisse werden diskutiert und in der Zusammenfassung noch
einmal gegen ubergestellt. Im Anhang sind weitere Untersuchungser-
gebnisse dargestellt.42 Grundlagen
Dieses Kapitel dient dazu, einen  Uberblick  uber Zellulare Systeme
und im speziellen  uber die sogenannten Zellularen Neuronalen Netz-
werke zu geben. Hierbei werden die einzelnen, ein CNN denieren-
den Eigenschaften wie Zustandsgleichung, Nachbarschaft der Zellen
im Netz, Randbedingungen und andere vorgestellt und besprochen.
Dieses Kapitel dient dazu, den Leser in die Lage zu versetzen die An-
wendungen von CNN in sp ateren Kapiteln leichter zu erfassen und
die verwendeten CNN-Typen einzuordnen.
2.1 Zellulare Systeme
In der Physik, Chemie und Biologie werden h aug Systeme aus mit-
einander wechselwirkenden Komponenten untersucht. Hierzu werden
immer h auger auch numerische Algorithmen im Rahmen von Com-
putersimulationen verwendet. Zellulare Systeme, die der hohen Kom-
plexit at der Berechnungen durch eine massive parallele Verarbeitung
Rechnung tragen, gewinnen zunehmend an Bedeutung. Ein solches
System kann durch die folgende Denition 1 allgemein beschrieben
werden.
Denition 1:
Ein Zellulares System ist ein System mit r aumlich unterscheidbaren
Komponenten, die sich auf eine bestimmte, zu dem System geh oren-
de, Art und Weise gegenseitig beein
ussen.
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Modell Zustand Zeit Raum
partielle Dierentialgleichungen   
gekoppelte Gitter
Dierentialgleichungen
CNN   
gekoppelte Gitter
Boltzmann Gittermodelle
DT-CNN   
interaktive
Partikelsysteme   
Gittergas Modelle
Cellular Automata (CA)   
 = diskret  = kontinuierlich
Tabelle 2.1: Vergleich zwischen partiellen Dierentialgleichungen,
CNN, DT-CNN und CA bez uglich Zustand, Raum und Zeit (Klas-
sizierung gem a [2]).
Hierbei k onnen sowohl die Zust ande als auch die zeitliche Ver ande-
rung des Systems kontinuierlich oder diskret sein. Hierdurch erge-
ben sich unterschiedliche Klassen zellularer Systeme, die in Tabel-
le 2.1 zusammengestellt sind. Im weiteren sollen wichtige Klassen
von CNN und zeitdiskreten CNN (DT-CNN) genauer beschrieben
werden.
2.2 CNN
Zellulare Neuronale Netzwerke wurden im Jahre 1988 von L.O. Chua
und L.Yang [1] eingef uhrt. Die Zustandsfunktion einer Zelle ci eines









Bjuj + zi (2.1)2.2 CNN 7
mit
1. Zelleingang (Input) uj 2 R
2. Schwellwert der Zelle (Bias) zi 2 R
3. Zellzustand xi 2 R
4. Zellausgang (Output) yi 2 R
5. Gewichtswerte Aj und Bj, welche die Gewichtungen von Zelle
mit Indexvektor j zu Zelle mit Indexvektor i beschreiben und
in den Gewichtsmatrizen A und B zusammengefat werden,
wobei der Zellausgang zumeist durch die st uckweise lineare Funkti-
on
yi = f(xi) =
1
2
(jxi + 1j   jxi   1j) (2.2)
gegeben ist, und die Position einer Zelle im Netzwerk durch den Ko-
ordinatenvektor i bezeichnet wird. Die Zellzustandsgleichung (2.1)
allein ist noch nicht ausreichend, um ein solches Netz zu beschreiben.
Vielmehr wird zur vollst andigen Beschreibung die Denition
 einer r aumlichen Anordnung von Zellen (z.B. rechteckige, drei-
eckige oder hexagonale Gitterstruktur), das Netzwerk N,
 einer Nachbarschaft N um eine Zelle, die durch den Radius
r 2 N und ein Abstandsma k  k festgelegt wird,
 einer Randbedingung bei r aumlich begrenzten Netzwerken,
 sowie der Gewichte des Netzwerks in Matrixschreibweise.
 einer meist nichtlinearen Ausgangsfunktion z.B. (2.2), die ab-
h angig vom Zustand den Zellausgang bestimmt,
 einer Zustandsfunktion z.B. (2.1), die basierend auf den Zu-
st anden der Zelle selbst und der sich in der Nachbarschaft be-
ndenden Zellen, die Zellzust ande bestimmt,
ben otigt. Betreend der Gewichtungen werden zwei Netzwerktypen
unterschieden, der translations invariante und der translations vari-
ante Typ. Ein translations invariantes Netzwerk kann f ur das gesam-
te Netzwerk durch Angabe von jeweils einer Gewichtsmatrix A und8 2 Grundlagen
B die Netzwerkgewichtung festgelegt werden. Im Gegensatz dazu
m ussen f ur ein sogenanntes translations variantes Netzwerk f ur jede
Zelle eigene Gewichtsmatrizen deniert werden, was einen erhebli-
chen Mehrbedarf an Speicher f ur die Gewichte bedeutet. Dasselbe
gilt auch f ur den Schwellwert z, ein translations invariantes Netz-
werk ben otigt hier nur die Angabe eines Wertes, f ur translations
variante Netzwerke kann er von Zelle zu Zelle unterschiedlich sein.
Die im Weiteren behandelten Netzwerktypen sind vom translations
invarianten Typ.
2.2.1 Zellenanordnung
Die r aumliche Anordnung der Zellen beein
ut die Zustandsglei-
chung. Je nach der Anordnung sind unterschiedlich viele Nachbarn
in ihr zu ber ucksichtigen. Wie schon einleitend erw ahnt, kann man
in einem zweidimensionalen Netzwerk rechteckige, dreieckige, hexa-
gonale und andere Gitterstrukturen verwenden. Zumeist wird aber
das Rechteckgitter gew ahlt, da dies sich am einfachsten realisieren
l at. Des Weiteren k onnen mehrere Schichten solcher zweidimen-
sionaler Netze miteinander verkn upft werden, so da man zur Be-
schreibung der Position einer Zelle im Netzwerk zwei Koordinaten
im zweidimensionalen Netzwerk und eine f ur die Schicht ben otigt,
in der sich die Zelle bendet. Allgemeiner kann hier von einem D-
dimensionalen Raum ausgegangen werden, wobei mit einem Vektor
mit Dimension D die Position von Zellen im Netzwerk beschrieben
werden.
2.2.2 Nachbarschaft
Die Nachbarschaft einer Zelle ci; i 2 ND des D-dimensionalen Netz-
werks ist deniert als
Nr(i) = fjjmax(jjj   ijj)  rg; (2.3)2.2 CNN 9
wobei r den Radius um die Zelle ci und jjj   ijj eine Norm bezeich-
net. Da den Zellen diskrete Koordinaten im gitterf ormigen Netzwerk
zugeordnet werden, kann man o.B.d.A. r 2 N annehmen. Im Falle
einer Zellanordnung in einem rechteckigen Gitter, kann man Zellen
als Quadrate auassen, die vier Kanten und vier Ecken haben, an
denen sie an andere Zellen des Netzwerks angrenzen. F ur eine solche
Anordnung k onnen zwei wichtige Arten der Nachbarschaften ange-
geben werden [3] :
 die von-Neumann-Nachbarschaft, welche ausschlielich die an





jjk   ikj  r;r 2 Ng (2.4)
wie in Bild 2.1(a) gezeigt. Die Anzahl der Zellen innerhalb
dieser Nachbarschaft ist 2r(r+1)+1 also: 1;5;13;25;41;61;:::
 die Moore-Nachbarschaft, welche zus atzlich auch die an den
Ecken der Zellen angrenzenden Zellen mit hinzunimmt,
Nr(i) = fjjjj   ij  r;r 2 Ng (2.5)
wie in Bild 2.1(b) gezeigt. Die Anzahl aller der Zellen innerhalb
einer solchen Nachbarschaft ist (2r+1)2 also: 1;9;25;49;81;:::
F ur ein einschichtiges Netzwerk ist dies f ur die Moore-Nachbarschaften
in Bild 2.2 veranschaulicht.
2.2.3 Randbedingungen
Die vorstehenden Betrachtungen und Denitionen lassen theoretisch
unendlich ausgedehnte Netzwerke zu. In der Praxis jedoch ist ein
Netzwerk N zwangsl aug r aumlich beschr ankt, d.h. es existieren
Randzellen cRand, f ur die nicht alle Nachbarzellen cj;j 2 Nr(i) Teil
des Netzwerks sind:
B = fcj j j 2 Nr(i) ^ ci 2 N ^ cj 62 Ng: (2.6)10 2 Grundlagen
(a) von-Neumann-Nachbarschaft (b) Moore-Nachbarschaft
Bild 2.1: Die zwei am h augsten angewendeten Nachbarschaften
(graue Zellen z ahlen zur Nachbarschaft).
Bild 2.2: Ein
u einer Kopplungs-Template auf die Zelle in einem
zweidimensionalen CNN (zweielementiger Indexvektor [i;j]) mit di-
rekter Moore-Nachbarschaft (r = 1) vgl. Bild 2.1(b).2.2 CNN 11
In praktischen Implementierungen werden diese Randzellen deshalb
zum Netzwerk hinzugef ugt [4], weshalb diese auch als virtuelle Zel-




Die Zust ande xcj der virtuellen Zellen cj 2 B tragen mit einem
konstanten Wert




Die Komponente der ersten Ableitung der Zustandsfunktion in
Richtung der Normalen ~ n des Randes des Netzwerks ist Null
~ nrf(xcj) = 0 ;
womit die virtuellen Randzellen nicht zu  Anderungen der Zel-
len im Netzwerk beitragen, was auch mit Zero-Flux bezeichnet
wird. Hierdurch wird erreicht, da die virtuellen Randzellen
weder vom Netzwerk in irgendeiner Weise gespeist werden noch
die Zellen des Netzwerks von den virtuellen Randzellen gespeist
werden und so ein Gleichgewicht am Rand des Netzwerks her-
gestellt wird.
Periodische Randbedingungen
Periodische Randbedingungen vermeiden die Einf uhrung virtu-
eller Randzellen, indem die R ander des Netzwerks zusammen-
gef uhrt werden. Dadurch entsteht im eindimensionalen Netz-
werk ein geschlossener Ring, im zweidimensionalen ein Torus.12 2 Grundlagen
Bild 2.3: Virtuelle Randzellen bei Moore-Nachbarschaft in einem
zweidimensionalen CNN (zweielementiger Indexvektor [i;j]). Der
Rand ist rot gekennzeichnet, die virtuellen Randzellen sind dunkel-
grau unterlegt.
Wird wie im vorherigen Fall o.B.d.A. wieder von einem 1-
dimensionalen Netz N mit n Zellen ausgegangen, so ergeben
sich die absoluten Indizes der Zellen zu i 2 Z  uber die Modulo-
Operation i mod n, d.h. ist i 2 Z, z.B. n + 1, wird auf die
Zelle ci mod n = c1 zugegrien. In diesem Fall kann die Nach-
barschaft der Zelle ci mit i 2 f0;:::;ng auch gem a
Denition 4:
Nr(i) = fj j(jj   ij mod (n   r))  rg j 2 f0;:::;n   1g
angegeben werden.2.2 CNN 13
2.2.4 Templates
Damit das Netz verschiedene Operationen ausf uhren kann, sind noch
Gewichtungen in den Beziehungen [5] zwischen den Zellen des Netz-
werkes zu denieren. Diese gewichten den Ein
u der Zellen in der
Nachbarschaft und k onnen, wie im Folgenden f ur den Fall von zweidi-
mensionalen Netzwerken, in Matrixschreibweise angegeben werden.
Die Dimension der Matrix ist bei translations invarianten Netzwer-
ken meist durch die symmetrisch gew ahlte Nachbarschaft vorgege-
ben. So deniert eine 3  3 Nachbarschaft eine 3  3 Gewichts-


















f ur die Feedforward-Template A und die Feedback-Template B dar-
gestellt wird. Hierbei wird von der mittleren Zelle jeweils nach rechts
bzw. links und nach oben und unten mit relativen Indizes auf die
Gewichtswerte referenziert. Einige h aug verwendete Templates [5]
sind
 Average Template: Diese Template f uhrt eine Mittelung  uber
die Zust ande der Nachbarzellen aus. Der Zustand wird in Ab-
h angigkeit von den Zellwerten in eine der m oglichen S attigun-















A; z = 0: (2.8)
 Die Threshold-Template: ist der Average-Template  ahn-
lich, nur da sie nicht  uber Nachbarzellen mittelt und der an-
gestrebte S attigungswert nur von der Zelle selbst und dem Bias
z abh angt. Zellen, die einen Wert gr oer als der Schwellwert14 2 Grundlagen
z haben, werden zu +1, Zellen mit kleinerem Wert erreichen
den Wert  1, Zellen, deren Wert gleich dem Schwellwert ist,
sind in einem instabilen Gleichgewicht, was aber selten auftritt
und in Hardwarerealisationen von CNN infolge von Bauteile-















A; z =  p
(2.9)
mit
p 2 [ 1:::1]: (2.10)
 Sobel-Operator-Template: F ur das Hervorheben von Kan-
ten kann die Sobel-Operator-Template verwendet werden [6].
















A; z = 0
(2.11)
















A; z = 0
(2.12)
hervorgehoben.
 Small Pixel Removal: F ur die Beseitigung einzelner Pixel



















z =  7:2 : (2.14)
 CCD-Template: (Connected Component Detection Templa-
te) Diese Template verschiebt das gesamte Bild in eine von
der Template bestimmte Richtung und reduziert dabei schwar-
ze und weie zusammenh angende Bereiche in einem Bild auf
je eine Breite von einem Pixel. Dies erzeugt parallele Linien
am Bildrand, deren Anzahl der Anzahl an SW- Uberg angen im
Ausgangsbild in der betrachteten Richtung, horizontal, vertikal
oder diagonal, je nach CCD-Template, entspricht. Die Anzahl
der resultierenden schwarzen und weien Streifen gibt dann die
Anzahl an SW- Uberg angen an, wobei jeder  Ubergang einer zu-
sammenh angenden Fl ache im Ursprungsbild entspricht.
















A; z = 0
(2.15)
Templates k onnen klassiziert werden, je nachdem, ob das Ergebnis
ihrer Operation lokal begrenzt bleibt, oder Bildteile im Bild verscho-
ben (propagiert) werden. Ferner unterscheidet man auch, ob sie be-
vorzugt auf Grauwertbilder oder auf schwarz/wei-Bilder angewen-





 Small-Pixel-Removal-Template.16 2 Grundlagen
Ein Beispiel f ur eine propagierende Template, die zugleich auch ein
Beispiel einer Template darstellt, die nur auf schwarz/wei-Bilder an-
zuwenden ist, ist die CCD-Template. Weitere Klassizierungsmerk-
male f ur Templates ergeben sich aus der Art des Netzwerktyps. Hier-
bei k onnen die Eintr age der Gewichtswerte in den Templatematrizen
durch Funktionen oder Operatoren ersetzt werden.
2.2.5 Ausgangsfunktion
In der urspr unglichen Denition von Chua und Yang wurde gem a
(2.1) eine sogenannte st uckweise lineare Funktion als Ausgangsfunk-
tion gew ahlt. In den vergangenen Jahren wurden aber auch ande-
re nichtlineare Ausgangsfunktionen eingef uhrt, von denen einige in
Tab.2.2 aufgef uhrt sind.
2.2.6 Zustandsgleichung f ur verschiedene Klassen
von CNN
In diesem Abschnitt wird auf spezielle Formen von CNN eingegan-
gen, da das Verst andnis einiger dieser Spezialformen f ur die sp ater-
en Untersuchungen wichtig ist. Dies gilt insbesondere f ur das zeit-
diskrete CNN (DT-CNN) und das Full-Range Modell f ur die Hard-
wareimplementierung von CNN.
CNN mit ortsvariantem Bias
Eine andere Erweiterung des CNN ist der ortsvariante Bias zi. Ob-
wohl er f ur jede Zelle unterschiedlich ist, unterscheidet er sich von
den Eing angen dadurch, da er immer nur genau auf eine Zelle wirkt
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Tabelle 2.2: H aug verwendete Ausgangsfunktionen von CNN.18 2 Grundlagen
Das autonome CNN
Das autonome CNN zeichnet sich dadurch aus, da es keine B-
Template hat, also keinen  aueren Ein
 ussen unterliegt. Es ist nur







Ajf(xj) + zi (2.16)
reduziert.
CNN mit Verz ogerung: Time-Delay-CNN
(TD-CNN)
Zur Verallgemeinerung der R uckkopplungen innerhalb eines CNN
kann man Verz ogerungsglieder denieren, die die Ausgangswerte ein-
zelner Zellen, oder der Eing ange, erst nach einer gewissen Zeitspan-
ne (Delay) auf die Zellen zur uckf uhren. Dies erm oglicht zum Bei-
spiel die Erkennung von Bewegung in Bildern. Die Werte werden
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Bild 2.4: Mehrlagiges CNN; der Ein
ubereich z.B. von Zelle 5
aus Lage 1 zu den Zellen der 2. Lage bei einer 3x3-Nachbarschaft ist
kenntlich gemacht.
Das zeitdiskrete Netzwerk (DT-CNN)
Ein Spezialfall des CNN ist das zeitdiskrete Netzwerk. Die Zustands-
gleichung f ur zeitdiskrete CNN (DT-CNN) lautet analog zu (2.1):






Bjuj(t) + zi : (2.18)
Zu bemerken ist hierbei, da durch die zeitliche Diskretisierung [7]
der Term  xi entf allt.
Mehrlagige CNN
Erweitert man das von Chua und Yang beschriebene Netzwerk um
eine oder mehrere Zellschichten, im Folgenden als Lagen bezeichnet,
so erh alt man ein mehrlagiges CNN, wobei sich die Lagen m und m0
gegenseitig beein





























Die Struktur eines solchen Netzes veranschaulicht Bild 2.4.
Das Full-Signal-Range (FSR) Modell
Aufgrund der nichtlinearen Ausgangskennlinie weist der Wertebe-
reich des Ausgangs f ur die meisten Ausgangskennlinien eine Be-
schr ankung von yi auf das Intervall [ 1;1] auf, doch der Zustand
xi ist prinzipiell nicht beschr ankt. Ein unbegrenzt steigender bzw.
fallender Zustand l at sich jedoch weder mit Str omen noch mit Span-







Ajf(xj)   g(xi) +
X
j2Nr(i)
Bjuj + z ; (2.20)
speziell f ur schaltungstechnische Realisierungen vorgeschlagen wurde
[8, 9, 10]. Hierbei kann der Term  xi durch Inkludierung in das
Mittelelement der Gewichtsmatrix  a0;0 = a0;0   1 in der Formel
auch entfallen [11]. Das Full-Range Modell f uhrt einen Verlustterm






m(xi + 1) : xi <  1
0 : jxij  1
mxi   1) : xi > 1
: (2.21)2.2 CNN 21
Die Steigung m im Verlustterm sollte hierbei so gro wie m oglich
gew ahlt werden. Im Idealfall sollte m = 1 gew ahlt werden, womit
bei  Uberschreiten oder Unterschreiten des Wertebereiches [ 1;1] der
Verlust 1 wird.
Bild 2.5: Verlustfunktion g(xi) des Full-Range Modells. Rot ge-
strichelt ist hier eine f ur Schaltungen realistische Kurvenform an
den Umsprungspunkten der Funktion gezeigt. Die Bedeutung von
m in Formel 2.21 ist als Steigung der schwarz gestrichelten Linie
dargestellt.
Hierdurch setzt eine Begrenzung des Zustands ein, wenn dieser sich
der unteren bzw. oberen Grenze des, durch die Schaltung vorgegebe-
nen, zul assigen Spannungsbereichs n ahert. Schaltungstechnisch kann
hierdurch eine Beschr ankung auf die Betriebsspannung realiseirt wer-
den, wodurch sich allerdings die Dynamik eines solchen CNN  andert.
Bei einem Wechsel des Vorzeichens der Summe aller Beitr age in
der Zustandsgleichung reagiert ein CNN nach dem Full-Signal-Range
Modell sofort mit einer  Anderung seines Zustandes und seines Aus-
gangswertes f(xi) = yi, w ahrend bei einem CNN nach L.O.Chua
und L.Yang [1] xi in den linaren Bereich 1 der Ausgangsfunktion
kommen mu, was bei einem Zustandswert jxij  1 eine  Ubergangs-22 2 Grundlagen
zeit ben otigt und sich somit eine  Anderung des Ausgangswertes erst
bei Erreichen des linearen Bereichs der Ausgangsfunktion bemerkbar
macht.
2.3 Numerische Simulation von
CNN
Schaltungtechnische Realisierungen von CNN, wie unter anderem
in [12, 13, 14, 15, 16, 17] beschrieben, sind auf spezielle Netzwerke
oder Anwendungsbereiche zugeschnitten. Bei der Entwicklung neuer
CNN-Algorithmen werden im allgemeinen Netzwerke betrachtet, f ur
die noch keine schaltungstechnische Realisierung zur Verf ugung steht
oder deren Realisierung f ur diesen Zweck zu aufw andig w are. Aus
diesem Grund wird auch hier eine numerische Simulation von CNN
auf Digitalrechnern durchgef uhrt.
Eines der ersten bedeutenden Simulationsprogramme ist SCNN [18,
19, 20], welches in der Arbeitsgruppe Komplexe Systeme am Institut
f ur Angewandte Physik der J. W. Goethe Universit at Frankfurt ent-
wickelt wurde. Es besteht aus einem umfangreichen, monolithischen
Programmkern, dessen Komponenten eng ineinandergreifen. Die Si-
mulation und die Trainingsvorg ange werden durch eine Skriptspra-
che gesteuert [21], die eine automatisierte Bearbeitung groer Daten-
mengen zul at. Die Komplexit at und die nicht vorhandene deutliche
Abgrenzung funktioneller Komponenten f uhrt jedoch dazu, dass eine
Erweiterung des Programms, wie etwa das Hinzuf ugen einer neuen
Zellkopplungsvorschrift, nur aufw andig durchzuf uhren ist und daher
 Anderungen besonders fehleranf allig sind.
Aus diesen Gr unden wurde in der Arbeitsgruppe [22, 23, 24] eine
neue Simulationsumgebung, Flexible Object oRiented CNN Environ-
ment -C++ library, kurz FORCE++ library, f ur CNN entwickelt,2.3 Numerische Simulation von CNN 23
welche einen objektorientierten Ansatz [25, 26] verfolgt. Bei FOR-
CE++ handelt es sich um eine Klassenbibliothek, deren Klassen es
erm oglichen, ein kompaktes Programm zu erstellen, welches nicht
komplexer als ein vergleichbares Skript f ur SCNN ist. FORCE++
zeichnet sich durch folgende Eigenschaften aus:
 Objektorientiertheit; die dadurch bedingte Kapselung f uhrt zu
geringerer Fehleranf alligkeit bei  Anderungen; jede Komponen-
te kann getrennt getestet werden,
 leichte Erweiterbarkeit durch Ableiten von bereits vorhande-
nen Klassen, die allgemeine Schnittstellen zur Verf ugung stel-
len,
 jede Komponente kann durch Modultests (unit tests) und au-
tomatische Testkonzepte [27] einzeln getestet werden,
 die Verwendung von Entwurfsmustern [28] f uhrt zu klar struk-
turierten und gut verst andlichen Codes.
Das Implementieren neuer Optimierungsverfahren gestaltet sich hier-
durch f ur FORCE++  auerst einfach. Das Optimierungsverfahren
wird als abgeleitete Klasse eines verallgemeinerten Optimierungs-
verfahrens implementiert. Genauso kann ein beliebiges Fehlerma
implementiert und zur Anwendung gebracht werden. Neu implemen-
tierte Programmmodule bzw. Klassen k onnen einfach mittels Modul-
tests auf ihre Korrektheit  uberpr uft werden.
Weiter unterst utzt FORCE++:
 eigene Integrationsverfahren zu den bereits vorhandenen (Euler-
und Runge-Kutta Verfahren) zu implementieren,
 frei programmierbare Zustandsgleichungen,
 schon jetzt 4 Optimierungsverfahren (Dierential Evolution
(DE), SSAPE, Broyden{Fletcher-Goldfarb{Shannon (BFGS),
Simulated Annealing) [29, 30, 31]), die leicht um weitere erg anzt
werden k onnen,24 2 Grundlagen
 frei denierbare Fehlermae f ur Optimierungsverfahren,
 variable Randbedingungen sowie die Erstellung eigener Rand-
bedingungen,
 Symmetrien und variable Parameteranzahl sowie Denitions-
bereiche von Parametern in Lernverfahren vorzugeben und po-
lynomielle Gewichte,
 die Angabe von Trainingssets f ur Optimierungsverfahren.
All dies kann durch Implementieren und Einbinden eigener Pro-
grammteile, ohne die Klassenbibliothek ver andern zu m ussen, er-
reicht werden, was zur Stabilit at von FORCE++ beitr agt. Dadurch
kann man sich bei der Entwicklung auf die eigentliche Algorithmik
konzentrieren und weniger mit spezischen Aufgaben der Software-
technik befassen, was eine Erleichterung im Vergleich mit einer Er-
weiterung von SCNN bedeutet.
Im Zuge der vorliegenden Arbeit wurden unter anderem Simulatio-
nen mit reduzierter Rechengenauigkeit von 8 bit betrachtet. W ahrend
die Umsetzung dieser speziellen Anforderung mit dem monolithi-
schen Programmkern von SCNN nur sehr schwer umzusetzen gewe-
sen w are und tiefgreifende  Anderungen an vielen Stellen im Pro-
gramm notwendig gemacht h atte, ist die Realisierung durch das ob-
jektorientierte, modulare Konzept von FORCE++ ezient zu l osen
gewesen.3 EyeRIS-System 1.1 mit
analogem Ace16kv2 Focal-Plane
Prozessor
Dank der sich rasch entwickelnden Halbleitertechnik ist es m oglich,
heute schaltungstechnische Realisierungen von CNN als integrierte
Schaltkreise in Mikrochips herzustellen. Diese werden immer leist-
ungsf ahiger, was sich in der Anzahl der implementierten Zellen und
deren Komplexit at ausdr uckt. Die leistungsf ahigsten zur Zeit verf ug-
baren Systeme sind die auf Bildverarbeitung ausgerichteten EyeRIS-
Systeme des Unternehmens Anafokus [14].
Das EyeRIS 1.1-System in Bild 3.1 kombiniert die Programmierbar-
keit herk ommlicher digitaler Prozessoren (CPU 1) mit einer ana-
logen, hochgradig parallelen Verarbeitung auf Basis von zellularen
Netzwerken [32]. Der digitale Prozessor wird als sogenannte Soft-
Core-CPU durch ein Field-Programmable Gate Array (FPGA) rea-
lisiert, welches zu diesem Zweck als eine CPU mit dem NIOS II Kern
des Herstellers Altera konguriert wurde. Dieser Prozessor dient der
Kontrolle des analog arbeitenden ACE16kv2-Chips, der Nachverar-
beitung von Daten und als Bindeglied zur Kommunikation mit ei-
nem PC. Durch die Anbindung an ein digitales System wie z.B. an
einen PC kann das EyeRIS-System nicht nur im Stand-Alone Be-
trieb, sondern auch als Coprozessor benutzt werden. Der ACE16kv2
bietet durch seine hohe Parallelit at bei einer Gr oe von nur ca. 1cm2
eine enorme Rechenleistung. Der digitale Teil des EyeRIS Systems
1Central Processing Unit
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wird in der Programmiersprache C programmiert, f ur den analog
arbeitenden Teil des Systems wird von der Herstellerrma Anafo-
cus die Programmiersprache FPP, f ur Focal Plane Processing, be-
reitgestellt. Durch seine F ahigkeit, sowohl als Sensoranordnung zur
Aufnahme von Bildern als auch zur parallelen Weiterverarbeitung
zu dienen, bildet der ACE16kv2 gewissermaen einen "intelligen-
ten\ Sensor. Dank seiner Programmierbarkeit kann er f ur zahlreiche
Aufgabenstellungen verwendet werden und insbesondere mit Hilfe
eines Optimierungsverfahrens als adaptives System genutzt werden.
(a) (b)
Bild 3.1: (a) EyeRIS-System ohne Optik (b) EyeRIS-System mit
Optik und auf Halterung montiert.
3.1 ACE16kv2 und das Full-Range
Modell
Der ACE16kv2 enth alt 16384 Zellen die quadratisch in einem Netz-
werk von 128 Zeilen und 128 Spalten angeordnet sind. Somit kann3.1 ACE16kv2 und das Full-Range Modell 27
jedes Pixel eines Bildes der Gr oe 128  128 genau einer Zelle zuge-
ordnet werden. Jede Zelle im ACE16kv2-Chip besitzt acht analoge
Zustandsspeicher, LAM0 - LAM7, f ur Operanden. Wird ein Bild auf
den ACE16kv2 geladen, so wird jedes Pixel genau einem Speicher-
bereich, z.B. LAM0, seiner korrespondierenden Zelle zugeordnet. So-
mit sind bis zu acht Datens atze als Bilder speicherbar, jedoch mu
ber ucksichtigt werden, da das Resultat einer Operation ebenfalls
wieder in einen der acht Speicherbereiche abgelegt werden mu. Je-
de Zelle enth alt einen sogenannten internen analogen Datenbus, den
ACE-BUS[33]. Dieser ist durch eine einzige Leitung realisiert, da der
Zustand zellintern durch genau ein analoges Signal realisiert wird.
An diesen ACE-BUS sind die einzelnen Verarbeitungskomponenten
 uber elektronische Schalter angebunden. Je nach gew unschter Ope-
ration werden die Verarbeitungskomponenten  uber die Schalter an
den Bus angeschlossen und aktiviert. F ur die Verarbeitung stehen
vier Zwischenspeicher zur Verf ugung, in welchen die Operanden ei-
ner Operation w ahrend deren Ausf uhrung gespeichert werden. Diese
Zwischenspeicher sind als Kondensatoren C1;C2;C3 und C4 reali-
siert, die vor der Ausf uhrung einer Operation mit den jeweiligen
Werten aus den Zustandsspeichern als Spannungen Vx;  = 1:::4,
auf diese geladen werden. Die Gewichtswerte sind getrennt von den
Zellen in einem Gewichte-Speicher abgelegt und werden allen Zel-
len gleichzeitig als Spannungen VW;  = 1:::4, zugef uhrt. Hierbei
dient  als Platzhalter f ur die vier verschiedenen Operanden und Ge-
wichte. Die Multiplikation mit den Gewichten ergibt einen Strom,
der mit den anderen Str omen mittels Stromsummation  uber einen
Widerstand, die Summenbildung der Zustandsgleichung, wieder in
eine Spannung gewandelt wird. Hieraus ergibt sich nach [12, 13, 34]
die Zellzustandsgleichung f ur die Hardwarerealisierung von CNN im




VW1[i]Vx1[i] + VWx1Vx1[4] (3.1)
+VWx2Vx2 + VWx3Vx3 + VWx4Vx4 ;28
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wobei die VWx f ur die, die Gewichtswerte repr asentierenden Span-
nungen, die Vx f ur die Zellzust ande repr asentierenden Spannungen
stehen und VWx1  VW1[4] gilt, welches dem Mittelelement einer 33
Template entspricht wie in Bild 3.2 illustriert.
Bild 3.2: Schematische Darstellung der Multiplizierereinheit des
EyeRIS-Systems. Die Gewichtung des Zentralelements Vw[4] und der
Gewichtswerte Vw2, Vw3 und Vw4 werden durch je zwei Multipliziere-
reinheiten verrechnet und tragen somit doppelt zum Summenstrom
Isum bei. Es ist anzumerken, da die Gewichtung der Nachbarbei-
tr age, aus schaltungstechnischen Gr unden, nicht bei Eingang dieser,
sondern bei der Ausgabe an die Nachbarzellen geschieht.
Die Multiplizierer liefern einen den Gewichten und den Eingangs-
spannungen proportionalen Strom ISum der sich mit
vw = Vw0   Vw (3.2)





vW1[i]vx1[i] + 2vWx1[4]vx1[4] (3.3)
+2vWx2vx2 + 2vWx3vx3 + 2vWx4vx4g3.1 ACE16kv2 und das Full-Range Modell 29
ergibt [12]. Hierbei sind Vw0 und Vx0 schaltungstechnisch bedingte
vorgegebene Spannungen und k eine Konstante gegeben durch
k = 1:2510 6A=V 2:
Der Faktor 2 kommt durch die interne Realisierung der Multipli-
katoren, wie in Bild 3.2 abgebildet, zustande. Hier ist gezeigt, wie
die Signale VCi jeweils zwei Multiplizierern zugef uhrt werden, wel-
che zu einem doppelten Strom am Ausgang und einer doppelten
kapazitiven Belastung der Eingangsquellen f uhrt. Die Gewichte zu
den Nachbarzellen tragen jeweils nur einfach bei. Der Ausgangs-
strom der Multiplizierer wird der Ausgangsfunktion zugef uhrt. In
Abh angigkeit der gew unschten Ausgangsfunktion werden zwei soge-
nannte Limiting Modes unterschieden[12]. Im ACE16kv2-Chip wird
der Soft-Limiting Mode durch die Implementierung einer Verlust-
funktion




+1 : xi > 1
0 : jxij  1
 1 : xi <  1
; (3.4)




=  Ig + ISum =  g(vx) + ISum (3.5)





= ISum : (3.6)
Je nach Anwendung wird einer der zwei Betriebsarten des Chip
gew ahlt, der Hard-Limiting Mode, wenn die Schwellwertfunktion an-
gewendet werden soll, bzw. Soft-Limiting Mode, wenn der Verlust-
term des Full-Range Modelles vor dem Speichern zur Anwendung
kommten soll.30
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Wie aus der Gl.(3.1) hervorgeht, bietet der ACE16kv2-Chip die M og-
lichkeit, vier Werte pro Zelle miteinander zu verrechnen, was als
ein Netzwerk mit vier CNN-Lagen, wie in 2.4 f ur zwei Lagen ge-
zeigt, aufgefat werden kann. Allerdings ist nur ein Wert mit einer
3  3 Template und den korrespondierenden Werten der Nachbar-
zellen verrechenbar, die weiteren Gewichte sind skalare Gr oen, so
da die anderen Werte nur den Zellwert selber beein
ussen und nicht
die Nachbarzellen. Die drei skalaren Gewichtswerte tragen wie das
Mittelelement der 3  3 Template, schaltungstechnisch bedingt, mit
dem Faktor 2 doppelt zum Ausgangsstrom der Multiplizierer bei,
d.h. der Gewichtswert wird schaltungsintern bereits doppelt gewer-
tet, weshalb Templates f ur die Verwendung auf dem Chipsystem ent-
sprechend angepat werden m ussen. Eine R uckkopplung ndet nur
im Soft-Limiting Modus statt [35] und dient dazu, eine zu schnelle
Zustandsentwicklung in die S attigung zu verhindern. Hierbei wird
bei Durchf uhrung der Convolution-Operation (ein Befehl der FPP-
Sprache) eine der drei skalaren Kopplungsgewichte und nicht die
3  3 Gewichtungsmatrix mit einem stark negativen Gewicht vor-
belegt, womit in dieser Betriebsart eektiv nur zwei skalare Werte
und Werte aus der Nachbarschaft der einzigen 33 Gewichtsmatrix
miteinander verrechnet werden k onnen. Durch die eingeschr ankte
Wahl einer R uckkopplung im Soft-Limiting Mode sind Templates
aus [5] nur mit Anpassungen oder gar nicht f ur die Anwendung auf
dem ACE16kv2 geeignet. Im Falle des Hard-Limiting Modes sind
sogar nur solche Templates, die keine R uckkopplungen ben otigen,
ohne Einschr ankungen anwendbar. Bei propagierenden Templates,
wie z.B. der CCD-Template, wirkt sich dies dahingehend aus, da
diese nicht mehr propagieren und ihre Funktionsweise verloren geht.
Um in solch einem Fall ein propagierendes Verhalten in der Ver-
arbeitung zu erreichen, mu dies durch iterative Anwendung einer
solchen Template, wie z.B. der CCD-Template, in einer Schleife er-
folgen.3.1 ACE16kv2 und das Full-Range Modell 31
3.1.1 Bildverarbeitung mit dem
ACE16kv2
Die Datenverarbeitung mit dem ACE16kv2 ist vielseitig, weshalb
hier die mit dem ACE16kv2 zu realisierenden Operationen noch ein-
mal genauer unter dem Gesichtspunkt der Bildverarbeitung betrach-
tet werden, wobei die zu verarbeitenden Daten als Bilder vorliegen.
Fat man die Zust ande als die Werte der Pixel eines Bildes, repr asen-
tiert durch Spannungen, auf und ber ucksichtigt, da vier Bilder in
einer Operation miteinander verrechnet werden k onnen, so kann man
die Pixelwerte einer Zelle und ihrer Umgebung mit PA;PB;PC und
PD bezeichnen, wobei im Folgenden PD = z den Schwellwert re-
pr asentiert und im Weiteren als translations invariant aufgefat wird.
Die Ausgangswerte der Multiplizierer werden durch Str ome repr asen-
tiert und zu ISum aufsummiert. Der Strom aus den Multiplizierern
des ACE16kv2 ergibt sich dann zu [10]
ISum = A  PA + b  PB + c  PC + z ; (3.7)
wobei  die Faltung einer 33 Parametermatrix, also die Anwendung









ist, sowie b und c einzelne Gewichtswerte und z den Schwellwert









ist hierbei ein Bildausschnitt um die Zelle, auf den die Template
angewandt wird. Folgende Anwendungsf alle kann man unterscheiden
[10, 12]:32
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 Es sei A eine 3  3 eine Template (siehe Abschnitt 2.2.4), so-
wie c = z = 0 und b =  1 die weiteren Parameter der auf
PA anzuwendenden Operation. Der in jeder Zelle das Signal
repr asentierende Strom wird an den Kondensator CB der je-




=  PB + A  PA (3.10)
f ur die Zustandsgleichung. Der stabile Endzustand ist dann als
PB = A  PA gegeben.




=  PA + A  PA ; (3.11)
wodurch eine dynamische Kopplung zwischen den Zellen in der
Nachbarschaft, die sich gegenseitig beein
ussen, ergibt, was
einem CNN-artigen Verhalten entspricht. Diese Kongurati-
on bedingt allerdings, da zur Stabilisierung im Soft-Limiting
Mode die R uckkopplung des Zentralelements der Gewichtstem-
plate einen groen negativen Wert hat. Dies bedeutet, da eine
solche R uckkopplung einer Zelle auf sich selbst nicht im Sin-
ne eines CNN aufzufassen ist. Im Hard-Limiting Mode gibt es
keine R uckkopplung.
 Wird CA verwendet und das Mittelelement von A auf  1, alle
anderen auf 0 gesetzt, dann folgt f ur den stabilen Endzustand
[10]
PA = b  PB + c  PC + z : (3.12)
Dies entspricht der Anwendung von arithmetischen Operatio-
nen auf Grauwertbildern.3.1 ACE16kv2 und das Full-Range Modell 33
3.1.2 Ausf uhrungsgeschwindigkeit einzelner
Routinen
Auf dem EyeRIS-System kommen zwei Prozessoren zum Einsatz,
der analog arbeitende ACE16kv2-Prozessor und ein digitaler Pro-
zessor. Zur Programmierung des digitalen Teils des EyeRIS-Systems
wird C bzw. C++ verwendet, f ur den analogen ACE16kv2 die von
Anafocus entwickelte Programmiersprache FPP. Der FPP-Code wird
hierbei in den C-Code in spezielle, durch Pr acompiler Direktiven
gesch utzte Bereiche, mit eingebettet. Der FPP-Code selbst besteht
aus sogenannten Sektionen, die durch die C-Funktion ExecuteSecti-
on(NameDerSektion) aufgerufen und ausgef uhrt werden k onnen. F ur
die Entwicklung und die Laufzeitoptimierung von Algorithmen f ur
das EyeRIS-System ist es wichtig, die Ausf uhrungsgeschwindigkei-
ten der einzelnen Operationen sowohl auf dem analogen als auch auf
dem digitalen Teil, unter Ber ucksichtigung der Latenz der Kommu-
nikationswege der zwei Teilsysteme des EyeRIS-Systems, zu kennen.
Zu diesem Zweck wurden Ausf uhrungsgeschwindigkeiten der unter-
schiedlichen Instruktionen gemessen und in den Tabellen 3.1 und 3.2
zusammengefat, um einen  Uberblick  uber das Laufzeitverhalten zu
erhalten. Diese k onnen zum Absch atzen des Laufzeitverhaltens von
CNN-Algorithmen auf dem EyeRIS-System verwendet werden, erset-
zen aber nicht die Messung des Laufzeitverhaltens eines komplexen
Algorithmus.34
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Befehl Zeit (s) Bemerkung
C for-Schleife 0.16
C TimeMeasure 0.44 0.42 ohne return value
C ExecuteSection 0.97
Zeit im FPP-Code eine Sektion auf-
zurufen
C-Funktionsaufruf 0.17
Zeit eines Funktionsaufrufs mit
gleichen Parametern wie Execute-
Section
Tabelle 3.1: Zeitmessung f ur C-Routinen.3.1 ACE16kv2 und das Full-Range Modell 35
Befehl Zeit (s) Bemerkung
FPP set 0.1
FPP inc / dec 0.1
FPP comp 0.15
FPP inc + comp 0.35
FPP jump 0.07
FPP Convolution (binary) 14.7
FPP Convolution (gray) 18.7
FPP TemplateExecute hard 15.7
FPP TemplateExecute soft 19.7
FPP InitializeFPP 2.7
FPP LoadVinInLam 1.7 in C for-Schleife
FPP LoadVinInLam 0.86
in FPP Schleife aus
comp inc und jump
FPP LoadImageToFPP 188.26 in C for-Schleife
FPP DownLoadImageFromFPP 178.68 in C for-Schleife
FPP InternalImageTransfer 1.7 in C for-Schleife
FPP InternalImageTransfer 1.998
FPP loop aus comp
inc und jump
FPP LogicOperation ein Operand 4.085
FPP LogicOperation zwei Operanden 6.072
FPP DownloadPartialImage 4.3 - 4.7
per Gruppe  a 4 Zei-
len im Mittel 4.6s
FPP LoadAdressEvent 0.27 - 0.29
per Pixel gemessen
mit schwarzem Bild
FPP LoadAdressEvent 0.7 - 0.8
per Pixel gemessen
mit weiem Bild
FPP InitOpticalAquisition 2.45 - 2.56
FPP ReadOpticalBuer 73.7
FPP OpticalAquisition 932.7 timebase ms
FPP OpticalAquisition 4.0 timebase s
FPP OpticalAquisition 3.7 timebase ns
Tabelle 3.2: Zeitmessung f ur FPP-Routinen.36




Zur Bestimmung der Darstellungsgenauigkeit von Zellzust anden wur-
den Untersuchungen bez uglich der Grauwertdiskriminierung des ana-
log arbeitenden ACE16kv2-Chips durchgef uhrt. Hierzu wurden alle
28 = 256 mit 8-bit darstellbaren Grauwerte als Schwellwert auf 256
Bilder mit jeweils einheitlichem Grauwert aus dem Bereich 0   255
mittels der Threshold-Template angewandt. Auf jedes dieser Bilder
mit gegebenem Grauwert wurden somit unterschiedliche Schwellwer-
te zur Grauwertdiskriminierung angewendet. Hierbei unterscheidet
sich der Schwellwert vom jeweiligen Grauwert des Bildes um je-
weils  = 0;1;2:::14. An den Wertebereichsgrenzen (0 bzw.
255) wurde der Bereich der zu untersuchenden Schwellwerte entspre-
chend eingegrenzt, um einen Zahlenbereichs uberlauf zu vermeiden,
z.B. kann man bei einem Grauwert des Bildes von 250, Schwellwerte
nur bis maximal +5 untersuchen, da bei 250 + 6 = 256 man bereits
eine in 8-bit nicht mehr darstellbare Zahl erh alt. Es wurde jeweils
ausgez ahlt, wie viele Pixel richtig bzw. falsch durch den jeweiligen
Schwellwert diskriminiert werden konnten. Es zeigte sich, da die An-
zahl abweichender Pixel vom Sollgrauwert abh angt. F ur die Auswer-
tung wurde eine Ausz ahlung abweichender Pixel f ur gegebenen Grau-
wert und gegbenem Delta des Schwellwertes in sogenannten -Bins
durchgef uhrt. Jeder -Bin repr asentiert hierbei die Abweichungs-
h augkeit eines untersuchten Grauwertunterschieds des jeweiligen
Bildes zum jeweils angewendeten Schwellwert. Wird ein einheitlich
graues Bild in den ACE16kv2 geladen, so wird der Grauwert durch
schaltungstechnisch bedingte Abweichungen in den Zellen mit einer
Spannung repr asentiert, die mit einer wie in 3.3 gezeigten Verteilung
nach R uckwandlung in einen digitalen Wert einem anderem Grau-
wert entspricht. Die Auswertung und Zusammenfassung mit Nor-
mierung unter Ber ucksichtigung der Anzahl Pixel von 128  128 im

































Bild 3.3: Zusammengefate und auf die Pixelanzahl normierte
Statistik der Abweichungsh augkeit in Abh angigkeit von den un-
tersuchten Grauwertdierenzen -Bins. In einem Bild mit gegebe-
nem Grauwert weicht die Representation dieses Grauwertes durch
die Zellzust ande bei den meisten Zellen vom Sollgrauwert um 4
davon ab, die maximale Abweichung vom Sollgrauwert ist 13.38
3 EyeRIS-System 1.1 mit analogem Ace16kv2 Focal-Plane
Prozessor
wertstufen) ergab, da eine Diskriminierung erst bei 13 mit Si-
cherheit durchzuf uhren ist, allerdings die Mehrzahl der Pixel bereits
bei einem Grauwertunterschied von 4, was 8 Grauwertstufen ent-
spricht, gut getrennt werden k onnen (siehe Bild 3.3). Hierbei stehen
die Werte der -Bins f ur die H augkeit von Abweichungen vom Soll-
ergebnis. Die Ergebnisse zeigen, da, obwohl die AD/DA-Wandler
eine Au
 osung von 8 bit haben, im allgemeinen mit Abweichungen
zu rechnen ist, die einer Reduzierung der Wertebereichsau
 osung um
3 bit auf nur 5 bit entspricht. Dies leitet sich aus der Abweichung von
8 Grauwertstufen ab, die sich mit 3 bit { da 8 = 23 ist { darstellen
lassen. Dies ist allerdings nur f ur die hier am h augsten auftreten-
de Abweichung g ultig, im extremsten gefundenen Fall von 13 ist
diese Abweichung wesentlich gr oer. Da bei realen Anwendungen in
den wenigsten F allen mit einheitlich grauen Bildern gearbeitet wird
und auch Leckstr ome im Chip zu  ahnlichen Abweichungen f uhren
k onnen, ist von Mischfehlern auszugehen, weshalb die hier gefunde-
ne Au
 osungsreduzierung nur als grobes Ma f ur die obere Grenze
der m oglichen Au
 osung betrachtet werden kann. Weiterhin kann
es durch die Anwendung verschiedener Templates dazu kommen,
da sich m ogliche Fehler in der Grauwertdarstellung verst arken oder
auch wieder ausgleichen k onnen. Weitere Fehler k onnen noch durch
die Nichtidealit at der AD/DA-Wandler verursacht werden, weshalb
man eine allgemein g ultige Fehlergr oe kaum angeben, sondern die
jeweilige Anwendung ber ucksichtigen und sofern m oglich robust ge-
gen solche Fehler machen mu.4 Musterdetektion mit dem
ACE16kv2
Die im Folgenden vorgestellte Musterdetektion arbeitet auf zwei-
dimensionalen Datens atzen, Bildern, wobei einzelne Pixel p hier-
bei durch die euklidischen Koordinaten (px;py) referenziert werden.
















A z =  N+0:5
(4.1)





1 wenn Pixel im zu erkennenden Muster schwarz ist
0 wenn Pixel im zu erkennenden Muster nicht relevant ist
 1 wenn Pixel im zu erkennenden Muster wei ist
(4.2)
gilt und N die Anzahl der in B nicht zu Null gesetzten Eintr age an-
gibt. Durch die Struktur der Template bedingt, deniert ein 33 = 9
Pixel groer Bereich jeweils ein Muster, was in Bild 4.1 f ur eine be-
stimmte Form der Datenanordnung veranschaulicht wird. Jedes die-
ser Pixel kann entweder schwarz oder wei sein, womit sich 29 = 512
unterschiedliche Muster ergeben. Man kann die Muster, durch An-
einanderreihung der Musterzeilen, auch als 9-stellige Bin arzahl auf-
fassen und jedem Muster die korrespondierende Dezimalzahl zuord-
nen, was die Referenzierung vereinfacht. Zum Beispiel entspricht das
bin are Muster 010101010b (beachte das b im Index f ur bin ar) der
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Bild 4.1: Ein Bild als 2D-Datensatz.
Dezimalzahl 170d (beachte das d im Index f ur dezimal) welches in
Bild 4.6 dargestellt ist. Die Bestimmung der Musterh augkeiten kann
in den Ergebnisbildern durch einen digitalen Algorithmus sehr ef-
zient durchgef uhrt werden. Auf dem EyeRIS-System kann durch
die AdressEvent-Funktion direkt die Anzahl weier bzw. { nach In-
vertierung { die vormals schwarzen Pixel ausgelesen werden. Die-
se Funktion liefert die Koordinaten von maximal 4096 weien Pi-
xel im Bild, wobei die Z ahlung in der oberen linken Ecke bei Pi-
xel (0 : 0) beginnt. Sollten mehr als 4096 weie Pixel im Bild vor-
handen sein, so werden die  uberz ahligen Pixel in Richtung der Ko-
ordinaten 128 : 128 nicht mehr ber ucksichtigt. Voruntersuchungen
auf dem EyeRIS-System zeigten, da die PatternMatchingFinder-
Template auf dem EyeRIS-System nicht zur Anwendung kommen
konnte, da das EyeRIS-System, wie in Kapitel 3 beschrieben, keine41
R uckkopplung im Sinne eines CNN besitzt. F ur die Mustererken-
nung auf dem EyeRIS System mu daher ein anderer Algorithmus
entwickelt werden. Der im Folgenden vorgestellte PatternMatching-
Algorithmus basiert auf der logischen Verkn upfung von Pixeln in
Kombination mit Verschiebe-Operationen und Invertierung des Bil-
des. Die Pixel des zu untersuchenden Bildes werden den Zellen des
ACE16kv2 zugeordnet, was die Bildgr oe in diesem Fall auf 128128
beschr ankt.
Das Ergebnisbild, welches die Ergebnisse der im folgenden auszu-
f uhrenden logischen UND Verkn upfungen kumuliert, wird mit wei,
logisch "wahr\, initialisiert. Die im folgenden verwendeten Operatio-
nen, Verschieben und logische UND-Verkn upfung, werden auf allen
Pixelkoordinaten (px;py) parallel ausgef uhrt. F ur jedes Pixel mit Ko-
ordinate (px;py) im Ergebnisbild wird im Eingangsbild die Nachbar-
schaft des Pixels mit korrespondierenden Koordinaten untersucht.
Hierbei z ahlt das Pixel selber auch zu seiner Nachbarschaft (2.2.2).
Zuerst werden Nachbarpixel im Eingabebild, welche im zu ndenden
Muster wei, logisch "wahr\, sind, nacheinander an die Koordina-
te (px;py) des Pixels im Ergebnisbild verschoben und mit dem Pi-
xelwert an der Koordinate des Pixels im Ergebnisbild logisch UND
verkn upft. Das Ergebnis einer solchen UND-Verkn upfung wird im
Ergebnisbild an der Koordinate (px;py) gespeichert und in weiteren
UND-Verkn upfungen weiterverwendet, siehe Bild 4.2. Sollte eine sol-
che Operation zu einem "unwahr\ f uhren, da im Eingabebild an der
Stelle, an der im Muster ein weies Pixel erwartet wurde, aber im
Eingabebild tats achlich ein schwarzes Pixel vorhanden ist, so  andert
sich der Wert des Pixels an der Koordinate (px;py) in "unwahr\,
das Muster wurde also an der Stelle (px;py) nicht gefunden, wie in
Bild 4.3 ab Schritt 4 gezeigt ist. Nach Abarbeitung aller Pixel in der
Nachbarschaft des Pixels an der Koordinate (px;py) die im zu n-
denden Muster wei sind, wird das Eingabebild invertiert. Anschlie-
end werden alle jene Pixel, die im zu ndenden Muster schwarz sein
sollen, wie zuvor durch Verschieben und logische UND-Verkn upfung
untersucht. Durch die Invertierung sind nun schwarze Pixel wei und42 4 Musterdetektion mit dem ACE16kv2
Bild 4.2: Shift- und UND-Operationen zur Erkennung eines im Bild
enthaltenen Musters. Grau dargestellt ist die urspr ungliche Position
der Pixel im Bild. Pfeile zeigen in Richtung der Verschiebung.
weie Pixel schwarz. Sollte also an der Stelle im zu ndenden Muster
ein schwarzes Pixel sein, so sollte dieser im Eingabebild, wenn das
Muster an der Koordinate (px;py) zu nden sein sollte, wei sein. Die
logische UND-Verkn upfung, sofern im Ergebnisbild nicht schon ein
schwarzes Pixel ("unwahr\) vorhanden ist, sollte ein "wahr\ liefern,43
Bild 4.3: Shift- und UND-Operationen zur Erkennung eines nicht
im Bild enthaltenen Musters. Grau dargestellt ist die urspr ungliche
Position der Pixel im Bild. Pfeile zeigen in Richtung der Verschie-
bung.
also ein weies Pixel im Ergebnisbild.
Wurden alle Pixel der Nachbarschaft gepr uft, ist im Ergebnisbild an
den Pixelkoordinaten, an denen das zu ndende Muster vorhanden
ist, ein weies Pixel, ansonsten ein schwarzes Pixel. Sollen schwar-44 4 Musterdetektion mit dem ACE16kv2
ze Pixel zur Kenntlichmachung der Pixelkoordinaten, an denen das
Muster gefunden wurde, verwendet werden, so mu das Ergebnisbild
invertiert werden.
Durch die Verschiebeoperationen und den Ein
u von virtuellen Rand-
zellen ist nicht die gesamte Fl ache f ur die fehlerfreie Detektion von
Mustern geeignet. Der Ein
u der virtuellen Randzellen f uhrt bei den
Zellen, die zum Netz geh oren aber virtuelle Randzellen zur Nachbar-
schaft haben, unter Umst anden zur Detektion von Mustern, die nicht
im urspr unglichen Bild enthalten sind, wie in Bild 4.4 gezeigt wird.
Durch die Verschiebeoperationen des Mustererkennungsalgorithmus
Bild 4.4: M ogliche Detektion von Mustern die nicht im Bild enthal-
ten sind.
werden Zellwerte der virtuellen Randzellen an den Kanten des Netz-
werks in dieses hineinverschoben. Dies f uhrt zu einer Ausweitung des
f ur eine fehlerfeie Detektion nicht nutzbaren Bereiches des Netzwer-
kes, wie in Bild 4.5 gezeigt ist. Dies mu bei der Anwendung des
Algorithmus beachtet und bei der Ausz ahlung von erkannten Mu-
stern mit ber ucksichtigt werden.4.1 Implementierung auf dem EyeRIS System 45
Bild 4.5: M ogliche Detektionsfehler durch in das Netz Hineinver-
schieben von Werten aus den virtuellen Randzellen. Dies f uhrt zu
einer weiteren Reduzierung der nutzbaren Fl ache f ur fehlerfeie Mu-
stererkennung.
4.1 Implementierung auf dem EyeRIS
System
Die Implementierung des beschriebenen Verfahrens wird f ur das Eye-
RIS System im Folgenden genauer untersucht. Hierf ur wird f ur je-
des m ogliche der 512 3  3-Muster, ein Bild erzeugt. In jedem die-
ser Bilder wurde das jeweilige Muster an neuen Stellen auf dem
128  128 groen weien Bild, wie es Bild 4.6(a) f ur das Muster
170 4.6(b) zeigt, eingebettet. Zum Vergleich wird der Algorithmus
mit Verschiebe-Operationen und logischen Operationen auf einem
PC implementiert. Dieser wird seinerseits mit einem Musterdetekti-
onsalgorithmus, der auf direktem Vergleich von Pixelwerten und Mu-
sterpixelwerten auf einem PC basiert, verglichen.46 4 Musterdetektion mit dem ACE16kv2
(a) Bild 170 (b) Muster 170
Bild 4.6: (a) Das an verschiedenen Stellen im 128128 groen Bild
eingebettete Muster 170. (b) Das 3  3 Muster 170 in vergr oerter
Darstellung. Die Bezeichnung ergibt sich aus der bin aren Darstel-
lung der Zahl 170 = 010101010 mit schwarz= 0 und wei= 1 und
Anordnung in als 3  3 Matrix.
4.2 Ergebnisse
Die in der Programmiersprache C++ implementierten Referenzal-
gorithmen lieferten f ur jedes Bild und Muster  ubereinstimmende
Ergebnisse, die Implementation auf dem verwendeten Chip-System
hingegen wies Abweichungen auf. Hierbei wichen die fehlerhaften Er-
gebnisbilder von den Referenzbildern  uberwiegend durch eine Ver-
schiebung nach links vom Sollbild ab, was im Folgenden noch genauer
betrachtet wird.
Es wurde die Musterdetektion auf dem verwendeten Chip-System
mit allen 512 m oglichen 3  3 Mustern auf alle 512 Bilder, die wie
zuvor beschrieben durch die neunfache Einbettung jeweils eines Mu-
sters erzeugt wurden, angewandt, um so die Verl alichkeit der De-
tektion mit dem EyeRIS-System zu untersuchen. Hierbei wurden die
beiden m oglichen Iterationsreihenfolgen untersucht:4.2 Ergebnisse 47
1. erst alle Muster nacheinander in einem Bild suchen, dann n achstes
Bild laden etc.,
2. erst ein Muster in allen Bildern suchen, dann n achstes Muster
in allen Bildern etc.
Es wurden 5122 = 262144 Musterdetektionen f ur jede der zwei m ogli-
chen Anwendungsreihenfolgen durchgef uhrt. Im ersten Fall (alle Mu-
ster  uber ein Bild dann n achstes Bild) waren sehr viele Fehldetek-
tionen zu beobachten. Die Untersuchung der Ergebnisbilder ergab,
da die Rechtsverschiebung auf dem ACE16kv2 im Detektionsalgo-
rithmus in den meisten fehlerhaften Ergebnisbildern nicht ausgef uhrt
wurde und dieses fehlerhafte Verhalten in nicht systematischen Inter-
vallen auftritt. In der  uberwiegenden Anzahl der Muster und Bilder
funktionierte jedoch die Verschiebung. Aufgrund der langen Laufzeit
und der Notwendigkeit das EyeRIS-System ab und an neu starten
zu m ussen, wurden die Untersuchungen in mehreren Etappen durch-
gef uhrt. Es wurden Bilder in folgenden Bl ocken 0   14, 15, 16   60,
61   106, 107   148, 149   168, 169   206, 207   251, 252   333 und
334 511 in jeweils einem Durchlauf verarbeitet. In Bild 4.7 sind Fehl-
detektionen, die entweder auf die Detektion eines nicht vorhandenen
Musters oder die Nichtdetektion eines vorhandenen Musters hindeu-
ten, als schwarze Punkte kenntlich gemacht. Das EyeRIS-System
liefert f ur diese Reihenfolge der Mustersuche deutlich hohe Anzahl
von Fehldetektionen. Die weien Bereiche im Bild zeigen fehlerfreie
Musterdetektionen an. In den anderen Bereichen sind deutlich Lini-
en zu erkennen, die auf eine systematische Fehldetektion hinweisen.
Wenn im Chip-System erst einmal eine Fehldetektion auftritt, bleibt
das Chip-System bis zum Neuinitalisieren eines weiteren Bildblocks
und Neustart in einem solchen fehlerhaften Betriebsmodus. Genaue-
re Analysen der Ergebnisse deuten darauf hin, da der systematische
Fehler auf eine Kombination von Shift-Fehlern in der Musterdetekti-
on und einem "Einbrenneekt\ des jeweiligen Bildes zur uckzuf uhren
ist. Dieser Eekt l at sich durch die zweite genannte Reihenfolge der
Verarbeitungsschritte oder durch Laden eines weien Bildes zwischen48 4 Musterdetektion mit dem ACE16kv2





















Bild 4.7: Muster-zu-Musterbild-Fehler. Jeder schwarze Punkt zeigt
eine Muster-zu-Musterbild-Kombination, in der ein Fehler aufgetre-
ten ist. Es wurden die Bilder in folgenden Bl ocken 0 14, 15, 16 60,
61   106, 107   148, 149   168, 169   206, 207   251, 252   333 und
334   511 in jeweils einem Durchlauf verarbeitet. Die untersuchten
Bilder haben alle den Aufbau wie in 4.6 gezeigt, nur mit verschiede-
nen eingebetteten Mustern.
Im zweiten Fall (Muster  uber alle Bilder dann n achstes Muster) sind
bei Mustern, die viele weie Pixel enthalten, Fehler (siehe Bild 4.8)
zu erkennen, die nicht direkt vom untersuchten Muster, sondern von
einzelnen fehlerhaften Zellen des Chips und dem Rand herr uhren.4.2 Ergebnisse 49
Hierbei repr asentieren dunklere Pixel Zellen mit gr oeren Abwei-
chungen vom Sollwert. Pixel am Rand des CNN-Netzwerks sind in
Bild 4.8: 128128 Bild mit deutlich erkennbaren grauen bis schwar-
zen Pixeln, welche korrespondierende fehlerhaft arbeitende Zellen
markieren. Deutlich zeichnet sich ab, da Pixel am Rand oftmals
fehlerhaft sind.
den  uberwiegenden F allen fehlerhaft. Deshalb wurden diese bei der
Bewertung, ob ein fehlerhaftes Bild vorliegt, nicht ber ucksichtigt.
Fehlerhafte Detektionsergebnisse treten hierbei unter Nichtber uck-
sichtigung der Randzellen nur im Fall eines komplett weien Musters
gem a Bild 4.9 auf.
Die gewonnenen Ergebnisse lassen erkennen, da die Musterdetekti-
on als grundlegende Komponente des hier gezeigten Verfahrens auf
der zur Untersuchung verwendeten schaltungstechnischen Realisie-
rung prinzipiell funktioniert, eine eindeutige und g anzlich fehlerfreie
Musterdetektion jedoch nicht m oglich ist.
Aufgrund m oglicher Fehler in der Musterdetektion bei Verwendung
der schaltungstechnischen Realisierung ist es nicht zuverl assig m oglich,
das Auftreten oder Nichtauftreten eines einzelnen Musters oder einer






















Bild 4.9: Muster-zu-Musterbild-Fehler. Die Verarbeitung erfolgt in-
dem f ur ein gegebenes Muster aus den 512 m oglichen Mustern dieses
in allen 512 Bildern mit eingebetteten Mustern gesucht wurde und
erst dann mit dem n achste Muster aus 512 Mustern in der gleichen
Weise fortgefahren wurde.
zuziehen. Daher wurden die Musterh augkeiten in einer statistischen
Auswertung untersucht. Aufgrund der Anordnung der Daten in ei-
nem Bild und der Denition der Muster als 3  3 Matrix, bot es
sich an, eine Ausz ahlung der in einem Muster vorkommenden SW-
 Uberg ange, wie in Abschnitt 7.1.5 n aher erl autert wird, sowohl in
horizontaler als auch in vertikaler Richtung zur Einteilung in Mu-
sterklassen durchzuf uhren.5 Parameteroptimierung
In den vergangenen Jahren wurden unterschiedliche Optimierungs-
verfahren f ur die Verwendung mit CNN angepat bzw. neu entwickelt
[21, 36, 37, 38]. In der Regel wurden hierf ur Simulationsplattfor-
men verwendet, deren Rechengenauigkeit und Darstellungsgenauig-
keit von Parametern im Bereich der Gleitkommazahlen liegt. Schal-
tungstechnische Implementierungen von CNN verlangen jedoch be-
sondere Parameteroptimierungen nicht zuletzt, um vorhandene Pa-
rameters atze und CNN-Algorithmen an die gegebene Hardware an-
zupassen. Auch wenn CNN schaltungstechnisch rein digital imple-
mentiert werden k onnen, so spiegeln solche Schaltungen eher Simu-
lationsalgorithmen wider und implementieren simulationstechnisch
zeitaufw andige Teile eines Algorithmus in Schaltungsstrukturen. Die
analoge schaltungstechnische Realisierung von CNN kommt der ur-
spr unglichen Denition der CNN als werte- und zeitkontinuierliche
Systeme n aher. Allerdings ist zur Anbindung an digitale Schaltungen
und Rechner eine AD/DA Wandlung n otig. Die Implementierung von
Optimierungsverfahren f ur Hardwarerealisierungen der CNN mu
die begrenzte und diskrete Au
 osungsgenaugigkeit der in schaltungs-
technischen Realisierungen von CNN verwendeten AD/DA-Wandler
ber ucksichtigen. Weiterhin sind unter anderem hardwarebedingte spe-
zische Parameter, wie z.B. der Spannungsbereich zur Darstellung
von Parametern oder des Zustandes einer Zelle zu ber ucksichtigen
und gegebenenfalls mit in die Optimierung einzubeziehen.
F ur Optimierungsverfahren ist die Vorgabe eines Fehlermaes not-
wendig. Hierdurch wird bestimmt, wie gut ein durch das Optimie-
rungsverfahren bestimmter Parametersatz die gestellte Problemstel-
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lung erf ullt. Die Menge aller m oglichen Parameters atze zusammen
mit zugeh origen Fehlern bildet einen Parameterraum. Ein Optimie-
rungsverfahren sucht nun diesen Parameterraum nach Minima ab,
um den optimalen Parameterstz zu nden. Optimierungsverfahren
k onnen in verschiedene Klassen gegliedert werden:
1. solche, die eine analytische Berechnung der Parameter zulas-
sen, wenn das gegebene zu optimierende Problem mathema-
tisch berechenbar ist,
2. solche, die Information  uber den Gradienten des Fehlers im
Parameterraum verwenden,
3. Verfahren, die eine Berechnung des Gradienten nicht ben oti-
gen,
4. jene, die theoretisch das globale Extremum erreichen, also die
f ur die Problemstellung optimale L osung nden,
5. Optimierungsverfahren, die nur lokale Extrema nden, welche
zwar L osungen der Problemstellung darstellen, obwohl u.U.
bessere L osungen existieren.
Da der Gradient im allgemeinen nicht immer als bekannt bzw. her-
leitbar vorausgesetzt werden kann, ist es von Interesse, auch Verfah-
ren n aher zu untersuchen, welche diese Information nicht ben otigen.
Beispiele f ur Lernverfahren, die keine Gradienteninformation ben oti-
gen und dar uber hinaus theoretisch in der Lage sind, das globale Ex-
tremum zu nden, sind Optimierungsverfahren, welche
 den physikalischen Proze des langsamen Abk uhlens von Schmel-
zen (Simulated Annealing) nachbilden und
 evolution ar inspirierte Optimierungsverfahren, welche den Vor-
gang der biologischen Evolution, wie sie Charles Darwin (1809
- 1882) [39] aufstellte, nachbilden.
Letztere, auch als k unstliche Evolutionsverfahren [40] bezeichnete
Verfahren, m ussen nicht alle Einzelheiten des biologischen Vorbildes
exakt nachbilden, um als Optimierungsverfahren zu funktionieren.5.1 Fehlerma 53
Die biologische Evolution besteht im wesentlichen aus den Schrit-
ten Vermehrung, Mutation/Cross-Over und Selektion, welche sich
auch bei der k unstlichen Evolution wiedernden. Das Problem, ei-
ne Optimierung auf CNN-Hardware unter der Ber ucksichtigung von
einschr ankenden, durch die Problemstellung gegebenen Randbedin-
gungen zu implementieren, kann eine hohe Komplexit at erreichen.
Gradientenbasierte Verfahren sind mitunter nicht anwendbar, wenn
etwa die eindeutige Bestimmung von Gradienten aus den Zust anden
der Zellen nicht mehr m oglich ist. In solchen F allen wird h aug auf
heuristische Verfahren, wie das auf physikalischen Betrachtungen ba-
sierende Simulated Annealing oder das aus der Biologie stammende
Modell der simulierten Evolution, zur uckgegrien.
5.1 Fehlerma
F ur die folgenden Betrachtungen mu, um die G ute einer Optimie-
rung objektiv vergleichbar zu machen, auf die Verwendung einheit-
licher Fehlermae geachtet werden. F ur die in dieser Arbeit durch-
gef uhrten Untersuchungen an zweidimensionalen CNN wurden die
folgenden Fehlermae verwendet:












wobei M  N die Anzahl aller Werte, xi;j die Istwerte, yi;j die
Sollwerte und b y2 der Mittelwert der Sollwertquadrate ist.
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mit M  N der Gesamtzahl der summierten Werte, xi;j der
Istwert und yi;j der Sollwert f ur eine Zelle an der Position i;j
in einem zweidimensionalen Netzwerk.
Diese Fehlermae zeichnen sich zum einen durch ihre Einfachheit aus
und sind somit auch auf dem EyeRIS-System noch relativ ezient
zu berechnen. Zum anderen bietet sich insbesondere der RRMSE
an, da in anderen Untersuchungen ebenfalls dieses Fehlerma h aug
verwendet wird und somit ein Vergleich der Ergebnisse m oglich ist.
F ur die Implementierung auf dem EyeRIS-System mit seinen 128 
128 Zellen sei weiterhin erw ahnt, da der MSE aufgrund des durch
die AD/DA-Wandlung beschr ankten Wertebereiches von 256 Stufen
(8 bit) eine Obergrenze nicht  uberschreiten kann. Diese Obergrenze
leitet sich aus dem MSE her, wobei NM = 128128 die Gesamtzahl
der Zellen im Netzwerk, xi;j den jeweiligen Zellausgangswert und yi;j
den Referenzwert an der Position i;j im Referenzbild bezeichnet,
weshalb der maximale MSE f ur die vorgegebene Au
 osungsgenauig-









i;j = 2552 . (5.3)
gegeben ist.
5.2 Optimierungsverfahren f ur
CNN
Zur Optimierung von Parameters atzen bei CNN sind die lokalen
Kopplungen und die Translationsinvarianz von Templates vorteil-
haft, da sich somit die Anzahl der zu optimierenden Parameter redu-
ziert und von der Anzahl der Zellen im Netzwerk unabh angig ist. Des
weiteren sind oftmals die Problemstellungen derart, da Symmetrien5.2 Optimierungsverfahren f ur CNN 55
in den Problemstellungen vorhanden sind, auch wenn diese nicht un-
bedingt von vornherein bekannt sind. Der Symmetry Supporting An-
nealed Parameter Evolution (SSAPE) Optimierungsalgorithmus ist
ein evolution arer Optimierungsalgorithmus, der mit dem Simulated
Annealing kombiniert wurde, um so eine bessere Stabilit at der End-
ergebnisse zu gew ahrleisten und Symmetrien in der Problemstellung
bzw. eine implizite aber unbekannte Symmetrie in der L osungsmen-
ge w ahrend der Optimierung mit ber ucksichtigt. Bild 5.1 auf Seite
56 zeigt den Flugraphen des SSAPE-Algorithmus.
Der SSAPE-Algorithmus wurde in Hinblick auf eine gew unschte Ro-
bustheit gegen uber Bauteiletoleranzen unter Ber ucksichtigung der
r aumlichen CNN-Struktur speziell f ur das EyeRIS-System entwickelt,
aber auch in das Simulationssystem FORCE++ integriert. Ein Pa-
rametervektor kann hierbei zum einen aus den Gewichtswerten der
Zellen und zum anderen aus Parametern, welche die Funktionswei-
se der elektrischen Schaltungen der Zellen bestimmen, zusammenge-
setzt sein. Da der SSAPE-Algorithmus evolution ar inspiriert ist, wird
ein Parametervektor im Folgenden auch als Individuum I bezeichnet.
Werden N Individuen zu einer Menge zusammengefat, so spricht
man auch von einer Population P der M achtigkeit N. Betrachtet man
diese Population zu einem Zeitpunkt t, so wird diese Menge auch Ge-
neration Gt zum Zeitpunkt t genannt. In jedem Iterationsschritt wird
eine Untermenge von k Individuen (Eltern) aus der Gesamtmenge al-
ler Individuen einer Generation in Abh angigkeit vom Fehler Ei des
jeweiligen Parametersatzes i ausgew ahlt.
Das Fehlerma dient hierbei als sogenannte Fitnessfunktion, so da
der genannte Prozess das Prinzip des "Survival of the Fittest\ der
Evolution nachbildet. Die Individuen der folgenden Generation Gt+1
werden aus den zuvor ausgesuchten k Individuen der Generation
Gt zum Zeitpunkt t gebildet, indem diese vervielf altigt und deren56 5 Parameteroptimierung
Bild 5.1: Flugraph des SSAPE-Algorithmus. In jedem Iterations-
schritt werden k Individuen mit kleinstem Fehler der Gesamtmenge
aller Individuen der aktuellen Generation ausgew ahlt. Diese bilden
die Eltern der n achsten Generation. Neue Parametervektoren (Kin-
der) werden als Kopien der Eltern angelegt und durch Rauschen und
Anwenden von zuf allig gew ahlten symmetrieerzeugenden Regeln mu-
tiert.5.2 Optimierungsverfahren f ur CNN 57
Parameterwerte eines jeweiligen Individuums mit Zufallszahlen aus
dem Zahlenbereich [ 1;1]
AGrundmutation 2 [ 1;1] (5.4)
gewichtet werden, bis wieder N Individuen gebildet wurden. Eine
zweite Gewichtung kann durch Anwenden von Zufallszahlengewich-
ten aus dem Bereich [ 1=j;1=j], die zur aktuellen Iterationstiefe j
invers proportional ist,
AAnnealedMutation  1=j (5.5)
geschehen. Dieser Ein
u wird bei jeder folgenden Iteration geringer,
was einem "Ausk uhleekt\, einem Annealing, entspricht. Die Zufalls-
zahlen sind idealerweise gelichverteilt, da programmiertechnisch al-
lerdings mit Pseudozufallszahlengeneratoren gearbeitet wird und die
Amplidude durch die maximale Darstellungsgenauigkeit in Rechnern
begrenzt ist, handelt es sich in diesem Fall um rosa Rauschen. Die
neuen Individuen (Kinder) werden zus atzlich mit weiteren Symme-
trie erzeugenden Regeln modiziert. Welche Regel jeweils auf ein In-
dividuum angewendet wird, wird ebenfalls duch eine Zufallsauswahl
bestimmt, die jeder Regel eine Auswahl mit gleicher Wahrschein-
lichkeit der Auswahl zuordnet. Diese Regeln zielen darauf ab, nicht
nur die CNN Parameter der Templates zu optimieren, sondern auch
die bei vielen CNN-Anwendungen inh arente Symmetrie bez uglich
der Template-Matrizen, unterst utzend im Optimierungsprozess zu
ber ucksichtigen. Die symmetrieerzeugenden Operationen sind f ur ei-
ne 33 Matrix unter anderem Spiegelungen an der mittleren Spalte
(vergleiche Bild 5.2) oder mittleren Zeile, bzw. eine punktsymme-
trische Spiegelung (aus Gr unden der  Ubersichtlichkeit hier nicht ge-
zeigt) am mittleren Element. Weitere implementierte Symmetrieope-
rationen sind die Spiegelung an einer der Diagonalen bzw. Teilspie-
gelungen der Template-Elemente und die spezielle Regel der Anwen-
dung keiner Symmetrie. Durch die Anwendung der Regeln kommt
es dann  uber die Generationen der Optimierung zu einer Bevorzu-
gung von Parameters atzen mit Symmetrieeigenschaften, die dem zu58 5 Parameteroptimierung
Bild 5.2: Beispiel einer Symmetrieoperation: Spiegelung an der
Mittelachse.
behandelnden Optimierungsproblem am ehesten gerecht wird. Hier-
bei ist wichtig, da man dem Verfahren a priori kein Vorwissen  uber
die m ogliche Symmetrie des Optimierungsproblems vorgeben mu,
sofern eine Symmetrie in der zu optimierneden Problemstellung vor-
handen ist, wird diese durch SSAPE bei der Optimierung mit ber uck-
sichtigt. Ein Vorwissen  uber Symmetrien der Problemstellung kann
allerdings durch Einschr ankung der m oglichen Auswahl an anzuwen-
denden Symmetrieregeln mit ber ucksichtigt werden. Durch Selektion
der k Individuen mit den jeweils kleinsten Fehlern innerhalb einer
Generation als Eltern der n achsten Generation, bildet sich  uber die
Iterationen des Optimierungsverfahrens eine Population aus, in wel-
cher eine Symmetrie bevorzugt auftritt, sofern eine solche in der
L osung der Problemstellung enthalten ist. Diese Symmetrie ist also
nicht fest vorgegeben, sondern wird durch das Optimierungsverfah-
ren erzeugt, was insbesondere dann von Vorteil ist, wenn Bauteile-
toleranzen eine feste Vorgabe von Symmetrien behindern bzw. eine
bestimmte symmetrische Template wegen Bauteiletoleranzen keine
optimale L osung sein kann.
Ein weiteres evolution ares Optimierungsverfahren, Dierential Evo-
lution (DE), welches von R. Storn und K. Price [41][42] eingef uhrt
wurde, dient in den folgenden Untersuchungen als Vergleichsverfah-
ren. Dazu wurde auch der DE-Algorithmus auf dem EyeRIS-System
implementiert. Das DE-Verfahren bildet jedes Individuum der fol-5.2 Optimierungsverfahren f ur CNN 59
genden Generation aus mehreren zuf allig gew ahlten Individuen der
momentanen Generation. In einer einfachen Implementierung von
DE wird zur Erzeugung eines neuen Parametervektors der folgen-
den Generation zuerst aus zwei Parametervektoren der momenta-
nen Generation eine gewichtete Dierenz gebildet. Diese wird an-
schlieend zu einem weiteren Parametervektor der momentanen Ge-
neration unter Ber ucksichtigung eines Crossover-Operators [29] ad-
diert. Weiterhin wurden Simulationen mit SSAPE, DE sowie mit den
Optimierungsverfahren Simulated Annealing und Broyden-Fletcher-
Goldfarb-Shannon (BFGS) [31] durchgef uhrt, um die Ausf uhrungs-
geschwindigkeiten der Verfahren miteinander zu vergleichen. In Ta-
belle 5.1 sind die Ergebnisse tabellarisch zusammengefat. Das BFGS
Verfahren war hierbei bei den Simulationen den anderen Verfahren
in der Ausf uhrungsgeschwindigkeit  uberlegen, lie sich aber auf dem
EyeRIS System als auch in Simulationen mit 8 bit nicht untersuchen,
da es ein Gradienten basiertes Optimierungsverfahren ist und ein
Gradient sich mit der reduzierten diskreten Wertedarstellung nicht
immer berechnen lie und zum Abbruch des Verfahrens f uhrte.
W ahrend der Berechnungen auf dem EyeRIS System muten die
Berechnungen des  Ofteren neu gestartet werden, da das System ab
und an einen Reset ben otigte. Ein m oglicher Grund f ur die genann-
ten Aussetzer des Systems k onnten thermische Probleme sein, die zur
leichten  Uberhitzung f uhrten. Dies f uhrte zu real l angeren Laufzeiten
als die in Tabelle 5.1 angegebenen, reinen Rechenzeiten. Zum einen
beliefen sich dadurch die Rechenzeiten auf drei bis sechs Wochen f ur
einzelne Kan ale, zum anderen bestand die Notwendigkeit Segmente





DE 8 bit 57.04
SSAPE 4.02
SSAPE 8 bit 15,97
BFGS 236.87
Simulated Annealing 16.8
Tabelle 5.1: Mittlere Anzahl von Neuberechungen von Gewichts-
werten pro Minute. Das BFGS Verfahren ist das schnellste von allen,
ben otigt aber die Berechnung eines Gradienten, der bei Diskretisie-
rung auf 8 bit nicht immer korrekt berechnet werden kann und zu
fr uhzeitigem Abbruch des Verfahrens f uhrt.
5.3 Der SSAPE-Algorithmus auf dem
EyeRIS-System
In diesem Abschnitt werden exemplarisch Ergebnisse gezeigt, die aus
der Anwendung der vorgestellten Optimierungsverfahren auf einfa-
che Problemstellungen der Bildverarbeitung mit CNN resultieren.
Dies betrit die sogenannte Hole-Filler Template, die Kantendetek-
tion und die begrenzte Diusion. Die Hole-Filler Operation stellt ei-
ne propagierende Operation dar, wobei Objekte eines bin aren Bildes
mit schwarzen Pixeln ausgef ullt werden, so da die Rechenzeiten bis
zum Erreichen eines stabilen Endzustandes abh angig von der Fl ache
des zu f ullenden Objektes im Bild sind.
Bei der bin aren Kantendetektion werden s amtliche Pixel, die nicht
die Kante eines Bildobjekts darstellen, zu weien Pixeln im stabi-
len Endzustand des Netzwerks, die Kantenpixel bleiben schwarz. Im5.3 Der SSAPE-Algorithmus auf dem EyeRIS-System 61
folgenden werden die Optimierungsverfahren SSAPE und DE auf ih-
re F ahigkeit zur Optimierung auf dem EyeRIS-System untersucht.
Hierbei setzen sich die Parameters atze nicht nur aus Templatepara-
metern zusammen (im Falle einer 33 Tempalte also 9 Parametern),
sondern es k onnen auch schaltungsbedingte Gr oen in die Optimie-
rung mit einbezogen werden, wie im Falle des EyeRIS Systems ei-
ne Gewichtung des Biaswertes Vin, der in CNN so nicht zu nden
ist. Auch wenn vom Hersteller des EyeRIS-Systems davon abgera-
ten wird, k onnen auch weitere Gr oen wie maximale und minimale
Werte der Spannungsreferenzen f ur Gewichte und Zustandswerte mit
optimiert werden. W ahrend der Optimierung wird jeder Parameter-
satz einer Generation auf dem EyeRIS-System unter Verwendung
unterschiedlicher Bilder, welche die sogenannte Trainingsmenge bil-
den, zur Berechnung herangezogen; dabei wird der jeweilige MSE
ermittelt. Anschlieend werden die optimierten Parameter zur  Uber-
pr ufung auf weitere Bilder angewandt, welche nicht in der Trainings-
menge enthalten sind. In Bild 5.3 ist die zeitliche Entwicklung des
MSE gegen den Iterationsschritt (Generation) f ur die Hole-Filler-
Verarbeitung gezeigt. Wie erkennbar ist, nimmt der MSE bei An-
wendung des DE-Algorithmus anfangs sehr rasch ab und verweilt
dann lange auf einem Fehlerniveau. Erst nach der 18ten Generation
ist eine weitere Absenkung des MSE zu beobachten. Ein  ahnliches
Verhalten zeigt auch der SSAPE-Algorithmus. In Bild 5.4 ist ein









A; Vin = 155 (5.6)
auf ein nicht in der Trainingsmenge enthaltenes Bild resultiert. Hier
ist auch ein leichter Grauschleier im Ergebnisbild zu erkennen, der
auf schaltungstechnische Ein
ufaktoren der Realisierung zur uck-
zuf uhren ist. Bild 5.5 zeigt einen Vergleich zur Kantendetektion f ur

























Bild 5.3: Zeitliche Entwicklung des MSE als Funktion der Genera-
tionen (Iterationsschritte) f ur (a) DE und (b) SSAPE-Algorithmus
(11 Parameter) f ur Hole-Filler-Verarbeitung.5.3 Der SSAPE-Algorithmus auf dem EyeRIS-System 63
(a) Anfangszustand (b) Endzustand
Bild 5.4: Beispiel f ur die Hole-Filler-Verarbeitung; (a) Anfangs-
zustand; (b) Resultat nach Anwendung der Optimierung auf dem
EyeRIS-System.



















Vin = 175; Wx2 = 4; Wx3 = 184; Wx4 = 85
f ur 13 Parameter durch die Optimierung erhalten wurden. In den bis-
her betrachteten F allen zeigt sich der Trend, mehr Iterationsschritte
zu ben otigen, um einen vergleichbar guten Wert des MSE zu er-
reichen, wenn mehr Parameter zu optimieren sind. Im Fall von 9
Parametern kann ein Abfall des MSE bereits nach der 5. Genera-
tion beobachtet werden, w ahrend im Fall von 13 zu optimierenden64 5 Parameteroptimierung
Parametern schon 10 Generationen n otig werden, um einen  ahnlich
deutlichen Abfall des MSE zu erreichen. Die begrenzte Diusion ist
eine komplexe Problemstellung, da hierbei sowohl Grauwertbilder
als auch Bin arbilder verarbeitet werden. Hier wird als Eingabe ein
Grauwertbild und als Anfangszustand ein bin arwertiges Bild, welches
kleine schwarze Punkte aus mehreren schwarzen Pixeln als Markie-
rer enth alt verwendet, vergleiche Bild 5.6. Ein Markierer an einer
Stelle, welche im Eingabebild einen Grauwert enth alt, der  uber ei-
nem durch den Bias z bestimmten Schwellwert liegt, breitet sich von
dieser Stelle ausgehend aus. An Stellen, an denen der Grauwert des
Eingangsbildes kleiner als der Schwellwert ist, h ort die Ausbreitung
des Markierers auf. Markierer an Stellen, an denen von Anfang an
der Schwellwert nicht gen ugend gro war, verschwinden w ahrend der
analogen Operation. Die Ergebnisse der Optimierung der begrenz-
ten Diusion sind in Bild 5.6 in zwei Spalten dargestellt. In beiden
F allen wurde das gleiche Eingangsbild benutzt, w ahrend f ur den An-
fangszustand zwei unterschiedliche bin are Bilder verwendet wurden.
W ahrend in der rechten Spalte der Anfangszustand aus nur einem
Markierer besteht, wurden f ur den in der linken Spalte gezeigten Fall
drei Markierer verwendet. Zum Vergleich sind Ergebnisse eines Trai-
nings f ur die 3. Generation, welche schon zu einem guten Resultat
f uhrt, und der 23. Generation gezeigt, welche nahe an das gew unschte
Resultat heranreicht. Die Entwicklung des MSE  uber die Generatio-
nen/Iterationen des jeweils besten Parametersatzes einer Generation
ist in Bild 5.7 gezeigt.
5.4 SSAPE mit
Graustufenbildern
Die Ergebnisse des vorhergehenden Abschnitts wurden unter der
Pr amisse gewonnen, da die Ergebnisbilder schwarz/wei sein soll-






























Bild 5.5: Kantendetektion: (a) 9 Parameter; (b) 13 Parameter mit
SSAPE durchgef uhrt.66 5 Parameteroptimierung
angewandt, in denen der Wertebereich sowohl der Eingangsdaten
als auch der Ausgangsdaten durch ein kontinuierliches Grauwertin-
tervall repr asentiert wurde. Hierbei kann aufgrund der erreichbaren
Rechengenauigkeit und der Darstellungsgenauigkeit nur n aherungs-
weise von kontinuierlichen Grauwertverl aufen ausgegangen werden.
W ahrend in der Simulation mit Fliekommazahlen doppelter Genau-
igkeit gerechnet wird und der Darstellungsbereich voll ausgenutzt
wird, ist die Stufung der Grauwerte bei den zur Zeit verf ugbaren
CNN-Hardwarerealisierungen auf die 8 bit Genauigkeit der AD/DA-
Wandler beschr ankt, was 256 Grauwertstufen entspricht. Die Genau-
igkeit der in den Untersuchungen verwendeten Hardware wurde f ur
Grauwertbilder auch schon in Abschnitt 3.2 untersucht und wirken
sich besonders auf die Ergebnisse aus, die eine hohe Genauigkeit for-
dern. Die Vorhersage epileptischer Anf alle z ahlt beispielsweise dazu
und die hierzu geh orenden Ergebnisse werden in Abschnitt 7.1 dis-






Bild 5.6: Von oben nach unten: (a) Bild in der Eingabe des CNN
mit Markierern, (b )Anfangszustand des CNN, (c) Referenzbild, (d)
Ergebnis des besten Individuums in der 3. Generation, (e)Ergebnis


















Bild 5.7: MSE in Abh angigkeit von der Anzahl der Iterationen f ur
die Optimierung zur begrenzten Diusion mit SSAPE.6 Statistische
Untersuchungsmethoden
In diesem Kapitel werden zwei statistische Auswertungsmethoden
vorgestellt, welche unter anderem f ur die qualitative Begutachtung
und quantitative Bewertung von Medaten herangezogen werden
k onnen. Das erste dieser Verfahren ist die sogenannte Receiver-Oper-
ating-Characteristic [43, 44], kurz ROC genannt, welche entwickelt
wurde, um die Leistungsf ahigkeit von Klassizierern zu bewerten.
Urspr unglich f ur die Untersuchung von Fehlerraten in der Radar-
technik entwickelt, stellte sich die ROC-Analyse auch in anderen Un-
tersuchungsgebieten z.B. in der Medizinforschung als n utzlich heraus
[45] und fand schlielich sogar ihren Weg in Arbeiten zur k unstlichen
Intelligenz [46]. Das zweite hier vorgestellte Verfahren dient der Er-
zeugung von k unstlichen Datens atzen, sogenannten Surrogaten und
wird in Kombination mit der ROC-Analyse in Hypothesentests an-
gewendet.
6.1 Die Receiver Operating
Characteristic (ROC)
Die ROC-Analyse wird angewendet, wenn eine Aussage  uber die
G ute eines Testverfahrens bzw. eines Bewertungsverfahrens gemacht
werden soll, und ist somit ein Klassizierungsverfahren. Zumeist wird
das Vorhandensein oder Nichtvorhandensein eines Merkmals mit-
tels eines Schwellwertes betrachtet. Angenommen, man hat einen
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hier nicht n aher spezizierten Prozess oder Daten eines solchen, f ur
den das Vorhandensein einer Eigenschaft, ein Merkmal, mittels eines
Schwellwertes detektiert werden kann. Der Einfachheit halber sei vor-
ausgesetzt, da hierf ur nur ein Schwellwert unter- bzw.  uberschritten
werden mu. Mit Hilfe der ROC-Analyse kann untersucht werden,
wie gut das Verfahren das Vorhandensein des Merkmals vom Nicht-
vorhandensein mittels eines Schwellwertes trennen (diskriminieren)
kann. Bei jeder Einzeldetektion gibt es nun vier M oglichkeiten, die
zu ber ucksichtigen sind:
 Werte, die oberhalb des Schwellwertes liegen und tats achlich
das Vorhandensein des Merkmals anzeigen. Diese sind die so-
genannten True Positives (TP), also korrekt detektierte.
 Werte, die unterhalb des Schwellwertes liegen, wobei das Merk-
mal tats achlich nicht vorhanden ist. Diese sind die sogenannten
True Negatives (TN).
 Werte, die oberhalb des Schwellwerts liegen, bei denen aber
das Merkmal nicht vorliegt. Diese sind die sogenannten Fal-
se Positives (FP), da sie f alschlicherweise das Vorhandensein
des Merkmals detektiert haben, obwohl es nicht vorliegt, auch
Fehler 1: Art genannt.
 Werte, die unterhalb des Schwellwertes liegen, obwohl das Merk-
mal vorliegt. Diese werden als False Negative (FN) bezeichnet,
da sie auf das Nichtvorhandensein des Merkmals hindeuten, es
aber tats achlich vorliegt, was auch als Fehler 2. Art bezeichnet
wird.
Im Idealfall kann das Untersuchungsverfahren das Vorhandensein des
Merkmals sauber vom Nichtvorhandensein des Merkmals trennen
und es treten keine Fehldetektionen FP und FN auf. Unter rea-
len Bedingungen ist dies meist aufgrund von Rauschen und anderen
Schwankungen jedoch nicht m oglich. Wird das Auftreten der TP,
FP, TN und FN normiert, so ergeben sich die entsprechenden Ra-6.1 Die Receiver Operating Characteristic (ROC) 71




















Hier gilt durch die Normierung:
tp + fn = 1 und fp + tn = 1 (6.5)
wodurch sich die Spezit at auch als
tn = 1   fp (6.6)
schreiben l at.
Weiterhin ergibt sich aus P = TP+FN und N = FP+TN:















welche sich im Idealfall, da keine Fehldetektionen erfolgen, jeweils
zu 1 summieren. In Tabelle 6.1 sind die genannten m oglichen Kom-
binationen noch einmal zusammengestellt. Es ist nun zu kl aren, bei
welchem Schwellwert das Verfahren zur Detektion des Merkmals die










Tabelle 6.1: Tabelle der vier Kombinationsm oglichkeiten f ur die
ROC.
Bild 6.1: Signal mit Schwellwert.
optimale Schwellwert ist. Hier sollten die Werte f ur False Positive
und False Negative die jeweils kleinsten Werte annehmen, im Opti-
mum sogar Null sein. Um das Optimum zu nden, wird der Schwell-
wert, wie in Bild 6.1 gezeigt, variiert.
F ur jeden Schwellwert ergibt sich dann eine Tabelle analog zu Ta-
belle 6.1; hieraus k onnen dann zwecks besserer Veranschaulichung
von True Positive und True Negative zugeordnete Verteilungsdich-
te-Graphen erzeugt werden. F ur einen Schwellwert, der das Auftre-
ten des Merkmals eindeutig detektieren kann,  uberlappen sich diese
Verteilungsdichten nicht. In den meisten F allen wird man aber von
Null verschiedene True Negative- und False Positive Werte erhalten,
die aus  Uberschneidungen der Verteilungsdichtegraphen resultieren
(siehe Bild 6.2). Um eine einzelne Mazahl zu erhalten, welche die6.1 Die Receiver Operating Characteristic (ROC) 73
True Negative True Positive






Bild 6.2: Verteilungen der TP, TN, und die  Uberschneidung aus
der sich zusammen mit dem Schwellwert FP und FN ergeben.
Eignung des Verfahrens bewertet, wird die True Positive Rate gegen
die False Positive Rate aufgetragen (siehe Bild 6.3). Da die Raten
normiert sind, ergibt sich dabei ein maximaler Fl acheninhalt von
1. Die Fl ache unter der ROC-Kurve, auch "Area Under the Curve\,
kurz AUC-Wert genannt, wird oft verwendet, um die G ute der ROC-
Analyse zu spezizieren. Ein zuf alliger Pr adiktor w urde durch eine
Gerade von (0;0) bis (1;1) im ROC-Graphen, also eine Winkelhalbie-
rende, dargestellt werden und die Fl ache genau halbieren, was einem
AUC-Wert von 0:5 entspricht; dies ist in Bild 6.3 durch die Diagonale
dargestellt. Aus der Normierung der Fl ache ergibt sich auch, da der
AUC-Wert nur Werte im Intervall [0;1] annehmen kann. Je weiter
ein Pr adiktor vom Zufallspr adiktor abweicht, desto besser ist er ge-
eignet, die untersuchte Gr oe zu erkennen. Liegen alle Punkte einer
ROC-Analyse unterhalb der des Zufallspr adiktors, dann kann man
das Detektionskriterium "negieren\ und so eine ROC-Kurve ober-
halb der Diagonalen des Zufallspr adiktors erhalten und somit einen
Wert f ur die AUC gr oer als 0:5. Der Betrag j0:5   AUCj ist also
ein Ma f ur die G ute der Erkennung des untersuchten Merkmals.74 6 Statistische Untersuchungsmethoden
Bild 6.3: Area Under the Curve (AUC). Durch die Variation des
Schwellwertes wird der die AUC-Fl ache bestimmende Graph erzeugt.
Jeder Punkt auf dem Graphen entspricht somit den True Positive
und False Positive Werten f ur einen Schwellwert.
6.2 Nullhypothesentest und
Surrogate
Ein Hypothesentest, welcher verwendet werden kann, um die Rich-
tigkeit einer Annahme zu pr ufen, basiert auf der Aufstellung einer
sogenannten Nullhypothese H0, welche die eigentliche Annahme ne-
giert. Das heit, es wird unterstellt, da eine Annahme mittels ROC-
Analyse und einer diskriminierenden Gr oe, z.B. einem Schwellwert,
nicht gilt. Best atigt sich dann das Gegenteil, wird die Nullhypothe-
se verworfen bzw. zur uckgewiesen, und die urspr ungliche Annahme,
die Alternativhypothese H1, ist zumindest wahrscheinlicher gewor-
den. Beide Hypothesen m ussen daher disjunkte Aussagen treen,
welche sich klar unterscheiden. Als Beispiel soll ein Prozess betrach-
tet werden, von dem angenommen wird, da er nichtlinear sei. Die6.2 Nullhypothesentest und Surrogate 75
Nullhypothese lautet dann, da der Prozess nicht nichtlinear, also
linear ist.
Im Folgenden wird nun noch der Begri der "Surrogate\ ben otigt.
Das Wort Surrogat kommt aus dem Lateinischen und bedeutet so-
viel wie Ersatz oder im { hier betrachteten Fall { Austauschdaten
oder Ersatzdaten. Die Erzeugung dieser Surrogate mu immer un-
ter Ber ucksichtigung der zuvor aufgestellten Nullhypothese erfolgen,
d.h. im obigen Beispiel m ussen die Surrogate die durch die Nullhypo-
these vorgegebene lineare Bedingung erf ullen, nicht aber die nichtli-
nearen. Einige Verfahren f ur die Erzeugung von Surrogaten [47, 48]
sind:
 Bootstrap Verfahren, bei dem die Statistik des Prozesses ana-
lytisch erlangt werden kann, um Surrogate zu erzeugen,
 Amplitude Adjusted Fourier Transform Algorithm,
 Windowed Fourier Transform Algorithm,
 Seizure Time Surrogate,
 Measure Prole Surrogate
Wird nun ein Verfahren zur Detektion von nichtlinearem Systemver-
halten auf das Originalsignal und auf die Surrogate angewandt, so
sollte das Verfahren, wenn das untersuchte System nichtlinear sein
sollte, eine bessere Diskriminierung erm oglichen, als dies bei den Sur-
rogaten der Fall ist. Wie bei der ROC Analyse erl autert, kann es da-
bei zu Fehleinordungen kommen, den False Positives und den False
Negatives.
Ein Fehler 1. Art liegt hierbei dann vor, wenn man die Alterna-
tivhypothese H1 annimmt und die Nullhypothese H0 zur uckweist,
obwohl die Nullhypothese gilt, also False Positive. Ein Fehler 2. Art
liegt vor, wenn die Nullhypothese beibehalten wird, obwohl faktisch
die Alternativhypothese gilt, also False Negative. Beide f uhren zu
Fehlklassizierungen.76 6 Statistische Untersuchungsmethoden
Um eine Aussage  uber die G ute eines Verfahrens und seiner Fehl-
klassizierungen zu erhalten, wird nun ein Signikanzlevel  als zu
erf ullende Bedinngung festgelegt, der die Signikanz einer Detektion
mit dem untersuchten Verfahren speziziert. Um einen Signikanzle-
vel von  = 5% zu erhalten, ist es n otig, M = 20 Datens atze zu un-
tersuchen. Dies ergibt sich aus der  Uberlegung, da








ist. Da die urspr unglichen Daten hierbei in den 20 Datens atzen ent-
halten sind, mu man nur 19 zus atzliche Surrogat-Datens atze erzeu-
gen [49, 50]. Dies bedeutet, da mindestend 20 Datens atze ber uck-
sichtigt werden m ussen um mit 5% oder weniger die Nullhypothese
zu best atigen bzw. da man mit einer Wahrscheinlichkeit von 95%
sicher sein kann, da die Nullhypothese zu Recht zur uckgewiesen
wurde.
Nicht immer ist eine vollst andige statistische Auswertung m oglich,
weshalb man dann auf eine Stichprobenauswertung angewiesen ist.
Wenn ein Element der Stichprobe nur einen von zwei Zust anden,
bzw. Elementarereignissen, annehmen kann, wie z.B. Probe erf ullt
Kriterium und Probe erf ullt Kriterium nicht, handelt es sich um
ein Bernoulliexperiment. Die Auftrittswahrscheinlichkeit ist hierbei
durch die Binomialverteilung [51, 52, 53]






mit n Gesamtanzahl aller Vesuche,  Anzahl erfolgreicher Versuche, p
der Auftrittsh augkeit eines Erfolges und q = (1 p) die eines Mier-
folges, gegeben. Hiermit l at sich die kumulierte Bernoulliverteilung
[54] als die Summe  uber k Wahrscheinlichkeiten mit
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f ur das Auftreten von einem Erfolg, zwei Erfolgen, 3 Erfolgen etc.
beschreiben. Bei einer Stichprobenauswahl kann hiermit berechnet
werden wie gro die Wahrscheinlichkeit ist, ein entsprechendes Er-
gebnis zu erhalten. F ur die Absch atzung des Fehlers 1: Art bei einem











0   ; (6.12)
wobei kg den Grenzwert f ur k angibt bei dem die Bedingung gera-
de noch erf ullt ist. Ein Annehmen der Nullhypothese H0, basierend
auf diesem Kriterium, obwohl die Alternativhypotese H1 gilt, ist ein
Fehler 2: Art, auch als -Fehler bezeichnet. Wird ein  vorgegeben,
so kann, unter beibehalten von kg, die Bedingung










1   ; (6.13)
unter der Voraussetzung, da H1 zutrit, als Berechnungsgrundla-
ge f ur die Absch atzung f ur das maximale p1 verwendet werden, so
da die in der Stichprobe s ermittelte Auftrittsh augkeit von Erfol-
gen ps > p1 mit einer Wahrscheinlichkeit   gerade noch gilt [54].
Beide Absch atzungen k onnen eektiv mit heute verf ugbaren Tabel-
lenkalkulationsprogrammen [55] durchgef uhrt werden. Die Funktion
critbinom(n;p;) mit n Anzahl der Versuche, p Wahrscheinlichkeit
f ur einen Erfolg und  als Kriterium f ur die Signikanz, liefert die
Anzahl der Versuche f ur welche der Wert der Binomialverteilung ge-
rade noch gr oer oder gleich  ist [56]. Hiermit l at sich f ur die
Detektionsrate ein Grenzwert bestimmen und gegen die Nullhypo-
these pr ufen. Die Funktion binomdist(s;n;p;cumulativ) liefert mit
s Anzahl der Erfolge, n Gesamtanzahl der Versuche, p Wahrschein-
lichkeit f ur eine Erfolg und mit cumulativ = 0 als Auswahlkriterium,
die Wahrscheinlichkeit f ur das exakte Auftreten von s Erfolgen so-
wie f ur cumulativ = 1 die kumulierte Wahrscheinlichkeit [57] und
kann f ur die Absch atzung f ur p1 verwendet werden soda Formel
6.13 erf ullt ist.787 Anwendungsbereiche
In diesem Kapitel werden zwei m ogliche Anwendungsgebiete f ur CNN
vorgestellt. Hierbei wird besonderes Augenmerk auf die Umsetzung




Epilepsie als Erkrankung wird schon in babylonischen Texten aus
der Mitte des zweiten Jahrtausends vor Christus erw ahnt [58] und
ist somit eine der  altesten dokumentierten Erkrankungen des zentra-
len Nervensystems. Heute ist sie mit eine der h augsten chronischen
Erkrankungen des zentralen Nervensystems. Epilepsie zeichnet sich
durch eine Anomalie in der Synchronisation der neuronalen Akti-
vit at aus [59], die von Kr ampfen, Bewutseinsverlust oder Gleich-
gewichtsst orungen begleitet werden kann. Die Erscheinungsformen
der epileptischen Anf alle werden allgemein in unterschiedliche Arten
klassiziert, die je nach Schwere der Erscheinung spezisch behan-
delt werden m ussen. Eine Art der Epilepsie ist die fokale Epilep-
sie1, die ihren Namen daher hat, da ein Anfall von einem Anfalls-
herd im Gehirn, dem sogenannten epileptogenen Areal { Fokus {
ausgeht, von dem aus sich der Anfallszustand ausbreitet. Die Be-
handlung wird heutzutage mittels Medikamenten (Antikonvulsiva)
1EEG-Signale anderer Epilepsieformen standen f ur die hier durchgef uhrten Un-
tersuchungen nicht zur Verf ugung.
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durchgef uhrt, die allerdings nicht in allen F allen angewendet werden
k onnen. Unvertr aglichkeiten oder die Gefahr einer Abh angigkeit [60]
bedingen die Erforschung neuer Behandlungsmethoden. Eine alter-
native Behandlungsmethode ist die m ogliche gezielte Beein
ussung
von Hirnarealen mit elektrischer Stimulation oder gezielte lokale Me-
dikamentierung durch Mikropumpen in einem kleinen Hirnareal. Um
solche Manahmen einsetzen zu k onnen, ist es notwendig, das Na-
hen eines epileptischen Anfalls zu detektieren. Die Pr adiktion von
epileptischen Anf allen durch Algorithmen, welche die als vorhanden
angenommenen Vorboten eines epileptischen Anfalls in Hirnstrom-
verl aufen { einem Elektroencephalogramm, kurz EEG { detektieren
k onnen, ist eine Zielsetzung, die bereits mit verschiedenen Algorith-
men angegangen wurde. Die Zust ande, die sich z.B. in einem solchen
EEG-Signal nden lassen, gliedern sich nach [61] in
 den inter-iktalen-Zustand (von lat. ictus: betroen, beunru-
higt), anfallsfreier Zustand zwischen Anf allen,
 den pr a-iktalen-Zustand, Voranfallszustand,
 den peri-iktalen-Zustand, Zustand um einen Anfall herum ein-
schlielich des Anfalls,
 den iktalen-Zustand, Anfallszustand und
 den post-iktalen-Zustand, Zeit nach einem Anfall, in der das
EEG sich noch nicht normalisiert hat.
Hierbei wird davon ausgegangen, da der  Ubergang vom anfallsfreien
{ inter-iktalen { Zustand in den Anfall { iktaler Zustand { ein gradu-
eller Prozess ist [62, 63], in welchem Vorboten in einem Zeitbereich
vor dem Anfall { pr a-iktaler Bereich { detektiert werden k onnen.
Verschiedene Untersuchungen haben gezeigt, da ein Voranfallszu-
stand bei Patienten mit fokaler Epilepsie vorhanden ist und mittels
multivariater Mae erkannt werden kann [64, 65, 66, 67, 68, 69, 70].
Nach dem iktalen Bereich im Signal schliet sich noch ein Signalbe-
reich an, der als post-iktal bezeicht wird, bevor man das Signal wie-
der als inter-iktal bezeichnen kann. Hierbei kann sich der pr a-iktale7.1 Vorhersage epileptischer Anf alle 81
Bild 7.1: F ur eine Pr adiktion eines epileptischen Anfalls wichtige
Zeitbereiche in einem EEG-Signal.
und post-iktale Bereich auf 24 Stunden und mehr ausdehnen [71]. In
dieser Arbeit werden der pr a-iktale, iktale und post-iktale Bereich
unter dem Begri peri-iktal zusammengefat.
Die Anwendung von CNN in der Medizintechnik zur Vorhersage epi-
leptischer Anf alle ist ein Gebiet, in dem sich ihre Verarbeitungs-
parallelit at wie auch die kleine, energiesparende analoge Bauweise
als besonderer Vorteil anbietet. In diesem Kapitel werden Imple-
mentierungen zweier Algorithmen zur Pr adiktion von Epilepsie auf
dem EyeRIS-System vorgestellt. Die Algorithmen wurden in [72, 73,
74, 75] eingef uhrt und auf ihre Tauglichkeit f ur die Pr adiktion von
Epilepsie untersucht, nachfolgend wird nur auf die Umsetzung auf
dem EyeRIS-System eingegangen. Die Implementierung auf einem
solchen System soll hierbei die Machbarkeit eines kleinen tragbaren
Systems f ur die Vorhersage epileptischer Anf alle demonstrieren. Die
G ute der Ergebnisse wird mit Surrogaten  uberpr uft; hierf ur k onnen
die sogenannten Seizure Time Surrogate [48, 76] bzw. die Measure
Prole Surrogate [47, 76] verwendet werden, die sich durch folgende
Vorgehensweisen bilden lassen:82 7 Anwendungsbereiche
 Um Seizure Time Surrogate zu erzeugen, werden die bekannten
Anfallszeitpunkte verschoben, was in Bild 7.2 gezeigt ist. Man
nimmt also einen anderen Anfallszeitpunkt als den tats achli-
chen Anfallszeitpunkt im Signal an. Hierbei ist die Verschie-
bung so durchzuf uhren, da der neue, durch die Verschiebung
gewonnene Anfallszeitpunkt nicht in einem peri-iktalen Signal-
bereich liegt.
 F ur die Erzeugung von Measure Prole Surrogaten, werden Si-
gnalteile, die vor einem bekannten Anfall (pr a-iktal) liegen, aus
dem Signal entnommen und mit einem anderen Signalteil, das
aus einem anfallsfreien (inter-iktalen) Bereich desselben Signals
stammt, vertauscht (siehe Bild 7.3). An diesen Austausch sind
Randbedingungen wie der Erhalt der Amplitudenverteilungs-
dichte und Eigenschaften der Autokorrelation gekn upft. Die
L ange des Signalabschnittes, welcher ausgetauscht wird, h angt
von der zu untersuchenden pr a-iktalen Zeitspanne ab und kann
variieren.
Hierf ur wird Bezug auf die tats achlichen Zeitpunkte der Anf ange
der Anf alle, die durch Experten der Klinik f ur Epileptologie in Bonn
ermittelt wurden, genommen. In beiden F allen sind Randbedingun-
gen zu ber ucksichtigen. F ur Seizure Time Surrogate beziehen sich
die Einschr ankungen darauf, da die zuf allig erzeugten Anfallszeit-
punkte nicht in ein Signalsegment fallen d urfen, welches einen Anfall
enth alt (iktaler Bereich), bzw. in einen pr a-iktalen bzw. post-iktalen
Signalbereich. Es mu also sichergestellt sein, da Vertauschungen
nur in einen inter-iktalen Signalbereich hinein erfolgen. F ur Measu-
re Prole Surrogaten d urfen Signalsegmente vor einem Anfall nicht
mit Signalelementen, die zu kurz hinter { post-iktaler Signalbereich
{ einem Anfall oder auch zu kurz vor einem Anfall { pr a-iktaler
Signalbereich { liegen, vertauscht werden, d.h. nur Signalelemente
aus den sogenannten inter-iktalen Signalbereichen kommen f ur sol-
che Vertauschungen in Frage. Weiterhin sind Signaleigenschaften wie
die statistische Verteilung der Amplituden und der Autokorrelation7.1 Vorhersage epileptischer Anf alle 83
Bild 7.2: Erzeugung von Surrogaten durch Verschieben von be-
kannten Anfallszeitpunkten.
Bild 7.3: Erzeugung von Surrogaten durch Austausch von Daten-
segmenten.
zu ber ucksichtigen. Letztere 
iet in die Kostenfunktion w ahrend
der Optimierung, z.B. mittels Simulated Annealing, mit ein, was f ur
die Erzeugung solcher Surrogate zu rechenintensiven Optimierungen
f uhrt. Hierdurch soll gew ahrleistet werden, da das zu untersuchende
Verfahren in den Surrogaten keine tats achlichen Anfallszeitpunkte84 7 Anwendungsbereiche
vorhersagen kann, da die Vor uberlegung, da von einem tats achli-
chen Anfallszeitpunkt im Signal ein pr a-iktaler Signalabschnitt vor-
handen ist, nun nicht mehr zutrit. Das Verfahren sollte nun, um H0
zu wiederlegen, keinen tats achlichen Anfallszeitpunkt mehr in den
Surrogaten vorhersagen k onnen, sondern nur noch an den Stellen an
denen das pr a-iktale Signalelement zu nden ist. Dies entsp ache dem
Vorhandensein von erkennbaren Merkmalen im pr a-iktalen Signal-
segmenten. F ur die Surrogate die durch Verschieben der t ats achli-
chen Anfallszeitpunkte auf neue hypothetische Zeitpunkte ohne das
Signal zu ver andern, erzeugt werden, ergibt sich analog, da, wenn
das zu untersuchende Verfahren an diesen neuen Zeitpunkten Anf alle
nden sollte, dies nicht am Vorhandensein von pr a-iktalen Vorboten
liegen kann, da dort keine Anf alle und auch keine pr a-iktalen Si-
gnalsegmente zu nden sind (Best atigung von H0). Werden dennoch
Anf alle an den tats achlichen Anfallszeitpunkten vorhergesagt, w urde
die Nullhypothese, da das Verfahren, basierend auf pr a-iktalen Vor-
boten, Anf alle vorhersagen kann, best atigt und somit H0 wiederlegt
werden, soda die Gegenhypothese H1, da das Verfahren geeignet
ist, in Betracht gezogen werden mu. D.h. wenn das Verfahren zur
Vorhersage von epileptischen Anf allen geeignet ist, erh ohen sich die
False Positive und False Negative Bewertungen der ROC-Analyse
f ur die Nullhypothese. In diesem Fall sollten die generierten Surro-
gate zu schlechteren Ergebnissen in der ROC-Analyse f uhren und die
Nullhypothese nicht gest utzt werden. Es wird allerdings nicht aus-
geschlossen, da ein Verfahren dennoch die Anfallszeitpunkte richtig
pr adiziert, allerdings deutet dies darauf hin, da die pr a-iktalen Si-
gnalbereiche daf ur nicht ben otigt werden. Im allgemeinen ist die Zeit-
spanne des pr a-iktalen Signalbereichs nicht genau bekannt, was zu ei-
ner m oglichen Fehlerquelle bei der Erzeugung von Surrogaten f uhren
kann. Ein m oglichst groer Abstand von tats achlichen Anfallszeit-
punkten mu daher mit ber ucksichtigt werden. Eine weitere Gr oe,
die von der Zeitspanne des pr a-iktalen Anfallsverlaufs abh angt, in der
also ein Anfall vorhergesagt werden kann, ist der sogenannte Vorher-
sagehorizont H. Der Vorhersagehorizont ist die Zeitspanne nach einer7.1 Vorhersage epileptischer Anf alle 85
Anfallsvorhersage, in der ein kommender Anfall erwartet wird. Zum
einen mu diese Zeitspanne lang genug sein, damit der Betroene
gen ugend Zeit hat, reagieren zu k onnen, um gef ahrliche Situationen
zu vermeiden. Zum anderen sollte sie aber auch nicht zu lang sein,
da die betroene Person dann zu lange auf das Eintreten des Anfalls
warten mu und erst nach Ablauf der Vorhersagezeit feststeht, ob
es sich tats achlich um einen Anfall oder um einen Fehlalarm handel-
te.
7.1.1 EEG-Signale und epileptische
Anfallsvorhersage
Das zentrale Nervensystem von Menschen arbeitet nachweislich auf
der Basis elektrischer Impulse, die gesendet und empfangen werden.
Mittels Elektroden auf der Kopfhaut k onnen derartige Signale als
Summensignale der Hirnaktivit at aufgenommen werden. Es handelt
sich hierbei um Signale die mit einer Dipolcharakteristik in Verbin-
dung gebracht werden k onnen. Die Entstehung ist zwar auf die Ak-
tivit at von Neuronen zur uckzuf uhren, deren Einzelaktivit aten oder
synchrone Aktivit aten in den sogenannten Zellassemblies im Signal
sind aber nicht mehr eindeutig zu erkennen. Dennoch k onnen mit
solchen Aufnahmen  uber den Gesamtzustand von Hirnarealen Aus-
sagen getroen werden[77, 78]. Diese Signale werden allgemein als
EEG bezeichnet.
F ur die chirurgische Behandlung von Patienten, die unter epilepti-
schen Anf allen leiden, reicht die mit EEG-Signalen erreichbare r aum-
liche Au
 osung und Signalqualit at h aug nicht aus; deshalb m ussen
in solchen F allen Fl achen- bzw. Tiefenelektroden f ur eine begrenz-
te Zeit subdural { unter die Sch adeldecke unter die harte Hirnaut{
implantiert werden, um den Anfallsherd { Fokus { genauer bestim-
men zu k onnen. Die Signale dieser Memethoden werden als ECoG
(Elektrocorticogramm) bzw. SEEG (Stereoelektroencephalogramm)
bezeichnet. Im Folgenden werden solche Hirnstromaufnahmen der86 7 Anwendungsbereiche
Einfachheit halber ebenfalls mit dem Begri "EEG-Signal\ bezeich-
net. Sie bieten eine h ohere r aumliche Au
 osung als Aufzeichnungen
des herk ommlichen EEG und erlauben so eine genauere Bestimmung
des Fokus. Weiterhin zeigen sie in ihrem zeitlichen Verlauf eine deut-
liche Ver anderung bei Eintreten eines Anfalls { iktaler Signalbereich
{ verglichen mit dem Signal aus einem anfallsfreien { inter-iktalen {
Bereich.
7.1.2 Datenbasis
F ur die Untersuchungen standen Daten aus EEG-Ableitungen von
12 Epilepsie Patienten des Uniklinikums Bonn zur Verf ugung. Die
Aufnahmen wurden im Rahmen von Untersuchungen bei Patienten
mit fokaler Epilepsien mittels subduraler Ober
 achenelektroden, die
auf der Gehirnoberf ache 2 bzw. Tiefenelektroden, die seitlich in das
Hirn implantiert werden, gewonnen, wie es beispielhaft im Implan-
tationsschema in Bild 7.4 gezeigt wird. Solche Signale erlauben Ex-
Bild 7.4: Implantationsschema von Elektroden. Jede Elektrode hat
mehrere Kan ale.
perten bei Eintreten eines Anfalls diesen zu erkennen und erm ogli-
chen im Bedarfsfall eine genaue Signalanalyse. Bei den Datens atzen
2Bei subdural, unter die harte Hirnhaut, implantierte Elektroden .7.1 Vorhersage epileptischer Anf alle 87
handelt es sich um Langzeitaufnahmen von mehreren Tagen mit bis
zu 48 Signalkan alen { entsprechend der Anzahl aller Kontakte al-
ler implantierter Multikontaktelektroden { und sind aufgrund des
groen Datenvolumens auf mehrere Dateien aufgeteilt. Im Gegen-
satz zu Kurzzeitaufnahmen, die meist nur ein paar Minuten bis zu
einer Stunde andauern, kann bei Langzeitaufnahmen das Auftreten
von Anf allen z.B. durch Absetzen von Medikamenten unter klini-
scher Beobachtung, provoziert und aufgezeichnet werden. Ein Bei-






















Bild 7.5: Beispiel eines Langzeit EEG-Signals (|)  uber 108 Stun-
den. Anf alle sind durch senkrechte Linien markiert( j ).
wird hier auf die Entwicklung, Implementierung und Untersuchung
von CNN-Algorithmen gelegt. Einer der hier vorgestellten Algorith-
men wurde bereits in anderen Arbeiten untersucht ([69, 70]) und
seine Tauglichkeit f ur die Pr adiktion von epileptischen Anf allen ge-
zeigt, so da hier die Untersuchung seiner Umsetzung auf verf ugbare
schaltungstechnische Realisierungen von CNN im Vordergrund steht.
F ur die Verarbeitung auf solchen CNN Schaltungen ist eine Vorver-
arbeitung der Daten aus zwei Gr unden notwendig:88 7 Anwendungsbereiche
 Die Anzahl Zellen einer schaltungstechnsichen Realisierung ist
stark begrenzt, weshalb das Signal in kleine Teile zerlegt wer-
den mu und
 die Daten f ur die Verarbeitung auf dem EyeRIS-System an
dessen Au
 osungsgenauigkeit angepat werden m ussen.
Weiterhin ist davon auszugehen, da EEG-Signale nicht station ar
sind und deshalb nur in kleinen Zeitabschnitten Stationarit at an-
genommen werden kann, daher ist eine, wie im ersten Punkt ge-
nannte Vorgehensweise, auch eine f ur Simulationen sinnvolle Vor-
verarbeitung. Hierbei werden die Daten in Signalabschnitte, Seg-
mente von 10 Sekunden Dauer, zerlegt, in denen das Signal als
quasistation ar angenommen wird. Da das EyeRIS-System f ur die
Bildverarbeitung ausgelegt ist, lag es nahe, die als Zeitreihen vorlie-
genden Datensegmente in eine zweidimensionale Darstellung umzu-
wandeln. W ahrend der Vorverarbeitung ist es n otig, die Daten auf
8 bit Genauigkeit umzurechnen, da dies durch die Au
 osung der
DA/AD-Wandler des EyeRIS-Systems bedingt wird. Dieses f uhrt zu
Informationsverlusten, was die Pr adiktion von epileptischen Anf allen
mit dem hier verwendeten EyeRIS-System sehr erschwert. Aufgrund
dessen, da die  Ubertragungszeit von Datens atzen auf das EyeRIS-
System und wieder zur uck auf einen das System ansteuernden Rech-
ner wesentlich zur Gesamtlaufzeit beitr agt, ist eine umfassende Un-
tersuchung aller Daten im Rahmen dieser Arbeit nicht m oglich. Des-
halb werden die Untersuchungen nur f ur ein Teil aller 48 Kan ale eines
Patienten f ur die folgenden Betrachtungen herangezogen. Es handelt
sich bei dem Patienten um einen jungen Mann der im Klinikum f ur
Epileptologie in Bonn behandelt wurde und dessen EEG im Daten-
satz Nummer 6 in 16 Einzeldateien, von Datei A bis P, abgelegt
sind. F ur die untersuchten Elektroden wurde das Langzeit EEG f ur
die gesamten 108 Stunden verwendet. Hierbei wurde das Signal in
Segmente von je 10 Sekunden zerlegt und diese Zeitspanne als qua-
sisstation ar angenommen.7.1 Vorhersage epileptischer Anf alle 89
7.1.3 Pr adiktion mit DT-CNN
Eines der in dieser Arbeit untersuchten Verfahren zur Pr adiktion
epileptischer Anf alle basiert auf der Optimierung von Pr adiktorko-
ezienten f ur als station ar angenommene kurze Segmente des EEG-
Signals. F ur jedes Segment wird ein Pr adiktionsfehler und damit ein
neues Zeitsignal mit den Pr adiktionsfehlern f ur jedes konsekutiv fol-
gende Segment gebildet. Zur Vorhersage eines epileptischen Anfalls
wird auf eine signikante  Anderung im Pr adiktionsfehler geachtet.
Das Verfahren ist ein multi-variates Verfahren, da mehrere Kan ale
in die Pr adiktion einbezogen werden (wie in Bild 7.6 illustriert).
Um eine Portierung des Algorithmus auf das EyeRIS-System f ur die
gegebene Epilepsieproblematik m oglich zu machen, bedarf es einer
Anpassung der CNN Zustandsgleichung (2.1) bzw. (2.17). Da der
analoge ACE16kv2-Chip die direkte Verwendung von Time-Delay-
Templates nicht unterst utzt, mute eine Zuordnung von Zeitpunkten
auf bestimmte 3 Zellen des Netzwerks vorgenommen werden. Hier-
bei werden die Signalwerte der einzelnen Zeitpunkte linear in einer
Zeile und die Werte der drei im Algorithmus verwendeten Kan ale,
entsprechend Bild 7.7, als nebeneinander liegende Zeilen auf dem
CNN angeordnet. Hierbei werden die zeitlich aufeinander folgenden
Werte des Signals r aumlich auf die Pixel in horizontaler Richtung
nebeneinander angeordnet. Die Werte der Nachbarelektroden wer-










erstellt und die wi optimiert. Eine Zelle wird also nur durch Nach-
barzellen die links, also zeitlich bei t   1, sowie Zellen die oben und
3Diese Zellen entsprechen damit den aus der zeitdiskreten Filtertheorie bekann-
ten Zustandsspeichern.90 7 Anwendungsbereiche
Bild 7.6: Exemplarisch sind hier die Signale dreier benachbarter
Kan ale, sowie ihre Verarbeitung im Pr adiktor skizziert.
unten und sich selbst, also zum Zeitpunkt t, beein
ut. Der pr adizier-
te Wert steht nach Anwendung dieser Template daher an der Stelle
der Zelle selber. F ur das Optimierungsverfahren ist es nun n otig,
diesen Wert mit dem tas achlichen, bei t + 1 vorhandenen Wert zu
vergleichen, um den Fehler zu errechnen und entspechend die Ge-
wichtungen anzupassen, siehe Bild 7.7. Da die Abbildung eines zeit-7.1 Vorhersage epileptischer Anf alle 91
lichen Signals auf eine r aumliche Struktur mit begrenzter Ausdeh-
nung, wie es das EyeRIS-System darstellt, mit virtuellen Zellen an
den R andern arbeitet, m ussen Randeekte ber ucksichtigt werden,
was die Anzahl r aumlich eingebetteter Zeitschritte begrenzt. Da das
EyeRIS-System nur eine 3  3 Template unterst utzt, ist die multi-
variate Pr adiktion mit Zeitverz ogerung um nur einen Abtastwert auf
dem Chip-System realisierbar; Varianten des Algorithmus mit l ange-
rer Verz ogerung sind auf derzeit verf ugbarer CNN-Hardware nicht
realisierbar. Die G ute der Pr adiktion wird  uber den RRMSE nach
Bild 7.7: Umsetzung des Delay auf dem verwendeten Chip-System.
Gl. (5.1), bestimmt. Die Qualit at und Verl alichkeit wurde mit der
Methode der Receiver-Operating-Characteristik [43, 44, 79, 80, 45]
und mit Surrogaten untersucht, wobei das in [75, 47, 48, 65] beschrie-
bene Vorgehen angewandt wurde. Hierbei wurde das Zeitsignal des
Pr adiktionsfehlers als auch Surrogate eines solchen, die durch Ver-
schieben des Anfallszeitpunktes { Seizure Time Surrogate { erzeugt92 7 Anwendungsbereiche
werden, mittels Bestimmung und Analyse von AUC-Werten unter-
sucht und die Signikanz bestimmt. Weiterhin wurden umfangrei-
che Analyse von Optimierungsalgorithmen bez uglich der Pr adikti-
onsg ute vorgenommen. Untersucht wurden:
 Anwendung von Optimierungsverfahren auf einem PC mit dop-
pelter Gleitkommagenauigkeit der Daten und der Template-
darstellung:
{ Broyden{Fletcher{Goldfarb{Shannon (BFGS)[31]
{ Dierential Evolution (DE)[41][42]
{ Symmetry-Supporting-Annealed-Parameter-Evolution (SSA-
PE)
{ Simulated Annealing entsprechend [31]
 Anwendung von Optimierungsverfahren auf einem PC mit 8 bit
Genauigkeit zwecks Vergleich mit den Ergebnissen der Unter-
suchungen mit dem EyeRIS 1.1 Chip-System:
{ Dierential Evolution (DE)
{ Symmetry-Supporting-Annealed-Parameter-Evolution (SSA-
PE)
 Auf dem EyeRIS 1.1 System:
{ Dierential Evolution (DE)
{ Symmetry-Supporting-Annealed-Parameter-Evolution (SSA-
PE).
In Voruntersuchungen wurde das Laufzeitverhalten der Optimierungs-
algorithmen betrachtet, um die ben otigten Iterationsschritte bis zum
Erreichen eines m oglichst kleinen Pr adiktionsfehlers (RRMSE) f ur
die nicht-deterministischen Optimierungsverfahren zu erhalten. Es
zeigte sich, da schon nach wenigen Iterationsschritten Pr adiktions-
fehler erreicht wurden, die sich bei weiteren Iterationen (Generatio-
nen) nur noch wenig verbesserten, was im Falle von SSAPE zu einer



































Segmente (in Schritten á 10 Sekunden)
Bild 7.8: RRMSE f ur SSAPE nach 30 Iterationen (Generationen)
f ur ein EEG-Signal welches zwei Anf alle enth alt. Aufgetragen ist der
Pr adiktionsfehler von Segmenten je 10 Sekunden gegen die Segment-
nummer f ur Datei P des Gesamtdatensatzes 6.
Die Ver anderung des Fehlers  uber die jeweils ausgef uhrten Iteratio-
nen { Generationen { ist exemplarisch in 7.9 gezeigt. Der in der
30sten Generation erreichte Fehler entspricht dem in Bild 7.8 gezeig-
ten. Der in dieser Arbeit vorgestellte SSAPE-Algorithmus zeigte
sich in allen vorgenommenen Untersuchungen als mindestens gleich-
wertig zu den anderen untersuchten Optimierungsverfahren. Vor al-
lem auf dem EyeRIS-System erwies der Algorithmus sich in seiner
Ausf uhrungsgeschwindigkeit, mit bis zu 7 Datensegmenten pro Mi-
nute als der schnellere Algorithmus verglichen mit dem Dierential
Evolution Algorithmus, der nur maximal 5 Datens atze in der Mi-
nute verarbeitete. Unter Ber ucksichtigung, da das EyeRIS-System
ab und an neu gestartet werden mute, ergab sich f ur eine Elek-
trode pro untersuchtem Optimierungsverfahren eine Rechenzeit von
circa einer Woche, die um die Wiederholbarkeit zu  uberpr ufen, mehr-94 7 Anwendungsbereiche
Bild 7.9: Entwicklung des Pr adiktionsfehers mit SSAPE  uber 30
Generationen. Aufgetragen ist der Pr adiktionsfehler von Segmenten
je 10 Sekunden eines EEG-Signals f ur Datei P mit zwei Anf allen
 uber 30 Iterationen (Generationen).
fach durchgef uhrt wurden. Ein Vergleich mit dem Simulated Anne-
aling und dem BFGS Verfahren wurde auf dem Chip-System nicht
durchgef uhrt, obgleich diese Verfahren auf einem PC mit doppel-
ter Gleitkommagenauigkeit mit die besten Ergebnisse lieferten (A.28
und A.29). Dies ist damit begr undet, da sich f ur das Simulated An-
nealing bereits in einer Voruntersuchung (Simulationen auf einem
PC) f ur einen Au
 osungsgrad von 8 bit ein Laufzeitbedarf von gut
6 Tagen zeigte, wobei hierbei bereits mehrere Rechner parallel ein-
zelne Datensegmente berechneten. F ur das BFGS stellte sich her-
aus, da aufgrund der schaltungstechnisch bedingten Abweichungen
{ geringer Au
 osungsgrad von 8 bit, Verluste w ahrend der Verar-
beitung im analogen Chip { , die sichere und genaue Bestimmung
des Gradienten der Fehlerfunktion, der f ur die Optimierung not-
wendig ist, nicht m oglich war und daher das BFGS-Verfahren ab-
brach.7.1 Vorhersage epileptischer Anf alle 95
In weiteren Voruntersuchungen stellte sich heraus, da auf dem Eye-
RIS System zuf allige Abweichungen in den Ergebnsissen auftraten,
die sich auf die Reproduzierbarkeit auswirkten. Um diesem entgegen
zu wirken und dennoch eine aussagekr aftige Pr adiktion zu erzielen,
wurden Parameters atze mehrfach angewandt und ein mittlerer Feh-
ler bestimmt. Hierbei wurde untersucht, inwieweit sich die einfache
Anwendung von einer mehrfachen Anwendung und Mittelung der


































Segmente (in Schritten á 10 Sekunden)
Bild 7.10: RRMSE f ur SSAPE f ur ein EEG-Signal welches zwei
Anf alle enth alt (senkrechte Markierungen). Aufgetragen ist der
Pr adiktionsfehler von Segmenten je 10 Sekunden gegen die Segment-
nummer. Bei dieser Untersuchung wurden die Berechnungen f ur je-
den Parametersatz f unach ausgef uhrt und der mittlere Fehler der
f unf Berchnungen gebildet.
Wie in Bild 7.10 gezeigt, reduziert sich der Gesamtfehler im Ver-
gleich zu Bild 7.8. Die Mittelung der Fehlerwerte f uhrt allerdings
zu schw acher ausgepr agten Signalverl aufen bei den Anfallszeitpunk-
ten. Weiterhin ist durch die f unache Fehlerbestimmung die Laufzeit
einer solchen Berechung l anger, was einen nicht vertretbaren Zeitbe-96 7 Anwendungsbereiche
darf von mehreren Wochen f ur f unach wiederholte Berechnungen
eines Kanals bedeutete. Es wurde festgestellt, da keine wesentliche
Verbesserung des Verfahrens resultierte, weshalb in sp ateren Unter-
suchungen auf die wiederholte Anwendung von Templates und Mit-
telung des Fehlers verzichtet wurde.
7.1.4 Ergebnisse der Pr adiktion durch
Anwendung von
Optimierungsverfahren
Die auf dem EyeRIS-System erhaltenen und die durch Simulation auf
einem PC gewonnenen Ergebnisse, die mit einer auf 8 bit reduzierten
Genauigkeit berechnet wurden, werden hier exemplarisch verglichen.
Die Reduzierung der Berechnungsgenauigkeit wurde durchgef uhrt,
um eine bessere Vergleichbarkeit der Ergebnisse zu erhalten. Es zeig-
te sich, da die reduzierte Genauigkeit des EyeRIS-Systems in den
Berechnungen starken Ein
u auf die Ergebnisse hat und diese auf
Grund der Surrogatanalyse als nicht signikant betrachtet werden
m ussen. Ergebnisse der Simulationen mit reduzierter Genauigkeit
auf einem PC zeigten etwas bessere Ergebnisse als die Berechungen
auf dem Chip. In einem Fall ergab sich f ur eine Simulation mit 8 bit
Genauigkeit sogar ein besseres Ergebnis als die vergleichbare Simu-
lation mit Gleitkommazahlberechnung, was aber als Ausnahme zu
werten ist und was in den Bildern unter A.25 sowie A.27 gezeigt
ist.
Das EyeRIS-System mit seinem analogen ACE16kv2 Chip zeigt je-
doch noch eine weitere Ungenauigkeit da seine AD/DA Wandler zwar
mit 8 bit Genauigkeit arbeiten, die tats achliche Genauigkeit, wie die
Untersuchungen in Abschnitt 3.2 zeigen, allerdings mit 5 bit anzu-
nehmen ist. Einige der Ergebnisse sind in den Bildern 7.11 und
7.12 dargestellt. Weiterhin zeigte sich, da die Ergebnisse stark vom
verwendeten Vorhersagehorizont abh angen. Wurde eine feste Zeit-
spanne vorgegeben, so kam es vor, da manche Ergebnisse keine si-7.1 Vorhersage epileptischer Anf alle 97
gnikanten Vorhersagen eines Anfalls erlaubten, wie in Tabelle 7.1
aufgef uhrt ist. F ur einige der Berechnungen mit doppelter Gleitkom-
magenauigkeit konnten signikante Ergebnisse erzielt werden, wenn
der Vorhersagehorizont H entsprechend gew ahlt wurde, wie in Tabel-





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































Bild 7.11: Typische Ergebnisse f ur die Fehlerwerte als Funktion der
Zeit (|). Ein Anfallsbeginn ist jeweils durch ( j ) gekennzeichnet. (a)
Pr adiktionsfehler e8bit
DT CNN(t) f ur DT-CNN simuliert mit 8 bit Ge-
nauigkeit f ur den Kanal TBPL4, (b) e
EyeRIS
DT CNN(t) wie vorhergehend
aber auf dem EyeRIS 1.1 System gerechnet. Die Pr adiktionsfehler
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(b)
Bild 7.12: Links: ROC-Kurven; rechts: dazugeh orige AUC-Werte,
Linien bei 20 (| ), und Ergebnisse der Surrogate, Linien bei 1  bis
19 (|) f ur EEG-Signal: (a) e8bit
DT CNN, H=210min, (b) e
EyeRIS
DT CNN,
H=60min, f ur Kanal TBPL4. Die auf dem CNN Chip berechneten
Ergebnisse, erscheinen deutlich schlechter gegen uber denen auf ei-
nem PC mit auf 8 bit reduzierter Genauigkeit berechneten. Es sind
Ergebnisse f ur die Vorhersagehorizonte gezeigt, f ur die die besten
AUC-Werte erlangt wurden. (siehe auch Tabellen 7.1 und 7.2).7.1 Vorhersage epileptischer Anf alle 101
7.1.5 Pr adiktion durch Mustererkennung und
Symbolisierung
In diesem Abschnitt soll der Ansatz untersucht werden, inwiefern die
in einem EEG Signal angenommenen pr a-iktalen Vorboten eines epi-
leptischen Anfalls, durch Symbolisierung und anschlieender Analyse
der Auftrittsh augkeit von Symbolen bzw. Mustern, in der Symbol-
abfolge detektiert werden kann. Ein Symbol ist hierbei ein Element
einer endlichen oder unendlichen Menge von Informationstr agern, ei-
nem Alphabet.  Uber die Auftrittsh augkeit der Symbole ergibt sich
durch die Shannon-Entropie deren Informationsgehalt. Symbole sind
in dem hier untersuchten Kontext als Muster von schwarzen und wei-
en Pixeln zu verstehen und werden aus einem zeitlich disktretisier-
ten, abgetasteten Signal erzeugt. Zur Symbolisierung bietet sich z.B.
unter der Annahme, da das Signal mittelwertbefreit ist, o.B.d.A.
eine Schwellwertfunktion der Form
fo(t) =

1 fi(t) > S
0 fi(t)  S
(7.2)
mit Schwellwert S, Eingangssignal fi und Ausgangssignal fo an [81,
82]. F ur z.B. S = 0 kann hierdurch das abgetastete Signal in eine
bin are Abfolge von 0 und 1, wie es in Bild 7.13 illustriert ist, umge-
wandelt werden. Ein Verfahren, welches sich auf die Auftrittsh aug-
Bild 7.13: Symbolisierung am Beispiel eines Schwellwertes.102 7 Anwendungsbereiche
keit von Mustern im symbolisierten Signal konzentriert, wurde schon
in [81] und [83] vorgestellt und in [84] erweitert. Die hier durchgef uhr-
ten Untersuchungen konzentrieren sich auf die Implementierung ei-
nes solchen Verfahrens auf dem EyeRIS-System. Sowohl die Schwell-
wertsymbolisierung als auch die Mustererkennung sind Operationen,
die sich mit CNN besonders ezient durchf uhren lassen. Mittels der
Threshold-Template gem a Abschnitt 2.2.4 kann die Schwellwert-
symbolisierung durchgef uhrt werden. Das Verfahren in Kapitel 4
realisiert die Mustererkennung. Hierzu ist es allerdings notwendig,
die zu untersuchenden Datens atze in zweidimensionale Datens atze {
Bilder { einzubetten ( siehe Bild 7.14).
Bild 7.14: Anordnung von Signalwerten in einer zweidimensionalen
Datenstruktur { einem Bild.
Die Gr oe der zu bearbeitenden Bilder ist hierbei auf die Gr oe des
CNN-Netzwerks auf dem EyeRIS-System von maximal 128  128
Zellen beschr ankt. Daher m ussen Signale, die l anger als 128 Abtast-
werte sind, umgebrochen werden. An den R andern des Netzes f uhren
die Zellen des Netzwerkes, die noch im Netzwerk sind, aber virtuelle
Randzellen in ihrer Nachbarschaft haben, zu Detektionen von Mu-
stern, die nicht im urspr unglichen Signal enthalten sind. Hierdurch7.1 Vorhersage epileptischer Anf alle 103
reduziert sich die verwendbare Spaltenanzahl und Zeilenanzahl Die
Fehldetektionen werden durch Beschr anken der Ausz ahlung auf Zel-
len, deren Nachbarschaft komplett im Netzwerk liegt, also Zellen die
nicht an virtuelle Randzellen angrenzen, bei der Auswertung berei-
nigt. Werte aus dem binarisierten Signal, die an der Stelle der Auf-
spaltung in Zeilen vorhanden sind, w urde man so aber nicht ber uck-
sichtigen. Um dennoch alle Werte aus dem binarisierten Signal zu
ber ucksichtigen, werden die Signalwerte, die den letzten zwei Zellen
einer Zeile zugeordnet sind, also an der Stelle der Aufspaltung lie-
gen, am Anfang der folgenden Zeile wiederholt, damit Muster, die an
der Stelle der Aufspaltung vorhanden sind, mit ber ucksichtigt wer-
den k onnen, wie in Bild 7.15 gezeigt. Hierdurch verschiebt sich das
eingebettete Signal je Zeile um zwei Signalwerte.
Bild 7.15: Anordnung eines symbolisierten Signals unter Ber uck-
sichtigung von Randeekten in einem 2D-Datensatz (vergleiche hier-
zu auch Bild 4.1).
Weiterhin mu ber ucksichtigt werden, da das Mustererkennungsver-
fahren aus Kapitel 4 mit Verschiebeoperationen arbeitet. Hierdurch104 7 Anwendungsbereiche
werden an den R andern des CNN-Netzwerks die Zustandswerte der
virtuellen Randzellen, je nach Richtung der Verschiebung, in das
Netzwerk hineinverschoben und werden somit Zustandswerte realer
Zellen. Dadurch entstehen dort Bereiche, die sich ebenfalls nicht zur
Detektion von Mustern im Signal eignen. Deshalb ist die nutzbare
Zeilenanzahl und Zeilenl ange an jeder Seite noch einmal um je ein
Pixel kleiner, wie in Bild 7.16 schematisch f ur ein 12  12 Netzwerk
dargestellt. F ur das EyeRIS System bedeutet dies eine nutzbare Pi-
xelanzahl von 124  124 Pixeln.
Bild 7.16: Schematische Darstellung f ur die in einer Musterdetek-
tion nutzbaren Fl ache, gezeigt f ur ein 1212 Netzwerk. Gezeigt ist,
wie Randeekte zu einer Reduzierung der f ur die Mustererkennung
nutzbaren Zellenanzahl, respektive Anzahl an Pixeln, f uhrt.
Die Zeilen eines 3  3 Musters setzen sich nun aus binarisierten
Signalwerten zusammen die aufeinander folgen, w ahrend Muster-
pixel in den Spalten im urspr unglichen Signal um die L ange einer
Zeile abz uglich der L ange einer Musterzeile, hier drei Pixel, aus-
einander liegen, wie die Bilder 7.17, 7.18 und 7.19 veranschauli-















































































































































































































































































































Der Grundgedanke der im folgenden aufgezeigten Methode besteht
darin, da bestimmte Muster bzw. Typen von Mustern vor einem
Anfall ihre Auftrittsh augkeit ver andern. Dies k onnte dann zur Vor-
hersage von epileptischen Anf allen genutzt werden. Die Eigenschaf-
ten, die ein solches Signal vor allem auszeichnen, sind seine Fre-
quenzanteile, WS-Wechsel, und seine Periodizit at der 3 Zeilen des
3  3 Musters. Diese Merkmale lassen sich durch Einf uhren von
Musterklassen untersuchen. Durch die Musterbildung mit Hilfe ei-
nes Schwellwertes werden im Allgemeinen Durchg ange durch den
Schwellwert und im speziellen { bei einem Schwellwert von 0 { Null-
durchg ange in schwarz/wei-Wechsel umgesetzt. Durch Ausz ahlen
der schwarz/wei-Wechsel (SW-Wechsel) einzelner Zeilen in horizon-
taler Richtung, d.h. der 3 1 Teilmuster eines 3 3 Musters, erh alt
man eine der Frequenz der Nulldurchg ange proportionale Gr oe.
Durch Ausz ahlen der SW-Wechsel einzelner Spalten in vertikaler
Richtung, d.h. der 1  3 Teilmuster eines 3  3 Musters, erh alt man
eine Gr oe, welche der  Ahnlichkeit der 3  1 Abschnitte proportio-
nal ist und somit ein Ma f ur die Wiederholung der 31 Teilmuster
im Gesamtmuster, eine Musterkorrelation, darstellt [85]. Die Zeilen
eines solchen Musters liegen im binarisierten, eindimensionalen Si-
gnal um die L ange einer Zeile der zweidimensionalen Representation
an Abtastwerten abz uglich der Teilmuster ange 3  1 in horizontaler
Richtung { im betrachteten Fall also minus 3 { auseinander, verglei-
che Bild 7.19.
Durch Zuordnung der Summen der schwarz/wei- Uberg ange (SW-
 Uberg ange) in den Zeilen ergeben sich 7 Musterklassen f ur die SW-
Wechsel, eine Wechselfrequenz. Entsprechend ergeben sich 7 Muster-
klassen durch die Aufsummierung der SW- Uberg ange in den Spalten,
welche zur Begutachtung der  Ahnlichkeit von Mustern herangezogen
werden kann, siehe Bild 7.20, und im folgenden als Musterkorrelation7.1 Vorhersage epileptischer Anf alle 109
bezeichnet wird.
Bild 7.20: Bildung der Musterklassen f ur horizontale und vertikale
Aufsummierung.
Einige der m oglichen Muster zu den auf diese Weise gebildeten 7
Musterklassen f ur horizontale Summenbildung sind in Bild 7.21 zu
sehen.
Die Musterklassen, die hierdurch erzeugt werden, enthalten unter-
schiedlich viele Muster. Dies f uhrt dazu, da einige Musterklassen
h auger detektiert werden als andere, jedoch geben die Musterklas-
sen, die eine besonders geringe Korrelation aufzeigen, deren Spal-
tensumme also klein und somit die Teilmuster ubereinstimmung gro
ist (z.B. Musterklassen 0 und 1), einen Hinweis auf ein ver andertes110 7 Anwendungsbereiche
Bild 7.21: Musterklassen f ur vertikale Aufsummierung. F ur die ho-
rizontale Summierung verl auft die Musterklassenbildung vergleich-
bar durch Summierung  uber die Zeilen.
Verhalten des symbolisierten Signals.
7.1.7 Ergebnisse der
Musterdetektion
Die Musterklassen zeigen die Anfallseins atze als auch post-ikale Be-
reiche im Signal. F ur die Musterklasse 3 ist f ur den Fall der Wech-
selfrequenz die Musterauftrittsh augkeit  uber die Segmente in Bild
7.22 gezeigt. Hier ist auch besonders gut die post-iktale Phase nach
einem Anfall zu erkennen, welche in etwa von Segment 150 bis Seg-
ment 360 reicht. In Bild 7.23 ist exemplarisch f ur ein Teilsignal einer
EEG-Langzeitmessung gezeigt, welche Musterklassen darin auftre-
ten. Hier sind die Anfallseins atze auch in einigen der anderen Mu-





















Bild 7.22: Musterklasse 3 f ur die Ausz ahlung der Wechselfrequenz
f ur Datei P. Deutlich ist eine post-iktale Phase zu erkennen und
durch Marken (keine Anfallsmarkierungen wie in anderen in dieser
Arbeit gezeigten Ergebnissen) bei Segment 150 und Segment 360
hervorgehoben.
Kanal TL06 TTL06 TBPR4 TBPL4 TBAR4




360 60 60 80 80
Tabelle 7.3: Liste der AUC-Werte f ur die untersuchten Kan ale der
Musterkategorie 0.
zeigte, da in einigen F allen hohe AUC-Werte erreicht wurden (ver-
gleiche dazu Bild 7.24), w ahrend die Surrogatanalyse nur in wenigen
F allen eine Signikanz zeigte. F ur zwei der untersuchten Kan ale ist
das zeitliche Signal  uber den gesamten Aufnahmezeitraum in Bild
7.25 gezeigt. Es ergaben sich die in Tabelle 7.3 aufgef uhrten AUC





























































Bild 7.23: Musterklassenh augkeiten f ur ein Signal in dem zwei
Anf alle auftreten. Diese sind etwa bei den Segmenten 150 und 700
erkennbar. Abgebildet ist die Musterklassenh augkeit (a) f ur die
Wechselfrequenz und (b) f ur die Musterkorrelation.
unterschiedliche Vorhersagehorizonte H ergaben. Weitere Ergebnisse











































































 0  5  10  15  20
(b)
Bild 7.24: Zwei typische Ergebnisse der ROC Analyse f ur Mu-
sterkategorie 0 und Ausz ahlrichtung vertikal (Korrelation der 1  3
Muster der Zeilen). Links: ROC-Kurven; rechts: dazugeh origer AUC-
Wert des Signals, Linie bei 20 (| ), und Ergebnisse der Surroga-
te, Linien 1 bis 19 (|) des EEG-Signals im Kanal TTL06 (a) und














































Bild 7.25: Zeitliche Entwicklung der Musterh augkeiten in der Mu-
sterkategorie 0 f ur die Kan ale TLL06 (a) und TBPL04 (b). Muster-
kategoriebildung  uber die Zeilen der Muster.7.2 Laserschweien 115
7.2 Laserschweien
Die  Uberwachung von Schweiprozessen z.B. in der Automobilindu-
strie, ist ein m oglicher Einsatz von CNN-basierten Kameras. Dabei
wird das Material mit einem Laserstrahl erhitzt, lokal geschmolzen
und somit verschweit. In der Vergangenheit wurde die Qualit at ei-
ner Schweinaht erst nach einem abgeschlossenen Schweivorgang
bewertet und konnte durch das Entstehen von schlechten Verschwei-
ungen, zu h oheren Kosten f uhren [86], weshalb eine Steuerung von
Laserschweiprozessen bedeutsam ist. Ein automatisches  Uberwach-
ungs- und Mesystem f ur die G ute der entstehenden Schweinaht
kann unter Verwendung von CNN realisiert werden. Durch ein kame-
rabasiertes System mit Bildraten im Bereich von mehreren Kilohertz
bietet sich die M oglichkeit, direkt die Schmelze und deren Dynamik
zu beobachten und den Schweiprozess zu steuern [54, 87, 88]. Als
Beispiel soll hier auf das Durchschweien zweier verzinkter Stahl-
bleche, wie in Bild 7.26 gezeigt, eingegangen werden. Zwei aufein-
Bild 7.26: Querschnittschema einer Durchschweiung nach [54].
Oben Querschnittschema, unten Bild aus einer Aufnahmesequenz.
Korrespondierende Bereiche sind mit Linien verbunden.116 7 Anwendungsbereiche
ander liegende Bleche werden mit einem Laserstrahl erhitzt, wobei
das Material im Fokus des Strahls schmilzt. Ein Transportmecha-
nismus bewegt die zu verschweienden Teile mit einer denierten
Geschwindigkeit voran, so da letztlich eine Schweinaht entsteht.
Wichtig f ur die Qualit at der Schweinaht ist die Durchschweiung,
welche durch ein sogenanntes Key-Hole in der Wechselwirkungszone,
dort wo die Aufschmelzung des Materials erfolgt, erkennbar ist und
ein Loch durch beide zu verschweienden Bleche kennzeichnet. Es
kommt dadurch zustande, da der Laserstrahl im Key-Hole mehrfach
re
ektiert wird und ein Teil der Laserenergie durch das Werkst uck
transmittiert wird. Seinen Namen hat dieser Bereich durch seine cha-
rakteristische Form, die an ein Schl usselloch erinnert. Nach [89] teilt
sich die Gesamtleistung in die re
ektierte Leistung PR, die trans-
mittierte Leistung PT und die absorbierte Leistung PA auf. Hieraus





Die im Werkst uck freigesetze W armeleistung PA ist zumeist nicht
gleich der Prozessleistung PP welche f ur die Verschweiung zur Ver-
f ugung steht, sondern ist um die Verlustleistung PV vermindert. Wie
gro diese Verlustleistung ist, h angt von vielen Faktoren ab. Hierzu
z ahlen unter Anderem das Volumen des Werkst uckes, seine Geo-
metrie und seine Materialeigenschaften. Auch thermische Verluste
Pr / T4 und Leistungsverluste Pk durch Luftstr ohmungen tragen
zu einer Veringerung der Prozessleistung bei. Allerdings gibt es auch
durch chemische Reaktionen, Verbrennungsvorg ange in stark erhitz-
ten Bereichen, zus atzliche W armeleistungsbeitr age Pch. Die genann-
ten Beitr age sind in Bild 7.27 noch einmal zur Verdeutlichung gra-
sch dargestellt.
Zusammengefat ergibt sich hierf ur
PA + Pch = PP + Pk + Pr + PV : (7.4)
Wird Pr und Pk als sehr gering und Pch = 0 angenommen so ergibt7.2 Laserschweien 117
Bild 7.27: Einkopplung der Laserleistung in der Wechselwirkungs-
zone nach [89].
sich
PP = PA   PV (7.5)













gegeben, woraus sich aus 7.3 und 7.6
P = Ath (7.8)
ergibt. Durch die Beein
ussung der Gr oen A und th kann somit
die Wirtschaftlichkeit des Prozesses optimiert werden.118 7 Anwendungsbereiche
Durch das Transportieren der zu verschweienden Werkst ucke ent-
fernt sich der bereits aufgeschmolzene Bereich von der Wechselwir-
kungszone, k uhlt wieder aus und bildet einen Saum. Wenn ein Key-
Hole die Durchschweiung erkennen l at, ist dies ein Indiz daf ur, da
die Verschweiung vom Oberblech bis zum Unterblech durchg angig
ist und eine feste Verbindung entstanden ist. Daher ist die Durch-
schweiung ein G utekriterium f ur eine gute Schweinaht, das Fehlen
eines Key-Holes bedeutet aber umgekehrt noch nicht eine fehlerhafte
Schweiung.
Bei diesem Verfahren k onnen drei wichtige Gr oen [87] gesteuert
werden:
 die Intensit at des Laserstrahls,
 die Fokussierung des Laserstrahls,
 die Vorschubgeschwindigkeit des Werkst ucks.
Eine optimale Steuerung des Schweiprozesses setzt voraus, da das
Key-Hole sicher detektiert werden kann und bei seinem Fehlen ent-
sprechende Nachregulierungen vorgenommen werden k onnen. Hierf ur
wurde im Zuge dieser Arbeit ein Algorithmus entwickelt und verbes-
sert, der das Key-Hole in aufeinander folgenden Einzelbildern ei-
nes Schweiprozesses detektieren kann. Das Laufzeitverhalten dieses
Algorithmus wurde auerdem untersucht.
7.2.1 Datenbasis
Die f ur die Untersuchungen verwendeten Daten bestehen aus Ein-
zelbildern von insgesamt 64 Bildsequenzen, welche am Institut der
Forschungsgesellschaft f ur Strahlwerkzeuge FGSW-Stuttgart mit ei-
ner CCD-Hochgeschwindigkeitskamera des Typs Hurricane-40 aufge-
nommen wurden. Diese wurden zusammen mit Fotos der Ober- und
Unterseite des Schweigutes zur Verf ugung gestellt.7.2 Laserschweien 119
Bild 7.28: Koaxiale Aufnahme durch den Strahlengang des Lasers
nach [54].
Die Aufnahme erfolgte mittels eines teildurchl assigen Spiegels, wie in
Bild 7.28 dargestellt, koaxial zum Strahlengang des Laserstrahls. Um
die Bilder auf dem EyeRIS-System verarbeiten zu k onnen, wurden
diese auf die Gr oe von 128  128 Bildpunkten gebracht. Bei einer
weiteren Messreihe wurde das EyeRIS-System direkt f ur die Aufnah-
men verwendet. Diese Daten stehen ebenfalls als Bildsequenzen zur
Verf ugung.120 7 Anwendungsbereiche
7.2.2 Algorithmus
Es wurde ein Algorithmus zur Detektion von Key-Holes, der auf
CNN-Hardware lau ahig ist, entwickelt. Der Algorithmus verarbei-
tet Einzelbilder von Videoaufnahmen der Schweiprozesse. Auf die
Einzelbilder wird hierbei eine Schwellwertbildung angewendet. An-
schlieend werden mittels der CCD-Template die schwarz/wei- Uber-
g ange (im Folgenden als SW- Uberg ange bezeichnet) bestimmt. Die
Anzahl der  Uberg ange kann dann f ur die Feststellung verwendet wer-
den, ob ein Key-Hole erkannt wurde oder nicht. Der Schwellwert mu
hierbei so justiert werden, da sich ein m ogliches Key-Hole deut-
lich abhebt (siehe Bild 7.29). Eine exakte Justierung ist f ur eine
gute Key-Hole-Detektionsrate von besonderer Bedeutung. Wird der
Schwellwert im gezeigten Bereich ung unstig gew ahlt, so wird die De-
tektion suboptimal bzw. sogar unm oglich. Der Grauwertbereich von
80 bis 110 stellte sich als besonders geeignet heraus.
Auer dem Schwellwert mu die Anzahl an SW- Uberg angen, die man
f ur eine Detektion als signikant erachtet, festgelegt werden. Dies er-
folgt im Falle des in Bild 7.29 gezeigten Beispiels mit einem Schwell-
wert dadurch, da f ur ein Fehlen des Key-Holes ein SW- Ubergang
weniger vorhanden ist, als wenn dieses vorhanden w are. Hieraus er-
gibt sich f ur die Detektion mit einem Schwellwert, da ein Key-Hole
dann detektiert wird, wenn mindestens drei SW- Uberg ange vorhan-
den sind. In fr uheren Untersuchungen [54] zeigte sich, da die Hellig-
keitsschwankungen w ahrend des Schweiens starken Ein
u auf die
Detektionseigenschaften hat und eine exakte Einstellung des Schwell-
wertes in einem schmalen Bereich notwendig ist. Um eine solche
dizile Justierung zu vereinfachen bzw. zu vermeiden, wurde der
Algorithmus auf multiple Schwellwerte erweitert. Um ein Key-Hole
sicher detektieren zu k onnen, m ussen die Pixel, die das Key-Hole
repr asentieren, einen Grauwert besitzen, der sich von seiner Umge-
bung um mindestens eine Schwellwertstufe unterscheidet. Ist dies
nicht gegeben, siehe Bild 7.30, sind also die Grauwerte der das Key-
Hole repr asentierenden Pixel und die Grauwerte der Pixel in seiner7.2 Laserschweien 121
Bild 7.29: Key-Hole Erkennung mit einem Schwellwert. Der
Schwellwert mu in einem f ur den Laserschweiprozess spezischen
Bereich justiert werden.
Umgebung kleiner als der Unterschied zwischen zwei aufeinanderfol-
genden Schwellwerten, dann ist eine Detektion im allgemeinen nicht
mehr m oglich. Ein Key-Hole kann dann dennoch detektiert werden,
wenn der Grauwert des Key-Holes knapp  uber, die Grauwerte der
Pixel in seiner Umgebung knapp unterhalb eines Schwellwertes lie-
gen (siehe Bild 7.31). Der hier vorgestellte, erweiterte und in Bild
7.32 schematisch gezeigte Algorithmus zur Detektion von Durch-
schweiungen bietet hier durch Anwendung mehrerer Schwellwer-
te einen L osungsansatz. Der in Bild 7.33 gezeigte erweiterte Algo-
rithmus kann in sechs Schritte aufgeteilt werden, welche jeweils eine
spezielle Aufgabe erf ullt und im folgenden genauer erl autert wer-
den. Der erste Schritt initialisiert die den Algorithmus steuernden
Gr oen. Im zweiten Schritt wird das zu verarbeitende Bild geladen122 7 Anwendungsbereiche
Bild 7.30: Das Key-Hole wird nicht detektiert, da der Grauwert-
unterschied im Bereich des Key-Hole zu gering ist.
oder mittels des optischen Eingangs des ACE16kv2 aufgenommen.
Damit Daten eines vorhergehenden Durchlaufs die Verarbeitung des
neuen Bildes nicht st oren, m ussen eventuell verwendete Zwischen-
speicher gel oscht werden. Der dritte Schritt f uhrt in einer Schleife
Schwellwert-Operationen aus (siehe auch Bild 7.34), deren Ergeb-
nisbilder mittels einer XOR-Operation verkn upft werden (vergleiche
Bild 7.32).
Im vierten Schritt werden die SW- Uberg ange im XOR verkn upf-
ten Ergebnisbild des vorhergehenden Verarbeitungsschrittes ermit-
telt und als Ma f ur die Erkennung des Loches verwendet, siehe
Bild 7.35 Hierbei ergibt sich die Anzahl an SW- Uberg angen, die
ein Key-Hole detektieren, aus der Anzahl angewandter Schwellwerte.
Im in Bild 7.32 gezeigten Fall wurden drei Schwellwerte angewandt,
womit sich drei Linien zus atzlich zur Basislinie ergeben, wenn kein
Key-Hole vorhanden ist. Ist ein Key-Hole vorhanden, sollte, wie ge-7.2 Laserschweien 123
Bild 7.31: Das Key-Hole wird detektiert, obwohl der Grauwertun-
terschied im Bereich des Key-Holes zu gering ist.
zeigt, eine zus atzliche schwarze Linie existieren, also insgesamt 5
Linien. Im f unften Schritt werden weitere Nachverarbeitungsschrit-
te angewendet, um weitere Informationen  uber den Proze aus den
gewonnenen Daten zu extrahieren; die eigentliche Regelung wird im
sechsten Schritt vorgenommen.
Dieser Proze wird f ur jedes einzelne Bild der Aufnahmesequenz wie-
derholt, welches entweder auf das EyeRIS-System geladen wird, oder
 uber die Optik aufgenommen werden kann.
7.2.3 Laufzeitverhalten
Das Laufzeitverhalten des im vorigen Abschnitt 7.2.2 beschriebe-
nen Algorithmus wird im folgenden untersucht und verschiedene Im-
plementierungen der einzelnen Teilalgorithmen werden vorgestellt.124 7 Anwendungsbereiche
Bild 7.32: Kern der Key-Hole Erkennung: die XOR-Operation. Die
Anzahl an SW- Uberg angen, die ein Key-Hole detektieren, ergibt sich
aus der Anzahl angewandter Schwellwerte. Im gezeigten Fall wurden
drei Schwellwerte verwendet, womit sich drei Linien zus atzlich zur
Basislinie ergeben, wenn kein Key-Hole vorhanden ist. Ist ein Key-
Hole vorhanden, sollte, wie hier gezeigt, eine zus atzliche schwarze
Linie existieren, also insgesamt 5 Linien.
Bei den Untersuchungen wurden im Gegensatz zur Erl auterung im
vorherigen Abschnitt vier anstelle von drei Schwellwerten verwen-
det.
Die Initialisierung ist ein notwendiger Schritt des Algorithmus, der
Speicherbereiche reserviert und mit Vorgabewerten belegt und tr agt,7.2 Laserschweien 125
Bild 7.33: CNN Algorithmus zur Erkennung des Key-Holes. Zur
Anwendung des Schwellwertes siehe Bild 7.34. Die einzelnen im Text
referenzierten Teilschritte sind durchnummeriert.
wie der zweite Schritt des Algorithmus, nur mit einer geringen Lauf-
zeit zur Gesamtlaufzeit bei.
Der dritte Schritt des Algorithmus, der die Schwellwerte anwendet,
tr agt linear mit der Anzahl der anzuwendenden Schwellwerte zur
Gesamtlaufzeit bei, weshalb es hier w unschenswert ist, mit so wenig
Schwellwerten wie m oglich auszukommen. Die Bildgr oe wirkt sich
dabei je nach Realisierung des CNN unterschiedlich aus. W ahrend126 7 Anwendungsbereiche
Bild 7.34: Anwendung von Schwellwerten und XOR-Operation.
eine schaltungstechnische Realisierung eines CNN, bei der jedes Pi-
xel des Bildes einer Zelle auf dem Chip zugeordnet werden kann,
ein Bild parallel verarbeitet und somit die Laufzeit nicht von der
Gr oe des Bildes abh angt. Bei einer Implementierung in Software,
sei es eine Simulation eines CNN oder eine digitale Verarbeitung der
Bilddaten, h angt dagegen die Laufzeit stark von der Gr oe des unter-
suchten Bildes ab, da hier die Anwendung eines Schwellwertes  uber
alle Pixel seriell durchgef uhrt werden mu. F ur ein quadratisches
Bild mit Kantenl ange n ist die Laufzeit proportional S n2, wogegen
bei einer Implementierung dieses Teilalgorithmus in Hardware (wie7.2 Laserschweien 127
Bild 7.35: Ausz ahlen der schwarz/wei- Uberg ange. Gezeigt sind
drei m ogliche Implementierungen f ur diesen Teilalgorithmus. 4a: aus-
schlielich auf dem analogen Prozessor, 4b: ein hybrider L osungsan-
satz, in welchem die CCD auf dem analogen, die Ausz ahlung auf
dem digitalen Prozessor des EyeRIS-Systems durchgef uhrt wird, 4c:
rein digital implementierte Ausz ahlung der WS- Uberg ange.
z.B. auf einem CNN) die Laufzeit nur linear mit der Anzahl S der
anzuwendenden Schwellwerte w achst.
Der vierte Schritt, in welchem die SW- Uberg ange ausgewertet wer-
den, ist sowohl bei einer Realisierung auf dem EyeRIS-System als
auch in einer Softwarerealisierung von der Bildgr oe abh angig. Die-
ser Teilalgorithmus kann auf der CCD-Template aufbauen, welche,
wie in Abschnitt 2.2.4 beschrieben, in die Kategorie der propagie-
renden Templates f allt und f ur das EyeRIS-System in Abschnitt 3.1
genauer erl autert wird. Dies bedeutet f ur die Ausf uhrung auf der f ur
die vorliegenden Untersuchungen verwendeten Hardwarerealisierung
des CNN, da die Template iterativ mindestens so oft angewendet
werden mu, wie das Bild in der betrachteten Richtung Pixel hat,
da die einmalige Anwendung der CCD-Template den Bildinhalt nur
um ein Pixel, in die durch die Template vorgegebene Richtung, ver-
schiebt. Dies stellt eine Besonderheit des EyeRIS-Systems dar. Ein
anderes Vorgehen ist das direkte Ausz ahlen der SW- Uberg ange im
digitalen Teil des EyeRIS-Systems. Beide Methoden werden in den
folgenden Abschnitten genauer untersucht, da sie die Laufzeit des128 7 Anwendungsbereiche
Algorithmus besonders beein
ussen.
Im f unften Schritt des Algorithmus werden weitere Verarbeitungen
durchgef uhrt, um Gr oen abzuleiten, die der Prozesssteuerung des
Schweiens dienlich sein k onnen. Hier bietet sich z.B. die Auswer-
tung sowohl der vertikalen als auch der horizontalen Anzahl an SW-
 Uberg angen an. Eine Erweiterung des Algorithmus zur Berechnung
des Fl acheninhaltes der schwarzen Pixel bei unterschiedlichen Schwell-
werten kann weiterhin f ur die Ermittlung der Helligkeitsverteilung
im Bild verwendet werden. Je nach Komplexit at dieser Algorithmen
mu man die Laufzeit getrennt ermitteln und zur Gesamtlaufzeit
addieren.
Im sechsten Schritt des Algorithmus k onnen die gefundenen Wer-
te f ur die Steuerung des Schweiprozesses in Regelgr oen umgesetzt
und damit der Schweiprozess an den momentanen Zustand ange-
pat werden. Zu regelnde Gr oen k onnen hierbei [87] die Strahl-
intensit at, der Fokus des Strahls und die Vorschubgeschwindigkeit
des Werkst uckes sein. Die Anzahl der zu regulierenden Gr oen tr agt
n aherungsweise linear zur Gesamtlaufzeit bei.
Anwendung der CCD-Template und der
AdressEvent-Funktion
Der Schritt 4 des vorgestellten Algorithmus, der das Ausz ahlen der
SW- Uberg ange durchf uhrt, soll in diesem Abschnitt genauer be-
trachtet werden. Die CCD-Template ist eine propagierende Temp-
late, weshalb diese, wie in Abschnitt 3.1 erl autert, auf dem EyeRIS-
System iterativ angewendet werden mu. Daher ist es f ur ihre Ver-
wendung auf dem EyeRIS-System erforderlich, diese in einer Schleife
auszuf uhren. Da die Bilder auf dem EyeRIS-System bis zu 128128
Pixel gro sind, ist die CCD-Template f ur horizontale bzw. vertikale
Richtung jeweils 128 mal auszuf uhren, um sicher sein zu k onnen, ein
Ergebnis zu erhalten, welches die Gesamtausdehnung des Bildes mit
einbezieht. Des Weiteren ist es anschlieend n otig, die Anzahl der7.2 Laserschweien 129
schwarzen oder weien Linien { am unteren Bildrand bei vertika-
ler CCD nach unten (am oberen Bildrand nach oben) bzw. am lin-
ken Bildrand bei horizontaler CCD nach links (am rechten Bildrand
nach rechts) { zu z ahlen. Die Detektion eines Key-Holes kann dann
an dieser Stelle durch eine logische UND-Operation mit einer Mas-
ke durchgef uhrt werden, die z.B. die f unfte schwarze Linie markiert,
wie in Bild 7.36 gezeigt. Die Anzahl an SW- Uberg angen, die ein Key-
Hole detektieren, und somit die Maske, die angewendet werden mu,
ergibt sich aus der Anzahl verwendeter Schwellwerte. Im in Bild 7.36
gezeigten Fall wurden drei Schwellwerte angewandt, womit sich drei
Linien zus atzlich zur Basislinie ergeben, wenn kein Key-Hole vorhan-
den ist. Ist ein Key-Hole vorhanden, sollte, wie gezeigt, eine zus atzli-
che schwarze Linie vorhanden sein, also insgesamt 5 Linien. Eine auf
Bild 7.36: Anwendung einer Maske zur Detektion von Key-Holes.
dem EyeRIS-System verf ugbare AdressEvent-Funktion kann dann
feststellen, ob sich in der f unften Zeile tats achlich schwarze Pixel be-130 7 Anwendungsbereiche
nden. F ur das EyeRIS-System 1.1 ist dazu erst eine Invertierung
des Bildes notwendig, da die AdressEvent-Funktion nur weie Pixel
z ahlt. Im digitalen Teil des EyeRIS-Systems mu weiterhin die An-
zahl der tats achlich gelesenen Pixel ermittelt werden und durch eine
weitere Funktion die Position der durch die AdressEvent-Funktion
ermittelten Pixel bestimmt werden, da diese Funktion Pixelkoordina-
ten im Bild liefert und nicht das Pixel selber. Sollte der Schwellwert
an mehreren Stellen  uberschritten werden, wie in Bild 7.37 illustriert,
dann ist es n otig festzustellen, ob eine ausreichende Anzahl an Pixeln
als zusammenh angende Linie betrachtet werden kann, um ein Key-
Hole als sicher detektiert anzunehmen. In den Untersuchungen stellte
sich heraus, da drei aufeinander folgende schwarze Pixel f ur eine De-
tektion ausreichend sind. Um die Detektionsrate zu erh ohen, ergab
sich bei Durchsicht der Einzelbilder, da zus atzlich auch Linien mit
mehr als drei schwarzen Pixeln mit vereinzelten Unterbrechungen
von maximal zwei weien Pixeln mitber ucksichtigt werden k onnen.
Es zeigte sich, da auf der vorhandenen EyeRIS 1.1-Plattform die
CCD-Template den Groteil der Gesamtlaufzeit, wie auch in Tabel-
le 7.4 ersichtlich, ausmacht. Eine schaltungstechnische Realisierung,
bei der das Laufzeitverhalten einer propagierenden Template nicht
von der Gr oe des Bildes abh angt, kann das Laufzeitverhalten dieses
Teilalgorithmus betr achtlich verbessern.
Ausz ahlung der  Uberg ange auf dem digitalen
Prozessor
Da L ange und Breite des Key-Holes als ein Merkmal f ur die Key-
Hole Detektion verwendet werden kann, ist es w unschenswert, diese
Gr oen ohne wesentliche zus atzliche Laufzeit zu bestimmen. Hier-
bei kann im vierten Schritt des vorgestellten Algorithmus anstel-
le der CCD-Template und anschlieender Anwendung einer Mas-
ke und der AdressEvent-Funktion eine direkte Z ahlung der SW-
 Uberg ange im digitalen Teil des EyeRIS-Systems vorgenommen wer-
den. Dies bietet den Vorteil, da die L ange bzw. Breite eines Be-7.2 Laserschweien 131
Bild 7.37: L ucken, die nach der Masken-Operation auftreten
k onnen.
reichs gleichzeitig schon w ahrend des Ausz ahlens der schwarz/wei-
 Uberg ange festgestellt werden kann und dies ohne magebliche Be-
ein
ussung der Laufzeit mit in die Entscheidung, ob ein Key-Hole
detektiert wird oder nicht, einbezogen werden kann. Ein Ausz ahlen
mu allerdings im Allgemeinen immer  uber alle Pixel einer der be-
trachteten Richtungen des Bildes durchgef uhrt werden, da nur so
sichergestellt werden kann, da kein SW- Ubergang unber ucksichtigt
bleibt.
Es wurden vier Ausz ahlungs-Algorithmen implementiert und sowohl
auf einem handels ublichen PC als auch auf dem NIOS II Soft-Core-
Prozessor auf ihr Laufzeitverhalten untersucht. Sie verwenden zur
Detektion von SW- Uberg angen die folgenden unterschiedlichen Kri-
terien:132 7 Anwendungsbereiche
 es werden die Operatoren < (kleiner) und > (gr oer) zwischen
zwei benachbarten Pixeln verwendet, um einen  Ubergang zu
detektieren,
 es wird mittels bitweiser UND-Operation der bin aren Darstel-
lung benachbarter Pixelwerte und anschlieender Auswertung
des MSB (Most Signicant Bit) unter Zuhilfenahme einer bit-
Maske auf einen SW- Ubergang gepr uft,
 es werden mittels bitweiser UND-Operation die Pixelwerte zwei-
er benachbarter Pixel und anschlieender bitweiser Verschie-
beoperation um 7 Stellen nach rechts, anstelle der Anwendung
einer bit-Maske, eine logische Repr asentation erzeugt, die an-
zeigt, ob ein SW- Ubergang vorliegt. Durch die Verschiebung
ist das vorherige MSB nun im LSB (Least Signicant Bit) ent-
halten,
 es werden vier Pixel in einem 32 bit Wort zusammengefat
und mittels bitweiser UND-Operation von vier benachbarten
Pixeln gleichzeitig verglichen. Durch anschlieende viermalige
Ausf uhrung der bitweisen Verschiebeoperation um 7-bit f ur das
erste Byte und 8-bit f ur die drei folgenden Bytes des 32 bit
Wortes ergeben sich vier logische, boolsche Werte im LSB nach
der jeweiligen Verschiebung, je einer f ur jedes Pixel im 32bit
Wort, welche einen schwarz/wei-Wechsel anzeigen.
Der Algorithmus, welcher mit den Vergleichsoperationen < und >
arbeitet, wurde aufgrund seiner Einfachheit als Basis zum Vergleich
der Algorithmen herangezogen. Zeitmessungen der Algorithmen er-
gaben die in den Tabellen 7.5 und 7.6 auf Seite 134 zusammenge-
stellten Zeiten. Es ist klar zu erkennen, da der Algorithmus mit
logischem Vergleich des MSB auf beiden Systemen jeweils die Imple-
mentierung mit der schnellsten Laufzeit ist.7.2 Laserschweien 133
Teilalgorithmus Laufzeit (ms) Bilder/s Bemerkung
Grauwert Schwell-
wert





















0.494 bis 0.496 2016 Beseitigung ein-
zelner Pixel

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Kombination von CCD und Ausz ahlung
Eine weitere m ogliche Implementierung dieses Teilalgorithmus ist
die Kombination aus CCD und Ausz ahlalgorithmus, welche zu ei-
nem dynamischen Ausz ahlen f uhrt. Hierbei wird wie zuvor die CCD
angewandt, dann aber anstelle der AdressEvent-Funktion das Bild
im digitalen Teil des EyeRIS-Systems ausgez ahlt. Hierbei wird die
Ausz ahlung gestoppt, wenn keine SW- Uberg ange in der betrachte-
ten Richtung im Ergebnisbild der CCD mehr vorhanden sind, oder
wenn ein Abbruchkriterium { z.B. eine vorgegebene Anzahl an SW-
 Uberg angen, die als sicheres Ma f ur die Detektion eines Key-Holes
festgelegt wurden { erf ullt ist.
7.2.4 Ergebnisse
Die Einzelbilder der Bildsequenzen wurden mittels des Key-Hole-
Detektionsalgorithmus bearbeitet. In Bild 7.38 sind exemplarisch die
Einzelschritte der Key-Hole Detektion an einem Einzelbild gezeigt.
Um die zeitliche Entwicklung besser darstellen zu k onnen, wird die
Anzahl an SW- Uberg angen in den jeweiligen Bildern farblich kodiert,
um 90 gedreht und in zeitlicher Ordnung zusammengefat (siehe
Bild 7.39).
Im Folgenden werden drei typische Ergebnisse des Key-Hole-Detek-
tionsalgorithmus diskutiert. In allen Bildern ist die Ober- bzw. die
Unterseite des verschweiten Bleches gezeigt. Mittig dazu ist jeweils
eine Zusammenfassung der Ergebnisse des Key-Hole-Detektionsal-
gorithmus dargestellt, die der Schweinaht entsprechend ausgerich-
tet ist. Helle Bereiche zeigen hierbei die G ute der Detektion eines
Key-Hole an. Je heller, desto pr aziser konnte ein Key-Hole erkannt
werden.
Bild 7.40 zeigt eine Schweiung f ur ein gutes Schweiergebnis. Deut-
lich ist hierbei im mittleren Teil ein sehr heller Streifen, der f ur die
Detektion eines Key-Holes steht, zu erkennen.136 7 Anwendungsbereiche
(a) Original (b) Schwellwertbild 1 (c) Schwellwertbild 2
(d) Schwellwertbild 3 (e) XOR verkn upftes Bild (f) Bereinigtes XOR ver-
kn upftes Bild
(g) CCD nach rechts (h) CCD nach unten
Bild 7.38: Ergebnis der Schwellwertbildung (a-d), XOR-
Verkn upfung (e), Small-Pixel-Removal (f), sowie Anwendung der
CCD-Template nach rechts (g) und nach unten (h) auf dem
ACE16kv2 des EyeRIS-Systems berechnet.7.2 Laserschweien 137
Bild 7.39: Die Ergebnisse der Einzelbilder werden um 90 gedreht
und in zeitlicher Aufeinanderfolge farblich kodiert zusammengefat.
Je heller, desto eindeutiger ist ein Key-Hole im Ausgangsbild detek-
tiert worden.138 7 Anwendungsbereiche
Bild 7.40: Ergebnis einer guten Verschweiung. Gezeigt ist Ober-
und Unterseite der verschweiten Bleche sowie in der Mitte die Aus-
wertung der Einzelbilder der Aufnahme des Schweivorganges.
Bild 7.41 zeigt eine Schweiung, bei der h aug Helligkeitsschwan-
kungen in den Einzelbildern der Aufnahmesequenz vorhanden wa-
ren. Trotz allem ist hier eine deutliche Detektion eines Key-Holes
vorhanden.
In Bild 7.42 ist eine Schweiung wiedergegeben, bei der die Durch-
schweiung nicht  uberall vorhanden ist. Deutlich ist hier im Bild der
Key-Hole-Detektion zu erkennen, da eine Durchschweiung nicht
 uberall sauber erkannt werden konnte. Hierbei stellte die schwan-
kende Gesamthelligkeit von Einzelbildern, wenn z.B. w ahrend des
Schweiens gl uhende Metallschmelze wegspritzte, die gr ote Fehler-7.2 Laserschweien 139
Bild 7.41: Schweiprozess mit Fluktuation der Helligkeit. Gezeigt
sind Ober- und Unterseite der verschweiten Bleche, sowie die Aus-
wertung der Einzelbilder in der Mitte. In der Mitte ist der zeitliche
Verlauf der Key-Hole Detektion gezeigt. W ahrend des Schweipro-
zesses kam es zu deutlichen Schwankungen in der Helligkeit der Auf-
nahmen.
quelle dar. F ur die Auswertung der Ergebnisse wurden aus den 64 Se-
quenzen, mit insgesamt 12376 Bildern, 798 Bilder als Stichprobe auf
optische Erkennbarkeit von Durchschweiungen durch das mensch-
liche Auge untersucht und mit den Detektionen durch den Algo-
rithmus verglichen. Hierbei wurden, wie im Kapitel 6 beschrieben,
True Positives und True Negatives als auch die False Positives und
False Negatives ermittelt. Die Auswertung der 798 Bilder ergab 73140 7 Anwendungsbereiche
Bild 7.42: Diese Sequenz zeigt einen Schweiprozess, der subopti-
mal verlaufen ist. An der Ober- und Unterseite der Bleche ist deut-
lich zu erkennen, da die Verschweiung nicht durchg angig ist, was
man auch in den Ergebnissen des Key-Hole-Detektionsalgorithmus
deutlich erkennen kann.
Fehldetektionen. Die Nullhypothese, da der Algorithmus eine gr oe-
re Fehldetektionsrate als 10% hat, konnte mit einem Signikanzlevel
von 5%, -Fehler, aufgrund des Umfangs der Mereihe, zur uckge-
wiesen werden. Die Ermittlung des Fehlers 2: Art, wie in Kapittel 6
beschrieben, ergab weiterhin eine 96%ige Wahrscheinlichkeit, f ur die
Richtigkeit der Zur uckweisung der Nullhypothese.8 Zusammenfassung
In der vorliegenden Arbeit wurden CNN-Algorithmen, sowohl in der
Simulation auf einem PC als auch insbesondere in einer schaltungs-
technischen Implementierung von CNN, auf ihre Eignung zur algo-
rithmischen Vorhersage von epileptischen Anf allen sowie zur  Uber-
wachung von Laserschweiprozessen untersucht.
Zun achst wird ein  Uberblick  uber die unterschiedlichen CNN-Typen
gegeben und die Komponenten, die ein solches Netzwerk ausmachen,
diskutiert. Besonders wichtig f ur die durchgef uhrten Untersuchungen
sind hier Discrete-Time-CNN in Kombination mit Time-Delay-CNN.
In einem weiteren Abschnitt wird das verwendete EyeRIS-System,
mit den sich bietenden M oglichkeiten, vorgestellt. Es zeichnet sich
dadurch aus, da es einen analogen CNN-Chip, den ACE16kv2, und
eine digitale CPU miteinander kombiniert, die beide programmiert
werden k onnen und somit die Entwicklung von Programmen erm og-
licht, die sowohl analoge als auch digitale Teilalgorithmen enthalten.
Die sich hieraus ergebenden M oglichkeiten der Datenverarbeitung
mit CNN werden diskutiert und ihre Grenzen aufgezeigt. Anschlie-
end werden die zur Auswertung ben otigten Methoden vorgestellt.
Diese dienen der Untersuchung und Quantizierung der Aussagekraft
der erhaltenen Ergebnisse.
Es folgt ein Kapitel, in dem die Eigenschaften eines neu entwickel-
ten, evolution ar motivierten Optimierungsverfahrens (SSAPE) auf-
gezeigt werden, welches speziell auf die Optimierung von CNN-Temp-
lates auf der analogen Hardware ausgerichtet ist. Die vielen CNN-
Anwendungen inh arenten Symmetrien werden durch das Verfahren
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automatisch mit ber ucksichtigt, da sie in die Optimierung mit ein-
bezogen werden k onnen. Das im Zuge dieser Arbeit entwickelte und
implementierte SSAPE-Verfahren wurde der Simulationsumgebung
FORCE++ hinzugef ugt. Durch Untersuchung und Vergleich mit Er-
gebnissen die mit dem Dierencial Evolution (DE), einem ebenfalls
evolution ar inspirierten Optimierungsalgorithmus, erlangt wurden,
kann gezeigt werden, da es f ur die hier untersuchten Vorhersageal-
gorithmen geeignet ist. Die Anwendung von CNN-Algorithmen wer-
den in zwei Anwendungsbereichen demonstriert:
Im medizinischen Bereich wird die M oglichkeit zur Vorhersage von
epileptischen Anf allen mit CNN untersucht. Zielsetzung ist es zu
zeigen, da Vorhersagealgorithmen auf CNN-Basis auch auf hardwa-
rebasierten CNN Implementierungen lauff ahig sind, was f ur zuk unf-
tige medizinische Anwendungen in tragbaren Ger aten ein wesentli-
cher Aspekt ist. Die Genauigkeitsanforderungen an derartige Schal-
tungen wird untersucht, um die Anforderungen an CNN-Hardware
f ur solche Ger ate besser bestimmen zu k onnen. Hierzu werden zwei
Verfahrensans atze (siehe Abschnitt 7.1) auf dem EyeRIS-System im-
plementiert. Eines basiert auf der Optimierung von Pr adiktionspa-
rametern und wird auf dem EyeRIS-System mit zwei evolution ar in-
spirerten Verfahren, SSAPE und DE, untersucht, das andere basiert
auf Mustererkennung. F ur das erste Verfahren werden die SSAPE
und DE Optimierungsalgorithmen auf dem EyeRIS-System imple-
mentiert. Ferner werden die Ergebnisse mit denen aus digitalen Si-
mulationen der zwei evolution aren Verfahren verglichen, die sowohl
mit doppelter Gleitkommagenauigkeit als auch mit auf 8 bit redu-
zierter Genauigkeit durchgef uhrt werden. Die Resultate werden dann
mittels ROC-Analyse unter Verwendung von Surrogaten ausgewer-
tet. Hierbei zeigt sich, da die Au
 osungsgenauigkeit einschlielich
der Au
 osungsverluste von bis zu 3 bit des analogen CNN-Chips
dazu f uhrt, da eine Vorhersage mit diesem Verfahren keine signi-
kanten Resultate liefert. Die Ergebnisse der zwei Optimierungsver-
fahren werden gegen ubergestellt und diskutiert. Das zweite Verfah-
ren, welches auf der Symbolisierung von Signalen mit anschlieen-143
der Musterdetektion beruht, wird implementiert und die Muster-
detektion auf dem EyeRIS-System untersucht. Es werden Muster-
klassen eingef uhrt, welche die Anordnung von Mustern { die Ein-
bettung des zeitlichen Signals in eine r aumliche Struktur { mit sta-
tistischen Auswertungen der Musterkategorien kombiniert. Die sta-
tistische Auswertung wird hierbei auf dem digitalen Prozessor des
EyeRIS-Systems durchgef uhrt, der mit 50 MHz getaktet ist; dar-
aus folgt, da die statistische Auswertung der Musterdaten durch
die Taktrate des digitalen Teils des EyeRIS-Systems beschr ankt ist.
Es erweist sich auch hier, da Algorithmen generell an die jewei-
lige schaltungstechnische Realisierung angepat und Hardwarebe-
schr ankungen mitber ucksichtigt werden m ussen, um aussagekr aftige
Ergebnisse zu erm oglichen.
Im technischen Bereich wird die  Uberwachung von Laserschwei-
vorg angen untersucht. Hierzu wird ein neuartiger, auf CNN basieren-
der, Algorithmus entwickelt, der ein Ma f ur die G ute einer
I-Naht- Uberlapp-Schweisto Verbindung zweier  ubereinander lie-
gender verzinkter Stahlplatten detektiert. Hierbei kommen verschie-
dene, f ur die Bildverarbeitung geeignete Templates zum Einsatz.
Die Ergebnisse belegen, da das entwickelte Verfahren in der La-
ge ist, Durchschweiungen mit einer Bildrate von etwas  uber 200
Bildern pro Sekunde zu detektieren. Hier war vor allem die Anwen-
dung der CCD-Template die Laufzeit bestimmende Operation, da
der ACE16kv2 Chip propagierende Templates nicht direkt abbilden
kann. Ein auf der Simulation des Chua-Yang CNN Models vergleich-
bares Ergebnis ist auf dem Chip-System daher nur durch iterative
Anwendung der Template zu erlangen. Dieses Verhalten gilt f ur jede
propagierende Template auf dem EyeRIS-System und bildet keine
Einschr ankung des Algorithmus, sondern ist eine Eigenheit des zur
Verf ugung stehenden EyeRIS-Systems. Da f ur eine derartige Pro-
zess uberwachung eine m oglichst hohe Bildrate w unschenswert ist,
wird das Laufzeitverhalten genauer untersucht und es werden unter-
schiedliche Implementierungen verglichen. Hierbei wird auch die rein
digitale Implementierung des Algorithmus auf einem PC betrach-144 8 Zusammenfassung
tet. Die funktionsf ahige Implementierung auf dem EyeRIS-System
ist nach den Ergebnissen dieser Untersuchungen langsamer als ei-
ne rein digitalen Implementierung, was aber keineswegs generell f ur
CNN-Hardware zu gelten hat.
Wird eine schnelle Datenverarbeitung mit geringen Anforderungen
an die Genauigkeit ben otigt, ist die hier verwendete CNN-Realisierung
geeignet, sofern man die Datenaufnahmen ebenfalls auf dem EyeRIS-
System durchf uhren kann. Bei Anwendungen, in denen man auf
pr azisere Ergebnisse angewiesen ist, mu man f ur den jeweiligen
Algorithmus pr ufen, ob die erreichbare Genauigkeit ausreichend ist.
Das untersuchte Pr adiktionsverfahren k onnte von CNN-Schaltungen
mit h oheren Darstellungsgenauigkeiten protieren. Das Musterde-
tektionsverfahren kann bei den momentan verf ugbaren Systemen
durch schnellere digitale Prozessoren in hybriden Systemen (CNN +
CPU) oder durch voll zeitkontinuierliche CNN, die eine Ausf uhrung
der PatternMatchingFinder-Template erm oglichen, verbessert wer-
den. Hier ist die Entwicklung von CNN-Hardware und ihrer Genau-
igkeit als auch die Integration mit herk ommlichen, aber schneller
getakteten digitalen Prozessoren abzuwarten.
Um die Geschwindigkeit der Bildverarbeitung durch den Algorithmus
zur  Uberwachung und Steuerung eines Schweiprozesses zu erh ohen,
bietet es sich an, eine parallelisierte digitale Implementierung f ur
Graphical Processing Units (GPU's) vorzunehmen, die in den heu-
te verf ugbaren Grakkarten programmierbar sind. Untersuchungs-
ergebnisse, die einen Ausblick hierzu geben, sind in Abschnitt A.4
im Anhang gezeigt. Alternativ k onnte man einen CCD-Sensor ent-
wickeln, der die Schwellwertbildung und die verwendete XOR-Ver-
kn upfung bereits w ahrend des Auslesens der Bilddaten ausf uhrt.
Eine CNN-Schaltung bei der auch propagierende CNN-Templates
schnell abgearbeitet werden, w are eine weiterer L osungsansatz, um
die Verarbeitungsgeschwindigkeit des untersuchten Algorithmus zu
erh ohen.A Anhang mit weiteren
Untersuchungsergebnissen
In diesem Anhang sind weitere Ergebnisse zum Optimierungsverfah-
ren und zu den Untersuchungen zur Epilepsievorhersage sowie Un-
tersuchungen des Bildverarbeitungsalgorithmus zur Detektion von
Key-Holes bei Laserschweiprozessen aufgef uhrt.
A.1 Optimierungsverfahren
In diesem Anhang werden weitere Ergebnisse zum Kapitel 5 "Opti-
mierungsverfahren\ gezeigt. In den Bildern A.1 und A.2 sind Er-
gebnisse der Anwendung der auf dem EyeRIS-System mittels SSA-
PE optimierten Hole-Filler-Verarbeitung an einzelnen Objekten als
auch an mehreren in einem Bild enthaltenen Objekte dargestellt. Die
(a) Eingabebild (b) Resultat (c) Eingabebild (d) Resultat
Bild A.1: Beispiel f ur die Anwendung der Hole-Filler-Verarbeitung.
Entwicklung des Fehlers w ahrend der Optimierung der Hole-Filler-
Ferarbeitung auf dem EyeRIS-System ist in A.3 gezeigt.
145146 A Anhang mit weiteren Untersuchungsergebnissen
(a) Eingabebild mit mehreren
Objekten
(b) Resultat
Bild A.2: Beispiel f ur die Anwendung der Hole-Filler-Verarbeitung













Bild A.3: Fehlerentwicklung w ahrend der Optimierung bei der Hole-
Filler-Verarbeitung f ur SSAPE bei Optimierung auf mehrere Objek-
te.A.1 Optimierungsverfahren 147
F ur die Kantendetektion ergeben sich f ur eine Optimierung auf dem
EyeRIS-System die in A.4 gezeigten Ergebnissbilder und in A.5 ge-
zeigte Entwicklung des Fehlers w ahrend der mit SSAPE durchgef uhr-
ten Optimierung auf dem EyeRIS-Systems.
(a) Eingabebild mit mehreren
Objekten
(b) Resultat
Bild A.4: Beispiel f ur die Anwendung der Edge-Detection-













Bild A.5: Fehlerentwicklung w ahrend der Optimierung bei der Hole-
Filler-Verarbeitung f ur SSAPE bei Optimierung auf mehrere Objek-
te.A.2 Epilepsievorhersage mit Pr adiktor 149
A.2 Epilepsievorhersage mit
Pr adiktor
Weitere Ergebnisse zur Vorhersage von epileptischen Anf allen mit
Pr adiktoren f ur einen Pr adiktionshorizont von 120 Minuten.
Name bzw. Verfahren AUC AUC f ur bestes Surrogat
SSAPE EyeRIS 0.696 0.750
DE EyeRIS 0.637 0.696
SSAPE 8 bit 0.580 0.640
DE 8 bit 0.581 0.659
Tabelle A.1: AUC Werte der verschiedenen Optimierungsverfah-
ren f ur Kanal TBAR4. Aufgef uhrt sind die Ergebnisse f ur die Be-
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(a)
Bild A.6: Ergebnisse f ur EyeRIS System mit SSAPE f ur Kanal
TBAR4. Links: ROC-Kurven; rechts: dazugeh origer AUC-Wert, Li-
nie bei 20 (| ) und Ergebnisse der Surrogate, Linien bei 1 bis 19
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(a)
Bild A.7: Ergebnisse f ur EyeRIS System mit DE f ur Kanal TBAR4.
Links: ROC-Kurven; rechts: dazugeh origer AUC-Wert, Linie bei 20
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(a)
Bild A.8: Ergebnisse aus Simulation mit 8 bit Genauigkeit mit SSA-
PE f ur Kanal TBAR4. Links: ROC-Kurven; rechts: dazugeh origer
AUC-Wert, Linie bei 20 (| ) und Ergebnisse der Surrogate, Linien
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(a)
Bild A.9: Ergebnisse aus Simulation mit 8 bit Genauigkeit mit SSA-
PE f ur Kanal TBAR4. Links: ROC-Kurven; rechts: dazugeh origer
AUC-Wert, Linie bei 20 (| ) und Ergebnisse der Surrogate, Linien
bei 1 bis 19 (|).152 A Anhang mit weiteren Untersuchungsergebnissen
Name bzw. Verfahren AUC AUC f ur bestes Surrogat
SSAPE EyeRIS 0.611 0.671
DE EyeRIS 0.577 0.720
SSAPE 8 bit 0.685 0.687
DE 8 bit 0.681 0.703
Tabelle A.2: AUC Werte der verschiedenen Optimierungsverfah-
ren f ur Kanal TBPL4. Aufgef uhrt sind die Ergebnisse f ur die Be-
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(a)
Bild A.10: Ergebnisse f ur EyeRIS System mit SSAPE f ur Kanal
TBPL4. Links: ROC-Kurven; rechts: dazugeh origer AUC-Wert, Li-
nie bei 20 (| ) und Ergebnisse der Surrogate, Linien bei 1 bis 19
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(a)
Bild A.11: Ergebnisse f ur EyeRIS System mit DE f ur Kanal
TBPL4. Links: ROC-Kurven; rechts: dazugeh origer AUC-Wert, Li-
nie bei 20 (| ) und Ergebnisse der Surrogate, Linien bei 1 bis 19
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(a)
Bild A.12: Ergebnisse aus Simulation mit 8 bit Genauigkeit mit
SSAPE f ur Kanal TBPL4. Links: ROC-Kurven; rechts: dazugeh ori-
ger AUC-Wert, Linie bei 20 (| ) und Ergebnisse der Surrogate,
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(a)
Bild A.13: Ergebnisse aus Simulation mit 8 bit Genauigkeit mit
DE f ur Kanal TBPL4. Links: ROC-Kurven; rechts: dazugeh origer
AUC-Wert, Linie bei 20 (| ) und Ergebnisse der Surrogate, Linien
bei 1 bis 19 (|).A.2 Epilepsievorhersage mit Pr adiktor 155
Name bzw. Verfahren AUC AUC f ur bestes Surrogat
SSAPE EyeRIS 0.714 0.761
DE EyeRIS 0.562 0.668
SSAPE 8 bit 0.646 0.698
DE 8 bit 0.649 0.699
Tabelle A.3: AUC Werte der verschiedenen Optimierungsverfahren
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(a)
Bild A.14: Ergebnisse f ur EyeRIS System mit SSAPE f ur Kanal
TBPR4. Links: ROC-Kurven; rechts: dazugeh origer AUC-Wert, Li-
nie bei 20 (| ) und Ergebnisse der Surrogate, Linien bei 1 bis 19





































 0  5  10  15  20
(a)
Bild A.15: Ergebnisse f ur EyeRIS System mit DE f ur Kanal
TBPR4. Links: ROC-Kurven; rechts: dazugeh origer AUC-Wert, Li-
nie bei 20 (| ) und Ergebnisse der Surrogate, Linien bei 1 bis 19
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(a)
Bild A.16: Ergebnisse aus Simulation mit 8 bit Genauigkeit mit
SSAPE f ur Kanal TBPR4. Links: ROC-Kurven; rechts: dazugeh ori-
ger AUC-Wert, Linie bei 20 (| ) und Ergebnisse der Surrogate,
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(a)
Bild A.17: Ergebnisse aus Simulation mit 8 bit Genauigkeit mit
DE f ur Kanal TBPR4. Links: ROC-Kurven; rechts: dazugeh origer
AUC-Wert, Linie bei 20 (| ) und Ergebnisse der Surrogate, Linien
bei 1 bis 19 (|).158 A Anhang mit weiteren Untersuchungsergebnissen
Name bzw. Verfahren AUC f ur Kanal TL06 AUC f ur Surrogate
SSAPE EyeRIS 0.536 0.632
DE EyeRIS 0.535 0.715
SSAPE 8 bit 0.615 0.617
DE 8 bit 0.612 0.618
Tabelle A.4: AUC Werte der verschiedenen Optimierungsverfahren
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(a)
Bild A.18: Ergebnisse f ur EyeRIS System mit SSAPE f ur Kanal
TLL06. Links: ROC-Kurven; rechts: dazugeh origer AUC-Wert, Linie
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(a)
Bild A.19: Ergebnisse f ur EyeRIS System mit DE f ur Kanal TLL06.
Links: ROC-Kurven; rechts: dazugeh origer AUC-Wert, Linie bei 20
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(a)
Bild A.20: Ergebnisse aus Simulation mit 8 bit Genauigkeit mit
SSAPE f ur Kanal TLL06. Links: ROC-Kurven; rechts: dazugeh origer
AUC-Wert, Linie bei 20 (| ) und Ergebnisse der Surrogate, Linien
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(a)
Bild A.21: Ergebnisse aus Simulation mit 8 bit Genauigkeit mit DE
f ur Kanal TLL06. Links: ROC-Kurven; rechts: dazugeh origer AUC-
Wert, Linie bei 20 (| ) und Ergebnisse der Surrogate, Linien bei 1
bis 19 (|).A.2 Epilepsievorhersage mit Pr adiktor 161
Name bzw.Verfahren AUC AUC f ur bestes Surrogat
SSAPE EyeRIS 0.599 0.668
DE EyeRIS 0.609 0.736
SSAPE 8 bit 0.651 0.667
DE 8 bit 0.655 0.628
SSAPE Gleitkomma 0.651 0.673
DE Gleitkomma 0.645 0.655
BFGS Gleitkomma 0.643 0.665
Simulated Annealing Gleitkomma 0.724 0.616
Tabelle A.5: AUC Werte der verschiedenen Optimierungsverfahren
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(a)
Bild A.22: Ergebnisse f ur EyeRIS System mit SSAPE f ur Kanal
TL06. Links: ROC-Kurven; rechts: dazugeh origer AUC-Wert, Linie
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(a)
Bild A.23: Ergebnisse f ur EyeRIS System mit DE f ur Kanal TL06.
Links: ROC-Kurven; rechts: dazugeh origer AUC-Wert, Linie bei 20
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(a)
Bild A.24: Ergebnisse aus Simulation mit 8 bit Genauigkeit mit
SSAPE f ur Kanal TL06. Links: ROC-Kurven; rechts: dazugeh origer
AUC-Wert, Linie bei 20 (| ) und Ergebnisse der Surrogate, Linien
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(a)
Bild A.25: Ergebnisse aus Simulation mit 8 bit Genauigkeit mit DE
f ur Kanal TL06. Links: ROC-Kurven; rechts: dazugeh origer AUC-
Wert, Linie bei 20 (| ) und Ergebnisse der Surrogate, Linien bei 1
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(a)
Bild A.26: Ergebnisse aus Simulation mit voller Gleitkommage-
nauigkeit mit SSAPE f ur Kanal TL06. Links: ROC-Kurven; rechts:
dazugeh origer AUC-Wert, Linie bei 20 (| ) und Ergebnisse der Sur-
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(a)
Bild A.27: Ergebnisse aus Simulation mit voller Gleitkommage-
nauigkeit mit DE f ur Kanal TL06. Links: ROC-Kurven; rechts: da-
zugeh origer AUC-Wert, Linie bei 20 (| ) und Ergebnisse der Sur-
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(a)
Bild A.28: Ergebnisse aus Simulation mit voller Gleitkommage-
nauigkeit mit BFGS f ur Kanal TL06. Links: ROC-Kurven; rechts:
dazugeh origer AUC-Wert, Linie bei 20 (| ) und Ergebnisse der Sur-
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(a)
Bild A.29: Ergebnisse aus Simulation mit voller Gleitkommage-
nauigkeit mit Simulated Annealing f ur Kanal TL06. Links: ROC-
Kurven; rechts: dazugeh origer AUC-Wert, Linie bei 20 (| ) und
Ergebnisse der Surrogate, Linien bei 1 bis 19 (|).166 A Anhang mit weiteren Untersuchungsergebnissen
A.3 Epilepsievorhersage mit
Musterdetektion























Bild A.30: Zeitliche Entwicklung der Musterh augkeiten in der Mu-
sterkategorie 0 f ur den Kanal TBAR4. Musterkategoriebildung  uber






















Bild A.31: Zeitliche Entwicklung der Musterh augkeiten in der Mu-
sterkategorie 0 f ur den Kanal TBPL04. Musterkategoriebildung  uber





















Bild A.32: Zeitliche Entwicklung der Musterh augkeiten in der Mu-
sterkategorie 0 f ur den Kanal TBPR4. Musterkategoriebildung  uber























Bild A.33: Zeitliche Entwicklung der Musterh augkeiten in der Mu-
sterkategorie 0 f ur den Kanal TLL06. Musterkategoriebildung  uber























Bild A.34: Zeitliche Entwicklung der Musterh augkeiten in der Mu-
sterkategorie 0 f ur den Kanal TL06. Musterkategoriebildung  uber die
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(a)
Bild A.35: Ergebnisse f ur die Sonde TBAR4. ROC Analyse f ur
Musterkategorie 0 und Ausz ahlrichtung vertikal (Korrelation der 1
3 Muster). Links: ROC-Kurven; rechts: dazugeh origer AUC-Wert,
Linie bei 20 (| ) und Ergebnisse der Surrogate, Linien bei 1 bis 19
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(a)
Bild A.36: Ergebnisse f ur die Sonde TBPL04. ROC Analyse f ur
Musterkategorie 0 und Ausz ahlrichtung vertikal (Korrelation der 1
3 Muster). Links: ROC-Kurven; rechts: dazugeh origer AUC-Wert,
Linie bei 20 (| ) und Ergebnisse der Surrogate, Linien bei 1 bis 19





































 0  5  10  15  20
(a)
Bild A.37: Ergebnisse f ur die Sonde TBPR4. ROC Analyse f ur
Musterkategorie 0 und Ausz ahlrichtung vertikal (Korrelation der 1
3 Muster). Links: ROC-Kurven; rechts: dazugeh origer AUC-Wert,
Linie bei 20 (| ) und Ergebnisse der Surrogate, Linien bei 1 bis 19
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(a)
Bild A.38: Ergebnisse f ur die Sonde TTL06. ROC Analyse f ur Mu-
sterkategorie 0 und Ausz ahlrichtung vertikal (Korrelation der 1  3
Muster). Links: ROC-Kurven; rechts: dazugeh origer AUC-Wert, Li-
nie bei 20 (| ) und Ergebnisse der Surrogate, Linien bei 1 bis 19
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(a)
Bild A.39: Ergebnisse f ur die Sonde TL06. ROC Analyse f ur Mu-
sterkategorie 0 und Ausz ahlrichtung vertikal (Korrelation der 1  3
Muster). Links: ROC-Kurven; rechts: dazugeh origer AUC-Wert, Li-
nie bei 20 (| ) und Ergebnisse der Surrogate, Linien bei 1 bis 19
(|) im EEG-Signal im Kanal.172 A Anhang mit weiteren Untersuchungsergebnissen
A.4 Key-Hole-Detektion mit digitalen
Rechnern und
Grakprozessor
In diesem Teil des Anhangs wird eine weitere Untersuchung von
Key-Hole Detektionsalgorithmen vorgestellt, die auf einer rein digi-
talen Implementierung des vorgestellten Algorithmus beruhen. Heu-
tige Grakkarten sind zumeist mit sehr leistungsf ahigen Prozesso-
ren, den Graphic Processing Units (GPU) ausgestattet. Diese sind
f ur die parallele Verarbeitung relativ simpler Instruktionen ausge-
legt. Es bietet sich an, auf solchen GPU's Bildverarbeitung durch-
zuf uhren, weshalb in den letzten Jahren immer mehr Hersteller da-
zu  ubergegangen sind, eine Application Programm Interface (API)
f ur ihre Grakkarten, z.B. CUDA von NVIDIA, anzubieten. Eine
herstellerunabh angige API, OpenCL, wurde durch die CHRONOS
Gruppe, ein Konsortium von Hardwareproduzenten, ins Leben ge-
rufen. Diese erm oglicht es, alle in einem Rechnersystem verf ugbaren
"Compute-Einheiten\ zu nutzen, also auch die GPU auf der Grak-
karte. Eine weitere M oglichkeit der Parallelisierung bietet eine API,
die unter dem Namen OpenMP (OMP) bekannt ist. Diese erm oglicht
es, Programme in parallel ablaufende Prozesse aufzuteilen und auf
Prozessoren zu verteilen.
Die digitale Implementierung des Key-Hole Detektionsalgorithmus
wurde mit beiden Verfahren auf sein Laufzeitverhalten untersucht.
Hierbei wurde eine auf die Grakkarte angepate Implementierung in
zwei Versionen untersucht. Diese unterscheiden sich durch die Daten-
partitionierung und Zuteilung auf die Prozessorkerne auf der GPU.
Je nach Aufteilung hat dies merkliche Unterschiede im Laufzeitver-
halten, wie in Tabelle A.6 angegeben, zur Folge. Die Implementie-
rung mit OpenMP nutzt die oft mehrfach vorhandenen Prozessor-
kerne in den heute  ublichen Prozessoren. Da die Daten nach der Be-
rechnung wieder zusammengef uhrt werden m ussen, kann hier eineA.4 Key-Hole-Detektion mit digitalen Rechnern und
Grakprozessor
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Verz ogerung entstehen, da auf die Beendigung des langsamsten Be-
rechnungsprozesses gewartet werden mu. Dies bedeutet f ur die An-
wendung, Daten m oglichst gleichm aig auf die Kerne des Prozessors
aufzuteilen. In den heutigen Rechnern sind zumeist Prozessoren mit
zwei bis vier Kernen verbaut. Auf mindestens einem werden Prozes-
se des Betriebssystems ausgef uhrt, was zu einem Ungleichgewicht in
der Auslastung der Kerne f uhren kann und damit zu unerw unschten
Wartezeiten auf den langsamsten Prozess bis die Daten bearbeitet
sind.
Verfahren Laufzeit (ms) Bilder/s
GPU mit openCL normal 1.61 6.22e+2
GPU mit openCL optimiert 0.562 1.78e+3
CPU mit openCL 0.852 1.17e+3
CPU mit OMP 0.159 6.29e+3
CPU mit Lookup Tabelle 0.248 4.03e+3
CPU optimiert 0.0810 1.23e+4
CPU Referenz 0.379 2.64e+003
Tabelle A.6: Laufzeiten f ur digitale Verfahren zur Key-Hole Detek-
tion. Der auf CPU's optimierte Algorithmus ist schneller als der f ur
openCL und GPU's optimierte Algorithmus
Der ohne Parallelisierung auf CPU's optimierte Algorithmus ist, wie
in A.6 aufgef uhrt, schneller als die anderen hier aufgef uhrten. Das
liegt vor allem daran, da das Aufteilen der Daten im Falle von
OpenMP als auch, im Falle von OpenCL (GPU's), sowie die  Uber-
tragung von Daten auf die Grakkarte und zur uck, bei Verwendung
von GPU's, betr achtlich zur Gesamtlaufzeit beitr agt. Somit kann
man f ur Bilder der Gr oe 128  128 noch keinen Vorteil aus der
parallelen Verarbeitung ziehen. Erst bei gr oeren Bildern wird sich
eine Laufzeitverbesserung zugunsten von Multikernprozessoren bzw.
GPU's ergeben, da dann die Zeit f ur die Datenaufteilung bzw. den
Datentransfer in einem besseren Verh altnis zur Zeit, die die Berech-
nungen ben otigen, stehen.174Danksagung
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