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Abstract
We study the computation of non-regularized Wasserstein barycenters of probability
measures supported on the finite set. The first result gives a stochastic optimization
algorithm for the discrete distribution over the probability measures which is
comparable with the current best algorithms. The second result extends the previous
one to the arbitrary distribution using kernel methods. Moreover, this new algorithm
has a total complexity better than the Stochastic Averaging approach via the
Sinkhorn algorithm in many cases.
1 Introduction
Considerable interest among the ML community in the last few years to Wasserstein barycenter
optimization problem has led to many interesting results, see [28, 9] for a survey. In particular, to
find ε population Wasserstein barycenter of a set of probability measures (pictures) it is sufficient to
take ∼ ε−2 measures. There are two different numerical approaches to this problem: 1) offline; 2)
online. The first approach assumes that we can store all the measures somewhere in memory and have
access to all of them immediately, probably in parallel. The second approach assumes that from time
to time we obtain a new measure (in an online regime) and based on this new information to make
a better barycenter estimation. These are the main lines of many modern approaches, see [28, 9]
for references. For the first approach, it is possible to use a big arsenal of modern decentralized
distributed algorithms, for example, [12, 10, 17, 20]1 or other offline algorithms [31, 5]. For the
second, online approach, as far as we know, there is a certain lack of theoretical results. Thus, in this
paper, we focus on the online setting with all measures unavailable in advance. But the interest in this
direction has grown in the last few months [4, 9, 2].
One of the main tricks to make both of these approaches computationally tractable is to use entropic
regularization of Wasserstein or other Optimal Transport distances [6, 28]. Unfortunately, one
has to choose regularization parameter very small, i.e. proportional to ε [28, 22], to get a good
approximation for the non-regularized distance and barycenter. This leads to numerical instabilities.
1These papers contain the best-known bounds for decentralized distributed sum-type optimization problems
with smooth dual problem and dual-friendly (cheap) stochastic oracle. This situation is well suited to Wasserstein
barycenter problem formulation in the offline approach.
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In particular, one of the reasons is the high sensitivity of Sinkhorn’s algorithm 2 to regularization
parameter [6, 32]. There are alternatives to Sinkhorn’s type algorithms (different generalizations
see in [19, 24] and references therein). These alternatives might be found in the calculation of
non-regularized Wasserstein distance (to solve Optimal Transport problem) by Simplex method or
Interior points methods. These approaches can be competitive as it have been recently shown in
[8]. But all these approaches are still too expensive since they assume just another way to solve the
expensive problem of Wasserstein distance calculation many times. So, due to this it’s natural to ask:
Is it possible to find in online manner population Wasserstein barycenter with precision ε (in function)
by using an optimal number of measures as a function of ε (∼ ε−2) without (approximate) calculations
of (regularized) Wasserstein distances and its subgradients?
An affirmative answer to this question makes up the subject of this paper.
To propose such an online approach that does not require to calculate Wasserstein distance and its
subgradient we use saddle-point representation for Wasserstein barycenter problem formulation. Since
the problem of searching (population) Wasserstein barycenter is a convex stochastic programming
problem we obtain (partially) stochastic convex-concave saddle-point representation. Then we adapt
Stochastic Mirror Descent [26] for this (partially infinite-dimensional) saddle-point problem. At the
end by using RKHS trick in a variant of [16] we demonstrate how to make our approach practical
one (with finite complexity).
Notation. We define Matn×m(X) as a space of all matrices of size n×mwith entries from the setX .
We denote by [n] an n-element set {1, 2, . . . , n} and ev, eA for v ∈ Rn, A ∈ Matn×n(R) as a point-
wise exponent. Also we define ∆n as a n-dimensional probability simplex ∆n = {(s1, . . . , sn) |
∀i ∈ [n] : si ≥ 0,
∑n
i=1 si = 1} and ∆nδ = ∆n ∩ {si ≥ δ ∀i ∈ [n]}. 1n as a n-dimensional vector
consisting of ones. If the dimension is deducible from the context, the index omitted. As ei we recall
the i-th coordinate vector.
2 Saddle-point representation
2.1 Background in optimal transport
In this section, we recall some basic definitions of the optimal transport, following Peyré and Cuturi
[28]. Since we deal only with discrete measures, we suggest only discrete optimal transport problem.
Optimal transport problem. For a fixed non-negative matrix C and two discrete probability
measures r,cwith n-element support define a transportation cost between measures r and c associated
with the cost matrix C as a solution to the following optimization problem
LC(r,c) = min
X∈U(r,c)
〈C,X〉, (1)
where X is called a transport plan and U(r,c) is a transport polytope, defined as U(r,c) = {X ∈
Matn×n(R+) | X1 = r, XT1 = c}.
If r and c are probability measures onto discrete n-element metric space (M, d), we can define
as a p-Wasserstein distance between these two measures as the p-th root of a transportation cost
associated with the matrix Dpi,j = d(xi, xj)
p, where xi and xj are elements of M. Formally,
Wp(r,c) = (LDp(r,c))1/p .
Dual problem. The linear program in the definition of a transportation cost can be reformulate using
so-called Kantorovich duality in two ways, using some reformulation of results from Peyré and Cuturi
[28]:
LC(r,c) = max
λ,µ∈Rn
−Ci,j−λi−µj≤0
−〈λ, r〉 − 〈µ, c〉 (2)
and the equivalent one is
LC(r,c) = max
µ∈Rn
−〈λ∗(µ,C), r〉 − 〈µ, c〉, (3)
2That is «working horse» in many approaches, since it approximately calculates regularized Wasserstein
distance.
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where λ∗ : Rn ×Matn×n(R)→ Rn is defined element-wise: λ∗i (µ,C) = maxj∈[n](−Ci,j − µj).
Barycenter definition. Suppose we have a random variable ξ : Ωξ → ∆n on probability simplex,
or, equivalently, on the space of probability measures ontoM. Then we can define a p-Wasserstein
(population) barycenter w.r.t. ξ as the solution to the following optimization problem:
r∗ = argmin
r∈∆n
EWpp (r, ξ)
The probability measure induced by ξ we recall Pξ.
2.2 Saddle-point representation
Using a dual approach and the definition of a Wasserstein barycenter, we have the following problem:
min
r∈∆n
EWpp (r,ξ) = min
r∈∆n
E
[
max
µ∈Rn
−〈λ∗(µ,Dp), r〉 − 〈µ, ξ〉
]
For this problem, we will use Theorem 14.60 from Rockafellar and Wets [30] and apply it for the
space of all Pξ-measurable functions F and it is plainly decomposable. We will use the function
under the expectation as a function f and it is clear that it is a normal integrand and it is finite since
the barycenter is defined. Hence, we have the next equality:
min
r∈∆n
EWpp (r, ξ) = min
r∈∆n
sup
fµ∈F
E [−〈λ∗(fµ(ξ), Dp), r〉 − 〈fµ(ξ), ξ〉] . (4)
The p-Wasserstein barycenter is a solution to this saddle-point problem.
2.3 Dual variable bound
For the theoretical guarantees of the future algorithms, we need to construct a bound on the optimal
value of the dual variable in (3). It will be obtained by using the properties of an entropy regularization
of the optimal transport problem and some additional assumptions on r∗.
The core idea is to use known bound from Dvurechensky et al. [13] on the optimal variable in the
regularized case and transfer it into non-regularized case.
Entropy regularization. Firstly, let us define an entropy-regularized OT problem:
LγC(r,c) = min
X∈U(r,c)
〈C,X〉+ γH(X),
where H(X) =
∑n
i,j=1Xi,j logXi,j is an entropy regularizer.
Then we can write a Lagrangian of our optimizer:
L(r,c,X,λ, µ) = 〈C,X〉+ γH(x) + 〈λ,X1− r〉+ 〈µ,XT1− c〉,
From the first-order condition we can easily found an optimal X∗:
∂
∂Xi,j
L = Ci,j + γ logX∗i,j + γ + λi + µj = 0 ⇐⇒ X∗i,j = exp
(−Ci,j − λi − µj
γ
− 1
)
.
So, we have an equivalent problem:
LγC(r,c) = max
λ,µ∈Rn
−〈λ, r〉 − 〈µ, c〉 − γ
n∑
i,j=1
exp
(−Ci,j − λi − µj
γ
− 1
)
. (5)
Denote by λ∗γ , µ
∗
γ the optimal variables in (5). Then we have the following proposition:
Proposition 1. (λ∗γ , µ∗γ) converges to optimal dual variables of non-regularized case (2) as γ → 0+.
Proof. Using Theorem 7.17 and 7.30 from Rockafellar and Wets [30], it is sufficient to prove that the
function under minimization in (5) converges point-wise to the function in (2).
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Notice that by the properties of the limit it is sufficient to prove that
γ exp
(
α
γ
− 1
)
→
γ→0+
{
+∞ α > 0
0 α ≤ 0
as a function of α.
If α ≤ 0, it is clear. If α > 0 look at the following sentence under the exponent:
α
γ
− 1 + log γ = α+ γ log γ
γ
− 1→ +∞
The corollary for our purpose is that it is sufficient to make a bound ”with respect to γ” for λ∗γ , µ
∗
γ
and use the limit to create a bound on the dual variables of the non-regularized problem.
Then we make the change of variables: u = −λ/γ − 1/2, v = −µ/γ − 1/2. Denote by K the matrix
eC/γ . Then we can rewrite (5) in the next form using notation of Cuturi [6]:
LγC(r,c) = γmaxv,u
[〈u, r〉+ 〈v,c〉 − 〈1,diag euK diag ev〉] + 2γ (6)
Remark. If (u∗, v∗) are optimal in (6), then (u∗ + α1, v∗ − α1) are optimal too. Hence we can
assume that maxi v∗ = maxi∈[n](−µ∗γ/γ − 1/2) = −1/2 ⇐⇒ mini∈[n](µ∗γ)i = 0.
Now we can use the bound from Lemma 1 of the work Dvurechensky et al. [13] in the assumption
r > 0, c > 0:
max
i
(u∗)i −min
i
(u∗)i ≤ R,
max
i
(v∗)i −min
i
(v∗)i ≤ R,
where R := − log(νmini∈[n]{ri, ci}), ν = e−‖C‖∞/γ .
Use the inverse change the variables, we have that
max
i
(µ∗γ)i −min
i
(µ∗γ)i ≤ ‖C‖∞ − γ log min
i∈[n]
{ri, ci}.
We know that mini∈[n](µ∗γ)i = 0. Hence we can rewrite it in the following way:
‖µ∗γ‖∞ ≤ ‖C‖∞ − γ log min
i∈[n]
{ri, ci}.
By limit on γ to 0+ we can obtain the following theorem.
Theorem 1. There is an optimal solution µ∗ for a problem (3) such that ‖µ∗‖∞ ≤ ‖C‖∞.
Then we have a necessary corollary for the following analysis of algorithms:
Corollary 1. Assume that (r∗, f∗µ) is optimal variables in the saddle-point problem (4). Then, if
r∗ > 0, there exists another optimal fˆµ such that ‖fˆµ(ξ)‖∞ ≤ ‖C‖∞ Pξ-almost surely.
Hence, we can reformulate problem (4) in the following manner for a small enough δ > 0:
min
r∈∆n
EWpp (r, ξ) = min
r∈∆nδ
EWpp (r, ξ) = min
r∈∆nδ
sup
fµ∈Fb
E [−〈λ∗(fµ(ξ), Dp), r〉 − 〈fµ(ξ), ξ〉] , (7)
where Fb = {f : ∆n → Rn | f is Pξ-measurable and ‖f(ξ)‖∞ ≤ ‖C‖∞ Pξ-almost surely}.
3 Algorithms
In this section, we provide algorithms for computation population Wasserstein barycenters using the
saddle-point formulation (7) on the assumption of existence a positive optimal r∗.
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3.1 Stochastic Mirror Descent
Since our problem is non-smooth and non-strongly convex, we cannot apply accelerated methods.
Our solution uses the vector-point field view from the book Bubeck [3] and the additional analysis
for the confidence-region convergence from the work of Nemirovski et al. [26].
The first thing that we should mention that it deals with the optimization on closed convex bounded
sets and it does not depend on a dimension of the space in general. The proof of the correctness
of this algorithm does not use any assumption on finite dimension and it will make an algorithm
applicable for arbitrary measures.
Now we are using the most general case of the stochastic saddle-point mirror descent. It can be
applied to the following type of problems:
min
x∈X
max
y∈Y
f(x,y),
where X and Y are closed convex normed spaces and function f is continuous such that f(·, y) is
convex and f(x, ·) is concave.
The quality of the solution (x˜, y˜) is evaluated through the duality gap:
min
x∈X
f(x, y˜)−max
y∈Y
f(x˜, y).
The setup of the mirror descent algorithm consists of:
1) Mirror maps for X ,Y : ΦX (x),ΦY that respect norms in corresponding spaces and R2 =
supx Φ(x)− infx Φ(x) is finite for X and Y (called R2X and R2Y );
2) Unbiased stochastic subgradient oracles g(x,y,η) for ∂xf(x,y) and h(x,y,ζ) for ∂y(−f(x,y)).
We need the a.s. bounds on their dual norm BX , BY or/and bound on the second moment of their
dual norm LX , LY .
Let us suppose (x¯N , y¯N ) is the output of the algorithm after N iteration. Then we have the following
theorem as a combination of theorems from the work of Nemirovski et al. [26]:
Theorem 2. To obtain an ε-precision in terms of duality gap with probability at least 1− σ:
Pr
[
min
x∈X
f(x, y¯N )−max
y∈Y
f(x¯N , y) ≤ ε
]
≥ 1− σ;
it is sufficient to make the following number of iterations:
N =
O(1)
ε2
min
{
(RXBX +RYBY)2 log2
(
1
σ
)
, (RXLX +RYLY)2
1
σ2
}
.
The probability is taken with respect to random samples of η and ζ during the running time.
3.2 Algorithm for finite-support measures over a probability simplex
In this case we assume that Supp(ξ) = {c1, . . . , cm} is finite. Then any function fµ ∈ Fb can be
represented as a matrix Mµ of size m× n and the value of a function defined fµ(ci) as an i-th row
of Mµ: fµ(ci) = (Mµ)i. The value of a function on the point out of the Supp(ξ) is zero.
Moreover, we associate the space of functions on this finite support with a space of matrices and we
do not make a difference between fµ and Mµ except that we define an action of the first one on the
probability simplex.
Thus we the have next optimization problem:
min
r∈∆n
EWpp (r, ξ) = min
r∈∆nδ
sup
fµ∈Matm×n(R)
‖Mµ‖∞≤‖Dp‖∞
E [−〈λ∗(fµ(ξ), Dp), r〉 − 〈fµ(ξ), ξ〉] . (8)
Recall the function under an expectation after substitution ξ into fµ as ψ(r, µ, ck). Then for the
problem (8) we can apply the stochastic saddle-point mirror descent.
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Theorem 3. Algorithm 1 obtains p-Wasserstein barycenters with an ε-precision and the level of
confidence σ after
N = O
(
n‖Dp‖2∞
ε2
min
{
m
σ2
,max(n log n,m) log2
(
1
σ
)})
iterations and its total complexity is O(nN).
Remark. If we conclude that ‖Dp‖2∞ and σ are constants and m ≥ n log n, we have a complexity
O(n2m · ε−2). It is the same complexity as the Iterative Bregman Projections (IBP) algorithm
[27, 23]. However, our algorithm is from family of Stochastic Mirror Descent-based algorithms and
any improvements of this general framework could improve our algorithm.
Proof. Firstly, we prove the correctness of the algorithms using Theorem 2. For this we need to
describe our setup of the mirror descent.
1) For a mirror map for a truncated simplex ∆nδ , we choose a typical setup as an entropy: ΦX (r) =∑n
i=1 ri log ri. Then we can easily bound a diameter of the simplex from the properties of an entropy
R2X = log n and easily get an operator of projection as an exponential weighting that computes in
O(n) time. This mirror map respects ‖ · ‖1 norm.
2) For a mirror map for the second component of optimization, we choose default mirror map
ΦY(fµ) = 12‖Mµ‖2F . For this mirror map we can bound a search space using the multidimensional
Pythagorean theorem and obtain R2Y = m · n · 2‖Dp‖2∞. The projection can be computed in a lazy
way. This mirror map respects ‖ · ‖F norm.
For next point we should define our stochastic subgradient oracles. For this purpose we will use the
source of randomness as a random sample ct. It is clear that it gives us unbiased oracle. Hence:
G(r, fµ, ct) = ∂rψ(r, fµ(ct), ct) = −λ∗(fµ(ct), Dp), (9)
H(r, fµ, ct) = (∂fµ(ct) [−ψ(r, fµ(ct), ct)])t =
n∑
i=1
ri∂(Mµ)t max
j∈[n]
[−(Dp)ij − (Mµ)tj ] + ct. (10)
On each iteration oracle G gives us t-th row of the full subgradient matrix (up to the probability of
ct) and this way can be associated with random coordinate descent.
However, these subgradients can be calculated in O(n2) time and it is too long for us. To fix that
issue we apply a pure random coordinate technique to the G and same technique for H: we will
sample index i ∈ [n] from distribution associated with r and calculate only i-th term of the sum in
the definition of H and the expectation is not changed and stay unbiased.
Recall the uniform distribution over [n] as U([n]) and the distribution associated with r as P (r).
Then we can write our final unbiased stochastic oracles using the knowledge of the subgradient of a
maximum:
g(r, fµ, ct, s) = −n ·max
j∈[n]
(−(Dp)s,j − (Mµ)t,j); (11)
h(r, fµ, ct, q) = −eJq(fµ,ct) + ct, (12)
where multiplication by n in g is required to unbiased property and Jq(fµ, ct) is an index where λ∗q
is maximized.
Then we should bound our subgradients. In this case we will use the knowledge of the subgradient of
a maximum and the value of λ∗:
‖g(r, fµ, ξ, s)‖X∗ = ‖g(r, fµ, ξ, s)‖∞ = n
∣∣∣∣maxj∈[n](−(Dp)t,j − (fµ(ξ))j)
∣∣∣∣ ≤ 2n‖Dp‖∞,
‖h(r, fµ, ξ, q)‖Y∗ ≤ ‖ct‖2 + ‖eJq(fµ,ξ)‖2 ≤ 2.
However, in the first case we have a more precise bound on the second moment by L2X = 4n‖Dp‖2∞:
E
[‖g(r, fµ, ξ, s)‖2X∗] ≤ 1n
n∑
t=1
(2n‖Dp‖∞)2 = 4n‖Dp‖2∞ =: L2X
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Thus, using Theorem 2 and the direct computation, the required number of steps is:
O
(
n‖Dp‖2∞
ε2
min
{
m
σ2
,max(n log n,m) log2
(
1
σ
)})
Each step can be produced in O(n) time and we obtain required total complexity.
3.3 Algorithm for arbitrary measures over a probability simplex
In this case, we do not make any assumption of Supp(ξ). The optimization problem (7) is pure
infinite-dimensional and we should apply methods of infinite-dimensional optimization. One of the
ways is so-called kernel methods. For this purpose, we should give a definition:
Definition 1. A Hilbert spaceH of functions f : X → R is called a reproducing kernel Hilbert space
if there is a symmetric positive-defined function k : X × X → R called a kernel, such that
1. ∀x ∈ X : k(·, x) ∈ H;
2. ∀f ∈ H : 〈f, k(·, x)〉H = f(x);
3. ∀x,y ∈ X : 〈k(·, x), k(·, y)〉H = k(x,y).
For such type of spaces we can define subgradients with respect to 〈·, ·〉H. Our core idea is searching
f∗µ inHn using the fact that mirror descent does not use any finite-dimensional facts in the proofs of
correctness and converge rate. Hence it is sufficient to find a suitable norm, suitable mirror map and
bound on the functional subgradient and it gives us an algorithm. The approach is used in attitude
to the variable r is the same as in the previous case except we do not need a random coordinate
descent because the cost of iterations increased too much and the winning of O(n) iterations in the
calculation of the subgradient is nothing in the attitude to recalculation of the function fµ.
However, the complexity will depend on the choice of kernel. It because of two constants R2 =
supf∈H
1
2‖f‖2 and κ2 = supx k(x,x) that fully depend on kernel.
Usage of a Gaussian kernel leads to the following result:
Theorem 4. Algorithm 2 (Kernel Mirror Descent) calculates p-Wasserstein barycenter with respect
to an arbitrary distribution in
N = O
(
n2R2
ε2
log2
(
1
σ
))
sample iterations and with
O
(
n5R4
ε4
log4
(
1
σ
))
total complexity.
Remark. This algorithm is from a family of Stochastic Averaging (SA) algorithms and the most
correct comparison can be obtained with other SA algorithms.
From the article of Dvinskikh [9] we know a total complexity of SA approach based on Sinkhorn
algorithm:
O˜
(
n3‖Dp‖2∞
ε2
min
{
exp
(‖Dp‖∞ log n
ε
)(‖Dp‖∞ log n
ε
+ log
(‖Dp‖∞ log n
γε2
))
,
1
ε
√
n
γ
})
.
The complexity of this algorithm depends on the parameter γ which true dependence on n is unknown
and in practice this parameter is quite small. From the theoretical point of view if we suggest
‖Dp‖∞, R and σ as constants and γ ≤ ε/n3, the complexity of our algorithm is better in both
parameters.
Proof. Firstly, let us define an inner product inHn as 〈f, g〉Hn =
∑n
i=1〈fi, gi〉H where fi is an i-th
coordinate function of f , then we can define a norm ‖ · ‖nHwith respect to this inner product and,
consequently, the simplest mirror-map ΦY(f) = 12
∑n
i=1 ‖fi‖2H. Then we have an R2Y = nR2.
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After it we should calculate stochastic subgradient of the coordinate function (fµ)t:
Ht(r, fµ, c) =
(
∂fµ(−ψ(r,fµ(c),c))
)
t
=
(
∂fµ(−ψ(r,〈fµ, k(·,c)〉H,c))
)
t
=
= k(·, c) · (∂µ(−ψ(r, fµ(c),c)))t = k(·, c)
(
ct −
n∑
i=1
riI{t = Ji(c)}
)
,
where Ji(c) is one of the indexes in λ∗i where the maximum value is obtained.
We can bound a dual norm of Ht using Riesz representation theorem and replace it with just a norm:
‖Ht(r, fµ, c, s)‖H ≤ 2‖k(·, c)‖H = 2κ.
If we define the step size as β
√
2
N , we have the next implicit formula to calculate fµ (f
0
µ = 0) after
k iterations.
Proposition 2. If f0µ = 0, we have an implicit formula to recalculate fkµ :
(fkµ)t =
k∑
i=1
βit · k(·, ci), βkt = β
√
2
N
·
(
−ckt +
n∑
i=1
rki I{t = Ji(ck)}
)
, (13)
where {ck} are random samples from Pξ.
Proof. Prove it by induction on k: basis k = 0 is clear, step follows from the formula of a step of a
gradient descent:
(fkµ)t = (f
k−1
µ )t − β
√
2
N
Ht(r, f
k−1
µ , c
k) = (fk−1µ )t + β
k
t k(·, ck)
The main problem in the kernel approach can be seen there: we need to make O(N) iterations to
recalculate only one coordinate function of fµ. For calculation of the subgradient in r we should
calculate full vector fµ in a new sampled measure ck, it costs O(nN).
Before the final computations of complexity, we should choose the kernel. To reduce assumptions on
the optimal fµ, we choose a dense Gaussian kernel (see [25, 7] for more detail):
k(x,y) = exp
(−‖x− y‖22
2σ2
)
,
where σ2 is a parameter of the kernel that we can consider as a suitable constant (for instance,
σ2 = 1).
To use this kernel we need to redefine our function out of a simplex. Using the definition of our
function 13, we can consider the following class of functions for optimization:
H′ =
{
f =
m∑
i=1
αik(·, xi) : Rn → R | ∀i ∈ [m] : xi ∈ ∆n, αi ∈ R; sup
x∈∆n
|f(x)| ≤ ‖Dp‖∞
}
.
However, in this case the proper bound on R2 can not be found, but we suggest that R2 does not
depends on the dimension n. This suggestion connected to the observation that `2-diameter of a
simplex is constant in any finite dimension. Another constant can be easily calculated:
κ2 = sup
x∈Rn
k(x,x) = sup
x∈Rn
exp
(‖x− x‖22
2σ2
)
= 1.
We should remind that other kernels can be chosen too and such kernels can have known bound in
R2.
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Our subgradient in fµ is a vector of all Ht for each t ∈ [n]. In this case, we can bound a norm of this
subgradient as BY = 2κ
√
n:
‖H(r,fµ,c)‖2Hn =
n∑
t=1
‖Ht(r, fµ, c, s)‖2H ≤ 4nκ2.
Hence we can calculate a number of iterations and samples as
N = O
(
n2R2
ε2
log2
(
1
σ
))
.
However, each step of this functional gradient ascent costs about O(nN) and we have a required
total complexity O(nN2).
Remark. The cost of one iteration can be reduced by using other kernel and some extra techniques such
as an incomplete Cholevsky decomposition [33] or random Fourier features [29] but these approaches
make the analysis of the algorithm harder because of additional inexactness in the subgradient.
Remark. All the complexities bounds in sections 3.2, 3.3 are based on typically rough enough bounds
for the distance to the solution and dual norm of stochastic subgradients. We may expect that in
practice we can use significantly smaller constants, that allows to converging faster due to the larger
stepsizes. From this side, it can be useful to use adaptive variants of stochastic Mirror Descent
(stochastic Universal Mirror Prox): [1] or [14] with adaptive batching idea from [11]. Another way to
obtain theoretically better complexity bounds in n is to use specific prox function in Stochastic Mirror
Descent (Mirror Prox) developed for saddle point problems on a primal product of unit simplex and
ball in∞ norm [21].
Remark. Pseudocode is presented in one of the two discussed configurations that depends on the
choice of step size α in the case of Algorithm 1. From the theoretical point of view, for the version
with the bounded second moment we should use α =
√
logn/
√
2n and for the a.s. bounded norm we
should use α =
√
logn/(n
√
2).
4 Experiments
In this section we test Algorithm 2 for arbitrary distributions using MNIST dataset. The question
what we are interested is a dependence of converge of the algorithm on the number of measures.
Each measure for our algorithm is an image of a handwritten digit 3 of size 28×28 after normalization
of pixel values. Since our optimized function is an expectation over unknown distribution, we split
our data to train and test datasets, and the test dataset is required to calculate an approximation of
the function using an exact calculation of 2-Wasserstein distance (using [15]) for each image in the
test dataset. It is a quite expensive operation and it makes impossible to use a large number of test
examples and we use only 250. We perform the experiment on 1000 train images. However, we
calculate barycenters on 6000 train images and consider the output of our algorithm at the end as a
«true barycenter».
Kernel Mirror Descent. Firstly we implement the algorithm 2 except the choice of the constant step
sizes α and β for more appropriate ones. Also we do not make projections of fµ onto `∞ box.
Note, that we don’t observe the convergence to zero of 2-Wasserstein distance in Figure 1. This may
happens due to several reasons. One of them is possible non i.i.d. data nature and the other one is
principle impossibility of calculating the exact duality-gap criteria. We can only estimate this criteria
[18].
Comparison with regularized methods. One of the key features of our methods that it does not
depend on the regularization constant γ and should provide sharper images. Usage of a small constant
γ to reduce a non-regularized error is not possible in practice via Sinkhorn based algorithms because
of numerical instability.
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Figure 1: Converge of mean ofW22 -distance on test data using Kernel Mirror Descent.
Figure 2: Kernel Mirror Descent after 10, 100, 500, 1000 and 6000 iterations and IBP with γ = 0.25.
Algorithm 1: Finite support version
Data: N – number of iterations;
Result: r¯ – approximation of barycenter;
1 begin
2 Set r = (1/n, . . . , 1/n) ∈ ∆n;
3 Set Mµ = 0 ∈ Matm×n(R);
4 Set α =
√
logn√
2n
, β =
√
nm‖Dp‖∞√
2
;
5 for k = 1 to N do
6 Sample ct from Pξ;
7 Sample s from U([n]);
8 Sample q from P (r);
9 gs := g(r,Mµ, ct, s) (see (11));
10 ht := h(r,Mµ, ct, q) (see (12));
11 rs := rs − α
√
2/Ngs;
12 (Mµ)t := (Mµ)t + β
√
2/Nht;
13 r := Π∆n(r);
14 r¯ := 1k r +
k−1
k r¯;
15 Return r¯;
Algorithm 2: Kernel Mirror Descent
Data: N – number of iterations;
Result: r¯ – approximation of barycenter;
1 begin
2 Set r = (1/n, . . . , 1/n) ∈ ∆n;
3 Set fµ = 0;
4 Set α =
√
logn√
2
, β =
‖Dp‖∞
2
√
n
;
5 for k = 1 to N do
6 Sample ck from Pξ;
7 for t = 1 to n do
8 (fµ(c
k))t =
∑k−1
i=1 β
i
tk(c
k, ci);
9 Calculate all Ji(ck);
10 Calculate all βkt (see (13));
11 g := G(rk, fµ(c
k), ck)) (see (9));
12 r := Π∆n(r − α
√
2/Ng);
13 r¯ := 1k r +
k−1
k r¯;
14 Return r¯;
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