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ABSTRACT 
The following work examines the mechanisms by which Tip60-p400 chromatin-
remodeling complex regulates gene expression in embryonic stem cells (ESCs). 
Tip60-p400 complex has distinct functions in undifferentiated and differentiated 
cells. While Tip60-p400 is often associated with gene activation in differentiated 
cells, its most prominent function in ESCs is to repress differentiation-related 
genes. I show that Tip60-p400 interacts with Hdac6 and other proteins to form a 
unique form of the complex in ESCs. Tip60-Hdac6 interaction is stem cell specific 
and is necessary for Tip60-p400 mediated gene regulation, indicating that Tip60-
p400 function is controlled in part through the regulation of Hdac6 during 
development. Furthermore, I find that Hdac6 is required for the binding of Tip60-
p400 to many of its target genes, indicating Hdac6 is necessary for the unique 
function of Tip60-p400 in ESCs. In addition to accessory proteins like Hdac6, 
Tip60-p400 also interacts with thousands of coding and noncoding RNAs in 
ESCs. I show that R-loops, DNA-RNA hybrids formed during transcription of 
many genes, are important for regulation of chromatin binding by at least two 
chromatin regulators (Tip60-p400 and PRC2). This finding suggests that 
transcripts produced by many genes in ESC may serve as a signal to modulate 
binding of chromatin regulators. However, R-loops might also function to regulate 
chromatin architecture in differentiated cells as well. Future studies based on this 
work will be necessary to understand the full repertoire of cell types and 
chromatin regulators regulated by these structures. 
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1 
INTRODUCTION 
  
The genetic information in every cell is encoded within negatively charged double 
stranded DNA, which interacts with histones, non-histone proteins (including 
transcription factors and structural proteins), and non-coding RNA to form 
chromatin in eukaryotic cells. Nucleosomes, the basic unit of chromatin structure, 
are composed of two copies of each of the histone proteins H2A, H2B, H3 and 
H4, and approximately 147 bp of DNA wrapped in a left-handed orientation 
around the histone octamer (Finch et al., 1977; Luger et al., 1997; Richmond and 
Davey, 2003). Moreover, DNA within nucleosomes is often inaccessible to 
transcription factors and the accessibility of DNA is a major determinant 
controlling which genetic information is “read” by different factors. In mammals, 
different adult cells are derived from the same embryonic cells that can be 
cultured in the laboratory as embryonic stem cells (ESCs). Consequently, all 
adult cells share the same genetic information but must perform different 
functions in various tissues within the body. To meet this goal, different cells 
must express different subsets of a shared list of approximately 20,000 genes. 
Therefore, epigenetic regulation is important for regulation of cell type-specific 
transcriptional networks and, ultimately, cell fate decisions in all eukaryotes. 
 
 
2 
Epigenetics 
Broadly speaking, epigenetics is the study of how cells display different 
phenotypes when they share the same genotype. In the nineteenth-century, 
Mendel discovered the laws of inheritance, whereby an organism inherits one 
allele from each parent, some alleles are dominant (and therefore expressed) 
while others are recessive, and alleles segregate independently during the 
formation of gametes. According to his finding, the physical appearance, 
phenotype, is determined by which alleles are found within an organism, their 
genotype, as well as the environment. However, the inheritance of many traits 
cannot be explained solely by Mendelian genetics. For instance, position-effect 
variegation (PEV), first discovered by Muller working in Drosophila in 1930, is 
observed in several species and can generate mosaic patterns of gene 
expression when a euchromatic gene is inserted near pericentric 
heterochromatin by a chromosome rearrangement. Drosophila melanogaster 
usually have red eyes due to the actions of the white gene. Muller found that 
when the white gene was placed next to pericentric heterochromatin after an 
inversion induced by X-rays, he observed variegated white expression. Because 
the heterochromatin-directed cis-inactivation only occurs in a proportion of cells 
during development, the eye color is variegated (red-white mosaic colored) due 
to expression of the white gene in some ommatidia and not in others. From that, 
many conserved epigenetic regulators, such as heterochromatin protein1α 
3 
(HP1α) and histone H3 lysine 9 methyltransferase (SU(VAR)3-9) were identified 
from genetic screens for dominant mutations that suppress or enhance white 
gene variegation (Elgin and Reuter, 2013). Many of these regulators function to 
regulate chromatin architecture, highlighting the importance of chromatin 
structure in epigenetic gene regulation. 
Later, Dickinson and co-workers observed that seed size was dramatically 
changed simply by switching the direction of interploidy crosses in Arabidopsis 
thaliana (Scott et al., 1998). Seeds were much bigger when maternal diploids 
(2n) were crossed with with paternal tetraploids (4n) than when maternal 
tetraploids (4n) were crossed with paternal diploids (2n). The genotype in the 
offspring should not be changed by switching the direction of the cross under 
traditional Mendelian laws of inheritance, but the phenotype (seed size) was 
affected. Numerous similar phenomena have been observed in fungi, insects and 
animals, leading to the discovery that certain genes associated with genomic 
imprinting are expressed in a parent-of-origin-specific manner. Several 
mechanisms have been shown to function in genomic imprinting, including DNA 
methylation and histone methylation (Herrick and Seger, 1999; Martienssen and 
Colot, 2001; Wood and Oakey, 2006). Taken together, epigenetic regulation is 
important to control gene expression during development in multicellular 
organisms and defects in epigenetic inheritance often lead to defects during 
development, including birth defects or embryonic lethality.    
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Embryonic stem cells 
In mammals, most cells in different adult tissues originate from cells within the 
inner cell mass (ICM) of blastocyst stage embryos. ESCs are derived from the 
ICM and have two unique abilities, self-renewal and pluripotency. Self-renewal is 
the ability to proliferate indefinitely in the same state, and pluripotency is the 
capacity to differentiate into all cell lineages of the adult organism, despite the 
fact that all cells contain the same genetic information.  
Interestingly, nuclear structure was observed to be less dense in ESCs 
compared to differentiated cells (Park et al., 2004), and lamin A, one of the main 
nuclear structural proteins, was absent in ESCs (Constantinescu et al., 2006), 
suggesting that the establishment of a more open chromatin structure is 
important for ESCs. Eukaryotic chromatin is packed inside the nucleus and 
changes in nuclear structure can broadly affect chromatin structure leading to 
change gene expression. During differentiation, chromatin structure is 
dynamically changed. For instance, the staining of HP1α and tri-methylation of 
histone H3 lysine 9 (H3K9me3), a histone modification generally associated with 
heterochromatin, is highly dispersed in ESCs relative to the large “blocks” of 
heterochromatin found in somatic cells. Upon differentiation, the number of HP1α 
and H3K9me3 domains increases and those domains become small and discrete 
foci (Meshorer et al., 2006). Therefore, ESCs have relatively less condensed 
chromatin structure and they undergo global chromatin reorganization via 
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remodeling of nucleosomes and alterations in epigenetic marks during 
differentiation. Thus, the unique chromatin structure found in ESCs could provide 
a specialized platform for regulatory proteins that is uniquely adapted to maintain 
self-renewal and pluripotency (Efroni et al., 2008; Meshorer and Misteli, 2006). 
In ESCs, the pluripotent state is mainly regulated by the core pluripotency 
transcription factors Oct4, Sox2, and Nanog, among others. Oct4 is a POU 
domain-containing transcription factor, which specifically interacts with the 
octamer motif (ATGCAAAT), and is present in the pre-implantation mouse 
embryo (Schöler et al., 1990). Interestingly, ICM cells from Oct4-deficient 
embryos are not pluripotent and are prone to differentiation into the trophoblast 
lineage (Nichols et al., 1998). Oct4 often interacts with Sox2, which binds to a 
neighboring Sox element, and functions as a heterodimer in ESCs (Ambrosetti et 
al., 2000; Avilion et al., 2003; Masui et al., 2007). Nanog, a homeodomain-
containg protein, was identified from a functional screen to identify the factors 
required for the growth of ESCs in the absence of leukemia inhibitory factor (LIF) 
(Chambers et al., 2003; Mitsui et al., 2003). Although Nanog-deficient ESCs 
showed a defect in cell proliferation and were prone to differentiation, Nanog-
deficient ESCs still maintained the expression of pluripotency markers and self-
renewal in vitro (Chambers et al., 2007). However, within embryos, Nanog was 
required for formation of germ cells and necessary for pluripotency in ICM cells of 
blastocysts (Silva et al., 2009).  
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Interestingly, Oct4, Sox2 and Nanog not only co-occupy the promoter-
proximal regions of their regulated protein-coding genes, but these factors also 
bind to their own promoters to form an interconnected autoregulatory and feed-
forward loop (Boyer et al., 2005; Loh et al., 2006; Marson et al., 2008; Young, 
2011). This interconnected autoregulatory loop generates a flexible ESC state 
which maintains pluripotency when those factors are expressed at appropriate 
levels, or enter into a differentiation program when any one of those factors is no 
longer functionally available. In general, these factors bind in combinations to the 
promoters of ESC genes and activate expression of genes necessary to maintain 
the ESC state, while contributing to repression of lineage-specific transcription 
factors which promote exit from the pluripotent state. Gene regulation by these 
factors is important to maintain pluripotency, as well as to allow normal 
differentiation when ESCs receive an appropriate differentiation signal from the 
environment (Young, 2011).  It is not well understood how these core 
transcription factors promote globally open chromatin in ESCs while 
simultaneously repressing differentiation-related genes.  
Recently, studies showed that the core pluripotency factors are highly 
interconnected to chromatin remodeling and modification complexes (Orkin and 
Hochedlinger, 2011), suggesting that the interaction of pluripotency factors and 
chromatin complexes contribute to different roles in gene regulation. For instance, 
Nanog, Oct4, and Sox2 have been shown to interact with several proteins 
including SMARCA2, SMARCA4 and BAF180 in the SWI/SNF (Brg/Brahma-
7 
associated factors [BAF]) complex (Ho et al., 2009a; Liang et al., 2008). BAF 
complex in ESCs (called esBAF) exhibits a unique subunit composition defined 
by the presence of Brg1, BAF155 and BAF60A, and the absence of BAF170 and 
BAF60C.  Furthermore, esBAF colocalizes with Oct4, Sox2 and Nanog 
throughout the ESC genome (Ho et al., 2009b), suggesting that Oct4, Sox2, and 
Nanog function with esBAF to regulate transcription and maintain ESC 
pluripotency. Consistent with this possibility, Brg1 null embryos die during the 
pre-implantation stage (Bultman et al., 2000). In addition to esBAF, Oct4, Sox2, 
and Nanog also interact with several repressive chromatin remodeling complexes, 
including the nucleosome remodeling and deacetylase (NuRD) repression 
complex, SetDB1, and polycomb repressive complex 2 (PRC2) (Bilodeau et al., 
2009; Liang et al., 2008; Yeap et al., 2009; Yuan et al., 2009). Oct4 interacts with 
sumoylated SetDB1 to repress Cdx2, a key transcription factor in trophectoderm 
differentiation, and knockdown of some subunits in NuRD complex upregulates 
differentiation genes, indicating that the interactions with repressive complexes 
are important to poise or repress the expression of differentiation genes. 
Induced pluripotent stem cells (iPSCs), are adult cells that have been 
reprogrammed to act like ESCs, have great potential in medical applications and 
are an excellent tool to study disease by making iPSCs from cells with disease-
causing mutations. In 2006, Yamanaka and Takahashi introduced Oct4, Sox2, c-
Myc and Klf4 to “reprogram” adult fibroblast cells into iPSCs (Takahashi and 
Yamanaka, 2006), indicating that the core pluripotency factors are sufficient to 
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induce pluripotency. Interestingly, the iPSCs generated from different adult cell 
types showed methylation patterns similar to their parental adult cells, suggesting 
that DNA methylation is important for cell memory during development (Kim et 
al., 2010a). Furthermore, the inhibition of either DNA methylation or histone 
deacetylation increased the efficiency of reprogramming, indicating that DNA 
methylation and histone deacetylation serve as the barriers for cellular 
reprogramming and help maintain specific cellular identities once they are 
established. Further research has shown that depletion of chromatin-modifying 
enzymes or chromatin-remodeling factors can also affect the efficiency of 
reprogramming, suggesting that epigenetic events regulate the ability of 
differentiated cells to be reprogramed (Onder et al., 2012; Rais et al., 2013). 
Together, these data support the idea that pluripotency factors and chromatin 
remodeling factors are necessary to regulate developmental processes, both 
during normal development and reprogramming.  
Chromatin 
Chromatin is composed of chromosomal DNA, histones, nonhistone proteins and 
non-coding RNAs. The basic unit of chromatin is the nucleosome, in which 147 
bp of DNA is wrapped around an octamer of four core histones H3, H4, H2A, and 
H2B. Non-condensed nucleosomes (typically without the linker histone H1) 
appear as “beads on a string” when viewed using an electron microscope 
(Thoma et al., 1979), but chromatin structure in vivo is much more complex. In 
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order to fit approximately two meters of naked DNA (when stretched end to end) 
into the nucleus of a mammalian cell, DNA must be compacted at least 10,000-
fold. To accomplish this, the simple “beads on a string” structures are further 
compacted into higher-order chromatin structure to facilitate the DNA storage 
process. The packaging of DNA is important not only for storage but also for the 
maintenance of cell identity during development. For example, Weintraub and co-
workers found that globin genes in red blood cell nuclei are more accessible to 
deoxyribonuclease I (DNase I) digestion than in fibroblast nuclei (Weintraub and 
Groudine, 1976). Their study suggested that the level of gene expression is 
associated with the accessibility of DNA to DNase I and cells can “memorize” 
their identity by maintaining cell-type specific chromatin structure. Later, Wu 
showed that those DNase I hypersensitive sites contain regions important for 
gene regulation (Wu, 1980).  
Overall, the interaction of DNA and histones restricts DNA accessibility, 
and nucleosome occupancy can be utilized to regulate various processes in the 
cell, such as directing enzymes where to read, replicate, and repair DNA. For 
example, RNA polymerase II (Pol II) initiates transcription from the 5’ end of 
genes, typically within nucleosome-depleted regions of highly expressed genes. 
Similarly, nucleosome occupancy is an important determinant for replication 
origin selection and function (Eaton et al., 2010). Finally, DNA repair enzymes 
are directed to sites of DNA damage after promoting the formation of relaxed 
chromatin structure around sites of DNA double-strand break by early chromatin-
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based events (Price and Andrea, 2013). These examples highlight that 
nucleosomes are not only important for packaging the genome, but that their 
management is necessary to direct DNA dependent processes.  
The work presented in this thesis relates to multiple features of chromatin 
regulation, including histone modifications/variants, nucleosome remodeling 
factors, and interaction with non-coding RNAs. Below, I review each of these 
features of chromatin regulation in detail, in order to set the stage for my own 
studies, presented in subsequent chapters.  
Histone modifications and variants 
Different covalent modifications, such as methylation, acetylation, 
phosphorylation, and ubiquitination, on the N-terminal or C-terminal tails of 
histones regulate the interactions of transcriptional regulators with chromatin. For 
instance, active genes are usually marked with tri-methylation of histone H3 at 
lysine 4 (H3K4me3) around their transcription start sites (TSS) and silent genes 
are usually marked with tri-methylation in histone H3 at lysine 27 (H3K27me3) 
(Jenuwein and Allis, 2001; Ringrose and Paro, 2004). Many lineage-specific 
genes in ESCs are marked with both H3K4me3 and H3K27me3 in the same 
regions (and are therefore called “bivalent”), where H3K27me3 helps to repress 
their gene expression for maintaining pluripotency while H3K4me3 is thought to 
poise genes for activation upon differentiation (Azuara et al., 2006; Bernstein et 
11 
al., 2006; Pan et al., 2007). Some histone modifications also regulate other 
histone modifications or incorporation of variant histones. For example, 
ubiquitination of histone H2B at lysine 123 (H2BK123ub) is required for the 
subsequent methylation of lysine 4 and lysine 79 of histone H3 (Briggs et al., 
2002; Dover et al., 2002), and all three marks are important for transcriptional 
activity. In addition, Allis and co-workers showed that phosphorylation of histone 
H3 at serine 10 (H3S10p) is necessary for the dissociation of HP1 from 
chromatin in mitosis (Fischle et al., 2005). The mitotic kinase Aurora B 
phosphorylates H3S10 during mitosis and this phosphorylation causes loss of 
HP1 binding to heterochromatic regions without changing levels of H3K9me3. 
More recently, acetylation of histone H3 at lysine 56 (H3K56ac) was shown to 
affect nucleosome exchange (Kaplan et al., 2008) and facilitate the exchange of 
both H2A and H2A.Z (Watanabe et al., 2013).  
Besides histone modifications, the composition of the nucleosome is often 
altered by exchange of canonical histones for various histone variants in specific 
locations of the genome, which can alter the properties of nucleosomes due to 
the distinct biophysical characteristics of some histone variants (Kamakaka and 
Biggins, 2005; Sarma and Reinberg, 2005). At active genes or at genes poised 
for activation, histones H2A and H3 are frequently replaced by histone variants 
H2A.Z and H3.3, respectively (Ahmad and Henikoff, 2002; Jin and Felsenfeld, 
2007; Jin et al., 2009). H2A.Z has been linked to both transcriptional activation 
and repression. In Tetrahymena thermophila, hv1, a hybrid H2A variant with 
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properties of both vertebrate H2A.Z and H2AX (Allis et al., 1986), was found in 
the transcriptionally active macronucleus and only present in the micronucleus 
when that nucleus is transcriptionally active during early conjugation (Stargell et 
al., 1993), suggesting that H2A.Z may be involved in the activation of gene 
expression. In Drosophila, H2A.Z is present at heterochromatic loci in addition to 
euchromatin (Leach et al., 2000) and is required for the establishment of 
heterochromatin through Polycomb-mediated silencing (Swaminathan et al., 
2005). Similar results in mammals showed that H2A.Z localizes to pericentric 
heterochromatin during early development (Rangasamy et al., 2003) and the 
depletion of H2A.Z disrupts HP1α and chromatin interactions (Fan et al., 2004; 
Rangasamy et al., 2004), suggesting that H2A.Z plays a role in transcriptional 
repression.  
Similar to H2A.Z, H3.3 is also associated with both gene activation and 
repression. First, H3.3 can be incorporated into chromatin during DNA 
replication-coupled processes as well as in a DNA replication-independent 
manner (Ahmad and Henikoff, 2002). During S phase, GFP-H3.3 was found 
throughout the genome and became predominantly localized to rDNA arrays, 
which are sites of highly active transcription, in G2 phase of Drosophila Kc167 
cells. On the other hand, artificial expression of GFP-H3.1 outside of S phase did 
not result in its incorporation into chromatin, indicating that incorporation of H3.1 
is tightly coupled to DNA replication. Mutation of any of the H3.1-specific 
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residues to the corresponding residue in H3.3 contributed to partial replication-
independent incorporation. In dividing cells, H3.3 is present at genes that are 
either poised for transcription or are actively transcribed. H3.3 has been 
proposed to replenish H3 at active genes as nucleosomes reform behind the 
transcribing polymerase. Recently, H3.3 was also found to accumulate in 
transcriptionally silent regions, such as telomeres and pericentric 
heterochromatin, in mouse ESCs and mouse embryonic fibroblasts (MEF) 
(Drané et al., 2010; Goldberg et al., 2010; Santenard et al., 2010; Wong et al., 
2010), suggesting that H3.3 plays a role in gene repression. Therefore, the roles 
of histone modifications and variants are context-dependent and the factors that 
regulate these chromatin remodeling events (histone modification or 
incorporation of histone variants) are important for transcriptional regulation. 
Chromatin remodeling complexes 
Chromatin remodeling complexes utilize ATP hydrolysis to control chromatin 
structure by altering histone-DNA contacts, resulting in the repositioning of 
nucleosomes, nucleosome ejection, unwrapping DNA within nucleosomes, and 
exchanging variant histones for canonical histones within nucleosomes. Many 
chromatin remodeling complexes are evolutionarily conserved throughout 
eukaryotes, with homologous proteins for several core complexes identified in 
yeast, flies, plants and mammals, indicating that they play important roles in 
many different organisms (Clapier and Cairns, 2009; Hargreaves and Crabtree, 
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2011; Ho and Crabtree, 2010). All ATP-dependent nucleosome-remodeling 
protiens share a similar ATPase domain and can be separated into four different 
families based on the composition of different accessory domains. The SWI/SNF 
(switching defective/ sucrose nonfermenting) family contains the HSA (helicase-
SANT) domain and C-terminal bromodomain, which recognizes acetylated 
histones, and functions to eject or slide nucleosomes (Mohrmann and Verrijzer, 
2005). The ISWI (imitation switch) family contains a SANT domain adjacent to a 
SLIDE domain, which binds to unmodified histone tail and DNA (Boyer et al., 
2004), and optimizes nucleosome spacing by sliding nucleosomes in either the 3’ 
or 5’ direction within the genome (Fazzio and Tsukiyama, 2003; Hamiche et al., 
1999; Längst et al., 1999). The CHD (chromodomain, helicase, DNA binding) 
family contains N-terminal tandem chromodomains, which can interact with 
histone methylation, but the role of the CHD family in chromatin remodeling is 
less well understood.  
Unlike other chromatin remodeling families, which usually appear in multi-
subunit complexes, CHD family proteins can exist as monomers or dimers (Pray-
Grant et al., 2005; Tran et al., 2000). CHD1 in Saccharomyces cerevisiae is 
targeted to sites of active transcription through the recognition of H3K4me3. 
Genome-wide mapping of CHD1 correlates with H3K4me3 and Pol II in ESCs 
(Flanagan et al., 2005; Gaspar-Maia et al., 2009; Sims et al., 2005), suggesting 
that CHD1 is associated with gene activation. However, CHD3 and CHD4 (or Mi-
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2α and Mi-2β) are incorporated into the NuRD complex in flies and mammals. 
The NuRD complex exclusively containing either Mbd2 or Mbd3 could interact 
with methylated or hydroxymethylated DNA respectively and deacetylated 
histone to repress gene expression (Tong et al., 1998; Xue et al., 1998; Yildirim 
et al., 2011).  
The INO80 (inositol requiring 80) family contains an HSA domain and a 
split ATPase domain with a long insertion present in the middle of the ATPase 
domain, which acts as the scaffold for the interaction with Rvb1, Rvb2 and Arp5 
(Jónsson et al., 2004). The INO80 and SWR1 complexes in Saccharomyces 
cerevisiae belong to the INO80 family, but SWR1 has a unique function in 
regulation of nucleosome composition by exchanging canonical H2A-H2B dimer 
with H2A.Z-H2B dimer, while INO80 acts to slide or evict nucleosomes or replace 
H2A.Z with H2A (Shen et al., 2000)(Mizuguchi et al., 2004). INO80 and SWR1 
also antagonistically regulate H2A.Z replacement at sites of DNA double-strand 
break (Papamichos-Chronakis et al., 2006).  
In addition, many chromatin remodeling complexes contain several 
accessory subunits, which are important for recruitment to their target genes or 
maintenance of complex function/integrity, and the distinct subunit composition of 
many nucleosome remodeling complexes in different cell types provides cell-type 
specific functions (Ho and Crabtree, 2010). However, a key question is how 
chromatin remodeling complexes are recruited to target sites and how they 
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promote transcriptional activation or repression in vivo. Below, I discuss the 
functions of each family of chromatin remodeling complex, first from a 
mechanistic perspective regarding their roles in gene regulation, followed by a 
discussion of their broader roles during development. 
The role of SWI/SNF family in gene regulation. Genetic studies in 
Saccharomyces cerevisiae suggested that the SWI/SNF family facilitates 
transcription by altering chromatin structure (Hirschhorn et al., 1992; Peterson 
and Herskowitz, 1992). Additionally, the mammalian SWI/SNF complex purified 
from HeLa cells was also shown to facilitate the binding of TATA-binding protein 
(TBP) or transcriptional activators to target DNA sites when target sequences 
reside within a nucleosome (Côté et al., 1994; Khavari et al., 1993; Kwon et al., 
1994; Imbalzano et al., 1994). SWI/SNF can be recruited to target promoters by 
transcriptional activators and its recruitment is independent of promoter 
sequences, TBP or RNA Pol II holoenzyme (Wallberg et al., 2000; Yudkovsky et 
al., 1999). These data suggest that SWI/SNF is associated with transcriptional 
activation and can promote gene-specific activation either upon recruitment by 
different transcriptional activators or by establishing open chromatin structure in 
the promoter to facilitate the binding of transcriptional activators. In addition to 
gene activation, several studies have shown that the SWI/SNF complex is 
required for the transcriptional repression of some genes due to the activation of 
intergenic transcrips, suggesting that it controls transcription in diverse ways 
(Martens and Winston, 2002; Ng et al., 2002; Sudarsanam and Winston, 2000). 
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The role of ISWI family in gene regulation. The nucleosome remodeling factor 
(NURF) complex, containing the ISWI subunit, was originally purified from 
Drosophila embryo extracts (Tsukiyama and Wu, 1995; Tsukiyama et al., 1995). 
Unlike the ATPase activity of the SWI/SNF complex, which is stimulated by both 
nucleosomal DNA and free DNA, the ATPase activity of NURF is primary 
stimulated by assembled nucleosomes (Cairns et al., 1994; Côté et al., 1994; 
Laurent et al., 1993; Tsukiyama and Wu, 1995). Initially, the NURF complex was 
thought to play a role in transcriptional activation as it promotes transcription in 
vitro (Mizuguchi et al., 1997; Tsukiyama et al., 1995). However, studies in 
Drosophila showed a lack of overlap between ISWI protein and RNA Pol II on 
polytene chromosomes, suggesting that ISWI may instead play a role in 
transcriptional repression in vivo (Deuring et al., 2000). In Saccharomyces 
cerevisiae, the ISW2 complex, one of two ISWI family members found in yeast, 
was found to repress early meiotic genes during mitotic growth. Ume6p, a 
sequence-specific DNA binding protein, helps recruit ISW2 complex to target 
sites, and ISW2 establishes nuclease-inaccessible chromatin structure near the 
Ume6p binding sites. This compact chromatin structure is semi-redundant with 
Rpd3-Sin3-mediated histone deacetylation for repression of these genes 
(Goldmark et al., 2000). In addition, ISW2 complex was shown to slide 
nucleosomes closer to the promoter regions in vivo (Fazzio and Tsukiyama, 
2003), suggesting that ISW2 organizes the positions and spacing of 
nucleosomes at its target sites instead of ejecting nucleosomes. Consistent with 
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these findings, ISW2 helps reposition nucleosomes and prevent antisense 
transcription from intergenic regions as well as initiation from cryptic initiation 
sites (Whitehouse et al., 2007).  
The role of CHD family in gene regulation. Similar to the SWI/SNF complex, 
the yeast CHD1 complex remodels nucleosome structure in vitro in an ATP-
dependent manner but ATP-dependent changes conferred by CHD1 were 
distinct from the SWI/SNF complex (Tran et al., 2000). Interestingly, CHD1 was 
shown to interact with elongation factors and localize to transcribed regions 
(Simic et al., 2003), suggesting that CHD1 plays a role in transcription elongation. 
In addition, CHD1 was identified to interact with SAGA (Spt-Ada-Gcn5 
acetyltransferase) and SLIK (SAGA-like) HAT complexes and one of the two 
chromodomains of CHD1 specifically interacts with H3K4me3. These data 
suggest that CHD1 promotes transcription activation by recruiting HAT 
complexes to increase histone acetylation at sites with H3K4me3 (Pray-Grant et 
al., 2005). Recently, nucleosome organization around TSS was shown to be 
disrupted upon depletion of CHD1 (Gkikopoulos et al., 2011). Consistent with 
that, genome-wide mapping revealed that CHD1 is highly enriched in promoter-
proximal regions and is responsible for RNA Pol II-directed nucleosome turnover, 
indicating that CHD1 removes the nucleosomal barrier to promote RNA Pol II exit 
from promoters (Skene et al., 2014; Zentner et al., 2013). However, Chd1-null 
mutantions in yeast are viable but have subtle phenotypes when grown under 
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special conditions (Jin et al., 1998; Tsukiyama et al., 1999; Woodage et al., 
1997). 
Unlike the role of CHD1 in yeast, CHD3/4 (Mi-2α and Mi-2β) is present in 
the NuRD repressive complex in both flies and mammals. The NuRD complex 
contains the histone deacetylases, HDAC1 and HDAC2, and methyl-CpG binding 
domain family proteins, MBD2 or MBD3, supporting their role in gene repression. 
However, the functions of CHD3 or CHD4 in the NuRD complex and how they 
regulate chromatin structure in vivo are poorly understood. Our lab showed that 
BRG1, an ATPase in the SWI/SNF family, and MBD3 antagonistically regulate 
nucleosome occupancy at promoter-proximal regions of their target genes in 
ESCs, suggesting that CHD3/4 could play a role in regulating nucleosomes in 
vivo (Yildirim et al., 2011).  
The role of INO80 family in gene regulation. INO80 was shown to slide 
nucleosomes and SWR1 could evict histones from DNA vitro (Shen et al., 2003; 
Tsukuda et al., 2005). Rvb1 and Rvb2 are present in both INO80 and SWR1 
complexes and their presence is important for chromatin remodeling activity in 
vitro and gene regulation in vivo (Jónsson et al., 2004). INO80 acts both 
positively and negatively to regulate transcription, suggesting that it utilizes 
distinct mechanisms for gene regulation. Human INO80 (hINO80) was shown to 
be recruited to specific target genes by YY1 (Yin-Yang-1), the GLI-Kruppel zinc-
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finger transcription factor, and helps YY1 gain access to its binding sites in order 
to activate transcription (Cai et al., 2007).  
SWR1 could regulate the composition of nucleosomes by catalyzing the 
exchange of H2A for H2A.Z (Krogan et al., 2003; Mizuguchi et al., 2004). In yeast, 
H2A.Z accumulates at both transcriptionally active and inactive regions. In 
certain telomere-proximal regions, the presence of H2A.Z may prevent the 
spread of heterochromatin from chromosome ends into gene-rich regions (Kobor 
et al., 2004; Meneghini et al., 2003). H2A.Z replacement is most prevalent at -1 
and/or +1 nucleosomes around NDRs and these nucleosomes may be less 
stable than canonical nucleosomes, suggesting that H2A.Z plays a role to 
promote DNA exposure and gene activation (Raisner et al., 2005; Zhang et al., 
2005). Interestingly, the Peterson laboratory showed that INO80 in yeast plays 
the opposite role in H2A.Z deposition. Instead of exchanging H2A/H2B with 
H2A.Z/H2B by SWR1, INO80 exchanges H2A.Z/H2B with H2A/H2B and 
regulates the dynamics of H2A.Z containing nucleosomes, suggesting that 
INO80 promotes the eviction of H2A.Z during transcriptional activation to 
maintain genome stability (Papamichos-Chronakis et al., 2011).  
In mammals, Tip60-p400 complex, one of two SWR1 homologs in 
mammals, can regulate chromatin structure through the Tip60 lysine 
acetyltransferase (KAT), which acetylates lysine residues within the amino-
terminal tails of histones H4 and H2A (and H2A variants), as well as many non-
histone proteins and p400, an INO80 family ATPase, which mediates exchange 
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of H2A-H2B dimers for H2A.Z-H2B dimers within nucleosomes (Cai et al., 2005; 
Doyon et al., 2004; Squatrito et al., 2006). Tip60-p400 serves mainly as a 
transcriptional co-activator and interacts with numerous sequence-specific 
transcription factors to activate gene expression in somatic cells (Brady et al., 
1999; Baek et al., 2002; Frank et al., 2003; Legube et al., 2004). In contrast, 
while Tip60-p400 promotes expression of some genes required for cellular 
proliferation and cell cycle regulation in ESCs, its most prominent function is to 
silence genes that are active during differentiation (Fazzio et al., 2008a). 
However, little is known about how Tip60-p400 represses gene expression and 
how Tip60-p400 complex is recruited in ESCs.  
Roles of chromatin remodeling complexes during development 
A common feature of chromatin remodeling complexes in multicellular organisms 
is that the same DNA-dependent ATPase appears in different functional 
complexes, indicating that they could play diverse roles in the same cell or in 
different cell types. For instance, BRG1, a SWI/SNF family protein, is found in 
BAF and PBAF complexes in mammalian cells.  SNF2H, an ISWI family protein, 
is present in CHRAC and ACF complexes and associates respectively with Tip5, 
RSF1, and WSTF to form NoRC (nucleolar remodeling complex), RSF, and 
WICH (WSTF ISWI chromatin remodeling) complexes. CHD family members 
CHD3 and CHD4 are found in different NuRD complexes (Clapier and Cairns, 
2009). In addition, some related complexes have distinct functions that are 
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mediated through combinatorial assembly of the complexes during development. 
The differentially incorporated subunits in these combinatorial complexes are 
often encoded by gene families, with different family members providing 
important for distinct functions of each specific complex assembly. 
The SWI/SNF family during development. The diverse functions of SWI/SNF 
complexes are required for dynamic changes in gene expression and cell state 
during development. Brm, encoding the catalytic ATPase of BAP complex in fly, 
was initially identified as a repressor of Polycomb mutations (Kennison and 
Tamkun, 1988; Peterson and Tamkun, 1995; Tamkun et al., 1992) and is 
essential for oogenesis and embryogenesis (Brizuela et al., 1994; Tamkun, 
1995). In mammals, alternative ATPase subunits of the SWI/SNF complex are 
encoded by Brm and Brg1, which are mutually exclusive within the complex. 
However, mutations in the genes encoding the two ATPases in mice have 
different phenotypes. Brg1 null mice are embryonic lethal (pre-implantation) while 
Brm null mice develop normally (Bultman et al., 2000; Reyes et al., 1998), 
indicating that BAF complexes with Brg1 play the important role during early 
embryonic development. In ESCs, esBAF, which contains BRG1 but not BRM, 
and BAF155 but not BAF170, plays a crucial role in maintaining self-renewal and 
pluripotency. Additionally, several cell-type specific BAF complexes in which 
different BAF subunits are replaced with paralogs were identified and shown to 
play cell-type specific roles in the brain, heart and muscle (Ho and Crabtree, 
2010; Lessard et al., 2007).  
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The ISWI family during development. In mammals, two ISWI ATPases are 
expressed: SNF2H, a component of multiple chromatin remodeling complexes, 
and SNF2L, which is found in NURF complex. In addition, SNF2L and SNF2H 
have non-overlapping protein expression patterns in mice (Dirscherl and Krebs, 
2004), supporting the idea that they have different biological roles. 
The several SNF2H containing complexes play different roles in biological 
processes, such as transcriptional activation/repression and DNA replication. 
SNF2H is a member of the NoRC complex, which is involved in transcriptional 
activation and repression while ACF, CHRAC, RSF and WICH complexes are 
required for the regulation of chromatin structure, the replication of DNA through 
heterchromatin, and the segregation of chromosomes (Dirscherl and Krebs, 
2004). Likely due to its diverse roles, mice lacking SNF2H die during the pre-
implantation stage because of the growth arrest and cell death within both the 
trophectoderm and ICM (Stopka and Skoultchi, 2003).  
In contrast to SNF2H, SNF2L mutant mice grew normally, but had larger 
heads (Yip et al., 2012). Interestingly, BPTF (the largest subunit of NURF 
complex) null mice die between E7.5 and E8.5 due to defects in gastrulation 
while BPTF-null ESCs are viable but not able to differentiate into mesoderm and 
endoderm lineages (Landry et al., 2008). Taken together, these data suggest that 
SNF2H and SNF2L might play key roles at different time points during 
development.  
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The CHD family during development. Only one CHD family ATPase is present 
in yeast, whereas nine members are found in humans (Hall and Georgel, 2007), 
suggesting that the CHD family play different roles during the development in 
mammals. CHD proteins in mammals are broadly classified into three subfamilies 
based on their constituent domains: subfamily I (CHD1 and CHD2), subfamily II 
(CHD3 and CHD4), and subfamily III (CHD5, CHD6, CHD7, CHD8 and CHD9). 
The depletion of CHD1 by RNAi in ESCs results in the loss of proliferation, and 
pluripotency, and increases heterchromatin formation, suggesting that CHD1 
maintains open chromatin structure in ESCs to promote pluripotency (Gaspar-
Maia et al., 2009).  
In contrast to CHD1, MBD3 (a subunit of NuRD complexes; subfamily II) 
null ESCs are viable but fail to fully commit to developmental lineages, as a result 
of impaired silencing of pluripotency genes (Kaji et al., 2006). Similar to BAF 
complexes, NuRD complexes also maintain distinct functions through 
combinatorial assembly. Each complex contains one MTA protein: MTA1, MTA2, 
or MTA3 and one MBD protein: MBD2 or MBD3. These combinations are 
mutually exclusive and provide distinct functions. In B lymphocytes, MTA3 
containing NuRD complexes interact with BCL-6, a key regulator of B cell 
differentiation, to repress terminal differentiation into plasma cells until 
appropriate signals occur (such as the signal to trigger BCL-6 acetylation 
because the interaction of MTA3 and BCL-6 is sensitive to BCL-6 acetylation 
level) (Fujita et al., 2004). In genetic studies, the depletion of MBD3 in mice was 
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lethal during early embryogenesis while MBD2-null mice were viable and fertile 
(Hendrich et al., 2001). In addition, MBD2 binds to DNA marked with 5-
methylcytosine modifications in vitro in contrast to MBD3, which binds to 5-
hydroxymethylcytosine and unmethylated DNA, but not 5-methylcytosine 
(Hendrich and Bird, 1998; Saito and Ishikawa, 2002; Yildirim et al., 2011; Zhang 
et al., 1999). These data suggest that MBD2-NuRD and MBD3-NuRD play 
different roles during development, and the composition of the NuRD complexes 
may vary by cell type to give rise to a diverse set of complexes with multiple 
unique functions. 
The INO80 family during development. The INO80 family contains the INO80 
and SWR1 complexes in yeast and the INO80, SRCAP, and Tip60-p400 
complexes in mammals. In mouse ESCs, Oct4 and Wdr5 were shown to be 
necessary for INO80 binding to many target genes. This binding of INO80 to 
chromatin promotes formation of open chromatin structure and recruitment of 
Mediator and RNA Pol II for gene activation (Wang et al., 2014). 
Tip60-p400 participates in diverse cellular processes, such as 
transcriptional regulation, DNA damage repair and apoptosis (Ikura et al., 2000; 
Kusch et al., 2004; Legube et al., 2004; Squatrito et al., 2006; Xu and Price, 
2011), and might regulate those processes through its enzymatic activities 
(acetylation, H2A.Z exchange, or both). H2A.Z is essential for the development of 
both mice and flies (Faast et al., 2001; van Daal and Elgin, 1992), leading to the 
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hypothesis that p400 plays key role during development by facilitating H2A.Z 
incorporation. Depletion of H2A.Z in ESCs did not change ESC proliferation or 
morphology but inhibits differentiation into certain lineages, indicating H2A.Z is 
necessary for lineage-specific gene expression during differentiation (Creyghton 
et al., 2008). Consistent with this possibility, knockdown of Tip60 or p400 by 
RNAi in ESCs causes changes in cell morphology consistent with initiation of ES 
cell differentiation and shows defects in both self-renewal and pluripotency 
(Fazzio et al., 2008a). In addition, Tip60 and p400 null mice die at the early 
embryonic stage, suggesting that Tip60-p400 complex is necessary during 
development (Hu et al., 2009; Ueda et al., 2007). SRCAP containing complexes 
are required for H2A.Z exchange in vivo (Wong et al., 2007), although the role of 
those complexes during development have not yet been described.  
Chromatin structure and noncoding RNAs 
In mouse cells, heterchromatin was found to contain at least two-fold more 
chromatin-associated RNA than euchromatin, suggesting that RNA could be a 
component of heterchromatin or regulate chromatin structure (Paul and 
Duerksen, 1975). In plants, small RNAs generated from transposable-element-
derived tandem repeats can target homologous genomic DNA sequences and 
recruit a de novo DNA methyltransferase for cytosine methylation through a 
phenomenon termed RNA-directed DNA methylation (RdDM)   (Lippman et al., 
2004; Wassenegger et al., 1994). RdDM can serve as signal to promote 
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H3K9me3 and maintain heterchromatin structure (Bernstein and Allis, 2005; Law 
and Jacobsen, 2010), explaining the observation that the increased RNA 
abundance associated with heterchromatin in mice.  
After the human genome sequencing project was completed and genomic 
maps of chromatin modifications were obtained, more than 1000 long noncoding 
RNAs (lncRNAs) were identified in human cells and found to associate with 
chromatin-modifying complexes to regulate gene expression (Khalil et al., 2009). 
LncRNAs are transcribed by RNA Pol II and defined as RNAs longer than 200 
nucleotides, but which still typically maintain regular RNA modifications, such as 
a 5’-cap and polyadenylation at their 3’ ends. LncRNAs are not thought to be 
translated into proteins, although this remains controversial (Guttman et al., 
2013; Ingolia et al., 2011; Ingolia et al., 2014; Ruiz-Orera et al., 2014). 
Dosage compensation of the sex chromosomes is a classic example in 
which lncRNAs are involved in gene regulation. In mammals, dosage 
compensation refers to the process whereby the expression levels of genes on 
the two X chromosomes in female cells are made equal to the single X 
chromosome in male cells. The lncRNA Xist is generated from one of two X 
chromosomes in female cells and alters the chromatin structure of the entire X 
chromosome, which becomes the inactive X (Xi), to achieve transcriptional 
silencing (Gendrel and Heard, 2014). Xist has been found to interact with PRC2 
through a domain named Repeat A (RepA) in vitro and is reported to be recruited 
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to the target X chromosome by YY1, a sequence-specific transcription factor, for 
gene silencing (Jeon and Lee, 2011; Zhao et al., 2008). However, a recent study 
identified proteins specifically associated with Xist and showed that SHARP and 
HDAC3, but not RepA, are required for Xist-mediated recruitment of PRC2 in 
vivo (McHugh et al., 2015). 
LncRNAs could repress gene expression by interacting with different 
chromatin modifying and remodeling complexes. In imprinting, the paternally and 
maternally inherited alleles are differentially expressed, and lncRNAs are often 
involved in distinguishing the two alleles. The histone H3 lysine 9 methylase G9a 
is thought to mediate H3K9me3 and transcriptional silencing of Kcnq1 or Igf2r 
loci by interacting with lncRNA Air or Kcnq1ot1 respectively (Nagano et al., 2008; 
Pandey et al., 2008). Furthermore, lncRNAs can serve as modular scaffolds of 
chromatin modifying complexes. As one example, the Chang laboratory showed 
that HOTAIR, a lncRNA that silences the HOXD gene cluster (among other 
genes), interacts with two repressive complexes, PRC2 and 
LSD1/CoREST/REST, through the 5’ and 3’ domains of HOTAIR respectively 
(Tsai et al., 2010). 
In addition to the roles of lncRNAs in gene repression, some lncRNAs 
transcribed bi-directionally by RNA Pol II from activating enhancers (eRNAs) 
were shown to correlate with mRNA levels of nearby genes. Those eRNAs 
usually lack poly A tails and are expressed at very low levels (De Santa et al., 
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2010; Kim et al., 2010b). However, the observation that eRNAs are expressed 
from many enhancers raises the question of whether eRNAs merely correlate 
with active enhancers (as a “mistake” of RNA Pol II recruitment) or a functional 
component of enhancer activity. Several studies have used different approaches 
to explore this question including, RNA interference, DNA-RNA hybrid induced 
degradation via RNaseH, tethering eRNA with RNAs, or transcription inhibition by 
chemical inhibitors to test the functions of eRNA. These studies found that 
eRNAs are necessary in some cases to activate gene expression, but thsat 
eRNA production might occur after the assembly of active enhancers (Hah et al., 
2013; Lam et al., 2013; Lam et al., 2014). Another possibility is that eRNAs might 
promote chromosomal looping between enhancers and TSSs. The Rosenfeld 
laboratory showed that knockdown of eRNAs reduced enhancer-promoter 
interactions and subsequently decreased coding gene activation (Li et al., 2013). 
However, the Kraus laboratory showed that looping at other enhancers is 
independent of eRNA expression (Hah et al., 2013). Additionally, eRNAs might 
collaborate with transcriptional activators for gene activation. Recently, HOTTIP, 
an enhancer-like lncRNA, was found to activate HOXA gene cluster by directly 
interacting with WDR5, a key component of the MLL complex that catalyzes the 
H3K4me3 mark (Wang et al., 2011). 
Furthermore, lncRNAs were also found to play important roles during 
development (Guttman and Rinn, 2012; Pauli et al., 2011). From an RNAi 
screen, lncRNAs were found to interact with different chromatin regulators and 
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are essential for ESC self-renewal and pluripotency (Guttman et al., 2011). The 
functions of lncRNAs within chromatin remodeling enzymes are not well 
understood. However, roles in targeting chromatin remodeling complexes, 
maintaining complex architecture, or regulating complex activities have all been 
proposed (Guttman and Rinn, 2012; Rinn and Chang, 2012). Therefore, the 
investigation of how chromatin regulators interact with lncRNAs is a critical area 
of future research. These studies will provide an additional new layer of 
understanding of the mechanisms underlying transcriptional regulation.  
Perspectives 
Over the past 25 years, it has become clear that chromatin structure and 
chromatin remodeling complexes play crucial roles in cell fate. Prior to the 
beginning of my project, a large number of chromatin remodeling complexes had 
been found to play critical roles in ESC self-renewal and pluripotency. However, 
the rules governing how they are targeted to specific genes, and how they 
regulate cell fate are not well understood. In the beginning of my thesis work, I 
developed a method that allows one to probe chromatin accessibility within 
nucleosomes and non-nucleosomal DNA genome-wide, and can be used to 
study the functions of chromatin remodeling complexes. Subsequently, in order 
to better understand the functions and mechanisms of action of chromatin 
remodeling complexes during development, I focused on the roles of Tip60-p400 
complex in control of ESC identity. These studies led me to identify a stem cell-
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specific form of Tip60-p400 complex, as well as the roles of coding and non-
coding RNAs in regulation of Tip60-p400 function. In the following chapters, I 
describe the findings I have made in these areas, as well as some unexpected 
findings regarding regulation of additional chromatin regulatory factors important 
for pluripotency. 
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CHAPTER I: 
PREFACE 
Chapter I is reprinted from the following work with myself as the first author: 
Unbiased chromatin accessibility profiling by RED-seq uncovers unique 
features of nucleosome variants in vivo 
Poshen B. Chen, Lihua J. Zhu, Sarah J. Hainer, Kurtis N. McCannell and 
Thomas G. Fazzio 
BMC Genomics. 2014 Dec 15; 15:1104. doi: 10.1186/1471-2164-15-1104. 
 
Contributions:  
Poshen Chen and Thomas Fazzio developed the RED-seq method and designed 
most experiments. Poshen Chen carried out all RED-seq and ChIP experiments, 
as well as most data analyses. Lihua Zhu wrote the REDseq R package and 
performed the initial RED-seq data analysis. Sarah Hainer performed the MNase-
seq experiments and initial data analysis. Kurtis McCannell performed and 
analyzed the qPCR experiments. Poshen Chen, Lihua Zhu, Sarah Hainer and 
Thomas Fazzio wrote the paper. 
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CHAPTER I: Unbiased chromatin accessibility profiling by RED-seq 
uncovers unique features of nucleosome variants in vivo  
ABSTRACT 
Differential accessibility of DNA to nuclear proteins underlies the 
regulation of numerous cellular processes. Although DNA accessibility is 
primarily determined by the presence or absence of nucleosomes, differences in 
nucleosome composition or dynamics may also regulate accessibility. Methods 
for mapping nucleosome positions and occupancies genome-wide (MNase-seq) 
have uncovered the nucleosome landscapes of many different cell types and 
organisms. Conversely, methods specialized for the detection of large 
nucleosome-free regions of chromatin (DNase-seq, FAIRE-seq) have uncovered 
numerous gene regulatory elements. However, these methods are less 
successful in measuring the accessibility of DNA sequences within nucelosome 
arrays. Here we probe the genome-wide accessibility of multiple cell types in an 
unbiased manner using restriction endonuclease digestion of chromatin coupled 
to deep sequencing (RED-seq). Using this method, we identified differences in 
chromatin accessibility between populations of cells, not only in nucleosome-
depleted regions of the genome (e.g., enhancers and promoters), but also within 
the majority of the genome that is packaged into nucleosome arrays. 
Furthermore, we identified both large differences in chromatin accessibility in 
distinct cell lineages and subtle but significant changes during differentiation of 
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mouse embryonic stem cells (ESCs). Most significantly, using RED-seq, we 
identified differences in accessibility among nucleosomes harboring well-studied 
histone variants, and show that these differences depend on factors required for 
their deposition. We demonstrate that different types of nucleosomes within 
mammalian cells exhibit different degrees of accessibility. These findings provide 
significant insight into the regulation of DNA accessibility. 
INTRODUCTION 
Eukaryotic genomes are wrapped around histone octamers to form 
nucleosome arrays, which are further packaged into the nucleus. Although 
chromatin compaction facilitates storage of large quantities of DNA within small 
nuclear compartments, it drastically reduces the accessibility of genomic DNA to 
proteins that require access. Nucleosomal DNA is relatively inaccessible to DNA 
binding proteins due to both the occlusion of approximately half of its surface by 
contacts with histones, as well as the distortion of the normal B-form structure 
that occurs when DNA is wrapped around a histone octamer (Luger and 
Richmond, 1998). Consequently, chromatin structure must be disrupted to 
facilitate normal cellular processes, such as DNA repair, recombination, 
replication, and transcription. 
Although protection of DNA from nuclear factors by the formation of tight 
interactions with histones appears to be the major method by which DNA 
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accessibility is regulated, many different isoforms of the histone octamer exist 
within most eukaryotes, each with distinct biochemical and biophysical properties 
(Abbott et al., 2001; Bao et al., 2004; Doyen et al., 2006; Thambirajah et al., 
2006; Jin and Felsenfeld, 2007; Luger et al., 2012; Watanabe et al., 2013). 
These differences are mainly derived from two sources. First, most eukaryotes 
express several variants each of histones H2A and H3. Within each family, 
differences between variants can range from a few amino acid substitutions to 
the presence or absence of additional, non-histone domains at their amino- or 
carboxyl-termini. Second, all four core histone proteins are subject to a wide 
array of post-translational modifications, including acetylation, methylation, 
phosphorylation, ubiquitylation, and others. Several of these modifications and 
variants change the overall charge of the histone octamer and/or create or 
destroy binding sites for proteins, resulting in alterations in nucleosome stability 
(Thambirajah et al., 2006; Li et al., 1993; Wang and Hayes, 2008; 
Chandrasekharan et al., 2010). Together, these differences in nucleosome 
structure and stability conferred by histone variants and modifications raise the 
possibility that accessibility of nucleosomal DNA may not be a simple binary 
phenomenon in which nucleosome-bound DNA is completely protected and 
nucleosome-free DNA is completely accessible; rather, DNA within some 
variants of nucleosomes may be more accessible than DNA bound by other 
variants. For example, nucleosomes harboring histone variants H2A.Z and/or 
H3.3 are extractable from bulk chromatin at lower salt and, in some cases, 
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protect smaller footprints of DNA from nucleases than canonical nucleosomes 
(Jin and Felsenfeld, 2007; Henikoff et al., 2009; Jin et al., 2009; Tolstorukov et 
al., 2009), raising the possibility that DNA within certain nucleosome variants is 
more broadly accessible, due to either biophysical properties or dynamic 
behavior of these nucleosomes. However, this possibility remains to be directly 
tested in vivo. 
Along with differences in chromatin structure within distinct genomic 
regions in individual cell types, cell type-specific chromatin structural differences 
facilitate gene expression patterns specific to cells of different lineages 
(Weintraub and Groudine, 1976). In embryonic stem cells (ESCs), chromatin 
structure is relatively open (less heterochromatic) compared to differentiated 
cells, which may be necessary for their ability to self-renew (proliferate as ESCs) 
while maintaining the flexibility to turn on lineage-specific genes during 
differentiation (Meshorer and Misteli, 2006; Meshorer, 2007). As ESCs 
differentiate, DNA accessibility decreases, chromatin becomes less dynamic, and 
larger blocks of heterochromatin form, suggesting that differentiation induced 
chromatin alterations may stabilize cell fates by “locking down” regions of the 
genome in heterochromatic blocks that are relatively insensitive to transcriptional 
activators. 
Methods have been developed to study DNA accessibility based on either 
the protection of nucleosomal DNA from general endonuclease digestion or the 
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differential solubility properties of open and closed chromatin. Deoxyribonuclease 
I (DNase I) (Crawford et al., 2006; Sabo et al., 2006) preferentially digests 
nucleosome-free DNA (Wu, 1980; Saragosti et al., 1980; Schones et al., 2008), 
and genomic regions that are more sensitive to DNase I digestion – called 
DNase I hypersensitive sites (DHSs) – can be identified by deep sequencing 
(DNase-seq) (Boyle et al., 2008). Formaldehyde-Assisted Isolation of Regulatory 
Elements (FAIRE) is a second method to isolate accessible genomic regions, 
which uses organic extractions of formaldehyde cross-linked chromatin to enrich 
protein-free DNA fragments that are subsequently identified by microarrays 
(FAIRE-chip)  (Giresi et al., 2007) or high-throughput sequencing (FAIRE-seq) 
(Waki et al., 2011). Consistent with the requirement of most transcription factors 
(TFs) for accessible binding sites on DNA, DHSs and FAIRE-seq peaks are 
enriched for regulatory regions of active genes (enhancers and promoters). 
Conversely, micrococcal nuclease digestion of chromatin followed by deep 
sequencing of the regions of DNA protected from digestion (MNase-seq) allows 
inference of the positions and occupancy levels of nucleosomes in a population 
(when footprints of ~150 bp are quantified) and TFs (when footprints less than 
~80 bp are considered) (Schones et al., 2008; Yuan et al., 2005; Henikoff et al., 
2011; Kent et al., 2011). When compared to maps of nucleosome positions, both 
DNase-seq and FAIRE-seq tend to identify large nucleosome-depleted regions 
that range from 100-300 bp in length (Mouse ENCODE Consortium et al., 2012). 
As a result, differences in DNA accessibility that occur within or close to 
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nucleosomes, or quantitative differences in accessibility of individual 
nucleosomes, are difficult to detect by these methods. 
In addition, for more than three decades, restriction enzymes (REs) have 
been utilized to probe DNA accessibility at individual loci (Liberator and Lingrel, 
1984; Almer and Hörz, 1986; Logie and Peterson, 1997; Narlikar et al., 2001; 
Ohkawa et al., 2006). Since REs digest DNA at specific nucleotide sequences 
known as restriction sites (RSs), REs can quantitatively probe cell type-specific 
differences in accessibility at individual positions, when combined with Southern 
blotting or PCR. The accessibility of chromatin to REs can, in principle, be 
quantified at any genomic location that harbors an RS, including DHSs, DNA 
sequences within nucleosomes, and linker regions within closely-spaced 
nucleosome arrays. Previously, Gargiulo et al developed a genome-wide method 
to probe chromatin structure using restriction enzymes, finding that chromatin 
accessibility correlated broadly with gene expression in hematopoietic cell 
lineages and became progressively restricted during differentiation (Gargiulo et 
al., 2009). Here we modified this method to reduce potential biases in library 
production and increase the fraction of reads within a library that directly reflect 
RE cleavage. We employ this modified method, termed RED-seq, to measure RE 
accessibility across the genome of multiple cell types. 
Here we show that, as with DNase-seq and FAIRE-seq, RED-seq 
uncovers known regions of open chromatin, validating the method as a genome-
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wide probe of chromatin accessibility. Furthermore, we find that RED-seq can 
quantify both large differences in chromatin accessibility between different cell 
types and subtle changes that occur during ESC differentiation, highlighting the 
sensitivity of the assay. However, unlike these methods, we find that RED-seq 
also identifies differences in accessibility within nucleosome arrays. 
Consequently, we uncover significant differences in accessibility between 
nucleosomes containing different histone variants, showing that DNA bound by 
nucleosomes containing H2A.Z or H3.3 are more accessible than the genome-
wide average. Consistent with this model, RNAi-mediated depletion of factors 
required for H2A.Z or H3.3 deposition into chromatin results in reduction of 
accessibility at these sites. Therefore, these results provide in vivo evidence that 
DNA accessibility within nucleosomes is modulated by the composition of histone 
proteins. 
RESULTS 
Genome-wide measurement of chromatin accessibility by RED-seq 
Due to the inherent biases of standard methods of measuring chromatin 
accessibility, such as DNase-seq and FAIRE-seq, toward nucleosome-free 
regions of DNA, these methods are not well suited to examination of chromatin 
accessibility in the vast majority of the genome found within nucleosome arrays. 
A prior RE-based method of probing chromatin accessibility genome-wide (called 
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NA-Seq) revealed that accessibility of regulatory regions of genes correlated with 
their gene expression patterns (Gargiulo et al., 2009). We therefore wished to 
examine the accessibility of ESC chromatin using REs, in order to probe regions 
of open chromatin structure that are well covered by DNase-seq and FAIRE-seq 
maps (to assess whether REs faithfully report known features of ESC chromatin 
structure), as well as examine chromatin accessibility within nucleosomes and 
between nucleosomes that lie within regularly-spaced nucleosome arrays. 
NA-Seq was previously performed by exposing purified nuclei to REs, 
secondary digestion of the purified DNA with an additional RE, ligation of linkers, 
and 454 pyrosequencing (Gargiulo et al., 2009). We modified the NA-Seq 
method in several ways (Figure I.1A): First, we performed RE digestion on 
permeabilized cells without nuclear purification in order to reduce processing 
steps prior to chromatin digestion by REs. Second, we used an unbiased, 
sonication-based shearing approach after DNA purification to reduce potential 
biases in the library introduced by the genomic distribution of the restriction sites 
(RSs) specific for the post-DNA purification RE used in NA-Seq. Finally, we used 
two separate linker ligation steps to ensure that single-read Illumina sequencing 
would sequence the end of each DNA fragment cleaved by the RE (rather than 
the randomly sheared end), making nearly all mapped reads informative, rather 
than about half. We refer to this modified method as RED-seq to distinguish this 
modified protocol from the previous NA-Seq approach. 
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 In principle, any RE or combination of REs could be used for RED-seq library 
preparation. We utilized Sau96I, an RE with a four base RS (GGNCC) that 
occurs frequently throughout the mouse genome and is abundant within gene 
regulatory sequences, in order to probe genome-wide accessibility at relatively 
high resolution. First, we compared the differences in RE accessibility between 
mouse ESC chromatin and naked DNA. Because chromatin and naked DNA 
have identical RSs, differences in RE accessibility should result directly from the 
influences of chromatin proteins on accessibility at each RS (e.g., nucleosome 
occupancy or binding of non-histone proteins). Indeed, naked DNA was more 
efficiently cleaved and the digestion products were more uniformly distributed 
compared to ESC chromatin (Figure I.1B), as expected. Next, we prepared 
sequencing libraries of ESC and naked DNA samples, to quantify the digestion 
frequency at each Sau96I RS in the genome, and sequenced the libraries. The 
enrichment within the sequence reads of the expected product of Sau96I 
digestion (GNCC) immediately following the adapter barcode confirmed the 
quality of the libraries (Figure I.1C). 
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Figure I.1: The RED-seq method for genome-wide measurement of RE 
accessibility 
(A) RED-seq workflow. RSs are shown in red, yellow boxes (Step 3) represent RS-proximal 
adaptors, dark blue boxes (Step 5) represent RS-distal adaptors, orange circles represent biotin, 
light blue boxes represent paired-end PCR primers, large blue circles (Step 1) represent 
nucleosomes, and DNA is shown in black.  
(B) Ethidium bromide stained agarose gel indicating bulk digestion levels of chromatin and naked 
DNA.  
(C) An example FASTQ file is shown to illustrate the near-uniform sequencing of the RS-
containing end of each fragment in the library, signified by the large enrichment of G at position 5, 
and a CC dinucleotide at positions 7 and 8, derived from the cleaved and blunt-ended Sau96I site 
(GNCC). 
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We developed a software package (also named REDseq; available as a 
Bioconductor package) to assign each read to a unique RS in the mouse 
genome (see Methods for details), and count the relative cut frequency per site 
corresponding to normalized read counts assigned to each RS. As we observed 
by electrophoresis of digested naked DNA or chromatin (Figure I.1B), average 
RE accessibility, as measured by relative cut frequency per RS, was reduced in 
the chromatin library relative to naked DNA at most sites (Figure I.2A). As 
expected, due to the fact that cutting frequency at each RS was normalized to 
total reads in each library, we observed fragments derived from some RSs that 
were more abundant in the chromatin library than the naked DNA library. In 
addition, cleavage within the naked DNA library was not uniform at all RSs 
(Figure I.2A), likely due to the fact that fragments generated by two Sau96I 
cleavages within close proximity are selected against during library preparation, 
which eliminates small DNA fragments. This is less of a concern in chromatin 
samples, in which cleavage at most RSs is suppressed.  
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Figure I.2: Comparison of RED-seq to naked DNA digestion 
(A) RE accessibility reads from mouse ESC chromatin (top) and naked DNA 
(bottom) from a 3 Mb region of chromosome 14 (Chr14). Shown are normalized reads per million 
(RPM). 
(B) Scatterplot of RE accessibility[Log2(RPM)] for Chr14 from chromatin relative to naked DNA. 
 
(C) RE accessibility from chromatin and naked DNA of two Hox genes, Hoxa4 and Hoxa11, which 
are silent in ESCs. Dotted lines highlight the genomic regions with RE accessibility differences 
apparent between chromatin and naked DNA. 
 
(D) RE accessibility from chromatin and naked DNA of two highly expressed genes in ESCs, 
Oct4 and Eef1a1. 
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Furthermore, we did not observe a strong correlation between the reads from 
chromatin DNA and naked DNA (R=0.376), confirming that the degree of RE 
digestion at most sites was different between chromatin and naked DNA (Figure 
I.2B). Thus, RED-seq accurately reflects inhibition of RE accessibility by the 
presence of chromatin in vivo. 
Active genes and nucleosome-free regions are highly accessible 
RE accessibility in promoter-proximal regions is usually correlated with 
gene expression  (Pfeiffer and Zachau, 1980; Felsenfeld, 1992; Kornberg and 
Lorch, 1992). Homeobox (Hox) genes encode key developmental TFs that are 
not expressed in ESCs (Pearson et al., 2005). We observed low levels of RE 
accessibility around Hox genes relative to surrounding regions and normalized 
naked DNA reads (Figure I.2C). In contrast, for genes that are highly expressed 
in ESCs (Oct4, Eef1a1), RE accessibility was elevated within upstream 
regulatory regions and surrounding transcriptional start sites (TSSs) (Figure 
I.2D). Overall, these results showed that enhanced RE accessibility was 
generally associated with transcriptional activity, consistent with previous data. 
 DNase I is frequently used to identify open chromatin/nucleosome-free 
regions of the genome, and many gene regulatory elements are hypersensitive to 
DNase I  (Saragosti et al., 1980; Schones et al., 2008; Davie and Saunders, 
1981; Xi et al., 2007). Therefore, we next examined the frequency of RED-seq 
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reads surrounding annotated DHSs in ESCs. Since RSs are non-uniformly 
distributed throughout the genome, we compared RE accessibility averaged over 
all DHSs to average RS density to test whether DHSs were generally accessible 
or inaccessible. We found that RE accessibility over DHSs was strongly 
enhanced relative to the RS density surrounding these regions (Figure I.3A). 
DHSs are typically nucleosome-depleted and highly transcribed, relative to 
DNase I-insensitive regions (Saragosti et al., 1980; Schones et al., 2008; Davie 
and Saunders, 1981; Xi et al., 2007). Therefore, we compared our RED-seq data 
to nucleosome occupancy maps previously obtained by deep sequencing of 
nucleosome-sized DNA fragments protected from digestion by micrococcal 
nuclease (MNase-seq) (Carone et al., 2014), and found that nucleosomes were 
strongly depleted over DHSs (Figure I.3B), consistent with the higher RE 
accessibility we observed. 
Next, we compared RE accessibility surrounding the binding sites of two 
key TFs in ESCs. CTCF is a sequence-specific insulator binding protein with 
important roles in regulation of imprinted gene expression (Fedoriw et al., 2004; 
Szabó et al., 2004) and higher-order chromatin structure (Kurukuti et al., 2006). 
RE accessibility was enriched within the regions surrounding CTCF (Figure I.3C). 
As previously reported (Fu et al., 2008; Cuddapah et al., 2009), CTCF binding 
sites are depleted of nucleosomes, with well-positioned nucleosomes flanking the 
nucleosome-free regions (Figure I.3D), explaining the higher accessibility we 
observed at these sites. Interestingly, for highly abundant nucleosome-free 
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regions such as CTCF binding sites and DHSs, RED-seq also revealed 
nucleosome phasing around nucleosome-depleted regions, with smaller phased 
peaks of RE accessibility found within linker regions (Figures I.3E-F).  
Since the majority of inter-nucleosomal linkers are relatively small (averaging 
approximately 30 bp in ESCs (Cao et al., 2013), this phasing is not apparent 
using DNase-seq (Mouse ENCODE Consortium et al., 2012) which is specialized 
for identification of long stretches of nucleosome-free DNA (Figure I.3E-F). 
Together these results show that while the resolution of RED-seq at the level of 
individual loci is variable and depends on the frequency of RSs at each locus, 
when averaged over thousands of loci RED-seq not only identifies large 
nucleosome-free regions identified by DNase-seq, but can also probe DNA linker 
regions within nucleosome arrays. 
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Figure I.3: RED-seq captures the enhanced accessibility of open chromatin 
regions 
Average RE accessibility (A, C) and nucleosome occupancy (B, D) [GEO:GSM1400766] of 
indicated chromatin domains. RED-seq or MNase-seq data are aligned on the centers of all 
peaks of DHSs (A-B), or CTCF binding sites (C-D), and averaged within a 2 kb region (-1000 to 
+1000 bp from the peaks). Normalized RE accessibility and RS density are shown. There are 
159,331 DHSs [GEO:GSM1014154] (A-B), and 15,657 CTCF binding sites [GEO:GSE11431] (C-
D) plotted. 
(E-F) Chromatin accessibility determined by RED-seq or DNase-seq and nucleosome occupancy 
are shown surrounding CTCF binding sites (E) or DHSs (F). Arrows indicate the phased peaks of 
RE accessibility found within linker regions. 
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Remodeling of chromatin accessibility during differentiation 
ESC chromatin structure is relatively dynamic and is depleted of large 
blocks of heterochromatin, unlike many differentiated cell types, suggesting that 
major alterations in chromatin structure that accompany cellular differentiation 
may be important for lineage commitment (Meshorer and Misteli, 2006). To study 
chromatin accessibility during differentiation, we first tested whether RED-seq 
could identify distinct RE accessibility patterns in different cell types by 
comparing chromatin accessibility in ESCs and mouse embryonic fibroblasts 
(MEFs). We found that, in MEFs, nucleosome occupancy was increased and RE 
accessibility decreased at ESC-specific DHSs (Figure I.4A-B), consistent with the 
widespread differences in chromatin structure and gene expression between 
these two cell types. As with DHSs, RE accessibility at sites of CTCF binding in 
ESCs was reduced in MEFs (Figure I.4C-D), and these results were consistent in 
biological replicate RED- seq libraries from both cell types (Figure I.4E). 
Figure I.4: Cell type-specific differences in chromatin accessibility 
(A) Average RE accessibility of ESCs (blue) or MEFs (red) shown relative to DNase I 
hypersensitive sites (DHSs) identified in ESCs [GEO:GSE46588].  
(B) Nucleosome occupancy of the same regions is shown for ESCs [GEO:GSM1400766] and 
MEFs [GEO:GSM1004654].  
(C) Average RE accessibility and (D) nucleosome occupancy surrounding CTCF binding regions 
in ESCs [GEO:GSE11431] are shown for ESCs and MEFs.  
(E) Average accessibilities over DHSs and CTCF binding sites were quantified for biological 
replicate experiments from –200 to +200 bp with respect to the indicated feature. P-values 
indicating statistical significance of accessibility between ESCs and MEFs are indicated.  
(F, G) RE accessibility of ESCs and MEFs surrounding the Oct4 gene (F) and two genes within 
the Hoxb cluster (G). RNA Polymerase II (RNA Pol II) ChIP-seq reads [GEO:GSE29184] from 
ESCs and MEFs are shown for the same regions.                             
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Finally, we examined RE accessibility within regions surrounding TSSs in both 
cell types. TSS-proximal regions of actively transcribed genes are usually 
nucleosome-depleted and the degree of nucleosome-depletion correlates with 
transcriptional activity at many genes. As expected, RE accessibility was higher 
in ESCs than in MEFs surrounding the TSSs of genes that were highly 
expressed in ESCs (Figure I.4F), whereas genes highly expressed in MEFs were 
generally more accessible in MEFs (Figure I.4G). These data confirmed that 
RED-seq could identify differences in chromatin accessibility between two distinct 
cell types that reflected differences in TF binding and gene expression. 
Next, to test whether we could observe more subtle changes in chromatin 
structure during cellular differentiation, we differentiated ESCs by RNAi-mediated 
knockdown (KD) of the ESC pluripotency TF Oct4. We chose this differentiation 
model since, unlike most other methods of differentiation that generate 
heterogeneous mixtures of many different cell types from all three germ layers, 
Oct4 KD robustly induces differentiation to trophectoderm specifically (Niwa et 
al., 2000). Consistent with previous reports (Niwa et al., 2000), Oct4 KD 
promoted ESC differentiation to cells with trophoblast morphology (Figure I.5A-
B). Using RED-seq, we found that RE accessibility was decreased upon Oct4 KD 
near ESC DHSs and CTCF binding sites (Figure I.5C-E).  
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Figure I.5: Alterations in RE accessibility during ESC differentiation 
(A) Brightfield images of control (EGFP) or Oct4 KD ESC colonies indicate colony flattening and 
elongated cellular morphology upon Oct4 depletion.  
(B) Western blot of Oct4 in control (EGFP) or Oct4 KDs, indicating KD efficiency. RNA 
Polymerase II blot (RNA Pol II) is shown as a loading control.  
(C, E) Average RE accessibility upon EGFP or Oct4 KD is shown relative to DHSs (C), or CTCF 
binding sites (E).  
(D, F) MNase-seq data. Nucleosome occupancy over DHSs (D), or CTCF binding sites (F). 
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Although the reduction in DNA accessibility upon Oct4 KD was not as severe as 
in MEFs, we also observed slightly increased nucleosome occupancy by MNase-
seq upon Oct4 KD at ESC DHSs and CTCF binding sites (Figure I.5D, F), 
consistent with the decrease in RE accessibility that we observed in these 
regions.  
 To validate these results, we used quantitative PCR (qPCR) to determine 
the fraction of uncut (protected) DNA after RE digestion, probing several ESC 
DHSs and CTCF binding sites. Consistent with the RED-seq results, higher 
levels of uncut DNA were observed upon Oct4 KD at most sites tested (Figure 
I.6A-B). Furthermore, we tested CTCF binding at the same regions by ChIP-
qPCR, and observed a reduction in binding upon Oct4 KD wherever chromatin 
accessibility decreased, whereas control CTCF binding sites that showed no 
difference in accessibility upon Oct4 KD showed no decrease in CTCF binding 
(Figure I.6C). These data indicate that CTCF binding and RE accessibility are 
inter-dependent. Next, we observed that RE accessibility surrounding the binding 
sites of the ESC TF Klf4 was also reduced upon Oct4 KD (Figure I.6D), with 
concomitant increases in nucleosome occupancy over these sites (Figure I.6E). 
Finally, we found the alterations in accessibility we observed over DHSs, CTCF 
binding sites, and Klf4 binding sites were consistent in two biological RED-seq 
replicates from each KD (Figure I.6F), further validating these results. These 
results suggest that, during differentiation, many enhancers that are protected 
from nucleosome deposition in ESCs (presumably by TF binding) become 
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occupied by nucleosomes, leading to decreased RE accessibility. Taken 
together, RED-seq not only detects large differences in chromatin accessibility 
between distinct cell types (ESCs vs MEFs) but also tracks more subtle changes 
that occur during differentiation (control vs Oct4 KD ESCs). 
 
 
 
 
 
Figure I.6: Loss of chromatin accessibility at some CTCF binding sites 
correlates with reduced CTCF binding upon ESC differentiation 
(A) Differences in RE accessibility at specific DHSs were confirmed by qPCR across an RS of 
interest at each locus. Remaining uncut DNA after RE digestion of each indicated KD is shown 
for several DHSs that exhibited accessibility differences by RED-seq. Data are normalized to 
uncut genomic DNA.  
(B) Confirmation of restriction enzyme accessibility surrounding CTCF binding sites, as in (A). 
(C) CTCF ChIP-qPCR data are shown for the indicated KDs at several CTCF binding sites. 
Controls are CTCF binding sites in which accessibility did not change upon Oct4 KD. Data are 
presented as a percentage of input DNA. Shown are the mean ± SD of three technical replicates 
from one representative experiment of two biological replicates performed.  
(D-E) RED-seq data (D) and MNase-seq data (E) over Klf4 binding sites, plotted as in Figure I.3.  
(F) Average accessibilities over DHSs, CTCF binding sites, and Klf4 binding sites were quantified 
for biological replicate KD experiments from –200 to +200 bp with respect to the indicated 
feature. P-values indicating statistical significance of accessibility between EGFP KD and Oct4 
KD are indicated. 
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Altered accessibility of nucleosomes harboring distinct histone variants 
Genomic regions that are dynamic (i.e. experience relatively rapid 
exchange of chromatin proteins) are frequently marked with specific histone 
modifications and/or histone variants (Skene and Henikoff, 2013). However, 
using traditional methods such as DNase-seq or FAIRE-seq, it is difficult to 
identify differences in chromatin accessibility that correlate with the presence of 
dynamic nucleosomes, because these regions are not nucleosome-free. In 
principle, RED-seq does not share these limitations, due to the fact that a single 
RE cleavage is all that is necessary for inclusion in a RED-seq library (Figure 
I.1A). Therefore, we examined the accessibility of regions enriched for dynamic 
histone variants/modifications using RED-seq. 
 To establish a baseline for the examination of different types of 
nucleosomes, we first determined the average accessibility of a random 
distribution of nucleosomes across the genome. To this end, we randomly 
selected 1% of all nucleosomal footprints from an MNase-seq library prepared 
from ESCs, and plotted the average RED-seq and MNase-seq profiles within a 2 
kb window surrounding their positions. Consistent with the fact that nucleosome-
bound DNA is relatively inaccessible to nuclear factors, we observed a low level 
of RE accessibility surrounding the peak of bulk nucleosomes, relative to RS 
density (Figure I.7A). Therefore, as expected, nucleosome-free DNA, like that 
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underlying DHSs and TF binding sites, is generally more accessible than 
nucleosomal DNA. 
Next, we tested whether the accessibility of nucleosome variants that 
harbor particular histone modifications or histone variants were identical to that of 
bulk nucleosomes. The two nucleosomes surrounding TSSs (referred to as +1 
and -1 nucleosomes) are frequently marked by histone variants H2A.Z and H3.3 
(Jin and Felsenfeld, 2007; Henikoff et al., 2009; Jin et al., 2009; Tolstorukov et 
al., 2009). Nucleosomes harboring these variants have been found to be 
extractible from chromatin at lower salt than is required for canonical 
nucleosomes (Jin and Felsenfeld, 2007; Henikoff et al., 2009), raising the 
possibility that they may be more highly accessible in general. H2A.Z is enriched 
surrounding the TSSs of many eukaryotic genes, and also found within active 
enhancers in mammalian cells (Hu et al., 2013). Furthermore, H2A.Z-marked 
nucleosomes protect smaller footprints of DNA than canonical nucleosomes, 
leading to the suggestion that these nucleosomes are more intrinsically 
accessible (Tolstorukov et al., 2009). In ESCs, H2A.Z is found near 
approximately 84% of all TSSs, including those of many silent genes (Creyghton 
et al., 2008). Interestingly, we observed increased RE accessibility over the 
center of the H2A.Z peaks relative to both RS density and surrounding regions ± 
1 kb from the peaks of H2A.Z enrichment (Figure I.7B), suggesting that H2A.Z-
containing nucleosomes are generally more accessible than canonical 
nucleosomes.  
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Figure I.7: Enhanced accessibility of DNA bound by H2A.Z-containing 
nucleosomes 
Average RE accessibility (A-C) and nucleosome occupancy (D-F) shown relative to 320,135 
randomly selected nucleosomes (A, D), 39,437 H2A.Z-containing nucleosomes [GEO:GSE34483] 
(B, E), or 8,287 H3.3-containing nucleosomes [GEO:GSE16893] (C, F). Data are plotted as in 
Figure I.3. P-values indicating statistical significance of accessibility between H2A.Z and average 
nucleosome profiles, as well as H3.3 and average nucleosomes are indicated. 
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Next, we examined H3.3, a variant of histone H3 that is enriched near the TSSs 
of both active and silent genes, as well as within gene bodies of highly expressed 
genes, and is incorporated into chromatin in a replication-independent manner 
(Ahmad and Henikoff, 2002; Goldberg et al., 2010; Szenker et al., 2011). Like 
H2A.Z, we found that RE accessibility over H3.3 peaks was elevated relative to 
RS density (Figure I.7C). These data suggest that DNA wrapped around H2A.Z- 
and H3.3-marked nucleosomes is more accessible than DNA found within the 
majority of nucleosomes genome-wide that lack these histone variants. 
We considered the possibility that the elevated RE accessibilities 
observed over peaks of H2A.Z enrichment and broad regions surrounding H3.3 
were due to reduced nucleosome occupancy at these sites. However, while the 
average occupancies of H2A.Z- and H3.3-containing nucleosomes were slightly 
lower than bulk nucleosomes (compare the peak heights in Figures I.7D-F), 
these modest differences are insufficient to account for the greater than 5-fold 
increase in accessibility observed over H2A.Z and H3.3 peaks observed by RED-
seq. 
To validate these data, we examined chromatin accessibility upon KD of 
factors necessary for incorporation of H2A.Z or H3.3 into chromatin. In mammals, 
H2A.Z is incorporated into chromatin in part by p400 (gene name: Ep400), a 
homolog of the yeast Swr1 ATPase, whereas H3.3 incorporation depends in part 
on the HIRA (Hira) histone chaperone (Mizuguchi et al., 2004; Tagami et al., 
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2004). We tested whether the enhanced chromatin accessibility observed at sites 
of H2A.Z and H3.3 deposition was reduced upon depletion of their respective 
loading factor, and found that the elevated accessibility we observed within 
regions of H2A.Z and H3.3 enrichment was partially lost upon Ep400 KD or Hira 
KD, respectively (Figure I.8A-F). When we examined alterations in chromatin 
accessibility upon Ep400 or Hira KD over a random sampling of nucleosomes (as 
in Figure I.7A), we observed only a modest decrease in accessibility, suggesting 
that the effects of Ep400 or Hira KD are specific for nucleosomes containing 
H2A.Z or H3.3 (Figure I.8G). Finally, we examined changes in chromatin 
accessibility due to Ep400 or Hira KD over CTCF binding sites, due to the 
reported enrichment of H2A.Z- and H3.3-containing nucleosomes surrounding 
CTCF (Jin et al., 2009). Interestingly, while Hira KD resulted in significantly 
reduced accessibility over CTCF binding sites, Ep400 KD did not (Figure I.8H), 
suggesting that either H3.3 plays a more important role than H2A.Z in regulation 
of chromatin structure near CTCF binding sites or that H2A.Z is incorporated into 
chromatin at these sites independently of p400. We observed consistent 
differences in accessibility over H2A.Z, H3.3, and CTCF binding sites in 
biological replicate KDs of Ep400, Hira, and Hira, respectively (Figure I.8C, F, 
and I), validating these data. Together, these results suggest that H2A.Z- and 
H3.3-containing nucleosomes are either more dynamic or more intrinsically 
accessible than canonical nucleosomes, consistent with their association with 
gene regulatory sequences. 
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Figure I.8: Factors required for H2A.Z or H3.3 deposition are required for 
enhanced accessibility of regions normally bound by these histone 
variants 
(A) Chromatin accessibility determined by RED-seq averaged over regions of the genome bound 
by H2A.Z, as in Figure I.7. Shown are control (EGFP KD) and Ep400 KD ESCs.  
(B) Western blot of p400 in control (EGFP) or Ep400 KDs, indicating KD efficiency. Actin is shown 
as a loading control.  
(C) Average accessibilities over H2A.Z-marked nucleosomes were quantified for biological 
replicate experiments from –200 to +200 bp with respect to the H2A.Z peak. P-values indicating 
statistical significance of accessibility between EGFP and Ep400 KDs are indicated.  
(D) Chromatin accessibility determined by RED-seq averaged over regions of the genome bound 
by H3.3. Shown are control (EGFP KD) and Hira KD ESCs.  
(E) Western blot of Hira in control (EGFP) or Hira KDs, indicating KD efficiency. Actin is shown as 
a loading control.  
(F) Average accessibilities over H3.3-marked nucleosomes were quantified for biological replicate 
experiments from –200 to +200 bp with respect to the H3.3 peak. P-values indicating statistical 
significance of accessibility between EGFP and Hira KDs are indicated.  
(G) Effects of Ep400 or Hira KD on average nucleosome accessibility shown by plotting RED-seq 
data over the same 320,135 randomly selected nucleosomes as in Figure I.7A.  
(H) Effects of Ep400 or Hira KD on chromatin accessibility over CTCF binding sites, as in Figure 
I.3C.  
(I) Average accessibilities over CTCF-binding sites were quantified for biological replicate 
experiments from –200 to +200 bp with respect to the peak of CTCF-binding. P-values indicating 
statistical significance of accessibility between EGFP and Hira KDs are indicated. 
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DISCUSSION 
Utilizing an adaptation of a decades-old, quantitative technique for probing 
chromatin accessibility, we probed the chromatin structure of ESCs and 
differentiated cells, observing differences in chromatin accessibility in distinct 
regions of the genome, as well as in different cellular states. We found that both 
the level of nucleosome occupancy and the presence of specific histone variants 
present at individual loci affected the level of chromatin accessibility we observed 
at each site. 
Over the past several years, DNase-seq and FAIRE-seq have been used 
to identify regions of open chromatin structure within cells. One limitation of these 
methods is that only nucleosome-depleted regions of DNA are typically identified. 
Interestingly, while RED-seq identified nucleosome-depleted regions as well, we 
also observed differences in chromatin accessibility within nucleosomes that 
harbor specific histone variants, detecting increased RE accessibility in genomic 
regions enriched for histones H2A.Z and H3.3. Therefore, unlike previous 
methods, RED-seq not only measures general chromatin “openness” but also 
identifies highly dynamic regions of the genome, even if they are not 
nucleosome-free. We believe that this feature – the ability to quantify accessibility 
of DNA within nucleosome-bound regions – best distinguishes RED-seq from 
complementary approaches such as MNase-seq and DNase-seq, which do not 
probe intranucleosomal accessibility. 
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The increased accessibility of DNA within H2A.Z- and H3.3-containing 
nucleosomes is due to the histone variants themselves rather than some 
unrelated feature of chromatin structure within these regions of the genome, 
since depletion of H2A.Z and H3.3 loading factors strongly reduced the 
accessibility of the underlying DNA. Although H2A.Z and H3.3 are also enriched 
near TSSs, these histone variants are also found within multiple other genomic 
domains. Indeed, we find that accessibility over CTCF binding sites was reduced 
upon KD of the H3.3 deposition factor, Hira, suggesting that H3.3 incorporation 
within nucleosomes surrounding CTCF binding sites may be important for CTCF 
binding and/or function. 
Chromatin structure is dramatically altered during cellular differentiation. 
By examining regions of the genome enriched for histone modifications, TFs, or 
chromatin regulators, RED-seq could identify differences in chromatin structure 
within functionally distinct regions of the genome during ESC differentiation. We 
found that RE accessibility decreased at many CTCF binding sites upon Oct4 KD 
and that this decrease correlated with a decrease in CTCF occupancy and an 
increase in nucleosome occupancy. These differences were even more apparent 
when comparing ESCs with MEFs. Together, these results suggest that loss of 
TF binding during differentiation is coincident with deposition of nucleosomes at 
these sites, leading to loss of chromatin accessibility. 
65 
Besides chromatin structure, restriction enzymes have been widely used 
in biological assays for single nucleotide polymorphisms (SNPs) (Miller et al., 
2007; Baird et al., 2008) and DNA methylation (McClelland, 1981) at individual 
loci, by virtue of their inhibitory effect on RE cleavage. Therefore, a genome-wide 
method to directly quantify differences in RE cleavage would be highly desirable 
in these assays. Our method of directly purifying RE-digested sequences and 
quantifying RE cleavage at each site by high-throughput DNA sequencing could 
be easily adapted to perform these types of studies. Thus, we believe that RED-
seq will be a valuable tool for not only the measurement of chromatin 
accessibility and dynamics, but also the study of any other phenomena that alter 
RS cleavage by REs. 
METHODS 
Cells 
The murine ESC line used in this study was E14 (Doetschman et al., 1987). 
Mouse embryonic fibroblasts (MEFs) used in this study were immortalized by 
serial passaging, following a 3T3 protocol, to minimize day-to-day differences in 
these cells due to their passage number. 
Preparation of RED-seq libraries 
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One million cells were used to construct RED-seq libraries. Cells were washed, 
pelleted, and resuspended in Swelling buffer (10mM Tris pH8.0, 85mM KCl, 
0.5% NP-40, 10mM MgCl2) with 100 units of Sau96I (NEB) and incubated in a 
thermomixer (Eppendroff) at 37°C for 1 hour, shaking at 900 rpm. (For testing 
whether two REs might increase coverage, in one experiment 100 units of 
Sau96I and 50 units of DdeI were used in digestion.) Digestion was terminated 
by adding 40µl of 10% SDS and 20µl of 0.5M EDTA and the chromatin was 
treated with proteinase K (Ambion) overnight at 55°C. Digested DNA was purified 
using Phenol/Chloroform/Isoamyl alcohol extractions and precipitated at -80°C 
for 1 hour. Digested DNA samples were end-repaired and A-tailed as described 
(Yildirim et al., 2011), and ligated with biotinylated and barcoded adaptors. DNA 
was purified using Zymo Research DNA clean and concentrate columns 
following each enzyme reaction. The biotin-adaptor ligated DNA was sonicated in 
a Covaris sonicator (S220) to generate DNA peak fragments of 200 bp, on 
average. The sonicated DNA samples were then end-repaired, A-tailed, and 
ligated with non-biotinylated adaptors. The ligation samples were loaded on 2% 
agarose gel and DNA was purified within a size range of roughly 200-350 bp in 
length. Gel-purified DNA was diluted to 250µl with streptavidin binding buffer 
(20mM HEPES pH 7.6, 500mM NaCl, 1mM EDTA, 0.02% NP-40) and incubated 
with 30µl of pre-washed streptavidin magnetic beads (NEB) at room temperature 
for 1 hour. After magnetic separation, the supernatants were removed, and the 
beads were washed additional three times with streptavidin binding buffer. DNA 
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was eluted from streptavidin magnetic beads by adding 20 µl of 0.1X TE and 
heating at 60°C for 3 minutes. The elution was repeated three times. The 
adaptor-ligated material was then PCR amplified with Phusion polymerase (NEB) 
using 16 cycles of PCR and its concentration was determined using a NanoDrop 
(Thermo). The integrity of each library was confirmed by sequencing 10-20 
individual fragments per library. Libraries with different barcodes were pooled 
together and single-end sequencing (50 bp) was performed on an Illumina 
HiSeq2000 at the UMass Medical School deep sequencing core facility. For most 
RED-seq libraries (GFP, Oct4, Ep400 and Hira KD), we added one further 
modification in which the sequence of the biotinylated adapters and the second, 
non-biotinylated, adapters were modified such that after PCR amplification of the 
libraries, only the end that was ligated to the biotinylated adapter would be 
sequenced in a single-end sequencing run (Table I.1). Although this alteration 
makes the data analysis slightly simpler, the two methods provide essentially 
identical results. 
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Table I.1: Sequences of barcoded and biotinylated adaptors 
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Preparation of MNase-seq libraries 
MNase-library preparation was adapted from Henikoff et al (Henikoff et al., 
2011). Formaldehyde cross-linked cells were pelleted and washed twice with 
PBS. Cell pellets were resuspended in MNase lysis buffer (10mM Tris pH 7.5, 
10mM NaCl, 3mM MgCl2, 0.5% NP-40, 1mM CaCl2, and protease inhibitors) and 
treated with 10 units/106 cells of microccocal nuclease (Roche) for 5 minutes at 
37°C. The reaction was stopped with 10mM EDTA. Nuclei were then incubated 
with RNaseA (Ambion) for 4 hours at 4°C with rotation followed by incubation 
with proteinase K (Ambion) overnight at 55°C. DNA was then isolated by 
Phenol:Chloroform:Isoamyl Alcohol (PCI) and EtOH precipitation. Equal MNase 
digestion was confirmed by examining DNA size fragments through 
electrophoresis on a 2% agarose gel and through bioanalyzer analysis. After 
phosphatase (NEB) treatment, digested DNA was end-repaired and A-tailed, with 
PCI extraction and EtOH precipitation following each enzyme reaction. Adaptors 
were ligated and DNA was size selected using Agencourt Ampure XP beads 
(Beckman Coulter), as previously described (Henikoff et al., 2011). Equal library 
sizes were confirmed through electrophoresis on a 2% agarose gel and through 
bioanalyzer analysis. Sequencing of 10 fragments per library confirmed the 
integrity and libraries were sent for paired-end (100 bp) high throughput 
sequencing using an Illumina HiSeq at the UMass Medical School sequencing 
facility.  Reads were mapped to the mouse genome (mm9) using Bowtie2 and 
uniquely mapped reads were used for further analysis. 
70 
Data analysis 
Assignment of reads to individual RSs: 
Sequence reads were binned according to the 4 bp barcode present at the 
beginning of each sequence using a Perl script written in-house. Sequences with 
barcodes removed were mapped to the mouse genome (mm9) using Bowtie-
0.12.7 (Langmead et al., 2009) with parameters set as -n 2 -l 28 -M 1 --best --
strata (i.e. uniquely mapped with at most 2 mismatches at the left 28 bp seed 
region). Assignment of aligned sequences to individual restriction enzyme cut 
sites (REs) and differential cut analysis were performed using the Bioconductor 
package REDseq, developed by us. The ChIPpeakAnno package (Zhu et al., 
2010) was used to annotate the differentially cut sites to the nearest genes. 
Surprisingly, we found that the GGTCC sequence was cleaved more efficiently 
by Sau96I than GGACC, GGGCC, or GGCCC in digestions of chromatin or 
naked DNA control samples. This may be due to the different buffer conditions 
used for digestion of chromatin (which are optimized for permeabilization of cells) 
relative to the optimal conditions for Sau96I digestion recommended by the 
manufacturer. However, this phenomenon was observed in all samples, 
independent of cell type or KD, and should therefore not affect any comparisons 
of accessibility. 
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Aggregation of RED-seq data at specific genomic regions: 
Data for DNase I hypersensitive sites was downloaded from mouse ENCODE 
Project (UCSC). ChIP-seq data for H2A.Z (GSE34483), H3.3 (GSE16893), 
H3K4me3 (GSE12241) were downloaded from GEO datasets (NCBI) and 
analyzed in HOMER software suite (Heinz et al., 2010). The MNase-seq data in 
ESCs was obtained from Carone et al (Carone et al., 2014). The enrichment 
regions were identified by using the “findPeaks” command in HOMER with 
default setting (1. fold enrichment over local tag count, default: 4.0. 2. Poisson p-
value threshold relative to local tag count, default: 0.0001 3. False discovery rate, 
default = 0.001). For the binding sites of different TFs (CTCF and Klf4) in ESCs, 
the enriched regions were obtained from GEO datasets (GSE11431) and 
converted to mm9 by LiftOver (UCSC Genome Bioinformatics Group). 
Calculation of restriction enzyme accessibility: 
RED-seq data was processed in HOMER by using “annotatePeaks” command to 
bin the regions of interest in 50 bp windows and sum the reads within each 
window. Average RE accessibility was calculated by normalizing the reads in 
each window to total reads, dividing by the number of regions of interest, and 
presented in reads per million. To calculate the genome-wide distribution of 
restriction enzyme sites, we manually assigned one read to each site and 
calculated average RE accessibility as mentioned above. 
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RNAi 
RNAi-mediated KD of Oct4, p400, Hira or GFP (control) was performed using 
esiRNAs as described (Yang et al., 2002; Fazzio et al., 2008a). For differentiation 
experiments, GFP (control) or Oct4 esiRNAs were transfected into ESCs using 
Lipofectamine 2000 (Invitrogen). Chromatin was isolated and used for RED-seq 
or MNase-seq library construction 5 days after transfection. 
Chromatin Immunoprecipitation 
ChIP samples were prepared as described (Chen et al., 2013). Briefly, chromatin 
from GFP or Oct4 KD ESCs was crosslinked, lysed and sonicated to generate 
300-1000 base-pair fragments. 50 µl of Protein A Magnetic beads (NEB) were 
washed twice with PBS containing 5mg/ml BSA and 10 µl of anti-CTCF antibody 
(Millipore) was coupled in 500µl PBS with 5mg/ml BSA overnight at 4°C. 
Immunoprecipitation was performed with antibody-coupled beads and sonicated 
supernatants in ChIP buffer (20mM Tris-HCl pH8.0, 150mM NaCl, 2mM EDTA, 
1% Triton X-100) overnight at 4°C. Magnetic beads were washed twice with ChIP 
buffer, once with ChIP buffer including 500mM NaCl, 4 times with RIPA buffer 
(10mM Tris-HCl pH 8.0, 0.25M LiCl, 1mM EDTA, 0.5% NP-40, 0.5% 
Na⋅Deoxycholate), and once with TE buffer (pH 8.0). Chromatin was eluted twice 
from washed beads by adding elution buffer (20mM Tris-HCl pH 8.0, 100mM 
NaCl, 20mM EDTA, 1% SDS) and incubating for 15 minutes at 65°C. 
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Crosslinking was reversed at 65°C for 6hr and RNase A/ T1 (Ambion) was added 
for 1hr at 37°C followed by proteinase K (Ambion) treatment overnight at 50°C. 
ChIP-enriched DNA was purified using Phenol/Chloroform/Isoamyl alcohol 
extractions in phase-lock tubes. Then, chromatin was analyzed by qPCR as 
described above, using primers specific for CTCF sites of interest (Table I.3). 
Data Access 
The genome-wide data sets generated in this study can be obtained from GEO 
[GEO:GSE51821]. 
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CHAPTER II: 
PREFACE 
Chapter II is reprinted from the following work with myself as the first author: 
Hdac6 regulates Tip60-p400 function in stem cells 
Poshen B. Chen, Jui-Hung Hung, Taylor L. Hickman, Andrew H. Coles, James F. 
Carey, Zhiping Weng, Feixia Chu and Thomas G. Fazzio 
Elife. 2013 Dec 3; 2:e01557. doi: 10.7554/eLife.01557 
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Isolation of NSCs and HPCs were performed by Poshen Chen and Andrew 
Coles. LC-MS/MS was performed by Taylor Hickman. James Carey developed 
and optimized the FLAG ChIP protocol. Thomas Fazzio performed the ESC gene 
targeting and initial purification. Poshen Chen and Thomas Fazzio wrote the 
paper. 
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CHAPTER II: Hdac6 regulates Tip60-p400 function in stem cells  
ABSTRACT 
In embryonic stem cells (ESCs), the Tip60 histone acetyltransferase 
activates genes required for proliferation and silences genes that promote 
differentiation. Here we show that the class II histone deacetylase Hdac6 co-
purifies with Tip60-p400 complex from ESCs. Hdac6 is necessary for regulation 
of most Tip60-p400 target genes, particularly those repressed by the complex. 
Unlike differentiated cells, where Hdac6 is mainly cytoplasmic, Hdac6 is largely 
nuclear in ESCs, neural stem cells (NSCs), and some cancer cell lines, and 
interacts with Tip60-p400 in each. Hdac6 localizes to promoters bound by Tip60-
p400 in ESCs, binding downstream of transcription start sites. Surprisingly, 
Hdac6 does not appear to deacetylate histones, but rather is required for Tip60-
p400 binding to many of its target genes. Finally, we find that, like canonical 
subunits of Tip60-p400, Hdac6 is necessary for robust ESC differentiation. These 
data suggest that Hdac6 plays a major role in the modulation of Tip60-p400 
function in stem cells. 
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INTROUDCTION 
ESC self-renewal and differentiation are controlled by multiple pathways: 
exogenous factors that act through well-defined signaling pathways that are also 
employed in adult cells, and a network of nuclear factors that regulate the ESC 
transcriptome (Hanna et al., 2010). Regulators of gene expression can be further 
sub-divided into (i) sequence-specific transcription factors, including ESC-specific 
master regulators, (ii) non-coding RNAs that act both in cis and in trans to 
regulate specific subsets of genes, and (iii) chromatin regulatory complexes, 
most of which are expressed in multiple cell and tissue types, and often act very 
broadly in the genome to covalently modify histones, remodel nucleosomes, or 
modify higher-order chromatin folding (Young, 2011). A number of chromatin 
regulators have been identified from RNA-interference screens or traditional 
knockout studies that are important for various features of ESC identity. 
However, for most chromatin regulatory complexes, several key questions 
remain, including how they find their genomic targets, how their catalytic activities 
lead to alteration of gene expression, and how the activities of these factors are 
altered to facilitate differentiation. 
In mammals, several chromatin remodeling complexes are modular, with 
distinct forms expressed in different cell or tissue types, or sometimes within the 
same cells (Fazzio and Panning, 2010; Ho et al., 2009a; Ramírez and Hagman, 
2009; Wang et al., 1996). For example, the mammalian SWI/SNF complex BAF 
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(Brg1/Brahma Associated Factor) is actually a family of related complexes with 
many shared subunits, along with a few subunits that are specific to each 
particular cell type. In particular, when neural progenitors differentiate into 
neurons in mouse, two BAF subunits are replaced with two paralogous subunits 
that shift BAF from a factor promoting self-renewal to one that promotes 
differentiation (Lessard et al., 2007; Yoo et al., 2009). Another unique 
combination of subunits, different from those observed in differentiated cells, 
comprises BAF complex from ESCs (esBAF) (Ho et al., 2009a). Similarly, 
multiple forms of PRC1 (Polycomb Repressive Complex 1) have been purified 
from human and mouse cells that each contain the Ring1a/b ubiquitin ligase, but 
have different arrays of accessory proteins that confer distinct target specificity 
and activities (Gao et al., 2012; Tavares et al., 2012). 
Tip60-p400 has been purified from cancer cell lines as a 17 subunit 
chromatin remodeling complex with two chromatin remodeling activities: the 
Tip60 (also known as Kat5) subunit acetylates the N-terminal tails of histones 
H2A, H4, and a number of transcription factors, while the p400 subunit mediates 
exchange of H2A-H2B dimers for H2A.Z-H2B dimers within nucleosomes (Cai et 
al., 2005; Doyon et al., 2004; Squatrito et al., 2006). In somatic cells, Tip60-p400 
serves mainly as a transcriptional co-activator that functions with numerous 
sequence-specific transcription factors to activate gene expression (Baek et al., 
2002; Brady et al., 1999; Frank et al., 2003; Legube et al., 2004). In contrast, 
while Tip60-p400 promotes expression of some genes required for cellular 
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proliferation and cell cycle regulation in ESCs, its most prominent function is to 
silence genes that are active during differentiation (Fazzio et al., 2008a; Fazzio et 
al., 2008b). RNAi-mediated knockdown (KD) of several Tip60-p400 subunits 
individually in ESCs induces a phenotype in which differentiation and ESC 
markers are expressed simultaneously, proliferation is reduced, the cell cycle is 
altered, and cells exhibit diminished self-renewal and pluripotency (Fazzio et al., 
2008a). Consistent with these phenotypes, mice homozygous for a Tip60 
deletion allele die at the pre-implantation stage (Hu et al., 2009). It remains 
unknown why Tip60-p400 functions mainly as a repressor of differentiation gene 
expression in ESCs rather than an activator of expressed genes, as it does in 
most cell types examined. 
Similarly, treatment of ESCs with Trichostatin A (TSA), a drug that broadly 
inhibits class I and II HDACs and results in elevated acetylation of most lysines 
targeted by HATs, promotes morphological changes similar to those observed 
upon KD of Tip60-p400 subunits (Karantzali et al., 2008; McCool et al., 2007). 
Therefore, maintenance of proper levels of histone acetylation appears to be 
essential to perpetuate the pluripotent state, as neither significant increases nor 
decreases in histone acetylation appear to be compatible with ESC self-renewal. 
However, TSA also inhibits several HDAC family members known to target 
acetylated lysines on non-histone proteins, leaving open the possibility that these 
targets play an equal or greater role in maintenance of ESC self-renewal. 
Furthermore, deletion or KD of several individual HDACs in ESCs produces 
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phenotypes that differ substantially from those of Tip60-p400 subunits (Dovey et 
al., 2010; McBurney et al., 2003). A more careful analysis of the individual 
contributions of the 18 HDACs expressed in mammals will be required to identify 
the key acetylation targets of each that are necessary for the maintenance of 
pluripotency and the ESC state. 
Here we interrogate the composition of Tip60-p400 complex in mouse 
ESCs in order to identify unique interacting proteins that might account for its 
altered functional repertoire in this cell type. We find that the class II histone 
deacetylase (HDAC), Hdac6, is a stable interaction partner with Tip60-p400 in 
ESCs, but not mouse embryo fibroblasts (MEFs). Subsequent analyses revealed 
that Hdac6 also interacts with Tip60-p400 in adult neural stem cells from the 
brain, but is sequestered away from Tip60-p400 in the cytoplasm of most 
differentiated cell types, as previously reported (Hubbert et al., 2002; Kawaguchi 
et al., 2003; Valenzuela-Fernández et al., 2008; Verdel et al., 2000). We show 
that Hdac6 is necessary for regulation of most Tip60-target genes in ESCs, 
particularly differentiation genes repressed by Tip60-p400 in ESCs. Surprisingly, 
while its deacetylase domains are required for silencing of differentiation genes, 
Hdac6 does not regulate gene expression by deacetylating histones near the 
promoters of Tip60-p400 targets. Instead, the catalytic domains of Hdac6 are 
required for its interaction with Tip60-p400. Furthermore, we find that Hdac6 is 
necessary for normal Tip60-p400 enrichment at its gene targets, just downstream 
of their transcription start sites (TSSs). These data support a model in which 
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Hdac6 recruits Tip60-p400 complex to many target gene promoters. Finally, we 
show that Hdac6 is necessary for several major functions of Tip60-p400 in ESCs, 
as Hdac6-deficient ESCs are defective in silencing of differentiation genes, have 
a reduced proliferation rate and defects in formation of single colonies, and 
differentiate with altered kinetics. However, unlike KD of canonical Tip60-p400 
subunits, Hdac6 KD does not prevent ESC self-renewal. Thus, Hdac6 is a 
component of a novel, stem cell-specific, form of Tip60-p400 complex that is 
necessary for gene regulation and normal differentiation in ESCs. 
RESULTS 
A class II HDAC, Hdac6, co-purifies with Tip60-p400 complex in ESCs and 
NSCs 
Tip60-p400 complex has roles in both activation and repression of 
transcription in most cell types where it has been examined. However, in ESCs, 
Tip60-p400 is required for repression of many more genes than it activates, 
raising the possibility that a unique form of Tip60-p400 complex that might be 
expressed in ESCs that shifts the balance of its activity toward a more repressive 
role. To test this possibility, we targeted a 36 amino acid 6-histidine-3-FLAG 
(H3F) tag to the C-terminus of one copy of the endogenous Tip60 gene in murine 
ESCs (Figure II.1A), performed double affinity purifications from tagged or 
untagged ESCs (Figure II.1B), and identified proteins that co-purified with Tip60  
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Figure II.1: Identification of Tip60-p400-interacting proteins in ESCs  
(A) Shown are the 3’ end of the Tip60 gene plus downstream sequence (below) and the targeting 
construct for introducing the C-terminal tandem 6-His-3-FLAG (H3F) tag (above). The counter-
selection cassette within the targeting construct is omitted for brevity. See methods for details of 
ESC targeting.  
(B) Silver stained gel of purified Tip60 complex from Tip60-H3F ESCs and MEFs, along with 
untagged control cells. 
(C) Validation of Hdac6 interaction. Western blots for Hdac6, p400, and Dmap1 following 
immunoprecipitation with anti-FLAG antibody from nuclear extracts derived from the indicated 
ESC lines. 
(D) Western blot of purified Tip60 complex from ESCs for RNA polymerase II (RNA Pol II) and 
Dmap1. (Tip60-p400 subunit Dmap1 is shown to confirm the presence of subunits of Tip60-p400 
complex after purification.) 
(E-F) Treatment with DNaseI (E) or ethidium bromide (F) does not affect Tip60-Hdac6 interaction. 
DnaseI or ethidium bromide was added into nuclear extracts during immunoprecipitation and the 
Tip60-interacting proteins were analyzed by Western blotting with the indicated antibodies. 
(G) The Tip60-Hdac6 interaction is resistant to high salt. Tip60-H3F was purified from ESCs as 
above and subjected to washing with buffer containing the salt concentrations indicated. 
(H) Tip60 complexes purified from Tip60-H3F ESC and MEF nuclear extracts were subjected to 
Western blotting for Hdac6, Dmap1, and FLAG. 
(I) Tip60-H3F was immunoprecipitated from MEF whole cell extracts as above, and blotted for the 
indicated proteins.
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using LC-MS/MS (Table II.1). By this approach, we identified 16 of 17 known 
subunits (Altaf et al., 2009; Cai et al., 2003; Cai et al., 2005; Doyon et al., 2004; 
Ikura et al., 2000) of Tip60-p400, suggesting that expression of the tagged form 
of Tip60 from its endogenous locus allowed for normal complex formation. 
Furthermore, we observed a number of novel Tip60-p400-interacting proteins, 
including chromatin regulatory factors and transcription factors, among others. To 
test for cell type specificity of Tip60-p400 complexes we generated a knock-in 
mouse harboring Tip60-H3F, isolated embryonic fibroblasts and repeated the 
purification. We observed several bands within Tip60 purifications from ESCs 
that were not observed in purifications from Tip60-H3F MEFs or untagged cells 
(Figure II.1B), consistent with the possibility that ESCs express a distinct form of 
Tip60-p400 complex.  
We were intrigued by the finding that Hdac6 co-purified with Tip60-p400 in 
ESCs (Table II.1). Hdac6 is a class II histone deacetylase (HDAC) that is 
expressed in many different cell types but is usually localized to the cytoplasm 
(Hubbert et al., 2002; Kawaguchi et al., 2003; Valenzuela-Fernández et al., 2008; 
Verdel et al., 2000), as are its well-established substrates: a-tubulin (Hubbert et 
al., 2002), Hsp90 (Kovacs et al., 2005), and cortactin (Zhang et al., 2007). 
Moreover, despite its homology to proteins that deacetylate histone tails, Hdac6 
has not been found to target histones in vivo (Haggarty et al., 2003).  
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To confirm that Hdac6 is a bona fide Tip60-p400 interacting protein, we 
performed reciprocal co-immunoprecipitation experiments in ESCs, observing the 
Tip60-Hdac6 interaction no matter which protein was immunoprecipitated 
(Figures II.1C). Previously, both Hdac6 and Tip60 were separately found to 
interact with RNA Polymerase II (RNA Pol II) in human CD4+ T-cells (Wang et al., 
2009), raising the possibility that the Hdac6-Tip60 interaction we observed in 
ESCs might be mediated by RNA Pol II. However, there were no peptides 
corresponding to Pol II in our LC-MS/MS data, and we could not detect Pol II in 
Tip60-H3F immunoprecipitates (Figure II.1D), arguing against this explanation. 
Furthermore, the Tip60-Hdac6 interaction was independent of DNA and resistant 
to high salt (Figure II.1E-G), verifying that Hdac6 is a stable interaction partner 
within Tip60-p400 complex. Finally, we tested whether Hdac6 interacts with 
Tip60-p400 complex in a differentiated cell type, MEFs. Unlike ESCs, Tip60-H3F 
immunoprecipitated from MEF nuclear extracts or whole cell lysates did not pull 
down Hdac6 (Figures II.1H-I), suggesting that Hdac6 interacts with Tip60-p400 
complex in only a subset of cell types. 
The reported cytoplasmic localization of Hdac6 in multiple types of cells 
(Hubbert et al., 2002; Kawaguchi et al., 2003; Valenzuela-Fernández et al., 2008; 
Verdel et al., 2000) raised the question of whether its interaction with Tip60-p400 
complex was physiologically relevant. To address this issue, we first confirmed 
that Hdac6 exhibited significant nuclear localization in ESCs (Figure II.2A). 
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Figure II.2: Hdac6 is partially nuclear in multiple types of undifferentiated 
cells and interacts with Tip60-p400 in NSCs 
(A) ESCs were subjected to immunofluorescence using an antibody recognizing Hdac6. DAPI 
staining is shown to identify nuclei. 
(B) High levels of nuclear Hdac6 in stem cells, but not differentiated cells. Western blots of Hdac6 
and known Tip60-p400 subunit Dmap1 in cytoplasmic (C) and nuclear (N) fractions of indicated 
cells are shown, with β-actin serving as a loading control. 
(C) Hdac6 relocalizes to the cytoplasm during ESC differentiation. Cytoplasmic (C) and nuclear 
(N) fractions from ESCs differentiated for the indicated numbers of days were Western blotted for 
the indicated proteins. 
(D) Hdac6 relocalizes to the cytoplasm during NSC differentiation. Cytoplasmic (C) and nuclear 
(N) fractions from undifferentiated NSCs (day 0) or NSCs differentiated for 7 days were Western 
blotted for the indicated proteins. 
(E) Hdac6 interacts with Tip60-p400 in NSCs. Shown are Western blots for the proteins indicated 
of input or Tip60-p400 complex immunoprecipitated from NSCs. 
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Next, we prepared cytoplasmic and nuclear protein fractions to examine the 
cellular localization of Hdac6 in ESCs and several adult cell types by Western 
blotting. Interestingly, while differentiated cells (MEFs, whole brain) exhibited the 
reported cytoplasmic sequestration, high levels of Hdac6 in undifferentiated cells, 
including ESCs, NSCs, and hematopoietic stem and progenitor cells (HPCs), 
were found in the nucleus (Figure II.2B). Consistent with these data, 
differentiation of either ESCs or NSCs caused a dramatic decrease in nuclear 
Hdac6, accompanied by increased Hdac6 within the cytoplasm (Figure II.2C-D). 
To test whether nuclear localization of Hdac6 promoted its interaction with Tip60-
p400 complex, we immunoprecipitated Tip60 from NSCs isolated from Tip60-
H3F knock-in mice. Indeed, Hdac6 was present in Tip60-H3F 
immunoprecipitates from NSC nuclear extracts (Figure II.2E). These data 
suggest that the interaction of Hdac6 with Tip60-p400 in undifferentiated cells is 
lost during the course of certain types of differentiation, due to nuclear exclusion 
of Hdac6. However, cytoplasmic sequestration in differentiated cells cannot be 
the sole factor preventing Hdac6 from associating with Tip60-p400, since we did 
not observe Hdac6 within Tip60-H3F immunoprecipitates from whole cell lysates 
(in which nuclear and cytoplasmic proteins are mixed; Figure II.1I). As an 
orthogonal approach, we used glycerol gradient sedimentation to examine the 
extent to which Tip60, p400, and Hdac6 co-fractionate in ESCs and MEFs. 
Consistent with our co-immunoprecipitation data, we found that a small portion of 
Hdac6 co-migrated with Tip60 and p400 within higher molecular weight fractions 
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in ESCs (Figure II.S1A). In contrast, we observed very little overlap between 
fractions containing Hdac6 and Tip60-p400 from MEFs (Figure II.S1B), 
consistent with our finding that Hdac6 does not interact with Tip60-p400 complex 
in this cell type. Together, these data show that Hdac6 exhibits significant 
nuclear localization in some types of embryonic and adult stem and progenitor 
cells, where it associates with Tip60-p400 complex. Furthermore, stem cell 
differentiation promotes re-localization of Hdac6 to the cytoplasm, where it is 
sequestered away from Tip60-p400. 
 
Figure II.S1: A portion of Hdac6 co-fractionates with Tip60-p400 in ESCs 
Glycerol gradient sedimentation analyses from ESC (A) or MEF (B) protein extracts. 
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Hdac6 is necessary for normal regulation of most Tip60-p400 target genes 
To test whether Hdac6 is necessary for gene regulation by Tip60-p400 
complex in ESCs, we used DNA microarrays to examine the changes in mRNA 
levels upon Tip60 or Hdac6 KD. We observed highly correlated gene expression 
profiles in ESCs knocked down individually for Tip60 and Hdac6 (R=0.63), 
suggesting a significant overlap in their sets of target genes, although Hdac6 KD 
generally had weaker effects on expression of common targets (Figure II.3A-B). 
Double KD of Tip60 and Hdac6 was nearly identical to the Tip60 single KD, 
consistent with the model that Hdac6 functions within Tip60-p400 complex 
(Figure II.3C). Next we performed unsupervised hierarchical clustering of mRNA 
expression data comparing ESCs depleted of Tip60, Hdac6, or both to control 
KD ESCs. We observed four main clusters of genes differentially expressed in 
Tip60 KD cells: genes upregulated upon Tip60 KD but unaffected by Hdac6 KD 
(Figure II.3C, cluster 1), genes upregulated in both single KDs (cluster 2), genes 
downregulated in Tip60 KD cells but unaffected by Hdac6 KD (cluster 3), and 
genes downregulated in both single KDs (cluster 4). Genes downregulated upon 
Tip60 KD were significantly overrepresented (relative to the number expected by 
chance) among Hdac6-independent Tip60 targets, while genes upregulated upon 
Tip60 KD were significantly overrepresented among Hdac6-dependent target 
genes, suggesting that Tip60-dependent repression in ESCs usually requires 
Hdac6 (Figure II.3D). We tested individual genes from each cluster by RT-qPCR, 
which generally confirmed these results (Figure II.3E).  
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Figure II.3: Overlapping effects of Hdac6 KD and Tip60 KD on gene 
expression in ESCs 
(A) Scatter plot of gene expression (Log2 fold change relative to control KD ESCs) upon Tip60 
KD relative to Hdac6 KD. Genes misregulated upon Tip60 KD (adjusted p value < 0.1) are shown 
in red. 
(B) Western blot showing the levels of p400, Dmap1, Hdac6 and Tip60 (FLAG) upon Tip60 or 
Hdac6 KD. β-actin is shown as a loading control.  
(C) Unsupervised hierarchical clustering of genes misregulated (adjusted p-value < 0.1) upon 
Tip60 KD. Up-regulated genes are indicated in yellow and downregulated genes are indicated in 
blue. The first cluster (#1) includes 200 genes that were upregulated upon Tip60 KD but not 
Hdac6 KD, the second cluster (#2) includes 867 genes upregulated in both Tip60 KD and Hdac6 
KD ESCs, the third cluster (#3) includes 277 genes that were downregulated only in Tip60 KD 
cells and the forth cluster (#4) includes 424 genes that were downregulated in both Tip60 KD and 
Hdac6 KD ESCs. 
(D) Hdac6-dependent target genes are biased toward genes repressed by Tip60. Genes 
repressed or activated by Tip60 were split based on their Hdac6-dependence, and each group 
was plotted as the Log2 (ratio) of genes observed in each group relative to the expected number 
of genes if Hdac6-dependence was randomly distributed. Asterisk indicates statistically significant 
enrichment (p < 10-20). 
(E) Validation of microarray datasets. The expression levels of genes from each cluster were 
measured by RT-qPCR in the indicated KDs and expressed as Log2 (fold change) values relative 
to control (GFP) KD ESCs after normalization. Data shown are mean ± SD of three technical 
replicates from one representative experiment of two biological replicates performed. 
(F) The significance of enrichment [- Log10 (p-value)] of Gene Ontology (GO) terms 
overrepresented in each cluster of genes in Figure II.3C. GO terms that were partially redundant 
with those listed were eliminated for brevity. 
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Furthermore, we validated these results using two Hdac6 mutant ESC lines: one 
that harbors a hypomorphic allele that expresses reduced Hdac6 levels 
(Hdac6reduced; Figure II.S2A), and one that contains an Hdac6 deleteion 
(Hdac6null; Figure II.S2B). Both lines exhibited misregulation of Tip60/Hdac6 
target genes similar to that observed upon Hdac6 KD, with greater effects usually 
observed in the more severe Hdac6null line (Figure II.S2C-D). Finally, we 
examined which classes of genes were enriched in each regulatory cluster. While 
Hdac6-independent targets of Tip60-p400 were enriched for genes involved in 
cellular growth, homeostasis, and the cell cycle (Figure II.3F, clusters 1 and 3), 
the majority of Hdac6-dependent Tip60-p400 target genes were differentiation-
induced genes (Figure II.3F, cluster 2), consistent with the idea that Hdac6 is 
broadly important for Tip60-p400-dependent repression of developmental genes, 
although it also plays a smaller role in activation of some Tip60-dependent 
proliferation genes (Figure II.3F, cluster 4). 
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Figure II.S2: Hdac6 mutant ESCs exhibit alterations in Tip60 target gene 
expression consistent with the KD phenotypes 
(A-B) Diagram of Hdac6 mutant ESC line Hdac6tm1a(EUCOMM)Wtsi before (A; hereafter, Hdac6reduced) 
and after (B; hereafter, Hdac6null) CRE expression. Since, prior to CRE expression, this line 
produces a low level of Hdac6 protein, we infer that some transcripts fail to include the gene trap 
allele, and therefore produce full-length, wild type transcript. SA: splice acceptor; pA: cleavage 
and polyadenylation sequence. 
(C) Hdac6tm1a(EUCOMM)Wtsi ESCs are hypomorphic prior to CRE expression and null alleles after. 
Whole cell extracts from normal (WT) ESCs or Hdac6 mutant ESCs diagrammed above were 
prepared, followed by Western blotting for the proteins indicated. 
(D) Hdac6 mutant ESCs exhibit defects in gene regulation similar to Hdac6 KD cells. Cells 
described above were harvested for RNA and subjected to RT-qPCR for the genes indicated. 
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Hdac6 binding overlaps one of two peaks of Tip60 enrichment at common 
target promoters 
Despite overlapping changes in gene expression upon KD of Tip60 or 
Hdac6 in ESCs, the functional role of Hdac6 within Tip60-p400 complex 
remained unclear. Hdac6 is not thought to bind chromatin or regulate gene 
expression in most cell types (Haggarty et al., 2003; Hubbert et al., 2002; Verdel 
et al., 2000), therefore we considered the possibility that Hdac6 modulates Tip60-
p400 function prior to chromatin binding by the complex. To determine whether 
Hdac6 associates with chromatin-bound Tip60-p400, we tested whether Hdac6 
co-localizes with Tip60-p400 on chromatin. To this end, we examined the 
genome-wide distributions of Tip60 and Hdac6 in ESCs using chromatin 
immunoprecipitation followed by deep sequencing of the precipitated DNA (ChIP-
seq). To facilitate these analyses, we generated an ESC line in which the H3F 
tag utilized above was fused to the C-terminus of Hdac6 at the endogenous 
Hdac6 locus. This line allowed us to directly compare the genomic binding 
profiles of Tip60 and Hdac6 with untagged control cells using the same antibody, 
thereby eliminating differences in background. 
We found that Tip60 binding was enriched at the 5’ ends of many genes in 
ESCs, with two peaks of binding flanking the promoter regions of most targets, 
one at approximately 400 base pairs upstream and another at approximately 100 
base pairs downstream of the TSS (Figures II.4A-B).                         
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Figure II.4: Tip60 and Hdac6 co-localize on chromatin 
(A) Heat map representation of ChIP-seq data for H3F-tagged Tip60 and Hdac6 comprising the 
2kb surrounding the transcriptional start sites (TSS) of 10,507 genes for which published p400 
ChIP-chip data (Fazzio et al., 2008a) (p400 enrichment) were available. ChIP-seq data from E14 
(Untagged) cells is shown as a control. All panels are sorted by decreasing p400 binding for the 
1kb surrounding the TSS, ranging from high levels of p400 binding (red) to genes unbound by 
p400 (white). 
(B) Tip60 and Hdac6 binding correlate with p400 binding. Genes in the p400 ChIP-chip dataset 
were grouped by the intensity of p400 enrichment: The groups of genes exhibiting the top 10% of 
p400 enrichment (Top 10%), the 11th-30th percentile (Next 20%), the 31st-60th percentile (Middle 
30%) and the rest of genes in dataset (Last 40%). Upper panel: Averaged Tip60 enrichment for 
groups of genes at each level of p400 binding are shown relative to the TSS. Lower panel: 
Averaged Hdac6 binding data for genes in the same groups. 
(C) Correlation of Tip60 and Hdac6 binding. Shown is a Venn diagram delineating the overlap 
between the gene sets bound by Tip60 and Hdac6. The p-value was calculated by summing the 
hypergeometric probabilities of Tip60/Hdac6 overlap below the number observed and subtracting 
from one. 
(D) Hdac6 and Tip60 are enriched at genes regulated by these factors. Upper panel: Tip60 
binding segregated by genes that are upregulated, downregulated, or unchanged by Tip60 KD. 
Bottom panel: Hdac6 binding at genes segregated as in upper panel.  
(E) Tip60 and Hdac6 are enriched at genes within clusters 2, 3, and 4. Tip60 (upper panel) and 
Hdac6 (bottom panel) binding data are shown for genes segregated by cluster, as in Figure 2C. 
Asterisks mark clusters exhibiting statistically significantly higher promoter-proximal (-500 to 
+500) binding of indicated factor than does the set of genes not regulated by Tip60 and Hdac6: 
*(p < 0.05); **(p < 0.01); ***(p < 10-5). 
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This two peak pattern of Tip60 binding and the gene set bound by Tip60 were 
very similar to previous mapping data examining the distribution of the p400 
subunit of Tip60-p400 complex in ESCs (Fazzio et al., 2008a). Interestingly, we 
found that while Hdac6 was also enriched at p400- (Figures II.4A-B) and Tip60-
target genes (Figure II.4C) near their TSSs, its pattern of binding was very 
different from Tip60 and p400, forming one peak of enrichment at approximately 
100 base pairs downstream of the TSS that overlapped with the downstream 
Tip60 peak (Figure II.4A-B). Like p400 (Fazzio et al., 2008a), we found that 
Hdac6 was enriched at genes marked by H3K4me3, including bivalent genes 
also marked by H3K27me3 (Figure II.S3). Furthermore, we found that, on 
average, both Hdac6 and Tip60 were both enriched to significantly higher levels 
at the promoter regions of genes that are misregulated upon Hdac6 or Tip60 KD 
compared to genes unaffected by KD of these factors (Figure II.4D), suggesting 
that many of these genes are direct targets. Interestingly, while levels of Hdac6 
binding were elevated at genes from clusters 2 and 4 (Figure II.3C), whose 
expression levels are regulated by Hdac6, they were also elevated at cluster 3 
genes, whose expression levels are Tip60-dependent but Hdac6-independent 
(Figure II.4E), suggesting that Tip60-p400 can act independently of Hdac6 to 
activate these genes. Together, these data show that Hdac6 binds in an 
asymmetrical pattern with respect to the transcription start site at its genomic 
targets.  
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Figure II.S3: Hdac6 is enriched at genes marked by H3K4me3 
Heatmaps showing the enrichment of various histone modifications or variants within promoter-
proximal regions (TSS +/- 2kb) of all genes, sorted by Hdac6 enrichment. H3K4me3 is strongly 
enriched at genes with high levels of Hdac6 binding, including bivalent genes marked by both 
H3K4me3 and H3K27me3, similar to previous findings for the p400 subunit of Tip60-p400. 
 
 
 
 
 
 
101 
In addition, the overlap between Hdac6 and one of the two peaks of Tip60-p400 
binding is consistent with a model in which Hdac6 functions within chromatin-
bound Tip60-p400 complex to regulate a set of common target genes. 
The catalytic domains of Hdac6 are necessary for interaction with Tip60-
p400 complex, but not for deacetylation of histones at target promoters 
We next tested several possible models by which Hdac6 might function 
within Tip60-p400 complex to regulate gene expression. First, we considered the 
possibility that Hdac6 was necessary for complex formation or stability. To test 
this model, we immunoprecipitated Tip60-H3F in control and Hdac6 KD ESCs, 
but found that Tip60-p400 subunits p400 and Dmap1 were maintained in the 
absence of Hdac6 (Figure II.S4A), arguing against this explanation. Alternatively, 
Hdac6 might be necessary for localization of Tip60-p400 to its target genes in 
ESCs. Finally, Tip60-p400 may recruit Hdac6 to its target genes, where it 
regulates gene expression by deacetylating histones. To distinguish between 
these latter two possibilities, we performed a series of experiments. First, we 
tested whether treatment of ESCs with Tubastatin A, a chemical inhibitor that 
prevents Hdac6-dependent deacetlyation of acetylated lysines by binding within 
the catalytic channel of one or both deacetylase domains (Butler et al., 2010), 
had similar effects on gene expression as Hdac6 KD.  
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Figure II.S4: Hdac6 KD reduces histone acetylation at Tip60 target genes 
(A) Hdac6 KD does not disrupt formation of Tip60 complex. Western blot of purified Tip60 
complex from Hdac6 KD ESCs for indicated proteins. 
(B) Nuclear localization of Hdac6 in ESCs is unaffected by Tip60 depletion and HDAC inhibition. 
ESCs were treated as shown and nuclear and cytoplasmic fractions were Western blotted for the 
proteins indicated. 
(C-D) H2AK5 acetylation levels for several common Tip60/Hdac6 target genes in Tip60 and 
Hdac6 KD ESCs was measured by ChIP-qPCR. H2AK5Ac levels in Tip60 or Hdac6 KD cells are 
expressed as a fraction of the input (C) or as Log2 ratios relative to control (GFP) KD (D). 
(E) Hdac6 depletion has minimal effect on histone acetylation. ESCs knocked down as indicated 
were Western blotted for acetylated histone H4 or total H3. 
(F) Hdac6 KD results in accumulation of high levels of acetylated tubulin. Indicated KD ESCs 
were Western blotted with the indicated antibodies. 
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Like Hdac6 KD or Tip60 KD ESCs, most target genes were de-repressed upon 
Tubastatin A treatment, although generally to lower levels than observed upon 
KD of Hdac6 or Tip60 (Figure II.5A), consistent with the possibility that histone 
deacetylation by Hdac6 was necessary for repression of its gene targets. 
Tubastatin A treatment did not affect expression or nuclear localization of Hdac6 
(Figure II.S4B), suggesting that it acts directly on the Hdac6 deacetylase 
domains. 
Next we tested whether Hdac6 KD resulted in increased acetylation of 
histone tails at Hdac6 target promoters by examining acetylation of the N-
terminal tails of histones H4 and H2A, two major targets of the Tip60 
acetyltransferase activity (Altaf et al., 2010; Doyon et al., 2004; Kimura and 
Horikoshi, 1998; Yamamoto and Horikoshi, 1997; Yan et al., 2000). ChIP-qPCRs 
using antibodies recognizing histone H4 acetylated at all four N-terminal lysines 
or acetylated lysine-5 of histone H2A were performed in control, Tip60 KD, and 
Hdac6 KD ESCs. Surprisingly, like Tip60 KD, Hdac6 KD resulted in a decrease in 
both H4 and H2A acetylation at most shared targets of Tip60 and Hdac6 that 
were examined (Figures II.5B, II.S4C-D). These findings show that Hdac6 does 
not silence differentiation genes by counteracting Tip60-dependent histone 
acetylation, despite the fact that treatment with the Hdac6 inhibitor Tubastatin A 
resulted in gene expression changes similar to Hdac6 KD. Unlike Tip60 KD, 
Hdac6 KD had no significant effect on bulk histone H4 acetylation (Figure 
II.S4E), although tubulin acetylation was strongly enhanced by Hdac6 KD (Figure 
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II.S4F), consistent with a model in which Hdac6 is required for normal Tip60 
function only at common target promoters. 
A few subunits of Tip60-p400 complex are known to be acetylated 
(Choudhary et al., 2009), raising the possibility that Hdac6 regulates Tip60-p400 
function by deacetylating the complex, which then leads to altered biochemical 
activity or chromatin binding by the complex. We tested this possibility by 
performing mass spectrometry on p400, the most highly acetylated subunit in 
Tip60-p400 complex (Choudhary et al., 2009), purified from control or Hdac6 KD 
ESCs. However, we did not observe any notable differences in p400 acetylation 
levels (data not shown). Thus, neither Hdac6 KD nor inhibition of Hdac6’s 
deacetylase activity leads to any observable increase in p400 acetylation or 
acetylation of histone tails, but both perturbations lead to de-repression of Tip60-
p400 target genes. Next we considered the possibility that Hdac6 binds Tip60-
p400 through one or both of its deacetylase domains. In this scenario, despite 
the fact that Hdac6 does not appear to deacetylate Tip60-p400 subunits, 
Tubastatin A could cause de-repression of Tip60- and p400-target genes simply 
by preventing Hdac6 from binding Tip60-p400. We tested this possibility by 
immunoprecipitating Tip60-p400 complex from Tip60-H3F ESCs treated with 
either vehicle alone or Tubastatin A and determining whether Hdac6 co-
precipitates with Tip60. Interestingly, Tubastatin A treatment completely 
prevented Hdac6 association with Tip60-p400 (Figure II.5C). 
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We reasoned that if Tubastatin A directly inhibited binding of Hdac6 to 
Tip60-p400, then addition of the drug to purified Hdac6-containing Tip60-p400 
complex should disrupt this interaction. In contrast, if Hdac6 deacetylates some 
unknown protein, which then activates it to bridge the interaction of Hdac6 with 
Tip60-p400, treatment of cells with Tubastatin A should disrupt the Hdac6 
interaction with Tip60-p400, while in vitro Tubastatin A treatment of Tip60-p400 
complex should not. To distinguish between these two possibilities, we 
immunoprecipitated Tip60-p400 from untreated Tip60-H3F ESCs and, after 
washing unbound proteins away from beads, subjected them to five additional 
washes with or without Tubastatin A. After harvesting the protein eluted in the 
Tubastatin A washes or remaining bound to beads, we examined the distribution 
of Hdac6 by Western blotting. Interestingly, we found that the Tubastatin A 
washes removed a large fraction of Hdac6 from bead-bound Tip60-p400 complex 
(Figure II.5D), suggesting that Tubastatin A disrupts the interaction of Hdac6 with 
Tip60-p400, rather than preventing deacetylation of histones or other proteins. 
Consistent with these findings, we found that mutation of the Hdac6 deacetylase 
domains had the same effect as Tubastatin A treatment: mutation of deacetylase 
domain 1 partially disrupted Hdac6’s interaction with Tip60-p400 in ESCs, while 
mutation of both deacetylase domains abolished this interaction (Figure II.5E). 
Together, these data indicate that Hdac6 interacts with Tip60-p400 via its 
deacetylase domains and that Tubastatin A directly disrupts this interaction. 
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Figure II.5: The Hdac6 deacetylase domains are necessary for Tip60-p400 
binding but do not reverse histone acetylation catalyzed by Tip60 
(A) Treatment of ESCs with Hdac6 catalytic domain inhibitor Tubastatin A causes de-repression 
of Tip60-p400 target genes. RT-qPCRs for indicated genes are shown for GFP KD or Tip60 KD 
ESCs treated with either Tubastatin A (Tub A) or DMSO vehicle. Data are expressed as Log2 
(fold change) values relative to DMSO treated GFP KD ESCs after normalization. Shown are the 
mean ± SD values of three technical replicates from one representative experiment of two 
biological replicates performed. 
(B) H4 acetylation levels for several common Tip60/Hdac6 target genes in Tip60 KD and Hdac6 
KD ESCs were measured by ChIP-qPCR, using an antibody specific for tetra-acetylated histone 
H4. H4 acetylation levels in cells knocked down as indicated are expressed as a fraction of the 
input. Shown are the mean ± SD values of three technical replicates from one representative 
experiment of two biological replicates performed. 
(C) ESCs were treated overnight with the indicated amounts of Hdac6 inhibitor Tubastatin A in 
their growth medium, Tip60-H3F was immunoprecipitated as above, and co-immunoprecipitating 
proteins were examined by Western blotting. 
(D) Tip60-H3F was immunoprecipitated from ESCs grown under normal conditions and the beads 
were washed in buffer with or without Tubastatin A. The Hdac6 eluted in the Tubastatin A wash or 
remaining bound to beads is shown by Western blotting, along with canonical Tip60 subunit 
Dmap1. 
(E) HA-tagged wild type, deacetylase domain 1 (HD1) mutant, or double deacetylase domain 
mutant (HD1 + HD2) Hdac6 were stably expressed in Tip60-H3F ESCs, Tip60-H3F was 
immunoprecipitated from nuclear extracts, and co-precipitating proteins were examined by 
Western blotting. Co-IP of canonical Tip60 complex subunit Dmap1 is shown as a control. 
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Hdac6 is necessary for normal Tip60 and p400 recruitment 
The finding that Hdac6 does not appear to deacetylate histones or Tip60-
p400 subunits, but that its deacetylase domains are necessary for interaction 
with Tip60-p400 complex, was consistent with a model in which Hdac6 regulates 
gene expression by helping recruit Tip60-p400 complex to its targets in vivo. We 
tested this possibility by comparing Tip60 enrichment in control KD and Hdac6 
KD ESCs, predicting that if Hdac6 is necessary for Tip60-p400 recruitment, 
Hdac6 KD should result in diminished Tip60 enrichment at many of its target 
genes. We observed a striking difference in Tip60 binding upon Hdac6 KD 
compared to control cells: Tip60 enrichment downstream of the TSS was strongly 
reduced at many target genes in Hdac6 KD ESCs, along with a modest decrease 
in enrichment upstream of the TSS (Figure II.6A-B). Importantly, the reduction of 
Tip60 binding upon Hdac6 KD was most severe at genes whose expression is 
regulated by Tip60-p400, compared to genes not regulated by the complex 
(Figures II.6C, II.S5A-B). Similarly, Hdac6 KD strongly reduced binding of the 
p400 subunit (Figures II.6D-E, II.S5C); these results were also recapitulated in 
Hdac6reduced and Hdac6null cells (Figure II.S5D). Although we found that Hdac6 
was required for Tip60 binding downstream of the TSS at most of its target 
genes, it remained possible that Tip60 was also required for Hdac6 to bind the 
same genes. To test this possibility, we mapped Hdac6 binding in control and 
Tip60 KD ESCs. In contrast to Tip60’s requirement for Hdac6, Tip60 KD had no 
effect on Hdac6 localization (Figures II.6F, II.S5E).  
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Figure II.6: Hdac6 is necessary for normal Tip60 binding to its targets on 
chromatin 
(A) Heat map representations of Tip60 binding as measured by ChIP-seq in Tip60-H3F ESCs 
upon GFP KD or Hdac6 KD. Data are sorted by p400 binding as in Figure 3A. 
(B) Averaged Tip60 binding upon GFP KD or Hdac6 KD are shown relative to the TSS. 
(C) Hdac6 KD mainly reduces Tip60 enrichment at genes that are misregulated upon Tip60 KD. 
Average Tip60 binding profiles upon GFP KD or Hdac6 KD are shown for genes misregulated 
upon Tip60 KD (adjusted p < 0.1) and genes that are unaffected. 
(D) Heat map representations of p400 binding as measured by ChIP-seq using an antibody 
against endogenous p400 in control and Hdac6 KD ESCs. Genes are sorted exactly as in (A). 
(E) Averaged p400 binding upon GFP KD or Hdac6 KD are shown relative to the TSS. 
(F) Tip60 KD does not affect Hdac6 binding. Average Hdac6 binding upon GFP KD or Hdac6 KD 
are plotted as in (B and E). 
111 
           
Figure II.S5: Reduced levels of Tip60 binding to differentiation genes upon 
Hdac6 KD 
(A) Example genomic loci showing Tip60 binding as measured by ChIP-seq upon GFP KD or 
Hdac6 KD. The first two panels show that Tip60 binding to the promoter regions of highly 
expressed genes (Rps9, Rpl27a) is relatively unaffected by Hdac6 KD. The second two panels 
show that Tip60 binding to the promoter regions of differentiation genes (Nodal, Nefl) is strongly 
reduced downstream of the TSS upon Hdac6 KD. 
(B) Effects of Hdac6 KD on Tip60 binding to target genes. Anti-FLAG ChIP-qPCR data are shown 
for the indicated ESCs at the promoter-proximal regions of the target genes shown. Note that 
Speer2 is a negative control locus to which Tip60-p400 does not bind.  
(C) Effects of Hdac6 KD on p400 binding to target genes. Anti-p400 ChIP-qPCR data are shown 
for the indicated KDs at the promoter-proximal regions of target genes. Data are normalized to 
IgG background ChIPs. Note that Dkk1 is shown on a different scale. 
(D) Effects of Hdac6 mutations on p400 binding to target promoters. Anti-p400 ChIP-qPCR data 
are shown for the indicated ESCs at the promoter-proximal regions of target genes.  
(E) Effects of Tip60 KD on Hdac6 binding to target genes. Anti-FLAG ChIP-qPCR data are shown 
for the indicated ESCs at the promoter-proximal regions of target genes. 
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Together, these data support a model in which Hdac6 binding functions (through 
its deacetylase domains) to recruit or maintain binding of Tip60-p400 complex. In 
addition, these data rule out the possibility that Tip60-p400 represses 
differentiation genes by recruiting Hdac6 to these sites, since common targets of 
Tip60-p400 and Hdac6 were misregulated upon Tip60 KD even though Hdac6 
localization was unaffected. 
Hdac6 is required for normal ESC proliferation, colony formation, and 
differentiation but not self-renewal 
Previously, we showed that ESCs depleted of Tip60-p400 subunits 
exhibited two prominent phenotypes: a failure to self-renew under conditions 
favoring ESC growth and a defect in the formation of embryoid bodies (EBs) 
under growth conditions favoring differentiation (Fazzio et al., 2008a). In contrast, 
while deletion of Hdac6 in ESCs was reported to cause a defect in colony 
formation, as well as a slight proliferation defect, Hdac6 KO ESCs could 
nonetheless continue to self-renew (Zhang et al., 2003), and mice derived from 
Hdac6 KO ESCs are viable. However, it was unclear from previous reports 
whether Hdac6 KO or KD might result in impaired ESC differentiation in vitro, 
similar to that of Tip60 KD. To test this possibility, we first confirmed that Hdac6 
KD ESCs exhibited colony formation and proliferation defects similar to those 
described for Hdac6 KO ESCs. Indeed, we observed a significant decrease in 
colony formation and size in both Hdac6 KD and Tip60 KD ESCs (Figure II.7A).  
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Figure II.7: Hdac6 is necessary for ESC colony formation and normal 
differentiation 
(A) Colony formation assays. Indicated KD ESCs were plated at clonal density and grown for 
seven days, at which time they were stained with crystal violent for visualization. 
(B) ESCs were infected with shRNA expressing viruses as shown and cultured in normal ESC 
medium. Cells were counted at the times indicated. 
(C) Left and upper right: Brightfield images of EBs formed by hanging drop cultures of ESCs 
knocked down as indicated, then cultured in differentiation medium, as described in the 
Experimental Procedures. Scale bars equal 400 µm. Lower right: box plot quantification of the 
range of EB sizes by diameter. The upper and lower limits of the box correspond to the 75th and 
25th percentiles of each KD, respectively, and the dark line corresponds to the median of each 
box. At least 88 EBs were measured for each KD. 
(D) Model for Hdac6- and Tip60-p400-dependent repression of differentiation genes in ESCs. In 
the presence of Hdac6, Tip60-p400 binds both upstream and downstream of TSSs and 
differentiation genes are silenced. In the absence of Hdac6, Tip60-p400 binding is reduced 
causing de-repression of differentiation genes. Tip60-p400 binding downstream of target TSSs 
may appears to be more strongly affected by Hdac6 KD. Note that Hdac6 also appears to affect 
the activation of some genes (not depicted), also by recruitment of Tip60-p400 complex. 
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Furthermore, Hdac6 KD ESCs had a small but reproducible decrease in 
proliferation rate, while Tip60 KD caused a somewhat more severe proliferation 
defect (Figure II.7B), consistent with previous studies (Fazzio et al., 2008a; 
Zhang et al., 2003). Next we tested whether EB formation or cellular 
differentiation might be impaired upon Hdac6 KD, as we previously observed 
upon KD of genes encoding known Tip60-p400 subunits Tip60, p400, or Dmap1 
(Fazzio et al., 2008a). EBs are thought to roughly mimic the embryonic state, as 
cells proliferate within spherical aggregates that subsequently develop cystic 
structures and differentiate into cells from all three germ layers (Martin and 
Evans, 1975). Indeed we found that, similar to Tip60 KD ESCs, Hdac6 KD ESCs 
suspended in differentiation medium formed EBs that were significantly smaller 
and more heterogeneous than control KD ESCs (Figure II.7C). Furthermore, both 
Hdac6 and Tip60 KD EBs exhibited delayed induction of several differentiation 
markers during a time course of ESC differentiation (Figure II.S6A). Thus, while 
Hdac6 loss results in only modest phenotypes in self-renewing ESCs, it is 
necessary for normal EB formation during cellular differentiation in vitro, 
consistent with its role in Tip60-p400 recruitment to a subset of Tip60-p400 target 
genes. 
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Figure II.S6: Hdac6 KD ESCs have impaired induction of differentiation 
markers 
(A) Indicated KDs were differentiated for 0, 2, 4, or 6 days.. At the indicated time points, RNA was 
isolated and RT-qPCR quantification of several differentiation markers of each primary germ layer 
was performed. 
(B) Tip60 enrichment near the promoters of the genes indicated was determined by ChIP-qPCR 
in ESCs and MEFs. We examined binding to Cdkn1a, a known Tip60 target in MEFs, as a 
positive control for ChIP in MEFs. Data shown are the mean ± SD of three technical replicates 
from one representative experiment of two biological replicates performed. 
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DISCUSSION 
Here we showed that Hdac6 interacts with Tip60-p400 complex in ESCs 
and NSCs and is necessary for the proper regulation of most genes regulated by 
Tip60-p400. For a majority of Tip60-p400 target genes, we found that Hdac6 
facilitated Tip60-p400 binding to its gene targets. Interestingly, while Hdac6 does 
not appear to deacetylate Tip60-p400 subunits or histones in vivo, we found that 
its catalytic domains were necessary for interaction with Tip60-p400 complex. 
Hdac6 has well established deacetylase activity directed against several 
cytoplasmic proteins, most notably tubulin (Hubbert et al., 2002), leaving open 
the possibility that, in stem cells, it may deacetylate some nuclear protein(s) that 
remain to be discovered. 
Tip60-p400 binds chromatin in vivo near the 5’ ends of genes, in two 
peaks surrounding the TSS: an upstream peak that does not overlap with Hdac6 
and is moderately sensitive to its loss, and a downstream peak that overlaps with 
and more strongly requires Hdac6 (Figure II.7D). We found that p400 binding 
also required Hdac6 for normal levels of enrichment, consistent with these data. 
Recruitment of Tip60-p400 is the only apparent function of Hdac6 in gene 
regulation, since Hdac6 binding is maintained upon Tip60 KD, while gene 
silencing is not. These data contrast with previously observed genetic 
interactions of mammalian Tip60 with other HDACs, in which Tip60 recruitment 
counteracts the repressive effects of HDACs on common targets (Baek et al., 
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2002), although similarities in gene expression profiles between Tip60 loss of 
function and chemical inhibition of HDACs have been reported in Drosophila 
(Schirling et al., 2010). 
We found that Hdac6 KD or mutation recapitulates most phenotypes of 
ESCs lacking Tip60 or p400: de-repression of many differentiation genes, 
impaired colony formation, a slower proliferation rate, impaired EB formation, and 
delayed kinetics of differentiation. However, unlike Tip60 (Hu et al., 2009), Hdac6 
KO ESCs can self-renew and are competent for mouse development (Zhang et 
al., 2008), strongly suggesting that the defect observed for Hdac6 KD ESCs in 
vitro is overcome in the embryo by compensatory mechanisms. Since the inner 
cell mass of blastocyst-stage embryos is attached to a layer of trophectoderm 
cells, it is possible that the colony-formation and differentiation defects observed 
for Hdac6 KD cells in vitro do not pose a barrier to development. Alternatively, 
since Hdac6 is only partially required for Tip60-p400 function in ESCs, the levels 
to which Tip60 and Hdac6 target genes are misregulated within the ICM of 
Hdac6-/- embryos may not be severe enough to induce a developmental arrest. In 
addition, since Hdac6 appears to regulate Tip60-p400 complex in only a subset 
of cell types (stem and progenitor cells) the effect of Hdac6 loss on gene 
regulation is likely much more limited than that of Tip60 loss throughout the 
embryo. 
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The finding that Hdac6 is partially to completely nuclear in two types of 
stem cells and a mixed population of stem and progenitor cells (HPCs), and the 
fact that it interacts with Tip60-p400 in both ESCs and NSCs, but not MEFs, 
suggests that nuclear exclusion of Hdac6 during differentiation may play a major 
role in gene regulation by reducing Tip60-p400 binding to specific sets of genes. 
Indeed, upon differentiation of ESCs or NSCs, we observed a strong decrease in 
nuclear Hdac6 and a coincident increase in Hdac6 within the cytoplasm (Figure 
II.2A). Also consistent with this model, we found that Hdac6-dependent Tip60 
target genes in ESCs were not bound by Tip60 in MEFs (Figure II.S6B). It 
remains to be determined whether alternative proteins substitute for Hdac6 in 
differentiated cells to recruit Tip60-p400 to different promoters, or if alternative 
mechanisms of recruitment (e.g., binding to histone modifications or interaction 
with sequence-specific DNA-binding proteins) are more important upon 
differentiation. 
Together, these studies identify a new, stem cell-specific mechanism by 
which Tip60-p400 is regulated, and uncover a role for Hdac6 in gene regulation. 
These findings differ substantially from established models of Hdac6 function as 
mainly a regulator of cellular motility and clearance of misfolded proteins via 
deacetylation of a small set of cytoplasmic targets, and suggest that cell type 
must be carefully considered when examining the phenotypes observed upon 
Hdac6 loss of function. In addition, these studies lend support to the idea that 
different types of stem cells share some common features of chromatin structure 
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that allow them to maintain their developmental potency, and provide one 
possible mechanistic link underlying this commonality. Re-localization of Hdac6 
to the cytoplasm during ESC and NSC differentiation could help establish a 
distinct set of Tip60-p400 targets in differentiated cells compared to stem cells, 
and lead to an altered pattern of Tip60-p400 binding to these sites. Future work 
focusing on developmental regulation of Hdac6 re-localization and alterations in 
Tip60 binding will shed further light on these possibilities. 
METHODS 
Cells 
ESCs were grown under feeder-free conditions and used for all ESC 
experiments. The Tip60-H3F and Hdac6-H3F lines were made by targeting into 
E14 (Hooper et al., 1987) and Hdac6tm1a(EUCOMM)Wtsi ESCs were obtained 
from EUCOMM (clone EPD0519_4_C03). This clone expresses low levels of 
Hdac6 protein before introduction of CRE, while CRE addition converts the 
mutation to a deletion. Therefore, we refer to the Hdac6 alleles as Hdac6reduced 
and Hdac6null before and after CRE introduction, respectively. CRE was 
introduced by Lenti-LucS (Addgene plasmid 22778) lentiviral infection, and the 
cells were harvested 3 days later for RT-qPCR or ChIP. Tip60-EGFP and Hdac6-
HD mutant-HA expression: ES cells were infected with pLJM1puro lentiviral 
vectors containing mouse Tip60 cDNA fused to EGFP. The infected cells were 
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selected by puromycin 3 days post-infection and Tip60 expression was checked 
by Western-blot. Hdac6 was cloned into pBabe HAII-hygro retroviral vector with 
or without previously described HD1 and HD2 mutations (Zhang et al., 2006). 
MEFs were infected with pBabe retroviral vectors containing wild-type or mutant 
mouse Hdac6 cDNAs. The infected cells were selected by hygromycin 3 days 
post-infection and Hdac6 expression was checked by Western-blot. 
For imaging, embryoid bodies (EBs) were generated by placing 300 cells, 
after infection with shRNA-expressing lentiviruses as indicated, in 30 µl of 
medium lacking LIF and incubating in hanging-drop cultures. For examination of 
differentiation markers, 106 cells were suspended in non-cell culture treated petri 
dishes for 2 days, and transferred to gelatin-coated cell culture dishes for another 
4 days. RNA was isolated at the indicated time points. Mouse embryonic 
fibroblasts (MEFs) were isolated from Tip60-H3F/+ or wild-type littermates using 
standard protocols (Coles et al., 2007) and mouse NSCs were isolated as 
previously described (Li et al., 2008). 
Colony formation assay: control, Tip60, or Hdac6 KD ESCs were plated 3 
days after lentiviral shRNA infection. 2000 cells were seeded into each 10 cm 
dish and cultured for 7 days. The cells were fixed and stained with fixation-
staining solution (6% glutaraldehyde, 0.5% crystal violet) for 30 min at room 
temperature followed by three washes with water. 
121 
For examination of Hdac6 redistribution during stem cell differentiation, 
ESCs were plated in N2B27 medium (Ying et al., 2003) and NSCs were plated in 
DMEM with 10% fetal bovine serum (FBS) for the number of days indicated. The 
cancer cell lines were grown in DMEM with 10% fetal bovine serum. 
RNAi 
Lentiviral shRNA expression vectors from the TRC library (Thermo Fisher, 
Waltham, MA, USA) were obtained from the UMMS RNAi Core Facility. After 
screening through multiple shRNAs for each gene to be knocked down, we 
identified the most effective hairpin for each gene for subsequent experiments, 
listed as follows:  
pLKO.1/shGFP: GCAAGCTGACCCTGAAGTTCAT 
pLKO.1/shTip60: CGGAGTATGACTGCAAAGGTT 
pLKO.1/shHdac6: CGCTGACTACATTGCTGCTTT  
Lentiviral vectors and Lenti-X packaging plasmids were transfected into 
293.T cells using Fugene6 (Roche, Branford, CT, USA). At 48, 60 and 72 hr after 
transfection, lentivirus-containing media were collected and concentrated over a 
20% sucrose cushion by centrifugation at 14,000 rpm for 4 hr in an SW-28 rotor. 
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Concentrated virus was re-suspended in 200 µl PBS, aliquoted, and stored at 
−80°C. 
Western blotting and immunoprecipitation 
Cells were lysed using an NE-PER Extraction kit (Thermo Fisher) to 
isolate cytoplasmic and nuclear fractions. Western blotting was performed with 
antibodies against Hdac6 (Cat. 07-732; Millipore, Billerica, MA, USA), acetyl-
Histone H4 (Cat. 06-866; Millipore), β-actin (Cat. A5316; Sigma, St. Louis, MO, 
USA), Flag-M2 (Cat. F1804; Sigma), p400 (Cat. A300-541A; Bethyl Labs, 
Montgomery, TX, USA), Dmap1 (Cat. 10411-1-AP; Proteintech Group, Chicago, 
IL, USA), GFP (Cat. ab290; Abcam, Cambridge, MA, USA), Pol II (Cat. sc-899; 
Santa Cruz Biotechnology, Santa Cruz, CA, USA), Acetylated Lysine (Cat. 
9441S; Cell Signaling Technologies, Danvers, MA, USA), ubiquitin (P4D1), and 
HA (12CA5). For immunoprecipitation, the aliquots of nuclear extract were 
incubated with specific antibodies conjugated with protein G magnetic beads 
(New England Biolabs, Ipswich, MA, USA) or FLAG-M2 Agarose beads (Sigma) 
in IP buffer (50 mM Tris-HCl pH7.4, 250 mM NaCl, 0.1% Triton X-100, plus 1X 
HALT protease inhibitors (Thermo Fisher) overnight at 4°C. To examine the 
effect of inhibitors of Hdac6 on its interaction with Tip60 complex, beads were 
subjected to five additional washes with or without 10 µM tubastatin A 
(ChemieTek, Indianapolis, IN, USA). 
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Tip60-p400 purification 
Tip60 complex was purified from nuclear extracts of Tip60-H3F ESCs as 
described previously for Mbd3 (Yildirim et al., 2011). Briefly, nuclear extracts 
were subjected to sequential affinity purification steps using FLAG-M2 Agarose 
(Sigma) and TALON Agarose beads (Clontech Laboratories, Mountain View, CA, 
USA). The proteins purified from untagged control and Tip60-H3F cells were 
separated by SDS-PAGE and were either stained with SimplyBlue SafeStain 
(Invitrogen, Grand Island, NY, USA) after TCA precipitation and re-suspension in 
sample buffer or SilverXpress (Invitrogen) for visualization in Figure 1. 
LC-MS/MS 
Affinity-purified samples were separated by SDS-PAGE gel, in-gel 
digested and analyzed by LC-MS and LC-MS/MS as described previously (Chu 
et al., 2006). Briefly, 1 ml aliquot of the digestion mixture was injected into a 
Dionex Ultimate 3000 RSLCnano UHPLC system with an autosampler (Dionex 
Corporation, Sunnyvale, CA, USA), and the eluant was connected directly to a 
nanoelectrospray ionization source of an LTQ Orbitrap XL mass spectrometer 
(Thermo Fisher). LC-MS data were acquired in an information-dependent 
acquisition mode, cycling between a MS scan (m/z 310-2000) acquired in the 
Orbitrap, followed by low-energy CID analysis in the linear ion trap. The 
centroided peak lists of the CID spectra were generated by PAVA (Guan and 
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Burlingame, 2010) and searched against a database that consisted of the Swiss-
Prot protein database, to which a randomized version had been concatenated, 
using Batch-Tag, a program in the in-house version of the University of California 
San Francisco Protein Prospector version 5.9.2. A precursor mass tolerance of 
15 ppm and a fragment mass tolerance of 0.5 Da were used for protein database 
search. Protein hits are reported with a Protein Prospector protein score ≥22, 
protein discriminant score ≥0.0 and a peptide expectation value ≤0.01 (Chalkley 
et al., 2005). This set of protein identification parameters threshold did not return 
any substantial false positive protein hit from the randomized half of the 
concatenated database. 
Chromatin immunoprecipitation 
The cells from 80% confluent 10 cm dishes were crosslinked by adding 
fixation solution (1% formaldehyde, 0.1M NaCl, 1 mM EDTA, 50 mM 
HEPES⋅KOH pH 7.6) for 10 min at room temperature. Crosslinking was 
quenched with 125 mM Glycine for 5 min. The cells were washed twice with cold 
PBS containing protease inhibitors (Roche), and pelleted at 1000×g for 5 min at 
4°C. The cell pellets were either flash frozen in liquid nitrogen and stored at 
−80°C or immediately sonicated. The pellets were resuspended in Lysis buffer 1 
(50 mM HEPES-KOH pH 7.6, 140 mM NaCl, 1 mM EDTA, 10% (vol/vol) 
Glycerol, 0.5% NP-40, 0.25% Triton X-100) including protease inhibitors and 
incubated for 10 min at 4°C. After centrifugation at 1350×g for 5 min, the pellets 
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were resuspended in Lysis buffer 2 (10 mM Tris-HCl pH 8.0, 200 mM NaCl, 1 
mM EDTA, 0.5 mM EGTA) containing protease inhibitors and incubated for 
another 10 min at 4°C. The pellets were collected after centrifugation at 1350×g 
for 5 min and resuspended in Lysis buffer 2 for sonication. The samples were 
sonicated in a Bioruptor (UCD-200; Diagenode, Delville, NJ, USA) set to high for 
three cycles (10 min per cycle with 30 s on/ 30 s off) to generate 300–1000 base-
pair fragments. The supernatants were collected after a 13,000 rpm spin for 10 
min at 4°C. 50-µl Protein G Magnetic beads (New England Biolabs) were washed 
twice with PBS with 5 mg/ml BSA and 10 µg of anti-Flag M2 antibody (Sigma) 
coupled in 500 µl PBS with 5 mg/ml BSA overnight at 4°C. Immunoprecipitation 
was performed with antibody-coupled beads and sonicated supernatants in ChIP 
buffer (20 mM Tris-HCl pH8.0, 150 mM NaCl, 2 mM EDTA, 1% Triton X-100) 
overnight at 4°C. The magnetic beads were washed twice with ChIP buffer, once 
with ChIP buffer including 500 mM NaCl, four times with RIPA buffer (10 mM 
Tris-HCl pH8.0, 0.25M LiCl, 1 mM EDTA, 0.5% NP-40, 0.5% Na-Deoxycholate), 
and once with TE buffer (pH 8.0). Chromatin was eluted twice from washed 
beads by adding elution buffer (20 mM Tris-HCl pH8.0, 100 mM NaCl, 20 mM 
EDTA, 1% SDS) and incubating for 15 min at 65°C. The crosslinking was 
reversed at 65°C for 6 hr and RNase A (Sigma) was added for 1 hr at 37°C 
followed by proteinase K (Ambion, Carlsbad, CA, USA) treatment overnight at 
50°C. ChIP-enriched DNA was purified using Phenol/Chloroform/Isoamyl alcohol 
extractions in phase-lock tubes. Then, chromatin was analyzed by qPCR using a 
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SYBR FAST universal kit (KAPA Biosystems, Woburn, MA, USA) with specific 
primers. 
ChIP-seq 
Library construction 
Chromatin immunoprecipitation and deep sequencing library construction 
were performed using minor modifications of our chromatin immunoprecipitation 
protocol. The samples were crosslinked and prepared as described previously 
(Yildirim et al., 2011). The samples were transferred into 15 ml Falcon tubes and 
sonicated in a Bioruptor set to high for two cycles (10 min for one cycle with 30 s 
on/ 30 s off). ChIP samples were end-repaired, A-tailed, and adaptor-ligated 
using barcoded adaptors according to the manufacturer’s instructions (Illumina, 
San Diego, CA, USA). DNA purification on Zymo Research PCR purification 
columns was performed following each enzyme reaction (Zymo Research, Irvine, 
CA, USA). The adaptor-ligated material was then PCR amplified with Phusion 
polymerase using 16 cycles of PCR before size selection of 200–300 bp 
fragments on a 2% agarose gel. The library was purified using a Zymo Gel 
Extraction kit, its concentration was determined using a NanoDrop (Thermo), and 
the integrity of each library was confirmed by sequencing 10–20 individual 
fragments per library. Libraries with different barcodes were pooled together and 
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single-end sequencing (50 bp) was performed on an Illumina HiSeq2000 at the 
UMass Medical School deep sequencing core facility. 
Data analysis 
Raw FastQ reads were first collapsed by sequence and the read 
occurrences were kept. The reads were then mapped to the mm9 genome using 
bowtie allowing at most one mismatch in every alignment. For multimappers, only 
one alignment was chosen randomly by the M 1 parameter setting. Each aligned 
location was extended downstream to a length of 150 bp. Any extension that 
exceeded the end of the chromosome was clipped. The extended mapped 
locations overlapping with simple repeats annotated by RepBase were removed. 
For each remaining read along with its occurrence, we calculated the relative 
distance to the nearest TSS and for each TSS tallied the sum of read occurrence 
from its upstream 2000 bp to downstream 2000 bp. The occurrences were 
normalized and binned in 20 bp intervals. Deep sequencing data can be obtained 
from GEO (http://www.ncbi.nlm.nih.gov/geo/), accession: GSE42329. 
Microarray analysis 
5 µg of total RNA from control (GFP), Tip60, Hdac6 KD or double KD 
ESCs was subjected to RNA amplification and labeling using the Low Input Quick 
Amp Labeling Kit protocol (Agilent, Santa Clara, CA, USA) with minor 
modifications. Briefly, cRNA was amplified by in vitro transcription with amino-
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allyl UTP (3:2 ratio for amino-ally UTP: UTP) overnight at 37°C. Then, cRNA was 
purified using Zymo RNA purification columns and labeled with Cy3 (GE 
Healthcare, Uppsala, Sweden) at room temperature for 60 min in the dark. The 
fluorescence intensity of Cy3 was determined by NanoDrop and 50 picomoles of 
cRNA was used for fragmentation and hybridization on Agilent 4X44K mouse 
whole-genome microarrays. Slides were scanned on Agilent DNA microarray 
scanner G2565CA and fluorescence data were obtained using Agilent Feature 
Extraction software at the UMass Medical School genomics core facility. The 
expression profiles from two biological replicates were analyzed as previously 
described (Yildirim et al., 2011). Enrichment of Gene Ontology terms and 
categories was performed with DAVID 6.7 (Huang et al., 2007a; Huang et al., 
2007b). Microarray data can be obtained from GEO 
(http://www.ncbi.nlm.nih.gov/geo/), accession: GSE42329. 
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CHAPTER III: 
PREFACE 
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CHAPTER III: R-loops regulate ES cell fate by modulating chromatin 
binding of key regulatory complexes 
ABSTRACT 
Numerous chromatin-remodeling factors are regulated by interactions with 
RNA, although the contexts in which they encounter RNA and the functions of 
RNA binding are poorly understood. Here we show that R-loops, RNA:DNA 
hybrids consisting of nascent transcripts hybridized to template DNA, facilitate 
embryonic stem cell (ESC) differentiation by modulating the binding of two key 
chromatin regulatory complexes, Tip60-p400 and polycomb repressive complex 
2 (PRC2). Like PRC2, the Tip60-p400 histone acetyltransferase and 
nucleosome-remodeling complex binds in cis to nascent transcripts, but unlike 
PRC2, transcription promotes chromatin binding by Tip60-p400. Interestingly, we 
observed higher Tip60-p400 and lower PRC2 levels at genes marked by R-loops 
near their transcription start sites. Disruption of R-loops broadly reduced Tip60-
p400 and increased PRC2 occupancy, caused widespread changes in gene 
expression, and impaired ESC differentiation. These results define a novel 
mechanism by which Rloops act both positively and negatively in recruitment of 
key regulators of pluripotency.  
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INTRODUCTION 
With the recent discovery of thousands of long non-coding RNAs 
(lncRNAs) that are expressed in mammalian cells, a considerable effort is 
underway to uncover the roles of specific lncRNAs in the nucleus, as well as to 
elucidate broadly generalizable mechanisms of action that govern their biological 
functions. LncRNAs function both in cis and in trans to regulate gene expression 
(Bonasio and Shiekhattar, 2014; Rinn and Chang, 2012), raising the possibility 
that these transcripts act specifically to modulate the functions of individual 
transcription factors or other regulatory proteins. Indeed, numerous lncRNAs 
have been shown to interact with transcriptional regulatory proteins, consistent 
with this hypothesis (Bonasio and Shiekhattar, 2014; Flynn and Chang, 2014; 
Rinn and Chang, 2012). 
Interestingly, in a survey of 74 lncRNAs expressed in ESCs, several 
chromatin regulatory complexes with key roles in ESC self-renewal and/or 
pluripotency were shown to bind lncRNAs (Guttman et al., 2011). Many of these 
complexes bound to more than 30% of lncRNAs tested, and many lncRNAs were 
bound by multiple complexes, suggesting that either these factors are 
differentially programmed by dozens of individual lncRNAs to target multiple sets 
of genomic loci, or that these complexes bind lncRNAs relatively non-specifically. 
In the latter scenario, the distinct sequence of each lncRNA bound by a complex 
would not be predicted to impart a unique function (such as targeting the 
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complex to specific genomic loci), but lncRNA binding in general may serve 
some structural or regulatory role on the complex. 
Among the first chromatin regulatory complexes shown to bind lncRNAs 
was polycomb repressive complex 2 (PRC2) (Pandey et al., 2008; Riising et al., 
2014; Zhao et al., 2008), a highly conserved histone H3 lysine-27 
methyltransferase complex important for gene silencing during development 
(Aloia et al., 2013). PRC2 binding to the A-repeat of the Xist lncRNA is thought to 
play a role in recruitment of the complex to the inactive X chromosome 
(Cifuentes-Rojas et al., 2014; Zhao et al., 2008). In addition to interacting with 
lncRNAs, PRC2 has been shown to bind promiscuously to nascent RNA 
transcripts expressed from thousands of genes, and the level of RNA binding by 
PRC2 catalytic subunit Ezh2 was found to correlate with RNA abundance 
(Davidovich et al., 2013; Kaneko et al., 2013). At first glance, PRC2 binding of 
nascent transcripts from active genes appears to conflict with models in which 
lncRNA-dependent PRC2 recruitment promotes gene silencing. However, RNA 
binding by PRC2 has been shown to inhibit its histone H3 lysine-27 
methyltransferase activity (Cifuentes-Rojas et al., 2014; Kaneko et al., 2014). 
Consistent with these findings, PRC2 components bind to both silent and active 
genes, and active genes bound by PRC2 are not marked by H3K27me3 
(Davidovich et al., 2013; Kaneko et al., 2013). These findings support a revised 
model in which binding of nascent transcripts at active genes helps recruit PRC2 
to these loci, but maintains the complex in an inactive state (Cifuentes-Rojas et 
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al., 2014; Kaneko et al., 2014). In this model, PRC2 is poised to generate 
repressive chromatin structure and enforce silencing at these genes at a later 
time, should their expression be silenced by an independent mechanism. On the 
other hand, chemical inhibition of transcription promotes binding of PRC2 to CpG 
islands (including many promoter-proximal regions) throughout the genome, 
arguing against a model in which nascent transcripts are necessary for 
recruitment of PRC2 (Riising et al., 2014). Therefore, the roles of nascent 
transcripts in regulation of PRC2 binding and chromatin structure appear to be 
complex and contextspecific.  
Tip60-p400 is another chromatin-remodeling complex with essential 
functions in ESC self-renewal and pluripotency that has also been shown to bind 
lncRNAs (Guttman et al., 2011). Tip60-p400 comprises a 17 subunit chromatin-
remodeling complex with two catalytic subunits: the Tip60 (also known as Kat5) 
protein lysine acetyltransferase (KAT), which acetylates multiple lysines on 
histones H4 and H2A, among other proteins, and the p400 ATPase, which 
incorporates the H2A.Z histone variant into chromatin (Squatrito et al., 2006). We 
previously found that Tip60-p400 was essential for normal ESC self-renewal and 
pluripotency, acting simultaneously to repress some differentiation genes and 
activate proliferation genes (Chen et al., 2013; Fazzio et al., 2008a). Although it 
is not clear how Tip60-p400 simultaneously activates one group of genes and 
silences another, interaction with lncRNAs could potentially target the complex to 
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specific regions of the genome and/or tune its catalytic activities at specific 
targets to favor activation or silencing. 
Here, we begin by addressing two fundamental questions regarding the 
role of RNA binding by Tip60-p400 in mouse ESCs. First, we examine whether 
Tip60-p400 binds specifically to lncRNAs or promiscuously to multiple categories 
of RNAs, similar to PRC2. Second, we elucidate the function of RNA binding by 
Tip60-p400. We find that, like PRC2, Tip60-p400 binds promiscuously to nascent 
RNAs from both coding and non-coding genes. However, unlike PRC2, whose 
binding to chromatin is inhibited by transcription (Riising et al., 2014), Tip60-p400 
requires transcription for normal binding to most of its target promoters. Given 
that either nascent transcripts or the act of transcription itself promotes Tip60-
p400 and inhibits PRC2 association with chromatin, we considered the context in 
which nascent transcripts might be encountered by these complexes. We find 
that Tip60-p400 is enriched, and PRC2 depleted, at genes marked by promoter-
proximal R-loops, RNA:DNA hybrid structures formed when G-rich sequences on 
RNA hybridize with their DNA template (Ginno et al., 2012; Ginno et al., 2013), 
suggesting that R-loops might stimulate Tip60-p400 binding while inhibiting 
binding of PRC2. We tested this directly by disrupting R-loop formation in ESCs 
via overexpression of RNaseH1, and observed reduced Tip60-p400 binding and 
enhanced PRC2 binding at most genes targeted by each complex. Consistent 
with these findings, RNaseH1 overexpressing ESCs exhibited widespread 
alterations in gene expression and defects in differentiation. These results 
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demonstrate that R-loops play a major role in regulating chromatin structure near 
the 5’ regulatory regions of thousands of genes in ESCs, acting both positively 
and negatively to control binding of chromatin-remodeling factors. More broadly, 
these findings suggest that RNA binding can have different effects on chromatin 
regulators, depending on the molecular context in which the RNA is presented. 
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RESULTS 
Tip60-p400 interacts with nascent transcripts 
Previously, in a survey of chromatin-remodeling complexes with key roles 
in ESCs, Tip60-p400 was shown to interact with 9 of 74 long non-coding RNAs 
(lncRNAs) tested (Guttman et al., 2011), raising the possibility that lncRNAs 
might be important for interaction of the complex with chromatin or remodeling of 
chromatin structure by the complex. Alternatively, Tip60-p400 might bind 
promiscuously to RNA, as shown for the well-studied lncRNA-interacting 
complex, PRC2 (Davidovich et al., 2013; Davidovich et al., 2015; Kaneko et al., 
2013). To distinguish between these possibilities, we first performed unbiased 
identification of Tip60-p400-interacting transcripts by deep sequencing of RNA 
that co-immunoprecipitate with Tip60-p400 (RIP-seq). We performed biological 
replicate IPs of two different Tip60-p400 subunits, p400 and Ruvbl1, and 
observed strong correlations between replicates (Figure III.S1A-B). To elucidate 
the set of high-confidence Tip60-p400-binding RNAs, we focused on those 
enriched greater than two-fold in both replicates of p400 and Ruvbl1 RIPs 
compared to control RIPs, identifying approximately 2,500 transcripts in this 
category (Figure III.1A-D). Among these, we identified 608 enriched lncRNAs 
(Figure III.1C), confirming that Tip60-p400 binds to many non-coding transcripts 
in ESCs. More interestingly, we also observed that Tip60-p400 interacts with 
1,909 coding gene transcripts (Figure III.1D), suggesting Tip60-p400 does not 
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bind specifically to lncRNAs, but rather interacts with a broad array of both 
coding and noncoding transcripts in vivo. We also tested whether Tip60-p400 
only interact with highly expressed RNAs and found that these transcripts 
occupied a broad range of expression levels, and functional categories, 
consistent with the diverse set of target genes bound by Tip60-p400 (Chen et al., 
2013; Fazzio et al., 2008a) (Figure III.S1C-D). 
 
Figure III.S1: Characteristics of Tip60-p400-bound transcripts 
(A-B) Scatter plots of biological replicate RIP-seq data for p400 RIPs (A) and Ruvbl1 RIPs (B). 
Correlation coefficients (R) are noted.  
(C) Scatter plot of biological replicate RNA-seq data overlayed with Tip60-p400-bound transcripts 
(red). (D) Gene Ontology (GO) terms significantly overrepresented among Tip60-p400-bound 
transcripts, plotted as –Log10 (p-value). 
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Given the abundance of coding RNAs interacting with Tip60-p400, we 
considered whether this complex might also interact with nascent transcripts and 
therefore examined the genomic locations of reads within our RIP-seq libraries. 
Aggregation of TSS-proximal reads from p400 and Ruvbl1 RIPs revealed peaks 
of interacting transcripts just downstream of TSSs (Figure III. 1E). Consistent 
with this observation, we observed a large fraction of reads within the first exon 
and first intron of many Tip60-p400-interacting RNAs (example shown in Figure 
III. 1F), suggesting the complex interacts with non-spliced (pre-mRNA) 
transcripts. Finally, when we counted all reads within each gene rather than only 
those within spliced mRNAs, we observed stronger enrichment in p400 and 
Ruvbl1 RIPs relative to controls (Figure III. 1G-H). We therefore conclude that 
Tip60-p400, like PRC2, binds primarily to nascent transcripts near their initiation 
sites. 
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Figure III.1: Tip60-p400 binds nascent transcripts 
(A-B) Enrichment of transcripts in p400 (upper) or Ruvbl1 (lower) RIP-seq libraries relative to 
control (IgG) RIP-seq. Normalized reads from biological replicate RIP-seq experiments were 
averaged and plotted for lncRNAs RNAs (A) or coding RNAs (B).  
(C-D) Overlap of significantly enriched lncRNAs (C) or coding RNAs (D) are shown as Venn 
diagrams with significance of overlap (hypergeometric test) indicated.  
(E) Aggregation plot of RIP-seq data over annotated transcription start sites (TSSs).  
(F) Example browser track showing locations of RIP-seq reads for the Taf1d gene relative to 
introns (thin line) and exons (black boxes).  
(G-H) Cumulative distribution plots showing enrichment of reads over the entire gene (red) or only 
within exons (blue) in p400 and Ruvbl1 RIP-seq compared to IgG, expressed as a log2 ratio. P-
values indicating significantly different distributions were calculated using a Kolmogorov-Smirnov 
Test. 
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Transcription is necessary for chromatin binding by Tip60-p400 
To dissect the role of RNA binding by Tip60-p400, we first tested whether 
the complex binds to the same regions of chromatin from which Tip60-p400-
interacting RNAs are transcribed. To this end, we compared ChIP-seq maps of 
Tip60 and p400 localization near annotated TSSs to the set of RNAs bound by 
the complex. We observed significantly higher levels of Tip60 and p400 
enrichment near the promoters of genes from which Tip60-p400-interacting 
RNAs are transcribed than all other genes, suggesting Tip60-p400 binds 
transcripts in cis (Figure III. 2A-B). The enrichment of Tip60-p400 at genes 
whose transcripts are bound by the complex suggested that interaction with RNA 
may promote chromatin binding by Tip60-p400. To address this possibility, we 
tested whether transcription was required for interaction of Tip60-p400 with its 
target genes on chromatin by addition of transcription inhibitors 5,6-dichloro-1-
beta-D-ribofuranosylbenzimidazole riboside (DRB) or Triptolide to culture media 
for 9 or 4 hours, respectively. We determined the optimal time of inhibitor 
treatment based on the shortest time we observed efficient inhibition of 
transcription while having no effect on protein levels of Tip60 subunits (Figure 
III.S2A). DRB blocks transcriptional elongation by inhibiting Serine 2 
phosphorylation (Ser2-P) of RNA Polymerase II (RNA Pol II) and Triptolide 
inhibits the ATPase activity of the XPB helicase subunit of TFIIH to induce 
proteasomal degradation of RNA Pol II (Bensaude, 2011). Inhibition of 
transcription caused a substantial reduction in the abundance of short-lived 
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transcripts, but did not affect levels of long-lived transcripts or any of several 
Tip60-p400 subunits tested (Figure III.S2B). Interestingly, both inhibitors strongly 
reduced Tip60 and p400 binding to a large fraction of their genomic targets 
(Figure III.2C-F). We validated these data at multiple genomic targets, obtaining 
results consistent with the genome-level data (Figure III.S2C). Together, these 
data demonstrate that binding of nascent transcripts by Tip60-p400, the act of 
transcription itself, or both are necessary for binding of the complex to a large 
fraction of its target genes in ESCs. 
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Figure III.2: Transcription promotes promoter-proximal association of 
Tip60-p400 with chromatin 
(A) Comparison of ChIP-seq maps of Tip60 (C-terminally FLAG tagged at the endogenous Tip60 
locus), p400, or control IPs (anti-FLAG ChIP of ESCs lacking FLAG-tagged Tip60 and IgG ChIP) 
with Tip60-p400-interacting RNAs (overlapping in p400 and Ruvbl1 RIP-seq libraries). ChIP data 
is shown as heatmaps extending from -2 kb to + 2 kb from each transcription start site (TSS), with 
each row representing a gene, and enrichment denoted in green. Heatmaps are sorted by 
previously published p400 ChIP-chip data10.  
(B) Average Tip60 enrichment over TSSs of genes whose transcripts are bound by Tip60-p400 
and those that are not.  
(C-F) Tip60 (C,E) or p400 (D,F) enrichment by ChIP-seq (as in (A)) in control treated ESCs or 
ESCs treated with indicated transcription inhibitors. 
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Figure III.S2: Acute transcription inhibition inhibits Tip60-p400 binding to 
chromatin 
(A) Western blots of indicated proteins showing unchanged levels of Tip60-p400 subunits p400, 
Hdac6, Dmap1, Tip60, and Ruvbl1. Actin serves as a loading control.  
(B) Transcript levels of rapidly-degraded transcripts (Nanog, Myc) and slowly-degraded 
transcripts (Oct4, Gapdh), measured by RT-qPCR. Levels in cells treated with indicated 
transcription inhibitors are expressed relative to control cells.  
(C) ChIP-qPCR of the p400 subunit of Tip60-p400 complex with or without transcription inhibitor 
treatment. IgG serves as a negative control for ChIP. Enrichment levels are expressed for each 
locus as a fraction of input. 
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R-loops regulate the binding of chromatin remodelers 
Nascent transcripts with G-rich domains have been shown to form R-loops 
near the 5’ and 3’ ends of transcribed genes in multiple cell types (Castel et al., 
2014; Ginno et al., 2012; Ginno et al., 2013; Sun et al., 2013; Skourti-Stathaki et 
al., 2014). Although unresolved R-loops induce DNA damage and genomic 
instability (Britton et al., 2014; Groh et al., 2014; Helmrich et al., 2011; Li and 
Manley, 2005), 3’ R-loops also regulate transcription termination (Ginno et al., 
2013; Sun et al., 2013; Skourti-Stathaki et al., 2014) and R-loop formation over 
CpG islands functions to keep these regions relatively free of DNA methylation 
(Ginno et al., 2012; Ginno et al., 2013).  Since Tip60-p400 binds primarily near 
the 5’ ends of transcripts, we considered the possibility that nascent transcripts 
are encountered by Tip60-p400 in the form of R-loops, and that 5’ R-loops may 
play a role in recruitment or stabilization of Tip60-p400 binding at these loci. To 
test this possibility, we first mapped the locations of R-loops across the genome 
of mouse ESCs. Immunoprecipitation of DNA-RNA hybrids using an antibody 
(S9.6) specific for these structures coupled to deep sequencing (DRIP-seq) has 
been used to map R-loops in multiple cell types (Castel et al., 2014; Ginno et al., 
2012; Skourti-Stathaki et al., 2015). Due to the moderately high background and 
imprecise boundaries of R-loops mapped using this technique (Figure III.S3A), 
we modified the DRIP-seq protocol to sequence only RNAs enriched within 
immunoprecipitates of RNA-DNA hybrids (DRIP-RNA-seq) (Figure III.S3B). 
Using this DRIP-RNA-seq approach, we observed R-loops near the 5’ ends of 
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10,595 genes (Figure III. 3A-C). We confirmed the specificity of DRIP signals in 
two ways: First, signals were strongly reduced when samples were treated with 
RNaseH prior to immunoprecipitation (Figure III.3A-C). Second, in our strand-
specific DRIP-RNA-seq libraries, we observed a strong strand bias in reads in 
favour of annotated transcripts (Figure III.3A-C; Figure III.S3C), demonstrating 
the specificity of the signals we observed. 
 
Figure III.S3: Comparison of DRIP-RNA-seq method to standard DRIP-seq 
(A) Published DRIP data from human embryonal carcinoma cells8 were aggregated over TSSs. 
Control: DRIP from unperturbed sample. RNaseH pre-treatment: samples were digested with 
RNaseH prior to DRIP, as a negative control for immunoprecipitation with the S9.6 antibody. 
(B) Comparison of DRIP-seq8 and DRIP-RNA-seq modification. 
(C) Comparison of sense and antisense reads of DRIP data aggregated near promoters as in (A). 
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Interestingly, we observed higher average enrichment of Tip60 and p400 
at genes with associated R-loops than those without (Figure III.3C-D), consistent 
with the possibility that R-loops may promote Tip60-p400 binding. To test this 
hypothesis, we overexpressed RNaseH1 in ESCs and examined its effect on 
Tip60-p400 binding to target genes. RNaseH1 overexpression disrupts R-loop 
formation by degradation of RNA species within RNA:DNA heteroduplexes, and 
has been shown to suppress transcription-associated recombination (Huertas 
and Aguilera, 2003) and DNA double strand breaks (Helmrich et al., 2011; Li and 
Manley, 2005) induced by R-loop formation. We observed a striking reduction in 
both Tip60 and p400 localization to many Tip60-p400 target genes in RNaseH1 
overexpressing cells (Figure III.3E-F; Figure III.S4), demonstrating R-loops are 
necessary for normal association of the complex with chromatin. We conclude 
from these data that promoter-proximal R-loops are necessary for normal binding 
by Tip60-p400 to a large fraction of its target genes. 
To test whether promoter-proximal R-loops specifically function in Tip60-
p400 recruitment, or are required for chromatin binding by additional regulatory 
complexes, we focused on PRC2, due to its established RNA-binding activity in 
multiple cell types (Davidovich et al., 2013; Kanhere et al., 2010; Kaneko et al., 
2013; Pandey et al., 2008; Rinn et al., 2007; Zhao et al., 2008). Like Tip60-p400, 
PRC2 binds nascent transcripts, the substrates for R-loop formation, consistent 
with the possibility that R-loops might promote PRC2 binding. However, since 
inhibition of transcription broadly stimulates PRC2 association with chromatin 
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(Riising et al., 2014), it was also possible that R-loops might inhibit PRC2 binding 
to a portion of its target genes, or have no effect at all.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure III.3: R-loops exert opposing effects on chromatin binding by Tip60-
p400 and PRC2 
(A-C) Mapping R-loops in mouse ESCs using DRIP-RNA-seq. (A) Average R-loop enrichment 
over TSSs in control samples or samples pre-treated with RNaseH in vitro prior to DRIP (see 
Methods). (B) R-loop localization at an example gene. DRIP-RNA-seq reads were split into plus 
and minus strands (minus strand corresponds to Stc2 mRNA in this example). (C) DRIP-RNA-seq 
data represented as a heatmap sorted by p400 ChIP-seq enrichment.  
(D) Average Tip60 (upper) and p400 (lower) binding over promoters marked by R-loops (blue) 
and those that are not (red).  
(E-F) Changes in Tip60 and p400 chromatin binding in ESCs overexpressing RNaseH1, 
expressed as heatmaps (E) or averaged over promoters (F).  
(G) Heatmap showing DRIP-RNA-seq data as in (C), but sorted by Suz12 enrichment measured 
by ChIP-seq.  
(H-I) Changes in Suz12 chromatin binding upon RNaseH1 overexpression, shown as a density 
scatter plot (H; red line corresponds to equal enrichment in both cell types) or heatmaps (I) over 
all genes (left) genes with increased Suz12 association in RNaseH1 overexpressing cells 
(middle) or annotated CpG islands (right).  
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Figure III.S4: Reduction in Tip60-p400 binding to target genes upon 
RNaseH1 overexpression 
(A-B) Browser tracks of Tip60 or p400 ChIP-seq data at two Tip60-p400 target genes, Rps9 (A) 
and Rpl8 (B) in control cells or RNaseH1 overexpressing cells. 
 
 
152 
To distinguish among these possibilities, we first compared our maps of 
promoter-proximal R-loops to ChIP-seq maps of Suz12. Interestingly, DRIP-
RNA-seq reads were poorly enriched near the promoter-proximal regions of 
Suz12 target genes, compared to non-Suz12 targets (Figure III.3G), suggesting 
that moderate to high levels of promoter-proximal R-loops inhibit PRC2 
association. We tested this possibility directly by mapping Suz12 binding in the 
RNaseH1 overexpressing ESCs, and observed substantially increased Suz12 
binding (Figure III.3G-I; Figure III.S5A-B). Some genes not significantly bound by 
Suz12 in control cells gained peaks of Suz12 binding (Figure III.S5C-D), and 
Suz12 enrichment at promoter-proximal regions normally bound by the complex 
increased approximately two-fold on average upon RNaseH1 overexpression 
(Figure III.3H). A modest increase in the width of promoter-proximal Suz12-
bound domains was also evident at many targets (Figure III.3I). PRC2 has been 
shown to bind unmethylated CpG islands (Brinkman et al., 2012; Lynch et al., 
2012; Mendenhall et al., 2010), which make up a large fraction of mammalian 
promoters and regulatory elements. CpG islands are kept unmethylated, in part, 
by the presence of R-loops (Ginno et al., 2012; Ginno et al., 2013), suggesting R-
loops may help recruit PRC2 complex to these regions. However, we observed a 
significant enhancement of Suz12 association with CpG islands in RNaseH1 
overexpressing cells (Figure III.3I), suggesting that R-loops produced from 
nascent transcripts inhibit PRC2 binding to these sites. Together, these data 
reveal that R-loop formation underlies differential recruitment of chromatin 
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regulatory complex at thousands of genes in ESCs, promoting Tip60-p400 
association and inhibiting PRC2 association with many R-loop-associated genes. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure III.S5: Enhanced Suz12 binding to target genes, and emergence of 
novel targets upon RNaseH1 overexpression 
(A-B) Genes normally bound by Suz12 show increased Suz12 enrichment in RNaseH1 
overexpressing cells. Browser tracks are depicted as in Figure III.S4.  
(C-D) Some genes not normally bound by Suz12 gain peaks of Suz12 binding in RNaseH1-
overexpressing cells. 
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R-loops are necessary for proper ESC differentiation 
Tip60 and p400 KD ESCs exhibit partial defects in ESC self-renewal and 
differentiation (Chen et al., 2013; Fazzio et al., 2008a), raising the possibility that 
R-loop-deficient ESCs might also be defective in one or both of these processes. 
When grown in medium that maintains ESC self-renewal and pluripotency, 
RNaseH1-overexpressing cells exhibited slightly altered colony morphology and 
a modest reduction in proliferation rate relative to control ESCs, but appeared to 
self-renew relatively normally (Figure III.4A, Figure III.S6A). Next, we examined 
the effect of RNaseH1-overexpression during differentiation by comparing 
RNaseH1 overexpressing ESCs to control ESCs or homozygous p400-mutant 
ESCs made by CRISPR/Cas9 cleavage and non-homologous end-joining (Mali 
et al., 2013). In RNaseH1 overexpressing ESCs and, to a lesser extent, p400 
mutant ESCs, we observed numerous clusters of cells with ESC-like morphology 
after 14 days of differentiation that stained positive for alkaline phosphatase 
(Figure III.4B) and the ESC-specific transcription factor Nanog (Figure III.4C), in 
contrast to control cells. These data suggest one major role of R-loops in ESCs is 
to enable their efficient response to differentiation cues, in part by promoting high 
levels of Tip60-p400 association and limiting levels of PRC2 association with 
their target genes.  
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Figure III.4: Disruption of R-loops impairs ESC differentiation 
(A) Brightfield images (above) and alkaline phosphatase (AP) staining (below) of control and 
RNaseH1 overexpressing ESCs. 
(B) AP staining of control, RNaseH1-overexpressing ESCs and p400-mutant ESCs after culture in 
differentiation-promoting conditions for 14 days. White arrows indicate clusters of strongly AP 
staining cells in RNaseH1 overexpressing cells and p400-mutant ESCs.  
(C) Nanog immunofluorescence staining of control, RNaseH1-overexpressing ESCs and p400-
mutant ESCs after culture in differentiation-promoting conditions for 14 days. DAPI staining is 
shown to identify nuclei. Scale bars in measure 100 µm. 
(D) Changes in gene expression upon RNaseH1 overexpression in ESCs (d0) or during 2, 4, or 
10 days of differentiation (d2, d4, and d10). Genes with significant changes (adjusted p < 0.05) in 
expression in RNaseH1 overexpressing cells relative to control cells at any time point are shown. 
Levels of up-regulation (yellow) or down-regulation (blue) relative to control d0 samples are 
illustrated for each gene.  
(E) Effect of RNaseH1 overexpression on markers of primary germ layers. Shown are log2 
(RNaseH1 cells/control cells) of indicated marker genes at day 10 of differentiation. 
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To further characterize the role of RNaseH1 overexpressing cells in ESC 
differentiation, we performed RNA-seq on control or RNaseH1 overexpressing 
ESCs during a time course of differentiation. In ESC medium (d0), 5690 genes 
were significantly altered in RNaseH1 overexpressing cells (adjusted p < 0.05), 
including 2691 upregulated and 2999 downregulated genes (Figure III.4D). After 
two days of differentiation, several thousand genes were significantly changed in 
control cells relative to d0 ESCs, while RNaseH1 overexpressing cells exhibited 
an attenuated response (Figure III.4D), consistent with delayed or impaired 
differentiation of these cells. By contrast, at day 10 (d10), RNaseH1-
overexpressing cells exhibited more extreme changes in expression than control 
cells, reflecting a broadly altered transcriptional profile within the population. 
Genes differentially expressed between control d10 and RNaseH1 
overexpressing d10 cells were enriched within several functional categories 
related to differentiation and development (Figure III.S6B), consistent with the 
observed differentiation defect in RNaseH1 overexpressing cells. Examination of 
several markers of each primary germ layer revealed an increase in expression 
of some endoderm and a decrease in some ectoderm genes, suggesting a 
skewing in lineage specification in RNaseH1 overexpressing cells (Figure III.4E). 
We conclude that massive alterations in gene expression due to loss of R-loops 
in RNaseH1 overexpressing ESCs lead to a defect in differentiation in which 
some cells fail to differentiate and the overall population of cells is skewed toward 
endodermal lineages. 
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Figure III.S6: Characteristics of RNaseH1 overexpressing ESCs 
(A) Growth curve of control or RNaseH1 overexpressing ESCs compared to p400 knockdown 
(KD) ESCs. 
(B) Gene Ontology (GO) terms significantly overrepresented among genes differentially 
expressed in RNaseH1 overexpressing cells compared to control cells after 10 days of 
differentiation, plotted as –Log10 (p-value). 
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Sfpq promotes RNA binding by Tip60-p400 
Next, we sought to determine how Tip60-p400 interacts with RNA. 
Previously, we purified Tip60-p400 complex from ESCs and identified several 
new interacting proteins (Chen et al., 2013). Among the new Tip60-p400 
interacting proteins, some are known RNA-binding proteins (RBPs) (Kwon et al., 
2013; Matias et al., 2006), raising the possibility that RBPs in Tip60 complex are 
important for Tip60-RNA interaction. Splicing factor, proline- and glutamine- rich 
(Sfpq), also commonly known as polypyrimidine tract-binding protein-associated-
splicing factor (PSF), is one such interacting factor that contains two RNA 
recognition motifs (RRMs) (Patton et al., 1991). Sfpq has been shown to bind 
DNA as well as RNA and plays a role in transcriptional regulation (Akhmedov 
and Lopez, 2000; Hirose et al., 2014; Imamura et al., 2014; Song et al., 2005). 
To confirm that Sfpq is a bona fide Tip60-p400 interacting protein, we performed 
co-immunoprecipitation experiments and observed Tip60-Sfpq interaction (Figure 
III.5A). Heat-shock 70KD protein 8 (Hspa8), another potential Tip60-interaction 
protein from our previous mass spectrometry data, was also shown to interact 
with RNA (Kwon et al., 2013). However, we didn’t observe Tip60-Hspa8 
interaction from co-immunoprecipitation experiments, suggesting this interaction 
is less stable or transient (data not shown). To identify which subunit of Tip60-
p400 complex directly interacts with RNA, we adapted a method that was 
systematically used to identify RBPs by combining UV-crosslinking of protein and 
RNA in living cells, oligo (dT) capture of polyadenylated RNAs, and western-
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blotting (Castello et al., 2013; Kwon et al., 2013). This procedure incorporates 
stringent washes (500 mM salt, 0.5% sodium deoxycholate), which removes 
most proteins not directly cross-linked to RNA. Sfpq and Ruvbl1 both could 
directly interact with RNA after UV-crosslinking, whereas but not other subunits 
of Tip60-p400 that we tested did not, indicating that Sfpq and Ruvbl1 are 
important for Tip60-RNA interaction (Figure III.5B). Next, we sought to determine 
whether Sfpq is important for Tip60-RNA interaction. Strikingly, we observed a 
reduction in p400 binding to many non-coding and coding target RNAs upon Sfpq 
KD (Figure III.5D), suggesting that Sfpq promotes Tip60 complex binding to 
target RNAs.  
To test whether Sfpq is necessary for gene regulation by Tip60-p400 
complex in ESCs, we used DNA microarrays to examine changes in gene 
expression upon Tip60, p400, Ruvbl1, Hdac6 or Sfpq KD. Consistent with 
previous results (Chen et al., 2013; Fazzio et al., 2008a), 2021 genes were up-
regulated and 1139 genes were down-regulated upon Tip60 KD (adjusted p < 
0.05), indicating the major role of Tip60 to repress gene expression in ESCs 
(Figure III.5C). Among those misregulated genes, many of them were also 
misregulated upon p400, Ruvbl1, Hdac6 or Sfpq KD, suggesting Sfpq, like other 
subunits of Tip60 complex, is required for Tip60-mediated gene regulation 
(Figure III.5C). Furthermore, similar to the defect upon p400 KD during 
differentiation, embryoid body formation was significantly impaired in Sfpq KD 
ESCs (Figure III.5E-F). Overall, Sfpq interacts with Tip60-p400 and regulates 
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Tip60-targeted genes. It will be important to determine whether Sfpq interacts 
with R-loops and affects recruitment of Tip60-p400 to R-loop marked genes in 
the future study. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure III.5: Sfpq is necessary for Tip60-RNA interaction 
(A) Validation of Sfpq interaction. Western blots for Sfpq, p400 and Dmap1 following 
Immunoprecipitation with anti-FLAG antibody from nuclear extracts derived from the indicated 
ESC lines. 
(B) Western blots for Sfpq, Ruvbl1, p400, Hdac6 and Dmap1 following Immunoprecipitation with 
oligo-dT beads from UV-crosslinked nuclear extracts. 
(C) Unsupervised hierarchical clustering of genes misregulated (adjusted p<0.05) upon Tip60 KD. 
Up-regulated genes are indicated in yellow, and down-regulated genes are indicated in blue. 
(D) RIP-qPCR from indicated KD ESCs. Co-immunoprecipitating RNAs with anti-p400 antibody 
from cells knocked down as indicated are expressed as a fraction of the input. Shown are the 
mean ± SD values of three technical replicates from one representative experiment of two 
biological replicates performed.  
(E) EB formation assay. Brightfield images of EBs formed by hanging-drop cultures of ESCs 
knocked down as indicated and p400-mutant ESCs, then cultured in differentiation medium. 
Scale bars equal 400 µm. 
(F) Box plot quantification of the range of EB size by diameter. The upper and lower limits of the 
box correspond to the 75th and 25th percentiles of indicated samples, respectively, and the dark 
line corresponds to the median of each box. At least 40 EBs were measured for each sample. 
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DISCUSSION 
We have uncovered a role for promoter-proximal R-loops in shaping the 
chromatin landscape and controlling the differentiation program in ESCs. R-loops 
are necessary for normal chromatin binding at most Tip60-p400 target genes, but 
inhibit binding of PRC2 to its targets. Therefore, with regards to these key 
regulators of ESC pluripotency, R-loops help segregate genes into classes that 
are highly bound by Tip60-p400 but not PRC2, those strongly bound by PRC2 
but not Tip60-p400, and some genes that are bound minimally by both 
complexes. Whether additional chromatin regulators are affected positively or 
negatively by the presence of R-loops to further compartmentalize the chromatin 
landscape of genes in ESCs remains to be tested. However, given the large 
number of chromatin regulatory complexes found to bind lncRNAs (Bonasio and 
Shiekhattar, 2014; Flynn and Chang, 2014; Guttman et al., 2011; Rinn and 
Chang, 2012), it seems likely additional factors will bind nascent transcripts in the 
form of R-loops. 
Context-dependent effects of RNA binding on PRC2 function 
While the effects of RNA on Tip60-p400 function have not been studied in detail, 
transcription appears to exert both positive and negative effects on the function 
of polycomb complexes in multiple systems (Cavalli and Paro, 1998; Cifuentes-
Rojas et al., 2014; Davidovich et al., 2015; Davidovich et al., 2013; Kaneko et al., 
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2010; Kanhere et al., 2013; Klymenko and Müller, 2004; Kaneko et al., 2014; 
Riising et al., 2014; Schmitt et al., 2005; Zhao et al., 2008). PRC2 binds to the A-
repeat of the Xist lncRNA, and this is thought to help recruit the complex to the 
inactive X-chromosome (Cifuentes-Rojas et al., 2014; Zhao et al., 2008). Ezh2 
binds nascent transcripts from numerous active genes, and has been shown to 
bind near the promoters of most active genes at low levels (Davidovich et al., 
2013; Kaneko et al., 2013). In addition, RNA binding inhibits the histone 
methyltransferase activity of PRC2, suggesting that binding of nascent transcripts 
holds PRC2 activity in check at active promoters, and PRC2 remains poised for 
histone methylation at these genes once transcription is silenced by another 
mechanism (Cifuentes-Rojas et al., 2014; Kaneko et al., 2014). However, as with 
inhibition of transcription (Riising et al., 2014), we find that disruption of R-loops 
broadly stimulates PRC2 binding, suggesting that the effects of nascent 
transcription on PRC2 recruitment may be context-dependent. For example, 
nascent transcripts with G-rich sequences prone to R-loop formation may prevent 
PRC2 binding while different nascent transcripts that do not form R-loops may 
allow PRC2 binding, while inhibiting its methyltransferase activity. 
Multifaceted recruitment of Tip60-p400 to target genes 
Although inhibition of transcription enhances PRC2 binding at CpG islands, 
including many promoters (Riising et al., 2014), transcriptional inhibitors strongly 
reduced Tip60-p400 association with target gene promoters. Importantly, 
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RNaseH1 overexpression mimicked the effect of transcription inhibition on both 
complexes – enhancing Suz12 association and inhibiting Tip60-p400 association. 
Since RNaseH1 degrades RNA species only within RNA:DNA hybrids, this 
finding demonstrates that nascent transcripts, rather than the act of transcription 
itself, are necessary for Tip60-p400 recruitment and reduction of chromatin 
binding at many genes by PRC2. In addition, these data show that chromatin 
regulatory complexes encounter nascent transcripts at many genes in the form of 
R-loops, rather than free RNA. Although we observed a strong correlation 
between the presence of promoter-proximal R-loops and Tip60-p400 binding, 
several lines of data indicate R-loops are not sufficient for Tip60-p400 
recruitment. First, R-loops are also prevalent at transcriptional termini (Castel et 
al., 2014; Ginno et al., 2013; Skourti-Stathaki et al., 2014), which are not strongly 
bound by Tip60-p400. Secondly, the PHD domain of the Ing3 subunit of Tip60-
p400 was previously shown to bind histone H3 methylated on lysine-4 
(H3K4me3) (Shi et al., 2006), and we previously showed that knockdown of 
enzymes required for H3K4me3 deposition led to a moderate reduction of Tip60-
p400 binding to several target genes (Fazzio et al., 2008a). While it remains 
possible that H3K4me3 is necessary for formation of R-loops, this possibility is 
unlikely, given the modest effect of knockdown of core Set1/MLL subunits Dpy-
30 or Rbbp5 on gene expression (Jiang et al., 2011) compared to what we 
observed upon disruption of R-loops in RNaseH1-overexpressing ESCs. These 
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data suggest that recruitment of the large 17 subunit Tip60-p400 complex to 
target sites on chromatin is a function of multiple different mechanisms. 
Disruption of R-loops alters gene expression in ESCs and impairs 
differentiation 
RNaseH1 overexpression causes misregulation of thousands of genes in ESCs, 
resulting in impaired differentiation, consistent with altered functions of both 
complexes. These effects of RNaseH1 overexpression result in only a modest 
reduction in growth rate in ESCs, but inhibit normal ESC differentiation. In 
addition to the persistence of undifferentiated cells persisting for at least 14 days 
after induction of differentiation, we observed skewing in the pattern of lineage 
markers after 10 days, with an overrepresentation of endodermal and 
underrepresentation of ectodermal markers.  
Although loss of Tip60-p400 binding and gain of PRC2 binding in RNaseH1 
overexpressing ESCs likely contributes to these phenotypes, it is also possible 
R-loops modulate the binding of additional factors that regulate ESC 
differentiation. In support of this possibility, a large number of genes misregulated 
in RNaseH1 overexpressing ESCs were not targets of either Tip60-p400 or 
PRC2. Nonetheless, the opposing effects of R-loops on Tip60-p400 and PRC2, 
and their importance for normal ESC differentiation, suggest an additional layer 
of complexity controlling gene regulation in ESCs and changes in expression 
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during differentiation. These findings also suggest that factors regulating R-loop 
formation or clearance may have additional roles in gene regulation in multiple 
cell types. 
METHODS 
Antibodies 
Anti-p400 (A300-541A; Bethyl), anti-RUVBL1 (10210-2-AP; Proteintech), anti-
FLAG-M2 (F1804; Sigma), anti-DNA-RNA hybrid S9.6 (ENH001; KeraFAST), 
anti-SUZ12 (A302-407A; Bethyl), anti-NANOG (A300-398A; Bethyl), anti-rabbit-
IgG (ab37415; Abcam), anti-HDAC6 (07-732; Millipore), anti-DMAP1 (10411-1-
AP; Proteintech), anti-RNA Polymerase II (sc-899; Santa Cruz Biotechnology), 
anti-ACTIN (A5316; Sigma) antibodies were used. 
Cell culture and treatment 
ESCs were grown under feeder-free conditions as described (Chen et al., 
2013). The Tip60-H3F (+/+) line was generated by CRISPR/Cas-mediated 
genome editing into E14 using homology arms of approximately 900 bp 
surrounding a 6-Histidine-3XFLAG tag described previously (Chen et al., 2013), 
immediately 5’ of the endogenous stop codon (guide RNA sequence: 5`-
AAGCCAGTTATCCTCGGAGT-3`). The p400 homozygous mutant line was 
made similarly, using a guide RNA (5`-TGGCTGATGAAGCAGGGCTT-3`) 
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specific for the ATPase domain of the p400 gene and no homology template. 
Both alleles of the Ep400 gene were sequenced, revealing deletions of 135 bp in 
exon 15 in the two alleles. Full-length mouse RNaseH1 (NM_001286865.1) 
including an N-terminal 3XHA tag was synthesized (gBlocks, Integrated DNA 
Technologies) and cloned into the EcoRI-XhoI fragment of the pCAGGS-ires-
Hygro vector. The RNaseH1-overexpressing cells were generated by transfection 
of pCAGGS-RNaseH1-ires-Hygro plasmid into the Tip60-H3F line and selection 
with Hygromycin B (Roche). For inhibition of transcription, cells were treated with 
100 µM or 10 µM of DRB or Triptolide (Sigma), respectively, as described 
(Riising et al., 2014). We tested several time points of treatment for inhibition of 
transcription by RT-qPCR and the protein levels of several subunits in Tip60 
complex by Western blotting. We determined the optimal time of inhibitor 
treatment based on the shortest time we observed efficient inhibition of 
transcription while having no effect on protein levels of Tip60 subunits. For ESC 
differentiation, 106 ESC cells were suspended in medium lacking LIF and 
cultured in non-cell culture treated petri dishes for 2 days. Subsequently, cells 
were transferred to gelatin-coated cell culture dishes in media lacking LIF for the 
number of days indicated. Cells were fixed or RNA was isolated at the indicated 
time points.  
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Alkaline phophatase staining 
After 14-days of differentiation, cells were stained for AP activity using a 
kit (EMD Millipore) according to the manufacturer’s instructions. 
Immunofluorescence staining 
Cells were fixed with 4% paraformaldehyde, blocked with blocking buffer 
(10% normal goat serum, 0.3% Triton X-100 in PBS) for 1 hour and stained with 
anti-Nanog antibody (1:100 dilution) overnight at 4°C. The next day, cells were 
washed and stained with Alexa Fluor 488-conjugated secondary antibodies 
(1:1,000) (Life Technologies). The nuclei were stained with DAPI, and the slides 
were imaged on a EVOS FL microscope (Life Technologies). 
Chromatin immunoprecipitation (ChIP) 
Chromatin immunoprecipitation and library construction (ChIP-seq) were 
performed as described previously (Chen et al., 2013). Libraries with different 
barcodes were pooled and single-end sequencing (50bp) was performed on an 
Illumina HiSeq2000 at the UMass Medical School deep sequencing core facility. 
RIP-seq 
Cells were lysed using an NE-PER Extraction kit (Thermo Fisher) to 
isolate cytoplasmic and nuclear fractions. For immunoprecipitation, 1.5 mg of 
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nuclear extracts were treated with DNase I (New England Biolabs) and pre-
cleared with Protein A magnetic beads (New England Biolabs) for 3 hours. 
Cleared nuclear extract was incubated with specific antibodies in IP buffer (50 
mM Tris-HCl pH7.4, 250 mM NaCl, 0.1% Triton X-100), plus 1X HALT protease 
inhibitors (Thermo Fisher) and SUPERaseIn (Life Technologies) overnight at 
4°C. The next day, pre-washed Protein A magnetic beads were added to IP 
samples and incubated for another 4 hours at 4°C. The magnetic beads were 
sequentially washed with IP buffer twice, high-salt IP buffer (50 mM Tris-HCl 
pH7.4, 500 mM NaCl, 0.1% Triton X-100, 0.5 % sodium deocycholate) four 
times, and IP buffer two more times. RNA was eluted from beads and purified by 
TRIzol (Life Technologies) extraction and precipitated at -80°C for at least 2 
hours. For RIP-seq, 10-50 ng of RIP enriched RNA and Adaptor 1 (5’-
CTGAACCGCTCTTCCGATCTNNNNNN-3’) were used for first-strand cDNA 
synthesis with Superscript III Reverse Transcription Kit (Life Technologies). After 
first-strand cDNA synthesis, RNA was degraded by sodium hydroxide and cDNA 
was purified by SILAN beads (Life Technologies). To preserve strand 
information, Adaptor 2 with the modification of 5’ phosphorylated and 3’ dideoxy-
C (5’-p-NNACGTAGATCGGAAGAGCGTCGTGTAGGGAAAGAGTGT-3’ddC) 
was ligated to the 3’ end of first-strand cDNA using T4 RNA ligase 1 (New 
England Biolabs). The ligated material was purified by SILAN beads and PCR 
amplified with Illumina primers using 18 cycles of PCR. To remove PCR primers, 
libraries were purified by AMPure XP beads (Beckman Coulter). Libraries with 
172 
different barcodes were pooled together and sequenced as described for the 
ChIP-seq libraries. 
DRIP-RNA-seq 
Nucleic acid extraction, immunoprecipitation and library preparation were 
performed as described previously (Ginno et al., 2012) with the following 
modifications (cartooned in Figure III.S3b). The immunoprecipitated material 
(with and without RNase H treatment) were denatured at 94°C for 1 min and 
cooled on ice. To reduce DNA background, the samples were treated with 
DNaseI at 37°C for 30 minutes and RNA was purified using 
Phenol/Chloroform/Isoamylalcohol extraction. 38 pmol of adaptor 1 
(CTGAACCGCTCTTCCGATCTNNNNNN) was combined with 50 ng of S9.6 
enriched RNA for first-strand cDNA synthesis with a Superscript III Reverse 
Transcription Kit (Life Technologies). After first-strand cDNA synthesis, RNA was 
degraded by sodium hydroxide and cDNA was purified by SILAN beads (Life 
Technologies). To preserve strand information, Adaptor 2 (5’-p-
NNACGTAGATCGGAAGAGCGTCGTGTAGGGAAAGAGTGT-3’ddC) was 
ligated to the 3’ end of first-strand synthesized cDNA. The ligation material was 
purified by SILAN beads and then PCR amplified with Illumina primers using 18 
cycles of PCR. To remove PCR primers, libraries were purified by AMPure XP 
beads (Beckman Coulter). Libraries with different barcodes were pooled together 
and sequenced as described above. 
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RNA-seq 
Strand-specific RNA-seq libraries for ESCs and differentiated ESCs were 
performed as described previously (Hainer et al., 2015). 
Sequencing data analysis 
Barcodes were removed and reads were mapped to the mouse genome 
(mm9) using Bowtie-1.0.0 (Langmead et al., 2009) for ChIP-seq and TopHat-2 
(Kim et al., 2013) for RIP-seq and DRIP-RNA-seq. For ChIP-seq and DRIP-RNA-
seq, aligned sequences were processed in HOMER (Heinz et al., 2010) by using 
“annotatePeaks” command to bin the regions of interest in 20 bp windows and 
sum the reads within each window. Average enrichment was calculated by 
normalizing the reads in each window to total reads, dividing by the number of 
regions of interest and presented in reads per million (rpm). For RIP-seq data, 
aligned sequences were processed in HOMER by using “analyzeRNA” command 
to calculate, normalize and present in reads per kilobase per million mapped 
reads (rpkm) for each reference gene. Fold-change was caluculated by dividing 
rpkm from IP with IgG control. Noncoding RNA data was obtained from 
GENCODE release M1 dataset (Pervouchine et al., 2015) and previously 
published lncRNAs (Guttman et al., 2011). For RNA-seq, rRNA sequences were 
removed before transcript quantification using RSEM (Li and Dewey, 2011). 
Differentially expressed genes were identified by DESeq2 (Love et al., 2014) and 
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significantly changed genes were selected using a cutoff of adjusted p-value < 
0.05, comparing RNaseH1-overexpressing cells to control cells at each time 
point during differentiation. 
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CHAPTER IV: CONCLUSIONS AND PERSPECTIVES  
 
RED-seq 
We developed RED-seq to measure chromatin accessibility not only within open 
regions of the genome (as is typical of genome-scale techniques routinely used), 
but in all regions of the genome, as well as to compare chromatin accessibility in 
different cellular states. In addition to open regions that can also be identified by 
DNase-seq and FAIRE-seq, we found that RED-seq can also be used to probe 
intranucleosomal accessibility. We observed increased accessibility of DNA 
within H2A.Z- and H3.3-containing nucleosomes and strongly reduced DNA 
accessibility in those regions after depletion of H2A.Z and H3.3 loading factors. 
Therefore, RED-seq is a powerful tool to study the role of chromatin regulators in 
vivo since the product of the enzymatic function of many chromatin regulators is 
some form of nucleosome array. 
Chromatin regulators are frequently mutated in different types of cancer 
(Ma et al., 2012), suggesting that they play key roles in limiting cellular 
proliferation. As a specific example, subunits of BAF complex are mutated in 
more than 20 percent of all human cancers (Kadoch et al., 2013). So far, it is still 
not clear how different mutations affect the functions of chromatin regulators or 
cancer progression in vivo within tumors. MNase-seq provides a high-resolution 
snapshot of nucleosome occupancy and is often used to study the roles of 
nucleosome remodeling factors. However, MNase-seq requires at least a few 
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hundred million sequencing reads to get good depth of coverage for each 
experimental condition in mammals, which is quite expensive for high-throughput 
screening. Alternatively, RED-seq requires fewer reads than MNase-seq and 
usually 10-20X coverage is sufficient for RED-seq analysis. Specifically, if we use 
a restriction enzyme with 1-3 million restriction sites in the genome, 10-60 million 
sequencing reads will provide sufficient coverage, making RED-seq an ideal and 
cost-effective tool to probe chromatin accessibility in dozens of tumors with 
mutations in nucleosome remodeling factors, or within other high-throughput 
settings. Additionally, future studies to understand the effect of different 
mutations in chromatin regulators could be achieved by combining high-
throughput targeted mutagenesis using CRISPR/Cas9 (Findlay et al., 2014) and 
RED-seq as the readout for chromatin accessibility in mutated cells. In addition to 
targeted mutagenesis approaches, RED-seq could also be used for the 
screening of small molecular inhibitors targeting to chromatin regulators. Overall, 
these experiments will significantly contribute to our understanding of how 
different mutations affect the biochemical function of chromatin regulators.  
Regulation of Tip60-p400 by Hdac6 
Hdac6 interacts with Tip60-p400 in both ESCs and NSCs, but not MEFs, 
suggesting that Tip60-p400 forms a distinct complex in stem cells. In addition, we 
observed loss of Tip60-p400 binding downstream of TSSs and misregulated 
Tip60-target genes after depletion of Hdac6, suggesting that Hdac6 is important 
for Tip60-mediated gene regulation by facilitating the binding of Tip60-p400 to its 
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target genes in ESCs. It remains to be determined whether other proteins 
substitute for Hdac6 in differentiated cells to recruit Tip60-p400 to different 
promoters, or if alternative mechanisms of recruitment (e.g., binding to histone 
modifications or interaction with sequence-specific DNA-binding proteins) are 
more important upon differentiation.  
During embryonic development, cells have to respond to various 
environmental signals in order to properly differentiate. However, the 
mechanisms by which cells sense environmental signals and trigger downstream 
signaling pathways to regulate gene expression are not completely clear. The 
finding that nuclear Hdac6 is strongly decreased, along with a coincident 
increase in cytoplasmic Hdac6 upon differentiation of ESCs or NSCs, suggests 
the localization of Hdac6 is regulated by environmental signals during 
differentiation. Re-localization of Hdac6 to the cytoplasm during ESC and NSC 
differentiation could help establish a distinct set of Tip60-p400 targets in 
differentiated cells compared to stem cells, and regulate gene expression by 
altering the pattern of Tip60-p400 binding to these sites. Future work focusing on 
developmental regulation of Hdac6 re-localization and alterations in Tip60 
binding will provide a better understanding how cells response to environmental 
cues during development. 
Interestingly, we found that Hdac6 re-localizes to the nucleus of several 
cancer cell lines, whereas it is mainly in the cytoplasm of well-differentiated cells. 
These findings support the hypothesis that nuclear Hdac6 is important for the 
178 
function of Tip60-p400 during cancer development or progression. Therefore, if 
nuclear Hdac6 is necessary for cancer cell proliferation or viability, a new 
strategy for cancer therapy could be to block the signaling pathway or shuttling 
mechanism whereby Hdac6 is re-localized to the nucleus in cancer cells.   
 
R-loops and chromatin regulators 
LncRNAs have been shown to play multiple roles during development in many 
different organisms. Tip60-p400 was found to interact with several lncRNAs in 
ESCs and knockdown of those lncRNAs caused misregulation of Tip60-target 
genes (Guttman et al., 2011), suggesting that lncRNAs regulate the function of 
Tip60-p400. From our unbiased genome-wide approach using RIP-seq, we 
identified 608 lncRNAs associated with Tip60-p400, supporting the hypothesis 
that lncRNAs play diverse roles in regulating Tip60-p400. Recently, we found that 
knockdown of one Tip60-p400-interacting lncRNA, lnc1563, results in loss of 
Hdac6 from Tip60-p400 complex (data not shown), raising the possibility that 
lncRNAs regulate the composition, genomic targets, and/or function of Tip60-
p400.  Future work focusing on the roles of Tip60-p400 associated lncRNAs will 
shed further light on these possibilities.  
Although we performed RIP-seq primarily to identify Tip60-p400 
associated lncRNAs, these data led to the unexpected discovery of a new role for 
promoter-proximal R-loops in shaping chromatin architecture and controlling ESC 
differentiation. R-loops are necessary for Tip60-p400 binding to most target 
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genes, but inhibit binding of PRC2 to its targets in ESCs. However, it is still 
unknown how R-loops regulate the binding of chromatin regulators. R-loops 
could affect the binding of chromatin regulators either by changing chromatin 
structure around TSSs, since R-loops likely disfavor nucleosome formation, or by 
altering the binding affinity of chromatin regulators, since RNA:DNA hybrids are 
conformationally and chemically different from double-stranded DNA. Future 
work to map nucleosome occupancy before and after the removal of R-loops or 
to test the binding affinity of each complex to different substrates (i.e. DNA-DNA, 
DNA-RNA, ssRNA, ssDNA) will help dissect the role of R-loops in modulating 
chromatin regulators.  
In order to identify R-loops throughout the genome of ESC, we modified a 
published DRIP-seq protocol to map only the RNA component of R-loops (called 
DRIP-RNA-seq). From our DRIP-RNA-seq data, we observed that R-loops are 
formed at both the TSS and TTS of many genes and observed very low 
background from RNaseH pre-treated DNA, indicating the specificity of this 
method. DRIP-RNA-seq not only maps the RNA fraction in R-loops regions but 
also provides strand information, which further confirms the specificity of the 
observed DRIP peaks. The secondary structure of lncRNAs has been shown to 
act as a scaffold for the interaction of chromatin regulators and chromatin. 
However, how lncRNAs interact with chromatin is still largely unknown, although 
lncRNAs have also been proposed to form R-loops (Chu et al., 2011). Therefore, 
DRIP-RNA-seq could potentially be used to identify which part of lncRNAs 
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interacts with chromatin. Since we only sequence the RNA component of the R-
loop, additional modifications will be necessary to distinguish trans interactions 
by lncRNAs from interactions in cis. However, if one were to sequence both the 
DNA and RNA components of the DRIP IP, and identify potential trans sites of 
hybridization by comparing the signal enrichment from the DNA and RNA 
components of the DRIP IP in lncRNA loci, this method could potentially be very 
powerful. If the interaction between lncRNAs and chromatin is transient or 
unstable, a fixation step could be added before isolating genomic DNA from cells. 
These results would greatly contribute to our understanding of the mechanisms 
by which lncRNAs regulate gene expression.  
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