[1] We use Thermosphere, Ionosphere, Mesosphere, Energetics and Dynamics (TIMED) global temperature and wind data from 2002 to 2007 to investigate the damping of the diurnal tide. Horizontal winds are measured by TIDI and are calculated from SABER temperature measurements. The determination of tidal winds from SABER temperature depends on the damping and, therefore, the discrepancy between TIDI and SABER determinations of the wind tides can be used to calculate the tidal damping. This damping is approximated here by an equivalent Rayleigh friction (ERF), and it is adjusted to minimize the difference in winds derived from SABER and TIDI data. The results show that during some periods the ERF coefficient can be very large over narrow vertical regions of about 5 km ($10 À5 s À1 in low latitudes and about 10 À4 s À1 in midlatitudes). The magnitude and shape of the vertical profiles change with latitude and season. The peak in the vertical profile of ERF is larger and located at a higher altitude in summer than in winter and the ERF coefficients at 40°are stronger than at 20°in both hemispheres. The ERF deduced in this study, without a priori assumption about the mechanism of the damping, shows a seasonal variation that is clearly consistent with the seasonal variation of the zonal mean wind; the maximum ERF generally coincides with the altitudes of strongest wind reversal in the mesopause region. 
Introduction
[2] There is ongoing debate about the processes that determine the variability of the diurnal tide from the middle atmosphere to the lower thermosphere. Contributions include dynamical interactions among the background atmosphere, tides and planetary waves, as well as variations in the heating that forces the tide. Angelats i Coll and Forbes [2002] demonstrated that the tides and planetary waves could engage in nonlinear interactions and that nonmigrating tides are generated from the interaction. The interaction and the generation of the nonmigrating tides have been further studied using satellite observations by Lieberman et al. [2004] . Hagan and Roble [2001] found that the wave amplitudes of the migrating components could decrease as a result of this interaction. McLandress [2002a] also argued that nonlinear interaction between tides and planetary waves could damp the tides. With large transient planetary waves, on the other hand, the strong nonlinear interaction among migrating tides, planetary waves, and nonmigrating tides may result in amplitude modulations of all wave components involved . This can lead to large short-term variability of the tides.
[3] Tides may also interact strongly with gravity waves, but the study of this interaction has proven to be difficult both observationally and numerically because of the large discrepancy between the scales of the two processes. Using mesoscale numerical models and tidal wind and temperature as background, Liu and Hagan [1998] and Liu et al. [2000 Liu et al. [ , 2008 showed that gravity wave breaking is modulated by tidal fields and that gravity wave breaking may locally change the tidal amplitude and phase. In particular, the gravity wave interaction with the critical layers formed by tidal winds can locally decrease the vertical wavelength and increase the tidal amplitude . In global models, gravity wave effects need to be parameterized, but the global impact on tides is not clear because models with different gravity wave parameterization schemes yield contradictory results [e.g., McLandress, 1998; Meyer, 1999; Akmaev et al., 2008; Ortland and Alexander, 2006] . In the Global Scale Wave Model (GSWM), Rayleigh friction is used to represent the overall damping [Hagan et al., , 1999 . Although such a contribution has long been used in numerical modeling, its magnitude and variability are inferred only indirectly. The Rayleigh friction coefficient is chosen to allow readily observed fields such as temperature or wind to relax to the expected fields based on our physical understanding of the atmosphere. It should be noted again that the damping mechanism may not be limited to gravity wave effects. Nonlinear interaction with planetary waves or other tidal components can also play an important role [e.g., McLandress, 2002a] , but these are not resolved in this linear model. The impact of gravity wave breaking and associated turbulence mixing on the mean flow in the mesosphere/ lower thermosphere (MLT), on the other hand, is well established. It is believed to be the major force that drives the reversal of the zonal jet and meridional temperature gradient in the MLT [e.g., Lindzen, 1981; Holton, 1982; Garcia and Solomon, 1985] . The magnitude and height of the gravity wave forcing vary with the season: the force is generally strong within a relatively narrow height range around the summer mesopause and weak over the whole MLT region in the winter [e.g., Garcia and Solomon, 1985; Liu et al., 2009] .
[4] Efforts have been made to quantify the damping of tides. For instance, Khattatov et al. [1997a Khattatov et al. [ , 1997b and Yudin et al. [1997] developed a technique that uses UARS observed meridional tidal winds to deduce the other tidal components (zonal and vertical winds, temperature, pressure and density) and Rayleigh friction using a linear model.
[5] In this study, the key idea is that the damping is mainly responsible for the discrepancy between the observed tidal winds of TIDI (the TIMED Doppler Interferometer) and the calculated tidal winds from the satellite observations of the temperatures and pressures observed from the SABER (Sounding of the Atmosphere using Broadband Emission Radiometry) on the TIMED (Thermosphere, Ionosphere, Mesosphere, Energetics and Dynamics) satellite, and thus the damping can be quantified by comparing the two. The damping obtained would be valuable for improving tidal modeling (such as the GSWM). It is worth noting that there is no a priori assumption involved regarding the damping mechanism in this calculation, so that the damping is the total effective damping on the tides. From multiple years of SABER and TIDI observations, we will also obtain the general features of seasonal variation of the damping and try to determine any possible connection to other dynamical processes by comparing them to, for example, seasonal changes of the mean wind and temperature.
[6] The paper is organized as follows. Section 2 describes the SABER and TIDI data and analysis methods, and the method of estimating the tidal damping using the Rayleigh friction approximation. In section 3, we will discuss the variability of the Rayleigh friction. The summary is given in the last section.
Data Sets and Processing Techniques
[7] In this paper, we use observations from two instruments on the TIMED satellite: temperature and pressure from SABER and neutral horizontal winds from TIDI. The temperature and pressure profiles are from SABER [Russell et al., 1999] [8] Xu et al. [2007 Xu et al. [ , 2009 describe the method of deriving tides from the satellite profiles. The current analysis puts a stringent test on the data because the signal that is the focus of this paper comes from discrepancies between two different data sources. The possible error sources can be attributed to errors in SABER and TIDI observations and errors in the tidal analysis. The error determination of the TIMED data used in this study is still underway. Several recent studies [Oberheide et al., 2005; Remsberg et al., 2008; García-Comas et al., 2008] have provided valuable information about the errors in SABER version 1.07 temperature and TIDI wind observation. Although it is very hard to give a complete quantitative assessment of the contribution of possible satellite observation errors to the derived tidal fields, we have performed statistical tests to estimate the error and uncertainty of each step of our analysis method and found that the tidal variations found by the technique are statistically significant to the 95% confidence level . We gain additional confidence because the structures of the temperature and wind tides calculated by our method are consistent with the results of Huang et al. [2006] , Zhang et al. [2006] and Wu et al. [2008] although the methods of extracting zonal mean and tides are different. The large day-to-day variations in tides [e.g., She et al., 2004] can also affect the analysis. Unfortunately, there is at present no measurement system that obtains short-term variations in global tides and so the contribution of this effect cannot be evaluated at present.
[9] A systematic offset in measured values will have little effect on the tidal analysis since the fields are perturbations from the mean. However, there are two ways that systematic errors could affect the tides: 1) a difference or offset between day and night retrieved data or 2) a dependence of the retrieval itself on tides in a manner that is not represented correctly. As an example of the first, Remsberg et al. [2008] show that version 1.06 of the SABER temperature retrieval used a different mean CO 2 concentration during day and night, which led to an offset in the mean temperature between day and night. This has been corrected in the current version (v1.07, used in this study); good continuity between day and night retrievals at low latitudes indicates that this is not expected to be a factor in v1.07. The non-LTE retrieval of temperature and other data in the mesosphere uses the concentration of atomic oxygen, which is an important quencher. The current SABER temperature retrieval uses values from the NRL-MSIS model that do not have any diurnal variations. However, observations demonstrate that, at low latitudes, atomic oxygen has large variations due to tidal transport [Russell et al., 2005] . This is an example of the second source of systematic error. The impact of quenching by atomic oxygen is most important at and above 100 km. If it does have an impact on the retrievals, that impact will be a small but systematic error in tidal amplitude and will not affect the seasonal variability. If there is an inaccuracy in the NRL-MSIS representation of the response of atomic oxygen to solar flux changes, this could affect tidal variability and trends deduced from SABER temperatures.
[10] The TIDI instrument is a limb-scan Fabry-Perot interferometer that measures the Doppler shift in the airglow to extract the neutral winds in the mesosphere and lower thermosphere. The Fabry-Perot interferometer cannot provide absolute Doppler shift. Hence, the zero wind position determination is a key source for systematic error. One way to determine the zero wind position is to take advantage of the relative small meridional winds near the equator. By taking the average of the wind measurement in the meridional direction on a daily basis, we can make the systematic error in the meridional wind smaller than that of the statistical error. Given that we are mostly concerned about tides, a small offset in the zero wind position would not affect tidal extraction. Another concern over the TIDI measurement is the systematic difference between different telescopes (TIDI has four). We have compared the TIDI measurements from the cold side (telescopes 1 and 2) with those from the warm side (telescopes 3 and 4) before and after a yaw maneuver and found that the two sets of measurements are consistent. That comparison gives us confidence that there is not much difference in wind measurements between the two sides of the TIDI instrument.
[11] The variability between profiles includes geophysical variability and random errors. For the SABER data, the uncertainties of temperature retrieval are about 4-5 K in the mesopause region [Mertens et al., 2001; Remsberg et al., 2008] . There are about 15 longitude observations for each of two local times in each day; the average of these 15 observations reduces the error level to about 1.3 K. The 70 day window then gives about 140 points covering 24 h in local time. We use the Monte Carlo method to determine the precision of the tidal calculations given the random uncertainties of the data. The results show that the Root Mean Square (RMS) errors of the amplitudes of tides are less than 1 K, and the RMS error in the phase is less than 0.15 h.
[12] For the TIDI wind data, the errors of individual inverted wind profiles above 85 km are about 30 m/s during the day and double that during the night [Oberheide et al., 2005] . Averaging the 15 daily observations at each local time reduces the error to less than 15 m/s for the night observations and less than 8 m/s for day observations. Since TIDI make 4 local time observations every day, the 70 day window gives about 280 points over 24 h in local time. The Monte Carlo test of the precision of tidal winds shows that the RMS error of the amplitudes is about 1.5 m/s and that of the phases is less than 0.5 h.
[13] For determination of the tidal damping, we exploit the discrepancy between the wind tides derived from SABER temperature data (see the following section) and the wind tides determined from TIDI observations. We also compare the damping to the background zonal mean winds throughout the middle atmosphere, also derived from SABER.
Calculation of Balance Wind Tides
[14] A detailed description of the derivation of zonal mean winds from SABER was given by Xu et al. [2009] . Here we summarize the calculation method of the balance wind diurnal tide from SABER data. With the assumptions that w % 0 and v % 0, two horizontal linear momentum equations and the equa f continuity for the tidal oscillations [Holton, 2004, equations (2.19) , (2.20) and (2.30)] are used:
where t is universal time, l is longitude, f is latitude, z is altitude, f = 2Wsinf is the Coriolis parameter,
, r 0 is the atmospheric density, p is the zonal mean pressure, and a is the radius of the earth,
, are the tidal winds, r 0 is the tidal wave of atmospheric density, p 0 is the tidal wave of atmospheric pressure, and X 0 and Y 0 are body forcing in zonal and meridional direction, and represent effects unaccounted for by the other terms, for example: gravity wave forcing and eddy and molecular viscosity, and the nonlinear advection terms that have been ignored. Following a long tradition of using the Rayleigh friction to represent the unresolved forcing, we replace the momentum forcing terms X 0 and Y 0 by the frictional parameters
, where K R is the Rayleigh friction coefficient. In going from the momentum forcing terms X 0 and Y 0 to the Rayleigh friction coefficient K R , we have made an implicit assumption that damping of the tidal wind toward zero is a good approximation to the unresolved forcing. There is sufficient evidence [e.g., Holton, 1982] that this is not, in fact, always a good approximation. The reason for deriving the Rayleigh friction is that it links the residuals in zonal and meridional wind into a single parameter and therefore provides an additional constraint on the analysis. As will be evident in the results presented later, the ability of this single parameter to give good agreement in both the zonal and meridional residuals indicates that they are indeed linked. We will also present results of the momentum residual terms (i.e., X 0 and Y 0 ) that result from the analysis.
[15] For the diurnal tide, equations (1a) -(1c) can be combined to give 
where i = ffiffiffiffiffiffi ffi À1 p and w = 2p 24Â60Â60 = 7.27 Â 10 À5 s À1 is the frequency of the migrating diurnal tide. The complex diurnal tidal amplitudes of atmospheric density < 0 and pressure P 0 can be extracted from SABER data.
[16] The zonal mean zonal wind in equations (2a) - (2c) can be calculated from SABER temperature and pressure data using the balance wind (extratropics). In the equatorial region, the mean zonal wind can be estimated by the thermal wind [Andrews et al., 1987] .
Equation (3) assumes that wave processes do not make a substantial contribution to the mean momentum budget at the equator. McLandress et al. [2006] showed that the EP flux divergences due to the migrating diurnal tide can be substantial in the MLT region, particularly around equinoxes when the tide is at its largest, and therefore can introduce an error into equation (3). All other parameters needed to calculate the diurnal tidal wind from equations (2a) -(2c) can be extracted from SABER observations except for the Rayleigh friction coefficients K R . For a given Rayleigh friction coefficient, an iterative method is used to calculate the diurnal tidal wind from equations (2a) -(2c). Xu et al.
[2009] specified a distribution of the vertical diffusion coefficient that does not change with latitude and season. In this paper, the seasonal variation of the magnitude and structure of the diffusion coefficient are determined from the analysis discussed in the next section. The calculations are confined to latitudes between 50°S and 50°N because of the incomplete SABER sampling at higher latitudes.
Equivalent Rayleigh Friction Coefficient and Its Calculation Method
[17] The Rayleigh friction used in equations (1a) - (1c) is the total effective tidal damping, and could result from gravity wave forcing, turbulent viscosity from wave breaking (either gravity waves or tides) and/or instability, molecular viscosity, and nonlinear interaction between tides and planetary waves. The Rayleigh friction coefficient induced by molecular diffusion is
where k z = 2p = l z is the vertical wave number of the tide and l z is the vertical wavel
[18] The rest of the Rayleigh friction is defined herein as the equivalent Rayleigh friction coefficient, which is the sum of the gravity wave drag, turbulent viscosity, nonlinear interaction and other nonmolecular dissipation processes
Therefore, the total Rayleigh friction coefficient is
The molecular diffusion coefficient K mol is known, and the focus of this paper is to estimate the equivalent Rayleigh friction coefficient K ERF . We want to emphasize that no a priori assumption is made in this study regarding the physical mechanisms responsible for the effective Rayleigh friction or the relative significance of the possible mechanisms.
[19] There have been several studies that expressed the net tidal damping as a vertical diffusion [see Forbes and Hagan, 1988; Khattatov et al., 1997a] . Khattatov et al. [1997a] and Yudin et al. [1997] used a linearized tidal model together with the UARS observations to calculate the Rayleigh friction. For the background atmospheric parameters needed in their calculations, they took the mean zonal wind and temperature from HWM-93 and MSIS-90 monthly mean latitude-height profiles. The heating that forces the tide was taken from the calculation of Groves [1982a Groves [ , 1982b . Errors in any of these parameters will lead to errors in the calculated Rayleigh friction. The calculations of the diffusion coefficient by Khattatov et al. [1997a] also assume that the Newtonian cooling rate is equal to the Rayleigh friction: equivalent to the assumption that the Prandtl number is equal to 1.
[20] SABER and TIDI together provide data on temperature and wind covering almost the full range of local time. Therefore, we have all the information needed to apply the linearized zonal and meridional momentum equations and the continuity equation (equations (2a) - (2c)) to estimate the Rayleigh friction coefficient affecting the diurnal tide. There is no need to use climatology for the background atmospheric zonal mean zonal wind, temperature, pressure and the heating that generates the tide; nor is it necessary to make assumptions about the Prandtl number.
[21] In our calculations, the Rayleigh friction is assumed to be the sum of the molecular diffusion and the equivalent Rayleigh friction that results from nonmolecular processes. The tidal damping caused by molecular diffusion can be calculated from Banks and Kockarts [1973] and Ortland and Alexander [2006] and equation (4), Analysis of rocket observations by Lübken [1997] shows that the turbulence can have large values confined to a relatively small height region in the high-latitude mesopause. We assume that the effects of the gravity wave drag, planetary wave-tide, tide-tide and gravity wave-tide interactions and other processes are also confined to a certain height region near the mesopause. Therefore, we adopt a vertical structure that is similar to the height profiles of the equivalent Rayleigh friction coefficient used in the model studies of Vial [1986] , Hagan et al. [1995 Hagan et al. [ , 1999 and Khattatov et al. [1997b] . The equivalent Rayleigh friction coefficient is represented as a Gaussian function
K max is the magnitude of the peak, z p is the altitude of the peak, and m is the half width. Therefore, the total diffusion coefficient is
In the diurnal tidal wind calculations from Xu et al. [2009] , the parameters that define K ERF are held fixed at
, z p = 100 km, and m = 15 km; the vertical profile of K ERF does not change with latitude and season.
[22] To estimate the optimal equivalent Rayleigh friction coefficient, we adjust K max , z p and m in following ranges: 
These three parameters are used in the calculation of the diurnal tide of wind from equations (2a) -(2c). The difference e between the diurnal tidal wind calculated by equations (2a) -(2c) and the TIDI observed diurnal tidal wind is defined as follows:
The optimal equivalent Rayleigh friction coefficient corresponds to the minimum of e among the above calculations.
[23] If we omit the equivalent Rayleigh friction, the Rayleigh friction coefficient consists only of the contribution from molecular diffusion. Figures 1a, 1b, 2a and 2b compare the time variations of the diurnal amplitudes of zonal and meridional wind at the latitudes of 20°N and 20°S calculated from SABER data for zero equivalent Rayleigh friction coefficients with those from TIDI data. Figures 1a,  1b, 2a and 2b show that, if the equivalent Rayleigh friction coefficient is set to zero, the tidal wind amplitudes calculated from SABER are larger than the TIDI observations most of time. Inclusion of a damping effect on the diurnal tide is needed to bring these two tidal derivations into agreement.
[24] A negative value of Rayleigh friction coefficient will lead to instability in the iterative solution method used in this analysis. Therefore, we restrict the solution to determining only positive va f K max . The vertical domain of the analysis (z p ) is 80-107 km, which covers the altitude range of the TIDI tide observation. As noted above, the fit to the equivalent Rayleigh friction coefficient is a Gaussian function. Although only three points would be required to fit this function, all 11 points in the vertical are used. The simulation of Garcia and Solomon [1985] indicates that the peak of the diffusion coefficient profile can occur down as low as 75 km in the winter. One shortcoming of the present analysis is that this low altitude of the peak of the diffusion coefficient profile cannot be determined because it extends below the coverage of TIDI nighttime winds. Another adjustable parameter is m, the half-width of the diffusion layer. We choose a lower limit of 3 km because the TIMED data cannot resolve finer structures. The upper limit is 15 km; with this width the equivalent Rayleigh friction coefficient is 30 km wide, covering the entire upper mesosphere.
[25] The amplitudes of migrating diurnal tidal winds have maxima near ±20°and then decrease toward the poles; they are small at the equator. The TIDI observed 6 year mean amplitude of the meridional wind diurnal tide at the equator is around 10-18 m/s in the altitude range 85-102 km. However, the mean amplitude of the meridional wind tide calculated using SABER data with the equivalent Rayleigh friction set to zero is around 4 -10 m/s in this same region. A positive equivalent Rayleigh friction coefficient would increase the discrepancy between TIDI and SABER wind tides whereas a negative coefficient would improve the agreement. An amplification of the diurnal tide by interaction with gravity waves was revealed by several parameterization and modeling studies [e.g., Mayr et al., 2001; McLandress, 1998; Ortland and Alexander, 2006; . However, treating this enhancement as a ''Rayleigh friction'' with a negative coefficient will lead to instability in the analysis as mentioned earlier. Therefore, the current method is limited to determining only the drag (i.e., frictional) force. It is also important to note that the balance approximation (3) is problematic near the equator, which will introduce error in the calculation. It is also noted that nonlinear terms have been neglected in tidal wave model (1a -1c). These terms could potentially become important as the measured wind amplitudes become significantly large as shown in Figure 1 . The equivalent Rayleigh friction introduced in this paper that brings the SABER derived wind to much smaller values also includes the effect of the neglected nonlinear terms. The relative error in tidal winds may also be larger at the equator because their smaller amplitudes.
[26] The latitudes of ±30°are singular latitudes for the diurnal tide calculation, where jfj = j2Wsinfj f=±30°= w. Khattatov et al. [1997a] and Zhu et al. [1999] used a spectral model of Hough functions to determine the tidal winds there. In our current calculations, the diurnal tidal winds at 30°S and 30°N are calculated by interpolation with a cubic spline. These latitudes pose a problem for the analysis because of the singularity. In the following discussion, we present detailed results for ±20°and ±40°a nd avoid the problem latitudes of 0°and ±30°.
[27] Above 110 km, molecular diffusion is the dominant contribution to the total net friction derived in this analysis. K mol is larger than 2 Â 10 À5 s À1 and increases approxi- mately exponentially. Therefore, we mainly discuss the equivalent Rayleigh friction coefficient below 110 km.
Results
[28] The molecular diffusion coefficient is well known and can be calculated accurately; it is therefore not presented further here. In this section we discuss the features of the equivalent Rayleigh friction coefficient.
[29] Figure 3 gives the equivalent Rayleigh friction coefficient and the zonal mean zonal wind at 20°N from 2002 to 2007. From Figure 3 we can see that the equivalent Rayleigh friction coefficient is large in the upper mesosphere and lower thermosphere region, its vertical and temporal extent varies significantly, and it displays large variations from year to year. Figures 1a and 1b show the diurnal tidal wind calculated from SABER data using the equivalent Rayleigh friction coefficients in Figure 3 . After using the optimal equivalent Rayleigh friction coefficient, the results calculated f ABER data agree well with TIDI observations. The Rayleigh friction coefficients averaged over 85 -102 km, which are shown in Figure 1c , vary between zero and 6 Â 10 À5 s À1 .
[30] There are clear seasonal variations in the altitude and magnitude of the peak equivalent Rayleigh friction coefficient in Figure 3 : the peak altitude is higher ($100 -110 km) and has a larger magnitude in summer and autumn than in winter and spring. The zonal mean zonal wind at this latitude also displays a clear annual variation in the stratosphere and mesosphere, with the strongest eastward wind at winter solstice and westward wind at summer solstice. Above 100 km, the zonal mean zonal wind is strongly eastward at equinox and westward at summer solstice. These variations of the equivalent Rayleigh friction coefficient and the zonal wind are better seen by averaging them over six years. The seasonal evolution of the equivalent Rayleigh friction coefficient shown in Figure 4 indicates that when the equivalent Rayleigh friction coefficient is weaker in the winter and spring, it also spreads over a larger vertical range (from below 70-115 km). During summer and autumn the equivalent Rayleigh friction coefficients is over a relatively narrower altitude range (from 85 to 120 km). The maximum is at the September equinox and reaches about 7 Â 10 À5 s À1 .
[31] Comparison of the effective Rayleigh friction coefficient and the zonal wind indicates that the former is generally located at altitudes where the vertical shear of the zonal wind is large. Because the deceleration, reversal and vertical shear of the zonal wind in the MLT region is mainly determined by forcing from gravity wave breaking, the consistency between the effective Rayleigh friction coefficient and the vertical wind shear suggests that the tidal damping may also be related to gravity wave breaking.
[32] The seasonal variation of the zonal wind as related to gravity wave breaking was discussed in previous studies [e.g., Holton, 1982; Garcia and Solomon, 1985] and briefly summarized here. In the summer, the zonal wind is westward in the stratosphere so, according to the theory of Lindzen [1981] , gravity s with eastward phase speeds can propagate up to the mesopause. The reversal of the wind from westward to eastward takes place near 85 km. The saturation and breakdown of gravity waves tend to be concentrated above 85 km; as a result, the zonal wind there is eastward and forms a critical layer [Fritts, 1984] . In the winter, the zonal mean zonal wind is weakly westward (about À10 m/s) in the lower stratosphere but strongly eastward from the middle stratosphere to lower thermosphere. Gravity waves with phase speeds less than about À10 m/s can propagate into the mesosphere without encountering a critical level in the background zonal wind. The region of potential gravity wave breaking is broader, and the Rayleigh friction coefficient spreads over a broader vertical domain and is smaller in magnitude than that in summer. These features of gravity wave breaking, therefore, are in overall agreement with the seasonal variation of the effective Rayleigh friction.
[33] The seasonal variation of the zonal and meridional forcing terms corresponding to the equivalent Rayleigh (1a) - (1c)) at 20°N are shown in Figure 5 . Figure 5 indicates that the forcing in the zonal and meridional direction is maximum near the September (autumn) equinox and reaches 110 ms À1 d À1 and 150 ms À1 d À1 , respectively, at 100 km. Near the March equinox, the forcing term reaches the secondary peak of $80 m/s/day at 92 km. For the corresponding drag forcing on the zonal and meridional tidal wind components, averaged over 85-102 km, see Figures 1d and 1e . The magnitude of the drag force is comparable with that of gravity wave forcing on the mean flow in the MLT. Figure 5 also shows that the forcing has a distinct semiannual periodicity with peaks of up to 100 ms
À1 at the equinoxes.
[34] Figures 6 and 7 give the results at 20°S. A QBO signature is evident in the zonal mean zonal wind near the stratopause region at 20°S, which is stronger than that at 20°N (Figure 3) . In the SH, the zonal wind near 60 km near the June-July solstices of odd years (2003, 2005 and 2007) is eastward and stron n that in even years. These results are similar to those of Zhu et al. [2008] . However, there is no obvious QBO in the Rayleigh friction coefficient in either hemisphere. Figure 2 gives the diurnal tides of wind calculated from SABER data using the equivalent Rayleigh friction coefficient in Figure 6 and shows that the diurnal tide of wind derived from SABER data is consistent with the TIDI results. The Rayleigh friction coefficients averaged over 85-102 km are also shown Figure 2 . The Rayleigh friction coefficients derived vary between zero and 8 Â 10 À5 s
À1
. The coefficients have a quite clear semiannual period with peaks around equinox at 20°S.
[35] Comparison of Figures 4 and 7 indicates that the features of the equivalent Rayleigh friction coefficient at 20°S are similar to those at 20°N. In summer (December and January), the maximum equivalent Rayleigh friction coefficient is very strong (>6 Â 10 À5 s
) between 100 and 110 km. The location of the peak Rayleigh friction coefficient at this time, which is near 105 km, is higher than during other seasons. In other seasons, the equivalent Rayleigh friction coefficient is weaker, is spread over a Figure 5 . The forcing term of the diurnal tide of (top) u and (bottom) v at 20°N. broader vertical range, and has its peak at lower altitudes. The difference of ERF at the two equinoxes is much less than that at 20°N.
[36] The seasonal variation of the forcing terms calculated from the equivalent Rayleigh friction on the diurnal tides of u and v at 20°S are shown in Figure 8 . Similar to that at 20°N, the forcing reaches a maximum (>100 ms
) near the autumnal (March) equinox and has a secondary maximum near the spring (September) equinox (near 100 ms À1 at equinoxes, similar to 20°N (see Figure 1) .
[37] Figure 9 gives the mean annual cycle of the equivalent Rayleigh friction coefficient and zonal mean zonal wind at 40°N. The mean zonal wind is very similar to the simulation of Garcia and Solomon [1985, Figure 8] . In summer, the zonal wind is westward below 85 km and above 110 km and there trong eastward jet that is about 20 km wide in between. There is also a very strong Rayleigh friction region that coincides with the eastward jet region, centered near 95 km in summer. The maximum equivalent Rayleigh friction coefficient reaches about 1.1 Â 10 À4 s À1 . In other seasons, the equivalent Rayleigh friction coefficients are smaller. At 40°S (Figure 10 ), the equivalent Rayleigh friction coefficient in January and December is larger, is distributed in a narrower region, and has its peak at a higher altitude than in other seasons. As in the NH, the winter equivalent Rayleigh friction coefficient is weaker, broader, and located at a lower altitude. These features are similar to the simulations of Garcia and Solomon [1985] except that the peak magnitudes of the Rayleigh friction coefficients in some narrow regions are larger than those calculated by Garcia and Solomon [1985] .
[38] In order to see the variations of the equivalent Rayleigh friction coefficients at different latitudes, the averaged equivalent Rayleigh friction coefficients for 6 years (from 2002 to 2007) at different latitudes are calculated. The results are shown in Figure 11 . The standard deviations are also given. The average equivalent Rayleigh friction coefficient at midlatitudes (±40°) reaches about 4 Â 10 À5 s À1 , which is larger than the average of about 2 Â 10 À5 s À1 at lower latitudes (±20°). The standard deviations are also larger at middle than lower latitudes.
[39] The relatively short vertical wavelength of the migrating diurnal tide means that this tide is susceptible to damping by vertical diffusion. From the analysis in this paper, we are not able to distinguish diffusive damping from other processes. However, we can obtain an upper limit on the diffusivity by converting the equivalent Rayleigh friction to a diffusion coefficient using
The wave number k z is 2p/(20 km), where the mean vertical wavelength (20 km) was determined from the tidal analysis of Xu et al. [2009] . The results are given in Figure 12 . The result that the diffusion latitude is stronger than that at lower latitudes is consistent with the modeling simulation of Garcia and Solomon [1985] . The equivalent diffusion coefficient calculated here includes additional processes and is therefore expected to be larger than a diffusion coefficient derived only from gravity wave drag. In addition, a Prandtl number greater than one would reduce this effective diffusion even further.
[40] Hocking [1987] summarized the rocket and radar observations of energy dissipation rates and eddy diffusion coefficients of turbulence from high latitude to low latitude. The results show that the eddy diffusion coefficient varies over two orders of magnitude (from 10 to more than 1000 m 2 /s, or the Rayleigh friction of from 10 À6 s À1 to 10 À4 s À1 for the diurnal tide damping according to equation (8)) in the region of 80-110 km. The study of the eddy diffusion coefficient by Danilov and Kalgin [1992] using minor constituents also shows that there is a great range of the diffusion coefficient, from several tens m 2 /s to 1000 m 2 /s over the altitude range 60 -110 km. They also found that the diffusion coefficient at middle latitudes (48°N) is larger than lower latitudes (<j23°j) [see Danilov and Kalgin, 1992, Figures 9 and 10] , consistent with the results in Figure 12 . However, the finding of Danilov and Kalgin [1992] that the diffusion coefficient is weaker in summer than in winter is not consistent with the TIMED analysis presented here.
[41] It is remarkable that in Figures 4, 7 , 9, and 10 the equivalent Rayleigh friction derived from the tidal temperature and winds shows a seasonal variation clearly consistent with the seasonal variation of the zonal mean wind. The maximum equivalent Rayleigh friction generally coincides with the altitudes of strongest wind reversal around the mesopause. If the equivalent Rayleigh friction coefficient deduced here can also be applied to the mean flow, then the drag force on the mean zonal wind (K ERF u) can be estimated. The results are given in Figure 13 ) are larger than typical values obtained from paramete forcing in GCMs. Because the wind reversal at the mesopause is driven primarily by gravity wave breaking, this consistency between the derived Rayleigh friction and wind reversal implies that the gravity wave breaking acts both on the background flow and tides. It should be noted that the results shown in Figures 13 and 14 only serve as a qualitative measure and a consistency check, because the equivalent Rayleigh friction derived here is a linear measure of tidal damping, and Rayleigh friction in general is not a good approximation to gravity wave forcing.
[42] It is also interesting to note that the ERF maximizes at the September equinox at 20°N, and that at 20S the ERF in September is larger than that in March. It is know from previous observations that the migrating diurnal tide maximizes at equinoxes and has an amplitude at the September equinox that is smaller than that at the March equinox. The reason for this difference, however, is not clear [e.g., McLandress, 2002b] . The analysis here shows that the stronger damping in September could contribute to this difference. [43] There are three important factors that influence the gravity wave dissipation and breaking that causes the Rayleigh friction. One is the seasonal variation of the zonal mean zonal wind structure in the middle atmosphere, which filters gravity waves and also affects gravity wave breaking [Lindzen, 1981] . The second factor is the spatial distribution and seasonal variations of gravity wave sources in the lower atmosphere, especially in the troposphere. The gravity wave activity in the lower atmosphere may have very large variation from year to year but is not well known because it is very difficult to observe. The third factor is the spectrum of the upward propagating gravity waves. Usually, the phase speeds of gravity waves in the troposphere are limited roughly to the range of tropospheric wind speeds [Lindzen, 1981] . Parameterizations of gravity wave drag used in numerical models normally assume a spectrum and there are large differences between the ranges and structures used [e.g., McLandress and Scinocca, 2005] . The spectrum of gravity waves can be crucially affected by the tropospheric winds or dynamical events such as convection and may have large variations with time. Variability in the sources of gravity waves may account for the large differences in the friction coefficient from year to year (see Figures 3 and 6) .
[44] Since this analysis depends on the absolute magnitudes of the tides, it is sensitive to errors in either of the data sets used. Errors in the wind measurements of TIDI and the temperature and atmospheric pressure measurements of SABER will lead directly to errors in the equivalent Rayleigh friction coefficient calculations. Additional sources of uncertainty result from the analysis. The analysis relies on the assumption that all tidal damping can be represented as a linearized Rayleigh friction. As discussed in earlier sections, the equivalent Rayleigh friction includes all processes that influence the diurnal tide. It should be emphasized that our calculations give only an approximation of the equivalent Rayleigh friction coefficient that encompasses all of the above processes. [45] However, the features of the equivalent Rayleigh friction coefficient determined by this method are basically consistent with the theory of the dissipation effect of gravity waves on the diurnal tides.
Summary
[46] In this paper, we use six years of TIMED/SABER temperature and pressure data to calculate the balance wind diurnal tide. We combine the SABER-derived wind tides with the TIMED/TIDI wind data to estimate the equivalent Rayleigh friction coefficient for the diurnal tide at ±20 0 and ±40 0 . The equivalent Rayleigh friction coefficient estimated in this way varies with altitude, latitude, and season. The results indicate that there is a large degree of interannual variability in the equivalent Rayleigh friction coefficient although there is no obvious QBO signal. The profiles of the annual mean equivalent Rayleigh friction coefficient at four latitudes show the following features. (1) The equivalent Rayleigh friction coefficient is stronger in summer than in winter. (2) The altitu he maximum in the equivalent Rayleigh friction coefficient is higher in summer than in winter. (3) The region over which the equivalent Rayleigh friction coefficient is large is narrower in summer than in other seasons. (4) The forcing terms of the diurnal tide of u and v associated with the equivalent Rayleigh friction reach maxima near the equinoxes, and are small near the solstices.
(5) The equivalent Rayleigh friction coefficients at midlatitudes are stronger than at lower latitudes. (6) Away from the equator, the Rayleigh friction coefficient is usually positive, indicating a general damping of the diurnal migrating tide. The damping mechanisms are not well known and further studies are needed.
[47] The equivalent Rayleigh friction is derived from the tidal temperature and winds without a priori assumption regarding the damping mechanisms. It is thus noteworthy that in Figures 4, 7, 9 , and 10 the maximum equivalent Rayleigh friction generally coincides with the altitudes of strongest wind reversal around the mesopause and that the equivalent Rayleigh friction shows a seasonal variation clearly consistent with the seasonal variation of the zonal mean wind. The peaks of the drag force on the mean zonal The consistency between the derived Rayleigh friction and wind deceleration, reversal and vertical shear implies that the gravity wave breaking may play an important role in tidal damping.
[48] Many researches show that there are strong semiannual (SAO) and annual oscillations (AO) and quasibiennial oscillation (QBO) signatures in the diurnal tide [e.g., Vincent et al., 1988 Vincent et al., , 1998 Fritts and Isler, 1994; Burrage et al., 1995; McLandress et al., 1996; Lieberman, 1997; Xu et al., 2009] . The SAO is the strongest of these oscillations in the wind diurnal tide near the latitude of 20°. The amplitudes of the diurnal tides reach maximum near equinox. However, the forcing term induced by the equivalent Rayleigh friction coefficient of the diurnal tide of wind at 20°N ( Figure 5 ) and 20°S (Figure 8 ) are the largest when the diurnal tide amplitude in the MLT is the largest (i.e., April and September).
difference in the semiannual variation of ERF and semiannual variation of the migrating diurnal tide indicates that dissipation is probably not responsible for the observed semiannual variation of the diurnal tide amplitude. This seasonal cycle of the TIMEDderived ERF suggests that the semiannual variation of tidal amplitudes is due to other mechanism(s), perhaps seasonal variations in the mean winds as discussed by McLandress [2002b] .
[49] It also should be noted that away from the equator, where the wind tidal signal is larger, the analysis is more reliable. There is uncertainty of these estimates of the equivalent Rayleigh friction coefficient due to possible errors in SABER and TIDI observations. The dependence of the analysis on the assumption that the processes can be represented as linear Rayleigh friction also could be a source of uncertainty. We assume that the profiles of equivalent Rayleigh friction coefficients have a Gaussian shape and therefore we compress the altitude information into three parameters for each 70 day analysis period. Although the limited observational evidence available sup- ports the assumption that the diffusion occurs in layers with limited vertical extent, there is no reason to believe that they are strictly Gaussian.
