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Abstract
The aim of the project is to develop tracking and estimation techniques relevant to un-
derwater targets. The received measurements of the targets have to be processed using
the models of the target dynamics to obtain better estimates of the target states like
position, velocity etc. This work includes exploration of particle filtering techniques for
target tracking. Particle filter is a numerical approximation method for implementing a
recursive Bayesian estimation procedure. It does not require the assumptions of linearity
and Guassianity like the traditional Kalman filter (KF) based techniques. Hence it is
capable of handling non-Gaussian noise distributions and non-linearities in the target’s
measurements as well as target dynamics. The performance of particle filters is verified
using simulations and compared with EKF.
Particle filters can track maneuvering targets by increasing the number of particles.
Particle filter have higher computational load which increases in the case of multi-targets
and highly maneuvering targets. The efficient use of particle filters for multi-target track-
ing using Independent Partition Particle Filter (IPPF) and tracking highly maneuvering
targets using Multiple Model Particle Filter(MMPF) are also explored in this work. These
techniques require only smaller number of particles and help in reducing the computa-
tional cost. The performance of these techniques are also simulated and verified.
Data association problem exists in multi-target tracking due to lack of information
at the observer about the proper association between the targets and the received mea-
surements. The problem becomes more involved when the targets move much closer and
there are clutter and missed target detections at the observer. Monte Carlo Joint Proba-
bilistic Data Association Filter (MCJPDAF) efficiently solves data association during the
mentioned situation. MC-JPDAF also incorporates multiple observers. Its performance
is simulated and verified. Due to the inability of the standard MCJPDAF to track highly
maneuvering targets, Monte Carlo Multiple Model Joint Probabilistic Data Association
ix
Filter (MC-MMJPDAF) which combines the technique of Multiple Model Particle Fil-
ter(MMPF) in the framework of MC-JPDAF has been proposed. The simulation results
shows the efficiency of the proposed method.
The results from the silmulation of particle filter based methods show that it handles
maneuvering, multiple target tracking and has been verified with some field data.
x
Chapter 1
Introduction
1.1 Need for Estimation
The need for estimation arises since the measurements of a system may be noisy, incom-
plete, or delayed and the exact modeling of the system is not always possible. Depending
only on the measurements is not feasible in cases when measurements are highly noisy,
the delay between the occurrence of the process and the time of arrival of measurement
is large, some of the states of the system are not observable, clutters exist along with the
targets, targets-measurements association ambiguity exists etc. Estimation can help in
getting filtered inferences with lesser variance than from the noisy measurements, predict
about the system behavior in the future etc. Hence estimation techniques are needed to
infer better about the system with the given system models and measurements.
1.2 Objective
The objective of target tracking is to continuously estimate and track the states of the
target like position, velocity, acceleration, etc, using the available measurements of the
target. The target’s motion may be one or two dimensional and can have constant velocity
or maneuvering motions also. The initial state of the target may be unknown. The possi-
ble motion models of the target is assumed to be known. There may be multiple targets
which may be closer or far apart. The measurrement sensor is assumed to be stationary.
The measurements of the target may be available as range, bearing and/or Doppler fre-
quency measurements. The accuracy and noise distribution of the measurement sensors
1
are also assumed to be known.
1.3 Mathematical Formulation
Given a discrete stochastic model of a dynamic system (moving target) using a state space
representation
xk = fk−1(xk−1,wk−1) (1.1)
zk = hk(xk,vk) (1.2)
where k is the time index, xk is the state vector, wk is the process noise, zk is the mea-
surement of the target, vk is the measurement noise, fk(· ) is the time varying system,
hk(· ) is the measurement equation and T is the sampling interval of the discrete system,
the task is to recursively estimate the state xk of the system from its available measure-
ments Zk = z1:k ≡ {zi; i = 1, ..., k}. The state vector xk contains all the information
required to describe the target dynamics. The noise sequences wk and vk are assumed to
be zero mean, white noise and mutually independent with known probability distribution
function. The initial target state distribution p(x0) is assumed to be known and to be
independent of the noise sequences wk and vk [4, 7, 9, 11]. Two fundamental assumptions
about the system are that the dynamic variable xk is Markov of order one.
p(xk|x1:k−1, z1:k−1) = p(xk|xk−1) (1.3)
and zk is conditionally independent of past states and measurements.
p(zk|x1:k, z1:k−1) = p(zk|xk) (1.4)
where x1:k ≡ {xi; i = 1, ..., k}.
1.4 Measurements and System Models
The states of the targets considered in this report are the positions and velocities x, y, vx, vy
in the cartesian co-ordinate system.
x =
[
x vx y vy
]T
(1.5)
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The motion models of the target considered are constant velocity model and constant
turn rate model. The constant velocity model is described by
xk = f(xk−1) +wk−1 (1.6)
= F1xk−1 +wk−1 (1.7)
where F1 is a matrix given by
F1 =


1 T 0 0
0 1 0 0
0 0 1 T
0 0 0 1


(1.8)
where T is the sampling period of the target dynamics. The constant turn rate model
with turn rate Ω rad/s is given by
xk = f(xk−1) +wk−1 (1.9)
= F2xk−1 +wk−1 (1.10)
where F2 is a matrix given by
F2 =


1
sin(ΩT )
Ω
0 −
1− cos(ΩT )
Ω
0 cos(ΩT ) 0 − sin(ΩT )
0
1− cos(ΩT )
Ω
1
sin(ΩT )
Ω
0 sin(ΩT ) 0 cos(ΩT )


(1.11)
where T is the sampling period of the target dynamics. The available measurements of
the target considered in this report are range and bearing. They are related to the target
states by the measurement model:
zk = h(xk) + vk (1.12)
=


√
x2k + y
2
k
tan−1
(
yk
xk
)

+ vk (1.13)
1.5 Organization of Report
The chapter 2 describes about the Bayesian estimation and the conceptual solution for
recursive Bayesian estimation. Particle filter which is a numerical Monte Carlo approxi-
mation method for the implementation of the recursive Bayesian solution is described in
3
chapter 3. An advanced particle filtering technique called Independent Partition Particle
Filter (IPPF) for tracking multiple targets efficiently is described in chapter 4. In chapter
5, we have discussed Multiple Model Particle filter (MMPF) which is used for tracking
highly maneuvering targets.
4
Chapter 2
Bayesian Estimation
The Bayesian approach to estimate the state xk from the measurements Zk is to calculate
the posterior distribution of xk conditioned on the measurements Zk. This conditional
pdf is denoted as p(xk|Zk). The estimation based on this posterior distribution is called
Bayesian because it is constructed using Bayes rule.
p(xk|Zk) =
p(Zk|xk)p(xk)
p(Zk)
(2.1)
where p(xk) is the prior target distribution, p(Zk|xk) is the measurement likelihood (mea-
sure of how likely the measurement is true, given the state), p(Zk) is called the evidence
which is a normalizing factor. Once p(xk|Zk) is estimated, then we can estimate the
statistical properties of the estimate of the target such as mean, median, covariance, etc.
2.1 Recursive Bayesian Estimation
The requirement is to recursively compute the posterior target density p(xk|Zk) whose
computation requires only the estimated target density at the previous time p(xk−1|Zk−1)
and the current measurement zk. No history of observations or estimates is required. The
first measurement is obtained at k = 1. Hence the initial density of the state x0 can be
written as
p(x0) = p(x0|Z0) (2.2)
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where Z0 is the set of no measurements. The conditional pdf p(xk|Zk−1) can be written
as
p(xk|Zk−1) =
∫
p[(xk,xk−1)|Zk−1]dxk−1 (2.3)
=
∫
p(xk|xk−1,Zk−1)p(xk−1|Zk−1)dxk−1 (2.4)
But according to (1.3), under the Markovian assumption the state xk is determined only
by xk−1 and wk−1. Hence (2.4) can be written as
p(xk|Zk−1) =
∫
p(xk|xk−1)p(xk−1|Zk−1)dxk−1 (2.5)
The pdf p(xk|xk−1) is referred to as the transitional density and is available from the
system equation fk(· ) and the process noise wk. The pdf p(xk−1|Zk−1) is available at the
initial time as p(x0|Z0). Then the posterior conditional pdf of xk, p(xk|Zk) can be written
as
p(xk|Zk) = p(xk|zk,Zk−1) (2.6)
=
p(xk, zk,Zk−1)
p(zk,Zk−1)
(2.7)
=
p(zk|xk,Zk−1)p(xk|Zk−1)p(Zk−1)
p(zk|Zk−1)p(Zk−1)
(2.8)
=
p(zk|xk,Zk−1)p(xk|Zk−1))
p(zk|Zk−1)
(2.9)
=
p(zk|xk)p(xk|Zk−1))
p(zk|Zk−1)
(2.10)
In (2.7) and (2.9), Bayes rule is used and in (2.10), (1.3) is used. The pdf p(zk|xk) can
be obtained using the measurement equation h(· ). The pdf p(xk|Zk−1) is available from
(2.5). The pdf p(zk|Zk−1) which is a normalizing constant, may be obtained as follows.
p(zk|Zk−1) =
∫
p(zk,xk|Zk−1)dxk (2.11)
=
∫
p(zk|xk,Zk−1)p(xk|Zk−1)dxk (2.12)
=
∫
p(zk|xk)p(xk|Zk−1)dxk (2.13)
The pdf p(zk|xk) and p(xk|Zk−1) in (2.13) are available as discussed previously. Hence all
the pdfs of the right side of (2.10) are available. Hence formal solution to the recursive
Bayesian estimation can be summarized as in Table 2.1 [7, 9, 11]. The measurement zk
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Table 2.1: Recursive Bayesian Estimator [4]
1. For k = 0, initialize p(x0|Z0) = p(x0)
2. For k > 0
• Prediction step: Calculate the a priori pdf using (2.5).
p(xk|Zk−1) =
∫
p(xk|xk−1)p(xk−1|Zk−1)dxk−1 (2.14)
• Update step: Calculate the posterior pdf using (2.10) .
p(xk|Zk) =
p(zk|xk)p(xk|Zk−1))
p(zk|Zk−1)
(2.15)
is used to update the prior density p(xk|Zk−1) to obtain the posterior density. Thus,
in principle the posterior pdf p(xk|Zk) can be obtained recursively by the two stages:
prediction and update.
In general the implementation of this conceptual solution is not practically possible
since it requires the storage of the entire pdf which is an infinite dimensional vector.
Analytical solution to these recursive equations cannot be determined in general because
of complex and high dimensional integrals and are known only for few cases. For example
in the system described by (1.1) and (1.2), if f(· ) and h(· ) are linear and initial density
p(x0) is Gaussian, noise sequences wk and vk are zero mean mutually independent, and
p(x0), wk and vk are additive Gaussian, the optimal Bayesian solution is the Kalman
filter. The exact implementation of the Kalman filter is feasible since its posterior density
p(xk|Zk) also turns out to be Gaussian and can be completely represented by its mean
and covariance which are finite dimensional. Hence the storage of the posterior density
p(xk|Zk) becomes convenient and the recursive Bayesian solution reduces to the recursive
estimation of the mean and covariance of the posterior density p(xk|Zk). Thus Kalman
filter is the optimal filter for the type of system mentioned above, and no other filter does
better than it.
In practice f(·) and h(· ) may be nonlinear, and p(x0), wk and vk may be non Gaussian.
In such cases the posterior densities may be multi modal and/or non Gaussian. For
such cases approximations or suboptimal Bayesian solutions are required for a practical
7
realization. Analytical and numerical approximation methods for the implementation of
the recursive Bayesian solution include extended Kalman filter, unscented Kalman filter,
particle filter etc. The particle filter is explored in the subsequent chapters.
2.2 Summary
The Bayesian estimation problem can be conceptually solved recursively by two steps:
prediction and update. Kalman filter is the optimal filter when the target state dy-
namics and measurement equation are linear and all the random elements in the model
are additive Gaussian, and process and measurement noise are zero mean. In general,
implementation of recursive Bayesian solution is not possible and hence analytical and
numerical approximation techniques are required. A numerical approximation technique
called particle filter for target tracking is explored in the subsequent chapters.
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Chapter 3
Particle Filtering
Particle filter is a class of sequential Monte Carlo method to solve recursive Bayesian
filtering problems. Monte Carlo methods are computational algorithms that are based
on repeated random sampling to compute their results. Initially they define a domain
of possible inputs, generate random input samples from a posterior distribution over this
domain, perform the computation over this input samples to get the output samples
and infer about the output probability distribution based on these output samples [11].
Particle filters was initially developed for target tracking by N.J. Gordon et.al [7]. There
have been significant modifications on the particle filter by A. Doucet et.al [8, 10, 13],
B. Ristic et.al [4] and are explored in this chapter. Particle filter doesn’t require the
assumptions of linearity and Guassianity like the traditional Kalman filter (KF), Extended
Kalman filter (EKF), etc. Hence it is capable of handling non-Gaussian noise distributions
and non-linearities in the target’s measurements as well as target dynamics.
The posterior distribution of the state of the system at every instant k is represented
by a set of N random samples x
(i)
k called particles with associated weights w
(i)
k . The
weights are normalized such that
∑N
i=1w
(i)
k = 1. This particle set {x
(i)
k , w
(i)
k }
N
i=1 can then
be regarded representing a probability distribution
pN(xk) =
N∑
i=1
w
(i)
k δ(x− x
(i)
k ) (3.1)
where δ(· ) is the Dirac δ-function. This particle set represents the probability distribution
p(x) if pN → p as N →∞. Thus we have a discrete weighted approximation of a proba-
bility distribution function. The properties of the distribution p(x) can be approximately
calculated using these samples.
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3.1 Monte Carlo Approach
Suppose pi(x) is a probability density function with x ∈ Rnx satisfying
pi(x) ≥ 0 (3.2)∫
pi(x)dx = 1 (3.3)
where nx is the dimension of the state vector and R is a set of real numbers. If N ≫ 1
independent random samples {x(i); i = 1, ...., N} are available from the distribution pi(x),
then its discrete approximation is given by
pN (x) =
1
N
N∑
i=1
δ(x− x(i)) (3.4)
Then any integral function on the probability density function pi(x) can be approximated
using an equivalent summation function on the samples from pN (x) and it converges to
the true value as N →∞. Suppose it is required to evaluate a multidimensional integral
I =
∫
g(x)dx (3.5)
then the Monte Carlo approach will be to factorize g(x) = f(x)p(x) such that p(x) ≥ 0
and
∫
p(x)dx = 1, where p(x) is interpreted as a probability distribution from which
samples can be drawn easily and f(x) is a function on x. Then the integral can be
written as
I =
∫
f(x)p(x)dx (3.6)
= Ep(x)[f(x)] (3.7)
where Ep(x)[· ] is the expectation w.r.t distribution p(x). Hence the integral I is the
expectation of f(x) with respect to the distribution p(x). Then Monte Carlo estimate of
I can be obtained by generatingN samples {x(i)}Ni=1 from distribution p(x) and calculating
the summation
IN =
1
N
N∑
i=1
f(x(i))δ(x− x(i)) (3.8)
=
1
N
N∑
i=1
f(x(i)) (3.9)
≈ I (3.10)
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This estimate is unbiased and converges to the true value I as N →∞.
If the distribution p(x) is standard and has closed analytical form, then generation of
random samples from it is possible. But since in target tracking the posterior distribution
may be multivariate and non standard, it is not possible to sample efficiently from this
distribution. There are two problems in the basic Monte Carlo method as mentioned in
[10].
Problem 1 : Sampling from the distribution p(x) is not possible if it is complex high
dimensional probability distribution.
Problem 2 : The computational complexity of sampling from target distribution p(Xk)
where Xk = {xj; j = 0, .., k increases at least linearly with the number of variables k.
3.2 Importance Sampling
Importance sampling helps in addressing the Problem 1 discussed above. Suppose we
are interested in generating samples from p(x) which is difficult to sample, importance
sampling is a technique which helps to indirectly generate samples from a suitable dis-
tribution q(x) that is easy to sample, and modify this samples by appropriate weighting
so that it represents the samples from the distribution p(x). Thus importance sampling
makes the calculation of Ep(x)[f(x)] feasible. The pdf q(x) is referred to as proposal or
importance density. The integral in (3.6) can be modified as
I =
∫
f(x)p(x)dx (3.11)
=
∫
f(x)
p(x)
q(x)
q(x)dx (3.12)
= Eq(x)[f(x)
p(x)
q(x)
] (3.13)
provided p(x) > 0⇒ q(x) > 0 for all x ∈ Rnx and p(x)/q(x) has an upper bound. Then
according to (3.9) Monte Carlo estimate of I can be obtained by generating samples
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x(i); i = 1, ...., N ;N ≫ 1 from the distribution q(x) and evaluating
IN =
1
N
N∑
i=1
f(x(i))
p(x(i))
q(x(i))
(3.14)
=
1
N
N∑
i=1
f(x(i))w˜(x(i)) (3.15)
w˜(x(i)) =
p(x(i))
q(x(i))
; i = 1, .., N (3.16)
where w˜(x(i)) are called the importance weights. The weights are then normalized to
qualify it to be a probability distribution.
w(i) =
w˜(i)∑N
i=1 w˜
(i)
(3.17)
Thus the random samples from distribution p(x) are equivalent to the the random samples
from distribution q(x), with associated weights w(i) given in (3.17). Thus the samples
{x(i)}Ni=1 from q(x) with weights {w
(i)}Ni=1 represent the probability distribution of p(x)
as N →∞ and can be used to compute estimate the integral I.
3.3 Sequential Importance Sampling
Sequential importance sampling helps in addressing the Problem 2 described above. Se-
quential Importance Sampling unlike importance sampling requires only a fixed compu-
tational complexity at every time step. It is also known as bootstrap filtering, particle
filtering or condensation algorithm. It is the sequential version of the Bayesian filter using
importance sampling.
Consider a joint posterior distribution p(Xk|Zk), where Xk = {xj; j = 0, ..., k} is the
sequence of all target states upto time k and Zk = {zj; j = 0, ..., k} is the sequence of all
target measurements upto time k. Let {X(i)k , w
(i)
k }
N
i=1 be the particles such that
p(Xk|Zk) ≈
N∑
i=1
w
(i)
k δ(Xk −X
(i)
k ) (3.18)
If the importance density q(Xk|Zk) is used to generate particles {X
(i)
k }
N
i=1, then its corre-
sponding weights according to (3.16) can be written as
w(i) ∝
p(x(i))
q(x(i))
; i = 1, .., N (3.19)
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We can express the importance function using Bayes rule as
q(Xk|Zk) = q(xk,Xk−1|Zk) (3.20)
= q(xk|Xk−1,Zk)q(Xk−1|Zk) (3.21)
= q(xk|Xk−1,Zk)q(xk−1|Xk−2,Zk)......q(x1|X0,Zk)q(X0|Zk) (3.22)
= q(x0|Zk)Π
k
n=1q(xn|Xn−1,Zk) (3.23)
In order to make the importance sampling recursive at every instant k without modifying
the previous simulated trajectories {X(i)k−1}
N
i=1, the new set of samples at time k, X
(i)
k ∼
q(Xk|Zk) must be obtained using the previous set of samples X
(i)
k−1 ∼ q(Xk−1|Zk−1) and
the importance density must be chosen such that q(Xk−1|Zk) = q(Xk−1|Zk−1). Then
(3.21) can be written as
q(Xk|Zk) = q(xk|Xk−1,Zk)q(Xk−1|Zk−1) (3.24)
= q(x0|Z0)Π
k
n=1q(xn|Xn−1,Zn) (3.25)
Thus the importance density at k can be expressed in terms of importance density at
k− 1 so that new samples X(i)k ∼ q(Xk|Zk) can be obtained by augmenting each previous
samples X
(i)
k−1 ∼ q(Xk−1|Zk−1) with the new state x
(i)
k ∼ q(xk|Xk−1,Zk). These parti-
cles along with their new importance weights can approximate the posterior distribution
p(Xk|Zk) as N →∞.
In order to calculate the new importance weights for the above samples recursively,
the pdf p(Xk|Zk) can be written using (2.9) as [4].
p(Xk|Zk) =
p(zk|Xk,Zk−1)p(Xk|Zk−1)
p(zk|Zk−1)
(3.26)
=
p(zk|Xk,Zk−1)p(xk|Xk−1,Zk−1)p(Xk−1|Zk−1)
p(zk|Zk−1)
(3.27)
Using the assumption in (1.3), (3.27) can be written as
p(Xk|Zk) =
p(zk|xk)p(xk|xk−1)
p(zk|Zk−1)
p(Xk−1|Zk−1) (3.28)
∝ p(zk|xk)p(xk|xk−1)p(Xk−1|Zk−1) (3.29)
The proportionality follows because p(zk|Zk−1) is a normalizing constant. Using (3.29)
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and (3.24), (3.19) can be rewritten as
w
(i)
k ∝
p(zk|x
(i)
k )p(x
(i)
k |x
(i)
k−1)
q(x
(i)
k |X
(i)
k−1,Zk)
p(X
(i)
k−1|Zk−1)
q(X
(i)
k−1|Zk−1)
(3.30)
= w
(i)
k−1
p(zk|x
(i)
k )p(x
(i)
k |x
(i)
k−1)
q(x
(i)
k |X
(i)
k−1,Zk)
(3.31)
If the importance density also satisfies q(xk|Xk−1,Zk) = q(xk|xk−1, zk), then the impor-
tance weight can be calculated recursively as
w
(i)
k ∝ w
(i)
k−1
p(zk|x
(i)
k )p(x
(i)
k |x
(i)
k−1)
q(x
(i)
k |x
(i)
k−1, zk)
(3.32)
Thus sequential importance sampling filter consists of recursive propagation of particles
x
(i)
k according to (3.24) and update of importance weights w
(i)
k according to (3.32). Hence
in order to obtain the particles at instant k, only the past particles {x(i)k−1,w
(i)
k−1}
N
i=1 and
measurement zk are required and can discard the past trajectories X
(i)
k−2 and measure-
ments Zk−1, and requires only fixed computational complexity. Thus it addresses the
Problem 2 discussed previously. Hence the posterior filtered density p(xk|Zk) can be cal-
culated recursively. The pseudo-code for the sequential importance sampling (SIS) filter
is repeated in Table.3.1 from [8]. The weight update and proposal for each particle in
the sequential importance sampling filter can be calculated in parallel. Hence availabil-
ity of parallel computational techniques like graphics processing unit (GPU) and FPGA
facilitates the implementation of SIS filter without loosing time efficiency.
3.4 Implementation Issues
3.4.1 Degeneracy
According to [8], the variance of importance weights increases over time if the importance
density is of the form (3.24). Hence after a certain number of recursive steps, the weights
degrade or get degenerated such that most particles have negligible weight. A large
computational effort has to be wasted on updating these particles even though their
contribution to the posterior estimate is negligible. Hence only a few high weight particles
contribute to the posterior distribution p(xk|Zk) effectively. One level of degeneracy can
be estimated based on effective sample size(Neff )
Neff =
1∑N
i=1(w
(i)
k )
2
(3.37)
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x(i), w(i)
Target distribution
P (x)
Particles after
resampling
x(i), w(i)
particles
Figure 3.1: Resampling of a set of particles representing a distribution P (x) is illustrated.
The size of the particles represents their weight.
The two extreme cases are
1. If the weights are uniform, w
(i)
k =
1
N
, for i = 1, ..., N , then Neff = N .
2. If weights are such that w
(j)
k = 1 and w
(i)
k = 0 for i 6= j, then Neff = 1.
For all other intermediate cases 1 < Neff < N . Thus higher degeneracy implies lesser
Neff and vice versa.
Solution : Resampling
Resampling is a technique to reduce degeneracy. If degeneracy is observed, i.e., Neff
falls below some threshold Nthr, then resampling is done. It keeps as many samples with
non-zero significant weights and neglects the negligible weights. It replaces the old set
of particles and their weights with new set of particles and weights by removing the low
weight particles and replicating the high weight particles and associating them with uni-
form weights such that the resultant particles represent the posterior pdf in a better form
for later iterations. Thus it does a transformation of the set {x(i)k , w
(i)
k }
N
i=1 to {x
(i)
k , N
−1}Ni=1
such that the final set represents the same distribution as of the first. The concept of
resampling is illustrated in Fig 3.1.
One way of implementation of resampling is multinomial resampling [4, 11] which
involves generating uniformly distributed random samples in range (0, 1) and using them
to obtain samples from the required target posterior density by inverse transformation. It
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Figure 3.2: Multinomial Resampling: The high weight particles such as particles with
indices 2, 4, etc, are selected more number of times.
has three main steps. First it generates independent uniform random samples uj ∼ U [0, 1]
for j = 1, ...N . Secondly it accumulates the weights w
(i)
k into a sum until it is just greater
than uj.
m−1∑
i=1
w
(i)
k < uj ≤
m∑
i=1
w(i) (3.38)
Hence it projects uj to the cumulative sum of the weights w
(i)
k as shown in Fig 3.2. The
new particle x˜
(j)
k is set equal to the old particles x
(m)
k with weight 1/N and is repeated
until N samples are obtained. The large weight particles have higher chance of being
selected and multiplied. Its pseudo code is given in Table 3.2.
Another slightly different method of resampling is the systematic resampling[4, 11].
It has the same procedure as multinomial sampling except that pseudo uniform random
variables are generated instead of independent uniform random variables. Here a uniform
random number u1 ∼ U [0, N−1] is generated once and the rest are generated by increasing
this random number u1 by 1/N cumulatively and then performing the inverse transfor-
mation as shown in Fig 3.3 similar to the multinomial sampling to get the required target
posterior distribution. Its pseudo code is repeated in Table 3.3 from [4]. where T is the
sampling period of the target dynamics.
Thus resampling involves N draws from the initial particles using their own probability
distribution as the selection probabilities and assigning each particle a weight of w(i) = 1
N
for i = 1, ..., N . This strategy of resampling along with importance sampling is termed as
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Figure 3.3: Systematic Resampling
sampling importance resampling(SIR).
Even though resampling helps to remove degeneracy, it introduces another issue known
as sample impoverishment which is described next. The accuracy of any estimate of a
function of the distribution decreases with resampling. It also limits the opportunity to
parallelize the propagation and update of the particles since they have to be combined
to find the cumulative density required for resampling. Hence in order to minimize the
frequency of resampling, a proper proposal function has to be used so that there is signif-
icant overlap between the prior particles and the likelihood. Strategies of selecting good
proposal function are explained in section 3.5.
3.4.2 Sample Impoverishment
When there is very less overlap between the prior and the likelihood, only few particles
will have higher weight. A subsequent resampling causes loss of diversity among parti-
cles as particles with large weight are sampled many times with the result that resultant
sample will contain many repeated points or less distinct points. This is called sample
impoverishment. After some iterations it leads to a situation when all particles collapse
to a single particle.
Solution : Roughening
One method to solve sample impoverishment is to increase the number of particle N . But
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it increases the computational demand. Roughening is an efficient method proposed in
[7] to solve sample impoverishment. Here random noise ∆x is added to each component
of the particle after the resampling process such that:
x
(i)
k (m) = x
(i)
k (m) + ∆x(m) (3.39)
∆x ∼ N (0, KMN−1/d) (3.40)
M(m) = max
i,j
|x(i)k (m)− x
(j)
k (m)|; m = 1, ..., d (3.41)
where K is a scalar tuning parameter, N is the number of particles, d is the dimension
of state space, M is the vector containing maximum difference between each particle
elements before roughening. Higher value of K will blur the distribution and low value
of K will create group of points around the original samples. Hence K is a compromise
and has to be tuned. A value of K = 0.2 has been used in [7]. The pseudo code for
roughening is shown in Table.3.4
Other solutions for sample impoverishment include prior editing, Markov Chain Monte
Carlo resampling, regularized particle filter, auxiliary particle filter etc.
3.5 Selection of Importance function
A good selection of importance density minimizes the frequency of resampling. Since
increase in the variance of the weights of the particles causes degeneracy, the better
method will be to select the importance density which minimizes the variance of the
importance weights based on the available information Xk−1 and Zk.
3.5.1 Optimal Importance function
The best way of selecting an importance density is to choose the one which minimizes the
variance of the weights. According to [8], the optimal importance density that minimizes
the variance of the importance weights conditional upon the simulated trajectories X
(i)
k−1
18
and observations Zk is given by
q(xk|X
(i)
k−1,Zk) = p(xk|x
(i)
k−1, zk) (3.45)
=
p(xk,x
(i)
k−1, zk)
p(x
(i)
k−1, zk)
(3.46)
=
p(zk|xk,x
(i)
k−1)p(xk|x
(i)
k−1)p(x
(i)
k−1)
p(zk|x
(i)
k−1)p(x
(i)
k−1)
(3.47)
=
p(zk|xk,x
(i)
k−1)p(xk|x
(i)
k−1)
p(zk|x
(i)
k−1)
(3.48)
Then the weight update equation for particles drawn from this optimal importance density
can be obtained using (3.32) and (3.48) as
w
(i)
k ∝ w
(i)
k−1p(zk|x
(i)
k−1) (3.49)
Another advantage of using the optimal importance function is that the importance weight
at instant k doesn’t depend on xk and hence evaluation of of weight w
(i)
k and proposal of
x
(i)
k can be parallelized for better practical results.
In order to use this optimal importance function, we should be able to sample particles
from p(xk|x
(i)
k−1, zk) and to evaluate
p(zk|x
(i)
k−1) =
∫
p(zk|xk)p(xk|xk−1)dxk (3.50)
at least upto a normalizing constant. But these exact calculations are possible only for
some special cases like systems of form
xk = fk−1(xk−1) +wk−1 (3.51)
zk = Hkxk + vk (3.52)
where fk−1(· ) can be a non linear function, Hk is a matrix, vk and wk are mutually
independent zero mean white Gaussian noise with known covariances Qk and Rk
3.5.2 Suboptimal Importance Functions
3.5.2.1 Importance Function Obtained by Local Linearization
For systems of form (3.53) and (3.54), where both the system and measurement equation
are non linear, local linearization of function hk(· ) is done similar to Extended Kalman
19
Filter to get the linearized matrix Hk so that the problem becomes similar to the system
defined in (3.51) and (3.52).
xk = fk−1(xk−1) +wk−1 (3.53)
zk = hk(xk) + vk (3.54)
Hk =
δhk(xk)
δxk
|xk=f(xk−1) (3.55)
3.5.2.2 Prior Importance Function
One popular choice of importance density is the transitional prior itself.
q(xk|x
(i)
k−1, zk) = p(xk|x
(i)
k−1) (3.56)
For a system with state space representation of (3.51) and (3.52), the prior becomes
p(xk|x
(i)
k−1) = N (xk; fk−1(x
(i)
k−1, Qk−1)) (3.57)
Using (3.32) and (3.56), the weight update equation simplifies to
w
(i)
k ∝ w
(i)
k−1p(zk|x
(i)
k ) (3.58)
This method has the advantage that importance weights are easily calculated and the
importance density can be easily sampled. But this method is less efficient since the
particles are proposed without the knowledge of the observation and hence the overlap
between the prior and the likelihood might be less.
3.6 Generic Particle Filters
The pseudo code for a generic particle filter which incorporates resampling and rough-
ening is shown in Table.3.5 [4, 8, 11]. A graphical representation of a PF with N = 22
samples and using the transitional prior as the importance density is shown in Fig 3.4. At
the top we have the target distribution p(xk|zk) which is approximated using the particles
{x(i)k , w
(i)
k }
N
i=1. If Neff < Nthr resampling is executed on these particles to obtain uniform
weight particles {x(i)k , N
−1}Ni=1, which still approximates the target distribution p(xk|zk).
Resampling is followed by roughening to modify duplicate particles. The resultant par-
ticles are used for prediction using the transitional prior to get particles {x(i)k+1, N
−1}Ni=1
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Particles after
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−1}Ni=1
Particles
{x
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N
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Target distribution
P (xk|zk)
p(zk+1|xk+1)
Particles after
roughening
{x
(i)
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(i)
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N
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Figure 3.4: A single cycle of a particle filter with N = 22 and transitional prior as the
importance density
that approximate the density p(xk+1|zk). Next the weight update is carried out using the
likelihood p(zk+1|xk+1) to obtain particles {x
(i)
k+1, w
(i)
k+1}
N
i=1 that approximate the density
p(xk+1|zk+1).
3.7 Bootstrap Filter
Bootstrap filter proposed in [7] is also known as sequential importance resampling (SIR)
filter. It is a modification of the above generic particle filter. It uses transitional prior
as the importance density and performs resampling at every step. For this choice of
importance density the weight update equation is given by (3.58). Since the resampling
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is done at every step, the resampled particles at the previous instant have weights w
(i)
k−1 =
N−1 for a i = 1, ..., N . Hence the weight update equation reduces to
w
(i)
k ∝ p(zk|x
(i)
k ) (3.66)
The bootstrap filter has the advantage that the importance weights can be easily calcu-
lated and the importance density can be easily sampled. The pseudocode for bootstrap
filter is shown in Table 3.6.
3.8 Other Particle Filters
The variations in the selection of importance density and/or modification of the resam-
pling step has resulted in various versions of particle filters like
1. Auxiliary SIR filter
2. Regularized particle filter
3. MCMC particle filter
4. Multiple Model particle filter(MMPF)
5. Independent partition particle filter(IPPF) etc.
Of these particle filters, the IPPF and MMPF will be considered in later chapters.
3.9 Simulation Results
A target motion scenario and its measurements are simulated according to the given
models and the estimates using the generic particle filter algorithm is compared with
the true trajectories. For comparison, estimation is done using the extended Kalman
filter also on the same target tracking problem and the results are compared. We have a
target which has constant velocity and constant turn motions. The state vector consists
of position and velocities of the target,
x =
[
x vx y vy
]T
(3.72)
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The initial true state of the target was x0 =
[
100 20 100 20
]T
. From time k = 0s
to k = 20s, k = 61s to k = 70s, k = 91s to k = 100s, the target has constant velocity
motion. From k = 21s to k = 60s, k = 11s to k = 90s, it moves in clockwise constant
turn rate motion of 6rad/s. The measurement sensor is located at the origin. The target’s
range r and bearing θ at time k are available as the measurement zk.
zk = h(xk) + vk (3.73)
vk ∼ N (0, Qv) (3.74)
where vk is the measurement error, h(· ) is the measurement model . The measurement
error vk is uncorrelated and has zero mean Gaussian distribution with covariance matrix
Qv.
zk =

r
θ

 (3.75)
Qv =

σ2r 0
0 σ2θ

 =

10 0
0 1

 (3.76)
The measurement model h(· ) for the target is given by:
h(xk) =


√
x2k + y
2
k
tan−1
(
yk
xk
)

 (3.77)
The initial state estimate is assumed to be a Gaussian vector with mean x0 and error
covariance P0, such that
x0 =
[
100 20 100 20
]T
(3.78)
P0 =
[
100 10 100 10
]T
(3.79)
Hence initial particles {x(i)0 }
N
i=1 were generated based on the distribution
x0 ∼ N (x0, P0) (3.80)
In this implementation of the particle filter, the transitional prior which is a suboptimal
choice of the importance density is used to propose particles. The state transition model
f(· ) for estimation of state at time k is such that:
xk = f(xk−1) +wk−1 (3.81)
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where wk−1 is the process noise with zero mean. The state transition model f(· ) used in
this implementation of the generic particle filter is constant velocity model. Hence f(· )
is a matrix F given by:
F =


1 T 0 0
0 1 0 0
0 0 1 T
0 0 0 1


(3.82)
where T is the sampling period of the target dynamics. The process noise assumed has a
diagonal covariance matrix Qw as:
Qw = diag
(
5, 1, 5, 1
)
(3.83)
The number of particles used was N = 500. The detailed implementation algorithm
for the target tracking problem is given in Table.3.7. Since the resampling can only reduce
the accuracy of the estimates of the distribution, the estimates such as conditional mean,
covariance of samples, mean square error(MSE) are calculated before resampling. Results
shown are calculated for 100 Monte Carlo runs.
The true trajectory of the target and its estimates are shown in Fig.3.5a. The state
estimates of the target are shown in Fig. 3.7. The mean square error MSE of the position
estimates are shown in Fig.3.5b.
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Figure 3.5: Target’s true xy track with its estimate and MSE obtained using generic PF.
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Figure 3.6: Target’s true xy track with its estimate and MSE obtained using EKF.
3.9.1 Comparison of Particle Filter with EKF
For comparison the extended Kalman filter(EKF) is also implemented for the same target
motion scenario. The true trajectory of the target and its estimate is shown in Fig.3.6a.
The state estimates are calculated after 100 Monte Carlo runs and are shown in Fig.3.8.
The mean square error MSE of the position estimate is shown in Fig.3.6b. The results
show that the estimates obtained using EKF diverge. Thus it shows that particle filter
has better tracking accuracy under nonlinear target motions and it can handle moderate
maneuvers of the target by using only constant velocity models without the need of
maneuvering models.
3.10 Summary
Particle filter is a class of Monte Carlo method to solve recursive Bayesian estimation. It
represents the probability distribution of a target using particles and associated weights.
It doesn’t require the assumptions of linearity and Guassianity and is capable of handling
complex noise distributions and non-linearities in the target’s measurements as well as
target dynamics. Importance sampling provide the alternative to sample particles from
a complex distribution using an another suitable easy to sample distribution called im-
portance density. Sequential importance sampling helps to perform importance sampling
recursively and reduce its computational complexity. Particle filter consists of proposing
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particles using importance function and weight update of these particles at every iter-
ation and is capable of parellel implementation. Implementation issues like degeneracy
and sample impoverishment are addressed by resampling and roughening respectively.
Selection of good importance density also reduces the frequency of resampling. Simula-
tions confirm that particle filter outperforms EKF in tracking maneuvering targets at the
expense of increased computational cost. Independent partition particle filter (IPPF) for
multi-target tracking and Multiple Model Particle filter (MMPF) for maneuvering target
tracking are explored in the subsequent chapters.
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Figure 3.7: Target’s true states and their estimates obtained using generic PF.
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Figure 3.8: Target’s true states and their estimates obtained using EKF.
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Table 3.1: Sequential Importance Sampling (SIS) [8]
1. For k = 0,
• For i = 1, ...., N : Initialize
– Sample x
(i)
0 ∼ q(x0|z0)
– Evaluate the unnormalized importance weights
w˜
(i)
0 =
p(z0|x
(i)
0 )p(x
(i)
0 )
q(x
(i)
0 |z0)
(3.33)
• For i = 1, ...., N :
– Normalize the importance weights
w(i) =
w˜
(i)
0∑N
i=1 w˜
(i)
0
(3.34)
2. For k > 0
• For i = 1, ...., N :
– Sample x
(i)
k ∼ q(xk|Xk−1,Zk)
– Evaluate the unnormalized importance weights
w˜
(i)
k ∝ w
(i)
k−1
p(zk|x
(i)
k )p(x
(i)
k |x
(i)
k−1)
q(x
(i)
k |x
(i)
k−1, zk)
(3.35)
• For i = 1, ...., N :
– Normalize the importance weights
w(i) =
w˜(i)∑N
i=1 w˜
(i)
(3.36)
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Table 3.2: Multinomial Resampling [4, 11]
[{x˜(n)k , w˜
(n)
k }
N
n=1] =RESAMPLE[{x
(i)
k , w
(i)
k }
N
i=1]
• c(0) = 0
• FOR i = 1 : N ,
– c(i) = c(i− 1) + w(i)k
• END FOR
• FOR n = 1 : N ,
– Draw un ∼ U [0, 1]
– m=1
– WHILE (c(m) < un)
∗ m = m+ 1
– END WHILE
– Set x˜
(n)
k = x
(m)
k
– Set w˜
(n)
k = N
−1
• END FOR
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Table 3.3: Systematic Resampling
[{x˜(n)k , w˜
(n)
k }
N
n=1] =RESAMPLE[{x
(i)
k , w
(i)
k }
N
i=1]
• c(0) = 0
• FOR i = 1 : N ,
– c(i) = c(i− 1) + w(i)k
• END FOR
• Draw the starting point u1 ∼ U [0,
1
N
]
• m=1
• FOR n = 1 : N ,
– un = u1 +R
−1(n− 1)
– WHILE (c(m) < un)
∗ m = m+ 1
– END WHILE
– Set x˜
(n)
k = x
(m)
k
– Set w˜
(n)
k = N
−1
• END FOR
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Table 3.4: Roughening
[{x(n)k , w
(n)
k }
N
n=1] =ROUGHEN[{x
(i)
k , w
(i)
k }
N
i=1]
1. For m = 1, ..., d
M(m) = max
i,j
|x(i)k (m)− x
(j)
k (m)| (3.42)
2. For i = 1, ..., N
• Calculate random noise vector
∆x ∼ N (0, KMN−1/d) (3.43)
• For m = 1, ..., d
x
(i)
k (m) = x
(i)
k (m) + ∆x(m) (3.44)
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Table 3.5: Generic Particle Filter [4, 11]
1. For k = 0,
• For i = 1, ...., N : Initialize
– Sample x
(i)
0 ∼ q(x0|z0)
– Evaluate the unnormalized importance weights
w˜
(i)
0 =
p(z0|x
(i)
0 )p(x
(i)
0 )
q(x
(i)
0 |z0)
(3.59)
• For i = 1, ...., N :
– Normalize the importance weights
w(i) =
w˜(i)∑N
i=1 w˜
(i)
(3.60)
2. For k > 0
• For i = 1, ...., N :
– Sample x
(i)
k ∼ q(xk|Xk−1,Zk−1)
– Evaluate the unnormalized importance weights
w˜
(i)
k ∝ w
(i)
k−1
p(zk|x
(i)
k )p(x
(i)
k |x
(i)
k−1)
q(x
(i)
k |x
(i)
k−1, zk)
(3.61)
– For i = 1, ...., N :
∗ Normalize the importance weights
w(i) =
w˜(i)∑N
i=1 w˜
(i)
(3.62)
3. Calculate Neff
Neff =
1∑N
i=1(w
(i)
k )
2
(3.63)
4. If Neff < Nthr
• Resample the particles using algorithm in Table 3.3 or Table 3.2
[{x(n)k , w
(n)
k }
N
n=1] = RESAMPLE[{x
(i)
k , w
(i)
k }
N
i=1] (3.64)
• Roughen the particles using algorithm in Table 3.4
[{x(n)k , w
(n)
k }
N
n=1]] = ROUGHEN [{x
(i)
k , w
(i)
k }
N
i=1] (3.65)
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Table 3.6: Bootstrap Particle Filter [4, 11]
1. For k = 0,
• For i = 1, ...., N : Initialize
– Sample x
(i)
0 ∼ p(x0)
– Assign particle weights
w
(i)
0 = N
−1 (3.67)
2. For k > 0
• For i = 1, ...., N :
– Sample x
(i)
k ∼ p(xk|Xk−1)
– Evaluate the unnormalized importance weights
w˜
(i)
k ∝ p(zk|x
(i)
k ) (3.68)
• For i = 1, ...., N :
– Normalize the importance weights
w(i) =
w˜(i)∑N
i=1 w˜
(i)
(3.69)
• Resample the particles using algorithm in Table 3.3 or Table 3.2
[{x(n)k , w
(n)
k }
N
n=1] = RESAMPLE[{x
(i)
k , w
(i)
k }
N
i=1] (3.70)
• Roughen the particles using algorithm in Table 3.4
[{x(n)k , w
(n)
k }
N
n=1]] = ROUGHEN [{x
(i)
k , w
(i)
k }
N
i=1] (3.71)
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Table 3.7: Implementation of GPF
1. For k = 0, initialize all particles:
• For i = 1, ..., 100, generate samples x(i)0 ∼ N (x0, P0)
• For i = 1, ..., 100, assign weights w(i)0 =
1
100
2. For k > 0,
• For i = 1, 2, ..., 100
– Draw sample x
(i)
k using the transitional prior.
a
(i)
k = Fx
(i)
k−1 (3.84)
x
(i)
k ∼ p(xk | x
(i)
k−1) = N (a
(i)
k , Qw) (3.85)
– Evaluate the unnormalized importance weights
w˜
(i)
k ∝ w
(i)
k−1
p(zk|x
(i)
k )p(x
(i)
k |x
(i)
k−1)
q(x
(i)
k |x
(i)
k−1, zk)
(3.86)
• For i = 1, ...., 100:
– Normalize the importance weights
w(i) =
w˜(i)∑N
i=1 w˜
(i)
(3.87)
• Calculate the target estimates such as conditional mean, covariances, mean
square error MSE etc.
• Calculate Neff
Neff =
1∑N
i=1(w
(i)
k )
2
(3.88)
• If Neff < Nthr
– Resample the particles using algorithm in Table 3.3 or Table 3.2
[{x(n)k , w
(n)
k }
N
n=1] = RESAMPLE[{x
(i)
k , w
(i)
k }
N
i=1] (3.89)
– Roughen the particles using algorithm in Table 3.4
[{x(n)k , w
(n)
k }
N
n=1]] = ROUGHEN [{x
(i)
k , w
(i)
k }
N
i=1] (3.90)
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Chapter 4
Multi-target Tracking using
Independent Partition Particle Filter
(IPPF)
Partitioned sampling is developed by J. Maccormick et.al [3] for tracking more than one
target. The independent partition Particle Filter (IPPF) is given by M. Orton et.al [1] is
a convenient way to propose particles when part or all of the joint multi-target density
factors. These techniques are explored in this chapter. In particle filters, the number of
particles required to model a distribution increases with dimension nx of the state space.
The upper bound on the variance of the estimation error has the form cN−1, where c
is a constant and N is the number of particles used by the particle filter. The constant
c depends heavily on the state vector dimension nx of the system [4]. The variance
of the estimation error for particle filter becomes exponential in nx for poorly chosen
importance density and is referred to as “curse of dimensionality”. Hence the number
of required particles N should be higher for higher dimensional systems like multi-target
tracking systems.
In the case of multi-targets, the proportion of state space that is filled by the region
of the likelihood with reasonably high probability gets smaller. A particle with one very
improbable state, and all the remaining states being probable may be rejected during
resampling step of particle filter since overall this particle is improbable. It is the low
probability of the bad estimates that determines the fate of the whole particle. Hence
parts of the particle are penalized at the expense of other parts. A better approach is
to ensure that either whole particle is probable or the whole particle is improbable. This
can be done by redistributing the set of weighted particles so as to increase the density of
particles in certain regions of interest, and account for redistribution by suitable weights
such that it doesn’t alter the underlying distribution described by the former particles.
This is accomplished by Weighted Resampling technique described in [1, 2, 3].
4.1 Weighted Resampling
Weighted resampling with respect to a function g(x), is an operation on the particle set
which populates peaks of g(x) with particles without altering the distribution actually
represented by the particle set. Given a weighted set of particles, the weighted resampling
populates certain parts of the configuration space with particles in the desired manner
so that representation is more efficient for future operations. It has the advantage that
subsequent operations on this particle set will produce more accurate representation of
the desired probability distributions. Weighted resampling is carried out with respect to
a strictly positive weighting function g(x). It is analogous to the importance function
used in standard importance sampling. Let the ith particles be x(i) with weight w(i).
x = {x(1),x(2),x(3), ....,x(N)} (4.1)
w = {w(1), w(2), w(3), ...., w(N)} (4.2)
Given a set of N particles x, with corresponding weights w, it produces a new particle
set by resampling from x, using secondary weights which are proportional to g(x). This
has the effect of selecting many particles in regions where g(x) is peaked. The weights of
the resampled particles are calculated in such a way that overall distribution represented
by the new particle set is same as the old one. Thus asymptotically any strictly positive
function is acceptable as the weighting function g(x), but it is better to select a function
which has advantage in our application. We would like the weighted resampling step
to position as many particles as possible near peaks in the posterior. Hence a natural
choice therefore is to take g(x) to be the likelihood function of the target itself. The
algorithm for one dimensional weighted resampling with respect to importance function
g(x) is repeated in Table.4.1 from [3]. Here xk, wk represents the particles at time k.
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Table 4.1: Weighted Resampling [3]
[{x(j)k , w
(j)
k }
N
j=1] = Weighted Resampling [{x
(i)
k , w
(i)
k }
N
i=1, g(· )]
• Define secondary weights ρ(i) =
g(x(i))∑N
j=1 g(x
(j))
.
• Sample indices j(i) from the distribution formed by ρ(i)
for i = 1, 2, 3, ..., N as explained in Appendix A
• Set x(i) = x(j(i))
• Set w(i) =
w(j(i))
ρ(j(i))
• Normalize w(i) such that
∑
w = 1
w(i) =
w(j(i))∑N
i=1w
(j(i))
The fourth step in the Weighted Resampling algorithm has the effect of counteracting
the extent to which the particles were biased by the secondary weights. An intuitive
proof that weighted resampling doesn’t alter underlying distribution is given in [3]. Thus
Weighted Resampling has the similar objective and effect as the importance resampling.
The difference of weighted resampling and resampling is illustrated in Fig.4.1 and Fig.3.1.
4.2 Independent Partitioned Sampling
Partitioned sampling is a general term for the method which consists of dividing the
state vector into two or more partitions and sequentially applying dynamics for each
partition and then followed by an appropriate resampling operation. Objective of the
partitioned sampling is to use one’s intuition about the problem to choose a decomposition
of the dynamics which simplify the problem, and a weighting function g(x) to have better
rearrangement of the particles. If the weighting function for the intermediate resampling
is chosen to be highly peaked close to the peak in the likelihood for that partition, then
the weighted resampling step will increase the number of particles close to the peak in
the likelihood for that partition. After applying this method to each partition, the result
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x(i), w(i)
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Figure 4.1: Weighted resampling of a set of particles representing a distribution P (x)
with respect to function g(x): After weighted resampling, more number of particles get
populated near the peak of the function g(x). The resultant particles may have non
uniform weights and still have the same initial distribution P (x).
is that more particles are likely to contain mostly good states so that fewer are rejected
at the final resampling step.
For independent targets, [3] introduces the Independent Partition Particle Filter.
Here the state xt is assumed to be separable into independent partitions, each par-
tition containing the state for one target .Thus xt is the union of several partitions,
xt ≡ {xt(1),xt(2),xt(3), .....,xt(Kt)} where we have Kt partitions, which is the same as
the number of targets. If the prior is assumed to be independent, and if the likelihood
and the importance function are also independent with respect to the same partitioning,
then the posterior will have the same independence. In this scenario, weighted resampling
allows the particles to interact and swap target states. Thus it is used to do the crossover
of the targets among the particles implicitly. Suppose there are two targets A and B,
represented using five particles {A1, B1}, {A2, B2}, {A3, B3}, {A4, B4}, {A5, B5}. Suppose
A3, A4, B2, B5 are less probable states and A1, A2, A5, B1, B3, B4 are highly probable, then
weighted resampling applied to each partition does the crossover among the particles and
can generate five new particles {A2, B1}, {A1, B3}, {A2, B4}, {A5, B5}, {A3, B1} such that
these particles have more probable states. Hence the new particles get more concentrated
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at the peak of the posterior. The algorithm for Independent partition particle filter from
[4] is repeated in Table.4.2.
4.3 Simulation Results
To verify the effectiveness of the algorithm, targets’ motion scenario and their measure-
ments are simulated according to the given models and the estimates obtained using the
algorithm is compared with the true trajectories. For comparison, estimation is done
using the standard bootstrap particle filter also on the same target tracking problem and
the results are compared.
4.3.1 Multi-target tracking using IPPF
We have two independent targets A and B which have constant velocity and constant
turn motions. The state vector consists of position and velocities of two targets,
x =
[
x(1) x(2)
]T
=
[
x(1) vx(1) y(1) vy(1)
... x(2) vx(2) y(2) vy(2)
]T
(4.3)
The initial true state of the targets are x0 =
[
500 50 500 50 450 40 350 −40
]T
.
From time t = 0s to t = 100s, both targets have constant velocity motion. From t = 101s
to t = 150s, they move in clockwise constant turn rate motion of 3rad/s. From t = 151s
to t = 250s, both targets have again constant velocity motion. The measurement sensor is
located at the origin. The target’s ranges r1, r2 and bearings θ1, θ2 at time t are available
as the measurement zt
zt = h(xt) + vt (4.4)
vt ∼ N (0, Qv) (4.5)
where vt is the measurement error, h(· ) is the measurement model . We assume that the
data association of the targets are already done and we know exactly which measurements
belong to which targets. The measurement error vt is uncorrelated and has zero mean
Gaussian distribution with covariance matrix Qv. zt(k) represents measurement of the
target k.
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zt =
[
zt(1) zt(2)
]
=


r1
θ1
r2
θ2


(4.6)
(4.7)
Qv =

Qv:1 0
0 Qv:2

 =


σ2r1 0 0 0
0 σ2θ1 0 0
0 0 σ2r2 0
0 0 0 σ2θ2


=


10 0 0 0
0 0.5 0 0
0 0 10 0
0 0 0 0.5


(4.8)
The measurement model h(· ) for the targets is given by:
h(xt) =

h1(xt(1))
h2(xt(2))

 (4.9)
The measurement model hk(· ) for target k = 1, 2 is given by:
zt(k) = hk(xt(k)) =


√
x2t (k) + y
2
t (k)
tan−1
(
yt(k)
xt(k)
)

 (4.10)
The initial state estimate is assumed to be a Gaussian vector with mean x0 and error
covariance P0, such that
x0 =
[
250 50 750 50 250 40 250 −40
]T
(4.11)
P0 = diag (100, 10, 100, 10, 100, 10, 100, 10) (4.12)
Hence initial particles {x(i)0 }
N
i=1 were generated based on the distribution
x0 ∼ N (x0, P0) (4.13)
In this implementation of the particle filter, the transitional prior which is a suboptimal
choice of importance density is used to propose particles. The state transition model f(· )
for estimation of state at time t is such that:
xt = f(xt−1) +wt−1 (4.14)
f(xt) =


f1(xt(1))
f2(xt(2))
...
fKt(xt(Kt))


(4.15)
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where wt−1 is the process noise with zero mean. For the target k, the state transition
model fk(· ) for estimation of state at time t is such that:
xt(k) = fk(xt−1(k)) (4.16)
The state transition model fk(· ) used in this implementation of the IPPF is constant
velocity model. Hence fk(· ) is a matrix F given by:
F =


1 T 0 0
0 1 0 0
0 0 1 T
0 0 0 1


(4.17)
where T is the sampling period of the target dynamics. Since both the targets are es-
timated based on the same type of state transition model, the importance density used
is the same for both the targets, i.e. f1(· ) = f2(· ). The process noise assumed has a
diagonal covariance matrix Qw as:
Qw = diag (10, 2.5, 35, 2.5, 10, 2, 10, 2) (4.18)
A total of N = 100 particles were used. The detailed implementation algorithm for the
two target tracking problem is given in Table.4.3. The true trajectories of the targets and
their estimates are shown in Fig.4.2a. The state estimates of the targets are shown in
Fig.4.4. The mean square error MSE of the position estimates for 100 Monte Carlo runs
are shown in Fig.4.3a and Fig.4.3b.
4.3.2 Comparison of IPPF with Standard Bootstrap PF
For comparison the standard bootstrap particle filter is also implemented for the same
target scenario with N=100 particles. The true trajectories of the targets and their
estimates are shown in Fig.4.2b. The state estimates of the targets are shown in Fig.4.5.
The mean square error (MSE) of the position estimates for 100 Monte Carlo runs are
shown in Fig.4.3c and Fig.4.3d. The results show that estimates are highly diverged
compared to the IPPF estimates. Thus it shows that IPPF improves particle survival
rate of the particles when there are multiple targets and hence we can use fewer particles
while maintaining robustness.
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Figure 4.2: Targets’ true xy track and their estimated track obtained using IPPF and
PF: The PF diverges during multi target tracking, but IPPF has good performance even
with the same number of particles.
4.4 Summary
In high dimensional systems, the proportion of high likelihood particles are smaller. Hence
higher number of particles are required for high dimensional systems like multi target
tracking. Weighted resampling is used to efficiently modify particles using the measure-
ment likelihood so that less number of particles are rejected during resampling. Weighted
resampling doesn’t alter the underlying probability distribution of the particles. Indepen-
dent partitioned sampling facilitates the application of target dynamics and measurement
update individually on each independent target and allows the use of weighted resampling
on each target to have better rearrangement of the particles with the result that most
particles are likely to contain mostly good states and fewer are rejected during resam-
pling. Incorporation of independent partition sampling and weighted resamplimg helps
the IPPF to track multiple targets with lesser number of particles.
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Figure 4.3: MSE of the position estimates obtained using IPPF and PF.
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Table 4.2: Independent Partition Particle Filter (IPPF) [4]
1. For t = 0, initialize all particles:
• For i = 1, ..., N sample x(i)0 ∼ p(x0) where p(x0) is the prior distribution of the target.
• For i = 1, ..., N calculte weights w(i)0 according to p(x0).
2. For t > 0,
• For k = 1, 2, ..., Kt
– For i = 1, 2, ..., N
∗ Draw sample from the importance density. x(k) ∼ qk(xt(k) | x
(i)
t−1(k), zt)
∗ Compute secondary weights g(x(i)t (k))
• For k = 1, 2, ..., Kt
– For i = 1, 2, ..., N
∗ Normalize the secondary weights
ρ(i)(k) =
g(x
(i)
t (k)∑N
j=1 g(x
(i)(k)
• For k = 1, 2, ..., Kt
– For i = 1, 2, ..., N
∗ Sample indices jk(i) from the distribution formed by ρ(n)(k) for n = 1, 2, 3, ..., N
by any of the method given in Appendix.A.
• For i = 1, 2, ..., N
– Set the new particles x
(i)
t ≡ {x
(j1(i))
t (1),x
(j2(i))
t (2), x
(j3(i))
t (3), .....,x
(jKt (i))
t (Kt)} and
compute their corresponding particle weights.
• For i = 1, 2, ..., N evaluate the importance weights
w
(i)
t =
w
(i)
t−1p(zt|x
(i)
t )p(x
(i)
t |x
(i)
t−1)
q(x
(i)
t | x
(i)
t−1, zt)
∏Kt
k=1 ρ
(jk(i))(k)
• For i = 1, 2, ..., N , normalize weights:
w(i) =
w(i)∑N
j=1w
(j)
3. If required resample the particles and do roughening.
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Table 4.3: Implementation of IPPF
1. For t = 0, initialize all particles:
• For i = 1, ..., 100, generate samples x(i)0 ∼ N (x0, P0)
• For i = 1, ..., 100, assign weights w(i)0 =
1
100
2. For t > 0,
• For k = 1, 2
– For i = 1, 2, ..., 100
∗ Draw sample x(i)t (k) using the transitional prior.
a
(i)
t (k) = Fx
(i)
t−1(k) (4.19)
x
(i)
t (k) ∼ p(xt(k) | x
(i)
t−1(k)) = N (a
(i)
t (k), Qw) (4.20)
∗ Compute secondary weights using the likelihood p(zt(k) | xit(k)) and the observation model hk
for the target k.
bt(k) = hk(x
(i)
t (k)) (4.21)
g(x
(i)
t (k)) = N (zt(k); bt(k), Qv:k) (4.22)
• For k = 1, 2
– For i = 1, 2, ..., 100, Normalize the secondary weights
ρ(i)(k) =
g(x
(i)
t (k)∑100
j=1 g(x
(j)
t (k)
(4.23)
• For k = 1, 2
– For i = 1, 2, ..., 100
∗ Sample indices jk(i) from the distribution formed by ρ(n)(k) for n = 1, 2, 3, ..., 100 by any of
the method given in Appendix.A.
• For i = 1, 2, ..., 100
– Set the new particles x
(i)
t ≡ {x
(j1(i))
t (1),x
(j2(i))
t (2)} and compute their corresponding particle
weights, w
(i)
t ≡ w
(j1(i))
t × w
(j2(i))
t
• For i = 1, 2, ..., 100
– Evaluate likelihood of the particles
p(zt|x
(i)
t ) = N (zt; h(x
(i)
t ),Qv)
– Evaluate the importance weights
w
(i)
t =
w
(i)
t−1p(zt|x
(i)
t )∏2
k=1 ρ
(jk(i))(k)
• For i = 1, 2, ..., 100, normalize weights:
w(i) =
w(i)∑100
j=1w
(j)
3. If required resample the particles and do roughening.
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Figure 4.4: Targets’ true states and their estimates obtained using IPPF.
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Figure 4.5: Targets’ true states and their estimates obtained using standard bootstrap
PF.
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Chapter 5
Multiple Model Particle Filter
(MMPF)
Multiple Model Bootstrap filter (MMPF) proposed by S. McGinnity et.al [6], is an
extension of the standard particle filter to the multiple model target tracking problem.
In maneuvering targets, apart from the straight line motion, the target can have different
types of dynamics similar to circular motion, accelerated motions etc. Also they can
have abrupt deviation from one type of motion to another. Such processes are difficult
to represent using a single kinematic model of the target. Hence filters with multiple
models representing different possible maneuvering states are run in parallel, operating
simultaneously on the measurements. The validity of these models are evaluated and the
final target state estimate is a probability weighted combination of the individual filters.
In multiple model particle filter, each particle consists of a state vector augmented
by an index vector representing the model. Thus particles have continuous valued vector
xt of target kinematics variables, like position, velocity, acceleration, etc, and a discrete
valued regime variable At that represents the index of the model which generated xt
during the time period (t − 1+, t]. The regime variable can be one of the fixed set of s
models i.e., At ∈ S = {1, 2, ...., s}. The posterior density p(yt | zt) is represented using
N particles {ynt , w
n
t }
N
n=1, i.e., the augmented state vector and the weight. The posterior
model probabilities {pii(t)}si=1 are approximately equal to the proportion of the samples
from each model in the index set {Ant }
N
n=1.
It will be assumed that model switching is a Markovian process with known mode
transition probabilities piij .
piij = P [At = j | At−1 = i] ; i, j ∈ S = {1, 2, ...., s} (5.1)
piij ≥ 0 (5.2)
s∑
j=1
piij = 1 (5.3)
The mode transition probabilities will be assumed time invariant and independent of
the base state and hence the system is assumed to have an s-state homogeneous Markov
chain with mode transition probability matrix Π = [piij ]s×s, where i, j ∈ S. These mode
transition probabilities are designed based on the estimator performance requirements.
A lower value of piij will contribute for less peak error during maneuver but higher RMS
error during the quiescent period. Similarly a higher value of piij will contribute for more
peak error during maneuver but lower RMS error during the quiescent period [5].
Table 5.1: Multiple Model Particle Filter, MMPF [4]
[{ynt , w
n
t }
N
n=1] =MMPF[{y
n
t−1, w
n
t−1}
N
n=1, zt]
• Regime transition (Table.5.2):
[{Ant }
N
n=1] =RT[{A
n
t−1}
N
n=1,Π]
• Regime Conditioned SIS (Table.5.3):
[{xnt , w
n
t }
N
n=1] =RC-SIS[{x
n
t−1, A
n
t , w
n
t−1}
N
n=1, zt]
• If required resample the particles and do roughen-
ing.
The algorithm for multiple model particle filter is repeated in Table.5.1 from [4, 6].
The first step is to generate the index set {Ant }
N
n=1 based on the transition probability
matrix Π. Thus it gives the appropriate model and importance density to be used by
each particle at time k − 1 for generating the particle at time k. This is called regime
transition. Its pseudo code is repeated in Table.5.2 from [4].
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Table 5.2: Regime Transition [4]
[{Ant }
N
n=1] =RT[{A
n
t−1}
N
n=1,Π]
• FOR i = 1 : s,
– ci(0) = 0
– FOR j = 1 : s,
∗ ci(j) = ci(j − 1) + piij
– END FOR
• END FOR
• FOR n = 1 : N ,
– Draw un ∼ U [0, 1]
– Set i = Ant−1
– m=1
– WHILE (ci(m) < un)
∗ m = m+ 1
– END WHILE
– Set Ant = m
• END FOR
It implements the rule that if Ant−1 = i, then A
n
t should be set to j with probability
piij . It finds the cumulative distribution function of random variable At conditioned on
At−1 = i, i.e.
∑m
j=1 piij for 1 ≤ m ≤ s. It generates a uniform random variable un ∼ U [0, 1]
and set Ant to m ∈ S = {1, 2, ...., s} such that
m−1∑
j=1
piij < un ≤
m∑
j=1
piij (5.4)
The regime conditioned SIS filtering is done next. Its pseudo code is repeated in Table.5.3
from [4]. The optimal regime conditioned importance density is
q(xt | x
(n)
t−1, A
n
t , zt)opt = p(xt | x
(n)
t−1, A
n
t , zt) (5.5)
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A suboptimal choice of the regime conditioned importance density is the transitional prior.
q(xt | x
(n)
t−1, A
n
t , zt)sub−opt = p(xt | x
(n)
t−1, A
n
t ) (5.6)
The posterior prediction density is formed by transforming each particle using the model
indexed by its corresponding augmented regime variable. After regime conditioned SIS
filtering, posterior densities will automatically be weighted towards high likelihood as well
as towards more appropriate models. If necessary resampling is done on the posterior
density to reduce the effect of degeneracy.
Table 5.3: Regime Conditioned SIS [4]
[{xnt , w
n
t }
N
n=1] =RC-SIS[{x
n
t−1, A
n
t , w
n
t−1}
N
n=1, zt]
• FOR n = 1 : N ,
– Draw xnt ∼ q(xt | x
(n)
t−1, A
n
t , zt)
– Evaluate the importance weights upto a nor-
malizing constant
w
(n)
t =
w
(n)
t−1p(zt|x
(n)
t , A
(n)
t )p(x
(n)
t |x
(n)
t−1, A
(n)
t )
q(xt | x
(n)
t−1, A
n
t , zt)
(5.7)
• END FOR
• FOR n = 1, 2, ..., N , normalize weights:
w
(n)
t =
w
(n)
t∑N
j=1w
(j)
(5.8)
• END FOR
5.1 Simulation Results
To verify the effectiveness of the algorithm, targets’ motion scenario and their measure-
ments are simulated according to the given models and the estimates using the algorithm
is compared with the true trajectories. For comparison, estimation is done using the
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standard bootstrap particle filter and interacting multiple model-extended Kalman filter
(IMM-EKF) for the same target tracking scenario.
5.1.1 Target Tracking using MMPF
We have one target which has constant velocity and constant turn motions. The aug-
mented state vector consists of position x, y, velocities vx, vy of the target, and the regime
variable A,
x =
[
x vx y vy A
]T
(5.9)
The initial unaugmented true state of the target is x0 =
[
500 100 500 0
]T
. From
t = 0s to t = 20s, t = 49s to t = 60s, t = 81s to t = 100s the target follows constant
velocity motion. From t = 21s to t = 48s, t = 61s to t = 80s, it moves in clockwise
constant turn rate motion of 60rad/s. The measurements are target’s range r and bearing
θ available as z.
zt = h(xt) + vt (5.10)
vt ∼ N (0, Qv) (5.11)
where vt is the measurement error, h(· ) is the measurement model. The measurement
error vt is uncorrelated and has zero mean Gaussian distribution with covariance matrix
Qv
z =

r
θ

 (5.12)
(5.13)
Qv =

σ2r 0
0 σ2θ

 =

10 0
0 0.1

 (5.14)
The sensor is located at the origin. The initial state estimate is assumed to be a Gaussian
vector with mean x0 and error covariance P0, such that
x0 =
[
500 100 500 0
]T
(5.15)
P0 =
[
100 10 100 10
]T
(5.16)
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Hence initial unaugmented particles {x(i)0 }
N
i=1 were generated based on the distribution
x ∼ N (x0, P0) (5.17)
The process noise assumed has the diagonal covariance matrix Qw as:
Qw = diag(20, 10, 35, 10) (5.18)
The two target motion models used by this imlementation of MMPF are constant
velocity model and constant turn rate model with turn rate of 60rad/s. Hence the regime
variable can take any of the two values, A = 1 for constant velocity model and A = 2 for
constant turn rate model. The state transition model fk(· ) for estimation of target state
at time t using kth model is such that:
xt = fk(xt−1) +wt−1 (5.19)
where wt−1 is the process noise with zero mean and covariance Qw. The f1(· ) is the
constant velocity model and f2(· ) is the constant turn rate model with turn rate of
60rad/s. Hence f1(· ) and f2(· ) are matrices F1 and F2 repectively given by:
F1 =


1 T 0 0
0 1 0 0
0 0 1 T
0 0 0 1


(5.20)
F2 =


1
sin(ΩT )
Ω
0 −
1− cos(ΩT )
Ω
0 cos(ΩT ) 0 − sin(ΩT )
0
1− cos(ΩT )
Ω
1
sin(ΩT )
Ω
0 sin(ΩT ) 0 cos(ΩT )


(5.21)
where T is the sampling period of the target dynamics and Ω is the turn rate. In this
implementation of the particle filter, the transitional prior which is a suboptimal choice of
importance density q(xt | x
(i)
t−1, zt) is used to propose the particles. Thus the importance
density used is:
q(xt | x
(n)
t−1, A
n
t , zt) = p(xt | x
(n)
t−1, A
n
t )
=


N (f1(xt−1), Qw) if Ant = 1
N (f2(xt−1), Qw) if Ant = 2
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The mode transition probability matrix assumed by the filter for the target was
piij =

.9 .1
.3 .7

 (5.22)
A total of N = 100 particles were used. The initial mode probability is assumed to be
uniform.
pii(0) = 0.5 ; i = 1, 2 (5.23)
Hence particles were equally divided and associated with the considered target motion
models, i.e. 50 particles’ regime variable were associated with constant velocity model
(A = 1) and the rest were associated with constant turn rate model (A = 2). The
true trajectories of the target and its track estimate are shown in Fig. 5.1a. The state
estimates of the targets are shown in Fig. 5.4, Fig. 5.5, Fig. 5.6 and Fig. 5.7. The mean
square error (MSE) of the position estimates for 100 Monte Carlo runs are shown in Fig.
5.3a. The simulation results show that MMPF can successfully track maneuvering targets
if the information about the various maneuvering models are given. The ratio of regime
variables corresponding to each model gives the mode probabilities and are plotted in Fig.
5.2a. It clearly indicates that when the target is in a particular motion model, particles
resembling this motion model are automatically selected more number of times by the
MMPF and given more weightage. Thus the model probability gives the information
about the current target motion model.
5.1.2 Comparison of MMPF with Standard Bootstrap PF
The standard bootstrap particle filter is implemented for the same target and measure-
ment scenario with N=100 particles. The same states x =
[
x vx y vy
]T
, constant
velocity model, the process noise Qw and the transitional prior as the importance density
were used by the filter. The true trajectories of the targets and the track estimates are
shown in Fig.5.1b. The state estimates of the targets are shown in Fig. 5.4, Fig. 5.5, Fig.
5.6 and Fig. 5.7. The MSE of the position estimates for 100 Monte Carlo runs are shown
in Fig.5.3b. The results show that the estimates diverge and the standard bootstrap par-
ticle filter is not able to track high maneuvering targets using single model. PF can have
proper tracking only with higher number of particles, but the same performance can be
achieved using MMPF with lesser number of particles. Thus it shows that MMPF im-
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proves tracking of targets with high maneuvers when compared to the standard bootstrap
particle filter.
5.1.3 Comparison of MMPF with IMM-EKF
The IMM-EKF filter is implemented for the same target and measurement scenario. The
same states x =
[
x vx y vy
]T
, constant velocity and constant turn models, and the
process noise Qw were used by the filter. The true trajectories of the targets and the
track estimates are shown in Fig.5.1c. The state estimates of the targets are shown in
Fig. 5.4, Fig. 5.5, Fig. 5.6 and Fig. 5.7. The MSE of the position estimates for 100
Monte Carlo runs are shown in Fig.5.3c. The results show that state estimates have larger
MSE compared to the MMPF estimates. The velocity estimates particularly have very
large deviation from the true states. Also the mode probabilities calculated by the filter
do not always match with the true mode probabilities. Thus it is clear that the capability
of IMM-EKF filter to track maneuvering targets using single model is less compared to
multiple model particle filter (MMPF).
5.2 Summary
Targets can have abrupt deviation which are difficult to represent using single kinematic
model. Particle filters can track maneuvering targets by using constant velocity model
alone by increasing the number of particles. The number of particles for tracking highly
maneuvering targets can be considerably reduced by incorporating multiple kinematic
models. Thus multiple model particle filter (MMPF) proposes particles using multiple
models. The modal that is used by a particular particle is determined by its regime/mode
variable. These mode variables have transition between the models according to the
transition probability matrix. The particles with correct mode have large likelihood and
are selected more number of times during resampling. Thus the MMPF filters out and
multiplies the particles which are closer to the true dynamics of the targets and use
them efficiently. Hence lesser number of particles are enough to track highly maneuvering
targets. The simulations show that MMPF have better tracking capability than standard
PF and interacting multiple model Extended Kalman filter (IMM-EKF).
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Figure 5.1: Target’s true xy track and its estimated tracks obtained using MMPF, PF
and IMM-EKF: The MMPF estimate is more accurate than PF and IMM-EKF estimate.
The PF estimate diverges completely during the maneuver of the target. (PF can have
proper tracking only with higher number of particles, but the same performance can be
achieved using MMPF with lesser number of particles.)
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Figure 5.2: Mode probabilities estimated using MMPF and IMM-EKF: The error is less
in MMPF compared to IMM-EKF: The mode probabilities calculated by the MMPF have
more match with the true mode probabilities. Thus the MMPF mode probabilities can
give the information about the current target motion model.
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Figure 5.3: MSE of the position estimate for 100 Monte carlo runs obtained using MMPF,
PF and IMM-EKF: MMPF and IMM-EKF have similar performance, but PF estimates
are diverged. (PF can have proper tracking only with higher number of particles, but the
same performance can be achieved using MMPF with lesser number of particles.)
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Figure 5.4: Target’s true state x and its estimates obtained using MMPF, PF and IMM-
EKF: The performance of MMPF and IMM-EKF in estimating state x are similar. PF
estimates are diverged.
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Figure 5.5: Target’s true state y and its estimates obtained using MMPF, PF and IMM-
EKF: The performance of MMPF and IMM-EKF in estimating state y are similar. PF
estimates are diverged.
61
0 10 20 30 40 50 60 70 80 90 100
−150
−100
−50
0
50
100
150
time
vx
 s
ta
te
x velocity MMPF estimate
 
 
true
estimate
(a) MMPF estimate
0 10 20 30 40 50 60 70 80 90 100
−150
−100
−50
0
50
100
150
time
vx
 s
ta
te
x velocity PF estimate
 
 
true
estimate
(b) PF estimate
0 10 20 30 40 50 60 70 80 90 100
−150
−100
−50
0
50
100
150
time
vx
 s
ta
te
x velocity IMM−EKF estimate
 
 
true
estimate
(c) IMM-EKF estimate
Figure 5.6: Target’s true state vx and its estimates obtained using MMPF, PF and IMM-
EKF: Velocity estimates of MMPF is better than EKF-IMM. PF vx velocity estimates
are diverged.
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Figure 5.7: Target’s true state vy and its estimates obtained using MMPF, PF and IMM-
EKF: Velocity estimates of MMPF is better than EKF-IMM. PF vy velocity estimates
are diverged.
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Chapter 6
Monte Carlo Joint Probabilistic Data
Association Filter (MC-JPDAF)
Bar Shalom at.al [16] developed the Joint Probabilistic Data Association Filter (JPDAF)
for solving the data association problem in multi-target tracking. It is the most widely
applied method for multi-target tracking under data association uncertainty. Monte Carlo
Joint Probabilistic Data Association Filter (MC-JPDAF) was developed by J. Vermaak
et.al [14] for solving the data association problem in multi-target tracking using particle fil-
ter framework. It incorporates clutter and missing measurements and also measurements
from multiple observers. Data association problem arises due to the lack of information
at the observer about the proper association between the targets and the received mea-
surements. The problem becomes more involved when the targets move much closer and
there are clutter and missed target detections at the observer.
In the literature, there are various other strategies to solve the data association prob-
lem like Multiple Hypothesis Tracking(MHT), Nearest Neighbour Standard Filter(NNSF),
etc. MHT keep track of all possible association hypothesis over time. Its computational
complexity increases with time since the number of hypothesis grows exponentially. NNSF
associates each measurement with the nearest target and neglect many other feasible hy-
potheses. JPDAF considers all possible hypotheses at each time step. The infeasible hy-
potheses are neglected using a gating procedure to reduce computational complexity. It
calculates the posterior hypotheses probability of the remaining hypotheses. The filtered
estimate of each hypothesis is calculated and is combined by weighting each with their cor-
responding posterior hypothesis probability. For estimation using extended Kalman filter
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framework, JPDAF relies on linear Gaussian models for evaluation of target measurement
hypotheses. Non-linear models can be accommodated by suitably linearizing using EKF.
But its performance degrades as non-linearity becomes severe. MC-JPDAF combines
JPDAF with particle filtering technique to accommodate non-linear and non-Gaussian
models. The remaining part of the chapter explores the MC-JPDAF and is organized as
follows. Section 6.1 describes the hypothesis models for the target and measurement as-
sociation, models for association prior and the likelihood model. Section 6.2 describes the
MC-JPDAF. The general JPDAF framework is described and the MC-JPDAF algorithm
is explained later.
6.1 Model Description
This section describes target and measurement model, two types of data association hy-
pothesis model and the conversion between them.
6.1.1 Target model
The number of targets K is assumed to be known and fixed. The state of the target k at
time t is represented by xk,t, k = 1, 2, . . . , K. The combined state of all targets at time t is
represented by xt = {x1,t,x2,t, . . . ,xK,t}. Each target has independent Markov dynamics
pk(xk,t|xk,t−1). Hence the dynamics of the combined state factorizes over individual targets
p(xk,t|xk,t−1) =
K∏
k=1
pk(xk,t|xk,t−1) (6.1)
6.1.2 Measurement and data association model
It is assumed that there are No observers whose locations are given by P
1
0 , P
2
0 , P
3
0 , . . . , P
No
0 .
The observers are assumed to be static. The total number of measurements from an
observer i at a given time is denoted byM i which can vary with time due to missed target
measurements and clutter measurements. Hence the measurement from a given observer
i is denoted by yi = (yi1,y
i
2,y
i
3, . . . ,y
i
M i). The combined set of measurements from all
the No observers are denoted as y = (y
1,y2,y3, . . . ,yNo). The clutter measurements
occur due to the multi path effects and observer errors etc. It is also assumed that every
measurement at an observer can have only one source and more than one measurement
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cannot originate from a target. The targets can also be undetected. All the measurements
can be clutter and there may be no measurements at a particular time.
The data association is represented using a set of association variables. There are two
types of representation for data association hypothesis.
1. Measurement-to-Target association (M→T )
2. Target-to-Measurement association (T→M)
Both carry same information and have one to one mapping between them. They can be
converted from one type of representation to another.
6.1.2.1 Measurement-to-Target association(M→T ) hypothesis
It is denoted by λ = (λ1, λ2, . . . , λNo), where λi = (ri,M iC ,M
i
T ) is the hypothesis for the
measurements from observer i. The hypothesis λi indicates that the measurement has
M iC clutter measurements and M
i
T target detected measurements. The sum of M
i
C and
M iT gives the total number of measurements M
i, at the observer i
M i =M iC +M
i
T . (6.2)
The measurements are indexed from 1 to M i and targets are indexed from 1 to K. The
association vector ri = (ri1, r
i
2, . . . , r
i
M i) gives the index of the targets which has caused
the measurements 1 to M i. The association vector at observer i is given by
rij =


0 if measurement j is due to clutter
k if measurement j is due to target k
(6.3)
Example : ri = (3, 4, 0, 1, 0, 5)
Here there are M i = 6 measurements, out of which the third and fifth measurements
are due to clutter. The detected targets are 1, 3, 4 and 5. The first measurement corre-
spond to target 3. The second measurement correspond to target 4. Fourth measurement
correspond to target 1 and sixth measurement correspond to target 5.
6.1.2.2 Target-to-Measurement association(T→M) hypothesis
It is denoted by λ˜ = (λ˜1, λ˜2, . . . , λ˜No), where λ˜i = (r˜i,M iC ,M
i
T ) is the target to measure-
ment association hypothesis at observer i. It is similar to M→T association hypothesis
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except for the association vector r˜i. The association vector r˜i = (r˜i1, r˜
i
2, . . . , r˜
i
K) gives the
measurements corresponding to the targets 1 to K. Missed target detections are denoted
as 0. The association vector at observer i is given by
r˜ij =


0 if target k is undetected
j ∈ (1, . . . ,M i) if target k generated measurement j
(6.4)
Example : r˜i = (2, 4, 0, 1, 5)
The above association hypothesis denotes that there are K = 5 targets out of which
third target is undetected. First target correspond to second measurement. Second target
correspond to fourth measurement. The fourth target correspond to first measurement
and fifth target correspond to fifth measurement.
6.1.2.3 Conversion between M→T and T→M hypothesis
Under the previously discussed assumptions, both representation are equivalent and carry
same information. One can be uniquely converted to the other representation. The pseudo
code for the conversion between M→T and T→M hypothesis are given in Table 6.1 and
Table 6.2.
Table 6.1: M→T to T→M conversion
[(r˜i,M iC ,M
i
T )] = T→M CONVERSION [(r
i,M iC ,M
i
T ), K,M
i]
• r˜i = zeros(1, K).
• FOR m = 1 : M i,
– IF(rim 6= 0)
∗ r˜i
rim
= m
– END IF
• END FOR
Example : [(ri = {0, 3, 1, 2}), K = 3]=CONVERSION [(r˜i = {3, 4, 2}),M i = 4]
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Table 6.2: T→M to M→T conversion
[(ri,M iC ,M
i
T )] = M→T CONVERSION [(r˜
i,M iC ,M
i
T ), K,M
i]
• ri = zeros(1,M i).
• FOR k = 1 : K,
– IF(r˜ik 6= 0)
∗ ri
r˜i
k
= k
– END IF
• END FOR
6.1.3 Association prior
The prior distribution of association hypothesis is assumed independent of state and past
values of the association hypothesis. The prior distribution at observer i can be written
as
p(λ˜i) = p(λ˜i,M iC ,M
i
T ) (6.5)
= p(λ˜i |M iT ,M
i
C)p(M
i
T ,M
i
C) (6.6)
= p(r˜i |M iT ,M
i
C)p(M
i
T )p(M
i
C) (6.7)
The number of valid hypotheses conditional on the number of target and clutter measure-
ments is given by
Nλ˜i(M
i
C ,M
i
T ) =
KCM i
T
M iPM i
T
(6.8)
and follows from the number of ways of choosing M iT targets from the K targets, multi-
plied by the number of possible associations between M i measurements and M iT target
detections. The prior for the association vector is assumed to be uniform over all the valid
hypotheses and is given by
p(r˜i |M iT ,M
i
C) = [Nλ˜i(M
i
C ,M
i
T )]
−1
(6.9)
The clutter measurements are assumed to have Poisson distribution with mean λiC = µ
iV˜ i,
where V˜ i is the volume of space observed by the sensor and µi is the spatial density of
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clutter. The prior for the target measurements are assumed to follow binomial distribu-
tion.
p(M iC) = (λ
i
C)
M i
Cexp(−λiC)/M
i
C ! (6.10)
p(M iT ) =
(
K
M iT
)
P
M iT
D (1− PD)
K−M i
T (6.11)
From an implementation point of view, a sequential factorized form of the association
prior is used. It helps to calculate the association prior directly from a given target to
measurement association hypothesis.
p(λ˜i) = p(M iC)
K∏
k=1
p(r˜ik | r˜
i
k−1) (6.12)
where
p(r˜ik | r˜
i
k−1) ∝


1− PD if j = 0,
0 if j > 0 and j ∈ {r˜i1 · · · r˜
i
k−1},
PD
M i
k
otherwise.
(6.13)
6.2 Monte Carlo JPDAF
In JPDAF, the distribution of interest is the marginal filtering distribution for each of the
targets rather than the joint distribution. It recursively updates the marginal filtering
distribution for each of the targets using the recursive Bayesian estimator. The prediction
step is done independently for each target. Due to the uncertainty in the data association,
the update step can’t be performed independently for individual target. Hence a soft
assignment of the target to measurements is performed.
JPDAF calculates all possible hypotheses at each time step. The infeasible hypothe-
ses are neglected using a gating procedure to reduce computational complexity. For
estimation using Kalman filter framework, JPDAF relies on linear Gaussian models for
evaluation of target measurement hypotheses. Non-linear models can be accommodated
by suitably linearizing using EKF. But its performance degrades as non-linearity becomes
severe. MC-JPDAF implements the JPDAF using Monte Carlo technique to accommo-
date non-linear and non-Gaussian models. In this section, the general JPDAF framework
and its Monte Carlo implementation MC-JPDAF are discussed.
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6.2.1 General JPDAF framework
JPDAF is a sub-optimal method for data association in tracking multiple targets under
target measurement uncertainty. It assumes independent targets. The recursive Bayesian
estimation for multiple targets proceeds similar to the estimation of single target previ-
ously discussed in Table 2.1. Estimation proceeds independently for individual target k
except the update step where the likelihood p(yt|xk) can’t be calculated independently
for each target due to the target data association uncertainty.
At each time step t, JPDAF solves this data association problem by a soft assignment
of targets to measurements according to the posterior marginal association probability
βijk,
βijk = p(r˜
i
k,t = j | y1:t) (6.14)
where βjk is the posterior probability that the measurement j is associated with target
k and β0k is the posterior probability of the target k being undetected. JPDAF uses the
posterior marginal association probability to define the likelihood of the target k as
pk(yt|xk,t) =
No∏
i=1

βi0k +
M i∑
j=1
βijkp
i
T (y
i
j,t, | xk,t)

 (6.15)
Here the likelihood of each target is assumed to be independent over the observers. The
likelihood of the target with respect to a given observer is a mixture of the likelihood
for the various target to measurement associations weighted by their posterior marginal
association probability. The posterior marginal association probability βjk is computed
by summing over all the posterior probabilities of the valid joint association hypotheses
in which the same association event exists.
βijk = p(r˜
i
k,t = j | y1:t) (6.16)
=
∑
{λit:r˜
i
k,t
=j}
p(λ˜it | y1:t) (6.17)
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The joint association probability p(λ˜it | y
i
1:t) can be expressed as
p(λ˜it | y1:t) = p(λ˜
i
t | yty1:t−1) (6.18)
=
1
c
p(yt | λ˜
i
t,y1:t−1)p(λ˜
i
t | y1:t−1) (6.19)
∝ p(λ˜it)p(yt | λ˜
i
t,y1:t−1) (6.20)
∝ p(λ˜it)
M i∏
j=1
prij,t(y
i
j,t | y1:t−1) (6.21)
The clutter likelihood model for the observer is assumed to be uniform over the measure-
ment space V i, where V i = 2piRimax and R
i
max is the maximum range of the sensor i.
Since there are M iC clutter measurements, (6.21) becomes
p(λ˜it | y1:t) ∝ p(λ˜
i
t)(V
i)−M
i
C
∏
j∈Ii
prij,t(y
i
j,t | y1:t−1) (6.22)
where Ii = {j ∈ {1, . . . ,M i} : rij 6= 0}. The number of clutter measurements in each
hypothesis is calculated by converting T→M hypotheses toM→T hypotheses and finding
the total number of zero entries in each. The association prior p(λ˜it) is calculated using
(6.12) and (6.13). pk(y
i
j,t | y1:t−1) is the predictive likelihood for the measurement j asso-
ciated with target k. The M→T hypothesis representation helps to obtain the target rij,t
associated with the measurement j in (6.22). The predictive likelihood can be calculated
using the following integral.
pk(y
i
j,t | y1:t−1) ∝
∫
piT (y
i
j,t | xk,t)pk(xk,t | y1:t−1)dxk,t (6.23)
The recursive Bayesian estimation of the general JPDAF framework is repeated in Table
6.3 from [14].
6.2.2 Monte Carlo implementation of JPDAF
Similar to JPDAF, the distributions of interest in MC-JPDAF are the marginal distribu-
tion for each of the targets. MC-JPDAF implements the general JPDAF in the particle
filter approach. It approximates the marginal filtering distribution of each target using
particles. The target k is represented using N samples, {x(n)k,t , w
(n)
k,t }
N
n=1. The recursive
Bayesian estimation in JPDAF for each target k is implemented using the sequential im-
portance sampling used in the standard particle filter. The new samples at every time
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step is obtained using the proposal distribution,
x
(n)
k,t ∼ qk(xk,t | x
(n)
k,t−1,yt) (6.33)
The importance weights w
(n)
k,t are obtained for each target k recursively using the sequential
importance sampling, similar to (3.32).
w
(n)
k,t ∝ w
(n)
k,t−1
pk(yt|x
(n)
k,t )pk(x
(n)
k,t |x
(n)
k,t−1)
q(x
(n)
k,t |x
(n)
k,t−1,yt)
;
N∑
n=1
w
(n)
k,t = 1 (6.34)
The target likelihood pk(yt | x
(n)
k,t ) is calculated using the algorithm described in Table 6.3.
The integral of equation (6.25) is also implemented using sequential importance sampling.
pk(y
i
j,t | y1:t−1) =
∫
piT (y
i
j,t, | xk,t)pk(xk,t | y1:t−1)dxk,t (6.35)
=
∫
piT (y
i
j,t | xk,t)
pk(xk,t | y1:t−1)
qk(xk,t | xk,t−1,yt)
qk(xk,t | xk,t−1,yt)dxk,t (6.36)
The above integral is similar to equation (3.11). The Monte Carlo estimate of it can be
obtained by generating N samples {x(n)k,t }
N
n=1 from the the proposal distribution qk(xk |
xk,t−1,yt), calculating the summation and normalizing the weights.
pk(y
i
j,t | y1:t−1) ∝
N∑
i=1
α
(n)
k,t p
i
T (y
i
j,t | x
(n)
k,t ) (6.37)
where
α
(n)
k,t ∝ w
(n)
k,t−1
pk(x
(n)
k,t | x
(n)
k,t−1)
qk(x
(n)
k,t | x
(n)
k,t−1,yt)
;
N∑
n=1
α
(n)
k,t = 1 (6.38)
6.2.3 Gating of hypotheses
The number of hypotheses at a given observer i is given by
Nλ˜ =
min(K,M i)∑
MT=0
Nλ˜(MC ,MT ) (6.39)
=
min(K,M i)∑
MT=0
KCM i
T
M iPM i
T
(6.40)
The number of hypotheses increases exponentially with increasing number of targets K,
and number of measurements M i. This increases computational complexity and is almost
infeasible for practical scenarios. Hence gating is used to reduce the number of hypotheses
to a feasible level. A validation region is calculated for each target k using the available
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Figure 6.1: Gating of measurement: Targets are shown in their measurement space using
circles. The ellipses indicate their validation region. The measurements are shown in
squares.
information. All the measurement which fall inside the validation region are considered to
be possible measurements and the measurements which fall outside the validation region
are considered to be impossible measurements for the target k. The hypotheses containing
impossible target measurements are ignored. Thus the number of valid hypotheses gets
reduced.
Suppose yˆk = g(xk,p0) is the measurement of the target k, then for Gaussian assump-
tion of likelihood model, the Monte Carlo approximation of the predictive likelihood can
be expressed as
pk(y | y1:t−1) ≈
N∑
n=1
N (y | yˆ(n)k ,Σy) (6.41)
≈ N (µyˆk ,Σyˆk) (6.42)
where
µyˆk =
N∑
n=1
α
(n)
k g(x
(n)
k ,p0) (6.43)
Σyˆk = Σy +
N∑
n=1
α
(n)
k [g(x
(n)
k ,p0)− µyˆk ][g(x
(n)
k ,p0)− µyˆk ]
T (6.44)
Given a measurement yj , the squared distance of the measurement with respect to the
predicted measurement of the target k can be calculated as
d2k(yj) = (yj − µyˆk)
TΣ−1yˆk (yj − µyˆk) (6.45)
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The set of validated measurements for target k are those such that
Yk = {yj : d
2
k(yj) ≤ ε} (6.46)
where ε is the parameter which decides the volume of validation region. d2k is chi square
distributed approximately with degrees of freedom equal to the dimension of yj . Chi-
square hypothesis testing is performed on the proposed target-measurement association
hypotheses. A hypothesis is accepted if its chi-square statistics d2k satisfies the relation
d2k < χ
2
α to obtain the set of gated hypotheses Λ˜
i
t at each observer i. The gating reduces
the number of hypotheses to a feasible level. For example, if we consider the situation in
Fig.6.1, where there are three targets and three measurements, an exhaustive enumera-
tion will result in 34 hypotheses as explained in Table.6.4. After gating, the number of
hypotheses reduces to 5 as shown in Table 6.5. The summary of MC-JPDAF with gating
is discussed in Table 6.6.
Table 6.4: Enumeration of hypotheses for K = 3, M i = 3
Cases Hypotheses No. of hypotheses
r˜1 r˜2 r˜3
MT = 3, MC = 0 Mp Mq Mr 6
MT = 2, MC = 1 Mp Mq 0 6
Mp 0 Mr 6
0 Mq Mr 6
MT = 1, MC = 2 Mp 0 0 3
0 Mq 0 3
0 0 Mr 3
MT = 0, MC = 3 0 0 0 1
Total=34
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Table 6.5: Hypotheses after gating
r˜1 r˜2 r˜3
0 0 0
0 0 2
0 0 3
3 0 0
3 0 2
6.3 Simulation Results
To verify the effectiveness of the algorithm, targets’ motion scenario and their measure-
ments are simulated according to the given models and the estimates obtained using the
algorithm is compared with the true trajectories.
6.3.1 Multi-target tracking using MC-JPDAF
We have three independent targets which have nearly constant velocity motion. The state
vector consists of position and velocities of the targets. The state of the k-th target at
time t is given by
xk,t =
[
xk,t x˙k,t yk,t y˙k,t
]T
(6.62)
The initial true positions of the targets are (−50, 50), (−50, 0), (−50,−50) in meters and
their velocities are (1,−1.5), (1, 0), (1, 0.75) in meters per second respectively. The targets
move with near constant velocity model with σx = σy = 5 × 10
−4. All the targets have
state transition model F such that:
xk,t = F (xk,t−1) +wk,t−1 (6.63)
where wk,t is the process noise with zero mean and covariance Qw,k. The matrices F and
Qw,k are given by,
F =


1 T 0 0
0 1 0 0
0 0 1 T
0 0 0 1


(6.64)
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Qw,k =


σ2x(T
3)/3 σ2x ∗ (T
2)/2 0 0
σ2x(T
2)/2 σ2xT 0 0
0 0 σ2y(T
3)/3 σ2y(T
2)/2
0 0 σ2y(T
2)/2 σ2yT


(6.65)
where T is the sampling period of the target dynamics. The measurement sensors are
located at (−45,−45), (45, 45) meters respectively. The k-th targets’ range rk and bearing
θk at time t are available as the measurement y
i
k,t at time step of T = 1 at each observer
i.
yik,t =

rk,t
θk,t

 (6.66)
The errors in the range and bearing are such that σR = 5 and σθ = 0.05. The maximum
range detected by the sensor is 100m. The probability of detection of a target is PD = 0.9
and the clutter rate is λC = 5. The exact association of the measurements to the targets
is unknown at the observers.
The measurement model h(· ) for the target k at the i-th observer is given by:
yik,t = hk(xk,t)
i + vik,t =


√
(xk,t − xio)
2 + (yk,t − yio)
2
tan−1
(
yk,t − yio
xk,t − xio
)

 (6.67)
with pi0 = (x
i
o, y
i
o). The maximum range of sensor is R
i
max = 100 and the volume of
measurement space is V i = 2piRimax. The measurement error v
i
k,t is uncorrelated and has
zero mean Gaussian distribution with covariance matrix Σyk .
Σyk =

σ2R 0
0 σ2θ

 (6.68)
The measurement errors are assumed to be the same at all the observers. The initial state
estimate is assumed to be a Gaussian vector with mean xˆk,0 = xk,0 and error covariance
Pk,0 = diag(5, 0.1, 5, 0.1). Hence initial particles for each target {x
(n)
k,0}
N
n=1 were generated
based on the distribution
xk,0 ∼ N (xk,0, Pk,0) (6.69)
In this implementation of the particle filter, the transitional prior which is a sub-optimal
choice of importance density is used to propose particles.
q(x
(n)
k,t |x
(n)
k,t−1,yt) = p(xk,t|x
(n)
k,t−1) (6.70)
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The process noise used for estimation is such that σx = σy = 5 × 10−2. The squared
distance of the measurement with respect to the predicted measurement d2k, follows chi-
square distribution with 2 degrees of freedom. The significance level used for the gating of
hypotheses is α = 0.01. The chi-square critical value comes to be χ2α = 9.21. A hypothesis
is rejected if its chi-square statistics d2k satisfies the relation d
2
k > χ
2
α. A total of N = 100
particles were used. The simulation was carried for 20 Monte Carlo runs and the estimates
were obtained. The true trajectories of the targets and their estimates of a single run are
shown in Fig.6.2. The ellipses indicate the 2-σ region of the estimate covariances. The
state estimates of the targets are shown in Fig.6.4. The mean square error (MSE) of the
position estimates are shown in Fig.6.3. The results show that MCJPDAF handles data
association uncertainty efficiently. It had good track of the target states in all the Monte
Carlo runs and there were no diverged track estimates. The missing measurements and
clutters didn’t have any significant effect in the estimates.
−80 −60 −40 −20 0 20 40 60 80 100
−100
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ellipse covariance plot of target in x y plane 
 
 
true tracks
Figure 6.2: Targets’ true xy track and their estimated track covariance obtained using
MCJPDAF for a single run: The location of the sensors are shown in triangles.
6.3.2 Performance of MCJPDAF with varying λC and PD
To study the effect of missing target detections and clutter measurements on the estimates,
simulations were carried out with varying clutter rate λC and detection probability PD.
An easy problem (λC = 0.5, PD = 1.0), a medium problem (λC = 2.0, PD = 0.8) and a
difficult problem (λC = 5, PD = 0.5) were simulated for 20 Monte Carlo runs and their
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Figure 6.3: MSE of the position estimates from 20 Monte Carlo runs, obtained using
MCJPDAF.
results are compared.
With the increase in clutter rate and decrease in target detection probability, the 2-σ
covariance region increased in area and the mean square error of position estimates also
increased. This caused few swapped track estimates and are shown in Fig. 6.10. In
20 Monte Carlo runs, there was one swapped track estimate between target 2 and 3 in
medium problem as well as difficult problem. The target position estimates with the 2-σ
covariance region is shown in Fig.6.8 and their MSE is shown in Fig.6.9.
6.4 Summary
Data association problem arises due to the lack of information at the observer about
the proper association between the targets and the received measurements. The problem
becomes more involved when the targets move much closer and there are clutter and
missed target detections at the observer. MC-JPDAF combines the JPDAF with particle
filtering technique to accommodate non- linear and non-Gaussian models and to solve
the data association problem. It incorporates clutter and missing measurements and
also measurements from multiple observers. There are two types of representation for
data association hypothesis, i.e. measurement to target association (M→T ) and target
to measurement association (T→M). Both carry same information and have one to
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one mapping between them. They can be converted from one type of representation
to another and are used depending upon the situation. The infeasible hypotheses are
neglected using a gating procedure to reduce computational complexity. It calculates the
posterior hypotheses probability of the remaining hypotheses. The filtered estimate of
each hypothesis is calculated and is combined by weighting each with their corresponding
posterior hypothesis probability.
With the increase in clutter rate and decrease in target detection probability, mean
square error and the number of diverged tracks gets increased slightly. MCJPDAF re-
quires smaller number of particles for estimation. It efficiently solves the data association
problem, and there were almost no diverged tracks with moderate clutter rate and detec-
tion probability.
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Table 6.3: General JPDAF Algorithm [14]
1. Prediction step: FOR k = 1..K, calculate the a priori pdf
pk(xk,t|y1:t−1) =
∫
pk(xk,t|xk,t−1)pk(xk,t−1|y1:t−1)dxk,t−1 (6.24)
2. FOR k = 1..K, calculate target likelihood by the below method:
• FOR k = 1..K,i = 1..No, j = 1..M i, calculate the predictive likelihood
pk(y
i
j,t | y1:t−1) ≈
∫
piT (y
i
j,t, | xk,t)pk(y
i
j,t | y1:t−1)dxk,t (6.25)
• FOR observer i = 1..No, enumerate all valid target to measurement association hypothe-
ses λ˜it. Convert T→M hypotheses to M→T hypotheses and calculate the number of
clutter measurements M iC in each hypothesis.
• FOR observer i = 1..No, calculate association prior of all hypotheses.
p(r˜ik | r˜
i
k−1) ∝


1− PD if j = 0
0 if j > 0 and j ∈ {r˜i1 · · · r˜
i
k−1}
PD
M i
k
otherwise
(6.26)
p(λ˜i) = p(M iC)
K∏
k=1
p(r˜ik | r˜
i
k−1) (6.27)
• FOR i = 1..No, compute joint association posterior probability and normalize it at each
observer i.
p(λ˜it | y1:t) ∝ p(λ˜
i
t)(V
i)−M
i
C
∏
j∈Ii
prij,t(y
i
j,t | y1:t−1) (6.28)
∑
p(λ˜it | y1:t) = 1 at each observer i. (6.29)
• FOR k = 1..K, i = 1..No, j = 0..M i, calculate the marginal association posterior
probability
βijk =
∑
{λit:r˜
i
k,t
=j}
p(λ˜it | y1:t) (6.30)
• FOR k = 1..K, compute target likelihood.
pk(yt|xk,t) =
No∏
i=1

βi0k +
M i∑
j=1
βijkp
i
T (y
i
j,t, | xk,t)

 (6.31)
3. Update step: FOR k = 1..K calculate the posterior pdf.
pk(xk,t|y1:t) =
pk(yt|xk,t)pk(xk,t|y1:t−1))
pk(yt|y1:t−1)
(6.32)
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Table 6.6: Monte Carlo JPDAF Algorithm [14]
• Prediction step: FOR k = 1..K, n = 1 : N , draw samples
x
(n)
k,t ∼ qk(xk,t | x
(n)
k,t−1,yt) (6.47)
• Evaluate the predictive weights upto a normalizing constant
α
(n)
k,t ∝ w
(n)
k,t−1
pk(yt | x
(n)
k,t )pk(x
(n)
k,t | x
(n)
k,t−1)
qk(x
(n)
k,t | x
(n)
k,t−1,yt)
(6.48)
• Normalize the predictive weights
N∑
n=1
α
(n)
k,t = 1 (6.49)
• FOR k = 1..K, i = 1..No, j = 1..M i, calculate the predictive likelihood
pk(y
i
j,t | y1:t−1) ≈
N∑
i=1
α
(n)
k,t p
i
T (y
i
j,t | x
(n)
k,t ) (6.50)
• FOR observer i = 1..No, enumerate all valid target to measurement association hypotheses
λ˜it.
• Perform gating on the valid target to measurement hypotheses by the following procedure:
– For k = 1..K, calculate the approximation for the predictive likelihood of target k using
(6.42)
pk(y | y1:t−1) ≈ N (µyˆk ,Σyˆk) (6.51)
µyˆk =
N∑
n=1
α
(n)
k g(x
(n)
k ,p0) (6.52)
Σyˆk = Σy +
N∑
n=1
α
(n)
k [g(x
(n)
k ,p0)− µyˆk ][g(x
(n)
k ,p0)− µyˆk ]
T (6.53)
– For k = 1..K, i = 1..No, j = 1..M
i, calculate the squared distance dik(yj) between the
predicted and observed measurements using measurement innovations.
d2k(yj) = (yj − µyˆk)
TΣ−1yˆk (yj − µyˆk) (6.54)
– Perform chi-square hypothesis testing on the proposed target-measurement association
hypotheses. Accept a hypothesis if its chi-square statistics d2k satisfies the relation d
2
k <
χ2α to obtain the set of gated hypotheses Λ˜
i
t at each observer i.
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Table 6.7: Monte Carlo JPDAF Algorithm (contd..)[14]
• Convert T→M hypotheses toM→T hypotheses and calculate the number of clutter measure-
ments M iC in each hypothesis.
• FOR observer i = 1..No, calculate association prior of all hypotheses.
p(r˜ik | r˜
i
k−1) ∝


1− PD if j = 0
0 if j > 0 and j ∈ {r˜i1 · · · r˜
i
k−1}
PD
M i
k
otherwise
(6.55)
p(λ˜i) = p(M iC)
K∏
k=1
p(r˜ik | r˜
i
k−1) (6.56)
• FOR i = 1..No, compute joint association posterior probability and normalize it at each
observer i.
p(λ˜it | y1:t) ∝ p(λ˜
i
t)(V
i)−M
i
C
∏
j∈Ii
prij,t(y
i
j,t | y1:t−1) (6.57)
∑
p(λ˜it | y1:t) = 1 at each observer i. (6.58)
• FOR k = 1..K, i = 1..No, j = 0..M i, calculate the marginal association posterior probability
βijk =
∑
{λ˜it∈Λ˜
i
t:r˜
i
k,t
=j}
p(λ˜it | y1:t) (6.59)
• FOR k = 1..K, compute target likelihood.
pk(yt | x
(n)
k,t ) =
No∏
i=1

βi0k +
M i∑
j=1
βijkp
i
T (y
i
j,t, | x
(n)
k,t )

 (6.60)
• Update step: FOR k = 1..K, n = 1..N , calculate and normalize particle weights.
w
(n)
k,t ∝ w
(n)
k,t−1
pk(yt|x
(n)
k,t )pk(x
(n)
k,t |x
(n)
k,t−1)
q(x
(n)
k,t |x
(n)
k,t−1,yt)
;
N∑
n=1
w
(n)
k,t = 1 (6.61)
• FOR k = 1..K, if required, resample the particles {x(n)k,t }
N
n=1 and do roughening.
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Figure 6.4: Targets’ true states and their estimates from single run obtained using
MCJPDAF.
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Figure 6.5: Targets’ true range and their measurements: The target measurements are
shown in dots and the clutter measurements are shown in squares.
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Figure 6.6: Targets’ true bearing and their measurements: The target measurements are
shown in dots and the clutter measurements are shown in squares.
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Figure 6.7: The index of the targets which were undetected at the sensors for a single
run.
85
−80 −60 −40 −20 0 20 40 60 80
−100
−50
0
50
ellipse covariance plot of target in x y plane 
 
 
true tracks
(a) Easy problem
−80 −60 −40 −20 0 20 40 60 80
−100
−50
0
50
ellipse covariance plot of target in x y plane 
 
 
true tracks
(b) Medium problem
−80 −60 −40 −20 0 20 40 60 80
−100
−50
0
50
ellipse covariance plot of target in x y plane 
 
 
true tracks
(c) Difficult problem
Figure 6.8: Targets’ true xy track and their estimated track covariance obtained using
MCJPDAF for a single run: The location of the sensors are shown in triangles.
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Figure 6.9: MSE of the position estimates from 20 Monte Carlo runs, obtained using
MCJPDAF.
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Figure 6.10: Track of swapped target estimates.
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Chapter 7
Monte Carlo Multiple Model Joint
Probabilistic Data Association Filter
(MC-MMJPDAF)
Monte Carlo Multiple Model Joint Probabilistic Data Association Filter (MC-MMJPDAF)
is a technique proposed for tracking maneuvering multi-targets under data association
uncertainty. It is an extension of MC-JPDAF for maneuvering targets. The original MC-
JPDAF was proposed for slowly maneuvering targets and diverges for highly maneuvering
targets. MC-MMJPDAF incorporates the technique used in Multiple Model Particle Fil-
ter discussed in chapter 5, which uses multiple models to account for different types of
target dynamics similar to circular motion, accelerated motions etc. The resulting filter
is capable of maneuvering, multi-target tracking.
The model description is almost the same as the MC-JPDAF except that each particle
consists of a state vector xk,t for target k, augmented by an index vector Ak,t represent-
ing the model. Thus particles have continuous valued vector xk,t of target kinematics
variables, like position, velocity, acceleration, etc, and a discrete valued regime vari-
able Ak,t that represents the index of the model which generated xk,t during the time
period (t − 1+, t]. The regime variable can be one of the fixed set of s models i.e.,
Ak,t ∈ S = {1, 2, ...., s}. The posterior density of k
th target p(xk,t | yt) is represented
using N particles {bnt , w
n
t }
N
n=1, i.e., the augmented state vector and the weight. The pos-
terior model probabilities {pii(k, t)}si=1 are approximately equal to the proportion of the
samples from each model in the index set {Ank,t}
N
n=1. The combined augmented state for
89
all targets is represented as {bnt−1, w
n
t−1}
N
n=1. The combined regime variable for all targets
is represented as Ant
The algorithm for Monte Carlo Multiple Model Joint Probabilistic Data Association
Filter (MC-MMJPDAF) is presented in Table.7.1.
Table 7.1: Monte Carlo Multiple Model Joint Probabilistic Data Association Filter (MC-
MMJPDAF)
[{bnt , w
n
t }
N
n=1] =MC-MMJPDAF[{b
n
t−1, w
n
t−1}
N
n=1,yt]
• For k = 1..K perform Regime transition (Table.5.2):
[{Ank,t}
N
n=1] =RT[{A
n
k,t−1}
N
n=1,Π]
• For k = 1..K perform Regime Conditioned MC-JPDAF(Table.7.2):
[{xnk,t, w
n
k,t}
N
n=1] =RC-SIS[{x
n
k,t−1, A
n
k,t, w
n
k,t−1}
N
n=1,yt]
• If required resample the particles and do roughening.
7.1 Simulation Results
To verify the effectiveness of the algorithm, targets’ motion scenario and their measure-
ments are simulated according to the given models and the estimates using the algorithm
is compared with the true trajectories. The augmented state vector consists of position
x, y, velocities vx, vy of the target, and the regime variable A,
xk,t =
[
xk,t x˙k,t yk,t y˙k,t Ak,t
]T
(7.16)
The target has constant velocity motion as well as coordinated turn motions. The two
targets move in constant velocity of (1.0, 1.5) and (1.0, 1.5). The first target undergoes a
maneuver from t = 30 to t = 36 and t = 64 to t = 70 with a turn rate of 0.1641rad/s
anti-clockwise, and the second target undergoes a maneuver from t = 30 to t = 36 and
t = 64 to t = 70 with a turn rate of −0.1641rad/s clockwise. The initial position of the
targets are (−50, 25) and (−50,−25) respectively. All the targets have state transition
model F such that:
xk,t = F (xk,t−1) +wk,t−1 (7.17)
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The constant velocity model, anti-clockwise coordinated turn model and clockwise coor-
dinated turn model are given by the transition matrix F1, F2 and F3
F1 =


1 T 0 0
0 1 0 0
0 0 1 T
0 0 0 1


(7.18)
F2 =


1
sin(ΩT )
Ω
0 −
1− cos(ΩT )
Ω
0 cos(ΩT ) 0 − sin(ΩT )
0
1− cos(ΩT )
Ω
1
sin(ΩT )
Ω
0 sin(ΩT ) 0 cos(ΩT )


(7.19)
F3 =


1
sin(−ΩT )
−Ω
0 −
1− cos(−ΩT )
−Ω
0 cos(−ΩT ) 0 − sin(−ΩT )
0
1− cos(−ΩT )
−Ω
1
sin(−ΩT )
−Ω
0 sin(−ΩT ) 0 cos(−ΩT )


(7.20)
where T is the sampling period of the target dynamics and Ω is the turn rate. The
measurement sensors are located at (−65,−60), (45, 45) meters respectively. The k-th
targets’ range rk and bearing θk at time t are available as the measurement y
i
k,t at time
step of T = 1 at each observer i.
yik,t =

rk,t
θk,t

 (7.21)
The errors in the range and bearing are such that σR = 5 and σθ = 0.02. The maximum
range detected by the sensor is 100m. The probability of detection of a target is PD = 0.9
and the clutter rate is λC = 0.5. The exact association of the measurements to the targets
is unknown at the observers. The measurement model h(· ) for the target k at the i-th
observer is given by:
yik,t = hk(xk,t)
i + vik,t =


√
(xk,t − xio)
2 + (yk,t − yio)
2
tan−1
(
yk,t − yio
xk,t − xio
)

 (7.22)
with pi0 = (x
i
o, y
i
o). The maximum range of sensor is R
i
max = 100 and the volume of
measurement space is V i = 2piRimax. The measurement error v
i
k,t is uncorrelated and has
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zero mean Gaussian distribution with covariance matrix Σyk .
Σyk =

σ2R 0
0 σ2θ

 (7.23)
The measurement errors are assumed to be the same at all the observers. The initial state
estimate is assumed to be a Gaussian vector with mean xˆk,0 = xk,0 and error covariance
Pk,0 = diag(5, 0.1, 5, 0.1). Hence initial particles for each target {x
(n)
k,0}
N
n=1 were generated
based on the distribution
xk,0 ∼ N (xk,0, Pk,0) (7.24)
In this implementation of the particle filter, the transitional prior which is a sub-optimal
choice of importance density is used to propose particles. Thus the importance density
used is:
q(xk,t | x
(n)
k,t−1, A
n
k,t, yt) = p(xk,t | x
(n)
k,t−1, A
n
k,t)
=


N (F1(xk,t−1), Qw) if Ank,t = 1
N (F2(xk,t−1), Qw) if Ank,t = 2
N (F3(xk,t−1), Qw) if Ank,t = 3
The process noise used for estimation is such that σx = σy = 5 × 10
−2. The mode
transition probability matrix assumed by the filter for the target was
piij =


.8 .1 .1
.1 .8 .1
.1 .1 .8

 (7.25)
The initial mode probability is assumed to be
pii(0) =


1 if i = 1
0 if i = 2
0 if i = 3
(7.26)
The squared distance of the measurement with respect to the predicted measurement d2k,
follows chi-square distribution with 2 degrees of freedom. The significance level used for
the gating of hypotheses is α = 0.01. The chi-square critical value comes to be χ2α = 9.21.
A hypothesis is rejected if its chi-square statistics d2k satisfies the relation d
2
k > χ
2
α. A total
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of N = 102 particles were used. The simulation was carried for 100 Monte Carlo runs
and the estimates were obtained. The true trajectories of the targets and their estimates
of a single run are shown in Fig.7.1. The ellipses indicate the 2-σ region of the estimate
covariances. The state estimates of the targets are shown in Fig.7.4. The mean square
error (MSE) of the position estimates are shown in Fig.7.2. The results show that MC-
MMJPDAF handles data association as well as target maneuver efficiently . It had good
track of the target states in all the Monte Carlo runs and there were no diverged track
estimates. The missing measurements and clutters didn’t have any significant effect in
the estimates.
7.2 Summary
The proposed MC-MMJPDAF combines Multiple Model Particle Filter(MMPF) for highly
maneuvering targets and Monte Carlo Joint Probabilistic Data Association Filter (MC-
JPDAF) for multi-target tracking with data association uncertainty in presence of clutter
and missed target measurements. The simulation results show that MC-MMJPDAF effi-
ciently maintains good track of state estimates in maneuvering, multi-target tracking.
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Figure 7.1: Targets’ true xy track and their estimated track covariance obtained using
MC-MMJPDAF for a single run: The location of the sensors are shown in blue triangles.
93
10 20 30 40 50 60 70 80 90 100
0
1
2
3
4
5
6
7
time
Er
ro
r
Positional Error
 
 
Target 1
Target 2
Figure 7.2: MSE of the position estimates from 100 Monte Carlo runs, obtained using
MC-MMJPDAF.
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(b) Target 2
Figure 7.3: Targets’ mode estimate
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Table 7.2: Regime Conditioned MC-JPDAF
[{xnt , w
n
t }
N
n=1] =RC-MCJPDAF[{x
n
t−1, A
n
t , w
n
t−1}
N
n=1, yt]
• Prediction step: FOR k = 1..K, n = 1 : N , draw samples
x
(n)
k,t ∼ qk(xk,t | x
(n)
k,t−1, A
n
k,t,yt) (7.1)
• Evaluate the predictive weights upto a normalizing constant
α
(n)
k,t ∝ w
(n)
k,t−1
pk(yt | x
(n)
k,t )pk(x
(n)
k,t | x
(n)
k,t−1, A
n
k,t)
qk(x
(n)
k,t | x
(n)
k,t−1, A
n
k,t,yt)
(7.2)
• Normalize the predictive weights
N∑
n=1
α
(n)
k,t = 1 (7.3)
• FOR k = 1..K, i = 1..No, j = 1..M i, calculate the predictive likelihood
pk(y
i
j,t | y1:t−1) ≈
N∑
i=1
α
(n)
k,t p
i
T (y
i
j,t | x
(n)
k,t ) (7.4)
• FOR observer i = 1..No, enumerate all valid target to measurement association hypotheses
λ˜it.
• Perform gating on the valid target to measurement hypotheses by the following procedure:
– For k = 1..K, calculate the approximation for the predictive likelihood of target k using
(6.42)
pk(y | y1:t−1) ≈ N (µyˆk ,Σyˆk) (7.5)
µyˆk =
N∑
n=1
α
(n)
k g(x
(n)
k ,p0) (7.6)
Σyˆk = Σy +
N∑
n=1
α
(n)
k [g(x
(n)
k ,p0)− µyˆk ][g(x
(n)
k ,p0)− µyˆk ]
T (7.7)
– For k = 1..K, i = 1..No, j = 1..M
i, calculate the squared distance dik(yj) between the
predicted and observed measurements using measurement innovations.
d2k(yj) = (yj − µyˆk)
TΣ−1yˆk (yj − µyˆk) (7.8)
– Perform chi-square hypothesis testing on the proposed target-measurement association
hypotheses. Accept a hypothesis if its chi-square statistics d2k satisfies the relation d
2
k <
χ2α to obtain the set of gated hypotheses Λ˜
i
t at each observer i.
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Table 7.3: Regime Conditioned MC-JPDAF Algorithm (contd..)
• Convert T→M hypotheses toM→T hypotheses and calculate the number of clutter measure-
ments M iC in each hypothesis.
• FOR observer i = 1..No, calculate association prior of all hypotheses.
p(r˜ik | r˜
i
k−1) ∝


1− PD if j = 0
0 if j > 0 and j ∈ {r˜i1 · · · r˜
i
k−1}
PD
M i
k
otherwise
(7.9)
p(λ˜i) = p(M iC)
K∏
k=1
p(r˜ik | r˜
i
k−1) (7.10)
• FOR i = 1..No, compute joint association posterior probability and normalize it at each
observer i.
p(λ˜it | y1:t) ∝ p(λ˜
i
t)(V
i)−M
i
C
∏
j∈Ii
prij,t(y
i
j,t | y1:t−1) (7.11)
∑
p(λ˜it | y1:t) = 1 at each observer i. (7.12)
• FOR k = 1..K, i = 1..No, j = 0..M i, calculate the marginal association posterior probability
βijk =
∑
{λ˜it∈Λ˜
i
t:r˜
i
k,t
=j}
p(λ˜it | y1:t) (7.13)
• FOR k = 1..K, compute target likelihood.
pk(yt | x
(n)
k,t ) =
No∏
i=1

βi0k +
M i∑
j=1
βijkp
i
T (y
i
j,t, | x
(n)
k,t )

 (7.14)
• Update step: FOR k = 1..K, n = 1..N , calculate and normalize particle weights.
w
(n)
k,t ∝ w
(n)
k,t−1
pk(yt|x
(n)
k,t )pk(x
(n)
k,t |x
(n)
k,t−1, A
n
k,t)
q(x
(n)
k,t |x
(n)
k,t−1, A
n
k,t,yt)
;
N∑
n=1
w
(n)
k,t = 1 (7.15)
• FOR k = 1..K, if required, resample the particles {x(n)k,t }
N
n=1 and do roughening.
96
0 10 20 30 40 50 60 70 80 90 100
−60
−40
−20
0
20
40
60
80
time
X 
st
at
e 
es
tim
at
e
X position estimation
 
 
true
(a) position x
0 10 20 30 40 50 60 70 80 90 100
−30
−20
−10
0
10
20
30
time
Y 
st
at
e 
es
tim
at
e
Y position estimation
 
 
true
(b) position y
0 10 20 30 40 50 60 70 80 90 100
0
0.5
1
1.5
2
2.5
3
time
X v
 
st
at
e 
es
tim
at
e
X velocity estimation
 
 
true
(c) velocity vx
0 10 20 30 40 50 60 70 80 90 100
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
time
Y v
 
st
at
e 
es
tim
at
e
Y velocity estimation
 
 
true
(d) velocity vy
Figure 7.4: Targets’ true states and their estimates from single run obtained using MC-
MMJPDAF.
97
0 10 20 30 40 50 60 70 80 90 100
0
20
40
60
80
100
120
140
160
180
time
R
an
ge
True and Measured Range
 
 
true
(a) Sensor 1
0 10 20 30 40 50 60 70 80 90 100
0
50
100
150
time
R
an
ge
True and Measured Range
 
 
true
(b) Sensor 2
Figure 7.5: Targets’ true range and their measurements: The target measurements are
shown in dots and the clutter measurements are shown in squares.
0 10 20 30 40 50 60 70 80 90 100
−3
−2
−1
0
1
2
3
4
time
be
ar
in
g
True and Measured Bearing
 
 
true
(a) Sensor 1
0 10 20 30 40 50 60 70 80 90 100
−4
−3
−2
−1
0
1
2
3
time
be
ar
in
g
True and Measured Bearing
 
 
true
(b) Sensor 2
Figure 7.6: Targets’ true bearing and their measurements: The target measurements are
shown in dots and the clutter measurements are shown in squares.
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Figure 7.7: The index of the targets which were undetected at the sensors for a single
run.
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Chapter 8
Conclusions
Multi-target ttracking systems are non-linear and have Guassian distributions. Kalman
filter (KF) based techniques rely on linear and Gaussian models for estimation. Their
performance degrades as non-linearity becomes severe. Particle filter (PF) is an efficient
numerical approximation method for the implementation of recursive Bayesian solution.
It represents the probability distributions of target using particles and associated weights.
It is capable of handling complex noise distributions and non-linearities in target’s mea-
surements and as well as target dynamics. The performance of particle filter depends on
the number of particles and proposal distributions used. Simulations confirm that parti-
cle filter outperforms EKF at the expense of computational cost. The computations in
particle filter are highly parellelizable and can be efficiently implemented in FPGA and
GPU.
In high dimensional sytems like multi-target tracking, the proportion of high likelihood
particles are smaller and higher number of particles are required. Independent partition
sampling and weighted resampling helps Indepedent Partition Particle Filter (IPPF) in
better proposal of particles and hence track multiple targets with lesser number of parti-
cles.
For maneuvering multi-target tracking, Monte Carlo Multiple Model Joint Proba-
bilistic Data Association Filter (MC-MMJPDAF) is proposed, which efficiently handles
maneuvering multi-targets as well as data association uncertainity in presence of clutter
measurements and missed target detections. It also incoorporates measurements from
multiple observers. It combines Monte Carlo Joint Probabilistic Data Association Filter
(MC-JPDAF) and Multiple Model Particle Filter (MMPF). Monte Carlo Joint Proba-
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bilistic Data Association Filter (MC-JPDAF) implements the standard Joint Probabilis-
tic Data Association Filter (JPDA) for data association in particle filtering framework for
non-linear and non-Gaussian systems. MC-JPDAF can track only slowly maneuvering
targets and solves the data association efficiently. It requires smaller number of particles
for estimation. MMPF is used for highly maneuvering targets. MMPF helps to track
abrupt deviations in targets with less number of particles by incorporating multiple kine-
matic models. MMPF has better tracking capabilities than standard particle filter and
Interacting Multiple Model Extended Kalman Filter (IMM-EKF). MC-MMJPDAF thus
efficiently utilizes the multi-target data association capability of the MC-JPDA and the
maneuvering target tracking capability of MMPF for tracking maneuvering multiple tar-
gets. The simulation results show that there were almost no diverged tracks with moderate
clutter rate and target detection probability, and confirm the efficiency of the proposed
technique. The particle filtering technique efficiently handles maneuvering, multi-target
tracking, and has been verified with some field data.
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Appendix A
Algorithm for sampling indices from
a distribution
Suppose there are N particles with indices from 1 to N , i.e.{x(1),x(2),x(3), ....,x(N)} and if
it is required to sample R particles from these given particles such that the distribution of
the indices of these sampled particles follow a desired probability distribution ρ(· ), then
any of the following two method can be used. The desired distribution ρ(· ) is specified
using a set of indices from 1 to M and their corresponding weights ρ(1), ρ(2), ρ(3), ..., ρ(M).
The desired distribution function ρ(· ) is usually a function of the initial particles itself
like their likelihood fuction or their cumulative distribution function. This technique is
used in systematic resampling and weighted resampling of a set of particles.
A.1 O(NR) algorithm
Let X have a probabilty distribution function FX(X). Given a uniform randon variable
Y , the transformation X ≡ F−1X (Y ) will generate a random variable with probability dis-
tribution FX(X). This technique can be used to generate random variable with specified
distributions from a uniform random variable. Hence this technique is used here to gen-
erate indices from 1 to M of distribution ρ(· ). This algorithm requires R random number
generations and N comparisons in the worst case at every iteration. Hence the order of
this algorithm is O(NR). This algorithm has been derived from the algorithm described
in [4] for Regime Transition. The pseudo code of the algorithm is shown in Table.A.1.
The algorithm is illustrated in Fig. A.1.
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Table A.1: Method 1: Generating indices from a given distribution
[{j(n)}Rn=1] =Generate indices[{ρ
(n)}Nn=1, R]
• c(0) = 0
• FOR i = 1 : N ,
– c(i) = c(i− 1) + ρ(i)
• END FOR
• FOR n = 1 : R,
– Draw un ∼ U [0, 1]
– m=1
– WHILE (c(m) < un)
∗ m = m+ 1
– END WHILE
– Set j(n) = m
• END FOR
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Figure A.1: Method 1: Generating indices from a given distribution
A.2 O(max(N,R)) algorithm
This algorithm is based on the same principle of generating random variable with specified
distributions from a uniform random variable as explained in the previous section. This
method is simple to implement and relatively reduces the computational load. It requires
R+N comparisons and hence is of O(max(N,R)). This algorithm has been derived from
the Systematic Resampling algorithm described in [4], for removing sample degeneracy in
particle filters. The pseudo code of the algorithm is shown in Table.A.2. The algorithm
is illustrated in Fig. A.2.
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Table A.2: Method 2: Generating indices from a given distribution
[{j(n)}Rn=1] =Generate indices[{ρ
(n)}Nn=1, R]
• c(0) = 0
• FOR i = 1 : N ,
– c(i) = c(i− 1) + ρ(i)
• END FOR
• Draw u1 ∼ U [0,
1
R
]
• m=1
• FOR n = 1 : R,
– un = u1 +R
−1(n− 1)
– WHILE (c(m) < un)
∗ m = m+ 1
– END WHILE
– Set j(n) = m
• END FOR
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Figure A.2: Method 2: Generating indices from a given distribution
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