Méthodes de runge-kutta implicites pour la résolution d'équations de convection-diffusion en régime instationnaire by St-Amand, Éric
UNIVERSITE DE MONTREAL 
METHODES DE RUNGE-KUTTA IMPLICITES POUR LA RESOLUTION 
D'EQUATIONS DE CONVECTION-DIFFUSION EN REGIME 
INSTATIONNAIRE 
ERIC ST-AMAND 
DEPARTEMENT DE GENIE MECANIQUE 
ECOLE POLYTECHNIQUE DE MONTREAL 
MEMOIRE PRESENTE EN VUE DE L'OBTENTION 
DU DIPLOME DE MAITRISE ES SCIENCES APPLIQUEES 
(GENIE MECANIQUE) 
AVRIL 2009 
© Eric St-Amand, 2009. 
1*1 Library and Archives Canada 
Published Heritage 
Branch 






Patrimoine de I'edition 
395, rue Wellington 
OttawaONK1A0N4 
Canada 
Your file Votre reference 
ISBN: 978-0-494-53926-2 
Our file Notre reference 
ISBN: 978-0-494-53926-2 
NOTICE: AVIS: 
The author has granted a non-
exclusive license allowing Library and 
Archives Canada to reproduce, 
publish, archive, preserve, conserve, 
communicate to the public by 
telecommunication or on the Internet, 
loan, distribute and sell theses 
worldwide, for commercial or non-
commercial purposes, in microform, 
paper, electronic and/or any other 
formats. 
L'auteur a accorde une licence non exclusive 
permettant a la Bibliotheque et Archives 
Canada de reproduire, publier, archiver, 
sauvegarder, conserver, transmettre au public 
par telecommunication ou par I'lntemet, prefer, 
distribuer et vendre des theses partout dans le 
monde, a des fins commerciales ou autres, sur 
support microforme, papier, electronique et/ou 
autres formats. 
The author retains copyright 
ownership and moral rights in this 
thesis. Neither the thesis nor 
substantial extracts from it may be 
printed or otherwise reproduced 
without the author's permission. 
L'auteur conserve la propriete du droit d'auteur 
et des droits moraux qui protege cette these. Ni 
la these ni des extraits substantiels de celle-ci 
ne doivent etre imprimes ou autrement 
reproduits sans son autorisation. 
In compliance with the Canadian 
Privacy Act some supporting forms 
may have been removed from this 
thesis. 
Conformement a la loi canadienne sur la 
protection de la vie privee, quelques 
formulaires secondaires ont ete enleves de 
cette these. 
While these forms may be included 
in the document page count, their 
removal does not represent any loss 
of content from the thesis. 
Bien que ces formulaires aient inclus dans 




UNIVERSITE DE MONTREAL 
ECOLE POLYTECHNIQUE DE MONTREAL 
Ce memoire intitule : 
METHODES DE RUNGE-KUTTA IMPLICITES POUR LA RESOLUTION 
D'EQUATIONS DE CONVECTION-DIFFUSION EN REGIME 
INSTATIONNAIRE 
presente par : ST-AMAND Eric 
en vue de l'obtention du diplome de : Maitrise es sciences appliquees 
a ete dument accepte par le jury d'examen constitue de : 
M. PELLETIER Dominique, Ph.D., president 
M. GARON Andre. Ph.D., membre et directeur de recherche 
Mme. FARINAS Marie-Isabelle, Ph.D., membre et codirectrice de recherche 
M. URQUIZA Jose, Doctorat, membre et codirecteur de recherche 
M. REGGIO Marcelo. Ph.D., membre 
IV 
REMERCIEMENTS 
Mes remerciements vont d'abord a mon directeur de recherche, M. Andre Garon, 
pour m'avoir offert la possibilite de faire cette recherche en m'apportant un soutient 
adequat a tous les niveaux, que ce soit financier, academique ou emotif. 
Je remercie egalement Jose Urquiza et Marie-Isabelle Farinas qui, 
principalement avant de quitter l'Ecole Polytechnique, m'ont offert un soutien 
academique. Je remercie par la meme occasion Jerome Vetel et Eddy Petro pour 
toutes les discussions interessantes et l'aide academique qu'ils ont apportes durant ma 
recherche. 
Je remercie ensuite Dominique Pelletier et Marcelo Reggio pour avoir accepte 
d'etre respectivement le president du jury et membre du jury pour la soutenance de 
mon memoire. 
Finalement, j'envoie un dernier remerciement, mais non le moindre, a ma 
copine, Genevieve, qui m'a offert des encouragements et un support d'une Constance 
irreprochable. 
Merci a tous. 
V 
RESUME 
Ce present memoire porte sur 1'implementation des methodes de Runge-Kutta 
implicites (RKI) dans un code d'elements finis pour resoudre des phenomenes en 
regime transitoire. Etant donne 1'augmentation constante de la puissance de calcul des 
ordinateurs modernes, il devient realiste de chercher une meilleure precision que celle 
obtenue avec les methodes d'ordre un - typiquement le schema d'Euler. L'objectif 
vise est done d'etudier ces methodes en termes de leur precision et de leur stabilite 
numerique. 
Ce memoire se decompose en deux parties, la premiere partie etant consacree a 
l'etude des methodes RKI et la seconde portant sur le passage d'un programme 
d'elements finis existant, sequentiel, a une version parallele. Ces deux parties sont 
connexes dans le sens ou les RKI causeront une augmentation du temps de calcul et le 
traitement parallele, une reduction. En appliquant les deux, le gain net sera un gain en 
precision de calcul. 
Dans la premiere partie, les RKI sont decrites en details et des proprietes de 
stabilite sont enoncees pour certaines d'entres elles (A-stabilite, L-stabilite, etc.). 
Comme il y a une infinite de RKI, un choix judicieux doit etre fait lors de 
Pimplementation de ces methodes afin d'optimiser la precision et la stabilite du 
schema par rapport au temps de calcul requis. Les methodes possedant la propriete In-
stable constituent un choix interessant puisqu'elles ne sont pas sensibles au fait qu'une 
equation soit dite raide. Typiquement, un ecoulement dont le nombre de Reynolds 
local varie beaucoup d'un element a l'autre sera raide. Certaines methodes RKI ont la 
propriete que leur derniere evaluation intermediate equivaut a la solution au pas de 
temps suivant, ce qui evite d'avoir a calculer explicitement cette solution. Ceci 
constitue un avantage algorithmique et une reduction de la charge de calculs a 
effectuer. 
VI 
On montre par une experience numerique, faite sur le logiciel MATLAB, que les 
methodes de RKI presentent des comportements plus stables que ceux d'autres 
methodes d'ordres elevees, notamment les formules aux differences finies arrieres 
(BDF), un groupe de methodes largement utilisees dans la litterature. II est vrai que 
l'utilisation des RKI necessite plus de calculs, mais la stabilite de ces methodes reste 
un avantage indeniable. 
Dans la seconde partie, on parallelise un programme d'elements finis, code en 
C++ et developpe a l'Ecole Polytechnique de Montreal. Entre autres, il faut assurer 
une gestion efficace et sans conflit des structures de donnees. Le maillage original doit 
etre partitionne en zones, chacune d'elles etant traitees par un processeur different. Le 
partitionnement est realise a l'aide de la librairie METIS. Puis, le calcul proprement dit 
est parallelise en suivant le standard OpenMP pour le traitement parallele sur les 
multiprocesseurs a memoire partagee. Les calculs sont effectues sur un IBM P690 
REGATTA possedant 16 processeurs et 64 Go de memoire partagee. On demontre les 
avantages du traitement parallele sont demontres en mesurant le temps de calcul pour 
obtenir la solution aux equations de Navier-Stokes en regime stationnaire en utilisant 
2, 4, 8 et 16 processeurs. Le gain de vitesse enregistre est de presque 8 lorsqu'on 
execute le programme sur 16 processeurs. Dans le cas etudie ici, on demontre de 
facon empirique que ce gain de vitesse pourrait etre ameliore avec un acces a plus de 
processeurs. 
Ce memoire se veut une base theorique. II permet de souligner les principales 
notions concernant les methodes de Runge-Kutta implicites. On commence tout juste a 
s'interesser de facon pratique a ces methodes etant donne la complexite des calculs 
numeriques impliques versus la capacite des ressources informatiques. A partir des 
notions etudiees ici, il devient possible de realiser 1'implementation des RKI dans un 
code parallele, tache qui n'a pas ete fait lors de cette recherche. 
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ABSTRACT 
This master thesis deals with the implementation of implicit Runge-Kutta 
methods (IRK) into a finite element code for the computation of unsteady phenomena. 
Since modern computers have a constant increase in computation power, it becomes 
realistic to look for more accurate methods than those of first order - typically the 
Euler scheme. The targeted objective is to study these methods in term of their 
accuracy and numerical stability. 
This master thesis is split in two parts, the first one being for the study of IRK 
methods and the second, for the transformation of an existing, sequential, finite 
element program into a parallel one. These two parts are connected if one consider 
that the implementation of IRK methods will raise the computation time required to 
solve a problem, whereas the use of parallel computation will lower that time. By 
applying both the IRK methods and the parallel computation, the net gain will be an 
accuracy gain. 
In the first part, the IRK are described in details and their stability properties are 
stated for some of them (A-stability, L-stability, etc.). Since there are many ways to 
design an IRK method, a wise choice must be made when one wants to implement 
these methods so that the resulting scheme accuracy and numerical stability, relative to 
computation time, can be optimized. Methods whose stability properties include In-
stability constitute an interesting choice since they are not sensitive to stiff equations. 
Typically, a fluid flow in which the cell Reynolds number varies widely amongst 
elements will be stiff. Some IRK methods also have their last stage equal to the next 
time-step solution, avoiding the need to compute that solution explicitly. This 
represents an algorithmic advantage and a reduction in computation load. 
It is shown with a numerical experiment, done on MATLAB, that the IRK 
methods have better stability behaviours than other high order methods, one group of 
them being the well known backward difference formulae (BDF), which are widely 
VU1 
used in the literature. It is true that using IRK requires more computation, but the 
inherent stability of these methods is an incomparable advantage. 
In the second part, a finite element program, coded in C++ and developed at 
Ecole Polytechnique de Montreal, is transformed into a parallel version. Among other 
things, there is a need to ensure an efficient and conflict-free management of data 
structures. The original mesh must be partitioned into zones, each of these zones being 
treated by a different processor. The partitioning is done with the help of the METIS 
library. Then, the actual computation is parallelized by following the OpenMP 
standard for parallel computation over shared memory multiprocessors. The 
computations are made on an IBM P690 REGATTA possessing 16 processors and 64 Gb 
of shared memory. Parallel programming advantages are made clear by measuring the 
computation time required to find the solution to the steady-state Navier-Stokes 
equations with 2, 4, 8 and 16 processors. The recorded speedup is close to 8 on 16 
processors. In the case studied here, it is also shown empirically that this speedup 
could be enhanced by using even more processors. 
This master thesis represents a theoretical basis that underline notions which are 
already known, but which, since the complexity of involved computation relative to 
computers hardware, are just beginning to feel interesting in a practical way. From 
these notions, it becomes possible to implement RKI methods into a parallel code, a 
work that has not been done explicitly in this research. 
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INTRODUCTION 
Les methodes d'integration numerique ont vu le jour bien avant l'ordinateur avec 
lequel nous les mettons en oeuvre maintenant. C'est au debut du siecle dernier que des 
mathematiciens comme C. Runge et M.W. Kutta mettent au point la famille de 
methodes maintenant bien connue que sont les methodes de Runge-Kutta. Des 
mathematiciens les precedent, comme L. Euler, et d'autres les succedent, comme J. 
Crank et P. Nicholson. lis nous ont legue une boite formidable d'outils qui demeurent 
tres pertinents dans le domaine des simulations numeriques. 
Ce memoire traite de deux sujets complementaires. La premiere partie concerne 
l'application des methodes de Runge-Kutta implicites (RKI) pour la resolution 
d'equations differentielles partielles representant des phenomenes transitoires. La 
deuxieme partie concerne la creation d'une version parallele d'un programme 
d'elements finis cree a l'Ecole Polytechnique de Montreal. 
Mes travaux de recherche tenteront done de repondre a la question suivante : 
Comment ameliorer la precision du calcul par element finis tout en reduisant au 
minimum le temps de calcul ? 
Les hypotheses qui sont avancees pour repondre a cette question sont: 
• les methodes de Runge-Kutta implicites seront a la fois plus precises 
que les methodes actuellement implementees dans le logiciel (methode 
d'Euler Implicite, methode de Gear et methode du trapeze) et plus 
stables numeriquement que les methodes de Runge-Kutta explicites ou 
que les methodes de differentiation arriere (BDF); 
• le traitement parallele du code offrira un gain de vitesse substantiel. 
De fait, si les methodes de Runge-Kutta implicites sont complexes, il ne va sans 
dire que leur precision et leur stabilite sont tres interessantes. En les implementant, on 
allonge sans doute le temps de calcul, mais le traitement parallele viendra reduire ce 
2 
dernier. On peut avancer comme idee que le gain net sera un gain en precision. 
Autrement dit, le logiciel sera plus efficace qu'avant ces modifications. Cette idee 
s'appuie evidemment sur un acces fiable a une bonne quantite de ressources 
informatiques, ressources qui sont de plus en plus accessibles a l'Ecole Polytechnique 
de Montreal. 
Le present memoire consigne done les diverses experiences realisees au cours de 
ma recherche. Les chapitres seront divises comme suit. Le premier chapitre presente 
une revue bibliographique de certaines etudes portant sur les RKI. Ceci constitue une 
base sur laquelle la presente etude est fondee. Ensuite, quelques notions theoriques 
seront revisees afin de bien situer le lecteur. Ces notions se retrouvent au chapitre 2 et 
concernent principalement la base de l'analyse d'erreur et la methode des elements 
finis. Le chapitre 3 enchaine avec une breve discussion sur l'equation de transport de 
chaleur. Le chapitre 4 s'attaque au coeur du sujet de la premiere partie, soit la theorie 
decrivant les methodes de RKI. II sera question ici d'etudier la theorie concernant la 
stabilite et la precision de ces methodes. Finalement, le chapitre 5 presente les 
resultats obtenus lors de simulations tests sur le logiciel MATLAB. 
Le chapitre 6 marque le debut de la deuxieme partie avec une seconde revue 
bibliographique, cette fois-ci detaillant les recherches en traitement parallele. Le 
chapitre 7 aborde les equations de Navier-Stokes, equations qui serviront de banc 
d'essai pour le code parallele. Le chapitre suivant inclut a la fois la theorie pour 
evaluer les performances d'un programme ainsi que les modifications qui ont ete 
apportees au programme sequentiel original. Le chapitre termine avec la presentation 
des resultats obtenus sur le gain de vitesse du au traitement parallele du programme 
d'elements finis. Pour chronometrer le programme, les equations de Navier-Stokes 
(3D) en regime permanent seront resolues dans une geometrie complexe representant 
un vrai cas d'ingenierie. 
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PARTIE I - LES SCHEMAS DE RUNGE-KUTTA IMPLICATES 
CHAPITRE 1 - REVUE BIBLIOGRAPHIQVE 
La premiere partie de ce memoire presente quelques bases theoriques suivies 
d'une etude de performance et de stabilite des methodes de Runge-Kutta implicites. 
Bien que ces methodes existent depuis plusieurs decennies, leur utilisation est peu 
frequente en raison de l'importance des ressources informatiques qu'elles necessitent. 
Ce premier chapitre procede a une revue bibliographique des connaissances sur 
les schemas numeriques d'integration en temps des equations differentielles ordinaires 
et subsequemment des equations aux derivees partielles. 
II existe de nombreuses methodes d'integration en temps pour resoudre les 
equations de Navier-Stokes en regime transitoire (et d'autres equations d'evolution) : 
le schema d'Euler (explicite et implicite, ou de facon generate, les 0-schemas), les 
formules aux differences arrieres («backward differential formula», BDF), les 
methodes de Runge-Kutta (explicites et implicites) et d'autres encore. Pour definir ces 
schemas de facon simple, nous utiliserons un modele scalaire, aussi appele equation 
test de Dahlquist (Hairer, Norsett, & Wanner, 1993). Elle est frequemment utilisee 
pour l'analyse des schemas d'integration en temps (Dettmer & Peric, 2003; Kanevsky, 
Carpenter, Gottlieb & Hesthaven, 2007). 
Soit l'equation differentielle ordinaire avec une solution initiale a t = 0 : 
y ,(t) = f(t,y) = /ly(t) t > < U < 0 y(0) = y0 (1.1) 
La solution analytique de l'equation (1.1) est: 
y(t) = y„e* (1.2) 
II est a noter que X peut prendre une valeur complexe. 
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Les 9-schemas 
Les 9-schemas (Euler generalise) sont sans doute la famille de schemas la plus 
utilisee (Bochev, Gunzburger & Lehoucq, 2007; Bochev, Gunzburger & Shadid, 2004; 
Dettmer & Peric, 2003; Lacasse, Garon & Pelletier, 2007; Rang, 2008). II s'agit de 
remplacer la derivee de y(t) par une difference finie d'ordre 1 : 
vn + 1 _ vn 
Y' ( t )= y A / =f(t,y) = Ar^y
n + 1+(1-^)yn l (1.3) 
At L J 
ou l'indice n definit une etape de temps et At, le pas de temps. Dans cette equation, si 0 
= 0, on obtient le schema d'Euler explicite, si 0 = 1, le schema d'Euler implicite et si 0 
= V2, le schema de Crank-Nicholson. Le schema de Crank-Nicholson est aussi bien 
connu sous le nom de regie du trapeze (Gresho, Sani & Engelman, 1998). Le schema 
d'integration se trouve en isolant y"+1 : 
yn+1 = y n 
V 
1 + AU(1-fl) 
1 - AU0 
(1.4) 
Les formules aux differences arrieres 
Le schema de Gear, qui est en fait la BDF d'ordre deux, est different du 0-
schema. Les BDF d'ordre deux et plus entrent dans une categorie que Ton appelle les 
methodes lineaires a pas multiples, car il faut conserver en memoire plusieurs etapes 
de temps. Le schema de Gear utilise une difference finie d'ordre 2 pour la derivee de 
y(t): 
y , ( t ) = 3 y
n + 1 - 4 y n + y
n - 1 = f ( t y ) = ; l yn+1 ( L 5 ) 
2At 
Le schema de Gear est equivalent a ce que d'autres auteurs appellent le « Three-
level fully implicit» (Fletcher, 1991), que Ton pourrait traduire par«Schema 
implicite a trois niveaux ». On retrouve les BDF dans certains ouvrages (Hairer, 
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N0rsett & Wanner 1993; Gresho, Sani, & Engelman, 1998). De facon generate, les 





1yn , A°yn = yn 
Pour les schemas BDF implicites, le parametre k indique le nombre de solutions 
anterieures qui sont utilisees (et done conservees en memoire) pour le calcul de la 
derivee. Les BDF sont appelees « methode a k-pas » ou encore « methode multi-pas », 
mais ces denominations se rapportent a la meme definition. Si k = 1, on retrouve la 
methode a un pas, qui est Euler implicite (Hairer, N0rsett & Wanner 1993). 
Methodes de Runge-Kutta 
Les methodes de Runge-Kutta font partie des methodes a pas unique puisque 
seule la solution au temps precedent est necessaire pour calculer la solution au pas de 
temps suivant. Cependant, pour chaque pas de temps, plusieurs evaluations 
intermediaires de 1'equation a integrer sont necessaires. Ces evaluations 
intermediaires sont representees par des etages. Si une methode de Runge-Kutta 
necessite trois evaluations intermediaires, alors cette methode possede trois etages. 
Une methode de Runge-Kutta possedant s etages est definie de la facon 
suivante : 




fi(t,y) = f(tVc iAt,y
n+At£a i jf j(t Iy)) , i = l , 2 s (1.7b) 
j=i 
Depuis les travaux de Butcher durant les annees soixante (Butcher, 1964, 1975), 











a i 2 
a22 
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3 1 3 
a 3 3 
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Selon les valeurs des coefficients a ,̂ nous distinguons trois cas differents : 
• Si â  = 0 V i < j , alors lamethode est explicite (RKE); 
• Si a;j = 0 V i < j et au moins un â  ^ 0, alors la methode est diagonale-
ment implicite (RKDI); 
• Sinon, la methode est implicite (RKI). 
Le defi le plus apparent dans le cas ou la methode est implicite est qu'un systeme 
d'equations lineaires devra etre resolu a chaque pas de temps. Pour les methodes 
explicites, il s'agit simplement d'une serie devaluations de la fonction a integrer. 
Autres methodes 
Ce memoire s'arrete aux methodes de Runge-Kutta implicites et tente d'en 
illustrer les proprietes et de demontrer l'interet de les utiliser en pratique pour la 
resolution d'equations d'evolution. Cependant, d'autres families de methodes de 
Runge-Kutta, generalement plus recentes, peuvent presenter un certain avantage lors 
de situations particulieres. Cette section presente quelques unes de ces families. 
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Une de ces families se nomme Runge-Kutta Implicite-Explicite (RK-IMEX). A 
l'origine, la combinaison de methodes implicites et explicites a ete utilisee pour les 
methodes multi-pas (les BDF), puis aux methodes de Runge-Kutta (Ascher, Ruuth, & 
Spiteri, 1997). Cette approche est justifiee pour une equation aux derivees partielles 
dont les echelles de temps de convection et de diffusion sont differentes d'une region 
du domaine de calcul a l'autre. Ainsi, pour l'equation de convection-diffusion 
(transitoire), Ascher, Ruuth & Spiteri (1997) utilisent une methode de Runge-Kutta 
explicite pour integrer le terme de convection et une methode implicite pour le terme 
de diffusion. 
Les methodes de Runge-Kutta additives (RKA) sont une autre famille de Runge-
Kutta ou plusieurs schemas existants sont additionnes afin de profiter de leurs 
avantages individuels (Kennedy & Carpenter, 2003). On identifie le nombre de 
schemas combines en ajoutant un indice a l'abreviation RKA. Par exemple, RKA2 
designe une methode de Runge-Kutta additive combinant deux schemas. Les RK-
IMEX sont des RKA2. 
Generalement (Kennedy & Carpenter, 2003), les RKA2 combinent une methode 
de Runge-Kutta explicite (RKE) traditionnelle avec une methode de Runge-Kutta dite 
explicite, diagonalement implicite et a valeur uniforme sur la diagonale (RKEDIU). 
Une methode RKEDIU (connu sous le sigle ESDIRK en anglais) est un cas particulier 
des RKDI ou le premier etage se calcule explicitement et ou tous les autres etages ont 
la meme valeur pour les coefficients de la diagonale du tableau de Butcher. 
On peut egalement utiliser les RKA2 pour integrer differemment des regions 
distinctes d'un domaine de calcul. II n'est pas rare que la taille des elements d'un 
maillage presente de grandes variations, notamment pour bien representer les couches 
limites. Si le rapport entre la taille maximale et la taille minimale des elements est 
grand, il peut etre avantageux (i.e. temps de calcul reduit) de partitionner le maillage 
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en deux regions et d'utiliser des methodes d'integration en temps differente sur 
chacune d'elles (Kanevsky & al., 2007). 
Mentionnons egalement les methodes de Runge-Kutta imbriquees. Ces 
methodes permettent deux evaluations successives a un pas de temps donne, l'un 
d'ordre p et 1'autre d'ordre p + 1. La difference entre les deux evaluations permet 
d'etablir un controle sur le pas de temps afin d'atteindre une precision voulue (Hairer, 
Nersett & Wanner, 1993; Kanevsky & al., 2007). Ces methodes ne decoulent pas de 
1'addition de deux methodes existantes (ce ne sont pas des RKA). Gresho nomme ces 
methodes «integrateurs intelligents» (Gresho, Sani & Engelman, 1998), car la 
methode gere elle-meme le pas de temps. 
Quelques applications 
Les methodes d'integration en temps mentionnees ci-haut peuvent etre 
appliquees a divers modeles mathematiques autant en mecanique des fluides qu'en 
mecanique du solide. Par exemple, Buttner et Simeon (2003) demontrent la viabilite 
des methodes de Runge-Kutta pour la resolution de problemes plastiques (deformation 
irreversible d'un materiau). Huerta et Donea (2002) analysent l'impact des techniques 
de stabilisation numerique sur quelques methodes de Runge-Kutta. 
La litterature presente peu d'applications concretes et directes des methodes 
d'integration en temps. Ces methodes sont generalement integrees a des logiciels de 
calculs (par elements finis ou autre) et ces logiciels permettent 1'etude de cas reels 
d'ingenierie. La comprehension des outils mathematiques en arriere-plan du logiciel 
est une etape fondamentale pour le bon developpement de ces logiciels. 
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CHAPITRE 2 - QUELQUES NOTIONS THEORIQUES UTILES 
Ce deuxieme chapitre couvre toutes les notions theoriques qui seront utiles pour 
la comprehension et l'etude des methodes de Runge-Kutta implicites. La methode des 
elements finis est egalement abordee. 
Ordre de convergence et criteres de stabilite 
Quel que soit le schema d'integration en temps utilise, il faut s'assurer de 
certaines proprietes. Essentiellement, le schema doit converger. La convergence est 
difficile a montrer directement. Indirectement, il y aura convergence si les deux 
criteres suivants (Fletcher, 1991) sont respectes : 
—>• Le schema est consistant; 
—• Le schema est stable. 
Le premier critere signifie que la discretisation (spatiale et temporelle) represente 
fidelement 1'equation aux derivees partielles approximee, jumelee a une suite de 
conditions initiales et limites appropriees. Lorsque la taille de discretisation tend vers 
zero, on doit retrouver l'equation originale. Cela est egalement verifiable par des 
developpements en series de Taylor. On suppose ici que l'equation aux derivees 
partielles possede une solution unique. 
En pratique, on ne peut faire tendre la taille de discretisation vers zero. II faut 
alors introduire le concept de precision de la solution numerique. Soit *y" la solution 
exacte, au temps n, d'une equation differentielle ordinaire, i.e. *y" = y(t„) et soit y" la 
solution approximee par un schema d'integration en temps. Alors l'erreur sur la 
solution est: 
E n =|y
n -V | (2.1) 




ou C est une constante. Si le schema est consistant, alors En tend vers zero lorsque At 
tend vers zero. Cependant on peut difficilement prendre At ~ 0, alors on evalue 
l'erreur sur deux discretisations successives, avec (At)2 = (At)i / 2 pour un (At)i assez 
petit. On en deduit alors que : 
log (En)2 
'(En),. 
l o g ( ^ ) 
(2.3) 
et p est l'ordre de convergence du schema. On dit que l'erreur est d'ordre p, 0(Atp), 
c'est-a-dire que le premier terme composant 1'erreur est fonction de Atp. 
Le second critere (schema stable) represente la reaction du schema a une 
perturbation (qui peut etre aussi petite que les erreurs d'arrondi). Un schema est 
instable si les erreurs introduites augmentent a chaque pas de temps. Inversement, si 
ces erreurs diminuent, le schema est stable. Fletcher (1991) explique dans son ouvrage 
deux procedures pour determiner les criteres de stabilite d'un schema: l'analyse 
matricielle et l'analyse de Von Neumann. 
A titre d'illustration, considerons l'equation (1.4). La solution est stable si : 
1 + AU(1-0)| 
1 - AU0 
< 1 (2.4) 
puisqu'a ce moment, y"+1 < y" et la solution numerique decroit, ce qui est conforme au 
comportement de la solution analytique (1.2) qui decroit de facon monotone. La 
relation (2.4) est done un critere pour assurer la stabilite. II est a noter que pour le 
schema d'Euler explicite (0 = 0), le critere de stabilite devient: 
A t < - ^ , Z<0 (2.5) 
11 
Pour Euler implicite, (0 = 1), il n'y a aucun critere de stabilite, ce qui induit un certain 
interet pour les methodes implicites. 
L'equation considered est rarement une equation scalaire et on se retrouve 
generalement avec un systeme d'equations ayant chacune une solution en differents 
points (i.e. elements finis, differences finis, etc.). L'analyse de stabilite devient alors 
plus complexe. On retrouvera des details sur la stabilite des methodes de Runge-Kutta 
implicites au quatrieme chapitre. 
Methode des elements finis 
La methode des elements finis a vu ses debuts avec les ouvrages de pionniers 
comme Richard Courant (1888 - 1972), dans les annees quarante. Courant se basait 
sur les theories de la formulation variationnelle developpee par Walter Ritz (1878 -
1909) et Boris Grigoryevich Galerkin (1871 - 1945) au debut du siecle ainsi que par 
des travaux qui remontent jusqu'a Leonard Euler (1707 -1783). A ce moment, des 
ingenieurs civils commencent a s'interesser a la methode, mais le manque de puissance 
de calcul est un handicap majeur. Avec l'apparition de l'ordinateur dans les annees 
soixante, John H. Argyris et Olgierd C. Zienkiewiecz ont ravive l'interet de la methode 
et lui ont donne la forme et l'utilite actuelle . 
La methode des elements finis consiste d'une part a discretiser un domaine Q en 
elements, formant ensemble le maillage, et d'autre part a dormer une formulation 
variationnelle elementaire (discretisee) d'un systeme d'equations aux derivees 
partielles. Le nouveau systeme d'equations resultant est un systeme d'equations 
algebriques ou encore un systeme d'equations differentielles ordinaires. 
Soit Q un domaine quelconque dans R3 . Une partition en elements (une 
triangulation dans le cas d'elements triangulaires) de Q s'ecrit T et est definie ainsi: 
Tire du site web de CAD-FEM AG en Allemagne. Gebald, C. (date n/d), Histoire de la Methode des 




I e=1 e=1 J 
ou les Qe sont les elements et Ne est le nombre d'elements. Cette partition est aussi 
definie par une table des coordonnees dormant les positions geometriques de chaque 
noeud ainsi que d'une table des connectivites dormant les positions topologiques des 
noeuds. Cette derniere table indique pour chaque element les noeuds faisant partie de 
cet element. D'autres formulations existent pour ces tables. 
Espaces fonctionnels et formulation variationnelle 
La methode des elements finis repose sur certains espaces fonctionnels. 
L'espace L2(Q) est l'ensemble de toutes les fonctions de carre integrable : 
L2(Q) = {u| JVdQ<°o} (2.7) 
et H^Q) (espace de Hilbert) est le sous-ensemble de L2(Q): 
H 1 ( Q ) = | U G L 2 ( Q ) | — e L 2 ( a ) | (2.8) 
ou les Xi sont les composantes de x. Les normes de ces espaces sont: 
Ho,Q=(JLu2dQ) P°u r L 2(") (2-9) 




da pourHXQ) (2.10) 
La formulation variationnelle d'une equation implique que celle-ci soit affaiblie 
en multipliant son residu fort par une fonction test w(x) puis en integrant sur tout le 




_^_L = f(x) dansQ = ]a;b[ (2.11) 
dx 
Cette demarche s'etend directement a plusieurs dimensions. La formulation 
variationnelle sur Q. (dQ = dx) est: 
- J [ w ( x ) ^ d x = £w(x)f(x)dx VweV (2.12) 
ou w(x) est appelee fonction test et l'espace V est L2(Q). Le membre de gauche doit 
etre integre par parties. Cela aura aussi l'effet de faire ressortir une expression 
introduisant les flux de chaleur aux frontieres du probleme : 
-Lw(x)TTdx= £^^^Idx-[w(b)F(b) + w(a)F(a)] (2.13) 




et F(a) = - — 
x=b dx 
represented les flux aux frontieres. On fait le choix pour l'instant que la fonction w(x) 
est telle que w(a) = w(b) = 0. II est a noter que ce choix est adequat seulement si les 
conditions frontieres sont des conditions de Dirichlet. On dit alors qu'il s'agit d'une 
condition essentielle ou encore d'une imposition forte. En contrepartie, une condition 
de Neumann impose un flux de chaleur. Cette condition est dite naturelle, 
d'imposition faible. Ceci dit, 1'equation (2.12) devient: 
r d w ( x ) d T d x = f w ( x ) f ( x ) d x V W G V ( 2 1 4 ) 
^ dx dx * J 
Plus succinctement, 1'equation (2.14) se reecrit: 
a(J,w) = £(w) V w e V (2.15) 
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ou £(w) est une forme lineaire continue sur V et a(T,w) une forme bilineaire 
continue sur Vx V et coercive (elliptique). Le lien entre (2.14) et (2.15) est direct. Par 
le theoreme de Lax-Milgram (Raviart & Thomas, 1983), il existe une solution unique 
au probleme variationnel. 
Formulation variationnelle discrete 
La discretisation de la solution T(x) s'ecrit: 
T(x)-TN(x) + Tr(x) = 2
x i ' j(x)T j+T r(x) (2.16) 
j=i 
ou ^ (x ) constitue une suite de fonctions d'interpolation globale lineairement 
independantes et Tr(x) une fonction de relevement qui depend des conditions limites 
(pour des conditions limites essentielles homogenes, Tr = 0). Le probleme variationnel 
discret devient: 
Trouver la fonction TN e VN c V telle que : 
a(TN,wN) = ^(wN) VwNeVN (2.17) 
ou encore, en introduisant (2.16): 
XaOFj.w.J-Tj^w,) i = 1)2 N (2.18) 
j=i 
La formulation par elements finis standard (Ritz-Galerkin) prend les fonctions 
tests du meme espace que les fonctions d'interpolation. On transpose les 
interpolations au niveau local (elementaire) et on choisit une base d'interpolation de 
Lagrange specifique a un element de reference. Ce passage a l'element de reference 
s'accompagne d'un changement de variable(s). On peut ensuite utiliser l'integration 
numerique pour calculer les integrales. Finalement, le systeme matriciel resultant peut 
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etre resolu par diverses methodes directes ou iteratives. Ces methodes de resolution ne 
sont pas decrites dans le present memoire. 
II est a noter que la discretisation par elements finis d'equations en regime 
stationnaire conduit generalement a un systeme d'equations algebriques alors que pour 
les equations en regime transitoire, la discretisation conduit a un systeme d'equations 
differentielles ordinaires. On resout alors ce systeme par des schemas d'integration en 
temps (voir le chapitre 1 pour certaines methodes et le chapitre 4 pour les RKI en 
particulier). Cette fa9on de proceder entre dans une formulation semi-discrete puisque 
seul l'espace est discretise par elements finis. On appelle aussi cette formulation la 
methode des lignes (Fletcher, 1991; Hairer, Norsett, & Wanner, 1993). 
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CHAPITRE 3 - EQUATIONDE TRANSPORT, FORME ADIMENSIONNELLE ET 
DISCRETISATION 
L'equation de transport est une version particuliere de l'equation de la 
conservation de l'energie dans laquelle on ne considere que les transferts de chaleur 
par convection et par diffusion (conduction) en regime transitoire. Sous forme 
differentielle, cette equation s'ecrit ainsi: 
pC 
at 
+ U-VT = V(kVT) + f(t,x) dansQ (3.1) 
ou 
T —>• champ scalaire de temperature; 
t —*• temps; 
u —* champ de vitesse, u = (u,v) en 2D et u = (u,v,w) en 3D; 
p —»• densite du fluide; 
C —> chaleur specifique du fluide; 
k —> coefficient de diffusion; 
x —> vecteur position, x = (x,y) en 2D et y = (x,y,z) en 3D; 
f(t,x) —* champ source de chaleur (scalaire). 
De fa?on generale, les conditions initiale et frontieres pour l'equation (3.1) sont: 
T = Tn a t = 0 
T = Td surTd 




Dans les conditions (3.2) a (3.4), To est une solution initiale connue sur tout le 
domaine, Fn exprime un flux de chaleur a la frontiere, l'indice « d » fait reference a 
une condition de type Dirichlet et l'indice « n » fait reference a une condition de type 
Neumann. 
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L'equivalent unidimensionnel de l'equation (3.1) est: 
p C [ ^ + u ^ ] = ^ - [ k ^ | + f(t,x) dans Q 1 De]0, l [ (3.5) 
3t 3x 3x 3x V U A ; 
avec les conditions initiale (3.2) et frontiere (3.3) identiques au cas general, et la 
condition de Neumann est: 
k — = Fn sur rn et le flux sortant en x = 1. (3.6a) 
oX 
ou 
- k — = Fn sur Tn et le flux sortant en x = 0. (3.6b) 
oX 
Forme adimensionnelle 
Une bonne pratique en simulation numerique consiste a ecrire les equations sous 
forme adimensionnelle. On peut alors transposer une solution T d'un probleme 
modele de grandeurs reduites vers un probleme de grandeurs reelles. Pour ce faire, il 
est necessaire de choisir quelques grandeurs de reference et de respecter les lois de 
similitude. Ces lois indiquent simplement que la geometrie du modele reduit doit etre 
une reproduction identique de la geometrie originale, a un facteur d'echelle pres. De 
plus, il faut s'assurer de la similitude dynamique, c'est-a-dire que les rapports de forces 
entre le modele dimensionnel et le modele adimensionnel soient conserves. En posant 









temperature de reference; 
longueur caracteristique; 
terme source de reference 
temps caracteristique; 
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On definit ainsi les variables adimensionnelles a partir des variables 
dimensionnelles. Ces dernieres sont notees par un « ' » ci-dessous. 
* = % « = % T = 7l„ '=% C3-7) 
Pour mettre sous forme adimensionnelle, il suffit de remplacer dans l'equation 
(3.5) les variables dimensionnelles par les variables adimensionnelles (3.7): 
t at L ax L2 ax2 -v ' v } 
En multipliant chaque membre de l'equation par L/yoCuT^ : 
L dT dT 1 32T Lf„ .,., ,. 
TU at ax Pe ax^ pCuT. 
Dans l'equation precedente, Pe est le nombre de Peclet. Le nombre de Peclet exprime 
l'importance relative entre les mecanismes de convection et ceux de diffusion. II est 
defini selon la formule suivante : 
Pe = ^ (3.10) 
II faut choisir les valeurs des grandeurs de reference. Puisque le domaine de 
calcul va de x' = 0 a x = 1, la longueur caracteristique est L = 1. Pour les autres 
grandeurs de reference, on propose : 
r = t et f = £™L an) 
u L 
Avec ce choix, l'equation transport ID devient: 
^ + « - ^ 4 - + f(t',x') dans O,D,adime[0,l] (3.12) 
at ax Pe ax 
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Le terme source est toujours fonction des variables dimensionnelles t' et x'. II 
est possible de le modifier afin de le defmir en fonction de x. II ne s'agit que d'un 
changement de variable independante : 
f(t',x ,) = f(Tt,Lx) = F(t,x) (3.13) 
Dans le cas present, L = 1 et x = 1 (ce qui implique u = 1), done F(t,x) = f(t,x). 
Finalement, les conditions initiale et frontieres deviennent: 
T = T0/Too4t = 0 (3.14) 
T = Td/T~ smTd,adim (3.15) 
^ 5T LF u 
±k^r- = 7^=- = Hn sur rn,adim (3.16) 
dX K^ I ̂  
L'equation (3.12) sera utilisee pour effectuer quelques tests pour valider les 
ordres de convergence des methodes de Runge-Kutta implicites (voir chapitre 5). 
Discretisation par la methode des elements finis 
Pour l'equation de chaleur (3.12), la discretisation par elements finis conduit au 
probleme suivant: 
rN _ \ / N „ W...N _ \ / N Trouver Tw e V  telle que Vw  e V 
w N ( x ) - r d x + | 2 W
N ( x ) - - d x + - | j - dx 
3t •« 9x Pe •« 3x 9x (3.17) 
= J[wN(x)f(t,x)dx + wN(rn)Hn 
Le dernier terme de (3.17) represente les conditions frontieres de Neumann, avec 
Hn la valeur adimensionnelle du flux de chaleur et Tn la frontiere concernee. Puisque 
le domaine est unidimensionnel, ce terme ne sera en fait qu'une valeur scalaire qui 
s'ajoute au degre de liberie correspondant dans la matrice globale. A noter que la 
solution et les fonctions tests sont dans le meme espace (L (Q.)). 
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Stabilisation numerique (SUPG) 
Dans les cas ou les phenomenes de convection sont preponderants sur ceux de 
diffusion, des oscillations surviendront si on utilise la formulation standard Ritz-
Galerkin et un maillage dont la taille des elements est trop grande. Cela est du au fait 
que 1'information se propage dans un sens en particulier (i.e. equation a tendance 
hyperbolique). Afin de remedier a ces oscillations, un mecanisme de stabilisation doit 
etre introduit. Un choix adequat pour l'equation (3.17) est la stabilisation SUPG 
(Streamline-Upwind Petrov-Galerkin) developpee par Brooks et Hugues (Brooks & 
Hughes, 1981). La methode SUPG ajoute un terme de stabilisation, souvent note ST 
(De Mulder, 1997), a la formulation variationnelle discretisee : 
S T = Z(l/suPGU-VwN[R(TN)]dQ) (3.18) 
Dans l'equation (3.18), les variables represented: 
u —• vecteur champ de vitesse, u = (u,v) en 2D et u = (u,v,w) en 3D; 
wN - fonction test sur 1'element; 
TSUPG —*• facteur d'echelle de temps base sur 1'element; 
R(TN)—»• residu fort de l'equation differentielle. 
La version unidimensionnelle de (3.18) donne : 
8T = l (^^u^[RCl") ]dx ) (3.19) 
de telle sorte que l'equation (3.17) devient: 
f w » ^ d x + f w N ( x ) ^ d x + ̂ L f ^ ^ d x 
3t •« dx Pe •" dx 8x 
e v - dX 
+ E I W G u ^ H R ( T
N ) ] d x = £wN(x)f(t,x)dx + wN(rn)Hn 
(3.20) 
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et le residu est simplement: 
R ( T N ) = | T + | T _ 1 | ! T _ 
dt 3x Pe 3x 
II est a noter qu'avec le residu fort, la consistance de 1'equation variationnelle 
discretisee est conservee, ce qui est preferable pour atteindre des ordres de 




^(PeN) = co th (Pe N ) - ^ e N (3.22) 
ou PeN est le nombre de Peclet local. Cette demarche est optimale pour les elements 
finis unidimensionnels avec interpolation lineaire sur des equations en regime 
stationnaire. Etant donne les cas multidimensionnels presentes dans ce memoire, on 
utilisera la definition de TSUPG proposee par Tezduyar & Osawa (1999). II en sera de 
meme pour les autres parametres de stabilisation que Ton retrouve dans la deuxieme 
partie de ce memoire. La stabilisation SUPG est traitee par plusieurs chercheurs 
(Bochev, Gunzburger & Shadid, 2004; Franca & Oliveira, 2003; Tezduyar & Senga, 
2007). 
La stabilisation sera necessaire lorsque le nombre de Peclet local est plus grand 
que 1'unite : 
P e N = pCuh 
2k v } 
Lorsque la vitesse est variable, on se servira plutot du nombre de Peclet local suivant: 
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N = PCu(x)h 
2k 
II est done possible que le transfert de chaleur par convection ne soit 
preponderant sur celui de diffusion que sur une partie du domaine et non sur la totalite 
du domaine. De meme, la stabilisation SUPG peut etre appliquee seulement la ou les 
besoins se font sentir, au prix d'une programmation legerement plus complexe. 
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CHAPITRE 4 - ETUDE DES METHODES IMPLICITES DE RUNGE-KUTTA 
Pour atteindre une meilleure precision sur revolution de l'ecoulement, il est 
interessant d'introduire des methodes d'integration en temps d'ordre de convergence 
eleve. Jusqu'a maintenant, nous utilisions la formule d'Euler implicite, qui est d'ordre 
un, pour faire evoluer la solution d'un pas de temps au suivant. Bien que cette 
methode presente des proprietes ideales de stabilite, il se trouve que pour atteindre un 
bon niveau de precision, le pas de temps doit etre petit. On doit done faire beaucoup 
d'etape de temps. 
Ce chapitre est dedie a l'etude des methodes implicites de Runge-Kutta (RKI) 
qui peuvent atteindre des ordres eleves, soit trois, quatre, cinq ou meme plus. Pour un 
pas de temps donne, plus l'ordre de la methode est eleve et plus l'erreur entre la 
solution numerique et la solution analytique est faible. Nous prendrons pour acquis 
que les methodes de Runge-Kutta, de facon generate, possedent une solution unique et 
qu'elles produisent des schemas consistants, fideles aux equations aux derivees 
partielles. La preuve de ces acquis se trouve dans Hairer, Norsett et Wanner (1993) 
ainsi que dans les ouvrages cites par ces auteurs. Cependant, l'etude qui suit s'oriente 
vers la stabilite de ces methodes. 
La fonction de stabilite 
Les equations (1.7a-b) donnent les methodes de Runge-Kutta, implicites ou 
explicites. En utilisant cette definition, une methode de Runge-Kutta composee de s 
etages peut s'ecrire egalement (pour y' = f(t,y) et h = At): 
s 
yn+i = Yn +h^b j f ( t 0 +0/1,9,) (4.1a) 
j=i 
avec les evaluations internes 
s 
gi=yn+hZa i j f ( to+ cJh -9 j ) i = t . . , s (4.ib) 
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Selon les criteres donnes sous le tableau de Butcher (1.8), la methode de Runge-
Kutta est dite implicite si au moins un des ar * 0 V i < j . 
La notion de stabilite numerique des schemas d'integration en temps a ete 
introduite au chapitre 2. II s'agit d'une condition essentielle pour atteindre une 
solution numerique qui soit representative des equations etudiees. Avec des schemas 
multi-etages tels les RKI, on voudra : 
|G(z)| < 1 (4.2) 
ou G(z) est appelee la fonction de stabilite. Le critere (4.2) assure la stabilite et impose 
une restriction sur z. De facon generale, z peut etre complexe et est determine par 
l'equation discretisee (il depend de h). L'etude de stabilite se fait dans le plan 
complexe. 
II est indispensable de determiner la fonction de stabilite pour toutes les 
methodes RKI que Ton veut utiliser. A nouveau pour l'equation modele (1.1), la 
fonction de stabilite de (4.1a-b) est: 
G(z) = [l + z-bT - ( I -zA)- ' i ] (4.3) 
ou 
A = (as)|Jol b
T=(b„b2,...,bs) i = (l,l,...,l)
T I = (5ij)rj=]P \J. 
Les variables donnees dans (4.3) sont: 
A —> la matrice des coefficients aij donnee dans le tableau de Butcher; 
bT -^ le vecteur b transpose donne dans le tableau de Butcher; 
i —• le vecteur « identite »; 
I —> la matrice identite. 
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La preuve de l'equation (4.3) est donnee dans (Hairer & Wanner, 1996). II suffit 
de remplacer f(t,y) = ^y(t), avec z = Mi, dans (4.1b). Ceci donne un systeme 
d'equations lineaires dont la solution est inseree dans (4.1a) pour obtenir (4.3). 
Methodes « A-stable » 
La fonction de stabilite, pour z = Mi quelconque (complexe) et X < 0, definit sur 
le plan complexe un domaine de stabilite : 
S = { Z E C | | G ( Z ) | < I } (4.4) 
Si le domaine S englobe la partie negative du plan complexe, alors la methode est dite 
A-stable : 
S=>C_={z|Re(z)<0} (4.5) 
On remarque que pour satisfaire (4.5), X < 0, ce qui est donne justement par 
l'equation modele. La solution numerique possede done le meme caractere de stabilite 
que la solution exacte quelque soit X, e'est-a-dire que la solution numerique est stable 
si l'EDO est stable et elle est instable si l'EDO est instable. 
Pour une methode de Runge-Kutta ayant l'equation (4.3) comme fonction de 
stabilite, la propriete de A-stabilite s'applique a la methode si et seulement si: 
|G(ix)|<1 VxeM (4.6) 
et G(z) existe pour Re(z) < 0. Le coefficient i est le nombre imaginaire i = 
Ainsi, si la fonction de stabilite est inferieure a l'unite sur tout l'axe imaginaire du plan 
complexe, alors elle Test pour toute la partie negative du plan complexe. 
A titre de comparaison, la fonction de stabilite des methodes de Runge-Kutta 
explicites (RKE) d'ordre p est: 
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G(z) = 1 + Z + —+ — + ... + —+ 0(zp+1) (4.7) 
2! 3! p! 
On peut visualiser dans le plan complexe le domaine de stabilite des RKE et des 
RKI. Pour les methodes explicites, la figure 4.1 affiche ces domaines pour un ordre p 
variant de 1 a 4. La courbe « RKE ordre 4 » correspond au schema RK4, bien connue 
et largement utilisee. Sur cette figure, le critere de stabilite d'une methode sur le pas 
de temps est respecte pour les z a l'interieur de la courbe fermee correspondant a cette 
methode. L'interieur des courbes fermees delimitent les domaines de stabilite des 
schemas RKE. On note que, pour un A, fixe, si h devient trop grand, alors z se retrouve 
a gauche des zones de stabilite et le schema devient instable. 
La stabilite des RKI est tout autre, comme le montre la figure 4.2. Les 
differentes courbes de cette figure represented un nombre d'etages s variant de 1 a 4. 
L'ordre est relie au nombre d'etages selon la famille de RKI utilisee (Gauss, Radau ou 
Lobatto). Avec s = 1, il s'agit du schema d'Euler implicite (RadauIIAl). Les autres 
methodes sont RadauIIA3, RadauIIA5 et LobattoIIIC6. Cette fois-ci, le domaine de 
stabilite se retrouve a l'exterieur des courbes fermees. On remarque que la totalite de 
la partie negative du plan fait partie de la zone stable, ce qui indique que h peut 
prendre n'importe quelle valeur sans causer d'instabilite. Les schemas RKI affiches 
sur la figure 4.2 sont tous A-stables. 
La figure 4.3 est un agrandissement autour de l'axe imaginaire de la figure 4.2 
qui permet de bien voir que les domaines de stabilite incluent toute la portion negative 
du plan. 
Finalement, Chipman (1971) fait reference a la propriete A-stabilite forte, mais 
par comparaison avec les travaux d'auteurs subsequents (Gresho, Sani, & Engelman, 
1998; Hairer & Wanner, 1996; Rang, 2008), on peut davantage relier la definition qu'il 
donne a la propriete de L-stabilite decrite a la prochaine sous-section. 
Figure 4.1 : Domaine de stabilite pour les RKE d'ordre 1 a ordre 4; le domaine de 















Figure 4.2 : Domaine de stabilite pour les RKI d'ordre 1,3,5 et 6; le domaine de stabilite 
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Re(z) x10-« 
Figure 4.3 : Agrandissement autour de Re(z) = 0 de la figure precedente 
Methodes « L-stable » 
II a ete observe que parfois, meme si une methode est A-stable, la solution 
numerique ne s'approche que tres lentement de la solution recherchee. Cela se produit 
lorsque G(z) s'approche de l'unite lorsque z —*• -QO. La methode possedant une telle 
fonction de stabilite donnera bien sur une bonne solution, mais cette solution 
presentera une forte oscillation qui s'estompe tres lentement. 
Une methode est dite L-stable si elle est A-stable et si: 
lim(G(z)) = 0 (4.8) 
Par comparaison avec ce qui a ete rapporte ci-haut dans les travaux de Chipman 










La propriete de A-stabilite forte peut done etre vue comme intermediate entre 
A-stabilite et L-stabilite. 
Le schema d'Euler implicite est L-stable, mais le schema du trapeze implicite est 
seulement A-stable. Voici un exemple tire de Hairer et Wanner (1996) pour illustrer la 
situation. 
Soit l'equation differentielle suivante : 
y' = -2000(y-cos(t)) 
(4.9) 
y(t0) = 0 t0=0<t<1,5 
Les deux schemas mentionnes ci-haut avec 40 etapes de temps sont: 
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Trapeze implicite (h = At = 1,5 / 40) 
yn+1 _ y n 1-1000h 
1+1000h + 
1000h(cos(f) + cos(tn+1)) 
1+1000h 
(4.11) 
On voit sur la figure 4.4 les oscillations du schema du trapeze implicite alors que 
celui d'Euler implicite ne presente pas d'oscillation. En fait, le schema du trapeze a 
des difficult.es a reduire l'influence de la phase de transition entre la condition initiale 






Figure 4.4 : Graphique de la solution a l'equation (4.9); presence d'oscillations 
decroissantes lorsque la methodc n'est pas L-stable 
Les fonctions de stabilite des deux schemas presentes ci-haut sont 
respectivement: 
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1 1 + z/2 
G(z) = - ! - et G(z) = : p £ (4.12) 
1 - z 1 - z/2 
Done, l'equation (4.8) est satisfaite pour Euler implicite (L-stable), mais pas 
pour le trapeze implicite. Cette derniere est seulement A-stable. II faut remarquer que 
les proprietes de A-stabilite et de L-stabilite ont plus d'importance lorsque l'equation 
differentielle est raide. L'equation (4.9) peut etre qualifiee de raide etant donne le 
facteur d'amplification de 2000 devant la variable « y ». Fletcher (1991) donne une 
definition algebrique d'un comportement raide. Sachant que X^ represente l'ensemble 
des valeurs propres de la matrice A resultante de la discretisation spatiale (equation 
semi-discretisee), alors le rapport de raideur de l'equation est donne par : 
R _|R e (A)max|/ 
X|Re(^)min| 
ou Re(X) represente la partie reelle de X. Si R est de l'ordre de 104 et plus, alors 
l'equation est dite raide. Typiquement, pour un schema explicite, la valeur propre 
maximale engendrera une contrainte sur le pas de temps (voir, par exemple, l'equation 
(2.5) pour le critere sur le schema d'Euler explicite). Pour les schemas implicites, ces 
criteres n'apparaissent pas et rendent ces schemas desirables pour resoudre les 
equations raides. 
Gresho et Sani & Engelman (1998) defendent le schema du trapeze implicite 
pour la resolution de l'equation de transport de chaleur, meme si ce schema n'est pas 
L-stable. Ce schema possede d'autres bonnes proprietes, notamment celle de ne pas 
introduire de dissipation numerique. De plus, les oscillations peuvent etre fortement 
reduites en introduisant un controle sur la grandeur du pas de temps. Ce schema est 
d'ailleurs d'ordre superieur a celui d'Euler implicite. 
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Differentes families de RKI 
Les methodes de Runge-Kutta implicites se regroupent en differentes families. 
Cette section presente quelques unes d'entre elles qui possedent de bonnes proprietes 
de stabilite. 
Les RKI peuvent, de facon generate, etre definies par trois hypotheses 
simplificatrices : 
B(p): X b i C r
1 = - q = t..,p; 
M q 
C(TI): t,afV=— i = 1,..,s; q = 1,...,Ti; (4.13) 
j=i q 
D(C): I > c < < - V - ( 1 - C ? ) J = 1 s= ^ 1 G-
M q 
Le theoreme IV.5.1 (p. 71) de Hairer et Wanner (1996), originalement enonce 
par Butcher, est primordial quant a la determination de l'ordre des methodes : 
Theoreme : 
Si les coefficients b;, Cj, â  d'une methode de Runge-Kutta satisfont B(p), C(n), 
D(Q avec p < r | + £ + l e t p < 2 r | + 2, alors la methode est d'ordre p. 
Les methodes de Gauss (Kuntzmann-Butcher) et Lobatto-Gauss 
Ces methodes, elaborees par Butcher, sont inspirees de la quadrature de Gauss. 
II faut d'abord choisir les points (les C;, i = 1 a N) qui sont les zeros du polynome de 
Legendre decale (i.e. l'intervalle est [0;1] au lieu de [-1;1]) de degre s : 
-^-(xs(x-1)s) = 0 0<x<1 (4.14) 
dx v ; 
Butcher et Ehle (Butcher, 1964; Ehle, 1968) mentionnent que les methodes de 
type Gauss a s etages sont d'ordre p = 2s. De plus, les fonctions stabilite de ces 
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methodes sont donnees par 1'approximation (s,s)-Pade (Hairer & Wanner, 1996) et ces 
methodes sont A-stables. Les coefficients b; et â  s'obtiennent des hypotheses 
simplificatrices (4.13). Les tableaux 4.1 et 4.2 donnent les coefficients pour les 
methodes de Gauss d'ordre deux et d'ordre quatre. La methode d'ordre 2 est 







Tableau 4.1 : Tableau de Butcher pour la 



















Tableau 4.2 : Tableau de Butcher pour la 
methode de Gauss d'ordre 4 
Au niveau numerique, les methodes de type Gauss sont avantageuses de par leur 
precision et leur stabilite. Cependant, au niveau algorithmique, il est necessaire de 
calculer l'equation (4.1a) a la fin de l'etape de temps pour determiner yn+i. Cette etape 
additionnelle disparait lorsque le dernier point d'integration, cs, vaut un, qu'on 
retrouve dans les methodes des deux types suivants. Un autre avantage y sera decrit. 
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Les methodes de Radau de type IIA 
Les methodes de Radau de type IIA (Radau a droite) a s etages ont leurs points 
de collocation donnes par les zeros du polynome suivant: 
J S - 1 
dx! 
-(xs"1(x-1)s) 0 < x < 1 (4.15) 
Encore une fois, on deduit les b; et les â , donnant ainsi les tableaux 4.3, 4.4 et 
4.5. La methode d'ordre 1 est equivalente a la methode d'Euler implicite. 
1 | j _ 
1 
Tableau 4.3 : Tableau de Butcher pour la 














Tableau 4.4 : Tableau de Butcher pour la 
methode de RadauIIA d'ordre 3 
4-V6 
10 













16 + V6 
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Tableau 4.5 : Tableau de Butcher pour la methode de RadauIIA d'ordre 5 
Les methodes de RadauIIA sont A-stable et elles sont d'ordre p = 2s - 1. Leur 
fonction de stabilite est 1'approximation (s-l,s)-Pade. 
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II a ete mentionne que le point cs = 1 presente un avantage : le dernier etage, a 
une etape de temps donnee, est equivalent a la solution au pas de temps suivant. Un 
autre avantage reside dans le fait que si cs = 1, alors as = b , j = 1,...,s . 
L'egalite (4.16) definit la propriete selon laquelle la methode est precise pour les 
equations raides (Hairer & Wanner, 1996; Rang, 2008). Une proposition interessante 
est alors enoncee par Hairer et Wanner : 
Proposition : 
Si une methode de Runge-Kutta implicite est A-stable et satisfait au moins l'une 
des deux conditions suivantes : 
3., = ^ j = 1 s (4.16) 
a ^ b , i = 1 s (4.17) 
alors la fonction de stabilite est nulle lorsque z tend vers l'infini. 
Cela indique, par l'equation (4.8), que la methode est egalement L-stable. Les 
conditions (4.16) et (4.17) surviennent respectivement dans les families des RadauIIA 
et des LobattoIIIC. 
Les methodes de Lobatto de type IIIC 
Les methodes de LobattoIIIC a s etages sont definies a l'aide des zeros du 
polynome suivant: 
dS (xs"1(x-1)s-1) 0 < x < 1 (4.18) 
s-2 dx 
Pour determiner les coefficients â  et bi, on impose que an = bi pour i allant de 1 
a s, puis on trouve les autres coefficients avec les hypotheses simplificatrices. Comme 
on impose l'egalite (4.17), on sait immediatement que ces methodes sont L-stables. La 
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propriete L-stable des methodes de RadauIIA et LobattoIIIC est un avantage certain 
par rapport aux methodes de Gauss lorsque les equations a integrer sont raides. 
Les methodes de LobattoIIIC sont d'ordre p = 2s - 2. La fonction de stabilite est 
donnee par 1'approximation (s-2,s)-Pade. Elles sont A-stables et L-stables. Voici done 















Tableau 4.6 : Tableau de Butcher pour la 























1 1 1 
6 3 6 
Tableau 4.7 : Tableau de Butcher pour la 












































Tableau 4.8 : Tableau de Butcher pour la methode de LobattoIIIC d'ordre 6 
RadauIA. LobattoIIIA et LobattoIIIB 
Ces trois methodes sont mentionnees ici simplement pour indiquer qu'elles 
existent. Elles ont le meme taux de convergence que les methodes de RadauIIA et de 
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LobattoIIIC, mais presentent des aspects moins interessants d'un point de vue 
numerique ou algorithmique. Les methodes LobattoIIIA et LobattoIIIB ne sont pas L-
stables, ce qui suggere un risque d'oscillations comme vu a la figure 4.4. La methode 
RadauIA est L-stable, mais elle ne possede pas la propriete de precision pour les 
equations raides (equation (4.16)). Cela veut dire que le dernier etage de cette 
methode n'est pas identique a la solution au pas de temps suivant. Cette solution doit 
done etre calculee par la suite, entrainant un cout de calcul supplemental. 
Reduction d'ordre 
Certaines methodes de Runge-Kutta souffrent parfois du phenomene de 
reduction d'ordre. Cela se produit principalement lorsque l'equation a integrer est 
raide. En fait, chaque etage d'une methode RK possede un ordre de convergence 
propre a cet etage qui peut etre different de l'ordre globale de la methode. La 
condition B(p) des hypotheses simplificatrices (4.13) indique l'ordre p de la methode 
et la condition C(q) l'ordre maximal q de chaque etage. Si q < p et que la methode 
considered est appliquee a une equation raide, alors l'ordre de la methode peut 
diminuer de p a q. 
Voici un exemple pour illustrer la situation avec les methodes de RadauIIA. Soit 
l'equation differentielle : 
y' = -2x105(y-cos(t)) v ' (4.28) 
y(t0) = 0 t 0 =0<t<1 ,5 
qui est similaire a l'equation (4.9), mais avec un comportement encore plus raide. 
L'equation est integree par la methode de RadauIIA3 (2 etages, ordre global 3) avec 
successivement 20, 40, 80 pas de temps, etc. A chaque integration, le pas de temps 
diminue d'un facteur 2 et selon l'equation (2.2) l'erreur absolue doit diminuer d'un 
facteur 8 (23). Or on constate que l'erreur diminue d'un facteur 4, ce qui represente un 
38 
taux de convergence de 2. La methode souffre done de la perte d'un ordre de 









































Tableau 4.9 : Valeurs de l'erreur absolue et du taux de convergence de la solution au 
probleme (4.28) pour differentes discretisations 
Selon les hypotheses (4.13), on deduit le meme phenomene. Pour B(p), on a : 
B(p = 3): — — +-(1) = — + — = — 
' 4{3J 4 W 12 4 3 
D/ A^ 3 f l V 1..V3 1 1 1 
B(p = 4): +-(1) = — + — * — ' 41,3 J 4 W 36 4 4 
et p = 3 puisque la condition B(4) n'est pas respectee. De meme, pour C(n), 
l'hypothese devient: 
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C(q = 2): 
C(q = 3): 
s = 1: 
s = 2: 
s = 1: 






12v ; 36 36 18 
equivalent a B(2) 
5 
12 
f1l 2 1 H\2 5 9 1 
(1) = * — 
12v ; 108 108 54 equivalent a B(3) 
On obtient q = 2 puisque la condition C(3) n'est pas respectee. Avec ces hypotheses 
simplificatrices, on en deduit que la methode RadauIIA3 perd un ordre de convergence 
lorsqu'elle est appliquee a une equation raide. En refaisant le test avec RadauIIA5, on 
obtient une perte de deux ordres. On retrouve dans Hairer et Wanner (1996) un 
tableau presentant les ordres pour les erreurs locales et globales de differentes 
methodes discutees dans ce memoire. Ces ordres de convergence, determines pour des 
equations raides uniquement, sont tires d'une analyse dans laquelle le pas de temps h 
tend vers 0 alors que le facteur complexe z = Ah tend vers l'infini, A etant tres grand (2 
x 105 dans cet exemple-ci). L'idee sous-jacente est qu'on souhaite avoir un pas de 
temps beaucoup plus grand que X1. 
Stabilite des BDF 
Les methodes BDF ont egalement ete abordees au premier chapitre. Maintenant, 
il s'agit de determiner si elles sont plus adequates que les RKI mentionnees ci-haut. 
Soit la methode (1.6) appliquee a 1'equation test (1.1): 
k 1 
ZTA,yn+k = zyn+k 
j=1 J 
(4.19) 
avec la formule recursive 
A ) yn + k=A
J - 1 y n + k-A
H y l rn+k-1 - A
uyn = yn 
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et ou z = Xh. On developpe la sommation, ce qui donne : 
«kyn+k + «k-iyn+k-i+• • •+«0yn =
 zyn+k (4.20) 
Si on pose yj = £J, alors l'equation (4.20), divisee par ^n, peut etre reecrite de la facon 
suivante : 
akC+^C
k-' + - + cc0-zC
k=p(C)-z(7(n = 0 (4.21) 
L'equation (4.21) est l'equation caracteristique de la methode (4.19) et cette 
methode est stable si et seulement si toutes les racines de (4.21) sont inferieures ou 
egales a 1. Dans le cas d'une racine multiple, il faudra que celle-ci soit strictement 
inferieures a 1 (Hairer & Wanner, 1996). Les polynomes p(Q et a(Q sont appeles les 
polynomes generateurs de la methode (4.19). Le domaine de stabilite est: 
S = {zeC| |C J(z) |<l j = l a k } (4.22) 
L'equation caracteristique peut etre apparentee a la fonction de stabilite pour les 
methodes de Runge-Kutta. Pour un k eleve, il est difficile de calculer les racines de ce 
polynome en fonction de z. II est possible par contre d'evaluer les valeurs de z qui 
satisfont l'equation (4.21): 
Z = ̂  = — rk — (
4-23) 




— = e"ie =cos(^ ) - i s in (^ ) 0 < # < 2 ; r 
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L'equation (4.24) definit alors une courbe orientee, parametree par 0, dont la 
zone a gauche de cette courbe est le domaine de stabilite (Hairer & Wanner, 1996). A 
la figure 4.5, on voit les courbes pour les methodes BDF 1 a 6. Les courbes sont 
parametres dans le sens horaire des aiguilles d'une montre, done le domaine de 
stabilite est a l'exterieur de la zone delimitee par la courbe. Tel que mentionne au 
premier chapitre, les methodes BDF avec k > 7 sont instables. La courbe orientee 
correspondante n'engloberait aucun domaine de stabilite. 
15r 
Figure 4.5 : Domaine de stabilite pour les BDF; le domaine de stabilite est a l'exterieur 
des courbes 
La figure 4.6 presente un agrandissement autour de l'axe imaginaire afin de bien 
voir que les schemas BDF 1 (Euler implicite) et BDF 2 (schema de Gear) sont A-
stables. En effet, sur la figure 4.6, on voit que seules les courbes fermees representant 
les schemas BDF 1 et BDF 2 ne traversent pas l'axe imaginaire vers la partie negative 
du plan complexe. Par contre, les schemas avec 3 < k < 6 ne sont que 
conditionnellement stables, car leurs courbes fermees traversent l'axe imaginaire. De 
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plus a la figure 4.5, on voit que les schemas BDF 5 et 6 presentent de grandes zones a 
l'interieur de la partie negative du plan complexe. Ces zones indiquent un critere a 
respecter sur la grandeur du pas de temps utilise. Ceci est d'autant plus critique dans 
le cas ou la partie imaginaire de z est beaucoup plus grande que la partie reelle. Ce cas 
peut etre associe, pour l'equation de transport de chaleur (3.12), a un phenomene de 
convection dominant (Gresho, Sani, & Engelman, 1998). 
Re(z) x10 
Figure 4.6 : Agrandissement autour de Re(z) = 0 pour le domaine de stabilite des BDF 
On a vu que le schema d'Euler implicite est L-stable. Voyons maintenant si le 
schema de Gear est egalement L-stable. II est le seul candidat des BDF, puisque les 
autres ne sont pas A-stables. 
Le schema de Gear (1.5) applique a l'equation test (1.1) devient: 
3yn + i -4yn + y n - i _ i „ 
2h " A V n + 1 
(4.25) 
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On isole facilement yn+i : 






n'1 Z = / L h ( 4 - 2 6 ) 
La solution a l'etape n est yn+1 = Eyn ou § est 1'amplification de la solution. En inserant 
cette solution dans (4.26), on obtient: 
en+i = 4 ^
n y 0 - ^
n - 1 y 0 ( 4 2 ? ) 
* ° 3-2z 
que Ton divise par ^nlyo- On trouve le gain t„ qui doit etre egal ou inferieur a 1, en 
resolvant l'equation quadratique : 
2 ± V1 + 2z 
$ = • 
3-2z 
L'equation (4.8) indique que la methode est L-stable si la limite de £ tend vers 0 
lorsque z tend vers l'infini, ce qui est observable ici. Le schema de Gear est done aussi 
L-stable. C'est le seul schema BDF d'ordre plus grand que un a detenir la propriete de 
L-stabilite. 
Les systemes d'equations differentielles-algebriques 
Les methodes de Runge-Kutta ont ete a l'origine developpees pour resoudre des 
equations differentielles ordinaires (EDO), de la forme y' = f(y,t) (Hairer, Lubich, & 
Roche, 1989). Cependant, les EDO ne sont qu'un cas particulier d'une classe plus 
large, celle des equations differentielles-algebriques (EDA). II est done justifie de se 
demander si les methodes de Runge-Kutta sont efficaces pour resoudre les EDA etant 
donne que plusieurs phenomenes physiques sont decrits par des EDA. 
L'index d'une EDA est une mesure de la sensibilite des solutions aux 
perturbations ce cette equation (Hairer, Lubich, & Roche, 1989). De facon generale, 
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les EDA sont un cas limite des problemes a perturbation singuliere. On peut enoncer 
un probleme a perturbation singuliere ainsi: 
y ' = f ( y ' Z ) (4.28) 
ez' = g(y>z) 
Si s tend vers 0, le probleme devient de plus en plus raide et a la limite on obtient le 
systeme reduit: 
y' = f(y-z) ( 4 . 2 9 ) 
o = g(y,z) 
Ce systeme reduit est d'index 1 si la derivee de g par rapport a z est non-nulle. Pour 
un systeme d'equations vectorielles, c'est le determinant de la matrice jacobienne qui 
doit etre non-nul. Dans le cas contraire, l'index est au minimum 2. La discretisation 
par elements finis de l'equation (3.12) nous conduit a un systeme d'EDO. II n'en est 
pas de meme pour les equations de Navier-Stokes que Ton retrouve a la deuxieme 
partie de ce memoire. Les equations de Navier-Stokes en regime incompressible sont 
un systeme d'EDA d'index 2 (Rang, 2008), ce qui represente un systeme de la forme : 
y ' = f ( y ' Z ) (4.30) 
o = g(y) 
Pour les equations de Navier-Stokes, la variable y sera le vecteur de vitesse du 
fluide et z, le multiplicateur de la contrainte g(y) = 0, la pression. Les details sur la 
theorie des EDA depassent le cadre de ce memoire. La presentation sur ce sujet 
s'arretera done ici. 
Choix des methodes a implementer 
Suite aux lectures des auteurs cites dans ce chapitre ainsi qu'a l'analyse de 
stabilite des methodes mentionnees, il est clair que les methodes de Runge-Kutta 
implicites comportent des avantages indeniables comparativement aux methodes BDF. 
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Les RKI sont des methodes auto-demarrantes (tout comme les RKE). Les BDF, 
quant a elles, necessitent la solution a plusieurs pas de temps avant de demarrer. Au 
temps initial, le manque d'informations sur la solution aux etapes de temps 
precedentes conduit celui qui les utilise a demarrer l'integration en temps avec une 
autre methode d'ordre equivalente ou a prendre un schema BDF qui necessite moins 
d'etapes de temps, au prix d'un ordre de convergence plus bas. Ce demarrage a un 
ordre plus faible peut avoir des consequences nefastes sur l'ordre du schema utilise 
pour produire l'integration en temps voulue. Dans ce cas, on doit utiliser une BDF 
d'ordre plus bas avec un pas de temps At beaucoup plus faible que pour le reste de 
l'integration en temps. Cela necessite un programme qui permette de faire varier le 
pas de temps en cours de simulation. 
Les RKI possedent de meilleures proprietes de stabilite que les BDF. Comme 
mentionne auparavant, tous les schemas RKI d'ordre eleve (3 et plus) sont A-stable 
alors que les methodes BDF ne le sont pas, a partir de l'ordre 3. De plus, seules les 
LobattoIIIA, LobattoIIIB et les methodes de Gauss ne sont pas L-stables alors que les 
LobattoIIIC, RadauIA et RadauIIA le sont, tout comme la BDF d'ordre 2 (schema de 
Gear). La propriete de L-stabilite est un avantage enorme lorsque les equations a 
integrer sont raides, ce qui est le cas dans les phenomenes de couches limites ou les 
nombres de Reynolds et de Peclet locaux varient beaucoup sur une courte distance. 
On doit done assurer une bonne stabilite de l'integration en temps pour ne pas prendre 
des pas de temps si petit au point de rendre une simulation irrealiste en termes de 
temps de calcul. Les methodes L-stables sont egalement beaucoup plus fiables lorsque 
la simulation est realisee sur une longue periode de temps. 
Pour ce qui est du choix des methodes RKI, car il y en a plusieurs, les methodes 
de LobattoIIIC et de RadauIIA sont a privilegier etant donne leur propriete de 
precision pour des equations raides (equation (4.16)), en plus de leur caractere L-
stable. Cette propriete nous evite de recalculer la solution au pas de temps suivant 
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de stabilite des schemas RKI 
En contrepartie, les methodes RKI sont relativement complexe a implemented 
legerement plus que les BDF. De plus, le nombre d'equations et d'inconnus sont 
multiplies par le nombre d'etages de la methode, ce qui augmente rapidement le temps 
de calcul et le cout en memoire. Une gestion efficace des structures de donnees est 
necessaire. Ces inconvenients ont ete pendant longtemps un frein a leur 
implementation, mais il semblerait que la situation evolue avec la puissance 
informatique aujourd'hui accessible. 
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CHAPITRE 5 - ESSAIS DES METHODES RKISUR UN CODE D 'ELEMENTS FINIS 
UNIDIMENSIONNEL 
Le cas test 
Soit un domaine Q, = x = ]0;1[ definit dans E. Soit T(t,x) une distribution de 
chaleur le long du domaine Q. Cette distribution de chaleur est gouvernee par 
1'equation de la chaleur ID adimensionnelle (3.12) ainsi que par les conditions 
frontieres (de Dirichlet) suivantes : 
T(t,0) = 0 et T(t,1) = 1 (5.1) 
Afin d'evaluer les taux de convergence des methodes de Runge-Kutta implicites, 
la technique des solutions manufacturers est employee. II s'agit de prescrire une 
distribution de temperature sur le domaine et de choisir le terme source f(t,x) de 
l'equation (3.12) en fonction de la distribution prescrite. Cette distribution est: 
T(t,x) = (1-t7)x + t V (5.2) 
La distribution (5.2) indique qu'a t = 0, la temperature varie lineairement avec x, 
puis lorsque t augmente, la distribution de temperature ressemble a celle d'une couche 
limite. Considerant l'equation (3.12), le terme source f(t,x) est obtenu en calculant la 
derivee de la temperature par rapport au temps et les derivees premiere et deuxieme de 
la temperature par rapport a l'espace : 
— = -7t6x + 7t6x7 
at 
— = (1- t 7) + 7t7x6 (5.3) 
3x 
— = 42t7x5 
ax2 
De (3.12) et (5.3), on tire f(t,x): 
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49t7y5 
f(t,x) = -7t6x + 7t6x7+(1-t7) + 7 t V - (5.4) 
Pe 
Pour le nombre de Peclet, deux cas tests sont d'interet: 
P e = l ; 
Pe=106 . 
Dans le premier cas, le transfert de chaleur se produit autant par le phenomene de 
convection que par celui de diffusion. Dans le second cas, la convection est nettement 
preponderante. Afin d'assurer la convergence du calcul dans ce second cas, il faut 
employer une methode de stabilisation (voir chapitre 3). 
La simulation 
Un programme MATLAB a ete mis au point pour cette experience numerique. Ce 
programme resout la formulation variationnelle discretisee et stabilised (3.20). Le 
tableau 5.1 indique les pas de temps consideres ainsi que la taille des elements 
consideres. 
Discretisation en temps 






























* Uniquement pour BDF5 et BDF6. 
Tableau 5.1 : Taille de discretisation en temps et en espace pour les cas tests 
Resolution du probleme avec la forme residu-correction 
Le systeme d'equations est resolu sous la forme residu-correction. Cette forme 
est tiree de la methode iterative de Newton pour resoudre les systemes d'equations 
non-lineaires. Soit le systeme non-lineaire suivant: 
A(x)x = b (5.5) 
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La methode de Newton peut etre enoncee ainsi: 
Partant d'une solution initiale x° satisfaisant: 
F(x°) = b-A(x°)x° (5.6) 
obtenir Ax, la correction, telle que : 
F(x°+Ax) = 0 (5.7) 
Ici, F(x) est le vecteur residu du systeme d'equations. Une approximation de 
l'equation (5.7) s'obtient en considerant un developpement de Taylor de degre 1 : 
F(X0+AX) = F(X°) + | ^ P | A X + -- = 0 (5.8) 
Le terme entre accolade est nomme la matrice tangente ou encore la matrice 
jacobienne. L'equation (5.8) represente done un nouveau systeme, cette fois-ci 
lineaire, a resoudre a chaque iteration : 
^ P A X = -F(X0) (5.9) 
dX 
Lorsqu'on obtient Ax, on forme un nouveau vecteur solution, x1 : x1 = x° + Ax . 
Le processus se repete jusqu'a ce que : 
|Ax|<£ et |F(x)|<£ (5.10) 
On imposera que la correction ainsi que le residu soient plus petits qu'une 
certaine tolerance pour assurer la convergence de la methode de Newton vers la bonne 
solution. Si seulement l'une des deux conditions est respectee, on peut se retrouver 
dans un minimum local, condition a eviter. 
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La matrice tangente, au niveau elementaire, est reconstruite numeriquement, 
c'est-a-dire qu'on determine chaque colonne de la matrice en perturbant tour a tour 
chaque ligne du vecteur solution x avec un terme 8. Ceci donne un residu perturbe 
auquel on soustrait le residu de la solution normale, le tout divise par la perturbation 5. 
Le resultat donne une colonne de la matrice tangente. Autrement dit, la colonne Aj est 
donnee par: 
A F(x)-F(x) . . [Xi+5 sii = j 
A; = - ^ — — ou x: = < J 8 lxi sinon 
et i represente une ligne du vecteur x. A noter que pour le cas test mentionne dans ce 
chapitre (equation de convection-diffusion), le systeme d'equations est lineaire, ce qui 
implique que la matrice tangente n'est calculee qu'une seule fois, car elle ne varie pas 
d'une iteration a l'autre. Les iterations suivantes ne font que corriger en rafale la 
solution recherchee jusqu'a ce que les conditions (5.10) soient satisfaites. 
Departager l'erreur en temps de l'erreur en espace 
La solution numerique de 1'equation de notre cas test contiendra un terme 
d'erreur du a la methode numerique choisie. Le calcul de l'erreur, Ej, en norme L (Q) 
se fait selon 1'equation (2.9): 
NL=( I ( T e x - T N ) 2 H 1 / 2 (5-n) 
Tex est la solution exacte (aux noeuds du maillage) prescrite au depart par (5.2) et TN 
est la solution numerique approximee. Cependant, TN est entachee de deux sources 
d'erreurs : l'erreur spatiale due au choix de 1'element de reference (la base de 
Lagrange), et l'erreur temporelle due au choix de la methode d'integration en temps. II 
est utile d'introduire Th, une solution numerique tres precise en temps. Par inegalite 
triangulaire, on peut affirmer : 
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NL -rex _ T N < -rex - T h + Th - T N o,n (5.12) 
0(h") 0(Atq) 
Pour evaluer T , on calcule plusieurs solutions successives avec Atj+i = Atj / 2, 
puis on utilise 1'extrapolation de Richardson. Ce procede permet d'estimer une 
solution tres pres d'etre exacte en temps lorsque At est petit. L'extrapolation 
(recursive) de Richardson va comme ceci: 
Soit une suite de solutions *F = {TNi, TN2, TN3, ...} pour laquelle Atj+i = At; / 2. 
Alors on peut utiliser l'extrapolation de Richardson de facon recursive pour determiner 
T12 = aTi + bT2, tout comme T23 = aT2 + bT3. Ensuite, T123 = a'Tn + b'T23, etc. 

















2 k - 1 
et k prend tour a tour une valeur egale aux puissances de At dans 1'expression de 
l'erreur. Cette suite de valeurs de k peut etre verifiee avec un developpement de 
Taylor du schema. Par exemple, pour Euler implicite : 
Tn+1-Tn=AtG(Tn+1) (5.14) 
ou G(T) represente la discretisation spatiale reliee a la methode d'elements finis. Si on 
suppose qu'il n'y a pas d'erreur en espace (pour alleger la demonstration), alors le 
developpement en serie de Taylor pour Tn+1 est: 
52 
T n + 1 = T n + £L J_3T 2 
Avec (5.15) inseree dans (5.14): 
- ^ A t + --- = — + G(Tn+1) (5.16) 
2 at2 at v y 
L'equation (5.16) doit etre consistante avec l'equation originale (3.12) et elle 
Test puisque, lorsque At —> 0 (et Tn+1 —> T), on se retrouve avec le membre de droite 
de (5.16), qui est l'equation de depart. La difference entre les deux donne l'erreur et 
est simplement: 
E T = - ^ A t + - (5.17) 
T 2 at2 
La puissance sur At du terme d'erreur (5.17) est k = 1 et les termes suivants ont 
des puissances k = 2, k = 3, etc., composant ainsi la suite des k a utiliser dans 
1'extrapolation de Richardson. Ainsi, Ti, T2 et T0 sont d'ordre 1, T12 et T23 sont 
d'ordre 2, T123 d'ordre 3, etc. Comme on utilise sept pas de temps differents et 
successivement divises par deux, alors la solution Th presque exacte en temps sera 
d'ordre sept, ce qui est bien plus eleve que l'ordre 2 ou 3 pour la discretisation spatiale. 
Cette methode permet done d'evaluer en une seule etape l'ordre de convergence 
en temps (q) et l'ordre de convergence en espace (p). 
Resultats 
Les pages qui suivent contiennent plusieurs tableaux recueillant des mesures de 
l'erreur en norme L . Dans chaque tableau, le taux est calcule selon l'equation (2.3) en 
impliquant les deux solutions les plus fines en temps pour le taux en temps et les deux 
solutions les plus fines en espace pour le taux en espace. Chaque colonne des tableaux 
est a une certaine discretisation temporelle et chaque ligne est a une certaine 
discretisation spatiale. Quelques graphiques sont egalement montres pour illustrer les 
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cas instables. Sur ces graphiques, le trait (bleu) est la solution exacte et les ronds 
(rouges) la solution numerique. 
A noter que les simulations presentees ici sont celles qui ont ete realisees avec 
les elements quadratiques. Done, pour chaque methode, on s'attend a un taux de 
convergence de 3 en espace. Les resultats avec les elements lineaires ont ete 
similaires. Quelques cas avec des elements lineaires sont egalement presenters. 
Chaque cas est d'abord identifie par son nombre de Peclet, soit 1 ou 1 million. 
Ensuite, pour chacun de ces cas, on donne la norme de 1'erreur en temps et la norme de 
l'erreur en espace. Ces combinaisons, sont regroupees en quatre sous-tableaux. 
Chaque sous-tableau presente les valeurs de l'erreur sur la solution en fonction des 
discretisations spatiales (h) et temporelles (At). La colonne identifiee « Taux q » 
contient le taux de convergence de la norme en temps, q, et ce taux est calcule avec les 
deux dernieres valeurs de l'erreur en temps selon l'equation (2.3). La ligne identifiee 
« Taux p » contient le taux de convergence de la norme en espace, p, calcule avec les 
dernieres valeurs de l'erreur en espace selon l'equation (2.3). Ce tableau permet done 
de voir quelles combinaisons de discretisations temps / espace posent probleme. 
II est a noter que si une discretisation en temps particuliere (une valeur de At 
precise) cause l'instabilite d'un schema, 1'extrapolation de Richardson ne sera plus 
valide et on ne pourra pas departager l'erreur en espace de l'erreur en temps. 
P e = l 
Norme en temps 
^ ^ At 













































Norme en espace 
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Norme en temps 
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Norme en espace 
^ ^ ^ At 
















































Tableau 5.2 : Calcul d'erreur et taux de convergence en temps et en espace pour la 
methode RadauIIAl 
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Pour RadauIIAl, nous avons dans les deux cas tests un taux de 1 en temps, ainsi 
que le taux en espace de 3, relie aux elements quadratiques. Le schema que Ton 
connait mieux sous le nom d'Euler implicite est done stable (L-stable). 
P e = l 
Norme en temps 
~ " " - - ^ At 













































Norme en espace 
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Norme en temps 
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Norme en espace 
^ ^ At 
















































Tableau 5.3 : Calcul d'erreur et taux de convergence en temps et en espace pour la 
methode RadauIIA3 
P e = l 
Norme en temps 
^ ^ At 













































Norme en espace 
^ ^ At 
























































Pe = 106 
Norme en temps 
^ ^ At 













































Norme en espace 
^ ^ At 
















































Tableau 5.4 : Calcul d'erreur et taux de convergence en temps et en espace pour la 
methode RadauIIA5 
Pour RadauIIA3, encore une fois le schema est tres stable et presente un taux 
optimal de 3 pour les deux cas tests. 
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Pour RadauIIA5, les taux en temps n'affichent pas tout a fait le taux attendu de 5 
car nous atteignons des erreurs de l'ordre de la precision machine (~2,2xl0~16). On 
voit bien que le taux est de 5 si on calcule le taux avec les discretisations temporelles 
moins fines. Cette methode est en fait stable et tres precise. 
Pour les autres methodes RKI ainsi que pour les schemas BDF2 a BDF4, seules 
les erreurs en temps et les taux de convergence appropries sont donnes, et ce 
uniquement pour le maillage le plus fin (h = 1 / 80). On presente par la suite les 
tableaux complets pour les schemas BDF5 et BDF6, car ces deux methodes presentent 
des instabilites. 
Norme en temps 
^ " \ At 
h ^ ^ ^ 
0,1 0,05 0,025 0,0125 0,00625 0,003125 0,0015625 Taux q 
P e = l 
0,0125 2.1505E-02 6.6598E-03 l,8790E-03 5.0307E-04 l,3069E-04 3,3368E-05 8,4358E-06 1,9839 
Pe = 106 
0,0125 2,2116E-02 1 5,4627E-03 l,3568E-03 3.3815E-04 8.4417E-05 2.1090E-05 5.2706E-06 2,0005 
Tableau 5.5 : Calcul d'erreur et taux de convergence en temps pour la methode 
LobattoIIIC2 
Pour LobattoIIIC2, on obtient le taux de 2 en temps (et 3 en espace meme si cela 
n'est pas affiche ici). 
Norme en temps 
^ ^ \ At 
h ^ - \ 0,1 0,05 0,025 0,0125 0,00625 0,003125 0,0015625 Taux q 
Pe= 1 
0,0125 2.3726E-04 2,0297E-05 l,6185E-06 1.2158E-07 8.6957E-09 5.9878E-10 3,9816E-11 3,9106 
Pe=106 
0,0125 8,0869E-05 1 5,4577E-06 3.5277E-07 2,2383E-08 l,4082E-09 8,8266E-11 5,5246E-12 3,9979 
Tableau 5.6 : Calcul d'erreur et taux de convergence en temps pour la methode 
LobattoIIIC4 
Pour LobattoIIIC4, le taux est bien de 4 en temps. 
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Norme en temps 
At 
0,1 0,05 0,025 0,0125 0,00625 0,003125 0,0015625 Taux q 
P e = l 
0,0125 l,8519E-06 6,6304E-08 2.1069E-09 6,1880E-11 1.7297E-12 4/7531E-14 1,0507E-15 5,4994 
Pe = 106 
0,0125 2,2802E-07 4,3296E-09 8,1994E-11 1,5417E-12 4,8219E-14 1.2756E-14 3,8334E-16 5,0565 
Tableau 5.7 : Calcul d'erreur et taux de convergence en temps pour la methode 
LobattoIIIC6 
Pour LobattoIIIC6, le taux theorique est de 6, mais le taux observe dans les deux 
cas tests est plus faible. On pourrait croire au meme phenomene que pour RadauIIA5 
a propos de la precision machine, mais en fait, si on calcule le taux avec les 





Le taux est seulement de 5 pour ces discretisations egalement. Pour Pe 







Une unite d'ordre a done ete perdue. Pour les essais detailles ici, le taux est 
meilleur pour le cas test hautement convectif. Cependant, entre At = 0,00625 et At = 
0,003125, l'erreur n'a presque pas diminue. II est possible que Ton capture presque la 
solution (5.2), qui est de degre 7 en temps, avec un schema d'ordre 6. II serait 
interessant de tester une solution similaire a (5.2), mais de degre 8 ou meme 9 en 
temps. La possibilite evoquee ci-haut ne se presenterait peut-etre pas avec une telle 
solution prescrite. 
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Norme en temps 
" - " - -~^ At 
h ^ " \ ^ 0,1 0,05 0,025 0,0125 0,00625 0,003125 0,0015625 Tauxq 
Pe= 1 
0,0125 1.3918E-02 4,0654E-03 U005E-03 2.8638E-04 7.3052E-05 1.8448E-05 4,6354E-06 1,9927 
Pe=106 
0,0125 3.6996E-02 l,0779E-02 2,9281E-03 7.6429E-04 1.9531E-04 4.9372E-05 l,2412E-05 1,9920 
Tableau 5.7 : Calcul d'erreur et taux de convergence en temps pour la methode BDF2 
Pour la methode BDF2 (Schema de Gear), on retrouve bien l'ordre optimal de 2. 
Les taux en espace sont toujours 3 (ce taux n'est pas affiche au tableau ci-haut). 
Norme en temps 
^ ^ At 
h ^ - \ 
0,1 0,05 0,025 0,0125 0,00625 0,003125 0,0015625 Taux q 
P e = l 
0,0125 4.1046E-03 6.3164E-04 8/7333E-05 1.1472E-05 1.4698E-06 1.8599E-07 2,3391E-08 2,9912 








et taux de 
3.3769E-05 
convergei 
4.3408E-06 5,5020E-07 6,9254E-08 2,9900 
nee en temps pour la methode BDF3 
Pour BDF3, les taux sont de 3 dans les deux cas tests. 
Norme en temps 
" • " - - • s ^ At 
h ^ ^ \ 
0,1 0,05 0,025 0,0125 0,00625 0,003125 0,0015625 Taux q 
Pe= 1 
0,0125 1.0807E-03 8,3051E-05 5J194E-06 3,7467E-07 2,3966E-08 1.5152E-09 9,5334E-11 3,9904 
Pe=106 
0,0125 3.3798E-03 2,6998E-04 l,8930E-05 1.2509E-06 1.5924E-07 5,1089E-09 3,2083E-10 3,9931 
Tableau 5.9 : Calcul d'erreur et taux de convergence en temps pour la methode BDF4 
Pour BDF4, les taux sont de 4. Pour BDF 5, on commence a experimenter des 
instabilites. II a done ete juge qu'il serait mieux d'inserer tout le tableau des erreurs et 
des taux de convergence pour voir precisement quelles situations posent probleme. II 
en sera de meme pour BDF6. 
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Pe= 1 
Norme en temps 

































































Norme en espace 
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Tableau 5.10a : Calcul d'erreur et taux de convergence en temps et en espace pour la 
methode BDF5 - Pe = 1 
Examinons le cas Pe = 1. Pour BDF5 (tableau 5.10a) et BDF6 (tableau 5.1 la), 
on retrouve le taux de 3 en espace, ce qui est attendu. Pour le taux en temps, on 
s'eloigne quelque peu des valeurs theoriques de 5 et 6, respectivement. Cependant, si 
on calcule le taux de convergence en temps avec les discretisations temporelles plus 
grossieres, on retrouve les taux attendus. II se produit done sensiblement le meme 
phenomene qu'avec RadauIIA5, ou le fait que la valeur de l'erreur soit pres de la 
precision machine resulte en une mauvaise evaluation du taux de convergence. De 
plus, une erreur de 10"14 est extremement faible, done la methode est adequate pour 
P e = l . 
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Pe = 106 
Norme en temps 







































































Norme en espace 
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Tableau 5.10b : Calcul d'erreur et taux de convergence en temps et en espace pour la 
methode BDF5 - Pe = 106 
Pour Pe = 106 (tableaux 5.10b et 5.1 lb), on obtient des comportements aberrants. 
Pour BDF5 avec h = 0,025, l'erreur ne tend pas vers 0 lorsque At —• 0 (taux nul). En 
fait, a chaque division de At, l'erreur semble ne pas diminuer d'un facteur constant. 
Ceci est un indice de la presence d'une faible instabilite, non perceptible 
graphiquement. Avec h = 0,0125,1'instabilite est claire. On peut voir cette instabilite 
a figures 5.1. En effet, cette figure montre la distribution de temperature donnee par la 
solution (5.2) (trait bleu) et la distribution de temperature numerique (cercles rouges) 
obtenue de la methode des elements finis (elements quadratiques) couplee au schema 
d'integration en temps BDF5. Le domaine decalcul va de x = 0 a x = 1 et la solution 
affichee est pour le temps final, soit t = 1. 
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P e = l 
Norme en temps 































































Norme en espace 



























































Tableau 5.11a : Calcul d'erreur et taux de convergence en temps et en espace pour la 
methode BDF6 - Pe = 1 
La figure 5.2 presente des instabilities encore plus grandes lorsque h = 0,00625 
(les valeurs de l'erreur en temps et en espace pour la discretisation h = 0,00625 et At = 
0,00625 ne sont pas presentes au tableau 5.10). 
Pour la methode BDF6 avec h = 0,025, les instabilites sont deja tres presentes 
comme on peut le voir aux figures 5.3 et 5.4. Fait etonnant, c'est uniquement pour At 
= 0,0125 et At = 0,00625 que les instabilites sont mesurables. Une discretisation plus 
fine en temps sera stable. La figure 5.5 illustre le phenomene. Sur cette figure, on y 
voit une partie du domaine de stabilite, dans le plan complexe, pour les schemas BDF5 




Norme en temps 



































































Norme en espace 

































































Tableau 5.11b : Calcul d'erreur et taux de convergence en temps et en espace pour la 
methode BDF6 - Pe = 106 
On montre que 1'equation de transport s'apparente a 1'equation test (1.1) avec un 
parametre X complexe et une condition initiale (1.2) (Gresho, Sani, & Engelman, 
1998). La partie reelle de A, represente la diffusion et la partie imaginaire, la 
convection. De plus, le parametre z du plan complexe de la figure 5.5 est: 
Plus la discretisation spatiale est fine (petit h), plus on s'approche de l'axe 
imaginaire du plan complexe et plus la discretisation en temps est fine (petit At), plus 
on s'approche de l'axe reel du plan complexe. De plus, a un haut nombre de Peclet, le 
parametre z se situe bien plus pres de l'axe imaginaire que de l'axe reel puisque la 
diffusion est negligeable par rapport a la convection. 
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Sur la figure 5.5, quatre croix ont ete traces sur le graphique ou il est plausible 
que les discretisations particulieres du tableau 5.11 soient distributes (h = 0,025 dans 
tous les cas). La premiere croix, en magenta, localise de facon illustrative une valeur 
de z pour la discretisation spatiale / temporelle avec At = 0,025. Suivent les 
discretisations At = 0,0125 en bleu, At = 0,00625 en noir et At = 0,003125 en rouge. 
La croix bleue et la rouge correspondent aux figures 5.3 et 5.4 respectivement. lis sont 
a l'interieur de la courbe orientee de la methode BDF6, done dans la region instable. 
Les deux autres croix correspondent a des discretisations ne souffrant pas 
d'instabilite, ce qui illustre ce qui a ete ecrit plus tot: pour BDF6 avec des elements 
quadratiques et h = 0,0125, certaines discretisations en temps sont stables et d'autres, 
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Figure 5.1 : Graphique de la solution 
exacte (bleu) et de la solution numerique 
(rouge); elements quadratiques, schema 
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Figure 5.2 : Graphique de la solution 
exacte (bleu) et de la solution numerique 
(rouge); elements quadratiques, schema 
BDF5, h = 0,0125, At = 0,00625, Pe = 10° BDF5, h = 0,00625, At = 0,00625, Pe = 10" 
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0 0.1 02 0.3 0.4 0.5 0.6 07 0 8 0.9 1 
Figure 5.3 : Graphique de la solution 
exacte (bleu) et de la solution numerique 
(rouge); elements quadratiques, schema 
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Figure 5.4 : Graphique de la solution 
exacte (bleu) et de la solution numerique 
(rouge); elements quadratiques, schema 
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Figure 5.5 : Domaine de stabilite des schemas BDF5 et BDF6; quelques situations 
plausibles pour le parametre z avec la methode BDF6 
Toujours pour BDF6, mais cette fois avec h = 0,0125, on voit que la solution est 
instable au point de donner des valeurs aberrantes. Les graphiques correspondants ne 
seront pas illustres pour eviter la redondance. 
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Les figures 5.6 a 5.9 presenters differentes intensites d'instabilites pour les 
elements lineaires. Sur la figure 5.6, on voit que ces instabilites sont assez faibles pour 
les parametres indiques. Avec une discretisation plus fine en temps, les instabilites ne 
sont plus visibles (figure 5.7). Ce sont des cas tres ponctuels. Par contre, pour BDF6 
(figure 5.8 et 5.9), la situation est aussi mauvaise qu'avec les elements quadratiques 
dans le meme ordre de grandeur de h et At. D'autres cas similaires auraient pu etre 
illustres. 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Figure 5.6 : Graphique de la solution 
exacte (bleu) et de la solution numerique 
(rouge); elements lineaires, schema BDF5, 
h = 0,00625, At = 0,00625, Pe = 106 
0.1 0.2 0 3 OS 0.5 0.6 07 0 8 0.9 
Figure 5.8 : Graphique de la solution 
exacte (bleu) et de la solution numerique 
(rouge); elements lineaires, schema BDF6, 
h = 0,00625, At = 0,0125, Pe = 106 
Figure 5.7 : Graphique de la solution 
exacte (bleu) et de la solution numerique 
(rouge); elements lineaires, schema BDF5, 
h = 0,00625, At = 0,003125, Pe = 106 
0.5 0.6 0.7 0.6 0.9 
Figure 5.9 : Graphique de la solution 
exacte (bleu) et de la solution numerique 
(rouge); elements lineaires, schema BDF6, 
h = 0,00625, At = 0,00625, Pe = 106 
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Discussion 
Les deux cas tests effectues (Pe = 1 et Pe = 106) nous permettent d'apprecier les 
proprietes ideales de stabilites des methodes de Runge-Kutta Implicites. Par contre, 
leur utilisation reste delicate a implementer. II faut egalement etre vigilant en ce qui a 
trait au phenomene de reduction d'ordre lorsque l'equation a integrer est raide. 
Les methodes RKI augmentent le nombre d'inconnues d'un systeme d'equations 
d'un facteur egal au nombre d'etages de la methode. Done, pour LobattoIIIC6 (4 
etages) cela devient vite tres couteux en memoire et en temps de calcul. Une methode 
avec un bon rapport memoire versus precision semble etre RadauIIA5 (3 etages). 
C'est d'ailleurs cette methode qu'utilisent Hairer et Wanner (1996). 
Toutes les BDF necessitent un systeme d'equations d'un seul etage, ce qui 
requiert moins de memoire. Cependant, on doit conserver les solutions anterieures 
necessaires selon chaque BDF. De plus, ces methodes ne sont pas auto-demarrantes 
lorsque nous ne connaissons pas la solution precedant le temps initial de la simulation. 
On doit alors demarrer 1'integration avec une methode d'ordre inferieur. Les RKI ne 
souffrent pas de cet inconvenient. 
Idealement, un code d'elements finis devrait etre concu de facon a pouvoir 
accepter des BDF et des RKI sans distinction. Ce code serait egalement muni d'une 
routine pour detecter la raideur des equations physiques et appliquer la methode 
d'integration en temps adequate. 
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PARTIE II - LA PROGRAMMATION PARALLELE 
CHAPITRE 6 - SECONDE REVUE BIBLIOGRAPHIQUE 
II sera maintenant question du traitement parallele. Selon le Dictionnaire 
encyclopedique bilingue de la micro-informatique2, le traitement parallele se definit 
ainsi: « Methode de traitement qui ne peut s'executer que sur un type d'ordinateur 
equipe de deux processeurs ou plus, tournant simultanement. » Comme le disent de 
facon imagee les auteurs Gropp, Lusk et Skjellum (1999), il est plus simple d'utiliser 
plusieurs boeufs pour tirer un plus gros char, plutot que d'elever un seul boeuf 
gigantesque. 
Les types d'ordinateurs multiprocesseurs sont souvent categorises selon la 
configuration de la memoire. On dit d'un multiprocesseur qu'il est a memoire 
partagee si tous les processeurs ont un acces commun a une unique zone memoire. Le 
multiprocesseur a memoire distribute, quant a lui, presente autant de zones de 
memoire que de processeurs et chacun d'eux ne peuvent acceder qu'a leur zone 
respective (Wilkinson & Allen, 2005). L'ordinateur multiprocesseur utilise lors de ce 
memoire est une machine a la disposition du reseau de recherche de l'Ecole 
Polytechnique de Montreal. II s'agit d'un IBM P690, connu sous le nom de Regatta. 
Le Regatta possede 16 processeurs POWER4 (1,3 Ghz) avec une memoire partagee de 
64 Gigaoctets (IBM, 2007. II a ete commercialise en 2001, puis discontinue en 2005. 
Plus d'informations sont disponibles sur le site web d'IBM. 
Les standards de programmation 
Le paysage de la programmation en parallele est domine par deux standards : 
OpenMP et MPI. Le standard OpenMP (OpenMP Architecture Review Board, 2005) 
inclut des directives de compilation (#pragma en langage C++) qui permettent a un 
2 Microsoft Press (1999), Dictionnaire encyclopedique bilingue de la micro-informatique, Les Ulis, 
France, 535 p. 
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compilateur de cibler les regions du code qui devront etre executees en parallele. En 
plus des directives, le standard definit certaines regies a suivre afin de definir une 
librairie de fonctions utiles. L'interpretation des directives et 1'implementation des 
fonctions sont laissees libres au concepteur du compilateur tant que celui-ci respecte le 
standard. 
Le standard MPI (Message Passing Interface Forum, 2008), quant a lui, definit 
une vaste librairie de fonctions dont le but principal est d'assurer des communications 
et des echanges de donnees entre differents processeurs. Le programme est done code 
avec des fonctions de communication qui sont contenues dans la librairie. Quelques 
implementations libres de ces librairies existent, dont MPICH et LAM/MPI, en plus 
des implementations commerciales telles celle d'IBM. 
Pour ce memoire, le standard OpenMP sera utilise puisque le Regatta est un 
multiprocesseur a memoire partagee. Cependant, les multiprocesseurs a memoire 
partagee peuvent simuler un multiprocesseur a memoire distribute et done le standard 
MPI aurait aussi pu etre utilise. L'inverse n'est pas possible. Par contre, le standard 
MPI 2.0 (Message Passing Interface Forum, 2008) definit les fonctions MPI I/O (Input 
/ Output) qui permettent a un programme d'ecrire des fichiers segmentes sur plusieurs 
disques durs en utilisant un systeme de fichiers paralleles. 
Historique du traitement parallele 
L'ordinateur tel qu'on le connait emerge durant les annees quarante. II s'agit 
d'une machine monoprocesseur, mais l'idee d'une machine multiprocesseur existe 
deja. Cependant, les couts de developpement de ces multiprocesseurs empechent a 
toute fin pratique leur elaboration. II en est ainsi jusqu'aux annees soixante-dix, 
moment ou on commercialise les premiers multiprocesseurs destines aux calculs a 
grande echelle. IBM, Cray Inc. et d'autres fabricants sont de la partie (Wilson, 1995). 
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Le bemol a ce nouvel engouement est que les programmes n'arrivent pas a 
s'adapter aux rapides evolutions des architectures des ordinateurs. Les programmeurs 
sont dans l'impossibilite de produire des logiciels qui tiennent compte des perpetuels 
changements apportes par les ingenieurs en informatique. Les langages de 
programmation connus servent a ecrire des programmes sequentiels et on doit done 
repenser tout le langage. 
Durant les annees quatre-vingt-dix, l'interet pour les multiprocesseurs decroit de 
facon significative etant donne le gain important des monoprocesseurs. En effet, 
plusieurs compagnies offrent des monoprocesseurs de plus en plus performants qui 
executent des programmes sequentiels maints fois testes. II n'y a alors aucun interet 
pour une compagnie a investir temps et argent dans une machine multiprocesseur et un 
langage de programmation parallele alors qu'il n'est meme pas certain que Ton puisse 
en extraire une meilleure performance qu'un monoprocesseur executant le programme 
sequentiel, souvent deja acquis de cette compagnie (Wilson, 1995). 
Ces dix dernieres annees, les multiprocesseurs sont revenus en force etant donne 
que la puissance des monoprocesseurs semble plafonner (Petersen & Arbenz, 2004). 
Les methodes de calculs modernes depassent de loin la puissance d'un seul processeur 
et on doit en utiliser plusieurs a la fois pour atteindre un calcul precis en un temps 
relativement court. A l'ecriture de ce memoire, les plus gros ordinateurs, tels 
qu'annonce sur le site web Top500.org , depassent les 100 000 processeurs ! Afin 
d'aider les programmeurs, les standards OpenMP et MPI ont fait leur apparition. 
Des references et des applications 
Le traitement parallele est une branche importante de 1'informatique et plusieurs 
ouvrages lui sont dedies. Mentionnons en guise de reference les ouvrages suivants : 
Baase & Gelder (1999), Chapman, Jost, & Pas (2008), Gropp, Lusk & Skjellum 
(1999), Petersen & Arbenz, (2004), Wilkinson & Allen, (2005), Wilson, (1995). 
3 http://www.top500.org/ 
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En mecanique des fluides, le traitement parallele est tout indique. La complexite 
des equations de Navier-Stokes en regime transitoire tridimensionnelle conduit a un 
nombre astronomique de calculs. Les auteurs da Cunha et Bortoli (2001) offrent une 
courte revue de plusieurs auteurs ayant utilise le traitement parallele pour le calcul des 
equations de Navier-Stokes. Cependant, comme ces auteurs ont oriente leurs 
methodes vers le standard MPI, la revue faite par da Cunha et Bortoli concerne 
d'autres ouvrages impliquant MPI. Leur article explique le developpement d'un 
solveur parallele pour les equations de Navier-Stokes. lis appliquent le solveur au 
calcul d'ecoulements rotatifs. En memoire distribute, il y aura generalement une 
decomposition du domaine de calcul en sous-domaines. A chaque processeur est 
assigne le calcul d'un sous-domaine. A noter que leur methode d'integration en temps 
en est une de Runge-Kutta explicite, ce qui est hors du contexte de la premiere partie 
de ce memoire. 
Dere et Sotelino (2008) utilisent egalement la decomposition de domaine (done 
MPI) pour l'analyse de structure. D'autres auteurs (Kalro & Tezduyar, 1998) ont 
effectue des travaux similaires sur l'ecoulement incompressible autour d'une sphere, 
lis utilisent la regie du trapeze implicite pour l'integration en temps. On comprend 
qu'ils emploient eux aussi le paradigme de passage de messages pour ce qui est du 
traitement parallele. lis mentionnent que le traitement parallele par passage de 
messages est plus efficace et plus explicite que la programmation en memoire 
partagee, alors que cette derniere est generalement plus simple a implementer. 
L'utilisation la plus evidente du standard OpenMP, dans le cadre de ce memoire, 
est l'implementation du solveur PARDISO (Schenk & Gartner, 2004, 2006). Ce 
solveur utilise le standard OpenMP pour la resolution de systemes lineaires Ax = b ou 
la matrice A est creuse et possiblement non-symetrique. Tai, Zhao et Liew (2005) 
realisent le calcul des equations pseudo-compressible de Navier-Stokes en utilisant un 
hybride OpenMP / MPI. En effet, il est possible de connecter entres eux plusieurs 
multiprocesseurs a memoire partagee, ce qui constitue une grappe de calcul 
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interessante et performante. Ces auteurs utilisent MPI pour decomposer le domaine de 
calcul en plusieurs sous-domaines, puis ensuite les calculs sur chacun des sous-
domaines sont implemented avec OpenMP. Tout comme pour ce memoire, ces auteurs 
utilisent le programme METIS (Karypis & Kumar, 1998) pour la decomposition de 
domaine. En ce qui concerne cette derniere application, il existe aussi une version 
parallele de METIS, soit ParMETIS (Karypis, Schloegel, & Kumar, 2003), qui utilise 
le standard MPI pour effectuer en parallele les taches de METIS. 
Comme mentionne ci-haut, le standard OpenMP est utilise lors de ce memoire 
meme si la litterature semble contenir plus d'utilisations du standard MPI. La raison a 
cela est que le programme original (sequentiel) est deja existant et a ce moment, il est 
generalement beaucoup plus simple de rajouter des directives de compilation plutot 
que de rajouter des fonctions de communication entre processeurs. Utiliser le standard 
MPI impliquerait des modifications plus importantes du programme original. 
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CHAPITRE 7 - EQVA TIONS DE NA VIER-STOKES, FORME ADIMENSIONNELLE ET 
DISCRETISATION 
Les equations de Navier-Stokes 
En mecanique des fluides, les equations de Navier-Stokes definissent 
l'ecoulement d'un fluide visqueux. Ce sont des equations aux derivees partielles, 
vectorielles, non-lineaires et d'une complexity interessante. Pour les etudier, il est 
indispensable de les traiter numeriquement (hormis les cas les plus simples), ce qui 
entraine tout un lot de defis a surmonter. Des auteurs (da Cunha & de Bortoli, 2001; 
Grant, Webster, & Zhang, 1998) soulignent que la mecanique des fluides offre des 
problemes ou les efforts de calcul sont vastes. 
La forme incompressible des equations de Navier-Stokes reste adequate pour la 
majorite des applications. Ceci dit, cette presente recherche traitera seulement des 
equations incompressibles de Navier-Stokes et n'entrera pas dans les details de la 
compressibilite (i.e. a un nombre de Mach eleve). 
Soit un domaine quelconque tridimensionnel Q dans E . La frontiere de ce 
domaine est dQ. = r<j U Tn et Td n Tn = 0. Les equations de Navier-Stokes decoulent 
de deux lois de conservation : la conservation de la masse (aussi appelee continuite) et 
la conservation de la quantite de mouvement. Sous forme differentielle, ces equations 
sont: 
P — + (u-V)u =V-a + pf dansQ (7.1) 
J ,3t 
V • u = 0 dans Q (7.2) 
Le tenseur des contraintes a est compose de deux contributions distinctes : 
a = -pI + 2//y(u) (7.3) 
Dans les trois equations precedentes, les variables indiquent: 
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u —• vecteur champ de vitesse, u = (u,v) en 2D et u = (u,v,w) en 3D; 
p —> densite du fluide; 
t —> temps; 
a —*• tenseur des contraintes surfaciques; 
f —>• forces exterieures agissant sur le fluide; 
p —> pression du fluide; 
I —* tenseur metrique; 
\i —* viscosite dynamique; 
y(u) —»• tenseur des taux de deformation. 
Par ailleurs, le tenseur de deformation est le tenseur symetrique du gradient du 
champ vectoriel de vitesse u : 
y(u) = -l[Vu + VTu] (7.4) 
L'equation (7.4) fait le lien entre le champ de vitesse et les contraintes 
(visqueuses). II est determine a partir de 1'etude du mouvement general d'une 
particule de fluide (Ryhming, 1984). Avec les hypotheses d'incompressibilite et de 
fluide newtoniens (^ = constante), 1'equation (7.1) s'ecrit ainsi: 
p — + (u-V)u - - V p + //V2u + /?f dansQ (7.5) 
\ol J 
Les equations sont completees par les conditions initiales et frontieres generales : 
U = U o at = 0; (7.6) 
U = Udsurrd ; (7.7) 
a - n = t n su r r „ . (7.8) 
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Dans les equations (7.7) et (7.8), l'indice « d » fait reference a une condition de 
type Dirichlet et l'indice «n » fait reference a une condition de type Neumann. 
L'indice « n » ne doit pas etre confondu avec « n » le vecteur normal a une surface. 
Forme adimensionnelle 
Tout comme pour l'equation de transport de chaleur, il est adequat d'utiliser la 
forme adimensionnelle des equations de Navier-Stokes. Certaines grandeurs de 
reference ont ete definies au chapitre 3 et il faudra egalement definir les grandeurs de 
reference suivantes : 
u«) —> viscosite de reference; 
g —> acceleration gravitationnelle; 
On definit ainsi les variables adimensionnelles a partir des variables 
dimensionnelles (ci-dessous notees par un « ' »). 
"=pk.*=%. f-% (79> 
Pour l'equation de continuity (7.2), le changement de variable donne l'equation 
de continuite sous forme adimensionnelle. Le transfer! est direct: 
V'-u' = — V u = 0 -» V-u = 0 dansQadta (7.10) 
Pour l'equation de la quantite de mouvement (7.5), il faudra d'abord effectuer le 
changement de variable : 
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/ ^ ^ . • ' 
^ - + (u'V')u' =-V ,p ,+ // ,V , 2u ,+ /7,f' 
(7.11) 
P^p^+P^p{u.S/)u = -P^Vp + ?^juV'u + p„gp1 llV- ..V72. 
L2 
et ensuite multiplier les deux cotes de l'equation par L / pooUoo : 
7j— P^r + P(" • V)u = -Vp + —//V2u + - T f U r 3t Re Fr 
(7.12) 
Dans l'equation precedente, Re est le nombre de Reynolds et Fr le nombre de Froude. 
lis sont definis selon les deux formules suivantes : 
Re = 




L'equation (7.12) necessite maintenant de faire le choix des valeurs des 
dimensions de reference. Ce choix est a priori arbitraire, mais il en va de soi qu'un 
choix judicieux est tout a notre avantage. Voici le choix propose, en plus des choix 
effectues au chapitre 3 : 
M-=M' T=% (7.14) 
Ce choix conduit a p = l e t | j = l e t implique une viscosite encore constante (modele 
newtonien). De plus, puisque toutes les simulations de ce memoire seront des 
ecoulements internes (par exemple, la carotide), le terme des forces exterieures f peut 
etre incorpore au gradient de pression (la pression est dite dynamique). Ceci dit, il 
disparait de l'equation (7.12), qui devient finalement: 
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L'avantage immediat ici est que nous n'avons pas eu a choisir explicitement L et 
Uoo. Ainsi, la geometric de la carotide, qui a d'abord ete obtenue experimentalement, 
est mise a l'echelle afin que l'aire de la section d'entree soit unitaire. De facon 
similaire, le debit adimensionnel sera unitaire et le profil de vitesse a l'entree sera 
choisi en tenant compte de ce debit. Typiquement, le profil en entree sera un profil de 
Poiseuille ou similaire. 
Discretisation des equations de Navier-Stokes 
Pour la presentation suivante, (• , • )Q designe le produit scalaire usuel en norme 
L,2(Q) dont la norme (2.9) n'est qu'un cas particulier de ce produit scalaire. De plus, la 
formulation mixte, ou la continuite est incorporee a 1'equation du mouvement, est 
utilisee. Ainsi, on ne se retrouve qu'avec une equation au lieu de deux. Soit les 
espaces fonctionnels suivants pour la solution et les fonctions tests (De Mulder, 1997) 
S^ = { U N | U N E ( H 1 N ( Q ) ) V = u d sur r d } 
V w
N ={w N |w N G (H




L'exposant « D » est le nombre de dimensions du domaine et l'indice « d » fait 
reference a une condition limite de Dirichlet. De meme, H1N(Q) est le sous-espace de 
H!(Q) qui incorpore uniquement les fonctions impliquees dans la discretisation. La 
discretisation par elements finis des equations (7.10) et (7.15) est done : 
Trouver (uN, pN) e S|JxSj telle que V(wN,qN)e Vw
NxVj 
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w N ^ ^ L + uN.VyNj 
at Ja 
- (V -w N , p N ) n +fvw
N ,—Vu N ^ 
JQ. (7.17) 
+K,v.uVK.e)r„ 
Le membre de droite contient la traction imposee a la frontiere 
e .pNI + A V u N Re 
• n sur Tn (7.18) 
ou n est le vecteur normal a la frontiere. Le quatrieme terme du membre de gauche est 
la contrainte d'incompressibilite (ou la fonction test sur la pression joue le role d'un 
multiplicateur de Lagrange). 
Stabilisation numerique (SUPG, PSPG, CONT) 
Tout comme pour l'equation de transport, la discretisation des equations de 
Navier-Stokes risquent de souffrir d'instabilites numeriques, par exemple, lorsque le 
phenomene est hautement convectif. Ainsi, pour pallier a ce type d'instabilites, un 
terme de stabilisation SUPG similaire a l'equation (3.18) sera utilise. 
Cependant, d'autres sources d'instabilites sont possibles. Ainsi, certains types 
d'elements, notamment les elements Pl/Pl (interpolation lineaire en vitesse [uN] et en 
pression [pN]), presentent un champ de pression en damier. Ces fortes oscillations sont 
dues au non respect de la condition « inf-sup » (De Mulder, 1997; Thomasset, 1981), 
que Ton nomme aussi la condition LBB ou encore la condition Ladysenskaja-
Babuska-Brezzi: 







Ici, les variables sont: 
wN —> fonction d'interpolation (vectorielle) sur le vecteur vitesse; 
qN —* fonction d'interpolation (scalaire) sur la pression. 
et les fonctions d'interpolations sont egales aux fonctions tests (Galerkin standard). 
Cette condition stipule que 1'interpolation en pression ne peut pas etre choisie 
independamment de 1'interpolation en vitesse. Elles sont liees par la condition LBB. 
Generalement, lorsque 1'interpolation en pression est plus basse que 1' interpolation en 
vitesse, la condition est respectee. Ce n'est pas le cas pour toutes les fonctions 
d'interpolations disponibles. L'element P2/P1, par exemple, est adequat. Cependant, 
il est plus couteux en termes de calculs que l'element Pl/Pl stabilise puisque chaque 
matrice elementaire sera de dimension plus grande. 
La stabilisation PSPG est inspiree de la stabilisation SUPG en ce sens qu'elle est 
aussi une methode residuelle. II s'agit encore d'ajouter un terme « ST» a la 
formulation variationnelle : 
S T = Z ( I e WGVq
N [R(pN,uN)]dQJ (7.20) 
Cette fois-ci, le facteur d'echelle de temps est: 
he 
7psPG=a^ f i- (7-21) 
avec a > 0,1 (Hughes, Franca, & Balestra, 1986) dans le cas des elements Ql/Ql 
(quadrangles) et a = 1/6 pour les elements Pl/Pl (De Mulder, 1997). Plus 
d'informations se trouvent dans les travaux de Hughes et Franca (Hughes, Franca, & 
Balestra, 1986). L'equation (7.21) est valide peu importe le nombre de dimensions du 
probleme. 
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Un troisieme facteur de stabilite est applicable aux equations de Stokes et de 
Navier-Stokes. En fait, ce critere stabilise l'equation de continuity. Son facteur 
d'echelle de temps est designe dans ce memoire par TCONT- Tezduyar et Osawa (1999) 
propose aussi un choix pour ce parametre. Ces auteurs le nomment TLSIC, pour « Least-
Squares on Incompressibility Constant ». Le terme de stabilite qui en decoule est: 
S T = Z ( t e W ? • w>V • u
NdQ) (7.22) 




Pour ce memoire, le parametre TCONT est une interpretation multidimensionnelle 
de (7.23) avec en plus un parametre discontinu, fonction du nombre de Reynolds, qui 




,« x ,~ x fRe/3 si Re<3 
z(Re) z(Re) = | 1 . ^ Q (7.24) 
1 si Re > 3 
On prendra he = huGN, car cette valeur de la taille elementaire est orientee dans le 
sens de l'ecoulement. Pour plus de details a ce sujet, notamment sur le choix 
particulier propose par Tezduyar et Osawa concernant la taille elementaire 1IUGN ainsi 
que sur l'equation (7.24), voir le memoire de Verdier (Verdier, 2007). 
Pour pallier aux instabilites qui degradent la solution des equations de Navier-
Stokes sans pour autant generer un maillage immensement dense, deux termes de 
stabilisation sont introduits dans l'equation (7.17), qui devient alors : 
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La premiere sommation regroupe la stabilisation SUPG / PSPG et la deuxieme la 
stabilisation de la contrainte d'incompressibilite. Le facteur d'echelle de temps est 




+ f 2 ] 
l At J 
2 
+ 
l h 2 J 
2 •1/2 
(7.26) 
De plus, ces auteurs suggerent d'utiliser TPSPG = TSUPG, ce que nous faisons. Le 
parametre TCONT est donne par (7.24). A noter que le deuxieme terme du parametre 
(7.26) n'est introduit que pour un calcul en regime transitoire. II est egalement 
important de mentionner que nous ne sommes pour 1'instant pas totalement certains de 
l'utilite de ce terme en regime transitoire, mais nous le gardons pour faire suite aux 
etudes precedentes 
Choix des elements 
Evidemment, le choix des elements aura une influence directe sur la solution des 
equations de Navier-Stokes. Etant donne la formulation stabilisee (7.25), les elements 
lineaires PI/PI seront utilises dans les tests numeriques de ce memoire. Pour plus de 
details sur le choix des elements, voir encore une fois le memoire de Verdier (2007). 
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CHAPITRE 8 - UTILISA TIONDU TRAITEMENT PARALLELE POUR RESOUDRE LES 
EQUA TIONS BE NA VIER-STOKES 
La possibility d'utiliser le traitement parallele pour resoudre l'equation (7.25) par 
elements finis nous permet d'utiliser un maillage bien plus important qu'auparavant 
tout en completant le calcul en un temps raisonnable. Cependant, la complexite de 
programmation est accrue par le fait qu'il ne faille pas causer de conflits de donnees 
entre les differents processeurs. Cela reste possible, d'une part, si le maillage initial 
est judicieusement decoupe en zones distinctes, et d'autre part, si les emplacements de 
calculs elementaires sont distincts pour chacun des processeurs. A noter que les 
termes processeurs et processus sont utilises de facon interchangeable puisqu'il est 
suppose qu'un seul processus ne s'execute par processeur. 
Le partitionnement de maillage 
En analyse par elements finis, une etape importante de calcul en parallele 
consiste a repartir le maillage en partitions disjointes. L'exemple suivant servira 
d'illustration. Supposons qu'un maillage T doit etre partitionne en 4 partitions Pi, i 
allant de 1 a 4. Alors les relations suivantes sont necessaires : 
™-° {v j 
i=i 
Ces conditions sont necessaires puisque si deux processeurs referencent le meme 
element, done les memes degres de liberies, il y aura fort probablement une 
dependance de donnees qui ne sera pas respectee. Les criteres de Bernstein (Petersen 
& Arbenz, 2004) seront invalides. II y a toutes les chances que le resultat final soit 
errone. Les criteres de Bernstein peuvent s'enoncer comme suit: pour deux processus, 
i et j , s'executant en parallele, il est necessaire qu'a tout moment les trois conditions 
suivantes soient respectees : 
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i iriOj=0 
0 , 0 ^ = 0 (8-2) 
0 ^ 0 - 0 
ou I et 0 sont respectivement des ensembles de donnees en entree (Input) ou en sortie 
(Output). Ces conditions signifient qu'aucun espace memoire ne peut etre lu par le 
processus i si le processus j ecrit a cet espace memoire et ceci est vrai si on inverse i et 
j . De plus, les processus i et j ne peuvent pas ecrire simultanement a un meme espace 
memoire. Ces conditions decoulent du fait qu'on ne peut pas savoir a priori quel 
processus execute son instruction en premier. Par exemple, si x = 0 initialement et que 
le processus i ecrit la variable x = 2, on ne peut pas predire ce que lira le processus j 
entre 0 ou 2 si on lui indique d'aller lire x. 
En elements finis, deux elements adjacents referencent les memes degres de 
liberte relies a leurs noeuds communs. Ceci nous indique que non seulement les 
relations (8.1) sont necessaires, mais qu'en plus, il faut s'assurer d'avoir une couche 
d'elements separant les deux partitions. Cette couche d'elements nous assurera de 
respecter les conditions de Bernstein (8.2) en ayant des sous-domaines completement 
disjoints. Nous nommerons cette couche d'elements la partition frontiere Pf. La 
relation (8.1) a laquelle on ajoute la frontiere s'ecrit ainsi: 
•™-° {u::r4 






Figure 8.1 : Exemple de partitionnement de maillage avec une couche d'elements 
frontieres 
La figure 8.1 illustre un partitionnement de maillage. On voit les quatre 
partitions auxquelles s'ajoute la partition frontiere. L'idee pour traiter le domaine en 
execution parallele sera de creer d'abord ce partitionnement en execution sequentielle, 
de resoudre en parallele les quatre partitions principales, puis finalement de resoudre 
en sequentiel la partition frontiere. Evidemment, cette methode ne permettra pas un 
gain de vitesse proportionnel au nombre de processeurs, mais on peut estimer que le 
gain sera appreciable tout de meme pour les maillages de grandes tailles. En effet, 
plus le maillage est dense et plus la partition frontiere devient negligeable par rapport 
aux partitions resolues durant l'execution parallele. 
Pour accomplir le partitionnement du maillage, la librairie de fonctions METIS a 
ete testee. Cette librairie a ete developpee par George Karypis, professeur associe a 
l'universite du Minnesota. La librairie vient avec un guide d'utilisation (Karypis & 
Kumar, 1998). D'autres librairies implemented a peu de choses pres les memes 
techniques de partitionnement de maillage, comme par exemple la librairie Chaco, 
creee par Bruce Hendrikson et Robert Leland, du Sandia National Laboratories. La 
librairie Chaco a ete legerement testee, mais des problemes d'execution ont ete 
rencontres alors que METIS fonctionne adequatement. De plus, ce memoire n'a pas 
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comme objectif de comparer entre eux des outils de partitionnement de maillage. Pour 
ce qui est de l'execution sequentielle du partitionnement de maillage, il est vrai que 
cette etape nuit egalement au fait de vouloir executer le programme d'elements finis en 
parallele. Cependant, les fonctions de la librairie METIS s'execute tres rapidement, 
meme sur un gros maillage tridimensionnel. Le temps de partitionnement est 
negligeable par rapport au reste du programme d'elements finis. On peut done en 
conclure que la majeure partie du programme sera executee en parallele. 
Le probleme de partitionnement de maillage est NP-complet, ce qui signifie 
qu'aucun algorithme optimal n'existe pour trouver la solution. Ce probleme se resume 
a creer un decoupage du maillage en parts egales tel que le nombre d'elements en 
contact appartenant a deux partitions differentes est minimal. Les techniques les plus 
connues sont: la methode spectrale, les methodes geometriques et les schemas de 
partitionnement multi-etages (dont METIS). Ces derniers ont suscite beaucoup 
d'interet etant donne leur efficacite. On les appelle schemas multi-etages 
(«multilevel »), car ils commencent d'abord par reduire la taille du maillage en 
joignant des groupes de nceuds en multi-noeuds. Cette etape, qui est repetee 
successivement, vise a rendre plus grossier le maillage («Coarsening phase»). 
Ensuite, le partitionnement est realise sur un maillage beaucoup plus grossier 
(typiquement 100 fois plus grossier que le maillage original). Finalement, on retourne 
a la finesse initiale en raffinant successivement le maillage partitionne. Pour mieux 
comprendre le fonctionnement de cette technique, il est utile de lire le guide de METIS 
(Karypis & Kumar, 1998) ainsi que les references citees dans ce guide. 
Boucle sur les elements 
Un programme d'elements finis typique comporte une boucle sur les elements 
dans laquelle on calcule une matrice elementaire ainsi qu'un membre de droite 
elementaire, pour chaque element. C'est cette boucle qui doit etre parallelisee etant 
donne que le maillage a ete subdivise en partitions. Avec le standard OpenMP, il 
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s'agit d'ajouter avant la boucle, dans le programme C++, une directive #pragma omp 
(voir l'annexe). Mais cet ajout ne suffit pas, il faudra egalement s'assurer de respecter 
les conditions (8.2). Specifiquement, la boucle sur les elements requiert de l'espace 
memoire pour stocker les coordonnees et la solution elementaires, ainsi que 
l'information necessaire a l'assemblage vers les structures globales. Si cette espace 
memoire est la meme pour tous les processeurs (en memoire partagee) alors il est 
evident que les conditions (8.2) ne seront pas respectees puisque un processeur voudra 
ecrire, par exemple, une coordonnee elementaire, alors que l'autre processeur voudra 
la lire. Le resultat est indetermine. 
Le remede a ce probleme est fort simple : II faut autant d'espaces memoire que 
de processeurs. Ainsi, les conflits sont evites car chaque processeur travaille avec son 
propre espace memoire. Chacun calcule des matrices elementaires et les assemblent 
aux bons endroits dans la matrice globale. Aucun processeur ne fait reference au 
meme degre de liberte en meme temps lors de cet assemblage. La matrice globale est 
done assemblee correctement et prete a etre resolue. L'execution parallele telle 
qu'instauree lors de ce memoire se termine ici. La matrice globale est ensuite 
factorisee et resolue par le solveur PARDISO, qui a deja ete introduit et qui est lui 
aussi executee en parallele. Nous n'entrons pas dans les details de cette execution 
particuliere. 
Essais sur la version parallele du programme d'elements finis 
La geometrie qui sera utilisee pour tester la version parallele du programme 
d'elements finis est celle de la carotide. Ce modele numerique 3D provient de mesures 
IRM sur un patient qui ont ete realisees par Marc Thiriet de 1'INRIA. La figure 8.2 
presente la geometrie de la carotide. La sortie interne envoie le sang au cerveau alors 
que les sorties externes irriguent le visage. 
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Tableau 8.1 : Informations sur les deux maillages de la carotide 
Sortie interne 
(ICA ou IC) 
Sorties externes 
(EGA ou EC) 
Entree, artere 
commune (CCA) 
Figure 8.2 : Image de la geometrie de la carotide telle qu'obtenue par IRM 
Avec les equations de Navier-Stokes incompressibles en 3D, nous avons quatre 
variables, soit u, v et w pour le vecteur vitesse et p pour la pression. Le nombre de 
degres de liberte est quatre fois le nombre de noeuds. Le nombre d'inconnus indique 
les degres de liberte qui sont a determiner, i.e. qui ne sont pas donnes par une 
condition de Dirichlet. A noter que le maillage M2 conduit a une matrice considerable 
et cette matrice ne peut s'exprimer qu'en format compresse, c'est-a-dire qu'on ne 
conserve en memoire que les coefficients de la matrice qui sont non-nuls. 
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Les equations modeles introduites dans le programme sont celles de Navier-
Stokes adimensionnelles, equations (7.10) et (7.15). La discretisation par elements 
finis (Pl/Pl stabilise) conduit a l'equation mixte (7.25). On impose une condition 
d'adherence a la paroi, u = 0. A l'entree de la carotide, on impose un profil de vitesse 
u = Uprv(x,y,z) tire de mesures experimentales, mesures qui ont ete prises a l'Ecole 
Polytechnique de Montreal au laboratoire de PIV (Velocimetrie par Images de 
Particules). Pour plus de details sur les mesures PIV, voir le memoire de Verdier 
(2007). 
Resultats des essais 
La variable d'interet lors de cette simulation, hormis que cette derniere doit 
donner une representation juste de la mecanique des fluides impliquee dans la 
geometrie, est le temps d'execution du programme, de son lancement a son arret. Les 
essais sont realises sur le Regatta mentionne au chapitre 6 de ce memoire. Les 
resultats sont donnes au tableau 8.2. 
Le programme sequentiel initial ne Test pas totalement, puisqu'avant meme de 
debuter ce memoire, le solveur PARDISO etait deja implements dans le programme et 
done une partie s'executait deja en parallele. Afin de comparer les anciennes 
performances, les temps d'execution pour les configurations mentionnees a la 
deuxieme colonne du tableau 8.2 ont ete mesures. La ligne indiquee par « Sequentiel 
Solveur 1 CPU » represente le programme execute totalement en sequentiel, solveur 
compris. Les temps sont indiques en secondes et ce sont les temps reels d'execution 
(ce qu'on appelle le « wall clock time »), et non le temps ou un CPU etait utilise 








Solveur 1 CPU 
Sequentiel 
Solveur 2 CPU 
Sequentiel 
Solveur 4 CPU 
Sequentiel 
Solveur 8 CPU 
Sequentiel 
Solveur 16 CPU 
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* Ce gain de vitesse est par rapport au temps sequentiel avec le solveur a 1 CPU. 
** Ce gain de vitesse est par rapport au temps sequentiel avec le solveur a 16 CPU. 
Tableau 8.2 : Resultats des essais realises sur le Regatta 
Le gain de vitesse (Wilkinson & Allen, 2005) a la quatrieme colonne se calcule 
aisement par: 
S(p) = ̂  (8.4) 
*p 
ou p est le nombre de processeur, ts est le temps d'execution sequentiel avec le 
solveur sequentiel egalement et tp est le temps d'execution parallele, qui est fonction 
de p. Le tableau 8.2 donne egalement le gain de vitesse par rapport au temps 
d'execution sequentiel, mais avec le solveur parallele (16 CPU). On retrouve alors ces 
gains de vitesse a la sixieme colonne. Un tiret indique une information vide de sens. 
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L'efficacite est simplement le ratio du gain de vitesse au nombre de processeurs, 
p, et est donne en pourcentage. Clairement, pour un programme qualifie de 
parallelement embarrassant, c'est-a-dire que la totalite du programme roule en 
parallele et qu'aucune instruction donnee a un processeur ne depend de l'execution 
d'instructions de d'autres processeurs, alors le gain de vitesse est lineaire et egal a p. 
Autrement dit, tp = ts / p, done S = p. On obtient ainsi une efficacite de 100 %. Ce cas 
reste une exception. 
Pour le maillage Ml, on voit selon les resultats du tableau 8.2 que la seule 
implication du parallelisme au niveau du solveur PARDISO ne represente pas un gain 
important par rapport a l'execution entiere du programme. En effet, le programme 
sequentiel, mais utilisant PARDISO a 16 CPU possede une efficacite de 7 % seulement. 
II ne serait pas tres efficace d'en rester la en termes de traitement parallele. Lorsque le 
maillage est partitionne en sous-domaine (ce qui introduit des instructions 
supplementaires dans le programme pour utiliser la librairie METIS) et que la boucle 
sur les elements est traitee en parallele, alors l'efficacite sur 16 CPU passe a 51 %, une 
augmentation appreciable. Le gain de vitesse est legerement superieur a 8 a ce nombre 
de processeurs. Le passage du programme sequentiel, solveur a 16 CPU, a parallele 16 
CPU presente un gain de vitesse de 7. 
Pour le maillage M4, l'efficacite du programme sequentiel avec 16 processeurs 
pour le solveur n'a pas ete plus appreciable qu'au maillage precedent. Elle se situe 
encore a 7 %. Cela laisse croire que le solveur PARDISO ne gagne pas a resoudre des 
problemes plus gros. Par contre, lorsque le traitement parallele est applique sur la 
boucle elementaire, on atteint jusqu'a 55 % d'efficacite sur 16 processeurs. C'est 4 % 
de plus qu'au maillage Ml. Cette amelioration provient du fait que la partition jouant 
le role de frontiere entre les autres partitions devient de plus en plus negligeable en 
termes de nombre d'elements par rapport au nombre total d'elements. Cette 
amelioration tendrait a plafonner si on prenait des maillages encore plus gros. Ici, le 
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passage du programme sequentiel, solveur a 16 CPU, a parallele 16 CPU presente un 
gain de vitesse de presque 7,5. 
Calcul theorique du gain de vitesse 
Comme mentionne plus tot, rares sont les programme parallelement 
embarrassant. Dans presque tous les programmes, il y aura une fraction « f » 
d'instructions qui ne peuvent pas etre parallelisees. A ce moment, le gain de vitesse 
est determine par: 
S(p) = 
f t + ( i _ f ) y i+(P-i)f 
/ p 
(8.5) 
La relation (8.5) est connue sous le nom de loi d'Amdhal. Le cas parallelement 
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Figure 8.3 : Gain de vitesse en fonction de f, la fraction non parallelisee d'un programme 
A la limite, lorsque le nombre de processeurs disponibles devient tres grand 
(Wilkinson & Allen, 2005), on trouve : 
limS(p) = l (8.6) 
p-*~ f 
Cela veut dire qu'avec une fraction relativement faible d'instructions non 
parallelisee, par exemple 5 %, le code parallele est-restreint a un gain de vitesse 
maximal de 20, peu importe le nombre de processeurs utilises. La figure 8.3 indique le 
gain de vitesse en fonction du nombre de processeurs pour certains f. 
Sans tenter de le determiner explicitement et en se basant sur les resultats du 
tableau 8.2, on peut affirmer que la fraction non parallelisee du present code est 
d'environ 5 a 7 % (entre la courbe rouge et la verte). Cela peut sembler 
impressionnant si on remarque qu'en terme de code source, la boucle sur les elements 
ne prend pas 95 % des fichiers sources. Cependant, la boucle est executee de 
nombreuses fois car le nombre d'elements est grand. De plus, il y a beaucoup 
d'operations effectuees a chaque tour de boucle. La factorisation et le calcul de la 
solution, taches effectuees par PARDISO, semblent etre peu couteuses en comparaison 
de l'assemblage. 
En supposant que le coefficient f pour le present programme soit entre 5 et 7 %, 
le gain de vitesse maximal atteignable est entre 14 et 20. Un gain de 8 a ete atteint par 
rapport au programme sequentiel. II y a done encore place a amelioration en utilisant 
un multiprocesseur plus puissant (plus grand p) que le Regatta actuellement disponible. 
II faut cependant etre vigilant, car augmenter le nombre de processeurs augmente le 
nombre de partitions du maillage et done le nombre d'elements qui composent la 
frontiere entre les partitions augmente egalement. Ces elements frontieres sont 
calcules en mode sequentiel, ce qui augmente le facteur f et ainsi reduit le gain de 
vitesse maximal. 
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La figure 8.4 illustre la carotide avec des plans ou la vitesse en direction z est 
affichee. La direction z est la principale direction dans l'artere commune. La 
gradation de couleur varie du bleu pour la vitesse la plus basse au rouge pour la vitesse 
la plus haute. 
A noter que les conditions limites du probleme sont differentes de celles 
utilisees par Verdier (2007) qui voulait imposer un debit a la sortie de l'artere interne. 
Dans le cas present, aucune imposition n'est faite aux trois sorties de la carotide. 
L'interet de la presente simulation n'etait que de mesurer le temps d'execution et non 
une certaine precision de calcul. La figure 8.4 fait preuve d'un calcul que Ton pourra 
juger satisfaisant qualitativement. 
Figure 8.4 : Apercu de l'ecoulement dans la carotide 
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CONCL USION ET RECOMMANDA TIONS 
Les differentes etudes presentees dans ce memoire viennent valider les 
hypotheses faites lors de 1'introduction. D'une part, les methodes de Runge-Kutta 
implicites presentent une meilleure precision que les schemas d'integration en temps 
les plus utilises en pratique. D'autre part, leurs bonnes proprietes de stabilite sont tres 
avantageuses lorsque les equations a integrer sont raides. Cependant, les RKI sont tres 
couteuses en temps de calcul et en memoire. 
D'autre part, le traitement parallele permet generalement de faire un gain de 
vitesse considerable par rapport a un code sequentiel effectuant les memes taches. Les 
techniques de traitement parallele, une fois bien maitrisees, permettent de tirer toute la 
puissance des multiprocesseurs, puissance largement superieur aux plus performants 
monoprocesseurs. 
Les hypotheses etant validees, voici quelques recommandations pour guider les 
travaux futurs dans les domaines concernes par ce memoire : 
• L'implementation des RKI devra etre faite dans le programme d'elements finis 
pour tirer profit de la precision accrue, tout en reduisant le temps de calcul grace au 
traitement parallele. Les methodes RKI sont tres utiles lorsque la precision et la 
stabilite sont primordiales. 
• Je recommande 1'utilisation « intelligente » de ces methodes, c'est-a-dire qu'il faut 
les utiliser seulement lorsque l'ordre de convergence en temps doit etre eleve afin 
de ne pas alourdir le temps de calcul a chaque simulation. Lorsque la precision en 
temps n'est pas d'une necessite justifiable, il est tout de meme preferable d'utiliser 
le schema d'Euler implicite, le schema de Gear ou encore le schema du trapeze 
implicite. Le choix d'une methode d'integration en temps depend aussi de d'autres 
facteurs, comme la propension a la dispersion et a la dissipation numerique. 
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• II serait utile d'etudier plus en profondeur les equations differentielles algebriques, 
car les equations de Navier-Stokes en regime incompressible font partie de cette 
categorie. Ce memoire n'a pas su elucider tous les mysteres entourant l'efficacite 
des methodes RKI et autres methodes d'integration en temps lorsqu'il s'agit 
d'integrer des EDA. 
• Pour ce qui est du traitement parallele, le noyau du programme, soit la boucle sur 
les elements, a ete parallelisee. Cependant, d'autres taches pourront etre 
parallelisees de la meme fa9on, notamment les operations de post-traitement. 
Eventuellement, les elements frontieres a deux zones traitees par deux processeurs 
differents pourront eux aussi etre separes en zones. Ceci implique d'utiliser 
recursivement le programme METIS. Le gain a atteindre est relativement faible et il 
faut d'abord voir s'il en vaut 1'effort. D'autres procedures peuvent etre elaborees 
pour traiter les frontieres en parallele. 
• Je suggere egalement de faire une etude extensive sur la precision du programme 
parallele afin de s'assurer du bon fonctionnement. Ce memoire ne contient pas 
d'analyse detaillee de la precision lorsque le traitement parallele est utilise. 
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ANNEXE 
MODIFICATIONS SUR EF POUR CREER UNE VERSION PARALLELE 
Macro a la compilation 
Une macro a ete definie : « _OPENMP_ ». Cette macro est utilisee a plusieurs 
endroits ou il faut faire la distinction entre une compilation du code sequentiel et la 
compilation du code parallele. Parfois, on utilisera aussi certaines variables, lorsque 
disponibles, pour faire cette distinction. 
Nouvelles librairies 
Les librairies suivantes ont ete ajoutees. 
libMETIS : contient le programme METIS dont toutes les fonctions ont ete 
renommees en ajoutant « EF5_ » au debut de chacune d'elles. 
libEF_P : Une version parallelisee de libEF. 
libAXB_PARDISO_2EF_P : Une version parallelisee de libAXB PAR-
DISO 2EF. 
Les fichiers qui suivent ont ete modifies dans ces nouvelles librairies. Ainsi, tout 
l'ancien programme a ete conserve. On peut egalement compiler l'ancien programme 
(sequentiel) ou le nouveau (parallele) selon le choix du « remake » indique par « _P ». 
Modifications au code source 
EF5.C 
Si la macro _OPENMP_ a ete definie, alors on doit effectuer le coloriage du 
maillage. L'objet de type DOMAINEGEOMETRIQUE, nomme « geometrique », 
execute la methode COLORIAGE. 
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DOMAINEGEOMETRIQUE.C 
Une methode ajoutee : COLORIAGE. Cette methode passe l'execution du 
coloriage sur chacune des partitions du domaine, c'est-a-dire sur chaque sous-domaine. 
Le decoupage selon METIS se fait si approprie. Les autres methodes ne sont pas 
modifiees. 
PARTITIONGEOMETRIOUE.C 
Quelques methodes sont ajoutees, principalement USEMETIS et COLORIAGE 
pour effectuer le decoupage. La methode USEMETIS prepare les variables pour 
METIS et appelle ensuite ce programme. Les donnees de sorties de METIS sont deux 
vecteurs : l'un dormant le numero de processeur relie a chaque element et l'autre 
dormant le numero de processeur relie a chaque nceud. La methode 
CONNECTrVTTEEFFECTIVE, comme son nom l'indique, determine une connectivite 
effective d'une partition. Elle est necessaire pour le bon fonctionnement de METIS. 
Voici un exemple de connectivite effective. Sur la partition GO (qui est 
generalement le sous-domaine de plus haute dimension), les numeros de noeuds dans la 
table de connectivite sont bien numerates. Cependant, sur Gl et suivants, soit les 
sous-domaines frontieres, les numeros de noeuds dans la connectivite ne sont pas 
adequats (Tableau A.l). La methode CONNECTIVITEEFFECTIVE permet de 
transformer cette table pour que METIS produise une execution conforme (Tableau 



































Tableau A.l : Connectivite sur une Tableau A.2 : Connectivite effective pour 
frontiere du domaine METIS sur une frontiere du domaine 
La methode COLORIAGE utilise les donnees a la sortie de METIS pour separer 
les elements sur les processeurs. La figure A.l ci-dessous est une bonne indication de 
l'execution de cette methode. A la fin de cette methode, la partition contient deux 
attributsde type DECOUPAGEGEOMETRIQUE : un vecteur d'objets nomme 
« decoupage » et un objet seul nomme « frontiere ». 
DECOUPAGEGEOMETRIOUE.C 
Les deux objets mentionnes ci-haut sont d'un type qui n'etait pas implemente 
avant dans EF. Cette classe est calquee sur la classe PARTITIONGEOMETRIQUE. 
Elle contient des attributs definissant quels elements est dedie a quel processeur. La 
table de connectivite complete reste dans la partition, mais chaque objet du vecteur 
« decoupage » possede sa propre table de connectivite definissant les elements relies a 
sa zone. Cette table indique quel element de la partition est reference par quel element 
du decoupage. Sur la figure A.l, on voit que les elements en bleus appartiennent au 
processeur 1 et ceux en jaunes, au processeur 2. Les elements en roses decrivent la 
frontiere entre les deux zones. 
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Figure A.l : Decoupage typique des elements apres le decoupage en zones 
TOPOLOGIEELEMENT.C 
Le fichier contenant la topologie des elements a ete legerement modifie. La 
structure de donnees contenant les parametres des differents elements disponibles dans 
EF a recus un parametre de plus. Ce parametre, appele «indiceMetis » (de type EFint) 
permet d'indiquer le type d'elements a METIS parmi les choix suivants : triangles (1), 
tetraedres (2), prismes (3) et carres (4) (Karypis & Kumar, 1998). Si un element dans 
EF n'est pas de ce type, alors indiceMetis vaut 0 pour ce type inconnu de METIS. Une 
nouvelle methode, INDICEMETIS, permet de retourner «indiceMetis» pour 
l'element concerne. 
PROBLEME.C 
C'est le fichier central ou le calcul est effectue en parallele. Si la macro 
_OPENMP_ est definie, alors on doit lire plusieurs fois le fichier PDE afin de 
construire un systeme d'equations pour chaque processeur. Si on execute en 
sequentiel, le systeme comporte M equations ou M est specifie dans le fichier PDE. Si 
on execute en parallele avec N processeurs, alors le systeme comporte M*N equations. 
A chaque lecture du fichier PDE, M equations et done M espaces de travail sont crees 
pour les differents processeurs. Ces espaces de travail sont necessaires pour avoir un 
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vecteur d'adressage par processeur, entre autres. Ceci entraine une duplication de 
certaines informations, mais le cout memoire relie est faible. Faire autrement aurait 
necessite plus de travail de programmation pour une tres petite economie de memoire. 
La methode SOMMERESIDU calcule le residu elementaire. On y retrouve la 
directive « pragma » suivante : 
#pragma omp parallel for firstprivate(decoupage, Nelm) if(nb_zones > 
1) 
Afin de comprendre le standard OpenMP (OpenMP Architecture Review Board, 
2005), voici la signification des differents elements : 
#pragma 
En C/C++, on utilise le pragma pour signaler une directive a la compilation, 
tout comme un « define ». 
omp 
Le pragma omp indique au compilateur qu'il s'agit d'une directive relie a la 
programmation en memoire partagee (dont le standard OpenMP). 
parallel for 
La directive est de faire une boucle for en parallele. 
firstprivate(decoupage, Nelm) 
Tout ce qui suit le « for » est une clause. La clause firstprivate designe la liste 
de variables, dans ce cas « decoupage » et « Nelm », a etre dupliquees pour 
chacun des threads avec une valeur initiale donnee avant la directive pragma. 
if(nb_zones > 1) 
Si la condition n'est pas respectee, la directive au complet n'a pas lieue. Ici, 
« nbzones » est le nombre de zones de decoupage du sous-domaine (de la 
partition). 
Ainsi, la boucle est faite en parallele si plus d'un processeur est present. Chaque 
processeur possede sa propre valeur de « decoupage » et de « Nelm », chacune des 
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deux initialisee a une certaine valeur commune (NULL et 0 respectivement). Chaque 
processeur execute son iteration de la boucle. Ainsi, chacun d'eux recuperent leur 
nombre d'elements (Nelm) et leur connectivite respective (decoupage). Le compteur 
de la boucle est implicitement prive a chacun des processeurs. Puisque chaque 
processeur a une structure de donnees qui pointe sur une partie unique du maillage, 
aucun conflit ne survient. 
Pour faciliter la lecture du code, deux methodes privees ont ete ajoutees : 
BOUCLEELEMLOCAL et BOUCLEELEM GLOBAL. Ces methodes, comme 
leurs noms l'indiquent, execute la boucle sur les elements, avec un adressage et un 
calcul de residu. Le cas LOCAL est le cas standard et le cas GLOBAL est utilise 
lorsque le calcul du residu requiert une integrate sur toute la partition pour chacun des 
elements 
MATRICE PARDISO.C 
Ce fichier est complementaire au fichier PROBLEME.C, car il contient les 
informations specifiques a la matrice du solveur PARDISO (Schenk & Gartner, 2004, 
2006). Les modifications a la methode SOMME sont tres semblables aux 
modifications faites sur SOMMERESIDU dans PROBLEME.C. 
