Abstract-This paper proposes a computational platform for simulations of visible light communication (VLC) systems. Special emphasis is placed on the modeling of light-emitting diode and its nonlinear aspects, optical channel, and photodiode. In addition, the equalization performance of VLC systems is assessed using adaptive filters, such as Volterra decision-feedback equalizer. Bit error rate results indicate that adaptive nonlinear techniques outperform linear-in-parameter approaches when it comes to coping with VLC nonlinearities.
error rate (BER) for an on-off keying (OOK) under a given bit rate and signal-to-noise ratio (SNR), or to compare the performance of two different modulation schemes, among other possible uses. The platform uses some models from the literature for the main components (Section II) of a VLC system, namely, LED, optical channel, and photodiode. First, a model for the LED frequency response is employed, following the proposal in [7] . Then, a model that relates the LED nonlinear I-V curve is used [8] , followed by a modeling of the inherent nonlinear effect of the electrical-to-optical conversion, which is based on a study conducted in [9] . The proposed simulator also considers an optical channel and noise model based on [10] . A simple scheme for the receiving photodiode is considered, treating it as a simple gain. It is worth mentioning this work employs the parameters of a specific commercial LED, such as maximum electrical power, I-V curve, but the user can change them easily (Section III).
Another contribution of this paper is the evaluation of some adaptive equalization techniques in the VLC context using the proposed simulator. The performance of linear-in-parameter and Volterra-based nonlinear structures are assessed for both forward and decision-feedback equalizers (Section IV).
II. VLC SYSTEM OVERVIEW The work principle of a VLC system is quite simple. The data to be transmitted is mapped into an electrical signal, which is converted to light using an LED. This light signal propagates through the air (free space) until it reaches the receiver where it is transformed over again into an electrical signal using a receiver sensor. This process resembles what occurs in radiofrequency (RF) communications, except for the electrical conversion to light at the transmitter and the inverse process at the receiver. Nevertheless, in the RF framework the amplitude of the received electrical signal is usually a linear function of the electrical field, instead of nonlinear as in the VLC case [10] . VLC schemes employ intensity modulation (IM), where the data to be transmitted is modulated varying the luminous intensity of the emitted light [10] . At the receiver, the fluctuations in the light luminosity are converted into a proportional current level by the photodiode. This process is the so-called direct detection (DD) [10] .
In order to clarify the entire process of sending and receiving data through a VLC system, consider the following mathematical modeling: let a baseband discrete-time signal s[n] represent a data signal mapped from a given modulation scheme (OOK, PAM, PPM, etc). Before passing through the LED, s[n] must be converted into either current or voltage, depending on the LED driving circuit. This paper considers a voltage-based driving circuit, so that the LED input signal is
where 
MI = ∆V
If MI and V DC values are predefined parameters, then by using (1) and (2) one can write an expression for α as
Once the LED input signal model was presented, the computational process to convert V in [n] into a corresponding current level is modeled by the I-V LED curve, as will be better explained in Section III. The product of V in [n] and its corresponding current is then translated into a certain level of luminous intensity signal, I[n], according to the LED luminous efficacy. After that, I[n] is convolved with a linear time-invariant filter h[n], which emulates the light signal propagation through the air (optical channel [10] ), and then is converted to a corresponding current level r[n] corrupted by a zero-mean white Gaussian noise g[n] at the receiver [12] . The resulting received signal is described by
where * represents a linear convolution operation, A ∈ R + is the photodiode (PD) detection area, and R{·} denotes the PD responsivity [A/W]. A simplified block diagram of a VLC system is shown in Fig. 1 . Next section describes some computational models for LED, optical channel, and receiver that will be incorporated in the computational platform. III. VLC SIMULATOR MODELING In this section, some intrinsic effects induced by the VLC components, such as LED frequency response in the case of the transmitter, DC gain in the case of the channel, and wavelength responsivity of the photodiode, are modeled.
A. LED Model
The LED is usually the component that generates the most severe distortion effects on a VLC system. For instance, the LED very limited bandwidth, the nonlinear relation between the voltage applied to the LED and the corresponding output current, and the nonlinear conversion of instantaneous electrical power to instantaneous luminous intensity are issues that will be modeled in this paper. To do that, a low cost white LED, whose datasheet can be found in [13] , is considered.
1) Frequency-Response Model:
Low cost white LEDs feature low-pass frequency response, where the 3-dB bandwidth is usually around 2 MHz [14] . The frequency-response model adopted in this paper is the one proposed in [7] , where the authors performed an experiment to measure the frequency response F (ω) of a commercial white LED, approximated as:
where ω 1 = 2π · 3.26, ω 2 = 2π · 10.86, and ω c = 2π Mrad/s. In order to employ this frequency response model in a digital environment, F (ω) should be truncated and sampled at a rate ω s , generating the discrete-time model F s (e jω ). This work assumes that s[n] denotes a pre-filtered data signal, as in [15] .
It is worth mentioning that, even though the LED used in [7] is different from the one employed in this paper, the frequency response modeled by (5) will be used here; nonetheless, the proposed computational platform encapsulates this part so that the user can easily change it.
2) I-V Curve Model: After defining the LED input signal and its frequency response, it is necessary to model the behavior of the LED current as a function of the input voltage [8] :
where I s ∈ R + represents the saturation current, n LED ∈ R + is the LED ideality factor, and V T denotes the thermal voltage. The LED current grows exponentially with voltage; however, there is a region where current varies approximately linearly with voltage, thus suggesting that the operational point (V DC ) should be set within this region. The resulting instantaneous electrical power is
which now must be converted into optical power. As will be shown, this conversion may be nonlinear, depending on the level of the instantaneous electrical power.
3) Electrical-to-Optical Conversion Model: In the linear region of the I-V curve, the luminous intensity is proportional to the electrical power, i.e., I[n] = P electrical [n]· η, where η ∈ R + is an electrical-to-optical conversion factor. Nevertheless, there is a certain level of electrical power where the luminous intensity saturates, i.e., part of the electrical power is dissipated as heat. This effect can be modeled as [9] :
where k ∈ R + is a knee factor that adjusts the smoothness of the luminous intensity saturation, and I max ∈ R + is the maximum luminous intensity emitted by the LED. Fig. 2 illustrates the conversion using (8) for different values of k.
Note that the nonlinear effect imposed by the electrical-tooptical conversion is directly connected to MI in (2) . Indeed, when MI increases, the maximum allowed value for the LED input signal also increases, leading to a higher degree of nonlinearity imposed by the I-V curve, and possibly, causing saturation in the LED's electrical-to-optical conversion. After modeling the main effects imposed by an LED when it is working as a VLC transmitter, the next step is to consider an optical channel model from the literature and incorporate it to the computational platform developed in this paper.
B. Optical Channel Model
In [16] the authors proposed a model for wireless infrared channel that is also suitable for VLC systems:
where H(0) denotes the DC gain, a = 12 11/13 D, with D denoting the root mean square (RMS) delay spread of the channel, and u(t) denotes the unit step function. In an optical channel, D is usually in the order of nanoseconds. Therefore, if a VLC system is working in a bit rate remarkably lower than a few Gbps, (9) can be approximated by a Dirac impulse, giving rise to channel without intersymbol interference (ISI). As this work considers bit rates in the order of Mbps,
The model employed in this work for H(0) considers that the angular distribution of radiant output power of the LED can be modeled with a generalized Lambert law [17] . In addition, it is assumed that the optical channel features a line-of-sight (LOS), i.e., the direct path between transmitter and receiver is not obstructed. Based on those assumptions, one has
where FOV denotes the photodiode field of view, and m = − ln 2/ ln(cosΦ 1/2 ), with Φ 1/2 being the LED's halfpower angle. As for φ and θ, consider Fig. 3 , in which the vectors r T , r R ∈ R 3×1 respectively denote the LED and photodiode positions, andn T ,n R ∈ R 3×1 represent the normal vectors to their surfaces. Then, φ is the angle betweenn T and (r R − r T ), while θ is the angle betweenn R and (r R − r T ).
It is important to highlight that, as in the RF case, the optical channel is also corrupted by an additive noise, which is modeled at the receiver as zero mean white Gaussian [12] .
C. Receiver Model
The receiver model employed in this paper is represented only by a gain R, which is the photodiode conversion factor. Indeed, it was considered that the photodiode exhibits a flat response over the entire visible spectrum. This was assumed for the sake of simplicity and does not affect the generality of this work. It is worth mentioning that the bandwidth of a photodiode is often much greater than the LED's.
IV. TRANSCEIVER EQUALIZATION
This section describes some equalization techniques, focusing on adaptive filtering methods to equalize the received signal provided by the VLC simulator.
VLC systems suffer from inherent nonlinear effects, mostly imposed by the LED. Besides, LEDs also introduce some ISI due to their memory. Moreover, the VLC channel may be shadowed, i.e., the transmitted luminous intensity may be severely attenuated by an obstacle. Therefore, adaptive nonlinear techniques are more capable to cope with these issues and should yield better results than linear equalizers with fixed taps.
A. Adaptive Linear-in-Parameter Forward Equalization
In an adaptive filtering context, the equalization technique consists of minimizing some function of the error between the training sequence and the equalizer outputs. The filter's input signal vector and weights are given as
where N + 1 is the adaptive filter length. It is important to emphasize that the samples of input signal vector x[n] are zero-mean normalized versions of the signal r[n] (see Fig. 1 ). This pre-processing must be performed to adjust r[n] to the receiver dynamic range of operation.
Considering the error equation as
represents the desired signal (training sequence), the adaptive filter coefficients may be updated according to the normalized least-mean-square (NLMS) algorithm [18] :
where µ ∈ [0, 1] is the step-size parameter and δ ∈ R + is a regularization factor.
B. Adaptive Volterra Forward Equalization
The Volterra filter is a versatile type of nonlinear structure. Practical systems that perform nonlinear operations on the inputs to produce outputs can be modeled via Taylor series. The truncation of a Taylor series expansion can approximate the nonlinear system behavior as a function of weighted combinations of products of the input samples [18] , [19] , describing a large class of nonlinear systems [19] .
In the adaptive Volterra filtering scheme, the output should follow a Volterra series [18] , generating the expanded vectors x[n] and w[n], increasing the filter length to (N + 1) + (N + 1) 2 . These vectors are represented here using the second-order Volterra series, as follows:
. . .
It is worth highlighting that the Volterra kernel has redundant terms, e.g.,
. These redundancies will be disregarded on both x[n] and w[n] vectors so as to reduce the filter length to (N + 1) +
, thus decreasing the computational burden. In addition, the authors in [11] show that a second-order Volterra kernel is able to cope with the VLC nonlinearities, justifying why this paper considers only linear and quadratic terms of the Volterra series.
The process of training the adaptive Volterra filter is the same as in the linear-in-parameter case, except for some mild modifications. In (13), the vectors x[n] and w[n] should be replaced by x[n] and w[n], respectively.
C. Adaptive Decision-Feedback Equalization
The basic idea behind DFE is to use past symbols to improve the detection performance of the present symbol [20] . DFE consists in a feedforward filter (FF), a feedback filter (FB), and a decision device that introduces a nonlinearity in the equalization process, as illustrated in Fig. 4 . The FF and FB filters can be linear-in-parameter or nonlinear filters (e.g. Volterra). The input signal vector and the weights for the FF and the FB filters are
where L FF and L FB represent the length of the feedforward and feedback filters, respectively. Then, the DFE output is
V. PERFORMANCE EVALUATION This section assesses the performance of the techniques described in Subsection IV-A (linear-in-parameter forward equalization), Subsection IV-B (Volterra forward equalization), and Subsection IV-C (linear-in-parameter DFE and Volterra DFE) using the data obtained from the proposed computational platform. The methodology consists in: training the adaptive filters, describing the resulting mean squared error (MSE), and using filters obtained after convergence in the equalization process, presenting their respective bit error rates (BERs).
A. Simulation Procedures
The simulations to train the adaptive filters used 1000 independent runs, step-size µ = 0.8, an SNR of 30 dB, and a 4-PAM symbol constellation with a bandwidth of 1 MHz. The SNR computation disregards the DC component used to ensure the transmitted signals are nonnegative and to set the LED to its operational point. It was considered a distance between LED and photodiode of 10 cm, which were treated as perfectly aligned, leading to φ = θ = 0
• . The LED has half-power angle of Φ 1/2 = 15
• . The photodiode's responsivity, detection area, and FOV were set as R = 0.5, A = 1 cm 2 , and FOV = 25
• , respectively. The knee-factor in (8) was k = 2, inducing a high degree of nonlinearity in the electrical-to-optical conversion. The DC bias in the simulations was 3.25 V, chosen so as to place the operational point around the middle of the linear part of the aforementioned LED I-V curve.
The parameter N = 11 led to a total length of 12 for the linear-in-parameter filters, and 12 2 +12 2 + 12 = 90 for Volterra filters. In the case of DFE and Volterra DFE, FF and FB filter lengths were L FF = 12 and L FB = 12. Due to the Volterra kernel, the FF section length of DFE Volterra is also increased to 90. Those parameters were chosen following [11] . For BER simulations, 40000 symbols were transmitted and 1000 Monte Carlo runs were performed.
B. Simulation Results
Fig . 5 shows the learning curve of the equalization techniques presented in this paper. One can note in Fig. 5b and Fig. 5d that the nonlinear equalizers achieved the smallest MSEs, especially the Volterra DFE. Nonetheless, the speed of convergence of Volterra-based filters is much slower than the linear-in-parameter filters due to the difference of lengths. In addition, as the modulation index increases, a higher degree of nonlinearity is imposed on the system, either by the larger signal excursion in I-V curve, or by the LED electrical-tooptical conversion, thus increasing MSE. VI. CONCLUSIONS This paper proposed a practical computational platform for VLC. It described the models for LED, such as frequencyresponse and electrical-to-optical conversion, and some key aspects of the optical channel and photodiode models. Adaptive techniques were evaluated under the task of equalizing the data signal provided by the simulator, indicating that Volterrabased equalization schemes are better than linear-in-parameter techniques, particularly when the nonlinearity level imposed by the VLC system is high. As future works, the computational platform will be tailored to employ models for non-line-ofsight optical channels, as well as a larger number of LEDs and photodiodes, allowing the simulation of MIMO systems. The codes of the proposed computational platform can be found in [21] .
