Predictive Uncertainty Estimation via Prior Networks by Malinin, Andrey & Gales, Mark
Predictive Uncertainty Estimation via Prior Networks
Andrey Malinin
Department of Engineering
University of Cambridge
am969@cam.ac.uk
Mark Gales
Department of Engineering
University of Cambridge
mjfg@eng.cam.ac.uk
Abstract
Estimating how uncertain an AI system is in its predictions is important to improve
the safety of such systems. Uncertainty in predictive can result from uncertainty in
model parameters, irreducible data uncertainty and uncertainty due to distributional
mismatch between the test and training data distributions. Different actions might
be taken depending on the source of the uncertainty so it is important to be able to
distinguish between them. Recently, baseline tasks and metrics have been defined
and several practical methods to estimate uncertainty developed. These methods,
however, attempt to model uncertainty due to distributional mismatch either im-
plicitly through model uncertainty or as data uncertainty. This work proposes a
new framework for modeling predictive uncertainty called Prior Networks (PNs)
which explicitly models distributional uncertainty. PNs do this by parameterizing a
prior distribution over predictive distributions. This work focuses on uncertainty
for classification and evaluates PNs on the tasks of identifying out-of-distribution
(OOD) samples and detecting misclassification on the MNIST dataset, where they
are found to outperform previous methods. Experiments on synthetic and MNIST
data show that unlike previous non-Bayesian methods PNs are able to distinguish
between data and distributional uncertainty.
1 Introduction
Neural Networks (NNs) have become the dominant approach to addressing computer vision (CV) [1,
2, 3], natural language processing (NLP) [4, 5, 6], speech recognition (ASR) [7, 8] and bio-informatics
(BI) [9, 10] tasks. Despite impressive, and ever improving, supervised learning performance, NNs
tend to make over-confident predictions [11] and until recently have been unable to provide measures
of uncertainty in their predictions. Estimating uncertainty in a model’s predictions is important, as
it enables, for example, the safety of an AI system [12] to be increased by acting on the model’s
prediction in an informed manner. This is crucial to applications where the cost of an error is high,
such as in autonomous vehicle control and medical, financial and legal fields.
Recently notable progress has been made on predictive uncertainty for Deep Learning through
the definition of baselines, tasks and metrics [13] and the development of practical methods for
estimating uncertainty. One class of approaches stems from Bayesian Neural Networks [14, 15, 16,
17]. Traditionally, these approaches have been computationally more demanding and conceptually
more complicated than non-Bayesian NNs. Crucially, their performance depends on the form
of approximation made due to computational constraints and the nature of the prior distribution
over parameters. A recent development has been the technique of Monte-Carlo Dropout [18],
which estimates predictive uncertainty using an ensemble of multiple stochastic forward passes and
computing the mean and spread of the ensemble. This technique has been successfully applied to
tasks in computer vision [19, 20]. A number of non-Bayesian ensemble approaches have also been
proposed. One approach based on explicitly training an ensemble of DNNs, called Deep Ensembles
[11], yields competitive uncertainty estimates to MC dropout. Another class of approaches, developed
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for both regression [21] and classification [22], involves explicitly training a model in a multi-task
fashion to minimize its Kullback-Leibler (KL) divergence to both a sharp in-domain predictive
posterior and a flat out-of-domain predictive posterior, where the out-of-domain inputs are sampled
either from a synthetic noise distribution or a different dataset during training. These methods
are explicitly trained to detect out-of-distribution inputs and have the advantage of being more
computationally efficient at test time.
The primary issue with these approaches is that they conflate different aspects of predictive uncertainty,
which results from three separate factors - model uncertainty, data uncertainty and distributional
uncertainty. Model uncertainty, or epistemic uncertainty [23], measures the uncertainty in estimating
the model parameters given the training data - this measures how well the model is matched to the
data. Model uncertainty is reducible1 as the size of training data increases. Data uncertainty, or
aleatoric uncertainty [23], is irreducible uncertainty which arises from the natural complexity of the
data, such as class overlap, label noise, homoscedastic and heteroscedastic noise. Data uncertainty
can be considered a ’known-unknown’ - the model understands (knows) the data and can confidently
state whether a given input is difficult to classify (an unknown). Distributional uncertainty arises due
to mismatch between the training and test distributions (also called dataset shift [24]) - a situation
which often arises for real world problems. Distributional uncertainty is an ’unknown-unknown’
- the model is unfamiliar with the test data and thus cannot confidently make predictions. The
approaches discussed above either conflate distributional uncertainty with data (aleatoric) uncertainty
or implicitly model distributional uncertainty through model (epistemic) uncertainty, as in Bayesian
approaches. The ability to separately model the 3 types of predictive uncertainty is important, as
different actions can be taken by the model depending on the source of uncertainty. For example, in
active learning tasks detection of distributional uncertainty would indicate the need to collect training
data from this distribution. This work addresses the explicit prediction of each of the three types of
predictive uncertainty by extending the work done in [21, 22] while taking inspiration from Bayesian
approaches.
Summary of Contributions. This work describes the limitations of previous methods of obtaining
uncertainty estimates and proposes a new framework for modeling predictive uncertainty, called Prior
Networks (PNs), which allows distributional uncertainty to be treated as distinct from both data and
model uncertainty. This work focuses on the application of PNs to classification tasks. Additionally,
this work presents a discussion of a range of uncertainty metrics in the context of each source of
uncertainty. Experiments on synthetic and real data show that unlike previous non-Bayesian methods
PNs are able to distinguish between data and distributional uncertainty. Finally, PNs are evaluated on
the tasks of identifying out-of-distribution (OOD) samples and detecting misclassification outlined in
[13], where they outperform previous methods on the MNIST dataset.
2 Current Approaches to Uncertainty Estimation
This section describes current approaches to predictive uncertainty estimation. Consider a distribution
p(x, y) over input features x and labels y. For image classification x corresponds to images
and y object labels. In a Bayesian framework the predictive uncertainty of a classification model
P(ωc|x∗,D) 2 trained on a finite dataset D = {xj , yj}Nj=1 ∼ p(x, y) will result from data (aleatoric)
and model (epistemic) uncertainty. A model’s estimates of data uncertainty are described by the
posterior distribution over class labels and model uncertainty is described by the posterior distribution
over the parameters given the data (eq. 1).
P(ωc|x∗,D) =
∫
P(ωc|x∗,θ)︸ ︷︷ ︸
Data
p(θ|D)︸ ︷︷ ︸
Model
dθ (1)
Here, uncertainty in the model parameters induces a distribution over distributions P(ωc|x,θ). The
expected distribution P(ωc|x∗,D) is obtained by marginalizing out the parameters θ. The integral
in eq. 1 is intractable for neural networks and is typically approximated via sampling (eq. 2), using
approaches like Monte-Carlo dropout [18], Langevin Dynamics [25] or explicit ensembling [11].
1Up to identifiability limits. In the limit of infinite data p(θ|D) yields equivalent parameterizations.
2Using the standard shorthand for P(y = ωc|x∗,D).
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Thus,
P(ωc|x∗,D) ≈ 1
M
M∑
i=1
P(ωc|x∗,θ(i)), θ(i) ∼ p(θ|D) (2)
Each P(ωc|x∗,θ(i)) in an ensemble obtained via eq. 2 is a categorical distribution µ over class labels
y conditioned on the input x∗, and can be visualized as a point on a simplex.
µ =
[
µ1, · · · , µK
]T
=
[
P(y = ω1), · · · , P(y = ωK)
]T
(3)
For the same x∗ this ensemble is a collection of points on a simplex (fig. 1a), which can be seen as
samples of categorical distributions from an implicit conditional distribution over a simplex (fig. 1b)
induced via the posterior over model parameters.
(a) Ensemble (b) Distribution
Figure 1: Distributions on a Simplex
By selecting an appropriate approximate inference scheme and model prior p(θ) Bayesian approaches
aim to craft a model posterior p(θ|D) such that different instantiations of the parameters θ(i) yield
increasingly varied decision boundaries in P(ωc|x∗,θ(i)) the further away x∗ is from the region
of training data. Thus, these approaches aim to craft an implicit conditional distribution over a
simplex (fig. 1b) with the attributes that it is sharp at the corners of a simplex for inputs similar to
the training data and flat over the simplex for out-of-distribution inputs. Given an ensemble from
such a distribution, the entropy of the expected distribution P(ωc|x∗,D) will indicate uncertainty in
predictions. It is not possible, however, to determine from the entropy whether this uncertainty is due
to a high degree of data uncertainty, or whether the input is far from the region of training data.
Measures of spread of the ensemble, such as Mutual Information, assess uncertainty in predictions
due to model uncertainty. This does allow sources of uncertainty to be determined. In practice,
however, for deep, distributed black-box models with tens of millions of parameters, such as DNNs,
it is difficult to select an appropriate model prior and approximate inference scheme to craft a model
posterior which induces an implicit distribution with the desired properties. This makes it is hard to
guarantee the desired properties of the induced distribution for current state-of-the-art Deep Learning
approaches. Furthermore, creating an ensemble can be computationally expensive.
An alternative, non-Bayesian class of approaches derives measures of uncertainty via the predictive
posteriors of regression [21] and classification [13, 22, 26] DNNs. Here, DNNs are explicitly trained
[22, 21] to yield high entropy posterior distributions for out-of-distribution inputs. These approaches
are easy to train and inference is computationally cheap. However, a high entropy posterior over
classes could indicate uncertainty in the prediction due to either an in-distribution input in a region
of class overlap or an out-of-distribution input far from the training data. Thus, it is not possible to
robustly determine the source of uncertainty using these approaches. Further discussion of uncertainty
measures can be found in section 4.
3 Prior Networks
Having described existing approaches, an alternative approach to modeling predictive uncertainty,
called Prior Networks, is proposed in this section. As previously described, Bayesian approaches aim
to construct an implicit conditional distribution over distributions on a simplex (fig 1b) with certain
desirable attributes by appropriate selection of model prior and approximate inference method. In
practice this is a difficult task and an open research problem.
This work proposes to instead explicitly parametrize a distribution over distributions on a simplex,
p(µ|x∗,θ), using a DNN referred to as a Prior Network and train it to behave like the implicit
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distribution in the Bayesian approach. Specifically, when it is confident in its prediction a Prior
Network should yield a sharp distribution centered on one of the corners of the simplex. For an
input in a region with high degrees of noise or class overlap (data uncertainty) a Prior Network
should yield a sharp distribution focused on the center of the simplex, which corresponds to being
confident in predicting a flat categorical distribution over class labels (known-unknown). Finally,
for ’out-of-distribution’ inputs the Prior Network should yield a flat distribution over the simplex,
indicating large uncertainty in the mapping x 7→ y (unknown-unknown).
In the Bayesian framework distributional uncertainty, or uncertainty due to mismatch between the
distributions of test and training data, is considered a part of model uncertainty. In this work it will be
considered to be a source of uncertainty separate from data or model uncertainty. Prior Networks
will be explicitly constructed to capture data and distributional uncertainty. In Prior Networks data
uncertainty is described by the point-estimate categorical distribution µ and distributional uncertainty
is described by the distribution over predictive categoricals p(µ|x∗,θ). The parameters θ of the
Prior Network must encapsulate knowledge both about the in-domain distribution and the decision
boundary which separates the in-domain region from everything else. Construction of a Prior Network
is discussed in sections 3.1 and 3.2. Before this it is necessary to discuss its theoretical properties.
Consider modifying eq. 1 by introducing the term p(µ|x∗,θ) as follows:
P(ωc|x∗,D) =
∫ ∫
p(ωc|µ)︸ ︷︷ ︸
Data
p(µ|x∗,θ)︸ ︷︷ ︸
Distributional
p(θ|D)︸ ︷︷ ︸
Model
dµdθ (4)
In this expression data, distribution and model uncertainty are now each modeled by a separate term
within an interpretable probabilistic framework. The relationship between uncertainties is made
explicit - model uncertainty affects estimates of distributional uncertainty, which in turn affects the
estimates of data uncertainty. This is expected, as a large degree of model uncertainty will yield a
large variation in p(µ|x∗,θ), and large uncertainty in µ will lead to a large uncertainty in estimates
of data uncertainty. Thus, model uncertainty affects estimates of data and distributional uncertainties,
and distributional uncertainty affects estimates of data uncertainty. Consider marginalizing out µ in
eq. 4, thus re-obtaining eq. 1:∫ [ ∫
p(ωc|µ)p(µ|x∗,θ)dµ
]
p(θ|D)dθ =
∫
P(ωc|x∗,θ)p(θ|D)dθ (5)
Since the distribution over µ is lost in the marginalization it is unknown how sharp or flat it was
around the point estimate. If the expected categorical P(ωc|x∗,θ) is "flat" it is now unknown whether
this is due to high data or distributional uncertainty. In this situation, it will be necessary to again
rely on measures which assess the spread of an MC ensemble, like mutual information (section 4), to
establish the source of uncertainty. Thus, Prior Networks are consistent with previous approaches to
modeling uncertainty, both Bayesian and non-Bayesian - they can be viewed as an ’extra tool in the
uncertainty toolbox’ which is explicitly crafted to capture the effects of distributional mismatch in a
probabilistically interpretable way. Alternatively, consider marginalizing out θ in eq. 4 as follows:∫
p(ωc|µ)
[ ∫
p(µ|x∗,θ)p(θ|D)dθ
]
dµ =
∫
p(ωc|µ)p(µ|x∗,D)dµ (6)
This yields expected estimates of data and distributional uncertainty given model uncertainty. Eq. 6
can be seen as a modification of eq. 1 where the model is redefined as p(ωc|µ) and the distribution
over model parameters p(µ|x∗,D) is now conditional on both the training data D and the test input
x∗. This explicitly yields the distribution over the simplex which the Bayesian approach implicitly
induces. Unfortunately, like eq. 1, the marginalization in eq. 6 is generally intractable, though it can be
approximated via Bayesian MC methods. For simplicity, this work will assume that a point-estimate
(eq. 7) of the parameters will be sufficient given appropriate regularization and training data size.
p(θ|D) = δ(θ − θˆ)
p(µ|x∗;D) ≈ p(µ|x∗; θˆ)
(7)
(8)
3.1 Dirichlet Prior Networks
A Prior Network for classification parametrizes a distribution over a simplex, such as a Dirichlet
(eq. 9), Mixture of Dirichlet distributions or the Logistic-Normal distribution. In this work the
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Dirichlet distribution is chosen due to its tractable analytic properties. A Dirichlet distribution is a
prior distribution over categorical distribution, which is parameterized by its concentration parameters
α, where α0, the sum of all αc, is called the precision of the Dirichlet distribution. Higher values of
α0 lead to sharper distributions.
Dir(µ|α) = Γ(α0)∏K
c Γ(αc)
K∏
c=1
µαc−1c , αc > 0, α0 =
K∑
c
αc (9)
A Prior Network which parametrizes a Dirichlet will be referred to as a Dirichlet Prior Network
(DPN). A DPN will generate the concentration parameters α of the Dirichlet distribution.
p(µ|x∗; θˆ) = Dir(µ|α)
α = f(x∗; θˆ)
(10)
(11)
The posterior over class labels will be given by the mean of the Dirichlet:
P(ωc|x∗; θˆ) =
∫
p(ωc|µ)p(µ|x∗; θˆ)dµ = αc
α0
(12)
If an exponential output function is used for the DPN, where αc = ezc , then the expected posterior
probability of a label ωc is given by the output of the softmax (eq. 13).
P(ωc|x∗; θˆ) = e
zc(x
∗)∑K
k e
zk(x∗)
(13)
Thus, standard DNNs for classification with a softmax output function can be viewed as predicting the
expected categorical distribution under a Dirichlet prior. The mean, however, is insensitive to arbitrary
scaling of αc. Thus the precision α0, which controls the sharpness of the Dirichlet, is degenerate
under standard cross-entropy training. It is necessary to change the cost function to explicitly train a
DPN to yield a sharp or flat prior distribution around the expected categorical depending on the input
data.
3.2 Dirichlet Prior Network Training
There are potentially many ways in which a Prior Network can be trained and it is not the focus of
this work to investigate them all. This work considers one approach to training a DPN based on the
work done in [21, 22] and here. The DPN is explicitly trained in a multi-task fashion to minimize
the KL divergence (eq. 14) between the model and a sharp Dirichlet distribution focused on the
appropriate class for in-distribution data, and between the model and a flat Dirichlet distribution for
out-of-distribution data. A flat Dirichlet is chosen as the uncertain distribution in accordance with the
principle of insufficient reason [27], as all possible categorical distributions are equiprobable.
L(θ) = Epin(x)[KL[Dir(µ|αˆ)||p(µ|x;θ)]] + Epout(x)[KL[Dir(µ|α˜)||p(µ|x;θ)]] (14)
In order to train using this loss function the in-distribution targets αˆ and out-of-distribution targets α˜
must be defined. It is simple to specify a flat Dirichlet distribution by setting all α˜c = 1. However,
directly setting the in-distribution target αˆc is not convenient. Instead the concentration parameters
αˆc are re-parametrized into αˆ0, the target precision, and the means µˆc = αˆcαˆ0 . αˆ0 is a hyper-parameter
set during training and the means are simply the 1-hot targets used for classification. A further
complication is that learning sparse ’1-hot’ continuous distributions, which are effectively delta
functions, is challenging under the defined KL loss, as the error surface becomes poorly suited for
optimization. There are two solutions - first, it is possible to smooth the target means (eq. 15), which
redistributes a small amount of probability density to the other corners of the Dirichlet. Alternatively,
teacher-student training [28] can be used to specify non-sparse target means µˆ. The smoothing
approach is used in this work. Additionally, cross-entropy can be used as an auxiliary loss for
in-distribution data.
µˆc =
1 + δ(y = ωc) · (αˆ0 −K)
αˆ0
(15)
The multi-task training objective (eq. 14) requires samples of x˜ from the out-of-domain distribution
pout(x). However, the true out-of-domain distribution is unknown and samples are unavailable.
One solution is to synthetically generate points on the boundary of the in-domain region using a
generative model [21, 22]. An alternative is to use a different, real dataset as a set of samples from
the out-of-domain distribution [22].
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4 Uncertainty Measures
The previous section introduced a new framework for modeling uncertainty. This section explores a
range of measures for quantifying uncertainty given a trained DNN, DPN or Bayesian MC ensemble.
The discussion is broken down into 4 classes of measure, depending on how eq. 4 is marginalized.
Details of derivation can be found in Appendix C.
The first class derives measures of data uncertainty from the expected predictive categorical
P(ωc|x∗;D), given a full marginalization of eq. 4 which can be approximated either with a point
estimate of the parameters θˆ or a Bayesian MC ensemble. The first measure is the probability of
the predicted class (mode), or max probability (eq. 16), which is a measure of confidence in the
prediction, used in [13, 22, 26, 23, 11].
P = max
c
P(ωc|x∗;D) (16)
The second measure is the entropy (eq. 17) of the predictive distribution [23, 18, 11]. It behaves
similar to max probability, but represents the uncertainty encapsulated in the entire distribution.
H[P(y|x∗;D)] = −
K∑
c=1
P(ωc|x∗;D) ln(P(ωc|x∗;D)) (17)
The second class of measures considers marginalizing outµ in eq. 4, yielding eq. 1. Model uncertainty
is used to obtain a spread in the expected predictive categoricals. Mutual Information (MI) [23]
between the categorical label y and the parameters of the model θ assesses the spread of predictive
categoricals of an MC ensemble [18]. MI assesses uncertainty in predictions due to model uncertainty,
which implicitly also captures elements of distributional uncertainty. MI can be expressed as the
difference of the entropy of expected distribution and the expected entropy of the distribution (eq. 18).
I[y,θ|x∗,D] =H[Ep(θ|D)[P(y|x∗,θ)]]− Ep(θ|D)[H[P(y|x∗,θ)]] (18)
The third class of measures considers marginalizing out θ in eq. 4, yielding eq. 6. The first measure
is the differential entropy (eq. 19) of the DPN. This measure is maximized when all categorical
distributions are equi-probable, which occurs when the Dirichlet Distribution is flat - in other words
when there is the greatest variety of samples from the Dirichlet prior. Differential entropy is well
suited to measuring distributional uncertainty, as it can be low even if the expected categorical under
the Dirichlet prior has high entropy, and also captures elements of data uncertainty.
H[p(µ|x∗;D)] = −
∫
SK−1
p(µ|x∗;D) ln(p(µ|x∗;D))dµ (19)
Another measure of uncertainty in this class is the mutual information between y and µ (eq. 20),
which behaves in exactly the same way as MI between y and θ, but the spread is now explicitly due
to distributional uncertainty, rather than model uncertainty.
I[y,µ|x∗;D] =H[Ep(µ|x∗;D)[P(y|µ)]]− Ep(µ|x∗;D)[H[P(y|µ)]] (20)
The final class of measures uses the full eq. 4 and assesses the spread of p(µ|x∗;θ) due to model
uncertainty via the MI between µ and θ, which can be computed via Bayesian ensemble approaches.
5 Experiments
The previous sections discussed modeling different aspects of predictive uncertainty and presented
several measures of quantifying it. This section compares the proposed and previous methods in two
sets of experiments. The first experiment illustrates the advantages of a DPN over other non-Bayesian
methods [22, 26] on synthetic data and the second set of experiments evaluate DPNs on MNIST and
compares them to DNNs and ensembles generated via Monte-Carlo Dropout (MCDP) on the tasks of
misclassification detection and out-of-distribution data detection. The experimental setup is described
in Appendix A and additional experiments are described in Appendix B.
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5.1 Synthetic Experiments
A synthetic experiment was designed to illustrate the limitation of using uncertainty measures derived
from P(ωc|x∗;D) [22, 26] to detect out-of-distribution samples. A simple dataset with 3 Gaussian
distributed classes with equidistant means and tied isotropic variance σ is created. The classes are
non-overlapping when σ = 1 (fig. 2a) and overlap when σ = 4 (fig. 2d). The entropy of the true
posterior over class labels is plotted in blue in fig. 2a and 2d, which show that when the classes
are distinct the entropy is high only on the decision boundaries, but when the classes overlap the
entropy is high also within the data region. A small DPN with 1 hidden layer of 50 neurons is trained
on this data. Fig. 2b and 2c show that when classes are distinct both the entropy of the DPN’s
predictive posterior and the differential entropy of the DPN are both low in the region of data and
high elsewhere, allowing in-distribution and out-of-distribution regions to be distinguished. Fig. 2e
and 2f, however, show that when there is a large degree of class overlap the entropy is high both in
region of class overlap and far from training data, making difficult to distinguish out-of-distribution
samples and in-distribution samples at a decision boundary. In contrast, the differential entropy is
low over the whole region of training data and high outside, allowing the in-distribution region to be
clearly distinguished from the out-of-distribution region.
(a) σ = 1 (b) Entropy σ = 1 (c) Diff. Entropy σ = 1
(d) σ = 4 (e) Entropy σ = 4 (f) Diff. Entropy σ = 4
Figure 2: Synthetic Experiment
5.2 MNIST Experiments
An in-domain misclassification detection experiment and an out-of-distribution (OOD) input detection
experiment were run on the MNIST dataset [29] to assess the DPN’s ability to estimate uncertainty.
The misclassification detection experiment involves detecting whether a given prediction is incorrect
given an uncertainty metric. Misclassifications are chosen as the positive class. The Misclassification
detection experiment was run on a joint MNIST valid+test set. The out-of-distribution detection
experiment involves detecting whether an input is out-of-distribution given the uncertainty score.
Out-of-distribution samples are chosen as the positive class. The OMNIGLOT dataset [30], scaled
down to 28x28 pixels, was used as real ’OOD’ data for evaluation. 15000 samples of OMNIGLOT
data were randomly selected to form a balanced set of positive (OMNIGLOT) and negative (MNIST
valid+test) samples. The two considered baseline approaches derive uncertainty measures from either
the class posterior of a DNN [13] or an ensemble generated via MC dropout applied to the same
DNN [23, 18]. All uncertainty measures described in section 4 are explored for both tasks in order to
see which yield best performance. The performance is assessed by area under the ROC (AUROC)
and Precision-Recall (AUPR) curves in both experiments as in [13].
Table 1 shows that the DPN consistently outperforms both a DNN, and a MC dropout ensemble
(MCDP) in misclassification detection performance, although there is a negligible drop in accuracy of
the DPN as compared to a DNN or MCDP. Max probability yields the best results, closely followed
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by the entropy of the predictive distribution. This is expected, as max probability is directly related to
the predicted class, while the other metrics measure the uncertainty of the entire distribution. The
performance difference is more pronounced on AUPR, which is sensitive to mis-balanced classes.
Table 1: MNIST valid+test misclassification detection
Model AUROC AUPR % Err.Max.P Ent. M.I. D.Ent. Max.P Ent. M.I. D.Ent.
DNN 98.0 98.6 - - 26.6 25.0 - - 0.4
MCDP 97.2 97.2 96.9 - 33.0 29.0 27.8 - 0.4
DPN 99.0 98.9 98.6 92.9 43.6 39.7 30.7 25.5 0.6
Table 2 shows that a DPN consistently outperforms the baselines in OOD sample detection and is
able to perfectly classify all samples using max probability, entropy and differential entropy.
Table 2: MNIST valid+test vs OMNIGLOT out-of-distribution detection
Model AUROC AUPRMax.P Ent. M.I. D.Ent. Max.P Ent. M.I. D.Ent.
DNN 98.7 98.8 - - 98.3 98.5 - -
MCDP 99.2 99.2 99.3 - 99.0 99.1 99.3 -
DPN 100.0 100.0 99.5 100.0 100.0 100.0 97.5 100.0
MNIST is a simple task, so it is unsurprising that all considered models and measures perform well.
It is interesting to see whether differential entropy of the Dirichlet prior will be able to distinguish
in-domain and out-of-distribution data better than entropy when the classes are less distinct. To this
end zero mean isotropic Gaussian noise with a standard deviation σ = 3 noise is added to the inputs
of the DNN and DPN during both training and evaluation. Table 3 shows that in the presence of strong
noise entropy and MI fail to successfully discriminate between in-domain and out-of-distribution
samples, while performance using differential entropy barely falls.
Table 3: MNIST valid+test set vs OMNIGLOT. Out-of-distribution detection AUROC on noisy data.
Ent. M.I. D.Ent.
σ 0.0 3.0 0.0 3.0 0.0 3.0
DNN 98.8 58.4 - - - -
MCDP 98.8 58.4 99.3 79.1 - -
DPN 100.0 51.8 99.5 22.3 100.0 99.8
6 Conclusion
This work describes the limitations of previous work on predictive uncertainty estimations within the
context of sources of uncertainty and proposes to treat out-of-distribution (OOD) inputs as a separate
source of uncertainty, called Distributional Uncertainty. To this end, this work presents a novel
framework, called Prior Networks (PN), which allows data, distributional and model uncertainty
to be treated separately within a consistent probabilistically interpretable framework. A particular
form of these PNs are applied to classification, Dirichlet Prior Networks (DPNs). DPNs are shown to
yield more accurate estimates of distributional uncertainty than MC Dropout and standard DNNs on
the task of OOD detection on the MNIST dataset. The DPNs also outperform other methods on the
task of misclassification detection. A range of uncertainty measures is presented and analyzed in the
context of the types of uncertainty which they assess. It was noted that the max probability of the
predictive distribution yielded the best results on misclassification detection. Differential entropy
of DPN was best for OOD detection, especially when classes are less distinct. This was illustrated
on both a synthetic experiment and on a noise-corrupted MNIST task. Uncertainty measures can
be analytically calculated at test time for DPNs, reducing computational cost relative to ensemble
approaches. Having investigated PNs for image classification, it is interesting to apply them to other
tasks computer vision, NLP, machine translation, speech recognition and reinforcement learning.
Finally, it is necessary to explore Prior Networks for regression tasks.
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Appendix A Experimental Setup and Datasets
For both core and additional experiments models were trained on the MNIST [29], SVHN [31] and
CIFAR [32] datasets. Dataset sizes can be found in table 4. In addition to the datasets described
Table 4: Training and Evaluation Datasets
Dataset Train Valid Test Classes
MNIST 55000 5000 10000
10SVHN 73257 - 26032
CIFAR-10 50000 - 10000
CIFAR-100 50000 - 10000 100
above, the OMNIGLOT [30], SEMEION [33], LSUN [34] and TinyImagenet [35] datasets were used
in out-of-distribution input detection experiments. For these datasets only their test sets were used,
described in table 4. TinyImagenet was resized down to 32x32 from 64x64 and OMNIGLOT was
resized down to 28x28. For all datasets the input features were scaled to be between -1.0 and 1.0
Table 5: Additional Evaluation Datasets
Dataset Size
OMNIGLOT 32460
SEMEION 1593
LSUN 10000
tinyImagenet 10000
rather than 0 and 255. No additional preprocessing was done. For models trained on CIFAR-10,
augmentation was used by flipping the images left-right randomly.
All experiments were run on convolutional VGG [2] and ResNet [36] models for image classification.
Models were implemented in Tensorflow [37], trained using the NADAM optimizer [38] with an
exponentially decaying learning rate. Details of the architectures used for each dataset can be found
in table 6. For convolution architectures after every pooling layer the number of filters was doubled.
ResNet architecture a residual block has 2 convolution layers and pooling occurred after 2 residual
blocks. Notably, batch normalization [39] was not used for the ResNet DNN and DPN because it is
not clear how batch normalization interacts with noise data. Instead, leaky-ReLU units activations
were used. All convolutions were 3x3, except for the first layer in the ResNet architecture, which has
5x5 convolutions.
Table 6: Architecture Sizes
Dataset Arch. Activation Conv Depth # Base Filters FC Layers FC units
MNIST VGG ReLU 4 64 1 100
SVHN VGG ReLU 7 64 1 512
CIFAR-10 ResNet Leaky ReLU 17 128 - -
The training configuration for all models is described in table 7. Interestingly, it was necessary to use
less dropout for the DPN, due to the regularization effect of the noise data.
Table 7: Training Configuration
Dataset Model Dropout LR αˆ0 CE weight OOD data
MNIST DNN 0.5 1e-3 - - -DPN 0.95 1e-3 1e3 0.0 MNIST FA
SVHN DNN 0.5 1e-4 - - -DPN 0.9 5e-4 1e3 2.0 CIFAR-10
CIFAR-10 DNN 0.8 1e-4 - - -DPN 0.9 1e-4 1e2 1.0 CIFAR-100
For the DPN trained on MNIST data the out-of-distribution data was synthesized using a Factor
Analysis model with a 50-dimensional latent space. In standard factor analysis the latent vectors have
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an isotropic standard normal distribution. To push the FA model to produce data at the boundary of
the in-domain region the variance on the latent distribution was increased.
Appendix B Additional Experiments
Further experiments have been run in addition to the core experiments described in section 5. In
appendix B.1 the MNIST DNN and DPN described in section 5.2 is evaluated against other out-of-
distribution datasets. In appendix B.2 and B.3 a DPN is trained on the SVHN [31] and CIFAR-10 [32]
datasets, respectively, and evaluated on the tasks of misclassification detection and out-of-distribution
input detection. In these two sections only entropy and differential entropy are used as uncertainty
measures, as they consistently yield best performance. Other metrics, such the maximum probability
and mutual information are consistently outperformed. In section B.2 for the misclassification
detection experiment only max probability is used for the same reason - it is the best measure of
uncertainty for this task.
B.1 Additional MNIST experiments
In Table 8 out-of-distribution input detection is run against the SEMEION dataset of greyscale
handwritten digits. This dataset’s primary difference from MNIST is that it has no padding between
the edge of the image and the digit. SEMEION digits were upscaled to 28x28 size for these
experiments. Note, as SEMEION is a very small dataset it was not possible to get a balanced set
of MNIST and SEMEION images, so AUPR is a better performance metric than AUROC on this
particular experiment. The DPN again achieves the best performance whilst a standard DNN and MC
Dropout have more difficulty discerning between MNIST and SEMEION images.
Table 8: MNIST vs SEMEION out-of-domain detection
Model AUROC AUPREnt. D.Ent. Ent. D.Ent.
DNN 92.9 - 76.7 -
MCDP 95.5 - 84.2 -
DPN 99.6 99.7 97.5 98.6
In Table 9 SVHN images are used as the out-of-distribution dataset for MNIST. SVHN images are
turned to greyscale and resized down to 28x28 pixels in size. Equal amounts of MNIST and SVHN
images were used. All the models achieve a high performance, with the DPN yielding the best
performance. This is unsurprising, as MNIST and SVHN are quite different.
Table 9: MNIST vs SVHN out-of-domain detection
Model AUROC AUPREnt. D.Ent. Ent. D.Ent.
DNN 98.9 - 98.7 -
MCDP 98.4 - 98.3 -
DPN 100.0 100.0 100.0 100.0
Finally, resized 28x28 greyscale CIFAR-10 images are used as the out-of-distribution dataset for
MNIST. Since CIFAR and MNIST are very different, the DNN and MC dropout approaches achieve
near-perfect performance and the DPN achieve perfect performance. Equal amounts of MNIST and
CIFAR images were used.
Table 10: MNIST vs CIFAR out-of-domain detection
Model AUROC AUPREnt. D.Ent. Ent. D.Ent.
DNN 99.5 - 99.4 -
MCDP 99.3 - 99.2 -
DPN 100.0 100.0 100.0 100.0
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B.2 SVHN Experiments
This section describes misclassification and out-of-distribution input detections experiments on the
SVHN dataset. A DPN trained on SVHN used the CIFAR-10 dataset as the noise dataset, rather than
using a generative model like Factor Analysis, VAE or GAN. Investigation of appropriate methods to
synthesize out-of-distribution data for complex datasets is beyond the scope of this work.
Table 11 describes the misclassification detection experiment on SVHN. Note, all models achieve
comparable classification error (5.8-6.1%). The DPN outperforms the baselines by a small margin in
AUROC and AUPR misclassification detection measures, though all approaches achieve very similar
performance. Performance using the max probability measure is reported.
Table 11: SVHN test misclassification detection
Model AUROC AUPR % Err.
DNN 92.1 47.7 5.8
MCDP 92.4 48.0 5.9
DPN 92.8 50.7 6.1
Tables 12-14 describe out-of-distribution detection of SVHN vs CIFAR-100, LSUN and TinyIm-
ageNet datasets, respectively. In all experiments the DPN is seen to consistently achieve perfect
performance and the baselines near perfect performance. Given the SVHN is very different from
CIFAR-100, LSUN and TinyImageNet, this an easy task.
Table 12: SVHN vs CIFAR-100 out-of-domain detection
Model AUROC AUPREnt. D.Ent. Ent. D.Ent.
DNN 97.4 - 97.2 -
MCDP 97.2 - 96.9 -
DPN 99.9 100.0 99.9 100.0
Table 13: SVHN vs LSUN out-of-domain detection
Model AUROC AUPREnt. D.Ent. Ent. D.Ent.
DNN 97.4 - 97.0 -
MCDP 97.2 - 96.7 -
DPN 99.9 100.0 99.9 100.0
Table 14: SVHN vs TinyImageNet out-of-domain detection
Model AUROC AUPREnt. D.Ent. Ent. D.Ent.
DNN 97.9 - 98.8 -
MCDP 97.7 - 98.7 -
DPN 99.9 100.0 100.0 100.0
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B.3 CIFAR-10 Experiments
This section presents the results of misclassification and out-of-distribution input detections ex-
periments on the CIFAR-10 dataset. A DPN trained on CIFAR-10 used the CIFAR-100 dataset
as the noise dataset. CIFAR-100 describes different objects than CIFAR-10, so there is no class
overlap. Otherwise, CIFAR-100 is very similar to CIFAR-10. This is the most challenging set of
experiments, as visually CIFAR-10 is much more similar to CIFAR-100, LSUN and TinyImageNet,
so out-of-distribution input detection is likely to more difficult than for simpler tasks like MNIST and
SVHN. Performance using all measures of uncertainty are described here for completeness.
Table 15 gives the results of the misclassification detection experiment on CIFAR-10. All models
achieve comparable classification error (15.7-16.3%). Interestingly, the noise data acts as a regularizer
and improves classification performance using the DPN as compared to the baselines. Curiously, the
DPN outperforms the baselines by a larger margin than previously than in the MNIST and SVHN
experiments.
Table 15: CIFAR-10 test misclassification detection
Model AUROC AUPR % Err.Max.P Ent. M.I. D.Ent. Max.P Ent. M.I. D.Ent.
DNN 86.9 87.0 - - 51.4 51.3 - - 16.3
MCDP 86.8 86.6 84.2 - 51.3 50.9 44.7 - 16.9
DPN 88.3 88.1 85.6 86.3 56.9 55.5 45.3 50.2 15.7
Tables 16-18 show out-of-distribution detection of CIFAR-10 vs SVHN, LSUN and TinyImageNet
datasets. Across all measures, in each experiment the performance of the baseline approaches is
noticeable lower than before, especially mutual information. DPNs achieve the best performance,
outperforming the baselines by a larger margin than previously. The margin is largest on TinyIm-
ageNet (table 18), which seems to be most similar to CIFAR-10. This set of experiments clearly
demonstrates that Prior Networks perform well on much more difficult datasets than MNIST and are
able to outperform previously proposed Bayesian and non-Bayesian approaches.
Table 16: CIFAR-10 vs SVHN out-of-domain detection
Model AUROC AUPRMax.P Ent. M.I. D.Ent. Max.P Ent. M.I. D.Ent.
DNN 87.5 88.8 - - 81.7 83.1 - -
MCDP 84.4 85.8 67.0 - 77.8 78.3 54.7 -
DPN 94.6 95.0 71.0 95.9 93.7 94.3 57.3 95.7
Table 17: CIFAR-10 vs LSUN out-of-domain detection
Model AUROC AUPRMax.P Ent. M.I. D.Ent. Max.P Ent. M.I. D.Ent.
DNN 77.3 78.7 - - 72.8 75.6 - -
MCDP 77.8 79.8 80.1 - 73.8 77.1 77.2 -
DPN 91.6 91.8 72.0 93.0 90.3 90.4 58.3 91.9
Table 18: CIFAR-10 vs TinyImageNet out-of-domain detection
Model AUROC AUPRMax.P Ent. M.I. D.Ent. Max.P Ent. M.I. D.Ent.
DNN 73.5 74.5 - - 69.5 71.9 - -
MCDP 74.2 75.7 75.6 - 70.7 73.4 73.0 -
DPN 89.4 89.5 73.0 90.2 93.4 93.5 75.0 94.2
14
Appendix C Derivations for Uncertainty Measures
This appendix provides the derivations and shows how calculate the uncertainty measures discussed
in section 4 for a DNN/DPN and a Bayesian Monte-Carlo Ensemble.
C.1 Entropy of Predictive Distribution for Bayesian MC Ensemble
Entropy of the predictive posterior can be calculated for a Bayesian MC Ensemble using the following
derivation, which is taken from Yarin Gal’s PhD thesis [23].
H[P(y|x∗,D)] = −
K∑
c=1
P(ωc|x∗,D) ln P(ωc|x∗,D)
= −
K∑
c=1
(∫
p(ωc|x∗,θ)p(θ|D)dθ
)
ln
(∫
P(ωc|x∗,θ)p(θ|D)dθ
)
≈ −
K∑
c=1
(∫
P(ωc|x∗,θ)q∗(θ)dθ
)
ln
(∫
P(ωc|x∗,θ)q∗(θ)dθ
)
≈ −
K∑
c=1
( 1
N
N∑
i
P(ωc|x∗,θ(i))
)
ln
( 1
N
N∑
i
P(ωc|x∗,θ(i))
)
C.2 Differential Entropy of Dirichlet Prior Network
The derivation of differential entropy simply quotes the standard result for Dirichlet distributions.
Notably the αc are a function of x∗ and ψ is the digamma function and Gamma is the Gamma
function.
H[p(µ|x∗; θˆ)] = −
∫
SK−1
p(µ|x; θˆ) ln(p(µ|x; θˆ))dµ
=
K∑
c
ln Γ(αc)− ln Γ(α0)−
K∑
c
(αc − 1) · (ψ(αc)− ψ(α0))
C.3 Mutual Information for Bayesian MC Ensemble
The Mutual information between class label and parameters can be calculated for a Bayesian MC
Ensemble using the following derivation, which is also taken from Yarin Gal’s PhD thesis [23].
I[y,θ|x∗,D] =H[P(y|x∗,D)]− Ep(θ|D)[H[P(y|x∗,θ)]]
≈ H[P(y|x∗,D)]− Eq∗θ(θ)[H[P(y|x∗,θ)]]
≈ H[P(y|x∗,D)]− 1
N
N∑
i
H[P(y|x∗,θ(i))]
C.4 Mutual Information for Dirichlet Prior Network
The mutual information between the labels y and the categorical µ for a DPN can be calculated as
follows, using the fact that MI is the difference of the entropy of the expected distribution and the
expected entropy of the distribution.
I[y,µ|x∗, θˆ] =H[P(y|x∗, θˆ)]− Ep(µ|x∗,θˆ)[H[P(y|µ)]]
=H[P(y|x∗, θˆ)] +
K∑
c
Ep(µ|x∗,θˆ)[µc lnµc]
= −
K∑
c
αc
α0
(
ln
αc
α0
− ψ(αc + 1) + ψ(α0 + 1)
)
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The second term in this derivation is a non-standard result. The expected entropy of the distribution
can be calculated in the following way:
Ep(µ|x∗,θˆ)[µc ln(µc)] =
Γ(α0)∏K
c Γ(αc)
∫
SK
µc ln(µc)
K∏
c=1
µαc−1c dµ
=
αc
α0
Γ(α0 + 1)
Γ(αc + 1)
∏K
c′,6=c Γ(αc′)
∫
SK
µαcc ln(µc)
K∏
c′=1,6=c
µ
αc′−1
c′ dµ
=
αc
α0
(ψ(αc + 1)− ψ(α0 + 1))
Here the expectation is calculated by noting that the standard result of the expectation of lnµc wrt a
Dirichlet distribution can be used if the extra factor µc is accounted for by adding 1 to the associated
concentration parameter αc and multiplying by αcα0 in order to have the correct normalizing constant.
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K∑
c
E[µc ln(µc)] =
1
Z(α)
∫
SK
µc ln(µc)
K∏
c=1
µαc−1c dµ
=
1
Z(α)
∫ ∞
0
· · ·
∫ ∞
0
µc ln(µc)
K∏
c=1
µαc−1c δ(1−
K∑
k=1
µk)dµ1 · · · dµK
=
1
Z(α)
∫ ∞
0
· · ·
∫ ∞
0
µc ln(µc)
K∏
c=1
µαc−1c
1
2pi
∫ ∞
−∞
e−iθ(1−
∑K
k=1 µk))dµ1 · · · dµKdθ
=
1
Z(α)
1
2pi
∫ ∞
−∞
e−iθ
{∫ ∞
0
µα1−11 e
iθµ1dµ1 · · ·
∫ ∞
0
µαK−1K e
iθµKdµK
∫ ∞
0
µαcc ln(µc)e
iθµcdµc
}
dθ
=
1
Z(α)
1
2pii
∫ i∞
−i∞
eκt
{∫ ∞
0
µα1−11 e
−κµ1dµ1 · · ·
∫ ∞
0
µαK−1K e
−κµKdµK
∫ ∞
0
µαCc ln(µc)e
−κµcdµc
}
dκ
=
1
Z(α)
1
2pii
∫ i∞
−i∞
eκt
{
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∫ ∞
0
µαc ln(µc)e
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0
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ln(
u
κ
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=
Γ(α0)
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1
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0
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=
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1
2pii
∫ i∞
−i∞
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[
αcΓ(αc)ψ(αc) + Γ(αc)− αcΓ(αc) ln(κ)
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dκ
= αcΓ(α0)
1
2pii
∫ i∞
−i∞
eκt
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κα0+1
[
ψ(αc) +
1
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= αcΓ(α0)L−1
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[
ψ(αc) +
1
αc
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{
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κα0+1
[
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]}
+ L−1{ 1
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(ψ(αc) +
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∫ t
0
ln(t− τ)τα0−1dτ
=
αc
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(ψ(αc + 1)− ψ(α0 + 1))
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Γ(α+ 1) = αΓ(α)
d
dα
{∫ ∞
0
µαe−µdµ
}
=
d
dα
{
α
∫ ∞
0
µα−1e−µdµ
}
∫ ∞
0
µα ln(µ)e−µdµ = α
∫ ∞
0
µα−1 ln(µ)e−µdµ+
∫ ∞
0
µα−1e−µdµ
= αΓ(α)ψ(α) + Γ(α)
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