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vPreface
During the three years of my Ph.D. course, I had the opportunity to conceive and
run experiments on two different topics of great impact in materials science. Indeed,
my supervisor gave me the chance to investigate semiconductor nanowires (NWs)-
grown by the group of Prof. C. Jagadish at the Australian National University-
and mechanically exfoliated flakes of transition-metal dichalcogenides (TMD). The
former topic has collected a steadily growing interest from a widespread community
of scientists ranging from theoretical physicists to biologists; see the ISI web of
science (https://apps.webofknowledge.com/). The interest in this topic started
in the nineties, when the group of professor C. M. Lieber at the Harvard University
became a worldwide leader in the vapor-liquid-solid growth technique. The number
of publications in the field and of their citations has been increasing year by year
since then, reaching a maximum in 2015; see Figs. 1a and 1b.
(a) (b)
Figure 1. a) Number of articles concerning semiconductor NWs and published each year
from 1996 to 2017. b) Number of citations of NW papers from 1998 to 2017. (From
https://apps.webofknowledge.com/)
The interest in TMDs arose and rapidly blew up, instead, at the end of 2010
when the pioneering article of K. Mak et al. (Phys. Rev. Lett. 105, 136805) showed
the enormous potential of TMDs layered at an atomic scale. As a matter of fact, the
indirect band-gap typical of bulk TMDs turns into a direct band-gap in mono-layer
TMDs, thus giving rise to an exponential increase in the number of articles focused
on TMD layered materials and published in 2015 and 2016; see Figs. 2a and 2b. The
new possibilities offered by this fascinating topic compelled my supervisor and me
to begin an investigation of the effects that post-growth treatments with protons -a
process usually followed to improve the optical quality of III-V bulk semiconductors-
have on TMD flakes.
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In the first part of this Ph.D. thesis, I will present the results obtained on semi-
conductor InP NWs with zincblende and/or wurtzite crystal-structure, in particular
with the wurtzite structure whose physical properties are not well assessed since this
structure is characteristic only of NWs. In the second part, I will discuss the results
achieved on both mono- and multi-layer flakes of MoSe2, MoS2, WSe2, and WS2.
(a) (b)
Figure 2. a) Number of articles concerning TMDs and published each year from 1996
to 2017 . b) Number of citations of TMD papers from 1998 to 2017. (From https:
//apps.webofknowledge.com/)
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Introduction
Semiconductor materials played and still play a pivotal role in the technological
development of modern life. From personal computer to data storage (e.g. solid-state
disk-drives), from solar cells and cell phones to LEDs and biological sensors, there
has always been a new system to study, a novel application to develop, and a solution
to an otherwise unsolvable problem in which semiconductors play an essential role.
All those technological goals have been achieved thanks to the synergic works carried
out by basic researches in materials science, in particular in the semiconductor field.
In the last decades, tremendous efforts have been made to miniaturize semiconductor
devices at a nanometer scale, aiming at obtaining more compact devices with
optimized speed and reduced power consumption. Unfortunately, or fortunately,
the physical properties of any material dramatically change when the material
dimensions are reduced to nanometer-lengths. Therefore, many efforts are required
to understand the properties of any desired nanostructure, if they have to play a
central role in technological applications.
In recent years, a great interest has grown in the investigation and applications of
nanowires (NWs). NWs are several micron-long filamentary-crystals whose diameters
range from few to hundreds of nanometers. Their dimensions make NWs suitable to
bridge the gap between the microscopic and the nanoscopic world in both research
and technology fields. Although several types of materials can be grown in a NW
form, e.g. metals, insulators, and semiconductors, the latter are the most interesting
and promising materials. As a matter of fact, owing to their peculiar shape and
dimensions, semiconductor NWs are valuable candidates for novel nanoscale devices,
in which they act as both functionalized components and interconnects. Moreover,
semiconductor NWs represent nanostructured systems for which some key parameters
in device engineering, e.g. chemical composition, size, and crystal phase, are well
controlled nowadays. This is mainly due to the technique used to grow NWs. NWs
are usually fabricated via the vapor-liquid-solid (VLS) technique, in which metal
nanoparticles are used as catalyst seeds to induce a one-dimensional crystal growth.
This well-controlled process allows for the synthesis of a wide range of semiconductor
systems in the NW form, ranging from IV-IV to II-VI, with a high degree of
manageability of both the chemical composition and morphology. In addition, under
suitable VLS conditions, non-nitride III-V NWs can crystallize in the hexagonal
wurtzite (WZ) structure in materials that, instead, are notoriously stable in the cubic
zinc-blende (ZB) structure. The opportunity to controllably grow NWs in different
crystal phases, namely, the polytypism, adds a new degree of freedom in device
engineering. The presence of a WZ crystal phase in many III-V NWs offers also the
opportunity to address the electronic band structure of this poorly known structure,
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whose presence itself is a subject of fundamental interest in materials science and
chemistry. As an example, there is no experimental information concerning the
variation of the spin and transport properties, i.e. gyromagnetic factors and carrier
effective-masses, respectively, when the phase transition from ZB to WZ occurs.
Even the fundamental band-gap value of some WZ semiconductor materials have not
been determined, yet. Therefore, a comprehensive study aimed at the investigation
of the correlation between the NW electronic properties and NW crystal structure is
mandatory nowadays.
A great interest has grown also in the field of layered materials. Since the discovery
of graphene in 2004, it has been understood the great potential of layered systems for
advanced-technological applications. As a matter of fact, layered materials thinned
to their physical limits -and usually referred to as two-dimensional (2D) materials-
exhibit properties quite different from those of their bulk counterparts. A very wide
spectrum of 2D materials has been then investigated. The most studied material is
graphene because of its exceptional electronic and mechanical properties. Group
VI transition metal dichalcogenides (TMDs) have also attracted the attention of
researchers involved in the semiconductor field. TMDs have a crystal structure
similar to that of graphite. Their layered structure, X-M-X, where M is the transition
metal and X is the chalcogen atom, is characterized by weak interlayer van der
Waals bonds and strong intralayer covalent bonds. That structure allows for an easy
mechanical exfoliation, as in the graphene case, which is a major advantage of 2D
materials, together with their synthesis techniques, cheap and easy as compared to
the molecular-beam-epitaxy or metal-organic chemical-vapor-deposition techniques
used for the fabrication of other nanostructured systems. The most surprising feature
observed in 2D TMDs is the transition from an indirect band-gap in the infrared
region to a direct band-gap in the visible region when they are thinned to the mono-
layer limit. That feature, coupled with the TMD extremely high flexibility, elasticity,
and resistance, makes TMDs suitable in the field of low-dimensional optoelectronic
devices. In addition, the TMD high surface-to-volume ratio is valuable in biological
fields, as they can be used as highly reactive sensors. Besides, the TMD unique
properties in the single-layer limit of valley-valley coupling and valley-spin coupling
render TMDs the suitable candidates for novel technologies based on valleytronic
and spintronic. However, almost all these aforementioned properties are at the early
stage of investigation and systematic studies are necessary before TMDs could be
exploited in future applications.
In this thesis, the electronic properties of InP NWs and MX2 TMDs, with M=Mo
or W and X=S or Se, are thoroughly investigated mainly by means of optical
spectroscopy, in particular photoluminescence (PL) in combination with external
perturbations, e.g. high magnetic fields. The response of semiconductor TMDs to
hydrogen irradiation is studied, too. The thesis is therefore structured in two parts,
the first one, from chap. 1 to chap. 3, is devoted to InP NWs, the second one, from
chap. 4 to chap. 6, is devoted to 2D TMDs.
• In the first chapter, the high degree of freedom achieved in NW fabrication
is presented and accounted for by the VLS technique, which is also discussed
in details together with its recent development: the selective-area-epitaxy
technique. Then, the differences between the structural, electronic, and optical
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properties of WZ and ZB crystal phases are discussed. The striking variation
induced in the band structure by the crystal phase-transition is highlighted,
too. Moreover, the different optical anisotropies of the two crystal phases
are summarized. The chapter is concluded by a review of the technological
applications of semiconductor NWs in the fields of optoelectronic, energy
conversion, biosensoring, and as probes of elusive quantum effects.
• The second chapter comprehends a systematic investigation of InP NWs in
both the ZB and WZ crystal-phases. The morphological characteristics of
the investigated samples as accessed through scanning-electron-microscopy,
transmission-electron-microscopy, and selective-area-diffraction patterning are
also presented. The basic optical properties of InP in both crystal phases are
assessed by either PL or µ-PL experiments as a function of lattice temperature
and power excitation. Polarization-resolved measurements are shown, too. The
three lowest-energy critical points of the WZ band-structure are investigated
by PL excitation (PLE) as a function of lattice temperature. A quantitative
reproduction of those spectra allows for establishing the temperature depen-
dence of the A, B, and C inter-band transitions. A comparison with ZB results
is made, too. Finally, the hot-carrier effect in NWs is found and its dependence
on NW morphology is investigated.
• In the third chapter, the transport and spin properties of WZ InP are assessed
by PL spectroscopy under high magnetic fields (up to 28T ). A brief review of
the effects that a magnetic field has on the energy and symmetry of exciton
recombinations and of free-electron-to-acceptor and donor-to-acceptor transi-
tions in WZ crystal is presented. Both diamagnetic shift and Zeeman splitting
depend on the magnetic-field direction with respect to the NW symmetry-axis,
namely the WZ cˆ-axis. That dependence has been investigated by applying
the magnetic field either parallel or orthogonal to the NW axis. The obtained
results are compared with the literature of both theoretical models of WZ InP
and experimental results in other WZ compounds, such as GaN, InN, and
ZnO. Finally, the non-linearity observed in the Zeeman splitting for magnetic
fields above 10T and parallel to the NW axis is compared to a theoretical
prediction.
• In the fourth chapter, the lattice, electronic, and vibrational properties of 2D
TMDs are described. In particular, the lattice structures of several polytypes
are shown, with special emphasis on the 2H polytype, whose electronic and
vibrational properties are investigated and its different properties in the bulk
and single-layer regimes highlighted. Then, several methods aimed at reaching
the mono-layer limit are presented and top-down exfoliations from bulk mate-
rials are singled out from bottom-up syntheses. The chapter ends with a brief
review of the technological applications of semiconductor 2D TMDs in the
fields of optoelectronic, energy conversion and storage, and molecular sensing.
• The fifth chapter comprehends a systematic investigation of the effects of
hydrogen irradiation on the emission properties of single- and bi-layer TMDs,
such as MoSe2 and WSe2. Firstly, a wide variety of experimental results con-
xcerning MX2 optical band-gaps and vibrational mode-energies are summarized.
A brief description of the investigated samples is presented, too. The optical
properties of pristine samples are assessed by means of either µ-Raman or µ-PL
experiments whose room- and low-temperature results agree well with the
existing literature. Then, the pristine flakes are irradiated with progressively
increasing doses of hydrogen and the results thus obtained are reported. In
the single-layer regime, a worsening of the material optical quality is observed
together with the appearances of very sharp peaks below the band-gap energy.
Conversely, a small improvement in the PL efficiency is obtained in the bi-layer
regime. Finally, a solution to the worsening of the optical quality observed in
hydrogenated single-layer flakes is provided.
• In the sixth chapter, the effects of hydrogen irradiation on the morphological
and optical properties of multi-layer TMDs are discussed. Surprisingly, hy-
drogenation favors unique conditions for the production and accumulation of
molecular hydrogen just one or few layers beneath the crystal surface of all
the multi-layer MX2 compounds investigated. That turns into the creation
of atomically-thin domes filled with hydrogen molecules. The results of an
atomic-force-microscopy and optical investigation of these new fascinating
nanostructures are discussed. Finally, the possibility to tailor the dome posi-
tion, size, and density is demonstrated, which provides a tool to manage the
mechanical and electronic structure of 2D materials.
• The main results obtained in this work are summarized in the conclusive
remarks.
• In the appendix, the theoretical basis of the optical-spectroscopy techniques
here used, such as PL, PLE, magneto-PL, and Raman spectroscopy, are
provided. PL and PLE are complementary techniques that enable a complete
characterization of the electronic states of any optically-efficient material.
Indeed, PL is an extremely sensitive probe of low-density electronic states,
such as impurities or defects, while PLE can address the full density of states,
i.e, it mimics absorption measurements, at least under certain approximations.
On the other hand, PL spectroscopy under magnetic field allows for the
determination of carrier effective-masses and g-factors, while Raman allows
for getting information about the lattice properties of solids. A description
of all the used experimental setups is also given. Finally, a description of
the experimental apparatus used for hydrogen irradiation and atomic-force-
microscopy measurements is provided.
• Finally, a list of the publications to which the author of this thesis has
contributed is provided, along with a list of poster/oral contributions to
international conferences given by the author of this thesis during his PhD
studies.
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1Part I
Optical properties of InP
Nanowires

3Chapter 1
Semiconductor nanowires
Semiconductor nanowires (NWs) are several-micron-long filamentary-crystals whose
diameters range from few to hundreds of nanometers and whose cross-sections
perpendicular to the NW symmetry-axis are typically characterized by symmetric
shapes, e.g., hexagons, circles, or squares. NWs are considered the smallest structures
able to conduct current and light in the nanoscale regime [1]. Nowadays, these
fascinating nanostructures are grown in several forms, morphologies, and chemical
compositions. That high degree of freedom in NW fabrication will be discussed in
the first section of this chapter.
Semiconductor NWs have been observed for the first time in 1963 by Wagner
and Ellis [2], who obtained what they called whiskers1, namely, silicon NWs grown
via the vapor-liquid-solid (VLS) technique. The authors proposed that the catalyst
activity of gold nanoparticles could favor the vertical and one-dimensional growth
of NWs [2] in a scalable and controllable way. Details of the VLS growth and of
its recent development, the selective-area-epitaxy (SAE) growth that allows a NW
growth on ordered patterns, will be given in the second section of this chapter.
The particular VLS growth-conditions account for several astonishing properties
of semiconductor NWs. One of the most remarkable of those property is the
presence of different crystal phases in a same NW, i.e., polytipism. In particular, the
occurrence of a wurtzite (WZ) crystal structure in NWs made of non-nitride III-V
materials, which are in a zincblende structure in a bulk form, has provided a number
of opportunities, especially in band-structure engineering. The difference between
zincblende (ZB) -the stable configuration of bulk non-nitride III-V semiconductor
at ambient conditions- and WZ phase will be discussed in the third section of this
chapter, where the different optical anisotropies of the two crystal phases in the NW
form will be highlighted, too.
In the fourth and last section, the opportunity given by the peculiar NW shapes
and dimensions will be discussed and the main NW technological achievements will
be reviewed. Indeed, NWs exhibit physical features different from those of their bulk
counterpart, which allows the development of new nanodevices.
1The whisker lateral dimensions were of the order of µm, thus much greater than those of NWs.
4 1. Semiconductor nanowires
1.1 Why do we deal with nanowires?
Whiskers and NWs have not attracted much interest till InAs NWs were accidentally
grown on a GaAs substrate [3] and it was discovered that gold nanoparticles act as
catalyst of the VLS growth [4]. These discoveries triggered a worldwide research on
NWs and a lot of efforts were done to improve and understand the VLS growth. At
the beginning, most researches were focused on the understanding of the mechanism
by which NWs nucleate and grow. Gold-catalyzed randomly-oriented GaAs NWs with
homogeneous diameter [5] (and, shortly after, precisely oriented NWs) were grown.
Meanwhile, theoretical efforts provided an understanding of the nucleation theory
and of the phase diagram of the semiconductor-metal alloy during the nucleation
process [6]. All those experimental and theoretical efforts allowed the fabrication of
NWs made from different materials and highly controlled in diameter, length, areal
density, and orientation. As an example, ordered InP NWs with a very high WZ
crystalline quality (demonstrated by the observation of room temperature lasing
from a single NW) and uniform diameters and lengths are grown nowadays; see
ref. [7]. It should be remarked that NWs are a bridge between the nano and
micro-scale, due to their large aspect ratio (typically a factor of 100) between length
and radius. Furthermore, the radial dimensions of these nanostructures are close
to the characteristic length scales of several solid-state phenomena: the exciton
Bohr-radius (∼ 10nm), the wavelength of VIS-NIR light (400 ÷ 2000nm), the
phonon mean-free-path (∼ 100nm), the carrier diffusion-length (∼ µm), etc. [8].
Therefore, some physical properties of bulk semiconductors are significantly affected
by NW size. As an example, the NW large surface-to-volume ratio allows NWs to
accommodate lattice strain, thus enabling the growth of NWs on lattice mismatched
substrates [9]. Finally, NWs are optimum chemical reagents because of their great
surface-to-volume ratio.
To date, almost every bulk semiconductors have been grown in the NW form:
III-V binary compounds (e.g., GaAs, InP, InAs, GaP, GaN, etc.), ternary alloys (e.g.,
InGaAs, InGaP, InGaN, etc.), and even single-element NWs (e.g., Si, Ge) and II-VI
compounds (e.g., ZnO). Owing to the lattice strain relaxation, different materials
have been grown together in a single NW [10], thus pushing further the development
of nano-scale devices, such as NW radial hetero-structures (tunable emitting-diodes
[11]) and NW axial hetero-structures (single tunnel-diodes [12]). The bottom-up
approach, hence the VLS technique and the catalytic action of nanoparticles, are
crucial features to obtain both radial and axial hetero-structured NWs, as explained
in ref. [13]. The occurrence of a WZ-NW crystal-phase in semiconductor materials
that crystallize in a ZB phase in the bulk form enables also the growth of homo-
structures because it is possible to switch from one crystal phase to the other one
during the NW growth. The different physical properties of the two crystal phases,
to be discussed in section 1.3, give the opportunity to tailor electron and hole wave-
functions and therefore to control the dynamic and energy of carriers [14]. Another
NW degree of freedom is the growth of NWs with any kind of shapes, which adds
new functionality to NW devices. As a matter of fact, several studies have succeeded
in determining the growth conditions required to change the NW growth orientation
on demand [15], thus yielding any NW shape, as exemplified in figure 1.1. It has
been demonstrated that the variation of the reactant pressure during the silicon NW
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(a) (b)
Figure 1.1. a) Scanning-electron-microscopy (SEM) image of a doubly kinked NW used as
a bioprobe. L indicates the length of the segment between two adjacent kinks. Scale bar
is 200nm [16]. b) Scanning-electron-microscopy image showing two InSb NWs merging
together to form a crossed single-crystal-device. The inset is a sketch of the SEM image.
Scale bar is 200nm. After ref. [17].
growth introduces reproducible 120◦ kinks, thus creating NWs characterized by a
V shape (see figure 1.1a). Furthermore, p-n diodes and field-effect transistors have
been fabricated and used as bioprobes for intracellular PH sensitivity [16]. Finally,
the switch from a vertical growth of InAs-InP stems to that of horizontal InSb NWs
allows the meeting and merging together of two nearby NWs, as shown in figure
1.1b. The peculiar planar-crossed single-crystal device is a promising system for
the observation of Majorana fermions [17]. All the features and potentials of NWs
shortly discussed here have a common origin: the vapor-liquid-solid growth. Indeed,
the chance of having all these degrees of freedom in the design of NW nanostructures
must be attributed to the nucleation processes on catalytic regions occurring during
the NW growth itself. In the next section, we will catch better the NW methodology
and growth process.
1.2 Growth of nanowires
Two main approaches to the growth of semiconductor nanostructures are usually
followed: the top-down and bottom-up approach. In the top-down growth, the
nanostructures are obtained by lithographically removing selected regions from a
previously grown epilayer. In a bottom-up growth, the elementary constituents which
will form the desired nanostructure gather during the growth in a process that implies
a self-organization between the atoms and mimics the spontaneous mechanism of
crystal growth. Albeit self-organization can lead to undesired effects, such as random
orientations and positions of the planned structures, the bottom-up approach is often
preferred to the top-down one [18] because of a better nanostructure crystal- and
optical-quality. It is impossible, indeed, to avoid a surface damage in the etching
process involved in the top-down approach and almost all good quality NWs are
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Figure 1.2. Steps of the VLS technique for the NW growth. a) Metal nanoparticles, usually
gold, are dispersed on the substrate by various methods. b) Au nanoparticles, heated just
above the melting point, act as a sink for the surrounding vapor reactants thus forming
an eutectic alloy with one of the NW elements, usually the group III element in III-V
NWs. The red path describes the processes of adsorption at the vapor-liquid interfaces,
diffusion through the liquid droplet, and precipitation of adatoms at the liquid-solid
interfaces. (c) The black lines indicate other possible diffusion paths of adatoms, which
may cause further NW axial- and radial-growth.
grown nowadays via the bottom-up approach. Therefore, this chapter section will
be devoted to describe the latter approach. Vapor-phase-epitaxy (VPE) is probably
the most widely used NW-growth technique. A vapor-phase synthesis is a process
where the initial reactants in the NWs growth are in a gas phase of pure elemental
materials or, more often, of chemical precursors. The gases are individually fed into
a chamber designed to achieve a laminar gas flow across the substrate surface. The
growth parameters determine the gradient in the material concentration resulting
on the substrate because of the gas flow [8, 18]. Metal-organic VPE (MOVPE) is
a VPE subcategory where metallorganic species (typically the group III in a III-V
system, e.g., trimethylindium) are used as precursor materials. Another technique
similar to VPE is the molecular-beam-epitaxy (MBE), where a beam of elementary
materials are used as reactants and directed towards the substrate. MBE requires
a high vacuum environment to prevent oxidation and contamination from foreign
elements. MBE is potentially much more controllable than MOVPE and allows a
better understanding and control of the fundamental processes ruling the crystal
growth. Nevertheless, MBE is more expensive, far less versatile, and less suited to
mass production than MOVPE. Finally, the chemical beam epitaxy (CBE) is an
hybrid technique where one or more beams contain precursor molecules, rather than
elemental material. CBE is more versatile than MBE and generally more expensive
and time-consuming than MOVPE.
The above mentioned growth techniques cannot result in a one dimensional
growth of NWs unless the growth rate in one dimension is enhanced (and that
along the other two dimensions is possibly suppressed, as it can be achieved by a
template that confines the forming crystal to a pre-defined shape [19]). In this thesis,
we will focus on NWs grown by enhancing the growth rate along one dimension.
That enhancement is usually obtained in catalytic regions where the reactants
preferentially sediment. As observed in ref. [2], gold nanoparticles catalyze the
formation of Si NWs in a VLS growth where the vapour-phase precursor is (SiCl4)
and liquid AuSi nanoparticles are the catalytic spots. The majority of free-standing
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Figure 1.3. Deposition of gold nanoparticles on a substrate. a) Randomly dispersed gold
nanoparticles after a thermal annealing of a gold thin film. b) Ordered gold nanoparticles
as obtained by electron-beam-lithography. (c) Splitting of the gold nanoparticles in the
case of too thin gold films. After. ref. [20].
NWs, including those investigated in this thesis, are grown by improvements of this
growth, which has been extended to several different compounds as well as to the
case of self-catalysis. In the following, the three steps of a VLS growth schematically
shown in fig. 1.2 will be described in some details [8, 18, 20].
• The first step consists in depositing and melting metal nanoparticles (usually
gold) whose diameters range from tens to hundreds of nm. To this purpose,
first a thin film of gold is deposited on the substrate. Then, a thermal
annealing leads to the formation of droplets made from randomly dispersed
gold nanoparticles (see figure 1.3.a)): the thinner the film, the smaller the
droplet radius. However, too thin gold films result in a splitting of the gold
nanoparticles, as shown in figure 1.3.c), and in lower quality gold nanoparticles.
Lithography techniques are an approach to a droplet ordering on a substrate,
as shown in figure 1.3.b), and droplet size greater uniformity. When the gold
nanoparticles are heated above their melting point, an eutectic between gold
and the semiconductor material of the substrate may form2. A temperature
in a range from 300 and 1100 ◦ C is kept fixed in order to maintain the
nanoparticles in a liquid state (see figure 1.2.a)).
• In the second step, the atoms of which NWs are formed diffuse in a vapor phase
and impinge onto the substrate. Gas adsorption at the gas/liquid interface is
energetically more favored than that at the gas/solid interface and, therefore,
group-III atoms with which Au forms the eutectic itself are preferentially
adsorbed by the eutectic (the solubility in gold of the group-V elements is very
low). The continuous adsorption of group III and group V atoms leads to a
super-saturation. Since precipitation of adatoms is favored at a liquid/solid
interface (namely, the growth interface) and the melting temperature of the
NW material is higher than that of the eutectic, III-V NWs nucleate and grow
below the eutectic (see figure 1.2.b)).
• Finally, adatoms can reach the forming NW by three different paths: direct
impingement on the eutectic, diffusion through the already formed NW side-
walls, direct collection from the substrate (see figure 1.2.c)). The relative
2An eutectic is a mixture of substances that melts at a temperature lower than the melting
points of the separate constituents.
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Figure 1.4. In situ transmission-electron-microscopy images taken during a NW growth.
(a) Gold nanoparticles in the solid state (at 500 ◦C). (b) Beginning of the eutectic
formation (at 800 ◦C). (c) Liquid Au/Ge eutectic. (d) Nucleation of Ge nanocrystals
below the eutectic. (e) Further Ge condensation and elongation. (f) Formation of a
nanowire. After ref. [21].
contribution of those different paths to the NW growth is tuned by the growth
parameters (temperature, III-V ratio, and pressure) and, therefore, the NW
morphology can be changed on demand: e.g., NW tapering can be avoided by
decreasing the second and third path contribution with respect to diffusion
through the eutectic.
The above model has been confirmed by in-situ transmission-electron-microscopy
(TEM) images taken during a NW growth. Figure 1.4 shows the several different
steps occurring during the growth of a Ge NW [21]. At the beginning, the gold
nanoparticles are in the solid state (Fig. 1.4.a)), then, for increasing temperature
and amount of Ge vapor, an eutectic forms (Fig. 1.4.b)-c)). The nucleation begins
when Ge supersaturates in the eutectic (Fig. 1.4.d)-e)). Once the Ge nanocrystals
nucleate, further condensation/dissolution of Ge vapor into the system maintains the
NW growth (Fig. 1.4.f)). Albeit the model seems very simple and intuitive, a full
nucleation theory has not been developed, yet, and thermodynamics and chemical-
reaction kinetics are still highly debated. In particular, the effect of the geometry of
the gold/solid interface, the state of the metal catalyst, and the role played by the
three interface energies are still not completely understood [18]. Nevertheless, the
lack of theoretical comprehension has not prevented to achieve an excellent control
of the NW growth, which has further enabled a large-scale fabrication of complicated
NW-based devices, otherwise impossible to get by a top-down approach.
Finally, NWs can grow also in the absence of gold nanoparticles (self-catalysed
growth), which in some cases is a great advantage. Indeed, gold atoms could
diffuse in the NWs and be a highly undesirable contaminant, e.g. in silicon where
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they act as trap centers. Moreover, ordered patterns of non-tapered NWs with
almost the same diameter and length can be obtained by patterning by electron-
beam-lithography arrays of hexagonal openings in a 30-nm-thick silicon dioxide
layer previously deposited on the substrate (selective-area-epitaxy, the most recent
development of the VLS technique)[7, 22]. This short section is only a short overview
on the state of art of NW growth. The reader is referred to thorough reviews for a
more comprehensive description of that topic [8, 18, 20]. In the next section, new
charming physical properties of NWs will be highlighted.
1.3 Polytypism in nanowires
Figure 1.5. (a) Unit cell of a ZB lattice in a stick-and-ball model. Different colors
correspond to different atoms. (b) Brillouin zone of the ZB reciprocal lattice. High
symmetry points are labeled with Greek capital letters.
Bulk III-V semiconductors, except nitrides, crystallize in the zincblende (ZB)
structure. Conversely, NWs made of non-nitride III-V semiconductors crystallize
also in the hexagonal WZ structure (III-V ZB NWs are actually the exception rather
than the rule)[23, 24, 25]. The WZ structure has been reported in NWs made of
GaAs [26], InP [27], GaP [28], Si [29], and almost all III-V semiconductors [25],
which is one of most surprising NW findings and a topic of significant importance in
materials science. The lattice of a ZB structure is a face-centered-cube (FCC) with
a bi-atomic base: one atom is located at the origin, the other at aZB/4 from the
origin along the (111) direction, where aZB is the ZB lattice constant. Figure 1.5
shows the unit cell of the ZB lattice (a) and its Brillouin zone (BZ) in the reciprocal
space (b). In the ZB structure, each atom is surrounded by four tetrahedrally
coordinated atoms of the other species. The atomic orbitals involved in the chemical
bonds are not fully covalent sp3 hybrids because the electro-negativities of the
two species are usually quite different. The lattice of a WZ crystal structure is a
hexagonal-compact-packed (HCP) structure with two different atoms per lattice
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Figure 1.6. (a) Unit cell of WZ lattice in a stick-and-ball model. Different colors correspond
to different atoms. (b) Brillouin zone of the WZ reciprocal lattice. High symmetry
points are labeled with Greek capital letters.
site. Figure 1.6 shows the unit cell of the WZ lattice (a) and its Brillouin zone in
the reciprocal space (b). In the WZ configuration, as in the ZB one, each atom is
surrounded by four tetrahedrally coordinated atoms of the other species. Moreover,
9 of the 12 second nearest neighbors are in the same positions they occupy in the
ZB structure. The difference between the two phases is given by the remaining three
second nearest-neighbors and the third nearest-neighbors. That difference is related
to the strength of the III-V bond, where the lower average interatomic distance in
the WZ crystal structure would suggest bond-strengths higher than those in the
ZB structure. As a matter of fact, bulk materials with high electro-negativity and
thus high bond-strength, such as nitrides, crystallize in the WZ structure whereas a
low electro-negativity leads non-nitride III-Vs to crystallize in a ZB structure. For
the same reason the diamond structure -namely, a ZB structure with two identical
atoms per lattice site- is routinely found in materials as C, Si, and Ge with full
covalent bonds. The reason why NWs grow preferentially in the WZ structure is a
topic still under debate. The very similar structure of the ZB and WZ phases results
in a very low difference in the cohesive energy ∆EWZ−ZB (about 24 meV per III–V
pair in GaAs [30]). It has been debated if the contributions to the total energy of
either the lateral facets [31] or the vertical edges between facets3 might slightly favor
the WZ structure in the case of small-diameter NWs (with large surface-to-volume
ratio). Unfortunately, the critical diameters observed for the formation of III–V WZ
NWs (> 50 nm) are much greater than those theoretically predicted. It has been
demonstrated that WZ nucleation occurs if and only if nucleation begins at the
NW edge (triple line or three-phase boundary) [30]. However, this model fails to
explain the growth of self-catalysed NWs. It has been also stated that the crystal
3Provided the energy of these facets in WZ is smaller than that of ZB [32].
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structure is controlled mainly by the growth kinetics [33] as well as demonstrated
(via probabilistic approaches and explicitly including interlayer interactions beyond
nearest neighbors) that high super-saturation in the seed nanoparticles is required
to obtain a WZ crystal structure [34].
Polytipism, namely, the presence along a same NW of both ZB and WZ phases,
is likely due to the fact that NWs most often grow layer-by-layer in the <111>
direction (ZB) and in the <0001> (WZ). Along these very close directions the ZB
and WZ structures are hexagonal stacked-layers that differ only in the stacking
sequence, as shown in Figure 1.7. Therein, the stacking sequences of the WZ (a)
Figure 1.7. Sketch of the atomic structure of a WZ (a) and ZB (b) crystal in the < −110 >
viewing direction. Group-III and -V atoms are marked by different colors, upper- and
lower-case letters indicate different layers of atoms. After ref. [25].
and ZB (b) crystal structures are shown. The ZB stacking sequence is ABCABC,
where capital letters refer to hexagonal layers stacked along the <111> direction and
different letters label the sites that pairs of group-III and group-V atoms may occupy
in a hexagonal plane. By labeling group-III and group-V atoms in each layer with
upper and lower cases, the ZB stacking sequence can be written as AaBbCcAaBbCc,
as shown in figure 1.7.b). The WZ stacking sequence is, instead, ABABAB in the
former notation, or AaBbAaBbAaBb in the latter notation, as shown in figure 1.7.a).
Therefore, a small variation in the layer sequence during the layer-by-layer <111>
growth may easily lead to a change from the WZ to the ZB structure. The layer-
by-layer growth can also give rise to crystal defects, as often found in NWs. Those
defects can be classified in two families: stacking faults and twin planes. Stacking
faults are local breaks in the stacking sequence, e.g., ABABC¯AB in a WZ structure.
A twin plan, instead, is a 60◦ rotation of a hexagonal layer along the growth direction,
as can be found mainly in a ZB structure, e.g., a stacking ABCA¯CBA where a
mirror image of the crystal across the twin plane occurs. Crystal defects and phase
mixing are harmful, in particular in electronic applications, because they increase
carrier scattering along the NWs axis [35]. Moreover, a mixture of ZB and WZ
crystal phases with different energy gaps is a challenge for optical applications [36],
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(a) (b)
Figure 1.8. a) Brillouin zone of the WZ reciprocal lattice, as already shown in fig. 1.6.b).
BZ of the ZB reciprocal lattice (dashed lines), as already shown in fig. 1.5.b), drawn in
the same scale and viewed from the same point as in fig. 1.5.a). Solid lines indicate the
half-size BZ that corresponds to a doubled unit cell in real space. V is located at the
center of the front surface of the half-size BZ, LX is at the center of the hexagon of the
FCC BZ, just above V along the [111] direction and inside the half-size BZ. Surfaces
common to both BZs are indicated as shaded planes. After ref. [40]
as it will be detailed in subsection 1.3.1. However, an engineering of crystal defects
and phase mixing has a potential for novel devices. E.g., the decrease in NW thermal
conductivity due to the phonon backscattering [37] induced by the surface roughness
produced by periodical twin planes [38] opens the way to thermoelectric applications
of NWs. Finally, controlled crystal-phase mixing in chemically homogeneous NWs
led to the formation of quantum dots, with a potential for single photon emitters
[39].
1.3.1 Zincblende and wurtzite band structure
All similarities in stacking sequences and unit cells between the two crystal phases
result in similar band structures. An understanding of the differences among the ZB
and WZ structures is more easily achieved by looking at the similarities between the
Brillouin zones of the two structures, shown in fig. 1.5.b) and 1.6.b), respectively. A
correspondence between states with the same wave-vector can be established for BZs
with different shapes provided they have a same volume [40]. In the present case,
this is easily realized by doubling the ZB unit cell in the [111] direction in the real
space. The resulting Brillouin zone in the reciprocal space is halved, as shown in
Figure 1.8.b) by solid lines. The main new feature of the halved ZB Brillouin zone is
a folding on Γ of one of the four non-equivalent L points of the full ZB Brillouin zone
(1.5.b)), labeled ΓLZB in the figure. The other L and X points are folded together
and labeled LXZB. Those ΓLZB and LXZB have, respectively, the same wave vector
as ΓWZ and UWZ , where the latter point divides the WZ L−M line at a 1 : 2 ratio.
Figure 1.9 shows the relationships between states with the same wave-vector in the
WZ (right) and ZB (left) structure. Due to the folding of L points in Γ in the WZ
structure, as discussed above, and neglecting spin-orbit coupling, the Γ1, L1, and
L3 states in ZB correspond to Γ1, Γ3, and Γ5, in the order, in WZ. Therefore, ZB
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bulk-semiconductors with an indirect band gap due to a minimum in the conduction
band at or near the L point are expected to become direct gap materials in the WZ
structure, as is the case in WZ GaP NWs [28]. In the quasi-cubic approximation, a
deformation of the ZB lattice along the <111> direction induces a uniaxial strain,
usually called crystal field (∆CR), which may lead to a WZ structure [41]. In the
absence of spin-orbit coupling, the crystal field splits the p-like Γ15 state of ZB into
a fourfold degenerate Γ6 state, corresponding to px, py, and a doubly degenerate Γ1
state, corresponding to pz. The inclusion of the spin-orbit coupling lifts also other
degeneracies, as in the case of the Γ6V state that splits into a heavy hole (Γ9V ) and
a light hole (Γ7V u) state4. Three optical direct-transitions, commonly defined as A
(Γ7C ↔ Γ9V ), B (Γ7C ↔ Γ7V u), and C (Γ7C ↔ Γ7V l) transitions are allowed in a
relatively narrow energy-range. In the quasi-cubic approximation, the extent of the
Figure 1.9. Sketch of the correspondence between energy levels at the Γ and L points
for the WZ (right) and ZB (left) crystal phases, with and without spin-orbit coupling.
Degenerate states are highlighted as thin gray lines, dashed oblique lines mark connected
energy levels. After ref. [42].
crystal-field term and the spin-orbit-coupling term (∆SO) can be derived from the
4Subscripts u and l distinguish upper from lower energy levels.
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following equation once the difference in energy between hole levels is known:
E(Γ7V u,l)− E(Γ9V ) = −∆SO + ∆CR2 ±
√(∆SO + ∆CR
2
)2
− 23∆SO ·∆CR (1.1)
and a perfect WZ structure is assumed, namely, aˆ/cˆ = 3/8, where aˆ and cˆ are the
in-plane and out-of-plane hexagonal WZ lattice-parameters, respectively. Valence-
band ordering is thus determined by the intensity of the spin-orbit coupling with
respect to the crystal-field term. It should be noticed that negative values of the
spin-orbit coupling could lead to a very different valence-band ordering with respect
to the diagram depicted in figure 1.9, as in the case of WZ ZnO where an ordering
(Γ7V u, Γ9V , Γ7V l) was found [43]. The band structure of WZ III-V compounds
has been calculated by several groups that obtained quite scattered results, mainly
because different values of the lattice parameter and different theoretical approaches
were used: density functional theory (DFT) within the local density approximation
(LDA) [40, 44], k•p approach within DFT [45], GW approximation using plane
waves and pseudopotentials [46], tight binding [47], and empirical pseudo-potentials
[42]. Almost all possible III-V compounds have been calculated in refs. [44] and
[42]. De and Pryor have calculated the full electronic band-structure of non-nitride
III-V semiconductors in the WZ phase by means of transferable empirical pseudo-
potentials including the spin-orbit coupling [42]. All the In-based materials result
to be direct-gap semiconductors with a Γ7C conduction-band minimum and an
energy gap greater than that of the corresponding ZB materials. Aluminum- and
gallium-based materials are direct-gap semiconductors with a Γ8C conduction-band
minimum whose WZ band-gap values are either greater (AlAs) or smaller (GaAs)
than those of the corresponding well-known ZB values. Bechstedt and Belabbes have
calculated the full electronic band structures of non-nitride III-V semiconductors for
both the WZ and ZB crystal-structures as well as for the 4H and 6H polytypes [44].
In particular those authors found a Γ7C conduction-band minimum and a band-gap
energy of WZ GaAs greater than that of ZB GaAs, at variance with De and Pryor’s
results.
1.3.2 Zincblende and wurtzite NW optical properties
From an experimental point of view, the ZB and WZ phases differ in crystal
structure, band structure, and optical selection rules. The cubic ZB crystal-structure
is symmetric: no preferential direction and no anisotropy hold in the optical and
transport properties, e.g., carrier effective masses. Instead, the hexagonal WZ
crystal-structure is not symmetric, with a preferential direction along the cˆ axis,
hence some anisotropy characterizes many physical properties. Optical selection rules
in hexagonal crystals with space group C46V have been determined by group-theory
arguments [48]. Here, we will focus on transitions at k = 0 involving only Γ7C , Γ9V ,
Γ7V u, and Γ7V l energy levels. We will neglect the transitions involving Γ8C since we
will focus on InP NWs, whose conduction band minimum is at Γ7C . As reported
in ref. [49], the dipole-allowed optical transitions at ~k = 0 for light polarization ~
parallel or perpendicular to the WZ cˆ axis are:
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• without spin-orbit coupling
~⊥ cˆ : Γ1C ↔ Γ6V
~ ‖ cˆ : Γ1C ↔ Γ1V
(1.2)
• with spin-orbit coupling
~⊥ cˆ : Γ7C ↔ Γ9V
Γ7C ↔ Γ7V u
Γ7C ↔ Γ7V l
~ ‖ cˆ : Γ7C ↔ Γ7V u
Γ7C ↔ Γ7V l
(1.3)
The spin-orbit perturbation, which mixes px and py orbitals with pz and s orbitals,
severely affects selection rules: e.g., the Γ1C ↔ Γ1V transition, which is always
forbidden in absence of the spin-orbit interaction, turns into the Γ7C ↔ Γ7V l
transition, which is allowed by the spin-orbit interaction for ~⊥ cˆ. Similarly, the
mixing of the atomic orbitals p and s turns the Γ8V state into the Γ7V u state, which
allows the Γ7C ↔ Γ7V u transition -otherwise forbidden- for ~ ‖ cˆ. The strength of
those transitions strongly depends on the solution of the appropriate secular equation
that gives the weights of the orbital atomic functions in each high-symmetry energy-
level. That analytical solution, therefore, determines the nature of what is naively
expected to be predominantly px- and py-like, because originating from a Γ6V state,
or (s + pz)-like, because deriving from a Gamma1V state [41]. In summary, the
Γ7C ↔ Γ9V transition is allowed only for light polarization perpendicular to the cˆ
axis, whereas no strict selection rules hold for the Γ7C ↔ Γ7V u and Γ7C ↔ Γ7V l
transitions. It should be noted that the weaker is the spin-orbit coupling, the
stronger the original character and strength of those transitions will be: in the
limit of weak spin-orbit coupling, the Γ7C ↔ Γ7V u transition will be stronger for
~⊥ cˆ than for ~ ‖ cˆ because of the strong Γ6V character retained by Γ7V u. Optical
anisotropies that do not originate from optical selection-rules have been observed in
semiconductor WZ NWs as well in pure ZB NWs [50]. Those anisotropies are due
to carrier quantization and/or electromagnetic-field confinement, which takes place
when the NW dielectric constant differs from that of the environment. Quantum
confinement occurs for NW diameters smaller or comparable to the exciton5 Bohr
radius and gives rise to a quantization of the full band structure, thus modifying
the NW optical-matrix and polarization-properties [51]. However, all the NWs
studied in this work are well above the quantization limit, namely, their diameter
exceeds 50 nm and, thus, quantum effects are negligible. The second mechanism
is a purely classical phenomenon, independent of crystal phase, and is due to the
5Excitons are quasi-particles which are due to the Coulomb interaction between photoexcited
holes and electrons and whose characteristic size is given by the Bohr radius, of the order of 10 nm
in almost all III-V semiconductors. In appendix A.1 the theory of excitons in semiconductors is
given in some detail.
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peculiar shape and aspect ratio of NWs, ideally approximated to dielectric cylinders
of infinite length [52, 53]. All NWs are subjected to this effect, independently of
their crystal phase. Therefore, the main features of that effect will be discussed
in the following. The components of a static electric field E0 are affected by the
presence of a dielectric cylinder, in particular they may change on going from the
outside to the inside of a semiconductor NW: the component perpendicular to the
NW axis, E⊥0 , changes inside the NW, whereas the parallel component, E
‖
0 , does not
change. Inside the NW, the perpendicular component, (E⊥i ), is obtained by solving
the Dirichlet problem of electrostatic in cylindrical coordinates with the appropriate
boundary-conditions. The dependence of E⊥i on the dielectric constants of the NW,
, and of the environment (vacuum), 0 is given by eq. 1.4:
Ei⊥ =
20
0 + 
· Ee⊥, (1.4)
where E⊥e is the perpendicular component outside the NW [54]. Though Eq. 1.4 was
initially derived for static electric-fields, it remains valid as long as the NW diameter
is smaller than the electromagnetic wave-length. This approximation is called the
sub-wave-length regime and is valid in the microwave, infrared, and visible spectrum
provided that the NW diameters are smaller than 100 nm. Since the dielectric
constant of semiconductor NWs is higher than that of vacuum, the component of
the emitted or absorbed light perpendicularly polarized with respect to the NW axis
decreases inside the NWs (E⊥i < E⊥e ). In the case of absorbed light, the degree of
linear polarization can be defined as:
ρabs =
I‖ − I⊥
I‖ + I⊥
= 1− αabs1 + αabs , (1.5)
where α is the attenuation ratio between the light components polarized perpendicu-
larly and parallel to the NWs axis and can be derived by eq. 1.4:
αabs =
I⊥
I‖
= |E
i
⊥|2
|Ei‖|2
=
[ 20
+ 0
]2
. (1.6)
The value of the experimental degree of linear polarization of absorbed light, as
measured on a single InP ZB-NW[50], is ρexp = 0.96, namely, equal to the value
ρtheo = 0.96 estimated for  = 12.4. This agreement validate the sub-wave-length
approximation. In that same work, the authors found that ρexp was independent
of the NW diameter (provided that it is greater than 10 nm), thus excluding that
quantum effects were affecting the polarization anisotropy. In the case of emitted
light, the emission from all possible dipole directions has to be taken into account. An
integration over Poynting vectors rather than over electric fields should be performed
because the radiation from different dipoles is not coherent. As discussed in depth
in ref. [52], the attenuation ratio for the emitted light (αem) is then equal to:
αem =
I⊥
I‖
= 6
2
0
(+ 0)2 + 220
. (1.7)
The agreement between the value of the linear polarization degree estimated for the
light emitted by a single InP ZB-NW (ρtheo = 0.94 ) and that experimentally found
(ρexp = 0.92) is very good, too[50].
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Several polarization measurements, especially of emitted light, have been reported
in the NW literature [55, 56, 57, 58, 59, 60]. In some works, the optical properties
of ZB NWs were addressed by taking into account only the contribution to the
anisotropy caused by the electromagnetic-field confinement[59, 60]. However, in
the case of ZB NWs the polarization of the emitted light is preferentially parallel
to the NW symmetry-axis mainly as a consequence of the dielectric mismatch. In
WZ NWs, where the polarization of the light absorbed or emitted at the band-gap
energy is, instead, substantially perpendicular to the WZ cˆ-axis, selection rules
play the main role [55, 56, 57, 58] whilst the dielectric mismatch can be considered
just as a renormalization factor [61]. It should be pointed out that selection rules
and dielectric mismatch oppositely contribute to the polarization properties of the
emitted or absorbed light in WZ NWs whose cˆ-axis coincides with the symmetry-
axis, as usually is the case. Since the linear polarization degree is negative (ideally
equal to -1) in WZ NWs, positive (and small) in ZB NWs, polarization resolved
optical experiments are a valuable tool, easier than electronic microscopy and x-ray
diffraction, to distinguish between crystal phases in semiconductor NWs.
1.4 Technological development of NW based devices
Semiconductor NWs have attracted a great attention from the scientific community
for both their novel physical properties and enormous potential for applications
in almost all technological fields. As in other emerging research frontiers, people
working in the NW field are indeed constantly pushing to develop new fundamental
science as well as potential applications. However, no production-scale NW-based
device has reached the market place to date. An overview of possible applications of
NW-based devices will be given in the present section of the thesis, whereas thorough
reviews of this topic can be found in ref. [62, 63]. The section is organized in four
subsections that cover the field of opto-electronics, energy conversion, biosensors,
and platforms to probe elusive quantum physical effects.
1.4.1 Nanowires for opto-electronics applications
The requirement for more powerful, integrable, and low-consuming electronic systems
pushes for devices where semiconductor NWs should play a prominent role. Indeed,
the field effect transistor (FET), the most basic component of integrated circuits,
has been developed using NWs made of various materials, thus taking advantage
of the benefits of single crystals in the nanometer-size regime. It should be noted
also that NWs can be controllably doped, as for their bulk counterpart, which is
a critical aspect in device engineering. Finally, the great aspect-ratio makes NWs
suitable as interfaces with top-down fabrication techniques, the most-used in the
microelectronics industry. Early silicon NW-based FETs have been fabricated via
back- [67] or top-gated [65] geometries. In these geometries, the end facets of the
NW act as source or drain of a current that flows along the axis of a NW lying
on a substrate. In the former case, the dielectric gate is placed beneath the NW
and above the highly doped substrate (the quasi-metallic gate; see figure 1.10.a)),
whereas in the latter case a dielectric gate, followed by a metallic gate, has to be
grown or deposited on the NW surface (see figure 1.10.b)). In the latter case, the
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Figure 1.10. Scheme of various geometries of FET-based NW-devices: a) back-gated; b)
top-gated (the inset is a cross section of the device geometry); c) vertical NWFET and
d) SEM image of vertically integrated surround-gate silicon-NWFET. Scale bar is 500
nm. False colors in the SEM image are added to link this image to the schematic shown
in figure 1.10.c). After ref. [64, 65, 66].
NW is completely embedded between the dielectric structure, allowing for a more
accurate calculation of the gate coupling and avoiding an underestimation of carrier
mobility [68]. However, defects formed on the oxide interface play a prominent role
in the device performance due to the NW large surface-to-volume ratio. Indeed,
these interface defects may affect the applied gate voltage and increase the carrier
scattering [69]. Therefore, passivation techniques, such as hydrogen termination [70]
or atomic layer deposition [71], are mandatory to improve the device performances.
Both back- and top-gated geometries involve NWs lying on a substrate. However,
most of the growth techniques lead to NWs oriented perpendicularly to or almost
away from the substrate. Therefore, a single vertical In2O3 NW FET, where the
gate is placed above the drain at the end of the channels, has been realized [72].
Alternatively, the dielectric and metallic gates can completely surround the NW, as
displayed in figure 1.10.c), that shows a schematic of such geometry, and in figure
1.10.d), that shows a SEM image of such a kind of surrounding gate NW FET [64].
This configuration allows for a superior electrostatic control of the conductivity
in the channel and offers the possibility to drive a current per device area higher
than that in a planar architecture. Also III-V materials and metal-oxides have
been incorporated into several FET geometries aimed at improving both device
performance and material characterization. InAs NWs characterized by light carrier-
masses were employed in top-gated FETs without surface passivation. The room
temperature mobility of those devices reached 6580 cm2V −1s−1 [73]. ZnO NWs
were as good as InAs NWs when their surfaces were passivated with metal-oxide
procedures compatible with semiconductors [74]. In those devices, a mobility equal
to 4120 cm2V −1s−1 was achieved, which makes ZnO NW-based devices suitable
for applications in high frequency integrated electronics. NWs have an enormous
potential also in the field of optoelectronic and optical devices, where NWs act
as nano-scale photonic-components such as wave-guides, light emitting diodes
(LEDs), and photonic circuits. In a photonic circuit, light generated from a
miniaturized source, e.g., a quantum dot, is captured and sent precisely to the
next component according to the logical sequence of the circuit, as in an electrical
circuit. NWs have exhibited advantages in photonic-circuit building-blocks such as
photonic diodes. As a matter of fact, asymmetric light propagation can be achieved
by wave-guiding the light in composition graded CdSxSe1−x NWs, as shown in figure
1.11.a) [76]. Indeed, the chemical composition of NWs can be purposely tuned owing
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Figure 1.11. a) Asymmetric light propagation in CdSxSe1−x NWs with a composition
gradient along the NW. The top panel reports a SEM image of a composition-graded
NW; scale bar is 7 mm. In the second panel from the top, a real-color PL photograph of
the NW under diffusive illumination is shown. The two bottom panels show real-color
PL photographs with local excitation at each of NWs end facets. b) A SEM image shows
the axially coupled GaN NWs. c) Single-wave-length lasing from a coupled cavity (top
curve, blue). Multiple wavelength lasing from separated cavity components (bottom
curves). After ref. [75, 76].
to the NW ability to relax the lattice strain, as discussed in section 1.1. Therefore, a
uniform composition-gradient can tune the CdSxSe1−x NW band-gap from 2.4 eV to
1.7 eV, leading to different light propagations along the two opposite ways of a same
axial direction. The NW peculiar shapes together with their high optical gain permit
to get lasing from single NWs. In 2001, ultraviolet (UV) lasing emission was observed
in ZnO NWs [77] and since then optically pumped coherent laser emission from
NWs was achieved in various materials. Indeed, NWs act simultaneously as optical
cavities and gain media. Moreover, thanks to the small volume of the gain medium,
lasing threshold was reached with just hundred µA in electrically driven NWs laser
[78]. Nowadays, almost all the visible, UV, and near-infrared spectral regions have
been covered by NW lasers. Furthermore, multicolor NW lasers have been developed
by means of multi quantum-well (MQW) NW hetero-structures consisting of a GaN
core surrounded by an epitaxial InGaN/GaN core-shell MQW, which serves as a
gain medium tunable in composition[79]. Albeit a lot of effort has been devoted to
control the NW shape, size, and composition, most of the NW lasers suffer from a
simultaneous emission at multiple frequencies due to the longitudinal modes of the
optical cavity (made by the NW itself). Single-energy laser-emission is, indeed, an
important figure of merit because it avoids temporal pulse-broadening and allows
for a lower threshold-gain. Until now, two schemes have been proposed to get single
frequency lasers. Lasing at 738 nm was demonstrated in a single CdS NW forming
a small loop at one end thanks to the Vernier effect [80]. Another opportunity to
increase the free spectral-range is the coupling of two optical cavities through an
air gap, known as cleaved-coupled cavity and shown in figure 1.11.b). Lasing at a
single UV wavelength at room temperature was observed in cleaved-coupled GaN
NWs (see fig. 1.11.c) and it was even shown that cleaved-coupled NWs operate with
a threshold-gain lower than that of the individual components [75]. Lastly, it has
been possible to go beyond the diffraction limit by integrating plasmonic effects in
NWs. In hybrid plasmonic-wave-guides consisting of CdS NWs and silver films
separated by a 5-nm-thick insulating MgF2 gap, a surface-plasmon amplification
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by stimulated emission of radiation (SPASER) was achieved, thus leading to the
generation of light concentrated into an area well below the diffraction limit (with a
resolution hundred times smaller than the operating wavelength) [81].
1.4.2 Nanowires for energy applications
Semiconductor NWs have shown advantages in the development of thermoelectric
devices, which are aimed at converting thermal energy into electrical energy and
viceversa. In presence of a temperature gradient between two sides of a semiconductor
rod, majority charge carriers diffuse from the hot to the cold rod side until an opposing
electric-field forms and stops this charge flow. Alternatively, a voltage applied across
the two rod sides leads to a current flow of majority carriers moving from one rod
side to the other side with an ensuing temperature gradient. A material dependent
property, namely, the Seebeck coefficient (S), rules the linear proportionality between
the temperature gradient and the voltage difference between the two rod sides
(∆T = S∆V ). Therefore, thermoelectric devices can be implemented as solid-
state coolers or energy converters. So far, the main efforts were aimed at using
thermoelectric devices as energy converters. Indeed, those devices can be used to
re-utilize part of the heat wasted to the environment thus enhancing the overall
energy-conversion efficiency [82]. A dimensionless figure of merit, ZT, characterizes
the performance of thermoelectric devices:
ZT = S
2σ
ke + kph
T, (1.8)
where σ is the electrical conductivity and ke and kph are, respectively, the electronic
and lattice contributions to the thermal conductivity. Thus, a high Seebeck coef-
ficient, high electrical conductivity, and low thermal conductivity are required to
maximize the performance of thermoelectric devices. Unfortunately, that goal is
very challenging because the Seebeck coefficient is inversely proportional to carrier
concentration, whereas the electrical conductivity is directly proportional to this
same parameter [83].
In this complicated trade-off between various physical parameters, NW geometry
offers two main potential advantages in order to maximize ZT. First, the change
in the NW band-structure should lead to an increase in the power factor (S2σT ):
theoretical estimates of ZT values as large as ∼ 14 have been made in Bi2Te3
quantum wires [85]. Nevertheless, to date the enhancement in the NW power-factor
is small [86] although values greater than those obtained in bulk Bi2Te3 have been
achieved [87]. The breakthrough in the optimization of thermoelectric devices is
given by a reduction of the lattice thermal-conductivity without affecting the bulk
electrical-conductivity. This is made possible by the great difference (by orders
of magnitude) between the phonon and electron wavelengths. The phonon mean-
free-path in NWs ranges roughly from 10nm to 10µm and can be decreased by
increasing the phonon scattering from the NW boundaries. This would not change
the electrical conductivity, contrarily to what takes place in the bulk case, because
of the lower range of the electron mean-free-path in NWs with respect to that in
the bulk. In Si NWs synthesized by VLS (see fig. 1.12.b)), values of the thermal
conductivity lower than those in the bulk have been reported, thus highlighting their
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Figure 1.12. a) High-resolution TEM image of a Si NW synthesized by electroless aqueous
etching (EE). Scale bar is 4 nm. b) High-resolution TEM of a Si NW synthesized by VLS.
Scale bar is 3 nm. A difference in the surface roughness is clearly visible. c) Temperature
dependent thermal conductivity of EE and VLS NWs. EE NWs exhibit a suppressed
thermal conductivity with respect to that of VLS NWs with the same diameter. After
ref. [84].
Figure 1.13. a) Top-view sketch of a core-shell NW solar-cell showing the built-in electric-
field which separates charge carriers between n- and p-type regions. b) Sketch of an
array of NW solar-cells showing length scales that improve light absorption and charge
separation. c) Diagram and SEM image of an array of InP NW solar-cells. After ref.
[63, 93]
clear dependence on NW size [88]. Later on, ZT = 0.6 has been measured at room
temperature in silicon rough NWs synthesized by electroless etching (see fig. 1.12.a)
and 1.12.c)), a value two orders of magnitude higher than that in bulk silicon [84].
Although phonon scattering mechanisms in NWs are not clearly understood yet [89],
the enhancement in ZT is a potential advantage for the design of thermoelectric
NW-based devices [87, 90]. Large diameter NWs, well beyond the quantum limit,
are also suitable for efficient and inexpensive solar cells. Their main advantage is
a tunable geometry: the great NW surface-to-volume ratio as well as dimensions on
the same length scale of light wavelength and carrier diffusion-length offer, indeed,
unprecedented opportunities to improve charge collection and light absorption. The
fundamental properties of materials are investigated in single NW solar-cells, while
amounts of power comparable to those produced by thin-film photovoltaic-devices
are pursued in arrays of NW solar-cells. Finally, NW solar-cells can be potentially
integrated into flexible devices [91, 92] and, moreover, are characterized by cheaper
low-temperature fabrication-techniques. Therefore, arrays of NW solar-cells should
most likely lead to a second-generation of thin-film photovoltaic-devices with low
processing costs and high efficiency. Among all the advantages of NW geometry
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in solar-cell applications, the opportunity to improve separation and collection of
photogenerated charges, as shown in Figures 1.13.a) and 1.13.b), was one of the
earliest recognized advantages. In radial p-n junctions, length scales for adsorption
and separation of charges are decoupled: light absorption occurs along the NW
axis whereas photo-generated minority-carries are collected along the NW radius.
This geometry allows the making of NW solar-cells with materials whose optical
absorption-length is longer than the minority-carrier diffusion-length, which cannot
happen in planar thin-film solar-cells [94]. Therefore, less expensive and less pure
materials can be employed in arrays of NW solar-cells, thus reducing the fabrication
cost of photovoltaic devices. Another relevant advantage is a greater light-trapping
in NWs array, which enables a greater light-absorption with respect to the case of
thin-film devices. Two main effects rule light trapping: the sub-wavelength diameter
of a single NW, which enables wave-guiding effects, and a collective scattering from
several neighbors NW-air interfaces, which enhances the overall absorption [95]. In
2013, an array of solar cells based on InP NWs first reached an efficiency comparable
to that of their planar counterpart [93]. Figure 1.13.c) shows a SEM image and
the scheme of this device, namely, a p-i-n doped axial-junction of InP WZ NWs
epitaxially grown on a patterned array. The efficiency of this array was 13.8%,
smaller than that of a planar solar cell (22.1%) but for an active area 8 times smaller
than that of the planar device. To date, the world-record efficiency for arrays of NW
solar-cells (17.8%) is held by an array of InP NW solar-cells where hemispherical
nanoparticles enhance light absorption [96].
1.4.3 Nanowires to probe elusive fundamental quantum physics
effects
Semiconductor NWs provide an ideal platform for various low-dimensional de-
vices aimed at studying elusive fundamental quantum-physics effects. Majorana
fermions [97] and Aharonov-Bohm [98] effects are probably the most interesting
ones among those effects. Majorana fermions are particles identical to their own an-
tiparticles6. They are characterized by zero charge and zero energy at rest and their
experimental observation is very challenging and not trivial. In the Aharonov-Bohm
effect, whose experimental observation is also very challenging, the wave-function
of a charged particle confined in a region with no magnetic field acquires a phase
shift that depends on the enclosed flux. Thus, the Aharonov-Bohm effect plays
an eminent role in the study of the interaction between a charged particle and
an electromagnetic potential. Majorana fermions are predicted to appear once a
superconducting electrode in an external magnetic field is coupled to a semiconductor
NW with a strong spin-orbit interaction [99, 100]. The magnetic field should be
directed parallel to the NW axis to open a gap in the split spin-orbit bands (Zeeman
term). The proximity of the superconducting electrodes to the semiconductor NWs
gives rise to an ordinary superconducting s-wave. This induces a pairing in the NWs
between electron states of opposite momentum and opposite spins and opens a gap
(∆) between the two states. To obtain topological superconductors and observe
Majorana fermions, Ez > (∆2 + µ2)1/2, where Ez = 1/2µBgB is the Zeeman energy
6More precisely, in second quantization the creation and annihilation operators coincide.
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(with µB Bohr magneton and g carrier gyromagnetic-factor) and µ is the Fermi level.
Majorana fermions should arise as zero-energy bound states where Ez = (∆2 +µ2)1/2,
i.e., mainly at the end of the NW where the electron density is reduced to zero
and Majorana fermions could be revealed by tunnelling spectroscopy from a normal
conductor [101]. Signatures of Majorana fermions have been detected in hybrid
Figure 1.14. a) Colour-scale plot of differential conductance versus voltage and magnetic
field in a hybrid superconductor-semiconductor InAs structure. The zero-energy bound
state is highlighted by a dashed oval; green dashed lines indicate the gap edges. At
0.6 T, a non-Majorana state is crossing the zero state with a slope indicated by yellow
dotted lines. b) SEM image of an InSb NW-junction quantum-network. Scale bar is 1
µm. c) Magneto-conductance measurements of a hashtag-shaped NW-network showing
periodic Aharonov-Bohm oscillations. False-coloured SEM image of an InSb hashtag
(red) contacted with normal metal-electrodes (yellow). Scale bar corresponds to 500 nm.
After ref. [102, 103]
superconductor-semiconductor InSb [102] and InAs [104, 105] NW systems, both
possessing high gyromagnetic factors, which is a promising feature for the observation
of Majorana fermions. Figure 1.14.a) shows a plot of differential conductance versus
voltage and magnetic field in a hybrid superconductor-semiconductor InSb-NW-
system highlighting the existence of Majorana fermions. Therein, zero-energy bound
states are visible for magnetic fields of the order of 100mT . These states disappear
for magnetic fields equal to zero or perpendicular to the NWs axis as well as by
replacing the superconductor with a normal metal, in agreement with theoretical
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predictions [102]. Finally, the definitive proof of Majorana fermions should be given
by their non-Abelian statistics, which can be observed when two Majorana fermions
move around one another, as in the case of hashtag-shaped NW-networks like those
reported in fig. 1.14.b) [103]. The Aharonov-Bohm effect should be observed if
the wave-function of a quantum particle moving in a magnetic field has a phase
shift proportional to the magnetic flux with all physical observables periodic with
a period equal to the flux quantum, Φ0 = h/e. Modulated-phase interferences can
then affect magneto-transport measurements at low temperatures whenever the
phase coherence-length is long enough, or magneto-photoluminescence experiment
whenever the optical recombination involves charged carriers. Core-shell NWs, owing
to their high aspect ratio, are predicted to be ideal systems to perform that type
of measurements [106, 107]. To date, Aharonov-Bohm oscillations have not been
detected in photoluminescence experiments in NWs, while they have been reported
in several magneto-optical measurements on type II quantum dots [108, 109] or
quantum rings [110].
As regards transport measurements, magneto-conductance oscillations have been
observed in several NW structures. Quantum interference effects in the magneto-
resistance measurements of core/shell (In2O3/InOx) hetero-structure NWs have
been observed [111]. The relationship between the oscillation period and the core
width indicated that the current flows dominantly through the core/shell inter-
face. Magneto-transport experiments were also performed on epitaxial GaAs/InAs
core/shell NWs, where periodic oscillations of the NW conductance were highlighted
[112]. Finally, such a kind of oscillations have been observed in hashtag-shaped
junction InSb NWs, as reported in figure 1.14.c), owing to the quantum interference
of electron waves emanating from the two transport channels of which the hashtag
is made [103].
1.4.4 Nanowires as biosensor
Nanowire shapes and sizes have allowed also their interfacing with living cells.
Nanowire cross-section is smaller than the dimensions of typical cells but still greater
than those of the lipid bilayer. Therefore, it can easily penetrate cell membranes
while leaving cell structures and functions intact [113]. Moreover, the NW large
surface-to-volume ratio boosts cell-NW interaction for chemical, biological, and
electrical sensing and allows an optical and electrical communication across cellular
membranes [114, 115] with high-resolution and addressable intracellular-monitoring.
Integration of NW-based field-effect-transistors (FET) with live cells was achieved
first in 2006 by means of silicon NWs [116]. Figure 1.15 shows an optical image
of a five NW–axon structure in which the rate, amplitude, and shape of signals
propagating along individual axons of live mammalian neurons have been measured
simultaneously at the NW-neuron junctions. This task could be hardly fulfilled
with traditional micropipettes, due to the difficulty in signal multiplexing, or with
micro-fabricated electrode arrays, due to their poor spatial resolution for detection
and stimulation of neural activities. Nowadays, a neuron-physiology technique based
on NW FET is able to record extracellular and intracellular action potentials with
high signal-to-noise ratios [117, 118] leading to applications as label-free sensing of
bio-molecules and cellular electrophysiological recording. [119]. Bio-probes based on
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Figure 1.15. a) Optical image showing the structure of a five NW–axon structure, where
NW3 serves as input and other NWs as receivers. b) SEM false-color image of a vertical-
nanowire electrode-array pad made up of nine Si NWs (blue) with metal coated tips
(white). Scale bar is 1 µm. c) SEM false-color image of a rat cortical cell (yellow) on a
vertical-nanowire electrode-array pad (blue), showing NWs interfaced with the cellular
membrane (inset is a magnification). Scale bars are 2.5 µm. After ref. [114, 116]
vertical-NW arrays should be an even better platform for a high-throughput live-cell
manipulation and assays. In 2007, the direct interconnection of an array of silicon
NWs with a mouse embryonic-stem-cell directly cultured on the NW array has been
first demonstrated [120]. Therein, penetration of silicon NWs into the cell did not
require an external force, thus extending the stem-cell survival to several days without
affecting the cell vitality, structure, and functions [120]. This ground-breaking work
has shown, therefore, the potential of NWs to introduce programmable electrical
and chemical stimuli to guide a stem-cell differentiation. Furthermore, intracellular
mapping of neuron activity is made easier by using vertical NWs, owing to the NW
capability of penetrating inside live cells without affecting their vitality, structures,
and functions. Indeed, electrical currents in a given cell were traditionally measured
using micropipette electrodes, which are extremely invasive and/or can harm the
cell membrane or interfere with its activity. Finally, vertical-NW electrode-arrays
(see Figs. 1.15.b and.c) can record and stimulate intracellular neuronal activity
in rat cortical neurons and can also be used to map multiple individual synaptic-
connections [114]. Although the signal amplitude for vertical NW-arrays is one order
of magnitude smaller than that usually reported for NW-based FET bio-probes
[121], the possibility to pack hundreds of thousands of these NW electrodes into
flexible sheets, thus leading to minimal tissue damage, makes still them interesting
for studying bioelectricity in nerves and heart muscles, and for mapping the brain
activity.
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Chapter 2
Optical properties of InP
nanowires
In this chapter, the electronic properties of InP NWs are investigated in details
by PL, µ-PL, and PLE measurements. The first section is devoted to a review of
the state of the art regarding the InP band-structure in the WZ crystal-phase. As
anticipated in section 1.3.1, little is known about the electronic band structure of
non-nitride III-V semiconductors in the WZ crystal-phase. Theoretical calculations
and experimental results on the energy-band diagram of WZ InP will be reported
and compared with the well known ZB-InP results.
In the second section, a complete listing of all types of investigated NWs will be
made. Indeed, several classes of NWs characterized by different crystal structures
(WZ vs ZB), shapes (tapered vs columnar NWs), and growth methods (vapor-liquid-
solid vs selective-area-epitaxy growth) were studied.
In the third section, an optical characterization of each class will be presented and
the PL dependence on power, temperature, and/or polarization both on single NWs
or ensembles of NWs will be shown. A quantitative simulation of high resolution PLE
and PL spectra at different temperatures will allow us to establish the temperature
dependence of the interband (A,B,C) transitions in WZ InP-NWs. A comparison
with ZB results will also be reported.
In the last section, the hot-carrier effect in NWs will be demonstrated by a full
quantitative analysis of the PL line-shape. We will show that carriers can thermalize
at temperatures much higher than those of the lattice even in the quasi-equilibrium
conditions typical of continuous-wave PL. The dependence of the mismatch between
carrier and lattice temperature on NW size and class will be addressed. Finally, a
promising development of photothermoelectric-device performance will be reported.
2.1 State of art of wurtzite-InP band-structure
Several experimental works have been carried out to characterize by optical techniques
the WZ-InP electronic properties [7, 57, 58, 59, 60, 122, 123, 124, 125, 126, 127,
128, 129, 130, 131]. The low-temperature (T = 4 ÷ 10K) experimental values of
the fundamental energy band-gap of WZ InP, namely, the A transition, fall in the
1.486÷ 1.508 eV energy range. All these values display a blue-shift of 65÷ 87meV
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Reference (year) Eg,WZ(eV ) ∆Eg,WZ/ZB(meV ) ∆AB(meV ) ∆AC(meV )
[40] (1994) 1.20 84
[42] (2010) 1.474 65 63 348
[47] (2010) 1.490 70
[132] (2011) 1 1.494 98 45 243
[44] (2013) 1.576 101 13 127
[45] (2016) 1.494 35 145
Table 2.1. Theoretical predictions of WZ-energy band-gap (Eg,WZ) and its energy difference
(∆Eg,WZ/ZB) with respect to the ZB band-gap, as calculated within a same approach.
∆AB and ∆AC report the energy splitting between heavy- and light-hole energy-levels
and heavy- and split-off energy-levels, respectively.
with respect to the InP-ZB energy band-gap (1.421 eV at T = 4K). The energy
values of the B and C transitions have been well established, especially by means
of PLE, in a smaller number of works. The low-temperature experimental energy
values of the B transition fall in a relatively sharp energy range, 1.530÷ 1.538 eV
[122, 123, 124, 125, 127, 129, 131].
As regards the C transition, instead, the reported energy values fall in a wide
range (1.665÷1.690 eV ) [122, 123, 124, 127, 129, 131]. [122, 123, 124, 127, 129, 131].
Although the experimental results quite well agree with each other, the same
statement does not apply to theoretical predictions. This discrepancy is most likely
due to the different theoretical approaches used to calculate the energy values of the
different transitions. In table 2.1, quite scattered theoretical estimates of the energy
levels of WZ-InP band-structure are reported (a similar scattered picture applies to
theoretical predictions of the hole and electron effective masses, as it will discussed in
section 3.2). Band-gap values in the 1.2÷1.576 eV energy range were estimated, with
theoretical differences between the ZB- and WZ-crystal phase-energies (∆Eg,WZ/ZB)
in the 70÷101meV range. In a few cases, also the energy differences between heavy-
and light-hole (∆AB) and heavy and split-off (∆AC) energy-levels were estimated
and largely scattered values were found. As regards the order of the two lowest
energy levels of the conduction band, all theoretical works agree on the sequence
Γ7c < Γ8c [40, 42, 44, 45]. Moreover, magneto-PL measurements on WZ InP-NWs
support the Γ7c character of the lowest conduction-band state [58].
2.2 Investigated samples
In this section, the structural properties of all investigated samples are described
and the growth conditions are summarized. This description is necessary to fully
understand the differences in the optical properties to be highlighted in the following.
All the samples were grown by Prof. C. Jagadish’s group at the Department of
Electronic Materials Engineering in the Australian National University (ANU) of
Canberra. The samples can be divided in four main classes distinguished by their
1A full potential linearised Augmented Plane Wave method (APW) is employed in these
calculations.
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crystal structure, morphology, and growth technique. In particular, the investigated
samples were:
• WZ-phase NWs grown by selective-area-epitaxy with a perfectly prismatic
shape and very high crystal quality;
• WZ-phase NWs grown by vapor-liquid-solid epitaxy with a high tapered
structure, like a staggered pyramid;
• ZB/WZ mixed-phase kinked NWs grown by VLS, characterized by two different
segments whose crystal phases and diameters differ;
• ZB-phase NWs grown by VLS and almost untapered.
NWs were grown in a horizontal flow MOVPE reactor in which chemical precursors
were phosphine (PH3) and trimethylindium (TMIn). In the SAE growth, a 30nm
thick SiO2 layer was deposited on an InP substrate and patterned by electron-beam
lithography to create an array of holes. The pattern was then transferred onto the
InP substrate by etching the SiO2 mask with a buffered hydrogen-fluoride solution.
Then, the samples were immediately transferred into the reactor and annealed for 10
minutes under a PH3 flow before initiating the NW growth. The V/III ratio was 80.
In the VLS growth, colloidal gold nanoparticles (diameter ∼ 30nm) were directly
dispersed on the ZB-InP substrate and then annealed for few minutes under a PH3
flow to enhance the alloying between the substrate and the Au particles before the
NW growth. The V/III ratio was 350 for all the NWs grown by the VLS technique.
Scanning-electron-microscopy images were taken at the CNIS Laboratory (Rome)
and in the ANU Laboratory, while the crystal structure was investigated in the ANU
Laboratory by a JEOL 2100 F transmission-electron-microscope operated at 200 kV.
WZ phase, SAE growth
Figure 2.1.a) shows a representative top-view SEM-image of an array of NWs grown
by SAE. In order to grow ordered arrays of NWs with different diameters, four
different patterned masks have been fabricated on the top of InP substrates. Hole
diameters were 45, 120, 310, and 650nm, the corresponding pitches -namely, the
distance between one hole and its nearest one- were 500, 200, 600, and 1000nm,
in the order. For the sake of clarity, in figure 2.1.a) only the sample with hole
diameters of 310nm is shown. The NWs were grown along the < 111 > direction
for 20 minutes at Tg = 730◦C. Figure 2.1.b) shows a 45◦ tilted-view SEM-image
of an array of NWs with diameter equal to 310nm. All the four samples feature
the same morphological characteristics, namely, the NWs are untapered, ∼ 5µm
long, perfectly perpendicular to the substrate, equally spaced, and with hexagonal
cross-section. They have a defect-free WZ crystal-structure, as supported by the
high-resolution transmission-electron-microscopy (HR-TEM) shown in fig. 2.1.c).
The very high crystal-quality is confirmed by the selective-area electron-diffraction
(SAED) pattern shown in the inset. The reader is referred to ref. [7] for a more
comprehensive morphological and structural characterization of this class of samples.
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Figure 2.1. a) Top-view SEM image of an ordered array of NWs grown via SAE technique.
Hole diameters are equal to 310nm. b) 45◦ tilted-view SEM-image of a region equivalent
to that displayed in (a). NWs are parallel to each other, perpendicular to the substrate,
and all with the same length. c) HR-TEM image of a NW belonging to the array shown
in (a,b). A high crystalline quality of the WZ structure is manifest, as confirmed by the
SAED pattern shown in the inset. After ref. [133, 134].
WZ phase, VLS growth
Figure 2.2.a) displays a 45◦ tilted view of an ensemble of WZ NWs grown along the
< 111 > direction for 20 minutes at Tg = 480◦C on a semi-insulated InP (111)B-
oriented substrate. The NWs stand perpendicular to the substrate and parallel to
each other. They are approximately 1µm long and show a highly tapered, staggered
ziggurat-like structure which can be described as made by three different parts: a
basal part, 400nm long with a triangular cross section defined by 180nm sides; a
middle part, 400nm long with an hexagonal cross section defined by 60nm sides; a
top part, 200nm long with an hexagonal cross section defined by 15nm sides (see
the top-right inset) and topped with a gold nanoparticle. We point out that straight,
non-tapered WZ NWs grown by VLS in the same laboratory under slightly different
conditions tend to show a poor crystal and optical quality [27, 135, 136]. A very
high WZ crystalline quality is shown, instead, by all highly tapered NWs, whose cˆ
axis is parallel to the NWs symmetry axis, as shown in the HR-TEM image and in
the SAED pattern of fig. 2.2.b). No ZB insertions are present along the NW axis,
with the exception of few staking faults on the NW tip (not shown here), which form
during the cooling process. Further morphological and structural characterizations of
this sample can be found in ref. [27, 58, 57, 135, 136] together with the dependence
2.2 Investigated samples 31
Figure 2.2. a) 45◦ tilted-view SEM-image of an InP-NW ensemble grown by VLS. Inset:
Top-view SEM-image of a single NW. The NW shape can be approximated to a staggered
structure consisting of the three parts highlighted by differently colored lines. b) TEM
image of a WZ NW belonging to the ensemble shown in (a). The top-left inset is a
HR-TEM image taken close to the wire base, as indicated by the square. This image
and the SAED pattern (bottom-right inset) confirm the WZ crystal-structure of the
NW. After ref. [57, 131].
of the structural proprieties on different growth parameters.
ZB-WZ phase, VLS growth
The kinked NWs were grown by VLS on InP (100) substrates at Tg = 475◦C. The
growth was initiated with TMIn and PH3 flows corresponding to a V/III ratio of 350
to ensure a high yield of vertical [100] segments [137]. After 15 minutes of growth
the V/III ratio was reduced to 220 in order to minimize the lateral growth. Growth
was continued for further 165 min before switching off TMIn and cooling down
under PH3. After a 90 minute growth, all [100] NWs kink to a [111] B orientation
by forming inclined twins [137]. It should be noticed that this spontaneous change
of growth direction takes place without any change in growth parameters. It most
likely takes place when the NW length is greater than the diffusion length of In in
the NW, with an ensuing decrease below a critical value of the In supply to the Au
particle [137, 138].
Figure 2.3.a) displays a 45◦ tilted-view SEM-image of an ensemble of kinked
NWs with both WZ and ZB structures. The bottom region, highlighted in blue, is
characterized by a ZB crystal-phase. All NWs are parallel to each other, with a
diameter of ∼ 120nm and <100> growth-direction. The top region, highlighted in
red, is characterized, instead, by WZ NWs with a diameter of ∼ 70nm and <111>
growth direction. Both NW crystal-phases are almost not tapered and ∼ 1.4µm
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Figure 2.3. a) 45◦ tilted-view SEM-image of a kinked NW ensemble. The regions
highlighted in red and blue denote the WZ and ZB parts of the NW, respectively. b)
TEM image taken on a single wire. It shows the good quality of the sample and the
interface where the kink occurs. The blue and red boxes mark the regions reported in
panels c) and d), respectively, where the high-resolution TEM-images were obtained.
The very high quality of the crystal structures is also confirmed by the selected-area
diffraction-patterns shown in the insets in panels c) and d).
long. Figure 2.3.b) reports a TEM image of a single NW. Therein, the kinking
angle, equal to ∼ 17◦, and the good quality of the sample is manifest: there is a
very low density of stacking faults and twin planes, except for the region where the
kink occurs. The NW very high quality is supported by the HR-TEM images of the
ZB and WZ parts shown in fig. 2.3.c) and 2.3.d), respectively, which were obtained
in the regions marked by blue and red boxes in fig. 2.3.b). The attribution of the
ZB and WZ crystal phases is confirmed, finally, by the SAED patterns reported in
the insets in figs. 2.3.c) and 2.3.d). It should be noticed that these NWs cannot be
considered as polytypic NWs as they do not include WZ and ZB sections alternating
along the NW axis.
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ZB phase, VLS growth
Figure 2.4. a) Side-view SEM-image of a ZB NW-ensemble. Vertical and non-vertical
NWs are manifest. b) 45◦ tilted-view SEM-image of the three main types of NWs grown
on an InP (100) substrate: vertical NWs in blue, tilted NWs in yellow, and planar NWs
in red. c) TEM image of a vertical ZB InP-NW, whose HR-TEM image is shown in the
bottom-left inset. The atomic pattern indicates a ZB phase, as confirmed by the SAED
pattern in the top-right inset. After ref. [131, 137].
Figure 2.4.a) displays a side-view SEM-image of an ensemble of NWs grown on
a (100) substrate for 20 minutes at Tg = 450◦C. Although this sample was grown
to achieve perfect vertically-oriented ZB-NWs to be compared to WZ NWs, not
all the NWs are actually vertically oriented. Three main different classes can be
identified, as shown in fig. 2.4.b) by different colors: vertical NWs (blue), tilted
NWs, at an angle with respect to the substrate surface (yellow), and wires lying on
the substrate (red). Further details on this intriguing ensemble of NWs can be found
in ref. [137], where an in-depth analysis of growth directions, facets, side facets, and
crystal structure has been made for each NW class. Most NWs are vertical, with a
pure ZB structure, as shown in fig. 2.4.c). Those NWs have a square cross-section,
stand vertically along the <100> direction, are 1µm long and slightly tapered,
with facets 70nm wide at the base and 45nm at the top. The other classes of
NWs feature different crystal structures depending on the crystal-growth orientation.
Although there are both WZ and ZB NWs, as extensively explained in ref. [137],
the very-low density and crystalline quality of WZ NWs (not shown here) make this
sample suitable only for the study of the physical properties of defect-free ZB NWs.
On the contrary, the physical properties of WZ NWs have been investigated in all
the three samples previously described.
We have also compared results in ZB InP-NWs with those we obtained in bulk
(ZB) InP to highlight any possible difference between these two forms of ZB InP.
A 3mm-thick (100) epilayer grown at 650◦C by MOCVD in the reactor of Prof.
C. Jagadish’s group in the ANU of Canberra has been chosen as a bulk reference
sample. The last 300nm were grown at a lower rate to ensure a high crystal-quality
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to the topmost layers.
2.3 Addressing the band-structure’s properties of WZ
and ZB InP-NWs
2.3.1 PL characterization
Figure 2.5 shows macro-PL spectra from all the samples described in section 2.2.
Those spectra were taken at T = 10K with Pexc = 3W/cm2 in the back-scattering
configuration described in section A.2. In fig. 2.5.a), the PL spectrum from an
array of ordered NWs grown by SAE with hole diameter equal to 650nm and whose
morphological features are shown in fig. 2.1 is given by a thick red-line. The doublet
structure at highest energy (∼ 1.493 eV ) is due to a free-exciton recombination in
the WZ crystal-structure [123, 129]. The nature and physical origin of that doublet
will be addressed below in the discussion of figure 2.7. An intense emission observed
at 1.452 eV has been previously attributed [7, 57] to a free-electron to acceptor
(carbon, (e, C0)) transition. Indeed, the 41meV energy difference between the latter
recombination and that of the FE is similar to the well known ionization energy of a
C acceptor in InP [139] and in ZB InP-NWs [140], provided that one can reasonably
assume that the binding energy of C -the most common shallow acceptor in MOVPE
grown NWs- is roughly the same in ZB and WZ NWs. However, our measurements
highlight the presence of two almost degenerate impurity-related transitions, as
shown in figure 2.6: a donor-to-acceptor transition2, (D0, C0), on the low-energy side
of the 1.452 eV recombination, and a free-electron-to-acceptor transition, (e, C0),
on the high-energy side of the same band. Finally, a much less intense emission
at 1.409 eV is attributed to a phonon replica of the (D0, C0) and (e, C0) emissions.
The energy difference between the main band and its replica is equal, indeed, to
42meV , namely, the longitudinal-phonon energy[141].
In fig. 2.5.b), the PL spectrum from an ensemble of NWs grown by VLS, whose
morphological features are shown in fig. 2.2, is given by a thick green-line. Its
analysis is less straightforward than that of the PL spectrum in fig. 2.5. a). A FE
recombination appears at ∼ 1.492 eV , a value very close to that previously reported
for the SAE NWs, but with no evidence of a doublet structure. The sharp peak
observed at 1.486 eV has been previously ascribed to the recombination of an exciton
bound to a neutral acceptor (BE,A0) [126] or to the recombination of an unknown
impurity [125]. The broad emission band at 1.42÷ 1.48 eV is attributed to different
acceptors and line defects, as staking faults along the NWs axis [39, 59]. Finally,
PL emission from the ZB-InP substrate shows up at the lowest energy. Therein, a
weak emission at 1.378 eV is due to the recombination of a free electron to neutral
carbon ((e, C0)ZB), as supported by the spectra reported in fig. 2.5.c), where the
PL emission of ZB InP is shown.
In C, the PL emission from an InP epilayer is given by a thin black line, that from
an ensemble of ZB InP-NWs grown by VLS is shown, instead, by a thick magenta
line. The morphological features of those NWs were shown in figure 2.4. The FE
emission-band of ZB InP is at 1.418 eV in both NW and bulk PL-spectra. Because of
2We will assume that acceptors are due to the presence of carbon impurities.
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Figure 2.5. PL spectra at T = 10K at intermediate excitation power density (Pexc =
3W/cm2) of all classes of NWs described in section 2.2. The back-scattering configuration
was used to collect PL from an ensemble of NWs in the macro-PL setup (see appendix
A.2). a) PL spectrum of SAE-grown WZ-NWs. b) PL spectrum of VLS-grown WZ-NWs
pyramidal. c) PL spectrum of VLS-grown ZB-NWs (thick magenta line). PL spectrum
of a bulk InP reference epilayer (thin black-line). d) PL spectrum of ZB/WZ kinked
NWs grown by VLS epitaxy.
the high crystal-quality and -purity of the InP bulk-epilayer, the recombination from
n = 2 exciton state is visible as a shoulder at 1.422 eV . From those two measurements
and via eq. A.2, we get a value of Reff = 5.3meV for the exciton Rydberg in InP
ZB. That value is very close to those previously reported in the literature [142]. The
recombination of a free electron to a neutral acceptor is observed at low energy,
in both bulk and NW spectra. The recombination at 1.378 eV coincides with the
lowest recombination shown in fig. 2.5.b). It is ascribed to a (e, C0) transition: its
ionization energy (40meV ) well matches that of a C acceptor in ZB InP [139]. The
recombination at 1.388 eV in the NW PL-spectrum is attributed, instead, to silicon
acceptors (Eb = 30meV ) [139]. We point out that this class of NWs shows some
structures that crystallize in the WZ structure, see discussion of fig. 2.4, with an
ensuing broad, weak emission at 1.45÷ 1.50 eV.
Figure 2.5.d) shows the PL emission of the last class of investigated NWs, namely,
the kinked mixed phase NWs whose morphological features are shown in fig. 2.3. In
that NW class, emissions from both ZB and WZ InP-NWs are visible. The WZ part
of the PL spectrum is almost identical to that reported in fig. 2.5.b) and emission
bands from WZ FE, (BE,A0), acceptors and/or line defects are observed. The ZB
part of the PL spectrum shows the FE recombination at 1.418 eV , followed by a
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transition at around 1.404 eV , which is ascribed to a recombination of a free hole to
a neutral donor. The recombination of a free electron to a carbon impurity located
at 1.388 eV is observed also here and originates from both the substrate and/or the
NWs.
Figure 2.6. Normalized PL spectra taken from 10 K to 90 K with Pexc = 3W/cm2 in
all classes of NWs described in section 2.2. Those PL spectra have been taken in a
back-scattering configuration in the macro-PL setup (see appendix A.2) from an ensemble
of: a) WZ NWs grown by SAE; b) WZ pyramidal NWs grown by VLS; c) ZB NWs
grown by VLS; d) ZB/WZ kinked NWs grown by VLS.
All those assignments to extrinsic or intrinsic recombination bands stem from the
temperature studies shown in figure 2.6 where the evolution of the PL spectra from
T = 10K to T = 90K is shown for all classes of NWs described in section 2.2. The
relative weight of all recombination bands previously ascribed to extrinsic transitions
decreases for increasing temperature, except that of the broad defect in the WZ NWs
grown by VLS (see cyan line in fig. 2.6.b)). However, for increasing temperature the
relative weight of the FE recombination increases with respect to that of the broad
defect band. The intrinsic character of the FE recombination is confirmed by its
asymmetric broadening for increasing temperature, which is due to the conversion
of the FE emission in a band-to-band recombination characterized by a Maxwell
Boltzmann high energy tail, as described in appendix A.1. The intense emission in fig.
2.6.a), which has been previously ascribed to (D0, C0) and (e, C0) recombinations,
first blue-shifts and gains intensity for increasing temperature, then red-shifts and
loses intensity, as expected and already reported in bulk ZB InP [143, 144]. This
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attribution is confirmed by magneto-PL measurements, to be discussed in chapter 3.
Let now discuss the nature of the doublet FE-structure 1.493 eV in fig. 2.5.a).
Figures 2.7.a) and 2.7.b) show the PL spectra of a NW ensemble grown by SAE (d =
650nm) as a function of Pexc and T , respectively. A doublet structure has already
been observed in the FE band of high-purity ZB bulk-InP [145] and GaAs [146].
The energy difference between the lower- and upper-energy components (labeled L
and U in fig. 2.7, respectively) is sample dependent and equal to ∼ 1.6− 1.8meV .
The dependence on temperature and laser power excludes the attribution of the
lower-energy component to a bound-exciton state, for which a much more rapid
ionization, for increasing T , and intensity saturation, for increasing Pexc, should be
expected. The intrinsic nature of that doublet is confirmed by the PLE spectra shown
in fig. 2.7.c) and taken in the experimental configuration described in appendix
A.2. Indeed PLE, as described in appendix A.1, is sensitive to states with large
volume density (1019cm−3 ÷ 1022cm−3 , in contrast to PL that is dominated by
low-energy states (usually related to defect levels) even when their volume density is
relatively small (∼ 1016cm−3). Those L and U spectral features eventually merge
at temperatures above 30K. In PLE, the L and U peaks are Stokes-shifted with
respect to their PL counterparts by only 0.6meV , an indication of the excellent
optical quality of the NW samples. The FE doublet has been attributed to the
elastic scattering between neutral donors and excitons [146, 147]. At specific exciton
energies, the elastic scattering cross-section of neutral donors has a maximum, with
an ensuing depletion of the exciton contribution to the PL signal and the insurgence
of a dip in PL spectra like those shown here and in fig. 2.5.a).
The simplest and cleanest WZ PL-spectrum is that of NWs grown by SAE, where
all physical origins of the different recombination bands that contribute to the PL
spectra have been identified. Therefore, magneto-PL studies have been performed
on those NWs in order to determine both the electron and hole reduced masses in
WZ InP, as it will be discussed in chapter 3.
2.3.2 µ-PL polarization experiments on mixed-phase single-NWs
We studied the polarization properties of WZ- and ZB-InP PL in a single kinked
NW grown by VLS. Our aim was to highlight the different selection rules between
ZB and WZ crystal-phases in a same NW. To that end, single kinked NWs were
transferred on a silicon substrate via the drop-cast method, which prevents the
breaking of the NW into several parts -a common result of the dry-transfer method.
The top (bottom) panel of figure 2.8.a) shows the µ-PL spectrum obtained by
collecting the µ-PL (see A.2) emission from the WZ (ZB) section of a kinked NW
(Pexc = 0.3 kW/cm2 and T = 5K). The FE bands of the two crystal phases show
up at their respective energies, as discussed in the previous section. Both bands are
accompanied by a defect-related broadband-emission with a sizeably lower intensity,
due to the saturation of the defect-related emission at the high power density of
µ-PL. In the top panel, a signal at the energy of the ZB FE is observed even if
the µ-PL signal is collected from the WZ NW-section. There are several reasons
for this anomalous signal: i) the size of the WZ section is of the order of the µ-PL
resolution, thus the Gaussian profile of the laser beam overlaps also the ZB section;
ii) the volume of the ZB section is greater than that of the WZ section; iii) the
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Figure 2.7. a) PL spectra taken on NWs grown by SAE (650nm diameter) at fixed
temperature and various laser power-densities. The free-exciton band has a clear
splitting into a lower- (L) and an upper- (U) energy component. b) Same as a) at various
temperatures and fixed laser power-density. c) PL (solid lines) and PLE (open symbols)
spectra taken in the FE energy-region at two different temperatures on NWs similar to
those of panels a) and b). After ref. [134].
ZB PL-efficiency is higher than that of WZ because the ZB phase has a smaller
surface-to-volume ratio and thus the detrimental contribution of surface defects is
lower than that in the WZ phase.
For each NW section, PL emission is collected filtering the polarization of light
parallel and perpendicular to the NW axis, namely, the cˆ axis in the WZ case. The
degree of linear polarization (ρ) is defined as:
ρ =
I⊥ − I‖
I⊥ + I‖
, (2.1)
where I⊥ (I‖) is the PL intensity for light perpendicular (parallel) to the NWs axis.
The degrees of linear polarization are reported as black solid-lines in the two panels of
fig. 2.8.a). In the top panel, the PL emission in the WZ energy-region (1.44÷1.5 eV )
is mainly polarized perpendicular to the cˆ axis, with a maximum, positive value
of ρ = 0.5, in agreement with the WZ selection rules for the band-gap transition
discussed in 1.3. In the bottom panel, the PL degree of linear polarization of the
ZB energy-region (1.38÷ 1.42 eV ) is shown. It is small and negative (ρ = 0.25), as
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Figure 2.8. a) PL spectra taken at T = 5K on single kinked InP-NW. PL emission
collected from the WZ section, top panel, and ZB section, bottom panel. In each panel,
PL emissions polarized parallel and perpendicular to the NW axis are given by a blue
and purple line, respectively. Black solid-lines give the degree of linear polarization as
obtained by eq. 2.1. The magenta and cyan boxes denote the energy regions considered
to evaluate the PL total intensities reported in b). b) SEM image of the NW studied.
Polar plots corresponding to WZ (red) and ZB (blue) PL emissions are superimposed to
the image.
it should be expected on the ground of the dielectric-mismatch effect discussed in
1.3. The low values of those polarization degrees can be ascribed to a quite difficult
optical alignment, and/or to the contribution of the highly defected region where
the ZB and WZ sections join and the crystal symmetry is messed up. It is worth to
notice that a positive linear polarization is measured also in the WZ energy-region
of the bottom panel, in spite of a very weak signal -too small to be visible in the
figure- and of an optical alignment optimized for measuring the polarization of the
ZB NW-section.
The dependence I(Θ) of the emitted light on the angle Θ between the polarizer
and the NW axis can be derived via the Malus’ law:
I(Θ) = 1 + ρ2 cos
2(Θ−Θ0) + 1− ρ2 sin
2(Θ−Θ0), (2.2)
where Θ0 is an offset angle. In order to make all measurements insensitive to the
polarization response of the optical setup, this dependence has been measured by
rotating -in 5◦ steps with respect to the NW axis- an half-wave plate placed before
a polarizer whose axis was, instead, fixed. In each PL spectrum, both in the ZB and
WZ case, the PL intensity was integrated over an energy-region 10meV wide and
centered at the FE peak, as schematically indicated by the magenta and cyan boxes
in fig. 2.8.a). The two resulting red and blue polar plots are reported in fig. 2.8.b)
where they are superimposed, respectively, to the WZ and ZB NW-sections of the
investigated NW SEM-image. In the WZ case, light is clearly polarized perpendicular
to the NW axis, whereas in the ZB case light is polarized parallel to the NW axis.
Moreover, the polar plots can be exploited to calculate the angle between the ZB
and the WZ segments by reproducing the data via eq. 2.2 and considering that the
WZ intensity should be maximum at an angle of 90◦ with respect to the WZ cˆ axis.
A value of 16◦ is thus found, in good agreement with the angle directly obtained by
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the SEM image (∼ 17◦).
2.3.3 Temperature dependence of WZ critical points addressed by
PLE
The PL studies discussed so far allowed us to investigate the energy levels in WZ
and ZB InP close to and/or below the fundamental band-gap energy. To probe and
study high energy levels in the WZ band structure, namely, the B and C transitions,
PLE is is the most suitable experimental technique. Figure 2.9.a) shows the PLE
spectrum (green line, Edet = 1.486 eV ) taken at T = 10K in the back scattering
configuration described in A.2 from an ensemble of NWs grown by VLS. Three
step-like absorption-edges characterize the WZ PLE-spectrum. They correspond to
three transitions involving the bottommost conduction-band energy-level (Γc7) and
the three topmost valence-band energy-levels (Γv9, Γv7u, and Γv7l), which are labelled
A, B, and C, in the order, as shown in the inset. At low temperature, the energies
of these three transitions are Ea = 1.493 eV , EB = 1.537 eV , and EC ∼ 1.675, eV ,
in good agreement with previous experimental results [122, 123, 125, 127]. The A
and B transitions display extremely sharp excitonic features (line width ∼ 2meV ),
whose lack in the case of the C transition impedes an accurate determination of
its resonance energy. A tiny feature marked as a is observed at ∼ 1.725 eV , just
above the C step-edge. It is ascribed to a recombination of a hole in the topmost
valence-band, Γv9, with an electron in the second conduction-band, Γc8. Therefore,
the ∼ 232meV energy separation between the A and a transitions should match
the CB (Γ8C − Γ7C) energy separation, in good agreement with other experimental
[129] and theoretical studies [42].
The red line is a PLE spectrum taken on an array of NWs grown by SAE in the
energy region of the A and B transitions. Although the SAE and VLS PLE-spectra
have been taken in the same experimental conditions and PL spectra are better
in NWs grown by SAE, the SAE PLE-spectrum displays a lower spectral quality
than the VLS spectrum: the excitonic resonances and step-like absorption edges in
the former spectrum are less defined (and the whole spectrum noisier) than those
in the latter spectrum. Therefore, all the following PLE measurements aimed at
addressing the temperature dependence of WZ critical points have been performed
on ensembles of VLS grown NWs.
The dependence of Egap on T provides valuable information on the lattice
thermal-expansion and electron-phonon-interaction strength [148, 149]. In addition,
T -dependent optical studies hold a great importance with regard to the potential of
NWs for room-temperature devices as photodetectors and solar cells. Moreover, the
temperature dependence of the band-gap energy in WZ InP-NWs has been addressed
so far only by PL studies with conflicting results. The temperature dependence of
the PL peak-energies in WZ and ZB InP-NWs, and ZB bulk-InP was reported in ref.
[60]. All those dependences were fitted via a modified Varshni’s formula [150]:
E(T ) = E(T = 0)− αT
4
T 3 + β , (2.3)
where E(0) is the band-gap energy at T = 0K, and α and β are material-dependent
fitting parameters. The T 4 and T 3 terms replace the T 2 and T terms, respectively,
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Figure 2.9. a) PLE spectra (Edet = 1.486 eV ) taken at T = 10K on an array of ordered
WZ InP-NWs grown by SAE (red line) and on an ensemble of WZ InP-NWs grown
by VLS (green line). The schematic inset depicts the WZ A, B, C, and a transitions,
whose corresponding absorption edges appear in the PLE spectrum. The values of the
transition energies are also reported. After ref. [131].
of the standard Varshni’s equation[149]. The temperature dependence of the PL
peak-energies in WZ NWs and ZB bulk were similar. Quite surprisingly, instead, the
high-temperature dependence of the PL peak-energy in ZB NWs was quite smaller
than that found at high temperatures in WZ NWs and ZB bulk. No explanation for
this puzzling difference was given. In refs. [58, 59], instead, where the temperature
dependence of the PL peak-energies in ZB and WZ InP-NWs has been fitted by a
standard Varshni formula, no major difference in the fitting parameters was found,
with the exception of band-gap energies. Finally, the data in ref. [127], that could
not be fitted by the modified Varshni’s formula, were fitted by the Vin˜a’s relation
[151]:
E(T ) = Eb − a
[
1 + 2
eΘ/T − 1
]
, (2.4)
where (EB − a) = E(0) is the band-gap energy at T = 0K, a is a rough estimate of
the strength of the electron-phonon interaction, and kbΘ is an average phonon-energy.
All the above mentioned studies, which rely on PL measurements, are invaluable
in most instances but not suitable to address the temperature-dependence of critical
points. Firstly, they do not give information about the highest energy transitions,
such as B and C. Secondly, defect-related localized states are the primary component
of PL spectra at low-T ; see fig. 2.5. Localized states may blur the band-gap free-
exciton peak, whose temperature dependence is also severely distorted by the
progressive ionization of these states [152, 153]. Thirdly, the evolution from an
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exciton to a band-to-band recombination-regime with increasing T can hamper the
determination of the thermal variation of the band-gap. Fourthly, all the emission
peaks are affected by a temperature-dependent Stokes-shift that, in turn, depends
on the interplay between disorder effects and thermal occupation of energy levels
by carriers[154]. Finally, an extremely precise band-gap energy determination is
hindered at high temperature by the thermal broadening [127, 155]. The last three
factors prevent an accurate estimate of the energy gap from PL measurements alone
and could be the cause of some of the aforementioned discrepancies reported in the
literature.
Figure 2.10. a) PLE (thick magenta-lines) spectra taken at different temperatures on an
ensemble of WZ InP-NWs grown by VLS. Detection energies were set on the low-energy
side of the fundamental band-gap free-exciton. Thin black solid-lines are fits of eq. A.6
to the data. A, B, and C label the three lowest-energy transitions pertinent to the WZ
band-structure. b) Fit (thin black-line) of eq. A.6 to the T = 90K PLE-spectrum (thick
magenta-line) shown in panel a). The various exciton contributions Ein (with i = A, B,
and C and n = 1, 2) are indicated by filled, red-colored areas (for clarity purposes, labels
Ea2 , Eb2, and Ec2 are not shown). Contributions of continuum states Eib−b (with i = A, B,
and C) are given by thin colored-lines. c) Fit as in b) of the T = 250K PLE-spectrum
(thick magenta-line) shown in panel a). After ref. [131].
Figure 2.10.a) shows PLE spectra taken at different temperatures from T = 30K
to T = 310K in 40K steps on an ensemble of WZ InP-NWs grown by VLS. At each
temperature, the detection energy was set on the low-energy side of the A peak.
The three A, B, and C transitions appear as three distinct absorption-edges with
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a well-defined step-like shape at all temperatures. The A and B absorption edges
display very intense and sharp excitonic features, up to almost room-temperature.
However, the spectral resonances are affected by thermal broadening, especially for
temperatures exceeding 190K.
Figure 2.11. a) PL spectra (thick cyan-lines) taken at different temperatures on an
ensemble of WZ InP-NWs grown by VLS. "ds" in the bottommost spectrum labels carrier
recombination at point and line defects in the lattice. The B transition appears above
T = 150K. Thin black dashed-lines are best fits of eq. A.4 to the data. b) Best fit
(black line) of eq. A.4 to the PL spectrum (thick cyan-line) taken at T = 90K on an
ensemble of WZ InP-NWs. The various contributions to the PL spectra are indicated.
The misfit on the low-energy side of the spectrum is due to the contribution of defect
states. The inset highlights the contributions of B transition to the spectrum. c) Fit
as in b) of the T = 250K PL-spectrum (thick cyan-line) shown in panel a). After ref.
[131].
The fits (thin black-lines) of eq. A.6 to the PLE spectra allow an accurate
determination of the dependence on temperature of the critical-point energies. Fit
parameters are the relative amplitudes of the different contributions, the A, B, and
C band-gap energies Eg,i, and the full-width at half-maximum of the broadening
functions Ab,i 3. The exciton binding energy Reff,i is calculated in the hydrogenic
3We used Lorentzian functions for the A and B transitions, and a Gaussian function for the C
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effective-mass approximation for WZ crystals. By defining a dimensionless parameter
γ = (⊥/‖)(µ⊥exc/µ
‖
exc) the effective-mass equation for excitons in WZ crystals can
be solved by using a linear variational method for fixed γ. Then, the exciton binding
energy is obtained in units of an effective Rydberg, R∗ = (e4/(2h¯2))(µ⊥exc/(⊥‖)),
provided γ ≤ 1 [156]. The values of the dielectric constants estimated in WZ
InP are ‖ = 10.44 and ⊥ = 12.81 [157]. Although the exciton reduced-mass
of the A transition is experimentally determined in this thesis, for consistency
reasons theoretical values from ref. [42] were used for all exciton reduced-masses.
The obtained values for the A and B transitions were Reff,A = 6.4meV and
Reff,B = 3.8meV . We were not able to determine Reff,C because γ > 1. Since the
PLE spectra do not show any clear excitonic resonance for the C transition, good
fits of the PLE spectra were obtained for Reff,C values ranging from 3 to 10meV .
Therefore, we used a binding-energy value equal to that of the A exciton, namely,
Reff,C = 6.4meV
For the sake of clarity, the details of the fitting procedure of the PLE spectra
taken at T = 90 and 250K are displayed in figs. 2.10.b) and .c), respectively,
where all the contributions to the spectra are highlighted. In particular, the exciton
contributions are represented by filled areas, the continuum contributions by solid
lines. The thin black-lines shown in the figures are the sum of all those contributions.
A very-good agreement between fits and experimental data is achieved at the two
temperatures as well as at all other temperatures, as shown in fig. 2.10.a).
The excellent quality of our model is confirmed by the results shown in figure
2.11. Fig. 2.11.a) shows PL spectra taken at different temperatures from T = 30K
to T = 310K in 40K steps on an ensemble of WZ InP-NWs grown by VLS. Each
spectrum is very well reproduced by fitting eq. A.4 to data. Only the spectrum
taken at T = 30K could not be fitted because of the low-energy broad defect-band
("ds"). Notice that the quality of the fit of the low-energy region increases with
increasing temperature due to the ionization of those defect states. For increasing
temperature, the PL spectra broaden asymmetrically and exhibit a pronounced
Boltzmann-like tail, according to eq. A.4. Moreover, for T ≥ 150K a shoulder rises
about 40meV above the energy of the fundamental band-gap as a result of thermal
population of high-energy states. That shoulder corresponds to the B transition.
As an example, the details of fitting procedure on PL spectra taken at T = 90 and
250K, respectively, are displayed in figs. 2.11.b) and .c). The inset in figure 2.11.b)
highlights the B-transition contributions to the T = 90K PL-spectrum. Therein, all
the contributions to the PL spectrum are highlighted and shown as in figs. 2.10.b)
and .c). In the fits of PL spectra, only the n = 1 exciton states have been considered
because the high energy states should not contribute much and, in any case, their
inclusion did not lead to major improvements in the PL fitting-accuracy. The sum
of all contributions to the spectra is shown by a thin black-line in each figure. In
the fitting procedure, the relative amplitudes of the different contributions, the
fundamental band gap energy Eg,A4, the carrier effective-temperature in f(h¯ω, T ),
and the full-width at half-maximum of the broadening functions5 were used as free
transition. These choices gave us the best agreement between data and model.
4The energy differences of the contributions associated with the B transition with respect to
Eg,A were fixed to those derived from the PLE analysis.
5We arbitrarily used Lorentzian or Gaussian functions depending on the quality of the resulting
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parameters. The exciton binding energy Reff,i was calculated in the same way as
discussed in the PLE-spectra analysis.
Figure 2.12. a) Temperature dependence of the band-gap energies associated with transi-
tions A, B, and C in WZ InP-NWs. The solid lines are fits of eq. 2.4 to the data with
the parameter values reported in Table 2.2. b) Temperature dependence of Eg,A of WZ
InP-NWs derived by PL (small open-squares) and PLE [large full-dots; same data as in
panel a)] measurements. Diamonds and triangles show the band-gap energies for ZB
InP-NWs and InP bulk, respectively. The triangles are downward shifted by 10meV
for sake of clarity. The solid lines are a fit of eq. 2.4 to the data with parameter values
reported in Table 2.2. After ref. [131].
Figure 2.12.a) shows the energy shift with temperature of the three transitions
Eg,i, with i = A,B,C, as obtained by the fitting procedure of the PLE spectra.
Triangles, diamonds, and circles denote the band-gap energy values for the A, B,
and C transitions, respectively. The fits (solid lines) of eq. 2.4 to the data very
well reproduce the PLE spectra. A similar good agreement between data and fits
is obtained also by using the Varshni’s model (eq. 2.3). It should be noticed that
(Eb − a) is the energy of the band gap at T = 0K (Eg(0)) and not that of the PL
peak, which red-shifts by an amount determined by the temperature and the exciton
binding-energy. The three transitions display the same thermal shrinkage, as it
appears from the experimental data and is confirmed by the very close values of the
fitting parameters a and Θ reported in the first three rows of table 2.2. Interestingly,
a same temperature behavior of the three optical transitions have already been
observed in wide-gap bulk WZ compounds as ZnO [148], CdS [158], CdSe [159], and
GaN [160]. Since WZ InP does not exist in the bulk form, our measurements first
report that the A, B, and C transitions display an identical temperature dependence
also in small band-gap WZ compounds. Thus, this behavior seems to be a general
fit.
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Optical transitions Eg(0) (eV ) a (meV ) Θ (meV )
A WZ NWs 1.500± 0.002 45± 2 238± 9
B WZ NWs 1.540± 0.005 50± 5 250± 20
C WZ NWs 1.680± 0.020 54± 30 290± 80
ZB NWs 1.423± 0.003 50± 4 260± 10
ZB bulk 1.422± 0.002 54± 2 265± 7
Table 2.2. Values of the fitting parameters obtained from the fits of eq. 2.4 to the
experimental data shown in fig. 2.12. Eg(0) is the band gap energy at T = 0K. a and
kBΘ are phenomenological quantities associated to the strength of the electron-phonon
interaction and to an average phonon-energy, respectively.
feature of WZ compounds, independent of band-gap energy and material form, NWs
or bulk.
Now it will be discussed the intriguing temperature dependence of the main
optical-transitions in WZ and ZB InP-NWs and ZB bulk-InP determined in ref. [60]
on the ground of PL measurements. Therein, the temperature dependence of WZ
InP-NWs was similar to that of ZB bulk-InP but different from that of ZB InP-NWs,
in contrast with present results obtained by PLE measurements (and other results
in the literature). In order to determine the reason of that discrepancies, PL studies
as a function of temperature have been performed on ZB and WZ InP-NWs grown
by VLS and a ZB epilayer6. Eq. A.4, where both excitonic and band-to-band
contributions to the PL line shape were taken into account, was then fitted to each
PL spectrum, as shown in figs. 2.11.b) and .c) in the case of WZ InP-NWs. It should
be noticed that a crossover in the relative intensity between the exciton and the
band-to-band contributions occurs in the range T = 90 ÷ 250K. That crossover
hinders an accurate determination of the thermal variation of the band-gap energy
from the simple red-shift of the PL peak-energy. The results of our fits of the PL data
are shown in fig. 2.12.b). White open-squares, black diamonds, and gray triangles
denote, in the order, Egap,WZ and Egap,ZB in NWs, and Egap,ZB in bulk material
as determined by PL. Blue circles, instead, are the Egap,WZ data determined by
PLE and reported in panel a). The Egap,ZB data in bulk material (gray triangles)
are downward shifted by 10meV for sake of clarity. PL data for T = 10 and 30K,
where a reliable line shape fitting could not be obtained because of the presence of
defect states, are missing. The solid black-lines are fits of eq. A.4 to the data. First
of all, the perfect agreement between the energy shift of the WZ band-gap obtained
by PL and PLE highlights the excellent quality of the PL results and confirm that
this temperature shift does not depend on the way it has been determined, by PL
or PLE. Moreover, the same thermal shrinkage is obtained also in the case of the
ZB crystal structure, both in the NWs and bulk form, contrary to ref. [60] results.
Therefore, the thermal behaviour of the band-gap energy in InP does not depend on
the material crystal form (NW vs bulk) nor on the crystal phase (WZ vs ZB). It is
worth pointing out that the fitting parameters found for the ZB epilayer match well
those previously found [161, 162], confirming once again the high accuracy of our
6Some of these PL-spectra will be shown in the section 2.4
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approach.
The quite strong similarity between the dependence on temperature of the
fundamental band gap in the WZ and ZB phases can be accounted for by the
corresponding similarity between the main mechanisms ruling the band-gap variation
with temperature, namely, the lattice expansion and electron-phonon interaction.
As described in section 1.3, the four first-nearest neighbors and nine of the twelve
second-nearest neighbors in both the WZ and ZB crystal-phase are at identical
crystallographic sites. This turns into a local electronic environment very similar in
the two crystal-phases, with comparable WZ and ZB crystal-potentials ruling the
lattice thermal expansion. Moreover, a rather similar electron-phonon interaction
is expected in WZ and ZB crystals due to their similar phonon-dispersion curves
[141, 163]. This is consistent with previous theoretical and experimental works
highlighting the absence of a major role played by the crystal phase in determining
some relevant thermal properties of NWs [163, 164].
2.4 Hot carrier in NWs
Carrier temperature, as well as band-gap energy, is one of the most relevant pa-
rameters to be extracted from PL spectra. Heat management mechanisms play,
indeed, a pivotal role in driving the design of NW-based devices. In particular,
the rate at which charge carriers cool down after an external excitation crucially
affects the efficiency of solar cells [165], lasers [166], and transistors [167]. Any
possible difference between carrier and lattice temperatures highlights extremely
out of equilibrium conditions, usually referred to as hot carrier effect. That effect
is not usually observed in continuous wave PL measurements where a steady-state
population of carriers in thermal equilibrium is established by carrier relaxation
times much shorter than recombination times. Therefore, optically generated hot
carriers in NWs and bulk materials have been to date studied mainly by ultra-fast
optical spectroscopy under intense excitation [168, 169] -the most common technique
used to address the cooling down of photo-generated carriers. In order to study the
possible presence of hot carriers in semiconductor NWs under the quasi-equilibrium
conditions typical of continuous-wave excitation, PL spectra have been taken here
as a function of temperature in all our InP samples (WZ and ZB NWs and a ZB
epilayer). Then, each PL spectrum has been fitted by including all the contributions
to the PL line-shape considered by eq. A.4 [133].
In figures 2.13.a) and .b), PL spectra collected from two single WZ NWs grown
by SAE and drop-casted on silicon substrates are reported as a function of lattice
temperatures (TL) ranging from 90 to 310K. The SEM images from which the
NW diameters d = 125nm (panel a) and d = 700nm (panel b) were determined
are shown in panel c). The temperature evolution of the spectra of the two NWs
resembles that observed on an ensemble of NWs grown by VLS and shown in figure
2.11: the band gap red-shifts and the B band appears to increase for increasing
temperatures, as a result of an increase in the thermal population of high-energy
states. However, the B band in the d = 125nm NW is more intense than that in
the d = 700nm NW and its weight at TL = 310K even exceeds that of band A,
thus pointing to a quite high carrier-temperature in this narrow sample.
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Figure 2.13. µ-PL spectra (thick coloured lines) taken at different lattice temperatures
TL on representative single WZ NWs grown by SAE and lying on a Si substrate. a)
d = 125nm at power density P = 1.14 kW/cm2; b) d = 700nm at P = 0.51 kW/cm2.
Dashed black-lines are fits of eq. A.4 to the spectra; the small mismatch between data
and fits on the low-energy side is due to contributions from defect states not considered
in the fits. c) Difference between carrier and lattice temperatures, ∆T = TC − TL, as a
function of TL for the NWs shown in panel a) (red circles) and b) (light-blue squares).
The dashed line for d = 125nm is an exponential fit. SEM images of those two NWs are
also shown in the panel; scale bar is 1µm. After ref. [133].
Each PL spectrum has been reproduced by a fit of eq. A.4 to the data, as done
in figure 2.11. More details on the fitting procedure will be given in subsection
2.4.1. The fitting carrier temperatures are shown in panel c). Therein, the thermal
budget ∆T , namely, the difference between carrier and lattice temperature (TC−TL),
is shown as a function of the lattice temperature (TL). Remarkably, the results
between the two single NWs are quite different. In the thick NW (d = 700nm),
the thermal budget (light-blue squares) is almost zero for each lattice temperature:
charge carriers recombine after having fully transferred their excess kinetic energy
to the lattice, via phonons emission, as in a bulk semiconductor. On the contrary,
in the thin NW (d = 125nm) the thermal budget increases with increasing lattice
temperature (dashed line is an exponential fit to data): the conversion of kinetic
energy into heat is less efficient than that in thick NW, therefore carriers recombine
before they are fully relaxed. This finding is remarkable: in NWs whose diameter
is small enough, hot carriers are observed under continuous-wave laser-excitation,
namely, in steady-state quasi-equilibrium conditions. It is worth pointing out that all
characteristics, but the diameter, of the two NWs investigated here are very similar
because these NWs belong to a same class, as described in section 2.2
An important clarification concerning the lattice temperature should be given
now. It is well-known that laser beams focused through microscope objectives may
lead to high power-densities and act as local heat sources, with an ensuing increase
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in the lattice temperature. Therefore, a tight control of TL during our experiments
was essential to exclude an increase in TC due to a trivial lattice heating. The
thermal dependence of the fundamental band-gap energies (Eg) in WZ and ZB InP,
which have been determined in 2.3.3, allowed us an independent check of TL from
the line-shape analysis of each PL spectrum. The uncertainty in the estimation
of Eg varies from 0.1meV (at 90K) to 1meV (at 310K). This leads to an error
on the estimation of TL ranging from 0.5K (at 90K) to 3.0K (at 310K), which
is smaller than the symbol size in Figure 2.13.c). In the following measurements,
all the lattice temperatures estimated by the fitting procedure very well agree with
those measured by the sample thermometer.
2.4.1 Dependence of carrier temperatures on NW diameter and
lattice temperature
Similar PL studies have been performed on other classes and typologies of NWs in
order to investigate the dependence of the hot-carrier effect on the NW morphology.
Figure 2.14 shows PL spectra (cyan thick-lines) taken at T = 310K on three
different single InP-NWs drop-casted on silicon substrates (panels a,b,c) and on an
InP bulk (panel d). Panel a) shows a PL spectrum collected from a single kinked-NW
(d = 74nm) that likely broke up during the drop-casting process, thus allowing us
to measure a 1.5µm-long WZ-tip without spurious PL contributions of the ZB base.
A high carrier temperature (498K) has been determined by the fitting procedure,
as also supported by a B-band weight that exceeds that of the A band (even the
third recombination-band C is observed, because of a high carrier-temperature that
sizably increases the population of the related valence-band) Panel b) shows a PL
spectrum collected from a different single kinked NW (d = 139nm) that broke
up, thus allowing us to measure a ∼ 1.5µm-long ZB base without PL spurious
contributions of the WZ tip. Panel c) shows a PL spectrum of a WZ NW grown by
SAE and similar to the d = 335nm NWs whose spectra are reported in fig. 2.13.
Lastly, panel d) shows a macro-PL spectrum from a InP bulk epilayer.
Each contribution to the PL line-shape, as obtained by fits of eq. A.4 to the
PL spectra, is reported in figure 2.14. In particular, contributions from the n = 1
exciton ground state are given by blue-filled areas, from the n = 2 exciton-states are
shown by cyan-filled areas, and from band-to-band recombinations are indicated by
orange-filled areas. The sum of all those contributions is given in each panel by thin,
black dashed-lines, which very well reproduce the PL spectra of all different NWs.
In the least-square fitting procedure the parameters were: the relative amplitudes
of the different contributions; the transition energies Eg,i; the carrier temperatures
in the Boltzmann functions; the full widths at half maximum of the broadening
functions7. The exciton binding energy Reff,i for the WZ PL-emission has been
calculated in the hydrogenic effective-mass approximation, as explained in 2.3.3.
The value determined in 2.3.1 from the PL line-shape analysis of the InP epilayer
was used, instead, for the Reff of ZB InP.
Results in fig. 2.14 confirm previous results shown in fig 2.13. Indeed, the
hot-carrier effect seems to be strongly dependent on the NW diameter rather than on
7We have arbitrarily used Lorentzian or Gaussian functions to optimize the fits.
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Figure 2.14. µ-PL spectra (thick cyan-lines) taken at T = 310K on single InP NWs lying
on Si substrates (panels a, b, and c) and on an InP epilayer (panel d). Power densities:
a) P = 12.7 kW/cm2; b) P = 20.4 kW/cm2; c) P = 0.7kW/cm2; d) P = 0.7W/cm2.
Dashed black-lines are best fits of eq A.4 to the data. The various contributions to the
spectra are indicated by blue-filled areas for exciton transitions En (n = 1 for the ground
state and n = 2 for the first excited state) and by orange-filled areas for band-to-band
transitions Eb−b. TC and ∆T values resulting from the fits are given in each panel.
The superscripts A, B, and C associate those contributions to the different transitions
involved in the case of WZ NWs. After ref. [133].
other NW characteristics, such as the growth method or crystal phase. In addition,
the small thermal-budget values, ∆T < 15K at TL = 310K, given by the two WZ
NWs grown by SAE with d = 335nm (fig. 2.14.c)) and d = 700nm (fig. 2.13.b))
point to a threshold diameter (∼ 300nm) above which the hot carriers disappear.
To address in more detail the amount of thermal budget as a function of the NWs
diameter, ∆T values were measured at TL = 290K for all the InP NWs described
in 2.2. The epilayer was measured with the macro-PL setup. µ-PL measurements
on single NWs were performed on all SAE samples and on the VLS NWs with
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Figure 2.15. Thermal budget ∆T = TC − TL as a function of the diameter for all InP
samples described in section 2.2. ∆T was determined by a quantitative analysis of the
PL spectra (recorded at TL = 290K) via eq. A.4. Notice the x-axis break from 350
to 550nm and the semilog scale after the break. Error bars for ∆T and d are smaller
than the symbol sizes. The dashed line is a hyperbolic fit to the d < 350nm data. The
characteristics of the investigated samples are summarized in the inset, where numbers
are diameters in nm. After ref. [133].
d = 74 and 120nm. Macro-PL measurements were made, instead, on ensembles of
VLS-grown NWs with d = 72, 130, and 229nm. d = 130nm NWs were vertically
standing on their growth substrate, while d = 72nm and d = 229nm NWs were
mechanically transferred on a Si substrate. Ensembles of SAE NWs with d = 335nm
and d = 700nm were measured also in macro-PL and ∆T values equal to those
found in the single wire measurements were obtained. All measured ∆T values
are reported in figure 2.15 as a function of the NW diameter (for the epilayer, its
thickness was used) and confirm the results shown in fig. 2.14: the thermal budget
∆T at fixed lattice temperature depends only on the NW diameter, more precisely
it goes as 1/d. This behavior is independent of the experimental configuration and
of any other NW characteristics, such as NW shape, crystal structure, and growth
method. Lastly, the guess of a critical diameter above which the thermal budget
vanishes is confirmed by ∆T approaching zero above d ∼ 330nm.
As anticipated in fig. 2.13, ∆T increases exponentially for increasing lattice
temperature. To support that behavior, the dependence of the carrier thermal-budget
on lattice temperature has been thoroughly investigated in other samples. Figure
2.16 shows ∆T as a function of TL for InP samples with WZ (panel a) and ZB
(panel b) crystal-structures. In the hot-carrier regime ∆T increases exponentially
with increasing TL in all WZ and ZB NWs samples, as it does in fig. 2.13. All the
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experimental data but the epilayer are reproduced by an exponential fit ∆T (TL) =
C × eD·TL (dashed black-lines in the figure), where C and D are free parameters.
Within the group of NWs with the same crystal structure, a smaller diameter leads
to a greater increase in ∆T at each lattice temperature, namely, to greater C values.
In WZ structures, for instance, C varies from 0.3 ± 0.2K to 7.1 ± 5.9K when d
decreases from 229 to 74nm. On the other hand, the values of D are similar in NWs
with the same crystal structure, with a value in WZ only slightly greater than that
in ZB. As an example, in the inset ∆T vs TL is shown in a semilog scale for WZ
(red circles) and a ZB (blue circles) samples with similar diameters (∼ 70nm). The
WZ dependence on TL has a slope (DWZ = (10.0± 2.6)× 103K−1) slightly greater
than the ZB one (DZB = (7.5± 1.5)× 103K−1), possibly due to the different crystal
structures of the two phases.
Figure 2.16. ∆T = TC − TL vs TL for NWs with a WZ (a) and ZB (b) structure. Black
dashed-lines are exponential fits to the data. The inset shows ∆T vs TL on a semilog
scale for a sample with WZ structure (d = 74nm, red circles) and a sample with ZB
structure (d = 72nm, blue circles). After ref. [133].
The likely physical reasons for the presence of hot carriers in NWs under the
quasi-equilibrium conditions typical of our measurements will be now discussed. As
already anticipated, hot carriers have been observed to date only as a transient
occurrence in ensembles of NWs highly excited by femto-second laser pulses. As an
example, in polytypic InP NWs characterized by small diameters, room temperature
PL measurements have determined carrier temperatures higher than the lattice
temperature even after tens of ps, an effect ascribed to the crystal disorder produced
by the crystal phase mixing [168]. Interestingly, in those thin NWs the thermal
budgets extrapolated to time scales of order of ns are consistent with those estimated
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in the politypism-free samples investigated in the present thesis. Therefore, the small
NW-diameter could be at the heart of the hot-carrier effect found in ref. [168]. Hot
carriers have been found also by low-temperature transient Rayleigh scattering in
InP and GaAs under high excitation [169]. That effect was accounted for by hot
phonons that would have likely led to an electron-hole plasma-temperature higher
than that of the lattice. Even such an out-of-equilibrium phonon population cannot
explain the results found in the present thesis under steady-state conditions and low
excitation power that prevent the generation of a high number of photo-generated
carriers and, in turns, of phonons emitted during carrier relaxation. Moreover, no
change in the carrier temperature has been found in our measurements in vertically
standing (horizontally lying) NWs for an increase in the excitation power density of
a factor of 100 (14), which excludes a hot-phonon contribution to present results.
Finally, the band gap energy did not vary with power excitation, thus implying the
absence of a laser induced lattice-heating [133].
Another explanation of a hot-carrier effect could be a reduction of carrier lifetime
in NWs. Indeed, it has been demonstrated that the carrier recombination time
(τNW ) in NWs depends on the NW diameter [170]:
1
τNW
= 1
τbulk
+ 4S
d
, (2.5)
where τbulk is the carrier lifetime in the bulk material, S is the surface recombination
velocity, and d the NW diameter. Therefore, whenever the NW diameter is small
enough that the surface recombination velocity leads to τNW values shorter than or
comparable to the carrier relaxation time (1− 100 ps, [171]), one falls in the phonon-
assisted thermalization time-scale where hot carrier effects could be observed since
electrons and holes might not have time enough to release their excess energy to the
lattice. Time resolved PL measurements have been then performed at T = 290K on
three arrays of NWs grown by SAE with diameters equal to 125, 335, and 700nm in
order to find out whether carrier recombination times were close to the ps time-scale.
Fits of single-exponential decays gave carrier lifetimes equal to τNW = 0.82± 0.01ns
for d = 125nm, τNW = 1.39± 0.01ns for d = 335nm, and τNW = 1.98± 0.01ns for
d = 700nm. Although τNW decreases monotonically with decreasing d, as expected,
it is always too long to be comparable with carrier relaxation times, even in the
thinner NW. Therefore, it cannot account for the hampered heat-dissipation we have
reported on [133].
In summary, all usual explanations of the hot carrier effect do not apply to present
results because in our samples hot phonons are negligible and carriers do have time
enough to dissipate the excess energy provided by the laser excitation. Therefore,
the reduced heat dissipation observed here in small NWs should be ascribed either to
a reduced carrier-phonon interaction or to an inhibited phonon-emission, which calls
for further theoretical investigations. However, it is worth pointing out that thermal
conductivity (κ) measurements on ZnO NWs [172] and InAs NWs [173] evidenced
that κ decreases with decreasing NW diameter, thus prompting an experimental
phenomenology that parallels the diameter dependence of TC . On the ground of this
similarity, we suggest that the mechanisms that impede heat flow (i.e., dissipation)
in NWs play a major role also in preventing photo-generated carriers from releasing
their excess energy by phonons.
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A reduced NW thermal conductivity as compared to the bulk one is usually
ascribed to a phonon scattering by various elements [84, 88, 174, 175] and to a
suppression of available phonon-modes in 1D due to a modified phonon density-
of-states. Since phonon confinement can be excluded in our case because of the
NW thickness (dmin = 60nm) [174], phonon-scattering processes should explain
our results. Usually, those processes are divided in temperature-independent in-
teractions with surface, impurities, roughness, and line defects [172, 176] and in
temperature-dependent phonon-phonon and umklapp processes. The observation
of a dependence of hot carriers on NW diameter points to the NW surface itself
as the most effective phonon-scattering element, as if the phonons that are mainly
involved in the relaxation of photo-generated carriers were those whose mean free
path is comparable to the NW diameter. As a matter of fact, the rate of boundary
scattering of phonons depends on the inverse of the NW diameter [176]. Within
this picture, the smaller the diameter, the hotter the carriers are (because of a
scattering-induced suppression of the phonons diffused by boundaries).
On the other hand, the drastic reduction in the thermal conductivity for TL >
150K observed in ref. [172, 176] has been ascribed to an increase in umklapp and
phonon-phonon scattering-rates with increasing lattice-temperature. We can only
qualitatively compare our exponential increase of ∆T with TL to the reduction
in thermal conductivity with TL, as done for the mechanism envisaged for the
dependence of TC on the inverse of d. Nevertheless, such a purely exponential
dependence on lattice temperature was never predicted [176] or found [172]. Thus,
our experimental findings should stimulate detailed theoretical studies of the awkward
temperature dependent interplay between carrier-relaxation processes as well as of
the main mechanisms that hinder a plain dissipation of the carrier kinetic-energy.
2.4.2 Homostructures based on single NW as promising photother-
moelectric device
The hot carrier effect, as anticipated before, can be most welcome in photovoltaic
applications or in photo-thermoelectric devices. The photo-thermoelectric effect
consists in a light-induced temperature-difference, ∆T , between the extremes of a
device that drives a current and produces a voltage via the Seebeck effect. This effect
has been widely investigated in two dimensional materials [177, 178, 179] and NWs
[180, 181]. Although a temperature gradient is most commonly established in the
crystal lattice, a gradient in the carrier temperature for fixed lattice temperature has
been recently achieved, with ∆Ts higher than in the former case [180]. Since it has
been shown that heat conduction in the lattice should not contribute to establish a
thermal equilibrium among carriers, µ-PL measurements in a same single, unbroken
kinked-NW have been performed in order to verify if a difference in the temperatures
of carriers photoexcited either in the ZB or WZ NW regions -which differ for crystal
structure and NW diameter- could be established and maintained.
Figure 2.17 shows PL spectra from a single, unbroken kinked-NW drop-casted
on a silicon substrate, as the one displayed in figure 2.8.b). The red (blue) line refers
to PL spectra acquired on the WZ (ZB) region at TL = 300K with an excitation
power Pexc = 1 kW/cm2. Black solid lines are fits of eq. A.4 to the data for the
carrier-temperatures (and thermal-budgets) shown in the figure. TC in the thinner
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Figure 2.17. Room temperature PL-spectra collected from the WZ (red) and ZB (blue)
region of a single, intact kinked-NW drop-casted on a silicon substrate (a SEM image of
this NW is shown in fig. 2.8). ZB emission is visible on the low-energy side of the WZ
PL-spectrum. Black dashed lines are fits to the data from which the reported carrier
temperatures and thermal budgets were obtained.
WZ part of the NW (d = 74nm) is higher than in the thickest ZB part (d = 120nm),
in agreement with previous results, in particular with those reported in fig. 2.16.
Most interestingly, the carrier temperatures in the two NW segments differ by as
much as 70K despite the lattice temperature is the same in the WZ and ZB regions.
These preliminary promising and surprising results point toward a great relevance of
long-living hot-carriers for NW-based photovoltaic and thermoelectric applications
and triggered us to apply two metallic contacts at the two extremes of a single
kinked NW in order to perform photo-thermoelectric experiments, still in progress.
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Chapter 3
Magneto-photoluminescence
studies on wurtzite InP
nanowires
In this chapter, the transport and spin properties in WZ InP-NWs grown by SAE
are assessed by magneto-PL experiments. Studies of the diamagnetic shift (B up
to 29T ) of free-exciton states and impurity levels allowed us to disentangle the
Coulomb interaction from the dynamics of oppositely charged carriers and, thus, to
determine the electron and hole effective-masses separately. The same applies to
the carrier gyromagnetic factor. Magnetic fields were applied along different crystal
orientations (parallel or perpendicular to the WZ cˆ-axis) in order to highlight any
possible difference in carrier motion or spin properties.
The first section of this chapter is devoted to a brief review of the effects of
magnetic field on the energy and symmetry of exciton recombination in WZ crystals,
as well as of free-electron-to-acceptor and donor-to-acceptor transitions. As a matter
of fact, a detailed discussion is required to fully understand the role of the different
physical parameters that take part in the diamagnetic shift and Zeeman splitting
effects, in particular with regards to PL recombination-bands like those reported in
fig. 2.5.a).
In the second section of this chapter, a quantitative analysis of the diamagnetic
shift allow us to separately determine the electron and hole effective-masses and their
dependence with respect to the angle their motion form with the WZ cˆ-axis. The
results thus obtained are compared with existing theoretical predictions, with which
only a partial agreement is found. Conversely, our findings show trends surprisingly
very similar to those experimentally found in other WZ bulk-materials.
In the third section of this chapter, the spin properties are discussed. The
experimental results well agree with a theoretical model based on a 8 × 8 ~k · ~p
Hamiltonian, which includes spin-orbit-coupling terms. Furthermore, for B parallel
to the NW axis and B > 10T , the exciton Zeeman splitting shows a marked non-
linearity. This finding is explained in terms of a field-dependent hole gyromagnetic-
factor (g‖h) due to the mixing between Landau levels originating from the heavy-
and light-hole valence-bands of the WZ Brillouin zone.
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3.1 Magnetic-field effects on optical transitions
As shown in figure 2.5.a) and discussed in section 2.3.1, the PL spectrum of WZ
NWs grown by SAE results from several recombination bands, which have allowed
us to determine separately the effective masses and spin properties of both electrons
and holes. In this section, we briefly describe the models accounting for the energy
dependence on magnetic fields of these optical transitions: i) free-exciton, FE,
recombination; ii) free-electron to neutral-acceptor, (e,A0), transition; iii) neutral-
donor to neutral-acceptor, (D0, A0), transition.
3.1.1 Free-exciton recombination in WZ crystals
The symmetry properties of the WZ crystal-structure have been discussed in 1.3.
Here, we focus on the exciton ground-state, namely, the A exciton and on its
dependence on magnetic fields. We neglect the influence of B and C excitons on
the A exciton because the energy separation between these states (> 40meV ) is
greater than their binding energies (< 10meV ) (otherwise, interactions between
exciton states should be taken into account, as it has been done in other WZ
compounds [182]). Exciton levels reflect the symmetries of the involved conduction-
and valence-bands, as well as the symmetries of the exciton hydrogenic-state in the
center of mass. By following group-theory arguments, the exciton ground-states for
A transition at Γ point are given by [43, 183]:
Γ9V ⊗ Γ7C = Γ5 ⊕ Γ6. (3.1)
Two exciton states, each one twofold degenerate, characterize the A exciton levels.
The Γ5 states possess total (spin + orbital) angular-momentum projection along the
z axis (J totz ) equal to ±1. It turns into an optical allowed transition and usually it is
called bright exciton, as it can be understood in terms of a Bloch basis-set of valence
(u±V ) and conduction (u
±
C) bands [43, 184]: Γ5 is a linear combination of u
+
V u
−
C and
u−V u
+
C functions, where electron and hole spins are always antiparallel. The linear
combination of mj,h = ±3/2 hole-states and mj,e = ±1/2 electron-states leads to a
total momentum projection:
mj,exc = ±
(
| ± 32 | − | ±
1
2 |
)
= ±1. (3.2)
The Γ6 states involve the same linear combination but with the electron spins
interchanged: Γ6 is a linear combination of u+V u
+
C and u
−
V u
−
C functions, where
electron and hole spins are always parallel. This leads to a total momentum
projection mj,exc = ±2, namely, to a forbidden optical transition, and it is usually
called dark exciton.
In absence of external perturbations, the A exciton displays three main features:
• It is split by the analytic part of the short-range exchange-term into a dipole-
forbidden Γ6-state, with energy E6, and in a dipole-allowed Γ5-state, with
energy E5. Γ5 levels are optically allowed only for light-polarization perpen-
dicular to the cˆ axis (⊥cˆ).
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Figure 3.1. Magnetic-field dependence of the A exciton levels in a WZ crystal phase. The
curves mimic the effect of the diamagnetic shift and Zeeman splitting on the A exciton
levels: ~B‖cˆ, namely, Faraday configuration, in the left part of the figure; ~B ⊥ cˆ, namely,
Voigt configuration, in the right part of the figure; in both cases ~k‖cˆ. The vertical
arrows indicate exciton recombinations toward the system ground-state. In the Faraday
configuration, the emitted photons are circularly polarized. In the Voigt configuration,
the emitted photons are not polarized. After ref. [134]
• The energy difference (∆56) between the Γ5 and Γ6 energy levels is given
by the analytic part of the short-range exchange-interaction and depends on
the system we are dealing with. It can range from hundreds of µeV in bulk
systems (120µeV in GaN [184] and 200µeV in CdS [185]) to tens of meV in
nanocrystals. In the latter case, it depends on the nanostructure size and can
lead to the observation of a five-level exciton fine-structure [186].
• If the exciton wave-vector is perpendicular to the cˆ axis, the non-analytic
part of the electron-hole exchange-interaction (∆LT = Γ5L − Γ5T ) splits the
twofold degenerate Γ5 states into a transverse (Γ5T ) and a longitudinal (Γ5L)
component with respect to the cˆ axis. The energy separation between the two
states can vary from 0.08meV in ZB GaAs [187] to 1meV in WZ GaN [184].
The Γ5 levels are still degenerate, instead, for an exciton wave-vector parallel
to the cˆ axis.
In section A.1, we have briefly reviewed the theory behind the diamagnetic
shift (∆Ed) and the Zeeman splitting (ZS) of excitons. Here, we will describe the
effect of a magnetic field on the A exciton states in two experimental configurations:
Voigt ( ~B ⊥ ~k‖cˆ) and Faraday ( ~B‖~k‖cˆ) [182, 185, 188]. We point out that all our
measurements have been carried out with the light wave-vector parallel to the cˆ axis.
Therefore, the Γ5 state is twofold degenerate.
As explained in section A.1, the extent and functional variation of the diamagnetic
shift with B depends mainly on the relative strength between the magnetic energy
(gauged by h¯ωc) and the exciton binding-energy (Reff ). In WZ InP, the ratio
between these two energies is γ = h¯ωc/Reff = 0÷ 18 for B = 0÷ 29T . Therefore,
the numerical methods described in section A.1 have been used in this intermediate-
field regime to reproduce the diamagnetic-shift data. The B-induced energy-variation
of the A exciton is depicted in figure 3.1 for different field orientations with respect
to the WZ cˆ-axis.
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~B‖~k‖cˆ, Faraday configuration
A magnetic field parallel to the cˆ axis does not affect the crystal symmetry and
does not mix (Γ5) bright and (Γ6) dark excitons. Therefore, only (Γ5) exciton levels
can be observed. The B dependence of the exciton energy sketched in the left part
of fig. 3.1 is quantitatively described by:
E±5 (B) = E5(0) + ∆Ed,‖(B)±
1
2 |ge,‖ − gh,‖|µBB, (3.3)
where the last term accounts for the Zeeman splitting and gh and ge are the hole
and electron g-factors, respectively. ∆Ed,‖(B) is the exciton diamagnetic-shift for
~B‖cˆ and it depends on µ⊥exc and r. In the Faraday geometry, the Zeeman-split
states possess a well-defined chirality and can be spectroscopically distinguished by
circularly polarized-light filtering.
~B ⊥ ~k‖cˆ, Voigt configuration
A magnetic field perpendicular to the cˆ axis lowers the crystal symmetry and
mixes bright and dark excitons, thus creating two Γ5/6 states with total energies
(see right panel in fig. 3.1):
E±5/6(B) = E6(0) +
1
2∆56 + ∆Ed,⊥(B)±
1
2
[
∆256 + g2e,⊥µ2BB2
] 1
2 . (3.4)
∆Ed,⊥(B) is the exciton diamagnetic-shift for ~B ⊥ cˆ. It depends on µ⊥,‖exc [189] and r.
For B = 0T , E−5/6 = E6 (dark exciton) and E
+
5/6 = E6 + ∆56 = E5 (bright exciton).
E±5/6(B) cannot be resolved by polarized light measurements because Γ5 and Γ6
excitons are mixed and ~B ⊥ ~k,. Thus, it is very difficult to trace the Zeeman-split
states in this geometrical configuration, unless the bands are very narrow as in the
case of free excitons at low temperature. Clearly, the Zeeman splitting is roughly
linear only if ∆56 << ge,⊥µBB.
Magneto-PL measurements in WZ crystals allow the determination of the depen-
dence of the Γ5/6 states on magnetic field, when performed in the ~B ⊥ cˆ configuration,
and of the Γ±5 states, in the ~B‖cˆ configuration. A quantitative reproduction of data
by eq. 3.3 (3.4) permits to estimate the exciton g-factor |ge,‖ − gh,‖| and the exciton
reduced-mass µ⊥exc in a plane perpendicular to the cˆ axis (the exciton g-factor ge,⊥
and the exciton reduced-mass µ⊥,‖exc in a plane containing the cˆ axis).
3.1.2 Free-electron to neutral-acceptor transition
At zero magnetic field, the energy of the free-electron to neutral-acceptor recombina-
tion is given by:
E(e,A0) = ECB − EA, (3.5)
where ECB is the energy of the conduction band minimum, EA is the acceptor
energy level, and the energy zero is set at the top of the valence band. In presence
of a magnetic field B, the conduction band is split into quantized sub-bands, labeled
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Landau levels, as described in section A.1. If the (e,A0) recombination involves
the lowest Landau level (n = 0), its energy, averaged over spin-split levels, shifts
according to:
E(e,A0)(B) = ECB(B = 0)− EA(B = 0) +
eh¯
2me
B −∆EA(B), (3.6)
where ∆EA(B) is the energy shift of the acceptor level under the applied magnetic
field. Free electrons in the CB interact with the neutral acceptor impurities through
a negligibly small Coulomb force (namely R −→ 0 and γ = h¯ωc/Reff >> 1).
Therefore, their energy dependence on B is given by eh¯B/(2me), namely, by that
of the first CB Landau level [190]. ∆EA(B) can be neglected due to the deep
character of the acceptor levels (i.e., binding energy ∼ 40meV ). As an example,
∆EA(B = 19T ) = 0.075meV for carbon acceptors in GaAs [191], because the
infinite effective- mass of the impurity levels results into a dispersion-less character in
k-space [192, 193]. Therefore, eq 3.6 directly gives the effective mass of free electrons.
The electron motion along different directions can be addressed by applying the
magnetic field perpendicular or parallel to the cˆ axis.
The Zeeman splitting of (e,A0) is ruled by both the electron g-factor and the
impurity-related hole g-factor. In ZB GaAs, the Zeeman splitting of (e, C0) results
in four split states [191]. Two states are due to the heavy-hole character, the other
two states to the light-hole character of the carbon levels. Indeed, in ZB crystals
heavy and light holes are degenerate at the Γ point. The Zeeman splitting depends
on the involved hole character:
∆E±(B) = E(σ+)− E(σ−) =
{
(−ge + 3ghh,A)µBB for heavy holes;
(ge + glh,A)µBB for light holes.
(3.7)
Here ghh,A is the g-factor related to the carbon levels with total angular momentum
J = 3/2, whereas glh,A is related to the carbon levels with total angular momentum
J = 1/2. The splitting into heavy- and light-hole valence-band states is great in
InP WZ crystals (of the order of 40meV ). Therefore, only the valence band levels
related to the heavy holes rule the Zeeman splitting in the (e,A0) transition.
3.1.3 Neutral-donor to neutral-acceptor transition
At zero magnetic field, the energy of the neutral-donor to neutral-acceptor recombi-
nation is given by:
E(D0,A0) = ED − EA +
e2
4pirD,A
, (3.8)
where ED is the energy of the donor level,  is the material absolute dielectric
constant, rD,A(B) is an effective, average distance of donor-acceptor pairs for which
the transition probability is maximum, and the energy zero is set at the top of the
valence band. The field dependence on magnetic field of the (D0, A0) transition
energy, averaged over spin-split levels, is given by:
E(D0,A0)(B) = EB(B = 0)−EA(B = 0)+∆ED(B)−∆EA(B)+
e2
4pirD,A(B)
, (3.9)
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where ∆ED(B), the shift of the donor level energy with B, can be evaluated by
numerical methods [194, 195]. Its estimated values are sizably greater than zero
because of the shallow character of the donor states (i.e., binding energy ∼ 5meV ),
in contrast with the ∆EA(B) case [194]. rD,A(B) is an effective average-distance
of the donor-acceptor pairs that depends on B via the hole effective-mass. For
increasing B, the orbit of the impurity-localized carriers, which depends on the hole
effective mass, shrinks thus favoring the weight of less distant pairs in rD,A(B) [196].
However, a quantitative estimate of this effect (and, thus, of mh) requires an exact
knowledge of the impurity densities as well as of the dependence of rD,A on B [196].
Although these stringent requirements impede a reliable determination of the hole
effective mass via eq 3.9, a discrimination between (e,A0) and (D,A0) transitions
can be made. A linear diamagnetic shift is expected, indeed, for the free-electron to
neutral-acceptor transition, whereas a quadratic-like diamagnetic shift is expected
for the neutral-donor to neutral-acceptor transition because of the non-null Coulomb
interaction between donor-acceptor pairs. The same considerations developed in the
previous section hold for the Zeeman splitting states, provided ge is substituted by
gd.
3.2 Values of the electron and hole effective-masses
Magneto-PL spectroscopy is still a scarcely employed technique to address the
electronic properties of semiconductor NWs. To the best of our knowledge, magneto-
PL has been used in: GaAs/AlAs core-shell NWs, to reveal the nature of excitons
and high-density p-type modulation doping in a single wire [197, 198]; WZ GaN, to
study the exciton fine structure [199]; Mn-doped II-VI NWs, to study the sp − d
coupling induced by Mn atoms [200, 201, 202]. Only in InGaAs NWs [55] and
WZ/ZB quantum disks in GaAs NWs [203], magneto-PL was used to measure the
carrier effective-mass. Those mass values are essential for the design of NW-based
devices strongly dependent on carrier mobility, such those aimed at photovoltaic or
thermoelectric applications. In particular, the knowledge of carrier-mass anisotropy
with respect to crystallographic directions is quite relevant for the engineering of
NW-based devices. Finally, the energy diagram of novel, interesting one-dimensional
homo-structures depends not only on Egap but also on the electron and hole effective-
mass [204] whenever the lattice structure varies along the NW growth-axis [205, 206].
In the previous section and in the appendix A.1, we have shown the suitability
of magneto-PL to determine the carrier effective-masses. To date, only one work has
reported the exciton reduced-mass in WZ InP, while no one has measured separately
the electron and hole effective-mass. We will now present a review of theoretical
predictions of carrier effective-mass in WZ InP, together with our experimental
results [134].
3.2.1 Theoretical predictions
Carrier effective-masses in WZ-InP have been calculated in references [42, 44, 45,
47, 132, 204]. The estimated values are summarized in the first four rows of table
3.1. In the first four rows, the calculated effective-masses of electrons (Γ7e) and
holes (Γ9h) are reported in units of the free-electron mass m0. m‖ and m⊥ indicate,
3.2 Values of the electron and hole effective-masses 63
InP WZ [204] [42] [47] [132] [44] [45]
m(Γ⊥7e) 0.073(LDA) 0.065 (EP) 0.088 0.09 0.15 0.118
m(Γ‖7e) 0.064 0.058 0.105 0.092 0.09 0.095
m(Γ⊥9h) 0.14 0.13 0.158 0.148 0.1 0.19 0.209
m(Γ‖9h) 1.25 0.97 1.273 1.06 1.1 0.13 1.065
µ⊥exc 0.048 0.043 0.057 0.057 0.084 0.075
µ
‖
exc 0.061 0.055 0.097 0.097 0.053 0.087
∆m⊥,‖e 1.14 1.12 0.84 0.98 1.67 1.24
∆m⊥,‖h 0.112 0.134 0.124 0.140 0.091 1.46 0.196
Table 3.1. Rows 1-4: Carrier effective-masses (in unit of the free-electron mass) as
theoretically calculated for the Γ7V electron- and Γ9V hole-state. Different approaches
have been used: transferable empirical-pseudopotentials, EP (ref. [42, 204]); density
functional theory, DFT, within the local density approximation, LDA (ref. [44, 204]);
k · p approach within DFT (ref. [45]); extended-basis tight-binding ([47]); full-potential
linearized-augmented plane-wave method plus LDA (ref. [132]). Rows 5-6: Calculated
values of the exciton reduced-mass parallel and perpendicular to the cˆ axis. Rows 7-8:
Anisotropy degree with respect to the WZ cˆ-axis of the electron and hole effective-masses,
∆m⊥,‖e,h = m⊥e,h/m
‖
e,h, as estimated from rows 1-4.
respectively, the masses corresponding to the carrier motion in a direction parallel
or perpendicular to the WZ cˆ-axis. In rows 5 − 6, the exciton reduced-masses
parallel and perpendicular to the cˆ axis are calculated by applying Eq. A.3 to the
corresponding electron and hole masses. In rows 7− 8, the anisotropy degrees of the
electron and hole effective-masses (∆m⊥,‖e,h = m⊥e,h/m
‖
e,h), as measured with respect
to the WZ cˆ-axis, are reported.
Although the calculated values are quite scattered, likely because of the different
theoretical approaches used, some common trends are found. As far as the anisotropy
between different crystallographic directions is concerned, a general agreement is
found between the values calculated for electron and holes by different models, with
the exception of refs. [44] and [45] (see the last two raws of table 3.1). However, EP
calculations performed in ref. [204] and [42] predict opposite anisotropies for the
electron effective-mass (see seventh row of table), while tight-binding calculations
give a nearly isotropic electron effective-mass [47]. Moreover, LDA results in ref.
[44] give m⊥e > m
‖
e, in accordance with EP and LDA results in ref. [204] and k · p
results in ref. [45], but with an anisotropy degree much greater than those evaluated
there.
3.2.2 Experimental results
Magneto-PL measurements have been performed on WZ NWs grown by SAE, whose
excellent crystal quality has been demonstrated in section 2.2 and typical PL spectra
have been shown in section 2.3.1. Therein, all the observed recombination bands
have been ascribed to optical transitions whose magnetic-field dependence has been
described in section 3.1.1. It should be pointed out that a good structural and
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optical quality of the samples and a uniform NW orientation are required to achieve
well-defined Faraday- and Voigt-geometries in magneto-PL measurements.
The number of NWs probed in each magneto-PL spectrum is about 100, as
estimated from the NW-array density and the laser spot-size. Measurements were
carried out at two temperatures, T = 4.2 and 77K, in order to highlight the
dependence on B of different spectral components. In both Faraday and Voigt
configurations, the PL collection and laser directions were antiparallel to each other
and both directed along the NW growth-axis (corresponding to the WZ cˆ-axis). In
these experimental configurations, PL can be resolved by measurements in circular
polarization only in the Faraday configuration ( ~B‖~k‖cˆ). The circular polarization of
emitted light was analyzed by using a liquid-crystal variable-retarder followed by
a linear polarizer with fixed axis, in order to make all measurements insensitive to
the polarization response of the optical setup. The results obtained on d = 650nm
NWs will be shown. Those results, which are very similar to those found in other
NWs with different diameters and excitation power density, are independent of the
investigated region of the NW ensemble [134].
The (D0, C0)/(e, C0) energy region of PL spectra taken at B = 0 and 29T on
WZ NWs grown by SAE with d = 650nm is shown in figure 3.2.a). Measurements
were performed at T = 4.2K with ~B parallel to the emitted light wave-vector and
to cˆ (Faraday configuration). Only σ+ polarization is shown for the sake of clarity.
Circular-polarization luminescence filtering highlights a clear Zeeman splitting, to
be discussed in section 3.3. Only the diamagnetic-shift results will be discussed
now, although the Zeeman splitting will be duly taken into account in the data
analysis and interpretation. At B = 0T , where the (D0, C0) intensity overwhelms
the (e, C0) intensity, the two bands are not distinguishable as explained in section
2.3.1. However, a diamagnetic shift of the (e, C0) band greater than that of the
(D0, C0) allowed us to disentangle the contributions of these two bands, as shown in
the 29T spectrum.
The detailed magnetic-field dependence of the two bands shows up clearly from
the second derivative of the magneto-PL spectra, as shown in fig. 3.2.b). The
differential spectra highlight spectral features, such as shoulders, whose exact energy
can be hardly determined from a direct inspection of the PL spectra [197]. Two
different trends with magnetic field are observed: the (e, C0) energy shifts linearly
with magnetic fields, while the (D0, C0) energy follows a quadratic-like dependence,
in particular at low fields (B < 15T , see circles). Moreover, the energy shift of the
(D0, C0) band between 0 and 29T is smaller (11.9meV ) than that of the (e, C0)
band (18.5meV ). Both results are due to an extent of the Coulomb interaction
between the donor-acceptor pairs dynamics much greater in the (D0, C0) than in
the (e, C0) transition, consistently with eqs. 3.9 and 3.6 and previous findings
[207]. The (e, C0) data are reproduced by eq. 3.6 [solid line in panel b)], where the
Zeeman-splitting effect has been also taken into account. By imposing ∆EA(B) = 0,
one obtains m⊥e = 0.091m0, which is the first direct determination of the electron
effective-mass of WZ InP. Since this value is related to the carrier motion in a plane
perpendicular to the cˆ axis, this mass is indicated as m⊥e .
The B = 0 and 29T spectra in the FE energy-region are shown in fig. 3.2.c). At
B = 0T , the FE resonance exhibits a splitting into an upper (U) and a lower (L)
component that originates from an exciton scattering with donors, as explained in the
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Figure 3.2. a) T = 4.2K PL-spectra of the counterclockwise (σ+) circularly-polarized
light emitted in the Faraday configuration (B= 0 and 29T ) by 650nm-diameter InP-
NWs grown by SAE. Only the energy region of the (D0, C0) and (e, C0) transitions is
displayed. The (e, C0) appears for B = 29T as a shoulder on the high-energy side of
the PL spectrum. b) Contour plot of the second derivative of the PL spectra taken from
0 to 29T in the same energy-region of (a). The color scale represents the magnitude
of the second derivative. Symbols indicate the peak energy of the (D0, C0) band. The
solid line is a fit of eq. 3.6 to the (e, C0) data from which the electron effective-mass m⊥e
has been determined. c) Same as (a) but in the FE energy-region. The various exciton
components are indicated with the pertinent group symmetry (Γ±5 ) of magneto-excitons
in WZ. + and − symbols indicate the Zeeman split components. d) Same as (b) but in
the FE energy-region. Arrows point to different FE components. The solid lines are fits
of eq. 3.3 to the data (the exciton reduced-mass values µ⊥exc derived from the fits are
reported). After ref. [134]
discussion of fig. 2.7. Each of those components undergoes a Zeeman splitting under
the applied magnetic-field, as clearly appears at B = 29T . Those components are
labeled Γ±5 (U/L) as for the WZ-crystal terminology introduced in section 3.1.1. The
” + ” and ”− ” superscripts refer, respectively, to components with counterclockwise,
σ+, and clockwise, σ−, circular polarizations. The magnetic-field dependence of
those states can be better understood in fig. 3.2.d) where the second-derivative
spectrum is shown as a function of B. In particular, Γ+5 (L) and Γ−5 (U) cross one
another at B ∼ 5T , where a careful line-shape analysis was required to extrapolate
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the field dependence of the energy of these two components (a similar crossing was
reported in bulk WZ GaN) [184]. The solid lines give the best fits of eq. 3.3 to
the diamagnetic shift of each exciton state 1. The obtained values of the exciton
reduced-masses are reported in the same fig. 3.2.d). In the Faraday configuration
( ~B‖cˆ), the involved carrier moves in a plane perpendicular to the WZ lattice cˆ-axis
(µ⊥exc). The value of the carrier effective-mass for a motion in a plane containing
the cˆ-axis can be determined, instead, by steering ~B perpendicular to the NW
growth-axis, as shown in figure 3.3.
The B = 0 and 29T , T = 4.2K PL-spectra of the light emitted in the Voigt
configuration ( ~B ⊥ ~k‖cˆ) are shown in the impurity energy-range in figure 3.3.a).
The array of 650nm-diameter InP-NWs is the same discussed in fig. 3.2. The
spectra are dominated by the (D0, C0) recombination, while the (e, C0) transition
is barely observed as a shoulder in the 29T spectrum. In the Voigt configuration,
circular polarization filtering did not affect the PL spectra, as expected and discussed
previously. The differential magneto-PL spectra are displayed in fig. 3.3.b). The peak
energy of the (D0, C0) transition, which dominates at all fields, shows a quadratic-like
behavior typical of Coulomb-correlated electron-hole pairs; see symbols superimposed
on the (D,C0) transition. The dominant spectral weight of the (D,C0) band impedes
an unambiguous fitting of eq. 3.6 to the peak energy of the (e, C0) transition, which
is also observed and indicated in the figure. Hence, a precise determination of m⊥,‖e ,
namely, of the mass of electrons moving in planes containing the cˆ axis, was not
possible. However, it is possible to recognize that the linear diamagnetic shift of the
(e, C0) band is greater than that of the (D0, C0) band. The line superimposed on
the (e, C0) band is plotted according to eq. 3.6 with an electron effective-mass m⊥,‖e
equal to that derived from magneto measurements performed in the same Voigt
configuration at T = 77K, where only the (e, C0) band is present (to be discussed
in the following).
Let now consider the FE spectral-region. The FE PL-spectra at B = 0 and 29T
are compared in fig. 3.3.c). At high fields, four different lines appear clearly. The
attribution of the BE line to a bound exciton will be discussed in the following. The
other three lines are due to different free-exciton components, whose evolution with
magnetic field is shown by the contour plot of the differential spectra in fig. 3.3.d),
where the attribution of these lines is also reported. In the Voigt configuration, the
U and L exciton components blue-shift and split, but no intensity and line-shape
dependence on light circular-polarization is observed, consistently with the Voigt
configuration. The solid lines are fits of eq. 3.4 to the peak energy of the Γ−5/6(L)
and Γ−5/6(U) states, which are the only ones observed at all magnetic fields. The
obtained mass values are reported in panel d). µ⊥,‖exc is the exciton reduced-mass
as obtained from electron- and hole-masses given by the cyclotron effective-mass
tensor2 [209]:
m
⊥,‖
e,h =
√
m⊥e,h ×m‖e,h and µ⊥,‖exc =
[
1
m
⊥,‖
e
+ 1
m
⊥,‖
h
]−1
. (3.10)
1In the fitting procedure, we set the values of the dielectric constant measured in InP ZB at
T = 5K, r = 11.76 [208], in both the Faraday and Voigt configuration.
2We have assumed an isotropic carrier effective-mass in the plane orthogonal to cˆ.
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Figure 3.3. a) T = 4.2K PL-spectra of the light emitted in the Voigt configuration (B=0
and 29T ) by 650nm-diameter InP-NWs grown by SAE. Only the energy region of the
(D0, C0) and (e, C0) transitions is displayed. The (e, C0) appears for B = 29T as a
shoulder on the high-energy side of the PL spectrum. b) Contour plot of the second
derivative of the PL spectra taken from 0 to 29T in the same energy-region of (a). The
color scale represents the magnitude of the second derivative. Symbols indicate the
peak energy of the (D0, C0) band. The solid line is superimposed on the (e, C0) band
according to eq 3.6 with an electron effective-mass m⊥,‖e equal to that derived in the
following. c) Same as (a) but in the FE energy-region. The various exciton components
are indicated with the pertinent group-symmetry (Γ±5/6) of magneto-excitons in WZ. +
and − symbols indicate magnetic-field split-components. BE indicates a bound-exciton
transition. d) Same as (b) but in the FE energy-region. Arrows point to different FE
components. The solid lines are fits of eq. 3.4 to the data (the exciton reduced-mass
values µ⊥exc derived from the fits are reported). Dashed lines highlight the spectral
contribution from BE and Γ+5/6(U) states, which are observed only for B > 15T . After
ref. [134]
The BE attribution is validated by the comparison of the B-induced energy-shift
of the free-exciton states with that of the BE transition. In the B = 15÷29T interval,
the average rate of energy shift is equal to r = 0.48, 0.52, and 0.54meV/T for the
BE, Γ5/6(L), and Γ5/6(U) excitons, in the order. The r value for the BE transition
points to a localization degree of the involved electron-hole pair greater than that of
the exciton states as a direct consequence of the large Coulomb interaction caused
by the impurity at which the exciton is bound to. The present results agree with
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growth technique µ⊥ µ⊥,‖
VLS [58] 0.068 0.072
SAE (this thesis) 0.069 (L) 0.072 (L)
0.067 (U) 0.071 (U)
Table 3.2. Values of the exciton reduced-mass (in units of m0) determined under different
field-configurations and in different types of InP NWs. The mass uncertainty is equal
to 0.001m0. µ⊥ and µ⊥,‖ were measured in the Faraday and Voigt configuration,
respectively.
those previously found in GaAs, where bound excitons showed a diamagnetic shift
smaller than that of the FE [210].
The FE reduced masses in Voigt and Faraday configurations have already been
measured in WZ InP-NWs grown by VLS [58], see first row of table 3.2. In those
measurements, the U and L components could not be resolved because magneto-PL
was performed at 77K. Table 3.2 reports also the values of the exciton reduced-mass
derived by an average over various measurements performed on NW arrays with
different diameters (last two rows). An excellent agreement is found between the two
sets of data, which supports the general validity of our results and their independence
of the NW morphology and/or size. We point out that the heavier character of the
L component with respect to that of the U component is likely due to the different
k-dispersion of the two energy branches around the Γ critical point [145, 146, 147].
Summarizing, at low T the exciton reduced-mass of WZ InP-NWs grown by SAE
has been determined in a plane containing the WZ cˆ axis and in a plane perpendicular
to it. Instead, only the free electron-mass perpendicular to the WZ cˆ-axis has been
determined. Therefore, magneto-PL experiments at high temperature have been
performed in order to fully disentangle the electron and hole masses as well as the
mass values along different crystallographic directions. Indeed, at 77K the (D0, C0)
band is fully ionized because of the small binding energy of donors (∼ 5meV ) and
only the (e, C0) recombination is observed.
The magnetic-field evolution of the (e, C0) band at T = 77K under Faraday
and Voigt configurations is displayed in figure 3.4.a) and 3.4.b), respectively. In
the Faraday geometry, the (e, C0) band blue-shifts and splits with increasing B. A
similar shift is observed, but no line splitting is found, in the Voigt configuration
under σ± filtering, consistently with the WZ hexagonal-symmetry. The diamagnetic
shift of the (e, C0) band in the Faraday configuration is shown in fig. 3.4.c). For
B < 7T , the recombination energy does not change, while it increases linearly for
B ≥ 7T . The absence of a diamagnetic shift below a critical field is due to scattering
mechanisms that prevent the closure of the cyclotron orbit and the establishment of
the corresponding Landau level [211]. The slope of the spin-averaged energy of the
(e, C0) transition is β = (eh¯/2m⊥e ) = 0.627meV/T . The same quantity displayed in
panel c) is shown for the Voigt configuration (where no spin-averaging was necessary)
in fig. 3.4.d). In this case also, no sizable diamagnetic shift is observed for B < 7T ,
while a linear dependence of the (e, C0) peak energy on B is found at higher fields,
with a slope β = (eh¯/2m⊥,‖e ) = 0.683meV/T . By following eq. 3.6, we find directly
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Figure 3.4. a) (e, C0) recombination spectral-region of T = 77K PL-spectra taken on
InP NWs (650nm diameter) grown by SAE under magnetic fields in the Faraday
configuration. Blue and red lines refer to counterclockwise (σ+) and clockwise (σ−)
circular polarization, respectively. b) The same as (a) but for the Voigt configuration,
where PL is insensitive to circular-polarization filtering. c) Peak energy of the (e, C0)
band as a function of B in the Faraday configuration. Different symbols correspond to
different circular polarizations, as detailed in the legend. The gray line is a fit of the first
Landau level in eq. 3.6 to the Zeeman-split averaged data. The value of the electron
effective-mass is indicated. d) Peak energy of the (e, C0) band as a function of B in the
Voigt configuration. The gray line is a fit of the first Landau level in eq. 3.6 to the data.
The value of the electron effective-mass is indicated. After ref. [134]
m⊥e = 0.092m0 and m
⊥,‖
e = 0.085m0. It should be noticed that the value of m⊥e
found at T = 77K is very similar to that derived at T = 4.2K. Likewise, also the
exciton reduced-mass values derived at 77K are equal to those found at 4.2K (not
shown here).
Analogous results have been obtained in the case of 310- and 125− nm diameter
NWs. By averaging over magneto-PL results obtained on arrays with different
NW-diameters, the following values have been determined: m⊥e = (0.093±0.001)m0,
orm⊥,‖e = (0.085±0.001)m0, µ⊥e = (0.068±0.001)m0, and µ⊥,‖e = (0.072±0.001)m0.
Our aim is to evaluate now the hole effective-mass and decouple the electron/hole
motion along the NW cˆ-axis from the carrier-motion perpendicular to the cˆ axis.
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Equation 3.10 applied to electrons easily provides m‖e = (0.078 ± 0.002)m0. In
addition, µ⊥e = (1/m⊥e + 1/m⊥h )−1 and m⊥h = (0.250± 0.016)m0 is found. Then, it is
possible to calculate m⊥,‖h from µ
⊥,‖
e = (1/m⊥,‖e + 1/m⊥,‖h )−1. By applying eq. 3.10
one finally obtains m‖h = (0.81± 0.18)m0.
The electron and hole effective-masses (shadowed black-dots, with errors) parallel
and perpendicular to the the cˆ axis are shown in figure 3.5.a) and 3.5.b), respectively,
together with the electron and hole masses in ZB InP (gray full-squares) [212]. The
electron effective-mass is slightly anisotropic, with m‖e about 20% lighter than m⊥e .
A very different behaviour is found for the holes, whose effective-mass parallel to
the cˆ-axis is more than a factor of 3 heavier than that perpendicular to this same
axis. By averaging over the different directions, the carrier effective-masses in WZ
InP-NWs are greater than those in ZB bulk-crystals and in good agreement with
those theoretically evaluated in ref. [45, 204]; see table 3.1. A comparison between
the carrier effective-masses experimentally determined in WZ InP-NWs and in other
WZ compounds is also shown in figs. 3.5.a) and 3.5.b). For holes, only data for
WZ GaN were found [213, 214]. For electrons, a more comprehensive comparison is
shown in panel a), where data for GaN [213, 214], InN [215], and ZnO [216, 217]
are displayed. Quite interestingly, a rather similar anisotropy degree, defined as
αe,h = m‖e,h/m⊥e,h, is found in the experimental data. This fact points to a common
trend, whereby the influence on the transport properties of the crystallographic
characteristics is maintained in WZ crystals regardless of the material composition.
Figure 3.5. Comparison of the electron (a) and hole (b) effective-masses, as determined
in this thesis (shadowed dots, with errors), with those reported in the literature for
different WZ crystals. Carrier masses for parallel and perpendicular motion with respect
to the WZ cˆ-axis are shown. α = m‖/m⊥ is a measure of the carrier mass-anisotropy.
The full, gray squares refer to ZB InP-bulk [212], with HH and LH labeling heavy and
light holes, respectively. After ref. [134]
The above reported findings prompt valuable information on the properties of
WZ NWs. Indeed, the effective mass of electrons and holes is a key parameter in the
performance of devices based on charge transport, as well as in the optoelectronic
properties of nano- and quantum-heterostructures. In fact, the oscillator strength
and polarization degree of radiative transitions are determined by the wave-function
overlap and confinement of oppositely-charged carriers, features strongly related
to m [206, 218]. For instance, it has been predicted that in mixed crystal-phase
3.3 Carrier g-factors 71
NW-superlattices, a type-II alignment between WZ and ZB can be turned into a
type-I alignment depending on the NW diameter and on the hole effective-mass
value [204]. The values of me and mh and their dependence on the motion direction
represent, finally, a stringent benchmark for theoretical models.
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Figure 3.6. a) T = 4.2K PL-spectra of the light emitted in the Voigt configuration (B=
15T ) by 650nm-diameter InP-NWs grown by SAE. The BE recombination and the
various exciton components with the relative group-symmetry notation are indicated. b)
Same as a) but with B = 28T . The Γ+5/6(L) exciton-component barely appears. (c) and
(d) Free-exciton energy as a function of B in the Voigt configuration for the lower and
upper exciton-components, respectively. The dashed lines are fits to the Zeeman-split
states of each exciton component according to the theory developed in section 3.1.1.
The electron g-factors (ge) and the energy separations ∆56 between Γ5 and Γ6 obtained
by these quantitative fits are given in the figure.
The FE energy-region of a T = 4.2K PL spectrum taken in the Voigt configura-
tion (B = 15T ) on a d = 650nm NW-array grown by SAE is shown in figure 3.6.a).
The various exciton components, each one indicated by its group symmetry notation,
show up. A bound-exciton recombination is also observed, as already discussed in
fig. 3.3. The PL spectrum from the same sample under the same experimental
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conditions but with B = 28T is shown in fig. 3.6.b). All the exciton components
show up except for the Γ+5/6(L) exciton-component, which is only suggested by a very
weak shoulder on the high energy-side of the Γ−5/6(U) transition. The diamagnetic
shifts of the Γ+/−5/6 (L) states are shown as a function of B by blue up and down
triangles, respectively, in fig. 3.6.c). The peak energies of Γ−5/6(L) can be identified
at all magnetic fields, while the same does not apply to the Γ+5/6(L) peak-energies.
Accordingly, the diamagnetic shift of Γ+5/6(L) is shown only for B = 8÷ 18T , where
peak energies are clearly identified. Dashed black-lines are fits of eq. 3.4 to the
data, with fit parameters given by the exciton reduced-mass, the electron g-factor,
and the energy separation ∆56 between Γ5 and Γ6 states. Both sets of data have
been simultaneously fitted after having summed or subtracted the corresponding
Zeeman-splitting term (±12 [∆256 +g2e,⊥µ2BB2]
1
2 ) in eq. 3.4. The fitted electron g-factor
and ∆56 are reported in the figure, not the exciton reduced-mass that has been
already discussed in the previous section. Figure 3.6.d) shows the same as fig. 3.6.c)
but for the exciton upper component, whose two split-states are shown as red up
and down triangles. In this case, the energy of Γ+5/6(U) has been detected in a range
of magnetic fields (B = 9÷ 29T ) wider than in the case of Γ+5/6(L). Here also, the
data of the two exciton components have been fitted all together leading to the
values of electron g-factor and ∆56 given in the panel.
The values of ge and ∆56 obtained by the two exciton components agree very
well each other within the experimental errors. It should be stressed that the
exciton g-factor in the Voigt configuration depends only on the electron g-factor:
gh = gh,‖ cos(θ), where gh,‖ is the component of gh parallel to the field and θ
is the angle between B and the WZ cˆ-axis [184, 219], hence, gh is null when
~B ⊥ cˆ. Conversely, ge does not depend on cos(θ)3. An average over four different
measurements (not shown), different excitation powers, and different NW diameters
results in ge = 1.31± 0.05 and ∆56 = 0.35± 0.10meV . The electron g-factor agrees
well with a previous experimental work [58] (where ∆56 could not be determined
because of a lack of experimental data at low fields). Therefore, this is the first
determination of the energy separation between the Γ5 and Γ6 exciton states in InP
WZ. The obtained value is of the same order of magnitude of those found in other
WZ bulk-compounds (0.12meV in GaN [184] and 0.20meV in CdS [185]).
To the best of our knowledge, a theoretical estimate of the carrier g-factor in
InP WZ has never been published. A collaboration has been established, therefore,
between our group and Dr. Paulo Eduardo de Faria Junior, whose theoretical
estimates of WZ-InP critical-point energies (last row in table 2.1) and carrier
effective-masses and ensuing anisotropies (last column in table 3.1) agree well with
our experimental results. Therefore, that theoretical method, which exploits ab-inito
and k · p approaches and includes the spin-orbit coupling ref. [45], should valuably
address the spin properties of WZ InP. Table 3.3 reports the calculated values of
the carrier gyromagnetic-factor under different field configurations with respect to
3We point out that this scenario holds only in the case of NWs that approach WZ bulk-crystals,
as in the present case. It changes completely, instead, in fully one-dimensional WZ nanocrystals,
where the strong exchange interaction “binds” electron and hole spin-projections and impedes to
consider gh and ge separately. In that case, the Zeeman splitting is ruled by an effective gexc given
by ZS = mS(gexc,‖ cos θ)µBB, which is null when ~B ⊥ cˆ (even if gexc,‖ 6= 0 ) [220].
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Carrier Voigt Faraday
electron 1.29 1.61
hole 0.00 −3.05
Table 3.3. Theoretically calculated values of carrier gyromagnetic-factor determined under
different field configurations with respect to the WZ cˆ-axis. The values have been
calculated in the k · p approach including the spin-orbit coupling in the basis set of the
diagonalized Hamiltonian. Courtesy of Dr. Paulo Eduardo de Faria Junior.
the WZ cˆ-axis. The agreement between experimental (1.31± 0.05) and theoretical
(1.29) absolute values of ge (the sign of ge cannot be experimentally determined) is
excellent.
Let now discuss the carrier g-factor in the Faraday configuration where the
two Zeeman-split states can be well resolved by selecting the appropriate circular
polarization. Figure 3.7.a) shows the FE energy-region of T = 4.2K PL-spectra
taken in the Faraday configuration (B = 12T ) on a d = 650nm NW-array grown
by SAE. Black and cyan lines refer to σ− and σ+ circular polarization, respectively.
Therein, the various exciton-components are indicated by their group-symmetry
notation. Photoluminescence spectra from the same sample shown in fig. 3.7.a),
with the same experimental conditions but with B = 28T , are shown in fig. 3.7.b).
At variance with the Voigt experimental configuration, circularly resolved PL allows
us to detect all the exciton components at each magnetic field.
The Zeeman splittings, obtained as a difference between the energies of Γ+ states
(associated to σ+) and Γ− states (associated to σ−), are plotted as a function of B
in fig. 3.7. c). The two sets of data, related to different excitonic components, are
almost identical. The Zeeman splitting is linear for B ≤ 10T while it shows a highly
non-linear behaviour at high fields, as already observed in (InGa)As NWs [55]. This
non linearity, unexpected on the ground of eq. 3.3, suggests a dependence of the
exciton g-factor on the magnetic field. The dashed lines are fit of eq. 3.3 to the data
in the ZS linear-region (B < 10T ). The values of the fitted exciton g-factors given
in fig. 3.7. c). are now compared with those theoretically calculated and reported
in table 3.3. The exciton g-factor in the Faraday configuration is gexc = |ge − gh|,
as from eq. 3.3. Therefore, gtheoexc = 1.61− (−3.05) = 4.65, in good agreement with
our experimental value gexpexc = 4.2± 0.2 which results from an average over seven
different sets of measurements taken for different exciting powers and NW diameters.
The observed ZS non-linearity is now discussed. That non linearity was already
observed in semiconductor quantum-wells [221, 222, 223, 224] and ascribed to
the spin-orbit coupling between valence sub-bands. That coupling is additionally
enhanced by the built-in and strain-induced electric-field, which can reach values
up to 2MV/cm in such nanostructures. On the grounds of our data it can be
inferred, therefore, that the hole g-factor depends on B via the coupling of valence
band-states (the electron g-factor is independent on B, as verified in the Voigt
configuration; see fig. 3.6). This guess is strongly supported by theoretical ab-inito
calculations performed in ref. [45]. Therein, the envelope-function approximation
was applied to the k · p Hamiltonian of InP WZ in order to calculate single-particle
spectra under a magnetic field. Single particle data were the input to the excitonic
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Figure 3.7. a) T = 4.2K PL-spectra taken in the Faraday configuration (B = 12T ) on a
d = 650nm NW-array grown by SAE. Black and cyan lines refer to σ− and σ+ circular
polarization, respectively. The various exciton-components are indicated together with
their group-symmetry notation. b) Same as a) but with B = 28T . c) Zeeman splitting of
the upper and lower free-exciton components as a function of B. Dashed lines are linear
fits to the data for B ≤ 10T . The fitted exciton g-factors are reported. d) Red and blue
circles are averaged Zeeman-splittings of the free-exciton components. Magenta-thick
and olive dashed-dotted lines are theoretical Zeeman-splitting calculations with and
without the exciton interaction, respectively.
calculations, which were performed via the effective Bethe-Salpeter equation4. The
Zeeman splitting, as extracted by the data of the bright Γ5 exciton states that
contribute to the different PL polarized spectra, are plotted in fig. 3.7.d), where
blue-red dots are the average of the upper and lower FE-components reported in
fig. 3.7.c). The ZS non-linear trend is only qualitatively reproduced by a theoretical
ZS prediction without an excitonic interaction; see the olive dashed-dotted line. An
excellent agreement is found, instead, when the excitonic interaction is included in
the theoretical model, see the thick magenta-line. In conclusion, the ZS non-linearity
is due to the coupling of heavy- and light-hole bands, which increases for increasing
magnetic fields, as already observed in quantum well systems.
The remnant quite small deviation of the theoretical predictions from the experi-
4A robust many-body formalism to treat the exciton electron-hole interaction [225].
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mental data could be due to: i) the approximations used for the Coulomb interaction,
which neglect the exchange-interaction term thus providing corrections of the order of
0.01÷0.05meV ; ii) the slight difference between theoretical and experimental values
of the carrier effective-masses; iii) the few meV difference between experimental
and ab-initio calculations of the InP WZ critical-point energies. However, it should
be stressed that all quantities were calculated from an ab-initio model with no free
parameters.
Figure 3.8. a) (D0, C0) and (e, C0) energy-region of T = 4.2K PL-spectra taken in the
Faraday configuration (B = 28T ) on a d = 650nm NW-array grown by SAE. Red and
black dots refer to σ− and σ+ circular polarization data, respectively. Dashed black
and red lines are fits to the data with the (D0, C0) and (e, C0) Gaussian components
given by the purple and green solid lines, respectively. b) Fit (dashed line) of the (e, C0)
Zeeman-splitting as a function of B. The fitted g-factor is reported. c) Fit (dashed line)
of the (D0, C0) Zeeman-splitting as a function of B. The fitted g-factor is reported.
We will now focus on the spin properties of the impurity-related bands. In the
Voigt configuration, no meaningful information on the ZS can be obtained due to the
broadness of the emission bands and the insensitivity of PL to circular polarization.
Indeed, no Zeeman-split state can be observed at any field, as shown in fig. 3.4.b).
Conversely, circularly polarized PL-spectra allow to highlight two different Zeeman
split states in the Faraday configuration; see fig. 3.4.a)). As already discussed in
section 2.3.1, that recombination band is due to PL emission from two different
transitions. Therefore, at each field and for both circularly polarized PL-spectra
the emission band has been de-convolved in two Gaussian peaks associated to the
(D0, C0) and (e, C0) recombinations. An example of the fitting procedure is shown
in figure 3.8.a). Therein, the (D0, C0) and (e, C0) energy-region of the T = 4.2K
PL-spectra taken in the Faraday configuration (B = 28T ) on a d = 650nm NW-
array grown by SAE is shown. Black and red lines refer to σ− and σ+ circular
polarizations, respectively. Dashed black and red lines are fits to the whole PL
spectra, while purple and green solid lines are the (D0, C0) and (e, C0) Gaussian
components. The ZS of the (e, C0) and (D0, C0) bands, calculated as the difference
between peak energies of σ+ and σ− states at each field B, is shown in fig. 3.8.b)
and fig. 3.8.c), respectively. Dashed lines are linear fits to the data.
In this Faraday configuration, the (e, C0) ZS is linear at all fields, at variance
with the FE ZS. Moreover, it displays an opposite circular polarization chirality
with respect to FE, as evident from the negative sign of the ZS. From the linear fit
and eq. 3.1.2, we obtain −ge + 3gC = −(1.18 ± 0.08) and gC = 0.04. Indeed, the
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g⊥e g
‖
e − g‖h gC gD
1.31 +4.2 +0.04 1.34
Table 3.4. Summary of the experimental values of carrier gyromagnetic-factors, as deter-
mined by magneto-PL experiments.
lack in the (e, C0) case of the non-linearity observed in the FE case, suggests that
hole-like states, such as acceptors, are not contributing to the (e, C0) ZS. Moreover,
ge = 1.18 ± 0.08 if gC = 0, a value very close to that experimentally determined
in the Voigt configuration (ge = 1.31 ± 0.05) as well as in agreement with that
theoretically calculated in the Faraday configuration (ge = 1.61). A linear trend is
found also for the (D0, C0) ZS, with a value −gD + 3gC = −(1.22± 0.06) very close
to that obtained for −ge + 3gC (1.18 ± 0.08) from the (e, C0) ZS. Since gC is the
same in both transitions, ge should be similar to gD (1.34), in good agreement with
theoretical and experimental investigations of the effective g-factor of donor-bound
electrons in InSb [226], where the percentage difference between the g-factors of free
and donor-bound electrons was less than 1%. The obtained experimental g-factors
are summarized in table 3.4.
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Chapter 4
Two-dimensional
transition-metal dichalcogenides
Transition-metal dichalcogenides (TMDs) are layered materials with strong in-
plane bonds and weak out-of-plane interactions. Their layered geometry allows
an exfoliation into individual, atomically-thin layers, such as in graphite. Since
the discovery of graphene in 2004 [227], atomically thin materials have gained
much attention in the scientific community. In particular, the linear dispersion of
the graphene electronic band-structure near the K point leads to mass-less Dirac
fermions as charge carriers, which have provided to scientists a new and rich field
for research in fundamental physic. As a matter of fact, graphene is a unique
example of an extremely thin (∼ 0.4nm) electrical and thermal conductor, with
high carrier mobility and surprising molecular-barrier properties [228, 229]. The lack
of a forbidden gap in the graphene band-structure makes, however, this material
unsuitable for opto-electronic applications. Moreover, the several ways in which the
graphene forbidden gap can be opened [230] lead to an increased complexity and
decreased carrier mobility. On the contrary, TMDs have a forbidden gap in the
VIS-NIR spectrum and offer properties complementary to but distinct from those of
graphene.
TMDs are usually indicated with the formula MX2, where M is a transition-metal
element from either group IVB (Ti, Zr, Hf, etc.), or group VB (e.g. V, Nb, or Ta),
or group VIB (Mo, W etc.), while X is a group VIA chalcogen (S, Se, or Te). The
TMD different crystalline structures will be discussed in the first section of this
chapter, where a particular attention will be paid to the polytypes studied in this
thesis and to a description of the electronic and vibrational properties on going
from bulk to few-layer TMDs. In particular, TMDs undergo an indirect-to-direct
band gap transition when the number of layers is reduced to a single X-M-X plane
[231, 232].
Although mono-layer TMDs can be obtained in a number of ways, a reliable
production of atomically thin 2-dimensional (2D) TMDs with uniform properties
is pivotal to design devices based on these materials and exploit their novel opto-
electronic properties. Therefore, a review of the different methods available for the
top-down exfoliation of bulk TMDs or for the bottom-up synthesis of 2D TMDs will
be given in the second section of this chapter, together with an evaluation of the
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Figure 4.1. [11− 20] section-view of a single-layer TMD with trigonal prismatic (left) and
trigonal anti-prismatic (right) coordination. Atom color-code: purple, metal; yellow,
chalcogen. The labels AbA and AbC represent the stacking sequence, where the upper-
and lower-case letters represent chalcogen and metal elements, respectively. After ref.
[233]
relative merits of these methods.
Finally, the several opportunities given by 2D TMDs in the development of
technological applications will be reviewed in the last section of this chapter. The
band-gap energy in the visible region of TMDs, together with their flexibility, make
these materials suitable for opto-electronic applications, while their high surface-
to-volume ratio makes TMDs ideal materials for sensor and detector applications.
2D TMDs are also promising as channel materials for next-generation field-effect-
transistors owing to their ultrathin nature, which allows an aggressive scaling-down
to atomic dimensions. Moreover, the layered structure and catalytic activity of TMDs
make worthwhile their application to the fields of energy storage and production,
such as lithium ion-batteries and hydrogen-evolution reaction.
4.1 Crystalline structure
Bulk VIB-VIA TMDs1 often crystallize in a layered crystal-structure of the form
X-M-X, with two layers of chalcogen atoms organized in hexagonal lattices separated
by a third layer made of a hexagonal lattice of metal atoms2. Adjacent layers are
weakly bound to each other by van der Waals forces, which has allowed an easy
exfoliation of these crystals [233, 234]. The intra-layer M-X bonds are, instead,
strong and predominantly covalent in nature. Bulk TMDs form in a variety of
polytypes, which differ in the stacking order and metal-atom coordination. Metal
atoms have always a coordination number equal to 6 and are bound to six nearest
neighbors chalcogen atoms either in a trigonal prismatic coordination (D3h, see left
part of fig. 4.1) or in a trigonal anti-prismatic coordination3 (D3d, see right part of
fig. 4.1). Coordination is ruled by the bond ionicity as given by the electronegativity
difference between metal and chalcogen atoms. Trigonal anti-prismatic coordination
is preferred in more ionic compounds, since it maximizes the distance between
negatively charged chalcogen-atoms. On the other hand, the overlap between metal
and chalcogen wave-functions is optimized in a trigonal prismatic coordination,
which is typically found in more covalent compounds.
1From now on referred to as VI-VI TMDs.
2From now on the MX2 trilayer will be considered as a single layer whose typical thickness is
6 ∼ 7Å.
3Sometimes referred to as an octahedral coordination.
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Figure 4.2. Schematics of 3-D structural polytypes of TMDs: 2H (a), 3R (b), and 1T (c).
The chalcogen atoms (X) are colored yellow, the metal atoms (M) are colored grey. The
stacking index c indicates the number of layers in each stacking order. Schematics top
views and lateral views of structural polytypes: 2H (d), 3R (e), and 1T (f). The abc
notation is also reported. After ref. [234, 235]
Bulk TMDs exhibit a wide variety of polytype structures because an individual
MX2 monolayer (made of three stacked layers of atoms, X–M–X) can be in anyone of
the two coordination described above. Moreover, polytypes can differ for the stacking
order of each MX2 monolayer. This new degree of freedom is usually accounted for by
the abc notation4 shown in the top part of fig. 4.1. In that scheme, a,b,c5 denote the
only three different positions that can be occupied by atoms both in the sandwiched
layer and in the stacking sequence. The most common polytypes are 2H, 3R, and
1T, where the letters stand for hexagonal, rhombohedral, and trigonal, in the order,
and the digit indicates the number of X–M–X units in the unit cell (namely, the
number of layers in the stacking sequence). The schematic 3-D crystal-structures
4A similar discussion has been made in section 1.3 to describe polytypism in NWs.
5The capital and lower case letters denote chalcogen and metal atoms, respectively.
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MoS2 WS2 MoSe2 WSe2
a(Å) 3.160 3.154 3.288 3.286
c(Å) 12.294 12.362 12.920 12.976
Table 4.1. Values of the lattice parameters of MoS2, MoSe2, WSe2, and WS2 bulk crystals
in the 2H polytypes. The increase in the atomic radius of X results in an increase in the
lattice parameters. From ref. [239, 240]
of those polytypes are illustrated in figures 4.2a), b), and c). In figures 4.2d), e),
and f), the top- and side-view polytype schemes are displayed. There, the dashed
lines show how the top views and the lateral views match with each other. Those
polytypes can be differentiated using several techniques, including high-resolution
transmission-electron-microscopy [236] and Raman spectroscopy [237].
In this thesis, group VI-VI TMDs, such as MoS2, WS2, MoSe2, and WSe2, have
been studied. Among those TMDs, almost all the compounds are naturally stable
either in the 2H or 3R polytype form (both with trigonal prismatic-coordination),
while the 1T phase (with trigonal anti-prismatic coordination) is metastable and is
rarely observed [238]. Our samples are mechanically exfoliated by bulk-samples with
a 2H crystal-structure analogous to that of wurtzite InP NWs described in section
1.3. The only difference is given by the number of atoms per crystal primitive cell: 2
in the InP NWs, n3 (n=1, 2, 3 depending on polytype) in the bulk VI-VI TMDs.
Therefore, the 2H unit-cell and the Brillouin zone are similar to those reported in
fig. 1.6 for the WZ bulk crystals. The a and c lattice parameters of the 2H unit-cell,
shown in figure 4.2.a), are reported in table 4.1 for all the compounds studied in
this thesis. In the monolayer regime, in which the Brillouin zone is defined only in
two dimensions (neglecting the existence of three planes in a X-M-X monolayer),
there are, instead, 3 atoms per primitive cell (and a 1H polytype corresponds to the
2H polytype in 3 dimensions). Those differnces in the crystal structures result in
differences in the electronic and vibrational properties, which will be the subject of
the two next subsections.
4.1.1 Band structure
As anticipated, semiconductor TMDs undergo to a indirect-to-direct band-gap tran-
sition on going from the bulk to the monolayer regime [241, 242]. That experimental
evidence has been demonstrated by ab-initio calculations of the electronic band-
structure of several TMDs [231, 241, 243]. Figure 4.3 shows the band structures of
bulk and few layers (4L, 2L, and 1L) MoS2 calculated by density-functional-theory
within a generalized gradient approximation [241]. There, it is shown that the energy
of the direct transition at the Brillouin zone K point barely changes with layer
thickness. Conversely, the energy of the indirect transition from the Γ point in the
valence band to the valley along the Γ-K direction in the conduction band (Q critical
point) increases monotonically as the number of layers decreases. Remarkably, the
indirect transition-energy in the monolayer limit becomes so high that the material
turns into a 2-D direct band-gap semiconductor.
A knowledge of which M and X atomic orbitals contribute to the band structure
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Figure 4.3. From left to right: band structures as calculated by density-functional-theory
in bulk, quadri-layer (4L), bi-layer (2L), and mono-layer (1L) MoS2. The horizontal
dashed lines represent the energy of the valence-band maximum at the K point. The
red and blue lines represent the conduction- and valence-band edges, respectively. The
energy of the indirect band-gap (dashed arrow in the 1L panel) is greater than that of
the direct band-gap (solid arrow) only in the case of a monolayer MoS2. After ref. [241]
at K, Q, and Γ points is required in order to understand the physical origin of the
indirect-to-direct transition. DFT calculations have shown that the conduction-band
states at the K point are due mainly to d orbitals localized on the M atoms, which
are located in the middle of the X–M–X layer-sandwiches and relatively unaffected
by the interlayer coupling. Thus, as the number of layers changes, the direct states
near the K-point are relatively unchanged. On the contrary, the states near the Γ
point are due to combination of anti-bonding pz-orbitals on the chalcogen atoms
and d orbitals on metal atoms. Those orbitals give rise to some weak interlayer
coupling as well as to a surface reconstruction with an ensuing significant shift of
the Γ-Q transition to high energy in the monolayer limit of the TMD thickness
[241, 242, 244]. As a consequence, direct band gaps of VI-VI TMDs are typically
∼ 50% greater the indirect gaps of their bulk counterparts [243], as shown in table
4.2. Therein, theoretical calculations of bulk and monolayer band-gap energies are
reported for the four compounds studied in this thesis.
Another interesting property of the VI-VI TMD band-structures is the intriguing
physics of spin- and valley-coupling in the monolayer limit [246, 247], which is due
to a strong TMD spin-orbit coupling and non centrosymmetric nature. In bulk MX2,
Kramer’s degeneracy leads to [E↑(~k) = E↓(~k)], where E(~k) is the carrier energy in a
generic ~k point of the BZ and ↑ (↓) are the particle spins. This degeneracy condition
is established by the combination of time-reversal symmetry [E↑(~k) = E↓( ~−k)]
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MoS2 WS2 MoSe2 WSe2
Bulk EGap (eV ) 0.75 [243] 0.89 [243] 0.80 [243] 0.97 [243]
Monolayer EGap (eV ) 1.89 [243] 2.05 [243] 1.58 [243] 1.61 [243]
2.02 [245] 1.98 [245] 1.72 [245] 1.63 [245]
Table 4.2. Theoretical calculations of MoS2, WS2, MoSe2, and WSe2 band gap energies in
the bulk and monolayer regime. Calculations have been performed via density-functional-
theory within the local-density-approximation in ref. [243], via the frozen-core-projector
augmented-wave method within the Heyd-Scuseria-Ernzerhof hybrid functional in ref.
[245].
and inversion symmetry [E↑(~k) = E↑( ~−k)]. Those conditions are satisfied in bulk
TMDs whose space-group symmetry, D46h, is inversion symmetric. In the monolayer
limit, however, the crystal symmetry reduces to D13h and the inversion symmetry
is explicitly broken: taking the M atom as the inversion center, an X atom will be
mapped onto an empty location. This turns into a spin splitting of degenerate states,
except for ~k points with special symmetry in the BZ.
Figure 4.4. a) Theoretical band structures of the WS2 monolayer with (solid line) and
without (dotted line) the spin-orbit interaction. b) Schematic drawing of the band
structure at the band edges located at the K points. c) Valley- and spin-dependence of
the optical transition selection-rules. Solid (dashed) curves denote bands with spin-down
(-up) quantized along the out-of-plane direction. ωu and ωd indicate the frequencies of
transitions from the two split valence-band tops to the conduction-band bottom. After
ref. [246, 247]
As an example, a spin degeneracy results at the Γ point (~k = 0) from the
time-reversal symmetry alone (E↑(0) = E↓(0)). A combination of time-reversal
and translational symmetry results in zero splitting also at the M point, whereas
the spin splitting of a general ~k point is determined by the time-reversal and D13h
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point-group symmetries [247]. Finally, the spin-orbit interaction in WS2 breaks
the spin degeneracy of the valence- and conduction-bands along the line Γ−K, as
shown in figure 4.4.a) where the theoretical band-structures are shown with (solid
line) and without (dotted line) the inclusion of the spin-orbit interaction. Therein,
the spin splitting at the K point in the valence band is greater than that in the
conduction band. Indeed, the atomic orbitals (dz2 and pz), which contribute more
to the conduction-band minima, are perpendicular to the layer plane and play a
minor role in the spin-orbit coupling [246, 247].
Another spin-orbit-coupling effect is the valley-valley coupling. The momentum
valleysK and −K at the opposite corners of the first Brillouin zone are not equivalent
since their spin splittings are opposite, as shown in blue and red in fig. 4.4.b) and
required by the time-reversal symmetry [E↑(~k) = E↓( ~−k)]. This turns into a singular
coupling between spin and valley degrees of freedom. It has been also experimentally
shown that only one of the two valleys is populated by electrons when TMDs are
excited with circularly polarized light [248, 249]. Conversely, circularly polarized
light is emitted when those photoexcited electrons relax to the ground state, as shown
in fig. 4.4.c) thus indicating that valley polarization is achieved and preserved during
the relaxation processes and in turn suggesting that valley-based optoelectronic
applications are feasible.
Lastly, another important feature displayed by monolayer TMDs is a great
exciton binding-energy (0.5÷ 1.0 eV ) [250], which significantly influences the TMD
optical properties6.
Excitonic effects are significantly enhanced in low-dimensional materials because
of a strong spatial confinement and a reduced screening effect [251]. The great
binding energies of excitons in 2D TMDs (roughly two orders of magnitude greater
than those in conventional semiconductors7) allow for the observation of excitons at
room temperature. Those strong excitonic effects induce also a significant transfer
of oscillator strengths from the band-to-band transitions to the fundamental 1s
exciton state. A ratio between the oscillator strength of the 1s exciton state and
the band-to-band transitions as high as 100 has been predicted [252]. Such a large
value leads to strong light-matter interactions, which induce a strong absorbance
and short radiative lifetime. Moreover, trions, namely, charged complexes between
free excitons and charged particles, [253] and biexcitons, neutral complexes due to
the coupling of two excitons, [254] have been observed in TMDs.
4.1.2 Vibrational properties
Lattice vibrations in crystals can be classified on the basis of the irreducible represen-
tation of their symmetry group. As anticipated previously, bulk MX2 2H polytypes
are characterized by a D46h point group symmetry. In this scenario, lattice vibrations
at Γ point are expressed by the irreducible representations of D46h [255]:
Bulk Γ = A1g + 2A2u + 2B2g +B1u + E1g + 2E1u + 2E2g + E2u, (4.1)
6Exciton theory and definition are discussed in A.1
7See, e.g. , the exciton binding energies of the optical transitions in WZ InP-NWs discussed in
chapter 2.
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Figure 4.5. Top part: symmetry and normal displacements of each optical vibration-mode
for MX2 bulk or with an even number of layers; bottom part: same as in the top part
but for monolayer MX2. The Raman-active (R), infrared-active (IR), and both R and
IR inactive (silent) modes are identified. The dotted lines show that each mode in
mono-layer MX2 is split into two modes in the bulk MX2 of which one vibrates in-phase
and the other out-of-phase. After ref. [255]
where one A2u and one E1u are acoustic modes, A1g, E1g, and E2g are Raman active,
another A2u and E1u are infrared active, and B2g, B1u and E2u are optically inactive.
Here the modes denoted by the letter E are doubly degenerate in the xy plane,
because they belong to oscillations of atoms along the sandwiched layer-plane. The
other letters (A and B) denote, instead, atom oscillations perpendicular to the layer
plane and thus not degenerated (see top part of fig. 4.5). The 18 phonon modes (3
acoustic and 15 optical modes) are consistent with the number of atoms (6) in the
primitive cell.
The aforementioned classification is valid only in the bulk limit. When the
number of layers is finite that classification is no longer valid and a discrimination
between odd and even number of layers is mandatory. As a matter of fact, in the case
of an even number of layers the point group, D3d, is characterized by the inversion
symmetry i. In the case of an odd number of layers, instead, the point group, D3h,
is characterized by a horizontal reflection plane (σh) through the transition metal
atom (M), which is there also in bulk MX2. Therefore, the vibrational properties
of monolayer and bulk TMDs are almost similar, as it will be clear soon. In more
details, the primitive cell of monolayer MX2 is composed of three atoms leading to
nine vibrational modes at the Γ point, which on the basis of the D3h symmetry are
[255]:
Monolayer Γ = 2A′′2 +A′1 + 2E′ + E′′, (4.2)
where one A′′2 and one E′ are acoustic modes, another A′′2 is infrared active, A′1 and
E′′ are Raman active, and another E′ is both Raman and infrared active, as shown
in the bottom part of fig. 4.5. On the contrary, in the bilayer regime there are 6
atoms per primitive cell, as in the bulk case, leading to 18 vibrational modes at the
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Γ point, which on the basis of the D3d symmetry are [255]:
Bi-layer Γ = 3A1g + 3A2u + 3Eg + 3Eu, (4.3)
where one A2u and one Eu are acoustic modes, the other A2u and Eu are infrared
active, and A1g and Eg are Raman active, as shown in in the top part of fig.
4.5. The symmetry and normal-mode displacement of each mode of either bulk or
bi-layer and mono-layer MX2 are shown in fig. 4.5, together with the respective
correspondence of vibrational modes on going from mono- to bi-layer (see dotted
gray lines). Indeed, each of the nine normal vibrational modes in mono-layer MX2
splits into two corresponding modes in bi-layer and bulk MX2.
As explained in sec. A.1, the intensity of a Raman-active mode in a crystal can
be expressed by the Raman tensor and by the polarization vectors of the incoming
and scattered photons via eq. A.20. Therefore, eq. A.20 establishes the selection
rules for a given vibrational mode. Raman tensor of bulk, bilayer, and monolayer
MX2 are reported in ref. [255]. Because of the correlation between D3h and D46h, the
bulk and mono-layer Raman tensors are equal, with similar polarization dependences
of the A1g (A′1), E12g (E′), and E1g (E′′) modes8. On this ground, in both bulk and
monolayer TMDs modes parallel and perpendicular to the plane can be distinguished
via polarization-resolved Raman-measurements. Indeed, modes in the XX but not in
the YX configuration9 correspond to the relative motions of the atoms perpendicular
to the layer plane, namely, to A′1 (mono-layer) or A1g (bulk). On the contrary,
modes in both XX and YX configurations correspond to the relative motions of the
atoms within the xˆyˆ plane, namely, to E′ (monolayer) or E12g (bulk).
The frequencies of the corresponding modes in mono-layer and multi-layer MX2
are expected to depend on the number of layers (N). In the following discussion on
the high-frequency peak-evolution with N, we will simply refer to the corresponding
modes as E12g and A1g in the bulk, as it is commonly done in the literature [257].
Figure 4.6.a) shows the dependence on N of the peak energies and widths for E12g
and A1g in MoS2 [255]. The two peak energies show opposite trends with decreasing
thickness, see dashed lines. On the basis of a linear chain model including only
van der Waals interactions, one would expect, instead, a red-shift of both peaks
[258]. The unexpected trend shown by the E2g mode is accounted for by the long-
range Coulomb interaction due to the effective charges resulting from the relative
displacement of M and X atoms. This effect considerably decreases in the few
layer and bulk structures because of a significant dielectric-constant increase with
N [259]. Similar differences in the frequency trends with N of E12g and A1g have
been reported also in N-layer WS2, WSe2 [256], and MoSe2 [260]. As an example,
polarization-resolved Raman-measurements in N-layer WS2 are shown in fig. 4.6.b),
where it is also experimentally demonstrated that the same selection rules hold in
the bulk and mono-layer regime. The mode-frequencies theoretically calculated for
the four TMD compounds investigated in this thesis are reported in table 4.3. As
expected, the vibrational mode frequencies red-shift for increasing atomic masses,
namely, ωMoS2 > ωMoSe2 and ωWS2 > ωWSe2 .
8Nomenclature in brackets refers to the notation of mono-layer modes.
9Here we are considering a back-scattering configuration, thus polarization vectors of light can
be directed only parallel to the TMD plane along the xˆ(X) or yˆ(Y) directions.
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Figure 4.6. a) Raman spectra (laser excitation wavelength 532nm) of N-layer (N = 1÷ 8,
10, 14, 18) and bulk MoS2. The two grey-dashed lines indicate the position of E12g and
A1g in bulk MoS2. b) Polarized Raman spectra (laser excitation wavelength 473nm) of
1÷ 5 layer and bulk WS2 in the back scattering configuration. After ref. [255, 256]
MoS2 MoSe2 WSe2 WS2
Bulk A1g (cm−1) 405.0 241.8 251.6 420.3
Bulk E12g (cm−1) 380.4 283.1 247.8 357.2
Monolayer A1g (cm−1) 402.7 240.3 250.2 418.7
Monolayer E12g (cm−1) 383.6 285.3 249.4 359.2
Table 4.3. Vibrational mode frequencies as theoretically calculated for MoS2, MoSe2, WSe2,
and WS2. Calculations have been performed by using first-principle density-functional
perturbation-theory [261].
At ultra-low frequency, other vibrational modes are present in bulk or N> 2-
layer TMDs. These modes, denoted in fig. 4.5 as B22g and E22g, are referred to as
layer breathing (LB) and shear modes (C), respectively, and regard the relative
motions of two X–M–X layers in a direction perpendicular (B22g) or parallel (E22g,
twofold degenerate) to the layer plane. These modes are ruled only by van der
Waals interlayer-interactions because the two single layers oscillate as they were
two rigid bodies. Therefore, restoring forces are weak and the frequencies of LB
modes are usually less than ∼ 100 cm−1, while those of C modes are even smaller
(less than ∼ 50 cm−1). The traditional approach to perform very low-frequency
Raman measurements involves the use of a triple spectrometer, as done by several
experimental groups [258]. Other groups resort, instead, to a single monochromator
coupled with volume holographic filters to prevent a low spectral throughput due
to the use of three monochromators [237]. These modes are particularly relevant
since from their energies it is possible to determine the exact number of layers in a
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given flake. Indeed, a monatomic chain model10 has been developed to predict the
dependence of the C and LB modes on the layer thickness, in very good agreement
with experimental data [258]. On the contrary, the energies of the high frequency
modes slightly depend also on the specific substrate where the sample is deposited
onto [255] and, thus, do not allow for a precise determination of the number of flake
layers as C and LB modes do, instead.
4.2 Growth techniques
Several techniques have been developed to obtain high quality both single- and
few-layer TMDs with uniform properties, which is essential for transferring the
TMD new electronic and optical properties described so far into applications. As
anticipated, these techniques are divided into two main categories: top-down and
bottom-up approaches. Here, top-down exfoliation from bulk materials and bottom-
up synthesis of TMD flakes will be shortly reviewed and the relative merits of these
methods evaluated.
4.2.1 Top-down approach
Mechanical cleavage
As explained in section 4.1.1, TMDs are layered materials characterized by weak van
der Waals interactions between contiguous layers. This allows for peeling atomically-
thin flakes from their parent bulk-crystals by micromechanical cleavage by using
an adhesive tape [227, 229, 235]. Those flakes are, then, deposited on substrates
and optically identified by light interference [262] by using the same techniques
developed for graphene (see fig. 4.7.a)). To date, the mechanical cleavage is one
of the easiest, simplest, and most popular method to get atomically-thin flakes
of layered materials. However, transmission-electron-microscopy and atomic-force-
microscopy measurements made after cleavage have highlighted the presence of
organic contamination from remnant tape glue [229]. Several procedures have then
been developed to clean single and multilayer surfaces [229, 263]. Lastly, mechanical
cleavage is useless for industrial applications because it is not scalable and lacks of a
systematic control over the flake thickness and size.
Photoexfoliation
High-power laser beam can be used to remove material from a solid surface. If
irradiation results in the detachment of an entire or partial layer, the process is
called photoexfoliation (see fig. 4.7.b)). The unique structure of layered materials
causes an anisotropic heat dissipation in the bulk crystals, which enables selective
sublimation of top crystal layers. Although the early stage of this method, laser
ablation has already thinned down both graphene [265] and MoS2 [266] to monolayer
thicknesses with a micro-meter scale-resolution. The process is best implemented in
an inert atmosphere or in vacuum since ablation in air tends to oxidize the surface
10The entire X-M-X layer is treated as a single ball.
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Figure 4.7. Schematic illustration of some exfoliation techniques. a) Micromechanical
cleavage using an adhesive tape. b) Photo-exfoliation induced by laser. c) Liquid-phase
exfoliation via ultrasonification. d) Chemical intercalation with lithium. After ref.
[229, 264]
layers. Besides, the requirement for a laser raster-scanning makes challenging the
scale-up of this procedure.
Liquid-phase-exfoliation
Liquid-phase-exfoliation (LPE) of TMDs, commonly used to obtain large quantities
of nanosheets, is a promising technique for industrial applications. This process is
generally divided in three steps:
• Dispersion of bulk material in a solvent. The aim of this procedure is to prevent
that single flakes join together after their exfoliation. Therefore, ideal solvents
to disperse single layer are those that minimize the interfacial tension [mN/m]
between the liquid and single flakes. Indeed, flakes tend to join together
whenever their dispersion in the liquid is poor because of a high solid-liquid
interfacial tension. As an example, the best solvents of graphene have surface
tension γ ∼ 40mN/m [229], such as benzyl benzoate, gamma-Butyrolactone,
and Dimetilformammide. However, most of those solvents are toxic. Moreover,
they have high boiling points (TB > 450K), which makes difficult their removal
after exfoliation. As an alternative, low boiling point solvents, such as acetone,
chloroform, and isopropanol are used, together with linear-chain surfactants
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that minimize the solvent surface-tension. In any case, annealing treatments
at temperature higher than that of the solvent boiling-point should to remove
the solvents from the surface after LPE to ensure a clean layer surface.
• Exfoliation by ultracentrifigation In this step, single and multi layer exfolation
from bulk occurs, see fig. 4.7.c). Ultrasounds, namely, sound waves with
frequencies greater than 20 kHz give rise to high- and low-pressure cycles in a
liquid solution. During these cycles, the materials are exfoliated via cavitation
effects, namely, formation, growth, and collapse of bubbles or voids in the liquid
due to pressure fluctuations, which considerably increase the local temperature
and thus lead to the exfolation of single- and multi-layer flakes [229].
• "Purification" In this step, exfoliated flakes are separated from un-exfoliated
flakes. Thick flakes can be removed by different strategies called differential
ultracentrifugation or density-gradient ultracentrifugation. In the former
process, the various flakes are separated on the basis of their sedimentation
rate in response to centrifugal forces acting on them. To date, this procedure
is the most common separation strategy: flakes ranging from few nm to a
few µm have been thus produced [229]. In the latter process, the flakes are
ultracentrifugated in a preformed density-gradient medium. Then, they move
along the cuvette until they reach the point where their density equals that
of the surrounding liquid. However, flakes should have the same density,
independently of N, thus another approach is necessary to induce a density
difference: as an example, coverage of the flakes with a surfactant [229].
LPE is cheap and easily scalable, and does not require expensive growth substrates.
Unfortunately, it does not allow for a high yield of monolayer sheets.
Chemical intercalation with ions
The intercalation of TMDs by ionic species also allows the layer exfoliation in liquid
solution. The most used ionic specie is lithium. The typical procedure involves
submerging a bulk-TMD powder in a solution of a lithium-containing compound,
such as n-butyllithium, for more than a day to allow an intercalation of lithium ions.
The intercalated material is then exposed to water, whose vigorous reaction with
the intra-layer lithium atoms leads to the evolution of H2 gas and ensuing rapid
separation of the TMD layers. Such chemical exfoliation method produces gram
quantities of sub-micrometer-sized single-layers, but the resulting exfoliated material
differs structurally and electronically from the bulk material. In particular, for
MoS2 the process changes the electronic structure of the exfoliated nanosheets from
semiconducting to metallic. The Mo atom coordination is changed from trigonal
prismatic (2H-MoS2) to trigonal antiprismatic (1T-MoS2). Annealing at 300◦C
can eventually restore the Mo atom-coordination [267]. In addition, controllable
lithiation of TMD crystals has been demonstrated with electrochemical process, as
shown in fig. 4.7.d) [268]. Therein, a galvanic electrochemical cell was constructed
with the TMD crystal as cathode and a lithium foil as anode, thus allowing for
a precise control of the lithiation process in the TMD crystal by monitoring a
galvanic discharge-process in the electrochemical cell. That method operates at
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room temperature and requires times shorter than the previously described LPE
technique.
4.2.2 Bottom up approach
The development of methods for synthesizing large-area and uniform layers is crucial
for applications such as wafer-scale fabrication of electronic devices and flexible,
transparent optoelectronic applications. Several methods, differing for the use of
different precursors to be heated at high temperature, have been developed to grow
single-layer TMDs by chemical-vapor-deposition (CVD), which enables large-scale
device fabrication. In the case of MoS2, solid precursors can be: sulphur and MoO3
powders vaporized and co-deposited onto a nearby substrate [269]; a thin layer of
Mo metal deposited onto a wafer and heated with solid sulphur [270]. Substrates
dip-coated in a solution of (NH4)2MoS4 can be also heated in the presence of a
sulphur gas [271]. The film thickness is dependent on the concentration or thickness
of the initial precursors, although a precise control of the number of layers can be
hardly achieved over a large area.
In addition to MoS2, other VI-VI semiconductor TMDs, such as MoSe2, WS2,
and WSe2, have been synthesized via CVD [264]. However, large-scale growth of
TMD atomic layers is still challenging, which is a significant, major restraint to TMD
applications. Another challenge in the synthesis of TMDs is the achievement of
wafer-scale continuous films, which are often limited to a micron scale. Only recently,
single flake MoSe2 with an area on the millimeter scale have been synthesized
[272], thus paving the way to a large-scale synthesis of single layers in industrial
applications. Most importantly, it has been demonstrated that the procedures used
for MoSe2 can be extended to other TMDs. However, defects formed during the
growth process are the main limitation to this technique. To date, a route to mitigate
the effect of defects in those TMDs remains a challenging issue, albeit post growth
treatments with an organic superacid have improved the optical quality of CVD
materials [273].
Also MBE allows for the growth of large-area single-layer TMDs, whose crystal
quality and purity are better than those of TMDs synthesized by CVD [229]. However,
as explained in section 1.2, MBE requires ultra-high vacuum conditions and is more
expensive and time consuming than CVD.
4.3 Technological development of TMD based devices
Although people working in the TMD field are constantly pushing to develop new
fundamental science as well as applications of TMD novel physical properties in
almost all technological fields, no production-scale TMD-based device has reached
the market place to date. The aim of this section is to provide a terse overview of the
potential applications of TMD-based devices, whereas more thorough reviews can be
found in refs. [235, 252, 274]. The four following subsections will cover applications
of TMD-based devices in the field of opto-electronics, electrocatalysis, sensing, and
storage applications.
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Figure 4.8. a) Schematic illustration of HfO2-top-gated monolayer MoS2 FET-device. b)
Proposed TMD-based high-electron-mobility-transistor (HEMT) device with top-gated
Schottky contact and TMD layers with different doping levels. After ref. [235]
4.3.1 Opto-electronic devices
As already discussed in the first part of this thesis, nanostructures pave the way to
transistor with dimensions smaller than those presently reached with state-of-the-art
processors (22nm in length [275]). In addition, 2D semiconductor materials are easily
processed and lack of short-channel effects that can hinder the device performance
[235]. Among 2D materials, TMDs are very suitable for the fabrication of logic
transistorswith high carrier mobilities for fast operation, high on/off ratios (namely,
the ratio of on-state to off-state conductance) for effective switching11, high on-state
and low off-state conductivities (i.e., product of the charge density and mobility) for
low power consumption during operation. Although graphene satisfies the conditions
of a high carrier-mobility and conductivity, the lack of a forbidden gap results into a
low off-state current and limits the use of graphene as a digital logic transistor. On
the contrary, TMDs with a bandgap in the NIR and VIS support high on/off ratios
while maintaining high carrier mobilities.
The first implementation of a top-gated field-effect-transistor (FET) based on
monolayer MoS2 was reported by Kis et al. [276]; see fig. 4.8.a). Therein, excellent
on/off current ratio (∼ 108), n-type conduction, and room-temperature mobility
greater than 200 cm2V −1s−1 have been achieved with the implementation of a high-k
dielectric (HfO2), which gave the additional benefit of improving the mobility of
the single-layer [276]. Although that MoS2 FET will not compete with conventional
III–V transistors on mobility values alone, its attractive electrical-performance
characteristics, flexibility, and transparency make it a valuable candidate for low-
power electronics [235]. Electron mobility can be increased by resorting to an
analogue of high-electron-mobility transistors, which are conventionally fabricated
from planar junctions of semiconductors with different band gaps. In those systems,
the great band-gap semiconductor is highly doped whereas the one with small
band-gap is nominally intrinsic. When the two layers are brought into contact,
electrons move from the doped to the intrinsic layer where the impurity scattering is
minimized. That device architecture could be promising for TMDs because there is
a number of TMDs with different band-gap values (see table 4.2) and similar lattice
11For digital logic, on/off ratios of 104 ÷ 107 are generally required for switches.
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Figure 4.9. a) Schematic of a planar photonic cavity coupled with a single-layer WSe2.
The electric-field profile of the fundamental cavity-mode is embedded as a color plot. A
schematic atomic structure of monolayer WSe2 is also shown. b) PL spectra taken on
(red) and off (green) the cavity region. c) PL spectrum from isolated quantum-dot-like
defects in mono-layer WSe2. PL emission from the quantum dots shows line-widths
much narrower (∼ 0.1meV ; left inset) than that of the free excitons (∼ 10meV ; right
inset). After ref. [277, 278]
constants (see table 4.1). The schematic of a TMD high-electron-mobility-transistor
is shown in fig. 4.8.b) where a highly doped TMD layer is interfaced with an undoped
layer [235].
The strong light-matter interaction in TMDs makes them suitable also as pho-
todetectors. The TMD flexibility even allows for the achievement of photovoltaic
devices that could coat buildings and curved structures. Phototransistors of almost
all VI-VI TMDs have been fabricated and their potentiality has been demonstrated
in devices based on both photoconduction and photocurrent12 and for both lateral
and vertical geometries [252]. In particular, single-layer MoS2 highly sensitive pho-
todetectors have been fabricated whose photocurrent depends on the incident light
intensity, responds within 50ms to changes in light levels, and is highly stable [279].
Moreover, plasmonic effects can significantly enhance that photocurrent at wave-
lengths corresponding to the plasmonic-resonance of gold nanoparticles deposited
on the single-layer sheet [280].
Light emitting diodes (LEDs) made of TMD p-n junctions have been also
developed [252]. However, a low quantum efficiency (∼ 10% at the most) has
been achieved at low temperature [281] because of the poor carrier mobility and
PL quantum-yield of single-layer TMDs. On the other hand, the unique valley-
dependent optical properties of TMDs (see 4.1.1) make TMDs suitable to design
LEDs with controllable polarized emission: circularly polarized electroluminescence
has been observed from WSe2-based ambipolar transistors with a degree of circular
polarization and handedness dependent on the relative orientation between the bias
electric-field and the WSe2 crystal [282].
The atomic thickness of 2D TMDs allows for their natural integration into
photonic structures such as planar photonic crystal-cavities (see fig. 4.9.a)). Two
effects occur in this coupled TMD–cavity system: the photonic band-gap effect
and the Purcell effect. These effects lead to a significant enhancement in the
12Photoexcited carriers increase the device conductance, in photoconduction, while they are
converted into current with the help of a built-in electric field, in photocurrent.
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spontaneous emission-rate along the out-of-plane direction [252]. Due to those
effects, ultralow-threshold lasing (∼ 1Wcm−2 under continuous-wave pumping)
in a coupled mono-layer WSe2–cavity system has been reported and ascribed to
the presence of the photonic crystal (see fig. 4.9.b)) [277]. To conclude, TMDs
have shown promising application also in the field of single photon emitters for
quantum computing. Recently, it has been demonstrated that isolated defects act
as single-photon emitter in 2D WSe2 [278]. In contrast to the broad line-widths
(∼ 10meV ) of free exciton emission, quantum dot-like defects exhibit very narrow
(∼ 0.1meV ) emission line-widths, see fig. 4.9.c). Moreover, correlation measurements
have shown a photon antibunching characteristic of single-photon emitters [278].
These studies suggest exciting new opportunities offered by those single-photon
emitters once embedded in atomically thin semiconductors. Besides, those emitters
should be highly tunable, at variance with other solid-state single-photon emitters
[252].
4.3.2 Electrocatalysis
It has been demonstrated that single-layer TMDs, in particular MoS2 and WS2
nanosheets, are some of the most promising non-precious electrocatalysts for hydrogen-
evolution reaction (HER, 2H+ + 2e− → H2). Hydrogen production (see fig.
4.10.a)) is very important because hydrogen represents one of the most promising
energy sources [274]. In single-layer TMDs, two key-factors could improve HER:
conductivity and active site density, whose increase would result in a higher catalytic
activity. To this end, a variety of strategies have been developed to engineer func-
tional hybrid nanomaterials based on TMD nanosheets with optimized conductivity
and/or enriched active site-density [274]. As an example, it has been demonstrated
that oxygen incorporation in MoS2 nanosheets, as well as sulphur doping in MoSe2,
leads to an increase in the electrical conductivity, which turns into a higher cat-
alytic activity for HER [283, 284]. Moreover, the unsaturated chalcogen-edge in
TMD, induced by oxygen or sulphur introduction, is electrocatalytically active
and beneficial for the HER process. It has been shown also that the 2H into 1T
phase-conversion (see section 4.1) improves the HER catalytic performance, see fig.
4.10.b). As a matter of fact, an excellent electrocatalytic performance have been
observed in chemically exfoliated MoS2 nanosheets [285]. It was ascribed to the
very high concentration of metallic 1T phase in the chemically exfoliated samples,
which substantially improves the charge transfer kinetics of HER. Moreover, an
electrochemical oxidation of the edges led to a dramatic reduction in the catalytic
activity of 2H nanosheets, consistently with the oxidation of active sites for HER.
On the contrary, the catalytic performance was unaffected by oxidation of 1T-phase
nanosheets, thus suggesting that the active sites on 1T phase nanosheets are mainly
located in the basal plane and the contribution of the 1T-phase metallic edges to
the overall HER is relatively small [285], at variance with findings in 2H nanosheets.
Very recently, other processes have been developed to activate the basal plane in
2H MoS2 nanosheets or bulk crystals13 [286]. It was hypothesized and experimentally
confirmed [286] that annealing in a hydrogen environment increases the active sites
13Pristine MoS2 is predominately in the 2H crystal-phase rather than in the metallic 1T crystal-
phase.
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Figure 4.10. a) Schematic of hydrogen-evolution reaction on exfoliated MoS2 single-
layers. b) Polarization curves (current density vs applied potential) of 1T- and 2H-MoS2
single-layer electrodes before and after edge oxidation. c) Schematic illustration of the
polarization curves for pristine bulk MoS2, annealed bulk MoS2, and an annealed MoS2
microflake. The annealing process is expected to improve the HER performance (higher
current density), more dramatically for the MoS2 microflake. After ref. [285, 286].
for HER and reduces the resistivity of the MoS2 starting material; see fig. 4.10.c).
In that process, hydrogen reacts with sulphur atoms in MoS2 surface leading to the
evolution of H2S gas from the surface and to the formation in the (0001) plane of
S-vacancies, edges, and clusters made of excess Mo-atoms. The removal of chalcogen
atoms from their sites to generate edges on the basal plane is a promising mean to
activate/improve the catalytic properties of other 2D materials. Finally, the highest
intrinsic HER activity among molybdenum-sulphide-based catalysts was achieved
by forming sulphur vacancies in the basal plane of MoS2 2H-nanosheets by exposing
the samples to a mild Ar-plasma and controlling their density by the Ar-plasma
treatment-time. There, the hydrogen adsorption on the catalytic site was further
increased by suitably straining the surface to achieve minima total energy for the
MoS2-H system at the S-vacancy sites [287].
4.3.3 Molecular sensing applications
TMDs are promising also in molecular sensing applications. As 2D materials,
their high surface-to-volume ratio makes them particularly sensitive to changes
in their surroundings. On exposure to gases and vapours, there can be changes
such as charge transfer and doping, intercalation, and shifts in permittivity and
lattice vibrations. The variations caused by the adsorbates can be detected in
TMD transistor-devices electrically, by measuring the current–voltage behaviour, or
optically, by changes in PL, absorption, or Raman spectra [235]. Photoluminescence
would be particularly relevant in the bio-sensing field, where stable fluorescent
markers are of importance for imaging and fluorometric measurements.
It has been demonstrated that MoS2 FETs made by mechanically exfoliated
single- to four-layer nanosheets can detect NO gas at room temperature [288]. As
an example, the current response of a bilayer MoS2 nanosheet-based FET that has
been exposed to NO with concentrations ranging from 0.3 to 2 ppm is shown in fig.
4.11.a). In the top right inset, the typical processes occurring in the device after
NO exposure are highlighted. First, the current drops quickly for ∼ 30 s, then it
smoothly decreases for more than 2 minutes until the saturation of NO adsorption
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Figure 4.11. a) Real-time current-response after exposure of a bilayer MoS2-FET to
increasing concentrations of NO gas. Bottom inset: optical image of the device. Top
right inset: typical adsorption and desorption processes of NO with rapid (red dashed
lines) and slow steps (blue dashed lines). b) Plot of the detection sensitivity of 1.2 ppm
NO2 versus the thickness of a MoS2 film. Standard errors were obtained by measuring
three devices. Inset is an optical image of the device on a polyethylene terephthalate
substrate. After ref. [288, 289].
is achieved. Therein, good performances were achieved in FETs fabricated with
either bi- or four-layers. On the contrary, single-layer devices presented an unstable
response [288].
Furthermore, a flexible NO2-gas sensor based on a hybrid structure made of
MoS2 covered by graphene oxide was fabricated on a polyethylene terephthalate
(PET) substrate [289]; see inset in fig. 4.11.b). Therein, the dependence on the
MoS2 film-thickness of the device sensitivity towards NO2 was also investigated, see
fig. 4.11.b): the device sensitivity decreases dramatically with increasing MoS2-film
thickness, most likely because the thicker the film is, the lower the surface-to-volume
ratio of the MoS2 channel is. However, device current became unstable for thicknesses
less than 4nm, possibly because of not perfectly planar MoS2 sheets. Those results
point out that mechanically exfoliated multilayer MoS2 nanosheets are promising
channel materials for potential gas sensors.
4.3.4 Energy storage applications
The interlayer spacing of TMDs provides a convenient environment for the accommo-
dation of a variety of guest species, for example Li+ ions. Bulk TMDs such as MoS2
and WS2 have been investigated as electrode materials for lithium ion batteries
because Li+ ions can be easily intercalated or extracted from these materials [233].
Unfortunately, lithiation of these bulk compounds leads to structural instability
during the exfoliation step, while their relatively low average-voltage and energy-
density limit their potential as cathode materials. On the contrary, both single
and few exfoliated-layers are to some extent very attractive as anodes for lithium
ion-batteries. In fact, they do not suffer from the structural instability of loosely
stacked bulk crystals and can accommodate easily structural changes [233].
Although the electrical conductivity of both bulk and exfoliated TMDs is too low
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for the TMD effective implementation as electrodes in ion batteries, the coupling of
layered TMDs with other materials, such as graphene, carbon or TiO2 nanotubes, and
Fe3O4 nanoparticles, may overcome this weaknesses [274]. Among those materials,
graphene-based nanomaterials are the most studied and, e.g., ion-battery anodes
made of sheets of graphene oxide coated with few-layer MoS2 were prepared via
a hydrothermal method and investigated [290]. Thus, a high specific capacity
(∼ 1100mAhg−1 at a current density of 0.1Ag−1, even higher than that of pure
MoS2 and graphene sheets) was achieved with an excellent stability even after 100
cycles. The superior electrochemical performance of MoS2/graphene composites
as lithium ion-battery anodes was attributed to their robust composite structure
and the synergistic effects between layered MoS2 and graphene [290]. However, the
unavoidable aggregation of TMD or graphene sheets during the electrode fabrication
and the structure collapse during the discharging and charging process are harmful
to the performance of batteries based on few-layer TMDs, whose surface area for
lithium storage is also reduced with respect to the single layer case [274].
The stability after several cycles as well as the charge capacity have been
improved by resorting to single-layer TMD-sheets. Recently, MoS2 monolayers have
been homogeneously embedded in carbon fibers and used as anodes for lithium
ion-batteries [291]. Such a novel hybrid nanostructure exhibited a fascinating rate-
performance and cycling-stability. Its initial discharge and charge capacities were
1712 and 1267mAhg.1 at 0.1Ag−1, respectively. More impressively, its capacity
could be maintained at 661mAhg.1 even after 1000 cycles at very high current density
( 10Ag−1). The excellent rate performance and cycling stability were ascribed to
the unique nanostructure of this hybrid anode, very efficient for Li+-ion storage
because of its atomic thickness. Besides, the excellent mechanical property of carbon
fibers wrapped around the MoS2 single layer eliminates the expansion (shrinkage)
problems during charging (discharging), making these structures very stable during
cycling performances, at variance with multi-layer TMD-anodes. Lastly, the good
conductivity and 1D character of the carbon matrix that is perfectly coupled with
MoS2 sheets has allowed for an easy transport of Li+ ions [274].
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Chapter 5
Effects of hydrogen irradiation
on single- and bi-layer TMDs
This chapter will be devoted to the description of the effects of hydrogen irradiation
on the emission of single- and bi-layer TMDs, such as MoSe2 and WSe2. Both pristine
and hydrogenated samples have been studied by means of either µ-PL or µ-Raman.
In the first section of this chapter, the state of the art of VI-VI semiconductor MX2
compounds will be presented. A wide variety of experimental results regarding
MX2 optical band-gaps obtained with different spectroscopic techniques will be
summarized, together with the characteristic frequencies of the most common
vibrational modes. Then, the motivations of our study will be highlighted and the
use of a Kaufman source to implant hydrogen in single- and few-layer TMDs justified.
A small part of the first section will be devoted to describe the investigated samples.
In the second section of this chapter, the optical properties of pristine MoSe2 and
WSe2 will be investigated with room- and low-temperature results in good agreement
with the existing literature. After a full characterization of each pristine flake, either
single- or bi-layer, the TMD sheets have been hydrogenated, namely, irradiated
with low-energy hydrogen ions by using a Kaufman source. In some cases, pristine
flakes have been implanted with progressively increasing hydrogen-doses. Then, each
hydrogenated flake has been investigated under the same experimental conditions
used for its pre-characterization. In the single-layer regime, hydrogenation leads to
a worsening of the flake optical quality and to the appearance of very sharp peaks
in the forbidden band gap. Conversely, the PL-efficiency of bi-layer flakes slightly
improves upon hydrogenation. Those results will be presented in the third section
of this chapter. Finally, a cure for the worsening of the optical quality observed in
single-layer flakes upon hydrogenation will be presented.
5.1 State of the art of MX2 physical properties
Several experiments have been carried out to achieve an optical characterization
of the electronic properties of VI-VI semiconductor TMDs1, in the single- and
multi-layer form [241, 260, 292, 293, 294, 295, 296, 297, 298]. Here, we will report
1From now on, we will refer to MoS2, MoSe2, WS2, and WSe2, as TMDs.
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only low- and room-temperature data taken on single-layers deposited on SiO2. In
table 5.1, the experimental values of the optical band-gaps of MX2 (with M=Mo,W,
and X=Se,S) TMDs deposited on SiO2 are reported (optical band-gaps instead
of Egap because of the huge exciton binding-energies in these systems, as already
discussed in 4.1.1). The experimental values agree well between each other and with
the theoretical predictions reported in table 4.2.
MoS2 MoSe2 WSe2 WS2
Low temperature optical band-gap (eV )
1.92 [292] 1.67∗ [293] 1.75∗ [298] 2.08 [296]
Absorp. @ 10K Ref. @ 20K Ref. @ 30K Ref. @ 4K
1.66∗ [293] 1.74∗ [298] 2.04 [295]
PL @ 20K PL @ 30K PL @ 4K
Room temperature optical band-gap (eV )
1.85∗ [241] 1.57 [260] 1.65 [260] 2.02 [297]
Ref. PL PL Ref. and PL
1.83∗ [241] 1.55 [294] 1.66 [297] 2.02[299]
PL PL Ref. and PL PL
Table 5.1. Experimental values of the optical band-gap in MX2 TMDs, as assessed by
optical spectroscopy at low (top part) and room (bottom part) temperature. The used
spectroscopy techniques are: absorption (Absorp.), reflectivity (Ref.), and photolumines-
cence (PL). ∗: the differences between photoluminescence and reflectivity measurements
performed in the same works (refs. [293], [298], and [241]) have been ascribed to the
Stoke shift.
It is worth pointing out that the optical band-gap values sizably vary with
the substrate on which the TMD sheet is deposited onto because the dielectric
constant which rules the TMD giant exciton binding-energy depends on the medium
surrounding the TMD single-layer. Very recently, it has been demonstrated that it
is even possible to achieve a semiconductor-to-metal transition in single-layer TMDs,
merely by a right choice of the substrate. Specifically, a single-layer WS2 undergoes
a semiconductor-to-metal transition when it is epitaxially grown on Ag(111) [300].
Moreover, as explained in sec. 4.1.1, the optical band gaps of TMDs depend also
on the number of layers. Optical band gaps of n-layer TMDs with n> 1 have not
been reported in table 4.2 to avoid a piling of data in a single table. However, each
PL spectra obtained from n> 1-layer TMDs will be compared in due course to the
existing literature.
Several experiments have been carried out to determine the frequencies of the most
common vibrational modes in single- and multi-layer TMDs [256, 260, 294, 299, 301].
The experimental values of the Raman active modes of MX2 (with M=Mo, W and
X=Se, S) TMDs deposited on SiO2 are reported in table 5.2. All the data have been
taken at room temperature in a back-scattering configuration. The experimental
values agree well between each other and with the theoretical predictions reported
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MoS2 MoSe2 WSe2 WS2
Frequencies of bulk vibrational-modes (cm−1)
A1g
408.7 [294] 243.0 [294] 250.8 [260] 420.5 [299]
408.6 [260] 242.5 [260]
E12g
383.7 [294] 283.7 [294] 248.0 [260] 355.5 [299]
383.5 [260]
Frequencies of single-layer vibrational-modes (cm−1)
A1g
406.1 [294] 241.2 [294] 249.5 [256] 417.5 [299]
240.5 [260] 417.5 [301]
E12g
384.7 [294] 287.3 [294] 249.5 [256] 356.0 [299]
287.2 [260] 356.0 [301]
Table 5.2. Experimental values of Raman active modes in bulk (top part) and single-layer
(bottom part) MX2 TMDs. Experimental values have been obtained at room temperature
in the back-scattering configuration.
in table 4.3. It is worth pointing out that A1g and E12g frequencies in all compounds
show opposite trends with respect to the variation of the number of layers, as already
discussed in sec. 4.1.2. Also in table 5.2, the frequencies of vibrational modes of
n-layer TMDs, with n> 1, are not reported to avoid the piling of a large amount
of data in a single table. However, both mode frequencies shift monotonically with
increasing number of layers on going from the single-layer to bulk TMDs.
Another important physical parameter in single-layer TMDs is the quantum-yield,
which is defined in PL experiments as the ratio of number of emitted photons to
number of absorbed photons. In single-layer TMDs, quantum yields ranging from
0.01% to 6% have been reported, which indicates a high density of defect states and
mediocre optical quality. Those small quantum-yields have been attributed to both
defect-mediated nonradiative recombinations and biexcitonic recombinations at high
excitation power [242, 302, 303]. In the following, some of the methods developed
to improve the TMD quantum-yield will be discussed, in particular the irradiation
with low-energy hydrogen atoms.
5.1.1 Why hydrogen?
As anticipated previously, single-layer TMDs are characterized by very low quantum-
yields. Those experimental evidences are quite surprising because ideal 2D systems
have natural out-of-plane self-terminations, at variance with 3D materials, where
terminations in the crystal lattice result in dangling bonds. Therefore, it could
be expected that single-layer semiconductors should show near-unity PL quantum
yield, whereas materials such as bulk GaAs require cladding layers (i.e., AlGaAs) to
show a comparable performance [273]. However, several defects such as vacancies,
edge- and point-defects lead to a rather low quantum-efficiency in TMD single-layer
flakes. Fortunately, those single-layer TMDs also offer a unique opportunity for
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defect passivation/repair because there is no distinction between bulk and surface
defects, in such a way that the entire semiconductor can be accessed and perhaps
repaired.
In the last four years, several chemical treatments have been developed to
improve the quantum efficiency in single-layer TMDs [273, 302, 304, 305, 306]. An
improvement by a factor of 3 in the excitonic emission was reported in mechanically
exfoliated MoS2 single-layers chemically treated with 2,3,5,6-tetrafluoro-7,7,8,8-
tetracyanoquinodimethane (F4TCNQ) [304]. Since the dominant PL process switched
from a negative trion to an exciton recombination, that PL enhancement was ascribed
to a balance of an unintentional high electron-doping in the pristine flake by a p-type
chemical doping.
In mechanically exfoliated MoS2 single-layers treated with an organic superacid
(bis(trifluoro-methane) sulfonimide, TFSI) [302], the room-temperature PL-emission
increased by a factor of 190 and a near-unity quantum-yield was achieved. Although
the exact mechanism of surface defect passivation was not fully understood, it was
partially ascribed to the strong protonating nature of the superacid, namely, to an
easy release of hydrogen. Moreover, when MoSe2, WS2, and WSe2 single-layers
were treated with the same organic super acid [273], the defects in sulfur-based
compounds were effectively passivated/repaired while those in the selenide-based
materials were largely unaffected by the TFSI treatment. That different response to
the chemical treatment of sulfur- and selenide-based compounds was ascribed to a
drastic difference in the nature of the involved defects.
The PL emission of mechanically exfoliated MoS2 single layers increased by a
factor of 27 after a chemical treatment with low concentrations of H2O2 and toluene
to form a sandwiched structure of H2O2/1L-MoS2/toluene [305]. That improvement
was ascribed to the p-doping character of the hydrogen peroxide. Finally, the PL of
single-layer MoSe2 grown by CVD increased upon an exposure to hydrohalic acid
vapors, such as HCl, HBr, and HI [306]. In particular, the overall PL intensity of
MoSe2 increased by more than a factor of 30 after a HBr treatment, an increase
ascribed to p-doping and/or removal of impurities.
All the aforementioned inprovements in PL efficiency were due to chemical
treatments that could lead either to a p-type chemical doping or to the release
of hydrogen ions. It is well known, indeed, that hydrogen passivates defects and
dangling bonds in many III-V bulk-semiconductors, with an ensuing enhancement in
the semiconductor optical quality [307]. Therefore, single- and multi-layer flakes were
irradiated with low-energy hydrogen ions produced by a Kaufman source because:
• firstly, a Kaufman source allows an easy and precise tuning of the amount of
implanted hydrogen ions, at variance with the chemical treatments described
so far;
• secondly, several techniques allow a hydrogen irradiation of arbitrary samples
with a space resolution of the order of tens of nm, by previous deposition on
the sample of suitable H-opaque masks [308].
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Figure 5.1. Optical microscopy images of both single- (ML) and bi-layer (BL) WSe2 (left)
and MoSe2 (right) flakes. Those images were acquired with a 100× objective.
5.1.2 Investigated samples
In this thesis, mechanically exfoliated flakes of MoSe2, MoS2, WSe2, and WS2 have
been studied. All the samples were mechanically exfoliated by 2H bulk-samples
and deposited onto SiO2/Si substrates because a simple optical model, which relies
on Fabry-Perot interferometry, demonstrated that the visibility of either single- or
few-layer flakes can be enhanced by choosing a proper thickness for the substrate
oxide-layer [262]. Since MoS2 and WSe2 single-layers on 90 and 270nm thick SiO2
layers were optically detected [262], a SiO2 thickness of 270nm has been chosen to
allow us a good visibility of single- and few-layer flakes.
In this chapter, only MoSe2 and WSe2 flakes exfoliated by the group of Prof.
Yuerui Lu, in the NEMS Laboratory at Australian National University of Canberra,
and by the group of Prof. Rinaldo Trotta, in the Nanophotonics group at the
Johannes Kepler University of Linz, have been investigated. In the latter case,
some single- and few-layer flakes have been identified by optical means before being
capped with a thin layer of Al2O3 (30nm) in order to study the effects of hydrogen
irradiation and diffusion in flakes protected by an oxide cap-layer. It should be
noticed that the capping layer itself worsens the visibility of single- and few-layer
flakes. The dimensions of single-layer vary from few µm to hundreds of µm.
Typical optical-microscopy images of the studied samples acquired with a 100×
objective are shown in figure 5.1. Single- (ML) and bi-layer (BL) uncapped WSe2
(MoSe2) flakes are shown in the left (right) panel. In all samples, the flake coloration
varies from a transparent light blue to a more opaque dark blue with increasing
number of layers.
5.2 Optical properties of pristine MoSe2 and WSe2
In this section, the number of layers and optical quality of a specific flake of pristine
MoSe2 and uncapped WSe2 will be investigated by µ-Raman and µ-PL. Raman
measurements, which more easily allow us to distinguish between single- and few-
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layer flakes, will be discussed first. Then, a µ-PL linear map on a single-layer MoSe2
will investigate the dependence of energy and intensity of FEs and trions on the
position of the exciting laser beam over the flake surface. Finally, the study of the
temperature dependence of the single-layer MoSe2 PL will verify the FE nature of
the optical recombination in TMD flakes.
5.2.1 µ-Raman investigation
The room-temperature (T = 295K) Raman spectra (532nm laser excitation) col-
lected from single- (blue) and bi-layer (red) uncapped WSe2 flakes are shown in
figure 5.2.a). First, single-layer Raman spectra will be discussed. A well defined
peak and a high energy shoulder appear at ∼ 250 cm−1 and ∼ 261 cm−1, respectively.
By a comparison with the literature, the sharp peak and the shoulder are ascribed,
respectively, to the A1g vibrational mode and to a second-order Raman mode of
longitudinal acoustic phonons at theM point in the Brillouin zone, usually labeled as
2LA(M) [256, 309]; see also table 5.2. As regards the in-plane mode E12g, polarization
resolved Raman measurements demonstrated that this mode is degenerate with the
A1g mode in the single layer regime and shows up as a low-energy shoulder only
when the number of layers increases up to 4 [256]. For the sake of clarity we do not
report that mode in the figure.
In the bi-layer Raman spectra, the well defined peak ascribed to the A1g mode
once more appears at ∼ 251 cm−1, namely, slightly blue-shifted with respect to
single-layer case (∼ 250 cm−1). The high energy shoulder 2LA(M) at ∼ 259 cm−1
red-shifts, instead, with respect to the single-layer case (∼ 261 cm−1). The weak
peak at ∼ 309 cm−1 is ascribed to the B12g mode. It is due to the interlayer restoring
forces, see fig. 4.5, and thus is the fingerprint of few-layer WSe2 flakes [256, 309].
The flake bi-layer nature is confirmed by the ∼ 1 cm−1 blue-shift of the A1g and
∼ 2 cm−1 red-shift of the 2LA(M) modes, as already reported in ref. [256].
The low-temperature (T = 295K) Raman spectra (532nm laser excitation)
collected from single- (blue) and bi-layer (red) uncapped MoSe2 flakes are shown
in figure 5.2.b). A well defined peak and a high energy shoulder appear in the
single-layer Raman spectra at ∼ 245 cm−1 and ∼ 252 cm−1, respectively. By a
comparison with the literature, the sharp peak and the shoulder are ascribed,
respectively, to the A1g vibrational mode and to the two-phonon energy of the E22g
shear mode at the M point of the Brillouin zone [294, 309, 310]; see also table 5.2.
The small energy difference (< 5 cm−1) with the corresponding values reported in the
literature is due to the different lattice temperatures in the Raman measurements,
namely, 295K and 5K. As explained in ref. [294, 309], temperature mainly changes
the atom equilibrium-positions: the interatomic distances increase with increasing
temperature, which turns into a reduction of the interatomic forces and in a red-shift
of the vibrational-mode energies. As a matter of fact, a linear extrapolation to low
temperature (5K) of the data shown in ref. [309, 311] gives A1g energy ∼ 244.7 cm−1,
a value very close to our result (∼ 245 cm−1). As regards the in-plane mode E12g, it
should be observed only for Raman excitation wave-length lower than the present
one (532nm) [310].
In the bi-layer Raman spectra, once more the well defined peak ascribed to
the A1g mode appears at ∼ 246 cm−1, namely, slightly blue-shifted with respect
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Figure 5.2. a) Room-temperature (T = 295K) unpolarized µ-Raman spectra (532nm
laser excitation) of single- (blue) and bi-layer (red) WSe2 flakes. b) Low-temperature
(T = 5K) unpolarized µ-Raman spectra (532nm laser excitation) of single- (blue) and
bi-layer (red) MoSe2 flakes. The different vibrational modes are labeled following the
notation discussed in sec. 4.1.2.
to single-layer case (∼ 245 cm−1). The high-energy E22g shear-mode at ∼ 254 cm−1
also blue-shifts with respect to the single-layer case (∼ 252 cm−1 ) . Once more,
the fingerprint of a bi-layer regime is given by the B12g mode at ∼ 358 cm−1, in
good agreement with previous results once the mode temperature-dependence has
been taken into account [260]. The ∼ 1 cm−1 blue-shift of the A1g is consistent
with previous results [260] and confirms the flake bi-layer nature. As regards the
E22g mode, its energy dependence on layer thickness is still unclear [312] and no
meaningful information can be obtained from its energy variation.
The aforementioned discussion demonstrates the capability of Raman mea-
surements to distinguish between single- and few-layer flakes, at room- and low-
temperature. However, the tiny variation in the Raman vibrational-mode energies
could be unsuitable in some cases, e.g. when a high resolution spectrometer is
not available. In the next section, it will be shown that PL more than Raman
measurements make it possible to easily discriminate single- from few-layer flakes,
because the former are characterized by a direct band-gap transition, the latter by
an indirect-gap transition.
5.2.2 µ-PL investigation
Room-temperature (T = 295K) normalized µ-PL spectra of single- (blue), bi- (red),
and four-layer (olive) WSe2 flakes (Pexc = 1 kW/cm2) are shown in figure 5.3.a).
The single-layer spectrum shows an asymmetric band located at around 1.636 eV . At
variance with typical room-temperature PL-spectra on III-V semiconductors, see for
example PL spectra on InP NWs in the first part of this thesis, there is no Maxwell-
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Figure 5.3. a) Room-temperature (T = 295K) normalized µ-PL spectra of single- (blue),
bi- (red), and four-layer (olive) WSe2 flakes (Pexc = 1 kW/cm2). The evolution of the
direct band gap is highlighted by a black arrow, while the positions of the indirect band-
gaps are denoted by purple dashed-lines. b) Low-temperature (T = 5K) normalized
µ-PL spectra of single- (blue), and bi-layer (red) MoSe2 flakes (Pexc = 2 kW/cm2). All
the recombination bands in both bi- and single-layer regime are highlighted. Intensity
factors are reported in both panels.
Boltzmann high-energy tail in these spectra because FEs in single-layer TMDs are
not ionized, even at room temperature, and, therefore, band-to-band recombination
does not sizably contribute to PL spectra. The presence of a low-energy tail, on the
other hand, could be ascribed to surface bound-excitons, as already found in ref.
[260]. Notice that small deviations of our results from those reported in table 5.1
are mainly due to different environments among samples caused by adsorbates or
potential variations at the SiO2/flake interfaces [260].
Two broad bands show up in the bi- and four-layer spectra. The high-energy
shoulders (∼ 1.631 eV and ∼ 1.612 eV for the bi- and four-layer cases, respectively)
are due to direct transitions, whose energy is expected to slightly increase for decreas-
ing number of layers, as described in sec. 4.1.1 and experimentally demonstrated
[297]. On the other hand, the most intense peaks are ascribed to the indirect
recombination bands, whose change in energy with increasing number of layers is
fairly big, as already found in the literature [297]. Lastly, the indirect character
of the optical band gap in bi- and four-layer flakes is confirmed by a progressive
reduction of the PL intensity, even up to a factor of 25 in the four-layer case.
Low-temperature (T = 5K) normalized µ-PL spectra of single- (blue) and
bi-layer (red) MoSe2 flakes (Pexc = 2 kW/cm2) are shown in figure 5.3.b). The
single-layer spectrum shows two sharp peaks. Similarly to previous attributions of
the experimental peak energies in almost all single-layer TMDs, the most intense
peak at 1.627 eV is ascribed to a FE recombination, the weakest peak at 1.659 eV
is attributed, instead, to a trion (T) recombination [292, 293, 295, 298, 313, 314].
The energy difference between these two peaks (∼ 32meV ) is equal to the trion
binding-energy. In those previous works, the T recombination was ascribed to a
negatively charged complex, namely a e− − h+ − e− triplet, because the electron
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density exceeds the hole density in single-layer flakes. That n-type doping originates
from an interaction of the substrate with the TMD flake, with an ensuing transfer
of electrons from the former to the latter [276, 292]. The negative nature of the
T recombination has been further confirmed by its suppression as a result of a
chemically induced p-doping of TMD single-layers [304]. Finally, the asymmetrical
low-energy broadening of the T peak is mainly due to defect recombination bands
and bound excitons [295, 298].
Figure 5.4. Contour plot of a linear µ-PL map acquired on a MoSe2 single-layer flake at
T = 5K (Pexc = 2 kW/cm2). The relative displacement of the linear map is reported in
the abscissa, the energy and intensity of each PL spectrum are reported, respectively, in
the ordinate and in a color scale. Only the FE and T energy-region are shown.
The bi-layer spectrum shows two relatively broad recombination bands. As in
the case of the WSe2 bi-layer, the most intense band at 1.627 eV is assigned to a
direct transition, the weaker band at 1.405 eV is attributed, instead, to an indirect
transition. The ∼ 61meV red-shift of the direct transition on going from the single-
to the bi-layer flake and the energy difference between indirect and direct transitions
(∼ 190meV ) resemble previous findings [313]. The emission intensity of the bi-layer
flake decreases by a factor of ∼ 500 with respect to that of the single-layer flake,
namely, much more than what observed in the WSe2 case. This might be due to
a difference in the oscillator strengths of the indirect transitions or to the energy
separation between the direct and indirect emission energies in the two TMDs. The
latter in WSe2 is ∼ 90meV , namely, much smaller than that energy separation in
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MoSe2 (∼ 190meV ). Thus, the population of hot carriers that transiently occupy
the direct band-edge at the K point in bilayer WSe2 could be higher than that in
bilayer MoSe2 [297].
Another intriguing effect observed in single-layer TMDs, namely, the dependence
of the energy and intensity of the FE and T recombination on the position over the
flake of the exciting laser-beam will be now discussed. A contour plot of a linear
µ-PL map, as taken on a MoSe2 single-layer flake at T = 5K (Pexc = 2 kW/cm2),
is shown in figure 5.4. The energy and intensity of each PL spectrum in the map
are shown in the ordinate and in the color scale, respectively, while the relative
displacement of the exciting laser beam is given in the abscissa. Only the FE and T
energy-regions are shown. The map has been taken along the cyan line reported in
the inset of fig. 5.5.b). Therein, the 0µm position corresponds to the left diamond
point, while the right diamond point corresponds to a 25µm displacement. Both
the energy and intensity of the FE and T recombinations depend on the sample spot
where PL emission is collected from. The FE and T energies and intensities move in
parallel, namely, both peaks red-shift or blue-shift and decrease or increase at the
same sample spots, as it can be better understood at a glance by looking at the data
shown in figure 5.5. In panel a), the energy variation of the FE and T PL-peaks are
shown, while the intensity variation of these same peaks are shown in panel b). The
intensity values have been obtained by integrating over an energy range of 10meV
centered on the corresponding PL peaks. Both peaks red-shift and their PL intensity
decreases when the laser beam moves toward the center of the flake (∼ 17µm). The
PL intensity at the map edges, especially at the "free" edge, i.e. the left edge in
the optical image in the inset of fig. 5.5.b), is greater than that at the map centre.
At the left map edge, at variance with the right map edge, the single-layer is not
followed by a multi-layer flake, which in the optical image is characterized by a white
coloration and almost null PL efficiency, but rather by a "free-space" region.
These effects have already been observed and tentatively explained in several
experimental works performed in CVD grown [299, 306] and mechanically exfoliated
[314, 315] single-layer TMDs. The most common hypotheses about the cause of
those effects are:
• the environment surrounding the sample varies because of adsorbates at the
SiO2/flake interface [260];
• localized strains vary over the flake surface due to wrinkles (strained regions)
in the flake itself [314, 315];
• lattice defects over the flake surface could generate local electric-fields, localize
excitons, and create inhomogeneities in the exciton binding energy [299];
• n-type doping changes over the flake surface [306].
Contrary to our results, no correlation between the energy and intensity variations
has been observed in refs.[260, 314, 315], where the first two hypotheses were made.
In ref. [299], where the third hypothesis was made, the PL intensity at the flake
edges was found to be greater than in the flake center, while the PL peak red-
shifts at the edges (once again contrary to our results). Those observations were
ascribed to a variation of the exciton binding-energy over the flake surface. In
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Figure 5.5. a) Peak energy of FE (black dots) and T (blue dots), as obtained by the
linear map shown in fig. 5.4, versus the relative exciting laser-beam displacement. b)
Area intensity of FE (black dots) and T (blue dots), as obtained by the same linear
map, versus the relative laser-beam displacement. The inset is an optical image of the
single-layer studied. The cyan line shows the region where the map has been acquired.
particular, the regions of highest exciton binding-energy (and thus lowest-energy
PL emission) correspond to minima in an effective FE potential with an ensuing
exciton accumulation and high PL intensity. Finally, an intensity increase and a
peak-energy blue-shift at the flake edges, rather than in their center, of the FE peak
was found in ref. [306], where the last hypothesis has been made, in agreement with
our results. It is important to stress here that PL has to be collected from the same
points in pristine and hydrogenated flakes whenever a comparison between those
two results should be made, especially as regards the PL intensity.
Finally, the temperature dependence of the PL emission of a single-layer MoSe2
flake is shown in figure 5.6. At low temperature, the normalized PL spectra (Pexc =
2 kW/cm2 ) are dominated by a trion contribution that quickly quenches with
increasing temperature because of its relatively low binding-energy (∼ 30meV ) and,
for T > 170K, becomes negligible with respect to the FE contribution. The lack of
a Maxwell-Boltzmann high-energy tail in the PL spectra suggests that the FEs are
not ionized, even at room temperature, as usually observed in TMD single-layers
because of the high exciton binding-energy (∼ 0.5 eV ); see also fig. 5.3.a). Finally,
the overall PL intensity drops by a factor of ∼ 300 for a temperature increase from
5 to 300K (not shown here). In panel b), the PL peak-energy of both FEs and Ts
is shown as a function of lattice temperature by blue and green dots, respectively.
As commonly done in the literature [293, 313], the equation reported in the figure
[316] has been fitted to the dependence on temperature of the FE and T energy.
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Figure 5.6. a) Normalized PL spectra of mono-layer MoSe2 (Pexc = 2 kW/cm2) taken at
lattice temperatures ranging from 4 to 300K. FE and T emissions are highlighted. b)
FE (blue dots) and T (green dots) PL peak-energy versus lattice temperature. Red lines
are fits of the equation reported in the bottom part of the figure to the data.
In that equation, Eopt(0) is the ground-state transition-energy at T = 0K, S is a
dimensionless coupling constant, and < EPh > is an average phonon energy. The
fitted values are reported in table 5.3 together with other previous findings [293, 313].
A good agreement between our and previous results is found.
5.3 Optical properties of hydrogenated MoSe2 andWSe2
The effect of hydrogen irradiation over MoSe2 and WSe2 TMDs will be now discussed.
Room-temperature PL spectra (Pexc = 0.4 kW/cm2) taken on a same point of a
single-layer WSe2 flake before and after successive hydrogen irradiations are shown
in figure 5.7.a). Notice that the FE energy in the pristine PL spectrum varies by
∼ 15meV with respect to that taken in a different flake, see the blue PL spectrum
in fig. 5.3.a). Moreover, it should be reminded that the FE energy depends on the
specific point probed over the flake surface; see fig. 5.4 and the relative discussion.
Hydrogen irradiations were performed at T = 150◦C with low-energy (20 eV ) protons
generated by a Kaufman source; see sec. A.3. The red PL spectrum was taken after
irradiation with an impinging H+ dose equal to H0 = 1015 protons/cm2, the blue
spectrum after a successive irradiation with an impinging H+ dose equal to 5H0.
The PL efficiency progressively worsens for increasing H+ dose, with a worsening by
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Free Exciton Trion
This thesis [293] [313] This thesis [293]
Eopt(0) (eV ) 1.661 1.657 1.656 1.628 1.625
S 2.47 1.96 2.23 2.95 2.24
< EPh > (meV ) 22 15 19 24 15
Table 5.3. Fitting parameters entering the equation for the temperature dependence of
the free-exciton and trion energies reported in fig. 5.6.
Figure 5.7. a) Room-temperature PL spectra (Pexc = 0.4 kW/cm2) of single-layer WSe2
before and after successive hydrogen irradiations. b) Low-temperature (T = 5K) PL
spectra (Pexc = 0.4 kW/cm2) of a same single-layer MoSe2 before and after successive
hydrogen irradiations. The inset shows the same spectra after having been normalized
(normalization factors are reported).
a factor of 20 of the PL integrated intensity of the pristine flake with respect to that
of the 6H0 (5 + 1H0) hydrogenated flake. Apart from that PL-intensity reduction,
no other effect is observed after hydrogen irradiation, with a constant energy for the
FE emission.
Different effects are observed at low temperature, as shown in figure 5.7.b).
Therein, the PL spectra of a single-layer taken before and after successive hydrogen
irradiations are shown. The pristine PL spectrum is similar to the blue one shown
in fig. 5.3.b) but for broader T and FE emissions. The other PL spectra were
taken on the same point of a same single-layer MoSe2 flake after additive hydrogen
irradiations, more precisely: H0, 5H0, and 10H0 for the red, blue, and olive PL
spectra, in the order. A progressive worsening of the PL efficiency for increasing H+
dose was observed also in this case, with a maximum decrease by a factor of 14 in the
PL integrated intensity of the 16H0 (10+5+1 H0) hydrogenated sample with respect
to the pristine sample. Moreover, the T and FE recombinations are progressively
depleted in favor of multiple sharp emissions at energies lower than those of the FE
and T bands, as it can be better seen in the inset where PL spectra are separately
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Figure 5.8. T = 5K PL spectra (Pexc = 2 kW/cm2) of a capped single-layer WSe2 before
and after successive hydrogen irradiations.
normalized. Those extremely sharp peaks (FWHM< 1meV ) are ascribed to the
formation of bound excitons localized on impurities or defects likely due to the
hydrogenation process. As a matter of fact, similar PL spectra have already been
observed in pristine TMD flakes and ascribed to crystal structure imperfections that
act as efficient carrier trapping centers as well as sources of single-photon emission
provided these imperfections are suitably isolated [317, 318].
The TMD PL-efficiency decreased upon hydrogenation with a Kaufman source,
both at low and room temperature, while it increased upon acid chemical treatments,
as discussed in sec. 5.1.1. The main difference between our hydrogenation method
and those reported in the literature is the way by which protons are sent to the
sample. Since it is known that energetic-hydrogen irradiation can damage the surface
of III-V bulk-semiconductors, one can speculate that present negative results are due
to a mechanical damage of the single-layer surface, namely, of the TMD mono-layer
itself.
To support the hypothesis of a surface mechanical damage induced by proton
irradiation, a 30nm oxide cap-layer of Al2O3 was deposited on a single-layer WSe2
flake. That flake was then investigated by PL at low-temperature (Pexc = 2kW/cm2)
before and after progressive hydrogenation, as shown in figure 5.8. The pristine
PL spectrum shows a broad recombination band at ∼ 1.681 eV , an energy widely
different from the FE energies reported in table 5.1. This difference is due to the
different environment, an oxide capping layer instead of air, that surrounds the
single-layer flake: the free-exciton binding-energy, and thus the PL peak energy,
can be dramatically modified by changes in the surrounding dielectric medium
[250, 300, 319]. On the other hand, low-energy (20 eV ) proton irradiations of the
capped flake similar to those reported in fig. 5.7, namely, H0 (red spectrum) and
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Figure 5.9. T = 5K PL spectra (Pexc = 4 kW/cm2) of a bi-layer MoSe2 before and after
successive hydrogen irradiations.
5H0 (blue spectrum), led to an initial factor of 3 increase in the overall PL intensity
for the H0 dose, followed by a decrease for the 5H0 dose. The purple spectrum was
taken, instead, from the same flake irradiated with a 50H0 dose of 100 eV impinging
protons. In that case, the overall PL intensity decreased with respect to that of the
pristine flake, namely, the results found in the uncapped flake were recovered even
in the capped flake. Those results suggest that the oxide capping layer prevents the
surface damage from the physical act of H+ bombardment, at least for low-energy
hydrogen-beams, absorbing a large part of the ion kinetic and thermal energy. Thus,
protons come gently in contact with the flake, as in the chemical treatments, and may
saturate non-radiative recombination centers without damaging the flake surface.
Lastly, the effect of hydrogen irradiation on a bi-layer MoSe2 flake is reported
in figure 5.9. The PL spectrum of the pristine bi-layer flake resembles the red one
displayed in fig. 5.3.b). The other T = 150◦C PL-spectra were taken from the
same point of the same bi-layer flake after successive hydrogen irradiations with
low energy (20 eV ) protons. Irradiated hydrogen doses were H0, 5H0, and 10H0 for
the red, blue, and olive PL spectra, in the order. The intensity of the PL emission
related to the indirect band-gap at ∼ 1.4 eV monotonously decreases for increasing
H+ doses, almost vanishing at the highest dose. Conversely, the PL intensity of the
high-energy direct band-gap initially increases (5H0 dose) then it decreases (10H0
dose). At the same time the peak center-of-mass red-shifts and sharp peaks appear
at the highest doses (5 and 10H0). The latter are ascribed to the formation at high
H doses of crystal defects on which excitons and carriers are trapped to, as in the
single-layer case. These results suggest that hydrogen irradiation of bi-layer TMDs
may even improve their optical efficiency like the first layer was acting as a cap
protecting-layer, at variance with what reported in the uncapped single-layer regime,.
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Finally, results similar to those described here have been reported very recently in
few-layer MoS2 uncapped flakes (2-, 3-, and 4- layers). Therein, proton irradiation
causes a substantial (> 10×) suppression of the room-temperature indirect band-gap
emission and an approximately 2-fold increase in the direct band-gap emission.
Those results, which are very similar to those presented here, were ascribed to some
decoupling of the layers after proton irradiation [320].
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Chapter 6
Hydrogen filling of bulk TMD
domes induced by proton
irradiation
In this chapter, the effects of hydrogen irradiation of n-layer (n > 10) TMD flakes
will be presented. It will be shown that our hydrogenation procedure favors unique
conditions for the production and accumulation of molecular hydrogen one or few
mono-layers beneath the crystal surface of all the bulk MX2 compounds investigated
(M=Mo, W and X=S, Se). The hydrogen molecules thus produced coalesce to
form bubbles. This leads to a localized swelling of one (or few) X-M-X planes
with an ensuing creation of atomically thin domes filled with H2. In the first
section of this chapter, an atomic-force-microscopy investigation of these new kind
of nanostructures will be presented. Furthermore, the mechanism by which domes
form will be investigated and the evidence of molecular hydrogen inside the domes
will be provided.
In the second section of this chapter, the new fascinating properties of that domes
will be presented. Indeed, those domes show a strong light emission well above room
temperature and can store H2 indefinitely. In some cases, it will be shown that the
dome PL-emission is even more efficient than that observed in single-layer flakes and
that domes are one-layer-thick. Finally, µ-PL resolved in circular-polarization as
well as AFM measurements will be reported. In the third section of this chapter, it
will be shown that domes can be produced with the desired density, well-ordered
positions, and a footprint size tunable from the nanometer to the micrometer scale.
These results suggest that domes can be a template for the manageable and durable
mechanical and electronic structuring of two-dimensional materials.
6.1 Domes formation in bulk TMDs
A multi-layer WS2 flake has been irradiated at T = 150◦C with low-energy (20 eV )
protons using a Kaufman source, see sec. A.3. An optical microscopy image of that
flake, acquired with a 50× objective, is shown in figure 6.1. The impinging H+ dose
is equal to Hd = 8 × 1016 protons/cm2. Circular spots spread out uniformly over
the flake surface with diameters ranging from less than one to several micrometers.
116 6. Hydrogen filling of bulk TMD domes induced by proton irradiation
Figure 6.1. Optical microscopy image taken on a multi-layer WS2 flake after irradiation
with a proton dose Hd = 8× 1016 protons/cm2. Round-shaped domes appear over all
the flake surface.
It should be stressed that the flake surface was completely flat before the hydrogen
treatment, but for few debris due to the mechanical exfoliation procedure. First, an
atomic-force microscopy investigation of these new features, hereafter referred to as
domes, will be presented. Then, the physical origin of the dome production upon
hydrogen irradiation will be accounted for.
6.1.1 AFM investigation
An AFM image of a region of the multi-layer WS2 flake displayed in fig. 6.1 is shown
in figure 6.2.a). Therein, round-shaped domes protruding from the flake surface
appear clearly. Those domes have an average footprint diameter d = (1.43±0.12)µm,
a maximum height hm = (0.23± 0.02)µm, and display a virtually-perfect spherical-
shape; see also figure 6.3. It is important to note that domes form almost everywhere
and with the same average dimensions and density, independently of the layer
thickness. As an example, the bottom part of the AFM image is characterized by a
number of layers lower than that of the top, but it displays almost the same dome
average-dimension and density.
The average dome-size can be controlled by varying the irradiated proton-
dose, as illustrated in fig. 6.2.b). There, nanometer-sized structures with average
d = (164± 40)nm and hm = (25.6± 5.6)nm are obtained for a hydrogen dose equal
to Hd = 1 × 1016 protons/cm2, namely, a dose height times smaller than that of
fig. 6.2.a). Moreover, uniform and perfectly circular domes are obtained at this low
H dose, at variance with the image displayed in fig. 6.2.a) for high H dose where
coalescence of more domes into a single dome may lead to the formation of irregular
multi-dome ensembles.
An AFM image of a single dome formed after H+-irradiation of bulk WS2 is
shown in fig. 6.3.a), where the perfect circular shape of the dome is highlighted.
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Figure 6.2. a) AFM image of a region of the multi-layer WS2 flake shown in fig. 6.1.
Round-shaped domes protrude from the flake surface after H+ irradiation. b) AFM
image of a bulk WS2 flake H+-irradiated with a dose 8 times smaller than that of a).
This can be better perceived in fig. 6.3.b), where hm (the maximum height of the
domes with respect to their base) and d (the footprint diameter of the domes) are
defined. In fig. 6.3.b), the AFM height profiles taken along the blue and red lines
indicated in fig. 6.3.a) show that the AFM height profiles are independent of the
directions along which they have been taken.
Figure 6.3. a) 2D AFM image of a single dome formed after H+-irradiation of a multi-layer
WS2 flake. The spherical shape of the dome can be appreciated. Red and blue lines
represent scan lines along which the profiles displayed in b) have been taken. b) AFM
height profiles of the dome displayed in a), taken along two mutually perpendicular
directions. Thick dashed lines define the geometrical meaning of hm and d. Notice the
very low aspect ratio of the dome.
So far, only results on multi-layer WS2 flakes have been shown. However, domes
form in each MX2 material, as shown in figure 6.4. Therein, 3-dimensional (3D)
AFM images of every MX2 bulk compound investigated in this thesis and treated
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under a same irradiation process (impinging dose equal to 5× 1016 protons/cm2) are
displayed. Each AFM map has been recorded on an area equal to 5× 5µm2. The
values close to the top of each dome give the maximum height of that dome. The
significant size variations observed upon the considered compound will be the object
of future studies. Till now, the dome dimensions of tungsten based compounds seem
to be bigger than those of the correspondent molybdenum compounds. Furthermore,
the average dome dimensions decrease with increasing chalcogen atomic number in
compounds with the same transition metal.
Figure 6.4. 3D AFM images of TMD bulk samples after H+ irradiation with an impinging
dose equal to 5×1016 protons/cm2 (the samples were treated under the same irradiation
conditions). Each AFM map was recorded on an area equal to 5× 5µm2. The values
close to the top of each dome give the maximum height of that dome.
Finally, we stress that dome formation is exclusively due to the interaction of
multi-layer flakes with protons. No effect was found in samples exposed to molecular
hydrogen or ionized helium atoms, which suggests a prominent role of protons in the
dome formation. In the next subsection, the dome physical origin will be discussed.
6.1.2 Is there something inside the domes?
Information on the nature of domes is provided by a study of their evolution with
temperature. The room-temperature (T = 300K) and low-temperature (T =
4K) optical microscopy images of a bulk WS2 sample irradiated with Hd = 8 ×
1016 protons/cm2 are shown in figures 6.5.a) and 6.5.b), respectively. At T = 300K,
many circular fringes, whose origin will be discussed in the following, appear in the
domes. At low temperature, instead, the domes disappear and the sample surface
looks flat, but for some debris due to the mechanical exfoliation procedure.
The insets in fig. 6.5.c) illustrate some sudden dome bulge (within 10mK at
most, namely, our experimental resolution) at about T = 30K. The transition
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Figure 6.5. a) T = 300K optical microscopy image of a H+-irradiated (Hd = 8 ×
1016 protons/cm2) WS2 sample. b) Same as a) but for T = 4K. c) Histogram of
the transition temperature TLV at which domes appear (left axis). The blue line is a
Gaussian fit to the data. The red line is the histogram cumulative function (right axis).
The insets are optical microscopy images of two domes taken at two temperatures near
to the transition temperature and differing by 10mK. The arrows highlight the regions
where the domes are formed.
temperature depends slightly on the dome considered, as shown by the histogram
and the corresponding cumulative function in the main part of fig. 6.5.c). Therein,
each bin reports the number of domes that swell out at a specific temperature. An
average transition temperature TLV = (32.2± 3.6)K has been estimated from the
investigation of more than 120 WS2 domes. That temperature value is close to that
of the critical temperature of H2 (33.18K)1. It suggests, therefore, the presence of
molecular hydrogen inside the domes: when the temperature is low (high) enough,
H2 liquefies (boils) and the domes deflate (inflate) at the same position on the sample,
regardless of the temperature arrow. The presence of any other substance liquefying
near those low temperatures,e.g. helium, neon, etc should be excluded: high vacuum
conditions (P = 10−7mbar) are achieved in the hydrogenation chamber before a
hydrogen flow is introduced in the camera and a dynamic pressure of P = 10−4mbar
is established.
Finally, according to the H2 phase diagram [321] and to the estimated average
liquid-vapor transition-temperature of 32.2K, a dome internal pressure Pint =∼
10 atm has been evaluated. Thus, the colored rings characterizing the large domes
1The critical temperature of a substance is defined as the temperature above which vapor of the
substance cannot be liquefied, no matter how much pressure is applied.
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in fig. 6.5.a) can be ascribed to Newton’s rings caused by the interference of the
light reflected inside the H2-filled spherical domes [322].
Figure 6.6. Sketch of the process steps leading to the dome formation by a local blistering
of TMD surface layers. Top: protons impingement on the flake surface. Middle: proton-
electron interaction below the first surface mono-layer to form neutral atomic and
molecular hydrogen. Bottom: blistering of a thin dome.
The process ruling the formation of molecular hydrogen beneath one or a few
atom-thin layers will be now tentatively explained, although further studies are
necessary, in particular to understand the role played by the crystal composition.
In the proton irradiation process, a fraction of the protons impinging on the MX2
surface (top part of figure 6.6) are confined in between two X-M-X layers. Therein,
the catalytic activity of TMDs [286, 287, 323] triggers the formation of molecular
hydrogen according to the 2H+ + 2e− → H2 reaction, where the electrons e− are
supplied by the ground contact (middle part of fig. 6.6). The build-up of H2
molecules, stored just beneath the MX2 surface, leads to a local blistering of one or
few X-M-X layers and eventually to the dome formation (bottom part of fig. 6.6).
The above scenario is supported by previous studies showing that thermal protons
do not diffuse through X-M-X planes, thus favoring a H2 storage [324, 325]. Another
proof of the catalytic role played by TMDs in the dome formation will be provided
in sec. 6.3.
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6.2 Light emission from domes
The most intriguing effect of dome formation is the PL emission from the domes
themselves. An optical image of the multi-layer WS2 flake displayed in fig. 6.1
and exposed to an external excitation in the configuration described in sec. A.1 is
shown in figure 6.7.a). Therein, the sample exhibits a strong PL emission in the red
wave-length region (λ ∼ 690nm), which is totally unexpected for an indirect-gap
bulk WS2, as discussed in section 4.1.1. The top right inset shows the same sample
in the absence of laser excitation (this optical image is taken at a lower magnification
of the image displayed in fig. 6.1). The bottom left inset shows how a PL emission
shaped like perfect circles originates from the domes. The orange boxes in the figure
highlight the region from where the AFM image displayed in fig. 6.2.a) has been
acquired.
Figure 6.7. a) Optical microscopy image of the laser-excited red luminescence of a bulk
WS2 flake irradiated with a proton dose Hd = 8× 1016 protons/cm2 and shown in fig.
6.2.a). The top-right inset shows the same sample in the absence of a laser excitation.
The bottom-left inset is a zoomed-in image of the main picture showing the round shape
of the emitting spots. Orange rectangles highlight the region from where the AFM
image displayed in fig. 6.2.a) has been acquired. b) µ-PL spectrum of a dome (red line)
singled out from the ensemble displayed in a). The blue line is the PL spectrum of a
WS2 mono-layer flake. The inset shows the macro-PL spectrum of an ensemble formed
by ∼ 2500 domes.
The spectral composition of the light produced by one dome (singled out from
the ensemble shown in fig. 6.7.a)) is provided by the µ-PL spectrum shown in fig.
6.7.b). The luminescence of an untreated WS2 mono-layer measured under the
same excitation/collection conditions is also shown for comparison. The energy of
the PL peak (corresponding to the free-exciton recombination) of the WS2 dome
is ∼ 200meV lower than that of the single-layer because of the biaxial strain
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on the dome spherical-surface [326, 327], as it will discussed in the following. In
addition, the PL intensity of the dome is greater than that of the WS2 mono-layer, as
systematically observed for dome diameters ≥ 1µm. No major additional line-width
broadening is observed when many of such domes are measured all together, as
demonstrated by the macro-PL spectrum acquired from an ensemble of ∼ 2500 domes
and shown in the inset of fig. 6.7.b). This result suggests that PL dome-emission
is almost uniform and no variation of the PL peak-energy from dome-to-dome is
expected. The reason behind this experimental evidence will be discussed in the
following.
Figure 6.8. Room temperature µ-PL spectra of single domes formed on four MX2 com-
pounds (red lines) [and corresponding to the AFM images in fig. 6.4] after H+ irradiation
with an impinging dose Hd = 5× 1016 protons/cm2. The emissions from mono-layers of
the same compound (blue lines) are also shown, for comparison purposes. The excitation
power density is equal to 30W/cm2. The dashed lines indicate the energy of the indirect
gap in the bulk material. Each spectrum is separately normalized.
Dome PL-emission is not a peculiar characteristic of WS2 but rather a general
phenomenon independent of the specific MX2 compound. The room-temperature
µ-PL emissions (Pexc = 30W/cm2) from single domes of each MX2 compound
investigated in this thesis (red lines) and their corresponding mono-layer PL emissions
(blue lines) are shown in figure 6.8. Therein, each spectrum is separately normalized
for the sake of clarity and the dashed lines indicate the energy of the indirect gaps
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of the bulk materials. For each compound, the energy shift of the PL peak between
the dome and the mono-layer varies between 180meV (MoS2) and 210meV (WS2).
As in the WS2 case, those shifts are due to the biaxial strain exerted on the dome
spherical surface. Notice that the narrowest PL spectra are shown by the tungsten-
based compounds, mirroring at some extent what happens in the mono-layer case.
All the aforementioned findings demonstrate that indirect-gap bulk MX2 compounds
can be turned into efficient light emitters without the size restrictions typically
affecting exfoliated flakes or samples grown by chemical vapor deposition: exfoliated
or CVD grown flakes have typical sizes ranging from tens to hundreds of micrometers,
while few millimeter flakes have been hydrogenated with eye-naked PL-observation.
Figure 6.9. a) Room temperature µ-PL spectra recorded on: an as-formed MoSe2 dome
(blue line), the edges of the dome after its explosion (red line), a reference mono-
layer MoSe2 flake (black line). The dome was obtained with a hydrogen dose Hd =
5× 1015 protons/cm2. b) Circular-polarization-resolved µ-PL spectra of a WS2 dome
(whose AFM image is shown in the inset) excited by a σ+ 632.8nm laser line. The
resulting degree of circular polarization is shown by a grey line. Raman lines of in-plane
E12g(Γ) and out-of-plane A1g(Γ) modes are also visible. c) 2D AFM image taken on
the exploded MoSe2 dome whose PL spectra are shown in 6.9.a). d) AFM-profile
measurements taken along the green and blue bars highlighted in 6.9.c). Red dashed
lines are fits of an edge function to the data. The blue line refers to the step from a
patch around the pristine dome footprint to the area outside the dome, while the green
line refers to the step from this same patch to the area inside the dome.
The high dome radiative-efficiency (in some cases even higher than that of
single-layers) suggests that the dome peel should be made of a single X-M-X plane.
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That educated guess is supported by the data shown in figure 6.9.a). Therein, µ-PL
measurements of a MoSe2 dome2 are shown before (blue line) and after (red line)
having been exposed for ∼ 10 s to a focused laser beam (4 kW/cm2). The ensuing
increase in the H2-gas temperature led to the expansion of the bubble and hence
to its explosion. The µ-PL data acquired at the edges of the exploded dome nearly
overlap those of a reference MoSe2 single-layer flake (black line). That evidence
strongly supports a single-plane-thin dome-peel, as further well confirmed by the
AFM image collected from the dome region after the dome explosion and shown
in fig. 6.9.c). The crater replacing the dome footprint should have a depth equal
or close to that of one of the patches from which the dome was build up before its
explosion. The blue [green] curve in fig. 6.9.d), taken along the blue [green] bar
highlighted in fig. 6.9.c), is a measurement of the difference in the heights of one
of those patches and that of the area outside [inside] the dome. That curve is well
fitted by a step function of (0.76± 0.12)nm [(1.69± 0.17)nm], namely, a value close
to that of a single [double] Se-Mo-Se plane (0.7nm) [(1.4nm].
Finally, the guess of a dome-peel made of a single X-M-X layer has been further
confirmed by circular-polarization-resolved µ-PL measurements performed by using a
linearly polarized He-Ne laser as excitation source (λexc = 632.8nm). An achromatic
quarter-wave plate was placed just before a 50× objective to obtain a circularly
polarized excitation of the sample and prevent any mirror-induced elliptical distortion.
The PL emission was then analyzed as a function of its circular polarization degree by
exploiting the same achromatic quarter-wave plate and a combination of a variable
retarder half-wave plate followed by a linear polarizer. Those measurements, when
performed on a single WS2 dome whose 3D AFM image is shown as inset in fig.
6.9.b), demonstrate that the light generated by the exciton recombination in a single
WS2 dome is circularly dichroic, with a degree of circular polarization (DCP) > 50%
at T = 130K, as shown by the gray line in the same fig. 6.9.b). This is an intrinsic
property of the hexagonal symmetry of the first Brillouin zone of single-layered
TMDs, as explained in sec. 4.1.1 and shown in figure 6.10.a). Therein, the light
generated by the exciton recombination in a single-layer MoS2 flake results to be
circularly dichroic, with a DCP value (∼ 60% at T = 130K) comparable to that
of the single WS2 dome shown in fig. 6.9.b). The choice of a MoS2 single-layer
(with an energy gap corresponding to 650.7nm at T = 130K) is dictated by the
necessity to have nearly resonant excitation to better observe a circular polarization
dichroism, a condition not satisfied in the case of a WS2 single-layer. Therefore, this
measurement strongly supports our hypothesis of a dome-peel thickness equal to a
single X-M-X layer.
Although single-layer domes are encountered more often, two- or even more-layer
thick domes have been also observed, as shown in figs. 6.10.b), c), and d). Fig.
6.10.b) shows circular-polarization-resolved µ-PL measurements performed on a
single WS2 dome different from that of fig. 6.9.b). The resulting DCP at the
free-exciton energy is about 5%, which suggests that the dome under consideration
should be thicker than a monolayer. It should be pointed out that the PL efficiency
in the case of dome peels greater than one layer is likely enhanced by the built-in
2The multi-layer flake where the dome formed was treated with a hydrogen dose Hd = 5 ×
1015 protons/cm2.
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Figure 6.10. a) µ-PL spectra at 130K of a MoS2 mono-layer excited by a σ+ circularly
polarized 632.8nm laser. The emission spectra were filtered by σ± polarization resulting
in the degree of circular polarization (DCP) shown by the grey line. b) Same as a) but on
a WS2 single dome. c) 2D AFM image taken on an exploded dome of a WS2 multi-layer
flake containing another dome inside (Russian-doll like). The sample was exposed to a
hydrogen dose 10 times greater than that of the sample described in fig. 6.9.c), which
accounts for the presence of one dome inside the other. d) AFM profile measurements
taken along the green and blue bars highlighted in fig. 6.10.c). Red dashed-lines are fits
of an edge function to the data. The blue line refers to the step from the patch around
the pristine dome footprint to the area outside the dome, while the green line refers to
the step from this same patch to the area inside the dome.
tensile strain, as already observed in ref. [328]. Moreover, the red-shift of the PL
peak-energy on going from one-layer thick to two-layer thick domes (< 20meV )
is small and comparable to that observed on going from one- to two-layer WS2
flakes [297]. Figure 6.10.c) shows an AFM image of an exploded WS2 dome in a
multi-layer flake treated with a hydrogen dose 10 times greater than that of the
sample described in fig. 6.9.c), which could lead to a second dome inside the exploded
one (Russian-doll like). In this case, the crater replacing the dome footprint has
a depth almost equal to that of a double S-W-S layer (∼ 1.7nm). Moreover, the
patches around the pristine dome-footprint (from which the dome itself was build up
before its explosion) have also that same thickness. This claim is based on the AFM
measurements shown in fig. 6.10.d). Therein, the blue [green] curve, taken along
the blue [green] bar highlighted in fig. 6.10.c), is a measurement of the difference in
the height of one of those patches and that of the area outside [inside] the dome.
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That curve is well fitted by a step function of (1.66± 0.34)nm [(3.12± 0.34)nm],
namely, a value very close to that of two [four] S-W-S planes (1.7nm) [3.4nm].
We would like to stress that a hydrogen-induced blistering in thin film Mo/Si
coatings has been observed with a hydrogenation procedure similar to that used
here [329]. Therein, cross-sectional transmission-electron-microscopy has shown that
blistering occurs mainly via either single- or bi-layer detachments. Moreover, no
layer detachment at deeper interfaces, i.e. tri- or more layers beneath the surface,
has been observed. Those results surprisingly resemble the present ones, although
they have been found in a physical system totally different from the one investigate
here.
The shift of the PL peak on going from the mono-layer to the dome regime
will be now discussed. As anticipated, all the compounds investigated here exhibit
an almost constant red-shift (∼ 200meV ) to be accounted for by a biaxial strain
exerted on the dome itself. Following Hencky’s model for circular, pressurized sheets,
the biaxial strain produced at the center of the domes is [326, 330]:
 =
(
hm
R
)2
f(ν) =
(
hm
R
)2 b0(ν)(1− ν)K(ν)2/3
4 . (6.1)
R is equal to d/2, and b0 and K depend only on the Poisson ratio ν = C12/C11,
where C12 and C11 are two independent elastic constants of the specific material we
are dealing with. The values of ν for all the materials investigated are listed in table
6.1.
MoS2 MoSe2 WSe2 WS2
ν 0.249 0.239 0.192 0.217
Table 6.1. Poisson’s ratio ν of the compounds investigated in this thesis [331].
The values of b0, K (and thus of f(ν)), as obtained for all the investigated
compounds by an interpolation between the values reported in the literature [326,
330, 332], are listed in table 6.2.
MoS2 MoSe2 WSe2 WS2
b0 1.702 1.698 1.680 1.689
K 3.386 3.35 3.192 3.274
f(ν) 0.721 0.725 0.736 0.729
Table 6.2. b0, K, and f(ν) values of the compounds investigated in this thesis.
The amount of strain exerted on the MX2 domes has been evaluated by applying
eq. 6.1 to the values of the squares of the maximum height (h2m) and radius (R2)
of more than 300 domes investigated by AFM. The results shown in figure 6.11 by
blue squares, red circles, green triangles, and olive hexagons refer to MoSe2, WS2,
MoS2, and WSe2 domes, in the order. Once the values of f(ν) for each materials
have been taken into account, the strain values have been obtained by linear fits
(black thin-lines) to the data. The difference in the  values (from 2.4% in MoSe2
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Figure 6.11. a) Square of the maximum height (h2m) vs. radius squared (R2) of the MX2
domes. The linear fit of equation 6.11 (reported in the figure) to the data provides the
dome biaxial tensile strain .
to 1.6% in WSe2) are due to the different material elastic properties. The value
of −95meV/% found in WS2 flakes under biaxial strain [333] and of −105meV/%
reported in MoS2 single-layers [334] agree well with the energy red-shifts between
the dome PL-spectra and the single-layer ones, reported in fig. 6.8, and the biaxial
strain values determined here. Since the PL band of an ensemble of dome does not
exhibit a broadening greater than that shown by a single dome, as shown in fig.
6.7.b), all the domes in a given TMD are subjected to the same amount of strain,
independently of their size. Finally, the dome PL-emission is broader than that of a
mono-layer (∼ a factor 2, see fig. 6.7.b)), because the spatial resolution (∼ 1µm)
of our µ-PL can only provide measurements averaged over a (whole) dome surface
where the strain varies, as it will be shown in fig. 6.12.
Most interestingly, dome sizes and shapes are determined by the competition
between several physical quantities: the van der Waals attraction between TMD
layers, the elastic energy needed to deform the crystal, and the free energy of
the molecular gas inside the dome. Nevertheless, the ratio hm/R found here is
independent of the dome size over more than one order of magnitude. Moreover, it
depends only slightly on the dome TMD: hm/R = 0.15± 0.01 in WSe2, 0.16± 0.02
in WS2 and MoS2, and hm/R = 0.18 ± 0.02 in MoSe2. Similarly, in ref. [335]
AFM measurements have demonstrated that the shape of graphene and MoS2 domes
exhibit a universal scaling. Those results, theoretically predicted on the ground of a
model based on the theory of elasticity of membranes, have been explained in term
of a balance between the dome internal pressure and the elastic properties of its
shell [335].
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Figure 6.12. c) µ-Raman spectra taken inside (blue line) and outside (red line) the dome
perimeter. The two Raman peaks are denoted following the notation in sec. 4.1.2. b)
2D µ-Raman map of the Raman intensity of the A1g vibrational mode over a dome
surface. c) 2D µ-Raman map of the Raman shift of the E12g vibrational mode over a
dome surface.
The µ-Raman spectra taken with a 50× objective outside (red line) and inside
(blue line) a hydrogenated (Hd = 8 × 1016 protons/cm2) WS2 dome formed on a
multi-layer flake are shown in figure 6.12.a). In the blue spectrum, the A1g and
E12g vibrational modes are observed at ∼ 423.5 cm−1 and ∼ 355.5 cm−1, in partial
disagreement with the values reported in the literature for mono-layer WS2 flakes,
see table 5.2. This suggests that the dome peel is made by more than one layer
and/or that some contribution to Raman scattering come from the multi-layer flake
just beneath the dome. However, since only the vibrational-mode-energy variations
over the dome surface are of interest here, and not the absolute mode energies,
only these variations will be compared here. In the red spectrum, the E12g mode
is blue-shifted by ∼ 3 cm−1 with respect to the peak shown in the blue spectrum,
while the A1g is split into two components, one at the same energy as in the blue
spectrum, the other one at ∼ 427.5 cm−1. The energy difference between these two
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peaks (∼ 4 cm−1) is that usually reported when single- and few-layer WS2 Raman
spectra are compared [336]. Therefore, the low-energy component of the A1g doublet
is ascribed to the Raman emission from the dome peel, the high-energy component
is ascribed, instead, to Raman emission from the multi-layer flake beneath the
dome. This attribution is confirmed by the 2D map of the µ-Raman intensity of the
∼ 423.5 cm−1 A1g component shown in fig. 6.12.b). Therein, the intensity of the
∼ 423.5 cm−1 A1g Raman peak over a 4× 4µm2 region of the dome surface is shown.
The Raman intensity increases by almost three orders of magnitude in moving from
the outside to the dome center. On the other hand, nothing can be gathered about
the asymmetrical shape of the Raman intensity, which requires a further study.
The expected strain variations over the dome surface are now discussed. It is
known from the literature that the strain only slightly affects the energy of the A1g
vibrational mode. It strongly modifies, instead, the energy of the E12g vibrational
mode [336], whose variations over the dome surface are shown in fig. 6.12.c). Therein,
a 2D map of the Raman shift of that mode, as taken over a 4× 4µm2 region of the
dome surface, is shown. Also in that map the circular shape of the dome can be
appreciated, exactly in the same position as in fig. 6.12.b), thus confirming that
the two modes originate from a common dome. An abrupt red-shift of ∼ 3 cm−1 is
observed when approaching the dome contour. At the same time, the mode energy
smoothly changes by ∼ 2 cm−1 over the dome surface, thus confirming that the
strain varies over the dome surface (asymmetrically, as in the case of the mode-
intensity variations shown in fig. 6.12.b)). Finally, the absolute values of Raman
shift (∼ 3 ÷ 5 cm−1) are comparable with a biaxial strain exerted over the dome
surface equal to (1.5÷ 2.4%), in good agreement with the results shown in fig. 6.11.
6.2.1 Temperature investigation
Figure 6.13. a) µ-PL spectra taken from T = 6K to T = 80K in an external excitation
configuration on an ensemble of about 50 WS2 domes. b) T = 6K zoomed-in µ-PL
spectrum of the energy region highlighted by the azure rectangle in panel a)
In figure 6.5, on the average the domes disappear below ∼ 32K because of a
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molecular hydrogen gas-liquid transition. The evolution from T = 6K to T = 80K of
µ-PL spectra taken over about 50 WS2 domes in the external excitation configuration
described in sec. A.1 is shown in figure 6.13.a). Below the critical temperature of
the molecular-hydrogen phase-diagram (∼ 33K), sharp peaks appears at an energy
below that typical of free-excitons in WS2 monolayers (2.1 eV , see black arrow), as
better shown in the zoomed-in µ-PL spectrum in fig. 6.5.b). These sharp lines are
most likely due to the emission of localized excitons in wrinkled patches formed
after the deflation of the domes and the subsequent folding of the dome peel [314].
The broad emission band at lower energy in fig. 6.5.a) is mainly due to emission
from defects. Above the hydrogen critical temperature (∼ 33K), the dome emission
at 1.9 eV begins to appear, which suggests a strong correlation between the dome
optical properties and the temperature-evolution of the dome morphology.
Figure 6.14. a) Free-exciton temperature-dependent µ-PL spectra taken in an external
excitation configuration on an ensemble of about 50 WS2 domes. b) Same as a) for
a mono-layer WS2 flake but with an inverted temperature evolution. In this case,
charged exciton (T) and defect-related transitions (D) are found in addition to the FE
recombination. c) Temperature dependence of the FE recombination-energy for WS2
domes and a mono-layer.
Quite surprisingly, the overall PL intensity increases with increasing temperature,
in contrast to what is usually observed in semiconductor materials (see sections
2.3 and 5.2.2), as better appreciated in figure 6.14. Therein, the µ-PL spectra of
an ensemble of WS2 domes and of a WS2 single-layer taken from 80K to room
temperature (290K) in steps of 15K in the external excitation configuration de-
scribed in sec. A.1 are shown in fig. 6.14.a) and b), respectively. At variance with
the single-layer case, the dome luminescence-intensity increases steadily, at least up
to room temperature. This is due to an increasing emitting surface of the dome,
whose diameter increases with temperature because of the expansion of the HS2 gas.
Furthermore, the dome emission is dominated by the free-exciton recombination,
while the single-layer emission displays several contributions related either to charged
excitons (T) and other defect-related bands (D). This marked difference is likely due
to the decoupling of the domes from the substrate, which should act as a source of
free charges and impurities in single layers, as reported in ref. [337]and in sec. 5.1.
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On the other hand, the very close temperature dependence of the free-exciton
energy in the single-layer and dome regime, shown in fig. 6.14.c), indicates that the
strain in the curved WS2 domes does not vary with temperature, in agreement with
theoretical predictions in ref. [335]. Therein, a hm/R ratio constant with temper-
ature has been guessed on the ground of free-energy considerations. Preliminary
interferometry results, not shown here and based on the study of the Newton rings3,
have permitted to determine hm at various temperatures. Those results point to
a hm/R ratio constant with temperature, thus strengthening the hypothesis of a
surface-dome strain independent of temperature.
Figure 6.15. a) Room temperature (blue lines) and T = 510K (red lines) µ-PL spectra
taken on an ensemble of about 100 WS2 domes and on a WS2 mono-layer. Insets:
optical microscopy images of domes taken at the same temperatures as PL. The different
dome coloration at different Ts results from different conditions for light constructive
interference (Newton’s rings) due to the H2 expansion. b) AFM image of a single MoSe2
dome. c) AFM image of the same dome as in b) after 13 months. d) Height profiles of
the two AFM images taken on a same dome at an interval of 13 months.
To conclude, it should be stressed that the domes persist up to T = 510K
at least. Moreover, in contrast with the mono-layer case, dome light-emission is
strong and thermally stable also above room temperature (see figure 6.15.a)). The
dome morphology is long durable and stable as well, as illustrated by the AFM
images in figs. 6.15.b) and .c) and by the corresponding height profiles shown in fig.
6.15.d), where it is shown that the dome shape does not change after 13 months.
This assure also a long hydrogen storage with large areal density over unlimited
surface regions of bulk TMDs, in contrast with findings in graphene [338] and MoS2
inflated membranes [339]. Therein, indeed, the membranes remained inflated for a
short period because of gas diffusion through the foreign substrates on which the
membranes were laid down or through imperfect membrane seals. This is not the
case of present H2-containing structures, where hydrogen diffusion through the TMD
bulk/layers is strongly inhibited [324]. The latter results highlight the high dome
robustness and durability, which are key parameters to assess the dome potential for
3A technique similar to that employed in ref. [322] to determine the height of suspended graphene
membranes
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applications.
6.3 Tailoring the size, density, and position of domes
MX2 domes are stand-alone and can be easily handled thanks to the parent substrate
on which they form. At variance with other techniques aimed at obtaining inflated
ordered structures [326, 327], MX2 domes do not need specially designed devices
and substrates that may limit their manageability. It has been demonstrated that
durable bubbles may form owing to the accidental incorporation of contaminant
gases between mono-layers and their supporting substrates [335]. However, those
bubbles lack spatial ordering and high density. Conversely, many practical uses of
these structures would require that their size, density, and position are precisely
controlled.
Figure 6.16. Steps of the formation of ordered dome arrays: optical image of the pristine
flake (a), after the deposition of the desired H-opaque mask (b), and after the hydro-
genation procedure (c). AFM image before (d) and after (e) removal of the H-opaque
mask.
To that end, the procedure schematically depicted in figure 6.16 was followed.
TMD flakes with suitable dimensions were identified by optical microscopy; see fig.
6.16.a). Then a H-opaque mask with an array of 5µm equally spaced octagonal
openings with different diameters (D = 1, 3, and 5µm) was realized on the sample
by electron-beam lithography, as reported in ref. [308] and in sec. A.3; see fig.
6.16.b). After hydrogenation (H+ dose equal to Hd = 4× 1016 protons/cm2), domes
formed in the flake regions not covered by the H-opaque mask; see fig. 6.16.c). Then,
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the dome morphology was investigated by atomic-force-microscopy, see fig. 6.16.d),
and the H-opaque mask was removed; see fig. 6.16.e). The HSQ chemical etching
does not attack the formed domes, leaving the sample as it was before the chemical
treatment.
Figure 6.17. 3D AFM image of an array of D = 3µm WS2 domes obtained by H+
irradiation through a suitable H-opaque mask, later removed by a HSQ chemical etching.
An aspect ratio (10:1) between the horizontal and vertical scales is applied. b) Room
temperature PL imaging of the same array of domes shown in a). The bottom-left inset
is a µ-PL mapping (detection wavelength equal to 689 nm) of a portion of the same
array. c) 3D AFM image of an array of D = 1µm domes formed in the same process
used for the domes shown in a). d) Dependence of the hm/R ratio vs. the normalized
deviation of the dome footprint radius from the pertinent average value < R > shown
with a color code in the top-right inset. The domes are grouped into different subsets
depending on their random or ordered formation (see the optical image in the bottom
inset). The size distribution of ordered domes is narrower than that of randomly formed
domes.
The successful output of that procedure can be verified in figure 6.17. The AFM
3D image of a WS2 sample subjected to the above summarized process (dose Hd =
4× 1016 protons/cm2, mask openings D = 3µm) is displayed in fig. 6.17.a), where
the achievement of neatly arranged single domes with average d = (1.86± 0.14)µm
and hm = (0.13± 0.02)µm is shown. Moreover, the PL signal emitted by the array,
taken in the external excitation configuration and shown in fig. 6.17.b), is as good
as the one observed in the random formed domes; see fig. 6.7. The dome high
optical-quality is confirmed by the inset in the bottom-left part of fig. 6.17.b), where
a µ-PL mapping (recorded at the exciton emission energy of 1.8 eV from the same
array and excited by a 532nm laser) is overlapped to the PL imaging.
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The dome dimensions can be engineered too by varying the opening size. The
AFM 3D image of an array of domes, fabricated by using a mask with D = 1µm
and irradiated together with the D = 3µm array shown in fig. 6.17. a), is shown in
fig. 6.17.c). Therein, the achievement of a neatly arranged array of single domes
(d = (0.58± 0.03)µm and hm = (0.047± 0.004)µm average values) is demonstrated.
The dispersion of the dome dimensions as a function of the mask opening size has
been then investigated (the color code of the opening diameters is given in the top
inset of fig. 6.17.d)). The ratio (hm/R) between the maximum height, hm, and
the footprint radius, R, of the domes versus (R− < R >)/ < R >, namely, the
percentage deviation of each dome footprint radius from the average value < R >, is
shown in the main part of fig. 6.17.d). The data are grouped into randomly-formed
(gray dots) and ordered dome subsets (blue, red, and green dots), all obtained during
the same proton irradiation process (Hd = 4× 1016 protons/cm2), as shown in the
bottom inset. The size distribution of the domes formed by the lithographic approach
is remarkably narrower than that of the randomly formed domes. Furthermore,
the size distribution gets even narrower with decreasing the dome size, a feature to
be further investigated. Finally, in the ordered arrays, the average dome volume
[V = pihm/6(3R2/4+h2m)] scales as V = A×Sγ with the surface area (S = 0.25piD2)
available to the 2H+ + 2e− → H2 reaction, which supports the dome formation as a
catalysis-driven process. Moreover, the value obtained for γ (3/2) points out the
right proportionality between a volume ([l3]) and a surface ([l2]), thus validating
once again the assumption of a catalytic role of TMD materials for the production
of molecular hydrogen.
To conclude, we point out that a control of the dome position and size over
large areas is valuable in many other situations. Indeed, the high flexibility featured
by the dome fabrication-method prompts a means to engineer, via strain fields,
pseudo-magnetic field superlattices in TMD single-layers and thus to create the
conditions for the generation of dissipation-less electrical currents [340, 341, 342].
Most importantly, the domes themselves can be employed as a template to modulate
the curvature (and hence the electronic properties) of other 2D materials, such as
graphene, h-BN, and phosphorene, deposited on top of TMD bulk samples before
proton irradiation.
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Conclusions
In this thesis, we have investigated the electronic properties of InP NWs both in the
WZ and ZB crystal-phases and tailored the electronic and morphological properties of
single- and multi-layer MX2 flakes by means of hydrogen irradiation. We summarize
here the main results of our work. As regards InP NWs:
• We have reported a detailed investigation of the A, B, and C band-gap energies
in WZ InP nanowires from low (10K) to room (290K) temperature. A
quantitative reproduction of both PLE and PL measurements allowed us
to establish that the A, B, and C optical transitions show a same thermal
shrinkage with increasing temperature. This result highlights that the thermal
properties of WZ materials have a same general trend, independently of either
crystal bond-polarity or energy-gap. Indeed, the same reduction in the A, B,
and C transition-energies for increasing temperature has been found also in
other hexagonal compounds, such as GaN, ZnO, CdS, and CdSe. Moreover,
studies of the temperature dependence of the band-gap energy in ZB InP-NWs
and bulk InP have shown that the thermal shrinkage of the WZ phase is
similar to that found in ZB materials. The negligible difference in the thermal
properties of the WZ/ZB crystal-phases is ascribed to the great similarity in
the phonon-dispersion curves and lattice thermal-expansions shown by the
two phases. On this ground, important quantities related to heat transfer
and dissipation in the NW lattice are expected to be independent of the NW
crystal-phase. This is important, for instance, in discriminating which NW
structural characteristics matter most in the reduced thermal-conductivity
usually exploited in NW-based thermoelectric devices.
• We have reported a detailed study, performed by continuous-wave PL and
µ-PL, of the thermalization properties of photogenerated carriers in InP NWs
with different structural and morphological characteristics. By a quantitative
reproduction of the PL spectra, we found the signatures of carrier temperatures
largely exceeding that of the lattice (hot carriers). Specifically, the difference
between those two temperatures increases dramatically (from 0 up to 190K)
with increasing lattice temperature (from 80 to 310K) and decreasing NW
diameter (from 700 to 60nm), independently of all the other NW characteristics
(growth method, crystal structure, and NW shape). Usually, hot carriers
survive for only few ps after excitation. Instead, this phenomenon persists here
in a steady-state regime, most likely because the large surface-to-volume ratio
of small-diameter NWs hampers the achievement of a thermal equilibrium
between carriers and lattice via phonon emission. On the other hand, hot
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carriers live long enough (∼ 1ns) to ensure their interaction with phonon
modes, thus confirming that the hot-carrier effect is an intrinsic feature of
thin NWs. The ability of charge carriers to harvest a thermal budget for
the long times probed by steady-state PL spectroscopy (and at temperatures
useful for practical devices) could be of great significance for photovoltaic
and thermoelectric applications. Moreover, the observation of a temperature
gradient in homostructures based on two NWs with different diameters paves
the way for promising photo-thermoelectric experiments, which is to be the
subject of future studies.
• We have investigated the response of different optical transitions of wurtzite InP-
NWs to changes in magnetic-field intensity and orientation. Via a quantitative
analysis of the diamagnetic shift of the free-exciton and free-electron-to-neutral-
acceptor transitions at different temperatures, we have determined the values
of the effective mass of electrons and holes in WZ NWs, which result to be
heavier than their counterparts in ZB crystals. The use of magnetic fields
applied parallel or perpendicular to the WZ cˆ-axis of the NWs has provided
significant information about the dynamics of carriers along different directions.
Specifically, the electron effective-mass changes from m‖e = (0.078± 0.002)m0
in a direction parallel to cˆ to m⊥e = (0.093 ± 0.001)m0 perpendicularly to
cˆ. A much large anisotropy is found for holes, whose effective mass is m‖h =
(0.81± 0.18)m0 in a direction parallel to cˆ and reduces by more than a factor
of three [m⊥h = (0.250± 0.016)m0] perpendicularly to cˆ, a behavior opposite
to that found for electrons. Notice that these findings are similar to those
reported in other WZ materials in bulk form (e.g. GaN, InN, and ZnO), which
highlights the existence of a general trend. Our results offer appropriate inputs
for the engineering of the electronic properties of quantum heterostructures
and novel crystal-phase homostructures. As an example, the knowledge of the
carrier-mass anisotropy in WZ NWs is pivotal in the design of NW solar cells,
in which the choice of either radial or axial junctions strongly depends on that
parameter.
• The Zeeman splitting has been reproduced for both the free-exciton and
impurities transitions by the equation valid in WZ crystals for magnetic fields
both parallel and perpendicular to the WZ cˆ-axis. This quantitative analysis
allowed us to determine the carrier g-factors for several ~k − cˆ configurations.
The results thus obtained were compared with theoretical predictions made in
the framework of k · p theory. As expected, a circular dichroism between the
two Zeeman-split states has been observed only in the ~k‖cˆ configuration. In
the Faraday configuration, a non-linear trend in the exciton Zeeman-splitting
has been found, which has been ascribed to the interaction between heavy-
and light-hole states of the WZ structure. That trend has been also confirmed
by theoretical simulations that included excitonic effects. We stress that a
precise knowledge of the carrier g-factors and how they can be manipulated is
necessary to implement NWs in spintronic devices.
As regards 2D TMDs:
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• We have performed a detailed investigation of the effects of low-energy hydrogen
irradiation upon single- and bi-layer MoSe2 and WSe2 flakes. A complete
characterization of the optical properties of single- and bi-layer flakes has
been reported, and the achieved results have been compared with the existing
literature. In the single-layer regime, it has been shown that the free-exciton
recombination-energy strongly depends on the environment surrounding a
single-layer flake. Then, each pre-characterized flake has been treated with
increasing hydrogen doses. In the single-layer regime, a decrease in the PL
efficiency was observed both at room and low temperature upon hydrogenation
because of a flake surface-damage. That proton detrimental activity has
been strongly reduced by depositing an oxide capping layer on the flake.
That capping decreases the proton energy to roughly thermal values and
allows a gentle contact of protons with the flake without affecting the proton
saturation of non-radiative recombination centers. Moreover, sharp PL-peaks
(FWHM < 1meV ) were found at low temperature after hydrogen irradiation.
Those peaks have been ascribed to the formation of defect centers, which are
valuable candidates as single-photon emitters. In the bi-layer regime, instead,
hydrogenation increases the PL efficiency up to a factor of 3. At the highest H
doses, the indirect band-gap recombination vanishes and sharp peaks appear in
the PL spectra, too. Further studies as a function of the number of flake layers
and of different work conditions, such as proton energy, process temperature,
etc., are required to investigate the phase diagram of this fascinating process.
• We have shown that hydrogenation of bulk (number of layers greater than
∼ 10) MoSe2, MoS2, WSe2, and WS2 results in the formation of a new kind
of nanostructures. Indeed, our process favors the production of molecular
hydrogen just beneath either one or few X-M-X planes. This results in a local
blistering of the TMD surface-plane, which turns into the formation of perfectly
circular domes that emit light (in most cases more efficiently than the single-
layer counterparts) well above room temperature (up to ∼ 500K). All those
domes are characterized by a same aspect ratio (∼ 0.15) -namely, the ratio
between the dome maximum height and the dome footprint- independently
of the dome size, from the nanometer to micrometer scale, and only slightly
material dependent. Atomic-force-microscopy and polarization-resolved µ-PL
measurements provided experimental evidence that the dome peel is only one-
layer thick. Moreover, it has been shown that domes are durable, stable, and
robust: atomic-force-microscopy images performed on the same dome at a 13-
months interval display no variation in the dome morphology. A temperature
study performed on an ensemble of about fifty domes has highlighted that the
dome PL-intensity increases with increasing temperature, due to an increase in
the dome volume, and that the dome aspect-ratio is constant with temperature.
Indeed, the dependence on temperature of the band-gap energy is the same for
domes and single-layers, thus suggesting a constant strain value over the dome
surface. Finally, a receipt to get ordered domes with defined size and density has
been provided. It consists in the deposition over the surface of a multi-layer flake
of a H-opaque mask made by electron-beam-lithography and having circular
openings with different diameters, followed by hydrogen implantation. After
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the dome formation, the mask have been removed via chemical etching without
affecting the dome morphological and optical properties. By this procedure,
the formation of neatly arranged domes has been proved. The hypotheses
regarding hydrogen production have been confirmed by the proportionality
found between the dome volume and the area of the surface available for
the chemical reaction. However, other investigations are needed to draw a
complete picture of those new nanostructures. As an example, scanning near-
field optical microscopy experiments will allow for the investigation of the strain
variation over the dome surface. At the same time, an atomic-force-microscopy
investigation below the liquid-gas phase-transition will show how the domes
deflate or inflate and how the peels fold after the dome deflation. On the other
hand, scanning-tunneling-microscopy will address the possible existence of very
high pseudo-magnetic fields, as already observed in graphene nano-bubbles.
Finally, the potential of ordered domes to be a template for deforming other
2D materials, such graphene, boron nitrides, and so on, should be investigated,
too.
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Experimental details
In this chapter, we give an overview of the experimental techniques, mainly optical
spectroscopy, used in this work. Theory of optical spectroscopy is treated in the
first section. Photoluminescence (PL), a well-established technique to address the
electronic properties of semiconductor nanostructures, is described together with
its main variation, PL excitation (PLE) spectroscopy, which mimics to some extent
absorption spectroscopy. The effect of a constant magnetic field on PL spectroscopy
is discussed and a way to get insights on carrier effective masses and gyromagnetic
factors from magneto-PL spectra is highlighted. Finally, Raman spectroscopy, which
allows one to get information about the lattice properties of solids, is described.
In the second section, the experimental setups used in the course of this thesis
(macro-PL/PLE, micro-(µ−) PL/Raman, magneto-PL) are thoroughly described.
The third section is devoted to the description of the post-growth technique used
to implant hydrogen and of the lithographic process for engineering hydrogen
incorporation in semiconductor nanostructures. In the last section, the atomic
force microscopy, which allows an insight into the morphology of two dimensional
materials, is described.
A.1 Optical spectroscopy
Optical spectroscopy is largely used for the study of the interaction between matter
and electromagnetic radiation. In principle, four possible light beams can be studied
and analysed in this interaction: light reflected from the surface, light transmitted
through the medium, light scattered or emitted by the medium. Obviously, the
simultaneous measurement of all of those four light beams is almost impossible.
Moreover, the matter response-function to the electromagnetic radiation is wide
spread all over the electromagnetic spectrum making usually impossible to record
all the information simultaneously. Several different optical spectroscopy techniques
have been developed along the course of science, especially as regards the studies of
the opto-electronic properties of crystalline solids. Some techniques are more suitable
for the study of metals (e.g., reflectivity) whereas absorption is more suitable to
probe the electronic structure of semiconductor materials. Nevertheless, absorption
cannot be used to study nanostructures grown (e.g., nanowires) or deposited (e.g.,
two-dimensional films) on opaque substrates. Therefore, luminescence spectroscopy
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has gained much more value to investigate such nanostructures. This section is
devoted to the description of the optical spectroscopies used in this thesis.
Photoluminescence (PL)
Generally speaking luminescence from a medium occurs when this medium emits a
photon after having been brought into an excited state and subsequently relaxed to
the ground state. If the electromagnetic radiation results from heating, we speak of
black-body radiation. Instead, when the external excitation promoting luminescence
is electrically driven, as in light emitting diodes, we talk about electro-luminescence,
or driven by a high energy electron beam, as in a scanning electron microscope, we
talk about cathodo-luminescence, or is a light beam, as in our case, we talk about
photo-luminescence (PL). The luminescence process can be divided in three main
steps:
• Excitation: An external perturbation increases the population of the system
excited states. In a PL experiment, a laser source at fixed energy, at or above
the band gap of the semiconductor, usually promotes extra electrons (e−) from
the valence band (VB) to the conduction band (CB) thus leaving holes (h+)
in the VB in excess with respect to thermal equilibrium.
• Relaxation: Extra electrons and holes relax toward the minimum of the CB
and the maximum of the VB, respectively throughout scattering, firstly with
optical and then acoustic phonons.
• Emission: The relaxed electron-hole pairs recombine radiatively emitting a
photon of energy typically lower than that of the exciting photon, and the
system returns to its ground state.
The step sequence is determined by different time scales: carrier relaxation
to the lowest energy states takes place in few ps whereas carrier recombination
occurs typically after few ns. Therefore, PL is a powerful tool to investigate the
energy of the forbidden band gap or of shallow defects in the band gap due to
crystal imperfections and impurities (whose low density hinders their detection in
absorption experiments).
Several recombination processes can occur in a PL experiment, some of which
are sketched in figure 1.1. In an ideal semiconductor with no crystal defects and
impurities, the only possible recombination is the band-to-band recombination.
Therein, electrons and holes relaxed to the conduction and valence band extrema
recombine emitting a photon whose energy gives the minimum energy difference
(band-gap energy) between the two bands (assuming that the Coulomb interaction
can be neglected, as in InSb [344]; see fifth panel in fig. 1.1). However, in almost
all III-V semiconductors, the excitonic interaction1 is not negligible and thus the
emitted photons will have an energy equal to that of the band gap minus the exciton
binding energy (see fourth panel in fig. 1.1). In a real semiconductor, instead, the
1A complete description of the exciton quasi-particle will be given in A.1.
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Figure 1.1. Main radiative recombination processes observed in PL experiment. VB and
CB are indicated as grey areas, whereas horizontal dotted lines in the band gap mark
impurity levels. Electrons (holes) are indicated by dark-shaded (hollow) dots. Undulated
arrows indicate radiative recombinations and dashed circles highlight the presence of
Coulomb interactions [343].
emission from energy levels in the band gap, and due to intrinsic or extrinsic2 defects,
is detected at an energy lower than that of the energy gap by an amount equal
to the defect binding energy (see first and second panels in fig. 1.1). Moreover,
excitons can bind to an impurity (or other defects in the material (see third panel
in fig. 1.1). In that case, recombination occurs from a bound exciton (BE) and its
energy is lower than that of a free exciton (FE). Photogenerated carriers can also
recombine via non-radiative processes where the photon energy is fully converted
into heat. Typical non-radiative channels are given by multi phonon emission, Auger
effects, and recombination at surface defects. The competition between all these
recombination mechanisms leads to a polychromatic PL spectrum that must be
resolved in wavelength to gather information on the electronic properties of the
materials under investigation.
Photoluminescence experiments can be carried out under different perturbations:
light excitation, lattice temperature, static magnetic field, and strain. The first two
perturbations are the most employed to discriminate between intrinsic (e.g., FE
and band to band) or extrinsic (e.g., electron to acceptor, BE, ecc.) recombinations.
As regards light excitation, each spectral feature has a different power dependence.
For increasing excitation power, the emission from localized structural defects and
impurities, usually in a relative small number, progressively saturates while the
relative weight of emission from intrinsic states increases. Similarly, for increasing
lattice temperature localized states are progressively ionized (the deeper the state,
the higher the ionization temperature) and their emission decreases in favor of that
from intrinsic excited states with an ensuing asymmetrical high energy broadening
2Extrinsic defects are due to the presence of foreign chemical species into the semiconductor
materials, e.g., acceptor and donors. Intrinsic defects are due, instead, to structural and crystal
defects such as vacancies, dislocation, surface states, etc.
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of the emitted spectra. Finally, the overall PL intensity decreases with increasing
temperature, because of the thermal activation of non-radiative recombination
centers.
Photoluminescence spectroscopy is mainly limited by the material optical quality:
low quality or indirect band-gap materials, with weak oscillator strengths, are almost
impossible to characterize by PL. On the other hand, PL is a non invasive and non
destructive powerful technique to probe semiconductor nanostructures with direct
gap. It does not require a specific sample preparation or a strict environment control
or complex experimental setup. Therefore, PL can give insight into several physical
properties in a simple and fast way whenever the optical quality of the investigated
materials is good enough.
PL excitation (PLE)
Photoluminescence excitation (PLE) is a technique complementary to PL that
mimics absorption [345]. One of the main PL limits is the difficulty to probe and
study states at energies higher than the band gap, because of the rapid thermaliza-
tion of photogenerated carriers. Photoluminescence excitation, instead, can probe
those excited states, thus forming together with PL a complete tool to study the
semiconductor optoelectronic properties. Moreover, PLE is crucial in the study of
nanostructures grown or deposited on opaque bulk substrate where conventional
absorption measurements are challenging or even impossible.
In a PL experiment, the excitation energy (Eexc) is kept fixed while the emitted
light is recorded as a function of detection energy (Edet). In a PLE experiment,
instead, Edet is kept fixed (close to a sample PL resonance) while Eexc is varied
from just above Edet to higher energies. The relationship between PL intensity
(IPL(Eexc, Edet)) and excitation intensity (Iexc(Eexc)) highlights the similarities
between absorption and PLE:
IPL(Eexc, Edet) = Iexc(Eexc) · Pabs(Eexc) · Prel(Eexc, Edet) · Pem(Edet), (A.1)
where the probabilities Ps indicate the three different steps which occur during a
PL experiment, as described in subsec. A.1. More precisely, assuming the top of VB
as the zero of energy:
• Pabs(Eexc) is the probability that a photon having energy equal to Eexc is
absorbed by the sample;
• Prel(Eexc, Edet) is the probability that photogenerated carriers relax from
conduction and valence band-states whose energy difference is equal to Eexc
towards states where this difference is Edet;
• Pem(Edet) is the probability that e−−h+ pairs will recombine radiatively after
the relaxation process by emitting a photon of energy (Edet).
In a PLE experiment, Pem is fixed at Pem(Edet. On the other hand, Pabs(Eexc)
is proportional to the absorption coefficient and thus to the material joint density of
states (JDOS). Therefore, a PLE spectrum, defined as IPL/Iexc, is analogous to an
absorption one provided that Prel(Eexc, Edet) does not depend on Eexc. In particular,
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the approximation dPrel/dEexc ∼ 0 is robust for Edet coincident or near critical
points, where the JDOS exhibits sharp features. On the contrary, that approximation
is no longer valid whenever there are channels of preferential relaxations between
different states of the band structure. Therefore the choice of an Edet that minimizes
the dependence of Prel(Eexc, Edet) on Eexc is mandatory, if meaningful information
on the absorption coefficient should be obtained from a PLE spectra.
Excitons
Photogenerated electrons and holes feel a mutually attractive Coulomb potential
under which they may form an e− h bound state in analogy with the well known
hydrogen-atom case, whose heavy proton is replaced by a much lighter hole. The
energy of the new quasi-particle, called exciton, is the lowest among those of the
semiconductor excited states [345].
In almost all III-V semiconductors, where the strong screening of the Coulomb
potential by valence-band electrons results in a large dielectric constant, the e− h
pairs are weakly bound and the exciton is known as Wannier exciton [346]. In
the effective mass approximation, electrons and hole are free particles moving in a
crystal whose lattice potential renormalizes the electron and hole (effective) masses.
Within that approximation, the exciton motion can be solved as in any two particle
system (e.g., the hydrogen atom), by a decomposition in two subsystems. The one,
namely, the center of mass motion, consists of a free particle moving inside the
crystal with mass M = m∗e +m∗h and wave-vector ~K = ~ke + ~kh. The other, namely,
the relative motion of the two particles around the center of mass under the effect
of the Coulomb potential, results in an energy spectrum identical to that of the
hydrogen atom. The bound states are identified by the principal quantum number
n = 1, 2, 3, etc. and the orbital quantum number l = 0, 1, 2, etc.. Then, the discrete
exciton energy levels and their related orbital radii are:
Eexc(n) =
µexc
2
(
e2
4pih¯n
)2
= Reff
n2
, rexc(n) =
4pih¯2n2
µexce2
, (A.2)
where
µexc =
memh
me +mh
(A.3)
is the exciton reduced mass,  = r0 is the static dielectric constant of the material,
and Reff is the exciton effective Rydberg, namely, the binding energy of the exciton
ground state. The continuum states correspond, instead, to free electrons and holes
moving in the crystal under the influence of a Coulomb potential that modifies the
free carrier wave-functions as accounted for by the Sommerfeld factor [347].
The intensity of PL spectra is directly proportional to the absorption coefficient
via the principle of detailed balance:
IPL(E) ∝ α(E)f(E), (A.4)
where f(E) is a suitable statistical function accounting for the thermal population
of excited states by photoexcited carriers. In all undoped semiconductors, the Fermi
level at zero absolute temperature is in the middle of the energy gap, usually far away
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from the VB and CB band extrema. Therefore, the Maxwell-Boltzmann distribution-
function may often replace the Fermi-Dirac function. However, a detailed description
of the exciton wave-function is mandatory for a duly reproduction of an ideal PL
spectrum, where the only contributions to emission come from intrinsic states (FE
and band-to-band). The absorption coefficient is directly related, indeed, to the
wave-function of the states involved in the transition via the Fermi golden rule.
Following the work of Elliot [348], it is possible to write the exciton wave-functions
for both the bound and unbound states in terms of radial and angular components:
Φnlm(~r) = Rnl(r)Ylm(θ, φ), (A.5)
where m is the magnetic quantum number. For the bound levels, Rnl(r) are the
associated Laguerre polynomials and Ylm(θ, φ) are the spherical harmonic functions.
For the unbound levels, the angular components are always the same whereas
the radial components are now given by the Coulomb wave-functions. Once the
wave-functions are known, the matrix elements of the Fermi golden rule can be
evaluated.
In the dipole approximation, ~K = 0 and only direct transitions are allowed. The
absorption coefficient for transitions from the ground state to the excited states
is given by two main terms: the term due to the discrete energy spectrum of the
exciton, characterized by sharp transitions, and the term due to transition to the
continuum states (band-to-band) corresponding to ionized excitons. Therefore the
absorption coefficient is given by [155]:
α(h¯ω) = 4pie
2|Mc−v|2
cnωm20
 1a3B
Ax(EG −Reff − h¯ω) +∑
n≥2
1
n3
Ab(EG −Reff/n2 − h¯ω)

+
(
2µ
h¯2
) 3
2
√
Reff
2
∫ ∞
EG
Ab(E − h¯ω)
1− exp
[
−2pi√Reff/(E − EG)] dE
 , (A.6)
where the term between square brackets represents the contribution from the exciton,
the term in the second row, due to transitions to the continuum states, includes the
Coulomb interaction, and the exponential term inside the integral is the Sommerfeld
factor. It can be demonstrated that the absorption term due to the continuum
state recovers its well known formulation, α(h¯ω) ∼ √h¯ω − Egap for E >> R∗. The
functions Ax,b(E) take into account the several broadening effects that can occur
during absorption3, while |Mc−v|2 takes into account the various selection rules,
which depend on the group symmetry of the material crystal-phase.
Figure 1.2, which shows the optical absorption spectrum of GaAs at low temper-
ature in the exciton energy region, depicts most of the spectral features described
so far [349]. The sharp peaks labeled as n = 1, 2, 3 correspond to the first terms
of the FE discrete energy spectrum, while absorption for n > 3 merges with that
due to the continuum states. The exact values of the energy gap is determined by
extrapolating the excitonic series to n =∞. Recombinations due to excitons bound
to some neutral donor are also detected and labeled as (D0 −X).
3In the case of broadening due to inhomogeneous phenomena, a Lorentzian function is the best
choice, while for homogeneous phenomena a Gaussian function should be preferred.
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Figure 1.2. Absorption spectra close the band gap of ZB GaAs at TL = 1.2K. The
discrete energy spectrum of the free exciton is clearly visible, along with other extrinsic
features due to a bound exciton. Recombination from continuum states is also visible.
The dashed line at the bottom represent the theoretical shape of the absorption edge
[349].
Magneto-PL
As anticipated in sec. A.1, PL experiments can be carried out under different external
perturbations. Magnetic fields, in particular, can provide a valuable information
about carrier effective masses and Lande gyromagnetic-factors as magnetic fields
~B affect energies and degeneracies of the states involved in optical transitions. In
order to quantify those effects, several factors should be taken into account, the most
important of which is the ratio between the ~B intensity and the Coulomb interaction
in the electron-hole pair.
The Coulomb energy-scale is given by eq. A.2, the effective exciton Rydberg,
which can be rewritten in terms of the hydrogen Rydberg as:
Reff [eV ] =
Ryµ[m0]
r
, (A.7)
where Ry = 13.6eV and m0 is the electron mass in a vacuum. The magnetic energy
scale is given, instead, by the cyclotron frequency, which is given in eV units by:
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h¯ωc[eV ] =
h¯eB
µ
= 1.16 · 10
−4B[T ]
µ[m0]
. (A.8)
A dimensionless parameter γ weights the relative intensity between the two
effects:
γ = h¯ωc2Reff
. (A.9)
Two straightforward approximations can be made to get analytical solutions of
the Schroedinger equation for magneto-PL spectra in the opposite limits of γ >> 1
or γ << 1, while only a numerical solution can be found for γ ∼ 1.
In the effective mass approximation, the Schroedinger equation for a carrier
moving in a semiconductor in presence of an external potential is given by [345]:
(H0 + U)Φ(~r) = EΦ(~r). (A.10)
H0 is the crystal one-electron Hamiltonian where all the effects of the crystal
periodic potential are summarized by the effective mass, and U is an external
perturbation (e.g., a magnetic field or a Coulomb interaction between electron-hole
pairs). The effects of a magnetic field ~B are taken into account by the minimal
substitution: the carrier momentum becomes h¯~k = ~p+ e ~A where ~A = 1/2( ~B × ~r) is
the vector potential. Finally, by neglecting the carrier spin the Hamiltonian of an
exciton in a static magnetic field ~B = (0, 0, B) in the Landau gauge (∇ · ~A = 0) is
given by [350]:
[
− h¯
2
2µ∇
2
r −
e2
4pir0~r
+ e2
( 1
me
− 1
mh
)
~B · ~L+ e
2B2
8µ (x
2 + y2)+
+e2(
~V × ~B) · ~r
]
φ(~r) =
[
E − h¯
2K2
2(me +mh)
]
φ(~r). (A.11)
Here, r is the relative distance between the electron and the hole, ~L is the angular
momentum associated to the relative motion of the e−h pair, (x2 +y2) is the square
of the orbital exciton radii perpendicular to ~B, ~V is the velocity of the exciton center
of mass, and the right hand side contains the kinetics energy of the exciton center of
mass where ~K is the center of mass momentum. The presence of a magnetic field
introduces in the Hamiltonian a term proportional to B2 and two linear terms in ~B:
one accounts for the effect of the Lorentz force on the exciton center of mass (last
term in the left hand side), the other, instead, is the orbital Zeeman effect (third
term in the left hand side).
The Zeeman effect takes into account the splitting induced by a magnetic field
on states having different projections (mJ) of the total angular momentum ( ~J) along
~B. For a certain value of ~J , sum of the orbital (~L) and spin (~S) angular momenta, a
2J + 1 degenerate energy level is split into 2J + 1 states, whose energy depends on
mJ , the magnetic field intensity, and the carrier gyromagnetic factor. In eq. A.11,
the carrier spin can be taken into account by adding the spin Zeeman-splitting (ZS)
term to the Hamiltonian part:
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ZS = µB
h¯
gexc ~B · ~S, (A.12)
where µB = 5.8 · 10−3meV/T is the Bohr’s magneton and gexc is the exciton
g-factor. The exciton ground state has ~L = 0, thus the only contribution to the ZS
is due to the exciton g-factor. Therefore, the ZS term adds to the energy of each
exciton level an amount which is positive (negative) if the exciton spin is parallel
(antiparallel) to the ~B direction in the case of a positive exciton g-factor.
By observing eq. A.11, it is clear that a solution of the Schroedinger equation is
rather complex and an analytical solution does not exist. In the following, the cases
for very high, very low, and intermediate values of γ will be discussed together with
the related different formulations of eq. A.11.
High fields, γ >> 1
For high magnetic fields (γ >> 1), the Coulomb interaction between electron-hole
pairs can be neglected and the solution for the Hamiltonian is given by 1/2m(~p+e ~A)2,
as it can be easily obtained. In the case of nondegenerate semiconductors with
parabolic dispersion for the CB and VB and spherical symmetry along the Γ point,
the energy dispersion relations are [345][350]:
Ec,v(kz, n) = E0c,v ±
(
n+ 12
)
h¯eB
me,h
± h¯
2k2z
2me,h
, (A.13)
where E0c,v is the unperturbed bottom (top) of the conduction (valence) band, and
the plus (minus) sign refers to the conduction, c, (valence, v) case. The conduction
and valence band states are split in a series of quantized energy levels identified by
the quantum number n = 0, 1, 2..., called Landau levels (LLs) and depicted in fig.
1.3. It should be noticed that also the conduction (valence) band ground state is
up- (down-) shifted by an amount of energy equal to the zero point energy of the
harmonic oscillator (1/2h¯eB/me,h). This turns in a linear increase of the energy
gap with increasing magnetic fields (linear diamagnetic shift). The magnetic field
introduces also a modification of the density of states of the conduction and valence
bands. Each LL is highly degenerate and its density of state mimics that of a
one-dimensional system. Indeed, the density of states at zero absolute temperature
is infinite at the edge of each sublevel.
For what concerns the ZS, electron and hole states are independently Zeeman
split, if the exciton interaction can be neglected. Usually, the CB is split in two
levels because predominantly s-type and thus ~L = 0, ~S = 1/2 and ~J = 1/2, whereas
the VB is split in four levels because predominantly p-type and therefore ~L = 1,
~S = 1/2 and ~J = 3/2.
Low fields, γ << 1
In the limit of very weak fields, the Coulomb interaction cannot be neglected.
However, all the terms due to magnetic field of eq. A.11 can be considered as
a perturbation. If only terms up to B2 are considered, the energy correction
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Figure 1.3. Diagram of the energy bands of a semiconductor in absence [left] and presence
[right] of an external magnetic field. The magnetic field is directed parallel to the z
direction. [343]
(∆ETot(B)) to the unperturbed exciton ground state is [351][352]:
∆ETot(B) = ∆ED + ZS =
e2B2
8µexc
〈0|x2 + y2|0〉 ± µBgexc ~B · ~S, (A.14)
where the matrix element is related to the square of the exciton Bohr radius
perpendicular to ~B. The first part, ∆ED, is related to a quadratic diamagnetic
shift of the exciton energy-levels and the second term, ZS, is related to the Zeeman
effect on the exciton levels. Eq. A.14 is very frequently used to gain insight into the
dimension of the exciton wave-function, provided the exciton reduced mass is known.
This is very useful in the case of nanostructures such as quantum dots, where the
dimensions are usually lower than the bulk exciton Bohr-radius, and, therefore, the
size of the exciton wave-function is rarely known.
Intermediate fields, γ ∼ 1
In the case of γ ∼ 1, which holds for almost all III-V semiconductors, perturba-
tive approaches cannot be employed and the Coulomb interaction term cannot be
neglected. Nevertheless, a numerical solution, which relies on symmetry considera-
tions, has been found. It holds for any semiconductor and for any magnetic field
intensity [195] [353]. Eq. A.11 has an axial symmetry along z and is invariant under
space inversion, therefore the wave-function has definite parity and z-projection of
the angular momentum. Moreover, allowed electromagnetic dipole transitions for
band-edge emission involve an initial state whose envelope wave-function does not
vanish at the origin [345]. This implies that the wave-function can be expressed as a
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Figure 1.4. a) FE diamagnetic shift (open circles) measured in bulk GaAs from 0 to 30 T
by averaging over the Zeeman split components. The red solid line is a fit to the data
according to eq. A.15. The inset shows a comparison at low fields (B < 9 T) between
the fit via eq. A.15 (solid line) and fit via eq. A.14 valid for γ << 1. (b) Same data
displayed in (a) in the 15-30 T range. The blue solid line is a fit of the Landau level
(LL) model to the data. The inset shows the percentage error on the estimate of µexc,
as obtained by the LL model, as a function of the magnetic field in units of γ [343].
linear combination of spherical harmonics with null or even angular momentum and
that the eigenvalue problem can be solved by a numerical calculation with a linear
combination of spherical harmonics. The resulting exciton diamagnetic shift can be
approximated by a ninth degree polynomial of B with known coefficients Aj4
∆ED(B) = 13.6
µexc
m02r
9∑
j=1
Aj
[
4.26 · 10−6 
2
r
(µexc/m0)2
B
]j
, (A.15)
which can be used to get the exciton reduced mass from the diamagnetic shift,
provided r is known. The total energy variation of the exciton ground-state energy
with respect to the zero field case is given by:
∆ETot(B) = ∆ED + ZS = ∆ED ± µBgexc ~B · ~S. (A.16)
The difference between the numerical model and the models discussed so far is
highlighted in figure 1.4, where the diamagnetic shift for bulk GaAs, as obtained
by averaging over the Zeeman splitting, is shown. In fig. 1.4.a, the red solid line is
a fit to the data via eq. A.15 which gives 0.053m0 for the exciton reduced mass,
in good agreement with previous results [354]. In the inset, a comparison between
the numerical calculation of eq. A.15 and the perturbative approach of eq. A.14
is shown. For γ = 1 (which for bulk GaAs occurs at B = 4.3T ), the perturbative
approach holds and the experimental data are well reproduced below B = 4T . An
exciton radius equal to 12nm is obtained, a value close to the one obtainable within
the exciton hydrogen-model. However, the quadratic model deviates more and more
from the experimental data for magnetic fields increasing above B = 4T .
4A1 = 0.017;A2 = 0.494;A3 = −0.236;A4 = 7.88 × 10−2;A5 = −1.73 × 10−2;A6 = 2.43 ×
10−3;A7 = −2.09× 10−4;A8 = 1.01× 10−5;A9 = −2.06× 10−7
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The limit of high fields is shown in fig. 1.4.b) where the same data of fig. 1.4.a)
are plotted from B = 15T to B = 30T . In that magnetic field region, the LL
approximation holds and data can be reproduced by a linear fit. Nevertheless, this
fit leads to a value of the exciton reduced mass slightly larger than the expected
value (µexc = 0.07m0). Indeed, γ ∼ 7 at B = 30T , as reported in the inset, and
thus the regime >> 1 is not yet reached and the LL approximation is not completely
valid. The inset in fig. 1.4.b) shows the percentage error in the estimate of µexc in
the LL approximation: the linear approximation is more and more valid for magnetic
fields increasing to γ >> 1.
Raman
Raman spectroscopy allows an investigation of the material vibrational modes by
inelastic light scattering. In a semiclassical model, it can be explained as follows.
An electromagnetic (EM) wave interacting with a medium induces a dipole moment
~P equal to the product of the polarizability α. The latter depends on the atomic
nuclei position Q and chemical bond nature, times the EM field ~E and is described
by a 3× 3 tensor. Under the approximation of small displacements of the atomic
nuclei around their equilibrium position, the polarizability can be expanded as a
Taylor series for small Q:
α = α0 +
(
∂α
∂Q
)
0
Q+ 12
(
∂2α
∂Q2
)
0
Q2 +O(Q3). (A.17)
The crystal periodicity leads to normal modes for the lattice vibrations, whose
energy levels are given by the phonon dispersion curves. The atomic nuclei displace-
ments are given by:
Qq = Q0q · e−2pii(~q·~r−ωqt), (A.18)
where Q0n, ωq, and ~q are the amplitude, frequency, and wavevector, in the order, of a
normal mode. The EM incident field produced, e.g., from a laser can be expressed as
~E = ~E0e2pii(~k·~r−ωt), where h¯ω and ~k are, respectively, the energy and the wavevector
of the EM wave. By limiting the polarizability expansion to the first order, the
dipole moment becomes:
~P = ~E0α0e2pii(
~k·~r−ωt) + 12
~E0
∑
q
(
∂α
∂Qq
)
0
Q0qe
2pii[(~k±~q)·~r−(ω±ωq)t], (A.19)
where the first term is the elastic Rayleigh scattering at the same energy of the
incident beam and the second term accounts for the inelastic Raman scattering. The
light can be scattered at lower frequency ω− ωq (Stokes) with propagating direction
~k − ~q or at higher frequency ω + ωn (anti-Stokes) with propagating direction ~k + ~q.
A true comprehension of the Raman effect requires the quantum calculation of
the differential cross-section via the scattering-matrix and perturbation theory. The
differential cross section is given by:
dσ
dΩ = |~es ·R · ~ei|
2, (A.20)
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where ~ei,s are the polarizations of the incident and scattered photons and R is
the scattering matrix. The latter is the spatial-temporal Fourier-transform of the
correlation function polarizability-polarizability and it is a 3 × 3 matrix with the
details of the radiation-matter interaction. The reader should refer to [355] for a
more exhaustive description of the quantum theory of the Raman effect.
Albeit the quantum theory of the Raman scattering provides selection rules
and intensity of the scattered light, this scattering is mainly governed by energy
and momentum conservation, as highlighted in eq. A.19. Those conservations
require that ~k = ~ks ± ~q, where ~ks is the wave vector of the scattered light, and
h¯ω = h¯ωs ± h¯ωq, where h¯ωs is the energy of the scattered light. Therefore, Raman
scattering probes only phonons close to the center of the Brillouin zone. Finally, it
should be noticed that the rate of Stokes and anti-Stokes scatterings are different.
Indeed, a phonon is emitted in a Stokes process, independently of phonon population.
Conversely, a phonon is absorbed in an anti-Stokes process at a rate that depends
on phonon population and therefore decreases for decreasing lattice temperature T .
A.2 Optical experimental setup
Micro and macro photoluminescence setup
The main experimental results of the present thesis have been obtained by macro-(M)
or micro-(µ) photoluminescence measurements where the dimension of the focused
laser-beam spot is on the order of hundreds of µm or nm, respectively. µ−PL allows
measurements of single nanostructures, while M-PL allows one to get information
about an ensemble of nanostructures, thus avoiding statistically non-relevant effects
due to the details of single nanostructures. Figure 1.5 shows a top-view diagram of
the M-PL setup employed in the thesis. The laser excitation is provided by a diode
pumped solid-state laser (Coehrent Verdi V-8). The active medium is a neodymium-
doped yttrium-vanadate (Nd : Y V O4) which emits photon at 1064nm. A type-I non
linear lithium-triborate (LBO) crystal halves the wave-length emission to 532nm
by second harmonic generation. The resulting output beam is linearly polarized
perpendicular to the optical table. The output power of the laser can be tuned up
to 8W with a stability better than 1% after a warm up of ten minutes. Neutral
filters (NF) and polarisers (P) are used to finely tune the laser excitation power.
An interference narrow-band (±3nm) filter (IF1) centered at the laser wave-length
removes the spurious laser-cavity fluorescence.
The laser beam is focused on the sample by a lens (L1) and two mirrors (M1,
M2). The lens focal length (25 cm) reduces the laser-beam spot on the sample to
200µm. Mirror M2 is as small as possible in order to minimize the PL signal losses
in the backscattering configuration where the laser beam and PL-signal wave-vectors
are anti-parallel; see fig. 1.5. The laser exciting power is measured in front of the
cryostat window by a Si photodiode calibrated in wavelength.
Samples are mounted inside a Edwards closed-cycle He cryostat made up of
a Coolstar 2/9 coldhead and a Cryodrive compressor interconnected by high and
low pressure He gas lines. High pressure He provided by the compressor expands
inside the coldhead and returns at low pressure to the compressor. While expanding,
He gas cools the coldhead whose cold finger is in thermal contact with the sample
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Figure 1.5. Top-view schematic of the experimental setup employed in M-PL experiment.
Mi, Li, and IFi denote mirrors, lens, and optical filters, respectively. NF denotes neutral
filters and P denotes polarisers.
[356]. Within the sample chamber, high-vacuum (HV) conditions (∼ 10−6 Torr) are
maintained by a turbo-molecular pump in series to a rotative pump. Samples are
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glued with conductive silver paint to a polished Cu vertical sample-holder, which
warrants an efficient thermal contact. The sample temperature is varied from 10K
to 310K by an Oxford Instruments ITC4. This instrument controls an electric
current flowing into a resistor embedded in a Cu column on which the sample holder
is screwed. A temperature control within 0.1K is achieved by a feedback relying
on a proportional-integral-derivative circuit driven by a four-wire Rh-Fe resistance
thermometer, also embedded in the Cu column.
The isotropic PL emission is collimated by a lens (L2) (focal distance equal
to 25 cm). Another lens (L3) (focal distance of 50 cm) focuses the collimated PL
emission on the entrance slit of a monochromator. The F-number5 of the focusing lens
is matched to that of the monochromator in order to fill exactly the monochromator
grating and thus maximize energy resolution -while minimizing spurious stray light
and signal losses. A razor edge filter (IF2) with wavelength cut-off at 535nm is
placed in front of the monochromator slit to prevent the reflected laser beam to
enter into the monochromator as well as avoid contributions from higher orders of
the diffracted light.
The PL signal is frequency resolved by an Acton Spectra Pro 750 monochromator
in a Czerny-Turner configuration, with two concave mirrors (focal length of 75 cm).
The first mirror collimates the PL broad signal to the grating which disperses the
light to the second mirror. Then, the second mirror focuses the dispersed light on
the exit slit where a suitable detector converts the collected light into an electrical
signal. Three different diffraction gratings (300 and 600 grooves/mm with blaze at 1
µm and 1200 grooves/mm with blaze at 0.5 µm) are mounted on a rotating turret
driven by a stepping motor, thus allowing a remote control of wavelength scan and
grating switch. The wavelength resolution is directly proportional to the grating
groove-density.
Multichannel detectors are used to detect the dispersed polychromatic PL spectra.
A silicon charged coupled device (CCD) of Princeton instruments Spec 10:100 BR
allows a quick acquisition (∼ ms) of portions of PL spectra in the 400− 1100nm
energy range. The device, cooled down to −120◦C by liquid nitrogen to reduce
the thermal noise, is made of 1340× 100 pixels. The pixel size (20× 20µm) is the
ultimate limit to the device’s resolution (∆λ = 2.2× 10−3nm for a 1200 grooves/mm
grating). An (InGa)As linear array made of 512 pixels, each one of size 50×50µm, is
cooled down to −100◦C by liquid nitrogen to detect PL spectra in the 900−1500nm
energy range. The system resolution is ∆λ = 5.5× 10−3nm for a 1200 grooves/mm
grating, because of a pixel size greater than that of the CCD.
Figure 1.6 shows the side-view of the µ-PL setup employed in this work. A
sub-micrometer resolution is obtained by using microscope-objectives with long
working-distance and high numerical-aperture (N.A.) that focus a laser beam -
emitted by the same source as in the M-PL setup and sent to the samples by a beam
splitter (BS in the figure). Four different objectives are mounted on the rotating
turret of the microscope: a 20× (N.A=0.4), 50× (N.A=0.5), 100× (N.A=0.8)
Olympus LMPLanFL objectives (the first two objective optimized in the VIS range
and the latter one in the NIR range) and a 100× (N.A=0.75) Zeiss LD EC Epiplan
5The F-number of an optical system is defined as the ratio between the lens focal length and the
diameter of the light spot on the lens surface.
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Figure 1.6. Side-view schematic of the experimental setup employed in µ-PL experiment.
M, BS, W, and S denote mirror, beam splitter, window, and sample holder, in the order.
The imaging system is reported in the inset. Here Li and BSi denote lens and beam
splitters.
NeoFluar objective optimized in the VIS range. The laser beam can be focused
to a diffraction limited spot (around 600nm) by the 100× objectives. Sometimes,
a different excitation configuration, denoted as external excitation, was used. In
that configuration, not shown in the figure, a 200µm laser spot is focused onto the
sample by a 20 cm focal length lens and the emitted light is collected by a microscope
objective. The sample PL signal (red beam in fig. 1.6) is collected by the same
objective employed to focus the laser beam in the backscattering geometry.
A confocal geometry (not sketched in the figure) is also used to collect the signal
with a spatial resolution as high as possible. In a confocal geometry, a pinhole
aperture is placed exactly at the focal plane between two lenses with a same focal
distance [357]. The pinhole width can be varied from 10 to 100 µm to limit the
collection of light coming from regions surrounding the excitation laser-spot. The
PL collimated emission is then sent, via a mirror M, to a 10 cm focal length lens that
focuses the PL on the entrance slit of the same monochromator used in the M-PL
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setup. The same IF2 filter removes the reflected laser beam from the PL signal and
the same detectors are used to analyze the dispersed PL signal.
Samples are glued with a silver paint to a sample holder placed inside a a closed-
cycle He cryostat (Montana instruments optical Cryostation). The cryostation mode
of operation is the same of the M-PL cryostat with the only variant of two in-series
expansion-chambers, instead of one, to reduce the lowest achievable temperature
(Tmin = 4.5K) and the vibrational instability (< 5nm, peak to peak) produced by
the He expansion. Within the sample chamber, a high-vacuum (HV) (∼ 10−7 Torr)
is achieved by a cryopump that traps molecules in cold activated carbon adsorbers.
As in the M-PL setup, the temperature can be stabilized (between 4.5 K and 350 K)
by modulating the frequency of the helium cycle and applying a variable voltage
to a heat controller. The sample holder is mounted on the top of three planar
Attocube piezoelectric-motors. Two of them (ANPx101) allow sample-holder steps in
the x− y plane as short as 50nm along distances on the order of 1 cm, the other
one (ANSxy100) allows steps shorter than 1nm in a x− y plan area of 40× 40µm.
Finally, exactly the same system is used to do µ-Raman measurements.
The inset in fig. 1.6 shows a scheme of the imaging system. The white light
of a halogen lamp is collimated by a lens L1 and sent by a beam splitter BS1 to a
microscope objective (the same used in mu-PL) that focuses the white light onto
the sample surface. The light reflected back by the sample surface is collected by
that same objective, sent through BS1 and by a beam-splitter BS2 to a lens L2
that forms a sample image on a IDS uEye industrial CCD. The imaging system is
placed between the microscope objective and the beam splitter from which the laser
beam comes from. This system can be moved easily and rapidly to switch from the
imaging to the spectroscopy acquisition-procedure.
Photoluminescence excitation setup
Figure 1.7 shows the top view sketch of the setup in a M-PLE experiment. The
tunable excitation source required for PLE experiments is provided by a Coherent
Model 890 passive lasing system pumped by the Verdi V8 previously described. The
active medium is a titanium-doped sapphire (Al2O3:Ti) crystal (Ti:Sa). The output
frequency is changed by rotating a birefringent Lyot filter by an electrically-driven
piezoelectric inchworm PS. By using three different sets of mirrors, the Ti:Sa can
lase in the wave-length range from 690 nm to 1090 nm. The output power can be as
high as 1 W at high pump intensity (∼ 8W ). The Ti:Sa crystal (refractive index
n = 1.76) is terminated by a surface at Brewster-angle (ΘB = 60.4◦) in order to
minimize reflection losses and to provide a polarized output (perpendicular to the
optical table in this setup).
At the laser output neutral filters finely tune the excitation power intensity
recorded at each wavelength. A beam splitter (BS1) switches 8% of the laser
beam to a power meter (PM) equipped with a Si (for VIS range) or (InGa)As (for
NIR range) photodiode calibrated in wavelength. A following beam splitter (BS1)
reflects 5% of the laser beam to a Michelson interferometer (WM) to accurately
measure wave-lengths in real time (∆λ < 0.1nm). The measured wavelength-value
is recorded by the control system and used to normalize the PL signal to the system
calibration-curve and to drive the Ti:Sa laser inchworm.
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Figure 1.7. Top-view schematic of the experimental setup used in M-PLE experiment. Mi,
Li, and BSi denote mirrors, lens, and beam splitters, in the order. PM, WM, IF, IS, NF,
and PMT label power meter, wavelength meter, optical filter, intermediate slit, neutral
filter, and photomultiplier tube, in the order. PS is a piezoelectric inchworm used to
change the wave-length emission of a Ti:Sa laser.
As in the M-PL setup, the exciting laser beam is steered to the samples inside
the cryostat by two mirrors (M1 and M2) and focused by the lens (L1). Sample
holder is rotated by 30◦ to prevent collection of the reflected laser light. The PL
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signal is collected as in M-PL. Two identical 75 cm monochromators are connected
in series through an intermediate slit (IS), with mechanical components working in
tandem as to select the same wavelength. This experimental configuration allows a
doubling of the maximum achievable spectral resolution and a stray-light reduction.
Single channel detectors are used to measure the PL intensity at fixed energy
while varying the laser excitation energy, as required in a PLE experiment. A
Hamamatsu R943 photomultiplier tube (PMT), used in single photon counting
mode, provides the extremely sensitive and low-noise detection needed for low signal
intensities, as it is often the case in the double-monochromator configuration. A
Cs-activated GaAs photocathode extends the NIR PMT response to ∼ 880nm. At
longer wave-lengths, the PMT response falls down abruptly, as its photoelectric
response does. The PMT is thermoelectrically cooled to −30◦C to reduce the
intrinsic electronic noise.
Magneto-photoluminescence
All the PL measurements under magnetic fields have been performed at the High
Field Magnet Laboratory at the Radboud University of Nijmegen, in the Netherlands.
M-PL and µ−PL setups under magnetic fields are similar to those described in
section A.2. PL is excited by a frequency-doubled Nd : Y V O4 laser focused by a long
focal-length objective (spot diameter ∼ 10µm) or short focal-length objective (spot
diameter ∼ 1µm). PL is collected in a backscattering configuration (namely, laser
and PL wave-vectors are always anti-parallel) by a same objective. The collected
signal is focused by a lens on the entrance slit of a 30 cm long monochromator and
detected by either a Si CCD or an InGaAs array, both cooled at liquid-N2. The
monochromator is equipped with 150, 300, and 1200 grooves/mm gratings. The
samples are glued by silver paint on a sample holder mounted in a liquid-N or
liquid-He bath cryostat. The cryostat is placed in a water-cooled Florida Poly-Bitter
type resistive magnet with a maximum static field ~B=30 T [358]. The magnetic
field direction is fixed and the sample holder can be mounted into the cryostat in
two possible configurations with respect to ~B. In the Faraday configuration, PL
wave-vector (~k) and ~B are parallel. In the Voigt configuration, instead, ~k is made
perpendicular to ~B by a small 45◦ mirror inside the cryostat. A typical Bitter
resistive magnet uses conventional electrical currents to generate high magnetic fields
[361]. Figure 1.8a shows a sketch of the principle behind Bitter magnets. As in
the case of a solenoid, where a current travelling through coils generates an intense
magnetic field in the center of the solenoid itself, in a Bitter magnet the current
flows through hundred of copper discs6 piled one atop the other. The conductive
discs are separated each other by insulators plates inserted at strategic spots in order
to block all possible shortcuts and ensure that the current takes the longest possible
path, as highlighted by the red line in fig. 1.8a(if the electrical current could find
the shortest route to complete its journey from the top of the magnet coil to the
bottom, the magnet performance would be very poor). The disc stacking-sequence
is designed to maximize the carried current (the greater the current, the greater the
6Depending on the specifications of the magnet, 1mm-thick holed discs may be made of pure
copper, an excellent conductor, or of a copper alloy (Cu-Be, Cu-Zr, or Cu-Ag).
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(a) (b)
Figure 1.8. a) Schematic principle of a Bitter resistive magnet. Large holes host the rods
needed to align a series of parallel Cu disks whereas small holes in these same discs allow
water to flow throughout and cool down the discs. Insulating discs separate groups of
bitter turns [359]. b) Illustration of coils stacked as Russian dolls in the magnet. Electric
connections and cold water pumping through the coil are highlighted [360].
magnetic field it generates) while minimizing the chance of disc melting by Joule
effect.
Large round holes accommodate rods (not shown) that keep the metal plates in
place, while narrowest elongated holes let huge amounts of cold water flow through
the magnet, see cyan line in fig. 1.8a. Almost 15.000 liters of de-ionized water at
10◦C are sent per minute inside the coil to avoid the quick melting of magnets into
copper puddles.
A group of intermixing insulator and metallic discs stacked in a flat or helical
way, called magnet turn, is the building block of the magnet. Usually, a turn is
made of 4 to 16 Bitter plates along with one or more insulators, each turn being one
loop in the current path through the magnet. Several magnet turns can be placed
one inside the other, as shown in the side-view in fig. 1.8b, and run in series: the
current spirals down the innermost coil first, then works its way up the next one,
passing through the largest coil last. There are 3 coils in our magnet. The sample is
mounted at the base of a cryostat tube which is placed at the center of the magnetic
field (denoted as probe in fig. 1.8b).
A.3 Post-growth hydrogen-implantation and electron-
beam lithography
In the present PhD thesis, hydrogen has been post-growth implanted into samples in
order to study its effects on the electronic and optical properties of transition metal
dichalcogenides (see part II of this thesis). Hydrogen post-growth incorporation in a
crystal can be achieved by a hydrogen plasma at low-power density or by an ion
A.3 Post-growth hydrogen-implantation and electron-beam lithography 159
gun with a Kaufman source [362]. A schematic representation of the hydrogenation
chamber is given in figure 1.9
Figure 1.9. Schematic illustration of the hydrogenation chamber with a Kaufman ion-beam
source.
At the start of each implantation, the whole chamber is pumped by a turbo-
molecolar pump down to a pressure of ∼ 1× 10−6mbar to minimize contamination
from foreign atomic species. A constant flux equal to 30 scc per second of molecular
hydrogen (H2), equivalent to a dynamic hydrogen atmosphere of ∼ 2× 10−4mbar,
is maintained throughout the irradiation process in the main chamber. In the
ionization chamber the molecular hydrogen is dissociated and ionized into protons
by scattering with electrons emitted from a hot tungsten filament (cathode) and
accelerated towards the wall of the chamber (anode). A couple of magnets spirals the
electron trajectories to enhance the H-ionization cross-section. A set of graphite grids
negatively charged accelerate protons towards the main chamber, thus generating a
beam with a Gaussian profile (σ ∼ 2, 5 cm for a grid potential of -100 eV). Then, in
the main chamber the proton beam hits the sample, which is electrically grounded
to neutralize the impinging protons. Since the sample sizes are smaller than the
beam profile, a uniform irradiation of each treated sample is ensured. Low ion-beam
energies (10 ÷ 100 eV ) are used to reduce the mechanical damage of the sample
surface.
The samples are glued by silver paint on a metallic sample holder that can be
heated up to 600◦C by two 650W halogen lamps. A thermocouple mounted beneath
the sample holder provides a feedback to the power supply of the two lamps to
regulate the temperature with a precision of ±1◦. The same system can be used also
to perform thermal annealing up to 600◦C in a vacuum.
Various parameters, such as filament current, grid difference-voltage, and H2
flux permits to vary with high accuracy the ion current impinging onto the samples,
as measured by a Faraday cup placed in front of the samples. Ion current (I) and
exposure time (∆t) determine the hydrogen dose dH sent to the sample:
dH(cm−2) =
∆t[s] · I[µA/cm2]
1.6022 · 10−13[C] . (A.21)
Typical exposure times varied from few minutes to several hours leading to impinging
hydrogen doses ranging from 1015 ions/cm2 to 1019 ions/cm2. In order to achieve a
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spatially controlled hydrogen implantation, some of the samples have been patterned
with arrays of H-opaque masks at the electron-beam-lithography (EBL) facility of
the CNR Institute of Photonics and Nanotechnologies in Rome. Electron-beam
lithography is a powerful technique to design a nanoscale pattern onto the surface of a
sample with an extremely high spatial resolution (down to 10 nm [363]). In the EBL
process, a focused electron beam is scanned onto the surface of a sample previously
covered with a thin layer of an electron sensitive material (resist). Electrons change
the solubility of the resist in an appropriate developing solvent, thus allowing a
selective removal of the resist. A resist can be either positive or negative: in the
former case the resist solubility increases after exposure to the electron beam, leading
to a chemical removal of the exposed areas, while in the latter case the resist solubility
decreases and the non-exposed areas are chemically etched away.
Here, a hydrogen silesquioxane (HSQ) negative e-beam resist [364] was used,
because of its property to be H-opaque under the irradiation conditions used. A
Vistec EPBG 5HR system working at 100 kV was the EBL facility. The main steps
in the spatial control of the hydrogen implantation are the following:
• Resist deposition. The sample surface is covered with a liquid solution of
a HSQ resist, after its thermalization at room temperature for 30 minutes.
Then the sample is spun for a few minutes at 3500 rpm in order to produce a
uniformly 80nm thick resist layer.
• Exposure and development. The electron beam (electron dose of 300µC/cm2)
is scanned across the sample in order to write a pattern of ordered arrays of
octagonal openings with maximal diameters of 1, 3, and 5 µm and inter-feature
spacing of 3µm. After exposure, the resist is developed with an aqueous
solution of tetramethyl ammonium hydroxide at 2.4%.
• Hydrogen implantation. Patterned samples are hydrogenated via the pro-
cedure described above (hydrogen doses ranging from 1 · 1016 ions/cm2 to
7 · 1016 ions/cm2 at T = 150K).
• H-opaque mask removal. HSQ masks are removed by chemical etching in
an aqueous solution that does not attack the surface of the treated samples
(potassium borates at 5− 15% and potassium hydroxide at 2%).
A.4 Atomic force microscopy
A morphological characterization of transition-metal dichalcogenides-flakes has been
performed by atomic force microscopy (AFM). AFM belongs to a wide family of
microscopy techniques called scanning probe microscopies (SPMs). An SPM is
defined as a microscopy where a very sharp (under ideal cases, atomically sharp)
probe-tip cemented on the top of a cantilever slightly contacts or is very close7 to
the surface of the sample to be investigated. While the probe tip scans over the
surface, the interaction of the tip with the sample, which gives rise to tunneling
currents in a scanning tunneling microscopy, or interaction forces in AFM, causes
7A few nm or less
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(a) (b)
Figure 1.10. a) Schematic drawing of a typical AFM setup. A piezoelectric scanner controls
the relative tip-sample position with picometer precision, while the deflections of the
cantilever with an integrated probe tip are detected by the deflection of a laser-beam. A
computer controls the electronics for tip-sample positioning, data acquisition, and the
feedback loops. For dynamic AFM operations, the cantilever base is excited with an
amplitude Aexc, resulting in an oscillation of the probe tip with amplitude A [365]. b)
Scanning-electron-microscopy (SEM) image of a cantilever with an integrated probe tip
similar to that used in this work [366].
tiny vertical displacements of the cantilever. In turns, these displacements lead
to angular deflections, measured by a 4-quadrant photo-detector, of a laser beam
impinging on the cantilever top. Feedback loops are used to keep fixed certain
physical parameters (e.g., interaction forces or surface-tip distance) leading to the
acquisition of high-resolution topographic maps of the sample surfaces. In particular,
in an AFM the probe tip interacts with the sample via van der Walls forces, to which
tip and surface atoms are subjected. Therefore, the precise detection of interaction
forces acting between the tip and the sample surface at close separations is the key
principle behind AFM. Morphology images are obtained via feedback loops which
hold constant the interaction force, and thus the distance between probe tip and
surface.
The main components of an AFM set-up are displayed in figure 1.10a and are
identified as follow [367]
• Piezoelectric scanners. Piezoelectric movements with an expansion coefficient
of the order of 0.1nm/V , which allow the movement of the sample in the
x−y−z space with pm-scale precision. Unfortunately, piezoelectric movements
are subjected to nonlinearities including hysteresis and creeps, which often
limit the AFM field of view to 100× 100µm.
• Force sensing element. It consists of a micro-fabricated cantilever8 with an
integrated, sharp tip; see fig. 1.10b. The cantilever acts as a soft spring (spring
constant k = 0.01 ÷ 100N/m), which is deflected in response to the force
interaction (F ) between the tip and the sample surface by an amount d via
the Hooke law (F = −k · d). Deflections of the force sensor are detected via
a laser beam reflected from the cantilever and collected on a four quadrant
photo-diode.
8It can be made of Si, SiO2, or Si3N4, with a length on the order of a few hundreds of µm
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• Feedback control. A control electronic is implemented to maintain fixed the
intensity of interactive forces between tip and sample during the raster-scan
over the sample. It controls the z-component of the piezoelectric scanner in
order to adjust the tip-sample distance according to the Hooke law. In the
meanwhile, it records these movements to generate a 3-dimensional image of
the sample surface.
AFM is commonly operated in three distinct modes: the static mode (frequently
referred to as contact mode), and two dynamic modes, where the force sensor
oscillates at (tapping mode) or near (non-contact mode) its resonance frequency
using a piezoelectric element with excitation amplitude Aexc.
In the static mode, the cantilever slightly touches the sample surface and under-
goes a repulsive force. Therefore, it bends whenever its spring constant is smaller
than the interaction between the probe-tip and the sample surface. The feedback
loop maintains a constant force between the probe and the sample. A tracking and
recording of the vertical displacements the piezoelectric scanner leads to the acquisi-
tion of topographical maps with nm resolution. However, despite its operational
simplicity contact mode AFM can destroy the samples surfaces, while topography
images are usually affected by unwanted lateral forces.
The dynamic mode requires ultra high vacuum condition to have the best surface
images. In that mode, the cantilever oscillates near its resonance frequency with an
amplitude of the order of a few nm in the non-contact mode or of tens of nm in the
tapping mode. In the former case, the probe does not contact the sample surface,
whereas in the latter case the probe lightly “taps” on the sample surface during
its scanning and contacts the surface at the bottom of its oscillations. However, in
both cases the system detects variations in the resonance frequency or vibration
amplitude whenever the tip approaches the sample surface. Indeed, the cantilever
can be thought as a simple, driven harmonic oscillator. Therefore, the feedback
loop must maintain constant the oscillation amplitude in the dynamic mode, thus
allowing the acquisition of a surface image. Albeit AFM in the dynamic mode is
more time consuming than that in the static mode, it has several advantages as
regards high resolution mapping of samples that can be easily damaged. Moreover,
in the non-contact mode the probe lifetime is rather extended.
In this thesis, a Bruker dimension icon SPM system, with a Nanoscope V
controller9, and a Veeco Digital Instruments Dimension D3100 system, with a
Nanoscope IIIa controller10, were used in the tapping mode with monolithic silicon
probes (nominal tip curvature radius of 5− 10nm and force constant of 40N/m).
9Located at the Research Center on Nanotechnology Applied to Engineering of Sapienza (CNIS)
10Located at CNR Institute of Photonics and Nanotechnologies in Rome
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