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Abstract - In this paper we developed a cost-varied 
Vogel-based approximation method, namely the Dynamic 
Vogel Approximation Method (DVAM), to solve a multi-
level capacitated facility location problem (MCFLP), of 
which each client will be served by all levels of facilities with 
limited capacities. We discuss two kinds of MCFLP which 
are derived from two kinds of demand structures. The 
proposed algorithm is comparatively more efficient and 
accurate.  
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I.  INTRODUCTION 
 
 Multi-level facility location problem (MFLP) is the 
problem of locating facilities over different levels in a 
multi-level distribution system where commodities are 
shipped from the origin to the destination via a number of 
intermediate facilities, the higher the level, the better is 
the skill. The objective is to determine the optimal set of 
facilities opened at each distribution level to satisfy the 
demand so that the total distribution costs including 
connection and opening costs will be minimized. 
 MFLP is originated from two-level facility location 
problem. Two-level facility location problem such as the 
distribution system of plants-warehouses-customers has 
attracted research attention for a century. A thorough 
review can be found in Elson [1]. MFLP includes two 
kinds of problem, Multi-level Uncapacitated Facility 
Location Problem (MUFLP) and Multi-level Capacitated 
Facility Location Problem (MCFLP). MUFLP was first 
addressed by Tcha and Lee [2]. Extending MUFLP to 
facility capacity constraints is MCFLP. MCFLP is more 
general and realistic than MUFLP and has been applied to 
many real cases such as hierarchical logistic system, 
telecommunication network and health insurance system. 
However, these problems are usually solved by simple 
heuristics because of its high complexity.  Therefore, how 
to develop an efficient method which is able to improve 
the level of accuracy becomes an urgent issue. 
 Due to its wide application possibilities, in recent 10 
years, the solution capability of MUFLP has progressed 
extensively. Bumb and Kern [3] addressed the primal-
dual algorithm to get to give 6 + ε  approximation for 
MUFLP. Ageev [4] then proved that MUFLP is 
polynomial-time reducible within a factor of 3 to the 
uncapacitated facility location problem. Due to Jain and 
Vazirani [5], the result together with approximation 
algorithms has provided a combinatorial approximation 
algorithm for the MUFLP. After that, Ageev et al. [6] 
developed another algorithm which combined the path 
reduction, a greedy algorithm and a recursive path 
reduction algorithm, and this algorithm has shown to have 
better guaranteed performance. 
 On the other hand, the capacitated facility location 
problem (CFLP) is a well-known problem in 
combinatorial optimization with a large variety of 
applications, such as warehouse location planning, 
assembly plant location planning. When the capacities are 
not uniform, Pal et al. [7] have presented a local search 
algorithm with performance guarantee between 4 and 8.53. 
Their algorithm consists of the following three types of 
local improvement operations: open one facility; open one 
facility and close one or more facilities; close one facility 
and open one or more facilities. The Universal Facility 
Location Problem (UniFLP) is a generalized formulation 
which contains several variants of facility location 
including capacitated facility location problem (CFLP) as 
its special cases. Mahdian and Pal [8] gave 7.88 + 
ε approximation for UniFLP using operations that 
combine those in Pal et al. [7]. Zhang et al. [9] improved 
their analysis to give 6 + ε  approximation for CFLP. 
Garg et al. [10] gave 6 + ε  approximation for UniFLP 
using operations that combine those in Mahdian and Pal 
[8].  
 The above studies all were focused on the multi-level 
uncapacitated case or single level capacitated case. Since 
MUFLP is unrealistic in practice and CFLP and UniFLP 
consider only one level facility, therefore in this study, we 
shall discuss the capacitated case for the multi-level 
facilities as MCFLP. The remainder of this paper is 
organized as follows. In Section II, we define the 
mathematical formulation of the MCFLP. In Section III, 
an algorithm based on the concept of Vogel’s 
Approximation Method yet with dynamic cost at each 
iteration is proposed with its complexity analysis. An 
illustrative example is given in Section IV for the 
comparison with Greedy method and LINGO. Finally, 
conclusions are drawn with discussions in Section V. 
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 Let D be the set of demand points. Each client j ∈ D 
has its own demand jld  in each facility level l which 
must be served by precisely one facility at level l. In other 
words, each client must be serviced by a sequence of L 
different facilities where L is the number of facility level. 
Assume the lower the level, the lower the cost and higher 
the demand, we have 1 2 ...j j jLd d d≥ ≥ ≥ . Let F
l be the 
set of potential sites for level l facilities. And assume that 
the sets Fl are pairwisely disjoint with 1 
L l
l F= = Φ∩ , and 
thus denote F = 1
L l
l F=∪ . The cost of setting up a facility at 
site il is ilf with ilf ≥ 0 for each il ∈ F
l. Let ils denote the 
maximum capacity of facility il.  
 Let p denote a sequence of facilities il ∈ Fl, l = 
1,…,L, and refer to a path of facilities. The set of all 
possible paths is denoted by P. Each client must be 
assigned to precisely one path p ∈ P. The total service 
cost incurred by assigning client j to path p = (i1, i2,…,iL) 
is equal to cpj = 1 1 2, 1 , 2j i j i i jc d c d+ 2 3, 3   i i jc d+ ... +  
-1,  L Li i jLc d+  0 1 1, ,( .)i i j ic c≡  
The objective is to determine a set of facilities Yl ⊆ 
Fl on each level l= 1,... , L opened to each demand site so 
that the total cost of facility-opening and path-connecting 
is minimized. 
 Let ily be equal to 1 if facility il is open at level l; 
otherwise it equals to 0. And let xpj be equal to 1 if client j 
is assigned to path p, and 0 otherwise. Then, a multi-level 
capacitated facility location problem described above can 
be formulated into a binary linear programming model as 
below: 
(MCFLP) 
1
Min
L
i i pj pjl l
ll j D p Pi Fl
f y c x
= ∈ ∈∈
+∑ ∑ ∑∑       (1) 
s.t. 1,      for each  ,pj
p P
x j D
∈
= ∈∑       (2) 
   : 
    0,      for each  ,ljl pj i i ll l
j D p i pl
d x s y i F
∈ ∈
− ≤ ∈∑ ∑  (3) 
     {0,  1},       for each , and ,pjx p P j D∈ ∈ ∈    (4) 
     {0,  1},       for each ,   1,...,li lly i F l L∈ ∈ =   (5) 
 
 Apart from the objective function that minimizes both 
opening cost and connection cost, constraint (2) imposes 
each client being assigned to exactly one path; whereas 
constraint (3) are the capacity constraints for the selected 
facility when 1ily = . Constraint (3) also implies that we 
require a facility il opened to each client j at each level l. 
In other words, it is impossible to assign client to a path 
for using facility il unless facility il is open. If ily equals to 
0, then the sum of all assigned variables to use path 
containing facility il must be 0.  
 If the demands from one client are the same at 
different levels, a single-demand MCFLP can be easily 
solved by setting 1 2 ...j j jL jd d d d= = = = . In contrast to 
single-demand MCFLP, the ordinary MCFLP is called 
multiple-demand MCFLP. In practice, the single-demand 
and multiple demand MCFLPs can be regarded as two 
kinds of problems which are derived from two different 
demand structures, namely, single demand structure and 
multi-demand structure.  
 
 
III.  THE PROPOSED ALGORITHM 
 
Basically, assigning each client to a set of facilities 
is a combinatorial problem. There are many kinds of 
software, such as LINGO, which have been developed for 
solving such kind of problems. Refer to Alper and Martin 
[11], it is known that LINGO solves integer programming 
problems based on branch and bound algorithm. Due to 
the complexity of branch and bound algorithm, finding 
optimal solutions for the large scale problems is time 
consuming or even impossible.  
A general purposed algorithm, Greedy Search, 
which is developed by Geoffrion and Van Toy [12] has 
been an alternative and commonly used method. During 
the process, Greedy Search assigns paths to clients by the 
order of demand from the largest to the smallest. At each 
assignment, Greedy Search will choose the available path 
with minimal connection cost.  
In the following, after a Vogel-Based algorithm is 
proposed, we shall compare this proposed algorithm with 
both LINGO and Greedy Search. It can be observed that 
Greedy method is easier and faster to implement, but is 
worse in performance. On the other hand, LINGO can 
find the optimal solution in a small-scale problem but it 
can not cope with large scale problems.  
Note that MCFLP can be regarded as a special 
transportation problem of which the clients are the 
sources and the paths connecting all levels of facilities are 
the destinations. Since the problem is NP-hard even if 
single-level uncapacitated case (see Cornuejols et al. 
[13]), finding an optimal solution for a large scale 
MCFLP is almost impossible. However, we still can make 
use of its properties as a transportation problem to find a 
good solution. Vogel’s Approximation Method (VAM) is 
a method to find an initial basic feasible solution of a 
transportation problem with the properties of easy 
implementation and cost effectiveness. Its ease of 
implementation and consideration of costs in an effective 
way facilitate the rapid search for a good solution of 
MCFLP. Therefore, we shall develop an algorithm based 
on the concept of VAM for our MCFLP model. 
Since there are some differences between the 
MCFLP and the transportation problem, the modification 
of original VAM is necessary. One crucial difference is 
that the cost in the cost table is varied at each iteration 
because the cost includes not only the connection cost but 
also the opening cost incurred by the first time one path is 
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 assigned to one client. Therefore, when assigning path p 
to client j, the delta cost, denoted by ∆pj, will be equal to 
the connection cost cpj and the opening cost of those 
facilities which are first opened in path p. Because the 
opening cost may change when iterations go on, therefore 
the costs in cost table may varied at each iteration and 
thus the revised VAM is called Dynamic VAM (DVAM).  
In Dynamic VAM, for each remaining column of 
cost table, we calculate its regret value, which is defined 
as the arithmetic difference between the smallest and 
next-to-the-smallest delta cost. Let Rj denote the regret 
value of the jth column in the cost table. Let Rmax denotes 
the maximal regret value. Following is the description of 
the Dynamic VAM (DVAM) used in this problem:   
 
Algorithm 1 (DVAM) 
Step 1. (Feasibility test 1) Let 
l
l
l
l i
i F
TS s
∈
= ∑  and 
l jl
j
TD d
∈
=∑
D
. If TSl < TDl for any l = 1, ..., L, 
terminate the procedure. 
Step 2. (Feasibility test 2) If jld > ils  for any j D∈  and 
l
li F∈ , terminate the procedure. 
Step 3. Compute ∆pj for each p∈P and j∈D and list in the 
cost table. 
Step 4. Let D′  denote the set of all clients which have 
not been served yet. Let  min  j pjp P∈
′ ′∆ = ∆ , the 
minimal delta cost . And let j′′∆  denote the second 
minimal delta cost. Find j′∆  and j′′∆  for each j 
∈ D′ in p∈P. Compute Rj = j j′′ ′∆ − ∆  for each j 
∈ D′ . 
Step 5. Find the client j* with the maximal regret value, 
Rmax. Identify the available path p* with the 
minimal delta cost. 
Step 6. If *j l ild s
′≤  for each *li p∈ , assign path p* to 
client j*. Otherwise there exists one *j l ild s
′>  for 
any *li p∈ , find out the available path with the 
next minimal delta cost and set this path as path p*. 
Return to Step 6. If there is no more available path, 
then the solution can not be found and the 
procedure terminates. 
Step 7. Let F* denote the set of the facilities which have 
not been opened yet in path p*. Open each facility 
in F*. Update the delta cost in the cost table 
*
pj pj il
i p Fl
f
∈ ∩
∆ = ∆ − ∑  for each p∈P and j∈ D′ . 
Update the spare capacity of facilities 
*i i jl l ls s d
′ ′= −  for each *li p∈ . Return to Step 4. 
Step 8. Repeat Step 4 ~ Step 7 until all clients are served. 
 
 The time complexity of each step in DVAM is O 
(L×|D|), O (|F|×L×|D|), O (L×|P|×|D|), O(|P|×|D|), O(|D|), 
O(L), O(L×|P|×|D|) and O(|D|×L×|P|×|D|), respectively. 
Hence, the complexity of DVAM is O(L×|P|×|D|2). Since 
the complexity of the greedy solution is determined by 
sorting the connection cost with O(|D|×|P| log|P|) and in 
general, the number of the demand is less than the number 
of the facility sequences, therefore, the complexity of 
DVAM is not much higher than the complexity of the 
greedy solution. If single demand is required, our 
proposed algorithm can easily solve it by setting demands 
jld of different levels by dj. 
 
 
IV.  ILLUSTRATIVE EXAMPLE 
 
To compare the accuracy of DVAM and the greedy 
method, let us take the following example for both 
illustration and comparison purposes. Although we use an 
example of the single demand MCFLP for ease of 
explanation, we treat it as an ordinary MCFLP. There are 
four clients with demands 400, 600, 900 and 300, two 
facilities at level 1 with capacities 2000 and 1600 and two 
facilities at level 2 with capacities 10000 and 7000. The 
opening costs of these four facilities are 140, 120, 500 and 
400. The network of this problem is drawn in Fig. 1. The 
twelve links in Fig. 1 are all of the legal arcs. The 
locations of these eight nodes are indicated by their 
coordinates as shown in Table I and the connection cost 
of any legal path segment is assumed to be the Euclidean 
distance between the end nodes of that path segment. 
 
500f =
140f =
400,                  600,                    900,                300d =
10000s =
2000s =
400f =
7000s =
120f =
1600s =
 
Fig. 1.  Network of the Illustrative Example 
 
 
 
 
 
 
 
 
 
 
Tables II to V show the four iterations of DVAM. 
The resulting solution consists of four basic variables 
which are given in the lower right-hand corner of the 
  TABLE I 
LOCATIONS OF ALL NODES  
 
 Locations 
Facility Cites F11= 
(30,60) 
F12= 
(60,40) 
F21= 
(40,40) 
F22= 
(60,60) 
Demand Nodes D1= 
(10,70) 
D2= 
(30,20) 
D3= 
(80,90) 
D4= 
(90,40) 
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 respective parameter tables. 
 
Step 1. Feasibility test 1: TS1 = 3600, TS2 = 17000 and 
TD1 = TD2 = 2200. TS1 ≥ TD1, TS2 ≥ TD2. 
Step 2. Feasibility test 2: Max{ jld } = 900, Min{ ils } = 
1600. Max{ jld } < Min{ ils }. Therefore there does 
not exist one jld > ils . 
Step 3. Compute ∆pj and list in the cost table as Table II. 
Step 4. R1 = 1 1′′ ′∆ − ∆  = 598.3 − 592.4 = 5.9. R2 = 
2 2′′ ′∆ − ∆  = 610.0 − 576.1 = 33.9. 
R3 = 3 3′′ ′∆ − ∆  = 628.3 − 593.9 = 34.5. R4 = 
4 4′′ ′∆ − ∆  = 633.2 − 570.0 = 63.2. 
Step 5. Rmax = R4, j* = 4. p* = 4. 
Step 6. d41 = 300 ≤ 1600 = 21s , d42 = 300 ≤ 7000 = 22s . 
Hence, x44 = 1.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Step 7. Open facility site 21 and 22. Update the delta cost 
in the cost table. For example, 
41 41 2 21 2( ) 598.3 (120 400) 78.3f f∆ = ∆ − + = − + =
. Update the spare capacity of facilities 21s
′  = 1600 
− 300 =1300 and 22s
′  = 7000 − 300 = 6700. 
Step 4. R1 = 1 1′′ ′∆ − ∆  = 192.4 − 78.3 = 114.1. R2 = 
2 2′′ ′∆ − ∆  = 210.0 − 56.1 = 153.9. R3 = 3 3′′ ′∆ − ∆  
= 228.3 − 73.9 = 154.5. 
Step 5. Rmax = R3, j* = 3. p* = 4. 
Step 6. d31 = 900 ≤ 1300 = 21s
′ , d32 = 900 ≤ 6700 = 22s
′ . 
Hence, x43 = 1.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Step 7. Since no additional facility should be opened, it 
needs not to update the delta cost. But the spare 
capacity of facilities should be updated. 21s
′  = 
1300 − 900 = 400 and 22s
′  = 6700 − 900 = 5800. 
Step 4. R1 = 114.1. R2 = 153.9. 
Step 5. Rmax = R2, j* = 2. p* = 4. 
Step 6. Since d21 = 600 > 400 = 21s
′ , we should consider 
the available path with the next minimal delta cost 
210.0, i.e. path 3. p* = 3.Return to Step 6. 
Step 6. d21 = 600 ≤ 2000 = 11s
′ , d22 = 600 ≤ 5800 = 22s
′ . 
Hence, x32 = 1.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Step 7. Open facility site 11. Update the delta cost in the 
cost table as Table V. Update the spare capacity of 
facilities 11s
′  = 2000 − 600 =1400 and 22s
′  = 5800 
− 600 = 5200. 
Step 4. R1 = 1 1′′ ′∆ − ∆  = 78.3 − 52.4 = 25.9. 
Step 5. Rmax = R1, j* = 1. p* = 3. 
  TABLE II 
ITERATION 1 OF DVAM   
 
Client 
 1 2 3 4 capacity 
1 684.7 702.4 720.7 725.6 2000 10000
2 698.3 676.1 693.9 670.0 1600 10000
3 592.4 610.0 628.3 633.2 2000 7000 
Facility 
Sequence 
4 598.3 576.1 593.9 570.0 1600 7000 
400 600 900 300 demand 
400 600 900 300 
regret 5.9 33.9 34.5 63.2 
x44 = 1, 
2 21 21,  1y y= =
Note : Rmax is marked with ___ and the corresponding 
minimal delta cost is marked with □. 
  TABLE III 
ITERATION 2 OF DVAM   
 
Client 
 1 2 3 4 capacity 
1 684.7 702.4 720.7  2000 10000
2 578.3 556.1 573.9  1300 10000
3 192.4 210.0 228.3  2000 6700 
Facility 
Sequence 
4 78.3 56.1 73.9  1300 6700 
400 600 900  demand 
400 600 900  
regret 114.1 153.9 154.5  
x43 = 1, 
  TABLE IV 
ITERATION 3 OF DVAM   
 
Client 
 1 2 3 4 capacity 
1 684.7 702.4   2000 10000
2 578.3 556.1   400 10000
3 192.4 210.0   2000 5800 
Facility 
Sequence 
4 78.3 56.1   400 5800 
400 600   demand 
400 600   
regret 114.1 492.4   
x32 = 1, 
11 1y =  
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 Step 6. d11 = 400 ≤ 1400 = 11s ′ , d12 = 400 ≤ 5200 = 22s ′ . 
Hence, x31 = 1. 
Step 8. Terminate procedure. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 In this example, the final solution obtained from 
DVAM is the same as the optimal solution solved by the 
software of LINGO program of which the objective value 
is 906.2123, but the objective cost of the greedy solution 
is 1482.3063. In Section III, we can see the complexity of 
DVAM is not much larger than the complexity of the 
greedy method. However, DVAM can reach the optimal 
solution whereas the greedy solution is much further away 
from the optimal solution even in a small problem as 
shown above. 
 
 
V.  CONCLUSIONS 
 
Facility location problems have drawn much 
attention in the literature. The previous studies all were 
focused on the multi-level uncapacitated case or single 
level capacitated case. Because it is unrealistic of 
unlimited capacities and multi-level facilities are a general 
case, therefore in this study, we considered the 
capacitated case, the MCFLP and formulated the MCFLP 
as a binary linear program. 
We have developed an algorithm base on the concept of 
Vogel’s Approximation method (VAM).  Because the 
costs in our cost table are varied at each iteration, 
therefore the developed algorithm is called Dynamic 
VAM (DVAM). We use a small example to demonstrate 
and evaluate our algorithm with respect to the results of 
LINGO and Greedy Method.  
We also have applied the proposed algorithm to 
solve a real case of Enterovirus Infection Emergent 
Medical Service System for South Taiwan Area based on 
two demand structures considered by the Department of 
Health.  Both structures applied with DVAM have better 
performance than current option and the multi-demand 
structure is the best.  
 Further study should be considered the possibility of 
multiple paths being assigned to a client such that more 
effective and flexible applications can be carried out.  
This is also one of our undergoing studies. 
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  TABLE V 
ITERATION 4 OF DVAM   
 
Client 
 1 2 3 4 capacity 
1 544.7    1400 10000
2 578.3    400 10000
3 52.4    1400 5200 
Facility 
Sequence 
4 78.3    400 5200 
400    demand 
400    
regret 25.9    
x31=1 
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