1. Introduction
Overview
In this chapter we explore the relationship between translation and controlled languages (CLs). These are stringent sets of writing rules or guidelines designed to prevent authors from introducing ambiguities into their texts, and they are increasingly used in the commercial world for authoring technical documents such as maintenance and user manuals. Very often, these documents then serve as the source from which translations are produced into a large number of target languages. 1 We further explore the relationship between controlled languages and generation, by which we mean natural language generation (NLG)-the production by computer of texts in human languages, such as English, French and German. At first sight, it looks as if NLG has much to gain from work on CLs, by adopting rules designed for human writers as the basis of its computer programs. However, on closer examination it becomes apparent that CL research can benefit as much, if not more, from work in NLG. In building NLG systems it is good practice to clearly distinguish rules concerned with pragmatic and semantic function from rules concerned with syntactic form, and then to specify appropriate mappings between them.
Translators and controlled languages
If we turn our attention from the process of translation to its agents, the translators, we can identify a number of roles that they may play in their professional contacts with controlled languages.
• Translating from a CL source text: In this era of globalisation, the need to publish product documentation and instructions in multiple languages has become pressing. Correspondingly, the introduction of CLs is becoming more widespread as companies attempt to reduce time-to-market by using translation memories and machine translation. The effectiveness of translation memories-bilingual databases of phrases and sentences aligned with their translated equivalent-is impaired if their contents are inconsistent. Similarly, the quality of machine translation output can be notoriously degraded if the input is ambiguous. Since CLs aim to pre-empt both inconsistency and ambiguity, translators will increasingly find themselves working from a CL source, whether they are using machine aids or not. In principle, this will spare them the frustration of having to interpret wordy and imprecise texts.
• Translating into a CL target text: Complex installations, whether software or hardware in the most general sense, often comprise subassemblies made by different suppliers, possibly from several countries and each with its own documentation. The client nevertheless expects the end-user documentation to be coherent and consistent and so, in such a situation, the translator must adhere to any CL standard imposed by the prime contractor. These constraints on the nature of the target text could mean that the translation differs significantly in form from the source text.
• Authoring a CL source text: As "companies are finding that documentation and translation are two aspects of the same requirement for efficient information flow" (Lockwood et al. 1995: 63) , the distinction between the roles of translators and technical authors becomes blurred, a trend reflected in the new currency of designations like language mediator, langagier and Sprachvermittler. Translators' multilingual sensitivity suits them for the task of writing for an international audience. But they need to extend their competencies: a shift from translating to authoring emphasises information design skills over reliance on the structures provided by a source text.
• Designing a CL: The fast-growing interest in CLs over recent years is due in large part to two factors: their use in conjunction with translation tools, and the development of CLs for human languages other than English. The multilingual dimension of both these activities invites an appraisal of the state of the art from a fresh perspective. Once again, those most apt to take up the challenge to design improved CLs are those with translation skills. It is clear, then, that the use and nature of CLs are issues which concern translators in a number of capacities, and which call for their active involvement in future developments.
Motivation and background for controlled languages
The principal goal of requiring authors to adhere to a controlled language is to increase the consistency and readability of the texts that they produce. Typically, these texts are intended to enable their readers to operate or maintain equipment, and are written by a team of authors rather than by a single person. Often the readers will be non-native speakers, who are less able to correctly interpret poor writing. When it is known at the outset that the documentation will be published in multiple languages, there is typically an additional goal of making the source version easier to translate.
Underlying these goals is the commercial motivation of producing better quality and timely documentation at a lower cost. Quality reduces, among other things, the risk of litigation, while timeliness means that products can be shipped in all language versions simultaneously to domestic and foreign markets, avoiding loss of revenue through delays (Hartley and Paris 1997b: 112) . The re-use of text through the use of author memory (Murphy, Mason and Sklair. 1998; Allen 1999 ) and translation memory is essential for producing rapidly rising volumes of text without extending lead times. Savings of up to 70% have been claimed for authoring and translation costs alone, thanks to the use of a CL in conjunction with machine translation (e.g. Pym 1991).
The means of achieving these goals is, in general terms, to devise guidelines which preclude any ambiguity of expression. More specifically, a CL prescribes the grammatical constructions, the common vocabulary and the specialised terminology that authors are allowed to use. In so doing it proscribes, either implicitly or explicitly, other constructions and lexical items that form part of the overall resources of the corresponding human language. Thus, a CL is a restricted variety of a human language, which is geared to the authoring and communication needs of a particular field or even of a particular company.
Historically, the general notion of controlled language derives from that of simplified English proposed in the 1930's (Ogden 1932) Although the majority of CLs are based on English, they also exist or are under development for other human languages, including Swedish, German and French (Almqvist and Sågval Hein 1996; Sågval Hein, 1997; Janssen, Marks and Dobbert 1996; Schachtl 1996; Barthe 1997 Barthe , 1998 . Among these is the Guide du Français Rationalisé (GIFAS 1996) , proposed as a French counterpart to the AECMA standard for English documentation.
Typical controlled language rules
Since most CLs are proprietary, a complete description of them is not in the public domain. However, partial descriptions that are available for English-based CLs-for example, Perkins Approved Clear English (Pym 1991) and Bull Controlled English (Lee 1993 )-encapsulate their rule sets in some ten higher-level rules which appear virtually identical. Moreover, these are consistent with AECMA Simplified English, a fully-specified industry-wide standard which is commercially available. For this reason, we base this section on (AECMA 1995) .
To illustrate the fact that CLs are indeed meeting a genuine need, we quote these three extracts (1-3) from a published engine maintenance manual.
(1) Water pump drive belt loose. Each of these examples is clearly flawed in a number of respects; we shall see more precisely what the flaws are in the following sections.
Rules at the lexical level
We can summarise the lexical rules by the instruction to use only the approved entries in the CL dictionary, in the sense defined and the part of speech given. A significant proportion of the time spent on creating a CL is expended, therefore, on defining the lexicon. Its size will reflect the complexity of the domain to be documented; for example, Caterpillar Technical English has about 70,000 terms of narrow semantic scope (Kamprath et al. 1998) .
However many entries there may be, each one is defined with a single sense and each one has a unique form, thus eliminating both polysemy and homography as sources of potential ambiguity. The selected AECMA entries in Table 1 illustrate this, the approved uses being given in upper case and disapproved uses in lower case. Thus, "support" can be used only as a technical name (TN) with a specific, countable sense; it cannot be used in a generic, noncountable sense or as a verb. The sense of "moor" as an expanse of heath has no place in this dictionary. Even function words are included: "about" is permitted only as a preposition and in a single sense.
Another lexical rule that appears to be common across English-based CLs is one that bans the use of clusters of more than three nouns. Example (4) from (Farrington 1996: 14) illustrates how a text can be revised to respect this rule. What the rewritten version (4c) does is to isolate the subconstituents of the cluster and make explicit the relations between them. The same remedy can be applied to Example (1) and also within (2) and (3). 
Rules at other levels
We present in Table 2 a selection of writing rules from the AECMA guide, which justifies each one and exemplifies them at length. Their statement in this brief form is nonetheless sufficient for judging Examples (2) and (3) above.
• The limit on the number of topics in rule 4.1 is clearly broken in Example (3), but (2) arguably respects it, if "fitting" is taken to be the topic.
• The omission of determiners in (2), while characteristic of much technical writing in English, infringes rule 4.2.
• Both examples use connecting words, as prescribed by rule 4.4, but within rather than between sentences.
• If we consider both examples as procedures, neither respects rules 5.1, 5.2 or 5.3 relating sentence length to the number of instructions. Moreover, (3) flouts rule 5.4 in not using the imperative.
• Example (3) appears to comply with rule 5.5, although the description is not a dependent clause. But the full explanation in the guide refers only to situations where the dependent clause describes a condition to be met before the action in the instruction is done, which is not the case here. Write only one instruction per sentence.
5.3
Write more than one instruction per sentence only when more than one action is done at the same time. 5.4
In an instruction, write the verb in the imperative ("commanding") form. 5.5
If you start an instruction with a descriptive statement (dependent clause), you must separate that statement from the rest of the instruction with a comma. Descriptive writing 6.1
Keep sentences in descriptive writing as short a possible (25 words maximum). 6.4
Each paragraph must have only one topic.
It is by no means incidental that these various collections of CL rules-from AECMA, Bull and Perkins, among others-call themselves guides. They are all documents which rely on the intelligence and experience of human authors for their sensible interpretation and application to their writing tasks. As such, their purpose is essentially didactic; they serve to train new staff and provide a common, prescriptive reference within the company. But they also assume-and therefore do not make explicit-a great deal of knowledge about technical authoring in general.
Challenges for the development of controlled languages
For a writers' guide, it is a sensible strategy to leave implicit information that can be assumed known to the reader. But if we want to conduct a critical review of an existing CL (Hartley and Paris 1997a) or develop a new CL from first principles, we need not only a precise but also a complete specification of the object of our attention. We outline three challenges for this enterprise.
Distinguishing between linguistic levels
We can "unpack" some of the rules in Table 2 to reveal the linguistic levels at which they apply.
• Pragmatics: The communicative goal of the writer towards the reader is in the realm of pragmatics. Differences of intention are reflected in the categorisation of rules as applying to procedures, where the goal is to instruct, or to descriptions, where the goal is to inform. Rules applying to sentences can be assumed to hold generally, whatever the communicative intention of that piece of text. Rules 5.2 and 5.3 relate pragmatic concerns (instructions) to semantic concerns (actions), while 5.4 links pragmatics to syntax.
• Semantics: The domain of semantics is relation of language to the state of the world. The applicability of rules 4.1 and 6.4 appeals to a notion of semantic uniqueness. The logical conclusion that we draw from them is paragraphs will never be more than one sentence in length. However, we have already seen in Example (2) that there may be difficulties in circumscribing "a topic". And our intuitions tell us that the scope of "topic" envisaged in 4.1 is narrower than in 6.4. Rule 5.3 likewise relies on knowledge of events in the world.
• Syntax: All the rules have a syntactic dimension. What is interesting is to see whether the source of the constraints on the syntax is pragmatic, semantic or both. Another noteworthy observation is the range of syntactic phenomena that are subject to constraints: sentence constituents (4.2), conjunction and clause complexity (4.4), voice (5.4) and clause ordering (5.5).
• Punctuation: In rule 5.5, punctuation is governed by a cluster of pragmatic and syntactic factors.
• Layout: Rule 4.3 links layout to semantics. The full explanation in the guide makes it clear that "complexity" is here an inherently semantic notion-a reference to complex actions and events-rather than a syntactic one. However, the definition of "complex" is left tacit. The notion of "paragraph" mentioned in 6.4 also belongs to this level. Even this cursory analysis shows the reduction of CLs to "a limited set of syntactic constructions" to be a simplistic characterisation. An understanding of the interaction of factors at all these linguistic levels is a prerequisite for advancing the development of CLs on a principled basis.
Introducing greater context sensitivity
As we have just seen, the applicability of some CLs is explicitly localised to a certain section of a document, such as a procedure, description, caution or warning. Other rules are not restricted in this way and can be assumed to be valid in any and every section. One example of a global rule is the prohibition-widespread in English-based CLs-of the "-ing" form, in part because of the kind of ambiguity illustrated in Example (5). (5) However, in software manuals, for example, the form is commonly used in the body of instructions (6) (6) Insert the text by pressing Command + V. and in headings (7) (7) Creating files where the nominalisation "creation of files" would be highly unusual. The prohibition appears to be motivated more by a wish to palliate the failings of a machine translation system than by a wish to improve readability for a human audience. As Lux (1998b) observes, one objective in designing writing rules is to "encourage the use of already frequent structures [and] …respect the writers' styles and habits." To this we can add the objective of meeting the readers' expectations.
In her analysis of a large corpus of CL-compliant documents, Lux (1998a Lux ( , 1998b ) distinguishes generic writing rules, which apply to all document types, and specific writing rules, which differ from one document type to another. She concludes with a recommendation to increase the number of specific rules, which has the effect of locally approving or even imposing forms previously outlawed. For example, modals remain prohibited in procedures but are permitted in warnings; and passives-generally strongly disapproved-are in fact required, with "shall", in specifications (8).
(8) Adequate space shall be allocated so that system installation can be completed easily.
We can expect this trend towards context-specific rules to accelerate. We can also expect that machine translation systems will be enabled to take context into account, since they will be able to identify the context from the mark-up tags-SGML or XML-defining the structure of the document.
Increasing portability to other human languages
A great deal of effort is currently being put into developing CLs for human languages other than English, as we noted in Section 2. Given the predominance of English-based CLs, it is understandable that developers have taken them as models to be "ported" to a new language. The best-documented instance of this is GIFAS (1996) Français Rationalisé (FR), which has been subject to the particular constraint of being "equivalent to" the AECMA standard.
The developers of FR chose to achieve this equivalence by translating the English rules into French (Barthe 1997 (Barthe , 1998 , a strategy that encountered numerous obstacles, which we can characterise by Example (9) involving the verb empêcher. 'Prevent that the flaps move.'
Of these three syntactically correct wordings, (9c) is prohibited in FR because the subjunctive is prohibited and empêcher requires the dependent verb to be in the subjunctive; (9b) is prohibited because the direct translation into English contains the prohibited "-ing" form. Thus only (9a) is allowed, even though not all actions may be expressible by a noun in French, and (9b) is the simplest wording.
This example illustrates the problems inherent in trying to impose equivalence at the level of linguistic form, particularly when the forms are not functionally equivalent-as is the case with the simple past tenses in English and French, for example.
The AECMA/GIFAS pair is a special case where direct translation may be defended on the grounds of practical expediency. But we must not forget that the restrictions that English-based CLs place on linguistic form reflect the particular structural properties of English. AECMA rule 4.2, for instance, which proscribes the omission of determiners, is directly motivated by the impoverished morphology of English which results in the verb-noun and verb-adjective homography seen in Example (1). A telegraphic style of French that omitted articles would be unlikely to lead to word-class confusions, even if this style is rarely seen in fact in French technical writing. In the general case, then, the wisdom of calquing English rules is open to question.
Summary
From the technical author's perspective, CLs are perceived as tightly-specifiedsometimes too much so. From the designer's perspective, in contrast, CLs appear greatly underspecified. While some constraints on syntactic form may be quite clear, the link to syntax from semantics and the pragmatic context are tenuous and ill-defined. Similarly, while the need for context-sensitive rules is acknowledged, our understanding of what constitutes a context is hazy. Finally, language-specific rules are not differentiated from rules which are valid across languages.
We call this hiatus between form and function the "controlled language gap". It is possible that work on CLs can benefit from the ideas in NLG research for using pragmatic context and semantics to guide text production.
Natural language generation as a reference model
Natural language generation (NLG) involves a computer system constructing an appropriate text in response to some communicative goal.
2 As we saw in Section 4.1, communicative goals are rather abstract, whereas text is concrete. The task in NLG is to bridge this divide; and the principal question is one of choice, since human languages offer so many ways of structuring a text or expressing a particular idea. An NLG system must be capable of making the right choices for the communicative situation in which it is to be used.
Architecture of a natural language generation system
An NLG system's decision-making process is embedded in its overall organisation, or architecture, which we now describe.
It needs to exploit different types of knowledge, which we can exemplify here by reference to an imaginary system designed to generate instructions to make a cup of instant coffee.
• Semantic information: The system needs access to concepts for ingredients (e.g., coffee, water), utensils (e.g., cup, spoon), agents (e.g., consumer) and actions (e.g., pour, stir). It also needs to "know" how all of these are associated in a task plan which will result in the efficient and successful performance of the task. This information is represented in a domain knowledge base.
• Linguistic resources: The system needs access to representations of appropriate text types; in this instance, recipes are the most obvious model. It also needs a lexico-grammar with the appropriate coverage, including, in this case, the necessary lexical items and the ability to generate imperatives. The system must then be capable of applying these sources of knowledge to the task of generating the instructions. A typical NLG system breaks this down into a number of subtasks, each being the responsibility of a particular program module. In a simple architecture the output of one module is the input to the next, pipeline fashion.
• Document planner: Given a communicative goal to fulfil, this module has to determine the content of the document and decide how chunks of information should be distributed over the document structure. This is the first step in the process of mapping from function to linguistic form. For this, it needs access to both the domain knowledge base and the models of text types. Its output is a document plan, which specifies units of information corresponding to sections and paragraphs and the rhetorical relations between them.
• Microplanner: Given a document plan, this module has the job of selecting words and structures from the lexico-grammar and of deciding whether to refer to a concept as, for example, "the coffee jar", "the jar" or "it" at any given mention. It also has to determine the scope of individual sentences. It can require access to all of the knowledge sources we have identified. Its output is a text specification; by this point, the choices have been made. These decisions must be sensitive to their local context within the plan.
• Surface realiser: The job of this module is to follow the text specification, converting it into a grammatically correct text with the required word forms, punctuation and layout. To do this, it calls on the lexicogrammatical resources. A multilingual generation (MLG) system proceeds in the same manner. It needs lexicons, grammars and surface realisers for each of its languages. But in technical domains, the knowledge base is commonly a language-neutral resource shared by all the realisers. Document planning likewise tends to be language-neutral, and it is only at the microplanning stage that language-specific variations may appear.
reference model for exercising explicit control over the linguistic characteristics of a document. Since NLG systems and CLs share this common purpose, we can view the challenges for CL development in terms of some achievements in the field of NLG.
In what corresponds to producing resources for NLG, CL developers are very successful in defining the specific grammatical constructions and lexicon needed within the field of application. Classically, the construction of new CLs is grounded in the analysis of an existing sublanguage, represented by a corpus of documents (van der Eijk, de Koning and van der Steen 1996). A few leading companies have terminological databases which represent in an abstract way the sequence of steps necessary to perform this or that task, which is tantamount to building a domain knowledge base of the kind just decribed (Schütz 1999) . As for text types, any company using a CL will have developed Document Type Descriptions (DTDs)-usually defined in SGML or XML-which define the macrostructure of the documents that it produces.
By analogy with NLG processes, DTDs make the "top" end of document planning quite clear, insofar as they specify the overall shape of a document and the distribution of content. But it is at what corresponds to the "bottom" end of document planning and in microplanning that the gap appears, as we saw in Sections 4.1 and 4.2. This is not to say that technical authors have special difficulties with these tasks, assuming, that is, that humans work broadly along these lines. Professional authors excell at realising surface texts that achieve the set communicative goal. The gap comes rather from the difficulty of capturing their expertise and making their working principles explicit.
Plugging the gap
A good way to uncover the motivation behind writers' decisions is to undertake a detailed analysis of the texts they produce. We outline below two analyses carried out in order to provide adequate linguistic resources and planning mechanisms for an NLG system. Although different in scope, they have in common the ambition of mapping syntactic features of the surface text to underlying semantic and pragmatic factors. The second analysis also tries to address the challenge of making these mappings context sensitive.
Generation and enablement
As we have said, CLs are widely used in the authoring of manuals that detail procedures to be performed, hence rules like 5.3 above that govern how actions are described in words. This issue is of equal interest in NLG. Using a corpus of naturally-occurring French and English instructional texts, Delin, Hartley and Scott (1996) looked at the expressions available in each language for conveying certain relations between pairs of actions. The relations on which they focused were the semantic relations of GENERATION and ENABLEMENT. Informally, in the case of GENERATION, performing action α automatically results in the occurrence of action β, as in Example (10). (10) 
c. Press the switch (α) to turn on the light (β).
In the case of ENABLEMENT, performing action α brings about a set of conditions that are necessary but not necessarily sufficient for performing action β, as in Example (11). (11) a. Unplug the device (α) before cleaning it (β).
b. *Clean the device (β) by unplugging it α). c. Unplug the device (α) to clean it (β).
The wordings of (10a) and (11a) unambiguously express the respective semantic relation-as the unacceptability of (10b) and (11b) attest. In (10c) and (11c), however, the wording gives no such clear signal; correct interpretation relies on the reader's knowledge of the semantics, that is, knowing whether completing the task necessitates a subsequent action (11b) or not (11a).
One goal of this analysis was to identify the range of permissible expressions of each relation, the preferred expressions, those that are ambiguous and those which are not. This is consistent with the aim of CLs to avoid ambiguity while trying to preserve established forms of expression. Interestingly, the two languages differed in their preferred mappings from semantics to syntax, even where they both had syntactically similar structures available. In the expression of ENABLEMENT, for example, the preferred wordings were by DOing and pour FAIRE. This is further evidence that the translation approach adopted by GIFAS (1996) encounters obstacles when structural similarity and functional equivalence diverge across languages.
Another goal was to find explanations for expressions of ENABLEMENT where the expression of β preceded the expression of α, the reverse of events in the world, as in (12).
(12) a. Before cleaning the device (β ) unplug it (α).
b. To clean the device (β) unplug it (α).
This ordering seems to be chosen either to prevent the user from making a mistake in performing a task prematurely (12a), or to present the purpose (β) of action (α) and to indicate to the reader that the goal named in this purpose is either optional or contrastive. Insights like these, linking syntax to semantics and pragmatics in a precise way, can be exploited by the developers of CLs, as can the methods for gaining them.
Task structure and genre
Going beyond pairs of actions to consider whole tasks, it is useful to establish whether there are any significant correlations between a semantic model of the user's tasks and linguistic features of their expression in a manual. If so, these correlations might be used to control the choices of an NLG system. Equally, for CL developers they might provide a useful bridge between relatively coarsegrained DTDs and fine-grained syntactic constraints.
In this vein, Hartley and Paris (1996) examined sections of a French software manual, using a larger number of semantic units than Delin, Hartley and Scott (1996) but adopting a similar approach in establishing the range of expressions of each unit. The semantic model comprised the elements of the underlying task structure, which would be represented in an NLG system's domain knowledge base as a procedural plan for performing the task. The following task structure elements were used.
• Goals: actions that users can adopt as goals and which motivate the use of a plan; • Functions: actions that represent the functionality of an interface objectsuch as a button; • Constraints and preconditions: states which must hold before a plan can be employed successfully; • Results: states which arise as planned or unplanned effects of executing a plan; • Substeps: actions which contribute to the execution of a plan. They coded the corpus for a large number of syntactic features, including clause complexity, agency, modality and polarity. While certain features or clusters of features tended to co-occur with certain task structure elements, overall the correlations were not strong enough to constrain an NLG system to generate texts of the desired form. Their next step was to establish the mappings between the same set of grammatical features and sections of text with a distinctive communicative goal, notably procedures and ready-reference. These sections were termed genres, and they correspond to what Lux (1998b) called textual modules defined by different DTDs. Again, certain features tended to be more present in one genre than in another, but no clear patterns emerged. However, when the task and genre analyses were overlaid to show, for example, which grammatical features co-occurred with goals in procedures or with results in ready reference, strong or even absolute preferences for the form of expression became apparent.
So this approach offers not only prospects of control over the output of an NLG system, but also a possible answer to the challenge of formulating context sensitive CL rules.
Prospects for future research
We have outlined some analytical approaches that have been used in the service of natural language generation, a process which entails making choices every step of the way from the starting point-a communicative goal-to the final destination-a text. The results have helped to establish a useful mapping between formalsyntactic-features on the one hand and functional-semantic and pragmaticfeatures on the other, which can provide the basis for making these choices.
As far as controlled language research is concerned, we believe that the corresponding middle territory between DTDs and sentence rules-the controlled language gap-is under-explored. Charting it would advance our current explicit understanding of controlled languages and further enhance their commercial utility. In particular, we believe that applying some of the analyses and mappings tested in natural language generation can provide guidance in bridging this gap.
As regards translation, we hope first to have explained the reasons behind the current intense interest in controlled languages for multilingual documentation. Moreover, we have introduced a framework which-for instructional texts at least-offers a means of capturing the functional equivalence of formally different expressions across languages, at the same time as functional distinctions between formally cognate expressions.
Notes
1 For a concise state of the art in CLs, see (Wojcik and Hoard 1997) . The proceedings of two international workshops on CLs are contained in (CLAW96 1996; CLAW98 1998) . These publications also discuss automated checkers that help writers conform to a standard, a topic not addressed in this chapter. 2 Reiter and Dale (in press) offers a comprehensive overview of natural language generation. We adopt their terminology in our description of the architecture of NLG systems. 3 The generation by computer of parallel, multilingual texts-multilingual generation (MLG)-is an emerging technology whose potential to compete with machine-aided translation is considered by Hartley and Paris (1997b) .
