Abstract -Large datasets can be analyzed through different linear and nonlinear methods. Most frequently used linear method is Principal Component Analysis (PCA) known also as EOF (Empirical Orthogonal Function) analysis, permitting both clustering and visualizing high-dimensional data items. However, many problems are nonlinear in nature, so, for analyzing such a problems some nonlinear methods will be more appropriate. The SOM (Self-Organizing Map) neural network is very promising tool for clustering and mapping spatial-temporal datasets describing nonlinear phenomena. The SOM network is applied on the precipitation and temperature data observed in the region of Serbia and Montenegro during 48 years period (1951-1998) and the zonal maps of homogeneous geographical units are derived. These maps are compared with those recently derived via EOF analysis. Significant similarity of results derived from the two methods confirms high efficiency of the SOM network in analyzing spatial-temporal fields. Moreover, the SOM neural network is more appropriate in analyzing climate data since both climate data and the SOM analyzing method are nonlinear in nature.
I. INTRODUCTION
In large datasets, such as medical data sets (EEG=electroencephalographic, MEG=magnetoencephalo-graphic, or similar), telecommunication signals, meteorological and climate data, etc., it is very difficult to represent the data in terms of statistically independent variables and separate dominant patterns from other artifacts, which are usually assumed to as background noise. An increase in the amount of data may even have the opposite effect! If the goal is simply to try to make sense out of a dataset to generate reasonable hypothesis, it paradoxically seems that the more data there is available, the more difficult is to understand the dataset. The relevant data are hidden among the large amounts of multivariate data. A data-driven search for statistical insights and models is traditionally called exploratory data analysis [1] . This method can be used as tools in knowledge discovery in databases. In the discovery process the data mining is one of necessary steps, a step in which interesting patterns of the data are to be found. Irini There are a number of different methods to be applied on large datasets in order to analyze their spatial and temporal variability. Methods can be roughly divided into linear and non-linear ones. Classical linear methods such as the correlation and Fourier analysis give significant insight into the nature of the process extracting dominant patterns and indicating to the similarities between different datasets.
Very powerful tool for deriving the dominant patterns from a statistical field (a random vector, usually indexed by location in space) came from linear algebra. The method known as the Principal Component Analysis (PCA) (or the eigenvector analysis) described by Pearson in 1902 [2] and latter on by Hotelling [3] can be used to display the data as a linear projection on such a subspace of the original data space that best preserve the variance in the data. This method, under the name Empirical Orthogonal Function (EOF) analysis, was introduced into meteorology by Lorenz, in 1956 [4] .
The EOF finds a lower-dimensional space, which optimally characterizes the data, so that the sum of squares of orthogonal deviations of the data points from the hyperplane is minimized [5] - [6] . If the structure of data is inherently linear then the EOF is an optimal feature extraction algorithm. Unfortunately, real world phenomena are characterized by a variety of different and complex influences affecting datafield and producing the nonlinear nature of the system. The nonlinearities and the instabilities make such a system unpredictable beyond certain characteristic times. Since the EOF is a linear method it cannot take into account nonlinear structures. This method tries to express some nonlinearities, but if the dataset is high-dimensional and/or highly nonlinear it may be difficult to express it with linear projections onto a low-dimensional space, even in some simple cases. So, the appropriate method to be applied on such data should be non-linear one.
Several non-linear methods are applied in analyzing data describing non-linear systems. For instance, Nonlinear Principal Component Analysis (NLPCA) using neural network (NN) was first introduced by Kramer [7] in the chemical engineering, and is now used in many fields. Tangang et al. [8] constructed the NN model to forecast the sea-surface temperature anomalies for the three Nino regions (Nino 3, Nino 3-4, and Nino 4) using the extended empirical orthogonal functions of the sea level pressure field as inputs. Hsieh [9] using an NN approach as well recently introduced nonlinear Canonical Correlation Analysis (NLCCA). Although NLCCA has been demonstrated with synthetic data, it has yet to be applied to real data, too -to the analysis of the tropical climate variability [10] . Among others, the fractal and multifractal analyses, as applied in [11] - [13] , may be efficient tools in analyzing meteorological data.
Quickly producing and visualizing basic features of datasets are very useful for different purposes. Certainly, the simplest method to visualize the dataset is to plot a profile of each item -like the x-y curve (or scatterplot), or the x-y-z surface. The major drawback of these methods is that they do not reduce the amount of data. If the dataset is large, the display consisting of all data is almost unusable. Some kinds of summaries of the dataset are more appropriate. As noted earlier, the PCA (EOF) or the NLPCA, reduces the dimensionality of the dataset by projecting the data from Mdimensional original space to the lower P-dimensional space (P<<M) containing only (a few) dominant modes in EOF. An alternative approach is the clustering method, which reduces the amount of data by categorizing or grouping similar data items together. A variant of this method is the vector quantization, very often used in signal and image processing. The Self-Organizing Map (SOM) introduced by Kohonen [14] - [15] is a neural network algorithm that can be used at the same time both to reduce the amount of data by clustering, and for projecting the data nonlinearly onto a lower-dimensional display [16] - [17] .
This paper investigated the use of neural network, particularly, the use of the SOM structure, for clustering and regionalizing spatial-temporal fields of nonlinear data.
As an example we will analyze the monthly averaged meteorological datasets observed in Serbia and Montenegro (former Yugoslavia) during the 48-year period (from 1951 to 1998). In Section II the brief review of SOM neural network and its use in analyzing spatial-temporal variability of data fields, is expressed. The results of mapping the precipitation and temperature datasets in Serbia and Montenegro using SOM network, are presented in Section III.
II. SOM NETWORK IN SPATIAL-TEMPORAL DATA ANALYSIS
Kohonen neural networks belong to the class of selforganizing systems. Such systems have the ability to learn without the teacher and without a priori given output patterns. Self-organizing networks modify their connection weights based only on the characteristics of the input patterns.
Basically, Kohonen's SOM neural network consists of two layers: the input buffer layer (typically, but not necessary, in the form of linear array), and a Kohonen layer consisting of L cells (neurons). Cells in Kohonen layer are typically located on a regular low-dimensional grid, usually 1-or 2-dimensional (the lattice of the grid is either rectangular or hexagonal). A sketch of SOM network with M=3 inputs and L=4x2=12 neurons is depicted in Fig. 1 
is applied to the buffer layer. Each input is connected to all of neurons via corresponding weights w ji : j=1,2,…,L; i=1,2,…,M. In Fig. 1 only for the first input, x 1 , all interconnections are depicted. 
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Neurons in Kohonen layer are fully connected: the self-feedback and lateral feedback connections exist (not shown in Fig. 1 ). The weighted sum of input signals at each neuron is designed to perform feature detection: each neuron produces a selective response to a particular set of input signals. The feedback connection is usually described by a Mexican hat function, Fig. 2a , having the maximum (positive value = excitatory effect) at the position of given neuron and the minimum (negative value = inhibitory effect) around the given neuron. In this way the activated cell produce excitatory effect just in its close surrounding but also the inhibition effect in wider area [15] . The basic mechanism in the SOM network is a competitive learning. Each neuron has a Mdimensional synaptic weight vector , also referred to as a reference vector. Initially, the reference vector has randomly distributed components . Then the reference vector is compared with the input signal x, and the distances between input and reference vectors are derived. Usually, Euclidean distance is assumed, although other choices are possible as well. The best-matching unit (BMU), or the 'winner', is the neuron whose reference vector , is nearest to the input, i.e., which satisfy the condition
At the next step the reference vectors are updated. The BMU and its topological neighbors are moved towards the input vector in the input space, according to the update (learning) rule
where is the learning rate, and is a neighborhood kernel (lateral control of plasticity) [14] , centered on the winner unit . The kernel can be, for instance, Gaussian one:
as in Fig. 2b , where and are positions of the winner neuron b and arbitrary neuron j on the SOM grid and is the neighborhood radius at time step k. Both learning rate and the kernel radius decrease monotonically with time. The lateral control of plasticity permits to form a "bubble" of activity, containing a number of activated neurons. During learning, reference vectors form a two-dimensional 'elastic network' that follows the distribution of the input data, as illustrated in Fig. 3 . The BMU unit is the white cell closest to the target x, and neighboring cells lie under the circle centered at the BMU. Black dots denote the situation before updating while gray dots in Fig. 3b correspond to situation after updating at the step k. The lines show neighborhood relations. In this adaptive process the neurons gradually become sensitive to different input categories. Different neurons become specialized to represent different types of inputs, enabling thus the visualization of the input process. By visualization of clusters obtained after applying the SOM, the structure similar to dominant mode(s) of the EOF arises. Having in mind that the neural networks, in general, are capable to reconstruct the missing data in the input ] vector x, the application of such networks in analyzing the climate data is very promising [18] . Moreover, being nonlinear in nature, the SOM produces even better results in clustering (nonlinear) climate data than the EOF method.
III. SOM NEURAL NETWORK IN MAPPING THE CLIMATE DATASETS IN SERBIA AND MONTENEGRO
Meteorological data are usually expressed in the form , where each variable is a time series of K observations measured on the ith location (meteorological station), i.e.,
. In this way a large spatial-temporal field of data is obtained. Description of the climate considered primarily of estimates of its mean state and estimates of its variability about that state. The main purpose of this description is to define 'normal state' and 'normal deviation', which are usually displayed as maps. These maps are then used for regionalizing, i.e., for identifying homogeneous geographical units, as well as for planning, and forecast. These maps usually are derived by applying EOF analysis. Since the climate system is non-linear some nonlinear analyzing methods are more appropriate. Here we will apply the SOM neural network to investigate spatial distribution of monthly averaged data observed in the region of Serbia and Montenegro during the 48-year period (from 1951 to 1998). Only the precipitation and the temperature data fields will be presented here. Recently, similar analysis in analyzing some other climate data corresponding to the same region was derived in [19] - [21] . Fig. 4 the procedure of clustering the precipitation field by using SOM is illustrated. The discrete input field is depicted in Fig. 4a : the x-y positions of inputs (locations of 29 stations where precipitation is measured) and the magnitudes of measured data at each location. Spatial coordinates x-y are placed in normalized grid roughly corresponding to the limits of physical (geographical) coordinates of the region of Serbia and Montenegro; i.e., point (0,0) in Fig. 4 corresponds to the far west-south point on the grid: 18.25 0 E, 41.50 0 N; while (1,1) denotes the eastnorth limit: 23.25 0 E, 46.50 0 N. The magnitudes of data patterns, z-coordinates, are normalized as well. In our example 576 data patterns (= 48 years x 12 months) data exist at each location. In Fig. 4b the initial SOM state is presented -a random field on rectangular grid. The final state of the SOM network, after training, is depicted in Fig.  4c . From the final state, by constructing contour lines and converting normalized x-y coordinates to the real ones, the map as in Fig. 5a is obtained. As a reference, in Fig. 5b the map of the first EOF mode (which occupy about 59% of the variance), for the same input data [12] is depicted, too.
A high coincidence between the two diagrams in The same analysis was derived for the temperature field. Temperature data were collected from 24 stations during the same 48-year period. In Fig. 6a the SOM output is depicted while in Fig. 6b the map of the first EOF temperature mode, occupying almost whole variance matrix (99.16%) [12] , is depicted.
For the temperature fields, Fig. 6 , high similarity of the two diagrams is evident, too. The zone under the 0.2 iso-line is shadowed in Fig. 6a . Note that the patterns obtained by applying the EOF method [12] are very close to those derived earlier, through the classical meteorological procedure [22] and even much more precise. Note again that, as expected, the SOM algorithm produces even more deta iled map than the EOF. 
IV. CONCLUSIONS
The SOM neural network is very useful in analyzing large datasets since this method can produce both the reducing of amount of data by clustering and the projection the dominant data patterns on a lower-dimensional display. This method of data field analysis is applied on the climate data observed in the region of Serbia and Montenegro during 48 years period . The clustering of precipitation and temperature fields were under the investigation. It was shown that SOM algorithm is very effective in mapping these spatial-temporal fields. The results were compared to the EOF regionalization of the same datasets, recently derived in [12] . A high coincidence between maps produced from the two different methods indicates to the efficiency of the SOM algorithm. Moreover, as concluded by a number of authors [18] - [21] , the neural network, being nonlinear in nature, produces more accurate results in analyzing climate data since the nature of these data are nonlinear, too.
