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Abstract
We study the Lefschetz fixed point formula for constructible sheaves with
higher-dimensional fixed point sets. We give another proof to the explicit de-
scription of Lefschetz cycles in our previous paper. For this purpose, we in-
troduce a new notion of shrinking subbundles and describe Lefschetz cycles by
using hyperbolic localization with respect to shrinking subbundles.
1 Introduction
In our previous paper [IMT], we gave the explicit description of Lefschetz cycles (see
[IMT, Theorem 5.10]). This enabled us to calculate local contributions in the Lef-
schetz fixed point formula for constructible sheaves in many cases. However, in [IMT],
only expanding subbundles were explored and therefore the proof needed some very
technical lemmas. In this paper, we introduce a new notion of shrinking subbundles
and prove the theorem in a different and straightforward way by using them. More
precisely, the proof in this paper goes as follows. First, we show that the constructible
function of hyperbolic localization with respect to shrinking subbundles is equal to
that with respect to expanding subbundles defined in [IMT] (see Proposition 4.6).
Next, we prove that the Lefschetz cycle is equal to the characteristic cycle of the con-
structible function of hyperbolic localization with respect to shrinking subbundles (see
Proposition 4.7). In the last section, we explicitly calculate local contributions in the
Lefschetz fixed point formula by our method for some examples.
The strategy of the proof in this paper is motivated by the previous works of
Goresky-MacPherson [GM] and Braden [B]. Indeed, in [GM] the authors showed
that the constructible functions with respect to expanding and shrinking subbundles
coincide under some assumptions, which are much stronger than ours. Note also
Braden [B] showed that hyperbolic localization with respect to special expanding and
shrinking bundles are isomorphic to each other in the special setting.
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2 The Lefschetz fixed point formula for constructible
sheaves and local contributions
In this paper, we mainly follow the notation of [KS1]. Let X be a real analytic
manifold. We denote by Db
R-c(X) the full subcategory of D
b(X) consisting of bounded
complexes of CX-modules whose cohomology sheaves are R-constructible (see [KS1,
Chapter VIII] for the precise definition). Let φ : X −→ X be a real analytic self
map of X . Let F be an object of Db
R-c(X) and Φ be a lift of φ, that is, a morphism
Φ: φ−1F −→ F in Db
R-c(X). If the support Supp(F ) of F is compact, H
j(X ;F ) is a
finite-dimensional vector space over C for any j ∈ Z. Hence, in this situation, one can
define the following number associated with the pair (F,Φ).
Definition 2.1. One defines the global Lefschetz number of the pair (F,Φ) by
tr(F,Φ) :=
∑
j∈Z
(−1)jtr
(
Hj(X ;F )
Φ
−→ Hj(X ;F )
)
∈ C, (2.1)
where the morphism Hj(X ;F )
Φ
−→ Hj(X ;F ) is induced by
F −→ Rφ∗φ
−1F
Φ
−→ Rφ∗F. (2.2)
Let M := {x ∈ X | φ(x) = x} be the fixed point set of φ. Consider the diagonal
embedding δX : X −֒→ X ×X of X and the closed embedding h := (φ, idX) : X −֒→
X ×X associated with φ. Denote by ∆X (resp. Γφ) the image of X under δX (resp.
h). Then M ≃ ∆X ∩ Γφ and we obtain a chain of morphisms
RHomCX (F, F ) ≃ RΓ (X ; δ
!
X(F ⊠DF ))
−→RΓSupp(F )∩∆X (X ×X ; h∗h
−1(F ⊠ DF ))
≃ RΓSupp(F )∩∆X (X ×X ; h∗(φ
−1F ⊗DF ))
Φ
−→RΓSupp(F )∩∆X (X ×X ; h∗(F ⊗DF ))
−→RΓSupp(F )∩∆X (X ×X ; h∗ωX)
≃ RΓSupp(F )∩M (X ;ωX),
where ωX ≃ orX [dimX ] is the dualizing complex of X and DF = RHomCX (F, ωX) is
the Verdier dual of F . Taking the 0-th cohomology, we get a morphism
HomDb(X)(F, F ) −→ H
0
Supp(F )∩M (X ;ωX). (2.3)
Definition 2.2 ([K2]). One denotes by C(F,Φ) the image of idF under the mor-
phism (2.3) in H0supp(F )∩M (X ;ωX) and calls it the characteristic class of (F,Φ).
Theorem 2.3 ([K2]). If Supp(F ) is compact, then
tr(F,Φ) =
∫
X
C(F,Φ). (2.4)
Here
∫
X
: HdimXc (X ; orX) −→ C is the morphism induced by the integral of differential
(dimX)-forms with compact support.
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Let M =
⊔
i∈I Mi be the decomposition of M into connected components and
H0Supp(F )∩M(X ;ωX) =
⊕
i∈I
H0Supp(F )∩Mi(X ;ωX),
C(F,Φ) =
⊕
i∈I
C(F,Φ)Mi
be the associated decomposition.
Definition 2.4. If Supp(F ) ∩Mi is compact, one sets
c(F,Φ)Mi :=
∫
X
C(F,Φ)Mi (2.5)
and calls it the local contribution of (F,Φ) from Mi.
By Theorem 2.3, if Supp(F ) is compact, the global Lefschetz number of (F,Φ) is
the sum of local contributions:
tr(F,Φ) =
∑
i∈I
c(F,Φ)Mi . (2.6)
Hence, the next important problem is to calculate the local contribution c(F,Φ)Mi.
3 Lefschetz cycles and microlocal index formula
In this section, we recall Lefschetz cycles defined in Matsui-Takeuchi [MT]. Assume
that the fixed point set M = {x ∈ X | φ(x) = x} of φ : X −→ X is a smooth
submanifold of X . Then the differential of φ induces the endomorphism φ′ of the
normal bundle TMX : φ
′ : TMX −→ TMX .
Definition 3.1. Let V be a finite-dimensional vector space over R. For an R-linear
endomorphism f : V −→ V , one sets
Ev(f) := {the eigenvalues of fC : V C −→ V C} ⊂ C, (3.1)
where V C is the complexification of V .
We also assume that
“1 /∈ Ev(φ′x) for any x ∈M”. (3.2)
Note that this assumption is equivalent to
“Γφ = {(φ(x), x) ∈ X ×X | x ∈ X} intersects with ∆X cleanly along M in X ×X”.
Under the above assumptions, one can show that F = T ∗Γφ(X×X)∩T
∗
∆X
(X ×X) is a
vector bundle over M ≃ Γφ ∩∆X and isomorphic to T
∗M . In this situation, Matsui-
Takeuchi [MT] constructed a Lagrangian cycle LC(F,Φ) ∈ H0SS(F )∩F(F ; π
−1
M ωM) in
F ≃ T ∗M , called the Lefschetz cycle of (F,Φ). Here SS(F ) ⊂ T ∗X denotes the micro-
support of F . One can calculate local contributions of (F,Φ) as intersection numbers
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of continuous sections of F ≃ T ∗M and LC(F,Φ) as follows. Let M =
⊔
i∈I Mi be
the decomposition of M into connected components. Then we get a decomposition
F ≃
⊔
i∈I Fi with Fi ≃ T
∗Mi. Moreover we obtain the associated decomposition
LC(F,Φ) =
∑
i∈I
LC(F,Φ)Mi (3.3)
of LC(F,Φ), where LC(F,Φ)Mi is a Lagrangian cycle in Fi ≃ T
∗Mi. Now let us fix
a fixed point component Mi and assume that Supp(F ) ∩ Mi is compact. We shall
show how the local contribution c(F,Φ)Mi ∈ C of (F,Φ) from Mi can be expressed
by LC(F,Φ)Mi. For simplicity, we denote Mi, Fi, LC(F,Φ)Mi, c(F,Φ)Mi by M , F ,
LC(F,Φ), c(F,Φ), respectively. With any continuous section σ : M −→ F ≃ T ∗M
of the vector bundle F , we can associate a cycle [σ] ∈ H0σ(M)(F ; π
!
MCM) which is the
image of 1 ∈ H0(M ;CM ) by the isomorphism H
0
σ(M)(T
∗M ; π!MCM) ≃ H
0(M ; (πM ◦
σ)!CM) ≃ H
0(M ;CM) (see [KS1, Definition 9.3.5]). If σ(M) ∩ supp(LC(F,Φ)) is
compact, we can define the intersection number #([σ]∩LC(F,Φ)) of [σ] and LC(F,Φ)
to be the image of [σ]⊗ LC(F,Φ) by the chain of morphisms
H0σ(M)(F ; π
!
MCM)⊗H
0
supp(LC(F,Φ))(F ; π
−1
M ωM) −→ H
0
σ(M)∩supp(LC(F,Φ))(F ;ωF)∫
F−→ C.
Theorem 3.2 ([MT, Theorem 4.8]). Assume that Supp(F )∩M is compact. Then for
any continuous section σ : M −→ F ≃ T ∗M of F , one has an equality
c(F,Φ) = #([σ] ∩ LC(F,Φ)). (3.4)
Remark. Guillermou [G] defined the microlocal Lefschetz classes of elliptic pairs in
more general situations. Note also that if φ = idX , M = X and Φ = idF , the La-
grangian cycle LC(F,Φ) coincides with the characteristic cycle CC(F ) of F introduced
by Kashiwara [K1]. For recent results on this subject, see also [KS2], [I], etc.
As a basic property of Lefschetz cycles, we have the following homotopy invariance.
Let I = [0, 1] and let φ : X× I −→ X be the restriction of a morphism of real analytic
manifolds X × R −→ X . For t ∈ I, let it : X −֒→ X × I be the map defined by
x 7−→ (x, t) and set φt := φ ◦ it : X −→ X . Assume that the fixed point set of φt
in X is a smooth submanifold of X and does not depend on t ∈ I. We denote this
fixed point set by M . Let F ∈ Db
R-c(X) and Φ: φ
−1F −→ p−1F be a morphism in
Db
R-c(X × I), where p : X × I −→ X is the projection. We set
Φt := Φ|X×{t} : φ
−1
t F −→ F (3.5)
and
Ft := T
∗
Γφt
(X ×X) ∩ T ∗∆X (X ×X) ≃ T
∗M (3.6)
for t ∈ I.
Proposition 3.3. Assume that Supp(F )∩M is compact and SS(F )∩Ft ⊂ T
∗M does
not depend on t ∈ I as a subset of T ∗M . Then the Lefschetz cycle LC(F,Φt) does not
depend on t ∈ I.
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Next, we shall give a formula which enables us to describe the Lefschetz cycle
LC(F,Φ) explicitly in the special case where φ : X −→ X is the identity map of X
and M = X . For this purpose, until the end of this section, we consider the situation
where φ = idX , M = X and Φ: F −→ F is an endomorphism of F ∈ D
b
R-c(X).
In this case, LC(F,Φ) is a Lagrangian cycle in T ∗X . For a real analytic function
f : Y −→ R on a real analytic manifold Y , we define a section σf : Y −→ T
∗Y of T ∗Y
by σf (y) := (y; df(y)) (y ∈ Y ) and set
Λf := σf (Y ) = {(y; df(y)) | y ∈ Y }. (3.7)
Note that Λf is a Lagrangian submanifold of T
∗Y .
Theorem 3.4. Let X, F ∈ Db
R-c
(X) and Φ: F −→ F be as above. For a real analytic
function f : X −→ R and a point x0 ∈ X, assume that
Λf ∩ SS(F ) ⊂ {(x0; df(x0))}. (3.8)
Then the intersection number #([σf ]∩LC(F,Φ)) (at the point (x0; df(x0)) ∈ T
∗X) is
equal to ∑
j∈Z
(−1)jtr
(
Hj{f≥f(x0)}(F )x0
Φ
−→ Hj{f≥f(x0)}(F )x0
)
. (3.9)
By Theorem 3.4, we can describe the Lefschetz cycle LC(F,Φ) as follows. Let
X =
⊔
α∈AXα be a µ-stratification of X such that
supp(LC(F,Φ)) ⊂ SS(F ) ⊂
⊔
α∈A
T ∗XαX. (3.10)
Then Λ :=
⊔
α∈A T
∗
Xα
X is a closed conic subanalytic Lagrangian subset of T ∗X . More-
over there exists an open dense smooth subanalytic subset Λ0 of Λ whose decomposition
Λ0 =
⊔
i∈I Λi into connected components satisfies the condition
“for any i ∈ I, there exists αi ∈ A such that Λi ⊂ T
∗
Xαi
X”. (3.11)
Definition 3.5. For i ∈ I and αi ∈ A as above, one defines a complex number mi ∈ C
as follows. Take a point p ∈ Λi and set x := πX(p) ∈ πX(Λi) ⊂ Xαi. Take moreover a
real analytic function f : X −→ R defined in an open neighborhood of x in X which
satisfies the following conditions:
(i) p = (x; df(x)) ∈ Λi,
(ii) the Hessian Hess(f |Xαi ) of f |Xαi is positive definite.
Then one sets
mi :=
∑
j∈Z
(−1)jtr
(
Hj{f≥f(x)}(F )x
Φ
−→ Hj{f≥f(x)}(F )x
)
. (3.12)
Corollary 3.6. In the situation as above, for any i ∈ I one has
LC(F,Φ) = mi · [T
∗
Xαi
X ] (3.13)
in an open neighborhood of Λi in T
∗X.
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Now let us define a C-valued constructible function ϕ(F,Φ) on X by
ϕ(F,Φ)(x) :=
∑
j∈Z
(−1)jtr
(
Hj(F )x
Φ|{x}
−−−→ Hj(F )x
)
(3.14)
for x ∈ X . Recall that for a real analytic manifold Z there exists an isomorphism
called the characteristic cycle map
CC : CF(Z)C
∼
−→ Γ (T ∗Z;LZ) (3.15)
between the C-vector space consisting of the C-valued constructible functions on Z
and that of closed conic subanalytic Lagrangian cycles on T ∗Z with coefficients in C.
By Corollary 3.6, we have the following.
Theorem 3.7. In the situation φ = idX , Φ: F −→ F , etc. as above, one has an
equality
LC(F,Φ) = CC(ϕ(F,Φ)) (3.16)
as Lagrangian cycles in T ∗X.
4 Hyperbolic localization by using shrinking sub-
bundles
In this section, we explicitly describe the Lefschetz cycle LC(F,Φ) in many cases.
Let M be a fixed point component of φ : X −→ X and assume that M is a smooth
submanifold of X for simplicity (actually all we need to assume is Supp(F ) ∩M ⊂
Mreg). Throughout this section, we assume the condition
“1 /∈ Ev(φ′x) for any x ∈M”. (4.1)
Here, recall that φ′ : TMX −→ TMX is the endomorphism of the normal bundle TMX
induced by φ. Under the assumptions, F = T ∗Γφ(X × X) ∩ T
∗
∆X
(X × X) is a vector
bundle over M which is isomorphic to T ∗M , and we can define the Lefschetz cycle
LC(F,Φ) in F . Recall also that the characteristic cycle map induces an isomorphism
CC : CF(M)C
∼
−→ Γ (T ∗M ;LM). (4.2)
Thus there exists a unique constructible function θM ∈ CF(M)C on M such that
LC(F,Φ) = CC(θM). (4.3)
The aim of this section is to construct the function θM explicitly.
Under the above assumptions, the fixed point set of φ′ : TMX −→ TMX is the
zero-section M . Let Γφ′ := {(φ
′(p), p) | p ∈ TMX} ⊂ TMX × TMX be the graph of φ
′
and ∆TMX ≃ TMX the diagonal subset of TMX × TMX . Then
F ′ := T ∗Γφ′ (TMX × TMX) ∩ T
∗
∆TMX
(TMX × TMX) (4.4)
is a vector bundle over the zero-section M ≃ Γφ′ ∩ ∆TMX of TMX . Since F
′ is also
isomorphic to T ∗M by our assumptions, we shall identify it with F = T ∗Γφ(X ×X) ∩
6
T ∗∆X (X ×X). Now consider the specialization νM(F ) ∈ D
b
R-c(TMX) of F along M (cf.
[KS1, Section 4.2]). Note that νM(F ) is a conic object on TMX . There is a natural
morphism
Φ′ : (φ′)−1νM(F ) −→ νM (F ) (4.5)
induced by Φ: φ−1F −→ F . Hence from the pair (νM(F ),Φ
′), we can construct the
Lefschetz cycle LC(νM (F ),Φ
′) in F ′ ≃ F .
Proposition 4.1 ([IMT, Proposition 5.1]). In F ≃ F ′, one has
LC(F,Φ) = LC(νM(F ),Φ
′). (4.6)
From now on, we shall identify F ≃ F ′ with T ∗M and describe LC(F,Φ) =
LC(νM (F ),Φ
′). Since our result holds for any conic object on any vector bundle over
M , we consider the following general setting. Let τ : G −→M be a real vector bundle
of rank r > 0 over M and ψ : G −→ G its endomorphism. Assume that the fixed point
set of ψ is the zero-section M of G. This assumption implies that
“1 /∈ Ev(ψx) for any x ∈M”. (4.7)
Suppose that we are given a conic R-constructible object G ∈ Db
R-c(G) on G and a
morphism Ψ: ψ−1G −→ G in Db
R-c(G). Since the fixed point set of ψ is the zero-
section M , we have an isomorphism
F0 := T
∗
Γψ
(G × G) ∩ T ∗∆G(G × G) ≃ T
∗M. (4.8)
Note that the Lefschetz cycle LC(G,Ψ) is a Lagrangian cycle in F0 ≃ T
∗M .
Fix a point x˚ ∈ M and consider the linear homomorphism ψx˚ : Gx˚ −→ Gx˚. Let
λ1, . . . , λd be the eigenvalues of ψx˚ on [0, 1] and λd+1, . . . , λr the remaining ones. Here,
the eigenvalues are counted with multiplicity. Since these eigenvalues vary depending
on x ∈M continuously, we denote their continuous extensions to a neighborhood of x˚
in M by λ1(x), . . . λr(x). Then there exists a sufficiently small ε > 0 such that
λd+1, . . . , λr 6∈ {z ∈ C | |z| ≤ 1,Re z ≥ −ε, | Im z| ≤ ε}. (4.9)
By the continuity of the eigenvalues, there exists a sufficiently small neighborhood U
of x˚ in M such that
λd+1(x), . . . , λr(x) 6∈ {z ∈ C | |z| ≤ 1,Re z ≥ −ε, | Im z| ≤ ε}, (4.10)
λ1(x), . . . , λd(x) ∈ {z ∈ C | |z| ≤ 1,Re z ≥ −ε, | Im z| ≤ ε} (4.11)
for any x ∈ U . If necessary, replacing U by a smaller one, we may assume also that G
is trivial on U . For x ∈ U we set
Px =
1
2πi
∫
C
(z − ψx)
−1dz, (4.12)
where C is the path on the boundary of the set {z ∈ C | |z| ≤ 1,Re z ≥ −ε, | Im z| ≤
ε} ⊂ C. Then Px : Gx −→ Gx is the projector onto the direct sum of the generalized
eigenspaces associated with the eigenvalues in the set. The family {Px}x∈U defines an
endomorphism P of G|U , whose image V ⊂ G|U is a subbundle of G|U .
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Definition 4.2. The subbundle V := ImP ⊂ G|U is said to be the minimal shrinking
subbundle of G|U (on the neighborhood U of x˚ ∈ M).
Recall that for a real vector space V , V C := V ⊗R C denotes its complexification.
Moreover for an endomorphism f : V −→ V of V , we denote by V Cλ the generalized
eigenspace of V C with generalized eigenvalue λ for λ ∈ C.
Definition 4.3 (cf. [KS1, Section 9.6]). A subbundle S of G|U(=: U˜) is said to be a
shrinking subbundle if it satisfies the following conditions:
(i) ψ|U˜(S) ⊂ S,
(ii) V is a subbundle of S,
(iii) SCx ⊂
⊕
λ6∈[1,+∞)
(Gx)
C
λ for any x ∈ U .
Note that for any x˚ ∈M , there is a sufficiently small open neighborhood U and a
shrinking subbundle S of G|U . Note also that for any shrinking subbundle S of G|U ,
we have (ψ|
U˜
)−1(S) = S.
Definition 4.4 ([B], [KS1]). Let τS : S −→ U be a shrinking subbundle of G|U(= U˜).
Consider the sequence of morphisms U
iS
−֒→ S
jS
−֒→ G, where iS is the zero-section of
S and jS is the inclusion. One defines an object G
−1!
S ∈ D
b
R-c(U) by
G−1!S := i
−1
S j
!
SG ≃ RτS∗RΓS(G|U˜) (4.13)
and its endomorphism Ψ−1!S : G
−1!
S −→ G
−1!
S by the composite of the morphisms
RτS∗RΓS(G|U˜) −→RτS∗RΓS ψ˜∗ψ˜
−1(G|U˜)
≃ RτS∗ψ˜∗RΓSψ˜
−1(G|
U˜
) ≃ RτS∗RΓS((ψ
−1G)|
U˜
)
Ψ
−→RτS∗RΓS(G|U˜).
Here one sets ψ˜ := ψ|
U˜
and the first morphism above is induced by the adjunction.
The pair (G−1!S ,Ψ
−1!
S ) is called the hyperbolic localization of (G,Ψ) with respect to the
shrinking subbundle S.
Proposition 4.5. Let x˚ ∈ M be a point of M . Then there exists a sufficiently small
open neighborhood U of x˚ in M such that for any subanalytic relatively compact open
subset V of U and for any shrinking subbundle S of G|U , one has∫
U˜
C(RΓ
V˜
(G)|
U˜
, RΓ
V˜
(Ψ)|
U˜
) = tr((RΓ
V˜
(G))−1!S , (RΓV˜ (Ψ))
−1!
S ). (4.14)
Here one sets U˜ := τ−1(U) and V˜ := τ−1(V ).
The proof of this proposition is similar to that of [KS1, Proposition 9.6.12] and we
omit it here. By the isomorphism (RΓV˜ (G))
−1!
S ≃ RΓV (G
−1!
S ), we obtain an equality∫
U˜
C(RΓ
V˜
(G)|
U˜
, RΓ
V˜
(Ψ)|
U˜
) = tr(RΓV (G
−1!
S ), RΓV (Ψ
−1!
S )). (4.15)
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Take a sufficiently small open subset U of M for which Proposition 4.5 holds
and define a constructible function ϕ(G−1!S ,Ψ
−1!
S ) on it associated with the hyperbolic
localization (G−1!S ,Ψ
−1!
S ) by
ϕ(G−1!S ,Ψ
−1!
S )(x) :=
∑
j∈Z
(−1)jtr
(
Hj(G−1!S )x
Ψ−1!S |{x}
−−−−−→ Hj(G−1!S )x
)
. (4.16)
For the notation ϕ(F,Φ), see (3.14). By the constructibility, the value is equal to the
alternating sum of the traces on a sufficiently small open ball centered at x. Then
by applying (4.15), we find that it does not depend on the choice of the shrinking
subbundle S. Hence we can glue such locally defined constructible functions to obtain
a global one ϕsM(G,Ψ) on M .
Next, we shall compare the two constructible functions associated with expanding
subbundles and shrinking subbundles. In [IMT], we defined the constructible func-
tion associated with expanding subbundles ϕeM(G,Ψ) (in [IMT] we used the symbol
ϕM(G,Ψ)). Recall that a subbundle E of G|U on a sufficiently small open set U is said
to be an expanding subbundle if it satisfies the following conditions:
(i) ψ|U˜(E) ⊂ E .
(ii) The minimal expanding subbundle is contained in E as a subbundle.
(iii) ECx ⊂
⊕
λ6∈[0,1]
(Gx)
C
λ for any x ∈ U .
Let τE : E −→ U be an expanding subbundle of G|U and denote by iE : U −֒→ E
its zero-section. The hyperbolic localization of (G,Ψ) with respect to the expanding
subbundle E is the pair (G!−1E ,Ψ
!−1
E ) of
G!−1E := i
!
E(G|E) ≃ RτE !(G|E) ∈ D
b
R-c(U) (4.17)
and the associated endomorphism Ψ!−1E : G
!−1
E −→ G
!−1
E . See [IMT, Section 5] for the
precise definition. The value of the function ϕeM(G,Ψ) at x ∈M is defined as follows.
Taking an expanding subbundle on a sufficiently small neighborhood of x, we set
ϕeM(G,Ψ)(x) :=
∑
j∈Z
(−1)jtr
(
Hj(G!−1E )x
Ψ!−1E |{x}
−−−−−→ Hj(G!−1E )x
)
. (4.18)
Proposition 4.6. One has an equality
ϕeM(G,Ψ) = ϕ
s
M(G,Ψ) (4.19)
as elements of CF(M)C.
Proof. Fix x0 ∈ M and we shall compare the values at x0. Taking a sufficiently
small neighborhood U of x0, we may assume that there exist the minimal expanding
subbundle and the minimal shrinking subbundle on U . Moreover, by the homotopy
invariance of traces, replacing ψ by tψ with |1−t| ≪ 1 and shrinking U if it is necessary,
we may assume that
“Ev(ψx) ∩ {z ∈ C | |z| = 1} = ∅ for any x ∈ U”. (4.20)
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from the first. By taking the unit circle {z ∈ C | |z| = 1} as the integration path
C in (4.12), we can construct the projector onto the direct sum of the generalized
eigenspaces associated with the eigenvalues in the unit ball. Using the projector, we
can decompose the vector bundle G|U on U as G|U ≃ G+ ⊕ G− satisfying
(G+)x =
⊕
|λ|>1
(Gx)
C
λ
 ∩ Gx, (G−)x =
⊕
|λ|<1
(Gx)
C
λ
 ∩ Gx. (4.21)
Furthermore, by shrinking U if it is necessary, we endow G|U with a metric such that
“there exist constants c1, c2 with 0 < c1 < 1 < c2 satisfying the condition
|ψx(v−)| ≤ c1|v−| (v− ∈ G−,x), |ψx(v+)| ≥ c2|v+| (v+ ∈ G+,x) for any x ∈ U”.
(4.22)
In what follows, we write G for G|
U˜
and Ψ for Ψ|
U˜
, for simplicity. Using the metric,
we define the subset Za,b ⊂ G|U by
Za,b := {(x, v+, v−) ∈ G+ ⊕ G− | |v+| < a, |v−| ≤ b} (4.23)
for some constants a, b > 0. In what follows, we fix a, b > 0 and write Z instead of
Za,b.
By [IMT, Proposition 5.5] (or [KS1, Proposition 9.6.12]), the value of ϕeM(G,Ψ) at
x0 is calculated as
ϕeM(G,Ψ)(x0) =
∫
Gx
C(G|τ−1(x0),Ψ|τ−1(x0)). (4.24)
By the local invariance of the characteristic class and the Lefschetz theorem (Theo-
rem 2.3), we have∫
Gx
C(G|τ−1(x0),Ψ|τ−1(x0)) =
∫
Gx
C(GZ |τ−1(x0),ΨZ|τ−1(x0))
= tr(GZ |τ−1(x0),ΨZ|τ−1(x0)).
Here, the last equality follows from the fact that GZ |τ−1(x) has a compact support. We
thus obtain an equality
ϕeM(G,Ψ)(x0) = tr(GZ|τ−1(x0),ΨZ|τ−1(x0)). (4.25)
On the other hand, by Proposition 4.5, ϕsM(G,Ψ)(x0) can be calculated as
ϕsM(G,Ψ)(x0) =
∫
U˜
C(RΓV˜ (G), RΓV˜ (Ψ)), (4.26)
where V := B(x0, δ) is a sufficiently small open ball centered at x0 and V˜ := τ
−1(V ) ⊂
U˜ . By the local invariance and the Lefschetz theorem (Theorem 2.3), this is equal to∫
U˜
C(RΓV˜ (GZ), RΓV˜ (ΨZ)) = tr(RΓV˜ (GZ), RΓV˜ (ΨZ)). (4.27)
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Since τ : U˜ −→ U is proper on Supp(GZ), for a sufficiently small δ > 0 we have
isomorphisms
RΓ (U˜ ;RΓ
V˜
(GZ)) ≃ RΓ (τ
−1(B(x0, δ));GZ)
≃ RΓ (τ−1(x0);GZ|τ−1(x0)).
Thus, for a sufficiently small δ > 0, we obtain
tr(RΓV˜ (GZ), RΓV˜ (ΨZ)) = tr(GZ|τ−1(x0),ΨZ|τ−1(x0)) (4.28)
and
ϕsM(x0) = tr(GZ |τ−1(x0),ΨZ |τ−1(x0)) (4.29)
Combining (4.25) with (4.29), we finally obtain the desired equality
ϕeM(x0) = tr(GZ |τ−1(x0),ΨZ |τ−1(x0)) = ϕ
s
M(x0). (4.30)
Next, we shall describe the Lefschetz cycle LC(G,Ψ) explicitly by using the con-
structible function ϕsM(G,Ψ) = ϕ
e
M(G,Ψ).
Proposition 4.7 (cf. [IMT, Proposition 5.6]). Under the condition (4.7), one has an
equality
LC(G,Ψ) = CC(ϕsM(G,Ψ)) (4.31)
as Lagrangian cycles in T ∗M .
Proof. Let πM : T
∗M −→ M be the projection. Fix a point x˚ ∈ M and compare the
both sides of (4.31) on a neighborhood of π−1M (˚x) ⊂ T
∗M . By the homotopy invariance
of Lefschetz cycles (see Proposition 3.3), [KS1, Proposition 9.6.8] and (4.15), taking a
sufficiently small open neighborhood U of x˚ and replacing ψ with tψ for |1 − t| ≪ 1,
we may assume the following conditions:
(1) G|U is trivial.
(2) The open subset U satisfies the condition of Proposition 4.5.
(3) Ev(ψx) ∩ {z ∈ C | |z| = 1} = ∅ for any x ∈ U .
It suffices to show that
LC(G|U˜ ,Ψ|U˜) = CC(ϕ
s
M(G,Ψ)|U), (4.32)
where U˜ := τ−1(U). As in the proof of Proposition 4.6, we can construct subbundles
G+ and G− of G|U for which we have the direct sum decomposition G|U = G+⊕G− and
a metric on G|U satisfying (4.22). By using this metric, we set
Z ′ := {(x, v+, v−) ∈ G|U | |v+| ≤ a, |v−| < b}, (4.33)
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for some fixed constants a, b > 0. Then ψ−1(Z)∩Z is closed in Z and open in ψ−1(Z)
and hence we can construct a morphism
RΓZ′(Ψ): ψ
−1(RΓZ′(G)) −→ RΓZ′(G) (4.34)
induced by Ψ: ψ−1G −→ G. Since G− is a shrinking subbundle of G|U , by construction
we have
ϕsM(G,Ψ)|U = ϕ(G
−1!
G−
,Ψ−1!G− ). (4.35)
Moreover we have
CC(ϕ(G−1!G− ,Ψ
−1!
G−
)) = LC(G−1!G− ,Ψ
−1!
G−
), (4.36)
by Proposition 3.7. Thus it is enough to show that
LC(G|U˜ ,Ψ|U˜) = LC(G
−1!
G−
,Ψ−1!G− ) (4.37)
as Lagrangian cycles in T ∗U . In what follows, for simplicity we write M instead of U
and G|U = U˜ , G|U˜ ,Ψ|U˜ etc. by G, G,Ψ etc., respectively.
Let us take a µ-stratification G =
⊔
α∈A Gα of G which satisfies the following three
conditions.
(i) There exists a subset B ⊂ A such that the zero-section M ⊂ G of G is
⊔
β∈B Gβ.
(ii) SS(RΓZ′(G)) ⊂
⊔
α∈A T
∗
GαG in T
∗G.
(iii) SS(G−1!G− ) ⊂
⊔
β∈B T
∗
Gβ
M in T ∗M .
For β ∈ B, we denote Gβ ⊂ M by Mβ. Namely M =
⊔
β∈BMβ is a µ-stratification of
M . Set Λ =
⊔
β∈B T
∗
Mβ
M ⊂ T ∗M . By the conditions above, we obtain
supp(LC(G,Ψ)), supp(LC(G−1!G− ,Ψ
−1!
G−
)) ⊂ Λ. (4.38)
Therefore it suffices to show that LC(G,Ψ) coincides with LC(G−1!G− ,Ψ
−1!
G−
) on an open
dense subset of Λ. Let Λ0 be an open dense smooth subanalytic subset of Λ whose
decomposition Λ0 =
⊔
i∈I Λi into connected components satisfies the condition
“for any i ∈ I, there exists βi ∈ B such that Λi ⊂ T
∗
Mβi
M”. (4.39)
Fix Λi and Mβi as above and we shall compare LC(G,Ψ) with LC(G
−1!
G−
,Ψ−1!G− ) on Λi.
Take a point p0 ∈ Λi and set x0 := πM(p0) ∈Mβi. Let f : M −→ R be a real analytic
function defined in an open neighborhood of x0 which satisfies that p0 = (x0; df(x0)) ∈
Λi, f(x0) = 0 and the Hessian Hess(f |Mβi ) is positive definite. Then by Corollary 3.6,
we have
LC(G−1!G− ,Ψ
−1!
G−
) = mi · [T
∗
Mβi
M ] (4.40)
in an open neighborhood of Λi in T
∗M , where mi ∈ C is defined by
mi :=
∑
j∈Z
(−1)jtr
(
Hj{f≥0}(B(x0, δ);G
−1!
G−
)
Ψ−1!G−
−−→ Hj{f≥0}(B(x0, δ);G
−1!
G−
)
)
(4.41)
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for a sufficiently small δ > 0. Set V := B(x0, δ) and W := V ∩ {f < 0} in M . Then
mi = tr(RΓV (G
−1!
G−
), RΓV (Ψ
−1!
G−
))− tr(RΓW (G
−1!
G−
), RΓW (Ψ
−1!
G−
)). (4.42)
Set also V˜ := τ−1(V ), W˜ := τ−1(W ) ⊂ G and f˜ := f ◦τ : G −→ R. By Proposition 4.5
and the local invariance of characteristic classes, we obtain
tr(RΓV (G
−1!
G−
), RΓV (Ψ
−1!
G−
)) =
∫
U˜
C(RΓV˜ (G), RΓV˜ (Ψ))
=
∫
U˜
C(RΓV˜ ∩Z′(G), RΓV˜ ∩Z′(Ψ))
= tr(RΓ
V˜ ∩Z′(G), RΓV˜ ∩Z′(Ψ)).
The last equality follows from the fact the support of RΓ
V˜ ∩Z′(G) is compact. Similarly,
we get
tr(RΓW (G
−1!
G−
), RΓW (Ψ
−1!
G−
)) = tr(RΓ
W˜∩Z′(G), RΓW˜∩Z′(Ψ)). (4.43)
Applying Theorem 3.2 to the pair (RΓV˜ ∩Z′(G), RΓV˜ ∩Z′(Ψ)), we obtain
tr(RΓV (G
−1!
G−
), RΓV (Ψ
−1!
G−
)) = #([σf ] ∩ LC(RΓV˜ ∩Z′(G), RΓV˜ ∩Z′(Ψ))). (4.44)
Take a local coordinate (x1, . . . , xm) in a neighborhood of x0 such that x0 = 0. Set
g(x) := |x|2 = x21 + · · ·+ x
2
m. By the microlocal Bertini-Sard theorem ([KS1, Proposi-
tion 8.3.12]), there exists δ0 > 0 such that
Λ ∩ Λg ∩ π
−1
M ({0 < |x| ≤ δ0}) = ∅, (4.45)
(Λ+̂T ∗{f=0}M) ∩ Λg ∩ π
−1
M ({0 < |x| ≤ δ0}) = ∅. (4.46)
Define a real analytic function (defined on a neighborhood of τ−1(x0) ⊂ G) g˜ : G −→ R
by g˜ := g ◦ τ . Since g˜ is proper on Supp(RΓV˜ ∩Z′(G)), by the microlocal Bertini-Sard
theorem, there exists a sufficiently small δ1 > 0 such that
SS(RΓV˜ ∩Z′(G)) ∩ Λg˜ ∩ π
−1
G ({v ∈ G | 0 < |τ(v)| ≤ δ1}) = ∅, (4.47)
where πG : T
∗G −→ G is the projection. Moreover by the proof of [KS1, Theorem 9.5.6],
there exists δ2 > 0 such that
c ≥ 0, 0 < |x| ≤ δ2, f(x) > 0 =⇒ (x; c · dg(x) + df(x)) 6∈ Λ. (4.48)
Replacing the constant δ by a smaller one, we may assume that 0 < δ < min(δ0, δ1, δ2).
By the condition (i), (4.47) and the definition of Λ, we have
supp(LC(RΓV˜ ∩Z′(G), RΓV˜ ∩Z′(Ψ)))
⊂ SS(RΓ
V˜ ∩Z′(G)) ∩ F0 (4.49)
⊂ {SS(RΓ
V˜ ∩Z′(G)) ∪ (SS(RΓV˜ ∩Z′(G)) + T
∗
∂V˜
G)} ∩ F0 (4.50)
⊂ Λ ∪ (Λ + T ∗∂VM) =: Λ
′. (4.51)
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Since Λ′ is isotropic, by the microlocal Bertini-Sard theorem, there exists a sufficiently
small ε0 > 0 such that
Λ′ ∩ Λf ∩ π
−1
M ({0 < |f | ≤ ε0}) = ∅. (4.52)
Arguing as in the proof of [KS1, Theorem 9.5.6] by using the conditions (4.46), (4.48),
and (4.52) and the estimates (4.49)–(4.51), we obtain
Λf ∩ supp(LC(RΓV˜ ∩Z′(G), RΓV˜ ∩Z′(Ψ))) ⊂ π
−1
M ({f < −ε0}) ⊔ {p0}. (4.53)
Hence from (4.44) we deduce
tr(RΓV (G
−1!
G−
)), RΓV (Ψ
−1!
G−
)))
= #{π−1M ({f < −ε0}) ∩ [σf ] ∩ LC(RΓV˜ ∩Z′(G), RΓV˜ ∩Z′(Ψ))} (4.54)
+ [σf ] ·
p0
LC(RΓZ′(G), RΓZ′(Ψ)),
where the symbol [σf ] ·
p0
LC(RΓZ′(G), RΓZ′(Ψ)) is the local intersection number of [σf ]
and LC(RΓZ′(G), RΓZ′(Ψ)) at p0 ∈ Λi.
The other term tr(RΓW (G
−1!
G−
), RΓW (Ψ
−1!
G−
)) = tr(RΓ
W˜∩Z′(G), RΓW˜∩Z′(Ψ)) can be
calculated as follows. For ε > 0, set Wε := W ∩{f < −ε} and W˜ε := W˜ ∩{f˜ < −ε} =
τ−1(Wε).
Lemma 4.8. There exists a sufficiently small ε1 > 0 such that
tr(RΓ
W˜∩Z′(G), RΓW˜∩Z′(Ψ)) = tr(RΓW˜ε∩Z′(G), RΓW˜ε∩Z′(Ψ)) (4.55)
for any 0 < ε < ε1.
Proof. Set Σ := SS(RΓV˜ ∩Z′(G)) ⊂ T
∗G. Then by the microlocal Bertini-Sard theorem,
there exists ε1 > 0 such that
Σ ∩ Λ
f˜
∩ π−1({−ε1 ≤ f˜ < 0}) = ∅. (4.56)
Hence by the microlocal Morse lemma ([KS1, Corollary 5.4.19]), for 0 < ε < ε1 we
obtain
RΓ ({f˜ < 0};RΓ
V˜ ∩Z′(G))
∼
−→ RΓ ({f˜ < −ε};RΓ
V˜ ∩Z′(G)). (4.57)
Let us continue the proof of Proposition 4.7. By Lemma 4.8 and Theorem 3.2, we
obtain
tr(RΓW (G
−1!
G−
), RΓW (Ψ
−1!
G−
)) = #([σf ] ∩ LC(RΓW˜ε∩Z′(G), RΓW˜ε∩Z′(Ψ))) (4.58)
for 0 < ε < ε1. Moreover it follows from the condition (i) and the definition of Λ that
supp(LC(RΓ
W˜ε∩Z′
(G), RΓ
W˜ε∩Z′
(Ψ))) ⊂ SS(RΓ{f˜<−ε}(RΓV˜ ∩Z′(G))) ∩ F0
⊂ Λ′ + R≤0Λf .
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Comparing this last estimate with (4.52), we obtain
Λf ∩ supp(LC(RΓW˜ε∩Z′(G), RΓW˜ε∩Z′(Ψ))) ⊂ π
−1
M ({f < −ε0}) (4.59)
for 0 < ε < min(ε0, ε1). Since
LC(RΓ
W˜ε∩Z′
(G), RΓ
W˜ε∩Z′
(Ψ)) = LC(RΓ
V˜ ∩Z′(G), RΓV˜ ∩Z′(Ψ)) (4.60)
on π−1M ({f < −ε0}), from (4.58) we obtain
tr(RΓW (G
−1!
G−
), RΓW (Ψ
−1!
G−
))
= #{π−1M ({f < −ε0}) ∩ [σf ] ∩ LC(RΓV˜ ∩Z′(G), RΓV˜ ∩Z′(Ψ))}. (4.61)
Putting (4.54) and (4.61) into (4.42), we finally obtain
mi = [σf ] ·
p0
LC(RΓZ′(G), RΓZ′(Ψ)), (4.62)
which shows
LC(RΓZ′(G), RΓZ′(Ψ)) = LC(G
−1!
G−
,Ψ−1!G− ) (4.63)
on Λi. By the local invariance of Lefschetz cycles, we have
LC(RΓZ′(G), RΓZ′(Ψ)) = LC(G,Ψ). (4.64)
The result follows from (4.63) and (4.64).
We return to the original situation. Namely, for a smooth fixed point component
M of φ, we assume the condition
“1 /∈ Ev(φ′x) for any x ∈M”. (4.65)
Setting G = TMX and ψ = φ
′, we can define the following constructible function by
Proposition 4.6.
Definition 4.9 ([IMT, Definition 5.9]). One defines a C-valued constructible function
θ(F,Φ)M ∈ CF(M)C on M by
θ(F,Φ)M := ϕ
s
M(νM (F ),Φ
′) (= ϕeM(νM (F ),Φ
′)). (4.66)
and calls it the local trace function of (F,Φ) on the fixed point component M .
Combining Proposition 4.1 with Proposition 4.7, we have the following explicit
description of the Lefschetz cycle LC(F,Φ).
Theorem 4.10 ([IMT, Theorem 5.10]). In the situation as above, one has an equality
LC(F,Φ) = CC(θ(F,Φ)M) (4.67)
as Lagrangian cycles in T ∗M .
Corollary 4.11. In the situation as above, assume moreover that Supp(F )∩M is com-
pact. Then the local contribution c(F,Φ)M from M can be calculated as the topological
(or Euler) integral of the local trace function θ(F,Φ)M :
c(F,Φ)M =
∫
M
θ(F,Φ)M . (4.68)
Proof. The result follows from the microlocal index formula (Theorem 3.2) and The-
orem 4.10.
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5 Some examples
In this section, we give some examples where local contributions can be explicitly
determined by our method.
Example 5.1 (cf. [IMT, Example 6.5]). Let X = RP2, φ : X −→ X, [x : y : z] 7−→
[x : 2y : z], and set
Z := {[x : y : z] ∈ RP2 | xyz = 0} ⊂ RP2. (5.1)
Then φ induces a homeomorphism of Z. Hence, for the constructible object F = CZ
on RP2, we have a natural isomorphism Φ: φ−1F
∼
−→ F . Let us consider the global
Lefschetz number of the pair (F,Φ). Since
Hj(X ;F ) ≃ Hj(Z;C) ≃

C (j = 0)
C4 (j = 1)
0 (otherwise)
and φ|Z is homotopic to idZ , we can compute the global Lefschetz number directly as
tr(F,Φ) = 1− 4 = −3.
Next, we shall calculate the local contributions. The fixed point set M of φ is
decomposed into connected components as
M = {y = 0} ⊔ {[0 : 1 : 0]} ≃ RP1 ⊔ pt. (5.2)
Let us first compute the local trace function θ(F,Φ)RP1 on {y = 0} ≃ RP
1. Locally on
T{y=0}X , we can identify (νRP1(F ),Φ
′) with (F,Φ). The differential φ′x at any point
x ∈ {y = 0} ≃ RP1 is equal to 2. Hence we can take the whole normal bundle
T{y=0}RP
2 as an expanding subbundle and the zero-section as a shrinking subbundle
(globally on {y = 0} ≃ RP1). For x 6= [1 : 0 : 0], [0 : 0 : 1], the value is calculated as
θ(F,Φ)RP1(x) = tr
(
RΓc(R;C0)
(φx)∗
−−−→ RΓc(R;C0)
)
= tr
(
C
id
−→ C
)
= 1.
For x = [1 : 0 : 0], [0 : 0 : 1], we have
θ(F,Φ)RP1(x) = tr
(
RΓc(R;CR)
(φx)∗
−−−→ RΓc(R;CR)
)
= tr
(
C[−1]
id
−→ C[−1]
)
= −1.
Therefore, the local trace function can be expressed as
θ(F,Φ)RP1 = 1 · 1R\{0} + (−1) · 1[1:0:0] + (−1) · 1[0:0:1], (5.3)
where 1Z denotes the characteristic function of Z. Thus by Corollary 4.11, the local
contribution from {y = 0} ≃ RP1 is computed as
c(F,Φ){y=0} =
∫
RP1
θ(F,Φ)RP1
= 1 · χc(R \ {0}) + (−1) · χc(pt) + (−1) · χc(pt)
= 1 · (−2) + (−1) · 1 + (−1) · 1
= −4,
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where χc(·) denotes the Euler characteristic with compact support. Similar calculation
shows that c(F,Φ)[0:1:0] = 1.
Next, we consider the self map ψ : X −→ X, [x : y : z] 7−→ [x : y/2 : z], the
same R-constructible sheaf F = CZ and the natural morphism Ψ: ψ
−1F
∼
−→ F . Also
in this case, the global Lefschetz number tr(F,Ψ) is equal to −3. Moreover the fixed
point set of ψ is {y = 0} ⊔ {[0 : 1 : 0]} ≃ RP1 ⊔ pt as in the case of φ. The local trace
functions on the connected components are the constant functions:
θ(F,Φ)RP1 = 1 · 1RP1, θ(F,Φ)[0:1:0] = −3 · 1[0:1:0]. (5.4)
Thus we have
c(F,Ψ){y=0} = 0, c(F,Ψ)[0:1:0] = −3. (5.5)
Example 5.2 (cf. [IMT, Example 6.4]). Let S2 = {x = (x1, x2, x3) ∈ R
3 | x21 + x
2
2 +
x23 = 1} be the 2-dimensional unit sphere in R
3 and S1 = {eiθ | 0 ≤ θ ≤ 2π} the 1-
dimensional one. Set X = S1×S2. For eiθ ∈ S1 we define a real analytic isomorphism
Aθ : R
3 −→ R3 of R3 by
Aθ(x) =
2 cos θ −2 sin θ 02 sin θ 2 cos θ 0
0 0 1
x1x2
x3
 (5.6)
and the one φ : X −→ X of X by
φ(eiθ, x) =
(
eiθ,
Aθ(x)
‖Aθ(x)‖
)
. (5.7)
Then the fixed point set M of φ is a submanifold of X and consists of three connected
components M1,M2,M3 defined by
M1 = S
1 × (0, 0, 1), M2 = S
1 × (0, 0,−1), M3 = {1} × (S
2 ∩ {x3 = 0}) ≃ S
1, (5.8)
respectively. Note that for p = (eiθ, (0, 0, 1)) ∈M1 the set Ev(φ
′
p) of the eigenvalues of
φ′p : (TM1X)p −→ (TM1X)p is given by Ev(φ
′
p) = {2e
iθ, 2e−iθ}. In particular, it varies
depending on the point p ∈M1 and satisfies the condition
“1 /∈ Ev(φ′p) for any p ∈M1”. (5.9)
Let ρ : S2 \ {(0, 0, 1), (0, 0,−1)} −→ S1 be the natural surjective morphism and ω :=
exp(2πi/k) ∈ S1 a k-th root of unity. We denote the closure of ρ−1({1} ⊔ {ω} ⊔ · · · ⊔
{ωk−1}) in S2 by K. Let us set
Y =
{
(eiθ, x) ∈ X
∣∣∣ x3 > 1
2
}
, Z = {(1, x) ∈ Y | x ∈ K}. (5.10)
Then for the constructible sheaf F = CY \Z ∈ D
b
R-c(X) there exists a natural morphism
Φ : φ−1F −→ F and the inclusion map iM1 : M1 −֒→ X is characteristic. Therefore in
this case, we cannot apply [MT, Corollary 6.5]. Since we can take the zero-section as
a shrinking subbundle, we have
θ(F,Φ)M1((e
iθ, (0, 0, 1))) =
{
k (θ = 0)
1 (otherwise)
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for 0 ≤ θ < 2π. By Corollary 4.11 we obtain
c(F,Φ) = c(F,Φ)M1 = k + 1 · (−1) = k − 1. (5.11)
On the other hand, we can easily see that
tr(F,Φ) = χc(Y )− χc(Z) = 0− (1− k) = k − 1. (5.12)
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