Abstract. We describe arbitrary multiplicative differential forms on Lie groupoids infinitesimally, i.e., in terms of Lie algebroid data. This description is based on the study of linear differential forms on Lie algebroids and encompasses many known integration results related to Poisson geometry. We also revisit multiplicative multivector fields and their infinitesimal counterparts, drawing a parallel between the two theories.
Multiplicative differential forms and multivector fields on Lie groupoids have been studied for over 20 years in a variety of contexts. On Lie groups, multiplicative bivector fields came to notice in the late 1980s when the concept of Poisson Lie group (see e.g. [20] and references therein) was systematized. Multiplicative 2-forms on Lie groupoids appeared around the same time as the symplectic forms on symplectic groupoids [9, 29] , originally introduced as part of a quantization scheme for Poisson manifolds. Poisson Lie groups and symplectic groupoids naturally led to Poisson groupoids [30] , which gave further impetus to the study of multiplicative structures. In particular, multiplicative vector fields on Lie groupoids turn out to encompass classical lifting processes of general interest in differential geometry, see [23] . There are further connections between multiplicative 2-forms and bivector fields and the theory of moment maps, found e.g. in [4, 5, 18, 25, 31] .
A central issue when considering multiplicative geometrical structures on Lie groupoids concerns their infinitesimal description, i.e., their description in terms of Lie-algebroid data. As usual in Lie theory, relating global and infinitesimal objects involves suitable differentiation and integration procedures. Important classes of examples of multiplicative structures and their infinitesimal counterparts include Poisson Lie groups and Lie bialgebras (see e.g. [20] ), symplectic groupoids and Poisson manifolds (see [7, 9] ), and, more generally, the correspondence between Poisson groupoids and Lie bialgebroids [22, 24] . Dirac structures [10, 28] fit into a similar picture, being the infinitesimal versions of certain multiplicative 2-forms, see [5] . As observed in [11] , generalized complex structures [16, 17] provide another class of geometrical structures encoding infinitesimal information that can be integrated to multiplicative structures on Lie groupoids. In establishing these infinitesimal-global correspondences, different methods have been employed, some based on the integrability of Lie-algebroid morphisms, e.g. [3, 22, 24] , others on infinite-dimensional arguments, e.g. [5, 7, 8, 18] . Although identifying the infinitesimal versions of multiplicative forms is key in some of the aforementioned works, only special cases of this problem have been considered. In this paper, we treated it in full generality.
From yet another perspective, multiplicative differential forms arise as constituents of the Bott-Schulman double complex of Lie groupoids [2] (see also [1] and references therein), which computes the cohomology of their classifying spaces. So the problem of understanding multiplicative forms infinitesimally may be seen as part of the problem of finding infinitesimal models for the cohomology of classifying spaces. This broader viewpoint is explored in the recent work [1] , leading to results closely related to ours; a comparison between them is also discussed in this paper.
Our approach to describe multiplicative forms infinitesimally starts with the study of linear differential forms on vector bundles A → M . We observe (Theorem 2.5) that any linear k-form on A is equivalent to a pair (µ, ν) of vector-bundle maps µ : A → ∧ k−1 T * M , ν : A → ∧ k T * M , covering the identity on M . If A carries a Lie algebroid structure, with bracket [·, ·] and anchor ρ, we say that the pair (µ, ν) is an IM k-form (IM standing for infinitesimally multiplicative) if the following compatibility conditions are satisfied: for all u, v ∈ Γ(A),
We prove in Theorem 4.6 that multiplicative k-forms on a source-simply-connected Lie groupoid G over M are in one-to-one correspondence with IM k-forms on its Lie algebroid A → M . Concretely, the IM k-form (µ, ν) associated with a multiplicative k-form ω ∈ Ω k (G) is defined by µ(u), X 1 ∧ . . . ∧ X k−1 = ω(u, X 1 , . . . , X k−1 ), ν(u), X 1 ∧ . . . ∧ X k = dω(u, X 1 , . . . , X k ), where X i ∈ T M , i = 1, . . . , k, and we view M ⊆ G and A ⊆ T G| M .
A special class of IM-forms is obtained as follows. Any closed form φ ∈ Ω k+1 (M ) determines a map ν : A → ∧ k T * M , ν(u) = −i ρ(u) φ, satisfying condition (3) above. The IM k-forms (µ, ν) with ν of this type are referred to as IM k-forms relative to φ; they are the infinitesimal versions of multiplicative k-forms satisfying dω = s * φ − t * φ, where s and t denote the groupoid source and target maps. For k = 2, IM forms relative to φ include φ-twisted Poisson and Dirac structures [28] , and our Theorem 4.6 recovers their known integrations [5, 8] . For arbitrary k, IM forms relative to φ were studied in [1] in connection with the Weil algebra of a Lie algebroid. These and other examples are discussed in this paper. The method we use to integrate IM forms on Lie algebroids to multiplicative forms on Lie groupoids relies entirely on the known correspondence between Lie-algebroid and Lie-groupoid morphisms (Lie's second theorem for Lie algebroids); in particular, we do not resort to the path spaces of [7, 12, 27] , hence avoiding infinite dimensional constructions. Although our method is inspired by [3, 22, 24] , it brings a technical difference in that we represent differential k-forms on a manifold N by functions ⊕ k T N → R (as opposed to maps ⊕ k−1 T N → T * N ); this small variation greatly simplifies computations, so even when restricted to known situations, our general proof seems more direct than existing ones. The integration of IM forms is carried out in two steps: first, we show that an IM k-form on a Lie algebroid A → M defines an element in Ω k (A) whose associated function ⊕ k T A → R is a Lie-algebroid morphism; second, upon integration, one obtains a groupoid morphism ⊕ k T G → R which defines a multiplicative k-form 1 . In the last part of the paper, we revisit multiplicative multivector fields on Lie groupoids, as in [18] . We show how the very same techniques used to study multiplicative forms apply to the dual situation of multivector fields, leading to an alternative proof of the universal lifting theorem of [18] (not involving path spaces) and drawing a clear parallel between the two theories.
As a final remark, we note that the results in this paper admit a natural formulation in terms of graded geometry. Multiplicative forms and multivector fields on a given Lie groupoid G may be seen as multiplicative functions on the associated graded Lie groupoids T [1]G and T * [1]G, respectively. On ordinary Lie groupoids, the infinitesimal counterpart of a multiplicative function is a Lie-algebroid cocycle. The same holds at the graded level and, from this perspective, our results consist 1 Forms on G are commonly viewed as sections G → ∧ k T * G. The multiplicative ones, for k = 1, are such that G → T * G is a groupoid morphism. However, this viewpoint does not extend to k ≥ 2, as in this case ∧ k T * G inherits no canonical groupoid structure in general; in contrast, ⊕ k T G is always a groupoid and multiplicative forms are conveniently described by groupoids morphisms ⊕ k T G → R. An analogous discussion holds for multivector fields.
in using the geometry of T [1]G and T * [1] G to obtain concrete descriptions of their Lie-algebroid cocycles. For example, using the the natural multiplicative vector field on T [1]G (the de Rham differential on G), one identifies its Lie-algebroid cocycles with IM forms (see Theorem 3.1); for an analogous description of the Lie-algebroid cocycles of the graded groupoid T * [1] G (see Theorem 6.1), ones uses its canonical multiplicative symplectic structure (defined by the Schouten bracket on G). We will not elaborate on the supergeometric viewpoint in this paper, though it makes our results more intuitive. The paper is organized as follows. In Section 2, we consider linear differential forms on vector bundles A → M and establish their correspondence with pairs of vectorbundle maps (µ, ν), where µ : A → ∧ k−1 T * M and ν : A → ∧ k T * M . In Section 3, we define IM k-forms on Lie algebroids and prove a compatibility result with tangent Lie algebroid structures (Theorem 3.1). Section 4 is devoted to Theorem 4.6, which is the correspondence between IM forms on Lie algebroids and multiplicative forms on Lie groupoids; we also discuss several special cases of this result. Section 5 explains the relationship between Theorem 4.6 and the Van Est isomorphism of [1] . In Section 6, we revisit the theory of multivector fields from [18] .
Notation, conventions and identities. For vector bundles A → M and B → M over the same base M , a vector-bundle map Ψ : A → B is always assumed to cover the identity map on M , unless stated otherwise. We denote its transpose, or dual, by Ψ t : B * → A * . We denote the k-fold direct sum of a vector bundle q A : A → M by ⊕ k M A, or simply ⊕ k A if there is no risk of confusion. We may also use the notation
A if we want to be explicit about the projection map q A (this is relevant when dealing with double vector bundles).
For a Lie groupoid G over M , we usually denote its source and target maps by s and t. The set G (2) ⊂ G × G of composable pairs is defined by the condition s(g) = t(h), and the multiplication is denoted by m : G (2) → G, m(g, h) = gh. The unit map ǫ : M → G is often used to identify M with its image in G. The Lie algebroid of G is AG = ker(T s)| M , with anchor T t| A : A → M and bracket induced by right-invariant vector fields. For a Lie algebroid A → M , we denote its anchor by ρ A and bracket by [·, ·] A (or simply ρ and [·, ·], if there is no risk of confusion).
We introduce some notation and collect some identities that will be useful for later computations. If U 1 , . . . , U m are vector fields on a manifold M , we set (1.1) I U m,r := i Um . . . i Ur , r ≤ m, where i U is the usual contraction. An inductive application of Cartan's formula gives
where d denotes the de Rham differential and L U is the Lie derivative. Given another vector field X and recalling the commutator formula
Given a differential form α, we also have
We often use Einstein's summation convention when there is no risk of confusion.
Linear forms on vector bundles
In order to define linear forms, we recall a few facts about tangent and cotangent bundles of vector bundles.
2.1. Tangent and cotangent bundles of vector bundles. Let q A : A −→ M be a vector bundle, and let T A be the tangent bundle of the total space A. Besides its natural vector bundle structure over A, with projection map denoted by p A : T A −→ A, it is also a vector bundle over T M , with respect to the map T q A :
It is useful to consider a coordinate description of these bundles. Let (x j ) be coordinates on M , j = 1, . . . , dim(M ), and let {e d } be a basis of local sections of A, d = 1, . . . , rank(A). The corresponding coordinates on A are denoted by (x j , u d ), and tangent coordinates on T A by (x j , u d ,ẋ j ,u d ). In this notation, given x = (x j ), the coordinates (u d ) specify a point in A x , (ẋ j ) a point in T x M , whereas (u d ) determines a point on a second copy of A x , tangent to the fibres of
Similarly, consider the cotangent bundle T * A, with local coordinates (x j , u d , p j , ξ d ), where (p j ) determines a point in T * x M , and (ξ d ) a point in A * x , dual to the direction tangent to the fibres of A −→ M . In this case, besides the natural vector bundle structure c A :
is also a vector bundle over A * [23] , with respect to the projection map given in coordinates by
The total spaces T A and T * A are examples of double vector bundles, see [21, 26] . They fit into the following commutative diagrams:
are the natural projections. Recall, see e.g. [21] , that the intersection of the kernels of the top and left arrows on each diagram defines a vector bundle over M , known as the core. In the case of T A, the core is identified with A −→ M , with coordinates (x j ,u d ); for T * A, the core is T * M , with coordinates (x j , p j ).
2.2.
The structure of linear forms on vector bundles. Let A −→ M be a vector bundle, with local coordinates (x j , u d ), and let us consider the k-fold direct sum of T A over A,
It is a vector bundle over A, with projection map
and also a vector bundle over
which are alternating and linear in each of their entries 2 .
3) is a morphism of vector bundles with respect to the vector bundle structures ⊕
The map λ is skew symmetric on its entries, so it can be viewed as a vector-bundle map ∧ k−1 T M −→ A * . Its transpose is the vector-bundle map (2.6)
A simple computation in coordinates shows the following.
, the following are equivalent:
where
2 Notice that, since Λ ♯ (resp. Λ) is multilinear in its entries, it is not a vector-bundle morphism from the direct sum
Given a vector-bundle map µ : A −→ ∧ k T * M , let us consider the linear k-form
Example 2.3. When k = 1, a direct computation in coordinates shows that the linear 1-form Λ µ , defined by the vector-bundle map µ : A −→ T * M , satisfies Proof. We can use Lemma 2.2, or argue more globally as follows. Consider the projection r : T * A −→ A * , as in (2.1). One can directly check that
, where • stands for the annihilator. It follows from (2.9) that r •Λ ♯ µ = 0, which means that Λ µ covers the fibrewise zero map in (2.5). Conversely, if Λ covers the fibrewise zero map, then r • Λ ♯ = 0; so, given
The linear dependence of µ(u) on u follows from the linear dependence of (Λ) u on u, see (2.7); the resulting vector bundle map µ : A −→ ∧ k T * M is smooth by the local expression (2.10). Proof. Let Λ be a linear k-form on A, and set µ = (−1) k−1 λ t . A direct computation using the local expression (2.10) and Lemma 2.2 shows that the k-form dΛ µ is linear and covers the same map λ, hence the linear k-form Λ−dΛ µ covers the fibrewise zero map. By Lemma 2.4, there is a unique ν :
A direct consequence of (2.12) is that if Λ is a linear form, then so is dΛ.
Example 2.6. Let Λ ∈ Ω 2 (A) be a linear 2-form with dΛ = 0. According to the previous proposition, we can write it as Λ = dΛ µ + Λ ν , and Λ being closed amounts to dΛ ν = 0; this condition immediately implies that ν = 0, so Λ = dΛ µ . Using (2.11), it follows that
where ω can = −dθ can = dx i ∧ dp i the canonical symplectic form on T * M (see [19, Sec. 7.3] , and also [3, Prop. 4.3] ).
2.3. Tangent lifts. We now briefly discuss linear forms obtained via the tangent lift operation [13, 32] (see also [3] and [23] ), that assigns to any k-form on a manifold M a linear k-form on the total space of its tangent bundle
Let us consider the operation
where X ∈ T M and l ≥ 1; i.e., for
In the notation of Section 2.2, τ (β) is a linear (l − 1)-form on the vector bundle A = T M of type Λ ν , where
The tangent lift operation, (2.14)
It follows directly from (2.15) that α T is linear and that the operation (2.14) is compatible with exterior derivatives, in the sense that (dα) T = dα T . We will also need an equivalent characterization of the tangent lift, see e.g. [13] . Given α ∈ Ω k (M ), consider the associated map
denote the fibred product with respect to the vector bundle
where (x j ,ẋ j , δx j , δẋ j ) are the local coordinates on T (T M ) induced by the tangent coordinates (
Note that the canonical involution (2.16)
induces an identification
One can prove (see e.g. [13] 
is uniquely determined by the condition
Linear forms on Lie algebroids
3.1. Core and linear sections. Any vector bundle that fits into a double vector bundle admits two distinguished types of sections, known as linear and core sections; a detailed discussion can be found e.g. in [15, Sec. 2.3] and [21] . For our purposes, we are mostly interested in the particular (double) vector bundles ⊕ k A T A (and, later in Section 4, also in ⊕ k A T * A), so we restrict ourselves to these cases. Each section u of a vector bundle A → M defines a core section u and a linear section T u of T A → T M as follows. The tangent bundle of A along its zero section M ֒→ A naturally splits as T A| M = T M ⊕ A, and we can define, for each X ∈ T x M , u(X) := X(x) + u(x), where the sum is with respect to the previous decomposition of T A| M . The linear section T u : T M → T A is obtained by applying the tangent functor to u : M → A.
Let us consider local coordinates (x j ) on M , a basis of local sections {e d } of A, and dual basis {e d } of A * . As in Section 2, we denote the corresponding coordinates on A by (x j , u d ), and on A * by (x j , ξ d ), while coordinates on T A are denoted by
The core and linear sections of T A → T M defined by a local section e a of A are explicitly given by
where δ d a is the d-th component of e a , i.e., 1 if d = a or zero otherwise. More generally, e a locally defines two types of local sections of ⊕ k A T A −→ ⊕ k T M as follows: the first type is given, for each n ∈ {1, . . . , k}, by
The sections e a,n and (T e a ) k are the core and linear sections on ⊕ k A T A, respectively. A key property is that they generate the module of local sections of
Note also that, under the natural projection ⊕ k A T A −→ A, core sections e a,n are sent to the zero section of A −→ M , while linear sections (T e a ) k map to the section e a .
3.2. Tangent Lie algebroids. Suppose that A −→ M carries a Lie algebroid structure (see e.g. [6, 21] ), with Lie bracket [·, ·] A on Γ(A) and anchor map ρ A : A −→ T M . Then the vector bundle T A −→ T M inherits a natural Lie algebroid structure, known as the tangent Lie algebroid, see e.g. [22] . We will need local expressions for the tangent Lie algebroid in terms of the coordinates introduced in Section 3.1.
The Lie algebroid A −→ M is locally determined by structure functions ρ j a and C c ab defined by
The tangent Lie algebroid structure on T A −→ T M is defined in terms of core and linear sections (3.1) by
In (3.6), we have identified points in T (T M ), written in coordinates as (x j ,ẋ j , δx j , δẋ j ), with tangent vectors
We notice that the tangent Lie algebroid induces a Lie algebroid structure on the direct sum ⊕ k A T A −→ ⊕ k T M . This is a general property of VB-algebroids [15, Sec. 2.1], which we directly verify in this example. A simple consequence of (3.5) and (3.6) is that if U and V are local sections of T A −→ T M , each of type e a or T e a , then
As a result, (ρ
, we have the following explicit formulas:
The induced Lie algebroid structure on 
The following is the main result of this section. 
For a Lie algebroid A → M and vector-bundle maps
we say that the pair (µ, ν) is an IM k-form on A if conditions (3.16), (3.17) and (3.18) are satisfied. The terminology IM stands for infinitesimally multiplicative, and it will be clarified in Section 4. The space of IM k-forms on A is denoted by Ω IM (A).
We note that Theorem 3.1 can be alternatively phrased in terms of the map Λ ♯ (2.5), as this map is a Lie algebroid morphism if and only if so is Λ.
Remark 3.2. Given an IM-form (µ, ν), it follows from (3.17), using the skewsymmetry and Jacobi identity for the Lie algebroid bracket [·, ·] on Γ(A), that ν automatically satisfies
for all u, v, w ∈ Γ(A), where c.p. stands for cyclic permutations in u, v, w. 
Example 3.4. Let A → M be a Lie algebroid, and let φ ∈ Ω k+1 (M ) be such that i ρ(u) dφ = 0, ∀u ∈ Γ(A). One directly checks that the vector-bundle map ν :
verifies (3.18). The particular IM k-forms (µ, ν) on A for which ν is given as in (3.21) for a closed form φ ∈ Ω k+1 (M ) are called IM k-forms relative to φ. These special types of IM forms have first appeared in [5] (for k = 2), and more recently in [1] (for arbitrary k), in the study of multiplicative forms (see Section 4).
Remark 3.5. Let ι C : C ֒→ M be an orbit of the Lie algebroid A → M , i.e., an integral leaf of the distribution
It follows from (3.16) and (3.19) that the formulas above do define differential forms on C; moreover, (3.17) implies that dµ C = ν C . In particular, we see that any IM k-form on a transitive Lie algebroid is like the one in Example 3.3.
In order to prove Thm. 3.1, we need some lemmas. We work in local coordinates (x j , u d ) on A, induced by coordinates (x j ) on M and the choice of a basis of local sections {e d } of A (see Section 3.1).
Lemma 3.6. Letẋ = (ẋ 1 , . . . ,ẋ k ) ∈ ⊕ k T M , whereẋ l = (x j ,ẋ j l ) belongs to the l-th copy of T M . Then:
Proof. Writing Λ = dΛ µ + Λ ν and recalling the local expressions of Λ µ and Λ ν (see (2.10)), we have
We write points in T A with coordinates (x j , u d ,ẋ j ,u d ) in terms of horizontal tangent vectors ∂ ∂x j and vertical tangent vectors
In particular, recalling the local sections e a , 0 and T e a of T A → T M from Section 3.1, we have
, whereẋ = (x j ,ẋ j ) ∈ T M . Using (3.2) and (3.3), formulas (3.22) and (3.23) follow from a direct calculation.
j n α = 0 ∀j, and consider on
Proof. The proof follows from the identity
We now proceed to the proof of the main result.
Proof. (of Theorem 3.1)
To show that the map Λ in (3.15) is a Lie algebroid morphism (see e.g. [21] ), the only condition to be verified is
Since sections of type e a,n (core) and (T e b ) k (linear) locally generate the space of sections of ⊕ k A T A −→ ⊕ k T M , it suffices to verify (3.25) taking U and V to be of these types.
Core-Core: Let us consider two core sections e a,n and e b,m . Since [ e a,n , e b,m ] k = 0 (3.12), condition (3.25) in this case becomes
Using (3.9) and (3.22), we see that
This condition is trivially satisfied when n = m, so we may assume that n > m (the case n < m leads to the same). Using Lemma 3.7, we see that the right-hand side of the last equation agrees with
Hence we obtain
An analogous computation leads to
It follows that (3.26) is equivalent to
Core-Linear: We now consider sections e b,m and (T e a ) k , so that (3.25) reads
Using the linearity of Λ, (3.13) and (3.22), we have
For each fixed n, consider the functions W 
Using (3.23) and Lemma 3.7, we obtain
Combining this last equation with (3.28) and (3.30), we see that (3.27 ) is equivalent to
Linear-Linear: We finally consider condition (3.25) for two linear sections:
Using (3.14) and the linearity of Λ, we have
Comparing with (3.33), we conclude that
Using Lemma 3.7, (3.29) and (1.3), we directly obtain
Combining (3.34), (3.35) and (3.36), we see that (3.32) is equivalent to
We may assume that (3.31) holds, in which case one can directly check that the last equation is equivalent to
Infinitesimal description of multiplicative forms
In this section, we relate IM-forms on Lie algebroids with multiplicative forms on Lie groupoids. Let G be a Lie groupoid over M , with source and target maps denoted by s, t : G −→ M , respectively, multiplication m : G (2) −→ G, and unit map ǫ : M −→ G (that we often use to view M as a submanifold of G). The Lie algebroid of G is denoted by A(G), or simply A if there is no risk of confusion; see Section 1.
A
where pr 1 , pr 2 : G (2) −→ G are the natural projections. Alternatively, one may define multiplicative forms in terms of a natural groupoid structure on T G over T M , known as the tangent groupoid, see e.g. [21] ; it has source (resp. target) map T s :
and unit map T ǫ : T M −→ T G. This groupoid structure can be naturally extended to the direct sum ⊕ k G T G, k ≥ 1, making it a Lie groupoid over ⊕ k T M , with source (resp. target) map ⊕ k T s (resp. ⊕ k T t), multiplication map ⊕ k T m, etc.
Let α ∈ Ω k (G), and let us consider the associated map Proof. Let β ∈ Ω l (G) be any l-form on G, and let us consider the l − 1-form on A given by ι * A τ (β) (see (2.13)), i.e., ι *
From the commutative diagram
It immediately follows (see (2.9)) that
Using (2.15), we see that
Recall that any groupoid morphism ψ : G 1 −→ G 2 defines a Lie algebroid morphism Lie(ψ) : AG 1 −→ AG 2 that fits into the diagram
is multiplicative, we saw in Lemma 4.1 that α : ⊕ k G T G −→ R is a groupoid morphism; we consider its infinitesimal counterpart,
where now R is viewed as the trivial Lie algebroid over a point. The natural projection p G : T G −→ G is a groupoid morphism, and there is a canonical identification of Lie algebroids
A(T G).
Our next goal is to compare the following two maps:
The involution J G : T (T G) −→ T (T G) (see (2.16)) defines an identification of Lie algebroids j G : T (AG) −→ A(T G) via the diagram (4.7)
T (AG)
As a result, we have a natural identification of Lie algebroids,
In particular, Lie(α) : ⊕ k A T (AG) −→ R is a Lie algebroid morphism.
Proof. By definition, Lie(α) = dα • (ι A(T G) ) k , and using (4.9) and (2.17) we obtain
Proposition 4.4. Let α ∈ Ω k (G) be multiplicative, and let µ and ν be defined as in (4.4) and (4.5). Then (µ, ν) is an IM k-form on AG.
Proof. The result is a direct consequence of Lemmas 4.2, 4.3, and Theorem 3.1.
4.2.
Integration of IM forms. Let G be a Lie groupoid over M , with Lie algebroid A = AG. Assume that G is source-simply-connected (i.e., the s-fibres are connected with trivial fundamental group), so that ⊕ k G T G is also a source-simply-connected groupoid 5 . Let Λ ∈ Ω k (A) be a k-form on A for which Λ : ⊕ k A T A −→ R is a Lie algebroid morphism. Lemma 4.5. There is a unique multiplicative k-form α ∈ Ω k (G) such that Lie(α) = Λ (see (4.3) ).
Proof. Since Λ is a morphism of Lie algebroids, the identification (4.8) also leads to a Lie algebroid morphism
As ⊕ k G T G is a source-simply-connected groupoid, we can use Lie's second theorem (see e.g. [21] ) to obtain a unique groupoid morphism (4.12) 
To check that I Λ = α, for α ∈ Ω k (G), it suffices to verify that the following conditions hold:
c ∈ R, where 1 ≤ i < j ≤ k. As we now show, all conditions can be verified with the same type arguments (cf. [23] ).
To prove that (4.13) holds, one directly checks that the map I (ij)
is a groupoid morphism, and Lie(I
since Λ is skew-symmetric. So Lie(I (ij) Λ ) = Lie(I Λ ), and the uniqueness of integration in Lie's second theorem implies that I (ij) Λ = I Λ , which is (4.13). Similarly, for a fixed c ∈ R, one can directly show that both the left and righthand sides of (4.14) define groupoid morphisms ⊕ k G T G −→ R, whose infinitesimal counterparts agree at the level of Lie algebroids due to the multilinearity of Λ. Then (4.14) follows again by the uniqueness part of Lie's second theorem.
The last condition (4.15) can be treated in a completely analogous way, by first noticing that both sides of (4.15) define groupoid morphisms ⊕ k+1 G T G −→ R, where now we need an extra copy of T G for U ′ i . Again, these morphisms agree at the infinitesimal level due to the multilinearity of Λ, and hence agree globally.
The fact that α is multiplicative follows from Lemma 4.1, and the equality Λ = Lie(α) is a consequence of Lemma 4.3.
A direct consequence of Lemmas 4.3 and 4.5 is that the map
is a bijection onto the subspace of k-forms Λ ∈ Ω k (A) such that Λ : ⊕ k A T A → R is a morphism of Lie algebroids. By the correspondence in Theorem 3.1, this bijection can be alternatively phrased in terms of IM-forms on A: Theorem 4.6. Let G be a source-simply-connected Lie groupoid over M with Lie algebroid A −→ M . For each positive integer k, there is a 1-1 correspondence
, where µ, ν are given by
Proof. The result follows from Lemma 4.2 and Theorem 3.1.
The following is a simple example of correspondence in Theorem 4.6. Example 4.7. Let us equip A = T * M → M with the trivial Lie algebroid structure (both anchor and bracket are identically zero), so we may identify G = T * M (with groupoid multiplication given by fibrewise addition). Fixing µ = Id : T * M → T * M , then any vector-bundle map ν : T * M → ∧ 2 T * M defines an IM 2-form (µ, ν). When ν = 0, then (µ, ν) corresponds under (4.16) to the canonical symplectic form ω can on G = T * M ; for an arbitrary ν, the corresponding multiplicative 2-form is given, at each g = (q j , p j ) ∈ T * M , by 
The reason is that (µ, µ α ) is the IM (k − 1)-form associated with θ (note that µ α satisfies (3.18) as a result of (µ α , ν α ) being an IM k-form for α and ν α being zero). This correspondence is the content of 
which is a subbundle whenever it has constant rank. By (3.16), over each point of M , L is isotropic with respect to the pairing ·, · . It follows from [5, Cor. 4.8] that, under the assumption that dim(G) = 2 dim(M ), the correspondence (4.16) restricts to a bijection between multiplicative 2-forms ω such that
and IM 2-forms (µ, ν) for which L = L ⊥ (i.e., L is lagrangian with respect to ·, · ; in particular, it is a subbundle with rank(L) = dim(M )) and
is an isomorphism of vector bundles. Moreover, t : G → M relates ω and L as a forward Dirac map (see, e.g., [5, Sec.
, then the identification (4.21) induces a Lie algebroid structure on L with anchor pr T | L and bracket on Γ(L) given by 
, one recovers twisted Poisson structures, and (4.16) gives their integration to twisted symplectic groupoids (cf. [8] ).
Remark 4.8 (Higher Dirac structures).
Just as Dirac structures are special cases of IM 2-forms, the higher Dirac structures of [33] are particular cases of higher-degree IM k-forms; so Theorem 4.6 can be used to integrate higher Dirac structures as well (c.f. [33, Prop. 3.7] ).
Remark 4.9 (Path-space construction). We now relate Theorem 4.6 to the pathspace approach to integration found in [5, 7, 8] . For an integrable Lie algebroid A, there is an explicit model for its integrating source-simply-connected Lie groupoid G(A) [12, 27] ; namely, G(A) is the quotient P A/ ∼, where P A is the subspace of A-paths in the Banach manifold of all C 1 paths from the interval I = [0, 1] into A with C 2 projection to M , and ∼ is the equivalence relation defined by Ahomotopies, see [12] . If Λ ∈ Ω k (A) is a k-form on A, we use the evaluation map 
Relation with the Weil algebra and Van Est isomorphism
This section clarifies how linear and IM-forms on Lie algebroids fit into the Weil algebra of [1, Sec. 3] , and how the infinitesimal description of multiplicative forms relates to the general Van Est isomorphism of [1, Sec. 4] .
Let A be a Lie algebroid over M . We consider the associated Weil algebra W (A) as in [1, Sec. 3] , which is a bi-graded differential algebra. The space of elements of degree (p, k) is denoted by W p,k (A), and the differential on W (A) is a sum of
We will be mostly concerned with
subject to the compatibility condition
and such that (c W ) 0 is skewsymmetric and R-bilinear, subject to suitable compatibility conditions (extending (5.2)) that we will not need explicitly. We need to recall the expression for
We also need the expression for d v in the following particular situation. Any bundle map µ :
The following holds:
Proof. It is clear from (5.8) and (5.9) that the map ψ is injective. Let us check that any Λ W ∈ W 1,k (A) can be written in the form
Hence (1) is proven. To prove (2), writing Λ = dΛ µ + Λ ν , we have dΛ = dΛ ν . By definition of ψ, it follows that ψ(
For (3), we must consider the condition d h Λ W = 0. Written in terms of its components (5.5), (5.6), and (5.7), we obtain three equations involving (Λ W ) 0 and (Λ W ) 1 , which must be shown to agree with conditions (3.16), (3.17) and (3.18) in Thm. 3.1. Using (5.8), (5.9), we see that
for all u ∈ Γ(A), and it is clear that (5.7) and (5.6) coincide with conditions (3.16) and (3.17), respectively. For the degree-0 condition (5.5), using (5.10) and (3.17), we find
Using Cartan's formula L X = i X d + di X , one directly verifies that the last equation agrees with (3.18).
Let G be a source-simply-connected Lie groupoid over M , with Lie algebroid A −→ M . There is a double complex Ω k (G (p) ) associated to G, known as the Bott-Shulman complex, see [2] . It is equipped with a differential ∂ : (G (p) ). The Van Est isomorphism constructed in [1] relates the cohomologies of Ω k (G (p) ) and W p,k (A). We will only need a few results of the theory, for p = 0, 1.
For
, and
given by
where α ∈ Ω k mult (G), u ∈ Γ(A) (we view A as a subbundle of T G| M ) and ǫ : M → G is the unit map of G. The map V satisfies
The general Van Est isomorphism of [1] implies that the induced map
is a bijection. In this specific situation, a stronger fact holds.
) is a bijection. The proof of the proposition uses the following observation (cf. [1, Sec. 6]).
Proof. The key fact to prove the lemma is shown in [1, Lem. 6.3]: for a closed k-form α ∈ Ω k mult (G), V(α) = 0 if and only if α = 0. As an application, we see that ω is necessarily closed, since
Since d h σ = 0, the isomorphism (5.14) implies that there exists
To conclude that dβ = ω, note that dβ − ω is multiplicative, closed, and
We can now prove the proposition. Since V(β) = −d v ξ, and, by assumption, d h ξ = 0, we can apply Lemma 5.3 to conclude that there exists a unique θ ∈ Ω k mult (G) such that V(θ) = ξ and dθ = β. But notice that the condition dθ = β is automatically satisfied if V(θ) = ξ, since V(dθ) = σ and the conditions in (5.15) determine β uniquely.
Composing the bijection (5.11) with the identification Ω
Using (5.10) and (5.12), we see that this bijection is explicitly given by α → (µ, ν), where µ, ν are defined as in (4.4), (4.5), hence agreeing with Theorem 4.6.
The dual picture: multiplicative multivector fields
In this section, we illustrate how the techniques used in the paper to study infinitesimal versions of multiplicative forms can be equally applied to multiplicative multivector fields.
We keep the notation introduced in Section 2.1. We focus on the cotangent bundle c A :
where (x j , u d ) are relative to a basis of local sections {e d } of A. The local coordinates on A * relative to the dual basis {e d } are denoted by (x j , ξ d ); recall from (2.1) that we have a vector-bundle structure r :
As in Section 3.1, we will need special sections of the bundle ⊕ k A T * A → ⊕ k A * . For the bundle T * A −→ A * , we consider local sections
, which are core and linear sections, respectively; these sections generate the module of local sections of T * A −→ A * , and the projection T * A −→ A maps core sections to the zero section of A −→ M and linear sections e L a to the section e a . More generally, local sections of ⊕ k A T * A → ⊕ k A * are generated by sections of types
, is the zero section. For each k, we will use these sections to express the natural Lie algebroid structure on ⊕ k A T * A → ⊕ k A * , similarly to Section 3.2. Using the notation in (3.4), the defining relations for the cotangent Lie algebroid structure on T * A → A * are
This Lie algebroid structure is extended to direct sums ⊕ k A T * A → ⊕ k A * in total analogy to what was done for the tangent Lie algebroid in Section 3.2; we adopt the simplified notation
for the resulting anchor and bracket 6 . Explicitly, the anchor is given by
whereas for the bracket we have 
We say that π ∈ X k (A) is linear if π defines a vector-bundle map 
We have the following analog of Proposition 2.5 for linear multivector fields, proven in [18, Prop. 3.7] : there is a 1-1 correspondence between elements in X k lin (M ) and pairs (δ 0 , δ 1 ), where δ 0 :
for all f, g ∈ C ∞ (M ) and u ∈ Γ(A). Equivalently, one may view such pairs (δ 0 , δ 1 ) as restrictions of linear maps δ : Γ(∧ • A) → Γ(∧ •+k−1 A) satisfying the property
for u ∈ Γ(∧ p A) and v ∈ Γ(∧ q A); i.e., δ is a degree-(k − 1) derivation of the exterior algebra Γ(∧ • A). For this reason, we denote both maps δ 0 and δ 1 by δ. The explicit correspondence between π and δ is given by 7 (see [18, Section 3.2] )
In coordinates, we have 
making it into a Gerstenhaber algebra (see e.g. [6] ): for u ∈ Γ(∧ p A), v ∈ Γ(∧ q A), and w ∈ Γ(∧ r A), we have
The next result is the analog of Theorem 3.1 for linear multivector fields.
Theorem 6.1. Let π ∈ X k lin (A) be a linear k-vector field on a Lie algebroid A, and let δ : Γ(∧ • A) → Γ(∧ •+k−1 A) be the associated derivation (as in (6.14) and (6.15)). Then the map π (6.10) is a Lie algebroid morphism if and only if
To draw a clear parallel with Theorem 3.1, we denote by X k IM (A) the space of degree (k − 1) derivations δ : Γ(∧ • A) → Γ(∧ •+k−1 A) of the Gerstenhaber structure (i.e., (6.13) and (6.19) hold), in analogy with IM k-forms.
Proof. We work locally, so the condition that π is a Lie algebroid morphism is 
7 To see that (6.14) and (6.15) determine the linear k-vector π, note that fibres of T * A → A are generated by elements of types dl ξ and dq * A f , and by linearity In order to prove claims (c1), (c2) and (c3), we need some general observations. For any function F : ⊕ k A * → R which is k-linear over C ∞ (M ) and skew symmetric, let Φ F ∈ Γ(∧ k A) be the unique element such that
We will consider the cases where
Using the local expressions (6.2), (6.3) as well as (6.11) and (6.16), one may directly verify the following identities:
where the notation ξ 1 ∧ . . . ∧ ξ m ∧ . . . ∧ ξ k means that ξ m is omitted.
Let us now consider
. Then a direct computation shows the following identities:
From (6.24) and (6.26), we directly see, assuming that l < m, that
Combining these two equations with (6.17), we conclude that claim (c1) holds.
To prove the other two claims, note first that the derivation property for functions in (6.12) implies that
Using the second formula in (6.8) together with (6.24) and (6.29), we obtain
Combining (6.24) and (6.27), as well as (6.25) and (6.26), we immediately get
Now claim (c2) is a direct consequence of (6.30), (6.31) and (6.32) .
Finally, to prove (c3), we observe a few facts. From (6.28), we see that
The usual formula for the wedge product gives us the identity
using it, we immediately obtain from (6.9), (6.24) and (6.25) that
On the other hand, from (6.25) and (6.27) we have that
Using (6.34) and (6.35), we can immediately verify that claim (c3) holds.
6.2. Infinitesimal description of multiplicative multivector fields. We now discuss the analogs of the results in Section 4 for multiplicative multivector fields. Let G be a Lie groupoid over M . Its cotangent bundle T * G has a natural Lie groupoid structure over A * , known as the cotangent groupoid of G, see [9] and [21] for a full description. For us, it will suffice to recall that the unit map ǫ : A * → T * G| M identifies A * with the annihilator of T M ⊂ T G, and that the source map s : T * G → A * is defined by
, where l g denotes left translation in G. Note that s is a vector-bundle map covering s : G → M ; using coordinates (z l ) on G, it has the form (6.37)
We will not need the explicit expression for C l d (z), just to note that s(dt * f ) = 0 for all f ∈ C ∞ (M ) (by (6.36)), which implies that
The fact that the correspondence in Proposition 6.4 is a bijection is the universal lifting theorem of [18] (see Theorem 2.34 therein), which we recover here as a consequence of Corollary 6.3. We need to collect some observations before getting into the proof of Proposition 6.4.
Let us consider the isomorphism (6.46) Θ : T (T * G) −→ T * (T G), (z j , α j ,ż j ,α j ) → (z j ,ż j ,α j , α j ), which is related to the identification θ G in (6.41) via (6.47)
where (T ι A ) t is the fibrewise dual to the vector-bundle map T ι A : T A → ι * A T (T G) (the composition in (6.47) is well defined since Θ•ι A(T * G) (A(T * G)) ⊂ ι * A T * (T G); this can be derived directly from (6.37)). For a k-vector field Π ∈ X k (G), its tangent lift is the k-vector field Π T ∈ X k (T G) defined by the condition (cf. (2.17)) (6.48)
where dΠ :
T (T * G) → R is the differential of the function Π in C ∞ (⊕ k G T * G) defined by (6.39). Remark 6.5. As observed in [13] , one may alternatively define the tangent lift Π T in terms of Π ♯ (6.40):
where J G : T (T G) → T (T G) is the involution (2.16).
When Π is multiplicative, it follows from (6.43) that We will need this characterization of π in the proof of Proposition 6.4. For local computations, it will be convenient to consider adapted local coordinates (6.51) (x j , y d ) on G around M ⊂ G, where y d are coordinates along the s-fibres. We will also use the induced coordinates ((x j , y d ), (ẋ j ,ẏ d )) on T G, and similarly for T * G, T (T * G) and T * (T G). In these coordinates, ι A : A → T G| M , ι A (x j , u d ) = ((x j , 0), (0, u d )), and T ι A : T A → ι * A T (T G) is given by
whereas for (T ι A ) t : ι * A T * (T G) → T * A we have (T ι A ) t (p j dx j + γ a dy a + p j dẋ j + γ a dẏ a )| ι A (u) = (p j dx j + γ a du a )| u , u ∈ A.
Since the unit map ǫ : A * → T * G| M identifies A * with the annihilator of T M ⊂ T G, given ξ ∈ Γ(A * ), locally written as (x j , ξ d ), the local 1-form on G given by Let us now consider J (q * A dl ξ ) ∈ ι * A T * (T G). Since Θ −1 (J (q * A dl ξ )) lies in T (T * G)| A * , one can directly verify that J (q * A dl ξ ) can be written as p j dx j + γ a dy a + γ a dẏ a ,
i.e., its components relative to dẋ j vanish. By (6.47), (T ι A ) t (J (q * A dl ξ )| u ) = q * A dl ξ | u , so from the second equality in (6.58) we conclude that p j = ∂ξa ∂x j u a and γ a = ξ a , i.e.,
.
For each given u 0 ∈ A, one can find h ∈ C ∞ (G) vanishing on M ⊂ G and such that dh ∨ | ι A (u 0 ) = γ a (ι A (u 0 ))dy a , and (6.54) follows by a direct comparison with (6.57).
We will need the following immediate observations about linear functions on vector bundles. with h i ∈ C ∞ (G), h i | M = 0, and ξ i as in (6.52) . We directly check from the definition of Π T that it is a linear multivector, Π T ∈ X k lin (T G), so (see footnote 7) (6.61)
Hence the expression in (6.60) agrees with (6.62) Π T (dl ξ 1 , . . . , Comparing with (6.14), we conclude that δ (see (6.44)) and δ Π agree on C ∞ (M ). It remains to check that they agree on Γ(A). We now consider ξ 1 , . . . , ξ k ∈ Γ(A * ) and describe π(dl ξ 1 , . . . , dl ξ k )| u 0 in terms of δ Π . By (6.50) and (6.54), we have (keeping the notation of Lemma 6.6) 
