Abstract. In this paper we construct upper bounds for families of functionals of the form
Introduction
Consider the energy functional defined for every ε > 0 by
Here W : R k → R satisfying W ≥ 0 and F : R k → R l×N are given functions, φ : Ω ⊂ R N → M ⊂ R k and, given u : Ω → R l×N ,H u : R N → R l is defined by
where χ Ω is the characteristic function of Ω. One of the fields where functionals of type (1.1) are relevant is Micromagnetics (see [1, 3, 10, 11] and other). The full 3-dimensional model of ferromagnetic materials deals term which is a particular case of (1.1). This energy is the so-called Rivière-Serfaty functional (see [10, 11] for the motivation and the proof of the lower bound) and has the form
where G ⊂ R 2 , m : G → S 1 andH m : R 2 → R is defined, as before, by
In this work, using the technique developed in [6] [7] [8] , we construct the upper bound as ε ↓ 0 for the general energy of the form (1.1) under certain conditions on M for functions φ ∈ BV ∩ L ∞ . This is included in Theorems 3.1 and 3.2. As a corollary of Theorem 3.2 in Section 4 we derive an upper bound for the functionals in (1.3) and (1.5) with δ ε = ε (see Thm. 4.1, which treats a slightly more general situation). In Proposition 3.3 we show that in the case of scalar-valued functions (i.e. in the case M = R) the functional we get as upper bound is also a lower bound (and consequently the Γ-limit). One can ask whether we get the sharp upper bound in the general case. As it was mentioned in [8] , at least in some cases our method does not give the sharp bound. This happens because our method is based on convolutions. It is clear that for function which depends only on one variable, convolution with standard smoothing kernels gives an approximating sequence which also depends on one variable. Although in our method the mollifying kernels are slightly different, for a function which depends only on one variable the convolution still gives asymptotically one-dimensional profiles. As it is known in Micromagnetics there are examples where the optimal profiles are not one-dimensional (see for example [1, 4] ). In [1] the authors found a functional which is always a lower bound and in particular cases an upper bound as ε → 0 for the energy in (1.5) with W (m) = m 2 3 in the regime δ ε ε. The optimal configurations, they obtain, are in some cases two-dimensional, the so called "cross-tie walls". In this paper we treat the different situation δ ε ε and for this situation it is unknown whether one-dimensional interfaces are optimal, in other words, optimality of the upper bound obtained here is not known.
In Section 5, using the technique developed in the previous sections we construct the upper bound for the functional related to the variational study of symmetric Conservation Laws defined for every ε > 0 by
where V u is defined by
For the motivation of the study of this functional see [9] . The main result of Section 5 is Theorem 5.1.
Preliminaries
Throughout this paper we call domain an open set in R N . In this section we assume that Ω is a domain in R N with Lipschitz boundary. We begin by introducing some notation. In this case z is called an approximate limit of f at x and we denote z byf (x). The set of points of approximate continuity of f is denoted by G f .
(ii) We say that x is an approximate jump point of f if there exist a, b ∈ R m and ν ∈ S N −1 such that a = b and
The triple (a, b, ν), uniquely determined by (2.6) up to a permutation of (a, b) and a change of sign of ν, is denoted by (f
. We shall call ν f (x) the approximate jump vector and we shall sometimes write simply ν(x) if the reference to the function f is clear. The set of approximate jump points is denoted by J f . A choice of ν(x) for every x ∈ J f (which is unique up to sign) determines an orientation of J f . At a point of approximate continuity x, we shall use the convention f
We refer to [2] for the results on BV-functions that we shall use in the sequel.
By [2] , Proposition 3.21, we may extend Φ to a functionΦ ∈ BV (R N , R d ) such thatΦ = Φ a.e. in Ω and DΦ (∂Ω) = 0 (the proof also works in the case of an unbounded domain). From the proof of Proposition 3.21 in [2] 
We recall the following statement from [8] (Prop. 3.2). 
where
10)
is the jump vector of Φ and it is assumed that the orientation of J u coincides with the orientation of
Remark 2.1. In Proposition 3.2 in [8] we considered a bounded domain, but the same proof works when we drop this assumption.
with compact support we define its Newtonian potential
Here c N :
So, by continuity, we can consider the linear operator
(2.13)
Here I is the identity matrix. We also denote
Here O is the null matrix. We also denote U := U (1, 1) . We will write V (d) or U (l,d) if the reference to the domain is clear.
In [8] (Lem. 5.1) we proved the following statement. This approximation result generalize Claim 3 of Lemma 3.4 from [6] and was an essential tool in the optimizing the upper bound in [8] . 
has the following properties:
By the same method we can prove the following approximation result. 
has the following properties: (i) there exists C 0 such that |q n (t, x)| ≤ C 0 for every n, every x ∈ Ω and every t ∈ R; (ii) there exists M > 0 such that q n (t, x) = 0 for every |t| > M, every x ∈ Ω and all n;
As before, by [2] , Proposition 3.21, we extend ϕ to a function ϕ ∈ BV (R N , R d ) such thatφ = ϕ a.e. in Ω and Dφ (∂Ω) = 0 (again, if ϕ is bounded, then the extension may be chosen bounded). For every ε > 0 define a function
Then, by Lemma 3.1 in [8] , we have 
For any η ∈ V (d) , let ψ ε be defined by (2.15). Then,
and it is assumed that the orientation of J u coincides with the orientation of
Remark 2.2. Again, in Theorem 4.1 in [8] we considered a bounded domain, but the same proof works for the general case.
First estimates
Throughout this section we assume that Ω is a domain in R N with Lipschitz boundary.
where C k > 0 does not depend on z and x. The following lemma can be proved almost by the same method as Lemmas 3.1 and 3.2 in [7] .
is the jump vector of ϕ.
As a corollary of Lemma 3.1 we have the following lemma.
whereφ is some bounded BV extension of ϕ to R N . Then we have
and ν(x) is the jump vector of ϕ.
e. in Ω and Dφ (∂Ω) = 0. If ϕ is bounded then we consider its extension bounded too. Consider
and χ Ω is the characteristic function of Ω.
Proof. Without loss of generality we may assume that F (0) = 0. Since (u + − u − ) · ν = 0, the r.h.s. in (3.8) does not depend on the orientation of J ϕ and therefore we may assume that ν(x) is Borel measurable.
Together with η ∈ V (d) we consider a second kernelη ∈ V (N ) and setū := F (φ). Thenū ∈ BV (R N , R N )∩L ∞ , satisfyingū = u a.e. in Ω and, by Volpert's chain rule, Dū (∂Ω) = 0. Then consider
Then by induction define
where γ(t, x) is defined by (3.9) and Γ(t, x) is given by
Next fix any Borel measurable vector field ν 0 (x) : Ω → S N −1 such that ν 0 (x) = ν(x) for any x ∈ J ϕ . Then by Lemma 2.2, there exists a sequence of functions l n ∈ U (N,d) (see Def. 2.3), such that the sequence of functions {q n } defined on R × Ω by
there exists M > 0 such that q n (t, x) = 0 for |t| > M, and every x ∈ Ω, (3.19)
In particular,
For every positive integer n and for every ε > 0 consider the function
We will use the following inequality, valid for any
Therefore, since ϕ n,ε (x) = 0 for x ∈ Ω and since div (χ Ωū ) = 0 as a distribution, we obtain,
where K 0 > 0 is some constant, by (3.24), we obtain
where I η is defined by (3.8) . By Proposition 2.1, we obtain, (3.27) where γ(t, x) and Γ(t, x) are defined by (3.9), and (3.14) respectively. By Proposition 2.1, we also infer,
By Lemma 3.2 we obtain
Therefore, letting ε tend to 0 in (3.26), we obtain,
Using (3.17), (3.21), (3.18) and (3.19) we obtain
and since (u
Therefore, letting n tend to +∞ in (3.31), we obtain,
This inequality is valid for anyη ∈ V (N ) , where M 0 and I η (ϕ) do not depend onη. For every δ > 0 we can
Therefore, by (3.34) we obtain
For δ → 0 in (3.35), gives (3.8).
Combining Proposition 3.1 with Theorem 2.1, we infer the following proposition.
Proposition 3.2. Let Ω ⊂ R N be a Lipschitz domain and let H(a, b, c) :
R d×N × R d × R m → R be a C 1 function satisfying H(a, b, c) ≥ 0 for every a ∈ R d×N , b ∈ R d and c ∈ R m . In addition let F ∈ C 1 (R d , R l×N ). Consider u ∈ BV (Ω, R m ) ∩ L ∞ and ϕ ∈ BV (Ω, R d ) ∩ L ∞ satisfying div F (ϕ) = 0 in Ω as a distribution and F (ϕ) · n = 0 on ∂Ω (n
is the unit normal to ∂Ω). Moreover assume that
whereφ is some bounded BV extension of ϕ to R N , having no jump on ∂Ω. Then,
Next we turn to the minimization problem of the term on the r.h.s. of (3.37), over all kernels η ∈ V (d) analogously to what was done in [6, 8] . By the same method as there, we can obtain the following result. 
where 
and
where J 0 (ϕ) is defined by (3.40) and we assume that the orientation of J u coincides with the orientation of
We have also the following variant of Theorem 3.1 for elementary manifolds.
is the unit normal to ∂Ω) and
H O, ϕ(x) = 0 for a.e. x ∈ Ω.
Then there exists a family of functions {ψ
Then H ∈ C 1 , H ≥ 0 and H O, Φ(x) = 0 a.e. in Ω. Applying Theorem 3.1 with H, (G • F ) and Φ instead of H F and ϕ we obtain existence of the family of functions
and by (3.44) and (3.43) we infer
Since F (Φ) = ϕ, we obtain equality (3.41).
Next assume that, in addition, H(a, b) = |a| 2 + W (b) for every a ∈ R l×N and b ∈ M, where W ∈ C 1 (M, R). Then, using Lemma A.1 from Appendix, we infer from (3.45) that
Since F (Φ) = ϕ, the result follows.
The following proposition provide the lower bound for functionals depending on scalar valued functions.
Proposition 3.3. Let Ω ⊂ R N be an open set and F : R → R l×N be a Lipschitz function. Assume that
{u ε } ε>0 ⊂ H 1 (Ω, R) be such that, for a subsequence ε n ↓ 0, lim n→∞ Ω ε n |∇u εn | 2 + 1 ε n ∇ div Δ −1 (χ Ω F (u εn )) 2 dx < ∞ and u εn → u in L 1 loc (Ω, R). Then the distribution μ = div x F (u(x)∧s) ∈ D(Ω x ×R s , R l ) belongs to M(Ω×R, R l ) (i.e.
it is a finite R
l -valued Radon measure), where a ∧ s := min{a, s}. Moreover,
Proof. We follow the strategy for proving lower bounds used in the paper of Rivière and Serfaty [11] . Set
We then use the Co-area Formula to deduce that we have,
But by the definition, we have
Therefore, by (3.48), we obtain
Next we observe that
Thus, by (3.47) and (3.50) we obtain
Since, Ω |∇ x H uε n | 2 dx → 0, the last term in (3.51) goes to 0. Then by (3.51) we obtain
was arbitrary, by (3.52) we deduce that the distribution μ ∈ D(Ω × R, R
l ) is a finite vector-valued Radon measure on Ω × R. Moreover we obtain (3.46).
Remark 3.1. Under the conditions of Proposition 3.3, assume that in addition Ω is Lipschitz and u ∈ BV ∩L
∞ . Since the conditions of Proposition 3.3 imply that div (χ Ω F (u ε )) = 0, then, by Theorem 3.1, there exists a family of functions
where μ defined in Proposition 3.3. So in this case the upper and the lower bounds coincide. 
An application
≥ 0. Let in addition F ∈ C 1 (S k−1 , R N ). Consider ϕ ∈ BV (Ω, R k ) satisfying ϕ(x) ∈ S k−1 for a.e. x ∈ Ω. Moreover, assume that div F (ϕ) = 0 in Ω as a distribution, F (ϕ) · n = 0 on ∂Ω (n
Then there exists a family of functions {ψ
We have ϕ(x) ∈ K ⊂⊂ M for a.e. x in Ω. Therefore, by Theorem 3.2 we obtain the existence of the family of functions
But, by density arguments, we have
and the result follows. 
Application to the variational functional related to conservation laws
In particular Δw = u as distributions and |||w||| = s u p
Then we define
where w is as in Remark 5.
where ∇ div(Δ −1 f ) was defined by Definition 2.2.
Remark 5.2. It is clear that given a distribution u ∈ D(R
Moreover in the latter case we have ∇H = ∇(Δ −1 u).
Here I is the identity matrix. We note here that for every
with respect to L ∞ -weak * topology and satisfy
. By the results of Section 3.11 in [2] we obtain that for a.e. t ∈ (0, T ) we have 4) and there exists an orientation of J v (t) , such that
where for the vector a = (a 1 , a 2 , . . . , a N , a N +1 ) ∈ R N × R we set (a) x = (a 1 , a 2 , . . . , a N ) ∈ R N . Moreover, we also have the equality of the measures
The results and the proofs
Then we clearly have
Lemma 5.1.
where η T is a transpose of the matrix η.
where ∇ l η is a partial gradient of the function η(z, x, t) by the second argument x. On the other hand,
Therefore, by (5.12), (5.13) and (5.14) we obtain
Thus, since we have an equality in (5.15) for every
where we denote by ∇ l η : F the vector in R d with the k-th component equal to 1≤i≤d 1≤j≤N ∂ lj η ki F ij . In particular we obtain that
where γ and Γ are defined by (5.9) and (5.10) with p defined by (5.11). Next we have the following estimates
where C is a constant which does not depend on ε and t. By the same way,
In particular
Therefore, by (5.18) we obtain 
Therefore, by (5.22), (5.6), (5.16) and the Dominated Convergence Theorem (see also Lem. A.2) we obtain (5.8).
Next, by Theorem 2.1, we obtain
Therefore by the similar way as we did in (5.19)-(5.21), using (5.23) we obtain
Moreover,
So, as before, using (5.24), we deduce
Then, by linking (5.8) with (5.25) we can prove the following proposition.
and where γ, and p are defined by (5.9), and (5.11) respectively.
Proof. By (5.8) and (5.25) we obtain
where γ, Γ and p are defined by (5.9), (5.10) and (5.11) respectively. On the other hand, by (5.3) we deduce
In particular there exists c > 0 independent on (x, t) such that c ≤ |(ν v ) x (x, t)| ≤ 1. Therefore, by (5.5), (5.6) and (5.29) we can rewrite (5.28) in the form
where L(γ, v, x, t) is defined by (5.27).
Remark 5.3. For the proof of Proposition 5.1, we used the results of Section 3. We proved these results for the case N ≥ 2, but we can prove these results, with an even simpler proof, also for N = 1.
Next, as in [8] and as above, we can prove the following proposition. 
Then, as before, by Proposition 5.1 and Proposition 5.2 we can deduce the following proposition.
where R a,b is defined by (5.32) and
Now we can prove the main theorem of this section.
For every ε > 0 and h > 0 let u h,ε := u {η h ,ε} and w h,ε := w {η h ,ε} (x) be as in Proposition 5.3 corresponding to η h . We want to modify u h,ε in order to satisfy the initial conditions. Let
It is clear that we may assume that χ ε is L 2 -strongly continuous in [0, T ] as a function of t and χ ε (x, 0) = v(x, 0). Moreover for every 0 ≤t ≤ T we have
) be a cut-off function satisfying θ(t) = 0 for every t ≥ 1 and θ(t) = 1 for every
whenever t ≥ hε. Now we will want to prove that
where C > 0 is a constant which does not depend on h and ε. First of all by (5.37) we observe that
On the other hand
Next we have where L > 0 is as in (A.2). Then r ∈ R a,b and, by the inequality
Θ r(t) · r (t) G r(t) dt.
Therefore, we infer 
I(r).
The following lemma is used in Section 5. 
Proof. It is enough to prove (A.11) for ϕ ∈ C 1 ∩ L 2 , otherwise we approximate ϕ by smooth functions. So without loss of generality we may assume that ϕ ∈ C 1 . It is clear that there exists a compact set K ⊂⊂ R N , depending only on supp l, such that l(z, x) = 0 whenever z ∈ R N \ K or x ∈ R N \ K. Since we assumed ϕ ∈ C 1 , by definition of ϕ ε we obtain where C 0 , C 1 depend only on K and l L ∞ . This completes the proof.
