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Ce document retrace mes activités scientifiques après thèse, certains travaux étant la suite
de travaux engagés au cours de ma thèse.
Pour rappel, ma thèse portait sur l’algorithmique et l’optimisation dans les réseaux de com-
munications optiques. La première partie portait sur la conception et la caractérisation de ré-
seaux d’interconnexions optique en espace libre utilisant l’architecture OTIS (Optical Transpose
Interconnection System). Je renvoie à [T1, A2, A3, A4, Ci15, Ci16, Ci17, Ci19, Cn39, Cn41] pour
l’ensemble de mes travaux sur les « OTISeries ». La deuxième partie portait sur la sécurisation
par protection dans les réseaux optiques à multiplexage en longueur d’onde (wavelength division
multiplexing, WDM) [T1, Cis36, Ci18, Cn40, Cn41], et je continue depuis à m’intéresser à ces
questions.
Le contexte général de mes travaux se situe dans les réseaux orientés connexions, que ce
soit des réseaux optiques à multiplexage en longueur d’onde (WDM), des réseaux MPLS (multi-
protocol label switching), ou encore des réseaux à faisceaux hertziens (backhaul networks). Je
m’intéresse principalement à des flux d’informations en transit dans le réseau et peu aux paquets
qui les constituent. Dans ces réseaux, je m’intéresse à router les flux d’information, à agréger des
flux d’information bas débits dans des flux de plus hauts débits, à faire évoluer le routage en cas
de variations dans la quantité de trafic à transporter ou dans la topologie du réseau, et à assurer
la continuité du trafic en cas de panne simple ou multiple. Pour aborder ces questions, j’utilise
des outils variés de l’algorithmique, de la théorie des graphes et de l’optimisation combinatoire.
L’ensemble des résultats présentés dans ce document est le fruit de travaux collaboratifs
avec les membres de l’équipe-projet Mascotte, des collègues d’autres universités, française ou
étrangères, et des collègues de France Télécom, Alcatel-Lucent et 3-ROAM. Dans cette intro-
duction, je résume nos travaux sur le routage, le groupage de trafic, la tolérance aux pannes et
la reconfiguration. Je résume également des travaux plus récents sur la minimisation du nombre
d’étiquette dans les réseaux MPLS, le dimensionnement de réseaux de collecte IP sans fil, ainsi
que des travaux sur le routage disjoints d’ensembles particuliers de requêtes. Ensuite, je détaille
nos travaux sur le groupage de trafic dans le chapitre 3, sur la notion de groupes de ressources
partageant un risque dans le chapitre 4, et sur la reconfiguration de routages dans le chapitre 5.
Routage et affectation de longueurs d’ondes
Le problème du routage et de l’affectation de longueurs d’ondes (RWA) dans les réseaux
optiques WDM, aussi appelé routage optique, est au cœur de nombreux problèmes d’optimisation
dans ces réseaux. Il a donc suscité de nombreuses études au cours de 20 dernières années [212, 213,
214, 215, 218], le critère à optimiser étant généralement le nombre de longueurs d’ondes utilisées.
Parmis ces travaux, (trop) nombreux sont ceux qui ont proposé des algorithmes heuristiques. Les
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plus courants consistent à résoudre d’abord le problème du routage en utilisant une heuristique,
puis à résoudre le problème de l’affectation de longueurs d’ondes (qui se modélise par un problème
de coloration des sommets d’un graphe) en utilisant une autre heuristique. Rappelons que les
problèmes du routage et de l’affectation de longueurs d’ondes sont NP-difficiles et difficiles à
approcher [59, 60].
Afin de mieux comprendre pourquoi tant d’efforts étaient investis dans la conception d’al-
gorithmes heuristiques pour le problème RWA, et quelle était la difficulté réelle de calculer des
solutions optimales ou proche de l’optimale, j’ai étudié de plus près ce problème avec Hervé Ri-
vano. Nous avons utilisé des techniques classiques de recherche opérationnelle pour résoudre le
problème RWA. Les principes généraux sont d’une part de transformer les problèmes de routage
et de l’affectation de longueurs d’ondes en un unique problème de multiflot entier dans un graphe
auxiliaire, et d’autre part de considérer l’ensemble des requêtes issues d’une même source comme
un unique flot entier afin de réduire le nombre de commodités à considérer (d’un facteur n). Nous
avons de plus ajouté un gadget au graphe modélisant le réseau pour modéliser différent types
de conversion en longueur d’onde. Nous avons également utilisé la capacité des arcs du graphe
pour modéliser le nombre de fibres optiques sur chaque lien du réseau et donc le nombre de fois
qu’une longueur d’onde peut être utilisée sur un même lien. Avec cette modélisation, le temps
de résolution du problème, qui croît avec le nombre de longueurs d’ondes, se résout en quelques
minutes avec un solveur comme CPLEX avec des instances standards (50 nœuds, 160 liens, 100
longueurs d’ondes). Ensuite, nous avons utilisé la technique de l’arrondi aléatoire de la relaxa-
tion fractionnaire du multiflot pour résoudre plus rapidement le problème [Ci20, Cn42]. Nous
obtenons alors une solution de bonne qualité en quelques secondes. Enfin, nous avons utilisé un
algorithme combinatoire d’approximation de multiflot fractionnaire pour approcher la relaxa-
tion fractionnaire du problème [Ci23, Cn43, Ci24]. Ceci nous permet d’aborder des problèmes
de grandes tailles en temps raisonnable et avec une faible complexité en espace. Je renvoie à
la thèse de Rivano [215] pour plus de détails sur ces travaux. Notons que nos algorithmes sont
compétitifs vis-à-vis des formulations en programmes linéaires en nombres entiers avec généra-
tion de colonnes les plus performantes telles que celles proposées par Jaumard et al. [218], à la
fois en temps de calculs et en qualité des solutions.
D’autre part, nous observons régulièrement que des auteurs, lorsqu’ils travaillent sur des
instances “réelles” (topologie, trafic), remplacent le calcul de multiflot (entier) par de simples
calculs de plus courts chemins. De façon surprenante, cette technique donne de bons résultats,
mais personne ne sait aujourd’hui expliquer pourquoi. Aussi, une direction de recherche im-
portante est d’étudier les spécificités structurelles des instances “réelles” afin de concevoir des
algorithmes plus performants (temps de calcul, qualité de la solution).
Ces travaux ont été effectués en collaboration avec Jean-François Lalande (thèse Mascotte,
puis MdC ENSI Bourges), Hervé Rivano (Mascotte, puis SWING, CITI, Lyon), et Mohamed
Bouklit et Christophe Paul du LIRMM dans le cadre de la Color Dynamic.
J’ai co-encadré avec Hervé Rivano les stages de Marc Martinez de Albeniz (M2 UPC Barce-
lone en 2003, 6 mois) et Xavier Roche (L3 ENS Lyon en 2003, 6 semaines) sur le sujet.
Ceci a donné lieu à 5 publications dans des conférences [Ci20, Ci23, Ci24, Cn42, Cn43].
Groupage de trafic (chapitre 3)
La notion de groupage de trafic dans les réseaux correspond au fait de multiplexer des flux de
données bas débits dans des flux de plus hauts débits afin d’optimiser l’utilisation des ressources
des réseaux, et en particulier de simplifier les opérations de routage dans les nœuds intermé-
diaires. L’objectif est donc d’une part d’optimiser l’utilisation de la bande passante disponible
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et d’autre part de minimiser la quantité de traitement à effectuer dans les nœuds du réseaux et
donc la complexité, le nombre et le coût des équipements à installer.
Nous nous sommes principalement intéressés au cas des réseaux en anneaux utilisant la tech-
nologie SONET/SDH, c’est-à-dire utilisant une hiérarchie digitale synchrone sur chaque longueur
d’onde (multiplexage temporel de la bande passante). Dans ces réseaux, chaque longueur d’onde
peut transporter g flux distincts (un flux correspond à une connexion), chacun utilisant une
fraction 1/g de la capacité de cette longueur d’onde. Pour insérer et extraire les flux bas débits
d’une longueur d’onde, nous utilisons un multiplexeur d’insertion/extraction (add/drop multi-
plexer, ADM). Nous utilisons un ADM sur une longueur d’onde à chaque nœud du réseau où il
faut insérer ou extraire des flux. Il peut donc y avoir plusieurs ADMs par nœuds, un par longueur
d’onde. Dans ce contexte, nous avons cherché à minimiser le nombre total d’ADMs à placer dans
le réseau pour satisfaire un ensemble donné de connexions, en étudiant plus particulièrement le
cas de l’échange total (une connexion entre chaque paire de nœuds du réseau). Nous avons
montré que le problème du groupage d’un trafic d’échange total sur l’anneau unidirectionnel
corresponds à une partition des arêtes du graphe complet en sous-graphes à au plus g arêtes (où
g est le facteur de groupage) et où il faut minimiser le nombre total de sommets. En utilisant des
outils de la théorie des graphes et de la théorie des configurations (design theory), nous avons
obtenu des constructions optimales pour les valeurs pratiques de N et de g, et pour des classes
infinies de congruences pour des g donnés. Nous avons donné des constructions optimales pour
g ≥ N(N − 1)/6 et pour g = 4, 6, 12. Nous avons également proposé des constructions appro-
chées. D’autre part, nous avons obtenu des constructions optimales pour le chemin orienté avec
g = 2. Par ailleur, nous avons montré comment améliorer les bornes inférieures en utilisant des
techniques de comptage adaptées, et comment déterminer le nombre maximum de connexions
pouvant être établies sur une longueur d’onde d’un chemin de taille N .
Nos contributions sur ce sujet sont présentées dans le chapitre 3 au travers d’un état-de-l’art
des contributions dans ce domaine.
Mes contributions sur le groupage de trafic ont été réalisées principalement en collaboration
avec : Jean-Claude Bermond (Mascotte), Charles J. Colbourn (ASU, Tempe, USA), Michel
Cosnard (Univ. Nice Sophia & INRIA), Gennian Ge (Zhejiang Univ., Chine), Alan Ling (Univ.
Vermont, Burlington, USA), Xavier Muñoz (UPC, Barcelone, Espagne), Stéphane Pérennes
(Mascotte). et Joseph Peters (SFU, Vancouver, Canada). De plus, des travaux sur la protection
par cycles réalisés avec Lilian Chacon (Orange Labs, Lannion), François Tillerot (Orange labs,
Lannion) et Min-Li “Joseph” Yu (SFU, Vancouver, Canada) répondent à certains problèmes de
groupage.
J’ai co-encadré avec X. Muñoz la thèse d’Ignasi Sau (2006-2009, puis post-doc Technion,
Haifa, Israel) sur le sujet, et j’ai encadré ou co-encadré 3 stages sur le sujet : Laurent Braud (L3
ENS Lyon, 2004, 6 semaines), Benjamin Lévèque (L3 ENS Lyon, 2002, 6 semaines), et Ignasi
Sau (M2 UPC Barcelone, 2005-2006, 7 mois, co-encadrement avec J-C. Bermond).
Ceci a donné lieu aux publications suivantes : 4 revues [A5, A6, A7, A10], 3 chapitres de
livres [B13, B12, B14] et 8 conférences [Cis36, Ci18, Ci21, Ci22, Ci25, Ci26, Ci27, Cn40].
Tolérance aux pannes (chapitre 4)
Assurer la continuité du trafic en cas de pannes d’équipements (nœuds ou liens) est une
nécessité pour les réseaux de télécoms. Pour ce faire, deux types d’approches se distinguent :
les méthodes pro-actives (protection) qui planifient les chemins de secours de chaque connexion
au moment du dimensionnement du réseau ou de l’établissement d’une nouvelle connexion, et
les méthodes réactives (restauration) qui déterminent au moment de la panne les chemins de
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secours en fonction des ressources disponibles. Je me suis intéressé aux méthodes pro-actives,
qui me semblent les plus adaptées dans les réseaux WDM.
Au cours de ma thèse, et pour répondre à une question posée par François Tillerot de France
Télécom, nous avons abordé le problème de la protection par cycles. Il s’agit de protéger un
ensemble de connexions routées le long d’un cycle dans le réseau en utilisant une longueur d’onde
circulant en sens inverse. Cette notion a été introduite sous le nom de p-cycle dans [168] et a
connue de nombreux développements par la suite (voir l’état-de-l’art [186]). Nous avons proposé
un dimensionnement optimal pour l’instance all-to-all sur l’anneau [A5, Cis36, Ci18, Cn40]. Ces
résultats ont également des applications pour le groupage de trafic sur l’anneau avec facteur de
groupage g = 1 (voir chapitre 3). Je me suis également intéressé à la question de déterminer
deux chemins arcs disjoints entre toute paire de sommets et dont la somme des coûts soient
minimale. L’algorithme que j’ai proposé [Cn41] a la même complexité que celui de Suurballe et
Tarjan [167], mais utilise plus directement la notion de chaîne augmentante.
Depuis, nous nous sommes intéressés à la notion de groupe de ressources partageant un
risque (shared risk resource group, SRRG), c’est-à-dire un ensemble de ressources du réseau pou-
vant tomber en panne simultanément. Dans ce contexte, nous ne cherchons plus à optimiser le
nombre d’arêtes d’un chemin ou d’une coupe, mais le nombre de SRRG auxquels il appartient.
Nous avons étudié la complexité et l’(in)approximabilité de problèmes classiques d’optimisa-
tion combinatoire (chemin, coupe, arbre, chemins disjoints) dans ce contexte, en fonction de la
structure des SRRG. Nous avons d’abord montré que de nombreux problèmes deviennent alors
NP-complets et difficiles à approcher [A8, Ci28], puis nous avons caractérisé de nombreux cas
où ces problèmes peuvent être résolus en temps polynomial [S49]. Ces travaux font l’objet du
chapitre 4.
Les contributions du chapitre 4 ont été obtenues en collaboration avec : Pallab Datta (NSI,
San Diego, USA), Florian Huc (thèse Mascotte, puis post-doc CUI Genève, Suisse), Fabrice
Peix (Mascotte), Stéphane Pérennes (Mascotte), Hervé Rivano (Mascotte) et Marie-Emilie Voge
(thèse Mascotte puis MdC LIFL, Lille).
Elles ont donné lieu aux publications suivantes : 1 article de revue [A8], 1 article soumis à
une revue [S49], et 2 articles de conférences [Ci29, Ci28].
Reconfiguration de routages (chapitre 5)
La configuration d’un réseau (WDM par exemple) correspond principalement au routage (et
affectation de longueurs d’ondes) des requêtes de connexions, et peut aussi inclure le paramétrage
courant des divers composants (routeurs, amplificateurs,...) du réseau. Pour optimiser l’utilisa-
tion des ressources suite à des évolutions de la matrice de trafic, ou pour interdire l’utilisation
de certaines ressources devant subir une opération de maintenance, il peut-être nécessaire de
changer la configuration du réseau. Il faut alors d’une part déterminer la nouvelle configuration
et d’autre part planifier les changements à effectuer pour passer de la configuration courante à la
nouvelle, tout en limitant les perturbations induites pour les clients (interruptions de trafic). Ce
problème se retrouve dans tous les types de réseaux orientés connexions et est étudié au moins
depuis les années 70 pour les réseaux téléphoniques [190].
Ce problème étant très difficile à résoudre, nous nous sommes intéressés uniquement à la
deuxième partie du problème qui consiste, étant données les configurations courante et finale,
à planifier l’ordre dans lequel sont effectués les changements de routes de chaque connexion
afin de minimiser les interruptions de services. A notre connaissance, seuls Jose et Somani [200]
s’étaient intéressés à cette question en proposant une heuristique pour minimiser le nombre
total d’interruptions au cours de la reconfiguration. Comme dans [200], nous modélisons les
dépendances entre connexions par un graphe orienté (le graphe de dépendances) dont les sommets
correspondent aux connexions devant changer de route, et il y a un arc d’un sommet u vers un
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sommet v si la connexion v utilise dans la configuration initiale des ressources que doit utiliser u
dans la configuration finale. Lorsque ce graphe contient des cycles, il est nécessaire d’interrompre
temporairement certaines requêtes. Nous modélisons une interruption par le placement d’un
agent sur le sommet correspondant, et nous étudions un jeu similaire aux jeux des gendarmes
et du voleur, où l’objectif est de minimiser soit le nombre total de sommets visité par un agent
au cours de la stratégie (nombre total d’interruptions), soit le nombre d’agents nécessaires à
l’existence d’une stratégie (nombre simultané d’interruptions), soit des compromis [S55]. Nous
avons entre autre montré la complexité et l’inapproximabilité du problème [Cn44], caractérisé
les graphes pour lesquels il existe un stratégie utilisant au plus 2 agents [S50], et proposé des
algorithmes heuristiques [Ci33, S52].
Ces travaux nous ont amené à étudier des invariants de graphe comme la largeur de chemin
(pathwidth) et l’indice d’échappement (node search number). En particulier, nous avons montré
que la largeur de chemin d’un graphe planaire extérieur et celle de son dual géométrique diffèrent
d’un facteur au plus 2 [A9], infirmant ainsi plusieurs conjectures sur cet écart [77, 80]. Nous avons
également proposé un algorithme distribué permettant de calculer plusieurs invariants (largeur
de chemin, indice d’échappement, indice de traitement,...) dans les arbres, ainsi qu’une version
dynamique de cet algorithme permettant l’ajout ou la suppression d’arêtes [Cn45, S51, Cis38,
Cis37].
Les travaux présentés dans le chapitre 5 ont été effectués en collaboration avec : Florian Huc
(thèse Mascotte puis post-doc CUI Genève), Dorian Mazauric (thèse Mascotte), Nicolas Nisse
(Mascotte), Stéphane Pérennes (Mascotte) et Jean-Sébastien Séréni (thèse Mascotte puis CR
CNRS au LIAFA, Paris).
J’ai co-encadré avec J-C. Bermond la thèse de Florian Huc (2005-2008) dont une partie des
travaux portaient sur le sujet, et j’ai encadré ou co-encadré les stages de Arnaud Daver (stage
M2 en 2004, 4 mois), Quang-Cuong Pham (stage L3 en 2004, 2 mois, co-encadrement avec S.
Pérennes), Dorian Mazauric (stage M1/EPU2 en 2007, 3 mois, co-encadrement avec F. Huc),
Ronan Soares (stage M2 en 2009, 3 mois, co-encadrement avec N. Nisse) et Saber Ben Nejma
(PFE Sup’Com Tunis en 2009, 4 mois, co-encadrement avec N. Nisse).
Mes travaux ont donné lieu aux publications suivantes : 1 revue [A9], 7 conférences [Ci34,
Ci33, Cn46, Cis37, Cis38, Cn45, Cn44], 3 articles en cours de soumissions [S50, S51, S55],
et [S52, S48].
Réseaux MPLS
La technologie MPLS (MultiProtocol Label Switching) est un mécanisme conçu pour fournir
un service unifié de transport de données pour les clients en utilisant une technique de commu-
tation de paquets. Avec cette technologie, les paquets d’une même connexion sont transmis de
nœud en nœud le long d’un chemin, appelé LSP (Labeled Switched Path), vers la destination.
Chaque nœud intermédiaire utilise l’étiquette du paquet pour décider du prochain lien à tra-
verser. Cependant cette étiquette est propre à la table de routage de chaque nœud. Aussi, un
objectif important est de réduire le nombre total d’étiquettes différentes à utiliser dans le réseau.
Ceci est crucial avec les technologies telles que AOLS (All-Optical Label Switching) [217, 216] qui
proposent d’utiliser le même principe de routage que MPLS en restant dans le domaine optique.
Chaque étiquette nécessite alors de placer un équipement particulier dans le nœud.
Plusieurs méthodes ont été proposées pour réduire le nombre d’étiquettes et nous nous
sommes intéressés à l’empilement d’étiquettes (label stacking) qui permet d’empiler plusieurs
étiquettes. Dans ce cas, un routeur ne peut cependant en lire qu’une (celle du sommet de la
pile). Avec cette méthode, l’ensemble du chemin peut par exemple être encodé dans un paquet.
Ceci simplifie les opérations de routage aux nœuds intermédiaires, mais induit un surcoût im-
portant de signalisation. De plus, cette méthode permet de créer des tunnels dans le réseau afin
5
d’agréger plusieurs LSPs le long d’un chemin et ainsi de réduire le nombre d’étiquettes.
Nous avons étudié [Ci30, Ci31, S53] le problème de choisir les tunnels à utiliser pour minimiser
le coût du routage, où le coût d’un tunnel est alors associé à sa longueur en nombre d’arêtes
et au nombre de LSPs qu’il transporte, dans le cas où la taille des piles est limitée à 2. En
utilisant une modélisation des tunnels à base d’hypergraphes orientés, nous avons montré que
ce problème est NP-difficile en général et difficile à approcher à un facteur c log n, où c est une
constante positive et n le nombre de nœuds du réseau. Lorsque le graphe est orienté symétrique,
nous avons d’abord montré que le problème est difficile à approcher à un facteur constant, puis
nous avons proposé un algorithme log n-approché. Nous nous sommes ensuite concentré sur le
cas où le réseau est un chemin orienté et proposé un algorithme exact en O(nk+1) à base de
programmation dynamique, où k est le nombre de sources dont est issue le trafic.
Ces travaux apportent les premiers résultats théoriques dans ce domaine. Ils ont été effec-
tués en collaboration avec : Jean-Claude Bermond (Mascotte), Joanna Moulierac (Mascotte),
Stéphane Perennes (Mascotte), Hervé Rivano (Mascotte puis SWING, Lyon)et Ignasi Sau de
Mascotte et Fernando Solano Donado (Univ. Warsaw, Pologne).
Ils ont donné lieu à 2 publications dans des conférences [Ci30, Ci31] et 1 article actuellement
soumis à une revue [S53].
Réseaux de collecte IP sans fil
Dans le cadre d’une collaboration avec la PME 3-ROAM, basée à Sophia Antipolis, nous
travaillons sur des problèmes d’optimisation dans des réseaux de collecte IP sans fil, appelé
wireless backhaul networks. Les liens de ces réseaux sont des faisceaux hertziens, c’est-à-dire que
les informations sont transmises par micro-ondes d’une antenne vers une autre sur une distance
pouvant aller jusqu’à 50km. La bande passante offerte par ces liens est de l’ordre de 500Mbit/s.
Ces réseaux sont faciles à déployer et permettent de relier des zones où il est difficile, voire
prohibitif, d’apporter l’accès à l’internet haut débit par fibre optique (e.g., village reculé, zone
montagneuse). De plus, ces réseaux utilisent une technologie peu coûteuse. Ils ont donc un intérêt
économique et territorial certain.
Sur ces réseaux, nous étudions des problèmes similaires à ceux que nous étudions sur les
réseaux WDM ou MPLS : dimensionnement, routage, tolérance aux pannes, optimisation dy-
namique du routage,... Toutefois, il y a une différence fondamentale entre ces réseaux et les
réseaux filaires : la bande passante des liens du réseau est sujette à variation. Tout d’abord,
les changements météorologiques (pluie, brouillard, chaleur) peuvent dégrader la qualité de la
transmission, ce qui peut entraîner une diminution de la bande passante de certains liens, voire
les rendre inopérants. D’autre part, il est possible d’adapter dynamiquement la bande passante
de ces liens en fonction des besoins en en modifiant la configuration (choix de la modulation,
de la puissance d’émission du signal, du codage ou encore du taux d’erreurs). Ceci ouvre des
perspectives très intéressantes dans l’étude des problèmes d’optimisation habituels.
Avec Napoleão Nepomuceno et Hervé Rivano, nous avons tout d’abord étudié le problème de
déterminer la meilleure configuration d’un lien pour offrir une bande passante donnée. Puis, nous
avons étudié le problème de déterminer la configuration de chaque lien et le routage des infor-
mations afin d’optimiser la consommation globale d’énergie du réseau. Ces gains sont modestes
en comparaison de la consommation des routeurs, mais c’est un début.
J’encadre actuellement les thèses de Napoleão Nepomuceno (depuis décembre 2007) et d’Is-
sam Tahiri (depuis novembre 2009) sur le sujet. Nos travaux ont déjà donné lieu à 1 publication
dans une revue [A11] et 2 publications dans des conférences [Ci35, Cn47]. Notons également que
le modèle de lien que nous avons proposé et que Napoleão a implémenté est actuellement utilisé
par 3-ROAM.
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Je m’intéresse également à d’autres questions. Par exemple, au cours de ma thèse, nous
avions cherché à déterminer le plus grand k tel que tout sous ensemble de k sommets ordonnés
d’une grille torique (suffisamment grande) soit inclus dans un circuit arête simple (une arête
n’est utilisée qu’une fois). Nous avions montré que k ≤ 11 et conjecturé que k = 11 [T1, section
2.4]. Nous avons depuis infirmé cette conjecture avec Ignasi Sau et Frédéric Giroire (Mascotte)





This document describes my scientific activities after my PhD thesis, but some results were
undertaken during my PhD.
As a reminder, my PhD thesis was about algorithms and optimization in optical com-
munication networks. The first part focused on the design and characterization of free space
optical interconnection networks using the OTIS architecture (Optical Transpose Interconnec-
tion System). I refer to [T1, A2, A3, A4, Ci15, Ci16, Ci17, Ci19, Cn39, Cn41] for all our
results on the “OTISeries”. The second part concerns protection mechanisms in WDM net-
works [T1, Cis36, Ci18, Cn40, Cn41], and I continue to be interested in these issues.
The general contexts of my research activity are the connection oriented networks, either
WDM (wavelength division multiplexing) optical network, or MPLS (Multi-protocol label swit-
ching), or wireless backhaul networks using microwave links. I am more interested in the data
flows in transit in the network rather than the packets they carry. In such networks, I am in-
terested in routing data flows, in aggregating low rate traffic streams into higher speed one, in
updating the routing after traffic or topological modifications, and in ensuring the traffic conti-
nuity under single or multiple failures scenarios. To address these issues, I use a variety of tools
from algorithmics, graph theory and combinatorial optimization.
All results presented in this document are the result of collaborative work with members
of the project-team Mascotte, colleagues from other universities (in France and abroad), and
colleagues from France Telecom, Alcatel-Lucent and 3-ROAM. This introduction summarizes
our work on routing, traffic grooming, fault tolerance and reconfiguration. It also summarizes
more recent work on minimizing the number of labels in MPLS networks, the design of wireless
backhaul networks, as well as the disjoint routing of particular set of requests. I present in more
details our work on traffic grooming in Chapter 3, on of shared risk resource groups in Chapter 4,
and on the reconfiguration of routing in Chapter 5.
Routing and wavelength assignment
The routing and wavelength assignment (RWA) problem in WDM optical networks, also
known as optical routing problem, is central to many optimization problems. It has motivated
numerous studies over the past 20 years [212, 213, 214, 215, 218], one of the main criteria to
optimize being the number of wavelengths used. Among these works, (too) many have proposed
heuristic algorithms. The most common approach is to solve first the routing problem using
heuristics, and then solve the wavelength assignment problem (which is modeled as a graph
coloring problem) using another heuristic. Recall that both problems are NP-hard and difficult
to approximate [59, 60].
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With Hervé Rivano, we have studied the RWA problem with the aim of better understanding
why so many efforts were invested in the design of heuristic algorithms for the RWA problem,
and what was the real difficulty encountered in the computation of optimal and near-optimal
solutions. We used standard techniques of operational research to solve the RWA problem. The
general principles are : to transform the routing and the wavelength assignment problems into a
single multi-commodity flow problem on an auxiliary graph, and to consider the set of requests
issued from a same node as a single integral commodity in order to reduce (by a factor N) the
number of commodities to consider. We have added a gadget to model various types of wavelength
conversions functionalities. We have also used the capacity of the arcs to model the number of
optical fibers on each link of the network, and therefore the number of times a given wavelength
can be used on a same link. Clearly, with this model the computation time increases with the
number of wavelengths. However, solvers like CPLEX are able to compute optimal solutions
in a few minutes on standard instances (50 nodes, 160 links, 100 wavelengths). We then used
randomized rounding techniques on the fractional relaxation of the multi-commodity flow to
obtain faster solutions [Ci20, Cn42]. We then get good solutions in a few seconds. Finally, we
used a combinatorial approximation algorithm for the fractional multi-commodity flow in order
to approximate the fractional relaxation of the problem [Ci23, Ci24, Cn43]. This allows us to
tackle large problems in reasonable time and with a low space complexity. I refer to the thesis
of Rivano [215] for more details on this work. Note that our algorithms are competitive with
respect to the most powerful integer linear programming formulations using column generation
proposed by Jaumard et al. [218] in both computation time and quality of the solutions.
On the other hand, we observe that many authors replace the computation of the integral
multi-commodity flow by simple shortest paths computation, when working on “real” instances
(topology, traffic). Surprisingly, this technique gives good results, but today no one is able to
explain why. Also, an important research direction is to study the structural characteristics of
“real” instances in order to design more efficient algorithms (computation time, quality of the
solution).
These studies have been done in collaboration with Jean-François Lalande (PhD thesis Mas-
cotte, now MdC ENSI Bourges), Hervé Rivano (Mascotte, now SWING, CITI, Lyon), and Mo-
hamed Bouklit and Christophe Paul of the LIRMM laboratory in the context of the Color grant
Dynamic.
I have co-supervised with Hervé Rivano on this subject the internships of : Marc Martinez
de Albeniz (M2 UPC Barcelona in 2003, 6 months) ; Xavier Roche (L3 ENS Lyon in 2003, 6
weeks).
This work has been published in 5 conferences [Ci20, Ci23, Ci24, Cn42, Cn43].
Traffic grooming (chapiter 3)
The notion of traffic grooming refers to techniques used to combine low speed traffic streams
onto high speed wavelengths in order to minimize the network-wide cost in terms of electronic
switching. The main objectives are to optimize the usage of available bandwidth and to minimize
the number of switching operations to perform in network nodes, and so the complexity, the
number and the cost of the equipments to be installed in router nodes.
We have mainly considered SONET/SDH rings that use a synchronous digital hierachy (time
division multiplexing) on each wavelength of a WDM ring network. In these networks, each wa-
velength can carry up to g distincts streams (each using 1/g of the bandwidth of a wavelength).
We use add/drop multiplexers (ADMs) to add and drop low rate traffic streams from the wave-
length. We place one ADM on a wavelength at each node in which traffic is added or dropped
from that wavelength. Also, we may install several ADMs at the same node, one per wavelength.
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In this context, we are interested in minimizing the total number of ADMs to install in the
network in order to satisfy a given traffic requirement. We have particularly studied the case of
all-to-all traffic (one connection request between each pair of nodes) on networks with path and
ring topologies. For ring topology, we have shown that the traffic grooming problem corresponds
to a partition of the edges of the complete graph into subgraphs, where each subgraph has at
most g edges (where g is the grooming ratio) and where the total number of vertices has to
be minimized [Ci22, B12]. Using tools of graph and design theory, we optimally solved the pro-
blem for practical values [Ci21] and infinite congruence classes for a given g. We gave optimal
constructions on unidirectional rings when g ≥ N(N−1)/6 and when g = 4, 6, 12 [Ci22, A5, A6],
and on paths when g = 2 [A7, Ci25]. We provided approximate constructions on unidirectional
rings for all values of g [A10]. We also showed how to improve lower bounds by using refined
counting techniques [A6], and how to determine the maximum number of connections which can
be established in a wavelength of a path of size N [Ci26].
Our contributions on traffic grooming are presented in Chapter 3.
My contributions on traffic grooming have been done in collaboration with : Jean-Claude
Bermond (Mascotte), Charles J. Colbourn (ASU, Tempe, USA), Michel Cosnard (Univ. Nice
Sophia & INRIA), Gennian Ge (Zhejiang Univ., China), Alan Ling (Univ. Vermont, Burlington,
USA), Xavier Muñoz (UPC, Barcelona, Spain), Stéphane Pérennes (Mascotte) and Joseph Peters
(SFU, Vancouver, Canada). Furthermore, our studies on protection by cycles [A5, Cis36, Ci18,
Cn40] done with Lilian Chacon (Orange Labs, Lannion), François Tillerot (Orange labs, Lannion)
and Min-Li “Joseph” Yu (SFU, Vancouver, Canada) answer some traffic grooming problems (all-
to-all traffic grooming in uni/bidirectional ring with g = 1).
On this topic, I have co-supervised with X. Muñoz the PhD thesis of Ignasi Sau (2006-2009,
now post-doc Technion, Haifa, Israel), and I have supervised or co-supervised 3 internships :
Laurent Braud (L3 ENS Lyon, 2004, 6 weeks), Benjamin Lévèque (L3 ENS Lyon, 2002, 6 weeks),
and Ignasi Sau (M2 UPC Barcelone, 2005-2006, 7 months, co-supervision with J-C. Bermond).
These results have been published in : 4 journals [A5, A6, A7, A10], 3 book chapters [B12,
B13, B14] and 8 conferences [Cis36, Ci18, Ci21, Ci22, Ci25, Ci26, Ci27, Cn40].
Fault tolerance (Chapter 4)
Ensuring traffic continuity in the event of equipment failures (nodes or links) is a necessity
for telecom operators. To do this, two approaches emerge : the pro-active methods (protection)
that reserve backup paths for each connection when designing the network or establishing a
new connection, and reactive methods (restoration) that determine backup paths using avai-
lable resources when the failure occurs. I am interested in pro-active methods that seem more
appropriate in WDM networks.
During my PhD thesis, and in order to answer a question from François Tillerot (France
Telecom), we addressed the problem of protection by cycles. It consists is protecting a set of
connections routed along a cycle in the network using a wavelength traveling in opposite di-
rections. This concept is known as the p-cycles, introduced in [168] and widely studied (see
the survey [186]). We have proposed an optimal design for all-to-all traffic on the ring topo-
logy [A5, Cis36, Ci18, Cn40]. These results have also applications for traffic grooming on rings
with grooming factor g = 1 (see Chapter 3). I was also interested in the question of determining
two arcs disjoint paths between any pair of vertices whose total cost are minimal. The algorithm
that I proposed [Cn41] has the same complexity than the one of Suurballe and Tarjan [167], but
it uses more directly the concept of augmenting path.
Then, we have addressed the notion of shared risk resource group (SRRG), that is a set
of resources of the network that may fail simultaneously. In this context, we are no longer
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interested in minimizing the number of edges of a path or a cut, but the number of SRRG
to which it belongs. We have established complexity and hardness results for some classical
combinatorial optimization problems (path, cut, tree, disjoint paths) in this context. Our results
take into account the structural properties of the SRRG. We have also proposed approximation
algorithms. We have first showed that many problems become NP-complete and difficult to
approximate in the SRRG context [A8, Ci28] ; then we have characterized many cases where
these problems can be solved in polynomial time [S49]. These studies are detailed in Chapter 4.
The contributions of Chapter 4 have been done in collaboration with : Pallab Datta (NSI,
San Diego, USA), Florian Huc (PhD thesis Mascotte under my (co)direction, now post-doc CUI
Geneva, Switzerland), Fabrice Peix (Mascotte), Stéphane Pérennes (Mascotte), Hervé Rivano
(Mascotte) and Marie-Emilie Voge (PhD thesis Mascotte under my (co)direction, now MdC
LIFL, Lille).
This work has been published in : 1 journal [A8], 1 paper submitted to a journal [S49], and
2 conferences [Ci28, Ci29].
Routing reconfiguration (Chapter 5)
The configuration of a network (e.g. WDM) corresponds mainly to the routing (and wa-
velengths assignment) of connection requests, and may also include the current setting of the
devices (routers, amplifiers,...) of the network. To optimize the usage of resources with the evolu-
tion of the traffic matrix, or to avoid using particular resources subject to maintenance operation,
it may be necessary to change the configuration of the network. It is then required to first deter-
mine the new configuration and then to schedule necessary changes to switch from the current
configuration to the new one, while limiting possible traffic perturbations to customers (traffic
disruption). This problem exists in all types of connection oriented networks and is studied since
at least the 70th for telephone networks [190].
Since this problem is very difficult to solve, we have considered only the second part of
the problem : given the current and final configurations, how to schedule the route changes of
each connection in order to minimize service disruptions. To the best of our knowledge, this
problem had only been considered by Jose and Somani [200]. They have proposed a heuristic
to minimize the total number of disruption during the reconfiguration. As in [200], we model
the dependencies between connections with a directed graph (the dependency digraph) whose
vertices correspond to the connections that have to change of routes, and there is an arc from
a vertex u to a vertex v if connection v uses in the initial configuration resources that must
used by u in the final configuration. When the graph contains cycles, it is necessary to suspend
(disrupt) temporarily some connections. We model a disruption by placing an agent on the
corresponding node, and we study a cops-and-robber like game, in which the objective is to
minimize either the total number of vertices visited by an agent during the strategy (total
number of disruptions), or the number of agents needed for the existence of a strategy (number
of simultaneous disruptions), or tradeoffs [S55]. We have among others shown the complexity
and the hardness of the problem [Cn44], characterized graphs for which there is a strategy using
at most 2 agents [S50] and proposed heuristic algorithms [Ci33, S52].
This work led us to study graph invariants such as the pathwidth and the node search number.
In particular, we have shown that the pathwidth of a biconnected outerplanar graph and that
of its geometric dual differ by a factor of at most 2 [A9], thus disproving several conjectures on
this gap [77, 80]. We have also proposed a distributed algorithm to compute several invariants
(pathwidth, node search number, process number,...) in trees, and a dynamic version of this
algorithm allowing to add or delete any tree edges [Cis37, Cis38, Cn45, S51].
These studies are reported in Chapter 5 and have been done in collaboration with : Florian
Huc (PhD thesis Mascotte, now post-doc CUI Geneva), Dorian Mazauric (PhD thesis Mascotte),
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Nicolas Nisse (Mascotte), Stéphane Pérennes (Mascotte) and Jean-Sébastien Séréni (PhD thesis
Mascotte, now CR CNRS, LIAFA, Paris).
I have co-supervised with J-C. Bermond the PhD thesis of Florian Huc (2005-2008), part
of which were on this topic, and I have supervised or co-supervised the following internships :
Arnaud Daver (DEA RSD, 2004, 4 months), Quang-Cuong Pham (L3 ENS ULM, 2004, 2 months,
co-supervision with S. Pérennes), Dorian Mazauric (M1/EPU2, 2007, 3 months, co-supervision
with F. Huc), Ronan Soares (M2 Fortaleza, 2009, 3 months, co-supervision with N. Nisse) and
Saber Ben Nejma (PFE Sup’Com Tunis, 2009, 4 months, co-supervision with N. Nisse) .
This work has been published in : 1 journal [A9], 7 conferences [Cis37, Cis38, Ci33, Ci34,
Cn44, Cn45, Cn46], 3 articles under submission [S50, S51, S55], and 2 articles in preparation [S52,
S48].
MPLS networks
MPLS (Multiprotocol Label Switching) is a mechanism designed to provide a unified data
transport service for clients using packet switching. With this technology, the packets of a same
connection are transmitted from node to node along a path, called LSP (Labeled Switched Path),
toward the destination. Each intermediate node uses the packet label to determine the next link
to follow. But this label is specific to the routing table of each node. Also, an important goal
is to reduce the total number of labels used in the network. This is crucial with technologies
such as AOLS (All-Optical Label Switching) [216, 217] that aim at using the same forwarding
principle than MPLS, but remaining in the optical domain. Thus, each label used requires to
install a specific device in the node.
Several methods have been proposed to reduce the number of labels and we are interested
in label stacking which allows to stack multiple labels in each packets. In this case, a router can
read only the label at the top of the stack. With this method, the entire path may for example be
encoded in a packet. This simplifies the routing operations for intermediate nodes, but induces
a significant signaling overhead. Moreover, label stacking allows to create tunnels in the network
in order to aggregate multiple LSPs along a path and thus reduce the number of labels.
We have studied [Ci30, Ci31, S53] the problem of choosing the best set of tunnels to use
in order to minimize the cost of routing, when the size of the stacks is limited to 2, and where
the cost of a tunnel is associated with its length in number of edges and with the number of
LSPs it carries. We showed that this problem is NP-hard in general and difficult to approximate
within a factor c log n, where c is a positive constant and n the number of network nodes. When
the digraph is symmetric, we first showed that the problem is difficult to approximate within a
constant factor, and then we have proposed a log n-approximation algorithm. When the network
is a directed path, we proposed an exact dynamic programming algorithm with time complexity
O(nk+1), where k is the number of sources sending traffic.
These studies provide the first theoretical results in this context. They have been done in
collaboration with : Jean-Claude Bermond (Mascotte), Joanna Moulierac (Mascotte), Stéphane
Pérennes (Mascotte), Hervé Rivano (Mascotte, now SWING, Lyon), Ignasi Sau (PhD thesis
Mascotte under my (co)direction, now post-doc Technion, Haifa, Israel) and Fernando Solano
Donado (Univ. Warsaw, Pologne).
This work has been published in : 2 conferences [Ci30, Ci31] and 1 paper submitted to a
journal [S53].
Wireless backhaul networks
In the context of collaboration with the SME-3 ROAM, based in Sophia Antipolis, we are
working on optimization problems in wireless backhaul networks. These networks use directed
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microwave links to transmit data from one antenna to another over a distance of up to 50km. The
bandwidth offered by these links is around 500Mbit/s. These networks are easy to deploy and
allow to reach remote places where it is difficult or prohibitive to provide access to broadband
Internet via optical fibers (e.g., remote villages, islands,...). Moreover, these networks use a
relatively cheap technology. They are therefore interesting in both economic and territorial terms.
On these networks, we study similar problems to those we are studying on the WDM and
MPLS networks : design, routing, fault tolerance, dynamic optimization of the routing,... Howe-
ver, there is a fundamental difference between these networks and wired networks : the band-
width of network links is subject to variations. First, weather changes (rain, fog, heat) can affect
(reduce) the quality of the transmission, which may lead to a reduction of the bandwidth of
some links, or even to make them unusable. On the other hand, it is possible to dynamically
adjust the bandwidth of these links by modifying their configuration (choice of the modulation,
transmission power, coding, or bit error rate). This opens interesting research perspectives in
the study of classical optimization problems.
With Napoleão Nepomuceno and Hervé Rivano, we have first studied the problem of de-
termining the best configuration of a link to provide a given bandwidth. Then, we studied the
problem of determining jointly the configuration of each link and the routing in order to optimize
the overall energy consumption of the network. Our gains are modest in comparison with the
power consumption of routers, but it’s a beginning.
I currently supervise the PhD thesis of Napoleão Nepomuceno (since December 2007) and
Issam Tahiri (since November 2009) on this topic. Our studies have been published in 1 journal
publication [A11] and 2 conferences [Ci35, Cn47]. Note also that the modeling of the link that
we have proposed has been implemented by Napoleão and is currently used by 3-ROAM.
I’m also interested in several questions. For example, during my PhD thesis, we tried to
determine the largest k such that every subset of k ordered vertices of a sufficiently large torus
is included in an edge simple circuit (an edge is used only once). We showed that k ≤ 11 and
conjectured that k = 11 [T1, section 2.4]. We have recently disproved this conjecture with Ignasi




La notion de groupage de trafic dans les réseaux correspond à la façon de multiplexer des
flux de données bas débits dans des flux de plus hauts débits afin d’optimiser l’utilisation des
ressources des réseaux. L’objectif est d’une part d’optimiser l’utilisation de la bande passante
disponible et d’autre part de minimiser la quantité de traitement à effectuer dans les nœuds du
réseau et donc la complexité et le coût des équipements à installer. Cette notion se décline de
plusieurs façons selon la technologie considérée.
Dans les réseaux SONET/SDH (Synchronous Optical Networking / Synchronous Digital Hie-
rarchy) qui utilisent une hiérarchie digitale synchrone sur chaque longueur d’onde (multiplexage
temporel de la bande passante), il s’agit de partager la bande passante d’une longueur d’onde
entre au plus g flux distincts, chacun utilisant une fraction 1/g de la capacité de cette longueur
d’onde. Pour insérer et extraire les flux bas débits d’une longueur d’onde, nous utilisons un
multiplexeur d’insertion/extraction (add/drop multiplexer, ADM). Nous utilisons un ADM sur
une longueur d’onde et à chaque nœud du réseau où il faut insérer ou extraire des flux (voir
figure 3.1). Il peut donc y avoir plusieurs ADMs par nœuds, un par longueur d’onde. Dans ce
contexte, nous cherchons à minimiser le nombre total d’ADMs à placer dans le réseau pour
satisfaire un ensemble donné de connexions, comme nous le verrons dans la suite de ce chapitre.
Dans les réseaux MPLS (MultiProtocol Label Switching), c’est principalement l’utilisation de
tunnels qui permet d’agréger des flux de trafic [Ci30, Ci31, S53]. En effet, un tunnel permet de
router des flux distincts d’un point à un autre du réseau en utilisant la même étiquette, au lieu
d’une étiquette distincte pour chacun de ces flux. Ceci réduit le nombre d’opérations distinctes
à effectuer aux nœuds intermédiaires, et donc simplifie le routage.
D’autres propositions ont été faites pour exploiter efficacement la bande passante des lon-
gueurs d’ondes en agrégeant des flux de granularités plus faibles. Par exemple, un light-trail
permet d’utiliser une longueur d’onde sur un chemin comme un bus [139, 150]. L’ensemble des
nœuds d’un light-trail peut transmettre des informations vers les nœuds suivants. Les difficultés
sont alors d’une part de contrôler l’accès au light-trail (collisions, équité) et d’autre part de
choisir les light-trails à établir dans le réseau pour satisfaire les besoins en communication. Le
concept de light-trail a été étendu à la technologie MPLS avec les FAMAs (forwarding adjacency
multiple access) [146]. Il s’agit alors d’utiliser des LSPs (labeled switched path) comme des bus.
Notons que les tunnels MPLS peuvent également être considérés comme des sortes de bus. En
effet, un tunnel MPLS est à entrées multiples (il est possible d’insérer un LSP depuis n’importe
quel point du tunnel) mais à destination unique (tous les LSPs sortent du tunnel au même
nœud). Ces concepts conduisent à ne plus considérer des communications point-à-point, mais
des ensembles de communications à modéliser par des hyper-arêtes ou des hyper-arcs comme
nous l’avons fait dans [S53].















Fig. 3.1 – Placement d’ADMs dans le réseau : un ADM pour chaque longueur d’onde utilisée
dans un nœud.
147, 151] qui consiste à effectuer une même opération de routage sur un ensemble de longueurs
d’ondes, appelé bandes. Une bande est par exemple un ensemble de 4 ou 8 longueurs d’ondes
contiguës (les longueurs d’ondes 1 à 4 ou 1 à 8) ou formant un motif régulier (longueurs d’ondes
paires). Toutes les longueurs d’ondes d’une même bande traversent un nœud du réseau de la
même façon et l’opération de routage est réalisée par un équipement unique. Il s’agit alors de
résoudre le problème du routage et de l’affectation des longueurs d’onde en prenant en compte
la notion de bandes afin de réduire le coût des opérations de routage.
Je renvoie le lecteur aux états-de-l’art auxquels j’ai contribué [B13, B12, B14], à ceux écrits
par d’autres chercheurs [120, 124, 126, 130, 133], ainsi qu’aux ouvrages [166, 165, 164] pour de
plus amples informations sur la notion de groupage de trafic.
Dans la suite, je présente les travaux que nous avons effectué sur le groupage de trafic
dans les réseaux WDM utilisant la technologie SONET/SDH. Nous nous sommes concentrés
sur le problème de minimiser le nombre total d’ADMs à installer dans des réseaux simples tels
que le chemin orienté et l’anneau. Je présente nos travaux au travers d’un état-de-l’art des
techniques utilisées et des principaux résultats. Je commence dans la section 3.1 par le cas du
groupage d’un trafic d’échange total sur l’anneau unidirectionnel. J’y présente la modélisation
que nous avons proposée pour aborder ce problème, les techniques utilisées pour établir des
bornes inférieures et les résultats optimaux connus. Ensuite, dans la section 3.3, je présente
les résultats de complexité et d’(in)approximabilité pour le problème du groupage de trafic
quelconque sur l’anneau. Je relate également les principaux résultats dans le cas particulier où
g = 1. Puis, dans la section 3.2, je traite du groupage de trafic sur le chemin. Enfin, je conclue
ce chapitre dans la section 3.4 au travers d’une discussion sur la portée de nos contributions et
les directions de recherches futures qui me semblent les plus intéressantes.
3.1 Echange total sur l’anneau unidirectionnel
3.1.1 Exemple
Sur l’anneau unidirectionnel, toutes les requêtes sont routées dans le même sens (sens des
aiguilles d’une montre par exemple). Aussi, on peut router les requêtes (i, j) et (j, i) sur la
même longueur d’onde en utilisant 2 ADMs et une fraction 1g de la capacité de la longueur
d’onde sur l’anneau. Nous avons montré que ce choix est optimal lorsque l’ensemble de requêtes
est symétrique dans [Ci22]. De plus, dans ce cas, l’ensemble de requêtes est modélisé par un
graphe non-orienté, chaque arête modélisant une paire de requêtes symétriques. Alors, un sous-
graphe B à g arêtes du graphe modélisant l’ensemble de requêtes correspond à une affectation
valide de g paires de requêtes à une longueur d’onde. Le nombre de sommets de B donne le










(a) Solution avec 8 ADMs. Les paires (1,2), (2,3),
et (3,4) sur la première longueur d’onde ; les paires










(b) Solution avec 7 ADMs. Les paires (1,2), (2,3),
et (1,3) sur la première longueur d’onde ; les paires











(d) Partition de K4 en un C3 et un K1,3.
Fig. 3.2 – Groupage de trafic sur l’anneau unidirectionnel à 4 sommets, un facteur de groupage
g = 3 et l’ensemble de requêtes I = K∗4 (échange total). La solution 3.2(a) utilise 8 ADMs alors
que la solution 3.2(b) n’utilise que 7 ADMs.
Considérons l’exemple de l’anneau unidirectionnel !C4 à 4 sommets, {1, 2, 3, 4}, avec l’en-
semble K∗4 de requêtes (une requête unitaire entre chaque paire de sommets). Comme nous
devons placer un ADM à chaque extrémité d’une requête et que le routage est unique, nous
pouvons placer la paire de requêtes (i, j) et (j, i) sur la même longueur d’onde. Nous utilisons
alors 1/g de la capacité de cette longueur d’onde sur l’anneau. Il y a 6 paires de requêtes (i, j)
et (j, i), 1 ≤ i < j ≤ 4. Sans groupage (i.e. g = 1) nous avons besoin de 6 longueurs d’ondes
(une par paire) et un total de 12 ADMs. Avec un facteur de groupage g = 2, nous pouvons
placer 2 paires sur une même longueur d’onde en utilisant 4 ADMs, ou seulement 3 si les 2
paires partagent un sommet. Par exemple, nous pouvons mettre les paires (1, 2) et (2, 3) sur une
longueur d’onde, les paires (1, 3) et (3, 4) sur une deuxième, et les paires (1, 4) et (2, 4) sur une
troisième, pour un total de 9 ADMs, ce qui est optimal.
Maintenant, si le facteur de groupage est g = 3, deux longueurs d’ondes sont suffisantes. Si
nous plaçons sur une longueur d’onde les paires (1, 2), (2, 3), et (3, 4) et sur une autre les paires
(1, 3), (2, 4), et (1, 4), nous avons besoin de 8 ADMs (solution a, figure 3.2(a)). Nous pouvons
faire mieux en plaçant sur une longueur d’onde les paires (1, 2), (2, 3) et (1, 3) et sur l’autre les
paire (1, 4), (2, 4) et (3, 4). Alors, nous utilisons seulement 7 ADMs (solution b, figure 3.2(b)).
Plus formellement, la solution a consiste à partitionner les arêtes de K4 (toutes les paires) en
deux chemins de 4 sommets : [1, 2, 3, 4] et [3, 1, 4, 2] (figure 3.2(c)), alors que la solution b donne
une partition en un triangle (1, 2, 3) et une étoile d’arêtes (1, 4), (2, 4), et (3, 4) (figure 3.2(d)).
Le nombre de sommets des graphes de la partition donne le nombre d’ADMs à installer dans le
réseaux.
3.1.2 Modèle
Pour des facteurs de groupage, ensemble de requêtes et topologies particuliers, il est possible
de donner une construction optimale, c’est-à-dire une affectation valide des requêtes aux lon-
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gueurs d’ondes qui minimise le nombre d’ADMs. C’est en particulier le cas pour l’échange total
(une requête unitaire entre chaque paire de sommet) pour lequel des constructions optimales ont
été obtenues pour des topologies simples (chemin, anneau uni et bi-directionnel) et des facteurs
de groupage spécifiques.
Comme nous l’avons rappelé avec l’exemple de la figure 3.2 et prouvé dans [Ci22], sur l’anneau
unidirectionnel avec un ensemble de requêtes symétriques, on peut affecter à la même longueur
d’onde une paire de requêtes. Chaque paire utilise 1/g de la capacité de la longueur d’onde sur
l’ensemble de l’anneau et 2 ADMs. L’ensemble des paires de requêtes symétriques est modélisé
par le graphe non-orienté I. Un graphe B ⊆ I à g arêtes correspond à une affectation valide
(en terme de capacité induite) de g paires de requêtes à une longueur d’onde. Les sommets du
graphe B correspondent aux ADMs à placer dans le réseau pour cette longueur d’onde.
Le problème du groupage de trafic avec un ensemble de requêtes symétriques sur l’anneau
unidirectionnel se modélise alors de la façon suivante :
Problème 1 (Groupage de trafic symétrique sur l’anneau unidirectionnel)
Entrées : Un anneau unidirectionnel à N sommets, !CN , le facteur de groupage g, et un en-
semble de requêtes symétriques modélisées par un graphe I.
Sortie : Partition de I en sous-graphes Bw, 1 ≤ w ≤W , telle que |E(Bw)| ≤ g.
Objectif : Minimiser
∑W
w=1 |V (Bw)|. L’optimal est noté A(!CN , I, g).
Comme nous le verrons dans la section 3.3.1, le problème 1 est NP-complet pour g ≥ 2, et
APX-complet (n’admet pas de schéma d’approximation polynomial de facteur d’approximation
constant, sauf si P=NP), et il existe des algorithmes d’approximation de facteur O(log g).
Nous allons maintenant nous intéresser au cas de l’échange total, I = KN . Il s’agit alors de
partitionner le graphe complet en sous-graphes ayant au plus g arêtes.
3.1.3 Comment établir des bornes inférieures
Avec l’exemple de la figure 3.2 nous observons que la meilleure solution est obtenue en
utilisant des graphes denses, c’est-à-dire maximisant le ratio nombre d’arêtes sur nombre de
sommets. Les arbres ont une arête de moins que de sommets et donc un ratio V (T )−1V (T ) < 1, où T
est un arbre, alors que les triangles (K3) ont un ratio de 1 et plus généralement les cliques à k
sommets ont un ratio de k−12 . Nous avons donc intérêt à utiliser des graphes de grand ratio.
Notons ρ(B) le ratio d’un graphe B, ρ(B) = |E(B)|/|V (B)|, ρ(m) le ratio maximum d’un
graphe à m arêtes, et ρmax(g) le ratio maximum d’un graphe à au plus g arêtes, c’est-à-dire
ρmax(g) = max {ρ(B), |E(B)| ≤ g} = maxm≤g ρ(m). Un graphe de ratio ρmax(g) optimise l’uti-
lisation des ADMs. Aussi, si il existe une partition du graphe de requêtes en sous-graphes de
ratio ρmax(g), la solution obtenue sera optimale en nombre d’ADMs. Nous pouvons donc établir
la borne inférieure suivante :
Théorème 2 ([Ci21]) A(!CN ,KN , g) ≥ N(N−1)2ρmax(g) .
Nous avons calculé précisément la valeur de ρmax(g), que nous rappelons ci-dessous, et nous
donnons quelques exemples de valeurs dans la table 3.1.
Proposition 3 ([Ci21])
– Si x(x−1)2 ≤ g ≤ (x−1)(x+1)2 , alors ρmax(g) = x−12 et cette valeur est atteinte pour Kx.
– Si (x−1)(x+1)2 < g <
x(x+1)
2 , alors ρmax(g) =
g
x+1 et cette valeur est atteinte pour tout
graphe à g arêtes et x+ 1 sommets.
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Tab. 3.1 – ρmax(g) pour les petites valeurs de g.
Le problème 1 pour I = KN est très fortement relié aux problèmes combinatoires de la
théorie des configurations (design theory) [104]. Une configuration classique est un (N, k, 1)-
design1 qui est exactement une partition des arêtes de KN en sous-graphes isomorphes à Kk
(ce sont les blocs de la configuration). Par exemple, pour g = 3 on aura une solution optimale
si on a un (N, 3, 1)-design (aussi appelé triplet de Steiner), c’est-à-dire une partition des arêtes
de KN en K3. Plus précisément : un (7,3,1)-design est une partition des arêtes de K7 en 7
K3, ce qui est optimal et donne A(!C7,K7, 3) = 21 ; un (13,3,1)-design est une partition de K13
en 26 K3, d’où A(!C13,K13, 3) = 78 ; un (13,4,1)-design est une partition de K13 en 13 K4 et
A(!C13,K13, 6) = 52.
La définition classique équivalente est : étant donné un ensemble de N éléments, trouver
un ensemble de blocs tels que chaque bloc contienne k éléments et que chaque paire d’éléments
apparaisse dans exactement un bloc (voir [104]). Plus généralement, un G-design d’ordre N
(voir [105, section IV.22], [104, section IV.5], l’état de l’art [103] et aussi [101, 98]) est une
partition des arêtes de KN en sous-graphes isomorphes à un graphe donné G. L’intérêt des
G-design est immédiat :
Proposition 4 ([A6]) Si il existe un G-design d’ordre N , où G est un graphe à au plus g arêtes
et ratio ρmax(g), alors A(!CN ,KN , g) = N(N−1)2ρmax(g) .
Pour qu’un G-design existe, il faut d’une part que le nombre d’arêtes de KN soit un multiple
du nombre d’arêtes de G, et d’autre part qu’il soit possible de répartir les arêtes adjacentes à
un sommet dans différents graphes. Les conditions nécessaires d’existence d’un G-design sont
donc :
Condition nécessaire 5 (existence d’un G-design) Si il existe un G-design d’ordre N , alors
il vérifie
(i) N(N−1)2 est un multiple de |E(G)|,
(ii) N − 1 est un multiple du plus grand diviseur commun des degrés des sommets de G.
Wilson a prouvé que ces conditions nécessaires sont aussi suffisantes pour N suffisamment
grand [99, 102]. C’est un résultat très important de la théorie des configurations. De plus, il
nous permet de dire que pour n’importe quelle valeur de g donnée et pour un nombre infini
de valeurs de N , A(!CN ,KN , g) = N(N−1)2ρmax(g) . Ce résultat est asymptotique puisque les valeurs de
N qui vérifient le théorème de Wilson sont très grandes. Toutefois, pour les petites valeurs de
g, nous pouvons utiliser des résultats exacts de la théorie des configurations. Par exemple, de
l’existence de G-designs pour G = K3, G = K4, G = K5, etc, nous déduisons :
Théorème 6 ([Ci21])
– A(!CN ,KN , 3) = N(N−1)2 pour N ≡ 1 ou 3 (mod 6) ;
– A(!CN ,KN , 4) = N(N−1)2 pour N ≡ 0 ou 1 (mod 8) ;
1Plus généralement, un (N, k,λ)-design est une partition des arêtes du multigraphe λKN (chaque arête de KN
est répétée λ fois) en sous-graphes isomorphes à Kk. Voir [104] pour la liste de tous les (N, k,λ)-design connus.
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– A(!CN ,KN , 5) = 2N(N−1)5 pour N ≡ 0 ou 1 (mod 5) ;
– A(!CN ,KN , 6) = A(!CN ,KN , 7) = N(N−1)3 pour N ≡ 1 ou 4 (mod 12) ;
– A(!CN ,KN , 8) = 5N(N−1)16 pour N ≡ 0 ou 1 (mod 16), et N &= 48 ;
– A(!CN ,KN , 9) = 5N(N−1)18 pour N ≡ 0 ou 1 (mod 9), et N ≥ 235 ;
– A(!CN ,KN , 10) = N(N−1)4 pour N ≡ 1 ou 5 (mod 20) ;
– A(!CN ,KN , 15) = A(!CN ,KN , 16) = N(N−1)5 pour N ≡ 1 ou 6 (mod 15), et N ≥ 802.
Pour certaines valeurs de g, par exemple 7, les partitions optimales sont obtenues en utilisant
des graphes à moins de g arêtes, ici 6. Ceci s’explique simplement : tout graphe à 7 arêtes a au
moins 5 sommets et donc ratio 75 . Une partition utilisant de tels graphes aura au moins
5N(N−1)
14
ADMs. En remarquant que K4 a 6 arêtes, 4 sommets et donc ratio 32 = ρmax(7), nous obtenons
une partition utilisant N(N−1)3 ADMs, ce qui est bien optimal.
Nous avons utilisé cette remarque dans [Ci21] pour donner un contre-exemple à une conjec-
ture de [119] disant : « le nombre minimum d’ADMs pour un trafic d’échange total sur l’anneau
unidirectionnel est obtenu en utilisant le nombre minimum de longueurs d’ondes ». En effet, uti-
liser le nombre minimum de longueurs d’ondes impose d’affecter 7 paires de requêtes à chacune,
donc de partitionner KN en sous-graphes à 7 arêtes, ce qui n’est pas optimal lorsque N ≡ 1 ou
4 (mod 12).
Le théorème 6 donne également un contre-exemple à une conjecture de [128] disant que





. En effet, pour une infinité de valeurs deN , nous avonsA(!CN ,KN , 16) =
N(N−1)
5 , ce qui est inférieur.
La non-existence de G-design pour certaines valeurs de g et de N implique que KN ne
peut pas être partitionné optimalement par des graphes isomorphes. Ce manque de régularité
complique la recherche de partitions optimales et donc la détermination de A(!CN ,KN , g). De
plus, les solutions sont très différentes selon les valeurs de g et N , et les conditions 5 indiquent
que les solutions dépendent de classes de congruences de N .
Par exemple, pour g = 3 nous avons ρmax(3) = 1 ce qui correspond à un K3. Cependant, les
K3-designs n’existent que pour N ≡ 1 ou 3 (mod 6). Pour les autres valeurs de N nous devons
utiliser d’autres familles de graphes dans la partition. Comme K3 est le seul graphe avec au plus
3 arêtes de ratio 1, les autres graphes qui peuvent être utilisés sont : un chemin à 4 sommets,
P4, ou une étoile à 3 branches, K1,3, tous les deux de ratio 34 , un chemin à 3 sommets, P3, de
ratio 32 , ou encore une arête de ratio
1
2 . C’est ce qui a été fait dans [131], que nous rappelons
dans le théorème 7, où les partitions optimales sont obtenues en utilisant un grand nombre de
K3, et quelques P3, P4, K1,3 et simples arêtes.
Théorème 7 (Théorème 4 de [131]) Soit N ≥ 2. Il existe une partition de KN utilisant
– Pour N ≡ 1 ou 3 (mod 6) : N(N−1)6 K3 ;
– Pour N ≡ 5 (mod 6) : N(N−1)−86 K3 et 2 P3 ;
– Pour N ≡ 0 ou 4 (mod 12) : N(N−1)6 − N4 K3 et N4 K1,3 ;










K1,3 et une arête ;
– Pour N ≡ 6 ou 10 (mod 12) : N(N−1)6 − N+24 K3, N−24 K1,3 et 1 P4,
où P3 est un chemin à 3 sommets, P4 un chemin à 4 sommets et K1,3 une étoile à trois branches.
Lorsque plusieurs graphes doivent être utilisés dans la partition, la borne inférieure donnée
par ρmax(g) n’est plus suffisante. Pour affiner la valeur de la borne inférieure pour un g et un N
donnés, nous utilisons le système d’équations suivant, où αi,j ≥ 0 est le nombre de sous-graphes













L’équation 3.1 signifie que toutes les arêtes sont couvertes une fois et l’équation 3.2 compte le





L’équation 3.3 nous confirme que si tous les graphes utilisés dans la partition sont de ratio
ρmax(g), alors A = Rρmax(g) , c’est-à-dire la borne inférieure du théorème 2, mais cela ne suppose
pas l’existence d’un G-design. En effet, la borne inférieure peut-être atteinte en utilisant une
combinaison de graphes différents. Par exemple, pour g = 4 nous avons ρmax(4) = 1 et ce ratio
est atteint à la fois pour K3, C4, et le graphe K3 + e (une arête accrochée à un unique sommet
de K3). Dans ce cas, nous cherchons des partitions en des graphes isomorphes à ceux-là. Un
autre exemple est le cas où g = 12 et N ≡ 1 (mod 4). La borne inférieure est alors atteinte en
utilisant une combinaison de K5 et de K2,2,2 (graphe triparti complet entre des groupes de 2
sommets), ces deux graphes ayant ratio 2, comme nous l’avons montré dans [Ci22].
Si des graphes de la partition n’ont pas le ratio ρmax(g), alors A > Rρmax(g) . Pour déterminer
le nombre de tels graphes et ainsi affiner la borne inférieure, il est nécessaire d’examiner, pour
un g donné, toutes les classes de congruences de N et les exceptions possibles (petites valeurs
de N). Il faut de plus prendre en considération tous les graphes utilisables dans la partition,
leur nombre d’arêtes, de sommets, et le degré de chacun de leurs sommets. Pour g = 3, il y a
5 graphes possibles (K3, P4, P3, K1,3 et l’arête), mais pour g = 6 il y en a déjà 38. Ce travail
étant long et technique, je ne le présenterai pas plus en détail ici, et je recommande la lecture
de la preuve pour g = 6 [A6].
3.1.4 Résultats connus
Une fois les bornes inférieures établies, il reste à trouver des constructions (partitions) les
atteignant, ou à montrer que cela n’est pas possible (ce qui est généralement le cas pour quelques
valeurs de N , des exceptions). Là encore, je recommande la lecture de l’article [A6] où nous
rappelons l’ensemble des définitions nécessaires. Je rappelle cependant la principale ci-dessous.
Définition 8 (Group Divisible Design, GDD) Un group divisible design (GDD) est un tri-
plet (X,G,B), où X est un ensemble de points, G une partition de X en groupes, et B une
collection de sous-ensembles de X appelés blocs tel que toute paire de sommets distincts de X
apparaisse soit dans un groupe soit dans exactement un bloc, mais pas dans les deux. Un k-GDD
de type gu11 g
u2
2 . . . g
us
s est un GDD dans lequel tous les blocs ont tailles k et où il y a ui groupes
de tailles gi, i = 1, 2, . . . , s.
Cette définition n’est pas vraiment accessible au néophyte, il faut bien l’admettre. Cependant,
il suffit de comprendre que le type gu11 g
u2
2 . . . g
us
s représente pour nous un graphe multi-parti
complet avec ui parties de tailles gi, i = 1, 2, . . . , s. Ensuite, un k-GDD de ce type n’est autre
qu’une partition des arêtes de ce graphe multi-parti en Kk. Par exemple, un 3-GDD de type
2t41 est une partition du multi-parti à t parties de taille 2 et une partie de taille 4, K2×t,4,
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en 2t(t−1)+8t3 K3. L’ensemble des k-GDD connus est disponible dans [105, section III.1.3, pages
189-190] et dans l’état de l’art [103].
A ce jour, les construction optimales connues pour notre problème de groupage de trafic sur
l’anneau unidirectionnel avec pour ensemble de requêtes l’échange total sont :
– g = 3 [131] ;
– g = 4 [128] avec une preuve plus simple dans [Ci22] ;
– g = 5 [134] ;
– g = 6 [A6] ;
– g = 7 [154] ;
– g = 8 [159] ;
– g = 9 [158] ;
– g = 12 pour N ≡ 1 (mod 4) [Ci22] ;
– g ≥ N(N − 1)/6 [Ci22]. Partition gloutonne de KN en au plus 3 graphes.
Des valeurs au delà de g = 10 sont actuellement en cours d’étude. Par ailleurs, les solutions pour
les cas pratiques des anneaux SONET/SDH, c’est-à-dire pour N ≤ 16 et g = 3, 4, 12, 16, 48, 64,
ont été données dans [Ci21].
Remarque sur la complexité du problème : dans le cas de l’échange total, I = KN , la
complexité du problème de groupage n’est pas connue. Cependant, les liens avec la théorie des
configurations nous montrent bien que c’est un problème combinatoire difficile. Pour un facteur
de groupage g fixé, il est possible de concevoir un algorithme polynomial donnant la construction
optimale pour toute valeur de N (conséquence du théorème de Wilson [99]). C’est ce qui a déjà
été fait pour g ≤ 9. Mais, le travail à fournir pour une valeur donnée peut-être très important,
ce qui a par exemple été le cas pour g = 6.
La question est maintenant de savoir si l’on peut utiliser les idées et les techniques génériques
utilisées pour les cas déjà résolus afin de concevoir un algorithme pour toute valeur de g.
Ne sachant pas répondre à cette question, nous avons proposé des algorithmes d’approxima-
tions basé sur des partitions en graphes multi-partis complets. Ces algorithmes ont un facteur
d’approximation
√
2 en utilisant des bipartis (entre 2 groupes de taille√g),√3/2 avec des tripar-
tis,
√
4/3 avec des quadripartis, et plus généralement
√
1 + 1/k avec des k-partis [A10]. Nous
donnons également un schéma d’approximation lorsque N est suffisamment grand de facteur
1 + 4g/N + o(1/N).
3.2 Chemin orienté
Intéressons nous maintenant au cas, à priori simple, où la topologie physique est un chemin
orienté. Toutes les requêtes sont orientées dans le même sens, de la gauche vers la droite.
Comme dans le cas de l’anneau unidirectionnel avec un ensemble quelconque de requêtes,
modélisé par un graphe orienté !I, la contrainte induite par le facteur de groupage g est que
la charge induite par un sous-graphe soit inférieure à g. En d’autres termes, soit B ⊆ !I un
sous-graphe et (i, i + 1) un arc quelconque de !PN , alors au plus g arcs de B correspondent à
des requêtes dont le routage dans !PN empruntent l’arc (i, i+ 1). Nous devons donc satisfaire la
contrainte charge(!PN , B) ≤ g.
Le problème général du groupage de trafic sur le chemin s’exprime alors de la façon suivante :
Problème 9 (Groupage de trafic sur le chemin unidirectionnel)
Entrées : Un chemin unidirectionnel à N sommets, !PN , le facteur de groupage g, et un en-
semble de requêtes modélisées par un graphe orienté !I.
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Sortie : Partition des arcs de !I en sous-graphes Bw, 1 ≤ w ≤W , telle que charge(!PN , Bw)≤g.
Objectif : Minimiser
∑W
w=1 |V (Bw)|. L’optimal est noté A(!PN , !I, g).
Dans le cas où g = 1, le problème est trivial et se résout avec un algorithme glouton. Il
suffit d’associer, au niveau de chaque nœud, les requêtes terminant en ce nœud avec les requêtes
issues de ce nœud. Le nombre d’ADMs à installer en ce nœud est le maximum entre le nombre
de requêtes y terminant et celles qui en sont issues. Nous avons alors :










Dès que g ≥ 2 et pour un ensemble quelconque de requêtes, le problème a été montré NP-
complet et difficile à approcher [148]. Les résultats sur l’approximabilité du groupage de trafic
obtenus dans le cas de l’anneau unidirectionnel s’appliquent (voir section 3.3), et nous avons
un algorithme d’approximation de facteur 2 ln g + o(ln g) [138]. A ce jour, des constructions
optimales ont été obtenues uniquement pour le cas où !I est l’ensemble complet des requêtes
avec g = 2.
3.2.1 Ensemble complet de requêtes
Un tournoi transitif à N sommets, noté TTN , est le graphe orienté dont les arcs sont :
{(i, j)| 1 ≤ i < j ≤ N}. Il contient donc tous les arcs possibles orientés de la gauche vers la
droite. Dans la suite, nous notons {a, b, c} le TT3 dont les arcs sont (a, b), (b, c) et (a, c).
En corollaire de la proposition 10 et pour l’ensemble de requêtes I = TTN (ensemble complet
de requêtes), nous avons :
Corollaire 11 ([A7, Ci25]) A(!PN , TTN , 1) = 3N
2−2N−ε
4 , où ε = 1 si N est impair et 0 sinon.
Pour un facteur de groupage g = 2, le graphe TT3 est un bon candidat comme brique de base
de la partition : il a une charge induite de 2 et un ratio 1. Mais il n’est pas le seul graphe dans
ce cas. Par exemple, le graphe dont les arcs sont {(u1, u2), (u2, u3), . . . , (up−1, up), (u1, up)}, avec
1 ≤ u1 < u2 < · · · < up, a également un ratio 1 et induit une charge de 2. Le graphe construit à
partir du TT3 {a, b, c} en ajoutant l’arc (c, d), avec c < d, a lui aussi un ratio de 1.
Mais le ratio 1 n’est pas optimal sur le chemin avec g = 2. En effet, un même sous-graphe
peut-être constitué de 2 TT3 partageant un sommet. Le ratio sera alors de 65 . Plus généralement,
si un graphe est constitué de l’union de k TT3, alors il aura ratio 3k2k+1 . Nous avons étudié
très précisément le nombre maximum d’arcs d’un sous-graphe de la partition pour un g donné
dans [Ci26], ce dont nous parlerons dans la section 3.2.2.
Dans la figure 3.3, nous présentons plusieurs constructions optimales. En particulier, pour
N = 7 on a A(!P7, TT7, 2) = 20 et la partition comprend 6 graphes : les 5 TT3 {2, 3, 5}, {3, 4, 6},
{1, 5, 6}, {2, 6, 7} et {1, 3, 7}, plus l’union de 2 TT3 {1, 2, 4}+ {4, 5, 7}.
Il est important de comprendre que c’est le nombre total d’unions de TT3 qui est important.
Dans l’exemple de la figure 3.3 pour TT9, le TT3 {7, 8, 9} pouvait être associé à n’importe quel
TT3 {x, y, 7} sans changer l’optimalité de la solution.
Dans [A7, Ci25], nous avons montré comment déterminer le nombre d’unions nécessaires
pour obtenir une partition optimale pour g = 2. Puis, nous avons montré comment construire
des partitions optimales en utilisant des 3-GDD de type u1v11u pour N = 2u+ v, N impair, et
de type (2u)1(2v)12u pour N = 4u + 2v. La construction est récursive et utilise les partitions
optimales pour u et v (resp. 2u et 2v). L’argument principal est que chacun des sous-graphes de
la partition pour u sera fusionné avec un des TT3 du 3-GDD de type u1v11u ou (2u)1(2v)12u,
et que ce nombre de fusions est suffisant.
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Fig. 3.3 – Constructions optimales pour TT3, TT7 et TT9 avec g = 2 utilisant respectivement
3, 20 et 34 ADMs.
Dans l’exemple de la figure 3.3, la partition de TT7 utilise un 3-GDD de type 311113 et celle
de TT9 un 3-GDD de type 313113.
Pour aller plus loin, il faut utiliser d’autres types de graphes dans les partitions. Par exemple
avec g = 3, il faut utiliser des K4 − e pour respecter la contrainte de capacité. Les lemmes 12
et 13 donnent les constructions optimales pour N = 9 et N = 10. Il faut également utiliser des
G-designs plus complexes.
Nous travaillons à la preuve pour g = 3 qui semble raisonnable. Par contre, les autres valeurs
de g semblent très difficiles à atteindre au vu des outils actuellement disponibles.
Lemme 12 A(!P9, TT9, 3) = 29.
Preuve. La construction utilise une partition de K9 en 6 K4− e et 2 K3 donnée dans [134]. Les
graphes de la partition sont :
– Le K3 +K4 − e : {1, 2, 3}+{3, 4, 7, 8}-{4, 8}
– Le K3 : {0, 4, 8}
– Les 5 K4 − e :
{0, 1, 5, 7}-{0, 5} {0, 3, 5, 6}-{0, 6} {0, 2, 6, 7}-{0, 7}
{1, 4, 6, 8}-{4, 8} {2, 4, 5, 8}-{4, 8}
Chaque sous-graphe respecte la contrainte de charge, et au total la construction utilise 29 ADMs,
ce qui est optimal. !
Lemme 13 A(!P10, TT10, 3) = 36.
Preuve. La décomposition est obtenue à partir d’une partition de K10 en 9 K4 − e donnée
dans [100] (à une renumérotation des sommets prêt).
{1, 3, 5, 8}-{1, 8} {1, 4, 6, 8}-{1, 8} {2, 4, 5, 7}-{2, 7}
{2, 3, 6, 7}-{2, 7} {1, 2, 7, 8}-{1, 8} {0, 1, 8, 9}-{0, 9}
{0, 3, 4, 9}-{0, 9} {0, 5, 6, 9}-{0, 9} {0, 2, 7, 9}-{2, 7}
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La construction utilise 36 ADMs, ce qui est la borne inférieure. !
3.2.2 Ratio maximum
Pour établir des bornes inférieures sur le nombre d’ADMs dans le cas où la topologie physique
est un chemin orienté et pour un facteur de groupage g donné, nous nous sommes intéressés au
nombre maximum de requêtes que peut contenir un sous-graphe de la partition, et donc au
ratio maximum. Plus précisément, nous avons étudié le problème suivant, connu sous le nom de
maximum path packing :
Problème 14 (Maximum path packing)
Entrées : Un chemin orienté à N sommets, !PN , et le facteur de groupage g.
Sorties : Un graphe orienté D tel que charge(!PN , D)≤g.
Objectif : Maximiser le nombre d’arcs de D.
En d’autres termes, nous supposons que chaque nœud est équipé d’un ADM et nous cher-
chons le plus grand nombre de requêtes que peut contenir un sous-graphe de la partition. Par
exemple, lorsque g = 1, il suffit de prendre toutes les requêtes de longueur 1 et D1 est le graphe
orienté à N sommets et les N − 1 arcs {(i, i+ 1)| 1 ≤ i < N}. Lorsque g = 2, le graphe contient
toutes les requêtes de longueur 1 et quelques requêtes de longueur 2. Les arcs de D2 sont donc
{(i, i+ 1)| 1 ≤ i < N}∪{ (2i− 1, 2i+ 1)| 1 ≤ i < )N/2*}. Lorsque g = 3, D3 contient toutes les
requêtes de longueurs 1 et 2.
Posons gs = s(s+1)2 et soit Ts(N) l’ensemble de toutes les requêtes de longueurs au plus s.
On a |Ts(N)| = sN − gs. La conjecture disant que « pour g = gs, le graphe Dg contient toutes
les requêtes de longueurs inférieures à s » est fausse. En effet, pour N = 11 et g = 10 nous
avons s = 4 et T4(11) = 34. Or, il existe une meilleure solution obtenue en supprimant de la
précédente la requête (4, 8) de longueur 4 et en ajoutant les requêtes (1, 6) et (6, 11) de longueur
5, et le graphe obtenu a 35 arcs. De la même façon avec s = 6, g6 = 21 et N = 16, nous avons
T6(16) = 75 mais en supprimant les requêtes de longueur 6 (5, 11) et (6, 12) et en ajoutant les
4 requêtes de longueur 7 (1, 8), (8, 15), (2, 9) et (9, 16) nous obtenons un graphe à 77 arcs.
Nous avons étudié précisément le problème 14 dans [Ci26]. Nous avons en particulier établi
le théorème suivant. Nous avons également fourni un algorithme glouton fournissant l’ensemble
optimal d’arcs (requêtes).
Théorème 15 ([Ci26]) Etant donnés N et g, posons : g = gs−d avec 0 ≤ d ≤ s−1 ; N = qs+r
avec 0 ≤ r ≤ s− 1 ; r = aq + α avec 0 ≤ α ≤ a− 1 ; et s− r = b(q + 1) + β avec 0 ≤ β ≤ b− 1.
Alors, le nombre maximum d’arcs d’un graphe D tel que charge(!PN , D)≤g est :
T (g,N) = Ts − dq +min(As + d,Bs) (3.4)
et le ratio maximum d’un graphe est :




avec Ts = sN − gs, gs = s(s+1)2 , As = ar − a(a+1)2 q et Bs = (b+ 1)(s− r)− b(b+1)2 (q + 1).
Dans le problème 14, nous avons supposé que tous les arcs de TTN étaient disponibles. Pour
aller plus loin, il faudrait chercher le plus grand sous-graphe de charge induite au plus g dans
un graphe donné. Ceci est une généralisation du problème du sous-graphe k-dense motivé par le















(c) Détail des interconnexions au nœud O.
Fig. 3.4 – Groupage de trafic sur une étoile avec g = 2.
3.3 Trafic général
3.3.1 Complexité et (in)approximabilité
Dans le cas général d’un ensemble quelconque de requêtes, modélisé par un graphe orienté !I,
sur le graphe G modélisant le réseau, la contrainte induite par le facteur de groupage g est que
la charge induite par un sous-graphe soit inférieure à g. En d’autres termes, soit B ⊆ !I un
sous-graphe et (i, i + 1) un arc quelconque de G, alors au plus g arcs de B correspondent à
des requêtes dont le routage dans G empruntent l’arc (i, i + 1). Nous devons donc satisfaire la
contrainte charge(G,B) ≤ g.
Comme le routage n’est à priori pas unique dans le graphe G, il faut résoudre conjointement
le routage et le groupage de trafic. Ce problème, noté GRWA (grooming, routing and wavelength
assignment), se formalise de la façon suivante :
Problème 16 (Groupage de trafic)
Entrées : Un graphe G à N sommets, le facteur de groupage g, un ensemble W de longueurs
d’onde, et un ensemble de requêtes modélisées par un graphe orienté !I.
Sorties : Un routage R dans G pour les requêtes de !I et une partition des arcs de !I en sous-
graphes Bw, 1 ≤ w ≤W , telle que charge(G,R,Bw)≤g.
Objectif : Minimiser
∑W
w=1 |V (Bw)|. L’optimal est noté A(G, !I, g).
Ce problème est très difficile à résoudre et je renvoie à [151, 165, 164] pour plus de détails.
Notons que ce problème est souvent abordé en séparant le problème du routage et le problème
du groupage (l’affectation de longueurs d’onde étant inclue dans le groupage). Aussi, dans la
suite, nous supposons que le routage des requêtes dans le réseau est une entrée du problème et
nous considérons le problème suivant :
Problème 17 (Groupage de trafic à routage fixé)
Entrées : Un graphe G à N sommets, le facteur de groupage g, un ensemble de requêtes mo-
délisées par un graphe orienté !I, et un routage R dans G pour les requêtes de !I.
Sortie : Partition des arcs de !I en sous-graphes Bw, 1 ≤ w ≤W , telle que charge(G,R,Bw)≤g.
Objectif : Minimiser
∑W
w=1 |V (Bw)|. L’optimal est noté A(G, !I, g).
L’exemple de la figure 3.4 illustre une des difficultés du problème du groupage de trafic sur
une topologie générale. En effet, il peut-être intéressant de placer des ADMs dans des nœuds
du réseaux qui ne sont ni source ni destination de trafic. Dans cet exemple, sans groupage il
faut 8 ADMs, alors qu’avec le groupage il suffit de 6 ADMs. La notion correspondante en terme
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de groupage de trafic est la bifurcation, c’est-à-dire le fait d’autoriser une requête à changer de
longueur d’onde en cours de route. Cette notion a été considérée dans [141] sur les chemins,
étoiles et arbres, en autorisant les bifurcations uniquement dans les nœuds qui sont sources ou
destinations de trafic. A ma connaissance, aucune étude n’a étudié le problème du groupage de
trafic avec bifurcation en autorisant les bifurcations sur toutes les longueurs d’ondes et à tous
les nœuds du réseau. Dans la suite, je considère uniquement le problème du groupage de trafic
sans bifurcation.
Le problème 17 a été montré NP-complet sur l’anneau unidirectionnel dans [119] en utilisant
une réduction du problème bin packing. D’autres preuves ont été proposées dans [122, 132]. Il a
ensuite été montré NP-complet au sens fort dans [148] lorsque que le facteur de groupage g ≥ 2
fait partie de l’entrée avec un nombre de longueurs d’ondes non bornée, ainsi qu’avec un facteur
de groupage g ≥ 2 fixé et un nombre borné de longueurs d’ondes. Ce problème est également
NP-complet dans le cas où g = 1 (voir section 3.3.2).
Le premier résultat d’inapproximabilité pour un facteur de groupage fixé est donné dans [144],
ce qui répond positivement à une conjecture de [135]. Plus précisément, il a été montré que
pour un facteur de groupage fixé g ≥ 1 sur l’anneau unidirectionnel le problème est APX-
complet. C’est-à-dire qu’il n’existe pas d’algorithme polynomial d’approximation avec facteur
d’approximation constant pour ce problème, sauf si P=NP. Ce résultat repose sur le fait que le
problème de trouver le nombre maximum de triangles arêtes disjoints (et plus généralement de
cycles de longueur 2g+1 dans un graphe de maille 2g+1) est APX-complet. En particulier cela
implique que le problème du groupage est également NP-complet pour un facteur de groupage
fixé g ≥ 1 et un nombre non borné de longueur d’ondes, ce qui étend le résultat de [148].
Un premier algorithme d’approximation avec facteur d’approximation de l’ordre de √g a été
proposé sur l’anneau unidirectionnel dans [132]. Cet algorithme glouton consiste à partitionner
le graphe !I en arbre de largeur au plus g (charge induite au plus g). Cet algorithme a été
amélioré dans [142, 157, 163]. Toutefois, ces travaux sont loin d’être satisfaisant dans la mesure
ou l’existence d’un algorithme d’approximation de facteur O(log g) sur l’anneau unidirectionnel
était mentionné dans [122], mais sans preuve. Cette question a été résolue dans [138] où un
algorithme d’approximation de facteur 2 ln g + o(ln g) sur l’anneau unidirectionnel est présenté.
De plus, cet algorithme peut-être utilisé sur d’autres topologies. Sa complexité en temps est
en O(Ng). Il est donc exponentiel en g. Cependant, dans les applications pratiques telles que
les boucles SONET/SDH qui sont largement utilisées dans les réseaux dorsaux optique [126], le
facteur de groupage est égal à 3 ou 4, avec par exemple le groupage de 4 flux à 655Mbit/s dans
une longueur d’onde à 2.5Gbit/s.
Il était également important de proposer des algorithmes d’approximations dont la com-
plexité en temps est polynomiale en N et en g. Il a donc été montré dans [144] qu’il existe un
algorithme polynomial d’approximation du problème du groupage de trafic sur l’anneau unidi-
rectionnel avec facteur d’approximation O(N1/3 log2N) pour tout facteur de groupage g ≥ 1
(g faisant partie de l’entrée). De plus, cet algorithme donne un facteur d’approximation en
O(log2N) lorsque le graphe de requêtes exclut un graphe fixé comme mineur (par exemple si le
graphe est planaire ou de genre borné). Ceci a été obtenu en reliant le problème du groupage au
problème du sous-graphe dense à k arêtes (dense k-subgraph) [76] et au problème du sous-graphe
à degré contraint (degree constrainted subgraph) [87].
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3.3.2 Le cas g = 1
Lorsque g = 1, c’est-à-dire lorsqu’il n’y a pas de groupage, le problème est équivalent au
problème de minimiser le nombre d’équipements terminaux, LTE (light termination equipment)2,
des chemins optiques dans le réseaux. Plus précisément, pour des raisons économiques, il est
plus intéressant d’installer un seul équipement comprenant un émetteur et un récepteur optique
opérant sur la même longueur d’onde plutôt que deux équipements distincts dans les nœuds
du réseau. Il s’agit alors de minimiser le nombre de LTE à installer dans le réseau. C’est une
variante du problème de l’affectation de longueurs d’onde où l’on ne s’intéresse pas au nombre
de longueurs d’onde utilisées, mais seulement aux équipements.
Ce problème a été introduit dans [118] pour l’anneau unidirectionnel et montré NP-difficile
indépendemment dans [127, 121, 144]. Ces preuves sont aussi valables pour l’anneau bidirection-
nel lorsque le routage est donné.
Notons qu’en relâchant la contrainte imposant que l’émetteur et le récepteur d’un LTE
opèrent sur la même longueur d’onde, c’est-à-dire en autorisant l’utilisation de longueur d’onde
distinctes, le problème devient trivial. Il suffit d’associer de façon gloutonne une requête entrant
dans un nœud avec une requête issue de ce nœud. Ceci donne la borne inférieure du problème.
En fait, cette relaxation s’affranchie simplement du problème difficile d’affectation de longueur
d’onde aux requêtes qui est ici le problème classique du « circular arc coloring » [62].
Un premier algorithme d’approximation de facteur 3/2 a été proposé dans [125]. Par la suite
des améliorations ont permis d’obtenir un facteur 10/7 + & [137] puis un facteur 10/7 [136].
Bien que réalisés dans un tout autre contexte, les travaux que nous avons effectué pour la
protection par cycles [A5, Cis36, Ci18, Cn40] répondent optimalement à la question de minimiser
le nombre de LTEs sur l’anneau uni et bi-directionnel dans le cas de l’échange total. L’originalité
de ces travaux est que les constructions optimales sont obtenues en utilisant des partitions de
KN en C3 et C4 uniquement.
Pour un état de l’art des travaux qui ont été réalisés sur ce problème, que ce soit sur l’anneau
ou des topologies générales, pour du trafic statique ou dynamique, ainsi que sur les algorithmes
centralisés et en lignes, voir le chapitre [B13].
3.3.3 Anneau bidirectionnel
Lorsque la topologie du réseau est un anneau bidirectionnel, le routage des requêtes n’est
pas unique. Pour mieux comprendre les contraintes, plaçons nous dans le cas de l’échange total.
Dans un anneau bidirectionnel avec un nombre impair N de sommets, le routage des plus
courts chemins implique un routage symétrique. Mais pour un nombre pair de sommets ce n’est
pas nécessairement le cas. En effet, la requête (i, i + N2 ) peut être routée sur un plus court
chemin dans les deux directions. Prenons par exemple N = 4 et g = 2. Si nous n’imposons pas
un routage symétrique, une solution consiste en les deux sous-graphes Bλ1 , avec les requêtes
(0, 1), (1, 2), (2, 3), (3, 0), (0, 2), et (2, 0) routées dans un sens, et Bλ2 avec les requêtes (1, 0),
(0, 3), (3, 2), (2, 1), (1, 3), et (3, 1) routées dans le sens opposé. Cette solution utilise 8 ADMs.
Imposons maintenant un routage symétrique et supposons que les requêtes (0, 2) and (1, 3) sont
routées dans le même sens. Alors nous pouvons mettre dans un même sous-graphe à 4 sommets
les requêtes (0, 1), (1, 2), (2, 3), (3, 0), et soit la requête (0, 2) soit la requête (1, 3). L’autre
requête nécessitera 2 ADMs supplémentaires. Nous utilisons donc au total 12 ADMs (6 dans
chaque sens).
D’autre part, imposer un routage par des plus courts chemins peut augmenter le nombre
d’ADMs d’une solution optimale. Prenons par exemple N = 3 et g = 3. Avec un routage des
2De nombreux auteurs parlent d’ADMs au lieu de LTEs alors qu’il n’y a pas de multiplexage ici. Ceci entraîne
parfois des confusions dans les discussions.
28
plus courts chemins, nous utilisons les deux sous-graphes Bλ1 , avec les requêtes (0, 1), (1, 2),
(2, 0), et Bλ2 avec les requêtes (1, 0), (2, 1), (0, 2), pour un total de 6 ADMs. Sans contrainte
sur le routage, nous pouvons n’utiliser que 3 ADMs en routant toutes les requêtes dans le même
sens.
Avec ces exemples, nous comprenons l’influence du routage sur le nombre total d’ADMs à
utiliser. Comme il est très difficile de résoudre simultanément le problème du routage et celui du
groupage de trafic, les études qui ont été menées jusqu’à présent ont considéré le cas du routage
symétrique par des plus courts chemins [Ci27, 123, 145] et [161, chapitre 3].
Notons !TN le graphe à N sommets ordonnés, 0, 1, . . . , N −1, et contenant les arcs {(i, i+k),
0 ≤ i ≤ N − 1, 1 ≤ k ≤ N−12 }. !TN est un tournoi. De plus, lorsque N est pair nous notons !DN
le graphe à N sommets ordonnés contenant les N arcs
{
(i, i+ N2 ), 0 ≤ i ≤ N − 1
}
. Lorsque N
est impair, alors nous posons !DN = ∅.
Avec un routage des plus courts chemins sur l’anneau bidirectionnel, nous pouvons séparer
le problème du groupage en deux sous-problèmes, chacun sur un anneau unidirectionnel. Si
de plus nous considérons que le routage est symétrique, alors le problème du groupage d’un
trafic d’échange total sur l’anneau bidirectionnel se formalise comme un problème de groupage
de trafic sur l’anneau unidirectionnel avec un ensemble particulier de requêtes. Lorsque N est
impair, cet ensemble de requêtes est exactement !TN . Par contre, lorsque N est pair, l’ensemble
!I des requêtes contient en plus de !TN la moitié des arcs de !DN , de sorte que !I contient soit l’arc
(i, i+ N2 ), soit l’arc (i+
N
2 , i). Le choix de ces arcs est bien sur à faire. Nous avons :
Problème 18 (Groupage de trafic symétrique sur l’anneau bidirectionnel)
Entrées : Un anneau unidirectionnel à N sommets, !CN , le facteur de groupage g, et un en-
semble de requêtes modélisé par un graphe orienté !I et contenant !TN plus la moitié des
arcs de !DN lorsque N est pair.
Sortie : Partition des arcs de !I en sous-graphes Bw, 1 ≤ w ≤W , telle que charge(G,Bw)≤g.
Objectif : Minimiser
∑W
w=1 |V (Bw)|. L’optimal est noté A(G, !I, g).
Pour ce problème, les résultats connus sont une borne inférieure valable pour tout N et pour
tout g, ainsi que des constructions optimales pour g = 1, 2, 3 et g = k(k+1)2 , k ≥ 1, et pour
certaines classes de congruences de N . Je renvoie à la thèse de Ignasi Sau [161, chapitre 3] et à
l’article [145] pour plus de détails sur ces travaux.
Le fait que si peu de résultats soient connus pour le groupage de trafic sur l’anneau bidirec-
tionnel montre bien la difficulté du problème dès que plusieurs routages sont possibles.
3.4 Discussion
D’un point de vue application réseaux, le groupage de trafic basé sur la technologie SO-
NET/SDH a peu d’avenir, voir pas du tout. En effet, au court des dernières années, les avancées
technologiques et protocolaires ont permis d’exploiter la bande passante des longueurs d’ondes
directement depuis la couche IP. C’est par exemple le cas avec MPLS et GMPLS qui permettent
le contrôle de flux dans le réseau sans contrainte de granularité (taille des flux). La couche inter-
médiaire SONET/SDH est donc ammenée à disparaître. D’autres travaux cherchent à exploiter
la bande passante directement avec Ethernet et nous voyons aujourd’hui du 10Gbit-Ethernet,
ainsi qu’un effort conséquent de recherche sur 100Gbit-Ethernet, par exemple avec le projet
européen 100GET.
D’un point de vue théorique, nos travaux, en parallèle de ceux de Charles J. Colbourn, ont
dégagé de nouvelles problématiques en théorie des configurations qui intéressent des chercheurs
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de ce domaine. Notre travail est d’ailleurs présenté dans la deuxième édition de la « bible »
de la théorie des configurations [104, chapitre VI.27]. Cela a également relancé des travaux de
recherche sur la problématique de la recherche de sous-graphes denses, comme par exemple les
travaux de Sau et al. [87, 88, 96, 161].
Comme nous l’avons vu dans la section 3.1.3, pour résoudre le problème du groupage sur
l’anneau unidirectionnel, il faut savoir établir des bornes inférieures. En effet, les techniques
que nous utilisons pour établir ces bornes nous donnent non seulement des valeurs, mais aussi
des indications sur la structure d’une construction optimale (nombre de graphes avec g arêtes,
séquences de degrés des graphes,. . . ). Toutefois, il est nécessaire d’adapter cette technique pour
chaque valeur de g, ce qui est un travail long et peu intéressant. Aussi, il est nécessaire de
développer des méthodes systématiques (programmes informatiques) pour établir les bornes
inférieures et fournir les indications sur les structures possibles des constructions. Une première
étape dans cette direction a été proposée par Colbourn et al. [153, 152] en utilisant une approche
par programmation linéaire pour obtenir des bornes inférieures. Il serait intéressant de compléter
ces travaux pour obtenir rapidement des bornes inférieures, et si possible de coupler ces travaux
avec des méthodes pour construire automatiquement des décompositions optimales. C’est un
travail ambitieux qui mélange les techniques de programmation linéaire et de la théorie des
configurations.
Par ailleurs, une autre problématique intéressante est d’optimiser le nombre d’ADMs pour
tout ensemble de requêtes vérifiant une propriété, ou pour du trafic en ligne (les requêtes sont
routées dans l’ordre d’arrivée). Des premiers résultats dans cette direction ont été obtenus ré-
cemment. Tout d’abord, Sau et al. [156, 160] ont optimisé le nombre d’ADMs dans un anneau
pour satisfaire tout ensemble de requêtes de degré borné. Ensuite, dans le cas particulier où
g = 1, Shalom et al. [149, 162] ont proposé un algorithme de groupage pour du trafic en ligne
de facteur de compétitivité 3/2 pour l’anneau et 7/4 pour des topologies générales, qui sont les
meilleures possibles. Enfin, Crouser et al. [155] ont donné des bornes inférieures sur le nombre
de sommets d’un chemin lorsque le nombre d’ADMs par sommet est donné, chaque sommet est
source ou destination d’un nombre borné de requêtes, et pour un algorithme distribué glouton de
routage en ligne. Nous poursuivons actuellement ces travaux avec Bermond et Peters [S54]. En
particulier, nous avons obtenu des bornes supérieures valables pour n’importe quel algorithme
de routage (localisé, distribué ou centralisé). Par la suite, nous comptons paramétrer ces bornes
en fonction de l’algorithme choisi.
Pour conclure ce chapitre, je me dois de citer Jean-Claude Bermond lors d’une présentation
à la communauté TAROT en mars 2003 :
« Ce n’est qu’un début, continuons le groupage ! »
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Chapitre 4
Groupe de ressources partageant un
risque
Un groupe de ressources partageant un risque (shared risk resource group, SRRG) est un
ensemble de ressources d’un réseau qui peuvent tomber en panne simultanément. Cette notion
se décline en groupe de liens partageant un risque (shared risk link group, SRLG), et groupe de
nœuds partageant un risque (shared risk node group, SRNG).
Un exemple de SRLG est donné dans la figure 4.1 qui représente un réseau multi-couches
constitué d’un réseau physique (e.g., un réseau WDM), d’une couche intermédiaire (appelée ici
réseau virtuel) où chaque arête correspond à un chemin dans le réseau physique, et un graphe de
requêtes qui sont routées dans le réseau virtuel. Ici, la requête correspond à l’établissement de
deux chemins disjoints de C à D. C’est le cas simple de protection 1 : 1 (un chemin de travail et
un chemin de protection). L’un des chemins est routé dans le réseau virtuel par l’arête {C,D}, et
l’autre par le chemin {C,A,B,D}. Aussi, les chemins sont parfaitement disjoints dans le réseau
virtuel. Toutefois, les routes associées dans le réseau physique aux arêtes {C,D} et {A,B} du
réseau virtuel empruntent le lien {E,B} du réseau physique. Aussi, en cas de panne sur le lien
{E,B}, les deux chemins seront affectés. Ces deux chemins partagent donc un même risque de
panne.
Dans un réseau, un SRLG peut avoir une structure plus complexe que celle présentée dans
la figure 4.1. Par exemple, deux liens disjoints du réseau physique peuvent, en pratique, être
enterrés dans une même tranchée et donc partager un même risque de panne (cas classique du
coup de pelleteuse) [173]. Dans ce contexte, les problèmes d’optimisation combinatoire classique
(chemin, arbre couvrant, coupe, chemins disjoints) doivent être redéfinis. Par exemple, nous ne
cherchons pas un paire de chemins arêtes disjoints entre deux sommets du réseau, mais une paire
de chemins SRLG disjoints. De même, nous sommes intéressés à trouver des chemins traversant
le moins de SRLG possible, ceux-ci étant à priori les moins risqués.
La prise en compte des SRLG dans les problèmes d’optimisation a été largement considérée
dans la littérature. Citons par exemple les travaux de l’IETF [169, 170, 172, 178], et quelques
travaux dans les réseaux WDM [174, 183, 177, 176, 171, 188, 175, 180, 179]. De plus, il existe
plusieurs dénominations pour la même notion. Tout d’abord, Pioro et al. [184, 187, 189] parlent
de situation de panne pour décrire un ensemble de ressources subissant simultanément une
panne, donc un SRRG, et Stefanakos [185] parle de panne de liens généralisée (generalized link
failure events) pour décrire un SRLG. Ensuite, suivant les travaux de Jue et al. [177, 179] nous
avons utilisé la terminologie de graphe coloré pour modéliser un réseau et ses SRLG, une couleur
modélisant un SRLG. Ce modèle est en fait une autre appellation des graphes étiquetés qui ont
















Fig. 4.1 – Exemple de SRLG
Dans ce chapitre, je présente nos principales contributions sur l’étude de la complexité et
de l’(in)approximabilité des problèmes d’optimisation combinatoire classique (chemin, coupe,...)
dans le contexte des SRLG [A8, S49, Ci29, 181, 182]. Comme nous le verrons, dans ce contexte,
des problèmes tels que le calcul d’un plus court chemin deviennent NP-complets et difficiles à
approcher. Aussi, je porte une attention particulière à l’ensemble des cas polynomiaux qui ont
été identifiés à ce jour.
Je commence dans la section 4.1 par présenter la modélisation des réseaux avec SRLG par
des graphes colorés. Ensuite, dans la section 4.2 je fais l’état-de-l’art des contributions pour
les problèmes de plus courts chemins, coupes, chemins disjoints et arbres couvrants dans ce
contexte, avant de conclure dans la section 4.3.
4.1 Modélisation
Un SRLG est usuellement modélisé par une couleur [A8, 175, 177, 179, 181, 183]. Ensuite,
deux modélisations se distinguent dans la littérature pour modéliser le réseau avec les SRLG :
les graphes colorés [A8, 176, 177, 181, 183] et les graphes multi-colorés [175, 179]. Dans les deux
cas, les nœuds du réseau sont modélisés par les sommets du graphe et les liens du réseau par
des arêtes.
Définition 19 (Graphe multi-coloré) Un graphe multi-coloré est un triplet G = (V,E, C) où
G = (V,E) est un graphe non-orienté et C est une couverture (au sens de covering) de E.
Définition 20 (Graphe coloré) Un graphe coloré est un triplet G = (V,E,P) où G = (V,E)
est un graphe non-orienté et P est une partition de E.
Dans un graphe multi-coloré, une arête peut appartenir à plusieurs couleurs, alors que dans
un graphe coloré il n’y a qu’une couleur par arête. Par commodité, nous associons une couleur et
l’ensemble des arêtes ayant cette couleur, et nous disons qu’une arête appartient à une couleur
ou SRLG. Notons qu’un lien du réseau est affecté par une panne si l’un des SRLG le contenant
l’est.
Remarquons que le modèle des graphes étiquetés (labeled graphs) [106, 108, 109, 110, 111,
112, 114, 115] correspond exactement aux graphes colorés, une étiquette correspondant à une
couleur.
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Il est possible de transformer un graphe coloré en graphe multi-coloré en contractant chaque
paire d’arêtes adjacentes à un sommet de degré 2 en une seule arête (contraction). Celle-ci
collecte alors les SRLG des arêtes contractées. Nous appelons graphe multi-coloré minimal un
graphe multi-coloré dont tous les sommets ont degré au moins 3. Dans certains cas, il n’est pas
opportun d’effectuer toutes les contractions possibles. C’est typiquement le cas si nous cherchons
un chemin de s à t dans un graphe qui peut être contracté et que le degré de s ou t est 2. Nous
appelons alors (s, t)-graphe multi-coloré minimal le graphe multi-coloré dont tous les sommets
de degré 2, sauf s et t, ont été contractés.
Nous pouvons également transformer un graphe multi-coloré en graphe coloré en remplaçant
chaque arête e par une chaîne de longueur égale au nombre de SRLG contenant e et en associant
un SRLG distinct à chacune des arêtes de cette chaîne. Nous appelons graphe coloré associé
un graphe coloré ainsi obtenu. Toutefois, cette transformation n’est pas unique et il existe un
nombre exponentiel de graphes colorés associés à un même graphe multi-coloré. Dès lors, et
comme cela a été montré par Voge [181], cette transformation n’est pas sans conséquence sur la
complexité des problèmes d’optimisation.
Pour mesurer la dispersion d’une couleur dans le graphe, nous avons introduit la notion
de span d’une couleur [A8], c’est-à-dire le nombre de composantes connexes du graphe (multi)
coloré dans lequel toutes les arêtes qui n’appartiennent pas à cette couleur sont supprimées.
Cette notion est au centre de l’étude de complexité des problèmes combinatoires dans les graphes
(multi) colorés.
Définition 21 (Span) Le span d’une couleur est le nombre de composantes connexes induites
par les arêtes de cette couleur dans le graphe (multi) coloré.
Voge [181] a proposé un algorithme polynomial constructif permettant de tester si il existe un
graphe coloré associé à un graphe multi-coloré tel que toutes les couleurs aient span 1. Elle a de
plus montré que le problème de minimiser le nombre de couleurs de span plus grand que 1 dans
le graphe coloré associé est NP-difficile.
Une autre notion importante, introduite par Luo et Wang [175], est la propriété d’étoile
d’une couleur.
Définition 22 (Propriété d’étoile, star property) Une couleur vérifie la propriété d’étoile
si toutes les arêtes appartenant à cette couleur sont adjacentes à un même sommet.
4.2 Problèmes d’optimisation combinatoire colorés
Dans cette section, je résume nos travaux sur l’étude de la complexité et de l’(in)approximabilité
des problèmes d’optimisation combinatoire classique dans le contexte des graphes (multi) colo-
rés en montrant notre contribution vis-à-vis de l’état-de-l’art. Je ferai en particulier le point sur
l’ensemble des cas polynomiaux qui ont été identifiés. J’occulte volontairement les très nombreux
algorithmes heuristiques qui ont été proposés et je renvoie le lecteur à [176].
4.2.1 Chemin coloré
Dans le contexte des SRLG, nous sommes intéressés à calculer les chemins les plus fiables,
ceux qui appartiennent au plus petit nombre possible de SRLG. Aussi, la mesure n’est plus le
nombre d’arêtes empruntées par ce chemin, mais le nombre de SRLG auquel il appartient. Nous
pouvons redéfinir ce problème d’optimisation combinatoire dans le contexte des SRLG, et donc
















Fig. 4.2 – Un plus court chemin coloré n’est pas nécessairement constitué de plus courts chemins
colorés.
Définition 23 ((s, t)-chemin coloré, colored (s, t)-path) Un (s, t)-chemin coloré est le plus
petit ensemble de couleurs contenant un chemin de s à t dans le graphe coloré associé.
Nous utilisons dans cette définition la notion de graphe coloré associé pour exprimer le fait que
si un chemin emprunte une arête, alors il peut-être affecté par la panne de n’importe quel SRLG
contenant l’arête.
Tout d’abord, remarquons qu’un plus court chemin coloré n’est pas nécessairement consti-
tué de plus courts chemins colorés, comme c’est habituellement le cas dans les graphes. Dans
l’exemple de la figure 4.2, le plus court chemin coloré de s à t est donné par les couleurs {c1, c4}.
Cet ensemble de couleurs contient un chemin coloré de taille 2 de s à w, or le plus court chemin
coloré de s à w est de taille 1 (couleur c3). Aussi, l’algorithme de Dijkstra ne peut pas, en général,
être utilisé dans ce contexte.
Le problème de déterminer le (s, t)-chemin coloré a été montré NP-difficile [176] et difficile
à approcher en général à un facteur O(2log1−δ |C|
1
2 ) près, où C est l’ensemble des couleurs et
δ = (log log |C| 12 )−ε pour ε < 12 [A8, 111].
Le premier cas polynomial a été identifié dans les graphes colorés par Datta et Somani [174,
183]. C’est le cas où toutes les arêtes d’une couleur sont incidentes à un même sommet (i.e.,
elles forment une étoile). Nous avons étendu ce résultat, toujours dans les graphes colorés, au
cas où toutes les couleurs ont span 1 [A8]. Comme Voge [181] a donné un algorithme polynomial
permettant de tester si il existe un graphe coloré associé à un graphe multi-coloré dont toutes
les couleurs ont span 1, nous obtenons :
Théorème 24 Le problème de déterminer un (s, t)-chemin coloré dans un graphe (multi) coloré
est polynomial si il existe un graphe coloré associé dont toutes les couleurs ont span 1.
Dans les graphes multi-colorés, Luo et Wang [175] ont montré que le problème du plus court
chemin coloré est polynomial si le graphe vérifie la propriété d’étoile. Plus généralement, nous
avons :
Théorème 25 Le problème de déterminer un (s, t)-chemin coloré dans un graphe (multi) coloré
est polynomial si son (s, t)-graphe multi-coloré minimal vérifie la propriété d’étoile.
Les études de complexité et d’(in)approximabilité que nous avons réalisé dans [A8] sont
basées sur le span maximal des couleurs. Plus précisément, nous avons montré qu’il existe un
algorithme d’approximation k-approché si le span de toutes les couleurs est borné par k (voir
table 4.1). Par la suite, nous avons montré que le paramètre important n’est pas le span maximal,
mais le nombre de couleurs de span plus grand que 1 [S49]. Pour cela, nous avons montré que,
dans les graphes colorés, le problème du plus court chemin coloré est fixed parameter tractable 1
(FPT) de paramètre le nombre de couleurs de span plus grand que 1.
1Un problème est Fixed Parameter Tractable (FPT) lorsqu’il peut être résolu optimalement par un algorithme
de complexité O(f(k)n0(1)), où k est le paramètre du problème et f est une fonction de ce paramètre [58]. Si k
est borné, alors le problème se résout en temps polynomial.
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Théorème 26 Etant donné un graphe coloré G = (V,E,P), le problème de déterminer un
(s, t)-chemin coloré se résout en temps O(2k(m + n log n)), où k est le nombre de couleurs de
span plus grand que 1.
Théorème 27 Etant donné un graphe multi-coloré G = (V,E, C), le problème de déterminer
un (s, t)-chemin coloré est dans FPT de paramètre le nombre de couleurs ne vérifiant pas la
propriété d’étoile dans le (s, t)-graphe multi-coloré minimal.
Il est intéressant de remarquer que, parmi les nombreux auteurs qui ont utilisé des algorithmes
heuristiques pour calculer des plus courts chemins colorés dans la résolution de problèmes plus
complexes (e.g., routage et affectation de longueur d’onde), certains ont utilisé des jeux de tests
(réseaux + SRLG) où le calcul du plus court chemin se résout en temps polynomial. C’est par
exemple le cas de Shen et al. [176] qui utilisent le réseau US-NET (24 nœuds et 86 liens) avec
11 SRLG dont 2 de span > 1 et un réseau italien (21 nœuds et 72 liens) avec 11 SRLG dont 3
de span > 1.
Des résultats complémentaires ont été obtenus dans [180, Ci29] pour des variations du pro-
blèmes de déterminer un plus court chemin coloré avec des coûts linéaires sur les arêtes et des
couleurs pondérées.
4.2.2 Coupe colorée
Une coupe entre deux sommets du réseau dans le contexte des SRLG est mesurée par le
nombre de pannes qu’il faut pour déconnecter s de t. Rappelons qu’ici un SRLG suffit pour
affecter une arête. Nous avons donc :
Définition 28 ((s, t)-coupe colorée, colored (s, t)-cut) Une (s, t)-coupe colorée est le plus
petit ensemble de couleurs permettant de déconnecter s de t.
Nous étendons cette définition à la notion de multi-coupe colorée qui est le plus petit ensemble
de couleurs permettant de déconnecter si de ti, pour 1 ≤ i ≤ l. Nous définissons aussi la coupe
colorée minimum comme le plus petit ensemble de couleurs déconnectant le graphe.
Nous avons montré que le problème de déterminer la (s, t)-coupe colorée est NP-difficile et
difficile à approcher même lorsque que le span maximal est borné par une constante [A8] ou que
toutes les couleurs de son graphe multi-coloré minimal vérifient la propriété d’étoile [S49]. Très
récemment, Zhang et al. [117] ont proposé un algorithme d’approximation de facteur O(
√
m)
pour ce problème. Par contre, le problème est polynomial lorsque toutes les couleurs ont span 1
ou que le degré coloré est borné [A8]. Il en est de même pour la multi-coupe colorée. En outre,
nous avons :
Théorème 29 ([S49]) Etant donné un graphe coloré G = (V,E,P), le problème de déterminer
une (s, t)-coupe colorée se résout en temps O(2knO(1)), où k est le nombre de couleurs de span
plus grand que 1.
Le problème de la coupe colorée minimal a été montré NP-complet en général dans les
graphes multi-colorés par Farago [179] et a été montré polynomial dans les graphes colorés dont
toutes les couleurs ont span 1 [A8] (ce dernier résultat, bien qu’antérieur, est un corollaire du
théorème 29). Tous les autres cas sont ouverts.
Par ailleurs, nous avons montré [A8] que dans les graphes colorés, le nombre maximum
de (s, t)-chemins colorés disjoints est différent de la (s, t)-coupe colorée. En d’autre termes,
la relation fondamentale “flot maximal = coupe minimale” n’est pas valable dans les graphes
colorés.
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4.2.3 Chemins colorés disjoints
A partir de la définition d’un (s, t)-chemin coloré, nous dérivons naturellement la notion de
(s, t)-chemins couleurs disjoints. Le problème de décider si il existe deux (s, t)-chemins couleurs
disjoints a été montré NP-complet par Hu [171]. Plus tard, une autre preuve a été proposée
par Jue et al. [177]. Nous avons montré que ce problème de décision reste NP-complet lorsque
le span des couleurs est borné par une constante [A8] ou qu’au moins une couleur a span plus
grand que 1 [S49].
Toutefois, ce problème est polynomial si toutes les couleurs vérifient la propriété d’étoile dans
le graphe multi-coloré minimal [175] ou qu’il existe un graphe coloré associé pour lequel toutes
les couleurs ont span 1 [A8].
D’autre part, Jiang et al. [220] ont montré, pour une application en cryptographie, que le
problème de déterminer le nombre maximum de (s, t)-chemins colorés disjoints est NP-difficile.
Comme il n’est pas toujours possible de trouver deux chemins couleurs disjoints, la notion
de chemins colorés les moins couplés (least coupled colored path), c’est-à-dire des chemins qui
partagent le moins de couleurs possibles, a été introduite. Hu [171] a montré que le problème
de déterminer deux (s, t)-chemins colorés les moins couplés est NP-complet. Ce problème a
également été montré NP-complet ultérieurement par Jue et al. [177]. Nous avons montré que ce
problème reste difficile lorsque le span est borné par une constante [A8]. Ce problème est bien
sur polynomial lorsque toutes les couleurs ont span 1 ou vérifient la propriété d’étoile.
4.2.4 Arbre couvrant
Transposons enfin la notion d’arbre couvrant dans les graphes colorés. Il est clair que la
structure correspondante n’est pas un arbre en tant que tel, mais un ensemble de couleurs qui
induit un graphe connexe atteignant tous les sommets du graphe coloré. Lorsque le graphe est
multi-coloré, la structure doit rester connexe en cas de suppression des arêtes appartenant à une
couleur qui n’est pas dans cet arbre. Aussi, nous avons :
Définition 30 (Arbre couvrant coloré, colored spanning tree) Soient G = (V,E, C) un
graphe (multi) coloré et H = (VH , EH ,P) son graphe coloré associé, avec V ⊆ VH . Un arbre
couvrant coloré est un ensemble de couleurs qui connecte tous les sommets de V dans le graphe H.
Le problème de déterminer un arbre couvrant coloré minimum a été particulièrement étudié
dans les graphes étiquetés sous le nom de minimum labeling spanning tree problem. Ce problème a
été montré NP-difficile et difficile à approcher en général, même pour des couleurs de span 1 [106,
107, 108]. Ce problème est donc considérablement plus difficile que dans les graphes classiques.
De nombreux algorithmes d’approximations ont récemment été proposés [109, 111, 115, 116].
4.3 Conclusion
Dans ce chapitre, j’ai fait un état-de-l’art de la complexité et de l’(in)approximabilité des
problèmes d’optimisation classique (chemin, coupe, arbre couvrant) dans le contexte des SRLG.
Les résultats principaux sont rassemblés dans la table 4.1.
Nos travaux et ceux de Luo et Wang [175] ont déjà permis d’identifier de nombreux cas
polynomiaux et il est important de continuer cet effort. En effet, les chemins colorés par exemple
sont une brique de base pour de nombreux problèmes d’optimisation que nous rencontrons
dans les réseaux (routage avec protection, groupage de trafic,...). Pour aller plus loin, il serait
intéressant de pouvoir utiliser d’autres propriétés structurelles des graphes colorés modélisant
des problèmes de réseaux avec SRLG. Voge [182] a fait un premier pas dans cette direction en
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non approx 2log1−δ |C|
1
2 2log
1−δ |C| 12 ? ——– ? ∀ε > 0, |V | 14−ε o(log(|V |)) [108]
approx ? O(
√
m) [117] ? ——– ? ? O(log(|V |)) [108]




non approx ∃ε > 0, kε ∃ε > 0, kε ? ——– ? ∀ε > 0, |V | 14−ε o(log(|V |)) [108]





non approx P [183] P P P P P o(log(|V |)) [108]
approx O(log(|V |)) [108]
Star property P [175] NP ? P [175] P ? NP
k col. span> 1 FPT FPT ? NP NP NP NP
bounded degree ——– P P ——– ——– ——– ——–
? = open question, δ = (log log |C| 12 )−ε for ε < 12 , ——– = do not apply.
Tab. 4.1 – Complexité et (in)approximabilité des problèmes colorés.
montrant qu’il existe des graphes colorés qui ne peuvent pas modéliser des problèmes dans des
réseaux multi-couches, où les SRLG correpondent aux arêtes de la topologie logique qui sont
routées sur un même lien de la topologie physique. Toutefois, nous ne savons pas encore détecter
de tels graphes et utiliser cette information. Il faut donc étudier les questions suivantes :
Question 1 Quelles sont les caractéristiques des graphes (multi) colorés modélisant des pro-
blèmes de réseaux ?
Question 2 Comment utiliser les propriétés structurelles des graphes (multi) colorés modélisant






Dans ce chapitre, je présente mes principales contributions sur le problème de la reconfigu-
ration du routage dans les réseaux orientés connexions, c’est-à-dire le problème de passer un
ensemble de connexions d’un routage à un autre en limitant les interruptions de services.
Je commence dans la section 5.1 par motiver le problème et expliquer mon positionnement
vis-à-vis de l’état-de-l’art. Ensuite, dans la section 5.2, je présente la modélisation générale qui est
au centre de mes travaux. Cette modélisation exprime le problème de reconfiguration considéré
comme un jeu sur le graphe orienté représentant les dépendances entre les deux routages. Puis,
dans la section 5.3, je discute de plusieurs métriques (sans pondération) pour ce jeu. J’introduis
un nouvel invariant, l’indice de traitement, et je montre les liens avec des invariants de graphe
connus comme l’indice d’échappement dans les jeux de capture et l’indice de transmission. Dans
la section 5.4, j’introduirai des modèles avec pénalités ou pondération. Dans la section 5.5, je
présente nos contributions théoriques sur l’indice de traitement, ainsi que sur d’autres invariants.
En particulier, je présenterai la caractérisation des graphes orientés et non-orientés d’indice de
traitement au plus 2, un algorithme distribué permettant de calculer plusieurs invariants dont
l’indice de traitement dans les arbres, et enfin une contribution sur la largeur de chemin des
graphes planaires extérieurs. Je conclue ce chapitre dans la section 5.6 avec les pistes à explorer
qui me semble les plus intéressantes.
Comme nous le verrons tout au long de ce chapitre, une des contributions les plus importantes
de ces travaux a été la modélisation du problème de reconfiguration par un jeu semblable aux
jeux de capture. Ce faisant, nous avons apporté un ensemble d’outils algorithmiques et de la
théorie des graphes pour aborder ce problème.
5.1 Introduction
Dans les réseaux optiques à multiplexage en longueur d’onde (Wavelength Division Multi-
plexing, WDM), nous associons à chaque requête un chemin optique dans le réseau (un chemin
et une longueur d’onde), sous la contrainte que deux chemins optiques utilisant la même fibre
optique sur le même lien du réseau ont des longueurs d’ondes différentes. Le problème classique,
qui a été très largement étudié dans la littérature, est celui du routage et de l’affectation de
longueur d’onde (routing and wavelength assignment, RWA). Les méthodes qui me semblent
aujourd’hui les plus performantes pour résoudre ce problème sont : les méthodes par program-
mation linéaire avec génération de colonnes telles que celles développées par Jaumard et al.[218]
et les méthodes basées sur l’arrondi aléatoire du multiflot fractionnaire que nous avons pro-
posé [Ci20, Ci23, Ci24, Cn42, Cn43].
Ces travaux se basent sur une topologie physique et un ensemble de requêtes de connexions





(a) Routage des connexions (1,3), (1,4), et (5,6)
1 2 3 4 5 6
1
2
(b) Routage des connexions (1,3), (1,4), (5,6) et (3,6)
Fig. 5.1 – Le réseau est un chemin à 6 nœuds et 2 longueurs d’ondes. Avec le routage de la
Fig. 5.1(a), il n’est pas possible d’accepter une nouvelle connexion (3,6). En changeant le routage
de la connexion (5,6), nous obtenons le routage de la Fig. 5.1(b) avec la connexion (3,6).
tous les jours, toutes les heures) le routage de ces connexions, soit pour optimiser l’usage des
ressources lors de changements de trafic (ajout ou suppression de connexions), soit pour dé-
tourner les connexions d’un lien devant subir une opération de maintenance. Par exemple, sur la
figure 5.1, il n’est pas possible d’accepter un nouvelle connexion (3,6) sans modifier le routage de
la connexion (5,6), alors que les 4 requêtes peuvent être satisfaites simultanément en changeant
le routage. La figure 5.2 représente un autre exemple où le lien {5, 8} doit subir une opération
de maintenance. Avec le routage initial de la figure 5.2(a), il faut rerouter (changer le routage)
de la connexion a. Mais, comme il n’y a pas de route disponible du nœud 4 au nœud 5 dans
le routage courant, il est nécessaire de rerouter d’autres connexions pour obtenir un routage
valide tel que celui de la figure 5.2(b). Donc, une opération de maintenance sur un lien du réseau
peut impacter plus de connexions que celles dont les routes empruntent ce lien. Ceci soulève de
nombreuses questions, dont :
– Quel nouveau routage choisir ? Faut il prendre en considération le routage courant ?
– Comment passer, en pratique, du routage courant au nouveau routage ?
Ces questions se posent pour toutes les technologies de réseaux orientés connexions, comme
dans les années 70 pour les réseaux téléphoniques [190], ou plus récemment pour les réseaux
WDM [191, 192, 193, 194, 196, 205, Ci33] et MPLS (Multi-Protocol Label Switching) [198, 201,
207]. De nombreuses approches ont été proposées (voir les état-de-l’art [195, 197, 203]).
Une approche classique est de se déplacer vers ce qui est libre (Move-To-Vacant, MTV) [193,
194, 205], dont le principe est de déterminer une séquence de déplacements de connexions pour
atteindre un routage satisfaisant. Le principe est donc, en partant du routage courant, de choisir
une connexion, lui calculer une nouvelle route en utilisant les ressources disponibles, la déplacer
sur cette nouvelle route, puis répéter avec une autre connexion jusqu’à ce qu’un critère de qualité
soit atteint (e.g., usage global des ressources, disponibilité d’une route donnée). Les principales
difficultés de ces approches sont d’une part de garantir la convergence de l’algorithme et d’autre
part de contrôler le nombre total de changements de routes (ou le temps de convergence). De plus,
que faire si une telle séquence n’existe pas, comme c’est le cas dans l’exemple de la figure 5.2 ?
D’autres travaux ont proposé de calculer le nouveau routage R′, optimal selon une fonction
de coût f , et qui soit le plus proche du routage courant R, la notion de proximité correspondant
au nombre de connexions devant changer de route de R à R′. Les solutions proposées sont
basées sur des programmes linéaires en nombres entiers [196, 199]. Toutefois, comme mentionné
dans [196], ces travaux laissent ouvert le problème de passer du routage R au routage R′.
Par la suite, des travaux ont cherché à calculer à la fois le nouveau routage et la séquence
de déplacements de connexions permettant de l’atteindre. Les solutions proposées utilisent des
programme linéaires en nombres entiers de très grandes tailles qui sont difficiles à résoudre,
et des algorithmes heuristiques, dans le contexte des réseaux MPLS [198, 201, 202, 207] et



























(c) Graphe de dépendances.
Fig. 5.2 – Le réseau est une grille 3×3 avec des liens symétriques de capacité 1 (i.e. une longueur
d’onde). Les Figs. 5.2(a) et 5.2(b) donnent 2 routages, R et R′, pour l’ensemble de connexions
{a, b, c, d, e}. La Fig. 5.2(c) représente les dépendances pour passer du routage R au routage R′.
Il contient un sommet par requête ayant des routes différentes dans R et R′ et un arc d’un
sommet u vers un sommet v si le routage de la requête u dans R′ intersecte le routage de v
dans R.
comme dans le cas de la figure 5.2.
Notre approche sur le problème de la reconfiguration de routage a été de se concentrer sur le
problème de la transition entre un routage et un autre. Aussi, nous considérons que les routages
d’origine et de destination sont des données du problème et nous cherchons à déterminer la
meilleure stratégie (séquence de déplacements de connexions) pour passer d’un routage à un
autre. De plus, nous nous autorisons à interrompre certaines connexions au cours de la stratégie
si cela est nécessaire. L’objectif est donc d’apporter une réponse au problème identifié mais laissé
ouvert par de nombreux auteurs. Ce problème avait jusque là uniquement été abordé par Jose et
Somani [200] qui ont proposé un algorithme heuristique cherchant à minimiser le nombre total
de connexions interrompues, comme nous le verrons dans la section 5.3. Très récemment, Solano
et Pióro [209, 210, 211] ont suivi notre approche en proposant un nouvel algorithme heuristique
pour optimiser le nombre simultané de connexions interrompues (qu’ils n’ont curieusement pas
comparé au notre...) et considéré le compromis entre nombre total et simultané de connexions
interrompues.
5.2 Modélisation
Les concepts de make-before-break et break-before-make ont été standardisés pour les réseaux
MPLS. Un make-before-break consiste à d’abord réserver les ressources nécessaires à la nouvelle
route d’une connexion, puis à y établir le trafic avant de libérer les ressources utilisées par
l’ancienne route. Un break-before-make consiste à d’abord interrompre la connexion et à libérer
les ressources qui étaient utilisées, puis à réserver les ressources de la nouvelle route avant de
rétablir le trafic. Les approches citées précédemment ont seulement considéré l’usage de make-
before-break. Cependant, comme nous le voyons sur la figure 5.2, cette commande n’est pas
suffisante pour passer d’un routage à un autre. En autorisant également l’usage de la commande
break-before-make, il est possible d’effectuer la transition entre les deux routages, comme nous
le verrons avec la figure 5.4.
41
5.2.1 Graphe de dépendances
Nous nous intéressons au problème de passer un ensemble I de requêtes du routage courant
vers un nouveau routage prédéterminé, en déplaçant les requêtes une par une1. Afin de déplacer
une requête sur sa nouvelle route, il faut préalablement s’assurer que les ressources (capacité,
longueur d’onde) à utiliser sur la nouvelle route sont disponibles. Si elles ne le sont pas, alors
une ou plusieurs requêtes doivent être déplacées avant.
Pour modéliser ces dépendances, nous construisons un graphe de dépendances (dependency
digraph [200]). Ce graphe orienté a un sommet par requête qui doit être déplacée et il y a un arc
du sommet u vers le sommet v si la requête associée au sommet v doit être déplacée avant la
requête associée au sommet u. En d’autre termes, il y a un arc (u, v) si des ressources nécessaires
à la requête associée à u dans le nouveau routage sont utilisées par la requête associée au sommet
v dans le routage initial.
Pour fixer les idées, étudions l’exemple de la figure 5.2. Le réseau physique est une grille
3× 3 dont les liens sont symétriques et de capacité 1 (i.e. une unité de capacité ou une longueur
d’onde dans chaque sens). Les figures 5.2(a) et 5.2(b) représentent deux routages, R et R′, pour
l’ensemble de requêtes {a, b, c, d, e}, chaque requête nécessitant une unité de capacité ou une
longueur d’onde. Le graphe de dépendances représenté par la figure 5.2(c) a un sommet par
requête dont le routage change de R à R′. La requête e, ayant le même routage dans R et R′,
n’intervient pas dans la construction du graphe de dépendances. Le routage de la requête a dans
R′ utilise le lien (4, 5) qui est utilisé par la requête b dans R. Il faut donc changer le routage de
la requête b avant que la requête a puisse utiliser le lien (4, 5). Il y a une dépendance et donc
un arc de a vers b dans le graphe de dépendances. De la même façon, la requête b doit attendre
que le lien (1, 2) ait été libéré par la requête d et le lien (2, 3) par la requête c. Le graphe de
dépendances contient donc les arcs (b, c) et (b, d), et ainsi de suite.
En fait, un arc (u, v) dans le graphe de dépendances indique que les requêtes correspon-
dantes changent toutes les deux de routage, l’une libérant une ressource que l’autre convoite.
La figure 5.3 montre une modification simple du routage engendrant un arc dans le graphe de
dépendances. En utilisant cette brique de base dans une grille suffisamment grande où n requêtes
sont initialement routées sur les lignes, il est possible de construire n’importe quel graphe orienté,
comme nous l’avons montré dans [S55]. Nous pouvons aussi remarquer que le degré entrant et
sortant des sommets du graphe de dépendances est borné par la longueur du plus long chemin.
Théorème 31 ([S55]) Pour tout graphe orienté D, il existe un réseau, un ensemble de re-
quêtes et deux configurations C1 et C2 tels que D modélise les dépendances pour passer de la
configuration C1 à la configuration C2.
Remarque : Ici, je me place de façon implicite dans le cas des réseaux WDM où nous associons
à chaque connexion un chemin et une longueur d’onde. Aussi, il y a une relation binaire entre
les connexions : il y a un arc de u vers v si et seulement si la connexion u doit utiliser dans le
routage R′ une longueur d’onde spécifique sur un lien donné qui est utilisée dans le routage R
par la connexion v.
Dans le cas des réseaux MPLS, une connexion utilise une certaine quantité de capacité sur
chacun des liens du réseau qu’elle emprunte. Elle peut être reroutée dès qu’il y a suffisamment
de capacité disponible sur chacun des liens de sa nouvelle route. Pour un lien donné du réseau, la
contrainte de dépendance doit prendre en compte l’ensemble des connexions qui doivent libérer
1Le choix de déplacer les requêtes une par une est motivé par les contraintes physiques des réseaux WDM.
En effet, l’établissement d’un chemin optique dans le réseau oblige à ajuster la longueur d’onde des longueurs

















Fig. 5.3 – Construction élémentaire pour construire un arc dans le graphe de dépendances,
utilisée pour prouver le théorème 31.
de la capacité sur ce lien, la capacité disponible, et l’ensemble des connexions qui utiliseront ce
lien dans le nouveau routage. Voir [Ci34, 201, 207] pour plus de détails.
5.2.2 Stratégie de traitement
Lorsque le graphe de dépendances ainsi construit est un graphe orienté sans circuit (DAG),
alors l’ordre dans lequel il faut rerouter les requêtes est immédiat. Pour cela, nous pouvons classer
les sommets du DAG par rang : rang(u) = 1+maxv∈N+(u) rang(v), les feuilles ayant rang 1. La
stratégie consiste alors à traiter les sommets par rangs croissants. Un sommet u de rang rang(u)
est donc traité après que tous ses successeurs aient été traités. Ici, traiter un sommet du graphe
de dépendances signifie que la requête correspondante passe de sa route initiale à sa route finale.
L’ordre induit par le rang assure donc la disponibilité des ressources lors du reroutage d’une
requête.
Toutefois, tous les graphes de dépendances ne sont pas des DAGs, comme c’est le cas pour
le graphe représenté sur la figure 5.2(c). Il faut alors “casser” des cycles de dépendances afin
de déterminer un ordre de reroutage des requêtes. Ceci revient à interrompre temporairement
des requêtes. Pour cela, nous utilisons une commande à la break-before-make, c’est-à-dire que
la requête est interrompue pendant la durée nécessaire à la libération des ressources requises
par sa nouvelle route2. Pendant ce temps, les ressources qui étaient utilisées par la requête
interrompue sont libérées et peuvent être directement utilisées par d’autres requêtes. Pour résu-
mer, la séquence d’opérations effectuées pour passer du routage initial au routage final implique
l’utilisation des deux types de commandes : make-before-break et break-before-make.
Pour modéliser l’interruption d’une requête dans le graphe de dépendances, et donc l’utilisa-
tion d’un break-before-make, nous utilisons la notion d’agents. Placer un agent sur un sommet
du graphe de dépendances équivaut à interrompre la requête correspondante. Retirer un agent
d’un sommet du graphe implique que la requête correspondante est maintenant routée sur sa
route finale. L’ordre dans lequel sont effectuées ses opérations s’exprime alors par le jeu suivant :
Définition 32 (Stratégie de traitement, process strategy) Etant donné un graphe orienté
D (resp. non-orienté G) et un ensemble P d’agents, une stratégie de traitement de D (resp. G)
est une succession des opérations suivantes :
(R1) Placer un agent sur un sommet.
(R2) Retirer un agent d’un sommet si tous ses successeurs (resp. voisins) sont traités ou occupés
par un agent. Le sommet est alors traité.
2Il est également possible d’utiliser une route temporaire pour la requête si suffisamment de ressources sont
disponibles.
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(R3) Traiter un sommet (non couvert par un agent) si tous ses successeurs (resp. voisins) sont
traités ou occupés par un agent.
La figure 5.4 détaille la stratégie de traitement du graphe de dépendances de la figure 5.2(c)
pour passer du routage de la figure 5.2(a) au routage de la figure 5.2(b). Comme le graphe de
dépendances est fortement connexe, il est nécessaire d’interrompre au moins une requête, et donc
d’utiliser un agent au cours de la stratégie. Le premier pas de la stratégie est donc de placer un
agent sur le sommet d (figure 5.4(b), règle (R1)). C’est le “break” de la commande break-before-
make. Le seul successeur du sommet c est alors couvert par un agent et nous pouvons appliquer la
règle (R3) qui nous permet de traiter le sommet c et donc de rerouter la requête c (figure 5.4(c)).
Ensuite, nous faisons de même pour les sommets b puis a (figures 5.4(d) et 5.4(e)). Enfin, comme
tous les successeurs du sommet d ont été traités, nous appliquons la règle (R2) pour traiter le
sommet d et donc router la requête d sur sa route finale (figure 5.4(f)). Ce dernier pas est donc le
“make” de la commande break-before-make. Tout au long de cette stratégie, nous vérifions bien
qu’un sommet n’est traité dans le graphe de dépendances que lorsque les ressources nécessaires
à l’établissement de la nouvelle route de la requête correspondante sont disponibles.
5.3 Métriques sans pénalité
Pour évaluer le coût d’une stratégie de traitement, plusieurs métriques sont possibles. Dans
cette section, nous nous intéressons au cas sans pénalité, c’est-à-dire non pondéré, et nous nous
intéressons au nombre de connexions interrompues au cours de la stratégie.
Tout d’abord, si nous cherchons à minimiser le nombre total de requêtes à interrompre
au cours de la stratégie, il est alors facile de voir que ce nombre n’est autre que l’indice de
transmission (taille d’un minimum feedback vertex set, MFVS) [59] du graphe de dépendances.
En effet, l’indice de transmission est la taille du plus petit ensemble de sommets à supprimer
d’un graphe orienté pour le rendre acircuitique. C’est cette approche qu’ont choisie Jose et
Somani [200] qui, sans le savoir, ont proposé un algorithme heuristique pour MFVS.
Nous nous sommes plus particulièrement intéressés à optimiser le nombre d’agents utili-
sés simultanément au cours de la stratégie, c’est-à-dire le nombre de requêtes simultanément
interrompues : l’indice de traitement du graphe [Cn44].
Définition 33 (p-stratégie de traitement, p-process strategy) Une p-stratégie de traite-
ment est une stratégie utilisant au plus p agents simultanément.
Définition 34 (Indice de traitement, process number, pn) L’indice de traitement d’un
graphe est le plus petit entier p pour lequel il existe une p-stratégie de traitement.
Clairement, un DAG a un indice de traitement nul, aucun agent n’étant utilisé, et le graphe
de dépendances de la figure 5.2(c) a un indice de traitement égal à 1.
Une remarque importante est que l’indice de traitement d’un graphe orienté est égal au
plus grand indice de traitement de ses composantes fortement connexes (CFCs). En effet, le
traitement des CFCs du graphe s’effectue dans l’ordre induit par le DAG de ses CFCs (défini
par un sommet u par CFC, Cu, et un arc (u, v) si le graphe contient des arcs de Cu vers Cv).
La stratégie ne place des agents que dans une CFC à la fois. Aussi, nous ne nous intéressons
qu’aux graphes orientés fortement connexes.
Lemme 35 Etant donnés un graphe orienté D et C l’ensemble de ses composantes fortement














(a) Routage initial et graphe de dépendances du rou-






























































(f) Retirer l’agent du sommet d, le traiter et rerouter
la requête d.
Fig. 5.4 – Stratégie de traitement de l’exemple de la Fig. 5.2 : Les sommets traités sont en
gris et ceux couverts par un agent en noir. Tous les sommets de la Fig. 5.4(b) ont au moins
un successeur dans l’état initial et le graphe est fortement connexe. Il faut donc placer un
agent sur un sommet. Nous choisissons de placer un agent sur le sommet d (Fig. 5.4(b)). Tous
les successeurs du sommet c étant alors traités ou couverts par un agent, nous pouvons le
traiter (Fig. 5.4(c)). Ensuite, nous pouvons traiter le sommet b (Fig. 5.4(d)), puis le sommet a
(Fig. 5.4(e)). Finalement, nous pouvons traiter le sommet d (Fig. 5.4(f)) et libérer l’agent.
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(a) pn(D) = 2 et |FVSpn(D)| = |MFVS(D)| = n/2.
b c f g
ed
a
(b) pn(D) = 2, |FVSpn(D)| = | {a, c, e, g} | = 4 et
|MFVS(D)| = | {b, d, f} | = 3.
Fig. 5.5 – indice de traitement vs indice de transmission.
5.3.1 Indice de traitement vs indice de transmission
Il est clair que l’indice de transmission d’un graphe orienté D est une borne supérieure pour
l’indice de traitement. Nous avons donc pn(D) ≤ |MFVS(D)|. Dans les graphes non-orientés, vus
comme des graphes orientés symétriques, la borne supérieure est donnée par l’ensemble minimum
couvrant les sommets (minimum vertex cover, MVC) qui est le complémentaire de l’ensemble
indépendant maximum (maximum indépendant set, MIS)3. Nous avons donc pn(G) ≤ |MVC(G)|.
Ensuite, il existe de nombreux exemples de graphes tels que |MVC(G)| = pn(G). Par exemple,
pour le graphe biparti complet Kp,q, avec 1 ≤ p ≤ q, nous avons pn(Kp,q) = |MVC(Kp,q)| = p, et
pour la clique d’ordre n, Kn, nous avons pn(Kn) = |MVC(Kn)| = n− 1.
Toutefois, l’écart entre ces deux indices peut-être arbitrairement grand. Par exemple, pour





, et pour le graphe D
représenté sur la figure 5.5(a) (dont l’équivalent non orienté est un peigne), nous avons pn(D) = 2
et |MFVS(D)| = n/2. Plus généralement, nous avons montré dans [S50] qu’ajouter des boucles
aux sommets d’un graphe orienté D augmente l’indice de traitement d’au plus 1, alors que cette
opération force l’indice de transmission à n. L’écart entre ces deux indices dans les graphes
orientés est donc non borné.
De plus, l’ensemble des sommets occupés par un agent au cours d’une pn(D)-stratégie de
traitement ne constitue pas nécessairement un ensemble de taille minimum intersectant tous les
circuits du graphe. Par exemple, pour le graphe représenté sur la figure 5.5(b) ces ensembles ont
des tailles différentes. En effet, nous avons MFVS(D) = {b, d, f}, |MFVS(D)| = 3, et le plus petit
ensemble des sommets occupés par une pn(D)-stratégie de traitement est FVSpn(D) = {a, c, e, g}
(le sommet c et un sommet par branche) de taille 4.
Donc, la connaissance de l’indice de transmission n’est pas suffisante pour déterminer ou
approcher l’indice de traitement d’un graphe.
5.3.2 Complexité et inapproximabilité
Pour établir la complexité du problème de déterminer l’indice de traitement d’un graphe,
nous avons encadré l’indice de traitement par un invariant connu pour être difficile à approcher :
la sommet séparation [78].
Définition 36 (Sommet séparation, vertex separation, vs) Un arrangement linéaire ( linear
layout ou linear arrangement) d’un graphe orienté D = (V,A) est une bijection L : V →
{1, 2, . . . , |V |}. La coupe maximum induite par les arcs retour de l’arrangement L est mesurée
par max1≤i≤|V | |ML(i)|, avec
ML(i) =
{
v ∈ V : L(v) > i et ∃u ∈ N+(v) : L(u) ≤ i} .
La sommet séparation de D, notée vs(D), est le minimum pris sur tous les arrangements,
vs(D) = minLmax1≤i≤|V | |ML(i)|.
3L’ensemble indépendant maximum est le plus grand ensemble X de sommets d’un graphe G tel que pour
toute paire de sommets u, v ∈ X, N(u) ∩N(v) = ∅.
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Proposition 37 ([Cn44]) Pour tout graphe orienté D, vs(D) ≤ pn(D) ≤ vs(D) + 1.
Comme le problème de déterminer la sommet séparation d’un graphe orienté n’admet pas
d’algorithme d’approximation à un facteur constant [59], nous en déduisons :
Corollaire 38 ([Cn44]) Le problème de déterminer l’indice de traitement d’un graphe orienté
D donné est NP-complet et n’est pas dans APX (APX-hard).
Nous avons formulé ce problème sous la forme d’un programme linéaire en nombres entiers.
Cependant, cette formulation utilisant un nombre quadratique de variable binaires, il n’est pos-
sible d’obtenir des solutions que sur de petites instances. Aussi, nous avons proposé un algorithme
heuristique pour l’indice de traitement (voir [S52] et [Ci33] pour plus de détails). Nous avons testé
cet algorithme sur des familles particulières de graphes aléatoires dont nous connaissons l’indice
de traitement par construction et les résultats obtenus sont encourageant. Solano [209] a depuis
proposé un algorithme heuristique pour ce problème en prenant l’hypothèse que l’ensemble des
connexions qui seront interrompues au cours de la stratégie est une entrée du problème.
La proposition 37 s’applique également aux graphes non-orientés. En effet, lorsque le graphe
est orienté symétrique, nous pouvons travailler sur le graphe non-orienté support. Il est alors
plus naturel d’utiliser la notion de largeur de chemin (pathwidth) [63] qui a été montré égale à
la sommet séparation dans les graphes non-orientés par Kinnersley [67].
Définition 39 (Largeur de chemin, pathwidth, pw) La largeur de chemin d’un graphe G
est la taille minimum de la clique maximal d’un graphe d’intervalle contenant G comme sous
graphe, moins un.
Corollaire 40 ([Cn44]) Pour tout graphe non-orienté G, pw(G) ≤ pn(G) ≤ pw(G) + 1.
Il est important de remarquer que les bornes du corollaire 40 sont atteintes. En effet, l’anneau
à 4 sommets, C4, a un indice de traitement et une largeur de chemin égaux à 2, pn(C4) =
pw(C4) = 2. L’anneau à n ≥ 5 sommets, Cn, quant à lui est tel que pn(Cn) = 3 et pw(Cn) =
2. En utilisant les graphes orientés symétriques associés, nous observons que les bornes de la
proposition 37 sont également atteintes. Plus généralement, nous avons montré :
Théorème 41 ([Cn44]) Pour tout x ≥ 1 et p ∈ {x, x+ 1}, il existe un graphe orienté D (resp.
non-orienté G) tel que vs(D) = x et pn(D) = p (resp. pw(G) = x et pn(G) = p).
5.4 Modèles avec pénalités et interdictions
Dans cette section, nous introduisons des pénalités et des impossibilités dans le problème de
la reconfiguration. En d’autres termes, nous introduisons différents contrats de services (service
level agreement, SLA) passés entre le client et l’opérateur qui ont traits à la reconfiguration.
5.4.1 Interdictions – Requêtes qui ne peuvent pas être interrompues
Nous commençons par considérer le cas des requêtes qui ne peuvent pas être interrompues
au cours d’une phase de reconfiguration. Ces requêtes appartiennent à des clients privilégiés
(premium) qui ont inclus dans leur contrat de service avec l’opérateur une clause interdisant les
break-before-make. Nous modélisons de telles requêtes par des sommets interdits, c’est-à-dire des
sommets sur lesquels il est interdit de placer un agent. Pour les autres requêtes, nous appliquons
les règles précédentes.
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Fig. 5.6 – Principe de la transformation
Nous notons pn∗(D,Q) l’indice de traitement d’un graphe orienté D dont les sommet Q ⊆
V (D) sont interdits. Si nous reprenons l’exemple de la figure 5.2(c) page 41 en supposant qu’il
est interdit de placer un agent sur le sommet d, alors une stratégie de traitement consiste à
placer un agent sur les sommets b et c, ensuite à traiter le sommet a puis le d et enfin à traiter
les sommets b et c. Nous avons donc pn∗(D, {d}) = 2 alors que pn(D) = 1.
Remarquons que la présence de sommets interdits peut augmenter l’indice de traitement de
façon très importante. Par exemple, si le centre c de l’étoile d’ordre n, Sn, est interdit, alors
il est nécessaire de placer un agent sur toutes les feuilles, soit pn∗(Sn, {c}) = n − 1 alors que
pn(Sn) = 1. La présence de sommets interdits peut même empêcher l’existence d’une stratégie
de traitement, comme nous l’avons montré dans le lemme 42, où D[Q] est le sous-graphe de D
ne contenant que les sommets de Q.
Lemme 42 ([Ci33]) Soit D un graphe orienté et Q ⊆ V (D) un ensemble de sommets interdits.
D[Q] contient un circuit orienté si et seulement si il n’existe aucune stratégie de traitement pour
(D,Q).
En conséquence de ce lemme, nous observons qu’il existe toujours un stratégie lorsque |Q| ≤
1, et que la probabilité qu’il existe une impossibilité augmente avec |Q|. En particulier, si D est
orienté symétrique, il ne faut pas que deux sommets voisins soient interdits. Notons de plus que
si D est un DAG et quelque soit Q ⊆ V (D), nous avons pn∗(D,Q) = 0.
Construisons maintenant le graphe D∗(v) obtenu à partir de D pour le sommet interdit
v ∈ V (D) en supprimant les arcs des sommets de N−(v) vers v et en ajoutant des arcs de tous
les sommets de N−(v) vers tous les sommets de N+(v), comme indiqué sur la figure 5.6. Dans le
graphe D∗(v), il n’est plus nécessaire de considérer le sommet v comme interdit. En effet, comme
il n’a pas de prédécesseur, il sera simplement traité après ses successeurs. Aussi, une stratégie de
traitement de D∗(v) nous donne une stratégie de traitement valide de (D, {v}). De plus, cette
stratégie est optimale comme nous l’avons montré dans la proposition 43.
Proposition 43 ([Ci33]) Pour tout graphe orienté D et pour tout sommet interdit v ∈ V (D),
le graphe D∗(v) est tel que pn∗(D, {v}) = pn(D∗(v)).
En appliquant récursivement cette transformation pour tous les sommets interdits de Q d’un
graphe D, nous obtenons un graphe D∗ sans sommet interdit dont l’indice et la stratégie de
traitement fournissent l’indice et la stratégie de traitement pour (D,Q). De plus, l’ordre dans
lequel sont effectuées les transformations ne change pas D∗.
Corollaire 44 ([Ci33]) Etant donnés un graphe orienté D et l’ensemble Q = {v1, v2, . . . , vf} ⊆
V (D) de sommets interdits, nous posons D1 = D∗(v1) et, pour i = 2, 3, . . . , f , Di = D∗i−1(vi).
Alors, pn∗(D,Q) = pn(Df ).
Nous avons aussi obtenu une borne serrée sur le nombre d’agents supplémentaires à utiliser
dans le graphe lorsque des sommets sont interdits.
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Proposition 45 ([Ci33]) Pour tout graphe orienté D et pour tout ensemble de sommet inter-
dits Q ⊆ V (D) tel que Q n’induit pas de circuit, nous avons pn∗(D,Q) ≤ pn(D) + |N+(Q)|. De
plus, cette borne est serrée.
En résumé, l’introduction de sommets interdits dans le problème de la reconfiguration in-
troduit des situations de blocage, mais ne change pas la structure combinatoire du problème. Il
suffit d’appliquer un pré-traitement au graphe D pour construire D∗, puis un post-traitement
pour déduire la stratégie de traitement, ces deux opérations s’effectuant en temps linéaire.
Notons enfin que le même raisonnement est valide pour l’indice de transmission.
5.4.2 Pénalité par interruption
Nous considérons maintenant que le contrat de service passé entre le client et l’opérateur
inclut une pénalité à chaque fois qu’une connexion est interrompue. Cette pénalité peut-être
la même pour tous ou différente pour chaque connexion. L’intérêt de l’opérateur est alors de
minimiser le coût total d’une phase de reconfiguration et donc d’une stratégie de traitement. Nous
associons donc à chaque requête, modélisée par un sommet v dans le graphe de dépendances,
une pénalité (ou poids) ω(v).
Définition 46 (p-stratégie de traitement de coût au plus W ) Etant donnés un graphe
orienté D, une fonction de pénalité ω : V (D) → N, p agents et un budget W , W ≥ 0, une
p-stratégie de traitement de coût au plus W est une p-stratégie de traitement de D de coût∑
v∈V ′ ω(v) ≤ W , où V ′ ⊆ V est l’ensemble des sommets couverts par un agent au cours de la
stratégie.
Nous observons que le problème de déterminer le plus petit entier W pour lequel il existe un
(≤ |V (D)|)-stratégie de traitement de coût au plus W n’est autre que le problème de déterminer
l’indice de transmission de coût minimum (minimum weighted feedback vertex set, MWFVS). En
effet, ce problème n’a pas de restriction sur le nombre d’agents employés et ne s’intéresse qu’au
coût. Donc,
Corollaire 47 Le problème de déterminer le plus petit entier W pour lequel il existe une
(≤ |V (D)|)-stratégie de traitement de coût au plus W est NP-complet et n’est pas dans APX.
Question 3 Quelle est la complexité du problème lorsque p fait parti de l’entrée ?
Lorsque les pénalités sont uniformes (∀v, ω(v) = 1), il est intéressant de remarquer que
W est le nombre total d’interruptions autorisées et p est le nombre maximum d’interruptions
simultanées. De plus, comme nous l’avons vu dans la section 5.3, il existe des graphes D pour
lesquels p = pn(D) et W > |MFVS(D)|. Dans l’exemple de la figure 5.5(b), l’ensemble FVSpn(D)
des sommets couverts par un agent au cours d’une pn(D)-stratégie de traitement est de taille
4 alors que l’indice de transmission est 3. Maintenant, si seul |MFVS(D)| sommets peuvent être
couverts par un agent au cours de la stratégie, alors il est nécessaire d’utiliser 3 agents. En
d’autres termes, le plus petit p pour lequel il existe une p-stratégie de traitement de coût 3 est
3.
Notons MFVSp(D) le plus petit ensemble de sommets couverts par un agent au cours d’une
p-stratégie de traitement (qui a donc coût |MFVSp(D)|). Nous avons
Lemme 48 Etant donnés un graphe orienté D et un entier p ≥ pn(D), nous avons
|MFVSp(D)| ≥| MFVSp+1(D)| ≥| MFVS(D)|
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En d’autres termes, augmenter le nombre d’agents permet de réduire le nombre de connexions
à interrompre au cours de la stratégie, et réciproquement.
Question 4 Quels sont les graphes tels que |MFVSpn(D)| = |MFVS(D)| ?
Question 5 Existe-t-il une constante c telle que |MFVSpn(D)| ≤ c|MFVS(D)| pour tout D ?
Dans [S55], nous avons répondu à cette question par la négative pour les graphes orientés (en
utilisant une famille de graphes orientés d’indice de traitement 3). Pour les graphes non-orientés
ou la question se transpose avec MVC, nous avons montré qu’il existe des graphes tels que c ≥ 3−ε,
pour tout ε > 0, et que pour tout G, |MFVSpn(G)| ≤ pn(G)|MFVS(G)|.
5.4.3 Pénalité par étape
Nous considérons maintenant des contrats de services plus “agressifs”, prenant en compte
la durée d’une interruption. En effet, certaines stratégies peuvent avoir comme première étape
de placer un agent sur un sommet v et comme dernière étape de retirer cet agent de v. C’est
par exemple le cas pour l’anneau unidirectionnel d’ordre n, !Cn, où un agent est suffisant. La
connexion en question peut donc être interrompue pendant un très longue durée.
Pour préciser notre propos, formalisons la notion d’étape.
Définition 49 (Etape dans une stratégie de traitement) Une étape dans une stratégie de
traitement consiste en
1. le placement d’un ensemble d’agents parmi les agents libres ;
2. l’identification des sommets dont tous les successeurs sont déjà traités ou couverts par un
agent ;
3. le traitement de tous les sommets identifiés. Si certain de ces sommets étaient couverts par
un agent, ceux-ci sont libérés.
Le nombre d’agents présents dans le graphe au cours d’une étape est le nombre d’agents utilisés
à l’issue du premier pas de l’étape.
Définition 50 (coût d’une étape) Le coût d’une étape est la somme des pénalités des som-
mets qui sont couverts par un agent après la phase 1 de l’étape.
A partir de ces définitions (étape et coût d’une étape), nous pouvons définir les jeux suivants :
Définition 51 (p-stratégie de traitement de coût par étape au plus W ) Etant donnés
un graphe orienté D, une fonction de pénalité ω : V (D) → N, p agents et un budget par étape
W , W ≥ 0, une p-stratégie de traitement de coût par étape au plus W est une p-stratégie de
traitement de D telle que chaque étape t a un coût
∑
v∈Vt ω(v) ≤ W , où Vt ⊆ V est l’ensemble
des sommets couverts par un agent après la phase 1 de l’étape t.
Avec des coûts uniformes, le problème de déterminer le plus petit W tel qu’il existe un
(≤ |V (D)|)-stratégie de traitement de coût par étape au plus W n’est autre que le problème de
déterminer l’indice de traitement du graphe. Les pénalités plus générales rejoignent la notion
de largeur de chemin pondérée (weighted pathwidth) qui a été montrée NP-difficile par Mihai et
Todinca [95].
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Définition 52 (p-stratégie de traitement de coût total en étapes au plus W )
Etant donnés un graphe orienté D, une fonction de pénalité ω : V (D) → N, p agents et un
budget total W , W ≥ 0, une p-stratégie de traitement de coût total en étapes au plus W est




v∈Vt ω(v) ≤W , où Vt ⊆ V est l’ensemble
(potentiellement vide) des sommets couverts par un agent à l’étape t et V0 = ∅.
Une stratégie telle que décrite dans la définition 52 est intéressante pour l’opérateur qui
pourra minimiser sa pénalité. Toutefois, cette stratégie peut-être très mauvaise pour certains
clients dont les connexions pourront être interrompues pendant un grand nombre d’étapes. Dans
une telle stratégie, la contribution d’un sommet au coût total est égale au nombre d’étapes pen-
dant lesquelles ce sommet a été couvert par un agent fois sa pénalité par étape. Si la pénalité est
égale à 1, alors la contribution du sommet est exactement égale à sa persistance (persistence),
notion introduite par Downey et Mccartin [82] dans les graphes non-orienté pour compter le
nombre de paquets (successifs) auxquels appartient un sommet dans une décomposition en che-
min du graphe.
Pour l’anneau unidirectionnel, !Cn = (v1, v2, . . . , vn, v1), avec pénalité égale à 1 par sommet
couvert et par étape, le coût d’une stratégie avec 1 agent est n. Toutefois, le sommet v1 est couvert
pendant n étapes. Maintenant, si nous utilisons 2 agents que nous plaçons sur les sommets v1
et vn/2, le coût de la stratégie est toujours n, mais les sommets v1 et vn/2 ne sont couverts que
pendant n/2 étapes. Plus généralement, si nous disposons de p agents que nous plaçons sur les
sommets v1+in/p, 0 ≤ i < p, alors chaque sommet n’est couvert que pendant n/p étapes pour
un coût total de n. Il est donc important de contrôler également le budget par connexion.
Si nous cherchons uniquement à optimiser le budget maximal par clients, nous obtenons le
jeu décrit dans la définition 53 et donc à optimiser la persistance pondérée maximal dans une
stratégie de traitement. Si nous cherchons de plus à contrôler le budget total, nous obtenons le
jeu de la définition 54.
Définition 53 (p-stratégie de traitement de coût individuel au plus W ) Etant donnés
un graphe orienté D, une fonction de pénalité ω : V (D)→ N, p agents et un budget par sommet
W , p,W ≥ 0, une p-stratégie de traitement de coût individuel au plus W est une p-stratégie de
traitement de D telle que maxv∈V (D)
∑|V (D)|
t=0 bt(v)ω(v) ≤ W , où bt(v) = 1 si le sommet v est
couvert par un agent à l’étape t et 0 sinon.
Définition 54 (p-stratégie de traitement de coûts individuel ≤W I et total ≤W T )
Etant donnés un graphe orienté D, une fonction de pénalité ω : V (D) → N, p agents, un
budget par sommet W I et un budget total W T , p,W I ,W T ≥ 0, une p-stratégie de traitement de




t=0 bt(v)ω(v) ≤ W I , où bt(v) = 1 si le sommet v est couvert par un agent





v∈Vt ω(v) ≤ W T , où Vt ⊆ V est l’ensemble (potentiellement vide) des sommets
couverts par un agent à l’étape t et V0 = ∅.
Ce dernier jeu peut encore être raffiné en adaptant le budget individuel à chaque client,
le sommet v ayant donc un budget maximal W I(v). Ceci correspond bien au résultat d’une
négociation individuelle entre un client et un opérateur, le contrat de service étant individualisé.
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5.4.4 Nombre d’étapes
Dans les jeux que nous avons précédemment défini, une question intéressante est d’étudier
le nombre d’étapes (définition 49) nécessaires à une stratégie, à budget constant ou en autori-
sant une augmentation du budget. Nous avons commencé à aborder cette question avec Ronan
Soares [208] en supprimant les pénalités. Nous avons proposé le jeu suivant :
Définition 55 ((p, ς)-stratégie de traitement) Une (p, ς)-stratégie de traitement est une stra-
tégie permettant de traiter un graphe avec p agents en ς étapes.
Lorsque ς = 1, il est facile de voir que p = n. En effet, si un sommet v n’est pas couvert
par un agent, alors il existe un prédécesseur u (resp. voisin) de v qui ne vérifie pas “tous les
successeurs (resp. voisins) sont déjà traités ou occupés par un agent” et qui ne peut donc pas
être traité à cette étape. Réciproquement, si p = n alors ς = 1 et si p < n alors ς > 1.
Théorème 56 ([208]) Etant donné un graphe orienté D, le problème de déterminer si il existe
une (p, ς)-stratégie de traitement pour D lorsque p < n (resp. ς > 1) est donné est un problème
NP-complet.
Nous avons proposé un algorithme linéaire pour déterminer le nombre d’étapes lorsque le
graphe est une union disjointe de chemins avec un nombre donné d’agents. Puis nous avons
étudié le gain, en nombre d’étapes, de l’utilisation d’un agent dans un DAG.
5.5 Relations avec les jeux de capture
Au cours de nos travaux sur l’indice de traitement d’un graphe, nous avons été amené à
étudier certaines questions portant sur la largeur de chemin et les jeux de capture. Je résume ici
les principales contributions.
5.5.1 Indice de traitement vs indice d’échappement
Nous avons vu dans la section 5.3.2 que l’indice de traitement d’un graphe non-orienté est relié
à sa largeur de chemin. Nous allons maintenant montrer le lien avec l’indice d’échappement d’un
graphe et donc avec les stratégies de capture ou jeux des gendarmes et du voleur. Je recommande
au lecteur de se reporter à la thèse de Nisse [85] et à l’état de l’art établi par Fomin et Thilikos [89]
pour plus de détails sur les jeux de capture dans les graphes. Je ne reporte ici que les résultats
nécessaires à mon propos.
Les jeux de capture sont des jeux où une équipe de chercheurs ou d’agents vise à la capture
d’un fugitif dans le graphe. Le fugitif est capturé si il occupe le même sommet ou la même
arête qu’un agent ou une arête dont les extrémités sont occupées par des agents. Il existe de
très nombreuses variantes de ces jeux selon que le fugitif est visible ou invisible, la vitesse du
fugitif et des agents, ou encore le mode de déplacement (sommet voisin, le long d’un chemin, par
téléportation,...). Ici, nous nous intéressons aux jeux défini par Kirousis et Papadimitriou [64]
comme suit :
Définition 57 (Stratégie (sommet) [64]) Etant donné un graphe G, une stratégie (sommet)
est une séquence des opérations suivantes :
– Placer un agent sur un sommet du graphe ;
– Retirer un agent d’un sommet du graphe.
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Dans ce jeu, les agents se déplacent d’un sommet à un autre sans contrainte (par hélicoptère
ou téléportation). Le fugitif quant à lui se déplace simultanément aux agents et rapidement le
long d’un chemin dont aucun sommet n’est occupé par un agent. Dans ce modèle, une arête est
nettoyée si ces 2 extrémités sont occupées par un agent, et le fugitif est capturé si, à une étape,
il occupe le même sommet qu’un agent ou une arête dans les 2 extrémités sont occupées par
un agent et qu’il n’a aucun moyen de s’échapper. Une stratégie de capture est une stratégie qui
assure la capture du fugitif. La stratégie est dite monotone si une fois nettoyé un sommet ou
une arête ne peut plus être atteint par le fugitif. Le plus petit nombre d’agents nécessaires dans
une stratégie de capture pour capturer un fugitif invisible et infiniment rapide est appelé l’indice
d’échappement du graphe.
Définition 58 (Indice d’échappement, node search number, ns) Etant donné un graphe
G, l’indice d’échappement du graphe G est le plus petit entier k pour lequel il existe une stratégie
de capture dans G impliquant au plus k agents.
Ellis et al. [68] ont montré que l’indice d’échappement d’un graphe est égal à sa largeur de
chemin plus 1, ns(G) = pw(G)+1. En combinant ce résultat et le corollaire 40, nous déduisons :
Corollaire 59 Pour tout graphe G, ns(G)− 1 ≤ pn(G) ≤ ns(G).
La différence principale entre stratégie de capture et stratégie de traitement dans les graphes
non orientés est que, dans cette dernière, le fugitif est aussi capturé si il est encerclé par des
agents, c’est-à-dire si tous ses voisins sont couverts par des agents. Cette différence est claire
avec l’étoile d’ordre n, Sn, et la clique d’ordre n, Kn, où nous avons ns(Sn) = 2, pn(Sn) = 1,
ns(Kn) = n et pn(Kn) = n− 1. Pour d’autres graphes tels que l’anneau d’ordre n ≥ 5, Cn, et la
grille n× n avec n ≥ 3, Mn×n, nous avons : ns(Cn) = pn(Cn) = 3 et ns(Mn×n) = pn(Mn×n) =
n+ 1.
Un problème important est donc de caractériser les graphes pour lesquels l’indice d’échappe-
ment est égal à l’indice de traitement. C’est ce que nous avons fait avec la proposition 60 dans
le contexte plus général des graphes orientés, et que nous transposons avec le corollaire 61 dans
les graphes non-orientés.
Proposition 60 ([S50]) Pour tout graphe orienté D, il existe une pn(D)-stratégie de traite-
ment telle que chaque sommet est couvert par un agent avant d’être traité si et seulement si
pn(D) = vs(D) + 1.
Corollaire 61 Pour tout graphe non-orienté G, il existe une pn(G)-stratégie de traitement telle
que chaque sommet est couvert par un agent avant d’être traité si et seulement si pn(G) = ns(G).
Nous avons déjà identifié plusieurs familles de graphes qui satisfont ce corollaire. Par exemple,
nous avons caractérisé les graphes d’indice de traitement 2 [S50], comme nous le verrons dans
la section 5.5.2, ce qui nous permet d’établir :
– pn(G) = 0 et ns(G) = 1 ⇔ G est un ensemble indépendant ;
– pn(G) = 1 et ns(G) = 2 ⇔ G est une étoile ou un collection d’étoiles ;
– pn(G) = 2 et ns(G) = 2 ⇔ G est une chenille (caterpillar) ;
– pn(G) = 2 et ns(G) = 3 ⇔ G satisfait les conditions du théorème 64 et G n’est pas une
chenille (ce qui est le cas de tous les homards (lobsters)).
Par ailleurs, nous avons caractérisé à l’aide du théorème 62 les graphes dont la connexité
est égale à l’indice de traitement. Ces graphes sont tous les sous-graphes p-connexes du graphe
Gp,q construit en reliant la clique Kp à un ensemble indépendant de taille q ≥ p par un biparti
complet. En fait, pour maintenir la connexité, seules les arêtes de Kp peuvent être supprimées.
Comme il est facile de voir que ns(Gp,q) = p+ 1, nous en déduisons le corollaire 63.
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(a) P4 (b) C3
Fig. 5.7 – P4 et C3 sont les 2 obstructions pour les graphes d’indice de traitement 1.
Théorème 62 ([S50]) Un graphe p-connexe G admet une p-stratégie de traitement si et seule-
ment si il existe un sommet v de degré p tel que G−N(v) est un ensemble indépendant.
Corollaire 63 Les graphes p-connexes d’indice de traitement p ont indice d’échappement p+1.
Les jeux de capture et l’indice d’échappement ont principalement été étudiés sur les graphes
non-orientés, mais quelques travaux traitent de ces jeux dans les graphes orientés. Tout d’abord,
Barát [83] a défini la notion de largeur de chemin orienté ainsi que le jeu de capture associé.
Dans ce jeu, le fugitif se déplace uniquement dans le sens des arcs, donc il peut se déplacer d’un
sommet u vers un sommet v si il existe un chemin orienté de u vers v. Bien sur, le fugitif ne
peut pas traverser un sommet occupé par un agent. Par contre, les agents peuvent se déplacer
sans contrainte (téléportation). Par la suite, Yang et Cao [86, 91, 92, 97] ont étudié de multiples
variantes de jeux de capture dans les graphes orientés.
Les différences principales entre ces jeux et les p-stratégies de traitements sont d’une part
que nous considérons les arcs dans un sens différent, et d’autre part que ces jeux impose de
visiter chaque sommet et/ou arête. Ceci suggère que, comme dans le cas des graphes orientés,
le nombre d’agents nécessaires diffère d’un petit intervalle. Toutefois, nous n’avons pas encore
étudié précisément les relations et les différences entre ces jeux, que nous laissons donc en question
ouverte.
Question 6 Quelles sont les relations entre les stratégies de traitements et les jeux de capture
orientés ?
5.5.2 Graphes d’indice de traitement inférieur à 2
Nous avons caractérisé les graphes non-orientés d’indice de traitement inférieur ou égal
à 2 [S50]. Nous avons en particulier proposé une caractérisation par mineurs exclus. Pour cela,
nous avons exhibé le plus petit ensemble de graphes d’indice de traitement 2 (resp. 3), les obs-
tructions, auxquels G ne doit pas pouvoir être réduit par une succession de contractions d’arêtes
et de suppressions d’arêtes et de sommets. Dans le cas contraire, G a un indice de traitement
supérieur à 2 (resp. 3). Les 2 obstructions pour les graphes d’indice de traitement 1 sont repré-
sentées sur la figure 5.7, et les 15 obstructions pour les graphes d’indice de traitement 2 sont
représentés dans les figures 5.8 et 5.9.
Rappelons qu’il a été montré par Bodlaender que toute classe de graphes close par mineurs ne
contenant pas l’ensemble des graphes planaires admet un algorithme de reconnaissance en temps
linéaire [70]. Ce résultat découle d’un algorithme en temps linéaire décidant si un graphe a une
largeur d’arborescence ou de chemin au plus k, et qui, si tel est le cas, fourni la décomposition.
Toutefois, cet algorithme n’est pas utilisable en pratique [75]. Aussi, nous avons proposé une
caractérisation structurelle des graphes d’indice de traitement 2 (théorème 64). La figure 5.10
représente un graphe d’indice de traitement 2. A partir de cette caractérisation, nous avons
pu proposer un algorithme pratique de reconnaissance de ces graphes en temps linéaire (en le
nombre de sommets et d’arêtes).
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(a) K4 (b) H0 (c) H1 (d) H2 (e) C5
Fig. 5.8 – Ensemble M1 d’obstructions pour les graphes d’indice de traitement 2.
(a) T1 (b) T2
Fig. 5.9 – T1 et T2 sont 2 des 10 obstructions non isomorphes de l’ensemble M2 pour les graphes
d’indice de traitement 2. Ils sont construits en reliant 3 copies de graphes choisis dans {P4, C3}
par une arête avec un nouveau sommet . C’est la construction classique dite “en Y”.
Nous avons donc montré que :
– pn(G) = 0 ⇔ G est un ensemble indépendant ;
– pn(G) = 1 ⇔ G est une étoile ou une collection d’étoiles ;
– pn(G) = 2 ⇔ G satisfait les conditions du théorème 64, ce qui peut-être testé en temps
linéaire.
Théorème 64 ([S50]) Pour tout graphe connexe G = (V,E), les assertions suivantes sont
équivalentes.
(a) pn(G) ≤ 2 ;
(b) Aucun mineur de G n’est dans M1 ∪M2 (voir figures 5.8 et 5.9) ;
(c) G est tel que :
– V = U ∪ Z ∪ T avec U = {u1, . . . , ur} et Z = {zji : 1 ≤ i ≤ r et 1 ≤ j ≤ ki}, où
k1, . . . , kr sont des entiers positifs ;
– chaque composante connexe de G[T ] est une étoile S%i , pour * ∈ N et i ∈ {1, 2, . . . , r},
qui est attachée dans G au sommet ui ∈ U ;
– chaque sommet zji ∈ Z a degré 2 dans G, et ses 2 voisins sont ui et ui+1 ; et
– N(ui) ∩ U ⊆ {ui−1, ui+1}, et lorsque ki = 0 alors ui+1 ∈ N(ui).
Le théorème 64 est similaire à celui proposé par Megiddo et al. [65] pour caractériser les
graphes d’indice d’échappement 3 et donc de largeur de chemin égale à 2. Notons que l’ensemble
des mineurs exclus utilisé pour caractériser les graphes de largeur de chemin 2 ne contient que
2 graphes (le triangle et la pieuvre à 3 branches de longueurs 2) alors que nous en utilisons
15 dans le théorème 64. Ceci s’explique par le fait que des graphes de largeur de chemin égale
à 3 peuvent avoir indice de traitement 2 (corollaire 40) et qu’il faut 110 mineurs exclus pour
caractériser les graphes de largeur de chemin 3 [69].
Nous avons également commencé à identifier les mineurs exclus pour caractériser les graphes
non-orientés d’indice de traitement 3 [S57]. Pour l’instant, nous avons identifié 185 266 mineurs
exclus (dont 183 762 sont issus des constructions ∆+Y) et il nous reste à démontrer que cet
ensemble est clos. Cette valeur est sûrement la dernière atteignable par cette méthode, le nombre
de mineurs exclus pour l’indice de traitement p étant supérieur au nombre de mineurs exclus












Fig. 5.10 – Exemple de graphe d’indice de traitement 2.
5.5.3 Graphes orientés d’indice de traitement inférieur à 2
Nous avons caractérisé les graphes orientés (fortement connexes) d’indice de traitement infé-
rieur à 2 [S50]. Comme nous l’avons dit précédemment, seul les DAG ont un indice de traitement
nul. Les graphes orientés d’indice de traitement 1 sont tels que la suppression d’un sommet par-
ticulier les rend acycliques. Ce sont donc des graphes d’indice de transmission 1.
Pour caractériser les graphes orientés d’indice de traitement 2, nous avons introduit la no-
tion de (2, w)-digraphes4, c’est-à-dire les graphes orientés pour lesquels il existe une stratégie de
traitement utilisant 2 agents et commençant par placer un agent sur le sommet w. La caractéri-
sation de ces graphes est donnée dans la proposition 65 qui utilise la notion de voisinage stricte,
SN, d’un ensemble X de sommets du graphe, telle que SN+D(X) = N
+
D (X) −X. La figure 5.10
représente l’allure générale d’un (2, w)-digraphe telle que décrite dans la proposition 65, et la
figure 5.11 représente un exemple de tel graphe.
Proposition 65 ([S50]) Soient D un graphe orienté et w l’un de ses sommets. D est un (2, w)-
digraphe si et seulement si D−{w} peut être partitionné en 2 sous-graphes H et H ′ satisfaisant
les conditions suivantes :
(i) il existe un sommet w′ de H ′ tel que H ′ est un (2, w′)-digraphe ;
(ii) SN+D(H + {w}) ⊆ {w′}
(iii) soit
– pn(H) = 0 ; ou
– pn(H) = 1 et il existe un ensemble (éventuellement vide) Y ⊂ V (H) tel que N−D ({w′})∩
V (H) ⊆ Y , pn(D[Y ]) = 0, et (Y, V (H) \ Y ) est une coupe orientée de H depuis Y vers
V (H) \ Y .
Nous avons proposé un algorithme en temps O(n(n +m)) pour tester si un graphe orienté
est un (2, w)-digraphe. Donc, tester si un graphe orienté a un indice de traitement égal à 2 prend
un temps O(n2(n+m)), il suffit d’appliquer l’algorithme depuis chacun des sommets du graphe.
La question de caractériser les graphes orientés d’indice de traitement 3 et plus est ouverte.
5.5.4 Arbres
De nombreux algorithmes ont été proposés pour déterminer l’indice d’échappement ou la
largeur de chemin d’un arbre en temps linéaire [66, 68, 81]. Ces algorithmes sont centralisés et
4Cette définition s’étend naturellement aux (p, {w1, w2, . . . , wk})-digraphes qui sont les graphes orientés pour
lesquels il existe une stratégie de traitement utilisant p agents et commençant par placer un agent sur chacun des











(b) Exemple de (2, w)-digraphe
Fig. 5.11 – Allure générale des (2, w)-digraphes et exemple de (2, w)-digraphe.
difficiles à modifier pour calculer d’autres invariants comme l’indice de traitement. Aussi, avec
Florian Huc et Dorian Mazauric, nous avons proposé un nouvel algorithme pour calculer ces
invariants [S51]5. Notre algorithme présente les caractéristiques et avantages suivants :
– Il permet de calculer : l’indice d’échappement et donc la largeur de chemin, l’indice d’échap-
pement arête (voir Parsons [61] ou Nisse [85]), et l’indice de traitement ;
– Un sommet n’a besoin de connaître que ses voisins ;
– L’algorithme est distribué ;
– Il peut-être exécuté dans un environnement asynchrone ;
– Il effectue au total O(n log n) opérations ;
– Il transmet au total n messages, chacun de taille log3 n+ 1 bits ;
– En utilisant des messages de log3 n+ 3 bits, il permet de maintenir ses invariants lors de
l’ajout ou de la suppression d’une arête de l’arbre ;
– En utilisant des messages de au plus 2 log3 n+3 bits, il permet d’ignorer la taille de l’arbre.
D’autre part, il a été montré par Kirousis et Papadimitriou [64] que ns(G) − 1 ≤ es(G) ≤
ns(G) + 1, où es(G) est l’indice d’échappement arête de G. Nous avons affiné ce résultat dans le
cas des arbres en montrant :
Lemme 66 ([S51]) Soit T un arbre, nous avons ns(T )− 1 ≤ es(T ) ≤ ns(T ).
Par ailleurs, avec Omid Amini et Nicolas Nisse, nous avons commencé l’étude des jeux de
capture non-déterministes (non-déterministique graph searching) dans les arbre [S48]. Ces jeux,
introduit par Fomin et al. [94], font le lien entre la largeur de chemin et la largeur d’arborescence.
Il sera intéressant d’étendre notre algorithme distribué à ces jeux.
5.5.5 Graphes planaires extérieurs
Les graphes planaires extérieurs (outerplanar graphs) sont des graphes planaires dont tous
les sommets sont adjacents à la face extérieure. Nous nous restreignons ici aux graphes planaires
extérieurs bi-connexes, qui sont ceux qui ont été les plus étudiés [72, 73, 78]. Ces graphes ont une
largeur d’arborescence (treewidth, tw) de 2. Aussi, il est théoriquement possible de calculer la
largeur de chemin de ces graphes en temps polynomial [71], mais aucun algorithme pratique n’est
connu à ce jour, le premier pas de l’algorithme de Boadlander et Kloks [71] (pour les graphes
5L’algorithme que nous avions proposé dans [Cn44] pour déterminer l’indice de traitement d’un arbre est
malheureusement faux.
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de largeur d’arborescence borné) étant en O(n11). Ceci a motivé une série de travaux proposant
des algorithmes approchés.
Govindan et al. [74] ont proposé un algorithme 3-approché en temps O(n log n). Ensuite,
Bodlaender and Fomin [77] ont proposé un algorithme linéaire 2-approché en utilisant le dual
géométrique des graphes planaires extérieurs. Le dual géométrique G∗ d’un graphe planaire G
a un sommet par face de G (dont la face extérieure) et une arête entre 2 sommets si les faces
correspondantes dans G partagent une arête. Le dual géométrique d’un graphe planaire extérieur
auquel on retire le sommet de la face extérieur (dual faible) est un arbre. Plus précisément, ils
ont montré que pw(G) ≤ 2 pw(G∗) + 2. Puis, avec Florian Huc et Jean-Sébastien Séréni, nous
avons affiné ce résultat en montrant :
Théorème 67 ([A9]) Pour tout graphe planaire extérieur bi-connexe G, nous avons :
pw(G∗) ≤ pw(G) ≤ 2 pw(G∗)− 1
Théorème 68 ([A9]) Pour tout p ≥ 1 et pour tout k ∈ {1, 2, . . . , p+ 1}, il existe un graphe
planaire extérieur bi-connexe G tel que pw(G) = p+ k et pw(G∗) = p+ 1.
Nous avons de plus montré le théorème 68 qui implique que les bornes du théorème 67 sont
serrées. Ce faisant, nous avons infirmé plusieurs conjectures de Bodlaender et Fomin [77, 80] (se
reporter à [A9] pour plus de détails).
La question de proposer un algorithme performant pour calculer la largeur de chemin d’un
graphe planaire extérieur est toujours ouverte. Les travaux les plus avancés sur cette question
sont dus à Markov [90].
Une question plus générale est d’encadrer l’écart entre la largeur de chemin d’un graphe
planaire et celle de son dual. Fomin et Thilikos [84] ont montré que pour tout graphe planaire
3-connexe G, pw(G) ≤ 6 pw(G∗). Puis, Amini, Huc et Pérennes [93] ont réduit ce facteur à 3 (et
même à 2 si G est 4-connexe). Enfin, Fomin et Thilikos [84] ont montré que pour tout graphe
planaire 2-connexe ce facteur est au moins 2.
Ces résultats plus le fait qu’il ne semble pas y avoir d’influence de la largeur d’arborescence
sur ce facteur6 m’amènent à poser la conjecture suivante :
Conjecture 1 Pour tout graphe planaire 2-connexe G, pw(G) ≤ 2 pw(G∗).
5.6 Conclusion
Dans je chapitre, j’ai essayé de donner un aperçu de l’ensemble des travaux que nous avons ef-
fectués à partir d’une simple question sur le problème de la reconfiguration du routage : comment
passer concrètement d’un routage à un autre ?
Pour modéliser ce problème, nous avons introduit un nouveau jeu : la p-stratégie de traite-
ment. Ceci nous a permis d’apporter des outils algorithmiques et de théorie des graphes pour
aborder le problème de reconfiguration. En particulier, nous avons utilisé des résultats de la
théorie des mineurs de graphes [63] et des techniques algorithmiques issues des jeux de cap-
ture [61, 85, 89].
A partir de cette modélisation nous avons exprimé plusieurs problèmes d’optimisation liés
aux métriques présentées dans les sections 5.3 et 5.4. Entre autre, nous avons cherché à :
6Une simple modification des constructions utilisées dans [A9, 84] permet d’augmenter la largeur d’arbores-
cence sans influer sur l’écart entre la largeur de chemin du graphe et celle de son dual.
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– Optimiser le nombre total (MFVS) ou simultané (pn) de connexions interrompues au cours
de la stratégie, et les versions pondérées de ses métriques ;
– Mesurer l’impact du nombre d’interruptions simultanées autorisées sur le nombre total
d’interruptions et réciproquement ;
– Comprendre l’impact de différents types de contrats de services :
– Interdisant toute interruption de service ;
– Avec pénalité fixe par interruption ;
– Avec pénalité par durée d’interruption ;
– Contrôler divers paramètres dont le nombre d’étapes d’une stratégie.
Nos principaux résultats portent sur l’indice de traitement d’un graphe. Nous avons montré
la complexité et l’inapproximabilité du problème de déterminer l’indice de traitement, proposé
un algorithme heuristique, caractérisé les graphes orientés et non-orientés d’indice de traitement
au plus 2, et étudier les similitudes et les différences avec l’indice d’échappement et donc les jeux
de capture dans les graphes. Nous avons aussi proposé un algorithme générique permettant de
calculer plusieurs invariants dans les arbres et d’affiner les relations connues entre ces invariants
dans le cas particulier des arbres.
En parallèle avec ces travaux, nous avons abordé des questions portant sur d’autres invariants.
Nous avons en particulier fait un pas significatif dans la compréhension de la relation entre la
largeur de chemin d’un graphe planaire et celle de son dual géométrique.
Lors de discussions avec des collègues d’entreprises comme Alcatel-Lucent, British Telecom,
Deutsche Telekom, France Telecom ou encore Nokia Siemens Networks sur le problème de la
reconfiguration, j’ai réalisé que :
– Le problème de passer d’un routage à un autre intéresse les industriels qui n’ont pas à ce
jour de solution pertinente ;
– Chacun d’eux propose d’optimiser une métrique différente des autres.
Ceci me conforte dans l’idée qu’il est important d’étudier de multiples métriques sur les p-
stratégies de traitements, sans se soucier du “réalisme” de la métrique, afin de bien comprendre
quels sont les paramètres les plus importants, ce qu’il est possible d’optimiser et quels sont les
outils les plus adaptés. Aussi, je compte poursuivre mes travaux en étudiant des questions que
j’ai laissées ouvertes dans ce chapitre. Je compte également aborder tout ou partie des questions
suivantes :
Q1 Cas pratique d’une série d’opérations de maintenance. Il s’agit de déterminer l’ordre dans
lequel effectuer les opérations de maintenance sur les liens du réseau en minimisant par
exemple le nombre total d’interruptions ou de changements de routes (cas concret suggéré
par Alcatel-Lucent) ;
Q2 Inclure les contraintes physiques de la fibre optique lors de chaque transition. Dans une
fibre optique, la puissance d’émission de chaque longueur d’onde est ajustée en fonction
des canaux utilisés dans cette fibre. Aussi, ajouter ou supprimer une connexion a un coût
en terme d’énergie et surtout de temps nécessaire à l’ajustement des différents canaux.
Concrètement, l’établissement d’une connexion dans le réseau peut prendre plusieurs mi-
nutes. De plus le coût du reroutage d’une connexion dépend des étapes précédentes. Nous
étudions actuellement ses questions avec Dan Kilper (Bell labs, USA) ;
Q3 Stratégies mixtes entre utilisation des ressources disponibles (route temporaires) et inter-
ruptions. En autorisant l’utilisation des ressources disponibles dans le réseau, il est possible
de réduire le nombre d’interruptions. Le graphe de dépendances évolue alors au cours du
temps ;
Q4 Prise en compte de la protection dans les phases de reconfiguration et utilisation de
ressources dédiées à la protection pour réduire le nombre d’interruptions. Il s’agit alors
59
d’étudier selon le modèle de protection considéré (dédiée, partagée, par segment, par p-
cycle,...) l’impact sur le problème ;




Les travaux que j’ai effectués au cours des dernières années ont principalement porté sur des
problèmes d’optimisation qui se posent dans les réseaux optiques WDM avec des matrices de
trafic statiques. Ce sont en particulier des travaux sur : le routage et de l’affectation de longueurs
d’ondes ; le groupage de trafic (chapitre 3) ; et différents modèles de protection en cas de pannes
simples ou multiples de nœuds ou de liens (chapitre 4). Ces travaux contribuent aux problèmes
généraux du dimensionnement et de la planification de ces réseaux. Cependant, considérer des
matrices de trafic statiques n’est plus suffisant pour les opérateurs des réseaux de cœur qui
font face à une croissance régulière du trafic (augmentation du nombre d’utilisateurs, nouveaux
usages) et doivent gérer au quotidien des variations de trafic, des pannes et des opérations de
maintenance. Pour contourner les difficultés, les opérateurs de télécoms ont pendant longtemps
choisi de surdimensionner les nœuds et les liens des réseaux. L’apparition d’applications très
gourmandes en bande passante (réseaux pair-à-pair, vidéo à la demande) a rapidement saturé
les réseaux, en particulier les capacités de traitement des routeurs, et forcé les opérateurs à
augmenter plus vite que prévu l’ensemble des équipements. Aussi, les paradigmes centralisés
utilisés jusqu’à présent dans la planification et la gestion des réseaux de cœur deviennent in-
compatible avec la taille et la dynamique des réseaux. La taille des réseaux rend difficile voire
impossible le calcul de solutions optimales. Cette difficulté est renforcée par l’augmentation des
évènements (pannes, opérations de maintenance, variation du trafic) demandant des prises de
décisions rapides.
Sur le long terme, je compte contribuer au développement d’outils algorithmiques, de théorie
des graphes et de l’optimisation combinatoire qui sont indispensables pour résoudre des pro-
blèmes de télécoms. En particulier, je compte étudier des mécanismes centralisés et distribués
pour résoudre efficacement les problèmes de plongement de graphes et les évolutions de ces plon-
gements (déterminer les changements à effectuer dans le plongement et proposer des méthodes
performantes pour effectuer la migration vers le nouveau plongement). Ces travaux permettront
de gérer efficacement les topologies virtuelles dans les réseaux. Je compte également étudier des
méthodes d’algorithmiques distribués avec informations partielles. Il s’agit alors de déterminer
la quantité d’informations nécessaire à l’algorithme pour fournir des solutions à performances
garanties et assurer la robustesse des solutions proposées. Ceci permettra d’accélérer les prises de
décision dans les réseaux à gestion décentralisée. J’envisage aussi de contribuer à la proposition
d’un modèle de graphes dynamiques et au développement des outils algorithmiques correspon-
dant. Ceci permettrait de disposer de meilleurs outils pour aborder les problèmes de télécoms.
Le modèle des graphes évolutifs [79] (aussi appelé réseaux tolérants les délais avec oracle) est
une première proposition dans ce sens. Toutefois, ce modèle est déterministe (les évolutions
de la topologie sont déterminées à l’avance) et donc ne permet pas de prendre en compte un
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comportement aléatoire.
Par ailleur, je n’exclue pas de considérer d’autres domaines d’applications comme par exemple
les réseaux de distribution d’électricité (ou d’eau) ou les réseaux de transports.
Les activités de recherche que je vais mener dans les 4-5 prochaines années sont guidées par
les collaborations et les thèses en cours, dont je cite trois exemples ci-dessous.
Algorithmes dynamiques pour le routage compact
J’ai récemment commencé à m’intéresser aux algorithmes de routage compact l’internet [219,
221]. Ces algorithmes construisent des tables de routage avec beaucoup moins d’entrées que celles
utilisées par BGP (border gate protocol), mais au coût d’une augmentation de la longueur des
chemins. Notre objectif est d’étudier de nouveaux paradigmes de routages afin de concevoir,
développer et expérimenter un algorithme de routage dynamique et distribué satisfaisant pour
l’internet du futur. Nous cherchons un algorithme de routage qui repousse les limitations des
algorithmes actuels en termes de scalabilité des tables de routage, de dynamique de la topologie
et des changements de politiques de routage. Nous souhaitons étudier des compromis entre
la taille des tables de routage (scalabilité), la longueur des routes (qualité du routage) et le
coût de la signalisation (réaction rapide aux pannes). Pour cela, nous envisageons d’utiliser des
propriétés structurelles et statistiques de la topologie d’internet dans la conception de nouveaux
algorithmes.
Ces travaux ont commencé en 2008 dans le cadre d’une collaboration avec Alcatel-Lucent
Bell-labs et le LABRI. Pour le moment, nous construisons un simulateur permettant d’évaluer
les performances des algorithmes de calcul de routes et de tables de routage sur des réseaux de
grande taille (plus de 105 nœuds). Ce simulateur nous permettra de mieux comprendre l’influence
de la topologie sur les algorithmes de routage.
Nous allons poursuivre ces travaux dans le cadre du STREP EULER (Experimental Update-
Less Evolutive Routing, http://euler-fire-project.eu), porté par D. Papadimitriou (Alcatel-
Lucent Bell labs, Antwerp, Belgique) et qui démarrera en 2010. Les partenaires sont Alcatel-
Lucent Bell-labs, IBBT Ghent, UCL Louvain, UPC Barcelone, RACTI Patras, le LIP6 et l’IN-
RIA. Ce projet propose des travaux sur les algorithmes de routage, l’identification de propriétés
structurelles et statistiques de topologies, la génération de topologies vérifiant des propriétés don-
nées, l’analyse des algorithmes avec des outils de théorie des jeux, la validation par simulation
puis par expérimentation des algorithmes proposés.
Dans ce projet, je suis technical assistant, responsable d’un workpackage et de 3 taches.
Mes objectifs personnels dans ce projet sont de compléter mes connaissances en algorithmique
distribuée, de travailler sur des méthodes de tests de propriétés et sur la génération de topologies.
Gestion décentralisée de réseaux multi-couches
Ces questions sont au centre de la thèse de P. Giabbanelli (depuis janv. 2010) avec qui je
travaille dans le cadre de l’AdR HiMa du laboratoire commun INRIA/Bell-labs. Plus précisem-
ment, nous étudions des réseaux multi-couches de type IP sur WDM où la topologie du réseau
IP est la topologie virtuelle que nous routons dans le réseau WDM sous-jacent. Notre objectif
est de faire évoluer dynamiquement et de façon décentralisée la topologie virtuelle en fonction
des variations de trafic. Nous devons décider quels liens ajouter ou supprimer de la topologie vir-
tuelle afin de simplifier le routage des paquets et de limiter la quantité de traitement à effectuer
aux nœuds intermédiaires. Tout ceci est sujet à des contraintes comme le degré maximum d’un
nœud de la topologie virtuelle (nombre d’interfaces à installer dans un routeur), la capacité des
liens, l’existence d’un routage de la topologie virtuelle dans la couche physique. Il faut de plus
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prendre en compte des contraintes de QoS dont la tolérance aux pannes et différents modèles de
groupage de trafic.
Nous avons de plus besoin de méthodes performantes pour faire évoluer le plongement de la
topologie virtuelle dans la topologie physique et donc reconfigurer le routage. Les travaux que
j’effectue en collaboration avec D. Kilper (Bell labs, USA) sur la prise en compte des contraintes
physiques dans la reconfiguration seront donc utiles dans ce contexte. Nous travaillons pour le
moment sur des approches centralisées (chapitre 5), mais dans le futur, nous devrons fournir
des solutions distribuées. Notons que le temps nécessaire pour établir un chemin optique dans
le réseau va de quelques secondes à quelques minutes. En effet, lorsque l’on utilise une nouvelle
longueur d’onde dans une fibre, il faut modifier légèrement le réglage (puissance d’émission,
longueur d’onde) de toute celles qui sont déjà utilisées et ceci peut se reporter dans tout le réseau.
Cette durée permet de déterminer la période de temps minimale entre deux modifications de la
topologie virtuelle ou de son plongement, et aussi le temps imparti pour déterminer la meilleure
stratégie.
Réseaux efficaces en énergie, green networking
Alcatel-Lucent vient de lancer l’initiative GreenTouch (http://www.greentouch.org) qui
vise à fédérer les efforts de recherches autour d’un objectif : réduire d’un facteur 1000 la consom-
mation électrique des réseaux. Pour atteindre cet objectif, il faut travailler à la fois sur la
conception des composants du réseaux (technologie physique des routeurs) et sur leurs fonctio-
nalités (suspend/wake-on-line, down clocking,. . . ), mais aussi sur la conception et la gestion des
réseaux ainsi que sur les paradigmes de communications (transmission immédiate vs différée,
push d’informations,. . . ).
L’ANR DIMAGREEN rentre dans ce cadre. En effet, nous étudions l’impact du dimension-
nement du réseau et des algorithmes de routage sur la consommation globale d’énergie du réseau.
Des études récentes [222] montrent que la charge des routeurs actuels a peu d’influence sur leur
consommation d’énergie, et que la consommation des réseaux est corrélée au nombre d’éléments
actifs. L’objectif est donc de minimiser le nombre d’éléments actifs à chaque instant dans le
réseau. A long terme, les équipementiers devront concevoir des routeurs dont la consommation
est plus directement reliée à leur charge.
Les travaux que nous effectuons avec la PME 3Roam (http://www.3roam.com) rentrent
également dans ce cadre. En effet, nous cherchons non seulement à dimensionner et gérer au
mieux le réseau pour satisfaire des contraintes de QoS (délais, tolérance aux pannes,...), mais
aussi à minimiser sa consommation globale. Nous avons déjà fait des propositions dans ce sens
(gestion efficace en énergie des liens), mais nous comptons aller beaucoup plus loin. Par exemple,
les routeurs actuellement conçus par 3Roam ne gèrent que deux liens bidirectionnels et il peut
donc y avoir plusieurs routeurs dans un même nœud du réseau. Aussi, nous étudions la possibilité
d’éteindre certains routeurs (et les liens correspondants) quand le trafic est faible (tout en
respectant la QoS). Selon le résultat de nos études, la PME cherchera les solutions d’ingénierie
les plus adpatées pour ajouter des fonctionalités type suspend/wake-on-line.
Ces objectifs nous ammènent à étudier (thèses de N. Nepomuceno et I. Tahiri) des problèmes
de dimensionnement, et à concevoir des mécanismes permettant de faire évoluer le routage des
connexions ou des paquets avec un minimum de perturbations pour les utilisateurs.
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