An off-lattice Metropolis Monte Carlo algorithm with reptation is used to find the average fractional ionization a as a function of pH for a generic ionizable linear polyelectrolyte in a salt solution. The polyelectrolyte is treated as a threefold rotational isomeric state model polymer; each unit can bear a negative charge or not with intrinsic ionization constant pK a . DebyeHuckel screening is assumed between the charges. For computational convenience, the dielectric constant of the polymer is taken to be that of the solvent. The number of units Nwas either 50 or 100. Monte Carlo results were collected for various Debye screening lengths at six combinations of number of chain units N, bond angle (J, and Manning parameter when fully charged, So. For four of the combinations, So was 1 to take partial account of counterion condensation. These runs had Nand (J of 50 and 1°, 50 and 70°, 100 and 1°, and 100 and 70°. 
I. INTRODUCTION AND BACKGROUND

A.Goals
Using a Metropolis Monte Carlo algorithm to simulate variably ionizable polyelectrolytes made of units having an intrinsic pKa, we obtain a, the average fraction of the units which are ionized. (In what follows, a will mean the fractional ionization of some particular polyelectrolyte molecule; a will mean the average of a over many molecules.)
These results for a are compared with the results of linear Ising model calculations to third nearest neighbors and with the results of simple mean field theories for the distribution of charges. Results from a scan of a as a function of pH -pKa are used to calculate the free energy and entropy of a population of chains. Finally, comparison is made to experimental data of Cleland for the titration of hyaluronate. I The same fairly artificial assumptions were made about the polymer and the solvent in both this initial Monte Carlo work and in the calculations. These reduce the realism of the simulation, but allow testing of the additional simplifying approximations in the calculations.
B. Assumptions
The first assumption is of a very dilute solution; only one polymer molecule is simulated. The polymer units are assumed to bear either one charge or no charge, i.e., ionization of monomers is assumed to be complete. For definiteness, the charges are taken to be negative; the polyelectrolyte is thus a polyanion and polyacid rather than a polycation and polybase. Within our assumptions, what follows can be applied to polybases by changing the sign of pH -pK a •
The a of a polymer molecule is assumed to differ from that of isolated units only because of electrostatic repulsion between those units which are charged. To calculate this, Debye-Hiickel screening is assumed with no corrections for the finite size of ions or polymer units. This approximation could be addressed by Monte Carlo simulations using explicit counterions.
It is assumed that the polymer has the same dielectric constant E as the solvent, although polymers generally have dielectric constants less than those of common solvents and far less than that of water. This major, albeit common, approximation is made in all the Monte Carlo simulations of flexible polyelectrolytes of which we are aware because it simplifies greatly the task of calculating electrostatic energies; it is made in many theories for the same reason. It may be least inaccurate under conditions of low charge density along the chain and of highly extended chains, circumstances in which most of the material between any two charges would be solvent. Experimentally, this assumption might be realistic if a charged polymer could be dissolved in a solvent resembling its monomers, reducing the discrepancy in E.
A threefold rotational isomeric state model is assumed with the charges located on the polymer backbone. This is probably the simplest rotational isomeric model. Our implementation of it has been described.
2 FlorY's3 book ably expounds rotational isomeric state models, more complex versions of which can yield "ball and stick" models of polymers accurate at the classical mechanics level, e.g., hyaluronate was so modeled in Ref. 4. Briefly, polymer units are separated by a constant bond length D and the bond angle (J is also constant. The zero of angle is defined so that f) = a· for a rodlike polymer. Once the positions of three consecutive units are fixed, the next unit has three possible positions equally spaced in azimuthal angle corresponding to the three allowed bond types-trans, ± -2-sin f), 2" + cos f) + 2" cos 2 f) , (lb) if they are in the gauche ± positions. Counterion condensation is not considered except by remaining aware of the Manning limit 5 ;  if the valence of the counterions is V, the linear charge density along the polymer should not exceed about 1!Velementary charges per "Bjerrum length" I B ::;;, (2) in meter-kilogram-second-ampere units.
For a long thin straight uniformly charged rod in the Debye-Hiickel approximation with infinitely small counterions, counterions will condense onto the polyelectrolyte until the net charge density is reduced to this critical value' this may be approximately true in more realistic models. 5 ' We define So to be the number of elementary charges per IB along the polymer when it is fully charged and the Manning parameter S of a partially charged chain to be its average number of charges per lB' Therefore S = aS o . If the counterions are of valence 1, S should not exceed 1 5 ; So can perhaps exceed 1 if 7i is small enough. We consider the length L of a threefold rotational isomeric state model polymer to be its maximum end-to-end length, which occurs when all bonds are in the trans configuration. So
where N is the number of units. Equation (3) 
where q/e is the number of electronic charges born by a charged unit. It is shown in Appendix A that under our assumptions, the average Gibbs free energy per individual polymer chain is
where U and S are the average electrostatic energy and configurational entropy per polymer molecule. The chain is considered to be one of a great many chains in dilute solution at a given T, pH -pKa' K -\ and pressure P. Defining
(6) (7) This implicitly neglects, e.g., chemical effects in which pKa of an ionizable group depends on its environment.
7
In the Debye-Hiickel model used here, the electrostatic energy in a particular spatial and charge configuration is We note that a given pH implies a minimum effective salt concentration. However, for a given pH -pKa,pK a can be chosen so that the pH = 7 and the minimum effective salt concentration ~ 10 -7 M in H2 O.
C. Previous Monte Carlo work on partially ionized polyelectrolytes
There are quite a few recent Metropolis Monte Carlo investigations of linear polyelectrolytes, some of which we have already mentioned. 2 ,s Several have investigated partially ionized polyelectrolytes by using charged units regularly spaced among uncharged units. 
II. METHODS
A. Metropolis Monte Carlo with ionizable units
The Metropolis Monte Carlo program used here has been discussed.
2 The only changes in it are that the units are ionizable and the incorporation of pH -pKa into the free energy for a polyanion [Eq. (5) ]. This also was explained brieflys; as it is central to the present work, it seems appropriate to justify it in more detail.
With ionizable units, there are now six possible states for each unit-two charge states times three rotational states. The first three rotational states (counting from either end of the polymer) are irrelevant, although including them in the program does no harm. From Eq. (7) , the probability p ofa particular chain configuration should be
where U and a are the energy and fractional ionization of that particular configuration. This is shown in Appendix A.
Simply generating configurations and then weighting them by this factor would waste computer time for large N, as most of the configurations generated would be of such low probability as to be irrelevant. The well-known Metropolis Monte Carlo 14.1 5 method is a convenient means to avoid this problem. It can be used to generate samples with any desired probability distribution, as long as one knows the desired relative probabilities of any two states. 14 . 15 To be explicit, an end of the polymer is chosen at random (probability 112). Then a new trial polymer is constructed by adding a new unit onto that end in one of six possible states (charged or uncharged and in a trans, gauche + , or gauche -position) each with probability 1/6, and lopping one unit off the other end of the polymer. The program then finds AA, the change in U -Xa in going to the trial state. A hard sphere repulsion can be incorporated by adding a large multiple of kB T to U when two units are closer than the hard sphere diameter. The rule used was that if AA .;;;0, an attempted transition always succeeds, while if AA >0, the transItIon succeeds with probability exp( -AA IkB n.14 If the transition is successful, the trial configuration becomes the new configuration.
The proofthat this procedure leads to the desired probability distribution is not given here. It uses the fact that if a set of states are connected one to the other by transition probabilities which are nonzero and less than one, their relative probabilities eventually approach some unique set of "equilibrium values.,,16 This cycle is repeated many times. Statistics on the model polymer are collected every N 2 reptation attempts, socalled "stroboscopic sampling.,,9 This is because, irI reptation, the polymer slides back and forth. IfreptatiQn attempts in each direction are successful with equal probability, it takes on the order of N2/4 successful reptation attempts to generate an entirely new polymer; not all reptation attempts will be successful. Each Monte Carlo run reported consists of 500 samples. Since on the order of N calculations are required to calculate a difference in electrostatic energy, the computer time per sample required by the present algorithm is proportional to N
•
Early attempts to use this algorithm for pH -pKa controlled ionization were unsuccessful because, at the beginning of a run, the model polymer often stuck for many samples in metastable states in which both ends of the polymer were highly charged, while the middle was uncharged, before finally making a transition to a more probable state. This problem was avoided by using a "quasithermal" method to generate the starting configuration. That is, the starting configuration was made by adding one unit at a time, starting with no units; the probability of adding a unit in a particular state being proportional to exp( -AA IkB n incurred when adding it, AA having been defined above. While this does not give a thermalized initial sample, it comes much closer to it than, say, letting each unit in the starting configuration have a probability of 1/6 of being in each of the six possible states. There are doubtless many other ways to choose the starting configuration so as not to get stuck in a metastable configuration.
Theoretically, reptation has a drawback in that configurations, in which both ends are trapped in cuI de sacs formed by other units, are not connected to the other states and so the probabilities of being in them do not equilibrate. 17 This nonergodicity should not be a serious problem in the present work. For a random coil, the probability of both ends being trapped is quite small 17 and should be further reduced when the coil is expanded by electrostatic repulsion, reducing the average number of units per unit volume in the vicinity of the ends. Also, if the hard sphere repulsion is turned off, as in the present work, there are no absolute culs de sac.
The computer used was an IBM 3081 KX; the random number generator was IMSL's routine "GGUBS" with starting seed 123457. Some very small deviations from randomness were found for this random number generator by trying various starting seeds; it is believed that the errors caused are comparable to, or smaller than, those caused by the finite sample size of 500.
B. Free energy and entropy of a population of chains
The free energy F and entropy S per chain of a population of chains can be found from the Monte Carlo results for V and a as a function of pH -pKa by thermodynamic integration ofa with respect to pH -pK a • This is analogous to Ref. 18 's procedure for finding F in Ising spin systems by thermodynamic integration of magnetization as a function of magnetic field.
For the present model of a polyelectrolyte, Sand Fare known exactly whenpH~pKa for then a->O, and all uncharged states are equally probable. So in this threefold rotational isomeric state model, Sis
since the positions of the first three units can be specified, making the first three bond states irrelevant. When a->O, V -+ ° also because so few units are charged. Also, as shown in Appendix A, when a -> 0, the relation between a and V is the same as it would be for an isolated unit, so that (11 ) and clearJya(pH -pKa) -+0 aspH -pKa -+ -00. Putting this and V-+O into Eq. (5) gives
Then F can be found at values of pH, where a~O by numerical thermodynamic integration 18 over pH -pKa of the Monte Carlo results. To do this, we consider F to be a function of T, X, and P. Then, from Eq. (7),
Integrating both sides of Eq. (13) with respect to X and using Eqs. (12) and (6) gives (14) S is now found from F via Eq. (7) using the known values ofa and V.
III. RESULTS
All the results are reported in terms of their dependence on the dimensionless parameters N, e, So, pH -pKa' and 
and (I5b) where pKo is defined as the limit of pK as a -+ 0, i.e., at low pH. Equation (11) gives the form fora which holdsasa-+O. Inserting Eq. (11) into Eq. (15a) yields
in the present model. In what follows, we will usually refer to pKo rather than pK a . Monte Carlo results were generated for several values of . For the e = 1 ° cases, the mean field theory in a assuming an all-trans configuration works well; for e = 70°, it does not, but is better at the very high value of So = 2.85 than for So = 1. The third-order Ising prediction works well for small K -liD and also works better at e = 1° than at e = 70°. Figure 6 shows entropy per chain calculated according to Eqs. (7) and (14) 
pH -pKO (24) (dashed lines) and (38) (dashed and dotted lines). The same symbols as in Fig. 1 . Cleland's data. shown are the results of mean field calculations in a for two assumptions about the distances between polymer units. The first is the same all-trans assumption that was used in the dashed curves for Figs. 1-5. The second is an attempt to estimate the distances between units in a charged wormlike chain using the concepts of electrostatic persistence length l9 • 20 and excluded volume,21.22 as described below.
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The second estimation worked better than the first for the 50 = 1 cases (Figs. 7 and 8) , and less well for 50 = 2.85 (Fig. 9) . Figure 10 shows Monte Carlo results with N = 50, 50 = 0.716, 0 = 27.34°, and K-IID = 3.07; these results were chosen as discussed below for comparison to experimental results of Cleland 23 for the potentiometric titration of hyaluronate in dialysis equilibrium with a 10 mM salt solution. Considering that no attempt was made to extrapolate the Monte Carlo results to the very long chain limit, the agreement is surprising.
IV. DISCUSSION
A. Linear Ising model calculations
Linear Ising model type calculations were performed to third nearest neighbors. These methods are well known, so we merely recall the assumptions upon which they are based in order to discuss their strengths and limitations. Appendix B gives the bare formulas necessary to perform these calculations in first through third order; these have been explained by Cleland. 4 The methods behind the formulas were ably expounded by Flory. 3 The nearest-neighbor result for a in the limit of infinitely long chains was given by Harris and Rice. 6 These calculations consider only the electrostatic interactions between nearby units. Thus in an mth nearest-neighbor calculation, one uses the approximate form (16) Then one uses matrix methods to calculate the function z, This method can explicitly take into account chains having a finite number of units, such as can be generated by a Monte Carlo program. In principle, these methods can be made exact by letting m --+ 00. However, this is impractical since the amount of computation required grows exponentially with m (Appendix B). In practice, one can include only short-range effects, i.e., effects with a range <,mD with m small. Also, these calculations cannot include excluded volume effects, i.e., strong interactions which occur between units far apart along the backbone of the chain when the chain bends so as to place them in close physical proximity.
The third-order linear Ising calculation is good for These trends make qualitative sense. As K-liD increases, the electrostatic interactions become significant in relation to k B T for units separated by more than m bonds, and the mth order Ising calculation fails. For higher 50' this happens sooner. For higher 0, (exp( -Krij )Irij) increases for a given Ii -jl and the mth-order Ising calculation also fails sooner than at lower O. Also, other parameters being the same, electrostatic excluded volume effects will be more severe at higher O.
As K -liD is increased, linear Ising type calculations for a as a function of pH -pKo will converge to a limit as soon as K-IID>m, while the Monte Carlo results will not converge til K-liD> (R 2) 112, the rms end-to-end length. In principle, linear Ising type models can be corrected for differing dielectric constants of the polymer and solvent by solving for the electrostatic interactions of charged units in short (<,m units) sections of polymers in all (3m) configurations. Such corrections would be computationally expensive for large m.
The a predicted by the third-order linear Ising Model is always equal to or greater than the Monte Carlo a. This is also as expected, because neglecting electrostatic interactions between units separated by more than m bonds (here m = 3) leads to an underestimate of U. Hence the energy penalty for ionizing any particular unit in a particular ionization state and spatial configuration is always underestimated if at least one unit more than m bonds away is also charged. Finally, first-order linear Ising calculations (not shown) worked significantly less well than third-order calculations being accurate only for K -I I D = 0.5; second-order calculations, also not shown, were an improvement, but were, as expected, always less good than third order.
One notices that the third-order calculation still remarkably underestimates the electrostatic effect on a for large K -I I D. Although one could of course go to still higher m, it is doubtful whether m greater than 6 or 7 would be practical on any computer now in existence, even with the most efficient algorithm. pH -pKa controlled chain, such as we are discussing here, and for a chain with a smaller q, but a == 1. The radii of gyration were also very similar in the two cases. This, and the failure of the linear Ising calculations for even moderately large K-IID, suggested trying a mean field theory (a.k.a. "Bragg-Williams approximation"). This kind of mean field calculation is also well known, I but because it worked quite well in some cases, is the basis of a more speculative theory described below, and has a short derivation, it will be described in moderate detail. Specifically, it is assumed that ifais the average fractional ionization of a chain under given conditions, every unit has a probability a to be charged, regardless of the charge states of other units or the spatial arrangement of the chain. Of course, this is an approximation, since if any given unit is charged, units near it will be less likely to be charged.
B. Mean field calculations
Mean ffeld calculation in a for aI/-trans conffgurations
As each possible way in which Na out of N units are charged is assumed equally probable, pea) the probability that Na of the units are charged is proportional to exp( -FlkBn, with Fgiven by Eq. (5), with a replacing a, and where S is k B times the logarithm of the number of ways in which Na items can be chosen from N items. With Stirling's approximation, (20) For large N, pea) should be sharply peaked and a will be the value of a that maximizes pea) by minimizing F. So aFI =0. aa a=a (21) To do this, one also needs an expression for 71, using the mean field assumption. By the mean field assumption, (aja j ) =a 2 • (22) Then from Eq. (8), (21) , with Eqs. (20) and (23) 
Mean ffeld with live worm approximation
To make a better mean field theory for a charged flexible chain, it is desirable to have some idea, implicit or explicit, of the distribution of the variably ionized segments around each other, so as to be able to estimate the electrostatic energy 71( a). We modified an idea of Cleland, I which he called the "frozen worm" approximation, and found it to be moderately successful.
Several approximations were made: (1) Equation (23) was assumed, i. (Ref. 24, Chap. 3) . Then it is assumed that (rt) 112 can be calculated by (4) treating the polymer model as a wormlike chain with an intrinsic and an electrostatic persistence length and (5) multiplying the resulting (rt) 112 by an expansion factor a R estimated for the end-to-end length of wormlike chains with excluded volume due to short-range repulsive forces. 25 Of course, the screened electrostatic repulsion of Eq. (8) is not necessarily short range. Assumption (2) may be the weakest one.
Making assumptions (4) and (5) explicit requires several equations. Together they are very similar to our estimation 2 ,8 of the radius of gyration of polymer chains produced by the present Monte Carlo program. The major difference is that a R replaces an expansion factor for as due to Gupta and Forsman. 26 Specifically, for a wormlike chain with contour length L and persistence length L T , the mean square end-to-end distance is (Ref. 24, Sec. 9c) 
(R2(L» =2LL T -2L}[I-exp( -LILT)]' (26)
If two points within the chain are a fraction .x of the length of the chain apart, the mean-square separation between them is given by Eq. (26), with L replaced by.xL. In making a correspondence between the threefold rotational isomeric state model and a wormlike chain,2,8 we use Eq.
(3) for Land.x= to find the contour length between units i andj.
According to the electrostatic persistence length theories of Odijk, 19 and of Skolnick and Fixman, 20 (27) where Lo is an intrinsic persistence length (i.e., in the absence of electrostatic effects) and Le is an electrostatic persistence length. We set (28) With Eq. (3) for L, this ensures that the mean-square end-to-end length of Eq. (26) (30) (31) Equations (26)- (31) implement assumption (4), with .xL replacing Lin Eq. (26). To implement assumption (5), following Odijk and Houwaart, consider the Kuhn segment length LK of a wormlike chain to be 2L T . Then the expansion factor a R is assumed to be given byl,25 a~ -a1 =zK (.xLIL K ) . (32) Here, z is the electrostatic excluded volume parameter and K is a complicated function of .xL ILK given by Eqs. (83 )- ( 86) 
The use of the Flory type expansion factor in Eq. (32) is an approximation even 25 for the end-to-end length of wormlike chains. We then use
with a R given by Eqs. (32)- (36) with Eqs. (83)- (86) (38) Equation (38) differs from Cleland'sl frozen worm approximation in that U is recalculated for each a (hence the designation "live worm") and in the use of an electrostatic persistence length.
Given the rather long series of assumptions made in deriving it, Eq. (38) seems to work moderately well in Figs. 7-9 for the 70° cases. [For the 0 = 1° cases, the predictions of Eqs. (38) and (24) (38) is to show that even a long series of assumptions about the distances between units still gives a reasonable result for ApK(a).
By contrast, attempts to construct a mean field theory in both a and Pt' the fraction of trans bonds, were quite unsuccessful.
C. Comparison to Cleland's titration of hyaluronate
Although the Monte Carlo program models a generic polyelectrolyte, it is of some interest to see how it compares with actual data for the potentiometric titration of a polyelectrolyte. Such a comparison is shown in Fig. 6 . The data, for titration of hyaluronate by Cleland, Wang, and Detweiler,23 by NaOH in 0.01 M NaN0 3 , have been discussed and fitted at length by Cleland, I making them a natu-ral choice for comparison. The parameters for the Monte Carlo run of D = 10 J...., K-1 = 30.7 J...., and () = 27.34° were chosen to simulate hyaluronate. The value of D is from Cleland. 4 The value of K -1 was chosen to simulate the salt concentration and () = 27.34° was chosen so that Eq. (28) with Eq. (3) would yield an intrinsic persistence length of 87 J...., our previous result. 27 Of course, q was one electronic charge.
Given the crudeness of the model and the fact that N was only 50, the agreement between its predictions and the data was better than expected.
Indeed, comparison of Monte Carlo results to data at higher salt concentrations (not shown) of Cleland, Wang, and Detweiler,23 which Cleland 1 chose not to fit, shows the Monte Carlo results to underestimate apK. This underestimate becomes increasingly severe as the salt concentration increases. We suspect that this is due to the neglect of local effects in the Monte Carlo program. At high salt concentrations, distant charges are screened effectively from each other. However, the polymer's dielectric constant is much less than that of water and salt obviously cannot penetrate the sterically excluded volume of the polymer monomers. This means that the electrostatic repulsion between nearby charges (which is the only remaining electrostatic repulsion at high salt) may be much greater than estimated by the program, leading to an underestimate of ApK.
D. Additional comments and speculations
There may be additional problems with mean field calculations on real polymers in water solution due to their low dielectric constants in relation to water.
Linear Ising type calculations are well adapted to including local effects, while mean field calculations are better at including large scale effects (although they are not necessarily good at including very large scale effects such as excluded volume). The two types of calculation can be combined 28 analogously to what, in solid state physics,29 is called a Bethe-Peierls or quasichemical approximation. In this approximation, interactions between polymer units less than m bonds apart are treated in an mth-order linear Ising model type calculation like manner, while interactions between more distant units are treated in a mean field manner. This seems premature for the present model, for which the simple mean field theory worked well for the rigid «() = 1°) cases, while in the flexible «() = 70°) cases, it may be more urgent to find an improved treatment of chain flexibility and excluded volume effects.
However, in real polymers, local effects can be much more important than in the present model. These may be electrostatic effects due to a much lower polymer than solvent dielectric constant and to the inability of ions to penetrate the polymer. There may be other local effects, such as changes in the pKo of chemical groups, due to the nature of nearby chemical groups in copolymers. 7 Quasichemical type calculations could also perhaps be used to investigate the fact that, at the same a, pH -pKa calculations give 8 slightly lower energies than uniformly charged calculations.
One possible nonlocal effect would be a dependence of pKa on K -I, e.g., due to electrostatic interactions with counterions. 30 Such a dependence could be inserted into the Monte Carlo algorithm and the theoretical predictions for a "by hand." Both the use of pH -pKa in a Monte Carlo algorithm and the numerical thermodynamic integration ofa with respect to pH-pKa to find the free energy and entropy per chain of a population of chains could be applied straightforwardly to Monte Carlo simulations which use explicit counterions.
V.SUMMARY
Mean field theory in a worked amazingly well for the () = 1· cases, even though the nearest-neighbor interaction energy was equal to kB T since 50 was 1. It also worked mc;>derately well when () was 70· and 50 was 1, using an expression for the typical distances between units based on the ideas of electrostatic excluded persistence and electrostatic excluded volume. When So was 2.85 and () was 70·, assuming that all the bonds were in the trans position worked better. When (J was 1·, the two expressions were indistinguishable. Even third-order Linear Ising type models did not work well for K -1/ D larger than about 2, for () = 1·, or 1, for () = 70·.
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APPENDIX A
The purpose of this appendix is, for the present polymer model, to justify Eqs. (5), (9), and ( 11 ). These conclusions are not new; they are implicit in the work of Harris and Rice 6 and of Tanford and Kirkwood 30 for somewhat more complicated model polyelectrolytes.
The polymer has N ionizable sites, so it has 2N possible charge states. It also has 3 N -3 possible spatial configurations. A given configuration J is specified by giving both its spatial configuration and its charge states, so there are 8 X 6 N -3 possible states. In the Debye-Hiickel approximation, the electrostatic energy of each such state J is fixed; call it UJ> or sometimes just U. Denote the fractional ionization in state Jby a(J) (to distinguish it from a;. the ionization state of a single site), or sometimes just a.
The polymer (polyacid) is considered to be in dilute solution at a given salt concentration, temperature, and pressure. Let n J be the number of moles of the polymer that are in state J and let f-l J be the chemical potential of the molecules that are in state J. Then the total free energy ofthe polymer is (AI) where the sum is over all configurations J. From the theory of solution thermodynamics,3l,32 where a J is the activity of polymer configuration, J, [J] is its weight concentration, f-ljO) is its chemical potential at some reference set of concentrations, and we have used the fact that when a substance becomes very dilute, its activity approaches its concentration.
• 32
The idea is to approximately treat the polymer molecules as if they were the entire system, and the solvent, salt, and H + ions were "averaged out" leaving only effective interactions among and between the polymer molecules. Assuming the Debye-Hiickel approximation already goes a long way in this direction. However, one must take into account the chemical reaction in which individual polymer units are ionized. Represent this reaction as fIt ..... fIt-+ H+, (A3) fit denoting uncharged polymer units.
Under reference conditions in which the n J and the salt concentration are fixed, but the concentration of H + ions is not fixed, the change in chemical potential when one mole of fit undergoes this reaction is f.l.~)-+f.l. H + -f.l.:~). This should be included jnf.l.J in order to fix Eqs. (Al)-(A2). It was assumed that the only interaction between polymer units is their electrostatic repulsion. Then the change in chemical potential in going between two polymer configurations under standard conditions is determined only by the number of ionizations that must take place and by the change in electrostatic energy. Specifically, denoting by 0 some particular polymer configuration in which no units are ionized, we make the approximation that
where NA is Avogadro's number, since Na(J) units must be ionized in going from state 0 to state J. In Eq. (AI), the independent chemical species may be considered to be a polymer molecule in state J plus Na(J) hydrogen ions.
Derivation of Eq. (5)
Consider the quantity in square brackets in Eq. (A4 
Combining Eqs. (A6)-(AS) and making the usual de-
Combining Eqs. (A2), (A4), and (A9) gives
Recall that the configurational entropy S of the polymer is given by, within a constant,
J as can be found from Stirling's approximation, assuming the total number of polymer molecules in the dilute solution is large. Inserting Eq. (AlO) into Eq. (Al) and using Eq. (All) gives, except for a constant that does not depend on the distribution ofthe polymer molecules among the states J,
Dividing Eq. (A12) by the total number of polymer molecules, which is NA times the sum over J of n J , gives Eq.
(5).
Derivation of Eq. (9)
At equilibrium, we must have f.l.J = f.l.o. Using Eq. (AlO) for both f.l.J and f.l.o, recalling that by definition
which is Eq. (9) after using X==ln( lO)kB TN(pH -pKa) ' 
Justification of Eq. (11)
We want to find the relationship between a and pKa when a is very small. When a is sufficiently small, it is unlikely that, if a given polymer unit is ionized, any other unit is ionized. That means that ifa ..... O, so does U, and thus the relative probabilities of any two states are given by Eq. (A13), or Eq. (9) with U set to zero.
When U is zero, the different ionizable sites on the model polymer do not interact and the relationship between between a and pKa must be the same as for isolated units. For an isolated unit, Eq. (A 13) with U = 0 and N = 1 shows that the relative probabilities that it is or is not ionized are lifH -pK. and 1, respectively. In this case, a is the chance that this single unit is ionized, which is (A14) This is enough to justify Eq. (11). It can of course also be derived directly from Eq. (A 13) with U = 0 by defining 
Here the statistical weight matrix 3 U of size n X n depends on the order m of the linear Ising approximation, as does n itself. In these equations, for m = I, 2, and 3, n(m) = 2,4, and 8 respectively. 0axb is a matrix of order a X h, whose elements are all O. J n is a column vector of length n whose first (top) element is I and whose other elements are O. J~ is a row vector with n elements, all of whose elements are 1.
It remains to specify the elements ofU for m = 1,2, and 3. First, we define some subsidiary quantities. The distance between nearest neighbors is D. Define y to be the Boltzmann factor for the Debye-Hiickel electrostatic energy for a pair of nearest neighbors, both of which are charged. That is,
Similarly, in the present model, the distance between next nearest neighbors is fixed. Call this distance Dnn. Then
Dnn =2cos(eI2)D,
as found from the comments before Eq. 
and g=exp [ -iexp( -KD g )/(41TEk B TD g )].
Define v to be a weighted average of t and g,
Then the matrix U for the nearest neighbor (m = 1) approximation is u=G :J. 
It may be appropriate to comment on computing the matrix equations (B I) and (B2). As pointed out by Flory, 3 this can be done in several ways. Repeatedly squaring the matrix U yields the second, fourth, ... 2 P powers ofU, where 2 P is the largest power of2<.N. Writing Nin binary notation so that it is a sum of powers of 2 and multiplying the corresponding powers of U yields UN, which can then be multiplied by the vectors J and J* to obtain Z; az I ax can be obtained by the same maneuver. This method can treat large values of N easily; the number of multiplications increases as In(N). Its disadvantage is that the computer time required, to perform each multiplication increases very rapidly with the order m of the calculation.
In Eqs. (Bll )-(B13), the order n(m) of the matrix U doubles as one increases m, the order of the linear Ising approxi'mation, by I. In general, however, in the absence of clever simplifications, n(m) increases sixfold when m increases by 1. The time required to multiply two n X n matri-. ces together is IJ (n 3 ) , so the time required to multiply matrices of order n (m) and thus the time required to evaluate Z and az I ax increases 6 3 = 216 times when m increases by I (for m> ~3). Thus the first method quickly becomes impractical, even on the fastest computers.
A second method (for finding Z, az lax is of course similar) is simply to mUltiply the vector J N times on the left by U. This method is no longer suitable for very large values of N (CPU time is of course ex N), but because the time required to multiply a vector oflength n by an n X n matrix is only IJ (n2), it quickly becomes more efficient as m increases. (The relative advantage increases 12-fold rather than sixfold when m increases by I, because the proportion of nonzero elements in U drops in half when m increases by 1.) Of course, if one is interested in the limit N --+ 00, the appropriate approach is to find the largest eigenvalues of U
