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Abstract
If X is a geodesic metric space and x1, x2, x3 ∈ X, a geodesic
triangle T = {x1, x2, x3} is the union of the three geodesics [x1x2],
[x2x3] and [x3x1] in X. The space X is δ-hyperbolic (in the Gromov
sense) if any side of T is contained in a δ-neighborhood of the union of
the two other sides, for every geodesic triangle T in X. We denote by
δ(X) the sharp hyperbolicity constant of X, i.e. δ(X) := inf{δ ≥ 0 :
X is δ-hyperbolic } . The main result of this paper is the inequality
δ(G) ≤ δ(L(G)) for the line graph L(G) of every graph G. We prove
also the upper bound δ(L(G)) ≤ 5δ(G) + 3lmax, where lmax is the
supremum of the lengths of the edges of G. Furthermore, if every
edge of G has length k, we obtain δ(G) ≤ δ(L(G)) ≤ 5δ(G) + 5k/2.
Keywords: Infinite Graphs; Line Graphs; Geodesics; Gromov Hyper-
bolicity.
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1 Introduction.
Hyperbolic spaces play an important role in the geometric group theory and
in the geometry of negatively curved spaces (see [1, 22, 23]). The concept
of Gromov hyperbolicity grasps the essence of negatively curved spaces like
the classical hyperbolic space, Riemannian manifolds of negative sectional
curvature bounded away from 0, and of discrete spaces like trees and the
Cayley graphs of many finitely generated groups. It is remarkable that a
simple concept leads to such a rich general theory (see [1, 22, 23]).
The study of mathematical properties of Gromov hyperbolic spaces and
its applications is a topic of recent and increasing interest in graph theory;
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see, for instance [3, 4, 5, 9, 10, 11, 20, 28, 29, 30, 31, 32, 33, 36, 37, 39, 40,
41, 42, 46, 47, 48, 50, 52].
The theory of Gromov spaces was used initially for the study of finitely
generated groups (see [23] and the references therein), where it was demon-
strated to have practical importance. This theory was applied principally
to the study of automatic groups (see [38]), which play a role in the sci-
ence of computation. The concept of hyperbolicity appears also in discrete
mathematics, algorithms and networking. For example, it has been shown
empirically in [49] that the internet topology embeds with better accu-
racy into a hyperbolic space than into a Euclidean space of comparable
dimension. A few algorithmic problems in hyperbolic spaces and hyper-
bolic graphs have been considered in recent papers (see [14, 18, 21, 35]).
Another important application of these spaces is secure transmission of in-
formation by internet (see [28, 29, 30]). In particular, the hyperbolicity
plays an important role in the spread of viruses through the network (see
[29, 30]). The hyperbolicity is also useful in the study of DNA data (see
[9]).
In recent years several researchers have been interested in showing that
metrics used in geometric function theory are Gromov hyperbolic. For in-
stance, the Gehring-Osgood j-metric is Gromov hyperbolic; and the Vuori-
nen j-metric is not Gromov hyperbolic except in the punctured space (see
[25]). The study of Gromov hyperbolicity of the quasihyperbolic and the
Poincare´ metrics is the subject of [2, 6, 26, 27, 42, 43, 44, 47, 48]. In partic-
ular, in [42, 47, 48, 50] it is proved the equivalence of the hyperbolicity of
many negatively curved surfaces and the hyperbolicity of a simple graph;
hence, it is useful to know hyperbolicity criteria for graphs.
In our study on hyperbolic graphs we use the notations of [22]. Let
(X, d) be a metric space and let γ : [a, b] −→ X be a continuous function.
We say that γ is a geodesic if L(γ|[t,s]) = d(γ(t), γ(s)) = |t − s| for every
s, t ∈ [a, b], where L denotes the length of a curve. We say that X is a
geodesic metric space if for every x, y ∈ X there exists a geodesic joining
x and y; we denote by [xy] any of such geodesics (since we do not require
uniqueness of geodesics, this notation is ambiguous, but it is convenient).
It is clear that every geodesic metric space is path-connected. If the metric
space X is a graph, we use the notation [u, v] for the edge joining the
vertices u and v.
In order to consider a graph G as a geodesic metric space, we must
identify any edge [u, v] ∈ E(G) with the real interval [0, l] (if l := L([u, v]));
therefore, any point in the interior of any edge is a point of G and, if we
consider the edge [u, v] as a graph with just one edge, then it is isometric to
[0, l]. A connected graph G is naturally equipped with a distance defined
on its points, induced by taking shortest paths in G. Then, we see G as a
metric graph.
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Throughout the paper we just consider simple (without loops and mul-
tiple edges) connected and locally finite (i.e., in each ball there are just a
finite number of edges) graphs; these properties guarantee that the graphs
are geodesic metric spaces. Note that the edges can have arbitrary lengths.
We want to remark that by [4, Theorems 8 and 10] the study of the hy-
perbolicity of graphs with loops and multiple edges can be reduced to the
study of the hyperbolicity of simple graphs.
If X is a geodesic metric space and J = {J1, J2, . . . , Jn} is a poly-
gon, with sides Jj ⊆ X , we say that J is δ-thin if for every x ∈ Ji
we have that d(x,∪j 6=iJj) ≤ δ. We denote by δ(J) the sharp thin con-
stant of J , i.e., δ(J) := inf{δ ≥ 0 : J is δ-thin } . If x1, x2, x3 ∈ X ,
a geodesic triangle T = {x1, x2, x3} is the union of the three geodesics
[x1x2], [x2x3] and [x3x1]; sometimes we write the geodesic triangle T
as T = {[x1x2], [x2x3], [x3x1]}. The space X is δ-hyperbolic (or satis-
fies the Rips condition with constant δ) if every geodesic triangle in X
is δ-thin. We denote by δ(X) the sharp hyperbolicity constant of X , i.e.,
δ(X) := sup{δ(T ) : T is a geodesic triangle in X }. We say that X is hy-
perbolic if X is δ-hyperbolic for some δ ≥ 0. If X is hyperbolic, then
δ(X) = inf{δ ≥ 0 : X is δ-hyperbolic }. One can check that every geodesic
polygon in X with n sides is (n− 2)δ(X)-thin; in particular, any geodesic
quadrilateral is 2δ(X)-thin.
There are several definitions of Gromov hyperbolicity. These different
definitions are equivalent in the sense that if X is δ-hyperbolic with respect
to the definition A, then it is δ′-hyperbolic with respect to the definition B
for some δ′ (see, e.g., [7, 22]). We have chosen this definition since it has a
deep geometric meaning (see, e.g., [22]).
The following are interesting examples of hyperbolic spaces. The real
line R is 0-hyperbolic: in fact, any point of a geodesic triangle in the real
line belongs to two sides of the triangle simultaneously, and therefore we can
conclude that R is 0-hyperbolic. The Euclidean plane R2 is not hyperbolic:
it is clear that equilateral triangles can be drawn with arbitrarily large
diameter, so that R2 with the Euclidean metric is not hyperbolic. This
argument can be generalized in a similar way to higher dimensions: a
normed vector space E is hyperbolic if and only if dim E = 1. Every
metric tree with arbitrary length edges is 0-hyperbolic: in fact, all points
of a geodesic triangle in a tree belongs simultaneously to two sides of the
triangle. Every bounded metric space X is (diamX)/2-hyperbolic. Every
simply connected complete Riemannian manifold with sectional curvature
verifying K ≤ −c2, for some positive constant c, is hyperbolic. We refer to
[7, 22] for more background and further results.
We want to remark that the main examples of hyperbolic graphs are
the trees. In fact, the hyperbolicity constant of a geodesic metric space can
be viewed as a measure of how “tree-like” the space is, since those spaces
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X with δ(X) = 0 are precisely the metric trees. This is an interesting
subject since, in many applications, one finds that the borderline between
tractable and intractable cases may be the tree-like degree of the structure
to be dealt with (see, e.g., [12]).
Given a Cayley graph (of a presentation with solvable word problem)
there is an algorithm which allows to decide if it is hyperbolic. However, for
a general graph or a general geodesic metric space deciding whether or not
a space is hyperbolic is usually very difficult. Therefore, it is interesting to
obtain inequalities involving the hyperbolicity constant.
It is a remarkable fact that the constants appearing in many results in
the theory of hyperbolic spaces depend just on a small number of param-
eters (also, this is common in the theory of negatively curved surfaces).
Usually, there is no explicit expression for these constants. Even though
sometimes it is possible to estimate the constants, those explicit values ob-
tained are, in general, far from being sharp (see, e.g., Theorem 2.1 and
(1.1) below).
The main result of this paper is the inequality δ(G) ≤ δ(L(G)) for the
line graph L(G) of every graph G (see Theorem 3.10).
Line graphs were initially introduced in the papers [51] and [34], al-
though the terminology of line graph was used in [24] for the first time.
There are previous results relating the hyperbolicity constant of the
line graph L(G) with the hyperbolicity constant of the graph G. In [11,
Theorem 2.4] the authors obtain the inequalities
1
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δ(G)−
3
4
≤ δ(L(G)) ≤ 12 δ(G) + 18, (1.1)
for graphs G with edges of length 1. This result allows to obtain the
main qualitative result of [11]: the line graph of G is hyperbolic if and
only if G is hyperbolic. Although the multiplicative and additive constants
appearing in (1.1) allow to prove this main result, it is a natural problem to
improve the inequalities in (1.1). In this paper we also improve the second
inequality; in fact, Theorem 3.10 states
δ(G) ≤ δ(L(G)) ≤ 5 δ(G) + 3 sup
e∈E(G)
L(e), (1.2)
where here the edges of G can have arbitrary lengths. The second inequality
in (1.2) can be improved for graphs with edges of length k (see Corollary
3.12) in the following way:
δ(G) ≤ δ(L(G)) ≤ 5δ(G) + 5k/2.
Also, we obtain for graphs with edges of length k other inequalities in-
volving the hyperbolicity constant of L(G) (see Theorem 3.14 and Corollary
3.15).
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2 Background and previous results.
Let G be a graph such that its edgesE(G) = {ei}i∈I have arbitrary lengths.
The line graph L(G) of G is a graph which has a vertex Vei ∈ V (L(G)) for
each edge ei of G, and an edge joining Vei and Vej when ei ∩ ej 6= ∅. Note
that we have a complete subgraph Kn in L(G) corresponding to one vertex
v of G with degree degG(v) = n. Some authors define the edges of line
graph with length 1 or another fixed constant, but we define the length of
the edge [Vei , Vej ] ∈ E(L(G)) as (L(ei) +L(ej))/2. Note that if every edge
in G has length k, then every edge in L(G) also has length k.
Let (X, dX) and (Y, dY ) be two metric spaces. A map f : X −→ Y is
said to be an (α, β)-quasi-isometric embedding, with constants α ≥ 1, β ≥ 0
if we have for every x, y ∈ X :
α−1dX(x, y)− β ≤ dY (f(x), f(y)) ≤ αdX(x, y) + β.
We say that f is ε-full if for each y ∈ Y there exists x ∈ X with dY (f(x), y) ≤
ε.
A map f : X −→ Y is said to be a quasi-isometry if there exist constants
α ≥ 1, β, ε ≥ 0 such that f is a ε-full (α, β)-quasi-isometric embedding.
Two metric spaces X and Y are quasi-isometric if there exist a quasi-
isometry f : X −→ Y .
A fundamental property of hyperbolic spaces is the following:
Theorem 2.1 (Invariance of hyperbolicity). Let (X, dX), (Y, dY ) be two
geodesic metric spaces and f : X −→ Y an (α, β)-quasi-isometry embed-
ding.
i) If Y is δ-hyperbolic, then X is δ′-hyperbolic, where δ′ is a constant
which just depends on δ, α and β.
ii) If f is ε-full, then X is hyperbolic if and only if Y is hyperbolic.
Furthermore, if X is δ′-hyperbolic, then Y is δ-hyperbolic, where δ is
a constant which just depends on δ′, α, β and ε.
We will need the following result (see [47, Lemma 2.1]):
Lemma 2.2. Let us consider a geodesic metric space X. If every geodesic
triangle in X which is a simple closed curve, is δ-thin, then X is δ-thin.
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This lemma has the following direct consequence. As usual, by cycle we
mean a simple closed curve, i.e., a path with different vertices in a graph,
except for the last one, which is equal to the first vertex.
Corollary 2.3. In any graph G,
δ(G) = sup{δ(T ) : T is a geodesic triangle that is a cycle}.
The next result follows from δ(X) ≤ (diamX)/2 (see [46, Theorem 11]
for a detailed proof).
Theorem 2.4. The cycle graphs with every edge of length 1 verify δ(Cn) =
n/4 for every n ≥ 3.
This theorem has the following direct consequence.
Corollary 2.5. Any cycle graph C verifies δ(C) = L(C)/4.
In this work, PMV (G) will denote the set of points of the graph G
which are either vertices or midpoints of its edges.
We will use the following result (see [3, Theorem 2.7]).
Theorem 2.6. For any hyperbolic graph G with edges of length k, there
exists a geodesic triangle T = {x, y, z} that is a cycle with δ(T ) = δ(G) and
x, y, z ∈ PMV (G).
3 Inequalities involving the hyperbolicity con-
stant of line graphs.
We obtain in this section the results on the hyperbolicity constant of a line
graph with edges of arbitrary lengths. The main result in this section is
Theorem 3.10, which states
δ(G) ≤ δ(L(G)) ≤ 5δ(G) + 3lmax,
with lmax = supe∈E(G) L(e).
For the sake of clarity and readability, we have opted to state and prove
several preliminary lemmas. This makes the proof of Theorem 3.10 much
more understandable.
Let us consider Pm(e) the midpoint of e ∈ E(G); also, we denote
by PM(G) the set of the midpoints of the edges of G, i.e., PM(G) :=
{Pm(e)/e ∈ E(G)}. Besides, let us consider PmL([Vei , Vej ]) the point
in [Vei , Vej ] ∈ E(L(G)) with L([VeiPmL([Vei , Vej ])]) = L(ei)/2 (and then
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L([PmL([Vei , Vej ])Vej ]) = L(ej)/2). Analogously, we denote PML(L(G))
the set of these points in each edge of L(G), i.e., PML(L(G)) := {PmL(e)/e
∈ E(L(G))}. Note that PmL([Vei , Vej ]) is the midpoint of [Vei , Vej ] when
L(ei) = L(ej); thus, if every edge ofG has the same length then PML(L(G))
is the set of midpoints of the edges of L(G).
Let us consider the sets PMV (G) := PM(G)∪V (G) and PMLV (L(G))
:= PML(L(G)) ∪ V (L(G)).
We define a function h : PMLV (L(G)) −→ PMV (G) as follows: for
every vertex Ve of V (L(G)), the image via h of Ve is Pm(e), and for every
PmL([Vei , Vej ]) in PML(L(G)), the image via h of PmL([Vei , Vej ]) is the
vertex ei ∩ ej in V (G), i.e.,
h(x) :=
{
Pm(e), if x = Ve ∈ V (L(G)),
ei ∩ ej , if x = PmL([Vei , Vej ]) ∈ PML(L(G)).
(3.3)
Remark 3.1. If x ∈ PM(G), then h−1(x) is a single point, but otherwise,
h−1(x) can have more than one point.
Figure 1: Graphical view of h.
The function h defined in (3.3) can be extended to L(G). Note that
every point x0 ∈ L(G) \ PMLV (L(G)) is located in L(G) between one
vertex Ve and one point PmL(VeVe0 ). For each x0 ∈ int([VePmL([VeVe0 ])])
we define h(x0) as the point x ∈ int[Pm(e)h(PmL([VeVe0 ]))] such that
L([xPm(e)]) = L([x0Ve]); hence, L([x0Ve]) = L([h(x0)h(Ve)]) and
L([x0PmL(VeVe0)]) = L([h(x0)h(PmL(VeVe0))]).
In what follows we denote by h this extension.
We call half-edge in G a geodesic contained in an edge with an endpoint
in V (G) and an endpoint in PM(G); similarly, a half-edge in L(G) is a
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geodesic contained in an edge with an endpoint in V (L(G)) and an endpoint
in PML(L(G)).
Proposition 3.2. h is an 1-Lipschitz continuous function, i.e.,
dG(h(x), h(y)) ≤ dL(G)(x, y) , ∀x, y ∈ L(G). (3.4)
Proof. First of all note that, by definition of L(G), we have for every x′
∈ h(L(G)) ∩ PMV (G),
|h−1(x′)| =
{
1, if x′ ∈ PM(G),
degG(x
′)(degG(x
′)− 1)/2, if x′ ∈ V (G).
In order to prove (3.4), we verify that
dG(x
′, y′) = dL(G)(h
−1(x′), h−1(y′)) , ∀x′, y′ ∈ h(L(G)) ∩ PMV (G).
(3.5)
We study separately the different cases of x′, y′ ∈ h(L(G)) ∩PMV (G).
Case 1 x′, y′ ∈ PM(G).
Let us consider x′ := Pm(ei) and y
′ := Pm(ej) with ei, ej ∈ E(G),
and define d := dG(Pm(ei), Pm(ej)) ≥ 0.
If d = 0, then ei = ej , so, h
−1(Pm(ei)) = h
−1(Pm(ej)) and
dL(G)(h
−1(x′), h−1(y′)) = 0.
If d > 0, then ei 6= ej and dG(Pm(ei), Pm(ej)) = (L(ei)+L(ej))/2+
dG(ei, ej). Note that, if dG(ei, ej) = 0 and ei 6= ej , then dG(x
′, y′) =
(L(ei) + L(ej))/2 = dL(G)(Vei , Vej ) = dL(G)(h
−1(x′), h−1(y′)). If
dG(ei, ej) > 0, then a geodesic γ joining ei and ej in G contains
the edges ei1 , . . . , eir in this order, with r ≥ 1. Now, we have that
dG(ei, ej) =
∑r
k=1 L(eik); hence, VeiVei1 . . . Veir Vej is a path joining
Vei and Vej with length d. So, dL(G)(h
−1(x′), h−1(y′)) ≤ d.
We prove now that dL(G)(h
−1(x′), h−1(y′)) = d. Seeking for a contra-
diction, assume that dL(G)(h
−1(x′), h−1(y′)) = dL(G)(Vei , Vej ) < d.
Hence, there exists Vej1 , . . . , Vejm such that VeiVej1 . . . VejmVej is a
geodesic in L(G) joining Vei and Vej with length (L(ei) +L(ej))/2+∑m
k=1 L(ejk) < d. Since d = (L(ei) + L(ej))/2 + dG(ei, ej), we
have
∑m
k=1 L(ejk) < dG(ei, ej). By definition of L(G) we have that
γ∗ := ej1 ∪ . . . ∪ ejm is a path in G joining ei and ej with length∑m
k=1 L(ejk) < dG(ei, ej). This is the contradiction we were looking
for; so we have dL(G)(h
−1(x′), h−1(y′)) = dG(x
′, y′).
Case 2 x′ ∈ PM(G) and y′ ∈ V (G).
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Let us consider x′ := Pm(e) with e ∈ E(G) and y′ ∈ V (G) \ {w ∈
V (G)/ degG(w) = 1}, and define d := dG(e, y
′); then dG(Pm(e), v)
= d + L(e)/2. Note that if y′ ∈ V (G) and degG(y
′) = 1, then
y′ /∈ h(L(G)).
If d = 0, then y is an endpoint of e and dL(G)(Ve, h
−1(y′)) = L(e)/2;
note that |h−1(y′)| = degG(y
′)[degG(y
′)−1]/2, where |A| denotes the
cardinality of the set A.
If dG(e, y
′) = d > 0, then there exist ei1 , . . . , eir ∈ E(G) such that
γ := ei1 ∪ . . . ∪ eir is a geodesic joining e and y
′ in G with length
d =
∑r
k=1 L(eik). Note that e, ei1 are different and adjacent edges.
So, we have that VeVei1 . . . Veir is a path in L(G) joining Ve and Veir
with length L(e)/2+
∑r
k=1 L(eik)−L(eir )/2. Since y
′ is an endpoint of
eir , we have dL(G)(h
−1(y′), Veir ) = L(eir )/2 and dL(G)(h
−1(y′), Ve) ≤
d+ L(e)/2.
We prove now that dL(G)(h
−1(y′), Ve) = d + L(e)/2. Seeking for a
contradiction, assume that dL(G)(h
−1(y′), Ve) < d + L(e)/2. Hence,
there exists Vej1 , . . . , Vejm such that VeVej1 . . . Vejm ∪ [Vejm z] is a
geodesic of L(G) joining Ve and z ∈ h
−1(y′) with length L(e)/2 +∑m
k=1 L(ejk) < d + L(e)/2. We have z = PmL([Vejm , Ves ]) with
ejm , es edges in G starting in y
′. By definition of L(G) we have that
γ∗ := ej1 ∪ . . .∪ ejm contains a path in G joining e and y
′ with length
at most
∑m
k=1 L(ejk) < d. This is the contradiction we were looking
for; so we have dL(G)(h
−1(x′), h−1(y′)) = dG(x
′, y′).
Case 3 x′, y′ ∈ V (G).
Let us consider x′, y′ ∈ V (G) \ {v ∈ V (G)/ degG(v) = 1}, and define
d := dG(x
′, y′) ≥ 0.
If d = 0, then x′ = y′, so dL(G)(h
−1(x′), h−1(y′)) = 0.
If dG(x
′, y′) = d > 0, then there exists ei1 , . . . , eir ∈ E(G) such that
γ := ei1 ∪ . . . ∪ eir is a geodesic joining x
′ and y′ in G with length
d =
∑r
k=1 L(eik). So, we have that there exist a ∈ h
−1(x′) and
b ∈ h−1(y′) such that [aVei1 ]∪ Vei1 . . . Veir ∪ [Veir b] is a path in L(G)
joining a and b with length
∑r
k=1 L(eik) = d. Then, we have that
dL(G)(h
−1(x′), h−1(y′)) ≤ d.
We prove now that dL(G)(h
−1(x′), h−1(y′)) = d. Seeking for a contra-
diction, assume that dL(G)(h
−1(x′), h−1(y′)) < d. Hence, there exist
α ∈ h−1(x′), β ∈ h−1(y′) and Vej1 , . . . , Vejm vertices in L(G) such
that [αVej1 ] ∪ Vej1 . . . Vejm ∪ [Vejmβ] is a geodesic joining α and β in
L(G) with length
∑m
k=1 L(ejk) < d. We have α = PmL([Ve1s , Vej1 ])
with ej1 , e
1
s edges in G starting in x
′, and β = PmL([Vejm , Ve2s ]) with
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ejm , e
2
s edges in G starting in y
′. By definition of L(G) we have that
γ∗ := ej1 ∪ . . .∪ejm contains a path in G joining x
′ and y′ with length
at most
∑m
k=1 L(ejk) < d. This is the contradiction we were looking
for; so we have dL(G)(h
−1(x′), h−1(y′)) = dG(x
′, y′).
This prove (3.5) and guarantees (3.4) for x, y ∈ PMLV (L(G)) when we
take x := h(x′) and y := h(y′). We know that there exist X1, X2, Y1, Y2 ∈
PMLV (L(G)) with x ∈ [X1, X2] and y ∈ [Y1, Y2] such that dL(G)(x,X1) =
εx, dL(G)(x,X2) = δx, dL(G)(y, Y1) = εy, dL(G)(y, Y2) = δy and [X1X2],
[Y1Y2] are two half-edges in L(G). Hence, we have h(x) ∈ [h(X1)h(X2)],
h(y) ∈ [h(Y1)h(Y2)] with dG(h(x), h(X1)) = εx, dG(h(x), h(X2)) = δx,
dG(h(y), h(Y1)) = εy and dG(h(y), h(Y2)) = δy; besides [h(X1)h(X2)] and
[h(Y1)h(Y2)] are two half-edges in G.
Note that if [X1X2] = [Y1Y2], then dG(h(x), h(y)) = dL(G)(x, y). Oth-
erwise, we have
dL(G)(x, y) = min


dL(G)(X1, Y1) + εx + εy,
dL(G)(X1, Y2) + εx + δy,
dL(G)(X2, Y1) + δx + εy,
dL(G)(X2, Y2) + δx + δy


(3.6)
and
dG(h(x), h(y)) = min


dG(h(X1), h(Y1)) + εx + εy,
dG(h(X1), h(Y2)) + εx + δy,
dG(h(X2), h(Y1)) + δx + εy,
dG(h(X2), h(Y2)) + δx + δy


. (3.7)
Let us consider Xi, Yj with i, j ∈ {1, 2}, α ∈ {εx, δx} and β ∈ {εy, δy}
such that dL(G)(x, y) = dL(G)(Xi, Yj) + α+ β. Hence, by (3.5) we have
dL(G)(x, y) = dL(G)(Xi, Yj) + α+ β,
≥ dG(h(Xi), h(Yj)) + α+ β,
≥ dG(h(x), h(y)).
The following result is a consequence of Proposition 3.2.
Remark 3.3. Let x and y be in V (L(G)), then we have that
dL(G)(x, y) = dG(h(x), h(y)).
We also have a kind of reciprocal of Proposition 3.2.
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Lemma 3.4. For every x, y ∈ L(G) we have
dL(G)(x, y) ≤ dG(h(x), h(y)) + 2lmax, (3.8)
where lmax := supe∈E(G) L(e).
Proof. First of all, we prove (3.8) for x, y ∈ PMLV (L(G)). In order to
prove it, we can assume that diamL(G) h
−1(h(x)), diamL(G) h
−1(h(y)) > 0
(i.e., h(x), h(y) ∈ V (G) and degG(h(x)), degG(h(x)) > 2), since otherwise
the argument is easier. Thus, by definition of L(G) we have a complete sub-
graph Kdeg(v) associated to v ∈ V (G) and h
−1(v) = PML(L(G))∩Kdeg(v).
Let us choose x′′ ∈ h−1(h(x)), y′′ ∈ h−1(h(y)) with dL(G)(x
′′, y′′) =
dL(G)(h
−1(h(x)), h−1(h(y))). Consider a geodesic γ joining x′′ and y′′ in
L(G). Let V1 (respectively, V2) be the closest vertex to x
′′ (respectively,
y′′) in γ. It is easy to check that, since h−1(v) = PML(L(G)) ∩ Kdeg(v)
and L([Vei , Vej ]) = (L(ei) + L(ej))/2, we have
dL(G)(V1, x) ≤ dL(G)(V1, x
′′) + sup
e∈E(G)
L(e),
dL(G)(V2, y) ≤ dL(G)(V2, y
′′) + sup
e∈E(G)
L(e),
and since
dL(G)(x
′′, V1) + dL(G)(V1, V2) + dL(G)(V2, y
′′) = dL(G)(x
′′, y′′),
we deduce (3.8) for x, y ∈ PMLV (L(G)).
Now, let us consider Xi′ , Yj′ with i
′, j′ ∈ {1, 2}, α′ ∈ {εx, δx} and
β′ ∈ {εy, δy} such that dG(h(x), h(y)) = dG(h(Xi′ ), h(Yj′ ))+α
′+β′. Hence,
we have
dG(h(x), h(y)) = dG(h(Xi′ ), h(Yj′ )) + α
′ + β′,
≥ dL(G)(Xi′ , Yj′ )− 2lmax + α
′ + β′,
finally, (3.6) gives the condition.
It is easy to see that G \ h(L(G)) is the union of the half-edges of G
such that one of its vertices has degree 1; thus the following fact holds.
Remark 3.5. h is a (lmax/2)-full (1, 2lmax)-quasi-isometry with lmax =
supe∈E(G) L(e).
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Now, let us consider a cycle C in G. We define gC : C −→ L(G) in the
following way; gC(Pm(e)) := Ve for e ∈ E(G)∩C; if C
∗ is the cycle in L(G)
with vertices ∪e∈E(G)gC(Pm(e)), then one can check that h|C∗ : C
∗ −→ C
is a bijection; we define
gC := (h|
∗
C)
−1 : C −→ C∗. (3.9)
Corollary 3.6. Let C be a geodesic polygon in a graph G that is a cycle and
let gC be the function defined by (3.9). Then, C
∗ := gC(C) is a geodesic
polygon in L(G) with the same number of edges than C.
Furthermore, if γ is a geodesic in C, then gC(γ) is a geodesic in L(G)
with L(gC(γ)) = L(γ).
Proof. First of all, note that L(C) = L(C∗) since if E(C) = {e1, . . . , en}
with e1 ∩ en 6= ∅ and ei ∩ ei+1 6= ∅ for 1 ≤ i < n, then L(C) =
n∑
i=1
L(ei)
and L(C∗) = L(e1)/2 +
n−1∑
i=1
(L(ei) + L(ei+1))/2 + L(en)/2.
Now, let us consider a geodesic γ in C joining x and y. Since gC(γ)
is a path joining gC(x) and gC(y), we have that dL(G)(gC(x), gC(y)) ≤
dC∗(gC(x), gC(y)) = dG(x, y); Proposition 3.2 gives dL(G)(gC(x), gC(y)) ≥
dG(h(gC(x)), h(gC(y))) = dG(x, y). Then we obtain that
dL(G)(gC(x), gC(y)) = dG(x, y).
Since γ is an arbitrary geodesic in C we obtain that gC maps geodesics
in G (contained in C) in geodesics in L(G) (contained in C∗).
Now, we deal with the geodesics in L(G).
Lemma 3.7. Let γ∗ be a geodesic joining x and y in L(G). Then h(γ∗) is a
path in G joining h(x) and h(y), which is the union of three geodesics γ1, γ2,
γ3 in G, with h(x) ∈ γ1, h(y) ∈ γ3 and 0 ≤ L(γ1), L(γ3) < supe∈E(G) L(e).
Proof. Note that if x, y are contained in one edge [V1, V2] of L(G), then
γ∗ ⊂ [V1, V2] and h(γ
∗) is a geodesic in G joining h(x) and h(y), since
h(γ∗) ⊂ γ := [h(V1)h(PmL([V1, V2]))] ∪ [h(PmL([V1, V2]))h(V2)] and γ is a
geodesic in G by Remark 3.3.
If x, y are not contained in the same edge of L(G), then let us consider
Vα as the closest vertex in γ
∗ to α, for α ∈ {x, y} (it is possible to have
Vx = x or Vy = y). By Remark 3.3, we have that h([VxVy]) = [h(Vx)h(Vy)]
is a geodesic joining h(Vx) and h(Vy) in G; moreover, h(γ
∗) = [h(x)h(Vx)]∪
[h(Vx)h(Vy)]∪ [h(Vy)h(y)] where [h(x)h(Vx)] and [h(Vy)h(y)] are geodesics
in G since x, Vx (respectively y, Vy) are contained in the same edge of
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L(G). This finishes the proof, since L(e∗) ≤ supe∈E(G) L(e) for every e
∗ ∈
E(L(G)).
The arguments in the proof of Lemma 3.7 give the following result.
Lemma 3.8. Let G be a graph with edges of length k and γ∗ be a geodesic
of L(G) joining x and y with x, y ∈ PMLV (L(G)). Then h(γ
∗) is the
union of three geodesics γ∗1 , γ
∗
2 , γ
∗
3 in G with h(x) ∈ γ
∗
1 , h(y) ∈ γ
∗
3 and
0 ≤ L(γ∗1 ), L(γ
∗
3) ≤ k/2.
Also, we shall need a property of geodesic quadrilaterals in G.
Lemma 3.9. For every x, y, u, v in the graph G, let us define Γ := [xu] ∪
[uv] ∪ [vy]. If L([xu]), L([vy]) ≤ supe∈E(G) L(e), then
∀ α ∈ Γ , ∃ β ∈ [xy] : dG(α, β) ≤ 2δ(G) + sup
e∈E(G)
L(e). (3.10)
Proof. Let us consider the geodesic quadrilateral Q = {[xy], [xu], [uv], [vy]}
and α ∈ Γ. If α ∈ [xu] ∪ [vy], then there exists β ∈ {x, y} ⊂ [xy] such
that dG(α, β) ≤ max{L([xu]), L([vy])} ≤ supe∈E(G) L(e). If α ∈ [uv], then
there exists α′ ∈ [xy] ∪ [xu]∪ [vy] such that dG(α, α
′) ≤ 2δ(G) since Q is a
geodesic quadrilateral in G. So, there exists β ∈ [xy] such that dG(α
′, β) ≤
supe∈E(G) L(e). Then, we obtain that dG(α, β) ≤ dG(α, α
′) + dG(α
′, β) ≤
2δ(G) + supe∈E(G) L(e).
Theorem 3.10. Let G be a graph and consider L(G) the line graph of G.
Then
δ(G) ≤ δ(L(G)) ≤ 5δ(G) + 3lmax, (3.11)
with lmax = supe∈E(G) L(e). Furthermore, the first inequality is sharp: the
equality is attained by every cycle graph.
Proof. First, let us consider a geodesic triangle T = [xy] ∪ [yz] ∪ [zx] in
G that is a cycle. Hence, if gT is defined by (3.9), then Corollary 3.6
gives that T ∗ = [gT (x)gT (y)] ∪ [gT (y)gT (z)] ∪ [gT (z)gT (x)] is a geodesic
triangle in L(G); besides, by Proposition 3.2 we have that dG(u, v) ≤
dL(G)(gT (u), gT (v)) for every u, v ∈ T .
Let Γ = (γ1, γ2, γ3) be a permutation of ([xy], [yz], [zx]). So, by Propo-
sition 3.2 we have
sup
a∈γ1
inf
b∈γ2∪γ3
dG(a, b) ≤ sup
a∈γ1
inf
b∈γ2∪γ3
dL(G)(gT (a), gT (b))
≤ sup
a∗∈gT (γ1)
inf
b∗∈gT (γ2)∪gT (γ3)
dL(G)(a
∗, b∗).
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Since Γ is an arbitrary permutation, we obtain
δ(T ) ≤ δ(T ∗) ≤ δ(L(G)).
This finishes the proof of the first inequality by Corollary 2.3.
Now, let us consider a geodesic triangle T ∗ = {[x∗y∗], [y∗z∗], [z∗x∗]} in
L(G) that is a cycle, and a permutation Γ = (γ∗1 , γ
∗
2 , γ
∗
3 ) of ([x
∗y∗], [y∗z∗],
[z∗x∗]). So, by Lemma 3.4 we have
sup
a∗∈γ∗
1
inf
b∗∈γ∗
2
∪γ∗
3
dL(G)(a
∗, b∗) ≤ sup
a∗∈γ∗
1
inf
b∗∈γ∗
2
∪γ∗
3
dG(h(a
∗), h(b∗)) + 2lmax
≤ sup
a∈h(γ∗
1
)
inf
b∈h(γ∗
2
)∪h(γ∗
3
)
dG(a, b) + 2lmax,
sup
a∗∈γ∗
1
dL(G)(a
∗, γ∗2 ∪ γ
∗
3 ) ≤ sup
a∈h(γ∗
1
)
dG(a, h(γ
∗
2 ) ∪ h(γ
∗
3 )) + 2lmax.
(3.12)
By Lemma 3.7 we know that h([x∗y∗]) is the union of three geodesics
[α1zPα1z ], [Pα1zPα2z ] and [Pα2zα
2
z] in G:
h([x∗y∗]) = [α1zPα1z ] ∪ [Pα1zPα2z ] ∪ [Pα2zα
2
z ].
Analogously, h([y∗z∗]) and h([z∗x∗]) are the union of three geodesics in
G:
h([y∗z∗]) = [α1xPα1x ] ∪ [Pα1xPα2x ] ∪ [Pα2xα
2
x],
h([z∗x∗]) = [α1yPα1y ] ∪ [Pα1yPα2y ] ∪ [Pα2yα
2
y].
Now, let us consider a geodesic triangle T := {[h(x∗)h(y∗)], [h(y∗)h(z∗)],
[h(z∗)h(x∗)]} in G. Without loss of generality we can assume that γ∗1 =
[x∗y∗], γ∗2 = [y
∗z∗] and γ∗3 = [z
∗x∗]. Hence, by Lemma 3.9 we have that, if
α ∈ h(γ∗1 ) then there exists β ∈ [h(x
∗)h(y∗)] such that
dG(α, β) ≤ 2δ(G) + lmax.
Since β ∈ [h(x∗)h(y∗)], there exists β′ ∈ [h(y∗)h(z∗)]∪[h(z∗)h(x∗)] such
that
dG(β, β
′) ≤ δ(G).
Without loss of generality we can assume that β′ ∈ [h(y∗)h(z∗)]. If
we consider the geodesic quadrilateral {[α1xα
2
x], [α
1
xPα1x ], [Pα1xPα2x ], [Pα2xα
2
x]},
then there exists α′ ∈ h([y∗z∗]) such that
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dG(β
′, α′) ≤ 2δ(G).
Thus, since dG(α, h(γ
∗
2 )∪h(γ
∗
3 )) ≤ dG(α, β) + dG(β, β
′) + dG(β
′, α′) we
obtain that
dG(α, h(γ
∗
2 ) ∪ h(γ
∗
3 )) ≤ 5δ(G) + lmax. (3.13)
Then, by (3.12) and (3.13) we obtain
sup
a∗∈γ∗
1
dL(G)(a
∗, γ∗2 ∪ γ
∗
3) ≤ 5δ(G) + 3lmax.
Finally, since Γ is an arbitrary permutation of any triangle that is a
cycle, Corollary 2.3 gives
δ(L(G)) ≤ 5δ(G) + 3lmax.
Corollary 2.5 gives that δ(G) = δ(L(G)) = L(G)/4 for every cycle graph
G.
Remark 3.11. The cycle graphs are not the only graphs G with δ(L(G)) =
δ(G), as the following example shows. Let Cn be the cycle graph with n
vertices and every edge with length k, and u, v ∈ V (Cn) with dCn(u, v) =
2k; if G is the graph obtained by adding the edge [u, v] (also with length k)
to Cn, one can check that δ(L(G)) = δ(G) = kn/4.
Let us consider now graphs with edges of length k. We will improve
Theorem 3.10 in this case.
Corollary 3.12. Let G be any graph such that every edge has length k and
consider L(G) the line graph of G. Then
δ(G) ≤ δ(L(G)) ≤ 5δ(G) +
5k
2
.
Proof. We just need to prove the second inequality. By Theorem 2.6 it suf-
fices to consider geodesic triangles in L(G) with vertices in PMLV (L(G)) =
PMV (L(G)). Then the arguments in the proof of Theorem 3.10, replacing
Lemma 3.7 by Lemma 3.8, give the result.
In [46, Corollary 20] we find the following result.
Lemma 3.13. Let G be any graph with m edges such that every edge has
length k. Then δ(G) ≤ km/4, and the equality is attained if and only if G
is a cycle graph.
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Theorem 3.14. Let G be any graph such that every edge has length k,
with n vertices and maximum degree ∆. Then
δ(L(G)) ≤ nk∆(∆− 1)/8,
and the equality is attained if and only if G is a cycle graph.
Proof. It is well known that 2(m(L(G)) + m(G)) =
∑n
i=1(degG(vi))
2,
where degG(vi) are the degrees of the vertices of G. Since 2m(G) =∑n
i=1 degG(vi), Lemma 3.13 gives the inequality, and the equality is at-
tained if and only if G is a cycle graph.
Using the argument in the proof of Theorem 3.14 we also obtain the
following inequality.
Corollary 3.15. If G is any graph such that every edge has length k, with
n vertices v1, . . . , vn, then
δ(L(G)) + δ(G) ≤
k
8
n∑
i=1
(degG(vi))
2,
and the equality is attained if and only if G is a cycle graph.
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