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We consider Assemble-to-Order (ATO) inventory systems with a general Bill of Materials and general deter-
ministic lead times. Unsatisfied demands are always backlogged. We apply a four-step asymptotic frame-
work to develop inventory policies for minimizing the long-run average expected total inventory cost. Our
approach features a multi-stage Stochastic Program (SP) to establish a lower bound on the inventory cost
and determine parameter values for inventory control. Our replenishment policy deviates from the con-
ventional constant base stock policies to accommodate non-identical lead times. Our component allocation
policy differentiates demands based on backlog costs, Bill of Materials, and component availabilities. We
prove that our policy is asymptotically optimal on the diffusion scale, that is, as the longest lead time grows,
the percentage difference between the average cost under our policy and its lower bound converges to zero.
In developing these results, we show that the optimal solution of a particular type of SP, formulated as an
infinite-dimensional linear program (LP), is Lipschitz continuous with respect to the right-hand side of the
constraints. We also formulate a broad Stochastic Tracking Model and prove general convergence results
from which the asymptotic optimality of our policy follows as specialized corollaries.
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1. Introduction
Optimal control of Assemble-to-Order (ATO) inventory systems is a canonical problem in inventory
theory. In an ATO system, product assembly is assumed to take a negligible amount of time, so there
is no need to keep inventories of final products. Component supplies are not capacity-constrained,
but it is necessary to hold inventories for them to accommodate replenishment lead times (i.e.,
delays between ordering and receiving components). The goal of ATO inventory management is to
minimize the total inventory cost, which consists of both holding and backlog costs, by controlling
the timing and quantities of component orders and allocation of available components to different
product demands.
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2While optimal control of single-product ATO systems has long been settled (see [16] and [27] for
systems with single and multiple components respectively), optimizing multi-product ATO systems
is an immensely more difficult problem that remains unsolved. The complexity arises from the
need to allocate components that are used by multiple products. Optimal allocation depends on
component availabilities, which are outcomes of replenishment decisions. Optimal replenishment
needs to take into account how components will be allocated. A joint optimal solution of both
decisions is contingent upon not only the current inventory and backlog levels, but also the times of
all outstanding replenishment orders, giving rise to an enormous state space. The problem becomes
even more complicated in systems where components do not have identical lead times, because the
ordering of components often needs to be coordinated with the availabilities of other components
with longer lead times.
There has been a large body of studies on managing multi-product ATO systems. One may find
a thorough review of the related literature in [30], and a more recent one in [3]. Many previous
studies focus on particular types of policies, such as base stock replenishment policies, FIFO or No-
Hold-Back allocation policies (see [18], [19], [14] for some samples), and for periodic-review systems,
allocation policies that always satisfy demands from previous periods first (e.g., [1], [2], [13], [35]).
Restricting the consideration to these types of policies makes the problem more tractable, but
also sacrifices optimality, since both analytical and numerical studies (e.g., [6],[7]) have shown that
there are often better alternatives in other types of policies.
Asymptotic analysis has recently emerged as a powerful tool for analyzing inventory systems.
Though a weaker standard than being exactly optimal, asymptotic optimality provides vital guid-
ance to formulating novel inventory policies and evaluating their performance when meeting the
latter criterion is analytically intractable. Asymptotic optimality has been used to justify the use
of base stock policies in lost sale inventory systems (in the regime of high penalty costs) [15], ATO
inventory systems with identical lead times [26] or when differences in lead times are small relative
to the lead times themselves [24], or systems with non-stationary demands and probabilistic service
level constraints [33]. It also supports the use of No-Hold-Back allocation policies in assemble-to-
order N and W- systems [17]. Asymptotic analysis has led to several surprising discoveries. For
instance, simple constant ordering policies can be highly effective in managing lost sale inventory
systems with long lead times ([23], [8], [34], [4]); and randomness of lead times is a useful feature
that can be exploited to reduce the inventory cost in backlog systems when orders can cross in
time [31].
In this paper, we study ATO inventory systems with non-identical, deterministic lead times and a
general Bill of Materials (BOM). We develop an inventory policy that includes both replenishment
and allocation decisions. We prove that our policy is asymptotically optimal, i.e., as the longest
3lead time increases, the percentage difference between the long-run average inventory cost under
our policy and the optimal policy converges to zero.
Our analysis is based on a four-step asymptotic framework outlined in [26], which has produced
many ground-breaking results in the study of stochastic processing networks (see, e.g., [9], [12], [10],
[11]). The framework has been adopted for optimizing pricing, capacity, and allocation decisions
in ATO production-inventory systems [22], and replenishment and allocation decisions in ATO
inventory systems with identical lead times [26]. As a continuation of the latter work, here we apply
the framework to address ATO inventory systems with general deterministic lead times. Below is
a step-by-step discussion of previous results and our new contributions.
Step 1: relax some feasibility constraints of the original system to formulate a proxy model that
is easier to solve and provides a lower bound on the cost achievable under any feasible policy.
In [25], a multi-stage stochastic program (SP) is formulated as a static analog to dynamic ATO
systems. The optimal objective value of the SP is proven to be a lower bound on the average
inventory cost of the latter systems under any feasible policy. Unfortunately this lower bound takes
the form of an infimum that is often not attained at finite values of the decision variables.
As a contribution of this paper, we transform this SP into an equivalent form where the optimal
objective value is the same, while the optimal decision variables are finite. This paves the way for
using these optimal decision variables as parameters for ATO inventory control policies.
Step 2: solve the proxy model.
There have been many studies on the model structure and computational efficiency of the afore-
mentioned SP, mainly on special cases that have two stages and correspond to systems with
particular BOMs ([21],[32],[36], [7],[5]). Developing efficient algorithms for multi-stage SPs is an
active area of research. Although we solve the SP for some simple examples in Section 8, solving
more general cases is well beyond the scope of this paper, and we focus on a different aspect of the
problem that is closely connected to our needs. To use optimal solutions of the SP as parameters
of inventory control policies, we need to show that these values are stable, i.e., they do not change
drastically in response to small fluctuations of inputs. The analysis should be applicable to the SP
with a general number of stages and general BOMs.
To this end, we prove that the optimal solutions of the SP, or (when the problem has multiple
optimal solutions) a perturbed version with arbitrarily small approximation error, are Lipschitz
continuous in the model inputs. Incidentally, our proof shows that the optimal solution of a certain
type of infinite-dimensional Linear Program (LP), which has infinite numbers of both variables
and constraints, is globally Lipschitz continuous in values of the right-hand side of the constraints.
We are not aware of any similar results in the literature.
4Step 3: use the optimal solution of the proxy model to formulate inventory control policies for
the original systems.
In [26], a two-stage SP is used to set asymptotically optimal inventory policies for systems
with identical lead times. Replenishment decisions follow a base stock policy with the base stock
levels specified by the first stage SP solution. Allocation decisions are controlled by an Allocation
Principle, which uses the second stage SP solution to set backlog targets to dynamically choose the
amount of each demand to serve. However, it is well known that base stock policies are inefficient
for general ATO systems considered in this paper, which allow significantly different lead times
[37].
To the best of our knowledge, except for single-product ATO systems [27], an asymptotically
optimal replenishment policy remains to be developed for systems with general deterministic lead
times and general BOMs. We fill the gap in this paper by formulating such a policy, which uses
the optimal solutions of the aforementioned multi-stage SP to set dynamic targets for inventory
positions that determine order quantities. The policy generalizes previous work: it specializes to
the policy in [27] in systems with a single product and the base stock policy in [26] in systems with
identical lead times. We adopt the same Allocation Principle in [26] with minor twists to fit with
the new replenishment policy.
Step 4: show the performance benefit of the policy by proving that it is asymptotically optimal.
For the special case of identical lead times, an SP-based policy has been shown to be asymp-
totically optimal [26]. However, the proof relies on the fact that the constant inventory positions
prescribed by the two-stage SP can be exactly followed by a base stock policy. Also, the state of the
system under this policy is completely determined by the history within the previous lead time. In
contrast, for systems with non-identical lead times, the ideal inventory positions prescribed by the
multi-stage SP may not always be attainable. The state of system can be affected by the history
in the unbounded past. Therefore, new techniques are needed to prove asymptotic optimality of
our policy for general systems.
We introduce a broadly-defined Stochastic Tracking Model, which features a target process and a
state-constrained target process. We prove that the expected difference between these two processes
converges to zero. We apply this model to compare the inventory position and backlog targets
prescribed by the SP for reaching the cost lower bound with their actual levels under our policy.
We show that these comparisons are special cases of the convergence results of this tracking model,
and use this to establish asymptotic optimality of our policy. We also perform simulations on
several special ATO systems to illustrate that our policy reforms well, even under ’non-asymptotic’
conditions.
5The paper is organized in the same sequence of the Four-Step process. After defining the problem
in Section 2, we take the first two steps in Sections 3 and 4. The former introduces the SP as the
proxy model and the latter derives important properties of its optimal solution. We take Step 3
in Section 5, which applies the SP optimal solution to develop both replenishment and allocation
policies. We take Step 4 in Sections 6, which defines a general Stochastic Tracking Model and carries
out a related asymptotic analysis, followed by Section 7, which applies the resulting theorems to
prove asymptotic optimality of our policies. Proofs of several results are given in the Appendix.
As a roadmap to our main results: the first four theorems focus on the SP, showing that its
optimal solutions are bounded (Theorem 1) and stable (Theorem 4, supported by Lemmas 1 and
2), its optimal objective value gives the same cost lower bound that is developed in [25] (Theorem
2), and the SP itself can be approximated by finite-dimension LPs (Theorem 3). Other results are
centered on asymptotic analysis. Supported by Lemmas 3, 4, 5, and 6, Theorem 5 develops a critical
convergence result for the aforementioned stochastic tracking problem. Supported by Lemma 7,
Corollaries 1 and 2 apply the general result to inventory positions and backlog levels, leading to
the final conclusion that our policy is asymptotically optimal (Theorem 6).
As for notation, Rl and Rl+ are respectively sets of l-dimensional real vectors and non-negative
real vectors (l ≥ 1). Their superscripts are omitted when l = 1. We define 1{} to be an indicator
function, which equals 1 if the statement inside the bracket is true and 0 otherwise. The maximum
and minimum of x1 and x2 are denoted by x1 ∨ x2 and x1 ∧ x2 respectively, and max(x,0) is
denoted by x+. Vector symbols are always in bold, and as two special vectors, ej is the unit vector
with the jth element taking the value of unity, and ~1 is the vector of all 1s (dimensions of both
vectors depend on the context). The L norm of a vector x is denoted by ||x||L (L = 1, · · · ,∞).
For each pair of vectors x1 and x2, the maximum and minimum, x1 ∨ x2 and x1 ∧ x2, are taken
componentwise. Between any pair of vectors, x1 ≥ (≤)x2 if every component of x1 is greater (less)
than or equal to its corresponding component in x2, and x1 6= x2 unless each component in x1
equals the corresponding component in x2.
2. Problem formulation
We consider continuous-review ATO inventory systems. Inventories are non-perishable and
unserved demands are always backlogged. Component lead times are deterministic but may differ
from each other. Our policy and analysis apply to periodic-review systems, but do not extend to
cases with perishable inventories, lost sales, or stochastic lead times.
There are m products and n components. The Bill of Materials, given as an n×m non-negative
integer matrix, A, specifies the usage of components by different products. Elements of A, aji,
represents the amount of component j needed to assemble product i (1≤ i≤m). Thus the jth row
of A, Aj, specifies the amounts of component j needed by all products (1≤ j ≤ n).
6Figure 1 Examples: the W , M , and N systems
Figure 1 shows three ATO systems that are common in the literature. The W system contains
two products, two unique components, and a common component. Each product is assembled from
one unit of the common component and one unit of a unique component. With a slight deviation
from the standard notation, the common component is referred to as component 0. The M system
uses two components to build three products. Products 1 and 2 use one unit of components 1 and
2 respectively. The third product uses one unit of both components and, with a slight abuse of
notation, is referred to as product 0. The N system is a special case of both the W and M systems.
It has two products and two components. Product 0 uses one unit of both components 0 and 1
and Product 1 uses only one unit of component 0.
There are K distinct component lead times, L1 < · · · < LK . Define L0 = 0 for notational con-
venience. Let nk be the number of components with lead time Lk (1≤ k ≤K). Components are
indexed according to an ascending order of their lead times. Let n¯0 = 0 and n¯k =
∑
k′≤k nk′ (1≤
k ≤K). Then {1, · · · , n¯k} are indexes of components with lead times Lk or shorter (1 ≤ k ≤K).
Observe that n¯K = n. We associate each component j with an index kj (1≤ kj ≤K) such that Lkj
is the lead time of component j (1≤ j ≤ n). Without loss of generality, we arrange rows of A in an
order such that the submatrix Ak, composed of rows n¯k−1 + 1, ..,and n¯k of A, specifies the usage
of components with lead time Lk (1≤ k≤K).
Without loss of generality and for brevity, we let the system start at a time when there is
no inventory on-hand, no order in transit, and no backlog, and define that time to be t=−LK .
Demand arrives according to an integer vector valued compound Poisson process
D(t) = (D1(t), · · · ,Dm(t)), t≥−LK ,
7where Di(t) is the amount of demand for product i (1≤ i≤m) that arrives during [−LK , t]. Mean
demand arriving within a unit of time is
µ= (µ1, · · · , µm)≡E[D(1)−D(0)].
The covariance matrix of (D(1)−D(0)) is denoted by Σ, of which the diagonal elements, σii, are
variances of demand i (1≤ i≤m) over a unit of time. Since the demand process is stationary, µ and
Σ are also respectively the means and the covariance matrix of demands over [t, t+ 1] (t≥−LK).
Let Λ(t) denote the number of demand orders arriving during [−LK , t] (t≥−LK) and let
λ= E[Λ(1)−Λ(0)]
denote the order arrival rate per unit of time. Let the order sizes be given by a sequence of i.i.d.
random vectors, with a generic element of this sequence denoted by S = (S1, S2, ..., Sm). We assume
that Si has a finite moment of order 6, i.e.,
ηi ≡E[S6i ]<∞ 1≤ i≤m.
Elements of S are allowed to be dependent. Note that µ= λE[S].
For convenience, denote demands that arrive between two distinct time points by
D(t1, t2)≡D(t2)−D(t1), −LK ≤ t1 < t2. (1)
Denote demand that arrives at time t (if any) by
d(t)≡D(t)−D(t−), t≥−LK . (2)
Let
Dk(t)≡D(t−Lk, t−Lk−1), t≥−LK +Lk, 1≤ k≤K,
and D¯k(t)≡D(t−LK , t−Lk−1), t≥ 0, 1≤ k≤K.
For simplicity, we sometimes drop the superscript of D¯1(t)(= D(t−LK , t)) and denote it by D¯(t).
By stationarity of D(t), the distributions of Dk(t) and D¯k(t) are the same for all t≥ 0 (1≤ k≤
K), which allows us to introduce random vectors Dk (1≤ k≤K), D¯k (1≤ k≤K), and D¯ by
Dk
d
= Dk(t), D¯k
d
= D¯k(t), and D¯
d
= D¯(t), t≥ 0, 1≤ k≤K. (3)
For components with lead time Lk, the replenishment starts from time −Lk, and the amounts
ordered over the period [−Lk, t] are denoted by Rk(t) (t≥−Lk, 1≤ k ≤K). Thus at each time t,
the amounts ordered over the past lead time are:
Rk(t)≡Rk(t)−Rk(t−Lk), t≥ 0.
8Elements of Rk(t), Rj(t) (t ≥ −Lk, n¯kj−1 + 1 ≤ j ≤ n¯kj ), denote accumulated quantities of com-
ponent j ordered up to time t. Similarly, an element of Rk(t), Rj(t) (t ≥ 0, n¯kj−1 + 1 ≤ j ≤ n¯kj ),
denotes the quantity ordered over the past lead time.
The system starts to serve demand at t = 0 when the first orders of components arrive. The
amounts served over the period [−LK , t] are denoted by Z(t) where Z(t) = 0 for all t < 0. Parallel
to the definitions of D(t1, t2), we define
Z(t1, t2)≡Z(t2)−Z(t1)
as the total demand served during the period (t1, t2] (0≤ t1 < t2). We also define for t≥ 0,
Zk(t)≡Z(t−Lk, t−Lk−1) and Z¯k(t)≡Z(t−LK , t−Lk−1), 1≤ k≤K.
Let B−i (t) and Bi(t) respectively denote the backlog levels of product i at time t (t ≥ −LK ,
1≤ i≤m) before and after demands are served. Let
B−(t) = (B−1 (t), · · · ,B−m(t)) and B(t) = (B1(t), · · · ,Bm(t)), t≥−LK .
If demand i is not served at time t (t≥ 0), then
B−i (t) =Bi(t) =Bi(t
−), 1≤ i≤m.
Let Ij(t) denote the amount of component j on hand at time t (t≥−Lkj , 1≤ j ≤ n) and let
Ik(t) = (In¯k−1+1(t), · · · , In¯k(t)), t≥−Lk, 1≤ k≤K.
Note that under our specification of the initial conditions, for all t < 0,
B(t) = D(−LK , t), Ik(t) = 0, and Rk(t−Lk) = 0, 1≤ k≤K,
and Z(t−Lk,0) = 0 for all t < Lk (1≤ k≤K). Therefore at each time t≥ 0,
B(t) = B(t−Lk) + D(t−Lk, t)−Z(t−Lk, t),
and Ik(t) = Ik(t−Lk) + Rk(t−Lk)−AkZ(t−Lk, t), 1≤ k≤K.
(4)
Let bi be the cost of backlogging one unit of demand of product i (1≤ i≤m) per unit of time.
Let hj be the cost of holding one unit of inventory of component j (1≤ j ≤ n) per unit of time.
We assume that hj (1≤ j ≤ n) and bi (1≤ i≤m) are strictly positive. Let
b = (b1, · · · , bm) and hk = (hn¯k−1+1, · · · , hn¯k), 1≤ k≤K.
Then the total expected inventory cost of the system at time t is given by
C(t) =
K∑
k=1
hk ·E[Ik(t)] + b ·E[B(t)], t≥ 0. (5)
9Our objective is to develop an inventory control policy, which includes a replenishment policy that
determines Rk(t) (t≥−Lk, 1≤ k≤K), and an allocation decision that determines Z(t) (t≥ 0), to
minimize the following long-run average expected total inventory cost:
C = lim sup
T→∞
1
T
∫ T+2LK
2LK
C(t)dt. (6)
Both Rk(t) (t≥−Lk, 1≤ k ≤K) and Z(t) (t≥ 0) are adapted to the filtration generated by the
initial states of the system, as well as D(t) (t≥−LK), Rk(s) (−Lk ≤ s < t, 1≤ k ≤K), and Z(s)
(0≤ s < t), which means that our control policies are non-anticipatory.
It helps at this point to review some relevant concepts and introduce a bit more notation: for
each component, its inventory position is the total amount in the system, including both on-hand
inventory and orders in-transit, in excess to the amount needed to clear all existing backlogs. An
inventory position can only be changed by new demand arrivals or new orders placed. We define
IP−j (t) and IPj(t) respectively as inventory positions of component j at time t before and after its
order has been placed (1≤ j ≤ n, t≥−LK). Let
IPk−(t) = (IP−n¯k−1+1(t), · · · , IP−n¯k(t)) and IP
k(t) = (IPn¯k−1+1(t), · · · , IPn¯k(t)), t≥−Lk.
Then
IPk−(t) = IPk(t−)−Akd(t), t≥−Lk, 1≤ k≤K, (7)
where by definition,
IPk(t) = Ik(t) + Rk(t)−AkB(t), t≥ 0, 1≤ k≤K. (8)
Applying the above to (4),
AkB(t)− Ik(t) =AkD(t−Lk, t)− IPk(t−Lk), 1≤ k≤K, t≥ 0. (9)
We refer to the left-hand side of (9) as component balance processes and denote them by
Qk(t) = (Qn¯k−1+1(t), · · · ,Qn¯k(t))≡AkB(t)− Ik(t), t≥ 0, 1≤ k≤K. (10)
Observe that
−Qj(t) = Ij(t)−Aj ·B(t), (11)
is commonly referred to as the net inventory of component j (1≤ j ≤ n) at time t (t≥ 0), so when
Qj(t)> 0 there is a shortage of component j to clear existing backlogs at time t (1≤ j ≤ n, t≥ 0).
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For convenience, we let a¯ and a respectively denote the largest and smallest non-zero elements
of A, h¯ and h respectively denote the largest and smallest values of all hj (1≤ j ≤ n), and b¯ and b
respectively denote the largest and smallest elements of b. Define
c = (c1, · · · , cm)≡ b +
K∑
k=1
(Ak)′hk, (12)
where element ci of c represents the amount of inventory cost that can be removed from the system
by serving one unit of demand i (1≤ i≤m).
3. Stochastic Program
As the starting point of our analysis, Theorem 1 in [25] shows that
C+ ≡ inf
α≥0
{b ·α+ ΦK(α)}+ b ·E[D¯] (13)
is a lower bound on our cost objective C in (6). Here
ΦK(α) = inf
yK≥0
{hK ·yK + E[ΦK−1(yK ,α+ DK)]},
Φk(yk+1, · · · ,yK ,x) = inf
yk≥0
{hk ·yk + E[Φk−1(yk, · · · ,yK ,x + Dk)]}, k=K − 1, · · · ,1,
Φ0(y1, · · · ,yK ,x) =−max
z≥0
{c · z|z≤ x,Az≤ (y1, · · · ,yK)′},
(14)
where Dk (1≤ k≤K) and D¯ are defined by (3). Define a discrete filtration
FK ⊆FK−1 ⊆ · · · ⊆ F0, (15)
where FK = {∅,Ω} and Fk is the σ-field generated by {DK , · · ·Dk+1,yK , · · ·yk+1} (0 ≤ k < K).
Optimal values of yk are Fk-measurable (1≤ k≤K) and optimal values of z are F0-measurable.
One may verify that b ·α+ ΦK(α) decreases in α, and strictly so in many cases. Hence to reach
the infimum in (13), yk (1 ≤ k ≤K) and z sometimes have to approach infinity. Therefore, the
lower bound C+ is not directly computable from solving (14) with any fixed α. Optimal solutions
of the SP also offer little guidance to the development of an inventory policy.
To address these issues, we define a new SP as follows:
ϕK = inf
yK∈RnK
{hK ·yK + E[ϕK−1(yK ,DK)]},
ϕk(yk+1, · · · ,yK ,x) = inf
yk∈Rnk
{hk ·yk + E[ϕk−1(yk, · · · ,yK ,x + Dk)]}, 1≤ k <K,
ϕ0(y1, · · · ,yK ,x) =−max
z∈Rm
{c · z|z≤ x,Akz≤ yk, 1≤ k≤K},
(16)
where Dk are the same random variables as those in (14). Similar to (15), we define a filtration
that starts with FK = {∅,Ω} and generates σ−field Fk by {DK , · · ·Dk+1,yK , · · ·yk+1} (0≤ k <K).
Let Yk be the set of optimal solutions of the kth-stage SP in (16). Then Yk is Fk-measurable
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(1≤ k≤K). The set of optimal solutions of the last stage LP, ϕ0(y1, · · · ,yK ,x), is F0-measurable.
For future use, we transform the latter LP by replacing z with B = x− z. It follows that
ϕ0(y1, · · · ,yK ,x) = ϕ˜0(y1, · · · ,yK ,x)− c ·x,
where the right-hand side is determined by optimizing over B instead of z, i.e.,
ϕ˜0(y1, · · · ,yK ,x) = min
B
{c ·B|B≥ 0, AkB≥Akx−yk, 1≤ k≤K}. (17)
In (14) and (16), some of the optimal objective values are defined as infima. It is easy to verity
that these values are finite. Hence below, we will replace “inf” with “min” in the SPs. (This is in
contrast to (13), where, as pointed out above, the infimum is often not attained at a finite value
of α.) One may also notice that since yk (1 ≤ k ≤ K) are component units and z are demand
units, they should be integers in general. There have been studies on exploring BOM structures
to develop efficient solutions for similar SPs as integer programs ([7],[36]). Nevertheless, our study
focuses on asymptotic analysis, so rounding fractional solutions have no impact on our conclusions,
and we treat (14) and (16) as stochastic linear programs.
It is easy to verify that for any given α≥ 0, if {yKα , · · · ,y1α,zα} is an optimal solution of (14),
then {yKα −AKα, · · · ,y1α−A1α,zα−α} is also a feasible solution of (16) on the matching sample
path of Dk (1≤ k≤K). Thus
ϕK ≤
K∑
k=1
hk ·E[ykα−Akα]− c ·E[zα−α] = ΦK(α) + (c−A′h) ·α= ΦK(α) + b ·α. (18)
Hence by (13), we can set the following lower bound on the cost objective C:
C ≤C,
where C ≡ϕK + b ·E[D¯]
=
K∑
k=1
hk ·E[yk∗]− c ·E[z∗] + b ·E[D¯]
=
K∑
k=1
hk ·E[yk∗] + c ·E[B∗]−
K∑
k=1
[(Ak)′hk] ·E[D¯].
(19)
Here yk∗ is an optimal solution of ϕk(yk+1∗, · · · ,yK∗, D¯k+1) (1≤ k≤K), z∗ is an optimal solution
of ϕ0(y1∗, · · · ,yK∗, D¯), and B∗ is an optimal solution of ϕ˜0(y1∗, · · · ,yK∗, D¯). Observe that C can
be computed directly by solving (16).
In (16), Dk (1≤ k≤K) follow compound Poisson distributions, so their support is unbounded.
Therefore, it is not possible to set a uniform upper or lower bound on the optimal solution of the SP
that applies to all sample paths. Nevertheless, as the following theorem shows, we can set sample
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path specific upper and lower bounds on the optimal SP solutions at any stage k (1≤ k≤K) based
on the amount of demand realized up to this stage,
x =
{
DK + · · ·Dk+1 when k <K
0 when k=K,
the optimal SP solutions of previous stages, yk+1∗, · · · ,yK∗, and the expected values of demands
over the remaining stages,
Dk = Dk + · · ·+ D1. (20)
Theorem 1 (See the Appendix for the Proof) There exist finite constants β > 0 and β¯ > 0,
depending only on A, h, and b, such that if yk∗ = (y∗n¯k−1+1, · · · , y∗n¯k) is an optimal solution to
ϕk(yk+1∗, · · · ,yK∗,x) (k=K, · · · ,1), then
−β(||x||1 + E
[||Dk||1]+ K∑
l=k+1
||yl∗||1)≤ y∗j ≤ β¯(||x||1 + E
[||Dk||1]+ 1), n¯k−1 < j ≤ n¯k. (21)
Remark 1 To mimic the ATO system, Dk (1≤ k≤K) in SP (16) are defined by (3). However, the
proof of the theorem only requires that Dk (1≤ k≤K) have finite expected values. This allows us to
consider yk∗ (1≤ k≤K) to be finite in the proof of Theorem 4 where Dk (1≤ k≤K) are truncated
by constants. In our asymptotic analysis, we also apply (21) to cases where Dk (1 ≤ k ≤K) are
centered and scaled, so their values and values of x can be negative.
While not essential to the subsequent developments in the paper, it is interesting to compare
the SPs in (14) and (16), and put their differences into perspective. The two formulations create
two alternative views of the original ATO system for any period of length LK . Unlike the original
problem, which is to minimize the long run average expected total inventory cost, in both cases
defined by (14) and (16), the overriding objective is to minimize the expected total inventory cost
at the end of the period. To make decisions with the maximum amount of information, the manager
delays decision-making so no component will arrive and be allocated until the end of the period.
In the view defined by (14), the manager can also freely choose α, backlog levels at the beginning
of the period. The best choice is to let α be unboundedly large, so that the manager will have
maximum flexibility to allocate parts to the most valuable demands. In the view defined by (16), the
system has to start with no backlog, but the manager can, without any quantity restriction, retract
demands served in the past to obtain the components that are needed by more valuable demands.
The manager can order a negative amount of some component, i.e., short-sell this component, if
she anticipates that she may have more than enough of it from retracting demands in the future.
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Despite their differences in formulation and interpretation, our next theorem shows that the
two SPs yield the same lower bound. The theorem implies that the benefits of our development of
the SP in (16), in terms of making the objective value directly computable and generating finite
optimal solutions that can be used as policy parameters, are obtained without compromising the
quality of the lower bound.
Theorem 2 (See the Appendix for the Proof) Let ΦK(α) and ϕK be defined in (14) and (16)
respectively. Then
ϕK = inf
α≥0
{b ·α+ ΦK(α)}, and thus C =C+. (22)
4. Stability of SP Optimal Solution
Developing efficient algorithms to solve (16) is beyond the scope of this paper. This section focuses
on stability of its optimal solutions, which is crucial to the development of our policy and the proof
of its asymptotic optimality in later sections.
4.1. Approximation by Finite-Dimension LPs
To set the stage for further analysis, we introduce a sequence of finite-dimension LPs to approximate
(16). Let M > 0 be an integer and M be a m-dimensional vector with all entries equal to M .
Denote Dk ∧M by DkM (1≤ k≤K). Let
DkM = D
k
M + ...+ D
1
M , 1≤ k≤K.
It follows that Dk∞ = D
k (1≤ k≤K) where the right-hand side is defined in (20). Define
ϕKM = min
yK∈RnK
{
hK ·yK + E [ϕk−1M (yK ,DKM)]} ,
ϕkM(y
k+1, · · · ,yK ,x) = min
yk∈Rnk
{
hk ·yk + E [ϕk−1M (yk, · · · ,yK ,x + DkM)]} , 1≤ k <K,
ϕ0M(y
1, · · · ,yK ,x) =ϕ0(y1, · · · ,yK ,x) =−max
z∈Rm
{
c · z|z≤ x,Akz≤ yk,1≤ k≤K} .
(23)
Here, for k=K, · · · ,1, ϕkM(·) differs from ϕk(·) in (16) in that Dk in the latter problem is replaced
by DkM . The last stage problem (k = 0) is the same LP as the last stage problem in (16). The
theorem below shows that when M is sufficiently large, each stage of the above SP is a close
approximation to its counterpart in (16).
Theorem 3 [See the Appendix for Proof] As M →∞, ϕkM(yk+1, · · · ,yK ,x) converges uniformly
to ϕk(yk+1, · · · ,yK ,x) over yk′ ∈Rk′ (k+ 1≤ k′ ≤K) and x∈Rm.
Since Dk are integers, for any given M , DkM has a finite support (1≤ k≤K). Therefore (23) and
all of its subproblems can be transformed into finite-dimension LPs. The transformation, which
involves translating the multi-stage problem embedded in (23) to a scenario tree, is thoroughly
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elaborated on in [29] (Section 3.1.3). Here in our case, the scenario tree has K + 1 levels. The top
level (k=K) has a single node, which is the root of the tree. A node at lower levels k=K−1, · · · ,1
is the root node of a subtree that starts from that level. On that subtree, the path from the root
node to a descendant node at level k′ (0≤ k′ <k) is encoded by a string
ω¯= ωk · · ·ωk′+1
and DlM(ω
l) is a realization of demand DlM (k
′ < l ≤ k). Since DlM are independent, this speci-
fication applies to all subtrees that start from level k. Let Ωk
′
k be the collection of these strings
(0≤ k′ <k≤K). For k′ <k, the probability associated with a path encoded by string ω¯ ∈Ωk′k is
P(ω¯) = PkM(ωk)× · · ·×Pk
′+1
M (ω
k′+1), (24)
where PlM(ωl) is the probability that DlM = DlM(ωl) (k′ < l ≤ k). For convenience, we also allow
k′ = k, where Ωkk contains a single element, ω¯, corresponding to an empty string, and P(ω¯) = 1.
The total demand realized on the path ω¯= ωk · · ·ω1 is then denoted by
DkM(ω¯) = D
k
M(ω
k) + · · ·+ D1M(ω1).
For any two strings ω1 and ω2, write ω1 @ ω2 if ω1 is a prefix substring of string ω2. On any
subtree that starts from level k (1≤ k≤K), let ω¯′ (ω¯′ ∈Ωk′k ) encode a path between its root node
and a descendant node at level k′ (0< k′ ≤ k). Let ω¯′′ (ω¯′′ ∈Ωk′′k ) encode a path between the root
node and a descendant node at a lower level k′′ (0≤ k′′ < k). Then the former path is a segment
of the latter one if and only if ω¯′ @ ω¯′′.
A tree starting from level k (0 ≤ k ≤ K), as specified above, and associated with data
(yk+1, · · · ,yK ,x) (x≥ 0), allows us to formulate ϕkM(yk+1, · · · ,yK ,x) as the following LP:
ϕkM(y
k+1, · · · ,yK ,x) = min
yk,··· ,y1,z
hk ·yk +
k−1∑
k′=1
∑
ω¯∈Ωk′
k
P(ω¯)hk
′ ·yk′(ω¯)−
∑
ω¯∈Ω0
k
P(ω¯)c · z(ω¯)
 (25)
subject to:
z(ω¯) ≤ x + DkM(ω¯), ω¯ ∈Ω0k, (26)
Ak
′
z(ω¯) −yk′(ω¯′) ≤ 0, ω¯ ∈Ω0k, ω¯′ ∈Ωk
′
k , ω¯
′ @ ω¯, 1≤ k′ <k, (27)
Akz(ω¯) −yk ≤ 0, ω¯ ∈Ω0k, (28)
Ak
′
z(ω¯) ≤ yk′ , ω¯ ∈Ω0k, k < k′ ≤K. (29)
Observe that when k =K, (25)-(29) is exactly the same problem defined in (23). When k <K, it
defines subproblems of (23) at stage k (0≤ k <K), with x determined by possible realizations of
DKM + · · ·+Dk+1M and (yk+1, · · · ,yK) given by optimal decisions at stages K, · · · , k+ 1 (0≤ k <K).
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The constant matrix on the left-hand side of constraints (26)-(29) has a particular structure
that underlies Theorem 4, which presents the major conclusion of this section. To describe this
structure, we start from ϕ1M(y
2, · · · ,yK ,x), in which case constraints (26)-(29) specialize to
z(ω¯) ≤ x + D1M(ω¯), ω¯ ∈Ω01,
A1z(ω¯) − y1 ≤ 0, ω¯ ∈Ω01,
Akz(ω¯) ≤ yk, ω¯ ∈Ω01, 1<k≤K.
By permuting rows of constraints to let those with same ω¯ to be next to each other, the constant
matrix on the left-hand side can be written as
A1 =
A
0
. . . E1
A0
 , (30)
where
A0 =
 IA1.....
AK

are coefficients associated with z(ω¯). Each block A0 corresponds to a particular ω¯. Matrix E1 is
associated with y1, with entries 0 or −1, and has n1 columns (which is the number of elements of
y1). It is important to note that A0 has m+n1 + ...+nK rows and m (number of products) columns,
and E1 has n1 (number of elements in y1) columns. Since each A0 has an identity submatrix, E1
has a negative identity submatrix, and these submatrices are on separate rows, A1 has full column
rank.
When k= 2, constraints (26)-(29) of ϕ2M(y
3, · · · ,yK ,x) specialize to
z(ω¯) ≤ x + D2M(ω¯), ω¯ ∈Ω02,
A1z(ω¯) − y1(ω¯′) ≤ 0, ω¯ ∈Ω02, ω¯′ ∈Ω12, ω¯′ @ ω¯,
A2z(ω¯) − y2 ≤ 0, ω¯ ∈Ω02,
Akz(ω¯) ≤ yk, ω¯ ∈Ω02, 2<k≤K.
Again, by a permutation that places rows associated with the same ω¯ next to each other, and then
blocks associated with the same ω¯′ next to each other, the left side matrix of constraints can be
expressed as
A2 =
A
1
. . . E2
A1

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where A1 is the same matrix defined in (30). Each block A1 corresponds to a particular ω¯′ and each
block A0 in it corresponds to a particular ω¯ where ω¯′ @ ω¯. Matrix E2 contains n2 columns associated
with y2, with entries 0 or −1. Since E2 has a negative identity submatrix with no overlapping rows
with those in the identity submatrix of A0 or negative identity submatrix of E1, A2 has full column
rank.
In general, constraints of ϕkM(y
k+1, · · · ,yK ,x) (1≤ k≤K) can be expressed as
AkX≤ q,
where Ak is constructed recursively in the following sequence:
A1 =
A
0
. . . E1
A0
 · · ·=⇒ · · ·Ak =
A
k−1
. . . Ek
Ak−1
 . (31)
Here Ek has nk columns, with entries −1 and 0, and contains a negative identity matrix that has
no overlapping row with Ek−1, · · · ,E1 and identity matrices in A0. So Ak has full column rank.
As an illustration, consider the N system in Figure 1 and assume that the common component
0 has a longer lead time. Suppose that there are two possible realizations of D1M and D
2
M . Then
A0 =
 1 00 10 1
1 1
 , A1 =

1 0 0
0 1 0
0 1 -1
1 1 0
1 0 0
0 1 0
0 1 -1
1 1 0

and
A2 =

1 0 0 0
0 1 0 0
0 1 -1 0
1 1 0 -1
1 0 0 0
0 1 0 0
0 1 -1 0
1 1 0 -1
1 0 0 0
0 1 0 0
0 1 -1 0
1 1 0 -1
1 0 0 0
0 1 0 0
0 1 -1 0
1 1 0 -1

(32)
where empty entries in these matrices are zeros.
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For each given M , the optimal solution set of the LP ϕkM(y
k+1, · · · ,yK ,x) is Lipschitz continuous
in inputs (yk+1, · · · ,yK ,x), used as right-hand side of constraints. For ϕkM(yk+1, · · · ,yK ,x) to be a
more precise approximation of the SP ϕk(yk+1, · · · ,yK ,x), we need a largerM , and correspondingly,
a larger number of elements in Ωk
′
k (0 ≤ k′ ≤ k), and hence more constraints in ϕkM(·). To show
asymptotic optimality of our approach, it is important, as we will prove next, that the Lipschitz
constant does not need to increase with M . The conclusion implies that the optimal solution set
of ϕk(yk+1, · · · ,yK ,x), which can be viewed as an infinite LP, is Lipschitz continuous in the right-
hand side of its constraints. Below we first formulate and analyze the problem for a general case
in Section 4.2. We then apply the general conclusion to ϕkM(·) in Section 4.3.
4.2. Finitely-Coupled Block Matrix (FCBM)
We define a finitely-coupled block matrix (FCBM) to be a matrix in the form of
G= (H E), (33)
or a matrix that can be transformed into this form by permuting its rows and columns. Here
H=
H1 . . .
HN

is a non-square diagonal block matrix, which differs from the standard diagonal matrix in that
blocks Hi (1≤ i≤N) may not be square matrices. All blocks Hi (1≤ i≤N) have the same number
of columns. Entries in E are either 0 or −1. Matrix G has full column rank, which implies the same
for H, E, and also every block Hi (1≤ i≤N).
We refer to G as a stage-1 FCBM with characterization numbers (m,n1) if Hi (1≤ i≤N) has m
columns and the coupling matrix E has n1 columns. We also refer to G as a stage-k FCBM (k > 1)
with characterization numbers (m,n1, · · · , nk) if
1. The coupling matrix E has nk columns.
2. Each block Hi (1 ≤ i ≤ N) is a stage-(k − 1) FCBM with characterization numbers
(m,n1, · · · , nk−1).
It is useful to note that for k > 1, a stage-k FCBM G = (H E) with characterization numbers
(m,n1, · · · , nk) is also a stage-(k−1) FCBM with characterization numbers (m,n1, · · · , nk+nk−1N),
where N is the number of stage-(k − 1) blocks in H. Under the latter classification, all coupling
matrices in stage-(k− 1) blocks are combined with E, to be perceived as a single coupling matrix.
While the number of stage is reduced, the characterization number of the last stage becomes larger.
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Nonsingular FCBMs are particularly useful to our analysis. Since it is a square matrix, a nonsin-
gular stage-k FCBM with characterization numbers (m,n1, · · · , nk), after row or column permuta-
tions if necessary, must take the form of
G(k) =
(
H(k)1 E1 0
0 E2 H(k)2
)
, (34)
where H(k)1 is a diagonal block matrix of which each block is nonsingular, H
(k)
2 is a non-square
diagonal block matrix of which each block has strictly more rows than columns (since blocks are
full column rank), and
(
E1
E2
)
has nk columns. For G(k) to be nonsingular, H(k)2 must have exactly
nk more rows than columns, which implies that the number of blocks in H(k)2 is restricted to be
between 1 and nk. Following the general definition above, when k > 1, each block in H(k)1 and H
(k)
2
must be a stage-(k− 1) FCBM with characterization numbers (m,n1, · · · , nk−1).
The definition of FCBM helps us to characterize the structure of constraints (26)-(29). Referring
to Section 4.1, it is easy to see that for k = 1, · · · ,K, the left-hand side matrix Ak, constructed
inductively in (31), is a stage-k FCBM with characterization numbers of (m,n1, · · · , nk). Moreover,
it is also easy to see that, since Ak has full column rank, any set of of linearly independent rows
of Ak must be contained in one of its submatrices that is a nonsingular, stage-k FCBM with
characterization numbers (m,n1, · · · , nk).
As an illustration, in (32), A1 is a stage-1 FCBM with characterization numbers (2,1), and A2
is a stage-2 FCBM with characterization numbers (2,1,1). Rows 1,2,5,6,12,15 and 16 are linearly
independent, and thus following the above, are contained in a nonsingular stage-2 FCBM with
characterization numbers (2,1,1). This matrix is
1 0 0 0
0 1 0 0
1 0 0 0
0 1 0 0
0 1 -1 0
0 1 -1 0
1 1 0 -1
1 0 0 0
0 1 0 0
0 1 -1 0
1 1 0 -1

. (35)
By permutation, the above can be transformed into the form in (34). Both H(2)1 and H
(2)
2 have one
block, where
H(2)1 =

1 0 0
0 1 0
1 0 0
0 1 0
0 1 -1
 , H(2)2 =

0 1 -1
1 1 0
1 0 0
0 1 0
0 1 -1
1 1 0
 ,
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and coupling matrix
(
E1
E2
)
is given by the last column of (35), where E1 is a vector of all 0s and
E2 is the transpose of (0,−1,0,0,0,−1).
By permuting rows and columns, (35) can be transformed into
1 0 0 0 0
0 1 0 0 0
0 1 0 -1 0
1 1 0 0 -1
1 0 0 0 0
0 1 0 0 0
0 1 -1 0 0
1 0 0 0 0
0 1 0 0 0
0 1 0 -1 0
1 1 0 0 -1

,
which can also be viewed as a stage-1 FCBM with characterization numbers (2,3). It includes four
diagonal blocks and has the last three columns as the coupling matrix E.
A FCBM with given characterization numbers can be expanded without limit by adding blocks
to submatrix H in (33) and corresponding rows to submatrix E. However, the lemma below shows
that for nonsingular FCBMs, there is an invariant relationship with respect to such expansions.
The conclusion underlies the proof of the aforementioned finiteness of the Lipschitz constant.
Lemma 1 [See the Appendix for the Proof] Let G(k) be a nonsingular stage-k FCBM with charac-
terization numbers (m,n1, · · · , nk) (k = 1, · · · ). Let V be the set of values of matrix entries. Let u
be any vector that has the same number of elements as the number of rows of G(k). If V is a finite
set, then there exists a constant κ, determined only by V and (m,n1, · · · , nk), such that
||u||1 ≤ κ||uG(k)||1. (36)
4.3. Lipschitz Continuity of SP Optimal Solutions
Based on the above discussion, we now show uniform Lipschitz continuity of the optimal solutions
of ϕkM(y
k+1, · · · ,yK ,x) over all positive integers M . Our result is built upon Theorem 2.4 in [20],
stated as follows (here β ≥ 1 and β∗ = 1/(1− 1/β), so ||x||β∗ is the dual norm of ||x||β):
Let the linear program
max
x
{p ·x s.t. Ax≤ b, Cx = d}
have non-empty solution sets S1 and S2 for right-hand sides (b1,d1) and (b2,d2), respectively. For
each x1 ∈ S1, there exists x2 ∈ S2 such that
||x1−x2||∞ ≤ νβ(A;C)
∣∣∣∣∣∣∣∣b1−b2d1−d2
∣∣∣∣∣∣∣∣
β
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where
νβ(A;C) := sup
u,v

∣∣∣∣∣∣∣∣uv
∣∣∣∣∣∣∣∣
β∗
∣∣∣∣∣∣∣∣∣∣
||uA+ vC||1 = 1
Rows of
(
A
C
)
corresponding to nonzero
elements of
(
u
v
)
are linearly independent
 .
Specializing the theorem to the LP in (25)-(29), which does not have equality constraints Cx = d,
and letting β =∞ (so that its conjugate index is β∗ = 1), we arrive at the following
Lemma 2 Let (yk+1M,a, · · · ,yKM,a,xM,a) and (yk+1M,b , · · · ,yKM,b,xM,b) be two sets of input values to the
LP in (25)-(29). Then each instance has an optimal solution, denoted by {y∗k′M,a (1≤ k′ ≤ k),z∗M,a}
and {y∗k′M,b (1≤ k′ ≤ k),z∗M,b} respectively, such that
||y∗k′M,a−y∗k
′
M,b||∞ ≤κ
(
K∑
l=k+1
||ylM,a−ylM,b||∞+ ||xM,a−xM,b||∞
)
, 1≤ k′ ≤ k,
||z∗M,a− z∗M,b||∞ ≤κ
(
K∑
l=k+1
||ylM,a−ylM,b||∞+ ||xM,a−xM,b||∞
)
,
(37)
where κ depends only on values of Ak
′
(k′ = 1, · · ·K) and (m,n1, · · · , nk).
Proof of Lemma 2
Let g= sup
u
||u||1,
where ||uAk||1 = 1, and
rows of Ak corresponding to nonzero elements of u are linearly independent.
(38)
We prove that g≤ κ where κ is a constant that depends only on values of Ak′ (k′ = 1, · · · ,K) and
(m,n1, · · · , nk). Then the lemma follows from the above statement of Theorem 2.4 in [20].
Let u∗ be a solution to (38). Consider the set of linearly independent rows that correspond to
nonzero elements of u∗. Following the discussion in Section 4.2, this subset of rows is in G(k), where
G(k) is a submatrix of Ak and a nonsingular FCBM with characterization numbers (m,n1, ..., nk).
Let uG be a vector that is composed of elements of u
∗ that are multiplied with rows in G(k) in
uAk. Since all elements of u∗ that are not elements of uG are zero,
||u∗||1 = ||uG||1 ≤ κ||uGG(k)||1 = κ||u∗Ak||1 = κ,
where κ depends only on (m,n1, ..., nk) and values of entries in G(k) (i.e., values of Ak
′
, 1≤ k′ ≤ k)
and the inequality follows directly from the application of of Lemma 1. 
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Roughly speaking, the Lemma shows an appealing property of the optimal solution of the LP
(25)-(29), i.e., the sensitivity of optimal solution to the difference of inputs will not be amplified
as we increase M for a better approximation of the SP (16). This implies that as M increases, in
addition to the convergence of the optimal object value, as we show in Theorem 3, the optimal
solution of the LP also converges to that of the SP uniformly in the domain of inputs.
Theorem 4 1. There exists a constant κ that depends only on m, nk (1≤ k≤K) and Ak (1≤
k≤K), such that if yk∗M,a is an optimal solution to ϕkM(yk+1a , · · · ,yKa ,xa), then ϕkM(yk+1b , · · · ,yKb ,xb)
has an optimal solution y∗kM,b that satisfies
||yk∗M,a−yk∗M,b||∞ ≤ κ
(||yk+1a −yk+1b ||∞+ · · ·+ ||yKa −yKb ||∞+ ||xa−xb||∞) . (39)
2. There exists a constant κ that depends only on m, nk (1≤ k≤K) and Ak (1≤ k≤K), such
that if yk∗a is an optimal solution to ϕ
k(yk+1a , · · · ,yKa ,xa), then ϕk(yk+1b , · · · ,yKb ,xb) has an optimal
solution yk∗b that satisfies
||yk∗a −yk∗b ||∞ ≤ 2κ
(||yk+1a −yk+1b ||∞+ · · ·+ ||yKa −yKb ||∞+ ||xa−xb||∞) . (40)
Proof of Theorem 4: Specializing (37) to (ykM,a,y
k
M,b) directly leads to (39).
To prove (40), let {yk∗M,a,yk∗M,b} (M ≥ 1) be a sequence of optimal solution pairs that satisfy (39).
By Theorem 1, for all M , {yk∗M,a,yk∗M,b} (M ≥ 1) are bounded. Therefore there exists a subsequence,
{yk∗M ′,a,yk∗M ′,b} (M ′ ≥ 1), that converges to a limit, which we denote by {y¯k∗a , y¯k∗b }.
By applying Hoffman’s Lemma to ϕ0(y1, · · · ,yK ,x) in (16) and taking the expected values, it
is easy to see that ϕk−1(yk, · · · ,yK ,xi + Dk) (i = a, b) is a continuous function of yk. Applying
Hoffman’s Lemma to (23), ϕk−1M ′ (y
k, · · · ,yK ,xi+Dk) (i= a, b, M ′ ≥ 1) is also a continuous function
of yk. Hence by Theorem 3, y¯k∗i is an optimal solution to ϕ
k(yk+1i , · · · ,yKi ,xi) (i= a, b).
If (yk+1a , · · · ,yKa ,xa) = (yk+1b , · · · ,yKb ,xb), then yk∗M ′,a = yk∗M ′,b (M ′ ≥ 1) by (39), so y¯k∗a = y¯k∗b .
Otherwise, let M ′ be sufficiently large such that
||y¯k∗i −yk∗M ′,i||∞ ≤
κ
2
(
K∑
l=k+1
||yla−ylb||∞+ |xa−xb||∞
)
, i= a, b,
and (40) follows from
||y¯k∗a − y¯k∗b ||∞ ≤ ||y¯k∗a −yk∗M ′,a||∞+ ||y¯k∗b −yk∗M ′,b||∞+ ||yk∗M ′,a−yk∗M ′,b||∞. 
5. Inventory Policy
As alluded to in the previous sections, we employ the SP defined in (16), ϕk(·) (0 ≤ k ≤K), to
formulate our inventory policy. Below we give a general description of the policy in Section 5.1,
followed by illustrations and discussions of its implications and details of handling special cases in
subsequent subsections.
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5.1. General Description
Starting from t = −Lk, our replenishment policy sets inventory positions targets IPk(t) ≡
(IPn¯k−1+1(t), · · · , IPn¯k(t)) for components with lead time Lk, where
IPk(t) =Yk(t)−AkD(t− (LK −Lk), t), 1≤ k≤K. (41)
Here Yk(t)≡ (Yn¯k−1+1(t), · · · ,Yn¯k(t)) is an optimal solution of ϕk(yk+1, ...,yK ,x), using
yl =Yl(t− (Ll−Lk)) (k < l≤K) and x = D(t− (LK −Lk), t) (42)
as inputs. For k=K, YK(−LK) is not affected by inputs in (42), so the same value of IPK(−LK) =
YK(−LK) is used for all t≥−LK . For k=K−1, · · · ,1, Yl(t−(Ll−Lk)) (k < l≤K) are determined
at times earlier than t (t≥−Lk), so Yk(t) are well-defined.
While IPk(t) is defined continuously over t ≥ −Lk, (41)-(42) show that its value needs to be
updated only at certain discrete points of time. Specifically, for each time t, the target stays the
same during the interval (t, t+ δ], where t+ δ is the first time after t when there is a change in one
or more of the inputs in (42), so that either Yl(t+ δ− (Ll−Lk)) differs from Yl(t− (Ll−Lk)) for
some k < l≤K, or D(t+ δ− (LK −Lk), t+ δ) differs from D(t− (LK −Lk), t), or both.
For future analysis, it is useful to set the following lower bound on Yj(t) (t≥ 0; 1≤ j ≤ n): based
on (21) in Theorem 1 and inputs in (42),
Yj(t)≥−β
||D(t− (LK −Lkj ), t)||1 + E[||D(t, t+Lkj )||1] + K∑
k=kj+1
||Yk(t− (Lk−Lkj ))||1
 ,
When Lkj =LK , this condition specializes to
Yj(t)≥−βE[||D(t, t+Lkj )||1], n¯K−1 < j ≤ n¯K .
For any other j where Lkj <LK , applying this condition recursively to k=K−1, · · ·kj, there exists
a finite constant β
j
such that
Yj(t)≥−βj
K∑
k=kj
(||D(t− (LK −Lkj ), t− (Lk−Lkj ))||1 + E[||D(t− (Lk−Lkj ), t+Lkj )||1]) . (43)
For each component, its inventory position is controlled as follows: when the position falls below
its target level, new units are ordered immediately to eliminate the deficit. Otherwise if the position
is at or exceeds its target, no action is taken and the excess is to be removed in the future by arrivals
of new demand and/or changes of the target. Thus the actual inventory position of component j
at time t is
IPj(t) = IPj(t)∨ IP−j (t) t≥−Lkj , 1≤ j ≤ n. (44)
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(Recall that IP−j (t) is defined to be the inventory position of component j at t before any replen-
ishment decision).
For components with the longest lead time LK , the policy simplifies to a constant base stock
policy with YK(−LK) as their base stock levels.
By design, the first replenishment orders of all components arrive at time 0 when service to
demands starts. Our allocation policy is based on the same “Allocation Principle” defined in [26],
described as follows:
Define Bi(t) to be the target of backlog level of demand i (1≤ i≤m) at time t (t≥ 0). Denote
B(t) = (B1(t), · · · ,Bm(t)), t≥ 0.
At each time t (t≥ 0), B(t) are determined as an optimal solution to
min
B
{c ·B|B≥ 0, AkB≥Qk(t), 1≤ k≤K} (45)
where Qk(t) (1≤ k≤K) are component balances defined in (10).
Component allocation must satisfy both of the following requirements:
1. no demand of a product should remain unserved when its backlog level exceeds its target level
and all components needed to assemble that product are available, i.e.,
[Bi(t)−Bi(t)]+ ∧ [ min
j:aji>0
{(Ij(t)− aji + 1)+}] = 0, 1≤ i≤m, t≥ 0; (46)
2. no demand should be served when its backlog level is at or below the target, i.e.,
B−i (t)−Bi(t)≤ [B−i (t)−Bi(t)]+, (47)
where the left hand side is the amount of demand i served at time t (1≤ i≤m, t≥ 0).
Observe from (46) that if there is a product i′ such that Bi′(t)>Bi′(t) at time t, then there must
be a component j′ such that aj′i′ > 0 and Ij′(t)<aj′i′ . Since by (45),
Aj ·B(t)≥Qj(t)≡Aj ·B(t)− Ij(t) for all 1≤ j ≤ n,
it must be the case that
Aj′ · (B(t)−B(t))≤ Ij′(t)<aj′i′ ,
which holds only if
Bi′(t)−Bi′(t)< 1 +
∑
i 6=i′
a¯
a
[Bi(t)−Bi(t)]+. (48)
This means that under our policy,
if Bi(t)−Bi(t)≥ 0 for all 1≤ i≤m, then Bi(t) =Bi(t) for all 1≤ i≤m, (49)
i.e., when no backlog is above its target, then all backlogs are exactly at their targets.
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5.2. Illustration
We illustrate the application of our policy to the W system introduced in Section 2 (see Figure 1).
For simplicity of illustration, we consider the special case where there are two distinct lead times.
Component 0 is associated with the longer lead time L2 and components 1 and 2 are associated
with the shorter lead time L1. Let ∆L=L2−L1. Without loss of generality, we assume c1 ≥ c2.
Specializing our replenishment policy to the W system, component 0 is ordered according to a
base stock policy that keeps the inventory position Y0 at y∗0 , an optimal solution of
ϕ2 = min
y0
{h0y0 + E[ϕ1(y0, (D21,D22))]}, (50a)
ϕ1(y0, (x1, x2)) = min
y1,y2
{h1y1 +h2y2 + E[ϕ0(y0, (y1, y2), x1 +D11, x2 +D12)]}, (50b)
ϕ0(y0, (y1, y2), (x1, x2)) =−max
z1,z2
{c1z1 + c2z2|z1 + z2 ≤ y0, z1 ≤ y1 ∧x1, z2 ≤ y2 ∧x2}, (50c)
where D2i and D
1
i follow the same distribution as Di(t−L2, t−L1) and Di(t−L1, t) (i= 1,2, t≥ 0)
respectively. Inventory position targets of component 1 and 2 at time t are
IP1(t) =Y1(t)−D1(t−∆L, t) and IP2(t) =Y2(t)−D2(t−∆L, t), (51)
where (Y1(t),Y2(t)) is an optimal solution to (50b) with
y0 =Y0, x1 =D1(t−∆L, t), x2 =D2(t−∆L, t).
Specializing our allocation policy to the W system, as an optimal solution to
min
B1,B2≥0
{c1B1 + c2B2|B1 +B2 ≥Q0(t),B1 ≥Q1(t),B2 ≥Q2(t)},
backlog targets at time t (t≥ 0) are
B∗1 =Q
+
1 (t) and B
∗
2 =Q
+
2 (t)∨ (Q0(t)−B∗1)+.
To set targets Bi(t) at B∗i (i= 1,2) is to follow a priority policy: use component 0 to reduce the
backlog of demand 1 until component 1 runs out (hence the target Q+1 (t)). Using the rest to serve
demand 2 to the maximum extent possible.
In systems where h1 = h2 and b1 = b2 (so c1 = c2), when
Di(t−∆L, t)≥Y0, i= 1,2,
the optimal solution to (50b) can be (Y0,0), (0,Y0), or any point on the line between these points. If
(Y1(t),Y2(t)) are set by an arbitrary selection from these solutions, then inventory position targets
for components 1 and 2 will vary widely over time even without major change in demand inputs,
and thus become impossible to follow. As will be evident in Sections 6 and 7, for these targets to
guide the actual inventory position and backlog levels towards asymptotic optimality, they need to
be Lipschitz continuous in demand inputs. We discuss how to achieve this outcome in Section 5.4.
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5.3. Inventory Costs under Targeted Inventory Positions and Backlog Levels
We now discuss the rationale behind the aforementioned targets. By using (9) to replace Ik(t)
(1≤ k≤K) in (5), the expected total inventory cost at time t (t≥ 0) can be written as
C(t) =
K∑
k=1
hk · (E[IPk(t−Lk)]−AkE[D(t−Lk, t)])+ c ·E[B(t)], (52)
where c is defined in (12). Since D(·) is independent of the control, the average inventory cost of
any given policy is completely determined by inventory positions and backlog processes induced
by that policy.
Observe that our replenishment policy never raises IPj(t) when it exceeds IPj(t) (t ≥ −Lkj ,
1≤ j ≤ n ). By (41) and (21), this implies that E[IPj(t)] is bounded from above by a multiple of∑m
i=1 E[D¯i]. Moreover, Bi(t) is upper-bounded by E[Di(−LK , t)] (1≤ i≤m, t≥ 0). Hence by (52),
C(t) is uniformly bounded for all t∈ [0,2LK ] under our policy, and our formulation of the long-run
average cost in (6), which starts from t= 2LK instead of t= 0, is without the loss of generality.
Using (41)-(42), the inventory position targets are
IPk(t−Lk) =Yk(t−Lk)−AkD(t−LK , t−Lk), 1≤ k≤K, t≥ 0. (53)
If these targets are exactly followed, then component balances at time t (t≥ 0) are
Qk(t) =AkD(t−Lk, t)− IPk(t−Lk) =AkD(t−LK , t)−Yk(t−Lk), 1≤ k≤K. (54)
Denote by B∗(t) the backlog targets set by (45) with Qk(t) =Qk(t) (1≤ k ≤K, t≥ 0). Let Z(t−
LK , t) = D(t−LK , t)−B∗(t). Under the component balances given in (54),
c ·B∗(t) = c ·D(t−LK , t)− c ·Z(t−LK , t)
=−max{c · z|z≤D(t−LK , t),Akz≤Yk(t−Lk), 1≤ k≤K}+ c ·D(t−LK , t),
(55)
which is exactly the optimal objective value ϕ0(y1, · · · ,yK ,x) in (16), with yk = Yk(t−Lk) (1≤
k ≤K) and x = D(t−LK , t). Since Yk(t) is an optimal solution of ϕk(yk+1, ...,yK ,x) with inputs
given by (42), using (53) and (55), we can write
K∑
k=1
hk · (E[IPk(t−Lk)]−AkE[D(t−Lk, t)])+ c ·E[B∗(t)]
=
K∑
k=1
hk · (E[Yk(t−Lk)]−AkE[D(t−LK , t)])− c · (E[Z(t−LK , t)−D(t−LK , t)])
=
K∑
k=1
hk ·E[Yk(t−Lk)]− c ·E[Z(t−LK , t)] + b ·E[D(t−LK , t)]
=ϕK + b ·E[D¯],
(56)
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which is exactly the lower bound C defined in (19). This means that if all inventory positions and
backlogs can be kept exactly at their target levels prescribed by the SP, then the expected total
inventory cost reaches its lower bound, and thus the long-run average cost is minimized.
Since ordered components cannot be freely discarded and backlogs cannot be arbitrarily re-
allocated, it is generally not feasible to meet these targets at all times. Nevertheless, we develop
an asymptotic analysis to show that under our policy, these targets can be followed to the extent
that the difference between the actual inventory cost and C, as a percentage of the latter lower
bound, vanishes as the maximum lead time increases. But we need to first address the case when
(16) has multiple optimal solutions, which we do in the next subsection.
5.4. Choice of Inventory and Backlog Targets
At the end of Section 5.2, we pointed out a difficulty of following our policy when (16) has multiple
optimal solutions. Below we discuss an approach to address this situation. Given the complexity of
the problem, our discussion below is not aimed at prescribing an efficient procedure for implemen-
tation. Instead our goal here is to show by existence that it is always feasible, with an arbitrarily
small loss of optimality, to transform (16) into LPs with unique optimal solutions, which, by The-
orem 4, lead to stable targets for inventory positions and backlog levels. That is, while targets set
based on the latter solutions need to be updated repeatedly over time, the uniqueness guarantees
that changes of their values are Lipschitz continuous in changes of demands in the relevant previous
periods.
Consider targets set by optimizing (23), the truncated version of SP (16). Following the same
analysis as in Section 5.3, if these targets can be met exactly, the expected inventory cost at time
t is
CM(t) =ϕKM + b ·E[D¯], t≥ 0.
By Theorem 3, the gap between ϕKM and ϕ
K , and hence that between CM(t) and C can be kept
arbitrarily small by employing a sufficiently large M .
The deterministic equivalents of ϕkM (0≤ k ≤M), defined in (25)-(29), may still have multiple
optimal solutions. To avoid this outcome, we perturb values of input parameters to these problems.
We respectively replace b and hk with
b˜ = br + ∆b and h˜
k = hkr + ∆h
k (1≤ k≤K),
where br and h
k
r (1≤ k≤K) are vectors of rational numbers. For 0≤ k′ <k≤K, we replace values
of PkM(ωk) by rational numbers P˜kM(ωk) (1≤ k≤K). Applying the latter values to (24), we obtain
P˜(ω¯), which are rational numbers, to approximate P(ω¯) (ω¯ ∈ Ωk′k , 0≤ k′ < k ≤K). For k′ = k, let
P˜(ω¯) = P(ω¯) = 1 (ω¯ ∈Ωkk, 1≤ k≤K).
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We restrict the perturbation level such that
|b− b˜||1 ≤ , ||hk− h˜k||1 ≤ , and |P(ω¯)− P˜(ω¯)| ≤ , ω¯ ∈Ωk′k , 0≤ k′ <k≤K, (57)
where  can be any positive constant. By reducing , we can keep the difference between ϕ˜KM and
ϕKM within any small range. Therefore, the expected inventory cost associated with targets set by
ϕ˜kM(·) (0≤ k≤K) can be arbitrarily close to the lower bound C under a sufficiently large M and
a sufficiently small .
To complete the description, we show that for any given M and , one can always choose h˜k, b˜,
and P˜(ω¯) (ω¯ ∈Ωk′k ,0≤ k′ < k≤K) from the ranges defined by (57) that keep the optimal solution
of ϕ˜kM(·) unique. It is easy to find rational values hkr and br such that
||b−br||1 ≤ /2 and ||hk−hkr ||1 ≤ /2, (1≤ k≤K).
Choose ∆b and ∆hk (1≤ k≤K) such that
||∆b||1 ≤ /2, ||∆hk||1 ≤ /2, (1≤ k≤K), (58)
and there does not exist any rational number G and non-zero rational vectors rk (0≤ k≤K) that
satisfy
K∑
k=1
rk ·∆hk + r0 ·∆b =G. (59)
For instance, we can let entries of ∆hk (1 ≤ k ≤ K) and ∆b be square roots of distinct prime
numbers, divided by a sufficiently large rational number to keep (58) intact.
To explain why this perturbation guarantees the uniqueness of the optimal solution: if ϕ˜KM has
multiple optimal solutions, then at least two of them must be extreme-point solutions. Take the
difference between two solutions and denote them by {∆ykM(ω¯) (ω¯ ∈ΩkK ,1≤ k ≤K); ∆z(ω¯) (ω¯ ∈
Ω0K)}. Then
K∑
k=1
∑
ω¯∈Ωk
K
P˜(ω¯)(hkr + ∆hk)∆ykM(ω¯)−
∑
ω¯∈Ω0
k
P˜(ω¯)(cr + ∆c) ·∆z(ω¯) = 0,
where cr and ∆c are determined by applying {br;hkr(1≤ k ≤K)} and {∆b;∆hk(1≤ k ≤K)} to
(12) respectively. Since Ak and DkM(ω¯) (1≤ k ≤K) are integers, any extreme-point solution that
satisfies (25)-(29) must be rational, so {∆ykM(ω¯) (ω¯ ∈ ΩkK ,1 ≤ k ≤K); ∆z(ω¯) (ω¯ ∈ Ω0K)} are as
well. Because hkr (1 ≤ k ≤ K), br, and P˜(ω¯) (ω¯ ∈ ΩkK ,0 ≤ k ≤ K) all take rational values, ∆hk
(1≤ k≤K) and ∆b have to be on one of the hyperplanes defined by (59), but our choice of their
values excludes this possibility. This means that ∆ykM(ω¯) = 0 (ω¯ ∈ΩkK , 1≤ k≤K) and ∆z(ω¯) = 0
(ω¯ ∈Ω0K), i.e., the optimal solution to ϕ˜KM is unique. For k=K − 1, · · · ,0, when yk+1, · · · ,yK and
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x are rational, by simple induction, the optimal solution to ϕ˜kM(y
k+1, · · · ,yK ,x) must be unique
and also rational.
To summarize, by replacing ϕk(·) with ϕ˜kM(·) (0 ≤ k ≤ K), we avoid multiplicity of optimal
solutions. The replacement is needed only when the optimal solution to the original SP is not
necessarily unique. For brevity, in our discussion below, we omit the difference between ϕk(·) and
ϕ˜kM(·), which by the design above, becomes negligible, and simply refer to IPk(·) (1≤ k ≤K) and
B(·) as unique targets set by the SP.
6. A Stochastic Tracking Problem
To build an asymptotic framework for performance evaluation of our inventory policy, in this section
we formulate a stochastic tracking model and develop several associated convergence results.
Let D(t) (t≥−L) be the same compound Poisson process as is defined in Section 2 that starts
at time −L. Similar to the definitions in (1) and (2), let D(t1, t2) and d(t) respectively denote
demand that arrives during the period (t1, t2] (−L≤ t1 < t2) and demand that arrives at the time
t (t≥−L). Let K be a set of indexes and {sl, l ∈K} be a set of constants defined on the set such
that
0≤ sl ≤L, l ∈K.
In the context of our ATO model, these constants correspond to lengths of various periods that
are defined by component lead times and are of particular interest in our asymptotic analysis.
We consider a family of target processes,{Tj(t), t≥ t0,j, 1≤ j ≤ n}. Each process is associated
with an index set Kj ⊂K and a starting time t0,j, such that
−L+ sl ≤ t0,j ≤ 0, l ∈Kj.
The target processes are Lipschitz continuous in the sense that
|Tj(t2)−Tj(t1)| ≤ gj
∑
l∈Kj
||D(t2− sl, t2)−D(t1− sl, t1)||1, t0,j ≤ t1 < t2, (60)
where gj (1≤ j ≤ n) are constants that are independent of t1 and t2.
Corresponding to each target process, we define a state-constrained target process,Wj(t) (t≥ t0,j,
1≤ j ≤ n), by the following construction:
W−j (t0,j) =W0,j,
Wj(t) =W−j (t)∨Tj(t) = Tj(t) +
(W−j (t)−Tj(t))+ , t≥ t0,j,
W−j (t) =Wj(t−)−Aj ·d(t), t > t0,j,
(61)
where W0,j are given constants and Aj are given vectors (1≤ j ≤ n).
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As a special case, we may consider a family of Lipschitz continuous functions:
fj(x1, · · · ,xkj ) : Rm×kj −→R, 1≤ j ≤ n.
Then
Tj(t)≡ fj(D(t− sj1 , t), · · · ,D(t− sjk , t)), {j1, · · · , jk} :=Kj, t≥ t0,j, (62)
is a family of aforementioned target processes. A family of state-constrained target processes,
{Wj(t), t≥ t0,j,1≤ j ≤ n}, can then by constructed by applying (61).
For asymptotic analysis, we introduce a family of systems indexed by L (L≥ 0). The Lth system
is associated with a compound Poisson demand process, D(L)(t) (t≥−L), with the arrival rate λ
and the size of demands, d(L)(t) (t≥−L), given by a sequence of i.i.d random vectors with generic
element S, where both λ and S are defined in Section 2.
Corresponding to {sl, l ∈K}, define {s(L)l , l ∈K} where
0≤ s(L)l ≤L,
and K and Kj (1≤ j ≤ n) remain the same for all systems in the family. Corresponding to t0,j, let
t
(L)
0,j be the starting time of process j in the L
th system where
−L+ s(L)l ≤ t(L)0,j ≤ 0, l ∈Kj,1≤ j ≤ n.
Define
sˆ
(L)
l =
s
(L)
l
L
(l ∈Kj) and tˆ(L)0,j =
t
(L)
0,j
L
, 1≤ j ≤ n.
Let D(L)(t1, t2) (−L≤ t1 < t2) be defined the same as in (1). Define
Dˆ(L)(t1, t2) =
D(L)(Lt1,Lt2)−L(t2− t1)µ√
L
, − 1≤ t1 < t2,
and dˆ(L)(t) =
d(L)(Lt)√
L
t≥−1.
(63)
The target and state-constrained target processes in the Lth system are specified as follows: let
{T (L)j (t), t≥ t(L)0,j ,1≤ j ≤ n} be a family of target processes that satisfy:
|T (L)j (t2)−T (L)j (t1)| ≤ gj
∑
l∈Kj
||D(L)(t2− s(L)l , t2)−D(L)(t1− s(L)l , t1)||1, t(L)0,j ≤ t1 < t2. (64)
Let {W(L)j (t), t≥ t(L)0,j ,1≤ j ≤ n} be the same as is defined in (61) with t(L)0,j in place of t0,j, T (L)j (t)
in place of Tj(t) (t≥ t(L)0,j ,1≤ j ≤ n). Define
Tˆ (L)j (t) =
T (L)j (Lt)√
L
, 1≤ j ≤ n, t≥ tˆ(L)0,j ,
Wˆ(L)j (t) =
W(L)j (Lt)√
L
, 1≤ j ≤ n, t≥ tˆ(L)0,j ,
(65)
30
as scaled versions of these two processes. Their initial difference is denoted by
Gˆ(L)0,j ≡
(
Tˆ (L)j (tˆ(L)0,j )−Wˆ(L)j (tˆ(L)0,j )
)+
.
We focus on a comparison of Tˆ (L)j (t) and Wˆ(L)j (t) (1≤ j ≤ n) for t≥ 0. The theorem below estab-
lishes that as L increases, their difference converges to zero on the diffusion scale.
Theorem 5 Suppose that, for L≥ 0,
lim
L→∞
E[Gˆ(L)0,j ] = 0, 1≤ j ≤m, (66)
and that Si has a finite moment of order 6 (1≤ i≤m). Then
lim
L→∞
E
[
sup
t≥0
{
Wˆ(L)j (t)− Tˆ (L)j (t)
}]
= 0. (67)
The following four lemmas underlie the proof of the theorem. The first two lemmas are restate-
ments of existing results in Reiman and Wang (2015), with minor changes of wording. The next
two lemmas are new and their proofs are in the Appendix.
Lemma 3 (Lemma 2 in Reiman and Wang (2015)) Under the assumption that S (the jump
size of the compound Poisson process) has a finite moment of order 2 + δ (δ > 0),
E
[
sup
0≤τ≤1
dˆ
(L)
i (τ)
]
≤ 3λ1/(2+δ)(1 + ηi)L−δ/(2(2+δ)), 1≤ i≤m, (68)
where ηi ≡E[S2+δi ].
Lemma 4 (Lemma 3 in Reiman and Wang (2015)) For any strictly positive constant κ,
E
[
sup
0≤τ≤L−1/4
|Dˆ(L)i (0, τ)|
]
≤ (1 +σ2ii)L−1/4 (69)
E
[
sup
L−1/4≤τ≤1
(|Dˆ(L)i (0, τ)| −
√
Lτκ)+
]
≤ σ
2
ii
κ
L−1/4. (70)
Lemma 5 (See the Appendix for the proof) Under the assumption that S (the jump size of
the compound Poisson process) has a finite moment of order 6,
lim
L→∞
E
[
sup
t≥0
(
|Dˆ(L)i (0, t)| −
√
Ltν
)+]
= 0, (71)
where ν can be any strictly positive constant.
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Lemma 6 (See the Appendix for the proof) Under the assumption that S (the jump size of
the compound Poisson process) has a finite moment of order 2 + δ (δ > 0),
lim
L→∞
E
[ ∞∑
τ=0
sup
0≤t<1
(
dˆ
(L)
i (t)−
√
Lντ
)+]
= 0, (72)
where ν can be any strictly positive constant.
Based on these lemmas, we prove the theorem by showing that there is uniform upper bound on
the expected value at the left-hand side on (67) and the bound converges to 0 as L increases.
Proof of Theorem 5: Choose any time t≥ 0 and j ∈ {1, · · · , n}. By construction, either
Wˆ(L)j (t) = Tˆ (L)j (t) or Wˆ(L)j (t)> Tˆ (L)j (t).
To prove (67), we only need to consider the latter case. Define
t˜(L) = sup
tˆ
(L)
0,j ≤τ≤t
{τ : Wˆ(L)j (τ) = Tˆ (L)j (τ)}
if the set on the right-hand side is nonempty. Otherwise, let t˜(L) = tˆ
(L)
0,j .
Observe that
Wˆ(L)j (t)− Tˆ (L)j (t) = (Wˆ(L)j (t)− Tˆ (L)j (t))1
{
t˜(L) = tˆ
(L)
0,j
}
+ (Wˆ(L)j (t)− Tˆ (L)j (t))1
{
t˜(L) > tˆ
(L)
0,j
}
. (73)
When t˜(L) = tˆ
(L)
0,j , Wˆ(L)j (τ)> Tˆ (L)j (τ) for all τ ∈ [tˆ(L)0,j , t]. Hence by (61),
Wˆ(L)j (t)−Wˆ(L)j (tˆ(L)0,j ) =−Aj ·
D(L)(Ltˆ
(L)
0,j ,Lt)√
L
=−Aj · (Dˆ(L)(tˆ(L)0,j , t) +
√
Lµ(t− tˆ(L)0,j )).
Let
ζj =
Aj ·µ
m(||Aj||∞+ 2gj|Kj|) .
Then ζj > 0 and for any t≥ 0,
Wˆ(L)j (t)− Tˆ (L)j (t) = (Wˆ(L)j (t)−Wˆ(L)j (tˆ(L)0,j ))− (Tˆ (L)j (t)− Tˆ (L)j (tˆ(L)0,j )) + Gˆ(L)0,j
≤ −Aj · (Dˆ(L)(tˆ(L)0,j , t) +
√
Lµ(t− tˆ(L)0,j ))
+gj
∑
l∈Kj
||Dˆ(L)(t− sˆ(L)l , t)− Dˆ(L)(tˆ(L)0,j − sˆ(L)l , tˆ(L)0,j )||1 + Gˆ(L)0,j
= −Aj · (Dˆ(L)(tˆ(L)0,j , t) +
√
Lµ(t− tˆ(L)0,j ))
+gj
∑
l∈Kj
||Dˆ(L)(tˆ(L)0,j , t)− Dˆ(L)(tˆ(L)0,j − sˆ(L)l , t− sˆ(L)l )||1 + Gˆ(L)0,j
≤ ||Aj||∞||Dˆ(L)(tˆ(L)0,j , t)||1−
√
LAj ·µ(t− tˆ(L)0,j )
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+gj
∑
l∈Kj
(||Dˆ(L)(tˆ(L)0,j , t)||1 + ||Dˆ(L)(tˆ(L)0,j − sˆ(L)l , t− sˆ(L)l )||1) + Gˆ(L)0,j
≤ (||Aj||∞+ gj|Kj|)
m∑
i=1
(|Dˆ(L)i (tˆ(L)0,j , t)| −
√
Lζj(t− tˆ(L)0,j ))+
+gj
∑
l∈Kj
m∑
i=1
(|Dˆ(L)i (tˆ(L)0,j − sˆ(L)l , t− sˆ(L)l )| −
√
Lζj(t− tˆ(L)0,j ))+ + Gˆ(L)0,j , (74)
where the first inequality comes from the Lipschitz continuity condition (60). Since D(L)(t) (t≥−L)
is a stationary process, for all t≥ 0 and i= 1, · · · ,m,(
|Dˆ(L)i (tˆ(L)0,j , t)| −
√
Lζj(t− tˆ(L)0,j )
)+
d
=
(
|Dˆ(L)i (tˆ(L)0,j − sˆ(L)l , t− sˆ(L)l )| −
√
Lζj(t− tˆ(L)0,j )
)+
d
=
(
|Dˆ(L)i (0, t− tˆ(L)0,j )| −
√
Lζj(t− tˆ(L)0,j )
)+
.
Since tˆ
(L)
0,j ∈ [−1,0], (74) and the above imply that
E
[
sup
t≥0
{
Wˆ(L)j (t)− Tˆ (L)j (t))1{t˜(L) = tˆ(L)0,j }
}]
≤ (||Aj||∞+ 2gj|Kj|)
m∑
i=1
E
[
sup
t≥0
sup
−1≤t′≤0
{
(|Dˆ(L)i (0, t− t′)| −
√
Lζj(t− t′))+
}]
+ E[Gˆ(L)0,j ]
≤ (||Aj||∞+ 2gj|Kj|)
m∑
i=1
E
[
sup
t≥0
{
(|Dˆ(L)i (0, t)| −
√
Lζjt)
+
}]
+ E[Gˆ(L)0,j ].
By the use of condition (66) and Lemma 5 (with ν = ζj),
lim
L→∞
E
[
sup
t≥0
{
(Wˆ(L)j (t)− Tˆ (L)j (t))1{t˜(L) = tˆ(L)0,j }
}]
= 0. (75)
When t˜(L) > tˆ
(L)
0,j ,
Wˆ(L)j (t˜(L)−) = Tˆ (L)j (t˜(L)−),
which implies that
Wˆ(L)j (t)− Tˆ (L)j (t) = Wˆ(L)j (t)− Tˆ (L)j (t)− [Wˆ(L)j (t˜(L)−)− Tˆ (L)j (t˜(L)−)]
= [Wˆ(L)j (t)−Wˆ(L)j (t˜(L))] + [Wˆ(L)j (t˜(L))−Wˆ(L)j (t˜(L)−)]
+[Tˆ (L)j (t˜(L)−)− Tˆ (L)j (t˜(L))] + [Tˆ (L)j (t˜(L))− Tˆ (L)j (t)]. (76)
Since Wˆ(L)j (τ)> Tˆ (L)j (τ) for all τ ∈ (t˜(L), t], following (61),
Wˆ(L)j (t) = Wˆ(L)j (t˜(L))−Aj · (Dˆ(L)(t˜(L), t) +
√
Lµ(t− t˜(L))).
Therefore
Wˆ(L)j (t)−Wˆ(L)j (t˜(L))≤ ||Aj||∞
m∑
i=1
|Dˆ(L)i (t˜(L), t)| −
√
L(t− t˜(L))Aj ·µ, (77)
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and
Wˆ(L)j (t˜(L))−Wˆ(L)j (t˜(L)−) =−Aj · dˆ(L)(t˜(L))≤ 0. (78)
For the last two terms on the right-hand side of (76), by Lipschitz continuity (60),
Tˆ (L)j (t˜(L)−)− Tˆ (L)j (t˜(L))≤ gj
∑
l∈Kj
(
||dˆ(L)(t˜(L)− sˆ(L)l )||1 + ||dˆ(L)(t˜(L))||1
)
= gj
m∑
i=1
∑
l∈Kj
(
|dˆ(L)i (t˜(L)− sˆ(L)l )|+ |dˆ(L)i (t˜(L))|
)
(79)
and
Tˆ (L)j (t˜(L))− Tˆ (L)j (t) ≤ gj
∑
l∈Kj
||Dˆ(L)(t− sˆ(L)l , t)− Dˆ(L)(t˜(L)− sˆ(L)l , t˜(L))||1
= gj
∑
l∈Kj
||Dˆ(L)(t˜(L), t)− Dˆ(L)(t˜(L)− sˆ(L)l , t− sˆ(L)l )||1
≤ gj
m∑
i=1
∑
l∈Kj
(
|Dˆ(L)i (t˜(L), t)|+ |Dˆ(L)i (t˜(L)− sˆ(L)l , t− sˆ(L)l )|
)
. (80)
Let
νj =
Aj ·µ
m(||Aj||∞+ 4gj|Kj|) .
Then from (76), (77), (78), (79), and (80),
E
[
sup
t≥0
{
Wˆ(L)j (t)− Tˆ (L)j (t)
}]
≤ ||Aj||∞
m∑
i=1
E
sup
t≥0
 sup
tˆ
(L)
0,j ≤t′≤t
(
|Dˆ(L)i (t′, t)| −
√
L(t− t′)νj
)+

+ gj
m∑
i=1
∑
l∈Kj
E
[
sup
t≥0
(
dˆ
(L)
i (t˜
(L)− sˆ(L)l )−
√
L(t− t˜(L))νj
)+]
+ gj
m∑
i=1
∑
l∈Kj
E
[
sup
t≥0
(
dˆ
(L)
i (t˜
(L))−
√
L(t− t˜(L))νj
)+]
+ gj|Kj|
m∑
i=1
E
sup
t≥0
 sup
tˆ
(L)
0,j ≤t′≤t
(
|Dˆ(L)i (t′, t)| −
√
L(t− t′)νj
)+

+ gj
m∑
i=1
∑
l∈Kj
E
sup
t≥0
 sup
tˆ
(L)
0,j ≤t′≤t
(
|Dˆ(L)i (t′− sˆ(L)l , t− sˆ(L)l )| −
√
L(t− t′)νj
)+
 (81)
Since D(L)(t) (t≥−L) is a stationary process,
Dˆ
(L)
i (t
′, t)
d
= Dˆ
(L)
i (t
′− sˆ(L)l , t− sˆ(L)l ) d= Dˆ(L)i (0, t− t′), tˆ(L)0,j ≤ t′ ≤ t, l ∈Kj,1≤ i≤m.
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(Dˆ
(L)
i (t
′− sˆ(L)l , t− sˆ(L)l ) (1≤ i≤m) is well defined since −1 + sˆ(L)l ≤ tˆ(L)0,j for all l ∈Kj. Therefore
E
sup
t≥0
 sup
tˆ
(L)
0,j ≤t′≤t
(
|Dˆ(L)i (t′− sˆ(L)l , t− sˆ(L)l )| −
√
L(t− t′)νj
)+

= E
sup
t≥0
 sup
tˆ
(L)
0,j ≤t′≤t
(
|Dˆ(L)i (t′, t)| −
√
L(t− t′)νj
)+

= E
[
sup
t≥0
{
sup
t−t′≥0
(
|Dˆ(L)i (0, t− t′)| −
√
L(t− t′)νj
)+}]
= E
[
sup
t≥0
(
|Dˆ(L)i (0, t)| −
√
Ltνj
)+]
. (82)
Moreover, since tˆ
(L)
0,j ≤ t˜(L) ≤ t, −1≤ tˆ(L)0,j ≤ 0, and 0≤ sˆ(L)l ≤ 1 + tˆ(L)0,j ,
E
[
sup
t≥0
(
dˆ
(L)
i (t˜
(L)− sˆ(L)l )−
√
L(t− t˜(L))νj
)+]
= E
[
sup
t≥0
t−1∑
τ=−1
{(
dˆ
(L)
i (t˜
(L)− sˆ(L)l )−
√
L(t− t˜(L))νj
)+
1
{
τ ∨ (−1 + sˆ(L)l )≤ t˜(L) < τ + 1
}}]
≤ E
[
sup
t≥0
t−1∑
τ=−1
sup
τ≤t′<τ+1
(
dˆ
(L)
i (t
′)−
√
Lνj(t− t′)
)+]
≤ E
[
sup
t≥0
t∑
τ=0
sup
0≤t′<1
(
dˆ
(L)
i (t
′)−
√
Lνjτ
)+]
= E
[ ∞∑
τ=0
sup
0≤t<1
(
dˆ
(L)
i (t)−
√
Lνjτ
)+]
, (83)
where both inequalities follows from the fact that dˆ
(L)
i (t) (t≥−1) are i.i.d. For the same reason,
E
[
sup
t≥0
(
dˆ
(L)
i (t˜
(L))−
√
L(t− t˜(L))νj
)+]
≤E
[ ∞∑
τ=0
sup
0≤t<1
(
dˆ
(L)
i (t)−
√
Lνjτ
)+]
. (84)
In light of (76) and (81), apply Lemma 5 to (82) and Lemma 6 to (83) and (84),
lim
L→∞
E
[
sup
t≥1
(Wˆ(L)j (t)− Tˆ (L)j (t))1
{
t˜(L) > tˆ
(L)
0,j
}]
= 0,
which, together with (75), completes the proof of the theorem. 
7. Performance Analysis in the Asymptotic Regime
We have shown in Section 5.3 that the average inventory cost reaches its lower bound if inventory
positions are kept at IPk(t) (t ≥ −Lk, 1 ≤ k ≤ K) and backlog levels are kept at B∗(t) (t ≥ 0).
To evaluate the performance of our policy, we conduct an asymptotic analysis to compare actual
inventory positions and backlog levels with these targets. In Section 7.1, we show that these com-
parisons can be reduced to the aforementioned stochastic tracking model. We then apply relevant
results to prove asymptotic optimality of our policy in Section 7.2.
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7.1. Target and Actual Processes
We start with inventory positions. For components with the longest lead time LK , a constant
base stock policy suffices to keep their inventory positions at IPK(t), which is a constant. For
other components j with Lkj < LK , we show below that the pair of target and actual inventory
positions, {IPj(t), IPj(t), t ≥ 0}, is an instance of target and state-constrained target processes
{Tj(t),Wj(t), t≥ 0} defined in the stochastic tracking problem.
Following discussions in Section 5.4, for each j = 1, · · · , n, we make Yj(t) a unique solution to the
appropriate optimization problem, so by Theorem 4, it is Lipschitz continuous in Yl(t−Lkl +Lkj )
for all l where kj < kl ≤K, and D(t− (LK − Lkj ), t). When kj = K, Yj(t) (n¯K−1 < j ≤ n¯K) are
constants. When kj <K, apply Theorem 4 recursively to k=K − 1, · · ·kj and observe that
D(t− (LK −Lkj ), t− (Lk−Lkj )) = D(t− (LK −Lkj ), t)−D(t− (Lk−Lkj ), t), kj ≤ k <K,
so that Yj(t), and thus by (41), IPj(t), is Lipschitz continuous with respect to
D(t− (Lk−Lkj ), t), kj <k≤K.
For each k (1≤ k≤K), let
Sk = {sl : where sl =Ll−Lk,0≤ k < l≤K}, (85)
and Kj = {kj + 1, · · · ,K} be the set of indexes of values in set Skj (1≤ j ≤ n). Observe that Kj are
identical for all j ∈ {n¯k−1 + 1, · · · , n¯k} (1≤ k ≤K). Let S be the union of all Sk (1≤ k ≤K) and
K be the union of all Kj (1≤ j ≤ n). Let L= LK and t0,j =−Lkj . Then IPj(t) satisfies (60), i.e.,
there exists constants gj such that for any t0,j ≤ t1 < t2,
|IPj(t2)− IPj(t1)| ≤ gj
∑
l∈Kj
||D(t2− sl, t2)−D(t1− sl, t1)||1. (86)
Therefore for each j = 1, · · · , n, IPj(t) (t≥ t0,j) is an instance of the target process.
At each t > t0,j, by (7) and (44), the component’s inventory positions before and after the
replenishment decision are respectively
IP−j (t) = IPj(t
−)−Aj ·d(t) and IPj(t) = IP−j (t)∨ IPj(t).
So IPj(t) is an instance of the state-constrained target process with the initial time t0,j.
The analysis of the backlog process is more involved. Recall from Section 5.1 that backlog targets
B(t) (t≥ 0) are determined by solving (45) with Qj(t) (1≤ j ≤ n,t≥ 0) (defined in (10)) as inputs.
Following the discussion in Section 5.3, when inventory positions IPj(t) are kept at their target
levels IPj(t) (1 ≤ j ≤ n), then Qj(t) = Qj(t) (1 ≤ j ≤ n), so B(t) = B∗(t), where the latter values
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are backlog levels set by the SP for reaching the cost lower bound. However, since it is generally
not feasible to keep the actual inventory positions at their target levels, there is no guarantee that
B(t) will always coincide with B∗(t).
Moreover, for each i= 1, · · · ,m, (Bi(t),Bi(t), t≥ 0) does not map directly into the target and
state-constrained target processes in the stochastic tracking problem. By (10) and (45), for each
component j = 1, · · · , n,
AjB(t)≥Qj(t) =AjB(t)− Ij(t),
so there can be a time t (e.g., when Ij(t) = 0) when the actual backlog levels Bi(t) are strictly
higher than Bi(t) for some i and strictly lower than others. In contrast, in the stochastic tracking
model, the level of the state-constrained target process never falls below the target level.
To address this complexity, we define the following auxiliary backlog processes that start from
t=LK :
B∗0,i =B∗i (LK), B∗−i (t) =B∗i (t−) + di(t), and B∗i (t) =B∗−i (t)∧B∗i (t), 1≤ i≤m. (87)
For each i= 1, · · · ,m, the application of Hoffman’s Lemma to (45) indicates that B∗i (t) is Lipschitz
continuous with respect toQj(t) (1≤ j ≤ n). Therefore, by (54) and (86),−B∗i (t) satisfies (60) under
proper choices of constants g′i and sl, and thus is an instance of a target process in the stochastic
tracking problem. By inserting negative signs and replacing ∧ with ∨ in (87), {−B∗i (t),−B∗i (t)}, t≥
LK is a pair of target and state-constrained target processes (with the starting time shifted to LK).
For i= 1, · · · ,m, we compare Bi(t) with B∗i (t) in our asymptotic analysis. We show that their
difference is bounded by the difference between B∗i (t) and Bi(t) and the difference between B∗i (t)
and B∗i (t). Hoffman’s Lemma indicates that the former difference is negligible on the diffusion
scale. Theorem 5 implies the same applies to the latter.
7.2. Asymptotic Analysis of ATO Systems
7.2.1. Problem Setup We introduce a family of systems indexed by L. Let L
(L)
k be the lead
time of components n¯k−1 + 1, · · · , n¯k (1≤ k≤K) in the Lth system. We assume that
0 =L
(L)
0 <L
(L)
1 <L
(L)
2 < · · ·<L(L)K =L.
Thus systems are indexed by their longest lead times. Let
Lˆ
(L)
k =
L
(L)
k
L
, and thus 0≤ Lˆ(L)k ≤ 1, 0≤ k≤K.
Let sˆ
(L)
l (l ∈K) be defined the same as sl in (85) with Lˆ(L)k in place of Lk (0≤ k≤K).
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Following the initial condition specified in Section 2, the Lth system starts empty from time −L.
The demand process D(L)(t) begins at time −L with d(L)(t) the demand at time t (t≥−L). Let
Dˆ(L)(t1, t2) (−1≤ t1 < t2) and dˆ(L)(t) (t≥−1) be the scaled values defined in (63).
In the Lth system, replenishment of components with lead time L
(L)
k begins at time−L(L)k (1≤ k≤
K). Let Y(L)j (t) (1≤ j ≤ n) be the optimal solution to ϕkj (ykj+1, · · · ,yK ,x) at time t (t≥−L(L)kj ),
using
yk =Y(L)(t− (L(L)k −L(L)kj )) (kj <k≤K) and x = D(L)(t− (L−L
(L)
kj
), t), (88)
as inputs (t≥−L(L)kj ). For j = 1, · · · , n, let
Yˆ(L)j (t)≡
Y(L)j (Lt)√
L
and ∆Yˆ
(L)
j (t) = Yˆ
(L)
j (t)−
√
LAj ·µ, t≥−Lˆ(L)kj . (89)
Observe from the formulation in (16) that with demand inputs centered and scaled,
∆Yˆ
(L)
j (t) = Yˆ
(L)
j (t)−
√
LAj ·µ, n¯kj−1 < j ≤ n¯kj
is an optimal solution to ϕkj (ykj+1, · · · ,yK ,x) with
x = Dˆ(L)(t+ Lˆ
(L)
kj
− 1, t), (90)
yk = (∆Yˆ
(L)
n¯k−1+1(t+ Lˆ
(L)
kj
− Lˆ(L)k ), · · · ,∆Yˆ (L)n¯k (t+ Lˆ(L)kj − Lˆ
(L)
k )), kj <k≤K. (91)
The following property applies to this solution.
Lemma 7 (See the Appendix for the proof) Let ν be any strictly positive constant. Then
lim
L→∞
E[(−∆Yˆ (L)j −
√
Lν)+] = 0. (92)
Let IP(L)j (t) be the inventory position targets set by Y
(L)
j (t), and IP
(L)
j (t) be the actual inventory
positions at time t (t≥−L(L)kj , 1≤ j ≤ n). Define
ÎP
(L)
j (t)≡
IP(L)j (Lt)√
L
, and ÎP
(L)
j (t)≡
IP
(L)
j (Lt)√
L
, t≥−Lˆ(L)kj , 1≤ j ≤ n.
The actual and target component balances at time t (t≥ 0)are given by
Q
(L)
j (t) = Aj ·D(L)(t−L(L)kj , t)− IP
(L)
j (t−L(L)kj ),
and Q(L)j (t) = Aj ·D(L)(t−L(L)kj , t)− IP
(L)
j (t−L(L)kj ), 1≤ j ≤ n.
(93)
For all t≥ 0, Q(L)j (t) (1≤ j ≤ n) are used in (45) to set B(L)i (t) (1≤ i≤m), the actual targets on
backlog levels in the ATO system, and Q(L)j (t) (1≤ j ≤ n) are used in the same minimization to
determine B∗(L)i (t) (1≤ i≤m), the ideal backlog levels for reaching the cost lower bound.
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Define
Qˆ
(L)
j (t) =
Q
(L)
j (Lt)√
L
, t≥ 0, 1≤ j ≤ n.
It will be usefult to observe that, by (93),
Qˆ
(L)
j (t) = Aj · (
√
LLˆ
(L)
kj
µ+ Dˆ(L)(t− Lˆ(L)kj , t))− ÎP
(L)
j (t− Lˆ(L)kj )
≤Aj · (
√
LLˆ
(L)
kj
µ+ Dˆ(L)(t− Lˆ(L)kj , t))− ÎP
(L)
j (t− Lˆ(L)kj )
= Aj · (
√
Lµ+ Dˆ(L)(t− 1, t))− Yˆ(L)j (t− Lˆ(L)kj )
= Aj · Dˆ(L)(t− 1, t)−∆Yˆ (L)j (t− Lˆ(L)kj ),
(94)
where the inequality follows from that under our policy, the actual inventory position never falls
below its target.
For i= 1, · · · ,m, let
Bˆ(L)i (t) =
B(L)i (Lt)√
L
, Bˆ∗(L)i (t) =
B∗(L)i (Lt)√
L
, Bˆ
(L)
i (t) =−Bˆ(L)i (t), Bˆ
∗(L)
i (t) =−Bˆ∗(L)i (t), t≥ 0,
Bˆ
(L)
i (t)≡
B
(L)
i (Lt)√
L
, Bˆ
(L)
i (t) =−Bˆ(L)i (t), t≥ 0,
and Bˆ
∗(L)
i (t)≡
B
∗(L)
i (Lt)√
L
, Bˆ
∗(L)
i (t) =−Bˆ∗(L)i (t), t≥ 1.
Based on the above and following the specification of B∗(L)i (t) and B
∗(L)
i (t) (t ≥ L) in Section
7.1, for each i= 1, · · · ,m, {−Bˆ∗(L)i (t),−Bˆ∗(L)i (t)} (t≥ 1) is a pair of target and state-constrained
target processes. By construction,
|Bˆ∗(L)i (1)− Bˆ∗(L)i (1)|= 0,
so applying Theorem 5,
lim
L→∞
E
[
sup
t≥1
|Bˆ∗(L)i (t)− Bˆ∗(L)i (t)|
]
= 0, 1≤ i≤m. (95)
Let C(L)(t) be the expected total inventory cost at time t. The long run average cost is
C(L) = lim sup
T→∞
1
T
∫ T+2L
2L
C(L)(t)dt.
Define
Cˆ(L)(t) = C
(L)(Lt)√
L
, t≥ 2, and Cˆ(L) ≡ C
(L)
√
L
.
Applying (52) to the Lth system,
Cˆ(L)(t) =
n∑
j=1
hj
(
E[ÎP
(L)
j (t− Lˆ(L)kj )]−Aj ·
(√
LLˆ
(L)
kj
µ+ E[Dˆ(L)(t− Lˆ(L)kj , t)]
))
+
m∑
i=1
ciE[Bˆ
(L)
i (t)].
(96)
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Let C(L) be the SP lower bound in the Lth system and define
Cˆ
(L) ≡ C
(L)
√
L
.
Applying (19) to the Lth system,
Cˆ
(L)
=
n∑
j=1
hj
(
E[yˆ
∗(L)
j ]−Aj ·E[D¯(L)]
)
+
m∑
i=1
ciE[Bˆ
∗(L)
i ], (97)
where {yˆ∗(L)j , 1≤ j ≤ n; Bˆ∗(L)i ,1≤ i≤m} are optimal solutions of SP (16) with inputs
Dk
d
= Dˆ(L)(t− Lˆ(L)k , t− Lˆ(L)k−1), 1≤ k≤K, t≥ 0,
D¯
d
= Dˆ(L)(t− 1, t), t≥ 0.
The objective of our asymptotic analysis is to show that Cˆ(L) − Cˆ(L) converges to zero, so our
inventory policy is asymptotically optimal on the diffusion scale.
7.2.2. Asymptotic Optimality Applying the same development in Section 5.3 to system L,
Cˆ(L)− Cˆ(L) = limsup
T→∞
1
T
∫ T+2
2
(
Cˆ(L)(t)− Cˆ(L)
)
dt
= limsup
T→∞
1
T
∫ T+2
2
n∑
j=1
hj
(
E
[
ÎP
(L)
j (t− Lˆ(L)kj )
]
−E
[
ÎP
(L)
j (t− Lˆ(L)kj )
])
dt
+limsup
T→∞
1
T
∫ T+2
2
m∑
i=1
bi
(
E
[
Bˆ
(L)
i (t)
]
−E
[
Bˆ∗(L)i (t)
])
dt
≤
∑
j=1
hj sup
t≥0
∣∣∣∣E[ÎP (L)j (t)− ÎP(L)j (t)]∣∣∣∣+ m∑
i=1
bi sup
t≥2
∣∣∣E[Bˆ(L)i (t)− Bˆ∗(L)i (t)]∣∣∣ . (98)
The following two corollaries to Theorem 5 underly Theorem 6, which concludes that our policy
is asymptotically optimal on the diffusion scale.
Corollary 1 (See the Appendix for the Proof) For all j = 1, · · · , n, define
Gˆ(L)0,j = ÎP
(L)
j (−Lˆ(L)kj )− ÎP
(L)
j (−Lˆ(L)kj ).
Then
lim
L→∞
E
[
Gˆ(L)0,j
]
= 0, (99)
and therefore
lim
L→∞
E
[
sup
t≥0
{
ÎP
(L)
j (t)− ÎP
(L)
j (t)
}]
= 0. (100)
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The corollary has the following implications for backlog targets B(L)i (t) and B
∗(L)
i (t) (1≤ i≤m):
since both are Lipschitz continuous in their respective inputs, IP
(L)
j (t) and IP
(L)
j (t) (t ≥ −L(L)kj ,
1≤ j ≤ n), where the Lipschitz constants depend only on by A and c, under the aforementioned
scaling, there exists g′i such that
lim
L→∞
E
[
sup
t≥1
∣∣∣Bˆ(L)i (t)− Bˆ∗(L)i (t)∣∣∣] ≤ lim
L→∞
E
[
sup
t≥1
g′i
n∑
j=1
∣∣∣∣ÎP (L)j (t− Lˆ(L)kj )− ÎP(L)j (t− Lˆ(L)kj )∣∣∣∣
]
≤ g′i lim
L→∞
n∑
j=1
E
[
sup
t≥0
∣∣∣∣ÎP (L)j (t)− ÎP(L)j (t)∣∣∣∣]
= 0. (101)
More than convergence of the two targets, our next corollary shows that the difference between
the actual backlog levels and these targets are also negligible on the diffusion scale.
Corollary 2 (See the Appendix for the Proof) For all i= 1, · · · ,m,
lim
L→∞
sup
t≥2
∣∣∣E[Bˆ(L)i (t)]−E[Bˆ∗(L)i (t)]∣∣∣= 0. (102)
.
With the corollaries in place, we now present our final conclusion as follows:
Theorem 6 In a family of systems indexed by their longest lead time L,
lim
L→∞
{
Cˆ(L)− Cˆ(L)
}
= 0. (103)
which implies that
lim
L→∞
C(L)−C(L)min
C(L)min
= 0. (104)
where C(L)min is the minimum long-run average expected total inventory cost of system L.
Proof of Theorem 6: Applying Corollaries 1 and 2 to (98) directly leads to (103).
To prove (104), consider the following SP
ϕK
′ ≡ min
yK
{
hK ·yK + E[ϕ0(yK , D¯)]}
where ϕ0(yK ,x) = −max
z
{
c′ · z|AKz≤ yK ,z≤ x} ,
where D¯ is the same random vector defined in (3), and
c′ = c−
∑
j:kj<K
hjAj.
41
Let {y∗j ,1≤ j ≤ n; z∗} be the optimal solution of ϕK defined in (16). Then {y∗j , n¯K−1 < j ≤ n; z∗}
is a feasible solution of ϕK
′
. Therefore,
ϕK −ϕK′ ≥
∑
j:kj<K
hjE[y
∗
j ]−
∑
j:kj<k
hjAj ·E[z∗] =
∑
j:kj<K
hjE[(y
∗
j −Aj · z∗)]≥ 0.
Let
C ′ ≡ϕK′ + b ·E[D].
Then
C ′ ≤ϕK + b ·E[D] =C.
As is defined in (16) in [26], C ′ is the lower bound on the inventory cost of ATO systems that use
components with the same lead time LK , j = n¯K−1 +1, · · · , n. It is easy to see that C ′ > 0: the cost
would be lower if we set the backlog cost of all but one product to zero, and all inventory holding
costs except for the cost of a component required by that product to zero. That lower value is the
optimal cost of a newsvendor model with a random demand and thus strictly positive.
Applying the above argument to the Lth system,
C ′(L) ≤C(L) ≤C(L)min,
where as the minimum cost of all feasible policies, C(L)min is subject to the lower bound C(L). As is
shown in Reiman and Wang (2015) (see the statement above (31) in their paper and the proof of
their Theorem 3), as L increases, L−1/2C ′(L) converges to a finite positive value. Therefore,
lim
L→∞
C(L)−C(L)min
C(L)min
≤ lim
L→∞
C(L)−C(L)
C(L)min
≤ lim
L→∞
(
Cˆ(L)− Cˆ(L)
) √L
C ′(L)
= 0,
which proves (104). 
8. Numerical Results
We evaluate the performance of our policy by simulating its application to the examples of ATO
systems shown in Figure 1. Each system features two distinct lead times. We vary cost parameters
and lead times to generate various cases. For all cases the demand for products consists of inde-
pendent Poisson processes, with the arrival rate of demand for product i denoted by λi. In each
case, C is the SP lower bound, Cs is the average inventory cost determined by the simulation, and
the following optimality gap
∆ =
Cs−C
C
serves as the performance metric of our policy.
For each case, we carry out 30 simulation runs. Depending on the lead times, the length of each
run ranges from 150,000 to 600,000 time units, ensuring that it is at least 1250 times of the longer
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Table 1 Optimality gaps: W system, component 0 has the shorter lead time,h0 = 1,λ1 = λ2 = 25
case no. h1 h2 b1 b2 Optimality Gap (L1: component 0, L2: components 1 and 2)
L1 = 1 L1 = 5 L1 = 10 L1 = 20 L1 = 40 L1 = 80 L1 = 160
L2 = 1.5 L2 = 7.5 L2 = 15 L2 = 30 L2 = 60 L2 = 120 L2 = 240
1 1 1 4 4 0.03% * 0.14% * 0.04% * - - - -
2 0.2 0.2 2.4 2.4 0.01% * 0.04% * 0.08% * - - - -
3 1 5 10 6 0.10% * 0.07% * 0.19% * - - - -
4 5 5 12 12 0.05% 0.01% * 0.00% * - - - -
5 0.2 1 6 4 0.56% 0.12% * 0.24% * - - - -
6 0.2 0.2 2.4 1.2 3.51% 1.92% 1.34% 0.83% - - -
7 1 1 4 2 1.04% 0.68% 0.49% - - - -
8 5 5 12 6 0.13% 0.08% 0.04% * - - - -
9 1 0.2 4 2.4 2.20% 1.03% 0.79% - - - -
10 0.2 0.2 6 2 3.41% 1.63% 1.22% 0.87% - - -
11 1 1 10 4 2.07% 1.24% 0.76% - - - -
12 5 5 30 12 0.40% 0.12% * 0.04% * - - - -
13 0.2 0.2 6 2.4 5.47% 2.89% 2.03% 1.56% 1.03% - -
14 1 0.2 4 1.2 5.85% 2.98% 2.07% 1.45% 0.98% - -
15 0.2 0.2 6 1.2 14.36% 7.17% 5.34% 3.75% 2.48% 1.92% 1.37%
16 1 1 10 2 5.20% 2.55% 2.12% 1.45% 0.86% - -
17 5 1 12 4 1.45% 1.09% 0.72% - - - -
18 5 5 30 6 0.84% 0.32% 0.23% - - - -
19 1 0.2 10 2.4 7.10% 3.73% 2.79% 2.04% 1.52% 1.01% -
20 5 1 12 2 3.12% 1.63% 1.15% 0.78% - - -
21 1 0.2 10 1.2 14.85% 7.98% 5.47% 4.08% 2.88% 2.17% 1.36%
22 5 0.2 12 2.4 4.65% 2.45% 1.83% 1.35% 0.87% - -
23 5 1 30 4 4.21% 2.21% 1.47% 1.30% 0.75% - -
24 5 0.2 12 1.2 9.03% 4.48% 3.53% 2.51% 1.78% 1.26% -
25 5 1 30 2 7.79% 3.81% 3.08% 2.06% 1.59% 1.05% -
26 5 0.2 30 2.4 9.65% 5.24% 3.91% 2.76% 1.89% 1.38% -
27 5 0.2 30 1.2 17.01% 8.65% 6.47% 4.53% 2.92% 2.30% 1.55%
lead time. The first one-tenth of the simulation time is for warm-up. Values presented below are
summaries of outputs from the remaining periods, averaged over the 30 simulation runs.
We first consider the W system, using 27 parameter sets given in [6] (Section 4.1). The inventory
holding cost of the common component, h0, is normalized to unity and demand arrival rates are
kept at λ1 = λ2 = 25. Values of h1, h2, b1, and b2, which are shown in the tables below, are chosen
to cover a wide range of cost relationships. Components 1 and 2 have the same lead time, which
differs from that of component 0.
Table 1 shows optimality gaps when component 0 has the shorter lead time. Entries marked by *
correspond to cases where the SP solution is within the 95% confidence interval (CI) of the average
cost estimated by 30 simulation runs. In these cases, the difference between the inventory cost under
our policy and its lower bound is not statistically significant. In all other cases, the optimality gap
decreases as the lead times increase, consistent with the trend predicted by Theorem 6 above. The
optimality gaps fall to a level that is close to or below 1% in many cases when (L1,L2) = (20,30),
and in a majority of cases when (L1,L2) = (40,60). We stop running simulations for these cases
with longer lead times (as indicated by “-” in the table). In a few cases, the optimality gap stays
significantly above 1% in all simulations, but nevertheless, still follows a clear pattern of converging
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Table 2 Optimality gaps: W system, component 0 has the longer lead time, h0 = 1,λ1 = λ2 = 25
case no. h1 h2 b1 b2 Optimality Gap (L1: components 1 and 2, L2: component 0)
L1 = 1 L1 = 5 L1 = 10 L1 = 20 L1 = 40 L1 = 80 L1 = 160
L2 = 1.5 L2 = 7.5 L2 = 15 L2 = 30 L2 = 60 L2 = 120 L2 = 240
1 1 1 4 4 0.16% 0.08% * 0.08% * - - - -
2 0.2 0.2 2.4 2.4 0.11% * 0.05% * 0.11% * - - - -
3 1 5 10 6 0.30% 0.10% * 0.15% * - - - -
4 5 5 12 12 0.34% 0.11% * 0.14% - - - -
5 0.2 1 6 4 0.78% 0.31% 0.20% - - - -
6 0.2 0.2 2.4 1.2 3.46% 2.04% 1.28% 0.94% - - -
7 1 1 4 2 1.65% 0.72% 0.43% - - - -
8 5 5 12 6 0.94% 0.42% 0.13% - - - -
9 1 0.2 4 2.4 2.72% 1.25% 0.95% - - - -
10 0.2 0.2 6 2 3.97% 1.88% 1.39% 0.92% - - -
11 1 1 10 4 2.63% 1.38% 0.97% - - - -
12 5 5 30 12 0.96% 0.37% 0.33% - - - -
13 0.2 0.2 6 2.4 5.76% 2.77% 1.97% 1.52% 1.00% 0.53% -
14 1 0.2 4 1.2 7.74% 3.61% 2.74% 2.04% 1.33% 0.97% -
15 0.2 0.2 6 1.2 14.47% 7.29% 5.07% 3.67% 2.67% 2.04% 1.50%
16 1 1 10 2 6.56% 3.19% 2.55% 1.81% 1.41% 0.95% -
17 5 1 12 4 2.79% 1.55% 1.17% 0.86% - - -
18 5 5 30 6 2.23% 1.11% 0.69% - - - -
19 1 0.2 10 2.4 8.78% 4.54% 3.33% 2.46% 1.60% 1.10% 0.77%
20 5 1 12 2 5.73% 3.19% 2.32% 1.58% 1.15% 0.83% -
21 1 0.2 10 1.2 17.04% 8.88% 6.77% 4.87% 3.35% 2.79% 1.95%
22 5 0.2 12 2.4 7.43% 3.71% 2.72% 1.97% 1.33% 0.87% -
23 5 1 30 4 6.32% 3.49% 2.44% 1.57% 1.19% 0.77% -
24 5 0.2 12 1.2 13.02% 6.64% 4.99% 3.60% 2.62% 1.75% 1.31%
25 5 1 30 2 10.83% 5.87% 4.17% 2.98% 2.21% 1.64% 0.86%
26 5 0.2 30 2.4 13.29% 6.75% 5.02% 3.67% 2.59% 1.97% 1.03%
27 5 0.2 30 1.2 24.68% 12.13% 8.52% 6.00% 4.39% 3.09% 1.98%
to 0. These cases (e.g., 15, 21, 27) are normally associated with a high c1/c2 ratio. Discussions in
Section 4.2 in [6] explain why the gap tends to be larger under these parameter values, for systems
with identical lead times. The same intuition applies here for systems with non-identical lead times.
In Table 2, we use the same parameter set but let the common component have the longer
lead time and the other two components have the same shorter lead time. Like results in Table
1, it is evident that in each case, the optimality gap converges to zero as the lead time increases.
Nevertheless, these gaps are generally larger here. For instance, when (L1,L2) = (160,240), the gap
is close to 2% in cases 21 and 27. We have additional runs for these two cases with (L1,L2) =
(320,480) and found the gap drops to 1.03% and 1.26% respectively.
It is interesting to focus on the first four cases where c1 = c2. In Table 1, the SP lower bound
is within the 95% CI except for case 4 when (L1,L2) = (1,1.5). A further calculation shows that
this bound is within the (wider) 99.9% CI. In Table 2, the SP lower bound is outside the 95%
CI in cases 1, 3, and 4 when (L1,L2) = (1,1.5). Further calculations show that in cases 3 and 4,
the SP lower bound is also outside the 99.9% CI. Comparing the sample mean of the average cost
obtained from the simulation with the lower bound, the t-value is 4.69 for case 3 and 6.48 for case
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4. Given that the sample size is 30, these values suggest that the inventory cost in both cases is
significantly higher than the lower bound (with α< 0.0005).
The observation is consistent with Theorem 4 in [25], which concludes that in W systems with
c1 = c2, the SP lower bound is reachable when the common component has the shorter lead time.
However, the conclusion does not extend to W systems in which the common component has the
longer lead time. Below we use a special case of the W system, the N system shown in Figure 1,
to explain this subtlety.
When c1 = c2, serving a unit of either product 1 or 2 removes the same amount of inventory cost
from the system. Thus the optimal allocation outcome prescribed by the SP solution is trivially
attainable. However, when the common component has the longer lead time, it may not be possible
to meet the SP-based inventory position target of the other component for all time. To see this
point, consider a time t when a large batch of demand for product 1 has just arrived, exhausting
all inventory of component 0, both on-hand and in-transit at the moment.
When component 0 has the longer lead time, any new order of it will not arrive until t+ L2,
which means that its net inventory level at t+L1 is non-positive. Correspondingly at time t, the
inventory position target of component 1, constrained by the availability of component 0 at t+L1,
will be set at a non-positive level. The system may not be able to meet this target because the
actual inventory position is affected by previous ordering decisions, and therefore can be positive
at t even without ordering any new unit. Reducing it to a non-positive level requires removing
existing units, which is not feasible.
This situation does not happen when component 0 has the shorter lead time. In this case, the
SP sets a constant inventory position target for component 1, which is always met (excluding the
initial period) under a constant base stock policy. Any usage of component 1 is accompanied by
the usage of component 0 by the same amount. Therefore, when the inventory position target of
component 0 needs to be reduced because of the lack of component 1 within the next (shorter)
lead time, its actual inventory position is also at a lowered level, which allows the target to be met
without removing any unit from the system.
The impact of this difference on the optimality gap is shown by a few examples in Table 3. The
first three columns give cost parameters. For each example, we compare the SP lower bound with
the average cost from 100 simulation runs. Results in columns 4, 5, 6 are from examples in which
component 0 has the longer lead time. In each example, the SP lower bound is strictly below the
lower end of the 99.9% CI of the average cost. Comparing the sample mean of the latter cost with
the lower bound, the t-values are 25.08, 16.81, and 33.30 in these three cases, so the optimality
gap is strictly positive at exceedingly high significance levels. Results in columns 7, 8, 9 are from
examples in which component 0 has the shorter lead time. In all examples, the SP lower bound is
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Table 3 Optimality gaps: N-system with symmetric costs (h0 = 1, L1 = 1, L2 = 1.5, λ1 = λ2 = 5)
L1: component 1 L1: component 0
h1 b1 b2 L2: component 0 L2: component 1
lower bound average 99.9 %CI lower bound average 95% CI
0.1 0.4 0.5 21.38 21.56 [21.54,21.59] 18.95 18.95 [18.94,18.97]
0.1 0.7 0. 8 28.82 29.00 [28.96,29.04] 25.26 25.27 [25.25,25.29]
1 1 2 51.38 51.98 [51.91,52.04] 49.24 49.25 [49.23,49.28]
Table 4 Optimality gaps: M system, component 1 has the shorter lead time, h1 = h2 = 1,λ0 = 25,λ1 = λ2 = 50
lead time A B C D
b0 = 8 b0 = 3 b0 = 2 b0 = 1
L1:component 1 b1 = 3.5 b1 = 2.5 b1 = 3.5 b1 = 8
L2:component 2 b2 = 1 b2 = 1 b2 = 1 b2 = 3
L1 = 1 L2 = 1.5 10.03% 4.60% 5.72% 23.20%
L1 = 5 L2 = 7.5 4.82% 2.30% 2.87% 11.27%
L1 = 10 L2 = 15 3.29% 1.72% 2.07% 8.18%
L1 = 20 L2 = 30 2.32% 1.17% 1.44% 6.13%
L1 = 40 L2 = 60 1.75% - 1.00% 4.45%
L1 = 80 L2 = 120 1.37% - - 3.20%
Table 5 Optimality gaps: M system, component 2 has the shorter lead time, h1 = h2 = 1, λ0 = 25, λ1 = λ2 = 50
lead time A B C D
b0 = 8 b0 = 3 b0 = 2 b0 = 1
L1:component 2 b1 = 3.5 b1 = 2.5 b1 = 3.5 b1 = 8
L2:component 1 b2 = 1 b2 = 1 b2 = 1 b2 = 3
L1 = 1 L2 = 1.5 9.07% 4.20% 5.20% 22.48%
L1 = 5 L2 = 7.5 4.42% 2.25% 2.67% 11.16%
L1 = 10 L2 = 15 3.17% 1.40% 1.87% 8.12%
L1 = 20 L2 = 30 2.25% 0.99% 1.29% 5.74%
L1 = 40 L2 = 60 1.46% - 0.88% 3.99%
L1 = 80 L2 = 120 0.94% - - 2.69%
inside the 95% CI, and thus certainly inside the (wider) 99.9% CI. The t-values are 1.28, 0.97, and
1.34 respectively, none of them is significant at α= 0.05.
We have also conducted simulations on the M system shown in Figure 1. We use the same cost
parameters as these in [7]. The inventory holding costs of both components, h1 and h2, are set to
unity. Backlog costs, b0, b1, and b2, are varied (see the second row in Tables 4 and 5) to generate
four regions of different cost relationships: c1 + c2 < c0 (region A); (2) c2 ≤ c1 < c0 ≤ c1 + c2 (region
B); (3) c2 < c0 ≤ c1 (region C); and (4) c0 ≤ c2 ≤ c1 (region D). As discussed in [7], our allocation
policy specializes to allocation rules that are qualitatively different between the regions. Tables 4
ande 5 show optimality gaps for cases when component 1 has the shorter and longer lead times
respectively. In both cases, the gaps are above zero when (L1,L2) = (1,1.5), and significantly so
in regions A and D. Nevertheless, in each case, there is also a clear trend that the gap converges
towards zero as the lead times increase, as is predicted by Theorem 6.
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Appendix: Proof of Theorems
Proof of Theorem 1:
For simplicity, we omit the superscript ∗ in y variables. We start by transforming the last stage LP
in (16) into its dual form:
ϕ0(y1, · · ·yK ,x) = −max
z
{c · z|z≤ x,Az≤ y}
= − min
ν,κ≥0
{x ·ν + y ·κ|ν +A′κ= c}
= −c ·x−min
κ≥0
{(y−Ax) ·κ|A′κ≤ c}
= max
κ≥0
{(Ax−y) ·κ|A′κ≤ c}− c ·x
= ϕ0d(y
1, · · ·yK ,x)− c ·x, (105)
where
ϕ0d(y
1, · · ·yK ,x) = max
κ≥0
{
(Ax−y)+ ·κ|A′κ≤ c} . (106)
The third equality of (105) is a result of replacing ν with c−A′κ. The fourth one transforms the
minimization problem into an equivalent maximization problem. The last equation is based on the
observation that when Aj ·x− yj < 0, reducing κj, which is feasible because all elements of Aj are
nonnegative (1≤ j ≤ n), always improves the objective value. Observe that to satisfy the constraint
in (106), κj ≤ κ¯ for all j = 1, · · · , n, where κ¯ is a finite upper bound determined only by A and c.
Let (yk−1, · · · ,y1) be an optimal solution on a sample path (Dk, · · · ,D1). Then
ϕk(yk+1, · · · ,yK ,x) = hk ·yk +
k−1∑
l=1
hl ·E[yl] + E[ϕ0d(y1, · · ·yK ,x + Dk)]− c ·E[x + Dk]. (107)
For each j = nk−1 + 1, · · · , nk, let ϕk′j (yk+1, · · ·yK ,x) be a perturbation of the objective value in
(107), obtained by replacing yk with yk− ej while keeping all other values the same. Because yk∗
is optimal,
ϕk
′
j (y
k+1, · · ·yK ,x)−ϕk(yk+1, · · · ,yK ,x)≥ 0,
which can be expanded into
−hj + E[κj(Aj · (x + Dk)− (yj − 1))+]−E[κj(Aj · (x + Dk)− yj)+]
= −hj +κj Pr{Aj · (x + Dk)> yj − 1}
≥ 0.
Since aij ≤ a¯ (1≤ i≤m), the above can hold only if
Pr{a¯(||x||1 + ||Dk||1)> yj − 1} ≥ h/κ¯.
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When yj > 0, apply Markov’s Inequality to the above,
E
[
a¯(||x||1 + ||Dk||1)
]
+ 1
yj
≥ h/κ¯,
which yields an upper bound
yj ≤ β¯
(||x||1 + E [||Dk||1]+ 1) ,
where β¯ > 0 is determined by κ¯, a¯, and h, and hence ultimately depends only on A, b, and h. The
same bound obviously also holds when yj ≤ 0.
To prove the lower bound for any j = nk−1, · · · , nk, (106) has a feasible solution
κj′ =
 0 nk < j
′ ≤ n,
hj + b/a¯ j
′ = j,
hj′ otherwise.
(108)
The solution results in a smaller objective value of (106) than the optimal one, i.e.,
nk∑
j′=1
(Aj′ ·x− yj′)hj′ + (Aj ·x− yj)b/a¯≤ϕ0d(y1, · · ·yK ,x).
Apply the inequality to (107) (notice that x in ϕ0d() above corresponds to x+D
k in ϕ0d() in (107)),
− (b/a¯)yj − c′ · (x + E[Dk])≤ϕk(yk+1, · · ·yK ,x). (109)
where c′ = c−∑nkj′=1 hj′Aj′ − (b/a¯)Aj.
Let κ0 be an optimal solution of ϕ0d(0, · · · ,0,yk+1, · · ·yK ,x). Then {yl = 0 (1≤ l ≤ k);κ0} is a
feasible solution of ϕk(yk+1, · · ·yK ,x) and yields the following objective value
nk∑
j′=1
E
[
Aj ·
(
x + Dk
)
κ0j′
]
+
n∑
j′=nk+1
E
[(
Aj′ ·
(
x + Dk
)− yj′)κ0j′]− c · (x + E[Dk]).
Therefore
ϕk(yk+1, · · ·yK ,x)≤
n∑
j′=1
Aj′ ·E[(x + Dk)κ0j′ ] +
n∑
j′=nk+1
|yj′ |E[κ0j′ ]− c · (x + E[Dk])
Since ||Aj′ ||∞ ≤ a¯, κ0j′ ≤ κ¯ (1≤ j ≤ n), (109), (110), and the definition of c′ imply that
(b/a¯)yj ≥−κ¯
(
na¯
(||x||1 + E[||Dk||1])+ K∑
l=k+1
||yl||1
)
+
 nk∑
j′=1
hj′Aj′ + (b/a¯)Aj
 · (x + E[Dk]).
(110)
Since  nk∑
j′=1
hj′Aj′ + (b/a¯)Aj
 · (x + E[Dk])≥−(a¯nh¯+mb) (||x||1 + E[||Dk||1]) ,
there exists a constant β > 0, depending only on κ¯, a¯, b, h¯, m, and n, which in turn, depending
only on A, b, and h, such that:
yj ≥−β
(
||x||1 + E[||Dk||1] +
K∑
l=k+1
||yl||1
)
, 1≤ j ≤ n. 
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Proof of Theorem 2:
Define
ΨKα = inf
yK≥−AKα
{hK ·yK + E[ΨK−1α (yK ,DK)]},
Ψkα(y
k+1, · · · ,yK ,x) = inf
yk≥−Akα
{hk ·yk + E[Ψk−1α (yk, · · · ,yK ,x + Dk)]}, k=K − 1, · · · ,1,
Ψ0α(y
1, · · · ,yK ,x) =−max
z≥−α
{c · z|z≤ x,Akz≤ yk, 1≤ k≤K}.
(111)
By a simple transformation of (14), which shifts variables yk by −Akα (1≤ k≤K) and z by −α,
b ·α+ ΦK(α) = ΨKα .
Hence, we can prove (22) and thus the theorem by showing that
inf
α≥0
{ΨKα }=ϕK . (112)
We prove (112) by defining another SP, ΨKM,α, which is exactly the same as Ψ
K
α defined in (111)
except that all Dk in the latter are replaced with DkM (1≤ k≤K). It should be noted that for all
M ,
ϕK ≤ΨKα ≤ΨKM,α,
as the set of feasible solutions of the on the left-hand side of each inequality is a superset of that
of the SP on the right-hand side.
We show that for any M > 0, given a sufficiently large α,
ΨKM,α =ϕ
K
M . (113)
Our proof is based on the conclusion of Theorem 3, which, while appears later in the paper,
does not rely on the theorem here for its proof. So the usage does not cause a circular reasoning.
Theorem 3 compares ϕK in (16) with ϕKM in (23). The two SPs are exactly the same except that
demand variables Dk in the former are replaced by Dk ∧M (1≤ k≤K) in the latter, where M is
a m-dimensional variable with all entries take the same value M > 0. The Theorem concludes that
lim
M→∞
ϕKM =ϕ
K . (114)
i.e., for any  > 0, there exists M0 > 0 such that for all M ≥M0,
0≤ϕKM −ϕK < .
Given M0, if (113) holds for sufficiently large α, then
0≤ΨKα −ϕK ≤ΨKM0,α−ϕK =ϕKM0 −ϕK ≤ ,
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which proves the theorem.
To prove (113), since any feasible solution to ΨKM,α is also feasible for ϕ
K
M ,
ΨKM,α ≥ϕKM .
So we only need to show that
ΨKM,α ≤ϕKM . (115)
For any given M , Theorem 1 shows that the optimal solution to ϕKM , y
K∗
M , is finite. For k =
K − 1, · · · ,1, since every entry of x in ϕkM(yk+1∗M , · · · ,yK∗M ,x) is bounded by M(K − k), by an
inductive application of (21), the optimal solution yk∗M , has a finite upper bound that applies to all
sample paths. This means that when α is sufficiently large, yk∗M (1≤ k≤K) are feasible solutions
to ϕkM,α(y
k+1∗
M , · · · ,yK∗M ,x) (1≤ k ≤K). So to complete the proof of (115), we only need to show
that for sufficiently large α,
Ψ0α(y
1, · · · ,yK ,x) =ϕ0(y1, · · · ,yK ,x). (116)
for all yMk∗ (1≤ k≤K) and x.
To prove this last point, observe that any optimal solution to the LP
ϕ0(y1, · · · ,yK ,x) = −max
z
{
c · z|Akz≤ yk (1≤ k≤K), z≤ x}
= −max
z
{
m∑
i=1
cizi|
m∑
i=1
ajizi ≤ yj (1≤ j ≤ n), zi ≤ xi (1≤ i≤m)
}
.
must be in the range where
zi ≥−α where α≡ max
1≤j≤n
{ |yj|+∑mi=1 aji|xi|
minaji>0{aji}
}
, 1≤ i≤m.
Otherwise, one can improve the objective value by increasing zi without violating any constraint.
Since y (1≤ k≤K) and x are uniformly bounded, α has a finite maximum value, αmax, that applies
to all sample paths. Therefore, any optimal solution to ϕ0(y1, · · · ,yK ,x) is a feasible solution to
ϕ0α(y
1, · · · ,yK ,x) when α≥ αmax, which proves (116). 
Proof of Theorem 3:
We prove that for any yk+1, · · · ,yK and x,
0≤ϕkM(yk+1, · · · ,yK ,x)−ϕk(yk+1, · · · ,yK ,x)≤ η
k∑
k′=1
E[||Dk′ −Dk′M ||1], 1≤ k≤K, (117)
where η is a constant that does not depend on M . Since Dk
′
i (1≤ i≤m, 1≤ k′ ≤K) has a finite
moment of order 2,
lim
M→∞
E[||Dk′ −Dk′M ||1] = lim
M→∞
m∑
i=1
E
[
(Dk
′
i −M)+
]
≤ lim
M→∞
m∑
i=1
E[(Dk
′
i )
2]
M
= 0,
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and the theorem follows immediately.
To verify the left inequality of (117), for k=K, · · · ,1, consider the following SP:
fkk,M(y
k+1, · · · ,yK ,x) = min
yk
{
hk ·yk + E [fk−1k,M (yk, · · · ,yK , (x,Dk))]}
fk
′
k,M(y
k′+1, · · · ,yK , (x,xk, · · · ,xk′+1)) = min
yk
′
{
hk
′ ·yk′ + E
[
fk
′−1
k,M (y
k′ , · · · ,yK , (x,xk, · · · ,xk′+1,Dk′))
]}
,
1≤ k′ <k
where x = 0 if k=K and
f0k,M(y
1, · · · ,yK , (x,xk, · · ·x1))
=−max
z
{
c · z | z≤ x∧M + xk ∧M + · · ·+ x1 ∧M,Alz≤ yl (1≤ l≤K)
}
.
Observe that f0k,M(·) decreases in M and so does fk
′
k,M(.) (1≤ k′ ≤ k). Moreover by definition,
fk
′
k,M(y
k′+1, · · · ,yK , (x,xk, · · · ,xk′+1)) =ϕkM(yk+1, · · · ,yK ,x + xk ∧M + · · ·+ xk′+1 ∧M),
for all k′ = 1, · · · , k (1≤ k≤K). The left inequality of (117) is then proved by letting M =∞.
To prove the right inequality in (117), observe that following LP sensitivity analysis (see e.g.,
Section 10.4 of [28]), for any y1, · · · ,yK and xa and xb,
|ϕ0(y1, · · · ,yK ,xa)−ϕ0(y1, · · · ,yK ,xb)| ≤ η||xa−xb||1, (118)
where ϕ0() is the last stage problem in both (16) and (23), and η is a constant that depends only
on c and Ak (1≤ k≤K). The inequality can then be proved by induction: when k= 1, let y1∗ be
an optimal solution to ϕ1(y2, · · · ,yK ,x). Then
ϕ1M(y
2, · · · ,yK ,x) = min
y1
{h1 ·y1 + E[ϕ0(y1,y2, · · · ,yK ,x + D1M)]}
≤ h1 ·y1∗+ E[ϕ0(y1∗,y2, · · · ,yK ,x + D1M)]
≤ h1 ·y1∗+ E[ϕ0(y1∗,y2, · · · ,yK ,x + D1) + η||D1−D1M ||1]
= ϕ1(y2, · · · ,yK ,x) + ηE[||D1−D1M ||1]
and for any xa and xb,
ϕ1(y2, · · · ,yK ,xa) = min
y1
{h1 ·y1 + E[ϕ0(y1, · · · ,yK ,xa + D1)]}
≤ min
y1
{h1 ·y1 + E[ϕ0(y1, · · · ,yK ,xb + D1) + η||xa−xb||1]}
= ϕ1(y2, · · · ,yK ,xb) + η||xa−xb||1.
As induction assumptions, suppose that at stage k of the SP (1≤ k <K),
ϕkM(y
k+1, · · · ,yK ,x) ≤ ϕk(yk+1, · · · ,yK ,x) + η
k∑
k′=1
E[||Dk′ −Dk′M ||1]. (119)
ϕk(yk+1, · · · ,yK ,xa) ≤ ϕk(yk+1, · · · ,yK ,xb) + η||xa−xb||1 (120)
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for any yk+1, · · · ,yK , x, xa, and xb.
Let y(k+1)∗ be an optimal solution to ϕk+1(yk+2, · · · ,yK ,x). Then
ϕk+1M (y
k+2, · · · ,yK ,x) = min
yk+1
{hk+1 ·yk+1 + E[ϕkM(yk+1,yk+2, · · · ,yK ,x + Dk+1M )]}
≤ hk+1 ·y(k+1)∗+ E[ϕkM(y(k+1)∗,yk+2, · · · ,yK ,x + Dk+1M )]
≤ hk+1 ·y(k+1)∗+ E[ϕk(y(k+1)∗,yk+2, · · · ,yK ,x + Dk+1M )] + η
k∑
k′=1
E[||Dk′ −Dk′M ||1]
≤ hk+1 ·y(k+1)∗+ E[ϕk(y(k+1)∗,yk+2, · · · ,yK ,x + Dk+1)] + η
k+1∑
k′=1
E[||Dk′ −Dk′M ||1]
= ϕk+1(yk+2, · · · ,yK ,x) + η
k+1∑
k′=1
E[||Dk′ −Dk′M ||1],
where the second inequality follows from (119) and third inequality is based on (120) with xa = Dk
and xb = DkM .
For any xa and xb,
ϕk+1(yk+2, · · · ,yK ,xa) = min
yk+1
{hk+1 ·yk+1 + E[ϕk(yk+1,yk+2, · · · ,yK ,xa + Dk+1)]}
≤ min
yk+1
{hk+1 ·yk+1 + E[ϕk(yk+1,yk+2, · · · ,yK ,xb + Dk+1) + η||xa−xb||1]}
= ϕk+1(yk+2, · · · ,yK ,xb) + η||xa−xb||1.
So both induction assumptions (119) and (120) apply to stage k+1 of the SP. Hence the right-hand
side inequality in (117) also holds and the proof of the theorem is complete. 
Proof of Lemma 1:
Obviously, the lemma holds for a nonsingular FCBM if and only if it also holds for any other
FCBM obtained by permuting rows and columns of the original one. We will use this observation
repeatedly in the proof.
We first prove the lemma for k= 1. By permuting rows and columns, we transform G(1) into
Gˆ(1) =
(
H1 E1 0
0 E2 H2
)
(121)
where H1 is a diagonal block matrix, of which each block is a m×m nonsingular matrix, H2 is a
non-square diagonal block matrix, of which each block is full column rank with m columns, and(
E1
E2
)
is the coupling matrix with n1 columns. Let M1 be the set of indexes of blocks in H1.
We partition u into u(1) and u(2) such that in uGˆ(1), elements of u(1) are multiplied with (H1 E1)
and elements of u(2) are multiplied with (H2 E2). Similarly, we partition u(1) into ui (i∈M1) where
elements ui are multiplied with Hi in H1. For each i∈M1, Hi is nonsingular, thus
||u(1)||1 =
∑
i∈M1
||ui||1 =
∑
i∈M1
||uiHiH−1i ||1 ≤ κ1
∑
i∈M1
||uiHi||1, (122)
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where κ1 is the maximum element of the m×m nonsingular matrices H−1i , where all elements of
Hi (i∈M1) draw their values from the finite set V.
In (121), both Gˆ(1) and H1 are nonsingular matrices, which means that Gˆ2
.
= (E2 H2) is also a
nonsingular matrix. Let N ′ be the number of blocks in H2. Each block in H2 has m columns. The
number of rows of H2 exceeds the number of columns by exactly n1. Hence 1≤N ′ ≤ n1, and the
dimension of Gˆ2 is between n1 +m (when N ′ = 1) and (m+ 1)n1 (when N ′ = n1). Therefore,
||u(2)||1 = ||u(2)Gˆ2Gˆ−12 ||1 ≤ κ2||u(2)Gˆ2||1 = κ2
(||u(2)H2||1 + ||u(2)E2||1) . (123)
Here κ2 is the maximum element of Gˆ−12 , where Gˆ2 can be any nonsingular matrix with dimension
between n1 +m and (m+ 1)n1 and element values drawn from the finite set V.
Observe that
||uGˆ(1)||1 =
∑
i∈M1
||uiHi||1 + ||u(2)H2||1 + ||u(1)E1 + u(2)E2||1
≥
∑
i∈M1
||uiHi||1 + ||u(2)H2||1 + ||u(2)E2||1− ||u(1)E1||1
≥
∑
i∈M1
||uiHi||1 + ||u(2)H2||1 + ||u(2)E2||1−n1||u(1)||1
≥ ||u
(1)||1
κ1
+
||u(2)||1
κ2
−n1||u(1)||1,
(124)
where the second inequality holds because entries in E1 are either 0 or −1, and the last inequality
follows from (122) and (123). Also by (122),
||u(1)||1 ≤ κ1
∑
i∈M1
||uiHi||1 ≤ κ1||uGˆ(1)||1.
Thus (124) implies that
||u||1 = ||u(1)||1 + ||u(2)||1 ≤ (κ1∨κ2)
(
||uGˆ(1)||1 +n1||u(1)||1
)
≤ (κ1∨κ2)(1 +n1κ1)||uGˆ(1)||1. (125)
Since κ1 and κ2 depend only on m, n1, and V, the above proves the lemma for k= 1.
We use induction to prove the lemma for cases where k > 1. Assume that for any nonsingular
stage-(k− 1) FCBM with characterization numbers (m,n1, · · · , nk−1), (36) holds for some κ that
depends only on (m,n1, · · · , nk−1) and V. Let G(k) be a nonsingular stage-k FCBM with charac-
terization numbers (m,n1, · · · , nk−1, nk). With proper permutations of rows and columns, G(k) can
be transformed into
Gˆ(k) =
(
H(k)1 E1 0
0 E2 H(k)2
)
, (126)
where H(k)1 is a diagonal block matrix, where each block is a stage-(k − 1) FCBM with charac-
terization numbers (m,n1, · · · , nk−1), H(k)2 contains all singular (strictly more rows than columns)
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stage-(k− 1) FCBMs with the same characterization numbers, and
(
E1
E2
)
is the coupling matrix
with nk columns. Let M1 be the index set of blocks in H(k)1 and denote these blocks by Gˆ(k−1)i
(i∈M1).
For any u, let u(1) and u(2) be a partition of its elements such that in uGˆ(k), u(1) and u(2) are
multiplied with rows in (H(k)1 E1) and (E2 H
(k)
2 ) respectively. Let ui be a partition of u
(1) such that
elements of ui multiply with rows in Gˆ(k−1)i (i∈M1).
Since Gˆ(k−1)i (i∈M1) is a stage-(k− 1) FCBM,
||u(1)||1 =
∑
i∈M1
||ui||1 ≤ κ1
∑
i∈M1
||uiGˆ(k−1)i ||1, (127)
where the inequality follows directly from the induction assumption and κ1 depends only on
(m, · · · , nk−1) and V.
Regarding u(2), by permuting rows rows and columns, (E2 H(k)2 ) in (126) can be transformed into
(H(k)2 E2) =

H(k−1)1 E
(k−1)
1
.......
H(k−1)i E
(k−1)
i E2
........
H(k−1)N ′ E
(k−1)
N ′
 .
Here (H(k−1)i E
(k−1)
i ) (1 ≤ i ≤ N ′) are stage-(k − 1) FCBMs with characterization numbers
(m,n1, · · · , nk−1). Each H(k−1)i (1≤ i≤N ′) is non-square diagonal block matrix, and if k > 2, each
block is also a stage-(k− 2) FCBM with characterization numbers (m,n1, · · · , nk−2). All coupling
matrices E(k−1)i (1≤ i≤N ′) have nk−1 columns. With a permutation of columns to place all sub-
matrices H(k−1)i (1≤ i≤N ′) next to each other, (H(k)2 E2) can be transformed into
E(k−1)1
.......
H(k−2) E(k−1)i E2
........
E(k−1)N ′
 ,
where H(k−2) is a non-square diagonal block matrix, and if k > 2, each block is also a stage-(k− 2)
FCBM with characterization numbers (m,n1, · · · , nk−2). Hence the matrix above is a stage-(k− 1)
FCBM with characterizations numbers (m,n1, · · · , nk−2,N ′nk−1 + nk), and so is (E2 H(k)2 ). Since
both Gˆ(k) and H(k)1 in (126) are nonsingular, (E2 H
(k)
2 ) is a nonsingular stage-(k−1) FCBM. By the
induction assumption, there exists some κ2, which depends only on V and (m,n1, · · · , nk−2,N ′nk−1 +
nk) (and thus (m,n1, · · · , nk−1, nk) since 1≤N ′ ≤ nk), such that
||u(2)||1 ≤ κ2
(
||u(2)E2||1 + ||u(2)H(k−1)2 ||1
)
. (128)
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The proof can then be completed by observing that
||uGˆ(k)||1 =
∑
i∈M1
||uiGˆ(k−1)i ||1 + ||u(1)E1 + u(2)E2||1 + ||u(2)H(k−1)2 ||1
≥
∑
i∈M1
||uiGˆ(k−1)i ||1 + ||u(2)E2||1− ||u(1)E1||1 + ||u(2)H(k−1)2 ||1
≥
∑
i∈M1
||uiGˆ(k−1)i ||1 + ||u(2)E2||1−nk||u(1)||1 + ||u(2)H(k−1)2 ||1
≥
∑
i∈M1
||uiGˆ(k−1)i ||1 + ||u(2)E2||1−nkκ1
∑
i∈M1
||uiGˆ(k−1)i ||1 + ||u(2)H(k−1)2 ||1
≥ ||u
(1)||1
κ1
+
||u(2)||1
κ2
−nkκ1||uGˆ(k)||1,
where the second inequality holds because E1 has nk columns, the third inequality comes from
(127), and the last inequality is implied by (127), (128), and the first equality in the above. Thus
||u||1 = ||u(1)||1 + ||u(2)||2 ≤ κ1 ∨κ2(1 +nkκ1)||uGˆ(k)||1. 
Proof of Lemma 5:
Observe that
E
[
sup
t≥0
(
|Dˆ(L)i (0, t)| −
√
Ltν
)+]
≤
∞∑
τ=1
E
[
sup
τ≤t<τ+1
(
|Dˆ(L)i (0, t)| −
√
Ltν
)+]
+E
[
sup
L−1/4≤t<1
(
|Dˆ(L)i (0, t)| −
√
Ltν
)+]
+E
[
sup
0≤t<L−1/4
(
|Dˆ(L)i (0, t)| −
√
Ltν
)+]
. (129)
Notice that D˜(L)(t) (t≥−1) is stationary process and |Dˆ(L)i (0, t)| (t≥−1) is a sub-martingale.
∞∑
τ=1
E
[(
sup
τ≤t≤τ+1
|Dˆ(L)i (0, t)| −
√
Ltν
)+]
≤
∞∑
τ=1
E
[(
sup
τ≤t≤τ+1
|Dˆ(L)i (0, t)| −
√
Lτν
)+]
=
∞∑
τ=1
E
[(
sup
0≤t≤1
|Dˆ(L)i (0, t+ τ)| −
√
Lτν
)+]
=
∞∑
τ=1
∫ ∞
√
Lτν
Pr
{
sup
0≤t≤1
|Dˆ(L)i (0, t+ τ)| ≥ x
}
dx
≤
∞∑
τ=1
∫ ∞
√
Lτν
E[|Dˆ(L)i (0, τ + 1)|p]
xp
dx
=
(
√
Lν)1−p
p− 1
∞∑
τ=1
E[|Dˆ(L)i (0, τ + 1)|p]
τ p−1
, (130)
where the second inequality is Doob’s inequality and p > 0.
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To bound the sum in the above, observe that
E[(Dˆ
(L)
i (0, τ + 1))
6] = E
(τ+1∑
s=1
Dˆ
(L)
i (s− 1, s)
)6 ,
where E[Dˆ
(L)
i (s− 1, s)] = 0. Since Dˆ(L)i (s− 1, s) (1≤ s≤ τ + 1) is an i.i.d sequence,
E[(Dˆ
(L)
i (s− 1, s))k] = E[(Dˆ(L)i (0,1))k], 1≤ k≤ 6, s= 1, · · · , τ + 1.
By eliminating terms that contain E[Dˆ
(L)
i (s− 1, s)] = 0 and thus equal zero in the expansion,
E[(Dˆ
(L)
i (0, τ + 1)
6] = Cτ+11 ×E[(Dˆ(L)i (0,1))6]
+Cτ+12
(
2C62 ×E[(Dˆ(L)i (0,1))4]×E[(Dˆ(L)i (0,1))2] +C63 × (E[(Dˆ(L)i (0,1))3])2
)
+Cτ+13 ×C62 ×C42 × (E[(Dˆ(L)i (0,1))2])3, (131)
where Cqr denotes q choose r (q, r integers and q≥ r). Let
υ=
∞∑
τ=1
E[(Dˆ
(L)
i (0, τ + 1))
6]
τ 5
,
which is a finite constant: since the jump size of the Compound Poisson process is assumed to have
a finite moment of order 6, E[(Dˆ
(L)
i (0,1))
k] (k= 2,3,4,6) are all finite. Moreover Cτ+1k (k= 1,2,3)
are on the order of τ 3 or smaller. Following (130) with p= 6,
∞∑
τ=1
E
[(
sup
τ≤t≤τ+1
|Dˆ(L)i (0, t)| −
√
Ltν
)+]
≤ υ
5ν5
L−5/2. (132)
Applying the above and bounds in (69) and (70) of Lemma 4 to (129) proves (71). 
Proof of Lemma 6:
For each i= 1, · · · ,m,
E
[ ∞∑
τ=0
sup
0≤t<1
(
dˆ
(L)
i (t)−
√
Lντ
)+]
= E
[
sup
0≤t<1
dˆ
(L)
i (t)
]
+
∞∑
τ=1
E
[
sup
0≤t<1
(
dˆ
(L)
i (t)−
√
Lντ
)+]
≤ 3λ 12+δ (1 + ηi)L−
δ
2(2+δ) +
∞∑
τ=1
E
[
sup
0≤t<1
(
dˆ
(L)
i (t)−
√
Lντ
)+]
,
where the first equality follows from Tonelli’s Theorem, and the next inequality is obtained by
applying Lemma 2 in [26] to bound the first expected value (τ = 0). To set an upper bound on the
rest,
∞∑
τ=1
E
[
sup
0≤t<1
(
dˆ
(L)
i (t)−
√
Lντ
)+]
=
∞∑
τ=1
∫ ∞
√
Lντ
Pr
{
sup
0≤t<1
dˆ
(L)
i (t)≥ x
}
dx
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≤
∞∑
τ=1
∫ ∞
√
Lντ
E
[(
sup0≤t<1 dˆ
(L)
i (t)
)2+δ]
x2+δ
dx
=
∞∑
τ=1
E
[(
sup0≤t<1 dˆ
(L)
i (t
′)
)2+δ]
(1 + δ)(
√
Lν)1+δ
1
τ 1+δ
≤
∞∑
τ=1
LλE
[
(Si/
√
L)2+δ
]
(1 + δ)(
√
Lν)1+δ
1
τ 1+δ
= L−(1/2+δ)
ληi
(1 + δ)ν1+δ
∞∑
τ=1
1
τ 1+δ
,
where the last inequality follows from(
sup
0≤t<1
dˆ
(L)
i (t)
)2+δ
≤
Λ(L)(1)∑
k=0
(
Si√
L
)2+δ
,
where Λ(L)(1) is the number of arrivals in [0,L] and Si is the order size, which are independent of
each other. The analysis above shows that
E
[ ∞∑
τ=0
sup
0≤t<1
(
dˆ
(L)
i (t)−
√
Lντ
)+]
≤ ξ1L−
δ
2(2+δ) + ξ2L
−(1/2+δ),
where
ξ1 ≡ 3λ1/(2+δ)(1 + ηi) and ξ2 ≡ ληi
(1 + δ)ν1+δ
∞∑
τ=1
1
τ 1+δ
are both finite values that are independent of L. The lemma follows as a result. 
Proof of Lemma 7
Applying (43) to ∆Yˆ
(L)
j (1≤ j ≤ n),
∆Yˆ
(L)
j ≥−βj
m∑
i=1
K∑
k=kj
(
|Dˆ(L)i (−1,−Lˆ(L)k )|+ E[|Dˆ(L)i (−Lˆ(L)k ,0)|]
)
.
For any constant ν > 0, let
ν =
ν
2m(n−nkj )βj
.
Since D(L)(t) (t≥−L) is a stationary process and 0≤ Lˆ(L)kj ≤ 1 (1≤ j ≤ n),
E[(−∆Yˆ (L)j −
√
Lν)+]
≤ β
j
m∑
i=1
K∑
k=kj
E
[(
|Dˆ(L)i (−1,−Lˆ(L)k )| −
√
Lν
)+
+
(
E[|Dˆ(L)i (−Lˆ(L)k ,0)|]−
√
Lν
)+]
≤ βj(n−nkj−1)
m∑
i=1
(
sup
0≤t≤1
E
[(
|Dˆ(L)i (−1,−t)| −
√
Lν
)+]
+ sup
0≤t≤1
(
E
[
|Dˆ(L)i (−1,−t)| −
√
Lν
])+)
≤ 2βj(n−nkj−1)
m∑
i=1
sup
0≤t≤1
E
[(
|Dˆ(L)i (−1,−t)| −
√
Lν
)+]
.
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Since E[(Dˆi(−1,−t))2] (t∈ [0,1]) is a finite value for all t∈ [0,1], by Chebyshev’s inequality,
lim
L→∞
sup
0≤t≤1
E
[(
|Dˆ(L)i (−1,−t)| −
√
Lν
)+]
= 0,
and the lemma follows immediately. 
Proof of Corollary 1:
We only need to prove (99), and (100) follows immediately by the application of Theorem 5.
For given j (1≤ j ≤ n), since the system starts empty and no component j is ordered until −Lkj ,
ÎP
(L)−
j (−Lˆ(L)kj ) =−Aj ·
(√
L(1− Lˆ(L)kj )µ+ Dˆ(L)(−1,−Lˆ
(L)
kj
)
)
.
The initial inventory position target,
ÎP
(L)
j (−Lˆ(L)kj ) = Yˆ
(L)
j (−Lˆ(L)kj )−Aj ·
(√
L(1− Lˆ(L)kj )µ+ Dˆ(L)(−1,−Lˆ
(L)
kj
)
)
. (133)
Therefore,
Gˆ(L)0,j = ÎP
(L)
j (−Lˆ(L)kj )− ÎP
(L)
j (−Lˆ(L)kj ) =
(
−Yˆ(L)j (−Lˆ(L)kj )
)+
=
(
−∆Yˆ (L)j −
√
LAj ·µ
)+
.
Applying Lemma 7 to the above with ν = Aj ·µ> 0 proves (99). 
Proof of Corollary 2:
Observe that for any i= 1, · · · ,m and t≥ 1,
Bˆ
(L)
i (t)− Bˆ∗(L)i (t)
≤ Bˆ(L)i (t)− Bˆ(L)i (t) + |Bˆ(L)i (t)− Bˆ∗(L)i (t)|
≤ 1√
L
+
∑
i′ 6=i
a¯
a
[Bˆ(L)i′ (t)− Bˆ(L)i′ (t)]+ + |Bˆ(L)i (t)− Bˆ∗(L)i (t)|
≤ 1√
L
+
n∑
i′=1
a¯
a
(
|Bˆ(L)i′ (t)− Bˆ∗(L)i′ (t)|+ [Bˆ∗(L)i′ (t)− Bˆ(L)i′ (t)]+
)
+ |Bˆ(L)i (t)− Bˆ∗(L)i (t)|,
where the second inequality follows from (48) with both sides divided by
√
L. By (101), this means
that (102) holds if
lim
L→∞
sup
t≥1
(
E[Bˆ∗(L)i (t)]−E[Bˆ(L)i (t)]
)+
= 0, 1≤ i≤m, (134)
which we prove below for any given i.
By the definition in (87), in the Lth system,
Bˆ
∗(L)
i (1) = Bˆ
∗(L)
i (1), Bˆ
∗(L)−
i (t) = Bˆ
∗(L)
i (t
−) + dˆ(L)i (t) and Bˆ
∗(L)
i (t) = Bˆ
∗(L)−
i (t)∧ Bˆ∗(L)i (t), t≥ 1.
Define a similar process, with Bˆ∗(L)i (t) replaced by Bˆ
(L)
i (t) (t≥ 1)
Bˆ
#(L)
i (1) = Bˆ
(L)
i (1), Bˆ
#(L)−
i (t) = Bˆ
#(L)
i (t
−) + dˆ(L)i (t) and Bˆ
#(L)
i (t) = Bˆ
#(L)−
i (t)∧ Bˆ(L)i (t), t≥ 1.
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Then
E[Bˆ∗(L)i (t)]−E[Bˆ(L)i (t)] ≤
(
E[Bˆ∗(L)i (t)]−E[Bˆ∗(L)i (t)]
)
+
(
E[Bˆ
∗(L)
i (t)]−E[Bˆ#(L)i (t)]
)
+E
[(
Bˆ
#(L)
i (t)− Bˆ(L)i (t)
)+]
.
Applying (95) to the first term on the right-hand side of the inequality, to prove (134), we only
need to show that
lim
L→∞
sup
t≥2
(
E[Bˆ
∗(L)
i (t)]−E[Bˆ#(L)i (t)]
)+
= 0, (135)
and lim
L→∞
sup
t≥2
E
[(
Bˆ
#(L)
i (t)− Bˆ(L)i (t)
)+]
= 0. (136)
Under our allocation policy, values of Bˆ
∗(L)
i (t), Bˆ
(L)
i (t), Bˆ
#(L)
i (t), Bˆ
∗(L)
i (t), and Bˆ
(L)
i (t) can change
only at discrete points of time when new demand arrives or ordered components are received. Let
t
(L)
1 ≤ · · · ≤ t(L)ι¯ ≤ t
be the times when these events happen in (1, t] and set t
(L)
0 = 1. Then
Bˆ
∗(L)−
i (t
(L)
ι ) = Bˆ
∗(L)
i (t
(L)
ι−1)+ dˆ
(L)
i (t
(L)
ι ) and Bˆ
#(L)−
i (t
(L)
ι ) = Bˆ
#(L)
i (t
(L)
ι−1)+ dˆ
(L)
i (t
(L)
ι ), 1≤ ι≤ ι¯, (137)
where dˆ
(L)
i (t
(L)
ι ) = 0 if there is no arrival of demand i at t
(L)
ι (1≤ ι≤ ι¯). Hence
|Bˆ∗(L)i (t)]− Bˆ#(L)i (t)| = |Bˆ∗(L)i (t(L)ι¯ )− Bˆ#(L)i (t(L)ι¯ )|
= |Bˆ∗(L)−i (t(L)ι¯ )∧ Bˆ∗(L)i (t(L)ι¯ )− Bˆ#(L)−i (t(L)ι¯ )∧ Bˆ(L)i (t(L)ι¯ )|
≤ |Bˆ∗(L)i (t(L)ι¯ )− Bˆ(L)i (t(L)ι¯ )| ∨ |Bˆ∗(L)−i (t(L)ι¯ )− Bˆ#(L)−i (t(L)ι¯ )|
= |Bˆ∗(L)i (t(L)ι¯ )− Bˆ(L)i (t(L)ι¯ )| ∨ |Bˆ∗(L)i (t(L)ι¯−1)− Bˆ#(L)i (t(L)ι¯−1)|,
where the first equality holds because t
(L)
ι¯ is the latest time before t when Bˆ
∗(L)
i (t) and Bˆ
#(L)
i (t)
change values and the last equality is a result of (137). By an inductive application of the above
to Bˆ
∗(L)
i (t
(L)
ι¯−1)− Bˆ#(L)i (t(L)ι¯−1), · · · , Bˆ∗(L)i (t(L)1 )− Bˆ#(L)i (t(L)1 ),
|Bˆ∗(L)i (t)]− Bˆ#(L)i (t)| ≤ max
0≤ι≤ι¯
|Bˆ∗(L)i (t(L)ι )− Bˆ(L)i (t(L)ι )| ≤ sup
t≥1
|Bˆ∗(L)i (t)− Bˆ(L)i (t)|,
and (135) follows immediately from (101).
To prove (136), observe that if Bˆ
(L)−
i (t
(L)
ι )≥ Bˆ(L)i (t(L)ι ) for some ι, then
Bˆ
(L)
i (t
(L)
ι )≥ Bˆ(L)−i (t(L)ι )∧ Bˆ(L)i (t(L)ι ) = Bˆ(L)i (t(L)ι )≥ Bˆ#(L)−i (t(L)ι )∧ Bˆ(L)i (t(L)ι ) = Bˆ#(L)i (t(L)ι ).
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where the first inequality follows from our allocation policy. In cases where ι < ι¯,
Bˆ
(L)
i (t
(L)
ι+1) ≥ Bˆ(L)−i (t(L)ι+1)∧ Bˆ(L)i (t(L)ι+1)
=
(
Bˆ
(L)
i (t
(L)
ι ) + dˆ
(L)
i (t
(L)
ι+1)
)
∧ Bˆ(L)i (t(L)ι+1)
≥
(
Bˆ
#(L)
i (t
(L)
ι ) + dˆ
(L)
i (t
(L)
ι+1)
)
∧ Bˆ(L)i (t(L)ι+1)
= Bˆ
#(L)
i (t
(L)
ι+1).
which by induction, leads to Bˆ
(L)
i (t
(L)
ι¯ ) ≥ Bˆ#(L)i (t(L)ι¯ ), and thus Bˆ(L)i (t) ≥ Bˆ#(L)i (t). Therefore, to
prove (136), we only need to consider the cases where
Bˆ
(L)−
i (t
(L)
ι )< Bˆ
(L)
i (t
(L)
ι ), 0≤ ι≤ ι¯,
which is a necessary condition for Bˆ
#(L)
i (t)> Bˆ
(L)
i (t). By the definition of t
(L)
ι (0≤ ι≤ ι¯), Bˆ(L)−i (t′)<
Bˆ(L)i (t′), t′ ∈ [1, t], so under our allocation policy, no demand i is served during [1, t]. Thus
Bˆ
(L)
i (t) = Bˆ
(L)
i (1) +
D
(L)
i (1, t)√
L
≥ D
(L)
i (1, t)√
L
=
√
L(t− 1)µi + Dˆ(L)i (1, t).
Therefore by the definition of Bˆ
#(L)
i (t), on the left-hand side of (136),(
Bˆ
#(L)
i (t)− Bˆ(L)i (t)
)+
≤
(
Bˆ(L)i (t)− Bˆ(L)i (t)
)+
≤
(
Bˆ(L)i (t)−
√
L(t− 1)µi− Dˆ(L)i (1, t)
)+
. (138)
Since B(L)(t) is the solution to the LP in (45),
c · Bˆ(L)(t) =
n∑
j=1
γ
(L)
j Qˆ
(L)
j (t),
where γ(L) = (γ
(L)
1 , · · · , γ(L)j ) is the optimal dual solution to (45), and thus is constrained by
A′γ(L) ≤ c and γ(L) ≥ 0.
Since c> 0, the above implies that there exists an uniform upper bound γ¯ such that for all L,
γ
(L)
j ≤ γ¯ (1≤ j ≤ n) so Bˆ(L)i (t)≤ γ¯
n∑
j=1
(
Qˆj
(L)
(t)
)+
. (139)
Hence(
Bˆ(L)i (t)−
√
L(t− 1)µi− Dˆ(L)i (1, t)
)+
≤
n∑
j=1
(
γ¯
(
Qˆ
(L)
j (t)
)+
−
√
L(t− 1)µi + Dˆ(L)i (1, t)
n
)+
. (140)
Let
ν =
µi
n(1 + γ¯(1 +
∑m
i′=1 aji′))
.
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Then by (94), for j = 1, · · · , n and t≥ 2,(
γ¯
(
Qˆ
(L)
j (t)
)+
−
√
L(t− 1)µi + Dˆ(L)i (1, t)
n
)+
≤ γ¯
((
Qˆ
(L)
j
)+
−
(
1 +
m∑
i′=1
aji′
)
(t− 1)ν
)+
+
1
n
(
|Dˆ(L)i (1, t)| −
√
L(t− 1)ν
)
.
≤ γ¯
m∑
i′=1
aji′
(
|Dˆ(L)i′ (t− 1, t)| −
√
Lν
)+
+ γ¯
(
−∆Yˆ (L)j (t− Lˆ(L)kj )−
√
Lν
)+
+
1
n
(
|Dˆ(L)i (1, t)| −
√
L(t− 1)ν
)
.
(141)
Since D(L)(t) (t≥−L) is a stationary process, by Lemma 4, for all i′ = 1, · · · ,m,
lim
L→∞
sup
t≥2
E
[(
|Dˆ(L)i′ (t− 1, t)| −
√
Lν
)+]
≤ lim
L→∞
{
E[ sup
0≤τ≤L−1/4
|Dˆ(L)i′ (0, τ)|] + E[ sup
L−1/4≤τ≤1
(
|Dˆ(L)i′ (0, τ)| −
√
Lτν
)+
]
}
= 0. (142)
Since D(L)(t) (t≥−L) is a stationary process, by Lemma 5,
lim
L→∞
sup
t≥2
E
[(
|Dˆ(L)i (1, t)| −
√
L(t− 1)ν
)+]
≤ lim
L→∞
E
[
sup
t≥0
(
|Dˆ(L)i (0, t)| −
√
Ltν
)+]
= 0. (143)
By (43) and (89), for j = 1, · · · , n,
E
[(
−∆Yˆ (L)j (t− Lˆ(L)kj )−
√
Lν
)+]
≤ β
j
m∑
i′=1
K∑
k=kj
E
[(
|Dˆ(L)i′ (t+ Lˆ(L)kj − 1, t+ Lˆ
(L)
kj
− Lˆ(L)k )| −
√
Lν
)+]
+β
j
m∑
i′=1
K∑
k=kj
(
E
[
|Dˆ(L)i′ (t+ Lˆ(L)kj − Lˆ
(L)
k , t+ Lˆ
(L)
kj
)|
]
−
√
Lν
)+
= β
j
m∑
i′=1
K∑
k=kj
(
E
[(
|Dˆ(L)i′ (0,1− Lˆ(L)k )| −
√
Lν
)+]
+
(
E
[
|Dˆ(L)i′ (0, Lˆ(L)k )|
]
−
√
Lν
)+)
,
where the last equality applies because, again, D(L)(t) (t≥−L) is a stationary process. Given that
0< Lˆ
(L)
k ≤ 1 (1≤ k≤K), by Lemma 4,
lim
L→∞
sup
t≥2
E
[(
−∆Yˆ (L)j (t− Lˆ(L)kj )−
√
Lν
)+]
≤ 2β
j
m(n− n¯kj−1) limL→∞E
[(
|Dˆ(L)i (0,1)| −
√
Lν
)+]
= 0.
(144)
Applying (141), (142), (143), and (144) to the right-hand side of (140),
lim
L→∞
E
[
sup
t≥2
(
Bˆ(L)i (t)−
√
L(t− 1)µi− Dˆ(L)i (1, t)
)+]
= 0,
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which, together with (138), proves (136) and hence (134). 
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