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We investigate nonparametric curve estimation (including density, distribution, 
hazard, conditional density, and regression functions estimation) by kernel methods 
when the observed data satisfy a strong mixing condition. In a first attempt we 
show asymptotic equivalence of average square errors, integrated square errors, and 
mean integrated square errors. These results are extensions to dependent data of 
several works, in particular of those by Marron and Hiirdle (1986, J. Multivariate 
Anal. 20 91-113). Then we give precise asymptotic evaluations of these errors. 
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1. INTRODUCTION 
Let X and Y be random variables taking values in lRP and R, 
respectively. Let g be some functional of the distribution of (A’, Y). In 
this paper we deal with nonparametric estimation of g from a sample 
(A’,, Yr), . . . . (A’,, Y,,) of realizations of (X, Y) without assuming inde- 
pendence between the variables (Xi, Yi). In fact, we assume that the 
variables Ui = (Xi, Yi) are a-mixing following the definition given by 
Rosenblatt [24,25-J. That means that we have for any k E N*, for any 
n E N* and for any set A (resp. B) which is (U,, . . . . iJ,)-measurable (resp. 
(Un+k, Un+k+ 1, -.,)-measurable), 
I P(A n B) -P(A) P(B)1 d a(n), 
a(n) being a sequence of positive real numbers tending to 0 as n goes to 
infinity. We will not discuss here this dependence structure, and we refer to 
Gyijrli et al. [lo] for details. We just note that it is one of the less restric- 
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tive among the numerous mixing conditions usually introduced in such 
problems (see, however, [37] for a slight generalization of this condition). 
Let us denote by g, a nonparametric estimate of the functional g. This 
estimate depends on a smoothing parameter which is denoted by 6. 
Consider now the following measures of accuracy for the estimate g,: 
Average square errors, 
ASE(gb)=lln i (gb(Xi)-g(Xi)J2 w(Xi); 
i=l 
Integrated square errors, 
IWg,) = j h(x) -g(xN2 w(x)f(x) dx; 
Mean integrated square errors, 
MIWg,) = Ej- (gb(x)-dx))2 w(x)f(x) dx; 
w being some nonnegative weight function. As it will be seen below, MISE 
may not exist in some situations and will have to be suitabily reformulated. 
In Section 2 we will consider the case when g is the marginal density 
of X. In Section 3 the function g will be the distribution function of X. 
In Section 4, g will be the hazard function of X Section 5 (resp. 6) is 
devoted to the case when g is the regression function of Y given X when 
the density of X is known (resp. unknown). In Section 7, g will be the 
conditional density of Y given X. 
In each situation we will investigate kernel-type estimates. These 
estimates can be written in the more general form of a b-sequence estimate, 
i.e., 
gbtX) = lln f: Yfsb(x, xi), (1.1) 
i= I 
or at least as a fractional b-sequence estimate, i.e., a ratio of two quantities 
of the form of (1.1). In this formula d6 is some bivariate measurable real 
valued function and t = 0 or 1. 
For each of the functional estimation problems that we will investigate, 
two kinds of results will be given. First we show that if d and d’ are any 
two among ASE, ISE, or MISE, we have 
sup Idk,)-d’kJI ~ 1 as 
d(a) 
. -9 asn+ co. 
b 
(1.2) 
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Then we will state that if d is any of ASE, ISE, or MISE, we have decom- 
positions of the form 
(1.3) 
where C, and C2 are real positive constants and where k is the number of 
derivatives that we assume for the function g to be estimated. (Note that 
in Section 3, when g is the distribution function F of X, we will not have 
the standard form (1.3) but a closed one). 
The asymptotic equivalences results of kind (1.2) are extensions to the 
case of dependent data of several works by Hall [ 111, Hlrdle [ 121, 
Marron [ 191, and Marron and Hlrdle [20]. Such results are of interest in 
at least both directions. First of all they provide theoretical background to 
a pratice that is very often used in simulations studies (see the numerous 
references cited in Marron and Hlirdle [20]). Second, they are very useful 
when one wants to define data-driven optimal bandwidths. They will be 
used in this setting by Hart and Vieu [ 151 for density estimation, by Sarda 
and Vieu [33] for hazard estimation and by Hardle and Vieu 1141 
for regression estimation. In fact, in practical situations the smoothing 
parameter b will be chosen in order to minimize ASE or ISE, while 
minimizing MISE does not make sense in practice, since it involves an 
expected value. However, because of that expected value, MISE is very 
much easier to deal with along mathematical computations. Therefore, to 
show optimality with respect to ASE or ISE of some data driven 
smoothing parameter selection rule, one will first prove such a result with 
respect to MISE and then will extend it to ASE or ISE by using our 
result (1.2). 
Asymptotic decompositions of kind (1.3) have been given in numerous 
previous works (see the references cited later in the paper). Our results 
extend these works in several directions, since most of them were con- 
sidering (beside independence) the less general cases when k = 2 or when 
p= 1. 
The proofs of results of the kind of (1.2) (resp. of (1.3)) are given in 
Section 8 (resp. in Section 9). Proofs of technical lemmas are reported in an 
appendix. 
2. DENSITY ESTIMATION 
We consider here the problem of estimating the density function f of X 
Kernel estimates off [25, 223 are defined from a kernel function K and a 
bandwidth b (depending on n) by 
fbb) = l/n i KG, Xi), (2.1) 
i=l 
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where 
Kb(u,v)=b-PK 7 . 
( > 
We refer to Devroye and Gyiirfi [7] and Silverman [34] for basic proper- 
ties of these estimates in the setting of independent data and to Chapter 3 
in Gyorfi et al. [lo] for a survey of their properties under dependence. 
The bandwidth b is supposed to belong to the interval 
B,= [blC‘, bg-“1, (2.2) 
where O<b,<b,<oo and O<v<1/(2k+p)~uc1/(2k+p/2). This con- 
dition may appear quite restrictive but in fact it is not, since the set B, 
contains the asymptotic minimizers of ASE, ISE, and MISE which are of 
the same order as n - “(= +p) as shown in Theorem 2.2 below. 
Concerning the mixing coefficients, we have to assume that for 
E= 
2-u(p+4k) 
2 ’ 
E’= U+ I’+u(2p+4k) 
U= 1+2u+2ku-v, V=2-u(p+‘tk)-28, 
we have 
sup LX(t) = o(nP’) (2.3a) 
l>flC 
and 
i kct(k) = o(c2““). 
k=O 
(2.3b) 
This condition is rather complicated but it should be noted that it is less 
restrictive than what is usually assumed in nonparametric time series 
analysis. Most papers (see the discussion in GyGrli et al. [lo]) assume that 
the coefficients a(n) are geometrically decaying. Conditions (2.3) are clearly 
satisfied in such a situation, but it also allows some algebraically decaying 
rate (see Hart and Vieu [lS]). 
Concerning the kernel function K, we need the following assumptions 
which are, in fact, just extensions to the multivariate setting of kth-order 
kernels as defined by Gasser and Miller [9]: 
K is bounded, integrates to 1, is Holder 
continuous, and is compactly supported; (2.4) 
S(K, i, , . . . . ik) = 0 if we have for any j, 0 < ii < k, 
0 < 1 S(K, i,, . ..) ik)l < cc if there is somej such that ij = k. 
(2.5) 
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In these formulas k is a nonnegative integer and for any (ii, . . . . i,), such 
that il + ... + ip < k, we denote it by 
S(K, i,, . . . . ip) = 
s 
t;’ ... t$ K(t,, . . . . fp) dt, . ..dt.. 
The density function f to be estimated must satisfy, together with the 
weight function w, the usual conditions: 
f and w  are bounded and not mutually singular and 
fw is integrable. (2.6) 
Finally, the nonparametric model is determined by assuming that 
fis k-times continuously differentiable. (2.7) 
THEOREM 2.1. Assume that conditions (2.2)-(2.7) hold. Then we have 
where d and d’ are any two among ASE, ISE, and MISE. 
Such a result is an extension to dependent data of results by Hall [ll], 
Marron [19], and Marron and Hardle [20]. Note that our conditions are 
exactly the same as in Theorems 1 and 2 of Marron and Hardle [20]. 
We will now give asymptotic evaluation of MISE as function of b and 
of the smoothness of f: Let us introduce the following notations, for 
t= (t1, . ..) Zp)E RP, 
C’,“(K)=$K(z)dt and C,(K) = j” K’(t) dt. (2.8) 
For any function p defined from HP to R and which is k times differen- 
tiable, define 
T;,;(u) = 2 (~1, u= (Ul, . ..) up). (2.9) 
I 
Finally, let us define 
B,(x) = i C’,“(K) T!;(x) and v;(x) = C,(K)f(x). (2.10) 
i=l 
THEOREM 2.2. Assume that conditions (2.2)-(2.7) hold. Then we have 
MIsE(f,) = b2k j- B;(x) w(x)f(x) dx + --& j- v;(x) w(x)f(x) dx 
+ 004 I= (fb )I. 
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Of course, this decomposition is still valid when MISE is changed to 
ASE or ISE, because of Theorem 2.1 above. In fact, this result extends, 
both to dependent data and to more general values of p and k, previous 
works by Parzen [22], Rosenblatt [27], and Collomb [3]. 
3. DISTRIBUTION FUNCTION ESTIMATION 
This section is concerned with the estimation of the distribution function 
F of the variable X. For technical reasons that will be discussed along the 
proofs we make the restriction that X is real valued (i.e., p = 1). Kernel 
estimate of F are defined from the kernel density estimate fb by 
F&J = lx fdt) dt. 
-cc 
(3.1) 
An usual way to write this estimate consists in presenting it as a a-sequence 
estimate as defined in (1.1). Defining 
H(u) = j” K(t) dt and H,(u,u)=b-‘H 
-cc 
we can write Fb as 
Fb(x) = l/n i H6(x, Xi). 
i=l 
Let us assume that 
F is k-times continuously differentiable. (3.2) 
THEOREM 3.1. Assume that p = 1 and that conditions (2.2)-(2.6) and (3.2) 
hold. Then we have 
sup IWb)-d’(Fb)l--* 1 as 
as n-co, 
be& d(F,) . ” 
where d and d’ are any two among ASE, ISE, and MISE. 
Let us now give an evaluation of MISE as function of b and k. Let us 
define 
B,(x) = C’,“(K) T:;(x) and V;(x) = 2f(x) [ UK(U) H(u) du. (3.3) 
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THEOREM 3.2. Assume that p = 1 and that conditions (2.2)-(2.6) and 
(3.2) hold. Then we have 
MISE(F,) = b2k { B:(x) w(x)f(x) dx + F(x)( 1 - F(x))/n 
-b/n 1 V’,(x) w(x)f(x) dx+ o(b2k) + o(b/n). 
This result is both an extension to the dependent setting and a more 
precise formulation of Theorem 1.6 in Reiss [23] (see also Azzalini [l] 
and Lejeune and Sarda [18]). Note that using such a smooth estimate of 
F in place of the usual empirical distribution function results in additional 
bias (first term in expression of MISE above). But the variance has been 
decreased since two last terms in the expression above are just the variance 
of the empirical distribution estimate minus some positive term. Obviously, 
because of Theorem 3.1, Theorem 3.2 also remains valid when changing 
MISE in ISE or ASE. 
4. HAZARD ESTIMATION 
In this section we consider the problem of estimating the hazard function 
h of the variable X defined by 
h(x) = f(x) 
1 -F(x) 
for any x such that F(x) < 1. 
Several estimates of h have been studied in the setting of independent 
data (see [35 or 163 for surveys). Recently L, consistency results have 
been given under mixing conditions [31, 32,28, lo]. The most popular 
estimates of h are kernel estimates which were introduced by Watson and 
Leadbetter [40]. They are defined from (2.1) and (3.1) by 
h(x) = fdx) 1 - Fb(x)’ 
In order to avoid problems with the random denominator we need 
obviously to assume that there exists some T > 0 such that for any x in the 
support of w  we have 
F(x)< l-r. (4.2) 
Since in this case MISE may not exist, it makes sense (see I7201 and the 
references therein) to change MISE in 
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In fact, we can rewrite MISE* in the following way 
MISE*(hJ = E j [I/n i K;(x, Xi)]’ w(x)f’(-u)2 dx, 
(1 -F(x)) 
(4.3) 
i=l 
where 
Kh*(U, u) = K,(u, u) - h(u) 1 - j# F&Jr, 1,) dt . 
-r‘ > 
The main interest of writing MISE* in such a form is that in fact it will be 
possible to consider MISE* as the MISE of some d-sequence estimate (i.e., 
an estimate of the form of (1.1) with 6 = K*). Therefore, we will get our 
results by using exactly the same techniques as for results of Sections 2 
and 3. This idea will be made precise by the proofs in Section 8. 
THEOREM 4.1. Assume that p = 1 and that conditions (2.2)-(2.7) and 
(4.2) hold. Then we have 
sup Idh-d’h)I ~ 1 as as n+co, 
d(h,) ’ ” 
where d and d’ are any two among ASE, ISE, and MISE*. 
This result extends to dependent data the works by Marron and 
Hardle [20]. Let us now specify asymptotic behaviour of MISE*. 
THEOREM 4.2. Assume that p = 1 and that conditions (2.2)-(2.7) and 
(4.2) hold. Then we have 
where Bf and V, are defined by (2.10). 
Similar results were proven for independent data and under more 
restrictive assumptions by Singpurwalla and Wong [36]. As pointed out 
by these authors there is a real analogy between density and hazard 
estimation. Comparing Theorem 4.2 with Theorem 2.2 shows that the error 
in estimating h is basically determined by the error in estimating f: This 
comes from the fact that error in estimating 1 -F is of lower order (see 
Theorem 3.2). 
As before, combining Theorems 4.1 and 4.2 obviously allows us to 
validate Theorem 4.2 when MISE* is changed in ASE or in ISE. 
683,!39/2-9 
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5. REGRESSION WITH FIXED DESIGN POINTS 
Let us, just in this section, assume that the marginal density f of X is 
known. Consider the problem of estimating the regression function r of Y 
given X 
r(X)=E(Yi)Xi=X) for any i = 1, . . . . n. 
A familiar estimate of r was introduced by Johnston [17]. It is defined 
from a kernel K and a bandwidth b by 
rb(x) = l/n i YiKb(x, X,)f-l(x). 
i=l 
(5.1) 
Assume that for some integer k we have 
r is k times continuously differentiable. (5.2) 
THEOREM 5.1. Assume that conditions (2.2)-(2.7) and (5.2) hold. Then 
we have 
sup 14rb)-Wb)l 
4rb) 
+ 1 U.S., as n-+cO, 
be&, 
where d and d’ are any two among ASE, ISE, and MISE. 
This result extends the works by Marron and Hardle [20] to dependent 
data. Let us now specify asymptotic behaviour of MISE as a funtion of b 
and of the smoothness of r. Using the notations introduced in (2.8) and 
(2.9) let us define 
B,(x) = i C’,“(K) T;&(x)f-‘(x) 
and 
i=l 
(5.3) 
V;(x) = C,(K) E( Y:l X, = x)f*-‘(x). 
THEOREM 5.2. Assume that conditions (2.2)-(2.7) and (5.2) hold. Then 
we have 
MIsE(r,) = b2k 1 B;(x) w(x)f(x) dx 
+ ll(nW s V:(x) w(x)f(x) dx+ o(MISE(r,)). 
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6. REGRESSION WITH RANDOM DESIGN 
Let us consider again the problem of estimating the regression function 
of Y given X defined by 
R(x)=E(Y,IXi=x) for any i= 1, . . . . n, 
but when the marginal density f of X is unknown. Among the several non- 
parametric estimates of R already introduced (see [4, 131 for surveys), the 
most popular are certainly kernel estimates [39,21]. They are defined from 
a kernel K and a bandwidth b by 
Rb(x)= l/n i YiKb(X, Xi)/!&(X). (6.1) 
i= I  
Starting with Collomb [4] several papers were concerned with L, proper- 
ties of these estimates under mixing structures [6, 30, 38,2, 28, lo]. A first 
work about L, errors of these estimates was made by Collomb and 
Doukhan [S] but with dependence structure much more resrictive than the 
cl-mixing one considered here. 
In dealing with these estimates we find the same problems as in hazard 
estimation (Section 4) with the random denominator. In order to avoid this 
denominator vanishing we made the classical assumption that there exists 
some Q > 0 such that for any x belonging to the support of w  we have 
f(x) ’ to. (6.2) 
As in Section 4 we are in a situation where MISE may fail to exist, and 
following Marron and Hlrdle [20] we change it in 
As in Section 4, rewriting this quantity as 
MISE*(R,)=E@ i K$(x,Xi)]'Edx, 
i=l 
(6.3) 
where 
will allow treating MISE* as the MISE of some b-sequence estimate (i.e., 
an estimate of the form (1.1)). This idea will be made clearer in the proofs 
in Section 8. Finally, the nonparametric model is defined by assuming that: 
R is k times continuously differentiable. (6.4) 
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THEOREM 6.1. Assume that conditions (2.2)-(2.7), (6.2), and (6.4) hold. 
Then we have 
sup Id(&)-d’(b)1 
d(R,) 
-+ 1 U.S., as n+co, 
beB. 
where d and d’ are any two among ASE, ISE, and MISE*. 
This result was given for independent data by Hardle [12] and by 
Marron and Hlrdle [20]. Let us now specify asymptotic behaviour of 
MISE*. Let us denote by r = Rf and, using the notations introduced in 
(2.8), (2.10), and (5.3), define 
and 
BR(x) = B,(x) - R(x) &(x)f-‘(x) 
V;(x) = C,(K)[E( Y;) X, = x) - R’(x)]f-‘(x). 
THEOREM 6.2. Assume that conditions (2.2k(2.7), (6.2), and (6.4) hold. 
Then we have 
MISE*(R,) = b2k !- B;(x) w(x)f(x) dx 
+ l/(nbP) I Vi(x) w(x)f(x) dx + o(MISE*(R,)). 
This result was given for independent pairs (Xi, Yi) and for k = 2 by 
Collomb [3]. This theorem remains valid when MISE* is changed in ISE 
or ASE. 
7. CONDITIONAL DENSITY ESTIMATION 
Let us consider the problem of the estimation of the conditional density 
c of Y given X. Kernel estimate of c are defined by 
c,(& y) =‘e, 
bx 
wheref, is the estimate of the marginal density f of X defined in (2.1) and 
where jb is the estimate of the joint density j of (X, Y) which is defined by 
jb(& Y)’ l/n i Kb(xT xi) Kb(y, yi)* 
i=l 
(7.1) 
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In this definition K, and b are delined as in (2.1) while Kb is defined from 
an univariate kernel K’ by 
. 
Since j and c are both functions of x and y, the definitions 
errors need to be suitably changed in the following manner. 
or j, and g be c or j. Define: 
” 
of quadratic 
Let gb be Cb 
ASE(gb) = l/n 1 (gb(Xi, Yi) - g(xi, Yi))’ w(Xi) w’(Yi), 
i=l 
IWgd = fj kbb, Y) - Ax9 ~1)~ w(x) w’(y)j(x, Y) dx 4, 
MIWg,) = E jJ (gdx, Y) - dx, ~1)’ w(x) w’(y)j(x, Y) dx &. 
As in Sections 4 and 6, cb is a fractional b-sequence estimate, and MISE 
may not exist. So it makes sense (see [20]) to define 
MISE*(cb) = E IJ’ [l/n i Kb*(x, Y, Xi, y,)li W(X) W’(Y) f(X) dx 4, 
i= 1 
where 
&Yu, v, w, 2) = WV, 2) - 4~ v)) Kdu, w). 
Our main task is to estimate c but we need first to give results about the 
estimation of j by the kernel estimates j,. In fact estimating j can be seen 
as a particular case of estimation of the density of the (p + l)-dimensional 
variable (X, Y). Therefore, the next lemma is a direct consequence of 
Theorems 2.1 and 2.2. 
LEMMA 7.1. Assume that conditions (2.2)--(2.7) hold when K is changed 
in KK’, f is changed in j, w  is changed in ww’, and p is changed in p + 1. Then 
we have 
sup 14jb) -d’(jdl --t 1 as 
4jJ 
. ., as n-+a, 
bEB,, 
where d and d’ are any two among ASE, ISE, and MISE. Moreover, defining 
P+l 
Bj(x, y) = 1 C’,“(KK’) T;;;, 1 (x3 Y) and +, Y) = C,(KW Ax, Y), (7.2) 
i=l 
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we have 
MISE(j,) = b2k jj B;(x) w(x) w’(y) j(x, y) dx dy 
+ l/(nbP+ i ) jj vi’(x) 4x1 W’(Y) Ax, y) dx dy 
+ o(MISE(j,)). 
Now, from this lemma and from results of Section 2 concerning 
estimation of f, we can derive results about kernel estimates of c. Our 
nonparametric model is defined by assuming that 
c is k-times continuously differentiable. (7.3) 
THEOREM 7.1. Assume that (6.2), (7.3), and conditions of Lemma 7.1 
hold. Then we have 
sup Mcd-d’(d --, 1 as 
4cJ 
* .> as n+oo, 
bsB, 
where d and d’ are any two among ASE, ISE, and MISE*. 
Using the notations (2.8), (2.9), (2.10), and (7.2) define 
Bc(x~ Y)=fpl(x)CBj(x, Y)-c(x, Y) Bf(x)l 
and (7.4) 
THEOREM 7.2. Under the conditions of Theorem 7.1, we have 
MISE*(c,) = bZk jj B;(x, y) w(x) w’(y) j(x, y) dx dy 
+ l/(nbP+ ’ 1 jj %4 w(x) W’(Y) Ax, Y) dx 4 
+ o(MIsE*(c,)). 
Note that similar results were given by Rosenblatt [26], Doukhan and 
Ghindts [S], and Yakowitz [41] but under dependence structures 
specially constructed to deal with Markov processes. Note also that bias in 
estimating c has two components, one coming from bias in estimatingj and 
the other one from bias in estimating f: But variance in estimating c is 
mainly determined by variance in estimating j since variance in estimating 
f is of lower order (compare Theorem 2.2 and Lemma 7.1). 
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8. PROOF OF ASYMPTOTIC EQUIVALENCES 
In this section we give the proofs of results of the kind of (1.2), namely 
the proofs of Theorems 2.1, 3.1, 4.1, 5.1, 6.1, and 7.1. We will first give a 
general lemma that will be proven in the Appendix. 
LEMMA 8.1. Let g be a functional of (X, Y) and let g, be an estimate of 
g ofthe kind of (1.1) with t=O or 1, with 
, 63.1) 
and with ~5~ = Kb, Kz or Hb. Assume that conditions (2.2)-(2.6) hold. Then 
we have 
sup Idkd -d’kdl ~ l as 
4gd 
. -3 as n+oo, 
be& 
where d and d’ are any two among ASE, ISE, and MISE. 
This lemma is an extension to dependent data of Theorems 1 and 2 in 
Marron and Hlrdle [20]. Note, however, that these authors present their 
results for more general b-sequence estimates (i.e., without assuming (8.1)). 
In this paper we focused our attention on kernel estimates not to have to 
introduce too long and tedious computations and notations. The reader 
will easy see by following our proofs that we could state this lemma in the 
general setting of Marron and Hardle’s paper. 
Proofs of Theorems 2.1, 3.1, and 5.1. These theorems are direct conse- 
quences of Lemma 8.1. 
Proofs of Theorems 4.1, 6.1, and 7.1. The estimates h,, R,, and cb 
concerned by these theorems can be written in the form of a fractional 
b-sequence estimate. That means that in estimating G = h, R, or c by 
Gb = h,, R,, or cb we can write 
Gb = &/Db, 
where gb is an estimate of the form of (1.1). Note that in each of these three 
situations we have that D, converges (uniformly over x in the support of 
w  and over b in B,), to some function D (see, e.g., Gyorfi et al. [lo] for 
precise explicitation of these results). Precisely, the function D is 
D=l-F when G=h; 
D=f when G = R; 
D=f when G= c. 
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Noting that 
G,-G=$(g,-GD,), 
b 
using the above mentioned consistency results, and following the 
same ideas as in Marron and Hlrdle [20, p. 993, we find directly that 
MISE*(G,) is asymptotically equivalent to MISE(gb), where 
gb = (l/D)kb - GDb) 
is considered to be an estimate of the function 0. Now it suffices to note 
that gb satisfies the conditions of Lemma 8.1 for d = K* to see that 
MISE( gb), ISE(gL), and ASE( gb) are all three equivalents. These proofs 
are now complete. 
9. PR~~FS OF VARIANCE SQUARE BIAS DECOMPOSITIONS 
In this section we will prove results of the kind of (1.3), namely 
Theorems 2.2, 3.2, 4.2, 5.2, 6.2, and 7.2. Formula (1.3) gives decomposition 
of MISE in two components. A crucial tool along square bias component 
computations is the following lemma that will be proven in the Appendix. 
This result, often called Bochner’s theorem, was first given by Parzen [22] 
for p = 1 and k = 2. Several extensions were given by Collomb [3] to deal 
with k > 2. We give here a general formulation of this result, 
LEMMA 9.1. Let ,u be a function defined on lRp and taking values in R. 
Assume that u is k times continuously differentiable and let K be a kernel 
function satisfying (2.4) and (2.5). Then we have 
I K/,(X, y) p(y) dy - ,4x) = b“ i C’,“(K) T;),(x) + Ok), 
1=1 
C(li’ and TFJp being defined by (2.8) and (2.9). 
Concerning the variance component, a crucial tool is the following result 
that will be proven in the Appendix. 
LEMMA 9.2. Assume we are in the same situation as in Lemma 8.1. 
Denote by 
and denote by a(gb) the same quantity we would obtain if the pairs (Xi, Yi) 
were independent. Then we have 
sup IR(g,) - Rigb)l = o(b2“). 
bsB, 
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Because of this lemma we can write 
MIWg,) = S&J + Rkd, 
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(9.1) 
where 
Skd = f (&b(x) - g(x))’ 4x1 f(x) dx. 
The term S is not stochastic and the term a considers that the pairs 
(X,, Yi) are independent. Therefore from now on, all will happen as in the 
situation of independence and this will be considerably helpful. We can 
now start the proofs of our theorems. 
Proof of Theorem 2.2. Applying Lemma 9.1 to p = f leads directly to 
S(fb) = bzk j- B;(x) w(x) f(x) dx + o(bzk). (9.2) 
Now let us compute R(fb). Denote by i? the expectation that would apply 
in the situation of independent variables Xi. We obtain 
a(fb) = J n-2 1 C EC(Kb(x, xi) - EKb(x, xi)) 
x W,i,‘x,) - -=&, X,))l w(x) f(x) dx 
= n s - ‘E[Kb(x, X,) - i?Kb(x, A-,)]’ w(x) f(x) dx 
=?I 
-1 K:(x, t)f(t) dt w(x)f(x) dx 1 
1 
2 
-n-’ KJx,t)f(t)dt w(x)f(x)dx. 
For the second (resp. the first) integral in right member of this equality, 
apply Lemma 9.1 to ,U = f and to the kernel K (resp. K2). This leads to 
R(f,)=--$j v;(x)w(x)f(x)dx+o(--&-)+o(b2’). (9.3) 
Finally Theorem 2.2 follows from (9.1), (9.2), and (9.3). 
Proof of Theorem 3.2. Let us first compute S(F,). We have 
WtJ = f [ 5,-, fu &(u, t)(f(u)-f(t)) du dt * w(x)f(x) dx. 
x 1 
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Integrating by substitution and applying Lemma 9.1 leads to 
S(F,) = J [b”&(x)]* w(x)f(x) dx+ o(b2k). (9.4) 
Now let us compute R(Fb). Following Lemma 2.1 in Reiss [23] we have 
for any fixed x 
nE(F,(x) - m-b(X)) = F(x)( 1 - F(x)) - bf(x) j 2uK(u) H(U) du + O(P), 
and, as usual, the term O(b2) is uniform on x (see the proof of Lemma 2.1 
in Reiss’s paper). Therefore, since w  is compactly supported, integrating 
with respect to x, we obtain 
R(F ) = f’(x)(l -F(x)) b 
b -; j V;(x) w(x) f(x) dx + o(b2k) + o(b/n). (9.5) n 
Finally Theorem 3.2 follows from (9.1), (9.4), and (9.5). 
Proof of Theorem 5.2. We have 
S(rb)=If-1(x)[l(r(u)f(u)K,(x,u)-r(x)f(x))dU]2W(X)f(X)dX. 
Hence, Lemma 9.1 applied to m = rf leads directly to 
S(r,) = bzk j- B;(x) w(x) f (x) dx + o(b2k). (9.6) 
Now let us compute R(f,). Since we are in situation of independent 
variables Xi, we obtain 
’ R(rb) =- 
nf'(x) 
E[(y,Kb(x, xl))21 + & [E(y,Kb(x, xl))12* 
Because of (9.6) the second term in right-hand side of this equality 
is o(S(r,)). Then we treat the first term in right side of this equality by 
applying Lemma 9.1 to the kernel function K2. So we obtain 
K(rb)=~I~[(Y~Ix,=X))C2(K)W(X)f(X)dX+O(R(rb)+S(rb)). (9.7) 
Finally, Theorem 5.2 follows from (9.1), (9.6), and (9.7). 
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Proof of Theorem 4.2. We have shown in Section 8 that 
MISE*(hJ = MISE(hb) + o(MISE*(h,)), 
where 
4(x) = CfAx) - h(x)(l - F&))II(l -F(x)) 
is considered to be an estimate of the function 0. The estimate hj, satisfies 
the conditions of Lemma 9.2, and so we obtain, similarly to (9.1), 
MISE*(h,) = S(hb) + R(h;), (9.8) 
where S and i? are defined as in Lemma 9.2 and in formula (9.1). We first 
deal with the square bias component S(hb). We have 
S(h;)= j [E(h;(x)-O)]*w(x) f(x)dx 
= s t1 _:(x,,2 CE(f&)-f(x))l’ w(x)f(x) dx 
+ s 
h2(X) 
(1 -F(x))2 
[E(F,(x) -F(x))]* w(x) f(x) dx 
s 
h(x) - 
(1 -F(x))* 
CQfb(X) -f(x))1 
x CWdx) - W))lw(x) f(x) dx. (9.9) 
The first term in right-hand side of (9.9) is given by Theorem 2.2 while 
Theorem 3.2 ensures that both other terms are negligible. So we have 
S(h;)=l ’ 
(1 -F(x)) 
2 $(x1 4x1 f(x) dx + 4Wb)). (9.10) 
Concerning the variance term R(hb), we similarly have 
R(h;) = j [E(h;(x) - E(h;(x)))*] w(x) f(x) dx 
= I (1 -;tx))2 E(hb(x)*) w(x)f(x) dx-S*VdJ 
= s t1 w;txjJl CE(f&)-f(x))‘1 w(x)f(x)dx 
+o ; +0(P). 
0 
342 PHILIPPE VIEU 
Finally, using Theorem 2.2, we have 
R(h;) = $ j V;(x) (;(x;;($ dx + o(MISE*(h;)). (9.11) 
Finally, the proof of Theorem 4.2 is complete by using (9.8) (9.10) and 
(9.11). 
Proofs of Theorems 6.2 and 1.2. We do not give these proofs here to 
save space. In fact, they can be proven using the same techniques as for 
Theorem 4.2 above to eliminate the problem with the denominator. 
APPENDIX: PRWFS OF LEMMAS 
Proof of Lemma 8.1. This proof is, in fact, very similar to the proofs of 
Theorems 1 and 2 in Marron and Hlrdle [20] but with some technical 
changes in order to deal with not necessarily independent variables 
(Xi, YJ. It would be very long and tedious to present a complete proof of 
this lemma here, and we will just sketch its proof. In fact, we will just 
describe the modifications that one would have to make on Marron- 
Hardle’s proofs to make their results valid in the dependent setting. These 
modifications are based on the techniques used in Hart and Vieu [ 151. We 
encourage the reader in keeping at hand both above-mentioned paper to 
follow clearly our proof. 
First of all, note that by classical considerations about the Holder con- 
tinuity of the kernel function K and of the function g to be estimated, it is 
enough to show that Lemma 8.1 holds when the set of possible bandwidths 
B, is finite and such that 
# (B,) = np. (A-1) 
Several papers present details on these Holder continuity considerations 
(see, e.g., Lemma 5 in [ 151 or Lemma 6 in [ 141). 
Let us now follow Marron-HHrdle’s proof. Following their ideas, it will 
be enough to show that there exists some v > 0 such that for any q E N* 
there exists a real constant C, such that we have 
Term(b) 2q 
#(B,) sup E - [ 1 < CqWvq, bsB. 0) (A.21 
where d denotes MISE (or MISE* in situations where MISE may fail to 
exist) and where Term = R,, R,, S, T,, T,, T,, T4, T,, T6, T,, U1, U,, 
U3, or V (see Marron and Hardle’s paper [20, pp. 102-1041 for exact 
values of these quantities). 
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Proof of (A.2) for Term = T, or U3. In fact these two terms are not 
stochastic. Therefore, Marron-Hlrdle’s proof [20, pp. 1041051 can be 
copied without having to worry with possible dependence between the 
variables (Xi, Yi). 
Proof of (A.2) for Term = R 1, &, s, T,, T2, i-3, T4, T,, Ts, Ul, Uz, 
or V. The technique used by Marron and Hlrdle [20, pp. 105-1101 
consists in writing each of these terms as (using authors’s notations) 
Term(b) = (A.3) 
in such a way that we have 
sup I W(Xj, X,)1 =0(&-P). 
i.i 
(A.4) 
Note that for some values of Term these authors had chosen a simplest 
decomposition of the form [l/n C W(X,)], but obviously this can be 
rewritten as in (A.3). Now these authors proved (A.2) using decomposition 
(A.3) by the way of some cumulants arguments. However, these arguments 
are no more available here in our dependence setting. A mathematical tool 
for dependent setting, which can be used as the cumulants arguments in the 
independent setting, is given by Proposition 1 in Hart and Vieu [15]. Let 
us explain this in details now. 
We will prove (A.2) performing over the same steps as in Lemma 2 of 
Hart and Vieu [ 151. Let us define the sequence pn by p,, = n’, where E is 
defined in (2.3). We have 
1 
24 
E np2 CC W(Xi,XJ) 
i>j+p. 
=n --4q yJ . . . cc 
il > il + pn q>&+Pn 
E [“i;’ WXI., Xj”)]. 
Id-1 
Same kind of equality can be written also when E is changed in i? which 
is the expectation that would apply if the data were independent. Now it 
suffices to follow Hart and Vieu’s paper [ 15, first formula, p. 8863 and to 
rewrite the set of indices (ir , jr, . . . . i2q, j,,). This leads to the following 
inequality which is similar to (4.7) in Hart and Vieu’s paper: 
E n-* cc W(Xi,Xj) 2q-i? np2 cc W(Xj,Xj) 2q 
i>j+p, 1 [ i> j+p. 1 2q 
< Cqn-4q(p,)4q sup E 1 c W(X,,,,, X,,) 
j.k,s.t I [ q,m 1 2q 
-E ne2 C 1 w(x,,, x,,) [ 1 I , 4.m 
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C, being a real positive constant and j, k, s, t, m’, and q’ being defined as 
in formula (4.7) of Hart and Vieu’s paper. Now it suffices to note that we 
have to compute the same kind of quantity as in Hart and Vieu’s paper 
(W is Y in authors’s notations), and the only thing they use about their 
quantity Y is that Y is bounded by bpP. Therefore, formulas (4.10) and 
(4.12) proven by these authors are still valid in our case since we can use 
the same bound for W which is given by (A.4). Finally we obtain 
2Y 
1 [ 1 
2q 
E nM2 cc W(Xi, Xi) -I? np2 CC W(Xi,Xj) 
i>J+P. i>j+p, 
= O(b-2qa(p,)) + O(n-2qp2bpq) = o(b4qk), (A.5a) 
with the last equality following from assumption (2.3). Obviously we can 
obtain similarly that 
2q 2q 
E n-’ cc W(Xi, Xj) -i? c2 11 W(Xi, Xi) =o(b4qk). 
ic j-p. 1 [ icj-p, 1 
(A.5b) 
Now it is easy to show (see Lemma 1 in Hart and Vieu’s paper for very 
similar computations) that 
n-’ c c W(Xj, X,) -n-* 1 c W(Xi, Xi) = O,(bZk+ ‘p,). (A.5c) 
Ii-Ji>P. i # j  
So finally, using (A.5), (2.2), and (2.3) and noting that we have d(b) > CbZk 
for some real constant C, we directly obtain for some v > 0 that 
On the other hand, formula (6.4) in Marron and Hlrdle’s paper can be 
written with our notations as 
Term(b) 2q 
#(B,) sup E ~ [ 1 d Cqn-“q. be& d(b) (A-7) 
So finally (A.2) follows from (A.6) and (A.7). 
Proof of Lemma 9.1. By changing the variable in the integral we obtain 
j- Kb(xv Y) P(V) &-Ax) = 1 K(thdx + lb) - P(X)) dt. 
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Then, by Taylor expansion of fi we have 
5 Kdx, VI cl(x) dx - P(Y) 
= i (llj!)b’ c 
/=I 
S(K, i , . ..) ip) dx”d~dx” +O(bk). 
.  .  
il+ ... +ip=j 1 P 
Finally condition (2.5) on rhe kernel function allows to completion of 
proof. 
Proof of Lemma 9.2. We are in the situation 
345 
this 
i=l 
where 
W,(x) = Yfb,(x, Xi), 
with t = 0 or 1 and with 6, = Kb, K$, or H,. By definition we have 
Ng,) = E j kdx) - &,(x))* w(x)f(x) dx. 
Let us now develop this expression. Recall that E is the expected value that 
would apply if the data were independent. We have 
R(gb)-R(gb)= j ‘-* C 1 EC(Wi(x)-EWj(x)) 
i#j 
X (wj(X)- EWj(x))I W(X) f(X) dx 
-jne2CCE[(Wi(X)-EEW,(X)) 
i#j 
X (Wi(x)-EWj(x))l “‘(xJf(x) dx. 
It suffices to note that, because of (2.4), each Wi(x) is bounded by b-p, 
and to apply Proposition 1 of Hart and Vieu (1990) to obtain 
R(g,)--(g,)~(nbP)-*lCCa(li-jl)M’(x)f(x)dx. 64.8) 
i# j 
Now, using condition (2.3), we have 
n-1 
cc~(Ii--jJ)=2cca(i-j)=2 c kor(k)=o(bzk), 
i#j i-cj k=l 
and finally Lemma (9.2) follows from (A.8) and (A.9). 
64.9) 
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