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Meyers and Serrin have given in [9] a remarkably simple and complete 
treatment of the exterior Dirichlet problem for linear second order elliptic 
partial differential equations. The first remark I wish to make is that this 
treatment may be extended without important change to the problem of 
finding periodic (in time) solutions of parabolic equations 
Lu - Ut =f(x, t), x E 8, 
satisfying u = h(x, t) for x E c&, where d is the complement of a bounded 
domain ~2 in n-space, and 
LU = 2 aijl?,ju + z biDiU. 
i,j=l z 
Here a&X, t), h(x, l), f(x, t), 4x, t), and certain derivatives of h are assumed 
bounded, locally Hiilder continuous, and periodic in t. Problems I and II 
consist in finding a function U(X, t) satisfying the above conditions and also 
(1) u -+ II, as x --+ co, or (II) u bounded. In the extension of the methods 
and results of [9] to this situation, a barrier v is still taken to be a function of x 
alone satisfying Lw Q 0 for all t, large x, with v -+ 0 and v > 0 as x -+ cc. 
Similar extended definitions are given for the concepts of an antibarrier and 
for the other comparison functions used. 
The reason that this extension can be made is that the only tools used by 
Meyers and Serrin (except in Section 3) are the standard maximum principle 
due to Hopf, the Schauder estimates, and the existence theory for bounded 
domains. But all these have direct analogs for the parabolic problem as well; 
namely, the Nirenberg strong maximum principle [13], Friedman’s Schauder- 
type estimates [3], and the author’s treatment in [I] of the Dirichlet problem 
for parabolic equations in infinite cylindrical domains. Therefore in the pre- 
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sent paper whenever reference is made to a result in [9], that result will be 
transplanted to the periodic parabolic setting without further comment. 
Gilbarg and Serrin give conditions in [5] which insure that every bounded 
solution of an exterior problem approaches a limit at infinity. The only 
tool besides those mentioned is a Harnack inequality proved by Serrin. But 
Moser [II] has now provided a Harnack inequality for uniformly parabolic 
equations of the form 
C Dj(@+) + C biDiu - ut = 0. 
i,? 1 
His result is stated for bi = 0, but the extension to bounded bi can be made 
by adjoining an extra variable to the problem as in [1.5], sec. 2.2. This Harnack 
inequality involves a “time lag ” in the general case, but when the solution 
under consideration is periodic in time, the following result is easily inferred: 
If u(x, t) is a positive periodic solution of (*) in Q x (- co, oz) where Q 
is a space domain, and the domain Q’ has closure compact in Q, then 
for all x and y E Q’ and all s, t, where C depends only on the coefficients, R, 
Q‘, and the period. As in [5] or [IO] this yields the result that every bounded 
periodic solution of (*) in a neighborhood of infinity approaches a limit 
(independent of t) as x ---f co, uniformly in t. 
In the present paper special attention is given the case of one space variable. 
Some stronger results are given concerning the existence of a limit as Y + 00, 
and the rate of approach to this limit, for an equation in nondivergence form 
with an inhomogeneous term present. 
These results and the powerful estimates of Ladyienskaya and 
Ural’tseva [B] are then applied to the problem of finding a periodic solution 
of the quasilinear parabolic von Mises equation of boundary layer theory. 
However, there is little that is special about this equation; a wide class of 
quasilinear problems could be treated as easily. 
The connection with boundary layer theory may be described as follows. 
Let 53 be a smooth bounded domain in the x - y plane. The exterior pro- 
blem for the Navier-Stokes equations is that of finding a solution outside 9 
which assumes prescribed values on the boundary 5@ and at 00. This has 
been solved by several authors; see, for example [2,4, 71. Suppose that the 
solution is required to vanish at 03 and that the prescribed data on 6@ has 
normal component zero and tangential component (say in the clockwise 
direction) w(s) (s is arc-length along 9) which satisfies w(s) > 0, 
max wlmin w < 42. The corresponding Prandtl problem for finding the 
approximate solution near 33 at high Reynolds numbers is the problem 
treated in this paper. A specific criterion for the shape of ?3 is given under 
which the problem has a solution. This criterion is that &@ should not deviate 
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too far from being circular; the allowed deviatian is given explicitly in terms 
of fl - (max w/min W). An unusual feature of this boundary layer problem 
is that the “interior” problem of finding a potential flow which approximates 
the real solution away from the boundary cannot be solved independently of 
the Prandtl problem. Thus a more correct statement of the result in this 
paper is that the combined problem has a solution. The same existence 
theorem works also for higher order interior and boundary layer approxima- 
tions. For more details see Section 4. 
A general existence theorem for the more usual type of Prandtl problem 
has been given by Oleinik [14]. In that situation an initial velocity profile 
is given and its evolution downstream is found. A reduction can be made 
to an initial value problem for the singular von Mises equation. 
The exterior problem considered in this paper is such that both an exact 
solution of the Navier-Stokes equations and a solution of the Prandtl problem 
can be found independently of each other. It would be desirable to be able 
to compare the two solutions in order to check the validity of the assumed 
approximation. Comparison theorems of this type have been achieved in 
another connection by Nickel [12] and Fife [Z6]. 
1. NOTATION ANDPRELIMINARY ESTIMATES 
The functions in this paper will generally be endowed with norms whose 
values determine not only uniform bounds for certain derivatives and differ- 
ence quotients up to the boundary, but also their rates of decay at infinity. 
If f(x, t) is a smooth enough function defined for x 3 0 and all t, and a 
and p are numbers with 0 < 01 < 1, then we define 
IfIB. = Iflm + Ifz lD+l.o 7 
Ifl P.l+a = If Im + If36 lD+l.cr 7 
lfl 9.2+a = If L-l-a + Ifz* La + Ift l*+2.cx * 
For functions h(t) of t alone we define 
I h lo = su,p WV 
(1.2) lhl l+a/e =I h lo + I ht la,2 - 
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Occasionally these norm symbols will be used with a superscript such as ~2 
attached, where 9 denotes some specified domain. The meaning of such a 
symbol will be as above, except that suprema are taken only over P. Finally, 
symbols uch as If I,, , If l2+2 , etc. will be given the same definition as above, 
except that all factors of the form (1 + X) to some power are omitted, so that 
the parameter p does not enter. These latter norms are those used, for exam- 
ple, by Friedman [3b]. 
The following lemmas provide a priori estimates basic to the rest of the 
paper. 
LEMMA 1.1. Let a(x, t), b(x, t) be bounded functions defined for x E (0, CO) 
and all t and satisfying 0 < a,, < a, b(l + x) < a for all x, t. Let f(x, t) 
be W/I that If IB+pTy.O <ooforsomeyandp,O<y<l,p>O.Letu(x,t) 
be a function which is periodic in t with period T, which has continuous deriva- 
tives u,, and u, , and which satisfies 
au,, + buX - ut = f(x, t) (1.3) 
for x > 0. 
If f = 0, then 
mjn ~(0, t) < u(x, t) < rn:x ~(0, t) 
(extended maximum principle). 
?f lim,,, u(x, t) = II, unzformly irz t and either 1 u - ua jpIy or / ut 19+,,,o is
finite, then there is a constant C, depending only on a, b, y, p, and T such that 
and/or 
I u - %. IDfY.0 G C[lf l2+zl+y,ll -t I lJ - Ko I,.,1 (1.4a) 
I u - us IP+Y.ll G C[lf I2fPfY.O + I 4 IP+Y.ol~ (1.4b) 
Proof: The extended maximum principle follows from [9], Theorem 6. 
In fact according to that theorem the condition on b could be relaxed to 
allow b < a/(1 + x) (1 + E(X)), where exp [- s” E(S) ds/s] is not a Dini 
function. 
The following result also follows immediately from the proof ([5j, Theo- 
rem 1) of this maximum principle: if au,, + bu, - ut > 0, then 
M(x) = rn:x u(x, t) 
is a decreasing function. Hence if f > 0 and u + U, , M(x) 2 u, for all x. 
But then since II is periodic, there is no point (x, t) further than T in the t 
direction from a point at which u > u,. Since 
I Au I < mh {I u ID.y (1 + x)-p-Y I At V, I Ut ID+Y.o (1 + x)-p-Y I At I), 
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it follows that 
u(x, t) -u*>-cc,(l+x)-n)-~ (1.5) 
for some C, depending on the quantities listed. 
We now remove the restriction f > 0. Let V(X) = V(1 + X)-+-Y, where V 
is a constant to be determined. Setting 
and q = p + y and using the condition on b, we have 
Lw = V[uq(q + 1) - bq(1 + x)] (1 + .)-‘J-~ = v(x) 
3 Vuq2(1 + x)-*-Z (1.6) 
Since f (x, t) < If 12+9.0 (1 + X)-Q-~, V may be chosen large enough so that 
0 < v f f = L(w f u). Setting w* = w f u and applying (1.5), we obtain 
I u - u, I < (C, + V) (1 + X)-Q, or I u - u, (p+Y,O < C, + V. Finally a 
dimensional argument puts the estimate in the form (1.4), and the lemma is 
proved. 
The next lemma is mainly an adaptation to our notation of a special case 
of the interior and boundary Schauder estimates [3]. 
LEMMA 1.2. Let u(x, t), b(x, t), f(x, t), and h(t) be defined for x >, 0 
and sllch that u(x, t) >, a, > 0 and the norms 1 a I,,cr, 1 b (l,a, 1 f (p+l.a, and 
Ihl 1+al2 are $nite for some p > 0 and 0 < 01 < 1. Let u(x, t) be a function 
satkfying 
au,, + bu, - ut =f, x > 0, (1.7a) 
40, t> = h(t), (1.7b) 
such that u,, and ut are Hiilder continuous in x (exponent a) and t (exponent 
42) and such that ( u - u, (Q,O < 00 for some u, . Then I u - u, l,i,2+a is 
Jinite, and 
I u - urn Ip,2+ar < Wf Ip+2,a + I h I~+a/a + I u - urn I,3 (1.8) 
where C depends only on a, b, CL, and cr. 
Proof: Since u - 24, is also a solution of (1.7a) we may assume u, = 0. 
For any number z > 1 we define ~9~ as the strip s/2 < x < 3x/2 and gz’ 
as the strip 3214 < x < 5214. Let 5 = x/z and 7 = tlz2. For any function 
G([, T) = g(x, t) = g(zt, Z~T) and any m > 0 the following is a consequence 
only of the definitions (1.1): 
7 
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where C, depends only on m and y. Now let 
U(it, 4 = *(x, t), 4‘5 7) = 4x9 t), 45 7) = qx, t), 
and 
m 7) = z2f(x, 2). 
Then (1.7a) becomes 
AUE6 + BU, - U, = F. 
The interior estimates [3a] now yield 
(1.10) 
(1.11) 
where C, depends only on OL, 1 A I:], and 1 B ],“I, the last two of which by 
(1.9) are bounded by I a (O,cr and I b Ilen. Using (1.9), (1.11) multiplied by 
zp becomes 
with Ca independent of z. This provides the necessary bounds for the 
region x > 1. For the region 0 < x < 1 the estimates up to the boundary 
in [3b] may be applied to obtain bounds for these same derivatives and dif- 
ference quotients, this time in terms of 1 h /l+mj2 as well as of the other 
quantities. It is then a simple matter, using the definition (l.l), to combine 
the estimates into the single statement (1.8). 
LEMMA 1.3. Let a, b, f, and h be periodic in t of period T, with a > a, > 0, 
b(l + x) < a, and with Finite Norma I a IoSor , I b La I If lm+2.6 , and I h ll+rr/2 
for some m > 0 and 0 < OL < 1. Let u(x, t) be a bounded periodic solution of 
(1.7) satisfying lim,,, u(x, t) = u, for some constant urn . Also assume u,, 
and ut are Hiilder continuous in .r (exponent a) and t (exponent 42). Then 
1 u - 24, Jm,l+a is$nite and 
I u - u, lm.2+a < C{lf lm+w + I h l1+a/2 + I u - urn Ioh (1.12) 
where C depends onIy on a, b, m, (Y, and T. 
proof: The first step is to apply Lemma 1.2 with p = 0 to obtain 
I u - 11, lo,z+a < c{lf lm + I h h+a/2 + I u - urn I,>. 
In particular, I ut la.a is bounded by the right side. If m < 2 then Lemma 1.1 
(1.4b) with p + i 2 m yields an estimate for ) u - u, lm,a and Lemma 1.2 
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with p = m yields the’ desired result. However, if m > 2 then we set 
p + y = 2 = p to obtain, from (1.4b) and Lemma 1.2, an estimate for 
I u - urn 12.2+a, hence for I ut La . This iteration process may be repeated 
until (1.12) is obtained and the lemma proved. 
2. LINEAR EQUATIONS 
In this section we construct bounded periodic solutions of the linear 
equation 
(2.la) 
in the region .X > 0, under the boundary condition 
u(0, t) = h(t). (2.lb) 
THEOREM 2.1. Let a(x, t) > a, > 0, b(x, t) (1 + X) < a, f(x, t), and h(t) 
be periodic (period T) in t and havefinite norms 1 a 10,cr , / b ll,dI , /f lm+2,a, nd 
/ h llcalz for some m > 0 and 0 < 01 < 1. Then there exists a unique bounded 
periodic (T) function u(x, t) which satisfies (2.1). Furthermore it approaches 
a constant u, as x + 00, and 
I u - urn lm+a d C[lf lm+w + I h Il+d (2.2a) 
I u lo < I h I,, + (&,m”) If 12+m.0 (2.2b) 
where C depends only on / a I,,G1 , I b Il,a , a,, , 01, m, and T. 
The existence and uniqueness statements follow from [9], Theorem 12. 
In fact, in the terminology of that theorem we may choose r = 0 and 
6(x) = (1 + x)-“. Also we choose 
5 =: ( h (,, + ~f*+RL.O(1 - (1 + xP> 
and w = - C. Then from our (1.6) with 4 = m we find L_w > I f (, so W, eo 
form a “barrier” for the problem, and there exists a solution u satisfying 
I u 1 < G, from which (2.2b) follows. We have yet to show that u -+ u, and 
that (2.2a) holds. We shall construct the solution in a way tailored to indicate 
this desired behavior at infinity. 
LEMMA 2.1. Let Y(X, t) be a boundedperiodic (in t) solution of u, - ut = 0 
for x > 0. Then there is a constant u, such that limz+m U(X, t) = u, uniforrn~ 
in t. 
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Proof: Since u(x, t), as a solution of the homogeneous heat equation, is 
infinitely differentiable for x > 0, it may be expanded in a Fourier series 
u(s, t) = i; u,(x) eint 
n=-a, 
which may be differentiated any number of times with respect to x and/or t. 
For fixed x > 0 the coefficients S(X) decay as n -+ co faster than n-N for 
any N. Therefore in particular 
2 1 u,(x) 1 < cc for each x > 0. 
n=--9 
Substituting the expansion into the differential equation, we find 
U,“(X) - in UJX) = 0. 




x) = ~~(1) exp [- 4$2 (1 + i) (x - l)], 
I < I h(l) I exp [- V’1/2(x - 1)1, 71 #O, 
uo(x) = u,(l) = const. 
Therefore 
I 4x, 0 - u. I < & / u&) l Gn3, l u,(l) ] exp [- z/i~(.~ - I)], 
hence lim,,, U(X, t) = u. , which proves the lemma. 
Completion of the Proof of Theorem 2.1. For every x > 1 we construct 
functions 
aZ(x, t), 4x, t), and p(x, t) 
with the following properties: a” = a, bZ = 6, and f = f for x < z/2; 
a” = a o, 6~ = 0, and f = 0 for x > z; a2 > a, for all x > 0 and t; 
6”( 1 + X) < a*; and / uz 10,a, 1 bZ ll.J , If Jm+l,a bounded independently of a. 
Such a construction might for example employ a standard infinitely diffe- 
rentiable outoff function, equal to 1 for x < 42 and to 0 for x > z. The 
boundedness of the norms listed is then easily seen from dimensional con- 
siderations. 
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Consider the periodic solution uz(x, t) of the problem 
d(x, t) uz,, + bZ(X) t) uzz - UtZ =fz(x, t), x > 0, (2.4a) 
uyo, t) = h(t). (2.4b) 
We know from [9], Theorem 12 that a bounded solution uz exists for each z. 
Furthermore for x > a, u* satisfies the heat equation, so from Lemma 2.1, 
lim uz(x, t) = u,~. X+OZ 
Lemma 1.3 may now be applied. A barrier 6, w may be found suitable 
for all z, so 1 uz lo, ] uz - umz I,, , hence 1 u2 - umz lm,2+a re bounded 
independently of z. Consider the sequence u”, where zi is a sequence of 
numbers tending to infinity. By Arzela’s theorem there is a subsequence 
approaching a function w such that 1 w lm,2+a is finite and is bounded by the 
common bound of 1 uz - umz lm,2+a . Since uz -+ a, etc., w satisfies (2.la). 
Since the numbers uz are bounded, there is a further subsequence of them 
approaching a number urn . Therefore the functions uzg (where now zi stands 
for this last subsequence) approach the function w - u, , which we take 
as definition of u(x, t). Of course u satisfies (2.1) and limx+m 11(x, t) = u, 
Finally Lemma 1.3 is applied again to obtain (2.2a). This completes the proof 
THEOREM 2.2. Solutions of (2.1) have continuous dependence on the data 
of the problem, in the follozuing sense. Let ai, b’, fi, and hi (i = 1, 2) satisfy the 
hypotheses of Theorem 2.1, and let Li be the corresponding d$%rential operators 
and ui the corresponding solutions. Let w = u1 - u2. Then 
I w - WCC lm+a + I w, I < C[l h1 - h2 h+c/z + If’ -f” lm+2.n 
+ I a1 - a2 /,,.a + I b’ - b2 Id (2.6) 
where C depends only on aOi, I ui I,,a , 1 b’ Il,rx , m, OL, and T. 
Proof. Subtracting the two equations for ui, we obtain Llw - wt = #(x, t), 
~(0, t) = h2 - hl, where 4 = f 1 - f 2 - (L1 - L2) u2. Estimates (2.2) then 
imply 
I w - 2(‘z /wt.*+51 + / wee I < C{l $ lm+e..x + I h1 - h2 l1+0/2), (2.7) 
provided the norm j ZJ lm+2,a exists, which fact will be shown below. 
At this point we use the following immediate consequence of the norm 
definitions (1.1): if Y + s = p, then 
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Incidentally, one may also verify the following, which will be used later. 
I J-E lm < If L I g /9ia,0 + If lo I g Lo . (2.9) 
From the definition of # and (2.8) it is seen that 
I*1 m+z,a G If’ -f2!m+2.a + 2 I a1 - 2 La I 4x Im+2.a. 
+ 2 I b’ - !I2 Ia I%-” Im+1,a 
< If' -f"lnl+2,ct + C(l a1 - a2 io.a + / 6' - 6" Il.J) U* - M L2+@ 
for any constant M. We choose M = um2 and use the estimate (2.2a) for 
I u2 - %T* lm.2+a and (2.7) to obtain (2.6), and the theorem is proved. 
Next we treat a variation on the problem in Theorem 2.1: an additional 
free parameter is available, and the additional requirement II, = 0 is imposed. 
THEOREM 2.3. Let a(x, t), b(x, t), f(x, t), and h(t) satisfy the hypotheses 
of Theorem 2.1. Let h(t) be such that 1 h 11+.,2 < CD and h(t) > h, > 0. Tk 
there exists a unique h and u(x, t) satisfring (Z.la), the boundary condition 
~(0, t) = h(t) - Ah(t), (2.10) 
and Em,,, u(x, t) = 0. Furthermore 
IUI m,2+o < C(lflm+2.a + I h l1+.42) (I k h+u/2/~1); (2.11) 
where C depends oniy on a,, I a (,,,a, / b Il,o, m, OL, and T. 
If, in addition to the above assumptions, 
h(t) 2 h, > 0, 
and 
Ifl 2+m,0 < %m2hl 




4 [ 1 - 0 - p (p + e)] < U(X, t) Q h [p + e - & (I - e)] . 
1 1 
(2.14) 
Proof: Consider the auxiliary problem av, + bv, - vt = 0, x > 0; 
$0, t) = K(t); w periodic in t. By Theorem 2.1 and Lemma 1.1 there 
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is a unique solution w(x, t) satisfying K, < w(x, t) < 1 k (a . Hence 
V m = lim,, w(x, t) will satisfy the same inequality 
h < Orn Q I k lo * (2.15) 
Now let u*(x, t) be the solution of (2.la) with boundary condition 
u*(O, t) = h(t), and U, * the limiting value as x -+ co. Let h = u,*/v, , 
and U(X, t) = u*(x, t) - hw(x, t). Then U(X, t) satisfies (2.la), (2.10), and 
u m = 0. From (2.2a) we see that 
Iul m,2+a G C[l f lm+2.u + I h I1+da + I x I I k 11+&l. 
Noting the estimate (2.2b) on u sr*, (2.19, and the definition of h, we obtain 
(2.11). 
To prove uniqueness, let (ul, hl-) and (u2, X2) be two solutions. Then 
w = u1 - u2 satisfies (2.la) with f = 0, ~(0, t) = (h2 - Al) A(*), and 
w(c0, t) = 0. If XJ # hl, then ~(0, t) would be bounded away from zero, and 
Lemma 1 .l would provide a contradiction. Hence h2 = Xi, and again by 
Lemma 1.1, w = 0. 
Passing to the last part of the theorem, we shall show that 
(1 - 0) hi < u*(x, t) < I h lo + e . (2.16) 
This time it is sufficient to choose as barrier 
fi = I h lo + w%~2) 0 - (1 + 4-l”) lfl2+m.cl, 
w = hl - wcP2> (1 - (1 + 4-Y If 12+m.o * 
Then (2.16) follows from (2.12) and the fact that z < u* < 6. Combining 
this with (2.15) we obtain (2.13). Finally, remembering that u = u* - Xw, 
we obtain (2.14), which completes the proof. 
3. THE VON MISS EQUATION 
Although the Leray-Schauder principle and a generalization of Lemma 3.1 
below may be used to prove existence of a solution of a wide class of quasi- 
linear analogs to the problems considered in either Theorem 2.1 or Theo- 
rem 2.3, we shall be content with providing the details for the problem 
d/x + u/k(t) I&, - ut =f(x, t), x > 0 (3.la) 
u(0, t) = h(t) - A&), (3.lb) 
u(c0, t) = 0. (3.lc) 
106 FIFE 
THEOREM 3.1. Let h(t), K(t), and&, t) be periodic in t of period T, hawe 
We wwzs I h Il+v/2 , I k II+~~~, If lm+2.y for some m > 0 and 0 < Y -C 1, 
and satisfy 0 < h, < h < h, , 0 < k, < k < k, for certain constants hi, k”, 
and all t. Furthermore assume 
k&2 - = 
U 
K < 2, 
Ifl 2+m,0 Q 2-‘12(2 - IC)*” h~‘2k;1’2m2. 
(3.2) 
(3.3) 
Then there exists a periodic solution (u(x, t), A) of (3.1) which also satisfies 
(2.11), (2.13), and (2.14). In these estimates, 0 depends only on K, but C 
and OL depend on h, k, f, m, y, T, and K. 
Proof: First we define a number 0 which will be used in the following 
argument. Let H = h,/h, and K = k,/k, . Assuming that h and u satisfy 
inequalities (2.13) and (2.14) (with 1 h j0 = h, , 1 k I,, = k,), the least value 
that a2 = X - u/k may assume is (hl/k2) [2 - 2~9 - K(H + e)], which 
constant we call aa*, and which we shall require to be positive. Collecting 
terms with 19 as coefficient and using (3.2), we find 
ao2k&11 = 2 - K - 8(2 + K). 
By assumption (3.2), there is a B > 0 for which the right side is > 0. More 
precisely, (3.2) implies that 2 + K < 4, so if we choose 0 = (2 - K)/3 
we shall have ao2kJz;’ > (2 - ~)/2, hence 
a, > [(2 - K) h1/2k2]1’2. (3.4) 
Let (1 and J denote the following intervals in h and y respectively (see 
(2.13, 14)): 
A : (1 - 0) h,/k, 6 h d (h, + eh,)/k,; (3.5) 
J : h,[l - 0 - K(H + e)] <y < h,[H + 0 - (1 - 0)/K]. (3.6) 
We have found that for X E (1 and y E J, (h + y/k)‘/” > a,, > 0. 
An a priori bound for solutions is found in the following lemma. 
LEMMA 3.1. Let h, k, and f satisfy the hypotheses of Theorem 3.1, and let 
u(x, t) and h be a periodic solution of (3.1) satisfying h E A, u E J for all x, t 
and such that u,, and ut are Hiilder continuous in x and t (exponents y ‘and y/2 
respectively). Then 
IUI m,2+ol -=I co > 
wkere 01 and CO depend on h, k, y, m, and T. 
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Proof: We write (3.la) in the equivalent form 
; ((A + ./k)l’” u,) - (A + u/k)-” u,2/2k - ut = f (3.7) 
and invoke the estimate by Ladyienskaya and Ural’tseva ([8], Theorem 6 
and Section 7) of the Holder difference quotients of solutions of such equa- 
tions. For any z > 1 let gz and gz’ be the strips defined in the proof of 




A(& T, y, P; h) = (h + y/k(z*r))‘i” P 
B([, T, y, P; X) = - (h + y/k)-‘/” P2/2k - z”f(zt, z”T). 
We shall apply the results of [S] to obtain estimates for the Holder difference 
quotients of U and U, in 9r’ in terms of the properties of A and B for (t, t) 
in aI and U E J. The properties needed are that i?AjaP > a, > 0, which is 
fulfilled with a, given by (3.4); and the inequality 
I B I + I A, I(1 + P)” + (I A I + I A, I + I A, I) (1 -t J’) Q ~(1 + P)” 
(3.8) 
for some constant p. But from the definitions of A and B and the fact that 
X + Y/k > a, we see that (3.8) is fulfilled with a p depending on k, , k, , h, , 
A2 I and If 12,0 alone, provided ([, T) E 9r . 
The conclusion ([8], Theorem 13) is that the Holder difference quotients 
of U and U, with some exponents /I in x and /I/2 in t are bounded 
in gI’(f, T) : To < 7 < T1 for any To , 71 , in terms of h, k, 19, 1 f 12,s , and the 
suprema of such difference quotients on the base .& n {T = T,,}. The expo- 
nent 8 depends on h, k, 0, and 1 f 12,0 . However a slight change in the proof 
in [S] will provide interior estimates which do not extend to the base of the 
cylinder; these will be in terms of h, k, 8, (f 12,0, and the distance to the 
base. The change needed is only in the part of the proof where 1 U, I,, is 
estimated, because such an interior estimate for Holder difference quotients 
of U itself is already given ([S], Theorem 6). The necessary change is to 
replace [* whenever it occurs beginning with (5.5) and ending with (15.5) 
by [2K(t), where K is a smooth nonnegative function vanishing at t = 0 
and identically equal to one for t > 6. Then as a result the zero subscript 
is eliminated from the first term on the left of (12.5), and an extra integral 
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appears on the right which is the same as that shown, except 1 V{ I2 is replaced 
by c2K’(t). The desired estimate for SK ] Vu Iti+* dx is thus obtained. In the 
same manner (16.5) is obtained, where now w = p~,~K(t), so that 
w(x, 0) = 0. In our situation 6 may be taken = 1, and this interior estimate 
applied to any segment of the strip gt’. As a result we obtain a uniform 
estimate of ( U jpl’ ’ m terms of h, K, 0, and j f i2,s . But (1.9) with m = 0, 
y = 1 + p yieldf;ghe fact that ( u (:i+B is bounded independently of z for 
z > 1. But if we set 9s = the strip 0 ‘< x < 1, the Ladyienskaya-Ural’tseva 
estimates up to the boundary yield the fact that 1 II 1:;s is also bounded. 
Combining these two estimates, we have an estimate for 1 u (,,r+a in terms 
of h, k, and f. 
Next Lemma 1 .l is applied to the original equation (3.la). Setting II, = 0, 
p = 0, and y’ = Min [m, /I] in that lemma, we obtain from (1.4a) that 
I u lY,.O is bounded in terms of h, k, and f. Now we set iy = y1/2 and observe 
that u,,, < uy’.o + uo.v, , hence is also so estimable. 






= ii& (1 + tl/kA)-“*, lfil<JUl. 
. 
-- 
Hence from (2.9) we have ) d/h + u/K joScr < d/x + ) a, lo! ) u IcL,oI. But ) a, (1 
is clearly estimable in terms of a,, ] k IIL, h, and 1 u (=, so we obtain an a 
priori estimate for [ l/X + u/k Io,cr. With this accomplished, Lemma 1.3 
is applicable to (3.1) and yields the conclusion of Lemma 3.1. 
The proof of Theorem 3.1 will be completed in several steps as indicated. 
Definition of Y8, . Let %‘i+, denote the Banach space of functions 
o(x, t), periodic in t of period T, defined in the strip 
.9(z) = {(x, t) I 0 d x < 3421, 
and with norm / er I?‘:’ . Let p)(x) be an infinitely differentiable function 
satisfying v(x) G 1 for x < - 8, a) 3 0 for x > &, 0 < v < 1 for all X. 
For each s E [0, l] and .a > 1, YSz is defined as a transformation from 
Vi+, x El into itself with domain consisting of pairs (v(x, t), p) with w E Vi+,, 
p E (1, ‘v(x, t) E J for each (x, t). Defining 
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then (u(x, t), X) = Y,,(v, p) is e ne as the periodic solution of d fi d 
as*(x, 4 4% t), P) %I!, - ut =f(x, 9, (3.9a) 
u(0, t) = h(t) - M(t), (3.9b) 
u(m, t) = 0, (3.9c) 
guaranteed by Theorem 2.3 (that 1 as2 I,,a is finite follows from reasoning 
similar to that above). u(x, t) is to be considered an element in Vi+, , so 
only the restriction to s(z) of the solution of (3.9) is considered. It will be 
shown that each Y8, has a fixed point. 
Estimates forfixed points. Let (u 82, X8”) be a fixed point of the transforma- 
tion Ysz . From (3.4), (3.3), and the definition of 0 we see that (2.12) is 
satisfied, so Theorem 2.3 is applicable; it implies that As2 E rl and us2 E J. 
Also Lemma 3.1 may be used to estimate 1 us2 17::. In fact, the proof of that 
lemma remains valid if (/\ + u//~)~l~ is replaced by as2 (x, t, usz, hsz); and 
all estimates involved are even independent of z. Hence by that lemma, 
/ us2 IffT”:“k < I w= Im.*fo is bounded in terms of h, k, y, m, and T. 
Continuity with respect o w. In Theorem 2.3, u and X are constructed in 
the form X = u,*/V* , u = u* - hV, where u* and V are solutions of the 
same equations as u, but with boundary conditions h and k respectively. 
Clearly u may be given the alternate representation 
7.4 = (24 - I(,*) - h(V - V,), 
so u and X may be expressed in terms of the four quantities u* - I(~*, 
V - V, , u,*, and V, . It will thus be sufficient to prove continuity of these 
four (the first two as elements of Uf,,) with respect to o and CL. For this 
Theorem 2.2 is applied. Let (wl, $), (w2, p2) be two elements in the domain 
of Ysz and (ui, P) = YJwi, pi), i = 1, 2. Similarly define u*( and Vi. 
Setting w = u*l - Use, from (2.6), 
I w - WCC La+. + I WC0 I < c Ia1 - a2 IO.* (3.10) 
where ai = aSz(x, t, wi, pi). Since a similar inequality holds for EJ = Vl - v2, 
it merely remains to estimate I a1 - a* IO,,% . We write 
a1 - a2 = A,(.%, t, 01, pl, p2) (pl - p*) + A&, t, WI, 02, p2) (w’ - w’) 
where 
A = 6: + vdk - dps= + sp’/k = 1 
1 
PI' - P2 2 dfi + s&/k 
with a similar expression for A, . Using (2.9) we have 
I a’ - a2 1o.a d I A, 1o.m I p1 - pa I + I A, la I w1 - w2 La . (3.11) 
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It is easily seen that (for pi E (1, vi E J) the derivatives and difference quo- 
tients of A, and A, are bounded in terms of those of 9, vTli, and K. Furthermore, 
setting 7(x, t) = sv((x - .z)/~) vl(x, t)/h(t) so A,(r, t) = +(i? + ~)-r/~, we 
have 
i fM% 71 t )- &(x2, b) 1 d a @ + 1)F3’” 1 rl(s, , tJ - rl(“z , te) \ 
< C 1 dy /, where C depends on a, only. 
It follows that 1 Ai I,,JI < C 1 71 /O,U < C ) vL IO,= , C now depending on 
a,, K, , and 1 k (*/a (the last inequality holds because K 2 K, > 0, and p 
is a smooth function, so 17 and its Holder difference quotients have the same 
decay rates at infinity as does vi). Thus from (3.11) and the fact that a < m, 
so I f9 - 23 L,* ,< I v1 - v2 Im.l+a , we find that us2 is continuous in norm 
1 I,,& with respect to v and CL. Hence from (3.10) so are u* - u,* and u,*, 
the first in norm 1 . lm,2te. A similar result holds for V- V, and Va _ The 
proof of continuity is completed by the observation that 1 u 1”‘:’ < C I u )m.2+a 
(C depending on z). 
Continuity with respect o s. This is proved in exactly the same way. 
Compactness. Let s and .z be fixed, and let S denote a set of pairs (v, cl) 
with v bounded in norm 1 . [?;;I, v E J, and p E 11. Extending the v’s to the 
region x > 3.~12 in some manner so they have compact support, we may 
assume them also to be bounded in norm / j3,* But the last part of the 
proof of Lemma 3.1 shows that this implies the norms 1 @(x, t, v(x, t), p) lo,, 
to be bounded for (v, cl) E S. Theorem 2.1 now implies that the set of norms 
I US” Im.2fu of solutions of (3.9) are bounded, which in turn implies the set of 
norms 1 us2 IT::’ are bounded. Also the images As* lie in a compact set (1. 
Hence by Arzela’s theorem the set of images (P, X8”) is compact in 
Uf,, x El. 
The case s = 0. In this case Theorem 2.3 guarantees Ys, to have a 
fixed point. 
Completion of the proof. The Leray-Schauder theorem now yields the 
fact that each YsZ has a fixed point. In fact, it is completely continuous and 
has a fixed point for s = 0. Taking its domain to be the convex set 
/VI B(0) < R v E J 1+3 L ) l r p E (1, where Jc and .4, are arbitrarily small extensions 
of / and A, the a priori estimates have shown that for R large enough no 
fixed point can lie on the boundary of this set. Hence a fixed point (P, X”“) G S 
exists for each s E [0, 11 and z > 1. Each uiZ is the restriction to 58(z) of a 
solution u* of (3.9) with s = I and v replaced by ~1~. It was shown under the 
heading “estimates for fixed points” that ) uZ Jm,2+X is bounded independently 
of Z. By Arzela’s theorem there is a sequence zi + co and a function U(X, t) 
such that z@ + u, uZ1 ax? - %c I ~7 + z+ uniformly on bounded sets. Further- 
more the limit will have norm ) u jm,2+u bounded as shown in Lemma 3.1. 
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Since limz.+m @(x, t, u, h) = 1/A + u/k, u satisfies (3.1). This completes 
the proof. 
4. A PROBLEM IN BOUNDARY LAYER APPROXIMATION 
In solving problems involving the Navier-Stokes equations for large 
Reynolds numbers, one often assumes the desired solution of these equations 
to be approximable in regions away from any boundaries by an appropriate 
solution of the Euler equations (the Navier-Stokes equations with viscosity 
set equal to zero). Since such a solution will not usually satisfy the correct 
boundary conditions, one replaces it near at least a portion of the boundary 
by a solution of the Prandtl system. This system, except for terms of higher 
order with respect to a small parameter, is the Navier-Stokes system written 
with reference to a special local coordinate system, one coordinate repre- 
senting the Euclidian distance from the boundary stretched by a factor 
W2, where R is the Reynolds number (see [6]). Such a solution of the Prandtl 
system will assume the prescribed boundary values more accurately (to 
within a term of order R-li2), and may usually be adjusted to “fit” the inte- 
rior solution in some sense.If thedimensionof the space is2and the boundary 
values are such that the normal component of velocity is zero at the boundary, 
then there exists a stream function R-l/%,b(x, y) and # may be used in place 
of the above mentioned stretched coordinate as independent variable. 
Calling “7” the coordinate measuring distance tangential to the boundary 
and using # and T as independent variables, one reduces the Prandtl system 
to a simpler equation which, after discarding higher order (in R-1/2) terms 
is the von Mises equation 
a2 %l”) 
4 p k2) - F = wJ(4 -- a7 (4.1) 
where q is the tangential component of flow velocity, and p,,(7) is the value 
along the boundary of the pressure associated with the interior approximate 
solution. 
Consider the case when a solution of the Navier-Stokes system is sought 
in the exterior of a bounded obstacle in the plane, and boundary conditions 
of the following type are imposed: the normal component of the flow is to 
vanish on the boundary, and the tangential component is to assume arbitra- 
rily prescribed non-vanishing data W(T) bounded away from zero. The case 
most easily realized physically is that when the boundary data are constant; 
then one may imagine a fluid flow generated by a belt moving around the 
obstacle. Ordinarily in boundary layer theory the interior problem is solved 
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first, and used in solving the boundary layer approximation. However, in 
this case it turns out that the interior problem can be solved independently 
only to within an arbitrary parameter whose value may be obtained only by 
solving the Prandtl equations. 
For the interior one assumes a potential flow (which is a strict solution of 
the Navier-Stokes system). The corresponding velocity potential 4(.x, y) will 
be harmonic and will satisfy zero Neumann data on the boundary r. Since 
we disregard additive constants, this means that + will be unique except for a 
multiplicative constant. More precisely, let 0(x, y) be the multiple-valued 
harmonic function with zero Neumann data normalized so that its tangential 
derivative on I’ has infimum 1. (If the obstacle is the unit circle then 0 would 
be the argument function 0(x, y) = Im [log (X + +)I.) Then necessarily 
4 = p@, where the constant p will be determined later. Let b(7) be the 
(single valued) tangential derivative of 0 on r, so that b 2 1 and b is the 
tangential component of the interior potential flow. By Bernoulli’s relation 
the function pa in (4.1) is simply p2b(7)2. The flow in the boundary layer is 
obtained by solving (4.1) for q(#, r) under the conditions q(0, 7) = m(r), 
q(co, 7) = p2b(7)2 (the latter is the matching relation), and of course 
q(#, T) is periodic in T of period T’ = circumference of the obstacle. 
Define ~(4, T) = q2 - p2b2, so that q = (p2b’ + u)l12. We obtain 
dp2b2 + u g - ; = 0, 
~(0, T) = W”(T) - $b2(T); U(a, T) = 0. 
Setting h = p”“, h = w2, k(T) = b2, t(T) = s,’ 2/K(7) dr, x = (jl, and dividing 
through the differential equation by d/K, we obtain the problem posed in 
Theorem 3.1 with f = 0. That theorem assures the existence of a solution 
pair (A, U) provided (see (3.2)) 
(max 4 @ax 4 < 2 
(min h) (min K) ’ 
or (max w) (max b) < z/j 
(min w) (min b) ’ 
In the particular case that w = constant, the restriction on the shape of the 
obstacle is that (max b)/(min b) < 2/2. The constant X thus obtained is used 
to obtain the proper approximate interior potential flow 6 178. 
Higher order approximations may be obtained by an iteration process. In 
pursuing such a process one recognizes that the boundary iayer solution 
does not satisfy precisely zero Neumann data, so the boundary values of the 
interior solution in the next approximation are adjusted to compensate for 
that fact. Also the previously discarded terms (of order R-l/*) in the boundary 
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layer equations are taken into account in the further approximations. All this 
merely results in a new problem exactly the same as the old, except that a 
small known inhomogeneous term f appears in the equation. This can also 
be handled by Theorem 3.1. 
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