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Resumo
Nesta dissertac¸a˜o estudamos os aspectos cla´ssicos e quaˆnticos da extensa˜o deriva-
tiva do modelo de Chern-Simons Abeliano na eletrodinaˆmica em (2+1) dimenso˜es. No
contexto cla´ssico, descrevemos suas principais propriedades, tais como a invariaˆncia de
calibre e a estrutura do propagador associado quando este modelo e´ adicionado a` teoria
de Maxwell. A principal caracter´ıstica desse modelo e´ a de que ele nos fornece um par
de excitac¸o˜es (uma na˜o massiva e outra massiva ) para o modo de propagac¸a˜o das ondas
eletromagne´ticas. No contexto quaˆntico, estudamos a possibilidade de induzir esse termo
na ac¸a˜o efetiva da eletrodinaˆmica quaˆntica via correc¸o˜es radiativas de determinante fer-
mioˆnico em um lac¸o. Neste caso, analisamos sua ocorreˆncia em temperatura zero e finita.
O resultado oriundo da temperatura finita tem como propriedade gerar novas excitac¸o˜es
para os modos de propagac¸a˜o das ondas eletromagne´ticas dependentes da temperatura.
Palavras-chave: Chern-Simons, Eletrodinaˆmica Quaˆntica, Teoria de Campos a`
Temperatura Finita.
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Abstract
In this work we studied the classical and quantum aspects of derivative extension
of the Chern-Simons Abelian model in electrodynamics in (2 + 1) dimensions. In classical
context, we describe their main properties such as gauge invariance and the structure of
the associated propagator when this template is added to Maxwell’s theory. The main
feature of this model is that it provides us a pair of excitation (one not massive and
another massive) for the propagation mode of the electromagnetic waves. In the quantum
context, we studied the possibility of inducing this term in the effective action of quantum
electrodynamics via radiative corrections of fermionic determinant in loop. In this case,
we analyze its occurrence at zero and finite temperature. The result arising from the finite
temperature has the property to generate new excitement for the modes of propagation
of electromagnetic waves dependent of temperature.
Keywords: Chern-Simons, Quantum Electrodynamics, Quantum Field Theory at
Finite Temperature.
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Cap´ıtulo 1
Introduc¸a˜o
A teoria de campos usual e´ descrita atrave´s de Lagrangianas, que por sua vez,
sa˜o func¸o˜es dos campos e de suas primeiras derivadas. Tais sistemas sa˜o denominados
sistemas de primeira ordem. Desde Isaac Newton ate´ os dias atuais, este tipo de procedi-
mento tem sido sucessivamente usado para explicar inu´meros fenoˆmenos f´ısicos. Contudo,
a concepc¸a˜o de teorias de altas ordens derivativas da componente temporal dos campos
torna-se essencial para se abordar alguns processos, como o procedimento de renormali-
zac¸a˜o de teorias campos divergentes [1, 2, 3]. Estes modelos sa˜o conhecidos como termos
de altas ordens derivativas. Termos de altas ordens derivativas funcionam como corre-
c¸o˜es de algumas teorias de primeira ordem e desempenham um importante papel durante
o processo de quantizac¸a˜o. Dessa forma, teorias que incluem tais termos sa˜o atraentes
por apresentarem noto´ria consisteˆncia em sua descric¸a˜o. Conceitos de teorias de altas
ordens derivativas aparecem frequentemente em alguns seguimentos da f´ısica, tais como,
teorias de campos [4, 5, 6, 7], teorias de cordas [8], gravitac¸a˜o [2, 12, 13, 14, 15, 16] e
na cosmologia [17, 18, 19]. Ale´m disso, a adic¸a˜o de termos de altas ordens derivativas,
possibilita regularizar o comportamento ultravioleta de certas teorias [1, 4]. Por exemplo,
a existeˆncia desses termos derivativos pode fazer com que teorias de gravidade modificada
sejam renormaliza´veis [2, 3]. Outros campos da f´ısica teo´rica, tais como a correspondeˆn-
cia AdS/CFT, indicam a importaˆncia de se considerar teorias de altas ordens derivativas
[19, 20, 21]. Devido a essas importantes aplicac¸o˜es, uma ana´lise sistema´tica de teorias de
altas ordens derivativas, torna-se necessa´ria tambe´m em outros contextos.
Este trabalho aborda alguns aspectos deste mecanismo em teorias de calibre em
(2+1) dimenso˜es. Uma caracter´ıstica peculiar das teorias de calibre em (2+1) dimenso˜es
do espac¸o-tempo e´ a que as part´ıculas associadas aos campos de calibre, podem ser massi-
vas de tal forma que a simetria de calibre seja mantida. Como exemplo, temos a conhecida
eletrodinaˆmica topologicamente massiva [22, 23, 24, 25] ou a gravidade topologicamente
massiva [26]. Nestes casos, a massa na˜o nula aparece em raza˜o de poss´ıveis termos to-
polo´gicos que quebram a simetria de paridade na ac¸a˜o. Nossos estudos, restringem-se a
rever estas propriedades pela extensa˜o derivativa da teoria eletromagne´tica topologica-
mente massiva proposta por Deser e Jackiw [27]. Neste estudo, os autores consideram
que as extenso˜es derivativas do termo de Chern-Simons topolo´gico massivo podem surgir
como correc¸o˜es perturbativas da ac¸a˜o efetiva, gerando uma contribuic¸a˜o u´nica, de terceira
ordem na derivada, restituindo uma nova contribuic¸a˜o descrita em termos do tensor in-
tensidade de campo eletromagne´tico. Este novo termo pode nos oferecer uma nova teoria
eletromagne´tica com invariaˆncia de calibre mais ampla do que a do termo de Chern-
Simons topolo´gico de primeira ordem, que e´ invariante de calibre apenas na ac¸a˜o. Essa
nova contribuic¸a˜o, sera´ o objeto central de nossas discusso˜es, principalmente porque ela
abre a possibilidade de discutir a sua induc¸a˜o como teoria efetiva via correc¸o˜es radiativas
da eletrodinaˆmica quaˆntica em (2+1) dimenso˜es.
O objetivo principal desta dissertac¸a˜o e´ o de investigar o estabelecimento do termo
de Chern-Simons derivativo como uma ac¸a˜o efetiva induzida via correc¸o˜es quaˆnticas. Esse
estudo sera´ desenvolvido pelo me´todo de expansa˜o derivativa de determinante de fe´rmions,
o qual mante´m o campo de calibre como campo de fundo. Nossos ca´lculos sa˜o direcionados
aos regimes de temperatura zero e finita. O resultado oriundo do regime de temperatura
finita, abre a possibilidade de se construir uma teoria de calibre termal capaz de vincular
as excitac¸o˜es dos modos de propagac¸a˜o das ondas eletromagne´ticas ao paraˆmetro da tem-
peratura. Encaramos essa caracter´ıstica como um dos principais resultados apresentados
pelo presente trabalho.
O trabalho esta´ organizado da seguinte forma:
No Cap´ıtulo 2, e´ feita uma revisa˜o das principais propriedades de algumas teorias de
calibre, tais como a de Maxwell e a de Maxwell-Chern-Simons em (2+1) dimenso˜es, onde
e´ discutida a invariaˆncia de calibre e de Lorentz, as equac¸o˜es de movimento e equac¸o˜es
da onda que descrevem os modos de propagac¸a˜o das ondas eletromagne´ticas para ambas
teorias. Em seguida, sa˜o calculados os propagadores e o 3-potencial de uma carga singular.
No Cap´ıtulo 3, considera-se o modelo estendido de Maxwell-Chern-Simons, que e´
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um modelo teo´rico de campos em altas ordens derivativas, onde as simetrias de calibre e de
Lorentz sa˜o trabalhadas. E´ feito um mapeamento entre o modelo estendido de Maxwell-
Chern-Simons e o de Maxwell-Chern-Simons atrave´s das equac¸o˜es de movimento, equac¸o˜es
de onda e os propagadores de ambos.
No Cap´ıtulo 4, a eletrodinaˆmica quaˆntica e´ introduzida e se discutem suas simetrias
discretas fazendo um paralelo com o termo de Chern-Simons. Posteriormente, verifica-se a
possibilidade de induzir radiativamente o termo de Chern-Simons e o associado estendido
como ac¸o˜es efetivas ao n´ıvel de um lac¸o, atrave´s dos ca´lculos de determinante fermioˆnico.
Para isso, e´ utilizado o me´todo de expansa˜o derivativa e da te´cnica de resoluc¸a˜o das
integrais covariantes do momento no espac¸o de Minkowski.
No Cap´ıtulo 5, o procedimento de induc¸a˜o do termo de Chern-Simons estendido
e´ realizado com os efeitos da temperatura finita. Para tanto, e´ aplicado o formalismo
das frequeˆncias de Matsubara para fe´rmions. Tem-se enta˜o uma teoria de calibre termal,
cujas caracter´ısticas principais sa˜o analisadas, tais como, suas equac¸o˜es de movimento e
o propagador te´rmico.
Finalmente no Cap´ıtulo 6, sa˜o apresentadas as concluso˜es e perspectivas para tra-
balhos futuros.
Ao longo da dissertac¸a˜o e´ adotado o sistema de unidades naturais (c = ~ = 1).
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Cap´ıtulo 2
Campos de Calibre
Na f´ısica, uma teoria de calibre1 (gauge), e´ uma teoria de campos na qual a lagran-
giana e´ invariante sob grupos de transformac¸o˜es de simetrias globais ou locais. Muitas
teorias sa˜o descritas por lagrangianas que sa˜o invariantes sob determinados grupos de
transformac¸o˜es de simetria. Quando tais grupos sa˜o invariantes sob uma transformac¸a˜o
em cada ponto do espac¸o, esses grupos descrevem uma simetria global. Por outro lado, em
uma teoria de calibre local, a exigeˆncia de que as transformac¸o˜es sejam globais e´ deixada
de lado, e a Lagrangiana possui uma simetria meramente local. Isso pode ser visto como
uma generalizac¸a˜o do princ´ıpio de equivaleˆncia da Relatividade Geral, onde em cada ponto
do espac¸o-tempo e´ permitida uma escolha de um referencial local. Nesse cap´ıtulo, faremos
uma breve revisa˜o das principais caracter´ısticas da teoria de calibre eletromagne´tica em
(2+1) dimenso˜es e do termo de Chern-Simons adicionado a teoria.
2.1 Eletrodinaˆmica de Maxwell em 2+1 dimenso˜es
A dinaˆmica do campo eletromagne´tico e´ descrita pela lagrangiana relativ´ıstica [28]
L = −1
4
FµνF
µν − jµAµ, (2.1)
onde o primeiro termo e´ o tensor eletromagne´tico Fµν em 2+1 dimenso˜es, definido da
seguinte forma [29]:
F µν = ∂µAν − ∂νAµ =

0 −Ex −Ey
Ex 0 −B
Ey B 0
 ,
1O termo calibre, refere-se aos graus de liberdade do campos na Lagrangiana.
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e o segundo termo e´ o 3-potencial acoplado a um termo de corrente, que se conserva de
acordo com ∂µj
µ = 0. Note que a lagrangiana acima, e´ invariante sobre transformac¸o˜es
de calibre e de Lorentz, assim, aplicando a transformac¸a˜o de calibre δAµ = ∂µΛ sobre a
lagrangiana (2.1) , temos2:
δL = −1
4
δFµνF
µν − 1
4
FµνδF
µν − jµδAµ. (2.2)
Como δFµν = δF
µν = 0, obtemos:
δL = −jµ∂µΛ = −∂µ(jµΛ) + Λ∂µjµ
δL = −∂µ(jµΛ), (2.3)
o qual e´ um termo de derivac¸a˜o total e que pode ser negligenciado nas condic¸o˜es de fron-
teira da ac¸a˜o. Conclui-se assim que, a conservac¸a˜o da corrente e´ uma condic¸a˜o necessa´ria
para a invariaˆncia de calibre da teoria3.
Seguindo um estudo mais detalhado da teoria, podemos verificar a covariaˆncia de
Lorentz, isso implica que uma teoria f´ısica tem que ser a mesma em qualquer referencial
inercial. Definindo a transformac¸a˜o de Lorentz [30] como
Aα
′
= Λα
′
β A
β; Aα′ = Λ
β
α′Aβ,
Λα
′
β =
∂xα
′
∂xβ
; Λβα′ =
∂xβ
∂xα′
,
onde Λα
′
β e´ o tensor de Lorentz
4, dada uma lagrangiana
L′ = −1
4
Fµν′F
µν′ − jµ′Aµ′ , (2.4)
aplicamos as transformac¸o˜es de Lorentz, e obtemos:
Fµν′F
µν′ = Λαµ′FαβΛ
β
ν′Λ
µ′
θ F
θσΛν
′
σ
Fµν′F
µν′ = FαβF
αβ, (2.5)
2Algumas notac¸o˜es: Foi introduzido o potencial vetor Aµ = (Φ, A1, A2) = (Φ, ~A) e a corrente jµ =
(ρ, j1, j2) = (ρ,~j). Tambe´m sa˜o definidas as derivadas covariante ∂µ ≡ ∂∂xµ =
(
∂
∂x0 ,∇
)
e ∂µ ≡ ∂∂xµ =(
∂
∂x0 ,−∇
)
, onde ∇ = (∂x, ∂y). O tensor me´trico e´ ηµν = diag(1,−1,−1). Os ı´ndices com letras gregas
variam da forma (α, β, µ, ν, ... = 0, 1, 2) e os ı´ndices latinos (i, l,m, n... = 1, 2), os quais obedecem a
me´trica euclidiana R2 = δij = diag(1, 1).
3Em teoria quaˆntica de campos, a construc¸a˜o de teorias invariantes de gauges representam teorias
renormaliza´veis, portanto este e´ um conceito muito importante na construc¸a˜o de teorias.
4Com as coordenadas espac¸o-temporais dadas por xβ = (x0, x1, x2) = (t, x, y) e xβ = (x0, x1, x2) =
(t,−x,−y).
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e,
jµ′A
µ′ = Λαµ′jαΛ
µ′
β Aβ
jµ′A
µ′ = jαA
α. (2.6)
Logo,
L = −1
4
FαβF
αβ − jαAα. (2.7)
Aqui vemos que e´ conservada a mesma forma funcional da Lagrangiana adotada no refe-
rencial linha. O que mostra que toda a teoria que vamos obter da Lagrangiana e´ invariante
sobre transformac¸o˜es de Lorentz, ale´m de ser invariante de calibre na ac¸a˜o.
Agora, para obter as equac¸o˜es de movimento utilizamos a equac¸a˜o de Euler-
Lagrange [29] sobre (2.1):
∂α
∂L
∂(∂αAβ)
− ∂L
∂Aβ
= 0, (2.8)
de onde obtemos,
∂L
∂Aβ
= −jµ∂A
µ
∂Aβ
= −jβ
∂α
∂L
∂(∂αAβ)
= −1
4
∂α
[(
∂(∂µAν)
∂(∂αAβ)
− ∂(∂νAµ)
∂(∂αAβ)
)
F µν + Fµν
(
∂(∂µAν)
∂(∂αAβ)
− ∂(∂
νAµ)
∂(∂αAβ)
)]
∂α
∂L
∂(∂αAβ)
= −∂αFαβ
∂αF
αβ = jβ. (2.9)
A equac¸a˜o (2.9) em conjunto com a seguinte identidade de Bianchi [31],
µσρ∂µFσρ = 0 (2.10)
formulam as equac¸o˜es de Maxwell,
∂lE
l = ρ (2.11)
lm∂lB = −jm − ∂0Em (2.12)
lm∂lEm = −∂0B. (2.13)
Atrave´s de manipulac¸o˜es alge´bricas e usando o calibre de Lorenz ∂αA
α = 0 nas equac¸o˜es
de Maxwell (2.9), podemos deduzir a equac¸a˜o da onda dos campos eletromagne´ticos em
func¸a˜o do 3-potencial vetor:
Aβ = jβ. (2.14)
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Utilizando o campo magne´tico e o campo ele´trico em func¸a˜o do 3-potencial vetor, temos:
B = −mn∂mAn, (2.15)
El = −∂tAl − ∂lΦ. (2.16)
Agora, aplicando o operador d’Alembertiano pela esquerda nas equac¸o˜es (2.15) e (2.16) ,
obtemos:
B = −mn∂mjn, (2.17)
El = −∂lρ− ∂0jl. (2.18)
Note que na auseˆncia de fontes (ρ = ~j = 0), obtemos as equac¸o˜es de onda dos campos na
forma homogeˆnea:
B = 0, El = 0, Aβ = 0. (2.19)
A soluc¸a˜o das equac¸o˜es (2.19) e´ do tipo onda plana,
B(t, xn) = B0e
i(knxn−ωt), (2.20)
El(t, xn) = E0e
i(knxn−ωt), (2.21)
onde denominamos o vetor propagac¸a˜o kl = (k1, k2) = (kx, ky). Enta˜o, aplicando esta
soluc¸a˜o nas equac¸o˜es de Maxwell sem fontes, obtemos os seguintes resultados:
klE
l = 0, (2.22)
lmklB = ωE
m, (2.23)
lmklEm = ωB. (2.24)
A soluc¸a˜o (2.22) indica que o campo ~E e´ perpendicular a` direc¸a˜o do vetor propagac¸a˜o
~k. Portanto, a partir da determinac¸a˜o da direc¸a˜o de propagac¸a˜o podemos relacionar os
mo´dulos dos campos ele´trico e magne´tico atrave´s das expresso˜es (2.23) e (2.24).
2.1.1 O propagador de Maxwell em 2+1 dimenso˜es
A equac¸a˜o de movimento (2.9) e´ geralmente resolvida por uma func¸a˜o de Green
associada ao tensor eletromagne´tico,
∂αF
αβ = jβ
(ηβσ − ∂α∂βηασ)Aσ = jβ
(ηβσ − ∂β∂σ)Aσ = jβ (2.25)
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onde,
Oβσ(x− x′)Gσγ(x− x′) = δγβδ(2)(x− x′), onde Oβσ ≡ (ηβσ − ∂β∂σ). (2.26)
O operador Oβσ(x− x′) atuando na func¸a˜o de Green Gσγ(x− x′) e´ singular, ou seja, na˜o
possui um inverso O−1βσ 5. Para contornar essa singularidade, e´ inclu´ıdo um termo extra na
Lagrangiana (2.1), −ζ
2
(∂µA
µ)2, para fazer o operador invers´ıvel, tal que:
O(x)′βσGσγ(x− x′) = δγβδ(2)(x− x′), onde O′βσ ≡ (ηβσ − (1− ζ)∂β∂σ). (2.27)
Assim, usando a transformada inversa de Fourier de (2.27), temos:
Gσγ(x− x′) =
∫
d3p
(2pi)3
eip(x−x
′)Gσγ(p) (2.28)
δγβδ
(2)(x− x′) =
∫
d3p
(2pi)3
δγβe
ip(x−x′). (2.29)
Note que,
O(x)′βσ
∫
d3p
(2pi)3
eip(x−x
′)Gσγ(p) = δγβ
∫
d3p
(2pi)3
eip(x−x
′)∫
d3p
(2pi)3
eip(x−x
′)(−p2ηβσ + (1− ζ)pβpσ)Gσγ(p) = δγβ
∫
d3p
(2pi)3
eip(x−x
′). (2.30)
Para a igualdade (2.30) ser va´lida, os integrandos devem ser iguais
(−p2ηβσ + (1− ζ)pβpσ)Gσγ(p) = δγβ , (2.31)
E para a soluc¸a˜o do propagador (2.31), consideramos o ansatz 6 geral
Gσγ(p) = Aησγ +Bpσpγ, (2.32)
enta˜o,
(−p2ηβσ + (1− ζ)pβpσ)(Aησγ +Bpσpγ) = δγβ
−Ap2ηβσησγ −Bp2pσpγηβσ + A(1− ζ)pβpσησγ +B(1− ζ)pβpσpσpγ = δγβ
−Ap2δγβ −Bp2pβpγ + A(1− ζ)pβpγ +Bp2(1− ζ)pβpγ = δγβ . (2.33)
5O operador tem que possuir um inverso para que na˜o possua autovalores nulos, e seja poss´ıvel a
transic¸a˜o do espac¸o das posic¸o˜es para o espac¸o dos momentos atrave´s de uma inversa da transformada
de Fourier.
6E´ uma suposic¸a˜o inicial que se verifica depois por seus resultados.
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Deste modo, podemos reagrupar (2.33) atrave´s de um sistema de duas equac¸o˜es e duas
inco´gnitas, de acordo com os tensores correspondentes nos dois lados da equac¸a˜o, −Ap2δ
γ
β = δ
γ
β
[−Bζp2 + A(1− ζ)]pβpγ = 0.
(2.34)
Usando a propriedade δγβ = 1 para γ = β, simplificamos o sistema para a forma −Ap2 = 1−Bζp2 + A(1− ζ) = 0 (2.35)
cuja soluc¸a˜o e´
A = − 1
p2
(2.36)
B =
(
1− 1
ζ
)
1
p4
. (2.37)
De acordo com a equac¸a˜o (2.32), finalmente obtemos o seguinte propagador:
Gσγ(p) =
−p2ησγ + pσpγ
p4
− 1
ζ
pσpγ
p4
, (2.38)
onde o paraˆmetro constante ζ na equac¸a˜o (2.38), esta´ associado a dois valores: ζ → 1
(propagador do fo´ton usual ou calibre de Feynman) e ζ → ∞ (calibre de Landau ou
propagador para fo´tons transversais). Usando o calibre de Feynman, temos:
Gσγ(p) =
−ησγ
p2
, (2.39)
o qual descreve uma u´nica excitac¸a˜o: p0 = ± | ~p |.
2.1.2 O 3-Potencial de Maxwell para uma carga singular pontual
E´ bem conhecido que cargas aceleradas emitem radiac¸a˜o eletromagne´tica. Para o
caso de cargas pontuais em movimento, o 3-potencial e´ escrito da seguinte forma:
Aµ(x) =
∫
d3x′Gµν(x, x′)jν(x′). (2.40)
Como a corrente e´ conservada no 3-potencial de Lienard-Wiechert, usaremos o calibre de
Feynman em (2.38), tal que, a inversa da transformada de Fourier e´:
Gµν(x, x′) =
∫
d3p
(2pi)3
Gµν(p)eip(x−x
′). (2.41)
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Uma vez que o propagador do fo´ton usual
−ηµν
p2
e´ singular, para contornar as singulari-
dades, consideramos p0 como uma varia´vel complexa e tratamos ele como uma integral de
contorno no plano complexo p0,
Gµν(x, x′) = ηµν
∫
d2p
(2pi)2
e−i~p·~r
∫
dp0
(2pi)
eip0τ
p20 − p2
. (2.42)
Atrave´s do me´todo dos res´ıduos e da integral de Cauchy [32], temos:
Gµν(x, x′) = −ηµν
∫
d2p
(2pi)2
e−i~p·~r
sin(pτ)
p
. (2.43)
Integrando em coordenadas polares,
Gµν(x, x′) = −ηµν
∫
pdpdθ
(2pi)2
e−i~p·~r
sin(pτ)
p
(2.44)
Gµν(x, x′) = −ηµν
∫ ∞
−∞
dp
(2pi)
sin(pτ)
∫ 2pi
0
dθ
(2pi)
e−ip|~r|cos θ, (2.45)
e utilizando a integral de Bessel [33]:
J0(p | ~r |) =
∫ 2pi
0
dθ
(2pi)
e−ip|~r|cos θ, (2.46)
a func¸a˜o de Green (2.45) toma a seguinte forma,
Gµν(x, x′) = −ηµν
∫ ∞
−∞
dp
(2pi)
sin(pτ)J0(p | ~r |), (2.47)
onde essa pode ser retardada ou avanc¸ada. A soluc¸a˜o retardada e´ obtida introduzindo
uma func¸a˜o Heaviside Θ(τ) e a avanc¸ada Θ(−τ). De modo que, a soluc¸a˜o geral para a
func¸a˜o de Green e´:
Gµν± (x, x
′) = −Θ(±τ)η
µν
2pi
∫ ∞
0
dp sin(pτ)J0(p | ~r |). (2.48)
na qual G+ e´ a soluc¸a˜o retardada e G− e´ a soluc¸a˜o avanc¸ada. A integrac¸a˜o (2.48) e´
definida da seguinte forma7:
Gµν± (x− x′) = −
Θ(±τ)ηµν
2pi
Θ(τ 2 − r2)√
τ 2 − r2 . (2.49)
Note que, em 2+1 dimenso˜es a func¸a˜o de Green fornece um valor em termos da func¸a˜o de
Heaviside, em vez de uma func¸a˜o de Dirac como na teoria convencional de 3+1 dimenso˜es.
A soluc¸a˜o de Green (2.49) nos fornece um resultado para o caso em que
√
τ 2 − r2 ≥ 0,
7Onde x0 − x′0 = τ e ~x− ~x′ = ~r.
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sendo esta uma soluc¸a˜o do tipo tempo e tipo luz, e Gµνret(x, x
′) = 0 para o caso em que
(τ 2 − r2) < 0, quando a soluc¸a˜o e´ do tipo espac¸o. Para a demonstrac¸a˜o do 3-potencial,
temos que a distribuic¸a˜o de corrente fornecida por uma carga pontual movendo-se na linha
de mundo z(τ) e´ dada por:
jν(x
′) = q
∫ ∞
−∞
dτ z˙ν(τ)δ
2+1(x′ − z(τ)). (2.50)
Substituindo (2.49) e (2.50) em (2.40) obtemos a forma geral do 3-potencial,
Aµ(x) = q
∫
dτ
∫
d3x′
Θ(τ)ηµν
2pi
Θ(τ 2 − r2)√
τ 2 − r2 z˙ν(τ)δ
2+1(x′ − z(τ))
Aµ(x) =
q
2pi
∫
dτΘ(x0 − z0(τ))Θ[(x− z(τ))
2]√
(x− z(τ))2 z˙
µ(τ). (2.51)
Note que o termo Θ[(x−z(τ))
2]√
(x−z(τ))2 da integral (2.51) e´ largamente na˜o-trivial com se´rias diver-
geˆncias [34]. Conclu´ımos que, essas divergeˆncias resultam na falta de um 3-potencial tipo
Lie´nard-Wiechert, que por sua vez, implica na falha do princ´ıpio de Huygens.8
2.2 Modelo cla´ssico de Maxwell-Chern-Simons
Fazendo o uso da eletrodinaˆmica de Maxwell em 2+1 dimenso˜es, podemos esten-
der esta teoria introduzindo um novo termo (denominado termo de Chern-Simons) na
Lagrangiana da teoria. O resultado e´ a surpreendente nova forma de gerac¸a˜o de massa
atrave´s do campo de calibre Chern-Simons. Desta forma, a Lagrangiana e´ escrita como,
L = −1
4
FµνF
µν − jµAµ + m
2
µνκAµ∂νAκ, (2.52)
onde m
2
µνκ∂νAκ ≡ j¯µ e´ a corrente de mate´ria [31], a qual esta´ acoplada ao campo eletro-
magne´tico promovendo a dinaˆmica de campos massivos no modelo. Isto e´ visto, explici-
tamente, da seguinte forma [35]:
L = −1
4
FµνF
µν − jµAµ + j¯µAµ, (2.53)
onde este termo e´ invariante de calibre:
j¯µ =
m
2
µνκ∂νAκ
δj¯µ = 0. (2.54)
8O princ´ıpio de Huygens diz que cada ponto de uma frente de onda comporta-se como fonte punti-
forme, gerando ondas secunda´rias, que num meio homoge´neo sa˜o esfe´ricas e se propagam com a mesma
velocidade.
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Assim, podemos ver claramente que, a teoria muda por termos de derivac¸a˜o total se
assumimos que a corrente de carga e a corrente de mate´ria (∂µj¯
µ = 0) sa˜o conservadas,
tal que:
δL = −∂µ(jµΛ) + m
2
∂µ(Λ
µνκ∂νAκ), (2.55)
a qual podemos negligenciar nas condic¸o˜es de fronteiras da ac¸a˜o de Maxwell-Chern-Simons
correspondente, SMCS =
∫
d3xLMCS, ou seja, essa teoria e´ invariante de calibre.
Note que o termo de Chern-Simons tambe´m e´ um invariante de Lorentz, conforme
podemos verificar:
µνκ
′
Aµ′∂ν′Aκ′ = Λ
µ′
αΛ
ν′
βΛ
κ′
γ
αβγΛ σµ′AσΛ
θ
ν′AθΛ
ζ
κ′Aζ
µνκ
′
Aµ′∂ν′Aκ′ = 
σθζAσ∂θAζ . (2.56)
Isto e´ refletido tambe´m nas equac¸o˜es de Euler-Lagrange da lagrangiana,
∂κF
κν +mνκµ∂κAµ = j
ν , (2.57)
serem invariantes de calibre e de Lorentz. Enta˜o, explicitando (2.57) em func¸a˜o dos
campos (El, B), chegamos nas equac¸o˜es:
∂iE
i = ρ+mB (2.58)
milEi − ∂tEl = jl + il∂iB (2.59)
il∂iEl = −∂tB. (2.60)
Manipulando a equac¸a˜o (2.57) e utilizando o gauge de Lorenz, obtemos a equac¸a˜o da onda
para o 3-potencial,
Aν = −mνκµ∂κAµ + jν , (2.61)
e atrave´s de (2.15), (2.16) e (2.61), temos
(+m2)B = −il∂ijl −mρ (2.62)
(+m2)El = −milji − ∂tjl − ∂lρ. (2.63)
Voltando a equac¸a˜o (2.61), podemos defini-la na forma dos potenciais (Φ, Al), em func¸a˜o
da densidade de carga e corrente (ρ, jl):
(+m2)Φ = −mil∂ijl +ρ, (2.64)
(+m2)Al = mil∂tji +mil∂iρ+jl. (2.65)
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As equac¸o˜es estaciona´rias (independente do tempo), sa˜o representadas da seguinte
forma:
(∂2l −m2)B = il∂ijl +mρ (2.66)
(∂2l −m2)El = milji + ∂lρ (2.67)
∂2l (∂
2
l −m2)Φ = −mil∂ijl − ∂2l ρ (2.68)
∂2l (∂
2
l −m2)Al = mil∂iρ− ∂2l jl. (2.69)
O campo de CS acoplado ao campo de Maxwell representa uma correc¸a˜o quaˆntica devido
a` interac¸a˜o dos dois, o que gera novos termos nas equac¸o˜es cla´ssicas, que por sua vez
representam novos resultados f´ısicos. Portanto, o modelo apresenta um fluxo do campo
ele´trico proporcional ao campo magne´tico (B) e a densidade de carga (ρ), diferente da
teoria de Maxwell (2+1) dimenso˜es que e´ unicamente proporcional a densidade de carga.
Isso significa que, nesta teoria uma densidade de carga esta´tica pode gerar um campo
magne´tico. Outro fato curioso e´ que, somente as equac¸o˜es na˜o-homogeˆneas sa˜o modifica-
das, o que se deve ao fato do termo de Chern-Simons ser uma corrente de mate´ria que
modifica somente as equac¸o˜es de corrente. As equac¸o˜es da onda dos campos ele´trico e
magne´tico sa˜o do tipo Klein-Gordon, onde o campo magne´tico possui uma nova depen-
deˆncia da densidade de carga em comparac¸a˜o com a Eletrodinaˆmica usual. Na teoria de
Maxwell as equac¸o˜es da onda do potencial sa˜o de segunda ordem, ja´ aqui sa˜o equac¸o˜es de
quarta ordem. Em tal formalismo, a equac¸a˜o esta´tica do campo ele´trico e campo mag-
ne´tico apresenta dependeˆncia na densidade de carga e corrente. Isso ocorre pois o termo
de Chern-Simons modifica o 3-potencial (Aν), e estabelece um v´ınculo entre o campo
magne´tico e a densidade de carga.
2.2.1 O propagador de Maxwell-Chern-Simons
Vamos agora construir a func¸a˜o de Green da teoria de MCS. Seguimos os mesmos
caminhos da teoria de Maxwell pura, adicionando o calibre de fixac¸a˜o
ζ
2
(∂µA
µ)2, com o
mesmo propo´sito de inverter o operador da teoria. Desta forma, atrave´s de (2.57) temos:
Aν − (1− ζ)∂α∂νAα +mνµκ∂µAκ = jν
(ηκν − (1− ζ)∂α∂νηκα +mνµκ∂µ)Aκ = jν
(ηκν − (1− ζ)∂κ∂ν +mκνµ∂µ)Aκ = jν . (2.70)
13
A func¸a˜o de Green que e´ soluc¸a˜o da equac¸a˜o anterior, e´ descrita da seguinte forma:
Oκν(x− x′)Gνγ(x− x′) = δγκδ(2)(x− x′) (2.71)
(2.72)
onde
Oκν ≡ (ηκν − (1− ζ)∂κ∂ν +mκνµ∂µ). (2.73)
Aplicando a transformada inversa de Fourier na func¸a˜o de Green Gνγ(x − x′), e fazendo
∂µ → ipµ no operador Oκν(x− x′), obtemos a sua representac¸a˜o no espac¸o dos momentos
como sendo:
(−ηκνp2 + (1− ζ)pκpν + imκνµpµ)Gνγ(p) = δγκ. (2.74)
Para a resoluc¸a˜o de (2.74), consideramos o ansatz geral,
Gνγ(p) = Aηνγ +Bpνpγ + Cνγαpα. (2.75)
Substituindo (2.75) em (2.74),temos:
−Ap2ηκνηνγ −Bp2ηκνpνpγ − Cp2ηκννγαpα + A(1− ζ)ηνγpκpν +
B(1− ζ)pκpνpνpγ + (1− ζ)Cpκpννγαpα + imAκνµpµηνγ +
imBpνpγκνµp
µ + imCκνµp
µνγαpα = δ
γ
κ. (2.76)
Neste ponto, usamos a propriedade κνµ
νγα = δγµδ
α
κ − δγκδαµ no u´ltimo termo do lado
esquerdo de (2.76), temos:
−Ap2δγκ − imCp2δγκ −Bp2pκpγ + A(1− ζ)pκpγ + (2.77)
B(1− ζ)p2pκpγ + imCpκpγ + imAηκννγαpα − Cp2ηκννγαpα + (2.78)
(1− ζ)Cpκpννγαpα + imBpκpννγαpα = δγκ. (2.79)
Agrupando os termos de tensores iguais, obtemos um sistema da seguinte forma,
(−Ap2 − imCp2)δγκ = δγκ
(−Bζp2 + A(1− ζ) + imC)pκpγ = 0
(−Cp2 + imA)ηκνκνµpµ = 0,
(2.80)
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cuja soluc¸a˜o e´:
A =
−1
(p2 −m2) (2.81)
B =
1
p2(p2 −m2) −
1
ζp2
(2.82)
C =
−im
p2(p2 −m2) . (2.83)
Uma vez determinados os coeficientes do ansatz, chegamos na soluc¸a˜o do propagador de
MCS em (2+1) dimenso˜es:
Gνγ(p) = − η
νγ
(p2 −m2) −
pνpγ
ζp4
+
+pνpγ
p2(p2 −m2) −
imνγαpα
p2(p2 −m2) , (2.84)
Note tambe´m que, para ζ → ∞ temos o calibre de Landau e para ζ →
(
1− m
2
p2
)
denominamos “calibre de Feynman massivo”. Utilizando o “calibre de Feynman massivo”
em (2.84), temos o propagador da seguinte forma:
Gνγ(p) = −η
νγ + imp−2νγαpα
(p2 −m2) , (2.85)
onde e´ evidente a existeˆncia de excitac¸o˜es massivas com auto-energias E = ±√~p2 +m2.
Como feito anteriormente, obtemos a transformada inversa de Fourier, dada da
seguinte forma:
Gνγ(x− x′) = ηνγ
∫
d3p
(2pi)3
eip·(x−x
′) 1
p2 −m2 +
m
m2
∫
d3p
(2pi)3
eip·(x−x
′)
[
1
p2
− 1
p2 −m2
]
iνγαpα, (2.86)
onde,
G2+1(x− x′) =
∫
d3p
(2pi)3
eip·(x−x
′) 1
p2
(2.87)
Gm(x− x′) =
∫
d3p
(2pi)3
eip·(x−x
′) 1
p2 −m2 , (2.88)
assim,
Gνγ(x− x′) = ηνγGm(x− x′) + m
m2
(
G2+1(x− x′)−Gm(x− x′)) iνγαpα, (2.89)
onde G2+1(x−x′) e´ o propagador do fo´ton usual, calculado em (2.49). Enta˜o, nesta sec¸a˜o
calculamos o propagador massivo Gm(x− x′) para m > 0:
Gm(x− x′) =
∫
d2p
(2pi)2
e−i~p·~r
∫
dp0
(2pi)
eip0τ
(p20 − p2 −m2)
. (2.90)
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Podemos ver que o propagador 2.90 possui um integrando singular. De maneira ana´loga,
vamos considerar p0 um nu´mero complexo e usar o me´todo dos res´ıduos para resolver a
integrac¸a˜o. Deste modo, a integrac¸a˜o fica da seguinte forma:
Gm± (x− x′) = −Θ(±τ)
∫ ∞
0
dp
(2pi)2
∫ 2pi
0
dθe−ipr cos θ
p√
p2 +m2
sin(τ
√
p2 +m2). (2.91)
Usando a integral de Bessel, ja´ definida anteriormente, obtemos:
Gm± (x− x′) = −
Θ(±τ)
2pi
∫ ∞
0
dpJ0(pr)
p√
p2 +m2
sin(τ
√
p2 +m2), (2.92)
onde a func¸a˜o de Green massiva e´ dada por [37]:
Gm± (x− x′) = −
Θ(±τ)
2pi
Θ(τ 2 − r2)√
τ 2 − r2 cos(m
√
τ 2 − r2). (2.93)
Note que, se fizermos m→ 0 o propagador Gm(x− x′) torna-se G(2+1)(x− x′), e analoga-
mente ao propagador da teoria de Maxwell, a func¸a˜o Heaviside Θ(τ 2− r2) possui soluc¸o˜es
que violam o princ´ıpio de Huygens.
2.2.2 O 3-Potencial de Maxwell-Chern-Simons para uma carga
singular pontual
Similarmente a` teoria de Maxwell, o 3-potencial de uma carga singular no modelo
MCS e´ dado pelo propagador do modelo (2.89) substitu´ıdo na equac¸a˜o geral (2.40):
Aν(x) =
∫
d3x′
[
ηνγGm(x− x′) + m
m2
(
G2+1(x− x′) (2.94)
− Gm(x− x′)
)
iνγαpα
]
jγ(x
′). (2.95)
Enta˜o, as substituirmos nesta expressa˜o os valores dos propagadores Gm(x−x′) e G2+1(x−
x′), obtemos:
Aν(x) = −
∫
d3x′
Θ(τ)
2pi
Θ(τ 2 − r2)√
τ 2 − r2
[
cos(m
√
τ 2 − r2)jν(x′)
+
m
m2
(
1− cos(m
√
τ 2 − r2)
)
νγα∂(x′)αjγ(x′)
]
. (2.96)
Portanto, usando a equac¸a˜o da 3-corrente (3.53) e a func¸a˜o delta de Dirac, temos a soluc¸a˜o:
Aν(x) = − q
2pi
∫
dτΘ(x0 − z0)Θ[(x− z)2]
[
cos(m
√
(x− z)2√
(x− z)2 z˙
ν
+
m
m2
(
1− cos(m√(x− z)2√
(x− z)2 )
)
νγα∂(z)αz˙γ
]
. (2.97)
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Aplicando agora, a derivada covariante ∂(z)α em (2.97), a integrac¸a˜o fica da seguinte
forma:
Aν(x) = − q
2pi
∫
dτΘ(x0 − z0)Θ[(x− z)2]
[
cos(m
√
(x− z)2√
(x− z)2 z˙
ν
+
m
m2
(
1− cos(m√(x− z)2√
(x− z)2 )
)
νγαz¨γ z˙α
]
. (2.98)
Atrave´s deste resultado e´ poss´ıvel notar que, se fizermos o modelo com a massa tendendo
a zero, recuperamos a soluc¸a˜o obtida na sec¸a˜o anterior. Ale´m disto, o modelo apresenta
um novo termo que depende da acelerac¸a˜o da carga (termo de radiac¸a˜o).
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Cap´ıtulo 3
Extensa˜o Derivativa do modelo
Maxwell-Chern-Simons
A ide´ia de elaborar uma poss´ıvel extensa˜o derivativa do termo de Chern-Simons
foi proposta por Jackiw e Deser [27]. A raza˜o disto, vem da possibilidade se construir
uma teoria eletromagne´tica ana´loga ao termo de Chern-Simons gravitacional, descrito por
combinac¸o˜es de treˆs derivadas parciais.
O procedimento natural para obter poss´ıveis extenso˜es derivativas para o campo
eletromagne´tico e´ o de se considerar o modelo de Maxwell-Chern-Simons e reescreveˆ-lo
como uma se´rie perturbativa em ∂/m:
SES = SCS + SMAX + SCSE + O(m
−2) (3.1)
onde SCS e´ a ac¸a˜o de Chern-Simons, SMAX e´ a ac¸a˜o de Maxwell e SCSE e´ a extensa˜o
derivativa da ac¸a˜o de Chern-Simons dada por,
SECS = (2m)−1κ
∫
d3xεαβρAα∂βAρ, (3.2)
onde m e´ a massa da teoria e κ ∝ 1/|m| e´ uma fator constante que pode ser determi-
nado via correc¸o˜es radiativas. Resolvendo sucessivas integrac¸o˜es por partes na expressa˜o
anterior, devemos encontrar:
SECS = −(2m)−1κ
∫
d3xεαβρ A˜α∂βA˜ρ com A˜α =
1
2
εαµνF
µν , (3.3)
a qual depende localmente da intensidade de campo eletromagne´tico e na˜o dos potencias
como apresenta o termo de Chern-Simons. Neste cap´ıtulo, faremos um estudo sobre as
principais caracter´ısticas da eletrodinaˆmica na presenc¸a da extensa˜o derivativa introduzida
aqui.
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3.1 Modelo de Maxwell-Chern-Simons Estendido
A teoria de Maxwell-Chern-Simons estendida (MCSE) em altas ordens derivativas
e´ representada pela seguinte Lagrangiana:
L = −1
4
FµνF
µν +
1
2m
µνκAµ∂νAκ − jµAµ, (3.4)
onde m e´ a massa do fo´ton, que ao contra´rio de MCS, aparece invertida por causa da regu-
larizac¸a˜o da dimensa˜o da teoria. Ao contra´rio do modelo MCS, MCSE na˜o e´ largamente
invariante de calibre. Desta forma, temos:
δA˜µ = 0 (3.5)
δL = −∂µ(jµΛ). (3.6)
e invariante de Lorentz, conforme o seguinte:
1
2m
µνκ
′
Aµ′∂ν′∂ρ′∂
ρ′Aκ′ =
1
2m
Λµ
′
α Λ
ν′
β Λ
κ′
γ 
αβγΛσµ′AσΛ
θ
ν′∂θΛ
τ
ρ′∂τΛ
ρ′
ζ ∂
ζΛλκ′Aλ
=
1
2m
δσαδ
θ
βδ
λ
γ 
αβγδτζAσ∂θ∂τ∂
ζAλ
=
1
2m
σθγAσ∂θAγ. (3.7)
Neste ponto, o objetivo e´ obter o termo de MCSE atrave´s de correc¸o˜es radiativas. Por-
tanto, vale a pena fazer um estudo detalhado deste modelo. Utilizando as equac¸o˜es de
Euler-Lagrange para a Lagrangiana (3.4):
∂α∂σ∂θ
∂L
∂(∂α∂σ∂θAβ)
+ ∂α
∂L
∂(∂αAβ)
− ∂L
∂Aβ
= 0, (3.8)
temos,
∂αF
αβ +
1
m
βνκ∂νAκ = jβ, (3.9)
que produz as duas equac¸o˜es na˜o homogeˆneas:
∂lE
l = ρ+

m
B (3.10)
lm∂lB = −jm − ∂tEm + 
lm
m
El. (3.11)
E, a equac¸a˜o na˜o homogeˆnea e´ obtida novamente da identidade de Bianchi (µνκ∂µ∂νAκ =
0), e expressada da seguinte forma:
lm∂lEm = −∂tB. (3.12)
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Utilizando a liberdade de calibre da eletrodinaˆmica de Maxwell,
B = −mn∂mAn (3.13)
El = −∂tAl − ∂lΦ, (3.14)
e (3.9) no calibre de Lorentz, podemos ainda obter as equac¸o˜es de onda para o campo
ele´trico e magne´tico: (
+ 
2
m2
)
B = −ρ
m
− lm∂ljm (3.15)(
+ 
2
m2
)
Em = −
lm
m
jl − ∂mρ− ∂tjm. (3.16)
Enta˜o, depois de algumas manipulac¸o˜es alge´bricas, obtemos as equac¸o˜es da onda dos
potenciais escalar e vetor:

(
+ 
2
m2
)
Φ = −
lm
m
∂ljm +ρ (3.17)

(
+ 
2
m2
)
Am =
lm
m
∂tjl +
lm
m
∂lρ+jm. (3.18)
Considerando o regime esta´tico das equac¸o˜es da onda anteriores, conseguimos equa-
c¸o˜es de quarta ordem: (
∂2l −
∂4l
m2
)
B = −∂
2
l ρ
m
+ lm∂ljm (3.19)(
∂2l −
∂4l
m2
)
El = −
lm∂2mjl
m
+ ∂lρ (3.20)
∂2l
(
∂2l −
∂4l
m2
)
Φ =
mn∂m∂
2
l jn
m
− ∂2l ρ (3.21)
∂2l
(
∂2l −
∂4l
m2
)
Al = −
ml∂m∂
2
l ρ
m
− ∂2l jl. (3.22)
Desta forma, o modelo de MCSE apresenta algumas diferenc¸as em comparac¸a˜o a` MCS:
a divergeˆncia do campo ele´trico agora apresenta uma variac¸a˜o do campo magne´tico no
espac¸o e no tempo; a circulac¸a˜o do campo magne´tico provoca ale´m do termo de corrente
de deslocamento de Maxwell, uma dependeˆncia espacial e temporal de segunda ordem no
campo ele´trico; a equac¸a˜o de onda para o campo magne´tico demonstra uma variac¸a˜o de
segunda ordem da densidade de carga no espac¸o e no tempo, ao contra´rio de MCS em
que a densidade de carga e´ constante; a equac¸a˜o de onda para o campo ele´trico mostra
uma variac¸a˜o de segunda ordem na derivada da densidade de corrente, que e´ proporcional
a` variac¸a˜o do campo ele´trico. Note tambe´m que o modelo MCSE pode ser formalmente
obtido a partir do modelo MCS atrave´s da substituic¸a˜o m → 
m
. E´ fa´cil perceber que,
essa modificac¸a˜o traduz todos os novos resultados de MCSE em relac¸a˜o a` MCS [27].
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3.1.1 O propagador de Maxwell-Chern-Simons estendido
O propagador da teoria e´ obtido atrave´s de uma func¸a˜o de Green, a qual esta´
associada a soluc¸a˜o da equac¸a˜o de movimento (3.9) no calibre de Lorentz. Devemos
inserir na Lagrangiana de MCSE, um termo de fixac¸a˜o de calibre que e´ importante para
eliminar a singularidade do operador. Portanto, temos:
L = −1
4
FµνF
µν +
1
2m
µνκAµ∂νAκ − jµAµ + ζ
2
(∂µA
µ)2. (3.23)
Atrave´s das equac¸o˜es de Euler-Lagrange (3.8) de (3.23), temos que:
∂αF
αβ +
1
m
βνκ∂νAκ + ζ∂α∂βAα = jβ. (3.24)
Explicitando o tensor eletromagne´tico em func¸a˜o do 3-potencial (Fαβ = ∂αAβ − ∂βAα),
temos:
Aβ − (1− ζ)∂α∂βAα + 1
m
βνκ∂νAκ = jβ
(ηκβ − (1− ζ)∂κ∂β + 1
m
κβν∂
ν)Aκ = jβ. (3.25)
Note que existe uma func¸a˜o de Green que e´ soluc¸a˜o da equac¸a˜o acima, que e´ descrita da
seguinte forma:
Oκβ(x− x′)Gβγ(x− x′) = δγκδ(2)(x− x′) (3.26)
onde
Oκβ ≡ (ηκβ − (1− ζ)∂κ∂β + 1
m
κβν∂
ν). (3.27)
E, calculando as transformadas inversas de Fourier da equac¸a˜o (3.26):
Gβγ(x− x′) =
∫
d3p
(2pi)3
eip(x−x
′)Gβγ(p) (3.28)
δγκδ
(2)(x− x′) =
∫
d3p
(2pi)3
δγκe
ip(x−x′), (3.29)
obtemos,
Oκβ(x− x′)
∫
d3p
(2pi)3
eip(x−x
′)Gβγ(p) = δγκ
∫
d3p
(2pi)3
eip(x−x
′) (3.30)∫
d3p
(2pi)3
eip(x−x
′)(−p2ηκβ + (1− ζ)pκpβ − ip
2
m
κβνp
ν)×
Gβγ(p) = δγκ
∫
d3p
(2pi)3
eip(x−x
′). (3.31)
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Devido a igualdade dos integrandos, a equac¸a˜o no espac¸o dos momentos e´ dada da seguinte
forma:
(−p2ηκβ + (1− ζ)pκpβ − ip
2
m
κβνp
ν)Gβγ(p) = δγκ. (3.32)
Usando agora, o ansatz geral:
Gβγ(p) = Aηβγ +Bpβpγ + Cβγαpα (3.33)
e, substituindo-o na equac¸a˜o (3.32), segue-se que:
(−p2ηκβ + (1− ζ)pκpβ − ip
2
m
κβνp
ν)(Aηβγ +Bpβpγ + Cβγαpα) = δ
γ
κ
−p2ηκβAηβγ − p2ηκβBpβpγ − p2ηκβCβγαpα + (1− ζ)pκpβAηβγ +
(1− ζ)pκpβBpβpγ + (1− ζ)pκpβCβγαpα − ip
2
m
κβνp
νAηβγ
−ip
2
m
κβνp
νBpβpγ − ip
2
m
κβνp
νCβγαpα = δ
γ
κ. (3.34)
Note que o u´ltimo termo do lado esquerdo da equac¸a˜o (3.34) e´ modificado atrave´s da
identidade
κβν
βγα = δγν δ
α
κ − δγκδαν . (3.35)
Assim,
−p2Aδγκ +
ip4
m
Cδγκ − p2Bpκpγ + (1− ζ)Apκpγ + (1− ζ)p2Bpκpγ −
ip2
m
Cpκp
γ −
ip2
m
Aκβνp
νηβγ − p2Cηκββγαpα + (1− ζ)Cpκpββγαpα − ip
2
m
Bκβνp
νpβpγ = δγκ. (3.36)
Atrave´s da organizac¸a˜o dos termos da expressa˜o acima, em um sistema de 3 equac¸o˜es de
acordo com a forma do tensor:
(
−Ap2 + ip
4
m
C
)
δγκ = δ
γ
κ[
−p2B + (1− ζ)A+ (1− ζ)p2B − ip
2
m
C
]
pκp
γ = 0
−
(
ip2
m
A+ p2C
)
ηκβ
βγαpα = 0,
(3.37)
conseguimos a seguinte soluc¸a˜o:
A = − 1(
p2 − p4
m2
) (3.38)
B = − 1
ζp4
+
1
p2
(
p2 − p4
m2
) (3.39)
C =
i
m
(
p2 − p4
m2
) . (3.40)
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Logo, substituindo os coeficientes A, B e C no ansatz geral (3.33), encontramos o seguinte
propagador:
Gβγ(p) = − η
βγ(
p2 − p4
m2
) − pβpγ
ζp4
+
pβpγ
p2
(
p2 − p4
m2
) + iβγαpα
m
(
p2 − p4
m2
) (3.41)
Usando agora, m → −p
2
m
no “calibre de Feynman massivo”, obtemos ζ → (1 − p
2
m2
).
Enta˜o, usando o calibre modificado em (3.41), o propagador do fo´ton usual do modelo e´:
Gβγ(p) =
ηβγ − im−1βγαpα
p2/m2 (p2 −m2) (3.42)
Desta vez, o denominador descreve duas excitac¸o˜es,
1
p2/m2 (p2 −m2) =
A
p2/m2
+
B
p2 −m2 (3.43)
1
p2/m2 (p2 −m2) = −
1
p2
+
1
p2 −m2 , (3.44)
uma sem massa e outra massiva, com auto-energias E = ± | ~p | e E = ±√~p2 +m2 [27].
O limite m→∞ reproduz o propagador de Maxwell usual −ηβγ/p2.
Obtendo o propagador (3.42) no espac¸o das posic¸o˜es:
Gβγ(x− x′) =
∫
d3p
(2pi)3
eip(x−x
′)Gβγ(p) (3.45)
Gβγ(x− x′) =
∫
d3p
(2pi)3
eip(x−x
′)
(
ηβγ − im−1βγαpα
p2/m2 (p2 −m2)
)
, (3.46)
e representado-o em func¸a˜o das excitac¸o˜es (3.44), temos que:
Gβγ(x− x′) = (ηβγ − im−1βγαpα)(− ∫ d3p
(2pi)3
eip(x−x
′) 1
p2
+
∫
d3p
(2pi)3
eip(x−x
′) 1
p2 −m2
)
Gβγ(x− x′) = (ηβγ − im−1βγαpα) (Gm(x− x′)−G(2+1)(x− x′)). (3.47)
Note que as soluc¸o˜es de Gm(x−x′) e G(2+1)(x−x′) foram calculadas no cap´ıtulo anterior
em (2.49) e (2.93), e o resultado e´:
G
(2+1)
± (x− x′) = −
Θ(±τ)
2pi
Θ(τ 2 − r2)√
τ 2 − r2 (3.48)
Gm± (x− x′) = −
Θ(±τ)
2pi
Θ(τ 2 − r2)√
τ 2 − r2 cos(m
√
τ 2 − r2). (3.49)
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3.1.2 O 3-Potencial de Maxwell-Chern-Simons Estendido para
uma carga singular pontual
Posto que ja´ calculamos o 3-potencial para a teoria de Maxwell e MCS, utilizamos
(2.40):
Aβ(x) =
∫
d3x′Gβγ(x− x′)jγ(x′) (3.50)
e podemos substituir os valores para o propagador no espac¸o das posic¸o˜es (3.47), para
obter:
Aβ(x) =
∫
d3x′
(
ηβγ − im−1βγαpα
)
(Gm(x− x′)−G(2+1)(x− x′))jν(x′). (3.51)
e atrave´s do uso das soluc¸o˜es (3.48) e (3.49) na equac¸a˜o anterior, chegamos a` seguinte
soluc¸a˜o:
Aβ(x) =
∫
d3x′
(
ηβγ − im−1βγαpα
) Θ(τ)
2pi
Θ(τ 2 − r2)√
τ 2 − r2 ×
(1− cos(m
√
τ 2 − r2))jν(x′). (3.52)
Sabendo que a 3-corrente e´:
jγ(x
′) = q
∫ ∞
−∞
dτ z˙γ(τ)δ
2+1(x′ − z(τ)), (3.53)
temos,
Aβ(x) =
q
2pi
∫
d3x′
(
ηβγ − im−1βγαpα
)
Θ(τ)
Θ(τ 2 − r2)√
τ 2 − r2 ×
(1− cos(m
√
τ 2 − r2))
∫ ∞
−∞
dτ z˙γ(τ)δ
2+1(x′ − z(τ)). (3.54)
E pela aplicac¸a˜o da quantidade
∫
d3x′δ2+1(x′ − z(τ)) na equac¸a˜o anterior e sabendo que
(τ 2 − r2) = (x− x′), a integral do 3-potencial, torna-se:
Aβ(x) =
q
2pi
∫ ∞
−∞
dτ
(
z˙β +m−1βγαz¨γ z˙α
)
Θ((x0 − z0(τ))Θ[(x− z(τ))
2]√
(x− z(τ))2 ×
[1− cos(m
√
(x− z(τ))2)]. (3.55)
Note que, o 3-potencial possui se´rias divergeˆncias, o que impossibilita uma soluc¸a˜o ana-
l´ıtica da integral, assim como aconteceu para o modelo de MCS. O termo tipo radiac¸a˜o
aparece novamente, o que se deve a` excitac¸a˜o massiva do propagador. Por fim, se tender-
mos m→∞, recuperamos a soluc¸a˜o do 3-potencial de Maxwell.
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Cap´ıtulo 4
A Eletrodinaˆmica Quaˆntica em
(2+1) Dimenso˜es e as Induc¸o˜es
Radiativas
Neste cap´ıtulo, pretendemos investigar a possibilidade de induzir radiativamente o
termo de Chern-Simos estendido em altas ordens derivativas. Isso ocorre devido o termo
de Chern-Simons usual emergir de forma natural como uma ac¸a˜o efetiva de correc¸o˜es
radiativas da QED em (2+1) dimenso˜es. Neste caso, usaremos o me´todo de expansa˜o
derivativa de determinantes fermioˆnicos.
4.1 Simetrias Discretas C, P e T
As simetrias discretas em 2+1 dimenso˜es agem de forma diferente. Esta ana´lise e´
feita atrave´s das teoria da QED(2+1)d e o modelo de Chern-Simons. Para fazer o estudo
das simetrias do campo fermioˆnico em 2+1 dimenso˜es, e´ preciso reduzir as dimenso˜es
das matrizes gama de Dirac 1, e consequentemente o espinor ψ possuira´ 2 componentes
[31]. Logo, a transformac¸a˜o de paridade no plano tem que ser redefinida, uma vez que
nossa noc¸a˜o usual em 3 dimenso˜es espaciais e´ uma reflexa˜o que leva ~x → −~x. Portanto,
no plano, tal transformac¸a˜o e´ equivalente a uma rotac¸a˜o em apenas um dos eixos 2(na˜o
1Para mais informac¸o˜es sobre estas matrizes consultar o Apeˆndice A.
2Estas transformac¸o˜es de Lorentz tem det(Λ) = +1, em vez de det(Λ) = −1.
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importa qual eixo escolho). Assim, as coordenadas sobre paridade sa˜o:
(x0, x1, x2)→ (x0,−x1, x2), (4.1)
e consequentemente,
(∂0, ∂1, ∂2)→ (∂0,−∂1, ∂2). (4.2)
Note que o operador paridade P e´ unita´rio, PP−1 = 1, tal que, os espinores e as compo-
nentes dos campos de calibre se transformam da seguinte forma:
Pψ¯(x)P−1 → ψ¯(x0,−x1, x2)γ1
Pψ(x)P−1 → γ1ψ(x0,−x1, x2)
P(A0(x), A1(x), A2(x)P−1 → (A0(x0,−x1, x2),−A1(x0,−x1, x2),
A2(x0, x1, x2)). (4.3)
Explicitando a transformac¸a˜o na Lagrangiana da QED e CS, e se utilizando das
relac¸o˜es de anti-comutac¸a˜o apresentadas anteriormente, temos que:
PLψP−1 = Pψ(i/∂ − q /A−m)ψP−1
= ψ(i/∂ − q /A+m)ψ (4.4)
e
PLCSP−1 = Pm
2
µαβAµ∂αAβP−1
= −m
2
µαβAµ∂αAβ, (4.5)
de onde vemos que o termo massivo da QED e o modelo de CS quebram a paridade. Da
mesma forma, podemos definir a transformac¸a˜o de inversa˜o temporal T . A transformac¸a˜o
de inversa˜o temporal e´ um processo discreto, que inverte a coordenada temporal e fixa as
coordenadas espaciais,
(x0, x1, x2)→ (−x0, x1, x2), (4.6)
e,
(∂0, ∂1, ∂2)→ (−∂0, ∂1, ∂2). (4.7)
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Visto que o operador inversa˜o temporal e´ anti-unita´rio, {T , i} = 0, ao aplicar a
transformac¸a˜o T , os espinores e campos de calibre ficam como
T ψ¯(x)T −1 → ψ¯(−x0, x1, x2)γ2
T ψ(x)T −1 → γ2ψ(x0,−x1, x2)
T (A0(x), A1(x), A2(x))T −1 → (A0(−x0, x1, x2),−A1(−x0, x1, x2),−
A2(−x0, x1, x2)), (4.8)
onde,
T LψT −1 = T ψ(i/∂ − q /A−m)ψT −1
= ψ(i/∂ − q /A+m)ψ (4.9)
e
T LCST −1 = T m
2
µαβAµ∂αAβT −1
= −m
2
µαβAµ∂αAβ (4.10)
onde as matrizes gamas obedecem a seguinte relac¸a˜o: T γµT −1 = γµ∗ = (γ0,−γ1, γ2).
Novamente, os termos massivos em ambas Lagrangianas quebram a paridade individual-
mente. Por outro lado, levando em conta a simetria PT , ambas sa˜o conservadas.
A conjugac¸a˜o de carga C e´ uma transformac¸a˜o discreta que na˜o atua nas coorde-
nadas espac¸o-temporais. Sendo o operador C que que atua na transformac¸a˜o, podemos
escrever os seguintes termos:
Cψ¯(x)C−1 → iψ¯(x)γ2
Cψ(x)C−1 → iγ2ψ(x)
C(A0(x), A1(x), A2(x))C−1 → (−A0(x),−A1(x),−A2(x))
CγµC−1 → −γµT → (γ0, γ1,−γ2)
CqC−1 → −q. (4.11)
Assim,
CLψC−1 = Cψ(i/∂ − q /A−m)ψC−1
= ψ(i/∂ − q /A−m)ψ (4.12)
27
eCLCSC−1 = Cm
2
µαβAµ∂αAβC−1
=
m
2
µαβAµ∂αAβ. (4.13)
Claramente vemos que, ambas as Lagrangianas, Lψ e LCS, sa˜o invariantes por conjugac¸a˜o
de carga. Logo, sera˜o invariantes por simetria CPT. Podemos concluir enta˜o que, o
termo de massa do campo fermioˆnico e o modelo de CS esta˜o relacionados entre si. Uma
consequeˆncia disso e´ a induc¸a˜o do termo de CS via correc¸o˜es radiativas a partir da teoria
fermioˆnica massiva.
4.2 A Induc¸a˜o da Ac¸a˜o Efetiva de Chern-Simons
A Eletrodinaˆmica Quaˆntica e´ uma teoria de interac¸a˜o entre o campo eletromagne´-
tico (mediado pelo fo´ton) e um campo fermioˆnico massivo (part´ıculas de spin semi-inteiro).
Neste cap´ıtulo mostraremos que e´ poss´ıvel obter um termo de Chern-Simons via correc¸a˜o
radiativa de um campo fermioˆnico minimamente acoplado a um 3-potencial. A Lagrangi-
ana de interac¸a˜o e´ dada por:
Lψ = ψ¯(i/∂ − q /A−m)ψ. (4.14)
Utilizando agora, a ac¸a˜o efetiva, ja´ definida para um lac¸o [38]:
eiSef (A) = ρ
∫
DψDψeiS
eiSef (A) = ρ
∫
DψDψei
∫
d3xψ(i/∂−q /A−m)ψ, (4.15)
onde ρ e´ uma constante de normalizac¸a˜o. Temos que,∫
Dψ =
n∏
i=1
dψi ,
∫
Dψ =
n∏
i=1
dψi e i
∫
d3x = −
n∑
i=1
, (4.16)
onde cii = i/∂ − q /A −m representa os elementos de uma matriz C diagonalizada. neste
caso, podemos utilizar as propriedades de varia´veis de Grassmann3 na integral (4.15), de
3Para mais informac¸o˜es consultar Apeˆndice B.
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modo que,
eiSef (A) = ρ
n∏
i=1
∫
dψi
∫
dψie
−∑ni=1 ψiciiψi
= ρ
n∏
i=1
∫
dψi
∫
dψi(1− ψiciiψi)
= ρ
n∏
i=1
∫
dψi
∫
dψi︸ ︷︷ ︸
=0
+ρ
n∏
i=1
cii
∫
dψi
∫
dψiψiψi︸ ︷︷ ︸
=1
= ρ
n∏
i=1
cii = ρ detC. (4.17)
E mostrar que a integrac¸a˜o no campo fermioˆnico e´:
eiSef (A) = ρ det(i/∂ − q /A−m). (4.18)
Aplicando agora a func¸a˜o Logar´ıtmica em ambos os lados da equac¸a˜o anterior, temos que
ln(eiSef (A)) = ln(ρ det(i/∂ − q /A−m))
iSef (A) ln(e)︸︷︷︸
=1
= ln(ρ)︸ ︷︷ ︸
constante
+ ln(det( i/∂︸︷︷︸
/p
−q /A−m)). (4.19)
Desprezando o termo constante e usando o fato de que ln detQ = Tr ln(Q)4, temos:
Sef (A) = −iTr ln(/p− q /A−m)), (4.20)
onde o s´ımbolo Tr e´ o trac¸o sobre as matrizes de Dirac. Utilizando o produto do logaritmo,
a soluc¸a˜o fica da seguinte forma:
Sef (A) = −iTr ln[(/p−m)(1− q
/A
(/p−m))]
= −iTr ln(/p−m)− iTr ln
(
1− q /A
(/p−m)
)
= −iTr ln(/p−m)− iTr ln
(
1− q /A
(/p−m)
)
= −iTr ln(/p−m)︸ ︷︷ ︸
≡S0ef (A)
+ iTr
n∑
i=1
1
n
(−iqSf(p) /A)n︸ ︷︷ ︸
≡Snef (A)
,
= S0ef (A) + S
n
ef (A) (4.21)
4Para mais informac¸o˜es sobre esta propriedade consultar Apeˆndice C.
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onde,
Sf (p) =
i
(/p−m) , (4.22)
e´ o propagador fermioˆnico associado a teoria.
Uma vez que o termo S0ef (A) e´ independente do campo de calibre, e sabendo que
o termo de CS e´ uma forma bilinear 5 em Aµ, vamos restringir nossa atenc¸a˜o para esse
termo quadra´tico de Aµ na ac¸a˜o efetiva. O termo da expansa˜o que vai contribuir para a
induc¸a˜o do termo e´:
Sn=2ef (A) =
−iq2
2
Tr(Sf (p) /ASf (p) /A). (4.23)
Enta˜o, para mover Sf (p) em (4.23) para a esquerda devemos usar a relac¸a˜o chave do
me´todo de expansa˜o derivativa [39]:
A(x)Sf (p) = (Sf (p− i/∂)A(x)) (4.24)
de modo que,
Sn=2ef (A) =
−iq2
2
Tr(Sf (p)γ
α(Sf (p− i/∂)Aα) /A) (4.25)
onde,
Sf (p− i/∂) = i
(/p− i/∂ −m)
. (4.26)
Agora, expandindo o termo Sf (p− i/∂) em ordens derivativas [40], [41], temos:
Sf (p− i/∂) = i
(/p−m) −
1
(/p−m)
/∂
1
(/p−m) +
1
(/p−m)
/∂
1
(/p−m)
/∂
1
(/p−m)
/∂
1
(/p−m) +O(
/∂
n≥4
)
Sf (p− i/∂) = Sf (p) + Sf (p)/∂S(p) + Sf (p)/∂Sf (p)/∂S(p) +
Sf (p)/∂Sf (p)/∂Sf (p)/∂S(p) +O(/∂n≥4). (4.27)
Aqui, vamos considerar apenas o termo de primeira ordem na ac¸a˜o efetiva do termo de
CS usual, de modo que:
Sn=2ef (A) =
−iq2
2
Tr (Sf (p)γ
α(Sf (p)/∂S(p)Aα) /A). (4.28)
5Uma forma bilinear e´ o produto interno de dois tensores que podem ser representados por uma
combinac¸a˜o linear.
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Considerando X um operador que depende das matrizes de Dirac, seu trac¸o total
e´ definido da forma usual [42]:
TrX = tr
∑
a′
〈a′|X |a′〉 , (4.29)
onde tr indica o trac¸o sobre as matrizes de Dirac. Assim, as relac¸o˜es de fechamento ou
completeza nos espac¸os da posic¸a˜o e momento sa˜o dadas por∫
d3x |x〉 〈x| , (4.30)∫
d3p
(2pi)3
|p〉 〈p| . (4.31)
Neste caso, temos que:
TrX = tr
∑
a′
∫
d3x 〈a′|X |x〉 〈x| a′〉
= tr
∑
a′
∫
d3x 〈a′|X |x〉 δxa′
= tr
∫
d3x
∫
d3p
(2pi)3
〈x| p〉 〈p|X |x〉
= tr
∫
d3x
∫
d3p
(2pi)3
X 〈x| p〉 〈p| x〉
= tr
∫
d3x
∫
d3p
(2pi)3
X, (4.32)
onde 〈x| p〉 = eipx e 〈p| x〉 = e−ipx. Assim, a partir de (4.32), a ac¸a˜o efetiva torna-se:
Sn=2ef (A) =
−iq2
2
tr
∫
d3x
∫
d3p
(2pi)3
(Sf (p)γ
αSf (p)/∂Sf (p)Aα /A)
=
−iq2
2
∫
d3x tr
∫
d3p
(2pi)3
(Sf (p)γ
αSf (p)γ
µSf (p)γ
β)︸ ︷︷ ︸
Iαµβ
(∂µAα)Aβ
=
−iq2
2
∫
d3xIαµβ(∂µAα)Aβ. (4.33)
4.2.1 Ca´lculo do tensor de auto-energia
O tensor de auto-energia Iαµβ e´ escrito como
Iαµβ = tr
∫
d3p
(2pi)3
(Sf (p)γ
αSf (p)γ
µSf (p)γ
β), (4.34)
no qual,
Sf (p) =
i
(/p−m)
(/p+m)
(/p+m)
=
i(/p+m)
(p2 −m2) . (4.35)
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Agora, substitu´ımos Sf (p) na integral do momento (4.34), obtemos:
Iαµβ = −itr
∫
d3p
(2pi)3
(/p+m)γα(/p+m)γµ(/p+m)γβ
(p2 −m2)3 . (4.36)
Manipulando o numerador da integral, temos:
A = (/p+m)γ
α(/p+m)γ
µ(/p+m)γ
β = (/pγ
α
/p+m/pγ
α +mγα/p+
m2γα)γµ(/p+m)γ
β
= [({/p, γα} − γα/p)/p+
m{/p, γα}+m2γα]γµ(/p+m)γβ. (4.37)
Utilizando a propriedade de a´lgebra de Clifford: {/p, γα} = 2pα, o numerador toma a
forma:
A = [2pαγµ(/p+m)γ
β − γα(p2 −m2)]γµ(/p+m)γβ
= 2pα/pγ
µ
/pγ
β︸ ︷︷ ︸
=0
+2mpα/pγ
µγβ + 2mpαγµ/pγ
β + 2m2pαγµγβ︸ ︷︷ ︸
=0
−
γα(p2 −m2)γµ/pγβ︸ ︷︷ ︸
=0
−m(p2 −m2)γαγµγβ
= 2mpα{/p, γµ}γβ −m(p2 −m2)γαγµγβ
= 4mpαpµγβ −m(p2 −m2)γαγµγβ. (4.38)
Os termos de poteˆncia ı´mpar do momento sa˜o zero, uma vez que a integral definida de
uma func¸a˜o ı´mpar em um intervalo sime´trico e´ nula. Ale´m disso, os termos que sobre-
vivem no numerador A, contribuem para o aparecimento do tensor Levi-Civita, oriundo
da propriedade tr(γαγµγβ) = 2iαµβ em 2+1 dimenso˜es, que e´ um fator crucial para a
induc¸a˜o do termo de CS.
Neste ponto, devemos substituir (4.38) em (4.36), e encontramos,
Iαµβ = −itr
∫
d3p
(2pi)3
4mpαpµγβ −m(p2 −m2)γαγµγβ
(p2 −m2)3 . (4.39)
Atrave´s do uso das seguinte identidade do trac¸o das matrizes gamas: tr(γβ) = 0 e
tr(γαγµγβ) = 2iαµβ, a integral anterior se reduz a
Iαµβ = −2mαµβ
∫
d3p
(2pi)3
1
(p2 −m2)2 . (4.40)
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Essa integral faz parte do grupo integrais de Feynman regularizadoras da dimensa˜o no
espac¸o de Minkowski, a qual podemos calcular da seguinte forma:∫
d3p
(2pi)3
1
(p2 −m2)n =
(−1)ni
(4pi)3/2
Γ(n− 3/2)
Γ(n)
1
(m2)n−3/2
(4.41)
n = 2−−−→
i
8pi
1
m
. (4.42)
Enta˜o,
Iαµβ = −2mαµβ i
8pi
1
| m | . (4.43)
Portanto, utilizando o resultado anterior, a ac¸a˜o de Chern-Simons induzida (4.33) torna-
se:
SCS =
q2
8pi
m
| m |
∫
d3x αµβAα∂µAβ. (4.44)
Esse resultado e´ o termo de Chern-Simons comutativo e bilinear no campo de calibre, o
qual indica a interac¸a˜o de fe´rmions com um campo de calibre. Esse termo possui ainda
quebra de paridade (P) e inversa˜o temporal (T ), assim como o termo de massa da QED.
Podemos concluir da´ı a relac¸a˜o do termo de CS e a QED massiva, o de que se encontram
no mesmo grupo de simetrias discretas.
4.3 Induc¸a˜o da Ac¸a˜o Efetiva de Chern-Simons em
Altas Ordens Derivativas
Nesta sec¸a˜o iremos induzir o termo de Chern-Simons do mesmo campo fermioˆnico
massivo abordado anteriormente na equac¸a˜o (4.14), so´ que agora em altas ordens deriva-
tivas. Podemos comec¸ar a partir da ac¸a˜o efetiva bilinear no campo calibre, deduzida na
sec¸a˜o anterior:
Sn=2ef (A) =
−iq2
2
Tr (Sf (p)γ
α(Sf (p− i/∂)Aα) /A), (4.45)
e considerar a expansa˜o
Sf (p− i/∂) = Sf (p) + Sf (p)/∂S(p) + Sf (p)/∂Sf (p)/∂S(p) +
Sf (p)/∂Sf (p)/∂Sf (p)/∂S(p) +O(/∂n≥4). (4.46)
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As poteˆncias derivativas do termo de CS precisam ser ı´mpares (se a paridade e´ violada,
o tensor de levi-civita surge) e das extenso˜es de ordem mais baixa, o termo mais u´til e´
Sf (p)/∂Sf (p)/∂Sf (p)/∂S(p) devido a` comparac¸o˜es com a gravitac¸a˜o topo´logica massiva em
terceira ordem derivativa. Assim, temos:
Sn=2ef (A) =
−iq2
2
Tr (Sf (p)γ
α(Sf (p)/∂Sf (p)/∂Sf (p)/∂S(p)) /A). (4.47)
Utilizando a propriedade de trac¸o
TrX = tr
∫
d3x
∫
d3p
(2pi)3
X, (4.48)
a ac¸a˜o efetiva fica da seguinte maneira:
Sn=2ef (A) =
−iq2
2
∫
d3x tr
∫
d3p
(2pi)3
Sf (p)γ
α(Sf (p)/∂Sf (p)/∂Sf (p)/∂S(p)) /A
=
−iq2
2
∫
d3x tr
∫
d3p
(2pi)3
(Sf (p)γ
αSf (p)γ
µSf (p)γ
νSf (p)γ
λSf (p)γ
β)︸ ︷︷ ︸
Iαµνλβ
(∂µ∂ν∂λAα)Aβ
=
−iq2
2
∫
d3xIαµνλβ(∂µ∂ν∂λAα)Aβ. (4.49)
4.3.1 Ca´lculo do tensor de auto-energia
Partindo da integral definida
Iαµνλβ = tr
∫
d3p
(2pi)3
(Sf (p)γ
αSf (p)γ
µSf (p)γ
νSf (p)γ
λSf (p)γ
β), (4.50)
e usando o propagador de fe´rmions associado a teoria,
Sf (p) =
i(/p+m)
(p2 −m2) , (4.51)
a integral do momento fica da seguinte forma
Iαµνλβ = itr
∫
d3p
(2pi)3
(/p+m)γα(/p+m)γµ(/p+m)γν(/p+m)γλ(/p+m)γβ)
(p2 −m2)5 . (4.52)
Definindo agora os termos A, B e C como:
A ≡ (/p+m)γα(/p+m)γµ, (4.53)
B ≡ (/p+m)γν(/p+m)γλ, (4.54)
C ≡ (/p+m)γβ, (4.55)
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tal que:
A = (/p+m)γ
α(/p+m)γ
µ
= /pγ
α
/pγ
µ +m/pγ
αγµ +mγα/pγ
µ +m2γαγµ
= ({/p, γα} − γα/p)/pγµ +m{/p, γα}γµ +m2γαγµ
= (2pα − γα/p)/pγµ + 2mpαγµ +m2γαγµ
= 2pα/pγ
µ − γα/p/pγµ + 2mpαγµ +m2γαγµ
= 2pα(/p+m)γ
µ − (p2 −m2)γαγµ. (4.56)
E,
B = (/p+m)γ
ν(/p+m)γ
λ
= 2pν(/p+m)γ
λ − (p2 −m2)γνγλ. (4.57)
Obtemos que A ·B · C sera´:
A ·B · C = [2pα(/p+m)γµ − (p2 −m2)γαγµ] ·
[2pν(/p+m)γ
λ(/p+m)γ
β − (p2 −m2)γνγλ(/p+m)γβ]
= 4pαpν(/p+m)γ
µ(/p+m)γ
λ(/p+m)γ
β +
2pα(p2 −m2)(/p+m)γµγνγλ(/p+m)γβ −
2pν(p2 −m2)γαγµ(/p+m)γλ(/p+m)γβ +
(p2 −m2)γαγµγνγλ(/p+m)γβ (4.58)
Como vemos, o termo A · B · C esta´ subdividido em 4 termos alge´bricos, os quais
podemos definir como:
A ·B · C = a+ b+ c+ d, (4.59)
sendo,
a ≡ 4pαpν(/p+m)γµ(/p+m)γλ(/p+m)γβ (4.60)
b ≡ 2pα(p2 −m2)(/p+m)γµγνγλ(/p+m)γβ (4.61)
c ≡ 2pν(p2 −m2)γαγµ(/p+m)γλ(/p+m)γβ (4.62)
d ≡ (p2 −m2)γαγµγνγλ(/p+m)γβ. (4.63)
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Podemos ainda simplificar a, tal que:
a = 4pαpν (/p+m)γ
µ(/p+m)γ
λ︸ ︷︷ ︸(/p+m)γβ
= 4pαpν [2pν(/p+m)γ
λ − (p2 −m2)γνγλ](/p+m)γλ
= 8pαpνpµ (/p+m)γ
λ(/p+m)γ
β︸ ︷︷ ︸−4pαpν(p2 −m2)γνγλ(/p+m)γβ
= 16pαpνpµpλ(/p+m)γ
β − 8pαpνpµ(p2 −m2)γλγβ −
4pαpν(p2 −m2)γµγλ(/p+m)γβ. (4.64)
Levando em conta o tr(γβ = 0) e eliminando os termos ı´mpares em p, temos:
a = −4m(p2 −m2)pαpνγµγλγβ. (4.65)
Para b, obtemos:
b = 2pα(p2 −m2)(/p+m)γµγνγλ(/p+m)γβ
= 2p2pα/pγ
µγνγλ/pγ
β︸ ︷︷ ︸
=0
+2mp2pα/pγ
µγνγλγβ +
2mp2pαγµγνγλ/pγ
β + 2m2p2pαγµγνγλγβ︸ ︷︷ ︸
=0
−
2m2pα/pγ
µγνγλ/pγ
β︸ ︷︷ ︸
=0
−2m3pα/pγµγνγλγβ −
2m3pαγµγνγλ/pγ
β − 2m4pαγµγνγλγβ︸ ︷︷ ︸
=0
= 2m(p2 −m2)pα (/pγµγνγλγβ + γµγνγλ/pγβ)︸ ︷︷ ︸
2pλγµγνγβ
= 4m(p2 −m2)pαpλγµγνγβ, (4.66)
onde os termos ı´mpares em p sa˜o nulos. Usando o fato de que func¸o˜es ı´mpares em intervalos
sime´tricos sa˜o nulas e usando as propriedades alge´bricas das matrizes gama, obtemos:
c = 2pν(p2 −m2)γαγµ (/p+m)γλ(/p+m)γβ︸ ︷︷ ︸
= −2pν(p2 −m2)γαγµ(2pλ(/p+m)γβ − (p2 −m2)γλγβ)
= −4m(p2 −m2)pνpλγαγµγβ, (4.67)
e,
d = (p2 −m2)γαγµγνγλ(/p+m)γβ
= m(p2 −m2)2γαγµγνγλγβ. (4.68)
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Enta˜o, substituindo (4.65),(4.66),(4.67) e (4.68) em (4.59), temos:
A ·B · C = −4m(p2 −m2)pαpνγµγλγβ + 4m(p2 −m2)pαpλγµγνγβ −
4m(p2 −m2)pνpλγαγµγβ +m(p2 −m2)2γαγµγνγλγβ
= −4m(p2 −m2)pµpνγαγλγβ +m(p2 −m2)2ηαβγαγµγνγλγα (4.69)
Os dois primeiros termos sa˜o iguais, e por isso se anulam.
Neste ponto, devemos usar a propriedade tr(γαγµγνγλγα) = 2i
νλµ e tr(γαγλγβ) =
2iαλβ, e fazendo a mudanc¸a de ı´ndices mudos α ↔ ν e β ↔ λ, chegamos ao seguinte
resultado:
A ·B · C = −8im(p2 −m2)pµpναλβ + 2im(p2 −m2)2ηµναλβ (4.70)
Inserindo (4.70) na integral de momento (4.52), obtemos:
Iαµνλβ = −2mαλβ
∫
d3p
(2pi)3
(p2 −m2)ηµν − 4pµν
(p2 −m2)4 . (4.71)
Essa integral e´ resolvida novamente pelas integrais de regularizac¸a˜o dimensional de Feyn-
man no espac¸o de Minkowski em 2+1 dimenso˜es:∫
d3p
(2pi)3
1
(p2 −m2)n =
(−1)ni
(4pi)3/2
Γ(n− 3/2)
Γ(n)
1
(m2)n−3/2
n = 3−−−→
−i
8pi
1
4m2 | m | (4.72)∫
d3p
(2pi)3
pµpν
(p2 −m2)n =
(−1)n−1iηµν
(4pi)3/2
Γ(n− 5/2)
Γ(n)
1
(m2)n−5/2
n = 4−−−→
−i
8pi
ηµν
24m2 | m | . (4.73)
Substituindo esses resultados em (4.71):
Iαµνλβ = −2mαλβ
∫
d3p
(2pi)3
[−i
8pi
1
4m2 | m | +
i
8pi
ηµν
24m2 | m |
]
=
i
8pi
1
6m | m |η
µναλβ. (4.74)
Portanto, usando a ac¸a˜o efetiva (4.49), o termo induzido de CSE e´:
S
(2+1)d
CSE = (2m)
−1 q
2
48pi | m |
∫
d3x ηµναλβ(∂µ∂ν∂λAα)Aβ
= (2m)−1
q2
48pi | m |
∫
d3x αλβ(∂λAα)Aβ
= (2m)−1κ
∫
d3x αλβAα∂λAβ, (4.75)
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onde
κ ≡ q
2
48pi | m | , (4.76)
e´ uma constante nume´rica adimensional independente do me´todo de regularizac¸a˜o uti-
lizado e m e´ a massa do modelo. Note que, se usarmos uma integrac¸a˜o por partes na
expressa˜o acima, encontramos:
S
(2+1)d
CSE = −(2m)−1κ
∫
d3x αλβ∂µAα∂
µ∂λAβ
S
(2+1)d
CSE = −(2m)−1κ
∫
d3x αλβA˜α∂λA˜β, (4.77)
onde
A˜α =
1
2
αµνF
µν , (4.78)
depende localmente do tensor eletromagne´tico e na˜o do potencial, e desse modo na˜o e´
largamente invariante de calibre.
Portanto, conclu´ımos que a adic¸a˜o de duas ordens derivativas induz o termo de
Chern-Simons em um espac¸o tridimensional. Isso se deve ao fato de que o termo so´ e´
induzido em paridade e inversa˜o temporal ı´mpar, pois desta forma obedecem ao grupo
de simetria discreta do termo massivo da QED(2+1)d [31]. E´ importante salientar que, a
induc¸a˜o do termo de Chern-Simons obedece o teorema de Colleman-Hill [43], que diz que
somente a correc¸a˜o radiativa de um lac¸o e´ capaz de induzir termos de massa topolo´gica
em (2+1) dimenso˜es, caso contra´rio na˜o obedece o teorema. As violac¸o˜es de paridade
deste modelo teˆm consequeˆncias diretas em modelos de mate´ria condensada, tais como:
interac¸a˜o de vo´rtices e part´ıculas em supercondutores, anomalias em cristais, efeito Hall
Quaˆntico Fraciona´rio, supercondutividade em altas temperaturas. Ale´m disso, o termo
de Chern-Simons acoplado ao campo de Maxwell gera massa para os campos de calibre,
sendo essa uma caracter´ıstica similar ao campo de Higgs, so´ que para sistemas de mate´ria
condensada [44].
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Cap´ıtulo 5
Os Efeitos da Temperatura Finita
sobre a Ac¸a˜o efetiva de
Chern-Simons em Altas Ordens
Derivativas
Neste cap´ıtulo iremos investigar quais os efeitos da temperatura finita sobre o
processo de induc¸a˜o radiativa da ac¸a˜o efetiva de Chern-Simons em altas ordens derivativas.
Neste sentido, admitiremos que o sistema esta´ em contato com um reservato´rio te´rmico.
Ao fim desse processo, usamos a ac¸a˜o efetiva resultante para construir uma nova teoria
te´rmica que abra a possibilidade de analisar as excitac¸o˜es dos campos de calibre neste
regime.
5.1 A Ac¸a˜o Efetiva Induzida em Temperatura Finita
Para induzir o termo de CSET, devemos usar o formalismo imagina´rio. Neste
formalismo, no´s mudamos do espac¸o de Minkowski para o Euclidiano atrave´s da rotac¸a˜o
de Wick1: xµ → ixµ, pµ → ipµ,
∫
d3x → i ∫ d3x e ∫ d3p → i ∫ d3p. Atrave´s desta
1E´ uma rotac¸a˜o por um aˆngulo de pi/2 na coordenada temporal da me´trica de Minkowski [28].
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transformac¸a˜o, a ac¸a˜o Euclidiana2 e´:
SEucef (A) = imq
2
∫
d3xαλβ(∂µ∂ν∂λAα)Aβ ×∫
d3p
(2pi)3
(~p2 + p20 +m
2)δµν − 4pµpν
(~p2 + p20 +m
2)4
. (5.1)
Aqui, vamos assumir que o sistema esta´ em equil´ıbrio te´rmico, com T = 1/β. Neste caso,
podemos utilizar o formalismo de Matsubara3 para fe´rmions, o qual consiste em tender
p0 → ωn = (n+1/2)2/pi e substituir a integrac¸a˜o da componente temporal do momento por
uma soma discreta (1/2pi)
∫
dp0 → 1/β
∑
n [46]. Ale´m disso, implementamos a translac¸a˜o
das coordenadas do momento pµ → ~pµ + p0δ0µ. Desta forma,
pµpν = (~pµ + p0δ0µ)(~p
ν + p0δ
0ν)
= ~pµ~pν + p20δ
0µδ0ν + ~pνp0δ
0µ + ~pµp0δ
0ν︸ ︷︷ ︸
=0
, (5.2)
onde os termos ~pµ e ~pν sa˜o poteˆncias ı´mpares na integrac¸a˜o, e por isso sa˜o nulos.
Considerando agora, a covariaˆncia sobre as rotac¸o˜es espaciais
~pµ~pν → ~p
2
2
(δµν − δ0µδ0ν). (5.3)
Substituindo esse resultado na equac¸a˜o (5.2), conclu´ımos que:
pµpν =
~p2
2
(δµν − δ0µδ0ν) + p20δ0µδ0ν . (5.4)
Note que ao aplicarmos todas as informac¸o˜es anteriores na ac¸a˜o efetiva Euclidiana (5.1),
os efeitos te´rmicos do modelo obedecem a seguinte estrutura:
SEucef (A) = imq
2
∫
d3xαλβ(∂µ∂ν∂λAα)Aβ ×∫
d3p
(2pi)3
(~p2 +M2n)δ
µν − 2~p2(δµν − δ0µδ0ν)− 4p20δ0µδ0ν
(~p2 +M2n)
4
= imq2
∫
d3xαλβ(∂µ∂ν∂λAα)Aβ ×∫
dp0
2pi
∫
d2p
(2pi)2
[(~p2 +M2n)− 2~p2]δµν + (2~p2 − 4p20)δ0µδ0ν)]
(~p2 +M2n)
4
=
imq2
β
∫
d3xαλβ
{
(∂2∂λAα)Aβ
+∞∑
n=−∞
∫
d2p
(2pi)2
[
1
(~p2 +M2n)
3
− 2~p
2
(~p2 +M2n)
4
]
+
4(∂20∂λAα)Aβ
+∞∑
n=−∞
∫
d2p
(2pi)2
[
~p2/2−M2n +m2
(~p2 +M2n)
4
]}
, (5.5)
2A me´trica de Minkowski, ηµν , torna-se a me´trica Euclidiana δµν apo´s a rotac¸a˜o de Wick.
3E´ a discretizac¸a˜o da coordenada temporal do momento p0. Isso acontece por causa da func¸a˜o de
partic¸a˜o que exige que os campos sejam perio´dicos no tempo, e os valores permitidos sa˜o denominados
frequeˆncias de Matsubara [45].
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onde
M2n ≡ p20 +m2 =
(
n+
1
2
)2
4pi2
β2
+m2. (5.6)
Note que, a ac¸a˜o efetiva Euclidiana possui integrac¸o˜es no espac¸o dos momentos ~p. Es-
tas podem ser calculadas utilizando as integrais de regularizac¸a˜o dimensional em duas
dimenso˜es no espac¸o Euclidiano. Desta forma, temos∫
d2~p
(2pi)2
1
(~p2 +M2n)
l
=
1
4pi
Γ(l − 1)
Γ(l)(M2n)
l−1 (5.7)
l = 3−−−→
1
8pi
1
(M2n)
2
(5.8)
l = 4−−−→
1
12pi
1
(M2n)
3
(5.9)
e, ∫
d2~p
(2pi)2
~p2
(~p2 +M2n)
l
=
1
4pi
Γ(l − 2)
Γ(l)(M2n)
l−2 (5.10)
l = 4−−−→
1
24pi
1
(M2n)
2
. (5.11)
Substituindo (5.8), (5.9) e (5.11) em (5.5), obtemos que:
SEucef (A) =
imq2
β
∫
d3xαλβ
{
(∂2∂λAα)Aβ
+∞∑
n=−∞
[
1
8pi
1
(M2n)
2
− 1
12pi
1
(M2n)
2
]
+
4(∂20∂λAα)Aβ
+∞∑
n=−∞
[
1
48pi
1
(M2n)
2
− 1
12pi
M2n
(M2n)
3
+
1
12pi
m2
(M2n)
3
]}
=
iq2
16pi2
a3
m | m |
∫
d3xαλβ
{
1
3
(∂2∂λAα)Aβ
+∞∑
n=−∞
1[(
n+ 1
2
)2
+ a2
]2 − 2(∂20∂λAα)Aβ ×
 +∞∑
n=−∞
1[(
n+ 1
2
)2
+ a2
]2 − 43
+∞∑
n=−∞
a2[(
n+ 1
2
)2
+ a2
]3
}, (5.12)
onde a = mβ/2pi. De onde obtemos os seguintes resultados para as somas sobre as
frequeˆncias de Matsubara
+∞∑
n=−∞
1[(
n+ 1
2
)2
+ a2
]2 = pi2a3 [tanh(pia)− piasech2(pia)] (5.13)
+∞∑
n=−∞
a2[(
n+ 1
2
)2
+ a2
]3 = pi8a3{3 tanh(pia)− [3 + 2pia tanh(pia)]piasech2(pia)}(5.14)
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Neste ponto, substituimos (5.13) e (5.14) em (5.12), encontramos a ac¸a˜o de Chern-
Simons estendido em temperatura finita:
SCSET (A) =
iq2
16pi
1
6m | m |
∫
d3xαλβ[(∂2∂λAα)Aβf(a)− (∂20∂λAα)Aβg(a)], (5.15)
na qual as quantidades f(a) e g(a) sa˜o func¸o˜es te´rmicas escritas respectivamente como:
f(a) = tanh(pia)− piasech2(pia) (5.16)
g(a) = 4(pia)2 tanh(pia)sech2(pia), (5.17)
Estas representam, nessa ordem, a parte covariante e na˜o covariante da ac¸a˜o te´rmica de
CS. A ana´lise assinto´tica dessas func¸o˜es e´ dada da seguinte forma,
Figura 5.1: O comportamento das func¸o˜es te´rmicas f(a) e g(a).
Analisando as curvas e sabendo que a ∝ 1/T , temos:
f(a→ 0)→ 0 (T →∞), f(a→∞)→ 1 (T → 0); (5.18)
g(a→ 0)→ 0 (T →∞), g(a→∞)→ 0 (T → 0). (5.19)
Claramente vemos que, so´ possu´ımos contribuic¸a˜o da parte na˜o-covariante, g(a), em tem-
peratura intermedia´rias, em temperaturas infinitas e zero a func¸a˜o desaparece. Para a
parte covariante, f(a), na˜o temos contribuic¸a˜o a` temperaturas infinitas, temos contribui-
c¸o˜es somente em fases intermedia´rias e em temperatura zero, onde a ac¸a˜o se comporta de
acordo com o resultado obtido na sec¸a˜o anterior.
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5.2 Modelo Efetivo Te´rmico
Nesta sec¸a˜o, faremos o estudo da dinaˆmica do termo de CSET em conjunto com o
campo de Maxwell. Assim, a Lagrangiana deste modelo e´ dada por
L = −1
4
FµνF
µν +
f(a)
2m
µνκAµ∂νAκ +
g(a)
2m
µνκAµ∂ν∂
2
0Aκ − jµAµ, (5.20)
onde o terceiro termo da Lagrangiana e´ a parte na˜o-covariante da ac¸a˜o induzida de CSET,
que surge devido a` efeitos te´rmicos do campo.
Sabemos tambe´m que este modelo e´ invariante de calibre e por transformac¸o˜es de
Lorentz. Logo, atrave´s da equac¸a˜o de Euler-Lagrange e da identidade de Bianchi, ja´ vista
anteriormente, temos:
∂αF
αβ +
f(a)
m
βνκ∂νAκ +
g(a)
m
βνκ∂ν∂
2
0Aκ = j
β, (5.21)
onde
βνκ∂βFνκ = 0. (5.22)
Ale´m disso, podemos explicitar os tensores e escrever treˆs equac¸o˜es bidimensionais:
∂lE
l = ρ+
f(a)
m
B + g(a)
m
∂20B (5.23)
lm∂lB = −jm − ∂0Em + f(a)
m
lmEl +
g(a)
m
lm∂20El (5.24)
lm∂lEm = −∂0B (5.25)
As equac¸o˜es da onda dos campos ele´trico e magne´tico e os potenciais vetor e
escalar sa˜o obtidos atrave´s de (5.21) no calibre de Lorenz e da liberdade de calibre da
eletrodinaˆmica de Maxwell. Assim, obtemos o seguinte conjunto de equac¸o˜es:(
+ f(a)
m2
2 + g(a)
m2
∂20
)
B = −f(a)
m
ρ− g(a)
m
∂20ρ− lm∂ljm (5.26)(
+ f(a)
m2
2 + g(a)
m2
∂20
)
Em = −f(a)
m
lmjl − g(a)
m
lm∂20jl − ∂mρ− ∂0jm(5.27)

(
+ f(a)
m2
2 + g(a)
m2
∂20
)
Φ = −f(a)
m
lm∂ljm − g(a)
m
lm∂l∂
2
0jm +ρ (5.28)

(
+ f(a)
m2
2 + g(a)
m2
∂20
)
Am =
f(a)
m
lm∂0jl +
g(a)
m
lm∂l∂
2
0ρ+jm. (5.29)
Portanto, observamos que a divergeˆncia do campo ele´trico (5.23) e a circulac¸a˜o do campo
magne´tico (5.24) em temperatura finita, geram uma variac¸a˜o temporal de segunda ordem
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no campo ele´trico e no campo magne´tico, que decrescem ate´ zero em T = 0. As equac¸o˜es
da onda do campo ele´trico (5.27) e potencial esta´tico (5.28) possuem novas distribuic¸o˜es de
corrente que variam com o tempo, e o campo magne´tico e 2-potencial vetor possuem novas
densidades de cargas atuando como fonte. E´ fa´cil ver que, todas essas novas modificac¸o˜es
que surgem em temperatura finita do modelo de MCSE sa˜o obtidas simplesmente fazendo
/m→ f(a)/m+ g(a)∂20/m.
5.2.1 O propagador te´rmico
Neste ponto, vamos construir o propagador te´rmico do modelo de MCSET, a fim de
ganhar informac¸o˜es sobre a interac¸a˜o entre os campos de calibre e a implicac¸a˜o do termo
de CSET na gerac¸a˜o de massa dessa dinaˆmica. Assim, atrave´s de (5.21), encontramos o
seguinte operador de Euler:
OκβAκ = jβ, (5.30)
onde
Oκβ = ηκβ − (1− ζ)∂κ∂β + f(a)
m
βνκ∂
ν+ f(a)
m
βνκ∂
ν∂20 , (5.31)
no qual foi introduzido um gauge de fixac¸a˜o
ζ
2
(∂αA
α)2 para garantir sua regularidade,
ou seja, para fazer o operador invers´ıvel. A equac¸a˜o diferencial (5.30), transforma-se da
seguinte forma:
Oκβ(x− x′)Gβγ(x− x′) = δγκδ(2)(x− x′). (5.32)
Utilizando ∂κ → ipκ, obtemos a equac¸a˜o anterior no espac¸o dos momentos:
[−p2ηκβ + (1− ζ)pκpβ − i
m
(p2f(a) + p20g(a))κβν∂
ν ]Gβγ(p) = δγκ. (5.33)
Enta˜o, aplicando o ansatz
Gβγ(p) = Aηβγ +Bpβpγ + Cβγαpα, (5.34)
na equac¸a˜o (5.33) e realizando alguns ca´lculos alge´bricos, obtemos:
−p2Aδγκ +
ip2
m
(p2f(a) + p20g(a))Cδ
γ
κ − p2Bpκpγ + (1− ζ)Apκpγ + (1− ζ)p2Bpκpγ −
i
m
(p2f(a) + p20g(a))Cpκp
γ − i
m
(p2f(a) + p20g(a))Aηκβ
βγαpα − p2Cηκββγαpα +
(1− ζ)Cpκpββγαpα − ip
2
m
Bκβνp
νpβpγ = δγκ. (5.35)
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Podemos determinar os coeficientes A,B e C atrave´s do seguinte sistema de equa-
c¸o˜es: 
(
−Ap2 + ip
2
m
(p2f(a) + p20g(a))C
)
δγκ = δ
γ
κ[
−p2B + (1− ζ)A+ (1− ζ)p2B − i
m
(p2f(a) + p20g(a))C
]
pκp
γ = 0
−
(
i
m
(p2f(a) + p20g(a))A+ p
2C
)
ηκβ
βγαpα = 0,
(5.36)
onde o sistema resolvido oferece a seguinte soluc¸a˜o:
A = − 1(
p2 − 1
m2
(p2f(a) + p20g(a))
2
)
B = − 1
ζp4
+
1
p2
(
p2 − 1
m2
(p2f(a) + p20g(a))
2
)
C =
i(p2f(a) + p20g(a))
m
(
p2 − 1
m2
(p2f(a) + p20g(a))
2
) . (5.37)
Logo, substituindo (5.37) em (5.34), encontramos o seguinte propagador:
Gβγ(p) = − η
βγ(
p2 − 1
m2
(p2f(a) + p20g(a))
2
) − pβpγ
ζp4
+
pβpγ
p2
(
p2 − 1
m2
(p2f(a) + p20g(a))
2
) +
im−1p−2(p2f(a) + p20g(a))
βγαpα(
p2 − 1
m2
(p2f(a) + p20g(a))
2
) (5.38)
E no seguinte calibre,
ζ →
(
1− (p
2f(a) + p20g(a))
2
m
)
, (5.39)
os termos centrais do propagador se anulam, e este fica da seguinte forma:
Gβγ(p) =
ηβγ − im−1p−2(p2f(a) + p20g(a))βγαpα
(p2 − [m−1(p2f(a) + p20g(a))]2)
. (5.40)
Note que o denominador na expressa˜o anterior pode ser reescrito como,
1
(p2 − [m−1(p2f(a) + p20g(a))]2)
= − 1
p2
+
1
p2
[
1−
(
mp
p2f(a)+p20g(a)
)2] , (5.41)
de maneira que, analogamente ao modelo MCSE, e´ poss´ıvel descrever dois grupos de
excitac¸o˜es do campo de calibre. Um grupo, independente da massa:
E± = ± | ~p |, (5.42)
e outro grupo, que ale´m de ser massivo, depende explicitamente das func¸o˜es te´rmicas:
E± = ±
√
λ1 ±
√
λ21 − λ2(h(a))2
h(a)
, (5.43)
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onde h(a) = f(a) +h(a) e as quantidades λ1 e λ2 sa˜o descritas, respetivamente, na forma:
λ1 = f(a)h(a)| ~p |2 + m
2
2
(5.44)
λ2 = | ~p |2
(| ~p |2 +m2). (5.45)
Note que, no limite em que a temperatura tende a zero (T → 0), as excitac¸o˜es sa˜o restau-
radas. Por outro lado, quando consideramos o limite m → 0, as excitac¸o˜es permanecem
dependentes das func¸o˜es te´rmicas. Este efeito na˜o e´ observado quando | ~p |→ 0, e assim,
podemos concluir que o efeitos te´rmico e dinaˆmico esta˜o intimamente correlacionados.
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Cap´ıtulo 6
Concluso˜es e perspectivas futuras
No presente trabalho de dissertac¸a˜o, estudamos algumas caracter´ısticas da exten-
sa˜o derivativa do modelo de Chern-Simons eletromagne´tico. Apresentamos um estudo
detalhado das propriedades fundamentais desse modelo, quando associado a` eletrodinaˆ-
mica de Maxwell. Contudo, nosso foco principal foi o de investigar a possibilidade de tal
termo ser induzido quanticamente ao n´ıvel de um lac¸o na QED em (2+1) dimenso˜es do
espac¸o-tempo. Mostramos que tal processo e´ poss´ıvel nos regimes de temperatura zero e
finita.
No u´ltimo regime de temperatura finita, encontramos duas contribuic¸o˜es: uma co-
variante e outra na˜o covariante de comportamentos diferentes. Nestes casos, temos que
a parte covariante e´ restaurada quando a temperatura tende a zero, e a contribuic¸a˜o
na˜o covariante tem valores ma´ximos somente em temperaturas intermedia´rias. Por outro
lado, ambas as contribuic¸o˜es tendem a zero quando a temperatura e´ infinita. O fato e´
que a covariaˆncia do sistema e´ fortemente quebrada pela contribuic¸a˜o na˜o covariante em
alguns regimes intermedia´rios de altas temperaturas. Este efeito representa situac¸o˜es de
teorias onde tanto a componente temporal e a espacial do momento possuem comporta-
mentos diferentes entre si, tais como o que acontece na gravidade de Horˇava-Lifshitz [47].
Destacamos tambe´m, que a ac¸a˜o efetiva oriunda das correc¸o˜es quaˆnticas a` temperatura
finita, abre a possibilidade de se construir uma teoria de calibre termal a qual vincula as
suas respectivas excitac¸o˜es a` determinadas func¸o˜es dependentes da temperatura. Assim,
podemos concluir que a excitac¸a˜o de fo´tons livre e´ independente de temperatura e a exci-
tac¸a˜o massiva teˆm forte dependeˆncia das func¸o˜es te´rmicas f(a) e g(a). Esta investigac¸a˜o
tambe´m representa um importante resultado do trabalho.
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E por fim, relatamos que algumas investigac¸o˜es relacionadas ao presente trabalho,
podem ser aplicadas perfeitamente na gravitac¸a˜o, neste caso, via elaborac¸a˜o de um novo
modelo de Chern-Simons Gravitacional em altas ordens derivativas. Isto pode ser tambe´m
direcionado a teorias que violam a simetria de Lorentz via operadores derivativos, tais
como o modelo de Myers-Pospelov [48, 49].
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Apeˆndice A
Propriedade das matrizes de Dirac
em (2+1)d
As matrizes gama de Dirac em (2 + 1) dimenso˜es sa˜o:
γ0 = σ3 =
 1 0
0 −1

γ1 = iσ1 =
 0 i
i 0

γ2 = iσ2 =
 0 1
−1 0
 , (A.1)
onde, σ1, σ2 e σ3 sa˜o as matrizes de Pauli. As matrizes gama satisfazem a seguinte relac¸a˜o
de anti-comutac¸a˜o: {γµ, γν} = 2ηµν , com ηµν = diag(1,−1,−1).
A notac¸a˜o tr indica os trac¸os sobre as matrizes de Dirac e I e´ matriz identidade
2× 2. Desta forma, obedecem as u´teis relac¸o˜es de trac¸o:
{/p, γν} = 2pν (A.2)
{γµ, γν} = 2ηµν (A.3)
γµγµ = 3I (A.4)
γµγνγµ = −γν (A.5)
γµγνγργµ = 2η
µν + γνγρ (A.6)
γµγαγνγργµ = 2γ
νγργα − γα(2ηνρ + γνγρ) (A.7)
tr(I) = 2 (A.8)
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tr(γµ) = 0 (A.9)
tr(γµγργν) = 2iµνρ (A.10)
tr(γµγργνγσ) = 2(ηµρηνσ + ηρνησµ − ηµνηρσ) (A.11)
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Apeˆndice B
Integrac¸a˜o gaussiana em varia´veis de
Grassmann
Para avaliar integrais de caminhos de Feynman envolvendo fe´rmions, precisamos
de um ana´logo que resolva o operador de Dirac, e por sua vez respeite a estat´ıstica
de Fermi-Dirac. Varia´veis que obedecem essa propriedade sa˜o denominadas varia´veis
de Grassmann. O resultado da integrac¸a˜o em varia´veis de Grassmann sa˜o dadas pelo
determinante do operador de Dirac. Este apeˆndice tem como motivac¸a˜o provar esta
relac¸a˜o, e esclarecer algumas propriedades dessas varia´veis anticomutantes.
Definindo ξ e χ como varia´veis de Grassmann e c uma varia´vel complexa, estas
obedecem as seguintes relac¸o˜es:
{ξ, χ} = 0, {ξ∗, χ} = 0, {ξ∗, χ∗} = 0, [ξ, c] = 0,
∫
dξ = 0,
∫
dξ ξ = 1,∫
dξ
∫
dχ (χξ) = 1. (B.1)
Como primeira aplicac¸a˜o, podemos calcular a integral gaussiana simples:∫
dξ∗
∫
dξ e−ξ
∗cξ =
∫
dξ∗
∫
dξ (1− ξ∗cξ + 1
2
(ξ∗cξ)2︸ ︷︷ ︸
=0
− 1
3
(ξ∗cξ)3)︸ ︷︷ ︸
=0
=
∫
dξ∗
∫
dξ (1− ξ∗cξ)
=
∫
dξ∗
∫
dξ (1 + cξξ∗) = c, (B.2)
onde a se´rie e´ finita por que os termos ξ2 = 0.
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Vamos realizar uma integrac¸a˜o introduzindo um fator ξξ∗:∫
dξ∗
∫
dξ ξξ∗ e−ξ
∗cξ =
∫
dξ∗
∫
dξ (ξξ∗ + cξξ∗ξξ∗︸ ︷︷ ︸
=0
) = 1. (B.3)
Desta feita, precisamos integrar em n-varia´veis de Grassmann, sendo Dξ =
∏n
i=1 dξi,
Dξ∗ =
∏n
i=1 dξ
∗
i e Cii =
∏n
i=1 cii uma matriz diagonalizada, segue enta˜o que∫
Dξ∗ intDξ e−ξ
∗Ciiξ =
∫
Dξ∗
∫
Dξ(1− ξ∗Ciiξ) (B.4)
=
∫
Dξ∗
∫
Dξ︸ ︷︷ ︸
=0
+Cii
∫
Dξ∗
∫
Dξ (ξ∗ξ)︸ ︷︷ ︸
=1
(B.5)
= Cii =
n∏
i=1
cii = detC (B.6)
Desta forma, conclu´ımos que o determinante do expoente da func¸a˜o exponencial
em varia´veis de Grassmann e´ a soluc¸a˜o.
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Apeˆndice C
Prova da igualdade ln det Q = Tr lnQ
Seja uma matriz diagonal definida
P =

p1 · · · 0
...
. . .
...
0 · · · pn
 , (C.1)
e Q = eP , enta˜o aplicando func¸a˜o logar´ıtimica em ambos os lados, temos:
P = lnQ (C.2)
Assim, Q tambe´m e´ diagonal:
Q =

ep1 · · · 0
...
. . .
...
0 · · · epn
 =

q1 · · · 0
...
. . .
...
0 · · · qn
 (C.3)
Finalmente, podemos ver que:
ln detQ = ln
n∏
i
qi
= ln e
∑n
i pi =
n∑
i
pi
= Tr lnQ (C.4)
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Resumo
Neste trabalho estudamos o comportamento de um campo escalar real, defeitos
topolo´gicos e na˜o-topolo´gicos. Para tanto, utilizamos o me´todo proposto por Bogomol’nyi-
Prasad e Sommerfield, o qual permite encontrar as soluc¸o˜es das equac¸o˜es de movimento
de uma teoria cla´ssica de campos, por meio de equac¸o˜es diferenciais de primeira ordem
provenientes da minimizac¸a˜o da energia. Estas soluc¸o˜es sa˜o chamadas de soluc¸o˜es BPS.
Revisamos tambe´m a aplicabilidade do me´todo BPS para modelos envolvendo dois campos
escalares reais. Ale´m disso, estudamos em detalhes os chamados me´todos de deformac¸a˜o
e de extensa˜o de modelos. O me´todo de extensa˜o de modelos que ate´ enta˜o era aplicado
em teorias descritas por dois campos escalares, neste trabalho e´ ampliado para descrever
modelos de treˆs campos escalares com soluc¸o˜es anal´ıticas. Outro ponto fundamental
desse trabalho foi construir um novo procedimento, baseado nos me´todos de deformac¸a˜o
e de extensa˜o, para gerar uma se´rie de novos modelos anal´ıticos. Este procedimento nos
permitiu generalizar um sistema de dois campos escalares que envolve termos quebra de
simetria de Lorentz.
Palavras-chave: Campos escalares - Defeitos topolo´gicos - Me´todo de extensa˜o
de modelos - Modelos de treˆs campos escalares - Quebra de simetria de Lorentz.
ix
Abstract
In this work we study the behavior of a real scalar field, topological defects and
non-topological. Therefore, we use the Bogomol’nyi-Prasad-Sommerfield method, which
allows us to find the solutions for the equations of motion of a classical field theory, by
using first order differential equations related which the minimal energy of the system.
These solutions are called BPS solutions. Here we also review the applicability of the
BPS method in a two scalar field theory. Moreover, we discuss in details the deformation
and the extension methods. The extension method which was applied to construct two
scalar fields models up to now, is improved to generate new three scalar fields models with
analytical solutions. Another key point of this work is the construction a new procedure
based on the deformation and the extension methods, in order to generate new analytical
models. Such a procedure allowed us to generalize a two scalar fields system involving
Lorentz symmetry breaking terms.
Keywords: Scalar fields - Topological defects - Extension method - Three scalar
fields models - Lorentz symmetry breaking terms.
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Cap´ıtulo 1
Introduc¸a˜o
O estudo de sistemas f´ısicos modelados por campos escalares reais e´ muito im-
portante em va´rios ramos da f´ısica. Isto se deve, principalmente, ao fato dos campos
apresentarem o fenoˆmeno da quebra espontaˆnea de simetria que e´ de extrema importaˆn-
cia na compreensa˜o de fenoˆmenos ligados a f´ısica de part´ıculas e a mate´ria condensada,
por exemplo.
Em geral, modelos envolvendo dois campos escalares sa˜o mais interessantes do
que os modelos de um u´nico campo, isto se deve ao fato desses modelos serem mais
sofisticados e de grande interesse para a cieˆncia na˜o -linear. Todavia, uma das dificuldades
de se trabalhar com este tipo de modelo diz respeito a integrabilidade das equac¸o˜es de
movimento.
Para resolver este problema podemos recorrer ao me´todo das orbitas tentativas
proposto por R. Rajaraman [1] em 1979. Outro procedimento bastante interessante foi
proposto Bazeia et al. em [2], para investigar estes tipos de modelo. Com esse me´todo
tambe´m e´ poss´ıvel obter uma vasta quantidade de novos modelos com soluc¸o˜es anal´ıticas
e de grande interesse f´ısico.
O objetivo deste trabalho e´ ampliar o me´todo de extensa˜o de modelos [2], que ate´
enta˜o descreve modelos de dois campos, para modelos de treˆs campos escalares reias com
soluc¸o˜es anal´ıticas. Ale´m disso, desenvolvemos o novo procedimento, baseado no me´todo
de extensa˜o e deformac¸a˜o [3], que nos permite gerar uma se´rie de novos modelos de dois
campos com soluc¸o˜es anal´ıticas. Atrave´s desse procedimento, foi poss´ıvel generalizar um
trabalho no qual o sistema descrito envolve quebra de simetria de Lorentz.
Para melhor compreensa˜o deste trabalho ele sera´ estruturado da seguinte maneira:
1
No cap´ıtulo 2, faremos uma revisa˜o na qual tratamos de encontrar as equac¸o˜es
de movimento para um campo escalar real bem como suas soluc¸o˜es, usando para tanto
o chamado me´todo BPS [4] e [5]. Mostraremos tambe´m que a partir de um potencial
λφ4 podemos obter soluc¸o˜es do tipo kink e lump, na qual analisaremos suas respectivas
estabilidades sob a influeˆncia de pequenas pertubac¸o˜es. Ale´m disso, discorremos sobre
modelos envolvendo dois campos escalares onde buscamos, mais uma vez, por soluc¸o˜es
BPS. Analisaremos ainda um exemplo desse tipo de modelo conhecido na literatura como
BNRT [6], no qual e´ poss´ıvel verificar a dificuldade de se trabalhar com estes modelos
quando ha´ termos de acoplamento entre campos. Existe alguns me´todos para contornar
este problema, aqui, mostraremos o me´todo das orbitas tentativas.
No cap´ıtulo 3, revisaremos o me´todo de deformac¸a˜o, no qual soluc¸o˜es de novas
teorias podem ser obtidas atrave´s das soluc¸o˜es de teorias ja´ conhecidas. Dentro desta
perspectiva sera´ investigado os estados BPS de um modelo deformado e em seguida apli-
caremos o me´todo a um defeito tipo kink.
No cap´ıtulo 4, apresentamos o me´todo de extensa˜o de modelos. Este me´todo nos
permitir construir modelos de dois campos escalares a partir de um modelo mais simples
representado por um u´nico campo escalar. Feito isso, estenderemos o me´todo para treˆs
campos escalares e o ilustraremos por meio de treˆs exemplos.
No cap´ıtulo 5, estudamos defeitos topolo´gicos em quebra de simetria de Lorentz
atrave´s de um modelo generalizado proposto por Dutra e Correa [7] em que se utiliza
uma densidade lagrangiana com termos que carregam informac¸o˜es sobre a quebra de
simetria de Lorentz. Na sequeˆncia desenvolvemos um novo me´todo baseado nos me´todos
de deformac¸a˜o e extensa˜o. Este me´todo nos permitira´, generalizar ainda mais o trabalho
de Dutra e Correa [7] uma vez que por meio deste, podemos gerar uma se´rie de novos
modelos.
Por fim apresentamos as concluso˜es e perspectivas.
2
Cap´ıtulo 2
To´picos em Teoria Cla´ssica de
Campos
Em teoria de campos, defeito topolo´gico e´ uma soluc¸a˜o de uma equac¸a˜o diferencial
na˜o linear com energia na˜o nula. Fisicamente podemos defini-lo como uma regia˜o de
transic¸a˜o entre fases distintas de um sistema, ou seja, e´ uma regia˜o onde o sistema muda
suas caracter´ısticas e/ou propriedades [8]. Neste trabalho focaremos nossas atenc¸o˜es em
defeitos unidimensionais, que podem ser topolo´gicos e na˜o topolo´gicos, esses defeitos sa˜o
conhecidos na literatura como kinks e lumps, respectivamente. A caracterizac¸a˜o de defeitos
topolo´gicos e na˜o topolo´gicos se deve a existeˆncia ou na˜o do que chamaremos de carga
topolo´gica.
No cap´ıtulo que segue, vamos apresentar alguns conceitos fundamentais de teoria
cla´ssica de campos, para modelos de um e dois campos escalares reais. Ale´m disso, uti-
lizando o me´todo BPS (Bogomol’nyi, Prasad e Somerfield), mostraremos que as soluc¸o˜es
das equac¸o˜es de Eu¨ler-Lagrange podem ser satisfeitas atrave´s de soluc¸o˜es de equac¸o˜es de
primeira ordem.
3
2.1 Modelos de um campo
A densidade lagrangiana associada a dinaˆmica de um campo escalar real φ e´ dada
por
L = 1
2
∂µφ∂
µφ− V (φ), (2.1)
onde V(φ) e´ o potencial que especifica a teoria e φ, a princ´ıpio, e´ um campo em 3+1
dimenso˜es espaciais.
Ja´ ac¸a˜o do sistema e´ descrita por
S =
∫
L(φ, ∂µφ)dt d3x. (2.2)
Aqui, iremos considerar teorias de campos relativ´ısticas que obedecem a me´trica de
Minkowsky, ou seja, gµν = diag(+,−,−,−), para sistemas quadri-dimensionais. Ao con-
siderarmos modelos em 1+1 dimenso˜es, constatamos que φ = φ(x, t), e que a minimizac¸a˜o
da ac¸a˜o1 relativa a variac¸o˜es deste campo resulta em
∂2φ
∂ t2
− ∂
2φ
∂ x2
+
dV
dφ
= 0. (2.3)
No caso de configurac¸a˜o esta´tica φ = φ(x), a equac¸a˜o acima torna-se
d2φ
dx2
=
dV
dφ
. (2.4)
A fim de reduzir a ordem desta equac¸a˜o, vamos multiplicar ambos os lados, por
dφ
dx
, logo
dφ
dx
d2φ
dx2
=
dV
dφ
dφ
dx
, (2.5)
o que resulta em
1
2
d
dx
(
dφ
dx
)2
=
dV
dx
, (2.6)
consequentemente, ao integrarmos equac¸a˜o acima obtemos
dφ
dx
= ±√2V + C. (2.7)
1ver apendice A
4
Na pro´xima secc¸a˜o veremos que a constante de integrac¸a˜o C deve ser zero para
que a energia total da soluc¸a˜o seja finita. Antes disso, e´ interessante definirmos o tensor
energia momento (T µν), que para o sistema descrito em (2.1) tem a forma
T µν = ∂µφ∂νφ− gµνL = ∂µφ∂νφ− gµν
(
1
2
∂αφ∂
αφ− V (φ)
)
. (2.8)
A componente T 00 do tensor energia momento representa a densidade de energia
ǫ da configurac¸a˜o, cuja forma expl´ıcita e´
T 00 = ǫ =
1
2
(
dφ
dt
)2
+
1
2
(
dφ
dx
)2
+ V (φ). (2.9)
Deste modo, para configurac¸o˜es de campos esta´ticos a densidade de energia se
torna
ǫ =
1
2
(
dφ
dx
)2
+ V (φ). (2.10)
Agora, para encontrarmos a energia total E do sistema basta integrarmos a densi-
dade de energia sobre todo o espac¸o
E =
∫ +∞
−∞
ǫ dx =
∫ +∞
−∞
[
1
2
(
dφ
dx
)2
+ V (φ)
]
dx. (2.11)
2.1.1 Soluc¸o˜es BPS
O me´todo BPS foi desenvolvido independentemente por Bogomol’nyi em 1976 e
por Prasad e Somerfield em 1975 [4], [5]. Seu objetivo e´ encontrar soluc¸o˜es de agora em
diante denominadas soluc¸o˜es BPS para as equac¸o˜es de movimento em segunda ordem, a
partir de equac¸o˜es de primeira ordem que surgem da minimizac¸a˜o da energia. Ale´m disso,
o me´todo permite que encontremos a energia minima, na˜o nula, do sistema, conhecida
como energia BPS (EBPS). O primeiro passo para encontrarmos a energia BPS do sistema
e´ completando um quadrado perfeito em (2.11)
E =
∫ +∞
−∞
[
1
2
(
dφ
dx
)2
∓
√
2V (φ)
]2
dx±
∫ +∞
−∞
(
dφ
dx
√
2V (φ)
)
dx. (2.12)
Como o primeiro termo dessa integral na˜o pode ser negativo, a energia BPS sera´
dada por
EBPS = ±
∫ +∞
−∞
(
dφ
dx
√
2V (φ)
)
dx, (2.13)
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com a condic¸a˜o
dφ
dx
= ±
√
2V (φ). (2.14)
Note que se usarmos (2.7) para escrever V (φ) em (2.11), encontramos
E =
∫ +∞
−∞
[(
dφ
dx
)2
− C
2
]
dx = −C(∞) +
∫ +∞
−∞
(
dφ
dx
)2
dx. (2.15)
Desta forma para que nossa energia total seja finita devemos tomar C = 0 e
portanto (2.7) e´ ideˆntica a (2.14). Podemos ainda definir um potencial positivo definido
da seguinte maneira
V (φ) =
1
2
W 2φ , (2.16)
ondeWφ e´ derivada da func¸a˜oW (φ) conhecida como superpotencial em relac¸a˜o a φ. Logo,
nossa equac¸a˜o vista em (2.14) se torna
dφ
dx
= ±Wφ. (2.17)
E a energia BPS do sistema passa a ser
EBPS = ±
∫ +∞
−∞
(
dφ
dx
Wφ
)
dx = |W [φ(+∞)]−W [φ(−∞)]|. (2.18)
A partir dos resultados anteriores, podemos concluir que energia mı´nima do sistema
(EBPS) na˜o depende das caracter´ısticas locais da soluc¸a˜o, mas dos seus limites assinto´ticos,
ou seja, da forma como os campos se comportam nos extremos.
Como previamente mencionado, outra quantidade f´ısica importante consiste na
carga topo´logica. Para descrevermos tal quantidade faremos uso do denominado pseudo
tensor de Levi-Civita. Em (1,1) dimenso˜es, as componentes do tensor anti-sime´trico ǫµν
sa˜o dadas por ǫ00 = ǫ11 = 0 e ǫ01 = −ǫ10 = 1. A topologia aparece no sistema devido
a presenc¸a de uma corrente conservada que para o caso (1,1) dimenso˜es pode ser escrita
como
JµT = ǫ
µν∂µφ. (2.19)
Como essa corrente e´ conservada devemos ter
∂µJ
µ
T = 0. (2.20)
Isto implica na existeˆncia de uma carga topolo´gica QT que pode ser obtida inte-
grando a componente zero da corrente topolo´gica em todo o espac¸o, ou seja,
QT =
∫ +∞
−∞
J0dx =
∫ +∞
−∞
dφ
dx
dx = φ(∞)− φ(−∞). (2.21)
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Podemos observar que, assim como a energia BPS, a carga topolo´gica so´ depende
das propriedades assinto´ticas do campo φ. Ale´m disso, ela caracteriza dois tipos de so-
luc¸o˜es, as com carga diferentes de zero, chamadas de topolo´gicas, e as com carga nula
conhecidas como na˜o-topolo´gicas. Os kinks e os lumps, sa˜o exemplos de soluc¸o˜es topolo´-
gicas e na˜o-topolo´gicas, respectivamente.
2.1.2 Defeito do tipo kink
Em teoria de campos unidimensionais, um exemplo de defeito do tipo kink consiste
na soluc¸a˜o relativa ao potencial
V (φ) =
1
2
λ2(a2 − φ2)2, (2.22)
cuja forma explicita encontra-se na Figura 2.1 onde λ e a sa˜o paraˆmetros adimensionais.
Este potencial, conhecido como φ4, e´ na˜o negativo e possui seus mı´nimos globais em
φ = ±a.
Φ
V@ΦD
Figura 2.1: Gra´fico do potencial φ4, para λ = a = 1, V (φ) = 1
2
(1− φ2)2.
Vamos agora substituir o potencial acima em (2.16) com λ = a = 1 , dessa maneira,
obtemos
Wφ = ±(1− φ2), (2.23)
com este resultado em ma˜os podemos reescrever (2.17) na forma
dφ
dx
= ±(1− φ2). (2.24)
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No intuito de obtermos a soluc¸a˜o da equac¸a˜o acima, vamos integra-la, ou seja,∫
dφ
(1− φ2) = ±
∫
dx, (2.25)
o que resulta em
φ±(x) = ± tanh(x). (2.26)
A soluc¸a˜o positiva e´ conhecida como kink e a negativa como anti-kink, suas formas podem
ser vistas na Figura 2.2 . Ale´m disso, estas soluc¸o˜es sa˜o ditas topolo´gicas (carga topolo´gica
na˜o nula), uma vez que φ(∞) 6= φ(−∞).
x
ΦHxL
Figura 2.2: Soluc¸o˜es tipo kink (linha so´lida) e anti-kink (linha pontilhada)
.
Podemos ainda encontrar a densidade de energia do sistema (Figura 2.3), para
tanto basta substituirmos (2.16) em (2.10) e na sequeˆncia tomarmos a derivada de φ em
relac¸a˜o a x, logo
ǫ = sech4(x). (2.27)
Ja´ a energia total deste defeito pode ser obtida integrando a equac¸a˜o (2.23), esco-
lhendo λ = −1 e a = 1, e em seguida substituindo na equac¸a˜o (2.18), ou seja,
EBPS = |W [φ(+∞)]−W [φ(−∞)]| =
(
1− 1
3
)
−
(
−1 + 1
3
)
=
4
3
(2.28)
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xΡHxL
Figura 2.3: Densidade de energia de uma soluc¸a˜o tipo kink.
2.1.3 Defeito do tipo lump
O potencial associado a defeito do tipo lump, conhecido como φ4 invertido, e´ dado
por
V (φ) =
1
2
φ2(1− φ2). (2.29)
Este potencial na˜o possui mı´nimos globais como pode ser visto na (figura 2.4).
Φ
V@ΦD
Figura 2.4: Gra´fico do potencial φ4 invertido.
A partir de (2.29) podemos reescrever (2.16) como sendo
Wφ = ±φ
√
1− φ2. (2.30)
Agora, vamos substituir este resultado em (2.17) e em seguida integra-lo para obter
φ = ±sech(x). (2.31)
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Estas soluc¸o˜es (figura 2.5) tem carga topolo´gica nula ja´ que φ(∞) = φ(−∞), ou seja,
estas soluc¸o˜es sa˜o na˜o-topolo´gicas.
x
ΦHxL
Figura 2.5: Soluc¸o˜es tipo lump (linha so´lida) e anti-lump (linha tracejada).
E a densidade de energia dada por (2.10) passa a ser
ǫ = sech2(x)tanh2(x). (2.32)
A densidade de energia da soluc¸a˜o tipo lump esta´ ilustrada na (figura 2.6). Podemos
notar que a densidade de energia do lump, na origem, e´ zero enquanto que a do kink e´
centrada na origem.
x
ΡHxL
Figura 2.6: Densidade de energia de um defeito tipo lump.
No caso de defeitos do tipo lumps, a energia BPS deve ser escrita como
EBPS = |W [φ(+∞)] +W [φ(−∞)]| (2.33)
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Isto ocorre devido a definic¸a˜o do potencial como positivo definido. Assim, inte-
grando (2.30) e substituindo na equac¸a˜o acima, obtemos
EBPS =
1
3
+
1
3
=
2
3
. (2.34)
2.1.4 Estabilidade linear
Nesta secc¸a˜o, estudaremos a estabilidade das soluc¸o˜es das equac¸o˜es de movimento
atrave´s da chamada estabilidade linear ou cla´ssica. Inicialmente, vamos considerar que a
equac¸a˜o (2.3) suporte uma soluc¸a˜o esta´tica acrescida de uma pequena pertubac¸a˜o η(x, t)
na forma
φ(x, t) = φs(x) + η(x, t). (2.35)
Note que a pequena pertubac¸a˜o e´ dependente do tempo, uma vez que a ideia e´
acompanhar sua evoluc¸a˜o temporal para verificar se a soluc¸a˜o e´ esta´vel ou na˜o.
Substituindo (2.35) em (2.3), temos que
∂2(φs + η)
∂t2
− ∂
2(φs + η)
∂x2
+
dV
dφ
|φ=φ(x,t) = 0, (2.36)
para o caso de configurac¸a˜o esta´tica (2.36) se torna
− ∂
2φs
∂x2
− ∂
2η
∂x2
+
dV
dφ
|φ=φs = 0. (2.37)
Se expandirmos dV
dφ
em se´rie de Taylor considerando apenas termos de primeira
ordem de η, obtemos
dV
dφ
|φ=φs =
dV
dφ
|φ=φs + η
d2V
dφ2
|φ=φs. (2.38)
Substituindo este resultado em (2.37), encontramos
∂2η
∂t2
− ∂
2η
∂x2
− d
2φ
dx2
+
dV
dφ
|φ=φs + η
d2V
dφ2
|φ=φs = 0. (2.39)
Temos ainda, que para o caso esta´tico a equac¸a˜o de movimento (2.3) pode ser
escrita como
− d
2φ
dx2
+
dV
dφ
|φ=φs = 0. (2.40)
Utilizando este resultado, (2.39) pode ser reescrita na forma
∂2η
∂t2
− ∂
2η
∂x2
+ η
d2V
dφ2
|φ=φs = 0. (2.41)
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Para resolver esta equac¸a˜o diferencial podemos usar o me´todo de separac¸a˜o de
varia´veis. Enta˜o, atrave´s do Ansatz
η(x, t) =
∑
n
ηn(x) cos(ωnt), (2.42)
Podemos reescrever (2.41) como sendo
− d
2ηn
dx2
+ U(x)ηn = ω
2
nηn, (2.43)
com U(x) = d
2V
dφ2
|φ=φs.
A equac¸a˜o (2.43) e´ do tipo Schroedinger com − d2
dx2
+U(x) sendo um operador, ω2n
os autovalores e ηn os auto-vetores.
A partir disso, percebemos que para encontrar uma soluc¸a˜o linearmente esta´vel
devemos ter ω2n ≥ 0, caso contra´rio havera´ um argumento imagina´rio no cosseno em
(2.42) que violaria a suposic¸a˜o de pequena pertubac¸a˜o.
Na˜o e´ dif´ıcil mostrar [9] que, soluc¸o˜es do tipo kink sa˜o esta´veis por estabilidade
linear (o menor autovalor encontrado e´ zero) enquanto soluc¸o˜es tipo lump sa˜o insta´veis
(o menor autovalor encontrado e´ menor que zero).
2.2 Modelos de dois campos
2.2.1 Soluc¸o˜es BPS
De maneira semelhante ao que fizemos para um u´nico campo, iremos aplicar o
me´todo BPS para dois campos escalares reais acoplados (φ, χ). Para um sistema desse
tipo a densidade lagrangiana pode ser escrita como
L = 1
2
∂µφ∂
µφ+
1
2
∂µχ∂
µχ− V (φ, χ) (2.44)
cujas equac¸o˜es de movimento, para configurac¸o˜es esta´ticas, sa˜o dadas por
d2φ
dx2
=
∂V
∂φ
;
d2χ
dx2
=
∂V
∂χ
, (2.45)
onde V = V (φ, χ). Ale´m disso, a densidade de energia correspondente a este sistema e´
ǫ =
1
2
(
dφ
dx
)2
+
1
2
(
dχ
dx
)2
+ V (φ, χ) (2.46)
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Consequentemente, podemos escrever a energia total do sistema como sendo
E =
∫ +∞
−∞
ǫ dx =
∫ +∞
−∞
[
1
2
(
dφ
dx
)2
+
1
2
(
dχ
dx
)2
+ V (φ, χ)
]
dx (2.47)
Se assumirmos que esse potencial V (φ, χ) e´ positivo definido e o escrevermos na
forma
V (φ, χ) =
1
2
(Wφ)
2 +
1
2
(Wχ)
2 (2.48)
Podemos substituir (2.48) em (2.47) para obter
E =
1
2
∫ +∞
−∞
[(
dφ
dx
)2
+
(
dχ
dx
)2
+ (Wφ)
2 + (Wχ)
2
]
dx (2.49)
Utilizando agora o me´todo BPS, a equac¸a˜o (2.49) passa a ser
E =
1
2
∫ +∞
−∞
[(
dφ
dx
∓Wφ
)2
+
(
dχ
dx
±Wχ
)2]
dx± 1
2
∫ +∞
−∞
2
[
dφ
dx
Wφ +
dχ
dx
Wχ
]
(2.50)
Veˆ-se que a condic¸a˜o que minimiza a energia do sistema e´
dφ
dx
= ±Wφ , e dχ
dx
= ±Wχ. (2.51)
E com isso nossa energia total sera´ dada por
EBPS = ±
∫ +∞
−∞
(
dφ
dx
Wφ +
dχ
dx
Wχ
)
dx (2.52)
ou ainda,
EBPS = |W [φ(+∞), χ(+∞)]−W [φ(−∞), χ(−∞)]| (2.53)
2.2.2 Modelo BNRT
Vamos agora, buscar soluc¸o˜es topolo´gicas a partir de um modelo conhecido na
literatura como BNRT [6]. O superpotencial correspondente a este modelo e´ escrito como
W (φ, χ) = φ− 1
3
φ3 − rφχ2 (2.54)
com r sendo uma constante real. Para encontrarmos o potencial advindo deste modelo
basta tomarmos as derivadas de (2.54) com relac¸a˜o a φ e χ e substitui-las em (2.48), logo
V (φ, χ) =
1
2
(1− φ2)2 + r(φ2 − 1)χ2 + 2r2χ2φ2 + 1
2
r2χ4 (2.55)
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Ale´m disso, as equac¸o˜es (2.51) podem ser reescritas como
dφ
dx
= ±(1 − φ2 − rχ2) , e dχ
dx
= ∓2rφχ. (2.56)
Essas equac¸o˜es na˜o lineares possuem soluc¸o˜es topolo´gicas na˜o-triviais que sa˜o ob-
tidas conectando dois estados de va´cuos diferentes. Cada par de va´cuo conetado por essas
soluc¸o˜es constitui um setor topolo´gico.
Veja que para essa teoria V (φ, χ) = 0 se χ = 0 → φ = ±1 e se φ = 0 → χ =
±1/√r, ou seja, os mı´nimos do potencial sa˜o (±1, 0) e (0,±1/√r)).
Ale´m disso, podemos obter a energia BPS de cada setor topolo´gico atrave´s da
equac¸a˜o (2.53), em resumo temos:
Caso 1: (±1, 0)→ EBPS = 43 , Um setor topolo´gico;
Caso 2: (0,±1/√r)→ EBPS = 0, Um setor na˜o-topolo´gico;
Caso 3: (±1,±1/√r)→ EBPS = 23 , Quatro setores topolo´gicos.
2.2.3 Me´todo das o´rbitas tentativas
O me´todo das o´rbitas tentativas foi desenvolvido por Rajaraman [1] com o objetivo
de resolver as equac¸o˜es de movimento quando ha´ termos de acoplamento entre dois campos
escalares. Pore´m, o me´todo possui algumas limitac¸o˜es que esta˜o diretamente relacionadas
ao fato das soluc¸o˜es relativas as equac¸o˜es de movimento das teorias analisadas em [1]
serem, em geral, compostas por equac¸o˜es diferenciais de segunda ordem. Este problema
foi contornado por [10] onde o me´todo foi adaptado a` investigac¸a˜o de estados BPS, o qual
reproduziremos a seguir.
Para utilizar o me´todo das o´rbitas tentativas devemos seguir os seguintes passos:
1o passo: Selecionamos um setor BPS. Isto e´ feito supondo que os pares de mı´-
nimos (φi, χi) e (φf , χf) sa˜o tais que W (φi, χi) 6= W (φf , χf ), tratando-se de um setor
BPS.
2o passo: Escolhemos uma o´rbita F (φ, χ) que envolva os campos φ e χ que satis-
fac¸a,
F (φ, χ) = 0. (2.57)
Uma outra caracter´ıstica importante a respeito desta o´rbita, e´ que ela deve recuperar os
mı´nimos globais do potencial V (φ, χ).
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3o passo: Verificamos se a o´rbita satisfaz as equac¸o˜es diferenciais de primeira
ordem.
4o passo: Utilizamos a o´rbita para desacoplar as equac¸o˜es de primeira ordem e
em seguida a integramos para obter suas respectivas soluc¸o˜es.
Para se ter uma ideia mais palpa´vel da aplicabilidade do me´todo, permita-nos
considera´-lo aos casos 1 e 3 do modelo BNRT, que correspondem aos setores topolo´gicos
do modelo.
Caso 1: Neste caso, vamos escolher a o´rbita F (φ, χ) = χ = 0, a partir disso, (2.56)
se torna
dφ
dx
= ±(1− φ2) , e dχ
dx
= 0 , (2.58)
cujas soluc¸o˜es sa˜o dadas por
φ = tanh(x) , χ = 0. (2.59)
Vamos agora utilizar outra o´rbita dada por
F (φ, χ) = φ2 + aχ2 − 1 = 0. (2.60)
Veja que a o´rbita escolhida satisfaz os mı´nimos globais do potencial. Vamos, enta˜o,
derivar F (φ, χ) com relac¸a˜o a x, o que resulta em
dF
dx
= 2φ
dφ
dx
+ 2aχ
dχ
dx
= 0. (2.61)
Substituindo a equac¸a˜o (2.56) no resultado acima, encontramos
1− φ2 − rχ2 − 2arχ2 = 0. (2.62)
Observe que a equac¸a˜o (2.60) pode ser escrita como
1− φ2 = aχ2, (2.63)
dessa forma, a equac¸a˜o (2.62) se torna
a = (1/r − 2)−1. (2.64)
Substituindo agora as equac¸o˜es (2.60) e (2.64) em
dφ
dx
= 1− φ2 − rχ2, (2.65)
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encontramos,
dφ
dx
= 2r(1− φ2). (2.66)
Portanto, a soluc¸a˜o φ e´ obtida integrando a equac¸a˜o acima, cujo resultado e´
φ = tanh(2rx) , (2.67)
e a soluc¸a˜o de χ pode ser obtida substituindo φ na o´rbita dada por (2.63),
χ = ±
√
1/r − 2 sech(2rx). (2.68)
Caso 3
Para este caso, vamos escolher a seguinte o´rbita
F (φ, χ) = φ+ aχ2 − 1 = 0, (2.69)
cujos os mı´nimos sa˜o (±1, 0) e (0,±1/r).
Observe que para φ = 0 a equac¸a˜o (2.69) se torna χ = 1/
√
a o que implica em
a = r.
Agora derivando (2.69) em relac¸a˜o a` x, temos
dφ
dx
+ 2rχ
dχ
dx
= 0. (2.70)
Usando (2.56) e (2.69) na equac¸a˜o acima, mostra-se que r = 1/4. Esta o´rbita
descreve somente as o´rbitas laterais do modelo,
W = φ− φ
3
3
− 1
4
φχ2. (2.71)
Substituindo (2.69) em (2.56) e integrando, obtemos
φ =
1
2
[1 + tanh(x/2)], χ = ±
√
2[1− tanh(x/2)]−1/2. (2.72)
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Cap´ıtulo 3
Defeitos Deformados
No cap´ıtulo anterior discutimos sobre defeitos topolo´gicos enfatizando algumas de
suas principais propriedades. Agora iremos investigar o me´todo de deformac¸a˜o de defeitos,
proposto por Bazeia et al. [3]. Este me´todo consiste em modificar o potencial de uma dada
teoria conhecida, atrave´s de uma func¸a˜o deformadora, para obter um novo modelo cujas
propriedades podem ser exploradas a partir da teoria inicialmente proposta. O me´todo e´
descrito como segue.
3.1 Me´todo de deformac¸a˜o
Sabemos que a densidade lagrangiana para o campo escalar real φ pode ser escrita
como
L = 1
2
∂µφ∂
µφ− V (φ), (3.1)
ao trabalharmos com soluc¸o˜es esta´ticas, ou seja, com φ = φ(x), a equac¸a˜o de movimento
relativa a tal modelo e´
d2φ
dx2
=
dV
dφ
, (3.2)
cujas soluc¸o˜es sa˜o dadas por
dφ
dx
= ±
√
2V (φ). (3.3)
Vamos enta˜o considerar um outro modelo, descrito por um campo χ, com densidade
lagrangiana dada por:
17
L = 1
2
∂µχ∂
µχ− V˜ (χ), (3.4)
temos que, para a soluc¸a˜o esta´tica, χ = χ(x), a equac¸a˜o de movimento e´ escrita como
d2χ
dx2
=
dV˜
dχ
, (3.5)
a qual e´ satisfeita por soluc¸o˜es da correspondente equac¸a˜o diferencial de primeira ordem
dχ
dx
= ±
√
2V˜ (χ). (3.6)
Considerando φ como uma func¸a˜o de χ, ou seja, φ = f(χ) tornam-se va´lidas as
relac¸o˜es
dφ
dx
=
df
dχ
dχ
dx
⇒ dχ
dx
=
1
df
dχ
dφ
dx
, (3.7)
portanto, elevando a segunda equac¸a˜o de (3.7) ao quadrado, obtemos
(
dχ
dx
)2
=
1
f 2χ
(
dφ
dx
)2
, (3.8)
onde fχ = df/dχ. Substituindo as equac¸o˜es (3.3) e (3.6) na equac¸a˜o (3.8) encontramos
V˜ (χ) =
V [φ = f(χ)]
f 2χ
. (3.9)
A func¸a˜o f(χ) e´ chamada func¸a˜o deformadora. A equac¸a˜o (3.9) nos da´ a conexa˜o
entre os potenciais do modelo deformado e na˜o deformado. As soluc¸o˜es do novo modelo
podem ser obtidas pela inversa da func¸a˜o deformadora, isto e´, por
χ(x) = f−1(φ(x)). (3.10)
3.2 Estados BPS do modelo deformado
Iremos agora estabelecer a relac¸a˜o entre os estados BPS nos dois modelos. Con-
siderando que V˜ (x) e´ positivo definido e usando a equac¸a˜o (2.16), podemos escrever a
equac¸a˜o (3.9) como sendo
V˜ (χ) =
1
2
(
Wφ(φ = f(χ)
fχ
)2
, (3.11)
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ou
V˜ (χ) =
1
2
(W˜χ(χ))
2. (3.12)
Comparando estas duas ultimas equac¸o˜es, obtemos:
W˜χ(χ) =
Wφ(φ = f(χ))
fχ
, (3.13)
o que nos permite escrever as equac¸o˜es de primeira ordem na forma
dχ
dx
= ±Wφ(φ = f(χ))
fχ
, (3.14)
em que
Wφ(φ = f(χ)) =
dW
dφ
|φ=f(χ). (3.15)
Por outro lado, a energia para o defeito deformado depende diretamente do tipo de
deformac¸a˜o introduzida, utilizando a equac¸a˜o (3.10) podemos mostrar que para estados
BPS temos que
E˜BPS =
∫
∞
−∞
dx
(
dχ
dx
)2
=
∫
∞
−∞
dx
(
df−1
dφ
)2(
dφ
dx
)2
. (3.16)
A densidade de energia no modelo deformado pode enta˜o ser escrita como:
ǫ˜(x) =
(
df−1
dφ
)2(
dφ
dx
)2
=
(
df−1
dφ
)2
ǫ(x). (3.17)
3.3 Aplicac¸a˜o do me´todo
A fim de ilustrar o me´todo, nesta sec¸a˜o iremos aplica-lo a uma soluc¸a˜o tipo kink
cujo potencial pode ser escrito como
V (φ) =
1
2
(φ2 − 1)2. (3.18)
Considerando a func¸a˜o deformadora f(χ) = sinh(χ) e utilizando (3.18), verificamos
que a equac¸a˜o (3.9) torna-se
V˜ (χ) =
1
2
(1− senh2(χ))2sech2(χ). (3.19)
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ΦV@ΦD
Figura 3.1: O gra´fico mostra o potencial deformado (linha pontilhada) e o na˜o-deformado
(linha so´lida).
A Figura 3.1 representa os potenciais das duas teorias.
Ja´ as soluc¸o˜es esta´ticas sa˜o dadas por
χ(x) = ±arcsenh(tanh(x)), (3.20)
estas soluc¸o˜es tambe´m sa˜o do tipo kink. O comportamento das duas soluc¸o˜es podem ser
vistos na Figura 3.2. Observe que podemos seguir o mesmo procedimento usando outras
func¸o˜es deformadoras para gerar novas soluc¸o˜es esta´veis do tipo kink . Isso significa que
podemos obter uma rica e extensa gama de soluc¸o˜es com potenciais de interesse f´ısico.
x
ΦHxL
Figura 3.2: Comparac¸a˜o entre as duas soluc¸o˜es:kink deformado (linha pontilhada) e kink
na˜o-deformado (linha so´lida).
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A densidade de energia pode ser facilmente obtida a partir de (3.17) (veja Figura
3.3).
ǫ˜(x) =
sech4(x)
(1 + tanh2(x))
. (3.21)
x
ΡHxL
Figura 3.3: O gra´fico mostra a densidade de energia do modelo deformado (linha ponti-
lhada) e do na˜o-deformado (linha so´lida).
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Cap´ıtulo 4
Me´todo de Extensa˜o de Modelos
Vimos no capitulo 2, que o me´todo das o´rbitas tentativas e´ utilizado em modelos
de dois campos escalares, para resolver as equac¸o˜es de movimento quando ha´ termos de
acoplamento entre os campos. Esse me´todo apesar de possuir algumas limitac¸o˜es mostra-
se bastante eficiente quando utilizado para analisar estados BPS. Na secc¸a˜o que segue,
mostraremos um outro procedimento [2] que nos permite investigar esses tipos de modelo.
O procedimento fundamenta-se no me´todo de deformac¸a˜o para construir modelos de dois
campos escalares a partir de um modelo mais simples, descrito por um u´nico campo
escalar.
4.1 Me´todo de extensa˜o de modelos para dois cam-
pos escalares
Inicialmente vamos tomar a derivada de φ = f(χ) com relac¸a˜o a` varia´vel “x”, ou
seja,
φ′ =
df
dχ
χ′, (4.1)
onde φ′ =
dφ
dx
e χ′ =
dχ
dx
. Agora, podemos relacionar as equac¸o˜es (3.13) e (4.1) de tal
forma a obter
df
dχ
=
φ′(χ)
χ′(χ)
=
dφ
dχ
=
Wφ(χ)
Wχ(χ)
. (4.2)
A ideia do me´todo consistem em utilizar a func¸a˜o de deformac¸a˜o para reescrever
(4.2) na forma
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dφ
dχ
=
Wφ(φ, χ)
Wχ(φ, χ)
, (4.3)
onde trata-se de uma relac¸a˜o entre as equac¸o˜es diferenciais de primeira ordem de modelo
de dois campos efetivo, a partir da qual podemos calcular a chamada equac¸a˜o de o´rbita.
Primeiramente devemos observar que a equac¸o˜es diferenciais de primeira ordem para o
campo φ podem ser escritas de treˆs maneiras diferentes mas equivalentes, dadas por
φ′ = Wφ(φ), φ
′ = Wφ(χ), φ
′ = Wφ(φ, χ), (4.4)
observe que na segunda equac¸a˜o usamos a func¸a˜o de deformac¸a˜o em φ→ f(χ) em todos os
termos de Wφ de modo que obtemos um Wφ(χ), ja´ na terceira equac¸a˜o, no´s substitu´ımos
φ→ f(χ) em Wφ(φ) de forma parcial, tornando Wφ uma func¸a˜o dos campos φ e χ. Este
u´ltimo passo e´ realizado de forma que Wφ(φ, χ) na˜o seja simplesmente uma combinac¸a˜o
de Wφ(φ) com Wφ(χ), isto e´ caso Wφ(φ) contenha um termo φ
3, por exemplo, ele sera´
reescrito como φ3 = φ × φ2 que por sua vez, pode ser expresso segundo φ × f 2(χ) ou
φ2 × f(χ), resultando em diferentes acoplamentos entre os campos escalares. Podemos
proceder de maneira ana´loga para o campo χ de forma a obtermos
χ′ = Wχ(χ), χ
′ = Wχ(φ), χ
′ = Wχ(φ, χ), (4.5)
Vamos agora, definir os seguintes paraˆmetros ai, bi e ci, onde i = 1, 2, 3 e com
os v´ınculos a1 + a2 + a3 = 1, b1 + b2 + b3 = 1 e c1 + c2 + c3 = 0. Tais constantes
sa˜o relacionadas com as equac¸o˜es (4.4) e (4.5), de forma a trocarmos Wφ → a1Wφ(χ) +
a2Wφ(φ, χ) + a3Wφ(φ) e Wχ → b1Wχ(χ) + b2Wχ(φ, χ) + b3Wχ(φ). Atrave´s deste u´ltimo
procedimento podemos escrever:
dφ
dχ
=
Wφ
Wχ
=
a1Wφ(χ) + a2Wφ(φ, χ) + a3Wφ(φ) + c1g(χ) + c2g(φ, χ) + c3g(φ)
b1Wχ(χ) + b2Wχ(φ, χ) + b3Wχ(φ)
, (4.6)
onde g e´ uma func¸a˜o de contra-peso e g(χ) = g(φ) = g(φ, χ). Esta func¸a˜o e´ arbitra´ria e
constru´ıda via deformac¸a˜o assim como Wφ e Wχ.
A forma espec´ıfica de “g”´e obtida atrave´s de um segundo v´ınculo que o modelo
efetivo de dois campos deve obedecer, dado por
Wφχ = Wχφ. (4.7)
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SubstituindoWφ eWχ em (4.7) e tomando suas respectivas derivadas, encontramos
b2Wχφ(φ, χ) + b3Wχφ(φ) = a1Wφχ(χ) + a2Wφχ(φ, χ) + c1gχ(χ) + c2gχ(φ, χ). (4.8)
4.1.1 Um exemplo conhecido
Este exemplo consiste no acoplamento do modelo φ4 com um modelo χ4 inver-
tido. Inicialmente consideramos um modelo descrito pelo campo escalar φ, cuja soluc¸a˜o
topolo´gica obedece a equac¸a˜o:
φ′ = Wφ = a(1− φ2), (4.9)
e sua forma e´ dada por
φ(x) = tanh(ax), (4.10)
onde “a” e´ um paraˆmetro real e adimensional. Considere agora a func¸a˜o de deformac¸a˜o
φ = f(χ) =
√
1− χ
2
b2
. (4.11)
aqui, “b” e´ outro paraˆmetro real que controla a func¸a˜o de deformac¸a˜o. A equac¸a˜o de
primeira ordem correspondente a esta deformac¸a˜o e´ escrita como
χ′ = Wχ = −aχ
√
1− χ
2
b2
, (4.12)
cuja soluc¸a˜o e´
χ(x) = b sech(ax). (4.13)
Vamos agora, escrever as equac¸o˜es de primeira ordem de treˆs formas diferentes mas
equivalentes, ou seja, como
Wφ(φ) = a(1− φ2),
Wφ(χ) =
a
b2
χ2,
Wφ(φ, χ) =
a
b
χ
√
1− φ2, (4.14)
e
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Wχ(χ) = −aχ
√
1− χ
2
b2
,
Wχ(φ) = −abφ
√
1− φ2,
Wχ(φ, χ) = −abχφ. (4.15)
A fim de evitar ra´ızes no nosso potencial polinomial vamos tomar a2 = b1 = b3 = 0
o que implica em a1 + a3 = 0 e b2 = 1. Logo, a equac¸a˜o (4.8) passa a ser
Wχφ(φ, χ)) = a1Wφχ(χ) + c1gχ(χ) + c2gχ(φ, χ) (4.16)
Tomando c2 = 0 (que implica em c1 + c3 = 0) no intuito de obter g(χ), temos
gχ(χ) =
1
c1
Wχφ(φ, χ))− a1Wφχ(χ) (4.17)
Agora, basta substituirmos as derivadas correspondentes dos superpotenciais na
equac¸a˜o anterior, resultando em
g(χ) = −1
2
a
c1
(
1 + 2
a1
b2
)
χ2, (4.18)
a qual pode ser reescrita da seguinte maneira
g(φ) = −1
2
ab2
c1
(
1 + 2
a1
b2
)
(1− φ2), (4.19)
via func¸a˜o de deformac¸a˜o. Deste modo, substituindo todos estes resultados nas formas de
Wφ e Wχ vistas na equac¸a˜o (4.8), temos
Wφ = −a
2
χ2 + a
(
1 +
b2
2
)
(1− φ2), (4.20)
e
Wχ = −aχφ. (4.21)
Para calcularmos a forma final do superpotencial efetivo basta realizarmos integra-
c¸o˜es simples em relac¸a˜o aos campos φ e χ o que resulta em
W (φ, χ) = a
(
1 +
1
2
b2
)(
φ− 1
3
φ3
)
− 1
2
aφχ2. (4.22)
Observe que um dos pares de soluc¸o˜es deste modelo obedecem os modelos de um
campo que utilizamos como ponto de partida, ou seja,
φ(x) = tanh(ax), χ(x) = b sech(ax). (4.23)
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Um caso particularmente interessante ocorre quando
a = 2r e b = ±
√
1
r
− 2 (4.24)
com r ∈ (0, 1/2), nos levando a`
Wr(φ, χ) = φ− 1
3
φ3 − rφχ2, (4.25)
tratando-se do modelo BNRT visto no cap´ıtulo 2, e cuja a o´rbita e´ dada por
φ(x) = tanh(2rx) ;
χ(x) = ±
√
1
r
− 2sech(2rx). (4.26)
4.2 Me´todo de extensa˜o para treˆs campos escalares
reais
Modelos descritos por treˆs campos escalares reais vem sendo estudados nos u´ltimos
anos por diversos pesquisadores, pore´m ainda sa˜o poucos os trabalhos encontrados na
literatura que apresentam modelos anal´ıticos. Podemos citar que Imani e Imani [11]
aplicaram o me´todo de deformac¸a˜o e Bazeia et al. [12] investigaram a presenc¸a de paredes
de domı´nio nestes tipos de modelos. Em outro contexto, a ideia de um hexagonal de
defeitos ser colocado dentro de um defeito topolo´gico foi investigada por Bazeia et al. em
[13] via um modelo de treˆs campos escalares reais. Nesta secc¸a˜o, expandiremos o me´todo
de extensa˜o de modelos com a finalidade de obtermos novos modelos anal´ıticos compostos
por treˆs campos escalares reais.
4.3 Novo me´todo
Inicialmente vamos escrever a equac¸a˜o (4.3) como
dφ
dχ
=
Wφ(φ, χ, ρ)
Wχ(φ, χ, ρ)
. (4.27)
Usando as func¸o˜es de deformac¸a˜o podemos reescrever as equac¸o˜es de primeira
ordem em φ, de sete maneiras diferentes mas equivalentes, ou seja
φ
′
= Wφ(φ), φ
′
= Wφ(χ), φ
′
= Wφ(φ, χ), φ
′
= Wφ(ρ),
φ
′
= Wφ(φ, ρ), φ
′
= Wφ(χ, ρ), φ
′
= Wφ(φ, χ, ρ). (4.28)
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O mesmo mecanismo pode ser usado para o campo χ, o que nos da´
χ
′
= Wχ(χ), χ
′
= Wχ(φ), χ
′
= Wχ(φ, χ), χ
′
= Wχ(ρ),
χ
′
= Wχ(χ, ρ), χ
′
= Wχ(φ, ρ), χ
′
= Wχ(φ, χ, ρ). (4.29)
Deste modo, definimos os seguintes paraˆmetros aij, bj , cij , onde i = 1, 2 e j =
1, 2, 3, 4, 5, 6, 7 com os v´ınculos a11+a12+a13+a14+a15+a16+a17 = 1, b1+ b2+ b3+ b4+
b5+b6+b7 = 1, c11+c12+c13+c14+c15+c16+c17 = 0 e c21+c22+c23+c24+c25+c26+c27 =
0. Estas constantes podem ser relacionadas com as equac¸o˜es (4.28) e (4.29) de forma
que trocamos Wφ → a11Wφ(χ) + a12Wφ(φ, χ) + a13Wφ(φ) + a14Wφ(ρ) + a15Wφ(φ, ρ) +
a16Wφ(χ, ρ) + a17Wφ(φ, χ, ρ) e Wχ → b1Wχ(χ) + b2Wχ(φ, χ) + b3Wχ(φ) + b4Wχ(ρ) +
b5Wχ(φ, ρ) + b6Wχ(χ, ρ) + b7Wχ(φ, χ, ρ), isto nos leva a escrever
dφ
dχ
=
(
a11Wφ(χ) + a12Wφ(φ, χ) + a13Wφ(φ) + a14Wφ(ρ) + a15Wφ(φ, ρ) + a16Wφ(χ, ρ)
+a17Wφ(φ, χ, ρ) + c11g(χ) + c12(φ, χ) + c13g(φ) + c14g(ρ) + c15g(φ, ρ) + c16g(χ, ρ)
+c17g(φ, χ, ρ)
)
×
(
b1Wχ(χ) + b2Wχ(φ, χ) + b3Wχ(φ) + b4Wχ(ρ) + b5Wχ(φ, ρ)
+b6Wχ(χ, ρ) + b7Wχ(φ, χ, ρ) + c21f˜(χ) + c22f˜(φ, χ) + c23f˜(φ) + c24f˜(ρ) + c25f˜(φ, ρ)
+c26f˜(χ, ρ) + c27f˜(φ, χ, ρ)
)−1
. (4.30)
A equac¸a˜o anterior apresenta f˜ e g como func¸o˜es de contra peso. Como pode
ser visto na equac¸a˜o (4.30) estas func¸o˜es tambe´m podem assumir sete formas diferentes
atrave´s das func¸o˜es deformadoras.
O mesmo procedimento pode ser aplicado as equac¸o˜es
dρ
dχ
=
Wρ(φ, χ, ρ)
Wχ(φ, χ, ρ)
, (4.31)
e
dφ
dρ
=
Wφ(φ, χ, ρ)
Wρ(φ, χ, ρ)
. (4.32)
Dessa forma, obtemos
dρ
dχ
=
(
a21Wρ(χ) + a22Wρ(ρ, χ) + a23Wρ(ρ) + a24Wρ(φ) + a25Wρ(φ, ρ) + a26Wρ(φ, χ)
+a27Wρ(φ, χ, ρ) + c31g˜(χ) + c32g˜(φ, χ) + c33g˜(φ) + c34g˜(ρ) + c35g˜(φ, ρ) + c36g˜(χ, ρ)
+c37g˜(φ, χ, ρ)
)
×
(
b1Wχ(χ) + b2Wχ(φ, χ) + b3Wχ(φ) + b4Wχ(ρ) + b5Wχ(φ, ρ))
+b6Wχ(χ, ρ) + b7Wχ(φ, χ, ρ+ c21f˜(χ) + c22f˜(φ, χ) + c23f˜(φ) + c24f˜(ρ) + c25f˜(φ, ρ)
+c26f˜(χ, ρ) + c27f˜(φ, χ, ρ)
)−1
, (4.33)
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com g˜ sendo mais uma func¸a˜o de contra peso. Ale´m disso, a equac¸a˜o (4.33) obedece os
v´ınculos a21+a22+a23+a24+a25+a26+a27 = 1 e c31+ c32+ c33+ c34+ c35+ c36+ c37 = 0.
Outrossim, determinamos que
dφ
dρ
=
(
a11Wφ(χ) + a12Wφ(φ, χ) + a13Wφ(φ) + a14Wφ(ρ) + a15Wφ(φ, ρ) + a16Wφ(χ, ρ)
+a17Wφ(φ, χ, ρ) + c11g(χ) + c12(φ, χ) + c13g(φ) + c14g(ρ) + c15g(φ, ρ) + c16g(χ, ρ)
+c17g(φ, χ, ρ)
)
×
(
a21Wρ(χ) + a22Wρ(ρ, χ) + a23Wρ(ρ) + a24Wρ(φ) + a25Wρ(φ, ρ)
+a26Wρ(φ, χ) + a27Wρ(φ, χ, ρ) + c31g˜(χ) + c32g˜(φ, χ) + c33g˜(φ) + c34g˜(ρ) + c35g˜(φ, ρ)
+c36g˜(χ, ρ) + c37g˜(φ, χ, ρ)
)−1
. (4.34)
Agora, para descobrirmos a forma de g ou f˜ na equac¸a˜o (4.30), precisamos de um
segundo v´ınculo, o qual surge devido ao fato do superpotencial obedecer a propriedade,
Wφχ = Wχφ. (4.35)
Substituindo Wφ e Wχ a partir da equac¸a˜o (4.30) e tomando suas respectivas
derivadas, encontramos
a11Wφχ(χ) + a12Wφχ(φ, χ) + a16Wφχ(χ, ρ) + a17Wφχ(φ, χ, ρ) + c11gχ(χ) + c12gχ(φ, χ)
+c16gχ(χ, ρ) + c17gχ(φ, χ, ρ) = b2Wχφ(φ, χ) + b3Wχφ(φ) + b5Wχφ(φ, ρ)
+b7Wχφ(φ, χ, ρ) + c22f˜φ(φ, χ) + c23f˜φ(φ) + c25f˜φ(φ, ρ) + c27f˜φ(φ, χ, ρ). (4.36)
Analogamente para obter a func¸a˜o g˜ ou f˜ na equac¸a˜o (4.33) devemos recorrer ao
v´ınculo,
Wρχ = Wχρ, (4.37)
o que nos leva a,
a21Wρχ(χ) + a22Wρχ(ρ, χ) + a26Wρχ(φ, χ) + a27Wρχ(φ, χ, ρ) + c31g˜χ(χ) + c32g˜χ(φ, χ)
+c36g˜χ(χ, ρ) + c37g˜χ(φ, χ, ρ) = b4Wχρ(ρ) + b5Wχρ(φ, ρ) + b6Wχρ(χ, ρ)
+b7Wχρ(φ, χ, ρ)) + c24f˜ρ(ρ) + c25f˜ρ(φ, ρ+ c26f˜ρ(χ, ρ) + c27f˜ρ(φ, χ, ρ). (4.38)
Por fim, para encontrarmos a func¸a˜o g ou g˜ na equac¸a˜o (4.34), devemos utilizar o
v´ınculo,
Wφρ = Wρφ, (4.39)
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o que resulta em
a14Wφρ(ρ) + a15Wφρ(φ, ρ) + a16Wφρ(χ, ρ) + a17Wφρ(φ, χ, ρ) + c14gρ(ρ) + c15gρ(φ, ρ)
+c16gρ(χ, ρ) + c17gρ(φ, χ, ρ) = a24Wρφ(φ) + a25Wρφ(φ, ρ) + a26Wρφ(φ, χ)
+a27Wρφ(φ, χ, ρ) + c32g˜φ(φ, χ) + c33g˜φ(φ) + c35g˜φ(φ, ρ) + c37g˜φ(φ, χ, ρ). (4.40)
Como pode ser visto na equac¸o˜es (4.36), (4.38) e (4.40) temos diversas possibilida-
des de encontrar as func¸o˜es de contra peso e consequentemente proceder para encontrar
o modelo efetivo. A seguir iremos elucidar algumas dessas possibilidades.
A primeira possibilidade consiste em encontrar a func¸a˜o g na equac¸a˜o (4.36), para
tanto vamos tomar c22 = c23 = c25 = c27 = 0, resultando em
a11Wφχ(χ) + a12Wφχ(φ, χ) + a16Wφχ(χ, ρ) + a17Wφχ(φ, χ, ρ) + c11gχ(χ)
+c12gχ(φ, χ+ c16gχ(χ, ρ) + c17gχ(φ, χ, ρ) = b2Wχφ(φ, χ) + b3Wχφ(φ)
+b5Wχφ(φ, ρ) + b7Wχφ(φ, χ, ρ). (4.41)
Deste modo a equac¸a˜o (4.38) se torna
a21Wρχ(χ) + a22Wρχ(ρ, χ) + a26Wρχ(φ, χ) + a27Wρχ(φ, χ, ρ) + c31g˜χ(χ) + c32g˜χ(φ, χ)
+c36g˜χ(χ, ρ) + c37g˜χ(φ, χ, ρ) = b4Wχρ(ρ) + b5Wχρ(φ, ρ) + b6Wχρ(χ, ρ)
+b7Wχρ(φ, χ, ρ)) + c24f˜ρ(ρ) + c26f˜ρ(χ, ρ). (4.42)
No v´ınculo acima, devemos encontrar f˜ , portanto devemos tomar c31 = c32 = c36 =
c37 = 0, enta˜o
a21Wρχ(χ) + a22Wρχ(ρ, χ) + a26Wρχ(φ, χ) + a27Wρχ(φ, χ, ρ) = b4Wχρ(ρ) + b5Wχρ(φ, ρ)
+b6Wχρ(χ, ρ) + b7Wχρ(φ, χ, ρ)) + c24f˜ρ(ρ) + c26f˜ρ(χ, ρ), (4.43)
consequentemente a equac¸a˜o (4.40) passa a ser
a14Wφρ(ρ) + a15Wφρ(φ, ρ) + a16Wφρ(χ, ρ) + a17Wφρ(φ, χ, ρ) + c14gρ(ρ) + c15gρ(φ, ρ)
+c16gρ(χ, ρ) + c17gρ(φ, χ, ρ) = a24Wρφ(φ) + a25Wρφ(φ, ρ) + a26Wρφ(φ, χ)
+a27Wρφ(φ, χ, ρ) + c33g˜φ(φ) + c35g˜φ(φ, ρ). (4.44)
Como devemos encontrar g˜ neste v´ınculo, temos que c14 = c15 = c16 = c17 = 0,
logo
a14Wφρ(ρ) + a15Wφρ(φ, ρ) + a16Wφρ(χ, ρ) + a17Wφρ(φ, χ, ρ) = a24Wρφ(φ) + a25Wρφ(φ, ρ)
+a26Wρφ(φ, χ) + a27Wρφ(φ, χ, ρ) + c33g˜φ(φ) + c35g˜φ(φ, ρ), (4.45)
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por conseguinte a equac¸a˜o (4.41), nos da´
a11Wφχ(χ) + a12Wφχ(φ, χ) + a16Wφχ(χ, ρ) + a17Wφχ(φ, χ, ρ) + c11gχ(χ) + c12gχ(φ, χ)
= b2Wχφ(φ, χ) + b3Wχφ(φ) + b5Wχφ(φ, ρ) + b7Wχφ(φ, χ, ρ) (4.46)
Assim, as equac¸o˜es (4.43), (4.45) e (4.46) nos permitem encontrar, respectivamente,
as func¸o˜es de contra peso f˜ , g˜ e g.
A segunda possibilidade baseia-se em encontrar a func¸a˜o f˜ em (4.36), ao inve´s de
g, deste modo, devemos tomar c11 + c12 + c16 + c17 = 0 na referida equac¸a˜o, o que resulta
em
a11Wφχ(χ) + a12Wφχ(φ, χ) + a16Wφχ(χ, ρ) + a17Wφχ(φ, χ, ρ) = b2Wχφ(φ, χ)
+b3Wχφ(φ) + b5Wχφ(φ, ρ) + b7Wχφ(φ, χ, ρ) + c22f˜φ(φ, χ) + c23f˜φ(φ)
+c25f˜φ(φ, ρ) + c27f˜φ(φ, χ, ρ). (4.47)
Dessa maneira a equac¸a˜o (4.40) se torna
a14Wφρ(ρ) + a15Wφρ(φ, ρ) + a16Wφρ(χ, ρ) + a17Wφρ(φ, χ, ρ) + c14gρ(ρ) + c15gρ(φ, ρ)
= a24Wρφ(φ) + a25Wρφ(φ, ρ) + a26Wρφ(φ, χ) + a27Wρφ(φ, χ, ρ) + c32g˜φ(φ, χ)
+c33g˜φ(φ) + c35g˜φ(φ, ρ) + c37g˜φ(φ, χ, ρ), (4.48)
para obtermos a func¸a˜o g, devemos tomar c32 = c33 = c35 = c37 = 0, resultando em
a14Wφρ(ρ) + a15Wφρ(φ, ρ) + a16Wφρ(χ, ρ) + a17Wφρ(φ, χ, ρ) + c14gρ(ρ) + c15gρ(φ, ρ)
= a24Wρφ(φ) + a25Wρφ(φ, ρ) + a26Wρφ(φ, χ) + a27Wρφ(φ, χ, ρ), (4.49)
por conseguinte, a equac¸a˜o (4.38) passa a ser
a21Wρχ(χ) + a22Wρχ(ρ, χ) + a26Wρχ(φ, χ) + a27Wρχ(φ, χ, ρ) + c31g˜χ(χ) + c36g˜χ(χ, ρ)
= b4Wχρ(ρ) + b5Wχρ(φ, ρ) + b6Wχρ(χ, ρ) + b7Wχρ(φ, χ, ρ) + c24f˜ρ(ρ) + c25f˜ρ(φ, ρ)
+c26f˜ρ(χ, ρ) + c27f˜ρ(φ, χ, ρ), (4.50)
neste caso, para encontrarmos a func¸a˜o g˜ devemos tomar c24 = c25 = c26 = c27 = 0, logo
a21Wρχ(χ) + a22Wρχ(ρ, χ) + a26Wρχ(φ, χ) + a27Wρχ(φ, χ, ρ) + c31g˜χ(χ) + c36g˜χ(χ, ρ)
= b4Wχρ(ρ) + b5Wχρ(φ, ρ) + b6Wχρ(χ, ρ) + b7Wχρ(φ, χ, ρ). (4.51)
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Portanto, a equac¸a˜o (4.47) passa a ser escrita como
a11Wφχ(χ) + a12Wφχ(φ, χ) + a16Wφχ(χ, ρ) + a17Wφχ(φ, χ, ρ) = b2Wχφ(φ, χ)
+b3Wχφ(φ) + b5Wχφ(φ, ρ) + b7Wχφ(φ, χ, ρ) + c22f˜φ(φ, χ) + c23f˜φ(φ). (4.52)
Vemos que nesta possibilidade as func¸o˜es de contra peso podem ser obtidas a partir das
equac¸o˜es (4.49), (4.51) e (4.52).
4.4 Exemplos
Nesta secc¸a˜o, iremos ilustrar a aplicabilidade desse me´todo utilizando para tanto
treˆs exemplos. Suas investigac¸o˜es sa˜o descritas como segue.
4.4.1 Exemplo 1
Este primeiro exemplo consiste no acoplamento entre um modelo φ4 e dois modelos
χ4 e ρ4 invertidos. As equac¸o˜es de primeira ordem correspondentes a estes modelos sa˜o
dadas por
Wφ = a(1− φ2), Wχ = −aχ
√
1− χ
2
b2
, Wρ = −aρ
√
1− ρ
2
b2
, (4.53)
cujas respectivas soluc¸o˜es, sa˜o escritas como
φ = tanh(ax), χ = b sech(ax), ρ = b sech(ax), (4.54)
onde “a” e´ um paraˆmetro real.
Vamos agora considerar as func¸o˜es deformadoras e suas inversas como sendo
φ = f(χ) =
√
1− χ
2
b2
⇒ χ = b
√
1− φ2, (4.55)
φ = f(ρ) =
√
1− ρ
2
b2
⇒ ρ = b
√
1− φ2, (4.56)
χ = f(ρ) = ρ⇒ ρ = χ. (4.57)
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Feito isso, utilizaremos as func¸o˜es de deformac¸a˜o e suas inversas para reescrever
Wφ, Wχ e Wρ de sete maneiras diferentes mas equivalentes, o que nos da´
Wφ(φ) = a(1− φ2), Wφ(χ) = aχ
2
b2
, Wφ(φ, χ) = a
(
1− φ
√
1− χ
2
b2
)
,
Wφ(ρ) =
aρ2
b2
, Wφ(φ, ρ) = a
(
1− φ
√
1− ρ
2
b2
)
, (4.58)
Wφ(χ, ρ) = a
(
1−
√
1− χ
2
b2
√
1− ρ
2
b2
)
, Wφ(φ, χ, ρ) = a
(
1− φ
√
1− χρ
b2
)
.
Bem como,
Wχ(χ) = −aχ
√
1− χ
2
b2
, Wχ(φ) = −abφ
√
1− φ2, Wχ(φ, χ) = −aχφ,
Wχ(ρ) = −aρ
√
1− ρ
2
b2
, Wχ(χ, ρ) = −aρ
√
1− χ
2
b2
, (4.59)
Wχ(φ, ρ) = −ab
√
1− φ2
√
1− ρ
2
b2
, Wχ(φ, χ, ρ) = −ab
√
1− φ2
√
1− χρ
b2
.
e
Wρ(ρ) = −aρ
√
1− ρ
2
b2
, Wρ(φ) = −abφ
√
1− φ2, Wρ(φ, ρ) = −aρφ,
Wρ(χ) = −aχ
√
1− χ
2
b2
, Wρ(χ, ρ) = −aχ
√
1− ρ
2
b2
, (4.60)
Wρ(φ, χ) = −ab
√
1− φ2
√
1− χ
2
b2
, Wρ(φ, χ, ρ) = −ab
√
1− φ2
√
1− ρχ
b2
.
1◦ possibilidade
A fim de evitar ra´ızes em nossos potenciais polinomiais, inicialmente vamos tomar
a12 = a15 = a16 = a17 = b1 = b3 = b4 = b5 = b6 = b7 = 0, e a21 = a22 = a23 = a24 = a26 =
a27 = 0. Isto implica em a11 + a13 + a14 = 1, b2 = 1 e a25 = 1. Deste modo a equac¸a˜o
(4.46) pode ser reescrita como
a11
2aχ
b2
+ c11gχ(χ) + c12gχ(φ, χ) = −aχ. (4.61)
Para encontrarmos g(χ) vamos escolher c12 = 0 na equac¸a˜o acima e integra-la em
relac¸a˜o a χ, o que resulta em
g(χ) = −aχ
2
c11
(
1
2
+
a11
b2
)
. (4.62)
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Ale´m disso, temos que c11 = −c13, e ao utilizarmos a func¸a˜o de deformac¸a˜o (4.55)
a equac¸a˜o (4.62) passa a ser
g(φ) = −a(1− φ
2)
c11
(
b2
2
+ a11
)
. (4.63)
Enta˜o, substituindo todos estes ingredientes no Wφ visto na equac¸a˜o (4.30), obte-
mos
Wφ = −1
2
a[−2 + ρ2 + 2φ2 + 2φ2 + 2b2(−1 + φ2) + χ2]. (4.64)
Por outro lado, se substituirmos os novos v´ınculos na equac¸a˜o (4.43), podemos
verificar que f˜(ρ) = 0. E assim, Wχ presente na equac¸a˜o (4.30), sera´ dado por
Wχ = −aχφ. (4.65)
Agora, considerando as diferentes formas deWφ eWρ assim como os novos v´ınculos
na equac¸a˜o (4.45), podemos reescreve-la da seguinte maneira
a14
2aρ
b2
= −aρ+ c33g˜φ(φ) + c35g˜φ(φ, ρ), (4.66)
para c33 = 0, temos que
c35g˜φ(φ, ρ) = a14
2aρ
b2
+ aρ. (4.67)
Neste caso vamos considerar a14 = −b2/2, com o intuito de tornar nula a func¸a˜o g˜
pois queremos evitar ra´ızes quadradas em nosso potencial polinomial. Enta˜o, substituindo
todos esses ingredientes na forma do Wρ visto na equac¸a˜o (4.33), obtemos
Wρ = −aφρ. (4.68)
Finalmente, integrando as equac¸o˜es (4.64), (4.65) e (4.68) podemos obter o super-
potencial do modelo que, neste caso, pode ser escrito na forma
W (φ, χ, ρ) = (1 + b2)a
(
φ− φ
3
3
)
− a
2
φ(χ2 + ρ2). (4.69)
Um caso particularmente interessante ocorre quando
a = 2r, e b =
√
1
2r
− 1 (4.70)
com r ∈ (0, 1/2), nos levando a
W (φ, χ, ρ) =
(
φ− φ
3
3
)
− rφ(χ2 + ρ2), (4.71)
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e cujas soluc¸o˜es anal´ıticas sa˜o
φ = tanh(2rx), χ =
√
1
2r
− 1 sech(2rx), ρ =
√
1
2r
− 1 sech(2rx). (4.72)
Este e´ um modelo efetivo para treˆs campos escalares que ja´ foi estudado na lite-
ratura cient´ıfica, para mais detalhes ver [11] e [12]. Uma caracter´ıstica importante a ser
ressaltada e´ que esta e´ a primeira vez que tal modelo e´ constru´ıdo via modelos de um
campo escalar.
2◦ possibilidade
Vamos agora tomar a12 = a15 = a16 = a17 = b1 = b3 = b4 = b5 = b6 = b7 = a21 =
a22 = a23 = a24 = a26 = a27 = 0 no intuito de evitar ra´ızes quadradas em nosso potencial
polinomial. Isto implica diretamente em a11 + a13 + a14 = 1, b2 = 1 e a25 = 1. A partir
desses novos v´ınculos podemos reescrever a equac¸a˜o (4.52) como sendo
a11
2aχ
b2
= −aχ + c22f˜φ(φ, χ) + c23f˜φ(φ). (4.73)
Para c23 = 0, temos que
c22f˜φ(φ, χ) = aχ + a11
2aχ
b2
. (4.74)
Vamos agora escolher a11 = −b2/2 para que na˜o tenhamos ra´ızes em nosso potencial
polinomial. Isto implica que a func¸a˜o de contra peso f˜ seja nula. Deste modo, o Wχ visto
em (4.30) passa a ser escrito como
Wχ = −aχφ. (4.75)
Da mesma forma a func¸a˜o g˜ tambe´m sera´ nula para que evitemos ra´ızes quadradas
em nosso potencial. Assim, a partir da equac¸a˜o (4.31) podemos escrever Wρ na forma
Wρ = −aφρ. (4.76)
Finalmente tomando os v´ınculos na equac¸a˜o(4.49), temos
a14
2ρa
b2
+ c14gρ(ρ) + c15gρ(φ, ρ) = −a25aρ, (4.77)
escolhendo c15 = 0 e integrando com relac¸a˜o a ρ, chegamos a
g(ρ) =
aρ2
2b2c14
(
a25b
2 + 2a14
)
. (4.78)
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Vamos agora tomar c11 = c12 = c16 = c17 = 0 o que implica em c14 = −c13. Feito
isso, vamos usar a func¸a˜o de deformac¸a˜o (4.56) para obtermos
g(φ) =
a(1− φ2)
2c14
(
b2 + 2a14
)
, (4.79)
logo, o Wφ que pode ser visto na equac¸a˜o (4.30) passa a ser
Wφ = −1
2
a[−2 + χ2 + 2φ2 + 2b2(−1 + φ2) + ρ2]. (4.80)
Deste modo, o superpotencial do modelo e´ dado por
W (φ, χ, ρ) = (1 + b2)a
(
φ− φ
3
3
)
− a
2
φ(χ2 + ρ2). (4.81)
Observe que se escolhermos
a = 2r, e b =
√
1
2r
− 1, (4.82)
chegamos a
W (φ, χ, ρ) =
(
φ− φ
3
3
)
− rφ(χ2 + ρ2), (4.83)
que e´ o mesmo resultado obtido na equac¸a˜o (4.71). Com base neste exemplo fica claro que
ambas as possibilidades nos levam a um mesmo modelo. Por este motivo nos pro´ximos
exemplos elucidaremos apenas o modelo efetivo advindo da primeira possibilidade.
4.4.2 Exemplo 2
Neste exemplo combinamos os modelos φ4, ρ4 invertido e χ6, nos quais todos
admitem soluc¸o˜es tipo kink. Essas soluc¸o˜es sa˜o escritas como
φ = tanh(ax), χ = b sech(ax), ρ = tanh(ax). (4.84)
As equac¸o˜es de primeira ordem correspondentes a este modelo sa˜o dadas por
Wφ = a(1− φ2), Wχ = −aχ
√
1− χ
2
b2
, Wρ = −a(1 − ρ2). (4.85)
Para este caso, podemos escrever as deformac¸o˜es e suas inversas da seguinte ma-
neira:
φ = ρ⇒ ρ = φ, (4.86)
φ =
√
1− χ
2
b2
⇒ χ = b
√
1− φ2, (4.87)
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ρ =
√
1− χ
2
b2
⇒ χ = b
√
1− ρ2. (4.88)
Agora vamos escrever Wφ de sete maneiras diferentes mas equivalentes, ou seja
Wφ(φ) = a(1− φ2), Wφ(χ) = aχ
2
b2
, Wφ(φ, χ) =
aχ
b
√
1− φ2, Wφ(ρ) = a(1− ρ2)
Wφ(φ, ρ) = a(1− ρφ), Wφ(χ, ρ) = aχ
b
√
1− ρ2, Wφ(φ, χ, ρ) = aχ
b
√
1− ρφ. (4.89)
Analogamente podemos verificar que Wχ e Wρ podem ser escritos como
Wχ(χ) = −aχ
√
1− χ
2
b2
, Wχ(φ) = −abφ
√
1− φ2, Wχ(φ, χ) = −aχφ,
Wχ(ρ) = −abρ
√
1− ρ2, Wχ(χ, ρ) = −aρχ, Wχ(φ, ρ) = −abφ
√
1− ρ2,
Wχ(φ, χ, ρ) = −ab
√
1− χ
2
b2
√
1− ρφ ; (4.90)
Wρ(ρ) = a(1− ρ2), Wρ(φ) = a(1− φ2), Wρ(φ, ρ) = a(1− ρφ),
Wρ(χ) =
aχ2
b2
, Wρ(χ, ρ) =
aχ
b
√
1− ρ2, Wρ(φ, χ) = aχ
b
√
1− φ2,
Wρ(φ, χ, ρ) =
aχ
b
√
1− ρφ. (4.91)
Vamos inicialmente tomar a12 = a16 = a17 = b3 = b4 = b5 = b7 = a21 = a22 = a26 =
a27 = 0 a fim de evitar ra´ızes no nossos potenciais polinomiais. Ale´m disso vamos escolher
c12 = c14 = c15 = c16 = c17 = 0, dessa forma os v´ınculos se tornam a11+a13+a14+a15 = 1,
b1 + b2 + b6 = 1, a23 + a24 + a25 = 1 e c11 = −c13. Consequentemente, a equac¸a˜o (4.46)
nos leva a
c11gχ(χ) = −b2aχ− a11 2aχ
b2
, (4.92)
integrando o resultado anterior em relac¸a˜o a χ, temos que
g(χ) = − aχ
2
2b2c11
(
b2b
2 + 2a11
)
. (4.93)
A equac¸a˜o anterior pode ser reescrita via func¸a˜o de deformac¸a˜o (4.93), como
g(φ) = −a(1− φ
2)
2c11
(
b2b
2 + 2a11
)
. (4.94)
Logo, a partir desses resultados determinamos que
Wφ = −1
2
a
[−2 + 2a14ρ2 + 2a15ρφ− 2(−1 + a14 + a15)φ2 + b2(−1 + φ2) + χ2] . (4.95)
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Agora, para encontrarmos Wχ e´ importante notar que a u´nica forma de evitar
ra´ızes em nosso potencial polinomial e´ considerando b2 = b6 = 0 o que implica em f˜ = 0.
Consequentemente, Wχ sera´ simplesmente
Wχ = −aφχ. (4.96)
Por outro lado, utilizando as diferentes formas de Wφ e Wρ bem como os v´ınculos,
em (4.45) podemos reescreve-la na forma
− 2a14aρ− a15aρ = −2a24aρ+−a25aρ+ c33g˜φ(φ) + c35g˜φ(φ, ρ). (4.97)
Escolhendo c33 = 0 e integrando com relac¸a˜o a φ, obtemos
g˜(φ, ρ) =
1
c35
(
−2a14aρφ− a15aφ
2
2
+ a24φ
2 + a25aρφ
)
, (4.98)
e usando a func¸a˜o deformadora (4.92) encontramos
g˜(ρ) =
1
c35
(
−2a14aρ2 − a15aρ
2
2
+ a24ρ
2 + a25aρ
2
)
. (4.99)
Logo, tomando c31 = c32 = c36 = c37 = 0, temos que c35 = −c34 e assim Wρ pode
ser escrito como
Wρ =
1
2
a
[
2 + (−2 + 4a14 + a15)ρ2 − 4a14ρφ− a15φ2
]
. (4.100)
Usando as equac¸o˜es (4.95), (4.96) e (4.100) podemos extrair o super potencial do
modelo, que neste caso e´ escrito na forma
W (φ, χ, ρ) =
1
6
a
[
(−2 + 4a14 + a15)ρ3 − 6a14ρ2φ+ ρ(6 − 3a15φ2) + φ(6 + 2(−1 + a14 + a15)φ2
−b2(−3 + φ2)− 3χ2
]
. (4.101)
O superpotencial anterior corresponde a um novo modelo efetivo anal´ıtico composto
por treˆs campos escalares, o qual resulta em uma infinidade de potenciais associados a
diferentes valores das constantes a, b, a14 e a15.
4.4.3 Exemplo 3
Este exemplo foi constru´ıdo combinando treˆs modelos ideˆnticos (φ6, χ6, ρ6), cujas
equac¸o˜es de primeira ordem sa˜o dadas por
Wφ = −aφ
2
(2− φ2), Wχ = −aχ
2
(2− χ2), Wρ = −aρ
2
(2− ρ2), (4.102)
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com as respectivas soluc¸o˜es anal´ıticas:
φ =
√
1− tanh(ax), χ =
√
1− tanh(ax), ρ =
√
1− tanh(ax). (4.103)
Podemos ainda considerar as func¸o˜es deformadoras escritas na forma:
φ = χ, φ = ρ, χ = ρ. (4.104)
O passo seguinte consiste em reescrever cada uma dessas equac¸o˜es diferenciais
de sete maneiras diferentes e equivalentes. Deste modo, usando as deformac¸o˜es e suas
inversas, temos
Wφ(φ) = −aφ
2
(2− φ2), Wφ(χ) = −aχ
2
(2− χ2), Wφ(φ, χ) = −aφ
2
(2− χ2),
Wφ(ρ) = −aρ
2
(2− ρ2), Wφ(φ, ρ) = −aφ
2
(2− ρ2), (4.105)
Wφ(χ, ρ) = −aχ
2
(2− ρ2), Wφ(φ, χ, ρ) = −aφ
2
(2− χρ) ,
bem como,
Wχ(χ) = −aχ
2
(2− χ2), Wχ(φ) = −aφ
2
(2− φ2), Wχ(φ, χ) = −aφ
2
(2− χ2),
Wχ(ρ) = −aρ
2
(2− ρ2), Wχ(φ, ρ) = −aχ
2
(2− ρ2), (4.106)
Wχ(φ, ρ) = −aφ
2
(2− ρ2), Wχ(φ, χ, ρ) = −aφ
2
(2− χρ) ,
e,
Wρ(ρ) = −aρ
2
(2− ρ2), Wρ(φ) = −aφ
2
(2− φ2), Wχ(φ, ρ) = −aφ
2
(2− ρ2),
Wρ(χ) = −aχ
2
(2− χ2), Wρ(χ, ρ) = −aχ
2
(2− ρ2), (4.107)
Wρ(φ, χ) = −aφ
2
(2− χ2), Wρ(φ, χ, ρ) = −aφ
2
(2− χρ).
Vamos agora, substituir as diferentes formas de Wφ e Wχ na equac¸a˜o (4.46) e em
seguida tomar suas respectivas derivadas, isso nos leva a
−a11a
2
(2− 3χ2) + a12aφχ− a16a
2
(2− ρ2) + a17aφρ
2
+ c11gχ(χ) + c12gχ(φ, χ)
= −b2a
2
(2− χ2)− b3a
2
(2− 3φ2)− b5a
2
(2− ρ2)− b7a
2
(2− χρ). (4.108)
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Considerando c12 = 0 e em seguida integrando com relac¸a˜o a χ, temos que
c11g(χ) = −b2a
2
(2χ− χ
3
3
)− b3a
2
(2χ− 3χ3)− b5a
2
(2χ− χ
3
3
)− b7a
2
(2χ− χ
3
3
)
+
a11a
2
(2χ− χ3)− a12aχ
3
3
+
a16a
2
(2χ− χ
3
3
)− a17aχ
3
6
, (4.109)
e via func¸a˜o de deformac¸a˜o, obtemos
c11g(φ) = −b2a
2
(2φ− φ
3
3
)− b3a
2
(2φ− φ3)− b5a
2
(2φ− φ
3
3
)− b7a
2
(2φ− φ
3
3
)
+
a11a
2
(2φ− φ3)− a12aφ
3
3
+
a16a
2
(2φ− φ
3
3
)− a17aφ
3
6
. (4.110)
Assim, podemos escrever Wφ como sendo
Wφ = −a11aχ
2
(2− χ2)− a12aφ
2
(2− χ2)− a13aφ
2
(2− φ2)− a14aρ
2
(2− ρ2)
−a15aφ
2
(2− ρ2)− a16aχ
2
(2− ρ2)− a17aφ
2
(2− χρ)− b2a
2
(2χ− χ
3
3
)− b3a
2
(2χ− 3χ3)
−b5a
2
(2χ− χ
3
3
)− b7a
2
(2χ− χ
3
3
) +
a11a
2
(2χ− χ3)− a12aχ
3
3
+
a16a
2
(2χ− χ
3
3
)− a17aχ
3
6
+
b2a
2
(2φ+
φ3
3
) +
b3a
2
(2φ− 3φ3) + b5a
2
(2φ− φ
3
3
) +
b7a
2
(2φ+
φ3
3
)− a11a
2
(2φ− φ3)
+
a12aφ
3
3
− a16a
2
(2φ− φ
3
3
) +
a17aφ
3
6
. (4.111)
Ale´m disso, a partir das diferentes formas de Wχ e Wρ a equac¸a˜o (4.43) pode ser
escrita como
−a21a
2
(2− 3χ2)− a22a
2
(2− ρ2) + a26aφχ+ a27aφρ
2
= −b4a
2
(2− 3ρ2) + b5aφρ+ b6aχρ
+
b7aφχ
2
+ c24f˜ρ(ρ) + c26f˜ρ(χ, ρ). (4.112)
Tomando c26 = 0 e integrando com respeito a ρ, encontramos
+c24f˜(ρ) = −a21a
2
(2ρ− ρ3)− a22a
2
(2ρ− ρ
3
3
) +
a26aρ
3
3
+
a27aρ
3
6
+
b4a
2
(2ρ− ρ3)
−b5aρ
3
3
− b6aρ
3
3
− b7aρ
3
6
, (4.113)
e usando a func¸a˜o de deformac¸a˜o podemos reescreve-la na forma
c24f˜(χ) = −a21a
2
(2χ− χ3)− a22a
2
(2χ− χ
3
3
) +
a26aχ
3
3
+
a27aχ
3
6
+
b4a
2
(2χ− χ3)
−b5aχ
3
3
− b6aχ
3
3
− b7aχ
3
6
(4.114)
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Assim, Wχ passa a ser escrito como
Wχ = −b1aχ
2
(2− χ2)− b2aφ
2
(2− χ2)− b3aφ
2
(2− φ2)− b4aρ
2
(2− ρ2)− b5aφ
2
(2− ρ2)
−b6aχ
2
(2− ρ2)− b7aφ
2
(2− χρ)− a21a
2
(2ρ− ρ3)− a22a
2
(2ρ− ρ
3
3
) +
a27aρ
3
6
+
b4a
2
(2ρ− ρ3)− b5aρ
3
3
− b6aρ
3
3
− b7aρ
3
6
+
a26aρ
3
3
+
a21a
2
(2χ− χ3) + a22a
2
(2χ− χ
3
3
)
−a26aχ
3
3
+
a27aχ
3
6
− b4a
2
(2χ− χ3) + b5aχ
3
3
+
b6aχ
3
3
+
b7aχ
3
6
. (4.115)
Ale´m disso, a partir das diferentes formas de Wφ, Wχ e Wρ e considerando c35 = 0,
podemos reescrever a equac¸a˜o (4.45) na forma
c33g˜(φ) = −a14a
2
(2φ− φ3) + a15aφ
3
3
+
a16aφ
3
3
+
a17aφ
3
6
+
a24a
2
(2φ− φ3)
+
a25a
2
(2φ− φ
3
3
) +
a26a
2
(2φ− φ
3
3
) +
a27a
2
(2φ− φ
3
3
), (4.116)
e usando a func¸a˜o de deformac¸a˜o encontramos
c33g˜(ρ) = −a14a
2
(2ρ− ρ3) + a15aρ
3
3
+
a16aρ
3
3
+
a17aρ
3
6
+
a24a
2
(2ρ− ρ3)
+
a25a
2
(2ρ− ρ
3
3
) +
a26a
2
(2ρ− ρ
3
3
) +
a27a
2
(2ρ− ρ
3
3
). (4.117)
Finalmente, determinamos que a forma final de Wρ e´ escrita como
Wρ = −a21aχ
2
(2− χ2)− a22aχ
2
(2− ρ2)− a23aρ
2
(2− ρ2)− a24aφ
2
(2− φ2)
−a25aφ
2
(2− ρ2)− a26aφ
2
(2− χ2)− a27aφ
2
(2− χρ)− a14a
2
(2φ− φ3) + a15aφ
3
3
+
a16aφ
3
3
+
a17aφ
3
6
+
a24a
2
(2φ− φ3) + a25a
2
(2φ− φ
3
3
+
a26a
2
(2φ− φ
3
3
)
+
a27a
2
(2φ− φ
3
3
) +
a14a
2
(2ρ− ρ3)− a15aρ
3
3
− a16aρ
3
3
− a17aρ
3
6
− a24a
2
(2ρ− ρ3)
−a26a
2
(2ρ− ρ
3
3
)− a27a
2
(2ρ− ρ
3
3
). (4.118)
As equac¸o˜es (4.111), (4.115) e (4.118) nos permitem determinar a forma deW (φ, χ, ρ),
sendo que este corresponde a mais um novo potencial anal´ıtico composto por treˆs campos
escalares. Uma carater´ıstica que deve ser salientada e´ que a forma funcional dos modelos
de um campo que utilizamos como ponto de partida neste exemplo, nos permitiu utilizar
o me´todo de extensa˜o para modelos de treˆs campos escalares em sua total amplitude.
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Cap´ıtulo 5
Defeitos Topolo´gicos em Quebra de
Simetria de Lorentz
Nos u´ltimos dez anos, pesquisas que envolvem defeitos topolo´gicos e quebra de
simetria de Lorentz tem sido tema central de diversas investigac¸o˜es cient´ıficas, como po-
demos apontar em ( [14], [15], [16] e [7]). Em um trabalho recente Dutra et al. [14],
introduziram alguns modelos na˜o-lineares no espac¸o-tempo bidimensional de dois campos
escalares interagindo em cena´rios que violam a simetrias de Lorentz e CPT. Este trabalho
generalizou o modelo proposto por Bazeia e colaboradores [15], onde os autores introduzi-
ram defeitos esta´ticos anal´ıticos como soluc¸o˜es de modelos bidimensionais com quebra de
simetria de Lorentz. Em ambos os trabalhos mencionados, a quebra de simetria e´ induzida
por um tensor com coeficientes fixos que arbitrariamente acoplam os dois campos. Ale´m
de recuperar o modelo e as soluc¸o˜es apresentadas em [15], o trabalho [7] apresenta uma
classe de defeitos viajantes em sistemas com quebra de simetria de Lorentz e CPT. Ale´m
disso, a partir deste modelo, foi obtido um conjunto completo de soluc¸o˜es exatas. Estas
soluc¸o˜es apresentam um comportamento cr´ıtico controlado pela escolha de uma constante
de integrac¸a˜o arbitra´ria.
Dentro desta perspectiva mostremos, neste cap´ıtulo, que o mesmo modelo anal´ıtico
estudado em [7] pode ser obtido via me´todo de extensa˜o. Para tanto, desenvolvemos um
novo me´todo para obter um modelo efetivo mais geral e em seguida analisamos algumas
o´rbitas geradas por esse novo modelo. Assim, generalizamos o trabalho de Correa e
Dutra [7]. O cap´ıtulo esta´ organizado da seguinte forma: na sec¸a˜o 5.1 introduzimos
algumas ideias fundamentais a respeito da violac¸a˜o da simetria de Lorentz. Na sec¸a˜o 5.2
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discutimos defeitos topolo´gicos em quebra de simetria de Lorentz. Para tanto utilizamos
um modelo generalizado proposto em [7]. Na sec¸a˜o seguinte, 5.3, discorremos sobre um
novo me´todo, baseado no me´todo de deformac¸a˜o. Este me´todo nos permitira´ gerar novos
modelos a partir do modelo inicial proposto. Finalmente na sec¸a˜o 5.4 utilizamos o me´todo
no modelo descrito em [7] e apresentamos os resultados obtidos.
5.1 Quebra de simetria de Lorentz
A simetria de Lorentz e´ a simetria fundamental por tra´s do princ´ıpio da relatividade
especial proposto por Albert Einstein em 1905.
Ate´ enta˜o, as chamadas transformac¸o˜es de Galileu permitiam transformar as equa-
c¸o˜es da f´ısica de um referencial inercial para outro, de forma a manter as equac¸o˜es inva-
riantes. Isto significa dizer que, a forma das equac¸o˜es da f´ısica na˜o podem depender do
estado de movimento de um observador, uma vez que o movimento e´ relativo.
No entanto havia contradic¸o˜es quando se considera a teoria do eletromagnetismo. A
soluc¸a˜o destas contradic¸o˜es levaram Albert Einstein a propor a Transformac¸a˜o de Lorentz
com a transformac¸a˜o fundamental entre referenciais inerciais em movimento relativo. Para
exemplificar, podemos considerar dois referenciais inerciais K e K
′
com a velocidade
relativa v entre eles. As coordenadas de tempo e de espac¸o de um ponto sa˜o (t, x, y, z)
e (t
′
, x
′
, y
′
, z
′
) nos referenciais K e K
′
, respectivamente. Os eixos coordenados dos dois
sistemas sa˜o paralelos e orientados de modo que o sistema K
′
move-se na direc¸a˜o dos
z positivos, com velocidade escalar v, medida no sistema K. Por simplicidade, vamos
considerar as origens das coordenadas em K e em K
′
serem coincidentes em t = t
′
= 0. Se
a fonte luminosa esta´ em repouso no sistema K (e, portanto, movendo-se com velocidade
v na direc¸a˜o dos z negativos, conforme medido em K
′
) e pisca rapidamente, acedendo e
apagando em t = t
′
= 0, o segundo postulado de Einstein implica os observadores, tanto
em K como em K1, verem uma esfera de radiac¸a˜o expandindo-se com centro na respectiva
origem, com velocidade escalar c. A frente de onda atinge um ponto (x, y, z), no sistema
K, no instante t dado pela equac¸a˜o
c2t2 − (x2 + y2 + z2) = 0 (5.1)
Analogamente, no sistema K
′
, a frente de onda esta´ especificada por
c2t
′2 − (x′2 + y′2 + z′2) = 0 (5.2)
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Com a hipo´tese de o espac¸o-tempo ser homogeˆneo e isotro´pico, conforme implica o
primeiro postulado de Einstein, a relac¸a˜o entre os dois conjuntos de coordenadas e´ linear.
As formas quadra´ticas (5.1) e (5.2) esta˜o relacionadas por
c2t
′2 − (x′2 + y′2 + z′2) = λ2[c2t2 − (x2 + y2 + z2)] (5.3)
onde λ = λ(v) e´ uma poss´ıvel modificac¸a˜o da escala entre os sistemas de coordenadas.
Com a escolha de orientac¸a˜o dos eixos, e levando em conta a transformac¸a˜o inversa, de
K
′
para K, e´ uma questa˜o imediata a de mostrar que λ(v) = 1 para todos os v, e as
coordenadas temporal e espaciais em K
′
esta˜o relacionadas a`s coordenadas em K pela
transformac¸a˜o de Lorentz [17]
x
′
0 = γ(x0 − βx1)
x
′
1 = γ(x1 − βx0)
x
′
2 = x2
x
′
3 = x3. (5.4)
onde, x0 = ct, x1 = z, x2 = y e x3 = y. Ale´m de β = v/c, β = |β| e γ = (1− β2)− 12 .
Apesar das observac¸o˜es experimentais de teorias relativ´ısticas corroborarem com
cena´rios onde a simetria de Lorentz e´ sempre preservada, estudos sobre a teoria de su-
percordas [18] sugeriram que esta simetria deveria ser violada em regimes de altas ener-
gias. Desde enta˜o uma grande quantidade de pesquisas envolvendo a quebra de simetria
de Lorentz propagou-se em diversos ramos da f´ısica, algumas delas podem ser vistas
em [19], [20], [21] e [22].
5.2 Modelo generalizado com quebra de simetria de
Lorentz
No trabalho [14] os autores analisaram a quebra de simetria de Lorentz em modelos
de dois campos escalares reais atrave´s da adic¸a˜o de func¸o˜es vetoriais na densidade de
lagrangiana. Outrossim, na refereˆncia [16] os efeitos da violac¸a˜o da simetria de Lorentz e
CPT em defeitos topolo´gicos para dois campos escalares reais tambe´m foram investigados.
Neste caso a densidade lagrangiana tem um termo (um tensor) que quebra a simetria de
Lorentz e consequentemente a simetria CPT. Com o intuito de construir um modelo mais
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geral, Correa e Dutra [7] descreveram um modelo, cuja densidade de lagrangiana e´ dada
por
L = 1
2
∂µφ∂
µφ+
1
2
∂µχ∂
µχ−Gµ(φ, χ)∂µφ− F µ(φ, χ)∂µχ
−γkµν(∂µφ∂νφ+ ∂µχ∂νχ)− pkµν∂µφ∂νχ− V (φ, χ), (5.5)
em que Gµ(φ, χ) e F µ(φ, χ) sa˜o as func¸o˜es vetorias; e V (φ, χ) o potencial que especifica
a teoria. Ale´m disso, kµν e´ um tensor constante, representado por uma matriz 2X2, onde
α1, α2, α3 e α4 sa˜o paraˆmetros arbitra´rios,
kµν =

 α1 α2
α3 α4

 , (5.6)
com µ, ν = 0, 1.
A partir de (5.5), as equac¸o˜es de movimento para soluc¸o˜es do tipo onda viajante
na qual φ = φ(u) e χ = χ(u), com u = Ax+Bt sa˜o escritas como
− φuu + β˜χuu − α˜χu + V˜φ = 0, (5.7)
e
− χuu + β˜φuu − α˜φu + V˜χ = 0, (5.8)
nas quais foi utilizada as seguintes definic¸o˜es:
β˜ ≡ −Kp[(α2 + α3)AB + α4A2 + α1B2], (5.9)
α˜ ≡ −K[B(F 0φ −G0χ) + A(F 1φ −G1χ)], (5.10)
V˜φ ≡ KVφ, (5.11)
V˜χ ≡ KVχ, (5.12)
onde,
K =
1
(1 + γα4)A2 − (1− γα1)B2 + ABγ(α2 + α4) . (5.13)
A fim de desacoplar os pares de equac¸o˜es de segunda ordem, pode-se multiplicar a
equac¸a˜o (5.7) por φu e a equac¸a˜o (5.8) por χu. Feito isso, podemos soma-las para obter
− 1
2
(φ2u + χ
2
u) + β˜φuχu + V˜ (φ, χ) = 0. (5.14)
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Observe que esta equac¸a˜o possui um termo de acoplamento entre os campos φ e
χ. Podemos desacopla-la fazendo uma rotac¸a˜o do tipo
 φ(u)
χ(u)

 = 1√
2

 1 −1
1 1



 θ(u)
ϕ(u)

 , (5.15)
deste modo, a equac¸a˜o (5.14) se torna
− 1
2
(1− β˜)θ2u −
1
2
(1 + β˜)ϕ2u + V˜ (θ, ϕ) = 0. (5.16)
Ale´m disso, realizando as dilatac¸o˜es
θ =
σ(u)√
1− β˜
, ϕ =
ρ(u)√
1− β˜
, (5.17)
obtemos
− 1
2
σ2u −
1
2
ρ2u + V˜ (σ, ρ) = 0. (5.18)
Enta˜o, o potencial pode ser escrito como
V˜ (σ, ρ) =
1
2
(
∂W (σ, ρ)
∂σ
)2
+
1
2
(
∂W (σ, ρ)
∂ρ
)2
, (5.19)
com
σu =
∂W (σ, ρ)
∂σ
; ρu =
∂W (σ, ρ)
∂ρ
. (5.20)
A equac¸a˜o (5.20) nos permitira´ encontrar as soluc¸o˜es tipo defeitos do sistema desde
que saibamos a forma do super potencial. Veja tambe´m que o potencial dado por (5.19)
e´ positivo definido.
5.3 Novo Me´todo
Nosso me´todo consiste, inicialmente, em reescrever a func¸a˜o deformadora φ = f(χ)
da seguinte forma
φn = fn(χ), (5.21)
em que “n”´e um nu´mero inteiro diferente de zero. Apo´s isto, vamos escrever as equac¸o˜es
de primeira ordem, como sendo
φ
′
= Wφ(φ, χ) + C[φ
n − fn(χ)]F (φ) = W˜φ(φ, χ), (5.22)
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eχ
′
= Wχ(φ, χ) + C[φ
n − fn(χ)]G(χ) = W˜χ(φ, χ), (5.23)
onde “C”´e uma constante arbitra´ria e F (φ) e G(χ) sa˜o func¸o˜es de φ e χ, respectivamente.
Observe que a adic¸a˜o desses termos na˜o compromete as equac¸o˜es de primeira ordem ja´
que φn − fn(χ) = 0
Para que as equac¸o˜es (5.22) e (5.23) sejam diferenciais exatas o seguinte v´ınculo
deve ser satisfeito
W˜φχ = W˜χφ, (5.24)
o que resulta em
Wφχ − C nfn−1fχF (φ) = Wχφ − C nφn−1G(χ). (5.25)
Se substituirmos a equac¸a˜o (4.7) no resultado acima encontramos
− fn−1fχF (φ) = φn−1G(χ), (5.26)
e para que essa igualdade seja satisfeita devemos ter
F (φ) = φn−1, e G(χ) = −fn−1fχ. (5.27)
Dessa forma as equac¸o˜es de primeira ordem podem ser escritas como
φ
′
= Wφ(φ, χ) + C[φ
n − fn(χ)]φn−1, (5.28)
e
χ
′
= Wχ(φ, χ)− C[φn − fn(χ)]fn−1fχ. (5.29)
Observe que com a func¸a˜o de deformac¸a˜o em ma˜os, podemos construir uma se´rie
de novos modelos a partir das equac¸o˜es (5.28) e (5.29). Isto sera´ feito na pro´xima sec¸a˜o.
5.4 Novas o´rbitas e potenciais
Em [7] foi proposto o superpotencial:
W (σ, ρ) = λσ +
λ
3
σ3 + µσρ2, (5.30)
cujas equac¸o˜es de primeira ordem sa˜o dadas por
Wσ = −µ(−1 + σ2 + ρ2), e Wρ = −2µσρ, (5.31)
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e usando a relac¸a˜o [23]:
σ =
√
1 + c0ρ+ ρ2, (5.32)
encontram-se, para λ = µ, as soluc¸o˜es (positivas) escritas na forma
σ(u) =
(c20 − 4)e4µ(u−u0) − 1
[c0e2µ(u−u0) − 1]2 − 4e4µ(u−u0) , (5.33)
e
ρ(u) =
4e2µ(u−u0)
[c0e2µ(u−u0) − 1]2 − 4e4µ(u−u0) . (5.34)
Vamos agora aplicar o novo me´todo nesse modelo considerando σ =
√
1 + c0ρ+ ρ2 =
f(ρ) como sendo a func¸a˜o de deformac¸a˜o. Logo, usando a equac¸a˜o (5.21) para n = 2,
temos
σ2 = 1 + c0 + ρ
2. (5.35)
Assim, as equac¸o˜es (5.22) e (5.23) podem ser reescritas como
σ
′
= −µ(−1 + σ2 + ρ2) + C(σ2 − 1− c0ρ− ρ2)F (σ) = W˜σ, (5.36)
ρ
′
= −2µσρ) + C(σ2 − 1− c0ρ− ρ2)G(σ) = W˜ρ. (5.37)
Ja´ as equac¸o˜es vistas em (5.27) passam a ser
F (σ) = σn−1, e G(ρ) = −fn−1fρ, (5.38)
ou ainda,
F (σ) = σ, e G(ρ) = −c0 + 2ρ
2
. (5.39)
Logo, substituindo estas func¸o˜es nas equac¸o˜es (5.36) e (5.37) encontramos
σ
′
= −µ(−1 + σ2 + ρ2) + C(σ2 − 1− c0ρ− ρ2)σ, (5.40)
e
ρ
′
= −2µσρ− C(σ
2 − 1− c0ρ− ρ2)(c0 + 2ρ)
2
. (5.41)
Agora, para obter um modelo efetivo vamos integrar as equac¸o˜es acima, logo temos
que
W (σ) = µ
(
σ − σ
3
3
− ρ2σ
)
+
C
2
(
σ4
2
− σ2 − c0ρσ2 − ρ2σ2
)
+ F˜ (ρ), (5.42)
e
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W (ρ) = −µσρ2 + C
2
(
c0ρ+ c
2
0
ρ2
2
+ c0
ρ3
3
+ ρ2 + 2c0
ρ3
3
+
ρ4
2
− c0ρσ2 − ρ2σ2
)
+ G˜(σ).
(5.43)
Veja que para determinarmos uma forma un´ıvoca para W devemos considerar
F˜ (ρ) =
C
2
(
c0ρ+ c
2
0
ρ2
2
+ c0
ρ3
3
+ ρ2 + 2c0
ρ3
3
+
ρ4
2
)
, (5.44)
e
G˜(σ) = µ
(
σ − σ
3
3
)
+
C
2
(
σ4
2
− σ2
)
. (5.45)
Enta˜o, de uma maneira mais compacta podemos escrever W (σ, χ) como sendo
W (σ, ρ) =
1
12
{
3Cσ2(−2 + Cσ2) + 12µσ − 12µρ2σ − 4µσ3 + 3Cρ(c0 + ρ))[2− 2σ2
+ρ(c0 + ρ)]
}
. (5.46)
Observe ainda que a matriz de rotac¸a˜o (5.15) e a equac¸a˜o (5.17) nos permite
reescrever σ e ρ em termos dos campos originais φ e χ via as relac¸o˜es
σ(u) =
√
1− β˜
2
(φ(u) + χ(u)), (5.47)
e
ρ(u) =
√
1− β˜
2
(φ(u)− χ(u)). (5.48)
Substituindo a equac¸a˜o (5.46) na equac¸a˜o (5.19) tomando suas respectivas deri-
vadas e em seguida utilizando as relac¸o˜es (5.47) e (5.48) o potencial passa a ser escrito
como
V˜ (φ, χ) =
1
2
[
1
4
(
2µ(−1 + φ2 − 2β˜φχ+ χ2) +
√
2− 2β˜ C(φ+ χ)(1− 2φχ+ β˜(φ2 + χ2))
+
√
1− β˜2 C(−φ2 + χ2)c0
)2
+
(√
1− β˜2µ(−φ+ χ)(φ+ χ)− 1
4
C(
√
2
√
1 + β˜(φ− χ)− c0)
.(−2(1− 2φχ+ β˜(φ2 + χ2) +
√
2
√
1 + β˜(φ− χ)c0)
)2]
. (5.49)
Mas observe que a partir das relac¸o˜es (5.11) e (5.12) podemos verificar que V (φ, χ) =
K V˜ (φ, χ), dessa forma o potencial sera´ dado por
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V (φ, χ) =
1
2
K
[
1
4
(
2µ(−1 + φ2 − 2β˜φχ+ χ2) +
√
2− 2β˜ C(φ+ χ)(1− 2φχ+ β˜(φ2 + χ2))
+
√
1− β˜2 C(−φ2 + χ2)c0
)2
+
(√
1− β˜2µ(−φ+ χ)(φ+ χ)− 1
4
C(
√
2
√
1 + β˜(φ− χ)− c0)
×(−2(1− 2φχ+ β˜(φ2 + χ2) +
√
2
√
1 + β˜(φ− χ)c0)
)2]
. (5.50)
A fim de ilustrar este modelo de dois campos, vamos gerar alguns gra´ficos onde
mostramos diferentes formas do potencial e suas respectivas o´rbitas.
49
Na Figura 5.1 os mı´nimos do primeiro gra´fico sa˜o (-0.707, 0.707), (0.707, 0.707),
(-0.707, -0.707) e (0.707, -0.707) no plano (φ, χ). Ja´ o segundo e terceiro gra´fico possuem
os mesmo va´cuos (-0.707, 0.707), (0.707, 0.707) e (-0.707, -0.707). Nos treˆs casos as o´rbitas
conectam os pontos (-0.707, -0.707) e (0.707, 0.707) (linhas so´lidas). Pode-se observar que
a mudanc¸a de c0 altera o formato do potencial mas as o´rbitas permanecem fixas no caso
de β˜ = 0.
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Figura 5.1: Diferentes formas do potencial V (φ, χ) para o caso c0 = −2.01, β˜ = 0, µ = 1
e K = 1, com seus mı´nimos (pontos vermelhos) e suas respectivas o´rbitas.
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Na Figura 5.2 os va´cuos do gra´fico da parte superior sa˜o dados por (-0.707, 0.707),
(0.707, 0.707), (-0.707, -0.707) e (0.707, -0.707), sua orbita conecta os mı´nimos (-0.707,
-0.707) e (0.707, 0.707) (linhas so´lidas) . Enquanto o gra´fico da parte inferior possui os
mı´nimos (-0.577, 0.577), (1,1), (-1,-1) e (0.577, -0.577). Neste caso, a o´rbita conecta os
va´cuos (-1,-1) e (1,1). Veja que ao manter c0 fixo e modificar o valor de β˜, percebemos
que tanto a o´rbita quanto o formato do potencial sa˜o alterados. O fato de β˜ ser diferente
implica que estamos considerando efeitos da quebra de simetria de Lorentz.
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Figura 5.2: Nesta figura mostramos o potencial V (φ, χ) para o caso c0 = −2.01, C = 0,
µ = 1 e K = 1, seus mı´nimos (pontos vermelhos) e as o´rbitas correspondentes.
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Na Figura 5.3, o primeiro gra´fico possui os va´cuos (-0.707, 0.707), (0.707, 0.707) e (-
0.707, -0.707). Os va´cuos do segundo gra´fico sa˜o (-0.577, 0.577), (1,1) e (-1,-1). As o´rbitas
destes modelos sa˜o ideˆnticas aos da Figura 5.2. Observe que a alterac¸a˜o da constante c
altera a forma do potencial mas na˜o modifica as o´rbitas em relac¸a˜o aos gra´ficos da Figura
5.2.
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Figura 5.3: Estrutura do potencial V (φ, χ) para c0 = −2.01, C = 1, µ = 1 e K = 1, com
seus mı´nimos e suas o´rbitas.
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Na Figura 5.4, os va´cuos de ambos os gra´ficos esta˜o em (-0.707, 0.707), (0.707,
0.707), (-0.707, -0.707) e (0.707,-0.707). A o´rbita do primeiro gra´fico conecta os mı´nimos
(-0.707, -0.707) e (-0.707, 0.707) enquanto a do segundo conecta os mı´nimos (-0.707, -
0.707) e (0.707, 0.707). Podemos perceber que a diferenc¸a das o´rbitas entre as figuras
superior e inferior de e´ que na superior estamos tratando do par de soluc¸o˜es cr´ıticas,
enquanto na inferior as soluc¸o˜es sa˜o na˜o-cr´ıticas.
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Figura 5.4: Estrutura do potencial V (φ, χ) para C = 0, β˜ = 0, µ = 1 e K = 1, seus
mı´nimos e suas respectivas o´rbitas.
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Na Figura 5.5, os mı´nimos do primeiro gra´fico sa˜o (-0.707, 0.707), (0.707, 0.707) e
(-0.707, -0.707) e o segundo gra´fico possuem os mı´nimos (-0.624, 0.921), (0.707, 0.707) e
(-0.707, -0.707). Veja que as orbitas desta figura sa˜o ideˆnticas ao da Figura 5.4 e que o
formato do potencial sa˜o diferentes para os casos cr´ıtico e na˜o-cr´ıtico.
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Figura 5.5: Do lado esquerdo ilustramos os potenciais para β˜ = 0, C = 1, µ = 1 e K = 1,
do lado direito seus mı´nimos e o´rbitas correspondentes.
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Cap´ıtulo 6
Concluso˜es e Perspectivas
Neste trabalho, foi proposto no cap´ıtulo 4, a ampliac¸a˜o do me´todo de extensa˜o de
modelos, que ate´ enta˜o descrevia modelos de dois campos, para modelos de treˆs campos
escalares reias. O procedimento consiste em acoplar treˆs modelos de um campo escalar de
forma na˜o-trivial, via func¸o˜es de deformac¸a˜o, para encontrar um modelo efetivo de treˆs
campos escalares com soluc¸o˜es anal´ıticas. Este procedimento foi ilustrado por meio de
alguns exemplos que nos permitiu verificar a eficieˆncia do me´todo para construir novos
modelos de treˆs campos.
Outro ponto fundamental deste trabalho foi desenvolvido no capitulo 5. Inicial-
mente apresentamos alguns dos resultados obtidos por Correa e Dutra [7] num trabalho
em que os autores investigaram uma classe de defeitos viajantes em sistemas com quebra
de simetria de Lorentz e CPT. Feito isto, discorremos sobre o novo me´todo, baseado nos
me´todos de deformac¸a˜o e extensa˜o, capaz de gerar um vasta quantidade de novos mo-
delos que nos permitiu generalizar o trabalho feito por Correa e Dutra [7]. Finalizamos
nosso trabalho analisando algumas das formas do novo potencial obtido e suas respectivas
orbitas.
Estas duas investigac¸o˜es levantam uma questa˜o interessante: o estudo de defeitos
topolo´gicos em quebra de simetria de Lorentz envolvendo modelos com treˆs campos esca-
lares. Esta e´ uma questa˜o que estamos analisando e esperamos desenvolve-la num futuro
pro´ximo.
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Apeˆndice A
A dinaˆmica de modelos descritos por um u´nico campo escalar real pode ser anali-
sada por meio da densidade de lagrangiana
L = 1
2
∂µφ∂
µφ− V (φ) , (6.1)
cuja ac¸a˜o e´
S =
∫
L(φ, ∂µφ)dt d3x (6.2)
Neste caso, estamos considerando teorias de campos relativ´ısticas que obedecem a
me´trica de Minkowsky gµν = diag(+,−,−,−), para sistemas quadri-dimensionais.
Tomando uma variac¸a˜o na ac¸a˜o, temos
δS = δ
(∫
Ldt d3x
)
=
∫
dt d3xδL = 0 (6.3)
onde,
δL = ∂L
∂φ
δφ+
∂L
∂(∂µφ)
δ(∂µφ) (6.4)
Logo,
δS =
∫
dt d3x
[
∂L
∂φ
δφ+
∂L
∂(∂µφ)
∂µ(δφ)
]
= 0 (6.5)
Veja que, usando a regra da cadeia, o segundo termo da equac¸a˜o acima pode ser
escrito como
∂L
∂(∂µφ)
∂µ(δφ) = ∂µ
[
∂L
∂(∂µφ)
δφ
]
−
[
∂µ
(
∂L
∂(∂µφ)
)]
δφ (6.6)
Dessa forma,
δS =
∫
dt d3x
{
∂L
∂φ
δφ+ ∂µ
[
∂L
∂(∂µφ)
δφ
]
−
[
∂µ
(
∂L
∂(∂µφ)
)]
δφ
}
(6.7)
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O segundo termo da integral deve ir a` zero nos extremos de integrac¸a˜o, uma vez
que, esta˜o interessados em campos escalares bem comportados no contorno, enta˜o
δS =
∫
dt d3x
[
∂L
∂φ
− ∂µ ∂L
∂(∂µφ)
]
δφ = 0 (6.8)
Isso implica em
∂µ
∂L
∂(∂µφ)
− ∂L
∂φ
= 0 , (6.9)
que e´ a equac¸a˜o de Euler-Lagrange para campos. Agora, vamos substituir a den-
sidade de Lagrangiana,
L = 1
2
∂νφ∂
νφ− V (φ) , (6.10)
na equac¸a˜o de Euler-Lagrange. O primeiro termo fica
∂L
∂(∂µφ)
=
1
2
[
∂νφ
∂(∂νφ)
∂(∂µφ)
+ ∂νφ
∂(∂νφ)
∂(∂µφ)
]
. (6.11)
Veja que podemos fazer, ∂(∂νφ)
∂(∂µφ)
= δµν e ∂
νφ = ηνλ∂λφ. Enta˜o a equac¸a˜o acima pode
ser reescrita como reescrever a equac¸a˜o acima como
∂L
∂(∂µφ)
=
1
2
[
∂νφ δµν + ∂νφ
∂(ηνλ∂λφ)
∂(∂µφ)
]
=
1
2
[
∂νφ δµν + ∂νφη
νλδµν
]
(6.12)
Observe ainda que, ∂νφη
νλδµν = ∂
λφδµν . Logo,
∂L
∂(∂µφ)
=
1
2
[
∂νφ δµν + ∂
λφδµν
]
(6.13)
Agora, vamos usar a convenc¸a˜o da soma de Einstein, para obter
∂L
∂(∂µφ)
=
1
2
(∂µφ+ ∂µφ) = ∂µφ. (6.14)
E Finalmente,
∂µ
∂L
∂(∂µφ)
= ∂µ∂
µφ (6.15)
Ja´ segundo termo e´ dado por
∂L
∂φ
= −dV
dφ
(6.16)
Dessa maneira a equac¸a˜o de movimento tem a forma
∂µ∂
µφ+
dV
dφ
= 0, (6.17)
que para (1,1) dimenso˜es, pode ser escrita como
∂2φ
∂ t2
− ∂
2φ
∂ x2
+
dV
dφ
= 0. (6.18)
57
Refereˆncias Bibliogra´ficas
[1] R. Rajaraman, “Solitons of coupled scalar field theories in two dimensions”, Phys.
Rev. Lett. 42, 200, (1979).
[2] D. Bazeia, L. Losano and J. R. L. Santos, “Kinklike structures in scalar field theories:
from one-field to two-field models”, Phys. Lett. A 377, 1615 (2013).
[3] D. Bazeia, L. Losano and J. Malbouisson, “Deformed defects”, Phys. Rev. D 66,
101701, (2002).
[4] E. Bogomol‘nyi, “The stability of classical solutions”, Sov. J. Nucl. Phys. 24, 449-454
(1976).
[5] M. Prassad, C. Sommerfield, “Exact classical solution for the’t Hooft monopole and
the Julia-Zee dyon”, Phys. Rev. Lett. 35, 760-762 (1975).
[6] D. Bazeia, J.R.S Nascimento, R.F. Ribeiro, D. Toledo, “Solitons of coupled scalar
field theories in two dimensions”, J. Phys. A 30, 8157 (1997).
[7] A.S. Dutra and R.A.C. Correa, “Traveling solitons in Lorentz and CPT breaking
systems”, Phys. Rev. D 83, 105007 (2011).
[8] M. A. M. Souza, D.Bazeia, L. Losano, R. Menezes, “Campos escalares reais e a
quebra espontaˆnea de simetria: Uma descric¸a˜o anal´ıtica para defeitos topolo´gicos”,
Lat. Am. J. Phys. Educ. 7, 357-362,(2012).
[9] Dionisio Bazeia Filho. “Campos escalares em ac¸a˜o”. Tese apresentada para con-
curso de Professor Titular. UFPB (2004).
[10] D. Bazeia, W. Freire, L. Losano and R. F. Ribeiro, “Topological defects and the trial
orbit method”, Mod. Phys. Lett. A 17, 1945, (2002).
58
[11] J. Sadeghi, A.R. Amani and A. Imani, “Deformation of three real scalar fields with
defect structure solution”,[arxiv:hep-th/0810.0822].
[12] D. Bazeia, L. Losano, and C. Wotzasek, “Domain walls in three-field models”, Phys.
Rev. D 66, 105025, (2002).
[13] D. Bazeia and F.A.Brito, “Tiling the Plane without Supersymmetry”, Phys. Rev.
Lett. 84, 1094, (2000).
[14] A.S. Dutra, M. Hott, F.A. Barrone, “Two field BPS solutions for generalized Lorentz
breaking models”, Phys. Rev. D 74, 085030 (2006).
[15] M. N. Barreto, D. Bazeia, R. Menezes, “Defect structures in Lorentz and CPT
violating scenarios”, Phys. Rev. D 73, 065015 (2006).
[16] D. Bazeia, M. M. Ferreira Jr., A. R. Gomes, and R. Menezes, “Lorentz-violating
effects on topological defects generated by two real scalar fields”, Physica D (Ams-
terdam) 239, 942 (2010).
[17] J. D. Jackson, “Classical Electrodynamics”, Wiley, New York, 1998.
[18] V.A. Kostelecky and S. Samuel, “Spontaneous breaking of Lorentz symmetry in string
theory”, Phys. Rev. D 39, 683 (1989).
[19] D. Colladay and V.A. Kostelecky, “CPT violation and the standard model”, Phys.
Rev. D 55, 55, 6760 (1997).
[20] D. Colladay and V.A. Kostelecky, “Lorentz-violating extension of the standard mo-
del”, Phys. Rev. D 58, 116002 (1998).
[21] S.M. Carroll et al, “Noncommutative Field Theory and Lorentz Violation”, Phys.
Rev. Lett. 87, 141601 (2001).
[22] V.A. Kostelecky, “Gravity, Lorentz Violation, and the Standard Model”, Phys. Rev.
D 69, 105009 (2004).
[23] A.S. Dutra, “General solutions for some classes of interacting two field kinks”, Phys.
Lett. B 626, (2005).
59
