The question addressed in this paper is whether (and to what extent) (Croft and Poole 2008:6) (and multiply) conceptual structures where there may be none.
. Based on a previous analysis of various passive and impersonal constructions in a parallel corpus of five European languages, I will argue that a first-generation semantic map representing the distribution of these constructions in discourse and comprising a few conceptual archetypes may be only an idealized abstraction over the conflicting evidence of the association between discourse contexts and construction types. As an idealization, such a map is not particularly informative as to language-specific tendencies and idiosyncrasies and does not allow us to analyze all the datasets that we might be interested in analyzing. On the other hand, a second-generation semantic map proves to be a more reliable tool for representing variation in discourse and does not force the analyst to posit

Semantic Maps and Conceptual Reality 1
Some practitioners of the semantic-map method are rather reluctant to consider semantic maps as -mental‖ or -cognitive‖ maps, i.e. as -direct representation [s] of the relationships between meanings in speakers' minds‖ (Haspelmath 2003:233, my emphasis) . According to others (e.g. Croft 2001 ), semantic maps make conceptual sense and provide objective evidence as to which meanings are cognitively closely related. In Croft's words, they accurately reflect -the geography of the human mind, which can be read in the facts of the world's languages in a way that the most advanced brain scanning techniques cannot even offer us‖ (Croft 2001:364) .
Representatives of the former approach usually maintain a neutral stance as to whether nodes on semantic maps represent different uses (= contextual meanings) or different senses (= conventional meanings) of grams (e.g. Haspelmath 2003:212-213) . The essential idea in the latter approach is that -the use of a single grammatical form … for a set of functions implies that speakers conceptualize those functions as similar or related to one another‖ (Croft and Poole 2008:5) . Those who credit conceptual reality to semantic maps generally assume that nodes on semantic maps are conceptual structures or conceptual archetypes (Kemmer 2003:98) ; that is, Linguistic Discovery 8.1: they represent ways of conceptualizing and categorizing dynamic or static configurations that are fundamental to human experience (Croft 2001:98; Kemmer 1993 Kemmer , 2003 . The arrangement of nodes on a map mirrors the arrangement of the corresponding conceptual structures (or functions) in the speaker's mind (Croft 2001:93 ). Kemmer's statements in (1)-(2) should serve as an illustration of this position:
(1) Situation types [i.e. nodes on the semantic map of event elaboration, AS] can be thought of as sets of situational or semantic/pragmatic contexts that are systematically associated with a particular form of expression. By ‗semantic/pragmatic contexts' I do not mean simple ‗real world contexts' existing independently of the language-user; situational contexts include ‗real world' information, but that information is necessarily filtered through the conceptual apparatus of the speaker. This conception of situational contexts thus allows for the obvious role of the language-user in construing particular real world situations in different ways (Kemmer 1993:7, my emphasis) (2) Marking systems in the reflexive/middle domain integrally involve alternative conceptualizations of participant structure and event structure as a whole. Languages may differ as to the morphosyntactic means they have conventionalized for coding such differences in conceptualization, but the variation is highly constrained by the underlying conceptual system (Kemmer 2003:115) .
Conceptual structures are not intended as merely semantic in the truth-conditional sense of this term. Rather, they are meant to represent all of the conventionalized knowledge associated with a given gram, which may also include the discourse conditions under which the gram is used (Croft 2001:19) . This position rests on the (more or less implicit) assumption that there is no separate pragmatic component, and that any linguistic property traditionally analyzed in terms of pragmatics is semantically or conceptually determined in the first place. As Croft (2001:93) puts it, -[C]onceptual space also represents conventional pragmatic or discourse-functional or information-structural or even stylistic and social dimensions of the use of a grammatical form or construction.‖ As a consequence, semantic maps lend themselves well to being applied to phenomena that are sensitive to discourse conditions such as the relative prominence and the information status of arguments and situations (e.g. voice constructions, Croft 2001:283ff.; the coordination/subordination continuum, Croft 2001:320ff.) .
The question addressed in this paper is whether (and to what extent) a semantic map aimed at representing the multifunctionality of a given construction (or set of constructions) in discourse can be thought of as endowed with conceptual reality. To be considered as a mental representation that is essentially similar in all human brains such a map should meet two requirements:
(i) conceptual relevance: its nodes should be clearly identifiable bundles of semantic and pragmatic properties that form conceptual archetypes in the sense of Kemmer (2003:98) ;
Linguistic Discovery 8.1: (ii) high degree of regularity in the data material: these bundles of features should represent the typical contexts of use of a given (set of) construction(s), and each construction should be associated with a node or a contiguous set of nodes in a regular way.
However, observing the use of grammatical constructions in discourse -their -natural habitat‖ (Givón 1995:309 ) -provides us with compelling evidence that discourse contexts are complex entities involving many different variables and that -a perfect fit is not the usual state of affairs for models of complex human behavior (including language)‖ (Croft and Poole 2008:6) . A certain amount of -noise‖ remains: what we usually find are preferences and tendencies, not categorical form-function mappings. Occasionally, forms are mapped onto functions that are generally paired with other forms in a given language. The noise is particularly rampant when searching for functional equivalents across languages (for instance looking at translation equivalents in parallel texts).
Based on a previous analysis of various passive and impersonal constructions in a parallel corpus of five European languages (Sansò 2006; see Section 3), I will argue that a firstgeneration 2 semantic map representing the distribution of these constructions in discourse and comprising a few cognitively-significant situation types (in the sense of Kemmer 1993:7, see (1) above) may be only an idealized abstraction over the conflicting evidence of the association between discourse contexts and construction types. As an idealization, such a map is not particularly informative about language-specific tendencies and idiosyncrasies and does not allow us to analyze all the datasets that we might be interested in analyzing. On the other hand, a second-generation semantic map (created following the method described by Levinson et al. 2003; Cysouw 2007; Wälchli 2006/7; Croft and Poole 2008 , among others; see Section 2) proves to be a more reliable tool for representing variation in discourse and does not force the analyst to posit (and multiply) conceptual structures where there may be none. Moreover, the comparison between a first and a second-generation semantic map highlights the fact that the two approaches aim to represent two rather distinct facts. First-generation semantic maps may be thought of as hypotheses concerning the cognitive relevance of different conceptualizations of states of affairs as reconstructed from the facts of human language. They are grounded in linguistic facts but also characterized by conceptual purity and uncontaminated by the vagaries of usage. Second-generation semantic maps are representations of linguistic variation in the strict sense, as they allow the linguist to obtain general tendencies without losing linguistic detail, and to do typology in the absence of types, so to speak. Though divided by two different 2 The terms first-generation and second-generation semantic maps will be used throughout this paper as convenient labels referring to maps constructed with two different methods. First-generation semantic maps (also classical maps, van der Auwera 2008) are constructed following the technique described by Haspelmath (2003: 215ff.) . Second-generation semantic maps are higher resolution maps based on distance matrices. The latter often make use of Multidimensional Scaling (MDS) in order to visualize multidimensional data on a bidimensional surface (Levinson et al. 2003; Wälchli 2006/7: 7ff.; Cysouw 2007; Croft and Poole 2008) . This distinction is useful for expository purposes, but the reader should be warned of an unwanted oversimplification that it may trigger: the distinction in question does not imply that creators of second-generation semantic maps do not attach any conceptual significance to their maps. Croft and Poole (2008: 31) , for instance, argue that even the spatial model resulting from MDS analysis is a representation of -the conceptual organization of the mind‖; Levinson et al. (2003: 511) do not explicitly deny conceptual status to the clusters of spatial topological relations (e.g. the ON/OVER cluster) that can be identified on their map and discuss two possible conceptions of the -intension‖ corresponding to these clusters. epistemological stances, the two approaches may usefully complement each other provided that the differences in scope between the two are not downplayed. This paper is organized as follows: in Section 2 I will briefly discuss the methodology of second-generation semantic maps; in Section 3, after a general discussion of voice as a functional domain concerned with the human cognition and representation of actions/events, I will introduce the corpus data used for the present study and discuss the distribution of passive and impersonal constructions in European languages (3.1)-a classical semantic map of agent defocusing based on this data will also be presented; in Section 3.2 the representational power of this first-generation map is weighed against a second-generation semantic map based on the same data, and in Section 4 some general conclusions will be presented.
Beyond Conceptual Reality: Second-Generation Semantic Maps
In the -trade-off between accuracy and coverage‖ (Wälchli 2006/7:5; see also Cysouw 2007), first-generation semantic maps aim at maximizing coverage at the expenses of accuracyconceptually sound generalizations are indeed possible only if a significantly large number of languages is taken into consideration. Somewhat paradoxically, this leads to unavoidable difficulties in terms of conceptual plausibility: if two functions are put on the map if there is at least one pair of languages that employ different grams to encode these functions, frequent and non-frequent multifunctionality patterns of grams end up being treated similarly. This results in geometrical -distortions‖ in the representation of relations between nodes.
3 Moreover, the implicational value attached to classical maps makes them rather uninteresting when no clear implicational patterns emerge in the data as in the case of the so-called -vacuous maps‖ (i.e. maps -in which all the functions have connecting lines with all other functions, ‖ Haspelmath 2003:218) . Cross-linguistic variation, however, is still present even in the absence of implicational patterns and deserves to be represented and explored in its own right.
The lack of consideration for frequency patterns has led some authors to propose a new method of constructing semantic maps which revolves around the idea that semantic maps should retain as much linguistic detail as possible. This method (described, among others, by Levinson et al. 2003; Cysouw 2007:236ff.; Wälchli 2006/7:11ff.; Croft and Poole 2008) allows us to create higher-resolution maps in which there are no nodes and lines as in the classical model. In second-generation semantic maps, similarity between uses/functions is simply represented by proximity, and difference by distance. When these maps are applied to multifunctional grams in discourse, they do not contain idealizations/abstractions from several contexts of use, and what is represented on the map is the whole array of functions/contexts of use of a given form or set of forms. As -implicational relationships tend to emerge more easily where there is low resolution,‖ (Wälchli 2006/7:38) second-generation semantic maps are not implicational.
The idea behind this method is fairly simple: semantic/conceptual space is not directly measurable, whereas cross-linguistic variation is. Accordingly, the focus of interest of the creator of the map should switch from the idealized, low-resolution representation of the underlying conceptual structures to a full-scale representation of linguistic variation:
Linguistic Discovery 8.1: (3) semantic space cannot be measured directly, which is why categorization across different languages is resorted to in order to -reconstruct‖ it. However, to be honest we do not know whether there is such a thing as a continuous semantic space that would be analogous to phonetic space; so it must be a matter of discussion whether what is "reconstructed" in semantic maps is real in any form. In any case it is something of a hybrid nature: the outcome of a comparison of a large number of different emic categorization patterns as represented in etic data (Wälchli 2006/7:36, my emphasis)
The ability to retain details makes second-generation semantic maps particularly flexible tools when using parallel texts as a source of cross-linguistic data (Wälchli 2006/7:7ff.) . Higher resolution helps the analyst to identify both general tendencies in form/meaning pairings and less regular associations (Wälchli 2006/7:43-44) . In a parallel corpus, unusual form/meaning pairings may correspond to unusual construal choices made by the translator or may be triggered by the inherently hybrid nature of a given context, which makes it likely to be associated with different gram types across languages. Unusual form/meaning pairings will appear on the map as outliers (i.e. points falling outside the high-density areas corresponding to more regular form-meaning associations) and may cast light on language-specific idiosyncrasies that could not be discovered otherwise.
The use of passive and impersonal constructions is almost never obligatory, and cannot be predicted in any automatic way from a given set of discourse conditions. But even though they are not obligatory, such constructions are generally motivated, that is, it is possible to identify the factors favoring their use. These factors have primarily to do with conceptually-relevant distinctions (i.e. with different conceptualizations of the event and its participants), but the constructions in question are also used for pragmatic purposes (i.e. they fulfill communicative goals pertaining to the discourse relevance of event participants). In other words, passive and impersonal constructions straddle the semantics-pragmatics boundary and are therefore particularly promising if we want to address the question of whether conceptual reality is a feasible requirement for a semantic map aimed at representing the multifunctionality of grams in discourse. It is to this question that I now turn.
Passive and Impersonal Constructions in some European Languages
In a previous study (Sansò 2006) , I examined the distribution of passive and impersonal constructions in a parallel corpus of 5 European languages. The corpus consisted of an Italian text along with its Danish, Modern Greek, Polish, and Spanish translations. The text selected for this purpose was Umberto Eco's novel Il nome della rosa. Approximately 1100 passive and impersonal clauses were collected from the original version of the novel and compared with their translation equivalents. In the present study, two languages (French and Hungarian) have been added to the sample.
Although there is a low degree of genealogical diversity in the languages of the sample, there is a great deal of structural variation among the construction types used in these languages, which cover the main patterns of grammaticization of passive morphology identified by Haspelmath (1990) . The constructions analyzed include (i) so-called periphrastic passives (Italian, Spanish, Danish, Polish, etc.) ; (ii) a morphologically marked middle diathesis (Modern Greek); (iii) passive and impersonal constructions in which a reflexive marker is used (Italian,
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Spanish, etc., henceforth reflexive passive/impersonal); (iv) so-called impersonal passives, that is constructions in which the predicate is associated with passive morphology, but there is either no patient, or the patient is marked in the same way in which it is marked in the active sentence (Polish, Danish). Moreover, (v) impersonal active clauses such as the so-called man-clauses (Danish), and (vi) constructions involving the impersonal or vague use of a personal pronoun or the corresponding inflected form of the verb (Modern Greek, Hungarian, etc.) are also represented in the sample. Hungarian has been added because in this language, besides a -vague they‖ construction, -passiveness does not have a systematic formal expression, that is, there are no passive constructions in which the verbal predicate manifests a specific passive form‖ (Dezső 1988:291) .
A first-generation semantic map of agent defocusing
The functional domain of voice is said to have its -conceptual bases rooted in the human cognition of actions‖ (Shibatani 2006:219; see also Langacker 2006) . Voice constructions are -means for expressing conceptual contrasts pertaining to the evolutionary properties of an action that the speaker finds relevant for communicative purposes‖ (Shibatani 2006:219) . The passive and impersonal constructions discussed in this paper are associated with a general function which is commonly labeled agent defocusing (Shibatani 1985:832; Myhill 1997:840ff.; Sansò 2006:238ff.) . This function is eminently discourse-sensitive, as the conditions under which the speaker/writer might want to downplay the agent are quite various. Accordingly, we ought to distinguish between different types of agent defocusing in order to do justice to the variety of specific circumstances associated with the use of passive and impersonal constructions across languages.
The data discussed in Sansò (2006) allow us to sufficiently identify two situation types involving two different types of agent defocusing. These situation types have been labeled patient-oriented process (Sansò 2006:238) and agentless generic event (Sansò 2006:242) . A prototypical patient-oriented process represents a two-participant event from the point of view of the patient. In discourse this kind of conceptualization is employed to ensure coherence when the text is about a certain entity and this entity is the patient. In a patient-oriented process the agent is typically identifiable from the context, or even syntactically encoded as an oblique, but less discourse-central and individuated than the patient. In the Italian passage in (4) we can deduce from the context that Benno has been named assistant by the former librarian, but since the passage is about Benno, the use of the periphrastic passive enables the writer to create a topic chain (Givón 1983) and to link sentences to one another. The result is a coherent text that is easier to comprehend than an incoherent text with active clauses only: -He said that any horse, even the oldest and weakest animal, could be made as swift as Brunellus‖ (NRE: 219) .
A more precise semantic characterization of these two situation types is given in Table 1,  whereas Table 2 displays the preferential associations between these two situation types and construction types in the 5 languages of the original sample. In the appendix, some passages taken from the corpus exemplify these associations (they are removed from the body of the text for the sake of brevity; for a more extensive discussion of these passages, the reader is referred to Sansò 2006). The previous analysis has also underscored that there are contexts in the corpus that cut across the distinction between these two situation types. In particular, there are a handful of passages in the corpus in which the patient is not particularly topical. If we take referential distance and persistence (defined following Givón 1983:13-14) as indexes of topicality, patients in these clauses are not mentioned in the previous discourse span and rapidly decay after their mention. At the same time, however, the event takes place in the past-this implies the existence of one or Linguistic Discovery 8.1:288-309 more specific agents, which are sufficiently unimportant to be backgrounded even though the patient is not topical. In some languages of the sample, these contexts are encoded by the same constructions used to encode patient-oriented processes. In other languages the situation is more diverse, and various constructions appear to be associated with these contexts. Examples (21) to (23) in the appendix illustrate some of these cases. I have tentatively labeled these contexts bare happenings (Sansò 2006:240) . This label is meant to describe a situation type in which the agent is (conceptualized as) sufficiently unimportant to be backgrounded even though the patient is not particularly topical. By way of exemplification, consider the passive and impersonal clauses in boldface in example (6)-their reference is quite vague, and there is no explicit mention of any of the people who might have mocked the faith of the simple or eviscerated the mysteries of God (although it is clear from the context that Abelard is indirectly responsible for this). Nor are the patients in these clauses particularly individuated. As a result, the events encoded by these clauses are not sharply delineated from (or highly distinguishable within) the setting in which they occur, and are presented in summary fashion. We might even venture a patientincorporating existential gloss for such clauses. For instance, we might gloss the first passive clause in (6) as there was faith-mocking. While somewhat forced, this gloss illustrates that the patient is not focused and that the event is conceptualized as a monadic unit: For the pride of his faith in man's reason. So the faith of the simple was mocked, the mysteries of God were eviscerated (or at least this was tried, fools they who tried), questions concerning the loftiest things were treated recklessly, the fathers were mocked because they had considered that such questions should have been subdued, rather than raised.‖ -I do not agree, venerable Jorge. Of us God demands that we apply our reason to many obscure things about which Scripture has left us free to decide‖ (NRE: 132).
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The distinction between these contexts and patient-oriented processes is susceptible to linguistic coding-there are some constructions such as the impersonal passive of Danish (der + blive + past participle) and the so-called -no/-to construction in Polish that appear to correlate preferentially with such contexts. This is sufficient enough to put the distinction between patient oriented-processes and bare happenings on a first-generation semantic map of agent defocusing. However, while the first two situation types emerge rather clearly from the analysis of the corpus, and their association with different construction types is fairly regular, the so-called bare happening is less clearly differentiated from both the patient-oriented process and the agentless generic event. This emerges rather clearly when looking at Table 3 , in which the prototypical features of the three situation types are displayed synoptically.
4 While the patient-oriented process and the agentless generic event are maximally opposed on several dimensions, the bare happening is somewhere mid-way between these two situation types.
Patient-oriented process Bare happening
Agentless generic event Individuation of P + --Individuation of A ± --
Reason for defocusing A
A is less topical than P (or irrelevant/unimportant)
A is irrelevant/unimportant
A is generic
Reality status
Realis Realis Irrealis (deontic, potential) Aspect Perfective Perfective Imperfective The three situation types identified above form a non-vacuous semantic map because there are no cases in the sample in which the same construction is used for patient-oriented processes and agentless generic events without encoding, at the same time, the situation type labeled bare happening. The non-vacuity of the map in Figure 1 , however, may be falsified at any time given the low degree of genealogical diversity of the languagees in the sample. The association between the three situation types and construction types is displayed in Table 4 . 4 It must be emphasized that the three situation types in question are to be conceived of as prototypes. This means that they are clusters of semantic properties that tend to co-occur in the most typical uses of the constructions under scrutiny but at the same time need not be present in all these uses. In other words, despite the notation used (which makes use of plus and minus signs), these traits are not intended in terms of feature semantics, i.e. as necessary and sufficient features. Even in the case of more firmly established form-function correlations, there is a certain amount of free choice in the parallel corpus examined. For instance, in a number of contexts in which the patient is topical, we find a reflexive passive in the Spanish version of the novel (a construction type that correlates preferentially with agentless generic events in the other languages of the sample). Moreover, there is no principled way to describe under which discourse conditions the various active constructions with a vague subject in Modern Greek are used. Similarly, the manconstruction and the reflexive passive (the so-called -s form) in Danish appear to alternate rather freely in the same (or in very similar) contexts.
A second-generation map of agent defocusing
The map in Figure 2 has been constructed following a procedure similar to that described by Wälchli (2006/7:11ff.) . It is based on a database of 180 contextually embedded passages from the corpus (the objects represented on the map). For each passage, the passive/impersonal construction type used in each language has been reported on a table. If a language does not use a passive or impersonal construction in that passage, the cell has been left empty. 5 For any pair 5 Cells are left empty also whenever the relevant passage is omitted (or condensed) in the translation. These cases were more frequent than expected. An anonymous referee objects that leaving cells empty is a strong data reduction and constitutes a drawback of this second-generation map. This choice, however, has been determined by the difficulty of categorizing -lack of passive‖ as a homogeneous strategy with some linguistic significance. Whereas active sentences with generic subjects (you, they, "man/on") are explicitly included in the tables, in most cases lack of passive simply means that the agent, which in the original text appears as oblique, becomes the subject of the translated clause, as in (i-b). In other cases, the agent is not overt in the original text and is reconstructed by the translator on the basis of general (or text-specific) knowledge, as in (ii-b):
(i) a. era stato visto dagli altri monaci in coro durante compieta ma non era ricomparso a mattutino (NRI: 40). b. los otros monjes lo habían visto en el coro durante completas, pero no había asistido a maitines (NRS: 50). ‗he had been seen by other monks in choir during compline but had not reappeared at matins' (NRE: 31).
(ii) a. Ne lodò la saggezza, ne palesò la fama, e avvertì che era stato pregato di investigare sulla morte di Adelmo (NRI: 104).
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of passages, the number of similarities in languages is divided by the total number of languages in which both values are attested (i.e., empty cells are not included in the calculus). The result is a similarity matrix of 180 x 180 cells. A simple application (PerMap) takes this matrix as its input and translates it into a bidimensional representation of distance between objects (= the 180 contextually embedded passages, represented as small circles). This map gives visual relevance to similarity between contexts. This improves the accuracy of the analysis and captures some facts that would possibly go unnoticed using the classical method. Moreover, such a map provides quantitative evidence that the three situation types identified with the classical method in Sansò (2006) are not equidistant from one another as they appear in the first-generation semantic map in Figure 1 . But let us observe it in detail. Two high-density areas (1 and 2) emerge clearly on this map. They roughly correspond to the two idealized situation types labeled patient-oriented process and agentless generic event in Sansò (2006) . It should be kept in mind, however, that there is nothing -conceptual‖ in these areas-they only represent clusters of passages that happen to be encoded by the same or very similar morphosyntactic strategies in the languages of the sample. Area 2, corresponding to the b. Alabó su sabiduría, mencionó su fama, y anunció a los monjes que le había rogado que investigara la muerte de Adelmo (NRS: 139). ‗He praised his wisdom, expounded his fame, and informed them that the visitor had been asked to investigate Adelmo's death ' (NRE: 96) .
situation type labeled agentless generic event, appears to be less cohesive than Area 1 as a result of the variety of constructions used in the languages of the sample. Possibly, two sub-areas (2a and 2b) should be identified; although a more systematic analysis is needed in order to decide whether they have any linguistic significance, it can be proposed tentatively that the two subareas may correspond to different degrees of genericity of the agent. Area 2a includes many passages in which the agent corresponds to virtually all humanity (as in (7)), whereas area 2b includes passages in which the generic agent is spatio-temporally bound (i.e. people in a given spatio-temporal setting, as in (8)).
Modern Greek (7) … étsi pu δískola ántexes ti δiísδisí tus ke prospaθúses na min ta antamósis γia δéfteri forá ).
-[In his physiognomy there were what seemed traces of many passions which his will had disciplined but which seemed to have frozen those features they had now ceased to animate. Sadness and severity predominated in the lines of his face, and his eyes were so intense that with one glance they could penetrate the heart of the person speaking to him, and read the secret thoughts,] so it was difficult to tolerate [lit. you could hardly tolerate, AS] their inquiry and one was [lit. you were, AS] not tempted to meet them a second time‖ (NRE: 73).
(8) … mas eksíγise óti sto píso méros tu erγastiríu fisúsan to γialí, enó sto brostinó, ópu ítan i texnítes, topoθetúsan to γialí sta molívδina plésia (NRMG: 160).
-[Thus we met Nicholas of Morimondo, master glazier of the abbey.] He explained to us that in the rear part of the forge they also blew glass, whereas in this front part, where the smiths worked, the glass was fixed [lit. they fixed glass, AS] to the leads‖ (NRE: 85).
A less dense area (Area 3 on the map) includes those contexts in which the patient is not topical but the event is realis/past (roughly corresponding to the situation type labeled bare happening). Not surprisingly, this area is less clearly individuated than Areas 1 and 2. Whereas in the classical map in Figure 1 the corresponding situation type was represented as equidistant from the two other situation types, the map in Figure 2 shows that these passages are more similar to passages in which the event is realis/past and the patient is topical. This confirms, by the way, the primacy of agent defocusing over patient promotion as the basic function of passive and impersonal constructions (Shibatani 1985, among many others); two situations are more likely to be encoded by the same constructions if the reasons for defocusing the agent are the same in both cases, irrespective of the topical vs. non-topical status of the patient. There are also some outliers. Some of them are motivated by idiosyncratic choices made by the translators. In other cases (e.g. in (9)), the position of the circle on the map is motivated by the somewhat hybrid nature of the context in question (a situation in which the patient is highly individuated, but the event is generic): -Had you never seen it?‖ -I had heard of it, but I don't believe I ever saw it before. It is said to be very costly, and delicate. That's why it is rarely used. The Arabs make it, don't they?‖ -They were the first. But it is also made here in Italy, at Fabriano‖ (NRE: 443).
Conceptual Reality Again: High-Density Areas as Situation Types?
The high-density areas on the map in Figure 2 are relatively complex -entities‖, determined by a bundle of variables with identical (or similar) values (to recall but a few: the relative topicality of the participants; the specificity of the agent; the temporal/aspectual properties of the event, etc.). If we consider these high-density areas as corresponding to grammatical meanings/functions in the classical sense, second-generation semantic maps appear to be more similar to functional domains in the sense of Givón (1981: 165ff.) than to the bi-dimensional representations of conceptual space envisaged by practitioners of classical semantic maps. Most commonly grammatical meanings/functions are not totally discrete, and the functional space associated with different grams is a continuum in which some dense areas may be singled out only by resorting to linguistic evidence, i.e. identifying the most common grams used to code a given functional domain and comparing the behavior of such grams across languages. Glossing over the aberrant cases, these dense areas can be thought of as situation types in the classical sense, i.e. as conceptually significant configurations defined by clusters of contexts that are systematically associated with identifiable means of expression from language to language. However, there is no principled way to determine whether the use of a given construction in a given language depends on a set of contexts taken in their globality (i.e. as bundles of semantic/pragmatic features) or is simply triggered by a single semantic or pragmatic property of this set of contexts which constitutes a sufficient condition for the use of that construction. After all, it must be kept in mind that voice constructions are not obligatory strategies on a par with, say, the use of a given case or agreement pattern. Should we then deny any conceptual significance to these constellations of traits? A conclusive answer to this question is impossible. It is a fact that the human ability of conceptualizing real-world configurations from different points of view or at different degrees of granularity is universal. The use of passive constructions when patients are highly individuated lines up with the propensity to conceptualize situations from the point of view of the patient, which is as central to human thought as the concept itself of patient is. The situation type labeled as agentless generic event is basic in that it represents a situation in which an agent, usually human, is understood to exist, but is defocused because of its genericity. The situation type labeled bare happening is also basic to human cognition. It allows the speaker to construe a past event as a purely existential predication (there was x/it happened that x), without mentioning the agent and without choosing the point of view of the patient. The conceptual reality of these situation types might even turn out to be confirmed by other, independent types of evidence (e.g.
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by psycholinguistic experiments), but the issue of conceptual reality is bound to remain a purely speculative question when building second-generation semantic maps. Perhaps, it is also a relatively uninteresting and marginal problem from the point of view of the creators of such maps.
This conclusion might not appear particularly encouraging to those linguists who wish to make claims about mental representations, but it should be sufficiently clear that representing cross-linguistic variation by means of a second-generation semantic map has no serious disadvantages with respect to first-generation semantic maps; while a traditional map is a theoretical construct which abstracts away from the vagaries of real usage in order to reach plausible representations of how humans conceptualize and categorize situations, a secondgeneration map is a self-sufficient tool which represents exactly the kind of linguistic evidence that the linguist needs in order to do cross-linguistically valid generalizations. Nothing more, but also-crucially-nothing less than this. Venantius, who knows … who knew Greek very well, said that Aristotle had dedicated the second book of the Poetics specifically to laughter, and that if a philosopher of such greatness had devoted a whole book to laughter, then laughter must be important. Jorge said that many fathers had devoted entire books to sin, which is an important thing, but evil; and Venantius said that as far as he knew, Aristotle had spoken of laughter as something good and an instrument of truth; and then Jorge asked him contemptuously whether by any chance he had read this book of Aristotle; and Venantius said that no one could have read it, because it has never been found and is perhaps lost forever. And, in fact, William of Moerbeke never had it in his hands. Then Jorge said that if it had not been found, this was because it had never been written, -Meanwhile winter had come, the winter of the year 1305, one of the harshest in recent decades, and there was great famine all around. Dolcino sent a third letter to his followers, and many more joined him, but on that hill life had become intolerable, and
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