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MODIFICATIONS OF TORSION-FREE
COHERENT ANALYTIC SHEAVES
JEAN RUPPENTHAL AND MARTIN SERA
Abstract. We study the transformation of torsion-free coherent analytic
sheaves under proper modifications. More precisely, we study direct images
of inverse image sheaves, and torsion-free preimages of direct image sheaves.
Under some conditions, it is shown that torsion-free coherent sheaves can
be realized as the direct image of locally free sheaves under modifications.
Thus, it is possible to study coherent sheaves modulo torsion by reducing
the problem to study vector bundles on manifolds. We apply this to re-
duced ideal sheaves and to the Grauert-Riemenschneider canonical sheaf of
holomorphic n-forms.
1. Introduction
In bimeromorphic geometry, the use of locally free coherent analytic sheaves
is limited: The direct image of a locally free sheaf under a proper modification
is not locally free any more. Instead, it is reasonable to consider the wider
category of torsion-free coherent analytic sheaves. The restriction to torsion-
free sheaves makes sense for bimeromorphic considerations as the torsion of a
coherent analytic sheaf is supported on analytically thin subsets. To exemplify
the use of torsion-free sheaves, just recall that an irreducible1 reduced compact
space X is a Moishezon space if and only if it carries a positive torsion-free
coherent analytic sheaf S with supp(S ) = X (see e. g. Thm. 6.14 in [Pet94]).
Let π : Y → X be a proper modification of a complex space X (cf. Section 2
for notations). Then the direct image π∗F of a torsion-free coherent analytic
sheaf F remains torsion-free. The problem is here that the analytic inverse
image sheaf π∗S of a torsion-free coherent analytic sheaf S is not torsion-free
in general. For a counter-example, see e. g. the example in [GR70, Sect. 1],
i. e., the pullback of the maximal ideal sheaf of the origin in C2 under blow-up
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1We call a complex space locally irreducible if each stalk of its structure sheaf is an integral
domain (see e. g. §1.5 in [GR84, Chap. 1]). In particular, it is then automatically reduced.
On the other hand, we say that a complex space X is (globally) irreducible if the underlying
reduced space, red(X), consists of just one irreducible component. If there are more than
one components, then X is called reducible.
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of the origin is not torsion-free. One can say more or less that π∗S is torsion-
free in a point y ∈ Y if and only if S is locally free in π(y) (see [Rab79] or
Remark 3.21 below).
To take care of the torsion which arises when taking analytic inverse images,
it is useful to consider the torsion-free preimage sheaf:
Definition 1.1. Let π : Y → X be a holomorphic map between complex spaces
such that Y is locally irreducible. Let S be a coherent analytic sheaf on X .
Then
πTS := π∗S /T (π∗S ),
where T (π∗S ) is the torsion sheaf of π∗S , is called the torsion-free preimage
sheaf of S under π.
Torsion-free preimages under proper modifications have been first studied by
H. Rossi [Ros68], H. Grauert and O. Riemenschneider [GR70, Rie71]. The main
motivation is as follows: Let S be a torsion-free coherent analytic sheaf on an
irreducible complex space X . Then Rossi showed that there exists a proper
modification ϕS : Y → X such that ϕ
T
S S is locally free (see Section 2 for the
details). Combining this with a resolution of singularities σ : M → Y which
exists due to Hironaka, we obtain a resolution of singularities π = ϕS ◦σ : M →
X such that πTS is locally free. Thus, it is possible to study coherent analytic
sheaves modulo torsion by reducing the problem to study vector bundles on
manifolds.
In view of this idea, it seems very interesting to study the connection between
S and its torsion-free preimage πTS closer, and we have found the following
relation which to our knowledge has not been observed in the literature:
Theorem 1.2. Let π : Y → X be a proper modification of a complex space
X, and let F and G be torsion-free coherent analytic sheaves on X and Y ,
respectively.
(i) If F = π∗G , then
F ∼= π∗π
TF .
(ii) If G = πTF , then
πTπ∗G ∼= G .
Theorem 1.2 can be shown directly by standard facts on modifications and
torsion-free sheaves. But we obtain it here as a simple byproduct of consid-
erations on the functor πT (see Lemma 6.1) and the fact that the natural
maps
F → π∗π
TF ,
πTπ∗G → G
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both are injective (Theorem 4.1 (i) and Lemma 5.1; the proof of Lemma 5.1
presented here is due to Matei Toma). We give also counter-examples to show
that these injections are not bijective in general (Remark 4.2 and Remark 5.2).
In order to understand relations as in Theorem 1.2 better, it turns out useful
to study properties of linear spaces associated to coherent analytic sheaves.
Among other things, we obtain the following equivalence:
Theorem 1.3. Let X be a connected factorial Cohen-Macaulay space and S
a coherent analytic sheaf on X generated by rkS +m sections, m≤ 2, such
that the singular locus of S is at least of codimension m+1 in X. Then the
following conditions are equivalent:
(1) S is torsion-free.
(2) The linear (fiber) space L(S ) associated to S is globally irreducible and
reduced (i. e., it consists only of its primary component).
(3) L(S ) is locally irreducible.
(4) For all p ∈ X, there is a neighborhood U ⊂ X such that
0→ OmU → O
rkS+m
U → SU → 0
is exact, i. e., the homological dimension of S is at most one.
R. Axelsson and J. Magnu´sson proved in [AM98, Prop. 3.11] that a condition
on the codimension of the singular locus of S is necessary to obtain the ir-
reducibility of L(S ). In this context, we can highly recommend their papers
[AM86] and [AM98], which deal with complex analytic cones, a generalization
of complex linear spaces.
If, moreover, the singular locus of S is at least (m+2)-codimensional, then
L(S ) is normal (see Theorem 3.18). This is a particularly interesting situation
because of the following statement.
Theorem 1.4. Let X be a locally irreducible complex space, S a torsion-
free coherent analytic sheaf on X such that the linear space associated to S
is normal, and π : Y → X a proper modification of X. Then the canonical
homomorphism S → π∗(πTS ) is bijective, i. e.,
S ∼= π∗(π
TS ).
In this situation, S can actually be represented as the direct image of a locally
free sheaf.
Let us mention two applications of Theorem 1.2. First, we will study ideal
sheaves. Let π : Y → X be a proper modification of a locally irreducible
complex space X , A ⊂ X an analytic subset with ideal sheaf JA, and B :=
π−1(A) the analytic preimage with ideal sheaf JB. Then πTJA = JB (cf.
Lemma 7.2), and Theorem 1.2 yields that JB ∼= πTπ∗JB.
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If we assume moreover that X is normal and that A is either a locally complete
intersection or a normal analytic set and that σ : Y → X is the monoidal
transformation with respect to JA, then JB = σTJA (is locally free) and
we have (see Lemma 7.3):
JA ∼= σ∗JB ∼= σ∗σ
TJA.
Second, let X be a locally irreducible complex space of pure dimension n,
and KX the Grauert-Riemenschneider canonical sheaf on X (as introduced in
[GR70]). Then there exists a resolution of singularities π : M → X (with only
normal crossings) such that πTKX is locally free, and so there is an effective
divisor D with support on the exceptional set of the modification such that
KX ∼= π∗π
TKX = π∗Ω
n
M (−D) = π∗
(
ΩnM ⊗O(−D)
)
(1.1)
(see Theorem 8.1). Let us explain briefly the meaning of (1.1). By defini-
tion of the Grauert-Riemenschneider canonical sheaf, we know already that
KX ∼= π∗ΩnM . (1.1) tells us that we can as well consider the push-forward
of holomorphic n-forms which vanish to the order of D on the exceptional
set. This is a useful information, particularly if π is explicitly given so that
D can be calculated explicitly. An example: If X is already a manifold (i. e.,
KX = ΩnX) and π : M → X is the blow-up along a submanifold of codimension
s in X with exceptional set E, then (see e. g. Prop. VII.12.7 in [Dem12]):
πTKX = π
∗KX = Ω
n
M
(
− (s− 1)E
)
,
and so
ΩnX = KX
∼= π∗Ω
n
M
(
− (s− 1)E
)
.
Considerations of this kind are particularly important in the study of canonical
sheaves on singular complex spaces (see [Rup14]). We will set up the relation
(1.1) also for holomorphic n-forms with values in locally free coherent analytic
sheaves (see Theorem 8.3).
Using Theorem 1.4, we are able to generalize Takegoshi’s relative version
[Tak85] of the Grauert-Riemenschneider vanishing theorem in several direc-
tions. This is elaborated by the second author in [Ser16].
The content of the present paper is organized as follows. After a brief review
of monoidal transformations with respect to coherent analytic sheaves in Sec-
tion 2, we will study linear spaces associated to torsion-free coherent analytic
sheaves in Section 3. There, we will prove Theorem 1.3. Then we study di-
rect images of (torsion-free) analytic preimage sheaves (including the proof of
Theorem 1.4) in Section 4, and torsion-free analytic preimages of direct image
sheaves in Section 5. In Section 6, we show that the analytic inverse image
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functor preserves monomorphisms and epimorphisms and use this fact in com-
bination with the previous considerations to prove Theorem 1.2. Section 7
and Section 8 contain the applications described above. We complement the
paper by analogous considerations on the non-analytic inverse image functor
in Section 9.
Acknowledgments. The authors are grateful to Matei Toma and Daniel
Greb for discovering a mistake in an earlier version of this paper and for help-
ful discussions on the topic, and to the unknown referee for several sugges-
tions which helped to improve the paper. This research was supported by
the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation),
grant RU 1474/2 within DFG’s Emmy Noether Programme.
2. Monoidal transformations
Let us recall some preliminaries on monoidal transformations of complex spaces
with respect to coherent analytic sheaves.
Definition 2.1. A proper surjective holomorphic map ϕ : X → Y of complex
spaces X and Y is called a (proper) modification if there are closed analytic
sets A ⊂ X and B ⊂ Y such that
(1) B = ϕ(A),
(2) ϕ|X\A : X \ A→ Y \B is biholomorphic,
(3) A and B are analytically rare, and
(4) A and B are minimal with the properties (1 – 3).
A is called the exceptional set of ϕ and B the center of the modification.
Rossi showed in [Ros68] that coherent analytic sheaves can be made locally free
by use of modifications. This process has been treated more systematically by
Riemenschneider [Rie71]. Following [Rie71, § 2], we define:
Definition 2.2. Let X be a complex space and S a coherent analytic sheaf on
X . Then a pair (XS , ϕS ) of a complex space XS and a proper modification
ϕS : XS → X is called the monoidal transformation of X with respect to S
if the following two conditions are fulfilled:
(1) the torsion-free preimage ϕTS S = ϕ
∗
S S /T (ϕ
∗
S S ) is locally free on XS ,
(2) if π : Y → X is any proper modification such that (1) holds then there is
a unique holomorphic mapping ψ : Y → XS such that π = ϕS ◦ ψ.
So, if XS exists, it is uniquely determined up to biholomorphism by (2). But
existence was first proven by Rossi (see Thm. 3.5 in [Ros68]) and then studied
further by Riemenschneider (see Thm. 2 in [Rie71]):
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Theorem 2.3. Let X be an (irreducible) complex space, S a coherent ana-
lytic sheaf on X and A = SingS := {x ∈ X : S is not locally free at x} the
singular locus of S . Then there exists the monoidal transformation (XS , ϕS )
of X with respect to S . XS is a reduced (irreducible) complex space and ϕS
is a projective proper modification such that
ϕS : XS \ ϕ
−1
S (A)→ X \ A
is biholomorphic. If U ⊂ X is an open subset, then (ϕ−1S (U), ϕS ) is the
monoidal transformation of U with respect to SU .
3. Linear spaces of torsion-free coherent analytic sheaves
For a coherent analytic sheaf S on a complex space X , we work with the linear
(fiber) space S := L(S ) associated to S (in the sense of Fischer [Fi66, Fi67]
and Grothendieck [Gro61]). Note that if E is a locally free sheaf, then the
linear space L(E ) is the dual of the vector bundle which has E as sheaf of
sections.
Linear fiber spaces are a special case of complex analytic cones, introduced
by R. Axelsson and J. Magnu´sson in [AM86]. Their further study of complex
analytic cones in [AM98] offers particularly also new, clarifying insights into
the theory of linear spaces.
3.1. Primary component of a linear space. In the following, we will al-
ways assume that X is a locally irreducible complex space. Thus, X decom-
poses into disjoint connected components which can be considered separately
(see e.g. § 2 in [GR84, Chap. 9]). So, we can assume that X is connected,
thus also globally irreducible. For a coherent analytic sheaf S , let A be the
thin analytic set in X where S is not locally free (see [Gra62]). We call
Sing S = SingS := A the singular locus of S = L(S ) and S , respectively.
As X is irreducible, X ′ := X\(A ∪ Xsing) and A
c := X\A are connected.
SU ∼= U×C
r, for small open sets U ⊂ Ac, implies that SAc is also connected.
The set SA is an analytic subset of S. Let E be the irreducible component of
red(S) which contains SAc . PC(S) := E is called the primary component of S
(following the notation of [Rab79]). We have the decomposition S = E ∪ SA.
Remark 3.1. Let S be a linear space associated to a coherent analytic sheaf S .
Let s ∈ Hom(SU , U×C) ∼= S (U) be a section. Then the primary component
E of S determines s up to torsion, i. e., if s|E = 0, then s ∈ T (S ). This is
clear as s|E = 0 implies that s is supported only on an analytically thin set.
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Lemma 3.2. Let X be a locally irreducible complex space and S a coherent
analytic sheaf on X. Let S = L(S ) be the linear space associated to S and E
its primary component. If S has a torsion element, then E 6= S. In particular,
S is reducible or non-reduced.
This observation is an immediate consequence of Thm. 3.10 in [AM98]. Since
it can also be deduced easily from the definition of the primary component, we
would like to include a proof here:
Proof: Assume that S has a torsion element, i. e., there is an open set U ⊂ X ,
an s ∈ S (U) ∼= Hom(SU , U×C) (see [Fi67]) and an r ∈ OX(U) such that
s, r 6= 0 but r · s = 0 on SU . As X is locally irreducible, we can assume that
U is irreducible. So, there is a dense open set V ⊂ U such that r ∈ O∗X(V ).
Thus s|SV = 0. But V ∩ (Sing S)
c is also open and dense in U . So, s|E = 0 by
the identity theorem as E is irreducible. Since s 6= 0, SU has to contain (parts
of) other irreducible components than E or is not reduced. 
Obviously, a linear space can be reducible but reduced (for instance, {xz =
0} ⊂ Cx×Cz). The case that a linear space is irreducible and non-reduced can
occur as well: Let S ⊂ C2x,y ×C
2
z,w be the linear space given by the ideal sheaf
generated by h1(x, y; z, w) := y
2z−xyw and h2(x, y; z, w) := xyz−x
2w. Then
the primary component E := PC(S) is given by g(x, y; z, w) := yz − xw, i. e.,
E = redS and S is irreducible. Yet, g does not vanish on S (in the unreduced
sense) while g2 = yzg − xwg = zh1 − wh2 does.
Remark 3.3. The converse of Lemma 3.2 is not true:
Let J be the ideal sheaf generated by x2, xy, y2 on C2x,y and S := L(J) the
linear space associated to J. Since J can not be generated by 2 elements,
we get rkS0 = rkJ0 = 3. Hence, S0 is a 3-dimensional analytic subset of
S. On the other hand, the primary component has dimension 2 + rkS = 3.
Hence, S is not irreducible. More precisely, S is given in C2x,y×C
3
z by the ideal
sheaf generated by h1(x, y; z) := yz1 − xz2 and h2(x, y; z) := yz2 − xz3 where
z = (z1, z2, z3). Since y(z
2
2 − z1z3) = z2h2, the primary component PC(S) is
defined by the functions h1, h2 and z
2
2 − z1z3. This shows also that the fibers
of PC(S) are not linear (the fiber over the origin is just {z22 = z1z3}). So, the
primary component is in general not a linear space, neither in the sense of
Fischer [Fi66, Fi67] nor in the sense of Grauert [Gra62].2
2In contrast to Fischer’s notion of a linear space, where it is required that +: S ×X S → S
is a holomorphic map, Grauert requires in [Gra62] (only) that the addition +: S ⊕X S → S
is holomorphic. That gives a different category of linear spaces (which is no longer dually
equivalent to the category of coherent analytic sheaves). In [Rab78], page 238, Rabinowitz
claims that the primary component of a linear space is a linear space in the sense of Grauert
[Gra62], but not in the sense of Fischer [Fi66, Fi67]. Our example shows that even this is
not the case. More details and criteria for a Grauert linear space to be linear in Fischer’s
sense can be found in [AM98, Sect. 3.3].
8 J. RUPPENTHAL AND M. SERA
Actually, we see that S is the linear space associated to a torsion-free sheaf,
and it is reduced but not irreducible. Considering analogously the ideal sheaf
given by x2, xy2, y4, then it turns out that the associated linear space is neither
irreducible nor reduced.
In general, for an ideal sheaf I on a reduced complex space X , the primary
component of the associated linear space is given by the analytic spectrum of
the Rees algebra of I (see Exp. 3.12 (1) in [AM98]):
PC(L(I )) ∼= Specan
(⊕
m≥0
Im
)
.
In particular, S(I ) ∼=
⊕
m≥0 I
m implies that L(I ) ∼= PC(L(I )) (e. g. if I
is generated by an OX-regular sequence or by two elements, see [Bar73, Sect. 3]
and [Hun80, (8) and Thm. 3.1] resp.).
Using Rossi’s monoidal transformation, we can make the following observation
about the primary component:
Theorem 3.4. Let X be a locally irreducible complex space and S a coherent
analytic sheaf on X. Then the primary component E of the linear space S
associated to S is locally irreducible.
Proof: As above, we can assume that X is connected, i. e., irreducible. Let
ϕ := ϕS : XS → X
be the monoidal transformation of X with respect to S . This implies that ϕ
is biholomorphic on XS \ ϕ
−1(A), where A ⊂ X is the thin analytic subset
where S is not locally free. Then
ϕ∗S = XS ×X S
is the linear space associated to ϕ∗S , and there is a proper holomorphic pro-
jection
pr : ϕ∗S → S.
Now consider the natural surjective homomorphism
ϕ∗S −→ ϕTS = ϕ∗S /T (ϕ∗S )
which induces a closed embedding of the linear space V := L(ϕTS ) into ϕ∗S.
Note that V coincides with ϕ∗S on XS \ ϕ
−1(A). Thus, the vector bundle V
is just the primary component of ϕ∗S, and V is clearly locally and globally
irreducible (because the base space XS is connected and locally irreducible).
As pr is a proper holomorphic mapping, we have that pr(V ) is an irreducible
analytic subset of S by Remmert’s proper mapping theorem and the fact that
holomorphic images of irreducible sets are again irreducible (see § 1.3 in [GR84,
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Chap. 9]). But pr(V ) coincides with E, the primary component of S, overX\A.
Thus:
pr(V ) = E, (3.1)
and so pr|V : V → E is a proper modification. Using this and the fact that V is
clearly locally irreducible, it is easy to see that E is also locally irreducible: For
an open connected set W ⊂ E, pr|−1V (W ) ⊂ V is again open and connected,
thus irreducible since ϕ is a proper modification of the irreducible X . But
then W = pr|V
(
pr|−1V (W )
)
is also irreducible by the same argument as above
(holomorphic images of irreducible sets are irreducible). 
Lemma 3.5. Let X be a locally irreducible complex space and S a torsion-free
coherent analytic sheaf on X. Then S = L(S ) is locally irreducible if and only
if the primary component of S is a linear space.
Proof: Let E ⊂ S denote the primary component of S. As S is torsion-free,
[AM98, Thm. 3.10] implies that E = S if and only if the primary component
E is a linear space. Alternatively, this assertion can be proven by elementary
computations with [Fi67, Lem. 1]: Assume first that E is a linear space. For
all points in X , there is a neighborhood U ⊂ X such that EU and SU are linear
spaces in U×CN . Lem. 1 in [Fi67] implies that E is defined by holomorphic
functions h1, ..., hm ∈ O(U×C
N) that are fiberwise linear. The restriction of
hj to S gives a section in Hom(SU , U×C) ∼= S (U). Since hj vanishes on the
primary component E of S, we get hj ∈ T (S ) = 0 (see Remark 3.1), i. e.,
S ⊂ E. This shows that actually E = S. The converse of the assertion is
trivial.
The statement of the lemma follows now with Theorem 3.4. 
As we have seen in the counter-example Remark 3.3, the primary component
need not be a linear space (even in the sense of Grauert). Though, it appears as
the analytic spectrum of a connected graded OX -algebra of finite presentation.
So, it is locally isomorphic to a subcone of a trivial linear space defined by
quasihomogeneous polynomials (see Cor. 1.13 in [AM86]). Since a symmetric
algebra and its torsion-free reduction is generated by elements of degree one, R.
Axelsson and J. Magnu´sson actually showed in the proof of [AM86, Cor. 1.13]
also the following:
Lemma 3.6. Let X be a (locally irreducible) complex space and S a coherent
analytic sheaf on X. Then the primary component E of the linear space S =
L(S ) associated to S is fiberwise homogeneous and E is locally defined as
analytic set in U×CN by holomorphic fiberwise homogeneous functions for
U ⊂ X small enough.
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We would like to present an alternative proof which uses an argument of G.
Fischer instead of [AM86, Cor. 1.13]:
Proof: As above, let A ⊂ X be the singular locus of S . So, E and S coincide
over X \ A, and we only have to show that the fibers of E are homogeneous
over points of A.
The question is local, so consider a point p ∈ A and a Stein neighborhood U
of p in X such that SU can be realized as a closed linear subspace of U×C
N .
Now EU ⊂ U×C
N is a closed component of SU which is linear in the second
component over U \ A. Let f1, ..., fk be a set of defining functions for EU in
U×CN (U is chosen to be Stein). For fj , j = 1, ..., k, we define
f ·j (λ, x, z) := fj(x, λ · z)
on C×U×CN . Since EU\A is linear, the f
·
j vanish on (C×E)U\A and on its clo-
sure. By definition, the closure is the irreducible set C×EU . Hence, the fibers
of EU are homogeneous. Therefore, · : C×EU → EU given by the restriction of
· : C×U×CN → U×CN is a holomorphic map. Using this, we obtain that the
ideal sheaf defining EU (as analytic set) is generated by fiberwise homogeneous
functions (see the first step in the proof of Lem. 1 in [Fi67]). 
If E×XE is locally irreducible, one can prove in the same way that the primary
component E is a linear space. Yet, for an irreducible fiber space E → X , the
fiber product of E×XE need not be reduced (not to mention locally irreducible;
for a counter-example, see Sect. 4 in [Fi66]). Therefore, the restriction of the
addition need not be holomorphic.
3.2. Linear spaces of small corank – Proof of Theorem 1.3. For a linear
space to be (locally) irreducible, it is necessary that the associated coherent
analytic sheaf is torsion-free. In the following, we will prove that this is a
sufficient criterion under certain additional assumptions.
Definition 3.7. For a coherent analytic sheaf S on a complex space X , we
define the corank of S in a point p ∈ X , corkp S , as the difference of the
minimal number of generators of Sp and the rank of S , and the global corank
corkS := supp∈X corkp S . The corank of a linear space is defined as the
corank of the associated coherent analytic sheaf.
We get the following relation between the corank and the homological dimen-
sion of a coherent analytic sheaf:
Lemma 3.8. Let X be a complex space and S a coherent analytic sheaf on
X. Then, for all p ∈ X, the following is equivalent:
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(1) There exists a neighborhood U of p such that the following sequence is
exact:
O
corkp S
U
α
−→ O
rkS+corkp S
U → SU → 0.
(2) The homological dimension of S in p is less or equal 1, i. e., (by defini-
tion) there exists a neighborhood U of p such that
0→ OmU
α
→ ONU → SU → 0
is exact for suitable m and N .
If (1) and (2) are fulfilled, then α in (1) is injective, i.e., m and N in (2) can
be chosen to be m = corkp S and N = rkS +m.
Proof: For the implication (1)⇒ (2), we just need to show that α is injective:
In points where S is locally free, α is injective (due to the rank / dimension).
Hence, Ker α has support on a proper analytic set in U , i. e., is a torsion
sheaf or the zero sheaf. Since OU does not contain any torsion sheaf, α is a
monomorphism. (Alternatively, one can apply Lemma 3.19.)
(2)⇒ (1): By the uniqueness of the minimal resolution (see e. g. Thm. 20.2 in
[Eis95]), we can assume that N is equal to the minimal number of generators
of S in p, i. e.,
N = rkp S
def
= corkp S + rkS .
The injectivity of α implies N −m = rk(ON/α(Om)) = rkS , i. e.,

m = N − rkS = corkp S .
Remark 3.9. We will work with Cohen-Macaulay spaces (for a definition and
some crucial properties, see e. g. § 5 in [PR94]). Let us recall the following facts
about Cohen-Macaulay spaces which will be used below:
(i) A complex space X is Cohen-Macaulay in p ∈ X if and only if for any (or
at least one) non-zero-divisor f in the maximal ideal sheaf mp, {f = 0}
is Cohen-Macaulay in p.
(ii) If X is Cohen-Macaulay and A is an analytic subset of X with codimA ≥
2, then O(X)→ O(X\A) is bijective.
(iii) A Cohen-Macaulay space is normal if and only if its singular set is at least
2-codimensional.
Lemma 3.10. Let X be a normal or Cohen-Macaulay space and S ⊂ X×CN
be a linear space over X with at least 2-codimensional singular locus in X
and defined by one fiberwise linear function h ∈ O(X×CN). Then S is locally
irreducible. In particular, the coherent analytic sheaf associated to S is torsion-
free.
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Proof: Let A ⊂ X denote the singular locus of S (as linear space) and E denote
the primary component of S. Lemma 3.6 implies that E is given by the ideal
sheaf (h, g1, ..., gm) with gi holomorphic on X×C
N and fiberwise homogeneous
(shrinkX if necessary). On the regular partX ′ := X\A of S, we get SX′ = EX′ ,
i. e., gi,(p,z) ∈ (h)(p,z) ∀(p, z) ∈ X
′×CN . Therefore, fi := gi/hi is a holomorphic
function on X ′×CN . Since we assumed X to be normal or Cohen-Macaulay
and A is of codimension 2 in X , fi can be extended to a holomorphic function
on X×CN . We obtain gi ∈ (h) and E = S. Now, Lemma 3.2 implies the
second statement. 
Note that for the proof of Lemma 3.10, we hardly used the fact that S is given
by a principal ideal sheaf. If S is defined by more than two functions while
the corank of S is 1, it can happen that S=L (S) has torsion elements with
support on a 2-codimensional set. Since the singular locus of a torsion-free co-
herent analytic sheaf on a normal complex space is at least 2-codimensional (see
Cor. of [OSS11, Lem. 1.1.8]), we get the following corollary from Lemma 3.10.
Corollary 3.11. Let S be a torsion-free coherent analytic sheaf on a normal
complex space X such that OX → O
N
X → S → 0 is exact (i. e., the homological
dimension of S is at most 1, see Lemma 3.8). Then the linear space associated
to S is locally irreducible.
For a sheaf S of homological dimension one, but with arbitrary corank, the
associated linear space L(S ) is not necessarily locally irreducible (see Re-
mark 3.3, where the ideal sheaf is of homological dimension one and of corank
two). If codim{x : corkx S ≥ k} > k for all k≥ 1, then L(S ) is irreducible
(see Prop. 3.11 in [AM98]). But, it is not clear whether L(S ) is reduced. At
least, we can prove that S is torsion-free:
Lemma 3.12. Let X be a normal or Cohen-Macaulay space, and let S be a
coherent analytic sheaf on X such that the homological dimension of S is at
most one and SingS has at least codimension 2 in X. Then S is torsion-free.
Proof: Let A denote the singular locus of S . By Lemma 3.8, every point
p ∈ X has a neighborhood U such that
0→ OmU
α
−→ ONU → SU → 0, (3.2)
with m := corkp S and N := rkS +m. Therefore, the associated linear space
S := L(SU) is defined by m holomorphic functions hj on U×CN which are
fiberwise linear. Let s be a torsion section of S , i. e., there exists an r ∈ O∗X(U)
with rs = 0 for small enough U . We can understand s(x, z) =
∑N
i=1 si(x)zi as
fiberwise linear holomorphic function on Ux×C
N
z , and will show that s is zero
on S, i. e., s is in the ideal sheaf generated by hj, j = 1, ..., m:
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rs = 0 on S implies that there exist m holomorphic functions aj on U (shrink-
ing U if necessary) such that
rs =
∑
m
j=0
ajhj.
Since s is represented by the tuple (si) in O
N
U , (aj) ∈ O
m
U is the preimage
α−1(r ·(si)) = rα
−1((si)) under α in (3.2). (aj) is uniquely determinate since
α is injective. The support of T (S ) is contained in A, i. e., s = 0 on S over
U ′ := U\A. In particular, for all x ∈ U ′, there exists the decomposition
sx =
∑
m
j=0
bj,xhj,x.
A priori, bj depends on x. Yet, since they are uniquely determined (α is
injective), they are independent and exist on U ′. In particular, bj =
aj
r
on U ′.
Since A is at least 2 codimensional and U ⊂ X is normal or Cohen-Macaulay,
aj
r
are holomorphic maps on U (see e. g. Remark 3.9 (ii)). Hence,
s =
∑
m
j=0
aj
r
hj,
as desired. 
We call a normal complex space factorial if its structure sheaf is factorial (also
called unique factorization domain). In this case, hypersurfaces are (locally)
given as the zero set of one holomorphic function. The simplest examples for
factorial spaces are manifolds.
Theorem 3.13. Let S be a linear space over a factorial complex space X which
is locally defined by one holomorphic fiberwise linear function in X×CrkS+1
(i. e., the associated ideal sheaf is a principal ideal sheaf). Then the primary
component of S is a linear space.
Proof: Let S ⊂ X×CN be given by the fiberwise linear h ∈ O(X×CN). The
primary component E of S is an irreducible hypersurface. Since X (and, hence,
X×CN) is factorial, the ideal sheaf JE is generated by one element g. By
Lemma 3.6, we get g is fiberwise homogeneous. Moreover, g divides h. Hence,
it has to be fiberwise linear. This implies that E is a linear space. 
Lemma 3.14. Let X be a factorial complex space and S ⊂ X×CN a linear
space associated to a torsion-free coherent analytic sheaf on X. Then S can be
defined by locally irreducible holomorphic fiberwise linear functions.
Proof: Let the linear space S be defined by fiberwise linear h1, .., hm∈O(X×C
N).
Let Si := PC({hi = 0}) be defined by the fiberwise linear gi ∈ O(X×C
N ) (us-
ing Theorem 3.13). We will prove S =
⋂
Si, i. e., (hi)
m
i=1 = (gj)
m
j=1:
Since gj|hj , we get (hi)
m
i=1 ⊂ (gj)
m
j=1. On the other hand, gj vanishes on Sj .
Hence, it vanishes on PC(S), as well. Since the coherent analytic sheaf L (S)
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associated to S is torsion-free, we get gj = 0 on S (in the non-reduced sense;
see Remark 3.1), i. e., gj ∈ (hi)
m
i=1. 
Theorem 3.15. Let S be a torsion-free coherent analytic sheaf of corank 1 on
a factorial complex space X. Then the linear space associated to S is locally
irreducible and, for small enough open U ⊂ X, there exists an exact sequence
0→ OU → O
rkS+1
U → SU → 0,
i. e., the homological dimension of S is at most 1 (see Lemma 3.8).
Proof: Lemma 3.14 implies, for small enough open U ⊂ X , that the linear space
S associated to SU can be defined by irreducible fiberwise linear h1, ..., hm ∈
O(U×CN) with N = rkS +1. Yet, the primary component E of S is already
an irreducible hypersurface in U×CN . Hence, E coincides with Si := {hi = 0}
and is a linear space. Lemma 3.5 implies S = E = Si.
We obtain the exact sequence OU
h∗i−→ ONU → SU → 0. Lemma 3.8, (1)⇒ (2)
or Lemma 3.19 give the injectivity of h∗i . 
Let us generalize this for sheaves with corank 2:
Theorem 3.16. Let X be a factorial Cohen-Macaulay space and let S be a
linear space of corank 2 on X such that Sing S has at least codimension 3 in
X and the coherent analytic sheaf L (S) associated to S is torsion-free. Then
S is locally irreducible.
Proof: The proof is similar to the proof of Lemma 3.10. Let S ⊂ U×CN
be defined by the fiberwise linear h1, ..., hm ∈ O(U×C
N ) for an open subset
U ⊂ X with N = 2+ rkS . Because of Lemma 3.14, we can assume that
Si := {hi = 0} is locally irreducible. In particular, Si is Cohen-Macaulay. Let
us assume h1, h2 6= 0 and h2 /∈ (h1). Since h1 is irreducible, S12 := S1 ∩ S2 is
a linear space with the same rank as S. We will prove that S12 coincides with
E := PC(S):
By Lemma 3.6, E is defined by g1, ..., gk (in particular, hi ∈ (g1, ..., gk)). Let A
denote the singular locus of S and U ′ = U\A. Since E ⊂ S12 and dimEU ′ =
dimS12,U ′, we get E = S12 over U
′. Hence, we obtain gj,(p,z) ∈ (h1, h2)(p,z)
for all (p, z) ∈ S1,U ′. This means
gj
h2
is a holomorphic function on S1,U ′. By
assumption, codimS1((A×C
N) ∩ S1) ≥ codimU×CN (A×C
N) − 1 ≥ 2. Taking
into account that S1 is Cohen-Macaulay, we conclude that
gj
h2
is holomorphic
on S1 and, hence, gj ∈ (h1, h2), i. e., E = S12. Lemma 3.5 implies the claim. 
Corollary 3.17. Let X be a factorial Cohen-Macaulay space and S be a
torsion-free coherent analytic sheaf S of corank 2 on X with at least 3-codi-
mensional singular locus. Then the linear space associated to S is locally
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irreducible and, for small enough open U ⊂ X, there exists an exact sequence
0→ O2U → O
rkS+2
U → SU → 0,
i. e., the homological dimension of S is at most 1.
Keeping the counter-example Remark 3.3 in mind, one sees the assumption on
the codimension is necessary.
Proof of Theorem 1.3: Lemma 3.2 gives the implication (2)⇒ (1), and Theo-
rem 3.15 and Corollary 3.17 yield the implication (1)⇒ (3, 4). (4)⇒ (1) is
obtained by Lemma 3.12. There is one implications left.
(3)⇒ (2): Assume that (3) is satisfied, i. e., that S := L(S ) is locally irre-
ducible. By definition, this implies that S is reduced. But S is connected. So,
there can be just one irreducible component, i. e., (2) holds also. 
If the codimension of the singular set of S is big enough, we can prove nor-
mality of the linear space associated to S .
Theorem 3.18. Let X be a factorial Cohen-Macaulay space and S be a
torsion-free coherent analytic sheaf onX of corank at most 2 with codimSingS ≥
2+ corkS . Then the linear space associated to S is normal.
Proof: Let S ⊂ U×CN be the linear space associated to S on an open subset
U of X with N = rkS +corkS . Theorem 3.15 or Corollary 3.17 implies that
S is Cohen-Macaulay. Let A := Sing S = SingSU ⊂ U denote the singular
locus of S as linear space. The singular set Ssing of S as analytic subset of
U×CN is contained in ((A×CN) ∩ S) ∪ SUsing\A. We get
codimS((A×C
N) ∩ S) ≥ codimUA− corkS ≥ 2
and codimSSUsing\A ≥ codimUsing ≥ 2 since U ⊂ X is normal and SU\A is
a vector bundle. Hence, codimS Ssing ≥ 2. Remark 3.9 (iii) (see e. g. [PR94,
Cor. 5.2]) implies that S is actually normal. 
3.3. More preliminaries on torsion.
Throughout the paper, we will use the following observation without mention-
ing explicitly. Let ψ : F → G be a morphism of analytic sheaves on a (locally
irreducible) complex space (X,OX). Then ψ induces a canonical map
ψ̂ : F/T (F )→ G /T (G )
because the torsion sheaf T (F ) of F is mapped by ψ into the torsion sheaf
T (G ) of G : rxψ(sx) = ψ(rxsx) = 0 for germs rx ∈ OX,x, sx ∈ T (F )x with
rxsx = 0. Note that particularly T (F ) ⊂ kerψ if G is torsion-free.
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Lemma 3.19. Let X be a locally irreducible complex space, F and G coherent
analytic sheaves on X such that there exists a morphism ψ : F → G which is a
monomorphism on an open dense subset of X. If F is torsion-free, then ψ is a
monomorphism. If not, ψ induces a monomorphism ψ̂ : F/T (F )→֒G /T (G ).
Proof: The second statement follows from the considerations above and the
torsion-free case. Hence, we can assume that F is torsion-free.
Let F and G denote the linear spaces associated to F and G , respectively.
Theorem 3.4 implies that PC(F ) and PC(G) are locally irreducible. Let ψ be
a monomorphism on the open dense subset W of X with W ⊂ X\(SingF ∩
Sing G ). Thus, ψ induces a holomorphic fiberwise linear map ψ∗ : G→ F such
that ψ∗W : GW → FW is a surjective map of vector bundles. Let s be a section
in Ker ψ, i. e., ψ∗ ◦ s vanishes on G. We get that s vanishes on FW and, hence,
on PC(F ). Since F is torsion free, we obtain s = 0 (cf. Remark 3.1). 
Alternatively, one can prove this lemma by using only sheaf-theoretical termi-
nology and arguments (cf. the proof of Lemma 5.1).
Note the following trivial consequence of the definition of the pullback:
Lemma 3.20. Let S ⊂ U×CN be a linear space over a complex space U , and
let π : V → U be a holomorphic map. Then the pullback π∗(S) = V×US can
be embedded in V×CN .
Remark 3.21. Let S be a coherent analytic sheaf over a locally irreducible
complex space X . Let ϕ = ϕS : XS → X be the monoidal transformation of
X with respect to S , i. e., E := ϕTS is locally free. Note that XS is again
locally irreducible. Then ϕ∗S has torsion in a point q if and only if S is not
locally free in ϕ(q) (see [Rab79]). We will give a short, alternative proof with
the statements from above. Let S, S∗ and E denote the linear complex spaces
associated to S , ϕ∗S and E , respectively. If S is not locally free in ϕ(q),
then dimEq < dimSϕ(q) (as dimEq = rkE = dimSq˜ in all points q˜ where S
is locally free, see § 1.1 in [GR70]). Lemma 3.20 implies dimS∗q = dimSϕ(q) >
dimEq. Since PC(S
∗) = E, we obtain that S∗ is reducible in (q, 0), i. e., ϕ∗S
has torsion in q by Lemma 3.5. The other implication of the claim is trivial.
4. Direct images of torsion-free preimage sheaves
In this section, we will prove Theorem 1.4 and more:
Theorem 4.1. Let X be a locally irreducible complex space, S a torsion-free
coherent analytic sheaf on X and π : Y → X a proper modification of X.
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(i) Then the canonical homomorphisms S → π∗(π
∗S ) and S → π∗(π
TS )
both are injective, where πTS is the torsion-free preimage sheaf of S
under π.
(ii) If the linear space L(S ) associated to S is locally irreducible and L(π∗S )
is reduced, then π∗(π
∗S )→ π∗(π
TS ) is injective.
(iii) If the linear space L(S ) is normal, then
S ∼= π∗(π
TS ).
Proof: We can assume that X is connected. Let S denote the linear space
associated to S , A ⊂ Y the set where π is not biholomorphic and Ac the
complement. S∗ = Y×XS is the linear space associated to S ∗ := π∗S . Let
pr : S∗ → S denote the projection, let E be the linear space associated to
E := πTS , let U be an open Stein set in X , and let V := π−1(U). The
construction of the linear spaces implies
Hom(SU , U×C) ∼= S (U),
Hom(S∗V , V×C)
∼= π∗S (V ) =
(
π∗(π
∗S )
)
(U) and
Hom(EV , V×C) ∼= E (V ) = (π∗E )(U).
Let N be an integer big enough, so that SU can be realized as a subset of
U×CN . We obtain closed embeddings EV ⊂ S
∗
V ⊂ V×C
N , and (q, z) is in
S∗V if and only if (π(q), z) ∈ S. Since obviously pr(EAc) = Spi(Ac) and proper
holomorphic images of irreducible sets are irreducible, we obtain (cf. (3.1))
pr(PC(EV )) = PC(SU). (4.1)
(i) S →֒ π∗(π∗S ) and S →֒ π∗(πTS ): This follows from Lemma 3.19.
(ii) Assume S is locally irreducible and S∗ is reduced. To prove that the
natural map given by the restriction Hom(S∗V , V×C) → Hom(EV , V×C) is
injective, we apply pr(PC(EV )) = SU (use (4.1) and that S is irreducible):
Let s ∈ Hom(S∗V , V×C) with s|E = 0, i. e., s|PC(E) = 0. Let s(q, z) =
(q, f(q, z)) ∈ Hom(S∗V , V×C) be not the zero section, i. e., there is a point
(q′, z0) ∈ S
∗ with f(q′, z0) 6= 0. There is a q
′′ ∈ π−1(π(q′)) such that (q′′, z0) ∈
E. Since π−1(π(q′))×{z0} is a compact analytic set in S
∗
V , we get f(q
′, z0) =
f(q′′, z0), i. e., f |E 6= 0 and s|E 6= 0.
(iii) Assume that S is normal. Fix a section s(q, z)=(q, f(q, z)) ∈ Hom(EV ,
V×C). Since pr : PC(EV ) → PC(SU) = SU is a proper modification (surjec-
tivity is (4.1)), the map f˜ := f ◦ pr−1 : SU → C is a bounded meromorphic
function, i. e., it is weakly holomorphic. Since SU is normal, f˜ is holomor-
phic. Obviously, it is linear in the second argument. Hence, pr−1 gives a map
(pr−1)∗ : Hom(EV , V×C) → Hom(SU , U×C), s 7→ s˜ with s˜(p, z) = (p, f˜(p, z)).
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Since f ◦ pr−1 = f˜ = 0 implies f = 0, this map is injective. It is now
easy to see that (pr−1)∗ : π∗π
TS →֒ S is the inverse to the natural mapping
S →֒ π∗πTS . 
Remark 4.2. Without the additional assumption about normality, the natural
map S →֒ π∗πTS is not necessarily bijective. The following counter-example
is derived from one due to Mircea Mustat¸a˘.
Let S = (x3, y3) be the ideal sheaf on C2x,y generated by the functions x
3 and
y3, and let π : M → C2 be the blow up of the origin, i. e.,
M = {(x, y; [t1 : t2]) ∈ C
2×CP1 : xt2 = yt1}.
Then
S = L(S ) = {(x, y; z1, z2) ∈ C
2×C2 : z2x
3 = z1y
3},
and sections in S correspond to sections in Hom(S,C2×C) via the assignment
x3 7→ [(x, y; z1, z2) 7→ z1], y
3 7→ [(x, y; z1, z2) 7→ z2]. Now,
S∗ = L(π∗S ) = {(x, y; [t1 : t2]; z1, z2) ∈ C
2×CP1×C2 : xt2 = yt1, z2x
3 = z1y
3},
E =L(πTS )= {(x, y; [t1 : t2]; z1, z2) ∈ C
2×CP1×C2 : xt2 = yt1, z2t
3
1 = z1t
3
2}.
Thus, S∗ = E ∪ T with
T = {(x, y; [t2 : t2]; z1, z2) ∈ C
2×CP1×C2 : x = y = 0}.
In Hom(E,M×C), we have now also the section
{
( t2t1z1 : t1 6= 0); (
t21
t2
2
z2 : t2 6= 0)
}
,
corresponding to x2y in πTS , and the section
{
( t
2
2
t2
1
z1 : t1 6= 0); ( t1t2 z2 : t2 6= 0)
}
,
corresponding to xy2, but these two do not extend to S∗ = E ∪ T because
there is no relation between z1 and z2 on T . In Hom(S
∗,M×C), however, we
have the section {
(y t2t1z1 : t1 6= 0); (y
t21
t2
2
z2 : t2 6= 0)
}
,
corresponding to x2y2 in π∗S . Moreover, it is easy to check that x, x2, y, y2,
xy are neither contained in π∗π
∗S nor in π∗πTS . Hence, we have:
S ( (x3, x2y2, y3) = π∗π
∗S ( (x3, x2y, xy2, y3) = π∗π
TS .
Let us present a counter-example for (ii) in Theorem 4.1 if S is not irreducible:
Let X = {x3 = y2} ⊂ C2 be the cusp, π : C → X , π(t) := (t2, t3) the
normalization and let ÔX denote the sheaf of weakly holomorphic functions
on X . Then one can compute that π∗π
∗ÔX has torsion elements with support
in 0. Yet, π∗π
T ÔX = π∗OC = ÔX is torsion-free. Hence, there can not exist
an injective morphism π∗π
∗ÔX → π∗π
T ÔX .
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Remark 4.3. In order to get the isomorphism S = π∗π
TS , normality is a
natural assumption. For example, if E is locally free, we obtain π∗π∗E ∼= E if
and only if π∗OY ∼= OX .
5. Torsion-free preimages of direct image sheaves
Lemma 5.1. Let π : Y → X be a proper modification between complex spaces
Y , X, and E a torsion-free coherent analytic sheaf on Y . Then the canonical
homomorphism π∗π∗E → E induces a canonical injection
πTπ∗E →֒ E , (5.1)
where πTπ∗E = π∗π∗E /T (π∗π∗E ) is the torsion-free preimage of π∗E .
The following proof was communicated to us by Matei Toma. Alternatively,
Lemma 5.1 follows also from Lemma 3.19.
Proof: Let T denote the torsion sheaf of π∗π∗E , and let ψ : π∗π∗E → E denote
the natural map. Since E is torsion-free, ψ(T ) = 0 and, hence, ψ factors
through ψ̂ : πTπ∗E → E . Since ψ is an isomorphism outside of a thin analytic
set A ⊂ X , an element in the kernel of ψ has support in A. Therefore, the
kernel is a subset of T , i. e., ψ̂ is injective. 
Remark 5.2. Let us give a counter-example showing that (5.1) is in general
not an isomorphism. Consider a modification π : M → Cn where M is a
complex manifold with canonical sheaves ΩnM and Ω
n
Cn
∼= OCn . Then π∗Ω
n
M =
ΩnCn
∼= OCn so that π
Tπ∗Ω
n
M
∼= πTOCn ∼= OM . But OM 6=Ω
n
M in general.
However, we can be a bit more precise in Lemma 5.1 by use of the following
observation if E is locally free of rank 1:
Lemma 5.3. Let X be a complex space and i : F →֒ G an injective morphism
between two coherent locally free sheaves of rank 1 over X. Then there exists
an effective Cartier divisor, D ≥ 0, such that
i(F ) = G ⊗OX(−D).
In particular, i is an isomorphism precisely on X − |D|.
Proof: Let {Xα}α be a locally finite open cover of X such that both, F and
G , are free over each Xα. So, there are trivializations
φα : F |Xα
∼
−→ OXα,
ψα : G |Xα
∼
−→ OXα,
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and for Xαβ := Xα ∩Xβ 6= ∅, we have transition functions Fβα := φβ ◦ φ
−1
α ∈
O∗(Xαβ) and Gβα := ψβ ◦ψ
−1
α ∈ O
∗(Xαβ) satisfying the cocycle conditions. In
trivializations
ψα ◦ i|Xα ◦ φ
−1
α : OXα → OXα
is given by a holomorphic function iα ∈ O(Xα), vanishing nowhere identically,
with (unreduced) divisor (iα). It is easy to see that Gβα · iα = iβ · Fβα on Xαβ,
so that iα/iβ = Fβα/Gβα ∈ O
∗(Xαβ). Thus D := {(Xα, iα)}α defines in fact
an effective Cartier divisor with support |D|.
To see that i(F ) = G⊗OX(−D), note that G⊗OX(−D) is a coherent subsheaf
of G because OX(−D) is a sheaf of ideals in OX , and that

ψα ⊗ 1: G ⊗OX(−D)|Xα
∼
−→ OXα ⊗OXα(−(iα)).
So, we can deduce the following direct consequence of Lemma 5.1:
Theorem 5.4. Let π : Y → X be a proper modification of X, E a locally free
analytic sheaf of rank 1 on Y and assume that πTπ∗E is also locally free. Then
there exists an effective Cartier divisor D on Y such the following holds: The
canonical homomorphism π∗π∗E → E induces a canonical injection
i : πTπ∗E →֒ E
and
i(πTπ∗E ) = E ⊗OY (−D).
In particular, i is an isomorphism precisely on Y − |D|, and |D| is contained
in the exceptional set of π.
6. πT preserves injectivity and surjectivity
In this section, we consider properties of πT as functor and use them to prove
Theorem 1.2.
Lemma 6.1. Let π : Y → X be a proper modification of a complex space X
such that Y is locally irreducible. Let
ψ : F → G
be a morphism of coherent analytic sheaves. If ψ is an epimorphism, then the
induced mapping
πTψ : πTF → πTG
is also an epimorphism. If ψ is a monomorphism, then πTψ is also a monomor-
phism.
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Proof: Let ψ be an epimorphism, i. e., surjective. Recall that π∗ is right-exact.
So, π∗ψ : π∗F → π∗G is still surjective. But then it is easy to see that the
induced mapping πTψ : πTF → πTG is also surjective.
For the second statement, let ψ be injective. Let fx ∈ (π
TF )x such that
πTψ(fx) = 0. This means that there is an open set U ⊂ Y and a representative
f ∈ πTF (U) such that πTψ(f) = 0. But πTψ is injective on a dense open
subset W ⊂ X . Thus, f = 0 on U ∩W , i. e., f has support on a thin set. But
πTF is torsion-free. So, fx = 0 and f = 0. 
Note that πT is not exact. A simple counter-example is as follows. Let m be the
maximal ideal sheaf of the origin in C2. Then 0→ m →֒ OC2 → OC2/m→ 0 is
exact. Let π be just the identity on C2. So, we have πTm = m, πTOC2 = OC2
and πT
(
OC2/m
)
= 0. The resulting sequence 0→ m →֒ OC2 → 0 is clearly not
exact.
Proof of Theorem 1.2: Let π : Y → X be a proper modification between locally
irreducible complex spaces. Let F and G be coherent analytic sheaves on X
and Y , respectively.
(i) The case F = π∗G : By Theorem 4.1 (i), the natural map F → π∗πTF
is injective. Moreover, Lemma 5.1 yields injectivity of the natural map
πTF = πTπ∗G → G .
Since π∗ is left-exact, we obtain the second natural injection
π∗π
TF →֒ π∗G = F .
(ii) The case G = πTF : As above, Lemma 5.1 gives πTπ∗G →֒ G . By
Theorem 4.1 (i) we have also the natural injection
F →֒ π∗π
TF = π∗G .
But πT preserves injectivity (Lemma 6.1) so that we obtain the injection

G = πTF →֒ πTπ∗G .
7. Application to ideal sheaves
In this section, we discuss the application of Theorem 1.2 to reduced ideal
sheaves. As a preparation, note the following:
Lemma 7.1. Let π : Y → X be a holomorphic mapping between complex spaces
Y , X. Then π∗OX = OY .
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Proof: As π−1OX ⊂ OY , we have that π
∗OX = π
−1OX ⊗pi−1OX OY = OY ,
because π−1OX contains (the germ of) the function 1 at any point of Y . 
Coming to ideal sheaves, let us start with the following observation:
Lemma 7.2. Let X be a locally irreducible complex space and A ⊂ X an
(unreduced) analytic subspace with ideal sheaf JA. Let π : Y → X be a proper
modification and B := π−1(A) the unreduced analytic preimage with ideal sheaf
JB. Then:
πTJA = JB.
Proof: Consider the short exact sequence of sheaves over X :
0→ JA
α
−→ OX −→ OX/JA → 0.
By right-exactness of π∗, we deduce the exact sequence
π∗JA
pi∗α
−→ π∗OX −→ π
∗
(
OX/JA
)
→ 0.
Now, we use Lemma 7.1 twice: π∗OX = OY and π|
∗
BOA = OB (which implies
that π∗(OX/JA) = OY /JB using the definition of the analytic preimage, see
e. g. Prop. 0.27 in [Fis76]). As OY is torsion-free, it is clear that
T (π∗JA) ⊂ Ker π
∗α. (7.1)
Consider πTα : πTJA → πTOX = π∗OX = OY . By (7.1), it follows that
Im (π∗α) = Im (πTα), and Lemma 6.1 tells us that πTα is injective. So, we
obtain the short exact sequence
0→ πTJA
piTα
−→ OY −→ OY /JB → 0,
telling us that in fact πTJA = JB. 
It is clear that JA (and π
TJA = JB) are torsion-free, and so we obtain from
Theorem 1.2 (ii) that:
JB ∼= π
Tπ∗JB. (7.2)
Under some additional assumptions, we have also:
Lemma 7.3. Let X be a normal complex space, and let A be a locally complete
intersection or a normal analytic set in X with (reduced) ideal sheaf JA. Let
σ : X˜ → X denote the blow up of X with center A, i.e. the monoidal transfor-
mation with respect to JA, and let JB be the (reduced) ideal sheaf associated
to the reduced exceptional set B := σ−1(A). Then:
JA ∼= σ∗JB. (7.3)
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Proof: The statement is local with respect to X , so we can assume that A is
the zero-set of reduced holomorphic functions f0, ..., fm. (JA)p is generated
by the germs f0,p, .., fm,p, and X˜ ⊂ X×CP
m (see e. g. § 2.5 in [Rie71] for the
monoidal transformation of ideal sheaves). We show that
OA ∼= σ∗OB.
(I) A is a complete intersection, i. e., m + 1 = codimA: This implies B =
A×CPm. For all open subsets U ⊂ A, we obtain
OA(U) ∼= OA×CPm(U×CP
m) = OB(σ
−1(U)).
(II) A is normal: In this case, B is an analytic subset of A×CPm, and by the
surjectivity σ(B) = A, we get the injection OA ∼= σ∗OA×CPm →֒ σ∗OB. On the
other hand, a section in OB(σ
−1(U)) gives a weakly holomorphic function on
A: With part (I) applied on the regular part Areg of A, we get a holomorphic
function on Areg which is bounded in points of Asing. Since we assumed A to
be normal, we get σ∗OB ∼= ÔA ∼= OA.
Thus, OA ∼= σ∗OB as desired. In other words: OX/JA ∼= σ∗(OX˜/JB). We
obtain the exact commutative diagram:
0 // σ∗JB // σ∗OX˜
//
≀
σ∗(OX˜/JB)
≀
0 // JA // OX // OX/JA // 0.
It follows that in fact σ∗JB ∼= JA. 
In the situation of Lemma 7.3, we can now apply Theorem 1.2 (i) to JA ∼=
σ∗JB and obtain:
JA ∼= σ∗σ
TJA. (7.4)
8. Holomorphic n-forms on singular spaces
As a consequence of Theorem 1.2 and Theorem 5.4, we get also the following
application to holomorphic n-forms:
Theorem 8.1. Let X be a complex space of pure dimension n and KX the
Grauert-Riemenschneider canonical sheaf on X. Then there exist a resolution
of singularities π : M → X and an effective divisor, D ≥ 0, with support on
the exceptional set of the resolution such that
πTKX ∼= Ω
n
M (−D) = Ω
n
M ⊗OM(−D), (8.1)
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where ΩnM is the canonical sheaf of holomorphic n-forms on M , and (8.1) is
induced by the natural mapping π∗KX = π∗π∗ΩnM → Ω
n
M . Moreover, we get
π∗Ω
n
M = KX
∼= π∗Ω
n
M (−D).
Proof: Let π : M → X be a resolution of singularities such that πTKX is
locally free. Such a resolution exists due to Rossi and Hironaka (apply first
Rossi’s Theorem 2.3 and then Hironaka’s resolution of singularities). Recall
that KX = π∗ΩnM by definition of the Grauert-Riemenschneider canonical sheaf.
So, the assertion follows directly from Theorem 5.4 and Theorem 1.2. 
The following observation is also useful:
Lemma 8.2. Let F , G be torsion-free coherent analytic sheaves on a locally
irreducible complex space X and let π : Y → X be a proper modification of X
such that πTG is locally free. Then
πT
(
F ⊗ G
)
= πTF ⊗ πTG
and there is a natural injection
F ⊗ G →֒ π∗
(
πTF ⊗ πTG
)
.
Proof: Note that Y is also locally irreducible. Consider the two natural surjec-
tions π∗F → πTF and π∗G → πTG . These yield a natural surjection
π∗(F ⊗ G ) = π∗F ⊗ π∗G −→ πTF ⊗ πTG
which is an isomorphism on an open dense subset of Y . Since the tensor
product of a torsion-free and a locally free sheaf is torsion-free,3 we obtain by
use of Lemma 3.19 a natural isomorphism
πT
(
F ⊗ G
)
=
π∗(F ⊗ G )
T
(
π∗(F ⊗ G )
) ∼−→ πTF ⊗ πTG . (8.2)
The second statement follows by taking the direct image of (8.2) under π and
Theorem 4.1 (i). 
This lemma and the projection formula gives directly the following corollary
of Theorem 8.1.
Theorem 8.3. Let X be a complex space of pure dimension n, KX the Grauert-
Riemenschneider canonical sheaf on X and F a torsion-free coherent analytic
sheaf on X. Then there exists a resolution of singularities π : M → X and an
effective divisor, D ≥ 0, with support on the exceptional set of the resolution
such that
πT (F ⊗KX) ∼= π
TF ⊗ ΩnM(−D).
3The tensor product of two torsion-free sheaves need not be torsion-free. E. g., let I be the
ideal sheaf generated of (z2, zw) on C2z,w and J be the ideal sheaf generated by (w
2, zw).
Then z2⊗w2−zw⊗zw ∈ I⊗J is not zero; yet, z·(z2⊗w2−zw⊗zw) = z3⊗w2−z2⊗zw2 = 0.
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If F is locally free, then
π∗(π
∗F ⊗ ΩnM)
∼= F ⊗KX ∼= π∗ (π
∗F ⊗ ΩnM (−D)) .
9. Non-analytic preimages and direct images
In this section, we will finally study non-analytic preimages of direct image
sheaves and vice versa. For our purpose, the following definition is useful:
Definition 9.1. Let F be a sheaf on a complex space X . We say that F
satisfies the property (id) if the following holds: For any irreducible open set
W ⊂ X and sections s, t ∈ F (W ), the equality s = t on a non-empty open
subset of W implies that s = t on W .
Property (id) means that the identity theorem generalizes to sections of F .
Actually, the identity theorem for irreducible complex spaces (cf. e. g. § 1.3
in [GR84, Chap. 9]) implies that the structure sheaf OX of a complex space
satisfies (id). Moreover, we have:
Lemma 9.2. Let X be a locally irreducible complex space. Then a coherent
analytic sheaf F on X satisfies the property (id) if and only if it is torsion-free.
Proof: Let F be a torsion-free coherent sheaf on X and F := L(F ) the asso-
ciated linear space. Then, by Remark 3.1, a section of F is uniquely defined
by it values on the locally irreducible primary component E := PC(F ) of F .
I. e., for W ⊂ X and s, t ∈ F (W ) = Hom(FW ,W×C), s|E = t|E is equivalent
to s = t. So, the desired property follows by the identity theorem applied to
E.
Conversely, it is clear that sheaves with torsion on a locally irreducible space
do not satisfy (id). 
For non-coherent sheaves, the equivalence of Lemma 9.2 does not hold in gen-
eral: The sheaf C of continuous functions on an irreducible complex space X
is torsion-free as OX -module sheaf, but it does not satisfy (id).
The property (id) is useful in the context of non-analytic preimages:
Lemma 9.3. Let π : Y → X be a proper modification of a locally irreducible
complex space X, and F a sheaf on X satisfying (id). Then for U ⊂ Y open:
π−1F (U) = lim
−→
V⊃pi(U)
F (V ), (9.1)
where the limit runs over the open neighborhoods of π(U).
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Proof: As X is locally irreducible, we can assume that X and Y are connected.
Recall that π−1F is the sheaf associated to the presheaf
U 7→ F (U) := lim
−→
V⊃pi(U)
F (V )
where U ⊂ Y is open and the limit runs over the open neighborhoods of π(U).
We have to show that the presheaf F is canonical (i. e., it is already a sheaf).
(i) Existence/Gluing-axiom: Let U ⊂ Y be covered by open sets Ui, i ∈ I,
and let si ∈ F (Ui) satisfy si = sj on Uij := Ui ∩ Uj . By definition of the
inductive limit, si ∈ F (Ui) means there are an open set Vi ⊃ π(Ui) and a
section fi ∈ F (Vi) with si = [fi] (si is represented by fi). A priori, we just get
fi = fj on π(Uij)⊂Vij, where Vij = Vi ∩ Vj. Without loss of generality, we can
assume that each connected component of Vij contains an open subset of π(Uij)
(π is a modification). So, (id) for F implies that fi = fj on Vij. As F is a
sheaf, there is a section f ∈ F (V ) with f |Vi = fi, where V :=
⋃
i∈I Vi ⊃ π(U).
f represents an s ∈ F (U) with s|Ui = si.
(ii) Uniqueness-axiom: Let U ⊂ Y be a connected open set, covered by open
sets Ui, i ∈ I, and let s, t ∈ F (U) satisfy s = t on Ui for all i ∈ I. By definition
of the inductive limit, there are a connected open set V ⊃ π(U) and sections
f, g ∈ F (V ) with s = [f ] and t = [g]. We get f = g on π(Ui). Since π(Ui)
contains an open subset of V , (id) implies that f = g on V . (We have not
directly used the uniqueness-axiom for F because it is contained in (id)). 
As a special case, we have:
Lemma 9.4. Let π : Y → X be a proper modification of a locally irreducible
complex space X, and G a sheaf on Y satisfying (id). Then for U ⊂ Y open:
π−1π∗G (U) = lim−→
V⊃pi(U)
G (π−1(V )), (9.2)
where the limit runs over the open neighborhoods of π(U), and the canonical
homomorphism π−1π∗G → G is injective so that π−1π∗G is a subsheaf of G .
Proof: As X is locally irreducible, we can assume that X and Y are connected.
Here, π−1π∗G is the sheaf associated to the presheaf
U 7→ F (U) := lim
−→
V⊃pi(U)
G (π−1(V ))
where U ⊂ Y is open and the limit runs over the open neighborhoods of π(U).
The canonical homomorphism π−1π∗G → G is then induced by the restrictions
G (π−1(V ))→ G (U).
By Lemma 9.3, F is canonical, i. e., (9.2) holds. It is now easy to see that the
canonical homomorphism ψ : π−1π∗G → G is injective. Let sx ∈
(
π−1π∗G
)
x
.
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Then (9.2) implies that sx is represented by a section s ∈ G (U), where U is an
open neighborhood of Kx := π
−1(π(x)). But our assumptions yield that Kx is
connected, and so we can assume that U is a connected neighborhood of Kx.
Assume that ψ(sx) = 0. This means that s is vanishing on a neighborhood of
the point x. But then s = 0 as U is connected (and G satisfies (id)). 
Lemma 9.4 allows for the following interpretation of π−1π∗G : The sections of
π−1π∗G are the sections of G which extend along fibers of the modification π.
This is of particular interest for the choices G = OM or G = Ω
n
M when π : M →
X is a resolution of singularities, giving the useful injections π−1π∗OM →֒ OM
and π−1π∗Ω
n
M →֒ Ω
n
M , respectively.
For the direct image of a non-analytic inverse image sheaf, Lemma 9.3 implies
(π∗π
−1F )(U) = (π−1F )(π−1(U)) = lim
−→
V⊃U
F (V ) = F (U),
i. e., we obtain:
Corollary 9.5. Let π : Y → X be a proper modification of a locally irreducible
complex space X, and F a sheaf on X satisfying (id). Then
π∗π
−1F = F .
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