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Resumen—En este trabajo presentamos un resumen de los
principales me´todos utilizados para la generacio´n de primos
con particular e´nfasis en las optimizaciones desarrolladas para
dispositivos mo´viles, que suelen disponer de prestaciones com-
putacionales limitadas. Se presentan, adema´s, los resultados de
una implementacio´n en Maple del me´todo que consideramos
ma´s optimizado junto con resultados experimentales de su
rendimiento.
I. INTRODUCCIO´N
En los u´ltimos an˜os hemos asistido a una expansio´n sin
precedentes en el uso de la criptografı´a de clave pu´blica,
incluso en el a´mbito de las relaciones institucionales, como
es el caso del DNI electro´nico y del pasaporte electro´nico.
Estos documentos y otros muchos necesitan utilizar nu´meros
primos (generalmente de gran taman˜o) como elementos ba´si-
cos para generar las claves o para otros estadios del protocolo
criptogra´fico. Resulta, pues, de intere´s revisar el estado del
arte en lo que se refiere a los me´todos para generar primos.
Es tambie´n un hecho notable la enorme difusio´n que han
conseguido dispositivos mo´viles o porta´tiles, pequen˜os pero
dotados de recursos computacionales ma´s o menos amplios,
segu´n los casos. Desde tele´fonos mo´viles o PDAs, con alta
capacidad de co´mputo y de memoria, hasta tarjetas inteli-
gentes, generalmente mucho ma´s modestas en uno y otro
recursos, todos ellos son ejemplos de sistemas en donde encon-
tramos con frecuencia capacidades criptogra´ficas. Es necesario
disen˜ar algoritmos de generacio´n de primos apropiados a
estos dispositivos, en cuanto a demanda de computacio´n y
de almacenamiento.
En este trabajo presentamos un resumen de los principales
me´todos utilizados para la generacio´n de primos, en dos
aplicaciones muy populares, GnuPG y OpenSSL, y en dis-
positivos mo´viles con prestaciones computacionales limitadas.
Incluimos, adema´s, resultados experimentales.
El trabajo se estructura ası´. La seccio´n II repasa los al-
goritmos de primalidad deterministas y probabilı´sticos, con
especial e´nfasis en el algoritmo de Miller-Rabin. Las secciones
III y IV presentan y analizan datos experimentales sobre
la generacio´n de primos en dos a´mbitos diferenciados. Por
un lado se consideran las aplicaciones GnuPG y OpenSSL,
sobre plataformas esta´ndar; y por otro, se estudia el algoritmo
de Joye-Paillier sobre plataformas mo´viles. Finalmente, las
conclusiones se presentan en la seccio´n V.
II. ALGORITMOS DE DETECCIO´N DE PRIMALIDAD
Es sabido que decidir sobre la primalidad de un nu´mero
es una tarea mucho ma´s sencilla que factorizarlo, aunque
los me´todos de comprobacio´n de primalidad implican gran
carga computacional. Ordinariamente se basan en comprobar
el cumplimiento, por parte del candidato a primo, de ciertas
condiciones, cuya verificacio´n implica su primalidad. Con
frecuencia se recurre a me´todos que exigen comprobaciones
menos costosas, pero que, por contra, no dan con toda segu-
ridad una respuesta correcta, es decir, pueden declarar que un
nu´mero es primo cuando en realidad es compuesto.
Ası´ pues, se llama test de primalidad (resp. test de composi-
cio´n) a un algoritmo que determina que un candidato es primo
(resp. compuesto). Un test de primalidad decide con total
seguridad acerca de la primalidad del candidato. Sin embargo,
el test de composicio´n so´lo es capaz de determinar con toda
seguridad que el candidato es compuesto. Por esta razo´n,
a los primeros se les an˜ade el calificativo de deterministas,
mientras que los segundos se denominan tests de primalidad
probabilı´sticos.
II-A. Algoritmos deterministas
El trabajo de Agrawal et al. ([1]) establecio´ que determinar
la primalidad de un nu´mero admite un algoritmo de primalidad
determinista de tiempo polino´mico, es decir, el problema de
la primalidad es de tipo P. Sin embargo, el intere´s de este










aceptando ciertas conjeturas habituales.
La notacio´n ˜O(x) significa O(x ·pol(logx)), donde pol(x) es
un polinomio en x.
Este algoritmo fue ra´pidamente mejorado por otros autores,





para aquellos nu´meros primos n para los cuales
n2 − 1 es divisible por una potencia de 2 cercana a (lnn)2.
Cheng ([3], [4]) extendio´ ese resultado a una clase ma´s amplia
de nu´meros primos n, aquellos tales que n−1 es divisible por
un primo e' (logn)2. Bernstein ([5]) generaliza el resultado a
valores e' (logn)2 que dividan a nd −1, con d ∈ no(1) (en la
pra´ctica, lo interesante es el caso d = 1). Independientemente,
Avanzi y Mihailescu en [6] generalizaron totalmente el valor e.
Todos ellos son algoritmos de tipo aleatorio que proporcionan





Aunque obtener estos resultados ha supuesto un notable
esfuerzo, el tiempo de computacio´n de tales algoritmos los
descarta de un uso pra´ctico y hay que recurrir a los algoritmos
probabilı´sticos.
II-B. Algoritmos probabilı´sticos: test de Miller-Rabin
El test de Miller-Rabin es el algoritmo universalmente
utilizado para producir los llamados ((primos industriales)).
Este algoritmo cae en la categorı´a de test de composicio´n, por
lo que existe una probabilidad no nula de que el algoritmo
califique de ((no compuesto)) un nu´mero que realmente lo es.
Sin embargo, el test permite reducir esa probabilidad a un valor
tan pequen˜o como se desee con una eficiencia computacional
alta.
El teorema de Fermat es la base de e´ste y de otros algoritmos
probabilı´sticos de comprobacio´n de primalidad y afirma que
si n es primo y a es un entero tal que mcd(n,a) = 1, entonces
an−1 ≡ 1 (mo´d n). Si se desea comprobar la primalidad de
n y se encuentra una base prima con n en que el teorema de
Fermat no se verifica, se puede asegurar que n es compuesto.
Ahora bien, la recı´proca no es cierta: aunque todas las posibles
bases verifiquen el teorema, eso no garantiza que el nu´mero n
sea primo. A pesar de ello, el test de Fermat en sı´ mismo es
extraordinariamente u´til por varias razones:
1. La condicio´n del teorema es so´lo necesaria, pero el
nu´mero de excepciones (pseudoprimos) es muy bajo.
2. Desde el punto de vista computacional depende casi
totalmente de la exponenciacio´n modular.
Los nu´meros n que satisfacen la congruencia an−1 ≡ 1
(mo´d n) para toda base a ∈ [2,n−1] tal que mcd(a,n) = 1 se
conocen como nu´meros de Carmichael. Por desgracia, existen
infinitos de ellos (ver [7]), pero esto no impide seguir usando
el teorema de Fermat como se vera´ ahora.
Si n un nu´mero entero impar positivo y a otro entero,
se escribe n− 1 = 2sq, con q otro entero impar. En estas
condiciones, se dice que n es un pseudoprimo robusto en la
base a si o bien aq ≡ 1 (mo´d n) o bien existe un e tal que
0 ≤ e < s y a2eq ≡−1 (mo´d n).
Observacio´n 1: Si p es un primo impar, es fa´cil ver que
tambie´n p es un pseudoprimo robusto en cualquier base a tal
que mcd(a, p) = 1. Recı´procamente, se puede probar (ve´ase,
por ejemplo, [8]) que si p no es primo, existen menos de
p/4 bases a tales que 1 < a < p para las cuales p es un
pseudoprimo robusto en la base a.
Suponiendo que las probabilidades son independientes, es
claro que si un candidato resulta pseudoprimo robusto para t
bases aleatorias, la probabilidad de que sea realmente primo
sera´1 1−2−2t . Con esto, Miller ([10]) y Rabin ([11]) desarro-
1Esta probabilidad es demasiado pesimista, al no tener en cuenta la distri-
bucio´n de los primos. Puede verse un ana´lisis ma´s detallado en [9, §§4.48,
4.49], que proporciona valores adecuados para el para´metro de seguridad de
acuerdo a la probabilidad deseada. En dicho ana´lisis se demuestra tambie´n que
el para´metro depende adema´s de la longitud en bits del candidato analizado.
ENTRADA: n ∈ Z, para´metro de seguridad t ∈ N.
SALIDA: n es compuesto o primo probable
con probabilidad 1−2−2t .
1. [Inicializacio´n]
Se eligen s, q ∈ Z tales que n−1 = 2sq, q impar.
2. [Lazo]
while (t > 0)
{ Elegimos un entero a ∈ [2,n−1] aleatoriamente.
b = aq (mo´d n);
if (b == 1 o bien b == n−1) goto seguir;
for ( j ∈ [1,s−1])
{ b = b2 (mo´d n);
if (b == n−1) goto seguir;
if (b == 1) return “n es compuesto”;
}




return “n es primo con probabilidad 1−2−2t”;
Figura 1. Algoritmo de Miller-Rabin
llaron el test que lleva su nombre y podemos enunciar como
sigue.
Algoritmo 2: Dados n∈Z, candidato a comprobar, y t ∈N,
para´metro de seguridad, este algoritmo determina si n es primo
con una probabilidad de acierto de 1− 2−2t . El algoritmo
esta´ descrito en la figura 1.
Es importante ahora tratar del tiempo de ejecucio´n de este
algoritmo, por estar en el corazo´n de los generadores de primos
utilizados en la pra´ctica. De la observacio´n del algoritmo,
en la figura 1 queda claro que el tiempo de ejecucio´n viene
dominado por el necesario para llevar a cabo la operacio´n
de exponenciacio´n modular. Existen muchos algoritmos para
la exponenciacio´n (ve´anse, por ejemplo, [12, §1.2], [13, Cap.
9], [14, §9.3]) que requieren ordinariamente O(logn) multi-
plicaciones en el grupo. Por tanto es fundamental tratar de
elegir el me´todo de multiplicar que minimice el tiempo de
computacio´n.





operaciones ba´sicas, entendiendo por tales las que
involucran dı´gitos de un taman˜o ma´ximo, digamos B, en bits.
Existen otros me´todos, sin embargo, que permiten reducir este
nu´mero.
1. Me´todo de Karatsuba ([15]). Divide los nu´meros a
multiplicar en dos partes ma´s pequen˜as, reduciendo 4
multiplicaciones a 3. Ası´, el nu´mero de operaciones




2. Me´todo de Toom-Cook ([14, §9.5]). Divide los nu´meros
a multiplicar en k partes ma´s pequen˜as (si k = 2, se
convierte en Karatsuba). Cuando, por ejemplo, k = 3, el
nu´mero de multiplicaciones pasa de 9 a 5, con lo que el









3. Me´todos que involucran transformadas de Fourier, como
el de Scho¨nhage y Strassen ([16]) que necesita un
nu´mero de operaciones de O
(
n logn log2 n
)
.
Todos los me´todos citados necesitan realizar aparte las re-
ducciones modulares, lo que implica costosas divisiones. Ello
se evita usando la reduccio´n de Montgomery ([17], [18]), un
ingenioso me´todo de realizar la reduccio´n modular, que evita
las divisiones. Este me´todo resulta de mucho intere´s para los
dispositivos mo´viles por su economı´a, pero ha sido objeto de
intensos ataques de canal lateral como el timing attack (ve´ase,
por ejemplo, [19]). Se concluye con la siguiente
Proposicio´n 3: El tiempo de ejecucio´n esperado para el





El valor de ε depende del me´todo de multiplicacio´n empleado.
III. GENERADORES EN GNUPG Y OPENSSL
En esta seccio´n estudiamos los generadores utilizados en
dos importantes aplicaciones del mundo del software abierto:
GnuPG y OpenSSL. Hemos elegido estas dos aplicaciones por
acogerse a las licencias de tipo GNU General Public License.
GnuPG es la implementacio´n hecha por GNU de OpenPGP,
tal como esta´ definido en el RFC4880. Entre las operaciones
soportadas esta´, naturalmente, la generacio´n de claves, que
necesita como base una primitiva de generacio´n de nu´meros
primos. Obviamente, los algoritmos usados para la generacio´n
impactan en la calidad de los primos generados y, por tanto,
en la seguridad ba´sica del sistema.
OpenSSL es un proyecto para desarrollar en co´digo abierto
una implementacio´n de los esta´ndares Secure Sockets Layer
(SSL) y Transport Layer Security (TLS), que constituyen la
base ma´s usada actualmente para la comunicacio´n segura a
trave´s de internet. Protocolos como https, para navegacio´n
web con autenticacio´n y cifrado, aplicaciones como ssh para
comunicacio´n serie (terminal serie) cifrada y autenticada, son
clientes de tales esta´ndares. Tambie´n es interesante en este
caso estudiar y cualificar la calidad de las primitivas de
generacio´n de primos, base para la generacio´n de las claves.
III-A. Generacio´n en GnuPG
GnuPG usa GMP, GNU Multiple Precision Arithmetic Li-
brary ([20]) como biblioteca de multiprecisio´n2, modificada
ligeramente en cuanto al modo de almacenar los datos.
La generacio´n de nu´meros primos esta´ centralizada en una
sola funcio´n denominada gen_prime y contenida en el fichero
cipher/primegen.c de la distribucio´n.
El proceso de generacio´n implica dos fases: la generacio´n
de un nu´mero aleatorio candidato y la comprobacio´n de pri-
malidad mediante tests sucesivamente ma´s fiables y costosos
computacionalmente. En todo el proceso, se utiliza una lista
esta´tica de nu´meros primos hasta e incluyendo 4999, que se
prepara antes de comenzar el proceso.
2Las bibliotecas de multiprecisio´n recogen rutinas que permiten utilizar
datos de precisio´n arbitraria (por ejemplo, enteros de taman˜o arbitrariamente
grande, o nu´meros de coma flotante con precisio´n arbitrariamente pequen˜a)
para lenguajes de programacio´n esta´ndar, como C o C++. En particular, GMP
es una biblioteca de co´digo abierto, avalada por una amplı´sima base instalada.
1. Fase de generacio´n del candidato:
a) Genera un nu´mero aleatorio. Para ello utiliza los re-
cursos del sistema operativo; en particular, para los
sistemas tipo Unix/Linux, el dispositivo urandom.
b) Asegura que los bits ma´s y menos significativos
sean ‘1’. Ası´ garantiza un determinado nu´mero de
bits y que el candidato es impar.
2. Fase de comprobacio´n de primalidad:
a) Realiza un test de divisiones sobre la tabla de
primos bajos.
b) Realiza un test de Fermat.
c) Realiza un test de Miller-Rabin, con un para´metro
de seguridad fijado en 5 para todos los candidatos.
Si en alguno de los tests de la fase 2 el candidato resulta ser
compuesto, se repiten los tests sobre el siguiente impar, hasta
probar un total de 10.000. Si todos los candidatos resultan
compuestos, se vuelve a la fase 1, se genera un nuevo nu´mero
aleatorio y se repite todo el proceso.
El algoritmo de exponenciacio´n usado es el cla´sico de
((potencia cuadrada y producto repetidos)) ([12, §1.2]) junto
con una reduccio´n por simple divisio´n con resto. La multipli-
cacio´n usa el me´todo de Karatsuba si resulta ma´s eficiente.
III-B. Generacio´n en OpenSSL
OpenSSL utiliza una biblioteca propia, incluida en el propio
paquete, como biblioteca de multiprecisio´n. Esta biblioteca se
denomina BIGNUM y esta´ escrita en lenguaje C.
En este caso, la generacio´n de primos esta´ centralizada en
la funcio´n BN_generate_prime_ex, contenida en el fichero
crypto/bn/bn_prime.c. Los clientes de esta funcio´n son,
por ejemplo, el generador de para´metros para intercambio de
claves de Diffie-Hellman, o la generacio´n de claves para RSA.
En este caso, tambie´n la generacio´n de primos comporta dos
fases: la generacio´n de un nu´mero aleatorio y la comprobacio´n
posterior mediante un algoritmo de primalidad.
1. Fase de generacio´n del candidato:
a) Genera un nu´mero aleatorio, utilizando funciones
de la propia biblioteca, basadas grosso modo en la
familia MD de funciones resumen (hash).
b) Dentro de la misma fase, comprueba tambie´n
que el nu´mero aleatorio ası´ generado no con-
tenga ningu´n factor comu´n con alguno de los
primos de una tabla de primos esta´ticamente ge-
nerada. Dicha tabla esta´ prefijada en el fichero
crypto/bn/bn_prime.h y alberga los 2048 pri-
meros primos, desde 2 hasta e incluyendo 17863.
2. Fase de comprobacio´n de primalidad:
a) Obtiene un para´metro de seguridad dependiente del
taman˜o del candidato, con el fin de garantizar una
probabilidad menor de 2−80 para cualquier nu´mero
de bits que tenga el candidato. Especı´ficamente, se
elige 3 para los candidatos de 1024 bits, 6 para los
de 512 bits y 12 para los de 256 bits (ve´ase [9,
Tabla 4.4]).
b) Se realiza un test de Miller-Rabin con el para´metro
de seguridad seleccionado en el punto anterior.
Como dato de intere´s, la biblioteca utiliza la exponenciacio´n de
Montgomery, implementada en la funcio´n BN_mod_exp_mont.
III-C. Resultados experimentales
En esta seccio´n presentamos los resultados experimentales
acerca de los tiempos de computacio´n y el nu´mero de llamadas
al algoritmo de primalidad que han sido necesarios para
obtener primos de diversas longitudes utilizando para ello los
generadores respectivos de GnuPG y de OpenSSL.
La metodologı´a de trabajo ha sido la misma para las me-
didas correspondientes a ambas aplicaciones. A continuacio´n,
resumimos los pasos dados para las mediciones.
1. Aislar las rutinas que generan los primos en cada apli-
cacio´n.
2. Crear un programa principal como envoltorio capaz de
generar un primo de la longitud deseada.
3. Armar una baterı´a de tests que generen 200 nu´meros
primos de longitudes desde 100 hasta 1000 bits, con
saltos de 100 bits, registrando en cada caso los datos de
tiempo de ejecucio´n y nu´mero de llamadas al algoritmo
de primalidad.
Las longitudes se han seleccionado teniendo en cuenta los
valores que pueden ser de intere´s hoy en dı´a. Ello no obstante,
los resultados parecen ser fa´cilmente extrapolables. Para la
ejecucio´n de los programas, se ha utilizado una plataforma de
tipo Intel Pentium M, a 1,60 gHz, con un taman˜o de cache´ de
2048 kbytes y 1 gbyte de memoria RAM.
Los resultados experimentales se pueden ver en las figuras
2-3. La figura 2 representa el tiempo de ejecucio´n necesario,
medido en milisegundos y representado logarı´tmicamente,
frente al nu´mero de bits requerido. Hemos representado el
promedio de tiempos resultado de la baterı´a de tests ejecutada
para cada una de las aplicaciones, de modo que se pueda ver
una comparacio´n entre ambas al golpe de vista. Los resultados

















































Figura 3. Nu´mero promediado de invocaciones al algoritmo de primalidad
pendiente ma´s suave lo que le favorece para el co´mputo de
nu´meros primos ma´s grandes.
La figura 3 representa el promedio de invocaciones al
algoritmo de primalidad. Aquı´ claramente la ventaja es para
OpenSSL, que consigue obtener primos con menos invoca-
ciones. Ello se debe a que los candidatos presentados por
OpenSSL al algoritmo son de ((mejor calidad)), es decir, tienen
ma´s probabilidades de ser realmente primos. Sin duda esto
explica su buen comportamiento en te´rminos de tiempo de
ejecucio´n, tal como se acaba de ver en la figura anterior.
IV. GENERACIO´N DE PRIMOS EN DISPOSITIVOS MO´VILES
Despue´s de repasar los me´todos habituales de generacio´n de
primos en plataformas esta´ndar, nos centramos en el problema
de hacer lo mismo sobre dispositivos mo´viles, tales como
tarjetas inteligentes, PDAs, etc. Este tipo de dispositivos se
caracteriza por su limitacio´n tanto en capacidad de proceso
(que es nula en algunos casos) como en capacidad de alma-
cenamiento. Ello hace inviables los me´todos habituales y hay
que recurrir a me´todos especializados que permitan generar
primos eficientemente en este tipo de plataformas. Tal es el
caso del me´todo de Joye y Paillier ([21], [22]).
La propuesta citada es capaz de producir primos q unifor-
memente distribuidos en un intervalo prefijado, [qmin,qmax],
donde qmin y qmax son dos enteros arbitrarios, qmin < qmax.
Se supone que el dispositivo esta´ dotado de un generador
de nu´meros aleatorios y de una funcio´n de comprobacio´n
de primalidad T. El objetivo es maximizar la velocidad de
generacio´n, ba´sicamente reduciendo el nu´mero de aplicaciones
del test T, que es lo ma´s costoso computacionalmente. Veamos
a continuacio´n las distintas fases del algoritmo.
Seleccio´n de los para´metros del sistema. Tomamos 0 < ε ≤
1 como un para´metro de calidad (por ejemplo, ε = 10−3) y
sea ϕ la funcio´n de Euler. Se elige un un conjunto de primos
y se calcula Π = ∏i pi, tal que existan enteros t, v, w, que
satisfacen
(P1) 1− ε < wΠ−1qmax−qmin ≤ 1;(P2) vΠ+ t ≥ qmin;
ENTRADA: v,w, t ∈ Z, y a ∈ Z∗m \{1}.
SALIDA: primo aleatorio en el intervalo [qmin,qmax].
1. [Inicializacio´n]
Calcular `= vΠ, m = wΠ.
Seleccionar aleatoriamente k ∈ Z∗m.
q = [(k− t) (mo´d m)]+ t + `;
2. [Lazo]
while (T(q) == false)
{ k = k ·a (mo´d m);
q = [(k− t) (mo´d m)]+ t + `;
}
return q;
Figura 4. Generacio´n de primos de Joye-Paillier
(P3) (v+w)Π+ t−1 ≤ qmax;
(P4) el cociente ϕ(Π)/Π es lo ma´s pequen˜o posible.
Los primos generados esta´n en el intervalo [vΠ + t,(v +
w)Π + t − 1] ⊆ [qmin,qmax]. De acuerdo a (P1), cuanto ma´s
pequen˜o sea ε , tanto mejores resultados se obtienen. En (P4),
minimizar el cociente ϕ(Π)/Π garantiza que Π maximiza el
nu´mero de primos distintos lo ma´s pequen˜os posible. Dados
(qmin,qmax,ε), calcular los valores de (Π,v,w, t) que satisfagan
las propiedades (P1)-(P4) es experimentalmente sencillo.
Generacio´n de primos. El algoritmo se puede ver en la
figura 4. Es de destacar que el primer paso necesita un valor
aleatorio k∈Z∗m, por lo que hace falta un algoritmo que permi-
ta la seleccio´n computacionalmente simple de unidades. Este
algoritmo se presenta en la figura 5. Tambie´n es importante
destacar que tanto a como k esta´n en el grupo de las unidades
Z∗m, por lo que siempre son coprimos con Π. Aquı´ radica la
genialidad del algoritmo: es capaz de generar candidatos a
primos que excluyen, por construccio´n, una lista tan grande
como se quiera y pueda de factores primos (pequen˜os). Con
esto disminuye proporcionalmente el nu´mero de veces que se
ha de invocar el test de primalidad antes de obtener un primo.
Generacio´n de unidades. La clave para el buen comporta-
miento del algoritmo es la posibilidad de generar fa´cilmente
elementos k ∈ Z∗m. Para ello, se utilizan los siguientes resulta-
dos (demostrados o referenciados en [21]).
ENTRADA: m y λ (m), con λ funcio´n de Carmichael.
SALIDA: unidad aleatoria k ∈ Z∗m.
1. [Inicializacio´n]
Seleccionar aleatoriamente k ∈ [1,m].
u = (1− kλ (m)) (mo´d m);
2. [Lazo]
while (u 6= 0)
{ Seleccionar aleatoriamente r ∈ [1,m].
k = k+ ru (mo´d m);
u = (1− kλ (m)) (mo´d m);
}
return k;
Figura 5. Generacio´n de unidades de Joye-Paillier
Proposicio´n 4: Sean m > 1 y k ∈ Zm. Entonces, k ∈ Z∗m
si y so´lo si kλ (m) ≡ 1 (mo´d m), donde λ es la funcio´n de
Carmichael.
Recordemos que la funcio´n de Carmichael de un nu´mero
n se define como el entero ma´s pequen˜o, λ (n) tal que
aλ (n) ≡ 1 (mo´d n) para todo a ∈ Zn tal que mcd(a,n) = 1.
Si n = ps11 · · · pstt , entonces se puede calcular recursivamente
como λ (n) = mcm(λ (ps11 ), . . . ,λ (p
st
t )). A su vez, si p ≥ 3, o
s ≤ 2, λ (ps) = ϕ(ps) = ps−1(p−1), y λ (2s) = 2s−2.
Proposicio´n 5: Sean k,r ∈ Zm, tales que mcd(r,k,m) = 1.
Entonces k+ r(1− kλ (m)) (mo´d m) ∈ Z∗m.
Esta´ claro que calcular la funcio´n de Carmichael de m,
λ (m), es fa´cil porque, por construccio´n, sabemos perfecta-
mente la factorizacio´n de m.
IV-A. Resultados experimentales
Para obtener resultados de utilizacio´n del algoritmo de Joye-
Paillier no hemos podido contar con dispositivos fı´sicos, por lo
que hemos recurrido a su implementacio´n en el sistema Maple
de a´lgebra simbo´lica, que es muy popular y proporciona todas
las primitivas necesarias para ello. No adjuntamos el co´digo
por falta de espacio.
La metodologı´a ha sido similar a la utilizada para las
aplicaciones GnuPG y OpenSSL: el programa implementado
en Maple es capaz de generar un primo de la longitud pedida,
reportando el tiempo necesario para ello y el nu´mero de
llamadas al algoritmo de primalidad. Es importante notar que
los sistemas de co´mputo simbo´lico se ejecutan a una velocidad
relativamente lenta, por lo que los resultados de tiempo de
computacio´n son interesantes so´lo desde un punto de vista
relativo. Con la ayuda de este programa, hemos realizado una
baterı´a de tests para generar primos en el intervalo aproximado
desde 100 a 1000 bits, en pasos de aproximadamente 100 bits.
Para cada longitud se generan 500 primos y se registra el tiem-
po de computacio´n y el nu´mero de llamadas al algoritmo de
primalidad necesarios para obtenerlos. Finalmente se calcula













































Figura 7. Nu´mero promediado de invocaciones al algoritmo de primalidad
Los resultados pueden verse en las figuras 6-7. En la figura
6 se presenta el tiempo medio de computacio´n. Se observa
que, en te´rminos relativos, el comportamiento es relativamente
similar al que se ha obtenido para las aplicaciones GnuPG y
OpenSSL. Como ya se ha indicado, no fue posible realizar
estas mediciones sobre dispositivos mo´viles reales, por lo que
nos hemos de limitar a sen˜alar el aspecto de la curva. No obs-
tante pensamos que no es atrevido esperar un comportamiento
similar.
En la figura 7 se puede observar que, en general, el nu´mero
de llamadas al algoritmo de primalidad resulta ser ma´s alto
para todo el rango de taman˜o en bits si se compara con los
resultados obtenidos en la figura 3. Esto resulta en detrimento
de este algoritmo que precisamente buscaba minimizar el
nu´mero de tales llamadas. Ello parece indicar que el buen
comportamiento del algoritmo resulta muy dependiente de una
correcta eleccio´n de los para´metros del sistema.
V. CONCLUSIONES
En este trabajo hemos presentado un resumen de los prin-
cipales me´todos utilizados para la generacio´n de primos en
diferentes plataformas. Se ha analizado experimentalmente la
eficiencia de los me´todos utilizados por dos aplicaciones muy
populares, GnuPG y OpenSSL, ası´ como por el algoritmo de
Joye-Paillier. Los primeros pueden considerarse de cara´cter
general, mientras que el u´ltimo esta´ especialmente disen˜ado
para tarjetas criptogra´ficas con limitada capacidad de co´mputo.
Hemos disen˜ado programas especı´ficos que aı´slan el proce-
so de generacio´n de primos para cada una de ellas y presen-
tamos resultados experimentales acerca del tiempo necesario
y nu´mero de invocaciones al algoritmo de primalidad en
cada caso, considerando la generacio´n de primos con distintas
longitudes.
Los procesos de generacio´n de primos, en todos los casos,
pueden considerarse muy eficientes y los algoritmos emplea-
dos garantizan una alta calidad en el proceso de generacio´n de
primos. Este resultado es especialmente destacable en el caso
del OpenSSL.
Aunque no ha sido posible realizar una implementacio´n so-
bre dispositivos reales, los resultados experimentales aquı´ pre-
sentados parecen indicar que el algoritmo de Joye-Paillier
supone una optimizacio´n sobre tarjetas criptogra´ficas, tanto en
tiempo como en recursos, en lı´nea con las aplicaciones GnuPG
y OpenSSL, destinadas a plataformas esta´ndares.
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