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a b s t r a c t
In the current paper, we study the convergence properties of the DGFE approximation
of optimal control problem governed by convection–diffusion equations. We derive a
posteriori error estimates and a priori error estimates for both the states, ad-joint and
the control variable approximation. For the optimal control problem, these estimates are
apparently not available in the literature.
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1. Introduction
The mathematical modeling of convection–diffusion equations arises in many technological and scientific engineering
applications. The convection dominates the diffusion, which is degenerate or even vanishes in certain area of the given
domain of interest. This multiscale behavior between the diffusion and the advection brings enormous challenges in the
endeavor of computing numerical approximations to partial differential equation problems of this type in an accurate
and efficient manner. In this article, the problem we are interested in is the optimal control problem governed by the
convection–diffusion equations. We discuss the error analysis of finite element approximation of the optimal control
problems.
In present paper, we discuss the discontinuous Galerkin finite element (DGFE) approximation of optimal control problem
governed by convection–diffusion equations. Finite element approximations of optimal control problems have been one of
the important topics in engineering and extensively studied in the literature. There have been extensive theoretical and
numerical studies for the finite element approximation of various optimal control problems (see [1–10]). Especially for the
numerical solution of the convection–diffusion problems, DGFEMs were increasingly popular methods in the recent years.
DGFEMs exhibit attractive properties for the numerical approximation of problems of hyperbolic or nearly hyperbolic type,
compared to the standard finite element methods (FEMs). In contrast with standard FEMs, DGFEMs are, by construction,
locally conservative, and moreover exhibit enhanced stability properties in the vicinity of boundary/interior layers and
discontinuities present in the analytical solution. DGFEMsproduce high-order and stable approximations even in unresolved
regions of the computational domain. We define the DG norm and give the stability of DGFEMs. Moreover, we will prove
that the state variable and the adjoint variable are approximated with respect to the DG-norm.
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In the recent years, the adaptive FEM has been extensively investigated in the literature, such as [11–16]. Adaptive finite
element approximation is one of the most important means to boost the accuracy and efficiency of the FEMs. It ensures that
there is the higher density of nodes in a certain area of the given domain, where the solution ismore difficult to approximate.
A posteriori error estimator or indicator is the key to any adaptive FEMs. The decision, whether the further refinement of
the meshes is necessary or not, is based on the a posteriori error estimates. If further refinement is to be performed, then
the a posteriori error estimators are used to be a guide to show how the refinement might be accomplishedmost efficiently.
Here we propose and analyze the interior penalty DGFEMmethod for the discretization of the optimal control problem.
We shall derive a priori error bounds in the DG norm. The a priori error estimates presented in this article are based on the
pseudo-orthogonality of the bilinear maps we defined. We define L2 projection operatorΠh : L2(Ω)→ Yh, i.e., v ∈ H1(Ω),
where Πh satisfies (v − Πhv,w) = 0, ∀w ∈ Yh. Applying the pseudo-orthogonality of the bilinear maps, we obtain the
relation between interpolation error and a priori error. These interpolation error bounds are then employed to derive general
a priori error bounds for the DGFE approximation of the underlying analytical solution.
The outline of this paper is as follows. In Section 2, we discuss the well-posedness of the optimal control problem and
present the finite element spaces and formulate its DG approximation. In Section 3, we derive stability of the DGFEMs for the
problem under consideration. In Section 4, for the constant constrain optimal control problem, our analysis are developed
in twofold. Firstly, we present our DG-norm a posteriori error estimate. Secondly, we develop the a posteriori analysis of the
error measure in terms of certain linear target functionals of practical interest. The a posteriori error estimate stems from
the duality argument.
In addition, we use C or c to denote a generic positive constant which is independent of the discrete parameters andmay
have different values in different circumstances.
2. Model problem and discretization
In this section, we discuss the DG finite element approximation of distributed convex optimal control problems.
2.1. Model problem
LetΩ be a bounded open polyhedral domain in Rd, d ≥ 2, and Γ denote the union of open faces ofΩ . We are interested
in the distributed optimal control problem governed by the convection–diffusion equations:
min
u∈K⊂U{g(y)+ h(u)}−
−
i,j
∂
∂xi

aij
∂y
∂xj

+∇ · (by)+ γ y = f + Bu inΩ
y|Γ = yB,
(2.1)
where g(·) and h(·) are strictly convex functionals which are continuously differentiable, and g(y) ≥ 0, h(u) ≥ C‖u‖2. We
shall take the state space Y = H1(Ω). The control space U = L2(Ω), and K is a closed convex subset of U . We suppose
that b = (b1, b2, . . . , bd)T is a d-component vector function whose entries bi are the continuous differentiable real-valued
functions on Ω¯ , i = 1, 2, . . . , d, and A = {aij}di,j=1 is a symmetricmatrixwhose entries aij are bounded, piecewise continuous
real-valued functions defined on Ω¯ , with
ζ TA(x)ζ > 0 ∀ ζ ∈ Rd \ {0}, a.e. x ∈ Ω¯.
Here n(x) denotes the unit outward normal vector to Γ at x ∈ Γ . We define the following subsets of Γ :
ΓN = {x ∈ Γ : b(x)n(x) ≥ 0}, ΓD = {x ∈ Γ : b(x)n(x) < 0}.
So we obtain Γ = ΓN ∪ ΓD.
We define that
∂y
∂νA
=
−
i,j
aij
∂y
∂xi
cos(xj, n),
where cos(xj, n) is jth direction consin of unit outward normal vector n(x).
Given γ ∈ L∞(Ω), f ∈ L2(Ω) and u ∈ L2(Ω). In addition, we make the following (standard) hypothesis: there exists a
vector ξ ∈ Rd and a positive real number δ such that
γ + 1
2
∇ · b+ b · ξ ≥ δ2 a.e. x ∈ Ω. (2.2)
We note that the above hypothesis ensures the uniqueness of the solution y for the boundary value problem (2.1)
(see [17]). For the well-posedness results (weak solutions) of the boundary value problem (2.1), we refer to [17–19]. For
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simplicity of presentation, we assume that (2.2) is satisfied with ξ = 0. Then, we define the positive function c0 ∈ L∞(Ω)
by
c20 (x) = γ +
1
2
∇ · b(x) a.e. x ∈ Ω (2.3)
c0(x) > 0 a.e. x ∈ Ω. (2.4)
Assume that the following conditions are satisfied:
(a) B is a linear continuous operator from U to U , and there exists a constant c > 0 such that
|(Bu, v)| = |(u, B∗v)| ≤ c‖u‖U‖v‖U , ∀u, v ∈ U . (2.5)
(b) The functional g(·) is convex and bounded below, and
|(g ′(w)− g ′(θ), q)| ≤ C‖w − θ‖Y‖q‖Y , ∀w, θ, q ∈ Y (2.6)
(g ′(w)− g ′(θ), w − θ) > 0, ∀w, θ ∈ Y . (2.7)
(c) There exists a constant c > 0 such that
|(h′(u)− h′(v), u− v)| ≥ c‖u− v‖2U , ∀u, v ∈ U . (2.8)
2.2. The well posedness of the problem
In this subsection, we discuss the existence and uniqueness of the optimal control problem (2.1) and give the weak form
of the optimal control problem.
It is known (see, e.g. [20–22]) that the solution of optimal control problem satisfies the following inequality:
(h′(u)+ B∗p, w − u)Ω ≥ 0 ∀w ∈ K (2.9)
where B∗ is the adjoint operator of B and p is a co-state. The solution of the optimal control problem governed by PDE will
satisfy the following equations, that is, under these assumptions the control problem has a unique solution (y, u). Pair (y, u)
is the solution of the control problem if and only if there is a co-state p ∈ Y such that the triplet (y, u, p) satisfies the
following optimal conditions.
−
−
i,j

aij
∂y
∂xj
,
∂v
∂xi

+ (∇ · (by), v)+ (γ y, v) = (f + Bu, v) ∀v ∈ Y
−
−
i,j

aij
∂p
∂xj
,
∂q
∂xi

− (b∇p, q)+ (γ p, q) = (g ′(y), q) ∀q ∈ Y
(h′(u)+ B∗p, w − u)Ω ≥ 0 ∀w ∈ K .
We shall consider the unilateral constant control problem, i.e,
K = {v : v ≥ ϕ0, v ∈ L2(Ω)}.
2.3. Finite element space
In this subsection, we discuss the finite element space, the weak forms or schemes, and DGFE schemes, respectively.
Suppose that T is a regular or 1-irregular subdivision ofΩ into disjoint domains k such that Ω¯ = ∪k k¯, and every element
has at most one face on ∂Ω , any two elements have at most either one common vertex, or a whole edge, or a whole face.
The mesh is 1-irregular in the sense that there is at most one hanging node per element-face which we assume to be the
barycenter of the face. Every element k of triangulation (or rectangularity T ) is affine equivalent to one of several reference
elements in an arbitrary but fixed set, which allows us to get various sharp elements with possibly curved boundaries. For
the biggest ball included in k, we set, as usual, h = maxk∈T hk = maxk∈T diam(k).
Γint denotes the union of all interior faces of the element, i.e, Γint =k∈T e∈∂k\Γ e.
Associated with T , we denote by Pn(k) the set of polynomials of total degree n on the element k, and Qn(k) the set of all
tensor product polynomials of degree n on the element k in each coordinate direction, respectively. We consider the finite
element space Yh =

y ∈ H1(Ω) : y|k ∈ Pn(k) or Qn(k)

and Kh = K ∩ Yh.
Associated with T , we introduce the broken Sobolev space of order n defined by
Hn(Ω, T ) = {y ∈ H1(Ω) : y|k ∈ Hn(k),∀k ∈ T }.
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Given k, an element in the partition T , ∂k denotes the union of open faces of k. This nonstandard notation ∂k is a subset of
the boundary of k. Let x ∈ ∂k and suppose that n(x) denotes the unit outward normal vector to ∂k at x. We define the inflow
and outflow parts of ∂k, respectively, by
∂k− = {x ∈ ∂k : b(x)n(x) < 0},
∂k+ = {x ∈ ∂k : b(x)n(x) ≥ 0}.
For each k ∈ T and v ∈ Yh, we denote by v+ the interior trace on ∂k (the trace taken from within k). Now consider an
element k such that the set ∂k− is nonempty. Then for each x ∈ ∂k− (with the exception of a set of (d − 1)-dimensional
measure zero), there exists a unique element k1, depending on the choice of x, such that x ∈ ∂k1+. Now suppose that v ∈ Yh
for each k ∈ T . If ∂k− is nonempty for some k in T , then we can define the outer trace v− of v on ∂k−. When x ∈ Γ , we
define the inner trace v+ = v(x), and outer trace v− = 0. So wemay define the jump and average value of v across the edge
of the element k
[v] = v+ − v−, ⟨v⟩ = 1
2
(v+ + v−).
We define the following bilinear map and linear maps, respectively
L(y, v) =
−
k
∫
k
[∇yA∇v − by∇v + cvy]dx+
∫
∂k∩ΓN
b(x)n(x)y+v+ds+
∫
Γint
b(x)n(x)[y]v+ds

+
∫
Γ

∂v
∂νA
y− ∂y
∂νA
v

ds+
∫
Γ
σyvds+
∫
Γint

∂v
∂νA

[y] −

∂y
∂νA

[v]

ds+
∫
Γint
σ [y][v]ds,
where the parameter σ is discontinity penalty parameter. It is nonnegative real number and is defined by σ = Cσ
hβ0
, where
β0 is a positive constant, and Cσ is called penalty parameter, cf. [23].
The linear maps
Fu(v) =
−
k
∫
k
(f + Bu)vdx−
∫
∂k∩ΓD
b(x)n(x)y+B v
+ds+
∫
∂k∩Γ
yB
∂v+
∂νA
ds+
∫
∂k∩Γ
σy+B v
+ds

,
Gy(q) =
−
k
∫
k
g ′(y)qdx.
So we present the following continuous weak forms of the control problem, and find (y, u, p) ∈ Y × K × Y such thatL(y, v) = Fu(v) ∀v ∈ YL(q, p) = Gy(q) ∀q ∈ Y
(h′(u)+ B∗p, w − u) ≥ 0, ∀w ∈ K ⊂ U = L2(Ω).
(2.10)
We define the DGFEM approximation: find (yh, uh, ph) ∈ Yh × Kh × Yh such that
L(yh, vh) = Fuh(vh) ∀vh ∈ Yh
L(qh, ph) = Gyh(qh) ∀qh ∈ Yh
(h′(uh)+ B∗ph, wh − uh) ≥ 0, ∀wh ∈ Kh.
(2.11)
The DGFEM (2.11) is called the non-symmetric interior penalty (NIP) method. For convection dominated problemwhere the
underlying discretization matrix is non-symmetric, the NIP method is often preferred. Because it is stable method for any
choice of the parameter Cσ . In next section, Lemma 3.1 indicates that the NIP is coercive over Yh × Yh for any choice of the
parameter Cσ . For the existence and uniqueness of the problem (2.11), we use the same techniques as [21].
Theorem 2.1. Suppose that the functional h(·) is uniformly convex and (2.5)–(2.8) holds. Then, the solution of the formula-
tion (2.11) is existent and unique.
Proof. Introduce two operators Pu : L2(Ω) −→ Uh and Pk : L2(Ω) −→ Kh, Such that for all ω ∈ L2(Ω), Puω ∈ Uh, Pkω ∈ Kh
and
(Puω,ωh) = (ω, ωh)L2(Ω), ∀ωh ∈ Uh,
‖ω − Pkω‖L2(Ω) = min
ωh∈Kh
‖ω − ωh‖L2(Ω).
It is easy to be proved that Pk satisfies
‖Pk(ω1)− Pk(ω2)‖L2(Ω) ≤ ‖ω1 − ω2‖L2(Ω), ∀ ω1, ω2 ∈ L2(Ω).
For uh ∈ Kh, introduce (yh(uh), ph(uh)) to be solution of the following problems:
L(yh(uh), vh) = Fuh(vh) ∀vh ∈ Yh,
L(qh, ph(uh)) = Guh(qh) ∀qh ∈ Yh. (2.12)
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We set the mapping:Φ : Uh −→ Uh such that
Φ(ωh) = ωh − ρ(h′(ωh)+ Pu(B∗ph(ωh))), ∀ ωh ∈ Uh, 0 ≤ ρ ≤ 1.
Takeωh = T (ωh) = PkΦ(ωh). Thenωh satisfies [22]
(ωh, ωh −ωh) ≥ (Φ(ωh), ωh −ωh), ∀ ωh ∈ K h.
Then, the proof of the posed-ness of (2.11) is changed to prove that T (·) is a contractive mapping, i.e.,
‖T (ω1h)− T (ω2h)‖ ≤ δ‖ω1h − ω2h‖, ∀ ω1h, ω2h ∈ Uh,
where δ is the constant and δ < 1.
Note that
‖T (ω1h)− T (ω2h)‖2 ≤ ‖Φ(ω1h)− Φ(ω2h)‖2
= ‖ω1h − ω2h‖2L2(Ω) − 2ρ(ω1h − ω2h, h′(ω1h)− h′(ω2h))L2(Ω) − 2ρ(ω1h − ω2h, PuB∗(ph(ω1h)
− ph(ω2h)))L2(Ω) + ρ2‖h′(ω1h)− h′(ω2h)+ PuB∗(ph(ω1h)− ph(ω2h))‖2L2(Ω).
It follows from (2.8) that
(ω1h − ω2h, h′(ω1h)− h′(ω2h)) ≥ c‖ω1h − ω2h‖2L2(Ω).
It follows from (2.11) and (2.12) that
L(y(ω1h)− yh(ω2h), vh) = (B(ω1h − ω2h), vh)
L(qh, ph(ω1h)− ph(ω2h)) = (g ′(yh(ω1h))− g ′(yh(ω2h)), qh).
Set vh = ph(ω1h)− ph(ω2h) and qh = yh(ω1h)− yh(ω2h), so we have
(ω1h − ω2h, PuB∗(ph(ω1h)− ph(ω2h)))L2(Ω) = (ω1h − ω2h, B∗(ph(ω1h)− ph(ω2h)))L2(Ω)
= (B(ω1h − ω2h), ph(ω1h)− ph(ω2h))L2(Ω)
= (g ′(yh(ω1h))− g ′(yh(ω2h)), yh(ω1h)− yh(ω2h))L2(Ω) > 0.
It is easy to see that
‖h′(ω1h)− h′(ω2h)+ PuB∗(ph(ω1h)− ph(ω2h))‖L2(Ω) ≤ c2‖ω1h − ω2h‖L2(Ω).
Combing the inequalities above, we obtain
‖T (ω1h)− T (ω2h)‖2 ≤ ‖ω1h − ω2h‖2L2(Ω) − ρc‖ω1h − ω2h‖2L2(Ω) + ρ2c2‖ω1h − ω2h‖2L2(Ω)
= (1− ρc + ρ2c2)‖ω1h − ω2h‖2L2(Ω).
Choosing ρ < cc2 , we have δ = (1− ρc + ρ2c2) < 1. Therefore, T (·) is the contractive mapping. 
3. Stability analysis of the DGFEM
In this section, we establish stability properties of the DGFEMs. The stability properties of the PDEs may be expressed
through different estimates on the solutions. Consideration of the stability properties is crucial when analyzing the error of
a numerical solution. The use of discontinuous velocities overcomes these usual stability problems in a natural way.
First, we define ‖ · ‖e as the semi-norm associated with the semi-inner-product
(w, v)e =
∫
e
|b(x)n(x)|wvds,
then the associated norm ‖v‖2e =

e |b(x)n(x)|v2(x)ds. Where e is the face of element k, i.e., e ∈ ∂k.
We introduce the discontinuous Galerkin norm in Yh which is seen [23]:
|||vh|||2DG =
−
k
∫
k
((∇vh)TA∇vh + c20 |vh|2)dx+
1
2
−
k
∫
∂k−\Γ
|b · n‖[vh]|2ds+ 12
−
k
∫
∂k−∩Γ
|b · n‖v+h |2ds
+ 1
2
−
k
∫
∂k+∩Γ
|b · n||v+h |2ds+
∫
Γ
σv2hds+
∫
Γint
σ [vh]2ds+
∫
Γint∪Γ
1
σ

∂v
∂νA
2
ds.
In order to get the error analysis and uniqueness, we need the following lemma. This lemma is important in deriving a
posteriori estimates of residual type and a priori error estimates of the dual argument, respectively.
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Lemma 3.1 ([19]). For the bilinear mapL(·, ·), we have inequality
L(vh, vh) ≥ C |||vh|||2DG,
where the positive constant C depends only on the dimension d and the shape-regularity of Th.
Remark. This lemma presents the coercivity of the bilinear maps. Using the Lax–Milgramm theorem, the lemma implies
the uniqueness of the solution to the DGFEM (2.11). If the solution space of the problems is the finite dimension space,
i.e., dim(Yh) <∞, the existence of the solutions follows from its uniqueness.
4. Error analysis
In this section, we discuss the a posteriori error estimates and the a priori error estimate of the DGFEM for the optimal
distributed control problem governed by the convection–diffusion equations.
We consider the unilateral control, i.e., u ≥ ϕ. In present paper, we only consider the constant control, i.e., ϕ = ϕ0. We
divide the domainΩ into
Ω− = {x ∈ Ω : u(x) = ϕ0}, Ω+ = {x ∈ Ω : u(x) > ϕ0},
Ω−h = {∪k¯ : k ⊂ Ω−}, Ω+h = {∪k¯ : k ⊂ Ω+},
Ωbh = Ω \ (Ω−h ∪Ω+h ), Ω+bh = Ωbh ∪Ω+h , Ω−bh = Ωbh ∪Ω−h .
In order to ensure that the Galerkin orthogonality property L(y − yh, v) = 0 holds for all v ∈ Yh, we suppose that the
solutions y and p to the boundary value problem under consideration is sufficiently smooth; namely, y, p ∈ H2(Ω, T ) and
the functions y, p, ∂y
∂νA
and ∂p
∂νA
are continuous across each face k in Γint .
4.1. A posteriori error analysis
In this subsection, we consider the derivation of a posteriori error upper bounds. We start from the coercivity in last
section. The proceeding a posteriori error bounds will be expressed in terms of the finite element residuals and boundary
residuals (yB − yh)|Γ and ph|Γ .
To get the posteriori error bounds, we need to find the connection between control variable and co-state variable. So
we first give the following lemma. Similar technique have been used in [24] for the optimal control problem governed by
elliptic PDE.
Lemma 4.1. Let (y, u, p) and (yh, uh, ph) be the solutions of (2.10) and (2.11), respectively. The obstacle ϕ is a constant ϕ0.
Assume that (2.5)–(2.8) hold, and (h′(uh)+ B∗ph)|k ∈ H1(k), ∀k ∈ T . Then
‖u− uh‖2L2(Ω) ≤ C
−
k∈T
h2k‖∇(h′(uh)+ B∗ph)χΩ+bh ‖
2
L2(k) + ‖ph − p(uh)‖2L2(Ω)
where p(uh) satisfies the following equation:
L(y(uh), v) = Fuh(v) ∀v ∈ Y
L(q, p(uh)) = Gy(uh)(q) ∀q ∈ Y . (4.1)
Proof. It follows from (2.8), (2.9) and (2.11) that
c ‖ u− uh ‖2 ≤ (h′(u)− h′(uh), u− uh)
≤ −(B∗p, u− uh)− (h′(uh), u− uh)
≤ −(B∗p, u− uh)− (h′(uh), u− uh)+ (h′(uh)+ B∗p, wh − uh)
= (h′(uh)+ B∗ph, wh − u)+ (B∗(ph − p), u− uh).
It follows from (2.11) and (4.1) that
L(y(uh)− y, v) = (B(uh − u), v) ∀v ∈ Y
L(q, p(uh)− p) = (g ′(y(uh))− g ′(y), q) ∀q ∈ Y . (4.2)
Setting v = p(uh)− p and q = y(uh)− y in (4.2), we have, due to the convexity of g ,
(B(uh − u), p(uh)− p) = ((g ′(y(uh))− g ′(y), q), y(uh)− y) ≥ 0.
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So we have
(B∗(ph − p), u− uh) = (B(u− uh), ph − p(uh))+ (B(u− uh), p(uh)− p)
≤ (B(u− uh), ph − p(uh)) ≤ c2‖u− uh‖
2
L2(Ω) +
c
2
‖p(uh)− ph‖2L2(Ω).
Letwh = παh u, where παh u = 1|k|

k udx is u average value of integration in k.
(h′(uh)+ B∗ph, wh − u) = ((I − παh )(h′(uh)+ B∗ph), (παh − I)(u− uh))
≤ chk‖∇(h′(uh)+ B∗ph)‖‖u− uh‖ ≤ ch2k‖∇(h′(uh)+ B∗ph)‖2 +
c
4
‖u− uh‖2.
Nowwe only consider the constant control, so we note that (wh−u)|k = (παh − I)u|k = 0 for any k ∈ Ωh \ Ω¯+bh . Combining
the inequalities above, we have
‖u− uh‖2 ≤
−
k∈Ω+
ch2k‖∇(h′(uh)+ B∗ph)χΩ+bh ‖
2
L2(k) + c‖p(uh)− ph‖2L2(Ω).
Therefore, we prove this lemma. 
From Lemma 4.1, we need to estimate ‖p(uh) − ph‖2L2(Ω) in order to estimate ‖u − uh‖L2(Ω). We need the following
approximation result.
Let πh be the integral averaging operator such that
πhv|k = 1|k|
∫
k
vdx.
For the integral averaging operator πh, we have the following approximation result:
‖u− πhu‖L2(k) ≤ chk‖u‖H1(k).
‖u− πhu‖L2(∂k) ≤ ch
1
2
k ‖u‖H1(k).
Denoting ep = p(uh)− ph, ϵep = ep − πhep, and Radjointh (ph)|k = (g ′(yh)+
∑
i,j
∂
∂xi
(aij
∂ph
∂xj
)+ b∇ph − γ ph)|k. Using (2.10) and
(2.11), integration by parts, Cauchy inequality, we can get
C |||p(uh)− ph|||2DG ≤ L(ep, p(uh)− ph) = L(ep, p(uh))−L(ep, ph)
= Gy(uh)(ep)−L(πhep, ph)−L(ep − πhep, ph)
= Gy(uh)(ep)− Gyh(ep)+ Gyh(ep − πhep)−
−
k
∫
k
∇phA∇ϵepdx+
∫
k
(−b∇ph + γ ph)ϵepdx

−
−
k
∫
∂k∩ΓN
b(x)n(x)p+h ϵ
+
epds−
∫
Γint
b(x)n(x)[ph]ϵ+epds−
∫
Γ

∂ϵep
∂νA
ph − ∂ph
∂νA
ϵep

ds
−
∫
Γ
σphϵepds−
∫
Γint

∂ϵep
∂νA

[ph] −

∂ph
∂νA

[ϵep ]

ds−
∫
Γint
σ [ph][ϵep ]ds
=
−
k

(g ′(y(uh))− g ′(yh), ep)k +

g ′(yh)+
−
i,j
∂
∂xi

aij
∂ph
∂xj

+ b∇ph − γ ph, ϵep

k

−
−
k
∫
∂k
∂ph
∂νA
ϵepds+
∫
∂k+∩ΓN
b(x)n(x)p+h ϵ
+
epds

−
∫
Γint
b(x)n(x)[ph]ϵ+epds
−
∫
Γ

∂ϵep
∂νA
ph − ∂ph
∂νA
ϵep

ds−
∫
Γint

∂ϵep
∂νA

[ph] −

∂ph
∂νA

[ϵep ]

ds
−
∫
Γ
σphϵepds−
∫
Γint
σ [ph][ϵep ]ds
= (g ′(y(uh))− g ′(yh), ep)+ (Radjointh (ph), ϵep)−
−
k
∫
∂k+∩ΓN
b(x)n(x)p+h ϵ
+
epds
−
∫
Γint
b(x)n(x)[ph]ϵ+epds−
∫
Γint

∂ϵep
∂νA

[ph]ds−
∫
Γ
∂ϵep
∂νA
phds
+
∫
Γint
[
∂ph
∂νA
]
⟨ϵep⟩ds−
∫
Γint
σ [ph][ϵep ]ds−
∫
Γ
σphϵepds
= I1 + I2 + I3 + I4 + I5.
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By Cauchy–Schwarz inequality, 2ab ≤ εa2 + 1
ε
b2, trace theorem, (2.7) and interpolant operator property, and using
approximation result, we have
I1 =
−
k

(g ′(y(uh))− g ′(yh), ep)+ (Radjointh (ph), ϵep)

≤ c
−
k

‖y(uh)− yh‖2H1(k) + h2k‖Radjointh (ph)‖2L2(k)

+ C
10
|||ep|||2DG,
I2 =
−
k
∫
∂k+∩ΓN
b(x)n(x)p+h ϵ
+
epds−
∫
Γint
b(x)n(x)[ph]ϵ+epds

≤
−
k
chk

‖ph‖2∂k−∩Γ + ‖[ph]‖2∂k−∩Γint

+ C
10
|||ep|||2DG,
I3 =
∫
Γint
σ [ph][ϵep ]ds+
∫
Γ
σ [ph][ϵep ]ds
≤
−
k
ch1−2β0k
∫
Γint
[ph]2ds+
∫
∂k−∩Γ
p2hds

+ c|||ep|||2DG,
I4 =
∫
∂k−∩Γint
[
∂ph
∂νA
]
⟨ϵep⟩ds ≤
−
k
chk
∫
Γint
[
∂ph
∂νA
]2
ds+ C
10
|||ep|||2DG,
I5 =
∫
Γ
∂ϵep
∂νA
phds+
∫
Γint

∂ϵep
∂νA

[ph]ds =
∫
Γ
∂ep
∂νA
phds+
∫
Γint

∂ep
∂νA

[ph]ds
≤
∫
Γ∪Γint

σ−
1
2
∂ep
∂νA
2
ds
 1
2 ∫
Γ∪Γint

σ
1
2 [ph]
2
ds
 1
2
≤ C
10
|||ep|||2DG + c
−
k
h−β0k
∫
∂k−∩(Γ∪Γint )
[ph]2ds.
Combining the five bounds above, and using the definition of DG-norm, we obtain
|||p(uh)− ph|||2DG ≤ ξ 21 + c
−
k
‖y(uh)− yh‖2L2(k)
where we denote by
ξ 21 =
−
k
ch2k‖Radjointh (ph)‖2L2(k) +
−
k
chk

‖ph‖2Γ + ‖[ph]‖2Γint +
∫
∂k−∩Γint
[
∂ph
∂νA
]2
ds

+
−
k
ch1−2β0k
∫
∂k−∩Γint
[ph]2ds+
∫
∂k∩Γ
p2hds

+ c
−
k
h−β0k
∫
∂k−∩(Γ∪Γint )
[ph]2ds.
So we have
|||p(uh)− ph|||DG ≤ ξ1 + c|||y(uh)− yh|||DG. (4.3)
Let ey = y(uh)− yh, ϵey = ey − πhey and Rstateh (yh)|k = (f + Buh +
∑
i,j
∂
∂xi
(aij
∂yh
∂xj
)− ∇(byh)− γ yh)|k. Using integration by
parts, boundary conditions and Cauchy inequality, we obtain that
C |||y(uh)− yh|||2DG ≤ L(y(uh), ey)−L(yh, ey) = Fuh(ey)−L(yh, πhey)−L(yh, ϵey)
= Fuh(ey)− Fuh(ey)+ Fuh(ey − πhey)−L(yh, ϵey)
=
−
k
∫
k
(f + Buh)ϵeydx−
∫
∂k−∩ΓD
b(x)n(x)y+B ϵ
+
eyds+
∫
∂k∩Γ

yB
∂ϵ+ey
∂νA
+ σyBϵ+ey

ds

−
−
k
∫
k
∇yhA∇ϵeydx+
∫
k
(∇(byh)+ γ yh)ϵeydx−
∫
∂k−∩ΓD
b(x)n(x)y+h ϵ
+
eyds
+
∫
∂k−∩Γint
b(x)n(x)[yh]ϵ+eyds

−
∫
Γ

∂ϵey
∂νA
yh − ∂yh
∂νA
ϵey

ds+
∫
Γ
σyhϵeyds
−
∫
Γint

∂ϵey
∂νA

[yh] −

∂yh
∂νA

[ϵey ]

ds−
∫
Γint
σ [yh][ϵey ]ds
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=
−
k
∫
k
Rstateh (yh)ϵeydx−
∫
∂k−∩ΓD
b(x)n(x)(yB − yh)+ϵ+eyds
+
∫
∂k−∩Γ
(yB − yh) ∂ϵey
∂νA
ds+
∫
∂k−∩Γ
σ(yB − yh)ϵeyds

−
∫
Γint
b(x)n(x)[yh]ϵ+eyds
−
∫
Γint

∂ϵey
∂νA

[yh]ds−
∫
Γint
[
∂yh
∂νA
]
⟨ϵey⟩ds−
∫
Γint
σ [yh][ϵey ]ds
= J1 + J2 + J3 + J4 + J5.
We can derive that
J1 =
−
k
∫
k
Rstateh (yh)ϵeydx ≤
−
k
ch2k‖Rstateh (yh)‖2L2(k) +
C
10
|||ey|||2DG,
J2 =
−
k
∫
∂k−∩Γ
b(x)n(x)(yB − yh)+ϵ+eyds+
∫
∂k−∩Γint
b(x)n(x)[yh]ϵ+eyds

≤
−
k
chk

‖yB − yh‖2∂k−∩Γ + ‖[yh]‖2∂k−∩Γint

+ C
10
|||ey|||2DG,
J3 =
∫
Γint
[
∂yh
∂νA
]
⟨ϵey⟩ds ≤ c
−
k
hk
∫
∂k−∩Γint
[
∂yh
∂νA
]
‖2 ds+ C
10
|||ey|||2DG,
J4 =
−
k
∫
∂k−∩Γ
σ(yB − yh)ϵeyds+
∫
Γint
σ [yh][ϵey ]ds
≤
−
k
ch1−2β0k
∫
∂k−∩Γ
(yB − yh)2ds+
∫
∂k−∩Γint
[yh]2ds

+ C
10
|||ey|||2DG,
J5 =
−
k
∫
∂k−∩Γ
(yB − yh) ∂ϵey
∂νA
ds+
∫
Γint

∂ϵey
∂νA

[yh]ds
≤
∫
Γ
∂ep
∂νA
(yB − yh)ds+
∫
Γint

∂ep
∂νA

[yh]ds
≤
∫
Γ∪Γint

σ−
1
2
∂ep
∂νA
2
ds
 1
2 ∫
Γ∪Γint
(σ
1
2 [yh])2ds
 1
2
≤
−
k
ch−β0k
∫
∂k−∩Γ
(yB − yh)2ds+
∫
∂k−∩Γint
[yh]2ds

+ C
10
|||ey|||2DG.
Combining the five bounds above, and by the definition of discontinuous norm, we obtain
|||y(uh)− yh|||DG ≤ ξ2, (4.4)
where we denote by
ξ 22 =
−
k

ch2k‖Rstateh (yh)‖2L2(k) + chk

‖RB(yh)‖2Γ + ‖[yh]‖2∂k−∩Γint +
∫
∂k−∩Γint
[
∂yh
∂νA
]
‖2 ds

+ ch1−2β0k
∫
∂k∩Γ
R2B(yh)ds+
∫
∂k−∩Γint
[yh]2ds

+
−
k
ch−β0k
∫
∂k−∩Γ
R2B(yh)ds+
∫
∂k∩Γint
[yh]2ds

,
RB(yh) = (yB − yh)|Γ .
Theorem 4.2. Let (y, u, p) and (yh, uh, ph) be the solutions of (2.10) and (2.11), respectively. Assume that all conditions
in Lemma 4.1 hold. b is a d-component vector function whose entries bi are Lipschitz continuous real-valued functions on Ω¯ ,
i = 1, 2, . . . , d, and A = {aij}di,j=1 is a symmetric positive definite matrix whose entries aij are bounded, piecewise continuous
real-valued functions defined on Ω¯ . Then
‖u− uh‖L2(Ω) + |||y− yh|||DG + |||p− ph|||DG ≤ cρ + cξ1 + cξ2,
where ρ2 =∑k ch2k‖∇(h′(uh)+ B∗ph)χΩ+bh ‖2L2(k).
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Proof. From (2.10) and (4.1), we have
L(y− y(uh), v) = Fu(v)− Fuh(v) ∀v ∈ Y
L(q, p− p(uh)) = Gy(q)− Gy(uh)(q) ∀q ∈ Y .
Take v = y− y(uh) in the equalities. It follows from Lemma 3.1 and (2.5) that
C |||y− y(uh)|||2DG ≤ L(y− y(uh), y− y(uh)) =
−
k
(B(u− uh), y− y(uh))
≤ c
−
k
‖u− uh‖L2(k)‖y− y(uh)‖L2(k)
≤ c
−
k
‖u− uh‖2L2(k)
 1
2
−
k
‖y− y(uh)‖2L2(k)
 1
2
≤ c‖u− uh‖L2(Ω)|||y− y(uh)|||DG.
So we have
|||y− y(uh)|||DG ≤ c‖u− uh‖L2(Ω).
Using the same techniques, we have
|||p− p(uh)|||DG ≤ |||y− y(uh)|||DG ≤ c‖u− uh‖L2(Ω). (4.5)
Using triangular inequality and the inequalities above, we have|||yh − y|||DG ≤ |||yh − y(uh)|||DG + ‖uh − u‖L2(Ω),|||ph − p|||DG ≤ |||ph − p(uh)|||DG + ‖uh − u‖L2(Ω). (4.6)
From Lemma 4.1 and the definition DG norm, we have
‖uh − u‖L2(Ω) ≤ ρ + |||ph − p(uh)|||DG.
Combining the inequality above and (4.3)–(4.6), we have
‖u− uh‖L2(Ω) + |||y− yh|||DG + |||p− ph|||DG ≤ cξ1 + cξ2 + cρ. 
In many applications, we are more interested in computing the value of the state variable, the co-state variable and the
control variable. In this case, it is more useful to bound the errors in L2-norm to derive sharper estimates, which are in the
following Theorem 4.3. We shall use the following condition:
|(g ′(v)− g ′(ν), q)| ≤ c‖v − ν‖L2(Ω)‖q‖L2(Ω) ∀v, ν, q ∈ Y . (4.7)
Theorem 4.3. Assume that all conditions of the Lemma 4.1 and (4.6) hold. Then
‖u− uh‖2L2(Ω) + ‖p− ph‖2L2(Ω) + ‖y− yh‖2L2(Ω) ≤ cρ + cρp + cρy
where ρp and ρy satisfy
ρp =
−
k

(Radjointh (ph), ζv)k −
∫
∂k+∩Γ
b(x)n(x)phζvds−
∫
Γint
b(x)n(x)[ph]ζ+v ds

−
∫
Γ
∂ζv
∂νA
phds−
∫
Γ
σphζvds−
∫
Γint
σ [ph][ζv]ds−
∫
Γint
[
∂ph
∂νA
]
⟨ζv⟩ +

∂ζv
∂νA

[ph]

ds,
ρy =
−
k

(Rstateh (yh), ζω)k +
∫
∂k−∩ΓN
b(x)n(x)(yB − yh)ζωds+
∫
Γint
b(x)n(x)[yh]ζωds

+
∫
Γint
[
∂yh
∂νA
]
⟨ζω⟩ds+
∫
Γ
(yB − yh) ∂ζω
∂νA

ds−
∫
Γint

∂ζω
∂νA

[yh] + σ [yh][ζω]

ds+
∫
Γ
σ(yB − yh)ζωds,
ζv = υ −Πhυ, ζω = ω −Πhω, ∀v,w ∈ Y
where the operator Πh : Y → Yh as the orthogonal projector in L2(Ω) onto the finite element space Yh.
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Proof. From Lemma 4.1, in order to estimate ‖u−uh‖0, wemust firstly estimate ‖p(uh)−ph‖0 and use the duality argument.
Consider the following auxiliary problems: find ϕ ∈ Y and υ ∈ Y such that
L(ϕ, ω) = (f1, ω), L(φ, υ) = (f2, υ) ∀ω ∈ Y ∀ υ ∈ Y .
Let f2 = p(uh)− ph and υ = p(uh)− ph. Applying the integration by parts, (4.6) and Cauchy–Schwarz inequality, we have
C‖p(uh)− ph‖20 ≤ L(υ, p(uh)− ph) = L(υ, p(uh))−L(ζv, ph, )−L(Πhυ, ph)
= Gy(uh)(υ)− Gyh(Πhυ)−
−
k
∫
k
(−∇(A∇ph)− b∇ph + γ ph)ζvdx+
∫
∂k
∂ph
∂νA
ζvds
+
∫
∂k+∩ΓN
b(x)n(x)phζvds+
∫
Γint
b(x)n(x)[ph]ζ+v ds

+
∫
Γ

∂ζv
∂νA
ph − ∂ph
∂νA
ζv

ds
+
∫
Γ
σphζvds+
∫
Γint
σ [ph][ζv]ds+
∫
Γint

∂ζv
∂νA

[ph] −

∂ph
∂νA

[ζv]

ds

=
−
k

(Radjointh (ph), ζv)k −
∫
∂k+∩ΓN
b(x)n(x)phζvds−
∫
Γint
b(x)n(x)[ph]ζ+v ds

−
∫
Γ
∂ζv
∂νA
phds−
∫
Γ
σphζvds−
∫
Γint
σ [ph][ζv]ds
−
∫
Γint
[
∂ph
∂νA
]
⟨ζv⟩ +

∂ζv
∂νA

[ph]

ds+ (g ′(y(uh))− g ′(yh), υ)
≤ ρp + 12‖y(uh)− yh‖
2
0 +
1
2
‖p(uh)− ph‖2.
Let f1 = y(uh)− yh and ω = y(uh)− yh, we obtain similarly
C‖y(uh)− yh‖20 ≤ L(y(uh)− yh, ω) = L(y(uh), ω)−L(yh, ζω)−L(yh,Πhω)
= Fuh(ω)−
−
k
∫
k
[−∇(A∇yh)+∇(byh)+ γ yh]ζωdx+
∫
∂k−∩ΓN
b(x)n(x)[yh]ζωds
+
∫
∂k−∩Γint
b(x)n(x)[yh]ζωds

+
∫
Γint
[
∂yh
∂νA
]
⟨ζω⟩ds−
∫
Γint∪Γ

∂ζω
∂νA

[yh]

ds
−
∫
Γint∪Γ
σ [yh][ζω]ds− Fuh(Πhω)
=
−
k

(Rstateh (yh), ζω)k +
∫
∂k−∩ΓD
b(x)n(x)(yB − yh)ζωds+
∫
Γint
b(x)n(x)[yh]ζωds

+
∫
Γint
[
∂yh
∂νA
]
⟨ζω⟩ds+
∫
Γ
(yB − yh) ∂ζω
∂νA

ds
−
∫
Γint

∂ζω
∂νA

[yh] + σ [yh][ζω]

ds+
∫
Γ
σ(yB − yh)ζωds = ρy.
Using triangular inequality, Lemma 4.1, (4.4) and two inequalities above, we have
‖ph − p‖L2(Ω) ≤ ‖ph − p(uh)‖L2(Ω) + ‖p(uh)− p‖L2(Ω)
≤ ρp + c‖yh − y(uh)‖L2(Ω) + ‖uh − u‖L2(Ω)
≤ ρp + cρy + ρ + c‖ph − p(uh)‖L2(Ω)
≤ cρp + cρy + cρ
‖yh − y‖L2(Ω) ≤ ‖yh − y(uh)‖L2(Ω) + ‖y(uh)− y‖L2(Ω)
≤ ρy + ‖uh − u‖L2(Ω),
≤ cρy + ρ + cρp.
Thus, we obtain the desired result. 
Remark. We could proceed to eliminate ζv and ζω from the a posteriori error estimate by bounding each term via the
Cauchy–Schwarz inequality and standard results from approximation theory to estimate the expressions v − Πhv and
ω − Πhω. The dual solutions v and ω may also be eliminated from the a posteriori error estimate by bounding norms
of v and ω by suitable norms of the data for the dual problem via hyperbolic well-posedness results.
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4.2. A priori error estimate
In this subsection, we derive a priori error bounds for the DGFEMs of (2.11) introduced in the Section 2. It will be assumed
in the a priori error estimate that the function h(u) satisfied the following assumption:
h(u) = T
2
‖u‖2L2(Ω),
and the flow is incompressible, i.e.,
∇ · b = 0
where T is a positive constant.
As usual, we split the error into two parts,
y− yh = (y− yh(u))+ (yh(u)− yh) = ηy + δy,
p− ph = (p− ph(u))+ (ph(u)− ph) = ηp + δp
where
L(yh(u), vh) = Fu(vh) ∀vh ∈ Y
L(qh, ph(u)) = Gyh(u)(qh) ∀qh ∈ Y . (4.8)
Then δy, δp ∈ Yh.
We get easily the pseudo-Galerkin orthogonality
L(y− yh(u), vh) = 0 ∀vh ∈ Yh
L∗(p− ph(u), qh) = (g ′(y)− g ′(yh(u)), qh) ∀qh ∈ Yh. (4.9)
The choice of projection operator is essential in the a priori error estimate. Let us denote byΠh the orthogonal projector
in L2(Ω) onto the finite element space Yh; i.e., given that z ∈ L2(Ω), we defineΠh by
(z −Πhz, v) = 0, ∀v ∈ Yh.
Before discussing the a priori error estimate, we first state the following approximation result [23] of the orthogonal
projectorΠh.
Approximation Theorem ([23]). Suppose that k ∈ Th is a d-parallelepiped of diameter hk and that u|k ∈ Hn(k), for k ∈ Th.
Then, the following approximation results hold:
‖u−Πhu‖L2(k) ≤ chnk‖u‖Hn(k),
‖u−Πhu‖L2(∂k) ≤ chn−
1
2
k ‖u‖Hn(k),
|u−Πhu|H1(k) ≤ chn−1k ‖u‖Hn(k),
|u−Πhu|H1(∂k) ≤ chn−
3
2
k ‖u‖Hn(k).
Lemma 4.4. Let (yh(u), ph(u)) and (y, p) be the solutions of (2.10) and (4.8), respectively. And assume that (2.5)–(2.7) hold the
flow incompressible, i.e., ∇ · b = 0. Then
|||ηy|||2DG ≤
−
k
(ch2n−2k ‖y‖2Hn(k) + ch2n−1k ‖y‖2Hn(k) + ch2n−3+β0k ‖y‖2Hn(k) + ch2n−1−β0k ‖y‖2Hn(k))
and
|||ηp|||2DG ≤
−
k
(ch2n−2k ‖p‖2Hn(k) + ch2n−1k ‖p‖2Hn(k) + ch2n−3+β0k ‖p‖2Hn(k) + ch2n−1−β0k ‖p‖2Hn(k))+ c
−
k
‖ηy‖2L2(k).
Proof. It follows from (4.9) and Lemma 3.1 that
C |||ηy|||2DG ≤ L(ηy, ηy) = L(ηy, y−Πhy+Πhy− yh(u))
= L(ηy, y−Πhy) = L(ηy, ζy)
=
−
k
∫
k
∇ηyA∇ζydx+
∫
k
(−bηy∇ζy + cζyηy)dx−
∫
∂k+∩ΓN
b(x)n(x)η+y ζ
+
y ds

−
∫
Γint
b(x)n(x)[ηy]ζ+y ds+
∫
Γ

∂ζy
∂νA
ηy − ∂ηy
∂νA
ζy

ds+
∫
Γ
σηyζyds
+
∫
Γint

∂ζy
∂νA

[ηy] −

∂ηy
∂νA

[ζy]

ds+
∫
Γint
σ [ηy][ζy]ds
= I1 + I2 + I3 + I4.
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In the following, we estimate I1 through I4 term by term. Applying Cauchy–Schwarz inequality, Yong’s inequality 2ab ≤
1
δ
a2 + δb2 and approximation theorem, we have
I1 ≤
−
k
∫
k
(∇ζy)TA∇ζydx
 1
2
∫
k
(∇ηy)TA∇ηydx
 1
2
=
−
k
‖A 12∇ζy‖L2(k)‖A
1
2∇ηy‖L2(k)
≤
−
k
ch2n−2k ‖y‖2Hn(k) + c|||ηy|||2DG.
It follows from the integration by parts and approximation theorem that
I2 =
−
k
[∫
k
(−bηy∇ζy + γ ζyηy)dx−
∫
∂k∩ΓN
b(x)n(x)η+y ζ
+
y ds
]
−
∫
Γint
bn[ηy]ζ+y ds
=
−
k
[∫
k
(γ ζy − b∇ζy)ηydx+
∫
∂k∩ΓN
b · nη+y ζ+y ds
]
+
∫
Γint
b · n[ηy]ζyds
≤
−
k

ch2n−2k ‖y‖2Hn(k) + ch2n−1k ‖y‖2Hn(k)
+ c|||ηy|||2DG.
It follows from the Cauchy–Schwarz inequality and approximation theorem that
I3 =
∫
Γ

∂ζy
∂νA
ηy − ∂ηy
∂νA
ζy

ds+
∫
Γint

∂ζy
∂νA

[ηy] −

∂ηy
∂νA

[ζy]

ds
≤
∫
Γ

σ−
1
2
∂ζy
∂νA
2
ds
 1
2 ∫
Γ
(σ
1
2 ηy)
2ds
 1
2 +
∫
Γ

σ−
1
2
∂ηy
∂νA
2
ds
 1
2 ∫
Γ

σ
1
2 ζy
2
ds
 1
2
+
∫
Γint

σ−
1
2

∂ζy
∂νA
2
ds
 1
2 ∫
Γint
(σ
1
2 [ηy])2ds
 1
2 +
∫
Γint

σ−
1
2

∂ηy
∂νA
2
ds
 1
2 ∫
Γint
(σ
1
2 [ζy])2ds
 1
2
≤
−
k
(ch2n−3+β0k ‖y‖2Hn(k) + ch2n−1−β0k ‖y‖2Hn(k))+ c|||ηy|||2DG.
Using Cauchy–Schwarz inequality and approximation theorem, we have
I4 =
∫
Γ
σηyζyds+
∫
Γint
σ [ηy][ζy]ds
≤
∫
Γ

σ
1
2 ζy
2
ds
 1
2
∫
Γ

σ
1
2 ηy
2
ds
 1
2 +
∫
Γint

σ
1
2 [ζy]
2
ds
 1
2
∫
Γint
(σ
1
2 [ηy])2ds
 1
2
≤
−
k
ch2n−1−β0k ‖y‖2Hn(k) + c|||ηy|||2DG.
Combining the inequalities above, we have
|||ηy|||2DG ≤
−
k
(ch2n−2k ‖y‖2Hn(k) + ch2n−1k ‖y‖2Hn(k) + ch2n−3+β0k ‖y‖2Hn(k) + ch2n−1−β0k ‖y‖2Hn(k)).
Thus, we obtain the first inequality.
It follows from (4.9) and Lemma 3.1 that
C |||ηp|||2DG ≤ L(ηp, ηp) = L(p−Πhp+Πhp− ph(u), ηp)
= L(p−Πhp, ηp)+L(Πhp− ph(u), ηp)
= L(ζp, ηp)+ (g ′(y)− g ′(yh(u)), ηp).
Using the same the techniques as above to estimateL(ζp, ηp), we have
L(ζp, ηp) ≤ c|||ηp|||2DG +
−
k
(ch2n−2k ‖p‖2Hn(k) + ch2n−1−β0k ‖p‖2Hn(k) + ch2n−3+β0k ‖p‖2Hn(k)).
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Using (2.6) and Cauchy–Schwarz inequality, we have
(g ′(y)− g ′(yh(u)), ηp) ≤ c
−
k
‖ηy‖2L2(k) + c|||ηp|||2DG.
So we get the second desired result. 
Substracting (2.11) from (4.8), we have
L(yh − yh(u), vh) = Fuh(vh)− Fu(vh) ∀vh ∈ Yh
L(qh, ph − ph(u)) = Gyh(qh)− Gyh(u)(qh) ∀qh ∈ Yh. (4.10)
Taking vh = δy = yh − yh(u) and qh = δp = ph − ph(u) in (4.10), we have
C |||yh − yh(u)|||2DG ≤ L(yh − yh(u), yh − yh(u)) = (B∗(ph − ph(u)), uh − u)
≤ c‖yh − yh(u)‖L2(Ω)‖u− uh‖L2(Ω)
≤ c|||yh − yh(u)|||DG‖u− uh‖L2(Ω).
From the inequality above, we have
|||yh − yh(u)|||DG ≤ c‖u− uh‖L2(Ω).
The same argument as in |||yh − yh(u)|||DG leads to
|||ph − ph(u)|||DG ≤ ‖yh − yh(u)‖L2(Ω) ≤ |||yh − yh(u)|||DG ≤ c‖u− uh‖L2(Ω). (4.11)
Now we estimate ‖u− uh‖L2(Ω).
T‖u− uh‖2L2(Ω) = (h′(uh)− h′(u), uh − u) = (h′(uh), uh − u)− (h′(u), uh − u)
= (h′(uh)+ B∗ph, uh − u)− (h′(u)+ B∗p, uh − u)+ (B∗(ph(u)− ph), uh − u)
− (B∗(ph(u)− p), uh − u)
≤ (h′(uh)+ B∗ph, uh − u)+ (B∗(ph(u)− ph), uh − u)− (B∗(ph(u)− p), uh − u)
= (h′(uh),Πhu− u)+ (B∗p,Πhu− u)+ (B∗(p− ph(u)), u−Πhu)
+ (B∗(ph(u)− ph), u−Πhu)+ (B∗(ph(u)− ph), uh − u)− (B∗(ph(u)− p), uh − u)
= T1 + T2 + T3 + T4 + T5 + T6. (4.12)
We now estimate T1 through T6 term by term. First, by the definition of the orthogonal projector in L2(Ω) onto the finite
element space Yh and uh ∈ Kh ⊂ Yh, we see that
T1 = (h′(uh),Πhu− u) = 0.
Using approximation theorem, (2.5) and (4.11), we have
T2 = (B∗p,Πhu− u) = (B∗p−Πh(B∗p),Πhu− u)
≤
−
k
chnk(‖p‖2Hn(k) + ‖u‖2Hn(k)),
T3 = (B∗(p− ph(u)), u−Πhu) ≤
−
k
chnk‖u‖2Hn(k) + c
−
k
‖p− ph(u)‖2L2(k),
T4 = (B∗(ph(u)− ph), u−Πhu) ≤
−
k
chnk‖u‖2Hn(k) +
T
4
−
k
‖ph(u)− ph‖2L2(k)
≤ c
−
k
hnk‖u‖2Hn(k) +
T
4
‖u− uh‖2L2(Ω)
T6 = (B∗(ph(u)− p), uh − u) ≤ c
−
k
‖p− ph(u)‖2L2(k) +
T
4
‖u− uh‖2L2(Ω).
From (2.11) and (4.8), we have
L(yh − yh(u), vh) = Fuh(vh)− Fu(vh) ∀vh ∈ Yh
L(qh, ph − ph(u)) = Gyh(u)(qh)− Gyh(u)(qh) ∀qh ∈ Yh. (4.13)
Choosing vh = ph − ph(u) and qh = yh − yh(u) in (4.13), we have−
k
(B(uh − u), ph − ph(u))k = L(yh − yh(u), ph − ph(u)) =
−
k
(g ′(yh)− g ′(yh(u)), yh − yh(u))k.
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It follow from the equality above and (2.7) that
T5 = (B∗(ph(u)− ph), uh − u) = −(g ′(yh)− g ′(yh(u)), yh − yh(u)) ≤ 0.
Incorporating the esimates T1 − T6 into (4.12), we obtain
‖u− uh‖2L2(Ω) ≤ c|||p− ph(u)|||2DG + c
−
k
hnk(‖p‖2Hn(k) + ‖u‖2Hn(k)). (4.14)
Theorem 4.5. Let (y, u, p) and (yh, uh, ph) be the solutions of (2.10) and (2.11), respectively. Assume that (2.5)–(2.7) and all
conditions in Lemma 4.4 hold, u ∈ L2(Ω), u|k ∈ Hn(k), y, p ∈ H1(Ω), y|k, p|k ∈ Hn(k). Then,
‖u− uh‖2L2(Ω) + |||p− ph|||2DG + ‖y− yh‖2DG ≤
−
k
chnk(‖p‖2Hn(k) + ‖u‖2Hn(k))+
−
k

ch2n−2k (‖y‖2Hn(k) + ‖p‖2Hn(k))
+ ch2n−1k (‖y‖2Hn(k) + ‖p‖2Hn(k))+ ch2n−3+β0k (‖y‖2Hn(k) + ‖p‖2Hn(k))+ ch2n−1−β0k (‖y‖2Hn(k) + ‖p‖2Hn(k))

.
Proof. By the triangle inequality and (4.11), we have
|||y− yh|||DG ≤ |||ηy|||DG + |||δy|||DG ≤ |||ηy|||DG + c‖u− uh‖L2(Ω), (4.15)
|||p− ph|||DG ≤ |||ηp|||DG + |||δp|||DG ≤ |||ηp|||DG + c‖u− uh‖L2(Ω). (4.16)
Combining the results of Lemma 4.4 and (4.14)–(4.16), we obtain
‖u− uh‖2L2(Ω) + |||p− ph|||2DG + ‖y− yh‖2DG ≤
−
k
chnk(‖p‖2Hn(k) + ‖u‖2Hn(k))+
−
k

ch2n−2k (‖y‖2Hn(k) + ‖p‖2Hn(k))
+ ch2n−1k (‖y‖2Hn(k) + ‖p‖2Hn(k))+ ch2n−3+β0k (‖y‖2Hn(k) + ‖p‖2Hn(k))+ ch2n−1−β0k (‖y‖2Hn(k) + ‖p‖2Hn(k))

. 
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