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Computing a sample mean of time series under dynamic time warping (DTW) is NP-
hard. Consequently, there is an ongoing research effort to devise efficient heuristics. The
majority of heuristics have been developed for the constrained sample mean problem that
assumes a solution of predefined length. In contrast, research on the unconstrained sample
mean problem is underdeveloped. In this article, we propose a generic average-compress
(AC) algorithm for solving the unconstrained problem. The algorithm alternates between
averaging (A-step) and compression (C-step). The A-step takes an initial guess as input
and returns an approximation of a sample mean. Then the C-step reduces the length of the
approximate solution. The compressed approximation serves as initial guess of the A-step in
the next iteration. The purpose of the C-step is to direct the algorithm to more promising
solutions of shorter length. The proposed algorithm is generic in the sense that any averaging
and any compression method can be used. Experimental results show that the AC algorithm
substantially outperforms current state-of-the-art algorithms for time series averaging.
1. Introduction
Time series such as stock prices, climate data, energy usages, sales, biomedical measurements, and
biometric data are sequences of time-dependent observations that often vary in temporal dynamics, that
is in length, speed, and shifts in phase. For example, the same word can be uttered with different
speaking speeds. Similarly, monthly temperature or precipitation extremes of certain regions can differ
in duration and may occur out of phase for a period of a few weeks.
To account for temporal variations in proximity-based time series mining, the dynamic time warping
(DTW) distance is often the preferred choice of proximity measure [1, 3, 4]. An intricate problem
in DTW-based time series mining is time series averaging. The problem consists in finding a typical
representative that summarizes a sample of time series. Different forms of time series averaging have
been applied to improve nearest neighbor classifiers [14, 19], to accelerate similarity search [23], and to
formulate k-means clustering in DTW spaces [12, 19, 22].
A standard approach to time series averaging under DTW is based on an idea by Fre´chet [11]: Suppose
that S = {x1, . . . , xN} is a sample of N time series. A sample mean of S is any time series µ that
minimizes the Fre´chet function
F : U → R, z 7→ 1
N
N∑
i=1
dtw(z, xi)
2
,
where dtw(x, y) is the DTW-distance and U is a set of time series of finite length. The search space U
typically takes two forms: (i) U is the set of all time series of finite length and (ii) U is the set of all
time series of length n. We refer to (i) as the unconstrained and to (ii) as the constrained sample mean
problem.
A sample mean is guaranteed to exist in either case but may not be unique [13]. In addition, computing
a sample mean is NP-hard [7]. Consequently, there is an ongoing research on devising heuristics for
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minimizing the Fre´chet function. Most contributions focus on devising and applying heuristics for the
constrained sample mean problem. State-of-the-art algorithms are stochastic subgradient methods [21],
majorize-minimize algorithms [12, 18], and soft-DTW [10]. In contrast, only few work has been done
for solving the unconstrained sample mean problem. One algorithm is an (essentially optimal) dynamic
program that exactly solves the unconstrained problem in exponential time [6]. A second algorithm is a
heuristic, called adaptive DBA (ADBA) [17]. This algorithm uses a majorize-minimize algorithm (DBA)
as a base-algorithm and iteratively refines subsequences to improve the solution quality.
Currently, there is no clear understanding of the characteristic properties, advantages, and disadvan-
tages of both types of sample means. We can approach the sample mean problem theoretically and
empirically. A prerequisite for an empirical approach towards a better understanding of the sample
mean problem are sufficiently powerful averaging algorithms. Compared to the constrained sample mean
problem, algorithms for the unconstrained sample mean problem are underdeveloped.
In this work, we propose an average-compress (AC) algorithm for the unconstrained sample mean
problem. The algorithm repeatedly alternates between averaging (A-step) and compression (C-step). The
A-step requires a time series as initial guess, minimizes the Fre´chet function, and returns an approximate
solution as output. The C-step compresses the approximation of the A-step to obtain an improved
solution. The compressed solution of the C-step serves as initial guess of the A-step in the next iteration.
Compression is motivated by empirical observations that an unconstrained sample mean is typically
shorter than the sample time series to be averaged [6]. In principle, any averaging algorithm and any
compression method can be applied. Here, we propose a compression method that minimizes the squared
DTW error between original and compressed time series. Empirical results suggest that the AC scheme
substantially outperforms state-of-the-art heuristics including ADBA.
This article is organized as follows: Section 2 describes the AC algorithm. In Section 3 we present
and discuss empirical results. Finally, Section 4 concludes with a summary of the main findings and an
outlook for future research.
2. Average-Compress Algorithm
In this section, we develop an average-compress (AC) algorithm for approximately solving the uncon-
strained sample mean problem. To this end, we first introduce the DTW-distance (Section 2.1), the
concept of a sample mean under DTW (Section 2.2), and compressions (Section 2.3). Thereafter, we
describe the AC algorithm in Section 2.4.
2.1. Dynamic Time Warping
For a given n ∈ N, we write [n] = {1, . . . , n}. A time series is a sequence x = (x1, . . . , xn) with elements
xi ∈ R for all i ∈ [n]. We denote the length of time series x by |x| = n, the set of time series of length n
by Tn, and the set of all time series of finite length by T . Consider the (m× n)-grid defined as
[m]× [n] = {(i, j) : i ∈ [m], j ∈ [n]} .
A warping path of order m × n and length ` is a sequence p = (p1, . . . , p`) through the grid [m] × [n]
consisting of ` points pl = (il, jl) ∈ [m]× [n] such that
1. p1 = (1, 1) and p` = (m,n)
2. pl+1 − pl ∈ {(1, 0), (0, 1), (1, 1)} for all l ∈ [`− 1].
The first condition is the boundary condition and the second condition is the step condition of the DTW-
distance. We denote the set of all warping paths of order m×n by Pm,n. Suppose that p = (p1, . . . , p`) ∈
Pm,n is a warping path with points pl = (il, jl) for all l ∈ [`]. Then p defines an expansion (or warping)
of the time series x = (x1, . . . , xm) and y = (y1, . . . , yn) to the length-` time series φp(x) = (xi1 , . . . , xi`)
and ψp(y) = (yj1 , . . . , yj`). By definition, the length ` of a warping path satisfies max(m,n) ≤ ` ≤ m+n.
The cost of warping time series x and y along warping path p is defined by
Cp(x, y) = ‖φp(x)− ψp(y)‖2 =
∑
(i,j)∈p
(xi − yj)2,
2
where ‖·‖ denotes the Euclidean norm and φp and ψp are the expansions defined by p. The DTW-distance
of x and y is
dtw(x, y) = min
{√
Cp(x, y) : p ∈ Pm,n
}
.
A warping path p with Cp(x, y) = dtw
2(x, y) is called an optimal warping path of x and y. By definition,
the DTW-distance minimizes the Euclidean distance between all possible expansions that can be derived
from warping paths. Computing the DTW-distance and deriving an optimal warping path is usually
solved via dynamic programming [20, 25].
2.2. Sample Means under DTW
Let S = {x1, . . . , xN} be a sample of N time series xi ∈ T . Note that S is a multiset that allows
multiple instances of the same elements. A sample mean of S is any time series that minimizes the
Fre´chet function [11]
F : U → R, z 7→ 1
N
N∑
i=1
dtw(z, xi)
2
,
where U ⊆ T is a subset of time series. The value F (z) is the Fre´chet variation of sample S at z. The
infimum infz F (z) serves as a measure of variability of S. Here, the search space U takes one of the
following two forms: (i) U = T and (ii) U = Tm. We refer to (i) as the unconstrained and to (ii) as the
constrained sample mean problem. Note that the constrained formulation only restricts the length of
the candidate solutions, whereas there is no length restriction on the sample time series to be averaged.
A sample mean exists in either case but is not unique in general [13]. This result implies that F
attains its infimum (has a unique minimum). However, computing a sample mean is NP-hard [7]. The
implication is that we often need to resort to heuristics that return useful solutions within acceptable
time.
We briefly describe two state-of-the-art algorithms for the constrained sample mean problem: a stochas-
tic subgradient method (SSG) [21] and a majorize-minimize algorithm (DBA) [12, 18]. For a detailed
description of both algorithms, we refer to [21].
To present the update rule of both algorithms in a compact form, we introduce the notions of warping
and valence matrix as proposed by [21]. Suppose that p ∈ Pm,n is a warping path. The warping matrix
of p is the zero-one matrix W = (wij) ∈ {0, 1}m×n with elements
wij =
{
1 : (i, j) ∈ p
0 : otherwise
.
The valence matrix of warping path p is the diagonal matrix V = (vij) ∈ Nm×m with positive diagonal
elements
vii =
n∑
j=1
wij .
Suppose that z and x are time series of length |z| = m and |x| = n. Then W warps x onto the time axis
of z. Each diagonal element vii of V counts how many elements of x are warped to element zi.
Stochastic Subgradient Algorithm. Subgradient methods for time series averaging have been proposed
by [21]. Algorithm 1 outlines a vanilla version of the SSG algorithm with constant learning rate η. In
practice, more sophisticated stochastic subgradient variants such as Adam [16] are preferred. The input
of Algorithm 1 are a learning rate η, a length-parameter m of the constrained search space, and a sample
x1, . . . , xN of time series to be averaged. The output is a time series with lowest Fre´chet variation that
has been encountered during optimization. 
3
Algorithm 1 Stochastic Subgradient Method
1: procedure SSG(η, m, x1, . . . , xN )
2: initialize solution z ∈ Tm
3: initialize best solution z∗ = z
4: repeat
5: reshuffle order of sample time series
6: for i← 1 to N do
7: compute optimal warping path pi of z and xi
8: compute valence matrix Vi of pi
9: compute warping matrix Wi of pi
10: update solution z according to the rule
11: z ← z − 2η (Viz −Wixi)
12: record best solution z∗ = argmin {F (z∗), F (z)}
13: until termination
14: return z∗
Majorize-Minimize Algorithm. Majorize-minimize algorithms for time series averaging have been pro-
posed in the 1970s mainly by Rabiner and his co-workers with speech recognition as the primary ap-
plication [19, 27]. The early approaches fell largely into oblivion and where successively rediscovered,
consolidated, and improved in a first step by Abdulla et al. [2] in 2003 and then finalized in 2008 by
Hautamaki et al. [12]. In 2011, Petitjean et al. [18] reformulated, explored, and popularized the majorize-
minimize algorithm by Hautamaki et al. [12] under the name DTW Barycenter Averaging (DBA).
Algorithm 2 describes the DBA algorithm. It takes a length-parameter m and a sample of time series as
input and returns the candidate solution of the last iteration as output. The DBA algorithm terminates
after a finite number of iterations in a local minimum of the Fre´chet function [21]. 
Algorithm 2 DBA Algorithm
1: procedure DBA(m, x1, . . . , xN )
2: initialize solution z ∈ Tm
3: repeat
4: //*** Majorize
5: for i← 1 to N do
6: compute optimal warping path pi of z and xi
7: compute valence matrix Vi of pi
8: compute warping matrix Wi of pi
9: //*** Minimize
10: update solution z according to the rule
11: z ←
(
N∑
i=1
Vi
)−1( N∑
i=1
Wixi
)
12: until termination
13: return z
2.3. Compressions
Let x ∈ T be a time series of length n. A compression of x is a time series x′ of length m ≤ n that
maintains some desirable problem-specific properties of x. By definition, x is also a compression of itself.
A compression chain of x is a sequence C(x) = (x′1, . . . , x′k) of k ∈ [n] compressions x′i of x such that
1 ≤ |x′1| < |x′2| < · · · < |x′k| ≤ n.
There are numerous compression methods such as principal component analysis, discrete Fourier trans-
form, discrete wavelet transform, and many more. Here, we consider two simple methods: adaptive
scaling (ADA) and minimum squared DTW error (MSE).
Adaptive Scaling. Algorithm 3 describes ADA. The procedure takes a time series x = (x1, . . . , xn)
as input and returns a compression chain C(x) consisting of n compressions of x of length 1 to n. To
compress a time series x′k+1 of length k+ 1 to a time series x
′
k of length k, ADA merges two consecutive
4
Algorithm 3 Adaptive Scaling
1: procedure ADA(x)
2: x′ ← x // current compression
3: repeat
4: i ∈ argmin{|x′j − x′j+1| : j < |x|}
5: x′ ← merge(x′, i)
6: C(x)← C(x) ∪ {x′}
7: until |x′| = 1
8: return C(x)
9:
10: procedure merge(x′, i)
11: z ← x′
12: replace zi by (x
′
i + x
′
i+1)/2
13: delete zi+1
14: return z
elements with minimal distance. The merge subroutine in Algorithm 3 replaces these two consecutive
time points by their average.
Finding the smallest distance in Line 4 takes O(|x′|) time. In each iteration, the length of x′ is reduced
by one. Thus, the complexity of computing all n compressions is O(n2). 
Minimum Squared DTW Error Compression. The second compression method computes a time series
of a given length such that the squared DTW error is minimized. Let x ∈ T be a time series of length
n and let m < n. We call each
x′ ∈ argmin
{
dtw(x, z)
2
: z ∈ Tm
}
an MSE compression of x of length m. Observe that the MSE compression problem for x is the con-
strained sample mean problem of the sample S = {x}. Algorithm 4 outlines MSE compression.
It is not hard to see that for a compression x′, an optimal warping path p between x and x′ warps
every element of x to exactly one element of x′, that is, φp(x) = x. Thus, we can write
p =
(
(1, 1), . . . , (i1, 1), (i1 + 1, 2), . . . ,
(i1 + i2, 2), . . . , (n− im), . . . , (n,m)
)
,
(1)
where
∑m
l=1 il = n. Let dl =
∑l
j=1 ij , l ∈ [m], and d0 = 0. The squared DTW error of x′ is
dtw(x, x′)2 =
m∑
l=1
dl∑
i=dl−1+1
(xi − x′l)2. (2)
MSE compression is also known as adaptive piecewise constant approximation [8] and as segmentation
problem [24]. It can be solved exactly via dynamic programming in O(n2m) time [5]. Moreover, the
dynamic program allows to find all n compressions (for each length m = 1, . . . , n) in O(n3) time by
running it once for m = n (as it is done in Algorithm 4).
Interestingly, MSE compression is also related to one-dimensional k-means clustering. To see this
relationship, consider an optimal warping path between the compression x′ and the original time series
x as in Eq. (1). Then, the squared DTW error is minimal for x′l = (xdl−1+1 + · · ·+xdl)/il. Thus, finding
an MSE compression x′ of length k can also be seen as a one-dimensional k-means clustering problem,
where every cluster consists of a consecutive subsequence of elements in x. Indeed, the dynamic program
in Algorithm 4 is the same as for one-dimensional k-means [26] (without previously sorting the elements
in x).
To reduce the computational complexity, several heuristics and approximations for MSE compression
have been proposed [8, 15, 24, 28]. Also ADA compression can be regarded as a heuristic for MSE
compression since it greedily averages two consecutive elements. 
To conclude, with MSE compression, we consider an exact solution method to a sound compression
problem and with ADA compression, we consider a fast heuristic. Among the various heuristics, we have
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Algorithm 4 MSE Compression
1: procedure MSE(x)
2: initialize tables D, C
3: C[1, 1]← (x1)
4: D[1, 1]← 0
5: for i← 2 to |x| do
6: for m← 1 to i do
7: for j ← m to i do
8: µ← (∑il=j xl)/(i− j + 1)
9: d←∑il=j(xl − µ)2
10: if D[j − 1,m− 1] + d < D[i,m] then
11: D[i,m]← D[j − 1,m− 1] + d
12: C[i,m]← C[j − 1,m− 1].append(µ)
13: C(x)← {C[|x|,m] : 1 ≤ m ≤ |x|}
14: return C(x)
chosen ADA compression because it has been successfully tested for improving approximate solutions of
the constrained sample mean problem [18].
2.4. The Average-Compress Algorithm
In this section, we assemble the pieces of the previous sections and propose a generic average-compress
(AC) algorithm for approximately solving the unconstrained sample mean problem.
AC Algorithm. The AC algorithm alternates between averaging (A-step) and compression (C-step). For
this purpose, any averaging algorithm and any compression method can be used. Algorithm 5 depicts
the generic procedure. The input of the algorithm is a sample S of time series and an initial guess z ∈ T .
It then repeatedly applies the following steps until termination:
1. A-step: approximate sample mean
z ← average(S, z).
2. C-step: compute a compression chain
C(z)← compress(z).
3. Evaluate solution:
a) Select the shortest compression z∗ ∈ C(z) such that F (z∗) ≤ F (z′) for all z′ ∈ C(z).
b) If F (z∗) < F (z), set z ← z∗ and go to Step 1, otherwise terminate.
Line 7 computes the complete compression chain C(z) that consists of all |z| compressions of z of lengths
1 to |z|. To accelerate the algorithm at a possible expense of solution quality, sparse compression chains
can be considered. 
In the following, we explain why and under which conditions compression is useful. To simplify our
argument, we assume that AC uses an averaging algorithm for the constrained sample mean problem
(such as SSG or DBA). In this case, the length m of the initial guess restricts the search space of AC
to the set T≤m of all time series of maximum length m. The choice of the length-parameter m via the
initial guess is critical. If m is too small, the search space T≤m may not contain an unconstrained sample
mean. For a given sample S, the Reduction Theorem [13] guarantees the existence of an unconstrained
sample mean of a length at most mS =
∑
x∈S |x| − 2(|S|− 1). Consequently, we can safely constrain the
search space to T≤mS for solving the unconstrained sample mean problem. Then, a naive approach to
minimize the Fre´chet function on T≤mS is to solve mS constrained sample mean problems on TmS , . . . , T1
and then to pick the solution with lowest Fre´chet variation. When using state-of-the-art heuristics for
the mS constrained problems, the naive approach is computationally infeasible.
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Algorithm 5 Average-Compress Algorithm
1: procedure AC(X , z)
2: z∗ ← z // best solution found so far
3: f∗ ← F (z∗) // variation of z∗
4: `∗ ← |z∗| // length of z∗
5: repeat
6: A-Step: z ← average(X , z)
7: C-Step: C(z)← compress(z)
8: //*** Evaluate solution
9: z ← argmin {F (z′) : z′ ∈ C(z) ∪ {z}}
10: if F (z) < f∗ or (F (z) = f∗ and |z| < `∗) then
11: f∗ ← F (z)
12: l∗ ← |z|
13: z∗ ← z
14: until convergence
15: return z∗
The purpose of compression is to substantially accelerate the intractable naive approach at the expense
of solution quality. Instead of solving all mS constrained problems, the AC algorithm uses compressions
to select a few promising search spaces Tm0 , Tm1 , . . . , Tmk with mS = m0 > m1 > · · · > mk ≥ 1. Starting
with TmS = Tm0 , the solution zi−1 found in Tmi−1 is compressed in order to determine the next search
space Tmi . The length-parameter mi of the next search space Tmi corresponds to the length of the
compression zi of zi−1 with lowest Fre´chet variation. Obviously, this idea only accelerates the naive
approach if the length mi of the best compression is substantially smaller than the length mi−1 of the
previous solution.
The theoretical upper bound mS provided by the Reduction Theorem [13] is usually very large such
that existing state-of-the-art heuristics for solving the constrained problem on T≤mS are computationally
intractable. In this case, also the AC algorithm using such a heuristic would be infeasible. However, em-
pirical results on samples of two time series of equal length n suggest that the length of an unconstrained
sample mean is more likely to be less than n [6]. Similar results for larger sample sizes are unavailable
due to forbidding running times required for exact sample means. For solving constrained sample mean
problems, it is common practice to choose m within the range of the lengths of the sample time series
[18]. Within this range, experimental results showed that an approximate solution of a constrained sam-
ple mean can be improved by reducing its length using adaptive scaling [18]. These findings suggest to
choose the length-parameter m within or slightly above the range of lengths of the sample time series.
3. Experiments
Our goal is to assess the performance of the proposed AC algorithm. For our experiments, we use the 85
data sets from the UCR archive [9]. Appendix A.1 summarizes the parameter settings of the mean
algorithms used in these experiments.
3.1. Comparison of ADA and MSE
We compared the performance of ADA and MSE as compression subroutines of the AC algorithm. We
applied the following configurations:
Acronym Algorithm I
DBA DTW Barycenter Averaging [12, 18] –
DBA-ADA1 DBA with ADA compression [18] 1
DBA-MSE1 DBA with MSE compression 1
DBA-ADA DBA with ADA compression ∗
DBA-MSE DBA with MSE compression ∗
Column I refers to the number of iterations of the repeat-until loop of the AC Algorithm. Compression
schemes with ∗ iterations run until convergence. We applied DBA and the four AC algorithms to
approximate the class means of every UCR training set.1
1The UCR data sets have prespecified training and test sets.
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Table 1: Results of ADA and MSE compressions.
Percentage deviations
DBA DBA-ADA1 DBA-MSE1 DBA-ADA DBA-MSE
avg 0.0 -4.6 -6.0 -5.6 -7.0
std 0.0 4.8 5.9 5.6 6.6
min 0.0 -43.1 -43.9 -47.1 -47.7
max 0.0 0.0 0.0 0.0 0.0
Ranking distribution
Rank DBA DBA-ADA1 DBA-MSE1 DBA-ADA DBA-MSE
1 0.5 2.5 2.7 10.2 96.8
2 0.2 0.6 56.2 34.6 3.2
3 0.3 9.7 37.0 55.2 0.0
4 0.0 87.1 4.1 0.0 0.0
5 99.0 0.0 0.0 0.0 0.0
avg 5.0 3.8 2.4 2.5 1.0
std 0.3 0.6 0.6 0.7 0.2
Space-saving ratios
DBA DBA-ADA1 DBA-MSE1 DBA-ADA DBA-MSE
avg 0.00 0.34 0.44 0.36 0.45
std 0.00 0.21 0.24 0.22 0.24
min 0.00 0.00 0.00 0.00 0.00
max 0.00 0.96 0.99 0.96 0.99
To assess the performance of the mean algorithms, we recorded the percentage deviations, ranking
distribution, and space-saving ratios. Here, we used the solutions of the DBA algorithm as reference.
The percentage deviation of a mean algorithm A is defined by
pdev(A) = 100 · F (zA)− F (zDBA)
F (zDBA)
,
where zDBA is the solution of the DBA algorithm and zA is the solution of algorithm A. Negative
(positive) percentage deviations mean that algorithm A has better (worse) Fre´chet variation than DBA.
The ranking distribution summarizes the rankings of every mean algorithm over all samples. The best
(worst) algorithm is ranked first (last). The space-saving ratio of algorithm A is
ρss(A) = 1− |zA||zDBA| .
A positive (negative) space-saving ratio means that the solution zA is shorter (longer) than zDBA.
Table 1 summarizes the results. The top table shows the average, standard deviation, minimum, and
maximum percentage deviations from the Fre´chet variation of the DBA algorithm (lower is better). The
table in the middle shows the distribution of rankings and their corresponding averages and standard
deviations. The best (worst) algorithm is ranked first (fifth). Finally, the bottom table shows the average,
standard deviation, minimum, and maximum space-saving ratios (higher is better).
All AC variants improved the solutions of the DBA baseline by 4.6% to 7.0% on average and 45%(±2%)
in the best case. By construction, an AC solution is never worse than a DBA solution. The best method
is DBA-MSE with average rank 1.0 followed by DBA-MSE1 and DBA-ADA with average ranks 2.4
and 2.5, respectively. These three methods clearly outperformed DBA-ADA1 proposed by Petitjean et
al. [18]. The main improvement of DBA-MSE and DBA-ADA occurs at the first iteration.
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Table 2: Results of the AC algorithms.
Percentage deviations
DBA SSG ADBA DBA-MSE SSG-MSE ADBA-MSE
avg 0.0 -7.4 -6.4 -7.0 -11.6 -9.4
std 0.0 16.1 10.4 6.6 13.8 10.5
min 0.0 -79.7 -81.8 -47.7 -83.3 -82.0
max 0.0 188.1 17.7 0.0 50.0 13.3
Ranking distribution
Rank DBA SSG ADBA DBA-MSE SSG-MSE ADBA-MSE
1 1.9 5.1 1.1 9.5 80.6 8.9
2 2.1 37.6 1.7 22.9 10.5 21.9
3 2.4 20.8 8.6 25.9 2.1 41.4
4 8.1 19.5 33.7 14.0 0.5 21.0
5 11.4 11.1 36.7 27.8 6.3 6.8
6 74.1 5.9 18.3 0.0 0.0 0.0
avg 5.5 3.1 4.6 3.3 1.4 2.9
std 1.1 1.3 1.0 1.3 1.0 1.0
Space-saving ratios
DBA SSG ADBA DBA-MSE SSG-MSE ADBA-MSE
avg 0.00 0.00 0.31 0.45 0.43 0.45
std 0.00 0.00 0.21 0.24 0.24 0.24
min 0.00 0.00 -0.04 0.00 0.00 0.00
max 0.00 0.00 0.91 0.99 0.99 0.97
We considered the lengths of the approximated means. Recall that all mean algorithms started with
the same initial guess (medoid). The length of a DBA solution corresponds to the length of its initial
guess, whereas solutions of AC algorithms are likely to be shorter by construction. The bottom table
shows that solutions of ADA compression save about a third (0.34, 0.36) of the length of DBA solutions
on average and solutions of MSE compressions close to a half (0.44, 0.45). As for the Fre´chet variation,
most of the space-saving occurs in the first iteration of an AC algorithm.
3.2. Comparison of AC Algorithms
The goal of the second experiment is to compare the performance of the following mean algorithms:
Acronym Algorithm I
DBA DTW Barycenter Averaging [12, 18] –
SSG stochastic subgradient method [21] –
ADBA adaptive DBA [17] –
DBA-MSE DBA with MSE compression ∗
SSG-MSE SSG with MSE compression ∗
ADBA-MSE adaptive DBA with MSE compression ∗
Table 2 summarizes the results using the same legend as in Table 1. The percentage deviations and
rankings suggest that the three AC variants DBA-MSE, SSG-MSE, and ADBA-MSE performed sub-
stantially better than the corresponding base algorithms DBA, SSG, and ADBA, respectively. The SSG-
MSE algorithm performed best with an average rank of 1.4, followed by ADBA-MSE (2.9), SSG (3.1), and
DBA-MSE (3.3). Interestingly, ADBA performed worse than DBA-MSE. Both, ADBA and DBA-MSE,
are based on the DBA algorithm. The difference between both algorithms is that ADBA compresses
and expands selected subsequences of the current DBA solution, whereas DBA-MSE only compresses
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Table 3: Results of k-means clustering.
Percentage deviations
DBA SSG ADBA DBA-MSE SSG-MSE ADBA-MSE
avg 20.0 8.3 8.1 11.5 1.5 3.8
std 58.1 10.8 4.8 58.1 6.2 3.5
max 491.8 55.6 26.5 488.5 44.4 17.1
Ranking distribution
Rank DBA SSG ADBA DBA-MSE SSG-MSE ADBA-MSE
1 2.9 2.9 0.0 14.3 81.4 5.7
2 0.0 22.9 0.0 30.0 12.9 28.6
3 4.3 15.7 14.3 24.3 0.0 42.9
4 7.1 21.4 41.4 11.4 0.0 18.6
5 11.4 31.4 27.1 18.6 5.7 2.9
6 74.3 5.7 17.1 1.4 0.0 1.4
avg 5.5 3.7 4.5 2.9 1.4 2.9
std 1.1 1.4 0.9 1.4 1.0 1.0
the current DBA solution. The results indicate that simple MSE compression on the entire sequence
appears to be a better strategy than ADBA’s compression and expansion schemes on selected subse-
quences. Notably, SSG performed best among the three base averaging algorithms DBA, SSG, ADBA,
and performed even better than DBA-MSE. These results are in contrast to those presented in [17], where
ADBA outperformed SSG (and also DBA). Our findings confirm that the performance of SSG substan-
tially depends on a careful selection of an optimizer (such as Adam) and a proper choice of the initial
learning rate.
Next, we examine the length of the solutions. Note that SSG also does not alter the length of its
initial guess such that ρss(DBA) = ρss(SSG) = 0. The bottom table shows that MSE compression
schemes reduce the length of the solutions obtained by their corresponding base algorithm (DBA, SSG,
and ADBA). The space-saving ratios of the AC variants are roughly independent of the particular base
algorithm for mean computation (0.43–0.45). Notably, the base algorithm ADBA is more likely to
compress rather than to expand the DBA solutions. This finding is in line with the hypothesis that an
exact mean is typically shorter than the length of the sample time series [6].
3.3. Application: k-Means Clustering
In this experiment, we investigated how the quality of a mean algorithm affects the quality of a k-means
clustering. Let S = {x1, . . . , xn} ⊆ T be a set of n finite time series. The goal of k-means is to find a
set Z = {z1, . . . , zk} of k centroids zj ∈ T such that the k-means error
J(Z) = 1
n
n∑
i=1
min
z∈Z
dtw(xi, z)
2
is minimized. We used DBA, SSG, ADBA, DBA-MSE, SSG-MSE, and ADBA-MSE for computing the
set Z of centroids. We applied the six variants of k-means to 70 UCR data sets and excluded 15 UCR
data sets due to overly long running times (see Appendix A.2). We merged the prespecified training and
test sets. The number k of clusters was set to the number of classes and the centroids were initialized
by the class medoids.
Table 3 summarizes the results. The top table presents the average, standard deviation, minimum,
and maximum percentage deviations from the respective minimum k-means error (lower is better). The
percentage deviation of k-means algorithm A for data set D is defined by
pdev(A,D) = 100 ∗ J(ZA)− J(ZD)
J(ZD) ,
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where ZA is the set of centroids returned by algorithm A and ZD is the best solution obtained by one of
the six k-means algorithms. The bottom table shows the distribution of rankings and their corresponding
averages and standard deviations. The best (worst) algorithm is ranked first (sixth)
The results show that the AC approach substantially improved all k-means variants using one of
the base averaging methods (DBA, SSG, ADBA). Notably, SSG-MSE performed best with an average
percentage deviation of 1.5% and an average rank of 1.4, followed by ADBA-MSE (3.8% and 2.9). The
average percentage deviations of DBA and DBA-MSE are substantially impacted by the results on a
single data set (DiatomSizeReduction). Removing the DiatomSizeReduction data set yields an average
percentage deviation of 13.2 for DBA and 4.6 for DBA-MSE, whereas the other average percentage
deviations remain unchanged up to ±0.1%. These findings confirm the hypothesis raised by Brill et
al. [6] that better mean algorithms more likely result in lower k-means errors.
4. Conclusion
We proposed a generic average-compress algorithm for the unconstrained sample mean problem in DTW
spaces. Starting with an initial guess of sufficient length, the AC algorithm alternates between averaging
and compression. In principle, any averaging and any compression algorithm can be plugged into the
AC scheme. The compression guides the algorithm to promising search spaces of shorter time series.
This approach is theoretically justified by the Reduction Theorem [13] that guarantees the existence of
an unconstrained sample mean in a search space of bounded length. Experimental results show that the
AC algorithm substantially outperforms state-of-the-art heuristics for time series averaging. In addition,
we observed that better averaging algorithms yield lower k-means errors on average. Open research
questions comprise empirical analysis of alternative compression methods for the AC algorithm and
reducing its computational effort.
A. Experimental Settings
A.1. Hyperparameter Settings
In all experiments, we selected the sample medoid as initial guess of a mean algorithm. The DBA
algorithm terminated after convergence and latest after 50 epochs (cycles through a sample). The ADBA
algorithm terminates subsequence optimization when the sum of the scaling coefficients changes its sign
and latest after 50 iterations. The SSG algorithm terminated after 50 iterations without observing an
improvement and latest after max (50, 5000/n) epochs. As optimization scheme, SSG applied Adam [16]
with β1 = 0.9 as first and β2 = 0.999 as second momentum. To cope with the problem of selecting an
initial learning rate, we used the procedure described in Algorithm 6. The input is a sample S of size n.
The output is the best solution found. The algorithm terminates if the solution did not improve for two
consecutive learning rates and latest if
√
n/2i ≤ 10−6.
Algorithm 6 SSG with learning rate selection
1: procedure SSG(S)
2: n← |S|
3: i← 1
4: repeat
5: test SSG with learning rate
√
n/2i
6: record best solution z∗ found so far
7: i← i+ 1
8: until convergence
9: return z∗
A.2. Data Sets Excluded From k-Means Experiments
The following list contains all UCR data sets excluded from k-means clustering due to computational
reasons:
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CinCECGtorso Phoneme
FordA StarLightCurves
FordB UWaveGestureLibraryAll
HandOutlines UWaveGestureLibraryX
InlineSkate UWaveGestureLibraryY
Mallat UWaveGestureLibraryY
NonInvasiveFatalECGThorax1 Yoga
NonInvasiveFatalECGThorax2
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