Above-ground biomass (AGB) plays a pivotal role in assessing a forest's resource dynamics, ecological value, carbon storage, and climate change effects. The traditional methods of AGB measurement are destructive, time consuming and laborious, and an efficient, relatively accurate and non-destructive AGB measurement method will provide an effective supplement for biomass calculation. Based on the real biophysical and morphological structures of trees, this paper adopted a non-destructive method based on terrestrial laser scanning (TLS) point cloud data to estimate the AGBs of multiple common tree species in boreal forests of China, and the effects of differences in bark roughness and trunk curvature on the estimation of the diameter at breast height (DBH) from TLS data were quantitatively analyzed. We optimized the quantitative structure model (QSM) algorithm based on 100 trees of multiple tree species, and then used it to estimate the volume of trees directly from the tree model reconstructed from point cloud data, and to calculate the AGBs of trees by using specific basic wood density values. Our results showed that the total DBH and tree height from the TLS data showed a good consistency with the measured data, since the bias, root mean square error (RMSE) and determination coefficient (R 2 ) of the total DBH were −0.8 cm, 1.2 cm and 0.97, respectively. At the same time, the bias, RMSE and determination coefficient of the tree height were −0.4 m, 1.3 m and 0.90, respectively. The differences of bark roughness and trunk curvature had a small effect on DBH estimation from point cloud data. The AGB estimates from the TLS data showed strong agreement with the reference values, with the RMSE, coefficient of variation of root mean square error (CV(RMSE)), and concordance correlation coefficient (CCC) values of 17.4 kg, 13.6% and 0.97, respectively, indicating that this non-destructive method can accurately estimate tree AGBs and effectively calibrate new allometric biomass models. We believe that the results of this study will benefit forest managers in formulating management measures and accurately calculating the economic and ecological benefits of forests, and should promote the use of non-destructive methods to measure AGB of trees in China.
Introduction
Forest biomass is an important indicator of forest productivity, carbon storage and forest carbon sequestration capacity, and it has been widely investigated by the scientific community [1] [2] [3] . As a developing country, China has taken measures to increase forest biomass and carbon storage by scholartree (Sophora japonica), Chinese pine (Pinus tabulaeformis), Chinese catalpa (Catalpa bungee), white wax (Fraxinus pennsylvanica), Chinese white poplar (Populus tomentosa), locust (Robinia pseudoacacia), metasequoia (Metasequoia glyptostroboides) and China savin (Juniperus chinensis), which are common trees in the boreal forests of china. The trees specimens had different bark roughness and trunk curvature. There were low shrubs in the study area, all of which were less than 1.2 m in height, that had no effect on the acquisition of DBH from the point cloud data of trunks. are common trees in the boreal forests of china. The trees specimens had different bark roughness and trunk curvature. There were low shrubs in the study area, all of which were less than 1.2 m in height, that had no effect on the acquisition of DBH from the point cloud data of trunks. 
Data Acquisition

Field Data Collection
Field surveys were conducted to collect data, including tree species, DBH and tree height information. The data was collected in ten different sampling plots using traditional forest inventory methods. An experienced taxonomist accompanied the survey team to identify the tree species in the field. The allometric growth biomass models used in this study all require DBH greater than 5 cm. Therefore, the DBH of each tree of more than 5 cm was manually measured using a diameter tape with millimeter accuracy at DBH height (1.3 m vertical above the ground from the base of the tree). A total station with centimeter-scale ranging accuracy developed by the South Surveying and Mapping Technology CO., LTD (Guangzhou, China) was used to accurately measure the tree height in the plot, which was achieved by the principle of triangulation. The structure parameters of the ten forest types based on field forest inventory are summarized in Table 1 . The growth model of a specific tree species was used to estimate the tree height in cases where the treetop was not visible due to occlusion by adjacent trees (a total of 13 tree heights were calculated by the tree growth model) [30] [31] [32] . The DBH and tree height data of 322 trees obtained in the field were used as references, which were provided in table S1 of Supplementary Materials. 
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Field surveys were conducted to collect data, including tree species, DBH and tree height information. The data was collected in ten different sampling plots using traditional forest inventory methods. An experienced taxonomist accompanied the survey team to identify the tree species in the field. The allometric growth biomass models used in this study all require DBH greater than 5 cm. Therefore, the DBH of each tree of more than 5 cm was manually measured using a diameter tape with millimeter accuracy at DBH height (1.3 m vertical above the ground from the base of the tree). A total station with centimeter-scale ranging accuracy developed by the South Surveying and Mapping Technology CO., LTD (Guangzhou, China) was used to accurately measure the tree height in the plot, which was achieved by the principle of triangulation. The structure parameters of the ten forest types based on field forest inventory are summarized in Table 1 . The growth model of a specific tree species was used to estimate the tree height in cases where the treetop was not visible due to occlusion by adjacent trees (a total of 13 tree heights were calculated by the tree growth model) [30] [31] [32] . The DBH and tree height data of 322 trees obtained in the field were used as references, which were provided in Table S1 of Supplementary Materials. 
TLS Data Collection
The TLS data were collected in the spring of 2018 using a FARO Focus S 150 terrestrial laser scanner produced by FARO Technologies Company (FL, America), a phase-based scanner with a field of view of 360 • horizontally and approximately 300 • vertically, and a minimum horizontal and vertical step size of 0.009 • (approximately 40,000 laser pulses for a full hemispherical scan). The maximum rate of the laser scanner data acquisition was 976,000 points per second, and an acquisition rate of 244,000 points per second was used in this study. The scanner employed a continuous wave of 1500 nm to measure distances with a range of up to 153 m. The laser scanning level of the scanner is one level. The system's distance error is less than 1 mm within a distance of 25 m, which helped to acquire highly accurate data for the surveyed forest sample plots. More detailed information about the device is provided in Table 2 . The laser scanner device with an embedded microcomputer can store and preprocess the point cloud data after completion of data collection. The laser scanner had corresponding FARO Scene desktop software (FARO Technologies, Inc., version 7.1.0, www.faro.com) for post-processing of point cloud data. The FARO Scene software was used to assess the quality of the point cloud data and filter out "ghost points" and discrete points. Finally, by utilizing the functions of "Clear Sky" and "Clear Contour," we obtained more reliable 3D spatial data for further modelling. In order to reduce the effects of tree occlusion and terrestrial vegetation, we used a multi-scan (MS) approach to obtain better point cloud coverage for the 16 m × 16 m plot, setting scanning positions at four corners of the plot and the center to perform four consecutive scans of the trees in a clockwise sequence. In order to obtain similar point cloud coverage, we scanned the 32 m × 32 m plots according to the layout principle of 16 m × 16 m plots, and scanned a total of 13 positions. Six highly reflective target spheres were placed throughout the plot for registration of point cloud data at different scanning sites using Scene software, and the accuracy of registration was within 1 cm. In addition, the acquisition of all the plot scanning data was conducted at the same scan resolution to eliminate the effects of different resolution on the modeling results, and carried out under windless conditions, which helps to avoid inconsistencies in the spatial position of the same branches at different scanning locations. 
Filtering
Filtering of the acquired point cloud data is the basis for accurate and precise modeling. In addition, reducing the size of point cloud data helps to save memory and reduces computation time [25, 28] . First, point cloud data outside the plot area was removed. In order to obtain data for the complete canopy of the trees located at the edges of the plot, we set a 5 m buffer zone along the boundary of each plot. Any data beyond this range was excluded from further modeling. Subsequently, point cloud data that did not contain information on tree attributes in the plot was manually removed by visual inspection. Secondly, the ground points and other unrelated understory point clouds were also filtered out. We used the open source software CloudCompare (https://www.danielgm.net/cc/) to automatically filter the ground points. In addition, the height of the understory shrub vegetation in the plots was less than 1.5 m, so the shrub point cloud data in the plot was removed. Third, in order to make the volume of the reconstructed trunks more similar to the volume of the real trees, the noise and outliers were removed from the data, since these could result in the fitting of wrong cylinder models and overestimating the trunk volume [28, 33] . A sphere with a radius of 0.3 cm was used to filter noise points in cloud data of plots while removing outliers. Finally, visual inspection of the point cloud data of the trees in the plot was done to manually remove the points from adjacent crowns or stems, if present [34] .
Extracting of Individual Trees
In order to achieve accurate modeling of trees and acquisition of their structural parameters, individual trees were extracted from the acquired point cloud data of each plot. The approaches typically used to extract individual trees include fully manually, semi-automatic and automated methods [25, [35] [36] [37] . Manual extraction of individual trees from large point clouds is inefficient and time-consuming, and it is difficult to accurately segment branches of trees in a dense forest. Therefore, a bottom-up automatic extraction algorithm of individual trees based on biological theory and metabolic ecology theory was used in this study.
The segmentation algorithm of individual trees used in the study, called comparative shortest-path (CSP), was developed by Tao et al. [37] . It is a bottom-up method based on the 3D structure of point cloud data. The extraction of individual trees from the plot was mainly composed of three parts. First, ground points were filtered and normalized. Since the plot terrain was not strictly a two-dimensional plane, ground points were separated before individual tree extraction in order to eliminate the influence of topographic fluctuation on the z-value of the point cloud data. The filtered ground points were generated using a digital elevation model (DEM) of 0.3 m resolution via Kriging interpolation, and the minimum z value of the point cloud data in each grid was used as the real ground to normalize the point cloud data in a plot area. Then, the density-based spatial clustering of applications with a noise algorithm (DBSCAN) was used for automatic identification of tree trunks in the plot, which required the definition of the minimum number of cluster points or the radius of neighboring points to determine whether a point belonged to the real trunk surface [37, 38] . The point cloud data of a single trunk in the plot was segmented automatically. A 10 cm thick point cloud slice from the trunk (1.3 m vertical above the ground from the base of the tree) was used to calculate the DBH value as a seed point for the tree. Finally, the seed points and the CSP algorithm based on the metabolic ecology theory were used to segment the canopy point clouds of the trees. According to the distribution of trees in the forest, the canopy point cloud was mainly divided in three ways. For the forest plots where the sparsely distributed canopies did not intersect, the point cloud from the trunk was extended to the points of branches according to the shortest 3D Euclidean geometric distance to complete the segmentation of canopy point cloud data. For adjacent trees with the same size and canopy intersection, the shortest path distance from the point to the trunk was calculated based on biological theory, and the points were assigned to the closest respective target trunks. The remaining points were sequentially calculated one by one to determine the point cloud data of each tree. For the canopy intersection of trees with large differences in size, the distance from the point to the trunk was converted and reduced according to a power-law relationship between the branch length and the branch radius in according to metabolic ecology theory. Then, the converted distances were compared to determine the shortest distance, which yielded the target tree to which the point belonged. The target tree of each point in the point cloud was determined successively until the whole point cloud data was segmented. The conversion formula based on the power-law relationship [37] was as follows:
where D T i→Trunk is the distance from the i-th point to the base of the trunk after transformation according to the power-law relationship; D i→Trunk is the biological distance from the i-th point to the base of the trunk; DBH 2/3 is the fixed scale. More detailed information on the algorithm can be found in Tao et al. [37] .
We used the segmentation algorithm to extract individual trees from 10 plots and visually inspected the results ( Figure 2 ). The point cloud data of a single tree after segmentation was further checked one by one, and those trees that were not correctly classified were re-segmented manually, and abnormal points that did not belong to a specific tree were removed to generate more accurate point cloud data of single trees. The accuracy of single-tree segmentation directly affects the modeling results of the QSM algorithm, and thus has an impact on the estimation of aboveground biomass [3, 28] . were compared to determine the shortest distance, which yielded the target tree to which the point belonged. The target tree of each point in the point cloud was determined successively until the whole point cloud data was segmented. The conversion formula based on the power-law relationship [37] was as follows:
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/ is the fixed scale. More detailed information on the algorithm can be found in Tao et al. [37] . We used the segmentation algorithm to extract individual trees from 10 plots and visually inspected the results ( Figure 2 ). The point cloud data of a single tree after segmentation was further checked one by one, and those trees that were not correctly classified were re-segmented manually, and abnormal points that did not belong to a specific tree were removed to generate more accurate point cloud data of single trees. The accuracy of single-tree segmentation directly affects the modeling results of the QSM algorithm, and thus has an impact on the estimation of aboveground biomass [3, 28] . 
Acquisition of Tree Structure Parameters from TLS Data
The basic parameters of tree height and DBH were obtained from the point cloud data of the plots. The point cloud slices of 10 cm thickness (1.25 m-1.35 m) were intercepted from the filtered point cloud data, which after eliminating the effect of topographic fluctuation, and the DBH values of each tree were calculated using the least squares circle fitting method, which was considered to be the most accurate DBH estimation method compared with the least square cylinder fitting and the circle Hough transformation [3, 39] . In dense forests it is difficult to measure the height of trees, because their tops are often occluded by adjacent trees. In order to obtain accurate and reliable tree height information, the top of each tree should be accurately detected by the scanner, and a sufficient number of tree vertex points should be obtained, which is about 1-2 cm in point space at the top of the tree [40] . The scanning positions of the 10 plots in this study were set up to ensure the detection of tree tops. The point cloud data of individual trees was used to calculate the tree height, which was defined as: 
The basic parameters of tree height and DBH were obtained from the point cloud data of the plots. The point cloud slices of 10 cm thickness (1.25 m-1.35 m) were intercepted from the filtered point cloud data, which after eliminating the effect of topographic fluctuation, and the DBH values of each tree were calculated using the least squares circle fitting method, which was considered to be the most accurate DBH estimation method compared with the least square cylinder fitting and the circle Hough transformation [3, 39] . In dense forests it is difficult to measure the height of trees, because their tops are often occluded by adjacent trees. In order to obtain accurate and reliable tree height information, the top of each tree should be accurately detected by the scanner, and a sufficient number of tree vertex points should be obtained, which is about 1-2 cm in point space at the top of the tree [40] . The scanning positions of the 10 plots in this study were set up to ensure the detection of tree tops. The point cloud data of individual trees was used to calculate the tree height, which was defined as:
where h tree is the calculated height of a tree, while Z max is the maximum value of the Z coordinate in a single vertex of the tree point cloud data. The DBH and tree height values obtained from point cloud data were also compared with those obtained from field measurements. Analysis of variance (ANOVA) was used to test whether the differences in DBH and tree height estimates were statistically significant at the 95% level of significance, and to analyze DBH and tree height, respectively [41] . The linear regression models between estimates and reference values are also used to show the differences between estimates and reference values. Precision indicators including bias, root mean squared error (RMSE), relative bias and relative RMSE (RMSE%) were used to evaluate the precision of DBH and tree height obtained from point cloud data.
Model Reconstruction and Algorithmic Optimization
QSM Reconstruction Method for Individual Trees
The QSM method can realize the rapid modeling of point cloud data of individual trees and accurately calculate the modelled tree volume from the reconstructed structure, including the volume of branches and the trunk. The method mainly achieved accurate tree structure reconstruction and acquisition of important structural parameters through the following eight steps. (1) The filtered point cloud data of individual tree is used for tree model reconstruction in QSM algorithm, and the corresponding cover sets are generated for the point cloud on the tree surface. (2) The neighborrelation between the coverage sets is determined according to the size of the cover sets. (3) According to the size of the cover sets in conjunction with their eigenvalues and vectors, the local geometric features of the tree, the local directions of the trunk and branches, and the angle between the trunk and branches are determined. (4) The base of the trunk and branches are identified based on the characteristics of cover sets and the component parts of the tree are extracted by "growing". (5) The generated cover sets of the tree surface are segmented into the corresponding real trunk and branches. (6) A series of cylinders with different radii, lengths and directions are used to conduct least-squares piecewise fitting for the point cloud data segmented in the preceding step, and the structure of each part of the tree is reconstructed. (7) The gap between the fitted cylinders are found and supplemented with cylinders to complete the cylinder model of the whole tree. (8) The volume and length of the trunk and branches are calculated automatically from the reconstructed model. The method is described and validated in detail by Raumonen et al. [28] . There are, mainly, seven parameters in the process of tree reconstruction, as follows:
where d and d 1 represent the minimum distance between the two centers of the cover sets; r and r 1 are the radii of the balls used to generate the cover sets; n and n 1 are the minimum thresholds for the number of points in a given ball; l is the ratio of the length to the radius of the fitting cylinder. The first three parameters (d, r and n) were used to generate the first cover sets of a single tree, which primarily filters out the noise in the point cloud data for individual trees caused by small branches and leaves. The parameters d 1 , r 1 and n 1 were used to generate a finer cover, mainly to determine the neighbor-relation of the cover sets and the local characteristics of the tree. Parameter l controls the magnitude and is used to fit the cylinder. The smaller the cylinder, the more detailed the local characteristics of the tree. Figure 3 shows the point cloud data for a single specimen of Ginkgo biloba and the 3D structure reconstructed using the QSM method. 
Optimization and Sensitivity Analysis of the QSM Algorithm
The algorithm has two important parameters, d and l, which were used to generate the reconstructed model by defining the covering sets of different sizes and the ratio of the length and radius of the cylinder, which has an important impact on the reconstruction results [3, 8] . Therefore, we used different parameter values to test ten tree species with different ecological structures to determine the optimal parameters for each tree species and the sensitivity of the algorithm to different tree species with different ecological structures. Ten trees of each species were randomly selected to optimize the QSM algorithm and determine the optimal model parameters of different tree species. All the remaining data were used for the independent evaluation and precision evaluation of the estimated AGB.
We determined the optimal parameter d from different test values (2.0, 3.0, 4.0, 5.0, 6.0 and 7.0) and the optimal parameter l from different test values (3, 4, 5 and 6), which gave the most accurate biomass estimation according to Tanago et al. [8] and Raumonen et al. [28] . The other parameters r, n, d1, r1 and n1, used the default values d + 2, 3, 6, 7 and 1 cm, respectively. Firstly, the average values of the individual tree volume of the selected tree species were obtained from the 10 model realizations using different parameter values for d, after which the biomass calculated by multiplying with the basic wood density of specific tree species was compared with the biomass calculated using the regional allometric model of the same tree species. The biomass of ten trees of the tree species was calculated respectively according to this process, and the RMSE was calculated from the estimated biomass value and the reference biomass value. The optimal parameter d was determined from the corresponding parameter value with the smallest RMSE. Then, once the optimal parameter d was determined, the average value of the individual tree volume was calculated again from the 10 model realizations using different parameter values l. The biomass of the tree was calculated by multiplying its average volume by its density, and the calculated tree biomass was compared with the biomass calculated using the regional allometric model. The biomass of ten trees of the tree species was calculated respectively according to this process, and the RMSE was calculated from the estimated biomass value and the reference biomass value. The optimal parameter l was determined using the minimum RMSE. By this time, the optimal parameters d and l of a tree species were determined. The same operation was performed for the remaining tree species in turn to determine the optimal QSM algorithm for different tree species. Finally, the optimal parameters d and l of ten species were determined respectively, and the optimized QSM algorithm was used to estimate the individual tree 
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We analyzed the sensitivity of the QSM algorithm using the modeling result for different parameter values of d and l. Sensitivity analysis mainly includes two aspects: the sensitivity analysis of the QSM algorithm for different parameters of the same tree species, and the sensitivity analysis of QSM the algorithm for the same parameters of different tree species. The QSM algorithm for tree reconstruction was implemented in MATLAB software (The MathWorks, Inc., Version Matlab 2018a, Natick, MA, USA) using a Windows 10 64-bit operating system (Microsoft Corporation, Redmond, WA, USA).
Estimation of AGB
In the estimation of AGB, the differences in tree biomass caused by the errors in the measurement operation, the allometric model and the instrument itself were considered to be minimal and negligible [8, 42] . Furthermore, the stem contributed about 70%-80% of the total AGB [43] . We calculated from the data released by the forestry ministerial standard of the People's Republic of China that the biomass of the branches accounted for about 20%-30% of the total AGB. By contrast, the leaves accounted for only 10% of the total biomass, and we consequently did not consider them when assessing the AGB via the QSM method.
AGB Estimation from Allometric Biomass Models
The biomasses of individual trees of ten species were estimated using the regional biomass models specific for each tree species. Those biomass equations were based on variables, such as specific tree species, DBH and tree height, which were collected during the field inventory. The biomass models of the ten tree species used in this study, which evaluate the total AGB, including the biomass of the trunks, branches and leaves, were obtained from published literature and national standards or references (see Table 3 ). The table contains the information on the number of modelled tree species, the DBH range, tree height range, biomass model parameters, tree species density and coefficient of determination (R 2 ). The modeling data for the tree species, including Robinia pseudoacacia, Salix matsudana, Juniperus chinensis, Sophora japonica and Fraxinus pennsylvanica, was not available in detail; therefore, only some information obtained from references is shown. The individual tree biomass obtained from these biomass models was used as a reference value and compared with the biomass calculated from the reconstructed QSM models. 
AGB Estimation from TLS-QSM
We used point cloud data of individual trees to fit the topological structure of whole trees using cylinders via the QSM algorithm, calculated the volume of each cylinder part, and then managed to calculate the volume of the trunk and branches of each tree. For given parameters d and l, the random coverage set generated by the QSM algorithm showed small differences in the reconstruction results. Therefore, the volume of the individual tree was defined as the average volume of 10 reconstructed models. The AGB of individual trees was obtained by multiplying the volume of a specific tree (branches and trunks) by the basic wood density of the corresponding tree species. The basic wood density values of specific tree species were obtained from the Global Wood Density Database [54, 55] or the literature. We calculated the RMSE, RMSE% and concordance correlation coefficient (CCC) of the biomass of the QSM model relative to the reference data to evaluate the QSM algorithm. The RMSE and RMSE% are defined in the following equations:
where AGB i est is the i-th estimation value of AGB, AGB i re f is the ith reference value of AGB, AGB re f is the mean of the reference AGB and n is the number of trees.
Results
DBH and Tree Height
A total of 322 trees belonging to ten different species were successfully extracted without commission or omission errors. The estimated DBHs were compared with the reference DBHs, which were measured using a diameter tape (Figure 4 ). Our estimates showed that most of the DBHs of the ten tree species obtained from the TLS data were below the 1:1 dashed line, indicating that the DBH estimated from point cloud data was smaller than the one measured in the field (Figure 4a ). The R 2 of the linear regression model describing the agreement of LiDAR DBH data with the measured DBH values was 0.97, and its slope was also 0.97. A detailed analysis of the effects of different bark roughness and trunk curvature on DBH estimation for each tree species is provided in Appendix A. The underestimation of DBH from TLS data did not change significantly with the increase of DBH. As shown in Figure 4b , most of the DBH residuals of the ten tree species were above the y = 0 line, which was consistent with the result that the DBH values from TLS data in Figure 4a were smaller than the values measured in the field. There was no significant difference in the residuals of DBH among different tree species, most of which were between −0.5 cm and 2.0 cm.
A comparison of tree heights from TLS and field measurements, with the tree height measured by the total station as a reference is shown in Figure 5 . Our estimates showed that the determination coefficient (R 2 ) of the linear regression model describing the agreement between the LiDAR tree height data and measured tree height data was 0.90, and its slope was 0.99. The tree height of Populus tomentosa estimated using the TLS data was significantly higher than that measured in situ. The estimated tree heights of Robinia pseudoacacia and Catalpa bungei were consistent with the measured values and were evenly distributed on both sides of the 1:1 line. The estimated height of other tree species was mostly lower than the measured values. A detailed analysis of the effects of different tree species on tree height estimation is provided in Appendix A. Figure 5b illustrates that the residual values of most tree heights were more uniformly distributed on both sides of the y = 0 line, and most of the residual values were between −1 m and 2 m. The tree heights obtained from point cloud data were largely underestimated compared with the heights measured in situ. No significant difference was observed in the distribution range of residual values with the increase of tree height. A comparison of tree heights from TLS and field measurements, with the tree height measured by the total station as a reference is shown in Figure 5 . Our estimates showed that the determination coefficient (R 2 ) of the linear regression model describing the agreement between the LiDAR tree height data and measured tree height data was 0.90, and its slope was 0.99. The tree height of Populus tomentosa estimated using the TLS data was significantly higher than that measured in situ. The estimated tree heights of Robinia pseudoacacia and Catalpa bungei were consistent with the measured values and were evenly distributed on both sides of the 1:1 line. The estimated height of other tree species was mostly lower than the measured values. A detailed analysis of the effects of different tree species on tree height estimation is provided in Appendix A. Figure 5b illustrates that the residual values of most tree heights were more uniformly distributed on both sides of the y = 0 line, and most of the residual values were between −1 m and 2 m. The tree heights obtained from point cloud data were largely underestimated compared with the heights measured in situ. No significant difference was observed in the distribution range of residual values with the increase of tree height. The accuracy of DBH and tree height estimation using TLS data is shown in Table 4 . It can be seen that the total bias and RMSE of the DBH calculated via the least square circle algorithm were −0.8 cm and 1.2 cm, respectively. Among the 322 selected trees with reference DBH values ranging from 8.8 cm to 40.6 cm, trees with a DBH bias of less than 1.5 cm accounted for 89.1% of the total. The A comparison of tree heights from TLS and field measurements, with the tree height measured by the total station as a reference is shown in Figure 5 . Our estimates showed that the determination coefficient (R 2 ) of the linear regression model describing the agreement between the LiDAR tree height data and measured tree height data was 0.90, and its slope was 0.99. The tree height of Populus tomentosa estimated using the TLS data was significantly higher than that measured in situ. The estimated tree heights of Robinia pseudoacacia and Catalpa bungei were consistent with the measured values and were evenly distributed on both sides of the 1:1 line. The estimated height of other tree species was mostly lower than the measured values. A detailed analysis of the effects of different tree species on tree height estimation is provided in Appendix A. Figure 5b illustrates that the residual values of most tree heights were more uniformly distributed on both sides of the y = 0 line, and most of the residual values were between −1 m and 2 m. The tree heights obtained from point cloud data were largely underestimated compared with the heights measured in situ. No significant difference was observed in the distribution range of residual values with the increase of tree height. The accuracy of DBH and tree height estimation using TLS data is shown in Table 4 . It can be seen that the total bias and RMSE of the DBH calculated via the least square circle algorithm were −0.8 cm and 1.2 cm, respectively. Among the 322 selected trees with reference DBH values ranging from 8.8 cm to 40.6 cm, trees with a DBH bias of less than 1.5 cm accounted for 89.1% of the total. The The accuracy of DBH and tree height estimation using TLS data is shown in Table 4 . It can be seen that the total bias and RMSE of the DBH calculated via the least square circle algorithm were −0.8 cm and 1.2 cm, respectively. Among the 322 selected trees with reference DBH values ranging from 8.8 cm to 40.6 cm, trees with a DBH bias of less than 1.5 cm accounted for 89.1% of the total. The bias and RMSE of tree heights were −0.4 m and 1.3 m, respectively. The bias of tree height from TLS data was within 1.5 m and accounted for 80.8% of the total. A more detailed analysis of tree height and DBH of different tree species is provided in Appendix A. The analysis of variance showed that there was no statistically significant difference between the estimated DBH and tree height for all trees and the field measurements (α = 0.05; Table 5 ). The results of variance analysis of DBH and tree height supported the hypothesis of equality, with p-values of 0.921 and 0.056, respectively. 
Optimization Parameters of the QSM Algorithm
The tree structures of different tree species were reconstructed with different parameters of d and l values, and the optimal parameters of the reconstructed model were obtained as shown in Table 6 . The optimal value for parameter d was 2 or 3 cm for other tree species except for Salix matsudana, Fraxinus pennsylvanica and Pinus tabulaeformis. The minimum relative RMSE of Populus tomentosa was 7.1%, while the maximum relative RMSE of Pinus tabulaeformis was 25.6%. The optimal value of the parameter l for different tree species was evenly distributed between 3, 4 and 5, and there was no obvious difference between different forest types. The optimal l value of the algorithm had a significant effect on the reconstruction results of Ginkgo biloba, and the relative RMSE increased from 21.5% to 14.9%. For other tree species, the optimal l value had no significant effect on the accuracy of the reconstruction results. Therefore, the optimal values of these parameters for the different tree species were used to reconstruct the model of the remaining data. 
Estimation of Above-Ground Biomass
When the QSM algorithm was used to reconstruct tree structure, nine individual trees failed to model, including two Ginkgo biloba, one Salix matsudana, one Robinia pseudoacacia, two Metasequoia glyptostroboides and three Pinus tabulaeformis. Consequently, the data of these nine trees were eliminated from modeling. A comparison of the AGB of each tree from the TLS-QSM model and the basic wood density with the corresponding reference AGB is shown in Figure 6 . The comparison between the AGB calculated by TLS-QSM and the AGB from the regional allometric model indicated that the total RMSE and CV (RMSE) of the AGB obtained via TLS-QSM were 17.4 kg and 13.6%, respectively. The correlation between the AGB values from TLS-QSM and the allometric model, expressed by a linear regression model, was 0.95. The TLS-QSM approach and regional allometric model were highly consistent in regard to the 95% confidence interval level (CCC = 0.97), with no major systematic deviation from the 1:1 line (slope of 1.02). Hence, there was no tendency to overestimate or underestimate the AGBs of larger trees. Figure 6b shows the distribution of the AGB residuals from different tree species. Compared with the regional allometric models, the TLS-QSM method for calculating AGB with basic density has neither systematically tended to overestimate nor underestimate the AGB of a particular tree species for different tree species.
basic wood density with the corresponding reference AGB is shown in Figure 6 . The comparison between the AGB calculated by TLS-QSM and the AGB from the regional allometric model indicated that the total RMSE and CV (RMSE) of the AGB obtained via TLS-QSM were 17.4 kg and 13.6%, respectively. The correlation between the AGB values from TLS-QSM and the allometric model, expressed by a linear regression model, was 0.95. The TLS-QSM approach and regional allometric model were highly consistent in regard to the 95% confidence interval level (CCC = 0.97), with no major systematic deviation from the 1:1 line (slope of 1.02). Hence, there was no tendency to overestimate or underestimate the AGBs of larger trees. Figure 6b shows the distribution of the AGB residuals from different tree species. Compared with the regional allometric models, the TLS-QSM method for calculating AGB with basic density has neither systematically tended to overestimate nor underestimate the AGB of a particular tree species for different tree species. Figure 6 . Comparison of the tree above ground biomass (AGB) obtained through quantitative structure model (QSM) reconstruction and the AGB derived from allometric models. (a) Comparison of tree AGB and references from ten different tree species; (b) residuals of tree AGB from ten different tree species. Figure 7 depicts the average modeled AGB from ten different QSMs for each tree and compares them to the reference AGB. The QSM algorithm showed significant differences in modeling accuracy and stability for tree species with different morphological and topological structural characteristics. The best AGB modeling results were achieved for Salix matsudana and Populus tomentosa, with RMSE, CV (RMSE) and CCC values of 16.2 kg and 11.6 kg, 7.7% and 6.5% and 0.99 and 0.96, respectively (Figure 7) . When modeling Juniperus chinensis and Pinus tabulaeformis, we found that the branches of some of the trees were disturbed and destroyed by people. Therefore, the AGB-calculated by the model was quite different from that of the regional allometric model, and we did not conduct a more detailed analysis of those values. Ginkgo biloba showed large deviations and large uncertainties compared to other tree species. Our results showed that small trees showed lesser uncertainties and lesser deviations from the reference than large trees. The linear regression slopes of the models for Catalpa bungei and Robinia pseudoacacia were 1.17 and 1.05, respectively, indicating that the TLS-QSM approach slightly overestimated the AGBs of larger trees. By contrast, the TLS-QSM approach slightly underestimated the AGBs of the large Populus tomentosa and Sophora japonica, and the slope of their linear regression models was 0.84. Figure 6 . Comparison of the tree above ground biomass (AGB) obtained through quantitative structure model (QSM) reconstruction and the AGB derived from allometric models. (a) Comparison of tree AGB and references from ten different tree species; (b) residuals of tree AGB from ten different tree species. Figure 7 depicts the average modeled AGB from ten different QSMs for each tree and compares them to the reference AGB. The QSM algorithm showed significant differences in modeling accuracy and stability for tree species with different morphological and topological structural characteristics. The best AGB modeling results were achieved for Salix matsudana and Populus tomentosa, with RMSE, CV (RMSE) and CCC values of 16.2 kg and 11.6 kg, 7.7% and 6.5% and 0.99 and 0.96, respectively (Figure 7) . When modeling Juniperus chinensis and Pinus tabulaeformis, we found that the branches of some of the trees were disturbed and destroyed by people. Therefore, the AGB-calculated by the model was quite different from that of the regional allometric model, and we did not conduct a more detailed analysis of those values. Ginkgo biloba showed large deviations and large uncertainties compared to other tree species. Our results showed that small trees showed lesser uncertainties and lesser deviations from the reference than large trees. The linear regression slopes of the models for Catalpa bungei and Robinia pseudoacacia were 1.17 and 1.05, respectively, indicating that the TLS-QSM approach slightly overestimated the AGBs of larger trees. By contrast, the TLS-QSM approach slightly underestimated the AGBs of the large Populus tomentosa and Sophora japonica, and the slope of their linear regression models was 0.84.
The analysis of variance showed that there was no statistically significant difference between the AGB estimates and reference values for different tree species (α = 0.05; Table 7 ). The results of variance analysis supported the hypothesis of equality. When the same analysis was performed for ten different tree species using the assumptions of equal AGB means, p-values were 0.895, 0.811, 0.542, 0.651, 0.559, 0.685, 0.725, 0.881, 0.787 and 0.117 for Salix matsudana, Ginkgo biloba, Catalpa bungei, Fraxinus pennsylvanica, Robinia pseudoacacia, Populus tomentosa, Juniperus chinensis, Metasequoia glyptostroboides, Sophora japonica and Pinus tabulaeformis, respectively. 
Sensitivity Analysis of the QSM Algorithm
We mainly analyzed the sensitivity and stability of the QSM algorithm according to the RMSE of tree AGBs generated using different values for the parameters d and l, and the standard deviation produced by the given parameter values in the QSM algorithm for ten modeling times per tree. Tables 8  and 9 respectively, show the differences of AGB for different tree species, calculated using different values for the parameters d and l in the QSM algorithm. The different values of d had a great influence on the volume of the trunks and branches reconstructed by the QSM algorithm, and consequently a great impact on the evaluation of AGB (Table 8 ). Different tree species had large errors in the reconstruction results for the same value of d, which indicated that the algorithm was impacted by the different morphological structures of different tree species. We also found that different parameter values had no significant impact on the reconstructed trunk volume, but had a great impact on the volume of the reconstructed branches. Table 9 describes the effects of different values of the parameter l on the tree AGB reconstructed by the QSM algorithm. It can be seen that different values of l had no significant impact on the reconstructed AGB of specific trees, which indicates that the parameter l of the QSM algorithm has low sensitivity and high stability for the reconstruction results. 
Discussion
TLS is a powerful and effective tool for obtaining 3D point cloud data of the morphological structures of individual trees, and then extracting a variety of geometric and statistical parameters. The least squares circle fitting algorithm was used to fit point clouds at DBHs of trees with different bark roughness and trunk curvature. The results showed that different bark roughness and trunk curvature had a minor influence on the evaluation of DBH in laser point clouds [56, 57] . The comparison of DBH from TLS data and field measurements shows a high consistency. The precision of the DBH estimation in our study (RMSE = 1.2 cm) was higher than that reported by Calders et al. [2] and Cabo et al. [58] . The slope of the fitting line between the estimated DBH and the measured data was 0.97, which indicated that the DBH of trees was slightly underestimated on the whole. In addition to the influence of bark roughness, the main reasons for the smaller DBH estimation were the shape of the trunk and the low density and uneven distribution of point cloud data [40, 56] . The precision of the tree height estimation (RMSE = 1.3 m) in our study was lower than that reported by Cabo et al. [58] . That was likely due to the higher trunk density in our plots, which caused occlusion of tree tops, leading to the modelling error of the tree height-DBH model. Obtaining tree height from point cloud data has an obvious advantage over other instruments for measuring tree height since it does not rely on the artificial selection of tree vertices. This method is more advantageous for measuring tree height in dense forests where the tops of trees cannot be seen [59, 60] .
A QSM algorithm optimized for different tree species based on their biophysical characteristics can provide reliable and highly accurate estimates of AGB. The optimal value for the parameter d was 2 or 3 cm for all investigated tree species except Salix matsudana, Fraxinus pennsylvanica and Pinus tabulaeformis, which is consistent with the results of Calders et al. [2] and Tanago et al. [8] . The optimal value for the parameter l for different tree species was always 3, 4 or 5, which was consistent with the results of Raumonen et al. [28] . The optimum value for the parameters d and l for different trees species were obviously different, which was mainly influenced by the different biophysical and morphological structures of the trees. Different parameters of the QSM algorithm have a great impact on the final model reconstruction results. The method we used to reconstruct the model from TLS data does not require prior assumptions about tree structure, nor does it rely on limited tree structure parameters. Calders et al. [2] used the QSM algorithm to reconstruct the tree structure of Eucalyptus leucoxylon, E. microcarpa and E. tricarpa, and then evaluated the tree AGB. The results of the AGBs calculated using their TLS-QSM method were highly consistent with the reference values, with the CV (RMSE) and CCC being 16.1% and 0.98, respectively. The accuracy of the total AGB estimated using the optimized QSM algorithm in our study was higher than that reported by Calders et al. [2] , and our CV (RMSE) and CCC were 13.6% and 0.97 respectively. The accuracy of the AGB estimated in our study was significantly higher than that of an estimate for 29 tropical rainforest trees species during the foliage period (CV(RMSE) = 28.37%, R 2 = 0.90, CCC = 0.95) [8] . The modelled volumes of different tree species calculated using the QSM algorithm were quite different. In addition to the influence of the biophysical structure of trees, an important reason is the difference in the stem density in the sample plots populated by different species. Among of 322 trees, nine failed to model when performing the 3D reconstruction of tree structure. Possible reasons include a lack of point cloud data in some trees and problems in the algorithm itself. Because different point cloud densities will affect the results of QSM modeling, we used the same scanning resolution and set the same scanning mode and the same point cloud data processing method in ten sample plots to ensure that the single trees used for QSM model reconstruction had similar point cloud densities, which reduces the impact of different point cloud density on the modelling results. The point cloud data of Ginkgo biloba were acquired in the period of leaf growth, and the acquired data contained the point cloud data of leaves, which led to discrepancies in the cylinders fitted in the modeling of branches, and further. led to a large standard deviation in the biomass of individual modelled trees (Figure 7a ). By contrast, the point cloud data of Salix matsudana and Populus tomentosa were less affected by leaves and the biophysical morphologies of the trees were relatively simple, so that the modelled results showed high consistency with the reference biomasses (Figure 7b,f) . When the QSM algorithm was used to repeatedly model the same individual tree a total of 10 times, the modelled volume of the trunk was very similar, whereas the modelled volume of the branches varied greatly, up to several times. An important reason was that the point cloud that newly grows out of the leaves caused the fitted branches to be bulky. This method can not only calculate the volume and biomass of trees, but also monitor the annual natural growth of tree volume, as well as changes of branches and trunks [28] . Kaasalainen et al. [61] used this method to monitor the same tree in successive years and quantitatively evaluate its growth of tree volume.
There are many factors influencing the calculated AGBs of trees, including allometric biomass models. The allometric biomass models for a specific area have high accuracy in assessing the biomass of individual trees. Therefore, all allometric biomass models used in this study were specific for the area and tree species under investigation. In this study, the single variable (DBH) AGB prediction model was only adopted for Juniperus chinensis, and the two variable (DBH and tree height) AGB prediction model, which has higher accuracy of biomass assessment [62] , was used for all the other tree species. There are three main reasons for the inconsistency of the biomass calculated by the QSM algorithm using basic wood density and regional allometric biomass models. First, the model data of the regional allometric biomass equations of different tree species are inconsistent, which lead to differences of model accuracy and inevitable systematic errors of the model itself, all of which had an impact on the final biomass results for specific trees. Secondly, there is sensitivity and instability of the QSM algorithm in the process of volume reconstruction of individual trees and the influence of the differences of basic wood density on the calculation of the AGB of trees. Thirdly, we did not consider the biomass of leaves in this study, because we found that it accounts for only a small part (about 10%) of the total AGB, but it also directly affected the calculated AGBs of trees. In addition, dead branches, lack of branches, incomplete extraction of a tree's point cloud and other factors also lead to differences between the calculated AGBs of trees reconstructed using the QSM algorithm and the biomasses calculated by the model.
We optimized the reconstruction process of the QSM algorithm based on parameters d and l, which have the most influence on the reconstruction results [2] . The results showed that the optimum values of parameter d from most of the ten tree species was 2 or 3 cm, which s consistent with the results of Raumonen et al. [28, 63] . For different tree species, the optimal QSM algorithm had obvious differences. At the same time, the influence of the parameter l on the modeling results was not very significant. This provides an important reference for researchers who use the QSM algorithm for other research. The QSM algorithm should further implement the automatic determination of the optimal parameters of different tree species in the process of structural reconstruction and the automatic output of the average values of multiple modeling realization as the final result to improve the accuracy of wood volume and biomass assessment.
Future research will focus on more accurate estimation of tree volume and biomass from point cloud data and how to use non-destructive approaches to replace the destructive felling of trees to create and correct new allometric biomass models for specific tree species, especially for large trees.
Conclusions
We quantitatively analyzed the effects of different bark roughness and trunk curvature on DBH estimation, and the results indicated that neither parameter had a severe impact. The TLS-QSM method optimized in our study can be used to accurately evaluate the AGB of trees with different morphological and topological structures from 3D reconstructed data, which compared with the reference AGB from specific allometric biomass models. However, since we did not harvest trees in this study, the AGB estimated from TLS data was not compared to the actual value of biomass. The results of this study show that our optimized approach can provide a potential possibility for the development and calibration of allometric biomass models, especially for large trees and precious tree species that are not usually harvested and measured. Using our optimized QSM algorithm, we can continuously monitor different trees to evaluate their growth, health, economic value and ecological benefits. In addition, we can also analyze more potential information in a given forest structure based on the model reconstructed by our optimized algorithm, including the height under the first branch, the height of the tree crown, tree crown shape, crown volume and so on.
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Appendix A
The least squares circle fitting algorithm was used to fit the DBHs of 10 cm thick slices of trees with different bark roughness and trunk curves. The estimated DBH from TLS point cloud data was compared with the measured DBHs, as shown in Figure A1 . The estimated DBHs and reference DBHs of different tree species showed a good linear fit. Bark roughness of ten tree species was measured using a method similar to that of Sioma et al. [64] . Finally, we classified Salix matsudana, Robinia pseudoacacia, Metasequoia glyptostroboides and Pinus tabulaeformis into the rough bark group; Catalpa bungei, Fraxinus pennsylvanica, Sabina chinensis and Sophora japonica into the moderately rough bark group; and Ginkgo biloba and Populus tomentosa into the smooth bark group. Analysis of variance (ANOVA) was used to test whether the differences between estimates and reference values of DBH for different tree species were statistically significant at the 95% level of significance. As can be seen from Figure A1 and Table A1 , the DBHs of the ten tree species from LiDAR point cloud data were underestimated to different extents compared with the measured DBH. The DBH of the same tree species was not overestimated with the increase of DBH. The RMSEs of Ginkgo biloba in the smooth bark group and Juniperus chinensis in the moderately rough bark group were the smallest, both of which were 0.9 cm. The RMSE of the moderately rough bark group was mostly 1.2 cm. The assessment accuracy of Metasequoia glyptostroboides, Robinia pseudoacacia and Pinus tabulaeformis in the rough bark group was the lowest, with RMSE values of 1.4, 1.3, and 1.3 cm, respectively. Therefore, we could infer that the assessment accuracy of the DBH decreased gradually with the increase of bark roughness, which indicated that DBH assessment from laser point cloud data would be affected by bark roughness. However, the accuracy of DBH evaluation of different species with different bark roughness was not very different. assessment accuracy of Metasequoia glyptostroboides, Robinia pseudoacacia and Pinus tabulaeformis in the rough bark group was the lowest, with RMSE values of 1.4, 1.3, and 1.3 cm, respectively. Therefore, we could infer that the assessment accuracy of the DBH decreased gradually with the increase of bark roughness, which indicated that DBH assessment from laser point cloud data would be affected by bark roughness. However, the accuracy of DBH evaluation of different species with different bark roughness was not very different. Figure A1 . Comparison of DBH calculated for tree species with different bark roughness and trunk curvature with measured DBH (a-j stands for the different tree species).
The accuracy of the DBH estimation for ten different tree species utilizing TLS data is shown in Table A1 . It can be seen that all deviations are less than zero, which indicates that all the calculated DBH values were underestimated compared with the measured DBH. Catalpa bungei had the largest bias of -1.2 cm and a relative bias of -5.4%. The bias of Pinus tabulaeformis was the smallest, at −0.1 Figure A1 . Comparison of DBH calculated for tree species with different bark roughness and trunk curvature with measured DBH (a-j stands for the different tree species).
The accuracy of the DBH estimation for ten different tree species utilizing TLS data is shown in Table A1 . It can be seen that all deviations are less than zero, which indicates that all the calculated DBH values were underestimated compared with the measured DBH. Catalpa bungei had the largest bias of −1.2 cm and a relative bias of −5.4%. The bias of Pinus tabulaeformis was the smallest, at −0.1 cm, and the relative bias was −0.4%. The RMSE of DBH values of the ten tree species ranged from 0.9 cm to 1.4 cm, which indicates that the differences between species were not very large. The RMSE values of Metasequoia glyptostroboides, Robinia pseudoacacia and Pinus tabulaeformis were large, at 1.4, 1.3 and 1.3 cm, respectively, and the corresponding relative RMSE values were 9.6%, 7.0% and 7.4%. The RMSE values of Ginkgo biloba and Juniperus chinensis were the smallest, both at 0.9 cm, and the relative RMSE values were 4.9%, and 3.9% respectively, which was consistent with the preceding results. The analysis of variance showed that there was no statistically significant difference between the DBH estimates and reference values of other tree species except Ginkgo biloba (α = 0.05; Table A2 ). The ANOVA results of the DBH of Ginkgo biloba trees rejected the assumption of equal DBH mean (p-value = 0.037 < 0.05), and the results of ANOVA of other tree species supported this hypothesis. When the same analysis was performed for other tree species using the assumptions of equal DBH means, p-values were 0.337, 0.081, 0.185, 0.372, 0.198, 0.608, 0.052, 0.278 and 0.941 for Salix matsudana, Catalpa bungei, Fraxinus pennsylvanica, Robinia pseudoacacia, Populus tomentosa, Juniperus chinensis, Metasequoia glyptostroboides, Sophora japonica and Pinus tabulaeformis, respectively. A comparison of tree heights calculated from laser point clouds with measured tree heights for different tree species is shown in Figure A2 . We can see that there are obvious differences in tree height comparisons among different tree species. The tree height of all species except Populus tomentosa was underestimated to different extents. The reference tree height was obtained using the total station, and the tree height was calculated using the growth model of the specific tree species in the specific area where the tree top was not visible. Therefore, the measured tree height in the field was close to that measured in a destructive way. The slopes of linear fitting for Ginkgo biloba, Salix matsudana, Catalpa bungei, Sophora japonica and Pinus tabulaeformis were all less than 0.70, whereby the heights of large trees were overestimated and those of small trees were underestimated. A likely reason for this is the occlusion of small trees by nearby large trees, especially in forest types with high tree density, which leads to the mistake of dividing a portion of the large trees into small trees, so that the height of the small trees is overestimated. In the case of large trees, due to the occlusion by lower trees and branches preventing the acquisition of sufficient point cloud data in the top part of the tree, there is a subsequent underestimation of tree height. As shown in Figure A2 and Table A3 , there was no significant difference in the tree height estimated using TLS point cloud data between coniferous and broad-leaved forests. The estimation accuracies of the tree heights of Salix matsudana and Populus tomentosa were the lowest, with an RMSE of 1.6 m in both cases, and relative the RMSEs of 9.8%, and 7.7%, respectively. The tree height estimation accuracies of Catalpa bungei and Fraxinus pennsylvanica were the highest, with RMSE 1.0 m in both cases, and relative RMSEs of 6.3%, and 9.9%, respectively.
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