Abstract. In this paper, we study several overlapping domain decomposition based iterative algorithms for the numerical solution of some nonlinear strongly elliptic equations discretized by the nite element methods. In particular, we consider additive S c hwarz algorithms used together with the classical inexact Newton methods. We s h o w that the algorithms converge and the convergence rates are independent of the nite element mesh parameter, as well as the number of subdomains used in the domain decomposition.
Introduction
Schwarz type overlapping domain decomposition methods have been studied extensively in the past few years for linear elliptic nite element problems, see e. g., 2, 4, 5, 11, 9] . In this paper, we extend some of the theory and methods to the class of nonlinear strongly elliptic nite element problems. The rst study of the classical Schwarz alternating method for nonlinear elliptic equations appeared in the paper of P. L. Lions 14] , in which the class of continuous monotonic elliptic problems was investigated. There are basically two approaches that a domain decomposition method can be used to solve a nonlinear problem. The rst approach is to locally linearize the nonlinear equation via a Newton-like algorithm and then to solve the resulting linearized problems at each nonlinear iteration by a domain decomposition method. The second approach i s t o u s e domain decomposition, such a s t h e S c hwarz alternating method, directly on the nonlinear problems. In this case, a number of smaller nonlinear problems need to be solved per domain decomposition iteration. In this paper, we focus on the rst approach. We s h o w under certain assumptions that the mesh parameters independent convergence can be obtained. Certain related multilevel approaches can be found in 1, 16] . 
The corresponding variational problem reads as following: Find u 2 V h , s u c h that
The existence and uniqueness of the continuous problem are understood un- As a direct consequence of assumptions (A1-3), we can prove the following lemmas, which will be used extensively in the convergence analysis in the subsequent sections of this paper. Lemma 
A Simple Poisson-Schwarz-Newton Method
In this section, we discuss a simple algorithm that combines the Schwarz preconditioning technique with a Newton's method. The preconditioner is de ned by using the Poisson operator( i.e., using a( )), which generally has nothing to do with the nonlinear problem to be solved. We show that with a properly chosen relaxation parameter the algorithm converges at an optimal rate, which i s independent of the mesh parameters. The involvement of the parameter makes the algorithm not very practical, but nevertheless, it provides some theoretical insight to the preconditioning process. We note that the algorithm can also be written as u k+1 = u k ;
; Q(u k ) ;g :
The following technical lemma plays a key role in our optimal convergence theory. Lemma 
A Newton-Krylov-Schwarz Method (NKS)
In this section, we study an outer-inner iterative method for solving (1) . Classical Newton is used as the outer iterative method, and a Schwarz preconditioned Krylov subspace method is used as the inner iterative method. We p r o ve that under certain conditions that if the number of inner iterations is su ciently large, then the outer iteration converges at a rate independent of the nite element mesh parameters, and the number of subdomains. 
In practice, a damping parameter can usually be used in each outer iteration to accelerate the convergence of the Newton method. The parameters can be selected by using either a line search or a trust region approach, see e.g. 7]. Since we are interested mostly in theoretical aspects of the algorithm, the selection of parameters is omitted from its description.
Before giving the main result, we present a few auxiliary lemmas. Let A = fa( i j )g i j = 1 n. W e assume that L(u) satis es the Lipschitz condition, i.e., kL(u) ; L(v) Here 0 < 1 is a constant independent of the mesh parameters. In addition, if k ! 0 in such a way that k f Cke k k a 1=(2C 0 )g, t h e n t h e c onvergence i s quadratic, i.e., ku ; u k+1 k a Cku ; u k k 2 a where C is independent of the mesh parameters.
