Abstract: Analysis of the time series of coordinates is extremely important in geodynamic research. Indeed, the correct interpretation of coordinate changes may facilitate an understanding of the diverse geophysical processes taking place in the earth's crust. At present, when rigorously processing global navigation satellite system (GNSS) observations, the influence of deformations in the surface of the earth's crust is not considered. This article presents signal modelling for the influence on the analysis of noise occurring in the time series of GNSS station coordinates. The modelling of coordinate time series was undertaken using the classic least-squares estimation (LSE) method and the inverse continuous wavelet transform (CWT). In order to determine the type of noise character, the coefficient spectral index was used. Analyses have demonstrated that the nature of noise in measurement data does not depend on the signal estimation method. The differences between classic modelling (LSE) of the time series with annual and semiannual oscillation and signal reconstruction are very small (∆κ = 0.0 ÷ −0.2).
Introduction
Global navigation satellite system (GNSS) coordinate time series have many uses, including estimation of the velocity vectors of measurement stations for geodynamic analysis. Changes in coordinate time series, as well as the geodynamic signal, contain geophysical signals that are not eliminated at the stage of observation. These include Atmospheric Pressure Loading (APL), Hydro (Hydrology), and Non-Tidal Ocean Loading (NTOL) [1, 2] . Analysis of these factors' impacts is extremely important for accurate geodynamic interpretation. In official International Terrestrial Reference Frame (ITRF) solutions, the influence of geophysical factors (APL, Hydro, NTOL) [3] is not taken into account, and only annual and semiannual components are deleted from the data for further geodynamic analyses [4] . In turn, previous research [5] has demonstrated that the annual and semiannual components are not congruent with all analysed International GNSS Service (IGS) stations. For some stations, a dominant annual oscillation can be identified for the "North", "East", and "Up" components, while for others, the dominant oscillations differ from the one-year period. In addition, through the use of wavelet analysis, it has been demonstrated that the annual and semiannual components are not constant over time, both in terms of amplitude and period length [5] .
Noise analysis represents a means of checking whether geophysical influences of a systematic nature are removed from the coordinate time series. In electronics and information theory, noise refers to these random, unpredictable, and unwanted signals or changes in signals that mask the desired content of information [6] . Hence, knowledge of the nature of noise informs understanding regarding the uncertainty of the parameters of useful signals, such as geodynamic or geophysical signals, in the time series of coordinate changes. Analyses of stations belonging to the IGS network have shown that for all stations, noise had the character of colour noise (spectral index being approximately −0.8 ÷ −1.7; note: white noise = 0.0, flicker noise = −1.0, and random walk = −2.0); more information about the spectral index can be found in [7] [8] [9] [10] . The coefficient of spectral index is a good method to determine the noise character in the time series. Similar analyses have also been conducted for local networks of permanent stations, such as the ASG-EUPOS network in Poland. Analyses have demonstrated that the noise occurring in the time series of coordinates shares the character of colour noise for short-term Global Positioning System (GPS) [11] solutions. The influence of seasonal signals on coordinate changes in time series is also hindered by the analysis of tectonic movements in places of high seismic (tectonic) activity [12] . Noise research in geodetic time series is thus useful for developing an understanding of the nature of changes taking place in coordinates. Awareness of the uncertainty of estimating various parameters from time series is particularly critical [13] [14] [15] [16] . The instantaneous value of noise in the time series can be defined as the difference between instantaneous values of coordinates and the instantaneous value of the model describing the changes of these coordinates. This model contains a periodic signal because seasonal oscillations are ubiquitous in the time series of coordinates, and in some cases, the seasonal signal is interpreted as a geophysical signal. Coordinate changes can also be influenced by local environmental effects such as rain, temperature, or earth crust load [17] [18] [19] . This article presents analysis of noise occurring in the time series of coordinates of selected IGS stations. The authors depart from the classic method of signal modelling-the least-squares estimation (LSE) method-by using signal reconstruction based on wavelet analysis factors. The article presents input data, methodology, as well as examples of analysis. The conclusions were formulated on the basis of a comparison of the results.
Data and Processing Strategy

Input Data
Data in the form of SINEX files from the Center for Orbit Determination in Europe (CODE) study-2nd Data Reprocessing Campaign-were used for analysis. Detailed information regarding reprocessing is included on the website of the study [20] . It should be noted that during the reprocessing of the data, geophysical models (APL, Hydro, and NTOL) were not included in order to weaken or eliminate the influence of these geophysical factors on coordinate changes in the time series. Detailed analyses regarding the impact of geophysical factors on the deformation of the earth's crust on the basis of geophysical models are included in the paper [5] .
Stations belonging to the IGS network were selected for the research. Stations were chosen at random in order to avoid mutual dependence of the obtained results (Figure 1 ). The time range of the input data ranged from about 8 to 14 years.
Methods
The methodology of data elaboration is presented in Sections 2.2.1 and 2.2.2. It contains the basics of signal reconstruction based on coefficients from wavelet analysis-continuous wavelet transform (CWT)-as well as analysis of the type of noise evident in the measurement data. From the input data, the linear trend was removed using the LSE method. 
The methodology of data elaboration is presented in Sections 2.2.1 and 2.2.2. It contains the basics of signal reconstruction based on coefficients from wavelet analysis-continuous wavelet transform (CWT)-as well as analysis of the type of noise evident in the measurement data. From the input data, the linear trend was removed using the LSE method.
Signal Reconstruction Function
The most common method of modelling the time series of coordinates comprises classic LSE methods. In this article, a wavelet analysis was used to model the signal, more specifically through the reconstruction of the signal based on the scale coefficients of the previously performed wavelet analysis (CWT). Reconstruction of a signal was treated as a reverse transform. The mother's "Morlet" wavelet was used for analysis because, for this wavelet alone, the spectrogram is characterised by the chi-squared distribution (Χ 2 ). Formula (1) for signal reconstruction is shown below [21] :
where: 0 (0)-removes the energy scaling; √ -converts the wavelet transform to an energy density; -reconstruction factor, constant for each wavelet function (Table 1) ; ( )-sum of the complex used instead of original time series which were complex; -input signal.
The period of the function was calculated based on the scale and wavelet of the mother using Formula (2):
where: -period (days); -mother wavelet (Morlet) constant (equal 0.8125). 
The most common method of modelling the time series of coordinates comprises classic LSE methods. In this article, a wavelet analysis was used to model the signal, more specifically through the reconstruction of the signal based on the scale coefficients of the previously performed wavelet analysis (CWT). Reconstruction of a signal was treated as a reverse transform. The mother's "Morlet" wavelet was used for analysis because, for this wavelet alone, the spectrogram is characterised by the chi-squared distribution (X 2 ). Formula (1) for signal reconstruction is shown below [21] :
where: ψ 0 (0)-removes the energy scaling; √ s j -converts the wavelet transform to an energy density; C δ -reconstruction factor, constant for each wavelet function (Table 1 ); W n s j -sum of the complex used instead of original time series which were complex; s-input signal.
where: T-period (days); f m -mother wavelet (Morlet) constant (equal 0.8125). Table 1 . Empirically derived factor for wavelet bases [20] . 
Analysis of the Character of the Noise
The type of noise that occurs in the time series of coordinates can be determined on the basis of spectral index coefficients [22, 23] . Residuals between the input data and the model describing them were analysed. The coefficient "κ" is defined according to Formulas (3) and (4), taking values from −3 to 1 [23] :
where: f -temporal frequency; P 0 , f 0 -normalizing constants; κ-spectral index.
where: PSD-power spectrum density. The basic types of noise are white noise (κ = 0), flicker noise (κ = −1), and random walk (κ = −2).
Results
Reconstruction of the Signal
The reconstruction of the signal was undertaken based on Formula (1). For reconstruction, CWT coefficients from the wavelet analysis were used for scales ranging from 1 to 296 (scale 296 corresponds to the annual oscillation of the Morlet wavelet). The choice of CWT analysis coefficients for scales 1:296 was dictated by the fact that for these values, the reconstruction of the signal had the lowest root mean square (RMS). Exemplary RMS dependencies on the accepted scales for signal reconstruction are shown in the following graphs ( Figure 2 ).
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where: -temporal frequency; 0 , 0 -normalizing constants; κ-spectral index.
where: -power spectrum density. The basic types of noise are white noise (κ = 0), flicker noise (κ = −1), and random walk (κ = −2).
Results
Reconstruction of the Signal
The reconstruction of the signal was undertaken based on Formula (1). For reconstruction, CWT coefficients from the wavelet analysis were used for scales ranging from 1 to 296 (scale 296 corresponds to the annual oscillation of the Morlet wavelet). The choice of CWT analysis coefficients for scales 1:296 was dictated by the fact that for these values, the reconstruction of the signal had the lowest root mean square (RMS). Exemplary RMS dependencies on the accepted scales for signal reconstruction are shown in the following graphs ( Figure 2 ). In the graphs (Figure 2 ), a declining RMS error value can be identified as contingent on the accepted scales for signal reconstruction. Accepting scale values from 1:296 resulted in a marked reduction in RMS. Values of scales above 296 (annual oscillation) cause a sharp increase in RMS error. The time series are too short to clearly state whether time oscillations are longer than one-year periods. An example of a signal reconstruction result for the Arti, Russian Federation (ARTU) and Penc, Hungary (PENC) stations is shown in Figure 3 for scales 1:296.
In the graphs (Figure 2) , a declining RMS error value can be identified as contingent on the accepted scales for signal reconstruction. Accepting scale values from 1:296 resulted in a marked reduction in RMS. Values of scales above 296 (annual oscillation) cause a sharp increase in RMS error. The time series are too short to clearly state whether time oscillations are longer than one-year periods. An example of a signal reconstruction result for the Arti, Russian Federation (ARTU) and Penc, Hungary (PENC) stations is shown in Figure 3 for scales 1:296. In Figure 3 , it can be seen that the signal has been correctly reconstructed, which additionally confirms the RMS error values (for scales 1:296) ( Figure 2 ). For components that are longer than one-year signal reconstructions, the model results are overestimated and the RMS error increases significantly. Confirmation of the signal reconstruction quality for 1:296 scales is provided by the RMS error values (Figure 4 ). In addition, it can also be noted that the yearly component is the dominant period in the input data for the Up component. For horizontal components, annual oscillation does not occur in the entirety of the time series analysed. In Figure 3 , it can be seen that the signal has been correctly reconstructed, which additionally confirms the RMS error values (for scales 1:296) (Figure 2 ). For components that are longer than one-year signal reconstructions, the model results are overestimated and the RMS error increases significantly. Confirmation of the signal reconstruction quality for 1:296 scales is provided by the RMS error values (Figure 4 ). In addition, it can also be noted that the yearly component is the dominant period in the input data for the Up component. For horizontal components, annual oscillation does not occur in the entirety of the time series analysed.
In the graphs (Figure 2 In Figure 3 , it can be seen that the signal has been correctly reconstructed, which additionally confirms the RMS error values (for scales 1:296) (Figure 2 ). For components that are longer than one-year signal reconstructions, the model results are overestimated and the RMS error increases significantly. Confirmation of the signal reconstruction quality for 1:296 scales is provided by the RMS error values (Figure 4 ). In addition, it can also be noted that the yearly component is the dominant period in the input data for the Up component. For horizontal components, annual oscillation does not occur in the entirety of the time series analysed. The RMS error values are shown in Figure 4 range from 0.8 to 2.7 mm for the North and East components; for the Up component, these range from 3.1 to 8.2 mm. The values of these errors are smaller than those obtained using the classic least-squares estimation (LSE) method for modelling the time series of coordinates (range from 1.1 to 3.5 mm for the North and East components; for the Up component, these range from 2.5 to 25 mm) [5] .
Fast Fourier Transform (FFT) Analysis
FFT analysis was conducted to verify whether the periodic components of the input and reconstructed signal do not change. It was also used to check whether the annual components are unambiguous for all stations in the North, East, and Up directions. Removing the influence of annual and semiannual components from the data is commonly assumed, but the authors [5] have previously demonstrated that the annual and semiannual components do not have a definite value for the analysed GNSS stations during the entire period under consideration. The classic FFT function has been used here, and the gaps in the data have been supplemented with zero values. 
FFT analysis was conducted to verify whether the periodic components of the input and reconstructed signal do not change. It was also used to check whether the annual components are unambiguous for all stations in the North, East, and Up directions. Removing the influence of annual and semiannual components from the data is commonly assumed, but the authors [5] have previously demonstrated that the annual and semiannual components do not have a definite value for the analysed GNSS stations during the entire period under consideration. The classic FFT function has been used here, and the gaps in the data have been supplemented with zero values. Figure 5 demonstrates that the value of the annual component for the primary and reconstructed signal is not clearly defined for the North, East, and Up directions. There are evident draconic periods (351.2 days for ARTU station-receive GPS data only) as well as components of the tropical year (365.25 days). In addition, for the PENC station (receive GPS + GLONASS data), we can identify an oscillation of approximately 413 days, Chandler oscillation (433 days), 1/4, 1/3, 1/2 of GLONASS draconitic oscillation (they have small power spectrum), and for both stations oscillations of around 280, 300, and 330 days, which were strengthened as a result of signal reconstruction (filtration). These oscillations can be observed at all stations under analysis. The reconstruction, described in detail in Section 2.2., operates similarly to the low-pass filter, which can be seen in Figure 5b ,d, where high-frequency attenuation occurs and there is an emphasis on the significant frequencies (increase of their significance). Figure 5 demonstrates that the value of the annual component for the primary and reconstructed signal is not clearly defined for the North, East, and Up directions. There are evident draconic periods (351.2 days for ARTU station-receive GPS data only) as well as components of the tropical year (365.25 days). In addition, for the PENC station (receive GPS + GLONASS data), we can identify an oscillation of approximately 413 days, Chandler oscillation (433 days), 1/4, 1/3, 1/2 of GLONASS draconitic oscillation (they have small power spectrum), and for both stations oscillations of around 280, 300, and 330 days, which were strengthened as a result of signal reconstruction (filtration). These oscillations can be observed at all stations under analysis. The reconstruction, described in detail in Section 2.2., operates similarly to the low-pass filter, which can be seen in Figure 5b ,d, where high-frequency attenuation occurs and there is an emphasis on the significant frequencies (increase of their significance).
Noise Analysis Using the Spectral Index (κ)
A key element of time-series analysis is the analysis of residuals between the measurement data and the signal model, or so-called noise. The classic LSE method for modelling the time series of coordinates of GNSS stations has been replaced here by the reconstruction of the signal using CWT wavelet analysis, followed by the inverse transform-Formula (1). This constitutes a different approach to signal modelling. The Introduction section highlights that in the time series of coordinates, a colourful noise characterised by a spectral index of around −1 can be identified. In this article, the authors sought to analyse the nature of noise for residues between the data and the reconstructed signal. Figure 6 shows the spectral index coefficients for all analysed IGS stations (Figure 1 
, a colourful noise characterised by a spectral index of around −1 can be identified. In this article, the authors sought to analyse the nature of noise for residues between the data and the reconstructed signal. Figure 6 shows the spectral index coefficients for all analysed IGS stations (Figure 1 ). It can be seen that the value of the coefficient κ oscillates within the limits appropriate for the colour noise (flicker noise). In addition, we can see that for some height components Up, the value of the coefficient κ oscillates between −1.5 and −2.0, which may indicate the occurrence of random-walk noise in the data. In order to verify whether the signal reconstruction method does not affect the character of the noise, additional modelling of the input signal was performed using the classic LSE method to estimate the annual and semiannual signal (classic approach), and the noise was analysed (residual between input data and the LSE model). The result of these analyses is shown in Figure 7 , where we see that the nature of noise does not change with the use of the LSE method to model the input signal. This may indicate that the type of noise is not dependent on the signal estimation method. It can be seen that the value of the coefficient κ oscillates within the limits appropriate for the colour noise (flicker noise). In addition, we can see that for some height components Up, the value of the coefficient κ oscillates between −1.5 and −2.0, which may indicate the occurrence of random-walk noise in the data. In order to verify whether the signal reconstruction method does not affect the character of the noise, additional modelling of the input signal was performed using the classic LSE method to estimate the annual and semiannual signal (classic approach), and the noise was analysed (residual between input data and the LSE model). The result of these analyses is shown in Figure 7 , where we see that the nature of noise does not change with the use of the LSE method to model the input signal. This may indicate that the type of noise is not dependent on the signal estimation method. The differences between the two methods of signal modelling (LSE and wavelet signal reconstruction), shown in Figure 8 , are small. This confirms that the way in which the signal is modelled does not affect the determination of the character of the noise occurring in the measurement data. The differences between the two methods of signal modelling (LSE and wavelet signal reconstruction), shown in Figure 8 , are small. This confirms that the way in which the signal is modelled does not affect the determination of the character of the noise occurring in the measurement data. The differences between the two methods of signal modelling (LSE and wavelet signal reconstruction), shown in Figure 8 , are small. This confirms that the way in which the signal is modelled does not affect the determination of the character of the noise occurring in the measurement data. 
Discussion
Analysis of the nature of the noise occurring in the time series of GNSS stations demonstrates that we are dealing with colour noise. This finding confirms the results of other authors, e.g., [24] , in which the spectral index coefficient ranged from approximately −0.6 to −1.8 for the stations analysed. Determining the character of noise occurring in the input data is not contingent on the estimation method of the time series model (the LSE method or signal reconstruction based on CWT wavelet coefficients), as confirmed by differences in the spectral index (κ) (Figure 8 ). This may indicate other, unidentified signals (disturbances) that are not included in the models currently used at the stage of processing GNSS observations. Any possible model will never perfectly reflect real phenomena. During the 2nd GNSS data reprocessing campaign, geophysical signals, such as APL, Hydro, and NTOL, were not included. Indeed, the models that are currently in use are not perfect, and the 
Analysis of the nature of the noise occurring in the time series of GNSS stations demonstrates that we are dealing with colour noise. This finding confirms the results of other authors, e.g., [24] , in which the spectral index coefficient ranged from approximately −0.6 to −1.8 for the stations analysed. Determining the character of noise occurring in the input data is not contingent on the estimation method of the time series model (the LSE method or signal reconstruction based on CWT wavelet coefficients), as confirmed by differences in the spectral index (κ) (Figure 8 ). This may indicate other, unidentified signals (disturbances) that are not included in the models currently used at the stage of processing GNSS observations. Any possible model will never perfectly reflect real phenomena. During the 2nd GNSS data reprocessing campaign, geophysical signals, such as APL, Hydro, and NTOL, were not included. Indeed, the models that are currently in use are not perfect, and the signals that are unidentified in the coordinate time series are likely to be the result of unidentified disturbances. Determining the cause of the occurrence of colour noise or the phenomenon causing this type of noise constitutes an extremely difficult task. At the analysed stations, annual and semiannual oscillations as well as approximately 182, 280, 300, 330, 351, 365, and 412 days could be identified. Additionally, we can see harmonics of GLONASS draconic year (1/4, 1/3, 1/2) and Chandler osscilation for the PENC station. The yearly oscillation can be linked to the tropical year. However, the oscillation around 351 days can be linked with the GPS draconic year, which is associated with the movement of satellites. For the time series of coordinates shorter than 20 years (we used about 8-14-years long time series), detection of draconic year components for the GLONASS or GPS constellation is difficult [25] . Harmonic oscillations 1/7, 1/5, 1/4, 1/3, 1/2 of the GLONASS draconic year, affect the quality of coordinate solutions, and Earth rotation parameters [26, 27] . The above research shows that a signal reconstruction is a good tool for determining the harmonic components occurring in a time series (filtering signal). In addition, it has been proven that the signal modelling method does not affect the type of noise occurring in the signal.
The phenomena (interfering signals) that cause the other oscillations mentioned are difficult to identify. Nevertheless, research in the field continues to take place, providing the potential for increasingly detailed interpretations of geophysical phenomena that can help determine their impact on the results of geodynamic research.
Conclusions
The obtained results show that the method of modelling the time series of GNSS coordinates does not significantly influence the determination of the character of the noise occurring in the measurement data. This is confirmed by the difference in the spectral index (Figure 8 ) between LSE modelling and signal reconstruction using CWT wavelet analysis factors. In addition, the authors advocate estimation of the model of the signal occurring in the coordinate changes of the measurement stations, potentially accounting for all interfering signals; indeed, we currently assume that we can only estimate annual and semiannual signals. This will create the potential for more reliable geodynamic interpretations as well as help identify the reasons behind the colour nature of noise in GNSS coordinates.
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