We present a novel optimization framework for unsupervised texture segmentation that relies on statistical tests as a measure of homogeneity. Texture segmentation is formulated as a data clustering problem based on sparse proximity data. Dissimilarities of pairs of textured regions are computed from a multi scale Gabor lter image representation. We discuss and compare a class of clustering objective functions which is systematically derived from invariance principles. As a general optimization framework we propose deterministic annealing based on a mean eld approximation. The canonical way to derive clustering algorithms within this framework as well as an e cient implementation of mean eld annealing and the closely related Gibbs sampler are presented. We apply both annealing variants to Brodatz like micro texture mixtures and real word images.
Introduction
The unsupervised segmentation of textured images is widely recognized as a di cult and challenging computer vision problem. It can be applied to a multitude of important vision tasks, ranging from vision guided autonomous robotics and remote sensing to medical diagnosis and retrieval in large image databases. While supervised methods rely on labeled data and the strong notion of optimal texture discrimination, the unsupervised approach does not require prior knowledge about the textures present in an image. Therefore, the central topic of unsupervised segmentation is the notion of texture proximity, based on a general similarity measure which is not class or texture speci c. The fundamental goal of unsupervised texture segmentation is to solve the clustering problem of how to optimally partition an image into homogeneous regions.
Mimicking the strategy of supervised segmentation, the majority of unsupervised methods have formulated the segmentation problem in a feature centered fashion, i.e., clustering is performed in a vector space. As a consequence, these approaches have to solve the di cult problem of specifying a metric that appropriately represents visual dissimilarities between textures in the chosen feature space 1, 2 . In contrast to this widely appreciated approach, we follow the ideas of Geman et al. 3 to avoid a vector space representation by utilizing non parametric statistical tests. As we will show, statistical tests are reliable measures of local texture similarity which are generally applicable and do not require the usual substantial parameter tuning. Moreover, non parametric tests are assessable in terms of statistical signi cance and have the important advantage to be model free in the sense that the underlying probability distributions are not assumed to belong to a parametric model class.
Following the outlined procedure, there are three main solution steps which have to be distinguished: i The data generation stage concerns the representation of images and the details of how to apply statistical tests, ii the modeling stage has to deal with the speci cation of a suitable objective function for proximity based clustering, and nally iii we h a ve to develop an e cient optimization algorithm in order to address the computational problem. This paper provides novel contributions to all three challenges: Section 2 deals with the extraction of proximity data from a Gabor image representation. On the basis of empirical performance comparisons we favor the 2 -statistic over the Kolmogorov-Smirnov test proposed in 3 .
In Section 3, we derive a n o vel class of clustering objective functions with fundamental invariance properties. As it turns out, the key idea is to choose an appropriate normalization in measuring cluster compactness. The main property, which distinguishes our approach from other graph partitioning schemes 3, 4, 5 , is shift invariance, i.e., invariance with respect to additive shifts of the proximity scale. In particular, this yields a natural generalization of the K means cost function 6 to proximity data. Section 4 presents an introduction to the concept of deterministic annealing, a general framework to derive e cient heuristic algorithms for a variety of problems in combinatorial optimization and computer vision. Deterministic Annealing has been applied to the traveling salesman problem 7 , graph partitioning 8 , quadratic assignment and graph matching 9, 10 , vector quantization 11, 12 , surface reconstruction 13 , image restoration 14, 15 , and edge detection 16 . A deterministic annealing approach for clustering and visualization of complete proximity data has been presented in 17 . More speci cally, we use mean eld theory as an approximation principle 18, 19, 20, 21 to obtain computationally tractable algorithms. Astonishingly, deterministic annealing algorithms have only been derived independently for highly speci c optimization instances despite these widespread research activities. As a major contribution we derive a generic algorithm for the complete class of unconstrained partitioning and clustering cost functions. This includes a general convergence proof for asynchronous update schemes and a clari cation of the intrinsic relationship between mean eld annealing and simulated annealing by Monte Carlo Gibbs sampling 22 .
Image Representation and Proximity Evaluation
The di erential structure of an image Ix is completely extracted by convolving the image with the Gaussian lter family 23 . In many applications, however, it is convenient to use lters, which are tuned to the features of interest, e.g., a particular spatial frequency k. This tuning operation can be formalized 24 and leads in the case of frequency tuning to the family of complex Gabor lters 23 Gx; ;k = 1 p 2 e ,x tx =2 2 e ik tx ; 1 where denotes a scale parameter depending on k. Gabor lters essentially perform a local Fourier analysis and are optimally localized in the sense of the fundamental uncertainty relation 25 . In addition to the theoretical justi cation in a scale space framework, Gabor lters have empirically proven to possess excellent discrimination properties for a wide range of textures 26, 27 . The multi scale representation of images with a Gabor lter bank is especially useful for unsupervised texture segmentation, where little is known a priori about the characteristic frequencies of occurring textures. In this work, we focus on the computation of a collection of scale space features fI r g which are de ned by the modulus of the lter outputs, I r x = jIx Gx; r ;k r j :
The vectorĨx of Gabor coe cients at a positionx encodes information about the spatial relationship between pixels in the neighborhood ofx, but may not capture the complete characteristics of the texture. To overcome this de cit, we consider the weighted empirical distribution of Gabor coe cients in a window aroundx, f r t;x = X y: t i,1 Irỹ t i W r kx ,ỹk= X y W r kx ,ỹk; for t 2 t i,1 ; t i : 2 W r is a non negative monotone decreasing window function centered at the origin and t 0 = 0 t 1 t L is a suitable binning 1 . Simple choices for W r are circular or squared areas with a constant w eight inside and zero weight outside. Alternatively radial symmetric functions could be used, e.g., Gaussians decaying with r . The autocorrelation function of the Gabor wavelet coe cients varies with a typical length scale which is determined by the scale of the texture and the lter width. Following 1 the window size for each lter is thus chosen proportional to r . Taking f r ;x a s t h e empirical estimate of the density of an underlying texture speci c stationary probability distribution, the 1 29 . The Minkowski norm for small p is less sensitive to di erences in single channels and the choice of p = 1 empirically showed the best performance. Moreover, p = 1 is the natural choice for independent channel distributions. Alternatively, the 2 statistic can beevaluated for the joint probability distribution. This yields excellent results for large texture patches, but severely su ers from the di culty to estimate the joint probability distribution for small sample sizes, a de cit which renders this approach inappropriate for image segmentation.
Since we do not calculate a vector space representation of textures, but directly evaluate proximities between pairs of sitesx i ,x j 1 i; j N instead, the data clustering problem has to rely on the proximity matrix D = D ij 2 IR NN . 
This type of intra cluster measure additively combines contribution for each sitex i . The site speci c score forx i consists of a sum over all known dissimilarities to sitesx j belonging to the same cluster, divided by a data-independent normalizing constant n i M ; G. The choice of the normalization constant n i is further limited by the requirement that H has to be invariant with respect to permutations of data indices and cluster labels. We will, therefore, put forward an invariance requirement, namely the invariance of H with respect to a ne transformations of the dissimilarity scale, HM; aD + c = aHM; D + N c : 6 We believe this invariance to be an important modeling assumption mainly for the following reason: Every non invariant objective function necessarily makes assumptions about speci c properties of the dissimilarity measure, i.e., it gives a meaning to the scale and or origin of the data. To avoid dependencies on the units in which dissimilarities are measured seems to be an obvious bene t. In fact, the reader should notice that the linearity o f H in 4 already implies scale invariance. The advantages of shift invariance are perhaps less evident, since one may wonder why the self-similarity D ii at least if it is unique should not be a natural choice of the origin, e.g., D ii = 0 for the 2 test. However, in the context of statistical tests one may as well de ne the average value of D ij for sites x i and x j belonging to the same texture as the`natural' origin, which in the present context creates a dependency on binning details and the sample size. The advantage of shift invariance is that the relative quality o f two data partitions only depends on di erences between proximities and not on their absolute values. Shift invariance therefore is of crucial importance. Since every objective function has to weight up dissimilarities of di erent magnitude, it is important t o h a ve a controlled way to solve this trade o . The following proposition gives a de nitive answer about objective functions possessing the shift invariance property. The proof is given in the appendix. For all cost functions discussed in the sequel the data dependency is summarized either by averages A or B , where
Thus one of the two aspects which distinguishes the remaining 4 candidate objective functions is related to the data sparseness. Average dissimilarities are either calculated in a two stage procedure by rst calculating site speci c averages a i , which are then averaged over all sites belonging to the same cluster, or by directly evaluating average intra cluster dissimilarities as in B . Both variants of averaging are equivalent in the limit of complete proximity matrices and, therefore, are di erent generalizations of complete data objective functions to the case of sparse proximity matrices. The more fundamental distinction between objective functions is concerned with the weighting of averages A or B for di erent clusters. The principle of shift invariance has been the major guideline for the derivation of normalized clustering objective functions. Let us complete the above argument by pointing out some disadvantages one may encounter with a non-invariant objective function like H gp . For example, H gp applied to graphs with non negative w eights favors equipartitionings, whereas in the opposite case the formation of large clusters is advantageous. Indeed, it has been noticed before 3 that the data have to be shifted adequately in order to keep the right balance between negative and positive contributions. However, if a large numberof di erent textures exist in an image, it is often impossible to globally shift the data, such that all textures are well-discriminated by the objective function H gp . We h a ve empirically veri ed these arguments in our simulations c.f. This is a key argument in favor of H pro as the K means cost function H km is generally considered to bean adequate clustering criterion for the case of squared Euclidean distances.
In addition to the data dependent clustering costs, we propose to include prior costs about plausible image labelings which are simply added to the clustering objective function. Since image segments for natural scenes are expected to form connected components, it is reasonable to assume that sites in the topological neighborhoodT i of a sitex i should have a higher probability to be assigned to the same texture, which is re ected by the
We have furthermore added some hard constraints about valid image partitionings, excluding very small and thin regions as described in 3 . Since additional hard constraints restrict the development of e cient optimization algorithms and may lead to forbiddingly heavy computational load 32 , we enforce these constraints in a separate post-processing stage which follows the clustering procedure and determines the closest valid partitioning by eliminating components and smoothing borders, if necessary. In practice, the results of the clustering stage in most cases are good enough to obtain valid solutions within a few additional sweeps. As a heuristic procedure to determine the correct number of clusters a contribution which penalizes the model complexity is included in the nal cost function. A simple but well performing penalty term proportional to the number of clusters K is H cmp = c N K .
Since H cmp is independent of the con guration M, it is used as a criterion for model comparison after clustering solutions with di erent K have been determined.
Clustering Algorithms
In seminal papers Kirkpatrick et al. 33 and, independently, Cerny 34 have proposed the stochastic optimization strategy Simulated Annealing. Simulated Annealing determines solutions to combinatorial optimization problems by a random search, which is formally modeled by an inhomogeneous discrete time Markov chain. Representing partitionings with Boolean matrices M 2 M , the Markov c hain is a sequence of nite random variables M t t2IN , which is completely speci ed by state transition probabilities S t M; M = PM t+1 =M j M t = M and the initial probability distribution at t = 0. Since the con guration space for partitioning problems decomposes naturally into single site over the space of probability distributions P M = P : M ! 0; 1 :
The value of F T P H which is the minimum of the generalized free energy is simply called the free energy and is given by F T P H = ,T log Z T . The basic idea of annealing is to use Monte Carlo sampling, but to gradually lower the temperature Tt, on which the transition probabilities depend. It has been proven 22 , that for a logarithmic annealing schedule Tt = c=1 + log t the Gibbs sampler converges in probability to the uniform distribution on the global minima of H. Of course, in practice annealing schedules always use a decay rate for T, which is too fast to guarantee convergence to a global minimum.
For the zero temperature limit a deterministic greedy optimization algorithm known as Iterative Conditional Mode ICM 36 is obtained.
While the general convergence results for simulated annealing 37 demonstrate the universality of this optimization principle, the inherently slow convergence of stochastic techniques compared to deterministic algorithms is perceived as a major disadvantage. Therefore, we advocate to use a di erent, purely deterministic approach known as deterministic annealing 11 . Deterministic annealing combines the advantages of a temperature controlled continuation method with a fast, purely deterministic computational scheme. To stress the general ability to canonically derive heuristic algorithms for partitioning problems, we abstract from the details of H and present results which apply to arbitrary partitioning objective functions. The key idea of deterministic annealing is to analytically calculate the free energy, which completely characterizes the thermodynamic equilibrium in terms of a moment generating function. For the clustering objective functions which couple assignments of di erent sites, this calculation can only beperformed approximately by minimizing the generalized free energy F T over a tractable subspace Q M P M . In the mean eld approximation Q M is chosen to be the space of all factorial
The q i 2 0; 1 are N K parameters, which uniquely determine Q. The above approximation yields a procedure which is known as mean eld annealing, since it combines the mean eld approximation with the annealing principle 8, 14 . The advantage of annealing in the context of deterministic or mean eld annealing is to track solutions from high temperatures where F T is convex, to low temperatures where we can canonically recover a local minimum of H. The approximation quality can be expressed though not e ciently computed in terms of the cross entropy, F T Q, F T P H = 1 T I QjjP H , which establishes the equivalence of minimizing the generalized free energy and minimizing the cross entropy to the Gibbs distribution 20 . Stationary conditions for 10 yield a system of coupled transcendental, so called mean eld equations, which can be e ciently solved by a convergent iteration scheme. The following statements which are proven in the appendix summarize the most important results for factorial distributions. A more detailed presentation can befound in 30, 38 . 
Results
Several questions are empirically investigated in the following subsections. Sect. 5.1 addresses data extraction and modeling issues, including performance studies for a large database of textured images with known ground truth. In Sect. 5.2 we h a ve bench-marked the proposed deterministic annealing optimization method against the ICM algorithm and the Gibbs sampler. Sect. 5.3 shows results on representative examples of real world images. 
Texture Segmentation by Sparse Clustering
To empirically test the segmentation algorithms on a wide range of textures we selected a representative set of 86 micro patterns from the Brodatz texture album 41 . 5 A database of random mixtures 512 512 pixels each containing 100 entities of ve textures each as depicted in Fig. 1a and Fig. 2a was constructed from this collection of Brodatz textures. All segmentations are based on a lter bank of twelve Gabor lters at four orientations and three scales. The 2 distance is applied to each channel independently and a Minkowski norm with p = 1 is used to integrate the di erent channels. Sparse neighborhoodsinclude the 4 nearest neighbors and on average 80 randomly selected neighbors.
For each image a subset of 64 64 sites is considered using a square window of size 8 8 per site at the smallest scale. The size is increased by a factor of two for each lter octave. Typical segmentation examples are shown in Fig. 1 The question which is empirically investigated in this section addresses the problem of how adequate texture segmentation is modeled by the extracted data matrices and the presented cost functions. An answer is given by comparing minimal cost con gurations with known ground truth. As an independent reference algorithm, we have re-implemented the method of Jain & Farrokhnia 1 , which clusters feature vectors extracted from Gabor lter responses Gabor Feature Clustering, GFC. This method uses the absolute value of the hyperbolic tangens of the real part of the Gabor lters, which are further smoothed by a Gaussian lter. The texture segmentation problem is then formulated as a clustering problem of the resulting normalized feature vectors according to a K-means clustering criterion. We h a ve c hosen a deterministic annealing algorithm for clustering of vectorial data due to Rose et.al. 11 , which w as empirically found to yield slightly better results than the K means algorithm proposed in 1 The structural de ciencies can becompensated by choosing an appropriate prior, but at the cost of empirically xing an additional data dependent parameter. Similar results were obtained by H con A , the results of which are not explicitly reported here. We conclude that the invariant cost functions based on a pairwise data clustering formalization capture the true structure of the image in most cases. Furthermore, a weighting of cluster homogeneities proportional to the cluster size as in H pro has proven to beadvantageous.
As can be seen in Fig. 2 the misclassi ed sites mainly correspond to errors at texture borders, which contain more then one texture. Misclassi cations at the boundary are unavoidable due to the support of Gabor lters 43 , as statistics from di erent textures are mixed. The post-processing step improves the segmentations by a signi cant noise reduction. textures. Note that a larger number of rather poor segmentations were obtained. We t h us conclude that shift invariance is an important property to avoid parameter ne tuning of sensitive parameters and that the increased computational complexity for additional normalizations in H pro is well-spent. To empirically evaluate the performance of the dissimilarity measures we compare in Fig. 5 the segmentation quality achieved by the 2 statistic with the parametric WMV measure. In the majority of examples better segmentations are obtained by 2 . The correct structure is found by WMV in most cases, but the obtained segmentations are less accurate as illustrated by the example in Fig. 1 . As can beseen from the histogram in Fig. 3 severe outliers are produced more frequently. We conclude that a non parametric approach for similarity extraction is more powerful than parametric feature based methods, since they are largely independent of the underlying feature distribution. In Fig. 5 H pro B is bench-marked against the GFC algorithm which is clearly outperformed. GFC yields a signi cant amount of structurally incorrect segmentations as can be seen from the histogram in Fig. 3 . Typically as in the presented example in Fig. 1 large image parts are miss-classi ed resulting in a mean error rate of 10:8, which was worse than the results obtained by mean eld annealing for all tested proximity based methods. Thus a signi cant gain in segmentation quality i s observed by using proximity data based on statistical tests instead of feature vectors.
Another important question concerns the choice of the number of clusters K. As illustrated by the example in Fig. 2 the energy value of the nal con guration is a rather good indicator for the correct number of clusters. The rapid decrease for underestimated cluster numbers nearly stops after reaching the correct number. The nal cluster number can bedetermined by adding a penalty term proportional to the numberof clusters. In Fig. 6 the obtained number of clusters depending on the weighting factor c is depicted. 6 The few errors made are visually plausible as illustrated by the example in Fig. 7 , where an inhomogeneous texture is segmented into two homogeneous parts in a satisfying way. Note that a speci c choice of c merely selects a certain segmentation resolution by weighting complexity costs against the data term. The results demonstrate that the exact value of is not critical, as for a large range of values pleasing solutions are found for a large set of images. In our opinion there does not exist a unique true number of clusters in unsupervised texture segmentation at least not for natural images. For example, it is impossible to decide whether a segmentation into 4 or 8 regions is better for the aerial image of San Francisco in Fig. 10 . We believe a hierarchical clustering model to be more appropriate for many purposes and have extended our work in that direction in more recent publications 44 . 
Mean-eld Approximation and Gibbs Sampling
Another important question is concerned with the quality of deterministic annealing algorithms compared to stochastic procedures. The quality of the proposed clustering algorithm was evaluated by comparing the costs of the achieved segmentation with the deterministic, greedy ICM algorithm and with a stochastic Gibbs sampling method.
The distribution of the di erences of costs were chosen for a graphical representation.
Exemplarily for the normalized cost functions the cost di erences for H pro B using deterministic annealing versus ICM and deterministic annealing versus the Gibbs sampler are depicted in Fig. 8 . A substantial improvement over the ICM algorithm can bereported, since ICM gets frequently stuck in poor local minima as one might expect from a greedy technique. The comparison with the Gibbs sampler is more di cult, because the Gibbs sampler can be improved by slow cooling rates. We decided to use a comparable running time for both, deterministic annealing and Gibbs sampler, in our implementation 7 with a conservative annealing schedule. The ICM algorithm runs notably faster than the other algorithms. Deterministic annealing and Gibbs sampling yield similar results with slight advantages for deterministic annealing; but in all cases where one of the algorithms yields superior solutions the improvement is marginal. This detailed analysis shows that deterministic annealing yields optimal or near optimal solutions in most experiments. Furthermore, we advocate deterministic annealing algorithm as a good choice for an e cient computation of near optimal solutions, especially since the loss in segmentation quality caused by fast annealing schedules is substantially lower for deterministic annealing than for Gibbs sampling. In a follow up study both, deterministic annealing and ICM, have been substantially accelerated using the concept of multiscale optimization. The resulting optimization times are in the range of less then 5 seconds 8 for the examples shown here without loss in performance quality 45 .
In Fig. 9 deterministic annealing is compared with the ICM algorithm and the Gibbs sampler, but now with respect to the percentage of misclassi cations instead of energy. The results are very similar to Fig. 8 , thus the better optimization procedure leads to substantial improvements in the segmentation quality. This result, although mandatory for optimization approaches in computer vision, is by no means obvious, since the global optimum of the cost function does not necessarily coincides with the ground truth segmentation. Indeed the ground truth segmentation has higher energy than the minima found in most cases. This de cit is reasonably explained by the fact that border areas are often incorrectly modeled by the cost functions. 
Real World Images
The presented algorithms are applicable to real world images without any restrictions and we demonstrate their robustness on three types of images: aerial images, SAR images and indoor scenes.
The segmentation of aerial images is an important application as many aerial images contain texture like structures. Fig. 10 shows two segmentations of an aerial image of San Francisco as an example. Both segmentations are visually satisfying as is evident from the single cluster representations in Fig. 10 d o. Furthermore, up to small errors such as the classi cation of water as tilled area in the four cluster segmentation, the solution obtained is semantically correct, e.g., tilled area and parks as well as water are well discriminated in both segmentations 9 . A second important class of textured images are Synthetic Aperture Radar SAR images. The dramatically increasing quantity of available SAR imagery requires unsupervised processing, e.g. to automatically detect environmental changes. In Fig. 11 the segmentation into three texture classes of a SAR image is depicted. The achieved segmentation is both visually and semantically correct, since mountains, valleys and the plain are well separated. Even small valley structures are detected. Note that the segmentation was obtained by introducing a topological prior which renders an additional post-processing step super uous.
A third class of applications for texture segmentation are indoor and outdoor images, which contain textured objects. Unsupervised segmentation can bebene cially applied in autonomous robotics and the presented algorithms have been implemented on the autonomous robot RHINO 46 . An example image of a typical o ce environment is presented in Fig. 12 . The achieved segmentation is both visually and semantically satisfying. Untextured parts of the image are grouped together irrespectively of there absolute luminance value and the discrimination of the remaining three textures is plausible. 
Conclusion
We h a ve presented a novel approach to segment textured images on the basis of four, mutually independent building blocks. First, a scale space approach for data representation based on Gabor lters has been suggested, which evolves naturally from theoretical concepts and exhibits excellent discrimination properties for a wide range of natural textures.
Second, we h a ve suggested to use non parametric statistical tests for texture comparison and we h a ve i n vestigated the discriminative p o wer of these tests. There is no need to adjust any parameters or thresholds to obtain the proximity data for the data clustering stage apart from general system parameters like bin sizes for histograms or lter size and lter orientation.
Third, unsupervised texture segmentation was formulated as a pairwise data clustering problem based on dissimilarities between texture blocks with a sparse neighborhood structure. Four new cost functions have been derived from the principles of scale and shift invariance. These objective functions as well as the unnormalized graph partitioning cost function proposed in 22 have been empirically compared on a large dataset of textured images to evaluate their advantages and disadvantages. The new objective functions have been demonstrated to be substantially superior compared to the unnormalized objective function and the GFC algorithm. The new cost function H pro B can be interpreted as a natural generalization of the K means criterion. H pro B possesses the desired invariance properties and the necessary robustness and it demonstrates excellent segmentation quality combined with computational e ciency.
Fourth, we have developed a general mathematical framework for applying the optimization principle of deterministic annealing to arbitrary partitioning problems. The framework has been developed from a purely algorithmic perspective to construct ecient continuation methods with convergence proofs. The mean eld equations as well as an e cient implementation of Gibbs sampling for the proposed objective functions have been presented. The deterministic annealing algorithm has been bench-marked against the ICM algorithm and the Gibbs sampler yielding clearly superior results.
The segmentation algorithms have been tested and validated on a large database of Brodatz like micro-texture mixtures and on a representative set of textured real world images. Note that in all simulations which covered a wide range of image domains the same set of parameters were used to obtain satisfactory results. We, therefore, conclude that our approach constitutes a truly unsupervised method for texture segmentation.
Proof of Proposition 1
We have to show, that
n i p i ;P;Q = const for arbitrary M 2 M, where 4D 2 IR is a global data shift. This is obviously equivalent t o For large positive shifts the obtained segmentations become random, because the sampling noise induced by the random neighborhood system dominates the data contributions. 
