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”Start every day off with a smile and get it over with.”
W.C. Fields
Abstract
This thesis is concerned with the calibration of affine stochastic volatility models with jumps.
This class of models encompasses most models used in practice and captures some of the common
features of market data such as jumps and heavy tail distributions of returns. Two questions arise
when one wants to calibrate such a model:
(a) How to check its theoretical consistency with the relevant market characteristics?
(b) How to calibrate it rigorously to market data, in particular to the so-called implied volatility,
which is a normalised measure of option prices?
These two questions form the backbone of this thesis, since they led to the following idea: instead
of calibrating a model using a computer-intensive global optimisation algorithm, it should be more
efficient to use a less robust—hence faster—algorithm, but with an accurate starting point. Hence-
forth deriving closed-form approximation formulae for the implied-volatility should provide a way
to obtain such accurate initial points, thus ensuring a faster calibration.
In this thesis we propose such a calibration approach based on the time-asymptotics of affine
stochastic volatility models with jumps. Mathematically since this class of models is defined via
its Laplace transform, the tools we naturally use are large deviations theory as well as complex
saddle-point methods. Large deviations enable us to obtain the limiting behaviour (in small or
large time) of the implied volatility, and saddle-point methods are needed to obtain more accurate
results on the speed of convergence. We also provide numerical evidence in order to highlight the
accuracy of the closed-form approximations thus obtained, and compare them to standard pricing
methods based on real calibrated data.
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”Prediction is very difficult, especially if it’s about the future.” This nugget of wisdom
by Niels Bohr is obviously not to be taken literally but is a serious warning against the uses and
misuses of models. In particular one should not choose a model on the sole ground that past data
can be fitted well. One also needs to identify what is to be predicted in the future, i.e. one needs to
precisely understand the purpose of the model. In financial modelling most models are proposed
as a refinement to the Black-Scholes model which—according to the general opinion—is not a good
model. Depending on the data to be fitted authors and practitioners have different views on which
model to select. Choosing a model amidst the plethora of literature is not an easy task, especially
since each of them has its advantages and drawbacks. The underlying question, which goes slightly
beyond Niels Bohr’s witty quip, boils down to ”What is a good model?”. As we said, Black-Scholes
is not a good model for many reasons. It is however an extremely useful model for possibly even
more reasons, one of them being that it allows for a fast and accurate pricing of (vanilla) options.
A model is by construction an approximation of the reality and the more elaborate, the closer to
the reality but the less useful. The quality of a model hence arises from a subtle balance between
complexity and ease of implementation. The purpose of this thesis is not to discuss at length the
pros and cons of financial models but to provide some tools to make models more useful. We
indeed aim at describing a calibration methodology based on approximations of models. Among
the many models proposed in the literature, affine stochastic volatility models ([30] and [68]) form
a wide class of tractable and realistic models for equity and foreign exchange markets, and we shall
concentrate on these.
In practice (affine) stochastic volatility models are first calibrated on market data, then used for
pricing. Pricing financial products is mathematically tantamount either to solving a PDE problem
with boundary conditions (the final payoff of the product) or to calculating the expectation of this
payoff using probabilistic tools such as Monte Carlo simulation or stochastic integration. For most
models closed-form formulae are scarcely available, and accurate algorithms have been developed
and used such as finite-differences [70] and quadrature [2] methods. The calibration step involves
a proper selection of the data to be fitted by a model. A common practice is to calibrate the
so-called implied volatility rather than option prices directly. The implied volatility is a standard-
ised measure of option prices which makes them comparable even though the underlying assets
are not the same. Since this calibration step is based on optimisation algorithms, the lack of a
closed-form formula for the implied volatility makes it very time consuming. For instance, the
SABR stochastic volatility model has become very popular because a closed-form approximation
formula for the implied volatility was derived in [56] and hence made the model easily tractable.
Likewise, perturbation methods as developed in [44] have proved to be very useful for obtaining
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a closed-form approximation formula of option prices. Although these methods only hold under
some constraints on the parameters, they provide useful initial reference points for calibration.
In this thesis we provide closed-form approximations for the implied volatility in this large
class of models, with a particular emphasis on the Heston model—the canonical continuous-path
instance of affine models—since it is one of the most widely used models in financial modelling
(see [49], [73]). The idea supporting these results is the following: suppose one wants to calibrate
a (stochastic volatility) model to market data. This can be performed in two different ways: (i)
one uses a global optimisation algorithm, which involves computing the implied volatility at each
observed point until the algorithm converges; (ii) one specifies an initial set of parameters for the
model and runs a local optimisation algorithm such as the least-squares method. The latter solu-
tion is the most widely used in practice since it is less computer-intensive. However its robustness
heavily relies on the initial set of parameters to be specified. Simple closed-form approximations
for the model make this choice robust and accurate. One first calibrates the approximation to
market data—which is straightforward since this is a closed-form—then one uses this calibrated
set of parameters as a starting point in the whole calibration process.
In the first part of the thesis we introduce the main tools and notations we shall need later on.
In particular we recall the asymptotic methods on which our analysis is based. These methods
are based on a probabilistic, complex-analytic and geometric approach to the same problem, i.e.
minimising a distance (in the Riemannian sense) between two points. We also recall the definitions
and main properties of affine stochastic volatility models and hint on popular extensions of these
as well as calibration techniques in use.
We then move on to the application to these asymptotic methods to affine stochastic volatility
models. Part II is concerned with the large-maturity asymptotics of the implied volatility smile.
We first start (Chapter 4) with a pure probabilistic approach and express the large-time behaviour
of the implied volatility in terms of the rate function determining the large deviations principle for
the affine process. Assumptions have to be made concerning the regularity of the process for large
times and we shall explain the different possible behaviours. In Chapter 5 we focus on the Heston
model and use complex saddlepoint methods to provide more accurate option price and implied
volatility asymptotics. We also provide numerical evidence for these closed-form approximations.
In Part III we first derive a geometric characterisation of the implied volatility when the maturity is
small. We are not able to state this result in full generality and only assume a certain (restrictive)
form for the system of stochastic differential equations satisfied by the model. However we believe
this simple case (i) sheds a light on a different approach to be pursued further and (ii) bridges
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the gap between the probabilistic approach based on large deviations principle and the geometric
methods already derived in [57] and in [11]. In Chapter 7 we prove a large deviations principle for
the extended Heston model (defined in Part I) and use it to derive the asymptotic behaviour of the
implied volatility smile as the maturity tends to zero. We also give some indications on the diffi-
culties that arise when one wants to add jumps to the models. Finally Chapter 8 parallels Part II,
Chapter 5 and refines the implied volatility expansion in the Heston model when the maturity is
small.
Notations
Ao interior of a set A.
A closure of a set A.
N Cumulative distribution function of the standard Gaussian distribution.
CBS (x,Σ, t) Black-Scholes Call option price with moneyness x, volatility Σ and maturity t.
C (x,Σ, t) Call option price under a given model with moneyness x.
σt (x) Implied volatility with maturity t and moneyness x.
σˆt (x) Implied volatility with maturity t and moneyness xt.
γ˙ dγ/dt for a curve (γ(t))t≥0 .
ℑ(z) imaginary part of a complex number z.
f(t)
g(t)
∼ 1 lim f(t)
g(t)
= 1; the context makes it clear at which point the limit is taken.
x+ max{0, x} for x ∈ R.
C∞ ([a, b]) Space of smooth functions on [a, b] .
Part I
Preliminaries on asymptotic
methods and affine models
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Chapter 1
Review of asymptotic methods
1.1 Large deviations and the Ga¨rtner-Ellis theorem
We provide here a brief review of the key concepts of large deviations for a family of (possibly
dependent) random variables (Zt)t≥1 taking values in R and state the Ga¨rtner-Ellis theorem (The-
orem 1.1.1). A general reference for all the concepts in this section is [28, Section 2.3]. Let the
cumulant generating function ΛZt (u) := logE
(
euZt
)
be finite on some neighbourhood of the origin.
Assume that for every real number u the following limit exists as an extended real number
Λ(u) := lim
t→∞
t−1ΛZt (ut) . (1.1.1)
Let DΛ := {u ∈ R : |Λ(u)| <∞} be the effective domain of Λ and assume that
0 ∈ DoΛ, (1.1.2)
where DoΛ denotes the interior of DΛ (in R). Since the function ΛZt is convex by Ho¨lder’s inequality
for every t, the limit Λ is also be convex and the set DΛ is an interval. Since Λ(0) = 0, the convexity
implies that for any u ∈ R we have Λ(u) > −∞. The function Λ : R → (−∞,∞] is said to be
essentially smooth if (a) it is differentiable in DoΛ and (b) it satisfies limn→∞ |Λ′(un)| = ∞ for
every sequence (un)n∈N in DoΛ that converges to a boundary point of DoΛ. A cumulant generating
function Λ which satisfies (b) is called steep.
The Fenchel-Legendre transform Λ∗ : R → R+ of Λ is defined by the formula
Λ∗(x) := sup{ux− Λ(u) : u ∈ R}, for all x ∈ R, (1.1.3)
with an effective domain DΛ∗ := {x ∈ R : Λ∗(x) <∞}. Under certain assumptions Λ∗ is a good
rate function. By definition this means that Λ∗ is lower semicontinuous (since it is a supremum
of continuous functions), Λ∗(R) ⊂ [0,∞] (since Λ(0) = 0) and the level sets {x : Λ∗(x) ≤ y}
are compact for all y ≥ 0 (see [28, Lemma 2.3.9(a)]). In general a Fenchel-Legendre transform
13
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can be discontinuous and DΛ∗ can be strictly contained in R (see [28, Section 2.3] for elementary
examples of such rate functions). We say that the family of random variables (Zt)t≥1 satisfies the
large deviations principle (LDP) with the good rate function Λ∗ if for every Borel measurable set
B in R the following inequalities hold
− inf
x∈Bo
Λ∗(x) ≤ lim inf
t→∞
1
t
logP (Zt ∈ B) ≤ lim sup
t→∞
1
t
logP (Zt ∈ B) ≤ − inf
x∈B
Λ∗(x), (1.1.4)
where the interior Bo and the closure B of the set B are taken in the topology of R and inf ∅ =∞.
It is clear from definition (1.1.4) that if the family (Zt)t≥1 satisfies the LDP and Λ∗ is continuous
on B, then limt→∞ t−1 logP (Zt ∈ B) = − inf {Λ∗(x) : x ∈ B}. An element y ∈ R is an exposed
point of Λ∗ if there exists uy ∈ R such that
yuy − Λ∗(y) > xuy − Λ∗(x), for all x ∈ R\{y}. (1.1.5)
Intuitively the exposed points are those at which Λ∗ is strictly convex (e.g. the second derivative
is continuous and strictly positive). The segments over which Λ∗ is affine are not exposed. Note
that (1.1.5) can only hold for y ∈ DΛ and, if Λ is differentiable in DoΛ, then uy is the unique solution
of the equation Λ′(u) = y. We now state the Ga¨rtner-Ellis theorem, the proof of which can be
found in [28, Section 2.3].
Theorem 1.1.1. Let (Zt)t≥1 be a family of random variables and assume that the function Λ :
R → (−∞,∞] defined by (1.1.1) satisfies (1.1.2). Let F be a closed set and G an open set in R.
Then the following inequalities hold
lim sup
t→∞
t−1 logP (Zt ∈ F ) ≤ − inf {Λ∗(x) : x ∈ F} , (1.1.6)
lim inf
t→∞
t−1 logP (Zt ∈ G) ≥ − inf {Λ∗(x) : x ∈ G ∩ E} , (1.1.7)
where E := {y ∈ R : y satisfies (1.1.5) with uy ∈ DoΛ}. Furthermore if Λ is essentially smooth and
lower semicontinuous, then the LDP holds for (Zt)t≥1 with the good rate function Λ∗.
We have so far considered large deviations using the sole knowledge of the Laplace transform
of a process. It is also possible to consider large deviations for the paths of the process itself.
Let n be an integer. We shall from now on denote C0 ([0, 1]) the space of continuous functions
mapping [0, 1] to Rn such that the origin is a fixed point, and equipped with the supremum norm.
We also denote H the space of absolutely continuous functions with square integrable derivatives.
The basic result in this direction is the following Schilder’s theorem for the paths of a standard
Brownian motion.
Theorem 1.1.2. (Schilder’s theorem, see [28, Theorem 5.2.3])
Let (Wt)t∈[0,1] denote a standard Brownian motion on R
n and let ε > 0. Define the process
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(W εt )t∈[0,1] by W
ε
t :=
√
εWt for all t ∈ [0, 1] and let νε denote the induced probability measure.
Then the family (νε) satisfies in C0 ([0, 1]) a LDP with good rate function IW characterised by
IW (ψ) =

1
2
∫ 1
0
∣∣∣ψ˙ (t)∣∣∣2 dt, if ψ ∈ H,
∞, otherwise.
This theorem has been generalised to form the basis of the Freidlin-Wentzell theory which states
a large deviations principle for a diffusion process satisfying the following SDE on Rn
dXεt = b (X
ε
t ) dt+
√
εσ (Xεt ) dWt, for all t ∈ [0, 1] , and Xε0 = x ∈ Rn,
where the function b is uniformly Lipschitz and all the coefficients of the diffusion matrix σ are
also uniformly Lipschitz. Using the contraction principle (Theorem 1.1.4 below), Freidlin and
Wentzell [45] proved the following.
Theorem 1.1.3. (see [28, Theorem 5.6.7])
If all the coefficients of σ are bounded then the family (Xεt ) satisfies a LDP in C0 ([0, 1]) with the
good rate function Ix defined by
Ix (f) := inf{g∈H:f(t)=x+∫ t0 b(f(s))ds+∫ t0 σ(f(s))g˙(s)ds}
1
2
∫ 1
0
|g˙ (t)|dt,
where the infimum over an empty set is taken to be infinity.
Theorem 1.1.4. [28, Theorem 4.2.1] Contraction principle.
Let f : R → R be a continuous function. Consider a good rate function I : R → [0,∞]. For each
y ∈ R define I ′(y) := inf {I(x) : x ∈ R, y = f(x)}. Then I ′ is a good rate function on R . If I
controls the LDP associated with a family of probability measures (µε) on R, then I ′ controls the
LDP associated with a family of probability measures
(
µε ◦ f−1
)
on R.
1.2 The complex analytic approach: saddlepoint methods
The large deviations approach we have presented above allowed us to obtain the exponential rate
of decay of some probabilities. However it does not tell us anything about higher order expansions.
Sharp large deviations theory is a probabilistic approach to tackle this issue (see [9] and [10] for
instance). Saddlepoint methods in the complex plane are another powerful one in this direction.
Before presenting the method, let us first briefly see how this comes into play in our analysis. Recall
that we are interested in the tail probabilities P (X > a) for some large real number a, where X
represents a random variable whose distribution F is only determined by its cumulative generating
function Φ defined by logE (exp (zX)) = Φ (z) for z in some region of the complex plane. We
assume that the function Φ is analytic in some strip containing the origin. By Fourier inversion
1.2. The complex analytic approach: saddlepoint methods 16
the following equalities hold:
P (X > a) = lim
ε→0
∫
R
e−ε(x−a)1{x>a}F (dx) = lim
ε→0
∫
R
exp (−iza)
ε+ iz
eΦ(iz)
dz
2pi
.
We can not let ε tend to zero directly in the integral on the right-hand side since the integrand has
a pole at the origin. However Cauchy’s theorem ensures that for any α in the strip of analyticity
of Φ we can write
lim
ε→0
∫
i∞
−i∞
exp (Φ (z)− za)
ε+ z
dz
2ipi
= lim
ε→0
∫ α+i∞
α−i∞
exp (Φ (z)− za)
ε+ z
dz
2ipi
=
∫ α+i∞
α−i∞
eΦ(z)−za
dz
2ipiz
,
and saddlepoint theory gives us a way to choose the level α optimally. The role of this very
brief preface was to introduce the link between the tail probabilities we are interested in and the
analytic approach proposed by saddlepoint theory. More precisely we shall be interested here in
determining the behaviour of integrals of the form
I :=
∫
Γ
ψ (z) eλφ(z)dz, (1.2.1)
as the real parameter λ tends to infinity, where Γ is some contour in the complex plane, and φ
and ψ are analytic functions on Γ (in our case λ shall represent the time). Define the functions
u : Γ→ R and v : Γ→ R by u (z) := ℜ (φ (z)) and v (z) := ℑ (φ (z)), for all z ∈ Γ. The inequality
|I| ≤
∫ b
a
|ψ (z)| eλu(z)dz
trivially holds where a and b are the two (possibly infinite) endpoints of the contour Γ. It is clear
that the main contribution of this integral as λ tends to infinity must come from the point where
the function u attains its maximum, and for convenience we assume it is unique. Using Cauchy’s
theorem we can now deform the contour Γ such that it passes through this very point. Furthermore
we deform the contour Γ such that the function u decreases as rapidly as possible along it, so that
the integral I is concentrated around the value of the integrand at the point z0. This path is called
the path of steepest descent. With this in mind, we can apply Laplace’s method as described in
the following proposition.
Proposition 1.2.1. (see Appendix A, Proposition 2.1 in [98])
Let a < b be two real numbers and f and g two real functions twice continuously differentiable on
[a, b]. Assume that the function f is strictly convex on [a, b] and that there exists x0 ∈ [a, b] such
that f ′ (x0) = 0 then the following equality holds for large t,∫ b
a
e−tf(x)g(x)dx = e−tf(x0)
(√
2pi
tf ′′ (x0)
g (x0) +O
(
t−1
))
.
However in our case the complex part eiv(z) in the integrand of I in (1.2.1) adds an oscillatory
term which increases as λ grows to infinity. When choosing our path of steepest descent we want
to make sure to choose it in such a way that the function v is constant along it. Let us denote
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z := x+ iy and let z0 := x0+ iy0 be the solution of the equation ∇u|z0 = 0. From the analyticity
of φ the Cauchy-Riemann equations lead ∂xu = ∂yv and ∂yu = −∂xv. Hence the point z0 also
satisfies ∇v|z0 = 0. However by the maximum modulus principle the two functions u and v can
not have a maximum at the same time. z0 is thus the so-called saddlepoint of φ and we assume
it is of the first order, i.e. φ′′ (z0) 6= 0. From the Cauchy-Riemann equations the orthogonality
property ∇u.∇v = 0 is also satisfied and hence the new path is such that the function v is constant
along it and corresponds precisely to the path where u varies the most rapidly (note that there
are two paths: one along which u decreases, one along which u increases, so one must choose the
correct one).
In order to formalise the discussion above let us precisely define the notions of saddlepoint and
path of steepest descent.
Definition 1.2.2. (see [14]) Let F : Z → C be an analytic complex function on an open set Z. A
point z0 ∈ Z such that the complex derivative dF/dz vanishes is called a saddlepoint.
Definition 1.2.3. (see [98]) Let z := x + iy, x, y ∈ R and F : C → C be an analytic complex
function. The steepest descent contour γ : R → C is a map such that
(i) ℜ (F ) has a minimum at some point z0 ∈ γ and ℜ (F ′′(z)) > 0 along γ.
(ii) ℑ (F ) is constant along γ.
These two conditions imply that F ′(z0) = 0.
1.3 A rough guide to differential geometry
There is a deep link between large deviations theory and differential geometry. In Theorem 1.1.3
we have seen that a large deviations principle could be stated for some diffusion processes, where
the rate function corresponds to some metric. In Part III, Chapter 6 we will provide more precise
results in this direction, and hence we briefly recall some notions of differential geometry. These
geometric tools will allow us to precisely characterise the rate function of the large deviations
principle above as a metric on a manifold. Many reference books exist on this topic and we shall
mainly follow the monograph [63] by Jost. In this section M will always denote a Riemannian
manifold of dimension n ∈ N and we shall use Einstein’s convention, i.e. two repeated indices are
summed: vi
∂
∂xi :=
n∑
i=1
vi
∂
∂xi . Let us start with the definition of a smooth manifold.
Definition 1.3.1. A smooth manifold of dimension n is a locally compact Hausdorff space M
equipped with an open cover {Uα} and a collection of smooth injective maps {xα} with xα : Uα →
Rn such that whenever Uα ∩ Uβ 6= ∅, the following transition map is smooth:
xβ ◦ x−1α : xα(Uα ∩ Uβ) ⊂ Rn 7→ xβ(Uα ∩ Uβ) ⊂ Rn.
1.3. A rough guide to differential geometry 18
The collection {Uα, xα} is called a chart and xα a map. The properties of the map transfer to
the properties of the manifold, i.e. a manifold is differentiable if all its maps are. It is clear that
a point p ∈ Uα is uniquely identified by its coordinates xα(p), and we might use both notations.
The main purpose of this rough section is to introduce the notion of a distance on a manifold. In
order to do so, let us first define the derivation map and the tangent spaces.
Definition 1.3.2. Let M be smooth n-dimensional manifold and let x0 ∈ M . A derivation D at
x0 is a linear map from C
∞(M) to Rn satisfying the Leibniz rule, i.e. for all functions f and g
in C∞(M) the equality D(f.g) (x0) = D (f) g(x0) + f (x0)D(g) holds. The tangent space of M
at x0, denoted Tx0M , is the vector space of all derivations at x0. If x
1, . . . , xn denote the local
coordinates of x0 on the chart U , then
(
∂
∂xi
)
i=1,...,n
forms a basis of Tx0M .
Definition 1.3.3. The cotangent vector space of a smooth manifold M at a point x0 ∈ M ,
denoted T ∗x0M , is the dual vector space of Tx0M , i.e. the vector space of linear forms acting on
Tx0M . The elements of T
∗
x0M are called one-forms and we can define (dx
i)i=1,...,n as its basis,
with dxj
(
∂
∂xi
)
= δji , for all i, j = 1, . . . , n, where δ
j
i is the Kronecker symbol.
Definition 1.3.4. A Riemannian metric on a differentiable manifold M is given by a scalar
product on each tangent space TxM which depends smoothly on x ∈M . A Riemannian manifold
is a differentiable manifold equipped with a Riemannian metric.
In local coordinates x := (x1, . . . , xn), a metric is a n × n positive definite symmetric matrix
(gij(x))1≤i,j≤n, such that for all p ∈M , we can write
〈v, w〉 = gij (x(p)) viwj , for all
(
v = vi
∂
∂xi
, w = wj
∂
∂xj
)
∈ TpM × TpM,
where x(p) represents the vector of local coordinates of p. The next theorem will enable us to
define a metric in the context of stochastic volatility models:
Theorem 1.3.5. (Theorem 1.4.1 in [63])
Every differentiable manifold may be equipped with a Riemannian metric.
From the definition of a metric we can now introduce the notion of a distance on a Riemannian
manifold M .
Definition 1.3.6. Let γ : [a, b] ⊂ R →M be a smooth (C∞) curve, we can define
(i) the length of γ as L(γ) :=
∫ b
a
∥∥∥dγdt (t)∥∥∥dt = ∫ ba (gij(x(γ(t)))x˙i(t)x˙j(t))1/2 dt;
(ii) the energy of γ as E(γ) := 12
∫ b
a
∥∥∥dγdt (t)∥∥∥2 dt = 12 ∫ ba gij(x(γ(t)))x˙i(t)x˙j (t) dt,
where we define x˙i(t) := ddtx
i (γ(t)). The distance d is then defined as
d (p, q) := inf
{
L(γ) : γ : [a, b]→M is a piecewise smooth curve such that γ(a) = p, γ(b) = q
}
,
for any points p and q in the manifold M .
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Equipped with this structure, we can now define a geodesic which will be the the central object
of our study.
Definition 1.3.7. A smooth curve γ : [a, b]→M which satisfies the system of second-order ODE
x(t) + Γijk (x(t)) x˙
j (t) x˙k (t) = 0, for all i = 1, . . . n, (1.3.1)
where Γijk :=
1
2g
il (gjl,k + gkl,j − gjk,l) with gij := g−1ij and gjl,k := ∂∂xk gj,l for all 1 ≤ i, j, k ≤ n, is
called a geodesic. The coefficients Γijk are the Christoffel symbols and the system of ODEs (1.3.1)
is called the Euler-Lagrange equations.
It is easy to see that the length of a curve does not depend on its parameterisation. In particular,
minimising the length of a curve is tantamount to minimising another curve parameterised by arc
length (i.e. 〈x˙, x˙〉 is constant). Furthermore, for curves parameterised by arc length, minimising
the length is equivalent to minimising the energy function, so that the connection between this
definition of a geodesic and the path of shortest length is made clear. The definition of a geodesic
makes complete sense as regards to the following corollary (see [63, Lemma 1.4.5]):
Corollary 1.3.8. On any compact manifold, any two points can be connected by at least one curve
of shortest length, and this curve is called a geodesic.
We now have almost all the tools we shall need in our study. We have defined above a geodesic
as the solution of a system of ODEs. In [29, Chapter 9], Do Carmo characterises it as the solution
to a variational problem. We do not quote all the results of this approach but we just recall the
definition of a variation of a curve as a family of neighbouring curves. The reason for introducing
such a concept is that it will make it possible to characterise a geodesic curve in terms of the
properties of the energy functions of its variations.
Definition 1.3.9. [29, Definition 2.1]
Let γ : [0, 1] → M be a piecewise differentiable curve in the manifold M . A (proper) variation of
γ is a continuous mapping f : (−ε, ε)× [0, a]→M such that
(i) f(0, t) = γ(t) for all t ∈ [0, 1];
(ii) there exists a subdivision 0 = t0 < t1 < . . . < tn+1 = 1 of [0, 1] such that the restriction of f
to each (−ε, ε)× [ti, ti+1] for i = 0, . . . , n is differentiable.
Chapter 2
Black-Scholes and implied
volatility
Throughout this thesis we shall for convenience consider that interest rates are null so that the
forward price is the same as the share price and we will denote the corresponding process S =
(St)t≥0 and its logarithm X = (Xt)t≥0 defined as Xt := log (St) for all t ≥ 0. The initial value
S0 will always be assumed to be a strictly positive real number. The Black-Scholes model [13]
assumes that the share price process satisfies the stochastic differential equation dSt = ΣSt dWt,
where (Wt)t≥0 is a standard Brownian motion and Σ > 0 represents the volatility of the returns.
Consider a European call option at time 0 written on the share price S with strike K > 0, which,
under the risk-neutral measure, pays at maturity t ≥ 0 the amount E (St −K)+. We shall always
consider here that the risk-neutral measure, i.e. the measure under which the share price is a
true martingale, is given a priori. For convenience we shall—unless otherwise stated—consider
the log-moneyness x := log (K/S0) ∈ R and express the quantities of interest accordingly. The
Black-Scholes formula tells us that the price CBS (x,Σ, t) of such an option is worth
CBS (x,Σ, t) = S0N
(
− x
Σ
√
t
+
Σ
√
t
2
)
−KN
(
− x
Σ
√
t
− Σ
√
t
2
)
,
where N represents the cumulative distribution function of the standard Gaussian distribution.
Let Cobs (x, t) represent an observed—or given—price of a European call option with the same
maturity and log-moneyness. The implied volatility is defined as the unique value Σ > 0 such that
the equality
Cobs (x, t) = CBS (x,Σ, t)
holds. It is easy to see that for any x ∈ R and t > 0, the function Σ 7→ CBS (x,Σ, t) is strictly
increasing and hence the implied volatility is well defined. It is also clear that the implied volatility
varies in terms of the maturity t and of the log-moneyness x. We shall hence refer to the implied
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volatility smile at maturity t when regarding the implied volatility as a function of x for some
fixed t. Similarly, the term structure of the implied volatility will refer to the implied volatility
as a function of the maturity t for some fixed x. Finally the implied volatility surface denotes
the three-dimensional graph of the implied volatility as a function of both the maturity and the
log-moneyness. We shall henceforth use the notation σt(x) to denote the implied volatility cor-
responding to a European call option maturing at time t with log-moneyness x. Since we have
just introduced the Gaussian cumulative distribution function, we might as well state the following
trivial lemma which we shall use many times all along this thesis.
Lemma 2.0.10. Let n : z ∈ R 7→ (2pi)−1/2 exp (−z2/2), and N denote respectively the density
and the cumulative distribution function of the Gaussian distribution, then the following bounds
hold for all x > 0:
(x+ 1/x)
−1
n(x) ≤ 1−N (x) ≤ n(x)/x.
Chapter 3
Affine stochastic volatility models
3.1 Affine stochastic volatility models with jumps
In [30], Duffie, Filipovic´ and Schachermayer introduced affine processes—a general class of real-
istic tractable processes—and laid the mathematical grounds to study them. Within this class,
two-dimensional affine stochastic volatility processes (with jumps) encompass some of the most
used models in practice, in particular the Heston [59], the Bates [5] and the Barndorff-Nielsen
& Shephard [4] models. More specifically, let (St)t≥0 represent the share price process, denote
Xt := log(St) and let (Vt)t≥0 be another process starting at V0 = v > 0. We do not make specific
assumptions on the filtration and it will be sufficient to consider the natural filtration (Ft)t≥0
generated by the pair (Xt, Vt)t≥0. As in [68], we make the following assumptions:
A1. The pair (Xt, Vt)t≥0 is a stochastically continuous, time-homogeneous Markov process.
A2. There exist two functions φ and ψ such that the logarithmic characteristic function Φt satisfies
Φt(u,w) := logE
(
exp
(
u (Xt − x0) + wVt
)∣∣∣x0, v) = φ (t, u, w) + ψ (t, u, w) v, (3.1.1)
for all t, u, w ∈ R+ × C2, where the expectation exists.
A3. The (discounted) share price process (St)t≥0 is a martingale.
Let us now define the functions F : C2 → C and R : C2 → C by F (u,w) := ∂tφ(t, u, w)|t=0+ and
R(u,w) := ∂tψ(t, u, w)|t=0+ , whenever φ (t, u, w) and ψ (t, u, w) are defined. In [68], Keller-Ressel
proved the existence (and domains) of F and R and showed that they satisfy a system of Riccati
equations. Furthermore from the general theory of affine processes [30], we know that they must
be of Le´vy-Khintchine form:
F (u,w) =
〈a
2
(u,w)
′
+ b, (u,w)
′
〉
+
∫
D\{0}
(
exu+yw − 1− 〈ωF (x, y), (u,w)′〉)m (dx,dy) , (3.1.2)
22
3.1. Affine stochastic volatility models with jumps 23
R(u,w) =
〈α
2
(u,w)
′
+ β, (u,w)
′
〉
+
∫
D\{0}
(
exu+yw − 1− 〈ωR(x, y), (u,w)′〉)µ (dx,dy) , (3.1.3)
where D := R×R+, ωF (x, y) :=
(
x/
(
1 + x2
)
, 0
)′
and ωR (x, y) :=
(
x/
(
1 + x2
)
, y/
(
1 + y2
))′
are
truncation functions, a and α are two positive semi-definite matrices with a12 = a21 = a22 = 0,
b ∈ D, β ∈ R2, m and µ are two Le´vy measures on D and ∫
D\{0}
(
(x2 + y) ∧ 1)m (dx,dy) < ∞.
Let us make one more assumption:
A4. The function u 7→ R (u,w) is not constant.
Following the terminology in [68], a process satisfying Assumptions A1-A4 is called an affine
stochastic volatility model and is fully characterised by the affine form of its characteristic func-
tion (3.1.1). For instance, take F (u,w) := κθw+λ(u) and R (u,w) := u(u−1)/2+ ξ2w2/2−κw+
uwρξ, then one recovers the Heston model with jumps (see Section 3.2 below) for the dynamics
of the logarithmic share price dXt = (δ − Vt/2)dt+
√
Vt dWt + dJt, where the stochastic variance
process follows dVt = κ(θ − Vt)dt + ξ
√
Vt dZt, where W and Z are two Brownian motions with
correlation ρ, J is an independent pure-jump Le´vy process and the function λ is the compen-
sated cumulant generating function of the jump part: λ(u) =
∫
R
(exu − 1− u (ex − 1))m (dx).
In the Barndorff-Nielsen & Shephard case [4], consider F (u,w) := γκ(ρu + w) − γκ(ρ) and
R (u,w) := u(u−1)/2−γw, then one obtains the corresponding dynamics for the logarithmic share
price dXt = (δ−Vt/2)dt+
√
VtdWt+ρdJγt with stochastic variance dynamics dVt = −γVt+dJγt,
where the process (Jt)t≥0 is a Le´vy subordinator.
In this thesis we shall place great emphasis on the continuous-path version of these affine
stochastic volatility models. Assume that the two Le´vy measures satisfy µ ≡ 0 and m ≡ 0, then
the process (Xt)t≥0 has continuous sample paths and it is easy to see that it satisfies the SDE
dXt = − 12 (a+ Vt) dt+ ρ
√
Vt dWt +
√
a+ (1− ρ2)Vt dZt, X0 = x ∈ R,
dVt = (b+ βVt) dt+
√
αVt dWt, V0 = v ∈ (0,∞),
(3.1.4)
where the admissible parameter values are given by
a, b ≥ 0, α > 0, β ∈ R and ρ ∈ [−1, 1] , (3.1.5)
and where the two Brownian motions (Wt)t≥0 and (Zt)t≥0 are independent. The process (Vt)t≥0 is
a square-root diffusion process and the Yamada-Watanabe conditions [67, Section 5.2 C] ensure that
a non-negative strong solution exists. It is clear that the process
(
eXt
)
t≥0 is a local martingale with
respect to the filtration (Ft)t≥0, and [68, Theorem 2.5] implies that it is in fact a true martingale.
The Heston model, defined in [59] with mean-reversion rate κ, positive long-time variance level θ,
volatility of volatility σ and correlation ρ, falls in the class of models given by (3.1.4) (take a = 0,
b = κθ > 0, β = −κ < 0, α = σ2; the correlation parameter ρ has the same role as in (3.1.4)).
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Remark 3.1.1.
(i) This class is a continuous-path generalisation of the Heston model, both in terms of number
of parameters (in Heston, a = 0) and in terms of range of parameters.
(ii) The general form of the instantaneous variance of a continuous affine stochastic volatility
model is given by a + α˜V for some α˜ > 0. A simple scaling of the process V in (3.1.4)
maps the class of models given by (3.1.4) to the general case. Without loss of generality we
therefore assume α˜ = 1.
(iii) The process U = (Ut)t≥0 defined by Ut := a+ Vt for all t ≥ 0 follows the shifted square-root
dynamics (see [75] for applications of the shifted square-root process in pricing theory).
3.2 The Heston model
The Heston model is the canonical example of a continuous affine stochastic volatility model defined
by (3.1.4) and we shall lay particular emphasis on it in this thesis. We therefore recall here some
of its well-known (and perhaps lesser known) properties.
3.2.1 The CIR process and Heston characteristic function
Under the risk-neutral measure the logarithmic share price process X satisfies the SDE
dXt = − 12Vt dt+
√
Vt dWt, X0 = x0 ∈ R,
dVt = κ (θ − Vt) dt+ σ
√
Vt dZt, V0 = v > 0,
d 〈W,Z〉t = ρdt,
(3.2.1)
where W and Z are two standard Brownian motions, κ > 0 and θ > 0 are respectively the mean-
reversion speed and the long-term variance of the variance process, σ > 0 accounts for the volatility
of volatility, v is assumed to be non random and ρ ∈ [−1, 1] is the correlation parameter between
the two driving Brownian motions.
Notation 3.2.1. For ease of notation we will from now on denote St ∼ H (S0, v, κ, θ, σ, ρ, t) the
price of an asset following the Heston dynamics (3.2.1), with a slight abuse of notation between
the share price process S and its logarithm X.
The approach we shall develop in this thesis is fundamentally based on the knowledge of the
Laplace transform of the process. We therefore briefly recall it here and we indicate a few references
related to the pricing of European Vanilla options under the Heston model. In the literature sev-
eral different—obviously equivalent—expressions exist for its characteristic function. The original
formulation [59] is slightly different from the one we use here. The technical issue in the expression
in [59] is that one has to take care of possible branch cuts in the complex plane. In [65] Lord &
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Kahl have provided ways to avoid this difficulty. We adopt here the terminology of [2] since it
bypasses the need for a step-by-step check of branch cuts. The characteristic function φt : R → C
under the Heston model takes the following form:
φt(k) := E
(
exp
(
ik(Xt −X0)
))
= exp
(
C (t, k) +D (t, k) v
)
, (3.2.2)
where
C (t, k) :=
κθ
σ2
((
κ− ρσik − d(k)
)
t− 2 log
(
1− g(k) exp(−d(k)t)
1− g(k)
))
, (3.2.3)
D (t, k) :=
v
σ2
(
κ− ρσik − d(k)
) 1− exp(−d(k)t)
1− g(k) exp(−d(k)t) , (3.2.4)
g (k) :=
κ− ρσik − d(k)
κ− ρσik + d(k) , and d (k) :=
√
(κ− ρσik)2 + σ2(ik + k2), (3.2.5)
where we take the principal branch for the complex logarithm. For the square root here either
of the two roots may be chosen since the characteristic function is even in d. To switch from the
characteristic function to the Laplace transform of the process, let us recall the following theorem.
Theorem 3.2.2. (Lukacs [77, Theorem 7.1.1]). If a characteristic function ψ is regular in the
neighborhood of k = 0, then it is also regular in a horizontal strip and can be represented in this
strip by a Fourier integral. This strip is either the whole plane, or it has one or two horizontal
boundary lines. The purely imaginary points on the boundary of the strip of regularity (if this strip
is not the whole plane) are singular points of ψ.
Recall that a characteristic function ψ is said to be regular if it is analytic and single-valued. The
analyticity of the characteristic function φt is henceforth equivalent to the existence of a strictly
positive real number ε such that the (normalised) logarithmic Laplace transform Λt defined by
Λt (p) := logE
(
ep(Xt−x0)
)
for all t ≥ 0 is finite for all −ε < p < ε. The strip of convergence of
φt then corresponds to the effective domain of Λt. Theorem 3.2.2 together with the representa-
tion (3.2.2) lead to
Λt(p) =
 C (t,−ip) +D (t,−ip) v, for all t < t∗(p),+∞, for all t ≥ t∗(p), (3.2.6)
where the explosion time function t∗ : p ∈ R 7→ sup {t ≥ 0 : Λt(p) <∞} reads (see [3])
t∗(p) =

∞, if δ (p) ≥ 0 and ζ(p) < 0,
d (−ip)−1 log
(
ζ(p) + d (−ip)
ζ(p)− d (−ip)
)
, if δ (p) ≥ 0 and ζ(p) > 0,
2
|d (−ip)|
(
pi 1{ζ(p)<0} + arctan
(
2 |d (−ip)|
ζ (p)σ2
))
, if δ (p) < 0,
(3.2.7)
where ζ(p) := (ρσp− κ)/σ2 and where we define δ(p) := (κ− ρσp)2 + σ2p (1− p) for convenience
so that d (−ip) = √δ (p). We refer the interested reader to [3] for a complete characterisation
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of explosion times for more general continuous stochastic volatility models. In this thesis we
will actually be interested in the other way around, i.e. for a given maturity t what is the strip of
analyticity of the characteristic function φt? Since this will involve some more detailed calculations,
we postpone its analysis.
3.2.2 Properties of the Heston model
We recall here some fundamental properties of the Heston model characterised by the system of
SDEs (3.2.1) which we shall need later on. Even if stochastic models driven by pure Brownian
terms like (3.2.1) are always local martingales, a size issue could prevent them from being fully
qualified martingales, as shown by Jourdain [64]. In the case of the Heston model, this could
happen when the stochasticity of the volatility makes the underlying get bigger, in case of strictly
positive correlation. However everything turns out to be fine for the first moment as the following
proposition [64] stipulates.
Proposition 3.2.3. If St ∼ H (S0, v, κ, θ, σ, ρ, t) then it is a true martingale.
A clear self-contained proof of the true martingality of the Heston model has been provided
recently by Del Ban˜o Rollin [27] and Keller-Ressel [68] proved this under some conditions for general
continuous affine stochastic volatility models as we mentioned before. The following lemma conveys
a lot of information on the influence of the Heston parameters. If St is a Heston process, then
the inverse process S−1t also follows a Heston dynamic up to a related change of measure. Let us
define the Share measure as the measure with ST /S0 as the numeraire, then the following holds.
Lemma 3.2.4. If St ∼ H (S0, v, κ, θ, σ, ρ, t), then under the Share measure the inverse process
S−1t is of the type H
(
S−10 , v, κ¯, θ¯, σ, ρ¯, t
)
, where κ¯ := κ− σρ, θ¯ := κθ/κ¯. and ρ¯ := −ρ.
Proof. In [26], Del Ban˜o Rollin proves it using the characteristic function of Heston. We provide
here a probabilistic proof. Consider (3.2.1) and define Ut := S
−1
t , then Itoˆ’s lemma implies dUt =
Ut
√
Vt
(√
Vt dt− dWt
)
. Define now a new probability measure Q defined by
dQ/dP = ηt := exp
(∫ t
0
√
Vs dWs − 1
2
∫ t
0
√
Vs ds
)
= St/S0.
Since S is a true martingale Girsanov theorem ensures that dUt = Ut
√
Vt dW t holds under Q with
dVt = κ (θ − Vt) dt+ σ
√
Vt dZt + η
−1
t d 〈η, V 〉t = κ¯
(
θ¯ − Vt
)
dt+ σ
√
Vt dZt,
and d
〈
W,Z
〉
t
= ρ¯ dt. This implies that the pair (Ut, Vt)t≥0 satisfies under the measure Q:
dUt = Ut
√
Vt dW t
dVt = κ¯
(
θ¯ − Vt
)
dt+ σ
√
Vt dZt
d
〈
W,Z
〉
t
= ρ¯ dt.
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Obviously this Heston symmetry is an involution on the Heston dynamics such that κ−ρσ > 0,
with a single fixed point which is the uncorrelated Heston model (ρ = 0). This symmetry property
allows us to express the right wing of the Heston smile in terms of the left wing of the symmetrised
model (and vice-versa). This is useful in practice since many authors provide results on smile
asymptotics only on one side of the smile. A last consequence is that the at-the-money volatility
structure (a.k.a the implied volatility term structure) is left invariant by the Heston symmetry.
When ρ = −1 the Heston model is somehow degenerate in the following sense:
Proposition 3.2.5. Assume ρ = −1. Define S∗¯t := S0 exp (v0 + ψt¯) for all t¯ := σt ≥ 0 then the
inequality St¯ < S
∗¯
t holds almost surely for all t ≥ 0. Furthermore the implied volatility is strictly
decreasing below S∗¯t and equal to zero above S
∗¯
t .
Proof. This property is obtained by Fourier transform in [48]. We give here a more probabilistic
proof, based on the system of SDEs (3.2.1), where we consider ρ = −1:
dSt = St
√
Vt dWt,
dVt = κ (θ − Vt) dt− σ
√
Vt dWt.
Using Itoˆ’s formula, we have
St = S0 exp
(
−
∫ t
0
Vs
2
ds+
∫ t
0
√
Vs dWs
)
= S0 exp
(
−
∫ t
0
Vs
2
ds
)
exp
{∫ t
0
(
κ
σ
(θ − Vs) ds− dVs
σ
)}
= S0 exp
(
−
∫ t
0
Vs
2
ds
)
exp
{
κθ
σ
t+
v
σ
− Vt
σ
− κ
σ
∫ t
0
Vsds
}
, for all t ≥ 0.
Since the variance process V is always positive almost surely (by the Feller condition), the inequality
St ≤ S0 exp (v/σ + κθt/σ) holds for all t ≥ 0 almost surely.
This anti-correlated Heston is sometimes named the Heston-Nandi model, by reference to its
discrete-time version studied in [60]. By symmetry the case ρ = 1 has analogous properties.
3.3 Extensions of the Heston model
The Heston model has proved to be rather efficient to calibrate equity derivatives. However several
drawbacks have been pointed out, either from a theoretical of from a practical point of view (see [49]
for more details):
• The Heston model is rather accurate when used to calibrate an implied volatility surface,
but turns out to be insufficient for short maturities as the observed skew is too steep.
• It does not provide an efficient way to perform a joint calibration vanilla and volatility
derivatives (such as variance swaps) or vanilla and Foreign-Exchange options (see [17]).
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To overcome these shortcomings, several approaches have been proposed such as (i) adding jumps
either to the share price or to the variance process or both ([95], [69]), (ii) increasing the dimension
of the process (see [15] and Section 3.3.1 below). We present hereafter a special type of multidi-
mensional Heston process, for which our large deviations methodology in Chapter 4 will apply in
a straightforward way.
3.3.1 The multidimensional Heston model
There are two types of multidimensional Heston in the literature, each corresponding to a special
approach: Buehler [15] proposed the double-Heston as a Heston model where the long-term variance
is also a Feller diffusion process. This is consistent with his variance swap curve approach, where
each dimension of this model corresponds to a factor of the variance curve. However there is no
closed or semi-closed form formula for the pricing of vanilla options in this framework. The other
approach ([66], [25]) introduces several variance processes, independent one from another, each
driven by a Brownian motion acting on a separate time scale. This approach is appealing since
· the characteristic function is available in closed-form (hence allowing a semi-closed form
formula for vanilla options similar to the standard Heston model);
· the induced correlation between the variance process and the returns is stochastic, therefore
allowing a better fit to the so-called stochastic skew observed on FX markets;
Several authors have proposed an extension of classical stochastic diffusion / jump / Le´vy processes
to take into account the so-called stochastic skew of the FX market, i.e. the fact that the slope
of the implied volatility varies over time. The traditional approach consists of specifying some
stochastic dynamics for the correlation between the share price and the volatility (for instance as
a transformed Jacobi process, see [66]). We propose here (see also [66], [22]) a multidimensional
Heston model for the logarithmic forward price process X = (Xt)t≥0, in the following sense:
Definition 3.3.1. We define a Heston model of dimension n ∈ N, or simply a multidimensional
Heston model by a process (Xt)t≥0 satisfying the following system of SDEs,
dXt = − 12
n∑
i=1
V it dt+
n∑
i=1
√
V it dW
i
t , X0 ∈ R,
dV it = κi
(
θi − V it
)
dt+ σi
√
V it dZ
i
t , V
i
0 = v
i > 0, for all i = 1, . . . n,
d
〈
W i,W j
〉
t
= ρiδijdt, and d
〈
Zi, Zj
〉
t
= δijdt, for all i, j = 1, . . . , n,
where δij is the Kronecker delta and κ
i > 0, θi > 0, σi > 0,
∣∣ρi∣∣ ≤ 1 are satisfied for all i = 1, . . . , n.
Remark 3.3.2. In [22] Carr and Wu developed an estimation of a more general model, namely a
double Le´vy process for the process (Xt)t≥0:
Xt = (rd − rf ) t+
(
LRTRt
− ξRTRt
)
+
(
LLTLt
− ξLTLt
)
, for all t ≥ 0,
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where rd, rf denote the domestic and foreign risk-free interest rates, L
R
t , L
R
t , two Le´vy processes
exhibiting right and left skewness, TRt , T
L
t , two stochastic time changes, and ξ
R, ξL two functions
ensuring that the processes
(
LR
TRt
− ξRTRt
)
t≥0
and
(
LL
TLt
− ξLTLt
)
t≥0
are both martingales. We
refer to [22] for more details about the properties of this model.
Proposition 3.3.3. The multidimensional Heston model can be written as a one-dimensional
stochastic volatility model with stochastic correlation.
Proof. Let n ∈ N. Define the process (ξt)t≥0 by ξt :=
n∑
i=1
V it for all t ≥ 0. We then have
dξt =
n∑
i=1
dV it =
n∑
i=1
κi
(
θi − V it
)
dt+
n∑
i=1
σi
√
V it dZ
i
t =
n∑
i=1
κi
(
θi − V it
)
dt+
(
n∑
i=1
σ2i V
i
t
)1/2
dZt
=
n∑
i=1
κi
(
θi − V it
)
dt+
√
ξt
(
n∑
i=1
σ2i V
i
t ξ
−1
t
)1/2
dZt,
where dZt :=
(
n∑
i=1
σ2i V
i
t
)−1/2 n∑
i=1
σi
√
V it dZ
i
t . The process Z is a standard Brownian motion by
the Le´vy characterisation theorem (see [97, Theorem 4.6.4]) since the process ξ never reaches zero
almost surely by the Feller condition on every variance process V i. We can also rewrite the SDE
for the process X defined in Definition 3.3.1 as
dXt = −1
2
n∑
i=1
V it dt+
n∑
i=1
√
V it dW
i
t = −
ξt
2
dt+
√
ξtdWt,
where we define Wt := ξ
−1/2
t
n∑
i=1
√
V it dW
i
t for all t ≥ 0. The process (Wt)t≥0 is again well defined
as a standard Brownian motion by the Le´vy characterisation theorem. Finally the correlation
between W and Z reads
d 〈W,Z〉t = ξ−1/2t
(
n∑
i=1
σ2i V
i
t
)−1/2 n∑
i=1
√
V it dW
i
t
n∑
i=1
σi
√
V it dZ
i
t
= ξ
−3/2
t
(
n∑
i=1
σ2i V
i
t
)−1/2 n∑
i=1
σiρiV
i
t dt
Note that this multidimensional Heston model is also an alternative to multiscale volatility
models as each volatility can act on a different time scale. Although very little is known about
asymptotic results for higher (greater than 2) dimensional stochastic volatility models, this partic-
ular extension is quite convenient since all the results based on the characteristic / Laplace function
are readily applicable to this model. Indeed it is straightforward to see that since the variance
processes are independent of each other, the logarithmic Laplace transform of the multidimensional
process X reads
Λt (u) := logE
(
euXt
)
=
n∑
i=1
Λ
(i)
t (u) , for all u ∈ DΛt , (3.3.1)
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where Λ
(i)
t is the logarithmic Laplace transform of a Heston process H
(
S0, v
i, κi, θi, ρi, σi, t
)
, and
the effective domain DΛt is precisely equal to
n⋂
i=1
D
Λ
(i)
t
.
3.3.2 Time-dependent Heston: the Asian option approach
In order to obtain a better fit to market data than the Heston model (for instance allowing a
joint calibration equity and volatility derivatives), some authors have advocated time-dependent
parameters. Consider a share price process St ∼ H (S0, v, r, κt, θt, σt, ρt, t). Buehler [15] showed
that in order to be able to fit a variance swap curve consistently, κt and the product ρtσt have
to be constant in time. In [41], the authors proposed a method to calibrate a Heston model
with time-dependent parameters (all but κ) to a given variance swap curve. In terms of pricing
Benhamou et al. [8] proposed an analytical approximation for European vanilla options using
Malliavin calculus in a small volatility of volatility regime, which can be seen as an extension of
the Lewis asymptotics to the time-dependent case, whereas Elices [35] calibrates a time-dependent
Heston model extending the original Fourier-transform approach to the time-dependent case. For
a share price process (St)t≥0 which is a positive continuous martingale under the pricing measure,
we can write
St = S0 exp
(
βt − 1
2
〈β, β〉t
)
, for all t ≥ 0,
where βt :=
∫ t
0
√
Vs dWs, for some Brownian motionW and a predictable square integrable volatil-
ity process
(√
Vt
)
t≥0 (see [15]). For the process S the fair price of a variance swap at inception is
E0
(∫ t
0
Vsds
)
. The variance swap can be replicated with logarithmic contracts on S, which can in
turn be replicated with a static portfolio of European call and put options of the same maturity t
(see [79] and Appendix A of [15] for details). We follow here the approach developed in [41].
Let us consider a Heston model as above where the mean-reversion level θt and volatility-of-
variance σt depend on time. We would like to be consistent with an observed or pre-specified
variance swap curve and a pre-specified term structure for the second moment of the integrated
variance. For all t ≥ 0 we define It :=
∫ t
0
Vsds the realised variance of the process.
Theorem 3.3.4. For the share price process St ∼ H (S0, v, r, κt, θt, σt, ρt, t) the equalities
∂tE(I
2
t ) = 2E(ItVt), (3.3.2)
∂tE(ItVt) = E (It(κ(θt − Vt)) + E(V 2t ), (3.3.3)
∂tE(V
2
t ) = 2E (Vtκ(θt − Vt)) + σ2tE(Vt), (3.3.4)
hold for all t ≥ 0. Moreover, we can make this model consistent with a pre-specified variance swap
curve E
(∫ t
0
Vsds
)
, and a pre-specified term structure for the second moment of the integrated
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variance E
((∫ t
0
Vsds
)2)
by choosing v, θt and σt as follows
v = ∂tE
(∫ t
0
Vsds
)∣∣∣∣
t=0
, θt =
∂tE(Vt)
κ
+ E(Vt), σ
2
t =
∂tE
(
V 2t
)− 2κE (Vt(θt − Vt))
E(Vt)
, (3.3.5)
if 0 < θmin ≤ θt ≤ θmax < ∞, 0 < σmin ≤ σt ≤ σmax < ∞ for all t ≥ 0, where E(V 2t ) =
∂tE(ItVt)− E (It(κ(θt − Vt)) and E(ItVt) = ∂tE
(
I2t
)
/2.
Proof. Let us fix t ≥ 0. We know that E(Vs) is finite for all s ∈ [0, t]. Therefore E
(∫ t
0
σ2sVsds
)
is finite as well and the stochastic integral
∫ t
0
σs
√
Vs dBs has zero expectation. Using Fubini’s
theorem and the fundamental theorem of calculus we obtain the forward equation
∂tE(Vt) = κ
(
θt − E(Vt)
)
. (3.3.6)
We can then rearrange this equation to recover θt in (3.3.5) (note that σt does not affect E(Vt)). We
now proceed along similar lines to Dufresne [31]: Itoˆ’s lemma implies the equality d
(
I2t
)
= 2ItVtdt
so that Fubini’s theorem and the Schwarz inequality lead
E
(
I2t
)
= 2E
(∫ t
0
IsVsds
)
= 2
∫ t
0
E(IsVs) ds = 2
∫ t
0
∫ s
0
E (VsVu) du ds
≤ 2
∫ t
0
∫ s
0
(
E
(
V 2s
)
E
(
V 2u
))1/2
du ds <∞.
The fundamental theorem of calculus implies ∂tE
(
I2t
)
= 2E(ItVt). Likewise we compute E(ItVt):
ItVt =
∫ t
0
(Is dVs + Vs dIs) =
∫ t
0
Is
(
κ (θs − Vs) ds+ σs
√
Vs dBs
)
+ V 2s ds. (3.3.7)
By the Schwarz inequality we have E
(
I2t Vt
) ≤ (E (I4t )E (V 2t ))1/2, and Jensen’s inequality leads
t−4E
(
I4t
)
= E
[(
t−1
∫ t
0
Vs ds
)4]
≤ E
(
t−1
∫ t
0
V 4s ds
)
= t−1
∫ t
0
E
(
V 4s
)
ds,
and we know that E(V 4s ) <∞ for all s ∈ [0, t]. Therefore the three expectations E
(
I4t
)
, E
(
V 2t
)
and
E
(
I2t Vt
)
are finite, which in turns implies that the expectation E
(∫ t
0
σ2sI
2
sVs ds
)
is finite as well. We
hence have sufficient integrability conditions for the stochastic integral
∫ t
0
σsIs
√
V sdBs in (3.3.7)
to have zero expectation, and hence the forward equation ∂tE(ItVt) = E (It (κ(θt − Vt)) + E(V 2t )
follows. Repeating the procedure again for V 2t , we find
V 2t = v
2 +
∫ t
0
2Vs
(
κ(θs − Vs) ds+ σs
√
Vs dBs
)
+
∫ t
0
σ2sVs ds.
Using the fact that the third moment of the process V is finite we finally obtain the ODE ∂tE(V
2
t ) =
2E(Vtκ(θt − Vt)) + σ2tE(Vt), which concludes the proof of the theorem.
Much like Dupire’s [32] forward equation for call options under a local volatility model, the
equations in Theorem 3.3.4 have some theoretical appeal but are difficult to implement in practice
since higher order derivatives need to be computed. In the following we address this issue by
deriving Taylor series expansions for the expectation and the variance of the integrated variance.
We also provide a bootstrapping method to enhance the calibration.
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Proposition 3.3.5. Let (Fu)u≥0 denote the filtration generated by I. For all 0 ≤ s ≤ t, we have
E(It/Fs) = E(Is) + E(Vs)(t− s) + κ
2
(θs − E(Vs)) (t− s)2 +O
(
(t− s)3) , (3.3.8)
and
V(It/Fs) = V(Is) + 2
(
E(IsVs)− E(Vs)E(Is)
)
(t− s)
+
{
E(V 2s )− E2(Vs)− κ
(
E(IsVs)− E(Is)E(Vs)
)}
(t− s)2 +O ((t− s)3) . (3.3.9)
Corollary 3.3.6. The following expansions hold for t close enough to zero:
E
(
t−1It
)
= v − 1
2
κ(v − θ0)t+ κ
6
(
θ′0 − κ(θ0 − v)
)
t2 +O (t3) ,
V
(
t−1It
)
=
σ20
3
vt+
(
−κvσ0 + κ
4
θ0σ0 +
σ′0
2
v
)
σ0
3
t2 +O (t3) ,
where θ′0 denote the derivative of the map t 7→ θt evaluated at t = 0, and likewise for σ′0.
Proof. Let 0 ≤ s ≤ t. We can then solve the ODE in (3.3.6), expand the solution as a Taylor series
around t = s, integrate and then square it and we obtain
E(It/Fs)2 = E(Is)2+2E(Is)E(Vs)(t−s)+
(
κθsE(Is)+E
2(Vs)−κE(Vs)E(Is)
)
(t−s)2+O ((t− s)3) .
We also have
E
(
V 2t /Fs
)
= E(V 2s ) +
(
E(Vs)σ
2
s + 2κθsE(Vs)− 2κE
(
V 2s
) )
(t− s)
+
{
κθs
(
κθs +
σ2s
2
)
+
(
σsσ
′
s −
3κ
2
σ2s + κθ
′
s − 3κ2θs
)
E(Vs) + 2κ
2E(V 2s )
}
(t− s)2
+O ((t− s)3) ,
and
E (ItVt/Fs) = E(IsVs) +
(
κθsE(Is)− κE(IsVs) + E(V 2s )
)
(t− s)
+
1
2
(
κ2(E(IsVs)− θsE(Is)) + 3κ(E(Vs)θs − E(V 2s )) + σ2sE(Vs) + κθ′sE(Is)
)
(t− s)2
+O ((t− s)3) .
Thus we obtain
E
(
I2t /Fs
)
= 2
∫ t
0
E(IuVu/Fs)du = 2
∫ s
0
E(IuVu)du+ 2
∫ t
s
E(IuVu/Fs)du
= E(I2s ) + 2E(IsVs)(t− s) +
(
κθsE(Is)− κE(IsVs) + E(V 2s )
)
(t− s)2 +O((t− s)3),
and
V
(∫ t
0
Vudu/Fs
)
= E(I2s )− E2(Is) + 2 {E(IsVs)− E(Vs)E(Is)} (t− s)
+
{
E(V 2s )− E2(Vs)− κ [E(IsVs)− E(Is)E(Vs)]
}
(t− s)2 +O((t− s)3),
which proves the proposition. Since E(I0) = 0 and E(V0) = v, the corollary follows immediately.
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The following procedure outlines how one can use Corollary 3.3.6 and Proposition 3.3.5 to
calibrate a time-dependent Heston model with piecewise linear θt and σt:
(1) Choose a value for κ.
(2) Fit the variance swap rate curve E (It/t) from t0 = 0 to t1 > 0 with a quadratic, and the
V (It/t) curve with a quadratic, whose leading order term is linear. Using Corollary 3.3.6,
we can then back out v, θ0, θ
′
0, σ0 and σ
′
0.
(3) Using the values for θ0, θ
′
0, σ0 and σ
′
0, construct affine functions for θt and σt over [0, t1].
(4) Solve (3.3.2), (3.3.3) and (3.3.4) analytically over [0, t1], so as to compute E(v
2
t1),E(It1Vt1),
E(I2t1), and hence V(I
2
t1).
(5) From pre-specified values for E(It2) and V(It2) with t2 > t1, back out θ
′
t1 and σ
′
t1 using (3.3.8)
and (3.3.9) respectively with s = t and t = t2. We then use these derivatives to construct
affine functions for θt and σt over [t1, t2], so that θt and σt are piecewise linear (and contin-
uous) over [0, t2].
(6) Repeat steps (1)-(5).
Part II
Large-maturity implied volatility
asymptotics
34
Introduction
As we mentioned in the general introduction, the goal of this thesis is to develop a set of closed-
form approximations for the implied volatility in order (i) to have a better understanding of models
and (ii) to obtain more accurate and more stable calibration procedures. In this part we focus on
the large-time asymptotics of affine stochastic volatility models. Our main result is the following
large-time closed-form formula for the implied volatility σˆt (x) corresponding to a European option
with maturity t and maturity-dependent strike S0 exp(xt):
σˆ2t (x) = σˆ
2
∞(x) + t
−1 8σˆ
4
∞(x)
4x2 − σˆ4∞(x)
log
(
A(x)
ABS(x, σˆ∞(x), 0)
)
+ o
(
t−1
)
for any x ∈ R, as t tends to infinity, where the function σˆ2∞ is the genuine limit of the implied
volatility smile. The limiting behaviour σˆ∞ is first proved for a large class of models in Proposi-
tion 4.1.3 and the expansion above including the correction term is derived for the Heston model
in Theorem 5.2.1. The functions σˆ2∞, ABS and A are all available in closed form. For a constant
strike S0 exp(x), the above formula simplifies to
σ2t (x) = 8Λ
∗(0) + 4t−1
(
(2u∗(0)− 1)x− 2 log
(
−A(0)
√
2Λ∗(0)
))
+ o
(
t−1
)
as t tends to infinity, where the function Λ∗ is the Fenchel-Legendre transform of the limiting
Laplace transform of the model under consideration, and u∗ is the corresponding saddlepoint.
This formula is proved for the Heston model in Theorem 5.2.3. It is well-known [86] that for
a fixed strike, the implied volatility flattens as the maturity increases; this is confirmed by the
formula for σt above, the zeroth order term of which was already known for the Heston model
(see [73]). However, the maturity-dependent strike formulation σˆt above reveals that the implied
volatility smile does not flatten but rather spreads out in a very specific way as the maturity
increases. In the fixed-strike case, Lewis [73] pioneered the research on large-time asymptotics of
implied volatility in stochastic volatility models by studying the first eigenvalue and eigenfunction
of the generator of the underlying stochastic process. Recently Tehranchi [101] studied the large-
time behaviour of the implied volatility when the share price is a non-negative local martingale
and obtained analogues of the maturity-independent strike formula above in that setting.
In Chapter 4 we consider the general class of affine stochastic volatility models and use large
deviations techniques to derive the asymptotic behaviour of option prices and the limit σˆ∞ of the
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implied volatility as the maturity tends to infinity. We are not concerned here with the correction
term for σˆt. Section 4.1 assumes that the scaled process (Xt/t)t≥1 satisfies a large deviations
principle and derives the implied volatility behaviour for large maturities. In Section 4.2 we focus
specifically on continuous affine stochastic volatility models. This is justified by the fact that
the continuous case is extremely informative and points out precisely where the difficulties arise.
In this section we prove a full large deviations principle for the Heston model and explains why
this does not hold for general continuous affine stochastic volatility models for which a more
refined analysis is needed. Finally, in Section 4.3 we extend these results to the multidimensional
Heston model and to affine stochastic volatility models with jumps, for which more assumptions
are needed. Incidentally we shall present a simple non-affine case—the Scho¨bel-Zhu model—for
which calculations follow straightforwardly from the standard Heston case.
Motivated by these results, we push the analysis further in order to study precisely both the
rate of convergence and higher-order terms. Large deviations theory acts on a logarithmic scale
and a different tool is needed to carry out this program. Chapter 5 focuses on the Heston model
and fully proves the expansion for σˆt above by means of complex saddlepoint methods and contour
integration. The idea of studying the behaviour of the call price function as an inverse Fourier
transform has already been applied by several authors ([19], [20], [52], [1] and [87]) in order to
speed up the computation of option pricing algorithms based on inverse Fourier transforms. In
the Heston model we are able to obtain the saddlepoint u∗(x) in closed form, thus avoiding any
numerical approximations, and we test our asymptotic formulae on calibrated data.
Chapter 4
The large-maturity smile: a large
deviations approach
4.1 From large deviations to implied volatility asymptotics
In this section we consider a stochastic process (Xt)t≥0 such that
(
eXt
)
t≥0 is a true martingale with
respect to a reference filtration and we assume that the scaled process (Xt/t)t≥1 satisfies a large
deviations principle. From these two assumptions only we derive in Section 4.1.1 the behaviours
of call and put options as the maturity tends to infinity. As a corollary, we obtain an equiva-
lent formulation for call and put options under the Black-Scholes model. These behaviours are
intermediate results which we use to determine the asymptotic behaviour of the implied volatility.
4.1.1 The rate function and the asymptotics of option prices
Before stating the main theorem that makes this relationship precise, let us define a new proba-
bility measure P˜—the Share measure—where the normalised share price process
(
eXt
)
t≥0 is the
new numeraire, i.e. for any event A in the filtration generated by (Xt)t≥0, we have P˜ (A) :=
E (exp (Xt) 1A). P˜ is a well-defined probability measure since by assumption the process
(
eXt
)
t≥0
is a martingale. Let Λ defined in (1.1.1) be the limiting moment generating function of the process
(Xt/t)t≥1 and Λ
∗ defined in (1.1.3) its Fenchel-Legendre transform. It is straightforward to see
that the cumulant generating functions and consequently the Fenchel-Legendre transforms of X
under P and P˜ are related by
Λ˜ (u) = Λ (u+ 1) , if (1 + u) ∈ DΛ, and Λ˜∗(x) = Λ∗(x)− x, for all x ∈ R, (4.1.1)
where DΛ is the effective domain of Λ. The first equality is obivous and the second follows from
Λ˜∗ (x) = sup
u∈DΛ˜
{
ux− Λ˜ (u)
}
= sup
u∈DΛ˜
{(u+ 1)x− Λ (u+ 1)− x} = sup
u∈DΛ
{ux− Λ (u)}−x = Λ∗ (x)−x.
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The following theorem is fundamental and establishes the link between large deviations principles
for the random process X and option price asymptotics. We shall say that a random variable
satisfies a full large deviations principle under P if it satisfies a LDP as defined in Part I, Section 1.1
and if its limiting cumulant generating function Λ is essentially smooth with the origin lying in
the interior of its domain. Note that this implies that Λ∗ is a good continuous rate function.
Furthermore since DΛ always contains the compact interval [0, 1] and Λ(0) = Λ(1) = 0, then
the convexity of Λ clearly implies that Λ∗ attains its minimum at Λ′(0). Likewise a full LDP
under P˜ implies that Λ˜∗ attains its minimum at Λ′(1). The full LDP statement is a rather strong
assumption and we shall see in Section 4.2 how to relax part of it.
Theorem 4.1.1. Let x be a fixed real number.
(i) If (Xt/t)t≥1 satisfies a full LDP under the measure P with the good rate function Λ∗, the
asymptotic behaviour of a put option with strike exp (xt) is given by the following formula
lim
t→∞
t−1 logE
[(
ext − eXt)
+
]
=
 x− Λ∗ (x) if x ≤ Λ′ (0) ,x if x > Λ′ (0) .
(ii) If (Xt/t)t≥1 satisfies a full LDP under the measure P˜ with the good rate function Λ˜∗, the
asymptotic behaviour of a call option struck at ext is given by the formula
lim
t→∞
t−1 logE
[(
eXt − ext)
+
]
=
 x− Λ∗ (x) if x ≥ Λ′ (1) ,0 if x < Λ′ (1) ,
(iii) If (Xt/t)t≥1 satisfies a full LDP under the measures P and P˜ with the respective good rate
functions Λ∗ and Λ˜∗, the asymptotic behaviour of a covered call option with payoff eXt −(
eXt − ext)
+
is given by the formula
lim
t→∞
t−1 log
(
1− E
[(
eXt − ext)
+
])
= x− Λ∗ (x) if x ∈ [Λ′ (0) ,Λ′ (1)] .
Proof. The following inequalities hold for all t ≥ 1 and ε > 0:
ext
(
1− e−ε) 1{Xt/t<x−ε} ≤ (ext − eXt)+ ≤ ext 1{Xt/t<x}.
Taking expectations, logarithms, dividing by t and applying the LDP for (Xt/t)t≥1 give
x− inf
y<x−ε
Λ∗(y) ≤ lim inf
t→∞
1
t
logE
[(
ext − eXt)
+
]
≤ lim sup
t→∞
1
t
logE
[(
ext − eXt)
+
]
≤ x− inf
y≤x
Λ∗(y).
Statement (i) in Theorem 4.1.1 then follows from the continuity of Λ∗.
The following inequalities hold for all t ≥ 1 and ε > 0:
eXt
(
1− e−ε) 1{Xt/t>x+ε} ≤ (eXt − ext)+ ≤ eXt1{Xt/t>x}.
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The same steps as above under P˜ lead to the inequalities
− inf
y>x+ε
Λ˜∗(y) ≤ lim inf
t→∞
1
t
logE
[(
eXt − ext)
+
]
≤ lim sup
t→∞
1
t
logE
[(
eXt − ext)
+
]
≤ − inf
y≥x
Λ˜∗(y),
and the continuity of Λ˜∗ implies (ii) in Theorem 4.1.1.
Assume now that x ∈ [Λ′ (0) ,Λ′ (1)] and note that the following holds
ext1{Xt/t≥x} ≤ eXt −
(
eXt − ext)
+
= eXt1{Xt/t<x} + e
xt1{Xt/t≥x}.
This, together with the LDP under both measures, implies the inequalities
extP [Xt/t ≥ x] ≤ 1− E
[(
eXt − ext)
+
]
≤ P˜ [Xt/t < x] + extP [Xt/t ≥ x]
≤ exp
(
−tΛ˜∗(x) + εt
)
+ ext exp (−tΛ∗(x) + εt)
for any ε > 0 and t large enough since x is smaller (resp. greater) than the minimum of Λ˜∗ (resp.
Λ∗). By (4.1.1) we get
x+ t−1 logP [Xt/t ≥ x] ≤ t−1 log
(
1− E
[(
eXt − ext)
+
])
≤ x− Λ∗(x) + ε+ t−1 log 2.
for any ε > 0 and all large t. Therefore we find the inequalities
x− Λ∗(x) ≤ lim inf
t→∞
t−1 log
(
1− E
[(
eXt − ext)
+
])
≤ lim sup
t→∞
t−1 log
(
1− E
[(
eXt − ext)
+
])
≤ x− Λ∗(x) + ε
for all ε > 0. This proves the theorem.
Our final goal is to translate these option price asymptotics into implied volatility asymp-
totics. Since the implied volatility is defined in terms of the Black-Scholes model, we shall need
an equivalent formulation for call and put options under the Black-Scholes model as in Theo-
rem 4.1.1. Let us consider the Black-Scholes model where the process (Xt)t≥0 satisfies the SDE
dXt = −Σ2/2dt + ΣdWt, with Σ > 0. The limiting logarithmic Laplace transform in the Black-
Scholes model reads
ΛBS(u) = u (u− 1)Σ2/2, for all u ∈ R, (4.1.2)
and the functions Λ∗BS : R× R∗+ → R and u∗BS : R → R are easily characterised by
Λ∗BS (x,Σ) :=
(
x+Σ2/2
)2
/
(
2Σ2
)
, for all x ∈ R, Σ ∈ R∗+, (4.1.3)
u∗BS(x) :=
(
x+Σ2/2
)
/Σ2, for all x ∈ R. (4.1.4)
For each x ∈ R, u∗BS(x) is the unique solution to Λ′BS (u) = x, i.e. corresponds to the saddlepoint
of the function u 7→ ux − ΛBS (u). Furthermore we clearly have (Λ∗BS)′ (x) = 0 if and only if
x = −Σ2/2 and (Λ∗BS)′ (x) = 1 if and only if x = Σ2/2. Corollary 4.1.2 below follows directly from
Theorem 4.1.1 and provides the asymptotic behaviour of option prices under the Black-Scholes
model.
4.1. From large deviations to implied volatility asymptotics 40
Corollary 4.1.2. Under the Black-Scholes model, we have the following option price asymptotics.
lim
t→∞
t−1 logE
(
ext − eXt)
+
=
 x− Λ∗BS (x) if x ≤ −Σ2/2,x if x > −Σ2/2,
lim
t→∞
t−1 logE
(
eXt − ext)
+
=
 x− Λ∗BS (x) if x ≥ Σ2/2,0 if x < Σ2/2,
lim
t→∞
t−1 log
(
1− E (eXt − ext)
+
)
=

2x+Σ2 if x ≤ −3Σ2/2,
x− Λ∗BS (x) if x ∈
(−3σ2/2,Σ2/2] ,
0 if x > Σ2/2.
4.1.2 Implied volatility asymptotics
In the previous section we have seen how to turn tail probabilities into asymptotics for option
prices. In this section we take on the next step and prove how to translate these option prices
into implied volatility asymptotics. The strikes we have considered are of the form S0 exp(xt). For
strikes of this form, the corresponding implied volatility is σt(xt) and for simplicity we shall use
the notation σˆt(x) := σt(xt) throughout this thesis. Let us define the function σˆ
2
∞ : R → R+ by
σˆ2∞(x) := 2
(
2Λ∗(x)− x+ 2 (1x∈(x∗,x˜∗) − 1x∈R\(x∗,x˜∗))√Λ∗(x) (Λ∗(x)− x)) , (4.1.5)
where Λ∗ is the Fenchel-Legendre transform defined above, and where x∗ := Λ′(0) and x˜∗ := Λ′(1)
are the unique real numbers satisfying of Λ∗ (x∗) = 0 and Λ∗ (x˜∗) = x˜∗ (note that the latter is
equivalent to Λ˜∗ (x˜∗) = 0). From the properties of Λ∗ on page 13, Λ∗(x) and Λ∗(x) − x are non-
negative, so that σˆ2∞(x) is a well defined real number for all x ∈ R. The following proposition gives
us the behaviour of σˆt as t tends to infinity.
Proposition 4.1.3. If the random variable (Xt/t)t≥1 satisfies a full large deviations principle
under P and P˜, then the function σˆ∞ is continuous on the whole real line and is the uniform limit
of σˆt as t tends to infinity.
Proof. We prove the formula in the proposition in the case x > x˜∗. We have to prove that, for all
δ > 0, there exists t∗(δ) > 0 such that for all t > t∗(δ), the inequality |σˆt(x) − σˆ∞(x)| ≤ δ holds.
Note that σˆ∞(x) defined in (4.1.5) satisfies the quadratic equation
Λ∗(x)− x = Λ∗BS(x, σˆ∞(x))− x, for all x ∈ R, (4.1.6)
where Λ∗BS is given by (4.1.3). By (4.1.6) and Theorem 4.1.1 we know that for all ε > 0, there
exists t∗(ε) such that for all t > t∗(ε) we have the lower bound
exp
(
− (Λ∗BS(x, σˆ∞(x))− x+ ε) t
)
= exp
(
− (Λ∗(x)− x+ ε) t
)
≤ E (St − S0e
xt)+
S0
, (4.1.7)
and the upper bound
E (St − S0ext)+
S0
≤ exp
(
− (Λ∗(x)− x− ε) t
)
= exp
(
− (Λ∗BS(x, σˆ∞(x))− x− ε) t
)
. (4.1.8)
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Note that
σˆ2∞(x)− 2x = 4
(
(Λ∗(x)− x)−
√
(Λ∗(x)− x)2 + (Λ∗(x)− x)x
)
< 0,
since Λ∗(x)−x > 0. For x fixed, the function Σ 7→ Λ∗BS(x,Σ)−x defined on
(
0,
√
2x
)
is continuous
and strictly monotonically decreasing. Thus for any δ > 0 such that σˆ∞(x)± δ ∈ (0,
√
2x), define
ε1(δ) :=
(
Λ∗BS(x, σˆ∞(x))− Λ∗BS(x, σˆ∞(x) + δ)
)
/2 > 0,
ε2(δ) :=
(
Λ∗BS(x, σˆ∞(x)− δ)− Λ∗BS(x, σˆ∞(x))
)
/2 > 0,
where lim
δ→0
ε1(δ) = lim
δ→0
ε2(δ) = 0. Combining (4.1.7), (4.1.8) and Corollary 4.1.2, there exists t
∗(δ)
such that for all t > t∗(δ),
CBS (xt, t, σˆ∞(x)− δ)
S0
≤ exp
(
−
(
Λ∗BS(x, σˆ∞(x)− δ)− x− ε2(δ)
)
t
)
≤ E (St − S0e
xt)+
S0
,
and
E (St − S0ext)+
S0
≤ exp
(
−
(
Λ∗BS(x, σˆ∞(x) + δ)− x+ ε1(δ)
)
t
)
≤ CBS (xt, t, σˆ∞(x) + δ)
S0
.
Thus by the monotonicity of the Black-Scholes call option formula as a function of the volatility,
we have the following bounds for the implied volatility σˆt(x) at maturity t
σˆ∞(x)− δ ≤ σˆt(x) ≤ σˆ∞(x) + δ.
The cases x < x∗ and x ∈ (x∗, x˜∗) are analogous. All that is left to prove is that the limit in the
theorem holds uniformly on compact subsets of the complement R\ {x∗, x˜∗}. To every point in a
compact set we can associate a small interval that contains it such that the limit holds for all x in
that interval and all large times t. This defines a cover of the compact set. We can hence find a
finite collection of such intervals that also covers our compact set. It follows that the limit holds
for any x in the compact set and all times t that are larger than the maximum of the finite number
of t∗(δ) that correspond to the intervals in the finite family that covers the original set.
We can use this result to determine the implied volatility asymptotics in the case where the
strike does not depend on the maturity anymore.
Corollary 4.1.4. The implied volatility σt(x) of a European call option struck at S0 exp(x) satisfies
lim
t→∞
σ2t (x) = 8Λ
∗(0), for all x ∈ R.
In the standard Heston case, this result has already been obtained by Lewis [73]. We note in
passing that the implied volatility smile is indeed flat in the large-maturity limit when the strike
is independent of the maturity.
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4.2 Asymptotics of continuous affine stochastic volatility
models
In this section we use the results above to determine the asymptotic behaviour of the implied
volatility for large maturities when the share price process belongs to the class of continuous affine
stochastic volatility models defined in (3.1.4). We will show that four different cases can happen,
only one of which gives rise to a full LDP. In the other cases, we provide some preliminary results
and we leave the full analysis for future research.
4.2.1 The model and its effective domain
We consider here a logarithmic share price process (Xt)t≥0 satisfying (3.1.4) and we assume for
clarity that X0 = 0. We denote its logarithmic moment generating function Λt defined by Λt (u) :=
logE (exp (uXt)) for all u ∈ R as an extended real number in (−∞,∞], with effective domain Dt.
Note that by Ho¨lder’s inequality the function Λt is convex on Dt. In order to give the structure of
Λt(u) explicitly we need to define
χ (u) := β + uρ
√
α, (4.2.1)
as well as
γ (u) :=
(
χ (u)
2
+ αu (1− u)
)1/2
and ft (u) := cosh
(
γ (u) t
2
)
− χ (u)
γ (u)
sinh
(
γ (u) t
2
)
. (4.2.2)
In Proposition 4.2.1 below we show how to express the cumulant generating function of X in terms
of the logarithmic moment generating function of the model (3.1.4) with a = 0.
Proposition 4.2.1. The logarithmic moment generating function Λt reads
Λt (u) = Λ
H
t (u) +
a
2
u (u− 1) t, for all t ≥ 0 and u ∈ Dt,
where ΛHt is the logarithmic moment generating function of the process X in (3.1.4) with a = 0.
It follows that the effective domains of Λt and of Λ
H
t coincide, and the following formula holds
ΛHt (u) = −
2b
α
(
χ (u) t
2
+ log ft (u)
)
+
u (u− 1)
ft (u) γ(u)
sinh
(
γ (u) t
2
)
v, for all u ∈ Dt. (4.2.3)
Proof. It is well known that the logarithmic moment generating function of an affine process X
given as a solution of SDE (3.1.4) is of the form
Λt (u) = φt (u) + ψt (u) v for all t ≥ 0 and u ∈ Dt,
where the functions φt, ψt : Dt → R satisfy the system of Riccati equations
∂tφt (u) = F (u, ψt (u)) , φ0 (u) = 0,
∂tψt (u) = R (u, ψt (u)) , ψ0 (u) = 0,
(4.2.4)
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with
R (u,w) :=
1
2
u (u− 1) + α
2
w2 + uwρ
√
α+ βw and F (u,w) :=
a
2
u (u− 1) + bw
(see e.g. [68]). The Riccati equation equation for ψt can be solved in closed form,
ψt (u) = sinh
(
γ (u) t
2
)
u (u− 1)
γ (u) ft (u)
,
where the functions γ and ft are defined in (4.2.2). The function φt can be determined by
noting that equation (4.2.4) is equivalent to φt (u) =
∫ t
0
F (u, ψs (u)) ds. Therefore φt (u) =
au (u− 1) t/2+ b ∫ t
0
ψs (u) ds. The function Λ
H
t can be constructed in an analogous way on the set
{u ∈ R : ΛHt (u) <∞} with R and F as above and a = 0. This concludes the proof.
In order to analyse the effective domain Dt we introduce the quantities u− and u+ given by
u− :=

√
α+ 2ρβ −
√
(
√
α+ 2βρ)
2
+ 4β2 (1− ρ2)
2
√
α (1− ρ2) , if |ρ| < 1,
−∞, if |ρ| = 1 and √α+ 2ρβ ≤ 0,
−β2/ (α+ 2ρβ√α) , if |ρ| = 1 and √α+ 2ρβ > 0,
(4.2.5)
and
u+ :=

√
α+ 2ρβ +
√
(
√
α+ 2βρ)
2
+ 4β2 (1− ρ2)
2
√
α (1− ρ2) , if |ρ| < 1,
∞, if |ρ| = 1 and √α+ 2ρβ ≥ 0,
−β2/ (α+ 2ρβ√α) , if |ρ| = 1 and √α+ 2ρβ < 0.
(4.2.6)
The inequalities u− ≤ 0 and u+ ≥ 1 hold for all admissible values of the parameters and in the
case |ρ| < 1 the parabola γ2 is strictly positive on the interior of the interval [u−, u+] between
its distinct zeros. In the case |ρ| = 1 the graph of the function γ2 is a line and either u− or
u+ is infinite. For notational convenience we shall understand the interval [x, y] ⊂ R as [x,∞) if
y = ∞ and as (−∞, y] if x = −∞. Using this notation note that γ(u) ∈ R for all u ∈ [u−, u+].
Proposition 4.2.2 analyses the structure of the effective domain Dt of the function Λt.
Proposition 4.2.2. The effective domain Dt of the function Λt satisfies [0, 1] ⊂ Dt for all t ≥ 0
and any set of admissible parameter values from (3.1.5). Furthermore the following statements hold.
(i) If χ(0) ≤ 0 we have:
(a) if χ (1) ≤ 0 then [u−, u+] ⊂ Dt for any t > 0;
(b) if χ (1) > 0 then for all t large enough there exists u(t) ∈ (1, u+) such that
lim
t→∞
u (t) = 1 and [u−, u(t)) ⊂ Dt ⊂ (−∞, u (t)) .
(ii) If χ(0) > 0 we have:
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(a) if χ (1) ≤ 0 then for all large t there exists u(t) ∈ (u−, 0) such that
lim
t→∞
u (t) = 0 and (u (t) , u+] ⊂ Dt ⊂ (u (t) ,∞) ;
(b) if χ (1) > 0 then for large t there exist u(t) ∈ (u−, 0) and u(t) ∈ (1, u+) such that
lim
t→∞
u (t) = 0, lim
t→∞
u (t) = 1 and Dt = (u (t) , u (t)) .
Remark 4.2.3. The following elementary facts are useful in the proof of Proposition 4.2.2.
(I) u− = −∞ and u+ =∞ if and only if the condition |ρ| = 1 and
√
α+ 2ρβ = 0 holds.
(II) The condition χ(1) 6= 0 implies that u+ > 1 since u+ is the largest root of the quadratic
γ(u)2 given in (4.2.2). In particular in (i)(b) and (ii)(b) of Proposition 4.2.2 the interval
(1, u+) is not empty.
(III) The condition χ(0) 6= 0 implies that u− < 0. In particular in (ii) we have χ(0) = β > 0 and
hence the interval (u−, 0) is not empty.
(IV) The interval [0, 1] is contained in Dt for all t ≥ 0 since the process (eXt)t≥0 is a martingale.
(V) If χ(0) = 0 then u− = 0 and u+ = 1/(1− ρ2) for |ρ| < 1 and u+ =∞ for |ρ| = 1.
Proof. Proposition 4.2.1 implies that it is enough to study the effective domain of the cumulant
generating function ΛHt of the Heston model. It is clear that the function ft, defined in (4.2.2) by
ft (u) = cosh
(
γ (u) t
2
)
− χ (u)
γ (u)
sinh
(
γ (u) t
2
)
,
will play a key role in in understanding the set Dt.
Case (i): If we can prove that
ft(u) > 0, for all u ∈ [u−, 1], (4.2.7)
then Proposition 4.2.1 implies that [u−, 1] ⊂ Dt since the functions on both sides of equality (4.2.3)
can be analytically extended to a neighbourhood of [u−, 1] in the complex plane and therefore
coincide on the interval.
We now prove (4.2.7). It follows from the definition of γ in (4.2.2) that |χ(u)/γ(u)| ≤ 1 for
all u ∈ [0, 1] and hence (4.2.7) holds on [0, 1]. It is easy to see that limuցu− χ(u) ≤ 0. Since
χ(0) = β ≤ 0 we have χ(u) ≤ 0 for all u ∈ [u−, 0] which implies (4.2.7).
In case (i)(a) assume first that u+ <∞. Then elementary algebra shows that χ(u+) ≤ 0. Therefore
χ(u) ≤ 0, and hence ft(u) > 0, for all u ∈ [1, u+]. If u+ =∞ the condition χ(1) ≤ 0 implies that
ρ = −1 and therefore χ(u) < 0 for all u ≥ 1. Hence ft(u) ∈ (0,∞) for all u ∈ [1,∞) = [1, u+].
Proposition 4.2.1 and the analytic continuation argument as above imply [u−, u+] ⊂ Dt.
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Recall that in case (i)(b) we have u+ > 1 (see Remark 4.2.3 (II)). Let u(t) be the smallest
solution of the equation ft(u) = 0 in the interval (1, u+). Note that, since γ is strictly positive on
the interval (1, u+), for a fixed t the equation ft(u) = 0 can be rewritten as
t = F (u), where F (u) :=
2
γ(u)
arctanh
(
γ(u)
χ(u)
)
. (4.2.8)
The latter equation clearly has a solution in (1, u+) for large t since the continuous function F
tends to ∞ as u decreases to 1 (note that limuց1 γ(u)/χ(u) = 1). This also implies that the
smallest solution u(t) decreases to one. The functions on both sides of the equality in (4.2.3)
coincide on [u−, 1], are analytic on some neighbourhood of this interval in the complex plane and
the right-hand side is (4.2.3) is real and finite on [u−, u(t)). The two functions must therefore also
coincide on [u−, u(t)), which in particular implies [u−, u(t)) ⊂ Dt. Formula (4.2.3) implies that
u(t) is not an element of Dt and the convexity of Λt yields that Dt ∩ [u(t),∞) = ∅.
Case (ii): In case (ii)(a) the condition χ(1) ≤ 0 implies ρ < 0 and hence χ(u) ≤ 0 for
all u ∈ [1, u+]. Therefore ft(u) > 0 on [1, u+] and hence [0, u+] ⊂ Dt. Let u(t) be the largest
solution of the equation ft(u) = 0 in the interval (u,0). Since limuր0(γ(u)/χ(u)) = 1, an analogous
argument as in the proof of (i)(b) shows that u(t) is well defined and the limit in the proposition
holds. The proof for the inclusions follows the same steps as in the proof of (i)(b).
In case (ii)(b) we have χ(0) = β > 0 and χ(1) > 0. Therefore the definition of γ, given
in (4.2.2), implies
lim
uր0
γ(u)
χ(u)
= 1 and lim
uց1
γ(u)
χ(u)
= 1
and hence, by (4.2.8), there exist solutions to the equation ft(u) = 0 in both intervals (u−, 0) and
(1, u+). Let u(t) be the largest solution in (u−, 0) and u(t) the smallest solution in (1, u+). An
analogous argument to the one in the proofs of (i)(b) and (ii)(a) gives the form of Dt.
4.2.2 LDP for continuous affine stochastic volatility models
In this section we analyse the large deviations behaviour of the family of random variables Zt :=
Xt/t for t ≥ 1, where (Xt)t≥0 is defined by SDE (3.1.4). Proposition 4.2.4 describes the properties
of the cumulant generating function Λ defined in (1.1.1). The Fenchel-Legendre transform Λ∗ is
studied in Proposition 4.2.7. The following proposition follows from Propositions 4.2.1 and 4.2.2.
Proposition 4.2.4. The limiting cumulant generating function Λ of (Xt/t)t≥1 is given by
Λ (u) = − b
α
(χ (u) + γ (u)) +
a
2
u (u− 1) for all u ∈ DΛ,
with the functions χ and γ given in (4.2.1) and (4.2.2) respectively. The function Λ is infinitely
differentiable on the interior DoΛ of its effective domain. The boundary points u− and u+, defined
in (4.2.5) and (4.2.6), can be used to describe the effective domain DΛ as follows.
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(i) If χ (0) ≤ 0 we have:
(a) if χ (1) ≤ 0 then DΛ = [u−, u+];
(b) if χ (1) > 0 then DΛ = [u−, 1].
(ii) If χ (0) > 0 we have:
(a) if χ (1) ≤ 0 then DΛ = [0, u+];
(b) if χ (1) > 0 then DΛ = [0, 1].
Remark 4.2.5. The following facts are relevant for the large deviations behaviour of the family
of random variables (Xt/t)t≥1.
(I) In case (i)(a) of Proposition 4.2.4 the function Λ is essentially smooth.
(II) In case (i)(b) (resp. (ii)(a)) of Proposition 4.2.4 the function Λ is steep at the left boundary
u− (resp. right boundary u+) but not at the right (resp. left) boundary of the effective
domain.
(III) In case (i)(b) (resp. (ii)(a)) of Proposition 4.2.4 the right (resp. left) boundary point of the
effective domain is strictly smaller (resp. greater) than u+ (resp. u−). This is a consequence
of Remarks 4.2.3 (II) and 4.2.3 (III).
(IV) In case (ii)(b) of Proposition 4.2.4 Λ is not steep at either of the two boundaries of its
effective domain. Furthermore DΛ is contained in the interior of the interval [u−, u+] by
Remarks 4.2.3 (II) and 4.2.3 (III).
(V) It is a consequence of the remarks in (I)–(IV) above that the limiting cumulant generating
function Λ is steep at a boundary point of the effective domain if and only if this point is an
element of the set {u−, u+}.
Note that when u− (resp. u+) is not in DΛ then the function Λ is discontinuous at 0 (resp. at
1). We henceforth define the following extended real numbers
Λ− (1) := lim
uր1
Λ (u) , Λ+ (0) := lim
uց0
Λ (u) , Λ′− (1) := lim
uր1
Λ′ (u) , Λ′+ (0) := lim
uց0
Λ′ (u) .
The functions Λ and Λ′ are monotone on the intervals (0, ε) and (1− ε, 1) for small enough ε,
hence all the limits exist. Note further that the limit Λ′+ (0) (resp. Λ
′
− (1)) is equal to −∞ (resp.
∞) if and only if χ (0) = 0 (resp. χ (1) = 0).
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Remark 4.2.6. At zero and one the following identities hold
Λ+ (0) = − b
α
(χ (0) + |χ (0)|) and Λ′+ (0) =

1
|χ (0)|
(
(χ (1)− χ (0)) Λ+ (0)− b
2
)
− a
2
, if χ (0) 6= 0,
−∞, if χ (0) = 0,
Λ− (1) = − b
α
(χ (1) + |χ (1)|) and Λ′− (1) =

1
|χ (1)|
(
(χ (1)− χ (0)) Λ− (1) + b
2
)
+
a
2
, if χ (1) 6= 0,
∞, if χ (1) = 0.
Note that the inequalities Λ+ (0) ≤ 0 and Λ− (1) ≤ 0 hold for any admissible set of parameters.
Proposition 4.2.7. The Fenchel-Legendre transform Λ∗ of Λ can be represented as
Λ∗ (x) =

xux − Λ (ux) , for all x ∈ Λ′ (DoΛ) ,
x− Λ− (1) , for all x ∈
[
Λ′− (1) ,∞
) ∩ (R\Λ′ (DoΛ)) ,
−Λ+ (0) , for all x ∈
(−∞,Λ′+ (0)] ∩ (R\Λ′ (DoΛ)) ,
(4.2.9)
where ux is the unique solution in DoΛ to the equation Λ′ (u) = x for all x ∈ Λ′ (DoΛ). Furthermore
Λ∗ is continuously differentiable on its effective domain DΛ∗ and DΛ∗ = R.
(i) The function Λ∗ attains its global minimal value −Λ+ (0) at Λ′+(0). If 0 ∈ DoΛ then the
minimum is attained at the unique point Λ′+(0) = Λ
′(0) and the minimal value is Λ∗(Λ′(0)) =
Λ+ (0) = 0. If 0 /∈ DoΛ the minimal value is attained at every x ∈
(−∞,Λ′+ (0)]∩(R\Λ′ (DoΛ)) .
(ii) The function x 7→ Λ∗(x) − x attains its global minimal value −Λ− (1) at Λ′−(1). If 1 ∈ DoΛ
then the minimum value Λ− (1) = Λ(1) = 0 is attained at the unique point Λ′−(1) = Λ
′(1)
which is therefore the unique solution of the equation Λ∗(x) = x. If 1 /∈ DoΛ the function
x 7→ Λ∗(x)− x attains the minimal value at every x ∈ [Λ′− (1) ,∞) ∩ (R\Λ′ (DoΛ)).
Remark 4.2.8.
(i) Since Λ is a strictly convex smooth function on DoΛ, the first derivative Λ′ is invertible on this
interval and ux is a strictly increasing, differentiable function of x on Λ
′ (DoΛ). Furthermore
the equality (Λ∗)′ (x) = ux holds for any x ∈ Λ′ (DoΛ).
(ii) Proposition 4.2.4 implies the following form for the interval Λ′(DoΛ):
Λ′ (DoΛ) =

R if χ(0) ≤ 0, χ(1) ≤ 0,(−∞,Λ′−(1)) if χ(0) ≤ 0, χ(1) > 0,(
Λ′+(0),∞
)
if χ(0) > 0, χ(1) ≤ 0,(
Λ′+(0),Λ
′
−(1)
)
if χ(0) > 0, χ(1) > 0.
(4.2.10)
Hence the second case in (4.2.9) corresponds to χ (1) > 0 and the third case to χ (0) > 0.
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(iii) If we take a = 0 in the model given by (3.1.4), there exists an explicit formula for the zero
ux of the equation Λ
′ (u) = x, when x ∈ Λ′ (DoΛ), given by
ux =
1
2 (1− ρ2)√α
2ρβ +√α+ p (x) ξ√
p (x)
2
+ b2 (1− ρ2)
 ,
where
p (x) := bρ+ x
√
α, and ξ :=
√(
2ρβ +
√
α
)2
+ 4β2 (1− ρ2).
Note that ux is well defined as a limit when |ρ| tends to 1. Together with (4.2.9) this yields an
explicit formula for the rate function Λ∗, the details of which are postponed to Section 4.2.3.
(iv) In view of Part I Section 3.3.1, all the results above hold for the multidimensional Heston
model. However, even in the standard case a = 0 the Fenchel-Legendre transform is not
available in closed-form anymore. However determining it numerically simply boils down to
a root-finding exercise.
Proof. Let ux ∈ DoΛ be the unique solution of Λ′ (u) = x, which exists by Remark 4.2.8 (i). It is
clear from definition (1.1.3) that, for x ∈ Λ′ (DoΛ), the Fenchel-Legendre Λ∗ takes the form given
in the proposition.
Assume now that Λ′−(1) is finite. This is equivalent to χ(1) 6= 0 which implies that for every
u ∈ DoΛ we have u < 1. Then for any x ∈
[
Λ′− (1) ,∞
)∩(R\Λ′ (DoΛ)) the inequality Λ− (1)−Λ (u) ≤
x (1− u) holds by Lagrange theorem (and the fact that Λ′ is strictly increasing) and (4.2.9) follows.
If Λ′+(0) is finite, then for every u ∈ DoΛ we have u > 0. For any x ∈
(−∞,Λ′+ (0)]∩(R\Λ′ (DoΛ))
the inequality ux− Λ (u) ≤ −Λ+ (0) holds for all u ∈ DoΛ and (4.2.9) follows.
The function Λ∗ is continuously differentiable on R by (4.2.9) and Remark 4.2.8 (i). Note that,
if 0 ∈ DoΛ, at the minimum we have ux = 0. This implies by definition that the minimum of Λ∗ is
attained at Λ′(0) = x. The case 0 /∈ DoΛ follows in a similar way.
If 1 ∈ DoΛ, then by differentiating the formula in (4.2.9) we find that the minimum of x 7→
Λ∗(x) = x is attained if and only if ux = 1, which is equivalent to Λ′(1) = x. If 1 /∈ DoΛ, it is easy
to see that the minimum is attained for all x ≥ Λ′−(1). This concludes the proof.
Remark 4.2.9. It is clear from Proposition 4.2.7 (and visually from Figure 4.1) that the function
Λ∗ is a good rate function only in cases (i)(a) and (i)(b). In the other two cases it is straightforward
to show that its level sets are closed but not necessarily compact. However Λ∗ and Λ˜∗ are both
good rate functions only in case (i)(a).
If χ(0) < 0 and χ(1) < 0, i.e. case (i)(a) with u− < 0 and u+ > 0, a full large deviations
principle clearly holds under P and P˜ since Λ and Λ˜ are both essentially smooth on the effective
domains, the interiors of which contain the origin. Therefore Theorem 4.1.1 can be applied and we
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(a) Case (i)(a) (b) Case (i)(b) (c) Case (i)(a) (d) Case (i)(b)
(e) Case (ii)(a) (f) Case (ii)(b) (g) Case (ii)(a) (h) Case (ii)(b)
Figure 4.1: The four figures on the left represent the function Λ characterised in Proposition 4.2.4.
The four figures on the right represent the Fenchel-Legendre Λ∗ determined in Proposition 4.2.7.
The dotted line on the graphs for Λ∗ represent the thresholds Λ′− (1) and Λ
′
+ (0) above or below
which Λ∗ becomes linear.
obtain the asymptotic implied volatility defined in (4.1.5) by Proposition 4.1.3. We provide below
in Section 4.2.3 a clear and simple closed-form expression for the implied volatility in this case.
In all other cases several problems may arise: first we loose steepness at one or both boundaries
of the domain DΛ, which implies that the function Λ is not essentially smooth anymore. More
importantly, in all these cases the origin is not in the interior of DΛ or of DΛ˜ and hence we do
not have the large deviations upper and lower bounds for the tail probabilities. Removing this
assumption is a work under progress and we shall not mention any result in this direction here.
However a deeper analysis can be carried out in case the origin is in DoΛ and the function Λ is not
steep at the right boundary of its effective domain, i.e. in the case χ(1) > 0 and χ(0) < 0. In this
case we have DΛ = [u−, 1] with u− < 0 and we are able to prove the following theorem. Note that
similar results in the case where the limiting cumulant generating function is not steep have been
obtained in [38] and in [104] for other processes.
Theorem 4.2.10. Assume χ(0) < 0 and χ(1) ≥ 0 (i.e. D = [u−, 1], with u− < 0). For any real
number x, the following limits hold
− lim
t→∞
t−1 logP (Xt/t ≥ x) = inf
y≥x
Λ∗ (y) , (4.2.11)
− lim
t→∞
t−1 logP (Xt/t ≤ x) = inf
y≤x
Λ∗ (y) , (4.2.12)
where the function Λ∗ is given in Proposition 4.2.7.
Remark 4.2.11. Note that we have included the case χ(1) = 0 in the statement of the theorem. In
this case u+ = 1 and the function Λ is clearly essentially smooth so the proof follows immediately
from the Ga¨rtner-Ellis theorem under the probability P.
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Remark 4.2.12. Since we know that the function Λ∗ is continuous and convex, in view of the
proof of Theorem 4.1.1 it is clear that Theorem 4.2.10 above is sufficient for (i) in Theorem 4.1.1
to hold. This implies that the implied volatility smile σˆ∞(x) has the form (4.1.5) for all x ≤ Λ′(0).
Lemma 4.2.13. Assume χ (1) > 0. As t tends to infinity, the following behaviour for the cumulant
generating function Λt holds as u approaches 1 from below:
t−1Λt (u) = Λ (u)− 2b
αt
log (1− u) + t−1Rt (u) ,
where Rt : Dt → R is an analytic function for any t ≥ 0 which converges on any compact subsets
of Dt as t tends to infinity.
Proof. From (4.2.2), we have ft (u) ∼ cosh (γ (u) t/2) |1− χ (u) /γ (u)| as t tends to infinity, so that
log (ft (u)) = log
∣∣∣∣1− χ (u)γ (u)
∣∣∣∣+ γ (u) t/2− log (2) + o(e−γ(u)t) , as t tends to infinity.
Note further that the condition χ (1) > 0 implies 1 − χ(u)γ(u) = −α2 (u− 1) /χ (1)2 + O
(
(u− 1)2
)
.
Since the right boundary of the domain Dt tends to one from above as t tends to infinity, we can
perform a Taylor expansion on the left of 1 and we obtain as t tends to infinity,
log (ft (u)) = log (1− u) + γ (u) t
2
+ R˜t (u) + o
(
e−γ(u)t
)
.
It is straightforward to see that the terms left in the expression (4.2.3) for Λt satisfy the properties
we need for the function Rt as in the statement of the lemma. Combining this result with the
expression (4.2.3) and Proposition 4.2.4 concludes the proof.
Proof. (of Theorem 4.2.10)
By Remark 4.2.11 we can assume χ(1) > 0 which implies that u+ > 1. In the case DΛ = [u−, 1]
with u− < 0, the limiting cumulant generating function Λ is not essentially smooth anymore, since
it is not steep at the right boundary 1. The proof of the theorem follows similar steps as the
standard Ga¨rtner-Ellis theorem, but some refinements are needed. For each limit we first prove an
upper bound and then a lower bound. For any real numbers x and y such that y > x, Chebycheff
inequality gives us an upper bound on the compact interval [x, y], namely
lim sup
t→∞
t−1 logP (Xt/t ∈ [x, y]) ≤ − inf
z∈[x,y]
Λ∗ (z) . (4.2.13)
Since the equality P (Xt/t ≥ x) = limy→∞ P (Xt/t ∈ [x, y]) holds then for all ε > 0 there exists
t∗ > 0 such that for all t > t∗, (4.2.13) implies
t−1 logP (Xt/t ∈ [x, y]) ≤ ε− inf
z∈[x,y]
Λ∗ (z) ≤ ε− inf
z≥x
Λ∗ (z) .
The right-hand side does not depend on the value y, hence we can take the limit on both sides as
y tends to infinity and we obtain the upper bound for lim supt→∞ t
−1 logP (Xt/t ≥ x) in (4.2.11).
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We now prove the lower bound. The function Λ is strictly convex on the interval
(−∞,Λ′− (1))
so that the lower bound follows immediately from the Ga¨rtner-Ellis theorem for all x < Λ′− (1). Let
us therefore consider x ≥ Λ′− (1). Since the function Λ is continuously differentiable and convex
on D0Λ, two possible cases arise: either it attains its minimum at a unique point u0 ∈ DoΛ or it is
strictly decreasing on its effective domain. The first case uses similar arguments as in the standard
Ga¨rtner-Ellis theorem. Proving the lower bound is tantamount to proving the following equality
lim
δ→0
lim inf
t→∞
t−1 logP (Xt/t ∈ (x, x+ δ)) ≥ −Λ∗ (x) .
From Proposition 4.2.13 let us define the function Λ˜t : Dt ∩ (−∞, 1)→ R by
Λ˜t (u) := Λt (u)− 2b
αt
log (1− u) , for all u ∈ Dt ∩ (−∞, 1) .
The properties of the function Λ and its behaviour as t tends to infinity given in Proposition 4.2.13
imply that for each t > 0 the function Λ˜′t has a unique root ut ∈ Dt ∩ (−∞, 1) and that this root
converges to 1 as t tends to infinity. Let us further define a new measure Qt by
dQt
dPt
(z) := exp (utzt− Λt (ut)) , for any z ∈ R. (4.2.14)
For any δ > 0 and x ≥ Λ′− (1) we then have
logPt
(
Xt/t ∈ (x, x+ δ)
)
= log
∫
(x,x+δ)
exp
(
Λt (ut)− utzt
)
dQt (z)
= Λt (ut)− utxt+ log
∫
(x,x+δ)
e−ut(z−x)tdQt (z)
≥ Λt (ut)− ut (x+ δ) t+ logQt
(
Xt/t ∈ (x, x+ δ)
)
,
for t large enough so that ut > 0, and hence
lim
δ→0
lim inf
t→∞
t−1 logP
(
Xt/t ∈ (x, x+ δ)
)
≥ lim inf
t→∞
(
t−1Λ (ut)− utx
)
(4.2.15)
+ lim
δ→0
lim inf
t→∞
t−1 logQt
(
Xt/t ∈ (x, x+ δ)
)
.
We now have to find a lower bound for both terms on the right-hand side of this inequality.
Since the function Λt is convex for all t > 0, we have Λt (ut) − Λ (u) ≥ (ut − u) Λ′ (u) for all
u < 1. From [85, Theorem 25.7] we have limt→∞ t−1Λ′t (u) = Λ
′ (u) and lim inft→∞ t−1Λt (ut) ≥
Λ (u)+(1− u) Λ′ (u), which implies that lim inft→∞ t−1Λt (ut) ≥ Λ− (1). The fact that ut converges
to 1 as t tends to infinity leads to lim inft→∞
(
t−1Λ (ut)− utx
) ≥ Λ∗ (x). We are left to find a
lower bound for the last term on the right-hand side of the inequality (4.2.15) as t tends to infinity
and δ to zero. By Lemma 4.2.14, we know that Qt converges to a probability measure Q as t tends
to infinity, which concludes the proof for the lower bound, and hence for the limit in (4.2.11). The
proof of the limit (4.2.12) is analogous.
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We conclude this section with the following technical lemma needed above. Recall that the
logarithmic Laplace transform of a Gamma-distributed random variable Y with parameters g1, g2 >
0 (and we denote it Y ∼ Γ (g1, g2)) reads logE (exp (uY )) = g1 log (g2/ (g2 + u)), for all u > −g2.
We also denote δ (g) the distribution of a Dirac random variable with parameter g, N (µ, ν) a
standard Gaussian with mean µ and variance ν, and ∗ stands for the convolution operator.
Lemma 4.2.14. Under the measure Qt defined in (4.2.14), the random variable (Xt/t)t > 0
converges weakly to the random variable Y where
Y ∼

δ
(
Λ′− (1)
) ∗ Γ(2b
α
,− 2b
αΛ′− (1)
)
, if Λ′− (1) < 0;
N
(√
2bΛ′′− (1)
α
,Λ′′− (1)
)
∗ Γ
(
2b
α
,
√
α
Λ′′− (1)
)
, if Λ′− (1) = 0.
Proof. We first prove the lemma in the case Λ′− (1) < 0. For all t > 0 and all ξ such that
ut + ξ/t ∈ Dt, we can write
logEQt
(
exp
(
ξ
Xt
t
))
= logEQt
(
exp
((
ut +
ξ
t
)
Xt − Λt (ut)
))
= Λt
(
ut +
ξ
t
)
− Λt (ut) .
From Lemma 4.2.13 and the fact that Λ˜′t (ut) = 0, a Taylor expansion of Λ around 1 gives
Λ′− (1) + (ut − 1)Λ′′− (1) +
2b
αt (1− ut) +O
(
(1− ut)2
)
= 0. (4.2.16)
From (4.2.16) we have
lim
t→∞
t (1− ut) = − 2b
αΛ′− (1)
, (4.2.17)
and hence using Lemma 4.2.13,
Λt
(
ut +
ξ
t
)
−Λt (ut) = t
(
Λ
(
ut +
ξ
t
)
− Λ (ut)
)
− 2b
α
log
(
1− t
−1ξ
1− ut
)
+Rt
(
ut +
ξ
t
)
−Rt (ut) ,
therefore the limit in (4.2.17) implies the equalities
t
(
Λ
(
ut +
ξ
t
)
− Λ (ut)
)
= ξΛ′− (1)+o (1) and −
2b
α
log
(
1− t
−1ξ
1− ut
)
= −2b
α
log
(
1 +
αξ
2b
Λ′− (1)
)
+o (1) ,
as t tends to infinity. Since the function Rt converges on any compact subset of Dt we obtain
lim
t→∞
EQt (exp (ξXt/t)) = ξΛ
′
− (1)−
2b
α
log
(
1 +
αξ
2b
Λ′− (1)
)
,
which proves the lemma in the case Λ′− (1) < 0.
If Λ′− (1) = 0, then for all t > 0 and all ξ such that ut + ξ/
√
t ∈ Dt, we have
logEQt
(
exp
(
ξ
Xt√
t
))
= logEQt
(
exp
((
ut +
ξ√
t
)
Xt − Λt (ut)
))
= Λt
(
ut +
ξ√
t
)
− Λt (ut) .
The expansion (4.2.16) now gives us
lim
t→∞
t (1− ut)2 = − 2b
αΛ′′− (1)
, (4.2.18)
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and hence using Lemma 4.2.13 we again have
Λt
(
ut +
ξ√
t
)
−Λt (ut) = t
(
Λ
(
ut +
ξ√
t
)
− Λ (ut)
)
−2b
α
log
(
1− t
−1/2ξ
1− ut
)
+Rt
(
ut +
ξ√
t
)
−Rt (ut) ,
therefore the limit in (4.2.18) implies
t
(
Λ
(
ut +
ξ√
t
)
− Λ (ut)
)
=
ξ2
2
Λ′′− (1) + ξ
√
2bΛ′′− (1)
α
+ o (1) ,
and
−2b
α
log
(
1− t
−1/2ξ
1− ut
)
= −2b
α
log
(
1− ξ
√
Λ′′− (1)
α
)
+ o (1) .
Since the function Rt converges on any compact subset of Dt we obtain
lim
t→∞
EQt (exp (ξXt/t)) = ξ
2Λ′′− (1) + ξ
√
2bΛ′′− (1)
α
− 2b
α
log
(
1− ξ
√
Λ′′− (1)
α
)
,
which proves the lemma in the case Λ′− (1) = 0.
4.2.3 From Heston to SVI
We focus here on the Heston model (3.2.1) (with a = 0) where the functions Λ and Λ∗ are available
in closed-form. As mentioned on page 23 the correspondence between the Heston parameters and
the affine parameters of (3.1.4) is b = κθ > 0, β = −κ < 0, α = σ2. In this section, we use
the standard Heston parameters κ, θ, σ, ρ in order not to confuse the reader with the rest of the
literature on the Heston model. Note that the condition χ(0) < 0 now reads κ > 0 and χ(1) < 0
reads κ−ρσ > 0. The first condition is assumed a priori. The second condition is not that restrictive
in practice on equity markets since the correlation ρ is usually negative. Proposition 4.2.17 below
provides a clear and closed-form formula for the asymptotic implied volatility smile in the Heston
model when the condition κ − ρσ > 0 is satisfied, and gives a partial result when this condition
fails. Recall that from Proposition 4.2.7, Remark 4.2.8 and Proposition 4.2.4 we have
Λ (u) = − b
α
(χ (u) + γ (u)) , for all u ∈ DΛ, (4.2.19)
Λ∗ (x) = u∗ (x)x− Λ (u∗(x)) , for all x ∈ R, (4.2.20)
u∗(x) =
σ − 2κρ+ (κθρ+ xσ) η (x2σ2 + 2xκθρσ + κ2θ2)−1/2
2σρ¯2
, for all x ∈ R, (4.2.21)
where u∗(x) := ux is characterised in (4.2.8). From now on we use the notation u∗(x) to emphasise
that u∗ is a function of x. The following trivial proposition summarises the properties of u∗.
Proposition 4.2.15. The function u∗ : R → (u−, u+), where u− and u+ are defined in (4.2.5)
and (4.2.6), is strictly increasing, infinitely differentiable and satisfies the following properties
u∗ (−θ/2) = 0, u∗ (θ¯/2) = 1, lim
x→−∞
u∗(x) = u− and lim
x→+∞
u∗(x) = u+,
as well as the equation
Λ′ (u∗(x)) = x, for all x ∈ R. (4.2.22)
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Proof. The equation (4.2.22) follows from the definition of the saddlepoint. The other properties
in the proposition are a direct consequence of the explicit formula for u∗ given in (4.2.21).
Let θ¯ := κθ/ (κ− ρσ) and recall the following properties of Λ∗, which will help us later on.
(a) Λ∗
′
(x) = u∗(x) for all x ∈ R;
(b) Λ∗
′′
(x) > 0 for all x ∈ R;
(c) x 7→ Λ∗(x) is non-negative, has a unique minimum at −θ/2 and Λ∗(−θ/2) = 0;
(d) x 7→ Λ∗(x)− x is non-negative, has a unique minimum at θ¯/2 and Λ∗ (θ¯/2) = θ¯/2.
Remark 4.2.16. Consider the change of variables γ :=
√
α+ 4β2 + βρ
√
α/
(
2
√
α
(
1− ρ2)),
η := − (2βρ+√α) / (2√α (1− ρ2)), µ := −bρ/√α and δ := b√1− ρ2/√α. When a = 0 the
limiting logarithmic Laplace transform Λ corresponds exactly to the Laplace transform ΛNIG of
a Normal inverse Gaussian ΛNIG (u) = µu + δ
(√
γ2 − η2 −
√
γ2 − (η + u)2
)
. Since the proof of
Proposition 4.1.3 follows entirely from the behaviour of the function Λ, this means that the Heston
model has the same rate function Λ∗ and the same asymptotic implied volatility σˆ∞ as the Normal
Inverse Gaussian model (see also [6], [7], [68]).
In [48], Jim Gatheral proposed the following parameterisation for the implied squared volatility
σˆ2SVI (x) =
ω1
2
(
1 + ω2ρx+
√
(ω2x+ ρ)
2
+ 1− ρ2
)
, for all x ∈ R, (4.2.23)
where x represents the time-scaled log-moneyness. We prove here by an appropriate change of
variables that this SVI implied volatility parameterisation and the large-time asymptotic of the
Heston implied volatility proved in Proposition 4.1.3 agree algebraically, thus confirming a con-
jecture from [48] as well as providing a simpler expression for the asymptotic implied volatility
in the Heston model. We show how this result can help in interpreting SVI parameters. Let us
first give an intuitive motivation for the conjecture in [48] that the limit as the maturity tends to
infinity of the Heston volatility smile should be SVI. Consider [49, Equation (5.7)] which relates
the implied volatility σBS(k, t) at log-moneyness k and maturity t to the characteristic function φt
of the log-stock price. We rewrite this equation in the form∫ ∞
−∞
exp (−iuk) du
u2 + 1/4
φT
(
u− i
2
)
=
∫ ∞
−∞
exp (−iuk) du
u2 + 1/4
exp
(
− t
2
(
u2 +
1
4
)
σ2BS (k, t)
)
. (4.2.24)
In the limit as the maturity t tends to infinity, the Heston characteristic function has the form
φt (u− i/2) ∼ exp (−ψ (u) t). Then as pointed out in [73, page 186], we may apply the saddlepoint
method to both sides in equation (4.2.24) to obtain
e−iku˜
exp (−ψ (u˜) t)
u˜2 + 1/4
√
2pi
ψ′′ (u˜) t
∼ 4 exp
(
−ζt
8
− k
2
2ζt
)√
2pi
ζt
, (4.2.25)
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where ζ is short-form notation for the total Black-Scholes implied variance σ2BS (k, t) t and u˜ is such
that ψ′ (u˜) = −ik/t, so that u˜—which is in general a function of k—is a saddlepoint, which in the
Heston model at least, may be computed explicitly. Defining k := xT and equating the arguments
of the exponentials in equation (4.2.25), the dependence on t cancels and we obtain
ζ (x)
8
+
x2
2ζ(x)
= ψ (u˜(x)) + ixu˜ (x) , (4.2.26)
where we have reinstated explicit dependence on x for emphasis. One can verify that in the limit
as the maturity t tends to infinity and with a suitable change of parameters, expression (4.2.23)
exactly solves the saddlepoint condition (4.2.26):
σˆ2SVI (x)
8
+
x2
2σˆ2SVI (x)
= ψ (u˜(x)) + ixu˜ (x) .
We are thus led to conjecture that the implied variance under the Heston model converges to the
SVI parameterisation as the maturity T tends to infinity.
Consider now the following choice of SVI parameters in terms of the Heston parameters,
ω1 :=
4κθ
σ2 (1− ρ2)
(√
(2κ− ρσ)2 + σ2 (1− ρ2)− (2κ− ρσ)
)
, and ω2 :=
σ
κθ
. (4.2.27)
and define η :=
√
4κ2 + σ2 − 4κρσ. The following proposition makes the intuition above precise.
Proposition 4.2.17. Let σˆ∞ be as in (4.1.5) and consider the change of parameters (4.2.27).
(i) If κ− ρσ > 0 then σˆ2SVI (x) = σˆ2∞ (x) for all x ∈ R.
(ii) If κ− ρσ ≤ 0 then σˆ2SVI (x) = σˆ2∞ (x) for all x ≤ Λ′(0).
Proof. Statement (ii) follows directly from (i), from Theorem 4.2.10 and from Remark 4.2.12. Let us
introduce the notation ∆(x) :=
(
σ2x2 + 2κθρσx+ κ2θ2
)1/2
. Under the change of variables (4.2.27),
the SVI implied variance takes the form
σˆ2SVI (x) =
2
σ2ρ¯2
(
η − (2κ− ρσ)
)(
κθ + ρσx+∆(x)
)
, for all x ∈ R. (4.2.28)
We now move on to simplify the expression for σˆ2∞ as expressed in Proposition 4.1.3. We first start
by the expression for Λ∗(x) in (4.2.20).
Λ∗(x) =
A (x)∆ (x) +B (x) η
2σ2ρ¯2∆(x)
,
with
A(x) := xσ2 − 2xκρσ − 2κ2θ + κθρσ, and B(x) := 2xσκθρ+ x2σ2 + κ2θ2ρ2 + κ2θ2ρ¯2.
Note that B(x) = ∆2 (x), so that Λ∗ (x) = (A(x) + ∆ (x) η) /
(
2σ2ρ¯2
)
. We further have
2Λ∗ (x)− x = A (x) + ∆ (x) η − xσ
2ρ¯2
σ2ρ¯2
=
∆(x) η − (2κ− ρσ) (κθ + xρσ)
σ2ρ¯2
, (4.2.29)
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where we use the factorisation A (x) − xσ2ρ¯2 = − (2κ− ρσ) (κθ + xρσ). Returning back to the
expression for σˆ∞, let us define Ψ (x) := Λ∗(x) (Λ∗(x)− x), so that we have
Ψ (x) =
(
∆(x) η
2σ2ρ¯2
)2
+ α (x)∆ (x) + β (x) ,
where
α (x) := −η (2κ− ρσ) (κθ + xρσ)
2σ4ρ¯4
, and β (x) :=
(2κ− ρσ)2 (κθ + xρσ)2 − x2σ4ρ¯4
4σ4ρ¯4
.
Using the factorisations ∆2 (x) = (κθ + xρσ)
2
+ x2σ2ρ¯2 and η2 = (2κ− ρσ)2 + σ2ρ¯2, we can write
β (x) =
(
4σ4ρ¯4
)−1 (
(2κ− ρσ)2∆2 (x)− x2σ2ρ¯2η2
)
and some rearrangements lead to
Ψ (x) =
1
4σ4ρ¯4
{
η (κθ + xρσ)− (2κ− ρσ)∆ (x)
}2
, (4.2.30)
with a (x) := 4σ4ρ¯4α (x). To complete the proof we need to take the square root of Ψ (x). Note that
η (κθ + xρσ)− (2κ− ρσ)∆ (x) =
√
γ (x) + σ2ρ¯2 (κθ + xρσ)
2 −
√
γ (x) + x2σ2ρ¯2 (2κ− ρσ)2,
where γ (x) := (2κ− ρσ)2 (κθ + xρσ)2. Since γ (x) is non negative for all x, the sign of the whole ex-
pression is simply given by the sign of the difference ψ (x) := σ2ρ¯2 (κθ + xρσ)
2−x2σ2ρ¯2 (2κ− ρσ)2.
The function ψ also reads ψ (x) = κσ2ρ¯2 (2x+ θ) (2xρσ + κθ − 2κx), and hence this polynomial
has exactly two real roots −θ/2 and θ¯/2, and its second-order coefficient −4κσ2ρ¯2 (κ− ρσ) is
strictly negative whenever κ − ρσ > 0. So, plugging (4.2.29) and (4.2.30) into the expression for
σˆ∞ in Proposition 4.1.3, we obtain (4.2.28) and the proposition follows.
We now use Proposition 4.2.17 to help interpret the SVI parameters. From [48], the standard
SVI parameterisation in terms of the log-strike k reads
σ2SVI(k) = a+ b
{
ρ˜ (k −m) +
√
(k −m)2 + ξ2
}
. (4.2.31)
Equating (4.2.31) with (4.2.23) and with the parameter choice (4.2.27), we find the following
correspondence between SVI parameters and Heston parameters;
a =
ω1
2
(
1− ρ2) , b = ω1ω2
2t
, ρ˜ = ρ, m = − ρt
ω2
, ξ =
t
√
1− ρ2
ω2
. (4.2.32)
For concreteness, imagine that we are given an SVI fit to the implied volatility smile generated
from the Heston model with t very large so that we have the SVI parameters a, b, ρ˜, m and ξ. Our
first observation is that the SVI parameter ρ˜ is exactly the correlation ρ between changes in the
instantaneous variance ζ and changes in the underlying process, i.e we can read off the correlation
directly from the orientation of the smile. In particular, the smile is symmetric when ρ = 0. The
parameter b gives the angle between the asymptotes of the implied variance smile. We see from
(4.2.31) and (4.2.32) that the angle between the asymptotes of the total variance smile σ2SVI (k) t
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is constant for large t but that the overall level increases with t. From equation (4.2.23), ω1 is the
at-the-money implied variance σ2SVI (0) t. From (4.2.27), in the limit σ ≪ κ , we have
ω1 = θ
{
1 +
ρσ
κ
+O
((σ
κ
)2)}
,
so that the at-the-money volatility is given directly by θ when the volatility of volatility is small.
In the limit σ ≫ κ, we have
ω1 =
4κθ
σ (1− ρ)
{
1− 2κ
σ
+O
((κ
σ
)2)}
,
showing that at-the-money volatility decreases as the volatility-of-volatility increases and as the
volatility becomes less correlated with the underlying. Finally, the minimum of the variance smile
is attained at x = −2ρ/ω2, providing a simple interpretation of the parameter ω2. In particular, if
ρ = 0, this minimum is exactly the at-the-money point. The minimum shifts to the upside x > 0
if ρ < 0 and to the downside x < 0 if ρ > 0.
4.2.4 Moment explosions and wings
In [72], Lee initiated a whole stream of research on the asymptotics of the implied volatility.
He provided a rigorous explanation of the relation between moment explosions of the asset price
process under no-arbitrage conditions and the slope of the implied volatility smile in the wings,
i.e. for very large and very small strikes. Benaim & Friz ([6] and [7]) sharpened Lee’s results and
provided some more precise results for exponential (time-changed) Le´vy processes. The following
theorem states Lee’s result for the right wing of the implied volatility smile. A similar result holds
for the left side of the smile.
Theorem 4.2.18. ([72, Theorem 3.2]
For any maturity t > 0, define the moment explosion u∗ := sup
{
u : E
(
Su+1t
)
<∞} as well
as the right slope of the implied (squared) volatility smile βR := lim sup
x→∞
σ2t (x) t/x. Then βR =
2− 4
(√
u∗ (u∗ − 1)− u∗
)
∈ [0, 2].
To be able to use this result in practice one henceforth needs the explosion times of the process,
which are derived in [3] for some classes of stochastic volatility models. In the Heston case we are
able to provide more precise results, which we state in the following corollary:
Proposition 4.2.19. If the condition κ > ρσ is satisfied then for any t > 0 the equality
βR(t) = 2− 4
(√
u∗(t) (u∗(t)− 1)− (u∗(t)− 1)
)
,
holds, where u∗(t) > 1 can also be characterised as the unique positive solution of the equation
t∗ (u∗(t)) = t where the explosion time t∗ is defined in (3.2.7).
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The equation for u∗(t) in the proposition above, though not in closed form, is straightforward
to solve numerically. When t tends to infinity, u∗(t) tends to the strictly positive root u+ ≥ 1 of
δ(u) (defined just after (3.2.7)) and the formula boils down to the following: As the maturity t
tends to infinity, the following closed-form formula holds:
βR(∞) = 2
σ (1− ρ)
(√
(2κ− ρσ)2 + σ2 (1− ρ2)− (2κ− ρσ)
)
. (4.2.33)
The proofs of Proposition 4.2.19 and Formula (4.2.33) follow directly from [3, Proposition 3.1
and Corollary 6.2] as well as [72]. The left slope of the asymptotic smile is obtained easily using
the symmetry property detailed in Section 3.2. Very recently Gulisashvili, in [54] and [55], and
Friz et al. [46] provided sharp asymptotic estimates for the wings of the implied volatility smile,
thus refining Lee’s result in the Heston case. The above results were stated under the condition
κ − ρσ > 0. It is also interesting to note that from this limiting slope and Proposition 4.2.17
the limit (as t tends to infinity) and the derivative in the wings can be interchanged. When the
condition κ−ρσ > 0 is not satisfied, one can see that Proposition 4.2.19 still holds and in this case
we have βR(∞) = 2. Indeed, as t tends to infinity, the unique root ω∗(t) of t∗ (ω∗(t)) = t tends to
1. So that the result follows from Proposition 4.2.19 with ω∗(t) = 1.
4.3 Beyond continuous affine stochastic volatility models
We have stated and proved above a large deviations principle for the Heston model, from which
we were able to determine a closed-form expression for the implied volatility smile as the maturity
tends to infinity. It is a natural step forward to try and extend this methodology to other and larger
classes of models. In Remark 4.2.8 (iv) we have already mentioned a simple extension, namely
the multidimensional Heston model. We also present a simple extension to a non-affine case: the
Scho¨bel-Zhu model. The reason for presenting these two results is to highlight the fact that the
Heston model is in some sense a canonical model for continuous stochastic volatility models and
hence a natural one to work with at first. Finally, in Section 4.3.2 we extend our results to affine
stochastic volatility models with jumps, which for instance include exponential Le´vy processes.
4.3.1 A non-affine alternative: the Scho¨bel-Zhu model
We present here a simple alternative to the Heston model. Since the analysis is very similar than
the one for the Heston model above, we shall skip some details. We highlight however how the
study of the implied volatility for large maturities can be immediately derived from the one in the
Heston model. As introduced in [93] the Scho¨bel-Zhu stochastic volatility model is an extension to
non zero spot-volatility correlation of the Stein & Stein [99] model and the logarithmic spot price
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process (Xt)t≥0 satisfies the following system of SDEs
dXt = − 12σ2t dt+ σtdWt, X0 = x0 ∈ R,
dσt = κ (θ − σt) dt+ ξdZt, σ0 ∈ R∗+,
d 〈W,Z〉t = ρdt,
where κ, θ and ξ are strictly positive real numbers, ρ ∈ [−1, 1] and (Wt)t≥0 and (Zt)t≥0 are two
standard Brownian motions. The logarithmic characteristic function of the process defined by
Φt (u) := logE
(
eiu(Xt−x0)
)
reads (see [65])
Φt (u) = A (u, t) +Bσ (u, t)σ0 +Bv (u, t)σ
2
0 , for all u ∈ C, t ≥ 0, (4.3.1)
where
A (u, t) := Aσ (u, t) +
t
4
(bu − du)− 1
2
log
(
γu exp (−dut)− 1
γu − 1
)
,
Bσ (u, t) :=
κθ
ξ2
bu − du
du
(1− exp (−dut/2))2
1− γu exp (−dut) , Bv (u, t) :=
bu − du
4ξ2
1− exp (−dut)
1− γu exp (−dut) ,
au := −u
2
(u+ i) , bu := 2 (κ− iρξu) , du :=
(
b2u − 8ξ2au
)1/2
, γu :=
bu − du
bu + du
,
Aσ (u, t) :=
κ2θ2
2d3uξ
2
(bu − du)
bu (dut− 4) + du (dut− 2) + 42bu + d2u−2b2ubu+du exp (− 12dut)
1− γu exp (−dut) e
− 12dut
 .
It is clear from the form of the characteristic function that this model is not affine in the sense of
Section 3.1. In the large deviations framework developed in the preceding sections we are interested
in the behaviour of the function ΛSZ : u 7→ lim
t→∞
t−1Φt (−iu), for all u ∈ R such that it is well
defined as an extended real number. From the representation of the characteristic function above,
it is easy to show that the only contribution comes from the function A and we have
ΛSZ (u) =
κ2θ2
2ξ2
β2u − δ2u
δu
+
1
2
(βu − δu) ,
where
βu := (κ− ρξu) , and δu :=
(
β2u − ξ2u (u− 1)
)1/2
.
If ΛH denote the limiting normalised cumulant generating function of the Heston model, then
ΛSZ (u) = ΛH (u)
βu + δu
2δu
+
1
2
(βu − δu) , for all u ∈ (u−, u+) ,
where u± :=
ξ−2κρ±
√
(2κρ−ξ)2+4κ2(1−ρ2)
2ξ(1−ρ2) are the same bounds as in the Heston model (see (4.2.5)
and (4.2.6)). Note further that the condition under which a full LDP is available is exactly the
same as in the Heston case, i.e. κ− ρξ > 0. However, contrary to the Heston model the Fenchel-
Legendre transform of the function Λ is not here available in closed-form, but can be numerically
determined by a simple root-finding algorithm.
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4.3.2 Affine stochastic volatility with jumps
In this section we extend the large-time asymptotic behaviour we have proved above to the class
of affine stochastic volatility models with jumps defined in Section 3.1. From (3.1.1) we see that
for all t ≥ 0 the equality Λt(u) = Φt(u, 0) holds for all real u such that both sides are well
defined. We assume that the process (exp(Xt))t≥0 is a martingale (Assumption A.3) so that the
function Λt is well defined at least on [0, 1] for all t ≥ 0. Define now the function χ : R → R by
χ(u) := ∂wR(u,w)|w=0, for all u ∈ R. As in [68], we make the additional assumption
A5. χ(0) < 0 and χ(1) < 0.
In the continuous case this assumption enabled us to state a full large deviations principle for
the process (Xt/t)t≥1 as t tends to infinity. It is hence natural to see this condition here as well.
However it might not be a sufficient condition when jumps arise. From Lemma 3.2 in [68], under
Assumption A5 there exist a maximal interval I ⊂ R and a unique function w ∈ C (I) ∩ C1 (I◦)
such that R (u,w(u)) = 0 for all u ∈ I with w(0) = w(1) = 0. Define now the set J :=
{u ∈ I : F (u,w(u)) <∞} as well as the function Λ : J → R by Λ(u) := F (u,w(u)), then
lim
t→∞
t−1Λt(u) = lim
t→∞
t−1φ(t, u, 0) = Λ(u), for all u ∈ J , (4.3.2)
lim
t→∞
ψ(t, u, 0) = w(u), for all u ∈ I, (4.3.3)
and [0, 1] ⊆ J ⊆ I. By construction, the function w is continuous and convex on its effective
domain I; by Lemma 2.2 in [68], the function F is convex as well on its effective domain, so that
Λ is convex on the interval J := {u ∈ I : F (u,w(u)) <∞} .
Remark 4.3.1. In the general case (3.1.3) implies
∂uR(u,w) = α11u+ α12w + β +
∫
D
x
(
exu+yw − 1
1 + x2
)
µ(dx,dy),
∂wR(u,w) = α22w + α12u+ β +
∫
D
y
(
exu+yw − 1
1 + y2
)
µ(dx,dy).
The function w : R → R is defined as the unique solution to the equation R (u,w(u)) = 0, and
hence can implicitly represented as
w(u) = −
∫ u ∂pR (p,w(p))
∂wR (p,w(p))
dp, for all u ∈ I.
If we assume no variance-dependent jump in the measure µ, i.e. µ (dx,dy) = µ (dx) ⊗ δ0 (dy) (δ0
represents the Dirac measure with mass at the origin), then the equality R (u,w (u)) = 0 reads
1
2
α22w (u)
2
+ (α12u+ β2)w (u) + g (u) = 0, (4.3.4)
where the function g : I → R is defined by
g (u) :=
1
2
α11u
2 + β1u+
∫
R∗
(
eux − 1− ux
1 + x2
)
µ (dx) , for all u ∈ I. (4.3.5)
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We can now solve equation (4.3.4) explicitly as
w(u) = −α−122
(
α12u+ β2 ∓
√
(α12u+ β2)
2 − 2α22g(u)
)
, for all u ∈ I. (4.3.6)
Indeed, we know the square root exists because the equation R(u,w(u)) = 0 has a unique solution
for all u ∈ I with w(0) = w(1) = 0, by Lemma 3.2 in [68]. From (4.3.5), we have g(0) = 0, so that
w(u) = 0 if and only if we take the positive root in (4.3.6) when β2 is negative and the negative
root when β2 is positive; when β2 = 0, w(0) = 0 if and only if α12 = 0, so that
w(u) = −α−122
(
α12u+ β2 − sgn (β2)
√
(α12u+ β2)
2 − 2α22g(u)
)
, for all u ∈ I,
and w(u) is everywhere null if β2 = 0. Hence we can write the function Λ explicitly as
Λ (u) := F (u,w (u)) =
1
2
a11u
2 + b (u,w (u))
′
+
∫
D\{0}
(
exu+yw(u) − 1− ux
1 + x2
)
m (dx,dy) .
Let us now define the Fenchel-Legendre transform Λ∗ : R → R+ of the function Λ as
Λ∗(x) := sup
u∈J
{ux− Λ(u)} , for all x ∈ R (4.3.7)
By the smoothness properties of Λ, we have Λ∗(x) = xu∗(x)−Λ (u∗(x)) for all x ∈ R, where u∗(x)
satisfies the equation Λ′ (u∗(x)) = x. As before we define the Share measure P˜ as the probability
taking the normalised share price process (exp (Xt − x0))t≥0 as the numeraire. The equality
Φ˜t (u,w) := EP˜
(
eu(Xt−x0)+wVt
∣∣∣x0, v) = EP
(
eu(Xt−x0)+wVt
dP˜
dP
∣∣∣∣∣x0, v
)
= Φt (u+ 1, w) ,
therefore holds for all t, u, w ∈ R+ × C2 such that the expectation exists. Let us define the set
I˜ := {u ∈ R : (u+ 1) ∈ I} as well as the function Λ˜t : I˜ → R for all t > 0 by
Λ˜t(u) := logEP˜ (exp (u (Xt − x0))) = Φ˜t (u, 0) = Λt (u+ 1) , for all t, u ∈ R+ × I˜.
We can therefore rewrite the equalities in (4.1.1) in terms of the effective domains I˜ and J˜ . The
properties of Λ and Λ∗ translate directly into those of the functions Λ˜ and Λ˜∗ where
Λ˜ (u) := lim
t→∞
t−1Λ˜t (u) , for all u ∈ J˜ , and Λ˜∗ (x) := sup
u∈J˜
{
ux− Λ˜ (u)
}
, for all x ∈ R,
(4.3.8)
with J˜ := {u ∈ R : (u+ 1) ∈ J } and the following trivial lemma holds
Lemma 4.3.2. The following two equalities hold
Λ˜ (u) = Λ (u+ 1) for all u ∈ J˜ , and Λ˜∗ (x) = Λ∗(x)− x for all x ∈ R.
Let us now make one final assumption.
Assumption 4.3.3. The function Λ is essentially smooth on its effective domain DΛ and there
exist two real numbers ε0, ε1 > 0 such that [−ε0, 1 + ε1] ⊂ DΛ.
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This assumption is fundamental for our analysis. Keller-Ressel [68] has shown that under
Assumptions A1-A5 the limiting logarithmic Laplace transform Λ in (4.3.2) is the cumulant gen-
erating function of an infinitely divisible random variable. In Proposition 4.2.4 we have seen that
the limiting Laplace transform is indeed essentially smooth on its effective domain which is larger
than [0, 1] if and only if χ(0) < 0 and χ(1) < 0. Keller-Ressel also proved that the interval [0, 1] is
contained in the effective domain of Λ but we do not know whether this domain is actually larger
than this interval or not. In the continuous case, we have seen that this domain can be precisely
[0, 1] when Assumption A5 is not satisfied. The link between the essential smoothness of Λ and the
conditions on χ(0) and χ(1) is not entirely clear. In particular, as we shall see later, Assumption A5
is trivially not satisfied for exponential Le´vy processes, but the Le´vy exponent might or might not
be essentially smooth on its effective domain. Under these assumptions, the functions Λ∗ and Λ˜∗
are both good rate functions on R, they are strictly convex and admit a unique minimum attained
respectively at x∗ and x˜∗. By Lemma 4.3.2 and the fact that the two good rate functions Λ∗ and
Λ˜∗ are non-negative everywhere, it is straightforward to see that the inequalities x∗ < 0 < x˜∗ are
satisfied, and the following theorem holds.
Theorem 4.3.4. Under Assumptions A1-A5 and Assumption 4.3.3 the process
(
t−1 (Xt − x0)
)
t≥1
satisfies, as t tends to infinity,
(i) a large deviations principle under P with the good rate function Λ∗ defined in (4.3.7);
(ii) a large deviations principle under P˜ with the good rate function Λ˜∗ defined in (4.3.8).
We can now apply the results of Section 4.1 which gives us the asymptotic behaviours of option
prices (Theorem 4.1.1), and of the implied volatility (Proposition 4.1.3).
One-dimensional exponential Le´vy processes
We now move on to deriving similar results for exponential Le´vy processes. Let (Xt)t≥0 be a Le´vy
process taking values in R with characteristic triplet (σ, η, ν). From [92], we know that for all
t ≥ 0, its logarithmic Laplace transform Φt (u) := logE (exp (uXt)) reads (for ease of notation, we
drop the w dependence in formula (3.1.1))
Φt (u) = tφX (u) , for all u ∈ DX ,
where DX := {u ∈ R : φX (u) <∞} represents the effective domain of φX and where the function
φX : DX → R has the Le´vy-Khintchine representation
φX (u) :=
σ2
2
u2 + ηu+
∫
R
(
eux − 1− ux1{|x|≤1}
)
ν (dx) , for all u ∈ DX , (4.3.9)
where σ > 0, η ∈ R and ν is a Le´vy measure defined on R such that
ν ({0}) = 0 and
∫
R
(
x2 ∧ 1) ν (dx) <∞. (4.3.10)
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From Assumption A3 on page 22, we need the process
(
eXt
)
to be a martingale. According to [23,
Proposition 3.18], this holds if and only if∫
|x|≥1
exν (dx) <∞ and σ
2
2
+ η +
∫
R
(
ex − 1− x1{|x|≤1}
)
ν (dx) = 0. (4.3.11)
From the notations for affine stochastic volatility models in (3.1.1), (3.1.2) and (3.1.3), we have
φX (u) t = φ (t, u, 0) and ψ (t, u, 0) = 0, so that the functions F and R simply read
F (u, 0) = φX (u) and R (u, 0) = 0.
Note here that Condition A5 on page 60 is not satisfied since the function χ is null everywhere. This
is actually a borderline case, and the analysis can still be carried out with some precautions. In our
case, this means that we can not define the function w as in (4.3.3), but we can however directly
work with the function F . Note that a direct application of Jensen’s inequality proves that the
function φX is convex on its effective domain DX and we immediately have lim
t→∞
t−1 logE
(
euXt
)
=
φX (u), for all u ∈ DX , and hence the function φX is exactly the limiting cumulant generating
function Λ defined in (4.3.2). Now, note that from (4.3.9), the function F can be rewritten as
Λ (u) = F (u, 0) =
σ2
2
u+ η˜u+
∫
R
(
eux − 1− ux
1 + x2
)
ν (dx) , for all u ∈ DX .
where η˜ := η +
∫
R
((
1 + x2
)−1 − 1{|x|≤1})x ν (dx), and it is straightforward to see that η˜ is well-
defined using the properties of the Le´vy measure ν given in (4.3.10). The effective domain DX
precisely contains all the moments of the random variable X (by a slight abuse of notation, we
denote X = X1) that exist—since Le´vy processes are infinitely divisible, the time-dependence does
not appear in the moments of the process. Moment explosions in Le´vy processes have been studied
in [72], [6] and [7], so following [72], define the critical moments u∗± of the random variable X as
u∗− := sup {u ∈ R+ : φX (−u) <∞} and u∗+ := sup {u ∈ R+ : φX (u) <∞} ,
and it is clear that DoX =
(
u∗−, u
∗
+
)
(note that the boundary points of DX are not necessary
included). However, as we have noted in the case of affine stochastic volatility models, we do not
have necessary and sufficient conditions ensuring that the function φX is essentially smooth, and we
henceforth suppose that Assumption 4.3.3 holds. Under Assumptions A1-A5 and Assumption 4.3.3,
it is then straightforward to see that Theorem 4.1.1 holds and hence the large-time implied volatility
is given by Proposition 4.1.3. Note that if the interval the effective domain of DX is of the form
(u−, u+) with u− < 0 ad u+ > 1 then since Λ is continuously differentiable and convex on DoX
then it is essentially smooth. However if DX contains at least one of its boundary points the we
can not conclude directly. For instance the logarithmic Laplace transform of the Variance-Gamma
model VG (a, b, c) reads
ΛVG (u) =
(
ab
(a− u) (b+ u)
)c
, for all u ∈ DX = (−b, a) ,
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which is clearly essentially smooth on DoX , thus a full large deviations principle holds.
The Heston model with jumps
We have built up our methodology from the Heston model. It is then quite natural to study
precisely how jumps influence this model, at least for large maturities. We consider the following
dynamics for the logarithmic share price process (Xt)t≥0 under the risk-neutral measure,
dXt =
(
δ − 12Vt
)
dt+
√
Vt dWt + dJt, X0 = x0 ∈ R,
dVt = κ (θ − Vt) dt+ σ
√
Vt dZt, V0 = v > 0,
d 〈W,Z〉t = ρdt,
where κ, σ, θ > 0, ρ ∈ (−1, 1), κ−ρσ > 0, and J := (Jt)t≥0 is a pure-jump Le´vy process independent
of the Brownian motion (Wt)t≥0. The parameter δ ∈ R ensures that the process (exp (Xt))t≥0 is
a martingale. The logarithmic moment generating function of the Heston model with jumps reads
logE
(
eu(Xt−x0)
)
= ΛH (u, t) + Λ˜J (u) t,
where ΛH is the cumulant generating function of the Heston model given in Proposition 4.2.1, ΛJ
the cumulant generating function of the jump process J , and Λ˜J (u) := ΛJ (u)− uΛJ (1) accounts
for the compensated part of the jumps. In terms of the functions F and R, we have
F (u,w) = κθw + Λ˜J (u) and R (u,w) =
u
2
(u− 1) + σ
2
2
w2 − κw + ρσuw.
Let us consider the following three examples:
(i) J is a Poisson process with intensity η > 0 and Le´vy exponent ΛP (u) = −η (1− eu).
(ii) J is a Gamma process with parameters a > 0, b > 0 and Le´vy exponent ΛΓ(u) = −b log (1− u/a).
(iii) J is a Normal Inverse Gaussian process with parameters (α, β, µ, δ) and Le´vy exponent
ΛNIG(u) = µu+ δ
(√
α2 − β2 −
√
α2 − (β + u)2
)
.
Let
[
uh−, u
h
+
]
denote the effective domain (see (4.2.5) and (4.2.6)) of the Heston limiting cumulant
generating function Λ∞H , and u
J
± represent the lower and upper bounds of the effective domain of
the function ΛJ . For the three examples above we have
Λ (u) := lim
t→∞
t−1Λt (u) = Λ∞H (u) + Λ˜J (u) , for all u ∈
[
uh− ∨ uJ−, uh+ ∧ uJ+
]
.
Since ΛH is essentially smooth, the essential smoothness properties of the limiting cumulant gen-
erating function of the Heston model with jumps will only depend on the properties of ΛJ . From
the moment generating functions above, it is easy to see that
uP± = ±∞, u−Γ = −∞, uΓ+ = a, uNIG± = −β ± α,
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and that the function Λ˜J is essential smoooth on its effective domain. Therefore Theorem 4.1.1
and the large-time asymptotic formula (4.1.5) for the implied volatility hold by Proposition 4.1.3.
This is of course a simple example since all the functions are essentially smooth and the (neces-
sary and sufficient) conditions for a cumulative generating function to be essentially smooth are
left for future research, as we mentioned in the preceding paragraph on exponential Le´vy processes.
We provide now numerical evidence on the standard Heston model (Figure 4.2) and the He-
ston model with Normal Inverse Gaussian jumps (Figure 4.3). We compare our asymptotic for-
mula (4.1.5) for the large-maturity smile and the implied volatility calculated numerically using
the Zeliade Quant Framework from Zeliade Systems. We consider the spot price to be worth 100
and a maturity of ten years. For the Heston dynamics, the parameters read
κ = 1.15, σ = 0.2, θ = 0.04, ρ = −0.4, v = 0.04. (4.3.12)
For the Heston model with Normal Inverse Gaussian jumps, we consider the same parameters as
in (4.3.12) for the Heston dynamics, and the NIG parameters read
α = 7.104, β = −3.3, δ = 0.193, µ = 0.092. (4.3.13)
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Figure 4.2: Implied volatility smiles under the Heston model without jumps using the parameters
given in (4.3.12). The dash curve is computed numerically, whereas the solid one corresponds to
the asymptotic formula (4.1.5).
Figure 4.3: Implied volatility smiles under the Heston model with NIG-jumps using the parameters
given in (4.3.13). The dash curve is computed numerically, whereas the solid curve corresponds to
the asymptotic formula (4.1.5).
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The Barndorff-Nielsen & Shephard model
We provide a final example, namely the Barndorff-Nielsen & Shephard model given by the following
SDEs under the risk-neutral measure (see [94] and [80]),
dXt = −
(
γk (ρ) + 12Vt
)
dt+
√
Vt dWt + ρdJγt, X0 = x0 ∈ R,
dVt = −γVtdt+ dJγt, V0 = v > 0,
where γ > 0, ρ < 0 and (Jt)t≥0 is a Le´vy subordinator where the cumulant generating function of
J1 is given by k (u) = logE
(
euJ1
)
. The logarithmic moment generating function reads
Λt (u) = −utγk (ρ)− vu
2γ
(1− u) (1− e−γt)+ γ ∫ t
0
k
(
ρu+
u (1− u)
2γ
(
1− e−γ(t−s)
))
ds,
for all t ≥ 0 and p ∈ R such that it is well defined. As mentioned in [68], it is easy to see that the
domain DΛt of the function Λt reads DΛt = (u−(t), u+(t)) for all t ≥ 0, where
u± (t) :=
1
2
− ργ
1− exp (−γt) ±
√
1
4
+
(2k∗ − ρ) γ
1− exp (−γt) +
ρ2γ2
(1− exp (−γt))2 ,
and k∗ := sup {u > 0 : k (u) <∞}. Since γ > 0, we have that lim
t→∞
u±(t) = u±, with
u± :=
1
2
− ργ ±
√
1
4
− (2k∗ − ρ) γ + ρ2γ2.
Furthermore the two functions φ and ψ read
φ (t, u, 0) = −utγk (ρ) + γ
∫ t
0
k
(
ρu+
1
2γ
(
u− u2) (1− e−γ(t−s)))ds,
and
ψ (t, u, 0) =
1
2γ
(
u2 − u) (1− e−γt) .
We can hence deduce the two functions F and R,
R (u, 0) = ∂tψ (t, u, 0)|t=0 =
1
2
(
u2 − u) , and F (u, 0) = ∂tφ (t, u, 0)|t=0 = γk (ρu)− uγk (ρ) .
We will present results for two types of BNS models (i) the Γ-BNS, where the subordinator is
Γ(a, b)-distributed with a, b > 0 and hence kΓ (u) = (b− u)−1 au, (ii) the IG-BNS, where the
subordinator is IG(a, b)-distributed with a, b > 0 and hence kIG (u) = ap
(
b2 − 2u)−1/2. It is easy
to see (see [80] for more details on this feature) that the jumps in the Γ-BNS model arise only
a finite number of times in finite time intervals, whereas they occur infinitely often in finite time
intervals when the driving Le´vy process J is of inverse Gaussian type as its Le´vy density w : R → R
satisfies
∫ +∞
0
w(x)dx =∞. Let us define the two auxiliary functions f1 and f2 by
f1 := uρ− 1
2
(
u− u2) (1− e−γt) , and f2 := uρ− 1
2
(
u− u2) .
We then have
ΛΓt (u) = −
aγρu
b− ρt−
v
2γ
(
u− u2) (1− e−γt)+ a
b− f2
(
f2γt+ b log
(
b− f1
b− uρ
))
,
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Figure 4.4: Implied volatility smiles under the Γ-BNS model with maturities 5 years (dots), 10
years (dash), 20 years (long dash). The solid line represents the large-time implied volatility (4.1.5).
and
ΛIGt (u) = −
aργut
b
√
1− 2ρ/b2 −
v
2γ
(
u− u2) (1− e−γt)+ a√b2 − 2f1 − a√b2 − 2ρu
+
2af2√
2f2 − b2
(
arctan
(√
b2 − 2ρu
2f2 − b2
)
− arctan
(√
b2 − 2f1
2f2 − b2
))
.
From [68], we know that the two functions w and Λ read
w (u) =
1
2γ
(
u2 − u) and Λ (u) = γk ◦ ζ (u)− uγk (ρ) , for all u ∈ (u−, u+) ,
where ζ (u) := p
2
2γ +u
(
ρ− 12γ
)
. Let us concentrate on the Γ-BNS model. We see that the function
Λ is well defined on the interval
(
uΓ−, u
Γ
+
)
, where uΓ± :=
1
2−ργ±
√(
1
2 − ργ
)2
+ 2bγ ∈ R± are the two
roots of the equation ζ (u) = b. It is straightforward to check that the limiting function Λ satisfies
all the necessary conditions to apply the Ga¨rtner-Ellis in the large-time framework and hence we
can define its Fenchel-Legendre transform Λ∗ (x) := sup
u∈[u−,u+]
{ux− Λ (u)} = u∗ (x)x− Λ (u∗ (x)),
for all x ∈ R, where u∗ (x) is the unique solution to the equation Λ′ (u∗ (x)) = x, for any x ∈ R.
The same result applies to the IG-BNS model, but in this case we have
uIG± :=
1
2
− ργ ±
√(
1
2
− ργ
)2
+ b2γ ∈ R±.
We use the following values given in [94, Section 7.3] calibrated on the S&P for the Γ-BNS
model: a = 1.4338, b = 11.6641, v = 0.0145, γ = 0.5783, ρ = −1.2606.
Chapter 5
A short ride along the steepest
descent
In the preceding chapter we have developed a framwork to study the limit of the implied volatility
of continuous affine stochastic volatility models as the maturity tends to infinity. In particular we
have obtained a completely explicit formula for this limit for the Heston model. In this chapter
we wish to take the analysis in the Heston case a step further and derive higher-order terms (in t)
in order to obtain more precise asymptotics and rate of convergence. The Ga¨rtner-Ellis theorem
does not allow us to do so, and we hence use complex saddlepoint methods to obtain such results.
In this chapter we shall use the standard notations for the Heston model as in Section 4.2.3, and
we will always assume the condition κ− ρσ > 0 (i.e. Assumption A5 on page 60).
5.1 Large-time behaviour of call options
5.1.1 Large-time behaviour of call options under the Heston model
In this section, we derive the asymptotic behaviour of call option prices under the Heston dynam-
ics (3.2.1) as the maturity t tends to infinity, both for maturity-dependent and for fixed strikes.
Before diving into the details, let us introduce the function I : R× R+ × R2 → R by
I (x, t; a, b) := (1− ext) 1{x≤a} + 1{a<x<b} + 1
2
1{x=b}. (5.1.1)
The next theorem is the main result of this chapter and its long proof is postponed to Section 5.4.
Theorem 5.1.1. In the Heston model (3.2.1) with κ > ρσ the following asymptotic behaviour for
the price of a call option with strike S0 exp(xt) for all x ∈ R,
E (St − S0ext)+
S0
= I
(
x, t;−θ
2
,
θ¯
2
)
+
A(x)√
2pit
exp
(
− (Λ∗(x)− x) t
)(
1 +O
(
1
t
))
, as t→∞,
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holds where
A(x) :=
1√
Λ′′ (u∗(x))

U(u∗(x))
u∗(x) (u∗(x)− 1) , if x ∈ R \
{
− θ2 , θ¯2
}
,
−1− sgn (x)
(
1
6
Λ′′′ (u∗(x))
Λ′′ (u∗(x))
− U ′ (u∗(x))
)
, if x ∈
{
− θ2 , θ¯2
}
,
(5.1.2)
and
U(u) :=
(
2d (−iu)
κ− ρσu+ d (−iu)
)2κθ/σ2
exp
( v
κθ
Λ(u)
)
. (5.1.3)
The function Λ is defined in (4.2.19), u∗ in (4.2.21), Λ∗ in (4.2.20), d in (3.2.5) and sgn(x) =
1{x>0}.
Remark 5.1.2. Note that, from property (b) on page 54, the square root in the function A is a
strictly positive real number.
Remark 5.1.3. Theorem 5.1.1 is similar in spirit to the saddlepoint approximation for a density
of random variable X given in [16]
fX(x) ≈
(
2piK ′′(u∗(x))
)−1/2
exp
(
K(u∗(x))− xu∗(x)
)
,
where K(u) := logE(exp(uX)), and u∗(x) is the unique solution to K ′(u∗(x)) = x. Here X :=
Xt − x0, K(u) = Λ (u) t+O (1), and we substitute x to xt so that
fXt−x0(xt) ≈
exp
(
Λ (u∗(x)) t− xu∗ (x) t
)
√
2piΛ′′ (u∗(x)) t
=
exp
(
− Λ∗ (x) t
)
√
2piΛ′′ (u∗(x)) t
.
In order to precisely compare our result to the existing literature, we prove the following lemma,
which gives the asymptotic behaviour of call options for a fixed strike. This result was derived
in [73, Chapter 6] and we provide a rigorous proof in Section 5.5.1.
Lemma 5.1.4. Under the same assumptions as Theorem 5.1.1, for any x ∈ R, we have the
following behaviour for a call option with fixed strike S0e
x as t tends to infinity,
1
S0
E (St − S0ex)+ = 1 +
A(0)√
2pit
exp
(
x (1− u∗(0))− Λ∗ (0) t
)(
1 +O
(
1
t
))
.
5.1.2 Large-time behaviour of the the Black-Scholes call option formula
By a similar analysis, we can deduce the large-time asymptotic call price for the Black-Scholes
model. This result is of fundamental importance for us as it will allow us to compute the implied
volatility by comparing the Black-Scholes and the Heston call option prices. In this section, we
further assume that the variance is of the form Σ2+a1/t, for each maturity t, where Σ is a strictly
positive constant and a1 > −Σ2t. The following proposition proved in Section 5.5.2 gives the
behaviour of the Black-Scholes price as the maturity tends to infinity.
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Proposition 5.1.5. With the assumptions above, for all x ∈ R, we have the following asymptotic
behaviour for the Black-Scholes call option formula in the large-strike, large-time case
CBS
(
xt, t,
√
Σ2 + a1/t
)
S0
= I
(
x, t;−Σ
2
2
,
Σ2
2
)
+
ABS(x,Σ, a1)√
2pit
exp
(
−(Λ∗BS (x,Σ)− x) t
)(
1 +O
(
1
t
))
,
where the function I is defined in (5.1.1) and
ABS(x,Σ, a1) := exp
(
1
8
a1
(
4x2
Σ4
− 1
))
Σ3
x2 − Σ4/41{x6=±Σ2/2} +
a1/2− 1
Σ
1{x=±Σ2/2}. (5.1.4)
Remark 5.1.6. If we set a1 = 0, we obtain the large-time expansion for a call option under the
standard Black-Scholes model with volatility Σ and log-moneyness equal to xt.
As in the Heston model above, we derive here the equivalent of Proposition 5.1.5 when the
strike does not depend on the maturity anymore. This lemma is immediate from the Black-Scholes
formula and the approximation (5.5.2) for the Gaussian cumulative distribution function.
Lemma 5.1.7. With the assumptions above, we have the following behaviour for the Black-Scholes
call option formula in the fixed-strike, large-time case
CBS
(
x, t,
√
Σ2 + a1/t
)
S0
= 1− 2
Σ
√
2pit
exp
(
−Σ
2t
8
+
x
2
− a1
8
)(
1 +O
(
1
t
))
.
5.2 Large-time behaviour of implied volatility
The previous section dealt with large-time asymptotics for call option prices. In this section, we
translate these results into asymptotics for the implied volatility. Recall that [40], [73], and [68]
have already derived the leading order term for the implied volatility in the large-time, fixed-strike
case. Our goal here is to obtain the leading order and the correction term in the large-time,
large-strike case. Theorem 5.2.1 provides the main result, i.e. the large-time behaviour of the
implied volatility in the large strike case. In the following, σˆt(x) will denote the implied volatility
corresponding to a vanilla call option with maturity t and (maturity-dependent) strike S0 exp(xt)
in the Heston model (3.2.1). Recall the function σˆ2∞ : R → R+ from (4.1.5),
σˆ2∞(x) := 2
(
2Λ∗(x)− x+ 2
(
1x∈(−θ/2,θ¯/2) − 1x∈R\(−θ/2,θ¯/2)
)√
Λ∗ (x)2 − Λ∗ (x)x
)
, for all x ∈ R
(5.2.1)
and define the function aˆ1 : R → R by
aˆ1(x) := 2

σˆ4∞(x)− 1/4
x2
log
(
A(x)
ABS(x, σˆ∞(x), 0)
)
, x ∈ R \
{
− θ2 , θ¯2
}
,
1− σˆ∞(x)√
Λ′′(u∗(x))
(
1 + sgn(x)
(
Λ′′′(u∗(x))
6Λ′′(u∗(x))
− U ′(u∗(x))
))
, x ∈
{
− θ2 , θ¯2
}
,
(5.2.2)
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where A is defined in (5.1.2), ABS in (5.1.4), U in (5.1.3), Λ in (4.2.19), u
∗ in (4.2.21) and Λ∗
in (4.2.20). They are all completely explicit, so that the functions σˆ2∞ and aˆ1 are explicit as well.
From the properties of Λ∗ proved on page 54, Λ∗(x) and Λ∗(x)−x are non-negative, so that σˆ2∞(x)
is a well defined real number for all x ∈ R. Then the following theorem holds:
Theorem 5.2.1. The functions σˆ∞ and aˆ1 are continuous on R and
σˆ2t (x) = σˆ
2
∞(x) + aˆ1(x)/t+ o (1/t) for all x ∈ R as t tends to ∞.
Furthermore the error term |σˆ2t (x)− σˆ2∞(x)− aˆ1(x)/t|t tends to zero as t goes to infinity uniformly
in x on compact subsets of R\{−θ/2, θ¯/2}.
Remark 5.2.2. The functions A and ABS are not continuous at −θ/2 and θ¯/2, (see Figure 5.1)
however aˆ1 is continuous by this theorem.
Proof. We first prove that the functions σˆ∞ and aˆ1 are continuous. In fact, the continuity of the
function σˆ∞ follows from properties (c) and (d) on page 54. We observe that the two functions
x 7→ A(x) and x 7→ ABS (x, σˆ∞(x), 0) have poles at θ¯/2 and −θ/2 and their quotient is strictly
positive for x ∈ R \ {−θ/2, θ¯/2}. Therefore the function aˆ1 is continuous on this complement.
Elementary calculations show that in the neighbourhood of θ¯/2, we have the following expansion
(where Θ := (θ¯/Λ′′(1))1/2)
σˆ2∞(x) = θ¯ + 2 (1−Θ)
(
x− θ¯/2)+ 2
Λ′′(1)
(
1− 1
Θ
+
Λ′′′(1)
6Λ′′(1)2
Θ
)(
x− θ¯/2)2 +O (∣∣x− θ¯/2∣∣3) .
This expansion can be used to obtain
A(x)
ABS(x, σˆ∞(x), 0)
= 1 +
1
Λ′′(1)
(
U ′(1)− 1− Λ
′′′(1)
6Λ′′(1)
+
1
Θ
)
(x− θ¯/2) +O (|x− θ¯/2|2) ,
which implies that lim
x→θ¯/2
aˆ1(x) = aˆ1
(
θ¯/2
)
. A similar argument shows continuity of aˆ1 at −θ/2.
We now prove the formula in the theorem in the case x > θ¯/2. Note that σˆ∞(x) as defined
in (5.2.1) satisfies the following quadratic equation
Λ∗(x)− x = Λ∗BS(x, σˆ∞(x))− x, for all x ∈ R, (5.2.3)
where Λ∗ is given by (4.2.20) and Λ∗BS by (4.1.3). We prove the theorem in two steps: first, we
prove the convergence of the implied variance to σˆ2∞(x), then we prove the first order correction
term. The first step has already been proved in Proposition 4.1.3. For the second step of the proof,
we show that for all δ > 0, there exists t∗(δ) such that,
|σˆ2t (x)− σˆ2∞(x)− aˆ1(x)/t| ≤ δ/t, for all t > t∗(δ). (5.2.4)
Note that by definition in (5.2.2), we have A(x) = ABS(x, σˆ∞(x), aˆ1(x)) for all x ∈ R, so that
Theorem 5.1.1 implies that for all ε > 0, there exists t∗(ε) such that for all t > t∗(ε) we have
1
S0
E
(
St − S0ext
)
+
≤ ABS(x, σˆ∞(x), aˆ1(x))√
2pit
e−(Λ
∗
BS(x,σˆ∞(x))−x)teε, (5.2.5)
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Figure 5.1: We plot the two functions A (left) and aˆ1 (right) with the calibrated parameters on
page 74. The function ABS in Proposition 5.1.5 has the same shape as A. Here, the two poles of
A and ABS are −θ/2 ≈ −0.025 and θ¯/2 ≈ 0.022.
and
ABS(x, σˆ∞(x), aˆ1(x))√
2pit
e−(Λ
∗
BS(x,σˆ∞(x))−x)te−ε ≤ 1
S0
E
(
St − S0ext
)
+
.
Let δ > 0 and ε (δ) :=
(
4x2/σˆ4∞(x)− 1
)
δ/16 > 0. From (5.2.5), there exists t∗(δ), such that for
all t > t∗(δ),
E (St − S0ext)+
S0
≤ ABS(x, σˆ∞(x), aˆ1(x) + δ)√
2pit
e−(Λ
∗
BS(x,σˆ∞(x))−x)te−ε(δ) ≤
CBS
(
xt, t,
√
σˆ2∞(x) + (aˆ1(x) + δ)/t
)
S0
,
and
E (St − S0ext)+
S0
≥ ABS(x, σˆ∞(x), aˆ1(x)− δ)√
2pit
e−(Λ
∗
BS(x,σˆ∞(x))−x)teε(δ) ≥
CBS
(
xt, t,
√
σˆ2∞(x) + (aˆ1(x)− δ)/t
)
S0
.
By strict monotonicity of the Black-Scholes price as a function of the volatility, we obtain
σˆ2∞(x) + (aˆ1(x)− δ)/t ≤ σˆ2t (x) ≤ σˆ2∞(x) + (aˆ1(x) + δ)/t,
which proves (5.2.4). An analogous argument implies the inequality in (5.2.4) for x′ ∈ R\{−θ/2, θ¯/2}
since the functions A and x 7→ ABS(x, σˆ∞(x), aˆ1(x)) are continuous on this set and by (5.2.3) the
identity I (x, t;−θ/2, θ¯/2) = I (x, t;−σˆ2∞(x)/2, σˆ2∞(x)/2) holds for all (x, t) ∈ R × R+ (the func-
tion I is defined in (5.1.1)). In the cases x′ ∈ {−θ/2, θ¯/2} a similar argument proves (5.2.4) at the
point x′ but not necessarily on its neighbourhood. The uniform convergence on compact subsets
of the complements of R\ {x∗, x˜∗} follows the same lines as in the proof of Proposition 4.1.3.
5.2.1 The large-time, fixed-strike case
This section is the translation of Lemmas 5.1.4 and 5.1.7 in terms of implied volatility asymptotics,
and improves the understanding of the behaviour of the Heston implied volatility in the long term.
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Let σt(x) denote the implied volatility corresponding to a vanilla call option with maturity t and
fixed strike K = S0 exp(x) in the Heston model (3.2.1). Let us define the function a1 : R → R by
a1(x) := −8 log
(
−A(0)
√
2Λ∗(0)
)
+ 4 (2u∗(0)− 1)x, for all x ∈ R, (5.2.6)
where A is defined in (5.1.2), Λ∗ in (4.2.20) and u∗ in (4.2.21). Elementary calculations show that
A(0) < 0. From the properties of Λ∗ on page 54, a1(x) is a well defined real number for all x ∈ R.
Theorem 5.2.3. With the assumptions above, we have
σ2t (x) = 8Λ
∗(0) + a1(x)/t+ o (1/t) , for all x ∈ R, as t tends to ∞,
where Λ∗ is given by (4.2.20) and a1 by (5.2.6).
Proof. The proof of this theorem is very similar to the proof of Theorem 5.2.1, so we do not detail
it too much, in particular we only prove the upper bound, the lower bound being analogous; also we
deal with both the zeroth and the first order term at the same time. By Lemma 5.1.4 and (5.2.6),
we know that for all ε > 0, there exists a t∗(ε) such that for all t > t∗(ε), we have
1
S0
E (St − S0ex)+ ≤
(
1 + (2pit)−1/2A(0) exp (x (1− u∗(0))− Λ∗(0)t)
)
eε
=
(
1− 1
2
√
piΛ∗(0)t
exp (x/2− a1(x)/8− Λ∗(0)t)
)
eε.
Now, for any δ > 0, by a continuity argument, we can then find ε (δ) > 0 such that(
1− 1
2
√
piΛ∗(0)t
ex/2−a1(x)/8−Λ
∗(0)t
)
eε(δ) =
(
1− 1
2
√
piΛ∗(0)t
ex/2−(a1(x)+δ)/8−Λ
∗(0)t
)
e−ε(δ).
Combining these equations, there exists t∗(δ) > 0 such that, for all t > t∗(δ),
1
S0
E (St − ex)+ ≤
1
S0
CBS
(
x, t,
√
8Λ∗(0) + (a1(x) + δ)/t
)
.
Thus, by the monotonicity of the Black-Scholes formula as a function of the volatility, we obtain
σ2t (x) ≤ Λ∗(0)+(a1(x) + δ) /t. Since δ can be chosen as small as we wish, the theorem follows.
5.3 Numerical results
We present here some numerical evidence of the validity of the volatility asymptotic formula in
Theorem 5.2.1. We calibrate the Heston model on the European vanilla options on the Eurostoxx
50 on February, 15th, 2006. The option maturities range from one year to nine years and the
initial spot S0 equals 3729.79. The calibration, performed using the Zeliade Quant Framework, by
Zeliade Systems, on the whole implied volatility surface gives the following parameters: κ = 1.7609,
θ = 0.0494, σ = 0.4086, v = 0.0464 and ρ = −0.5195. We plot the implied volatility smile of the
calibrated Heston model for maturities t = 5 and t = 9 years (see Figure 5.2).
5.3. Numerical results 75
Figure 5.2: The left plots represent the leading order term σˆ∞ (dashed) defined in (5.2.1), the
asymptotic formula in Theorem 5.2.1 (solid line) and the true implied volatility (crosses) for the
calibrated parameters (see page 74) as functions of the strike K. The right plots represent the
errors between the true implied volatility and σˆ∞ (dashed) and between the true implied volatility
and our formula. From top to bottom, these plots correspond to the maturities t = 5 and 9 years.
All the values are given as percentage.
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5.4 Proof of Theorem 5.1.1
The proof of the theorem is divided into a series of steps: we first write the Heston call price
in terms of an inverse Fourier transform of the characteristic function of the stock price. Then
we prove a large-time estimate for the characteristic function (Lemma 5.4.1). The next step is
to deform the contour of integration of the inverse Fourier transform through the saddlepoint of
the integrand (4.2.21). Finally, studying the behaviour of the integral around this saddlepoint
(Proposition 5.4.6) and bounding the remaining terms (Lemma 5.4.4) completes the proof. The
special cases x = −θ/2 and x = θ¯/2 in formula (5.1.2) are proved in Sections 5.4.3 and 5.4.4.
5.4.1 The Lee-Fourier inversion formula for call options
Using similar notation to Lee [71], set
At,X :=
{
ν ∈ R : E
(
exp
(
ν (Xt − x0)
))
<∞
}
, for all t ≥ 0,
and define the characteristic function φt : R → C of Xt − x0 by
φt(z) := E
(
exp
(
iz(Xt − x0)
))
, for all t ≥ 0.
From Theorem 1 in [65] and Proposition 3.1 in [3], we know that φt(z) can be analytically extended
for any z ∈ C such that −ℑ(z) ∈ At,X , and from our assumptions on the parameters in Section 5.1,
(u−, u+) ⊆ At,X for all t ≥ 0. By Theorem 5.1 in [71], for any α ∈ (u−, u+), we have the following
Fourier inversion formula for the price of a call option on St
1
S0
E (St −K)+ = φt(−i)1{0<α<1} + (φt(−i)− exφt(0)) 1{α<0} +
1
2
φt(−i)1{α=1}
+
(
φt(−i)− φt(0)
2
ex
)
1{α=0} +
1
pi
∫
γ+
ℜ
(
e−izx
φt(z − i)
iz − z2
)
dz,
where x := log(K/S0) and γ+ : R+ → C is a contour such that γ+(u) := u − i(α − 1). The
first four terms on the right hand side are complex residues that arise when we cross the pole of(
iz − z2)−1 at z = 0. We now set k = i− z, substitute x to xt, and use the fact that St is a true
martingale for all t ≥ 0 (see Proposition 2.5 in [3]). Since k will always denote a complex number,
we shall from now on use the notation k = kr + iki for kr, ki ∈ R. Note that
ℜ
(
eikxt
φt(−k)
ik − k2
)
= E
(
ℜ
(
eikxt
e−ik(Xt−x0)
ik − k2
))
,
that kr 7→ ℜ
(
eikxt e
−ik(Xt−x0)
ik−k2
)
is an even function and that kr 7→ ℑ
(
eikxt e
−ik(Xt−x0)
ik−k2
)
is an odd
function. Clearly the normalised call price 1S0 E(St − S0 exp(xt))+ is real, so if we take the real
part of both sides and break up the integral, we obtain
1
S0
E
(
St − S0ext
)
+
= 1{0<α<1} +
(
1− ext) 1{α<0} + 1
2
1{α=1} +
(
1− 1
2
ext
)
1{α=0}
+
exp(xt)
2pi
ℜ
((∫
γα
+
∫
ζα
)
eikxt
φt(−k)
ik − k2 dk
)
, (5.4.1)
5.4. Proof of Theorem 5.1.1 77
for any R > 0, where, for any α ∈ R, we define the contours
γα : (−∞,−R] ∪ [R,+∞)→ C such that γα(u) := u+ iα, (5.4.2)
and
ζα : (−R,R)→ C such that ζα(u) := u+ iα. (5.4.3)
For ease of notation, we do not write explicitly the dependence of these contours on R. We will
see later how to choose R. In the following lemma, we characterise the large-time asymptotic
behaviour of the characteristic function φt.
Lemma 5.4.1. For all k ∈ C such that −ki ∈ (u−, u+), we have
φt(k) = exp
(
Λ(ik)t
)
U(ik) (1 + ε (k, t)) , as t tends to ∞,
ℜ(d(k)) > 0, and ε (k, t) = O (e−tℜ(d(k))), where U is defined in (5.1.3), u−, u+ in (4.2.5)
and (4.2.6) and Λ is the analytic continuation of formula (4.2.19).
If −ki is not in (u−, u+), this large-time behaviour of φt still holds, but ℜ(d(k)) might be null
(for instance if kr = 0) so that ε (k, t) does not tend to 0 as t→∞.
Proof. From Equation (3.2.2) we have for all k ∈ C such that −ki ∈ (u−, u+),
φt(k) = exp
(
Λ(ik)t− 2κθ
σ2
log
(
1− g(k)e−d(k)t
1− g(k)
))
exp
(
v
κθ
Λ(ik)
1− e−d(k)t
1− g(k)e−d(k)t
)
,
where d is defined in (3.2.5), Λ is the analytic extension of formula (4.2.19) and the correct branch
for the complex logarithm and the complex square root function is the principal branch (see also [2]
and [65]) and we recall the function g : C → C from (3.2.5),
g(k) :=
κ− iρσk − d(k)
κ− iρσk + d(k) , for all k ∈ C.
For all k ∈ C such that −ki ∈ (u−, u+), we have ℜ(d(k)) > 0. Let
ε1(k, t) :=
(
1− g (k) e−d(k)t
)−2κθ/σ2
and ε2(k, t) := exp
{
− 2d (k) Λ (ik) v
κθ (κ− ρσik + d(k))
(
ed(k)t − g(k)
)−1}
.
Then we have
φt(k) = exp
(
Λ(ik)t
)
U(ik)ε1(k, t)ε2(k, t), for all t ≥ 0.
Then, as t tends to infinity we have
ε1(k, t) = 1 +
2κθg
σ2
e−d(k)t +O
(
e−2d(k)t
)
and ε2(k, t) = 1 +
c
ed(k)t − 1 +O
((
ed(k)t − 1
)−2)
for some constant c. Set ε (k, t) := ε1(k, t)ε2(k, t)− 1 and the lemma follows.
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5.4.2 The saddlepoint and its properties
The function Λ : (u−, u+)→ R defined in (4.2.19) can be analytically extended and we define the
function F : Z → C by
F (k) := −ikx− Λ(−ik), where Z := {k ∈ C : ki ∈ (u−, u+)} . (5.4.4)
The exponent of the integrand in (5.4.1) has the form −F (k)t by Lemma 5.4.1, therefore the
saddlepoint properties of F given in the following elementary lemma are fundamental. Saddlepoints
in the complex plane and their properties were defined in Section 1.2.
Lemma 5.4.2. The saddlepoints of the complex function F : Z → C are given by
z±0 = i
σ − 2κρ± (κθρ+ xσ)η(x2σ2 + 2xκθρσ + κ2θ2)−1/2
2σρ¯2
∈ Z,
where η :=
√
σ2 + 4κ2 − 4κρσ.
Proof. Since we are looking for a saddlepoint in Z, we can use the representation (4.2.19) for the
function Λ. The equation F ′(z) = 0 is quadratic and hence has two purely imaginary solutions z±0
since the expression (x2σ2+2xκθρσ+κ2θ2) = (xσ + κθρ)
2
+κ2θ2(1−ρ2) is strictly positive for any
x ∈ R. It is also clear from the definition of u− and u+ in (4.2.5) and (4.2.6) and the assumptions
on the coefficients that ℑ (z±0 ) ∈ (u−, u+), and hence z±0 ∈ Z are saddlepoints of F .
The next task is to choose the saddlepoint of the function F in such a way that it converges
to the saddlepoint of the function FBS(k) := −ikx− ΛBS(−ik) for all k ∈ Z, where ΛBS is given
by (4.1.2), in the Black-Scholes model as both the volatility of volatility and the correlation in
model (3.2.1) tend to zero. It is easy to see that the saddlepoint of FBS equals iu
∗
BS(x) for any
x ∈ R, were u∗BS is given by (4.1.4). We can rewrite ℑ
(
z±0
)
defined in Lemma 5.4.2 as
ℑ (z±0 ) = 12ρ¯2 − κρσρ¯2 ± κθρη(x2σ2 + 2xκθρσ + κ2θ2)−1/22σρ¯2 ± xση(x2σ2 + 2xκθρσ + κ2θ2)−1/22σρ¯2 ,
(5.4.5)
where ρ¯ :=
√
1− ρ2. The first term converges to 1/2 and the last one to ±x/θ as (ρ, σ) tends to
0. When both ρ and σ tend to 0, a Taylor expansion at first order of the third term gives
κθρη(x2σ2 + 2xκθρσ + κ2θ2)−1/2
2σρ¯2
=
ρη
2σρ¯2
.
Take now the positive sign in (5.4.5), then the second and third terms cancel out in the limit since
η converges to 2κ as (ρ, σ) tends to zero. In that case lim
(ρ,σ)→0
ℑ (z+0 ) = 1/2 + x/θ = u∗BS(x) holds
for all x ∈ R, where the Black-Scholes variance is equal to θ. If we take the negative sign in (5.4.5),
we do not recover u∗BS because the function (ρ, σ) 7→ ρ/σ has no limit as the pair (ρ, σ) tends
to 0. Hence the correct saddlepoint is z+0 and (4.2.21) implies ℑ(z+0 (x)) = u∗(x) for all x ∈ R.
Note that in the fixed strike case (i.e. x = 0), we have u∗(0) = (σ + ρη − 2κρ) / (2σρ¯2), and the
corresponding saddlepoint iu∗(0) is the same as the one in [73, Chapter 6]. The following lemma
is of fundamental importance and will be the key tool for Proposition 5.4.6.
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Lemma 5.4.3. Let k ∈ Z. Then the function kr 7→ ℜ (−ikx− Λ(−ik)) has a unique minimum
at 0 and is strictly decreasing (resp. increasing) on (−∞, 0) (resp. (0,∞)).
Proof. Note that the statement in the lemma is equivalent to the map kr 7→ −ℜ (Λ(−i(kr + iki)))
having a unique minimum at 0 for any ki ∈ (u−, u+) and being increasing (resp. decreasing) on
the positive (resp. negative) half line. Let ki ∈ (u−, u+), then
ℜ
(
Λ(−i(kr + iki))
)
=
κθ
σ2
(
κ− ρσki −ℜ
(√
w(kr) + iv(kr)
))
,
where
w(kr) := σ
2ρ¯2k2r − σ2ρ¯2k2i − σ(2κρ− σ)ki + κ2 and v(kr) :=
(
2κρ− σ + 2σρ¯2ki
)
σkr.
From the identity and the fact that the principal value of the square-root is used, we get
ℜ
(√
w (kr) + iv (kr)
)
=
1
2
√
2w (kr) + 2
√
w (kr)
2
+ v (kr)
2
(5.4.6)
is monotonically increasing in w, w2 and v2. First, note that w′(kr) = 2σ2ρ¯2kr, hence w is a
parabola with a unique minimum at 0, so that from (5.4.6), it suffices to prove the following claim:
Claim: For every ki ∈ (u−, u+), the function g := w2+v2 has a unique (strictly positive) minimum
attained at kr = 0 and is strictly increasing (resp. decreasing) for kr > 0 (resp. kr < 0).
Let us write w(kr) = σ
2ρ¯2k2r + ψ(ki), for all kr ∈ R, where ψ(ki) := κ2 − σ2ρ¯2k2i − σ(2κρ− σ)ki.
We have
g(kr) = σ
4ρ¯4k4r +
(
2ρ¯2ψ(ki) +
(
2κρ− σ + 2σρ¯2ki
)2)
σ2k2r + ψ(ki)
2, for all kr ∈ R. (5.4.7)
The coefficient σ2ρ¯4 and the constant κ2 are strictly positive, so the claim follows if χ(ki) > 0 for
all ki ∈ (u−, u+), where
χ(ki) := σ
2
(
2ρ¯2ψ(ki) +
(
2κρ− σ + 2σρ¯2ki
)2)
= 2σ4ρ¯4k2
i
+2σ3ρ¯2 (2κρ− σ) ki+σ2
(
κ2 + (2κρ− σ)2) .
The discriminant ∆χ = −4σ6ρ¯4
(
2κ2 + (2κρ− σ)2) is strictly negative, so that χ has no real root
and is always strictly positive. This proves the claim and concludes the proof of the lemma.
The following two results complete the proof of Theorem 5.1.1, by studying the behaviour of
the two integrals in (5.4.1) as the time to maturity tends to infinity. The following lemma proves
that the integral along γu∗(x) is negligible and Proposition 5.4.6 hereafter provides the asymptotic
behaviour of the integral along the contour ζu∗(x).
Lemma 5.4.4. For any m > Λ∗(x), there exists R(m) > 0 such that for every k ∈ Z with
|kr| > R(m), we have
|exp (ikxt)φt(−k)| ≤ exp(−mt), for all t ≥ 1. (5.4.8)
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Therefore ∣∣∣∣∣exp (xt)
∫
γu∗(x)
exp (ikxt)
φt(−k)
ik − k2 dk
∣∣∣∣∣ = O (e−(m−x)t) , (5.4.9)
where the contour γu∗(x) is defined in (5.4.2).
Remark 5.4.5. (i) For every x ∈ R, we have Λ∗(x) > x by (d) on page 54 and hence m− x > 0.
Therefore the modulus of the integral (5.4.9) tends to zero exponentially in time and in m.
(ii) Recall that u∗(x) ∈ (u−, u+) by Proposition 4.2.15 and hence inequality (5.4.8) can be applied
when estimating integral (5.4.9).
Proof. We only need to prove (5.4.9). Recall from Lemma 5.4.1, after some rearrangements, that
φt(−k) = exp
(
(t+ v/(κθ)) Λ(−ik)
)
(1− g(−k))2κθ/σ2
(
1 +O
(
e−d(k)t
))
.
It follows from equations (3.2.5) and (4.2.19) that
d (−(kr + iki)) ∼ σρ¯|kr|, as |kr| → ∞,
Λ (−i(kr + iki)) ∼ −κθρ¯|kr|/σ, as |kr| → ∞,
lim
|kr|→∞
g (−(kr + iki)) = (ρ− iρ¯)2 6= 1, since |ρ| < 1.
Hence, there exists a constant C > 0 such that∣∣eikxtφt(−k)∣∣ ≤ C exp(−(t+ v
κθ
) κθ
σ
)
|kr|.
Define R(m) := σ (m+ log(C)) /(κθ). Then, if |kr| > R(m), (5.4.9) follows.
Proposition 5.4.6. For any R > 0 and x ∈ R \ {−θ/2, θ¯/2}, we have as t→∞,
exp(xt)
2pi
ℜ
(∫
ζu∗(x)
eikxt
φt(−k)
ik − k2 dk
)
=
exp (− (Λ∗(x)− x) t)√
2pit
(A(x) +O (1/t)) , (5.4.10)
where A is given in (5.1.2), Λ∗ in (4.2.20) and ζu∗(x) in (5.4.3).
Proof. Let x ∈ R \ {−θ/2, θ¯/2}. Applying Lemma 5.4.1 on the compact interval [−R,R], we have∫
ζu∗(x)
eikxt
φt(−k)
ik − k2 dk =
∫
ζu∗(x)
U (−ik)
ik − k2 e
(ikx+Λ(−ik))t (1 + ε (k, t)) dk,
for t large enough. By Lemma 5.4.3, we know that kr 7→ −ℜ(i(kr+iu∗(x))x+Λ(−i(kr+iu∗(x))))
has a unique minimum at kr = 0 and the value of the function at this minimum equals Λ
∗(x) by
the definition of Λ∗. The functions Λ and U are analytic along the contour of integration and thus,
by [81, Theorem 7.1, Chapter 4], we have
ℜ
(∫
ζu∗(x)
U(−ik)
ik − k2 e
(ikx+Λ(−ik))tdk
)
=
ext√
pit
e−Λ
∗(x)t
(
U (u∗(x))√
2Λ′′ (u∗(x))
+O (1/t)
)
=
exp(−(Λ∗(x)− x)t)√
2pit
(A(x) +O (1/t))
as t tends to infinity. The ε (k, t) term is a higher order term which we can ignore at this level.
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Lemma 5.4.4 and Proposition 5.4.6 complete the proof of Theorem 5.1.1 for the general case.
Concerning the two special cases, we first introduce a new contour, the path of steepest descent,
which represents the optimal (in a sense made precise below) path of integration. Note that, the
general case can also be proved using this path, but Lemma 5.4.3 simplifies the proof.
5.4.3 Construction of the path of steepest descent
The following lemma computes the path of steepest descent—see Definition 1.2.3—explicitly in the
Heston case for the function F given in (5.4.4) passing through the saddlepoint iu∗(x).
Lemma 5.4.7. The path of steepest descent is the map γ : R → C defined by
γ(s) := s+ iki(s), for all s ∈ R,
where
ki(s) := −β − (κθρ+ xσ)
√
ψ(s)
2κθσξρ¯2
, (5.4.11)
β := κθξ(2κρ−σ), ψ(s) := 4σ2ρ¯2ξ2s2+κ2θ2 ((2κρ− σ)2 + 4κ2ρ¯2) ξ and ξ := (κθρ+xσ)2+κ2θ2ρ¯2.
Note that ξ is strictly positive, so that the function ki is well defined.
Proof. By definition, the contour of steepest descent is such that the function ℑ (F ◦ γ) remains
constant. So we look for the map γ such that ℑ(F (γ(s))) = 0, for all s ∈ R because F (γ(0)) is
already real. Using the identity ℑ (√x+ iy) = 4
(
2x+ 2
√
x2 + y2
)−1/2
, for all x, y ∈ R, we find
that the function F ◦ γ is real along the contour γ : s 7→ s+ iki(s). Note also that this contour is
orthogonal to the imaginary axis at ki(0) (see [98, Exercise 2, Chapter 8]).
Remark 5.4.8.
• The contour γ depends on x, but we do not write this dependence for clarity.
• By construction the saddlepoint defined in (4.2.21) satisfies iu∗(x) = γ(0).
• The map s 7→ ki(s) = ℑ(γ(s)) is even, i.e. γ is symmetric around the imaginary axis.
We now prove Theorem 5.1.1 in the two special cases x ∈ {−θ/2, θ¯/2}. In these cases, we need
a result similar to Proposition 5.4.6, since Lemma 5.4.4 still holds, i.e. we need the asymptotic
behaviour of the integral in (5.4.10) for the two special cases. The problem with these special cases
is that (ik−k2)−1 in the integrand in (5.4.10) has a pole at the saddlepoint, so we need to deform
the contour using Cauchy’s integral theorem and take the real part to remove the singularity, before
we can use a saddlepoint expansion.
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Figure 5.3: We plot the closed contour of integration in (5.4.12) for ε = 0.05, δ = 0.6, R = 1.
5.4.4 Proof of the call price expansion for the special cases
We here prove Theorem 5.1.1 in the case x = θ¯/2 for which u∗
(
θ¯/2
)
= 1, Λ∗
(
θ¯/2
)
= θ¯/2,
and for simplicity we also assume that κ <
(
σ − 2ρ2σ) /(2ρ) (the other cases follow similarly).
From (5.4.11), we see that in this case, γ lies below the horizontal contour γH : R → C such that
γH(s) := s + i (in the other case, γ lies above γH). We want to construct a new contour leaving
the pole outside. Let ε > 0 and γε : (−pi, pi] → C denote the clockwise oriented circular keyhole
contour parameterised as γε(θ) := i + ε e
iθ around the pole. To leave the pole outside the new
contour of integration, we need to follow γ on R−, switch to the keyhole contour as soon as we
touch it, follow it clockwise (above the pole), and get back to γ on R+. As γ is below γH , it
intersects γε on its lower half, which can be analytically represented as γ
−
ε : [−ε, ε]→ C such that
γ−ε (s) := i + s − i
√
ε2 − s2. From (5.4.11), the two contours intersect at s∗ = ±ε. Choose now
0 < ε < δ < R (Lemma 5.4.9 makes the choice of δ precise and ε must be such that 1 + 2ε < u+)
and define the following contours (they are all considered anticlockwise, see Figure 5.3)
• γδ,R : [−R,−δ] ∪ [δ,R]→ C given by γδ,R(u) = u+ iki(δ), with ki(δ) defined in (5.4.11);
• γε,δ is the restriction of γ to the union of the intervals [−δ,−ε] ∪ [ε, δ];
• γUε is the portion of the circular keyhole contour γε which lies above γ, i.e. the upper half
keyhole contour as well as the two sections of γε between γ and γH ;
• Γ±R,ε,δ are the two vertical strips joining ±R+ i(1 + 2ε) to ±R− iki(δ).
By Cauchy’s integral theorem, we now have(∫
γδ,R
+
∫
γε,δ
+
∫
γUε
+
∫
Γ±
R,ε,δ
−
∫
ζ1+2ε
)
φt(−k)
ik − k2 exp
(
ikθ¯t/2
)
dk = 0, (5.4.12)
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which we can rewrite as(∫
γ1+2ε
+
∫
ζ1+2ε
)
φt(−k)
ik − k2 e
ikθ¯t/2dk =
(∫
γδ,R
+
∫
Γ±
R,ε,δ
+
∫
γ1+2ε
+
∫
γUε
)
φt(−k)
ik − k2 e
ikθ¯t/2dk
+
∫
γε,δ
φt(−k)
ik − k2 exp
(
ikθ¯t/2
)
dk, (5.4.13)
where the curves ζ1+2ε and γ1+2ε are defined in (5.4.3) and (5.4.2). The integral on the left is
equal to the normalised call price 2piS−10 e
−θ¯t/2E
(
St − S0eθ¯t/2
)
+
by [71, Theorem 5.1], which is
independent of ε (this holds since 1 + 2ε < u+). For k close to i, we have
φt(−k)
ik − k2 exp
(
ikθ¯t/2
)
=
(
i
k − i +O (1)
)
exp
(−θ¯t/2) ,
so that ∫
γUε
φt(−k)
ik − k2 exp
(
ikθ¯t/2
)
dk = (pi +O (ε)) exp (−θ¯t/2) . (5.4.14)
Lemma 5.4.9 gives the behaviour of the last integral on the right-hand side of (5.4.13) as ε tends
to 0 for δ small enough.
The other integrals can be bounded as follows. By Lemma 5.4.4, the integral along γ1+2ε is
O
(
e−θ¯t/2
)
, for t > t∗(m), R > R(m), as ε tends to 0. The curves Γ±R,0,δ are both vertical strips of
length δ and therefore their images are compact sets. Applying the tail estimate of Lemma 5.4.4
along Γ±R,0,δ, we know that for any m > θ¯/2, there exist t(m) and R(m) such that∫
Γ±
R,0,δ
φt(−k)
ik − k2 exp
(
ikθ¯t/2
)
dk = O (e−mt) , for all t > t(m), |k| > R(m).
Lemma 5.4.3 implies that the function kr 7→ ℜ
(−i (kr + iki) θ¯/2− Λ(−i(kr + iki))) attains its
global minimum at zero for any fixed ki ∈ (u−, u+) and is strictly decreasing (resp. increasing)
for kr < 0 (resp. kr > 0). Therefore the function u 7→ ℜ
(−iγδ,R (u) θ¯/2− Λ(−iγδ,R(u))), for
u ∈ [−R,−δ] ∪ [δ,R], attains its minimum value g(δ) := ℜ ((ki(δ)− iδ) θ¯/2− Λ(ki(δ)− iδ)) at
the points u = ±δ, where ki(δ) is defined in (5.4.11). It can be checked directly that g(0) = θ¯/2,
g′(0) = 0 and g′′(0) > 0 and hence for every δ > 0 there exists ε0 > 0 such that the inequality
ℜ (−iγδ,R (u) θ¯/2− Λ(−iγδ,R (u))) > θ¯/2 + ε0, for all u ∈ [−R,−δ] ∪ [δ,R]
holds. Therefore Lemma 5.4.1 yields the following inequality∣∣∣∣∣
∫
γδ,R
φt(−k)
ik − k2 e
ikθ¯t/2dk
∣∣∣∣∣ ≤ e−(θ¯/2+ε0)t
∫
γδ,R
∣∣∣∣U(−ik)(1 + ε (k, t))ik − k2
∣∣∣∣ dk = O (exp (− (θ¯/2 + ε0) t)) .
We now prove the following lemma about the integral along γε,δ as ε tends to 0.
Lemma 5.4.9. For δ > 0 and sufficiently small we have
lim
εց0
∫
γε,δ
φt(−k)
ik − k2 exp
(
ikθ¯t/2
)
dk =
√
2pi
Λ′′(1)t
e−θ¯t/2
(
−1− 1
6
Λ′′′(1)
Λ′′(1)
+ U ′(1)
)
(1 +O (1/t)) ,
where U is given by (5.1.3) and Λ by (4.2.19).
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Proof. Recall that γ is the contour of steepest descent defined in Lemma 5.4.7 and that the curve
γε,δ is its restriction to the intervals [−δ,−ε]∪[ε, δ]. Since the function s 7→ ℜ
(
φt(−γ(s))γ′(s)
iγ(s)−γ(s)2 e
iγ(s)θ¯t/2
)
is even and the function s 7→ ℑ
(
φt(−γ(s))γ′(s)
iγ(s)−γ(s)2 e
iγ(s)θ¯t/2
)
is odd, we obtain∫
γε,δ
φt(−k)
ik − k2 e
ikθ¯/2tdk =
∫
[−δ,−ε]∪[ε,δ]
ℜ
(
φt (−γ(s)) γ′(s)
iγ(s)− γ(s)2 e
iγ(s)θ¯t/2
)
ds. (5.4.15)
From (5.4.11) we have
(
iγ(s)− γ(s)2)−1 = i/s−1+O (s), so ℜ((iγ(s)− γ(s)2)−1) = −1+O (s),
for s around 0, i.e. taking the real part removes the singularity at k = i. Lemma 5.4.1 implies∫ δ
−δ
ℜ
(
φt(−γ(s))γ′(s)
iγ(s)− γ(s)2 e
iγ(s)θ¯t/2
)
ds =
∫ δ
−δ
ℜ (q(s)) eiγ(s)θ¯t/2+Λ(−iγ(s))tds+O (e−mt) ,
for some m > 0 large enough, where we define the function q : R\{0} → C by
q(s) :=
U(−iγ(s))γ′(s)
iγ(s)− γ(s)2 , for all s ∈ R.
Then, from (5.4.11), we have the following expansion
q(s) =
(
i
s
−
(
Λ′′′(1)
6Λ′′(1)
+ 1
))
(1− iU ′(1)s) +O (s3) . (5.4.16)
We can therefore extend the function q to the map q : Bδ(0)\{0} → C for some δ > 0, where
Bδ(0) := {z ∈ C : |z| < δ} is an open disc of radius δ. Note that for s ∈ R, we have ℜ (q(s)) =
−1 − Λ′′′(1)/ (6Λ′′(1)) + U ′(1) +O (s) and hence the function ℜ(q) : [−δ, δ] → R does not have a
singularity at s = 0. Recall that if a function G : Bδ(0)\{0} → C has a Laurent series expansion
G(z) =
ia−1
z
+
∞∑
n=0
anz
n, for z ∈ Bδ(0) \ {0},
with a−1 ∈ R, then the function ℜ(G) : R ∩Bδ(0)→ R has an analytic continuation on the whole
disc Bδ(0). It follows from (5.4.16) that there exists a holomorphic function Q : Bδ(0) → C such
that Q(s) = ℜ(q(s)) for any s ∈ (−δ, δ). Thus by [81, Theorem 7.1, Chapter 4], we have∫ δ
−δ
ℜ (q(s)) eiγ(s)θ¯t/2+Λ(−iγ(s))tds =
∫ δ
−δ
Q(s)eiγ(s)θ¯t/2+Λ(−iγ(s))tds
=
√
2pi e−θ¯t
Λ′′(1)t
(
−1− 1
6
Λ′′′(1)
Λ′′(1)
+ U ′(1)
)
(1 +O (1/t)) .
Letting ε go to 0 in equation (5.4.13), applying Lemma 5.4.9 and the bounds developed above
for the other integrals in (5.4.13) concludes the proof of the theorem follows in the case x = θ¯/2.
The case x = −θ/2 is analogous.
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5.5 Additional proofs
5.5.1 Proof of Lemma 5.1.4
The proof is analogous to that of Theorem 5.1.1. The residue in Theorem 5.1.1 is equal to 1 (arising
from the 1{−θ/2<x<θ¯/2} term), and from (5.4.1), the integral part reads for R large enough
exp(xt)
2pi
ℜ
((∫
ζu∗(0)
+
∫
γu∗(0)
)
φt(−k)
ik − k2 e
ikxtdk
)
.
The behaviour of these integrals follows exactly the lines of the proof of Theorem 5.1.1.
5.5.2 Proof of Proposition 5.1.5
Consider a squared volatility of the form σˆ2t = Σ
2 + a1/t > 0. Then
CBS (xt, t, σˆt)
S0
= N
(
−x+ (Σ2 + a1/t) /2√
Σ2 + a1/t
√
t
)
− extN
(
−x− (Σ2 + a1/t) /2√
Σ2 + a1/t
√
t
)
, (5.5.1)
holds. Define z± :=
(−x± 12 (Σ2 + a1/t))√t/√Σ2 + a1/t and recall that (see [81])
N (−z) = exp
(−z2/2)
z
√
2pi
(
1 +O
(
1
z2
))
, as z tends to infinity. (5.5.2)
The case x > Σ2/2. Since Σ2/2 = lim
t→∞
σˆ2t /2, there exists t
∗ > 0 such that for all t > t∗,
x > σˆ2t /2 = (Σ + a1/t)
2/2. From (5.5.1), we have, using a Taylor expansion for z±,
CBS (xt, t, σˆt)
S0
=
e
1
8a1(4x
2/Σˆ4−1)
√
2pit
(
Σ
x− Σ2/2 −
Σ
x+Σ2/2
)
exp
(
−
(
x− Σ2/2)2 t
2Σ2
)(
1 +O
(
1
t
))
=
ABS(x,Σ, a1)√
2pit
exp
(
−
(
Λ∗BS(x,Σ)− x
)
t
)(
1 +O
(
1
t
))
.
The cases x < −Σ2/2 and −Σ2/2 < x < Σ2/2 follow likewise.
The case x = Σ2/2. From (5.5.1), we have
CBS
(
Σ2t/2, t, σˆt
)
S0
= N
(
a1/2√
Σ2t+ a1
)
− e
Σ2t/2
√
Σ2t+ a1
xt+ (Σ2t+ a1)/2
exp
(
− (xt+ (Σ
2t+ a1)/2)
2
2(Σ2t+ a1)
)(
1 +O
(
1
t
))
=
1
2
+
a1/2
Σ
√
2pit
− 1
Σ
√
2pit
(1 +O (1/t)) = 1
2
+
ABS
(
Σ2/2,Σ, a1
)
√
2pit
(
1 +O
(
1
t
))
.
The case x = −Σ2/2 is analogous.
Part III
The small-maturity behaviour
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Introduction
Large deviations theory provides a natural framework for approximating the exponentially small
probabilities associated with the behaviour of a diffusion process over a small time interval. In
the context of Mathematical Finance, large deviations theory arises in the computation of small-
maturity, out-of-the-money call or put option prices, or the probability of reaching a barrier or
default level in a small time period (see the recent overview by Pham [83]). In recent years
there has been an explosion of literature on small-time asymptotics for stochastic volatility models
([11], [12], [39], [42], [50], [56], [57], [61], [82]). All these articles characterise the behaviour of
the implied volatility for European options in the small-maturity limit, and they are essentially
applications and/or higher order corrections to the seminal work of Varadhan [102] and the Freidlin-
Wentzell theory of large deviations for stochastic differential equations [45].
Berestycki, Busca & Florent [12] proved that for a stochastic volatility model with coefficients
satisfying certain growth conditions, the implied volatility in the small-maturity limit can be
characterised in terms of the viscosity solution to an non-linear eikonal partial differential equation.
The solution to this eikonal equation is the length of the shortest geodesic from the initial value
of the diffusion to a given line under a metric characterised by the coefficients of the model.
Henry-Laborde`re [57] formally computed a small-time expansion for the local volatility and the
implied volatility for a general stochastic volatility model, using an expansion of the heat kernel
on a Riemannian manifold. In the same spirit Paulot [82] developed a Taylor expansion for the
implied volatility at all strikes when the maturity is small and gave a precise example for the SABR
model. More recently, Gatheral et al. [50] looked at small-time asymptotics for one-dimensional
local volatility models and, conditioning with a bridge process, derived a small-time expansion for
the transition density of the process and for the corresponding implied volatility.
In this part of the thesis we prove some new results in this direction. In Chapter 6 we first
digress slightly from our affine stochastic volatility framework to adopt a geometric approach for
an uncorrelated local-stochastic volatility model. The reason why we outline these results is that
they bridge the gap between the geometric approach developed in [82], [50] and [57], the PDE
approach of [12] and sample path large deviations theory. This is clearly a very first step towards
the full picture and future research will have to be carried out to extend the scope of these results.
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Chapter 7 concentrates on the extended Heston model (with a 6= 0) and derives a small-time
large deviations principle, from which we are able to precisely deduce the behaviour of the implied
volatility for small maturities. Chapter 8 parallels Chapter 5 in Part II and refines the small-
time asymptotics of the implied volatility smile in the Heston model using complex saddlepoint
methods. Finally in Chapter 8.5.3 we explain the difficulties that arise as soon as the models is
allowed to jump and we point out recent preliminary results in this direction. This is an area of
active research and we shall simply aim at giving an overview of the different possible directions
to be followed in the future.
Chapter 6
The geometric approach
In this chapter we momentarily forget about affine stochastic volatility models to cast a glance
at a different approach which does not require the knowledge of the Laplace transform. This is
essentially the approach followed in [12] and [57]. We first concentrate on an uncorrelated stochas-
tic volatility model generating symmetric smiles, and we then add a local volatility component in
order to take into account the asymmetry observed on the markets. This approach will shed some
light on the connection between the large deviations approach of Chapter 7 and the results in [12].
Henry-Laborde`re [58] has developed a similar approach where he considers a general stochastic
volatility model for which he computes a heat kernel expansion for the probability density of the
share price process. This knowledge enables him first to compute the corresponding expansion
for the local volatility, from which he deduces a small-time asymptotic expression for the implied
volatility. Our approach here is more direct since we do not need these different steps and we
directly compute the limiting implied volatility as the maturity of the option tends to zero, via
the limiting probability distribution of the process. The drawback of our approach is that we need
to impose some conditions on the coefficients of the stochastic volatility models under consideration.
We consider a share price process (St)t≥0 and we assume that its logarithm (Xt)t≥0 satisfies
the following system of stochastic differential equations:
dXt = − 12f(Vt)2dt+ f (Vt) dWt, X0 = x0 ∈ R,
dVt = µ (Vt) dt+ α (Vt) dZt, V0 = v0 ∈ R,
(6.0.1)
where (Wt)t≥0 and (Zt)t≥0 are two independent Brownian motions. In order to streamline the
presentation of this chapter we will assume that the share price is normalised so that x0 = 0. We
also make the following assumptions on the coefficients of the SDEs:
Assumption 6.0.1. The function µ is bounded and uniformly Lipschitz continuous, and there
exists a strictly positive constant mf such that the inequalities 0 < m
−1
f ≤ f(y) ∧ α(y) ≤ f(y) ∨
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α(y) ≤ mf < ∞ hold for all y ∈ R. Assume further that the functions α and f are strictly
increasing C∞ (R) diffeomorphisms, and converge to some finite values f±∞ and α±∞ as y tends
to (plus or minus) infinity. Finally, assume that there exists yc ∈ R such that α and f are both
strictly concave on [yc,∞), strictly convex outside and that their derivatives are bounded. We also
impose that the function u 7→ u−1α(f−1(u)) is non-increasing.
This model is similar to the one used in [44] where the instantaneous volatility process is
bounded away from zero. Let us now define the Riemannian manifold M = R2 equipped with the
metric g whose coefficients are given by g11 = f(y)
−2, g12 = g21 = 0 and g22 = α(y)−2. We shall
define the function d on this manifold as the distance under g from the point (0, v0) to the vertical
line lx of constant abscissa x, and we shall use the notation d (x) whenever there is no doubt on
the starting point (0, v0). The conditions in the theorem ensure that ±∞ are natural boundaries
for the process (Vt)t≥0. The existence and uniqueness of a strong solution for the process V is
standard, and the process X is a stochastic integral of V , hence is well defined. The function f
is bounded, so that exp (Xt) is a martingale by the Novikov criterion. Note that the condition
on the function u 7→ u−1α(f−1(u)) is trivially satisfied if α(y) = ξf(y) for some ξ > 0, or if α is
just a positive constant. Finally note that for a general stochastic volatility model with non-zero
correlation where d 〈Wt,Xt〉 = ρdt, Lewis [74] has noted that the shortest geodesic γ∗ comes
perpendicular to the line lx1 under the metric g associated with the correlated model.
We represent a curve γ in the plane parameterised by time by γ(t) := (x(t), y(t)), where x and
y are two functions of time representing the abscissa and the ordinate of the curve. For such a
curve we shall use the notation γ˙(t) = (x˙(t), y˙(t)) in place of dγ/dt. In the following the notation
x might stand for either a real number or a curve. The context should make it clear which one it
is which should avoid any possible confusion. The following theorem characterises the small-time
transition probabilities of the process (Xt)t≥0 under Assumption 6.0.1 in terms of the distance
function d. We shall state and prove some corollaries of this theorem before actually proving it in
order to highlight its role in determining the asymptotic behaviour of the implied volatility.
Theorem 6.0.2. Under Assumption 6.0.1 the distribution of the process X satisfies
− lim
t→0
t logP (Xt > x) =
1
2
d (x)
2
, for all x 6= 0. (6.0.2)
If in addition v0 > yc then there is a unique geodesic γ
∗ from the point (0, v0) to the line lx, such
that γ∗ is perpendicular to the vertical axis at the point (x, y∗(x)) where it intersects with the line
lx. In this case we can calculate the distance d (x) explicitly as
d (x) = f (y∗(x))
∫ y∗(x)
v0
(
f (y∗(x))2 − f(y)2
)−1/2 dy
α(y)
, (6.0.3)
where the real number y∗(x) is defined implicitly by the relation
x =
∫ y∗(x)
v0
(
f (y∗(x))2 − f(y)2
)−1/2 f(y)2dy
α(y)
. (6.0.4)
91
A useful corollary of this result are the following small-time limits for European option prices.
The proof is analogous to the proof of Corollary 7.1.3 further below and we therefore omit it here.
Corollary 6.0.3. For the uncorrelated stochastic volatility model (6.0.1), the following limits hold
− lim
t→0
t logE
(
eXt − ex)
+
=
1
2
d (x)
2
, if x > 0,
− lim
t→0
t logE
(
ex − eXt)
+
=
1
2
d (x)
2
, if x < 0,
and for all x ∈ R∗,
lim
t→0
t log
(
E
(
eXt − ex)
+
− (1− ex)+
)
= lim
t→0
t log
(
E
(
ex − eXt)
+
− (ex − 1)+
)
=
1
2
d (x)
2
.
Remark 6.0.4. Note that d(0) = 0, so these estimates are very crude for at-the-money options.
The following corollary computes the asymptotic behaviour of the implied volatility, the proof
of which follows from Corollary 6.0.3 and is analogous to that of Theorem 7.1.4 below.
Corollary 6.0.5. As the maturity t tends to zero, we have lim
t→0
σt(x) = |x|/d (x) for all x 6= 0.
Proof. of Theorem 6.0.2. We divide the proof of the theorem into a series of steps.
Part 1: Freidlin-Wentzell theory for the uncorrelated stochastic volatility model.
Let ε > 0 and (Xεt , V
ε
t )t≥0 be the unique strong solution of the stochastic differential equations
dXεt = − 12εf(V εt )2dt+
√
εf (V εt ) dWt, X
ε
0 = 0,
dV εt = εµ (V
ε
t ) dt+
√
εα (V εt ) dZt, V
ε
0 = v0.
Then the two processes (Xεt )t≥0 and (V
ε
t )t≥0 have the same drift and diffusion coefficient terms as
(Xεt)t≥0 and (Vεt)t≥0 respectively so they have the same law. Let C
(
[0, 1],R2
)
denote the space
of continuous curves from [0, 1] to R2. It is well known [102, Theorem 6.3] that the joint process
(Xε, V ε) satisfies a large deviations principle as ε tends to zero with lower semicontinuous rate
function I : R× R+ characterised by
I(γ) =
1
2
∫ 1
0
(
f(y(t))−2x˙(t)2 + α(y(t))−2y˙(t)2
)
dt.
By Theorem 1.1.4 we know that Xε1 (and hence Xε) satisfy a small-time LDP with the lower
semicontinuous rate function ι : R → R+ ∪ {+∞} defined by
ι(x1) := inf
{
I (x, y) : (x, y) ∈ C ([0, 1],R2) : x(0) = 0, y(0) = v0, x(1) = x1}.
By the definition of the large deviations principle, it follows that
− inf
x>x1
ι(x1) ≤ lim inf
ε→0
ε logP (Xε ≤ x1) ≤ lim sup
ε→0
ε logP (Xε ≥ x1) ≤ − inf
x≥x1
ι(x1).
We now prove the continuity of the function ι.
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Part 2: Converting from a large deviations problem to a differential geometry
problem: the distance from a point to a geodesic. The function ι defined above is obtained
as the solution to a variable endpoint calculus of variations problem, which is equivalent to the
differential geometry problem of finding the infimum of the energy functional I(γ) over all piecewise
differentiable curves γ = (x(t), y(t))t∈[0,1] joining the point (0, v0) to the line lx1 on the manifold
M , furnished with the Riemannian metric g whose coefficients are given by
g11 = f(y)
−2, g12 = g21 = 0, and g22 = α(y)−2. (6.0.5)
Without loss of generality we assume that x1 > 0 since g is independent of the x-component of the
curve, so that the shortest geodesic to the line l−x1 is just the reflection of the shortest geodesic to
lx1 about the vertical axis. By the Hopf-Rinow theorem [29, Theorem 2.8, Chapter 7] a Riemannian
manifold is complete as a metric space if and only if it is geodesically complete, which holds if and
only if for any two points p and q in M , there exists a geodesic γ joining p and q. The manifold R2
is complete so that using the bounds on the function f , we can easily compare Cauchy sequences
on M to R2, and verify that M is complete as a metric space. Therefore [29, Lemma 2.3, Chapter
9] implies that I(γ) = l(γ)2/2, where l(γ) denotes the length of γ under the metric g, and γ is the
continuous distance-minimising curve from p to q for both the distance and the energy functional.
Part 3: Integrating the geodesic equations. The non-zero Christoffel symbols (defined in
Part I, Section 1.3) for the metric g are given by
Γ211 = α(y)
2f ′(y)/f(y)3, Γ121 = Γ
1
12 = −f ′(y)/f(y), Γ222 = −α′(y)/α(y).
Thus the Euler-Lagrange equations (1.3.1) read (we drop the t-dependence for clarity)
x¨− 2f(y)−1f ′ (y) x˙y˙ = 0, (6.0.6)
y¨ + α(y)2f(y)−3f ′(y)x˙2 − α(y)−1α′(y)y˙2 = 0. (6.0.7)
Assume that y is constant in time then x˙ = 0, i.e. the function x is constant as well and hence we
cannot have horizontal geodesics. We can divide (6.0.6) by f(y)2 and integrate to obtain
f(y)−2x˙ =M, (6.0.8)
where M is the x-component of momentum under g, which is conserved along geodesics i.e. is
constant. Here we only need to consider geodesics for which x˙ > 0 so that we can assume M > 0.
Since 0 < x˙ < ∞ the derivative y˙ is null if and only if the ratio dy/dx is null as well. If y˙ is not
null we can multiply (6.0.7) by y˙ and divide by α(y)2 to obtain
α(y)−2y¨y˙ + x˙2f(y)−3f ′(y)y˙ − α′(y)α(y)−3y˙3 = α(y)−2y¨y˙ +M2f ′(y)f(y)y˙ − α′(y)α(y)−3y˙3
=
1
2
d
dt
(
α(y)−2y˙2 +M2f(y)2
)
= 0.
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Therefore there exists a real constant E such that M2f(y)2 + α(y)−2y˙2 = E or equivalently
y˙2 = α(y)2M2
(
c− f(y)2) , (6.0.9)
where we define the constant c := E/M2. We can clearly assume that c is chosen such that
f(v0)
2 < c < f2∞, so that y˙ > 0 at t = 0.
1 Then y˙ = 0 at the point y := f−1 (
√
c) > v0 and the
derivative y˙ is strictly positive for all y < y. We can integrate this ODE directly to obtain
t(y) =
1
M
∫ y
v0
du
α(y)
√
c− f(u)2 . (6.0.10)
The function t is henceforth invertible on (v0, y) and the length of the geodesic γ is then given by
l (γ) :=
∫ t(y)
0
∣∣∣∣dγdt
∣∣∣∣ dt = √c∫ y
v0
du
α(u)
√
c− f(u)2 .
For all y > y we take the other root when solving the ODE (6.0.9), and the solution is given by
t(y) =
1
M
∫ f−1(√c)
v0
dy
α(y)
√
c− f(y)2 +
1
M
∫ f−1(√c)
y
dy
α(y)
√
c− f(y)2 .
The spurious solution given by the horizontal line x(t) = M2f (y)
2
t and y(t) = y also satis-
fies (6.0.8) and (6.0.9), but fails to satisfy the original geodesic equations (6.0.6) and (6.0.7), and
thus is not a true geodesic. This is an artefact of multiplying by y˙ when we integrated the geodesic
equations. For given M and E, there is a unique solution to (6.0.9) which is a valid geodesic.
[29, Lemma 2.3, Chapter 9] tells us that any distance-minimising piecewise differentiable curve is
necessarily a geodesic. Since we have established existence and uniqueness for the geodesics, we
see that the inverse of the solution t(y) in (6.0.10) is the y-component of a geodesic. Using (6.0.9),
we can compute the x-component x(t) by integrating (6.0.8) explicitly to obtain
x(t) =M
∫ t
0
f(y(s))2ds =
∫ y(t)
v0
f(y)2dy
α(y)
√
c− f(y)2 , for all t ≤ t (y¯) . (6.0.11)
From (6.0.11), we see that if the condition
0 < x1 <
∫ y1
v0
f(y)2dy
α(y)
√
f(y1)2 − f(y)2
is satisfied for some x1 and y1 > v0, then there is a unique c > f(y1)
2 such that the equality
x1 =
∫ y1
v0
f(y)2dy
α(y)
√
c− f(y)2 ,
holds, since x1 is a continuous, strictly monotonically decreasing function of c. This means that
we can find a unique geodesic joining (0, v0) to (x1, y1).
1For this variable endpoint problem we can restrict our attention to geodesics satisfying y˙(0) > 0 since any
geodesic starting from (0, v0) with y˙(0) < 0 which passes through the line lx1 will be longer than the segment of the
horizontal line {y = v0} between x = 0 and x = x1 because the functions g11 : y 7→ f(y)−2, and g22 : y 7→ α(y)−2
are both strictly decreasing.
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We now return to the variable endpoint problem of finding a geodesic from the point p = (0, v0)
to the vertical line lx1 with x1 > 0. Using the bounds on the functions f and α, we see that the
distance from (0, v0) to (x1, y1) tends to infinity as y1 tends to infinity, so that any geodesic γ
∗
for the variable endpoint problem must be finite at x1. Let ε > 0 and consider now a (proper)
variation (see Definition 1.3.9) fγs (t) : [0, 1] → M for s ∈ (−ε, ε) of a geodesic γ which starts at
(0, v0) and also passes through the line lx1 which satisfies f(s, 0) = (0, v0) and f(s, 1) = (x1, y1)
for all s ∈ (−ε, ε). We know that a geodesic γ satisfies the Euler-Lagrange equations above. It also
has to satisfy the equality ddsI (f
γ
s )
∣∣
s=0
= 0, where I is the energy functional and fγs is a proper
variation of γ. The first variation of the energy has a well-known closed-form expression involving
an integral term—null by the Euler-Lagrange equations—and boundary terms (the transversality
condition). Since the initial point and the abscissa of the terminal one are fixed, we can write this
transversality condition y˙ (1) = 0. We refer the interested reader to [29, Proposition 2.4] for more
details on this step. From (6.0.9) if we define c = c∗ := f(y1)2, then the equality y˙(1) = 0 holds.
Equation (6.0.11) shows that this turning point occurs at the value
x∗ (c∗) =
∫ f−1(√c∗)
v0
f (y)
2
dy
α(y)
√
c∗ − f (y)2
. (6.0.12)
Let z := c∗−f(y)2, then dz/dy = −2f(y)f ′(y) = −2√c∗ − zf ′ (f−1 (√c∗ − z)), and (6.0.12) reads
x∗ (c∗) =
1
2
∫ c∗−f(v0)2
0
z−1/2
√
c∗ − z
α
(
f−1
(√
c∗ − z)) dzf ′(f−1(√c∗ − z))
By the growth condition on the function α ◦ f−1 and the fact that the function f ′ is strictly
decreasing on the interval (yc,∞), we see that the integrand is non-decreasing in c∗, and
dx∗/dc∗ > 0. (6.0.13)
Moreover, from (6.0.12) the function x∗ maps the interval
(
f(v0)
2, f2∞
)
into R∗+. Thus the function
x∗ is differentiable and strictly increasing, with x∗
(
f(v0)
2
)
= 0 and x∗(c∗) diverges to infinity as
c∗ tends to f2∞, so we can not have two distinct geodesics corresponding to two different values of
c∗ which both start at (0, v0) and are both perpendicular to the y-axis when they cross the vertical
line lx1 . Note that (6.0.13) implies the inequality
dy (1)
dx∗
=
(
dx∗
dc∗
dc∗
dy(1)
)−1
=
(
2
dx∗
dc∗
f (y (1)) f ′ (y (1))
)−1
> 0,
and hence for any x1 > 0 there is a unique geodesic from (0, v0) to the line lx1 which is perpendicular
to the y-axis at lx1 , and this is the shortest geodesic to this vertical line. Let yx1(1) denote the
y-value where this geodesic intercepts lx1 . As mentioned above we hence obtain the following two
95
equations
d (x1) = f (yx1(1))
∫ yx1 (1)
v0
dy
α(y)
√
f (yx1(1))
2 − f (y)2
, (6.0.14)
x1 =
∫ yx1 (1)
v0
f (y)
2
dy
α (y)
√
f (yx1(1))
2 − f (y)2
(6.0.15)
which help us calculate the length of the shortest geodesic. We first solve for the unique yx1(1)
associated with x1 in (6.0.15), and then substitute this into (6.0.14) to compute the distance.
Clearly the function d is increasing. Since the distance function d is continuous (see [29, Corollary
2.7, Chapter 7]), the theorem follows.
In [12], Berestycki et al. showed that for a general stochastic volatility model subject to certain
growth conditions, the function d is a classical solution to the eikonal equation
f(y)2d2x + α(y)
2d2y = 1, for all x > 0. (6.0.16)
In our framework we could in principle give an explicit representation for dx and dy using a similar
analysis as in the proof of Theorem 6.0.2, i.e. writing and expression for the first variation of the
energy in terms of the distance function d and then use the fact that the curve γ is a geodesic to
establish some transversality conditions. We do not carry out the whole analysis here and refer
the reader to [12] for a complete proof of this property.
We now move on to a generalisation of the previous model, and we consider the following
local-stochastic volatility model for a logarithmic price process (Xt)t≥0:
dXt = − 12σ (Xt)2 f (Vt)2 dt+ σ(Xt)f (Vt) dWt,
dVt = µ (Vt) dt+ α (Vt) dZt,
(6.0.17)
with X0 = 0 ∈ R, V0 = v0 > yc > 0, the functions f , µ and α satisfy Assumption 6.0.1 and W
and Z are two independent Brownian motions. We further assume that the function σ : R → R+
is uniformly Lipschitz continuous such that for any x ∈ R, the inequalities 0 < σmin < σ(x) <
σmax < ∞ hold. Using the triangle inequality and the Lipschitz property of the functions σ, f
and α, we can prove that the drift and the diffusion satisfy the global Lipschitz and linear growth
conditions as required in [67, Theorem 2.9, Chapter 5], so that a unique strong solution to the
SDEs (6.0.17) exists. The model in (6.0.1) was an uncorrelated stochastic volatility and it is well
known (see [84] for instance) that such a model only produces symmetric smiles, which is not
consistent with equity market data. The uncorrelated local stochastic volatility model in (6.0.17)
can internalise non-symmetric implied volatility smiles as proved in [18]. Let us now define the
function dloc : (0,∞)→ R+ as
dloc(x) := d
(∣∣∣∣∫ x
0
σ(u)−1du
∣∣∣∣) , for all x 6= 0, (6.0.18)
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where the function d is given in (6.0.3). The following theorem characterises the small-time be-
haviour of the implied volatility for the model (6.0.17).
Theorem 6.0.6. The implied volatility has the following behaviour as the maturity t tends to zero:
σ0 (x) := lim
t→0
σt(x) = |x|/dloc(x), for all x 6= 0, (6.0.19)
where the function dloc is defined in (6.0.18).
Remark 6.0.7. As in (6.0.16) we can show that the function dloc defined in (6.0.18) satisfies the
eikonal equation
σ(x)2f(y)2
(
dlocx
)2
+ α(y)2
(
dlocy
)2
= 1.
Proof. The Riemannian metric induced by the diffusion coefficient of (6.0.17)is given by gloc, with
gloc11 = σ(x)
−2f(y)−2, gloc12 = 0 and g
loc
22 = α(y)
−2. Let dloc(x) denote the distance from the point
(0, v0) to the line lx under this metric. Consider the diffeomorphism Ψ : R
2 → R2, such that
Ψ(x, y) =
(
q−1(x), y
)
, where q(x) :=
∣∣∫ x
0
σ(u)−1du
∣∣ for any x > 0. Then Ψ induces a Riemannian
structure g on R2, with
g(u, v)p = g
loc (dΨ(u),dΨ(v))Ψ(p) = f(y)
−2u1v1 + α(y)−2u2v2,
where u = (u1, u2) and v = (v1, v2), at a point p ∈ R2, so we see that g is the same metric as
in (6.0.5), and the mapping Ψ is an isometry (see [29, Example 2.5, page 39]). Thus there is a
unique geodesic joining the point (0, v0) and the line lx under the metric g
loc, whose length dloc(x)
is equal to d (q(x)), where d is the distance function in (6.0.2), and the function dloc is continuous.
Moreover the Freidlin-Wentzell theorem and the contraction principle imply that the limit
− lim
t→0
t logP (Xt > x) = d
loc (x)
2
/2 = d (q(x))
2
/2
holds for all x 6= 0, and the result follows using a similar argument to the one for Corollary 6.0.5.
Remark 6.0.8. We can write (6.0.18) and (6.0.19) as q(x) = d−1 (x/σ0(x)) and σ(x) = q′(x)−1 to
back out a function σ that makes the model consistent with the observed behaviour of the implied
volatility smile in the small-maturity limit as long as the function σ that we extract satisfies all
the assumptions of Theorem 6.0.6. This has also been noted by Henry-Laborde`re [57].
The above formulae are interesting from a theoretical point of view but might not be very easy
to use in practice. Tedious but straightforward Taylor series expansions can be performed in order
to obtain closed-form approximations for the at-the-money implied volatility in the model defined
above. This is the purpose of the following corollary which we state without proof.
Corollary 6.0.9. For the local-stochastic volatility model defined by (6.0.17) and under the same
assumptions as in Theorem 6.0.6, the asymptotic implied volatility σ0 defined in (6.0.19) has the
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following expansion around the at-the-money
σ0(x) = σ(0)f(v0) +
1
2σ
′(0)f (v0)x
+
1
6
(
σ′′(0) +
f ′ (v0)
2
α (v0)
2
f (v0)
4
σ(0)
− 1
2
σ′(0)2
σ(0)
)
f (v0)x
2 +O (x3) . (6.0.20)
We can match the observed level, slope and convexity of the implied volatility in the small-
maturity limit by an appropriate choice of σ(0), σ′(0) and σ′′(0), for any functions f and α satisfying
all the conditions required for the theorem to hold. When the function f is identically equal to one
we recover the pure local volatility case and the formula σ′0(0) = σ
′(0)/2, which is proved in [33].
For the pure uncorrelated stochastic volatility case σ(x) = 1 for all x, Equation (6.0.20) reduces to
σ0(x) = f(v0) +
1
6
f ′ (v0)
2
α (v0)
2
f (v0)
3 x
2 +O (x4) ,
and the function σ0 is symmetric in the log-moneyness x.
 
 
Figure 6.1: This figure is a graphical help to the proof of Theorem 6.0.2. The dotted vertical line
represents lx1 and the optimal curve (dashed) in the (x, y) plane comes in perpendicular to lx1 .
Chapter 7
The large deviations approach
In this chapter we first derive a small-time large deviations principle in order to study the limit of
the implied volatility as the maturity tends to zero. We first state the a model-free result, which
expresses call options and the implied volatility asymptotics under a large deviations assumption.
We then prove that the Heston process (Xt)t≥0 satisfying the system of SDEs (3.2.1) as well as the
Black-Scholes model both satisfy such a LDP which enables us to compute small-time asymptotics
of call prices, and deduce the asymptotic behaviour of the implied volatility.
7.1 Small-time LDP for the implied volatility
Let (Ω,F ,P) be a probability space with a filtration (Ft)t≥0. We consider a share price process
(St)t≥0 assumed to be a true martingale with respect to the filtration F , and we denote Xt :=
log (St) its logarithmic for all t ≥ 0. Define its limiting logarithmic Laplace transform Λ as
Λ (p) := lim
t→0
t logE
(
ep(Xt−x0)/t
)
,
for all p ∈ R such that the limit exists as an extended real number. We also define the corresponding
Fenchel-Legendre transform by
Λ∗ (x) := sup
p∈DΛ
{px− Λ (p)} , for all x ∈ R, (7.1.1)
where again DΛ := {p ∈ R : Λ (p) <∞} denotes the effective domain of the function Λ. In this
section we assume that the random process (Xt −X0)t≥0 satisfies a large deviations principle with
good rate function Λ∗. Furthermore the function Λ∗ has a unique minimum attained at zero. We
here use the same notations Λ and Λ∗ as in the large-time analysis of Part II. Since we will not
use these results to study the small-time asymptotics, we hope this will not lead to any confusion.
Let us first state and prove the following lemma which will be needed in the course of this section.
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Lemma 7.1.1. Assume that X0 = 0 and let p1 and p2 be two real numbers such that |p1| < |p2| and
sgn(p1) = sgn(p2). Then there exists t
∗ such that the inequality E
(
exp
(
p1Xt
t
))
≤ E
(
exp
(
p2Xt
t
))
holds for all 0 ≤ t < t∗.
Proof. We first consider 0 < p1 < p2 < ∞. For t small enough the monotonicity of the Lp
norm implies the inequality E
(
ep1Xt/t
)
< E
(
ep2Xt/t
)p1/p2
. For t sufficiently small the inequality
p2/t > 1 holds, so that Jensen’s inequality implies that E
(
ep2Xt/t
) ≥ E (eXt)p2/t = 1 holds, and
hence E
(
ep2Xt/t
)p1/p2 ≤ E (ep2Xt/t). A similar argument holds in the case p2 < p1 < 0 using the
fact the process
(
e−Xt
)
t≥0 is a submartingale, and the lemma follows.
The following corollary is an immediate consequence of the fact that the process (Xt −X0)t≥0
satisfies a large deviations principle with good rate function Λ∗.
Corollary 7.1.2. The following limits hold as t tend to zero.
− lim
t→0
t logP(Xt − x0 > x) = − lim
t→0
t logP(Xt − x0 ≥ x) = inf
y≥x
Λ∗(y) = Λ∗(x), for all x ≥ 0,
− lim
t→0
t logP(Xt − x0 < x) = − lim
t→0
t logP(Xt − x0 ≤ x) = inf
y≤x
Λ∗(y) = Λ∗(x), for all x ≤ 0.
We can now translate these tail probabilities into out-of-the-money call and put options for
small maturities. As before we consider European call and put options maturing at time t, and
x := log(K/S0) denote the log-moneyness.
Corollary 7.1.3. The following small-time behaviours hold for out-of-the-money options:
− lim
t→0
t logE
(
eXt − S0ex
)
+
= Λ∗(x), for all x ≥ 0,
− lim
t→0
t logE
(
S0e
x − eXt)
+
= Λ∗(x), for all x ≤ 0,
and the following limits hold for all real number x:
lim
t→0
t log
(
E
(
eXt − S0ex
)
+
− (S0 − S0ex)+
)
= lim
t→0
t log
(
E
(
S0e
x − eXt)
+
− (S0ex − S0)+
)
= Λ∗(x).
Proof. We only prove the small-time behaviour of out-of-the-money call options as the small-time
behaviour for put options follow the exact same lines. Furthermore it is clear that the last part
of the corollary follows immediately from the put-call parity and the first two statements, so that
we do not add any detail on this. For clarity we can assume S0 = 1 since this does not entail
any loss of generality. We first deal with the lower bound. We see that for any δ > 0, we have
E
(
eXt − ex)
+
≥ δ P (eXt > ex + δ), and Corollary 7.1.2 implies
lim inf
t→0
t logE
(
eXt − ex)
+
≥ lim inf
t→0
(
t log (δ) + t logP
(
eXt > ex + δ
) ) ≥ −Λ∗ (log (ex + δ)) .
Let now δ tend to zero. The continuity of the function Λ∗ implies the desired lower bound. For
the upper bound, Ho¨lder’s inequality implies that for any p, q > 1 satisfying p−1 + q−1 = 1,
E
(
eXt − ex)
+
= E
((
eXt − ex)
+
1{Xt≥x}
)
≤
(
E
((
eXt − ex)
+
)p)1/p
E
(
1q{Xt≥x}
)1/q
=
(
E
((
eXt − ex)
+
)p)1/p
P
(
eXt ≥ ex)1/q ≤ E (epXt)1/p P (eXt ≥ ex)1−1/p .
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Taking logarithms and multiplying by t we obtain
t logE
(
eXt − ex)
+
≤ p−1t logE (epXt)+ t (1− 1/p) logP (Xt ≥ x) . (7.1.2)
We now claim that the function t 7→ t logE (epXt) converges to zero as t tends to zero. Indeed,
consider δ > 0. For t sufficiently small, we have δ/t > p and hence
lim sup
t→0
t logE
(
epXt
) ≤ lim sup
t→0
t logE
(
eδXt/t
)
= Λ(δ),
by Lemma 7.1.1, and
lim inf
t→0
t logE
(
epXt
) ≥ lim inf
t→0
t log
(
E
(
eXt
))p
= 0 = Λ(0),
by Jensen’s inequality. Since the function Λ is continuous the claim follows. If we then take the
limit as p tends to infinity on both sides of (7.1.2), then Corollary 7.1.2 implies the upper bound
lim supt→0 t logE
(
eXt − ex)
+
≤ −Λ∗ (x).
Using these results for the short-time behaviour of call options, we can now translate them into
implied volatility asymptotics.
Theorem 7.1.4. As the maturity t tends to zero, we have
σ0(x) := lim
t→0
σt(x) =
|x|√
2Λ∗(x)
, for all x 6= 0.
Proof. We first assume that x > 0. We first establish the lower bound for σt(x). Using the
classical notation for the Black-Scholes formula, we set d±(x) :=
(−x± 12σ2t (x)t) / (σt(x)√t). By
Corollary 7.1.3 and the definition of the implied volatility, we know that for all δ, C > 0, there
exists t∗l (δ) > 0 such that for all t < t
∗
l (δ) we have
exp
(
− (Λ∗(x) + δ)/t
)
≤ E (eXt − S0ex)+ = S0N (d+(x))− S0exN (d−(x))
≤ S0 (1−N (−d+(x))) ≤ |d+|−1S0 n (d+(x)) ≤ CS0 n (d+(x)) .
The last two lines follow from Lemma 2.0.10 and the fact that the total implied variance σ2t (x)t
converges to zero as t tends to zero. We now take the logarithm on both sides, multiply by t, and
hence there exists some 0 < t∗∗l (δ) ≤ t∗l (δ) such that
− (Λ∗(x) + δ) ≤ t log(S0C)− t
2
log(2pi)− 1
2σ2t (x)
(
x− 1
2
σ2t (x)t
)2
≤ − x
2
2σ2t (x)
+ δ
for all t < t∗∗l (δ), and the lower bound follows. For the upper bound consider δ > 0, then
Corollary 7.1.3 implies that there exists t∗u(δ) > 0 such that for all t < t
∗
u(δ) we have
exp
(
− t−1 (Λ∗(x)− δ)
)
≥ E (eXt − S0ex)+ = S0N (d+(x))− S0exN (d−(x))
= S0 (1−N (−d+(x)))− S0ex (1−N (−d−(x))) .
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Set dδ(x) := −
(
x+ δ + 12σ
2
t (x)t
)
/(σt(x)
√
t). Similar to Corollary 7.1.3, we can now use the fact
that one call option with strike S0e
x is worth more than S0e
x
(
eδ − 1) digital call options of strike
S0e
x+δ, and invoke the lower bound on the Normal distribution in Lemma 2.0.10 and the fact that
σ2t (x)t converges to zero as t tends to zero to see that
exp
(
− t−1 (Λ∗(x)− δ)
)
≥ S0ex(eδ − 1)
(
1−N (−dδ(x))
)
≥ S0ex
(
eδ − 1)n (dδ(x)) (|dδ(x)|−1 + |dδ(x)|)−1
≥ S0ex
(
eδ − 1)n (dδ(x)) σt(x)√t
x+ δ
(1− δ)
≥ S0ex
(
eδ − 1)n (dδ(x)) (1− δ) exp(−δ x+ δ
σt(x)
√
t
)
.
We can further find t∗∗u (δ) ≤ t∗u(δ) such that for all t < t∗∗u (δ) we have
−(Λ∗(x)− δ) ≥ t log (S0ex) + t log
(
eδ − 1)− t log (2pi)
2
− (x+ δ +
1
2σ
2
t (x)t)
2
2σ2t (x)
−√tδ (x+ δ)
σt(x)
+ t log(1− δ)
≥ − (x+ δ)
2
2σ2t (x)
− δ.
Combining these two bounds, for any δ > 0, we can define t∗∗(δ) := t∗∗l (δ) ∧ t∗∗u (δ) such that
for all t < t∗∗(δ), the theorem follows for x > 0. We proceed similarly for x < 0, and hence
for all non zero x and all δ > 0, there exists t˜ (δ) such that for all 0 ≤ t ≤ t˜ (δ) the inequality∣∣∣σt(x)− |x|/√2Λ∗(x)∣∣∣ < δ holds and the theorem follows.
7.2 Small-time LDP for the extended Heston model
We now return to the generalised Heston model where the process (Xt)t≥0 follows the SDE (3.2.1).
Let us define the two real numbers p− and p+ by
p− :=
2
σρ¯
arctan
(
ρ¯
ρ
)
1{ρ<0} − pi
σ
1{ρ=0} +
2
σρ¯
(
arctan
(
ρ¯
ρ
)
− pi
)
1{ρ>0},
(7.2.1)
p+ :=
2
σρ¯
(
arctan
(
ρ¯
ρ
)
+ pi
)
1{ρ<0} +
pi
σ
1{ρ=0} +
2
σρ¯
arctan
(
ρ¯
ρ
)
1{ρ>0}.
The following proposition provides an explicit representation for the limiting logarithmic Laplace
transform Λ defined in (7.1.1) as well as the properties of its Fenchel-Legendre transform Λ∗.
Proposition 7.2.1. The function Λ is well defined on (p−, p+) and
Λ(p) =
vp
σ (ρ¯ cot (σpρ¯/2)− ρ) +
a
2
p2, for all p ∈ (p−, p+) , (7.2.2)
and is infinite outside. Furthermore, the Fenchel-Legendre transform Λ∗ is a good rate function,
i.e. is strictly convex on R and has a unique minimum attained at zero.
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Remark 7.2.2. Note that the function Λ does not depend on the drift terms κ or θ.
Theorem 7.2.3. The process (Xt − x0)t≥0 satisfies a large deviations principle as t tends to zero
with the good rate function Λ∗.
We prove Proposition 7.2.1 and Theorem 7.2.3 altogether.
Proof. From (3.2.2) we know the logarithmic Laplace transform of the process (Xt − x0)t≥0:
logE
(
ep(Xt−X0)
)
= C (t,−ip) +D (t,−ip) v + a
2
p (p− 1) t.
Let us now set p 7→ p/t. For t sufficiently small it is easy to see that the inequality (κ− ρσp/t)2 +
σ2p (1− p/t) /t < 0 holds. Therefore the explosion time defined in (3.2.7) reads
t∗(p) = 2
(
σ2p (p− 1)− (κ− ρσp)2
)−1/2(
pi1{ρσp−κ<0} + arctan
(√
σ2p (p− 1)− (κ− ρσp)2
ρσp− κ
))
and we have, as t tends to zero
t∗ (p/t) ∼

2t
σρ¯|p|
(
pi1{ρp≤0} + sgn(p) arctan
(
ρ¯
ρ
))
, for ρ 6= 0 and p 6= 0,
pit/ (σ|p|) , for ρ = 0 and p 6= 0,
and t∗ (0) is infinite. (7.2.1) implies that for any p ∈ (p−, p+) the inequality t∗ (p/t) > t holds for
t sufficiently small so that Λt(p) as characterised in (3.2.6) is well defined. Let now t tend to zero
and define ζ := σρ¯p, we then have
lim
t→0
d (−ip/t) t = iσρ¯|p|, lim
t→0
g (−ip/t) = ρ+ iρ¯ sgn(p)
ρ− iρ¯ sgn(p) ,
lim
t→0
D
(
t,−ip
t
)
t = −vp
σ2
(ρσ + iσρ¯)
(
1− e−iζ)(1− ρ+ iρ¯
ρ− iρ¯e
−iζ
)−1
= Λ(p),
lim
t→0
C
(
t,−ip
t
)
=
κθ
σ2
[
− (ρ+ iρ¯)σp− 2 log
((
1− ρ+ iρ¯
ρ− iρ¯e
−iζ
)(
1− ρ+ iρ¯
ρ− iρ¯
)−1)]
.
For the two limits D (t,−ip/t) t and C (t,−ip/t) t we have assumed p > 0. The final limits
hold when p ≤ 0 but some signs are flipped in the intermediate calculations. Therefore the
limit lim
t→0
t logE
(
exp
(
t−1p (Xt − x0)
))
= Λ(p) holds for p ∈ (p−, p+) defined in (7.2.1), and Λ
in (7.2.2). The function Λ clearly tends to infinity as p converges up to p+ and down to p−. The
function Λ is smooth in the interval (p−, p+) and
Λ
′
(p) =
v
σ (ρ¯ cot (ζ/2)− ρ) +
σvpρ¯2 csc2 (ζ/2)
2σ (ρ¯ cot (ζ/2)− ρ)2 + ap,
Λ
′′
(p) =
vρ¯2 csc2 (ζ/2)
(
1− ζ cot (ζ/2) /2
)
(ρ¯ cot (ζ/2)− ρ)2 +
vζρ¯3 csc4 (ζ/2)
2 (ρ¯ cot (ζ/2)− ρ)3 + a.
for all p ∈ (p−, p+). From Proposition 7.2.1 and (7.2.1) Λ′′(p) is strictly positive for all p ∈ (p−, p+),
and that |Λ′(p)| diverges up to infinity as p tends to p− from above or to p+ from below. Henceforth
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the function Λ is convex, essentially smooth and lower semi-continuous, and hence the Ga¨rtner-
Ellis theorem implies that the random variable (Xt − x0)t>0 satisfies the large deviations principle
with rate function equal to the Fenchel-Legendre transform of Λ(p). By the essential smoothness
property of Λ and the positivity of Λ′′, the equation ∂p(px−Λ(p)) = 0 has a unique solution p∗(x)
in (p−, p+) for all x ∈ R, which equivalently solves x = Λ′ (p∗(x)). The unique minimum of Λ∗
occurs at x∗ = (Λ∗
′
)−1(0) = Λ′(0) = 0 and Λ∗(0) = 0, and the theorem follows.
Figure 7.1: We plot here the functions Λ and σ0 for the Heston model with the parameters
v = θ = 0.04, σ = 0.2 and ρ = −0.4, 0, 0.4.
Remark 7.2.4. In Section 4.3.1 we discussed the extension of the standard Heston model (a = 0)
to the Scho¨bel-Zhu model. From the representation (4.3.1) it is easy to prove that only the function
Bv plays a role in the limit as t tends to zero, and the function λ is well defined on the set Dλ with
λ (u) =
u
2ξ
(ρ¯ cot (ξρ¯u)− ρ)−1 , for all u ∈ Dλ,
where ρ¯ :=
√
1− ρ2. Note that this function is the same as in the Heston model, which implies
that the two smiles are exactly the same in the short-maturity limit.
Note that Theorem 7.1.4 does not deal with the at-the-money case x = 0, because the large
deviations bounds do not provide us with any information in this case. Here, we can either first
set x equal to zero, and then let t tend to zero, or vice versa. We here prove the other way round,
i.e. consider σ0(x) as determined above for x different from zero and let x tend to zero.
Corollary 7.2.5. Around the at-the-money x = 0 the asymptotic implied volatility satisfies
σ0 (x) =
√
a+ v +
1
4
σρvx
(a+ v)
3/2
+
σ2v
48
(
2− 5ρ2) v + 2a (1 + 2ρ2)
(a+ v)
7/2
x2 +O (x3) .
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In the standard Heston case when a = 0, this is equivalent to (see also [73] and [33])
σ20(x) = v +
1
2
ρσx+
(
4− 7ρ2) σ2x2
48v2
+O (x3) .
Proof. A Taylor expansion of the function Λ near p = 0 gives Λ(p) = 12 (a+ v) p
2 + σ4 vρp
3 +
σ2
24 v
(
1 + 2ρ2
)
p4 + O (p5). Therefore since p∗ (x) solves the equation Λ′ (p∗ (x)) = p∗x for any
real number x, we have p∗
′
(0) = 1/Λ′′(Λ′−1(0)) = (a+ v)−1 and p∗
′′
(0) = −Λ′′′(0)/Λ′′(0)3 =
−3ρσv/
(
2 (a+ v)
2
)
, and the corollary follows.
Remark 7.2.6. Consider for simplicity the case a = 0. It might look strange at first sight that the
at-the-money curvature ∂2σ0(0) is strictly negative for ρ
2 > 2/5. This does not however mean that
the formula is inconsistent with no-arbitrage theory. A simple way to see this is by considering the
following operator (see [49] for instance):
Lσ20 := 1−
x
σ20
∂xσ
2
0 +
1
4
(
x2
σ40
− 1
4
− 1
σ20
)(
∂xσ
2
0
)2
+
1
2
∂xxσ
2
0 .
A condition for no-arbitrage is that Lσ20 (x) ≥ 0 for all x ∈ R, and some calculations show that this
condition holds, and hence the at-the-money approximation is not inconsistent with the absence
of arbitrage.
Chapter 8
Back to the steepest descent curve
8.1 Small-time behaviour of European call options
8.1.1 The Heston model
The main result of this section is Theorem 8.1.1, which describes the asymptotic behaviour of call
option prices in the small-time limit, and we postpone its proof to Section 8.4 for ease of clarity.
Theorem 8.1.1. For the Heston model in (3.2.1), the following asymptotic behaviour
E
(
eXt − S0ex
)
+
S0
=

(1− ex)+ + exp
(
−Λ
∗ (x)
t
)(
A(x)√
2pi
t3/2 +O
(
t5/2
))
, if x 6= 0,
√
vt
2pi
−A0t3/2 +O
(
t5/2
)
, if x = 0,
holds as the maturity t tends to zero, where
A(x) :=
exU (p∗(x))
p∗(x)2
√
Λ′′ (p∗(x))
, (8.1.1)
U(p) := exp
(p2v
2
2α (ρσ − κ) cosα+ 2σ (pκρ+ p ( 12 − ρ2)σ) sinα+ 2κα (1− ρσp) + (pσ − 2ρ)σα
α ((ρ2σ2p2 − α2) cosα+ 2ρσpα sinα− ρ2σ2p2 − α2)
+
κθ
σ2
{
2 log (2|α|)− ρσp− log ((2α2 − 2ρ2σ2p2) cosα+ 2ρ2σ2p2 + 2α2 − 4ρσpα sinα)}),
A0 :=
1
48
√
2
vpi
(
σ2
(
1− ρ
2
4
)
+ v (v − 3ρσ)− 6κ(θ − v)
)
,
where the function Λ was characterised in Proposition 7.2.1, ρ¯ :=
√
1− ρ2, α := −σρ¯p and
p∗(x) ∈ R is the unique solution to the equation Λ′ (p∗(x)) = x.
The function Λ is real-valued on (p−, p+), where p+ and p− are defined in (7.2.1). and the
function Λ∗ is the Fenchel-Legendre transform of Λ. Proposition 7.2.1 implies that Λ∗(x) ≥ 0 and
Λ′′(p∗(x)) > 0 hold for all real number x.
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8.1.2 The Black-Scholes model
We derive here the corresponding asymptotic small-time expansion for call prices under the Black-
Scholes model. This result is stated below and was also derived in [89, Proposition 5.1]. The
following more general proposition proved in Section 8.5.1 will be important in the next section.
Proposition 8.1.2. Let Σ > 0, define σt :=
√
Σ2 + ct for t > 0 and assume that t ∈ (0,Σ2/|c|) if
c < 0. Then the following behaviour holds as the maturity t tends to zero,
CBS (x, t, σt)
S0
=

(1− ex)+ + exp
(
− x
2
2Σ2t
+
x
2
+
cx2
2Σ4
)(
Σ3
x2
√
2pi
O
(
t3/2
)
+O
(
t5/2
))
, if x 6= 0,
Σt1/2√
2pi
+O
(
t3/2
)
, if x = 0.
The following corollary follows immediately and we omit its proof.
Corollary 8.1.3. In the case c = 0, we have σt = Σ and
CBS (x, t,Σ)
S0
=

(1− ex)+ +
ABS(x,Σ)√
2pi
exp
(
− x
2
2Σ2t
)
t3/2 +O
(
t5/2
)
, if x 6= 0,
Σ√
2pi
t1/2 +O
(
t3/2
)
, if x = 0,
where
ABS (x,Σ) :=
Σ3
x2
exp
(x
2
)
. (8.1.2)
8.2 Small-time behaviour of implied volatility
In Theorem 7.1.4 we have obtained the limiting behaviour σ0 of the implied volatility. In this
section we derive the higher-order small-time asymptotic behaviour for implied volatility using
Theorem 8.1.1. We first prove the asymptotic behaviour of the implied volatility for out-of-the-
money options and then for the at-the-money ones. Let us define the function a : R∗ → R by
a (x) :=
2σ40 (x)
x2
log
(
A (x)
ABS (x, σ0 (x))
)
, for all x 6= 0, (8.2.1)
where the functions σ0, A and ABS are defined in Theorem 7.1.4, in (8.1.1) and in (8.1.2).
Theorem 8.2.1. The asymptotic expansion σ2t (x) = σ
2
0 (x) + a (x) t+ o (t) holds for all x 6= 0,
For sake of clarity we postpone the proof of this theorem to Section 8.5.2. The following
corollary—proved in Section 8.5.3—is an immediate consequence of the previous theorem. In
Corollary 7.2.5, we have derived a Taylor expansion for the limiting behaviour σ0(x) around the
at-the-money x = 0. We do the same here for the correction term.
8.3. Numerical application 107
Corollary 8.2.2. The following expansion for the function a holds when x is close to zero,
a(x) =
(
− 1
12
σ2
(
1− 1
4
ρ2
)
+
1
4
vρσ +
1
2
κ (θ − v)
)
+
ρσ
24v
(
σ2ρ¯2 − 2κ (θ + v) + vρσ)x
+
σ2
7680
(
176σ2 − 480κθ − 712ρ2σ2 + 521ρ4σ2 + 40vρ3σ + 1040κθρ2 − 80vκρ2) x2
v2
+O (x3) .
This corollary enables one to fit v, ρ and σ to an observed level, slope and convexity for σt(x)
at the at-the-money point x = 0. In principle we then choose exogenously choose κ (resp. θ) and
then solve for θ (resp. κ) so as to be consistent with a small-time term structure slope ∂tσt|t=0
(see Durrleman [34] for more on this). Note also that the two functions σ0 and a are symmetric
when ρ = 0. This reflects the fact that the smile is known to be symmetric at all maturities when
ρ = 0 (see [18]). The following corollary explains why the correction term is important.
Corollary 8.2.3. The following small-time approximation for call options holds as t tends to zero:
E (St − S0ex)+ = CBS
(
x, t,
√
σ20(x) + a (x) t
)
(1 +O (t)) . (8.2.2)
Proof. This just follows from the way we equate call prices under the Heston model and the Black-
Scholes formula with a time-dependent implied volatility.
Note that (8.2.2) is false if we remove the correction term a(x), hence the leading order term
alone is not sufficient to estimate call option prices for small maturities. The following expansion
gives us precise information on the behaviour of the at-the-money implied volatility for small
maturities. The proof (which we omit) is analogous to that of the other expansions for the smile
comparing the small-time behaviour of options under the Heston model and the Black-Scholes one.
Corollary 8.2.4. The small-time at-the-money implied volatility has the asymptotic behaviour
σ2t (0) = v +
(
− 1
12
σ2
(
1− ρ
2
4
)
+
1
4
vρσ +
1
2
κ (θ − v)
)
t+ o (t) , as t tends to 0. (8.2.3)
This is consistent with the small-time term structure slope of the implied volatility derived
in [33, Section 3.1.2]. We can actually prove—in a very analogous way as for its large-time
behaviour—that the limiting implied volatility σ0 is continuous on the whole real line.
8.3 Numerical application
We test below the validity of the small-time expansions for implied volatility against the values
obtained numerically (using an inverse Fourier transform quadrature1) for the parameters κ = 1.15,
σ = 0.2, v = θ = 0.04, ρ = −0.4. We observe that our approximation and the generated data
are very close for t = 0.1 and t = 0.25 years, but begin to differ for t = 0.5 as we would expect
since the O (t2) term in the implied volatility expansion is no longer negligible. The correction
1Computed using the Zeliade Quant Framework by Zeliade Systems.
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term is essentially the smile-flattening effect which is a stylised feature of implied volatility surfaces
observed in the market. Our results also provide a good way of checking for the presence of jumps:
if we add an exponential Le´vy process driving the share price process, then the small-time implied
volatility smile will explode as t tends to zero (see Chapter 8.5.3 for details). We also plot the
exact correction term a(x) given by the formula in (8.2.1).
(a) t=0.1 (b) t=0.25
(c) t=0.5 (d) a(x)
Figure 8.1: Figures (a)-(c) represent the leading order smile σ(x) (solid blue), the corrected im-
plied volatility
√
σ (x)
2
+ a (x) t (solid grey), and the implied volatility obtained numerically using
Fourier transforms (blue crosses) for κ = 1.15, θ = 0.04, σ = 0.2, ρ = −0.4 and t = 0.1, 0.25 and
0.5. Figure (d) represents a(x) analytically using (8.2.1).
For sake of clarity in this section we introduce the notation α := κθ. Given implied variances
for five contracts, our objective is to find explicit formulae to calibrate the five Heston parame-
ters (v, σ, ρ, α, κ) to the five implied variances. For some configurations of contracts, one cannot
expect to solve this problem. For example, a set of contracts (all at the same expiry) would be
uninformative in regard to the term structure of implied variance, hence uninformative in regard
to the mean-reversion parameter κ. We therefore choose configurations which involve multiple
expiries. In such a setting our maturity-dependent formula plays a crucial role in capturing the
maturity effects needed to calibrate the full set of Heston parameters. Recall that Theorem 8.2.1
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and Corollary 8.2.2 imply σ2t (x) = H (x, t) +O
(
x3
)
+ o (t) , as x and t tend to zero, where
H(x, t) := H(x, t; v, ρ, σ, α, κ) := v
(
1 +
1
2
ρ
σx
v
+
(
1− 7
4
ρ2
)
σ2x2
12v2
)
+
((
ρσ
2
v − σ
2
6
(
1− 1
4
ρ2
)
+ α− κv
)
+
ρσ
12v
(
σ2
(
1− ρ2)+ vρσ − 2α− 2vκ)x) t
2
+
σ2
7680v2
( (
176− 712ρ2 + 521ρ4)σ2 + 40vρ3σ + 80 (13ρ2 − 6)α− 80vρ2κ)x2t. (8.3.1)
Let us consider a (squared) volatility skew V : K → R, where each point in the configuration
K ⊂ R× [0,∞] represents a (log moneyness, expiration). We shall say that (v, ρ, σ, α, κ) calibrates
H to the skew V : K → R if the equality H (x, t; v, ρ, σ, α, κ) = V(x, t) holds for all (x, t) ∈ K. This
definition of calibration demands exact fitting of H to the given volatility skew at all points in K.
Consider now the configuration K = {(0, 0), (x0, t1), (−x0, t1), (x0, t2), (−x0, t2)} where 0 < t1 < t2
and x0 > 0. Given V : K → R, define
V0 := V(0, 0), S :=
V+ − V−
2x0
, C :=
V+ − 2V0 + V−
2x20
,
V± :=
t2
t2 − t1V(±x0, t1)−
t1
t2 − t1V(±x0, t2).
Theorem 8.3.1. The parameter choices (y˜0, ρ˜, σ˜, α˜, κ˜) calibrate H to the skew V : K → R, where
y˜0
σ˜
ρ˜
 :=

V0√
7S2 + 12V0C
2S/
√
7S2 + 12V0C
 (8.3.2)
(
α˜
κ˜
)
:=M−1(q− r) (8.3.3)
where
q :=
1
2t1
(
V(x0, t1)− V(−x0, t1)− V+ + V−
V(x0, t1) + V(−x0, t1)− V+ − V−
)
and
r :=

ρ˜σ˜3
(
1− ρ˜2)+ y˜0ρ˜2σ˜2
24y˜0
x0
12y˜0ρ˜σ˜ +
(
ρ˜2 − 4) σ˜2
48
+
(176− 712ρ˜2 + 521ρ˜4)σ˜4 + 40y˜0ρ˜3σ˜3
7680y˜20
x20

and
M :=

− ρ˜σ˜
12y˜0
x0 − ρ˜σ˜12 x0
1
2
+
(13ρ˜2 − 6)σ˜2
96y˜20
x20 − y˜02 − ρ˜
2σ˜2
96y˜0
x20

provided that y˜0 6= 0, ρ˜ 6= 0 and ρ˜2 6= 37
(
1− 16y˜20/
(
x20σ˜
2
))
.
Proof. Directly substitute (8.3.2), (8.3.3), and each (x, t) ∈ K, into (8.3.1).
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8.4 Proof of Theorem 8.1.1
In the proof of Theorem 8.1.1, we split the cases x 6= 0 and the at-the-money case x = 0. Sec-
tions 8.4.1 to 8.4.5 deal with the general case x 6= 0 and the proof in the special case x = 0 is
postponed to Section 8.4.6. We refer the reader to this very section for the reasons of such a
separation of the cases. From [71], we know that the call price can be written as an inverse Fourier
transform (see (8.4.1)). We rescale this integral (subsection 8.4.2) and move the horizontal contour
of integration so it passes through the saddlepoint of the small-time approximation of the integrand
(Lemmas 8.4.1 and 8.4.3). The idea is then to split up the inverse Fourier transform into three
parts; we prove that two of them are negligible (Corollary 8.4.6) and finally that the remaining
integral provides the asymptotic expansion for the call price (Proposition 8.4.8). There are obvi-
ous similarities between the proof of this theorem and the proof of Theorem 5.1.1 in Section 5.4.
However there are also substantial differences, in particular due to the fact that the saddlepoint is
not available in closed-form anymore.
8.4.1 The Fourier inversion formula for call options
As in Section 5.4 let us define the sets At,X and Λt,X for each t ≥ 0 by
At,X := {ν ∈ R : E (exp (ν(Xt − x0))) <∞} , and Λt,X := {z ∈ C : −ℑ(z) ∈ At,X} .
Let us define the characteristic function φ : C → C of the log return Xt − x0 by
φt(z) := E
(
eiz(Xt−x0)
)
, for all z ∈ Λt,X .
By [71, Theorem 5.1], we know that for any α ∈ R such that α+1 ∈ At,X and α 6= 0, we have the
following Fourier inversion formula for the price of a call option
E (St − S0ex)+
S0
= φt (−i) 1{−1<α<0} + (φt (−i)− exφt (0)) 1{α<−1} +
(
φt (−i)− e
x
2
φt (0)
)
1{α=−1}
+
1
pi
∫ +∞−iα
0−iα
ℜ
(
e−izx
φt (z − i)
iz − z2
)
dz.
The first three terms on the right hand side are complex residue terms that arise when we cross
the pole of
(
iz − z2)−1 at z = 0 and at z = i. Setting u = i − z and using the fact that St is a
true martingale (see [3, Proposition 2.5]) we obtain
E (St − S0ex)+
S0
= 1{−1<α<0} + (1− ex) 1{α<−1} +
(
1− e
x
2
)
1{α=−1}
+
ex
pi
∫ +∞+i(α+1)
0+i(α+1)
ℜ
(
eiux
φt (−u)
iu− u2
)
du. (8.4.1)
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8.4.2 Rescaling the variable of integration
Let u := k/t and set α+1 := p∗ (x) /t in (8.4.1) (see Theorem 8.1.1 for a definition of p∗(x)). Then
1
S0
E (St − S0ex)+ = (1− ex) 1{x<0} +
ex
pi
ℜ
(∫ +∞+ip∗(x)
0+ip∗(x)
exp
(
ixk
t
)
φt (−k/t)
ik/t− k2/t2
dk
t
)
, (8.4.2)
holds for t sufficiently small. The first residue term corresponds to the intrinsic value of the call
option. For k 6= 0, we have t−1
(
ikt − k
2
t2
)−1
= − tk2 (1 +O (t)) therefore we can rewrite (8.4.2) as
E (St − S0ex)+
S0
= (1− ex) 1{x<0} − te
x
pi
ℜ
(∫ +∞+ip∗(x)
ip∗(x)
exp
(
ixk
t
)
φt (−k/t)
k2
(1 +O (t)) dk
)
.
In Section 7.2 we have shown that for any p ∈ (p−, p+) the explosion time t∗ (p/t) is strictly larger
than t for t sufficiently small, so that p∗(x)/t ∈ Λt,X for t sufficiently small. We also note that
ℜ
(
eikx/t
φt (−k/t)
k2
)
= ℜ
(
exp (ikx/t)
k2
E
(
e−ik(Xt−x0)/t
))
= E
(
ℜ
(
exp (ikx/t)
k2
e−ik(Xt−x0)/t
))
,
and we can easily show that this expression is an even function of ℜ(k) and an odd function of
ℑ(k). Thus, we can rewrite the normalised call price as
E (St − S0ex)+
S0
= (1− ex) 1{x<0} − t e
x
2pi
ℜ
(∫ +∞+ip∗(x)
−∞+ip∗(x)
eixk/tφt (−k/t)
(
1
k2
+O (t)
)
dk
)
.
Let R be a strictly positive real number. We can then further break up this expression as
E (St − S0ex)+
S0
= (1− ex) 1{x<0} − e
xt
2pi
ℜ
((∫
γx
+
∫
ζx
)
eixk/tφt (−k/t)
(
1
k2
+O (t)
)
dk
)
,
where we define the contours γx and ζx by
γα : (−∞,−R] ∪ [R,+∞)→ C such that γα(u) := u+ ip∗ (x) , (8.4.3)
and
ζα : (−R,R)→ C such that ζα(u) := u+ ip∗ (x) , (8.4.4)
and we drop the dependence on the constant R for clarity. Note that these contours are the same as
those defined in (5.4.2) and (5.4.3) where α = p∗ (x). We shall see later how to choose R precisely.
8.4.3 The saddlepoint and the Legendre transform
Let us define the set Z by
Z := {k ∈ C : ℑ (k) ∈ (p−, p+)} ,
where p− and p+ are defined in (7.2.1). Let us further define the function F : Z → C by
F (k) := −ikx− Λ (−ik) , for all k ∈ Z, (8.4.5)
where the function Λ is defined in Proposition 7.2.1.
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Lemma 8.4.1. For all real number x the function F has a saddlepoint at k∗ (x) = ip∗ (x), where
p∗ (x) ∈ (p−, p+) is the unique solution to the equation
Λ′ (p∗ (x)) = x. (8.4.6)
Remark 8.4.2. It is straightforward to check that the identities p∗ (x) > 0 for x > 0, p∗ (x) < 0
for x < 0 and p∗ (0) = 0 hold.
Proof. From Theorem 7.2.3 we already know that for any real number x, the equality in (8.4.6) has
a unique solution p∗ (x) ∈ (p−, p+), which implies that F ′ (k∗ (x)) = −ix+ iΛ′ (p∗ (x)) = 0.
8.4.4 Small-time asymptotics for the rescaled characteristic function
In the following lemma we characterise the asymptotic behaviour of the rescaled characteristic
function when the maturity t is small.
Lemma 8.4.3. For all k ∈ C such that −ki ∈ (p−, p+) \ {0} the function φt satisfies
φt
(
−k
t
)
= U (−ik) exp
(
Λ (−ik)
t
)
(1 +O (t)) , as t tends to zero.
Proof. Recall the closed-form expression for φt given in (3.2.2). We further know that φt is an
even function of d so that we can take
√
k2 = k in all calculations, where the square root is the
principal branch. Recall that k is non null. We hence have the following asymptotic behaviour for
d (k/t) and g (k/t) as the ratio t/k tends to zero:
d
(
−k
t
)
= t−1
(
σ2ρ¯2k2 +
(
2κρσ − σ2) ikt+ κ2t2)1/2 = k
t
d0 + d1 +O (t/k) ,
g
(
−k
t
)
=
κt+ ρσik − (σ2ρ¯2k2 + (2κρσ − σ2) ikt+ κ2t2)1/2
κt− ρσik + (σ2ρ¯2k2 + (2κρσ − σ2) ikt+ κ2t2)1/2
= g0 +
t
k
g1 +O
(
t2
k2
)
,
where we define the following quantities:
d0 := σρ¯, d1 :=
2κρ− σ
2ρ¯
i, g0 :=
σρ¯− iρσ
σρ¯+ iρσ
, g1 :=
2κ− ρσ
(σρ¯+ iρσ)
2
ρ¯
.
We know that |k| ≥ |ki| > 0 so that
d
(
−k
t
)
= d0
k
t
+ d1 +O (t) and g
(
−k
t
)
= g0 + g1
t
k
+O (t2) ,
as t tends to zero. From this we obtain
D
(
−k
t
, t
)
=
1
σ2
(
κ+ ρσi
k
t
− d0 k
t
− d1 +O (t)
)
1− exp (−d0k − d1t+O (t2))
1− g(k) exp (−d0k − d1t+O (t2))
=
v (ρσi− d0) k
σ2t
1− e−d0k
1− g0e−d0k
+
exp (−d0k)
(1− g0e−d0k)σ2
(
(iρσ − d0) kd1 + (κ− d1)
(
1− ed0k)− (iρσ − d0) (1− e−d0k) (g1 − d1g0k)
1− g0e−d0k
)
+O (t) .
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Similarly we have
C
(
−k
t
)
=
κθ
σ2
(
κt+ ρσik − d
(
−k
t
)
− 2 log
(
1− g (−k/t) exp (−d (−k/t) t)
1− g (−k/t)
))
=
κθ
σ2
(
iρσk − d0k − 2 log
(
1− g0 exp (−d0k)
1− g0
))
+O (t) .
Corollary 8.4.4. For all p ∈ (p−, p+) we have
E
(
ep(Xt−x0)/t
)
= U (p) exp
(
t−1Λ (p)
)
(1 +O (t)) , as t tends to 0.
8.4.5 The minimum of ℜ (F (k)) along the horizontal contour
Lemma 8.4.5. Let k ∈ Z. Then for any ki ∈ (p−, p+), the function kr 7→ ℜ (−ikx− Λ (−ik))
has a unique minimum at zero.
Proof. Using the double angle formulae for trigonometric functions we have
ℜ (Λ (p+ iq)) = ℜ
(
v(p+ iq)
σ
(
ρ¯ cot
(
1
2σ (p+ iq) ρ¯
)− ρ)
)
=
vM (q)
σN (q)
,
where the functions M and N are defined by
M(q) := p
(
ρ cos (pρ¯σ) + ρ¯ sin (pρ¯σ)
)
− pρ cosh (qρ¯σ)− qρ¯ sinh (qρ¯σ) ,
N(q) := cosh (qρ¯σ) +
(
1− 2ρ2) cos (pρ¯σ)− 2ρρ¯ sin (pρ¯σ) .
Note that N(0) > 0, and N ′(q) > 0 for q > 0. We need to show that M(q)/N(q) < M(0)/N(0)
for q 6= 0. By the symmetry q 7→ −q, we can take q > 0 and by the symmetry (p, ρ) 7→ (−p,−ρ),
we can take p ≥ 0. It hence suffices to show that for q > 0
M ′(q)
N ′(q)
<
M(0)
N(0)
, (8.4.7)
because then, for all q > 0 the inequality
M(q)
N(q)
<
M(0) +M(0) (N(q)−N(0)) /N(0)
N(q)
=
M(0)
N(0)
holds. We have M ′(q)/N ′(q) = −1/σ− pρ− qρ¯ coth (qρ¯σ) < −pρ− 2/σ, so (8.4.7) will be satisfied
by as soon as
− 2
σ
< pρ+
M(0)
N(0)
. (8.4.8)
If ρ ≥ 0 then (8.4.8) holds since the ratio M(0)/N(0) is a positive factor multiplied by Λ(p) ≥ 0.
Otherwise, for ρ < 0, note that the derivative of the right-hand side of (8.4.8) with respect to ρ is
equal to a positive factor multiplied by
(2− pρσ) ρ¯− 2ρ2ρ¯ cos (pρ¯σ)− ρρ¯2 sin (pρ¯σ) ≥ ρ¯ (2− pρσ − 2ρ2 + pρσ) > 0,
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since
∣∣−ρ¯2 sinα∣∣ ≤ α for all α > 0. So it suffices to verify (8.4.8) in the limit as ρ tends to −1.
But we have
lim
ρց−1
(
pρ+
M(0)
N(0)
)
= − 2pσ
σ(2 + pσ)
> − 2
σ
,
which concludes the proof of the lemma.
Corollary 8.4.6. For any R > 0 we have∫
γx
φt
(
−k
t
)
dk
k2
= O
(
et
−1ℜ(F (R+ip∗(x)))
)
, as t tends to zero,
where the contour γx is defined in (8.4.3).
Remark 8.4.7. By Lemma 8.4.5 we know that ℜ (F (R+ ip∗ (x))) > F (ip∗(x)). Evaluating
the exponent F (k) = −ikx − Λ(−ik) at the saddlepoint k∗ = ip∗(x), we note that F (k∗) =
F (ip∗(x)) = p∗(x)x − Λ (p∗(x)) = Λ∗(x), so that the equality F (ip∗(x)) = Λ (p∗(x)) > 0 holds,
and we also have F ′(k) = −x+ iΛ′(−ik) and F ′′(k) = Λ′′ (−ik).
Proposition 8.4.8. For any R > 0 and x 6= 0 the following equality holds as t tends to zero,
I1 = −e
xt
2pi
ℜ
(∫
ζx
eikx/tφt
(
−k
t
)(
1
k2
+O (t)
)
dk
)
= − exp
(
−Λ
∗(x)
t
)
A(x)t3/2√
2pi
(1 +O (t)) ,
where the function A is given in Theorem 8.1.1 and where the contour ζx is defined in (8.4.4).
Proof. Since F (k) = −ikx− Λ (−ik), Lemma 8.4.3 applied on the interval [−R,R] implies
ℜ
(∫
ζx
eikx/tφt
(
−k
t
)(
1
k2
+O (t)
)
dk
)
= ℜ
(∫
ζx
U (−ik) e−F (k)/t(1 +O (t))
(
1
k2
+O (t)
)
dk
)
.
(8.4.9)
The functions F and u are both analytic, thus [81, Theorem 7.1, Chapter 4] shows that
−e
xt
2pi
ℜ
(∫
ζx
U (−ik) exp
(
−F (k)
t
)
dk
k2
)
=
ex√
pi
exp
(
−F (k
∗)
t
)
U (−ik∗) t3/2
k∗2
√
2F ′′ (k∗)
(1 +O (t))
= − e
x
√
pi
exp
(
−Λ
∗(x)
t
)
U (p∗) t3/2
p∗2
√
2Λ′′(p∗)
(1 +O (t))
= − exp
(
−Λ
∗(x)
t
)
A (x) t3/2√
2pi
(1 +O (t)) ,
as t tends to zero, using the fact that F (k∗) = Λ∗(x) and F ′′(k∗) = Λ′′(p∗). The O (t) terms
in (8.4.9) constitute higher order terms which we can neglect at the order we are interested in.
Combining Corollary 8.4.6 and Proposition 8.4.8, Theorem 8.1.1 follows for x 6= 0.
8.4.6 The at-the-money case x = 0
We now proove Theorem 8.1.1 for the at-the-money case x = 0. We cannot apply the same method-
ology as before since the horizontal contour now passes through the saddlepoint k∗(0) = ip∗(0) = 0,
8.4. Proof of Theorem 8.1.1 115
and the ratio u(k)/ (ik) is not analytic at the origin, so [81, Theorem 7.1, chapter 4] does not apply
anymore. To circumvent this problem we use Cauchy’s Integral theorem to deform the path of
steepest descent for the function F , along which it is real, and we deal with the pole at zero using
a limiting keyhole contour argument to compute the residue. We first start with the following
two lemmata which we shall need later. The first one, Lemma 8.4.9 computes the asymptotic be-
haviour of the path of steepest descent around the origin. The second one, Lemma 8.4.11 provides
the logarithmic tail behaviour of the characteristic function φt as the maturity tends to zero.
Lemma 8.4.9. For |s| sufficiently small the path of steepest descent for the function F in (8.4.5)
starting at the saddlepoint k∗ = 0 is the map γ : s ∈ R → C satisfying γ(s) = s+ iki (s), where ki
maps R to R and has the following expansion around the origin
ki (s) =
1
4
ρσs2 +
1
64
σ3ρ3s4 +O (s6) . (8.4.10)
Remark 8.4.10. Note that for |s| small enough, the contour γ will lie above the horizontal contour
s+ ip∗(0) if ρ > 0 and below otherwise.
Proof. Around the saddlepoint k∗(0) = 0, we have the series expansion
F (k) =
1
2
Λ′′ (0) k2 − 1
6
iΛ′′′ (0) k3 − 1
24
Λ(4) (0) k4 +O (k5) .
We seek a contour of the form γ(s) = s+ i
(
a1s+ a2s
2 + . . .
)
with all coefficients real-valued such
that F is real along this contour. Matching the coefficients of the series expansion for F ◦γ around
the origin to those of the expansion above leads to the expansion given in the lemma.
Lemma 8.4.11. For any ki ∈ (p−, p+), the function φt has the following behaviour along the
horizontal contour k = kr + iki:
ℜ
(
ikx
t
+ log
∣∣∣∣φt(−kt
)∣∣∣∣) ∼ − 1σ (κθ + vt ) ρ¯ |kr| , as |kr| tends to infinity,
uniformly in t for all t < 1.
Proof. For |k| large we have
d
(
k
t
)
=
√(
κ− ρσik
t
)2
+ σ2
(
i
k
t
+
k2
t2
)
∼ 1
t
σρ¯
√
k2, as |k| tends to infinity,
uniformly in t for all t < 1 and the lemma follows.
We now prove Theorem 8.1.1 for the special case x = 0. We shall assume that ρ < 0 for clarity,
and the arguments in the case ρ ≥ 0 are analogous. Let us note the following facts
• From Remark 8.4.10 we know that the contour γ lies below the horizontal contour γH : R → C
defined by γ(s) = s + ip∗(0) = s, for all s ∈ R. We wish to deform the contour so that the
pole remains outside the new contour, so that we can invoke Cauchy’s theorem.
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• Let ε be a strictly positive real number and define the contour γε : (−pi, pi] 7→ C as the
clockwise oriented circular keyhole contour parameterised by γε(θ) = εe
iθ around the pole.
To leave the pole outside the contour we follow the steepest descent contour γ for s < 0 until
it touches γε at the point s = −ε+O
(
ε3
)
. We then follow the contour γε clockwise around
the pole, and finally switch back to the right part of γ(s).
• The contour γ is below γH so that γ intersects γε on its lower half (θ ∈ (−pi, 0]), which can
be analytically represented as γ−ε := s ∈ [−ε, ε] 7→ s− i
√
ε2 − s2. Equating the Taylor series
approximations of the path of steepest descent γ and γ−ε , we have
γ(s) = s+
1
4
iρσs2 +O (s3) = s− i√ε2 − s2,
and we see that the two curves intersect at the point s∗ = ±ε+O (ε3) (see Figure 8.4.6 for
a graphical representation of these contours).
Choose now 0 < ε < δ < 1 < R, with δ inside the radius of convergence of (8.4.10), and small
enough to ensure that the function ki is strictly decreasing on [0, δ] and strictly increasing on
[−δ, 0]. We now define the following contours (see also Figure 8.4.6)
• γε,δ is γ restricted to s ∈ [−δ,−ε] ∪ [ε, δ];
• γUε is the portion of the circular keyhole contour γε which lies above γ;
• Γ−R,ε,δ is the vertical strip which joins −R+ 2iε to −R− iki(−δ);
• Γ+R,ε,δ is the vertical strip which joins R− iki(−δ) to R+ 2iε.
The symmetry of the contour γ around the imaginary axis implies the symmetry of the function
ki. Motivated by [71, Theorem 5.1], we have the following identity:(∫
Γ±
R,ε,δ
+
∫ −δ+iki(−δ)
−R+iki(−δ)
+
∫
γε,δ
+
∫
γUε
+
∫ R+iki(δ)
δ+iki(δ)
−
∫ R+2iε
−R+2iε
)
φt
(
−k
t
)
dk
ik
= 0 (8.4.11)
by Cauchy’s Integral theorem. For |k| small enough and t > 0 fixed, we have (ik)−1 φt (−k/t) =
(ik)
−1
+O (1), and hence∫
γUε
φt
(
−k
t
)
dk
ik
=
∫ O(ε)
pi+O(ε)
(
1
iεeiθ
+O (ε)
)
iεeiθdθ = −pi + o(1), as ε tends to zero. (8.4.12)
We further have ∫
γε,δ
φt
(
−k
t
)
dk
ik
=
∫
[−δ,−ε]∪[ε,δ]
φt
(
−γ (s)
t
)
γ′(s)
iγ (s)
ds.
As before we can easily verify that the function s 7→ ℜ
(
φt
(
−γ(s)t
)
γ′(s)
iγ(s)
)
is an even function and
that s 7→ ℑ
(
φt
(
−γ(s)t
)
γ′(s)
iγ(s)
)
is an odd function. Thus∫
[−δ,−ε]∪[ε,δ]
φt
(
−k
t
)
γ′(s)
iγ (s)
ds =
∫
[−δ,−ε]∪[ε,δ]
ℜ
(
φt
(
−γ (s)
t
)
γ′(s)
iγ (s)
)
ds. (8.4.13)
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Figure 8.2: We plot here the closed contour of integration in (8.4.11) for ε = .5, δ = 2 and R = 6.
But on the contour γ we have ℜ (1/iγ(s)) = −ρσ/4 +O (s), for |s| small enough, i.e. taking the
real part removes the singularity at the origin. Equation (8.4.12) henceforth implies(∫
Γ−
R,ε,δ
+
∫ −δ+iki(−δ)
−R+iki(−δ)
+
∫ R+iki(δ)
δ+iki(δ)
+
∫
Γ+
R,ε,δ
+
∫ −R+2iε
−∞+2iε
+
∫ ∞+2iε
R+2iε
)
φt
(
−k
t
)
dk
ik
+
∫
[−δ,−ε]∪[ε,δ]
ℜ
(
φt
(
−γ (s)
t
)
γ′(s)
iγ (s)
)
ds− pi + o(1) =
∫ ∞+2iε
−∞+2iε
φt(−k)
ik
dk = −
∫ ∞+2iε
−∞+2iε
φt(k)
ik
dk,
as ε tends to zero. But by [71, Theorem 5.1], the integral on the right hand side is equal to minus
the normalised digital call price 2piP (St > S0), which is clearly independent of ε. Taking the limit
as ε goes to zero and dividing by −2pi, we obtain
− 1
2pi
∫
Γ±
R,0,δ
φt
(
−k
t
)
dk
ik
− 1
2pi
(∫ −δ+iki(−δ)
−R+iki(−δ)
+
∫ R+iki(δ)
δ+iki(δ)
+
∫ −R
−∞
+
∫ ∞
R
)
ℜ
(
φt
(
−k
t
)
dk
ik
)
+
1
2
−
∫ δ
−δ
ℜ
(
φt
(
−γ (s)
t
)
γ′(s)
iγ (s)
)
ds = P (St > S0) . (8.4.14)
From Lemma 8.4.9, we know that the contour γ has the following expansion for |s| small enough,
γ(s) = s+
i
4
ρσs2 +
i
64
σ3ρ3s4 +O (s6) .
Setting k = γ(s) and performing a Taylor series expansion of ℜ
(
φt
(
−γ(s)t
)
γ′(s)
iγ(s)
)
eF (γ(s))/t around
t = 0 and s = 0, we find that
ℜ
[
φt
(
−γ (s)
t
)
γ′ (s)
iγ (s)
]
=
(
q(s) +
(
1
4
κ (θ − v)
)
t+ ε(s, t)
)
exp
(
−F (γ (s))
t
)
, (8.4.15)
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where the function q is defined by
q(s) := q (k;κ, θ, ρ, σ) =
1
2
v +
1
4
ρσ +
[
1
4
ρσ +
(
7
64
σ3ρ3 − 1
8
vκθ +
1
32
v2σρ+
13
96
σ2vρ2 +
1
8
v2κ
− 1
48
v3 +
1
8
σ3ρ+
1
48
vκσρ− 5
48
κθσρ− 1
12
σ2v −
(
1
64
(ρσ + 2v)
)
σ2ρ2
)]
s2, (8.4.16)
and ε(s, t) = O (s3) + O (st) + O (t2). The function q : R 7→ R is just a quadratic so it has an
analytic continuation to the complex plane. Thus using [81, Theorem 7.1, Chapter 4] and assuming
δ is inside the radius of convergence of (8.4.15), we obtain
1
2
− 1
2pi
∫ δ
−δ
ℜ
(
φt
(
−γ (s)
t
)
γ′(s)
iγ (s)
)
ds
=
1
2
− 1
2pi
∫ δ
−δ
(
q(s) +
(
1
4
κ(θ − v)
)
t+ ε(s, t)
)
exp
(
−F (γ (s))
t
)
ds
=
1
2
−
(
1
pi
∞∑
n=0
Γ
(
n+
1
2
)
a2nt
n+1/2 +
1
4pi
κ (θ − v)√
2F ′′(0)
Γ
(
1
2
)
t3/2
)
+
∫ δ
−δ
ε(s, t) exp
(
−F (γ (s))
t
)
ds
=
1
2
− qΓ (1/2) t
1/2
pi
√
2 (F ◦ γ)′′ (0)
− Γ (3/2)
pi
(
2q′′ +
(
5 (F ◦ γ)′′′ (0)2
6 (F ◦ γ)′′ (0)2 −
(F ◦ γ)(4) (0)
2 (F ◦ γ)′′ (0)
)
q
)
t3/2 +O
(
t5/2
)
=
1
2
− v + ρσ/2
2
√
2piv
t1/2 +
√
2
pi
v−3/2
768
(
− 8vκσρ+ 9σ3ρ3 + 8v3 + 2σ2V0ρ2
+ 8σ2v + 48v2κ− 48vκθ + 40κθσρ− 12v2σρ− 12σ3ρ
)
t3/2 +O
(
t5/2
)
.
We now bound the remaining terms in (8.4.14).
• By the uniform convergence in Lemma 8.4.3, the absolute value of the integrals along
(−∞,−R] and [R,∞) in (8.4.14) is of order O
(
exp
(
− t−1 (ℜ(F (−R)) ∧ ℜ(F (R)))
))
and
note that ℜ(F (−R)) ∧ ℜ(F (R)) > F (0) = 0.
• Using Lemmas 8.4.3 and 8.4.5 we bound the integrals ∫ γ(−δ)−R+iki(−δ)+ ∫ R+iki(δ)γ(δ) in (8.4.14) as(∫ γ(−δ)
−R+iki(−δ)
+
∫ R+iki(δ)
γ(δ)
)
φt
(
−k
t
)
dk
ik
=
(∫ γ(−δ)
−R+iki(−δ)
+
∫ R+iki(δ)
γ(δ)
)
U (−ik) exp
(
−F (k)
t
)
(1 + ε(k, t))
dk
ik
≤ exp
(
−1
t
min
{
ℜ(F (γ (−δ))),ℜ(F (γ (δ)))
})(∫ γ(−δ)
−R+iki(−δ)
+
∫ R+iki(δ)
γ(δ)
)∣∣∣∣(1 + ε(k, t))U (−ik)ik
∣∣∣∣ dk
= O
(
exp
(
−1
t
min
{
ℜ(F (γ (−δ))),ℜ(F (γ (δ)))
}))
,
• The contours Γ−R,0,δ and Γ+R,0,δ are both vertical strips of length ki (δ) > 0. Using Lemma 8.4.11,
for any m > 0 we obtain ∫
Γ±
R,0,δ
φt
(
−k
t
)
dk
ik
= O
(
exp
(
−m
t
))
,
for t sufficiently small and R sufficiently large.
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Combining all the estimates of the integrals in (8.4.14), we obtain
P (Xt − x0 > 0) = 1
2
− v + ρσ/2
2
√
2piv
t1/2 +
√
2
pi
v−3/2
768
(
− 8vκσρ+ 9σ3ρ3 + 8v3 + 2σ2vρ2
+ 8σ2v + 48V 20 κ− 48vκθ + 40κθσρ− 12v2σρ− 12σ3ρ
)
t3/2 +O
(
t5/2
)
.
Similarly, under the Share measure P∗ we have q∗(k) = q(k, κ¯; θ¯, σ,−ρ), where the function q is
defined in (8.4.16), and
P∗ (Xt − x0 > 0) = 1
2
+
v + ρσ/2
2
√
2piv
t1/2 −
√
2
pi
v−3/2
768
(
8vκ¯σρ− 9σ3ρ3 + 8v3 + 2σ2vρ2
+ 8σ2v + 48v2κ¯− 48vκ¯θ¯ − 40κ¯θ¯σρ+ 12v2σρ+ 12σ3ρ
)
t3/2 +O
(
t5/2
)
,
which implies the equality
E (St − S0)+
S0
= P∗ (Xt − x0 > 0)− P (Xt − x0 > 0)
=
√
vt
2pi
−
√
2
vpi
t3/2
48
(
σ2
(
1− 1
4
ρ2
)
+ σ2 + v2 − 6κ (θ − v)− 3vρσ
)
+O
(
t5/2
)
.
8.5 Additional proofs
8.5.1 Proof of Theorem 8.1.2
As before define d± :=
(−x± σ2t t/2) / (σt√t). We first consider the case x > 0. Note that d±
tends to −∞ as t tends to 0. Substituting the asymptotic series
1−N (z) = (2pi)−1/2 e−z2/2 (z−1 − z−3 +O (z−5)) , as z tends to infinity,
into the Black-Scholes call option formula with implied volatility σt, we obtain
E
(
eXt − S0ex
)
+
= S0N (d+)− S0exN (d−) = S0 (1−N (−d+)− ex + exN (−d−))
=
S0√
2pi
exp
(
−d
2
+
2
)(
− 1
d+
+
1
d−
+
1
d3+
− 1
d3−
+O (d−5+ )) , (8.5.1)
as t tends to zero, where we used the fact that −d2−/2 + x = −d2+/2. Now, expanding
exp
(
−d
2
+
2
)
= exp
(
− x
2
2Σ2t
+
x
(
Σ4 + cx
)
2Σ4
− Σ
8 + 4x2c2
Σ6
t
8
+O (t2))
= exp
(
− x
2
2Σ2t
+
x(Σ4 + cx)
2Σ4
)(
1− Σ
8 + 4x2c2
Σ6
t
8
+O (t2)) ,
and d−1− − d−1+ + d−3+ − d−3− = x−2Σ3t3/2 +O
(
t5/2
)
, and plugging this expression into (8.5.1), we
obtain the desired result. The proof of the case x < 0 is analogous.
When x = 0 note that z converges to zero as t tends to zero, so that we use the asymptotic series
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N (z) = 1/2 + (2pi)−1/2 (z − 16z3 +O (z5)), and we obtain
E
(
eXt − S0ex
)
+
= S0N (d+)− S0N (d−) = S0√
2pi
(
(d+ − d−)− 1
6
(
d3+ − d3−
)
+O (d5+))
=
S0√
2pi
(
Σt1/2 +
12c− Σ4
24Σ
t3/2 +O
(
t5/2
))
,
and the result follows.
8.5.2 Proof of Theorem 8.2.1
Let us first assume x > 0. If we equate the leading order and correction terms for the Heston and
the Black-Scholes models as
Λ∗(x) = Λ∗BS(x) =
x2
2σ20(x)
, and A(x) = ABS(x, σ0(x)) exp
(
1
2
a (x)x2
σ40(x)
)
, (8.5.2)
we obtain (8.2.1). We now have to make this argument rigorous, since we do not know a priori that
σt admits an expansion of the form stated in the theorem. However by Theorem 8.1.1 and (8.5.2),
we know that for all ε > 0, there exists t∗(ε) such that for all t < t∗(ε) we have
E
(
eXt − S0ex
)
+
S0
≤ A(x)√
2pi
t3/2 exp
(
−Λ
∗(x)
t
)
eε =
ABS(x, σ0(x))√
2pi
exp
(
a(x)x2
2σ40(x)
)
t3/2 exp
(
− x
2
2σ20(x)t
)
eε.
The function a is continuous on (0,∞). Therefore for any δ > 0 sufficiently small we can choose
ε > 0 such that the equality
exp
(
1
2
a (x)x2
σ40(x)
)
eε = exp
(
1
2
(a(x) + δ)x2
σ40(x)
)
e−ε,
holds and hence Theorem 8.1.1 implies the inequalities
E
(
eXt − S0ex
)
+
≤ ABS(x, σ0(x))√
2pi
exp
(
(a(x) + δ)x2
2σ4(x)
)
t3/2 exp
(
− x
2
2σ20 (x) t
)
e−ε
≤ CBS
(
x, t,
√
σ20(x) + (a(x) + δ) t
)
for t sufficiently small. Since the Black-Scholes formula is a strictly increasing function of the
volatility then the upper bound σ2t (x) ≤ σ20(x) + a (x) t + δt holds for all x > 0. We proceed
similarly for the lower bound and for the case x < 0, and the theorem follows.
8.5.3 Proof of Corollary 8.2.2
We wish to compute a series expansion for p∗(x) defined as the unique solution to x = Λ′(p∗(x)).
We substitute an ansatz power series expansion for p∗(x) and then recursively we determine the
coefficients such that the power series of the composition Λ′(p∗(x)) equals x. We only indicate
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below the important auxiliary quantities:
Λ(p) =
1
2
vp2 +
1
4
vρσp3 +
1
24
vσ2
(
1 + 2ρ2
)
p4 +
1
48
vρσ3
(
2 + ρ2
)
p5 +O (p6) ,
U(p) = 1− v
2
p+
(
κ(θ − v)− vσρ+ v
2
2
)
p2
4
+
(
κρσ
3
(θ − 2v)− vσ
2
3
(
1 + ρ2
)− v
2
(κ(θ − v)− ρσv)− v
3
12
)
p3
4
+O (p4) ,
Λ∗(x) =
x2
2v
− ρσ
4v2
x3 +
σ2
96v3
(
19ρ2 − 4)x4 +O (x5) ,
σ0(x) =
√
v +
ρσx
4
√
v
+
(
1− 5
2
ρ2
)
σ2x2
24v3/2
+O (x3) ,
A(x) =
v3/2
x2
+
√
v
4x
(3ρσ + 2v)− 1
96
√
v
(
11ρ2σ2 − 8σ2 − 48vρσ − 24κθ + 24vκ− 12v2)+O (x) .
Finally,
A(x)
ABS(x, σ0(x))
= 1 +
σ2
(
ρ2 − 4)+ 12vρσ + 24κ (θ − v)
96v2
x2
− ρσ
96v3
(
10vρσ + 3ρ2σ2 − 6σ2 − 20vκ+ 28κθ)x3 +O (x4) ,
which implies the expression for a(x) = x−22σ40(x) log (A(x)/ABS(x, σ0(x))) in Corollary 8.2.2.
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Discussion: What happens when
models jump?
In Theorem 8.1.1—for the Heston model—we have proved the convergence rate of the call option
to its intrinsic value E (S0 − S0ex)+ for all real number x. We have seen that it is of order
√
t
for at-the-money options and of exponential order for in and out-of-the-money options. This is of
fundamental importance since this is exactly the same rate as for the Black-Scholes model as is
clear by Proposition 8.1.2. From this it follows that the behaviour of the implied volatility as the
maturity tends to zero will be given by the rate of convergence of the option price to its intrinsic
value at inception. It turns out that only the continuous part of the process is able to provide a non
trivial smile. Indeed Tankov [100] proved, using an earlier result by Ru¨schendorf and Woerner [91],
the following proposition.
Proposition 8.5.1. (Proposition 4 in [100])
Let X be a Le´vy process with Le´vy measure supported on the whole real line. Then the implied
volatility satisfies the following limit:
lim
t→0
−2σ
2
t (x) t log(t)
x2
= 1, for all x 6= 0.
This proposition clearly indicates that the presence of jumps implies a blow-up of the implied
volatility as the maturity tends to zero. For the at-the-money case, Tankov also proves that
the implied volatility converges to the diffusion component as the maturity tends to zero. More
recently, Muhle-Karbe and Nutz [78] precisely characterised the rate of convergence of the at-the-
money call option price to its intrinsic value for general martingales. If the process has a continuous
component, then this rate of convergence is or order
√
t. Otherwise it is linear in t if the process
has finite variation and between
√
t and t if the process is of infinite variation. This seems to end
the discussion on the small-time asymptotics of the implied volatility. However, two directions of
research are currently under investigation:
(i) how can we extend these results to affine stochastic volatility models in which jumps can
occur both in the process X and in the variance process?
(ii) How can we rescale the process in such a way that the implied volatility will not be trivial?
Case (ii) is of primary importance since jump processes are heavily used in practice and hence it
is fundamental to understand how jumps can be calibrated in the short term. The idea underlying
this is similar to the large-time results we have proved: it is well known that the implied volatility
becomes flat as the maturity tends to infinity; however if one wants to match a large-time formula
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to observed data one has to scale the process—consider the process (Xt/t)t≥0 instead of (Xt)t≥0—
to observe a full smile. In the small-time case one has to rescale the process as well. Recently,
Rosenbaum & Tankov [90] have proved that certain Le´vy processes (i.e. where the Le´vy density
is assumed to have a particular form) converge weakly to strictly α-stable Le´vy processes when
suitably rescaled. Work in this direction is under progress and we henceforth leave it for future
research.
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Conclusion
It is not obvious that ”forecasting” events within an infinite time horizon agrees with Niels Bohr’s
warning in the introduction. However as we said the purpose of deriving formulae for infinite
maturities is merely a tool to obtain information and initial calibration points to feed a minimisation
algorithm. This should hopefully save us from Bohr’s casting a spell on us from his grave.
The methodology we have developed in this thesis enabled us to derive closed-formed formulae
for the implied volatility smile in affine stochastic volatility models. Since our analysis is solely
based on the behaviour of the Laplace transform of the model such processes are natural to study
in this framework. We have seen that jumps have an influence on the smile for large maturities
and that they make the smile ”explode” in the short-term. More research has to be carried out
to fully understand the influence of the jumps for both short and large maturities. We have here
and there provided some hints that hopefully grasp the flavours of the difficulties and the paths
to overcome them. From the theoretical point of view properties of cumulant generating functions
of infinitely divisible distributions have to be studied in greater detail and large deviations results
have to be analysed more precisely when the origin is not in the interior of the domain of the
limiting cumulant generating function. For short maturities we need to understand more precisely
the rate of convergence of the process in order to obtain a non trivial (null or infinite) implied
volatility smile. Finally the geometric approach has to be refined in order to handle more general
classes of models.
On the practical side we have presented some numerical evidence about the usefulness of our
formulae: even for ”not too large or not too small maturities” the asymptotic smile is close to
the real one, and hence these formulae can be used in practice as first approximations. We now
need to carry out a more statistical and numerical research program in order to precisely assess
the validity of such results.
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