The main goal of this study is to present an overview on the various encryption based compression techniques. By surveying the various encryption, compression and embedding techniques, the optimal encryption based compression technique is estimated. In communication systems, the data from the source is first compressed and then encrypted before forwarding over a channel to the receiver. But, in multiple practical scenarios, the image encryption has to be performed prior to the image compression. This leads to the problem of how to formulate the combination of encryption and compression algorithms. Compressing the image after encryption is found to be more efficient. For the image encryption, the input images are initially transformed. The encrypted images are then compressed and reconstructed using standard algorithms. This paper presents a survey on the various image encryption algorithms such as Blowfish algorithm, RC4, Data Encryption Standard (DES), etc. Further, the various image embedding techniques such as Discrete Wavelet Transform (DWT), Undecimated Wavelet Transform (UWT), etc., and the various compression techniques such as Set Partitioning in Hierarchical Trees (SPIHT), Arithmetic Encoding (AE), etc., are surveyed. The analysis results show that the combination of the Blowfish, RC4, UWT and SPIHT can provide high quality reconstructed image.
Introduction
The field of encryption is vital in the present era. As the attacks create serious impact, the image security is one of the important concerns. The image encryption and decryption is implemented in the applications such as medical imaging, internet communication, military communication, multimedia systems, telemedicine, etc. The encoder receives the original image and converts it into a bit stream. The mapper accepts the encoded bit stream and converts it into the form of mapped image. If the total data quantity of the mapped bit stream is less than the total quantity of the original input image, then it is called as image compression. Most of the image content encryption algorithms have been proposed in the past few years. To make the image/data in a secure way, it is necessary to encrypt the data before it is stored or transmitted. Government, financial institutions, military and hospital deals with confidential images regarding the patient's images, geographical areas, product and enemy position in defense. Most of this fore mentioned information is gathered and stored on the electronic systems. Further, the information is transmitted across 
Encryption Algorithms
This section presents some of the key encryption algorithms used for the image encryption. Some of the algorithms are Blowfish algorithm, RC4, Data Encryption Standard (DES), Triple DES, Advanced Encryption Standard (AES), RSA, Digital Signatures, chaos technique.
Blowfish algorithm
Blowfish algorithm is a symmetric block cipher that can be used for encryption and safeguarding of data. It takes a variable length sized keys from 32 bits to 448 bits [4] . The block diagram of the blowfish algorithm is depicted in Fig. 2 . Each encryption round has a key independent permutation and a key and data dependent substitution. The XOR and addition operations are performed on each 32 bit word. Blowfish is a Feistel network, and it iterates an encryption function for 16 times. If the block size is 64 bits, then length of the key can be any lengths up to 448 bits. Moreover, a complex initialization process is essential before the encryption process is carried out.
The salient features of the blowfish algorithm are as follows: 1) Uses very modest operations like addition and XOR operations.
2) 64 bit sized block. 3) Scalable key from 32 to 256 bits. 4) It employs data in large blocks. 5) It is compact and the execution is completed less than 5kb memory. 6) It is a fast and efficient, that this algorithm. But uses 32 bit microprocessor.
At a time, Blowfish algorithm can encrypt the block data of 64 bits. This algorithm is divided into two categories, 1. Key expansion and 2.Data encryption.
Key expansion
It converts a variable length key of utmost 448 bits (56 bytes) into various sub key arrays sum-up to 4186 bytes. Before the encryption and decryption process, the keys are generated. There is an array A and four 32 bit S boxes. The array includes 18 entry 32 sized bit sub keys and four S boxes. Each box holds 256 entries. The function generation is described below: 1) The 32 bits input can be divided into four subparts such as a, b, c and d. Each subparts is b bit length. 2) Each subpart arrive to the corresponding four S-boxes as 1, 2, 3 and 4.
3) The consistent 32 bit outputs are undergoing the XOR operation and addition modulo 2 32 . 4) The final result is 32 bits key.
The key generation can be mathematically defined as:
The generated key is used to formulate 18 entry 32-bits sub keys and four 8×32 boxes includes 1024 bits entries (4186 bytes).
Data encryption
Each round of the algorithm includes a data dependent substitution and key dependent permutation. The entire process of encryption and the various types of encryption are defined as follows: 1) Divide the 64 bit blocks into two equal sized blocks having 32 bit size (LB and RB).
2) The left block (LB) is XORed with the first element of block K, the result obtained (K1) is then fed into the function G. 3) Then, the substitution operation is carried out in the G function, where the 32 bit given input is converted into another 32 bit output. 4) The output from G is XORed with right half (RB) and the results are swapped. 5) After concluding each round successfully, the RB becomes the new LB or vice versa. 6) These steps can be repeated up to 16 rounds. 7) The final left and right halves are not swapped, but it is XORed with the 17 th and 18 th box elements. 8) Hence, the result is the cipher text and it is non understandable for attackers and outsiders. Advantages  The main advantage of the blowfish algorithm is its speed.
 The loss of information is prevented in both the encryption and decryption phases. Disadvantage  The encryption of the blowfish algorithm is not safe because, the algorithm is greatly dependent on the symmetric key. If the key is hacked, then the blowfish security will be completely destroyed [5] .
Generator Algorithm (PRGA). KSA as the initial step of an algorithm known as the initialization of S and PRGA is known as stream generation in the RC4 whole process. The working steps of the RC4 encryption algorithm is depicted in Fig. 3 . Fig. 3 . RC4 encryption algorithm.
During the initial step of RC4 stream cipher on the bases of variable sized key from 1 to 256. A state vector of fixed length (256 bytes) is generated on the base of the state table. During the encryption and decryption, the stream cipher is generated based on XOR with the cipher text and the plain text during the encryption and decryption. The key stream is XORed with the plaintext during the encryption phase and the cipher text is XORed with the key, stream is then converted into the plain text during the decryption stage.
Steps 
 Energy Efficient
 It can be used only once  10 times faster than the DES encryption algorithm [7] Disadvantages  Vulnerable to analytic attacks  The keys of RC4 are weak [7] 2.1.
Data encryption standard (DES)
DES is a 64 bit block cipher underneath 56 bit key [8] . DES algorithm can process with an initial permutation, 16 rounds block cipher and final permutation. The application of the DES algorithm is very widespread in military, commercial and other domains in the last few decades. Even though, this algorithm is public and the design issues used are classified. It has some drawbacks particularly in the selection of 56 bit key algorithms as it can be vulnerable to brute force attacks. In order to improve this, 2DES and 3DES algorithms are developed. The single round of DES is depicted in Fig. 4 . 
Triple DES (3DES)
The 3DES algorithm is essential for the replacement of DES algorithm due to its improvement on key searching. It has three round message [8] . It provides strongest encryption algorithm, since it is harder to break the possible arrangements. It reduces the memory requirements among the keys. The major drawback of this algorithm is time consuming than the blowfish and RC4 encryption.
Advanced encryption standard (AES)
AES algorithm uses the Rijndael block cipher and the block lengths are 128,192 or 256 bits [8] . If the length of the block and length are 128 bits, then Rijndael performs 9 processing rounds. If the length of block and key is 192 bits, then 11 processing rounds are performed. If the length is 256 bits, then it performs 13 processing rounds. In [9] , the encryption and decryption of the image is performed using the AES. The encryption process consumes 128 bit key size and a plain text. The word is converted into an 8 bit sequence. Various numbers, symbols and letters are used for the encryption process. The flowchart of the AES encryption algorithm is depicted in Fig. 5 . In [10] , the encryption performance is increased by adding the key stream generator to the AES.
The algorithm supports the data and key size that are 128, 192 and 256 bits. In [11] , a 128 bit AES is used for the image encryption and decryption. The authenticated information is protected against the unauthorized access. The number of clocks used for the image encryption and decryption is 84 and the number of clocks used for the AES encryption and decryption is 24 clocks. The AES encryption algorithm is fast, secure, simple and flexible, but the major demerits of this algorithm is that it requires more rounds of communication as compared with the Blowfish and RC4 algorithm. Also, AES needs more processing time, it is not much suitable for the real time applications. The Table 1 gives the information such as founder, year identified, size of the key in bits and block size in bits for different encryption algorithms.
Rivest-Shamir-Adleman (RSA) encryption algorithm
It is a secure public key encryption method [12] . With the encryption key , the RSA algorithm splits the larger messages into many small blocks. Each block is represented with a specified range of integer. The messages are encrypted to the eth power modulo n. This results in the cipher text message C. The cipher text C is decrypted by applying d modulo n. The encryption key is made public whereas, the decryption key is maintained private. The working principle of the RSA is depicted in Fig. 6 . When compared to the DES and blowfish, the RSA is faster and the data is maintained more secure [13] . The RSA is more secure from multiple attacks, but the demerits of the RSA are low speed, demand for key deposit, not appropriate for global system.
Digital signatures
The digital signatures for an image is produced using the one-way hash function. The message of variable length is converted into a fixed sized message using standard digital image algorithms. The hash function for an image is unique, it is very difficult to duplicate it. Before transmitting the messages, it is combined with the public key encryption algorithm like the RSA. In [14] , the Bose-Chaudhuri decryption Hochquenghem (BCH) is used to encode the image. At the receiving end, the digital signature is used to validate the authenticity of the image. The steps involved in the digital signature based encryption algorithm is depicted in Fig. 7 .
The merits of the Digital Signature are authenticity for the source of the message, integrity for the messages of both the sender and the receiver, minimal processing time, reduced overhead, optimal time management, etc. The key disadvantages of the digital signature are non-repudiation, increased cost, difficult to frame standards, increased legal and security issues, etc.
Chaos technique
Applying the Chaotic technique for the image encryption results in higher efficiency. The key properties of the chaotic systems are sensitive dependence on the system parameters, pseudorandom property, etc. The steps involved in the chaos based image encryption is depicted in figure 8 . As the figure shows, the chaos technique has two steps namely, chaotic confusion and pixel diffusion. The chaotic confusion is used to permute the plain input image into a 2D chaotic map. The pixel diffusion is used to alter the value of the pixels one by one. The parameters of the chaotic map is considered as the confusion key. The parameters of the diffusion process is considered as the diffusion key. In [15] , the dynamic chaotic system is utilized to shuffle the image pixel positions. It efficiently handles the huge key space, smaller iterations and higher security analysis. The advantages of the chaos technique are increased efficiency and simplicity. The demerits are small key size, and less security.
Image Embedding Techniques
In order to provide high level security to the encrypted image, the encrypted image is further integrated into another image with the help of image embedding approaches. The embedded image is retrieved and tested to ensure that the image has not been tampered. In this embedding technique, a region of an image is copied and pasted into another region of the same image to hide the original content in the copied region. Whereas pasting, the copied portion may be scaled or rotated. Due to irregularity of the copied and pasted portions, the edges are habitually blurred to reduce the trace of forgery.
Discrete wavelet transform (DWT)
The wavelet transformation defines a multi resolution decomposition process in terms of extension of an image into a set of wavelet functions [16] . As shown in Fig. 9 , the given input image is divided into 4 non overlapping multi resolution subbands by the following filters: LL1, LH1, HL1 and HH1. LL1 is processed to get the next coarser scale of wavelet coefficients until the final scale N is stretched. Initially, the HPF and the LPF is applied to each row image data. The output of the filters are down sampled by 2 to obtain the high frequency and the low frequency components. Then, the high and the low pass filters are applied again to the high and the low frequency components of the column. The results of the filters are again down sampled by 2. This process is repeated till the four sub band images such as, HH, HL, LH, LL are generated. Each sub band image has its own features. The low frequency information is placed in the LL band and the high frequency information is placed in the HH, HL and LL bands. The embedded secret image in the lower frequency LL subbands (LLX) may worsen the image significantly. Embedding the low frequency subbands might increase the robustness. In [17] , the DWT and Singular Value Decomposition (SVD) are used in the watermarking schemes. Once the image is splitted into four bands, the SVD is substituted to each band and the image embedding is performed by changing the singular values. By changing all the frequencies, a security attack resistant watermarking scheme is developed. In [18] , the DWT based watermarking scheme uses both the blind and non-blind algorithms. In addition to protecting the image, the watermarking scheme protects the image from misuse. The attacks are prevented by deploying the pseudo random generator in multiple stages of the algorithm. The DWT based technique uses randomness in selecting the location for embedding the watermark. The major limitation of DWT is, the cost of computing is higher when compared with the Undecimated Wavelet Transform (UWT). Then, the use of larger DWT basis functions produces blurring and ringing noise edge regions in images or video frames. It takes longer compression time and lower quality than JPEG and UWT techniques.
Undecimated wavelet transform (UWT)
Though the widely used DWT has been popular in image processing, its performance is far optimal in applications like pattern recognition, detection or more specific analysis of data [19] . This is due to biorthogonal wavelet transform is lacking the translation inverse property. To overcome the issues of DWT, translation invariant UWT is introduced. The UWT does not include any decimation. It is applied for both down sampling in the forward wavelet transform and up-sampling in the inverse wavelet transform. Here, the number of the wavelet coefficients does not shrink among the scales. This additional information can be important for better understanding and analysis for the signal characteristics.
Consider In UWT, there is no down sampling is involved. In the wavelet transform, I J is called the low pass subband (L) and W j are termed as high pass subbands (H). In case of two dimensional images, four subbands LL, LH, HL and HH are found at each scale of the decomposition. The size of each of these subbands is similar as the original image. The use of Undecimated Discrete Wavelet Transform (UDWT) for denoising the image provides optimal accuracy and smoothness than the traditional DWT [20] . But, the redundancy introduced by the UDWT is high than the dual tree complex wavelet transform [21] .
Fractional Fourier Transform (FFT)
The FFT is a generalized form of the standard Fourier Transform (FT) [22] . It is used to process the nonstationary signals such as linear chirps. FFT domain can be considered as a combination of time and frequency domains. The standard FT corresponds to a rotation angle 90 0 for the time frequency plane. It is a special case of all the FFT domains. The one dimensional FFT with the transformation angle is defined as [23] , [24] follows:
The inverse FFT is defined as follows: FFT cannot apply a filter directly to remove the noise, but with the help of the FFT the signal can be rotated which includes the preferred signal and noise. In [25] , the FFT is used for the Digital Image watermarking. When compared to the traditional information hiding techniques, the FFT based digital image watermarking provides better performance. In [26] , the 2D discrete FFT of the image is computed, and then the watermark logo is exploited for transforming the real and imaginary component coefficients. The watermarked image is retrieved by applying the inverse transform. In [27] , the double random fractional order fourier domain encoding technique is used to encrypt the 2D watermark image.
By exploiting the suitable fractional orders and random phase mask, the watermark image is recovered. By using the FFT in embedding the watermark, the security level is increased. An example of the working of FFT in the image embedding process is depicted in Fig. 10 . The figure shows that the original images are transformed using the FFT and then a secret image is added to the transformed image. Applying the inverse FFT helps in obtaining the watermarking image. Using the extraction techniques, an embedded secret image is extracted [28] . The advantages of the FFT are, increased security level, less MSE than the other two dimensional transform.
Jig Saw transform (JST)
Jig Saw is a unitary transform, it rearranges the blocks for a complex image by means of random way [29] . There are some types of JST based on the number of dimensions such as 2 dimensional JST and 3 dimensional JST. It is used to rearrange the blocks for an image with the corresponding routine to apply the transform on an image. It does not inevitably act pixel-pixel, it might act on blocks with n × m pixels to form an image. The major drawback in this Jig Saw, it takes more time for transforming the image than the UW transform.
Image Compression Techniques

Set Partitioning In Hierarchical Trees (SPIHT)
The SPIHT algorithm is a more effective implementation of Embedded Zero Wavelet (EZW) algorithm [30] After applying the wavelet transform, the algorithm divides the decomposed wavelet into significant and insignificant partitions based on the function: (8) where, denotes the significant set of coordinates T and denotes the coefficient value at (i, j)
coordinate. The SPIHT algorithm has two passes: 1. Sorting pass and 2. Refinement pass. The encoding process uses the following three lists: 1) List of Insignificant Pixels (LIP) -it includes the individual coefficients that have magnitudes smaller than the thresholds. 2) List of Insignificant Sets (LIS) -it includes a set of wavelet coefficients that are described by the type of tree structures. The magnitudes are smaller than the threshold. 3) List of Significant Pixels (LSP) -it includes a set of pixels obtained in magnitudes larger than the threshold (significant).
Merits of SPIHT
1) It provides higher PSNR than the EZW because of a special character that denotes the importance of the child nodes of a substantial parent and separation of child nodes from second generation descendants. 2) SPIHT uses the simple quantization algorithm. It can easily code the exact bit rate or distortion and provides optimized embedded coding. It results fast encoding and decoding. 3) It is very useful in transmitting the images over the internet. Because, the users with slower connection speeds can retrieve only a small portion of the file. It obtains much more advantageous results when compared to the other codec like progressive JPEG.
4)
No additional entropy coding need to be applied.
Run length encoding (RLE)
RLE is used to minimize the number of symbols needed to be coded [31] . RLE must satisfy the two conditions as discussed below: 1) Four consecutive coefficients in the same stripe should be irrelevant. 2) All consecutive neighbors of the four coefficients should be irrelevant.
An example of the RLE is shown in Fig. 11 . The steps involved in the RLE are as follows [32] , Step1: Input the string
Step 2: obtain a unique value from the first symbol
Step 3: Read the next character or string. If the character read is last, then exit.
(a) If the next symbol is same as the previous symbol, then the same unique value is given as the previous.
(b) If the next symbol is not same as the previous one, then a new value is assigned to the symbol.
Step 5: Repeat step 3 till, a matching symbol same as the previous symbol is obtained.
Step 6: The number of occurrences of the symbol is displayed as the output. One context is required when all the four samples are irrelevant. If any one of the samples becomes relevant, then more than one context is required to indicate the location of the relevant. The disadvantage of RLE is that every scan line is compressed discretely thus resulting in rather weak performance in terms of compression rate.
Huffman encoding
Huffman encoding is based on statistical coding, which refers the probability of a symbol has a direct link on the length of its representation [33] . It uses a particular method for selecting the representation of each symbol. It results in a specific code, which defines the most usual source symbols using shorter strings of bits than less common source symbols. The number of bits needed to denote each character depends on the number of characters to represent. Utilizing one bit, two characters are represented. i.e 0 denotes the first character and 1 denotes the second character. Then using two bits, four characters are represented and so on [34] . In [35] , the image pixels are treated as the symbols. The most frequent symbols are assigned a smaller number of bits, whereas, the less frequent symbols are assigned a larger number of bits. Many image compression algorithms use lossy techniques in the initial stages of the compression and use the Huffman coding in the final step. In [36] , the Huffman algorithm is divided into two ranges such as, static and adaptive. In static Huffman algorithm, the data is encoded in two passes. During pass 1, the frequency of each symbol is calculated. In the second pass, the Huffman tree is constructed. The adaptive Huffman algorithm constructs the Huffman tree in one pass. The disadvantage of the Huffman coding is, they are slow in reading and writing the files when compared to other techniques.
Arithmetic encoding (AE)
The context and decision data formulated from the context formation is coded in the arithmetic encoder [37] . AE used by JPEG 2000 standard is a binary arithmetic coder called MQ coder. The fundamental of the binary arithmetic encoding is a recursive probability subdivision procedure. There are only two sub intervals are used since it is a binary AE. For each decision, the present probability interval is split into two sub intervals.
If the decision value is 1 More possible symbol Otherwise, the decision value is 0 Less possible symbol The basic operation of the AE is computing the new more possible symbol and least possible symbol based on the context and decision form context creation. The efficiency of AE is always better or less identical to a Huffman code. If there is a corrupt bit in the code word, then the whole message becomes corrupted the original image. These algorithms are slower than the SPIHT algorithm. It is fairly complicated to implement, and it doesn't provide the prefix codes. Moreover, random access is more difficult for AE than the SPIHT algorithm.
Discrete cosine transform (DCT)
It divides the original image into the small square blocks before to be transmitted [38] . Then, 2D DCT is applied to each block. The size of the DCT blocks are varied and the performance are evaluated. DWT gives a better compression ratio without losing the information about the image. But DWT needs more processing time. Whereas DCT needs only less processing time but it has blocks artifacts, i.e. it results loss of image information. But these problems are overcome by the SPIHT compression algorithm. Various techniques for encryption based compression algorithms are depicted. A few experiments have been conducted and the results of the survey are shown in the Tables 2, 3 and 4. Table 2 illustrates the comparative study of different encryption algorithms, such as, RC4-256, AES-256, Blowfish-256, DES, RSA, chaos technique, and Digital Signature. The source of the Lena image and Cameraman image is cited in Table 2 . The circuit board image is retrieved from the default images of the Matlab tool. Table 1 compares the experimental results such as encryption time and decryption time for the various encryption algorithms. Table 1 compares the various methods with experimental results such as encryption time and decryption time. From the survey, it is evident that the Blowfish and RC4 combination can result better encrypted image than the existing algorithms such as AES, DES, 3DES, RSA, chaos technique, and Digital Signature. To validate the results obtained from the survey, few experiments are conducted to measure the encryption and Decryption speeds of each algorithm for different images of size 256×256 and 512×512. The encryption time can be used to calculate throughput of an encryption process. The throughput of the encryption scheme is calculated by dividing the total bytes encrypted on the total encryption time for each of the algorithms. The results show the superiority of the Blowfish algorithm over other algorithms in terms of processing time. Comparative results of the image embedding algorithms are shown in Table 3 . The measures such as false positive, false negative, accuracy and MSE values of each image embedding algorithm is compared. From the comparison, it is evident that the Undecimated Wavelet Transform (UWT) can efficiently integrate the source image with the other image into a non-understandable format than the existing algorithms such as Fractional Fourier Transform (FFT), Iterative FFT, Discrete Wavelet Transform (DWT), Jig Saw Transform (JST) and Least Significant Bit (LSB). [30] SPIHT is used for the replacement for wavelet compression methods. Comparative results of the image compression algorithms are shown in Table 4 . The compression algorithms compare the compression performance and PSNR values of the reconstructed image. From the table it is evident that the encryption with the compression improves the image quality and authenticity. Moreover, the surveyed result evidently proves that the SPIHT algorithm can compress the encrypted image with better image quality.
Results and Discussion
Proposed Work
Based on survey results, it is suggested that, the use of Blowfish and RC4 algorithms for the encryption process will optimize the performance. The UWT can be applied on the encrypted image with the other image to hide the original image. In order to compress the embedded image, SPIHT algorithm can be applied. The encoded bits are decoded based on the reverse process of the UWT, Blowfish and RC4 algorithms. Application of these algorithms will retrieve the original image from the encrypted image. The resultant image will yield better compression ratio, PSNR, with lesser MSE and memory capacity.
Conclusion
In this paper, an overview of various encryption based compression techniques is presented. From the survey, it is found out that Blowfish and RC4 are the very powerful encryption techniques to encrypt the input source image. When combined with the SPIHT compression techniques, it results more improved quality including reconstructed image. An efficient encryption based image compression approach can be formulated based on the Blowfish, RC4, UWT and SPIHT algorithms to attain the best quality reconstructed image.
