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This study investigates how modern machine learning  (ML) techniques 
can be used to advance the field of quantitative investing.  A broad 
literature review evaluated the common applications for ML in finance,  
and what ML algorithms are being used .  The results show ML is 
commonly applied to the areas of Return Forecasting, Portfolio  
Construction, Ethics,  Fraud Detection Decision Making Language 
Processing and Sentiment Analysis.  Neural Network technology and 
support vector machine are identified as p opular ML algorithms.  A 
second review was carried out,  focusing i n the area of ML for 
quantitative finance in recent years  finds three primary areas; Return 
forecasting, Portfolio construction and Risk management.   
 
A practical ML experiment carried out as a proof of concept of ML for 
financial applicat ions.  This experiment was informed by the results  of  
the broad and more focused literature searches.  Two forms of ML 
techniques are used to analyse  market return data and equity flow data  
(provided by State Street Global Markets)  and create a portfolio  from 
insights derived from the ML technology . The ML technologies employed 
are those of Self -Organising Maps and Hierarchical Clustering.  The 
portfolios created were tested in terms of risk,  profitability and 
stability.  Stable regimes and profitable portfolios are created . Results 
show that portfol ios obtained by analysing equity flow data  consistently  
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This chapter  provides a brief overview of the primary themes and topics 
that this research investigates.  Machine learning (ML) is defined and 
explained alongside the main uses for this technology. We explore how 
ML can be used in the context of quantitative investing and  in the area 
of regime investing. Background information is presented to give the 
reader an overall sense of the context and relevance of this study. The 
main research questions and objectives are stated and an overview of 





1.1    Motivations, Objectives and Overview 
 
Recent advances in  ML are finding commercial applications across many 
industries,  not least the finance industry  (Dominigos,  2012) .  This study 
focuses on applications in one of the core functions of finance, the 
investment process.  This in cludes return forecasting, risk modelling and 
portfolio construction (Abe & Nakayama 2018)( Ahmed, Atiya,  Gayar,& 
Shishiny 2010) .  The study evaluates the current state of the art through 
an extensive review of recent literature.  Themes and technologies are  
identified and classified, and the key use cases highlighted. Quant itative 
investing, traditionally a leading field in adopting new techniques is  
found to be the most common source of use cases  in the emerging 
literature.  
 
The initial objective of this study is to broadly investigate how machine 
learning techniques are being used in  financial applications.  An 
extensive literature review looks at the area of machine learning for  
financial applications.  The results of this systematic literature search 
are presented and discussed. As the study evolved, a focus was given to  
the literature in the area of quantitative investing. Many examples of 
how ML is impacting the field of quantitat ive investing and found in the 
literature,  highlights of these studies are di scussed in the literature 
review section.  
 
This research was kindly sponsored by State Street and was carried out 
in the State Street advanced research centre in UCC over a period of  
twelve months.  Support was provided by representatives of the Global  
Markets sector of State Street.  These industry contacts shared 
information how their team has used ML technology to tackle real -world 
problems. An interesting example is the use of Self -Organising to create 
an investor regime map to assist in portfolio managem ent.  A regime map 
describes several different states the market can be in,  each state 
characterised by investor behaviour.  Knowledge of these regimes can 
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assist in making portfolio management decisions .  The practical  part of 
this research consisted of carry ing out an experiment of using Self –  
Organising Maps (SOMs) in a similar fashion to that of state street  
global markets using additional M L technology; hierarchical clustering 
and dynamic time warping.  
 
An experiment was devised by taking inspiration from the original  
approach of using SOMs by State Street Global markets. ; SOMs to 
determine an appropriate number of regimes, while hierarchical 
clustering and dynamic -time warping were used to cluster weekly equity 
flow data to create four distinct investo r regimes. Regime invest ing is 
based on the principal that equity flows are stable  (Garvey & Chen, 
2004).  If  the market is in a certain regime one week then it most likely 
will be in the same regime in the following week. Portfolio management  
decisions can be informed by considering what regime the market is 
currently in.  A portfolio model is created to test this hypothesis and 
investigate this approach to using ML techniques to assist in 
quantitative investing. A full description of the methodology of this  
experiment,  the theory behind the technology and key terms and the 
results are fully discussed in later sections.   
 
This study provides a proof of concept that ML techniques and 
algorithms can assist in the creation of a profitable portfolio.  It shows 
the advantage of using regional equity flow data to inform the creation 
of investor regimes in contrast to solely using regional return data.  An 
objective of this study provides a proof of concept  that ML techniques 
can be utilised in the area of quantitative  investing. In discovering 
helpful insights from financial data to inform investment decisions and 






1.2    Structural Organisation  
 
The following sections (1.3-1.5) aim to introduce the reader to t hree 
fundamental concepts to this body of work;  Machine learning,  
Quantitative Investing and Investor regimes. Chapter 2 describes the 
literature review process and been split into two sections.  First the broad 
literature review of ML for financial applicatio ns and secondly the more 
focused literature review of recent studies involving ML for 
Quantitative investing.  (Chapter 2 includes methodology,  results,  
discussion and conclusion of the literature search. ) Chapter 3 seeks to  
explain in detail the main concepts which this study deals with 
including;  Investor regimes, original ML project carried out in SSGM, 
the main types of ML, commonly used ML c lustering algorithms, 
distance measures,  time-series clustering,  self -organising maps and all  
related formulae associated with this project.  
Chapter four provides relevant information on MSCI data,  equity flow 
and LIBOR data sets which were using for this project.  Chapter 5  
presents and discusses the results of this experiment.  Finally ,  chapter 6 
highlights the main outcomes, conclusions and areas of further research.  
 
1.3    Contribution 
 
I  am individually responsible for chapters 1 and 3 -7, chapter 2 is  
collaborative.  Chapter 2 consists of a comprehensive literature review 
which looks at how ML can be used to assist in financial applications.  
The results of this review show areas where ML is commonly applied to  
in finance and what ML algorithms and technologies are employed.  
Chapter 2 is adapted from a paper published in The International Journal  
of Trade, Economics and Finance.  The work was presented in Lyon at  
the International Conference  of Trade and Financial Research (ICEFR) . 




The work is co-authored by myself and my two peers; Ruairi Kennedy 
and Luke O’Shea. I  will briefly explain here how the work was dele gated 
between the three of us.  Once key word and search criteria was decided 
upon, we all contributed to looking for sui table papers to include in our  
review. Once enough was obtaine d, we split the papers up evenly. The 
financial applications present in each one was noted, and the ML 
algorithms employed were recorded also.  We combined the three sets of  
results into one concept -centrix matrix and created relevant tables which 
can be found in chapter 2.   
 
The same approach was taken to the second literature s earch that focused 
into the area of ML for Quantitative investing. Three areas of interest 
emerged from this review; return forecasting, risk management and 
portfolio construction. We each took one area to explore in more depth 
and write up discussion sect ions for the paper.  My area was portfolio  
construction. I  took the lead on writing the methodology while my 
colleagues carried out the task of writing the introduction and 
conclusion sections of the paper.  All authors had equal roles the creation 
of the resul ts sect ion. Individuals carried out the primary work on each 
section and would then and it over to another teammate to add elements,  
proofread and improve with further iterations.   
 
1.4    Machine Learning 
 
ML refers to the field of study involving mach ines and computer  
programmes capable of performing useful tasks or gaining insight from 
data without being explicitly programmed to do so  (Domingos, 2012) .  
In recent years there has been a proliferation of ML techniques and 
growing interest in their applications in finance, where they have been 
applied to sentiment analysis of news, pattern recognition, trend 
analysis,  risk management among a huge host of other applications  
(Russell and Norvig,  2009) .  An example of a well -known learning 
machine is tha t  of IBM’s Watson  (Ferucci,  2010) .  Originally Watson 
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was a “question and answering machine”  which came into the public’s 
eye when it appeared on the television show ‘Jeopardy!’,  where it  
defeated two of the show’s most successful contestants  (Reynolds,  
2019).  
 
The first widespread commercial use cases of artificial intelligence were 
“expert systems”, originating in Stanford in the 1960s (Domingos 2012)  
and popularized in the 1980s and 1990s. Expert systems were designed 
to solve complex problems in a specific fi eld,  in a manner similar to a 
subject matter expert.  Original exper t systems were rule -based 
programmes developed in languages such as LISP and Prolog. In recent  
years,  there has been a  significant drop in interest in classic expert 
systems, as they are superseded by systems incorporating artificial  
intelligence (Lindsay, Buchanan, Feigenbaum & Lederberg , 1993).  AI 
systems are systems that replicate human thought processes  (Wagner,  
2017).  Many of these systems are advertised today as cognitive 
computing systems.  
 
‘Learning’ is a somewhat deceiving term as machines of course cannot  
learn in the same way a human can (Burkov, 2019).  A person could 
observe a video of a simple game being playe d many times and from this 
learn over time how to play the game. A machine can be programmed to 
learn in the same way but would fail if the screen displaying the video 
was ti lted to  the side (Burkov, 2019).  Machines cannot account and 
adjust for this change in the environment  the way a human being can.  
So why call it  ‘learning’? This catchy name serves a greater purpose;  
marketing. The term ‘Machine Learning’ was coined by Arthur Samuel 
1959 while he worked in IBM. Samuel was an expert in the field of 
computer games and artificial intelligence (Domingos, 2012).  The name 
‘Machine Learning’ made this field of research sound new and excit ing, 
designed to stand out from the competition (Domingos, 2012),  to assist  
in the recruitment of the best talent in computer  science and statistics.  
In addition to assisting to recruitment,  the catchy name helped in  
acquiring new clients and strengthen investor confidence. A similar 
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strategy was carried out by IBM in 2010 with the phrase ‘Cognitive 
Computing’.  This term refers to machines that emulates the way in 
which a human mind works (Dominigos,  2012).  Cognitive computing is 
in part carried out by implementing ML techniques.  
 
Many factors have led to the emergence o f ML as a popular tool  
(Reynolds,  2017) .  It can assist in the automation of various task which 
can cut cost and create value for a company  (Reynolds,  2017) .  The 
development of easy to use programming languages in which to create 
ML algorithms such as Python and R has contributed to their wide usage 
as well as the creation of frameworks such as TensorFlow (Burkov,  
2019).  Companies are constantly looking for ways to innovate 
traditional services and gain insight into very large datasets created 
from the web that may contain information about consumer sentiment,  
market influences and much more (Burkov, 2019) . 
 
ML techniques is revolutionising health services,  IT and has a huge 
amount of  financial applicat ions (Wagner,  2017) .  Machine learning can 
be applied to predicting the market in many ways (Heaton, Polson & 
Witte,  2017) (Ritter 2017) .  The literature search presented as a part of 
this study highlights some cases where this technology has been 
successfully applied to real world tasks.  A notable example is how 
machine learning is assisting advancements the field of sent iment 
analysis (Boiy & Moens, 2009) .  Sentiment analysis is the process of  
systematically analysing text to identify feeling or opinion towards a 
certain topic (Boiy & Moens, 2009) .  In this age of big data,  vast oceans 
of internet chatter contain valuable i nformation about consumer 
opinions on products and companies.  When properly aggregated and 
analysed this data can be of great use. ML techniques can help make 
sense of the ever -growing amount of data available to us in ways not  





1.5    ML for Quantitative Investing 
 
Quantitative Investing refers to the practice and field of study that  
involves analysing various types of data in a rigorous and systematic 
way (Spiegeleer,  Madan, Reyners & Schoutens,  201 8),  using the results 
of the analysis to inform investment decisions.   Graham and Dodd’s 
Security Analysis,  publ ished in 1934 following the Wall Street Crash of  
1929 is the seminal work on fundamental investing and remains in  
publication today (Graham & Dodd, 2008).  It is one of the first books 
to distinguish investing from speculation, advocating the use of a 
systematic framework for analysing securities for stock selection.  
 
An interest ing type of ML technology is that of Self -Organising maps 
(SOMs). They are form of artificial neural network (ANN), and are an 
example of unsupervised learning  (Kohonen, 1997) .  Technical terms 
such as these will be discussed in full detail during the literature review 
and Theory sections.  State Street Global Markets (SSGM) utilised SOMs 
to assist in the area of portfolio management.  This original method of 
using self -organising maps is discussing in greater detail in section 
3.1.2 .  Methods and results of SSGM’s work informed aspects of this 
research project.  A primary aim of  this study is to provide a proof of 
concept that ML techniques can be utilised in the area of quanti tative 
investing. In discovering helpful insights from financial data to inform 
investment decisions and in the creation and diversification of a  








1.6    Market Regimes 
 
A regime is a period of time characterised by a particular pattern of  
investor behaviour (Balcilar,  Demirer,  Hammoudeh, 2013).  Market 
regimes are persistent .  Identifying the current regime can assist in  
making investment or trading decisions  (Balcilar,  2013) .  A regime, once 
identified, may be characterised by a pattern of price changes across 
different markets.  From an investors point of view, once the current  
regime is identified, because of persistence, the expected regime for the 
next period is also known. If the regime has an expected pattern of price 
changes,  this produces a prediction of the pric e movements in that  
period, financially useful information. In this study we define regimes 
in terms of equity investment  flows into regional markets based on data 
from a leading investment bank and characterised the returns associated 
with each market based on the corresponding market indices.  The aim 
of this study is to identify and characterize regimes and test whether  
these can be used to generate financially useful information.  
 
Market regimes have applications in the f ield of investment modelling. 
They can provide a way to assess  risk.  Typically,  regimes do not change 
from being low to high risk in a day but rather switch over a longer 
period of time.  This study used the latest AI techniques,  specifically  
self -organising maps,  to identify four stable regimes based on equity 
investment flows into regional markets.  This stabili ty of regimes is key 
to the usefulness of market regimes . Once identified, the average equity 
returns for each regime were characterised based on the country or  
regions MSCI Index. Finally,  the potential of this regimes to generate 
useful information was demonstrated by showing three different trading 
strategies produced a positive return in back -tests.   
 
Section 3.2.1 gives a detailed explanation of this original research 
project.  This project revisits this area,  using the latest ML advances,  
including the latest neural network methods and  ML algorithms to 









The following literature review has been adapted f rom the paper ‘Trends 
and Applications of Machine learning fo r  Financial Applications’.  The 
work was presented in Lyon at the Inter national Conference of Trade 
and Financial Research (ICEFR) and published in the associated journal;  
The International Journal of Trade, Economics and Finance.  This paper  
was co-authored by my peers Ruairi Kennedy and Luke O’Shea. The 
workload was evenly shared between us.  Details of how the work was  
allocated can be found in the introduction chapter in section 1.3.  
 
Abstract —  Recent advances in machine learning are finding commercial 
applications across many industries,  not least the finance industry.  Thi s 
paper focuses on applications in one of the  core functions of finance,  
the investment process.  This includes return forecasting, risk modelling 
and portfolio construction. The study evaluates the current state of the 
art through an extensive review of re cent literature.  Themes and 
technologies are identified and classified, and the key use cases 
highlighted. Quantitative investing, traditionally a leading field in  
adopting new techniques is found to be the most  common source of use 
cases in the emerging l iterature.  
 





2.1  Introduction  
 
The study evaluates the current state of the art through an extensive 
reviewed of recent literature.  Themes and technologies are  identified 
and classified, and the key use c ases highlighted. Quantitative investing, 
traditionally a leading in adopting new techniques is found to be the 
most common source of use cases in the em erging literature.  This 
function includes return forecasting, risk modelling and portfolio  
construction. This literature search and review is divided into two 
distinct sections.  The first is a broad review of machine learning in 
finance. This includes popular use cases for ML, commonly used ML 
algorithms and which algorithms are most used in specific applic ations.  
The aim was to draw connections between popular use cases in finance 
and current ML techniques.  This search yielded information on the 
popular use cases and technologies.  
 
A second, more focused, literature search was carried out in the area of 
ML for quantitative finance. We provide an overview of the 
development of the area as a background for the discussion, this includes 
the emergence of ML as a useful tool,  common algorithms and 
methodologies,  and a review of the evolut ion and theory of quantit ative 
investing. Only recent papers were included in this search, published 
and soon to be published papers only.  The reasoning behind this narrow 
time period was to attempt to evaluate where the cutting edge of  ML for 
quantitative finance lies.  This literature review has been adapted from 
a paper written by myself and two members of my research team; Ruairi 
Kenney and Luke O’Shea. The paper was published in the International  
Journal of Trade, Economics and Finance and presented at the 2019 
international conference on Economics and Finance Research in Lyon. 
The paper was adapted to better fit  this specific thesis.  The original 




2.2  Literature Review Methodology 
 
A full description of the methodology, tools and techniques u sed in the 
literature review is presented. Separate approached were given to the 
initial broad literature search and the second more focused review of 
ML for quantitative finance.  
 
2.2.1         Broad Review of ML for Finance 
 
Initially,  a broad search was  conducted to identify the major themes 
related to ML. This search yielded information on the popular use cases 
and technologies.  This information informed a second, more focused 
investigation of relevant materi al.  The aim was to draw connections 
between popular use cases in finance and current ML techniques.  
 
As quality and scope of published research can vary widely,  measures 
were taken to reduce the possibility of including unreliable studies in  
the final dataset.  Before inclusion in the concept matrix,  each paper was 
assessed on quality.  This was achieved by using a variety of quality 
indicators including; the citation count,  the quality of an institute’s 
research activities associated with the paper,  bias cre ated from funding 
sources,  and the impact fac tor of the journal.  The journal Impact Factor  
is calculated by taking the average number of times articles from the 
journal published in the past two years have been cited in the year and 
dividing that number by  the total number of articles published in the 
two previous years.    
  
An appropriate search strategy was devised and carried out based on the 
main topics that were identified during the literature review. Search 
words included: image recognition, sentimen t analysis,  market  
prediction, and language processing, used in conjunction with ML. The 
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purpose of searching by use case was to identify which technology is 
widely and effectively used to accomplish the tasks in recent years.  
Every paper was assessed in r elation to its  relevance and quality.   
 
2.2.2      Quantitative Finance Literature Review 
   
An appropriate search strategy was devised and carried out based on the 
main topics that were ident ified during the first investigation of the 
literature.  The arXiv and SSRN databases were searched to ensure that  
the most up-to-date research papers were included. However,  as these 
are not peer reviewed papers,  extra care was taken to ensure that the 
papers were from reputable authors,  focusing on the quality of auth ors’  
previous publications.  The topic phrases  used in search were “portfolio  
management”,  “stock market forecasting”, and “risk management”.  All 
these topic phrases were used in conjunction with the key phrase 
“machine learning” to return only relevant  research papers.  The purpose 
of searching by topic was to identify which technologies are widely  and 
effectively used within each area.  As we are evaluat ing the current state 
of the art,  we wanted to ensure that only recent papers were included. 
Thus, we only included papers that were submitted in 2015 or later.  
 
From the initial search we collected a total of 118 papers.  After an initial  
review of abstracts,  papers that were not relevant to machine learning 
in finance (specifically investing) were removed. An y papers that were 
duplicates under more than  one search topic were kept under the topic 
that appeared most  relevant.  Papers were then assessed in relation to  
their quality using the quality indicators mentioned above. This reduced 






2.3  Common ML Applications 
 
A concept-centric matrix was utilised ini tially to identify which areas 
commonly use machine learning techniques.  Recurring concepts and 
themes were noted and counted across a sample of 67 papers identified. 
An initial l ist of recurring themes was identifi ed and analysed. Some 
themes, such as ‘Geopolit ics ' were removed as they were deemed 
irrelevant due to the lack of research on the topic.  Recurring themes are 
presented in Table I.  
 
Table 1 - Common themes identified in broad ML for finance literature search 
Theme      References 
 
Return Forecasting 21 
 
Portfolio Construction 12  
Ethics 8  
Fraud Detection 8  
Decision Making 8  
Language Processing 7  
Sentiment analysis 7  
 
As can be seen in table 1; the most common use -cases identified were 
return forecasting and portfolio construction. Quantitative methods 
were introduced to finance through the equity market and it is 
unsurprising that it  should lead the way in incorporating the latest 
advances in its processes.  Many of the papers above also discussed risk 
modelling. This led us to take return forecasting, portfolio construction,  
and risk model ling as our three core topics.   
 
Many techniques used in the papers only appear once, some twice.  Si nce 
the purpose of this paper is to identify the most popular machine 
learning techniques used in finance, specifically in the topics above,  
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only techniques which appeared in at least three  papers were included 
in the table.  We also decided to include RNN,  although it is only 
mentioned explicitly in two papers,  it  appears implicitly more frequently 
as both LSTM and GRU are subsets of the technology. The results of the 
analysis are presented in Table 2.   
 
2.4 ML Algorithms for Financial Applications 
 
The most popular ML techniques identified in the pap ers researched 
are presented in Table II  overhead, as wel l as a breakdown of the 
different acronyms used in the table.  This information was collected 
from a sample set of 67 papers,  all that focus in the area of  ML for 
financial applications.  
 





 MLP SVM LSTM GRU RNN CNN RF GPR LR 
          
Return 
Forecasting 
7 5 4 2 - 1 2 - - 
Portfolio 
Construction 
7 2 3 1 1 1 4 2 1 
Risk 
Modelling 
6 2 2 1 1 1 4 3 4 
          
MLP Multilayer Perceptron 
SVM Support Vector Machine 
LSTM Long Short-Term Memory 
GRU Gated Recurrent Unit 
RNN Recurrent Neural Network (basic)  
CNN Convolutional Neural Network 
RF Random Forests/Decision Trees 
GPR Gaussian Process Regression 
LR Logistic Regression 
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Artificial neural networks are used in all three areas of finance studied, 
with a standard feedforward network (MLP) being the most common. 
Useful results are found from network s that range from small to very 
large networks (deep neural networks).  There is also evidence of  
preferences for some techniques  across different areas of industry and 
various applications.  For example,  Gaussian process regression is used 
in both portfolio  construction and risk modelling but has not been 
applied to return forecasting.  
 
2.5 Recent Quantitative Investing Literature 
 
This section out lines the latter part of the literature review. Here we 
focus the search to only include recent  papers discussin g instances 
where ML has been leveraged in the area of quantitative finance. We 
begin with a brief overview of quantitative finance and an explanation 
of some key and recurring terms such as portfolio diversification theory 
and the leading quant itative investment st rategies.  
 
2.5.1   Overview of Quantitative Investment  
 
A quantitative approach to market analysis gained popularity as 
advances in computing technology made the collection and analysis of  
large amounts of market data possible.  Graham and Dodd’s Security  
Analysis ,  published in 1934 following the Wall Street Crash of 1929 is 
the seminal work on fundamental investing and remains in publicatio n 
(Graham & Dodd, 2008) .  It is one of the first books to distinguish 
investing from speculat ion, advocat ing t he use of a systematic 
framework for analyzing securities for stock selection.  This allowed the 
development and verification of market models on a scale not previously 
possible,  contributing to significant advances in the understanding of  
financial markets,  including the Capital Asset Pricing Model ( CAPM),  
(Sharpe, 1964),  (Mossin,  1966),  (Lintner ,  1975),  (French, 2003)  and 




A systematic approach to portfolio construction and risk analysis was 
presented in Portfolio Selection (Markowitz,  1952) ,  published in 1952. 
In this,  Markowitz provides a mathematical definition of risk as the 
standard deviation of return. The app roach focused on maximizing 
portfolio performance by optimizing the trade -off between risk and 
return. This was the foundation of modern portfolio theory, providing 
an analytical framework for the construction and analysis of investment  
portfolios (Becker & Reinganum, 2018) .   
  
2.5.2  Quantitative Investment Strategies  
 
This project partly seeks to evaluate how useful ML techniques ar e in 
the creation and implementation of quant itative investment strategies.  
It is essent ial to first understand and consider the established 
quantitative invest ing strategies  that are a key part of any quantitat ive 
investor’s toolkit .  In this section we co ver some basic strategies ,  namely  
active equity,  value and momentum invest ing.  Active equity investing 
refers to a portfolio  management strategy where the investor continues 
to actively buy and sell.  Therefore,  an active investor must frequent ly 
monitor the market to exploit profitable opportunities (Fabozzi,  2005).  
This strategy contrasts passive investing, where equity is purchased for 
its long-term appreciation value and does not involve constant buyin g 
and selling by the investor.  Success of thi s strategy largely depends on 
the skill of the investor,  the ability to not ice trends and weak nesses in  
the market and overtime the overall skill of active investors has 
increased (Pástor ,  2003).  
 
Value and momentum are two popular trading strategies,  inve stors often 
use one or the other.  This paper investigates the returns on investment  
when used simultaneously to assess the market and find that these 
strategies offer a more powerful result than either on its ow n. A three-
factor model is devised and tested . These three factors are the global  
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market index, value and momentum. A market index is a wei ghted 
average of investments from a section of the stock market,  its calculated 
from the price of the selected stocks  (Fabozzi,  2005) .  
 
Value investing is an inve stment strategy that exploits that market by 
purchasing securities that appear under -pr iced by some sort of analysis.  
Any data that is important for decision -making or has a logical  
relationship with an equity i s quantitative (Fabozzi ,  2005).  Models are 
built to predict expected returns and are based upon an equities value 
relationship with various  factors (Fabozzi ,  2005).  Momentum and 
sentiment are two widely used factors (Fabozzi ,  2005).  
 
2.5.3  Portfolio Diversification Theory 
 
In the ML experiment  section of this study we diversify a portfolio  
across different global regions.  This can be considered regional  
portfolio diversification,  but we can diversify a portfolio in different 
ways, one can also diversify by  industry sector.  Harry Markowitz 
outlines how diversification of assets can reduce risk in a portfolio  
(Markowitz,  1952).  This degree to which diversification is effective is 
dependent on the level of correlation present between security returns.  
Modern portfolio theory states that diversification of security returns 
with lower correlation should yield more favourable results for an 
investor (Levy & Sarnat,  1970).  There exists a variety of different  
approaches that an investor can take to diversify a portf olio,  including 
diversification by sector and  by country or region. In a 1970 paper by 
Levy and Sarnat discusses the high degree of correlation between 
security returns in a single economy and presents the benefits of 
diversifying assets internationally in  comparison to holding assets 
across different industries domestically (Levy & Sarnat,  1970).  For 
many years international diversification has been an established 
portfolio management strategy and has grown more popular in recent 
decades (Hitt,  2006).   
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2.5.4  Key Insights  
 
The paper selection included ML papers published in recent years as 
well as papers yet to be published by established authors from reputable 
institutions.  The most recent studies in this field were included to help 
evaluate the cutt ing edge and state of the art of the use of ML for  
financial applications.  
 
2.5.4.1  Portfolio Construction  
 
Portfolio construction is the process of combining return forecasts and 
risk models to create an optimum portfolio given an investor’s 
constraints.  A variety of ANN methodologies are applied to the portfolio  
optimisation problem, often outperforming traditional optimisation 
techniques (Deng & Yu, 2014) (Nakagawa, Uchida & Aoshima, 2018) 
(Jiang, Xu & Liang, 2017) .   Deep learning reappeared many times during 
this search in the context of portf olio construction. Deep learning refers 
to models that consist of multiple layers or stages of nonlinear 
information processing (for example,  a  neural network with many 
hidden layers) (Deng & Yu, 2014) .  Both hierarchical clustering and 
reinforcement learning were used to improve portfolio diversification.  
Multiple papers discuss the method of applying Markov models to  
predict the performance of stocks  (Fons, Dawson, Yau, Zeng & Keane, 
2019) (Samo & Vervuurt,  2016).  Markov models are a type of ML 
method that  model variables that change randomly through time  (Guyer,  
2009).  The complicated nature of the global market  makes using this 
type of model a viable option.   Markov models are relevant to the field 
of regime investing and are thus important to the theory of the ML 





2.5.4.2  ML for Portfolio Construction Studies 
 
•  The authors present a deep learning framework for portfolio  
design, applying their framework to the stocks in the IBB index, 
demonstrat ing that their portfolio weighted using deep learning 
outperformed the index (Heaton, Polson & Witte,  2017) .  
 
•  The author outlines a reinforcement learning solution for a 
rational risk -averse investor seeking to maximize expected utility of  
final wealth,  giving an example of a Q -learning agent  exploi ting an 
approximate arbitrage in a simulation (Rit ter,  2017) .  
 
•  The authors of both papers make use of hierarchical clustering 
algorithms for constructing diver sified portfolios.   The portfolios are 
constructed using variations of risk parity (Lopez & Prado, 2016)  and 
equal risk contribution methods (Raffinot,  2017)  which take the 
hierarchical correlation structure of the assets into account.   The 
portfolios constructed are shown to have superior diversificatio n and 
out-of -sample risk adjusted performance.  
 
•  The authors make use of convex analysis techniques to devise an 
optimal portfolio coupled with a Hidden Markov Model (HMM) used to  
estimate growth rates in the market model,  which achieves improved 
results over a simple model using geometric Brownian motio ns (Al-
Aradi & Jaimungal,  2019) .  
 
•  The authors provide an overview of the financial applications of 
Gaussian processes and Bayesian optimisation, providing exam ples for 
forecasting the yield curve with Gaussian processes,  and using Bayesian 
optimisation to build an online trend -following portfolio optimisation 




•  The authors compare the use of Feature Salient Hidde n Markov 
Models (FSHMM) and HMM for construct ing factor investing 
portfolios.   The FSHMM select s relevant factors for use from a pool of 
available factors,  while the HMM uses the whole pool of factors.  Both 
models outperformed benchmark portfolios,  with th e FSHMM portfolio  
showing better performance (Fons et al  2019).  
 
•  The authors use factors as inputs to deep neural network, SVM 
and random forest models for predicting stock returns.  While their  
research shows the effectiveness of a deep learning model,  m ore 
significantly they used Layer -wise Relevance Propagation (LRP) to 
determine individual fact or contributions to the neural network’s 
prediction (Nakagawa, Uchida & Aoshima, 2018) . 
 
•  The authors create a non-linear multi-factor model using LSTM 
to estimate the non-l inear function. As in the previous paper the authors 
make use of LRP to identify which factors contribute to the model.   The 
performance of the LSTM model is compared to the neural network 
model used in (Nakagawa, Uchida & Aoshima, 2018) and gives superior 
returns (Nakagawa, Ito,  Abe & Izumi, 2018).  
 
•  The authors examine the use of thr ee deep reinforcement learning 
algorithms, Deep Deterministic Policy Gradient (DDPG), Proximal  
Policy Optimization (PPO) and Policy Gradient (PG), in managing a 
portfolio of assets in the Chinese stock mark et.   They propose the use 
of adversarial training methods and employ a revised PG algorithm 
which outperforms a Uniform Constant Rebalanced Portfolio (UCRP) 
benchmark (Liang, Jiang, Chen, Zhu & Li,  2018) .  
 
•  The authors employ models constructed using Gaus sian processes 
and Monte Carlo Markov Chains which  learn optimal strategies from 
historical data,  based on user -specified performance metrics (e.g.  excess 
30 
 
return to the market index, Sharpe ratio, etc.).  This ap proach addresses 
the inverse problem of Stochastic Portfolio Theory –  devising suitable 
investment strategies that meet the desired investment objective,  when 
initially given a user -defined portfolio selection (Samo & Vervuurt,  
2016).  
 
•  The author provides an ML framework for estimating optimal  
portfolio weights.  They apply this framework using thr ee ML methods 
–  Ridge and Lasso regression, and two newly introduced methods;  
Principal Component regression, Spike and Slab regression. All methods 
outperform the mean-variance, minimum-variance, and equal  weight  
portfolios (Kinn, 2018) .  
 
•  The authors propose a way to find the risk budgeting portfolio by 
using optimisation algorithms to find a solution to the logarithmic 
barrier problem. They use algorithms such  as cyclical coordinate 
descent,  alternating direction method of multipliers (ADMM), proximal  
operators,  and Dykstra's algorithm (Richard & Roncalli,  2019) .  
 
•  The authors present a financial -model-free reinforcement learning 
framework as a solution to the  portfolio management problem. The study 
tests the proposed framework with the following neural  networks: CNN,  
a basic RNN, and LSTM (Jiang, Xu & Liang, 2017) .  
 
2.5.4.3  Return Forecasting  
 
Return forecasting refers to the practice of  predicting the investment  
return from an asset or asset class  (Fama, 1973).  It  is central to 
investment management and features highly in the literature  (Fama, 
1973) (Lintner,  1975) (Kahn, 2018).  Many types of ANN are tested on 
their ability to forecast r eturns (Song, Zhou & Han, 2018).  Deep neural  
networks,  CNNs, LSTMs are all  applied to the problem of return 
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forecasting (Tsantekidis et al,  2017) .  In one theme, the new ML 
technology is applied to improve forecasts made from traditional inputs,  
such as fundamental accounting data or technical indicators.  A second 
approach uses ML to extract new inputs from alternative data,  such as 
sentiment from news data.  Finally,  the authors predict movement at  
market level rather than at the level of individual securiti es,  for example 
using ML to ident ify states.  
 
2.5.4.4  ML for Return Forecasting  
 
•  The authors use a CNN strategy to analyse and detect price 
movement patterns in high -frequency limit order book data.   Multilayer  
neural network methods and SVMs were also considered. However,  they 
conclude the CNNs provide bet ter perform ance for this task (Tsantekidis 
et al,  2017) .  
 
•  The authors implement several ML algorithms to predict future 
price movements using limit order book data.  They employ two feature 
learning methods: Autoencoders,  and Bag of Features.  They compare 
three different classifiers:  SVM, a Single Hidden Layer Feedforward 
Neural Network (SLFNN), and an MLP. The results from the MLP are 
better than the other classifiers (Nousi et al,  2018) .   
 
•  The authors introduce a novel  Temporal Logistic Neural Bag -of-
Features approach, that can be used to tackle the challenges that come 
with data of a high dimensional ity,  in this case high -frequency limit  
order book data (Passalis et al 2019) .  
 
•  The authors train a deep neural network on reported fundamental  
data from publicly traded companies (revenue, operating income, debt  
etc.).  A value investing factor strategy based on forecasted fundamental  
data outperforms a traditional value factor investing approac h with a 
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compounded annual return of 17.1% vs 14.4% for a standard factor 
model (Alberg & Lipton, 2017) .  
 
•  The authors create a simple buy -hold-sell strategy to predict 
direction of movement for 43 CME listed commodities and FX futures 
based on an ANN trained on a multitude of features for each instrument  
designed to capture co -movements and historical memory in the data 
(Dixon, Klabjan & Bang, 2017) .  
 
•  The authors use a random forest model to predict the direction of 
stock prices based on price informati on and a number of momentum 
indicators (Relative Strength Index, Moving Av erage Convergence 
Divergence, Stochastic Oscillator,  Williams %R, On Balance Volume,  
and Price Rate of Change).  The algorithm is shown to outperform 
existing algorithms found in the literature (Khaidem, Saha & Dey, 
2016).  
 
•  The authors provide a sentiment  analysis dictionary which they 
use to predict stock movements in the pharmaceutical market sector.  
With this model they achieve an accuracy of 70.59%  (Shah, Isah & 
Zulkernine, 2018) .  
 
•  The authors present a methodology to define,  identify,  classify 
and forecast market states.  They use a Triangulated Maximally Filtered 
Graph network to filter information, and simple logistic regression for  
predicting market states.  They compare five models,  with a Gaussian 
Mixture Model as their baseline.  All five models o utperform the 
baseline in terms of risk/return significance (Procacci & Aste,  2018) .  
 
•  The authors compare five ANN models for forecasting stock 
prices: a standard neural network us ing back propagation, a Radia l Basis 
Function (RBF), a General Regression Neural Network (GRNN), SVM 
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Regression (SVMR), and Least Squares SVM Regression (LS -SVMR) 
(Song, Zhou & Han, 2018).  
 
•  The authors use 25 risk factors as inputs to ML stock returns 
prediction models.  Resul ts show that deep neural networks generally 
outperform shallow neural networks,  and the best networks also 
outperform representative machine learning models (Abe & Nakayama,  
2018).  
 
•  The author employs ANNs to predict product demand for weather  
sensitive product s in Walmart stores around the time of major weather 
events (Taghizadeg, 2018) .   
 
•  The authors implement a Gaussian Naïve Bayes Classifier for 
prediction based on sentiment analysis of  Twitter data.  The data used 
was obtained from Twitter and pertained to  the 2014 FIFA world cup 
(Le, Ferrara & Flammini,  2015).  
 
2.5.4.5   Risk Management 
 
Three different themes are identified under the broad heading of risk.  
The first attempts to employ ML to improve traditional measures of risk 
used in the mean variance fr amework (Wang & Ni,  2019) (Goudenége,  
Molent & Zanet te,  2019).  The second theme looks for companies at risk 
of default or bankruptcy (Hisano, Sornette & Mizuno 2018) (Zhang, Luo 
& Lu 2018) (Chow, 2018). Techniques such as n atural language 
processing are used to identify words that indicate higher risk.  The final 
theme uses ML to develop hedging strategies (Buehler,  Gonon & 





2.5.4.6  ML for Risk Management Applications  
 
•  The authors use k -means clustering to construct risk models by 
clustering stock returns (Kakushadze & Yu,  2016).  They demonstrate 
that this ML approach outperforms statist ical risk models (Kakushadze 
& Yu, 2017).   in quantitative trading applications (Kakushadze & Yu, 
2019).  
 
•  The authors present a framework for h edging a portfolio of 
derivatives in the presence of market frictions such as transaction costs,  
market impact,  liquidity constraints or risk limits (Buehler  et al,  2019).  
 
•  The authors show how Gaussian Process Regression can assist in 
pricing and hedging a Guaranteed Minimum Withdrawal Benefit  
(GMWB) Variable Annuity with stochastic volatility and stochastic  
interest rate (Goudenége, Molent & Zanette,  2019) .  
 
•  The authors show that machine lear ning can be as effective as 
other existing algorithms at solving difficult hedging problems in 
moderate dimension. They use techniques such as a modified LSTM 
neural network to calculate their hedging strategies (Fecamp, Mikael & 
Warin,  2019) .  
 
•  The authors aim to explore the optimal model for business risk 
prediction. They attempt to do this using XGBoost,  and by 
simultaneously examining feature selection methods and hyper -
parameter optimization in the modelling procedure (Wang & Ni,  2019) .  
 
•  The authors try to predict daily stock volatility using news and 
price data.  Their model,  which utilizes a Bidirecti onal Long Short -Term 
Memory (BiLSTM) neural network and stacked LSTM’s, outperforms 
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the well -known Generalized Autoregressive Condi tional  
Heteroskedast icity (GARCH) model in al l sectors analysed (financial,  
health care,  etc.) (Sardelich & Manandhar ,  2018) . 
 
•  The authors exploit a heterogeneous information network of 
35,657 global firms to improve the predictive performance for firms 
likely to be added to a blacklist.  Blacklists are used to keep track of 
entities that have unacceptable problems, such as fin ancial or 
environmental issues.  Blacklists help keep portfolios profitable and 
“green”. Their model consists of a simple MLP with thirty hidden units 
(Hisano, Sornette & Mizuno 2018) .  
 
•  The authors estimate corporate credibility  of Chinese companies 
using a CNN and natural  language processing. They use Latent Dirichlet  
Allocation to summarise the text of news articles and use a CNN to 
extract the most important words from each topic (Zhang, Luo & Lu 
2018).  
 
•  The authors compare different strategies for so lving a variation 
of the multi-armed bandit problem. In their version of the problem, the 
learner can pull several arms simultaneously,  or none at all.  This could 
easily be applied to assist in investment decisi ons.  Out of the strategies 
compared, Bayes-UCB-4P and TS-4P perform the best (Achab,  
Clémençon & Garivier,  2018) .   
 
•  The author compares several ML algorithms: Logistic Regression,  
K-Dimensional Tree (K-D Tree),  SVM, Decision Trees,  AdaBoost,  
ANN, and Gaussian Processes (GP) for forecasting business  failures 
(corporate bankruptcy).  The techniques used are: Principal Component  
Analysis (PCA), Linear Discriminate Analysis (LDA), Isometric Feature 
Mapping (ISOMAP), and Kernel PCA. On the Korean dataset,  all m odels 
perform similarly.  K-D Tree, SVM, and GP perform best over all of the 
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dimensionality reduction methods used. On the Polish dataset,  the linear 
regression model performs the best (Chow, 2018). 
 
2.6   Literature Review Insights 
 
The results of the literature search demonstrate that there is a wid e range 
of ML techniques being successfully applied to many areas in the 
development of quantitative investing strategies,  outperforming 
traditional benchmarks,  previously used techniques and algorithms in 
many cases.  Algorithms that assume a linear relati onship between data 
can result in reduced accuracy. Authors  argue for the use of more 
advanced mathematical  models and ML techniques such as unsupervised 
learning that are capable of model ling complex non-linear relationships 
in financial systems.  
 
2.6.1  Strategy Development & Analysis  
 
Taking factor investing as an example of this,  (Harvey & Liu, 2017)  and 
(Harvey, Liu & Zhu, 2016) make use of statistical algorithms to show 
that many factors discovered over the last number of years can be 
considered inaccurate or inval id.  In the aptly named paper,  Taming the 
Factor Zoo, a double selection LASSO ML method was used to analyse 
the contribution and usefulness of individual factors amongst the large 
number available today (Feng, Giglio & Xiu) .  LASSO (Least Absolute 
Shrinkage and Selection Operator) is a  regression analysis method 
capable of reducing the dimensional ity of a large sample wh ile selecting 
variables significant to the final result (Belloni,  Chernozhukov & 
Hansen, 2014) .  In (Abe & Nakayama, 2018)  the author uses twenty -five 
factors as model inputs,  comparing the use of shallow and deep neural  
networks,  as well as SVMs and random  forests for predicting stock 
returns,  finding the deep neural networks (more la yers) superior to the 
other methods.  
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2.6.2  Alternative Data 
 
The use of ML for the analysis and application of alternative data for 
example,  sentiment analysis,  supply chain data etc.  has opened up 
opportunities for new investment strategies.  As seen in Table I, 
sentiment analysis was identified as  a popular use case for ML. (Becker  
& Reinganum, 2018)  provides a thorough overview of the growth of big 
data and sentiment analysi s research over the last 30 years,  highlighting 
the use of techniques such as NLP, SVMs and ANNs for the analysis of 
news, conference calls,  reports,  and social media activity.  They 
concluded that to date,  sentiment information has provided short -term, 
easy to exploit insights,  but long-term persistent insights are hard to 
achieve (falling in line with EMH). (Kahn, 2018)  acknowledges the 
effectiveness of big data for the modern fundamental investor.  This 
sentiment is echoed in (Lopez de Prado, 2016)  where the author makes 
reference to the recently emerged term “quantamental" –  describing a 
fundamentally leaning investor who manag es their portfolio based on 
data-driven insights provided by ML algorithms. Examples of ML and 
alternative data being applied together in the results section mainly fall 
under return forecasting or risk modell in g, where decisions may be made 
based on good or bad news (Shah et al,  2018) ,  weather (Taghizadeh,  
2017),  or social media sentiment (Ferrara & Flammini,  2015) .  
 
2.6.3   Linking ML Algorithms to Applications  
 
Many factors contribute to the choice of ML algor ithms, given the wide 
range available of these algorithms that are available to researchers and 
businesses.  These factors include accuracy, training time, linearity,  
number of parameters,  the number of features and the structure of the 
data (Barga, Fontama & Tok, 2015) .  Model training times can also vary 
hugely between algorithms, making some algorithms more appealing 
than others when under time constraints.  Many algorit hms assume a 
linear relationship between input and output (linear regression, logistic  
regression, SVMs). This can resul t in reduced accuracy when dealing 
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with non-linear problems. The number of features can be overwhelming 
for some algorithms. It’s important to consider the structure of the data 
and the specific problem, as some algorithms a re better suited for certain 
problems and data structures (Harrington, 2012) .  
 
The results of the literature search demonstrate that there is a wide range 
of ML techniques being successfully applied to many areas in the 
development of quantitative investing strategies,  outperforming 
traditional benchmarks,  previously used techniques and algorithms in 
many cases.  Algorithms that assume a linear relationship between data 
can result in reduced accuracy. (Lopez de Prado, 2016)  highlights this 
issue in terms of many of the econometric models employed by fi nance 
academics and investment managers.  The author argues for the use of 
more advanced mathematical models and ML techniqu es such as 
unsupervised learning that are capable of modelling complex non -linear  
relationships in financial systems.  
 
2.6.4  Backtesting & Strategy Verification  
 
While ML techniques can provide superior performance, financial data 
is notorious for having a low signal-to-noise ratio,  which can lead to the 
detection of false patterns and results.   Backtesting protocols have been 
proposed to tackle this (Arnott,  Harvey & Markowitz,  2012) .   ML 
solutions have also been applied to this problem. In (Lopez de Prado & 
Lewis,  2018)  the authors present an unsupervised learning strategy 
which makes use of a modified k -means clustering algorithm to extract  
the number of uncorrelated trials from a series of backtests,  which can 
be used in estimating the probability of false positives and estimating 
the expected value of the maximum Sharpe ratio.  While in (Barga, 
Fontama & Tok, 2015) the authors use a machine learning strategy for 
backtesting and the evaluation of automated trading strategies which is 
trained on a number of performance and risk metrics,  demonstrating that  
this strategy outperforms standard metrics such as Sharpe ratio out -of -
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sample.  The Sharpe ratio is fully explained,  and relevant formulae are 
presented in later sections as this measure of portfolio performance is 
utilised to evaluate a model portfolio created later in this research.  
 
The development of new backtesting strategies and protocols is welcome 
and necessary, especially when taking into account recent “black box” 
criticisms by leading deep learning researchers regarding a lack of 
testing and reproducibility in the field of ML. In t heir acceptance speech 
after winning the “tes t -of-t ime” award at NIPS, the leading AI 
conference, the authors of (Recht & Rahimi,  2017)  compared much of  
recent ML research to “alchemy”, highlighting a situation where 
algorithms were being created and train ed using trial and error methods,  
with the researchers unable to explain the fundamental  operation. They 
later published a paper highlighting instances of this (Sculley, Snoeck,  
Wiltschko & Rahimi,  2018) .  
 
2.7  Conclusions 
 
Here we discuss the key outcomes  of the literature review. Including the 
popular ML use cases and ML algorithms used in the current day, and 
what algorithms are best sui ted to specif ic use cases.  These research 
questions are answered using results of the b road literature search. We 
go on to look at the main outcomes from the second more focused 
literature search into the use of ML in the field of quantitative finance.  
 
As the previous section discusses,  ML offers an opportunity for more 
complex financial analysis than was previously poss ible.  The literature 
shows that quant itative investors have embraced new tools and 
techniques as they have emerged (Kahn, 2018) ,  (Becker & Reinganum,  
2018).  Varieties of ML methods have been applied to areas of 
quantitative finance–  the most popular methods are MLPs, followed by 
SVMs, and LSTM. ML has been applied to problems in areas such as 
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return forecasting, portfolio construction, and risk modelling. Thes e ML 
methods utilize tradi tional financial data,  as well as making use of new 
types of alternative data.  Big data is providing new datasets that  need 
to be analysed and ML techniques are capable of modelling complex 
(non-linear) relationships and analysing  new data.  
 
(Lopez de Prado, 2016)  notes the recent trend of traditional hedge funds 
hiring an increasing proportion of STEM graduates for portf olio 
construction positions,  as they possess the required mathematical  
skillset for performing complex analysis and computer modelling. An 
understanding of machine learning, as wel l as the languages (Python, R,  
etc.) and frameworks (e.g.  TensorFlow) needed  to construct complex 
models could certainly be considered advantageous for any quant itative 


























The purpose of this sect ion is to provide some essential theory and 
background information that is relevant  to the practical experiment  
portion of this research where a portfolio model is devised using ML 
technologies.  We begin by considering the  integral concept of a  
‘regime’.  A  look at how SSGM defined regimes in their 20 04 research 
is explored and an intuitive explanation to this investment tool is  
provided. In dept details of the technology employed in this study are 
given in addition to any relevant derivations and equations.  But before 
that we take a step back and give  a brief overview as to what machine 
learning is and the main types of learning that can be achieved. We give 
some greater detail of widely used ML algorithms including artificial  
neural networks,  which are late r applied in the practical experiment  
portion of this research in the form of Self-Organising Maps.  A key step 
in the process of devising a model portfol io is the clustering of equity 
flow data.  Background and details are given pertaining to the area of 






3.1        Market Regimes 
 
Portfolio managers have many tools and techniques at their disposal.  
Considering what “Market Regime” ,  sometimes referred to as “Investor  
Regimes” ,  the market resides in can be helpful investment decisions  
(Hamilton, 2005)(Garvey & Chen, 2004).  A “Market Regime” refers to  
a state the market is in,  where equity is moving and what regions are 
exhibiting high, low or neutral returns.  For example,  a regime may be a 
period of time where investors  are buying heavily in Asian markets 
while selling in European ones.  Knowing this information allows one to  
make more informed decisions about portfolio diversification, i .e.  what 
regions to buy and sell assets in.  An established principle used by 
investor  is that if  the market resides in a certain r egime in a given week 
then it is most likely to be in the same regime in the following week  
(Garvey & Chen, 2004) .   We test this hypothesis in the ML experiment  
section of this study.  
 
A regime is defined as a  t ime period where there is a  partticular  pattern 
of equity flow across the different global regions.  This term is 
synonymous with that of ‘investor regime’ ,  a phrase used by State Street  
Global Markets (SSGM) in their 2004 whitepaper.  This research is 
discussed in detail in section 3.1.2.  Understanding the methodology and 
results of this original body of work gives context to decisions and 
avenues taken during this research.  During the discussion section of this 
document we briefly compare the results of  this study to that of the 
original research.  
 
3.1.1  Market Regime Literature 
 
The existence of  Market Regimes is not a  new concept.  Sherwood and 
Hamilton describe regimes as ‘Markov processes’,  which is also known 
as a Markov Chain, in two 1990 papers on the  subject (Sherwood,  
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Hamilton et al,  1990)(Hamilton, 1990).  A Markov describes a sequence  
of possible events,  where the probability of an event occurring depends 
only on what event occurre d previously (Geyer, 1992). In the context of  
Hamilton’s study, each event in question refers to the market residing 
in a certain regime.  
 
(Hamilton, 2005)  discusses ‘Regime switching models’.  The presence of  
regimes implies the ability of asset returns to change significant ly from 
one time period to another.  Hamilton backs up this theory  by pointing 
out that abrupt changes are a prevalent feature of financial data and so 
abrupt changes will also appear in asset prices (Hamil ton, 2005).   
 
3.1.2  Original Research by SSGM 
 
The original research conducted at SSGM involved applying cluster 
analysis to portfolio flows in order to identify  market regimes and 
estimate how long they will last for  (Garvey & Chen, 2004) .  This study 
identif ies investor regimes and assesses their stability,  but not their  
duration. The cluster analysis techniques used in the original study are 
SOMs and K-means clustering algorithm. SOMs were also utilised in the 
analysis portion of this study but as an exploratory analysis technique 
rather than a clustering one  (Garvey & Chen, 2004).  
 
A key assumption that the original study by SSGM shares with this 
project is that  if  the market resides in  a certain regime one week then it  
will most likely be in the same regime in the next week. Later in  the ML 
experiment portion of this project,  we show this to be true when using 
equity flow data to determine the regimes.  but not true when return data 
is using to determine regimes. The reasoning for this is that equity flows 




3.2        Machine Learning Overview 
 
An excellent source of information on the basics of Machine learning 
was found in the resource ‘The hundred-page machine learning book’ 
published by Andriy Burkov in 2019. This piece of  work provided clear  
and up to date information about the basics of learning, expert systems,  
ML algorithms and all other relevant aspects to this field of study.  
Machine learning (ML) is a subfield of Artificial Intelligence (AI) that  
uses statistical techniques,  hardware and software to create comp uter 
models that have the abi lity to learn from a dataset,  this allows the 
models to perform specific tasks without being explicitly programmed 
to do so (Burkov, 2019) .  The catchy name made the technology appear  
to be cutting edge which encouraged research  into this field in addition 
to assisting in acquiring the best talent in hiring and was used to impress 
new and existing cl ients.   
 
Although variations of ML have long been around, the discipline has 
developed rapidly in recent years  (Burkov, 2019) . Many factors have 
combined to derive this development.  Increased computer power has 
made real time processing feasible for many complex tasks,  increase 
connectivity has driven innovation and automation in the deliver y of  
traditional tasks and services,  the potential  to extract useful information 
from the vast amounts of data generated via the internet (Big Data) has 
led to novel analytic methods. Alongside this,  the development of easy 
to use programming languages,  su ch as Python and R, and ML focused 
frameworks  such as TensorFlow, has cont ributed to the wide 
investigation of ML applications in industry  (Burkov, 2019) .  It has 
already found commercial applicat ion across multiple industries from 
automated trading systems in the finance industry to the health sector  
where ML algorithms assist decision making in fertility treatments  
(Anway, Cupp, Uzumcu,  Skinner,  2005).  The success of these 




This section provides explanations of the main types of machine 
learning; supervised, unsupervised, semi -supervised, reinforcement and 
competitive learning.  They are some of the ways in which ML can be 
achieved. Supervised learning generates a  function that maps input s to  
outputs based on a set of tra ining data.  The algorithm infers a function 
linking each set of inputs with the expected, or labelled, output in the 
training set.   
 
3.2.1  Supervised Learning 
 
In Supervised learning, the dataset used in the alg orithm must be 
labelled data (Burkov, 2019) .  Each element of the data set can have 
several different features.  For example,  a  single datapoint might refer 
to a person and each person might have attr ibutes such as gender,  height,  
weight ect.   Another perspective;  is that each data object in the datas et  
is a vector with dimension equal to the number of features.  
 
Each [(𝑥𝑖𝑦𝑖)]𝑖 = 𝑁 is a labelled example where 𝑥𝑖 is the feature vector  
and is it’s label.  In a supervised system, the label 𝑦𝑖 can be one of a 
finite number of things (Burkov, 2019) .  A supervised learning algorithm 
takes a feature vector x as input and outputs information that allows 
deducing the label for this feature vector  (Burkov, 2019) .  
 
The main research areas in supervised learning are regression and 
classification (specifying the  category or class to which something 
belongs),  this approach is often used in developing predictive models  
(Burkov, 2019) .  Regression techniques predict continuous responses 
using algorithms such as linear regression, decision trees and Artificial 
Neural Networks (ANNs).  Classification techniques predict discr ete 
responses using algorithms such as logist ic regression, Support Vector 




Supervised learning is employed in the ML experiment portion of this 
project.  Labelled weekly equity flow data is fed in the hierarchi cal  
clustering algorithm. These weeks are clustered into groups, these 
groups are the ‘investor regimes’.  Characterising these regime s in terms 
of return data,  these insights allowed  for the creation of model 
portfolios.   
 
3.2.2  Unsupervised Learning 
 
Unsupervised learning finds hidden patter ns in and draws insights from 
unlabelled data.  In unsupervised learning,  the dataset is a collection of 
unlabelled examples  {(𝑥𝑖)} 𝑖=N. In general,  an unsupervised learning 
algorithm takes in a vector x as input and either transforms it into 
another vector or into a value that can be used to solve a practical  
problem (Burkov, 2019) .  An intuitive explanation would be that these 
algorithms are programmed to notic e pat terns in the data.  Unsupervised 
learning provides inputs to models,  but does not specify an expected set  
of outcomes, the outcomes are unlabelled  (Burkov, 2019) .   
During the ML experiment portion of this study, an unsupervised ML 
technology known as S elf-Organising Maps (SOM) was used to explore  
the equity flow dataset,  provided by contacts in State Street Global  
Markets (SSGM). Results of this work informed an appropriate number 
of investor regimes to search for.  This technology in explained in detail 
in section 3.3.  
 
3.2.3  Semi-Supervised Learning 
 
A hybrid system, semi -supervised learning, combines supervised and 
unsupervised learning, using both labelled and unlabelled data to train 
models (Burkov, 2019) .  This is useful where there is limited data,  or the 
process of labelling data could introduce biases.  In real life,  it  may not  
be practical to label large quantities of data because of the co st  
associated with get ting people to label large quantit ies of data.  Semi -
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supervised learning occurs when most of the training data is unlabelled,  
only a few of the data points are labelled  (Burkov, 2019) .  
 
3.2.4  Reinforcement Learning  
 
Reinforcement learning lies between supervised learning and 
unsupervised learning. It operates through continuing interactions 
between a learning system and the environment (Hay kin, 1994).  
Reinforcement learning enables algorithms to learn by trial and error,  
based on feedback from past experiences.  Like unsupervised learning, it  
does not require labelled data  (Burkov, 2019) .  
 
3.2.5  Competitive Learning 
 
An interesting class of unsupervised learning system are those which 
are based on competitive learning. Compet itive learning is where output  
neurons compete amongst themselves to be activated  (Burkov, 2019) .  
Only one neuron can be activated at any one time.  The use of  
competitive learning for practical applications is demonstrated later in  
this study as it  i s the type of learning used by the ML algorithm known 
as Self -Organising Maps. Self -Organising maps are a type of Artificial  
Neural Network and are used as an exploratory analy sis tool during the 
practical portion of this study  (Kohonen, 1990) .  
 
3.3         Machine Learning Algorithms 
 
Machine learning algorithms bui ld a mathematical model based on 
sample data,  known as "training data",  in order to make predictions or 
decisions without being explicitly programmed to perform the task  
(Burkov, 2019) .  We previously discussed the main types of learning that  
a machine can be programmed with,  here we look at some common ML 
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algorithms that are used in research and industry.  ML algorithm s are 
essentially a collection of instructions and mathematical equations 
which compute information about a data set to perform an objective  
(Burkov, 2019).  
 
3.3.1          Artificial Neural Networks 
 
Artificial neural networks (ANN s) have become a key technology in the 
development of ML. They were first proposed over 75 years ago,  
inspired by the workings of the human brain (Haykin, 1994).  They are a 
collection of algorithms that replicate the process of a biological brain 
at the neuron level .   The human mind is incredibly adept at information 
processing, possessing the ability to recognise patterns,  control motion 
of the body and many other tasks more efficiently than any computer in 
existence today (Haykin 1994).   These algorithms can be utilized to 
implement both supervised and unsupervised learning.  
 
They are highly useful tools in modelling complex systems across a 
multitude of different fields.  ANNs have been implemented in medicine,  
cyber security,  quantitative finance and many more. These systems 
maintain certain advantages when creat ing a programme or device 
capable of performing tasks that vary with each iteration of use.  An 
example of this would be facial  recognition software.  Variables such as 
lighting, skin tone, angle of sight and more can be taken into account  
by the ML technology. One must devise a programme that can handle 
these changes and learn from them, ANNs are suited to such a task. They 
can be adapted to a huge variety of different problems and are effective 
at modelling non-linear data (Haykin, 1994).  Multiple neuron ‘ learn’  
from input data in parallel,  thus they are potentially fast at carrying out  
many complex computations (Haykin, 1994).  As such, ANNs are often 







Figure 1 - Linear data (left) and non-linear data (right) displayed in scatter plots 
 
ANN’s consist of layers of neurons.  There are three different types of 
layers in a basic neural network. The input layer,  the hidden layer and 
the output layer  (Haykin 1994).  There are just one input and output  
whereas there can be many hidden layers.   
 
Figure 2 - Depiction of basic neural network setup with a single hidden layer. 
 
Each input neuron represents some independent variable that has an 
influence over the output of the neural network  (Haykin, 1994).  The 
hidden layer is the layer which is responsible fo r extracting the required 
features from the input data.  Different  problems require different 
numbers of hidden layers depending on the comple xity of the problem 




Neural networks are often referred to as Multilayer Perceptrons (MLP).  
A perceptron is a single layer neural network, ie a simple mathematical  
algorithm which models the way in which a nerve cell receives signals 
from other cells (Haykin, 1994).  Neural Networks come in a huge 
variety of different types.  There are all based upon the same principle 
of interconnected neurons as discussed previously.  In some cases 
information can be sent back through the neurons,  number of h idden 
layers may differ,  the outputs of an ANN may affect it’s inputs and other  
factors distinguish different types  of ANNs (Haykin, 1994).  
 
A Single-Layer Neural Network is one in which the input layer of  
neurons projects directly onto the output layer of  neurons (Burkov, 
2019),  whereas in a Multi -Layer Neural Network there is at least one 
hidden layer located between  the input  and output layer where the 
information is processed  (Burkov, 2019) .  In a Feedforward Neural  
Network information can pass from the input layer of neurons along the 
hidden layer to the output layer but not back in the reverse direction 
which is possible in a Recurrent Neural Network (RNN)  (Burkov, 2019) .  
An artificial neural network algorithm known as Self -Organising Maps 
is implemented during this study to explore a data set of equity flow 











3.4  Self-Organising Maps 
 
The exploratory analysis tool employed to extract the number of investor  
regimes,  i s a form of artificial neural network called the Self -Organising 
Map (SOM). Here we discuss an overview of the technology; how it 
works,  some minor background and highlight some popular applications 
of SOMs.  
 
3.4.1  Introduction to Self-Organising Maps 
 
A self-organising map is a type of ar tificial neural network (Kohonen, 
1990).  They can reduce the dimensionali ty of data thus making them 
useful for visualization (Kohonen, 1990).  Prof Teuvo Kohonen 
developed this data analysis technique in the 1980’s and was coined the 
Kohonen map or Kohonen network. An established use for this 
technology is in the area of exploratory analysis,  in examining the 
structure and finding patterns in large datasets (Kaski,  1997).  An 
effective exploratory analysis tool is essential for analysts working on 
large and complicated data sets.  Analysis of these data sets can 
sometimes be difficult and time -consuming (Kaski,  1997).    
 
One perspective is that the core purpose of SOMs is to reduce the 
dimensionality of data (Kohonen, 1990) .  This technique is  a branch of 
unsupervised learning that can take high dimension data and transform 
it into a two-dimensional  representation of the input data  (Kohonen,  
1990).  High dimension data is when there are many columns of da ta,  ie  
many variables.  Instead of having to deal with hundr eds of rows and 
columns the data is processed into a simplified map; known as a self -





Figure 3 – Nodes of Self-Organising Map 
 
In contrast to multilayer perceptrons  (MLP), which are used much more 
often, the SOMs neurons have a position on a regular grid.  
 
3.4.2  SOMs for Data Visualisation 
 
SOMs can be helpful in the area of data visualisation  (Kohonen, 1990) .  
Data science is more than just building machine learning  models; it’s  
also about explaining the models and using them to drive data -driven 
decisions.  Displaying data in an informative and visually appealing way 
can play a very important role of presentin g data in a powerful and 
credible way.  They can create two dimensional visualisations of data 
that has many variable (ie a high dimensionali ty).  This is known as 
reducing the dimensionality of data as mentioned in section 3.4.1.  
 
SOMs are used in this way during the ML experiment portion of this 
research. They are used to create visualisations of equity flow data to  
assist in deciding upon an appropriate number of investor regimes.  
 
3.4.3  How SOMs Work 
 
Like many ANNs, SOMs operate in two modes; training a nd mapping. 
The training part of the operation invo lves building the map using input 
examples.  The mapping part of the operation automatically classifies a  
53 
 
new input vector (Kohonen, 1990) .  The map space is pre -defined before 
the training process.  The space consists of nodes arranged in a 
rectangular or hexagonal grid; the dimensions of this grid are pre -set.  
 
Training can in general is considered either batch or online  (Haykin, 
1994).  Online machine learning is used when data becomes available in 
a sequential order to determine a mapping from data set corresponding 
labels.  The difference between online learning and batch learning (or 
"offline" learning) techniques  (Haykin, 1994),  is that in online learning 
the mapping is updated after the arrival of every n ew data point in a 
scale fashion, whereas batch  techniques are used when one has access 
to the entire training data set at once.  
 
The goal of learning in the self -organizing map is to cause different  
parts of the network to respond similarly to certain inp ut patterns  
(Kohonen, 1990) .  All the neurons in the network are originally set to be 
random values (Kohonen, 1990).  The algorithm proceeds iteratively.  On 
each training step a data sample x from the input space is selected. The 
learning process is competit ive,  meaning that we determine a winn ing 
unit c on the map whose weight vector is closest in magnitude to  the 
input sample x (Burkov, 2019) .  
 
This form of training is known as competit ive learning. When a training 
example is fed to the network, its Eucl idean distance to all weight  
vectors is computed. The Euclidean distance between two time series,  V 
and W (Danielsson, 1980) ;  
𝑉 = 𝑣1, 𝑣2, … … 𝑣𝑛 (1) 
   𝑊 = 𝑤1, 𝑤2, … … 𝑤𝑛 (2) 
by the following formula  









The map space is pre -defined before the training process.  The space 
consists of nodes arranged in a rectangular or hexagonal grid; the 
dimensions of this grid are pre -set (Kohonen, 1990) .  SOMs can be 
helpful in the area of data visualisation. Data science is more than just  
building machine learn ing models; it’s also about explaining the models 
and using them to drive data -driven decisions.  Displaying data in an 
informative and visually appealing way can play a very important role 
of presenting data in a powerful and credible way  (Haykin 1994) .  
 
3.5  Distance Measures 
 
Once one chooses what clustering algorithm they wish to use for their  
data,  they must also choose an appropriate distance measure.  A distance 
measure defines what is the measure of  similarity or dissimilarity  
between two data points  (Bassevile,  1989) .  An example which highlights 
the importance of a distance measure is if  you wished to write a program 
which calculated the time taken to get to a destination in a car.  The most  
standard measure of similarity is that  of the Euclidean distance  
(Danielsson, 1980) .  This measure,  in terms of the car example,  would 
calculate the ‘bird 's eye’ view distance between two points on a map. 
The mathematical expression for the Euclidean distance is gi ven in 
equation (3).  
  
In real life,  this is not a good measure of the distance a car must travel,  
as it  must stay on roads and in some cases roads way have one -way 
systems. To implement this programme, one must choose a more 
appropriate distance measure.  Shown below is an illustration of how the 
dynamic time warping distance measure compares two time series,  by 





Figure 4 – Dynamic Time Warping comparison of two time-series 
 
Each distance measure has differ ent specifications of what defines a 
cluster,  so a certain clustering distance measures might be preferred 
depending on what types of clusters one wishes to obtain.  Time -Series 
data can pose some challenges,  partly due to factors like large size and 
dimensionality.  A first important  issue is to decide whether clustering 
must be governed by a “shape -based” or “structure -based” dissimilarity  
concept (Dominigos,  2012).  The distance measure chosen for the 
experiment in this study is that of dynamic time warping .  
 
3.5.1 Dynamic Time Warping 
 
Dynamic Time Warping is a clustering algorithm that considers the 
shapes of multiple time series and clusters together time series that have 
similar shapes (Oates,  Firoiu & Cohen, 1999) .  An advantage of dynamic 
time warping is that having dates out of sync across time series will not  
affect the results of clusters obtained  (Oates & Firoiu,  1999) . This can 
prove particularly useful in international financial time -series data 
where time zones can cause differences in date/times of close of market.  
Dynamic time warping simply considers the overall shape of the time 
series when measuring similarity.  This can save time in data cleaning,  
getting date and times to match up exactly across many time -series can 




This technique sought to solve the problem of finding patterns in  
temporal series,  i .e.  time series.  It was developed to fix the issue of time 
series being out of phase with one another when trying to compare them.  
An example of an early use case of the Dynamic Time Warping distance 
measure was by Berndt and Clifford in 1994  (Berndt & Clifford, 1994) . 
Here it was used in the development of speech recognition technology 
when trying to compare various audio samples that are out of sync w ith 
one another.  
 
Dynamic Time Warping is a distance/ similarity measure between two 
time series (Berndt & Clifford, 1994) .  It was first proposed by Berndt  
and Clifford in 1994. To understand how this technology works we first  
consider a nxn matrix.  Each element 𝐷𝑖𝑗 of the matrix D is the difference 
between 𝑥𝑖  and 𝑦𝑖 ie 
 
d(𝑥𝑖, 𝑦𝑖) = | 𝑥𝑖, - 𝑦𝑖 | = (𝑥𝑖 - 𝑦𝑖)2   (4) 
 
DTW is a ‘shape-based’ clustering algori thm (Berndt,  Clifford 1994).  
The algorithm clusters together time ser ies that have similar shapes.  
Consider time series S and T  (equations 5 and 6 respectively) ;  
 
𝑆 = 𝑠1, 𝑠2, … … 𝑠𝑛 (5) 
𝑇 = 𝑡1 , 𝑡2, … … 𝑡𝑛 (6) 
 
The DTW measure computes the difference between a point on S to 
every other point on T. I t then iteratively does this to every point on S 
and creates a matrix out of these values.  The warping path is the path 
taken to get from the lower left matrix entry up to the upper right matrix 




The DTW algorithms clusters together time series that are computed to  
have the smallest warping path,  W, between them. This can be expressed 
as;  
𝑊 =  𝑤1𝑤2 … 𝑤𝑘 (7) 
𝑤𝑘 = (𝑖, 𝑗) (8) 
 
Where i  is an index from time series S, and j is an index from time  
series T. A warping path W  is a contiguous set of matrix elements which 
defines a mapping between x and y that satisfies the following 
conditions (Oates & Firoiu,  1999). : 
 
Boundary conditions:  𝑤1 = (1,  1) and 𝑤𝑘  = (m, n) where k is the length 
of the warping path (The first and last point of the path is predefined) .  
 
Continuity:  if  𝑤𝑖  = (a,  b) then w i−1 = (𝑎0,  𝑏0) where 𝑎0 ≤ 1 and  𝑏0≤ 1.  
(The warping path is smooth) .  
 
Monotonicity:  if  𝑤𝑖 = (a,  b) then 𝑤𝑖 −1 = (a0 , b0) where 𝑎0 − 1 ≥ 0 and 
𝑏0 - 1 ≥ 0 (The warping path is either always increasing or decreasing).  
 
 
Figure 5 – Distance matrix and Warping path (in black) of time series S and T 
 
An example of a difference matrix  is shown in figure 5.  The dynamic 
time warping algorithm aims to find the best warping path linking the 
bottom left corner of the matrix to the top rig ht corner.  Once this path 
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is identified, a measure of fit for this path is then calculated. This score 
indicates the similari ty between two time series and is in the range [0,1].  
This allows the programme to compare similarity between many time 
series,  for  example stock prices,  and cluster series which exhibit more 
similar behaviour  (Oates & Firoiu,  1999). .  
 
3.6  Time-Series Clustering 
 
A time series is defined as a sequence of values measured at successful 
time intervals.  Clustering of time-series data is mostly utilized for 
discovery of interesting pat terns in time -series datasets.  This practice 
has many real -world applications in the medical and financial industry,  
as well as many more. Time-series data consists of continuous real -
valued data points taken  at equal interval in time. Methods of time -
series can be spl it into two categories; frequency -domain methods and 
time-domain methods (Liao, 2005) .   
 
There are two main techniques for  time series data clustering ;  
Correlation-based Online Clustering and Shape-based Off -line 
Clustering. In correlat ion selection of time series are clustered in real -
time based on the correlations among the different time series.  This 
method can be helpful when clustering financial markets.  A short 
window of history is used for the clustering process.  These methods 
often need to be performed in real -t ime, as the streams are evolving over 
time (Liao, 2005) .  When clustering time series one must choose and 








3.6.1  Clustering Algorithms 
 
Many different algorithms exist that perform clustering (Liao, 2005) .  
Each algorithm has different specifications of what defines a cluster,  so 
a certain clustering algorithm might be preferred depending on what  
types of clusters one wishes to obtain.   Time-Series data can pose some 
challenges due it’s large size and dimensionality.  Some important things 
to consider when clustering time -series data,  are the distance measure,  
the prototype extraction function, the clustering algorithm itself and the 
cluster evaluation.  
 
“In many cases,  algorith ms developed for time-series clustering take 
static clustering algorithms and either modify  them in some way to 
account for time-series.  A static clustering algorithm is one that  
clustered a collection of single data  points (Liao, 2005) ,  ie a non-time-
series dataset.  Aspects of a static time-series clustering algorithm that  
could be modified include the distance measure/similarity definition  or  
the prototype extraction function . Another  path people take is to modify 
the time-series dataset in some way so tha t is resembles a static time -
series (Liao, 2005) .   
 
Very common approaches to time -series clustering are partitioning and 
hierarchical cluster ,  these are explained in detail during the following 
sections.   Clustering itself may be shape-based, feature-based or model -
based. Some widely used clustering algorithms are discussed in the 
following sections; 3.52 -3.55. The clustering algorithm used for the 







3.6.1.1 K-means Clustering  
 
K-means clustering is a type of unsupervised learning, which is used 
when you have unlabelled data (i.e. ,  data without defined categories or  
groups) (Likas,  Vlassis & Verbeek, 2003) .  This algorithm iteratively 
sorts the data into k groups.  Rather than defining groups before looking 
at the data,  clustering allows you to find and analyse the groups that  
have formed organical ly (Likas,  Vlassis & Verbeek, 2003).  This may be 
helpful to cluster markets without predetermining th e groups. K-Means 
has the advantage that it’s  relatively fast,  as all it’s really doing is 
computing the distances between points and group centres  (Likas,  




DBSCAN is a densi ty based clustered algorithm similar to mean-shift,  
but with a couple of notable advantages (Birant & Kut,  2007) .  DBSCAN 
begins with an arbitrary starting data point that has not been visited.  
The neighborhood of this point is extracted using a distance epsilon ε  
(Birant & Kut,  2007) .  If  there are a sufficient number of points wit hin 
this neighbourhood,  the clustering process starts,  and the current data 
point becomes the first point in the new cluster.  Otherwise,  the point  
will be labelled as noise (Birant & Kut,  2007) .   
 
3.6.1.3 Gaussian Mixture Models  
 
A Gaussian mixture model is a probabilist ic model that assumes  all the 
data points are generated from a mixture of a finite number of Gaussian 
distributions with unknown parameters (Rasmussen, 2007).  One can 
think of mixture models as generalizing k -means clustering to  
incorporate information about the covariance str ucture of the data as 
well as the centres of the latent Gaussians.  Each Gaussian distribution 
is assigned to a single cluster (Rasmussen, 2007). Each data point is 
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assigned to a cluster,  the closer the data point is to the centre of the 
gaussian distributi on the higher the probability (Rasmussen, 2007).  
 
3.6.1.4 Hierarchical Clustering  
 
Hierarchical clustering relies using clustering techniques to find a 
hierarchy of clusters,  where this hierarch y resembles a tree structure,  
called a dendrogram (Johnson, 1967).  It allows one to see how different  
sub-clusters relate to each other,  and how far apart data points are.  
Hierarchical clustering either falls into the top -down or bottom-up 
category (Johnson, 1967).  These similar ities do not imply causality  
(Karypis,  1999).  Bottom-up algorithms treat each data point as a single 
cluster at the outset and then successively merge (or agglomerate) pairs 
of clusters until all  clusters have been merged into a sing le cluster that 
contains all data points  (Karypis,  1999) .  Bottom-up hierarchical  
clustering is therefore called hierarchical  agglomerative clustering or  
HAC. Divisive clustering uses a top -down approach, wherein all data 
points start in the same cluster  (Karypis,  1999) .  You can then use a 
parametric clustering algori thm like K-Means to divide the cluster into 
two clusters.  For each cluster,  you further divide it down to two clusters 














ML Experiment  
 
This study looks at how modern clusteri ng techniques can be used to  
cluster equity flows to define investor regimes.  We wish to show by way 
of experiment that  ML can be used to extract  useful investment  
information. The ML techniques employed are  hierarchical clustering 
and dynamic time warping . Intuitive explanations and definitions of  
these terms will be provided. The ML technology is used to create 
market regimes and these  regimes inform the creation of portfolio 
models.  The same strategy is carried out again but this time clustering 
the regional return data to define regimes. We examine how profitable 
the resulting investment model is by comparing it to a risk -free rate.  
One can compare the use of equity flow data and return data when 
defining regimes and investigate the validity of using thi s modern 
technology to inform international portfol io management.  
 
The first task was to choose an appropriate number of investor regimes 
to look for. The exploratory analysis tool used was the SOM. Once the 
optimal number of regimes were determined, the w eekly equity flow 
data was clustered using the hierarchical  clustering alg orithm and the 
dynamic time warping distance measure.  Four investor regimes were 
determined and characterised by average weekly returns and stabi lity.  A 











Figure 6 - Overview of Proof of Concept ML experiment steps 
 
4.1   Data 
 
The details of the data sets used during this study are outlined here.  The 
MSCI index was used to obtain  the total weekly returns in each region. 
The second data set used in this study is that of the equity flow data,  
provided by State Street Global markets.  The period selected for  
analysis was that between 2012/01/07 to 2018 /08/18. The data set was 
originally larger,  starting in the year 1998. A full analysis was carried 
out on the equity flow and return data,  where four regimes were 
determined. Analysis of these regimes showed that two of the regimes 
Derermine number of investor 
regimes using Self-Organising 
Maps technology
Cluster weekly equity flow data 
using hieracrachical clustering 
algorithm to obtain regimes
Characterise regimes in terms of 
average weekly returns
Use these results to create model 




predominant ly occurred b efore 2012 and the other two regimes occurred 
mostly after 2012. This indicted a structural break in the dataset before 
and after 2012. It was hypothesized that using data from 2012 onwards 
may result in creating a model that better fits the current market  better 
and yield a better model.   
 
4.1.1  Equity Flow Data 
 
The primary data set used in this study is that of the equity flow data.  
This was provided by State Street Global markets.  The data are derived 
from data held by State Street Bank & Trust (SSB). SSB the largest 
mutual fund custodian in the US and hold roughly 40% of the industry's  
funds under custody (Froot,  2001).  An approximate estimate to the 
quantity of assets under custody by SSB is $6 trillion. The period 
selected for analysis was from 7th of January 2012 to 18th of August  
2018. The dataset was originally in daily format but was transformed to 
weekly in the statistical software; R. A breakdown of the regions can be 
found in section 4.4.  
 
Equity Flow is a measure of how much money is flowing in or out of a  
country.  The flow data provided by State Street consists of two types of 
data: active flows; and total flows. The data consists of data for 44 
countries and 9 regions.  The data is represented dai ly from the 31 s t  
March 1998 to the 31 s t  December 2018 (inclusive).  To calculate the 
flows, first,  a benchmark flow is calculated empirically.  Benchmark 
flows result from allocat ing capital by buying or selling at benchmark 
proportions,  i .e.  capital is allocated according to capitalization weight s 
across a manager’s existing positions.  Act ive flows represent deviations 
from benchmarks.  Total flows are obtained by summing the observed 





4.1.2  MSCI  
 
The MSCI Index is a measurement of investment performance in a 
particular area,  it  is the industry’s accepted gauge of global stock market  
activity.  The weekly MSCI data was downloaded from Bloomberg.com.  
The MSCI index was used to obtain the total weekly  returns in each 
region using the following formula.  








Where P t  is the price at time t .  
 
4.1.3  Risk-Free Rate 
 
The risk-free rate used in this study is the LIBOR dollar rate.  It is the 
average interest rate at which leading banks borrow funds from other 
banks in the London market.  It is a widely used global "benchmark" or  
reference rate for short term investments.  LIBOR is an acronym for; The 
London Interbank Offered Rate  (Jamishidian, 1997).   
The London Interbank Offered Rate is the average interest rate at which 
leading banks borrow funds from other banks in the London market  
(Jamishidian, 1997).  It is the most widely used reference rate for short  
term interest rates.  The rate is calculated and published by the 
Intercontinental Exchange. It’s based on five currencies: t he US dollar;  
the euro; the British Pound; the Japanese yen; and the Swiss franc. It’s 
calculated for seven different time periods: overnight; one week; on e 
month; two months;  three months; six months;  and 12 months  
(Jamishidian, 1997).   
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4.1.4  Regions 
 
Countries were split up into the following regions during analysis.  The 
data in question was supplied to the research team with these pre -set 
groups 
 













Europe EE       CC             Asia+                   UK   US     Japan 
France Czech 
Republic  
Australia          Hong Kong  UK US Japan 
Austria Hungary Canada Malaysia    
Belgium Israel Norway Indonesia    
Denmark Russia New 
Zealand 
Singapore    
Finland Turkey  Thailand    
Greece   Taiwan    
Ireland   South Korea    
Italy   Egypt    
Netherland       
Portugal       
Sweden       
Spain       
Germany       
Switzerland       
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4.5 Exploratory Analysis by SOM 
 
 
Figure 7 – Example of SOM created using Equity Flow dataset  
 
Shown in figure 7 is a SOM produced in Rstudio using the kohonen 
package. This analysis technique allows one to get a general sense of 
the overall structure of  the dataset.  The SOM grid consists of many 
circular nodes,  one can set the desired number of nodes depending on 
the size and nature of the dataset.  The SOM presented overhead (figure 
8) consist of 400 nodes (20x20).  Inside each node, there are eight 
wedges of varying size,  each wedge representing the magnitude of 
equity flow. There is approximately  350 data points of average weekly 
equity flow from 2012 to the present day .  The above SOM was trained 
with a dataset of similar magnitude to the number of nodes it poss esses.  
For example,  in the bottom right of both figures one can observe that  
each of these nodes correspond to weeks during this period where the 
equity flows across all regions are of a large positive magnitude. Each 
node roughly corresponds to a week dur ing this period. A disadvantage 







Figure 8 - 20x20 SOM created using Equity flow dataset showing four distinct 
regions 
 
4.6 Determining Market Regimes 
 
Weekly Equity flow data was imported into the statistical software tool  
Rstudio.  It was here that the hierarchical clustering algorithm was 
implemented on the weekly data.  The purpose of this was to cluster the 
weeks into four groups to form the four inv estor regimes.  
 
4.7 Development of Model Portfolios 
 
The four clusters of weeks were obtained, next was to characterise these 
clusters (regimes) in terms of stability and average weekly returns.  
Functions in Rstudio was used to obtain the average weekly r eturns in 
each region in each regime. The purpose of t his was to use the results 
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of the average regional  weekly returns to inform several model  
portfolios,  these are explained in full in the following section.  
 
4.7.1  Portfolio Models 
 
Three different trading strategies were used to test the signals from our 
model.  These trading strategies were selected to match the most common 
strategies used in financial markets.  Traditional fund managers are 
limited to holding long posi tions only ( Investments,  Bodie,  Kane & 
Markus),  a long only portfolio replicates this strategy.  Hedge funds are 
allowed more flexible strategies,  combining long and short positions 
which allows them to take advantage of both long and short signals 
(Risks and Portfolio Decisions Involving Hedge Funds, Agarwal,  Naik).  
They can approach this in two ways. First,  taking a market neutral  
strategy, where long positions match short positions,  this is denoted as 
the hedge fund strategy, and looks at the relative value of signals.   The 
second is a long/short,  which looks at the absolute value of each signal.  
We use a long only strategy to replicate th eir decisions.  Three models 
were tested during this portion of the research and are outlined here.  
The long/short model is  one which will either buy/sel l or do nothing 
across all regions in a certain period. Utilisation of the long/short model  
has been an established investment strategy for many years (Grinold,  
Kahn, 2000).  The long only model either buys or does nothing across all  
regions in a certain period. This model is another example of a 
commonly used investment strategy in the financial industry (Huij,  
Lansdorp, Blitz,  Vliet,  2014).  These first two modes are considered to  
be more traditional than the last type of investment model we consider:  
The Hedge fund model (Fung, Hsieh, 2004).  Hedge fund models are 
described as being more diverse and dynami c than more traditional  
investment strategies (Fung, Hsieh, 2004).  The hedge fund model  
implemented in this study is more dynamic than the long/short or long 
only models.  This is because it takes long,  short,  or neutral positions in  
different regions in the same time period. Whereas the first two models 
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Long/Short Model    -    This model either takes a long, neutral,  or short  
position across all the regions each week.  
 
Long Only Model    -   This model takes only long or neutral position 
in specific regions each week.  
 
Hedge Fund Model   -   This model takes neutral,  long or short positions 
in specific regions each week.  
 
 
4.7.2  Benchmark Portfolio Models  
 
The model por tfolios informed by the results of the regime analysis are 
compared to two benchmark portfolio models.  These benchmarks are the 
‘Buy and Hold’ strategy and the LIBOR.  The ‘Buy and Hold’ strategy 
involves equally buying assets in each region each week and holding 
those assets.  In recent year s,  all regions have experienced positive 
returns overall.  In other words,  the market has continually gone up more 
so than down. Because of this the ‘Buy and Hold’ strategy is difficult  
to outperform. We display this bench mark portfolio in the results and 
graphs,  but it  is more appropriate to compare the portfolio models to the 
dollar LIBOR benchmark (Jamisidan, 1997).  
 
Buy and Hold Strategy   -   This model takes long positions in every 
region, every week.  
 
 
Risk-Free Rate -   This model steadily increases at the rate of the 




4.8 Implementation of Portfolio Models  
 
The statistical software Rstudio was the primary tool used in all aspects 
of data handling and analysis.  Rstudio is  a free to use and download 
software that  provides a wide range of  functions for data analysis.  
Rstudio is an integrated development environment (IDE) that allows one 
to develop programs in R, the programming language. One can install a  
huge number of packages into Rstudio that include an extensive set of  
functions for classical and modern statistic al data analysis.  Among 
many packages employed during this study, some main ones were the 
kohonen, dtwclust,  datetime and ggplot packages.  Kohonen pro vides 
helpful functions for  the implementation of  Self-Organising maps.  
Dtwclust contains a multitude of helpful functions for performing time -
series clustering. DTW refers to dynamic time warping, the distance 
measure employed in the ML experiment portion  of this study. The 
datetime package makes the cleaning and handling of time -series data.  
Finally,  the ggplot was essential in the creation of many charts and 
visualisat ions representing the output of the analysis.   Excel was used 
in conjunction with Rstudio.  Excel is helpful for simple data  cleaning 
and carrying out quick calculat ions and creating visual isati ons of the 
results.  Important code extracts from Rstudio are presented in appendix 
III. 
4.9 Portfolio Model Analysis 
 
The primary indicators of model performance are described in detail  
here.  Any relevant formulae are provided here in addition to arguments 
that validate the use of these measures .  
 
4.9.1   Total Return 
 
This term is also referred to as total cumulative return. Total return is a  
measure of an investment’s overall performance (Kakushadze, 2017).  It 
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is the actual rate of return of an investment over a given evaluation 
period. Total return accounts for capital gains,  interest gained,  
dividends and distributions realized over time.  Total return is the 
amount of value an investor earns from a security over a specific period 
when all distributions are reinvested.  This value is expressed as a  
percentage.  
 
A cumulative return on an investment is the aggregate amount that the 
investment has gained or lost over time,  independent of the time period  
involved. Presented as a percentage, the cumulative return is the raw 
mathematical return of the following calculation  (Kakushadze,2017).: 
 
        𝑇𝑜𝑡𝑎𝑙 𝑅𝑒𝑡𝑢𝑟𝑛 % =
(𝐶𝑢𝑟𝑟𝑒𝑛𝑡 𝑉𝑎𝑙𝑢𝑒)−(𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝑉𝑎𝑙𝑢𝑒)
(𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝑉𝑎𝑙𝑢𝑒)
𝑥 100                   (10)    
 
4.9.2   Annualised Cumulative Return 
 
An annualized total return is the  geometr ic average amount of money 
earned by an investment each year over a given time period. It is 
calculated as a geometric average to show what an investor would earn 
over a period of time if the annual return was compounded (Kakushadze,  
2017).   
𝐴𝑛𝑛𝑢𝑎𝑙𝑖𝑠𝑒𝑑 𝐶𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑣𝑒 𝑅𝑒𝑡𝑢𝑟𝑛 = [(1 + 𝑟1)(1 + 𝑟2) … (1 + 𝑟𝑛−1)(1 + 𝑟1)]
1
𝑛 − 1    (11)    
 
4.9.3   Volatility 
 
Volatility is a statistical measure of the  dispersion of returns for a given 
security or market index. In most cases,  the higher the volatility,  the 
riskier the security.  Volatility can either be measured by using the 
standard deviat ion or variance between returns from that same security  
or market index. This study using the standard deviation as the volatility  
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measure for returns.  Volatility refers to the amount of uncertainty or  
risk related to the size of changes in a security's va lue (Aizenman 1995)  
 





                (12) 
 
Where 𝑟𝑛 is the return in week n,  𝜇 is the mean return over all weeks 
and n is the number of weeks.  
 
 
4.9.4   Sharpe Ratio 
 
The Sharpe ratio allows investors to compare the return of an investment  
to its risk.  In general,  the higher the Sharpe ratio,  the more attractive 
the portfolio is to an investor.  The recognized Sharpe ratio is  
 
                     𝑆 =  
𝑅𝑝− 𝑅𝑓
𝜎𝑝
                                    (11) 
 
Where 𝑅𝑝 is the return of the portfolio,  𝑅𝑓 is the risk-free rate and 𝜎𝑝 is 
the standard deviation of the portfolio’s excess retur n (Sharpe, 1994) .  
 
 
4.10 Investigating Regime Stability  
 
Probability matrices,  also known as transition matrices,  display the 
probability of transitioning from one state to another.  They consist of a 
square matrix that gives the probabilities of various states changing 
from one to another staying in the same state  (Aguiar,  1998) .  There are 
many acceptable names for this concept besides probability and 
transition matrices,  they are also commonly referred to as Markov and 
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Stochastic matrices.  Andrey Markov developed this concept in the early 
20 th  century (Aguiar,  1988) .  To examine regime stability in this study 
we employ the use of ‘Right stochastic matrices.  In this type of 
stochastic matrix,  the entries down each column sum to one. In contrast  
from a ‘left stochastic matrix’  where the entries across each row sum to 
one. A ‘Doubly s tochastic matrix’ is a matrix where both the entries 
down each column and the entries across each row sum to one. This is  
helpful to known when reading the matrices presented later in this study. 
Table 4 overhead is an example of a transition matrix repres enting the 
probability of the model changing from one regime to another.  We start 
by looking at the first column of the matrix which displays numbers one 
to four, these represent the four regimes. T he second row of this matrix 
(highlighted in blue) represe nts the probability of regime one switching 
to any of the three regimes or staying in regime ne in the following 
week. For example,  if  the model resides in regime 1  some week, then 
there is a 0.11 chance of switching to regime two  the following week.  
 
Table 4 - Probability matrix of regimes made with obtained using flow data from 
2012-2018  
 1 2 3 4 
1 0.779 0.110 0.000 0.110 
2 0.190 0.660 0.050 0.100 
3 0.059 0.235 0.706 0.000 
4 0.321 0.196 0.000 0.482 
 
Probability matrices are used in this study to  illustrate the differences 
between using equity flow data to and return data to define market 
regimes. The two probability matrices shown in this section demonstrate 
the stability of the market regimes found created by first the equity  flow 









Results and Discussion 
 
In this section we look at the results of the creation of a model portfolio  
by using self -organising maps, hierarchical clustering and dynamic time 
warping. The results include examples of the many SOMs created in  
Rstudio,  bar charts of the average weekly returns by regimes and 
performance of the portfolio models created based on the analysis of  














5.1    Analysis of Flow Data by SOM 
 
The first  step of the analysis process involved the equity flow dataset.  
Exploratory analysis was primarily carried out using SOM’s, as 
discussed previously,  this has been establ ished as a useful tool for this 
stage of analysis.  This technique allows an a nalyst to get an overview 
of the dataset in question. Shown below is an example of a self -
organising map produced using the total flow dataset,  its smaller size 
makes it easier to read.  
 
Shown overhead are four examples of  SOM’s produced in Rstudio,  using 
the Kohonen package to analyse the equity flow data.  This analysis 
techniques allows one to get a general sense of the overall structure of 
the dataset.  The SOM grid consists of many circular nodes,  one can set  
the desired number of nodes depending on the size and nature of the 
dataset.  The above grids consist of 400 nodes (20x20).  Inside each node,  
there are eight wedges of varying size,  each wedge representing the 
magnitude of equity flow. There is approximately 350 data points of  
average weekly equity flow from 2012 to the present day. The above 
SOM was trained with a dataset of similar magnitude to the number of  
nodes i t possesses.  For example,  in the bottom right of both figures one 
can observe that each of these nodes correspond to weeks during this 
period where the equity flows across all regions are of a large positive 
magnitude. Each node roughly corresponds to a week during this period. 
A disadvantage to a SOM of this size is that is can cause the nodes to 





Figure 9 – Four SOM's created by equity flow data 
 
This exploratory analysis ultimately helped to determine a good choice 
for the number of clusters.  It gives an overall sense of the dataset and 
thus make further analysis more informed and stra ightforward.  
 
5.2    Results and Discussion 
 
The method of defining and characterising investor regimes regime was 
repeated a number of times,  each time with some change of in variable.  
The process was carried on by clustering equity flow data to define 
regimes and then on return data to define regimes. This allowed for the 
creation of two sets of portfolio models; one set informed by regimes 
defines by equi ty flow and the other set informed by regimes defined by 
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returns.  In this section we compare the perf ormance of  models informed 
by equity flows and those informed by returns.  We find that in general 
models informed by equity flow data are more  profitable than those 
created using returns.  We examine the stability of the regimes defines 
using equity data and regimes defines by returns and find that the 
regimes defined by equity are significant ly more stable.  
 
In addition to defining regimes on di fferent data sets,  the process is 
repeated using two time periods.  The first  time -period examined in this 
section is from 2012 to 2018 and the second considered is from 1998 to 
2018. We compare the performance of models created using data from 
the two time - periods.  We observe again that the regimes defined using 
equity flow data are more stable than those defined by  clustering 


















5.2.1     2012-2018 ‘Equity Flow Regime’ Analysis  
 
This section presents the regional average weekly returns of the regimes 
obtained by clustering the total weekly equity flows from the period of 
January 2012 to July 2018. The average returns in each of the four 
regimes are found and inform the three investment models.   
  
 
Figure 10 - Relative return levels across the four regimes created by clustering 
equity flows during 2012-2018 
In the above plots,  one can see that regime 1 and 2 are characterized by 
positive returns,  regime 3 is generally low positive returns and returns 
are on average negat ive during regime 4 across all regions.  In the 
‘long/short’ model,  the model takes a long position durin g regime 1 and 
2,  a neutral position during regime 3 and a short posi tion  in regime 4.  
 
In the ‘long only’ model, the model takes a long position in all regions 
except  the commodity countries and Latin America,  in which it takes a 
neutral position. During Regime 2 the model takes a long posi tion in all 
regions.  In Regime 3, the model takes a long position in Asia,  Japan, 
Pacific,  UK and US.  It takes a neutral position in all other regions.  For  




For the ‘Hedgefund’ model ,  the model takes a long position in all 
regions except the commodity countries (neutral) and Latin America 
(short) during regime 1. In regime 2 the model takes a long position in  
all regions.  In regime 3, the model takes a long position in Asia,  Japan,  
Pacific,  UK and US. It takes a neutral posit ion in all other regions except 
in Latin America where it takes a short position. For regime 4, the model 
takes a short position in all regions.  
 
5.2.2     2012-2018 ‘Return Regime’ Analysis  
 
The results f rom obtained by clustering the weekly returns from the 
period of January 2012 to July 2018  are presented and discussed here.  
The average returns in each of the four regimes are found and inform 
the three investment models.   
 
 
Figure 11 - Relative return levels across the four regimes created by clustering 
returns during 2012-2018 
 
In the above plot  (figure 11),  one can see that regime 1 and 2 are 
characterized by positive returns,  regime 3 is generally low positive 
returns and returns are on average negative during regime 4 across all  
regions.  In the ‘long/short’ model,  the model takes a long position 




In the ‘long only’ model,  the model takes a long position across all  
regions during regime 1 and 4.  During regimes 2 and 3 the model takes 
a neutral position across all regions.  
 
For the ‘Hedgefund’ model,  the model takes a long position in all 
regions during regime 1. In Regime 2 the model takes a short position 
in all regions.  In Regime 3, the model takes a short position in all  
countries except Europe, pacif ic,  UK and US which it takes a neutral  
position in.  The model takes a long position in all regions during regime 
4.  
 
5.2.3 1998 – 2018 ‘Equity Flow Regime’ Analysis  
 
Here we examine the results from obtained by clustering the total weekly 
equity flows from the period of January 1998 to July 2018. The average 
returns in each of the four regimes are found and inform the three 
investment models.   
 
Figure 12 - Relative return levels across the four regimes created by clustering 
equity flows during 1998-2018 
 
In the above plot  (figure 12),  one can see that regime 1 and 2 are 
characterized by positive returns,  regime 3 is generally low positive 
returns and returns are on average negative during regime 4 across all  
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regions.  In the ‘long/short’ model,  the model takes a long position 
during regimes 1,  3 and 4,  and a short position during regime 2.  
 
In the ‘long only’ model,  the model takes a long position ac ross all  
regions during regime 1 and 4.  During regimes 2 and 3 the model takes 
a neutral position across all regions.  
 
For the ‘Hedgefund’ model,  the model takes a long position in all 
regions during regime 1. In Regime 2 the model takes a short position 
in all regions.  In Regime 3, the model takes a short position in all  
countries except Europe, pacific,  UK and US which it takes a neutral  



















5.2.4 1998 - 2018 ‘Return Regime’ Analys is 
 
Here we examine the results from obtained by clustering the total weekly 
equity flows from the period of January 1998 to July 2018. The average 
returns in each of the four regimes are found and inform the three 
investment models.   
 
Figure 13 - Relative return levels across the four regimes created by clustering 
returns during 1998-2018 
 
In the above plot  (figure 13),  one can see that regime 1 and 2 are 
characterized by positive returns,  regime 3 is generally low po sitive 
returns and returns are on average negative during regime 4 across all  
regions.  In the ‘long/short’ model,  the model takes a long position 
during regime 3 and 4 and a short posi tion during regime 1 and 4.  
 
In the ‘long only’ model,  the model takes a  long position during regime 
3 and 4 and a neutral position during regime 1 and 4.  
 
The regimes created during this iteration have average weekly returns 
that are either positive across all regions or negative across all regions.  
Therefore,  the hedge fund model worked out to be  the same strategy as 




5.3  Regime Stability Analysis 
 
Section 6.2 presented the results of the four iterations of creating 
investor regimes to inform a set of model portfolios.  We  saw the average 
weekly regional returns across the investor  regimes,  and they inform the 
creation of the model portfolios.  In this section we compare the stability  
of each set of investor regimes. We begin by looking at the stability of 
the regimes created in the time period of 2012-2018. First looking at the 
stability of the investor regimes obtained by clustering equity flow data.  
The probability matrix for these regimes is shown below in table 5.   
 
Table 5 - Probability matrix of clusters made with obtained using flow data from 
2012-2018 
 1 2 3 4 
1 0.779 0.110 0.000 0.110 
2 0.190 0.660 0.050 0.100 
3 0.059 0.235 0.706 0.000 
4 0.321 0.196 0.000 0.482 
 
 
Consider table 5,  the highest numbers in this table are along the 
diagonal,  from the top left  corner to  the bottom right corner.  This 
indicates to us that these regimes are relat ively stable,  as from week to 
week the model is more likely to stay in  the same regime rather than 
switch to a different regime. This is an important resu lt as a primary 
hypothesis stated in the beginning of this study was that if  the market  
resides in a certain regime one week then it will most likely still  reside 
in that same regime in the following week. The mod el portfolios were 
created based on this assumption. Table 6  present the transit ion matrix 
of the investor regimes obtained by clustering weekly regional returns 




Table 6 - Probability matrix of clusters made with obtained using return data from 
2012-2018 
 1 2 3 4 
1 0.152 0.261 0.326 0.261 
2 0.126 0.336 0.263 0.274 
3 0.139 0.278 0.306 0.278 
4 0.115 0.229 0.364 0.292 
 
 
In Table 6 above, we see that  the numbers along the diagonal (top left  
to bottom right) are no larger than all other numbers i n the table.  This 
result indicates that these regimes are not stable,  that the model is as 
likely to switch regimes than to stay in a certa in regime. We see later 
how this result effects how profitable the model informed by these 
regimes is compared to the model portfolio created based  of regimes 
obtained by clustering equity flow data.  
 
The following two transition matrices presented represe nt the stability  
of investor regimes created by clustering equity flow data from 1998 to 
2018 (table 7),  and clustering r eturn data from 1998 to 2018 (table 8).   
 
 
Table 7 - Probability matrix of clusters made with obtained using flow data from 
1998-2018 
 1 2 3 4 
1 0.747 0.038 0.120 0.016 
2 0.357 0.554 0.054 0.038 
3 0.287 0.023 0.606 0.085 
4 0.050 0.008 0.231 0.712 
 
 
Look to table 7 above. Like table 5,  the highest numbers in table  7 are 
along the diagonal (top left to the bottom right).  This result 
demonstrates that these regimes are relatively stable.  Table 8 presents 
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the transition matrix of the investor regimes obtaine d by clustering 
weekly regional returns rather than equity flow.  
 
 
Table 8 - Probability matrix of clusters made with obtained using return data from 
1998-2018 
 1 2 3 4 
1 0.343 0.153 0.305 0.199 
2 0.327 0.129 0.361 0.184 
3 0.395 0.110 0.361 0.134 
4 0.269 0.274 0.238 0.220 
 
 
Lastly,  we consider table 8.  This table displays the probabilities of  
regimes changing from one to another each week when the regimes were 
obtained by clustering weekly return data from 1998 to 2018. Similar ly,  
to table 5,  we see that the numbers along the diagonal (top left to bott om 
right) are not significantly larger than all the other numbers in the table.  
This indicates that these regimes are not particularly stable,  as they are  
as likely to switch into a different regime each week as to stay in the 
same regime.  
 
The main takeaway from this set of resul ts ,  is that regimes created by 
clustering regional equity flows are more stable than regimes created by 
clustering regional returns.  In section 6.4 we investigate how profitable 
portfolios informed by both sets of regimes are.  We will go on to draw 
connections between how profitable a portfolio mo del is and how stable 







5.4  Model Performance 
 
Here the results of the model portfolios are presented and discussed. We 
begin by looking at the main result of this experiment.  We compare a 
hedge fund style model portfolio that was created by clustering returns  
to one that was created by clustering equity flows. Section 6.4.1 
illustrates that the model created by clustering equity flows outperforms 
the model  created by clustering returns.  This primary result was 
presented in  an essay submitted to the 2019 CFA quant award 
competition. This essay is presented in appendix II.  This result  
highlights the benefit of creating regimes using equity flow rather than 
return data in addition to showcasing ML as a useful t oll in the field of 
quantitative finance.  
 
In section 6.4.2 we look at  the results of all portfolio models informed 
by regimes clustered using equity flow data from 2012 to 2018. Then we 
look at the models informed by regimes obtained by clustering return 
data in the same time period. Section 6.4.1 presents the results of the 
model informed by the set of regimes obtained  by clustering equity flow 
data from 2012 to 2018. Lastly,  we look at the model results where the 
underlying regimes were created by cluste ring returns in the same time 
period.  
 
These results will allow comparisons to be made betw een models that  
rely on equity flow data vs return data .  Conclusions can also be drawn 
of the differences in using the two time periods to create investment  
regimes.  We evaluate a model’s performance based on the following 
criteria; total returns,  annual cumulative return, volatili ty and Sharpe 
ratio.  
 
‘Equity Flow’ regime models refer to models informed by the regimes 
obtained by clustering weekly regional equity flo w data.  While ‘Return’ 
88 
 
regime models refer to models informed by the regimes obtained by 
clustering weekly regional r eturn data.  
 
5.4.1  Model Portfolio Comparison 
 
The following two graphs highlight the difference in performance of the 
two hedge fund style models informed by regimes created using equity 
flow and return data in the time period o f 2012 to 2018.  
 
 
        
Figure 14 - Cumulative returns plot of hedge fund model informed by ‘return 
regimes’ in the period 2012 to 2018. 
 
Figure 18 above shows the results of the hedge fund style model  
informed by ‘return regim es’  ( ie.  Regimes informed by clustering 
returns) .  The blue line represents this portfolio and we see that is does 
not outperform the LIBOR rate.  This indicates that this model portfolio  





               
Figure 15 - Cumulative returns plot of hedge fund model informed by ‘Equity flow 
regimes’ in the period 2012 to 2018. 
 
Figure 19 above shows the results of the hedge fund style model  
informed by ‘equity regimes’  ( ie.  Regimes informed by clustering equity 
flow). In this case we see that the model portfolio outperforms the 
LIBOR rate.  This indicates that this model  portfolio is profitable for an 
investor.  This result shows that the model informed by the ‘equity 
regimes’ is more profitable than the port folio model informed by the 





5.4.2 ‘Equity  Flow’ Regime Models  2012-2018  
 
The following models were informed by the characterisation of the 
regimes obtained by clustering equity flow data from 2012 to 2018.  
 
Table 9 - Cumulative returns plot of all models informed by regimes created by 
















6.010 10.69 7.21 14.20 4.46 
ANNUAL 
RETURN% 
0.90   1.15  1.05 2.02 0.66 
VOLATILITY% 2.26 1.77 1.64 2.27 - 
SHARPE 
RATIO 
0.11 0.50 0.24 0.60 - 
 
These results in table 9 show that all models result in a positive Sharpe  
ratio.  As ment ioned previously,  it  is difficult to outperform the  Buy and 
hold strategy since the market has been steadily increasing during this 
time period. Therefore,  it  is perhaps more appropriate to compare the 
models to the LIBOR rate,  LIBOR is take n to be the risk-free rate in for 
this study. The long only model performs best when compared to the 
Hedge fund and long/short model.  Cumulat ive returns for these portfolio  




Figure 16 - Cumulative returns plot of all models informed by regimes created by 
clustering equity flows from 2012-2018 plot. 
 
5.4.3  ‘Return’ Regime Models 2012 -2018  
 
These regimes are referred to as ‘Return’ Regimes as they were obtained 
by clustering regional returns during the period 2012 -2018.  
 
Table 10 - Cumulative returns plot of all models informed by regimes created by 
















2.48 9.27 1.96 14.20 4.46 
ANNUAL 
RETURN% 
0.37 1.35 0.29 2.02 0.66 
VOLATILITY% 1.90 1.62 1.79 2.27 - 
SHARPE 
RATIO 




The results in table 10 show that the por tfolio models created relying 
solely on return data perform worse than the models created by 
clustering equity flow data.  The Sharpe ratio is negative at -0.153 for  
the long/short model compared to 0.105 in the long/short mod el  
informed by the ‘equity flow’ regimes. The long only model had better  
results with a Sharpe rat io of 0.426 but was still  outperformed by the 
long only model informed by  the equi ty flow regimes which was 
calculated t have a Sharpe ratio of 0.498. The hed ge fund model has a 
barely positive ratio of 0.018, significantly worse than the model  
informed by ‘equity flow’ regimes which had a ratio of 0.240. These 
results indicate that regimes obtained by clustering equity flow data 
work as better market indicator s than regimes obtained by clustering 
return data.   
 
Figure 15 works as a good comparison to  figure 14. We can see that  the 
Annual Cumulative returns of the Long/Short ,  long only and hedge fund 




Figure 17 - Cumulative returns plot of all models informed by regimes created by 





5.4.4  ‘Equity Flow’ Regime Models  1998-2018  
 
The following models were informed by the characterisation of the 
regimes obtained by clustering equity flow data from 1998 to 2018.  
 
Table 11 - Cumulative returns plot of all models informed by regimes created by 
















192.83 145.11 244.36 260.84 12.55 
ANNUAL 
RETURN% 
6.16 5.27 7.12 7.40 0.66 
VOLATILITY % 15.60 12.58 12.11 15.59 - 
SHARPE RATIO 0.35 0.123 0.53 0.43 0 
 
 
The results in table 11 show that all models result in a positive Sharpe 
ratio.  The returns generated by these models are visualised in figure 16 
overhead.  The hedge fund model works well,  exceeding the buy and hold 
strategy which a mentioned previously,  it  is difficul t to do when the 






Figure 18 - Cumulative returns of all portfolio models and benchmarks, regimes 
obtained by clustering equity flows from 1998 to 2018. 
 
5.4.5  ‘Return’ Regime Port folio Models 1998-2018  
 
The following models were informed by the characterisation of the 
regimes obtained by clustering equity flow data from 1998 to 2018.  
  
Table 12 - Cumulative returns plot of all models informed by regimes created by 











192.57 145.11 260.84 12.55 
ANNUAL 
RETURN % 
6.15 5.11 7.40 0.66 
VOLATILITY % 15.60 10.90 15.59 - 
SHARPE RATIO 0.35 0.41 0.43 - 
 
The hedge fund model informed by the ‘equity flow’ regimes can be 
compared to the long/short model info rmed by the ‘return regimes’.   The 
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regimes created by the return data have either posit ive or have negative 
returns across all regions each week , thus the model either takes a long 
or short position equally across all regions each week. The Sharpe ratio  
of the long/short model informed by ‘return regimes’ was calculated to  
be 0.35 while the hedge fund model informed by the ‘equity flow 
regimes’ was found to have a Sharpe ratio of 0.53. Once again we see 
that the models informed by the ‘equity f low regimes’ result in better  




Figure 19 - Cumulative returns plot of all models informed by regimes created by 















This section reiterates the original thesis statement and shows ho w the 
results of this experiment answer the resea rch questions.  The first  
question this study sought  to answer was ‘Where does the cutting edge 
of machine learning for financial applications lie?’ .  More broadly; what  
applications ML is widely used to enhance and what ML technologies 
are being used to do so.  A systematic literature search and review was 
carried out.  The conclusions  and main insights of this literature review 
















The second question this study investigated was ‘Can ML techniques 
and technologies be used to devise a profitable portfolio?’ Using the 
results from this research, an ML proof of concept experiment was 
devised and implemented. The Ml technologies used were that of SOMs, 
hierarchical clustering and dynamic time warping. We look at the 
resulting portfolio  models created by these technologies.  The ML 
technologies were used on both equity flow data and MSCI d ata.  The 
resulting portfolios from both data sets .  
 
This study wished to investigate the validity of SOM technology as a 
useful exploratory analysis too l to determine an appropriate number of 
investor regimes to search for moving forward in the experiment.  We 
determine these investor regimes and first compa re the stability of the 
regimes determined using equity flow data and the regimes determined 
using return data.  We compare portfolio models informed by ‘equity’  
regimes to those informed by ‘return’  regim es.  We conclude by 
discussing this experiment as a proof of concept for the use of ML 
technology to create a profitable and reliable portfolio and to assist in  
the field of quantitative investing.  
 
6.1 Determining Number Regimes by SOM 
 
The self-organising map technology was a useful and effective tool in 
the exploratory analysis of the equity flow data.  By repeatedly using 
this technology and changing the number of clusters one can quickly and 
easily determine what is appropriate number of clusters to use when 
implementing the more sophisticated clustering  algorithm of 
hierarchical clustering with dynamic time warping distance measure.  
Many SOMs were produced in order to determine the optimal number of 
regimes to look for.  An example of one of these maps pr oduced using 
the equity flow data is given in figur e 3 where four distinct regions can 
be observed. Thus,  for the next portion of the study, four regime s were 




This work showcases SOMs as a useful explorator y analysis tool.  
Figures 7 and 8 are example of SOMs created in Rstudio during the 
process of the ML experiment.  These visualisat ions are easy to read a nd 
intuitive to read. They assisted in getting an overall sense of the data 
and in the selection of an appropriate number of investor regimes.  
 
6.2  Stability Analysis of Regimes 
 
Stability analysis of the four investor regimes were carried out using 
transition matrices.  These matrices give the probabilities of regimes 
switching from one to another.  To evaluate the stability,  we look at the 
magnitude of the probabilities from the top left corner to the bottom 
right corner and compare these numbers to all ot her entries in the matrix.  
 
The probability matrix of market regimes produced from equity flow 
data,  shows that these clusters are more st able than clusters produced 
from clustering return data.  These results show some of the benefits of  
using equity flow data to inform portfolio management decisions and 
strengthens the hypothesis that equity flows are more persistent and 
stable in comparison to return data.  This result is seen across the 
iteration involving the time period from 2012 to 2018 and the longer 
time period from 1998 to 2018.  
 
6.3 Portfolio Model Performance 
 
The results of this study showed that the portfolio model results in  
higher returns when the equity flow data is used to create the market  
regimes.  Consider the iteration of the ML experimen t using data in the 
time period from 2012-2018. The model  created by clustering equity 
flow data was calculated to have a Sharpe ratio of of 0.24 while the 
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model created using the analysis of return data is shown to have a Sharpe 
ratio of -0.21. This result indicates that  the model created using the 
equity flow data outperforms the model informed using only the return 
data.  
 
6.4 ML as a Quantitative Investing Tool 
 
The potential to use modern machine learning techniques to create 
profitably investment model s has been shown during this study.  
Furthermore, this study shows the advantages of determining investor  
regimes using equity flow data in comparison to using return data.  This 
is shown in the fact that the resulting portfolio is more profitable and 
less r isky in addition to the regimes being more reliable.  Self -organising 
maps were helpful in the explorator y analysis of large financial  datasets 
and assisted in the selection of an appropriate number of market regimes 
to define going forward in the research.  Hierarchical clustering used in  
conjunct ion with dynamic time warping were successfully implemented 
to inform a regime portfolio.  
The results of the literature search and ML experiment shows how ML 
has exciting potential for quantitative managers.  During the literature 
discussion, we saw how this technology significantly expands their 
analytical toolkit.  Advantages include a wide varie ty of languages and 
software that have been developed specifically for the creation and 
implantation of ML such as python, R and many more. The literature 
review noted that many authors noted the ability of ML to model  
nonlinear relationships and how this aspect is helpful in the area of 
quantitative investing.  
 
The literature search also highligh ts some disadvantages to the u se of  
ML for data analysis.  Many sources point out that implementing ML 
technology on data can lead to overfitting.  ML can often prov ide useful  
insights but the ‘black box’ nature of some algorithms can make it  
difficult for investors to back up their deci sions.  A ‘black box’ refers to  
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refers to the fact that ML algorithms take in data and output insights 
without explanation, and the algorithms are often so complex it is hard 
to determine the inner working of the technology and the reasoning 
behind decisions.  
 
6.4 Closing Statement 
 
In conclusion, the main takeaways from this study are as follows; The 
broad l iterature search results show that ML is commonly applied to the 
areas of Return Forecasting, Portfolio Construction, Ethics,  Fraud 
Detection Decision Making Language Processing and Sentiment  
analysis.  The more focused literature search that looked at ML 
applications for quantitative finance in very recent papers showed high 
interest in areas of return forecasting, portfolio construction, and risk 
modelling. A proof of concept experiment presented how ML techniques 
can be used in the construction of a portf olio.  This experiment further  
showed the benefits of using equity flow data over return data in the 
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Abstract — Recent advances in machine learning are finding commercial applications across many industries, 
not least the finance industry. This paper focuses on applications in on core function of the finance, the 
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investment process. This function includes return forecasting, risk modelling and portfolio construction. The 
study evaluates the current state of the art through an extensive reviewed of recent literature. Themes and 
technologies are identified and classified, and the key use cases highlighted. Quantitative investing, traditionally 
a leading in adopting new techniques is found to be the most common source of use cases in the emerging 
literature. 
 































































Machine Learning (ML) is a subfield of Artificial 
Intelligence (AI) that uses statistical techniques that provide 
computer models with the ability to learn from a dataset, 
allowing the models to perform specific tasks without explicit 
programming [1]. ML is being applied to improve function 
across the finance industry in a wide range of areas including, 
for example, fraud detection, payment processing and 
regulation. This research evaluates current and potential 
applications of machine learning to the investment process. In 
particular, this includes the development of ML applications 
for return forecasting, portfolio construction and risk 
modelling. 
 
The first widespread commercial use cases of artificial 
intelligence were “expert systems”, originating in Stanford in 
the 1960s [2] and popularized in the 1980s and 1990s. Expert 
systems were designed to solve complex problems in a 
specific field, in a manner similar to a subject matter expert. 
Original expert systems were rule-based programmes 
developed in languages such as LISP and Prolog. In recent 
years, there has been a significant drop in interest in classic 
expert systems, as they are superseded by systems 
incorporating artificial intelligence [3]. AI systems are 
systems that replicate human thought processes. [4]. Many of 
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 Cognitive computing describes a computer system which 
mimics human conative process in some way, cognitive 
processes are those that allow individuals to remember, think, 
learn and adapt [5]. The term has gained recognition in the 
public domain in recent years, due in large to the introduction 
of Watson, IBM’s cognitive computing system. These 
systems are constructed by combining computer science with 
statistical and ML techniques developed over the last century 
[1]. Watson, in its original form, was a question answering 
computing system, responding to questions posed in natural 
language. It was introduced on the television quiz show 
“Jeopardy!” – where it defeated two of the show’s most 
celebrated contestants in the “IBM Challenge” [6]. Large-
scale systems such as Watson combine many techniques [6] 
to provide “augmented human intelligence” services to users 
[7]. However, the use of individual techniques, for example 
deep learning neural networks or reinforcement learning, has 
found significant success across industry and applications [8-
10]. 
 
Recently, there has been a proliferation of ML techniques 
and growing interest in their applications in finance, where 
they have been applied to sentiment analysis of news, trend 
analysis, portfolio optimization, risk modelling among many 
use cases supporting investment management. This paper 
explores the potential of ML to enhance the investment 
process. We begin with a broad survey of the area to determine 
the main programming languages, frameworks and use cases 
for ML from the perspective of the financial industry. We then 
focus on cognitive systems and ML, along with their potential 
applications to quantitative investment. We look at research 
that has applied ML to the investment process, analyzing the 
technologies used, the functions of the applications and 
evidence of potential to improve investment outcomes. Our 
findings are relevant to both academics and practitioners with 
interest in investment management, and in particular 
quantitative investment, by providing a detailed discussion of 
the latest technologies, their potential uses and probability of 
successful application. 
 
The paper is organized as follows. In Section II, we provide 
an overview of the development of the area as a background 
for the discussion, this includes the emergence of ML, 
common algorithms and methodologies, and a review of the 
evolution and theory of quantitative investing We then 
describe the research methods in Section III. Section IV 
provides a detailed description of the current state of the art in 
the application of ML to investment. We conclude with a 







Although variations of ML have long been 
around, the discipline has developed rapidly in 
recent years. Many factors have combined to 
derive this development. Increased computer 
power has made real time processing feasible 
for many complex tasks, increase connectivity 
has driven innovation and automation in the 
delivery of traditional tasks and services, the 
potential to extract useful information from the 
vast amounts of data generated via the internet 
(Big Data) has led to novel analytic methods. 
Alongside this, the development of easy to use 
programming languages, such as Python and R, 
and ML focused frameworks such as 
TensorFlow, has contributed to the wide 
investigation of ML applications in industry. It 
has already found commercial application 
across multiple industries from automated 
trading systems in the finance industry to the 
health sector where ML algorithms assist 
decision making in fertility treatments [11]. 
The success of these applications is driving 
commercial research into further applications. 
 
Common ML Approaches and Algorithms 
 
Three main approaches to training ML 
algorithms are recognized; supervised 
learning, unsupervised learning and 
reinforcement learning. Supervised learning 
generates a function that maps inputs to 
outputs based on a set of training data. The 
algorithm infers a function linking each set of 
inputs with the expected, or labeled, output in 
the training set.  
Unsupervised learning finds hidden patterns in 
and draws inferences from unlabeled data. 
Unsupervised learning provides on inputs to 
models, but does not specify an expected set of 
outcomes, the outcomes are unlabeled. 
Reinforcement learning enables algorithms to 
learn by trial and error, based feedback from 
past experiences. Like unsupervised learning, 
it does not require labeled data. A hybrid 
system, semi-supervised learning, combines 
supervised and unsupervised learning, using 
both labeled and unlabeled data to train 
models. This is useful where there is limited 
data or the process labeling data could 
introduce biases.  
 
The main research areas in supervised learning 
are regression and classification (specifying 
the category or class to which something 
belongs), this approach is often used in 
developing predictive models. Regression 
techniques predict continuous responses using 
algorithms such as linear regression, decision 
trees and Artificial Neural Networks (ANNs). 
Classification techniques predict discrete 
responses using algorithms such as logistic 
regression, Support Vector Machines (SVMs) 
or K-Nearest Neighbors (KNN). The main 
research area in unsupervised learning is 
clustering. Clustering refers to grouping 
objects together, such that objects that are put 
in the same group are more similar to each 
other than objects in other groups.  
 
Artificial neural networks have become a key 
technology in the development of ML. They 
were first proposed over 75 years ago, inspired 
by the workings of the human brain [12]. They 
are a collection of algorithms replicate the 
process of a biological brain at the neuron level 
[1]. 
 
There are a number of different classes of 
artificial neural networks, including 
Convolutional Neural Networks (CNNs), 
Recurrent Neural Networks (RNNs), and 
recursive neural networks, among others. 
CNNs are ideal for things such as image 
classification and video processing because 
they’re able to identify patterns by focusing on 
fragments of images. RNNs are better for 
dealing with things like speech or text analysis 
because they use time-series information, such 
as monthly stock price figures to predict next 
month’s figure. SVMs, used for classification 
and regression analysis, involve finding a 
hyperplane which minimizes the distance 
between a set of data points in an n-
dimensional space. Bayesian networks are built 
from probability distributions and use 
probability laws for prediction and anomaly 
detection. KNN selects the most similar data 
points in the training data, this allows the 
algorithm to classify future data inputs in the 
same way. GANs have garnered much interest 
in recent years since they first introduced in 
2014 [13]. GANs are comprised of two neural 
networks that compete against each other. One 
neural network generates data similar to the 
training dataset, and the other tries to evaluate 
whether data is from the training dataset or 
generated by the generative network. Some 
techniques are better suited to particular tasks 
than others. This research partly seeks to 
contribute to this area of knowledge. It is 




certain algorithms, to assist in choosing 
appropriate algorithms for specific tasks in 
future applications and studies. 
 
 The Evolution of Quantitative Investing 
 
Graham and Dodd’s Security Analysis, 
published in 1934 following the Wall Street 
Crash of 1929 is the seminal work on 
fundamental investing and remains in 
publication [14]. It is one of the first books to 
distinguish investing from speculation, 
advocating the use of a systematic framework 
for analyzing securities for stock selection. 
 
A systematic approach to portfolio 
construction and risk analysis was presented in 
Portfolio Selection [15], published in 1952. In 
this, Markowitz provides a mathematical 
definition of risk as the standard deviation of 
return. The approach focused on maximizing 
portfolio performance by optimizing the trade-
off between risk and return. This was the 
foundation of modern portfolio theory, 
providing an analytical framework for the 
construction and analysis of investment 
portfolios [16] [17]. 
 
A quantitative approach to market analysis 
gained popularity as advances in computing 
technology made the collection and analysis of 
large amounts of market data possible. This 
allowed the development and verification of 
market models on a scale not previously 
possible, contributing to significant advances 
in the understanding of financial markets, 
including the Capital Asset Pricing Model 
(CAPM) [18-21] and Efficient Market 
Hypothesis (EMH) [22].  
 
In 1973, Fama and MacBeth used the Center 
for Research in Security Prices (CRSP) 
financial dataset (one of the first of its kind) to 
perform an empirical analysis of the CAPM 
[23]. They showed that the CAPM provided a 
good quantitative approximation of the 
behaviour of security prices while setting a 
standard for empirical cross-sectional analysis 
of market data [23]. 
 
The empirical support for the EMH, enhanced 
by the success of market indices, such as the 
S&P 500, led to the dominant view, 
particularly in academia, that active investing 
was futile, as it was impossible to beat a passive 
investment. In comprehensive literature 
reviews, [16] and [17] provide evidence that 
research and empirical evidence that 
challenged the CAPM and EMH was strongly 
discouraged. At the same time many examples 
of research that argued that although difficult, 
it is possible for active management to beat 
passive management, by exploiting market 
inefficiencies not covered by the CAPM and 
EMH.  Strategies based on risk factor models, 
first explored by Rosenberg [24] and Ross [25] 
in the 1970s, surged in popularity [26] after the 
publication of the Fama-French three-factor 
model [27]. 
 
From Markowitz portfolio optimization to 
CAPM, EMH and factor models more recently, 
quantitative investors have shown that they are 
willing to embrace new techniques and 
strategies. A key argument for applying ML 
techniques to financial problems is that ML 
methods capture non-linear relationships [28] 
in the data. Non-linear methods required to 
model data where outputs are not directly 
proportional to the inputs [29] and many 
tradition analysis methods assume linear 
relations or non-linear models that can be 
simplified to linear models. Typical examples 
of well-established non-linear ML methods 
include SVM, KNN, and ANN [20]. 
 
ML has been applied with positive results 
across many areas of quantitative investing, 
including portfolio optimization [30, 31], 
factor investing [32], bond risk predictability 
[29], derivative pricing, hedging and fitting 
[33], back-testing [34]. The results section 
contains a comprehensive summary of papers 





Initially, a broad search was conducted to 
identify the major themes related to ML. This 
search yielded information on the popular use 
cases and technologies. This information 
informed a second, more focused investigation 
of relevant material. Here, the aim was to draw 
connections between popular use cases in 
finance and current ML techniques. 
 
As quality and scope of published research can 
vary widely, measures were taken to reduce the 
possibility of including unreliable information 
in the final dataset. Before inclusion in the 
concept matrix, each paper was assessed on 
quality. This was achieved by using a variety 
of quality indicators including; the citation 




activities associated with the paper, bias 
created from funding sources, and the impact 
factor of the journal. 
 
An appropriate search strategy was devised 
and carried out based on the main topics that 
were identified during the first investigation of 
the literature. The arXiv and SSRN databases 
were searched to ensure that the most up to date 
research papers is included. However, as these 
are not peer-reviewed papers, extra care was 
taken to ensure that the papers were from 
reputable authors, focusing on the quality of 
authors’ previous publications. The topic 
phrases used in search were “portfolio 
management”, “stock market forecasting”, and 
“risk management”. All of these topic phrases 
were used in conjunction with the key phrase 
“machine learning” in an attempt to return only 
relevant research papers. The purpose of 
searching by topic was to identify which 
technologies are widely and effectively used 
within each area. As we are evaluating the 
current state of the art, we wanted to ensure 
that only recent papers were included. Thus, 
we only included papers that were submitted in 
2015 or later. From the initial search we 
collected a total of 118 papers. After an initial 
review of abstracts, papers that were not 
relevant to machine learning in finance 
(specifically investing) were removed. Any 
papers that were duplicates under more than 
one search topic were kept under the topic that 
appeared most relevant. Papers were then 
assessed in relation to their quality using the 
quality indicators mentioned above. This 







Popular Machine Learning Use Cases and 
Algorithms 
 
A concept-centric matrix was utilized initially 
to identify which areas commonly use machine 
learning techniques. Recurring concepts and 
themes were noted and counted across a 
sample of 67 papers identified. An initial list of 
recurring themes was identified and analyzed. 
Some themes, such as ‘Geopolitics' were 
removed as they were deemed irrelevant due to 
the lack of research on the topic. A list of the 
most recurring themes with relevance to ML is 
presented in Table I. 
 
TABLE I: RECURRING THEMES FROM THE 
LITERATURE REVIEW. 
 
Theme      References 
 
Return Forecasting 21 
 
Portfolio Construction 12  
Ethics 8  
Fraud Detection 8  
Decision Making 8  
Language Processing 7  
Sentiment analysis 7  
   
 
 
The most common use-cases of identified were 
return forecasting and portfolio construction. 
Quantitative methods were introduced to 
finance through the equity market and it is 
unsurprising that it should lead the way in 
incorporating the latest advances in its 
processes. A large number of the papers above 
also discussed risk modelling. This led us to 
take return forecasting, portfolio construction, 
and risk modelling as our three core topics. The 
most popular ML techniques presented in the 
papers researched are presented in Table II as 
well as a breakdown of the different acronyms 
used in the table. 
 
TABLE II: POPULAR TECHNIQUES FEATURED IN 





































          
Return 
Forecasting 
7 5 4 2 - 1 2 - - 
Portfolio 
Construction 
7 2 3 1 1 1 4 2 1 
Risk 
Modelling 
6 2 2 1 1 1 4 3 4 
          
 
 
MLP Multilayer Perceptron 
SVM Support Vector Machine 
LSTM Long Short-Term Memory 
GRU Gated Recurrent Unit 
RNN Recurrent Neural Network (basic)  
CNN Convolutional Neural Network 
RF Random Forests/Decision Trees 
GPR Gaussian Process Regression 






Many techniques used in the papers only 
appear once, some twice. Since the purpose of 
this paper is to identify the most popular 
machine learning techniques used in finance, 
specifically in the topics above, only 
techniques which appeared in at least three 
papers were included in the table. We also 
decided to include RNN, although it is only 
mentioned explicitly in two papers, it appears 
implicitly more frequently as both LSTM and 
GRU are subsets of the technology. The results 
of the analysis are presented in Table II.  
 
Artificial neural networks are used in all three 
areas of finance studied, with a standard 
feedforward network (multilayer perceptron) 
being the most common. Useful results are 
found from networks that range from small to 
very large networks (deep neural networks). 
There is also evidence of preferences for some 
techniques in particular areas. Gaussian 
process regression is used in both portfolio 
construction and risk modelling but has not 
been applied to return forecasting. 
 
Summary of Key Insights from Recent Papers 
 
The paper selection included ML papers 
published in recent years as well as papers yet 
to be published by established authors from 
reputable institutions. These papers have been 
submitted for publication and are awaiting 
acceptance. Including the most recent studies 
in this field was done to help evaluate the 
cutting edge and state of the art of the use of 





 Portfolio construction is the process of 
combining return forecasts and risk models to 
create an optimum portfolio given an investor’s 
constraints. A variety of ANN methodologies 
are applied to the portfolio optimization 
problem, often outperforming traditional 
optimization techniques.  Deep learning 
reappeared a number of times during this 
search in the context of portfolio construction. 
Deep learning refers to models that consist of 
multiple layers or stages of nonlinear 
information processing (for example, a neural 
network with many hidden layers) [35]. Both 
hierarchical clustering and reinforcement 
learning were used to improve portfolio 
diversification. Multiple papers discuss the 
method of applying Markov models to predict 
the performance of stocks. Markov models are 
a type of ML method that model variables that 
change randomly through time. The 
complicated nature of the global market makes 
using this type of model a viable option. 
 
• The authors present a deep 
learning framework for portfolio 
design, applying their framework to 
the stocks in the IBB index, 
demonstrating that their portfolio 
weighted using deep learning 
outperformed the index [31]. 
• The author outlines a reinforcement 
learning solution for a rational risk-
averse investor seeking to maximize 
expected utility of final wealth, giving 
an example of a Q-learning agent 
exploiting an approximate 
arbitrage in a simulation [36]. 
• The authors of both papers make use 
of hierarchical clustering algorithms 
for constructing diversified 
portfolios.  The portfolios are 
constructed using variations of risk 
parity [30] and equal risk contribution 
methods [37] which take the 
hierarchical correlation structure of 
the assets into account.  The portfolios 
constructed are shown to have 
superior diversification and out-of-
sample risk adjusted performance. 
• The authors make use of convex 
analysis techniques to devise an 
optimal portfolio coupled with a 
Hidden Markov Model (HMM) used 
to estimate growth rates in the market 
model, which achieves improved 
results over a simple model using 
geometric Brownian motions [38]. 
• The authors provide an overview of 
the financial applications of Gaussian 
processes and Bayesian optimization, 
providing examples for forecasting 
the yield curve with Gaussian 
processes, and using Bayesian 
optimization to build an online trend-
following portfolio optimization 
strategy [39]. 
• The authors compare the use of 
Feature Salient Hidden Markov 
Models (FSHMM) and HMM for 
constructing factor investing 
portfolios.  The FSHMM selects 
relevant factors for use from a pool of 
available factors, while the HMM 
uses the whole pool of factors. Both 




portfolios, with the FSHMM portfolio 
showing better performance [40] 
• The authors use factors as inputs to 
deep neural network, SVM and 
random forest models for predicting 
stock returns. While their research 
again show the effectiveness of a deep 
learning model, more significantly 
they used Layer-wise Relevance 
Propagation (LRP) to determine 
individual factor contributions to the 
neural network’s prediction [41]. 
• The authors create a non-linear multi-
factor model using LSTM to estimate 
the non-linear function. As in the 
previous paper the authors make use 
of LRP to identify which factors 
contribute to the model.  The 
performance of the LSTM model is 
compared to the neural network 
model used in [32] and gives superior 
returns  [42]. 
• The authors examine the use of three 
deep reinforcement learning 
algorithms, Deep Deterministic 
Policy Gradient (DDPG), Proximal 
Policy Optimization (PPO) and Policy 
Gradient (PG), in managing a 
portfolio of assets in the Chinese stock 
market.  They determine that training 
conditions used in game playing and 
robot control are unsuitable for use 
with portfolio management, finding 
that DDPG and PPO gave 
unsatisfying performance in the 
training process. They propose the use 
of adversarial training methods and 
employ a revised PG algorithm which 
outperforms a Uniform Constant 
Rebalanced Portfolio (UCRP) 
benchmark [43]. 
• The authors employ models 
constructed using Gaussian processes 
and Monte Carlo Markov Chains 
which learn optimal strategies from 
historical data, based on user-
specified performance metrics (e.g. 
excess return to the market index, 
Sharpe ratio, etc.) This approach 
addresses the inverse problem of 
Stochastic Portfolio Theory – 
devising suitable investment 
strategies that meet the desired 
investment objective, when initially 
given a user-defined portfolio 
selection.  The models outperform the 
benchmark in-sample and out-of-
sample for absolute terms (returns) 
and also after adjusting for risk 
(Sharpe Ratio) [44]. 
• The author provides an 
ML framework for estimating 
optimal portfolio weights. They apply 
this framework using three ML 
methods – Ridge and Lasso 
regression, and two newly introduced 
methods; Principal Component 
regression, Spike and Slab regression. 
All methods outperform the mean-
variance, minimum-variance, and 
equal weight portfolios. [45].  
• The authors propose a framework for 
applying machine learning algorithms 
to distinguish “good stocks” from 
“bad stocks”. The strategy was 
validated by testing its performance 
on the Chinese stock market [46]. 
• The authors propose a way to find the 
risk budgeting portfolio by using 
optimization algorithms to find a 
solution to the logarithmic barrier 
problem. They use algorithms such as 
cyclical coordinate descent, 
alternative direction method of 
multipliers [47]. 
• The authors present a financial-
model-free reinforcement learning 
framework to as a solution to the 
portfolio management problem. The 
study tests the proposed framework 
with the following neural networks: 
CNN, a basic RNN and LSTM [48]. 
 
I. Return Forecasting 
 
Return forecasting, predicting the investment 
return from an asset or asset class, is central 
to investment management and features 
highly in the literature. Many types of ANN 
are tested on their ability to forecast return. 
Deep neural networks, CNNs, LSTMs are all 
applied to the problem of stock forecasting. 
In one theme, the new ML technology is 
applied to improve forecasts made from 
traditional inputs, such as fundamental 
accounting data or technical indicators. A 
second approach uses ML to extract new 
inputs from, such as sentiment from new 
sources of data. Finally, authors predicting 
movement at the market level rather than 
individual security, for example using ML to 





• The authors use a CNN strategy to 
analyze and detect price movement 
patterns in high-frequency limit order 
book data.  Multilayer neural network 
methods and SVMs were also 
considered however they conclude the 
CNNs provide better performance for 
this task [49]. 
• The authors train a deep neural 
network on reported fundamental data 
from publicly traded companies 
(revenue, operating income, debt 
etc.).  The model forecasts future 
fundamental data based on a trailing 
5-years window.  A value investing 
factor strategy based on forecasted 
fundamental data outperforms a 
traditional value factor investing 
approach with compounded annual 
return of 17.1% vs 14.4% for a 
standard factor model [50]. 
• The authors implement several ML 
algorithms to predict future price 
movements using limit order book 
data. They employ two feature 
learning methods: Autoencoders, and 
Bag of Features. They compare three 
different classifiers: SVM, a Single 
Hidden Layer Feedforward Neural 
Network (SLFNN), and an MLP. 
They test the performance of the 
classifiers with an anchored walk 
forward analysis, to determine if the 
models can capture temporal 
information, as well as a hold-out per 
stock method, to determine if the 
models can learn features that can be 
applied to previously unseen stocks. 
The results from the MLP are better 
than the other classifiers. However, 
the use of the Autoencoder and Bag of 
Features in combination with the 
MLP lead to fewer correct predictions 
[51].  
• The authors introduce a novel 
Temporal Logistic Neural Bag-of-
Features approach, that can be used to 
tackle the challenges that come with 
working with data of a high 
dimensionality, in this case high-
frequency limit order book data [52]. 
• The authors create a simple buy-hold-
sell strategy to predict direction of 
movement for 43 CME listed 
commodities and FX futures based on 
an ANN trained on a multitude of 
features for each instrument designed 
to capture co-movements and 
historical memory in the data.  An 
average prediction accuracy of 42% is 
achieved across all instruments, with 
higher accuracies achieved for certain 
instruments [53]. 
• The authors use a random forest 
model to predict the direction of stock 
prices based on price information and 
a number of momentum indicators 
(Relative Strength Index, Moving 
Average Convergence Divergence, 
Stochastic Oscillator, Williams %R, 
On Balance Volume, and Price Rate 
of Change). The algorithm is shown to 
outperform existing algorithms found 
in the literature [54]. 
• The authors provide a sentiment 
analysis dictionary which they use to 
predict stock movements in the 
pharmaceutical market sector. With 
this model they achieve an accuracy 
of 70.59%. [55] 
• The authors present a methodology to 
define, identify, classify and forecast 
market states. They use a 
Triangulated Maximally Filtered 
Graph network to filter information, 
and simple logistic regression for 
predicting market states. They 
compare five models, with a Gaussian 
Mixture Model as their baseline. All 
five models outperform the baseline 
in terms of risk/return significance 
[56]. 
• The authors compare five ANN 
models for forecasting stock prices: a 
standard neural network using back 
propagation, a Radial Basis Function 
(RBF), a General Regression Neural 
Network (GRNN), SVM Regression 
(SVMR), and Least Squares SVM 
Regression (LS-SVMR). However, 
they compare the models on just three 
stocks: Bank of China, Vanke A, and 
Kweichou Moutai. The standard 
neural network using back 
propagation outperforms all of the 
other models across all three stocks, in 
terms of both Mean Squared Error 
(MSE) and Mean Absolute 
Percentage Error (MAPE). [57] 
• The authors use 25 risk factors as 
inputs to ML stock returns prediction 
models. Results show that deep neural 
networks generally outperform 
shallow neural networks, and the best 
networks also outperform 





• The author employs ANNs to predict 
product demand for weather sensitive 
products in Walmart stores around the 
time of major weather events [59].  
• The authors implement a Gaussian 
Naïve Bayes Classifier for prediction 
based on sentiment analysis of Twitter 
data. The data used was obtained from 
Twitter and pertained to the 2014 
FIFA world cup. Their framework 
obtained an accuracy and Area Under 
the curve of the Receiver Operating 
Characteristic (AUROC) of around 
80% and an 8% marginal profit when 
tested [60]. 
 
II.  Risk  
 
Three different themes are identified under the 
broad heading of risk. The first attempts to 
employ ML to improve tradition measure of 
risk used in the mean variance framework. The 
second theme looks for companies at risk of 
default or bankruptcy, natural language 
processing, identifying words that indicate 
higher risk, is a key technology here. The final 
theme uses ML to develop hedging strategies. 
Some authors look at identifying what 
selection of ML methods is best for risk 
modelling problems. 
 
• The authors use k-means clustering to 
construct risk models by clustering 
stock returns normalized and by 
standard deviation squared and 
adjusted by mean absolute deviation 
using a method proposed in [61]. 
They demonstrate that this ML 
approach outperforms statistical risk 
models [62] in quantitative trading 
applications [63]. 
• The authors present a framework for 
hedging a portfolio of derivatives in 
the presence of market frictions such 
as transaction costs, market impact, 
liquidity constraints or risk limits 
[64]. 
• The authors show how Gaussian 
Process Regression can assist in 
pricing and hedging a Guaranteed 
Minimum Withdrawal Benefit 
(GMWB) Variable Annuity with 
stochastic volatility and stochastic 
interest rate [65]. 
• The authors show that machine 
learning can be as effective as other 
existing algorithms at solving difficult 
hedging problems in moderate 
dimension. They use techniques such 
as a modified LSTM neural network 
to calculate their hedging strategies 
[66]. 
• The authors aim to explore the 
optimal model for business risk 
prediction. They attempt to do this 
using XGBoost, and by 
simultaneously examining feature 
selection methods and hyper-
parameter optimization in 
the modeling procedure [67]. 
• The authors try to predict daily stock 
volatility using news and price data. 
Their model, which utilizes a 
Bidirectional Long Short-Term 
Memory (BiLSTM) neural network 
and stacked LSTM’s, outperforms the 
well-known Generalized 
Autoregressive Conditional 
Heteroskedasticity (GARCH) model 
in all sectors analyzed (financial, 
health care, etc) [68]. 
• The authors exploit a heterogeneous 
information network of 35,657 global 
firms to improve the predictive 
performance of predicting firms likely 
to be added to a blacklist. Blacklists 
are used to keep track of entities that 
have unacceptable problems, such as 
financial or environmental issues. 
Blacklists help keep portfolios 
profitable and “green”. Their model 
consists of a simple multilayer 
perceptron with thirty hidden units 
[69]. 
• The authors estimate corporate 
credibility of Chinese companies 
using a CNN and natural language 
processing. They use Latent Dirichlet 
Allocation to summarize the text of 
news articles and use a CNN to extract 
the most important words from each 
topic. The CNN learns how news 
articles may reflect the credibility of a 
company though the wording of 
articles and word occurrence. They 
verify their model works by building 
a negative rating system and showing 
a correlation between their model’s 
results and the negative rating [70]. 
• The authors compare different 
strategies for solving a variation of the 
multi-armed bandit problem. In their 
version of the problem, the learner can 
pull several arms simultaneously, or 
none at all. This could easily be 




decisions. Out of the 
strategies compared, Bayes-UCB-4P 
and TS-4P perform the best [71].  
• The authors compare several ML 
algorithms: Logistic Regression, K-
Dimensional Tree (K-D Tree), SVM, 
Decision Trees, AdaBoost, ANN, and 
Gaussian Processes (GP) for 
forecasting business failures 
(corporate bankruptcy). Models are 
compared on datasets of 
manufacturing companies in Korea 
and Poland. All of the models are 
compared on their performance when 
combined with different 
dimensionality reduction techniques. 
The techniques used are: Principal 
Component Analysis (PCA), Linear 
Discriminate Analysis (LDA), 
Isometric Feature Mapping 
(ISOMAP), and Kernel PCA. On the 
Korean dataset, all models perform 
similarly. K-D Tree, SVM, and GP 
perform best over all of the 
dimensionality reduction methods 
used. On the Polish dataset, the linear 
regression model performs the best. 
Although having a lower accuracy 
than some of the other models, it is the 
best performing method when 
compared over other results such as 
precision, recall, F1 score, and AUC 
(Area Under Curve) [72]. 
 
DISCUSSION 
Strategy Development & Analysis 
 
The results of the literature search demonstrate 
that there is a wide range of ML techniques 
being successfully applied to many areas in the 
development of quantitative investing 
strategies, outperforming traditional 
benchmarks, previously used techniques and 
algorithms in many cases. Algorithms that 
assume a linear relationship between data can 
result in reduced accuracy. [28] highlights this 
issue in terms of many of the econometric 
models employed by finance academics and 
investment managers. The author argues for the 
use of more advanced mathematical models 
and ML techniques such as unsupervised 
learning that are capable of modelling complex 
non-linear relationships in financial systems.  
 
Taking factor investing as an example of this, 
[73] and [74] make use of statistical algorithms 
to show that many factors discovered over the 
last number of years (particularly those found 
using empirical evidence) can be considered 
inaccurate or invalid. In the aptly named paper, 
Taming the Factor Zoo, a double selection 
LASSO ML method was used to analyze the 
contribution and usefulness of individual 
factors amongst the large number available 
today [75]. LASSO (Least Absolute Shrinkage 
and Selection Operator) is a regression analysis 
method capable of reducing the dimensionality 
of a large sample while selecting variables 
significant to the final result [76]. In [58] the 
author uses twenty-five factors as model 
inputs, comparing the use of shallow and deep 
neural networks, as well as SVMs and random 
forests for predicting stock returns, finding the 
deep neural networks (more layers) superior to 
the other methods. Using a similar approach 
[41] uses factors as inputs to deep neural 
network, SVM and random forest models for 
predicting stock returns. While their research 
again showed the effectiveness of a deep 
learning model, more significantly they used 
layer-wise relevance propagation to determine 
individual factors contributions to the neural 
network’s prediction. 
 
In these cases, not only has ML been used to 
develop investment strategies, but also to 
detect which input features were significant 
and which were not. 
 
 
The use of Alternative Data 
 
The use of ML for the analysis and application 
of alternative data for example, sentiment 
analysis, supply chain data etc. has opened up 
opportunities for new investment strategies. As 
seen in Table I, sentiment analysis was 
identified as a popular use case for ML. [17] 
provide a thorough overview of the growth of 
big data and sentiment analysis research over 
the last 30 years, highlighting the use of 
techniques such as NLP, SVMs and ANNs for 
the analysis of news, conference calls, reports, 
and social media activity. They concluded that, 
to date, sentiment information provided short-
term, easy to exploit insights but long-term 
persistent insights as hard to achieve (falling in 
line with EMH). [16] acknowledges the 
effectiveness of big data for the modern 
fundamental investor, as it can provide insights 
and improve decision making by widening 
their research capabilities. This sentiment is 
echoed in [28] where the author makes 
reference to the recently emerged term 
“quantamental" – describing a fundamentally 




based on data-driven insights provided by ML 
algorithms. Examples of ML and alternative 
data being applied together in the results 
section mainly fall under return forecasting or 
risk modelling, where decisions may be made  
based on good or bad news [55], weather [59], 
or social media sentiment [60]. 
 
 
Choosing Machine Learning Algorithms 
 
It is important to understand the relevant 
factors that contribute to the choice of ML 
algorithm, given the wide range available. 
These factors include accuracy, training time, 
linearity, number of parameters, the number of 
features and the structure of the data [77]. 
Some systems do not need to be a high level of 
accuracy. Estimates may be sufficient, for 
example, when calculating different route 
times for a journey. Model training times can 
also vary hugely between algorithms, making 
some algorithms more appealing than others 
when under time constraints. Many algorithms 
assume a linear relationship between input and 
output (linear regression, logistic regression, 
SVMs). This can result in reduced accuracy 
when dealing with non-linear problems. The 
number of parameters an algorithm has can 
indicate its flexibility, but also indicates that 
more time and effort may be required to find 
optimal values for training the model. The 
number of features can also be overwhelming 
for some algorithms. This is particularly a 
problem with textual data, where the number of 
words in the dictionary vastly outweighs the 
number of words in say, a paragraph being used 
for sentiment analysis. It’s important to 
consider the structure of the data and the 
specific problem, as some algorithms are better 




Backtesting & Strategy Verification 
 
While ML techniques can provide superior 
performance financial data is notorious for 
having a low signal-to-noise ratio, which can 
lead to the detection of false patterns and 
results.  Backtesting protocols have been 
proposed to tackle this [79].  ML solutions have 
also been applied to this problem. In [34] the 
authors present an unsupervised learning 
strategy which makes use of a modified k-
means clustering algorithm to extract the 
number of uncorrelated trials from a series of 
backtests, which can be used in estimating the 
probability of false positives and estimating the 
expected value of the maximum Sharpe ratio. 
While in [80] the authors use a machine 
learning strategy for backtesting and the 
evaluation of automated trading strategies 
which is trained on a number of performance 
and risk metrics, demonstrating that this 
strategy outperforms standard metrics such as 
Sharpe ratio out-of-sample. 
 
The development of new backtesting strategies 
and protocols is welcome and necessary, 
especially taking into account recent “black 
box” criticisms by leading deep learning 
researchers regarding a lack of testing and 
reproducibility in the field of ML. In their 
acceptance speech after winning the “test-of-
time” award at NIPS, the leading AI 
conference, the authors of [81] compared much 
of recent ML research to “alchemy”, 
highlighting a situation where algorithms were 
being created and trained using trial and error 
methods, with the researchers unable to explain 
the fundamental operation. They later 





As the previous section discusses, ML offers 
an opportunity for more complex financial 
analysis than was previously possible. The 
literature shows that quantitative investors 
have embraced new tools and techniques as 
they have emerged [16, 17]. 
 
There is a growing body of literature applying 
ML techniques to investment problems. 
Varieties of ML methods have been applied to 
areas of quantitative finance– the most popular 
methods are MLPs followed SVMs and 
LSTM. ML has been applied to problems in 
areas such as return forecasting, portfolio 
construction, and risk modelling. 
These ML methods utilize traditional financial 
data, as well as making use of new types of 
alternative data. Big data is providing new 
datasets that need to be analyzed and ML 
techniques are capable of modeling complex 
(non-linear) relationships and analyzing new 
data. 
 
[28] notes the recent trend of traditional hedge 
funds hiring an increasing proportion of STEM 
graduates for portfolio construction positions, 




skillset for performing complex analysis and 
computer modelling. An understanding of 
machine learning, as well as the languages 
(Python, R, etc.) and frameworks (e.g. 
TensorFlow) needed to construct complex 
models could certainly be considered 
advantageous for any quantitative investor 
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This study investigates how modern machine learning techniques can 
be used to cluster equity flows to define investor regimes and inform 
the creation of a hedge fund style investment model. Equity flow data 
is analysed using the artificial neural network technology and 
visualisation tool known as self-organising maps. This analysis 
informs the number of investor regimes to look for, the optimal 
number was found to be four. The Hierarchical clustering algorithm 
and dynamic-time warping distance measure are implemented to 
determine four investor regimes. These regimes are characterised by 
stability and average weekly returns. The results of which informed 
the creation of a portfolio model. The performance of the investment 
model is evaluated by comparing it to a risk-free rate. The portfolio is 
compared quantitatively to one created by repeating the methodology, 
relying solely on return data to inform the regimes in this iteration. The 
model created using equity flows outperformed the one made by 
clustering returns. performance was measured using the Sharpe ratio. 
The model created using equity flows was calculated to have a Sharpe 
ratio of 0.24 while the model created using the analysis of return data 
is shown to have a Sharpe ratio of   -0.21. By examining the probability 
matrices of both models, we see that the regimes created by clustering 
equity flow data are shown to be more stable than the regimes created 






In recent decades, advanced statistical 
techniques and machine learning 
technologies have revolutionized how we 
process and analyse data (Domingos 
2012). The term Machine Learning (ML) 
was coined by IBM in the 1970’s, it refers 
to the field of study involving machines 
and computer programmes capable of 
performing useful tasks or gaining insight 
from data without being explicitly 
programmed to do so (Burkov 2019). The 
development of easy to use programming 
languages such as Python and R has 
contributed to the wide usage of ML 
algorithms. R is the primary tool used in 
this study to carry our data cleaning, 
analysis and the implementation of the 
machine learning algorithms. This study 
looks at how modern ML clustering and 
visualisation techniques can be used to 
cluster equity flows to define investor 
regimes. Equity flow data is clustered 
using hierarchical clustering and dynamic 
time warping. Intuitive explanations and 








The word ‘learning’ can be deceiving as 
machines cannot learn the same ways in 
which humans do. The purpose of this 
catchy name was to encourage further 
research into this area, push the best talent 
to work for IBM and impress clients 
(Domingos 2012). These modern 
techniques have the potential to 
revolutionise the quantitative investing 




how ML assists in portfolio management 
in the modern day and the potential for 
financial applications in the future.  
 
Portfolio managers have many tools and 
techniques at their disposal (Becker and 
Reinganum 2018, Kahn 2018). One of 
many effective strategies is the 
consideration of what “investor regime” 
the market resides in to assist in making 
investment decisions. An “investor 
regime” refers to a state the market is in, 
where equity is moving and what regions 
are exhibiting high, low or neutral returns 
(Ang, 2004). 
 
This study relies on the established 
principle used by investors that if the 
market resides in a certain regime in each 
week then it is most likely to be in the same 
regime in the following week. These 
regimes inform the creation of a portfolio 
informed by investor regimes, the details 
of which are included. The same strategy 
is carried out again but this time clustering 
the regional return data to define regimes. 
We examine how profitable the resulting 
investment model is by comparing it to a 
risk-free rate. One can compare the use of 
equity flow data and return data when 
defining regimes and investigate the 
validity of using this modern technology to 




Self-organising maps and hierarchical 
clustering are used in tandem with the 
dynamic time warping distance measure 
are used on return and equity flow data to 
determine investor regimes and inform the 
creation of a profitable investment model. 
The results and methodology of this 
experiment are given in detail. We begin 
with a brief and intuitive explanation to the 
terms; Machine learning, supervised 
learning, unsupervised learning, self-
organising maps, hierarchical clustering 
and dynamic time warping. Following on 
from that this study will describe how 
these techniques can be used to inform 






Portfolio Management and Investor 
Regimes 
 
Modern portfolio theory states that 
diversification of security returns with 
lower correlation should yield more 
favourable results for an investor (Levy & 
Sarnat, 1970). There exists a variety of 
different approaches that an investor can 
take to diversify a portfolio, including 
diversification by sector and by country or 
region. In a 1970 paper by Levy and Sarnat 
discusses the high degree of correlation 
between security returns in a single 
economy and presents the benefits of 
diversifying assets internationally in 
comparison to holding assets across 
different industries domestically (Levy & 
Sarnat, 1970). For many years 
international diversification has been an 
established portfolio management strategy 
and has grown more popular in recent 
decades (Hitt, 2006).  
 
Equity Flows   
 
Equity flows is the change in asset 
allocation across sector, countries or 
regions. Change of flows occur when 
investor move, buy or sell assets. It is 
established that they can be used to assist 
in forecasting future equity returns (Froot 
2001). A 2001 study by Froot, O Connell 
and Seasholes showed their persistent 
nature, meaning that equity flows in 
general are less volatile and more reliable 
than returns (Froot 2001). This study uses 
machine learning techniques to analyse 
equity flow data to determine investor 
regimes and creating a portfolio that tracks 
investor behaviour in those regimes. We 
examine the hypothesis that equity flow 
data is more persistent/stable than that of 
equity return data by forming market 
regimes with each and creating 
transition/probability matrices of how the 
regimes change or stay in each regime 





Types of Learning 
 
There exists a variety of different learning 
methods in which ML can be achieved. 
The three main types of learning will be 
outlined very briefly here. First, we 
consider the area of Supervised learning, 
where the dataset used in the algorithm 
must be labelled data (Burkov 2019). Each 
element of the data set can contain various 
facets of information. A single datapoint 
might refer to a person and each person 
might have several features such as gender, 
height, weight ect (Burkov 2019). In the 
context of this study, each data point is a 
week and the features of that data point are 
the equity flow values in that week. When 
implementing unsupervised learning, the 
dataset is a collection of unlabelled 
examples (Burkov 2019). Reinforcement 
learning/ competitive learning lies 
between supervised learning and 
unsupervised learning. It operates through 
continuing interactions between a learning 
system and the environment (Haykin, 
2009), competitive learning is the learning 





The first ML analysis tool used in this 
study is that of the self-organising map. A 
self-organising map (SOM), is a type of 
artificial neural network (Kohonen, 1990). 
They can reduce the dimensionality of data 
thus making them useful for visualization 
(Kohonen, 1990). Prof Teuvo Kohonen 
developed this data analysis technique in 
the 1980’s (Kohonen, 1990). An 
established use for this technology is in the 
area of exploratory analysis, in examining 
the structure and finding patterns in large 
datasets (Kaski, 1997). An effective 
exploratory analysis tool is essential for 
analysts working on large and complicated 
data sets. Analysis of these data sets can 
sometimes be difficult and time-
consuming (Kaski, 1997).  
 
Like most ANN’s, SOM’s operate in two 
modes; training and mapping (Kohonen, 
1990). The training part of the operation 
involves building the map using input 
examples. The mapping part of the 
operation automatically classifies a new 
input vector (Kohonen, 1990. This form of 
training is known as competitive learning. 
When a training example is fed to the 
network, its Euclidean distance to all 
weight vectors is computed. The Euclidean 
distance between two time series, V and 
W; 
 
               𝑉 = 𝑣1, 𝑣2, … … 𝑣𝑛               (1) 
              𝑊 = 𝑤1, 𝑤2, … … 𝑤𝑛             (2) 
 
by the following formula 
 
     𝐸(𝑣, 𝑤) =   ∑ (𝑣𝑖 − 𝑤𝑖)
2𝑛
𝑖=1          (3) 
 
The map space is pre-defined before the 
training process. The space consists of 
nodes arranged in a rectangular or 
hexagonal grid; the dimensions of this grid 
are pre-set. SOM’s can be helpful in the 
area of data visualisation. Data science is 
more than just building machine learning 
models; it’s also about explaining the 
models and using them to drive data-driven 
decisions. Displaying data in an 
informative and visually appealing way 
can play a very important role of 










Equity flow data 
 
The primary data set used in this study is 
that of the equity flow data. This was 
provided by State Street Global markets. 
The data are derived from data held by 
State Street Bank & Trust (SSB). SSB the 
largest mutual fund custodian in the US 
and hold roughly 40% of the industry's 
funds under custody (Froot, 2001). An 




assets under custody by SSB is $6 trillion. 
The period selected for analysis was from 
7th of January 2012 to 18th of August 2018. 
The dataset was originally in daily format 
but was transformed to weekly in the 
statistical software; R. A breakdown of the 
regions can be found in Appendix I. 
MSCI and LIBOR 
 
The MSCI Index is a measurement of 
stock market performance in a particular 
area, it is the industry’s accepted gauge of 
global stock market activity. The weekly 
MSCI data was downloaded from 
Bloomberg.com.  The MSCI indices were 
used to calculate the total regional weekly 
returns. 
The risk-free rate used in this study is the 
LIBOR dollar rate. It is the average 
interest rate at which leading banks borrow 
funds from other banks in the London 
market. It is a widely used global 
"benchmark" or reference rate for short 
term investments.  
Methodology 
 
The first task carried out during this study 
was to choose an appropriate number of 
investor regimes to look for. The 
exploratory analysis tool used was the 
SOM. Once the optimal number of regimes 
were determined, the weekly equity flow 
data was clustered using the hierarchical 
clustering algorithm and the dynamic time 
warping distance measure. Four investor 
regimes were determined and were 
characterised by average weekly returns 
and their stability. A portfolio model was 




Number of regime selection by SOM 
 
This helpful technique allows one to get an 
overall sense of a large dataset and quickly 
observe what the results look like when 
different numbers of regimes are chosen. 
By examining the resulting maps. 
 
 
Figure 1: Example of 7x7 SOM, produced in R using 
equity flow data 
 
In figure 1, This technique allows an 
analyst to get an overview of the dataset in 
question. Shown below is an example of a 
self-organising map produced using the 
total flow dataset, its smaller size makes it 
easier to read. Inside each node/circle there 
is a coloured wedge representing the 
magnitude of equity flow in a certain 
region. This magnitude can be compared 
by their relative size. For example, the top 
right corner of the SOM is populated by 
nodes representing weeks of high equity 
flow into all regions whereas in the bottom 
left corner, the size of the wedges are small 
which represent weeks of low or negative 
equity flow across the regions. 
 
Determining Investor Regimes using 
Hierarchical Clustering and Dynamic-
Time Warping 
 
There exists a multitude of different ML 
algorithms, all possess individual 
purposes and advantages. The ML 
algorithm in focus here is that of 
hierarchical clustering (Steinbach, 
2000). Hierarchical clustering either falls 
into the top-down or bottom-up category. 
The method used for these clusters was a 
‘bottom-up’ method. Bottom-up 
algorithms treat each data point as a single 
cluster in the beginning and then merge (or 
agglomerate) pairs of clusters until all 
clusters have been merged into a single 




(Steinbach, 2000). Bottom-up hierarchical 
clustering is therefore called hierarchical 
agglomerative clustering or HAC. 
 
Dynamic time warping (DTW) was the 
selected distance measure for this study. 
Once a clustering algorithm is chosen the 
next task is to select an appropriate 
distance measure. A distance measure 
defines what is the measure of similarity or 
dissimilarity between two data points. An 
example which highlights the importance 
of a distance measure is if you wished to 
write a program which calculated the time 
taken to get to a destination in a car. The 
most standard measure of similarity is that 
of the Euclidean distance. This measure, in 
terms of the car example, would calculate 
the ‘birds’ eye’ view distance between two 
points on a map. In real life this is not a 
good measure of the distance a car must 
travel, as it must stay on roads and in some 
cases roads way have one-way systems.  
 
Each distance measure has different 
specifications of what defines a cluster, so 
a certain clustering distance measures 
might be preferred depending on what 
types of clusters one wishes to obtain. 
Time-Series data can pose some 
challenges, partly due to factors like large 
size and dimensionality. A first important 
issue is to decide whether clustering must 
be governed by a “shape-based” or 
“structure-based” dissimilarity concept.  
 
DTW is a ‘shape-based’ clustering 
algorithm (Berndt, Clifford 1994). It 
clusters together time series that have 
similar shapes. Consider time series S and 
T; 
 
𝑆 = 𝑠1, 𝑠2, … … 𝑠𝑛              (4) 
𝑇 = 𝑡1 , 𝑡2, … … 𝑡𝑛               (5) 
 
The DTW measure computes the 
difference between a point on S to every 
other point on T. It then iteratively does 
this to every point on S and creates a matrix 
out of these values. The warping path is 
the path taken to get from the lower left 
matrix entry up to the upper right matrix 
entry (Berndt, Clifford 1994). The DTW 
algorithms clusters together time series 
that are computed to have the smallest 
warping path, w, between them. This can 
be expressed as;  
 
  𝐷𝑇𝑊(𝑆, 𝑇) = 𝑚𝑖𝑛𝑊[∑ 𝜕(𝑤𝑘)
𝑝
𝑘=1 ]     (6) 
 
An example of a warping path between 
two time series is given below in figure 2. 
Figure 2: Small example SOM, produced in R using 
equity flow data. 
 
 
An advantage of dynamic time warping is 
that having dates out of sync across time 
series will not affect the results of clusters 
obtained. This can prove particularly 
useful when analysing international time-
series data where time zones can cause 
differences in date/times of close of market 
(Berndt, Clifford 1994). Dynamic time 
warping simply considers the overall shape 
of the time series when measuring 
similarity. This can save time in data 
cleaning, getting date and times to match 
up exactly across many time-series can be 
time consuming and thus costly for 
companies (Berndt, Clifford 1994).  
 
Exploratory Analysis using SOMs 
 
The first step of the analysis process 
involved the equity flow dataset. 
Exploratory analysis was primarily carried 
out using SOMs, as discussed previously, 
this has been established as a useful tool 
for this stage of analysis. This technique 




dataset in question. Shown below is an 
example of a self-organising map 
produced using the total flow dataset, it’s 
smaller size makes it easier to read. 
This type of investment model relies on the 
principle that if the market is in a certain 
regime one week then it will most likely be 
in the same regime in the next week. This 
theory is examined with the use of 
probability matrices for each set of clusters 
found, we can see what the probability is 
for the market to change regime or to stay 
in the same regime. 
 
The Sharpe ratio allows investors to 
compare the return of an investment to its 
risk. In general, the higher the Sharpe ratio, 
the more attractive the portfolio is to an 
investor. The recognized Sharpe ratio is  
              𝑆 =  
𝑅𝑝− 𝑅𝑓
𝜎𝑝
                    (7) 
𝑅𝑝 is the return of the portfolio, 𝑅𝑓 is the 
risk-free rate and 𝜎𝑝 is the standard 
deviation of the portfolio’s excess 
annualised return.  
 
Results and Discussion  
Exploratory Analysis using SOMs 
 
Shown overhead in figure 3, is a SOMs 
produced in Rstudio, using the kohonen 
package using the equity flow data. This 
analysis techniques allows one to get a 
general sense of the overall structure of the 
dataset. The SOM grid consists of many 
circular nodes, one can set the desired 
number of nodes depending on the size and 
nature of the dataset. The below grids 
consist of 400 nodes (20x20). Inside each 
node, there are eight wedges of varying 
size, each wedge representing the 
magnitude of equity flow. There is 
approximately 350 data points of average 
weekly equity flow from 2012 to the 
present day. The above SOM was trained 
with a dataset of similar magnitude to the 
number of nodes it possesses. For example, 
in the bottom right of both figures one can 
observe that each of these nodes 
correspond to weeks during this period 
where the equity flows across all regions 
are of a large positive magnitude. Each 
node roughly corresponds to a week during 
this period. A disadvantage to a SOM of 
this size is that is can cause the nodes to be 
difficult to read.  
 
 
Figure 3: Full size SOM produced in R using equity 
flow data from 2012-2018. 
 
Four distinct regions can be observed in 
figure 3. This was not the case in SOM 
produced where the number of clusters 
were set to be larger than four. This result 
informed the selection of four investor 
regimes moving forward in this research. 
Characterising Regimes by 
Returns and Stability 
Stability of Market Regimes  
 
Probability matrices are also known as 
transition matrices, they display the 
probability of transitioning from one state 
to another. The following probability 
matrices illustrate the differences between 
using equity flow data to and return data to 
define market regimes. The two 
probability matrices shown in this section 
demonstrate the stability of the market 
regimes found created by first the equity 




Table 1: Probability matrix of market regimes 






Table 2: Probability matrix of market regimes 
created by regional returns. 
 
Each cell of the matrices represents the 
probability of the market changing to a 
certain regime or staying in the regime it is 
already in. The largest numbers in table 3 
are those along the diagonal from the top 
left corner to the bottom right. This 
indicates that the regimes are relatively 
stable, if the market is in a certain regime 
then it is most likely to stay in that regime 
in the following week. This may be a 
contributing factor to the investment 
model created by equity flows 
outperforming the model created by return 
data. 
 
This is not the case in table 4, where the 
numbers along the diagonal are not 
significantly larger than those in all other 
positions in the matrix. This shows the 
unstable nature of the market regimes 
created by the analysis of return data. This 
supports the hypothesis that equity data is 
more persistent and stable than equity 
return data. 
 
Characterising Regimes by Average 
Weekly Returns 
 
We examine the regimes obtained by 
clustering the total weekly equity flows 
from the period of January 2012 to July 
2018. The average returns in each of the 
four regimes are found and inform the 
three investment models.  
 
Figure 4: Return analysis of market regimes created 
by clustering regional equity flow 
 
 
In the above plots, one can see that regime 
1 and 2 are characterized by positive 
returns, regime 3 is generally low positive 
returns and returns are on average negative 
during regime 4 across all regions. The 
portfolio takes a long position in all 
regions except the commodity countries 
(neutral) and Latin America (short) during 
regime 1. In regime 2 the model takes a 
long position in all regions. In regime 3, 
the model takes a long position in Asia, 
Japan, Pacific, UK and US. It takes a 
neutral position in all other regions except 
in Latin America where it takes a short 
position. For regime 4, the model takes a 
short position in all regions. Larger 
versions of this plot and the return analysis 
comparison can be found in appendix IV. 
 
 
Figure 5: Cumulative returns of hedge fund model 




Figure 5 above shows how the portfolio 
outperforming the risk-free rate. This 
proves the concept of the potential of this 
technology to create inform the creation of 
profitable portfolios. The details of this 
model can be found below in table 1. 
 
 1 2 3 4 
1 0.779 0.110 0.000 0.110 
2 0.190 0.660 0.050 0.100 
3 0.059 0.235 0.706 0.000 
4 0.321 0.196 0.000 0.482 
 1 2 3 4 
1 0.152 0.261 0.326 0.261 
2 0.126 0.336 0.263 0.274 
3 0.139 0.278 0.306 0.278 




Table 1: Hedge fund model created from equity flow 





The self-organising map technology was a 
useful and effective tool in the exploratory 
analysis of the equity flow data. By 
repeatedly using this technology and 
changing the number of clusters one can 
quickly and easily determine what is 
appropriate number of clusters to use when 
implementing the more sophisticated 
clustering algorithm of hierarchical 
clustering with dynamic time warping 
distance measure. Many SOMs were 
produced in order to determine the optimal 
number of regimes to look for. An example 
of one of these maps produced using the 
equity flow data is given in figure 3 where 
four distinct regions can be observed. Thus 
for the next portion of the study, four 
regimes were determined and analysed to 
inform the portfolio. 
 
The results of this study showed that the 
portfolio model results in higher returns 
when the equity flow data is used to create 
the market regimes. The model created by 
clustering equity flow data was calculated 
to have a Sharpe ratio of of 0.24 while the 
model created using the analysis of return 
data is shown to have a Sharpe ratio of   -
0.21. The full results of the analysis of 
creating a portfolio by relying only on 
return data t create the regimes can be 
found in appendix IV. 
 
Furthermore, the probability matrix of 
market regimes produced from equity flow 
data, shows that these clusters are more 
stable than clusters produced from 
clustering return data. These results show 
some of the benefits of using equity flow 
data to inform portfolio management 
decisions and strengthens the hypothesis 
that equity flows are more persistent and 
stable to returns. 
The potential to use modern machine 
learning techniques to create profitably 
investment models has been shown during 
this study. Furthermore, this study shows 
the advantages of determining investor 
regimes using equity flow data in 
comparison to using return data. This is 
shown in the fact that the resulting 
portfolio is more profitable and less risky 
in addition to the regimes being more 
reliable. Self-organising maps were 
helpful in the exploratory analysis of large 
financial datasets and assisted in the 
selection of an appropriate number of 
market regimes to define going forward in 
the research. Hierarchical clustering used 
in conjunction with dynamic time warping 
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Appendix III – Code Extracts 
 
This appendix presents some extracts from code used to carry out the ML experiment portion 
of this research.  
This section of code reads in the relevant libraries into Rstudio. It is followed by code that 
reads in the daily equity flow data and the return data, assigning the data frames to variable 
names. 
 
This code cleans the daily data to get it ready for analysis and transformation. 
 




Here code is presented that clusters the regions and tidies up the data frame for use in plots 
later. We end up with a data frame of average weekly returns organised by cluster (regime). 
 
This R function transforms the data frame by transposing it, this is for graphing/plotting 
purposes. 
 
The following command create plots of our average weekly returns for each regime. 
 











The model columns have been created so this next portion of code creates visualisations of 
the model performances. 
 
Here we create portfolio models again but this time using a different set of regimes created 






Return hedge fund model is implemented in this portion of code. 
 
 
These portfolio models are graphed using the package ggplot2. 
 
