This paper presents a method for identifying those parts in a database that are similar to a given query part to be machined and hence can be potentially used as a basis for estimating the machining cost of the query part. We utilize projected feature vectors consisting of feature access directions, feature types, and feature volumes as a basis for assessing shape similarity. We have defined a distance function between two sets of projected feature vectors to assess the similarity between them from the cost estimation point of view. To assess similarity between the two parts, one set of projected feature vectors is transformed in space using rigid body transformations with respect to the other set such that the distance between them is minimized. The distance between the projected feature vectors is used as a measure of similarity between the two parts. The existing parts are rank ordered based on the value of the distance with respect to the new part. The cost of machining the new part can then be estimated by using the cost of previously machined parts that have a very small distance from the new part.
INTRODUCTION
For some manufacturing domains such as rapid prototyping, reasonably accurate estimates of cost can be generated by estimating the volume or weight of the part. However, for machining, the cost estimate depends on the features of the part and automated procedures are not currently available for performing cost estimation for prismatic parts quickly. In such cases, cost estimation has to be done manually. Cost estimation can take any where from few minutes to few hours depending upon the expertise of the cost estimator and the complexity of the part. Based on our conversations with human cost estimators, it appears that many of them implicitly use estimates from previously completed tasks to generate new quotes. The cost estimators usually need to search a large database of 3D machined parts in order to find the parts that are similar to the one whose cost has to be estimated. Then the cost estimators analyze the cost of the retrieved parts in order to give an estimate of the cost of the newly designed part.
Manual cost estimation is inefficient especially when the designer submits the 3D model over the Internet for getting quotes. Ideally, the designer would like to receive the cost estimate in a few seconds. One way to achieve this is to search a database of previously manufactured parts and locate parts similar to the newly designed part automatically, so that the machining cost of the retrieved parts can be used to estimate the cost of the new part. Figure 1 (a) shows a newly designed part and Figure 1 (b) shows a previously machined part that can be used to estimate the cost of the new part. Thus, there is a need to develop a system that can assist the human cost estimators by quickly finding similar previously machined parts to the query part.
Most of the related work addressing a similar problem is in Group Technology and 3D shape similarity assessment [Card02] . Group Technology (GT) involves classifying similar products into groups in order to achieve economies of scale normally associated with high-volume production. These techniques were developed prior to the advent of inexpensive computer technology. Hence, they are not rigorously defined and are intended for human, not machine interpretation. This can cause difficulty in automating the generation of GT codes.
The shape similarity assessment technique described in [Osad01] represents the object as a shape distribution sampled from a shape function measuring global geometric properties. Other shape statistics based-techniques [Belo01, Sung02, Sun95] record geometric statistics such as volume to surface area ratio or number of faces/edges of 3D models using vectors. These techniques are transformation invariant and robust, but they can be only used as a first-cut filter to identify grossly dissimilar objects. Graph-based techniques convert solid models into attributed graphs that represent relationships among various geometric and topological entities in the solid model. Among the types of graphs that have been used are adjacency graphs [McWh01b] , feature interaction graphs [Cici99] and feature relationship graphs [Elin97] . These techniques are simple to implement, but they are not efficient. As an alternative to graph isomorphism, spectral graph theory has been used to compute eigenvalues of the adjacency matrix of graphs. Eigenvalues are then used to compute similarity measures between two graphs [McWh01a] . Feature-based techniques represent the 3D object as a set of features. Many different types of approaches have been developed [Rame01, Srin98, Gupt99] . These techniques appear to be promising for the cost estimation domain. Application-independent feature based approaches based on skeletons [Iyer03, Lou04, Sund03] , shock graphs [Siddi99] , Reeb graphs [Hila01] and slope diagram [Ghos96, Tuzi00] have been also developed. However, these approaches tend to filter out important geometric details that play an important role in estimating cost of machined parts.
The features can be represented as points or unit vectors in n dimension space, where each dimension represents some significant characteristic of the feature. Similarity assessment can then be performed by aligning the two point sets. A large number of papers have been written on the point patternalignment problem in the fields of computer vision, pattern recognition, and computational geometry [Alt96] . Many of the formulations of point pattern alignment require exact alignments [deRe95] , require 1-1 alignments [Alt88, Heff94] , or they assume that every point in one set has a close alignment in the other set in terms of Hausdorff distance [Alt94, Chew97, Chew99, Good94, Hutt93b] . The proposed point alignment algorithms range from cluster detection in transformation space (by computing point-to-point correspondences [Gosh85] ) to hierarchical decomposition of transformation space coupled with the application of a robust similarity measure [Hutt93a] . Monte-Carlo algorithms are the basis of many alignment algorithms, including those described in [Gosh85] and in [Good94] . A hybrid approach combining branch-and-bound search of the transformation space with point-to-point alignments was proposed in [Moun99] . Another important class of alignment methods for searching in large object databases is geometric hashing [Wolf97] . Some of the methods are not suitable for models that fail to share some features in common. Robust similarity measures have been introduced to account for this; the best-known approach is based on the partial Hausdorff distance [Hutt93a] .
The cost of machined parts is determined by their machining features rather than their gross shape. Hence feature-based techniques are the most suitable to estimate cost of machined parts. Not all components of feature vectors play equal role in determining similarity between the two parts. Based on the nature of application, some components contribute significantly to the similarity measures while others have virtually no effect on the similarity. Therefore, we utilize projected feature vectors in determining the degree of similarity between two parts. Projected feature vectors are defined in such way that they only include feature components having large influence on similarity.
Feature vectors and projected feature vectors for a part are usually defined using a specific coordinate system. In order to correctly measure the distance between two given sets of projected feature vectors, we need to transform one set with respect to the other using rigid body transformations such that we get the minimum distance between the two sets. We refer to this step as the alignment step. This paper introduces projected feature vector sets that are suitable for cost estimation application and describes efficient algorithms for the alignment of the projected feature vectors of a database part and the query part. The output of the algorithms is a rank ordering of the machined parts in a database based on the degree of similarity with respect to the query part. Each retrieved part will have a distance value with respect to the query part. The larger the distance, the less similar is the retrieved part to the query part. The cost of machining the query part can then be estimated by using the cost of previously machined parts that have a very small distance value. This alleviates the need for the cost estimator to examine every part in the database manually. This paper is organized as follows. Section 2 provides the necessary definitions and presents the problem formulation. Section 3 describes in detail the main steps of the algorithm developed. Section 4 describes how we compute the optimal alignment of parts. Section 5 describes the implementation of the described algorithm, and gives the results. Finally, Section 6 presents the concluding remarks.
BACKGROUND AND PROBLEM FORMULATION

Definitions
1)
Voronoi Diagram on the unit sphere for a set of n given point sites P = {p 1 , p 2 , …, p n } on the unit sphere is the subdivision of the unit sphere into n cells, one for each site in P, with the property that a point q lies in the cell corresponding to a point site p i iff dist(q, p i ) < dist(q, p j ) for each p j in P with j ≠ i.
2) Access vector to a machining feature is a unit vector that gives the direction along which the tool moves in order to machine the desired feature.
3) Orientation vector to a machining feature is a unit vector that gives the direction along which the tool moves in order to give the desired orientation to the feature. In some cases, as it will be seen in the next subsection, this vector has no technical meaning.
Features Being Used
The features that have been considered include pockets, open slots, steps and holes. Figure 2 shows all the features considered. Open slots could be of three types: slot, notch and through slot. They are shown in figures 2(b), 2(c) and 2(d) respectively with their access and orientation vectors. The hole is an example of a feature where orientation vector does not need to be defined because of symmetry.
Each of the above-listed features can be completely characterized by providing the values of some quantities such as height, width, length, fillets and radius.
The key driver for the machining cost of a prismatic part is the number of setups. Setup is any changeover activity that is necessary to change part orientation. For 3 axis machining, the number of setups depends on the relative orientation of the feature access vectors. Access vectors are modeled using unit vectors. A part having two differently oriented features will require two setups while a part having two features with the same access direction will require only a single setup. Other factors affecting the cost of machining include the type of features and the volume of features.
Figures 3(a), 3(b), 3(c), 3(d) and 3(e) show feature access and orientation vectors. Access vectors provide vital information for machining cost estimation. In Figure 4 , the access vectors of parts A, B, C, D and E are shown. Part A is more similar to part B than part D from the cost estimation point of view, because the access directions of A and B can be exactly aligned and the types of features match. However, for part D, the types of features do not match. Parts A and C are considered dissimilar from the cost estimation point of view, and so are parts A and E, because the feature access directions cannot be aligned.
The access vectors of the features can be viewed as points on the unit sphere. Figure 5 shows an example of mapping the access directions of features of a part to points on the unit sphere. Thus, a projected feature vector is a triple consisting of (1) a point on the unit sphere representing the access vector, (2) feature type, and (3) feature volume. We will use the following notation. Let P A and P B be two parts. We will denote the set of projected feature vectors for these parts as F A and F B . We will denote the set of points on the unit sphere corresponding to the access vectors in these two parts as A and B. ∈ be a set of points on the unit sphere corresponding to the set of projected feature vectors F B . Then, F A and F B are compared using the following distance function.
where,
In calculating min ( , ) 
The coefficient α allows the users to adjust weight of the volume term with respect to the unit vector distance term. The user is allowed to set the value of α based on the dimensions of the features. The volume term V t is defined in the following manner:
where, V(p) is the volume corresponding to p ∈ A and V(q) is the volume corresponding to q ∈ B. The term V norm is used to normalize the values, and it is the average value of the volume over all the projected feature vectors. V norm is defined in the following manner:
Now suppose there is no point in B representing the same feature type as i p . In this case the distance is computed using penalty terms: is the one associated with volume. As the maximum possible distance between the access directions of two projected feature vectors on the unit sphere is 2 (i.e. diameter of the unit sphere), the penalty term associated with the distance is 2 ε α = . It is possible to weigh volume and type in a different way, or even to add additional feature parameters as needed.
The distance function defined in equation (1) is the similarity measure between parts P A and P B , represented by two sets of points on the unit sphere; the smaller the value of the distance given by equation (1), the more similar are the parts P A and P B .
Problem Formulation
The input to the system described in this paper is a database of previously machined parts whose cost is already known and a newly designed part whose machining cost is to be estimated. The system outputs previously machined parts similar to the query part. Then the machining cost of the newly designed part can be estimated from the cost of the previously machined parts.
Each part has been modeled in its own coordinate system. Therefore, we need to align the parts using rigid body transformations before computing the distance. To align the two sets of points on the unit sphere, one point set has to be moved rigidly with respect to the other set. Rigid body transformation of a set of points on the surface of the unit sphere involves three degrees of freedom. The distance function has to be minimized over all the possible configurations of the moving point set with respect to the stationary one. The transformation matrix for the three degrees of freedom transformation is given by ( , , ) ϑ ϕ ψ = R R where θ, ϕ, and ψ are the three degrees of freedom considered.
Assuming that F A is the moving set, the transformed set F A can be written as RF A . The distance function defined in equation (1) can then be written as:
This paper introduces a technique to find the best alignment between two sets of points on the unit sphere by transforming one point set such that the distance function is minimized. The next section describes the technique in detail.
OVERVIEW OF APPROACH
To locate parts having similar features the following mathematical problem needs to be solved. Given two sets of projected feature vectors F A and F B on the unit sphere, with and A B F n F m = = , find the best possible alignment between them.
As mentioned above, aligning two sets of points on the unit sphere is a three degree of freedom problem. For estimating the cost of machining the new part based on an existing part, the two parts should have at least one feature of the same type. If the two parts have no common features then one part cannot be used to estimate the cost of other and hence the part needs to be pruned. Thus, two degrees of freedom in this problem can be constrained by considering combinations of features. Each feature f . The total number of alignments that need to be performed is not large. This is because the number of combinations of features of the two parts of the same type is not significantly large, as most of the reasonably complex mechanical parts have fewer then 100 features.
Consider a pair of points p i ∈ A and q j ∈ B on the unit sphere representing two features 
The algorithm COMPUTETHETA is described in the next section.
FINDING THE OPTIMAL ALIGNMENT UNDER ONE DEGREE OF FREEDOM
In this section the algorithm COMPUTETHETA is explained in detail. The algorithm finds the angle θ that minimizes the distance function given by equation (1) between two sets of points on the unit sphere. The angle θ represents a rotation around a fixed axis: the algorithm solves the one degree of freedom problem. The one independent variable of the problem is the rotation θ applied to one of the two sets. In the next subsections a technique to find the best alignment will be described.
Building The Set Of Theta-Intervals For A Single Point And For All The Points Of Sets A And B
To compute the distance value in equation (2), we need to know the closest point q j ∈ B to each point p i ∈ A. This is done by building the Voronoi diagram on the unit sphere for the point set B. As shown in Figure 6 , the Voronoi diagram of points in B divides the surface of the unit sphere in cells, each of which is the locus of the points closest to the point that generates the cell. Then the closest point q j ∈ B to each point p i of A depends upon the Voronoi cell in which p i lies. In the configuration of Figure 6 , point p 1 of A lies in the Voronoi cell of point q 1 of B. Thus, point p 1 of A is close to point q 1 of B.
However the point set A is not stationary, but is rotated from 0 to 2π about the z-axis by angle θ, as shown in Figure 7 . The value θ = 0 corresponds to the initial position of each point p i of set A. Hence, each point p i of A will occupy a particular Voronoi cell depending upon the rotation value θ computed from the initial position. As the point set A is rotated, each point p i of A assumes all the positions along the dotted line shown in Figure 6 and thus it covers the entire theta range [0, 2π]. We need to know the closest point to each point p i of A as it assumes all the positions within the theta range. The set of theta-intervals for each point p i ∈ A is obtained by rotating p i about the z-axis. As shown in Figure 6 , the trace of the rotation (i.e. dotted line) intersects the Voronoi diagram built for the points of B. So the corresponding theta range [0, 2π] is divided in intervals, each of which corresponds to one cell of the Voronoi diagram. Hence, for each value of θ, the interval in which the point p i will end up is known. Then depending on the Voronoi cell to which the interval belongs, the closest point q j of B is determined. In general not all the cells of the Voronoi diagram will be intersected. For each of the intervals, the following information is stored. 1) Position of point q j ∈ B that generates the interval.
2) The start and end θ values of the interval.
In Figure 7 the set of theta intervals within the range [0, 2π] for the point p 1 ∈ A is shown. Thus, n sets of intervals are obtained, one for each point of A. In each interval of the set built for a particular point p i ∈ A the closest point of B to p i is known. The procedure explained above helps in computing the closest point q j ∈ B to each point p i ∈ A.
To compute the distance value in equation (3), we need to know the closest point p i ∈ A to each point q j ∈ B. This can be computed by modifying the above procedure as follows. The sets of theta intervals for the points of set B are conceptually slightly different from the ones for the points of set A. This is because set B does not actually move, and the rotation θ is applied to the points of the set A (see Figure 8(a) ). As mentioned at the beginning of this section, the only independent variable of the problem needs to be the rotation θ applied to the points of set A. In order to achieve it, suppose the points of A are fixed and the points of B are rotated. To have a final situation equivalent to the one in Figure 8 (a), it is necessary to apply a rotation of -θ to all the points of set B.
However, to have only θ as independent variable for the problem, we need to virtually rotate the points of B by θ itself, and not by -θ. Thus, we need to modify the set A. As shown in Figure 8 (b), the modification consists of reflection of all the points of A with respect to the meridian through the point q 1 ∈ B. From the final configuration of points in Figure 8 (c) after the rotation of point q 1 ∈ B it is clear that, after applying the above-described reflection to the points of A, the rotation θ of the point q 1 ∈ B is equivalent to the rotation θ of the points of A. Now it is possible to build the Voronoi diagram for the modified set of points A. Then, the same procedure mentioned above is followed. So, the sets of theta intervals for the m points of B are obtained and we can get the closest point of A to each point of B for each value of θ. Thus in each interval of the set built for each point of B the closest point of A is known. Once we get the sets of theta intervals of the n points of A and the m points of B, they need to be overlapped so that the distance function given by equation (1) can be minimized. Overlapping the sets of theta intervals yields the set of theta intervals for all the points of A and B. Within each of the intervals the distance given by equation (1) can be minimized using closed form mathematical formulae. The only independent variable in the formulae is rotation θ: The single sets of theta intervals for each point of A and B are combined into the set of theta intervals for all the points of A and B by overlapping so that the resulting range [0, 2π] is further split into intervals. Each of the resulting intervals is obtained from the intersection of the intervals of the n+m initial sets of intervals. Figure 9 shows two sets of intervals that are overlapped. One set of intervals is the set of theta intervals of point p 1 of set A (see Figure 9 (a)), the other one is the set of theta intervals of point p 2 of set A (see Figure 9(b) ). The interval c, indicated in Figure 9 (c) by an arrow point, is clearly contained in one of the intervals of each of the two sets of theta intervals that have been overlapped. As shown in Figure 9 (a) and Figure 9 (b), the intervals c 1 and c 2 overlap to generate interval c. Thus, interval c represents a region in the set of theta intervals for all the points of A and B. Within c, p 1 is closest to q 1 and p 2 is closest to q 2 . Each point of c corresponds to a rigid transformation applied to the set of points A while B is fixed. Thus, within any interval of the set of theta intervals for all the points of A and B, the closest point in A to each point in B and the closest point in B to each point in A is known. The distance functions defined in equations (2) 
coordinate of the closest point ( ) to the point (6) and taking into consideration the virtual rotation θ of points of B, we get:
Within a single interval, it is necessary to compute ( , ) A B d F F as a function of the transformation θ:
where, ( , ( ))
V p q i is the volume term corresponding to the points p i ∈ A and its closest point q j (i) ∈ B. Similarly:
Using the notations introduced in (5), (6), (7), (8) and (9) the distance is: 
In order to minimize d(θ) its derivative with respect to θ must be set to zero. By doing this and simplifying, we get the following expression:
Equation (13) yields the transformation θ, applied to the set of projected feature vectors F A , which minimizes the distance between the sets of points F A and F B . This value of the transformation is valid only within a single interval of the set of theta intervals for all the points of A and B. Equation (10) has been obtained by differentiating the distance function with respect to θ, which is a standard minimization technique in the continuous domain. Thus, the transformation value obtained for an interval c of the set of theta intervals for all the points of A and B yields the best possible alignment between the two point sets for all permissible transformations within the interval c.
Computing The Value Of Theta That Minimizes The Distance Over All The Intervals
The value of θ(c) obtained in the equation (13) 
where C is the set of all the intervals c of the discretized theta range [0, 2π]. The value given by the equation (14) is the minimum distance between sets F A and F B . The corresponding rotation θ min is found as follows: let c * be the interval in which the minimum distance was found (refer to equation (14)). Then θ min is obtained as follows:
The equation (15) yields the transformation to apply to F A in order to minimize the distance between F A and F B . Equation (14) provides the minimum distance between two sets of points on the unit sphere under one degree of freedom rotation.
IMPLEMENTATION AND RESULTS
A software system has been implemented based on the algorithms presented in this paper using Microsoft Foundation Classes (MFC) and OpenGL on a Windows platform. The input to the system is the query part that the designer has newly designed and the directory in which all the previously machined parts exist. The system performs the alignment using the algorithms described above and outputs those previously machined parts that are similar to the query part based on the distance function described in Section 2.3. The output models are rank ordered based on this distance function starting for the one having the smallest distance value.
The procedure for aligning the two parts used as input to the system is illustrated using the example shown in Figure 10 . Figures 11 and 12 show two query parts and those previously machined parts from a database of existing parts that are similar to the query parts. The value of the distance between the parts is also indicated. Based on the dimension of the features in the parts of the database, the coefficient α has been set to 10 α = . Let us consider Part_0118 in Figure 12 . The distance value between Part_0118 and the query Part_0115 is d = 0.7852. In this case the penalty term is 0, as every feature of one part is aligned with a feature of the same type of the other part. The contribution of the volume term to the distance defined in equation (2) is 0.74993, while the contribution of the point distance term is 0.00013. Thus, the difference of volume among the features has affected the value of the distance more than the alignment of feature access vectors. As there is no penalty term, the value of the distance defined in the equation (2) for the two parts considered is then the sum of these two numbers that is 0.75006. On the other hand, the contribution of volume term to the distance defined in equation (3) is 0.82021, while the contribution of the point distance term is 0.00013. Again, the effect of the difference of volume is predominant on the value of the distance and there is no penalty term. The value of the distance defined in equation (3) is the sum of these two numbers that is 0.82034. The final value of the distance is given by the average of the distances computed by equation (2) and (3). Therefore it is ( ) 0.75006 0.82034 2 0.7852
Once the 3D machined parts are retrieved, the cost estimator needs to evaluate the distance values to estimate the cost of the newly designed part. This is done as follows. In the first step, the cost estimator needs to evaluate the point distance term. This term indicates whether the setups needed to machine the retrieved part match the setups needed to machine the newly designed part. If the setups don't match, the cost estimator should discard the retrieved part, as the cost of retrieved part will be different. In the second step, the cost estimator needs to evaluate the penalty terms. These terms indicate feature type mismatches. With the help of the system, the user can locate the features on the newly designed part whose types do not match with any features on the retrieved part. Then, by using commercially available software such as Pro Engineer, the user can obtain a machining cost estimate for each type of feature that does not match. The cost estimator can change the cost of the previously machined part suitably to generate an estimate for the newly designed part. In the third step, the cost estimator needs to evaluate the volume term. This indicates the differences in volumes between corresponding features of the same type and thus results in different costs of machining. The cost estimator needs to also compare the material of the parts being machined as it also affects the cost of the machining tool. So finally the cost estimator will be able to predict how the cost of the newly designed part changes with respect to the one of the retrieved part. The cost of each retrieved part will be modified to give a cost estimate of the newly designed part. The described procedure can be repeated for each retrieved part. The cost estimator can decide which of the cost estimates are to be used for the newly designed part. Also, it is necessary to consider only those retrieved parts that are very similar to the query. Thus, the cost estimator needs to set a threshold distance based on his/her experience to limit the number of parts being retrieved from the database. The time taken to retrieve those database parts that are similar to the query part depends on the complexity of the query part, size of the database and number of parts in the database that are similar to the query part. For the results shown in Figures 11 and 12 , the part database used contained 100 parts having 20 to 30 features each. The average time taken to retrieve the similar parts for a query part having about 30 features is 10-12 seconds. Hence our method can efficiently retrieve those database parts that have similar features to the query part.
CONCLUSIONS
This paper provides algorithms for identifying those parts in a database that are similar to a given query part to be machined and hence can be potentially used as a basis for estimating the machining cost of the query part. Our featurebased approach is expected to perform better than the grossshape based approaches for similarity assessment. This is because the machining cost mainly depends on the size and orientation of the features and not the gross shape of the part. The approach does not restrict the features to have a particular orientation as needed in some other techniques. It can handle features having any arbitrary orientation in space. It involves rigid transformation of all the features and hence accounts for the relative feature orientation that is not considered by other feature-based techniques. Finally, this paper also proposes an analytical solution for the point-alignment problem on the unit sphere for one degree of freedom.
A part having multiple intersecting features can be represented in multiple ways [Gupt95] . Our technique does not take into account alternative feature representations. Also only four basic features, namely pocket, open slot, hole, and step, are currently considered. For the system to handle a wide variety of parts more features need to be considered. This will require identifying feature vectors and critical dimensions of these features and incorporating them into the mathematical formulation. The system needs to consider tolerance requirements to assist in estimating of the machining cost. Tighter tolerances will require more expensive machining operations. The material of the part also needs to be taken into account. 
