Abstract. We study the double trigonometric series whose coefficients c jk are such that
Introduction
Let The Weierstrass M-test theorem implies that s mn (x, y) converges uniformly to some f ∈ C(T 2 ) as min(m, n) → ∞. In [C1] , the first author considered the following two conditions: 
Obviously, (1.2) implies (1.3). He proved that
Theorem A (Chen [C1] ). Let 0 < α, β < 1. Assume that conditions (1.3) and (1.4) are satisfied. Then |x| −α |y| −β |f (x, y)| ∈ L 1 (T 2 ) and
|s mn (x, y) − f (x, y)|(|x| −α |y| −β ) dxdy → 0 as min(m, n) → ∞.
This result extends and generalizes [B3, Theorems 4.1 & 4.2] and [Ma, Theorem 4] . Conditions (1.3), (1.4) imply
This is equivalent for the case when ∆ 11 c jk ≥ 0 for −∞ < j, k < ∞. Obviously, (1.5) reduces to (1.2) for the case α = β = 1. It is excluded in Theorem A. For this case, it is known that x −1 y −1 f (x, y) may not be Lebesgue integrable on T 2 . Instead of Lebesgue integrability, the improper Riemann integrability of x −1 y −1 f (x, y), or more generally, f (x, y)φ(x, y) was examined by the first author in [C2] . His results extend and generalize [Ba] , [B1] , [M2] , [M3] . As for the Lebesgue integrability of
, several known results have been given by Boas [B2] , [B3] and Móricz [M4] for the one-dimensional case, and by Brown-Wang [BW] , Móricz [M1] , and Papp [P] for higher dimensions. In [P] , Papp proved Theorem B (Papp [P] ). Let (1.1) be a double cosine series. Assume that the following three conditions are satisfied for some p > 1:
Papp also derived analogous results for double sine series and double cosine-sine series. His results extend [M4, Theorems 1 & 2] from the one-dimensional to twodimensional series. In Papp's results, condition (1.6) with p > 1 is involved. For the limiting case p = 1, condition (1.6) is transformed into
The results in this direction for the one-dimensional case were given by Boas [B3] and Móricz [M4] . As for the higher-dimensional case, it is still unknown. The purpose of this paper is to extend Boas's and Móricz's results from the one-dimensional to two-dimensional series. We shall prove that condition (1.10) is sufficient to guarantee the validity of (1.9), (see Theorem 2.1). Obviously, the Lebesgue dominated convergence theorem tells us that (1.9) implies the truth of the following assertion:
Under certain weaker conditions than (1.10), it will be proved that (1.9), (1.10), and (1.11) are equivalent, (see Corollary 2.6). In this paper, the Lebesgue integrability of
} is also discussed, (see Theorem 2.3 and Corollary 2.8). For details, we refer the reader to the next two sections.
Main results
We first consider the two-dimensional extension of [M4] , that is, the Lebesgue integrability of x −1 y −1 f (x, y) will be examined.
Theorem 2.1. Let f be the limiting function of series (1.1). If condition (1.10) is satisfied, then f is continuous on T 2 , the assertion (1.9) holds, and
Theorem 2.1 is the two-dimensional extension of [M4, Theorem 4 & Corollary 3] . It still holds if we replace (1.10) by (1.3) and (2.2):
This follows from the Fubini theorem. For double sine series whose coefficients satisfy (1.2), the assertion (1.9) reduces to x
. In this case, the conclusions of Theorem 2.1 can be strengthened in the following way.
Corollary 2.2. Assume that series (1.1) is a double sine series and f is its limiting function. If condition (1.10) is satisfied, then f is continuous on
Next, we consider the Lebesgue integrability of x −1 f (x, y). In this case, condition (1.10) will be replaced by the following condition: 
Theorem 2.3 remains true if we replace (2.3) by (1.3) and (2.8):
For those double trigonometric series with the property that
the assertions (2.4) and (2.5) reduce to 
, and
Obviously, condition (2.9) is satisfied by the double sine-cosine series, the double sine series, and the series
iky . Therefore, Corollary 2.4 will apply to these double series.
Finally, we give the two-dimensional extension of [B3, Theorem 5.32] . The next theorem provides us with the converse of Theorem 2.1.
Theorem 2.5. Assume that (1.2) holds and that there exists some positive integer
Then (1.9) =⇒ (1.11) =⇒ (1.10).
Putting Theorems 2.1 and 2.5 together, we get the following result, which extends [B3, Theorem 5.32 ] from the one-dimensional to the two-dimensional series.
Corollary 2.6. Under the conditions (1.2) and (2.10)−(2.12), the assertions (1.9), (1.10), and (1.11) are equivalent.
Obviously, (2.4) implies the truth of the following assertion:
The following two results give another type of two-dimensional extensions of [B3, Theorem 5.32] . Corollary 2.8 can be derived from Theorems 2.3 and 2.7.
Theorem 2.7. Assume that (1.2) and (2.10) − (2.11) are satisfied by some positive integer N 0 . Then (2.4) =⇒ (2.13) =⇒ (2.3).
Corollary 2.8. Under the conditions (1.2) and (2.10)−(2.11), the assertions (2.3), (2.4), and (2.13) are equivalent.
Proofs of main results
To derive the main results, the following lemma plays an important role. We leave its proof to the reader.
Proof of Theorem 2.1. The Weierstrass M-test theorem implies that the limiting function f is continuous on T 2 . By (1.10) and Lemma 3.1, we obtain
Proof of Corollary 2.2. LetQ(m, n) consist of all (j, k) with |j| > m or |k| > n. By (1.10) and Lemma 3.1, we get
Proof of Theorem 2.3. Condition (2.3) ensures the continuity of f on T 2 . By (2.3) and Lemma 3.1, we obtain
This shows (2.4) and (2.6). (2.5) and (2.7) will be proved similarly.
Proof of Corollary 2.4. LetQ(m, n) consist of all (j, k) with |j| > m or |k| > n. By (2.3) and Lemma 3.1, we get
Proof of Theorem 2.5. It suffices to show (1.11) =⇒ (1.10). By (1.2) and the Weierstrass M-test theorem, we find that
We have assumed (1.11). Therefore, lim ,δ↓0 {Σ 1 ( , δ) − Σ 2 ( , δ)} exists. Set Since the integral π ξ (sin nt)/t dt is uniformly bounded in n and 0 < ξ ≤ π, {g jk ( , δ)} ∞ j,k=−∞ is uniformly bounded on (0, π] × (0, π]. By (1.2) and the Weierstrass M-test theorem, we find that lim ,δ↓0 Σ 2 ( , δ) exists. Thus, lim ,δ↓0 Σ 1 ( , δ) exists. Set
say, where
For |j| ≤ N 0 and −∞ < k < ∞, we have
Applying (2.12) and the Weierstrass M-test theorem, we conclude that
Similarly, (2.11) implies that lim ,δ↓0 |k|≤N0 |j|>N0
Therefore, lim ,δ↓0 Σ 12 ( , δ) exists and so α ≡ lim ,δ↓0 Σ 11 ( , δ) exists. For (j, k) ∈ P , we have c jk ≥ 0. Hence, Lemma 3.1 leads us to ∞ > α = and consequently, the desired result follows from (2.11) and (2.12).
Proof of Theorem 2.7. It can be done by modifying the proof of Theorem 2.5. The essential changes are to replace (cos ky − 1)/y and sin ky/y by cos ky − 1 and sin ky, respectively, for each place where they occur. The other changes are Putting these together with (2.11) yields the desired result.
