Abstract-Message importance measure (MIM) is an important index to describe the message importance in the scenario of big data. Similar to the Shannon Entropy and Renyi Entropy, MIM is proposed to characterize the uncertainty of a random process and some related statistical characteristics. Moreover, MIM also needs to highlight the importance of those events with relatively small occurring probabilities, thereby is especially applicable to the big data scenario. In this paper, we define a parametric MIM measure from the viewpoint of information theory and then investigate its properties. We also present a parameter selection principle that provides answers to the minority subsets detection problem in the statistical processing of big data.
I. INTRODUCTION
In the big data era, the amount of data is growing steeply in a variety of areas. In addition to those applications that are benefited from big data, there are also cases where only a small percent of the data attracts people's interests. For example, in the national anti-terrorist system, only the flows of a small number of people and hazardous substance/physical agent need to be closely supervised [1] . Also, for the synthetic ID detection [2] , a few identities are artificially generated to commit financial frauds. Embedded in a huge amount of data, the detection of these minority subsets, which is also known as the atypical event detection, becomes more and more challenging.
In the framework of rate-distortion theory, minority subset detection were investigated as a probabilistic clustering problem [3, 4] . By classifying the events into a number of clusters under a certain optimal criteria (e.g., the minimum withincluster distance, the minimum compressing distortion), several clustering approaches were proposed. In particular, the minority events can be recognized because their distribution contrast significantly with that of the majority of the dataset. Moreover, a graph-based rare category detection which recognizes atypical events using the global similarity matrix was proposed in [5] . By further considering the time-evolving of graphs, a timeflexible rare category detection algorithm was presented in [6] . Although these algorithm are very efficient in their respective applications, it is noted that they were developed based on traditional information measures and frameworks, which were originally designed to process those majority events.
As known, Shannon entropy [7] and Renyi entropy [8, 9] are two of the most fundamental measures in information theory and its applications. There also have been many successful attempts generalizing the two concepts. Among the literature, the Kullback-Leibler divergence, f-divergence and Renyi divergence, as well as Fisher information, are the most popular ones [9, 10] . Although these information measures have found their applications in communication theory, statistical parameter estimation, hypothesis testing or data analysis, they are no longer suitable for the minority subset detections in the big data scenarios. In fact, these measures are focused on the encoding and signal processing of those typical sets of data. In order to facilitate the detection of those atypical sets in the big data era, we introduce a new information measure that focus on those small-probability events.
A. The Message Importance Measure
In this subsection, we shall introduce a new parametric information measure, which is referred to as the Message Importance Measure (MIM).
Definition 1.
For a given probability distribution = ( 1 , 2 , ⋅ ⋅ ⋅ , ) of finite alphabet, the message importance measure with parameter is defined as
where ≥ 0 is the importance coefficient.
Remark 1.
Note that the larger is, the larger contribution to the MIM a small probability event has. Thus, to manifest the importance of those small probability events, is often chosen to be quite large, e.g., = 10.
B. Outline of the Paper
The rest of this paper is organized as follows. In Section II, we discuss the properties of the parametric message importance measure, including its extreme limit and the the event decomposition/merging property. In Section III, we apply the message importance measure to the minority subset detection problem. We present some simulation results to certificate the application of message importance measure in Section IV and finally, we conclude the paper in Section V.
II. THE PROPERTIES OF MIM
In this section, the basic properties of the message importance measure is investigated.
1) The Non-negative Property: The MIM ( , ) is nonnegative for any probability and importance coefficient ≥ 0.
Note that for each positive element > 0 of the distribution, we have exp( (1 − )) ≥ so that
2) The MIM of Uniform Distribution: For the uniform distribution = (1/ , 1/ , ⋅ ⋅ ⋅ , 1/ ), we have
3) MIM Lower Bound: For any probability distribution = ( 1 , 2 , ⋅ ⋅ ⋅ , ) without zero elements, we have
Proof: Define ( ) = exp(− ). It is readily seen that ( ) is a convex function of ∈ R. Assume that is drawn from the set { 1 , 2 , ⋅ ⋅ ⋅ , } and follows the distribution = { 1 , 2 , ⋅ ⋅ ⋅ , }. According to Jensen's inequality, we have
With some mathematical manipulations, one gets
In particular, the equality holds if and only if all the are equal, i. e. = 1/ .
4) Event Decomposition and Merging:
For a given distribution = ( 1 , 2 , ⋅ ⋅ ⋅ , ) without zero elements, we have the following conclusions: a) if the -th event is divided into two sub-events (1) and (2) , the corresponding MIM will be increased; b) if the -th event and -th event are merged into a single event, the the corresponding MIM will be decreased. Proof: Denote (1) and (2) as the probabilities of the first and the second sub-events of the -th event, i.e.,
By take the sum over all the other events of the MIM, the first part of the property is proved. Moreover, the second part of the property is a direct result by reversing the event decomposition.
Remark 2. This property indicates that the more observations
we have, the more knowledge one can extract from the events involved in the messages.
III. APPLICATION TO MINORITY SUBSETS DETECTION
In this section, we apply the proposed message importance measure to the minority subset detection problem. Note that MIM is actually the logarithm of the mean value of function ( ) = exp( (1 − )) for 0 < < 1 and some > 0. Before we proceed, a useful Lemma on ( ) is introduced.
Lemma 1. ( ) achieves its maximum at =
1 . In particular, ( ) is monotonically increasing for 0 < < 1 and is monotonically decreasing for 1 ≤ < 1.
Proof: The derivative of ( ) with respective to is
which proves the lemma immediately.
The derivative of ( ) with respective to is given by
Since¯< < 1 2 , the exponential parts in the first term is positive and the second term is negative, respectively. That is,
It is clear that there exists some 0 (¯) such that for ≥ 0 (¯), (¯) is strictly decreasing with respect to . Thus we have ( ) > ( 1 2 ) = 1, which leads to
This proves the Lemma.
Remark 3. Lemma 2 indicates that for the Bernoulli distribution, if importance coefficient is properly selected, the uniform distribution has the least importance quantity. This is very different from the conventional information measures such as Shannon entropy and Renyi entropy. In fact, the uniform distribution has the largest uncertainty, but may have the least importance since its distribution is too even.
Lemma 3. For a probability distribution = ( 1 , 2 , ⋅ ⋅ ⋅ , ) with 0 < min { }, there exists a 0 > 0 such that for ≥ 0 , the parametric message importance measure satisfies 
where min = min { }.
Proof: By considering the difference between ( , ) and ( , ), we have
= log
It clear in (20) that the first sum item decreases exponentially with the increase of while the second sum item is increasing with . Therefore, as is increased to sufficiently large, the second sum item dominates the value of the difference. In particular,
Therefore, when is sufficient large, we have
which proves the lemma.
Remark 4. This lemma indicates that when the importance coefficient is selected proper large, it can be used to dig out the meaning of those events with small probabilities. This also validates why MIM can be used to the minority subset detections in big data.

A. Binary Minority Subset Detection
Consider the scenario with two possible events, in which one occurs with a very small probability 0 < ≪ 1 and the other occurs with a much larger probability 1− , i.e., = { , 1− }. In this case, the corresponding MIM is
which can be used to evaluate the importance for those events with very small occurring probabilities. As known to all, hypothesis testing is a very important technique to discriminate events based on the logarithmic maximum likelihood ratios. In general, the prior probability of each event are assumed to be known or can be predicated exactly. However, there are also many scenarios in which the probability of some events within the minority part can not be known exactly, e.g., only a rough range of the probability is given. In this case, we need to estimate the prior probabilities to perform further hypothesis testing. To this end, we present a method to determine these prior probabilities based on the proposed message importance measure.
For a binary hypothesis testing problem, we denote 0 and 1 as the hypotheses for "event 0" and "event 1", where "event 0" is the minority part with a very small occurring probability. It is only known that the occurring probability of "event 0" satisfies
0 . Our problem is to estimate the prior probability of 0 for the hypothesis testing, under a certain optimal criteria.
In this paper, this problem will be solved through an induction process, which consists of two steps. In the first step, the importance coefficient of the MIM is estimated under a proper estimation criterion. In the second step, the prior probability 0 is obtained based on and the corresponding message importance measure. The details are given as follows.
1)
Step 1: To be fair, one can think that the given probability bounds are equally important for the evaluation of ( 0 ), so we have
Since both are small numbers near zero, by employing (30), the two sides of (31) can be approximated by,
It yields
where (35) is because exp( (1 − 2
2)
Step 2: By Lemma 1, we know that the optimal estimation of the prior probability of 0 under MIM criteria iŝ
Specifically,ˆ0 is obtained by maximizing the MIM while balancing the fairness between the two estimation boundaries 0 are tight), the estimated probability value given by our two-step method will obtain the same result. This certificates the usefulness of our defined message importance measure in theory.
B.
-ary Minority Subset Detection -ary hypothesis testing is a generalization of binary hypothesis, which has been widely used in signal detections, pattern recognition and group detections. The minority subset detection for -ary hypothesis detecting is described as follows. For a given probability distribution = { 1 , 2 , ⋅ ⋅ ⋅ , }, we want to select a proper importance coefficient for the MIM measure ( , ) so that it can be used to characterize the minority subsets importance while reducing the effects of uniform distribution. To be specific, we consider the problem of finding an importance coefficient satisfying
By using the events decomposition and merging property (property 7), we have
where min = min { }. It is clear that the solution satisfies
After some manipulations, we have
By choosing such a that
we have
Based on the discussion, we have the following theorem. The importance coefficient 
Theorem 1. Given a distribution
then we have
where min = min { } and
Proof: The proof follows the aforementioned discussion.
Theorem 1 indicates that if the importance coefficient is selected sufficiently large, the effect of uniform distribution can be reduced and the minority subset dominates the value of the MIM function, which also reflects the information importance of those minority subsets in the system detection, especially in big data. Moreover, it is seen that the reasonable range of importance coefficient for the minority subset detection also depends on the minimum probability min of events.
IV. NUMERICAL RESULTS
In this section, we further illustrates the properties of message importance measure and its effectiveness through numerical results.
A. The property of MIM
Taking the Bernoulli distribution = { 0 , 1 } and binary uniform distribution = {0.5, 0.5} as examples, we present how MIM varies with importance coefficient and probability 0 , as shown in Fig. 1 and Fig. 2 . From Fig. 1 , it is seen that ( , )| =0.1 is larger than ( , ) if > 5.5, which is in agreement with property 4 and Lemma 2. It is also noted that the lower bound (curve LB Eqn. (4)) given by (4) is relatively small. Fig. 2 presents how the MIM changes with probability 0 . First, it is clear that the curve is symmetric about 0 = 0.5. Second, when is relatively small, i.e. = 1, we have ( , ) < ( , ). On the contrary, ( , ) > ( , ) for = 20, which is relatively large.
B. Importance Coefficient selection in M-ary minority subset detection
In this subsection, we investigate the selection of importance coefficient according to Theorem 1. We consider a distribution = [0.0925, 0.3156, 0.3887, 0.1484, 0.0549]. By Theorem 1, we have 0 = 20.0011 and ( , ) > ( , ) when > 0 , as shown in Fig. 3 . The performance of lower bound (17) is also presented in Fig. 3 . As seen, the lower bound is quite tight when is large.
V. CONCLUSION
In this paper, we investigated the message importance evaluation problem and proposed an new parametric information measure, i.e., the message importance measure, which keeps similar properties as Shannon entropy and Renyi entropy, in characterizing the event uncertainty. Moreover, the message importance measure has its own distinct properties by highlighting the importance of atypical events with small occurring probabilities. This makes message importance measure a promising measure for the statistical processing of big data. We have investigated the major properties of message importance measure, and presented an binary detection algorithm. We also have presented the selection rule for the importance coefficient for more general minority subset detection problems. Designing better minority subset detection algorithms and investigating their performance are of our future interests. 
