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Abst ract - -Th is  paper deals with the existence of solutions for nonlinear eigenvalue problems asso- 
ciated with multivalued operators. A direct dual variational method is established and an eigenvalue 
inequality is obtained as the characterization f a maximization problem. 
1. INTRODUCTION 
A direct variational method was employed in [1] to show the existence of solutions for eigenvalue 
problems associated with variational inequalities. There, a minimization problem was used and 
the eigensolutions were related to the minimizing functions. 
In what follows, we derive a dual variational method which characterizes the eigensolutions a
maximizers of a dual maximum problem. 
Such a result represents progress towards a direct variational technique for finding higher 
eigensolutions using a Ljusternik-Schnirelman type of theory. A direct method would avoid 
many unnecessary assumptions which, in general, appear to assure the final convergence of the 
usual compactness argument. See, for example, [2-4]. 
The major difficulties are in controlling the restriction set which will depend on the level 
surfaces generated by a non-differentiable functional. 
2. PRELIMINARY RESULTS 
L I .  The Nonlinear Eigenvalue Inequality 
Let U be a normed linear space and U* its topological dual. Consider two possibly nonlinear 
operators A,B  : U ---* U*, as well as a proper, convex extended real functional ¢ : U --+ I~. 
Denoting by (., .) the usual duality pairing between U and U*, we consider the following problem: 
(P-l) Find [u,/~] e U x R such that 
(f lA(u) - B(u) ,  v - u) + ¢(v)  - ¢(u)  > O, Vv E U. (1) 
REMARK. If/~ # 0, we can also look for solutions [u, A] G U x R of the inequality 
(A(u)  - A B(u) ,  v - u) + ¢(v)  - ¢(u)  > O, Vv G U, 
where A = 1/B. 
We will use the same ideas of equivalence of problems as employed in [1]. 
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~.2. Equivalent Problems 
For each fixed u • U we define the sets 
N~ = {v • U: (A(u), v) < 0}, 
N + - {v • U: (A(u), v) > 0}, 
N ° = {v • V: (A(u), v) = 0}. 
Denoting by D(¢) = {v • U : ¢(v) < +oo} the effective domain of ¢, we will name an element 
u • U pre-qualified if both N~" t'l D(¢) and N + t'l D(¢) are non-empty. This natural condition 
does not allow the inequality (1) to become degenerate. For pre-qualified elements, it makes 
sense to consider the functional Q : U x U ---* R given by the formula 
Q(u, v) = ¢(u) - ¢(v) + (B(u), v - u) 
(A(u), v - u) 
We now consider the following two variational statements which hold for a fixed pre-qualified 
element u: 
~ = sup Q(u, v), 
vE N~ + 
~ = inf Q(u, ,,). 
vEN~ 
To do so, we will investigate solutions of the following problem. 
(P-2) Find u E U such that 
+oo > f/~ >_/~ > -c¢. (3) 
Our first lemma shows the equivalence between (P-I) and (P-2) for pre-qualified elements. 
LEMMA 1. There exists a pair [u, fl] • U x [t, which is a solution of (1) with u pre-qualiBed if 
and only if u is a solution of(3). 
PROOF. If [u, f/] is a solution of (P-l) and if u is pre-qualified, we have 
+oo > fl > Q(u, v), Vv • N +, 
- oo < ~ < Q(u, v), Vv • g : .  
Thus, ~/~ and ~s are well-defined and (3) holds. 
Now suppose that (3) holds for a pre-qualified element u. If v ~ D(¢), then (1) holds trivially. 
If v • n(¢) ,  then for all/~ • L8',, Z~], 
+ ~ >/~ >_ Q(=, ~), vv • N +, 
- oo < 3 S Q(v, v), Vv • N~; 
this implies inequality (1) for any element v • N~ U N~'. 
On the other hand, for every v • N °, we can construct asequence of elements v, • (N+U N~-)N 
D(¢) converging strongly to v and such that 
(/~A(u) - B(u), v, - u) + ¢(vn) - ¢(u) > 0. 
In fact, {v,} can be written as 
v. = v + 1-(w - v) for w • (N :  u N+)  n D(¢) .  
n 
Then, passing to the limit, inequality (1) follows from the convexity of ¢. I 
REMARK. As was the case for the primal problem studied in [1], we do not need ¢ to be lower 
semicontinuous to prove the above lemma. 
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3. THE DUAL VARIATIONAL PR INCIPLE  
3.I. Qualified Elements and the Ascendent Trajectory 
For every pre-qualified element u E U, it makes sense to define the functional 
Z :  D(¢) x (N + fq D(¢)) x (N~" Q D(¢)) ~ R 
by the formula 
[ (A(u), ~ : ~ ] (A(u), ~ - u) 
Z(u, v, w) - ¢ (u )  t (A(u)  ' w - u) - 1 + ¢(v)  - ¢ (w)  ~ -__ ~).  
DEFINITION. We say that u E U is qualified if u is pre-qualitied and Z is not negative deanite; 
that is to say that there exist v E N + N D( ¢ ) and w E N~ N D( ¢ ) such that 
Z(u, v, w) > O. 
THEOREM 1. For each qualified element u E U which is not a solution of (P-l), it is possible to 
construct a trajectory 
y , :  [0, 7" 1 --, D(¢) 
satisfying the properties: 
(i) (A(u), yu(t) - u) = O, 
(ii) (B(u), y,,(t) - u) >_ ct, 
where T and e are positive numbers which may depend on u but not on the parameter t.
PROOF. For every pre-qualified u and every pair (v, w) such that v E N + ND(¢) and w E N~" f'l 
D(¢), we can define y, by the formula 
{A(.),v-.) Since {A(.),~-.} 
y. ( t )  = u + t(~ - u) - t (A(u),  L-_u) (w - u). 
(A (u) ,  w - u) 
is always negative, y,(t)  becomes a convex combination of u, v and w for 
{A(,,), , ,- , , I]- I  
sufficiently small t. In fact, for T - 1 -  {A(.),w-u)J and t E [0, T], it follows that yu(t) E 
D(¢). 
A simple calculation shows that 
(A(u), y,,(t) - u) = O. 
Now if u is not a solution of (P-l), the equivalence of (P-l) and (P-2) implies the existence of 
v E N + N D(¢) and w E N~" N D(¢) such that 
(B(u), v - u)  + ¢(u) - ¢(v) (B(u), w - u) + ¢(u) - ¢(w)  > 
(A(u), v - u) (A(u), w - u) 
Tiaen, 
(A(u), ,, - u) 
(B(u) ,  ~ - u) - ~ 7~ = ~) (B(u) ,  w - u) > Z(u, v, w). 
Now for each qualified u which is not a solution of (P-l), we define 
/~= sup { (B(u), v - u) - IA(u)' v -  u) } 
z(u,v,w)>.o (A(u), w-  -~) (B(u),  w - u)  - Z (u ,v ,  w) . 
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If fl is a finite number, we set a = i l l2, and if fl = +c~, we take a to be any positive number. 
Then, there exist v • N + N D(¢) and w • N~" N D(¢) such that 
(B(u) ,  v - u) - (A(u) ,  v - u) 
(A(u),  w- - -~)  (B(u) '  w-u)  > Z + a. (4) 
On the other hand, 
(B(u), y, ( t )  - u) = t [(B(u), v-  u) - (A(u),  v -  u) . u 
which together with (4) leads to the desired result with c = a. l 
The next lemma assures the existence of a qualified element in problems of practical interest. 
LEMMA 2. Let u • U be pre-qualified and consider the trajectory Yu defined in the proof of 
Theorem 1. I f  there exist v • g + N D(¢), w • Y~" n D(¢) and t • [0, T] such that 
¢(v . ( t ) )  - ¢(u)  > 0, (5) 
then u is qualified. 
PROOF. It follows from the convexity of ¢ that 
¢(y,(t)) _< ¢(u) + t Z(u,  v, w). 
Using (5), we clearly get 
Z(u, v, w) > O. | 
Our main result is the following. 
THEOREM 2. Let U be anormed linear space and let F : U ---* It and G : U ---* R be two 
b-~dchet differentiable functionals with G(O) = O. Let ¢ : U ---* R be proper and convex. Let 
us denote by A, B : U ---* U* the gradients of F and G, respectively. Consider also the set 
FR = {v • U : f (v )  < R, R>0}.  
I f  u • FR is a qualified solution of  the variational problem 
G(u)  = sup G(v) ,  (6) 
veFROO(¢) 
then there exists a ~ • It such that the pair [u, ~] • FR x It is a solution of  (1). Moreover, 
i f  G(u) > O, then u # O. 
PROOF. Suppose that u is not a solution of (1). Then, since it is qualified, Theorem 1 assures 
the existence of the trajectory Vu such that 
(i) (A(u),  y , ( t )  - u) = O, 
(ii) (B(u) ,  y~(t) - u) > ct. 
Now, for sufficiently small positive t, we define f :  (-½, ½) -* D(¢) by 
y(p) = v.(t)  +p(v  - u), 
where v E N + is the same element hat was used in the construction of yu. 
We then have f (p)  e D(¢) for ant  • [0, T'], with T' = -[-~ - {A(,),{A(u)''-=}~0-u}-]-I 
From (i), we get 
F( f (p ) )  = F (u)  + t(A(u), y,,(t) - u) + p(A(u),  v - u) + e( f (p)  - u), 
where e( f (p)  - u) is the error due to the Fr6chet expansion which satisfies e( f (p( t ) )  - u) = o(Itl). 
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We then can choose an appropriate p E ( -3 ,  3) such that 
p(A(u), v - u) + e(f(p) - u) = O. 
Thus, 
F(f (p))  = F(u) and f(p) E FR n D(¢). (7) 
On the other hand, with the above choice of p, we obtain the r.elation 
G(f(p))  = e(u)  + t(B(u),  yu(t) - u) + p(B(u), v - u) + h(f(p) - u), 
with p(B(u), v - u) + h(f(p) - u) = o(Itl). 
Using (ii), we then get 
G(S(p)) > G(u), 
which contradicts the variational statement. 
Therefore, u is the desired solution and, moreover, u ¢ 0 because G(u) > 0 and G(0) = 0. I 
REMARK. Although u ¢ 0, we do not know whether or not u E O(FR rl D(¢)).  However, under 
additional assumptions on F, G and ¢ the following results hold. 
THEOREM 3. Let U be a normed linear space and let F : U --* R and G : U --* R be two Fr~chet 
differentiable functionals with G(O) = O. Let ¢ : U --* R be proper and convex. Let us denote 
by A, B : U --* U* the gradients of F and G, respectively. 
Let OR be one of the following sets: 
(F+¢)R  = {v E U: (F+¢) (v )  < R}, 
OR = OFR M D(¢) = {v e V :  F(u) -- R} M D(¢), 
O(F+¢)R = {v • V: (V+¢) (v ) -  R}. 
I f  u • FR is a qualified solution of the variational problem 
a(u) = sup C(v), 
vEOn 
then there exists fl • R, such that the pair [u, fl] • FR x R is a solution of (1). Moreover, 
if  G(u) > O, then u ~ O. If, in addition, 
(i) G(tu) is strictly increasing with respect to t, 
(ii) F(tu) is a continuous function with respect to t and sup F(tu) > R, 
t>l  
then u • O(FR ffl D(¢)). If, in addition to the above conditions, 
(iii) ¢(tu) is continuous with respect to t, 
then u • OFR. 
PROOF. The existence of the pair [u,fl] • FR x R with u ~ 0 follows exactly as in Theorem 2, 
since equation (7) shows that F(f (p))  = F(u) and then f(p) • OR in all three cases. 
Now, notice that O(FR N D(¢)) = {v • FR fq D(¢) :  iv ~ FR N D(C)Vt > 1}. I fu ~ O(FR M 
D(¢)), condition (ii) assures the existence of a t > 1 such that tu • c9(FR M D(¢)). 
Observe that, under the additional condition (iii), if u ~ OFI~, then the above parameter t > 1 
is such that t u • O FR n D(¢). 
In both cases, condition (i) implies that G(tu) > G(u), which is impossible since u solves the 
variational problem. I 
Our next result gives sufficient conditions for the supremum of G to be achieved. 
THEOREM 4. Let U be a reflexive Banach space and let F, G : U --* R be two Frdchet differ- 
entiable functionals with F(O) = G(O) = O. Let us denote by A, B : U -* U* the gradients of 
F and G, respectively. Let K C U be a nonempty dosed and convex set and let the following 
conditions hold: 
(a) F is coercive, 
(b) A is a bounded, hemicontinuous, and pseudomonotone operator from U into U*, 
(c) G(t v) is strictly increasing with respect to t for all v such that G(v) > O, 
(d) B is completely continuous, 
(e) there exists v • O(FR n K) such that G(v) > O. 
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Then there exists [u,/~] E a(FR f3 K) x R, with u ~ 0 satisfying 
u) > 0, v ,eK .  (8) 
PROOF. Condition (b) implies that F is weakly lower semicontinuous ( ee [5]), and, therefore, 
FR is weakly closed. Notice also that F(0) = 0 and then, the hemicontinuity of A allows the 
representation F(u) = f l  o (A(s u), u) ds (see [6]), which implies the continuity of F(tv) with respect 
to t for all v E U. 
For any positive R, the coercivity of F implies that FR is bounded and that 
sup F(t v) > R for all v ~ O. 
t>l 
Since K is nonempty, closed and convex, it follows that FR f3 K is weakly compact. 
Since G(0) = 0, condition (d) assures that G is weakly continuous and thus, it achieves its 
supremum on FR N K: 
G(u)= sup G(v). 
vEKflFR 
Condition (e) implies that u ~ 0. 
Let ~b : U ~ R be the so-called indicator of the convex set K defined by: 
j" O, if v E K, ¢(v) 
+co, otherwise. 
It is clear that D(~b) = K. 
Finally, we use Theorem 3 with OR = c9(FRNK) and notice that equation (I) clearly implies (8) 
for our choice of ~b. | 
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