Abstract. Analyzing genetic data has been one of the effective ways in early diagnosis of cancer. However, the method of machine learning usually needs the support of large data. For the small sample and with high dimensional genetic data, the accuracy of classification is generally not ideal by means of machine learning directly. This paper deals with the modeling of classification for high dimensional genetic data with only 62 samples. By extracting the principal components, it shows that the cumulative contribution rate of the first nine principal components can reach 80.73%, but the classification effect based on the principal components is not desirable. For the sake of reduction of the dimensions, the test of maximum Likelihood Ratio is applied for the selection of variables in logistic stepwise regression, which ensures that only the variables with significant influence on classification can enter the model. With the procedure, the final model fits well and is of good predicting performance.
Introduction
Cancer has always been one of the most horrible disease intimidating human being's health. According to nowadays treatment, 80% of those patients who are still in phase I can be cured. However, those who are in phase III or IV can hardly be treated. Therefore, early diagnosis is essential to the treatment of cancer. Traditional diagnosis of cancer is based on morphology, which means through observing films to judge whether there are malignant tumor cells. Patients are rarely aware of the cancer when it's still in phase I. Once the symptom becomes obvious, the cancer is in phase III or IV. Due to the fact that cancer is related to gene mutations and gene expression data includes basic information of gene activities, analyzing genetic data plays an important role in cancer diagnosis and treatment. As the development of the large scale Gene Expression Profiles, various gene expression distribution graphs of different patients have their reference standard. Machine Learning is one of the common tools to analyze high dimensional large samples. Through training large amount of data and optimizing models, we can predict whether a person is sick. The widely used models for classification include Logistic Regression (LR), Supporting Vectors Machine (SVM), Random Forest (RF), Neural Networks (NN), etc. Among them, NN is the most widely used. For instance, there is a blood test called Cancer-SEEK [1] , which is based on training genetic alterations and protein bio-markers through various NN models to predict. The accuracy of predicting Ovary, Liver, Stomach and Pancreas Cancer is up to more than 70%. Besides, there are also applications of RF and SVM on high mutation frequency genetic data [2] to predict Liver Cancer. And their accuracy is both up to 77.42%.
Our research object is high dimensional small sample genetic data, which is consist of 2000 gene related characteristics and 62 patients. Through applying traditional machine learning models on this data, we've discovered that they have difficulties fitting well on this small sample data. Therefore, we eventually adopt the Forward Likelihood Ratio Stepwise Logistic Regression to fit this data and it performs well. The accuracy of the prediction is up to 99%. In this article, we are going to introduce the data in the first part, elaborate the principles of models in the second part and present the conclusion and discussion in the third part.
Data Information
The data to be analyzed comes from question A of 2010 National Post-Graduate Mathematical Contest in Modeling. The given data file contains the log2 intensity of the 2000 genes with highest minimal intensity (rows) of the 62 samples (columns), including 22 normal samples and 40 cancer samples. Based on the training data, the problem is to establish a classification model for the purpose of cancer prediction.
Fist, all the 2000 characteristics' value are normally distributed. Due to the small sample data, we take K-S test into account. As shown in Table 1 of the third characteristic data for example, the Sig. is 0.2, which means the normality of the 3rd variable under Significance level 0.05. For more intuitive, the Q-Q graph is given in figure 1 , where x-axis stands for the observed value and y-axis stands for the expected standard value. Although there are 2000 characteristics, there is a strong correlation between them. Taking the first 100 variables as an example, the range of correlation is from -0.223 to 0.994. Thereby, we can understand the data information by extracting the principal components. The extraction result shows that the cumulative contribution rate of the first 2 principal components is 55.9%, and the cumulative contribution of the first 9 principal components reaches 80.73%. We try to classify according to the 9 principal components, but the practice shows that accuracy of classification is not high by principal components.
The scatter diagram of 62 samples drawn from the first and second principal components is given in Figure 2 , where the symbol "o" indicates normal sample and the "x" indicates cancer sample. It is clear in the graph, that the samples of the two categories are staggered. For the contributing rate of the two principal components is only 55.9%, the distribution of 62 samples in hyperspace may be more complicated. 
Logistic Regression
In general, Logistic Regression [3, 4] is a method to solve binary problems. Through estimating parameters of the logistic model to fit the data, it can predict the binary results. Conditions can be divided into "Yes" or "not", they are often labeled as "1" or "0" as indicator variable. For instance, it can predict the probability of developing a certain disease (cancer), according to observed characteristics dependent on different people (various gene expression data). We suppose that x1, x2, ..., xn are n variables of different characteristics, y is the presence (y=1) or absence (y=0) of a certain result and the p indicates the probability of presence (y=1). where the coefficients βi are the parameters of the model associated with xi, including constant term β0.We hereby use the gene related characteristics to substitute xi. Note that p is interpreted as the probability of the dependent characteristics equaling the presence of the case rather than the absence. (e.g. if p=0.6, it tells that a patient have a 60% chance of having a malignant tumor ).
Generally, we consider that otherwise p y 0
which hereby means if p≥0.5 then the patient has cancer, otherwise the patient is healthy.
Estimation of Parameters
According to what has been supposed above, we suppose that l=β T x+β0, where β= (β1, β2,..., βn) T . Then from logistic function, we can get
Due to the fact that p indicates the probability of "1", we can obtain that 
Logarithm to the formula (4), we get: If we put a negative sign in front of it, we should strive for minimize this function, which means that it can be used as a cost function:
Now we use gradient descent to calculate the parameters: 
Therefore, the maximum likelihood estimation of the parameters is
Likelihood Ratio Test
Basic principles: we start from a simple regression formula with only a constant term, then pick some of the variables which contribute most to the regression into the regression formula to minimize residual sum of squares and at the same time to avoid multi-collinearity.
We suppose that (X1,X2,...,Xn) are samples obtained from population ζ, (x1,x2,...,xn) are observed value corresponding to the samples. The density function of population ζ is p(x,θ), θ∈Θ, Where Θ=Θ0∪Θ1 indicates the value space of θ, and Θ0∩Θ1= ∅ , the test of parameter θ: H0:θ∈Θ0, H1:θ∈Θ1, we take
as the statistic of the generalized likelihood ratio and call it likelihood ratio function [8] .
In the course of stepwise regression, we use the likelihood ratio function to decide whether we should pick the variable [9] :
In λ (12) which obey chi square distribution whose degree of freedom is 1 [10, 11] .
Analysis and Conclusion
We first use Z-score standardization to standardize all the characteristics by:
We calculate the maximum likelihood estimation before and after considering this variable in the function and then put them into (13). We set a threshold for it, if it's smaller than the threshold and if those variables pass the test with given confidence level, they can be taken into account. The analysis process is shown in Figure 3 as follows: rd M Figure 3 . Process of analysis.
According to the steps given above, we have considered all the variables and finally 5 variables that meet the requirement are taken into account. The result of classification is given in Table 3 , which shows that the final regression function (14) can correctly classify the 62 samples with only 5 characteristics and is of 100% prediction accuracy. Although the model has perfectly fitted the data, there are still problems with this seemingly wonderful result according to related reference [12] . One of the most probable problems is that it's over-fitting under some circumstances. Theoretically, further research for the method of forward stepwise likelihood ratio logistic regression is needed. 
