We derive the Kac-Paljutkin finite-dimensional Hopf algebras as finite fibrations of the quantum double torus and generalize the construction for quantum multiple tori.
Introduction
Hopf algebras have been intensely studied in the recent years both in the direction of Lie-type deformations as well as finite-dimensional objects. One of the ambitious tasks, comparable with the classification of finite groups might be the classification of finite-dimensional semisimple Hopf star algebras. Only partial results for low dimensions and special cases are known so far (see [1, 10] for a review). One of the best-known examples of semisimple finite Hopf algebras is the Kac-Paljutkin algebra, especially its lowest dimensional selfdual example A 8 [8] .
In this paper we shall demonstrate that they arise as a finite-dimensional fibration from the double noncommutative torus [7] at roots of unity. We generalize the construction and provide other examples. The paper is organized as follows: first, we present the Hopf algebras of multiple noncommutative tori and their duals, then we specialize to the example of the double torus and Kac-Paljutkin algebras. Finally we provide another simple example of a finite-dimensional semisimple Hopf algebra, which generalizes the described construction of Kac-Paljutkin algebras.
The multiple noncommutative tori
Let G be a finite group (of size |G|) realized as a subgroup of a permutation group S n , so that for h ∈ G and I ∈ Z n h(I) denotes the permutation of the multiindex I. Definition 2.1. Let T n be an infinite-dimensional vector space with basis U I g , I ∈ Z N and g ∈ G. We introduce an algebra structure on T n through relations:
where θ g is a group one-cocycle valued in the space B of real antisymmetric bilinear forms over Z N . Note that bilinearity of θ is necessary for associativity of T n .
Let us remind that if C k is the linear space of all maps from G k to B, with the right action of the group G on B denoted by φ · g:
(φ · g)(I, J) = φ (g(i), g(j)) , then δ defined as:
δφ(g 1 , . . . , g k+1 ) = φ(g 2 , . . . g k+1 )
(−1) i φ(g 1 , . . . , g i g i+1 , . . . , g k+1 )
is nilpotent (δ 2 ≡ 0) and defines a group cohomology with values in the group module B with the trivial left module multiplication and the right multiplication (action) defined by the action of the group G on the space of multiindices. In our case, θ g being a one-cocycle means that for all g, h ∈ G and I, J ∈ Z n we have: θ gh (I, J) = θ h (I, J) + θ g (h(I), h(J)).
Clearly, for the neutral element e ∈ G we have θ e ≡ 0.
Remark 2.2. The algebra T n is a * -algebra with the involution:
If v 1 , . . . , v n is the canonical basis of Z n (seen here as a Z-module), then the elements:
are unitary, and satisfy the relations:
where U 0 g are selfadjoint, mutually orthogonal projections, which decompose the unit of the algebra as g∈G U 0 g . Proof: The unitarity of U i follows directly from the definition of the involution (here one uses the reality of θ g ), whereas the relation (4) follows from the linearity and antisymmetry of θ g .
Consider now the two-sided ideals I g n ⊂ T n generated, respectively, by the projections U 0 g . Proposition 2.3. The ideal I g n is isomorphic to the algebra of polynomials of the n-dimensional noncommutative torus T n θg , generated by n unitaries V 1 , . . . , V n and relations:
Proof: Observe that the ideal I g n coincides with the vector subspace spanned by the elements U I g . We define a linear map φ :
It is easy to show that φ is an algebra homomorphism, clearly it is also a surjection. Next, using the natural Z n grading of both algebras we see that it is a morphism of Z n -graded algebras, however, it is obvious that for a fixed degree it is injective, hence it is an isomorphism. Taking it into account and the fact that for g = e we get the isomorphism with polynomials on the commutative torus, we have: Corollary 2.4. The algebra T n is a direct product of |G| − 1 algebras of polynomials on n-dimensional noncommutative tori and the algebra of polynomials on the n-dimensional commutative torus. Remark 2.5. The algebra T n is a Hopf-star algebra, with the following coproduct, antipode and counit:
We restrict ourselves to the algebraic case, however, one may analyze the C * completion of the algebra T n and demonstrate that it is a compact quantum group (see [7] ).
The Hopf algebra T n at roots of unity
Let us assume throughout this section that the matrices θ g are all in M n (Q) and L be a G-invariant subgroup in Z n , such that for every g ∈ G and every I ∈ L and arbitrary J ∈ Z n we have: θ g (I, J) ∈ Z.
Definition 3.1. Let J be the quotient group J = Z n /L. Let F n be an algebra defined on the finite dimensional complex vector space spanned by the basis w
g , g ∈ G and [I] ∈ J , through relations: The proof (verification of Hopf algebra axioms) is exactly the same as in the case of T n . Remark 3.3. Let L be a subgroup satisfying our assumptions such that Z n /L is finite. Then F n is a finite-dimensional Hopf algebra.
Note that such subgroup always exists. For instance, take N to be an integer such that N θ g (I, J) ∈ Z for all g ∈ G and all I, J ∈ Z n and consider subgroup of Z n generated by all N g(v i ), i = 1, . . . , n; g ∈ G.
From now on, we shall consider only such a (finite) case.
Remark 3.4. The algebra F n is a semisimple finite-dimensional complex algebra.
Proof: First of all, notice that w
g , g ∈ G are central projections, which add up to the unit of the algebra F n thus we might decompose F n as a direct product: F n = ⊕ g∈G F g n , where each component of the direct product contains all elements w
n is easily identified as a cocycle deformation of the group algebra CJ and therefore is semisimple. Before we study the algebra in the view of Hopf algebra extensions let us define the multiple commutative tori: Definition 3.5. We define the commutative multiple tori T c n as T n with θ g = 0 for all g ∈ G. The algebra T c n is isomorphic to the (algebra of) polynomials on a disjoint sum of n copies of a n-torus T n . Proposition 3.6. The subspace spanned by the elements U I g , I ∈ L ⊂ Z n , g ∈ G is isomorphic to the algebra T c n .
Proof: It is sufficient to observe that any subgroup L of Z n such that the quotient Z n /L is finite dimensional is, by the Dedekind's theorem, itself isomorphic to Z n . Clearly, T c n is a commutative Hopf subalgebra of T n , we shall denote by i the inclusion homomorphism.
Proposition 3.7. The quotient Hopf algebra T n /J n , where J n ⊂ T n is a Hopf ideal generated by the augmentation ideal of T c n :
is isomorphic to the group algebra of the abelian group Z n /L, and the following sequence of Hopf algebras:
is exact.
Proof: First, let us note that the ideal J n contains all elements U I g if g = e, this follows easily from the definition of J n and the multiplication rules for the algebra. Furthermore we see that U I e − U J e is in the ideal J n if and only if I − J ∈ L. We shall demonstrate that each element of J n could be presented as a sum of such elements. Take an element A ∈ U 0 e J n , it can clearly be written as
Fix some I ∈ Z n and consider the element a I , i.e. a partial sum of elements U J e , such that I − J ∈ L. This sum could be written as
is a sum of at least two elements. If the number of summands is k we could always present this sum as:
Therefore the map π:
is a well-defined homomorphism of Hopf algebras with the kernel J n . Although we have established the relation between multiple noncommutative tori at roots of unity with commutative multiple tori, we might still miss an important part of the information of its structure, in particular, the role of the finite Hopf algebra F n . To see it let us begin with the following:
Proposition 3.8. Let j be a linear map j : T n → F n defined (on the basis) as:
where [I] denotes the image of I in Z n /L. Then j is a homomorphism of Hopf algebras.
Proof: We verify:
Clearly, having the Hopf algebra morphism j we can construct the right coaction of F n on T n and look for the subalgebra of coinvariants.
Proposition 3.9. The algebra of coinvariants is spanned by elements:
Proof:
It is easy to verify that ∆ R (Z I g ) = Z I g ⊗ 1, we need to see that all coinvariants are of this form. Consider an arbitrary element of T n (with only finitely many coefficient α(g, I) different from zero) and the right coaction on it:
Now if this is to be a coinvariant, we immediately obtain:
This tells us that the sum over all I, which differ by some element of the subgroup L (but are not in L) must vanish:
where h is now fixed. Since U I g are the basis, this implies that α(g, I) = 0 for all (g, I) unless [I] = [0], or, equivalently, I ∈ L. Consider now such case, then we have:
which is true provided that:
This establishes that the basis of coinvariants must be of the form (10) . The algebra of coinvariants T co Fn n is a subalgebra of T c n .
Remark 3.10. T co Fn n is isomorphic to the algebra of polynomials on a n-torus T n .
Proof: Let us work out the algebra structure of T coFn n . First of all, note that
therefore it is sufficient to consider only Z I = Z I e . We have:
which just tells that T co Fn n is the group algebra of the subgroup L and since the latter is isomorphic to Z n we may identify it with polynomials on an n-torus.
Proposition 3.11. The algebra T n is a Hopf-Galois extension of the commutative torus T n with the fibre F n :
Proof: The statement follows from general theory of principal homogeneous extensions, (see [2] ). Using the inclusion map i 0 defined in Eq. (10) of the Proposition (3.9) we see the ideal generated by the kernel of counit on the subalgebra of coinvariants is spanned by elements U I g − U I+J g for any I ∈ Z n , J ∈ L and g ∈ G, this is exactly the kernel of the homomorphism j from the Proposition (3.8).
As an exercise we shall construct explicitly the inverse to the Hopf-Galois map:
γ : T n ⊗ T c n T n x ⊗ y → xy (0) ⊗ y (1) ∈ T n ⊗ F n , Since γ is a left module morphism with respect to the multiplication by elements from T n it is sufficient to construct the inverse for 1 ⊗ w
Let I be any element in Z n such that its class is [I]. We define:
and verify:
Further we check:
where I denotes an element from Z n such that I −I ∈ L and we denoted the tensor product over the algebra of coinvariants by ⊗ c . The last line of our calculation requires a justification: since the tensor product is over T co Fn n , we have:
Finally we have:
Proof: We shall show that it has the normal basis property, then since it is Hopf-Galois, from the known theorem of Doi-Takeuchi we conclude that it is cleft. Let us remind that to show the normal basis property we need to show that T n is isomorphic to T n ⊗ F n as a left T n module and right F n comodule. Define the following map:
where β is an injection Z n /L → Z n such that:
The map ξ is well-defined since any element I ∈ Z n can be in an unique way presented as β([I]) + J, J ∈ L -thus we can easily construct the inverse. In a straightforward way ξ is a right comodule map provided that β is Gequivariant (again, this is easy to assure since the space Z n /L is finite):
and we check explicitly that it is left T n module morphism:
Note that the inclusion i : T n → T n is not a Hopf algebra map. Before we proceed with the dual Hopf algebra, observe the following fact, which tells us the place of F n : Remark 3.13. The following diagram of Hopf algebra morphisms is commutative:
where π and π 0 are projections maps induced by the projection on the neutral element of G:
and ρ is the canonical projection on the quotient subgroup.
The dual Hopf algebra
To describe properly the dual Hopf algebra of the multiple noncommutative torus we have to change the category to multiplier Hopf algebras (see [5] ). We keep the same notation as in the section 2.
Definition 4.1. Let C n be the infinite-dimensional vector space with the basis C I g , I ∈ Z n , g ∈ G, we introduce on it the composition through:
Remark 4.2. C n is an involutive algebra with the involution defined through:
Now, we can introduce a nontrivial coproduct structure on the algebra valued in the multiplier algebra:
Definition 4.3 (see [5]).
A comultiplication in a multiplier Hopf algebra is a * -
Proposition 4.4. With the coproduct:
the counit:
and the antipode:
C n is a multiplier Hopf-star algebra.
Proof: The proof is straightforward. To briefly illustrate the principle, let us verify the coassociativity (for multiplier Hopf algebras). Choosing a, b, c from definition (4.3) respectively as C Ia ga , C I b g b , C Ic gc , we have:
On the other hand we have:
. and we see that both expressions agree. The algebra C n is in fact an example of a discrete quantum group [6] .
Remark 4.5. The algebra C n is a cross-product of the group algebra of Z n by group G. Proposition 4.6. If θ is a trivial cocycle, that is θ = δφ, then there exists an invertible element Ψ in the multiplier M (C n ⊗ C n ) (and invertibility is also in the multiplier sense) such that the coproduct in C n is:
where ∆ 0 is the canonical coproduct on the crossed product of Z n by the group G Proof: We define:
Then we verify:
We have shown that for a trivial cocycle θ the Hopf algebra C n is a twisting of a cocommutative Hopf algebra [11] .
5 The algebra C n at roots of unity
Our notation and assumptions are like in the section 3. We begin with a definition:
Definition 5.1. Let F * n be the with the basis c
[I] g , [I] ∈ Z n /L, g ∈ G and the composition rules:
Then, F * n is a finite-dimensional Hopf algebra with the coproduct:
It is clear that the definition is well posed, in particular, the cocycle θ is well-defined on the elements of the quotient group Z n /L. Immediately we have a corollary (which follows directly from Proposition (4.6)):
is well defined) then the Hopf algebra F * n is a twist of the (group algebra) of the crossed product Z n /L by G.
Next, we shall analyze the relations between F * n and C n .
Proposition 5.3. F * n is a subalgebra of the multiplier algebra M (C n ).
Proof: Let us construct the morphism κ : F * n → M (C n ):
Clearly it is well defined and is an algebra homomorphism, it is also obvious that κ is injective. To verify that κ is a Hopf algebra morphism, since we are dealing with multiplier algebras we need to check for all a ∈ C n : a) , I ∈ Z n , g ∈ G. This is, however, a technical exercise and we skip it. Note that κ is not a normal map and F * n is not a normal subHopfalgebra. Our final point is to construct a dual version of the Hopf-Galois extension from the Proposition (3.11) . Let δ I , I ∈ L, denote the basis of the Hopf algebra C(L) of functions with compact support on the subgroup L. We have:
Proposition 5.4. The map κ defines the coalgebra-Galois extension, C n (F * n ) C(L) . Proof: Let us briefly remind the notion of the coalgebra-Galois extension [3] and verify them in our case. First, we have the right coaction of C(L) on C n , given by:
Consider the space of all elements x ∈ C n such that for every y ∈ C n :
Every such element is a sum x = I∈Z n ,g∈G
x I,g C I g .
We calculate, with y = C K h :
and x∆ R (y) = I∈Z n ,g∈G
As a conclusion, we see that for every J ∈ L we must have X K,g = X K+J,g . This is not possible with C n but only when one takes the multiplier M (C n ), then using the Proposition (5.3) we can easily identify all such elements with the image κ(F * n ). It remains to verify that the canonical left C n -module and right C(L)-comodule map β:
, is bijective. Let us check for x, y form the basis of C n :
It is easy to see that β is surjective, so let us investigate its kernel, which is spanned by elements of the type
Observe the following identity (within the multiplier algebra):
On the other hand:
. Therefore the kernel of β is 0 and the map is bijective.
The duality relations
Finally let us explicitly show that F n and F * n are Hopf algebras dual to each other and T n and C n are dual to each other in the category of multiplier Hopf algebras.
Proposition 5.5. The pairing:
is non degenerate duality pairing between F * n and F n .
Proof:
The non-degeneracy is obvious, so let us concentrate on the properties of the pairing with respect to coproducts and products. We calculate first using the product in F n :
On the other hand, using the coproduct on F * n :
Similarly, we verify that:
and
We skip the technical verification of the duality relations between the antipodes on both Hopf algebras. In fact, using the existence of integrals in T n (it is obvious that φ(U I g ) = δ I,0 is both left and right integral), one might easily show that C n is Hopf dual to it in the sense of multiplier Hopf algebras (we refer for details to [5] ) .
The double noncommutative torus
The double noncommutative torus, is an example of a compact quantum group being the symmetry of the noncommutative torus. The detailed construction is based on the cocycle deformation of the tensor product of C(Z 2 )⊗ C(T 2 ) [7] . Here, we shall use the description introduced in the section 2. Definition 6.1. Let DT λ be the algebra T 2 with G = Z 2 where the action of Z 2 on Z 2 is given by the flip. We shall call this algebra the double noncommutative torus.
The cocycle θ is determined by one real parameter, if we introduce λ = e 2πiθ(e 1 ,e 2 ) , where e 1 , e 2 is the canonical basis of Z 2 then, using the Proposition 2.3 we have: Corollary 6.2. DT λ is a direct product of polynomials on a commutative torus, generated by u + , v + , and on a noncommutative torus, the latter generated by
As observed first by [7] DT λ is a compact matrix quantum group, with the coproduct:
The above formulae follow directly from the general case studied in section 2, equivalently one may use [7] and the identification of the elements u ± , v ± with the generators of the tensor algebra T ⊗ C(Z 2 ).
The quantum double torus at roots of unity
Here, we shall study the finite Hopf algebra arising from the DT λ when λ is a root of unity, such that λ 2N = 1. We shall describe now the finite Hopf algebra F 2 . Proposition 6.3. The finite Hopf algebra F 2 is isomorphic to the matrix algebra
Proof: First, we identify the subgroup L to be spanned by N e 1 and N e 2 . Then Z 2 /L is (Z N ) 2 and the basis of F 2 are elements w − , we easily see that the algebra is generated by w [e i ] − , where [e i ], i = 1, 2 are two generators of (Z N ) 2 . Taking into account the commutation rule:
we notice that these are generators of the simple complex matrix algebra M N (C). Furthermore, we have: Proposition 6.4. The algebra F 2 for the N -th root of unity λ 2N = 1 is isomorphic to the Kac-Paljutkin finite Hopf algebra of rank 2N 2 .
Proof: Directly by comparing the coproduct on the basis (see [12] , [13] for details on Kac-Paljutkin algebras). Using the above proposition and the fact that for Z 2 every cocycle θ is trivial, we immediately recover: Corollary 6.5. The Kac-Paljutkin finite-dimensional Hopf algebras are twisted group algebras of the crossed product Z 2 × Z N 2 .
The dual Hopf algebra
In this section we study the dual version of the fibration originating from the quantum double torus, that is we consider Z 2 , the Z 2 action on it by a flip and θ as in the last subsection. Proposition 6.6. The algebra F * 2 in such situation is isomorphic to We have the basis of F * 2 (as a vector space) given by c ± generates a commutative subalgebra, with the following representation:
The proof is straightforward and therefore we skip it. Corollary 6.9. The finite-dimensional Hopf algebra F * 2 is the dual to the Kac-Paljutkin algebra.
Compare again with [12, 13] .
7 Further examples Remark 7.1. For Z N the structure of the coproduct is set by a single bilinear antisymmetric form (matrix) Θ = θ 1 . Its matrix elements have to satisfy (addition is mod N ):
for every 0 ≤ i, j < N . This follows directly from (3).
Example 7.2. For the group Z 2 the relations for the matrix Θ = θ 1 are:
and they are automatically satisfied for any antisymmetric matrix:
The solution (28) is a trivial cocycle, it is easy to see that it is δ of a constant bilinear form and the algebra is the dual of the double torus.
Example 7.3. Let us consider the simplest nontrivial example -apart from the known Z 2 case -for the group Z 3 . As we have observed in (7.1) we are left with the following restriction for the matrix elements of Θ (we have already used its antisymmetry):
and the solution is given by:
We shall present here the application of the results obtained earlier for the case of the group G = Z 3 acting by cyclic permutation. As we have already demonstrated in (7.3) the structure of the Hopf algebra is set by an antisymmetric matrix with two arbitrary parameters θ and ρ.
We shall assume now that both N θ and N ρ are integer for some N ∈ Z (we take, of course the smallest possible N ). Define the subgroup L as N Z 3 , i.e., all integer multiindices, such that every component is divisible by N . Let us denote the generators of our finite Hopf-algebra by U v 0 , U v 1 and U v 2 , the indices corresponding to the elements of the group Z 3 and v taking values in the three standard basis vectors of Z 3 , for simplicity we shall abbreviate the notation and denote U e k i as U k i . We shall also use the projectors on each of the component denoted respectively P i . Clearly, according to (6) U v j U w k = 0 if j = k, so we shall have a direct product of three subalgebras, The commutation relations within each of them are as follows:
The first component of the algebra is commutative and is simply isomorphic to C (N 3 ) . As for the second and the third let us notice that the relations strongly depend on N as well as a and b.
To provide an explicit simplest but new example, which extends the results of the double torus and the Kac-Paljutkin algebras, we shall focus our attention on the cases N = 2 and N = 3.
N = 2 case
In this case q = −1 and a, b are either 0 or 1. Note that the second and the third component of the algebra (g = 2) are noncommutative (apart from the a = b = 0 trivial case) and, for each of the possible situations (a = 1, b = 0; a = 0, b = 1; a = b = 1) we obtain the algebra M 2 (C) for. Therefore the algebraic structure of the full algebra is M 2 (C) 4 ⊕ C 8 .
N = 3 case
In this situation, q 3 = 1 and we have, in principle, 9 possibilities for the g = 1 (as well as g = 2) components of the algebra. Let us analyze the center of the subalgebra in question. Taking a monomial (U 1 1 ) α (U 2 1 ) β (U 3 1 ) γ , we verify that it is in the center if:
βa + γb = 0 (mod 3), (31) −αa + γ(b − a) = 0 (mod 3), (32) −αb − β(b − a) = 0 (mod 3).
(33) Out of this system of linear equations we immediately get that either a = b = 0 or α + β + γ must be 0 modulo 3. Since we are interested only in the nontrivial case we assume the latter identity. In addition, we have to take one of the equations, for instance aβ + bγ = 0mod 3. It appears that independently of the values of a and b (apart from the a = b = 0 trivial case) the center of the subalgebra is isomorphic to C 3 and, furthermore, the structure of the algebra is M 3 (C) ⊕ M 3 (C) ⊕ M 3 (C). Since for the third component g = 2 we have almost the same system of equations, with the only exception that a, b are replaced by b, b − a (modulo 3). Therefore the same result applies in this case and finally we could summarize that for the N = 3 finite fibration of the "triple tori" we obtain a Hopf algebra structure for the algebra C 27 ⊕ M 3 (C) 6 .
