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ABSTRACT 
It is shown that for each dimension n > 2, there is a real number t, such that for 
all t E ( - 2, t,], the unique n X n solution X of the matrix equation A’X + XA’ + 
tAXA = B must be positive semidefinite, for any positive definite A and positive 
semidefinite B. This generalizes the classical Lyapunov result. It is established that 
t, = co, 8,4 for n = 2,3,4 respectively and that t, > 2 for all n. Upper hounds are 
given for n up to 6. Related equations are also discussed. 
1. INTRODUCTION 
We employ the following notation: 
C” = the space of complex ncohmm vectors with the usual inner product 
(-, -). 
H = the set of all n X n Hermitian matrices with possibly complex entries. 
H, =the set of all positive definite Hermitian matrices, 
{AEH:(Au,u)>OforalluEC”, u#O}. 
H, = the set of all nonnegative semidefinite Hermitian matrices, 
{AEH:(Au,u)>Oforall ~EC”}. 
H,, =the set of all singular nonnegative semidefinite Hermitian matrices, 
H, - H,. 
P = the set of all n X n positively stable matrices, i.e. those with the 
property that each of their eigenvalues has a positive real part. 
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I = the set of all n x n matrices with the property that each of their 
eigenvalues has absolute value less than one. 
It is a well-known result [6] that if A E I’, B E H, then the Lyapunov 
equation 
A*X+XA=B 0.1) 
has a unique solution X which must be Hermitian. Here A* denotes the 
adjoint of A. 
If in addition, B E H,, then X E H,. Under this additional condition, a 
necessary and sufficient condition for X E H, is: 
no vector in the null space of B is at the same time an eigenvector of A. 
(1.2) 
Hence the solution X may sometimes be positive definite even though B is 
only assumed to be semidefinite. 
In its simplest form the result was established by Lyapunov in connection 
with his study of the stability of differential equations. It has been gener- 
alized to the well-known inertia theorem by Ostrowski and Schneider [7]. The 
condition (1.2) is equivalent to the controllability of the pair (A, B), a 
concept which goes back to Hautus [4]; see also [8]. 
Another related result is due to Stein [9]. Suppose C E I and B E H,; 
then the solution X of the following equation must belong to H,: 
X-CXC*=B. 0.3) 
From the classical Lyapunov theorem the following is easily established. 
LEMMA 1. Suppose A E P and B E H,. Then the unique solution of the 
matrix equution 
A*‘X + XA2 + 2A*XA = B (1.4 
is in H,. The necessary and sufficient condition fm X E H, is (1.2). 
Proof. Let 
A*X+XA=C. 0.5) 
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Then, by (1.4) 
A*C+CA=B. (1.6) 
In other words, the solution X to (1.4) can be obtained by solving two 
Lyapunov equations, namely (1.6) and then (1.5). Applying the classical 
result to (1.6), we see that C E H,. Applying the result again to (1.5), we 
have XEH,. 
Suppose (1.2) holds; then C E H,. Now (1.2) holds trivially for the pair 
A,C, so that the solution X of (1.5) is in H,. Conversely suppose (1.2) does 
not hold. Then there exists a u E C”, u # 0, such that Bu = 0 and Au = Xu, 
with Re h > 0. Taking inner products and using (1.4) we have 
0 = (Bu, u) 
= (A + X)“(Xu, u). 
Since (h + %)2 > 0, we have (Xu, u) = 0. This implies that X G Hp. n 
It is interesting to ask if a similar kind of result holds for more general 
equations. 
Very general equations of the form 
Cg,jATXAi = B 0.7) 
have been studied in [2], [3], and [5], in which the results of Lyapunov and 
Stein have been duly extended. The generality of the form of the equation 
and the method employed necessitate rather stringent conditions on the 
coefficients gij and the matrices Ai. Even Lemma 1 is not covered by the 
results in these papers. 
In this paper we restrict ourselves to the particular case 
A*2X + XA2 + tA*XA = B, (1.8) 
where t is some real constant and A E P, and ask whether the solution X is 
definite under the hypothesis B E H,. Equation (1.8) reduces to Lyapunov’s 
equation when t = 0. 
It is obvious that even in the one-dimensional case we have to require 
t > - ( A*2 + A2)]A]-‘, and then the result holds. This reduces to t > - 2 
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when A is real and positive. It turns out that the same is true for the 
two-dimensional case when A E H,. What is surprising is that we need a 
further restriction on t for higher dimensions. This gives an example of a 
simple property satisfied by all 2 x 2 Hermitian matrices but not by all n x n 
Hermitian matrices for n > 2. 
In Section 2 we establish our results in dimensions 2 and 3, for which a 
direct approach is possible. Extension of the results to dimensions 4, 5 and 6 
are mentioned with only an outline of the proofs, which are obtained with the 
aid of the computer. 
The method used to prove the definiteness of X in higher dimensions, for 
t in the range ( - 2,2], is topological in nature and is given in Section 3. The 
topological trick can easily be extended to give a general theorem, which we 
use to give another proof of Stein’s result and to study some of its generaliza- 
tions in Section 4. 
2. EXTENSION OF LYAF’UNOV’S THEOREM, LOWER DIMENSIONS 
For the sake of simplicity we first study the case when A E H,,. There is 
no need to write A* in this case. We first establish the existence of solution to 
the matrix equation under consideration. 
LEMMA 2. Let A E H,, and B be an n X n matrix. Then the matrix 
equation 
A’X + XA2 + tAXA = B (2.1) 
bus a unique solution for all t > - 2. The solution X belongs to H if B does. 
Furthermore there exists some B E H, for which the corresponding X is also 
in Hp. 
Proof, In case A is diagonal, the uniqueness and Hermitian property of 
X can be verified easily by direct computation. If A is not diagonal, let U be 
a unitary matrix that diagonalizes A, i.e., A = U*AU is diagonal. Then 
Y = U*XU satisfies 
A2Y + YA2 + tAYA = U*BU. 
By our earlier observation, the solution Y is unique, so is X. If B is 
Hermitian, then U*BU is Hermitian and so are Y and X. The third conclu- 
sion holds because with B = I, the identity matrix, the solution of (2.1) is 
[(t +2)A2]-’ E Hp. n 
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For a fixed A E H,, and any t E ( - 2, co), the left-hand side of (2.1) 
defines a linear mapping taking X to B: 
T,: H-, H, (2.2) 
T,(X) = A2X + XA2 + tAXA = B. 
By Lemma 2, T, is invertible and so 
X = T;‘(B). (2.3) 
THEOREM 1. For 2~2matrices, ifAEH,,, BEH,, undtE(-2,oo), 
then the solution X of (2.1) is in H,. A necessaq and sufficient condition for 
X E H, is (1.2). 
Proof. As seen in the proof of Lemma 2, we may assume without loss of 
generality that A is diagonal and has the form 
a,b>O. 
Let 
with cwJ3,Cq?-~y~2>0. 
Direct computation gives 
/ 
x= 
(2+$ 
Y \ 
a2+b2+tab 
v P * 
a2+b2+tub (t +2)b2 
The diagonal elements are nonnegative. It remains to show that the determi- 
nant of X is nonnegative in order to conclude that X E H,. This fact follows 
easily from a/3 > lyj2 and a2 + b2 >, 2ab. 
Suppose (1.2) holds. Then B z 0. Without loss of genera&y we may again 
let A be diagonal. There are two cases, either B E H,, or B has exactly one 
zero eigenvalue. In the former case (Y, p, CX/~ - jy12 > 0 and direct computa- 
tion gives det X > 0, so that X E Hp. In the latter case, (1.2) and the 
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singularity of B yields a # b, a # 0, j3 # 0, y + 0, but a/3 = 1~1”. Direct 
computation also shows that det X > 0, so that again X E H,. The necessity 
of (1.2) for X E H, can be proved in the same way as in the proof of Lemma 
lforthecaset=2. a 
The corresponding result for dimension 3 follows from an inequality 
satisfied by some determinants. 
LEMMA 3. Let a, b, c be positive constants and t E ( - 2,8]. Then the 
following determinants are nonnegative: 
I 1 
A1= 
a2(t +2) 
1 
I a2+b2+tab 
1 
ayt +2) 
1 
A,= 
a2 + b2 + tab 
1 
a2 + c2 + tuc 
1 
a2 + b2 + tab 
1 
>, 0, 
b2(t +2) 
1 1 
a2 + b2 + tub a2+c2+tac 
1 1 
b2(t +2) b2 + c2 + tbc 
1 1 
b2+c2+tbc cyt +2) 
(2.4) 
> 0. 
If furthernwre the numbers a, b, c are 
(2.4) are positive. On the other hund, 
that the determinant A2 is negative. 
all distinct, then the determinants in 
if t > 8, there exist a, b, and c such 
Proof. The case for A, is simple and straightforward. 
Direct computation gives 
A 
2 
= (a-b)2(a-c)2(b-c)2 
d 
x{[a2+b2+2(t+l)ab][a2+c2+2(t+l)ac] 
x[b2+c2+2(t+l)bc] -t(t+2)3a2b2c2}, (2.5) 
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where 
d = (t + 2)‘a2b2c2( a2 + b2 + k~b)~( a2 + c2 + tc~c)~( b2 + c2 + &c)~. 
The identity (2.5) was confirmed by the algebraic s,ymbolic manipulation 
program REDUCE. Using the inequalities a2 + b2 + 2(t + 1)ab > 2(t + 2)ub, 
a2 + c2 +2(t + 1)ac > 2(t +2)ac, and b2 + c2 +2(t + 1)bc > 2(t +2)bc, we 
see that the expression inside the curly braces is not less than 
(8 - t)(t +2)3u2b2c2. 
Consequently, if t < 8 then A, > 0. If a, b,c are all distinct, the above 
inequalities are all strict and consequently A, > 0. 
Now suppose t > 8. Let f(u, b, c) denote the expression inside the curly 
braces of (2.5). By choosing a = b = 1, we find that f&l, 1) = (2t + 4)3 - 
t( t + 2)3 = (8 - t)( t + 2)3 < 0. Since f is continuous in its arguments, we see 
that for .s > 0 small enough 
j&1+&,1+2&) co. 
Thuswiththechoiceu=l, b=l+.s,c=l+2eweget A,<O. 
The analog of Theorem 1 in dimension 3 is 
n 
THEOREM 2. For 3X3 matrices, if A E H,, B E H,, and t E ( - 2,8], 
then the solution X of (2.1) is in H,. A necessuy and sujjkient condition for 
X E H, is that (1.2) holds. The upper bound 8 for t is best possible in the 
sense that for any t > 8, there exists some A E H,, B E H, such that the 
solution X of (2.1) is not in H,. 
Proof. As in the proof of Lemma 2, we can consider without loss of 
generality that A is diagonal and suppose that it has the form 
where a, b, c are all distinct. 
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Let us look at the special case 
first. Direct computation shows that the elements of the solution x of (2.1) 
are precisely those of the determinant AZ in (2.4). The (strict) inequalities in 
(2.4) are then the classical Sylvester criteria for the positive definiteness of x. 
By a continuity argument, we can conclude that x is still in H, even though 
a, b, c are not all distinct. 
For general I?, let us observe that 
where 0 
matrices. 
Hadamard product of B and X: 
denotes the Hadamard product (termwise product) of Hermitian 
Direct computation shows then that the solution X of (2.1) is the - 
From what we have proved above, we have x E H,, and by assumption 
B E H,. By a well-known result, the Hadamard product X of two positive 
semidefinite matrices must be positive semidefinite. This proves the first 
assertion of the theorem. 
That (1.2) is necessary for X E H, is obvious. To establish the sufficiency 
we need to consider several cases. First suppose that the null space of B is 
trivial, namely B is nonsingular. Then (1.2) is satisfied trivially. Let A be the 
smallest eigenvalue of B; then 
B=XZ+B, 
with B, E H,. The solution X of (2.1) is then 
x= &A-” + Xl, 
where X, = T;‘( B,) is the solution of (2.1) with B replaced by B,. Since 
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X, E H, and [x/(t +2)]Ae2 is positive definite, their sum is positive defi- 
nite. 
Next consider the other extreme case when the null space of B is 
two-dimensional. Again we assume that A is diagonal with diagonal elements 
a, b, c. If (1.2)_is satisfied, then all eigenvalues of A must be distinct. Indeed, 
suppose two of the eigenvalues of A coincide. Then the eigenspace corre- 
sponding to this eigenvalue is at least of dimension 2. Since the sum of this 
eigenspace and the null space of B is larger than the dimension of the 
underlying vector space, namely 3, the intersection of these two subspaces 
must be nontrivial, contradicting (1.2). Let 
be the eigenvector that corresponds to the nonzero eigenvalue of B. The 
condition (1.2) implies that CY # 0, p f 0, and y # 0. It is easy to see that 
B= 
Direct computation gives 
x= 
so 
az d 6 
as@ +2) a2+ b2+tab a2 + c2 + tat 
i$ PS P7 
a2+b2+tab b2(t +2) b2+c2+tbc 
cuu pi YV 
a2+c2+tac b2+c2+ tbc cyt +2) 
det X = lopyj AZ, 
where As is given in (2.4). By Lemma 3, since a, b, c are distinct, A2 > 0. So 
det X > 0, and X cannot be singular. 
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Finally suppose the null space of B is one-dimensional and let the nonzero 
eigenvalues be X r < X,, with corresponding eigenvectors ui, us. The spectral 
theorem gives B the representation 
B = A,u,u: + h,u,u,* 
Then the solution X of (2.1) is given by 
= B, + B2. (2.6) 
We consider two subcases. First suppose the eigenvalues of A are distinct. If 
either ur or us has three nonzero components, then as in the previous case 
we see that either X, or X, is positive definite and so is X. So suppose that 
both ur and us have a zem component. Without loss of generality let 
0 
ul= p . 0 Y 
The first component of us cannot be zero, as this will contradict (1.2). So 
suppose 
6 
uz= 0 7 
ii 
6#0. 
& 
Since ur and u2 are perpendicular to each other, their inner product yE = 0. 
Thus either y = 0 or E = 0. In either case B is a diagonally partitioned matrix 
with a 2x2 block and a 1 X 1 block in the diagonal. This reduces to the 
two-dimensional case, and Theorem 1 can be invoked to conclude that X is 
positive definite, 
The last case is where A has two identical eigenvalues, say b = c; the case 
that all three eigenvalues of A are the same is incompatible with (1.2). 
Rewrite (2.6) as 
= B3+ B4. 
DEFINITENESS OF SOLUTIONS OF MATRIX EQUATIONS 187 
Both Bs and B4 are semidefinite. Now 
x=x,+x,=y’(B,)+I;-‘(B,). 
Thus if we can show that X, is positive definite, so is X. Observe that the 
pair A, B, satisfies (1.2) if the original pair A, B does. 
The eigenspace of Bs corresponding to X, is two-dimensional, and the 
eigenspace of A corresponding to b is two-dimensional. So their intersection 
is at least one-dimensional. This means that A and B have a common 
eigenvector. Decomposing the underlying C3 into the direct sum of the 
one-dimensional space spanned by this common eigenvector and its orthogo- 
nal complement, we see that the situation has been reduced to a two-dimen- 
sional problem and Theorem 1 can be invoked to conclude that X3 is positive 
definite. This completes the discussion of the criterion for X E H,. 
The last assertion of Theorem 2 follows from the last assertion of Lemma 
3, since with the choice 
a = 1, b=l+&, c=1+2&, 
we have det X = As < 0, so that X cannot be nonnegative semidefinite. w 
With the help of the symbolic manipulation program REDUCE we are able 
to push the direct approach a little further. Since details of the computer 
output are not of much interest to most people, we leave them for a future 
technical report. We simply state the following result with a brief indication 
of the proof. 
THEOREM 2. For4~4 matrices, ifAEH,,, BEH,, and tE(-2,4], 
then the solution X of (2.1) is in H,. The upper bound 4 for t is best possible 
in the sense that fm any t > 4, there exists some A E H,, B E H, such that 
the solution X of (2.1) is not in H,. 
For 5 x 5 and 6 ~6 matrices, upper bounds of the best t for which the 
corresponding result holds are given respectively by the smallest positive 
solutions (approximutely 3.020485 and 2.641203) of the equations 
t3 - 18t2+ 130t - 256 = 0, 
te - 30t5 +395t4 - 2762t3 + 10594t2 - 20864t + 16384 = 0. 
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Outline of Proof. Lemma 3 has an analog in higher dimensions. See 
Theorem 4 in the next section, Thus it suffices to establish the positivity of 
higher-dimensional analogs of determinants of the form (2.4). 
Inspired by the last part of the proof of Theorem 2, we can, in the case 
n = 4, consider the particular choices [using the notation of (3.7)] ai = 1, 
(~a = 1 + E, as = 1 + 2s, and aq = 1 + 3~ for the ai’s, in order to get an upper 
bound on the best value of t. The symbolic algebraic manipulation program 
REDUCE was used to show that the determinant is a fraction with a positive 
denominator (the product of all denominators, a; + a; + tapi, of the 16 
elements), and a numerator of degree 24 in E. The lowestdegree term in E in 
the numerator has the form 
28qt +2)“(t - 4)(t - 8)&T 
Thus if 4 -C t < 8, then for E srnti enough, this dominating term in the 
numerator is negative, so that the determinant in question is negative. Thus 4 
is an upper bound of the best possible value of t. 
The upper bounds for the cases n = 5 and 6 are obtained in a similar way. 
To complete the proof in the case of n = 4, we must show that for t 6 4, 
the determinant in question is positive, for all choices of distinct ai, as, as, 
and aq. As our method in the next section indicates, it suffices to verify this 
fortheextremecase t=4. Wechoose ai=l, as=l+t, cu,=l=s+as,and 
aq = 1 + a& + be, with a, b, E > 0. The entire numerator of the determinant is 
examined as a polynomial in powers of E. The coefficients are polynomial in a 
and b with positive coefficients. Thus the entire numerator is positive for all 
choices of the variables. The technical difficulty involved is that &is entire 
numerator is too long even for the computer to handle. When we first asked 
it to compute the numerator directly, it worked hard for an hour and then 
hung. Our first step in overcoming the difficulty is to rationalize the elements 
of the determinant. The polynomial needed is still too large. We had to 
deduce it by interpolation and then everything turned out fine. A detailed 
description of the proof is available in an Argonne National Laboratory 
Report (ANL-8731). n 
3. EXTENSION OF LYAPUNOV’S THEOREM, HIGHER DIMENSION 
For higher dimensions, a direct approach is not feasible, as the various 
computations involved become too complicated. We can however prove a 
partial result using a topological method. Our result states that Theorem 2 
and 2’ have a extension to n > 4, at least for t E ( - 2,2]. The determination 
of the best possible value of t for each n is still an open problem. 
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We have defined in (2.2) the invertible linear map T, : H + H. 
The question of whether the solution X of (2.1) is semidefinite whenever 
B is can be more concisely stated as whether 
T,-‘(K) = H,, (3.1) 
or equivalently, since T, is invertible, whether 
The question of characterizing all those B so that X is positive definite is 
to characterize T,(H,)fl H,. 
We know that H, is a convex set with interior HP and boundary H,,. The 
third conclusion of Lemma 2 can be written as 
H,nTT,(H,)#O. (3.3) 
LEMMA 4. Assume t > - 2. The assertion (3.2) is equivalent to the 
assertion that 
Wo) 4 H, for all X, E HO. (3.4) 
Proof. Suppose that (3.2) is true. Since X, E HO is a boundary point of 
H,, and Tt is an isomorphism, T,(X,) is a boundary point of T,( H,). Since HP 
is the interior of H, c T,( H,), no boundary point of T,( H,) can belong to H,, 
proving (3.4). 
Conversely suppose (3.4) holds and we want to show that (3.2) holds. It 
suffices to show that H, c T,(H,), which yields (3.2) upon taking closure, 
since H, is the closure of H, and T,(H,) is closed. Suppose there is a matrix 
Y E H, but Y e T,( H,). By (3.3) there is Z E H, n T,( HP). By convexity the 
straight line segment joining Y and Z is contained in H,. Since T,( H,) is also 
convex, the intersection of T,(H,) and the above line segment is a strict 
subsegment [since Y is not in T,( H,)] with Z at one endpoint. The other 
endpoint, say W, is thus a boundary point of T,(H,). Since Tt is an 
isomorphism, a boundary point of T,( H,) has a preimage which is a boundary 
point of H,. Hence W = T&X,) for some X, E HO. This contradicts (3.4) n 
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We are now ready to utilize this equivalence to prove our main result. 
THEOREM 3. For n x n matrices (n > 4), if A E HP, B E H,, and t E 
( - 2,2], then the solutiun X of (2.1) is in H,. 
Proof. By Lemma 1, the first two conclusions of Theorem 2 hold for 
t = 2, so it follows from Lemma 4 that Ts(X,) 4 HP for all X, E Ha. 
Now 
T,(X,)+(2_t)AX,A=T,(X,), t E ( - 2,2). (3.5) 
For X, E HO we have AX,A E Ha, so that (2 - t)AX,A E H,. Since H, is 
closed under addition, if T,(X,) were in H,, then (3.5) would have implied 
that Ts(X,) E H,, which, as noted above, is false. Thus (3.4) holds, and by 
Lemma 4, so does the conclusion of the theorem. n 
THEOREM 3’. Under the same hypothmes as Theorem 3, a necessary and 
suflcient condition for X E H, is that (1.2) holds. 
Proof. Knowing that X E H, for B E H,, we have 
If (1.2) holds, namely that no eigenvector of A is in the null space of B, then 
none is in the null space of B + (2 - t )AXA, which is a subspace of the null 
space of B. So it follows from Lemma 1 that X E H,. That (1.2) is also 
necessary can be proved as in the proof of Lemma 1 in the case t = 2. m 
The topological argument in the proof of Theorem 3 allows us to use a 
value of t for which the assertion of the theorem is known to be true (namely 
t = 2, by Lemma 1) to conclude that the same holds for all smaller t. This 
means that there must be a best possible t, for each n such that the assertion 
of the theorem is true for all t E ( - 2, t,] but false for t E (t,, co). That t, 
belongs to the interval of validity is a consequence of continuity. The exact 
value of t,, for n > 5 is still an open question. By Theorem 2’, t,, Q 2.621203 
for all n. Whether Theorem 3’ is still true for t E (2, t,] is also open. 
That Theorem 3 cannot be true for all t of course follows from the last 
part of Theorem 2. But it is interesting to give a concrete example. Although 
the following example is given for dimension 3, by augmenting the matrices 
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with appropriate diagonal blocks we can obtain examples for higher dimen- 
sions. Let 
By Lemma 4, it suffices to show that T,( X ) E H, for some large t , since this 
is equivalent to the negation of the assertion of Theorem 3. Direct computa- 
tion gives 
2100+1004t 253+202t 
12+41t 
5+21t 
In view of the well known Sylvester criterion, all we need to show is that 
m, 
12+41t 5+21t 
5+21t 11t ’ 
and det( T,( X)) 
are all positive for some large value of t. This can be checked ina 
straightforward way by observing that the highest-degree term in t has a 
positive coefficient. 
What happens when t -c - 2? For one thing, we no longer can guarantee 
that T, is one-to-one. It is easy to see that if CY~, . . . , LY, are the eigenvalues of 
A, then Tt is one-to-one if and only if 
ap+a;+tcY,aj#O forall i,j=1,2 ,..., n. (3.6) 
Even if Tt is one-to-one, T,(B) is never in H, for B E H,. For some B, for 
example B = A-‘, - Tt( B) E H,. But there are also some B E H, for which 
- T-‘(B) is not in H,. Thus it appears that nothing definite can be said 
about the case t < - 2. 
Notice that the proof of Theorem 3 is no longer valid when t < - 2, 
because (3.3) is now false. 
We can prove just as in the previous section that Theorem 3 is in fact 
equivalent to certain inequalities involving some determinants. 
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THEOREMS. Let al,..., a, (n > 4) be positive constants and t E ( - 2,2]. 
Then the following determinunt is nonnegatiue: 
det([af+a:.+taiaj]-1)i,j=1,2 ,,,,,* 20. (3.7) 
lf furthermore the ai’s are all distinct, then the determinant in (3.6) is 
positiue. For n = 2, the same result holds for all t E ( - 2, CO), while for 
n = 3 and 4, the intervals for valid t are ( - 2,8] and ( - 2,4] respectiuely. 
Proof. This follows from Theorem 3 by taking A to be the diagonal 
matrix with diagonal elements ai,. . . , a,, and B to be the matrix the elements 
of which are all equal to 1. n 
Notice if Theorem 4 can be established independently of Theorem 3, then 
the latter follows from a simple argument using the Hadamard product. 
Just as a matter of interest, we remark that the first part of Theorem 1 
can also be established by a topological argument in the same spirit of the 
proof of Theorem 3. Indeed, it follows from the fact below. 
THEOREM 5. Suppose n = 2. Let A E H,, and let X, E HO with exactly 
one positive eigenualue. Then for any u in the null space of X,, 
(u, AX,A-‘u) 6 0. 
Proof. This can be shown by computation if we assume that 
x0=(; ;), u=(y), 
and 
with a,~,aP-ly12>0. 
To see how the first part of Theorem 1 follows from Theorem 5, suppose 
t E ( - 2, cc). Let us show that for X, E H,, T,(X,) 4 H,. If X, = 0, then 
trivially T,(X,) E H,. So suppose X, has exactly one positive eigenvalue, and 
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let u be a nonzero vector in the null space of X. Let v = A- ‘u. Then 
(T,( X&J, v) = 2( A2Xov, ) 
=2(AX,A-‘u,u) ~0. 
Thus T,(X,) +Z H,. 
The fact that for higher dimensions a restriction must be imposed on t, as 
in Theorems 2 and 3, implies that an analog of Theorem 5 cannot be true for 
higher dimensions (n > 2). In fact the counterexample given before Theorem 
4 was constructed from a counterexample found for the analog of Theorem 5 
withn=3. 
The theory in this section can be extended to the equation (1.4) in which 
A is non-Hermitian but belongs to the class P. However, we need to impose 
stricter conditions on t so that the corresponding T, is oneto-one and that 
(2.3) holds. The conditions for general A are too technical to state. Let us just 
confine our attention to the special class in which both A and A2 are in P. 
For a fixed t E ( - co, co), we define on the space H the linear operator 
T,: H -+ H, (3.8) 
T,( X ) = A*2X + XA2 + tA*XA. 
THEOREM 6. Suppose A, A2 E P, t E [0,2], and B E H,. Then the unique 
solution X of Equution (1.8) is in H,. A necessary and sufficient condition 
for X E H, is that (1.2) holds. 
Proof. The proof is along the same line as that of Theorem 3. The 
condition A E P is needed to invoke Lemma 1, in order to prove that 
T,(X) 4 H, for all X, E H,. This fact is then used to establish (3.4) as in the 
proof of Theorem 3. By Lemma 2, (3.4) is equivalent to the conclusion of the 
theorem provided that for t E [0,2], q is one-to-one and that (3.3) holds. To 
show that (3.3) holds, let Y be the solution of the Lyapunov equation 
Since A2 E P, it follows from Lyapunov’s theorem that Y E Hp. Hence 
A*YA E Hp. Now T,(Y) = Z + tA*YA E H,, proving (3.3). 
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The injectiveness of T, can be proved algebraically by direct computation, 
but we prefer to give a topological proof that it actually follows from (3.3) 
and (3.4). We must remark that the former approach yields the injectiveness 
of T, for all t > 0, whereas the latter only works for the range [0,2]. 
Suppose Tt is not one-to-one, so there exists a nontrivial N E H such that 
T,(N) = 0. By (3.3), there is Y E HP such that T,(Y) E H,. 
For all (YE( -oo,co) 
T,(Y + (YN) = T,(Y) E H,. 
If N has a negative eigenvalue, then Y + (YN will have a negative eigenvalue, 
when cx is positive and large enough. Likewise, if N has a positive eigenvalue, 
then Y + crN will have a negative eigenvalue when - (Y is positive and large 
enough. Thus the straight line { Y + cwN: a E ( - co, co)} is not entirely con- 
tained in H,, but it intersects H, (when (Y = 0). Hence some points on the 
straight line must be at the boundary H, of H,. In other words, for some aa, 
Z = Y + CQN E H,,, but T,(Z) = T,(Y) E H,. This contradicts (3.4) and com- 
pletes the proof of the theorem. n 
4. A GENERAL RESULT 
The topological techniques used in the previous section can be sum- 
marized in the following result. 
THEOREM 7. Let T : H + H be a linear mapping of H into itself. Zf 
T(H,)n HP=0 (4.1) 
and 
T(H,)nH,+0, (4.2) 
then T must be an isomo~phism and the solution X of the equation 
TX=B (4.3) 
belongs to H, if B E H,. FulthemaMe X E H,, if B E Hp. 
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Proof. That T is an isomorphism follows from (4.1) and (4.2) as in the 
proof of Theorem 6. The proof of the next assertion is contained in the proof 
of Theorem 3. The last conclusion follows from (4.1) and the fact that 
x E H,. n 
COROLLARY 8. Let AEH~, Qi (i=l,..., m) be n X n matrices, and 
t E ( - 2,2]. Zf there exists some X, E H,, such that 
A2X, + X,A2 + tAX,A - CQ,X,Q,* > 0, (4.4) 
then the solution X of the equation 
A2X + XA2 + tAXA - CQ,XQ; = B (4.5) 
belongs to H, if B E H,. 
Proof. Define T(X) = A2X + XA2 + tAXA - xQiXQi*. The condition 
(4.2) is precisely (4.4), which is just another way of saying that T(X,) E H, 
with X, E H,. 
As shown in Theorem 3, T,( Ho)n H, = 0, or T,( X,) 4 H, for X, E Ho. 
Since T( X,) = T,( X,) - EQiXoQi and each Q,X,Q,* is semidefinite, we see 
that T(X,) 4 HP, proving (4.1). The conclusion then follows from Theorem 7. 
n 
Let us show that Stein’s result concerning (1.3) follows from Corollary 8. 
THEOREM 9 (Stein). Suppose C E l? and B E H,. Then the solution X of 
X-cxc*=zl (4.6) 
must belong to H,. 
Proof. Let 
T(X) = X - CXC*. 
This corresponds to A = I, t = 0, and Q = C in Corollary 8. Thus it remains 
to show that there exists X, such that (4.4) holds. 
If C is diagonal, with all its diagonal elements having absolute values less 
than 1, then obviously X, = Z satisfies (4.4). If C is made up of diagonal 
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blocks of the modified Jordan form 
/(Y 0 0 0 *.* 0 
y a 0 0 .*. 0 
0 y (Y 0 *.a 0 
.., . . . . . . * . . . . . . . . . . 
0 0 -*- 0 y a 
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with y sufficiently small, then aho X, = I satisfies (4.4). In general there 
always exists a nonsingular matrix T such that A = T- ‘CT is of the above 
form. Then 
T(X) = T-‘( TXT* - ATXT*A*)T- ‘*. 
With the choice TX,T* = I, then T(X,) > 0. 
The following result can now be proved in a similar way. 
THEOREM 10. IfAEHp, Cisannxnmutrix, andA>CA-‘C*(in 
particular if C E H, and A > C), then the solution X of the equation 
A2X + XA2 - 2CXC* = B E H, (4.7) 
belongs to H,. 
Proof. It remains to show that the required X, of Corollary 8 exists. 
Take Xi= A-‘. Then 
A2X, + X,A2 - 2CXiC* = 2( A - CA-%*) > 0. 
In case C E H, and A > C, the positivity follows from the fact that A > C 
implies A-‘<C-‘andsoCA_‘C<CC-‘C=C<A. H 
Notice that Theorem 10 does not include Theorem 9. In the special case 
A = I, the hypothesis A > CA - iC* of Theorem 10 reduces to I > CC*, 
which is weaker than C E I’ unless C is itself Hermitian. 
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We can also iterate Theorem 3 as we did with Lyapunov’s theorem in 
Lemma 2. We get, for instance, the following result, which we state without 
proof: 
If A E H,, t E ( - 10,6], then the solution X of the equation 
A4X + XA4 + tAzXA2 + 4( A3XA + AXA3) = I3 
belongs to H, if B E H,. 
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