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Introduction
In a series of recent papers starting with [3] the notion of discriminantly separable polinomials has been introduced and used in a treatise of certain continuous and discrete integrable systems. Let us recall here the definitions: a polynomial ( 1 , . . . , ) is discriminantly separable if there exist polynomials ( ) such that for every = 1, . . . ,
( 1 , . . . ,^, . . . , ) = ∏︁
where is the discriminant of as a polynomial in . The polynomial is symmetrically discriminantly separable if 2 = 3 = · · · = , while it is strongly discriminantly separable if 1 = 2 = 3 = · · · = . The motivation for studying this class of polynomials we found both in the famous Kowalevski top [17] and in pencils of conics, see [3] . It appears that the so-called fundamental Kowalevski equation from [8, 17] is an symmetrically discriminantly separable polynomial in three variables, degree two in each of them:
where ( 1 , 2 ) and 1 ( 1 , 2 ) are biquadratic polynomials in 1 and 2 given by
Beside the famous Kowalevski case, in [4] we also presented a whole class of integrable systems that can be explicitly integrated in the terms of the genus two theta-functions, in [5] and [7] we explicitly solved some already known integrable systems by using separation variables obtained via discriminantly separable polynomials. We showed also that the Sokolov case from [15, 19] can also be explicitly solved in separation variables originating from discriminantly separable polynomial. In this paper we show an alternative way to obtain the separation variables from [10, [12] [13] [14] .
We will use some of the properties of discriminantly separable polynomials from [3, 5] . The next lemma from [3] provides a generalization of the famous Kowalevski change of variables applicable to the whole class of discriminantly separable polynomials. Lemma 1.1. For an arbitrary discriminatly separable polynomial ℱ( 3 , 1 , 2 ) of the second degree in each of the variables 3 , 1 , 2 , its differential is separable on the surface ℱ( 3 , 1 , 2 ) = 0:
.
A geometric background of discriminatly separable polynomials was presented in [3] and [6] , together with a classification of such polynomials.
Here we consider the problem of motion of the Kowalevski top in a double constant force field. Such a system has a generic 4-dimensional invariant submanifold of the phase space, see [10] . The separating variables for that case were proposed in [13] and an explicit integration is performed in [12] . A geometrical approach to the proposed separation variables was given in [14] . In this paper we obtain the same separation variables as in [12, 13] but we use a different approach, based on discriminantly separable polynomials.
Equations of motion for the generalized Kowalevski top in the two constant fields
We consider the equations of motion of Kowalevski top, a rigid body fixed in the point O and the moments of inertia satisfy the conditions 1 = 2 = 2 3 , in two constant fields, see [2, 10, 11] for more details. In the reference system of the principal axes of inertia at the fixed point O, the equations of the motion take the following form:
Here ⃗ = ( 1 , 2 , 3 ) and ⃗ = ( 1 , 2 , 3 ) are the direction vectors of the force fields and ⃗ = ( 1 , 2 , 3 ) is the angular velocity. As in [10, 12] , we consider the system of equations (2.1) together with the following geometric integrals:
It is well known that the system of equations (2.1) under the assumptions (2.2) is completely integrable since it has three independent first integrals of motion in involution, see [1, 2, 12] :
, where by , and we denoted:
Following [12, 13] , we suppose that > which can always be accomplished if ̸ = by changing the order of vectors in the moving frame. Denote by
Further, by we denote the function which represents the following combination of the first integrals (2.3):
Note that the phase space is diffeomorphic to 6 = R 3 × (3) due to geometric integrals (2.2). Denote, as in [13] , by 4 ∈ 6 the subset of the set of critical points of the function lying on the level = 0. The new phase variables which generalize the Kowalevski complex variables [10, 17] are:
, where is the imaginary unit. The equations of motion (2.1) written with respect to the imaginary time ( ) become
Briefly reproducing a part of [13] , we consider a linear combination of the first integrals and denoted by = (2.5)
The first integrals , and in the new variables take the following form:
In [13] , it was proved that the invariant set 4 , for 1 2 ̸ = 0 was specified by two following independent equations
is a first integral of the reduced system on 4 ∩ { 1 2 ̸ = 0} which is in involution with the first integral M, as it was proved in [13] .
Discriminantly separable polynomial and separation variables
The differential equations for separating variables were introduced in [12, 13] . In this section we derive the differential equations for separating variables by using the discriminantly separable polynomials and the technique derived in [5] . The differential equations for 1 and 2 are (3.1)
, and also
Following [12, 13] denote by 2 = 1 2 , 2 = 1 2 and introduce the variables 1 and 2 by two one-parametric families of circles, see [14] for more details:
By calculating ( 1 ± 2 ) 2 from (2.4) and by plugging 1 , 2 instead of 1 , 2 one gets:
The next step is to obtain 1 , 2 as functions of 1 , 2 . From = − We rewrite the first integral in the following form:
. We obtain a correlation between 1 , 2 and 1 , 2 that is based on the discriminantly separable polynomials. Thus, we get the differential equations for 1 and 2 . 
with the polynomial
Proof. Starting from = 1 2 + ( 2 + 2 ) and (2.5) we get
Further we get
From (3.3) we get the following relations
By replacing (3.4) into the previous relation we get
Denote by Ψ( 1 , 2 ) = 4 1 2 − 2 ( 1 + 2 ) + 1 ( 2 − 1) and recall that 1 2 = 2 then we get:
Finally, we get 1 , 2 in terms of 1 , 2 as solutions of the quadratic equation in :
The polynomial ℱ( 1 , 2 , ) is discriminantly separable in three variables of degree two in each of them and its discriminants are:
where
. Now we use the Lemma 1.1:
Further, from (3.2) we obtain:
and similarly Finally, in terms of the real time derivative we obtain the differential equations for 1 and 2 in the following form:
The phase variables for the system (2.1) in terms of the separation variables, the phase topology and bifurcation diagram for the generalized Kowalevski case are obtained in [13] .
