SIGNIFICANT ACHIEVEMENTS

Displacement Structure in Control and Signal Processing
This is a topic largely developed with Army support, beginning in 1976. The topic has grown rapidly in recent years. A 90-page survey paper appeared in SIAM Review, . Two specialized international conferences are planned on the topic -one at UC Santa Barbara Aug. [1] [2] [3] 1996 and the other at Contona, Italy, Sep. 8-14, 1996 .
The papers on this topic appearing in the reporting period are [J5] - [J7] , [Jll] [J14]- [J17] , [J19] , [J23] , [J27] - [J28] , [J30] - [J31] , [J33] .
Especially notable in the last year was extension of the theory to important classic problems in control theory.
-stability theory [J5, J26] -the partial realization problem [J17, Al] -the four-block problem of "Hoo theory [J19] A new direction was extension of the theory to problems in numerical linear algebra.
These generally involve Vandermonde-and Cauchy-like matrices (as encountered for example in polynomial and rational interpretation problems). In contrast, control and signal processing problems involve Toeplitz-and Hankel-like matrices. As can be seen from the list of publications, these papers appear in a different set of journals (Math. Comp.; Integ.
Eqns and Oper. Thy; SIAM J. Matrix Anal.; Lin. Alg. and Appl.; Numerische Math.).
The relevant citations are [J30, J31] and [R2] - [R9] .
State-space Theory
We have returned to this area after several years. One motivation was our discovery that state-space formulation could dramatically simplify and extend the literature on Adaptive Filtering. This has been a burgeoning topic in recent years, as technology advances have made more feasible the implementation of various algorithms. However the field has been developed mostly in the signal processing community. Several textbooks exist, esp.
Widrow and Stearns ("Adaptive Signal Processing," Prentice Hall, 1985) and Haykin ("Adaptive Filter Theory," Prentice Hall, 2nd ed., 1991.) Our results were published as a survey paper [J33] . This paper has led Haykin to extensively revise his textbook for a 3rd edition which should appear later in 1996. In fact, Haykin (we were told) successfully nominated our paper for the 1995 D. G. Fink Prize Award of the IEEE for "an outstanding review tutorial/survey paper in any 1994 IEEE publication." Adaptive filtering problems involve both updating (addition of data) and downdating (deleting of data). In control, we generally only talk about updating, but signal processing allows both (e.g. in the so-called "sliding window" schemes).
We found that the way to handle this theory is by introducing "random variables" with negative variances. This is impossible in the usual Hubert space theory, but can be accommodated by going to indefinite metric spaces (and to Krein spaces, in particular).
This recognition led us to reexamine the literature on T^oo theory, which is in many ways a generalization of game theory, where we have an indefinite objective function. This has been a very fruitful thought, leading to a considerable body of work. The first two parts appear as two long papers [J34, J35] . The main point is that 40 years of work on the Hilbert-space based Kaiman filter theory can now be adapted to the relatively new 'HQO theory. For example, this point of view has guided us to the first square-root and Chandrasekhar Tioo filters, and to new asymptotic results for "%<» problems.
Array Signal Processing
A number of publications based on work largely done in earlier periods appeared: papers [Jl, J8, J9, J12, J18, J21, J24, J25] .
Communications
A new area of research, which has spanned about 50 papers by several others including my former students G. Xu and L. Tong, was initialed by the paper [J13] on a method for communication channel identification using second-order statistics. This had been thought to be impossible because such statistics are insensitive to phase. L. Tong's crucial insight was that this phase insensitivity was only true for (wide-sense) stationary secondorder statistics. However by oversampling the received signal, we can get nonstationary (actually cyclostationary) second-order statistics and phase information can be recovered from these statistics.
Smart Antennas
We have obtained important results on the use of array processing techniques, (many of them developed in our earlier ARO/ONR/SDI projects), to improve wireless (cellular) communications, esp. with the CDMA (code-division-multiple-access, using spreadspectrum signals) digital technology. Papers in this area are [J20, J22] and several con-
We developed a space-time processing framework for the array vector response estimation and derived the corresponding optimum beamformer. In our approach we estimate the array response vector based on temporal structure (code filtering) and decision directed processing. Further we have carried out extensive simulations to model performance in networks incorporating spatial processing and established that significant improvements in system capacity are possible.
A major advantage of spread-spectrum communication systems is their ability to exploit the multipath structure of the received signal. A standard RAKE receiver estimates the path delays and amplitudes and coherently combines different path signals to mitigate the effects of multipath. We propose an improved RAKE receiver that exploits the spatial properties of the multipath environment. We estimate the spatial channel for each path and then use it in a multichannel RAKE receiver which performs as a time and space matched filter. We have shown that a multichannel RAKE can increase signal to interference ratio in CDMA cellular networks and thereby improve performance.
The payoff of such research can be significant improvement in multiple access communications systems both for military and civilian applications. Our work in this area has excited significant interest.
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ABSTRACT (Maximum 200 worts)
Abstract-We present a new way of deriving Gohberg-Semencul type inversion formulas for Hermitian Toeplitz and quasi-Toeplitz matrices. Our approach is based on certain ^-lossless embedding of Lyapunov equations. It has been shown that if a nonsingular matrix R has Toeplitz displacement inertia {p, q) then Ä does not have the same Toeplitz displacement inertia. However, a para-Hermitian conjugate R~l (which is defined in Section I) of Ä -1 will have this property. We have also shown that the Gohberg-Semencul type inversion formulas can be formed directly in terms of certain parameters of the embedding.
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This is the second of a two-part paper dealing with the performance of subspacebased algorithms for narrowband direction-of-arrival (DOA) estimation when the array manifold and noise covariance are not correctly modeled. In Part 1, the performance of the MUSIC algorithm was investigated. In Part 2, we extend this analysis to multidimensional (MD) subspace-based algorithms including deterministic (or conditional) maximum likelihood, MD-MUSIC, weighted subspace fitting (WSF), MODE, and ES-PRIT. A general expression for the variance of the DOA estimates is derived, and, with appropriate choices for certain matrices in the expression, it can be applied to any of the above algorithms and to any of a wide variety of scenarios (e.g., gain/phase errors, mutual coupling, sensor position errors, noise covariance mismodeling, etc.). The simplicity of the resulting expressions facilitates performance comparisons and the development of robust algorithms. In particular, optimally weighted subspace fitting algorithms are derived for special cases involving random errors to the array manifold and noise covariance. Additionally, and somewhat surprisingly, it is shown that one-dimensional MUSIC outperforms all of the above MD algorithms for angle independent random array perturbations. Several simulation examples are included to validate the analysis. The views, opinions and/or findings contained in this report are those of the author(s) and should not be construed as an official Department of the Army position, policy or decision, unless so designated by other documentation. for reconfiguring most instances. We refer to the underlying model as a S-track-1-ipan model; this is done to facilitate distinguish it from other models that not only use multiple tracks but also multiple spare rows (or columns) along each boundary. We present an efficient algorithm for reconfiguration in our 3-track-1-spare model and evaluate its performance. Our experimental results show that it has much higher reconfiguration probability than other models that use considerably more spare processors.
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ABSTRACT (Maximum 200 words)
Abstract-The cyclic autocorrelation is often used to describe nonstationary random processes. In this paper we investigate the conditions under which the cyclic autocorrelation can be estimated consistently in mean square for discrete time Gaussian processes. We extend and generalize results of Hurd [17] and refine results of Boyles and Gardner [1]. We derive necessary and sufficient conditions for consistency in mean square of an estimator, which are in the form of a single sum of autocorrelation coefficients, in the form of a double sum of autocorrelation coefficients, in the bifrequency domain and in terms of the average spectrum. We also discuss the rate of convergence for this estimator. The views, opinions and/or findings contained in this report are those of the author(s) and should not be construed as an official Department of the Army position, policy or decision, unless so designated by other documentation.
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ABSTRACT (Maximum 200 words)
Abstract-We extend the concept of displacement structure to time-variant matrices and use it to efficiently and recursively propagate the Cholesky factor of such matrices. A natural implementation of the algorithm is via a modular triangular array of processing elements. When the algorithm is applied to solve the normal equations that arise in adaptive least-squares filtering, we get the so-called QR algorithm, with the extra bonus of a parallelizable procedure for determining the weight vector. It is shown that the general algorithm can also be implemented in time-variant lattice form; a specialization of this result yields a time-variant Schur algorithm. The views opinions and/or findings contained in this report are those of the author(s) and should not be construed as an official Department of the Army position, policy or decision, unless so designated by other documentation.
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ABSTRACT (Maximum 200 words)
Adaptive filtering is gaining favor in numerous applications to help cope with time-variations of system parameters, and to compensate for the lack of a priori knowledge of the statistical properties of the input data. Over the last several years, a wide range of algorithms has been developed. These fall into four main groups: recursive least squares (RLS) algorithms and the corresponding fast versions; QR-and Inverse QR-least squares algorithms; leastsquares lattice (LSL) and QR decomposition-based least squares lattice (QRD-LSL) algorithms; and gradient-based algorithms such as the least-mean square (LMS) algorithm.
It is practically impossible to list all the relevant references and all the major contributors to this field. However, the books [l]- [7] , along with their extensive lists of references, should provide an excellent idea of the main results in this area. We shall, however, most often use the widely referenced textbook of Haykin [1] as a guide throughout our presentation. Prescribed by ANSI Std. 239-18
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ABSTRACT (Maximum 200 words)
The principal sources of estimation error in sensor array signal processing applications are the finite sample effects of additive noise and imprecise models for the antenna array and spatial noise statistics. While the effects of these errors have been studied individually, their combined effect has not yet been rigorously analyzed. In this paper, we undertake such an analysis for the class of so-called subspace fitting algorithms. In addition to deriving first-order asymptotic expressions for the estimation error, we show that an overall optimal weighting exists for a particular array and noise covariance error model. In a companion paper, the optimally weighted subspace fitting method is shown to be asymptotically equivalent with the more complicated maximum a posteriori estimator. Thus, for the model in question, no other method can yield more accurate estimates for large samples and small model errors. Numerical examples and computer simulations are included to illustrate the obtained results and to verify the asymptotic analysis is realistic scenarios. The views, opinions and/or findings contained in this report are those of the author(s) and should not be construed as an official Department of the Army position, policy or decision, unless so designated by other documentation.
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A number of techniques for parametric (high-resolution) In 1969, J. Massey published a now-famous paper showing, among other things, that an iterative algorithm introduced by Berlekamp for decoding BCH codes also solved the problem of finding a shortest-length feedback shift register circuit for generating a given finite sequence of digits. This nice physical interpretation opened the door to connections with many other problems, including the minimal partial realization problems of linear system theory, Pade approximations and continued fractions, the fast algorithms of Levinson and Schur for Toeplitz matrices, inverse scattering, VLSI implementations, etc. This paper is an informal account of some of the different contexts in which the Berlekamp-Massey algorithm have been encountered in the work of the author and his students. 2-89 ) received much attention in the last decade. A number of parametric estimation techniques have been proposed in the literature. In general, these methods require knowledge of the sensor-to-sensor correlation of the noise, which constitutes a significant drawback. This difficulty can be overcome only by introducing alternative assumptions that enable separating the signals from the noise. In some applications, the raw sensor outputs can be pre-processed so that the emitter signals are temporally correlated with correlation length longer than that of the noise. An Instrumental Variable (IV) approach can then be used for estimating the signal parameters without knowledge of the spatial color of the noise. A computationally simple IV approach has recently been proposed by the authors. Herein, a refined technique that can give significantly better performance is derived. A statistical analysis of the parameter estimates is performed, enabling optimal selection of certain user-specified quantities. A lower bound on the attainable error variance is also presented. The proposed optimal IV method is shown to attain the bound if the signals have a quasi-deterministic character. 
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ABSTRACT (Maximum 200 worts)
Abstract In this survey paper, we describe how strands of work that are important in two different fields, matrix theory and complex function theory, have come together in some work on fast computational algorithms for matrices with what we call displacement structure. In particular, a fast triangularization procedure can be developed for such matrices, generalizing in a striking way an algorithm presented by Schur (1917) [/. Reine Angew. Math., 147 (1917), pp. 205-232] in a paper on checking when a power series is bounded in the unit disc. This factorization algorithm has a surprisingly wide range of significant applications going far beyond numerical linear algebra. We mention, among others, inverse scattering, analytic and unconstrained rational interpolation theory, digital filter design, adaptive filtering, and state-space least-squares estimation. 
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ABSTRACT (Maximum 200 words)
Fast 0(n 2 ) implementation of Gaussian elimination with partial pivoting is designed for matrices possessing certains kinds of displacement structure, including Cauchy-like matrices. We show how Toeplitz-like, Toeplitz-plus-Hankel-like and Vandermondelike matrices can be transformed into Cauchy-like matrices by using Discrete Fourier, Cosine or Sine Transform matrices.
In particular this allows us to propose a new fast 0{n 2 ) Toeplitz solver GKO, which incorporates partial pivoting. A large set of numerical examples showed that GKO demonstrated stable numerical behavior and can be recommended for solving linear systems, especially with nonsymmetric, indefinite and ill-conditioned positive definite Toeplitz matrices. It is also useful for block Toeplitz and mosaic Toeplitz ( Toeplitz-block ) matrices.
The algorithms proposed in this paper suggest an alternative to a look-ahead approaches, where one have to jump over ill-conditioned leading submatrices, which in the worse case requires Q(n 3 ) operations. 
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