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Abstract
We show that all (n-component) KP tau-functions, which are related to the twisted
loop group of GLn, give solutions of the Darboux-Egoroff system of PDE’s. Using the
Geometry of the Grassmannian we construct from the corresponding wave function
the deformed flat coordinates of the Egoroff metric and from this the corresponding
solution of the Witten–Dijkgraaf–E. Verlinde–H. Verlinde equations
1 Introduction
In the early 90’s B. Dubrovin [4] noticed that the local classification of massive topological
field theories can be solved by classifying certain flat diagonal metrics
ds2 =
n∑
i=1
h2i (u)(dui)
2, u = (u1, . . . , un), (1.1)
with
∂jh
2
i (u) = ∂ih
2
j(u), and
n∑
k=1
∂khi(u) = 0, ∂i =
∂
∂ui
. (1.2)
For the flat coordinates ti, 1 ≤ i ≤ n, of the metric (1.1), the functions
cmkℓ(t) =
n∑
i=1
∂tm
∂ui
∂ui
∂tk
∂ui
∂tℓ
, (1.3)
satisfy
n∑
k=1
ckij(t)c
ℓ
km(t) =
n∑
k=1
ckjm(t)c
ℓ
ik(t). (1.4)
1
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If one writes down these equations for the function F (t) for which
∂3F (t)
∂tk∂tℓ∂tm
= ckℓm(t) =
n∑
i=1
ηmic
i
kℓ(t), where ηpq =
n∑
i=1
h2i (u)
∂ui
∂tp
∂ui
∂tq
, (1.5)
with the constraint
∂3F (t)
∂t1∂tℓ∂tm
= ηℓm,
one obtains the well-known theWitten-Dijkgraaf-E. Verlinde-H. Verlinde (WDVV)-equations
[19], [3].
Vanishing of the curvature of these metrics (1.1) can be written in the form of a system
of partial differential equations in the cannonical coordinates ui for the rotation coefficients
γij =
∂jhi(u)
hj(u)
, i 6= j, (1.6)
which is known under the name the Darboux-Egoroff system:
γij(u) = γji(u),
∂kγij(u) = γik(u)γkj(u),
n∑
k=1
∂kγij(u) = 0,
(1.7)
From (1.2) and (1.6), we see that the Lame´ coefficients hi satisfy:
∂jhi(u) = γij(u)hj(u), i 6= j, ∂ihi(u) = −
∑
j 6=i
γij(u)hj(u). (1.8)
The flat coordinates t1, . . . , tn of this metric can be found from the linear system
∂i∂jt
k = Γiij∂it
k + Γjji∂jt
k, i 6= j; ∂i∂it
k =
n∑
j=1
Γjii∂jt
k, (1.9)
where Γkij are Christoffel symbols:
Γiij =
∂jhi
hi
, Γjii = (2δij − 1)
hi∂jhi
h2j
. (1.10)
R. Martini and the author constructed in [15] solutions of the Darboux-Egoroff system
(1.7). These solutions were related to certain points in the SLn Loop group orbit of the
highest weight vector of the homogeneous realization of the basic representation and were
related to a reduction of the n-component KP hierarchy. They had no real representation
theoretical explanation for these particular solution. In this paper we show that all ele-
ments in the twisted Loop group orbit of GLn lead to solutions of the Darboux-Egoroff
system. The solutions of [15] are certain homogeneous solutions in this orbit. This makes
it possible to construct non-homogeneous WDVV prepotentials F . Inspired by the papers
[13] and [1], we construct in section 5 for all elements in the twisted Loop group orbit be-
sides solutions of the Darboux-Egoroff system, also the related (deformed) flat coordinates
and the WDVV prepotential F .
2 GROUPS AND GRASSMANNIANS 3
2 Groups and Grassmannians
Consider the space Hn of Laurent series in t (this t has nothing to do with the flat
coordinates appearing in the previous section) with coefficients in Cn
Hn = {
∑
j
cjt
j|cj ∈ C
n, cj = 0 for j << 0}.
Let ej , 1 ≤ j ≤ n, be a basis of C
n, Define
v−n(k+1)+j− 1
2
= v
(j)
−k− 1
2
:= ejt
k, 1 ≤ j ≤ n, k ∈ Z, (2.1)
then an element of Hn is a unique linear combination of, possibly infintely many, vℓ’s or
equivalently v
(j)
ℓ ’s. The space Hn has a natural filtration (j ∈ Z)
. . . H(j−1)n ⊂ H
(j)
n ⊂ H
(j+1)
n ⊂ . . . ,
where
H(j)n = {
∑
k
bkvk|bk ∈ C, bk = 0 for k > j}. (2.2)
Let H∗n denote the space of linear functions f on Hn such that f(H
(j)
n ) = 0 for j << 0.
On the direct sum Hn = Hn ⊕ H
∗
n of these two spaces, one has a natural symmetric
nondegenerate bilinear form (·, ·) for which the spaces Hn and H
∗
n are isotropic, it is
defined by (f, v) = f(v) for v ∈ Hn and f ∈ H
∗
n. Define ”dual basis” elements to the
elements defined in (2.1) as follows
v∗
−nk−j+ 1
2
= v
(j)∗
−k− 1
2
= e∗j t
k, (2.3)
then the bilinear form is given by the following formula’s
(e∗i t
ℓ, ejt
k) = δk+ℓ,−1δij , (v
(i)∗
r , v
(j)
s ) = δr,−sδij , (v
∗
r , vs) = δr,−s. (2.4)
Let Cn∗ = ⊕nj=1Ce
∗
j then clearly
H∗n = {
∑
j
c∗j t
j|c∗j ∈ C
n∗, c∗j = 0 for j << 0}.
In analogy with (2.2), one also has the subspaces
H(j)
∗
n = {
∑
k
bkv
∗
k|bk ∈ C, bk = 0 for k > j}. (2.5)
Let (·|·) be the symmetric bilinear form on Cn ⊕ Cn∗ for which Cn and Cn∗ are isotropic
and (e∗i |ej) = δij. Let v(t) ∈ Hn and f(t) ∈ H
∗
n, then (2.4) is equivalent to
(f(t), v(t)) = Rest(f(t)|v(t)), (2.6)
where Rest
∑
ait
i = a−1. Notice that the left hand side of (2.6) makes sense.
Now, notice that the space H
(j)
n := H
(j)
n ⊕H
(−j)∗
n is a maximal isotropic subspace of
Hn with respect to our bilinear form (·, ·). Having these specific isotropic spaces in mind,
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we want to define more general maximal isotropic subspaces. Let V ⊂ Hn be a maximal
isotropic linear subspace, which satisfies the following conditions:
V = V ⊕ V ∗ with V ⊂ Hn, V ∗ ⊂ H
∗
n (2.7)
and
H(j)n ⊂ V, H
(j)∗
n ⊂ V
∗ for j << 0. (2.8)
All such subspaces form the points of an infinite (isotropic) Grassmannian Gr. Clearly,
since (2.7) holds, a V ∈ Gr induces two unique spaces V and V ∗, which can be separately
regarded as points of two Grassmannians
Gr = {V ⊂ Hn|H
(j)
n ⊂ V, for j << 0} and Gr
∗ = {V ∗ ⊂ H∗n|H
(j)∗
n ⊂ V ∗, for j << 0}.
It is obvious that the converse also holds, i.e., if V ∈ Gr (or V ∗ ∈ Gr∗), then there exists
a unique maximal space V ∗ ∈ Gr∗ (resp. V ∈ Gr) such that (V ∗, V ) = 0 and hence
V = V ⊕ V ∗ is a unique point of Gr.
The space Gr is Sato’s polynomial Grassmannian [17]. Here it is coupled to Gr∗ and
Gr. The reason why we introduce the latter two spaces will become clear later on. It is
well-known that the space Gr = ∪m∈ZGrm, disjoint union of the spaces
Grm = {V ∈ Gr|H
(j)
n ⊂ V and dim V/H
(j)
n = m− j for j << 0.}
If V ∈ Grm, then V
∗ belongs to
Gr∗−m = {V
∗ ∈ Gr|H(j)∗n ⊂ V
∗ and dim V ∗/H(j)∗n = −m− j for j << 0.}
In this situation, V = V ⊕ V ∗ is an element of
Grm = {V = V ⊕ V
∗ ∈ Gr|V ∈ Grm and V
∗ ∈ Gr∗−m}.
Suppose that the space V is invariant under multiplication with t, i.e., V is an element
of the restricted Grassmannian
gr := {V ∈ Gr|tV ⊂ V },
then it is clear from the above construction that its ”dual space” V ∗ is unique. Now let
f(t) ∈ V ∗, then for all v(t) ∈ V ) we have Rest(f(t)|v(t)) = 0. Since tv(t) ∈ V , also
Rest(tf(t)|v(t)) = Rest(f(t)|tv(t)) = 0 for all v(t) ∈ V,
hence tf(t) ∈ V ∗. This means that also V ∗ and V = V ⊕ V ∗ satisfy tV ∗ ⊂ V ∗, tV ⊂ V
and that it makes sense to define
gr∗ := {V ∗ ∈ Gr∗|tV ∗ ⊂ V ∗} and gr := {V ∈ Gr|tV ⊂ V }
and
grm := gr ∩Grm, gr
∗
m := gr
∗ ∩Gr∗m and grm := gr ∩Grm.
ConsiderH
(j)
n , j ∈ Z, to be the a fundamental system of neighborhoods of zero, thenHn
becomes a topological vector space. let a∞ be the algebra of all continuous endomorphisms
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of Hn. If one considers an elmenent of Hn as an infinite vector with respect to the basis
vi, i ∈
1
2 + Z, then (see [11])
a∞ = {(aij)i,j∈ 1
2
+Z|for each k the number of non-zero aij with i ≤ k and j ≥ k is finite}.
(2.9)
Denote by A∞ the group of invertible elements of the associative algebra a∞. Then A∞
acts trasitively on Gr. We can extend an element g ∈ A∞ to an element, which by abuse
of notation we denote by the same letter, g of O(V ), the orthogonal group of V (see [10]):
Lemma 2.1 Let g ∈ A∞ be such that
gvj =
∑
i∈Z+ 1
2
Aijvi
and let A = (Aij)i,j∈Z+ 1
2
and A−1 = (Bij)i,j∈Z+ 1
2
. Then
gv∗j =
∑
i∈Z+ 1
2
B−jiv
∗
−i.
Proof. Suppose that gv∗ℓ =
∑
kB−ℓ,kv
∗
−k, then it follows from
δj,−ℓ = (vj , v
∗
ℓ ) = (
∑
iAijvi, B−ℓkv
∗
−k)
=
∑
iAijB−ℓ,i
that B = A−1. 
This lemma defines the (transitive) action of A∞ on Gr
∗ and hence on Gr.
Let L = C[t, t−1] be the algebra of Laurent polynomials in t. The identification (2.1)
gives us an embedding
φ : Matn(L)→ a∞, φ(eijt
ℓ) =
∑
k∈Z
Enk+i− 1
2
,n(k+ℓ)+j− 1
2
, (2.10)
where eij = (δirδjs)1≤r,s≤n ∈ Matn(C) and Eij = (δirδjs)r,s∈ 1
2
+Z. This embedding
gives rise to the embedding of the loop Lie algebra gln(L) into a∞ and the loop group
GLn(L) in A∞. Multiplication with t, i.e. with
∑n
i=1 eiit, commutes with the action
of GLn(L) and thus GLn(L) acts on gr. This action is transitive, see [16]. Moreover,
φ(t) = φ(
∑n
i=1 eiit) =
∑
k∈ 1
2
+ZEk,k+n.
Consider H
(j)
n , it has as a ”natural basis” the elements vi with i < j. Its dual space
H
(−j)∗
n has v∗i with i < −j as ”basis”. To these spaces we associate special vectors in two
semi-infinite wedge spaces (see [11], [9])
|H(j)n 〉 = vj− 1
2
∧ vj− 3
2
∧ vj− 5
2
∧ vj− 7
2
∧ · · · ,
〈H(−j)
∗
n | = · · · ∧ v
∗
−j− 7
2
∧ v∗
−j− 5
2
∧ v∗
−j− 3
2
∧ v∗
−j− 1
2
.
(2.11)
In fact we can associate to any element W ∈ Grj and its dual space W
∗ ∈ Gr∗−j elements
in these wedge spaces, viz., we know that there exists an m << 0 such that H
(m)
n ⊂ W
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and H
(m)∗
n ⊂ W ∗. Then let wj− 1
2
, wj− 3
2
, · · · , wm+ 1
2
be a basis of WmodH
(m)
n and
w∗
−j− 1
2
, w∗
−j− 3
2
, · · · , w∗
m+ 1
2
be a basis of W ∗modH
(m)∗
n then we put
|W 〉 = wj− 1
2
∧ wj− 3
2
∧ · · · ∧ wm+ 1
2
∧ vm− 1
2
∧ vm− 3
2
∧ vm− 5
2
∧ · · · ,
〈W ∗| = · · · ∧ v∗
m− 5
2
∧ v∗
m− 3
2
∧ v∗
m− 1
2
∧ w∗
m+ 1
2
∧ w∗
m+ 3
2
∧ · · · ∧ w∗
−j− 1
2
.
(2.12)
It is clear that upto a constant both |W 〉 and 〈W ∗| are independent of the choice of basis
of WmodH
(m)
n and W ∗modH
(m)∗
n . This gives us a map µ from Gr and Gr∗ into PF
and PF ∗, where F = ⊕j∈ZF
(j), F ∗ = ⊕j∈ZF
(j)∗ and the spaces F (j) and F (−j)∗ are the
vector spaces generated by the elements on the right-hand side of (2.12) (see [11],[9] or
[12] for more details). Since A∞ and its subgroup GLn(L) act on Gr and Gr
∗ we obtain
a projective representation of these groups on PF and PF ∗.
Let ω be the following orthogonal transformation of V with respect to the bilinear
form (2.4):
ω(v(a)m ) = (−)
m+ 1
2 iv(a)
∗
m , ω(v
(a)∗
m ) = (−)
m+ 1
2 iv(a)m , m ∈
1
2
+ Z, 1 ≤ a ≤ n, (2.13)
then ω(H
(0)
n ) = H
(0)
n and ω(Grm) = Gr−m. If g ∈ A∞ is such that
gv
(b)
j =
∑
a,k
A
(ab)
kj v
(a)
k then gv
(b)∗
j =
∑
k,a
B
(b,a)
−j,kv
(a)∗
−k with
∑
j,b
A
(ab)
kj B
bc
jℓ = δkℓδab, (2.14)
then
ω(gv
(b)
j ) =ω(g)ω(v
(b)
j ) = ω(g)(−)
j+ 1
2 iv
(b)∗
j
=
∑
a,k
A
(ab)
kj ω(v
(a)
k ) =
∑
a,k
A
(ab)
kj (−)
k+ 1
2 iv
(a)∗
k .
This and a similar calculation for gv
(b)∗
j gives
ω(g)v
(b)
j =
∑
a,k
(−)k−jB
(ba)
−j,−kv
(a)
k , ω(g)v
(b)∗
j =
∑
a,k
(−)k−jA
(ab)
kj v
(a)∗
k , (2.15)
and hence induces on GLn(L) the automorphism:
ω(A(t)) = ((A(−t))T )−1, A(t) ∈Matn(L), (2.16)
where AT stand for the transposed of the matrix A. The fixed point set of this automor-
phism is the twisted loop group
GLn(L)
(2) = {A(t) ∈ GLn(L)|A(−t) = ((A(t))
T )−1}.
All this suggests to define a new skew- symmetric bilinear form 〈·, ·〉 on Hn
〈u, v〉 = (u, ω(v)) u, v ∈ Hn,
or in other terms cf. (2.7)
〈u(t), v(t)〉 = iRest(u(t)|v(−t)) u(t), v(t) ∈ Hn, (2.17)
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and new Grassmannians
Gr(2) = {W ∈ Gr0|〈u, v〉 = 0 for all u, v ∈W}, gr
(2) = gr ∩Gr(2).
We now want to show that gr(2) the homogeneous space is of the twisted loop group
GLn(L)
(2). It is obvious, from the above discussion, that g · H
(0)
n ∈ gr(2) for any g ∈
GLn(L)
(2). To prove the converse, we will use the following Theorem of [16]:
Theorem 2.1 Any loop in g(t) ∈ Gln(L) can be uniquely factorized as g(t) = gu(t) ·g+(t),
with g+(t) ∈ GLn(C[t]) and gu ∈ ΩUn = {h(t) ∈ Un(L)|h(1) = In}. Moreover, gr =
ΩUn ·H
(0)
n and isotropy group of H
(0)
n is the group Un of constant loops.
Now let W ∈ gr(2), then we can write W = g(t) ·H
(0)
n for certain g(t) ∈ ΩUn. Clearly also
ω(g(t)) ·H
(0)
n = W , hence (g(t))−1ω(g(t)) = u ∈ Un. Since ω is an involution on GLn(L)
we find that uω(u) = 1, and since u is unitairy we deduce that the following conditions
hold for u:
u = uT and uuT = In.
So we can find a real orthogonal matrix v such that u = vdvT , with d a diagonal matrix.
Let s be a diagonal matrix that satisfies s2 = d, then w = wT = vsvT is a unitary matrix
that satisfies u = w2 and
ω(g(t)w) = g(t)uω(w) = g(t)w2(wT )−1 = g(t)w2w−1 = g(t)w.
Since also W = g(t) ·H
(0)
n = g(t)w ·H
(0)
n , we find that W ∈ GLn(L)
(2) ·H
(0)
n and we have
proven the following
Theorem 2.2
gr(2) = GLn(L)
(2) ·H(0)n .
3 The Clifford Algebra and Tau-Functions
Using (2.11), we can associate to any point W ∈ Grj and the corresponding W
∗ ∈ Gr∗−j
vectors |W 〉 ∈ PF (j), 〈W ∗| ∈ PF (−j)∗ and hence upto a constants unique vectors |W 〉 ∈
F (j) and 〈W ∗| ∈ F (−j)∗. Clearly ω defined in (2.13) is not well defined on these vectors
in the spaces F and F ∗. To solve this problem, we will define a Clifford algebra and its
corresponding spin module and we will fix ω on one of the vectors of the spin module. In
this construction we will only consider the space F , since the space W ∗ corresponding to
a W ∈ Gr is always unique.
Recall that on the infinite space Hn = Hn ⊕ H
∗
n we have a symmetric bilinear form
(·, ·) given by (2.4). Let Cℓ(Hn) be the Clifford algebra on this space, i.e. the associative
algebra over C with unity 1 wich has the folowing defining relations
uv + vu = (u, v)1, u, v ∈ Hn. (3.1)
We obtain a obtain a representation ψ of the clifford algebra on the space F by defining
it on wedges as follows (w,wj ∈ Hn w
∗ ∈ H∗n with wj = v−j−m− 1
2
for certain m ∈ Z and
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all j >> 0)
ψ(w)(w0 ∧ w−1 ∧ w−2 ∧ · · · ) = w ∧ w0 ∧w−1 ∧ w−2 ∧ · · · ,
ψ(w∗)(w0 ∧ w−1 ∧ · · · ) =
∞∑
i=0
(−)j(w∗, wj)w0 ∧ w−1 ∧ · · · ∧ wj−1 ∧ wj+1 ∧ · · · .
(3.2)
The space F is the spin module for this Clifford algebra. Let
|0〉 = v− 1
2
∧ v− 3
2
∧ v− 5
2
∧ v− 7
2
∧ · · · ,
then F is the unique module generated by
ψ(vk)|0〉 = ψ(v
∗
k)|0〉 = 0 for k < 0. (3.3)
It is straightforward to check that (cf. (2.12))
wj− 1
2
∧wj− 3
2
∧ · · · ∧wm+ 1
2
∧ vm− 1
2
∧ vm− 3
2
∧ · · ·
= ψ(wj− 1
2
)ψ(wj− 3
2
) · · ·ψ(wm+ 1
2
)ψ(v∗
−m− 1
2
)ψ(v∗
−m− 3
2
) · · ·ψ(v∗3
2
)ψ(v∗1
2
)|0〉.
(3.4)
Define the fermionic fields (z ∈ C×)
ψ+(j)(z) =
∑
k∈Z+ 1
2
ψ
+(j)
k z
−k− 1
2 :=
∑
k∈Z+ 1
2
ψ(v
(j)
k )z
k− 1
2 ,
ψ−(j)(z) =
∑
k∈Z+ 1
2
ψ
−(j)
k z
−k− 1
2 :=
∑
k∈Z+ 1
2
ψ(v
(j)∗
k )z
k− 1
2
(3.5)
and bosonic fields (1 ≤ j ≤ n) by
α(j)(z) =
∑
k∈Z
α
(j)
k z
−k−1 =: ψ+(j)(z)ψ−(j)(z) : (3.6)
where : : stands for the normal ordered product defined in the usual way (λ, µ = + or −):
: ψ
λ(i)
k ψ
µ(j)
ℓ :=
{
ψ
λ(i)
k ψ
µ(j)
ℓ if ℓ ≥ k,
−ψ
µ(j)
ℓ ψ
λ(i)
k if ℓ < k.
(3.7)
Notice that ψ+(j)(z) = ψ(δ(z − t)ej) and ψ
−(j)(z) = ψ(δ(z − t)e∗j ), where δ(z − t) =
z−1
∑
k∈Z
(
z
t
)k
. One checks (using e.g. the Wick formula) that these bosonic operators
satisfy the canonical commutation relation of the associative oscillator algebra:
[α
(i)
k , α
(j)
ℓ ] = kδijδk,−ℓ, (3.8)
and one has
α
(i)
k |0〉 = 0 for k ≥ 0. (3.9)
In order to express the fermionic fields ψ±(i)(z) in terms of the bosonic fields α(i)(z),
we need some additional operators Qi, i = 1, . . . , n, on F . These operators are uniquely
defined by the following conditions:
Qi|0〉 = ψ
+(i)
− 1
2
|0〉, Qiψ
±(j)
k = (−1)
δij+1ψ
±(j)
k∓δij
Qi. (3.10)
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They satisfy the following commutation relations:
QiQj = −QjQi if i 6= j, [α
(i)
k , Qj] = δijδk0Qj . (3.11)
Theorem 3.1 ([2], [8])
ψ±(i)(z) = Q±1i z
±α
(i)
0 exp(∓
∑
k<0
1
k
α
(i)
k z
−k) exp(∓
∑
k>0
1
k
α
(i)
k z
−k). (3.12)
Proof. See [14].
The operators on the right-hand side of (3.12) are called vertex operators. They made
their first appearance in string theory (cf. [7]).
We can describe now the n-component boson-fermion correspondence. Let C[x] be the
space of polynomials in indeterminates x = {x
(i)
k }, k = 1, 2, . . . , i = 1, 2, . . . , n. Let N
be a lattice with a basis δ1, . . . , δn over Z and the symmetric bilinear form (δi|δj) = δij ,
where δij is the Kronecker symbol. Let
εij =
{
−1 if i > j
1 if i ≤ j.
(3.13)
Define a bimultiplicative function ε : N ×N → {±1} by letting
ε(δi, δj) = εij . (3.14)
Let δ = δ1+ . . .+ δn, M = {γ ∈ N | (δ|γ) = 0}, ∆ = {αij := δi− δj|i, j = 1, . . . , n, i 6= j}.
Of course M is the root lattice of sℓn(C), the set ∆ being the root system.
Consider the vector space C[N ] with basis eγ , γ ∈ L, and the following twisted group
algebra product:
eαeβ = ε(α, β)eα+β . (3.15)
Let B = C[x]⊗C C[N ] be the tensor product of algebras. Then the n-component boson-
fermion correspondence is the vector space isomorphism
σ : F → B, with σ : F (m) → B(m) (3.16)
given by
σ(α
(i1)
−m1 . . . α
(is)
−msQ
k1
1 . . . Q
kn
n |0〉) = m1 . . . msx
(i1)
m1
. . . x(is)ms ⊗ e
k1δ1+...+knδn . (3.17)
The transported action of the operators α
(i)
m and Qj looks as follows:

σα
(j)
−mσ
−1(p(x)⊗ eγ) = mx
(j)
m p(x)⊗ eγ , if m > 0,
σα
(j)
m σ−1(p(x)⊗ eγ) =
∂p(x)
∂xm
⊗ eγ , if m > 0,
σα
(j)
0 σ
−1(p(x)⊗ eγ) = (δj |γ)p(x)⊗ e
γ ,
σQjσ
−1(p(x)⊗ eγ) = ε(δj , γ)p(x)⊗ e
γ+δj .
(3.18)
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The transported action of the fermionic fields is as follows:
σψ±(j)(z)σ−1 = e±δjz±δj exp(±
∞∑
k=1
x
(j)
k ) exp(∓
∞∑
k=1
∂
∂x
(j)
k
z−k
k
) (3.19)
We will now determine the second part of the boson–fermion correspondence, i.e., we
want to determine σ of the elements (3.4). Since for our purpose we are only interested
in Gr0) we will assume that this element is a wedge in F (0), i.e. let
τ = A− 1
2
∧A− 3
2
∧A− 5
2
∧ · · · ∈ F (0) with A−p = v−p for all p > P >> 0. (3.20)
To such an element we can associate an element in A = (Aij) ∈ A∞ such that Avk = A−k
for all k > 0. Notice that Aij = δij for j < −P . Then R. Martini and the author showed
in [15] the following
Proposition 3.1 Let σ(τ) =
∑
α∈M τα(x)e
α. Assume that α =
∑n
j=1 kjδj and suppose
that
Qk11 Q
k2
2 · · ·Q
kn
n |0〉 = λαvj
−
1
2
∧ vj
−
3
2
∧ vj
−
5
2
∧ · · · ,
with j− 1
2
> j− 3
2
> j− 5
2
· · · and j−q = −q for all q > Q >> 0 and λα = ±1, then
τα(x) = λα det


∑
−R<ℓ<0
∑
r=j
−
1
2
,j
−
3
2
,··· ,j
−R+12
∑
1 ≤ j ≤ n, q ∈ Z+ 1
2
nq − 1
2
(n− 2j + 1) = r
(
∞∑
k=0
Ar+nk,ℓSk(x
(j))
)
Er,ℓ

 ,
where R = max(P,Q) and Sk(y) are the elementary Schur functions defined by
∑
k∈Z Sk(y)z
k =
exp(
∑∞
k=1 ykz
k). In particular if 1 ≤ i < j ≤ n and α = 0, δi−δj , δj−δi, respectively, then
λ0 = 1, λδi−δj = (−1)
n−j , λδj−δi = (−1)
n−i+1 and (j− 1
2
, j− 3
2
, · · · ) = (−12 ,−
3
2 ,−
5
2 , . . . ),
= (i− 12 ,−
1
2 ,−
3
2 , . . . , j−n+
1
2 , j−n+
3
2 . . . ), = (j−
1
2 ,−
1
2 ,−
3
2 , . . . , i−n+
1
2 , i−n+
3
2 . . . ),
respectively.
We now want to know what happens if we apply ω to such tau-functions. Since
(ω(u), ω(v)) = (u, v), ω extends to an automorphism of order 4 on the Clifford algebra.
Next notice that |0〉 = |H
(0)
n 〉 ∈ PF . Since ω(H
(0)
n ) = H
(0)∗
n , it makes sense to extend
ω to F by fixing it on |0〉 as ω(|0〉) = |0〉. It is then obvious that there is a one to one
correspondence between elements w ∈ F (0) that satisfy ω(w) = λw for certain λ ∈ C and
points W ∈ Gr(2). Let W ∈ Gr(2) and
w = w− 1
2
∧ w− 3
2
∧ · · · ∧ w−m+ 1
2
∧ v−m− 1
2
∧ v−m− 3
2
∧ · · · ∈ F (0)
be the corresponding vector. Since 〈wi, wj〉 = 〈wi, vk〉 = 0, for all 0 > i, j > −m and
all k < −m we obtain that all wi are of the form wi =
∑
−m<j<mwjivj . Hence we
can find vectors w 1
2
, w 3
2
, . . . wm− 1
2
, of the same form such that 〈wi, wj〉 = 〈vi, vj〉 for
all −m < i, j < m. Thus W = (wij)−m<i,j<m is a Symplectic matrix and must have
determinant equal to 1. This makes it possible to write w in two ways, viz,
w = ψ(w− 1
2
)ψ(w− 3
2
) · · ·ψ(w−m+ 1
2
)ψ(v∗
m− 1
2
)ψ(v∗
m− 3
2
) · · ·ψ(v∗1
2
)|0〉 (3.21)
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and
w = ψ(ω(〈w 1
2
, w− 1
2
〉−1w− 1
2
))ψ(ω(〈w 3
2
, w− 3
2
〉−1w− 3
2
)) · · ·
· · ·ψ(ω(〈wm− 1
2
, w−m+ 1
2
〉−1w−m+ 1
2
))ψ(vm− 1
2
)ψ(vm− 3
2
) · · ·ψ(v 1
2
)|0〉.
(3.22)
It is then straightforward to check that ω(w) of the representation (3.21) exactly gives
(3.22). This means that ω(w) = w for all elements w ∈ F (0) corresponding to W ∈ Gr(2).
Next notice that
ω(ψ±(j)(z)) = ψ∓(j)(−z),
and hence
ω(α(j)(z)) = α(j)(−z), (3.23)
from which we deduce that
ω(δj) = −δj and ω(x
(j)
k ) = (−)
k+1x
(j)
k .
Here we write, as an abuse of notation, ω for σωσ−1. Next we want to calculate what ω
does with Qj. Notice first,using (3.12), that
Q±1j = exp(±
∑
k<0
1
k
α
(j)
k z
−k)ψ±(j)(z) exp(±
∑
k>0
1
k
α
(j)
k z
−k)z∓α
(j)
0 (3.24)
and that we may replace z in this formula (3.24) by −z, since the left-hand side is inde-
pendent of z. So,
ω(Q±1j ) = i exp(∓
∑
k<0
1
k
α
(j)
k (−z)
−k)ψ∓(j)(−z) exp(∓
∑
k>0
1
k
α
(j)
k (−z)
−k)z±α
(j)
0
= iQ∓1j (−)
α
(j)
0 .
Thus we find for the operators e±δj :
ω(e±δj ) = ie∓δj (−)δj .
So we conclude that
ω

τ0(x(a)k ) + ∑
1≤i<j≤n
(
τδi−δj (x
(a)
k )e
δi−δj + τδj−δi(x
(a)
k )e
δj−δi
)
+ · · ·


= τ0((−)
k+1x
(a)
k )−
∑
1≤i<j≤n
(
τδj−δi((−)
k+1x
(a)
k )e
δi−δj + τδi−δj ((−)
k+1x
(a)
k )e
δj−δi
)
+ · · · .
(3.25)
Next assume that W ∈ gr0. To this subspace corresponds an upto a multiple factor
unique a vector w ∈ F (0). Since
∑n
i=1 teiiW ⊂W , we can find special linearly independent
vectors w1, w2, . . . , wn ∈ W such that t
ℓwj = (
∑n
i=1 teii)
ℓwj ∈ H
(−ℓn)
n for all 1 ≤ j ≤ n
and such that
w = w1 ∧ w2 ∧ · · · ∧wn ∧ tw1 ∧ tw2 ∧ · · · ∧ t
ℓ−1wn ∧ v−ℓn− 1
2
∧ v−ℓn− 3
2
∧ · · · .
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From this presentation of w one easily sees that the action of
n∑
j=1
α
(j)
k w = 0 for all k > 0,
This leads to
n∑
j=1
∂τα(x)
∂x
(j)
k
= 0 for all k > 0 (3.26)
and hence to the following
Proposition 3.2 Tau-functions τW (x) =
∑
α∈M τα(x
(a)
k )e
α corresponding to W ∈ gr(2)
satisfy the following conditions:
(1)
n∑
j=1
∂τα(x)
∂x
(j)
k
= 0 for all k > 0,
(2) τ0((−)
k+1x
(a)
k ) = τ0(x
(a)
k ),
(3) τδj−δi((−)
k+1x
(a)
k ) = −τδi−δj (x
(a)
k ) for all 1 ≤ i, j ≤ n, i 6= j.
4 The KP hierarchy as a dynamical system
It is well known, see e.g. [11], that τW corresponds to aW ∈ Gr0 if and only if τW satisfies
the the KP hierarchy, i.e., the following equation:
Resz=0
n∑
j=1
ψ+(j)(z)τ ⊗ ψ−(j)(z)τ = 0, τ ∈ F (0). (4.1)
Using the boson-fermion correspondence we can write this equation as a family of equation
on certain n× n wave functions (α ∈ supp τ = {α ∈M |τα 6= 0})
V ±(α, x, z) = (V ±ij (α, x, z))
n
i,j=1, (4.2)
(see [9] for more details) where
V ±ij (α, x, z) := ε(δj , α+ δi)z
(δj |±α+αij)
× exp(±
∞∑
k=1
x
(j)
k z
k) exp(∓
∞∑
k=1
∂
∂x
(j)
k
z−k
k
)τα±αij (x)/τα(x).
(4.3)
The equations are:
Resz=0V
+(α, x, z)V −(β, x′, z)T = 0 for all α, β ∈ supp τ. (4.4)
Define n× n matrices W±(m)(α, x) by the following generating series (cf. (4.3)):
∞∑
m=0
W
±(m)
ij (α, x)(±z)
−m = εjiz
δij−1(exp∓
∞∑
k=1
∂
∂x
(j)
k
z−k
k
)τα±αij (x))/τα(x). (4.5)
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Note that
W±(0)(α, x) = In, (4.6)
W
±(1)
ij (α, x) =


εjiτα±αij/τα if i 6= j
−τ−1α
∂τα
∂x
(i)
1
if i = j,
(4.7)
We see from (4.3) that V ±(α, x, z) can be written in the following form:
V ±(α, x, z) =
∞∑
m=0
W±(m)(α, x)(±z)−mR±(α,±z)S±(x, z), (4.8)
where
R±(α, z) =
n∑
i=1
ε(δi, α)Eii(±z)
±(δi|α),
S±(x, z) =
n∑
i=1
e±
∑
∞
j=1 x
(i)
j z
j
Eii.
(4.9)
Here Eij stands for the n × n matrix whose (i, j) entry is 1 and all other entries are
zero. Now let ∂ =
∑n
j=1
∂
∂x
(j)
1
, then V ±(α, x, z) can be written in terms of formal pseudo-
differential operators (see [9] for more details). Let
P±(α) ≡ P±(α, x, ∂) = In +
∞∑
m=1
W±(m)(α, x)∂−m, R±(α) = R±(α, ∂), (4.10)
then
V ±(α, x, z) = P±(α)R±(α)S±(x, z) (4.11)
and one can prove that P−(α) = P+(α)∗−1 and the following Lemma:
Proposition 4.1 Let α, β ∈ supp τ , then P+(α) satisfies the Sato equations:
∂P+(α)
∂x
(j)
k
= −(P+(α)Ejj∂
kP+(α)−1)−P
+(α) (4.12)
and P+(α), P+(β) satisfy
(P+(α)R+(α− β)P+(β)−1)− = 0 for all α, β ∈ supp τ. (4.13)
This is another formulation of the n-component KP hierarchy (see [9]). Introduce the
following formal pseudo-differential operators L(α), C(j)(α):
L(α) ≡ L(α, x, ∂) = P+(α)∂P+(α)−1,
C(j)(α) ≡ C(j)(α, x, ∂) = P+(α)EjjP
+(α)−1,
(4.14)
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then related to the Sato equation is the following linear system
L(α)V +(α, x, z) = zV +(α, x, z),
C(i)(α)V +(α, x, z) = V +(α, x, z)Eii,
∂V +(α, x, z)
∂x
(i)
k
= (L(α)kC(i)(α))+V
+(α, x, z).
(4.15)
To end this section we write down explicitly some of the Sato equations (4.12) on the
matrix elements W
(s)
ij of the coefficients W
(s)(x) of the pseudo-differential operator
P = P+(α) = In +
∞∑
m=1
W (m)(x)∂−m.
We shall write W = W (1) and Wij for W
(1)
ij to simplify notation, then the simplest Sato
equation is
∂P
∂x
(k)
1
= [∂Ekk, P ] + [W,Ekk]P. (4.16)
In particular we have for i 6= k:
∂Wij
∂x
(k)
1
=WikWkj − δjkW
(2)
ij . (4.17)
The equation (4.16) is equivalent to the following equation for V = V +(α):
∂V
∂x
(k)
1
= (Ekk∂ + [W,Ekk])V. (4.18)
5 The Darboux-Egoroff system
Define
wij(x) =W
(1)
ij (0, x), (5.1)
then from the previous section we know that wij(x) satisfies
∂wij(x)
∂x
(k)
1
= wik(x)wkj(x) i 6= k 6= j. (5.2)
If we moreover assume that the wave function corresponds to a point W ∈ gr(2), we also
have
n∑
k=1
∂wij(x)
∂x
(k)
1
= 0, (5.3)
and
wij((−)
k+1x
(a)
k ) = wji(x
(a)
k ). (5.4)
This makes it possible to obtain solutions of the Darboux-Egoroff system, viz define
γij(x) = wij(x)|x(ℓ)2k=0 for all k≥1, 1≤ℓ≤n
, (5.5)
then these γij satisfy the equations (1.7). Thus we have obtained the main theorem of
this paper.
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Theorem 5.1 Let W ∈ gr(2) = GLn(L)
(2) · H
(0)
N and let τ(x) =
∑
α∈M τα(x)e
α be the
corresponding tau-function. Then the
γij(x) = ǫji
(
τδi−δj(x)
τ0(x)
)
x
(ℓ)
2k=0 for all k≥1, 1≤ℓ≤n
are solutions of the Darboux-Egoroff system (1.7) for ui = x
(i)
1 .
It is obvious that one can construct even more tau-functions that correspond to W ∈ gr0
and wich lead to solutions of the Darboux-Egoroff system. Namely, if we take a tau-
function which comes from a W ∈ gr(2), then we can always multiply it with an element
eβ for β ∈M . The τβ(x) and the τβ+δi−δj (x) of this new tau-function also lead to solutions
of the Darboux-Egoroff system.
It is easy to see from theorem 3.2 that the wave functions satisfy
n∑
i=1
∂V ±(α, x, z)
∂x
(i)
1
= zV ±(α, x, z) (5.6)
This means that we do not really have formal pseudo-differential operators, but rather
formal matrix-valued Laurent series in z−1. The Sato equation takes the following simple
form. Let P (z) = P+(α, x, z) = I +Wz−1 = · · · then
∂P (z)
∂x
(j)
k
= −(P (z)EjjP (z)
−1zk)−P (z).
and equation (4.18) turns into
∂V +(α, x, z)
∂x
(k)
1
= (zEkk + [W,Ekk])V
+(α, x, z). (5.7)
Next let
Φ±(x, z) = V ±(0, x, z)|
x
(i)
2k=0 for all k≥1, 1≤i≤n
, (5.8)
then it is straightforward to check that
Φ−(x, z) = Φ+(x,−z).
Thus
ReszΦ
+(x, z)Φ+(x′,−z)T = 0
from which one deduces, when one takes x = x′, that
Φ+(x, z)Φ+(x,−z)T = In.
Let Γ(x) = (γij(x))1≤i,j≤n, then Φ(x, z) := Φ
+(x, z) satisfies:
Φ(x, z)Φ(x,−z)T = In,
n∑
j=1
∂Φ(x, z)
∂x
(j)
1
= zΦ(x, z),
∂Φ(x, z)
∂x
(k)
1
= (zEkk + [Γ(x), Ekk])Φ(x, z),
(5.9)
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Following [4], we want solutions of this system for z = 0. However, just putting z = 0 in
(5.9) does not make sense. There is a way to construct such solutions, viz. let τ = g(t)|0〉,
with g(t) =
∑
iA(i)t
i ∈ GL(L)(2), so in particular g(−t)T = g(t)−1, then
ψ(g(t)t−1ej)τ 6= 0 and ψ(g(t)t
kej)τ = 0, for all 1 ≤ j ≤ n, k ≥ 0.
Using the fermionic fields we can rewrite this to
Resz
∑
i
n∑
k=1
A(i)kjz
i−1ψ+(k)(z)τ 6= 0 and Resz
∑
i
n∑
k=1
A(i)kjz
i+ℓψ+(k)(z)τ = 0
for all 1 ≤ j ≤ n, ℓ ≥ 0 and thus
Reszz
−1V +(0, x, z)g(z) 6= 0 and Reszz
ℓV +(0, x, z)g(z) = 0 for all ℓ ≥ 0.
Now define
Ψ(x, z) := z−1Φ(x, z)g(z),
then this satisfies
Ψ(x, z)Ψ(x,−z)T = −z−2In,
n∑
j=1
∂Ψ(x, z)
∂x
(j)
1
= zΨ(x, z),
∂Ψ(x, z)
∂x
(k)
1
= (zEkk + [Γ(x), Ekk])Ψ(x, z),
Reszz
ℓΨ(x, z) = 0 for all ℓ > 0.
(5.10)
We thus get (c.f. [4],[5]):
Proposition 5.1 Let Ψ(x, z) be constructed as above. Define
ψ(x) = (ψij(x))1≤i,j≤n := ReszΨ(x, z),
Then these ψij ’s satisfy the equations
∂ψij
∂x
(k)
1
= γikψkj, k 6= i,
n∑
k=1
∂ψij
∂x
(k)
1
= 0. (5.11)
with γij given by (5.5) and the formula’s
hi = ψi1,
ηαβ =
n∑
i=1
ψiαψiβ = δαβ ,
∂tα
∂x
(i)
1
= ψi1ψiα,
cγαβ = cαβγ =
n∑
i=1
ψiαψiβψiγ
ψi1
,
(5.12)
determine (locally) a semisimple Frobenius manifold on the domain x
(i)
1 6= x
(j)
1 and ψ11ψ21 · · ·ψn1 6=
0.
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Define
Θ(x, z)′ :=z2
n∑
i=1
ψi1EiiΨ(x, z),
Θ(x, z) = (θ1(x, z) θ2(x, z) θ3(x, z) · · · θn(x, z)) := z (ψ11 ψ21 ψ31 · · ·ψn1)Ψ(x, z),
then it is straightforward to check that
Reszz
kΘ(x, z) = 0, Reszz
k−1Θ(x, z)′ = 0 for all k ≥ 0,
Θ(x, z)′ =
(
∂θj(x, z)
∂x
(i)
1
)
1≤i,j≤n
,
Θ(x, z)′Θ(x,−z)′T = −z2
n∑
i=1
h2i (x)Eii,
z−1Θ(x, z)′Θ(x,−z)T =
(
h21(x) h
2
2(x) h
2
3(x) · · · h
2
n(x)
)T
.
(5.13)
From which we deduce that the flat coordinates ti are given by
θj(x, z) = δj,1 + t
j(x)z +
∞∑
k=2
θ
(k)
j (x)z
k. (5.14)
These θj(x, z) are the deformed flat coordinates, see e.g. [6]. So we are in the situation of
the paper [1] and we can construct the prepotential F (t(x)). Using the formula’s (5.10)
and (5.11) one calculates that
∂2Θ(x, z)
∂x
(i)
1 ∂x
(j)
1
= Γiij(x)
∂Θ(x, z)
∂x
(i)
1
Γjji(x)
∂Θ(x, z)
∂x
(j)
1
, i 6= j
∂2Θ(x, z)
∂x
(i)2
1
=
n∑
j=1
Γjii(x)
∂Θ(x, z)
∂x
(j)
1
+ z
∂2Θ(x, z)
∂x
(i)
1 ∂x
(j)
1
,
(5.15)
where the Christoffel symbols are given by (1.10) and hence that
∂2Θ(x, z)
∂tk∂tℓ
=
n∑
m=1
ckℓm(x)z
∂Θ(x, z)
∂tm
(5.16)
Since ∂Θ(x,z)
∂ti
is a linear combination of ∂Θ(x,z)
∂x
(k)
1
’s,
z−1
∂Θ(x, z)
∂tk
Θ(x,−z)T
is independent of z, which means that all coefficients, except the constant coefficient, are
zero. In particularly the coefficient of z2 gives:
θ(2)m (x) = −
∂θ
(3)
1 (x)
tm
+
n∑
i=1
ti
∂θ
(2)
i (x)
∂tm
.
The coefficient of z2 of (5.16) leads to
∂2θ
(2)
m (x)
∂tk∂tℓ
= ckℓm(x),
hence ∂F (x)
∂tm
= θ
(2)
m (x) and we obtain the Theorem of [1] for the GL(L)(2)-group orbit:
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Theorem 5.2 The function F (x) = F (t(x), x) defined by
F (x) = −
1
2
θ
(3)
1 (x) +
1
2
n∑
i=1
ti(x)θ
(2)
i (x)
satisfies equation (1.5).
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