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ABSTRACT 
A new nonsingularity criterion for matrices is derived. It improves the Levy-De- 
splanques theorem for matrices which are “near” to triangular ones. 0 Ekrevier 
Science Inc., 1997 
1. STATEMENT OF THE RESULT 
Throughout this paper A is a complex n X n matrix with the entries aj,, 
j, m = 1, . ..) n; n > 2. It is assumed that ajj # 0 for each j = 1,. . . , n. 
Denote 
S, = i laj,l, m = l,...,n - 1, s, = 0, 
j=m+l 
and 
I-I 
P(A) = B<p<n 
i ’ 1+ ’ lajmampI lammappl I for ’ ’ 3’ lGj<m<p 1 for n = 2. 
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The aim of this paper is to prove the following 
THEOREM 1.1. Let 
M. I. GIL 
foreuch k = l,..., n. (1.1) 
Then A is invertible. 
Naturally, we set 
- = for k=l. 
The proof is given in the next section. Compare Theorem 1.1 with the 
Levy-Desplanques theorem (usually referred as the “Hadamard theorem” [4; 
5, p. 1461). This th eorem asserts that the following condition is sufficient for 
the nonsingularity of A: 
lUjjl > cyi = c lUjil for j = l,...,n. 
i#j 
Thus, Theorem 1.1 improves the Levy-Desplanques theorem if 
k-1 1$,&l 
Sk+ c s - 
m=l ml%ml 
foreach k = l,...,n. 
For n = 3 Theorem 1.1 gives the following result: if 
p( A)(lu,,I + kd) < hl, 
(1.2) 
P.(A) l%!l + lUllI 
i 
!@(ln,,l + lu,,l) 
I 
-c b,,l, 
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and 
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with 
I%%31 
p(A) = 1 + - 
la,a,,l ’ 
then A is invertible. 
COROLLARY 1.2. a?d 
1-4 A - AZ) k-l 
I&(A) = AEC: 
IUkk - 4 sk + c % m=l 
Then all the eigenvulues of A lie in the set 
6 *kcA). 
k=l 
Indeed, if A does not belong to any hk( A), then A - AZ is invertible due 
to Theorem 1.1. 
It is simple to show that Corollary 1.2 improves Gershgorin’s result [5] for 
matrices which are “close” to triangular. 
Further, following the closing remark of the paper [I], one can show that 
for a matrix A with ZL( A) = 1, the condition 
44 Sl 
hll s1= j-J < 1 
is superfluous. For such matrices to be nonsingular it suffices that 
k-1 bmkl 
au # 0 and Sk + c S - 
m=l ml%ml 
< lakkl for k = 2,. . . , n. (1.3) 
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Combining this remark with Theorem 1.1 and setting 
s^ = P(A)% if CL(A) >L 
1 0 if /.L( A) = 1, 
we get the following 
COROLLARY 1.3. L&t s; < lUllI and 
for k = 2,...,n. 
Then A is invertible. 
Let p(A) = 1. Then p(A - AZ) = 1 as well. Thus, due to the condition 
(1.3), if p(A) = 1, then any eigenvalue of A belongs to the set 
{A E C: A = all} U ; A,( A). 
k=2 
Combining this remark with Corollary 1.2 and putting 
*l( 4 if /..L( A) > 1, 
{h~C:h=u,,} if p(A) =l, 
we have 
COROLLARY 1.4. Any eigenvulue of un arbitrary n X n matrix A belongs 
to the set 
&(A) ” ir nk(A)* 
k=2 
Let, for instance, n = 2; then the last result asserts that both eigenvalues 
of A belong to the set 
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It is worth noting that for some matrices which are “close” to triangular 
ones [for example, for a 3 x 3 matrix A = (ujk) with uis~ = 0 and for a 
4 X 4 matrix A = (ujk) with ais = 0 and us4 = 01, the conditions of Theo- 
rem 1.1 coincides with the “column variant” of Gudkov’s conditions [3]. 
2. PROOFS 
Let B(C”) be the set of all linear operators acting in 
Euclidean space C”. For Xi, X,, . . . , X, E B(C”) denote 
an n-dimensional 
(2.1) 
i.e., the arrow over the product symbol means that the indices of the 
cofactors increase from left to right. 
LEMMA 2.1. Let V E B(C”) be a nilpotent operator and { Pk}FEO be an 
increasing chain of orthoprojectom onto its invariant subspuce. That is, 
0 = range P, c range P, c a** C range P,, = 1 and P, _ ,VP, = VP, 
for k = 1,. . . , n. Then 
(I -V)_’ = fi (Z + VAP,), where APk = Pk - Pk_l. 
B<k<n 
Proof. Set Vk = VA Pk (k = 2, . . . , n). Taking into account that P,, = I, 
VP,=O,yVk=Oforj>k,and 
VP,= & 
j=2 
we can write 
vj = vpn_j+lvpn_j+2 me. p,_,vP, = c Vk,Vk, -** v, . 
2ck,<k,< ... <k,<n 
I 
Further, we have 
Z+V,)=Z+ &kf c vk,vkz + *** +v2v3 a’* v,. 
k=2 2<kl<kp<n 
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Thus, 
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fi (z+vk) =$N 
2<k<n j=o 
Since V is nilpotent, V” = 0 and 
n-l 
(I -q-l = C vj. 
j=o 
This proves the result. 
Proof of Theorem 1.1. We can write A = L + D + V where 
D = diag[akk];=,, 
V=(ojk) with vj’jk=(Ijk,j<k, ad vjk=Oo, jak; 
besides, 
L=(Z~~) with ljk=ajk,j>k, and l$=o, j<k (j,k=l,...,n). 
Obviously, 
A= [L(D+V)-’ +Z](D+V) =[Y+Z](D+V), 
where Y = L( D + V)-l. The triangular matrix D + V is invertible, because 
all its diagonal elements are not equal to zero. Since the product of two 
invertible matrices is an invertible one, it is sufficient to prove the invertibility 
of Y + I. 
Take the norm 1) AlI of the matrix A as the maximum of sums of absolute 
values of row elements, i.e. 
II All = k=yF ” ,$ lajkl’ , > J-1 
Clearly, the condition 
IIYII < 1 (2.2) 
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ensures the invertibility of 1 + Y. We have 
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Y = L( D + v>-’ = ZD-‘( z + vD-‘)-1 = W( z - B))‘, 
where B = -VD-’ and W = LD-l. So the entries of W are 
Qjk 
tbjk = -, j > k, and wjk=O, j<k. P-3) 
akk 
The entries of B are 
bjk = _ aik 
akk 
, j<k, and bjk=o, j&k. (2.4) 
Take into account that 
Z-A’=(Z-A)(Z+A), 
and therefore 
(Z-A)-‘= (Z+A)(Z-A’)-’ 
for any operator A if Z - A is invertible. We get 
Y = W(Z - B)-’ = W(Z + B)(Z - B2)-l, 
or 
Y = (W + WB)(Z - B2)-f (2.5) 
Clearly, B is an upper triangular nilpotent matrix, and the projectors Pk onto 
its invariant subspaces are defined by Pk x = (x,, . . . , xk, 0, . . . , 0) for any 
vector x = (xj), j = l,..., n. That is, each Pk projects onto the subspace 
generated by k first elements of a given (standard) basis. 
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Due to Lemma 2.1, 
(I_ p-1 = 3<$<“cz + B2APd, ( n > 3, ) 1, n = 2, 
since B2P2 = 0. Obviously, 
This yields 
II(z - B~)-~)I < n (1 + IIB2A&Il) 
3<k<n 
Besides, 
C Wjmbmk 
n<j,m<k 
d HlF e lwjkl + ‘c:’ i I’JjmI IbtllkI 
j=k+l m=l j=m+l 
According to (2.3) and (2.4) this gives 
IIW + WBlI < mk” I-1 
Thus, according to (2.2) the relations (2.5) and (2.6) imply the result. ??
Notice that Lemma 2.1 was announced in [l] (without the proof) for more 
general objects. 
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The author is greatly indebted to the referee for his very helpful remarks. 
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