Abstract
Introduction
Human interactive behavior recognition and understanding is an important research topic in computer vision community. The related techniques are widely used in the field of intelligent surveillance, human-computer interface, video content-based video retrieval, etc. [1] In fact, interactive behavior is a typical human activity in real-world, such as hand shaking, hugging, fighting etc. Though many approaches have been proposed to deal with interaction recognition [2] , it is still a challenging task due to its large intra-variations, clutter and occlusion, viewpoint changes [3] and other fundamental difficulties. Recent research on interaction recognition can be characterized by two classes of methods:
(1) Interaction Recognition Based on Motion Co-Occurrence: This kind of method considers that the interaction between individuals are composed of a set of temporally ordered elementary actions performed by the different persons involved in the interaction [4] [5] [6] . Vahdat et. al., represented the individuals in interactions by a set of key pose, then interaction can be recognized by capturing their spatial and temporal relationship [7] . SLIMANI et. al., proposed a co-occurrence of visual words method for human interaction recognition [8] . The method represents the interaction between persons by calculating the number of times visual words occur simultaneously for each person involved in the interaction. The implementation of this method is very simple, however the co-occurrence relationships are not expressive enough to effectively deal with interactions with large variations. Kong et. al., proposed a novel approach by using interactive phrases to describe motion relationships between interacting people. A discriminative model is proposed to encode interactive phrases based on the latent SVM formulation [9] . The method obtains better recognition accuracy, however the training process is relatively complex. In general, this kind of method can achieve more accurate and robust results by exploiting rich contexture information in human interactions.
(2) Interaction is Recognized as a General Action: This kind of method usually represents the interaction as an integral descriptor including all the people involved in the interaction. Then a classier is utilized to classify human interactions [10] . Burghouts et. al., improved the spatio-temporal representation by introducing spatio-temporal layout of actions and obtained successful human interaction recognition [11] . Peng et. al., utilized dense trajectory with four advanced feature encoding methods to achieve human interaction recognition [12] . Li et. al., proposed a hybrid framework which incorporates both global feature and local features to recognize human interactions. The method achieves promising results by respectively using GA based random forest and calculating S-T correlation score as recognition method [13] . This kind of method treats people as a single entity and do not extract the motion of each person from the group. So they do not need segment the feature of individual in the interaction. However the better performance always needs comprehensive motion features.
How to extract discriminative and simple features to describe interactions and design effective recognition methods to fuse different types of features has become an important solution for interaction recognition. The most of above methods [8] [9] 13 ] choose spatio-temporal interest points as fundamental feature to construct the motion feature for interaction recognition due to their simplicity, effectiveness and robustness to cluttered backgrounds. However interest point always model an action as a bag of independent and order-less visual words without considering the spatio-temporal contextual information of interest points. In order to deal with this limitation, a novel feature is proposed by combining local and global information to represent the human interaction. The method do not need segment the features extracted from the image sequence of interaction behavior. The BoW (Bag of Word) descriptor of spatio-temporal interest points in shot length-based video is utilized to represent the local characteristics of human interactive behavior. And the HoG (histogram of gradient) descriptor represents the global characteristics of interaction behavior. Then the recognition result was obtained by fusing the probability of these two kinds of features. The experiments on the UT-Interaction Data set show that the proposed method is very simple and effective.
The rest of this paper is organized as follows. In Section 2, the framework of the proposed method is introduced. Section 3 and Section 4 respectively provides a detailed explanation of local and global feature extraction and representation. And Section 5 gives experimental results and analysis. Finally, Section 6 concludes the paper.
The Overview of the Proposed Method
The framework of the approach is shown in Figure 1 . The framework includes the following modules:
(1) Interaction Detection: In order to improve recognition accuracy and efficiency, interaction detection in video is performed before feature extraction. The foreground information of the interaction is obtained by using frame difference. Redundant information in the frame can be eliminated by using the frame difference. The interaction process is shown in Figure 2 .
(2) Feature extraction: Improved BoW descriptor of spatio-temporal interest points is used to represent local characteristics of interactions in this paper. It is robust to the changes in viewpoint and environment. Simultaneously HoG feature is used to represent the global characteristics. 
Local Feature Extraction and Representation

Interest Points Detection
In computer vision, spatio-temporal interest point was always used to represent the local characteristics of the human behavior in the image sequences. The most widely used detection method of interest points was proposed by Dollars [14] . The method calculates function response values based on the combination of Gabor filter and Gaussian filter. The extreme values of local response can be considered as spatio-temporal interest point of the interaction behavior in the image sequence. The response function is given as: Dollar's method is sensitive to both background noise and highly textured object foreground areas regardless their relevance to capturing the dynamics of action observed. To overcome this problem, a different interest points detection method is utilized on the interaction video [15] . Firstly, the region of interest is detected by using frame difference. Then Gabor filtering is performed on the detected regions of interest from different orientations.
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The 3D-SIFT Descriptor of Spatio-Temporal Interest Points
3D SIFT descriptor is chosen to represent Spatio-temporal Interest Point. There are three steps to generate the descriptors:
Extract the spatio-temporal cube from the image sequence and divide it into fixed size unit sub-cubes.
(2)
Calculate the spatio-temporal gradient histogram of each unit cube by using faceted sphere.
The 3D SIFT descriptor of spatio-temporal interest point is formed by combining all the unit cube histograms [16] . In this paper, the 12× 12 × 12 pixel size cube is divided into 2 sub cubes. In our previous paper about recognition single human action [17] , we adopts 32 faceted at 32 gradient directions for descriptor, so the whole features of each point are 32 × 8 dimensions. Those parameters are used to describe spatio-temporal interest point of interactive behavior in this paper.
The BoW Descriptor of Spatio-Temporal Interest Point
The conventional BoW descriptor of spatio-temporal interest point is usually extracted throughout the whole video, and the spatio-temporal contextual information of interest points always be ignored. The BoW descriptor of interest points in shot length-based video is utilized to represent the local information of human interaction [18] . The graphical representation of BoW Descriptor Generation is shown in Figure 2 .
Figure 2. The Graphical Representation of BoW Descriptor Generation
The detail is following:
The 3D SIFT descriptors areclustered into a C-dimensions vocabulary after the 3D SIFT description of spatio-temporal interest point are calculated in single human action video. (2) When new frame of test video is input, the 3D SIFT descriptor of spatio-temporal is extracted in the neighbor F frames .
(3) Then the descriptors are projected into the C-dimensions vocabulary by minimizing the Euclidean distance between them and the vocabulary words. The frequency of the vocabulary words were counted as the BoW representation of interest points for the current frame. The best performance with C=60 and F=4 were found in our previous paper.
The Global Feature Extraction and Representation
In order to perform recognition at a faster speed, it is necessary to extract a small amount of raw feature data with a simple and discriminative feature representation. It has been proved that grid based HoG descriptors significantly outperform existing feature sets for human detection in a previous study [19] . HoG feature reflects the edge gradient information of human motion, do not need complex edge detection process. This method can overcome the disturbance changes due to illumination, scale, wearing and background, even in complex background environment still has strong stability. The HOG representation is formed by calculating the gradient histogram in local areas and statistical image under the main idea that the local target appearance and shape can be described by the density distribution of light intensity gradient or edge direction in an image.
The extraction process of HoG feature requires two steps:
The image is divided into a plurality of connected non overlapping cells with the same size; (2) Histogram of oriented gradient of each pixel is statistics in each cell, then all histograms of all cell unites are combined to generate the final descriptor.
The HOG features are extracted to represent global characteristics of interactive behavior in this paper. The HOG descriptor for an interest region of interactive behavior is described as a feature vector 
Classifier Design
Frame Nearest Neighbor Recognition Method
The nearest neighbor classify algorithm is not only a simple and effective identification method, but also has a fast recognition speed to recognize single human action [20] . In order to realize the real-time detection, the nearest neighbor classifier is chosen to recognize the extracted features respectively. The method is shown as follows: Supposing that there are c classes as w 1 ,w 2 ,...,w c , each class has the number of N i marked sample, then the discriminant function of class w i is shown as Eq.2:
The subscript i of The recognition method used in this paper is also called frame to frame nearest neighbor. Firstly the training samples with known category have been chosen to form training set. The frames included the same interaction category have the same symbol in the training set. Then input the test sequences, the classifier try to forecast the symbol of test interaction sequences to be one action type by respectively calculating the Euclidean distance between feature of each test frames and each training frames feature. Then vote for the action category which the frame with minimum distance in the training samples belongs to. Finally the category of test sequence will be recognized as the action class symbol which has the highest votes.
Two Kinds of Feature Decision Fusion
The classification voting histogram of BoW descriptor and HoG descriptor of the test video sequences are generated by using the nearest neighbor classifier. Then, the classification voting histogram of BoW descriptor and HoG descriptor are normalized to generate the classification probability histogram of BoW descriptor and HoG descriptor. Finally, the recognition result is obtained by weighted combining the classification probability histogram of BoW descriptor and HoG descriptor. The decision fusion process is shown as Eq.5:
Vector V represents the classification voting histogram of BoW descriptor or HoG descriptor of the unknown video sequence. c represents the number of interaction classes which the training set contains. The classification probability histogram P is generated by normalizing the classification vote histogram V. The calculation formula is shown as Eq.6, pi represents the probability of the current test video to each class:
Then, these two kinds of classification probability histogram are weighted fused by using the Eq.7:
The initial weights are obtained by experiment. Testing results of the experiment are shown in Figure 5 . The best result was achieved when the weight of BoW is 66% and the weight of HoG is 34%. 
Algorithm Verification and Results Analysis
Dataset
To test the effectiveness of our approach, the UT-Interaction set 1 benchmark dataset [21] was chosen, which contains 6 classes of human interactive behaviors performed by 15 peoples: shake-hands, hug, kick, point, punch, push. Each class contains 10 video sequences. Some challenging factors in this dataset include moving background, cluttered scenes, camera jitters/zooms and different clothes. The segmented UT-interaction sequences were used for evaluating the recognition accuracy and speed of our method in the experiments. As presented in Figure 6 , there are 6 action types in the dataset.
Testing Results
Recognition experiment are performed by using combined the classification voting histogram of BoW descriptor and HoG descriptor on UT-Interaction set 1 in this part. Leave-one-out cross validation method is adopted throughout the process. In turns using one action of each action class as test samples, and the remaining others as the training set, circulation continue until all actions are completed testing. The experimental results are shown in Table 1 , and the confusion matrixes are shown in Figure 7 . 3 We can find that the better recognition result has obtained on actions "hug" "kick" "point" "punch" by using weighted fusion of classification probability histogram of BoW feature and HoG feature. For action "hug" and "point", the recognition accuracy(100% , 90%) of combined features (BoW+HoG) has increased by 10% than BoW features and HoG features using alone. For action "kick" and "punch", the same recognition rate(80% , 60%) was obtained by using combined features (HoG+BoW) and HoG, but it has raised(10% ,40%) than BoW used alone. Although , for action "hand shake" and "push", the recognition rat(90% , 80%) of combined features (BoW+HoG) is lower than the recognition rat (100% , 90%) by BoW used alone , but it has raised (10% , 30%) than HoG used alone. 
The Comparison of the Performance
The comparisons of performance between the proposed method and the recent related works based on UT-Interaction dataset are shown in Table 2 . Obviously, our approach has achieved a good recognition result. The recognition rate of [25] are slightly higher than ours, however the method need complicated feature extraction and require a plurality of complex recognition model. Our approach need not segment the feature of interactive behavior to individuals and create any complex discriminant model. So our method outperforms all of other state of methods.
Conclusion
This paper proposed a novel approach by using two simple features i.e., improved BoW descriptor of interest points and HoG descriptor to represent global characteristics and local characteristics of interactions. Classification voting histogram of BoW and HoG features are obtained by using frame to frame nearest neighbor classifier respectively. Finally, recognition results obtained by weighted fusing them. Compared with previous research, neither our method requires assign the features to the individuals in interaction, nor build the complex model for recognition. The proposed classifier has a simple structure with better adaptability. Experimental results show that the proposed combined feature can effectively compensate for performance when the two kinds of feature are used alone. Compared with the results of other studies, the proposed method is simple and effective. In the future, we will exploit rich contexture information in human interactions to help achieve more accurate and robust results.
