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ABSTRACT
This dissertation can be said to fall under the broad theme of computability ofK-theory
of Lp operator algebras (and perhaps more general Banach algebras).
The first part of the dissertation is about a variant of K-theory known as quantitative
K-theory, which has been defined for C∗-algebras and applied in a number of situations.
Our goal is to extend the theory to a larger class of Banach algebras so that it becomes
applicable to Lp operator algebras and thus a tool for investigating an Lp version of the
Baum-Connes conjecture. We develop the general framework for this theory, culminating
in a version of the controlled Mayer-Vietoris sequence that has featured prominently in
existing applications in the C∗-algebra setting.
In the second part of the dissertation, we study the Lp version of one of these appli-
cations. This application involves the notion of dynamic asymptotic dimension, which
is a notion of dimension associated to group actions on spaces (and more generally to
groupoids). In the C∗-algebra setting, the work of Guentner-Willett-Yu showed that when
a group G acts on a compact space X with finite dynamic asymptotic dimension, the
Baum-Connes conjecture with coefficients in C(X) holds for the group G. We will for-
mulate anLp version of the Baum-Connes conjecture with coefficients and show that under
the same assumption, the Lp Baum-Connes conjecture with coefficients in C(X) holds for
the group G. As a consequence, the K-theory of the Lp reduced crossed product of C(X)
by G does not depend on p if the action has finite dynamic asymptotic dimension.
ii
ACKNOWLEDGMENTS
I would like to thank my advisor, Guoliang Yu, for taking me under his wing and for
his patient guidance from the time when I knew nothing about noncommutative geometry
and operator algebras to the current state where I (hopefully) know a bit about them.
I have also benefited from conversations with Hervé Oyono-Oyono and Rufus Willett,
which helped me understand their work better in an attempt to adapt their methods to my
work.
Professors whose courses I attended at the National University of Singapore as an
undergraduate majoring in mathematics certainly deserve credit as that was where founda-
tions were laid. Professors at Texas A&M University have certainly enhanced my knowl-
edge of mathematics.
Before embarking on this Ph.D. journey, I spent three years teaching at Meridian Junior
College in Singapore. During that time, I certainly learnt a lot from my former colleagues
and also from my former students. I am grateful for the well-wishes that I received when
I left. To this day, my first batch of students remains my greatest pride.
My friends back home in Singapore have been a source of support and encouragement
over the last few years. In particular, I thank Hui Mein, Cheng Guan, and David for
treating me to lunch every time I return to Singapore.
Finally, and most importantly, I thank my family for supporting my decision to embark
on this path. None of this would have been possible without their support. I sometimes
feel guilty for being so far away from them for such a long time, especially to my parents
in their old age. Thanks to my sister for taking care of things at home while I am away.
iii
CONTRIBUTORS AND FUNDING SOURCES
Contributors
This work was supported by a dissertation committee consisting of Professor Guo-
liang Yu [advisor], Professor Ken Dykema, and Assistant Professor Zhizhang Xie of the
Department of Mathematics and Professor Fred Dahm of the Department of Statistics.
All work for the dissertation was completed by the student independently.
Funding Sources
Graduate study was supported by a Graduate Teaching Assistantship from the De-
partment of Mathematics at Texas A&M University, and also partially supported by the
National Science Foundation.
iv
TABLE OF CONTENTS
Page
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii
ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
CONTRIBUTORS AND FUNDING SOURCES . . . . . . . . . . . . . . . . . . iv
TABLE OF CONTENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
1. INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
2. PRELIMINARIES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1 Banach Algebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 K-Theory of Banach Algebras . . . . . . . . . . . . . . . . . . . . . . . 17
3. QUANTITATIVE K-THEORY FOR BANACH ALGEBRAS . . . . . . . . . . 23
3.1 Filtered Banach Algebras, Quasi-Idempotents, and Quasi-Invertibles . . . 23
3.1.1 Filtered Banach algebras and SQp algebras . . . . . . . . . . . . 23
3.1.2 Quasi-idempotent elements and quasi-invertible elements . . . . . 31
3.2 Quantitative K-Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2.1 Definitions of quantitative K-theory groups . . . . . . . . . . . . 43
3.2.2 Some basic properties of quantitative K-theory groups . . . . . . 49
3.2.3 Relating quantitative K-theory to usual K-theory . . . . . . . . . 57
3.3 Controlled Long Exact Sequence in Quantitative K-Theory . . . . . . . . 63
3.3.1 Controlled morphisms and controlled exact sequences . . . . . . . 63
3.3.2 Completely filtered extensions of Banach algebras . . . . . . . . . 69
3.3.3 Controlled half-exactness of K0 and K1 . . . . . . . . . . . . . . 71
3.3.4 Controlled boundary map and controlled long exact sequence . . . 76
3.4 A Controlled Mayer-Vietoris Sequence . . . . . . . . . . . . . . . . . . . 86
3.4.1 Preliminary definitions . . . . . . . . . . . . . . . . . . . . . . . 87
3.4.2 Key technical lemma . . . . . . . . . . . . . . . . . . . . . . . . 90
3.4.3 Controlled Mayer-Vietoris sequence . . . . . . . . . . . . . . . . 96
3.5 Remarks on the C∗-algebra Case . . . . . . . . . . . . . . . . . . . . . . 111
4. DYNAMIC ASYMPTOTIC DIMENSION AND THELp BAUM-CONNES CON-
JECTURE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
v
4.1 Dynamic Asymptotic Dimension . . . . . . . . . . . . . . . . . . . . . . 114
4.2 An Lp Assembly Map . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
4.3 Lp Baum-Connes Conjecture with Coefficients . . . . . . . . . . . . . . . 127
4.3.1 Base case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
4.3.2 Inductive step . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
4.3.3 Proof of main theorem . . . . . . . . . . . . . . . . . . . . . . . 150
5. SUMMARY AND CONCLUSIONS . . . . . . . . . . . . . . . . . . . . . . . 152
5.1 Further Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
5.1.1 Lp operator algebras and their K-theory . . . . . . . . . . . . . . 152
5.1.2 Other applications of quantitative K-theory . . . . . . . . . . . . 153
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
vi
1. INTRODUCTION
Quantitative (or controlled) operator K-theory has its roots in [40], where the idea was
used by Yu in his work on the Novikov conjecture, which is a conjecture in topology on the
homotopy invariance of certain higher signatures. In fact, by applying a certain controlled
Mayer-Vietoris sequence to the Roe C∗-algebras associated to proper metric spaces with
finite asymptotic dimension, Yu was able to prove the coarse Baum-Connes conjecture for
these metric spaces, from which it follows that the Novikov conjecture holds for finitely
generated groups with finite asymptotic dimension and whose classifying space has the
homotopy type of a finite CW-complex.
The underlying philosophy of quantitative K-theory is that the K0 and K1 groups
of a complex Banach algebra can essentially be recovered by using “quasi-idempotent”
and “quasi-invertible” elements respectively. A striking consequence of the flexibility
gained by considering such elements instead of actual idempotent or invertible elements
is that in place of closed (two-sided) ideals, which are often needed to apply the standard
machinery in K-theory, we can sometimes use closed subalgebras that are almost ideals
in an appropriate sense. This feature could already be seen in the controlled cutting and
pasting technique used in [40].
In [26], Oyono-Oyono and Yu developed the theory for general filtered C∗-algebras,
i.e., C∗-algebras equipped with a filtration, and they formulated a quantitative version of
the Baum-Connes conjecture, proving it for a large class of groups. They also suggested
that the theory can be extended to more general filtered Banach algebras. For most al-
gebras of interest in noncommutative geometry, we can obtain a natural filtration from a
length function defined on the algebra. This gives the algebra the necessary geometric
structure in order to define quantitative K-theory, and we may regard these algebras as
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“geometric” algebras in the spirit of geometric group theory. It does seem, however, that
one needs the algebras to be equipped with an appropriate matrix norm structure, such as
a p-operator space structure, as one needs to incorporate norm control in the framework.
This norm control is automatic in the C∗-algebra setting but not for arbitrary Banach al-
gebras. Motivated by the successful application of quantitative K-theory in investigations
of (variants of) the Baum-Connes conjecture [40, 14], our goal is to develop a framework
of quantitative K-theory that can be applied to filtered Lp operator algebras, i.e., closed
subalgebras of B(Lp(X,µ)) for some measure space (X,µ), where p ∈ [1,∞). This will
then give us a tool to investigate an Lp version of the Baum-Connes conjecture, which in
turn gives us information about the K-theory of certain classes of Lp operator algebras.
In trying to extend techniques and results forC∗-algebras to more general Banach alge-
bras, the algebras of bounded linear operators on Lp spaces seem to be a natural class to be-
gin with. Moreover, Lp operator algebras have a natural p-operator space structure. From
the point of view of noncommutative geometry, in particular the Baum-Connes conjecture
[1], there are also reasons to study Lp operator algebras. Indeed, in Lafforgue’s work on
the Baum-Connes conjecture [20, 35], he considered certain generalized Schwartz spaces
whose elements act on (weighted) Lp spaces. There is also the Bost conjecture, which
is the Banach algebra analog of the Baum-Connes conjecture obtained by replacing the
group C∗-algebra by the L1 group convolution algebra. We refer the reader to [23] for
a survey on the Baum-Connes conjecture and similar isomorphism conjectures. Also, in
yet unpublished work [18], Kasparov and Yu have been investigating an Lp version of the
Baum-Connes conjecture.
While we are mainly interested inLp operator algebras, the class of algebras of bounded
linear operators on subquotients (i.e., subspaces of quotients) of Lp spaces, which we will
refer to as SQp algebras, is a more natural class to work with, as suggested by the the-
ory of p-operator spaces. Indeed, an abstract p-operator space (as defined in [9]) can be
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p-completely isometrically embedded in B(E,F ), where E and F are subquotients of Lp
spaces [24]. Moreover, the class of Lp operator algebras is not closed under taking quo-
tients by closed ideals when p 6= 2 [13] while the class of SQp algebras is [25], which is
relevant to us when we are considering short exact sequences of algebras.
For general Banach algebras, one can still consider quantitative K-theory in a simi-
lar way as we do, provided one has an appropriate matrix norm structure on the Banach
algebra (see Remark 3.1.8). However, since notation becomes more cumbersome in this
generality, and the application we have in mind involves only Lp operator algebras, we
develop our framework in the setting of SQp algebras.
In the first part of this dissertation, we develop the general framework for this the-
ory, culminating in a version of the controlled Mayer-Vietoris sequence that has featured
prominently in existing applications in the C∗-algebra setting. This part of the dissertation
is based on [7].
In the second part of this dissertation, we study the Lp version of one of these applica-
tions. This application involves the notion of dynamic asymptotic dimension, which is a
notion of dimension associated to group actions on spaces. This part of the dissertation is
based on [8].
Notions of dimension abound in mathematics, and they give us quantitative measures
of the sizes of various mathematical objects in a broad sense. In some instances, one
wishes to know the exact dimension while in other instances, one just wishes to deter-
mine finiteness of the dimension. Finiteness of various dimensions has been considered
in connection with central problems in the theory of C∗-algebras and in noncommutative
geometry. For instance, finiteness of nuclear dimension plays a crucial role in the classifi-
cation of C∗-algebras [11, 12, 36], while finiteness of asymptotic dimension or of dynamic
asymptotic dimension has featured in work on the Baum-Connes conjecture [40, 14]. In
these works on the Baum-Connes conjecture, finiteness of dimension allows one to apply
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cutting-and-pasting techniques (i.e., Mayer-Vietoris sequences) a finite number of times
to compute the K-theory of a certain C∗-algebra. In this dissertation, we will consider
the implication of finiteness of dynamic asymptotic dimension on an Lp version of the
Baum-Connes conjecture with coefficients.
Dynamic asymptotic dimension is a property of topological dynamical systems intro-
duced by Guentner, Willett, and Yu in [15] for discrete groups acting by homeomorphisms
on locally compact Hausdorff spaces, and it can be defined as follows.
Definition 1.0.1. [15] An action of a countable discrete group Γ on a locally compact
Hausdorff spaceX has dynamic asymptotic dimension d if d is the smallest natural number
with the following property: for any compact subset K of X and finite subset E of Γ, there
are open subsets U0, . . . , Ud of X that cover K such that for each i ∈ {0, . . . , d}, the setg ∈ Γ :
there exist x ∈ Ui and gn, . . . , g1 ∈ E such that g = gn · · · g1
and gk · · · g1x ∈ Ui for all k ∈ {1, . . . , n}

is finite.
One thinks of finite dynamic asymptotic dimension as a condition that allows one to
break up the action into at most a certain number of parts whenever we are given a finite
subset of the group, and such that on each part the action is fairly simple if we restrict
our attention to the given finite subset. One can also think of it as measuring the extent to
which we can decompose the dynamical system into neighborhoods of partial orbits de-
termined by the finite subset of the group. The main motivation of the authors of [15] was
the implications for K-theory of associated C∗-algebras, such as crossed products, and
thus for manifold topology. They investigated some connections with controlled topology,
coarse geometry, and structure of C∗-algebras (in particular nuclear dimension). They also
defined the dynamic asymptotic dimension of locally compact Hausdorff étale groupoids,
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and showed that an action has dynamic asymptotic dimension d if and only if the cor-
responding transformation groupoid has dynamic asymptotic dimension d. Indeed, the
groupoid point of view is useful if one wishes to decompose algebras associated with such
actions in order to apply cutting-and-pasting techniques.
In [14], the same authors considered a model for the Baum-Connes assembly map for
an action based on Yu’s localization algebras [39] and Roe algebras. In the appendix of
[14], the authors show that their model for the Baum-Connes assembly map agrees with
the one stated in terms of Kasparov’s KK-theory [1]. The main result in that paper is the
following:
Theorem 1.0.2. [14] Let a countable discrete group Γ act with finite dynamic asymptotic
dimension on a compact Hausdorff space X . Then the Baum-Connes conjecture holds for
Γ with coefficients in C(X).
Many interesting actions have finite dynamic asymptotic dimension. For example, it
was shown in [15] that all free minimal Z-actions on compact spaces (such as irrational
rotation of the circle) have dynamic asymptotic dimension one, and that groups with finite
asymptotic dimension act with finite dynamic asymptotic dimension on some compact
space.
Although the aforementioned result follows from earlier work of Tu [37] on the Baum-
Connes conjecture for amenable groupoids, the proof given in [14] is completely different,
and in some sense more direct. In fact, the proof is very much inspired by Yu’s proof of
the coarse Baum-Connes conjecture for spaces with finite asymptotic dimension in [40].
The main tool in both cases is a controlled Mayer-Vietoris sequence, which is part of
the framework of quantitative (or controlled) K-theory for C∗-algebras mentioned earlier.
Finiteness of the appropriate notion of dimension allows one to apply the Mayer-Vietoris
argument a finite number of times to arrive at the quantitative K-theory of the algebra in
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question. Passing to the limit in an appropriate sense, one gets theK-theory of the algebra.
Having extended the framework of quantitative K-theory to a larger class of Banach
algebras so that it can be applied to algebras of bounded linear operators on Lp spaces,
our goal is to consider the Lp analog of the assembly map in [14], and use our extended
framework of quantitative K-theory to show that this assembly map is an isomorphism
under the assumption of finite dynamic asymptotic dimension. In fact, one sees that the
techniques and proofs in [14] carry over to our setting with minor adjustments, the main
difference being the exposition of the base case in the Mayer-Vietoris argument. In order to
state our main result, let us first recall the usual Baum-Connes conjecture with coefficients.
LetA be aC∗-algebra and let a countable discrete group Γ act onA by ∗-automorphisms.
One may then form the reduced crossed product C∗-algebra A oλ Γ. The usual Baum-
Connes conjecture with coefficients posits that a certain homomorphism
µ : KΓ∗ (EΓ;A)→ K∗(Aoλ Γ)
is an isomorphism [1], where the left-hand side is the equivariant K-homology with co-
efficients in A of the classifying space EΓ for proper Γ-actions, and the right-hand side
is the K-theory of the reduced crossed product C∗-algebra. We will consider a particular
model for EΓ, namely
⋃
s≥0 Ps(Γ) equipped with the `1 metric (cf. [1, Section 2]), where
Ps(Γ) is the Rips complex of Γ at scale s, i.e., it is the simplicial complex with vertex
set Γ, and where a finite subset E ⊂ Γ spans a simplex if and only if d(g, h) ≤ s for all
g, h ∈ E. Here we assume that Γ is equipped with a proper length function and d is the
associated metric. One may then reformulate the Baum-Connes map as
lim
s→∞
K∗(C∗L(Ps(Γ);A))
0→ lim
s→∞
K∗(C∗(Ps(Γ);A)) ∼= K∗(Aoλ Γ),
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where C∗L(Ps(Γ);A) is Yu’s localization algebra [39] with coefficients in A, C
∗(Ps(Γ);A)
is the equivariant Roe algebra with coefficients in A, and 0 is (induced by) the evaluation-
at-zero map. The fact that K-homology can be identified with the K-theory of the lo-
calization algebra was shown for finite-dimensional simplicial complexes in [39], and in
full generality in [33]. The fact that the equivariant Roe algebra with coefficients is sta-
bly isomorphic to the reduced crossed product forms the basis for the coarse-geometric
approach to the Baum-Connes conjecture with coefficients (see [34] for the case without
coefficients).
Now letA be a norm-closed subalgebra ofB(Lp(Z, µ)) for some measure space (Z, µ)
and p ∈ (1,∞). We refer to such algebras as Lp operator algebras. Let Γ be a countable
discrete group acting onA by isometric automorphisms. SetAΓ to be the set of finite sums
of the form
∑
g∈Γ agg with ag ∈ A and with the product given by
(∑
g∈Γ
agg
)(∑
h∈Γ
bhh
)
=
∑
g,h∈Γ
agαg(bh)gh,
where α denotes the Γ-action on A. There is a natural faithful representation of AΓ on
`p(Γ, Lp(Z, µ)) given by
(aξ)(h) = αh−1(a)ξ(h),
(gξ)(h) = ξ(g−1h)
for a ∈ A, g, h ∈ Γ, and ξ ∈ `p(Γ, Lp(Z, µ)). We then define the Lp reduced crossed
product Aoλ,p Γ to be the operator norm closure of AΓ in B(`p(Γ, Lp(Z, µ))).
We can formulate the Lp Baum-Connes conjecture with coefficients by replacing the
reduced crossed product C∗-algebra by the Lp reduced crossed product, and also consid-
ering Lp versions of Roe algebras and localization algebras, so that the map in question
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essentially becomes
lim
s→∞
K∗(C∗L(Ps(Γ);A))→ K∗(Aoλ,p Γ),
and this map is posited to be an isomorphism. Here we note that one can show that the left-
hand side is independent of p by Mayer-Vietoris arguments (cf. [2, 39]), and the Lp version
of the equivariant Roe algebra is stably isomorphic to the Lp reduced crossed product by
the same argument as in the C∗-algebra case.
Our main result may then be stated as follows.
Theorem 1.0.3. (cf. Theorem 4.3.23) Let a countable discrete group Γ act with finite
dynamic asymptotic dimension on a compact Hausdorff space X . Then the Lp Baum-
Connes conjecture holds for Γ with coefficients in C(X) for p ∈ (1,∞).
Since the left-hand side of the map is independent of p, we have the following corollary,
which gives a partial answer to [29, Problem 11.2].
Corollary 1.0.4. Let a countable discrete group Γ act with finite dynamic asymptotic di-
mension on a compact Hausdorff space X . Then the K-theory of the Lp reduced crossed
product C(X)oλ,p Γ is independent of p for p ∈ (1,∞).
In the Lp setting, we note that Kasparov and Yu have some (yet unpublished) work on
the Lp Baum-Connes conjecture [18]. We also remark that at the moment, there seems
to be substantial difficulty in carrying over other approaches to the usual Baum-Connes
conjecture, such as the Dirac-dual Dirac method, to the Lp setting. However, quantitative
K-theory still works well in the Lp setting.
The question of whether the K-theory of the Lp reduced crossed product depends on p
remains open in general. In the case where X is a point with the trivial Γ-action, one gets
the Lp reduced group algebra. When Γ is hyperbolic or amenable, the K-theory of this
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algebra is known to be independent of p [18, 22]. The significance of this question is that
sometimes the K-theory of these algebras may be more computable for large p so if the
K-theory of these algebras is independent of p, then we get in particular a computation of
the K-theory of the respective C∗-algebras.
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2. PRELIMINARIES
2.1 Banach Algebras
In this section, we record some basic facts about Banach algebras that can be found, for
instance, in [17]. Throughout this dissertation, we will only work with complex Banach
algebras.
Definition 2.1.1. A Banach algebra A is an algebra equipped with a submultiplicative
norm, i.e., ||ab|| ≤ ||a||||b|| for all a, b ∈ A, and such that (A, || · ||) is a Banach space.
A is said to be unital if there exists 1 ∈ A such that 1a = a1 = a for all a ∈ A. If there
is no such element, then A is said to be non-unital.
Definition 2.1.2. Let A be an algebra. A map ∗ : A→ A, a 7→ a∗, is called an involution
if it satisfies
1. (a+ b)∗ = a∗ + b∗ for all a, b ∈ A,
2. (λa)∗ = λ¯a∗ for all λ ∈ C, a ∈ A,
3. (ab)∗ = b∗a∗ for all a, b ∈ A,
4. (a∗)∗ = a for all a ∈ A.
If A is a Banach algebra equipped with an isometric involution, i.e., ||a∗|| = ||a|| for
all a ∈ A, then A is called a Banach *-algebra.
If the involution also satisfies ||a∗a|| = ||a||2 for all a ∈ A, then A is called a C∗-
algebra.
Definition 2.1.3. If A is a Banach algebra, and S is a subset of A, then the subalgebra of
A generated by S consists of all linear combinations of finite products of elements in S.
The closure of this subalgebra in A is the Banach subalgebra generated by S.
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Example 2.1.4.
1. Let X be a compact Hausdorff space. Then C(X), the set of continuous functions
on X , is a unital Banach algebra when equipped with pointwise multiplication and
the norm ||f || := supx∈X |f(x)|.
2. IfX is locally compact but not compact, then C0(X), the set of continuous functions
on X vanishing at infinity, is a non-unital Banach algebra with the above multipli-
cation and norm.
3. Let E be a complex Banach space. Then B(E), the set of bounded linear opera-
tors on E, is a unital Banach algebra with composition as multiplication and the
operator norm.
Remark 2.1.5. Suppose that (A, || · ||) is a unital Banach algebra. Then there exists
another submultiplicative norm || · ||′ equivalent to || · || such that ||1||′ = 1. Indeed,
if ||1|| 6= 1, then ||1|| > 1 by submultiplicativity of || · ||. Define ||a||′ = ||La||, where
La : A → A is given by Lab = ab. Note that La is a bounded linear operator on A as a
consequence of submultiplicativity of || · ||, and we have ||a||′ ≤ ||a|| for all a ∈ A. On the
other hand, we have ||a|| = ||La1|| ≤ ||La||||1|| = ||a||′||1|| for all a ∈ A.
Hence, whenever A is a unital Banach algebra, we will assume that ||1|| = 1.
Definition 2.1.6. Suppose A is an algebra. Define A+ = A × C equipped with the oper-
ation (a, z)(b, w) = (ab + zb + wa, zw) for a, b ∈ A and z, w ∈ C. Then A+ is a unital
algebra with unit (0, 1). We identify A as a subalgebra in A+ via the map a 7→ (a, 0). We
call A+ the unitization of A.
Note that this construction makes sense even when A is already unital, but the original
unit in A is not the unit in A+.
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Whenever B is a unital algebra, and φ : A → B is an algebra homomorphism, there
exists a unique algebra homomorphism φ+ : A+ → B such that φ+|A = φ and φ+(0, 1) =
1. This homomorphism is given by φ+(a, z) = φ(a) + z1 for all (a, z) ∈ A+.
The unitization A+ of A can be equipped with a submultiplicative norm extending the
norm on A such that (0, 1) ∈ A+ has norm 1. One such norm is given by
||(a, z)||1 = ||a||+ |z|
for all (a, z) ∈ A+. If there is an isometric algebra homomorphism φ : A → B, where
B is a unital normed algebra with ||1B|| = 1 and 1B /∈ φ(A), then the homomorphism
φ+ : A+ → B is injective, and we can also define a submultiplicative norm || · ||′ on A+
by
||(a, z)||′ = ||φ+(a, z)||.
If A is a Banach algebra, then any submultiplicative norm on A+ extending the norm on
A such that (0, 1) ∈ A+ has norm 1 is in fact equivalent to the norm || · ||1 defined above.
This is a consequence of the open mapping theorem once one observes that any such norm
is dominated by || · ||1.
The invertible elements in a unital Banach algebra play an important role in the theory
of Banach algebras, and also in K-theory.
Lemma 2.1.7. Suppose A is a unital Banach algebra, and a ∈ A is invertible. Suppose
that b ∈ A satisfies ||b− a|| < 1||a−1|| . Then b is also invertible, and
||b−1 − a−1|| ≤ ||a
−1||2||b− a||
1− ||a−1||||b− a|| .
Proof. Define y = 1 − a−1b. Then ||y|| = ||a−1(a − b)|| ≤ ||a−1||||a − b|| < 1. Since
||yn|| ≤ ||y||n for all n ≥ 1, the series ∑∞n=0 yn converges to an element z ∈ A, and we
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have
||1− z|| ≤
∞∑
n=1
||y||n ≤
∞∑
n=1
(||a−1||||b− a||)n = ||a
−1||||b− a||
1− ||a−1||||b− a|| .
By the definition of z, we have z(1−y) = (1−y)z = 1, so a−1b = 1−y is invertible, and
(a−1b)−1 = z. Since a is invertible, it follows that b is invertible with inverse b−1 = za−1.
We then have
||b−1 − a−1|| = ||(1− z)a−1|| ≤ ||1− z||||a−1|| ≤ ||a
−1||2||b− a||
1− ||a−1||||b− a|| .
Corollary 2.1.8. If A is a unital Banach algebra, then the set of invertible elements in A,
denoted by GL(A), is open in A, and inversion is continuous.
Definition 2.1.9. Let A be a Banach algebra. A character of A is a nonzero algebra
homomorphism γ : A→ C.
Note that if A is unital, then the requirement that γ be nonzero forces γ(1) = 1.
Proposition 2.1.10. Let A be a Banach algebra, and let γ : A→ C be a character. Then
γ is continuous, and ||γ|| ≤ 1.
Proof. We may assume that A is unital and ||1|| = 1. If not, we extend γ to a character
γ+ of A+ by γ+(a, z) = γ(a) + z and it will suffice to show that γ+ is continuous and
||γ+|| ≤ 1.
Suppose there exists a0 ∈ A with |γ(a0)| > ||a0||. Let λ = γ(a0) so that a1 := λ−1a0
satisfies ||a1|| < 1. Then 1 − a1 = 1 − λ−1a0 is invertible. Since λ 6= 0, it follows that
z := λ(1− a1) = λ1− a0 is invertible. But γ(z) = λγ(1)− γ(a0) = λ− γ(a0) = 0, and
this forces 1 = γ(1) = γ(z−1z) = γ(z−1)γ(z) = 0, which is impossible.
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Definition 2.1.11. Let A be a unital Banach algebra. For a ∈ A, the set
σA(a) = {λ ∈ C : λ1− a is not invertible in A}
is called the spectrum of a (relative to A).
Theorem 2.1.12. Let A be a unital Banach algebra. For any a ∈ A, the set σA(a) is
compact and non-empty.
Sketch of proof. Given a ∈ A, consider the map ψ : C → A given by ψ(λ) = λ1 − a.
Then C \ σA(a) = ψ−1(GL(A)). The fact that C \ σA(a) is open is a consequence of the
continuity of ψ and the fact that GL(A) is open.
If |λ| > ||a||, then the element x = λ1 − a satisfies ||x − λ1|| = ||a|| < |λ| =
||(λ1)−1||−1 so x is invertible, which means that λ /∈ σA(a). Hence σA(a) is bounded as
σA(a) ⊆ {λ ∈ C : |λ| ≤ ||a||}.
If σA(a) = ∅, define F : C → A by F (ζ) = (ζ1 − a)−1. Then F is continuous,
and one shows that limζ→∞ ||F (ζ)|| = 0. For each continuous linear functional θ ∈ A∗,
one shows that the map Fθ = θ ◦ F : C → C is holomorphic and limζ→∞ Fθ(ζ) = 0. By
Liouville’s theorem, it follows that Fθ ≡ 0. Fix ζ ∈ C. The fact that θ(F (ζ)) = Fθ(ζ) = 0
for all θ ∈ A∗, combined with the Hahn-Banach theorem, forces F (ζ) = 0, which is
impossible.
Example 2.1.13.
1. For T ∈Mn(C), we have σMn(C)(T ) = {λ ∈ C : λ is an eigenvalue for T}.
2. Let X be a compact Hausdorff space. For f ∈ C(X), we have σC(X)(f) = f(X).
The notion of functional calculus is also an important one in the theory of Banach
algebras. It allows one to make sense of expressions like f(a), where a is an element of a
Banach algebra and f : C→ C is an appropriate function.
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Fix some element a in a unital Banach algebra A. Suppose that p : C → C is a
polynomial, i.e., p(z) = c0 + c1z + c2z2 + · · · + cnzn with c0, . . . , cn ∈ C. We can then
define p(a) = c01 + c1a + · · · + cnan. Now let U be an open subset of C containing
σA(a), and denote by R(U) the set of all rational functions on U , i.e., f ∈ R(U) if
and only if f = (p
q
)|U , where p and q are polynomials with q(z) 6= 0 for all z ∈ U .
Since σA(q(a)) = q(σA(a)), we have that 0 /∈ σA(q(a)) so we may define f(a) ∈ A by
f(a) = p(a)q(a)−1. If we let R(a) =
⋃{R(U) : U open, U ⊇ σA(a)}, then R(a) is an
algebra, and f(a) ∈ A is well-defined for every f ∈ R(a). In fact, the mapping f 7→ f(a)
is a homomorphism from R(a) into A, and satisfies σA(f(a)) = f(σA(a)).
More generally, we can also make sense of f(a) for a function f that is holomorphic
on a neighborhood of σA(a). Given an open subset of C, let H(U) denote the algebra of
all holomorphic functions on U . For a ∈ A, let H(a) be the set of all functions that are
holomorphic in some neighborhood of σA(a). Then H(a) is an algebra under pointwise
operations.
Proposition 2.1.14. [17, Proposition 3.15] Let A be a unital Banach algebra, let a ∈
A, and let U be an open neighborhood of σA(a). Suppose that γ1, . . . , γn are closed,
piecewise smooth curves in U \ σA(a) such that for any holomorphic function f on U and
z ∈ σA(a),
f(z) =
1
2pii
n∑
j=1
∫
γj
f(w)
w − zdw.
Then for any rational function f on U ,
f(a) =
1
2pii
n∑
j=1
∫
γj
f(z)(z1A − a)−1dz.
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We would like to define, for f ∈ H(a), an element f(a) ∈ A by setting
f(a) =
1
2pii
n∑
j=1
∫
γj
f(z)(z1A − a)−1dz,
where γ1, . . . , γn are as above. Indeed, this definition does not depend on the choice of
U and of the curves γ1, . . . , γn [17, Lemma 3.16]. The set of mappings H(a) → A, f 7→
f(a), is referred to as the holomorphic functional calculus.
Theorem 2.1.15. (cf. [17, Theorem 3.18]) Let A be a unital Banach algebra, and let
a ∈ A.
1. The mapping f 7→ f(a) is a homomorphism from H(a) into A.
2. Suppose that f and fn (n ∈ N) are holomorphic functions on some open set U
containing σA(a) and that fn converges uniformly to f on every compact subset of
U . Then ||fn(a)− f(a)|| → 0.
Our main application of the holomorphic functional calculus is to produce idempo-
tents.
Theorem 2.1.16. (cf. [17, Theorem 3.29]) Let A be a unital Banach algebra. Let a ∈ A
and suppose that σA(a) =
⋃n
j=1 Cj , where the sets Cj are nonempty, pairwise disjoint,
and clopen in σA(a). Then there exist idempotents e1, . . . , en ∈ A (i.e., e2j = ej) such that
1. 1A =
∑n
j=1 ej , ej 6= 0, and ejek = 0 for j 6= k;
2. each ej is contained in the closed linear span of all elements of the form (λ1A−a)−1,
λ ∈ C \ σA(a).
Proof. SinceC1, . . . , Cn are compact, there exist pairwise disjoint open subsets V1, . . . , Vn
ofC such thatCj ⊆ Vj . For each j, choose an open subsetWj ofC such thatWj∩σA(a) =
16
Cj . Then the sets Uj = Vj ∩Wj are pairwise disjoint, open, and satisfy Uj ∩ σA(a) = Cj .
Let U =
⋃n
j=1 Uj . For each j, define a function fj on U by fj = χUj . One can then check
that ej = fj(a) are the desired idempotents.
2.2 K-Theory of Banach Algebras
In this section, we record some basic facts about the K-theory of Banach algebras,
details of which can be found in [3] (or [38] when restricted to C∗-algebras).
In order to define the K0 group of a Banach algebra A, we consider idempotents not
only in A, but in M∞(A) :=
⋃
n∈NMn(A), where we regard Mn(A) as embedded in
Mn+1(A) via a 7→
a 0
0 0
.
Definition 2.2.1. An idempotent in a Banach algebra A is an element e satisfying e2 = e.
Two idempotents e and f are orthogonal if ef = fe = 0.
Definition 2.2.2. Let e and f be idempotents in a Banach algebra A.
1. We say that e and f are similar, and write e ∼s f , if there is an invertible element
z ∈ A+ such that zez−1 = f .
2. We say that e and f are homotopic, and write e ∼h f , if there is a norm-continuous
path of idempotents in A from e to f .
Proposition 2.2.3. [3, Proposition 4.3.2] Let e and f be idempotents in a Banach algebra
A. If ||e− f || < 1||2e−1|| , then e ∼s f . In fact, there exists z ∈ A+ with ||z − 1|| < ||2e−1||||e−f ||
and z−1ez = f . Also, e ∼h f .
Proposition 2.2.4. [3, Proposition 4.3.3] If e ∼h f via the path et, then there is a path zt
of invertibles with z0 = 1 and z−1t ezt = et for all t. Thus e ∼s f .
In general, it is not true that e ∼s f implies e ∼h f .
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Proposition 2.2.5. [3, Proposition 4.4.1] If e ∼s f , then
e 0
0 0
 ∼h
f 0
0 0
.
Since we will consider simultaneously all matrix algebras over A, the two equivalence
relations become interchangeable (up to doubling matrix sizes).
Definition 2.2.6. Let A be a Banach algebra. Define V (A) to be the set of all homotopy
classes of idempotents in M∞(A). On V (A), define addition by [e] + [f ] =

e 0
0 f

.
It is straightforward to check that this addition operation is well-defined and makes
V (A) into an abelian semigroup with identity [0].
Example 2.2.7.
1. V (C) = V (Mn(C)) = V (K(H)) = N ∪ {0}, where K(H) denotes the algebra of
compact operators on a separable Hilbert space H .
2. V (B(H)) = N∪ {0,∞}, where B(H) denotes the algebra of bounded linear oper-
ators on a separable Hilbert space H .
If φ : A → B is a homomorphism between Banach algebras, then φ extends to a
homomorphism from M∞(A) to M∞(B), which induces a semigroup homomorphism
φ∗ : V (A)→ V (B) given by φ∗([e]) = [φ(e)].
Definition 2.2.8. Let A and B be Banach algebras. Two bounded homomorphisms φ, ψ :
A→ B are said to be homotopic if there is a path of bounded homomorphisms ωt : A→ B
for 0 ≤ t ≤ 1, continuous in t in the topology of pointwise norm-convergence, with ω0 = φ
and ω1 = ψ.
Equivalently, φ and ψ are homotopic if there exists a bounded homomorphism ω : A→
C([0, 1], B) with pi0 ◦ ω = φ and pi1 ◦ ω = ψ, where pit : C([0, 1], B) → B is evaluation
at t.
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From the definitions, one sees that if φ, ψ : A→ B are homotopic, then φ(e) ∼h ψ(e)
for any idempotent e ∈ M∞(A), so φ∗ = ψ∗ : V (A)→ V (B). This property is known as
homotopic invariance.
One can also verify that
• if A = A1 ⊕ A2, then V (A) ∼= V (A1)⊕ V (A2);
• if A = lim−→Ai, then V (A) ∼= lim−→V (Ai).
Definition 2.2.9. For a unital Banach algebra A, define K0(A) to be the Grothendieck
group of V (A).
For a non-unital Banach algebra A, define K0(A) to be ker(pi∗ : K0(A+)→ K0(C)),
where pi : A+ → C is the homomorphism given by pi(a, z) = z.
Example 2.2.10.
1. K0(C) = K0(Mn(C)) = K0(K(H)) = Z;
2. K0(B(H)) = 0.
Let A be a Banach algebra. Let GLn(A) = {x ∈ GLn(A+) : x ≡ In mod Mn(A)}.
We embed GLn(A) into GLn+1(A) via the map u 7→
u 0
0 1
, and let GL∞(A) =
lim−→GLn(A), which can be thought of as the group of invertible infinite matrices that have
diagonal elements in 1A+ + A, off-diagonal elements in A, and only finitely many entries
different from 0 or 1.
Definition 2.2.11. Let u and v be invertible elements in a unital Banach algebra A. We
say that u and v are homotopic if there is a norm-continuous path of invertible elements
in A from u to v.
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Definition 2.2.12. Let A be a Banach algebra. Define K1(A) to be the set of homotopy
classes of invertible elements in GL∞(A).
K1(A) has an abelian group structure under the operation [u] + [v] =

u 0
0 v

.
Example 2.2.13. K1(C) = 0 since every invertible matrix with entries in C can be con-
nected to the identity matrix.
The properties that we stated for K0 also hold for K1, i.e.,
• If φ : A→ B is a homomorphism between Banach algebras, then it extends to a uni-
tal homomorphism A+ → B+, thereby inducing a homomorphism φ∗ : K1(A) →
K1(B).
• If φ, ψ : A→ B are homotopic, then φ∗ = ψ∗.
• K1(A1 ⊕ A2) ∼= K1(A1)⊕K1(A2).
• K1(lim−→Ai) ∼= lim−→K1(Ai).
Definition 2.2.14. Let A be a Banach algebra. The suspension of A, denoted by SA, is
C0(R, A) equipped with pointwise operations and the sup norm.
Using suspensions, one can view K1 groups as K0 groups. More precisely, we have
Theorem 2.2.15. [3, Theorem 8.2.2] There is an isomorphism θA : K1(A) → K0(SA)
such that whenever φ : A → B is a homomorphism, we have the following commutative
diagram:
K1(A) K1(B)..................................................................................................................................
.
φ∗
K0(SA) K0(SB)
.......................................
...
θA
........................................................................................................................
.
Sφ∗
.......................................
...
θB
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Definition 2.2.16. A sequence G f→ H g→ K of groups and group homomorphisms is said
to be exact if imf = ker g.
Theorem 2.2.17. If J is a closed two-sided ideal in A, then we have the following exact
sequence:
K1(J)
i∗→ K1(A) q∗→ K1(A/J) ∂→ K0(J) i∗→ K0(A) q∗→ K0(A/J),
where i : J → A is the inclusion, q : A → A/J is the quotient homomorphism, and
∂ : K1(A/J) → K0(J) is defined as follows: Let u ∈ GLn(A/J), and let w ∈ GL2n(A)
be a lift of
u 0
0 u−1
. Then ∂([u]) = [wpnw−1] − [pn] ∈ K0(J), where pn is the matrix
with n 1’s along the diagonal and 0 everywhere else.
In fact, one can connect K0(A/J) to K1(J) to make the sequence a cyclic six-term
exact sequence. This is a consequence of Bott periodicity, which we will now briefly
describe.
If e is an idempotent in Mn(A+), write fe(z) = ze + (1 − e) ∈ C(S1, GLn(A+)).
Such loops represent elements in K1(SA). Consider the homomorphism βA : K0(A) →
K1(SA) given by βA([e] − [pn]) = [fef−1pn ], called the Bott map. If φ : A → B is a
homomorphism, then we have the following commutative diagram:
K0(A) K0(B)..................................................................................................................................
.
φ∗
K1(SA) K1(SB)
.......................................
...
βA
........................................................................................................................
.
Sφ∗
.......................................
...
βB
Theorem 2.2.18. [3, Theorem 9.2.1](Bott Periodicity) βA is an isomorphism.
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Define ∂ : K0(A/J)→ K1(J) to be the composition
K0(A/J)
βA→ K1(S(A/J))→ K0(SJ) θ
−1
J→ K1(J).
Theorem 2.2.19. [3, Theorem 9.3.1] If J is a closed two-sided ideal in A, then we have
the following six-term exact sequence:
K1(J) K1(A) K1(A/J)...................................................................................................................................
.
i∗
..........................................................................................................................
.
q∗
K0(A/J) K0(J)K0(A)
....
....
....
....
....
....
....
....
....
....
.
....
∂
.......................................
...
∂
...........................................................................................................................
q∗
....................................................................................................................................
i∗
This six-term exact sequence is one of the standard computational tools in K-theory.
Another useful computational tool is the following Mayer-Vietoris sequence.
Theorem 2.2.20. (cf. [16, Exercise 4.10.21]) Let J0 and J1 be closed two-sided ideals in a
Banach algebra A with J0 +J1 = A. Then we have the following six-term exact sequence:
K1(J0 ∩ J1) K1(J0)⊕K1(J1) K1(A).................................................................................. ...................................................................................................
K0(A) K0(J0 ∩ J1)K0(J0)⊕K0(J1)
....
....
....
....
....
....
....
....
....
....
.
.... .......................................
...
................................................................................................... ...............................................................................
...
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3. QUANTITATIVE K-THEORY FOR BANACH ALGEBRAS
3.1 Filtered Banach Algebras, Quasi-Idempotents, and Quasi-Invertibles
In this section, we introduce quasi-idempotents and quasi-invertibles in filtered Banach
algebras, and we consider homotopy relations on these elements. These are the basic
ingredients for our framework of quantitative K-theory. We will only consider complex
Banach algebras.
3.1.1 Filtered Banach algebras and SQp algebras
Definition 3.1.1. A filtered Banach algebra is a Banach algebra A with a family (Ar)r>0
of closed linear subspaces such that
• Ar ⊆ Ar′ if r ≤ r′;
• ArAr′ ⊆ Ar+r′ for all r, r′ > 0;
• the subalgebra⋃r>0Ar is dense in A.
IfA is unital with unit 1A, we require 1A ∈ Ar for all r > 0. In this case, we setA0 = C1A.
Elements of Ar are said to have propagation r. The family (Ar)r>0 is called a filtration of
A.
When A is a C∗-algebra, we also want A∗r = Ar for all r > 0.
Remark 3.1.2.
1. When A = C, we will usually set Ar = C for all r > 0.
2. If A is a filtered Banach algebra with filtration (Ar)r>0, and J is a closed ideal
in A, then A/J is a Banach algebra under the quotient norm, and has filtration
((Ar + J)/J)r>0.
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Example 3.1.3. Let G be a countable discrete group equipped with a proper length func-
tion l, i.e., a function l : G→ N satisfying
• l(g) = 0 if and only if g = e;
• l(gh) ≤ l(g) + l(h) for all g, h ∈ G;
• l(g−1) = l(g) for all g ∈ G;
• {g ∈ G : l(g) ≤ r} is finite for all r ≥ 0.
Then
1. The reduced group C∗-algebra, C∗λ(G), is a filtered C
∗-algebra with a filtration
given by
(C∗λ(G))r = {
∑
agg : ag ∈ C, l(g) ≤ r}.
2. Suppose that G acts on a C∗-algebra A by automorphisms. Then the reduced
crossed product, Aoλ G, is a filtered C∗-algebra with a filtration given by
(Aoλ G)r = {
∑
agg : ag ∈ A, l(g) ≤ r}.
Other examples of filtered C∗-algebras include finitely generated C∗-algebras and Roe
algebras. One may also consider the Lp analogs of the group C∗-algebra and crossed
product, and these are examples of filtered Banach algebras. In fact, in each of these
examples, one can define a length function l : A→ [0,∞] on the algebra A, satisfying the
following conditions:
• l(0) = 0 (or l(1A) = 0 if A is unital);
• l(a+ b) ≤ max(l(a), l(b)) and l(ab) ≤ l(a) + l(b) for all a, b ∈ A;
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• l(ca) ≤ l(a) for any a ∈ A and c ∈ C;
• the set {a ∈ A : l(a) <∞} is dense in A, and {a ∈ A : l(a) ≤ r} is a closed subset
of A for each r ≥ 0.
This length function then gives rise to a natural filtration by setting
Ar = {a ∈ A : l(a) ≤ r}
for each r ≥ 0. Thus filtered Banach algebras may also be regarded as “geometric” Banach
algebras in the spirit of geometric group theory.
If A is a non-unital Banach algebra, let A+ = {(a, z) : a ∈ A, z ∈ C} with multipli-
cation given by (a, z)(b, w) = (ab + zb + wa, zw). We call A+ the unitization of A. We
will use the notation
A˜ =

A if A is unital,
A+ if A is nonunital.
Note that if A is a unital Banach algebra, then we can always give it an equivalent
Banach algebra norm such that ||1A|| = 1, namely the operator norm from the left regular
representation of A on itself. Thus we will always assume that ||1A|| = 1 when dealing
with unital Banach algebras.
For our framework of quantitative K-theory, since we will consider matrices of all
sizes simultaneously and we want to have norm control, we need our Banach algebras to
have some matrix norm structure.
Definition 3.1.4. [9] For p ∈ [1,∞), an abstract p-operator space is a Banach space X
together with a family of norms || · ||n on Mn(X) satisfying:
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D∞: For u ∈Mn(X) and v ∈Mm(X), we have∥∥∥∥∥∥∥
u 0
0 v

∥∥∥∥∥∥∥
n+m
= max(||u||n, ||v||m);
Mp: For u ∈Mm(X), α ∈Mn,m(C), and β ∈Mm,n(C), we have
||αuβ||n ≤ ||α||B(`mp ,`np )||u||m||β||B(`np ,`mp ).
In the general theory of p-operator spaces, one typically considers only p ∈ (1,∞) but
the definition still makes sense when p = 1, and the properties of p-operator spaces that
we will use still hold in this case. We also mention Le Merdy’s result [24, Theorem 4.1]
that for p ∈ (1,∞), an abstract p-operator space X can be p-completely isometrically em-
bedded in B(E,F ) for some E,F ∈ SQp, where SQp denotes the collection of subspaces
of quotients of Lp spaces. The class SQ2 is precisely the class of Hilbert spaces while the
class SQ1 contains all Banach spaces since every Banach space is a quotient of some L1
space.
Note that a p-operator space structure does not necessarily respect multiplicative struc-
ture, so given a filtered Banach algebra A with p-operator space structure {|| · ||n}n∈N, we
also require (Mn(A), || · ||n) to be a Banach algebra for each n. Here we note the following
result of Le Merdy:
Theorem 3.1.5. [25, Theorem 3.3] If A is a unital Banach algebra with a p-operator
space structure {|| · ||n}n∈N and p ∈ (1,∞), then the following are equivalent:
1. Each (Mn(A), || · ||n) is a Banach algebra.
2. A is p-completely isometrically isomorphic to a subalgebra of B(E) for some E ∈
SQp.
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Remark 3.1.6. This theorem generalizes the result by Blecher, Ruan, and Sinclair in the
p = 2 case [5, Theorem 3.1] (also see [4, Theorem 2.1]). The p = 1 case is omitted in Le
Merdy’s theorem but we note that at least (2.) ⇒ (1.) is valid, i.e., algebras of bounded
linear operators on SQ1 spaces have a canonical 1-operator space structure such that
the matrix algebras are Banach algebras. This goes back to Kwapien [19, Theorem 4.2’]
(also see [24, Theorem 3.2]), and is sufficient for our purposes.
For the rest of this dissertation, we will refer to norm-closed subalgebras of B(E),
where E ∈ SQp, as SQp algebras for p ∈ [1,∞). If A ⊂ B(E) is a non-unital SQp
algebra, we view A+ as A+ CIE so that A+ is a unital SQp algebra.
Remark 3.1.7. If A is a filtered SQp algebra, then
• ||In||n = 1 for all n ∈ N, where In is the identity in Mn(A˜);
• ||akl||1 ≤ ||(aij)||n ≤
∑
i,j ||aij||1 for all (aij) ∈ Mn(A˜), all k, l ∈ {1, . . . , n}, and
all n ∈ N;
• Mn(A) is closed in Mn(A˜) for each n;
• if A is unital and has filtration (Ar)r>0, then Mn(A) has filtration (Mn(Ar))r>0 for
each n;
• ifA is non-unital and has filtration (Ar)r>0, thenMn(A) has filtration (Mn(Ar))r>0
for each n, and Mn(A+) has filtration (Mn(Ar + C))r>0 for each n.
Remark 3.1.8.
1. Since every Banach space is an SQ1 space, every Banach algebra may be regarded
as an SQ1 algebra. However, in particular situations, this may not necessarily be
the most appropriate matrix norm structure to use.
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2. Of the two properties D∞ and Mp that define a p-operator space, Mp is more
crucial for our purposes because it gives us some compatibility between the norm
on Mn(A) for a unital Banach algebra A and the norm on Mn(C). In particu-
lar, the canonical map from C into the unitization of a non-unital Banach alge-
bra will be completely contractive. Property D∞ can be replaced by, for instance,∥∥∥∥∥∥∥
u 0
0 v

∥∥∥∥∥∥∥
n+m
≤ ||u||n+||v||m, which is automatic for most natural matrix norms.
3. For a general filtered Banach algebra A, one needs an appropriate matrix norm
structure on A in order to consider quantitative K-theory. One (but perhaps not the
only) possibility is if A˜ can be given a matrix norm structure {|| · ||n}n∈N satisfying
• || · ||1 extends the norm on A and ||1A˜||1 = 1,
• (Mn(A˜), || · ||n) is a Banach algebra for all n,
• the canonical inclusion Mn(A˜) ↪→Mn+1(A˜) is isometric for each n,
• norms of all signed permutation matrices are at most 1,
• ||z||Mn(A˜) = ||z||Mn(C) for all z ∈Mn(C) and some matrix norm on C.
Given a filtered SQp algebra, other Banach algebras constructed from A will be given
matrix norm structures naturally induced by the matrix norm structure on A. We now
consider some of these constructions.
In some situations, we may want to adjoin a unit toA even ifA is already unital. In this
case,A+ is isomorphic toA⊕C via the homomorphismA+ 3 (a, z) 7→ (a+z, z) ∈ A⊕C,
and we will identify Mn(A+) isometrically with Mn(A) ⊕∞ Mn(C), where Mn(C) is
viewed as B(`np ).
Remark 3.1.9. Matrix algebras of the form Mk(Mn(A)+) will be viewed as subalgebras
of Mkn(A+) by identifying (a, z) ∈Mn(A)+ with (a, zIn) ∈Mn(A+) for a ∈Mn(A) and
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z ∈ C.
If A is a Banach algebra, and J is a closed ideal in A, then J is a closed ideal in A˜. We
will view A˜/J as A˜/J , and we will identify Mn(A˜/J) isometrically with Mn(A˜)/Mn(J)
equipped with the quotient norm.
Given a Banach algebra A, recall that the cone of A is defined as CA = C0((0, 1], A),
and the suspension ofA is defined as SA = C0((0, 1), A). These are closed subalgebras of
C([0, 1], A) with the supremum norm. We will sometimes denote C([0, 1], A) by A[0, 1].
Lemma 3.1.10. If A is a filtered Banach algebra, then C([0, 1], A) is a filtered Banach
algebra with filtration (C([0, 1], Ar))r>0. This induces filtrations on CA and SA.
Proof. It is clear that (C([0, 1], Ar))r>0 satisfies the first two conditions in the definition
so we just need to prove the density condition. Given ε > 0 and f ∈ C([0, 1], A), let 0 =
t0 < t1 < · · · < tk = 1 be such that whenever s, t ∈ [ti−1, ti], we have ||f(s)−f(t)|| < ε6 .
For each i, let ai ∈ Ari be such that ||ai − f(ti)|| < ε6 . Let r = max0≤i≤k ri. Define
g(s) = s−ti−1
ti−ti−1ai +
ti−s
ti−ti−1ai−1 for s ∈ [ti−1, ti]. Then g(s) ∈ Ar for all s ∈ [0, 1] so
g ∈ C([0, 1], Ar). Moreover, for each i and for all s ∈ [ti−1, ti], we have
||g(s)− f(s)|| ≤ ||g(s)− ai||+ ||ai − f(ti)||+ ||f(ti)− f(s)||
≤ ||ai − ai−1||+ ||ai − f(ti)||+ ||f(ti)− f(s)||
≤ ||ai − f(ti)||+ ||f(ti)− f(ti−1)||+ ||f(ti−1)− ai−1||
+ ||ai − f(ti)||+ ||f(ti)− f(s)||
< ε.
If f ∈ C([0, 1], A) and f(0) = 0, then we may take a0 = 0 so that g(0) = 0. Likewise,
if f(1) = 0, then we may take ak = 0 so that g(1) = 0. It follows that CA and SA are
filtered Banach algebras.
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We will view Mn(A˜[0, 1]) as a subalgebra of Mn(A˜)[0, 1] for each n, and similarly for
Mn(S˜A) and Mn(C˜A).
Definition 3.1.11. [32] Let X and Y be p-operator spaces, and let φ : X → Y be a
bounded linear map. For each n ∈ N, let φn : Mn(X) → Mn(Y ) be the induced map
given by φn([xij]) = [φ(xij)]. We say that φ is p-completely bounded if supn ||φn|| < ∞.
In this case, we let ||φ||pcb = supn ||φn||.
We say that φ is p-completely contractive if ||φ||pcb ≤ 1, and φ is p-completely isomet-
ric if ||φ||pcb = 1.
The following lemma was proved for p ∈ (1,∞) but the proof, which we reproduce
here, remains valid when p = 1.
Lemma 3.1.12. [9, Lemma 4.2] Let X be a p-operator space, and let µ be a bounded
linear functional onX . Then µ is p-completely bounded as a map toC, and ||µ||pcb = ||µ||.
Proof. We wish to show that µn : Mn(X) → B(`np ) is bounded with norm ||µ||. Let
x = (xij)
n
i,j=1 ∈ Mn(X) so that µn(x) = (µ(xij))ni,j=1. Let α = (αi)ni=1 ∈ `np and
β = (βj)
n
j=1 ∈ `nq , where q ∈ (1,∞] is such that 1p + 1q = 1. Then
〈β, µn(x)(α)〉 =
n∑
i,j=1
βiµ(xij)αj = µ(
n∑
i,j=1
βixijαj).
Regarding α as an element inMn,1(C) and β as an element inM1,n(C), we have ||α||B(`1p,`np ) =
||α||p and ||β||B(`np ,`1p) = ||β||q. By axiomMp in the definition of p-operator spaces, we
have ||βxα||1 ≤ ||β||q||x||n||α||p, so
||〈β, µn(x)(α)〉|| ≤ ||µ||||β||q||x||n||α||p.
This implies that ||µn(x)|| ≤ ||µ||||x||n, which in turn implies that ||µn|| ≤ ||µ|| as re-
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quired.
Since all characters on Banach algebras are contractive, we get the following
Corollary 3.1.13. If A is a non-unital SQp algebra, then the canonical homomorphism
pi : A+ → C is p-completely contractive.
Definition 3.1.14. Let A and B be filtered SQp algebras with filtrations (Ar)r>0 and
(Br)r>0 respectively. A filtered homomorphism φ : A → B is an algebra homomorphism
such that
• φ is p-completely bounded;
• φ(Ar) ⊂ Br for all r > 0.
Recall that any bounded homomorphism φ : A→ B between Banach algebras induces
a bounded homomorphism φ+ : A+ → B+ given by φ+(a, z) = (φ(a), z). If φ is a filtered
homomorphism, then so is φ+.
We will see later that filtered homomorphisms induce homomorphisms between quan-
titative K-theory groups.
3.1.2 Quasi-idempotent elements and quasi-invertible elements
Elements of K-theory groups of Banach algebras are equivalence classes of idempo-
tents or invertibles. For quantitative K-theory, we will consider quasi-idempotents and
quasi-invertibles. We now define these elements, and give a list of simple results based
on norm estimates that we will often use to conclude that two such elements represent the
same class in some quantitative K-theory group.
Definition 3.1.15. Let A be a filtered Banach algebra. For 0 < ε < 1
20
, r > 0, andN ≥ 1,
• an element e ∈ A is called an (ε, r,N)-idempotent if ||e2 − e|| < ε, e ∈ Ar, and
max(||e||, ||1A˜ − e||) ≤ N ;
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• ifA is unital, an element u ∈ A is called an (ε, r,N)-invertible if u ∈ Ar, ||u|| ≤ N ,
and there exists v ∈ Ar with ||v|| ≤ N such that max(||uv − 1||, ||vu− 1||) < ε.
We call v an (ε, r,N)-inverse for u, and we call (u, v) an (ε, r,N)-inverse pair.
We will use the terms quasi-idempotent, quasi-invertible, quasi-inverse, and quasi-
inverse pair when the precise parameters are not crucial.
Observe that if A is unital and a ∈ Ar satisfies ||a|| ≤ N and ||a− 1|| < ε, then (a, 1)
is an (ε, r,N)-inverse pair. Also, if u ∈ A is an (ε, r,N)-invertible, then u is invertible
and ||u−1|| < N
1−ε . Indeed, if v is an (ε, r,N)-inverse for u, then uv and vu are invertible
so u is invertible and
||u−1|| = ||v(uv)−1|| < N
1− ε.
Lemma 3.1.16. Let A be a filtered Banach algebra.
1. Let e ∈ A be an idempotent, and let N = ||e|| + 1. If a ∈ Ar and ||a − e|| < ε3N ,
then a is an (ε, r,N)-idempotent in A.
2. Suppose that A is unital. Let u0 ∈ A be invertible, and let N = ||u0||+ ||u−10 ||+ 1.
If u, v ∈ Ar and max(||u−u0||, ||v−u−10 ||) < εN , then (u, v) is an (ε, r,N)-inverse
pair in A.
Proof.
1. ||a2 − a|| ≤ ||a(a− e)||+ ||(a− e)e||+ ||e− a|| < (2N + 1) ε
3N
≤ ε.
2. ||uv − 1|| ≤ ||(u− u0)v||+ ||u0(v − u−10 )|| < ε; similarly ||vu− 1|| < ε.
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Definition 3.1.17. Let A be a filtered Banach algebra.
• Two (ε, r,N)-idempotents e0 and e1 in A are (ε′, r′, N ′)-homotopic for some ε′ ≥
ε, r′ ≥ r, andN ′ ≥ N if there exists a norm-continuous path (et)t∈[0,1] of (ε′, r′, N ′)-
idempotents in A from e0 to e1. Equivalently, there exists an (ε′, r′, N ′)-idempotent
e in A[0, 1] such that e(0) = e0 and e(1) = e1.
• If A is unital, two (ε, r,N)-invertibles u0 and u1 in A are (ε′, r′, N ′)-homotopic for
some ε′ ≥ ε, r′ ≥ r, and N ′ ≥ N if there exists a norm-continuous path (ut)t∈[0,1] of
(ε′, r′, N ′)-invertibles in A from u0 to u1. Equivalently, there exists an (ε′, r′, N ′)-
invertible u in A[0, 1] such that u(0) = u0 and u(1) = u1.
We also call the paths (et) and (ut) homotopies of (ε′, r′, N ′)-idempotents and (ε′, r′, N ′)-
invertibles respectively, and we write e0
ε′,r′,N ′∼ e1 and u0 ε
′,r′,N ′∼ u1.
Lemma 3.1.18. Let A be a filtered Banach algebra.
1. If e is an (ε, r,N)-idempotent in A, and f ∈ Ar satisfies ||f || ≤ N and ||e− f || <
ε−||e2−e||
2N+1
, then e and f are (ε, r,N)-homotopic. More generally, if ||e− f || < δ for
some δ > 0, then e and f are ((2N + 1)δ + ε, r,N)-homotopic.
2. Suppose A is unital. If (u, v) is an (ε, r,N)-inverse pair in A, and a ∈ Ar is such
that ||a|| ≤ N and ||u − a|| < ε−max(||uv−1||,||vu−1||)
N
, then a and u are (ε, r,N)-
homotopic, with v being an (ε, r,N)-inverse of a. More generally, if ||u − a|| <
δ for some δ > 0, then a and u are (Nδ + ε, r,N)-homotopic, with v being an
(Nδ + ε, r,N)-inverse of a.
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Proof.
1. The following estimate shows that f is quasi-idempotent.
||f 2 − f || ≤ ||f(f − e)||+ ||(f − e)e||+ ||e2 − e||+ ||e− f ||
< (||f ||+ ||e||+ 1)||e− f ||+ ||e2 − e||
≤ (2N + 1)||e− f ||+ ||e2 − e||.
The statement about homotopy follows from the inequalities ||(1− t)e + tf || ≤ N
and ||((1− t)e+ tf)− e|| ≤ ||e− f || for t ∈ [0, 1].
2. ||av − 1|| ≤ ||a − u||||v|| + ||uv − 1|| ≤ N ||a − u|| + ||uv − 1||. Similarly,
||va− 1|| ≤ N ||a− u||+ ||vu− 1||.
The statement about homotopy follows from the inequalities ||(1− t)a + tu|| ≤ N
and ||((1− t)a+ tu)− u|| ≤ ||u− a|| for t ∈ [0, 1].
Lemma 3.1.19. Let A be a filtered Banach algebra. If e and f are (ε, r,N)-idempotents
in A, then e and f are (ε′, r, N)-homotopic, where ε′ = ε+ 1
4
||e− f ||2.
Proof. If e and f are (ε, r,N)-idempotents, then for t ∈ [0, 1], we have
((1− t)e+ tf)2 − ((1− t)e+ tf)
= (1− t)(e2 − e) + (t2 − t)e2 + t(f 2 − f) + (t2 − t)f 2 + (t− t2)(ef + fe)
= (1− t)(e2 − e) + t(f 2 − f) + (t2 − t)(e− f)2
so ||((1− t)e+ tf)2 − ((1− t)e+ tf)|| < ε+ 1
4
||e− f ||2.
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Lemma 3.1.20. Let A be a filtered SQp algebra, and suppose that e, f ∈ A are orthog-
onal (ε, r,N)-idempotents (i.e., ef = fe = 0). Then e + f is a (2ε, r, 2N)-idempotent.
Moreover,
e+ f 0
0 0
 and
e 0
0 f
 are (52ε, r, 52N)-homotopic in M2(A).
Proof. Since (e + f)2 = e2 + f 2, it follows that e + f is a (2ε, r, 2N)-idempotent. For
t ∈ [0, 1], let ct = cos pit2 and st = sin pit2 . Then
Et =
e 0
0 0
+
ct −st
st ct

f 0
0 0

 ct st
−st ct

is a homotopy of (5
2
ε, r, 5
2
N)-idempotents in M2(A) between
e+ f 0
0 0
 and
e 0
0 f
.
Let A be a unital filtered SQp algebra. It is straightforward to see that if (u, v) is an
(ε, r,N)-inverse pair in A, then
1.

u 0
0 v
 ,
v 0
0 u

 is an (ε, r,N)-inverse pair in M2(A);
2.

uv 0
0 1
 ,
1 0
0 vu

 is an (ε, 2r, (1 + ε))-inverse pair in M2(A);
3.

u 0
0 1
 ,
v 0
0 1

 is an (ε, r,N)-inverse pair in M2(A).
If u0 and u1 are homotopic as (ε, r,N)-invertibles, and v0 and v1 are (ε, r,N)-inverses
of u0 and u1 respectively, then v0 and v1 are (ε, r,N)-homotopic. Indeed, let (ut) be a
homotopy of (ε, r,N)-invertibles between u0 and u1, and let vt be an (ε, r,N)-inverse for
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ut for each t ∈ [0, 1]. Let δ = supt∈[0,1](||utvt − 1||, ||vtut − 1||), and let 0 = t0 < t1 <
· · · < tk = 1 be such that ||ut − us|| < ε−δN for all s, t ∈ [ti−1, ti] and i = 1, . . . , k. Let
wt =
ti − t
ti − ti−1vti−1 +
t− ti−1
ti − ti−1vti
if t ∈ [ti−1, ti]. Then max(||utwt − 1||, ||wtut − 1||) < ε for all t ∈ [0, 1] so (wt) is a
homotopy of (ε, r,N)-invertibles between v0 and v1.
Lemma 3.1.21. Let A be a unital filtered SQp algebra. If (u, v) is an (ε, r,N)-inverse
pair in A, then
u 0
0 v
 and I2 are (ε, 2r, 2(N + ε))-homotopic in M2(A).
Proof. For t ∈ [0, 1], let ct = cos pit2 and st = sin pit2 . Define
Ut =
u 0
0 1

ct −st
st ct

1 0
0 v

 ct st
−st ct

= c2t
u 0
0 v
+ s2t
uv 0
0 1
+ ctst
 0 u− uv
1− v 0
 ,
Vt =
ct −st
st ct

v 0
0 1

 ct st
−st ct

1 0
0 u

= c2t
v 0
0 u
+ s2t
1 0
0 vu
+ ctst
 0 vu− u
v − 1 0
 .
For each t ∈ [0, 1], we have UtVt = VtUt =
uv 0
0 vu
, ||Ut|| ≤ 2(N + ε), and
||Vt|| ≤ 2(N+ε) so (Ut, Vt) is an (ε, 2r, 2(N+ε))-inverse pair inM2(A) for each t ∈ [0, 1].
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In particular, (Ut)t∈[0,1] is a homotopy of (ε, 2r, 2(N + ε))-invertibles between
u 0
0 v

and
uv 0
0 1
, while (Vt)t∈[0,1] is a homotopy of (ε, 2r, 2(N + ε))-invertibles betweenv 0
0 u
 and
1 0
0 vu
. Then
(1− t)uv + t 0
0 1
 is a homotopy of (ε, 2r, (1 + ε))-
invertibles between
uv 0
0 1
 and I2.
Remark 3.1.22. From the proof we see that if u−1 ∈ Ar and ||u−1|| ≤ N , then we may
take v = u−1 so that (Ut)t∈[0,1] is a homotopy between
u 0
0 u−1
 and I2 with UtVt =
VtUt = I2 for each t. Moreover, in this case, we have ||Ut|| ≤ 2N and ||Vt|| ≤ 2N .
Lemma 3.1.23. LetA be a unital filtered SQp algebra. If u, v ∈ A are (ε, r,N)-invertibles,
then
u 0
0 v
 and
v 0
0 u
 are (2ε, r, 2N)-homotopic in M2(A).
Proof. Suppose that (u, u′) and (v, v′) are (ε, r,N)-inverse pairs. For t ∈ [0, 1], let ct =
cos pit
2
and st = sin pit2 . Define
Ut =
ct −st
st ct

u 0
0 v

 ct st
−st ct

= c2t
u 0
0 v
+ s2t
v 0
0 u
+ ctst
 0 u− v
u− v 0
 ,
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Vt =
ct −st
st ct

u′ 0
0 v′

 ct st
−st ct

= c2t
u′ 0
0 v′
+ s2t
v′ 0
0 u′
+ ctst
 0 u′ − v′
u′ − v′ 0
 .
Then ||Ut|| ≤ 2N and ||Vt|| ≤ 2N . Also, UtVt−I =
uu′ − 1 0
0 vv′ − 1
 and VtUt−I =u′u− 1 0
0 v′v − 1
 so max(||UtVt − I||, ||VtUt − I||) < ε.
It is a standard fact in K-theory for Banach algebras that if we consider matrices of
all sizes simultaneously, then the homotopy relation and the similarity relation give us the
same equivalence classes of idempotents [3, Section 4]. In the remainder of this section,
we will examine the relationship between these two equivalence relations in our context.
Lemma 3.1.24. LetA be a unital filtered SQp algebra. If e ∈ A is an (ε, r,N)-idempotent
and (u, v) is an (ε′, r′, N ′)-inverse pair in A, then uev is an ((NN ′)2ε′ + N ′2ε, r +
2r′, NN ′2)-idempotent. In particular, if e ∈ Mn(A) is an (ε, r,N)-idempotent and u ∈
Mn(C) is invertible with max(||u||, ||u−1||) ≤ 1, then ueu−1 is an (ε, r,N)-idempotent in
Mn(A).
Proof. The first statement holds since
||uevuev − uev|| ≤ ||ue(vu− 1)ev||+ ||u(e2 − e)v|| < (NN ′)2ε′ +N ′2ε.
The second statement follows from the first by setting ε′ = 0 and r′ = 0.
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Lemma 3.1.25. LetA be a unital filtered SQp algebra. If e ∈ A is an (ε, r,N)-idempotent,
and (u, v) is an (ε′, r′, N ′)-inverse pair in A, then diag(uev, 0) and diag(e, 0) are homo-
topic as (ε′′, r′′, N ′′)-idempotents in M2(A), where
ε′′ = 4(N ′ + ε′)2(N2ε′ + ε),
r′′ = r + 4r′, and
N ′′ = 4N(N ′ + ε′)2.
In particular, if e ∈ Mn(A) is an (ε, r,N)-idempotent and u ∈ Mn(C) is invertible with
max(||u||, ||u−1||) ≤ 1, then diag(ueu−1, 0) and diag(e, 0) are (4ε, r, 4N)-homotopic in
M2n(A).
Proof. Let Ut be a homotopy of (ε′, 2r′, 2(N ′+ ε′))-invertibles between diag(u, v) and I2
given by Lemma 3.1.21, and let Vt be a homotopy of (ε′, 2r′, 2(N ′ + ε′))-invertibles be-
tween diag(v, u) and I2 such that (Ut, Vt) is an (ε′, 2r′, 2(N ′ + ε′))-inverse pair in M2(A)
for each t ∈ [0, 1]. Then Utdiag(e, 0)Vt is a homotopy of (ε′′, r′′, N ′′)-idempotents be-
tween diag(uev, 0) and diag(e, 0) by Lemma 3.1.24, where ε′′, r′′, N ′′ are given by the
expressions in the statement. The second statement follows from the first by setting ε′ = 0
and r′ = 0.
Lemma 3.1.26. Let A be a unital filtered Banach algebra. If e and f are (ε, r,N)-
idempotents in A such that ||e − f || < ε
2N+1
, then there exists an (ε, nεr, 11−3ε)-inverse
pair (u, v) in A such that ||uev − f || < (5N+2)ε
1−3ε , where nε ≥ 1 and ε 7→ nε is non-
increasing.
Proof. Let v = ef + (1 − e)(1 − f). Then v − 1 = (2e − 1)(f − e) + 2(e2 − e). If
||e − f || < ε
2N+1
, then ||v − 1|| < 3ε so v is invertible. We also have ||v|| < 1 + 3ε and
||v−1|| ≤ 1
1−||1−v|| <
1
1−3ε .
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Now ev = 2e2f − e2 − ef + e and vf = 2ef 2 − ef − f 2 + f so
ev − vf = 2(e2 − e)f + 2e(f − f 2)− (e2 − e) + (f 2 − f)
and ||ev − vf || ≤ (4N + 2)ε. Since ||v−1|| < 1
1−3ε , we have
||v−1ev − f || < (4N + 2)ε
1− 3ε .
Let mε be the smallest positive integer such that
∥∥∑∞
k=mε+1
(1− v)k∥∥ < ε
2
, and let
u =
∑mε
k=0(1− v)k. Then ||u|| < 11−3ε and
||uev − f || ≤ ||(u− v−1)ev||+ ||v−1ev − f || < Nε+ (4N + 2)ε
1− 3ε <
(5N + 2)ε
1− 3ε .
Also note that v ∈ A2r, u ∈ A2mεr,
||uv − 1|| ≤
∥∥∥∥∥
∞∑
k=mε+1
(1− v)k
∥∥∥∥∥ ||v|| < ε,
and similarly ||vu− 1|| < ε so (u, v) is an (ε, 2mεr, 11−3ε)-inverse pair in A.
Proposition 3.1.27. Let A be a unital filtered Banach algebra. If there is an M -Lipschitz
homotopy of (ε, r,N)-idempotents in A between e and f with 1
M
≤ ε, then there exists an
(ε′, r′, N ′)-inverse pair (u, v) inA such that ||uev−f || < 3(9
4
)M(2N+1)+1(5N+2)ε, where
ε′ = 2(9
4
)M(2N+1)+1ε, r′ = (M(2N + 1) + 1)nεr with nε ≥ 1 and ε 7→ nε non-increasing,
and N ′ = (3
2
)M(2N+1)+1.
Proof. Let (et) be an M -Lipschitz homotopy of (ε, r,N)-idempotents in A between e and
f with 1
M
≤ ε. Let 0 = t0 < t1 < · · · < tk = 1 be such that 1M(2N+1)+1 < |ti − ti−1| <
1
M(2N+1)
. Note that k < M(2N + 1) + 1. By Lemma 3.1.26, there exists an (ε, nεr, 11−3ε)-
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inverse pair (ui, vi) in A such that
||uieti−1vi − eti || <
(5N + 2)ε
1− 3ε .
Set (u, v) = (uk · · ·u1, v1 · · · vk). Then
||uv − 1|| < 2(9
4
)kε
and similarly for ||vu− 1||. Thus (u, v) is a (2(9
4
)kε, knεr, (
3
2
)k)-inverse pair, and
||uev − f || < 3(9
4
)k(5N + 2)ε.
If a homotopy of quasi-idempotents is not Lipschitz, the following lemma enables us
to replace the homotopy with a Lipschitz homotopy by enlarging matrices, after which
Proposition 3.1.27 becomes applicable. The Lipschitz constant depends only on the pa-
rameter N .
Lemma 3.1.28. Let A be a unital filtered SQp algebra. If e and f are homotopic as
(ε, r,N)-idempotents inA, then there exist αN > 0, k ∈ N, and an αN -Lipschitz homotopy
of (2ε, r, 5
2
N)-idempotents between diag(e, Ik, 0k) and diag(f, Ik, 0k).
Proof. Let (et)t∈[0,1] be a homotopy of (ε, r,N)-idempotents between e and f , and let
0 = t0 < t1 < · · · < tk = 1 be such that
||eti − eti−1|| < inf
t∈[0,1]
ε− ||e2t − et||
2N + 1
.
For each t ∈ [0, 1], we have a Lipschitz homotopy of (ε, r, 5
2
N)-idempotents between
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diag(et, 1− et) and diag(1, 0) given by
et 0
0 0
+
cl −sl
sl cl

1− et 0
0 0

 cl sl
−sl cl
 ,
where cl = cos pil2 and sl = sin
pil
2
for l ∈ [0, 1]. Also, there is a Lipschitz (in fact linear)
homotopy of (ε, r,N)-idempotents between eti−1 and eti for each i. Then we have the
following sequence of Lipschitz homotopies of (2ε, r, 5
2
N)-idempotents:

et0
Ik
0k
 2ε,r,2N∼

et0
1
0
. . .
1
0

ε,r, 52N∼

et0
1− et1
et1
. . .
1− etk
etk

ε,r,N∼

et0
1− et0
et1
. . .
1− etk−1
etk

ε,r, 52N∼

1
0
1
. . .
0
etk

2ε,r,2N∼

etk
Ik
0k
 .
Remark 3.1.29. From the proofs above, we see that in Proposition 3.1.27, if A is a non-
unital filtered Banach algebra, and e, f ∈ A+ are such that e − 1 ∈ A and f − 1 ∈ A,
then we can find (u, v) satisfying the conclusion of Proposition 3.1.27 such that u− 1 ∈ A
and v − 1 ∈ A.
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3.2 QuantitativeK-Theory
In this section, we define the quantitative K-theory groups for a filtered SQp algebra
A. Then we establish some basic properties of these groups, and we examine the relation
between these groups and the usual K-theory groups. Our setup is in parallel with the
theory developed in [26] for filtered C∗-algebras.
3.2.1 Definitions of quantitativeK-theory groups
Given a filtered SQp algebra A, we denote by Idemε,r,N(A) the set of (ε, r,N)-
idempotents inA. For each positive integer n, we set Idemε,r,Nn (A) = Idem
ε,r,N(Mn(A)).
Then we have inclusions Idemε,r,Nn (A) ↪→ Idemε,r,Nn+1 (A) given by e 7→
e 0
0 0
, and we
set
Idemε,r,N∞ (A) =
⋃
n∈N
Idemε,r,Nn (A).
Consider the equivalence relation ∼ on Idemε,r,N∞ (A) defined by e ∼ f if e and
f are (4ε, r, 4N)-homotopic in M∞(A). We will denote the equivalence class of e ∈
Idemε,r,N∞ (A) by [e]. We will sometimes write [e]ε,r,N if we wish to keep track of the
parameters.
We define addition on Idemε,r,N∞ (A)/∼ by [e] + [f ] = [diag(e, f)].
Proposition 3.2.1. For any filtered SQp algebra A, Idemε,r,N∞ (A)/∼ is an abelian semi-
group with identity [0]. If B is another filtered SQp algebra and φ : A → B is a filtered
homomorphism, then there is an induced homomorphism
φ∗ : Idemε,r,N∞ (A)/∼ → Idem||φ||pcbε,r,||φ||pcbN∞ (B)/∼.
Proof. To show commutativity, we need to show that [diag(e, f)] = [diag(f, e)] for e, f ∈
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Idemε,r,N∞ (A). We may assume that e, f ∈Mn(A) for some n ∈ N. Letting
Rt =
 (cos pit2 )In (sin pit2 )In
−(sin pit
2
)In (cos
pit
2
)In

for t ∈ [0, 1], one sees that Rtdiag(e, f)R−1t is a homotopy of (2ε, r, 2N)-idempotents
between diag(e, f) and diag(f, e).
Using the same notation φ for the induced homomorphism M∞(A) → M∞(B), note
that φ(e) ∈ Idem||φ||pcbε,r,||φ||pcbN∞ (B) whenever e ∈ Idemε,r,N∞ (A). Moreover, if e ∼ e′,
then φ(e) ∼ φ(e′). Thus
φ∗ : Idemε,r,N∞ (A)/∼ → Idem||φ||pcbε,r,||φ||pcbN∞ (B)/∼
given by φ∗([e]) = [φ(e)] is a well-defined homomorphism of semigroups.
Definition 3.2.2. Let A be a unital filtered SQp algebra. For 0 < ε < 120 , r > 0 and
N ≥ 1, define Kε,r,N0 (A) to be the Grothendieck group of Idemε,r,N∞ (A)/∼.
By the universal property of the Grothendieck group, when A and B are unital filtered
SQp algebras and φ : A→ B is a filtered homomorphism, the induced homomorphism
φ∗ : Idemε,r,N∞ (A)/∼ → Idem||φ||pcbε,r,||φ||pcbN∞ (B)/∼
extends to a group homomorphism
φ∗ : K
ε,r,N
0 (A)→ K ||φ||pcbε,r,||φ||pcbN0 (B).
Moreover, if ψ : B → C is another filtered homomorphism between unital filtered SQp
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algebras, then
(ψ ◦ φ)∗ = ψ∗ ◦ φ∗ : Kε,r,N0 (A)→ K ||ψ||pcb||φ||pcbε,r,||ψ||pcb||φ||pcbN0 (C).
If A is a non-unital filtered SQp algebra, we have the usual quotient homomorphism
pi : A+ → C, which is p-completely contractive by [9, Lemma 4.2] and the standard fact
that all characters on Banach algebras are contractive. Thus pi induces a homomorphism
pi∗ : K
ε,r,N
0 (A
+)→ Kε,r,N0 (C).
Definition 3.2.3. Let A be a non-unital filtered SQp algebra. For 0 < ε < 120 , r > 0 and
N ≥ 1, define
Kε,r,N0 (A) = ker(pi∗ : K
ε,r,N
0 (A
+)→ Kε,r,N0 (C)).
Note that for 0 < ε ≤ ε′ < 1
20
, 0 < r ≤ r′, and 1 ≤ N ≤ N ′, we have a canonical
group homomorphism
ιε,ε
′,r,r′,N,N ′
0 : K
ε,r,N
0 (A)→ Kε
′,r′,N ′
0 (A)
given by ιε,ε
′,r,r′,N,N ′
0 ([e]ε,r,N) = [e]ε′,r′,N ′ .
We have already observed that if A and B are both unital filtered SQp algebras, then a
filtered homomorphism φ : A→ B induces a group homomorphism
φ∗ : K
ε,r,N
0 (A)→ K ||φ||pcbε,r,||φ||pcbN0 (B).
If A and B are both non-unital and φ+ : A+ → B+ denotes the induced homomorphism
between their unitizations, then we get a homomorphism
Kε,r,N0 (A
+)→ K ||φ+||pcbε,r,||φ+||pcbN0 (B+),
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which restricts to a homomorphism
φ∗ : K
ε,r,N
0 (A)→ K ||φ
+||pcbε,r,||φ+||pcbN
0 (B).
Given a unital filtered SQp algebra A, we denote by GLε,r,N(A) the set of (ε, r,N)-
invertibles in A. For each positive integer n, we set GLε,r,Nn (A) = GL
ε,r,N(Mn(A)). Then
we have inclusions GLε,r,Nn (A) ↪→ GLε,r,Nn+1 (A) given by u 7→
u 0
0 1
, and we set
GLε,r,N∞ (A) =
⋃
n∈N
GLε,r,Nn (A).
Consider the equivalence relation ∼ on GLε,r,N∞ (A) given by u ∼ v if u and v are
(4ε, 2r, 4N)-homotopic in M∞(A). We denote the equivalence class of u ∈ GLε,r,N∞ (A)
by [u]. We will sometimes write [u]ε,r,N if we wish to keep track of the parameters.
We define addition on GLε,r,N∞ (A)/∼ by [u] + [v] = [diag(u, v)].
Proposition 3.2.4. For any unital filtered SQp algebra A, GLε,r,N∞ (A)/∼ is an abelian
group. If B is another unital filtered SQp algebra and φ : A → B is a unital filtered
homomorphism, then there is an induced homomorphism
φ∗ : GLε,r,N∞ (A)/∼ → GL||φ||pcbε,r,||φ||pcbN∞ (B)/∼.
Proof. By Lemma 3.1.21, if (u, v) is an (ε, r,N)-inverse pair in Mn(A), then [u] + [v] =
[1]. By Lemma 3.1.23, we have [u] + [v] = [v] + [u]. Hence GLε,r,N∞ (A)/∼ is an abelian
group.
If φ : A → B is a unital filtered homomorphism, and u ∈ GLε,r,Nn (A), then φ(u) ∈
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GL
||φ||pcbε,r,||φ||pcbN
n (B). Moreover, if u ∼ u′, then φ(u) ∼ φ(u′). Thus
φ∗ : GLε,r,N∞ (A)/∼ → GL||φ||pcbε,r,||φ||pcbN∞ (B)/∼
given by φ∗([u]) = [φ(u)] is a well-defined group homomorphism.
Definition 3.2.5. Let A be a unital filtered SQp algebra. For 0 < ε < 120 , r > 0, and
N ≥ 1, define
Kε,r,N1 (A) = GL
ε,r,N
∞ (A)/∼.
If A is non-unital, define Kε,r,N1 (A) = ker(pi∗ : K
ε,r,N
1 (A
+)→ Kε,r,N1 (C)).
By the previous proposition,Kε,r,N1 (A) is an abelian group for any filtered SQp algebra
A.
For 0 < ε ≤ ε′ < 1
20
, 0 < r ≤ r′, and 1 ≤ N ≤ N ′, we have a canonical group
homomorphism
ιε,ε
′,r,r′,N,N ′
1 : K
ε,r,N
1 (A)→ Kε
′,r′,N ′
1 (A)
given by ιε,ε
′,r,r′,N,N ′
1 ([u]ε,r,N) = [u]ε′,r′,N ′ .
Remark 3.2.6. We will sometimes refer to the canonical homomorphisms
ιε,ε
′,r,r′,N,N ′
∗ : K
ε,r,N
∗ (A)→ Kε
′,r′,N ′
∗ (A)
as relaxation of control maps, and we will also omit the superscripts, writing just ι∗, when
they are clear from the context so as to reduce notational clutter.
Just as in the usual K-theory, we can give a unified treatment of the unital and non-
unital cases. First, we make some observations about the behavior of quantitativeK-theory
with respect to direct sums of unital filtered SQp algebras.
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Let A1 and A2 be unital filtered SQp algebras and let
pii : A1 ⊕ A2 → Ai (i = 1, 2)
be the respective projection homomorphisms. If e ∈ Mn(A1 ⊕ A2) is an (ε, r,N)-
idempotent, then pii(e) is an (ε, r,N)-idempotent in Mn(Ai) for i = 1, 2. Conversely,
if ei ∈ Mn(Ai) is an (ε, r,N)-idempotent for i = 1, 2, then (e1, e2) ∈ Mn(A1 ⊕ A2) is an
(ε, r,N)-idempotent. It follows that we have an isomorphism
pi1∗ ⊕ pi2∗ : Kε,r,N0 (A1 ⊕ A2)
∼=→ Kε,r,N0 (A1)⊕Kε,r,N0 (A2).
Similarly, we see that
pi1∗ ⊕ pi2∗ : Kε,r,N1 (A1 ⊕ A2)→ Kε,r,N1 (A1)⊕Kε,r,N1 (A2)
is an isomorphism.
In the usual K-theory, when A is unital, we have
K0(A) = ker(pi∗ : K0(A+)→ K0(C))
and
K1(A) = K1(A
+) = ker(pi∗ : K1(A+)→ K1(C))
since K1(C) = 0. Recall that when A is unital, we identify Mn(A+) isometrically with
Mn(A) ⊕∞ Mn(C) via the canonical isomorphism A+ → A ⊕ C. In our current setting,
we have a homomorphism Kε,r,N0 (A) → kerpiε,r,N∗ given by [e] 7→ [(e, 0)], and we also
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have a homomorphism kerpiε,r,N∗ → Kε,r,N0 (A) given by the composition
kerpiε,r,N∗ ↪→ Kε,r,N0 (A+)
∼=→ Kε,r,N0 (A⊕ C) ∼= Kε,r,N0 (A)⊕Kε,r,N0 (C)→ Kε,r,N0 (A).
The composition Kε,r,N0 (A)→ kerpiε,r,N∗ → Kε,r,N0 (A) is the identity map while the com-
position kerpiε,r,N∗ → Kε,r,N0 (A) → kerpiε,r,N∗ is given by [(e, z)]ε,r,N 7→ [(e + z, 0)]ε,r,N .
Let ψ : A+ → A⊕C be the canonical isomorphism. Since [z] = 0 in Kε,r,N0 (C), we have
[ψ((e, z))] = [(e+ z, z)] = [(e+ z, 0)] = [ψ((e+ z, 0))]
in Kε,r,N0 (A ⊕ C). It follows that [(e, z)] = [(e + z, 0)] in Kε,r,N0 (A+), and we have
Kε,r,N0 (A)
∼= kerpiε,r,N∗ .
It is not clear that Kε,r,N1 (C) = 0 for all ε, r,N , and for all choices of norms on Mn(C)
that we are considering, but by a similar argument as in the even case above, we still have
Kε,r,N1 (A)
∼= kerpiε,r,N∗ .
Thus we have
Proposition 3.2.7. For any filtered SQp algebra A,
Kε,r,N∗ (A) ∼= ker(piε,r,N∗ : Kε,r,N∗ (A+)→ Kε,r,N∗ (C)).
3.2.2 Some basic properties of quantitativeK-theory groups
If A and B are filtered SQp algebras, and φ : A → B is a filtered homomorphism,
then we have the following commutative diagram:
kerpiε,r,NA∗ K
ε,r,N
∗ (A
+) Kε,r,N∗ (C)............................................................................................................
... .........................................................................................................
.
kerpi
||φ+||pcbε,r,||φ+||pcbN
B∗ K
||φ+||pcbε,r,||φ+||pcbN∗ (C)K
||φ+||pcbε,r,||φ+||pcbN∗ (B+)
.......................................
...
.......................................
...
ι∗
.........................
.....
..
..........................
.
.......................................
...
φ+∗
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The homomorphism on the left is the restriction of φ+∗ . By the discussion above, we then
get a homomorphism
φ∗ : Kε,r,N∗ (A)→ K ||φ
+||pcbε,r,||φ+||pcbN∗ (B).
Moreover, if ψ : B → C is another filtered homomorphism between filtered SQp algebras,
then ψ∗ ◦ φ∗ = (ψ ◦ φ)∗.
Definition 3.2.8. A homotopy between two filtered homomorphisms φ0 : A → B and
φ1 : A → B of filtered SQp algebras is a filtered homomorphism Φ : A → C([0, 1], B)
such that ev0 ◦ Φ = φ0 and ev1 ◦ Φ = φ1, where evt : C([0, 1], B) → B denotes the
homomorphism given by evaluation at t.
Recall that a filtered homomorphism Φ : A→ C([0, 1], B) is a p-completely bounded
homomorphism such that Φ(Ar) ⊂ C([0, 1], Br) for each r > 0. Given such a filtered
homomorphism Φ, we may consider φt = evt ◦ Φ for t ∈ [0, 1]. Then φt : A → B
is a filtered homomorphism, the map t 7→ φt(a) is continuous for each a ∈ A, and
supt∈[0,1] ||φt||pcb ≤ ||Φ||pcb.
Proposition 3.2.9. Let φ0 : A→ B and φ1 : A→ B be filtered homomorphisms between
filtered SQp algebras. Suppose that Φ : A → C([0, 1], B) is a homotopy between φ0 and
φ1. Then
φ0∗ = φ1∗ : Kε,r,N∗ (A)→ K ||Φ
+||pcbε,r,||Φ+||pcbN∗ (B).
Proof. For t ∈ [0, 1], let φt = evt ◦ Φ. For any (ε, r,N)-idempotent e in Mn(A+),
φ+t (e) is a homotopy of (||Φ+||pcbε, r, ||Φ+||pcbN)-idempotents inMn(B+) between φ+0 (e)
and φ+1 (e). Similarly, for any (ε, r,N)-invertible u in Mn(A
+), φ+t (u) is a homotopy of
(||Φ+||pcbε, r, ||Φ+||pcbN)-invertibles in Mn(B+) between φ+0 (u) and φ+1 (u).
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Proposition 3.2.10. If A is a filtered SQp algebra, then the canonical embedding A →
Mn(A) induces an isomorphism
Kε,r,N∗ (A) ∼= Kε,r,N∗ (Mn(A))
for each n ∈ N.
Proof. Let A be a unital filtered SQp algebra, and let i : A → Mn(A) be the canonical
embedding a 7→ diag(a, 0). Then we get the induced maps ik : Mk(A) → Mk(Mn(A))
for k ∈ N. Let
ζ : Mk(Mn(A))→Mkn(A)
be the isomorphism given by removing parentheses. Recall that we equip Mk(Mn(A))
with the norm induced by this isomorphism. If e is an (ε, r,N)-idempotent inMk(A), then
ik(e) is an (ε, r,N)-idempotent in Mk(Mn(A)), and ζ(ik(e)) is an (ε, r,N)-idempotent in
Mkn(A). Now
ζ(ik(e)) = udiag(e, 0)u
−1
for some permutation matrix u. By Lemma 3.1.25, diag(ζ(ik(e)), 0) and diag(e, 0) are
(4ε, r, 4N)-homotopic in M2kn(A). Hence the composition ζ∗ ◦ i∗ is the identity on
Kε,r,N0 (A).
On the other hand, if f is an (ε, r,N)-idempotent in Mk(Mn(A)), then ζ(f) is an
(ε, r,N)-idempotent inMkn(A), and ikn(ζ(f)) is an (ε, r,N)-idempotent inMkn(Mn(A)).
As above, we see that diag(ikn(ζ(f)), 0) and diag(f, 0) are (4ε, r, 4N)-homotopic in
M2kn(Mn(A)). Hence the composition i∗ ◦ ζ∗ is the identity on Kε,r,N0 (Mn(A)).
The odd case and the non-unital case are proved in a similar way. We just remark that
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in the non-unital case, we have
ζ(ik(e)) = udiag(e, pi(e), . . . , pi(e))u
−1
for some permutation matrix u, where pi : A+ → C is the canonical quotient homomor-
phism.
We also have a “standard picture” for the quantitative K0 groups analogous to that for
the usual K0 group.
Lemma 3.2.11. If e, f ∈M∞(A) are (ε, r,N)-idempotents and [e]−[f ] = 0 inKε,r,N0 (A),
then there exists m ∈ N such that diag(e, Im, 0m) and diag(f, Im, 0m) are homotopic as
(4ε, r, 4N)-idempotents in M∞(A˜).
Proof. If [e]− [f ] = 0 in Kε,r,N0 (A), then [e]+ [g] = [f ]+ [g] in Idemε,r,N∞ (A˜)/∼ for some
g ∈ Idemε,r,Nm (A˜), so diag(e, g) and diag(f, g) are (4ε, r, 4N)-homotopic in M∞(A˜).
Now Im−g is (ε, r,N)-idempotent inMm(A˜), and diag(e, g, Im−g) 4ε,r,4N∼ diag(f, g, Im−
g) in M∞(A˜). But we have a homotopy of (ε, r, 52N)-idempotents between diag(Im, 0m)
and diag(g, Im − g) given by
diag(g, 0) +Rtdiag(Im − g, 0)R−1t ,
where Rt =
 (cos pit2 )Im (sin pit2 )Im
−(sin pit
2
)Im (cos
pit
2
)Im
. Hence we have a homotopy of (4ε, r, 4N)-
idempotents between diag(e, Im, 0m) and diag(f, Im, 0m).
Lemma 3.2.12. If [e]− [f ] ∈ Kε,r,N0 (A), where e, f ∈Mk(A˜), then [e]− [f ] = [e′]− [Ik]
in Kε,r,N0 (A) for some e
′ ∈M2k(A˜).
Proof. Let e′ = diag(e, Ik − f). Then e′ ∈ Idemε,r,N2k (A˜). We have a homotopy of
(ε, r, 5
2
N)-idempotents between diag(e, Ik − f, f) and diag(e, Ik, 0). If A is non-unital,
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and [pi(e)] = [pi(f)] in Kε,r,N0 (C), then [pi(e′)] = [Ik]. Hence [e] − [f ] = [e′] − [Ik] in
Kε,r,N0 (A).
If we allow ourselves to relax control, then we can write elements in Kε,r,N0 (A) in the
form [e]− [Ik] with pi(e) = diag(Ik, 0).
Lemma 3.2.13. There exist a non-decreasing function λ : [1,∞)→ [1,∞) and a function
h : (0, 1
20
) × [1,∞) → [1,∞) with h(·, N) non-increasing for each fixed N such that
for any filtered SQp algebra A, if [e] − [f ] ∈ Kε,r,N0 (A), where e, f ∈ Mk(A˜), then
[e]−[f ] = [e′′]−[Ik] inKλNε,hε,Nr,λN0 (A) for some e′′ ∈M2k(A˜) with pi(e′′) = diag(Ik, 0k).
Proof. By the previous proposition, [e] − [f ] = [e′] − [Ik] in Kε,r,N0 (A) for some e′ ∈
M2k(A˜). Since [pi(e′)] = [Ik], up to rescaling ε and N , and up to stabilization, pi(e′) and
diag(Ik, 0k) are homotopic as (ε, r,N)-idempotents in M2k(C). By Lemma 3.1.27 and
Lemma 3.1.28, up to stabilization, there exist functions λ and h depending only on ε and
N , and there exists a (λNε, hε,Nr, λN)-inverse pair (u, v) in M2k(C) such that
||upi(e′)v − diag(Ik, 0k)|| < λNε.
Then
||diag(u, v)diag(pi(e′), 02k)diag(v, u)− diag(Ik, 03k)|| < λNε.
Let e′′ = ue′v−upi(e′)v+diag(Ik, 0k). Then pi(e′′) = diag(Ik, 0k) and ||e′′−ue′v|| <
λNε. By Lemma 3.1.25 and Lemma 3.1.18, diag(e′′, 02k) is homotopic to diag(e′, 02k) as
(λ′Nε, h
′
ε,Nr, λ
′
N)-idempotents.
In the odd case, if we allow ourselves to relax control, then we can write elements in
Kε,r,N1 (A) in the form [u] with pi(u) = Ik.
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Lemma 3.2.14. There exist a non-decreasing function λ : [1,∞)→ [1,∞) and a function
h : (0, 1
20
) × [1,∞) → [1,∞) with h(·, N) non-increasing for each fixed N such that for
any filtered SQp algebra A, if [u] ∈ Kε,r,N1 (A) with u ∈ Mk(A˜), then [u] = [w] in
K
λNε,hε,Nr,λN
1 (A) for some w ∈Mk(A˜) with pi(w) = Ik.
Moreover, if u and v are homotopic as (ε, r,N)-invertibles in Mk(A˜), and pi(u) =
pi(v) = Ik, then there is a homotopy of (λNε, hε,Nr, λN)-invertibles wt between u and v
such that pi(wt) = Ik for each t ∈ [0, 1].
Proof. Suppose that max(||uv − 1||, ||vu − 1||) < ε. Let w = pi(u−1)u. Then ||w|| ≤
||u−1||||u|| < N2
1−ε <
20
19
N2 and pi(w) = Ik. Note that
||u−1v−1 − 1|| ≤ ||(vu)−1||||1− vu|| < ε
1− ε <
20
19
ε.
Similarly ||v−1u−1 − 1|| < 20
19
ε. It follows that
max(||pi(u−1)uvpi(v−1)− 1||, ||vpi(v−1)pi(u−1)u− 1||) <
((
20
19
N
)2
+
20
19
)
ε.
Thus w is a (((20
19
N)2 + 20
19
)ε, r, 20
19
N2)-invertible in Mk(A˜).
Up to stabilization, we may assume that pi(u) is (4ε, 2r, 4N)-homotopic to Ik, so
pi(u−1) is (4ε, 2r, 80
19
N)-homotopic to Ik. Hence w and u are (((8019N)
2 + 1)ε, 2r, 80
19
N2)-
homotopic.
For the second statement, if (ut) is a homotopy of (ε, r,N)-invertibles between u and
v, then wt = pi(u−1t )ut defines a homotopy with the desired property.
If A is a filtered SQp algebra with filtration (Ar)r>0, and (Bk)k∈N is an increasing
sequence of Banach subalgebras of A such that
⋃
k∈NBk is dense in A and
⋃
r>0(Bk∩Ar)
is dense in Bk for each k, then each Bk has filtration (Bk ∩ Ar)r>0. In this case, we have
a canonical homomorphism lim−→kK
ε,r,N
∗ (Bk)→ Kε,r,N∗ (A) but we can say more.
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Proposition 3.2.15. Let A be a unital SQp algebra with filtration (Ar)r>0 and let (Bk)k∈N
be an increasing sequence of unital Banach subalgebras of A such that
• ⋃r>0(Bk ∩ Ar) is dense in Bk for each k ∈ N;
• ⋃k∈N(Bk ∩ Ar) is dense in Ar for each r > 0.
Then for each 0 < ε < 1
20
, r > 0, and N ≥ 1, there is a homomorphism
Kε,r,N∗ (A)→ lim−→
k
Kε,r,N+ε∗ (Bk)
such that the compositions
Kε,r,N∗ (A)→ lim−→
k
Kε,r,N+ε∗ (Bk)→ Kε,r,N+ε∗ (A)
and
lim−→
k
Kε,r,N∗ (Bk)→ Kε,r,N∗ (A)→ lim−→
k
Kε,r,N+ε∗ (Bk)
are (induced by) the relaxation of control maps ι∗.
Proof. Note that
⋃
k∈NBk is dense in A. Let e be an (ε, r,N)-idempotent in Mn(A),
and let δ = ε−||e
2−e||
6(N+1)
. Since
⋃
k∈N(Bk ∩ Ar) is dense in Ar, there exist k ∈ N and
f ∈ Mn(Bk ∩ Ar) such that ||e − f || < δ. By Lemma 3.1.18, f is an (ε, r,N + ε)-
idempotent. If f ′ ∈ Mn(Bk ∩ Ar) also satisfies ||e − f ′|| < δ, then ||f − f ′|| < 2δ. Set
ft = (1− t)f + tf ′. Then
||f 2t − ft|| ≤ ||f 2t − ftf ||+ ||ftf − f 2||+ ||f 2 − f ||+ ||f − ft||
≤ ||ft − f ||(||ft||+ ||f ||+ 1) + ||f 2 − f ||
< 2δ(2(N + δ) + 1) + (2N + 2)δ + ||e2 − e||
< ε.
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Thus f and f ′ are (ε, r,N + ε)-homotopic. This gives us a well-defined homomorphism
Kε,r,N0 (A)→ lim−→kK
ε,r,N+ε
0 (Bk) given by
[e]− [In] 7→ [f ]− [In].
It is straightforward to see that the compositions
Kε,r,N0 (A)→ lim−→
k
Kε,r,N+ε0 (Bk)→ Kε,r,N+ε0 (A)
and
lim−→
k
Kε,r,N0 (Bk)→ Kε,r,N0 (A)→ lim−→
k
Kε,r,N+ε0 (Bk)
are the canonical maps ι0.
The proof for the odd case is similar.
Remark 3.2.16.
1. In the preceding proposition, if each a ∈ Mn(Ar) can be approximated arbitrarily
closely by some b ∈ ⋃k∈NMn(Bk∩Ar) with ||b|| ≤ ||a||, then we haveKε,r,N∗ (A) ∼=
lim−→kK
ε,r,N
∗ (Bk).
2. Regarding Mn(C) as B(`np ), we may view Mn(A) as Mn(C)⊗p A when A is an Lp
operator algebra and⊗p denotes the spatialLp operator tensor product (see Remark
1.14 and Example 1.15 in [31]). Writing Mp∞ for
⋃
n∈NMn(C), we see that M
p∞ is
a closed subalgebra of B(`p). Let Pn be the projection onto the first n coordinates
with respect to the standard basis in `p. When p ∈ (1,∞), we have limn→∞ ||a −
PnaPn|| = 0 for any compact operator a ∈ K(`p). It follows that Mp∞ = K(`p) for
p ∈ (1,∞). However, when p = 1, we can only say that limn→∞ ||a − Pna|| = 0
for a ∈ K(`1). In fact, there is a rank one operator on `1 that is not in M1∞. This
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operator is given by ξ 7→ (∑j ξj)δn0 , where n0 ∈ N is fixed. We refer the reader to
Proposition 1.8 and Example 1.10 in [31] for details.
Corollary 3.2.17. If A is a filtered Lp operator algebra, then
Kε,r,N∗ (M
p∞ ⊗p A) ∼= Kε,r,N∗ (A)
for p ∈ [1,∞). In particular, when p ∈ (1,∞), we have
Kε,r,N∗ (K(`p)⊗p A) ∼= Kε,r,N∗ (A).
3.2.3 Relating quantitativeK-theory to usualK-theory
If e is an (ε, r,N)-idempotent in a unital filtered Banach algebra A, then its spectrum
σ(e) is contained in B√ε(0) ∪ B√ε(1) ⊂ C, where Br(z) denotes the open ball of radius
r centered at z ∈ C. In particular, if ε < 1
4
, then the two balls are disjoint. By choosing
a function κ0 that is holomorphic on a neighborhood of σ(e), takes value 0 on B¯√ε(0),
and takes value 1 on B¯√ε(1), we may apply the holomorphic functional calculus to get an
idempotent
κ0(e) =
1
2pii
∫
γ
κ0(z)(z − e)−1dz ∈ A,
where γ may be taken to be the contour
{z ∈ C : |z| = √ε} ∪ {z ∈ C : |z − 1| = √ε}.
This enables us to pass from the quantitative K0 groups to the usual K0 groups.
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Note that if e is an idempotent, then κ0(e) = e. Indeed, for z ∈ γ, we have
κ0(e)− e = 1
2pii
∫
γ
(κ0(z)− z)(z − e)−1dz
=
1
2pii
∫
γ
(κ0(z)− z)
(
1− e
z
+
e
z − 1
)
dz
= 0.
When e is an (ε, r,N)-idempotent, we expect κ0(e) to be close to e. In fact, we can
estimate ||κ0(e) − e|| and ||κ0(e)|| in terms of ε and N . We can also estimate ||κ0(e) −
κ0(f)|| in terms of ||e− f ||.
Proposition 3.2.18. Let e be an (ε, r,N)-idempotent in a unital filtered Banach algebra
A. Then
||κ0(e)− e|| < 2(N + 1)ε
(1−√ε)(1− 2√ε)
and
||κ0(e)|| < N + 1
1− 2√ε.
Proof. Let γ = γ0 ∪ γ1, where γj = {z ∈ C : |z − j| <
√
ε} for j = 0, 1. Let
y = 1
z
(1− e) + 1
z−1e for z ∈ γ. Then
||κ0(e)− e|| = 1
2pi
∥∥∥∥∫
γ
(κ0(z)− z)(z − e)−1dz
∥∥∥∥
=
1
2pi
∥∥∥∥∫
γ0
−z(z − e)−1dz +
∫
γ1
(1− z)(z − e)−1dz
∥∥∥∥
≤ 1
2pi
[∥∥∥∥∫
γ0
−z((z − e)−1 − y)dz
∥∥∥∥+ ∥∥∥∥∫
γ1
(1− z)((z − e)−1 − y)dz
∥∥∥∥]
≤ ε
[
max
z∈γ0
||(z − e)−1 − y||+ max
z∈γ1
||(z − e)−1 − y||
]
.
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For z ∈ γ, we have
||(z − e)y − 1|| =
∥∥∥∥( 1z − 1 − 1z
)
(e− e2)
∥∥∥∥ < 1|z(z − 1)|ε
≤ 1√
ε(1−√ε)ε =
√
ε
1−√ε.
Thus ||((z − e)y)−1 − 1|| <
√
ε
1−√ε
1−
√
ε
1−√ε
=
√
ε
1−2√ε . Also,
||y|| =
∥∥∥∥1z +
(
1
z − 1 −
1
z
)
e
∥∥∥∥ ≤ 1√ε + N√ε(1−√ε) < N + 1√ε(1−√ε) .
Hence
||(z − e)−1 − y|| ≤ ||y||||((z − e)y)−1 − 1||
<
N + 1√
ε(1−√ε)
√
ε
1− 2√ε
=
N + 1
(1−√ε)(1− 2√ε)
for all z ∈ γ, and ||κ0(e)− e|| < 2(N+1)ε(1−√ε)(1−2√ε) .
We also get
||κ0(e)|| = 1
2pi
∥∥∥∥∫
γ1
(z − e)−1dz
∥∥∥∥ ≤ √ε(maxz∈γ1 ||(z − e)−1 − y||+ ||y||)
<
√
ε
(
N + 1
(1−√ε)(1− 2√ε) +
N + 1√
ε(1−√ε)
)
=
N + 1
1− 2√ε.
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Proposition 3.2.19. If e and f are (ε, r,N)-idempotents in a unital filtered Banach alge-
bra A, then
||κ0(e)− κ0(f)|| < (N + 1)
2
√
ε(1− 2√ε)2 ||e− f ||.
In particular, if ||e−f || < ε
9(2N+3)(N+1)2
, then κ0(e) and κ0(f) are homotopic idempotents.
Proof. We have
||κ0(e)− κ0(f)|| =
∥∥∥∥ 12pii
∫
γ
κ0(z)[(z − e)−1 − (z − f)−1]dz
∥∥∥∥
=
∥∥∥∥ 12pii
∫
γ1
(z − e)−1(e− f)(z − f)−1dz
∥∥∥∥
<
√
εmax
z∈γ1
||(z − e)−1(e− f)(z − f)−1||
≤ (N + 1)
2
√
ε(1− 2√ε)2 ||e− f ||
. If ||e− f || < ε
9(2N+3)(N+1)2
, then since
||2κ0(e)− 1|| < 2N + 3− 2
√
ε
1− 2√ε < 6N + 7,
we have
||κ0(e)− κ0(f)|| <
√
ε
9(2N + 3)(1− 2√ε)2 <
1
6N + 9
<
1
||2κ0(e)− 1||
so κ0(e) and κ0(f) are homotopic idempotents [3, Proposition 4.3.2].
If A is a filtered SQp algebra, and e is an (ε, r,N)-idempotent in Mn(A˜), then we
may apply the holomorphic functional calculus to get an idempotent κ0(e) in Mn(A˜).
This gives us a group homomorphism Kε,r,N0 (A) → K0(A) given by [e] 7→ [κ0(e)].
Also, since every (ε, r,N)-invertible is actually invertible, we have a homomorphism
Kε,r,N1 (A) → K1(A) given by [u]ε,r,N 7→ [u]. We will denote this homomorphism by
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κ1. These homomorphisms allow us to represent elements in K0(A) and K1(A) in terms
of quasi-idempotents and quasi-invertibles respectively.
Proposition 3.2.20.
1. Let A be a filtered SQp algebra. Let f be an idempotent in Mn(A˜), and let 0 < ε <
1
20
. Then there exist r > 0, N ≥ 1, and [e] ∈ Kε,r,N0 (A) with e ∈ Idemε,r,Nn (A˜) such
that [κ0(e)] = [f ] in K0(A).
2. Let A be a filtered SQp algebra. Let u be an invertible element in Mn(A˜), and
let 0 < ε < 1
20
. Then there exist r > 0, N ≥ 1, and [v] ∈ Kε,r,N1 (A) with
v ∈ GLε,r,Nn (A˜) such that [v] = [u] in K1(A).
Proof.
1. LetN = ||f ||+1. There exist r > 0 and e ∈Mn(A˜r) such that ||e−f || < ε9N(N+1)2 .
Then e is an (ε, r,N)-idempotent in Mn(A˜) by Lemma 3.1.16. Moreover,
||κ0(e)− f || = ||κ0(e)− κ0(f)||
<
(N + 1)2√
ε(1− 2√ε)2
ε
9N(N + 1)2
<
1
2N
<
1
||2f − 1||
so κ0(e) and f are homotopic as idempotents [3, Proposition 4.3.2]. When A is
non-unital, by increasing N if necessary, we get [pi(e)] = 0 in Kε,r,N0 (C) so that
[e] ∈ Kε,r,N0 (A).
2. Let N = ||u|| + ||u−1|| + 1. There exist r > 0 and v, v′ ∈ Mn(A˜r) such that
||v − u|| < ε
N
and ||v′ − u−1|| < ε
N
. Then v ∈ GLε,r,Nn (A˜) by Lemma 3.1.16.
Moreover, since ||v − u|| < 1||u−1|| , we have [v] = [u] in K1(A) [38, Lemma 4.2.1].
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When A is non-unital, we may assume that pi(u) ∼ In. Then, by increasing N if
necessary, we get [pi(v)] = [In] in K
ε,r,N
1 (C) so that [v] ∈ Kε,r,N1 (A).
Proposition 3.2.21.
1. There exists a (quadratic) polynomial ρ with positive coefficients such that for any
filtered SQp algebra A, if 0 < ε < 120ρ(N) , and [e]ε,r,N , [f ]ε,r,N ∈ Kε,r,N0 (A) are
such that [κ0(e)] = [κ0(f)] in K0(A), then there exist r′ ≥ r and N ′ ≥ N such that
[e]ρ(N)ε,r′,N ′ = [f ]ρ(N)ε,r′,N ′ in K
ρ(N)ε,r′,N ′
0 (A).
2. Let A be a filtered SQp algebra. Suppose that 0 < ε < 120 , and [u]ε,r,N , [v]ε,r,N ∈
Kε,r,N1 (A) are such that [u] = [v] in K1(A). Then there exist r
′ ≥ r and N ′ ≥ N
such that [u]ε,r′,N ′ = [v]ε,r′,N ′ in K
ε,r′,N ′
1 (A).
Proof.
1. Let (pt)t∈[0,1] be a homotopy of idempotents in Mn(A˜) between κ0(e) and κ0(f).
Then P := (pt) is an idempotent in C([0, 1],Mn(A˜)). There exist r′ ≥ r and E :=
(et) ∈ C([0, 1],Mn(A˜r′)) such that ||E−P || < ε4N ′ , whereN ′ = max(N, ||P ||+1).
In particular, we have ||e0 − κ0(e)|| < ε4N ′ and ||e1 − κ0(f)|| < ε4N ′ . By Lemma
3.1.16, et is an (ε, r′, N ′)-idempotent in Mn(A˜) for each t ∈ [0, 1]. Also
||e0 − e|| ≤ ||e0 − κ0(e)||+ ||κ0(e)− e||
<
ε
4N ′
+
2(N + 1)ε
(1−√ε)(1− 2√ε)
< (6N + 7)ε
and similarly ||e1 − f || < (6N + 7)ε. By Lemma 3.1.19, e0 and e are (ε′, r′, N ′)-
homotopic, where ε′ = ε + 1
4
(6N + 7)2ε2, and similarly for e1 and f . Hence
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[e]ε′,r′,N ′ = [f ]ε′,r′,N ′ .
2. Let (ut)t∈[0,1] be a homotopy of invertibles in Mn(A˜) between u and v. We may re-
gardU = (ut) as an invertible element inC([0, 1],Mn(A˜)). LetN ′ = max(N, ||U ||+
||U−1||+ 1). There exist r′ ≥ r and W ∈ C([0, 1],Mn(A˜r′)) such that
||W − U || < ε−max(||uu
′ − 1||, ||u′u− 1||, ||vv′ − 1||, ||v′v − 1||)
N ′
,
where u′ is an (ε, r,N)-inverse for u, and v′ is an (ε, r,N)-inverse for v. Then
W is an (ε, r′, N ′)-invertible in C([0, 1],Mn(A˜)) by Lemma 3.1.16, and we have a
homotopy of (ε, r′, N ′)-invertibles u ∼ W0 ∼ W1 ∼ v by Lemma 3.1.18.
3.3 Controlled Long Exact Sequence in QuantitativeK-Theory
In this section, we establish a controlled long exact sequence in quantitative K-theory
analogous to the one in usual K-theory. The proofs are adaptations of those in usual K-
theory (cf. [3]) and also those in quantitative K-theory for filtered C∗-algebras (cf. [26]).
First, we introduce some terminology, adapted from [26] and [27], that will allow us to
describe the functorial properties of quantitative K-theory.
3.3.1 Controlled morphisms and controlled exact sequences
The following notion of a control pair provides a convenient way to keep track of
increases in the parameters associated with quantitative K-theory groups. It has already
appeared in some of the earlier results, and we now give a formal definition.
Definition 3.3.1. A control pair is a pair (λ, h) such that
• λ : [1,∞)→ [1,∞) is a non-decreasing function;
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• h : (0, 1
20
) × [1,∞) → [1,∞) is a function such that h(·, N) is non-increasing for
fixed N .
We will write λN for λ(N), and hε,N for h(ε,N).
Given two control pairs (λ, h) and (λ′, h′), we write (λ, h) ≤ (λ′, h′) if λN ≤ λ′N and
hε,N ≤ h′ε,N for all ε ∈ (0, 120) and N ≥ 1.
Remark 3.3.2. These functions will appear as coefficients attached to the parameters ε, r,
and N . One may choose to use three functions, one for each of the parameters, but we
have chosen to use just two to reduce notational clutter, with λ controlling both ε and N .
Given a filtered SQp algebra A, we consider the families
K0(A) = (Kε,r,N0 (A))0<ε< 1
20
,r>0,N≥1,
K1(A) = (Kε,r,N1 (A))0<ε< 1
20
,r>0,N≥1.
Definition 3.3.3. Let A and B be filtered SQp algebras, and let (λ, h) be a control pair. A
(λ, h)-controlled morphism F : Ki(A)→ Kj(B), where i, j ∈ {0, 1}, is a family
F = (F ε,r,N)0<ε< 1
20λN
,r>0,N≥1
of group homomorphisms
F ε,r,N : Kε,r,Ni (A)→ KλNε,hε,Nr,λNj (B)
such that whenever 0 < ε ≤ ε′ < 1
20λN′
, hε,Nr ≤ hε′,N ′r′, and N ≤ N ′, we have the
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following commutative diagram:
Kε,r,Ni (A) K
ε′,r′,N ′
i (A)
.....................................................................................................................
.
ιi
K
λNε,hε,Nr,λN
j (B) K
λN′ε′,hε′,N′r′,λN′
j (B)
.......................................
...
F ε,r,N
.....................................................................
.
ιj
.......................................
...
F ε
′,r′,N ′
We say that F is a controlled morphism if it is a (λ, h)-controlled morphism for some
control pair (λ, h).
In some cases, the family of group homomorphisms F ε,r,N may only be defined for
values of r within some finite interval rather than for all r > 0, for example the boundary
homomorphism in our controlled Mayer-Vietoris sequence in section 3.4. Thus we make
the following refinement of the above definition.
Definition 3.3.4. Let A and B be filtered SQp algebras, let (λ, h) be a control pair, and
let R > 0. A (λ, h)-controlled morphism F : Ki(A) → Kj(B) of order R, where i, j ∈
{0, 1}, is a family
F = (F ε,r,N)0<ε< 1
20λN
,0<r≤ R
hε,N
,N≥1
of group homomorphisms
F ε,r,N : Kε,r,Ni (A)→ KλNε,hε,Nr,λNj (B)
such that whenever 0 < ε ≤ ε′ < 1
20λN′
, hε,Nr ≤ hε′,N ′r′ ≤ R, and N ≤ N ′, we have the
same commutative diagram as above.
Remark 3.3.5. The definitions in the rest of this section will be stated in terms of controlled
morphisms but they have obvious extensions to the setting of controlled morphisms of a
given order.
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Given a filtered SQp algebra A, we will denote by IdKi(A) the (1, 1)-controlled mor-
phism given by the family (IdKε,r,Ni (A))0<ε< 120 ,r>0,N≥1, where i ∈ {0, 1}.
A filtered homomorphism between filtered SQp algebras A and B will induce a con-
trolled morphism between K∗(A) and K∗(B). Moreover, such a controlled morphism will
induce a homomorphism in K-theory.
Proposition 3.3.6. Let A, B be filtered SQp algebras. If F = (F ε,r,N) : Ki(A)→ Kj(B)
is a controlled morphism, then there is a unique group homomorphism F : Ki(A) →
Kj(B) satisfying
F ([κi(x)]) = [κj(F
ε,r,N([x]))]
for all 0 < ε < 1
20
, r > 0, N ≥ 1, and [x] ∈ Kε,r,Ni (A).
Moreover, if F : Ki(A)→ Ki(B) is induced by a filtered homomorphism φ : A→ B,
then F = φ∗ : Ki(A)→ Ki(B).
Proof. Given [f ] ∈ K0(A) and 0 < ε < 120 , there exist r > 0, N ≥ 1, and e ∈
Idemε,r,Nn (A˜) such that [κ0(e)] = [f ]. Then define
F ([f ]) = [κj(F
ε,r,N([e]))] ∈ Kj(B).
This is well-defined by Propositions 3.2.20 and 3.2.21. The proof in the odd case is similar,
and the last statement follows from the definition of F .
Let A,B, and C be filtered SQp algebras, and let i, j, l ∈ {0, 1}. Suppose that F :
Ki(A) → Kj(B) is a (λ, h)-controlled morphism, and that G : Kj(B) → Kl(C) is a
(λ′, h′)-controlled morphism. Then we denote by G ◦ F : Ki(A)→ Kl(C) the family
(GλNε,hε,Nr,λN ◦ F ε,r,N)0<ε< 1
20λ′
λN
λN
,r>0,N≥1.
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Note that G ◦ F is a (λ′′, h′′)-controlled morphism, where λ′′N = λ′λNλN and h′′ε,N =
h′λNε,λNhε,N .
Hereafter, given two control pairs (λ, h) and (λ′, h′), we will write (λ′ ·λ)N for λ′λNλN ,
and (h′ · h)ε,N for h′λNε,λNhε,N .
Definition 3.3.7. Let A and B be filtered SQp algebras. Let F : Ki(A)→ Kj(B) and G :
Ki(A)→ Kj(B) be (λF , hF)-controlled and (λG, hG)-controlled morphisms respectively.
Let (λ, h) be a control pair. We write F (λ,h)∼ G if (λF , hF) ≤ (λ, h), (λG, hG) ≤ (λ, h),
and the following diagram commutes whenever 0 < ε < 1
20λN
, r > 0, and N ≥ 1:
Kε,r,Ni (A) K
λNε,hε,Nr,λN
j (B)
K
λFNε,h
F
ε,Nr,λ
F
N
j (B)
K
λGNε,h
G
ε,Nr,λ
G
N
j (B)
..............
..............
..............
..............
..............
.........
..F ε,r,N
................................................................................
.
Gε,r,N
..........................................................
.
ιj
..............
..............
..............
...............
..ιj
Observe that if F (λ,h)∼ G for some control pair (λ, h), then F and G induce the same
homomorphism in K-theory.
Definition 3.3.8. Let A,B,C, and D be filtered SQp algebras. Let F : Ki(A)→ Kj(B),
F ′ : Ki(A) → Kl(C), G : Kj(B) → Km(D), and G ′ : Kl(C) → Km(D) be controlled
morphisms, where i, j, l,m ∈ {0, 1}, and let (λ, h) be a control pair. We say that the
diagram
Ki(A) Kj(B)
Kl(C) Km(D)
..................................................................................
.F
.......................................
...
G
.......................................
...
F ′
...............................................................................
.
G ′
is (λ, h)-commutative if G ◦ F (λ,h)∼ G ′ ◦ F ′.
Definition 3.3.9. Let A and B be filtered SQp algebras. Let (λ, h) be a control pair, and
let F : Ki(A)→ Kj(B) be a (λF , hF)-controlled morphism with (λF , hF) ≤ (λ, h).
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• We say that F is left (resp. right) (λ, h)-invertible if there exists a controlled mor-
phism G : Kj(B)→ Ki(A) such that G ◦F (λ,h)∼ IdKi(A) (resp. F ◦G
(λ,h)∼ IdKj(B)).
In this case, we call G a left (resp. right) (λ, h)-inverse for F .
• We say thatF is (λ, h)-invertible or a (λ, h)-isomorphism if there exists a controlled
morphism G : Kj(B) → Ki(A) that is both a left (λ, h)-inverse and a right (λ, h)-
inverse for F . In this case, we call G a (λ, h)-inverse for F .
We say that F is a controlled isomorphism if it is a (λ, h)-isomorphism for some
control pair (λ, h).
Note that if F is left (λ, h)-invertible and right (λ, h)-invertible, then there exists a
control pair (λ′, h′) ≥ (λ, h), depending only on (λ, h), such that F is (λ′, h′)-invertible.
Also, a controlled isomorphism will induce an isomorphism in K-theory.
Definition 3.3.10. Let A and B be filtered SQp algebras. Let (λ, h) be a control pair, and
let F : Ki(A)→ Kj(B) be a (λF , hF)-controlled morphism.
• We say that F is (λ, h)-injective if (λF , hF) ≤ (λ, h), and for any 0 < ε < 1
20λN
,
r > 0, N ≥ 1, and x ∈ Kε,r,Ni (A), if F ε,r,N(x) = 0 in K
λFNε,h
F
ε,Nr,λ
F
N
j (B), then
ιi(x) = 0 in K
λNε,hε,Nr,λN
i (A).
• We say that F is (λ, h)-surjective if for any 0 < ε < 1
20(λF ·λ)N , r > 0, N ≥ 1,
and y ∈ Kε,r,Nj (B), there exists x ∈ KλNε,hε,Nr,λNi (A) such that F λNε,hε,Nr,λN (x) =
ιj(y) in K
(λF ·λ)Nε,(hF ·h)ε,Nr,(λF ·λ)N
j (B).
It is clear from the definitions that if F is left (λ, h)-invertible, then F is (λ, h)-
injective. If F is right (λ, h)-invertible, then there exists a control pair (λ′, h′) ≥ (λ, h),
depending only on (λ, h), such that F is (λ′, h′)-surjective. On the other hand, if F is
both (λ, h)-injective and (λ, h)-surjective, then there exists a control pair (λ′, h′) ≥ (λ, h),
depending only on (λ, h), such that F is a (λ′, h′)-isomorphism.
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Definition 3.3.11. Let A,B, and C be filtered SQp algebras, and let (λ, h) be a control
pair. Let F : Ki(A) → Kj(B) be a (λF , hF)-controlled morphism, and let G : Kj(B) →
Kl(C) be a (λG, hG)-controlled morphism, where i, j, l ∈ {0, 1}. Then the composition
Ki(A) F→ Kj(B) G→ Kl(C)
is said to be (λ, h)-exact (at Kj(B)) if
• G ◦ F = 0;
• for any 0 < ε < 1
20 max((λF ·λ)N ,λGN )
, r > 0, N ≥ 1, and y ∈ Kε,r,Nj (B) such that
Gε,r,N(y) = 0 in K
λGNε,h
G
ε,Nr,λ
G
N
l (C), there exists x ∈ KλNε,hε,Nr,λNi (A) such that
F λNε,hε,Nr,λN (x) = ιj(y) in K
(λF ·λ)Nε,(hF ·h)ε,Nr,(λF ·λ)N
j (B).
A sequence of controlled morphisms
· · · → Kik−1(Ak−1)→ Kik(Ak)→ Kik+1(Ak+1)→ Kik+2(Ak+2)→ · · ·
is said to be (λ, h)-exact if the composition Kik−1(Ak−1) → Kik(Ak) → Kik+1(Ak+1) is
(λ, h)-exact for every k.
Note that controlled exact sequences in quantitative K-theory induce exact sequences
in K-theory.
3.3.2 Completely filtered extensions of Banach algebras
Let A be a filtered Banach algebra with filtration (Ar)r>0, and let J be a closed ideal
in A. Then A/J has filtration
(q(Ar))r>0 = ((Ar + J)/J)r>0,
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where q : A → A/J is the quotient homomorphism. We will consider extensions of
filtered Banach algebras in which the ideal J has the natural filtration inherited from the
filtration for A, and for which we can perform controlled lifting from A/J to A.
For r > 0, let Jr = J ∩ Ar. Suppose there exists C ≥ 1 such that infy∈Jr ||x + y|| ≤
C infy∈J ||x + y|| for all r > 0 and x ∈ Ar. For any y ∈ J and ε > 0, there exist r > 0
and a ∈ Ar such that ||a− y|| < εC+1 . Then there exists z ∈ Jr such that ||a− z|| < CεC+1 ,
and ||y − z|| < ε. It follows that (Jr)r>0 is a filtration for J .
Definition 3.3.12. Let A be a filtered SQp algebra with filtration (Ar)r>0, and let J be a
closed ideal of A. The extension of Banach algebras
0→ J → A→ A/J → 0
is called a C-completely filtered extension of SQp algebras if there exists C ≥ 1 such that
for any n ∈ N, r > 0, and x ∈Mn(Ar), we have
inf
y∈Mn(Jr)
||x+ y|| ≤ C inf
y∈Mn(J)
||x+ y||.
Remark 3.3.13.
1. If A is a non-unital filtered SQp algebra, J is a closed ideal of A, and the extension
0→ J → A→ A/J → 0 is C-completely filtered, then the extension
0→ J → A˜→ A˜/J → 0
is 3C-completely filtered.
2. If 0 → J → A → A/J → 0 is a C-completely filtered extension of filtered SQp
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algebras, then the suspended extension
0→ SJ → SA→ S(A/J)→ 0
is 3C-completely filtered.
A particular class of completely filtered extensions are the extensions
0→ J → A q→ A/J → 0
that admit p-completely contractive sections s : A/J → A such that s(q(Ar)) ⊂ Ar for
all r > 0.
Example 3.3.14. If A is a filtered SQp algebra, then the cone CA and the suspension SA
have filtrations induced by the filtration for A. The extension 0 → SA → CA → A → 0
admits a p-completely contractive section s such that s(q((CA)r)) ⊂ (CA)r for all r > 0.
Lemma 3.3.15. Extensions that admit p-completely contractive sections swith s(q(Ar)) ⊂
Ar for all r > 0 are 1-completely filtered.
Proof. Let x ∈ Mn(Ar). Since s(q(Ar)) ⊂ Ar, there exists z ∈ Mn(Jr) such that
s(q(x)) = x+ z. Then
||x+ z|| = ||s(q(x))|| ≤ ||q(x)|| = inf
y∈Mn(J)
||x+ y||
so infy∈Mn(Jr) ||x+ y|| = infy∈Mn(J) ||x+ y||.
3.3.3 Controlled half-exactness ofK0 andK1
Lemma 3.3.16. Let A be a unital filtered SQp algebra. For any C ≥ 1 and any C-
completely filtered extension 0 → J → A q→ A/J → 0, for any 0 < ε < 1
20
, r > 0, and
71
N ≥ 1, if (u, v) is an (ε, r,N)-inverse pair in Mn(A/J), then there exists an invertible w
in M2n(A) such that
• w,w−1 ∈M2n(A3r);
• max(||w||, ||w−1||) ≤ (N + ε+ 1)3;
• max(||q(w)− diag(u, v)||, ||q(w−1)− diag(v, u)||) < (N + 1)ε;
• w is homotopic to I2n via a homotopy of invertible elements in M2n(A3r) with norm
at most
√
2(N + ε+ 1)3, and likewise for w−1.
Proof. Given an (ε, r,N)-inverse pair (u, v) in Mn(A/J), there exist U, V ∈Mn(A) such
that q(U) = u, q(V ) = v, and max(||U ||, ||V ||) < N + ε. Consider
w =
I U
0 I

 I 0
−V I

I U
0 I

0 −I
I 0
 ∈M2n(A3r).
Then w−1 ∈M2n(A3r), and max(||w||, ||w−1||) < (N + ε+ 1)3.
Moreover, q(w)− diag(u, v) =
u(1− vu) uv − 1
1− vu 0
 so
||q(w)− diag(u, v)|| < (N + 1)ε,
and similarly ||q(w−1)− diag(v, u)|| < (N + 1)ε. Finally,
wt =
I tU
0 I

 I 0
−tV I

I tU
0 I

cos pit2 − sin pit2
sin pit
2
cos pit
2

is a homotopy of invertible elements inM2n(A3r) betweenw and I2n,w−1t is a homotopy of
invertible elements inM2n(A3r) betweenw−1 and I2n, and max(||wt||, ||w−1t ||) <
√
2(N+
72
ε+ 1)3 for all t ∈ [0, 1].
Proposition 3.3.17. For any C ≥ 1, there exists a control pair (λ, h) such that for any
C-completely filtered extension of SQp algebras 0 → J j→ A q→ A/J → 0, we have a
(λ, h)-exact sequence
K0(J) j∗→ K0(A) q∗→ K0(A/J).
Proof. Clearly the composition Kε,r,N0 (J)→ Kε,r,N0 (A)→ Kε,r,N0 (A/J) is the zero map.
Let [e] − [In] ∈ Kε,r,N0 (A) be such that [q(e)] − [In] = 0 in Kε,r,N0 (A/J), where e is an
(ε, r,N)-idempotent in Mn(A˜). Up to stabilization and relaxing control, we may assume
that q(e) and In are (ε, r,N)-homotopic in Mn(A˜/J). By Proposition 3.1.27 and Lemma
3.1.28, there exists a control pair (λ, h) such that, up to stabilization, ||uq(e)v−In|| < λNε
for some (λNε, hε,Nr, λN)-inverse pair (u, v) in Mn(A˜/J).
By Lemma 3.3.16, there exists an invertiblew ∈M2k(A˜3hε,Nr) withw−1 ∈M2k(A˜3hε,Nr)
such that max(||w||, ||w−1||) ≤ (λN + ε + 1)3, ||q(w) − diag(u, v)|| < (λN + 1)ε, and
||q(w−1)− diag(v, u)|| < (λN + 1)ε. Set
e′ = wdiag(e, 0)w−1.
Since ||q(e′)−diag(In, 0)|| < 3N(λN+1)(λN+ε+1)3ε, there exists f ∈M2n(J˜(6hε,N+1)r)
such that
||f − e′|| < 3CN(λN + 1)(λN + ε+ 1)3ε.
By further enlarging the control pair (λ, h) if necessary, and applying Lemma 3.1.25 and
Lemma 3.1.18, we get [f ]− [In] = [e]− [In] in KλNε,hε,Nr,λN0 (A).
Lemma 3.3.18. For any C ≥ 1, there exists a control pair (λ, h) such that for any C-
completely filtered extension 0 → J j→ A q→ A/J → 0 of SQp algebras with A
unital, if u ∈ GLε,r,Nn (A/J) is (ε, r,N)-homotopic to In, then there exist k ∈ N and
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a ∈ GLλNε,hε,Nr,λN(2k+2)n (A) homotopic to I(2k+2)n such that q(a) = diag(u, I(2k+1)n).
Proof. Let (ut)t∈[0,1] be a homotopy of (ε, r,N)-invertibles with u0 = u and u1 = In. Let
0 = t0 < t1 < · · · < tk = 1 be such that ||uti − uti−1|| < εN for i = 1, . . . , k. For each t,
let u′t be an (ε, r,N)-inverse for ut with u
′
1 = In. Set
V = diag(ut0 , . . . , utk , u
′
t0
, . . . , u′tk),
W = diag(In, u
′
t0
, . . . , u′tk−1 , ut0 , . . . , utk).
By Lemma 3.3.16, there exists an invertible v ∈M(2k+2)n(A3r) homotopic to I(2k+2)n such
that ||v|| < (N + ε+ 1)3 and ||q(v)− V || < (N + 1)ε. Since
W = diag(P, I)diag(u′t0 , . . . , u
′
tk
, ut0 , . . . , utk)diag(P
−1, I)
for some permutation matrix P , by Lemma 3.3.16 again, there exists an invertible element
w ∈ M(2k+2)n(A3r) homotopic to I(2k+2)n such that ||w|| < (N + ε + 1)3 and ||q(w) −
W || < (N + 1)ε. Then vw is homotopic to I(2k+2)n and
||q(vw)− VW || ≤ ||(q(v)− V )q(w)||+ ||V (q(w)−W )||
< (N + 1)((N + ε+ 1)3 +N)ε.
Let b ∈Mn(Ar) be a lift of u. Then
||q(diag(b, I(2k+1)n)− vw)|| < ((N + 1)((N + ε+ 1)3 +N) + 2)ε
so there exists d ∈M(2k+2)n(Jr) such that
||diag(b, I(2k+1)n)− vw + d|| < ((N + 1)((N + ε+ 1)3 +N) + 2)Cε.
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Then a = diag(b, I(2k+1)n) + d has the desired properties.
Proposition 3.3.19. For any C ≥ 1, there exists a control pair (λ, h) such that for any
C-completely filtered extension of SQp algebras 0 → J j→ A q→ A/J → 0, we have a
(λ, h)-exact sequence
K1(J) j∗→ K1(A) q∗→ K1(A/J).
Proof. It is clear that the composition is the zero map. Let [u] ∈ Kε,r,N1 (A) with u ∈
Mn(A˜) and [q(u)] = [I] ∈ Kε,r,N1 (A/J). By Lemma 3.3.18, there exist a control pair
(λ, h), k ∈ N, and w ∈ GLλNε,hε,Nr,λN(2k+2)n (A˜) homotopic to I(2k+2)n such that q(w) =
diag(q(u), I(2k+1)n).
Let w′ be a (λNε, hε,Nr, λN)-inverse for w. Then w′ is homotopic to I(2k+2)n, and up to
relaxing control,w′diag(u, I(2k+1)n) is homotopic to diag(u, I(2k+1)n) as (λNε, hε,Nr, λN)-
invertibles.
Since
||q(w′diag(u, I(2k+1)n))− I(2k+2)n||
≤ ||q(w′)||||diag(q(u), I(2k+1)n)− q(w)||+ ||q(w′w − I(2k+2)n)||
< (λ2N + λN)ε,
there exists U ∈M(2k+2)n(J˜hε,Nr) such that
||U − w′diag(u, I(2k+1)n)|| < C(λ2N + λN)ε.
Thus by further enlarging the control pair (λ, h), we get j∗([U ]) = [u] inK
λNε,hε,Nr,λN
1 (A).
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3.3.4 Controlled boundary map and controlled long exact sequence
Proposition 3.3.20. For any C ≥ 1, there exists a control pair (λD, hD) such that if
0 → J → A q→ A/J → 0 is a C-completely filtered extension of SQp algebras, then
there is a (λD, hD)-controlled morphism
D1 = (∂ε,r,N1 ) : K1(A/J)→ K0(J)
which induces the usual boundary map ∂1 : K1(A/J)→ K0(J) in K-theory.
Proof. Let u ∈ GLε,r,Nn (A˜/J) and let v ∈ GLε,r,Nm (A˜/J) be such that diag(u, v) is
(ε, 2r, 2(N + ε))-homotopic to In+m. For instance, we may take v ∈ GLε,r,Nn (A˜/J) to
be an (ε, r,N)-inverse for u by Lemma 3.1.21. By Lemma 3.3.18, up to stabilization,
there exist a control pair (λ, h) and a (λNε, hε,Nr, λN)-invertible w ∈ Mn+m(A˜) with
q(w) = diag(u, v). Let w′ be a (λNε, hε,Nr, λN)-inverse for w, and set
x = wdiag(In, 0)w
′ ∈Mn+m(A˜).
There is a control pair (λ′, h′) ≥ (λ, h) such that
• (w,w′) is a (λ′Nε, h′ε,Nr, λ′N)-inverse pair,
• ||q(w′) − diag(u′, v′)|| < λ′Nε, where u′ and v′ are (ε, r,N)-inverses for u and v
respectively,
• x is homotopic to diag(In, 0) as (λ′Nε, h′ε,Nr, λ′N)-idempotents in Mn+m(A˜), and
• ||q(x)− diag(In, 0)|| < λ′Nε.
Then there exists y ∈Mn+m(A˜h′ε,Nr ∩ J) such that
||x− diag(In, 0)− y|| < 3Cλ′Nε
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so there is a control pair (λ′′, h′′) ≥ (λ′, h′) such that y+diag(In, 0) is a (λ′′Nε, h′′ε,Nr, λ′′N)-
idempotent in Mn+m(J˜), and it is homotopic to x as (λ′′Nε, h
′′
ε,Nr, λ
′′
N)-idempotents in
Mn+m(A˜). We will define
∂1([u]) = [y + diag(In, 0)]− [diag(In, 0)].
It remains to show that there is a control pair (λD, hD) ≥ (λ′′, h′′) so that
∂1 : K
ε,r,N
1 (A/J)→ K
λDNε,h
D
ε,Nr,λ
D
N
0 (J)
is a well-defined homomorphism. We do so in several steps as follows:
1. Suppose that y′ ∈Mn+m(A˜h′ε,Nr ∩ J) also satisfies
||x− diag(In, 0)− y′|| < 3Cλ′Nε.
Then ||y − y′|| < 6Cλ′Nε so y + diag(In, 0) and y′ + diag(In, 0) are homotopic as
(λDNε, h
D
ε,Nr, λ
D
N)-idempotents for an appropriate control pair (λ
D, hD).
2. Suppose that z ∈Mn+m(A˜) is another (λNε, hε,Nr, λN)-invertible such that ||q(z)−
diag(u, v)|| < λNε, and z′ ∈ Mn+m(A˜) is a (λNε, hε,Nr, λN)-inverse for z. Set
x′ = zdiag(In, 0)z′. Then there exists y′ ∈M2n(A˜h′ε,Nr ∩ J) such that
||x′ − diag(In, 0)− y′|| < 3Cλ′Nε.
Since ||q(x) − q(x′)|| < 2λ′Nε, there exists y′′ ∈ Mn+m(A˜h′ε,Nr ∩ J) such that
||x− x′ − y′′|| < 6Cλ′Nε. Then
||x− diag(In, 0)− y′ − y′′|| < 9Cλ′Nε.
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This reduces to the case in (1.).
3. Replacing u by diag(u, Ik) and replacing v by diag(v, Ij), we get z ∈Mn+m+k+j(A˜)
such that
||q(z)− diag(u, Ik, v, Ij)|| < λNε.
In fact, if we write w as a block matrix
w11 w12
w21 w22
, where w11 has size n × n
and w22 has size m × m, then by (ii), we may take z =

w11 0 w12 0
0 Ik 0 0
w21 0 w22 0
0 0 0 Ij

,
and similarly for z′ corresponding to w′. Set x′ = zdiag(In+k, 0)z′. Then x′ is
homotopic to diag(w, Ik+j)diag(In, 0, Ik, 0)diag(w′, Ik+j) = diag(x, Ik, 0). There
exists y′ ∈Mn+m+k+j(A˜h′ε,Nr ∩ J) such that
||x′ − diag(In+k, 0)− y′|| < 3Cλ′Nε.
Conjugating by permutation matrices yields y′′ ∈Mn+m+k+j(A˜h′ε,Nr ∩ J) such that
||diag(x, Ik, 0)− diag(In, 0, Ik, 0)− y′′|| < 3Cλ′Nε.
Then ||y′′ − diag(y, 0)|| < 6Cλ′Nε. It follows that there is an appropriate control
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pair (λD, hD) such that in K
λDNε,h
D
ε,Nr,λ
D
N
0 (J) we have
∂1([diag(u, Im)]) = [y
′ + diag(In+k, 0m+j)]− [diag(In+k, 0m+j)]
= [y′′ + diag(In, 0m+k+j)]− [diag(In, 0m+k+j)]
= [diag(y, 0k+j) + diag(In, 0m+k+j)]− [diag(In, 0m+k+j)]
= [y + diag(In, 0m)]− [diag(In, 0m)] = ∂1([u]).
4. Suppose that u0 and u1 are homotopic as (ε, r,N)-invertibles in Mn(A˜/J), and that
vi ∈ GLε,r,Nm (A˜/J) is such that diag(ui, vi) is (ε, 2r, 2(N + ε))-homotopic to In+m
for i = 0, 1. Let u′0 and v
′
0 be (ε, r,N)-inverses for u0 and v0 respectively. Then
there exists a control pair (λ1, h1) ≥ (λ, h) such that as (λ1Nε, h1ε,Nr, λ1N)-invertibles,
u′0u1 ∼ In, and diag(v′0v1, In) ∼ diag(In, v′0v1) ∼ diag(u′0u1, v′0v1) ∼ In+m. Let
w0 ∈ Mn+m(A˜) be such that ||q(w0) − diag(u0, v0)|| < λNε. There is a control
pair (λ2, h2) ≥ (λ1, h1) such that, up to stabilization, there exist a ∈ Mn(A˜) and
b ∈Mn+m(A˜) such that
• ||q(a)− u′0u1|| < λ2Nε,
• ||q(b)− diag(v′0v1, In)|| < λ2Nε,
• ||q(diag(w0, In)diag(a, b))− diag(u1, v1, Im)|| < λ2Nε, and
• ||diag(w0a, b)diag(In, 0)diag(a′w′0, b′)− diag(In, 0)− diag(y, 0)|| < λ2Nε,
where a′, b′, w′0 are quasi-inverses for a, b, w0 respectively. By the previous cases,
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there is a control pair (λD, hD) such that
∂1([u1]) = [diag(y, 0) + diag(In, 0)]− [diag(In, 0)]
= [y + diag(In, 0)]− [diag(In, 0)]
= ∂1([u0])
in K
λDNε,h
D
ε,Nr,λ
D
N
0 (J).
To see that this controlled boundary map induces the usual boundary map in K-theory,
let u0 ∈ Mn(A˜/J) be invertible, and let u ∈ Mn(A˜/J) be sufficiently close to u0 so that
u is (ε, r,N)-invertible for some ε, r, and N . Similarly, let v correspond to u−10 . Up to
relaxing control, we may assume that (u, v) is an (ε, r,N)-inverse pair. Let w0 ∈M2n(A˜)
be a lift of diag(u0, u−10 ). Recall that the usual boundary map ∂1 : K1(A/J) → K0(J) is
defined by
∂1([u0]) = [w0diag(In, 0)w
−1
0 ]− [diag(In, 0)].
Let N = ||w0|| + ||w−10 || + 1, and let w,w′ ∈ M2n(A˜r) be such that ||w − w0|| < εN and
||w′ − w−10 || < εN so that (w,w′) is an (ε, r,N)-inverse pair for some r > 0. Moreover,
||q(w)− diag(u, v)|| < 2ε
N
. We use this w in the definition of the controlled boundary map
to obtain y such that
||wdiag(In, 0)w′ − diag(In, 0)− y|| < 3Cλ′Nε
and
∂ε,r,N1 ([u]) = [y + diag(In, 0)]− [diag(In, 0)].
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Now
||y + diag(In, 0)− w0diag(In, 0)w−10 ||
≤ ||y + diag(In, 0)− wdiag(In, 0)w′||+ ||wdiag(In, 0)w′ − w0diag(In, 0)w−10 ||
so by making ε sufficiently small, y+diag(In, 0) andw0diag(In, 0)w−10 will be sufficiently
close in norm so that
[κ0(y + diag(In, 0))] = [w0diag(In, 0)w
−1
0 ]
in K0(J).
Remark 3.3.21. The following can be deduced from the definition of the controlled bound-
ary map.
1. If 0 → I → A → A/I → 0 and 0 → J → B → B/J → 0 are C-completely
filtered extensions of SQp algebras, and φ : A → B is a filtered homomorphism
such that φ(I) ⊂ J (so φ induces a filtered homomorphism φ˜ : A/I → B/J), then
DB1 ◦ φ˜∗ = φ∗ ◦ DA1 ,
2. If 0→ J → A→ A/J → 0 is a completely filtered split extension of SQp algebras,
i.e., there is a filtered homomorphism s : A/J → A such that q ◦ s = IdA/J and the
induced homomorphism A˜/J → A˜ is p-completely contractive, then D1 = 0.
Proposition 3.3.22. For any C ≥ 1, there exists a control pair (λ, h) such that for any
C-completely filtered extension of SQp algebras 0 → J → A q→ A/J → 0, we have a
(λ, h)-exact sequence
K1(A)→ K1(A/J) D1→ K0(J).
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Proof. Let [u] ∈ Kε,r,N1 (A), where u ∈ GLε,r,Nn (A˜), and let v be an (ε, r,N)-inverse for
u. Then q(v) is an (ε, r,N)-inverse for q(u), and diag(u, v) is a lift of diag(q(u), q(v)).
In the definition of the controlled boundary map, we may take w = diag(u, v) and w′ =
diag(v, u). Then x = wdiag(In, 0)w′ = diag(uv, 0), and ||x − diag(In, 0)|| < ε so we
may take y = 0. Thus ∂1([q(u)]) = [diag(In, 0)]− [diag(In, 0)] = 0, i.e., the composition
of the two morphisms is the zero map.
Now suppose ∂1([u]) = [y + diag(In, 0)]− [diag(In, 0)] = 0 with u ∈ GLε,r,Nn (A˜/J).
We may assume that y+diag(In, 0) and diag(In, 0) are homotopic as (ε, r,N)-idempotents
in M2n(J˜) and thus in M2n(A˜). By Proposition 3.1.27 and Lemma 3.1.28, up to stabi-
lization, there exist a control pair (λ′′, h′′) and a (λ′′Nε, h
′′
ε,Nr, λ
′′
N)-inverse pair (z, z
′) in
M2n(J˜) such that
||y + diag(In, 0)− zdiag(In, 0)z′|| < λ′′Nε.
Moreover, with x = wdiag(In, 0)w′ as in the definition of the controlled boundary map,
we have ||x− diag(In, 0)− y|| < 3Cλ′Nε so
||x− zdiag(In, 0)z′|| < (3Cλ′N + λ′′N)ε.
Let V = pi(z)z′w, where pi : J˜ → C is the usual quotient homomorphism. Then q(V ) =
pi(z)pi(z′)q(w) so
||q(V )− diag(u, v)|| < 2λNε.
Also, ||pi(z)diag(In, 0)pi(z′)− pi(w)diag(In, 0)pi(w′)|| < (3Cλ′N + λ′′N)ε so
||pi(z)diag(In, 0)pi(z′)− diag(pi(uu′), 0)|| < (2λN + 3Cλ′N + λ′′N)ε.
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Thus
||pi(z)diag(In, 0)pi(z′)− diag(In, 0)|| < λ′′′Nε,
where λ′′′N = 2λN + 3Cλ
′
N + λ
′′
N + 1. It follows that, up to relaxing control, we have
||V diag(In, 0)− diag(In, 0)V || < λ′′′Nε.
Let X be the upper left n × n corner of V . Then there exists a control pair (λ1, h1)
such that X is a (λ1Nε, h
1
ε,Nr, λ
1
N)-invertible element in Mn(A˜) and [q(X)] = [u] in
K
λ1Nε,h
1
ε,Nr,λ
1
N
1 (A/J).
Proposition 3.3.23. For any C ≥ 1, there exists a control pair (λ, h) such that for any
C-completely filtered extension of SQp algebras 0 → J → A q→ A/J → 0, we have a
(λ, h)-exact sequence
K1(A/J) D1→ K0(J)→ K0(A).
Proof. Let [u] ∈ Kε,r,N1 (A/J) and
∂1([u]) = [y + diag(In, 0)]− [diag(In, 0)] ∈ Kλ
D
Nε,h
D
ε,Nr,λ
D
N
0 (J).
From the definition of the controlled boundary map, we have
||x− diag(In, 0)− y|| < λ′Nε,
and x is homotopic to diag(In, 0) as (λ′Nε, h
′
ε,Nr, λ
′
N)-idempotents in M2n(A˜). Hence
[y + diag(In, 0)] = [diag(In, 0)] in K
λDNε,h
D
ε,Nr,λ
D
N
0 (A), i.e., the composition of the two
morphisms is the zero map.
Suppose that [e]− [Ik] ∈ Kε,r,N0 (J) with e ∈ Mn(J˜), and [e]− [Ik] = 0 in Kε,r,N0 (A).
Up to stabilization and relaxing control, we may assume that e is (ε, r,N)-homotopic to
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diag(Ik, 0) in Mn(A˜), and there exists a (λNε, hε,Nr, λN)-inverse pair (u, v) in Mn(A˜)
such that
||uev − diag(Ik, 0)|| < λNε.
Then ||q(uev)− diag(Ik, 0)|| < λNε. We may assume that
||q(e)− diag(Ik, 0)|| < λNε
by relaxing control so that [e] = [uev]. There exists another (λNε, hε,Nr, λN)-inverse pair
(w,w′) in Mn(A˜) such that ||e− wdiag(Ik, 0)w′)|| < λNε. Then
||diag(Ik, 0)− diag(q(w), q(w′))diag(Ik, 0)diag(q(w′), q(w))|| < 2λNε
and it follows that
||diag(Ik, 0)diag(q(w), q(w′))− diag(q(w), q(w′))diag(Ik, 0)|| < 3λ2Nε.
Let V1 be the upper left k×k corner of q(w) and let V2 be the lower right (2n−k)×(2n−k)
corner of diag(q(w), q(w′)). Then
||diag(V1, V2)− diag(q(w), q(w′))|| < 3λ2Nε
so there exists a control pair (λ′, h′) such that as (λ′Nε, h
′
ε,Nr, λ
′
N)-invertibles, diag(V1, V2)
is homotopic to I2n. Since
||diag(w,w′)diag(Ik, 0)diag(w′, w)− diag(Ik, 0)− (diag(e, 0)− diag(Ik, 0))|| < λNε,
it follows from the definition of the controlled boundary map that there is an appropriate
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control pair such that
∂1([V1]) = [diag(e, 0)]− [diag(Ik, 0)] = [e]− [Ik].
Combining the results of this section, we get the following
Theorem 3.3.24. For any C ≥ 1, there exists a control pair (λ, h) such that for any C-
completely filtered extension of SQp algebras 0 → J → A → A/J → 0, we have a
(λ, h)-exact sequence
K1(J)→ K1(A)→ K1(A/J) D1→ K0(J)→ K0(A)→ K0(A/J).
Applying the theorem to the semisplit extension
0→ SA→ CA→ A→ 0,
and recalling that K∗(CA) = 0, we see that there is a controlled isomorphism between
K1(A) and K0(SA).
Corollary 3.3.25. Let D1S : K1(A) → K0(SA) be the controlled boundary map associ-
ated to the semisplit extension
0→ SA→ CA→ A→ 0.
Then there exists a control pair (λ, h) such that D1S is (λ, h)-invertible for any filtered
SQp algebra A. Moreover, we can choose a (λ, h)-inverse that is natural, i.e., for any
filtered SQp algebra A, there exists a (λ, h)-controlled morphism BA : K0(SA)→ K1(A)
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that is a (λ, h)-inverse for D1S and such that for any filtered homomorphism f : A → B
of filtered SQp algebras, we have BB ◦ (Sf)∗ = f∗ ◦ BA.
Corollary 3.3.26. There exists a control pair (λ, h) such that if
0→ J j→ A→ A/J → 0
is a completely filtered split extension of SQp algebras (so there exists a filtered homomor-
phism s : A/J → A such that q ◦ s = IdA/J and the induced homomorphism A˜/J → A˜
is p-completely contractive), then we have (λ, h)-exact sequences
0→ K∗(J)→ K∗(A)→ K∗(A/J)→ 0,
and we have (λ, h)-isomorphisms
K∗(J)⊕K∗(A/J)→ K∗(A)
given by (x, y) 7→ j∗(x) + s∗(y).
Remark 3.3.27. At this point, it seems appropriate to make a remark about Bott period-
icity. Indeed, one can recover Bott periodicity in the usual K-theory from our controlled
long exact sequence by considering suspensions. In [26], a proof of controlled Bott peri-
odicity in the C∗-algebraic setting was given using the power of KK-theory. However, we
do not have a proof of controlled Bott periodicity in our setting.
3.4 A Controlled Mayer-Vietoris Sequence
In this section, we follow the approach in [27] to obtain a controlled Mayer-Vietoris
sequence for filtered SQp algebras. Throughout this section, whenever A is a Banach
subalgebra of a unital Banach algebra B, we will view A+ as A+ C1B ⊂ B.
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3.4.1 Preliminary definitions
Definition 3.4.1. LetA be a filtered SQp algebra with filtration (Ar)r>0. Let s > 0 and let
(∆1,∆2) be a pair of closed linear subspaces of As. Then (∆1,∆2) is called a completely
coercive decomposition pair of degree s for A if there exists c > 0 such that for every
r ≤ s, any positive integer n, and any x ∈ Mn(Ar), there exist x1 ∈ Mn(∆1 ∩ Ar) and
x2 ∈Mn(∆2 ∩ Ar) such that max(||x1||, ||x2||) ≤ c||x|| and x = x1 + x2.
The number c is called the coercity of the pair (∆1,∆2).
Definition 3.4.2. Let A be a filtered SQp algebra with filtration (Ar)r>0. Let r and R
be positive numbers, and let ∆ be a closed linear subspace of Ar. We define the R-
neighborhood of ∆, denoted by N(r,R)∆ , to be ∆ + AR∆ + ∆AR + AR∆AR.
We will denote N(r,R)∆ ∩ As by N(r,R)∆,s . For s ≤ r, we also denote the R-neighborhood
of ∆ ∩ As by N(s,R)∆ .
Definition 3.4.3. Let A be a filtered SQp algebra with filtration (Ar)r>0. Let s > 0 and
let ∆ be a closed linear subspace of As. Then a Banach subalgebra B of A is called an
s-controlled ∆-neighborhood in A if B has filtration (B∩Ar)r>0, and B containsN(s,4s)∆ .
The choice of the coefficient 4 in the preceding definition is determined by the proof
of Lemma 3.4.8.
Definition 3.4.4. Let S1 and S2 be subsets of a SQp algebra A. The pair (S1, S2) is said
to have the complete intersection approximation property if there exists c > 0 such that
for any ε > 0, any positive integer n, any x ∈Mn(S1) and y ∈Mn(S2) with ||x−y|| < ε,
there exists z ∈Mn(S1 ∩ S2) such that max(||z − x||, ||z − y||) < cε.
The number c is called the coercity of the pair (S1, S2).
Definition 3.4.5. Let A be a filtered SQp algebra with filtration (Ar)r>0, let s > 0, and
let c > 0. An (s, c)-controlled Mayer-Vietoris pair for A is a pair (A∆1 , A∆2) of Banach
87
subalgebras of A associated with a pair (∆1,∆2) of closed linear subspaces of As such
that
• (∆1,∆2) is a completely coercive decomposition pair forA of degree s with coercity
c;
• A∆i is an s-controlled ∆i-neighborhood in A for i = 1, 2;
• (A∆1,r, A∆2,r) has the complete intersection approximation property for every r ≤ s
with coercity c.
Remark 3.4.6. If A is a non-unital filtered SQp algebra, and (A∆1,r, A∆2,r) has the com-
plete intersection approximation property with coercity c with respect to A, then also
(A˜∆1,r, A˜∆2,r) has the complete intersection approximation property with coercity 2c +
1
2
with respect to A˜. Indeed, if x ∈Mn(A˜∆1,r) and y ∈Mn(A˜∆2,r) are such that ||x−y|| < ε,
then ||(x− pi(x))− (y − pi(y))|| < 2ε so there exists z0 ∈Mn(A∆1,r ∩ A∆2,r) such that
max(||x− pi(x)− z0||, ||y − pi(y)− z0||) < 2cε.
Letting z = z0 + 12(pi(x) + pi(y)) ∈Mn(A˜∆1,r ∩ A˜∆2,r), we have
max(||x− z||, ||y − z||) < (2c+ 1
2
)ε.
Let A be a filtered SQp algebra with filtration (Ar)r>0, let s > 0, and let c > 0.
Then C([0, 1], A) has filtration (C([0, 1], Ar))r>0. Suppose that (A∆1 , A∆2) is an (s, c)-
controlled Mayer-Vietoris pair for A. Note that C([0, 1],∆i) is a closed linear subspace of
C([0, 1], As) for i = 1, 2. Also, C([0, 1], A∆i) is a Banach subalgebra of C([0, 1], A) for
i = 1, 2. For n ∈ N, we view Mn(C([0, 1], A)) as a subalgebra of C([0, 1],Mn(A)) with
the supremum norm.
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One can show that (A∆1 [0, 1], A∆2 [0, 1]) is an (s, 2c)-controlled Mayer-Vietoris pair
for A[0, 1]. Moreover, if the decomposition x = x1 + x2 in the definition of completely
coercive decomposition pair satisfies ||x(k)i−x(l)i|| ≤ c||x(k)−x(l)|| for all k, l ∈ [0, 1],
i = 1, 2, and x ∈ Mn(A[0, 1]r), then (A∆1 [0, 1], A∆2 [0, 1]) is an (s, c)-controlled Mayer-
Vietoris pair for A[0, 1]. Similar statements hold for the respective suspensions.
Our main goal is to show that a Mayer-Vietoris pair gives rise to a controlled Mayer-
Vietoris sequence. The following example is our motivating example. It illustrates the
potential applicability of the notions introduced here, and thus the existence of a controlled
Mayer-Vietoris sequence, in a situation where we have a group action with finite dynamic
asymptotic dimension as defined in [15]. Indeed, this idea was implemented to investigate
the C∗-algebraic Baum-Connes conjecture in [14], and we discuss the Lp operator algebra
version in [8].
Example 3.4.7. LetX be a compact Hausdorff space, and letG be a discrete group acting
on X by homeomorphisms. Then we get an isometric action of G on C(X), where we
regard C(X) as an Lp operator algebra with functions in C(X) acting as multiplication
operators onLp(X,µ) for some regular Borel measure µ. Consider the reducedLp crossed
product A = C(X) oλ,p G, which is defined in an analogous manner to the reduced C∗
crossed product by completing the skew group ring in B(Lp(G × X)) with the operator
norm (cf. [31]). Equip G with a proper length function l. Then A is a filtered Lp operator
algebra (and thus a filtered SQp algebra) with Ar = {
∑
fgg : fg ∈ C(X), l(g) ≤ r}.
Suppose that for any finite subset E of G, there exist open subsets U0 and U1 such that
X = U0 ∪ U1, and the setg ∈ G :
there exist x ∈ Ui and gn, . . . , g1 ∈ E such
that g = gn · · · g1 and gk · · · g1x ∈ Ui for all
k ∈ {1, . . . , n}

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is finite for i = 0, 1. Let E = {g ∈ G : l(g) ≤ 4R} for some fixed R > 0, let V0 and V1
be the open subsets of X corresponding to the finite set E3, and let Ui =
⋃
g∈E gVi for i =
0, 1. Let Ai be the Banach subalgebra of A generated by {fgg : supp(fg) ⊂ Ui, g ∈ G}.
By considering
∆i = {
∑
fgg : supp(fg) ⊂ Vi, l(g) ≤ R},
one can show that (A0, A1) is an (R, 1)-controlled Mayer-Vietoris pair for A.
3.4.2 Key technical lemma
In order to build a controlled Mayer-Vietoris sequence from a Mayer-Vietoris pair, we
need to be able to factor a quasi-invertible as a product of two invertibles, one from each
subalgebra in the Mayer-Vietoris pair. We will prove a lemma that allows us to do so.
Let A be a unital filtered SQp algebra. For x, y ∈ A, set
X(x) =
1 x
0 1
 , Y (y) =
1 0
y 1
 .
Note that X(x1 +x2) = X(x1)X(x2), Y (y1 +y2) = Y (y1)Y (y2), X(x)−1 = X(−x), and
Y (y)−1 = Y (−y). Also, if (u, v) is an (ε, r,N)-inverse pair in A, then
∥∥∥∥∥∥∥
u 0
0 v
−X(u)Y (−v)X(u)
0 −1
1 0

∥∥∥∥∥∥∥ =
∥∥∥∥∥∥∥
(uv − 1)u 1− uv
vu− 1 0

∥∥∥∥∥∥∥
< (N + 1)ε.
Observe that if u = u1 + u2 and v = v1 + v2, then
X(u)Y (−v)X(u) = X(u1 + u2)Y (−v1)X(u1 − u2)X(u2 − u1)Y (−v2)X(u1 + u2).
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Moreover, if ui ∈ AR, and vi ∈ ∆i ⊂ Ar, then
X(u1 + u2)Y (−v1)X(u1 − u2)− I ∈M2(N(r,R)∆1,r+2R),
and
X(u2 − u1)Y (−v2)X(u1 + u2)− I ∈M2(N(r,R)∆2,r+2R).
If A is non-unital, and (u, v) is an (ε, r,N)-inverse pair in A+ with pi(u) = pi(v) = 1,
u− 1 = u1 + u2, and v − 1 = v1 + v2, then letting
P1 = X(u1 + 1)X(u2)Y (−v1 − 1)X(u1 + 1)
0 −1
1 0
X(u2)
and
P2 = X(−u2)
 0 1
−1 0
X(−u1 − 1)Y (−v2)X(u1 + 1)X(u2),
we have X(u)Y (−v)X(u) = P1P2. Moreover, if ui, vi ∈ ∆i ⊂ Ar, then P1 − I ∈
M2(N
(r,2r)
∆1,4r
) and P2 − I ∈M2(N(r,2r)∆2,4r).
Lemma 3.4.8. There exists a polynomial Q with positive integer coefficients such that for
any filtered SQp algebra A with filtration (Ar)r>0, any (s, c)-controlled Mayer-Vietoris
pair (A∆1 , A∆2) for A, and any (ε, r,N)-inverse pair (u, v) in A˜ such that u is homotopic
to 1 with 0 < r ≤ s, u − 1 ∈ A, and v − 1 ∈ A, there exist an integer k ≥ 2, M =
M(c,N) > 1, and z1, z2 ∈Mk(A˜∆i ∩ A˜16r) such that
• zi is invertible in Mk(A˜∆i) for i = 1, 2;
• max(||zi||, ||z−1i ||) ≤M for i = 1, 2;
• ||diag(u, Ik−1)− z1z2|| < Q(N)ε;
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• for i = 1, 2, there is a homotopy (zi,t)t∈[0,1] of invertible elements inMk(A˜∆i∩ A˜16r)
between Ik and zi such that
max(||zi,t||, ||z−1i,t ||) ≤M
for each t ∈ [0, 1]. Moreover, pii(zi,t) and pii(z−1i,t ) are homotopic to Ik in Mk(C) via
homotopies of invertible elements of norm at most
√
2, where pii : A˜∆i → C is the
quotient homomorphism.
Proof. If ||u − 1|| < ε, then we may simply take z1 = z2 = I2. In the general case, we
proceed as follows.
Let (ut)t∈[0,1] be a homotopy of (ε, r,N)-invertibles in A˜ with u0 = u and u1 = 1. Up
to relaxing control, we may assume that ut − 1 ∈ A for each t. For each t ∈ [0, 1], let u′t
be an (ε, r,N)-inverse for ut with u′1 = 1. Up to relaxing control, we may also assume
that u′t − 1 ∈ A for each t. Let 0 = t0 < · · · < tm = 1 be such that ||uti − uti−1|| < ε−δN
for i = 1, . . . ,m, where
δ = sup
t∈[0,1]
{||utvt − 1||, ||vtut − 1||}.
Set
V = diag(ut0 , . . . , utm , u
′
t0
, . . . , u′tm),
W = diag(1, u′t0 , . . . , u
′
tm−1 , ut0 , . . . , utm−1 , 1).
Then
||diag(u, I2m+1)− VW || < ε.
In the rest of this proof, we shall write X∧ for diag(1, X, 1) ∈ M2k+2(A˜) whenever
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X ∈M2k(A˜).
For each i ∈ {0, . . . ,m}, there exist vi, v′i ∈ ∆1 ∩ Ar and wi, w′i ∈ ∆2 ∩ Ar such that
uti − 1 = vi + wi, u′ti − 1 = v′i + w′i,
max(||vi||, ||wi||) ≤ c||uti − 1||, max(||v′i||, ||w′i||) ≤ c||u′ti − 1||.
Set
x1 = diag(v0 + 1, . . . , vm + 1), x2 = diag(w0, . . . , wm),
x′1 = diag(v
′
0 + 1, . . . , v
′
m + 1), x
′
2 = diag(w
′
0, . . . , w
′
m),
y1 = diag(v0 + 1, . . . , vm−1 + 1), y2 = diag(w0, . . . , wm−1),
y′1 = diag(v
′
0 + 1, . . . , v
′
m−1 + 1), y
′
2 = diag(w
′
0, . . . , w
′
m−1).
Then (
x1 + x2 0
0 x′1 + x
′
2
)
= V
and (
y′1 + y
′
2 0
0 y1 + y2
)∧
= W.
Set
P1(x, y) = X(x)X(y)Y (−x′)X(x)
(
0 −1
1 0
)
X(y)
and
P2(x, y) = X(−y)
(
0 1
−1 0
)
X(−x)Y (−y′)X(x)X(y)
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with the convention that (x′)′ = x. We have
∥∥∥∥∥V − P1(x1, x2)P2(x1, x2)
(
0 −Im+1
Im+1 0
)∥∥∥∥∥ < (N + 1)ε
and
∥∥∥∥∥
(
y′1 + y
′
2 0
0 y1 + y2
)
− P1(y′1, y′2)P2(y′1, y′2)
(
0 −Im+1
Im+1 0
)∥∥∥∥∥ < (N + 1)ε
so ∥∥∥∥W − P1(y′1, y′2)∧P2(y′1, y′2)∧
(
0 −Im
Im 0
)∧∥∥∥∥ < (N + 1)ε
and
∥∥∥∥VW − P1(x1, x2)P2(x1, x2)
(
0 −Im+1
Im+1 0
)
P1(y
′
1, y
′
2)
∧P2(y′1, y
′
2)
∧
(
0 −Im
Im 0
)∧∥∥∥∥
< 3N(N + 1)ε.
Hence
∥∥∥∥
(
u 0
0 I2m+1
)
− P1(x1, x2)P2(x1, x2)
(
0 −Im+1
Im+1 0
)
P1(y
′
1, y
′
2)
∧P2(y′1, y
′
2)
∧
(
0 −Im
Im 0
)∧∥∥∥∥
< (3N(N + 1) + 1)ε.
We will show that
P1(x1, x2)P2(x1, x2)
(
0 −Im+1
Im+1 0
)
P1(y
′
1, y
′
2)
∧P2(y′1, y
′
2)
∧
(
0 −Im
Im 0
)∧
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can be factored as a product z1z2 with z1 and z2 having the required properties.
Let
z1 = P1(x1, x2)
(
0 −Im+1
Im+1 0
)
P1(y
′
1, y
′
2)
∧
and
z2 = z3P2(y
′
1, y
′
2)
∧
(
0 −Im
Im 0
)∧
,
where
z3 = (P1(y
′
1, y
′
2)
∧)−1
(
0 Im+1
−Im+1 0
)
P2(x1, x2)
(
0 −Im+1
Im+1 0
)
P1(y
′
1, y
′
2)
∧
Then z1 and z2 are matrices in M2m+2(A˜∆i ∩ A˜16r) that are invertible in M2m+2(A˜∆i), and
P1(x1, x2)P2(x1, x2)
(
0 −Im+1
Im+1 0
)
P1(y
′
1, y
′
2)
∧P2(y′1, y
′
2)
∧
(
0 −Im
Im 0
)∧
= z1z2.
Let pii : A˜∆i → C denote the quotient homomorphism. Then
pi1(P1(x1, x2)) = pi1(P1(y
′
1, y
′
2)
∧) = I2m+2,
and
pi2(P2(x1, x2)) = pi2(P2(y
′
1, y
′
2)
∧) = I2m+2.
Thus pi1(z1) =
(
0 −Im+1
Im+1 0
)
and pi2(z2) =
(
0 −Im
Im 0
)∧
. Similarly, pi1(z−11 ) =(
0 Im+1
−Im+1 0
)
and pi2(z−12 ) =
(
0 Im
−Im 0
)∧
. These are all homotopic to I2m+2 in
M2m+2(C) via homotopies of invertible elements of norm at most
√
2.
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Note that ||X(x)|| ≤ 1 + ||x|| and ||Y (y)|| ≤ 1 + ||y||. For i = 1, 2, since
max(||xi||, ||x′i||, ||yi||, ||y′i||) ≤ c(N + 1) + 1,
we have
max(||zi||, ||z−1i ||) ≤ (1 +N)4(1 + c(N + 1))6(2 + c(N + 1))6.
For t ∈ [0, 1], set
Rm,t =
(cos pit2 )Im −(sin pit2 )Im
(sin pit
2
)Im (cos
pit
2
)Im
 ,
z1,t = P1(tx1, tx2)Rm+1,tP1(ty
′
1, ty
′
2)
∧,
z2,t =
[
(P1(ty
′
1, ty
′
2)
∧)−1R−1m+1,tP2(tx1, tx2)Rm+1,tP1(ty
′
1, ty
′
2)
∧]P2(ty′1, ty′2)∧R∧m,t.
Then (zi,t)t∈[0,1] is a homotopy of invertibles in M2m+2(A˜∆i ∩ A˜16r) between I2m+2 and zi
for i = 1, 2. Moreover, for each t ∈ [0, 1], pii(zi,t) and pii(z−1i,t ) are homotopic to I2m+2 in
M2m+2(C) via homotopies of invertible elements of norm at most
√
2. Finally, for i = 1, 2,
max(||zi,t||, ||z−1i,t ||) ≤ 2
√
2(1 +N)4(1 + c(N + 1))6(2 + c(N + 1))6.
3.4.3 Controlled Mayer-Vietoris sequence
Given a filtered SQp algebraA and an (s, c)-controlled Mayer-Vietoris pair (A∆1 , A∆2)
for A, we will consider the inclusion maps j1 : A∆1 → A, j2 : A∆2 → A, j1,2 :
A∆1 ∩ A∆2 → A∆1 , and j2,1 : A∆1 ∩ A∆2 → A∆2 .
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For any 0 < ε < 1
20
, r > 0, and N ≥ 1, it is clear that the composition
Kε,r,N0 (A∆1 ∩ A∆2)
(j1,2∗,j2,1∗)−−−−−−→ Kε,r,N0 (A∆1)⊕Kε,r,N0 (A∆2) j1∗−j2∗−−−−→ Kε,r,N0 (A)
is the zero map.
Proposition 3.4.9. For every c > 0, there exists a control pair (λ, h) such that for any
filtered SQp algebra A, any (s, c)-controlled Mayer-Vietoris pair (A∆1 , A∆2) for A, any
N ≥ 1, 0 < ε < 1
20λN
, and 0 < r ≤ s
hε,N
, if y1 ∈ Kε,r,N0 (A∆1) and y2 ∈ Kε,r,N0 (A∆2) are
such that j1∗(y1) = j2∗(y2) in K
ε,r,N
0 (A), then there exists z ∈ KλNε,hε,Nr,λN0 (A∆1 ∩ A∆2)
such that j1,2∗(z) = y1 in K
λNε,hε,Nr,λN
0 (A∆1) and j2,1∗(z) = y2 in K
λNε,hε,Nr,λN
0 (A∆2).
Proof. Up to rescaling ε, r, and N , and up to stabilization, we may write yi = [ei]− [Ik],
where ei is an (ε, r,N)-idempotent in Mn(A˜∆i) for i = 1, 2 with ei − diag(Ik, 0) ∈
Mn(A∆i) and with e1 and e2 homotopic as (ε, r,N)-idempotents in Mn(A˜). By Lemma
3.1.28 and Proposition 3.1.27, and up to stabilization, there exists a control pair (λ, h), and
a (λNε, hε,Nr, λN)-inverse pair (u, v) in Mn(A˜) such that ||ue2v − e1|| < λNε. Then
||diag(u, v)diag(e2, 0)diag(v, u)− diag(e1, 0)|| < λNε.
We may also assume that u− In ∈Mn(A) and v − In ∈Mn(A).
By Lemma 3.4.8, there exist Q = Q(λN) and M = M(c, λN), and up to stabilization,
there exist invertibles w1 and w2 in M2n(A˜16hε,Nr) such that max(||wi||, ||w−1i ||) ≤M for
i = 1, 2, pii(wi) and pii(w−1i ) are homotopic to I via homotopies of invertible elements with
norm at most
√
2, where pii : A˜∆i → C is the quotient homomorphism, and ||diag(u, v)−
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w1w2|| < Qε. Then we also have
||diag(v, u)− w−12 w−11 ||
= ||(diag(v, u)(w1w2 − diag(u, v)) + diag(vu− 1, uv − 1))w−12 w−11 ||
≤ λN(Q+ 1)M2ε.
Thus
||w−11 diag(e1, 0)w1 − w2diag(e2, 0)w−12 ||
= ||w−11 (diag(e1, 0)− w1w2diag(e2, 0)w−12 w−11 )w1||
≤M2||(diag(u, v)− w1w2)diag(e2, 0)w−12 w−11
+ diag(u, v)diag(e2, 0)(diag(v, u)− w−12 w−11 ) + diag(e1 − ue2v, 0)||
≤M2(QNM2 + λ2NN(Q+ 1)M2 + λN)ε.
Note that M2(QNM2 + λ2NN(Q + 1)M
2 + λN) depends only on c and N . We will
denote it by M ′ = M ′(c,N).
Thus there exists e ∈M2n(A˜∆1,(32hε,N+1)r ∩ A˜∆2,(32hε,N+1)r) such that
||e− w−11 diag(e1, 0)w1|| <
(
2c+
1
2
)
M ′ε
and
||e− w2diag(e2, 0)w−12 || <
(
2c+
1
2
)
M ′ε.
By Lemma 3.1.25 and Lemma 3.1.18, there exists a control pair (λ′′, h′′) such that
• w−11 diag(e1, 0)w1 and w2diag(e2, 0)w−12 are in Idem
λ′′Nε,h
′′
ε,Nr,λ
′′
N
2n (A˜),
• diag(w−11 , 0)diag(e1, 0)diag(w1, 0) and diag(w2, 0)diag(e2, 0)diag(w−12 , 0) are ho-
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motopic to diag(e1, 0) and diag(e2, 0) respectively as (λ′′Nε, h
′′
ε,Nr, λ
′′
N)-idempotents
in M4n(A˜),
• e is (λ′′Nε, h′′ε,Nr, λ′′N)-homotopic to w−11 diag(e1, 0)w1 and w2diag(e2, 0)w−12 ,
• pi(e) is (λ′′Nε, h′′ε,Nr, λ′′N)-homotopic to I in M2n(C), where pi : A˜∆1 ∩ A˜∆2 → C is
the quotient homomorphism.
Thus we conclude that j1,2∗([e]−[Ik]) = y1 inKλ
′′
Nε,h
′′
ε,Nr,λ
′′
N
0 (A∆1) and j2,1∗([e]−[Ik]) = y2
in K
λ′′Nε,h
′′
ε,Nr,λ
′′
N
0 (A∆2).
In the odd case, we also have that for any 0 < ε < 1
20
, r > 0, and N ≥ 1, the
composition
Kε,r,N1 (A∆1 ∩ A∆2)
(j1,2∗,j2,1∗)−−−−−−→ Kε,r,N1 (A∆1)⊕Kε,r,N1 (A∆2) j1∗−j2∗−−−−→ Kε,r,N1 (A)
is the zero map.
Proposition 3.4.10. For every c > 0, there exists a control pair (λ, h) such that for any
filtered SQp algebra A, any (s, c)-controlled Mayer-Vietoris pair (A∆1 , A∆2) for A, any
N ≥ 1, 0 < ε < 1
20λN
, and 0 < r ≤ s
hε,N
, if y1 ∈ Kε,r,N1 (A∆1) and y2 ∈ Kε,r,N1 (A∆2) are
such that j1∗(y1) = j2∗(y2) in K
ε,r,N
1 (A), then there exists z ∈ KλNε,hε,Nr,λN1 (A∆1 ∩ A∆2)
such that j1,2∗(z) = y1 in K
λNε,hε,Nr,λN
1 (A∆1) and j2,1∗(z) = y2 in K
λNε,hε,Nr,λN
1 (A∆2).
Proof. By relaxing control, we may write yi = [ui], where ui is an (ε, r,N)-invertible in
Mn(A˜∆i) for i = 1, 2 with pii(ui) = In. Then [u1] = [u2] in K
ε,r,N
1 (A) so up to stabi-
lization and relaxing control, we may assume that u1 and u2 are homotopic as (ε, r,N)-
invertibles in Mn(A˜). Let v2 ∈ Mn(A˜∆2) be an (ε, r,N)-inverse for u2 with pi2(v2) = In.
If (ut+1)t∈[0,1] is a homotopy of (ε, r,N)-invertibles in Mn(A˜) between u1 and u2 with
pi(ut+1) = In for all t, then (ut+1v2)t∈[0,1] is a homotopy of ((N2 +1)ε, 2r,N2)-invertibles
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inMn(A˜) between u1v2 and u2v2. Moreover, since ||u2v2−In|| < ε, we have that u2v2 and
In are homotopic as (ε, 2r, 1 + ε)-invertibles in Mn(A˜). Hence u1v2 and In are homotopic
as ((N2 + 1)ε, 2r,N2)-invertibles in Mn(A˜).
By Lemma 3.4.8, there exist Q(N), M = M(c,N), and up to stabilization, there exist
invertibles wi in Mn(A˜∆i ∩ A˜32r) such that max(||wi||, ||w−1i ||) ≤ M , pi(wi) and pi(w−1i )
are homotopic to In via homotopies of invertible elements in Mn(C) with norm at most
√
2, and ||u1v2 − w1w2|| < Q(N)ε. Now
||w−11 u1 − w2u2|| ≤ ||w−11 (u1v2 − w1w2)u2||+ ||w−11 u1(v2u2 − 1)||
< MN(Q(N) + 1)ε.
Thus there exists z ∈Mn(A˜∆1,33r ∩ A˜∆2,33r) such that
||z − w−11 u1|| <
(
2c+
1
2
)
MN(Q(N) + 1)ε
and
||z − w2u2|| <
(
2c+
1
2
)
MN(Q(N) + 1)ε.
It follows from Lemma 3.1.18 that there exists a control pair (λ, h) such that z is
homotopic to ui as (λNε, hε,Nr, λN)-invertibles in Mn(A˜∆i) for i = 1, 2, and pi(z) is
homotopic to In as (λNε, hε,Nr, λN)-invertibles in Mn(C), where pi : A˜∆1 ∩ A˜∆2 → C is
the quotient homomorphism. Hence
• [z] ∈ KλNε,hε,Nr,λN1 (A∆1 ∩ A∆2),
• j1,2∗([z]) = y1 in KλNε,hε,Nr,λN1 (A∆1), and
• j2,1∗([z]) = y2 in KλNε,hε,Nr,λN1 (A∆2).
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Next, we want to define a boundary map
∂ε,r,N : Kε,s,N1 (A)→ K
λDNε,h
D
ε,Ns,λ
D
N
0 (A∆1 ∩ A∆2)
for an appropriate control pair (λD, hD) depending only on the coercity c.
Lemma 3.4.11. For every c > 0, there exists a control pair (λ, h) such that for any filtered
SQp algebra A, any (s, c)-controlled Mayer-Vietoris pair (A∆1 , A∆2) for A, any N ≥ 1,
0 < ε < 1
20λN
, and 0 < r ≤ s
hε,N
, if u ∈ GLε,r,Nn (A˜) and v ∈ GLε,r,Nm (A˜) are such that
u − In ∈ Mn(A) and v − In ∈ Mn(A), and wi ∈ GLε,r,Nn+m(A˜∆i) for i = 1, 2 are such
that ||diag(u, v)−w1w2|| < ε, then letting w′i be an (ε, r,N)-inverse for wi, there exists a
(λNε, hε,Nr, λN)-idempotent e ∈Mn+m(A˜∆1 ∩ A˜∆2) such that
max(||e− w′1diag(In, 0)w1||, ||e− w2diag(In, 0)w′2||) < λNε,
and diag(pi(e), 0) is (λNε, hε,Nr, λN)-homotopic to diag(In, 0) in M2(n+m)(C), where pi :
A˜∆1 ∩ A˜∆2 → C is the quotient homomorphism.
Proof. Let u′ be an (ε, r,N)-inverse for uwith u′−In ∈Mn(A), and let v′ be an (ε, r,N)-
inverse for v with v′ − In ∈Mn(A). Then
||w′1diag(In, 0)w1 − w′1diag(u, v)diag(In, 0)diag(u′, v′)w1||
= ||w′1diag(In − uu′, 0)w1||
< N2ε,
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Since ||diag(u, v)− w1w2|| < ε, we have
||w′1diag(u, v)− w2|| ≤ ||w′1(diag(u, v)− w1w2)||+ ||(w′1w1 − 1)w2||
< 2Nε.
Thus
||w′1diag(In, 0)w1 − w2diag(In, 0)w′2||
< N2ε+ ||w′1diag(u, v)diag(In, 0)diag(u′, v′)w1 − w2diag(In, 0)w′2||
≤ N2ε+ ||(w′1diag(u, v)− w2)diag(In, 0)diag(u′, v′)w1||
+ ||w2diag(In, 0)(diag(u′, v′)w1 − w′2)||
< N2ε+ 2N3ε+N ||diag(u′, v′)w1 − w′2||
≤ (N2 + 2N3)ε+N(||diag(u′, v′)w1(w2 − w′1diag(u, v))w′2||
+ ||diag(u′, v′)w1(1− w2w′2)||+ ||diag(u′, v′)(w1w′1 − 1)diag(u, v)w′2||
+ ||diag(u′u− 1, v′v − 1)w′2||)
< (N2 + 2N3)ε+N(2N4 +N2 +N3 +N)ε
= (2N5 +N4 + 3N3 + 2N2)ε.
There exists e ∈Mn+m(A˜∆1 ∩ A˜∆2) such that
||e− w′1diag(In, 0)w1|| <
(
2c+
1
2
)
(2N5 +N4 + 3N3 + 2N2)ε
and
||e− w2diag(In, 0)w′2||) <
(
2c+
1
2
)
(2N5 +N4 + 3N3 + 2N2)ε.
By Lemma 3.1.18 and Lemma 3.1.25, there exists a control pair (λ, h) depending only on c
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such that e is a (λNε, hε,Nr, λN)-idempotent, and diag(pi(e), 0) is homotopic to diag(In, 0)
as (λNε, hε,Nr, λN)-idempotents in M2(n+m)(C).
Given u ∈ GLε,r,Nn (A˜) with u − In ∈ Mn(A), pick v ∈ GLε,r,Nm (A˜) with v − In ∈
Mn(A) such that diag(u, v) is homotopic to In+m as (ε, 2r, 2(N + ε))-invertibles. For
instance, by Lemma 3.1.21, we may pick v ∈ GLε,r,Nn (A˜) to be an (ε, r,N)-inverse for u.
By Lemma 3.4.8, there exists a control pair (λ, h) depending only on the coercity c such
that, up to replacing v by diag(v, Ik) for some integer k, there exist (λNε, hε,Nr, λN)-
invertibles w1 and w2 in Mn+m(A˜hε,Nr) such that ||diag(u, v)− w1w2|| < λNε.
By Lemma 3.4.11, there exists a control pair (λ′, h′) depending only on the coercity
c, and a ((λ′ · λ)Nε, (h′ · h)ε,Ns, (λ′ · λ)N)-idempotent e ∈ Mn+m(A˜∆1 ∩ A˜∆2) such that
letting w′i be a (λNε, hε,Nr, λN)-inverse for wi, we have
max(||e− w′1diag(In, 0)w1||, ||e− w2diag(In, 0)w′2||) < (λ′ · λ)Nε,
and diag(pi(e), 0) is ((λ′ · λ)Nε, (h′ · h)ε,Nr, (λ′ · λ)N)-homotopic to diag(In, 0).
We would like to define the boundary map by ∂([u]) = [e] − [In] but in order for it to
be well-defined (i.e., independent of the various choices made), we need to place [e]− [In]
in the appropriate quantitative K0 group.
More precisely, we need to check that there is a control pair (λD, hD) (depending only
on the coercity c) such that for N ≥ 1, 0 < ε < 1
20λDN
and 0 < r ≤ s
hDε,N
, the map
∂ : Kε,r,N1 (A)→ K
λDNε,h
D
ε,Nr,λ
D
N
0 (A∆1 ∩ A∆2) given by [u] 7→ [e]− [In]
• does not depend on the choice of e satisfying the conclusion of Lemma 3.4.11;
• does not depend on the choice of w1, w2 satisfying the hypotheses of Lemma 3.4.11;
• does not change upon replacing u (resp. v) by diag(u, 1) (resp. diag(v, 1));
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• does not depend on the choice of v ∈ GLε,r,Nm (A) such that diag(u, v) is homotopic
to In+m as (ε, 2r, 2(N + ε))-invertibles;
• only depends on the equivalence class of u.
We also want the compositions
Kε,r,N1 (A∆1)⊕Kε,r,N1 (A∆2)
(j1∗−j2∗)−−−−−→ Kε,r,N1 (A) ∂−→ K
λDNε,h
D
ε,Nr,λ
D
N
0 (A∆1 ∩ A∆2)
and
Kε,r,N1 (A)
∂−−−→ Kλ
D
Nε,h
D
ε,Nr,λ
D
N
0 (A∆1 ∩ A∆2)
(j1,2∗,j2,1∗)−−−−−−→ Kλ
D
Nε,h
D
ε,Nr,λ
D
N
0 (A∆1)⊕K
λDNε,h
D
ε,Nr,λ
D
N
0 (A∆2)
to be the zero maps.
Now we will address each of these points in turn. When there is a need to relax
control by increasing the parameters, we will sometimes omit precise expressions of the
parameters involved with the understanding that they increase in a controlled manner.
1. If e0 and e1 both satisfy the conclusion of Lemma 3.4.11, then ||e0 − e1|| < 2λNε
so e0 and e1 are (2λ2Nε, hε,Nr, λN)-homotopic by Lemma 3.1.19.
2. Suppose that w3 ∈ GLε,r,Nn+m(A˜∆1) and w4 ∈ GLε,r,Nn+m(A˜∆2) have the same properties
as w1, w2 so ||diag(u, v)− w1w2|| < λNε and ||diag(u, v)− w3w4|| < λNε. Let w′i
be a (λNε, hε,Nr, λN)-inverse for wi. Then ||w1w2 − w3w4|| < 2λNε and
||w′3w1 − w4w′2||
≤ ||w′3(w1w2 − w3w4)w′2||+ ||w′3w1(1− w2w′2)||+ ||(w′3w3 − 1)w4w′2||
< 4λ3Nε.
The complete intersection approximation property yields y ∈ Mn+m(A˜∆1,hε,Nr ∩
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A˜∆2,hε,Nr) with ||y − w′3w1|| < 4λ3N(2c + 12)ε and ||y − w4w′2|| < 4λ3N(2c + 12)ε.
Thus
max(||w3y − w1||, ||yw2 − w4||) <
(
4λ4N
(
2c+
1
2
)
+ λ2N
)
ε.
Similarly, there exists z ∈Mn+m(A˜∆1,hε,Nr ∩ A˜∆2,hε,Nr) such that
max(||z − w′1w3||, ||z − w2w′4||) < 4λ3N
(
2c+
1
2
)
ε
so
max(||zw′3 − w′1||, ||zw4 − w2||) <
(
4λ4N
(
2c+
1
2
)
+ λ2N
)
ε.
Moreover,
||yz − 1||
≤ ||(y − w′3w1)z||+ ||w′3w1(z − w′1w3)||+ ||w′3(w1w′1 − 1)w3||+ ||w′3w3 − 1||
<
(
4λ3N
(
2c+
1
2
)(
λ2N + 4λ
3
N
(
2c+
1
2
))
+ 4λ5N
(
2c+
1
2
)
+ λ3N + λN
)
ε
=
(
16λ6N
(
2c+
1
2
)2
+ 8λ5N
(
2c+
1
2
)
+ λ3N + λN
)
ε,
and similarly for ||zy − 1||, so (y, z) is a quasi-inverse pair.
If e is the quasi-idempotent element obtained fromw1 andw2, then with respect to an
appropriate control pair (λ′′, h′′) depending only on the coercity c, yez is the quasi-
idempotent element obtained from w3 and w4, and in K
λ′′Nε,h
′′
ε,Nr,λ
′′
N
0 (A∆1 ∩A∆2) we
have [yez] = [e].
3. Replacing u by diag(u, 1), and letting w1, w2 be such that
||diag(u, v)− w1w2|| < λNε,
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we have ||diag(u, v, I2)− diag(w1w2, I2)|| < λNε. Now
Udiag(u, v, I2)U
−1 = diag(u, 1, v, 1)
for some permutation matrix U so
||diag(u, 1, v, 1)− Udiag(w1w2, I2)U−1|| < λNε.
If ||e− w′1diag(In, 0)w1|| < (λ′ · λ)Nε, then
||diag(e, 1, 0)− diag(w′1, I2)diag(In, 0m, 1, 0)diag(w1, I2)|| < (λ′ · λ)Nε.
But diag(In, 0m, 1, 0) = U−1diag(In+1, 0)U so
||diag(e, 1, 0)− diag(w′1, I2)U−1diag(In+1, 0)Udiag(w1, I2)|| < (λ′ · λ)Nε.
Similarly, we have
||diag(e, 1, 0)− diag(w2, I2)U−1diag(In+1, 0)Udiag(w′2, I2)|| < (λ′ · λ)Nε.
Thus ∂([diag(u, 1)]) = [diag(e, 1, 0)]− [In+1] = [e]− [In] = ∂([u]). Similarly, one
sees that replacing v by diag(v, 1) does not change ∂([u]).
4. Suppose that v0 ∈ GLε,r,Nm (A˜) and v1 ∈ GLε,r,Nk (A˜) are such that diag(u, v0) is
homotopic to In+m as (ε, 2r, 2(N + ε))-invertibles, and diag(u, v1) is homotopic to
In+k as (ε, 2r, 2(N + ε))-invertibles. Assume that m ≥ k. Then diag(u, v1, Im−k) is
homotopic to In+m as (ε, 2r, 2(N + ε))-invertibles. Let (Ut)t∈[0,1] be a homotopy of
(ε, 2r, 2(N + ε))-invertibles between diag(u, v0) and diag(u, v1, Im−k). We may as-
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sume that pi(Ut) = In+m for all t. Then we may regard U = (Ut) as an (ε, 2r, 2(N+
ε))-invertible in C([0, 1],Mn+m(A˜2r)) with pi(U) = In+m. Moreover, U is homo-
topic to 1 as (ε, 2r, 2(N + ε))-invertibles. By Lemma 3.4.8, there exist l ∈ N and
invertibles W1,W2 ∈ C([0, 1],Mn+m+l(A˜)) with ||diag(U, Il) − W1W2|| < λNε.
We obtain a quasi-idempotent E ∈ C([0, 1],Mn+m+l(A˜)) by Lemma 3.4.11. Using
v0 in the definition of ∂ yields [E0] − [In] while using v1 in the definition yields
[E1]− [In], but [E0]− [In] = [E1]− [In].
5. Suppose that [u0] = [u1] in K
ε,r,N
1 (A). Then up to stabilization, we may assume that
u0 and u1 are homotopic as (4ε, 2r, 4N)-invertibles inMn(A˜). Let (ut)t∈[0,1] be such
a homotopy. We may assume that pi(ut) = In for all t. Then we may regard u = (ut)
as a (4ε, 2r, 4N)-invertible in C([0, 1],Mn(A˜2r)). Let u′ be a (4ε, 2r, 4N)-inverse
for u with pi(u′) = In. Up to stabilization, there exist quasi-invertible elements wi
in C([0, 1],Mn(A˜∆i)) such that ||diag(u, u′)− w1w2|| < λ4Nε. Then there exists a
(λ′′′Nε, h
′′′
ε,Nr, λ
′′′
N)-idempotent e ∈ C([0, 1],Mn(A˜∆1 ,h′′′ε,Nr ∩ A˜∆2 ,h′′′ε,Nr)) such that
max(||e− w′1diag(In, 0)w1||, ||e− w2diag(In, 0)w′2||) < λ′′′Nε.
Now (et)t∈[0,1] is a homotopy of (λ′′′Nε, h
′′′
ε,Nr, λ
′′′
N)-idempotents, and ∂([u0]) = [e0]−
[In] = [e1]− [In] = ∂([u1]).
Consider the composition
Kε,r,N1 (A∆1)⊕Kε,r,N1 (A∆2)
(j1∗−j2∗)−−−−−→ Kε,r,N1 (A) ∂−→ K
λDNε,h
D
ε,Nr,λ
D
N
0 (A∆1 ∩ A∆2).
Suppose that u ∈Mn(A˜∆1) and v ∈Mn(A˜∆2) are (ε, r,N)-invertibles. In the preliminary
definition of ∂([u]), we may take w1 = diag(u, u′), where u′ is an (ε, r,N)-inverse for u,
and w2 = I2n. Then ∂([u]) = [e0]− [In], where e0 is a ((λ′ · λ)Nε, (h′ · h)ε,Nr, (λ′ · λ)N)-
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idempotent in M2n(A˜) such that ||e0 − diag(In, 0)|| < (λ′ · λ)Nε. Similarly, ∂([v]) =
[e1] − [In], where e1 is an ((λ′ · λ)Nε, (h′ · h)ε,Nr, (λ′ · λ)N)-idempotent in M2n(A˜) such
that ||e1 − diag(In, 0)|| < (λ′ · λ)Nε. Now ||e0 − e1|| < 2(λ′ · λ)Nε so by Lemma 3.1.19,
e0 and e1 are homotopic as (2(λ′ · λ)2Nε, (h′ · h)ε,Nr, (λ′ · λ)N)-idempotents. Thus there
exists a control pair (λD, hD) depending only on the coercity c such that ∂([u] − [v]) = 0
in K
λDNε,h
D
ε,Nr,λ
D
N
0 (A∆1 ∩ A∆2).
Finally, consider the composition
Kε,r,N1 (A)
∂−−−→ Kλ
D
Nε,h
D
ε,Nr,λ
D
N
0 (A∆1 ∩ A∆2)
(j1,2∗,j2,1∗)−−−−−−→ Kλ
D
Nε,h
D
ε,Nr,λ
D
N
0 (A∆1)⊕K
λDNε,h
D
ε,Nr,λ
D
N
0 (A∆2).
When (λD, hD) is sufficiently large, the preliminary definition of the boundary map
yields j1,2∗(∂([u])) = 0 inK
λDNε,h
D
ε,Nr,λ
D
N
0 (A∆1) and j2,1∗(∂([u])) = 0 inK
λDNε,h
D
ε,Nr,λ
D
N
0 (A∆2)
so that the composition is the zero map.
Now we give a formal definition of the boundary map in terms of a control pair
(λD, hD) making all the above hold.
Definition 3.4.12. Let A be a filtered SQp algebra, and let (A∆1 , A∆2) be an (s, c)-
controlled Mayer-Vietoris pair for A. Let (λ, h) be the control pair from Lemma 3.4.8,
and let (λ′, h′) be the control pair from Lemma 3.4.11. Given [u] ∈ Kε,r,N1 (A), where
N ≥ 1, 0 < ε < 1
20λDN
, 0 < r ≤ s
hDε,N
, and u ∈ GLε,r,Nn (A˜) with u− In ∈Mn(A),
1. find v ∈ GLε,r,Nm (A˜) with v − In ∈ Mn(A) such that diag(u, v) is homotopic to
In+m as (ε, 2r, 2(N + ε))-invertibles,
2. let w1, w2 be (λNε, hε,Nr, λN)-invertibles in Mn+m(A˜) such that
||diag(u, v)− w1w2|| < λNε,
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3. let w′i be a (λNε, hε,Nr, λN)-inverse for wi, and
4. let e ∈Mn+m(A˜∆1 ∩ A˜∆2) be such that
max(||e− w′1diag(In, 0)w1||, ||e− w2diag(In, 0)w′2||) < (λ′ · λ)Nε
and diag(pi(e), 0) is ((λ′ · λ)Nε, (h′ · h)ε,Nr, (λ′ · λ)N)-homotopic to diag(In, 0) in
M2(n+m)(C).
Define ∂ : Kε,r,N1 (A)→ K
λDNε,h
D
ε,Nr,λ
D
N
0 (A∆1 ∩ A∆2) by [u] 7→ [e]− [In].
Proposition 3.4.13. For every c > 0, there exists a control pair (λ, h) such that for any
filtered SQp algebra A, any (s, c)-controlled Mayer-Vietoris pair (A∆1 , A∆2) for A, and
N ≥ 1, 0 < ε < 1
20λN
, and 0 < r ≤ s
hε,N
,
1. if u ∈ Mn(A˜) is an (ε, r,N)-invertible such that ∂([u]) = [e] − [In] = 0 in
K
λDNε,h
D
ε,Nr,λ
D
N
0 (A∆1 ∩ A∆2), then j1∗(y1) − j2∗(y2) = [u] in KλNε,hε,Nr,λN0 (A) for
some yi ∈ KλNε,hε,Nr,λN1 (A∆i);
2. if [e]−[In] ∈ Kλ
D
Nε,h
D
ε,Nr,λ
D
N
0 (A∆1∩A∆2) satisfies [e]−[In] = 0 inK
λDNε,h
D
ε,Nr,λ
D
N
0 (A∆i)
for i = 1, 2, then ∂(y) = [e]− [In] for some y ∈ KλNε,hε,Nr,λN1 (A∆1 ∩ A∆2).
Proof. For (1.), suppose that u ∈ Mn(A˜) is an (ε, r,N)-invertible such that ∂([u]) =
[e] − [In] = 0 in Kλ
D
Nε,h
D
ε,Nr,λ
D
N
0 (A∆1 ∩ A∆2). Up to stabilization, we may assume that e
is (4λDNε, h
D
ε,Nr, 4λ
D
N + 1)-homotopic to diag(In, 0) in M2n(A˜∆1 ∩ A˜∆2). By Proposition
3.1.27 and Lemma 3.1.28, there exists a (λ′′Nε, h
′′
ε,Nr, λ
′′
N)-inverse pair (v, v
′) inM2n(A˜∆1∩
A˜∆2) such that
||e− vdiag(In, 0)v′|| < λ′′Nε.
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Since max(||e− w′1diag(In, 0)w1||, ||e− w2diag(In, 0)w′2||) < λDNε, we have
||w′1diag(In, 0)w1 − vdiag(In, 0)v′|| < (λDN + λ′′N)ε,
||w2diag(In, 0)w′2 − vdiag(In, 0)v′|| < (λDN + λ′′N)ε.
By successively relaxing control if necessary, there exists a control pair (λ′′′, h′′′) depend-
ing only on the coercity c such that
• ||diag(In, 0)w1v − w1vdiag(In, 0)|| < λ′′′Nε;
• ||v′w2diag(In, 0)− diag(In, 0)v′w2|| < λ′′′Nε;
• max(||w1v − diag(u1, v1)||, ||v′w2 − diag(u2, v2)||) < λ′′′Nε, where ui, vi are quasi-
invertible elements in Mn(A˜∆i) for i = 1, 2;
• ||diag(u, u′)− diag(u1u2, v1v2)|| < λ′′′Nε, where u′ is an (ε, r,N)-inverse for u;
• ||u− u1u2|| < λ′′′Nε;
• u and u1u2 are homotopic as (λ′′′Nε, h′′′ε,Ns, λ′′′N)-invertibles;
• [u] = [u1] + [u2] in Kλ
′′′
N ε,h
′′′
ε,Nr,λ
′′′
N
1 (A).
For (2.), suppose that [e] − [In] ∈ Kλ
D
Nε,h
D
ε,Nr,λ
D
N
0 (A∆1 ∩ A∆2) satisfies [e] − [In] =
0 in K
λDNε,h
D
ε,Nr,λ
D
N
0 (A∆i) for i = 1, 2. Up to stabilization, we may assume that e is
(4λDNε, h
D
ε,Nr, 4λ
D
N + 1)-homotopic to diag(In, 0) in M2n(A˜∆i) for i = 1, 2. By suc-
cessively relaxing control if necessary, there exists a control pair (λ′′, h′′) ≥ (λD, hD)
depending only on the coercity c such that
• max(||e − w′1diag(In, 0)w1||, ||e − w2diag(In, 0)w′2||) < λ′′Nε, where (wi, w′i) are
(λ′′Nε, h
′′
ε,Ns, λ
′′
N)-inverse pairs in M2n(A˜∆i);
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• ||w1w2diag(In, 0)− diag(In, 0)w1w2|| < 3(λ′′N)3ε;
• ||w1w2 − diag(u, v)|| < 3(λ′′N)3ε, where u, v are (λ′′Nε, h′′ε,Ns, λ′′N)-invertibles in
Mn(A);
• ∂([u]) = [e]− [In] in Kλ
′′
Nε,h
′′
ε,Nr,λ
′′
N
0 (A∆1 ∩ A∆2).
We summarize the results of this section as follows:
Theorem 3.4.14. For every c > 0, there exists a control pair (λ, h) such that for any
filtered SQp algebra A and any (s, c)-controlled Mayer-Vietoris pair (A∆1 , A∆2) for A,
we have the following (λ, h)-exact sequence of order s:
K1(A∆1 ∩ A∆2) K1(A∆1)⊕K1(A∆2) K1(A)
K0(A) K0(A∆1)⊕K0(A∆2) K0(A∆1 ∩ A∆2)
........................................................................
.
(j1,2∗, j2,1∗)
....................................................................................................
.
j1∗ − j2∗
.........................................................................
(j1,2∗, j2,1∗)
.....................................................................................................
j1∗ − j2∗
.......................................
...
∂
In view of the observations after Remark 3.4.6, one can also obtain the correspond-
ing controlled exact sequence for the suspensions by considering the controlled Mayer-
Vietoris pair (SA∆1 , SA∆2) for SA.
3.5 Remarks on the C∗-algebra Case
Finally, we make some remarks about the case where A is a filtered C∗-algebra. In this
case, both our definition of the quantitative K-theory groups and the definition in [26] are
applicable, and we shall briefly explain (without detailed proofs) that the two definitions
give us essentially the same information.
In [26], the quantitative K-theory groups are defined by equivalence relations similar
to ours but in terms of quasi-projections and quasi-unitaries instead of quasi-idempotents
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and quasi-invertibles.
Definition 3.5.1. Let A be a filtered C∗-algebra. Fix 0 < ε < 1
20
and r > 0.
1. An element p ∈ A is called an (ε, r)-projection if p ∈ Ar, p∗ = p, and ||p2−p|| < ε.
2. If A is unital, then an element u ∈ A is called an (ε, r)-unitary if u ∈ Ar and
max(||uu∗ − 1||, ||u∗u− 1||) < ε.
It is straightforward to see that every (ε, r)-projection is an (ε, r, 1 + ε)-idempotent,
and every (ε, r)-unitary is an (ε, r, 1+ε)-invertible [26, Remark 1.4]. WritingK ′ε,r∗ (A) for
the quantitative K-theory groups defined in [26], we thus have canonical homomorphisms
φ∗ : K
′ε,r
∗ (A)→ Kε,r,N∗ (A) for 0 < ε < 120 , r > 0, and N ≥ 1 + ε.
Given an (ε, r,N)-idempotent e in A, by considering
p1 = ((2e
∗ − 1)(2e− 1) + 1)1/2e((2e∗ − 1)(2e− 1) + 1)−1/2,
p2 = Q((2e
∗ − 1)(2e− 1))eR((2e∗ − 1)(2e− 1)),
p3 =
p2 + p
∗
2
2
,
where Q(t) and R(t) are polynomials such that
||(t+ 1)1/2 −Q(t)|| < ε
6N5
,
||(t+ 1)−1/2 −R(t)|| < ε
6N5
on [0, (2N + 1)2], one can show the existence of a control pair (λ, h) such that diag(e, 0)
and diag(p3, 0) are homotopic as (λNε, hε,Nr, λN)-idempotents. Since p3 is a quasi-
projection, we get a homomorphism Kε,r,N0 (A) → K
′λNε,hε,Nr
0 (A), which is a controlled
inverse for φ0.
In the odd case, we have the following analog of polar decomposition:
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Lemma 3.5.2. [27, Lemma 2.4] There exists a control pair (λ, h) such that for any
unital filtered C∗-algebra A and any (ε, r,N)-invertible x ∈ A, there exists a posi-
tive (λNε, hε,Nr, λN)-invertible y ∈ A and a (λNε, hε,Nr)-unitary u ∈ A such that
|||x| − y|| < λNε and ||x− uy|| < λNε. Moreover, we can choose u and y such that
• there exists a real polynomial Q with Q(1) = 1 such that u = xQ(x∗x) and y =
x∗xQ(x∗x);
• y has a positive (λNε, hε,Nr, λN)-inverse;
• if x is homotopic to 1 as (ε, r,N)-invertibles, then u is homotopic to 1 as (λNε, hε,Nr)-
unitaries.
By applying Lemma 3.1.18 and using an appropriate polynomial approximation of
t 7→ exp(t log y), one can find a control pair (λ′, h′) ≥ (λ, h) such that x ∼ uy ∼ u as
(λ′Nε, h
′
ε,Nr, λ
′
N)-invertibles. This gives us a controlled inverse for φ1.
In summary, we have a controlled isomorphism between K′∗(A) and K∗(A) when A is
a filtered C∗-algebra.
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4. DYNAMIC ASYMPTOTIC DIMENSION AND THE Lp BAUM-CONNES
CONJECTURE
4.1 Dynamic Asymptotic Dimension
Dynamic asymptotic dimension is a property of topological dynamical systems intro-
duced by Guentner, Willett, and Yu in [15] for discrete groups acting by homeomorphisms
on locally compact Hausdorff spaces. In this section, we recall the definition and some
facts about this notion of dimension.
Definition 4.1.1. [15] An action of a countable discrete group Γ on a locally compact
Hausdorff spaceX has dynamic asymptotic dimension d if d is the smallest natural number
with the following property: for any compact subset K of X and finite subset E of Γ, there
are open subsets U0, . . . , Ud of X that cover K such that for each i ∈ {0, . . . , d}, the setg ∈ Γ :
there exist x ∈ Ui and gn, . . . , g1 ∈ E such that g = gn · · · g1
and gk · · · g1x ∈ Ui for all k ∈ {1, . . . , n}

is finite.
Many interesting actions have finite dynamic asymptotic dimension. For example, it
was shown in [15] that all free minimal Z-actions on compact spaces (such as irrational
rotation of the circle) have dynamic asymptotic dimension one, and that groups with finite
asymptotic dimension act with finite dynamic asymptotic dimension on some compact
space.
In this dissertation, we will restrict to actions on compact Hausdorff spaces. Moreover,
for the Mayer-Vietoris argument that we will use later, it will be more convenient (and
perhaps more natural) to use the language of groupoids instead of group actions. Indeed,
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in [15], dynamic asymptotic dimension is defined for locally compact Hausdorff étale
groupoids. We will only consider the transformation groupoid Γ n X associated to the
action of Γ on X . We will denote the action of Γ on X by Γ y X . We also assume that
Γ is equipped with a proper length function l : Γ → N and the associated right invariant
metric.
Definition 4.1.2. The transformation groupoid ΓnX associated to Γ y X is
{(gx, g, x) : g ∈ Γ, x ∈ X}
topologized such that the projection ΓnX → Γ×X onto the second and third factors is
a homeomorphism, and equipped with the following additional structure:
1. A pair ((hy, h, y), (gx, g, x)) of elements in ΓnX is said to be composable if y = gx.
In this case, their product is defined by
(hgx, h, gx)(gx, g, x) = (hgx, hg, x).
2. The inverse of an element (gx, g, x) ∈ ΓnX is
(gx, g, x)−1 = (x, g−1, gx).
3. The units of ΓnX are the elements of the clopen subspace
G(0) = {(x, e, x) : x ∈ X},
where e is the identity in Γ. We refer to G(0) as the unit space of ΓnX .
Definition 4.1.3. Let Γ n X be the transformation groupoid associated to Γ y X . A
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subgroupoid of Γ n X is a subset G ⊂ Γ n X that is closed under composition, taking
inverses, and units, i.e.,
1. If (hgx, h, gx) and (gx, g, x) are in G, then so is (hgx, hg, x).
2. If (gx, g, x) ∈ G, then (gx, g, x)−1 ∈ G.
3. If (gx, g, x) ∈ G, then (x, e, x) ∈ G and (gx, e, gx) ∈ G, where e is the identity in
Γ.
Such a subgroupoid is equipped with the subspace topology from ΓnX .
Note that if S is an open subset of Γ n X , then S generates an open subgroupoid of
ΓnX (cf. [15, Lemma 5.2]).
Definition 4.1.4. Let G be an open subgroupoid of ΓnX and let r ≥ 0. The extension of
G by r, denoted by G+r, is the open subgroupoid of ΓnX generated by
G ∪ {(gx, g, x) : x ∈ G(0), l(g) ≤ r}.
Roughly speaking, one can think of G+r as the subgroupoid generated by the “r-
neighborhood” of G.
Lemma 4.1.5. Let G be an open subgroupoid of Γ n X , and let r1, r2 ≥ 0. Then
(G+r1)+r2 ⊂ G+(r1+r2).
Proof. It suffices to show that
{(gx, g, x) : x ∈ (G+r1)(0), l(g) ≤ r2} ⊂ G+(r1+r2).
Pick such an element (gx, g, x). There exists h ∈ Γ with l(h) ≤ r1 and hx ∈ G(0). Thus
(gx, gh−1, hx) and (hx, h, x) are in G+(r1+r2) so (gx, g, x) = (gx, gh−1, hx)(hx, h, x) ∈
G+(r1+r2).
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Definition 4.1.6. [15] An action Γ y X has dynamic asymptotic dimension d if d is the
smallest natural number with the following property: for every open relatively compact
subset K of the transformation groupoid Γ n X , there are open subsets U0, . . . , Ud of X
covering
{x ∈ X : (gx, g, x) ∈ K or (x, g, g−1x) ∈ K for some g ∈ Γ}
such that for each i, the subgroupoid of ΓnX generated by
{(gx, g, x) ∈ K : x, gx ∈ Ui}
is relatively compact.
One can check that this definition is equivalent to the earlier one [15, Lemma 5.4].
The main consequence of having finite dynamic asymptotic dimension that we will use
is the following.
Lemma 4.1.7. [14, Lemma 5.3] Suppose that Γ y X has dynamic asymptotic dimension
d. Then for any r ≥ 0, there is an open cover {U0, . . . , Ud} of X such that for each
i ∈ {0, . . . , d}, if Gi is the subgroupoid of ΓnX generated by
{
(gx, g, x) ∈ ΓnX : x ∈
⋃
l(h)≤r
h · Ui, l(g) ≤ r
}
,
then G+ri is relatively compact.
We also note that when 1 ≤ d <∞ and r ≥ 0, if we set W0 =
⋃d−1
i=0 Ui and W1 = Ud
with {U0, . . . , Ud} as in the lemma, and Gi is the subgroupoid generated by
{(gx, g, x) ∈ ΓnX : x ∈
⋃
l(h)≤r
h ·Wi, l(g) ≤ r},
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then G+ri is also relatively compact.
In [14], the authors considered a model for the Baum-Connes assembly map for an
action based on Yu’s localization algebras [39] and Roe algebras. In the appendix of [14],
the authors show that their model for the Baum-Connes assembly map agrees with the
one stated in terms of Kasparov’s KK-theory [1]. The main result in that paper is the
following:
Theorem 4.1.8. [14] Let a countable discrete group Γ act with finite dynamic asymptotic
dimension on a compact Hausdorff space X . Then the Baum-Connes conjecture holds for
Γ with coefficients in C(X).
As an application of our framework of quantitative K-theory, we will consider the
Lp analog of the assembly map in [14], and show that it is an isomorphism under the
assumption of finite dynamic asymptotic dimension. In fact, our proof is modeled after
the proof in the C∗-algebraic setting in [14] with only minor adjustments.
4.2 An Lp Assembly Map
In this section, we will define an assembly map in terms of Lp versions of localization
algebras and Roe algebras, where p ∈ (1,∞). In the case p = 2, we recover (a model of)
the Baum-Connes assembly map for Γ with coefficients in C(X) considered in [14].
Definition 4.2.1. Let s ≥ 0. The Rips complex of Γ at scale s, denoted Ps(Γ), is the
simplicial complex with vertex set Γ, and where a finite subset E ⊂ Γ spans a simplex if
and only if d(g, h) ≤ s for all g, h ∈ E.
Points in Ps(Γ) can be written as formal linear combinations
∑
g∈Γ tgg, where tg ∈
[0, 1] for each g and
∑
g∈Γ tg = 1. We equip Ps(Γ) with the `1 metric, i.e.,
d(
∑
g∈Γ
tgg,
∑
g∈Γ
sgg) =
∑
g∈Γ
|tg − sg|.
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The barycentric coordinates on Ps(Γ) are the continuous functions
tg : Ps(Γ)→ [0, 1]
uniquely determined by the condition z =
∑
g∈Γ tg(z)g for all z ∈ Ps(Γ).
By assumption of properness of the length function on Γ, one sees that Ps(Γ) is finite-
dimensional and locally compact. Also, the right translation action of Γ on itself extends
to a right action of Γ on Ps(Γ) by isometric simplicial automorphisms.
In the usual setting of the Baum-Connes conjecture, one considers Hilbert spaces and
C∗-algebras encoding the large scale geometry of Γ and the topology of Ps(Γ). We will
replace these Hilbert spaces by Lp spaces, thereby obtaining Lp operator algebras instead
of C∗-algebras. First, we recall some facts about Lp tensor products. Details can be found
in [10, Chapter 7].
For p ∈ [1,∞), there is a tensor product of Lp spaces such that we have a canonical
isometric isomorphismLp(X,µ)⊗Lp(Y, ν) ∼= Lp(X×Y, µ×ν), which identifies, for every
ξ ∈ Lp(X,µ) and η ∈ Lp(Y, ν), the element ξ⊗ η with the function (x, y) 7→ ξ(x)η(y) on
X × Y . Moreover, we have the following properties:
• Under the identification above, the linear span of all ξ⊗η is dense in Lp(X×Y, µ×
ν).
• ||ξ ⊗ η||p = ||ξ||p||η||p for all ξ ∈ Lp(X,µ) and η ∈ Lp(Y, ν).
• The tensor product is commutative and associative.
• If a ∈ B(Lp(X1, µ1), Lp(X2, µ2)) and b ∈ B(Lp(Y1, ν1), Lp(Y2, ν2)), then there
exists a unique
c ∈ B(Lp(X1 × Y1, µ1 × ν1), Lp(X2 × Y2, µ2 × ν2))
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such that under the identification above, c(ξ ⊗ η) = a(ξ)b(η) for all ξ ∈ Lp(X1, µ1)
and η ∈ Lp(Y1, ν1). We will denote this operator by a⊗ b. Moreover,
||a⊗ b|| = ||a||||b||.
• The tensor product of operators is associative, bilinear, and satisfies
(a1 ⊗ b1)(a2 ⊗ b2) = a1a2 ⊗ b1b2.
Definition 4.2.2. For s ≥ 0, define
Zs =
{∑
g∈Γ
tgg ∈ Ps(Γ) : tg ∈ Q for all g ∈ Γ
}
.
Note that Zs is a Γ-invariant, countable, dense subset of Ps(Γ).
Define
Es = `p(Zs)⊗ `p(X)⊗ `p ⊗ `p(Γ),
and equip Es with the isometric Γ-action given by
ug · (δz ⊗ δx ⊗ η ⊗ δh) = δzg−1 ⊗ δgx ⊗ η ⊗ δgh
for z ∈ Zs, x ∈ X , η ∈ `p, and g, h ∈ Γ.
Note that we have a canonical isometric isomorphism
Es = `p(Zs ×X, `p ⊗ `p(Γ)).
Also note that if s0 ≤ s, then Ps0(Γ) identifies equivariantly and isometrically with a
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subcomplex of Ps(Γ), and Zs0 ⊂ Zs. Hence we have a canonical equivariant isometric
inclusion Es0 ⊂ Es.
We will write KΓ for the algebra of compact operators on `p ⊗ `p(Γ) ∼= `p(N × Γ)
equipped with the Γ-action induced by the tensor product of the trivial action on `p and
the left regular representation on `p(Γ). We also equip the algebra C(X) ⊗ KΓ with
the diagonal action of Γ. Note that the natural faithful representation of C(X) ⊗ KΓ
on `p(X)⊗ `p ⊗ `p(Γ) is covariant for the representation defined by tensoring the natural
action on `p(X), the trivial representation on `p, and the regular representation on `p(Γ).
Now we can define the Lp operator algebras that will feature in our assembly map.
Definition 4.2.3. Let T be a bounded linear operator on Es, which we may think of as a
(Zs × Zs)-indexed matrix T = (Ty,z) with
Ty,z ∈ B(`p(X)⊗ `p ⊗ `p(Γ))
for each y, z ∈ Zs.
1. T is Γ-invariant if ugTu−1g = T for all g ∈ Γ.
2. The Rips-propagation of T is sup{dPs(Γ)(y, z) : Ty,z 6= 0}.
3. The Γ-propagation of T , denoted by propΓ(T ), is
sup{dΓ(g, h) : Ty,z 6= 0 for some y, z ∈ Zs with tg(y) 6= 0 and th(z) 6= 0}.
4. T is X-locally compact if Ty,z ∈ C(X) ⊗ KΓ for all y, z ∈ Zs, and if for any
compact subset F ⊂ Ps(Γ), the set {(y, z) ∈ F × F : Ty,z 6= 0} is finite.
Definition 4.2.4. Let C[Γ y X; s] denote the algebra of all Γ-invariant, X-locally com-
pact operators on Es with finite Γ-propagation.
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Let C∗,p(Γ y X; s) denote the closure of C[Γ y X; s] with respect to the operator
norm on Es. We will call C∗,p(Γ y X; s) the (equivariant) Lp Roe algebra of Γ y X at
scale s.
We will always regard the algebras above as concretely represented on Es, and we
will often think of elements of C∗,p(Γ y X; s) as matrices (Ty,z)y,z∈Zs with entries being
continuous equivariant functions Ty,z : X → KΓ having additional properties.
Definition 4.2.5. Let CL[Γ y X; s] denote the algebra of all bounded, uniformly continu-
ous functions a : [0,∞)→ C[Γ y X; s] such that the Γ-propagation of a(t) is uniformly
finite as t varies, and such that the Rips-propagation of a(t) tends to zero as t→∞.
Let C∗,pL (Γ y X; s) denote the completion of CL[Γ y X; s] with respect to the norm
||a|| := sup
t
||a(t)||C∗,p(ΓyX;s).
We will call C∗,pL (Γ y X; s) the Lp localization algebra of Γ y X at scale s.
We will regard these algebras as concretely represented on Lp[0,∞)⊗Es. Elements of
C∗,pL (Γ y X; s) can be regarded as bounded, uniformly continuous functions a : [0,∞)→
C∗,p(Γ y X; s) having additional properties.
Now consider the evaluation-at-zero homomorphism
0 : C
∗,p
L (Γ y X; s)→ C∗,p(Γ y X; s),
which induces a homomorphism
0 : K∗(C
∗,p
L (Γ y X; s))→ K∗(C∗,p(Γ y X; s)).
If s0 ≤ s, then the equivariant isometric inclusion Es0 ⊂ Es allows us to regard
122
C[Γ y X; s0] as a subalgebra of C[Γ y X; s]. We then regard C∗,p(Γ y X; s0) (resp.
C∗,pL (Γ y X; s0)) as a subalgebra of C∗,p(Γ y X; s) (resp. C
∗,p
L (Γ y X; s)). Thus
there are directed systems of inclusions of Lp operator algebras (C∗,p(Γ y X; s))s≥0 and
(C∗,pL (Γ y X; s))s≥0, and the evaluation-at-zero maps above are compatible with these
inclusions.
Definition 4.2.6. The Lp assembly map for Γ y X is the direct limit
0 : lim
s→∞
K∗(C
∗,p
L (Γ y X; s))→ lims→∞K∗(C
∗,p(Γ y X; s)).
For most of the rest of this dissertation, we will work with the kernel of this Lp assem-
bly map.
Definition 4.2.7. Let C∗,pL,0(Γ y X; s) be the subalgebra of C
∗,p
L (Γ y X; s) consisting of
functions a such that a(0) = 0. We will call C∗,pL,0(Γ y X; s) the Lp obstruction algebra
of Γ y X at scale s.
Lemma 4.2.8. The Lp assembly map for Γ y X is an isomorphism if and only if
lim
s→∞
K∗(C
∗,p
L,0(Γ y X; s)) = 0.
Proof. We have a short exact sequence
0→ C∗,pL,0(Γ y X; s)→ C∗,pL (Γ y X; s)→ C∗,p(Γ y X; s)→ 0,
which induces the usual six-term exact sequence in K-theory. The lemma then follows
from continuity of K-theory under direct limits, and the preservation of exact sequences
under direct limits of abelian groups.
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Our goal will be to show that if Γ y X has finite dynamic asymptotic dimension, then
lims→∞K∗(C
∗,p
L,0(Γ y X; s)) = 0, and thus the Lp assembly map is an isomorphism.
As indicated in the previous section, we will be working with the transformation
groupoid ΓnX .
Definition 4.2.9. Let s ≥ 0, and let Ps(Γ) be the associated Rips complex of Γ. The
support of z =
∑
g∈Γ tg(z)g ∈ Ps(Γ) is the finite set
supp(z) = {g ∈ Γ : tg(z) 6= 0}.
The support of T = (Ty,z)y,z∈Zs ∈ C∗,p(Γ y X; s) is
supp(T ) =
(gx, gh−1, hx) ∈ ΓnX :
there exist y, z ∈ Ps(Γ) with Ty,z(x) 6= 0,
g ∈ supp(y), and h ∈ supp(z)
 .
With this definition, one sees that
propΓ(T ) = sup{l(gh−1) : (gx, gh−1, hx) ∈ supp(T ) for some x ∈ X}.
Given two subsets A,B ⊂ ΓnX , we write AB for
{ab : a ∈ A, b ∈ B, (a, b) is composable}.
With this notation, the following lemma says that supports of operators in C∗,p(Γ y X; s)
behave as expected under composition of operators.
Lemma 4.2.10. Let S, T ∈ C∗.p(Γ y X; s). Then supp(ST ) ⊂ supp(S)supp(T ).
Proof. Suppose that (gx, gh−1, hx) ∈ supp(ST ). Then there are y, z ∈ Ps(Γ) such
that (ST )y,z(x) 6= 0, g ∈ supp(y), and h ∈ supp(z). Thus there is w ∈ Ps(Γ) such
124
that Sy,w(x) 6= 0 and Tw,z(x) 6= 0. If k ∈ supp(w), then (gx, gk−1, kx) ∈ supp(S)
and (kx, kh−1, hx) ∈ supp(T ), so (gx, gh−1, hx) = (gx, gk−1, kx)(kx, kh−1, hx) ∈
supp(S)supp(T ).
Subgroupoids of ΓnX give rise to subalgebras of the Roe algebra, localization algebra,
and obstruction algebra that we defined earlier.
Lemma 4.2.11. LetG be an open subgroupoid of ΓnX . DefineC[G; s] to be the subspace
of C[Γ y X; s] consisting of all operators T with support contained in a compact subset
of G. Then C[G; s] is a subalgebra of C[Γ y X; s].
Proof. Given Lemma 4.2.10, it suffices to show that ifA andB are two relatively compact
subsets of G, then so is AB. To see this, first suppose that A and B are compact. Then any
net in AB has a convergent subnet since nets in A and nets in B have this property, and so
AB is compact. Now if A and B are relatively compact, then since AB ⊂ A¯B¯ and A¯B¯ is
compact, it follows that AB is relatively compact.
Definition 4.2.12. Let G be an open subgroupoid of Γ n X . Let CL[G; s] denote the
subalgebra of CL[Γ y X; s] consisting of functions a such that
⋃
t∈[0,∞) supp(a(t)) has
compact closure in G.
LetCL,0[G; s] denote the ideal ofCL[G; s] consisting of functions a such that a(0) = 0.
Let C∗,p(G; s), C∗,pL (G; s), and C
∗,p
L,0(G; s) denote the respective closures of C[G; s],
CL[G; s], and CL,0[G; s] in C∗,p(Γ y X; s), C∗,pL (Γ y X; s), and C
∗,p
L,0(Γ y X; s).
Since we will be working mostly with the obstruction algebras, we introduce the fol-
lowing shorthand notation for these algebras. We also need to construct filtrations on these
algebras so as to apply quantitative K-theory to them later.
Definition 4.2.13. Let G be an open subgroupoid of Γ nX , and let s ≥ 0. Set As(G) to
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be C∗,pL,0(G; s). For r ≥ 0, define
As(G)r = {a ∈ CL,0[G; s] : propΓ(a(t)) ≤ r for all t},
which is a linear subspace of As(G).
When G = ΓnX , we will simply write As and Asr.
Lemma 4.2.14. Let G be an open subgroupoid of Γ nX , and let s ≥ 0. Then the family
(As(G))r≥0 of subspaces of As(G) satisfies:
1. if r1 ≤ r2, then As(G)r1 ⊂ As(G)r2;
2. As(G)r1A
s(G)r2 ⊂ As(G)r1+r2 for all r1, r2 ≥ 0;
3.
⋃
r≥0A
s(G)r is dense in As(G).
Proof. Note that a ∈ As(G)r if and only if
• a ∈ CL,0[G; s], and
• l(g) ≤ r whenever (gx, g, x) ∈ supp(a(t)) for some t ≥ 0.
Properties (1) and (3) follow immediately.
For (2), if a ∈ As(G)r1 , b ∈ As(G)r2 , and (gx, g, x) ∈ supp(a(t)b(t)) for some t,
then by Lemma 4.2.10, (gx, g, x) = (gx, gh−1, hx)(hx, h, x) for some (gx, gh−1, hx) ∈
supp(a(t)) and (hx, h, x) ∈ supp(b(t)). Thus l(g) ≤ l(gh−1) + l(h) ≤ r1 + r2 so
ab ∈ As(G)r1+r2 .
Lemma 4.2.15. Let G be an open subgroupoid of ΓnX and let r, s ≥ 0. Then
As(G) · Asr ∪ Asr · As(G) ⊂ As(G+r).
Proof. Follows from Lemma 4.2.10.
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4.3 Lp Baum-Connes Conjecture with Coefficients
In this section, we shall prove the following theorem.
Theorem 4.3.1. Let a countable discrete group Γ act with finite dynamic asymptotic di-
mension on a compact Hausdorff space X . Then the Lp Baum-Connes conjecture holds
for Γ with coefficients in C(X) for p ∈ (1,∞).
First, let us formulate the Lp Baum-Connes conjecture with coefficients. We define the
Lp reduced crossed product as follows:
Let A be a closed subalgebra of B(Lp(Z, µ)) for some measure space (Z, µ) and p ∈
(1,∞). Let Γ be a countable discrete group acting on A by isometric automorphisms. Set
AΓ to be the set of finite sums of the form
∑
g∈Γ agg with ag ∈ A and with the product
given by (∑
g∈Γ
agg
)(∑
h∈Γ
bhh
)
=
∑
g,h∈Γ
agαg(bh)gh,
where α denotes the Γ-action on A. There is a natural faithful representation of AΓ on
`p(Γ, Lp(Z, µ)) given by
(aξ)(h) = αh−1(a)ξ(h),
(gξ)(h) = ξ(g−1h)
for a ∈ A, g, h ∈ Γ, and ξ ∈ `p(Γ, Lp(Z, µ)). We then define the Lp reduced crossed
product Aoλ,p Γ to be the operator norm closure of AΓ in B(`p(Γ, Lp(Z, µ))).
We formulate the Lp Baum-Connes conjecture with coefficients by considering the Lp
reduced crossed product instead of the reduced crossed product C∗-algebra on the right-
hand side of the assembly map.
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Conjecture 4.3.2 (Lp Baum-Connes conjecture for Γ with coefficients inA). The homo-
morphism
µp : K
Γ
∗ (EΓ;A)→ K∗(Aoλ,p Γ)
is an isomorphism, where the left-hand side is the equivariant K-homology with coeffi-
cients in A of the classifying space EΓ for proper Γ-actions, and the right-hand side is the
K-theory of the Lp reduced crossed product.
We will use a particular model forEΓ, namely
⋃
s≥0 Ps(Γ) equipped with the `1 metric
(cf. [1, Section 2]), where Ps(Γ) is the Rips complex of Γ at scale s. The Baum-Connes
assembly map can then be thought of as a map
µp : lim
s→∞
KΓ∗ (Ps(Γ);A)→ K∗(Aoλ,p Γ).
Just as in the C∗-algebra setting (see for example [14, Theorem A.3]), and with essen-
tially the same proof, we have a commutative diagram
KΓ∗ (Ps(Γ);A) K∗(Aoλ,p Γ)....................................................................................................
µp
K∗(C
∗,p
L (Ps(Γ);A)) K∗(C
∗,p(Ps(Γ);A))
.......................................
...
...............................................................
.
0
.......................................
...
where the vertical maps are isomorphisms, which allows us to identify the Lp Baum-
Connes assembly map µp with the evaluation-at-zero map
0 : lim
s→∞
K∗(C
∗,p
L (Ps(Γ);A))→ lims→∞K∗(C
∗,p(Ps(Γ);A)).
In the case where A = C(X), this is the assembly map that we defined in Section 4.2.
Thus proving theLp Baum-Connes conjecture for Γ with coefficients inC(X) amounts
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to proving that the evaluation-at-zero map 0 induces an isomorphism, which is equivalent
to proving that
lim
s→∞
K∗(C
∗,p
L,0(Γ y X; s)) = 0
by Lemma 4.2.8. The proof that we present is modeled after the proof in the C∗-algebraic
setting in [14], and the idea is as follows:
We want to show that for any s0 ≥ 0 and any x ∈ K∗(C∗,pL,0(Γ y X; s0)), there exists
s ≥ s0 such that the map
K∗(C
∗,p
L,0(Γ y X; s0))→ K∗(C∗,pL,0(Γ y X; s))
induced by inclusion sends x to 0. By Proposition 3.2.20, we may pass over to the quan-
titative setting, so it suffices to show that the corresponding homomorphism between the
quantitativeK-theory groups is zero. Via an induction argument using a controlled Mayer-
Vietoris sequence, it comes down to showing that if G is an open subgroupoid of Γ n X
such that G ⊂ {(gx, g, x) ∈ ΓnX : l(g) ≤ s} for some s ≥ 0, then K∗(C∗,pL,0(G; s)) = 0.
For that, roughly speaking, the point is that the assumption on G essentially makes the
associated Rips complex contractible so homotopy invariance will give us the result.
4.3.1 Base case
Recall that we use the shorthand As(G) for C∗,pL,0(G; s). As mentioned above, the base
case of our induction argument involves proving the following.
Proposition 4.3.3. Let G be an open subgroupoid of ΓnX such that
G ⊂ {(gx, g, x) ∈ ΓnX : l(g) ≤ s}
for some s ≥ 0. Then K∗(As(G)) = 0.
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Before getting into the proof of the proposition, we need to fix some terminology that
is standard in the C∗-algebraic setting but perhaps less so when Hilbert spaces are replaced
by other Banach spaces.
Definition 4.3.4. Let E be a complex Banach space. We say that T ∈ B(E) is a partial
isometry if ||T || ≤ 1 and there exists S ∈ B(E) such that ||S|| ≤ 1, TST = T , and
STS = S. We call such an S a generalized inverse of T .
Remark 4.3.5.
1. In [30, Section 6], Phillips considers spatial partial isometries on Lp spaces. Such
spatial partial isometries are partial isometries in the sense of the preceding defini-
tion but the converse is not true.
2. If (Z, µ) is a σ-finite measure space, p ∈ [1,∞) \ {2}, and T ∈ B(Lp(Z, µ)) is an
isometric (but not necessarily surjective) linear map, then it follows from Lamperti’s
theorem [21] that T is a partial isometry in the sense above, and one can find a
generalized inverse S such that ST = I (also see [30, Section 6]). Hereafter, we
will denote such an S by T †.
Definition 4.3.6. If A ⊂ B(Lp(µ)) is an Lp operator algebra, then we say that b ∈
B(Lp(µ)) is a multiplier of A if bA ⊂ A and Ab ⊂ A. We say that b ∈ B(Lp(µ)) is an
isometric multiplier of A if b is an isometry and both b and b† are multipliers of A. The set
of all multipliers of A is denoted by M(A).
Fixing G as above and s ≥ 0, we make the following definitions:
• Ps(G) = {(z, x) ∈ Ps(Γ)×X : (gx, g, x) ∈ G for all g ∈ supp(z)}.
• ZG = (Zs ×X) ∩ Ps(G).
• EG = `p(ZG, `p ⊗ `p(Γ)) = `p(ZG)⊗ `p ⊗ `p(Γ).
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Note that EG is a subspace of Es. Moreover, the faithful representation of C∗,p(G; s)
on Es restricts to a faithful representation on EG. Thus we will consider C∗,p(G; s)
as faithfully represented on EG, and As(G) := C
∗,p
L,0(G; s) as faithfully represented on
Lp([0,∞), EG).
Also, if (z, x) ∈ Ps(G) and supp(z) = {g1, . . . , gn}, then {e, g1, . . . , gn} also spans
a simplex ∆ in Ps(Γ) such that ∆ × {x} is contained in Ps(G). Hence the family of
functions
Hr : Ps(G)→ Ps(G), (z, x) 7→ ((1− r)z + re, x) (0 ≤ r ≤ 1)
defines a homotopy between the identity map on Ps(G) and the projection onto the subset
{(z, x) ∈ Ps(G) : z = e}, which we may identify with the unit space G(0).
In the definition of C[Γ y X; s], we may use K∞Γ , the algebra of compact operators
on (
⊕∞
n=0 `p ⊗ `p(Γ))p ∼= (
⊕∞
n=0 `p)p ⊗ `p(Γ), thereby obtaining another Lp Roe algebra
C∗,p(Γ y X;K∞Γ ; s). Moreover, fixing an isometric isomorphism φ : `p
∼=→ (⊕∞n=0 `p)p
gives an isomorphism
C∗,p(Γ y X; s) ∼= C∗,p(Γ y X;K∞Γ ; s).
We also have the corresponding statements for the Lp localization algebras and obstruction
algebras defined earlier.
For each n, define an isometry un,0 : `p → (
⊕∞
n=0 `p)p by inclusion as the nth sum-
mand, and define u†n,0 : (
⊕∞
n=0 `p)p → `p by projection onto the nth summand. Then
u†n,0un,0 = I`p for all n, and u
†
n,0um,0 = 0 when n 6= m. Define un : Lp([0,∞), EG) →
Lp([0,∞), E∞G ) to be the operator induced by tensoring un,0 with the identity on the other
factors, where E∞G = (
⊕∞
n=0EG)p, and define u
†
n similarly using u
†
n,0. Then u
†
nun = I for
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all n, and u†num = 0 when n 6= m.
Given a ∈ B(`p), consider a∞ = a⊕a⊕· · · ∈ B((
⊕∞
n=0 `p)p). Then µ(a) = a
∞ is an
isometric homomorphism B(`p) → B((
⊕∞
n=0 `p)p). We may also consider the isometry
v ∈ B((⊕∞n=0 `p)p) given by the right shift taking the nth summand onto the (n + 1)st
summand. Denote by v† ∈ B((⊕∞n=0 `p)p) the left shift. Then vµ(a)v† = 0⊕ a⊕ a⊕ · · ·
for all a ∈ B(`p). With u0,0 as above, u0,0au†0,0 is given by a⊕0⊕0⊕· · · for all a ∈ B(`p).
Now a 7→ µ+1(a) := vµ(a)v† and a 7→ µ0(a) := u0,0au†0,0 are bounded homomorphisms
B(`p)→ B((
⊕∞
n=0 `p)p).
Now given a ∈ B(Lp([0,∞), EG)), consider the bounded linear operator µ(a) = a∞
on Lp([0,∞), E∞G ). Proceeding similarly as above, we get bounded homomorphisms
µ, µ+1, µ0 : B(Lp([0,∞), EG))→ B(Lp([0,∞), E∞G )).
Moreover, each of them mapsAs(G) intoAs(G;K∞Γ ), andM(As(G)) intoM(As(G;K∞Γ )).
Lemma 4.3.7. Let A be a unital Banach algebra, and let I be an ideal in A. If u ∈ A is
invertible, then Adu(a) := uau−1 induces the identity on K∗(I).
Proof. Consider the double of A along I , i.e., D = {(a, b) ∈ A ⊕ A : a − b ∈ I}. Then
I is an ideal in D via the first coordinate inclusion ι, and D/ι(I) ∼= A via the second
coordinate projection. The diagonal inclusion δ : A → D given by a 7→ (a, a) gives a
splitting of the quotient homomorphism so ι∗ : K∗(I)→ K∗(D) is injective.
Now w = (u, u) is invertible in D, and (a, b) 7→ w(a, b)w−1 induces the identity in
K∗(D). Moreover, we have the following commutative diagram:
I D
I D
........................................................................................................
.ι
........................................................................................................
.ι
.......................................
...
a 7→ uau−1
.......................................
...
(a, b) 7→ w(a, b)w−1
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It follows that a 7→ uau−1 induces the identity map on K∗(I).
The following lemma is an Lp version of a fairly standard result in the K-theory of
C∗-algebras (cf. [16, Lemma 4.6.2]).
Lemma 4.3.8. Let α : A→ C be a bounded homomorphism of Lp operator algebras with
C ⊂ B(Lp(µ)), and let v ∈ B(Lp(µ)) be an isometric multiplier of C. Then the map
a 7→ vα(a)v† is a bounded homomorphism from A to C, and induces the same map as α
in K-theory.
More generally, if v ∈ B(Lp(µ)) is a partial isometry and a multiplier of C, w is a
generalized inverse of v that is also a multiplier of C, and α(a)wv = α(a) = wvα(a) for
all a ∈ A, then the map Adv,w(α(a)) := vα(a)w is a bounded homomorphism from A to
C, and induces the same map as α in K-theory.
Proof. We prove the more general statement. Consider the top-left corner inclusion j :
C →M2(C), which induces an isomorphism j∗ onK∗(C). Let u =
 v 1− vw
1− wv w
,
which is invertible in M2(M(C)) with inverse
 w 1− wv
1− vw v
. By the previous
lemma, Adu induces the identity on K∗(C). Since α(a)wv = α(a) = wvα(a) for all a ∈
A, we have j◦Adv,w◦α(a) = Adu◦j◦α from which it follows that (Adv,w◦α)∗ = α∗.
Lemma 4.3.9. K∗(M(As(G))) = 0.
Proof. Note that µ, µ+1 : M(As(G)) → M(As(G;K∞Γ )) induce the same map in K-
theory by the previous lemma. Moreover, since µ0(a)µ+1(a) = µ+1(a)µ0(a) = 0 for
all a ∈ M(As(G)) and µ = µ0 + µ+1, the induced maps in K-theory satisfy µ∗ =
µ0∗ + µ
+1
∗ = µ
0
∗ + µ∗. Hence µ
0
∗ = 0. But µ
0 induces an isomorphism in K-theory so
K∗(M(As(G))) = 0.
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For each z ∈ Zs such that (z, x) ∈ Ps(G) for some x ∈ X , letEz be a copy of `p so that
we have an isometric isomorphism `p ∼= (
⊕
z∈Z Ez)p, and let wz : `p⊗`p(Γ)→ `p⊗`p(Γ)
be an isometry with range Ez ⊗ `p(Γ). For each r ∈ Q ∩ [0, 1], define
w(r) : `p(ZG)⊗ `p ⊗ `p(Γ)→ `p(ZG)⊗ `p ⊗ `p(Γ)
by δz,x ⊗ η 7→ δ(1−r)z+re,x ⊗ wzη, which is a well-defined isometry.
For t ≥ 0 and n ∈ N ∪ {∞}, define an isometry
vn(t) : `p(ZG)⊗ `p ⊗ `p(Γ)→ `p(ZG)⊗ `p ⊗ `p(Γ)
in the following way:
1. for t < n, vn(t) = w(0) (in particular, v∞(t) = w(0) for all t);
2. for m ∈ [n, 2n) ∩ N, t ∈ [m,m+ 1), (z, x) ∈ ZG with z 6= e, and η ∈ `p ⊗ `p(Γ),
vn(t)(δz,x ⊗ η) =(∣∣∣cos(pi
2
(t−m)
)∣∣∣w(m− n
n
)
+
∣∣∣sin(pi
2
(t−m)
)∣∣∣w(m+ 1− n
n
))
(δz,x ⊗ η);
3. for t ∈ [n, 2n), (e, x) ∈ ZG, and η ∈ `p ⊗ `p(Γ),
vn(t)(δe,x ⊗ η) = δe,x ⊗ weη;
4. for t ≥ 2n, vn(t) = w(1).
One can check that the map [0,∞) → B(`p(ZG) ⊗ `p ⊗ `p(Γ)), t 7→ vn(t), is norm
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continuous for each n. Now define an isometry
vn : Lp([0,∞), EG)→ Lp([0,∞), EG)
for each n by (vnξ)(t) = vn(t)(ξ(t)) for ξ ∈ Lp([0,∞), EG).
Let a ∈ CL,0[G; s] and let T = a(t) for some fixed t ∈ [0,∞). The matrix entries
(vn(t)Tvn(t)
†)y,z(x) of vn(t)Tvn(t)† will be linear combinations of at most four terms of
the form w†zTHr1 (y),Hr2 (z)(x)w
†
y, where r1, r2 ∈ Q ∩ [0, 1] and |r1 − r2| < 1m whenever
t > 2
m
. It follows that the Rips-propagation of vn(t)a(t)vn(t)† is at most propRipsa(t) +
min(1, 2|t−1|), so vnav
†
n ∈ CL,0[G; s].
Also, the operators St := vn+1(t)vn(t)† on `p(ZG) ⊗ `p ⊗ `p(Γ) have matrix entries
(St)y,z that act as constant functions X → B(`p ⊗ `p(Γ)), their Rips-propagation tends
to zero as t → ∞, and they have Γ-propagation at most s for all t. Hence vn+1v†n is a
multiplier of As(G) for all n.
Lemma 4.3.10. Let A be a unital Banach algebra, and let I be an ideal in A. Define the
double of A along I to be D = {(a, b) ∈ A ⊕ A : a − b ∈ I}. Assume that A has trivial
K-theory. Then the inclusion ι : I → D given by a 7→ (a, 0) induces an isomorphism in
K-theory, and the diagonal inclusion δ : I → D given by a 7→ (a, a) induces the zero
map on K-theory.
Proof. Note that ι(I) is an ideal in D, and D/ι(I) is isomorphic to A via the second
coordinate projection. Since K∗(A) = 0, it follows from the six-term exact sequence that
ι induces an isomorphism in K-theory.
On the other hand, δ factors through the diagonal inclusion A → D, a 7→ (a, a), so δ
induces the zero map on K-theory since K∗(A) = 0.
We shall apply the lemma in the case where A = M(As(G)) and I = As(G) to prove
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the next proposition.
Proposition 4.3.11. Let vn : Lp([0,∞), EG)→ Lp([0,∞), EG) be as defined above. Then
the maps a 7→ v0av†0 and a 7→ v∞av†∞ induce the same map K∗(As(G))→ K∗(As(G)).
Proof. Given a ∈ As(G), define
α(a) = (
∞⊕
n=0
vnav
†
n,
∞⊕
n=0
v∞av†∞) ∈ As(G;K∞Γ )⊕ As(G;K∞Γ ).
Also define
β(a) = (
∞⊕
n=0
vn+1av
†
n+1,
∞⊕
n=0
v∞av†∞) ∈ As(G;K∞Γ )⊕ As(G;K∞Γ ).
Let D be the double of M(As(G;K∞Γ )) along As(G;K∞Γ ), and let
C = {(c, d) ∈ D : d =
∞⊕
n=0
v∞av†∞ for some a ∈ As(G)},
which is a closed subalgebra of D. Moreover, α and β are bounded homomorphisms with
image in C. Consider w = (w1, w2), where w1 =
⊕∞
n=0 vn+1v
†
n and w2 =
⊕∞
n=0 v∞v
†
∞.
Note that w1 ∈ M(As(G;K∞Γ )). We claim that w is a multiplier of C. Indeed, if (c, d) ∈
C, then w2d = dw2 = d so it suffices to show that cw1− d and w1c− d are in As(G;K∞Γ ).
We will only consider w1c− d since the other case is similar. Now w1c− d = w1(c− d) +
(w1d− d) so it suffices to show that w1d− d ∈ As(G;K∞Γ ). But w1d− d = (w1−w2)d =⊕∞
n=0(vn+1v
†
n− v∞v†∞)v∞av†∞ ∈ As(G;K∞Γ ) since vn(t) = v∞(t) for each fixed t and all
n > t. Similarly, w† = (w†1, w
†
2) is a multiplier of C. Now β(a) = wα(a)w
† for all a ∈ A.
Moreover, α(a)w†w = α(a) = w†wα(a) for all a ∈ A so α and β induce the same map
K∗(As(G)) → K∗(C), and thus the same map K∗(As(G)) → K∗(D) upon composing
with the map induced by the inclusion of C into D.
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Let u be the isometric multiplier of As(G;K∞Γ ) induced by the right shift. Then (u, u)
is a multipler of D, and conjugating β(a) by (u, u) gives
γ(a) =
(
0⊕
∞⊕
n=1
vnav
†
n, 0⊕
∞⊕
n=1
v∞av†∞
)
.
Thus β and γ induce the same map K∗(A) → K∗(D). On the other hand, the homomor-
phism δ : As(G)→ D given by
a 7→ (v∞av†∞ ⊕ 0⊕ 0⊕ · · · , v∞av†∞ ⊕ 0⊕ 0⊕ · · · )
induces the zero map on K-theory by the previous lemma. Also, γ(a)δ(a) = δ(a)γ(a) =
0. Hence
α∗ = β∗ = γ∗ = γ∗ + δ∗ = (γ + δ)∗ : K∗(As(G))→ K∗(D).
Let ψ0, ψ∞ : As(G)→ D be the homomorphisms defined by
ψ0(a) = (v0av
†
0 ⊕ 0⊕ 0⊕ · · · , 0),
ψ∞(a) = (v∞av†∞ ⊕ 0⊕ 0⊕ · · · , 0).
Also define ζ : As(G)→ D by
ζ(a) =
(
0⊕
∞⊕
n=1
vnav
†
n,
∞⊕
n=0
v∞av†∞
)
.
Note that ζ(a)ψ0(a) = ψ0(a)ζ(a) = ζ(a)ψ∞(a) = ψ∞(a)ζ(a) = 0 for all a ∈ As(G).
Also, ψ0 + ζ = α and ψ∞ + ζ = γ + δ. Hence
(ψ0)∗ + ζ∗ = α∗ = (γ + δ)∗ = (ψ∞)∗ + ζ∗,
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so ψ0 and ψ∞ induce the same maps on K-theory.
Finally, if ι : As(G)→ D is the inclusion into the first factor (whereD is now regarded
as the double of M(As(G)) along As(G)), then ψi(a) is given by the composition
a 7→ viav†i ι7→ (viav†i , 0) 7→ (viav†i ⊕ 0⊕ 0⊕ · · · , 0),
and the last two maps induce isomorphisms in K-theory, so a 7→ v0av†0 and a 7→ v∞av†∞
induce the same map in K-theory.
Now it remains to show that a 7→ v∞av†∞ induces the identity map on K∗(As(G))
while a 7→ v0av†0 induces the zero map on K∗(As(G)). This will complete the proof of
Proposition 4.3.3.
Lemma 4.3.12. The map φ∞ : K∗(As(G))→ K∗(As(G)) induced by conjugation by v∞
is the identity map.
Proof. Since v∞(t) = w(0) for all t, and w(0) is an isometric multiplier of As(G), φ∞
induces the identity map in K-theory.
Lemma 4.3.13. The map φ0 : K∗(As(G))→ K∗(As(G)) induced by conjugation by v0 is
the zero map.
Proof. Let G(0) be the unit space of G, which is an open subgroupoid of Γ n X . We
may then consider As(G(0)). In fact, φ0 factors through K∗(As(G(0))), i.e., we have a
commutative diagram
K∗(As(G)) K∗(As(G)).....................................................
φ0
K∗(As(G(0)))
........................................
.. ...
...
...
...
...
...
...
...
...
...
......
...
so it suffices to show that K∗(As(G(0))) = 0.
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For each n ∈ N and a ∈ As(G(0)), define
a(n)(t) =

a(t− n) for t ≥ n
0 for t < n
.
Note that a(n) ∈ As(G(0)). Now define α : As(G(0))→ As(G(0);K∞Γ ) by a 7→
⊕∞
n=0 a
(n).
We also have the “top corner inclusion” ι : As(G(0)) → As(G(0);K∞Γ ) given by a 7→
a⊕0⊕0⊕· · · . Using uniform continuity of elements inAs(G(0)) together with arguments
similar to those above, we see that α∗ + ι∗ = α∗ so ι∗ = 0. But ι induces an isomorphism
in K-theory so it follows that K∗(As(G(0))) = 0.
4.3.2 Inductive step
Given two open subgroupoids of Γ n X , we will consider associated subalgebras of
As := C∗,pL,0(Γ y X; s). However, the filtrations we put on these subalgebras are not the
induced filtrations from As.
Definition 4.3.14. Fix s0 ≥ 0. Let G0 and G1 be open subgroupoids of Γ n X , and let
s ≥ s0. For r ≥ 0, define
Ar = A
s0(G+r0 )r + A
s0(G+r1 )r + A
s(G+r0 ∩G+r1 ),
and
A =
⋃
r≥0
Ar,
taking closure in the norm of As.
Also define
Ir = A
s0(G+r0 )r + A
s(G+r0 ∩G+r1 ), Jr = As0(G+r1 )r + As(G+r0 ∩G+r1 ),
139
and
I =
⋃
r≥0
Ir, J =
⋃
r≥0
Jr.
Lemma 4.3.15. With notation as above, (Ar)r≥0 is a filtration for A. Moreover, I and J
are ideals in A.
Proof. It is clear that Ar0 ⊂ Ar if r0 ≤ r, and that
⋃
r≥0Ar is dense in A. By Lemmas
4.2.10 and 4.2.15, it follows that for r1, r2 ≥ 0,
As0(G+r1i )r1 · As0(G+r2i )r2 ⊂ As0(G+(r1+r2)i )r1+r2
for i = 0, 1, while
As0(G+r10 )r1 · As0(G+r21 )r2 ⊂ As0(G+(r1+r2)0 )r1+r2 ∩ As0(G+(r1+r2)1 )r1+r2 .
Also,
As(G+r10 ∩G+r11 ) · As(G+r20 ∩G+r21 ) ⊂ As(G+(r1+r2)0 ∩G+(r1+r2)1 )
and
As0(G+r1i )r1 · As(G+r20 ∩G+r21 ) ⊂ As((G+r20 ∩G+r21 )+r1)
⊂ As((G+r20 )+r1 ∩ (G+r21 )+r1)
⊂ As(G+(r1+r2)0 ∩G+(r1+r2)1 ).
Hence (Ar)r≥0 is a filtration for A, while I and J are ideals in A.
Now we need to check that the ideals in Definition 4.3.14 satisfy the hypotheses for
our controlled Mayer-Vietoris sequence. To do so, we shall make use of partitions of unity
and associated multiplication operators.
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Definition 4.3.16. Let K be a compact subset of X , let {U0, . . . , Ud} be a finite open
cover of K, and let {φ0, . . . , φd} be a subordinate partition of unity. Let s ≥ 0. For
i ∈ {0, . . . , d}, let Mi be the multiplication operator on Es associated to the function
Zs ×X → [0, 1], (z, x) 7→
∑
g∈Γ
tg(z)φi(gx).
Lemma 4.3.17. With notation as above, the operators Mi have the following properties:
1. ||Mi|| ≤ 1.
2. If T ∈ C∗,p(Γ y X; s) satisfies
{x ∈ X : (gx, g, x) ∈ supp(T ) for some g ∈ Γ} ⊂ K,
then T = T (M0 + · · ·+Md).
3. For any T ∈ C∗,p(Γ y X; s) with Γ-propagation at most r, and i ∈ {0, . . . , d}, we
have
supp(TMi) ⊂
{
(gx, g, x) ∈ ΓnX : x ∈
⋃
l(h)≤s
h · Ui, l(g) ≤ r
}
∩ supp(T ).
Proof. Each Mi is a multiplication operator associated to a function taking values in [0, 1]
so it follows that ||Mi|| ≤ 1.
For i ∈ {0, . . . , d}, T ∈ C∗,p(Γ y X; s), y, z ∈ Ps(Γ), and x ∈ X , we have
(TMi)y,z(x) = Ty,z(x) ·
∑
h∈Γ
th(z)φi(hx).
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Hence
(T (M0 + · · ·+Md))y,z(x) = Ty,z(x) ·
∑
h∈Γ
th(z)(φ0(hx) + · · ·+ φd(hx)).
Suppose that {x ∈ X : (gx, g, x) ∈ supp(T ) for some g ∈ Γ} ⊂ K. If Ty,z(x) 6= 0,
then (gx, gh−1, hx) ∈ supp(T ) for all g ∈ supp(y) and h ∈ supp(z). In particular,
hx ∈ K for all h ∈ supp(z), so
∑
h∈Γ
th(z)(φ0(hx) + · · ·+ φd(hx)) =
∑
h∈Γ
th(z) = 1,
and this proves (2).
Suppose that (gx, gk−1, kx) ∈ supp(TMi), where T ∈ C∗,p(Γ y X; s) has Γ-
propagation at most r. Then there exist y, z ∈ Ps(Γ) with g ∈ supp(y), k ∈ supp(z),
and (TMi)y,z(x) 6= 0. In particular, Ty,z(x) 6= 0, so (gx, gk−1, kx) ∈ supp(T ) and
l(gk−1) ≤ r. We also have ∑h∈Γ th(z)φi(hx) 6= 0, so there exists h ∈ supp(z) with
φi(hx) 6= 0, and thus hx ∈ Ui. Since h, k ∈ supp(z), and z ∈ Ps(Γ), we have
l(kh−1) ≤ s. Now kx = (kh−1)hx ∈ kh−1 · Ui, and this proves (3).
In Section 3.4, we have shown the existence of a controlled Mayer-Vietoris sequence
under certain hypotheses. Here, we shall state the hypotheses in a slightly less general
manner (by omitting certain parameters) that suffices for our application. On the other
hand, we also give ourselves a bit more flexibility in terms of propagation control. One
can check that the proofs carry over after adjusting the propagation parameter.
Definition 4.3.18. Let A be a filtered Lp operator algebra with filtration (Ar)r≥0. A con-
trolled Mayer-Vietoris pair for A is a pair (A∆1 , A∆2) of Banach subalgebras of A as-
sociated with a pair (∆1,∆2) of closed linear subspaces of As satisfying the following
conditions:
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• There exists ρ : [0,∞) → [0,∞) with ρ(r) ≥ r such that for any r ≥ 0, any
positive integer n, and any x ∈ Mn(Ar), there exist x1 ∈ Mn(∆1 ∩ Aρ(r)) and
x2 ∈Mn(∆2 ∩ Aρ(r)) such that x = x1 + x2 and max(||x1||, ||x2||) ≤ ||x||;
• A∆i has filtration (A∆i∩Ar)r≥0, andA∆i contains ∆i+A4s∆i+∆iA4s+A4s∆iA4s;
• For any r ≥ 0, any ε > 0, any positive integer n, any x ∈ Mn(A∆1,r) and y ∈
Mn(A∆2,r) with ||x − y|| < ε, there exists z ∈ Mn(A∆1,ρ(r) ∩ A∆2,ρ(r)) such that
max(||z − x||, ||z − y||) < ε, where ρ is as above.
Remark 4.3.19. If A∆i is a closed ideal in A, and we let ∆i = A∆i , then the second part
of the second condition above is automatically satisfied.
Theorem 4.3.20. There exists a control pair (λ, h) such that for any filtered Lp algebra A
and any controlled Mayer-Vietoris pair (A∆1 , A∆2) for A, we have the following (λ, h)-
exact sequences:
K1(A∆1 ∩ A∆2) K1(A∆1)⊕K1(A∆2) K1(A)
K0(A) K0(A∆1)⊕K0(A∆2) K0(A∆1 ∩ A∆2)
........................................................................
.
(j1,2∗, j2,1∗)
....................................................................................................
.
j1∗ − j2∗
.........................................................................
(j1,2∗, j2,1∗)
.....................................................................................................
j1∗ − j2∗
.......................................
...
∂
K1(SA∆1 ∩ SA∆2) K1(SA∆1)⊕K1(SA∆2) K1(SA)
K0(SA) K0(SA∆1)⊕K0(SA∆2) K0(SA∆1 ∩ SA∆2)
................................................................
.
(j1,2∗, j2,1∗)
..................................................................................................
.
j1∗ − j2∗
.................................................................
(j1,2∗, j2,1∗)
...................................................................................................
j1∗ − j2∗
.......................................
...
∂
where j1,2, j2,1, j1, and j2 are the respective inclusion maps, and SA = C0((0, 1), A)
denotes the suspension of A.
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Lemma 4.3.21. The pair (I, J) in Definition 4.3.14 is a controlled Mayer-Vietoris pair
for A.
Proof. Let Ui be the unit space of G+r0i for i = 0, 1. If a ∈ Ar0 , then
K := {x ∈ X : (gx, g, x) ∈ supp(a(t)) for some t ∈ [0,∞), g ∈ Γ}
is a compact subset of U0 ∪ U1. Let M0,M1 be the multiplication operators defined with
respect to the compact set K, the open cover {U0, U1}, and some choice of subordinate
partition of unity {φ0, φ1}. By the previous lemma, we have a(t)(M0 +M1) = a(t) for all
t. Moreover, ||a(t)Mi|| ≤ ||a(t)|| for i = 0, 1. It remains to show that t 7→ a(t)M0 is in Ir
and t 7→ a(t)M1 is in Jr for some r ≥ r0 (that may depend on s0 but not on s). We will
focus on the case of M0 since the other case is similar.
Write a = b0 +b1 +cwith bi ∈ As0(G+r0i )r0 and c ∈ As(G+r00 ∩G+r01 ). By the previous
lemma, we have supp(b0(t)M0) ⊂ supp(b0(t)) and also supp(c(t)M0) ⊂ supp(c(t)) so
t 7→ b0(t)M0 is in As0(G+r00 )r0 ⊂ Ir0 and t 7→ c(t)M0 is in As(G+r00 ∩G+r01 ) ⊂ Ir0 .
Now assume that (gx, gh−1, hx) ∈ supp(b1(t)M0) for some t. Then there exist y, z ∈
Ps(Γ) such that g ∈ supp(y), h ∈ supp(z), and (b1(t)M0)y,z(x) 6= 0. In particular,
(b1(t))y,z(x) 6= 0 so y, z ∈ Ps0(Γ) and l(gh−1) ≤ r0. Also,
∑
k∈Γ tk(z)φ0(kx) 6= 0 so
there exists k ∈ supp(z) such that φ0(kx) 6= 0, and thus kx is in U0, the unit space of
G+r00 . Hence
(gx, gh−1, hx) = (gx, gk−1, kx)(kx, kh−1, hx)
∈ (G+r00 )+r0 · (G+r00 )+s0 ⊂ G+(2r0+s0)0 .
Hence t 7→ b1(t)M0 is inAs0(G+(2r0+s0)0 )2r0+s0 ⊂ I2r0+s0 , and so t 7→ a(t)M0 is in I2r0+s0 .
Next, suppose that a0 ∈ Ir0 and a1 ∈ Jr0 such that ||a0− a1|| < ε. Again, let Ui be the
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unit space of G+r0i for i = 0, 1. Consider
Ki := {x ∈ X : (gx, g, x) ∈ supp(ai(t)) for some t ∈ [0,∞), g ∈ Γ}
for i = 0, 1, and let K = K1 ∪K2, a compact subset of U0 ∪U1. Let M0,M1 be the multi-
plication operators defined with respect to the compact setK, the open cover {U0, U1}, and
some choice of subordinate partition of unity {φ0, φ1}. Define b(t) = a0(t)M1 +a1(t)M0.
Then b ∈ I2r0+s0 ∩J2r0+s0 , and since ai(t) = ai(t)(M0 +M1) by the choice of K, we have
||ai(t)− b(t)|| ≤ ||a0(t)− a1(t)|| < ε for i = 0, 1.
Proposition 4.3.22. Let λ and P be as in Theorem 4.3.20 and Proposition 3.2.21 respec-
tively. Let Γ y X be an action. Let r0, s0 ≥ 0, d ∈ N, and N ≥ 1. Then there
is r ≥ max(r0, s0) that depends only on the action, r0, s0, d, and N , and there exists
0 < ε < 1
20
that depends only on N with the following property:
Let G be an open subgroupoid of ΓnX such that there are open subsets U0, . . . , Ud of X
with the following properties:
1. the unit space G(0) equals
⋃d
i=0 Ui;
2. for each i ∈ {0, . . . , d}, if Gi is the subgroupoid of ΓnX generated by
{
(gx, g, x) ∈ ΓnX : x ∈
⋃
l(h)≤r
h · Ui, l(g) ≤ r
}
,
then the expansion G+ri has compact closure.
Then for any s ≥ max(r0, s0) with
d⋃
i=0
G+ri ⊂ {(gx, g, x) ∈ ΓnX : l(g) ≤ s},
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there exists N ′ ≥ N such that the inclusion map
Kε,r0,N∗ (A
s0(G))→ K
1
20
,s,N ′
∗ (As(G+r))
is the zero map.
Proof. First consider the case d = 0. By assumption, the subgroupoid G′ of G generated
by {(gx, g, x) ∈ ΓnX : x, gx ∈ G(0), l(g) ≤ r0} has compact closure. Then
G ∩ {(gx, g, x) ∈ ΓnX : l(g) ≤ r0} = G′ ∩ {(gx, g, x) ∈ ΓnX : l(g) ≤ r0}
so As0(G)r0 = A
s0(G′)r0 , and therefore the natural map
K
1
20PN
,r0,N
∗ (As0(G′))→ K
1
20PN
,r0,N
∗ (As0(G))
is the identity map. On the other hand, As(G′)s = As(G′) for s ≥ max(r0, s0). By
Proposition 4.3.3, K∗(As(G′)) = 0 so for any x ∈ K
1
20PN
,s,N
∗ (As(G′)), there exists N ′ ≥
N such that x = 0 in K
1
20
,s,N ′
∗ (As(G′)). We have a commutative diagram
K
1
20PN
,r0,N
∗ (As0(G′)) K
1
20
,s,N ′
∗ (As(G′))...................................................................
..
K
1
20PN
,r0,N
∗ (As0(G)) K
1
20
,s,N ′
∗ (As(G))
....
....
....
....
....
......
=
........................................................................
.
....
....
....
....
....
....
.......
which gives us the conclusion in the case d = 0.
Now suppose the result holds for some d ∈ N. We want to prove the statement given
r0, s0, d+ 1, and N . We first consider the odd case. By Theorem 4.3.20, we have a control
pair (λ, h) and a (λ, h)-controlled exact Mayer-Vietoris sequence. In particular, for every
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0 < ε < 1
20λN
, r ≥ 0, and N ≥ 1, we have a well-defined controlled boundary map
∂ : Kε,r,N1 (A)→ KλNε,hε,Nr,λN0 (I ∩ J)
such that if x ∈ Kε,r,N1 (A) and ∂(x) = 0, then there exist y ∈ KλNε,hε,Nr,λN1 (I) and
z ∈ KλNε,hε,Nr,λN1 (J) with x = y+ z in KλNε,hε,Nr,λN1 (A). In the rest of the proof, we will
write hN for h 1
20
,N .
By the induction hypothesis, there exists r1 ≥ max(hNr0, s0) such that the result holds
with respect to d. We will show that r = r1 + hNr0 + r0 + s0 works. Let G be an open
subgroupoid of ΓnX , and let U0, . . . , Ud+1 be open subsets of X be as in the assumptions
for the d + 1 case. Set W0 =
⋃d
i=0 Ui and W1 = Ud+1 so that G
(0) = W0 ∪ W1. For
i = 0, 1, let Gi be the open subgroupoid of ΓnX generated by
{
(gx, g, x) ∈ ΓnX : x ∈
⋃
l(h)≤s0
h ·Wi, l(g) ≤ r0
}
.
We claim that
As0(G)r0 ⊂ As0(G0)r0 + As0(G1)r0 . (4.1)
Indeed, let a ∈ As0(G)r0 so that
K := {x ∈ X : (gx, g, x) ∈ supp(a(t)) for some t ∈ [0,∞)}
is a compact subset of G(0). Let M0 and M1 be the multiplication operators defined with
respect to the compact set K, the open cover {W0,W1}, and some choice of subordinate
partition of unity. Then a(t) = a(t)(M0 +M1) for all t. Moreover,
supp(a(t)Mi) ⊂
{
(gx, g, x) ∈ ΓnX : x ∈
⋃
l(h)≤s0
h ·Wi, l(g) ≤ r0
}
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so t 7→ a(t)Mi is in As0(Gi)r0 , thereby proving the claim.
Now, let s ≥ max(r0, s0) with
⋃d+1
i=0 G
+r
i ⊂ {(gx, g, x) ∈ Γ n X : l(g) ≤ s}. In
particular, we have s ≥ r. For i ∈ {0, . . . , d}, let
Vi =
⋃
l(h)≤hNr0+s0
h · Ui,
which is open inX . By the definition of G0, we see that the unit space of G+hNr00 is
⋃d
i=0 Vi.
Moreover, if Hi is the subgroupoid of ΓnX generated by
{(gx, g, x) ∈ ΓnX : x ∈
⋃
l(h)≤r1
h · Vi, l(g) ≤ r1},
then since r ≥ r1 + hNr0 + s0, the assumptions on U0, . . . , Ud+1 imply that each H+r1i
has compact closure contained in {(gx, g, x) ∈ Γ n X : l(g) ≤ s}. By the induction
hypothesis applied to G+hNr00 , there exist 0 < ε0 < 120 and N0 ≥ N such that the map
Kε0,s,N1 (A
s(G+hNr00 ))→ K
1
20
,s,N0
1 (A
s(G+(hNr0+r1)0 )) (4.2)
is the zero map.
Let ε1 = ε0λNP 2N and let x ∈ K
ε1,r0,N
1 (A
s0(G)). Let A, I , and J be defined with respect
to G0 and G1 as in Definition 4.3.14. We may regard x as an element in Kε1,r0,N1 (A) since
As0(G)r0 ⊂ As0(G0)r0 + As0(G1)r0 ⊂ Ar0 . Then ∂(x) ∈ KλNε1,hNr0,λN0 (I ∩ J). But
I ∩ J ∩ AhNr0 can be identified with As(G+hNr00 ∩ G+hNr01 ) so we may regard ∂(x) as an
element in KλNε1,hNr0,λN0 (A
s(G+hNr00 ∩ G+hNr01 )).
Since r ≥ max(r0, hNr0, s0), if we let G+r1′ be the subgroupoid generated by
{
(gx, g, x) ∈ ΓnX : x ∈
⋃
l(h)≤r
h ·W1, l(g) ≤ r
}
,
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then we have
G+hNr00 ∩ G+hNr01 ⊂ G+hNr01 ⊂ G+r1′ ⊂ {(gx, g, x) ∈ ΓnX : l(g) ≤ s}, (4.3)
the final inclusion following from the assumptions on s and W1. By Proposition 4.3.3, we
have
K∗(As(G+hNr00 ∩ G+hNr01 )) = 0.
Thus there exists N1 ≥ λN such that ∂(x) = 0 in KλNPNε1,hNr0,N10 (I ∩ J). Now by
controlled exactness, there exist y ∈ KλNPNε1,hNr0,N11 (I) and z ∈ KλNPNε1,hNr0,N11 (J)
with x = y + z in KλNPNε1,hNr0,N11 (A).
Since IhNr0 ⊂ As(G+hNr00 )s and JhNr0 ⊂ As(G+hNr01 )s by the assumption on s and the
observation in (4.3), we may regard y and z as elements in KλNPNε1,s,N11 (A
s(G+hNr00 )) and
KλNPNε1,s,N11 (A
s(G+hNr01 )) respectively. Then there exists N2 ≥ N1 such that y = 0 in
K
1
20
,s,N2
1 (A
s(G+(hNr0+r1)0 )) by (4.2). Since K∗(As(G+hNr01 )) = 0 by Proposition 4.3.3 and
(4.3), there exists N3 ≥ N2 such that z = 0 in Kε0,s,N31 (As(G+hNr01 )).
Finally, G0 and G1 are contained in G+(r0+s0) so each G+(hNr0+r1)i is contained in G+r.
In particular, y and z are both 0 in K
1
20
,s,N3
1 (A
s(G+r)) so x = 0 in K
1
20
,s,N3
1 (A
s(G+r)).
This concludes the proof for the odd case.
One can check that everything from (4.1) onwards holds after taking suspensions
throughout and using the controlled boundary map
∂ : Kε,r,N1 (SA)→ KλNε,hε,Nr,λN0 (SI ∩ SJ).
Thus we also get the result for the even case.
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4.3.3 Proof of main theorem
Theorem 4.3.23. Suppose that Γ y X has finite dynamic asymptotic dimension. Then
lim
s→∞
K∗(C
∗,p
L,0(Γ y X; s)) = 0.
Thus the Lp assembly map in Definition 4.2.6 is an isomorphism. In other words, the Lp
Baum-Connes conjecture holds for Γ with coefficients in C(X)
Proof. As above, we use the shorthand As for C∗,pL,0(Γ y X; s). We need to show that for
any s0 ≥ 0 and any x ∈ K∗(As0), there is s ≥ s0 such that the map K∗(As0) → K∗(As)
induced by inclusion sends x to 0.
Consider the commutative diagram
K∗(As0) K∗(As)........................................................................................................................................
Kε,r,N∗ (A
s0) K
1
20
,s,N ′
∗ (As)
.......................................
...
κ
.............................................................................................................
.
.......................................
...
κ
where the horizontal maps are induced by inclusion, and the vertical maps are the re-
spective maps passing from quantitative K-theory to K-theory. By Proposition 3.2.20,
for any 0 < ε < 1
20
, there exist r ≥ 0 and N ≥ 1 such that x is in the image of
κ : Kε,r,N∗ (A
s0) → K∗(As0). In particular, we apply this to the ε given by Proposition
4.3.22. Then Proposition 4.3.22 and Lemma 4.1.7 imply that there exist s ≥ max{s0, r}
and N ′ ≥ N such that the top horizontal map is zero. Hence the bottom horizontal map
sends x to 0.
Since the left-hand side of the assembly map can be shown to be independent of p, we
have the following consequence, which gives a partial answer to [29, Problem 11.2].
Corollary 4.3.24. Suppose that Γ y X has finite dynamic asymptotic dimension. Then
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the K-theory of the Lp reduced crossed product C(X) oλ,p Γ does not depend on p for
p ∈ (1,∞).
Finally, we remark that the question of whether the K-theory of Lp reduced crossed
products and Lp reduced group algebras depend on p remains open in general but there
has been some recent work in this direction [18, 22].
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5. SUMMARY AND CONCLUSIONS
In this dissertation, we have seen that the idea of quantitative K-theory can be trans-
ferred to the setting of Lp operator algebras (or Banach algebras with an appropriate matrix
norm structure), and we have applied it to investigate the K-theory of Lp reduced crossed
products. Here we give a broad outline of some future prospects.
5.1 Further Study
5.1.1 Lp operator algebras and theirK-theory
It follows from my work that the K-theory of the Lp reduced crossed product does not
depend on p ∈ (1,∞) under the assumption of finite dynamic asymptotic dimension. It
will be interesting to find other conditions under which the K-theory of the Lp reduced
crossed product does not depend on p, or to consider Morita equivalence of these algebras
in the sense of [28]. The same questions apply to the Lp reduced group algebras. There are
some recent results in this direction [18, 22] but these questions remain open in general.
The importance of these questions, say in the case of the group algebras, is that sometimes
it is easier to compute the K-theory of the Lp reduced group algebra for large p (cf. [18])
so if the K-theory of these algebras is independent of p, then we will get a computation
of the K-theory of the reduced group C∗-algebra in particular. Perhaps related to these
questions is the interaction between various analytic/geometric properties of groups and
the structure or K-theory of the Lp reduced group algebras.
Also, one of the questions posed by Chris Phillips in [29] is the following: What is the
K-theory of the Lp group algebra of a finitely generated free group, and more generally,
is there a Pimsner-Voiculescu exact sequence for Lp reduced crossed products by finitely
generated free groups? He also asks whether there are non-trivial idempotents in the Lp
group algebra of free groups. One may also ask about the Lp Baum-Connes conjecture
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with coefficients for groups acting on trees (that is, whether it is equivalent to the Lp
Baum-Connes conjecture with coefficients holding for all vertex stabilizers just like in the
C∗-algebra setting).
5.1.2 Other applications of quantitativeK-theory
Quantitative K-theory makes sense for any C∗-algebra with some geometric structure
given by a length function. This kind of geometric structure is reminiscent of what one
considers in geometric group theory. Indeed, any length function on a group will naturally
give rise to a length function on the group C∗-algebra (and the crossed product C∗-algebra
if the group acts on another C∗-algebra). Finitely generated C∗-algebras can also be given
a natural length function, and some work has been done in extending notions from geo-
metric group theory to the setting of finitely generated algebras [6]. It seems plausible that
quantitative K-theory can be used to give an “algorithm” for computing the K-theory of
finitely generated C∗-algebras (under some geometric assumption), and it will be interest-
ing to see whether there are connections between the geometric properties introduced in
[6] and K-theory of C∗-algebras.
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