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1. INTRODUCTION 
The application of the principle of optimality of dynamic programming 
to the solution of the problem of optimizing non serial systems has been 
widely discussed in the literature [I], [4], [5], [6]. In this context the principle 
of optimality can conveniently be regarded as a decomposition technique 
which, at the cost of some (and often too much) storage, allows breaking the 
optimization problem in many smaller subproblems. 
A recent work of Brioschi and Even [3] deals with the problem of finding 
a decomposition which is optimal from the point of view of minimizing the 
number of operations required with the constraint that the storage space does 
not exceed a prescribed level. In a special case an algorithm for finding an 
optimal solution to this problem (the secondary optimization problem) is 
given. 
This paper follows closely the approach of [3] and presents a new more 
efficient algorithm for finding an optimal solution to the secondary optimiza- 
tion problem. Its structure is as follows. 
(a) Section 2 contains a short survey of those parts of [3] which are 
relevant to this work. This has been done since reference [3] is yet unpu- 
blished. 
(b) Section 3 presents some mathematical results upon which the algo- 
rithm which follows is based. 
(c) In Section 4 the algorithm is described. 
(d) Some concluding remarks can be found in Section 5. 
Some elementary graph and set theory is used throughout the paper, An 
adequate reference is, for instance, Berge [2]. 
* This work has been supported by C.N.R. 
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2. A SUMMARY OF THE PREVIOUS RELATED WORK 
It is well known how the problem 
mjnF(X) = mjn C fi(Xi), 
re1 
where 
is a set of discrete variables, 
I = {I, 2,..., M - I} and xi = {Xi , xi+l} 
can be solved by dynamic programming. For simplicity only, it will be 
assumed that all the variables have the same range, namely that each variable 
can assume u values. The function F(X) is called the cost function and the 
functions fi(Xi) are the components of the cost function. Each component is 
specified by means of a stored table consisting of three columns (for xi , xi+1 
and fJ and us rows. 
With the aim of introducing, also from the point of view of the nomen- 
clature adopted, a more general problem which will be discussed later, the 
dynamic programming solution of the problem stated above will be briefly 
summarized. 
First the variable x1 is considered. Since only the component 
fi(X1) = fi(xl , xs) is affected by x1 , for the minimization of F(X) w.r.t. 
(with respect to) x1 , it is sufficient to compute 
for all the values of xs since x, interacts only with xa and to store the optimizing 
assignment x:(x&. 
Also the stored table fi(xl , xs) must be replaced by the table g,(x,) which, 
thus, behaves like a new component. 
The operation performed which is called the elimination of variable xl 
leaves, therefore, the following problem 
Next x2 is eliminated in this new problem. Since only xs interacts with xs an 
optimal assignment for x2 is computed for all the values of xs and as a result 
the function x$(x3) is stored. 
The dynamic programming procedure consists in eliminating suc- 
cessively the variables x1 , x, ,..., xM . From the stored tables x:(x&, 
~~(%>Y., xif-~ XM 
“,,ackw~rds)::’ ’ 
the optimal assignment for F(X) is obtained oper- 
ating , namely determining successively x&, x2-r ,..., XI*. 
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Next a more general problem is introduced, namely 
where 
m$F(X) = Cfi(Xi), 
iel 
is a set of discrete variables 
I = {I, 2,..., n} and xi c x. 
Each component fi(Xi) of the cost function F(X) is specified by means of a 
stored table with / Xi ) + 1 columns and cJ*‘I rows. For simplicity it has 
been assumed that each variable can assume o values. 
This problem can be solved as follows. First a variable y1 E X is considered. 
For minimizing F(X) w.r.t. yr it is sufficient to compute 
Tp C fitxi) = &(QYd), 
&I, 
where 
and r(y,) is the set of variables which interact with y1 namely those variables 
3ci for which there exists at least one component which contains both xi 
and yr . 
The operation performed which is called the eZimination of the variable y1 
leaves the following problem 
which does not contain y1 and which is of the same form of the original one. 
Then an optimal assignment for X can be found eliminating all the 
variables one by one in some order. 
It is clear now how another optimization problem (the secondary optimiza- 
tion problem) emerges. An optimal assignment for X can be equally obtained 
by M! orders of elimination of the variables in the set X. Which, then, among 
those M! orders is the best from the point of view of minimizing the number 
of operations and/or the storage requirements? 
In order to derive a criterion for ranking the M! orders of elimination it is 
convenient to proceed as follows. 
Two variables xi and xj are said to interact if there exists a component 
fk(Xk) such that both xi and xj belong to Xk. 
Construct an indirected graph G(V, E) called the interaction graph as 
follows: 
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(1) The vertices of the graph are the variables, V = X. 
(2) TWO vertices are connected with an edge if and only if the corre- 
sponding variables interact. 
The elimination of a variable xi implies a new problem in which all the 
tables which contain xi are replaced by a new one containing all the variables 
interacting with it. 
Hence the interaction graph of the new problem is obtained from the 
original one by deleting the variable xi and all the edges emanating from it, 
and connecting all the previously unconnected vertices corresponding to the 
variables interacting with xi . 
The elimination of a variable xi requires the construction and storage of a 
table with d(xJ + 1 variables and hence C@(Q) rows, where d(xi) is thed egree 
of the vertex xI in the corresponding interaction graph. 
The number of operations or table look-ups needed is ~@(~i)+l times the 
number of components in which xi appears. 
Since in most cases the exponential factor is the most decisive, the number 
of components will be ignored. 
Under this assumption, it is clear that an order of elimination which 
minimizes the storage requirements is also optimal for the minimization of 
the number of operations. 
Furthermore an order of elimination will be considered optimal if the 
largest exponent is minimal. The degree of an eliminated vertex xi in a given 
order is called the dimension (of the stored table) associated with the elimination 
of the wertex and denoted by D(xi). The largest degree of the eliminated 
vertices for an order of elimination y1 , ya ,..., yM is called the dimension of the 
order and denoted by D(yl , yz ,..., yM). Finally the minimal dimension for all 
possible orders is called the dimension of the problem or of thegraph G or of the 
set X and denoted by D(G) or D(X). 
As an example consider the problem with interaction graph shown in Fig. 1. 
The dimension of the order x, , x2, x,, x4, x5 is max (3,3,2,1,0) = 3 (see Fig. 2) 
while the dimension of the order xs , x4, x1, xp , x5 is max (2, 2, 2, 1,O) = 2 
(see Fig. 3). In reference [3] an algorithm for determining a minimal dimen- 
FIG. 1. An example of interaction graph. 
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al bJ Cl dJ 
FIG. 2. For the example of Fig. 1 the graphs resulting from the successive elimina- 
tion of x,(a), x,(b), q(c) and x4(d). 
bJ cJ dJ 
FIG. 3. For the example of Fig. 1 the graphs resulting from the successive elimina- 
tion of da), x4@), XI@), x&4. 
sion order, by means of a dynamic programming procedure on the lattice 
of the 2M subsets of the vertices of G, is given. 
Also in [3] more general decompositions (consisting in eliminating more 
than one variable at the same time and in considering multi-level decomposi- 
tions) are considered. 
3. THE MATHEMATICAL RESULTS 
THEOREM 1. Let G(X, r) be an interaction graph and let yi E X. If I’(yJ 
is fully connected then there exists an order of elimination which begins with yi 
and yields minimal dimension. 
PROOF. Let y1 ,y2 ,..., yi ,..., yM be a minimal dimension order not 
beginning with yi if such order exists. It is now shown that the order yi , yr , 
Y2 I...> yM has the same dimension. Let D’(y,) and D”(yJ be the dimensions 
associated with the elimination of yi in the orders y1 , y2 ,...,yi ,...,yM and 
Yi>Yl,Yz,.->YM> respectively. Then it is clear that D”(yJ ,< D’(yj) for 
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j+ i and that in the order of elimination yI , ys ,..., yi ,...yM there exists 
at least one vertex (and precisely that vertex which is eliminated first among 
those belonging to yi U F(y,)) with dimension associated with its elimination 
greater or equal to O”(yJ =; / r(yi) j . Q.E.D. 
THEOREM 2. Let G(X, IJ be an interaction graph. Its dimension D(G) is 
equal to one if and only ;f G(X, lJ is a tree. 
PROOF. Let G(X, F) be a tree. Then there is at least one vertex with degree 
one and the graph resulting from its elimination is still a tree. Conversely 
consider a graph G(X, r) which is not a tree. By Theorem 1 a minimal 
dimension order is obtained eliminating first, in the original interaction graph 
G(X, I’), all the vertices of degree one, if such vertices exist, and then in the 
graph which result from such eliminations again the vertices of degree one 
and so on. 
Since the graph G(X, r) contains at least a closed path the successive 
elimination of all the vertices of degree one does not exhaust the whole graph; 
in particular the vertices belonging to the closed path are not eliminated. 
Hence the dimensions of G(X, IJ is two or more. Q.E.D. 
THEOREM 3. Let x’ be a subset of X. Let G be the original interaction 
graph and G’ be the interaction graph after all the vertices in x’ have been 
eliminated, one by one, in some order. Then the structure of G’ does not depend 
of that order. 
This essentially is Theorem 4.1 of reference [3] whose statement is, for 
convenience, reported here. 
Consider an interaction graph G(X, r), a subset X’ C X with 1 x’ 1 = m < M 
and an order yr , ys ,..., ym of the variables of X. 
DEFINITION 1. The largest degree of the eliminated vertices for an order 
of elimination yr , ys ,..., ym is called the partial dimension of that order and 
demed b D*(Y, , y2 ,.-., ym). 
DEFINITION 2. The minimal dimension for all possible orders of the 
variables of the subset X’ is called the partial dimension of the subset X’ and 
denoted by 0*(X’). 
Clearly for m = M 
D*(Y, , ~2 9..., YM) = D(Y, 9~2 ,.-,YM) and D*(X) = D(X). 
THEOREM 4. Let G(X, r) be an interaction graph with dimension greater 
than one and let xi E X. If 1 I’(x,) 1 = 2 there exists an order of elimination which 
begins with xi and yields minimal dimension. 
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PROOF. Let xj and xk be the vertices connected to xi in G. If xj and xk 
are connected then, by Theorem 1, there exists a minimal dimension order 
beginning with xi . 
Otherwise a minimal dimension order not beginning with xi , if such order 
exists, begins either with x, (or xk) or with one of the remaining vertices of X. 
In the former case since the graph obtained eliminating xi is a subgraph 
of the one obtained eliminating xj (or xk) from G and since it has been assumed 
that D(G) > 1, it is clear that there exists a minimal dimension order begin- 
ning with xi. In the latter case let y1 ,yz ,...,yr (1 < P < M - 3) be the 
vertices eliminated in the minimal dimension order before the elimination 
of the first one among xi , xi and xk . 
After the elimination of y1 ,..., y1 , for what stated above, xi can be next 
eliminated. 
It is also clear that the partial dimension of the two orders yi , ya ,..., y1 , X, 
and xi ,yl ,y2 ,...,yl are equal and that by Theorem 3 the graphs resulting 
from the elimination of the two orders considered coincide. This completes 
the derivation. Q.E.D 
THEOREM 5. Let xi E X and xi E X. If in an interaction graph G the 
degree of xi is not greater than the degree of xj , namely 
44 < 44 
then the dimension of the subset {xi , xj} equals the dimension of the order x, , xj , 
namely 
D*({Xi ) Xj}) = D*(Xf 2 Xj). 
PROOF. If xi and xj are not connected in G then the dimensions associated 
with their eliminations are d(xJ and d(xj) regardlessly of the order of elimina- 
tion. 
Otherwise the order xi , xj yields 
D(Xj) = 1 T(xJ u T(Xj) j - 2, 
while the order xj , xi yields 
4%) = I &4 I 
D(xJ = 1 IyXi) u I-yXj) / - 2. 
Clearly there are two possibilities: either both orders have the same partial 
dimension or the dimension of the order xi, xi equals the dimension of the 
order xj , xi minus one. Q.E.D. 
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It must be noted, however, that the result of Theorem 5 cannot be extended 
to subsets of three or more variables. 
The graph of Fig. 4 can be used to show that. 
The partial dimension of the order x 1 , x, , x6 is five while, as the reader 
can establish by himself, the partial dimension of the subset (x1 , xq , x6} is 
four. 
FIG. 4. Another example of interaction graph. 
4. THE ALGORITHM 
For an interaction graph G(X, I’) an optimal order can be found as follows. 
First Theorems 1 and 4 are used if and as many times as possible and the 
(optimal) order of the eliminated variables is recorded. Let G’ be the resulting 
graph and M’ < M be the number of the variables of G’. 
When M’ # 0, for the graph G’ an optimal order can be found by means 
of the algorithm which follows. 
Theorem 5 implies that the partial dimension D*(Y), with 1 Y 1 = K, can 
be calculated for K > 2 by the formula 
D*(y) = {,m,i$.y max(D*(Y - {xi , xj>>, a*({% , %I)), (1) 1) > 
where D*({xi , xj}) is the partial dimension of {xi, xj} w.r.t. the graph 
resulting from the elimination of the variables of the set Y - (xi , xi>. 
A sketch of the algorithm follows. 
Let M’ be even. 
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(1) Assign partial dimension zero to the graph G’. 
Let K = 2. 
(2) Construct, taking into account Theorem 3, all (r’) graphs with 
M’ - K elements. 
(3) Use formula (I) for assigning partial dimension to the corresponding 
subsets with R elements and store the order yielding minimal partial dimen- 
sion. 
(4) If k < M’ - 2, increment k by 2 and return to step (2). 
If k = M’ stop. 
If M’ is odd the algorithm is slightly modified. When k = M’ - 1 the 
remaining variable must be eliminated alone. Since the dimension associated 
with its elimination is zero the minimal dimension of G’ equals one of the 
minimal partial dimensions of the subsets with M’ - 1 elements. 
5. CONCLUDING REMARKS 
The algorithm of Section 4, based on the mathematical results of Section 3, 
improves the one given in reference [3]. Its differences from it are as follows. 
(1) Theorems 1 and 4 when employable allow cutting down, with little 
effort, the number of variables and hence the computational complexity of the 
problem. 
(2) The maximum number of graphs (or tables) which have to be stored 
at one time is maxk (y’) as compared to 2M in [3]. 
(3) The number of eliminations which have to be performed are reduced 
by Theorem 5. 
Finally it may be worthwhile noting that a minimal dimension order cannot, 
in general, be found eliminating in the current interaction graph the (or one 
of the) minimal dimension node. The example of Fig. 4 demonstrates this. 
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