We propose a new library of routines for performing dense linear algebra computations on block-partitioned matrices. The routines are referred to as the Parallel Block Basic Linear Algebra Subprograms (PB-BLAS), and their use is restricted to computations in which one or more of the matrices involved consists of a single row or column of blocks, and in which no more than one of the matrices consists of an unrestricted two-dimensional array of blocks. The functionality of the block BLAS routines can also be provided b y Level 2 and 3 BLAS routines.
Introduction
In 1973, Hanson, Krogh, and Lawson [13] described the advantages of adopting a set of basic routines for problems in linear algebra. The first set of basic linear algebra subprograms (Level 1 BLAS) [14] defines operations on one or two vectors. LINPACK [8] and EISPACK [16] are built on top of the Level 1 BLAS. An extended set of BLAS (Level 2 BLAS) [9] was proposed to support the development of software that would be portable and efficient, particularly on vectorprocessing machines. These routines perform computations on a matrix and one or two vectors, such as a matrix-vector product.
Current advanced architecture computers possess hierarchical memories in which accesses to data in the iDepartment of upper levels of the memory hierarchy (registers, cache, and/or local memory) are faster than those in lower levels (shared or off-processor memory). One technique to more efficiently exploit the power of such machines is to develop algorithms that maximize reuse of data held in the upper levels. This can be done by partitioning the matrix or matrices into blocks and by performing the computation with matrix-matrix operations on the blocks. Another extended set of BLAS (Level 3 BLAS) [lo] were proposed for that purpose. The Level 3 BLAS have been successfully used as the building blocks of a number of applications, including LAPACK [3], a software library that uses block-partitioned algorithms for performing dense and banded linear algebra computations on vector and shared memory computers. ScaLAPACK, the distributed version of the LAPACK library, also makes use of block-partitioned algorithms.
Higher performance can be attained on distributed memory computers when parallel dense matrix a l g e rithms utilize a data distribution that views the computational nodes as a logical two dimensional proces sor template [5, 11] . In distributing matrix data over processors, we therefore assume a block cyclic (or scattered) distribution [ll] . The block cyclic distribution can reproduce the most common data distributions used in dense linear algebra as described briefly in the next section.
There has been much interest recently in developing parallel versions of the BLAS for distributed memory concurrent computers [1,6,12]. Some of this research proposed parallelizing the BLAS, or some subset of important routines, such as matrix-matrix multiplication. There is no complete, general, parallel version of the BLAS currently available that can be used as the building blocks for implementing dense linear algebra computations on distributed-memory multiprocessors.
The Basic Linear Algebra Communication Subprograms (BLACS) [2] comprise a package that provides ease-of-use and portability for messagepassing in parallel linear algebra programs. The BLACS efficiently support not only point-to-point operations between processors on a logical two-dimensional processor template, but also collective communications on such templates, or within just a template row or column.
We propose a new set of linear algebra routines for implementing ScaLAPACK on top of the sequential BLAS and the BLACS. The functionality of these routines, called the Parallel Block Basic Linear Algebra Subprograms (PB-BLAS), could be provided by parallel versions of the Level 2 and Level 3 BLAS, however, the PB-BLAS can only be used in operations on a restricted class of matrices having a block cyclic data distribution. These restrictions permit certain memory access and communication optimizations to be made that would not be possible (or would be difficult) if general-purpose Level 2 and Level 3 BLAS were used. Consider the following types of matrix distributed block cyclically over a two-dimensional array of processors, a matrix of Mb x Nb blocks, distributed over the whole 2D processor template, a vector of Lt, blocks, distributed over either a row or a column of the processor template. Clearly, this is a special case of a matrix of blocks, with either Ma = 1 or Nb = 1, a single block lying in a single processor in the processor template.
The restrictions that the PB-BLAS impose are as follows. No more than one of the matrices involved may be a full block matrix, the other matrices involved must be block vectors or single blocks. Computations that do not conform to these restrictions must be handled differently, for example, by using the PUMMA package [7] that has been developed for general matrix-matrix multiplication.
The PB-BLAS consist of calls to the sequential BLAS for local computations and calls to the BLACS for communication. The PB-BLAS are used as the building blocks for implementing the ScaLAPACK library, and provide the same ease-of-use and portability for ScaLAPACK that the BLAS provide for LA-PACK. The PB-BLAS consist of all nine Level 3 BLAS routines, four Level 2 BLAS routines (PB-GEMV, PB-HEMV, PB-SYMV, and PB-TRMV), and two auxiliary routines to transpose a row vector of blocks to a column vector of blocks, or vice versa (PB-TRAN and PB-TRNV). Here we use the LAPACK naming convention in which "-" is replaced with "S" (single precision), "D" (double precision), "C" (single precision complex), or "Z" (double precision complex). The PB-BLAS routines have similar argument lists to the sequential BLAS routines, but contain additional parameters to specify locations of broadcasting matrices and to control communication schemes. Software developers and application programmers, who are familiar with the BLAS routines, should have no difficulty in using the PB-BLAS.
Design Issues
The way in which a matrix is distributed over the processors of a concurrent computer has a major impact on the load balance and communication characteristics of the concurrent algorithm, and hence largely determines its performance and scalability. The block cyclic distribution provides a simple, yet generalpurpose way of distributing a block-partitioned matrix on distributed memory concurrent computers. In the block cyclic distribution, described in detail in [5,11],
an M x N matrix is partitioned into blocks of size r x c, and blocks separated by a fixed stride in the column and row directions are assigned to the same processor. If the stride in the column and row directions is P and Q blocks respectively, then we require that (1) We assume that a matrix is distributed over a twodimensional processor mesh, or template, so that in general each processor has several blocks of the matrix as shown in Figure 2 (a), where a matrix with 12 x 12 blocks is distributed over a 2 x 3 template. Denoting the least common multiple of P and Q by L C M , we refer to a square of LCM x LCM blocks as an LCM block. Thus, the matrix may be viewed as a 2 x 2 array of LCM blocks, as shown in Figure 2 (b).
The LCM block concept was introduced in [?I, and is very useful for implementing algorithms that use a block cyclic data distribution. Blocks belong to the same processor if their relative locations are the same in each square LCM block. All LCM blocks have the same structure and the same data distribution as the first LCM block. That is, when an operation is executed on a block of the first LCM block, the same operation can be done simultaneously on other blocks, which have the same relative location in each LCM block. The LCM block concept was used for transposing a row or a column of blocks (PBDTRAN), transposing a row or a column vector (PBDTRNV).
The LCM block concept is extended further in this paper to deal efficiently with symmetric and Hermitian matrices. Assume that a lower (or upper) triangular matrix A is distributed on a two dimensional processor template with the block cyclic decomposition. The locally stored matrix in each processor is not a lower (or upper) triangular matrix. The block layout of the first LCM block is the same as that the other diagonal LCM blocks. Processors compute their own block layout of the first LCM block from their relative position on the processor template, then they can determine their own physical data distribution of the matrix A . This concept is used for updating the upper or lower triangular part of a symmetric or Hermitian matrix (PBDSYRK, PBDSYRSK, PBZHERK, and PBZHERSK), and for multiplying with it (PBDTRMM, PBDTRMV, PBZHEMM, and PBZHEMV). For details of the implementation, see Section 3.3.
To illustrate the use of the PB-BLAS consider the matrix multiplication routine, DGEMH, for the non- 
C M~N .
The PB-BLAS version handles three distinct cases depending on the sizes of the matrices involved in the computation, i.e., on whether A , B , or C is a full block matrix rather than a vector of blocks. These If M corresponds to a single block, then A consists of one block, which is located on one processor, and B is a row of blocks, located on a row of the processor template. If N corresponds to a single block, then A is a full triangular matrix, distributed over all processors, and B is a column of blocks, located on a column of the processor template. The two cases are implemented separately.
In designing the PB-BLAS the following principles were followed, The PB-BLAS are efficiently implemented by maximizing the size of submatrices for local computation and communication, and are implemented with minimum working space. The performance of a parallel program implemented by a novice using the PB-BLAS, will generally be commensurate with that hand-coded by an experienced programmer, and in this sense the PB-BLAS attain near maximum performance.
In addition to the fundamental restrictions on matrix size stated above, the implementation of the PB-BLAS is simplified by making the following assumptions about matrix alignment:
1. The basic unit of storage in the PB-BLAS is a block of elements, thus matrices are assumed to start at the beginning of a block. However, blocks in the last row or column of blocks in a matrix do not have to be full, i.e., the size of the matrix in elements does not have to be exactly divisible by the block size.
2.
The PB-BLAS also makes assumptions about the alignment of matrices on the processor template. If a full block matrix begins at location (PO, qo) in the template, then any column vectors of blocks must also begin in row PO, and any row vectors of blocks must begin in column qo if no transposition of the vector is involved in the computation. Each PB-BLAS routine is passed arguments that specify the start position of each matrix in the processor template.
ScaLAPACK makes use of block-partitioned algorithms, so it is natural to use the PB-BLAS as "building blocks" for ScaLAPACK, and to assume that the first element of a matrix is aligned with block boundaries. The only exceptions to this alignment constraint in the PB-BLAS are lower-level analogs of the Level 2 BLAS routines, PBDGEMV, PBDSYMV, PB-DTRMV, and PBZHEMV, in which the first elements of vectors and the corresponding matrix can be located in the middle of blocks.
In Figure 3 (b) , the first block of the column of blocks A and the row of blocks of B should be located at the same row and column processor as the first block of the matrix C, respectively. In Figure : 3 (c), the column of blocks B needs to be transposed to multiply with the matrix A . The first block of B can be located in any processor, but the first block of thle column of blocks C should be located in the same processor row as the first block of A .
Implementation of the PB-BLAS
The PB-BLAS routines need more arguments than the corresponding BLAS routine to specify the block sizes, positions of matrix, communication schemes, and working space. In general, the arguments to PB-BLAS routines follow the same conventions the BLAS and the BLACS. We shall now illustrate these conventions, as applied to the PB-BLAS, with is few examples.
PBDGEMM
PBDGEMM is a matrix-matrix multiplication routine. . SEND2A (or SEND2B) specifies the location of the blocks that are broadcast (either A or B, or working space). To better understand the need to specify whether working space is to be used in the broadc'asting of A or B , consider the case in which A is a column of blocks that is a submatrix of some other matrix. Clearly, if A is broadcast to the same memory location in other processors, data in the parent matrix will be incorrectly overwritten. In this case we should broadcast to working space (SEBD2A = "No"). On the other hand, if A is not a submatrix, or if A lies entirely within the working space, then it can be broadcast to the same location in each processor, and extra memory and a memoryto-memory copy can be avoided (SENDZA = "Yes").
SUBROUTIJE PBDGEHH( ITXPOS
The position in the processor template of a column (or row) block must be aligned with the position of the full block matrix. Figure 5 (a) shows that the first blocks of A and B are located at the same row and column of the processor template as the first block of C , respectively, If one of blocks is misaligned, it should be moved to the appropriate position before the routine is called.
In Figure 5 An overview of the routines is shown in Figure 6 .
ICROW and ICCOL specify the row and column position of the first block of the matrix C, respectively. The computing procedure of PBDSYRK is as follows. First, the column of blocks A is broadcast rowwise from IAPOS, so that each column of processors then has its own copy of A . Each column of processors transposes A independently, and the transposed blocks in diagonal processors are broadcast columnwise. Each processor updates its own portion of C with its own portion of A and AT It is often necessary to update the lower triangular matrix C without modifying data in its upper triangular part (PRESV = "Yes"). The simplest way to do this is repeatedly to update one column of blocks of C, but if the block size (NB) is small, this updating process will not be efficient. However, it is possible to modify several columns of blocks of C. This combined computation is faster.
Conclusions
We have presented the PB-BLAS, a new set of block-oriented basic linear algebra subprograms for implementing ScaLAPACK on distributed memory concurrent computers. The PB-BLAS consist of calls to the sequential BLAS for local computations and calls to the BLACS for communication.
The PB-BLAS are a very useful tool for developing a parallel linear algebra code relying on the block cyclic data distribution, and provide the same ease-ofuse and portability for ScaLAPACK that the BLAS provides for LAPACK. The PB-BLAS are the building blocks for implementing ScaLAPACK. A set of ScaLA-PACK routines for performing LU, QR and Cholesky factorizations and for reducing matrices to Hessenberg, tridiagonal and bidiagonal form have been implemented with the PB-BLAS.
The PB-BLAS are currently available for all arithmetic data types, i.e., single and double precision,
