ABSTRACT The proliferation of network devices and novel bandwidth hungry applications over the existing network imposes novel challenges in terms of fulfilling the users' requirements. Dense deployment of small cells is thought to be a promising solution to fulfill these requirements. However, the user association in such dense networks becomes challenging and can greatly affect the network performance, as a user in such dense deployments can be connected to any of the available base stations. Traditionally, the user association has been performed based on the signal strength, however, such an approach does not apply when taking into account novel bandwidth hungry applications. Moreover, in recent years, a successful paradigm has been proposed to handle such bandwidth hungry applications, i.e., caching at small cell base stations. In this paper, we aim to solve this joint problem of user association and content caching in a dense small cell setting. To solve this problem, we present a novel iterative scheme that uses matching theory and a learning approach to find a suboptimal solution of the joint NP hard problem. Note that the user association and cache placement are strongly coupled, i.e., the association of users at a base station will determine the cache placement at base stations and the availability of cache at base stations will force the users to change their associations. Simulation results show that the proposed scheme (i.e., cache aware user association) significantly outperforms the cache unaware scheme and achieves a performance gain of up to 31% in terms of normalized utility and saves up to twice the backhaul bandwidth. Moreover, the proposed scheme also achieves up to 82% of the utility obtained by the optimal solution.
I. INTRODUCTION
The mobile data traffic is witnessing unprecedented growth due to the proliferation and wide acceptance of smart devices and novel bandwidth hungry applications such as multimedia streaming and mobile TV [1] - [3] . To cope with the traffic growth and fulfill these stringent novel applications requirements, dense deployment of small base stations (SBSs) is required to operate in conjunction with the existing macro base station (MBS) [5] - [7] . Enormous benefits in terms of network capacity and spectral efficiency can be achieved via dense deployment of SBSs [8] , however, to reap the full benefits of dense deployment several technical challenges in terms of backhaul management and user association need to be addressed.
One promising approach for backahaul management is caching popular contents at local base stations (BSs) [2] , [3] . Enabling caching at the BSs (MBS and SBSs) can significantly reduce the amount of re-downloading contents from the original content servers, which leads to lower backhaul load [3] , [4] . Note that not all contents can be cached at the BS, as it has limited cache capacity compared to the amount of total contents. Therefore, each BS should store only popular contents within its limited cache storage to efficiently utilize its cache storage. In reality, it is very challenging to know whether a content is popular or not because the popularity can temporally and/or spatially vary. Thus, some assumption is typically used, in which the popularity of contents follows a distribution (e.g. a Zipf distribution) [9] .
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Depending on this assumption, many researchers proposed several caching models and cache decision algorithms 1 to efficiently store popular contents at wireless edge nodes [9] - [12] . In practice, this assumption can be invalid because the popularity of contents is dynamically changing depending on different factors (e.g., events, type of content, and the lifespan of the content). Therefore, a content popularity prediction scheme is needed to support to the cache decision process to be able to efficiently cache the contents.
User association in a dense BS setting [13] also becomes very crucial as now a user can be associated with a number of BSs based on its channel condition parameters, i.e., received signal strength (RSSI) [12] . Moreover, in a cache enabled setting, it is more appropriate both for the BS and the user to be associated to a specific BS which not only provides good channel conditions, but also has the user's request cached locally. This will reduce the backhaul load and enhance the caching efficiency [14] - [19] . Thus, it is of crucial importance to devise a user association strategy by taking both the channel condition and the BSs' cache into consideration. Moreover, the introduction of novel 5G applications such as enhanced mobile broadband (eMBB) and ultra reliable low latency communication (URLLC) demands that we store contents for a short period of time opposed to the traditional long term based caching approach typically used in content centric networks. Therefore, in this work, we use a small time-scale for caching contents at the BSs and thus evaluating the popularity based on short period of caching.
A. RELATED WORKS
Caching in wireless networks has received significant attention in several recent works in which the primary goal is to develop an efficient caching decision to improve the cache hit ratio. Typically, the caching decision can be categorized into two categories: i) reactive caching and ii) proactive caching. In reactive caching, MBSs/SBSs make the cache decision only when the request for a particular content arrives and cache the content based on its popularity [20] - [23] . In reactive caching, the caching gain is not only dependent on the content's popularity prediction, but also on the cache replacement process. The cache replacement process is responsible to replace old content with new incoming content when the cache storage of an SBS/MBS is full. Similar to the works in [9] - [12] , Thar et al. [20] - [22] assumed the content's popularity followed a Zipf distribution and applied consistent hashing as a foundation of reactive caching decision to improve the cache utilization. These works ignored the time varying aspects of popular contents and assumed that the contents' popularity will remain unchanged. However, in a practical scenario, this assumption does not hold. Thus, Li et al. [23] proposed a caching scheme that learns the content's popularity from the dataset. However, the prediction process needs high computing resources, which are generally not available at the low cost small-cell base station.
In proactive caching, MBSs/SBSs pro-actively predict a content's popularity based on the user request history and cache popular content before any user request is made [24] , [25] . For proactive caching, multiple MBSs/SBSs can jointly cache the popular content to maximize the caching gain, where the caching gain is reduced depending on prediction errors. Thus, proactive caching may perform worse than reactive caching when the prediction error is high. Zeydan et al. [24] investigated proactive content caching with popularity prediction for wireless networks, in which the authors applied bigdata analytics tool and machine learning to get efficient caching decision. Another proactive caching approach is studied in [25] for the cloud radio access networks (CRANs) in which the authors applied echo state networks (ESNs) to predict each user's content request distribution and mobility pattern to support cache decision processes. The usage of ESNs is perfectly fine in the CRANs architecture but it is not suitable for distributed low cost SBSs, which require a prediction scheme with low computational complexity.
In this work, we focus on developing a distributed scheme that can scale with network size for the joint cache placement and user association problem. Some recent works such as [14] have presented an efficient solution with the aid of McCormick envelopes and Lagrange partial relaxation for the joint caching and user association problem in heterogeneous cellular networks to minimize the access delays. Similarly, He et al. [15] present an efficient distributed heuristic algorithm for cache placement and user association in heterogeneous networks to minimize the power consumption of the system. Other notable works in heterogeneous cellular networks that consider the joint caching and user association problem can be found in [17] - [19] . Although these aforementioned works have significantly enhanced different heterogeneous network performance parameters such as access delays, users' quality of service and energy efficiency, they did not account for the prediction of content popularity when making the caching decision. Through the prediction of contents' popularity, a more efficient caching decision can be made that can significantly improve the network's performance [16] .
Therefore, content popularity prediction plays an important role and supports the cache decision process to improve the cache hit as well as best utilize the limited cache space. Content popularity can be defined as the ratio of the number of requests for a particular content to the total number of requests from users, usually obtained for a certain region during a given period of time. Predicting the popularity of video content has been extensively studied in the recent literature [26] - [33] , while few works consider how to integrate popularity forecasting into caching.
Moreover, various prediction solutions are proposed based on time series models such as the auto regressive integrated moving average [34] , regression model [35] and classification models [36] without combining with the cache decision process. To dynamically adapt the changing popularity of contents, [38] , [43] proposed several learning methods. Blasco and Gündüz [38] investigated the trade-off between the exploration and exploitation phase of the learning algorithm, which learns the generated data. Tekin and Schaar [43] proposed a context aware popularity prediction scheme, which also exploits the similarities among users' profiles. Even though those prediction schemes are good at predicting the content's popularity, such prediction schemes require a high computation capacity, which are not suitable to be implemented at small-cell base stations.
B. CONTRIBUTIONS AND ORGANIZATIONS
In this work, we aim to address the joint user association and cache placement problem for a dense heterogeneous network. We aim to present a distributed and scalable solution for the joint problem that can enhance the overall network performance in terms of the optimal set of users (maximizing the sum rate) and maximizing the cache hit ratio. We present a novel two phase iterative approach that can efficiently address the joint problem. Initially, we consider a random placement of contents in the cache of each BS that would be broadcasted in the network. Then, based on this information, we apply the two-sided matching game to address the user association aspect of the problem in phase I. Next, based on the association, we learn and predict the contents' popularity by applying the Autoregressive Integrated Moving Average (ARIMA) [39] , [40] , the most common methods for time series forecasting. ARIMA technique (discussed details in Sec. III-B.1) provides us to predict the future popularity of content by examining the differences between values (content request counts) in the historical time series data. These contents' popularity is then used to make a caching decision at each BS in phase II. Based on the new caching decision, the users re-associate using the phase I game theoretic approach. This iterative process is stopped once convergence is achieved. In summary, our key contributions include the following:
• First, we formulate the joint problem of the user association and cache placement with an objective to maximize the network sum rate and cache hit ratio subject to the limited cache space and wireless resources. The formulated problem is a mixed-integer optimization problem that is challenging and requires exponential computation efforts to obtain the optimal solution.
• Second, in order to solve this joint problem, we decompose the joint problem into two sub-problems, i.e., user association and cache placement problems. A novel algorithm based on two-sided matching theory is presented to solve the combinatorial user association problem. Moreover, we also prove the stability and convergence of the proposed solution. To solve the cache placement problem, we use ARIMA to predict the content popularity and then make the caching decision.
• Finally, we iteratively solve both of these subproblems to obtain the solution of our joint problem. Moreover, we also prove that the proposed solution achieves a suboptimal solution for the joint problem. The rest of this paper is organized as follows. Section II presents the system model and problem formulation. Section III describes in detail our solution approach, i.e., how we decompose and map the proposed optimization problem into a matching theory setting and how we apply the content prediction via ARIMA and make the caching decision. In Section IV, we present the simulation results analysis to validate the performance of our proposed solution. Finally, conclusions are drawn in Section V.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider the downlink of a cellular network that consists of a single macrocell base station (MBS) and a set of SBSs located under its coverage, as shown in Fig. 1 . We represent the set of base stations by J = {0, 1, 2, ..., J }, where the index 0 represents the MBS. The set of users (UEs, i.e., macro and small cell UEs) are denoted by U = {1, 2, ..., U }. In this model, the spectrum is divided into orthogonal frequency subbands S, and each SBS j is allocated a subband s j of multiple resources. Moreover, we assume that each subband s j has the same cardinality, i.e., |s j | = |R| |J | , where R represents the total number of resources 2 owned by the operator. Furthermore, both MBS and SBSs allocate resource from their subband s j to each associated UE u.
A. LINK MODEL AND ASSUMPTIONS
In our model, we assume that all SBSs and the MBS transmit using an equal power for every resource. However, the MBS and SBSs have their own and different power budgets. Thus, the interference power on each resource is constant such that the interference from other BSs is absorbed into the background noise σ 2 . For user association optimization, we introduce a binary variable x u,j as follows:
2 One resource corresponds to one subcarrier or subchannel of the LTE network. We always set x u,j = 0 for any UE u, which is not associated with a BS j. Then, the received signal to noise ratio (SINR) pertaining to the transmission of BS j to UE u over a resource r with transmit power P r j is:
where g r u,j represents the channel gain between BS j and UE u. Note that in the considered model, we consider orthogonal resources at each BS, therefore, we do not consider inter-BS interference. 3 Then, the data rate of UE u associated with BS j on resource r will be given by:
where W r is the bandwidth of the resource r.
B. CACHING MODEL AND ASSUMPTIONS
In our caching model, the set of base stations J are equipped with a cache storage of limited capacity. Let the cache capacity at each base station be denoted as c j . Thus, each base station can store limited contents such that the cached content size is less than its cache capacity. We denote the total cache capacity of all base stations by C = j∈J c j . Moreover, we assume the content server is located at the core of the cellular system that contains all of the content chunks represented by the set F = {1, 2, . . . , F}. Note that, if a requested content is unavailable at the BS's local cache, it needs to be provided by the content server via the backhaul link. For caching related optimization, we introduce a binary variable y f ,j as follows:
Note that, if a content f is not cached at BS j, we set y f ,j = 0. Thus, the base station j can provide content f from its local cache storage when y f ,j = 1. The arriving request for content f can be denoted as r f . For each arriving request r f , base station j first needs to check if the requested content f is present in its cache storage or not. The base station j provides the content f to the UE directly, if the requested content f is in its cache storage. Otherwise, the base station j retrieves the content f from the content sever. At this point, the base station j also decides whether to store the content f in its local cache based on the number of arriving request at time t (which can also be denoted as the popularity score of content f ). The main goal of a caching decision process is to select the best contents among the list of contents such that the cache hit is maximized.
In order to make an efficient caching decision, the future popularity score of a content f is required for time t + 1 at the current decision making time t. Therefore, a prediction scheme can play a crucial role in calculating the future popularity score of a content f for the time t+1. Without prediction schemes, it is not possible to get the future popularity scores of the contents. Motivated by the aforementioned challenges, in this work, we propose a novel approach to predict the content's popularity score based on an autoregressive integrated moving average (ARIMA), which will be discussed in detail in Section III-B. The popularity score of content f at the base station j at time t can be denoted as π jf and is calculated as [22] 
where r t j,f is the number of incoming requests for content f at base station j at time t and f ∈F r t j,f is the total number of arriving requests for all contents at base station j at time t. Therefore, the predicted popularity score or future popularity score of content f becomes π t j,f .
C. PROBLEM FORMULATION
Our goal is to design a mechanism that can maximize the utility of the network in such a way that each SBS j stores popular contents which can be used to serve the associated BS UEs. Therefore, we define the utility function of a BS j as follows:
where the first and second terms denote the data rate of all associated UEs and the list of contents cached at BS j, respectively. Here, ω represents the weight parameter that characterizes the trade-off between the BS's sum rate and cached contents. In order to maximize the utility function given in (4), each BS should select a set of UEs whose achievable sum rate is higher when associated to it. Moreover, it should also consider that the contents requested by these associated UEs are mostly present in the local cache to avoid fetching the contents from the content server. Thus, our joint optimization problem involves user association and cache placement decisions. Furthermore, the cache placement involves the prediction VOLUME 7, 2019 of a content's popularity score and finding best contents to be cached.
P : maximize:
subject to:
The objective function here represents the network utility for all BSs, where the first constraint ensures that the cache capacity is not violated. The second constraint ensures that the number of UEs associated are less than the available resources at the BSs while the third constraint ensures that a UE can be only associated to a single BS. Finally the user association and cache placement variables are represented by the integer constraints. Unfortunately, the aforementioned mixed-integer optimization problem P is non-trivial due to the combinatorial nature of user association and cache placement decision variables [45] . Moreover, obtaining an optimal solution via exhaustive search will incur heavy computational overhead and would require a central coordinator. This approach is challenging to adopt for a practical setting with large numbers of BSs, UEs and contents. Furthermore, the cache placement decision relies on calculating the future popularity score of all contents through a prediction scheme [44] . Applying prediction schemes at a central coordinator will incur huge message exchanges, as all BSs would then be required to report to the central coordinator. Thus, we decompose the original problem into two subproblems namely the user association (UA) and cache placement (CP). Through decomposition, we can solve our problem in a distributed fashion at each BS and do not require any central controller. Our designed distributed approach will be presented in the next section.
III. JOINT USER ASSOCIATION AND CACHE PLACEMENT
In this section, we present our solution approach for the joint user association and cache placement problem P. In order to have a distributed solution, we decompose the joint problem into two subproblems which would be solved at each BS. The first subproblem UA will solve the user association (UA) problem for a given cache placement, and the second subproblem CP will find a solution for the cache placement (CP) problem given the associated UEs. Then, we iteratively solve these two subproblems to find a suboptimal solution of our joint problem P. The subproblem UA for user association at each BS j can be stated as follows:
x u,j ∈ {0, 1}, ∀u, j.
In problem UA, our goal is to maximize the utility by associating the optimal UEs given the set of contents cached at BS j. Note that, UA is still combinatorial in nature and finding a solution for a large set of BSs and UEs would be challenging [41] , [42] , [44] . Thus, we adopt a solution based on matching theory to solve the above problem because of its ability to tackle combinatorial problems and achieve a distributed solution [8] , [44] . The benefits of matching theory come from the distributed nature of control in the system, which is crucial for designing distributed solutions. Furthermore, matching theory allows each player to define their individual utilities depending on the local information.
A. MATCHING THEORY BASED USER ASSOCIATION
In our game there are two disjoint sets of agents, the set of UEs, U, and the set of BSs, J . Each UE u ∈ U has a strict, transitive, and complete preference profile P u of UE u defined over the BS. Note that, in this game from (6c), a UE u can only be associated with one BS. However, a BS j can accommodate a number of UEs based on its capacity or quota, i.e., (6b). Therefore, the preference profile P j of BS j is defined over the set of UEs U. Thus, our design corresponds to the one-to-many matching given by the tuple (J , U, q j , J , U ). Here, U { u } u∈U and J { r } r∈J represent the sets of preference relations of UEs and BSs, respectively. Formally, we define the matching game as follows:
Definition 1: A matching µ is defined by a function from the set U ∪ J into the set of elements of U ∪ J such that:
where, q j denotes the quota of BS j and |µ(.)| denotes the cardinality of the matching outcome µ(.). The first two conditions of Definition 1 represent constraints (6c) and (6b) in the UA problem, respectively, where q j represents the total quota of BS j, i.e., |s j |. Here, µ(.) = φ means that the agent is unmatched.
1) PREFERENCES OF THE PLAYERS
In our formulated game, both sides need to rank each other using the preference profiles. Matching is performed on the basis of preference profiles that is built by both sides to rank each other. Then, potential matchings can be performed based on the local information of each player. In our game, a UE u ranks all BSs based on the following preference function:
Through (7), we can rank all BSs based on the achievable rate and the number of usable contents cached in it, where ω represents a weight parameter that quantifies the importance of cached contents at a BS. Note thatỹ f ,j represents the usable contents for a UE u. Usable contents are those contents which a UE u will request in the next time slots. Note that this information is only available at the UEs. The design of the utility given in (7) reflects that a UE will benefit more from a BS j that has more contents of interest cached in its local cache compared to other BS with similar channel conditions. Similarly, for the BSs side, each BS j also ranks the UEs according to the following preference function:
From (8), we can rank all UEs based on their achievable rate. This utility implies that the BSs provides less utility to the UEs that have a lower achievable rate. Once the preference profiles of both sides are built, our goal is to seek a stable matching solution, which is a key solution concept. Note that to find a stable matching, the deferred-acceptance algorithm cannot be employed for our game [44] . In our game, a UE can be allowed a number of resources depending on its demand and channel conditions. Thus, we have to tackle the additional challenge of a dynamic quota [8] . Through a dynamic quota, a BS may allow a variable number of UEs to be associated until the constraint (6b) is not violated. Therefore, formally the blocking pair for this game can be defined as: Definition 2: A matching µ is stable if there exists no blocking pair (A , j) ∈ 2 U ∪ J with A = φ, such that, j u µ(u), ∀u ∈ A and (A ∪ A ) j µ(j), A ⊆ µ(j), where µ(u) and µ(j) represent, respectively, the current matched partners of BSs and UEs.
Definition 2 is based on the following intuition [46] : a pair (A , j) will block a matching µ, if BS j is willing to accept a UE in A , possibly after rejecting some of its currently matched UEs in µ(j), i.e., A ⊆ µ(j) and all UEs u ∈ U prefer j over their current match µ(u). In the formulated game, it can be ensured that for any stable solution, no matched BS j would benefit from deviating from their associated UEs u with new UEs u . A matching is stable if no blocking pair exists. Next, we present our novel matching based user association algorithm.
2) PROPOSED USER ASSOCIATION ALGORITHM
Next, we present a novel and stable user association algorithm presented in Alg. 1. The algorithm starts by using the local information to build the preference profiles (lines 1-2). At each iteration t, each agent first calculates its utility build of its respective preference profiles. Then, each UE u proposes to its most preferred BS j according to its preference profile P u (line 5). A proposal also contains the demand of UE u. On receiving the proposal, each Algorithm 1 UA via Distributed Matching Game 1: input: P u , P j , ∀u, j 2: initialize:
= P j , ∀u, j 3: repeat 4: t ← t + 1 5: for u ∈ U with BS j as its preferred via P u (t) do 6: while u / ∈ µ(j) (t) and P 
u lp ← the least preferred u ∈ K (t) j ;
13:
15: u lp ← the least preferred u ∈ K j (t) ; 18: if q 
|u lp j k} ∪ {u lp };
24:
for k ∈ K j (t) do 25 :
\ {j}; 
\ {k}; 27: until µ (t) = µ (t−1) 28: output: µ (t) BS j calculates the required resources (i.e., l j u ) to fulfill the UE's demand [46] . This can result in either of the following two cases. In this first case, a BS j may have enough resources q res(t) j to accommodate the UE u. This results in a matching between the proposing UE u and BS j (lines 7-9). The second case is activated if enough resources are not available, i.e., q res(t) j < l j u (lines 10). This means the quota of a BS j is already occupied and full. In this case, the BS j finds all of its current matched u which have a lower ranking than the proposing UE u according to its preference profile P j (t) (lines [11] [12] . Each least preferred UE u lp ∈ K j (t)
is then sequentially rejected, and the quota of the BS is updated, i.e., q res(t) j until either u can be admitted or there is no additional u to reject (lines [13] [14] [15] [16] [17] . After rejecting all u ∈ K j (t) , if BS j still has an insufficient quota to admit UE u, then u is also rejected and u is set to the least preferred u lp (lines [18] [19] [20] [21] [22] , otherwise it is accepted. All these agents (i.e., rejected UEs and BS) then update their preference profiles and enter into the next iteration (lines [23] [24] [25] [26] . Through this process, it is guaranteed that no blocking pair will exist as we remove any less preferred UEs from the matching, even if a BS has sufficient quota to admit it, which is crucial for the matching stability of our design. In this next iteration, all rejected UEs again propose to the next preferred BSs. Once all UEs have either been accepted by a BS or rejected by all BSs, the matching process will terminate. Note that here, the matching terminates when the results of two consecutive iterations t remain unchanged (line 27). Moreover, the output µ (t) of Alg. 1 can be transformed to a feasible user association vector x of problem UA (line 28). Theorem 1: Alg. 1 converges to a stable allocation [8] .
Proof: We prove this theorem by contradiction. Assume that Alg. 1 produces a matching µ with a blocking pair (u, j) by Definition 2. Since UE u prefers BS j over its current matched BS, i.e., j u µ(u), UE u must have proposed to BS j before its current match BS µ(u). In this case, the BS has rejected UE u due to a quota violation on j (lines [18] [19] [20] . When UE u was rejected, then any less preferred UE u was also rejected either before u (lines 13-17), or was made unable to propose because BS j is removed from UE u preference list (lines [25] [26] . Thus, u / ∈ µ(j), a contradiction. Once the user association phase is over, the next step is to predict the contents popularity for the next time slot. Note that content popularity is required to make an efficient content placement decision. We will content popularity prediction and the cache placement scheme in the next subsection.
B. CONTENT'S POPULARITY PREDICTION BASED CACHING
The subproblem CP for cache placement at each BS j can be stated as follows:
The biggest challenge in solving the CP problem is that all contents are equally likely to be stored in the caching space. Thus, we need to predict the popularity of each content so that we can make an efficient cache placement decision such that the utility is maximized. Thus, in this section, we use a prediction scheme that can predict the content's popularity for the contents and assist each BS to make a cache placement decision, i.e., y.
The overview of our prosed content's popularity prediction based caching process is shown in Fig. 2 , where requests for each content are the input for the ARIMA model and the output is the collected future popularity score of each content. Then, those popularity scores are utilized by a cache decision algorithm to store the most popular contents among others. In this section, first, we introduce the content's popularity prediction design followed by the proposed cache placement design. Then, we discuss an overview of the ARIMA models and parameters selections to get the best suitable model for content popularity prediction. Next, we analyze the ARIMA model that we choose. Finally, we integrate the ARIMA model based prediction process into cache decision process. Fig. 3 shows the system design of the popularity prediction and caching system design, which includes: i) data collecting module, ii) database iii) preprocessing module, and iv) cache decision module. The data collecting module is responsible for collecting data such as receiving content requests at the base station, and this module keeps those data at the local database. The pre-processing module extracts data from database and feeds them into prediction module. Then, the prediction module produces the predicted future popularity score of each arriving content and feeds them into the cache decision module. Finally, the cache decision module chooses to cache contents based on future popularity scores.
1) DESCRIPTION OF ARIMA
ARIMA [39] , [40] is one of the most common methods that is utilized in time series forecasting. Also, the ARIMA model can be fitted to time series data in order to predict future data points in the series. In ARIMA, there are three important parameters (p, d, q) used to determine ARIMA models. p is the auto-regressive part of the model to merge the effect of historical values into the ARIMA model. d is the integrated part of the model, which includes terms in the model that incorporate the amount of differencing (i.e., the number of historical points to subtract from the current value) to apply to the time series. q is the moving average part of the model and sets the error of the ARIMA model as a linear combination of the error values observed at previous data points in the past. ARIMA for non-seasonal usage can be denoted as ARIMA (p,d,q) and for seasonal usage can be denoted as ARIMA(P,D,Q)s. The term s is the periodicity of the time series (4 for quarterly periods, 12 for yearly periods, etc.). In the next section, we discuss the process of finding the optimal set of parameters of the ARIMA time series model for user demand prediction. 
2) PARAMETER SELECTION FOR THE ARIMA MODEL
The most challenging issue when applying the ARIMA model in any prediction problem is to choose the best parameters that optimize the Akaike Information Criterion (AIC) value [50] . Higher scores of AIC indicate that the model fits very well with the data points for the case of a large feature set. On the other hand, lower scores represent the same level of fitness for a small feature set. Therefore, we are interested in finding the model that yields the lowest AIC value. In this paper, we apply a grid search (hyper parameter optimization) to iteratively explore different combinations of parameters for model selection for the generated data. The generated data includes requests for a network of 20 users for 100 simulation runs, which is generated based on a Zipf distribution with parameter α = 1. We ran tests using 60 combinations of ARIMA models and the results of all 60 combinations are shown in Fig. 4 . Among the 60 combinations, we chose the 8th configuration (ARIMA (0,1,0)x(1,1,1,12) ) because it has the minimum AIC value. Popularity score of each content f is predicted; 5: Construct the sorted content list based on predicted scores of contents; 6: Choose the most popular contents {1, 2, . . . , f } and cache contents with the condition (9b); 7: else 8: Choose the most popular contents {1, 2, . . . , f } from time t − 1 ensuring (9b); 9: output: y, ∀j.
3) FITTING AN ARIMA TIME SERIES MODEL
Using grid search, we have identified the set of parameters (ARIMA (0,1,0)x(1,1,1,12) ) that produces the best fitting model to our time series data. We then analyze the details of the ARIMA (0,1,0)x(1,1,1,12 ) model by feeding generated data. In Fig. 5 , the Kernel density estimation (KDE) line follows closely with the normal distribution N (0, 1) with mean 0 and standard deviation 1. Fig. 6 shows that the ordered distribution of residuals (blue points) follows the linear trend of the samples taken from the standard normal distribution N (0, 1). Thus, this information indicates that the residuals are normally distributed. These observations led us to conclude that our model produces a satisfactory fit to forecast future values [40] .
4) INTEGRATING THE ARIMA MODEL BASED PREDICTION SCHEME WITH THE CACHE DECISION PROCESS
Then, we integrate the ARIMA model based prediction with cache decision processes. Based on the ARIMA (0,1,0)x(1,1,1,12 ) seasonal model, we can obtain the future popularity score of each content. Then, the contents are sorted as a list based on predicted scores. Once the popularity scores are available at each BS, the cache placement algorithm utilizes the content's popularity list to choose the most popular contents, where the goal is to improve the cache hit at the base station.
Alg. 2 shows the proposed cache placement algorithm, which is run at the end of every time t at each BS j. The input of this algorithm is the list of predicted popularity scores of all requested contents at the base station. The output of this algorithm is the decision to store the set of contents. At the initial time t, there is no predicted popularity score information. Thus, the BS j stores all content until the cache storage is full. At the end of time t, the BS receives the predicted scores from the prediction module and makes a cache decision depending on these predicted scores. In this case, the BS constructs the sorted list of the contents depending on the predicted scores. Then, it reduces the list based on the cache storage capacity and stores the contents with respect to constraint (9b).
C. JOINT USER ASSOCIATION AND CACHE PLACEMENT ALLOCATION
In this section, we discuss the overall Joint User Association and Cache Placement algorithm for our proposed problem (P), as shown in Alg. 3. We call it the Cache Aware user association (CA-UA) algorithm. In the initialization phase of the CA-UA algorithm, all BSs collect the users' channel state information (CSI) and broadcast the set of contents available at time slott. Next, both algorithms, i.e., user association and cache placement algorithms are iteratively performed until we obtain a joint solution (i.e., a suboptimal solution). Fig. 7 shows the process diagram of the proposed joint algorithm. Note that, the joint algorithm converges when we receive the same user association for two consecutive time slotst. This indicates that the users cannot find a better BS compared to their currently associated BS in terms of good channel conditions and more usable cached contents. Formally, we state this as follows [49] :
Theorem 2: CA-UA Algorithm achieves a suboptimal solution of the original problem in (5) .
Proof: This joint CA-UA algorithm is based on an alternative maximization approach. Since at each iteration (t), each subproblem (i.e., user association and cache placement) does not decrease the common objective function in a compact set, Algorithm 3 will finally converge to a sub-optimal solution of the original problem in (5).
Algorithm 3
Cache Aware User Association Algorithm (CA-UA) 1: BS obtains the CSI of all UEs in its coverage, ∀j; 2: Random placement of contents in each BS; 3:t = 0, x (t) = φ, y (t) = random; 4: repeat 5:t =t + 1 6: ∀j, Update the user association x (t) using Alg. 1; 7: Learn request pattern from time-slot,t; 8: Predict request pattern for time-slot,t + 1; 9: ∀j, Update cache placement y (t) using Alg. 2; 10: until x (t) = x (t−1) ;
IV. NUMERICAL RESULTS
In our simulations, we consider a downlink transmission of a cellular system in which a single MBS is deployed at a fixed location, i.e., the center of the macro-cell with a radius of 500 m. Moreover, we randomly deploy five SBSs and U UEs following a homogeneous Poisson point process (PPP) under the macro-cell coverage. In our simulation, we assume a system bandwidth of 3 MHz, which is shared among all the BSs. The methodologies developed in this paper can also be applied to any value of system bandwidth. The motivation for our choice (i.e., 3 MHz) is to analyze the performance under a dense environment with peak network traffic and for the sake of simulation simplicity. Moreover, the bandwidth W of each channel and weight parameter ω are set to a normalized value of 1. Each UE u has a demand which follows a Zipf distribution. The main parameters used in our simulations are shown in Table 2 unless stated otherwise. Note that all statistical results stated, except for the real-time performance evaluation (i.e., Fig. 8) , are averaged over a large number of independent runs of random locations of users, small cell base stations and resource block gains. 
A. NUMERICAL RESULTS FOR LEARNING
In this paper, we used a homogeneous cache size for each BS in the network. Then, we considered how much cache size should be allocated for the whole autonomous system. We assigned 15% of the total contents as a cache size for all BSs J . To generate user requests, we first considered content popularity. For the simulation, we assumed the content popularity follows a Zipf distribution, where the probability of choosing content f is given by
where F is the number of contents, i is the rank of content f and α is the value of the exponent characterizing the distribution. To run the simulation, we considered the popularity to follow a Zipf distribution range (α = 1). In order to evaluate the performance of the proposed prediction scheme, we first show the comparison of one-step ahead predicted results with actual data point, in order to evaluate how much the proposed scheme deviates from the actual data points. We used the mean squared error to evaluate the deviation between the predicted and actual data points. Fig. 8 shows the comparison of prediction results (red line) and the actual data points (black line), where the actual data points are generated by utilizing a Zipf distribution with parameter α at a value of 1 for 20 users for 100 random simulation runs. It was observed that the mean squared error of the proposed scheme is close to 0.16, where we fed 30 data points as historical data and then started collecting the predicted results from the next time slot, i.e., 31 to 100. However, for clear illustration, we reduced the scale of fig. 8 from 31 to 80.
Then, we tested the prediction scheme with different content popularity profiles, where we evaluated the performance of the learning scheme under different Zipf distribution parameters, i.e., an α value from 1 to 0.9, 0.8, and 0.7. For these three popularity profiles, we also generated 100 data points for 20 users following the same process. The results shown in Fig. 9 reveal that our proposed popularity prediction scheme can make accurate predictions even when the popularity profile is changing. However, the RMSE increases as α decreases.
B. NUMERICAL RESULTS FOR THE CACHE AWARE USER ASSOCIATION ALLOCATION
In order to evaluate the performance of the Cache Aware User Association (CA-UA) scheme, first, we show the comparison in terms of normalized utility achieved by enabling the proposed CA-UA scheme under different network sizes (i.e., the number of users, U ). We investigated the normalized utility under two scenarios by varying the number of resources in the system, i.e., 1.4 MHz (6 resource blocks) and 3 MHz (15 resource blocks). Second, we evaluated the average time slots required for the CA-UA scheme by varying the network size under the two different settings of system bandwidth. Third, we also investigated the cache hit ratio under the aforementioned settings. Then, we determined the cache miss percentage and the reduction of backhaul load in the network by using the proposed scheme. For comparison purposes, we compare our proposed approach with a cache unaware user association approach (CUA-UA). This approach aims to associate UEs based on the standard association approach, i.e., received signal strength indicator. Finally, we compare our solution with the optimal solution. We have calculated the optimal solution via the exhaustive search method. Note that the exhaustive search method can only be applied in a centralized manner in which all network information are assumed to be known and available at the centralized controller such as user demands for contents, user channel characteristics, cache size and etc. Furthermore, due to the combinatorial nature of our problem, we cannot apply the exhaustive search method for a large scale network. Therefore, we have taken a small scale network to compare our proposed approach (i.e., Cache Aware user association) with the optimal solution. The new network settings include a maximum of 30 users (i.e., network size) and a system bandwidth of 1.4 MHz at each BSs. We assume that the total contents in this new network setting is 100 whereas the total cache size is 5% of the total content at each BSs. In Fig. 10 , the achieved normalized utility is shown both for cache aware and cache unaware user association under two different bandwidth settings. For, this simulation, we increase the network size to evaluate the utility. First, it can be observed that as the network size becomes sufficiently large, the utility saturates for all schemes. This is because of the limited bandwidth that is occupied as the network grows and no new users can be accommodated in the network. Second, we observe that the utility of CA-UA for 3 Mhz saturates for a network size of 30 users, whereas the utility of CA-UA for 1.4 Mhz does not saturate at that point. The main reason is that we have the same cache size for both the scenarios (i.e., 5 % of the total contents). In the CA-UA 3 Mhz scenario, more users are accommodated compared to the CA-UA 1.4 Mhz case with different channel conditions. Thus, the BS considers the requests of a larger number of users when making a caching decision whereas in the other case, a smaller number of users with good channel condition are considered. However, the CA-UA 1.4 Mhz scheme still achieved 77% of normalized utility of the CA-UA 3 Mhz scheme. Finally, the CA-UA 1.4 Mhz and CA-UA 3 Mhz schemes observed a significant gain of up to 28% and 31% in terms of the normalized utility when compared with CUA-UA 1.4 Mhz and CUA-UA 3 Mhz schemes, respectively. Fig. 11 shows the box plot for the average iterations required for the proposed CA-UA scheme to converge for two different resource settings. The box plot is generated by using 100 simulation runs with random SBS and UE locations. We can see that the convergence time (median value of the box plot) of our approach is reasonable, i.e., 15 and 50 iterations (TTI) for 1.4 and 3Mhz respectively. Moreover, it can be seen that the number of iterations for the CA-UA 3 Mhz scheme is significantly higher when compared to the CA-UA 1.4 Mhz scheme. The main reason for higher convergence time comes from the fact that more UEs are accommodated in the network, thus, the number of possible configurations for learning increases, i.e., the cache placement algorithm. Therefore, a larger number of iterations is observed. However, it can be seen that when the network size is large enough (i.e., 30 and more) the median of iterations is almost indistinguishable.
In Fig. 12 , we investigate the cache hit ratio for different cache sizes. We use the box plot to analyze the cache hit in terms of the percentage. In this simulation, we fixed the system bandwidth to 3 Mhz. It was observed that the change in network size does not affect the cache hit ratio. However, when the cache size changes, a significant change in cache hit is observed. We observe upto 47% increase in the median value of the cache hit box plot when the cache size was increased from 5% to 15% for all network sizes. Fig. 13 also follows the same trend and shows the cache miss percentage of both scenarios. Fig. 14 evaluates the backhaul load both for the CA-UA and CUA-UA schemes. In this simulation, we use the 15% cache size setting and 3 Mhz system bandwidth. It can be inferred that the CA-UA scheme (up to 1 Mb for 15 and larger network sizes) significantly reduces the backhaul load when compared to the CUA-UA scheme (up to 3.3 Mb for 15 and higher network sizes) for all network sizes. It saves up to twice the backhaul bandwidth for large network sizes.
In Fig. 15 , the achieved normalized utility is shown both for optimal solution and CA-UA schemes. For, this simulation, we increase the network size to evaluate the normalized utility. It can be inferred that the proposed CA-UA scheme achieves up to 82% of the utility obtained by the optimal solution for any network size.
A similar trend is also observed in Fig. 16 in which the cumulative distribution of the cache hit is compared.
In Fig. 16 , we compare the cache hit observed by the optimal solution and the proposed CA-UA solution. For this simulation, we fix the network size to 30 UEs and observe the cache hit. We see that the average cache hit achieved by the CA-UA scheme is up to 83% of the optimal solution. Thus, we can state that our proposed CA-UA approach is close to the optimal solution.
V. CONCLUSION
In this work, we design a novel cache aware user association scheme for heterogeneous cellular networks. We have considered two important aspects in our design; user association and cache placement. We applied the concepts of matching theory for addressing the user association aspect and then used an autoregressive integrated moving average scheme for learning and predicting the content popularity. The results of the prediction scheme were then used in the content placement decision. The proposed cache aware user association scheme has been shown to achieve a stable, distributed, scalable and suboptimal solution for the network. Simulation results reveal that the proposed scheme significantly outperforms the cache unaware scheme in terms of the network utility and backhaul load. Moreover, we also have shown the convergence and cache hit ratio of the proposed scheme under different scenarios. As future work, we intend to enhance the proposed approach to guarantee the quality of service for the users.
