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Quantum technologies are evolving from fundamental scientific concepts into industrial ap-
plications which have significant potential to affect our economy and society. They exploit
the principles of quantum mechanics such as superposition, entanglement, and tunneling, to
develop new generation of sensors [DRC17], communication networks [GT07; Lon+07], sim-
ulators [BN09; GAN14] and computers [DiV95; EJ96; NC10]. The quantum superposition
principle states that the quantum object, unlike the classical one, can occupy two or more
states simultaneously. Interaction between quantum objects leads to entanglement: states of
the objects remain correlated even if they were spatially separated after interaction. Finally,
quantum tunneling allows classically forbidden transitions: for example, a particle can pass
through an energy barrier higher than its kinetic energy due to the wave nature of the particle.
Quantum sensors exploiting squeezed light and quantum non-demolition measurements can
detect signals with ultimate precision, even beating the fundamental limits imposed by the
uncertainty principle [GLM04; Her+10]. They can be used for medical imaging and non-invasive
diagnosis, gravity measurements, navigation, and detecting defects in materials.
Quantum communication protocols are based on the entanglement between interacting quantum
systems. The quantum correlations and impossibility to create identical copies of the quantum
state allow secure storage and encryption of data. The quantum communication channels are
immune to interception even by quantum devices.
Quantum simulators operate on the principle of quantum tunneling and are effective for some
particular problems solved by optimization methods. Such simulators are application-specific:
the system under examination has to be mapped on the Hamiltonian of the well-controlled
simulator [AW12; HTK12; Tra12]. They can be used to design new materials with tailored
properties and to simulate chemical reactions for medicine and energy applications.
The universal quantum computers which require control and manipulation of single quantum
bits are the most challenging application of quantum technologies. Unlike classical bits, which
can take only two values, 0 and 1, quantum bits (qubits) can be in a superposition of these states.
It means that one qubit can store two values simultaneously, both |0〉 and |1〉. The number
of stored values grows exponentially with number of qubits. Therefore, in theory quantum
computers outperform classical ones, which have a linear scaling of the computational power
with number of bits on the chip. Superposition and entanglement allow ”parallel” computations:
an operation on the quantum register gives result for all the initial states in the superposition
simultaneously. However, these states can not be read out individually. During readout the
system is projected into one of them.
There are several platforms for quantum electronics: superconducting circuits [DS13; Wen17],
quantum dots [BEL00], trapped ions [HRB08], defects in diamond [Dut+07; Yao+12], and
atoms in microwave resonators [RBH01a]. Superconducting circuits can have macroscopic di-
mensions, yet they operate in the quantum regime. Direct currents flow in superconductors
without dissipation, and using superconducting devices is expected to tackle the problem of
heating which currently limits the speed of conventional semiconductor processors. The circuits
can be engineered to have specific energy spectrum and coupling to the control and readout
microwave fields. Circuits with anharmonic energy spectrum play the role of artificial atoms
and spins. Propagating microwave signals can entangle distant atoms enabling implementation
of quantum communication protocols and distributed quantum computing. In addition, the su-
perconducting circuit fabrication is compatible with existing industrial scale-up and integration
techniques, which made them one of the most advanced platforms for quantum applications.
The quantum states are very fragile: interaction with the environment leads to leakage of in-
formation and destruction of entanglement. Quantum chips are shielded from the background
electric and magnetic fields, and cooled down to millikelvin temperatures to reduce thermal
excitations. Still, macroscopic superconducting circuits are particularly sensitive to environ-
mental fields due to their large dipole moments. They easily couple to neighboring circuits
and defects in the materials. Decoherence of superconducting atoms is still a major problem
on the way to practical implementations. The existing prototypes of superconducting quan-
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tum computers can not operate without error correction [Ofe+16]. Continuous error correction
algorithms require repeated measurement of the single quantum object without destroying its
state. Such measurements are called quantum non-demolition (QND).
The interaction of superconducting atoms with microwave fields is described with the circuit
electrodynamics (cQED) theory [Bla+04; Wal+04; Bla+20]. The cQED theory suggests that
QND measurements of superconducting artificial atoms can be realized with different types of
interaction with the readout resonator: dispersive, longitudinal, and cross-Kerr. The dispersive
interaction is perturbative and approximately QND. However, error correction algorithms re-
quire a certain threshold for the QND measurement fidelity [FSG09; Bar+14; Ter15]. In theory,
the fidelity of the QND dispersive readout can be improved by increasing the readout power.
In practice however increase of the readout power also leads to various non-QND processes,
and superconducting atoms are usually operated at the single photon regime, with the interest-
ing exception of Andreev qubits, which appear to be completely immune to the readout drive
[Hay+20; Jan+15]. We constructed a superconducting atom which is resilient to readout power
corresponding to hundred photons in the readout resonator, which allows state-of-the-art QND
fidelity & 96.7% and state discrimination time of τ = 175 ns. In contrast to dispersive interac-
tion, longitudinal and cross-Kerr interactions are truly QND, but their practical implementation
is challenging (see Section 3 and [Das+20]).
This thesis is organized as follows: we start by giving a definition of the QND measurements,
and provide basics of the superconducting quantum circuits. We also introduce the two super-
conducting artificial atoms: the transmon and fluxonium and discuss the fluxonium implemen-
tation. The second section is devoted to the dispersive readout in cQED, and its realization
with the fluxonium atom. First, we present the high power QND dispersive readout of the
fluxonium atom based on the results published in Ref. [Gus+21]. Secondly, we demonstrate im-
plementation of the gradiometric fluxonium atom. In the third section we address the possible
implementation of the longitudinal interaction between the transmon qubit and the resonator
based on the nonlinear coupling scheme proposed in Ref. [Richer2016longitudinal]. We share
unpublished results demonstrating the practical challenges of achieving the longitudinal regime.
The fourth section contains a description of methods used for fabrication, simulation, and mea-
surements of the superconducting circuits.
1.1 Quantum non-demolition measurements
Development of quantum non-demolition measurement techniques was motivated by a demand
for high-precision detection of weak signals, such as gravitational waves. The first attempts
to measure gravitational waves were made with macroscopic mechanical oscillators, multi-ton
bars driven by propagating waves [Web68]. The experiments required repeated measurements
of the oscillator displacement with accuracy of . 10−19cm [BVT80]. The accuracy of repeated
measurements on a single quantum system is, in general, limited by the Heisenberg’s uncertainty
principle. Precise projective measurement of the observable collapses the system eigenfunction
into one of the observable’s eigenstates [HR06]. The immediate subsequent measurement should
give the same result precisely. However, due to the uncertainty principle, the measurement
disturbs any non-commuting observables in a completely unpredictable way. The delocalization
of the non-commuting observable can be fed back into the measured one by a free evolution
of the system. This feedback, called measurement back action, affects precision of subsequent
measurements of the observable.
Only a special class of measurements, called quantum non-demolition (QND), allow circumvent-
ing the effect of the uncertainty principle. The QND measurement should fulfill several criteria,
established by Caves et al. in 1980 [Cav+80; HR06]. The system coupled to the measuring
apparatus is described by the Hamiltonian Ĥ = Ĥs+Ĥm+Ĥint, with Ĥs and Ĥm corresponding
to the system and meter free Hamiltonians, respectively. Ĥint represents the interaction term,
which couples system and meter observables. First, the system observable Ôs eigenstate should





Secondly, the measured observable should be a constant of motion which prevents feeding back





The system observables satisfying criteria eq. 1 and eq. 2 are called QND observables. The two
criteria guarantee the measurement repeatability. The QND measurement precision is limited
by the coupling strength and the measurement time, but not by the measurement back-action.
The minimum uncertainty which can be achieved corresponds to the standard quantum limit,
which is the ground state uncertainty of the measured observable. In experiments, coupling be-
tween system and the meter is never infinitely strong which implies that the measurement does
not project the state instantaneously. Leakage of energy to the environment during measure-
ment and free evolution of the system destroys the quantum state. Following the terminology
in [Cle+10] we include dissipation in the system Hamiltonian, thus measurements taking longer
than the system energy relaxation time are non QND.
Implementing QND measurements of mechanical and optical oscillators usually relies on the
nonlinear interaction with meter. Using mechanical systems was found to be impractical due
to weak nonlinearity [Cav+80; BO96]. QND schemes were first realized in the domain of
nonlinear quantum optics [BK96] with the aim of achieving noiseless telecommunication and
quantum-limited sensing. The system and the meter were represented by Gaussian states
interacting via nonlinear media provided by optical crystals [LSY89; Buc+01] and cold trapped
atoms [Roc+97]. The level of QNDness was characterized by the quantum correlations between
quadratures of the output signal and meter beams [Roc+92; GLP98].
Measurement and manipulation of individual quantum systems was first realized with Rydberg
atoms [HR06]. The methods used in quantum optics and atomic physics were later adopted for
the microwave superconducting quantum electronics. Superconducting artificial atoms became
one of the leading platforms for the implementation of scalable quantum computing architec-
tures, and QND measurements play an essential role in quantum error correction algorithms.
1.2 Superconducting circuits
Superconducting circuits with macroscopic dimensions can operate in the quantum regime if
they have discrete spectrum of energy levels with spacing exceeding width of the levels. Due
to low dissipation in the superconducting circuits the width of energy levels can be much
smaller than their separation. In classical metallic superconductors the phenomenon of the
non-dissipative current is explained by the microscopic theory developed by Bardeen, Cooper,
and Schrieffer (BCS theory) [BCS57]. According to the theory, electrons with opposite spin and
momentum experience weak attractive interaction mediated by phonons in the lattice. Coupled
electrons form Cooper pairs with size orders of magnitude larger than the average spatial
separation between single electrons. As a consequence, wavefunctions of individual Cooper
pairs overlap, and they form a correlated collective state. Single-particle excitations, called
quasiparticles, comprise additional degrees of freedom for the circuit. However, their energy is
separated from the ground state by the superconducting energy gap ∆, the energy required to
break the Cooper pair. Pure aluminum, the commonly used superconductor, has ∆ = 1.2 K,
and thermal quasiparticle excitations can be neglected, although non-thermal quasiparticles
can often play an important role in dissipation and dephasing.
In the macroscopic theory of superconductivity the ensemble of Cooper pairs is described by
the collective wavefunction ψ(r, t) =
√
n(r, t)eiϕ(r,t). The squared modulus of the wavefunction











where A is the vector potential satisfying B = ∇×A. The first manifestation of the quantum
nature of the superconductivity is fluxoid quantization in the closed superconducting loop. It
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can be derived by integrating the expression for the superconducting current density along the













∇ϕ(r, t)·d` = kΦ0, (4)
where Φ0 = h/(2e) is the flux quantum, and k is the integer number. The integral of the
phase gradient gives 2πk because the superconductor wavefunction has to be single valued after
tracing around the contour. The left hand side of this equation defines the fluxoid, which is
a sum of the external magnetic field Φext = B·S, and flux generated by the superconducting
current.
One of the basic superconducting circuits is the quantum harmonic resonator, which has equidis-
tant energy levels, and can exchange multiple photons. Therefore it can be used to model
phonons in the crystals, and vibrations in the molecules. The resonator circuit can be repre-
sented in terms of inductances and capacitances which store the charging and magnetic energy.
The dynamics of the resonator is described by a single degree of freedom. For example, if the
flux φ in the superconducting loop plays a role of a coordinate, the charge q of the super-
conducting island is the conjugate momentum, with commutation relation [q, φ] = −i~. The








where C is the capacitance and L is the inductance.
Circuits with anharmonic energy spectrum play a role of artificial atoms and spins. The key
element in many superconducting atoms is the Josephson tunnel junction. It consists of the
two superconducting electrodes separated by a thin insulating barrier. If the thickness of the
barrier is smaller than the superconducting coherence length ξ, the wavefunctions of the two
superconductors overlap, and Cooper pairs can tunnel coherently through the barrier. At a zero
voltage bias the current through the junction is a sinusoidal function of the superconducting
phase difference ϕ between the two electrodes I = Ic sinϕ, with maximal value Ic which is
called the critical current. The coupling energy stored in the Josephson junction equals
EJ(1−cosϕ), (6)
where EJ = Ic(Φ0/2π), and Φ0 = h/(2e) is the flux quantum. If charging effects can be ne-
glected, the Josephson junction behaves as a nonlinear inductance








which can be used to construct nonlinear couplers [Kou+18b; Voo+18], parametric ampli-
fiers [Cas+08; Ber+10; Whi+15; RD16b], and circuits with anharmonic spectra [DM04; CW08].
The atom-field coupling strength depends on the transition dipole moment between the states
of electron in the atom, and on the value of the zero field fluctuations. Natural atoms have
a small dipole moment, and achieving strong coherent coupling was possible only for highly
excited atoms for which the electron wavefunction has large spatial extent [SWM10]. The
dipole moment of the superconducting macroscopic atoms is defined by the circuit size and
geometry. Besides that, electromagnetic field can be confined in a small volume to generate
large zero point fluctuations. cQED allows for strong and ultra-strong coupling regimes, when
coupling strength is comparable with the atom and resonator frequency [Bau+16; Yos+17].
The drawback of the large dipole moment of artificial atoms is their coupling to microscopic
defects and spurious environmental modes, which in turn leads to decoherence and cross-talk.
For example, the first superconducting qubit, the Cooper pair box (CPB) [NPT99] had coher-
ence times of ∼ 1 ns, which are comparable to the time needed for one operation and orders of
magnitude shorter than needed for the fault-tolerant operation. The working principle of the
CPB qubit is based on tunneling of Cooper pairs from the superconducting island to ground
through the Josephson junction. The number of Cooper pairs on the island is controlled by
the capacitively coupled voltage source. The CPB has large charge dispersion, and the qubit is
susceptible to charge noise.
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A significant effort was made to protect superconducting qubits from decoherence, and after
two decades the coherence time increased to the millisecond range. This was achieved by both
improving the materials, and by decoupling atoms from the environment. In the transmon
qubit the protection from noise was achieved by suppressing the charge dispersion [Koc+07]
at the expense of the atom anharmonicity. The typical transmon anharmonicity is around few
percent of the transition frequency, which limits the qubit operation speed. Another way to
suppress the sensitivity to charge noise is building atoms from high impedance circuits, like
the fluxonium atom [Man+09]. In such circuits the zero point charge fluctuations are much
smaller than charge of the single electron. Even stronger decoupling from the environment can
be realized with topologically protected circuits, which promise simultaneous suppression of
decoherence and energy relaxation without compromising the anharmonicity[Iof+02; Smi+20;
Gye+21]. In these designs the qubit is encoded in the delocalized states created in the quantum
circuits with multiple degrees of freedom.
1.3 Transmon artificial atom
The transmon artificial atom consists of a Josephson junction shunted by a large capacitance.
An equivalent circuit of the transmon is shown in Fig. 1a. At least one electrode of the junction
forms a superconducting island (shown in blue). The second electrode can also be made as an
island (floating transmon design), or can be connected to ground. Both transmon implementa-




+EJ(1−cosϕ) = 4EC(n−ng)2+EJ(1−cosϕ), (8)
where we introduced the charging energy of a single electron EC = e
2/2(C+Cs), and qg = 2eng
is the effective offset charge. The transmon Hamiltonian can be solved exactly in the phase
basis [Koc+07]. The atom wavefunctions at low excitation numbers are confined in the cosine
potential, and have almost harmonic spectrum with levels spacing '
√
8EJEC (see Fig. 1 b).
Transmon qubits are typically designed with ratio EJ/EC ≥ 50. The atom anharmonicity
calculated as a difference between transition energies decreases linearly with the charging energy
E12−E01 ' −EC. Strong off-resonant pumps can induce transmon escape from the cosine
potential driving the atom into a free particle state [Les+19]. Because of low anharmonicity
transmon atoms are not a good approximation of the two level systems, yet they can be operated
as qubits if excitation of higher levels is low.
In the transmon atom the anharmonicity is compromised in favor of suppressed sensitivity to the
charge noise, which is a dominant source of decoherence for atoms operating in the Cooper pair
box regime EJ/EC = 1. The circuit energy levels Ei calculated as function of the charge offset
for different ratio EJ/EC are shown in Fig. 1 c. We plot the energy spectrum for intermediate
value of EJ/EC = 5 (bottom panel) for illustrative purposes. The charge dispersion is defined
as peak-to-peak amplitude of the energy levels, and is proportional to e−
√
8EJ/EC . Therefore,
the transmon sensitivity to charge noise is suppressed exponentially with the charging energy.
1.4 Fluxonium artificial atom
The design of the fluxonium artificial atom was proposed in 2009 [Man+09] as an alternative
to qubits based on superconducting islands. The fluxonium atom consists of the Josephson
junction shunted by the so-called superinductance which screens the charge offsets. Here we
focus on the spectrum of the fluxonium, and discuss the properties and implementation of the
superinductance separately.
Fig. 2 a shows the equivalent circuit of the fluxonium. The Josephson junction and superin-
ductance form the superconducting loop which can be biased by the external magnetic field.
According to the fluxoid quantization [Tin04], the total flux threading the superconducting
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Figure 1: Transmon artificial atom. (a) Equivalent circuit of the transmon. The super-
conducting island shown in blue has offset charge ng measured in the units of the Cooper pair
charge. The Josephsnon junction with energy EJ and parallel plate capacitance C is shunted
with capacitance Cs  C. The phase difference across the junction is ϕ. (b) The atom eigen-
functions in the phase representation calculated for EJ = 16 GHz and EJ/Ec = 5, and the zero
charge offset. (c) The circuit energy levels calculated for EJ/Ec = 1 (top panel) and EJ/Ec = 5
(bottom panel) as function of the offset charge. The transmon sensitivity to charge noise is
suppressed exponentially with
√
EJ/EC, the typical transmon ratio EJ/Ec ≥ 50.
current, is quantized. Therefore for flux variables associated with inductance and Josephson
junction φL and φ, assigned as shown in Fig. 2 a
φL−φ+Φext = kΦ0, (9)
where k is the integer number of flux quanta in the loop. This boundary condition allows to
reduce the number of degrees of freedom. We choose the junction flux variable as independent,
and express φL = φ−Φext+kΦ0. The external flux is therefore included in the inductive energy.








where C is the junction capacitance, L is the superinductance, and Φext is the external magnetic
field. The constant term in the Josephson energy (see eq. 6) is neglected because it does not
affect the transition energies. It’s worth mentioning that for the static external field there is
no mistake in choosing other independent degree of freedom, and in including external flux in
the Josephson energy instead of the inductive one. The eigenergies of the static Hamiltonian
do not depend on the choice of variable. However, the correct assignment of the external flux
is crucial for the time-dependent fields because it leads to different time evolution operators.
There is no comprehensive theory on this topic yet; for the solution in the particular case of
the Josephson junction SQUID biased by the external flux see Ref. [YSK19; RD21].
The inductive energy and Josephson energy form the fluxonium potential shown in Fig. 2 b
(black lines) for the flux bias Φext = 0 and Φext = Φ0/2. The inductive energy gives rise to
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Figure 2: Fluxonium artificial atom. (a) Equivalent circuit of the fluxonium atom. The
Josephson junction with energy EJ is shunted by the superinductance L. The capacitance C is
given by the parallel plate capacitance of the Josephson junction and capacitance of the connect-
ing electrodes. The applied magnetic field Φext is used to tune the atom energy levels. The blue
arrows with φ and φL labels indicate the flux variable assigned to the Josephson junction and the
inductance. (b) Fluxonium potential energy (black lines) and first eigenfunctions of the Hamil-
tonian (eq. 10) calculated numerically at the zero applied field (top panel) and Φext = Φ0/2
(bottom panel). The circuit parameters C = 6.9 fF, L = 231 nH and EJ/h = 5.6 GHz are the
same as for the device presented in Ref. [Gus+21]. The potential is shifted by the energy of
the first fluxonium level. (c) Fluxonium spectrum as function of the applied magnetic field.
Energy of the first fluxonium level is shifted to zero.
two functions are shifted relatively to each other by applying magnetic field, and the potential
transforms from the single-well at the zero magnetic field to the double-well potential at half flux
quantum bias. The corresponding eigenfunctions are shown in Fig. 2 b for the flux bias Φext = 0
and Φext = Φ0/2. The circuit parameters C = 6.9 fF, L = 231 nH and EJ/h = 5.6 GHz are the
same as for the device presented in Ref. [Gus+21].
The fluxonium energy levels are periodic functions of the external magnetic field with period
of one flux quantum. Fig 2 c demonstrates the energy spectrum calculated as function of the
external magnetic field by numerically diagonalizing the Hamiltonian (eq. 10) in the basis of
Harmonic oscillator functions. At the spectrum extremum points, the fluxonium atom is first-
order insensitive to flux noise because of zero derivative in respect to the external field. An
important advantage of the fluxonium is its high anharmonicity which allows fast control gates
at |0〉−|1〉 transition frequency without large spurious excitations of the higher levels.
The characteristic energy scales of the circuit can be calculated with transformation to the unit-
less variables phase ϕ = 2πφ/(Φ0), and number of Cooper pairs n = q/(2e), with commutation






with EC = e
2/(2C) the charging energy of a single electron, and EL the inductive energy. The












where RQ = h/(2e)
2 ≈ 6.5 kΩ is the resistance quantum.
1.4.1 Superinductance
The shunting superinductance has to fulfill several requirements. First, its impedance should
exceed the resistance quantum Z > RQ, which guarantees that the charge zero point fluctua-
tions (see eq. 12) are suppressed below the charge of the single electron qzpf < e. The second
requirement is low microwave losses for the coherence of the circuit, and perfect conduction at
DC current which allows to shunt the charge offsets between the Josephson junction electrodes.
Finally, the spurious self-resonant modes of the superinductance should be above the first atom
transition and, ideally, should be detuned from the atom transitions to prevent enhanced atom
energy decay. Constructing such superinductance is not trivial. Superconducting wires have
parasitic capacitance to ground, and impedance of a straight superconducting wire usually does
not exceed the vacuum impedance Z = 377Ω. Typically, superinductances are made out of
the Josephson junction chains or from superconducting materials with high kinetic inductance.
Kinetic inductance of the superconducting wire is associated with the momentum of the Cooper











here ns is density of Cooper pairs, m = 2me is their mass, v is the velocity, and I is supercon-








The kinetic inductance is also present in normal metals Lkin = me`/(nee
2S). However, the ratio
between reactive impedance and resistance ωLkin/R = ωτ , where the electron scattering time
τ ∼ 10 fs, and kinetic inductance gives significant contribution only at frequencies ω ∼ 10 THz.
The kinetic inductance of the superconductors scales inversely with the density of Cooper pairs
which decreases with increasing kinetic energy ns = ns0(1−j2/j2crit), here j is the superconduct-
ing current, and jcrit is the critical current at which superconductivity breaks [Tin04]. Therefore








Disordered superconductors with mean free path of normal electron much smaller than the su-
perconductor coherence length `e  ξ typically have large kinetic inductance. Mattis-Bardeen
theory for the skin effect in superconductors and normal metals relates the kinetic inductance
to the normal state resistance Rn [MB58; Tin04]. In the limit of low temperatures compared





here ∆ ≈ 1.76kbTc is the BCS superconducting gap. Materials with high normal state resistivity
ρ = RS/` possess high kinetic inductance. For example, NbTiN films with ρ = 100−200 µΩ cm,
and Tc ≈ 9 K have kinetic inductance per square Lkin = 0.05−0.1 nH/ [Sam+16; Haz+19;
Pit+20].
Only recently geometric superinductances with Z > RQ were built by winding the supercon-
ducting wire in compact spirals [Per+20], exploiting the fact that the characteristic impedance
of the spiral scales linearly with the number of turns. To further increase the impedance, the
substrate under the spiral is etched to form a suspended membrane. This reduces the effec-
tive dielectric constant, and, consequently, the capacitance of the circuit. The compact spirals
with diameter 50−100 µm and ∼ 100 turns were made from 100 nm wide aluminum wires with
kinetic inductance . 10% of the total inductance.
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1.4.2 Josephson junction chains as superinductance
In the first fluxonium implementation the superinductance was build from a chain of Josephson
junctions [Man+09]. The equivalent circuit of the chain is shown in Figure 3. The chain can be
treated as a lumped element inductance if the charging effects and the dynamics of individual
junctions can be neglected. This approximation is valid if the drive frequency is much smaller
than self-resonant frequency of the single junction. Assuming that the junctions are identical,

















where ϕ is a total phase difference across the chain. For large k the Tailor expansion of the













Here the first term is a constant offset, the second term corresponds to the energy of linearized
inductance and the last term gives the self-Kerr coefficient. The effective linear inductance of
the chain scales with the number of junctions Llin = kLJ0, while the ratio between nonlinear
and linear terms decreases quadratically Hnonlin/Hlin ∝ 1/k2.
We have to go beyond the lumped-element model to obtain the full spectrum of modes in
the Josephson junction chain. The chain can be approximated with an array of harmonic
oscillators. Each Josephson junction is considered as linear inductor, and both junction parallel
plate capacitance and capacitance to ground are taken into account. The solution of the array






here ωp = 1/
√
LJ0C is the plasma frequency of a single junction, N is the number of Josephson
junctions in array, k ∈ [−N/2, N/2]. Capacitance to ground leads to reduction of the chain
plasma frequency. Figure 3 b shows the calculated spectrum of modes for different ratios C/Cg.
High ratio C/Cg is preferable for the use of junction chain as superinductance because modes
concentrate around plasma frequency, and first self-resonant mode of the chain can be far
detuned from the atom transition frequency.
Decoherence in the Josephson junction chains can be caused by phase-slip events: a change of
the phase drop across single junction by multiples of 2π. Quantum phase slip tunneling events
occur due to fluctuations of phase, and can be dissipationless. For the fixed phase difference
across the chain ϕbias the phase slip in one junction results in renormalization of the phase across
all other junctions by (ϕbias−2π)/N . The inductive energy of the chain therefore changes from
EJϕ
2
bias/2N to EJ(ϕbias−2π)2/2N . For large ratio between Josephson and charging energy
EJ/EC  1 for individual junctions the quantum phase fluctuations are small, and phase slip
















Large EJ/EC ratio is achieved by increasing area of the Josephson junction. For ∼ 1 µm2 large
Junctions with ratio EJ/EC ≈ 100 the measured phase slip rate v ≈ 1 mHz [Mas+12].
Experiments with resonators made out of JJ chains show that they fulfill all the requirements
for the superinductance [Bel+12; Mas+12]. Their impedance exceeds the resistance quantum,
plasma frequency ωp ∼ 20 GHz [Wei+15], and the internal quality factor which quantifies mi-
crowave losses Qi ∼ 105. The self-Kerr nonlinearity of Josephson junction chains made for



























Figure 3: Implementation of the superinductance with Josephson junction chain.
(a) Josephson junction chain and its representation in a lumped-element model, and harmonic
oscillator array approximation. Identical junctions with Josephson energy EJ are connected
in series. Each junction has the parallel plate capacitance C and capacitance to ground Cg.
In the lumped-element model dynamics of the individual junctions is neglected. The chain
Hamiltonian is described by a single collective variable ϕ which corresponds to the total phase
difference across the chain. The equivalent linear inductance of the chain scales with number
of junctions k. In the harmonic oscillator array approximation each junction is represented by
its linear inductance LJ0. (b) Dispersion relation calculated for harmonic modes in array of
50 junctions for different ratios C/Cg. Markers show mode frequencies normalized by plasma
frequency of the single junction ωp = 1/
√
LJ0C. Lines are guides for the eye.
1.4.3 Granular aluminum as superinductance
Granular aluminum (grAl) is obtained by evaporating pure aluminum in oxygen atmosphere.
The room temperature resistivity of grAl films can be tuned in range 10−104µΩ cm by increas-
ing the partial oxygen pressure during deposition. The resistivity also depends on aluminum
deposition rate and temperature of the substrate. Superconductivity in grAl was a subject of
research starting from 1960 [ACC66] due to a peculiar enhancement of the superconducting
gap compared to bulk aluminum, and transition from superconducting to insulating behaviour,
similar to transition observed in the homogeneously disordered films with increase of resistivity
[Noa+13; Ivr+14]. Both the nature of the superconducting to insulator transition (SIT) and
gap enhancement in grAl are still not fully understood.
GrAl consists of crystalline aluminum grains surrounded by amorphous AlOx. The size of
grains reduces drastically from ∼ 50 nm for pure aluminum to 3−4 nm in grAl films with ρ =
100 µΩ cm, deposited at the room temperature [Deu+73]. Starting from this value the grain size
is almost independent on the resistivity and has uniform distribution. Below ρ = 100 µΩ cm
grAl films show metallic behaviour, with electron mean free path of the order of the grain size.
With increasing resistivity coupling between the grains decreases, and electron mean free path
becomes orders of magnitude smaller than the grain size. Despite decoupling of the grains the
superconducting gap increases, and critical temperature reaches its maximum of Tc ≈ 2.2 K at
ρ ≈ 400 µΩ cm [DG81; Lev+19]. Starting from this value the superconducting gap gradually
decreases, and a superconducting transition is not observed above ρ ≈ 104 µΩ cm. Instead,
samples show insulating behaviour. The maximal critical temperature can be enhanced to
Tc ≈ 3 K by depositing grAl onto cold substrates [ACC66; Pra+16]. Such films also have
smaller grain size ∼ 2 nm.
Complex conductivity of grAl obeys the Mattis-Bardeen equations for disordered superconduc-
tors [Pra+16], and the kinetic inductance can be calculated from the normal state resistance
and the superconducting gap (see eq. 16). Kinetic inductance in GrAl films with resistivity close
to SIT is in range of nH/, with the kinetic inductance fraction Lkin/Ltotal close to unity. GrAl
inductors have intrinsic nonlinearity which can be estimated by modeling grAl as a network of
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here a is the grain size, ω1 is the mode frequency, jcrit is the critical current density, and VgrAl is
the grAl volume. The grAl nonlinearity can be tuned over six orders of magnitude by changing
the circuit volume and grAl resistivity. GrAl films with weak nonlinearity K11 . 1 kHz can
be used to implement superinductances [Grü+19], circuits with K11 = 1−10 kHz are suitable
for kinetic inductance detectors [Val+19] and parametric amplifiers [Vis+16; Boc+14], while
nonlinearity of order of MHz is sufficient for constructing transmon qubits [Win+20b].
The dispersion relation for modes in grAl stripline resonators is similar to Josephson junction
arrays. The plasma frequency ωp =
√
2eIc/~C, where Ic is the critical current and C is the
grain capacitance. Due to difference in size the grain capacitance is much smaller than the
parallel plate capacitance of artificial Josephson junctions. Therefore plasma frequency of grAl
used for superinductances is at least 3-4 times larger compared to junction arrays. Resonators
with low resistivity can easily have effective plasma frequency around 100 MHz, above the
superconducting gap [Mal+18].
Resonators made out of grAl have internal quality factors Qi above 10
5 [Grü+18], and they can
handle parallel magnetic fields up to 1 T without degradation of Qi [Bor+20]. Kinetic induc-
tance scales inversely with the density of Cooper pairs, therefore devices made out of materials
with dominating Lkin are susceptible to quasiparticle excitations, and grAl resonators are not
an exception. The number of quasiparticles observed in experiments with different supercon-
ductors is many orders of magnitude higher than expected in thermal equilibrium at dilution
refrigerator temperatures [Vis+11; Cat+11; Wan+14; Pop+14; Lev+14]. Comparison of loss
mechanisms in grAl resonators of different geometries indicates that non-equilibrium quasipar-
ticles can be a dominant source of dissipation in resonators with high impedance [Grü+18].
Such non-equilibrium quasiparticles can be generated by environmental and cosmic radioactiv-
ity. Continuous monitoring of grAl resonators reveals sudden frequency drops [Grü+18] similar
to response of the microwave kinetic inductance detectors [Day+03]. High-energy particles
hitting the substrate create phonons which in turn break Cooper pairs in the superconductor.
Propagating pair-breaking phonons generate quasiparticle bursts [Kar+19] which lead to time-
correlated errors in multiqubit arrays [Wil+21], undermining quantum error correction with
surface codes [Fow+12]. An order of magnitude reduction of the quasiparticle bursts rate can
be achieved by cleaning sample environment from radioactive contaminants, and by shielding
cryostats from cosmic radiation with lead walls and by placing them in deep underground fa-
cilities [Car+21]. Another way to mitigate correlated errors is to hinder propagation of high
frequency substrate phonons by building phonon traps or by engineering the phonon disper-
sion. Phonon traps are made from low gap superconducting films covering the substrate surface
which downconvert frequency of phonons via electron-phonon interaction. [Hen+19; Mar21]
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2 Dispersive interaction
The dispersive readout scheme was adopted from cavity quantum electrodynamics. It originates
from the transverse interaction between the atom and the readout resonator. In the cQED it
can be implemented with linear inductive or capacitive coupling, and is currently a prevailing
readout scheme due to the simplicity of the design. Inherently, the transverse interaction is
non-QND; in resonant case it can be used to generate maximally entangled atom-resonator
state [Wal+04], provided that the coherent coupling rate g is larger than the energy decay rates
of resonator κ and atom Γ, and the atom decoherence rate Γϕ (strong coupling g > [κ,Γ,Γϕ]
[RBH01b]). However, in the dispersive regime, when the detuning between atom and resonator
∆ = ωa−ωr is large compared to the coupling strength ∆  g, the off-resonant transverse
interaction becomes QND in first order approximation.
To gain insight into the underlying model we use simplified representation of the artificial
atom as a two-state system (spin). It is important to mention that the two-state model of the
atom is very illustrative and allows qualitative description of the dispersive readout. However,
virtual and resonant transitions between higher atom-resonator levels can strongly affect the
dispersive shift and the atom relaxation rate. Therefore, numerical simulation of the many
level atom-resonator Hamiltonian and transition matrix elements is usually needed for accurate
quantitative agreement with experiments [Hou+08].










where the first two terms correspond to the free Hamiltonians of the resonator and spin, respec-
tively. The last term shows coupling of the resonator displacement degree of freedom to the
spin σx degree of freedom. Another simplification, the rotating wave approximation (RWA),
allows to neglect the two-photon transition terms in the coupling Hamiltonian if the corre-
sponding matrix elements are much smaller compared to the single-photon processes. In the








Expanding U†HU up to the first order in g yields the dispersive Hamiltonian





with χ = g2/∆. The first term in eq. 24 demonstrates that the resonator frequency depends on
the atom state, and, vice versa, the atom frequency depends on the resonator excitation number.
The dispersive regime owes its name to the analogy with the atom-dependent refractive index of
a cavity. The atom plays a role of an effective dielectric which changes the resonator frequency.
The atom state can be measured via homodyne or heterodyne detection.
The dispersive interaction Hamiltonian Hint = χσza
†a satisfies the QND criteria (see eq. 1, 2),
with the caveat that we neglected higher order terms in the expansion. Achieving strong
dispersive coupling χ ∼ κ along with improvement of the superconducting atoms relaxation
time and parametric amplification rendered possible single-shot repeated measurements and
detection of the atom quantum jumps [Mal+09; VSS11; Liu+14], which is a prerequisite for
implementing continuous quantum error correction.
The quantum feedback from dispersive measurement causes atom dephasing. This can be seen
intuitively from the eq.24 because fluctuations in the resonator photon number lead to jitter of
the atom frequency. Large detuning between resonator and atom is advantageous in this case
as drives applied at the atom frequency do not produce spurious excitations in the resonator.
Therefore the amplitude of pulses used for the coherent manipulation of the atom state can be
high, providing fast single-qubit gates. Furthermore, resonator frequency is usually designed to
be above 4 GHz which corresponds to the thermal energy of 200 mK. The physical temperature
of the device is usually order of magnitude smaller. One can find the thermal occupation of
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the harmonic oscillator excited state using Boltzmann distribution p1/p0 = exp(−hfr/kBT ),
here p0 and p1 are the probabilities of the ground and excited states, and kB is the Boltzmann
constant. At physical temperature T = 30 mK the thermal excitation of undriven resonator is
≈ 0.2%, and atom dephasing between measurement pulses is suppressed.
The expected residual non-QNDness of the dispersive readout can be estimated by diagonaliz-
ing the initial Rabi Hamiltonian within the rotating wave approximation (RWA). The resulting
Jaynes-Cummings Hamiltonian has exact analytical solution for the eigenvalues and eigenvec-
tors. The Jaynes-Cummings interaction entangles states with the same total excitation number,
and the dressed eigenvestors take the form [Bla+20]:
|g, n〉 = cos(θn/2) |g, n〉−sin(θn/2) |e, n−1〉∣∣e, n−1〉 = sin(θn/2) |g, n〉+cos(θn/2) |e, n−1〉 (25)
for n ≥ 1, with the mixing angle θn = arctan (2g
√
n/∆). The resonator excitation number at
which numerator in the definition of the mixing angle becomes comparable to the detuning
between atom and resonator is called the critical photon number
ncrit = ∆
2/(2g)2. (26)
In the dispersive limit g  ∆ and for the resonator excitation much smaller than the critical
photon number the dressed eigenvectors are primarily the uncoupled eigenvectors with mixing
factor of n(g/∆)2. The probability of the resonator to absorb photon from the atom is small,
and interaction takes place only via virtual photon exchange. Nevertheless, even the weak
entanglement leads to the Purcell enhancement of the atom relaxation rate [Pur46]. For the
state






where γ and κ are the energy relaxation rates of the uncoupled atom and the resonator, respec-
tively.
2.1 Dynamics of the dispersive measurement
In this section we focus on the dynamics of the readout resonator during the dispersive atom
measurement. Here we introduce coupling of the readout resonator to the measurement appa-
ratus, and demonstrate time evolution of the output states. We derive the expression for the
measurement signal to noise ratio (SNR) and prepare the ground for discussing the high power
readout.
Input-output theory
In our derivation of the dispersive coupling we treated the atom and resonator as isolated quan-
tum system, neglecting coupling to the environment, control and readout fields. In order to
extract information about the atom state encoded in the frequency or phase of the readout res-
onator one has to send signal from the source and direct the outgoing (transmitted or reflected)
signal to the classical measurement apparatus. This can be achieved by coupling the readout
resonator capacitively to the 50Ω transmission line. Here we focus on the measurement in
reflection with corresponding schematic shown in Fig. 4. To start with, we ignore the atom
and exclude it from the system dynamics, assuming that the only effect of the atom-resonator
coupling is the dispersive shift of the resonator frequency. In this case the dynamics of input,
output, and resonator fields is described with input-output theory [YD84]. We outline the










Figure 4: Circuit schematic for dispersive atom measurement in reflection. The
readout resonator is coupled capacitively to the 50Ω transmission line. The resonator coupling
rate is κ. The readout signal sent via transmission line interacts with the readout resonator
and reflected signal is measured at the output of the transmission line. The atom is shown
schematically as the two level system coupled to the resonator with interaction strength g.
Due to the dispersive interaction the resonator frequency acquires the atom state dependent
frequency shift ωr = ωbare±χ01/2.





dω ~ω b†ωbω (28)
with bosonic creation and annihilation operators satisfying the commutation relation [bω, b
†
ω′ ] =












κ(ω) is the frequency dependent coupling constant given by the value of the coupling
capacitance Cκ. The total Hamiltonian of the system consists of the resonator, transmission
line, and interaction Hamiltonians, respectively:
Htot = Hr+Html+Hint. (30)






The following two approximations are used to simplify the calculations. The first one neglects
the fast oscillating terms in the interaction Hamiltonian (RWA). The second approximation
assumes that the drive is applied in the narrow range of frequencies in the vicinity of resonator
frequency (Markov approximation) which is valid for κ  ωr. This allows to replace κ(ω) with
a constant value κ.
It is convenient to introduce bosonic operators for the input and output field corresponding to
the waves propagating in the transmission line in opposite directions. The transmission line
charge operator takes the form of







expiω(t±x/v) b†ω −H.c. (32)
where c is the transmission line capacitance per unit length, and v is the phase velocity. The





















The equation of motion for the resonator field operator is written in the form of the so called







here ωr and ωd are the resonator and drive frequencies, respectively. The second term of this
equation shows that κ corresponds to the energy loss rate in the resonator. It can also be





In continuous wave measurements when all the transient process saturate the system is in its





The amplitude of the input field has units of
√
Hz. The square of the amplitude corresponds to
the photon flux, and is related to the input power |bin|2 = Pin/~ωd. In steady state the input












the factor of 14 for the field inside the resonator is due to the interference of propagating waves.
Time evolution of the fields
The resonator subject to the classical drive evolves into the coherent steady state |α〉 which
is an eigenvector of the resonator annihilation operator. The corresponding eigenvalue α is
a complex number. By introducing the dimensionless quadratures of the harmonic oscillator
field I = (a†+a)/2 and Q = (a†−a)/2 the coherent state can be represented as a vector on
the complex plane. The real and imaginary parts of α correspond to the average values of
the quadratures Re(α) = 〈I〉, and Im(α) = 〈Q〉. The length of the vector is related to the
average photon number |α|2 = n̄. The commutation relation for the quadratures [I,Q] = i/2.
A distinctive feature of the coherent state is the fact that the uncertainties of the quadratures
are minimal allowed by the Heisenberg uncertainty principle 〈∆I〉 = 〈∆Q〉 = 1/2, and match
the amplitude of the zero point fluctuations. The uncertainties do not scale with the photon
number, and do not grow in time.
The dispersive coupling to the atom results in the atom state-dependent shift of the dressed
resonator frequency wr = wr0±χ01/2, where wr0 is the resonator bare frequency, and χ01 is
the separation between resonator frequencies for atom in |0〉 and |1〉 states. By integrating the
Langevin equation of motion (eq. 35) we find evolution of the field inside the readout resonator
a(t) = (a0−a∞) exp−i(ωr−ωd)t−κt/2 +a∞ (38)
where a0 is the initial state, and a∞ = bin
√
κ/(−i(ωr−ωd)−κ2 ) is the steady coherent state for
the input field bin. The quadratures of the resonator field evolve with rate of κ/2, while photon
number in the resonator evolves with rate κ. Fig. 5 a shows the calculated evolution of the
field inside the resonator on a time scale t = 10/κ. The drive is applied at the bare resonator
frequency detuned from the dressed frequency by χ01/2. The initial boundary condition corre-
sponds to the vacuum state in the resonator a0 = 0, and the drive amplitude is chosen to give
n̄ = 10 in the coherent steady state (see eq. 37).
Signal reflected from the resonator is measured at the output of the 50Ω transmission line. We
use the input-output relation (eq. 34) to calculate the evolution of the output pointer states.
Fig. 5 b demonstrates the dynamics of the output field quadratures for t = 10/κ, and different
ratio between dispersive shift and the resonator coupling rate. The output field pointer states
trace out complex trajectory in the IQ-plane. In the beginning of the evolution, pointer states
follow the Re(bout) axis, while information about the atom state is contained entirely in the
Im(bout) quadrature of the output field. Therefore the signal to noise ratio of the dispersive
readout is poor at the small integration times. The optimal 180° phase separation of the output




















Figure 5: Dynamics of the dispersive readout. (a) Resonator ringup from the vacuum
state to the steady coherent state with average excitation of n̄ = 10. The resonator is driven
at the bare frequency which is detuned from the dressed resonator frequency by the value of
the dispersive shift χ01/2. The resonator population is calculated using the equation of motion
(see eq. 35) for different ratios of the dispersive shift χ01 and the resonator linewidth κ. (b)
Time evolution of the output field quadratures calculated on the same time scale as in panel
(a) using eq. 34. The solid and dashed lines demonstrate the position of the pointer states for
positive and negative dispersive shifts, respectively.
2.2 Signal to noise ratio
By applying the Fourier transform to eq. 34 one obtains the relation between input and output





In the following, we assume that there are no spontaneous atom transitions during the measure-
ment time. If the resonator is driven at the bare frequency ω = ωr0 the steady state quadratures








where the information about the atom state is contained entirely in the Q quadrature.
The output signal has to be amplified to the level accessible to the classical readout electronics.
In the ideal case, a quantum-limited phase-preserving amplifier adds half photon of noise [Cav82;
Cle+10]. Together with the half photon of the vacuum noise in the coherent state, it results
in a total variance σ20 = 1/2 for both quadratures. The quadratures of the outgoing field can
be obtained using the heterodyne detection scheme [Bla+20]. The signal is downconverted to
the intermediate frequency ωIF and mixed in the digitizer with an in-phase and out-of-phase
reference signal of the same frequency. The quadratures of the amplified output state are








Here 〈Q〉 is the quadrature expectation value according to Eq. 40, and δQ denotes the normally
distributed random noise. The integrated value Im is obtained in a similar way. Both the average
value 〈Qm〉 = 〈Q̂〉τm and the variance σ2m ∝ τm of the integrated signal grow linearly with the
measurement time τm. It is convenient to rescale the integrated quadratures to the square root




n̄κτm/4, which corresponds to the number of photons

















Figure 6: IQ histogram of the integrated output signal. Due to the dispersive shift of
the resonator frequency the output coherent states acquire different phases depending on the
atom state. The I and Q quadratures are rescaled to the square root of measurement photons√
nm =
√
n̄κτm/4 [Hat+13; Voo+14]. The two disks correspond to the |0〉 and |1〉 pointer










= σ2m. In the case of quantum-limited
noise σ2m = 1/2.
integration time, and for a quantum-limited readout the quadrature variance is σ20 = 1/2. The
measurement efficiency of the readout amplification chain is defined as η = σ20/σ
2
m [Hat+13].
The typical dispersive measurement result is visualized in Fig. 6. The two disks in the IQ-plane
represent coherent Gaussian states corresponding to the atom in |0〉 and |1〉. The separation









Here ϕ = arctan (〈Qg〉 / 〈Ig〉) is the angle formed by the pointer states associated with the atom





The optimal SNR is achieved when the dispersive shift equals resonator linewidth χ01 = κ, with
the phase difference between the pointer states equal to 180°.
2.3 High power dispersive readout
Quantum applications require a certain threshold for the QND measurement fidelity [Bar+14].
The atom spontaneous transitions during the readout destroy the QND nature of the measure-
ment (even if the atom-resonator interaction itself is QND), hence the upper bound on the
measurement time is set by the atom relaxation. Short lifetime remains a formidable problem
for superconducting qubits, naturally prone to strong coupling to the environmental degrees
of freedom. Therefore in order to increase QNDness of readout it is desirable to decrease the
measurement time to a fraction of the atom lifetime, while keeping the measurement signal to
noise ratio constant.
As follows from eq. 42, the signal to noise ratio of the dispersive measurement scales as a
square root with the number of excitations in the readout resonator and the measurement
time. An obvious solution would be to increase the photon number in the readout resonator.
However, until recently, measurements of superconducting qubits were performed at a moderate
power of n̄ = 1−15 [Wal+17], with the notable exception of Andreev qubits [Hay+20; Jan+15].
The reason for the readout power limitation is the fact that increasing resonator excitation
is typically accompanied by various non-QND processes, such as dressed dephasing [BGB08;
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BGB09], nonlinear multimode mixing in the atom-resonator Hamiltonian [MPT20; PMT20], or
transitions between resonant levels [Sli+12; San+16]. A typical signature of non-QND effects
is in the degradation of the atom lifetime with increasing power observed for different types
of superconducting qubits [Pic+08; Joh+12; Min+19]. So far there exists no comprehensive
theory explaining the ”T1 vs. n̄” problem. Moreover, the dominating non-QND effects can vary
for different qubit implementations because they have distinct spectrum, range of nonlinearity,
and coupling mechanisms to environmental defects. For example, transmon atoms can escape
the bounding potential decoupling from the resonator when strong drives are applied at the
resonator frequency [Les+19]. Artificial atoms with unbounded potential, such as flux qubits,
are protected against such escapes.
Fluxonium circuits implemented with inductances made out of Josephson junction chains are
also susceptible to non-QND effects starting from n̄ ≈ 2 [Voo+14]. After replacing the Joseph-
son junction chains with granular aluminum wires, the fluxonium turned out to acquire resilience
to non-QND effects up to n̄ ≈ 200 [Gus+21]. It is important to mention that the readout power
corresponding to the critical photon number ncrit ≈ 9·103 (see section 2.4) is order of mag-
nitude larger than power used in the experiment, and atom-resonator interaction is still in the
dispersive regime. Despite several spikes in transition rates at some photon numbers, there are
photon number intervals where transition rates are comparable with the single-photon regime.
The fluxonium circuits made with Josephson junction arrays and granular aluminum have com-
parable geometry, circuit parameters, and spectrum. At a first glance, one would also expect
similar behaviour at high readout power, but experiments prove the contrary. The only obvi-
ous difference between the two fluxonium implementations is the material of the inductance.
Even though granular aluminum can be represented as an effective array of Josephson junc-
tions [Mal+18], the one-to-one mapping between implementations breaks beyond the linearized
model. First, intrinsic nonlinearity of granular aluminum can be engineered to be orders of
magnitude lower compared to Josephson junction arrays with the same inductance. Secondly,
its plasma frequency is 3−4 times higher than that of the Josephson junction superinductors.
This results in a more diluted spectrum of parasitic modes to which the atom can couple and
leak its energy. These changes suppress nonlinear multimode mixing, and might explain the
higher resilience of the grAl fluxonium to non-QND effects at large n̄ when compared with
Josephson junction array fluxoniums.
2.4 Fluxonium dispersively coupled to the read-
out resonator
Dispersive interaction of the fluxonium and the readout resonator was realized with both capac-
itive and inductive coupling schemes, illustrated in Fig. 7 and Fig. 8, respectively. Capacitive
coupling requires resonator geometry with strong electric field gradient localized in the vicinity
of the Josephson junction. This is possible, for example, with microstrip quarter-wavelength
resonators [Man+09]. As an alternative, large antenna capacitance pads can be connected
to the Josephson junction electrodes when coupling to the 3D readout resonator with diluted
electromagnetic field [Som+21]. However, this might increase the dielectric losses in the flux-
onium. Coupling to the atom charge degree of freedom results in renormalization of the atom
capacitance C ′ ≈ C+Cc, where C is the capacitance of uncoupled atom, and Cc is the coupling
capacitance.
Inductive dispersive coupling can be realized by sharing a part of the fluxonium loop inductance
Ls with the readout resonator, as shown in Fig. 8 a. In comparison to capacitive coupling this
scheme allows to tune the coupling strength in a wide range by changing the fraction between
the shared and the fluxonium inductances. We use the inductive dispersive coupling for all the









Figure 7: Capacitive dispersive fluxonium coupling. (a) Equivalent schematic of the
fluxonium atom coupled capacitively to the readout resonator (shown in red). Cr and Lr are the
resonator capacitance and inductance, respectively, Cc is the coupling capacitance. Fluxonium
has capacitance C, Josephson energy EJ, and inductance L. (b) Fluxonium coupled to the
microstrip quarter-wavelength resonator. To maximize the coupling strength the open end of
the resonator is located in close vicinity to the Josephson junction. (c) Fluxonium coupling to
the 3D waveguide resonator via additional antenna-like capacitance.
Circuit quantization
We derive the Hamiltonian of the inductively coupled fluxonium and the readout resonator
following the superconducting circuit quantization procedure established in Ref. [Dev97]. We
start from the circuit Lagrangian, and boundary conditions imposed by the fluxoid quantization
rule. Then we eliminate dependent degrees of freedom using equations of motion, and make

























































Figure 8: Inductive dispersive fluxonium coupling. (a) Equivalent schematic of the
fluxonium atom coupled to the readout resonator via the shared inductance. Cr and Lr are the
resonator capacitance and inductance, respectively, Ls is the coupling inductance. Fluxonium
has capacitance Ca, Josephson energy EJ and inductance La. (b) Energy levels of the coupled
atom-resonator system calculated by diagonalizing the Hamiltonian eq. 49. The Hamiltonian
matrix is calculated in the basis of the harmonic oscillator wavefunctions for Nr = 100 and
Na = 20 excitation number in resonator and atom, respectively. Energy of the ground state
|0r, 0a〉 is shifted to zero. The circuit parameters Cr = 21.5 fF, Lr = 22.5 nH, Ls = 0.57 nH,
Ca = 6.9 fF, La = 231 nH and EJ/h = 5.6 GHz are the same as for the device presented in
Ref. [Gus+21]. (c) Atom state dependent shift of the resonator frequency calculated with
respect to the frequency of the uncoupled resonator fbare = 1/(2π
√
LrCr) = 7.244 GHz. The
frequency divergence around φext = 0.2 Φ0 and φext = 0.8 Φ0 corresponds to level crossings (see
panel b).
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The fluxoid quantization in the superconducting loop formed by the atom and the shared
inductances, and the Josephson junction gives
φLa+φs−φJ−Φext = kΦ0. (44)
φJ is the flux across the junction, and k is an integer number, the phase across the atom induc-
tance φLa = φa−φs, the node flux variables φa,s are assigned according to Fig. 8a. For simplicity
of calculations we include the external field in the Josephson energy instead of the inductive
energy, which is a valid substitution for the time-independent external fields as was discussed
in Chapter 1.4. Then φJ = φa−Φext−kΦ0, and the Josephson energy equals EJ cos (ϕa−ϕext);
the term with the integer flux quantum kΦ0 cancels out because of the periodicity of the cosine



















φ2s +EJ cos (ϕa−ϕext) . (45)
Here Cr and C are the resonator and the atom capacitances, respectively. The resonator,
fluxonium, and shared inductances are given by Lr, La, and Ls, respectively.








We find that φs has no dynamics because ∂L /∂φ̇s = 0. Therefore the number of degrees of











, L2Σ = LrLa+LrLs+LaLs (47)
For the Lagrangian of a system with coordinate φ the conjugate momentum is defined as























φrφa−EJ cos (ϕa−ϕext) . (49)
Here qr,a and φr,a are the resonator and the atom quantum flux and charge operators, respec-
tively. The flux operator plays a role of coordinate, charge is the conjugate momentum, with
commutation relation [q, φ] = −i~.
Hamiltonian diagonalization
Because of the high impedance of the fluxonium circuit, the phase zero point fluctuations
ϕzpf ∝
√
Z/RQ are large. Therefore approximate analytical Hamiltonian solutions derived by
a series expansion of the Josephson energy are not accurate. Instead we use the exact solution
for the cosine matrix elements in terms of the Laguerre polynomials [Smi+16]. We calculate
and diagonalize the atom-resonator Hamiltonian matrix numerically. To simulate the system
behaviour at the high readout power we have to use large Hilbert space: hundreds levels for
the readout resonator, and few tens levels for the atom.
The Hamiltonian matrix elements can be calculated using two different bases. The first four
terms in the coupled atom-resonator Hamiltonian (eq. 49) comprise two harmonic oscillator
modes: resonator-like and atom-like. The normal mode basis [Smi+16] is built by a linear
combination of the resonator and atom flux variables which diagonalizes the harmonic part of





Typically, inductances scale as La/Lr ≈ Lr/Ls ≈ 10, and capacitances scale as Cr/Ca ≈ 4−10,














−EJ cos (φA+λ3φR−ϕext) , (51)
here CR,A and LR,A are the rescaled resonator and atom capacitances and inductances, respec-
tively. The Josephson energy contains terms with both φA and φR. Calculating cosine matrix
elements with Laguerre polynomials is computationally intensive and requires truncation of the
Hilbert space at n ≈ 150 levels in the resonator mode and i ≈ 15 levels in the atom mode.
The computational complexity is reduced if the bare harmonic oscillator (Fock) basis {φr, φa} is
used. The Hamiltonian unharmonic terms are given by the inductive coupling and the Josephson
energy (eq. 49), but the Laguerre polynomials have to be calculated only for the phase of the
atom with smaller Hilbert space compared to the resonator. This basis was used to simulate
the high power readout with up to 220 photons in the readout resonator.
The diagonalized Hamiltonian matrix contains the hybridized eigenenergies E|n,i〉 for n exci-
tations in the resonator, and i excitations in the atom. Fig. 8 b shows the energy levels of
the coupled atom-resonator Hamiltonian calculated for the circuit parameters of the device
presented in Ref. [Gus+21]. Hybridization of the atom and the resonator levels results in the
dispersive shift of the resonator frequency. Fig. 8 c shows the single photon dispersive shift
calculated as difference between the atom state dependent resonator frequency and the bare






here E|n,i〉 are the eigenenergies of the diagonalized Hamiltonian (eq. 49) for photon number n
and atom state |i〉. The difference between the dispersive shift computed in the normal and
bare basis (up to n = 150) is below 0.1%.
Coupling strength and critical photon number
In order to draw the analogy to the Rabi Hamiltonian and calculate the coupling strength (see
eq. 22) we write the atom-resonator Hamiltonian in terms of raising and lowering operators of































zpf . In the Rabi Hamiltonian the coupling
strength is given by the matrix element between the atom ground |g〉 and the first excited
|e〉 states. Therefore we first have to diagonalize the Hamiltonian of the uncoupled atom to
































Here we used the fact that for a complete basis
∑
ia
|ia〉〈ia| = 1 is the identity operator. The
coupling strength for the atom |g〉 and |e〉 states is therefore given by















































Figure 9: Fluxonium with tunable Josephson energy. (a) Equivalent atom-resonator
circuit. The nonlinear element is implemented using a SQUID, the two Josephson junctions
have energies E′J and E
′′
J . The effective Josephson energy of the SQUID can be tuned in-situ




J ) at Φs = 0 to its minimum |E′J−E′′J | at
the SQUID frustration Φs = Φ0/2. The two loops shown in blue and yellow have areas ratio
50:1, and enclose magnetic flux Φ` and Φs, respectively. The big loop has area 24×150 µm2.
(b) Practical implementation of the circuit. The readout resonator is made in shape of the
dipole antenna. The dipole with length of 1 mm provides coupling rate κ/2π = 1.16 MHz to
the microwave reflection readout setup. The readout resonator, atom, and shared inductances
shown in red are made out of granular aluminum wires. (c, d) Scanning electron microscope
image of the central part of the circuit, and SQUID area, respectively. The 160 nm wide granular
aluminum wires used as the inductances are shown in red.
For the circuit parameters used to calculate the coupled atom-resonator energy levels (Fig. 8),
at the flux bias Φext = Φ0/2 the coupling strength gge ≈ 31.1 MHz, detuning between res-
onator and atom first transition frequency is ∆ ≈ 6 GHz, and the critical photon number
ncrit = ∆
2/(2g)2 ≈ 9·103.
However, it is important to mention that reducing fluxonium atom Hilbert space to two levels
(|g〉 and |e〉) prior to calculating the coupled atom-resonator Hamiltonian does not give correct
values for the dispersive shift. Using the expression for the dispersive shift in the photon-
spin system χ = g2/∆ is also not applicable for fluxonium atoms, because virtual transitions
between higher levels play an important role.
2.5 Fluxonium with tunable Josephson energy
For the high power dispersive readout we use a modified fluxonium circuit shown in Fig. 9. The
only difference with the basic circuit (see. Fig. 8 a) is the Josephson junction implemented using
a SQUID (two parallel Josephson junctions with energies E′J and E
′′
J ). The external magnetic
field applied perpendicular to the plane of the circuit creates magnetic fluxes Φ`, and Φs through
the loop formed by the inductances and the inner junction, and SQUID loop, respectively. The
effective Josephson energy can be tuned in-situ
EJ(ϕ) = E
′
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Figure 10: Atom-resonator spectrum and the resonator dispersive shift. (a). Spectrum
of the resonator (black lines) and atom transition frequencies (colored lines). Markers show
measured atom |g〉−|e〉 (blue) and |g〉−|f〉 (orange) transition frequencies. Lines correspond to
the numerical fit. The SQUID maximal flux frustration is indicated by the dashed vertical line.
From the numerical fit we extract the atom capacitance Ca = 6.9 fF, inductance La = 231 nH
and Josephson energies (E′J+E
′′
J )/h = 24.0 GHz, and |E′J−E′′J |/h = 0.71 GHz. The readout
resonator capacitance Cr = 21.5 fF is found from finite element circuit simulations using Ansys
HFSS software (see section 5.3). The resonator inductance Lr = 22.5 nH is calculated form the
bare resonator frequency fr,bare = 7.244 GHz measured at zero external field. (b) Dispersive
shift χge = fr,e−fr,g of the readout resonator in the single-photon regime. The black line
corresponds to χge calculated from the coupled atom-resonator energy levels. We find the value
of the shared inductance Ls = 0.57 nH by fitting the dispersive shift to measured values (red
markers). The dispersive shift is comparable with the resonator linewidth χge ≈ κ at the two
flux biases Φ1 = 20.5 Φ0 and Φ1 = 21.5 Φ0. Biasing the atom at these flux points optimizes the
dispersive readout signal to noise ratio (see eq. 42).




J ) cosϕs, and EJ− = (E
′
J−E′′J ) sinϕs. The external
field is defined as Φext = Φ`+Φs/2. The effective Josephson energy is maximal at zero flux




J . The minimum effective Josephson energy
|E′J−E′′J | is observed at the SQUID frustration Φs = Φ0/2.
Spectrum and the dispersive shift
We perform two-tone spectroscopy to measure the transition frequencies of the fluxonium atom.
This method relies on the dispersive interaction of the atom and the readout resonator. The first
microwave tone is applied at the bare resonator frequency fr,bare = 7.244 GHz and we record
the phase response of the resonator as function of the applied magnetic field. The second tone
scans frequencies in the vicinity of the expected atomic transition. This tone saturates the
atomic transition on resonance which results in a shift of the resonator frequency. The change
in the phase of the output signal indicates that the probe tone crossed the atomic transition
frequency (we did not observe crossings with spurious systems coupled to the readout resonator).
Fig. 10 a demonstrates the measured |g〉−|e〉 and |g〉−|f〉 transition frequencies (markers) and
23
the numerical fit of the spectrum (lines).
We fit the measured spectrum with calculated eigenenergies of the uncoupled fluxonium atom
to extract the atom capacitance, inductance, and Josephson energies. A numerical fit of the
data with full atom-resonator Hamiltonian is cost intensive, and the gain in precision is small.
The error between energy levels calculated for coupled and uncoupled fluxonium away from
crossings with the resonator (where frequency diverges) is . 70 kHz. The bare readout resonator
frequency fr,bare = 7.244 GHz is measured by a single tone spectroscopy at zero external field
where the resonator is decoupled from the atom, and dispersive shift is negligible compared
to the resonator frequency (χge(Φext = 0) = 1.7 kHz). The resonator frequency and coupling
rate κ/2π = 1.16 MHz are obtained with the circle fit of the complex refection coefficient (see
section 5.4.1).
The dispersive shift of the readout resonator χge = fr,e−fr,g as function of external field is shown
in Fig. 10 b. The two red markers indicate the measured values at the single-photon regime.
We calculate the dispersive shift by fitting the data with coupled atom-resonator Hamiltonian
with one fitting parameter, shared inductance. Other circuit parameters are found from the
single and two-tone spectroscopy. In general case the photon number dependent shift χge(n)











where E|n,i〉 are the energy levels for states with n photons in the resonator and atom state |i〉.
The dispersive shift can take both negative and positive values, as shown in Fig. 10 b for Φ1
and Φ2, respectively. These flux bias points are optimal for the dispersive readout, because the
dispersive shift is comparable with the resonator linewidth, as required to maximize the signal
to noise ratio (see eq. 42). All the following high power measurements were performed at these
bias points.
2.5.1 High power dispersive QND readout
In this section we demonstrate the high power dispersive fluxonium readout. We start from
the photon number calibration and the resonator nonlinearity which leads to the bifurcation
of the resonator and limits the readout power used for the linear dispersive readout. We
measure the dispersive shift as function of the photon number, and demonstrate the reduction
of the measurement time required to obtain a fixed signal to noise ratio. We characterize the
QNDness of the high power dispersive readout by measuring the transition rates between the
atom ground and excited states, and by state preparation fidelity. We also calculate the dipole
matrix elements and the Purcell decay rate of the fluxonium atom. Note that parts of this
section were already published in Ref. [Gus+21].
Photon number calibration
The photon number inside the readout resonator can be estimated using the input-output
relations for the resonator measured in reflection. For the resonator driven on resonance the






here κ is the resonator coupling rate. The power sent by the generator is reduced by ≈ 90 dB by
commercial attenuators and resistive coaxial cables inside the cryostat to suppress the thermal
noise fed into the sample. However, precise value of the total attenuation with contributions
from cables, filters, and connectors is unknown. Therefore eq. 60 can be used only for rough
estimation of the photon number.
Another way to calibrate the photon number is based on the dispersive interaction between the
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Figure 11: Photon number calibration with the ac Stark shift of the atom frequency.
(a) Pulse sequence used for measurement of the ac Stark shift. Pulse at the readout resonator
frequency populates resonator with n̄ photons in the steady coherent state. The manipulation
pulse is sent at the probe frequency around the atomic transition. The readout resonator re-
sponse is integrated during the recording time and averaged for 2000 repeated pulse sequences.
(b) Poisson distribution of the photon numbers in the coherent states with different n̄. (c)
Recorded phase response of the readout resonator as function of manipulation frequency. Col-
ored lines correspond to the measured data, while black lines indicate the Lorentzian fit. The
manipulation pulse saturates the atom |g〉-|e〉 transition on resonance. (d) Extracted ac Stark
shift of the atom transition frequency as function of the fridge input power (red markers) mea-
sured at Φext = Φ2. Black line is the linear fit. The extracted coefficient was used to calibrate
the photon number inside the readout resonator (see eq.62).
frequency. Likewise, the atom frequency acquires the so-called ac Stark shift dependent on the
photon number
fa(n̄) = fa(0)+χgen̄. (61)
Then the photon number can be calculated from the slope of the atom frequency dependence









We use the time domain setup to measure the ac Stark shift of the atom frequency. The
pulse sequence is shown in Fig. 11 a. We apply a readout pulse at the resonator frequency with
duration much longer than the resonator response time 2/κ ≈ 280 ns. This ensures that the
resonator evolves into a steady coherent state. After 10 µs we apply the manipulation pulse at
the probe frequency around the atom transition. When the manipulation pulse is detuned from
the atomic transition the readout resonator frequency corresponds to the equilibrium excitation
of the atom fr = Pgfr,g+Pefr,e, where Pg and Pe are the probabilities to find the atom in |g〉
and |e〉 states, respectively. The manipulation pulse is order of magnitude longer than the
atom coherence time and it saturates the atom to the incoherent 50 % population, and the
resonator frequency shifts to (fr,g+fr,e)/2. The resonator state is recorded immedeately after
the saturation pulse.
The output resonator phase response as function of the probe frequency reveals the shape
of the atom line. Populating resonator with higher photon numbers causes measurement-
induced dephasing [Gam+06], which is reflected in the broadening of the atom linewidth. The
25





The standard deviation increases with the photon number as
√
n̄ (see Fig. 11 b). The atom
frequency can be extracted with data fit to Lorentzian lineshape at low power, and by Gaussian
fit at high power.
We fix the signal generator output power and sweep power at the cryostat input by the step
attenuator with 1 dB increment. The initial power at the cryostat input was measured with
the spectrum analyser. The measured phase response of the resonator at different input power
is demonstrated in Fig. 11 c. We fit the extracted atom frequency with linear function to find
the conversion coefficient from the input power to photon numbers n̄/P = 0.11/nW for power
measured in nW. The photon number was calibrated with the ac Stark shift of the fluxonium
frequency for n̄ < 15, and extrapolated linearly for higher readout power values. The calculated
photon numbers are consistent with estimation obtained with eq. 60.
Another method of calibrating the photon number by the measurement-induced dephasing of
the atom in a time-domain experiment [Bul+18] was not possible for our fluxonium, because
the integration time (when not using a parametric amplifier) was comparable with the atom
decoherence time (see section 2.5.4).
Readout resonator nonlinearity
The total nonlinearity of the readout resonator has two contributions: intrinsic nonlinearity K11
and inherited anharmonicity α. In our fluxonium implementation the intrinsic nonlinearity is
associated with the self-Kerr of the granular aluminum. The inherited anharmonicity is due
to hybridization with the atom levels. The total nonlinearity imposes a limit on the readout
power: the linear dispersive regime breaks at the photon number corresponding to bifurcation
of the readout resonator.












here ωr0 is the bare resonator frequency, K11 is the self-Kerr coefficient; a, bin, and bout are
the amplitudes of the field inside the resonator, input, and output fields, respectively. The
amplitude of the input field has units of
√
Hz, and is related to the input power at the drive
frequency |bin| =
√










where n = |a|2 is the photon number inside the resonator, δ and χ are values of the drive








Equation (65) is cubic in respect to the photon number n. The derivative dn/dδ = ∞ at the
critical value ξcrit = −(
√
27 |bin|2/κ)−1, which corresponds to onset of the bifurcation regime.





The nonlinear resonator phase response as function of the drive frequency can be calculated



































































Figure 12: Intrinsic nonlinearity of the readout resonator. (a). Phase response of the
readout resonator measured at different photon numbers (colored lines). The atom is biased at
zero magnetic field where resonator inherited anharmonicity is negligible. Dashed black lines
indicate the expected phase response calculated using input-output relations for the nonlinear
resonator (see eq. 65, 68) for the extracted value of the self-Kerr coefficient K11/2π = −2.6 kHz.
(b) The Kerr shift of the resonator frequency vs n̄ (markers) obtained from the circle fit of
the measured resonator reflection coefficient. Black line is a linear fit. The orange interval
corresponds to the bifurcation of the resonator which starts at nmax = 259.
Intrinsic nonlinearity
We measure the intrinsic self-Kerr coefficient K11 of the resonator by the single tone spec-
troscopy at variable input power. The atom is biased at the zero magnetic field where resonator
is decoupled from the atom, and the inherited nonlinearity is negligible (∼ 10−2 Hz). Fig. 12 a
shows the measured phase response of the readout resonator as function of the detuning be-
tween drive frequency and bare resonator frequency fr0. We extract the resonator frequency
fr(n̄) with the circle fit of the complex reflection coefficient. The frequency shift as function of
the photon number
fr(n̄)−fr0 = −K11 n̄. (69)
The measured frequency shift is demonstrated in Fig. 12 b.
From the linear fit of the data we obtain the self-Kerr coefficient K11/2π = −2.6 kHz. This
value was used to calculate the expected resonator phase response, shown in black dashed lines
in Fig. 12 a. The small discrepancy between the calculated and measured phase at high photon
numbers can be explained by the error in photon number calibration caused by the dependence
of the dispersive shift on the readout power. The calculated photon number at which the
resonator bifurcates nmax = 259 (see eq. 67).
Inherited anharmonicity
Dispersive interaction of the fluxonium atom and the readout resonator leads to hybridization
of their states, and the resonator acquires anharmonicity, which we call inherited. We define the
resonator anharmonicity α|i〉(n) for the fluxonium in state |i〉 as difference between resonator










where E|n,i〉 are the energies of the coupled fluxonium-resonator Hamiltonian, and atom states
i = {g, e}. In Fig. 13 a,b we show the inherited anharmonicity calculated as function of the
external magnetic field in the vicinity of Φext = Φ1 and Φext = Φ2 for n = 1. The resonator
anharmonicity for the fluxonium in the ground state (dashed lines) is in range of few Hz, and
the total nonlinearity of the resonator is dominated by the self-Kerr of the granular aluminum.
In contrast, the resonator anharmonicity for the fluxonium in the excited state (solid lines) is






























































α|g〉(n) at Φ2 α|e〉(n) at Φ1
α|e〉(n) at Φ2
Figure 13: Inherited anharmonicity of the readout resonator. (a, b). Anharmonicity of
the resonator calculated numerically in the vicinity of Φext = Φ1 (green lines) and Φext = Φ2
(bordeaux lines) from the eigenenergies of the coupled fluxonium-resonator Hamiltonian for
n = 1. The inherited anharmonicity is fluxonium state dependent: for the |g〉 state (dashed
lines) it is negative at both flux points Φ1 and Φ2. Anharmonicity for the |e〉 state (solid lines)
has different signs at Φ1 and Φ2, and is orders of magnitude stronger, than for the |g〉 state.
(c, d) Inherited anharmonicity as function of the photon number in the resonator. The left
panel corresponds to α|g〉(n) while right panel shows α|e〉(n). Note that the absolute value of
α|e〉 decreases with n̄.
Depending on the flux bias and relative position of the atom-resonator levels the inherited
anharmonicity can take values of different sign. The anharmonicity also depends on the pho-
ton number in the readout resonator. The calculated α|g,e〉(n) is shown in Fig. 13 c,d. For
the atom in the excited state the absolute value of the anharmonicity decreases monotonously
with n̄. At the Φ1 flux point the inherited anharmonicity compensates the intrinsic nonlin-
earity K11/2π = −2.6 kHz at low photon numbers, and the total nonlinearity is positive up
to n̄ ≈ 25. We perform the high power fluxonium measurements for photon numbers up to
the onset of bifurcation for either |g〉 or |e〉 states. The observed maximal photon number
nmax = min(nmax,g, nmax,e) ≈ 200 for both Φ1 and Φ2.
Dispersive shift as function of the photon number
We extract the dispersive shift χge = fr,e−fr,g from the phase separation of the coherent state
clouds in the IQ plane (see Section 2.2). The clouds are obtained by recording the signal reflected
from the readout resonator. For QND readout the signal integration time should be shorter
than the atom energy relaxation time. Therefore we use the time domain setup to shape the
readout tone and collect the data. We send the microwave readout tone at the drive frequency
fdrive in the continuous wave regime, with the tone duration of 4 millisecond, much longer than
the resonator response time 2/κ ≈ 280 ns. The output signal is integrated for the time required
to obtain the SNR = 3 for resolving the |g〉 and |e〉 atom states, corresponding to the single-shot
state discrimination fidelity of 99.7%.
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measured at Φext = Φ1 Counts
Figure 14: Phase separation of the |g〉 and |e〉 pointer states in the IQ plane used to
extract the dispersive shift as function of n̄. (a). Measured IQ histogram for fluxonium
biased at Φext = Φ1 for n̄ = 57 and integration time τm = 944 ns. Color indicates the num-
ber of counts. The quadratures are rescaled to the square root of the measurement photons√
nm =
√
n̄κτm/4. The two Gaussian clouds correspond to the steady states with atom in
|g〉 and |e〉. The atom effective temperature extracted from the measured |e〉 state population
corresponds to the mixing chamber temperature of the dilution refrigerator. (b) Phase distri-
bution histogram for the measured IQ points at n̄ = 57 (red). Black line shows the data fit with
double Gaussian function. (c) Phase histograms measured for different photon numbers n̄. At
each photon number the readout frequency was adjusted to give the maximal phase separation
of the pointer states. The measurement time is chosen to give the fixed SNR = 3 (see eq. 42).
All measurements are done without the use of a parametric amplifier.
Figure 14 a shows an example of the measured IQ clouds for n̄ = 57 photons in the resonator.
Fluxonium is biased at Φext = Φ1. The histogram contains ≈ 2·105 points collected over several
minutes (the 4 millisecond traces are separated by the time required to process and save the
data). The color code indicates the number of counts. The IQ clouds are rotated such that
information about the atom state is encoded in the Q-quadrature, and the quadratures are




n̄κτm/4. The integration time
τm = 944 ns. We fit the data by a double Gaussian function to obtain the position of the pointer
states and excitation of the atom. The measured excited state population Pe = 20.4%. The
corresponding effective temperature of the atom Teff = 31.1 mK calculated from the Boltzmann
distribution (eq. 93) is consistent with the temperature expected in the thermal equilibrium
with the mixing chamber of the dilution refrigerator. The atom first transition frequency
fge(n̄ = 57) ≈ 0.88 GHz. Fig. 14 b shows the phase histogram for the data shown in the panel a.
We measure the IQ clouds for increasing input power up to the bifurcation of the readout
resonator. The corresponding phase histograms are plotted in Fig. 14 c, the color corresponds
to the number of counts. The integration time was adjusted at each n̄ to give fixed SNR = 3
calculated for the Q-quadrature of the output signal (see eq. 42). The total number of counts
for all n̄ was limited by the same value ≈ 2·105. Therefore the color change between the
histograms with different n̄ indicates that the atom excitation depends on the photon number.
The minimum excited state population Pe = 4.1% was observed at n̄ ≈ 72, and corresponds to
Teff = 13.3 mK which is smaller than the fridge temperature TMXC = 31±3 mK.
We map the measured phase difference between the states to the dispersive shift by calculating
the expected phase response of the readout resonator taking into account both intrinsic and in-
herited nonlinearity (see Section 2.5.1). The phase separation of the pointer states also depends
on the drive frequency. At each photon number the drive frequency fdrive was selected such
that it gives the maximal phase separation of the |g〉 and |e〉 pointer states in the IQ plane. The
examples of the phase response and the extracted dispersive shift for the single-photon and the
high power readout are illustrated in Fig. 15.
Fig. 16 shows the extracted dispersive shift χge(n̄) measured at Φext = Φ1 and Φext = Φ2 as




























































Figure 15: Phase response of the readout resonator used to extract the dispersive
shift. The phase response as a function of detuning from the bare frequency fr0 = 7.244 GHz
was calculated using input-output theory for the nonlinear resonator (see section 2.5.1) taking
into account both the intrinsic nonlinearity and inherited anharmonicity of the resonator. The
left and right columns of the figure correspond to the fluxonium bias points Φext = Φ1 and
Φext = Φ2, respectively. (a) Phase response in the single-photon regime. The dashed and solid
lines correspond to the fluxonium in the |g〉 and |e〉 states, respectively. We match the maximal
phase separation between the curves for |g〉 and |e〉 states to the measured phase between the
IQ plane pointer states. The dashed grey lines show the readout drive frequency. The phase
separation was converted to a frequency shift using numerical inversion of the calculated res-
onator phase response. (b) Phase response at the highest photon number used in experiments,
n̄ = 144 at Φext = Φ1 and n̄ = 181 at Φext = Φ2.






























Ls = 0.57 nH± 5%
measured at Φext = Φ1
measured at Φext = Φ2
Figure 16: Dispersive shift as function of photon number. Markers show the measured
χge(n) at Φ1 (green) and Φ2 (bordeaux). Lines correspond to the χge(n) calculated from the
eigenenergies of the coupled fluxonium-resonator Hamiltonian (see eq. 59) for the value of the
shared inductance Ls = 0.57 nH. All other circuit parameters were extracted from the single
and two-tone spectroscopy of the resonator and atom, respectively. The grey-shaded intervals
represent Ls±5%. The orange shaded interval indicates the observed onset of the resonator
bifurcation.
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of the resonator bifurcation regime. The solid lines show the dispersive shift calculated from
the eigenenergies of the fluxonium-resonator Hamiltonian for the value of the shared inductance
Ls = 0.57 nH (see eq. 59). The grey shaded intervals correspond to Ls = 0.57 nH±5%. The
dispersive shift is negative at Φext = Φ1, and positive at Φext = Φ2. Importantly, the absolute
value of the dispersive shift decreases with the photon number.
Fluxonium transition rates
We characterize the QNDness of the continuous high power dispersive readout by measuring
the dependence of the fluxonium transition rates between the |g〉 and |e〉 states on the photon
number inside the resonator. We apply a continuous wave drive which populates the readout
resonator with n̄ photons, and record the IQ-quadratures of the output signal. The IQ plane
was rotated such that the signal is entirely contained in the Q quadrature. Fig. 17 a shows
a cut of the Q-quadrature time trace measured at Φext = Φ1 with n̄ = 91. The blue line
corresponds to the measured data, each point of the trace was obtained with the integration
time of τm = 624 ns without the use of a parametric amplifier. The corresponding IQ histogram
is shown in Fig. 17 b.
The IQ histogram allows to distinguish two atom states. We fit the histogram with double
Gaussian function and extract the position of the pointer states and the standard deviation σ
of the distributions. We use a two-point latching filter to detect the fluxonium quantum jumps.
We assign the atom state |g〉 or |e〉 to the points within ±2.5σ intervals around the centers of
the corresponding distributions. The jump is detected if the next measured point is within a
±2.5σ region centered on the other state. The output of the latching filter is shown in black.
We use the collected statistics of the time intervals spent in each fluxonium state to calculate the
atom transition rates. Fig. 18 demonstrates the extracted histograms of the fluxonium quantum
jumps. The top and bottom panels correspond to fluxonium |g〉 and |e〉 states, respectively.
The probability of the time intervals should obey a Poissonian statistics for the uncorrelated
quantum jumps p(τ) = Γe−Γτ with transition rate Γ equal to the inverse mean time τ̄ . We
fit the histograms with an exponential function to find the transition rates (black lines). The
calculated Γ↑ is the fluxonium excitation rate, while Γ↓ is the relaxation rate. At some photon










































Figure 17: Continuous wave atom state measurement. (a) A cut of the time trace of the
Q-quadrature resonator response measured for n̄ ≈ 91 circulating photons at Φext = Φ1. We
measure the resonator response (blue lines) without the use of a parametric amplifier. Each
point of the trace was obtained by integrating resonator output signal for τm = 624 ns. The
measurement displays spontaneous quantum jumps of the fluxonium between the ground, |g〉,
and excited state, |e〉. Shaded green and pink intervals show a ±2.5σ deviation from the centers
of the corresponding distributions. The signal to noise ratio SNR = 3. The black lines indicate
the atom state estimation based on a two-point latching filter. (b) The corresponding IQ
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Figure 18: Histograms of the fluxonium quantum jumps measured at n̄ = 91. The
left and right columns of the figure correspond to the flux biases Φext = Φ1 and Φext = Φ2,
respectively. Histograms in green and pink correspond to fluxonium measured in the |g〉 and |e〉
states, respectively. We fit the histograms with exponential function to extract the fluxonium
excitation rate Γ↑ (from |g〉 to |e〉) and relaxation rate Γ↓ (from |e〉 to |g〉). The solid black
lines show the exponential fit to the measured data, and the dashed black lines indicate the
standard deviation of the extracted transition rates Γ↑ and Γ↓. Distributions can deviate form
the exponential decay which implies a presence of the correlated quantum jumps, similarly to the
results reported in Ref. [Voo+14] for the fluxonium with Josephson junction array inductance.
Fig. 18. Usually, the deviation is stronger for |g〉 state, and distributions have excess number of
the short jumps. Non-Poissonian jumps were previously observed in the fluxonium made with
Josephson junction chains [Voo+14]. Most probably, they are related to the non-equilibrium
quasiparticles.
In the same way we measure the atom transition rates for increasing photon number in the
readout resonator. At each photon number the IQ output signal was recorded during few min-
utes, and the integration time was adjusted to obtain fixed SNR = 3. The extracted transition
rates as functions of n̄ for Φext = Φ1 and Φext = Φ2 are shown in Fig. 19 a. Green and crim-
son markers correspond to Γ↓ and Γ↑, respectively. The shaded pink interval in the left panel
corresponds to results obtained using the dimer Josephson junction array (DJJAA) paramet-
ric amplifier [Win+20a] at Φext = Φ1 for n̄ < 10. Otherwise it was impossible to achieve the
SNR = 3 because the integration time without a parametric amplifier was too long compared
to the energy relaxation time.
The blue line shows the fluxonium free decay rate from the excited state measured in absence of
the resonator excitation during the fluxonium evolution. As expected, the free decay rate does
not depend on the readout power, and it serves as a reference value for the rates measured while
resonator is populated with n̄. The decay rate from the fluxonium excited state in presence
of resonator drive Γtotal = Γ↑+Γ↓ is dominated by the relaxation rate Γ↓. Typically the decay
rate of the superconducting qubits increases with n̄ due to emerging non-QND effects, and we
expect that Γtotal should be higher than the free decay rate, which is the case for the Φext = Φ2
flux bias point. Surprisingly, at the Φext = Φ1 flux bias Γtotal is lower than the free decay rate
for photon numbers smaller than 60. The observed reduction of the transition rates during the
measurement resembles the quantum Zeno effect [Sli+16].
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Figure 19: Atom transition rates and excitation measured in presence of n̄ photons
in the readout resonator. The left and right columns of the figure correspond to the flux
biases Φext = Φ1 and Φext = Φ2, respectively. (a) Fluxonium transition rates vs. n̄ extracted
from quantum jumps measurements (cf. Fig. 17 and Fig. 18). Green and crimson markers
correspond to the relaxation and excitation rates, Γ↓ and Γ↑, respectively. The blue lines with
shaded intervals indicate the free decay rate 1/T1 with its standard deviation, measured in
absence of the readout resonator drive during the atom evolution (see section 2.5.4). The pink
shaded interval in the left column presents the results obtained using the DJJAA parametric
amplifier [Win+20a], which was indispensable to detect quantum jumps at n̄ < 10. (b) Excited
state population (markers) vs. n̄ extracted from the IQ histograms. The error bars correspond
to the overlap between the |g〉 and |e〉 distributions. Grey dashed lines show the levels of
the qubit effective temperature calculated from the measured |e〉 population using Boltzmann
distribution (see eq. 93). The shaded purple interval shows the expected thermal occupation of
the |e〉 state calculated assuming thermal equilibrium with the mixing chamber of the dilution
refrigerator at temperature TMXC = 31±3 mK. The qubit frequency is different at the two flux
biasing points. The tilt of the intervals corresponds to the shift of the atom frequency due to
the AC-Stark effect.
Except for some photon-number related spikes in the transition rates there is no clear trend for
an increasing relaxation rate with the photon number. For comparison, in Ref. [Min+19] the
authors report that the relaxation rate of their transmon qubit increases by a factor of 25 when
the resonator is populated with 50 photons, and there is an obvious accelerating trend for the
relaxation rate with n̄. In our case the total decay rate is of the same order as the free decay rate
across the entire range of the photon numbers. The most pronounced spikes in Γ↓ are observed
at n̄ = 72 at Φext = Φ1 (factor of 6) and n̄ = 18−54 at Φext = Φ2 (factor of 2.5). The spikes
were not reproduced in the numerical simulations of the single-mode full system Hamiltonian
with included drives, atom decay, and nonlinearity of the shared inductance. Therefore we
believe that they can originate from spurious modes of the resonator and the superinductor,
similar to Ref. [San+16].
We argue that the measured significant spikes in Γ↓ are not related to the time fluctuations of the
rates. Usually, the time fluctuations of the rates are correlated, and the total rate Γtotal together
with the atom excited state population remains stable. In contrast, the measured spikes are
reflected in the fluxonium excitation shown in Fig. 19 b. The atom excited state population was
extracted from the double-Gaussian fit of the IQ histograms (purple markers). We calculate
the fluxonium effective temperature using Boltzmann distribution (see eq. 93). At the photon
numbers corresponding to the spikes of the transition rates the effective atom temperature
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deviates from the cryostat temperature TMXC = 31±3 mK. The purple interval shows the
expected population of the excited state calculated for the atom in the thermal equilibrium
with the cryostat. We take into account the AC stark shift of the atom frequency which is
positive for Φext = Φ2 and negative for Φext = Φ1, according to the sign of the dispersive shift
(cf. 16). Notice, that at low photon number the excited state population corresponds to the
thermal equilibrium.
Integration time and QNDness of readout
The main benefit of the high power readout is a reduction of the integration time required
to obtain the fixed signal to noise ratio which is supposed to improve the readout QNDness.
Fig. 20 a demonstrates the integration time required for the single-shot |g〉 and |e〉 states dis-
crimination with SNR = 3 as function of the photon number. Left and right panels correspond
to the fluxonium biased at Φext = Φ1 and Φext = Φ2. The integration time varies slightly for
the two biasing points at the same n̄ because of difference in the dispersive shifts. As follows
from the eq. 42, and eq. 43, the ratio between the dispersive shift and the resonator linewidth
defines the position of the pointer states in the IQ plane (see Section 2.2). The absolute value
of the dispersive shift decreases with the photon number (see Fig. 16). Fortunately, the de-
crease of the dispersive shift is slower than
√
n̄ improve of the SNR, and the integration time
decreases with n̄. Without the use of a parametric amplifier (circle markers) we gain an order
of magnitude in the state discrimination time by increasing the readout power from the single
photon regime to 150 photons in the readout resonator.
Further improvement can be achieved with the use of a dimer Josephson junction array para-
metric amplifier (DJJAA) [Win+20a]. The same order of magnitude reduction of the integra-
tion time is observed at n̄ = 9 for DJJAA operated at 20 dB power gain. We demonstrate
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Figure 20: a Integration time and QND infidelity of the readout vs n̄. Left and right panels
correspond to Φext = Φ1 and Φext = Φ2, respectively. Markers show the data acquired without
(circles) and with (crosses) the use of a dimer Josephson junction array parametric amplifier
(DJJAA) [Win+20a] operated at 20 dB of power gain. a Reduction of the integration time
required for the single-shot state discrimination with SNR = 3 in the continuous wave mea-
surement. (b) QND infidelity of the readout calculated from the probability to detect the same
fluxonium state in two successive measurements [Das+20; Tou+19]: 1−Q = 1−(Pg|g+Pe|e)/2.
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of the atom states faster than the response time of the readout resonator 2/κ ≈ 280 ns (see
Ref. [Tak+21]). For continuous wave measurements at power of n̄ = 56 photons and SNR = 6
the state discrimination time τ = 175 ns.
QNDness of the readout does not necessarily improve with n̄ due to a tradeoff between the
photon number dependent integration time and the non-QND effects. We extract the readout
QND infidelity from the quantum jumps recorded in a continuous wave measurements. The
QND infidelity is given by the conditional probabilities to detect the same fluxonium state in
two successive measurements: 1−Q = 1−(Pg|g+Pe|e)/2 [Das+20; Tou+19]. Fig. 20 b shows the
extracted QND infidelity. In overall, the QND infidelity decreases with n̄ in correspondence with
the reduction of the integration time. However, we also observe spikes in the QND infidelity
reflecting spikes in the transition rates. Without the use of a parametric amplifier the infidelity
is in range of 2−3% for n̄ ≥ 114. By using the DJJAA and a moderate readout power n̄ = 9
we measure the infidelity below 1%.
Fidelity of the active state preparation
Another way to characterize the QNDness of the high power readout is the process fidelity of
the active qubit state preparation. Qubits can also be prepared in the target state by waiting
until the thermal equilibrium, and by subsequently applying the conditional π pulse to flip the
state. However initialization by thermalization requires time on the scale of the atom energy
relaxation. Since the coherence of the superconducting qubits nowadays reaches the millisecond
range, this method can impose a limit on the speed of the quantum processors. Active state
preparation is done with the measurement based feedback, and allows to reduce the processing
time by orders of magnitude. The ability to measure and correct the qubit state with high
fidelity plays an essential role in the quantum error correction algorithms.
The atom state preparation starts from a dispersive measurement. The atom state is eval-
uated in real-time, and depending on the result the conditional π pulse is applied to set
the atom in the target state. The state preparation implies fast (compared to the atom de-
cay rate) measurement-based feedback which is implemented using the custom-designed field-
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Figure 21: Pulse sequences used for the fluxonium active state preparation (a) The
|g〉 state preparation. Pulses in dark blue color correspond to the readout microwave signal of
the duration τ , which populate the readout resonator to n̄ after the ringup time of ∼ 400 ns. We
integrate the output IQ signal for the integration time τm required to achieve the SNR=3. The
atom state evaluation takes 428 ns, the feedback latency time of the custom-designed FPGA
board [Geb+20]. We apply the conditional π pulse (shown in crimson dashed) if the fluxonium
was measured in the |e〉 state. The last measurement pulse gives the state preparation fidelity.
(b) The |e〉 state preparation. We start the preparation sequence with the π pulse (shown in
crimson solid) which inverts the atom |g〉 and |e〉 states population. Similarly to the |g〉 state
preparation we measure and evaluate the atom state, and apply the conditional π pulse if the

















































Figure 22: Fluxonium active state preparation without the use of a parametric am-
plifier. Fluxonium is biased at Φext = Φ2. (a) IQ histogram of the repeated pulsed fluxonium
measurement without the state preparation. Resonator steady state population is n̄ = 74. The
integration time τm = 560 ns. From the standard deviation of the Gaussian |g〉 and |e〉 states we
extract the measurement efficiency η = 6% (see section 2.2) corresponding to an effective noise
temperature of 6.0 K. (b and c) Histograms for |g〉 and |e〉 state preparation, respectively.
Green and crimson labels indicate the state preparation fidelity. The red circle in panel c shows
the appearance of the fluxonium |f〉 state, concealed by the dominating |g〉 state population in
panels a and b.
programmable gate arrays (FPGA) electronics board developed in the group of Oliver Sander
from KIT [Geb+20] (see also section 5.4 for technical details). The FPGA board was designed
for the time domain measurements and control of the microwave circuits, and has the feedback
latency of 428 ns.
The pulse sequences used for the |g〉 and |e〉 fluxonium state preparation are shown in Fig. 21.
For the ground state preparation we start by sending the microwave pulse at the resonator
frequency. During the first 400 ns the readout resonator rings up to a state with n̄ photons,
and we start integrating the output IQ signal for the time τm required to achieve the SNR=3
without the use of a parametric amplifier. The IQ plane is divided in the two semi-planes
corresponding to the |g〉 and |e〉 states. The measured pointer state position gives a binary
estimation of the atom state. The state evaluation takes 428 ns, after which we apply the
pi pulse if fluxonium was measured in the excited state. We measure the result of the state
preparation by applying the second readout pulse with the same power and duration as the first
one. For the excited state preparation we apply the pi pulse prior to the first measurement to
invert the atom population for a better comparison between the |g〉 and |e〉 state preparation.
The probability to measure the fluxonium in the target state gives the state preparation fidelity.
The state preparation fidelity is a more stringent way to quantify the QNDness of the high
power readout compared to the QNDness extracted from the continuous wave measurements.
First of all, in the continuous measurements without the use of a parametric amplifier we could
resolve only two lowest states of the atom. The next atom state |f〉 has a pointer state in the
vicinity of |g〉 state, and transitions to the |f〉 state contribute to the calculated rates Γ↑ and
Γ↓. The state preparation process includes the manipulation pulse which can not correct the
atom state if it was assigned wrongly. Therefore the state preparation fidelity accounts for the
atom decay during the measurement (under drive), during the latency time (free evolution),
and for the atom manipulation errors.
Fig. 22 a shows the measured IQ histogram for the fluxonium biased at Φext = Φ2. The his-
togram was obtained by the repeated pulsed measurements at n̄ = 74 without the use of a
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Figure 23: Fluxonium state preparation error budget. (a) Population of the fluxonium
second excited state |f〉. Yellow markers show the measured |f〉 state population extracted from
the IQ distributions for the |e〉 state preparation. The blue markers indicate the expected pop-
ulation calculated by the numerical simulation of the time-dependent atom-resonator Hamil-
tonian with drive and dissipation. (e) State preparation errors. Markers correspond to the
errors calculated from the population of the target |g〉 (green) and |e〉 (crimson) states. The
shaded intervals indicate the expected errors calculated from the measured free decay, Γ↑, and
Γ↓ rates, taking into account the |f〉 state excitation. The gray dashed line shows the minimal
error corresponding to the state discrimination with SNR = 3.
parametric amplifier. This measurement was used to calibrate the integration time required for
the SNR = 3, and to find the linear discriminator which divides the IQ plane into the |g〉 and |e〉
state semi-planes. For the shown data the discriminator coincides with the I axis. We extract
the effective qubit temperature Teff = 31 mK from the calculated population of the Gaussian
states. The measurement efficiency η = 6% (see section 2.2) which is ten times smaller than
the measurement efficiency with the use of the DJJAA [Tak+21]. The corresponding number
of the noise photons per unit time and bandwidth nn = 2σ
2
m = 15.8, where σm is the average
measured standard deviation of the |g〉 and |e〉 Gaussian states. An effective noise temperature
Teff = nnhfr/kB ≈ 6 K. For comparison, the noise temperature of the commercial high electron
mobility transistor amplifier (HEMT) used in the experiment is T ≈ 2 K. Fig. 22 b,c correspond
to the fluxonium prepared in the |g〉 and |e〉 states, respectively. The ground state preparation
fidelity is 99%, while for the excited state it is few percent smaller. The IQ histogram for
the excited state reveals a third cloud in the vicinity of the ground state. By comparing the
dispersive shifts and the expected position in the IQ plane we conclude that this cloud cor-
responds to the fluxonium second excited state |f〉. The |f〉 state excitations are particularly
harmful for the quantum applications because they are responsible for the qubit leakage out of
the computational subspace.
We measure the fluxonium state preparation fidelity for photon numbers from n̄ = 20 to n̄ =
140. The state preparation fidelities are above 98% for the excited state, and above 90% for the
excited state for n̄ ≈ 26−140. The error budget for the fluxonium |g〉 and |e〉 state preparation
as function of n̄ is shown in Fig. 23. Panel a demonstrates the fluxonium |f〉 state excitation as
function of the photon number. Yellow markers correspond to the measured |f〉 state population
calculated from the Gaussian fit of the IQ histograms for the |e〉 state preparation. We calculate
the expected |f〉 state excitations (blue markers) by numerically simulating the excited state
preparation experiment (see the following section for the details). We include both readout drive
and the fluxonium free energy decay into the atom-resonator Hamiltonian. The simulations
demonstrate that the |f〉 state excitations are due to the local atom relaxation acting on the
hybridized levels of the driven atom-resonator system. Fig. 23 b shows the measured state
preparation errors for the ground (green markers) and excited (crimson markers) state. The
state discrimination error for the SNR=3 is 0.3%, and it sets the lower limit for the errors. To
calculate the expected errors we take into account the atom transitions with rates Γ↑(n̄) and
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Γ↓(n̄) during the readout, the free decay during the latency time, and the |f〉 state excitations.
The expected errors are shown as shaded intervals.
For the excited state the dominant contribution to the state preparation error is the atom
energy decay, while for the ground state excitations to the |e〉 and |f〉 states give comparable
contributions. For the high photon numbers the fluxonium leakage out of the computational
space might become a limiting factor for the QND qubit operation. By using a parametric
amplifier [Win+20a] combined with the dispersive readout at the moderate power n̄ ≈ 10 we
achieved 97% fidelity for the |e〉 state preparation.
2.5.2 Multimode mixing in atom-resonator Hamiltonian
We believe that the observed resilience of the grAl fluxonium is due to suppressed nonlinearity
of the shared, resonator, and atom inductances in comparison to the fluxonium implementa-
tions with Josephson junction chains. Nonlinearity is responsible for the multimode mixing in
the atom-resonator Hamiltonian and can cause spurious transitions and leakage out of the com-
putational subspace. In the dispersive regime La ∼ 10Lr ∼ 10Ls, and the shared inductance
usually has the smallest number of Josephson junctions compared to the resonator inductance
and fluxonium superinductance. The nonlinearity of the Josephson junction chain is suppressed
quadratically with the number of Josephson junctions, therefore nonlinearity of the shared in-
ductance is the strongest one.
In the simplified case we consider Lr and La as linear inductances. Then the only difference
with the atom-resonator Hamiltonian (eq. 49) is the nonlinear interaction term. We write the










here k is the number of junctions in the shared inductance. The phase φs across the shared
inductance is a dependent degree of freedom, and it can be expressed via φr and φa using the













(ϕs−ϕa) = 0. (72)
This equation has no analytical solution for φs. However, a good intuition can be obtained





here L2Σ = LrLa+LrLs+LaLs. Substitution of this solution into interaction term (eq. 71) and
expansion of the cosine up to the fourth order in its argument yields



































here Hint1 corresponds to the linear coupling, while Hint2 and Hint3 are responsible for the
multimode mixing between atom and resonator. For the circuit parameters used in Fig. 8
the interaction terms scale as Hint2/Hint1 ≈ 0.07/k2, and Hint3/Hint1 ≈ 0.2/k2. Replacing
Josephson junction array by granular aluminum increases k by at least an order of magnitude,
and multimode mixing is suppressed to a percent fraction of linear coupling.
At first glance the problem of multimode mixing seems to be solved in the linear capacitive
coupling schemes (see Fig. 7). However, we argue that necessity to couple via the Josephson
junction capacitance negates the benefit. In these schemes the electromagnetic field induced by
coupling to the readout resonator concentrates in the area of nonlinear junction, and multimode
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Figure 24: Error budget for the atom |e〉 state preparation. (a) Leakage to the second
excited atom state |f〉. Yellow markers show measured |f〉 state excitation probability. Blue
markers correspond to the calculated values extracted from the numerical simulations of |e〉
state preparation process with Γ↓ = 33.4 kHz (dark blue) and Γ↓ = 0 kHz (light blue) atom
local decay included in the time dependent system Hamiltonian. The value of Γ↓ = 33.4 kHz
is taken according to the measured free decay of the atom. (b) The |e〉 state preparation
error. The simulated |e〉 state preparation error with atom local decay Γ↓ = 33.4 kHz (dark
blue markers) is of the same order as the measured error (crimson), while excluding atom local
decay (light blue markers) results in two orders of magnitude smaller errors, below the state
discrimination threshold for SNR = 3.
2.5.3 Numerical simulation of the state preparation errors
Numerical simulations of dynamics of open multi-level quantum systems require large compu-
tational resources. Numerical simulations were performed by Madita Willsch from the research
group lead by Prof. Dr. Kristel Michielsen, using the supercomputer JUWELS [Jül19] located at
the Jülich Supercomputing Centre. We define the time dependent atom-resonator Hamiltonian
H = H0−EI sin(ωdt)φr, (75)
where H0 is the static atom-resonator Hamiltonian defined in eq. 49 with tunable Josephson
energy (eq. 58), and the last term describes an external time-dependent resonator drive with
amplitude EI and frequency ωd that represents the measurement pulse applied to the system.
We perform the simulations for different values of the drive amplitude EI to obtain steady state
photon numbers matching the ones observed in the experiment.
We include the dissipative effects by considering the Lindblad master equation for the time
evolution of the density matrix ρ(t)
∂
∂t
















The Lindblad operator L1 =
√
κar models the resonator decay with rate κ/2π = 1.16 MHz. We






j |j−1〉 〈j|, where Γ↓ = 33.4 kHz is the atom
free decay rate measured at Φext = Φ2, and |j〉 denotes the j-th bare atom eigenstate, obtained
by diagonalizing the atom part of the Eq. 75. We obtain the solution to Eq. 76 by utilizing
the wave-function Monte–Carlo method [DCM92; DZR92; Jac14]. The simulated probabilities
to detect the atom in the states |g〉, |e〉 and |f〉 were averaged during same measurement time
τm as in the experiment. These probabilities were used to calculate the expected errors for the
|e〉 state preparation as function of the readout photon numbers (see Fig. 24). We emphasize
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Figure 25: Coherence of the grAl fluxonium with tunable Josephson energy. Left col-
umn shows the pulse sequences used to measure the energy relaxation time T1 and the Ramsey
coherence time T ∗2 (panel a and b, respectively). Manipulation and readout pulses are shown
in crimson and dark blue, respectively. Right column demonstrates the measurement result for
the fluxonium atom biased at Φext = Φ2. Blue markers correspond to the measured data, and
black line is the numerical fit. Notice that the contrast is reduced due to the thermal population
of the atom. We use exponential function to extract T1, and damped cosine function to extract
T ∗2 . The blue shaded intervals show spread of the data measured at readout power correspond-
ing to n̄ = 5−140 photons in the readout resonator. As expected, fluxonium coherence does
not depend on n̄ because resonator is not populated during the atom free evolution. Labels
indicate the average values of T1 and T
∗
2 and their standard deviation.
higher than expected from thermal population of the |f〉 state, is due to the atom relaxation
acting on the hybridized levels of the driven atom-resonator system (compare the results with
and without atom decay in Fig. 24).
2.5.4 Atom coherence
The two figures of merit which quantify the qubits coherence are the energy relaxation time,
and the decoherence time of the superposition state (|g〉+|e〉)/2. The energy relaxation is given




For qubit prepared in the excited state the probability Pe decays exponentially with time to










The first term in this equation corresponds to destruction of the superposition state due to
transitions, while the second term corresponds to pure dephasing caused by random fluctuations
of the qubit frequency. In the absence of pure dephasing T2 = 2T1.
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The pulse sequence used to measure the fluxonium energy relaxation T1 is shown in Fig. 25 a.
Initially, the fluxonium atom is in the thermal equilibrium state with Pthermal ≈ 12%. We
apply the resonant π-pulse at ωge to invert the fluxonium population. The probability to
measure atom in the excited state Pe is measured after the variable delay. Measurements were
made for the steady state n̄ = 5−140 photons inside the readout resonator. Since resonator
is not populated during the free atom evolution the measurement gives the atom free decay
rate. The right panel of the figure shows the measured excited state population. Markers
demonstrate data for n̄ ≈ 5, while the shaded interval indicates the spread of probabilities for
measurements at different n̄. As expected, the free decay T1 of the fluxonium does not depend
on the readout power. The measured T1 is four orders of magnitude smaller than expected from
the calculated Purcell relaxation rate (see section 2.5.5). Similarly to the single-loop fluxonium,
energy relaxation could be dominated by dielectric losses or losses induced by non-equilibrium
quasiparticles [Grü+19].
We use the Ramsey pulse sequence (see Fig. 25 b) to measure the atom decoherence time T ∗2
[Ram50]. It consists of the two off-resonant π/2-pulses separated by a variable delay. The drive
frequency was detuned from the atom transition by ∆ = 3.5 MHz. The first π/2 pulse leaves
the atom in the (|g〉+|e〉)/2 superposition state. The atom state accumulates phase during
the free evolution until the second π/2 pulse projects the atom onto the longitudinal axis.
The measured excited state population shows sinusoidal oscillations with frequency ∆. The
fluxonium decoherence time was extracted from a fit of the measured probability Pe with an
exponentially damped cosine function. The measured T ∗2 ≈ 0.77 µs is two orders of magnitude
smaller than expected in the limit of zero dephasing, although the fluxonium was biased at the
spectral minimum Φext = Φ2 where sensitivity to flux noise should be suppressed up to the
first order. For comparison, the single-loop fluxonium has T ∗2 ≈ T1 [Grü+19]. The tunability
of the Josephson energy achieved by adding another loop to the circuit comes with a price of
increased dephasing. From eq. 58 follows that in presence of the local flux noise the fluxonium
circuit has no bias point with zero derivative in respect to both Φ` and Φs. Such local flux
noise can be generated by magnetic impurities in the materials.
2.5.5 Purcell decay rate
Dispersive coupling of the atom and the readout resonator leads to hybridization of their levels.
The atom relaxation caused by coupling bears the name of Purcell decay rate[Pur46] which
sets the upper bound for the atom lifetime. The Purcell decay rate can be calculated by
including dissipation in the system dynamics. In quantum mechanics dissipation is modeled by
coupling quantum system to a continuum of modes (harmonic oscillator bath). The bath acts
as an external noise source which can exchange energy with the system and cause transitions
between the system’s states. The transition rates are related to the noise spectral density of
the bath [Cle+10] and are calculated using the Fermi’s Golden Rule.
Here we outline the results of the unpublished derivation of the fluxonium Purcell decay rate
made by Dr. Gianluigi Catelani, by kind permission of the author. First, the harmonic oscillator
bath is represented as the fluctuating voltage source V coupled capacitively to the readout























φ2s +EJ cos (ϕa−ϕext) .
(79)
We use the normal mode basis (see section 2.4) to decouple the harmonic modes with atom and
resonator variables. In this basis the atom and the resonator are coupled only via the Josephson




















here λ2 and λ3 are the numerical coefficients; and CR,A and LR,A are the rescaled resonator


































Figure 26: Calculation of the Purcell fluxonium decay rate. Left panel shows the
equivalent atom-resonator circuit coupled to the fluctuating voltage source V via capacitance
Cκ. The source represent the harmonic oscillator bath with continuous spectrum. The coupling
Hamiltonian is treated as perturbation, and atom Purcell relaxation rate is calculated from the
transition probabilities using the Fermi’s Golden Rule (see main text). The right panel shows the
calculated Purcell decay time as function of the external magnetic field around the Φext = Φ2
bias point.
experiment |λ2| ≈ 5×10−3, |λ3| ≈ 0.02. The fluctuating voltage is then replaced by the coupling
term to the harmonic oscillator bath V →
∑
k λkQk. Applying the Fermi’s Golden rule we



















Here S(ω) is the noise source spectral density which grows linearly with frequency for the Ohmic












Notice that we have the initial uncoupled resonator charge operator in the participation factor p.
This factor relates the transition probabilities under action of the resonator charge on the
hybridized resonator and atom states (see section 2.5.5 for the charge matrix elements). The
hybridized states were obtained by diagonalization of the atom-resonator Hamiltonian.
Dipole matrix elements
The matrix elements between states |n, e〉 and |n, g〉 of the charge and flux operators give
coupling strength of the atom to dissipation channels as was shown in detail in Ref. [Grü19].
Fig. 27 demonstrates the calculated matrix elements for the uncoupled readout resonator charge
qr, atom flux φa, and atom charge qa as function of the external magnetic field. We calculate the
matrix elements numerically by representing charge and flux in terms of raising and lowering
operators of the bare harmonic oscillator modes. The resonator charge matrix elements are
nonzero due to hybridization of the coupled atom and resonator levels. In favor of the high
power QND readout, in the vicinity of the fluxonium bias Φext = Φ1 and Φext = Φ2 all matrix
elements do not increase with the photon number. The peaks of the resonator charge matrix
elements (Fig. 27 a) correspond to crossings between the levels |0, e〉 and |1, g〉, while the dips
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Figure 27: Absolute value of the matrix elements between hybridized atom-resonator
states |n, e〉 and |n, g〉 vs. Φext. Panels a, b, c show the matrix elements of the uncoupled
readout resonator charge qr, atom flux φa, and atom charge qa operators, respectively. The color
code indicates the readout resonator photon number. Notice the difference in scale between
the matrix elements of the resonator and the atom operators. The resonator and atom charge
matrix elements are comparable only in the vicinity of crossings between the |0, e〉 and |1, g〉
levels (peaks in panel a).
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2.6 Gradiometric fluxonium atom
The gradiometric design of the fluxonium atom allows to suppress its sensitivity to magnetic
fields homogeneous on the scale of the device. The flux trapped in the superconducting loop
remains after external field is ramped down to zero. Ideally, this implies elimination of de-
coherence due to the bias source noise. In addition, removing the flux degree of freedom in
the experiment by freezing the gradiometric fluxonium at the degeneracy point is beneficial in
the scale up of superconducting quantum systems, as it suppresses correlated errors caused by
fluctuations of the environmental field.
Our interest in the gradiometric fluxonium is dictated by possible applications in quantum
fluxon electronics [LS91; BLZ01], and quantum simulators [Pet+18]. The field-protected gra-
diometric artificial atoms can also be used for hybrid quantum circuits, which require high
magnetic fields to operate natural spins [Xia+13]. In this section we discuss the design, im-
plementation and characterization of the granular aluminum gradiometric fluxonium atom. I
would like to mention that superconducting gradiometric atoms were already presented in litera-
ture, for example, flux qubits with tunable gap [Sch+13], and gate-tunable fluxonium [Pit+20].
However, to our knowledge, there is no comprehensive study demonstrating field sensitivity
suppression, flux trapping, and coherence of the atoms simultaneously.
The concept of the gradiometric fluxonium atom
The gradiometric fluxonium atom can be built from a Josephson junction enclosed by two
superconducting loops of equal size. The superconducting material used for the loops should
have high impedance to suppress charge fluctuations, and low internal microwave losses to







Figure 28: Equivalent schematic of the gradiometric fluxonium atom. The Josephson
junction (JJ) with the Josephson energy EJ and the parallel plate capacitance CJ is enclosed by
two superconducting loops with kinetic inductances L1 and L2, respectively. The green arrows
show the assigned branch flux variables and the direction of the external magnetic field Φext1
and Φext2 in the loops.
According to fluxoid quantization [Tin04], the total flux threading the superconducting loop,
constituted by the sum of the applied external flux and flux induced by the screening current,
is quantized. We consider the two loops formed by the Josephson junction and each of the




Here Φext1 and Φext2 are the external magnetic fluxes in the loops (see Fig. 28); n and m are
the integer numbers of flux quanta trapped in each loop, and Φ0 is the flux quantum. The
numbers of trapped flux n and m are are further restricted by the fluxoid quantization of the
outer loop
m+n = k, (84)
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where k is the integer number of flux trapped in the outer loop. With the boundary conditions









where atom capacitance C is determined by the sum of the parallel plate capacitance of the
Josephson junction and the coplanar capacitance of the connecting electrodes. The equivalent
linear inductance of the atom equals the inductance of the two loops connected in parallel
La = L1L2/(L1+L2). The Φd = (Φext1−Φext2)/2+(m−n)Φ0/2 term corresponds to the gradi-
ent of total flux threading the two loops. The coefficient α = (L1−L2)/(L1+L2) reflects the
asymmetry of the loop inductances. It is responsible for the residual atom flux sensitivity
ΦΣ = (Φext1+Φext2)/2+kΦ0/2. In case of perfectly symmetric inductance atom feels only the
gradient of flux.
In order to pin the atom at the degeneracy point it should be threaded by a magnetic field
leading to an odd number of magnetic flux quanta in the outer loop prior to the cooldown.
After the superconducting phase transition the flux is trapped in the outer loop. In case of
equal area of the two loops and homogeneous magnetic field external flux Φext1 equals to Φext2.
The superconducting state with the lowest screening current corresponds to the trapped flux
distribution |m−n| = 1. The state with larger difference between trapped fluxes is metastable
and relaxes to the ground state via phase slips through the tunnel Josephson junction. As
a result, the effective atom bias is Φd = 0.5 Φ0. The applied magnetic field can be ramped
down to zero because induced circulating currents in the loop preserve the value of the trapped
flux. The trapped flux tunnels between the loops through the Josephson junction creating a
superposition of circulating currents, in a complete analogy to the non-gradiometric fluxonium
biased at the degeneracy point.
Circuit implementation
With the view of possible applications of the gradiometric fluxonium in hybrid circuits we need
materials which preserve coherence in strong magnetic fields. For the proof of principle device
we decided to use granular aluminum (grAl) for the fluxonium inductors, and Al−AlOx−Al
Josephson junction as nonlinear element. GrAl is resilient to in-plane magnetic fields up to
1 T as was demonstrated in Ref. [Bor+20], and also can be used as a nonlinear element to
construct qubits [Win+20b]. However since we do not have established fabrication of grAl non-
linear elements with well controlled parameters, we choose more reliable conventional Josephson
junctions. We aim at demonstrating suppression of the fluxonium sensitivity to the external
field, and flux trapping during cooldown.
The circuit implementation of the gradiometric fluxonium coupled to the readout antenna
resonator is shown in Fig. 29. The sapphire chip contains four gradiometric atoms and four
non-gradiometric atoms each coupled to the readout resonator via a shared inductance. The
test structures located at the edges of the chip are used to check the room temperature resistance
of the Josephson junctions and grAl film from which we calculate the expected Josephson energy
and kinetic inductance, respectively (see eq. 16 and eq. 100). Typically, we observe a spread of
±30% of the grAl resistance, and ±10−20% of the junctions resistance across the wafer.
The non-gradiometric atoms are used as reference to calibrate the external magnetic field by
measuring the periodicity of their spectrum. The fluxonium loops are made of granular alu-
minum wires with a sheet kinetic inductance of Lkin = 0.14−0.2 nH/, corresponding to a
maximum of the superconducting gap in grAl [Pra+16; Lev+19]. We design atoms with the
same dimensions of grAl inductors, because we expect the natural spread of the atom frequen-
cies due to variation of kinetic inductance and Josephson energy across the wafer. The loop size
is comparable with design of the fluxonium with tunable Josephson junction (see section 2.5).
In principle, more compact atoms can be built using grAl with higher resistivity.
Fig. 30 shows a sapphire chip mounted inside the copper waveguide sample holder (see sec-
tion 5.2). We perform finite element simulation of the electromagnetic field inside the waveg-





















Figure 29: The chip design. (a) The chip contains eight coupled atom-resonator circuits
located in the center, and the test circuits located at the edges. The color of the patterns cor-
responds to the different e-beam dose used for the large and small structures (see section 5.1).
(b) A zoom-in showing one gradiometric (top) and one non-gradiometric atom (bottom) each
coupled to the readout resonators via a shared inductance. The readout resonators have the
shape of a dipole antenna, the capacitance pads (granular aluminum shunted with Al) are
shown in yellow. (c, d) A zoom into the central parts of the circuits for gradiometric and non-
gradiometric fluxoniums, respectively. The outer loops of the gradiometric fluxonia are of equal
size (50×150 µm2) with loops of the non-gradiometric ones. (e, f) The Josephson junction and
the grAl test structures, correspondingly, which were used to measure the room temperature
resistances of the Josephson junction and the grAl film. (g) A zoom into the grAl readout
resonator inductance and the shared inductance. Green color indicates connecting electrodes
(grAl shunted with Al). (h) Double-angle shadow evaporation mask for the Niemeyer-Dolan
type Josephson junction [Nie+74]. Pink color indicates mask for the junction electrodes. Crim-
son and orange color correspond to the resist undercut.
(a) (b) (c) (d)
10 mm 100µm 20µm 20µm
Figure 30: Sample in 3D copper waveguide. (a) The copper waveguide without the cap.
Red dashed rectangle indicates C-plane sapphire chip with eight atom-resonator structures lo-
cated in the middle. The waveguide is attached to the copper rod which provides thermalization
to the mixing chamber plate of the dilution refrigerator. Detailed description of the waveguide
and magnetic shielding of the sample is presented in section 5.2. (b) Optical microscope image
of the resonator dipole antenna. (c, d) Central parts of the gradiometric and non-gradiometric
fluxonium atoms coupled to the readout resonators, respectively.
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Mode number 1 2 3 4
Mode frequency, GHz 3.65 13.06 13.18 14.05
Coupling Q 5.7×1010 2.7×107 4.1×107 1.9×108
Table 1: Eigenmodes of the gradiometric fluxonium loops. Frequencies of the eigen-
modes and their coupling quality factors were obtained with the Ansys HFSS simulation of the
fluxonium loops in the 3D waveguide sample holder. We use a linearized model of the atom
with Josephson energy excluded from the simulation. The Josephson junction is modeled as a
lumped capacitance.
1.0 MHz coupling rate of the resonator mode to the readout port (see section 5.3). From sim-
ulation we extract the resonator capacitance Cr = 20.2 fF. We vary the inductance of the
eight resonators on the chip within 20% to achieve a 100 MHz spacing between them. The
corresponding resonator frequencies 6.7−7.5 GHz lie in the passband of the waveguide.
We also simulate a distribution of the electromagnetic field in the fluxonium loops to find their
self-resonant frequencies. Fluxonium atoms designed for inductive coupling to the readout
resonator typically have small electric dipole moments and the first transition frequency below
the waveguide cutoff. This allows to decouple the atom from stray electromagnetic fields and
suppress the radiative losses. In order to reduce the computational complexity we simulate
the fluxonium loops separately, without coupling to the readout resonator. The Josephson
junction is represented as a lumped capacitance given by the parallel plate capacitance of the
Josephson junction and the coplanar capacitance of the connecting electrodes. The simulated
loops eigenmodes, up to 15 GHz, and their coupling quality factors are listed in Table 1.
We utilize the three angle electron-beam evaporation technique (see Fig. 31 a, b) to fabricate
the entire circuit including Josephson junctions and grAl wires in a single lithography step
[Grü+19]. First, the Josephson junction electrodes are evaporated at angles of ±30°. The
first layer of the Josephson junction is oxidized to obtain the insulating tunnel barrier. Before
evaporation of the grAl wires the oxide in the areas of contact between aluminum and grAl is




















Figure 31: Fabrication details of the gradiometric fluxonium. (a) A sketch of the
three angle metal deposition technique used to evaporate the aluminum Josephson junction
electrodes (orange) and granular aluminum wires (green). The substrate is located parallel to
the XY plane. We use the Copolymer EL13 / PMMA A4 double-layer e-beam resist stack (light
grey and dark grey, respectively) to pattern the mask. The image demonstrates evaporation of
200 nm wide grAl wires. Note, that there is no undercut in the bottom resist layer. Therefore,
the aluminum layers (20 and 30 nm thick) evaporated at ±30° angle are deposited on the resist
walls, and are hence removed after the lift-off. GrAl wires (50 nm thick) are evaporated at zero
angle. (b) A schematic image of the metal layers in the gradiometric fluxonium loops. The
Josephson junction is shown symbolically. The wires along the Y axis are out of grAl, while
wires along the X axis consist of grAl shunted by aluminum. The middle grAl wire forms an
additional inductance in series with the Josephson junction. (c) Equivalent schematic of the
fluxonium atom with an additional inductance. The circuit is described by the Hamiltonian















Figure 32: Circuit schematic of the gradiometric fluxonium coupled to the readout
resonator.
angle. Due to the circuit geometry we get an additional inductance in series with the Josephson
junction (see Fig. 31 b, c). It has no internal dynamics, and the circuit Hamiltonian can also be









where the atom equivalent inductance La = 3L/2, and Φd is the field gradient between the two
loops. Details of the fabrication process are presented in section 5.1.
Gradiometric fluxonium with additional inductance cou-
pled to the readout resonator




Here Φext1 and Φext2 are the external magnetic fluxes in the loops (see Fig. 28); n and m are
the integer numbers of flux trapped in each loop, and Φ0 is a flux quantum. The Hamiltonian






















φ23−EJ cos (ϕa) . (88)
In the following calculations we use the notations L = 23La, L
2
Σ = LrLa+LrLs+LaLs. We
define the flux gradient as Φd = (Φext1−Φext2)/2+(m−n)/2 and the residual flux ΦΣ = (Φext1+
Φext2)/2+(m+n)/2. We substitute φ1 and φ2 using the boundary conditions Eq. 87 and we











































































Figure 33: The calculated target spectrum of the coupled atom-resonator circuit.
(a) Energy levels of the coupled gradiometric fluxonium atom and the readout resonator as
function of the effective external magnetic field. The ground level is shifted to the zero energy.
The effective field corresponds to the residual flux sensitivity of the atom (see section 2.6). The
labels indicate number of photons in the resonator and the atom. (b) The dispersive shift of
the readout resonator calculated for the first two atom transitions. At the 0.5 Φ0 flux bias,
χge ≈ −0.9 MHz, while χef ≈ 2.2 MHz.










The coefficient B is responsible for the residual flux sensitivity of the fluxonium atom. For the
target circuit parameters listed in Table 1 B ≈ 0.5%, which corresponds to the expected factor
200 suppression of the fluxonium sensitivity to perpendicular magnetic field.
Target circuit parameters
The target circuit parameters are summarized in Table 2. We aim at the readout resonator
frequency of 7.2 GHz. The atom capacitance Ca is defined by the size of the Josephson junction
and by geometry of the connecting leads. The parallel plate capacitance can be calculated
from an empirical expression CJ = 50 fF/µm2. The Josephson junction area of 0.2×0.25 µm2
yields CJ = 2.5 fF. From the previous measurements of the non-gradiometric fluxonium atoms
we estimate the total atom capacitance to be Ca ≈ 5.0−6.0 fF. The Josephson energy and the
atom inductance are chosen in such way that the atom first transition frequency at the 0.5 Φ0
flux bias is around 1.1 GHz.
In order to achieve the optimal readout signal to noise ratio the dispersive shift of the readout
resonator for the first atom transition χge = fr,e−fr,g at Φ0/2 bias should be equal to the
resonator coupling rate κ. The dispersive shift depends on the value of the shared inductance
and is calculated by diagonalizing the coupled atom-resonator Hamiltonian. We show that the
Hamiltonian of the coupled gradiometric fluxonium can be reduced to the Hamiltonian of the
non-gradiometric one with rescaled inductances and suppressed flux sensitivity (see section 2.6).
Cr = 20.2 fF Lr = 22.0 nH Ls = 2.0 nH Ca = 5.5 fF La = 250 nH EJ = 7.6 GHz
Table 2: Target circuit parameters for the gradiometric fluxonium coupled to the
readout resonator. Cr and Lr are the capacitance and the inductance of the readout res-
onator, respectively. Ls is the shared inductance. Ca and La are the capacitance and the
equivalent atom inductance, respectively. EJ is the Josephson energy.
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The Hamiltonian is solved in the bare harmonic oscillator basis, truncating the Hilbert space at
20 levels for the fluxonium and n = 100 levels for the resonator. Fig. 33 demonstrates spectrum
of the gradiometric fluxonium with target parameters, and the dispersive shift of the resonator
as function of the effective magnetic field (panels a and b, respectively).
2.6.1 Flux sensitivity suppression and flux trapping
We couple the gradiometric atom to the readout resonator by sharing part of the inductance
in one loop. The coupling perturbs the distribution of electromagnetic fields and screening
currents in the fluxonium loops. Therefore, there will be a residual flux sensitivity associated
with the asymmetry of coupling. Assuming that the grAl film is homogeneous on the area of the
fluxonium loop size (50×150 µm2) and that the coupling is the only source of asymmetry in the
fluxonium circuit, we expect the flux sensitivity to be suppressed by a factor ≈ 200 compared
to the regular fluxonium (see section 2.6 for the coupled atom-resonator Hamiltonian).
We extract the flux sensitivity of the gradiometric atom from a single tone spectroscopy of
the readout resonator coupled to the atom. The resonator frequency diverges at the points
of the avoided crossings with the atomic |g〉−|e〉 transition. We compare the periodicity of
the avoided crossings for the non-gradiometric and gradiometric atoms (see Fig. 34). The non-
gradiometric atom with a known periodicity of one flux quantum was used to calibrate the
applied magnetic field (panel a). The data shows that the flux sensitivity of the gradiometric
atom is suppressed by factor of 120, which is in a good agreement with the expected residual
sensitivity due to the atom coupling to the readout resonator. For other gradiometric fluxonium
atoms we measure flux sensitivity suppression up to 180 times (see Fig. 35). I would like
to mention that we can not distinguish contributions from inductance asymmetry and flux
gradient in the loops (see eq. 85). The fact that we measure sensitivity suppression close to the
expected value indicates a remarkable heterogeneity of the grAl film in the superinductance.
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Figure 34: Single tone spectroscopy of the two readout resonators coupled to the
non-gradiometric and gradiometric atoms, respectively. Both resonators were located
on the same chip. The sample was cooled down in the magnetic field corresponding to one
flux quantum in the outer loop of the gradiometric fluxonium. Color indicates the phase of the
reflected signal. (a) Readout resonator coupled to the non-gradiometric fluxonium atom. The
resonator frequency shows avoided crossings with the atomic |g〉−|e〉 transition. The avoided
crossings are repeated with a period of one flux quanta in the fluxonium loop, which corresponds
to the magnetic field of 0.28 µT. (b) Readout resonator coupled to the gradiometric fluxonium
atom. Φext corresponds to the flux threading the outer loop of the gradiometric fluxonium.
The flux sensitivity of the gradiometric atom is suppressed by 120 times compared to the non-
gradiometric one. The white dashed line is a fit of the readout resonator frequency. The shape
of the avoided crossings indicates that the gradiometric fluxonium was pinned at the half flux




































Figure 35: Single tone spectroscopy of the readout resonators coupled to gradio-
metric atoms. Flux sensitivity suppression corresponds to the periodicity of the resonator
avoided crossings compared to the periodicity of resonators coupled to non-gradiometric atoms
located on the same chip. Labels indicate calculated periodicity. Panel (a) shows gradiometric
fluxonium cooled down in zero magnetic field, as Φext = 0 corresponds to maximum of the atom
frequency. For atom in panel (d) phase slip events prevent from measuring complete spectrum,
therefore several plots were combined to extract periodicity.
gradiometric fluxonium [Pit+20].
For all the gradiometric atoms we observe a decrease of the coupled readout resonator frequency
with increasing flux threading the fluxonium loop. Resonators coupled to non-gradiometric
atoms do not demonstrate such dependence. We associate the decrease of the resonator fre-
quency with the circulating current generated by the magnetic field in the fluxonium loop. The




[Lev+19], where Ic is the critical current. The current flowing through the shared inductance
























≈ 7.167 GHz. From the numerical fit of the resonator frequency we
obtain the critical current density jc ≈ 0.8 mA/µm2 which is of the same order as previously
reported value for the grAl films [Mal+18].
The gradiometric fluxonium was pinned at the degeneracy point by cooling down in magnetic
field of one flux quantum threading the fluxonium outer loop. Fig. 34 b shows the correspond-
ing spectrum of the readout resonator, the shape of the avoided crossings indicates that the
atom minimum frequency is at zero of the applied magnetic field. Notice, that for the non-
gradiometric atom zero magnetic field corresponds to the maximum of atom frequency (panel
a). For comparison, the readout resonator spectroscopy for the gradiometric fluxonium with
zero trapped flux is shown in Fig. 35 a.
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Figure 36: Current activated trapped flux escape. Single tone spectroscopy of the readout
resonator coupled to the gradiometric fluxonium atom vs applied magnetic field. Resonator is
measured in reflection, color indicates the phase of the output signal. Panels a and b correspond
to the consecutive sweeps of the magnetic field in opposite directions. White arrows show
the flux values at which the circulating current in the fluxonium loop is minimal. Labels
indicate the effective fluxonium bias with integer and half-integer flux quanta (panel a and b,
correspondingly). Jumps of the resonator frequency observed starting from ≈ 35 µT detuning
from the indicated flux biases reflect phase slips in the fluxonium loop.
2.6.2 Trapped flux escape
We observe current-activated trapped flux escape while performing single and two-tone (see
section 2.6.2) resonator spectroscopy when the applied magnetic field is detuned by ≈ 35 µT
from the field corresponding to the minimal circulating current in the trapping loop (see Fig. 36).
This value is one order of magnitude smaller than the reported value for the magnetic field B⊥
at which, presumably, fluxon trapping in the grAl resonators occurs (see Ref. [Bor+20]). In our
design the fluxonium trapping loop has sections made out of sandwiched layers of aluminum and
grAl, therefore the critical magnetic field should be lower than for pure grAl circuits. At high
circulating currents dissipation in the microscopic defects present in the aluminum and grAl
films can cause local suppression of superconductivity. A decrease of the tunneling potential
for the trapped flux favors phase slips in the grAl loop. The process of phase slip is stochastic,
and the number of tunneling flux quanta is uncontrollable.
Surprisingly, we also observe the decay of the trapped flux with time. The trapped flux escapes
the grAl loop within a few hours after cooldown even when the applied magnetic field is ramped
down to zero. We estimate the expected flux lifetime by modeling the grAl loop with a chain
of effective Josephson junctions [Mal+18]. The phase slip rate in the chains is defined with
eq. 20, and depends on the Josephson and charging energies of the individual junctions. For
grAl films with thickness smaller than the London penetration depth λL ≥ 0.4 µm the super-
conducting current density is uniform across the film cross-section. Therefore we can divide the
grAl wire into fictitious superconducting sections with length equal to the grain size, and area
corresponding to the wire cross-section. Each section plays a role of the Josephson junction
electrode, and the parallel plate capacitance CJ of the effective junction equals the summed
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capacitance of the grains in the cross-section.
For grAl wires with thickness of 50 nm and width 160 nm we calculate the CJ = 0.4 fF using the
empirical value ∼ 50 fF/µm2 for capacitance per area [FD87; Gee+89; KH91]. The capacitive
energy is then EC = e
2/2CJ ≈ 48 GHz. We assume that the typical size of aluminum grains
in grAl is ∼ 4 nm and find the number of the effective Josephson junctions in the outer loop
N ≈ 75×103. From the total grAl inductance we calculate the linear inductance of the effective
junctions LJ0 = LgrAl/N , and the Josephson energy EJ = (Φ0/2π)
2/LJ0 ≈ 53 THz. Substitu-
tion of these values into eq. 20 gives phase the slip rate ∼ 10−22 Hz, once in hundred trillion
years. Since the effective area of the junction electrodes can be larger due to the granular
structure of the material, this estimation gives an upper limit for the phase slip rate.
This calculation shows that we can not explain the observed flux decay by tunneling through
the Josephson potential, and the origin of the observed phase slips remains unclear. We sus-
pect that strong radiation impacts which generate non-equilibrium quasiparticles can suppress
superconductivity in circuits and cause flux decay. To test this hypothesis one can measure
correlations between the flux escape events for several fluxonium atoms on the same chip, sim-
ilar to the experiment on observation of quasiparticle bursts in grAl resonators [Car+21]. The
result of such experiment can be of great practical importance since phase slips undermine the
stability of the quantum devices and hinder application of the surface error correction codes.
Circuits based on the trapped fluxons (e.g. [Pet+18]) might need fast flux injection to correct
for the flux escape errors.
Measured spectrum of the gradiometric fluxonium
We perform the two-tone spectroscopy to measure the transition frequencies of the gradiometric
fluxonium. Fig. 37 a shows the measured |g〉−|e〉 and |g〉−|f〉 transition frequencies and the
numerical fit of the spectrum. It is important to mention that two tone spectroscopy usually
takes a few hours, and we routinely observed trapped flux escapes during the measurement. The
fluxonium spectrum shifts uncontrollably along x-axis with each flux escape. Therefore Fig 37 a
shows data collected in several measurements, flux shifts between data sets were corrected
to plot the combined spectrum. From the numerical fit, we extract the fluxonium circuit
parameters EJ = 5.1 GHz, Ca = 3.4 fF, and La = 172 nH. The parallel plate capacitance of
the Josephson junction with size 0.2×0.2 µm2 contributes CJ ≈ 2.0 fF, the rest of the atom
capacitance is given by the connecting leads and the self-capacitance of the loops. Assuming
that La is dominated by the kinetic inductance, we find the grAl film kinetic inductance per
square Lkin = 0.12 nH/, and calculate the film resistivity ρ ≈ 900 µΩ cm (see eq. 16), which
is in the vicinity of the superconducting dome maximum [Pra+16; Lev+19].
Fig 37 b demonstrates the calculated spectrum of the coupled atom-resonator Hamiltonian using
circuit parameters extracted from single and two-tone spectroscopy of the readout resonator.
The value of the shared inductance Ls = 2.8 nH is obtained from the fit of the measured dis-
persive shift χge(0.5 Φ0) = −7.8 MHz. We find the χge by measuring the readout resonator
frequency when the atom is in the thermal equilibrium state and by taking the difference with
the resonator frequency when the atom is reset to the inverse thermal state by the π-pulse. The









For the first atom transition frequency fge = 3.84 GHz the thermal excitation at the fridge
temperature 20 mK is negligible (pe ∼ 0.01%) and the measured χge can be used without rescale.
The dispersive shift is calculated by diagonalizing the coupled atom-resonator Hamiltonian (see
section 2.6). The measured dispersive shift is 8 times larger than the target one, which might
be due to coupled atom-resonator levels structure, as virtual transitions between higher levels




















































Figure 37: Gradiometric fluxonium spectrum. (a) Markers indicate |g〉−|e〉 and |g〉−
|f〉 transition frequencies extracted from the two-tone spectroscopy. Φeff corresponds to the
effective flux bias of the atom. The black lines show the fit of the spectrum to the energy
levels of the uncoupled atom, from which we extract EJ = 5.1 GHz, Ca = 3.4 fF, and La =
172 nH. (b) The calculated levels of the coupled atom-resonator Hamiltonian. We use the
atom circuit parameters extracted from the two-tone spectroscopy and the measured dispersive
shift to extract the value of the shared inductance Ls = 2.8 nH. The resonator inductance Lr =
21.6 nH is calculated from the measured resonator frequency fr0 = 7.167 GHz and the simulated




. Interruptions and discontinuity in the
calculated spectrum, visible for levels |0r, 3a〉, |1r, 2a〉, |1r, 3a〉, and |2r, 2a〉, correspond to flux
values at which the level sorting procedure fails.
2.6.3 Energy relaxation time and coherence
For the gradiometric atom initialized at the degeneracy point by cooling down in a static
magnetic field of one flux quantum in the outer loop, we measure the energy relaxation time
T1, the Ramsey coherence time T
∗
2 [Ram50], and the Hahn-echo coherence time T2 [Hah50].
For the free decay T1 experiment we apply a π-pulse of 30 ns duration calibrated by measuring
Rabi oscillations between atom |g〉 and |e〉 states. The atom excited state decays during a
variable time delay, and the resulting atom population is detected with a 800 ns readout pulse.
At the degeneracy point, T1 ≈ 11.7 µs (see Fig. 38 a). This value is twenty times smaller than
the Purcell relaxation time calculated numerically for the measured resonator coupling to the
environment κ = 3.0 MHz using eq. 82. We intended to measure T1 as function of the applied
field around the degeneracy point, but measurement was interrupted by the trapped flux escape.
The histogram of collected T1 measured in the [−0.2 Φ0,−0 Φ0] flux interval is shown in Fig. 38 b.
T1 fluctuates within 9% around the average value of 12.7 µs.
Fig. 39 a shows Ramsey coherence time measured at the degeneracy point (markers). The
coherence time is extracted from a fit to the data with an exponentially damped cosine function.
Coherence time can be improved by almost an order of magnitude by filtering out slow flux
noise in the Hahn-echo experiment (see Fig. 39 b). The pulse sequence is similar to the Ramsey
experiment (see Fig.25), but with one π pulse inserted in the middle between the two π/2
pulses. It results in cancelling slow phase accumulation by the atom state during free evolution.
We also measure Ramsey T ∗2 as function of the applied magnetic field in the interval ±0.8 Φ0
around the atom degeneracy point (see Fig. 39 c). It corresponds to ±0.7% detuning relative to
the total 120 Φ0 flux periodicity of the atom. Therefore, the parabolic dependence of the atom
frequency is visible (orange markers).
The atom coherence time does not improve in the vicinity of the degeneracy point, as was
observed in the single-loop fluxonium in even smaller flux interval (±0.05% of atom periodicity)
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T1 = 12.7±1.2 µs
at Φext ∈ [−0.2 Φ0, 0 Φ0]
Figure 38: Atom energy relaxation time. (a) T1 measured at the gradiometric atom
degeneracy point (markers). The black line is an exponential fit. (b) A histogram of the
energy relaxation times measured at the applied magnetic fields in the interval [−0.2 Φ0,−0 Φ0]
around the degeneracy point.
[Grü+19]. For non-gradiometric atom with comparable dispersive shift and located on the same
chip we measure Ramsey coherence T ∗2 = 0.6−1.8 µs, and Hanh-echo T ∗2 ≈ 2.5 µs. This fact in
combination with T2 enhancement in Hahn echo experiment indicates that the coherence of
both fluxonium atoms is probably limited by local low frequency flux noise, which origin is still
unclear. We expect that coherence time should increase for more compact atoms with smaller
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Figure 39: Gradiometric atom coherence. (a) Ramsey coherence time T ∗2 measured at
the gradiometric atom degeneracy point (markers). The black line is a fit with exponentially
damped cosine function. (b) Hahn-echo coherence time. (c) Ramsey T ∗2 measured as function
of the applied magnetic field (blue markers). Orange markers show the change of the fluxonium
frequency fge(Φext)−fge(0.5Φ0), the black line is a parabolic fit.
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3 Longitudinal interaction
The longitudinal readout relies on the coupling of the qubit’s σz degree of freedom to the






where the subscript zx denotes that coupling is longitudinal in respect to the qubit, and trans-
verse in respect to the readout resonator. The longitudinal interaction Hamiltonian commutes
with the qubit observable, and is purely QND in contrast to the dispersive Hamiltonian. Hence,
there is there is no Purcell enhancement of the qubit relaxation rate and during the interaction
the qubit and the resonator states get entangled without inducing qubit transitions.
The qubit can be seen as an effective force acting on the readout resonator. During the ring
up the coherent resonator pointer states corresponding to the qubit’s |0〉 and |1〉 states follow
the imaginary axis in the phase space in the rotating frame. Therefore, the signal to noise ratio
grows faster at the short integration times compared to the dispersive measurement [DBB15]
SNRzx ∝ SNRxx/κτm, (95)
for κτm  1. The qubit-state dependent displacement of the resonator field between the pointer
states is ±gzx/(ωr+iκ/2) (see Ref. [DBB15]), which is typically too small to resolve the qubit
states if ωr  gzx, κ. The displacement can be enhanced by modulating the coupling strength
at the readout resonator frequency gzx(t) = ḡzx+g̃zx cos (ωrt) as was proposed in Ref. [DBB15].
The resulting displacement becomes orders of magnitude larger ±g̃zx/iκ. The qubit state can
be detected by measuring the resonator quadrature response with homodyne or heterodyne
measurement schemes.
The total qubit-resonator Hamiltonian can be diagonalized exactly via Lang-Firsov unitary















From this equation follows that the resonator and qubit frequencies are not affected by the
interaction, and the only effect of coupling is the rescale of the zero point fluctuations. This
implies that the longitudinal interaction is QND irrespective of the detuning between the qubit
and the resonator, and both the coupling strength and the readout power can be large without
degrading the QNDness. This fact allows to construct scalable quantum architectures without
residual couplings [BTN15; RD16a]. It was shown that in a particular grid of qubits coupled
longitudinally to resonators the coupling can be strictly confined to nearest and next-nearest
resonators. The grid Hamiltonian has no dispersive shifts and residual qubit-qubit couplings.
Additionally, all qubits can have the same frequency, which solves the multiplexing problem
for large-scale quantum circuits. Dispersive coupling can also be used to realize the resonator-
mediated interaction between qubits [Maj+07]. However, neglected terms in the expansion of
the dispersive coupling lead to residual direct qubit-qubit interactions. The frequency of each
qubit depends on the state of the other one, which leads to a constant accumulation of phase
during free evolution [BTN15]. In addition, the speed of the two-qubit gates is limited by
the coupling strength which has to be smaller than the detuning between resonator and qubit
frequencies.
The longitudinal coupling schemes were already proposed for transmons and gradiometric flux
qubits [Ker13; BTN15; DBB15]. They rely on symmetries to cancel spurious transverse cou-
plings which sets high requirements to fabrication techniques. Here we present our unpublished
results on the way towards implementation of the transmon qubit with tunable transverse and
longitudinal coupling following the proposal of S. Richer et. al [RD16a; Ric+17].
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3.1 Inductively shunted transmon qubit
The equivalent circuit diagram of the proposed inductively shunted transmon that is coupled
to an embedded harmonic mode is depicted in Fig. 40 a. The detailed analysis of the circuit
and its extension to scalable architecture can be found in [Ric+17; Ric18]. The qubit (shown in
blue) consists of a single Josephson junction with energy EJq shunted by a capacitance Cq. The
resonator (black) is built in a shape of two branches. Each branch contains a capacitance C, a
linear inductance L, and a Josephson junction array connected in parallel. The qubit junction
and inductances form a closed loop, providing the inductive shunt which protects the qubit from
charge noise. The resonator branch design is further modified by adding another inductance as
shown in Fig. 40 b. This allows to find the circuit parameters with desired balance between the
resonator and qubit anharmonicities and the coupling terms.
In the symmetric case when the capacitances and inductances in the two branches are equal, the
transverse capacitive and inductive couplings cancel out. The qubit and resonator modes are
coupled only via the Josephson junction arrays. The transverse coupling is zero if the Josephson
energies EJ1 and EJ2 in the two branches are equal, therefore a few percent asymmetry between
the junctions is introduced to keep transverse coupling. With the number k of junctions in the
array the coupling strength can be varied. Increasing k results in suppression of the resonator
nonlinearity and the higher order coupling terms.
The circuit can be biased by the external magnetic field (red labels). The flux enclosed in the
coupling loops formed by the junction array and branch inductance Φx is used to tune between
pure longitudinal and pure transverse coupling. Flux in the big loop Φxb causes slow variation
of the coupling terms and can be used to enhance the coupling and qubit anharmonicity at
Φxb = Φ0/2 bias. The improved version of the resonator branch design is shown in Fig. 40 b.
Adding an inductance La in series with both the junction array and inductance L allows to





































Figure 40: Inductively shunted transmon qubit. (a) The basic circuit schematic. Trans-
mon qubit and an embedded resonator are shown in blue and black, respectively. The resonator
mode couples to the external electric field via the coupling capacitance Cc. The resonator has
two branches, each consisting of a linear inductance L, the capacitance C and the Josephson
junction array connected in parallel. The Josephson energy for the left and the right branches is
EJ1 and EJ2, respectively. The applied magnetic field creates flux Φxb in the big loop, and the
fluxes Φx in the coupling loops (red labels). (b) The improved branch design. The inductance
La is added in series to the junction array and inductance L to increase the longitudinal cou-
pling strength. The phase across the junction array ϕd has no internal dynamics and therefore













fr fq, Φxb = 0
fq, Φxb = Φ0/2





Figure 41: Spectrum of tunable transmon and embedded resonator mode vs. Φx.
The circuit parameters are listed in Table 3. Resonator frequency is shown in blue. Orange lines
correspond to the qubit frequency for Φxb = 0 (solid) and Φxb = Φ0/2 (dashed), respectively.
Resonator frequency does not depend on Φxb.
From the circuit diagram we can derive the analytical expressions for the coupling terms,
resonator and qubit frequencies and anharmonicities. The circuit has two independent degrees










































Trigonometric expansion and a series approximation of the potential energy up to second order



















































where EJ∆ = EJ1−EJ2, and EJΣ = EJ1+EJ2. The first two terms are the desirable gxx dis-
persive, and gzx longitudinal couplings which have out of phase modulation with the external
magnetic field. This allows to achieve pure transverse and longitudinal coupling by proper flux
bias. The last two terms correspond to the unwanted gxz and gzz couplings which have to be
suppressed. Notice that the coupling terms transverse with respect to the qubit are proportional
to EJ∆ while longitudinal ones are proportional to EJΣ. The equations also show suppression
of the higher order coupling terms with number of junctions, k.
The circuit with additional inductance has another phase variable ϕd (see Fig. 40 b) which can
be eliminated using equations of motion. However, there is no analytical solution for ϕd, and
calculations are done numerically. The resonator frequency and anharmonicity as functions
of the external magnetic field are obtained by a series expansion of the circuit Hamiltonian





















































Figure 42: Coupling terms vs. Φx. The top panels show the desired coupling terms gzx
(blue) and gxx (orange). The bottom panels show the unwanted gxz (green) and gzz (red).
Solid and dashed lines correspond to Φxb = 0 and Φxb = Φ0/2, respectively.
spectrum of the resonator and qubit for the circuit with additional inductance is shown in
Fig. 41. The circuit parameters are listed in Table 3. The number of Josephson junctions per
coupling array is k = 4. At zero magnetic flux the resonator frequency is fr = 8.0 GHz. Flux
in the coupling loops Φx causes modulation of the resonator and qubit frequencies with period
kΦ0. The circuit parameters are selected such that the resonator frequency lies in the pass
band of the 3D waveguide (from 6.0 GHz to 8.1 GHz) which is used as a controlled microwave
environment for the circuit. The qubit frequency can also be tuned by magnetic flux in the
big loop Φxb while the resonator is insensitive to Φxb. Orange solid and dashed lines depict
qubit frequency at Φxb = 0 and Φxb = Φ0/2, correspondingly. In our design Φx and Φxb are
not controlled independently, therefore tuning Φx within few flux quanta corresponds to a slow
variation of Φxb. However, we can neglect this variation for the large loop area ratio and treat
Φxb as fixed parameter.
Fig. 42 demonstrates the calculated coupling terms as functions of Φx. The top and bottom
panels show the desired (gxx and gzx) and unwanted (gxz and gzz) coupling terms, respectively.
At the flux bias points corresponding to pure transverse and longitudinal coupling the unwanted
coupling terms are suppressed to 5−7% of gxx and gzx. The solid and dashed lines correspond
to Φxb = 0 and Φxb = Φ0/2, respectively. Biasing the circuit at Φxb = Φ0/2 allows to increase
the coupling strength. Notice that the coupling terms are not sinusoidal functions of Φx as
expected from the analytical expressions in eq. 99, due to the effect of the additional inductance.
Nevertheless, zeros of transverse couplings are close to maxima of longitudinal ones (in absolute
value), and vice versa. Crucially, in order to reach pure longitudinal coupling regime one has
to bias the coupling loop with more than one flux quantum. It is possible only if phase slips
in the junction arrays are suppressed. We require the ratio between Josephson energy and
charging energy of the individual junctions in the array Ej/Ec ≥ 150. The expected phase slip
rate calculated using eq. 20 for four junctions in the array is ∼ 0.6 mHz.
The calculated relative anharmonicities αr = (E12−E01)/E01 of the resonator and qubit are
EJq = 7.5 GHz EJ1 = 75 GHz EJ2 = 0.95 EJ1 k = 4
C = 68.7 fF Cq = 50 fF L = 4 nH La = 3 nH
Table 3: Tunable transmon circuit parameters.
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Figure 43: Relative anharmonicity of resonator and qubit vs. Φx. The resonator
anharmonicity (blue) vanishes in points with pure longitudinal coupling, and does not depend
on Φxb. The qubit anharmonicity can be increased by more than an order of magnitude by
tuning from Φxb = 0 to Φxb = Φ0/2.
shown in Fig. 43. The resonator anharmonicity is cancelled for values of Φx at which the
transverse coupling terms vanish. This directly reflects the absence of dispersive shift in circuits
with pure longitudinal coupling. Qubit anharmonicity at Φxb = 0 (solid orange line) is close to
the typical transmon value αr ≈ −Ec/E01, while it can be increased up to 13% at Φxb = Φ0/2
(dashed orange line).
3.2 Circuit implementation
Fig. 44 demonstrates the tunable transmon circuit implementation. We adapt the circuit for a
3D waveguide architecture (see section 5.2). The superconducting structure is located in the
center of a 10×15 mm2 sapphire chip. Three large aluminum pads shown in green form the
coplanar capacitances of resonator and qubit. The pads geometry and dimensions define the
coupling of the resonator and qubit modes to the electromagnetic field inside the waveguide.
The pads are labeled according to the nodes in the circuit schematics (Fig. 40 a). We make
the resonator inductances L and La out of grAl stripes. Using grAl with high kinetic induc-
tance per square Lkin = 0.17 nH/ allows to build compact loops for magnetic flux bias with
ratio Φxb/Φx ≈ 50. The array Josephson junctions should have large area to prevent phase
slips. For Ej/Ec = 150 the charging energy Ec = 0.48 GHz corresponds to a parallel plate
capacitance of ≈ 40 fF. The required junction area 0.2×4 µm2 can be achieved with overlap
geometry (Fig. 44 d).
We find the optimal circuit geometry for our target circuit parameters and coupling rates of the
resonator and qubit modes by finite element simulation of the electromagnetic field inside the
waveguide (see sections 5.2 and 5.3 for details). Superconducting aluminum films are modeled
as perfect conductors, while Josephson junctions and grAl are modeled as lumped elements with
fixed linear inductance. Fig. 45 shows the calculated distribution of the electric field magnitude
| ~E| at the surface of the sapphire chip for the resonator and qubit eigenmodes (panel a and
b, respectively). Labels indicate charge polarity. Notice that the charge distribution for the
resonator mode is symmetrical about the central axis. The simulated resonator and qubit
coupling quality factors are 8.7×103 and 7.3×108, respectively.
The circuit is fabricated in three lithography steps. First, we make aluminum capacitance
pads, the qubit junction, and the first electrodes of array junctions with e-beam lithography
(green layer in Fig. 44). In this way the sapphire surface under large elements and junctions
is contaminated least of all. Prior to aluminum deposition the surface is cleaned with oxygen
plasma to remove resist residues and organic contamination. The qubit junction with area
0.2×0.2 µm2 is fabricated using shadow evaporation technique with first and second electrodes























Figure 44: Tunable transmon circuit implementation. (a) Fabrication mask for the
circuit. Green color corresponds to the e-beam lithography layer. The three large pads play role
of resonator and qubit capacitances, the corresponding nodes (a, b, c) are labeled according to
the circuit schematics (see Fig. 40 a). Blue and pink structures are made with optical lithography
in separate vacuum cycles. (b) Zoom into central part showing large loop biased by Φxb.
The loop area is 100×300 µm2. Inductances L and La shown in blue are made out of grAl.
Pink rectangles correspond to the top electrodes of the array Josephson junctions (overlap
junction design). The qubit junction is made with shadow evaporation technique [Nie+74].
Capacitor pads and qubit junction are evaporated in the same vacuum cycle. (c, d) Zoom into
qubit junction (with area of 0.2×0.2 µm2) and coupling junctions (with area of 0.2×4 µm2),
respectively. The array junctions in the left branch have slightly smaller area to introduce
asymmetry EJ2 = 0.95EJ1.
large pads results in stray Josephson junctions, which internal dynamics can be neglected due
to high self-resonance frequency. In a second and third steps we deposit grAl stripes (blue
layer in Fig. 44) and top electrodes of the array junctions (pink layer in Fig. 44) using optical
lithography. In-between the separate vacuum cycles of the deposition, the metal surface builds
an insulating native oxide which has to be removed to ensure coherent galvanic contact between




















Figure 45: Finite element simulation of resonator and qubit modes. The circuit is
placed inside a 3D copper waveguide (see sections 5.2), thereby coupling to the electromagnetic
field excited in the waveguide via the dipole moment of the capacitor pads. (a) Resonator
mode. Color code corresponds to the magnitude of the calculated electric field. Labels indicate
charge polarity of the capacitor pads. (b) Qubit mode. For resonator and qubit modes at
frequencies of 8.0 GHz and 6.3 GHz we extract the coupling quality factors of 8.7×103 and
7.3×108, respectively.
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Figure 46: Resonator spectroscopy The color plot demonstrates measured resonator re-
sponse as a function of external magnetic field Φx and probe frequency. Color indicates phase
of the output signal. Black dashed line corresponds to a fit of the data. From the fit we extract
the circuit parameters L = 4.9 nH, La = 3.7 nH, EJ1 = 46 GHz, C = 68.7 fF, Cq = 50 fF. The
resonator frequency shows a periodicity with one flux quantum in the coupling loop.
milling, the contact surface is oxidized with controlled oxygen partial pressure to achieve the
desired Josephson energy. Details of the fabrication process can be found in section 5.1.
3.3 Resonator spectroscopy
For several fabricated resonators we measure the resonance frequency as a function of the
external magnetic field through the small loops. An example of a resonator spectroscopy is
shown in Fig. 46. Unfortunately, the phase slip rate for all the measured resonators is higher
than expected and resonators show a single flux quantum periodicity in Φx. However, to achieve
pure longitudinal coupling we have to bias small loops with Φx ≈ 1.5 Φ0, which corresponds to
a metastable state of the junction array. One way to suppress phase slips is to increase the
junction area, but it was not possible in the current geometry due to fabrication constraints.
As an alternative solution, we propose to enclose the junction arrays by grAl loops, similar
to the gradiometric fluxonium design. We still need flux sensitivity for the tunable transmon,
therefore loops can be made asymmetric to create a field gradient.
In theory, the phase slip rate in a grAl loop is expected to be orders of magnitude smaller than
in a junction array. However, this solution brings back the problem of flux escape observed
in the gradiometric fluxonium (see section 2.6.2). Future investigation of phase slips in grAl
loops or even a completely different choice of high kinetic inductance material is required to
accomplish the proposed longitudinal coupling scheme.
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4 Conclusions and outlook
This thesis is dedicated to quantum non demolition (QND) readout of superconducting artifi-
cial atoms and their coupling to the environmental electromagnetic fields. In the first chapter
we introduce the concept of QND readout and discuss the role of interactions between quan-
tum system and measurement apparatus and the environment. We consider QND interaction
schemes of artificial atoms and readout resonators proposed in the framework of circuit quan-
tum electrodynamics theory (cQED). We show how to construct the main building blocks used
in cQED, namely quantum oscillators and artificial atoms. We use the example of two state-of-
the-art superconducting artificial atoms, transmon and fluxonium, to demonstrate how circuits
can be protected from decoherence caused by charge noise. We show the atoms spectrum and
discuss their physical implementation.
We use granular aluminum (grAl), a material with high kinetic inductance to construct circuits
presented in this thesis. We briefly outline the material properties associated with its internal
structure: dependence of the superconducting gap on the room temperature resistivity, its
kinetic inductance, nonlinearity, and main sources of decoherence. We show that granular
aluminum can be used as high impedance environment for superconducting circuits, which
suppresses charge fluctuations and shunts charge offsets. We provide the linearized model of
grAl inductors based on their equivalent representation as a chain of Josephson junctions and
compare superinductances made out of grAl and Josephson junction chains. The key difference
between the two superinductors implementations are the nonlinearity and plasma frequency.
We show that depending on the circuit geometry grAl can be designed with orders of magnitude
smaller nonlinearity, and its plasma frequency is few times larger than that of Josephson junction
chain with same linear inductance.
In the second chapter we address the dispersive interaction, which is the most commonly used
scheme for QND readout of superconducting qubits. We show the theoretical model for the
readout signal to noise ratio, and the way to increase measurement QNDness by using high
power readout. However, typically, increasing readout power leads to measurement induced
transitions between levels of superconducting atoms, and high power readout loses its advantage.
In contrast to many superconducting atoms, our fluxonium with tunable spectrum built with
granular aluminum superinductance has remarkable resilience of transition rates to number of
photons in the readout resonator n̄. We demonstrate high fidelity atom readout and state
preparation without parametric amplifier at power corresponding to hundreds of circulating
photons. We quantify the QNDness of the high power dispersive readout by measuring atom
transition rates as function of n̄, and by fidelity of the atom active state preparation. We perform
numerical simulations of the coupled atom-resonator state evolution during the measurement to
find the source of residual non-QNDness. The simulations reveal that atom local decay acting
on the hybridized atom-resonator levels results in atom transitions to the second excited level.
Our measurements suggest that suppressed nonlinearity of the resonator and atom inductances
and coupling inductance plays an important role in achieving QND high power readout. Our
results imply that future efforts should be focused on further improvement of qubits lifetime
and suppression of nonlinearity-induced multimode mixing in the atom-resonator Hamiltonian.
We demonstrate the ability to design interaction of the artificial atoms with the external elec-
tromagnetic field by building gradiometric fluxonium atom. The gradiometric atoms made
with grAl superinductances show suppression of sensitivity to applied magnetic field up to 180
times, as was predicted by theoretical calculations. The atoms can be biased at the degeneracy
point by cooling down in the external magnetic field, which might be used for fluxon-based
simulations and storage of quantum information. We find that coherence of grAl fluxoniums
with two loops is most probably limited by local flux noise. Contrary to our expectations,
we observe trapped flux escape out of the superconducting rings every hour or so, exceeding
the expected escape probability by several orders of magnitude. The stability of circulating
currents in superconducting rings is a fundamental issue and might be related to the internal
structure of grAl. The next steps would be to measure correlations between flux escapes for
several atoms on the same chip to exclude environmental sources of phase slips. Last but not
least, replacing pure aluminum by grAl should make gradiometric fluxonium compatible with
hybrid circuits and extend their range of applications.
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Finally, in the third chapter we turn to implementation of purely QND readout scheme based on
longitudinal interaction of the transmon artificial atom and the readout resonator. The circuit
design was proposed in Ref. [Richer2016longitudinal], and it offers tunability between pure
longitudinal and pure transverse coupling with the applied magnetic field. We design and build
the proof of principle device, which also turned out to suffer from phase slips in the coupling
Josephson junction arrays. Biasing coupling arrays at points of pure longitudinal coupling was
therefore impossible without further suppression of phase slips. Since we successfully demon-
strated the ability to tune the gradiometric fluxonium atom to highly metastable state, we
propose a similar design to protect the coupling junction arrays by enclosing them in grAl loop.
However, prior to building the next generation of devices, the problem of flux escapes in grAl
superconducting loops has to be solved.
In conclusion, our work sheds new light on the problem of QND readout of superconducting
atoms. We demonstrate that high power dispersive QND readout is possible, and make a
hypothesis explaining the observed grAl fluxonium resilience to readout power by suppressed
nonlinearity of the interaction term in comparison to other fluxonium implementations. Our
experience shows that building longitudinal coupling schemes which require nonlinear coupling
regime is a sophisticated problem. It remains practically unfeasible with current fabrication
technologies due to unexpected phase slips in grAl superconducting rings. Phase slips are a
roadblock on the way to implementation of stable fluxon-based superconducting circuits, and




Here I present the main fabrication techniques used to produce our samples. The following sec-
tion outlines the fabrication process, including preparation of wafers, resist coating, lithography,
plasma cleaning, metal deposition, and resist lift-off. In section 5.1.4 I present details of Joseph-
son junction fabrication, and section 5.1.4 is devoted to fabrication of granular Aluminum films.
Fabrication was done in Nanostructure Service Laboratory (NSL) of the Karlsruhe Institute of
Technology.
5.1.1 Substrates preparation
All the samples presented in this thesis were made on double-side polished 330 µm thick C-plane
sapphire wafers. Fabrication process starts with cleaning wafers in Piranha solution (3 parts
of 96% H2SO4 to 1 part of 35% H2O2) for 10 minutes. Piranha is an aggressive oxidizer and
removes organic residues, metallic and carbon contaminants.
5.1.2 Lithography
We cover wafers with optical or electron-sensitive resist films in order to pattern masks for metal
deposition. We use electron beam lithography for high resolution structures with dimensions
≥ 200 nm, and optical lithography for structures with dimensions ≥ 4 µm. Resist films are
deposited in spincoater and baked on the hot plate to solidify the film. The film thickness
depends on the resist viscosity, spin speed, and acceleration during speed ramp up.
Electron beam lithography
We use electron beam lithography to pattern evaporation masks for tunnel Josephson junctions
and other structures, which can be deposited in the same vacuum cycle of a shadow evaporator.
We cover sapphire wafers with copolymer EL-13/PMMA A4 resist bilayer, spinning and baking
Resist spincoating (bottom layer copolymer EL-13, top layer PMMA A4)
spin acceleration 1000 rpm/s
spin speed (rpm) 2000 rpm
spin time 100 seconds
Hot plate baking
hot plate temperature 200◦C
baking time 5 minutes
E-beam exposure
accelerating voltage and base dose 50 kV, 500 µC/cm2
e-beam current 10 nA (low resolution) and 2 nA (high resolution)
Resist development
developer IPA/H2O (3/1) at 6
◦C
development time 1.5 minutes
stopbath ddH2O
Table 4: Fabrication process with electron beam resist. E-beam exposure doses were
varied depending on the pattern geometry, correction factors are listed in the main text.
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parameters are the same for both resists (see Table 4). The resulting resist thickness is 700−750
nm for copolymer EL-13, and 300−350 nm for PMMA A4. Sapphire is dielectric material and
it can accumulate charge during electron beam exposure. Charges at the surface of the wafer
deflect back-scattered and secondary electrons, which leads to pattern distortion and degrades
lithography resolution. Therefore, we sputter a ∼ 10 nm layer of gold on top of PMMA A4
resist to avoid charging effects.
Patterns were exposed using vector JEOL JBX-5500 writer with 50 kV accelerating voltage.
Structures with size ≥ 2 µm were exposed at beam current of 10 nA, while smaller structures
were exposed at 2 nA. The base dose is 500 µC/cm2. We use built-in proximity correction
algorithms for large structures with size ≥ 2 µm, and manual dose correction factors for grAl
wires and Josephson junction electrodes (2.6×500 µC/cm2 and 3.3×500 µC/cm2, respectively).
Junction undercuts were written with 0.35−0.67 dose correction factors.
Before resist development we remove gold layer by immersing wafers in 15% Lugol solution
for 5 seconds and rinse wafers by double distilled water (ddH2O). Patterns are developed in
IPA/H2O (3/1) solution which dissolves exposed resist. Dissolution rate is higher for copolymer
EL-13 compared to PMMA A4. Therefore, top resist layer typically forms high resolution mask,
and bottom layer serves for undercut (see Fig. 48). Development is stopped in ddH2O.
Optical lithography
Optical lithography was done using SUSS MA6 mask aligner with XeHg 500 W lamp which
has wavelength of 365 nm. Usually positive photoresists (exposed areas are dissolved by the
developer) form overcut sidewall profile, as shown Fig. 47. This is due to attenuation of light
during propagation in the resist. Top and bottom resist layers see different exposure doses, and
bottom layers have smaller dissolution rate. Metal evaporated on the top of the resist mask
AZ 5214E resist spincoating
spin acceleration 7500 rpm/s
spin speed (rpm) 6000 rpm
spin time 60 seconds
reflow 30 seconds
Hot plate baking
hot plate temperature 110◦C
baking time 50 seconds
UV hard contact exposure
dose 13 mW/cm2
exposure time 2 seconds
Reversal baking
hot plate temperature 120◦C
baking time 90 seconds
Flood exposure
dose 13 mW/cm2
exposure time 30 seconds
Resist development
developer AZ developer/H2O (1/1)
development time 30 seconds
stopbath ddH2O
















Figure 47: Fabrication with photoresist. Fabrication with positive resist results in overcut
sidewall profile. (a) Exposure of positive photoresist. Chromium mask is shown in yellow. (b)
Resist wall profile after development. (c) Metal evaporation (green). (d) After liftoff metal
film has fences along the edges. Fabrication with image-reversal resist yields undercut sidewall
profile. (a) Exposure with inverted mask. (b) Reversal baking. (c) Flood exposure. (d) Resist
wall profile after development. (e) Metal evaporation (green). (f) Metal film after liftoff.
with overcut sidewalls is forms continuous film. During liftoff process resist is dissolved. Metal
film is torn apart, parts deposited onto the resist surface are removed, but liftoff leaves residual
fences along the edges of the film deposited onto the wafer. Since electric field is strongest near
sharp edges due to concentration of charges, defects located in the fences might be a source of
additional dissipation in superconducting circuits.
To cut down the fences we seek negative resist wall profile (undercut). We use AZ 5214E
photoresist suitable for image reversal process (see Fig. 47). Image reversal makes exposed
areas insoluble in developer. First, resist is exposed through the mask using hard contact
photolithography. We use inverted chromium mask on soda substrate. Areas covered with
chromium correspond to the metal structures which should be patterned on the wafer. The
reversal baking renders exposed areas not photoactive. The following flood exposure (without
a mask) makes all other areas soluble in the developer. As a result, resist mask for evaporation
has undercut wall profile. Evaporated metal film has discontinuity at the edges of the resist,
which results in smooth edges of the metal film after liftoff. Fabrication parameters for image
reversal process are listed in Table 5.
5.1.3 Plasma cleaning
We perform a plasma cleaning step prior to metal deposition in order to remove residues left
after the resist development. Plasma cleaning is made in the load lock chamber of a Plassys
MEB 550S shadow evaporator using built-in Kaufman ion source. We use descum process if
metal is evaporated onto bare surface of wafers (without any metal layers deposited before).
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Descum cleaning
gas flow Ar (5 sccm), O2 (10 sccm)
discharge voltage 40 V
ion gun beam voltage 200 V
ion beam current 10 mA
accelerating voltage 120 V
etching time 2 minutes
Argon ion beam milling
gas flow Ar (4 sccm), O2 (0 sccm)
discharge voltage 40 V
ion gun beam voltage 400 V
ion beam current 15 mA
accelerating voltage 90 V
etching time 2 minutes
Table 6: Plasma cleaning.
Plasma in the descum process has high oxygen content and removes resist residues without
substantial damage of the wafer surface. A different process is required if metal is evaporated
on top of another metallic layer covered with oxide. We remove oxide with Argon ion beam
milling process developed for coherent galvanic contacts between aluminum layers [Grü+17].
The plasma cleaning parameters are listed in Table 6.
5.1.4 Metal deposition
We use Plassys MEB 550S electron beam shadow evaporator for deposition of aluminum and
granular aluminum films. After plasma cleaning, we pump the load lock chamber until pressure
of . 5×10−5 mbar with built-in turbo pump. Residual gases are absorbed during Titanium
evaporation, and load lock pressure drops to ≈ 1×10−5 mbar. Aluminum is evaporated at the
rate of 1 nm/s onto sapphire wafers kept at the room temperature.
Josephson junctions
Josephson junctions are typically made out of two overlapping aluminum electrodes. An insulat-
ing barrier between them is formed by oxidizing surface of the first electrode. The junction nor-
mal state resistance depends on the oxygen partial pressure and oxidation time. Ambegaokar-
Baratoff relation shows that the junction critical current at zero temperature is related to the
superconducting energy gap ∆, and the normal-state junction resistance [AB63]:
Ic = π∆/(2eRn). (100)
Al/AlOx/Al junctions have barrier approximately 1 nm thick, and the geometric parallel plate
shunting capacitance of ∼ 50−200 fF/µm2 [FD87; Gee+89; KH91].
We use Niemeyer-Dolan double angle evaporation technique [Nie+74] to pattern tunnel junc-
tions with dimensions . 250×250 nm2. Fig. 48 a shows an e-beam lithography design of the
junction. Corresponding bilayer resist mask after development and metal deposition is shown
in Fig. 48 b. We evaporate first and second junction electrodes at the angle of ±30◦, respectively.
For the sample with gradiometric fluxonium (see section 2.6) we oxidize the first electrode in
the static regime at fixed pressure of 30 mbar for 340 seconds. Thickness of the first and second
aluminum electrodes is 20 nm and 30 nm, respectively. We make the second electrode thicker





Figure 48: Niemeyer-Dolan evaporation of the Josephson junctions. (a) E-beam
lithography design of the Josephson junction used for the gradiometric fluxonium atom (see
section 2.6). Blue patterns correspond to openings in the top resist layer, while orange (fringe)
and pink (undercut) patterns indicate areas where the bottom resist layer is additionally re-
moved. (b) Focused ion beam image of the junction area after resist development and metal
deposition. Resist is cut perpendicular to the second electrode, and undercut in the bottom
resist is visible. (c) Scanning electron microscope image of the junction. First and second
electrodes evaporated at ±30◦ are shown in yellow and green, respectively. Josephson junction
has area of 207×227 nm2. Uncolored patterns correspond to grAl film deposited at zero angle.
Josephson junctions with larger dimensions were made using overlap design. We evaporate first
electrodes using electron beam lithography. After resist lift off, me make optical lithography
to pattern the second electrode. Lithography mask for the Josephson junctions used in the
longitudinally coupled transmon circuit (see section 3.2) is shown in Fig. 49 a. We have to
evaporate the two electrodes in separate vacuum cycles. The first electrode is exposed to
atmosphere, and its surface is covered with native oxide layer with uncontrollable parameters.




Figure 49: Overlap Josephson junctions. (a) Lithography mask for the Josephson junctions
in the junction arrays of the longitudinally coupled transmon circuit (see section 3.2). Yellow
and green color indicate first (e-beam lithography) and second (optical lithography) electrodes.
(b) The scanning electron microscope image of the junction. The junction has area of 0.17×
3.67 µm2.
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Figure 50: Granular aluminum resistivity as function of oxygen flow. Aluminum
is evaporated at the rate of 1 nm/s in oxygen atmosphere. Markers show measured average
resistivity for each wafer, while error bars indicate spread of resistivity due to observed gradient.
Dashed line is an exponential fit.
oxidize the contact area of the first electrode at pressure of 10 mbar for 250 seconds.
Granular aluminum deposition
Typically, we deposit granular aluminum in the last step of fabrication. Areas of contact with
previously evaporated aluminum are cleaned with Argon ion milling. Granular aluminum is
obtained by evaporating aluminum in oxygen atmosphere. GrAl kinetic inductance depends
on the normal state resistance of the films (see eq. 16). We control grAl resistance by oxygen
flow rate during evaporation in dynamic oxidation regime. In this regime gas is continuously
injected and pumped out of the load lock chamber, ratio between gas flow and pumping rates
defines its partial pressure. Oxygen flow rate of 4−5 sccm corresponds to partial pressure of
5−7×10−5 mbar. Due to positions of the gas valve and the pump in the chamber oxygen is
not distributed uniformly, and we observe gradient of grAl resistivity across the sapphire wafer.
Fig. 50 demonstrates a calibration curve for grAl resistivity depending on the oxygen flow rate
for aluminum evaporated at the rate of 1 nm/s. Dashed line is an exponential fit. Notice, that
we can not fit all the data with single exponential.
5.1.5 Resist lift-off
After metal evaporation we remove the resist and metal deposited onto its surface in lift-off
process. We immerse wafers into N-Ethyl-2-pyrrolidone (NEP) kept at 90◦C for one hour.
Resist residues are then removed in the ultrasonic bath. NEP is rinsed by acetone, isopropanol,
and double distilled water.
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5.2 Waveguide sample holder
We use 3D copper waveguides as a controlled microwave environment for our superconducting
circuits [Zoe+17; Kou+18a]. Waveguide is equipped with a rectangular superconducting coil
used to bias circuits with magnetic field. Fig. 51 shows rectangular waveguide attached to the
copper post, the superconducting coil, and the magnetic shield. The waveguide inner volume
dimensions 42.7×25.8×12.9 mm define a TE10 mode passband from 6.4 GHz to 8.1 GHz. A
sapphire chip is fixed inside the waveguide at a quarter wavelength distance from the waveguide
lid, at the antinode of the electric field. We operate fluxonium atoms at frequencies below the
waveguide cutoff, which helps to mitigate the atom radiative losses due to reduced density
of environmental modes. Readout resonators typically have frequencies within the waveguide
passband.
Waveguide has two microwave ports connected to coaxial 50Ω cables. The first port at the back
of the waveguide has impedance matching cylinder, and is used to drive readout resonators.
Two screws inserted in the bottom of the waveguide provide fine tuning of impedance matching
and the waveguide bandwidth. We can not drive fluxonium atoms via the same port, because
electromagnetic field is strongly attenuated at frequencies below waveguide cutoff. Therefore,
we use the second microwave port located close to the chip. This port consists of a central pin
of the coaxial line with removed isolation, and is not impedance matched.
We use cryogenic vacuum grease to fix sapphire chip inside the waveguide. The grease solidifies
at cryogenic temperatures, and provides thermalization of the chip. The waveguide lid is closed
tightly with four brass screws. We lay thin indium seal between waveguide and the lid to
ensure galvanic contact between them. Copper is not a superconducting material, therefore
it does not shield circuits from environmental electromagnetic fields. Therefore we place the
waveguide inside copper-aluminum shield, also thermalized to a mixing chamber plate of the
cryogenic refrigerator.
Figure 51: 3D waveguide sample holder and the magnetic shield. (a) Copper waveguide
without lid. A 10×15 mm2 sapphire chip with superconducting circuits is fixed at the location of
maximal electric field | ~E| of the propagating TE10 mode at frequency of 7 GHz. The waveguide
has two microwave input ports. The first port located further from the chip is impedance
matched with 50Ω coaxial line, and is used to drive readout resonators and measure their
response in reflection. The impedance matching can be tuned with two brass screws inserted
into the waveguide [Poz11]. The second input port located close to the chip is not impedance
matched. It is used to drive fluxonium atoms at frequencies below waveguide cutoff. The
waveguide is attached to a copper rod which thermalizes the circuits to a mixing chamber plate
of the cryogenic refrigerator. (b) Waveguide with closed lid and a superconducting coil, which
generates magnetic field perpendicular to the plane of sapphire chip. (c) The waveguide is
placed inside cylindrical shield made of two layers: copper (inner) and aluminum (outer). The
copper is used for thermalization, while superconducting aluminum damps the environmental
magnetic fields. The shield is closed with a copper cap equipped with SMA coaxial feedthroughs.
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5.3 HFSS finite element simulations
We perform finite element simulations of the superconducting circuits to optimize their geometry
and find their coupling to electromagnetic field inside the waveguide. We use Ansys HFSS solver
with eigenmode analysis to find resonance frequencies and coupling quality factors based on
the geometry, materials, and boundaries defined for the model. Fig. 52 a shows the HFSS
waveguide model. The waveguide, impedance matched microwave port, tuning screws, and the
sapphire chip are modelled as 3D objects. The sapphire chip has relative permittivity εr = 10,
and relative permeability µr = 1. The superconducting circuit is represented by a 2D sheet
on the surface of the chip. This approach is valid since thickness of the superconducting film
(20−100 nm) is much smaller than other dimensions in the model.
We assign a 50Ω impedance boundary to the plane of the input port, and perfect conducting
boundary to waveguide copper body and parts of the superconducting circuit made out of
aluminum. Granular aluminum wires are modelled as lumped RLC elements with inductance









































κc = 1±0.5 MHz
Figure 52: HFSS finite element simulation of the electromagnetic fields in the waveg-
uide sample holder. (a) Waveguide model. Green color indicates sapphire chip. A super-
conducting dipole antenna resonator is located in the middle of the chip at the antinode of the
electric field. (b) Simulated distribution of the electric field at the plane of the antenna res-
onator. (c, d) Simulated resonator frequency (left panel) and the coupling quality factor (right
panel) as functions of the resonator inductance Lr. Blue markers show the calculated values.
We fit the resonance frequency with fr = (2π
√
(Lkin+Lg)Cr)
−1 to extract the resonator ca-
pacitance Cr = 20.2 fF and the geometric inductance Lg = 0.6 nH. The grey dashed lines show
the waveguide eigenmodes at 6.4 GHz and 8.1 GHz. Hybridization of resonator with waveguide
modes increases its coupling rate. The green shaded interval in panel d indicates region where
the coupling rate κc/2π = fr/Qc = 1±0.5 MHz.
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Fig. 52 b shows the distribution of the electric field on the surface of the sapphire chip around the
dipole antenna resonator. The field is calculated at the resonator frequency for the total stored
energy of 1 J. Resonator dipole moment is aligned with electric field of propagating waveguide
TE10 mode. We aim at the resonator frequency within the waveguide passband and its coupling
rate κc/2π = 1 MHz. We sweep the kinetic inductance of grAl wires to extract the capacitance
and geometric inductance of the resonator (see Fig. 52 c). Resonator coupling strength depends
on the dipole length, position of the resonator on the chip, and its hybridization with waveguide
modes. Calculated coupling quality factors for fixed dipole length of 1 mm and central position
of the resonator are shown in Fig. 52 d.
5.4 Measurements
We use interferometric time domain measurement setup with custom designed FPGA-based
platform [Geb+20] for readout and control of superconducting qubits. The setup schematic is
shown in Fig. 53. The platform has sampling rate of 500 MSPS, and it generates waveforms
modulated at frequency of fIF = 62.5 MHz for readout, and fIF = 80 MHz for qubit manip-
ulation. The manipulation IF tone is mixed with a continuous wave carrier signal using the
internal I/Q modulator of the signal generator. The sideband products suppression measured
at the input of the cryostat is at least 19 dB. The resulting pulse at the qubit first transition
frequency fge is attenuated by 60 dB inside the cryostat and fed into the qubit manipulation
port of the sample waveguide.
We use single a sideband mixer to upconvert the readout IF tone to the resonator frequency fr.













































Figure 53: Interferometric time-domain measurement setup. The custom designed
FPGA-based platform [Geb+20] is used to generate waveforms for the readout and fluxonium
control pulses, with IF frequencies of 62.5 MHz and 80 MHz, respectively. The IF waveforms
modulate the carrier signals from microwave generators (shown in green). The readout line is
divided in two parts. The first part of the readout tone is directly downconverted and digitized,
and is used as reference at the analog-to-digital converter (ADC) input of the FPGA. The
second part of the readout tone is sent through the cryostat, where the signal interacts with
the sample. The reflected signal is amplified by a cascade of cryogenic and room temperature
amplifiers, downconverted, and digitized at the second port of the ADC. The digitized signal
and reference waveforms are interfered on board, and I and Q components of the readout signal
can be calculated in real time. The parametric amplifier (DJJAA) [Win+20a] was used only at
low readout power.
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downconverted and fed into analog-to-digital converter (ADC) of the FPGA platform. The
second part is sent into cryostat, where it is attenuated by total amount of 90 dB and filtered
by commercial low-pass and home made infrared filters in order to reduce thermal noise. Signal
reflected from the sample is directed by circulator to the output line. The output line is
equipped with the DJJAA [Win+20a] parametric amplifier connected to the signal line via a
commercial directional coupler. The coupler also provides 20 dB attenuation for noise emitted
back from the HEMT amplifier. The DJJAA is activated by pump tone, and acts as a perfect
reflector if not pumped. The signal is further amplified by a commercial HEMT amplifier and
downconverted to IF frequency. Both signal and reference are filtered with commercial band
pass (55−67 MHz) filters before input of the FPGA ADC.
The signal and reference are interfered on board to extract the quadratures of the readout signal.
Signal traveling through the cryostat acquires delay of ≈ 80 ns. The leading edges of the signal
and reference pulses are first aligned using calibrated delay of the reference. The I component is
obtained by sample-wise multiplication of signal and reference, while Q component is obtained
by multiplication of signal and quarter-period shifted reference. The measurement result is
thus insensitive to phase noise introduced before the splitters. The qubit state can be evaluated
form IQ values on the fly with latency of 428 ns, allowing closed-loop feedback operations.
5.4.1 Resonator circle-fit
We use single tone spectroscopy to measure resonators frequency fr, couplingQc, and internalQi





where ωd and ωr are the drive and resonance frequencies, κi and κc are the internal and coupling
resonator loss rates. Fig. 54 shows the measured response of the readout resonator coupled to a
fluxonium atom with tunable Josephson energy (see section 2.5). Fluxonium atom was biased
at zero magnetic field, where it is decoupled from the resonator. The readout power corresponds
to n̄ ≈ 3. The reflection coefficient traces a circle in the real-imaginary plane. We use the circle
fitting routine developed by [Pro+15] to extract the resonator frequency fr ≈ 7.244 GHz, and


































Figure 54: Single tone spectroscopy of the readout resonator. Blue and orange line
indicate measured data and a result of the circle fit, respectively.
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