The 
Introduction
Video communication technology has made rapid development and wide applications in the past ten years. International standards such as MPEG-1 [1] , MPEG-2 [2] , MPEG-4 [3] and H.261 [4] /H.263 [5] have been published to accommodate various applications. In 2003, Joint Video Team (JVT, initiated by ISO and ITU-T) established a new video standard H.264 [6] . H.264 absorbs the merits of previous coding standards, and it improves in many aspects such as predictive coding, transform quantization, fault-tolerant coding. H.264 saves about 50% bit rates compared with previous video coding standards for the same visual quality [7] . H.264 now gradually dominates in various application fields in place of the previous video compression standards.
Rate control is the key part of video compression encoding processing. It ensures rational allocation of coded bits to meet the network transmission or media storage. The rate control not only affects the bit rate stability, but also affects the quality of video sequences. Many rate control algorithms for different standards have been widely studied in the literature, e.g. TM5 for MPEG-2 [8] , TMN8 for H.263 [9] and VM7 for MPEG-4 [10] . These algorithms achieve good results in practice.
However, these algorithms can not be directly applied to H.264. Because quantization parameters are used in both rate distortion optimization (RDO) and rate control algorithm in H.264, which leaded to the following chicken and egg dilemma. When performing rate distortion optimization of the current frame, its quantization parameter is decided by its MAD. But its MAD can only get after performing and the current frame or macro block of MAD is only after rate distortion optimization. The rate control algorithms adapted for H.264/AVC are JVT-F086 [11] and JVT-G012 [12] . JVT-F086 uses TM5 rate model. The model needs iterative calculation process and its output is imprecision. JVT-G012 rate model allocates the target bits for each basic unit using the fluid flow traffic model. The rate model has small prediction error and it uses the quadratic rate-distortion function to calculate the quantization parameter. JVT-G012 has higher coding efficiency because it only needs once coding processing. Although the JVT-G012 rate control algorithm resolves the chicken and egg dilemma well, it has some lack of bit allocation and rate control due to the bit allocation is too uniform. Therefore, this paper proposes an improved rate control algorithm, which can be more effective in achieving rate control and improving the image quality.
Rate Control Algorithm for H.264
In video communications, the bit stream is transmitted through limited bandwidth communication channel. The encoder will produce a variable bit stream, it is necessary to set the video buffer between the encoder and the channel to smooth the process of encoding the bit stream fluctuations. It avoids buffer overflow or underflow. So the appropriate rate control algorithm is required.
The implementation of rate control includes bit allocation, quantization parameter calculation and buffer control. JVT-G012 rate control algorithm for H.264 is proposed based on the basic unit (BU) and the linear forecast model of control program. By using MPEG-4 rate binomial model, the remaining bits are evenly allocated to uncoded BU in current frames. The MAD of current BU is predicated after the linear mode calculation from MAD of the same location in former BU. JVT-G012 rate control algorithm for H.264 is composed of three layers, i.e. GOP layer rate control, frame layer rate control and basic unit layer rate control.
In the GOP layer, we firstly calculate the total number of residual bits for all unencoded frames in each GOP. In the beginning of the ith GOP layer, the total bits allocated for the ith GOP is
where u(n i,1 ) is the available channel bandwidth before encoding the first frame, F r is the frame rate, N gop is the total number of frames in a GOP (Group of Picture), B s is the buffer size and
the occupancy of virtual buffer after encoding the last frame in the i-1th GOP layer.
In the case of constant bit rate, ) ( , j i r n T is updated frame by frame as follows , ,
where ,1 () ij An  is the actual bits generated by the j-1th frame. Secondly, we allocate a target bit for every frame in the frame layer. The target bits allocated for the jth frame in the ith GOP is determined by frame rate, target buffer size, actual buffer occupancy and the available channel bandwidth , , ,
where T is the target bit allocated for the jth frame, , () ij un is the available channel bandwidth, 
, where r N is the number of the unencoded frames in the current GOP layer. We use the target bit of this frame to calculate its quantization parameter by a linear model for MAD predication and quadratic R-D model and then perform RDO. If the basic unit is not a frame, we further implement the basic unit layer rate control. For P frames, we firstly compute the target bit for each P frame and allocate the bits to each basic unit. Then we compute quantization parameter for the basic unit using quadratic R-D model and linear model for MAD prediction and perform RDO for all macro blocks in a basic unit.
Improved Rate Control Algorithm
From the above description, JVT-G012 rate control algorithm has disadvantage in the bit allocation of frame layer. It allocates the residual bits of current buffer to all unencoded P frames equally without taking into account the complexity and importance of image. If the target bit allocation of frame layer depends on the state of the buffer only, the quality of video will have a great fluctuation. The content complexity of the frame must be considered in bit allocation in order to allocate bits more accurately and achieve better rate control results.
To overcome the demerit of allocating the target bits equally in the frame layer, many papers have proposed various methods of considering the content complexity of frame [13] - [18] . In this paper, we propose a new method that combines two kinds of parameters measuring the content complexity of image. One of the measurements is to represent the frame complexity using the average difference of gray histogram H between the current frame and the previous reconstruction frame [15] . Another is to represent the complexity using MAD ratio of the image luminance component [16] . With comprehensive consideration of these two methods, we introduce a content complexity quotiety FC as follows ( , ) (1 )
.  is a weighted coefficient and its value is 0.3 after taking a lot of experiments.
The average difference of gray histogram H is given
where h k is the histogram of the current encoded frame and ' k h is the histogram of the last reconstruction frame. MAD ratio of the image luminance is given by the ratio between the MAD value of current P frame and the average MAD of all encoded P frames in the current GOP.
where ( , ) MAD i j is given by the linear model for MAD prediction. MAD is the average MAD of all encoded P frames in the current GOP and it can be derived by
According to FC, we can revise r T in (3) with the following empirical formula
where
Thus, the bit allocation is optimized. The frame of complex image content can get more bit allocation and the encoded image quality increases correspondingly.
Experimental Results
In order to demonstrate the effectiveness of the proposed algorithm, we evaluate our rate control algorithm based on H.264 JVT baseline (JM8.6) using mobile, football, suzie and coastguard video sequences. In the experiment, the frame rate is set to 15 frames per second, i.e. f/s, the target bit rate is set to 64 kb/s, the total number of frames is set to 100, the initial quantization parameter is set to 28 and the length of GOP is set to 25. The experimental results of bit rate and average PSNR are shown in Table I and II. The results by using JVT-G012 algorithm are also shown in Table I .
From table I, the proposed algorithm controls the bit rate more accurately. The maximum error of the bit rate is 1.38% while that of the original algorithm is 2.45%. The error is reduced about 50% compared to the original algorithm. This shows that the definition of content complexity quotiety in the proposed algorithm is reasonable and effective.
The proposed rate control algorithm can also obtain better PSNR from table I. The average PSNR of sequences is 0.38 dB gain than the original algorithm. The mobile and football sequences with fast moving and complex texture have evidently improved PSNR, while the sequence with smooth texture has a little improvement of PSNR, as shown as the coastguard sequence in table I. Its PSNR has an average gain of 0.07 dB only. To more clearly demonstrate the effects of the two rate control methods, Figure 1 - Figure 3 are the PSNR comparisons of tested video sequences with the proposed and original algorithm. The proposed algorithm can suppress PSNR sharp decline caused by rapid movement to some extent. In Fig. 2, i .e. the PSNR comparisons of football sequence, the rapid movement in video leads to a dramatic PSNR decline in JVT-G012 algorithm because of lack of content complexity consideration of frame. For example, when the 62th frame in football sequence is encoded with the original algorithm, its PSNR drops to 23.27 dB, far less than average PSNR of sequence. However, its PSNR is 27.38 dB in case of proposed algorithm. The PSNR of the 96th frame is only 23.22 dB with the original algorithm. But its PSNR is 28.91dB with the proposed algorithm. Its PSNR has a big improvement of 5.69 dB. Comparison of subjective quality of 96th frame in football sequences by using JVT-G012
and Proposed algorithms
Conclusion
In this paper, a new rate control scheme is proposed to improve video quality, which considers the content complexity of frame based on JVT-G012 proposal algorithm. The content complexity quotiety is defined to represent the content complexity of frame and the target bit is allocated according to it. The experimental results show that the proposed algorithm not only controls the bit rate more
