In order to achieve a targeted number of foreign tourist arrivals set by the Indonesian government in 2017, we need to predict the number of foreign tourist arrivals. As a major tourist destination in Indonesia, Bali plays an important role in determining the target. According to the characteristic of the tourist arrivals data, one shows that we need a more flexible forecasting technique. In this case we propose to use a Support Vector Machine (SVM) technique. Furthermore, the effects of noise components have to be filtered. Singular Spectrum Analysis (SSA) plays an important role in filtering such noise. Therefore, the combination of these two methods (SSA-SVM) will be used to predict the number of foreign tourist arrivals to Bali in 2017. The performance of SSA-SVM is evaluated via simulation studies and applied to tourist arrivals data in Bali. As the results, SSA-SVM shows better performances compare to other methods.
Introduction
Tourism is a prime sector in the Indonesian economy growth. In 2014 the tourism sector in Indonesia contributed 3.2 percent of the total national GDP and opened 3,326,000 jobs or 2.9 percent of total employment [1] . Therefore, in the National Medium Term Development Plan (RPJM) 2015-2019 the tourism sector becomes a priority sector [2] . Bali is a major tourist destination in Indonesia. It has a charm of natural beauty and cultural richness as the main attraction for tourists of both domestic and foreign. Especially, since 2015 many policies that support tourism in Bali, such as international events, visa-free policies, and the opening of new aviation routes from the most contributing countries of tourists in Bali such as Australia and China. Based on a data released by Statistics Indonesia (BPS), in 2016, the total number of foreign tourist arrivals to Bali was 44.88 percent [3] . In 2017, the Indonesian government set a target for the number of foreign tourists to be 15 million foreign tourists [4] . In order to achieve this target, a proper planning is required. Information on the estimated number of foreign tourists is needed in preparing the plan.
A common forecasting method used to predict the number of foreign tourist arrivals to Bali is Unweight Moving Average method [5] . This method can be said as a conventional time series forecasting technique because it is classified as a simple method. The performance of this method is also less favorable when applied to data containing trend, especially, a nonlinear trend [6, 7] . One of forecasting methods that can overcome the limitations of Unweight Moving Average (MA) is Support Vector Machine (SVM). The SVM is one of the most recent machine learning methods introduced by Vapnik [8] . This method can be applied to a non stationary and non linear data [9] . This is because the SVM method applies the principle of Structural Risk Minimization (SRM) and uses ε-Insensitive Loss Functions.
The existence of an Incidental event or the change of government policy disturb on the data which can be categorized as noise. The noise tends to be irregular and unpredictable. This often makes the forecasting results of the model formed less accurate. Therefore, reducing the influence of noise components in building the model will certainly improve the accuracy of forecasting. In order to be able to implement it, the first necessary step is decomposing time series data into several components. This can be done using the Singular Spectrum Analysis (SSA) method [10] . This method has also been widely applied by some authors [11] [12] [13] . In this research, we combine SSA with SVM (SSA-SVM) in predicting the number of foreign tourist arrivals to Bali in 2017. In order to see how far the SSA-SVM method can improve the accuracy of forecasting, the performances of the proposed method will be compared to MA, SSA and SVM techniques.
Research Method 2.1. The Foreign Tourist
A foreign tourist is everyone who is expected by a country outside his / her residence, which by one or several non-desired purposes he wishes to stay for no more than 12 (twelve) months [3] . This definition includes two categories of foreign guests, namely tourists and travelers. A tourist is a visitor stated above that stays at least twenty-four (24) hours, and will be no more than twelve (12) months in the place visited for the purpose of personal, business visits or professionals. A traveler stays less than twenty-four hours (including passenger cruise i.e. any visitor arriving in a country by boat or train, where they do not stay in the concerned country). The number of foreign tourist arrivals whose purpose in this study is the number of foreign tourists arriving through Ngurah Rai Airport Bali.
MA
The MA method is a simple forecasting method. This method predicts a value in a certain period by averaging a number of k values of the previous period [6] . Therefore, the accuracy of this method is determined by choosing the appropriate k value. Mathematically this method can be expressed as follows:
The y is an actual value, ŷ is a forecasted value, t is time and k is an estimation period.
SVM
is the input vector, and R y  is the corresponding values, and l is the amount of data. In the regression context, we consider the following model:
is an unknown function, which can be formulated as follows:
x ω x (2) ) ( x  is a nonlinear function transforming x into a high dimensional space, ω is a weight vector and b is a bias. The estimator of
x is the empirical error and the second term 
The best estimator of ) ( x f can be than obtained by minimizing following objective function:
C is a pre-specified value in order to modulate the balance of empirical and regularization. 
is defined as the kernel function. The kernel function employed in this study is Gaussian Radial Basis Function (RBF), because it has a better performance compared to the other kernel functions [14] [15] . RBF is formulated by:
There are three parameters ) , ,
to be optimized. The optimization of those parameters uses a grid search technique. This technique is very powerful and able to improve the accuracy significantly [16] . The detailed information about SVM can be seen in Vapnik (1995) [8] . Applied to our time series data, we denote
and the output ( y ) replaced by
SSA
The SSA is divided into 4 processes namely embedding, singular value decomposition (SVD), grouping and diagonal averaging. The embedding process and SVD are known as decomposition stages as well as grouping and diagonal averaging reconstruction stages [10] . In the embedding process, a one-dimensional time series data, N x x ,..., 1 , will be replaced by the new multidimensional series,
L is commonly known as window length. The appropriate L value is gained from an optimization process and 1    L N K
. New series data can be changed into matrix which is known as a trajectory matrix, as follows: 
The grouping process will be based on the eigenvectors ( u ) plot and the cumulative ratio of eigenvalues (  ) [10] . Eigenvectors plot used to see the data characteristics of the elementary matrix and the cumulative ratio of eigenvalues used to see how much the contribution of the elementary matrix involved in the grouping process could explaining the condition of the trajectory matrix. The grouping results of (10) can be transformed to the new N time series data. This step aims to gain the single score of the data components obtained from grouping process. For instance equation 10 generated Y matrix whose size is LxK with element ij y , 
SSA-SVM
The irregular and unpredictable noise components often lead to overfitting and underfitting. Therefore, referring to Wang et al. (2013) , before analyzing the time series data using SVM, the noise component is firstly filtered using the SSA method [17] and then will be redescribed according to the trend component and oscillation to create a better accuracy of forecasting. Hence, there will be three group of the data containing trend, oscillation and noise. The procedures of the SSA-SVM are illustrated by Figure 1 .
Grid Search
The grid search method is one of the common methods to obtain the optimal ) , , (   C parameters in SVM and window length ) (L in SSA method. We build some grid parameter points from a particular range [18] . We choose the optimal parameters corresponding to cross (12) where i y and i ŷ are respectively the actual and forecasted values and n is the number of data. Figure 1 . SSA-SVM Method
Results and Analysis
We analyze the data using some functions which available at kernlab and Rssa R packages. The performances of the proposed technique are evaluated via simulation studies. We also apply the propose technique to a real data application, in this case we apply to tourist arrivals data in Bali.
Simulation Study
We simulate the generated model 200 times with the number observation ) (n of each model is 74. The generated data is divided into training data (62 data) and testing data (12 data X will be entered into the trend group, matrix 5 2 ,..., X X will be entered into the oscillation group and the rest will enter into the noise group.The predictions are applied to several periods of the data (3, 6, 9 and 12 data) . It aims to predict how far the accuracy of forecasting from the two data types if the prediction range is longer.
The nonlinear data is generated from Figure 2 shows that SSA-SVM method has a better performance inasmuch as the median and variety of MAPE resulted is smaller compared to the others method. The same is still be valid although the range of forecasting used is getting longer. Based on the data simulation, SSA-SVM method has better performances compared to MA and SVM methods.
Real-Data Application
The data used in this study is foreign tourist arrivals data through Ngurah Rai (Bali) airport from January 2007 until December 2016. Figure 3 shows that the data has a positive trend and the right tail of the curve has a non-linear pattern. From the results of this initial identification, the MA method may imply a less accuracy. The grid search used with the same grid range as in the simulation data. As the results using SVM method we obtain  C 20,   0.7 and   1. In the SSA-SVM method, window length obtained 52. Next the grouping process will be based from the eigenvector plot. This research does not show the whole plot of eigenvector but only 12 initial eigenvector plots, because it can already be represent the condition of the trajectory matrix. Based of Figure 4 , matrix 1 X has a trend pattern, so it be entered into the trend group. Matrix 5 2 ,..., X X seen have a oscillation pattern, so it be entered into the oscillation group. And the rest will enter into the noise group. Furthermore, the value of cumulative ratio for 5 eigenvalue used, has reached 99.67 percent this indicates that using 5 elementary matrixs has been able to explain 99.67 percent condition of trajectory matrix. This already indicates that the grouping process performed is correct. forecasting methods can be seen in Table 2 . 
