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Abstract
This thesis is a theoretical study of the steady pressure driven channel flow of electrorhe-
ological fluids (ERF) under a space dependent electric field generated by finite electrodes.
Chapter 1 consists in a general description of ERF and their engineering applications
and presents also the motivation, the goal and the borders of this work.
Chapter 2 summarizes the governing equations of electrorheology (based on the phe-
nomenological approach presented in [28, 29] with the corresponding jump conditions. It
is assumed that the flow does not affect the electric field and consequently, the electrical
problem is decoupled from the mechanical one. Both electrical and mechanical boundary
value problems are formulated for various configurations of finite electrodes with different
potentials placed along the channel walls. The simple case of two infinite electrodes which
generate a homogeneous electric field is solved analytically.
In Chapter 3 analytical solutions for different mixed boundary value problems arising
from the electrical problem formulated in Chapter 2 are found by use of the Wiener-
Hopf method. The solutions are given in terms of infinite series involving Gamma func-
tions. The results can be used to describe the electric field generated between two infinite
grounded electrodes by either one long electrode or two long electrodes charged in an
anti-symmetric or a non-symmetric way. The electric field in the vicinity of the electrode
edges is asymptotically evaluated. Some parametric studies are made with respect to
the ratio between the permittivity of the electrorheological fluid and the permittivity of
the isolating material outside the channel. We compare the analytical with numerical
solutions and find good agreement which is considered as a validation of the numerical
method.
Chapter 4 treats the mechanical problem in more detail. First a review of the constitu-
tive models used to describe the ER fluids in the literature is given. Then two-dimensional
alternative constitutive laws appropriate for numerical simulations originating from the
Casson-like and power law models are introduced using a parameter δ. In the end we
non-dimensionalize the problem in both cases.
In the last Chapter, we simulate numerically the flow of the Rheobay TP AI 3565
ER-fluid using the alternative Casson-like model and the EPS 3301 ER-fluid using the
alternative power-law model by applying a finite element program. The behaviour of
different fields such as velocity, pressure, generalized viscosity and the second invariant of
the strain rate tensor near the electrode edges is studied for both fluids. A comparison with
the experimental data is performed, validating the simulations. In order to investigate how
6the numerical solution depends on the constitutive model we perform a parallel analysis
of the two rheological models by applying them to the same material (Rheobay). Then
we optimize the configuration of the electrodes by using the inhomogeneities caused by
the end effects of the electrodes in order to obtain an enhancement of the ER-effect.
Zusammenfassung
Diese Arbeit ist eine theoretische Studie einer durch stationa¨ren Druck angetriebenen
ebenen Poiseuille Stro¨mung von elektrorheologischen Flu¨ssigkeiten (ERF) zwischen zwei
parallelen Platten in einem ra¨umlich variablen elektrischen Feld, das durch endliche Elek-
troden generiert wird.
Kapitel 1 besteht aus einer generellen Beschreibung von ERFs und ihren technischen
Anwendungen und pra¨sentiert die Motivation, das Ziel und die Grenzen dieser Arbeit.
Kapitel 2 fasst die grundlegenden Gleichungen der Elektrorheologie (basierend auf
pha¨nomenologischen Ansa¨tzen, die in [28, 29] pra¨sentiert wurden mit den dazugeho¨renden
Sprungbedingungen) zusammen. Es wurde angenommen, dass die Stro¨mung nicht das
elektrische Feld beeinflusst und folglich das elektrische Problem vom mechanischen Prob-
lem entkoppelt ist. Beide, elektrische und mechanische Randwertprobleme, sind in ver-
schiedenen Konfigurationen von endlichen Elektroden mit unterschiedlichen Potentialen
entlang der Kanalwa¨nde formuliert. Der einfache Fall von zwei unendlichen Elektroden,
die ein homogenes elektrisches Feld generieren, ist analytisch gelo¨st.
In Kapitel 3 wurden analytische Lo¨sungen fu¨r unterschiedliche gemischte Randwert-
probleme, die durch das in Kapitel 2 formulierte elektrische Problem auftreten, durch
die Anwendung der Wiener-Hopf Methode gefunden. Die Lo¨sung wurde mittels un-
endlicher Reihen, die Gamma-Funktionen beinhalten, gegeben. Die Ergebnisse ko¨nnen
dazu verwendet werden, elektrische Felder, die zwischen zwei endlichen, geerdeten Elek-
troden, sowohl durch eine lange, als auch zwei kurze geladene antisymmetrische oder
nicht-symmetrische Elektroden erzeugt wurden, zu beschreiben. Das elektrische Feld in
der Na¨he der Elektrodenenden wurde asymptotisch ausgewertet. Einige Parameterstudien
hinsichtlich des Verha¨ltnisses der Permittivita¨t der elektrorheologischen Flu¨ssigkeiten und
der Permittivita¨t des Isoliermaterials ausserhalb des Kanals wurden durchgefu¨hrt. Wir
vergleichen die analytischen und numerischen Simulationen und finden gute U¨bereinstim-
mungen, was wir als Validierung der numerischen Methode ansehen.
Kapitel 4 beschreibt das mechanische Problem detaillierter. Zuerst wird ein U¨berblick
u¨ber die konstitutiven Modelle, die ER Flu¨ssigkeiten beschreiben, gegeben. Danach wer-
den zweidimensionale alternative konstitutive Gesetze unter der Benutzung des Param-
eters δ eingefu¨hrt, die fu¨r numerische Simulationen, die durch Casson-artige und Poten-
zgesetze entstehen, geeignet sind. Zum Schluss entdimensionalisieren wir das Problem fu¨r
beide Fa¨lle.
Im letzten Kapitel simulieren wir numerisch den Fluss der Rheobay TP AI 3565
8ER-Flu¨ssigkeit mittels des alternativen Casson-artigen Modells und der EPS 3301 ER-
Flu¨ssigkeit mittels des Potenzgesetzes, unter Anwendung eines Finite-Elemente Programms.
Das Verhalten der verschiedenen Felder, wie die Geschwindigkeit, der Druck, die gener-
alisierte Viskosita¨t und die zweite Invariante des Verzerrungsratentensors nahe den Elek-
trodenenden wurde fu¨r beide Flu¨ssigkeiten studiert. Ein Vergleich mit experimentellen
Daten wurde durchgefu¨hrt, der die Simulationen validiert. Fu¨r die Untersuchung der
Abha¨ngigkeit der numerische Lo¨sung vom konstitutiven Modell, fu¨hren wir zwei parallele
Analysen zweier rheologischer Modelle durch und wenden sie auf das gleiche Material an
(Rheobay). Dann optimieren wir die Konfiguration der Elektroden unter Benutzung der
Inhomogenita¨ten, die durch die Effekte der Elektrodenenden verursacht wurden, mit dem
Ziel einer Versta¨rkung des ER-Effekts.
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Chapter 1
Introduction
1.1 Electrorheological fluids
”Smart” materials can adaptively change or respond to an external stimulus producing
a useful effect. Mechanical stresses, temperature, an electric or magnetic field, photon
radiation or chemicals are typical examples of stimuli. A useful effect usually means a
dramatic change of either one physical property (mechanical, electrical, appearance), the
structure or the composition, which can be monitored and used in certain applications.
A useful effect may be completely reversed when the stimulus is removed and this im-
portant feature permits an easy control through simply changing the environmental con-
ditions. A variety of smart materials exist, and are being researched extensively. These
include piezoelectric and thermoelectric materials, magnetorheological and electrorheo-
logical fluids, photochromic and thermochromic materials, electroluminiscent, fluorescent
and phosphorescent materials and shape memory alloys.
Electrorheological fluids (often abbreviated as ERF) are such intelligent materials
which exhibit drastic changes in their rheological properties upon the application of an
outer electric field on the order of 1 kV/mm. The ER phenomenon is characterized by full
reversibility and a very fast response (often quoted in milliseconds). Upon removal of the
field, the corresponding relaxation time is of a comparable scale. The term ER-effect refers
to the abrupt change in the apparent viscosity. When the viscosity increases we deal with
a positive ER-effect while a decrease in viscosity is called negative ER-effect ([34], [76]).
Both the positive and negative ER effect can be enhanced by ultraviolet illumination in
some ER systems ([35]). This phenomenon is called the photo-electrorheological (PER)
effect.
Most of ERFs are dispersions of polarizable small particles within a non-conducting
carrier liquid. The typical range size of the particles entering the structure of an ER-fluid
is on the order of 0.10 to 100 µm while the particle volume fraction ranges between 2%-
50%. Particles with dimensions below the stated range are liable to execute Brownian
motion while larger particles are more liable to sedimentation and also to draw excessive
currents. A wide variety of particulate media have been employed in ER suspensions
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starting from starch, flour, cellulose, ceramic, glass to complex particles such as poly-
electrolytes, composite particles (conducting particles coated with a thin non-conducting
outer layer, doubly coated particles with dielectric cores of high strength and lower mass
(see [83]). The impact of the particle shape on ER performance was recently investigated
experimentally in [63] by using microspheres and micro-rods as the component of the solid
phase of an ER fluid. The dispersing phase of an ER fluid is an insulating oil or other
non-conductive liquid. Currently silicone oil, vegetable oil, mineral oil, paraffin etc. are
used. Besides the suspended particles and the carrier fluid, an ER fluid contains also
some additives which could be any polar material that can enhance the ER effect or the
stability of the whole suspension. ER fluids that contain a small amount of water are
normally called hydrous, in contrast to water-free or anhydrous ER fluids in which no
detectable water residue exists. It was demonstrated that the addition of water can en-
hance the ER-effect. Moreover, the influence of water in connecting together the particles
has been used as the basis of a theory to explain the ER mechanism (the water bridging
mechanism). However, a big disadvantage of the ER-fluids with moisture content is the
limited range of operating temperatures by the freezing and boiling points of water. For-
tunately, it was shown that the operating mechanism does not depend on the presence of
water and recently, considerable emphasis has been placed on the development of anhy-
drous particle suspensions. Extensive reviews centred on the material science aspects of
ERFs are available [14, 35] and much work continues to be done in order to find optimal
combination of material properties (see e.g. [67, 83, 95]).
The explanation for the ER effect can be given with the aid of experimental obser-
vations at the microscopic level. Under the influence of an external electric field, the
initially unordered particles get oriented and attract each other to form particle chains
in the fluid along the field lines. The chains then aggregate to form columns. These
chain-like and columnar structures cause significant changes in the resistance to the flow,
and the material switches in this way from the liquid state to a solid-like state. In 1949,
Winslow [90] reported the ER-effect for certain suspensions and described for the first
time the phenomenon of induced fibration even though earlier observations on electrovis-
cous effects were reported since 1896 (reviewed in [46]). The basic mechanism for this
behaviour is thought to be the field induced particle polarization which is a consequence
of the dielectric mismatch between particles and solvent. It should be pointed out that
other mechanisms for the field induced increase in viscosity have been suggested including
overlap of the diffuse counter-ion clouds surrounding neighboring particles [46, 47], electro-
static torque preventing particle rotation in the flow field [14], inter-electrode circulation
[24] and field induced aggregation due to water bridges between particles [73, 80, 81, 84].
A lot of research has been done to develop theoretical models describing these mecha-
nisms and relating the material properties and microscopic phenomena to the measurable
macroscopic properties. Most theories are based on the electrostatic polarization mecha-
nism. For an overview of the fundamental physical mechanisms and strategies in relating
the microstructural models to the rheological behaviour we refer the reader to the review
papers summarizing the main results in this domain [59, 74].
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Besides the particulate ER suspensions (heterogeneous ERF), there have been de-
velopments of homogeneous physical systems which also show dramatic changes in rhe-
ological properties upon application of an external electric field. Oil-in-oil emulsions
and liquid-crystal polymer/oil immiscible systems display a relatively strong ER-effect
[42, 44, 45, 69, 85, 94]. This is explained by the increase of domain interactions due to
the orientation of elongated molecules. In [27, 56, 57] it is shown that also simple dielec-
tric liquids (insulating oils) the viscosity of which hardly changes in uniform fields can be
ER-active when subjected to non-uniform electric fields (the ER effect is attributed to the
electrohydrodynamic convection enhanced by the use of electrodes with flocked fabrics).
At last we can mention the delicious study of the milk chocolate which also displays an
ER behaviour [23].
ERFs can be modeled in several different ways. The ERFs may be analysed by means
of molecular dynamic simulations by using different models (such as the dipole model,
conduction model, equivalent plate conduction model) to establish the equation of the
motion of particles. ([96], [97]). Another possibility consists in the investigation of their
microstructure in order to obtain a macroscopic description of the material [37, 60, 69,
75, 87, 88].
A different approach is pursued in the context of continuum mechanics. There are
descriptions of ERFs as mixtures of two constituents (the particulate medium and the
fluid) [65]. However many researchers adopted the approach in which the ER fluids are
treated in a homogenized sense [9, 10, 31, 64, 72] etc. Rajagopal and Ru˚zˇicˇka in [66]
and W. Eckart in [28] formulated independently governing equations of ER fluids. These
formulations have the advantage that they take into account the interactions between
the electro-magnetic and the mechanical fields. After assuming the constitutive law char-
acterizing a certain fluid (see Chapter 4 of the present thesis) this approach permits
mathematical modeling of the ER behaviour [17, 25, 70]. In our study we also assume
ER-fluids to be homogeneous and continuous liquids and we apply a phenomenological
modeling in order to predict their macroscopic behaviour.
Recently, continuum models which try to reflect (at the macroscopic level) field in-
duced effects of the ERFs’ microstructure and mesostructure were developed. In [26] a
thermodynamical continuum modeling is pursued and the influence of the field generated
microstructure is described with the aid of an internal variable theory. We mention the
works of Brunn and Abu-Jdayil [15, 16] who carried out a phenomenological study by
considering ERF as fluids with transverse isotropy. This assumption is based on the ex-
perimental observations according to which fibers are formed upon the application of an
electric field. In their approach the extra stress tensor of an ERF depends on the strain
rate but also on a vector which characterizes the orientation and size of the field induced
fibers. In this way it is possible to describe normal stress effects appearing in viscometric
flows. In [30] Eckart and Sadiki applied the polar theory to electrorheological fluids in the
context of extended thermodynamics. They succeeded to obtain a model which accounts
for different material responses, if the applied electric field (assumed to be constant) is
either perpendicular or parallel to the flow direction. This fact was expected but the
14 Introduction
previous models were not capable to reflect it.
ER-fluids are potentially useful in numerous technical applications. Many of them
belong to the automotive industry: shock absorbers, clutches, valves, brakes, dampers,
actuators [18, 77]. A good review of the engineering application of ERFs’ in vibration
control can be found in [82]. Non-conventional and advanced actuators may be built
using ERFs [32, 50]. Another technological area in which ER fluids offer large promises is
virtual reality and telepresence enhanced with haptic (tactile and force) feedback systems
[48, 49, 61]. A haptic feedback is a modality for interacting with remote and virtual worlds
compared with visual and auditory feedback. ER fluids can be used as smart inks, or to
produce photonic crystals or in the polishing industry [35].
Despite the rich research literature about ERFs and the gained progress in this sub-
ject, the application in real-life problems and commercialization of devices based on ERFs
have been very limited. The need for high voltage creates safety problems for the oper-
ators especially for the devices that are designed to be in contact with humans. Besides
the problem of their feedback (closed-loop) is difficult to solve because of their complex
behaviour. Other obstacles in the development of ERF technologies are related to the
composition of the ER fluids (e.g. the instabilities caused by the sedimentation tendency
of the particles or the limited range of operational temperature). Nevertheless, recent
advanced studies led to significant improvements in the fluid formulation.
It can be foreseen that the big interest concerning these materials and the multitude of
research studies focused on their potential applications will finally improve the capabilities
of ER fluids on the one hand and lead to an optimal design for the ER devices on the
other hand.
1.2 Motivation and goal
As we mentioned above, an impediment to overcome and make an industrial exploitation
of ER-effect on a large scale possible is the very high voltage requirements necessary to
obtain the desired increase in viscosity. There are attempts to increase the electrorheo-
logical effect by modifying either the surface or the shape and position of the electrodes
relative to the flow geometry in such a way that inhomogeneities in the electric field
are introduced [2]–[7], [15, 33, 43, 51, 55, 92, 93]. All these experimental investigations
demonstrated that application of non-uniform electric fields may lead to more efficient
effects on the flow (than with homogeneous electric fields).
The necessity of models which reproduce the ER behaviour for varying electric fields
was formulated in the application area [18, 48] for an accurate description of the exper-
iments performed in order to improve the performance of ER devices. Nevertheless, in
most theoretical approaches of ERF flows the electric field is only a constant parameter.
In channel flow this is an analytical consequence of the fact that the electrodes are con-
sidered to be infinite while in cylindrical configurations this is an assumption that can
be made when the fluid channel is small compared with the radius of the inner cylinder.
Exceptions are the theoretical results for a radial configuration obtained by Atkin et al.
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[9, 10] where the electric field is slightly inhomogeneous in the radial direction. Rajagopal
and Ru˚zˇicˇka in [66] and Eckart in [28] developed a theoretical framework which allows for
variable field strength in which the electric field has to be determined from the Maxwell
equations.
In general, the working behaviour of devices using ER fluids is classified in three
fundamental modes: shear, flow and squeeze [82]. In the flow mode, which is called
also Poiseuille flow (the flow occurs under the effect of the axial pressure), it is assumed
that the two electrodes are fixed. The present work is focused on a special case of the
flow mode, the steady pressure-driven channel flow of electrorheological fluids under an
inhomogeneous electric field produced by finite electrodes. A number of ER equipment
including valves, dampers and actuators is based on this configuration. Our approach
is formulated within the framework of continuum mechanics and the electrorheological
fluids are considered here to be homogeneous single constituent materials.
The aim of this study is twofold. On the one hand, we consider it important to
give a more realistic modeling by taking into account the inhomogeneity effects which
appear in the vicinity of the electrode edges. To our present knowledge these were not yet
modeled. Comparing this with the case of plane shear flow subject to infinite electrodes,
where the electric field is simply a constant, here the non-uniform electric field will cause
inhomogeneities in the flow too which will be non-viscometric. Consequently, we will
have two components of the velocity depending on both coordinates. On the other hand,
our intention is to examine numerically how the ER-effect can be enhanced by a space-
dependent electric field.
The inhomogeneities of the electric field are introduced here by changing the boundary
conditions namely by arranging the electrodes in several different ways. The configura-
tion geometry remains unchanged. However, thanks to its generality, the formulation
of the problem permits its application and numerical implementation also for modified
geometries of the channel (e.g. with oblique electrodes, grooved electrodes or with elec-
trodes separated by a gap smaller/larger than the channel height), by simply adapting
the respective boundary conditions.
1.3 Borders of the present study
For analyzing the reality, any theory makes use of two procedures: idealization and sim-
plification. Idealization consists in a careful but also convenient approximation of the real
situation which allows its modeling. Eliminating step by step different idealizations one
gets more and more accurate descriptions of the real phenomena. Simplification means
to take into account some simpler cases which can be employed further as bricks to build
more sophisticated systems.
In the present work we also apply a couple of idealizations and simplifications. One
main assumption in our macroscopic approach is that the flow does not affect the electric
field. We made a further idealization by considering isothermal conditions. Moreover
our model does not take into account the effect of the direction of the electric field. The
16 Introduction
reason for doing this is the lack of quantitative experimental data which one needs to
accurately model such effects. In the end we mention that we generate inhomogeneities in
the electric field using electrodes of zero thickness in the numerical modeling. We proceed
in this way since we calculated analytically this case and any numerical computation needs
an analytical benchmark.
In order to suggest a possible extension of the study we precise also the simplifications
adopted here. We focused on the modeling of the inhomogeneities of the electric field and
of the end effects of the electrodes under steady state conditions and, consequently, only
in stationary electric field. However, differences between measurements under alternating
and direct currents were reported for the shear mode, flow mode and torsional flow [2]–
[7]. To study the ERFs under alternating currents means to examine also the instationary
case which leads to a very complicated and numerically challenging approach.
An important motivation of our study consists in the experimental work done in [4, 92].
The ER-fluids investigated in measurements are viscous. This is a reason why we did not
take into account viscoelastic effects.
We mention finally that even if two-dimensional modeling gives a good qualitative
and quantitative description of the ERF behaviour under inhomogeneous electric fields,
it is nevertheless limited to simple geometrical configurations. Three-dimensional mod-
eling (including radial geometries) has to be further performed in order to obtain also
quantitative results for more sophisticated experimental set-ups than those in [4, 92].
Chapter 2
Formulation of the problem
We use in our work a continuum mechanical model in which ERFs are considered as
homogeneous single constituent materials. Following [28] and [29] we will summarize
in this Chapter the main steps of the phenomenological approach, conducted in order to
obtain the governing equations of electrorheology with the corresponding jump conditions
and the assumptions made for the decoupling of the electrical problem from the mechanical
problem. Then, by using the general equations and jump conditions we will formulate
that problem which corresponds to the geometry of the case we wish to study. In the
end, the particular case of the flow under an uniform electric field produced by infinite
electrodes is described.
2.1 Governing equations of electrorheology
The starting point in deriving the system of equations that characterize the electrorheo-
logical fluids consists in recording the balance laws of thermodynamics of fluids in elec-
tromagnetic fields (see [28, 38]). We will state them here in a local form and within an
inertial frame. The balances of mass, momentum, moment of momentum, internal energy
and entropy are
Dρ
Dt
+ ρvj,j = 0 , (2.1)
ρ
Dvi
Dt
− σmeij,j − fmei − f eli = 0i , (2.2)
εijkσ
me
kj = 0i , (2.3)
D
Dt
+ vj,j + qj,j − σmeij vi,j − hme − hel = 0 , (2.4)
Dη
Dt
+ ηvj,j + φj,j − sη ≥ 0 , (2.5)
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where ρ denotes the mass density, vj the velocity, σ
me
ij the Cauchy stress tensor, f
me
i
and f eli the non-electromagnetic and the electromagnetic force densities, respectively.
Furthermore D
Dt
is the material derivative and εijk denotes the permutation tensor
εijk :=

+1 if i, j, k cyclic 1, 2, 3 ,
−1 if i, j, k cyclic 1, 3, 2 ,
0 otherwise .
(2.6)
 is the density of the internal energy, qj the heat flux while h
me and hel denote the
non-electromagnetic and the electromagnetic energy supply densities, respectively. η is
the entropy density, φj the entropy flux and sη the entropy supply density. To complete
the physical picture we have to add the conservation laws of charge and magnetic flux
commonly known as Maxwell’s equations. We give them here in the Maxwell-Minkowski
formulation, namely
εklmEm,l = −
∗
Bk , (2.7)
εjlmHm,l =
∗
Dek +Jj , (2.8)
Dei,i = ρel , (2.9)
Bi,i = 0 . (2.10)
Em denotes the effective electric field strength, Bk the magnetic flux density, Hm the
effective magnetic field strength, Dej the electric displacement, Jj the conductive current
density and ρel the density of the free electric charges. The effective electric and magnetic
field strengths and the conductive current density are defined by
Em := Em + εmpqvpBq , (2.11)
Hm := Hm − εmpqvpDeq , (2.12)
Jj := Ji − ρelvj , (2.13)
where Em denotes the electric field strength, while Hm is the magnetic field strength and
Jj is the electric current density (or non-conductive current density). Introducing the
electric polarization Pi and the magnetization Mi we have the relations
Dei := ε0Ei + Pi , D
e
i := ε0(Em − εijkvjBk) + Pi , (2.14)
Hi := µ
−1
0 Bi −Mi , Hi := µ−10 Bi − ε0εijkvjEk −Mi , (2.15)
where Mi denotes the effective magnetization
Mi := Mi + εijkvjPk , (2.16)
and ε0 and µ0 are the dielectric constant in vacuo and the corresponding magnetic per-
meability, respectively
ε0 = 8, 85419 · 10−12 As
V m
, µ0 = 4pi · 10−7AsV m , with ε0µ0 = c−2 . (2.17)
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c denotes the speed of electromagnetic waves in vacuo.
Further, we will eliminate the electromagnetic force and energy supply densities f el
and hel from the general equations by using the fact that they must be consistent with the
Maxwell equations. The procedure for finding these quantities consists in deriving two
identities from (2.7) − (2.10) which might be interpreted as balances of electromagnetic
momentum and of electromagnetic energy, respectively (see e.g. [38])
Dgeli
Dt
+ vl,lg
el
i = σ
el
ij,j − f eli , (2.18)
Deel
Dt
+ vl,le
el + (εijkEjHk),i = σelijvi,j − hel . (2.19)
In (2.18), geli , σ
el
ij and f
el
i denote the density of electromagnetic momentum, the elec-
tromagnetic stress tensor and the electromagnetic force density, respectively, which are
defined as
geli := ε0µ0εijkEjHk , (2.20)
σelij := EiDej +HiBj + ε0µ0εilkElHkvj , (2.21)
f eli := ρelEi + εijk
( ∗
Dej +Jj
)
Bk +D
e
jEi,j +BkHk,i − ε0µ0
∂(εijkEjHk)
∂t
, (2.22)
while in (2.19) eel and hel denote the electromagnetic energy density and the electromag-
netic energy supply density, respectively, which are given as
eel :=
1
2
(DejEj +BjHj) , (2.23)
hel := JjEj + 1
2
(
Ej
DDej
Dt
− DEj
Dt
Dej +
DBj
Dt
Hj −BjDHj
Dt
)
+ε0µ0εimnEmHnvjvi,j + 1
2
(EkDek +HkBk)vj,j . (2.24)
Since equations (2.18)-(2.19) contain some relativistic contributions but equations (2.1)-
(2.5) are valid only in the non-relativistic case, the relativistic terms should be removed.
To this end, two important assumptions concerning magnetic quantities in electrorheo-
logical applications are made:
Mk = −εkmnvmPn , (2.25)
Bi = B
ind
i +B
ext
i , B
ext
i = 0 . (2.26)
The first is called the dielectric assumption and it states that the fluid has no magnetic
properties in the rest frame. It follows then that the effective magnetization (2.16) van-
ishes. In (2.26)1 the magnetic flux density is split into the induced magnetic flux density
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Bindi , which depends on the electric field and the external magnetic flux density B
ext
i , that
does not depend on Ei. In (2.26)2, it is assumed that in electrorheology there is only
an electric field dependent part of the magnetic flux density and no external contribu-
tion to it. By dropping all the terms of relativistic order (to identify them we need to
non-dimensionalize the equations , see [29] for details), (2.21), (2.22), (2.23) and (2.24)
become
f eli = σij,j = (EiD
e
j),j , (2.27)
eel =
1
2
DejEj , (2.28)
hel = JjEj − 1
2
(
Dej
DEj
Dt
− DD
e
j
Dt
Ej
)
+
1
2
DekEkvj,j . (2.29)
We assume further that ERFs are electrically non-conducting fluids and that their charge
density can be neglected. Therefore we set Ji = 0i and ρel = 0. Consequently all terms
containing the conductive current density and the electric charge density will be dropped
from the governing equations and from all the derivations starting from them. Two new
quantities are introduced: ˜, the modified internal energy density, and Ψ˜, the density of
the free energy
˜ := + eel , (2.30)
Ψ˜ := ˜− θη −DejEj . (2.31)
Due to the assumption (2.25) the following identifications are allowed (see [38])
φj =
qj
θ
, sη =
hel
θ
. (2.32)
The governing equations of electrorheology now take the forms
Dρ
Dt
+ ρvj,j = 0 , (2.33)
ρ
Dvi
Dt
− (σmeij + EiDej),j − fmei = 0i , (2.34)
εijkσ
me
kj = 0i , (2.35)
D˜
Dt
+ ˜vj,j + qj,j − σmeij vi,j − hme − Ej
DDej
Dt
− EkDekvj,j = 0 , (2.36)
DΨ˜
Dt
− Ψ˜vi,i − ηDΘ
Dt
− θ,j qj
θ
−Dej
DEj
Dt
+ σmeij vi,j ≥ 0 , (2.37)
εklmEm,l = 0k , (2.38)
εjlm[µ
−1
0 Bm + εmpqvp(D
e
q − ε0Eq)],l −
∂Dej
∂t
= 0j , (2.39)
Dei,i = 0 , (2.40)
Bi,i = 0 . (2.41)
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Equations (2.38)-(2.41) are the Maxwell-Minkowski equations in the electrorheological
approximation. They are obtained by dropping the terms of relativistic order, by imposing
the assumptions (2.25), (2.26) and by setting Ji = 0i and ρel = 0.
2.1.1 Jump Conditions
In order to complete the description of electrorheological materials as continuous media,
we should add the jump conditions suffered by the mechanical and electromagnetic quan-
tities across a discontinuity surface. Let Σ be a smooth surface, not necessarily material
(e.g. a thin wall or a membrane) which separates one part of the body under consideration
from another part and let wi be its velocity in the positive direction of the unit normal
to Σ.
The jump conditions are derived using a standard method (see [53]) from the balance
laws formulated in the global form, namely for the whole body. One can regard them
as local equations of balance in points on singular surfaces in contrast with the classical
local form of balance equations which are given in regular points.
By employing the balances of mass, momentum and energy to a “pillbox” volume
embracing the singular surface, and contracting the pillbox height to zero (see e.g. [53])
we obtain
[[ρ(vj − wj]]nj = 0 , (2.42)
[[ρvi(vj − wj)− σmeij − EiDej ]]nj = 0i , (2.43)
[[(+
ρ
2
vivi +
EkD
e
k
2
)(vj − wj) + qj + µ−10 εijkEiBk
+ε0(EiEjvi − EiEivj)− (σmeij + EiDej)(vi − wi)]]nj = 0 , (2.44)
while the entropy inequality yields
[[η(vj − wj) + qj
θ
]]nj ≥ 0 . (2.45)
Here [[φ]] := φ+ − φ− denotes the jump across the surface Σ, wi is the velocity of the
singular surface and ni is the unit normal vector at a point on the singular surface pointing
into the positive side of Σ.
The Maxwell-Minkowski equations lead to the following jump conditions
εijknj[[Ek]] = 0i , (2.46)
εijknj[[µ
−1
0 Bi − ε0εijkvjEk + εklm(vl − wl)Dem]] = 0i , (2.47)
[[Dej ]]nj = 0 , (2.48)
[[Bj]]nj = 0 . (2.49)
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2.1.2 Constitutive Equations
Equations (2.33)-(2.41) are not sufficient to determine all the unknowns of the problem;
so additional relations reflecting the specific properties of the studied material must be
postulated. First, it must be decided which physical variables are supposed to be the
independent fields. Then we have to establish the appropriate constitutive equations for
the remaining variables. In [29], the independent variables are chosen to be (after applying
the principle of material frame indifference)
ρ , θ , Ej , Dij , (2.50)
where Dij denotes the strain rate tensor
Dij :=
1
2
(vi,j + vj,i) . (2.51)
The fact that θ,i is not among the variables (2.50) implies that effects of heat conduc-
tion are not considered. It is important to note that the magnetic flux density Bi can
not be an independent variable since it can be computed from (2.39) and (2.41) if the
electric field strength and the velocity are known. It then follows that Bi will not in-
fluence the mechanical equations and it will intervene neither in the electrical problem
as it will be seen later. Although the characteristic feature of our problem is that the
electric field is space-dependent, the gradient of the electric field is not considered as an
independent variable, in a first approximation. This means that we will extrapolate the
general constitutive model chosen in [28] (work in which the investigations are restricted
to homogeneous electric fields) also to the case of inhomogeneous electric fields. Now let
us enumerate the dependent quantities of the problem
σmeij = σ
me
ij (ρ, θ, Ej, Dij) , D
e
j = D
e
j(ρ, θ, Ej, Dij) , (2.52)
 = (ρ, θ, Ej, Dij) , Ψ˜ = Ψ˜(ρ, θ, Ej, Dij) , qj = qj(ρ, θ, Ej, Dij) . (2.53)
2.1.3 Separation of the electric field from the mechanical fields
The evaluation of the entropy inequality will bring the constitutive equations to their
ultimate form. We assume this procedure is familiar to the reader (from [38, 53]) and
we will give here only a short outline. Substituting (2.53)2 in (2.37) and performing the
differentiation according to the chain rule results in
−
(
η +
∂Ψ˜
∂θ
)
Dθ
Dt
−
(
Dej +
∂Ψ˜
∂Ej
)
DEj
Dt
− ∂Ψ˜
∂Dkl
DDkl
Dt
− θ,j qj
θ
+
[
σmeij +
(
ρ
∂Ψ˜
∂ρ
− Ψ˜
)
δij
]
Dij ≥ 0 . (2.54)
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The inequality is explicitly linear in
Dθ
Dt
,
DEj
Dt
,
DDkl
Dt
, θ,j . (2.55)
Since all these terms may have any arbitrarily assigned values it follows that each of the
coefficients of these variables must be identically zero. This implies the relations
η = −∂Ψ˜
∂θ
, (2.56)
Dej = −
∂Ψ˜
∂Ej
, (2.57)
0kl = − ∂Ψ˜
∂Dkl
, (2.58)
qj
θ
= 0j , (2.59)
and the residual inequality[
σmeij +
(
ρ
∂Ψ˜
∂ρ
− Ψ˜
)
δij
]
Dij ≥ 0 . (2.60)
Differentiating again (2.57) and (2.58) gives
∂Dej
∂Dkl
= 0jkl , (2.61)
which means that the only pure electromagnetic dependent quantity, Dej cannot depend
on the strain rate tensor that is, apart from ρ the only independent mechanical quantity.
(2.61) substituted in (2.52)2 agrees with the experimental results presented in [29].
Consequently, we will choose a constitutive equation for Dej corresponding to a linear,
isotropic and homogeneous dielectricum
Dej = ε(ρ, θ)Ej , (2.62)
where ε denotes the effective permittivity of the fluid which could also depend on Ej. Now
substituting this relation in (2.40) and in the jump conditions (2.46) and (2.48) we can
formulate a boundary value problem for the electric field which (in the case of constant
density and under isothermal conditions) is independent of the mechanical and magnetic
problem.
Remark: The fact that the flow does not affect the electric field is not only a conse-
quence of the entropy inequality but also of a number of assumptions made before like
the neglect of the time derivatives of the strain rate in the constitutive equations and
the non-conductivity of the ER-fluids (a conductive current which would depend on the
strain rate would have been a critical quantity in the problem).
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In the end of this Section we have to mention two restrictions imposed by the inequality
(2.60) (see [28]). If we use the definitions of the thermodynamic pressure and if we
decompose the Cauchy stress into a spherical tensor containing the dynamic pressure
−pδij and an extra stress tensor σeij, viz,
p := ρ
∂Ψ˜
∂ρ
− Ψ˜ , (2.63)
σeij := σ
me
ij + pδij , (2.64)
(2.60) can be written as
γn := σ
e
ijDij ≥ 0 . (2.65)
In order to fulfill the thermodynamic equilibrium requirementγn = 0 there is a necessary
condition which can be expressed like this
If Dpq = 0pq , then σ
e
ij = 0ij must hold true ; (2.66)
and a sufficient condition: the following matrix must be positive semi-definite
(6× 6)E :=
(
∂2γn
∂DA∂DB
)
E
, (2.67)
where both DA and DB denote the 6 independent components of the strain rate tensor
(D11, D12, D13, D22, D23, D33) . (2.68)
2.2 The flow problem in a plane channel with finite
electrodes
As we mentioned in the Introduction we want to study the stationary pressure-driven
flow of an ER-fluid in a plane channel under an electric field produced by finite electrodes
under isothermal conditions. Let Ox1x2 be a Cartesian coordinate system. We consider an
infinitely long channel of height 2h made by two infinite parallel planes of zero thickness.
These planes are situated at x2 = −h, x2 = h, respectively. Along the channel walls,
finite electrodes, charged with different potentials are placed. They may be disposed
in various configurations as one can see in the examples illustrated in Figures 2.1–2.4.
If the electrodes were of infinite length (as in Figure 2.5), the electric field would be
homogeneous. However, in every realistic application the electrodes are finite and the
field is inhomogeneous, especially close to the edges of the electrodes. The electrodes
are isolated outside the channel with a dielectric material having electric permittivity
ε1. The medium inside the channel has electric permittivity ε2. Since our problem is
two-dimensional the indices i and j used henceforth take only the values 1 and 2.
Equation (2.38) is equivalent with the statement that Ei is the gradient of a scalar
function
Ei = −ϕ,i . (2.69)
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Figure 2.1: Configuration with two fi-
nite electrodes of equal lengths (n1 =
n2 = 1, V1 = 2V , V2 = 0)
Figure 2.2: Configuration with two
equal but shifted finite electrodes
(n1 = n2 = 1, V1 = 2V , V2 = 0)
Figure 2.3: Configuration with finite
electrodes interrupted by electric neu-
tral walls (periodic structure) (n1 =
n2 = 3)
Figure 2.4: Configuration with finite
electrodes interrupted by electric neu-
tral walls (general case) (n1 = 3, n2 =
2)
where ϕ is the electric potential. Substituting this in (2.62) and the resulting equation in
(2.40) shows that the potential must fulfill the Laplace equation in the whole domain
∇2ϕ = 0 in −∞ < x1 <∞, −∞ < x2 <∞ . (2.70)
We must specify now the boundary conditions. The following Dirichlet boundary condi-
tions are given on the part of the boundary where the electrodes are placed
ϕ(x1, h) = Vi1 , x1 ∈ Ieli1 , (2.71)
ϕ(x1,−h) = Vi2 , x1 ∈ Ieli2 , (2.72)
where i1 = 1, 2, ..., n1, i2 = n1 + 1, n1 + 2, ..., n1 + n2 and n1, n2 are the numbers of
electrodes placed on the upper and lower walls of the channel respectively. Ieli1 , I
el
i2
are
the interval domains of the x1 coordinate of the electrodes placed on the upper and lower
walls of the channel, respectively.
Using (2.62) and (2.69) in (2.48) the jump conditions of the electrode-free boundary
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parts implies the following equations for the normal derivative of ϕ:
ε2ϕ,2 (x1, h
−) = ε1 ϕ,2 (x1, h+), x1 ∈ (−∞,∞) \
⋃
i1
Ieli1 , (2.73)
ε2ϕ,2 (x1, −h+) = ε1 ϕ,2 (x1, −h−), x1 ∈ (−∞,∞) \
⋃
i2
Ieli2 , (2.74)
while from (2.46) the following continuity conditions in the tangential derivative are ob-
tained
ϕ,1 (x1, h
+) = ϕ,1 (x1, h
−), x1 ∈ (−∞,∞) \
⋃
i1
Ieli1 , (2.75)
ϕ,1 (x1, −h+) = ϕ,1 (x1, −h−), x1 ∈ (−∞,∞) \
⋃
i2
Ieli2 . (2.76)
To specify the jump of the components of the electric field across x2 = ±h, we use the
upper indices “+” and “−” as defined in Appendix E. Moreover we may choose
lim
x2→±∞
ϕ(x1, x2) = 0 . −∞ < x1 <∞ (2.77)
In order to formulate a boundary value problem for the mechanical part we recall the
balance of momentum (2.34) for a steady flow
ρvjvi,j − (σij + EiDej),j − fi = 0i , (2.78)
where we have dropped the upper index “me” from the Cauchy stress and from the body
force density. Using (2.62) and (2.64) in the last equation we obtain
ρvjvi,j − (−pδij + σeij + ε2EiEj),j − fi = 0i . (2.79)
Using (2.69) and (2.70) we obtain
(EiEj),j =
1
2
(EjEj),i . (2.80)
If we suppose that the force density fi is conservative then we may incorporate it into the
pressure. Doing this and substituting (2.80) in the momentum balance it follows
−p,i + σeij,j +
1
2
ε2(EjEj),i = ρvjvi,j , (2.81)
Our investigations in the remaining part of our study assume incompressible fluids i.e.,
Dkk = vk,k = 0 . (2.82)
Then the pressure is an unknown that can be determined up to a constant.
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Figure 2.5: Configuration with infinite electrodes
Substituting in (2.81) a constitutive function for the Cauchy stress tensor and the
solution for the electric field we obtain in the plain flow case two equations which together
with (2.82) may be used to determine the three unknowns: the components of the velocity
vector and the pressure. A discussion about the constitutive form of the Cauchy extra
stress tensor σeij is postponed until Chapter 4 where the mechanical problem is analysed.
Unlike the electrical problem, the domain for the mechanical problem is restricted to the
channel. We assume no-slip and impermeability conditions on the channel walls
v1(x1,±h) = 0 , v2(x1,±h) = 0 , −∞ < x1 <∞ (2.83)
Besides, we have to assume boundary conditions at the entrance and the exit of the
channel, respectively.
The BVP (2.70)-(2.76) can be solved analytically in a bounded domain in the x2-
direction (condition (2.77) will be changed to a similar condition imposed on the upper and
lower boundaries), for the case n1 = n2 = 1, I
el
1 = I
el
2 = [−l, l] provided that the electrodes
length 2l allows a decoupling of the electrode ends. The solution method is presented in
detail in Chapter 3 for different ways of charging the electrodes: symmetrically (V1 = V ,
V2 = V ), anti-symmetrically (V1 = V , V2 = −V ) and non-symmetrically (V1 = 2V ,
V2 = 0). The cases of two short electrodes and of the other electrode configurations will
be solved numerically together with the mechanical problem. The numerical approach is
exposed in Chapter 5.
2.2.1 Particular case – infinite electrodes
If we consider in (2.71), (2.72) that n1 = n2 = 1, I
el
1 = I
el
2 = (−∞,∞) and V1 = 2V ,
V2 = 0 we obtain the configuration sketched in Figure (2.5). The solution of the electrical
problem in this case is
ϕ(x1, x2) =
V
h
x2 + V , −∞ < x1 <∞ , |x2| ≤ h . (2.84)
Consequently, the electric field has the form
E1 = 0 , E2 = −V
h
, (2.85)
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everywhere in the channel. The dielectric material outside the channel has no influence
on the solution. Another consequence of the fact that the electric field is constant is that
the flow problem will be one-directional, i.e. the only non-vanishing velocity component
only varies in the flow direction, providing, of course, that the inlet and outlet boundary
conditions agree with this. We may assume first that v1,1 = 0 , v2,1 = 0 . Then, from the
continuity equation it follows that v2,2 = 0 . If we take into account the impermeability
condition on the walls, we obtain that the x2-component of the velocity vanishes in the
whole domain. So, we have
v1 = v1(x2) , (2.86)
v2 = 0 . (2.87)
Consequently, the only non-vanishing components of the strain rate tensor are
D12 = D21 =
v1,2(x2)
2
, (2.88)
and from (2.52) it follows that all the components of the stress tensor are independent of
x1. By applying all these considerations in the momentum balance (2.81) we obtain
−p,1 = −σe12,2 , (2.89)
−p,2 + σe22,2 = 0 . (2.90)
From the last equation it follows that the quantity −p+σe22 can be only a function of x1.
However, σe22,1 = 0 , hence also p,1 is only a function of x1. Since the right hand side of
(2.89) is not a function of x1, neither is the left hand side, and therefore p,1 = (p− σe22),1
should be constant. If we denote this constant by k, it follows from (2.89) that
p = kx1 + σ
e
22 + c1 . (2.91)
The constant k denotes the pressure gradient in the x1-direction. The constant c1 can be
determined if a boundary condition for p is given. From (2.90) we can write
σe12 = kx2 + c2 , (2.92)
where c2 is the shear stress in the middle of the channel. By assigning certain constitutive
functions to σeij one can often determine analytically the solution for the velocity and the
pressure (see e.g. [28] and Appendix D).
The model presented in this Subsection was used up to now to describe the flow of an
ERF in a channel (see [28]). When interpreting the experimental results in slit flow, it
was usually considered that the electric field is constant and that it determines a shear
flow in the channel [3, 5, 68, 76, 93]. In other words the model with infinite electrodes
was used as an approximation for the real case with finite electrodes. In our view this
is not a realistic approximation in all the cases since it neglects the electrode end effects
which may considerably affect the flow (see Chapter 5).
Chapter 3
The analytical solution of the
inhomogeneous electric field
generated by two long electrodes
As one can see from the previous Chapter, the electric field is the key element of our
problem since its dependence on the space coordinates determines the kinematical char-
acter of the flow. In order to gain a better understanding of the electrode end effects
on the electric field inhomogeneity in the channel, we will investigate first the simplest
configuration of electrodes. Namely we will study here the distribution of the electric
potential around two long electrodes charged with different potentials in a symmetric, an
anti-symmetric and a non-symmetric way. The term ”long electrode” denotes here either
a semi-infinite electrode or a finite electrode of a certain length chosen so that the two far
edges of the electrode do not interact.
The solutions are found (semi)-analytically and they are constructed with the use of
the Wiener-Hopf (W-H) technique. The reason for doing this is two-fold: on the one hand,
the method of constructing allows us to find an entire class of solutions for technically
interesting configurations, and, on the other hand, the WH-technique sets the singularities
at the tips of the electrodes explicitly in evidence, which in a numerical solution must
be approximately accounted for in rather costly mesh refinements. Furthermore, the
analytical solution is very useful as a benchmark for the numerical solution obtained
using the available numerical program.
In Section 3.1, the mixed boundary value problem for the electric potential is formu-
lated for the case of two semi-infinite electrodes. Continuity conditions in the tangential
derivative and jump conditions in the normal derivative are taken into account across
the channel walls. Owing to the linearity of the problem, the solution is constructed as
a sum of two solutions for two particular problems: with symmetric and anti-symmetric
boundary conditions. The Wiener-Hopf procedure which is described in Section 3.2 is
successfully applied to solve these problems in Sections 3.3, 3.4 and 3.5. First we deduce
the Wiener-Hopf equations, then the factorizations are accomplished and the solution is
30 The analytical solution of the inhomogeneous electric field
Figure 3.1: Configuration of the electrodes with non-symmetric boundary conditions
calculated. The singular behaviour of the electric field near the ends of the electrodes is
determined in Section 3.6. We discuss the extension of the solution to the case of finite
electrodes in Section 3.7. In the same Chapter the main results are plotted and some
remarks are presented. The final Section is devoted to summarizing the achieved results.
The content of this Chapter should be accessible to anyone who is familiar with the
basic concepts of complex variable theory such as regular functions, singularities, poles,
multi-valued functions, analytic continuation, integration in the complex plane (the cal-
culus of residues, integration along branch cuts) [20, 89]. Also knowledge about Fourier
transforms is required. An appendix A, meant to supplement this knowledge, is added at
the end of the thesis. Not frequently used theorems and formulas needed in our Wiener-
Hopf approach are also given there. For more details we refer the reader to [1, 54, 71].
3.1 Formulation of the problem
Let Ox1x2 be a Cartesian coordinate system. As in Section 2.2 we consider an infinitely
long channel of height 2h made by two infinite parallel planes of zero thickness (see Figure
3.1) situated at x2 = −h, x2 = h, respectively. Along the channel walls, two electrodes of
lengths 2l, charged with different potentials are placed (at the upper electrode a constant
potential 2V is applied and the lower electrode is grounded). The electrodes are isolated
outside the channel with a dielectric material having electric permittivity ε1. The medium
inside the channel has electric permittivity ε2. We solve the problem in a bounded domain
in the x2-direction, where the upper and lower boundaries consist of two infinite grounded
electrodes situated at a distance H > h from the x1-axis. If H is sufficiently large, this is
equivalent with the usual infinity conditions which means vanishing potential at x2 = ±∞.
For smaller H, this configuration can still be easily realized in practice. We mention
that the two grounding electrodes at x2 = ±H are needed for technical reasons when
solving the WH-problem, for otherwise, i.e., when no grounding electrodes are present no
solution could be found (see Appendix B for a detailed explanation). Physically, this is
no restriction because the channel will always be earthed and the system can always be
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looked at for large H.
First, we will formulate and solve the problem in the case of semi-infinite electrodes.
The origin of the coordinate system is shifted to the left by the amount x1 = l and
the electrodes are prolonged to infinity on the right side. The solution can be used
directly to describe the corresponding case with finite electrodes provided that their length
allows non-coupling of the left and right electrode ends. From parametric studies we can
determine such length values in relation with H, h and c = ε1/ε2 (see Section 3.7). Using
the general model from Section 2.2 we can formulate our problem as follows
∇2ϕ = 0 in −∞ < x1 <∞, |x2| ≤ H , (3.1)
with the boundary conditions
ϕ (x1, h) = 2V, x1 ≥ 0 , (3.2)
ϕ (x1,−h) = 0, x1 ≥ 0 , (3.3)
ϕ,1 (x1, h
+) = ϕ,1 (x1, h
−), x1 ≤ 0 , (3.4)
ϕ,1 (x1, −h+) = ϕ,1 (x1, −h−), x1 ≤ 0 , (3.5)
ϕ,2 (x1, h
−) = c ϕ,2 (x1, h+), x1 ≤ 0 , (3.6)
ϕ,2 (x1, −h+) = c ϕ,2 (x1, −h−), x1 ≤ 0 , (3.7)
ϕ(x1,±H) = 0, −∞ < x1 <∞ . (3.8)
Here the quantity ϕ denotes the electric potential. The electric field is then given by
E = −gradϕ. The asymptotic behaviour of ϕ is given by
lim
x1→±∞
ϕ(x1, x2) = 0 , −H ≤ x2 ≤ H . (3.9)
Since the domain is symmetric with respect to the x1-axis it is more convenient to split the
problem, by applying the principle of superposition, in two easier problems corresponding
to the symmetric and anti-symmetric parts ϕs, ϕa of the unknown function ϕ with respect
to x2 (see Figure 3.2):
ϕs(x1, x2) =
ϕ(x1, x2) + ϕ(x1,−x2)
2
, (3.10)
ϕa(x1, x2) =
ϕ(x1, x2)− ϕ(x1,−x2)
2
. (3.11)
Again, from symmetry considerations, it is sufficient to solve these two problems for
x2 ≥ 0 (see Figure 3.3). It is easy to prove that the boundary value problem (BVP) for
the symmetric part reads
∇2ϕs = 0 in −∞ < x1 <∞, 0 ≤ x2 ≤ H , (3.12)
32 The analytical solution of the inhomogeneous electric field
Figure 3.2: Schematic diagram of the electrodes configuration for the particular problems:
symmetric case (left) and anti-symmetric case (right)
Figure 3.3: Schematic diagram of the upper-half configuration for the particular problems:
symmetric case (left) and anti-symmetric case (right)
where ϕs satisfies the boundary conditions
ϕs (x1, h) = V, x1 ≥ 0 , (3.13)
ϕs,2 (x1, 0) = 0, −∞ < x1 <∞ , (3.14)
ϕs,1 (x1, h
+) = ϕs,1 (x1, h
−), x1 ≤ 0 , (3.15)
ϕs,2 (x1, h
−) = c ϕs,2 (x1, h
+), x1 ≤ 0 , (3.16)
ϕs(x1, H) = 0, −∞ < x1 <∞ , (3.17)
while the BVP for the anti-symmetric part is
∇2ϕa = 0 in −∞ < x1 <∞, 0 ≤ x2 ≤ H , (3.18)
with the boundary conditions
ϕa (x1, h) = V, x1 ≥ 0 , (3.19)
ϕa (x1, 0) = 0, −∞ < x1 <∞ , (3.20)
ϕa,1 (x1, h
+) = ϕa,1 (x1, h
−), x1 ≤ 0 , (3.21)
ϕa,2 (x1, h
−) = c ϕa,2 (x1, h
+), x1 ≤ 0 , (3.22)
ϕa(x1, H) = 0, −∞ < x1 <∞ . (3.23)
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Let us derive the asymptotic behaviour for the two functions ϕs and ϕa. We have
lim
x1→−∞
ϕs(x1, x2) = 0 , 0 ≤ x2 ≤ H , (3.24)
while ϕa satisfies the same condition. If we denote by
f s(x2) = lim
x1→∞
ϕs(x1, x2) , (3.25)
fa(x2) = lim
x1→∞
ϕa(x1, x2) , (3.26)
then the function f s(x2) satisfies
f s′′(x2) = 0 , 0 ≤ x2 ≤ H , (3.27)
and the boundary conditions
f s(H) = 0 , f(h) = V , f ′(0) = 0 , (3.28)
while the function fa(x2) satisfies
fa′′(x2) = 0 , 0 ≤ x2 ≤ H , (3.29)
and the boundary conditions
fa(H) = 0 , f(h) = V , f(0) = 0 . (3.30)
The solutions are given by
f s(x2) =

V , 0 ≤ x2 ≤ h ,
V (H − x2)
H − h , h ≤ x2 ≤ H ,
(3.31)
fa(x2) =

V x2
h
, 0 ≤ x2 ≤ h ,
V (H − x2)
H − h , h ≤ x2 ≤ H .
(3.32)
We note that the functions f s and fa are no longer symmetric and anti-symmetric, re-
spectively, for 0 ≤ x2 ≤ h. The asymptotic behaviour of the function ϕ, namely the
function
f(x2) = lim
x1→∞
ϕ(x1, x2) , (3.33)
may be derived in two ways: either by solving the problem
f ′′(x2) = 0 , |x2| ≤ H , (3.34)
f(±H) = 0 , f(−h) = 0 , f(h) = 2V , (3.35)
34 The analytical solution of the inhomogeneous electric field
or by using the formula
f(x2) = f
s(|x2|) + sign(x2)fa(|x2|) . (3.36)
We obtain
f(x2) =

V x2
h
+ V , |x2| ≤ h ,
0 , −H ≤ x2 ≤ −h ,
2V (H − x2)
H − h , h ≤ x2 ≤ H .
(3.37)
These results also follow by taking limits as x1 → ∞ in (3.107), (3.110) as well as in
(3.118), (3.121) and in (3.127). The infinity conditions will not intervene in the subsequent
solution method but they are useful for checking the final solution.
We simply remark that, until now, the two problems differ only in their asymptotic
behaviour when x1 → ∞ in the channel and through the conditions (3.14) and (3.20)
which are required by symmetry and anti-symmetry, respectively. We continue by solving
them in parallel and writing the common relations only once (with double superscript).
The solutions will be found by means of the Wiener-Hopf technique which is briefly
described in the next Section.
3.2 The Wiener-Hopf method
A remarkable feature of the mathematical description of the natural phenomena by means
of partial differential equations is the comparative ease with which the solutions can be
obtained for certain geometrical shapes, such as circles and infinite strips, by the method
of separation of variables in contrast with the considerable difficulty encountered in finding
solutions for shapes not covered by this method. The Wiener-Hopf technique provides
a significant extension of the range of problems that can be solved by use of Fourier
transforms. A typical problem where it can be applied is the steady-state wave equation
in free space when semi-infinite boundaries are present. Many examples can be given from
electromagnetic theory, acoustics, hydrodynamics, elasticity and potential theory.
The Wiener-Hopf method consists in a complex variable procedure to find the solution
of a functional equation of the form
A(α)F+(α) +B(α)F−(α) + C(α) = 0 , (3.38)
which is defined in a strip of the complex α-plane τ− < τ < τ+, −∞ < σ < ∞, where
α = σ+iτ ; F+(α) , F−(α) are the unknown functions; F+(α) should be regular in the half-
plane τ > τ− while F−(α) should be regular in the half-plane τ < τ+, so that τ− < τ < τ+
is the common domain of analyticity for F+ and F− as shown in Fig. 3.4. Certain
information has to be specified regarding the behaviour of these functions as α tends to
∞ in appropriate half-planes. A(α), B(α), C(α) are given non-zero functions of α, regular
in the strip. Functional equations of this type are obtained by the Fourier transformation
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Figure 3.4: Common strip of analyticity of the functions F+ and F−
of the partial differential equations or integral equations that have to be solved.
The fundamental step in the Wiener-Hopf procedure for solving this equation is the
identification of two functions K+(α) regular and non-zero in τ > τ− and K−(α) regular
and non-zero in τ < τ+, such that
K(α) := A(α)/B(α) = K+(α)/K−(α) . (3.39)
Substitution of (3.39) into equation (3.38) and rearranging yield the functional equation
K+(α)F+(α) +K−(α)F−(α) +K−(α)C(α)/B(α) = 0 . (3.40)
Subsequently we construct two functions L+(α) and L−(α) which are regular in the upper-
half plane τ > τ− and in the lower-half plane τ < τ+, respectively and satisfy the relation
L(α) := K−(α)C(α)/B(α) = L+(α) + L−(α) . (3.41)
With the help of (3.41) one can rearrange (3.40) and so define a function J(α) by
J(α) := K+(α)F+(α) + L+(α) = −K−(α)F−(α)− L−(α) . (3.42)
So far this equation defines J(α) only in the strip τ− < τ < τ+. But the second part of the
equation is defined and is regular in τ > τ−, and the third part is defined and is regular
in τ < τ+. Hence by analytic continuation we can define J(α) over the whole α-plane and
J(α) is regular in the whole α-plane. Now if it can be shown that
|K+(α)F+(α) + L+(α)| < |α|p as α −→∞ , τ > τ− , (3.43)
|K−(α)F−(α) + L−(α)| < |α|q as α −→∞ , τ < τ+ , (3.44)
then, by the extended form of the Liouville theorem, J(α) is a polynomial P (α) of degree
less than or equal to the integral part of min(p, q). Once the degree of the polynomial has
been determined, its coefficients can be found by means of other mathematical or physical
conditions which need be satisfied by the solution of the particular problem. Thus, in
36 The analytical solution of the inhomogeneous electric field
general, the entire function J(α) is well defined and the functions F+(α) and F−(α) can
be written as
F+(α) = (P (α)− L+(α))/K+(α) , (3.45)
F−(α) = (−P (α)− L−(α))/K−(α) . (3.46)
We note that the successful execution of the Wiener-Hopf technique depends to a large
part on the ability to factorize the function K(α) and to decompose the function L(α).
In some elementary problems the factorization and decomposition can be accomplished
by inspection while in more complicated cases recourse must be sought in known product
and sum rules (see Appendix A.3 and [19, 54, 71]).
We should mention that not all the problems solvable by the Wiener-Hopf method
involve an equation of the form (3.38). In particular, the approach described above
is called Jone’s method. Actually, it is said about any method in which the crucial
decomposition of form (3.39) is involved at some stage of the solution, that it is based on
the Wiener-Hopf technique. In [54] there are also other methods described such as the
integral equation method.
3.3 Solution procedure
We will solve the problem formulated in Section 3.1 by following Jone’s method described
in the foregoing Section. To avoid the difficulties that appear when Fourier transforming
a constant function, we will replace ϕs/a(x1, h) = V by
ϕs/a(x1, h) = V e
−εx1 =: ϕ0(x1) , 0 ≤ x1 <∞ (ε > 0). (3.47)
We shall ultimately let ε → 0.∗ Multiplying the Laplace equation by eiαx1 with α being
the Fourier transform variable and integrating the resulting equation with respect to x1
from −∞ to ∞ gives
d2Φs/a(α, x2)/dx
2
2 − α2Φs/a(α, x2) = 0 , 0 ≤ x2 ≤ H , (3.48)
where
Φs/a(α, x2) =
1
(2pi)1/2
∞∫
−∞
ϕs/a eiαx1 dx1 . (3.49)
The solution of (3.48) is
Φs/a(α, x2) =
{
A
s/a
1 (α) e
−αx2 +Bs/a1 (α) e
αx2 , 0 ≤ x2 ≤ h ,
A
s/a
2 (α) e
−αx2 +Bs/a2 (α) e
αx2 , h ≤ x2 ≤ H .
(3.50)
∗The idea of 3.47 has been adopted from [54, pp.135].
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The Fourier transformed common boundary conditions are
Φ
s/a
+ (α, h
+) = Φ
s/a
+ (α, h
−) = Φ0 , (3.51)
Φ
s/a
− (α, h
+) = Φ
s/a
− (α, h
−) , (3.52)
(Φ
s/a
− )
′(α, h−) = c (Φs/a− )
′(α, h+) , (3.53)
Φ
s/a
− (α,H) = Φ
s/a
+ (α,H) = 0 , (3.54)
where
Φ
s/a
+ (α, x2) =
1
(2pi)1/2
∞∫
0
ϕs/a eiαx1 dx1 , (3.55)
Φ
s/a
− (α, x2) =
1
(2pi)1/2
0∫
−∞
ϕs/a eiαx1 dx1 , (3.56)
Φ0(α) = k/(ε− iα) , k = V/
√
2pi , (3.57)
and where the prime is used to denote differentiation with respect to x2. In addition,
(3.14) and (3.20) yield
(Φs+)
′(α, 0) = (Φs−)
′(α, 0) = 0 , (3.58)
Φa+(α, 0) = Φ
a
−(α, 0) = 0 . (3.59)
From now on, the α-argument of the functions will be dropped. Using (3.50), (3.58),
(3.54) and Φs(h+) = Φs(h−) in view of (3.51) and (3.52) we deduce
Φs(x2) =

+2As1 cosh (αx2) , 0 ≤ x2 ≤ h ,
+2As1
cosh (αh) sinh (αH − αx2)
sinh (αH − αh) , h ≤ x2 ≤ H .
(3.60)
After straightforward calculations we obtain from (3.60), on using (3.51)-(3.58), the rela-
tions
Φ0 + Φ
s
−(h) = 2A
s
1 cosh (αh) , (3.61)
(Φs+)
′(h+) + (Φs−)
′(h+) = −2αAs1 cosh (αh) coth (α(H − h)) , (3.62)
(Φs+)
′(h−) + c(Φs−)
′(h+) = 2αAs1 sinh (αh) . (3.63)
Analogously, (3.50), (3.59), (3.54) and Φa(h+) = Φa(h−), in view of (3.51) and (3.52),
yield
Φa(x2) =

−2Aa1 sinh (αx2) , 0 ≤ x2 ≤ h ,
−2Aa1
sinh (αh) sinh (αH − αx2)
sinh (αH − αh) , h ≤ x2 ≤ H .
(3.64)
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Then from (3.64) and (3.51)-(3.59) we have
Φ0 + Φ
a
−(h) = −2Aa1 sinh (αh) , (3.65)
(Φa+)
′(h+) + (Φa−)
′(h+) = 2αAa1 sinh (αh) coth (α(H − h)) , (3.66)
(Φa+)
′(h−) + c(Φa−)
′(h+) = −2αAa1 cosh (αh) . (3.67)
This puts us now in the position to formulate the Wiener-Hopf equation. To this end,
multiply (3.62) and (3.66) by c and subtract the resulting equations from (3.63) and
(3.67), respectively. If we introduce F
s/a
+ = c (Φ
s/a
+ )
′(h+)−(Φs/a+ )′(h−) and F s/a− = Φs/a− (h)
we obtain, by eliminating the unknown coefficient A
s/a
1 , the Wiener-Hopf equations for
the unknown functions F
s/a
+ and F
s/a
− corresponding to each problem, namely
Ks/aF
s/a
+ + F
s/a
− = −Φ0 , (3.68)
where
Ks(α) =
1
α [ c coth (αH − αh) + tanh (α h) ] , (3.69)
Ka(α) =
1
α [ c coth (αH − αh) + coth (α h) ] . (3.70)
If equation (3.68) is solved then the coefficients A
s/a
1 are found by inserting the functions
F
s/a
− in (3.61) and in (3.65), respectively. We can obtain the Fourier transforms of the
solutions from (3.60) and (3.64) and then, by inverting them, we obtain the final solutions.
3.4 Application of the Wiener-Hopf Technique
In addition to the boundary conditions listed in Section 3.1, some regularity assumptions
concerning the potential function are needed in order to ensure the applicability of the
Wiener-Hopf technique. Assuming that ϕ(x1, h) is a bounded function of x1 for x1 ≤ 0, the
function F
s/a
− will be analytic in the half-plane τ < 0, −∞ < σ < ∞, where α = σ + iτ
(see A.1.1). It is also reasonable, because of (3.47), to expect that ϕ(x1, x2) decays
exponentially to zero as x1 → ∞, i.e., there exists a b > 0 such that ϕ(x1, x2)e−bx1 is
absolutely integrable over the positive x1-axis for all x2. This yields that (Φ
s/a
+ )
′(h+) and
(Φ
s/a
+ )
′(h−) are analytic for τ > −b (see A.1.1). We may take b = ε, where ε is the small
parameter introduced in (3.47). Now, the functions F
s/a
− and F
s/a
+ are both analytic in
the strip −ε < τ < 0. If a decomposition of the kernel Ks/a can be accomplished in the
form Ks/a(α) = K
s/a
− (α)K
s/a
+ (α) where K
s/a
+ is analytic and non-zero for τ > −ε, and
K
s/a
− is analytic and non-zero for τ < 0, one may rearrange (3.68) as
K
s/a
+ F
s/a
+ + F
s/a
− /K
s/a
− = −Φ0/Ks/a− . (3.71)
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Writing
−Φ0/Ks/a− = Ls/a+ + Ls/a− , (3.72)
where L
s/a
− (α) and L
s/a
+ (α) are analytic in τ < 0 and τ > −ε, respectively, then a new
function can be defined,
Js/a(α) : = K
s/a
+ (α)F
s/a
+ (α)− Ls/a+ (α)
= −F s/a− (α)/Ks/a− (α) + Ls/a− (α) , (3.73)
in −ε < τ < 0. Because of the properties of the second and third parts of this equation, by
analytic continuation, J(α) can be defined over the whole α-plane as an entire function.
Using the order properties of the functions K
s/a
+ F
s/a
+ − Ls/a+ and −F s/a− /Ks/a− + Ls/a− for
large values of α , one can determine the form of Js/a(α) with the help of the Liouville
theorem and then find F
s/a
− (α).
The most important step in the solution consists in decomposing the Wiener-Hopf ker-
nel Ks/a(α). It can be accomplished by inspection when infinite-product representations
of the numerator and denominator are known. We shall derive these representations as
follows: first an appropriate form of Ks/a is needed,
Ks(α) =
[2 sinh (αH − αh) cosh (αh)]/α
[ (c+ 1) cosh (αH) + (c− 1) cosh (αH − 2αh) ] , (3.74)
Ka(α) =
[2 sinh (αH − αh) sinh (αh)]/α2
[ (c+ 1) sinh (αH) + (1− c) sinh (αH − 2αh) ]/α . (3.75)
Now, the numerator and the denominator of Ks/a can be decomposed using the infinite
product theorem applied for an even function (see Appendix A.3). To do this, the zeros of
the functions should be determined. The numerator vanishes for α = ±iκn and α = ±iλn
in the symmetric case, and for α = ±iµn and α = ±iκn in the anti-symmetric case, where
κn = npi/(H − h), λn = (n− 1/2)pi/h and µn = npi/h, (n = 1, 2, 3, ...). It can be proved
that the zeros of the denominator are purely imaginary in both cases (see Appendix C.1).
Consequently, the zeros α = iτ can be found by solving the real equations (with τ as
unknown)
cos (τH) = c1 cos (τ(H − 2h)) , (3.76)
sin (τH) = −c1 sin (τ(H − 2h)) , (3.77)
where c1 = (1− c)/(1 + c), |c1| < 1. There are two special cases when the roots of (3.76)
and (3.77) are explicitly known: when H = 2h and when ε1 = ε2 that means c = 1
and c1 = 0. Except for these particular situations, equations (3.76) and (3.77) cannot be
solved analytically and, consequently, their zeros must be found numerically. Now, let us
study the periodicity of the solutions. Suppose that H > 2h and that H/(H − 2h) is a
rational number written as
H/(H − 2h) = p/q , (3.78)
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where p, q are positive integers that are mutually prime, with p > q. Then it follows that
the complete solutions of (3.76) and (3.77) are τ = ±δnl = ±(δl + 2ppi(n − 1)/H) and
τ = 0, τ = ±γnl = ±(γl + 2ppi(n− 1)/H), respectively, l = 1, 2, ... 2p, n = 1, 2, 3..., where
δl and γl are the solutions of these equations only in the interval (0, 2pip/H], ordered
increasingly (see Appendix C.2). So, the zeros of the denominators are α = ±i δnl in the
symmetric case and α = ±i γnl in the anti-symmetric one. We note that δl is located
between (l−1)pi/H and lpi/H, while γl is located between (2l−1)pi/2H and (2l+1)pi/2H
and γ2p = 2pip/H. Moreover, if δl and γl are solutions of (3.76) and (3.77), respectively,
in the interval (0, 2pip/H] then 2pip/H−δl and 2pip/H−γl are also solutions of (3.76) and
(3.77), respectively. δl and γl will be numerically determined with good precision using
the Mathematica software [91].
We mention that the choice of H and h as in (3.78) is not restrictive for the con-
crete model but very advantageous since it reduces the computation only to the interval
(0, 2pip/H]. Moreover, (3.78) provides us the approximate locations of the zeros and this is
helpful in evaluating the asymptotic behaviour of the split functions of Ks(α) and Ka(α).
Applying the infinite product theorem we finally arrive at the representations
Ks(α) =
2(H − h)
∞∏
n=1
{[
1 +
(
α
λn
)2] [
1 +
(
α
κn
)2]}
2c
∞∏
n=1
{
2p∏
l=1
[
1 +
(
α
δnl
)2]} , (3.79)
Ka(α) =
2h(H − h)
∞∏
n=1
{[
1 +
(
α
µn
)2] [
1 +
(
α
κn
)2]}
[ 2H − 2h(1− c) ]
∞∏
n=1
{
2p∏
l=1
[
1 +
(
α
γnl
)2]} . (3.80)
The last two formulas can also be applied to the particular cases c = 1 and H = 2h.
However, in these cases p will not be determined from (3.78); in fact, it can be proved
that p can be assigned with any positive integer larger than 1 and so, we will take p = 2
if c = 1 or H = 2h.
We can now write
Ks/a(α) = K
s/a
+ (α)K
s/a
− (α) , (3.81)
where
Ks±(α) = c
s
2 e
±χs(α)
∞∏
n=1
{(
1∓ iα
λn
)
e±iα/λn
(
1∓ iα
κn
)
e±iα/κn
}
∞∏
n=1
{
2p∏
l=1
(
1∓ iα
δnl
)
e±iα/
2ppin
H
} , (3.82)
Ka±(α) = c
a
2 e
±χa(α)
∞∏
n=1
{(
1∓ iα
µn
)
e±iα/µn
(
1∓ iα
κn
)
e±iα/κn
}
∞∏
n=1
{
2p∏
l=1
(
1∓ iα
γnl
)
e±iα/
2ppin
H
} , (3.83)
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with
cs2 =
√
H − h
c
, ca2 =
√
h(H − h)
H − h(1− c) . (3.84)
The functions χs/a(α) are arbitrary and have to be chosen to ensure that K
s/a
+ and K
s/a
−
exhibit simple asymptotic behaviour as |α| → ∞ in appropriate half-planes. To get rid
of the infinite products it is convenient to express the functions K
s/a
+ and K
s/a
− in terms
of Γ-functions by use of the formulae (A.16) and (A.17) (see Appendix A.2) which leads
to the representations
Ks±(α) =
cs2
cs3
Γ
(
1
2
) 2p∏
l=1
Γ
[
∓iαH
2ppi
+
δlH
2ppi
]
exp[±χs(α)± iαh2 ln 2
pi
]
Γ
[
1∓ iα(H − h)
pi
]
Γ
(
1
2
∓ iαh
pi
) , (3.85)
Ka±(α) =
ca2
ca3
2p∏
l=1
Γ
[
∓iαH
2ppi
+
γlH
2ppi
]
exp[±χa(α)]
Γ
[
1∓ iα(H − h)
pi
]
Γ
(
1∓ iαh
pi
) , (3.86)
where cs3 =
2p∏
l=1
Γ
[
δlH
2ppi
]
and ca3 =
2p∏
l=1
Γ
[
γlH
2ppi
]
. Employing Stirling’s formula (see Ap-
pendix A.2) we find the asymptotic forms
Ks±(α) ∼ Bs exp[±χs(α)± iαh
2 ln 2
pi
] (∓iα)cs4(c5)∓iα , (3.87)
as |α| → ∞ ,
Ka±(α) ∼ Ba exp[±χa(α)] (∓iα)c
a
4(c5)
∓iα , as |α| → ∞ , (3.88)
where Bs/a are constants independent of α and
c
s/a
4 = −
1
2
, (3.89)
c5 =
(
H
2p(H − h)
)H/pi (
H − h
h
)h/pi
. (3.90)
(3.89) was obtained by using the properties of δl and γl mentioned after (3.78). To get a
simple asymptotic behaviour of K
s/a
± (α) as |α| → ∞, we choose
χs(α) = i α ln c5 − i α h2 ln 2
pi
, (3.91)
χa(α) = i α ln c5 . (3.92)
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By inserting the expressions of χs(α), χa(α) in (3.85), (3.86), respectively, we arrive at
the final representations for Ks±, K
a
±.
If, moreover, ε < min( γ1, δ1, κ1, λ1 ) , it can be easily checked that K
s/a
− (α) is analytic
for τ < ε and K
s/a
+ (α) is analytic for τ > −ε, and, consequently, Ks/a(α) is analytic for
−ε < τ < ε.
We decompose the function on the left-hand side of (3.72) as follows
− Φ0
K
s/a
− (α)
=
−k
(ε− iα)Ks/a− (−iε)
+
−k
ε− iα
[
1
K
s/a
− (α)
− 1
K
s/a
− (−iε)
]
= L
s/a
+ (α) + L
s/a
− (α) , (3.93)
where L−(α) and L+(α) are analytic in τ < ε and τ > −ε, respectively. Let us now return
to equation (3.73); we wish to determine the functions Js/a(α). We have already shown
that K
s/a
− , K
s/a
+ are asymptotic to |α|−1/2 as |α| → ∞ . Next, some specific assumptions
about the behaviour of ϕs/a(x1, x2) in the vicinity of x1 = 0 are necessary, in order to be
able to use the Abelian theorem for the Fourier transform (see Appendix A.3) for finding
the properties of F
s/a
+ and F
s/a
− as |α| → ∞ . We assume that ϕs/a(x1, h) = O(1) , as
x1 → 0 with x1 < 0 , and ∂ϕs/a/∂x2 (x1, h±) = O(x−1/21 ) , as x1 → 0 with x1 > 0 . This
implies that F
s/a
− = O(|α|−1) and F s/a+ = O(|α|−1/2) as |α| → ∞ . Hence, all terms
in equation (3.73) tend to zero as |α| → ∞ . On applying Liouville’s theorem, Js/a(α)
must therefore be identically zero, and so
F
s/a
− (α) = L
s/a
− (α)K
s/a
− (α) =
−k
ε− iα +
k K
s/a
− (α)
K
s/a
− (−iε)(ε− iα)
, (3.94)
F
s/a
+ (α) =
L
s/a
+ (α)
K
s/a
+ (α)
= − k
(ε− iα)Ks/a+ (α)Ks/a− (−iε)
. (3.95)
3.5 The solution
Now following the steps described at the end of Section 3.3 we obtain, after straightforward
calculations,
2As1 =
k Ks−(α)
Ks−(−iε) (ε− iα) cosh (αh)
, (3.96)
−2Aa1 =
k Ka−(α)
Ka−(−iε) (ε− iα) sinh (αh)
, (3.97)
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ϕs/a(x1, x2) =

k c
s/a
2√
2pi c
s/a
3
∞∫
−∞
Φ
s/a
i (α, x1, x2) dα , 0 ≤ x2 < h ,
k c
s/a
2√
2pi c
s/a
3
∞∫
−∞
Φs/ao (α, x1, x2) dα , h ≤ x2 ≤ H ,
(3.98)
where
Φsi (α, x1, x2) =
Γ(1/2)
(ε− iα)Ks−(−iε)
2p∏
l=1
Γ
[
iαH
2ppi
+
δlH
2ppi
]
Γ
[
1 + i
α(H − h)
pi
] ×
Γ
(
1
2
− iαh
pi
)
pi
cosh (αx2) e
−iα(x1 + ln c5) , (3.99)
Φso(α, x1, x2) =
Γ(1/2)
(ε− iα)Ks−(−iε)
2p∏
l=1
Γ
[
iαH
2ppi
+
δlH
2ppi
]
Γ
[
1
2
+ i
αh
pi
] ×
Γ
(
1− iα(H − h)
pi
)
α(H − h) sinh (α(H − x2)) e
−iα(x1 + ln c5) , (3.100)
Φai (α, x1, x2) =
1
(ε− iα)Ka−(−iε)
2p∏
l=1
Γ
[
iαH
2ppi
+
γlH
2ppi
]
Γ
[
1 + i
α(H − h)
pi
] ×
Γ
(
1− iαh
pi
)
αh
sinh (αx2) e
−iα(x1 + ln c5) , (3.101)
Φao(α, x1, x2) =
1
(ε− iα)Ka−(−iε)
2p∏
l=1
Γ
[
iαH
2ppi
+
γlH
2ppi
]
Γ
[
1 + i
αh
pi
] ×
Γ
(
1− iα(H − h)
pi
)
α(H − h) sinh (α(H − x2)) e
−iα(x1 + ln c5) . (3.102)
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The indices ’i’ and ’o’ are labels for ’inside’ and ’outside’ the channel. In order to derive
(3.99)-(3.102) we have used the formulae (A.13), (A.14). The integrals can be evaluated
using the residue theorem (see [89]). We close the contour by a semicircle of radius R
and center at α = 0. The contour is closed in the lower half-plane when x1 > 0 and in
the upper half-plane when x1 < 0 (see Fig. 3.5). We denoted by z
∓
i , i = 1, 2, ...n, the
singularities of the functions to be integrated in the lower half-plane and in the upper
half-plane, respectively. Since K− is asymptotic to |α|−1/2 as |α| → ∞ we can prove by
Figure 3.5: Closed contours corresponding to the case x1 > 0 (left) and to the case x1 < 0
(right)
using Jordan’s lemma (see Appendix A.3) that the contribution of the semicircle to the
integrals vanishes when R tends to infinity. We employ the following
ϕs/a(x1, x2) =

ϕ
s/a
1 (x1, x2) , 0 ≤ x2 ≤ h , 0 ≤ x1 ,
ϕ
s/a
2 (x1, x2) , 0 ≤ x2 ≤ h , x1 ≤ 0 ,
ϕ
s/a
3 (x1, x2) , h < x2 ≤ H , x1 ≤ 0 ,
ϕ
s/a
4 (x1, x2) , h < x2 ≤ H , 0 ≤ x1 .
(3.103)
Taking into account that the singularities of Φsi in the lower half-plane are −iε and −iλn
and that the singularities of Φso in the same region are −iε and −iκn, for n = 1, 2, 3, ...,
we can write
ϕs1(x1, x2) = −2pii
kcs2√
2pics3
[ ∞∑
n=1
Res(Φsi ,−iλn) + Res(Φsi ,−iε)
]
, (3.104)
ϕs4(x1, x2) = −2pii
kcs2√
2pics3
[ ∞∑
n=1
Res(Φso,−iκn) + Res(Φso,−iε)
]
, (3.105)
where Res(f, z0) denotes the residue of the function f in the point z0 (see [89] for the
definition of the residue). In the upper-half plane Φsi and Φ
s
o are both singular in iδnl, for
l = 1, 2, ...2p, n = 1, 2, 3, ... so we obtain
ϕs2/3(x1, x2) = 2pii
kcs2√
2pics3
[ ∞∑
n=1
2p∑
l=1
Res(Φsi/o, iδnl)
]
. (3.106)
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Straightforward calculations based on the use of the formula (A.12) and invoking the limit
ε→ 0 yield
ϕs1(x1, x2) = V
∞∑
n=1
as1n cos (λn x2)e
−λn x1 + V , (3.107)
ϕs2(x1, x2) = V
∞∑
n=1
2p∑
l=1
as2 nl cos (δnl x2) e
δnl x1 , (3.108)
ϕs3(x1, x2) = V
∞∑
n=1
2p∑
l=1
as3 nl sin (δnl (H − x2)) eδnl x1 , (3.109)
ϕs4(x1, x2) = V
∞∑
n=1
as4n sin (κn(H − x2))e−κn x1 +
V (H − x2)
H − h , (3.110)
where
as1n =
1
cs3
2p∏
j=1
Gsj(λn)
Γ(1 + λn
H − h
pi
)
(−1)n√pi
λn (n− 1)!h e
−λn ln c5 , (3.111)
as2nl =
1
cs3
l−1∏
j=1
Gsj(−δnl)
2p∏
j=l+1
Gs(−δnl) Γ
[
1/2 + δnl
h
pi
]
Γ
(
1− δnl H − h
pi
) ×
(−1)n−1√pi 2p
δnl (n− 1)!H e
δnl ln c5 , (3.112)
as3nl =
1
cs3
l−1∏
j=1
Gsj(−δnl)
2p∏
j=l+1
Gs(−δnl) Γ
[
1 + δnl
H − h
pi
]
Γ
(
1/2− δnl h
pi
) ×
(−1)n−1√pi pi 2p
δ2nl (n− 1)!H (H − h)
eδnl ln c5 , (3.113)
as4n =
1
cs3
2p∏
j=1
Gsj(κn)
Γ(1/2 + κn
h
pi
)
(−1)n√pi
κn n! (H − h) e
−κn ln c5 (3.114)
and where Gsj(x) = Γ
[
(x+ δj)
H
2ppi
]
.
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The solution for the anti-symmetric problem is derived in the same manner. The
singularities of Φai in the lower half-plane are −iε and −iµn while the the singularities of
Φao in the same region are −iε and −iκn, for n = 1, 2, 3, .... Then we can write
ϕa1(x1, x2) = −2pii
kca2√
2pica3
[ ∞∑
n=1
Res(Φai ,−iµn) +Rez(Φai ,−iε)
]
, (3.115)
ϕa4(x1, x2) = −2pii
kca2√
2pica3
[ ∞∑
n=1
Res(Φao,−iκn) +Rez(Φao,−iε)
]
. (3.116)
In the upper-half plane Φai and Φ
a
o are both singular in iγnl, for l = 1, 2, ...2p, n = 1, 2, 3, ...
so we obtain
ϕa2/3(x1, x2) = 2pii
kca2√
2pica3
[ ∞∑
n=1
2p∑
l=1
Res(Φai/o, iγnl)
]
. (3.117)
ϕa1(x1, x2) = V
∞∑
n=1
aa1n sin (µn x2)e
−µn x1 + V x2
h
, (3.118)
ϕa2(x1, x2) = V
∞∑
n=1
2p∑
l=1
aa2 nl sin (γnl x2) e
γnl x1 , (3.119)
ϕa3(x1, x2) = V
∞∑
n=1
2p∑
l=1
aa3 nl sin (γnl (H − x2)) eγnl x1 , (3.120)
ϕa4(x1, x2) = V
∞∑
n=1
aa4n sin (κn(H − x2))e−κn x1 +
V (H − x2)
H − h , (3.121)
where
aa1n =
1
ca3
2p∏
j=1
Gaj (µn)
Γ(1 + µn
H − h
pi
)
(−1)n
µn n!h
e−µn ln c5 , (3.122)
aa2nl =
1
ca3
l−1∏
j=1
Gaj (−γnl)
2p∏
j=l+1
Ga(−γnl) Γ
[
1 + γnl
h
pi
]
Γ
(
1− γnl H − h
pi
) ×
(−1)n−1 pi 2p
γ2nl (n− 1)!H h
eγnl ln c5 , (3.123)
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aa3nl =
1
ca3
l−1∏
j=1
Gaj (−γnl)
2p∏
j=l+1
Ga(−γnl) Γ
[
1 + γnl
H − h
pi
]
Γ
(
1− γnl h
pi
) ×
(−1)n−1 pi 2p
γ2nl (n− 1)!H (H − h)
eγnl ln c5 , (3.124)
aa4n =
1
ca3
2p∏
j=1
Gaj (κn)
Γ(1 + κn
h
pi
)
(−1)n
κn n! (H − h) e
−κn ln c5 , (3.125)
and where Gaj (x) = Γ
[
(x+ γj)
H
2ppi
]
.
The solution of (3.1)-(3.8) can be written as
ϕ(x1, x2) =

ϕ1(x1, x2) , |x2 | ≤ h , 0 ≤ x1 ,
ϕ2(x1, x2) , |x2 | ≤ h , x1 ≤ 0 ,
ϕ3(x1, x2) , h < |x2 | ≤ H , x1 ≤ 0 ,
ϕ4(x1, x2) , h < |x2 | ≤ H , 0 ≤ x1 ,
(3.126)
where
ϕi(x1, x2) = ϕ
s
i (x1, |x2 |) + sign(x2) ϕai (x1, |x2 |) (3.127)
for i = 1, 2, 3, 4.
In the numerical representation of the solution the infinite sums from (3.107)-(3.110)
and (3.118)-(3.121) will be truncated after the Nth term.
3.6 Electric field near the electrode edges
In order to determine the behaviour of the electric field at the ends of the electrodes, we
need to evaluate the quantities ϕ
s/a
,1 and ϕ
s/a
,2 when (x1, x2)→ (0, h±). Differentiating and
using the properties of the Fourier transform yields
ϕ
s/a
,1 (x1, x2) =
1√
2pi
∞∫
−∞
(−i)αΦs/a(α, x2) e−iαx1dα , (3.128)
ϕ
s/a
,2 (x1, x2) =
1√
2pi
∞∫
−∞
Φ
s/a
,2 (α, x2) e
−iαx1dα , (3.129)
where Φs/a(α, x2) are found by inserting (3.96) and (3.97) in (3.60) and (3.64), respectively.
Let us consider first the asymptotic evaluation of ϕ
s/a
,1 when (x1, x2) → (0, h−). The
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integral can be written as the sum
ϕ
s/a
,1 (x1, x2) =
−M∫
−∞
E(α, x1, x2) dα+
M∫
−M
E(α, x1, x2) dα+
∞∫
M
E(α, x1, x2) dα , (3.130)
where M > 0 and E(α, x1, x2) =
k Ks−(α) cosh (αx2)(−i)α√
2piKs−(−iε) (ε− iα) cosh (αh)(ε− iα)
e−iαx1 . If we
assume that M is sufficiently large, we can replace E in the first and third integrals
with its asymptotic expression valid for large arguments. The second term can be ne-
glected because E is a bounded function of α on the interval [−M,M ] and, consequently,
M∫
−M
E dα will be a continuous function of x1. By using (3.87) and cosh (αx2)/ cosh (αh) ∼
e|α|(x2 − h) when α→ ±∞, we obtain
ϕs,1 ∼
k Bs√
2piKs−(−iε)
 −M∫
−∞
eiαx1+α(x2−h)√−iα dα+
∞∫
M
e−iαx1+α(x2−h)√
iα
dα
 , (3.131)
as (x1, x2) → (0, h−). If we take the limit M → 0, we may ignore the resulting finite
contributions because they do not alter the singular behaviour. Using the formula [1, pp.
255]
∞∫
0
e−tα α−1/2dα =
√
pi
t
, Re t > 0 , (3.132)
in (3.131), yields
ϕs,1 ∼
√
2 k Bs
Ks−(−iε)
sin(θ/2)√
r
, where reiθ = x1 + i(x2 − h) . (3.133)
The other cases are treated analogously and similar expressions are derived. After apply-
ing the limit ε→ 0 we readily find
ϕ
s/a
,1 ∼
√
2 k Bs/a
c
s/a
2
sin(θ/2)√
r
, ϕ
s/a
,2 ∼
√
2 k Bs/a
c
s/a
2
cos(θ/2)√
r
, (3.134)
when (x1, x2) → (0, h±) and where x1 ± i(x2 − h) = reiθ. The singular behaviour of the
electric field
Es/a(x1, x2) =
√
(ϕ
s/a
,1 )
2 + (ϕ
s/a
,x2 )2 (3.135)
is then given by
Es/a(x1, x2) ∼
√
2 k Bs/a
c
s/a
2
1√
r
, r =
√
x21 + (x2 − h)2 , (3.136)
when (x1, x2)→ (0, h±). Thus, we have established square root singularities of the electric
field at the electrode tips.
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3.7 Results and discussion
The analytical solution given at the end of Section 3.5 is expressed in terms of infinite
series. It can be easily checked that each term of the series satisfies the corresponding
boundary value problem but only the limit of the series is a continuous function in x1 = 0.
To obtain a better precision in further use of the solution one should take the truncation
number N for the infinite series, as large as the used software permits.
It is important to remark that the solution found here has a high degree of generality.
First, it can be applied to different configurations of the electrodes (see Table 3.1). Each of
these configurations can be extended to the case of finite electrodes in which the far edges
of the electrodes do not interact. To determine the appropriate length of the electrodes
one can use the following criterion
|Ex1(x1, x2)| < 0.05 E∞(x2) for x1 > l , |x2| ≤ H (3.137)
where l is the half length of the electrodes, Ex1(x1, x2) = ϕ,1(x1, x2) and E∞(x2) =
lim
x1→∞
√
(ϕ,1(x1, x2))2 + (ϕ,2(x1, x2))2. This means that the electric field becomes approx-
imately uniform for x1 > l. For instance, a parametric study done for an anti-symmetric
configuration, for values of H, h and c so that 2 ≤ H/h ≤ 100 and 0.01 < c < 50, shows
that (3.137) holds for x1 ≥ H−h outside the channel and for x1 ≥ 0.8h inside the channel.
Consequently, one can build the solution for the case of two finite electrodes of length 2 l,
with l > H − h, charged in an anti-symmetric way, by taking the solution (3.118)-(3.121)
for x1 < l and extending it by symmetry with respect to the line x1 = l. Similar studies
can be done for each case, and they are very useful for the numerical modeling.
Second, the solution is depending on parameters like H/h and c, each of them having
a certain influence on the profile of the electric potential. However, this Chapter will not
contain a detailed discussion of all these cases. We consider it more reasonable to do this in
connection with the investigations of the flow in order to determine the optimal parameters
for the desired effects on the fluid flow. We limit ourselves only to stating a number of
configurations in Table 3.1, offering a few comments and postponing further studies of
the solution to Chapter 5 in which we will examine the influence of the parameters on the
channel flow of an electrorheological fluid.
In all the graphical representations that follow we use the dimensionless quantities
x˜1 =
x1
h
, x˜2 =
x2
h
, H˜ =
H
h
, h˜ = 1 , (3.138)
ϕ˜(x˜1, x˜2) =
ϕ(x1, x2)
V
, E˜(x˜1, x˜2) = E(x1, x2)
h
V
. (3.139)
All plots are done for the case of semi-infinite electrodes and in the plots from Figures
3.6, 3.7 ,3.8 and 3.9 we use the truncation number N = 100. We note that the electric
permittivities ε1 and ε2 do not appear explicitly in the solution. Only their ratio c
influences the results through γnl and δnl, which are computed numerically from equations
(3.76) and (3.77). Since the ERF (Rheobay for example) can exhibit values of the electric
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Figure 3.6: Equipotential lines ϕ˜(x˜1, x˜2) = constant for different values of c = ε1/ε2
(H˜ = 10)
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Table 3.1: Schematic diagrams of the configurations for which the solution is applicable
2 semi-infinite electrodes symmetrically or
anti-symmetrically charged along the chan-
nel walls and 2 infinite grounded electrodes
2 semi-infinite electrodes non-symmetrically
charged along the channel walls and 2 infinite
grounded electrodes
one semi-infinite electrode placed inside the
fluid flowing through a grounded channel
permittivity around 10−9 As/Vm (see [29, p. 53]) which is quite large, it is reasonable
to consider small values of the ratio c and we take c = 0.02 as a usual technical value.
Nevertheless, we show in Fig. 3.6 what effects are produced by different values of c on
the electric potential and, consequently, on the electric field. The potential lines are
equidistant, every second contour being marked. The contours are shifted upwards and
the non-symmetry becomes more pronounced as c is increased. If c = 50 the electric
potential in the channel is faster decreasing when x1 tends to −∞ than if c = 0.02. As
was to be expected, for c = 0.02, the electric field outside the channel is larger than inside
and this is reversed for c = 50. In particular this means that the insulator surrounding the
channel has a significant influence on the flow behaviour of the ERF inside the channel.
Finally, besides the non-symmetric case we want to refer to the other cases, to which
our results can be applied (see Table 3.1). One can study the electric field also in the
anti-symmetric case. Here the potential in the middle of the channel vanishes. Therefore,
one can use the solution (3.118)-(3.125) with c = 1 to characterize the case of a single
electrode, placed inside the fluid, parallel with the channel walls which are considered to
be grounded. To illustrate this case we plotted in Fig. 3.7 the modulus of the electric field,
E˜(x˜1, x˜2) =
√
(ϕ˜,1(x˜1, x˜2))2 + (ϕ˜,2(x˜1, x˜2))2 produced by an electrode placed at x˜2 = H˜/2.
In Fig. 3.8 the electric field modulus, E˜(x˜1, x˜2) in the anti-symmetric case is compared
with that in the non-symmetric case for c = 0.02. It can be seen that the profiles are
quite similar near the electrode ends but become very different for x˜1 < −0.5. In Fig. 3.7
and in Fig. 3.8 every second contour is marked, except when the lines are too close to one
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Figure 3.7: Contour lines of the electric field modulus, E˜(x˜1, x˜2), around the edge of a
single electrode placed inside the fluid; the channel walls are placed at x˜2 = 0 and x˜2 = H˜
and they are grounded (c = 1, H˜ = 2h˜)
Figure 3.8: Contour lines of E˜(x˜1, x˜2) inside the channel, in the anti-symmetric (left) and
non-symmetric (right) configurations (c = 0.02, H˜ = 10)
another. In the white regions around the points where the electrode edges are situated,
the dimensionless electric field is greater than 3.
3.7.1 Comparison with the numerical results
The analytical solution cannot be employed to determine the electric field in more complex
electrode configurations so, as we mentioned already in Chapter 2, we will use a numerical
program to do this. For the numerical simulation we consider a bounded domain also in
the x1-direction: x1 ≤ L. The inlet and outlet conditions in x1 = L and x1 = −L,
respectively, for the electrical problem are continuity conditions in the derivatives of the
electric potential
ϕ,i(±L+, x2) = ϕ,i(±L−, x2) , |x2| ≤ H , i = 1, 2 . (3.140)
The analytical solution can be used to test and benchmark the numerical program. To do
this we compare the analytical solution for one of the configurations treated in this Chapter
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Figure 3.9: Contour lines of E˜(x˜1, x˜2) inside the channel, in the anti-symmetric case
obtained numerically (left) and analytically-numerically (right) (c = 0.02, H˜ = 10)
with the solution of the same problem but obtained numerically. The software used in
our approaches is called Femlab [21] and it is a program based on the finite element
method. Besides the analytical and numerical way to determine the solution, there is
another mixed way, in which we use the analytical solution in the numerical program in
order to reduce the domain and consequently, the memory space and computing time.
We can do this by imposing in the numerical program the Dirichlet boundary conditions
on the whole channel walls deduced from the analytical solution. In this way the domain
of the problem is reduced to the channel. Since the expressions of the analytical solutions
on the walls are too complicated and create difficulties when trying to introduce them
into Femlab, we will interpolate them and use polynomials which approximate in a good
way the original solution. In Figures 3.9 we plotted the contour lines of the electric field
obtained numerically and by using the fore-mentioned analytical-numerical method for the
same configuration and values of the parameters as in Fig. 3.8 (left). The good agreement
obtained between the analytical plot and the numerical ones provides the validation of
the numerical method.
3.7.2 The behaviour of the truncated solution close to the sin-
gular points
For further use of the solution in a numerical approach it is important to know how the
truncated solutions approximate the singular behaviour of the analytical solution found
in Section 3.6. We are interested to find out how large the domain is within which the
truncated solutions deviate from the exact singular behaviour and how the values of the
electric field differ for different truncation numbers N in this domain. To study this,
we compare the electric field modulus E˜(x˜1, x˜2) in the anti-symmetric case, close to the
electrode tip situated at the point (0, 1) (see Fig. 3.10), calculated by taking into account
N = 10, 50, 100 and 300 terms in the sums (3.118)-(3.121). In Fig. 3.10 we have drawn
the lines along which we plot the electric field E˜(t) = E˜(x˜1(t), x˜2(t)), t being the curve
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Figure 3.10: Visualisation of the cuts along which the electric field was plotted in Figures
3.11-3.13
parameter
L±i : (x˜1(t), x˜2(t)) = (a
±
i t , t(b
±
i − 1) + 1) , i = 1, 2 , (3.141)
L3 : (x˜1(t), x˜2(t)) = (a3t , t(b3 − 1) + 1) , (3.142)
where t ∈ [0, 1], a3 = 0, b±1 = 1. The Figures 3.11-3.13 are using −a−1 = a+1 = 0.3,
a−2 = −0.22, b−2 = 0.8, a+2 = 0.1, b+2 = 0.71 and b3 = 0.7. These values are chosen so that
the length of the cuts is approximately 0.3. Consequently we will describe the singular
behaviour around the electrode end in the channel, in the vicinity of the radius 0.3. The
coordinate t is represented on a logarithmic scale.
A first remark concerning all the figures is that the higher the truncation number N
is, the higher is the electric field in the singular point. This reflects the singular behaviour
found in Section 3.6. From Fig. 3.11 one can see that the behaviour of the truncated
functions close to the singularity, along the channel wall is symmetric with respect to the
vertical axes. Since L−2 and L
+
2 are not symmetrically chosen with respect to the vertical
axes, there are differences between the two plots. If we denote by ENi the electric field
calculated for the truncation number Ni, where N1 = 10, N2 = 50, N3 = 100, N4 = 300,
we can use the criterion
Find t0 so that
ENi − ENi−1
ENi−1
<
p
100
for t > t0 , (3.143)
to determine the vicinity diameter outside which the electric field is not affected by the
singularity, with a precision given by the number p. We found (for θ± < 75◦) p = 1 and
t0 = 0.05 for i = 4. Consequently, we can use the truncated solution for N = 100 with
a good precision for t > 0.05. This means that the diameter of the vicinity around the
singularity is reduced to 0.015 i.e. 0.75% of the channel height.
As the cut is approaching the vertical axes (θ± → 90◦) the curves start to oscillate.
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Figure 3.11: Modulus of the electric field along the lines L−1 (left) and L
+
1 (right) for
different truncation numbers N
Figure 3.12: Modulus of the electric field along the lines L−2 (left) and L
+
2 (right) for
different truncation numbers N
Figure 3.13: Modulus of the electric field along the line L3 for different truncation numbers
N
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The most oscillating curves are found on L3 as can be seen in Fig. 3.13. Here one can
observe also that the oscillations become more frequent and smaller for greater N .
The same study can be done also numerically, by using the numerical solution obtained
with Femlab. The different behaviour around the singularity is given in this case by the
way of the mesh refinement around the singular point. For each truncation number one
can find a corresponding mesh in the numerical program. The advantage of the numerical
approach is that the oscillations illustrated in Fig. (3.13) are avoided and the solution
has a more appropriate form to be implemented in the mechanical problem.
3.8 Conclusions
In this Chapter we have found analytical solutions for the electric potential for different
mixed boundary value problems by use of the Wiener-Hopf method. These problems arise
from our study of the electrorheological fluids in the channel flow under the influence of a
non-uniform electric field. Because the dielectric permittivity of the ERF is very high, a
considerable jump in the x2-derivatives has to be taken into account. The solution is given
in terms of infinite series involving Gamma functions. The results can be used to describe
the electric field generated between two infinite grounded electrodes by either one long
electrode or two long electrodes charged in an anti-symmetric or a non-symmetric way.
The electric field in the vicinity of the electrode edges is asymptotically evaluated. Some
parametric studies are made with respect to the ratio between the permittivity of the
electrorheological fluid and the permittivity of the isolating material outside the channel.
We compare the analytical with numerical solutions and find good agreement. This result
is interpreted as a validation of the numerical method which will be used further for more
complex electrode configurations.
Chapter 4
The mechanical problem
4.1 Constitutive laws for the Cauchy stress tensor
proposed in the literature
A key step in electrorheology is to relate the theory with practical applications namely
with the results from measurements and computations. Usually, the approaches within
the theory are too abstract, general and difficult to use in concrete situations whereas
the empirical approaches are applicable but often too particular. In the electrorheological
field noticeable efforts are made from both sides to describe in a better and more accurate
way the electrorheological fluids. We will review briefly the most important theoretical
models for the expression of the Cauchy stress tensor according to (2.52)1 proposed in
the literature up to now. While these proposals are three-dimensional expressions for
the Cauchy stress, in most applications one-dimensional models are used. Since we need
two-dimensional models in our numerical computations, we can either generalize the one-
dimensional models or choose particular forms of the general models taking into account
also the experimental characterization of the ERF.
The most general form of the constitutive function for the Cauchy stress tensor that
depends on the objective independent variables ρ, θ, D and E (see (2.52)) is given by (see
[78])
σij = −pδij + σeij = (−p+ α1)δij + α2EiEj + α3Dij + α4DikDkj
+α5(EiDjkEk +DikEkEj) + α6(EiDjkDklEl +DikDklElEj) , (4.1)
where we have dropped the upper index “me” and αi, i = 1, ..., 6 are functions of the
invariants
ρ , θ , EkEk , Dkk , DjkDkj , DjkDklDlj , EjDjkEk , EjDjkDklEl . (4.2)
This general constitutive law was first described by Rajagopal and Wineman in [64].
However, they treated the electric field as a constant when calculating the velocity field
for the flow problems formulated in the paper.
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In [66] two special cases of (4.1) are discussed. In the first one it is assumed that the
stress is linear in D and quadratic in E and hence the material parameters have the form
α1 = α11 + α12Dkk + α13EkEk + α14EkEkDjj + α15EjDjkEk , (4.3)
α2 = α21 + α22Dkk , (4.4)
α3 = α31 + α32EkEk , (4.5)
α4 = 0 , (4.6)
α5 = α51 , (4.7)
α6 = 0 . (4.8)
where αij are functions of ρ and θ only. The subcases of (i) a compressible, (ii) a mechan-
ically incompressible but electrically compressible and (iii) an incompressible fluid are
considered and for each of them the restrictions imposed on σmeij by the Clausius-Duhem
inequality are given. The second case pertains to the non-linear model of incompressible
ERFs with shear dependent viscosities. First it is assumed that
α4 = α6 = 0 . (4.9)
The choice for the material parameters α2, α3 and α5 reflects a combination of a Newtonian
and power-law like behaviour where the power∗ can be a function of EkEk. Concretely, it
is assumed that
α2 = α20 + α21(DlmDml)
n−1 ,
α3 = α30 + α31(DlmDml)
n−2 + α32EkEk + α33EkEk(DlmDml)n−2 , (4.10)
α5 = α50 + α51(DlmDml)
n−2 ,
where αij are functions of θ. The material function n depends on EkEk and satisfies
1 < n∞ ≤ n(EkEk) ≤ n0 <∞ , (4.11)
where
n0 = lim
EkEk→0
n(EkEk) , n∞ = lim
EkEk→∞
n(EkEk) . (4.12)
An alternative model of (4.10) is then given in which (DlmDml)
β is replaced by
(1 +DlmDml)
β/2 or (1 + (DlmDml)
1/2)β , (4.13)
where β = n − 1 or n − 2. In this second model, the presence of 1 † under the power
prevents the model from developing infinite zero shear viscosity for n ∈ (1, 2) and a
∗We adopted a different notation than in [66] (n instead of p) in order to avoid a confusion with the
pressure p
†Here this 1 is intended to be seen not as a constant but as a dimensional quantity having the dimension
1/s2 in (4.13)1 and 1/s in (4.13)2 which, for the sake of simplicity in the mathematical treatment, is taken
to be equal to 1
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yield like behaviour as in the first model (4.10). Simplified models of (4.10) and (4.13)
corresponding to specific electrorheological fluids (n ≡ 2 or n 6≡ 2) are considered and
restrictions for the corresponding coefficients αij are obtained. Finally, a model which
includes all the discussed approximating models except that-one with n ∈ (1, 2) and
α30 = α32 = α50 = 0 is proposed
σij = −pδij + α21((1 +DlmDml)(n−1)/2 − 1)EkEk
+(α31 + α33EkEk)(1 +DlmDml)
(n−2)/2Dij
+α51(1 +DlmDml)
(n−2)/2(EiDjkEk +DikEkEj) , (4.14)
where n satisfies (4.11). All the cases formulated and discussed in [66] are amenable
to mathematical analysis. In [70], Ru˚zˇicˇka studied in detail mathematical issues such
as existence, uniqueness and stability of the weak and strong solutions for the steady
flow of incompressible shear dependent electrorheological fluids with the stress given by
(4.14). Due to the dependence of the material function n on the magnitude of the electric
field, this problem is described by an elliptic or parabolic system of partial differential
equations (PDE) with the so-called non-standard growth conditions, i.e. the elliptic
operator σeij = σij + pδij satisfies
σeij(D,E)Dij ≥ c0(1 + EkEk)(1 +DlmDml)
n∞−2
2 DlmDml , (4.15)
σeij(D,E)σ
e
ij(D,E) ≤ c1(1 +DlmDml)
n0−1
2 EkEk . (4.16)
In [70] the case of unsteady flows of shear dependent ERF is also treated for the consti-
tutive function
σij = −pδij + α31(1 + EkEk)(1 +DlmDml)(n−2)/2Dij , (4.17)
where α31 > 0 and n = n(EkEk) satisfies (4.11) with n∞ ≥ 2. The existence of global
in time weak and strong solutions for large data under certain restrictions on n∞ and n0
and the uniqueness of the strong solution are proved.
The model proposed in [28] consists of an extension of the model (4.10) modified as
in (4.13)1
σij = −pδij + [α20 + α21Z−a+1/2 + α22Z−b+1/2]EiEj
+[α30 + α31Z
−a + α32Z−b]Dij
+[α40 + α41Z
−a−1/2 + α42Z−b−1/2]DikDkj
+[α50 + α51Z
−a + α52Z−b](EiDjkEk +DikEkEj)
+[α60 + α61Z
−a−1/2 + α62Z−b−1/2](EiDjkDklEl +DikDklElEj) . (4.18)
Here αij as well as the exponents a and b are material parameters that can depend only
on ρ, θ and EkEk. Z := D
2
0 +DmnDnm and D0 denotes a constant reference shear rate.
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The reasons for this choice of the constitutive function are explained in detail in [28]. We
mention only some selected arguments. First, this model can include now the Casson
model (4.45)–(4.46) which was used quite successfully (in the one-dimensional form) to
fit some measured data for one of the ERFs tested in [4]. Second, by introducing two
exponents a and b, it is possible to describe the measurements with constant exponents
(having only one exponent that does not depend on the electric field, it is in general
not possible to fit the data). This is advantageous in the case of inhomogeneous electric
fields (when Ek depends on xj) since we then avoid the exponents to be dependent on the
coordinate xj.
The quantity D20, which in [66] fulfills D
2
0 = 1, has an important meaning. A non-
vanishing D0 plays the same role as the 1 in (4.13) namely, it prevents the model in case of
certain choices of the exponents a and b, from developing the infinite viscosity limit. For
numerical calculations one has to use D0 6= 0 for otherwise singularities may appear which
can cause serious problems in the computations. For some particular cases of (4.18), in
a viscometric flow (see (4.23)–(4.26), (4.29)–(4.32)), the choice D0 = 0 allows calculation
of the analytical solutions for the velocity. However, when we consider the case of an
inhomogeneous electric field, the flow is no longer viscometric and the numerical solutions
must be sought by choosing certain positive values for D0.
The phenomenological approach was continued in [28] with the investigation of model
(4.18) in a viscometric flow with a constant electric field perpendicular to the flow direction
(e.g. a shear flow in a plane channel under an electric field produced by two infinite
electrodes placed along the channel walls – see Section 2.2.1)
E1 = E3 = 0 , E2 = −V
h
, (4.19)
D12 = D21 =
1
2
v1,2 =:
1
2
γ˙ , Dij = 0ij otherwise . (4.20)
Then, it follows that
Z = D20 +
1
2
γ˙2 , (4.21)
τ := σme12 = σ
me
21 = (β¯0 + β¯1Z
−a
vf + β¯2Z
−b
vf )γ˙ , (4.22)
where β¯i :=
1
2
(α3i + α5i V
2/h2) , i = 0, 1, 2, Zvf = D
2
0 +
1
2
γ˙2. For certain choices of
D0, a, b and β¯i, one can deduce from (4.22) the model (4.13) for the viscometric flow in
question. Model (4.22) with D0 = 0 includes also the most representative models
‡ used
in a one-dimensional form in electrorheology: the Bingham model, the Casson model and
the power-law model [4, 59, 87, 92, 93]. Let us employ the upper indices B, C and P
to denote the quantities corresponding to each of them. By choosing β¯0 = η
B, a = 1
2
,
‡For models with yield stress one can deduce only the equations describing the liquid like behaviour.
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β¯1 =
1√
2
τBy and β¯2 = 0 the linear Bingham model
§ is found
τB = τBy + η
Bγ˙ , τB > τBy , γ˙ > 0 , (4.23)
τB = −τBy + ηBγ˙ , τB < −τBy , γ˙ < 0 , (4.24)
where τBy ≥ 0 is the yield stress and ηB > 0 is the viscosity.
The non-linear Casson-model possesses also two material parameters: the yield stress
τCy ≥ 0 and the viscosity ηC > 0. Its equation reads
τC = τCy + 2 (τ
C
y η
C γ˙)1/2 + ηC γ˙ , τC > τCy , γ˙ > 0 , (4.25)
τC = −τCy − 2 (τCy ηC(−γ˙))1/2 + ηC γ˙ , τC < −τCy , γ˙ < 0 , (4.26)
and it is obtained by choosing the parameters in (4.22) as follows
β¯0 = η
C , a = 1
2
, β¯1 =
1√
2
τCy , b =
1
4
, β¯2 = 2
3/4(ηCτCy ) . (4.27)
The power-law model is also non-linear and it does not determine a yield region. To
derive it one must choose
β¯0 = 0 , a =
1
2
(1− n) , β¯1 = 2−(1−n)/2m , β¯2 = 0 , (4.28)
where m > 0 and n > 0 are the two model parameters and (4.22) becomes
τP = mγ˙n , γ˙ > 0 , (4.29)
τP = −m(−γ˙)n , γ˙ < 0 . (4.30)
Then, analysing the experimental data measured for the electrorheological fluid Rheobay
TP AI 3565, the Casson-like model introduced by choosing D0 = 0, a =
1
2
and b = 1
4
is
found as a very suitable model (at least for the fluid Rheobay)
τCL = (η0 + β0)γ˙ + 2
1/2β1 + 2
1/4β2γ˙
1/2 , τCL > 21/2β1 ≥ 0 , γ˙ > 0 , (4.31)
τCL = (η0 + β0)γ˙ − 21/2β1 − 21/4β2(−γ˙)1/2 , τCL < −21/2β1 ≤ 0 , γ˙ < 0 . (4.32)
Here β1 = β¯1, β2 = β¯2 and β0 = β¯0 − η0 fulfill
βi(V = 0) = 0 , i = 0, 1, 2 , (4.33)
where η0 is the dynamic viscosity without electric field. By imposing (4.33) it is demanded
that the fluid has Newtonian behaviour at vanishing electric field. Whereas in the Cas-
son model, the coefficient of γ˙1/2 is connected to the other material coefficients, in the
§In [28], the equations (4.23), (4.25), (4.29) and (4.31) are said to be valid also for γ˙ = 0. We agree
with this only in the sense of a subsequent extension by continuation and not as a deduction from the
model (4.22) since when a > 0, Zvf is not defined for γ˙ = 0 (except the case n > 1 for the power law
model which is valid for γ˙ = 0). The equations (4.24), (4.26) and (4.30) are not given in [28]; these can
also be deduced from (4.22) and we give them here for completeness.
62 The mechanical problem
model (4.31)-(4.32) it is independent of these. Consequently the Casson-like model can
be particularized to the Bingham model.
The values of η0 and β1, β2 may differ for different electric fields. A table with values
found by fitting the data from the measurements obtained in a rotational viscometer for
the ER-fluid Rheobay at different electric fields is given.
Finally, taking into account the experimental results, some new assumptions are made
in the general model (4.18) in order to obtain a constitutive function which is able both
to describe the measurements and to make the analytical solutions possible. First the
parameters responsible for the normal stress effects are neglected,
α40 = α41 = α42 = α60 = α61 = α62 = 0 , (4.34)
and then the values a = 1
2
and b = 1
4
are established. This leads to
σij = −pδij + [α20 + α21 + α22(D20 +DmnDnm)1/4]EiEj + 2η0Dij
+[α30 + α31(D
2
0 +DmnDnm)
−1/2 + α32(D20 +DmnDnm)
−1/4]Dij (4.35)
+[α50 + α51(D
2
0 +DmnDnm)
−1/2 + α52(D20 +DmnDnm)
−1/4][EiDjkEk +DikEkEj] ,
which is called in [28] the extended Casson model. When the electric field vanishes, the
factors α30, α31 and α32 must be null in order to have Newtonian behaviour without electric
field. The entropy inequality imposes some restrictions on the material parameters. The
necessary condition (2.66) requests that
α20 + α21 + α22D
1/2
0 = 0 , (4.36)
while from the sufficient condition (2.67) the following relations can be deduced:
η0 ≥ 0 , (4.37)
2η0 + [α30 + α31D
−1
0 + α32D
−1/2
0 ] + 2[α50 + α51D
−1
0 + α52D
−1/2
0 ]E
2
1 ≥ 0 , (4.38)
2η0 + [α30 + α31D
−1
0 + α32D
−1/2
0 ]
+[α50 + α51D
−1
0 + α52D
−1/2
0 ](E
2
1 + E
2
2) ≥ 0 . (4.39)
The paper contains a Section where the problem formulated in our work in Section 2.2.1
is solved analytically for a Casson-like constitutive model. The plug zone is characterized
and the velocity field is given. Moreover the volumetric flow rate (D.1) (the width of the
channel is taken into account) is calculated as a function of k, the pressure drop in the
x1-direction. Since the Casson-like model includes the Newtonian (β0 = β1 = β2 = 0),
Bingham (β2 = 0) and Casson (β2 = 2
√
(η0 + β0)β1) behaviours, the given solution may
be particularized for all these types of fluids.
The two approaches presented in [28] and [66] are the most important and relevant
ones for our treatment. Nevertheless, in order to give a larger view of the attempts
to describe ER-fluids, we consider it worthwhile to mention also some other constitutive
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models introduced in the specific literature. We continue by mentioning two studies which
are interesting, to a greater extent, from the mathematical point of view. Both of them
treat extensions of the Bingham model.
In [31] the authors propose a so-called extension of the Bingham model determined in
terms of the minimization of the global dissipation energy. The Cauchy stress is given (in
a tensorial form) by
σ = −pI + γ |E||DE|(DE ⊗ E + E ⊗DE) + ηD , (4.40)
and it is not well defined when DE = 0 which characterizes the “rigid zones”. It can be
proved that the shear stress has to exceed the threshold γ|E|2 outside the rigid zones so
this quantity may be viewed as an equivalent of the yield limit of the standard Bingham
model. However, the stress tensor is not used directly to formulate the boundary value
problem to be solved. The velocity field is computed as the solution of a non-smooth
minimization problem for the global energy dissipation. This one is solved numerically
by the method of augmented Lagrangians combined with an operator-splitting technique.
Numerical results are given that illustrate the ER-effect for a pure shear mode (Couette
flow) and for a more complicated flow structure in case of an electrorheological clutch.
Another mathematical study of the flow of electrorheological fluids and of their consti-
tutive description is done in [17]. First, a boundary value problem for the unsteady flow
of an electrorheological fluid is formulated. Starting from the most general constitutive
function for the stress (4.1) the authors assume that σme is quadratic in E and affine in
D and D/|D| and neglect the term containing E ⊗E. The resulting constitutive law has
the form
σij = −pδij +
(
α30 + α31
1
|D| + α32EkEk + α33EkEk
1
|D|
)
Dij
+α50(EiDjkEk +DikEkEj) , (4.41)
where the coefficients αij are constants that have to fulfill
α30 ≥ 0 , α31 ≥ 0 , α32 ≥ 0 , α33 ≥ 0 ,
α32 +
4
3
α50 ≥ 0 . (4.42)
The restrictions (4.42) are deduced from the Clausius-Duhem inequality and they are
essential in the further proofs of existence and uniqueness. The model (4.41) is viewed as
a combination of Newtonian and Bingham behaviour. As in [31], (4.41) does not make
sense if |D| = 0 so it cannot be used in the boundary value problem. Instead of this, a
variational inequality is formulated for the stress which makes sense. So, the problem is
formulated in a variational form. Existence and uniqueness are proved for the solution in
the two-dimensional case for any initial data, while in the three-dimensional case global
existence of a weak solution is proved for small initial data only. In the end of the paper
an interesting result is given concerning the estimation of the time when the fluid stops.
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4.2 Constitutive laws used in our numerical approach
In the majority of the experimental evaluations, the constitutive assumptions for the
ERF used in the literature are confined to one-dimensional modeling. This corresponds
to (steady) plane shear flows for which the constitutive equations take the form of a stress-
shear relation [4, 59, 68, 82, 92, 93]). Most popular in the literature are the Bingham,
Casson and power law models, depending on the electrorheological material at hand. As
mentioned previously, the Casson-like model was introduced in [28]. It generalizes the
usual Casson model and includes the Bingham model as a particular case. However,
when the more realistic case of finite electrodes is considered, the flow is two-dimensional
and bidirectional. So we have to deal with two-dimensional constitutive equations. Let
us recall here the two-dimensional form of the aforementioned constitutive equations (the
indices take the values 1 and 2). The Bingham model is described by
σeij = 2η0Dij + 2
1/2τy
Dij
|D| , |σ
e| > 21/2τy , (4.43)
|D| = 0 , |σe| ≤ 21/2τy , (4.44)
where |D| := √DmnDnm denotes the second invariant of D. The classical Casson model
is given by
σeij = 2η0Dij + 2
1/2τy
Dij
|D| + 2
7/4(η0τy)
1/2 Dij
|D|1/2 , |σ
e| > 21/2τy , (4.45)
|D| = 0 , |σe| ≤ 21/2τy . (4.46)
When these equations are used to describe the ERF behaviour, one has to take into
account the dependence of the yield stress and, possibly of the viscosity, on the magnitude
of the electric field.
For the power-law model we have (see [79])
σeij = mγ˙
n−12Dij , (4.47)
when n > 1 (shear-thickening behaviour). Here γ˙ = 21/2|D| denotes a generalized shear
rate. When n < 1 (shear-thinning or pseudoplastic behaviour) we can no longer use
(4.47) since for γ˙ → 0 the generalized viscosity mγ˙n−1 → ∞. The difficulty is overcome
by modifying the model (4.47) through the introduction of a new free parameter γ˙0
σeij =
{
mγ˙n−10 2Dij , γ˙ ≤ γ˙0 ,
mγ˙n−12Dij , γ˙ > γ˙0 .
(4.48)
γ˙0 is a constant value of the generalized shear rate below which Newtonian behaviour
with the viscosity η0 = mγ˙0
n−1 is found. For electrorheological fluids the parameters m,
n and γ˙0 may depend on the electric field.
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Figure 4.1: One-dimensional form of the bi-viscosity model (4.51)–(4.52) (only for positive
shear rates)
Now we will generalize (4.31)-(4.32) and we introduce the two-dimensional form of the
Casson-like constitutive function as
σeij = 2η0Dij + β1
2Dij
|D| + β2
2Dij
|D|1/2 , |σ
e| > 2|β1| , (4.49)
|D| = 0 , |σe| ≤ 2|β1| , (4.50)
where the parameters η0, β1 and β2 are positive and may depend on the magnitude of
the electric field. The Bingham model and the classical Casson model are obtained from
(4.49), (4.50) for β1 = 2
−1/2τy, β2 = 0 and β1 = 2−1/2τy, β2 = 23/4(η0τy)1/2, respectively.
All these models may cause serious mathematical difficulties since they are expressed
by two-branched functions which are not smooth and differentiable. The presence of the
|D| denominator is an obstacle against numerical modeling of flow in complex geometries
because it is difficult to determine a priori where it vanishes. For instance, for models with
yield behaviour such as the Bingham, Casson and Casson-like models, it is not possible
to determine a priori the yield surfaces (the interfaces which separate a non-deforming
solid from a liquid state region) since they have to be determined as part of the solu-
tion. Similarly, it is not possible to determine explicitly in what regions of the problem
domain γ˙ = γ˙0 for the model (4.48). We wish to mention here some attempts done in
order to overcome this difficulty. Most of them concern the Bingham model. In 1999
Barnes published a review [12] on models with yield stress. In a special section of the
article,“Problems with yield stress and mathematics”, the author mentions important ap-
proaches for several complex flow problems dealing with yield stress. These are mainly
based on the modification of the Bingham model in such a way that the mathematical
problem concerning the yield stress is avoided. The most important approximations of the
Bingham model mentioned by Barnes are the ‘bi-viscosity’ model and the Papanastasiou
model. In the bi-viscosity model, the rigid body character (4.44) is replaced by a Newto-
nian flow behaviour with very high viscosity (ηN  η0). Then, instead of (4.43)–(4.44)
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we have the law
σeij = 2η0Dij + 2
1/2τy
Dij
|D| , |σ
e| > 21/2τN , (4.51)
σeij = 2ηNDij , |σe| < 21/2τN , (4.52)
where the constant τN is related with τy by
τy = τN(1− η0/ηN) . (4.53)
The law (4.51)–(4.52) for ηN →∞ becomes (4.43)–(4.44). In Figure 4.1 one can see how
the shear stress depends on the shear rate (one-dimensional case) within the bi-viscosity
assumption. This model was used in the treatment of squeeze-flow of an electrorheological
fluid (see [82]).
Papanastasiou introduced in [58] a modified constitutive equation that smoothes the
yield criterion, permitting the numerical treatment of the flow problems based on this
model. We give here his law by using our notation (for a better comparison)
σeij =
(
2η0 + 2
1/2τy
1− exp [−n21/2|D|]
|D|
)
Dij , (4.54)
where the exponent n is a material parameter, relatively big, that can be determined from
experiments. The Bingham law in the unyielded region is recovered from equation (4.54)
for n→∞. In comparison with (4.43), equation (4.54) is not singular since
lim
|D|→0
σeij = 2(η0 + nτy)Dij , (4.55)
and, consequently, it is valid for both the yielded and unyielded regions.
We should also mention here the so-called alternative Bingham model introduced by
Mellgren in [52]
σeij =
(
2η0 + 2
1/2τy
1
(ε/2 + |D|2)1/2
)
Dij , (4.56)
where ε is a positive material parameter. For ε → 0 (4.56) reduces to (4.43) but since
ε is required to be positive, (4.56) is defined for all possible values of Dij. As in (4.54)
the material takes on only a liquid state and therefore does not cause any mathematical
difficulties.
In Figure 4.2 one can see how the models (4.54) and (4.56) approximate the Bingham
model in the one-dimensional case. τy is only a material parameter without the significance
of a yield stress. (4.54) and (4.56) may be seen not only as mathematical approximations
of the Bingham model. In [11] a revolutionary but also controversial idea in rheology
was introduced according to which the concept of yield stress should be seen only as an
idealization and “given accurate measurements, no yield stress exists” So, the viscosity is
always finite. This point of view was supported by some experiments done with rheometers
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Figure 4.2: Comparison (one-dimensional form) between the Bingham constitutive func-
tion (4.23), (4.24) and the modified Bingham models (Papanastasiou’s model, alternative
Bingham model) for different values of the parameters (n and , respectively)
which allow stress measurements for lower shear rates. As the experiment was performed
for lower shear rates (for the same material), the value of the yield stress was smaller.
Consequently, from this point of view, the models (4.54) and (4.56) are closer to reality.
Let us denote by f and g the functions shear stress vs. shear rate appearing in the
one-dimensional versions of (4.54) and (4.56),viz.,
f(x) = (η0 + τy
1− exp(−n|x|)
|x| )x , (4.57)
g(x) = (η0 + τy
1
(ε+ x2)1/2
)x . (4.58)
If we seek n and ε such that the slopes of the curves are equal in x = 0 i.e. f ′(0) = g′(0)
(where f ′(0) := f ′(0+) = f ′(0−)) then we obtain n = 1/(δ)1/2. For n and ε in this relation
the curves for f and g are very closed (see Figure 4.2) showing very similar behavior.
One can apply the ingenious ideas from the models (4.54) and (4.56) to the Casson
and Casson-like models, too and even to the power-law model. However, when we use
these functions to describe the electrorheological fluids the material parameters (η0, τy
and n, ε, respectively) may depend on the electric field. For a space-dependent electric
field the constitutive equations modified as in (4.54) become too complicated due to the
presence of the exponential. Due to its simplicity, (4.56) is easier to handle than (4.54).
Let us show how this trick can be applied to the power-law model: for instance, in the
one-dimensional case of (4.48), one may consider instead of the two-branched function
(we used the notation from (4.22))
τ =
{
m|γ˙|n−1γ˙ , |γ˙| > γ˙0 ,
mγ˙n−10 γ˙ , |γ˙| ≤ γ˙0 , (4.59)
the form
τ = m(ε+ γ˙2)(n−1)/2γ˙ , (4.60)
68 The mechanical problem
Figure 4.3: Comparison between the models (4.59) and (4.60)
which eliminates the branching (for illustration and comparison with the original model
(4.59) see Figure 4.3). This law was used by Hutter (see [39], [40], [41]) to derive the
generalized Glen law in glaciology. At γ˙ → 0 it exhibits Newtonian behaviour. We found
this approach more appropriate for our study.
Even though the boundary value problem is quite different than ours it is worth
mentioning the recent work of P. Hild et al. [36] who applied the Bingham model to
landslides modeling. In their model the viscosity coefficient and the yield stress depend on
density which in turn is time- and space-dependent. This makes this approach interesting
also in our case. By using variational methods the authors studied the blocking property
of the flow and described the rigid zones and the stagnant regions (which are stuck on
the boundaries) for certain boundary value problems. However, they could find explicitly
the yield surfaces only for one-dimensional cases.
Now synthesizing all the previous issues we will introduce two constitutive models
for electrorheological fluids which will be used further in the numerical approach: the
alternative Casson-like model (which contains also the alternative forms of the Bingham
and Casson models),
σeij = 2η0Dij + β1(E)
2Dij
(δ + |D|2)1/2 + β2(E)
2Dij
(δ + |D|2)1/4 , (4.61)
and the alternative power-law model
σeij = m(E)(δ + 2|D|2)(n(E)−1)/22Dij , (4.62)
where E = (E21 + E
2
2)
1/2 is the electric field modulus and δ is a small positive material
parameter. With these two models it is possible to cover a large area of electrorheolog-
ical materials. They are suitable to numerical simulations and are consistent with the
phenomenological approaches presented in the previous Section. Namely, the alternative
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Casson-like model may be seen as a particularization of (4.35) if we take
α20 = α21 = α22 = α30 = α50 = α51 = α52 = 0 , (4.63)
α31 = β1 , α32 = β2 , (4.64)
D20 = δ . (4.65)
while the alternative power-law model is included in (4.18) as a particular case and it
is similar with a particularization of (4.14)1 (for α1 = α2 = α5 = 0) with a few small
deviations:
- the term δ from (4.62) takes the value 1 in (4.14)1; the advantage of taking a variable
quantity δ is twofold: on the one hand one can consider δ as a constitutive parameter
and obtain its value with respect to each investigated material from fitting the experi-
mental data; on the other hand one can consider δ as an arbitrary small parameter; then
studying the influence of δ on the solution may permit to consider the model (4.62) as an
approximation of the classical power-law model (where δ = 0) (see Subsection 5.2.3 for
such an approach).
- the function m from (4.62) depends only on the magnitude of the electric field and its
expression has to be determined for each ER-material; the dependence on the magnitude
of the electric field of α3 (with the coefficients α31 = α33 = 0), the correspondent of m in
(4.14)1, takes the particular form α30 + α33E
2.
For both models the dependence of the coefficients (β1, β2 for the Casson-like model
and m, n for the power-law model) on the electric field are established for a certain ERF
from the experimental data. The measurements are usually performed with rotational
viscometers based on the Couette system (made by two concentric cylinders or plate-
plate geometry). These devices provide curves shear stress vs. shear rate for different
values of the electric fields. The material parameters are obtained from the measured
data by fitting techniques, and they are given in tables for different values of the electric
field [4, 28, 92]. By interpolation we can obtain the desired functions.
4.3 The dimensionless problem
Let us return to the problem formulated in Section 2.2. It consist of the electrical problem
which may be solved independently and the mechanical problem, equations which contain
terms based on the electric field components, namely on the solution of the electrical
problem. We recall below the equations of the mechanical problem
−p,i + σeij,j +
1
2
ε2(EjEj),i = ρvjvi,j , (4.66)
vi,i = 0 , (4.67)
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with the boundary conditions
v1,1(−L, x2) = 0, v2(−L, x2) = 0 , |x2| ≤ h , (4.68)
p(L, x2) = 0 , |x2| ≤ h , (4.69)
vi(x1,±h) = 0 , |x1| ≤ L . (4.70)
The x1-coordinates −L and L mark the entrance and the exit of the fluid in the channel,
respectively. We assume that L is sufficiently large, namely the inlet boundary is far
enough from the electrode edge so that the electric field is constant at the entrance;
moreover, we may say that it is negligible. Consequently, one may impose there the
velocity as in a one-directional channel flow (described in Section 2.2.1). At the channel
exit we assume vanishing pressure. For the extra stress σeij we will use the models (4.61)
and (4.62). We may define a generalized viscosity ηgen so that σ
e
ij = 2ηgenDij. We have
ηgen = η0 +
β1(E)
(δ + |D|2)1/2 +
β2(E)
(δ + |D|2)1/4 , (4.71)
for the alternative Casson-like model and
ηgen = m(E)(δ + 2|D|2)(n(E)−1)/2 , (4.72)
for the alternative power-law model.
4.3.1 The Casson-like model
We introduce the non-dimensional quantities x˜i, v˜i, E˜i and p˜ according to
xi = hx˜i , vi = v0v˜i , Ei = E0E˜i , p = p0p˜, (4.73)
where h, v0, E0 and p0 are characteristic quantities of the problem: h is one half of the
channel height, v0 is the maximum inlet velocity, E0 is a typical value for the electric field
and p0 = η0v0/h. Application of these transformations upon (4.66), multiplying it with
h/p0 and dropping the “tilde” yield
−p,i + 2 (ηgenDij),j + 1
2Ma
(EjEj),i = Re vjvi,j , (4.74)
where
ηgen = 1 +
hβ1(E0E)
v0η0
1
(nδ + |D|2)1/2 +
√
hβ2(E0E)√
v0η0
1
(nδ + |D|2)1/4 , (4.75)
is the dimensionless generalized viscosity,
Re = ρhv0/η0 , (4.76)
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is the Reynolds number,
Ma = η0v0/(hε2E
2
0) , (4.77)
is the Mason number and nδ = δh
2/v20. The Reynolds number is usually interpreted
as the ratio of the inertial force to the viscous force while the Mason number can be
interpreted as the ratio of the viscous force to the electrostatic force. We have chosen a
non-dimensionalization appropriate to creeping flows since the Reynolds number in our
case takes low values. The dimensionless form of the equation (4.67), after dropping
“tilde”, remains unchanged.
Usually β1, β2 vanish when the electric field is zero so that the fluid is Newtonian.
Consequently, at the channel exit, where the electric field is zero, we have before non-
dimensionalization
v1(−L, x2) = v0(1− (x2/h)2) . (4.78)
The non-dimensionalized boundary conditions (4.68)–(4.70) and (4.78) become
v1(−L/h, x2) = 1− x22 , v2(−L/h, x2) = 0 , |x2| ≤ 1 , (4.79)
p(L/h, x2) = 0 , |x2| ≤ 1 , (4.80)
vi(x1,±1) = 0 , |x1| ≤ L/h . (4.81)
The problem is formulated now by equations (4.67), (4.74), (4.75) together with the
boundary conditions (4.79)–(4.81), where Ej is the non-dimensionalised solution of (2.69)–
(2.76). It will be solved numerically for the domain |x1| ≤ L/h, |x2| ≤ 1 using the
commercial software Femlab [21] (see 5.1). This is a powerful tool for solving partial
differential equations by applying the finite element method.
4.3.2 The power-law model
We apply the same procedure as in the previous case, namely we introduce the non-
dimensional quantities as in (4.73) but now consider p0 = m0(v0/h)
n0 , where m0 = m(0),
n0 = n(0) (which are usually non zero). The non-dimensional momentum balance for
a power-law fluid has the same form as (4.74) with the Mason number, the Reynolds
number and the non-dimensional generalized viscosity given by
Ma =
m0(v0/h)
n0
ε2E20
, Re =
ρv20
m0(v0/h)n0
, (4.82)
ηgen =
m(E0E)(v0/h)
n(E0E)
m0(v0/h)n0
(nδ + 2|D|2)(n(E0E)−1)/2 . (4.83)
We remark that, since the dimension of m is Pasn and since n, which is dimensionless,
is space dependent, the quantity m has variable dimension in space. Even though we
can fit the values of m (from the experimental data) and we may obtain the function
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m(E0E), this quantity is meaningless from the physical point of view. In order to avoid
this problem, we will fit directly the dimensionless function (see (4.83))
f(E0E, v0/h) = m(E0E)(v0/h)
n(E0E) . (4.84)
An example for this operation will be presented in Chapter 5.
In order to establish the non-dimensional form of the boundary conditions we must
calculate first the dimensional velocity at the entrance of the channel; i.e., we must find
the velocity in a one-directional channel flow for a power-law fluid. This is given by
v1(−L, x2) = v0
(
1−
( |x2|
h
)(n0+1)/n0)
. (4.85)
Consequently, the non-dimensional inlet boundary condition has the form
v1(−L/h, x2) = 1− |x2|(n0+1)/n0 , v2(−L/h, x2) = 0. (4.86)
The non-dimensional boundary conditions at the channel exit and on the channel walls are
identical with their correspondents from the Casson-like case: (4.80) and (4.81). The prob-
lem formulated by equations (4.67), (4.74), (4.83) together with the boundary conditions
(4.86), (4.80) and (4.81), where Ej is the non-dimensionalised solution of (2.69)–(2.76)
will be solved numerically for the domain |x1| ≤ L/h, |x2| ≤ 1 in Section 5.2 using the
commercial software Femlab.
Chapter 5
Numerical results
5.1 The Casson-like model
5.1.1 Material and configuration properties used for the simu-
lations
An ER-fluid chosen for simulations is Rheobay TP AI 3565 which is produced by the
Bayer Company (Germany). It is water-free and consists of polyurethan particles in
silicone oil, some additional additives and an emulsifier [4, 93, 13]. In [28], the Casson-
like model (4.31)-(4.32) is recommended for this fluid since this model reproduces well
the data measured in a rotational viscometer. The fluid shows Newtonian behaviour in
the absence of an electric field i.e. β1 = 0 and β2 = 0 for E0E = 0, (E = (E
2
1 + E
2
2)
1/2
is the modulus of the dimensionless electric field). The value η0 = 0.037 Pa·s for the
viscosity and the values of the parameters β1 and β2 given in Table 5.1 were obtained in
[29] using the experimental plots stress vs. shear rate. Fitting these data we obtained the
dependence of the parameters on the dimensional electric field E0E:
β1(E0E) = α11(E0E) + α12(E0E)
2 , (5.1)
β2(E0E) = α21(E0E) + α22(E0E)
2 + α23(E0E)
3 , (5.2)
Table 5.1: Values of the parameters β1 and β2 of (4.31) for different electric field strengths
E0E [
kV
mm] 0.5 1 2 3
β1 [Pa] 19.3 100.32 312.94 582.81
β2 [Pa·s1/2] 0.44 5.84 9.7 32.21
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Figure 5.1: Fitting curves for the dependence of the coefficients β1 and β2 on the electric
field. The insets show how the fit is extrapolated
where α11 = 55.322Pa ·mm/kV, α12 = 46.946Pa ·mm2/kV2, α21 = 7.009Pa ·s1/2 ·mm/kV,
α22 = −5.22Pa · s1/2 · mm2/kV2 and α23 = 2.149Pa · s1/2 · mm3/kV3. The functions β1
and β2 are written as series expansions by retaining only the terms up to the second and
the third order, respectively. The experimental data are provided for a limited range of
the electric field and do not cover the range of the electric field used in the simulations.
We use the formulas (5.1) and (5.2) also to extrapolate the given data for β1 and β2 for
larger values of E. Figure 5.1 illustrates how the fitting curves approximate the data and
how they are extrapolated. We shall use the alternative bidimensional Casson-like model
(4.61) in the further approach. Consequently, the generalized viscosity is expressed by a
low degree polynomial function in E. Substituting (5.1) and (5.2) in (4.75) yields
ηgen = 1 + n11
E
d
+ n12
E2
d
+ n21
E
d1/2
+ n22
E2
d1/2
+ n23
E3
d1/2
, (5.3)
where we used the short-hand notation
d = (nδ +DmnDmn)
1/2 . (5.4)
The non-dimensional coefficients nij, i = 1, 2, j = 1, 2, 3 are defined as
n11 =
hα11E0
v0η0
, n12 =
hα12E
2
0
v0η0
, (5.5)
n21 =
√
hα21E0√
v0η0
, n22 =
√
hα22E
2
0√
v0η0
, n23 =
√
hα23E
3
0√
v0η0
. (5.6)
For all graphs that subsequently will be shown we used a geometry characterized by
the value H/h = 10. The value of L/h is always chosen so that the inlet boundary is
sufficiently far from the electrode edge in order to insure a negligible electric field at the
entrance of the channel. The electric permittivity of Rheobay is ε2 = 1.4 ·10−9 A·s/(V·m)
and we choose ε1 = 0.02 ε2. The density of Rheobay is ρ = 1041 kg/m
3. All simulations
except those done to make the comparison with the experimental data from Fig. 5.24
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Figure 5.2: The mesh arround the electrodes edges
are performed for h = 1 mm, E0 = 1 kV/mm and v0 = 0.3 m/s. So, Re = 7.849, ,
Ma = 0.007, n11 = 5.417, n12 = 4.597, n21 = 11.433, n22 = −8.515 and n23 = 3.506. We
considered here nδ = 0.002. In Subsection 5.1.4 we study the influence of this parameter
on the solution.
For the configurations with two long electrodes, analysed in Chapter 3, one can use the
analytical solution of the electric field when implementing the problem in the program.
Concretely, we can formulate Dirichlet conditions for the electric problem on the part of
the channel boundaries outside the electrodes so that the domain of the electric problem
is also reduced to the channel only as for the mechanical problem. These conditions are
obtained by interpolating truncations of the analytical solution of the electric potential
on the lines |x1| ≥ l, x2 = ±h. The non-dimensionalisation of the conditions is obtained
by dividing the dimensional potential by V0 = E0h. In this way space memory and
computing time can be saved. We call this approach numerical analytic. When we
treat configurations with two short electrodes or with more than two electrodes then the
electric field will be calculated numerically. This is the so-called completely numerical
approach.
5.1.2 The flow near the electrode ends (long electrodes)
Let us first illustrate the effect of the electric field inhomogeneity produced by the electrode
edges on the flow. To do this we solved the problem (4.67), (4.74), (5.3) together with
the boundary conditions (4.79)–(4.81), where Ej is the non-dimensionalised solution of
(2.69)–(2.76) with two long electrodes charged anti-symmetrically, using the numerical
analytic approach (as defined in the previous Subsection). We took V = 2 kV.
A triangular mesh consisting of approximately 10000 elements (9984) was used. The
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Figure 5.3: Surface plot of the dimensionless electric field modulus
default mesh is twice refined (with a regular refinement) so that the obtained mesh is
characterized by 8 elements between the channel walls in the regions far from the electrode
ends. The maximum element size near the vertices given by the electrode ends is taken
to be 0.1. A detail of the mesh in the region close to the electrode edges is plotted in Fig.
5.2.
We chose the linear Lagrange elements for the electric problem and p2p1 Lagrange
elements for the fluid problem. We present and describe here the most relevant fields in
an area close to the electrode ends chosen in order to set in evidence the effects ahead,
near and after the electrode ends. This is a crossing zone in which the quantities of the
studied problem are passing from the regime without electric field to a regime with uniform
electric field through a transition zone with strong inhomogeneities. The ranges for the
color bars corresponding to Figures 5.3, 5.11 and 5.12 were chosen so that the transition
zone is illustrated in an especially relevant fashion. Consequently, the values from the
zones with the darkest red could be greater than the maximum values indicated on the
scale. We mention that the maximum values in a given area surrounding the electrode
edges are much larger than the maximum value within a similar area with uniform electric
field (inside the electrodes, far from the edges). The closest area to the edges is difficult
to be described exactly for three reasons. First, the electric field is singular there (see
Section 3.6). Second, the material properties (β1 and β2) are not provided for high values
of the electric field (see Table 5.1). Third, in practice, the electrodes can not be infinitely
thin as approximated here, so E is not singular at the edges but has a large value.
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Figure 5.4: Surface plot of the non-dimensional velocity modulus in the vicinity of the
electrodes edges (x1 = −20)
Figure 5.5: Vector plot of the non-dimensional velocity
Let us show first in Fig. 5.3 the electric field produced by this configuration. The
inhomogeneities of the electric field extend over a length of order h. In the vicinity of
an order smaller than h/10 around the electrode ends, the electric field is very large, its
value exceeding the ranges for which experimental data are provided. In this vicinity,
due to the singularity of the electric field, the numerical simulation of the electric field
is not stable (since mesh dependence was observed). However, this vicinity is small in
comparison with the characteristic length of the experimental configuration.
In Fig. 5.4 we plotted the non-dimensional velocity modulus
v(x1, x2) =
√
v21(x1, x2) + v
2
2(x1, x2) (5.7)
in the vicinity of the electrode edges (x1 = −20). We remark the two small domains formed
around the electrode ends where the fluid is almost solidified and the difference outside and
between the electrodes. To have a better view over the flow in the inhomogeneous area,
we made in Fig. 5.5 an arrow plot of the velocity in the same area. Immediately before
and immediately after the electrode ends, v2 is not negligible and influences the profile of
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Figure 5.6: Profiles of v1 at x1 = −20.2,−20,−19.5, respectively
Figure 5.7: Profiles of v2 at x1 = −20.2,−20,−19.5, respectively
Figure 5.8: Profiles of v1 at x1 = −23.5,−16.5, respectively
Figure 5.9: Profiles of v2 at x1 = −23.5,−16.5, respectively
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Figure 5.10: Dimensionless pressure in the transition zone (x1 = −20 marks the electrode
ends)
the x1-component as one can see in Figures 5.6 and 5.7. It is worth mentioning that the
two extreme values of v2 at x1 = −20.2 (first positive and then negative) and x−19.5 (first
negative and then positive) indicate that the fluid goes around the electrode tips. For
x1 outside, far ahead of the electrode ends where the profile of the v1 is Newtonian the
x2-component of the velocity almost vanishes (see Figs. 5.8 (left) and 5.9). Between the
electrodes, far downstream from the electrode edges the fluid velocity assumes the known
one-dimensional Casson-like profile (see Figs. 5.8 (right) and 5.9).
In Fig. 5.10 we plotted the pressure along a part of the channel including the transition
area. The distinguished three regions are characterized by different pressure gradients.
First one can see a region with a very small gradient corresponding to the Newtonian
fluid; then a steep region with high gradient corresponding to the entrance between the
electrodes is followed by the third region with the gradient corresponding to the Casson-
like fluid. For x1 < −20.3 and for x1 > −19.5 the gradients may be calculated analytically
from the formulas corresponding to the Newtonian fluid and the Casson-like fluid, respec-
tively (see Appendix D). The increase in pressure drop produced by the second region
(the so-called transition zone) is important and shows that the inhomogeneity produced
by the end effects may be used to obtain an enhancement of the ER-effect.
In Figure 5.11 the second invariant of the strain rate tensor Dij =
1
2
(vi,j + vj,i) is
plotted. As expected, the domains with higher values of |D|2 are near the walls (since the
velocity is zero on the walls), except for the vicinity of the electrode ends. One can see
there zones with reduced shear rate which suggest the presence of near solid zones. This
behaviour can be attributed to the high electric field generated by the electrode edge. In
the middle of the channel, |D|2 keeps a small value.
In Fig. 5.12 we display the generalized viscosity. As one can see from (4.75) and from
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Figure 5.11: Surface plot of dimensionless |D|2
Figure 5.12: Surface plot of the generalized dimensionless viscosity
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Fig. 5.1, ηgen is decreasing when |D| is increasing, and it is increasing when E is increasing
(since β1 and β2 are increasing with E). The electrode edges can be again identified;
close to them, both E and |D| give increasing contributions. An interesting shape of
the viscosity ηgen ought to be noticed: right between the electrode ends a high viscosity
“island” is formed after which it quickly decreases; then it increases again, assuming the
known shape of the Casson-like fluid far downstream (with the unyielded region in the
middle).
5.1.3 Inhomogeneity vs. strength of the electric field
The appearance of this island shape in the viscosity plot may be due in principle to two
reasons: either an inhomogeneity in the electric field or an inhomogeneity in the flow.
Since these effects are coupled we attempt to separate them by considering two special
configurations, each of them containing only one type of inhomogeneity. First, in order
to isolate the effect of the influence of the electric field inhomogeneity on the viscosity
we considered an inhomogeneous electric field modulus in the x2-direction in the channel
according to
E(x2) =
2
pi
arctan(x2) + 1 . (5.8)
Using the electric field (5.8) we solve the problem (4.67), (4.74), (5.3) together with the
boundary conditions (4.79)–(4.81). Figure 5.13 shows that an uniform increase in the
electric field in the x2-direction does not produce special effects on the viscosity and the
transition is smooth. We conclude that the electrode edges are essential for the presence
of these kind of inhomogeneities in the viscosity.
Further, we considered a configuration with uniform electric field where the electrode
edges are replaced by notches as in the Fig. 5.14. The equations to be solved are also
(4.67), (4.74), (5.3) together with the boundary conditions (4.79)–(4.81). The deduced
viscosity has a similar island type shape as in Fig. 5.12. The reason why we introduced
notches is that in our initial problem (treated in the previous Sections) solid-like regions
with small velocity relative to the channel walls are formed at the tips of the electrodes
(see Figs. 5.5, 5.12), which can be approximated by irregularities of the same shape in the
channel walls. The other solid-like region (the usual plug zone specific to the Casson-like
model) is moving with a velocity close to the maximum velocity relative to the channel
walls.
One may conclude that the modification of the flow via the geometry may determine
similar irregularities in the viscosity as those-ones produced via the inhomogeneous electric
field.
5.1.4 Influence of the parameters c and δ
Figure 5.15 shows the behaviour of the electric field outside the electrodes for different
values of the electric permittivity ratio (c). As it was shown in Section 3.7, the electric field
is stronger in the area without electrodes when the permittivity of the material outside
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Figure 5.13: Surface plot of the generalized viscosity in an electric field of the form (5.8)
Figure 5.14: Surface plot of the viscosity in a notched configuration but in uniform electric
field
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Figure 5.15: Line plots of E(x, 0) (continuous line) and E(x, 0.7) (dashed line) for different
values of c (electrodes end in x1 = −20)
the electrodes is larger than the permittivity of the ER-fluid. The plot also shows that in
the small area close to the electrode edges this effect is reversed. As a consequence, we
expect a contribution to the pressure drop from the region outside the electrodes when c
is bigger than 1. We plot in Fig. 5.16 the pressure in the region where the ERF exits the
electrodes in order to include in the plot the reference value p = 0. Indeed one can see
that the pressure drop immediately at the electrode ends is slightly decreasing with the
value of c. This effect may be important in configurations with short electrodes. For long
electrodes the difference is not relevant because the main contribution to the pressure
drop comes from the E =cst. region between the electrodes, see Fig. 5.10.
In Fig. 5.17 we plotted the pressure drops between x1 = 19 or x1 = 21 and the end
of the channel, x1 = 35 (where the outlet boundary condition imposes p = 0), denoted
by p19 and p21, respectively, versus the electric permittivity ratio (c). The pressures were
calculated in the middle of the channel height x2 = 0 and at x2 = 0.7. One can see from
the figure that the pressure in the region outside the electrodes does not depend on x2
while a small dependence of the pressure drop on x2 can be observed across the electrode
edges. We remark that for c larger than 50 the change in pressure drop is negligible. Since
the permittivity of the ER-fluid is quite small, in practice c  1. To see the effects for
smaller ratios c we repeated the same plot in Fig. 5.18 on a logarithmic scale.
Another key parameter of the model is δ. This can be viewed as a parameter which has
to be chosen as small as possible in order to recover from equation (4.61) the Casson-like
model, (equation (4.49)). On the other hand, δ can be viewed as a constitutive parameter
which can be obtained from the experimental data fitted with equation (4.61).
Further on we study the influence of nδ = δh
2/v20 (the dimensionless form of δ) on
the solution. In Figs. 5.19 and 5.20 we plotted ηgen(|D|2, E = 2) for different values of
nδ according to formula (4.71). The two figures differ in the range of the argument |D|2.
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Figure 5.16: Pressure (at x2 = 0) over the electrode ends for different c
Figure 5.17: Pressure drop vs. ratio
of the permittivities c - linear scale
Figure 5.18: Pressure drop vs. ratio of
the permittivities c - logarithmic scale
One can see from Fig. 5.19 that our choice of nδ (nδ = 0.002) implies that the generalized
viscosity differs from the classical generalized Casson-like viscosity (for nδ = 0) only for
|D|2 < 0.01. Fig. 5.20 shows that the parameter δ can still have a strong influence on the
generalized viscosity for |D|2 < 0.1.
For determining the yielded/unyielded regions we can introduce a criterion using the
quantity |σe| = ηgen|D| (we say the material is yielded where ηgen|D| > 2|β1(E)|). As
a consequence the yielded regions are influenced by the choice of δ if |D|2 < 0.1; for
|D|2 > 0.1, δ does not change significantly the shape of the yielded regions.
In Fig. 5.21 we plot the computed pressure evolution in the channel for different
values of nδ. In the region with constant electric field (between the electrodes far from
the electrode edge) the pressure drop is not influenced by nδ while in the transition region
nδ produces some differences. For values smaller that nδ used in the simulations (0.002)
the differences are unnoticeable. In order to see the influence of δ on the flow field we
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Figure 5.19: ηgen(E = 2, |D|2) for dif-
ferent nδ in the range 0.0001 < |D|2 <
0.01 (Casson-like model)
Figure 5.20: ηgen(E = 2, |D|2) for dif-
ferent nδ in the range 0.01 < |D|2 < 1
(Casson-like model)
plotted the velocities in the transition area (see Fig. 5.22) and in the middle of the
electrodes (see Fig. 5.23) for different values of nδ. Again we see that for small values
of nδ (nδ < 0.002), the profiles are almost congruent. Figures 5.22 and 5.23 permit to
identify those fluids which are described by our model containing a larger nδ value. For
increasing nδ, the plateau is curving, indicating a reduced yielded region.
5.1.5 Comparison with the experiment
In order to compare the numerical modeling with the experimental results reported in
[29] we considered in the numerical program a configuration as in Figure 3.1 consisting of
two electrodes, charged non-symmetrically, of length 2l = 40 mm, with a channel height
of 2h = 2 mm and a length of the channel of 2L = 70 mm which corresponds to the
geometry used in the experiments [29, 92]. Experiments are performed in a channel of
width b = 20 mm. For computations the input value is the volumetric flow rate in the
channel Q = 4/3hbv0 and the output is the dimensional pressure drop calculated from
x1 = −30 mm on a length of 60 mm. In Fig. 5.24 we compare the obtained results for
different values of Eu = V/h. The quantity Eu represents the value of the uniform electric
field established in the middle of the channel, far from the electrode edges, and it is in
fact the value of the magnitude of the electric field if the electrodes were infinitely long
(see Section 2.2.1). While good agreement is obtained, the remaining inaccuracy of the
calculations is given by the uncertainty in fitting of β1 and β2 (see (5.1) and (5.2)).
We considered this result as a validation of our computing model and we used it to
simulate further configurations in our search for a possible enhancement of the electrorhe-
olgical effect (see Section 5.4).
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Figure 5.21: Pressure (at x2 = 0) over the electrode ends for different values of nδ; insets
show a detail of the pressure near x1 = 20
Figure 5.22: Profiles of v1 in x1 =
−20 (electrode ends) for different
values of nδ
Figure 5.23: Profiles of v1 in x1 =
−16 (between the electrodes) for dif-
ferent values of nδ
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Figure 5.24: Comparison of the numerical and experimental results (dimensional pressure-
drop vs. volumetric flow rate
5.2 The power-law model
5.2.1 Material and configuration properties used for the simu-
lations
To illustrate the power-law constitutive equation we chose the ER-fluid EPS 3301 because,
as shown in [92] it is described well by this model. EPS 3301 is produced by the company
CONDEA Chemie AG (Germany). It is a particle-free fluid and consists of an acid
metal soap which is dissolved homogeneously in a conventional hydraulic basis liquid. It
contains also some additional hydraulic oil additives [22, 62, 92]. The fluid was studied
experimentally by Wunderlich [92]. In order to better characterize the fluid, it was found
(see [8]) that a dilution with 40% (weight percent) white oil (Weisso¨l) is appropriate.
Unlike the ER-fluid Rheobay 3565, the ER-fluid EPS 3301 shows pseudoplastic be-
haviour (the shear viscosity decreases with increasing shear rate) in the absence of the
electric field. Under the application of the electric field also pseudoplastic behaviour is
observed. In [92] the power law model (4.29) was found the most appropriate model
to describe the data. Fitting the experimental curves “stress vs. shear rate” (obtained
with the rotational viscometer), the values of m and n were calculated (see Table 5.2).
We used these values in our bidimensional model (4.83). First, by fitting the values of
f = m(v0/h)
n (see Subsection 4.3.2) and n we have to obtain their dependence on the
dimensional electric field E0E:
f(E0E) = f1 + f2(E0E) + f3(E0E)
2 , (5.9)
n(E0E) = n1((E0E)
2 + n2)
n3 . (5.10)
The coefficients f1, f2 and f3 depend on the values of v0 and h. For v0 = 0.1647 m/s and
h = 0.001 m we obtained f1 = 41.431, f2 = 33.284 mm/kV, f3 = 2.958 mm
2/kV2. For the
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Figure 5.25: Fitting curves for the dependence of the coefficients f and n on the electric
field. The insets show how the fit is extrapolated
function n we found n1 = 0.398 (mm/kV)
2−n3 , n2 = 0.008 kV2/mm2 and n3 = −0.163.
The function f is written as a series expansion by retaining only the terms up to the
second order while n is described by a power function. The experimental data (see Table
5.25) are provided for a limited range of the electric field and does not cover the range of
the electric field employed in the simulations. We use the formulas (5.9) and (5.10) also
to extrapolate the given data for f and n for larger values of E. Figure 5.25 illustrates
how the fitted curves approximate the data and the extrapolations, for v0/h = 164.7 s
−1.
The geometry used for the simulation of EPS 3301 is the same as that used for Rheobay.
The electric permittivity of EPS is ε2 = 1.4 · 10−10 A·s/(V·m) and we chose ε1 = 0.02 ε2.
The density of EPS 3301 is 850 kg/m3. All simulations except those done in order to
make the comparison with the experimental data from Fig. 5.39 are performed for h = 1
mm, E0 = 1 kV/mm, V = 2 kV and v0 = 0.1647 m/s. So, Re = 0.578 and Ma = 0.284.
We considered here also nδ = 0.002. In Subsection 5.2.3 we show the influence of this
parameter on the solution.
Table 5.2: Values of the parameters m and n of (4.29) for different electric field strengths
E0E [
kV
mm] 0 1 2 3 4
m [Pasn] 0.4702 10.8695 23.0439 36.8244 67.0970
n [−] 0.8697 0.3923 0.3249 0.2921 0.2361
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Figure 5.26: Surface plot of the non-dimensional velocity modulus in the vicinity of the
electrodes edges (x1 = −20)
5.2.2 The flow near the electrode ends (long electrodes)
In this Section a similar analysis as in Section 5.1.2 is carried out. In order to study
the influence of the electrode edges on the flow we chose the same configuration of the
electrodes and boundary conditions for the electrical problem as for the ER-material
Rheobay, in Section 5.1.2. Consequently, the different rheological behaviour comes from
the material properties.
One can distinguish three regions: one with small electric field, upstream the entrance
between the electrodes; the transition zone with strongly inhomogeneous electric field
right between the edges and the uniform electric field zone, between the electrodes, far
downstream the edges.
In Fig. 5.26 the velocity modulus is plotted. In the areas ahead and after the electrode
edges, the x2-component of the velocity is very small and does not practically influence
the x1-component of the velocity. The end effect is reduced and the velocity develops
smoothly from the region with reduced electric field to the region with constant electric
field. Cross sectional cuts of the surface plot in these regions are presented in Figures
5.27 and 5.28. The scale of the plot from Fig. 5.28 indicates also the negligible character
of v2 (1/1000 from v1). The profile of v1 from the first zone is close to a Newtonian
profile (reduced pseudoplastic behaviour as it was observed in the experiments for small
electric fields in [92]). It presents the character of the unyielded region in the middle of
the channel, as expected in general for an ER-fluid. To characterize the transition region
we chose three points near the electrode ends: x1 = −20.2, x1 = −20 and x1 = −19.5.
Notice the plateau parts in the plots of v1. The curvature change for v1 in x1 = −20 is
very close to the electrode edge and slightly visible compared with the corresponding plot
of the Casson-like model (middle plot of Fig. 5.6). The x2 component of the velocity is
smaller with 5% relative to the maximum inlet velocity. As for the Casson-like model, the
two extreme values of v2 in x1 = −20.2 (first positive and then negative) and x1 = −19.5
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Figure 5.27: Profiles of v1 at x1 = −23.5,−16.5, respectively
Figure 5.28: Profiles of v2 at x1 = −23.5,−16.5, respectively
Figure 5.29: Profiles of v1 at x1 = −20.2,−20,−19.5, respectively
Figure 5.30: Profiles of v2 at x1 = −20.2,−20,−19.5, respectively
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Figure 5.31: Pressure in the transition zone (x1 = −20 marks the electrode ends)
(first negative and then positive) indicate that the fluid goes around the electrode tips.
In order to study the influence of the electric field on the pressure we plot in Fig.
5.31 the pressure along the channel, over the electrode ends. The transition area is
characterized by a higher pressure gradient compared with the pressure gradient in the
region with small electric field (outside the electrodes) and with the region with constant
electric field (between the electrodes, far from the edges). The difference between these
two regions is not significant. The presence of a higher gradient in the transition zone led
us to the study from Section 5.4 where, on the basis of this observation, we investigated
the possibilities to obtain a better ER-efect.
We continue our study of the transition region near the electrode ends with the plots
of the second invariant of the stretching tensor |D|2 in Fig. 5.32 and of the generalized
viscosity ηgen (4.83) in Fig. 5.33.
Regarding the plot of |D|2 against x1, x2 one can see that the regions with smaller
values of |D|2 around the electrode edges are reduced in comparison with the Casson-
like model (Fig. 5.32). This can be explained by the fact that the ER-fluid EPS is a
material with a reduced ER-effect. However, the plot is qualitatively similar with the
corresponding plot for Rheobay (Fig. 5.11).
In Fig. 5.33 as in Fig. 5.12 one can observe a transition “solid” island between the
electrode ends.
5.2.3 Influence of the parameter δ
As for the Casson-like model, δ can be viewed as a parameter which has to be chosen as
small as possible in order to recover the power-law model (equations (4.47) and (4.48))
from equation (4.62). On the other hand, δ can be viewed as a constitutive parameter
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Figure 5.32: Surface plot of dimensionless |D|2
Figure 5.33: Surface plot of the generalized dimensionless viscosity
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Figure 5.34: ηgen(E = 2, |D|2) for
different values of nδ in the range
10−4 < |D|2 < 0.01 (power-law model)
Figure 5.35: ηgen(E = 2, |D|2) for
different values of nδ in the range
0.01 < |D|2 < 1 (power-law model)
which can be obtained from the experimental data fitted with equation (4.62). Here we
treat it as a small parameter. The number nδ = δh
2/v20 is the dimensionless form of δ.
Figures 5.34 and 5.35 show the influence of nδ on the dimensionless viscosity ηgen(E =
2, |D|2) (according to the formula (4.83)) for different ranges of the argument |D|2. One
can see that its influence becomes more drastic for small values of |D|2. In order to
study the influence of nδ on the solution we plotted in Fig. 5.36 the pressure along the
channel axis containing also the electrode ends for different values of this parameter. The
differences are slightly visible for nδ > 0.002 while for smaller values of nδ the curves are
practically congruent. Similarly, the plots of the velocity profiles in the uniform electric
field and right between the electrode tips are shown in Figs. 5.37 and 5.38, respectively;
they indicate a negligible influence of this parameter on the flow.
5.2.4 Comparison with the experiment
The experiments given in [92] have been performed in configurations consisting of two
parallel electrodes charged non-symmetrically with three different lengths: 2l = 6 mm,
2l = 20 mm, and 2l = 40 mm. The channel height is 2h = 2 mm, the channel length is
2L = 70 mm and the channel width is b = 20 mm. The potential imposed on the upper
electrode is V = 2 kV. The input value for computations is the volumetric flow rate in the
channel Q = 2(n+1)
2n+1
v0hb. The output is the ER-effect which is the dimensionless quantity
F∆p(Q) =
∆pE(Q)
∆pE=0(Q)
− 1 , (5.11)
where ∆p is the dimensional pressure drop calculated from x1 = −30 mm on a length of
60 mm. In Fig. 5.39 the experimental results are compared with the numerical results
for the three lengths of the electrodes. We found qualitative agreement: the ER-effect is
decreasing with increasing volumetric flow rate. As expected, the ER-effect is larger for
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Figure 5.36: Pressure (at x2 = 0) across the electrode end for different values of nδ; insets
show a detail of the pressure near x1 = 20
Figure 5.37: Profiles of v1 in x1 = −16
(between the electrodes) for different
values of nδ
Figure 5.38: Profiles of v1 in x1 = −20
(electrode ends) for different values of
nδ
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Figure 5.39: Comparison of the numerical and experimental results (electrorheological
effect vs. volumetric flow rate)
larger l. The Femlab results are close to the approximate analytic computations (see
Appendix D.2); the end effect is reduced as expected for a big length of the electrode.
5.3 Casson-like vs. power-law for the ER-material
Rheobay
In this Section we perform a parallel analysis of the two models by applying them to the
same material. We investigate the numerical solution dependence on the model. At the
same time we examine the differences between different fittings, especially in the domains
for which no experimental data are provided. We choose for this the ER-fluid Rheobay
and we describe it with the power-law model (4.72) through a refitting process, using the
data of Table 5.1. Let us consider the functions ηiCL(|D|) = ηgen(|D|, Ei), i = 1, 2, 3, 4, 5,
where E1 = 0 kV/mm, E2 = 0.5 kV/mm, E3 = 1 kV/mm, E4 = 2 kV/mm, E5 = 3
kV/mm, ηgen is according to the Casson-like model (4.71) applied to the data of Rheobay
(see Table 5.1 and the paragraph before the Table) and with δ = 150 (nδ = 0.002). By
refitting each of these functions we obtain ηiPL(|D|) = ηgen(|D|, Ei) where ηgen corresponds
to the power-law model (4.72). In Table 5.3 the values of the identified parameters m
and n are given. We mention that we denoted exceptionally, only in this paragraph,
by |D| and ηgen the second invariant of the dimensional strain rate and the dimensional
generalized viscosity, respectively. We did this in order to be consistent with the notation
from the dimensional formulas given in Section 4.3 which are referred here. From now on
|D| and ηgen will denote again the corresponding dimensionless quantities.
Table 5.3: The values of the parameters m and n obtained for the electric field strengths
Ei
in the case of the Rheobay ER-fluid
E0E [
kV
mm] 0 0.5 1 2 3
m [Pasn] 0.0368 11.7015 68.4871 227.91 410.684
n [−] 1 0.2547 0.2498 0.1943 0.2344
By fitting the values of f = m(v0/h)
n (see Subsection 4.3.2) and n we obtained their
dependence on the dimensional electric field E0E:
f(E0E) = f1 + f2(E0E) + f3(E0E)
2 , (5.12)
n(E0E) = n1 + 1/((E0E)n2 + n3) . (5.13)
The coefficients f1, f2 and f3 depend on the values of v0 and h. For v0 = 0.3 m/s and
h = 0.001 m we obtained f1 = 11.04, f2 = 60.1436 mm/kV, f3 = 150.972 mm
2/kV2.
For the function n we found n1 = 0.2096, n2 = 38.7459 mm/kV and n3 = 1.2653. The
function f is written as a series expansion by retaining only the terms up to second order,
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Figure 5.40: Fitting curves for the dependence of the coefficients f and n on the electric
field (for the ER-fluid Rheobay)
while n is described by a rational polynomial function. Figure 5.40 illustrates how the
fitting curves approximate the data. We observe that for E < 0.5 there is a big variation
in the value of n while for E > 0.5, n stays almost constant. The extrapolated part of the
functions f and n (E > 3) reflects the choice of the fitting functions and may be different
according to the type of the used function.
Now substituting f and n as functions of E in formula (4.83) we obtain the dimen-
sionless power-law viscosity for the Rheobay material.
In Fig. 5.41 we plotted the relative variation of the dimensionless viscosity of the
Rheobay fluid described with the power-law model relative to the Casson-like dimension-
less viscosity (obtained in Subsection 5.1.1), (ηCLgen − ηPLgen)/ηCLgen. The domains of |D| and
E are chosen to cover all the values obtained in a typical numerical simulation. The
obtained relative variation has a range from -20% to 80% which is relatively small if we
take into account that the extrapolation of f and n contains a high degree of freedom.
In Fig. 5.42 we plotted the same quantity in gray levels. Therefore, we can see that
in the region for which experimental data are given, the relative difference is in the range
of ±20%. In the region with high values of the electric field, the discrepancy between the
two viscosities increases to 80%. However the regions of intense electric field (in which the
two viscosities differs by more than 20%) from the cases which we simulated are reduced
to small domains (of order 0.1h, h being half of the channel height) around the electrodes
edges.
Subsequently we simulate the Rheobay fluid with the power-law model, for the same
conditions as in Section 5.2.1, except the inlet velocity which is taken as v0 = 0.3 m/s.
By doing this, we try to trace the finger prints of the Casson-like and power-law models.
We plotted the velocity profiles right at the electrodes tips and the pressure drop across
the transition zone. In Fig. 5.43 the difference is hardly visible (the velocity profiles are
overlapping) while in Fig. 5.44 we realize a small difference in the pressure fields near the
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Figure 5.41: The relative difference of the viscosities of the two models for the same
material (all variables are dimensionless); the plot is colored according to the height of
the surface for a better understanding of the surface form
Figure 5.42: Contours for the relative difference of the viscosities of the two models for
the same material (black accounts for values between -0.2 and 0, grey accounts for values
between 0 and 0.2 and white accounts for value larger than 0.2)
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Figure 5.43: Transition profile of v1
(x1 = 0) for the two models
Figure 5.44: Pressure across the tran-
sition zone in x2 = 0 for the two mod-
els
Figure 5.45: Generalized viscosities for the Rheobay fluid as obtained with Casson-like
(left) and power-law models (right)
exit from the channel part between the electrodes. Nevertheless, along the whole channel,
the pressure drop is only 3% larger when simulating with the Casson-like model than with
the power-law model.
We also analysed the viscosities in Fig. 5.45. The observed differences are in agreement
with the error range shown by Fig. 5.41. We may conclude that both models may be
considered valid ones with a good approximation, and no distinct model characteristics
are observed.
5.4 Enhancing the ER-effect
In technical applications there is a strong interest in obtaining an enhanced ER-effect
(5.11). Many experimental works (see e.g. [4, 92]) have been performed in this direction.
Most attempts are based on the modification of the geometry in such a way that inhomo-
geneities in the electric field are introduced. These investigations show that changes in the
geometrical configurations may lead to a reduction or an enhancement of the ER-effect.
However, it is difficult to distinguish by what measure this enhancement is produced, i.e.
by the electric field inhomogeneities or by the inhomogeneities in the flow which are due
to the modification of the geometry (which appear also when the electric field is switched
off).
The configurations studied in this Section are based on inhomogeneities caused by the
end effects of the electrodes. This means that instead of modifying the geometry, the
electric field inhomogeneities are introduced here by changing the boundary conditions
in the electrical problem. Since by each such change, the formulation of the problem
for vanishing electric field remains unchanged, the increase/decrease in F∆p (see (5.11))
is equivalent to an increase/decrease in ∆p. Consequently, our study will focus on the
examination of the possibilities to obtain larger values of the pressure drop at the same
value of the volumetric flow rate by using the inhomogeneities produced by the electrode
ends.
As Fig. 5.10 and Fig. 5.31 show, the pressure decreases more rapidly around the
electrode edges. In order to analyse how one can use this effect in an optimal way the
simplest elements are investigated: short electrodes (which imply also an interaction
between the left and right electrode edges), an electrode interrupted by a hole and a short
electrode between two holes. The study is performed for both ER-materials Rheobay and
EPS (which are modeled with the Casson-like and power-law equations, respectively, as
described in the previous Sections). Since we treat here (almost) only cases with short
electrodes, all the calculations are done using a completely numerical approach (as defined
in Subsection 5.1.1). The data introduced in Femlab are those given in Subsections 5.1.1
and 5.2.1 (all the lengths in this Section are given relative to the channel height).
Let us investigate first the influence of the electrode length. To obtain the plots of
Fig. 5.46 different lengths 2l of the electrodes were considered, and the pressure drop
∆p = px1=−30 − px1=0 vs. l was computed. For l < 1.5 for the Casson-like fluid and for
l < 2 for the power-law fluid the curves (square points interpolation with continuous lines)
deviate from the linear behaviour (continuous straight lines) which is a consequence of
the electrode ends coupling in the electrical problem. For very short electrodes (stronger
inhomogeneities) the pressure drop is significantly decreasing. For the Casson-like fluid, a
better electrorheological effect is obtained when the electrode edges do not interact while
for the power-law fluid the largest value of the ER-effect is obtained for short electrodes
of length around 0.5 where the electrode ends are strongly interacting. Note that 2 is the
dimensionless height of the channel. The dotted lines of the same figures represent the
pressure drop calculated analytically by neglecting the end effects, namely by applying
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Figure 5.46: Pressure drop from x1 = −30 to x1 = 0 vs. the half length of the electrodes
(Casson-like fluid (left) and power-law fluid (right)): dotted line – analytical evaluation
with 1D model; square points interpolated with continuous line – numerical evaluation
with 2D model; continuous straight line – fit for the behaviour of the pressure drop for
long electrodes
Figure 5.47: Configuration with electrodes interrupted by one “hole”
the formulas of Appendix D. The difference between this curve and the curves obtained
numerically shows the values of additive pressure drops due to the end effects.
In order to see how the value of the pressure drop can be increased, we will investigate
further what happens when the electrodes are interrupted by “holes” of length d (see Fig.
5.47). We study the effect in two cases of charging the 4 electrodes: for V1 = V2 = V
and for V1 = −V2 = V . We call these situations normal and inverse polarity of the
electrodes, respectively. For inverse polarity, when the hole is sufficiently short, there will
appear a stronger electric field that influences the flow more significantly. To illustrate
this effect we plot in Fig. 5.48 the velocity surface in the channel for the Casson-like fluid.
The behaviour for the power-law model is similar. The inhomogeneities in the flow are
stronger near the electrode edges bounding the hole than around the exterior edges. Of
course, one should avoid too short holes which can lead to short circuits.
We computed the average pressure gradient k1 = (p(x1 = − l+d2 )−p(x1 = l+d2 ))/(l+d)
for l = 10 and for variable d. Since the electrodes are sufficiently long, the electric field
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Figure 5.48: Surface plot of the velocity modulus – long electrodes (2l + d = 20) with
holes (of length d = 1) in the middle (inverse polarity) (Casson-like fluid)
Figure 5.49: Average pressure gradient vs. hole length: normal and inverse polarity
(Casson-like fluid (left) and power-law fluid (right))
becomes homogeneous and the flow will be of Poiseuille type around x1 = ± l+d2 , the
middles of the electrodes. By plotting k1 for different lengths of the hole one can compare
the hole effect on the pressure drop. From Fig. 5.49 one can infer pretty similar qualitative
behaviours for both fluids. For d > 1 and normal polarity and for d > 2 and inverse
polarity, the pressure gradient is smaller than that calculated for electrodes without any
hole, k1 = 85.84 (for the Rheobay) and k1 = 4.464 (for the EPS) (corresponding to the
case d = 0 for normal polarity). The behaviour for short holes is different for the two
polarity cases due to the different interaction of the electrode edges in the hole: smaller
values of the pressure gradient for normal polarity due to a reduced electric field in the
hole and higher pressure gradient for inverse polarity since a stronger electric field occurs
in this case in the hole. The optimal length of the hole is the shortest possible without
electric short circuit.
If we introduce more holes, the next step is to study, for inverse polarity, how close
the holes should be placed. To answer this question we study the case of one variable
electrode of length l1 placed between 2 holes of constant length d (see Fig. 5.50).
The electrodes on the left and right sides have length l2. In Fig. 5.51 we plotted the
average pressure gradient k2 = (p(x1 = − l1+l2+2d2 )− p(x1 = l1+l2+2d2 )/(l1 + l2 + 2d) vs. l1
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Figure 5.50: Configuration with electrodes between holes (inverse polarity)
Figure 5.51: Average pressure gradient vs. length of the middle electrode (one electrode
placed between two holes, alternating polarity) (Casson-like fluid (left) and power-law
fluid (right))
for l2 = 10 and d = 1. The optimal length of an electrode between holes of length d = 1
is around l1 = 2 in the Casson-like case while in the power-law case it is around l1 = 1.5.
Having the optimal parameters, one can now design optimal series of electrodes. As
an example we consider a series of five electrode pairs and we compare the pressure over
an interrupted electrode pair with the pressure over an uninterrupted electrode pair (see
Fig. 5.52). One can see that it can be obtained up to 30% enhancement of the pressure
drop when combined optimized series of holes and electrodes are used. To get a better
insight we display in Fig. 5.53 the generalized viscosity. In the case of the Rheobay fluid
we remark two regions with increased viscosity: one along the walls and another one in
the middle of the channel. The first one is due to the high electric field around the edges of
the electrodes. If we had not interrupted electrodes, we would have a continuous yielded
region characterized by a high viscosity in the middle of the channel. But in the case
presented here this region is splitted in islands of high viscosity. One observes a similar
behaviour in the case of the EPS fluid but in a lower extent.
104 Numerical results
5.4.1 Conclusions
In this Section we focused on the pressure drop simulation due to its importance for
application. The effects of the holes and of the length of the electrodes have been computed
that provide direct insight to the building blocks of typical experimental set-ups. The
analysis has been carried out by taking into account the polarity of the electrodes which
critically influence the distribution of the electric field in the channel. A better effect
is obtained by introducing holes in the electrodes and by alternating the polarity of the
electrode cuts as depicted in Fig. 5.50 than taking continuous electrodes. We found
optimal lengths for the electrodes and holes relative to the height of the channel.
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Figure 5.52: Comparison between the pressure over an uninterrupted electrode pair and
the pressure over an optimized series of five electrode pairs (inverse polarity)
Figure 5.53: Surface plot of the generalized viscosity for an optimized series of five elec-
trode pairs (inverse polarity)

Chapter 6
Summary and concluding remarks
Using the governing equations of electrorheology we formulated a boundary value problem
for the steady pressure driven channel flow of electrorheological fluids under inhomoge-
neous electric fields and we analysed this electrorheological problem by means of applied
mathematics. To our knowledge, this is the first time when an ER-problem involving an
inhomogeneous electric field (the electric field is not a constant parameter but a variable
to be determined from the problem) is solved mathematically.
The electro-mechanical problem is decoupled in a pure electrical problem and a me-
chanical problem which is influenced by the electric field.
The electrical problem consists in the Laplace equation while the boundary con-
ditions are formulated by taking into account the end effects of the electrodes and the
influence of the material outside the channel. First the problem is solved in the case of
semi-infinite electrodes by using the Wiener-Hopf method which is appropriate to this
elliptic BVP with mixed boundary conditions. The solution has a high degree of gener-
ality. First it can be applied to several configurations of electrodes: with non-symmetric
boundary conditions, with symmetric and anti-symmetric boundary conditions or to a
configuration with one electrode inside the fluid. Second, each of this configurations can
be extended to the case of finite electrodes provided that the far edges of the electrodes
do not interact. Third the solution depends on parameters like the height of the domain,
the height of the channel and the ratio of the permittivities, each of them having a certain
influence on the profile of the electric field. Let us mention briefly the advantages of this
analytical solution for the electric field:
• it gives us the possibility to determine explicitly the singularity at the electrode
tips; we obtained square root singularities there.
• comparing with the numerical solution, the analytical one is determined for an
infinite domain in the x1-direction.
• it was used to test, validate and benchmark the corresponding numerical solution.
• when simulating the ERF flow, we used it in the fluid problem to reduce computing
time and usage memory in this way.
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The inconvenience is the form of the solution but this is overcome by using truncation
of the infinite sums in the numerical approach.
Concerning the mechanical problem one remarks that due to the end effects the
flow is no longer viscometric but bidirectional.
In order to decide the constitutive function for the Cauchy stress tensor we took
into account both the experimental evaluations of several ER-fluids and the theoretical
approaches in the literature. We chose two models which can be viewed either as gener-
alization of the one-dimensional Casson-like (which in its turn includes the Bingham and
Casson models as particular models) and power-law models or as the particularization
of certain three-dimensional models existing in the literature. We have used a trick to
eliminate the two branched form of these functions and to avoid vanishing denominator
by including a small parameter δ in the denominator in such a way that the original
models are recovered when δ → 0. We denoted these adapted functions for the numerical
approach as “alternative”. The constitutive parameters depend on the electric field and
since this is inhomogeneous, they are space dependent. The dependence on the electric
field is obtained for each ER-material by fitting data measured in viscometric flows.
One cannot find analytical solutions for this non-linear problem except for the particu-
lar case of constant electric field which is solved analytically for both constitutive models.
By using the Femlab software, a program based on the finite element method, we sim-
ulated the channel flow of two commercially available electrorheological fluids: Rheobay
TP AI 3565 and EPS 3301. We have used the alternative Casson-like model to describe
the Rheobay ER-fluid and the alternative power-law model to describe the EPS ER-fluid.
As the validation of our computing model we found good agreement between our
results and experiments.
The simulations proved that the inhomogeneities in the electric field may lead to an
enhancing of the ER-effect but may also reduce the ER-effect.
First, simulating the pressure along the part of the channel containing the electrode
ends we shown that due to the inhomogeneities present there the pressure decreases more
rapidly around the electrode edges. This was more clearly seen in the case of the Rheobay
fluid but in a lower extent was also observed for the EPS fluid. We further analysed how
can one use this effect in an optimal way. We investigated the simplest elements: short
electrodes (which imply also the interaction between the left and the right edges of the
electrode) and electrodes interrupted by a hole. Here there were defined two special cases
of charging the electrodes denoted by normal and inverse polarity. Eventually the last
one proved to be the most efficient one. We observed stronger inhomogeneities in the
flow near the electrode edges bounding the hole than around the exterior edges. The
third building block consists in the configuration with a short electrode between two
holes (inverse polarity). We found optimal length of an electrode, of a hole and of the
distance between two holes. Having the optimal parameters we could design optimal series
of electrodes. At last we mention that beside the optimization studies, our computing
model can be applied also to examine the behaviour of several fields such as velocity,
second invariant of the strain rate tensor and generalized viscosity for both constitutive
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models in inhomogeneous electric fields.

Appendix A
Selected results from Complex
Analysis
For more details we refer the reader to [71, 89] for the subject treated in A.1, to [1, 54]
for A.2 and to [54, 89] for A.3.
A.1 The Fourier transform with complex argument
Let us recall first the definition of the Fourier integral
F (ω) =
1√
2pi
∞∫
−∞
f(t)eiωtdt (A.1)
of an absolutely integrable function f(t) of the real variable t. The right-hand side of
(A.1) is the ordinary Fourier transform of f denoted by F [f(t)]. Now let s be a real
number such that e−stf(t) is absolutely integrable. Then
F [e−stf(t)] = 1√
2pi
∞∫
−∞
f(t)e(iω−s)tdt . (A.2)
We can define now the Fourier transform with the complex argument ζ = ω + is of the
function f
F (ζ) =
1√
2pi
∞∫
−∞
f(t)eiζtdt . (A.3)
If there are two real numbers s1 < s2 such that both e
−s1tf(t) and e−s2tf(t) are absolutely
integrable then F (ζ) is defined for all ζ in the strip −∞ < ω < ∞ and s1 < s < s2 and
it is an analytic function of ζ in this strip.
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It is easy to verify that all the operational rules valid for the ordinary Fourier transform
hold also for complex values of ζ. We mention here that if e−stf(t) is absolutely integrable
and continuous and e−stf ′(t) is absolutely integrable then
F [f ′](ζ) = −iζF [f ] . (A.4)
Similarly we have
d
ds
F [f ] = F [itf(t)](ζ) , (A.5)
provided that tf(t)eiζt is absolutely integrable.
Concerning the inversion of the complex Fourier transform we should mention that
when prescribing an analytic function F (ζ) it is necessary to specify for what values of
Im ζ it is to be a Fourier transform. Different ranges of Im ζ may give different inverse
transforms.
A.1.1 The unilateral Fourier transforms
In the Wiener-Hopf procedure not only the bilateral Fourier transform (A.3) is used but
also the unilateral Fourier integrals
F+(ζ) =
1√
2pi
∞∫
0
f(t)eiζtdt , (A.6)
F−(ζ) =
1√
2pi
0∫
−∞
f(t)eiζtdt . (A.7)
We recall here an important property of these functions [71]:
If the function f(t)e−at is absolutely integrable over the positive real axis, then it
can be easily shown that the infinite Fourier integral (A.6) is absolutely and uniformly
convergent for all values of ζ in the half plane Im ζ ≥ a. Similar conclusions can be drawn
if we assume that the function f(t) is absolutely integrable over any finite subinterval of
the positive real axis and is of exponential growth at infinity,
f(t) = O(eat) , t→∞ . (A.8)
In this case it can be shown that the unilateral Fourier integral is absolutely and uniformly
convergent for all values of ζ in the upper half plane Im ζ > a.
In the same manner one can show that the unilateral Fourier integral (A.7) is absolutely
integrable and uniformly convergent for all values of ζ in the lower half plane Im ζ ≤ b
provided that the function f(t)e−bt is absolutely integrable over the negative real axis.
Similarly, the supposition that the function f(t) is absolutely integrable over any finite
subinterval of the negative real axis and is of exponential type on the negative real axis,
then
f(t) = O(ebt) , t→ −∞ . (A.9)
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is sufficient to ensure the absolute and uniform integrability of the function f(t)eiζt over
the negative real axis for all values of ζ in the lower half plane Im ζ < b.
A.2 Formulas related with the Gamma function
The Gamma function has the well-known representation and property
Γ(α) =
∞∫
0
f(t)e−ttα−1dt , (A.10)
Γ(α+ 1) = αΓ(α) . (A.11)
Γ(α) is an analytic function, regular except when α = 0,−1,−2, .... At these points there
are simple poles, the residue at α = −n being (−1)n/(n!). The following formula can be
deduced
Res ( Γ(z1α+ z2) ,
−n− z2
z1
) = (−1)n/n! 1
z1
. (A.12)
We have also
piα/ sinh piα = Γ(1− iα) Γ(1 + iα) , (A.13)
pi/ cosh piα = Γ(
1
2
+ iα) Γ(
1
2
− iα) , (A.14)
{Γ(α)}−1 = αeCα
∞∏
n=1
{1 + (α/n)}e−α/n , (A.15)
∞∏
n=1
{
1 +
α
an+ b
}
e−α/an = eCα/aΓ
(
b
a
+ 1
)
/Γ
(
α
a
+
b
a
+ 1
)
, (A.16)
where C = 0.5772..., is the Euler constant.
Γ(α)/Γ(2α) = 2eCα
∞∏
n=1
{
1 +
α
n− 1/2
}
e−α/(n−1/2)
= Γ
(
1
2
)
eln 2(1−2α)/Γ(α+ 1/2) . (A.17)
Stirling’s formula states that
Γ(α) ∼ e−α αα−1/2 (2pi)1/2 {1 + (12α)−1 + ...} as α→∞ , |argα| < pi . (A.18)
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A.3 Specific theorems which we use in the
Wiener-Hopf approach
Liouville’s theorem. If f(ζ) is an integral function (an analytic function which is regular
in every finite region of the ζ-plane) such that |f(ζ)| ≤ M for all ζ ∈ C, M being a
constant, then f(ζ) is a constant.
Extended Liouville’s theorem. If f(ζ) is an integral function such that |f(ζ)| ≤M |ζ|p
as |ζ| → ∞ where M , p are constants, then f(ζ) is a polynomial of degree less than or
equal to [p] where [p] is the integral part of p.
The infinite product theorem. If f(α) is an integral function of α with simple zeros
at α1, α2,..., then we have the following infinite product representation of f(α)
f(α) = f(0)e{αf
′(0)/f(0)}
∞∏
n=1
(
1− α
αn
)
eα/αn . (A.19)
In this form the exponential factors are necessary to ensure convergence, since we can
have e.g. αn ∼ an + b as n → ∞ in applications. If f(α) is an even function of α, the
roots occur in pairs, ±αn, and f ′(0) = 0, so that we can write
f(α) = f(0)
∞∏
−∞
(
1− α
αn
)
eα/αn = f(0)(
∞∏
n=1
)′
{
1−
(
α
αn
)2}
, (A.20)
where α−n = −αn and the dash denotes that the term n = 0 is omitted.
As examples of this type we have
(αa)−1 sin αa , αna = npi , (A.21)
cos αa , αna = (n− 1/2)pi . (A.22)
Next consider the decomposition of a function K(α) in the form of a product, K(α) =
K+(α)K−(α), where K+ and K− are regular and non-zero in upper and lower half-planes
τ > τ−, τ < τ+ respectively, where τ− < τ+. Sometimes this decomposition can be
guessed. Obviously any decomposition of this type is not unique since we can multiply
K+ by any integral non-zero function providing that we divide K− by the same factor.
If K(α) is an integral function which can be expressed as an infinite product then
the decomposition is immediate. The important case from our point of view occurs when
K(α) is an even function of α. Then the roots occur in pairs, say α = ±αn, andK ′(0) = 0.
From (A.20) we can write
K(α) = K(0)
∞∏
n=1
{1− (α/αn)2} . (A.23)
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This can be decomposed in the form
K±(α) = K(0)
1/2e∓χ(α)
∞∏
n=1
{1± (α/αn)}e∓(α/βn) , (A.24)
where upper and lower signs go together and the terms have been arranged so that all the
zeros of K+(α) (K−(α)) lie in the lower (upper) half-plane. Hence K+(α) is regular and
non-zero in the upper half-plane (Imα) > −(Imα1). The function χ(α) is arbitrary and
can be chosen to ensure that K+, K− have suitable behaviour as α → ∞ in appropriate
half-planes. The infinite product has in general exponential behaviour as α→∞ whereas
the functions which need be decomposed have algebraic behaviour at infinity due to
additional terms multiplying the infinite product. These facilitate usually the choice of
χ(α). The correct choice of χ(α) is crucial for the successful application of the Wiener-
Hopf technique.
When the function has a branch point, the infinite product method will break down.
Asymptotic relations between functions and their Fourier transform (Abelian
theorem). If, for −1 < η ≤ 0
f(x) ∼ Axη , when x→ ±0
x→∞
}
, (A.25)
then
F±(α) ∼ A(2pi)−1/2Γ(η + 1)e 12pii(η+1)α−η−1 , when α→∞α→ ±0
}
, (A.26)
respectively, where α tends to zero or infinity along paths in the upper half-plane , (Imα) >
0 in the case of upper-sign (+) and in the lower half-plane, (Imα) < 0 in the case of
lower-sign (−). F+ and F− are the unilateral Fourier transforms of f(z) defined in (A.6)
and (A.7), respectively.
Jordan’s Lemma. If f(z) is analytic for Im z ≥ 0 except at points z1, z2, ..., zn with
positive imaginary parts, if
lim
R→∞
 max
|z|=R
Imz≥0
|f(z)|
 = 0 , (A.27)
and if ω > 0, then
lim
R→∞
R∫
−R
f(x)eiωxdx = 2pii
n∑
l=1
Res(f(z)eiωz, zl) . (A.28)
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Similarly we have for the lower half plane: if f(z) is analytic for Im z ≤ 0 except at points
z′1, z
′
2, ..., z
′
n with negative imaginary parts, if
lim
R→∞
 max
|z|=R
Imz≤0
|f(z)|
 = 0 , (A.29)
and if ω < 0, then
lim
R→∞
R∫
−R
f(x)eiωxdx = −2pii
n∑
l=1
Res(f(z)eiωz, z′l) . (A.30)
Appendix B
Why to consider a bounded domain
in the x2-direction?
Here we give an explanation by presenting the difficulties encountered when we tried to
solve analytically the problem treated in Chapter 3 but with an infinite domain in the x2-
direction. Let us consider the anti-symmetric problem in the upper-half plane unbounded
in x2-direction. Instead of (3.18)-(3.23) we have
∇2ϕa = 0 in −∞ < x1 <∞, 0 ≤ x2 ≤ ∞ , (B.1)
with the boundary conditions
ϕa (x1, h) = V, x1 ≥ 0 , (B.2)
ϕa (x1, 0) = 0, −∞ < x1 <∞ , (B.3)
ϕa,1 (x1, h
+) = ϕa,1 (x1, h
−), x1 ≤ 0 , (B.4)
ϕa,2 (x1, h
−) = c ϕa,2 (x1, h
+), x1 ≤ 0 , (B.5)
lim
x2→∞
ϕa(x1, x2) = 0, −∞ < x1 <∞ . (B.6)
We mention that the approach we employ below does not depend on the type of configu-
ration (our explanation is valid also for the symmetric and the non-symmetric cases). We
drop in what follows the upper index ”a”. If we apply the Fourier transform (3.49) in x1
to equation (B.1) we find an ordinary differential equation
d2Φ(α, x2)/dx
2
2 − α2Φ(α, x2) = 0 in −∞ < α <∞, 0 ≤ x2 <∞ . (B.7)
which has the solution
Φ(α, x2) =
{
A1(α) e
−γx2 +B1(α) eγx2 , 0 ≤ x2 ≤ h ,
A2(α) e
−γx2 +B2(α) eγx2 , h ≤ x2 <∞ . (B.8)
where γ =
√
α2. A difficulty arises since γ is a multi-valued function of α. Which branch
of the function
√
α2 should be chosen so that (B.8) represents a solution of (B.7) which
118 Why to consider a bounded domain in the x2-direction?
can be inverted to give ϕ(x1, x2)? In order to apply the Wiener-Hopf method we should
implicitly assume that for any x2, Φ exists in a strip τ− < τ < τ+, −∞ < σ < ∞ of the
α-plane (α = σ + iτ) and that Φ(α, x2) is bounded as x2 → ∞ for all α in this strip.
Related to this, the sign of Reγ is a critical quantity. For instance, if we choose
√
α2 = α
or
√
α2 = −α, then the boundedness restriction of Φ as x2 → ∞ applied to (B.8) yields
A2 = B2 = 0.
It seems that this problem is difficult in this point just because we deal with the Laplace
equation. Usually the Wiener-Hopf technique is applied to solve problems connected with
the steady-state wave equation
∂2ϕ
∂x21
+
∂2ϕ
∂x22
+ k2ϕ = 0 , (B.9)
where k2 has a positive imaginary part, when damping is present. The solution of this
equation after the Fourier transformation looks exactly as (B.8), the only difference being
the form of the function γ =
√
α2 + k2. Now, γ(α) can be interpreted in such a way that
it has a domain of analyticity for −Imk < τ < Imk, in which, Reγ > 0. Then it is easy
to see from (B.8) that the boundedness of Φ when y → ∞ yields B2(α) = 0 (see [54]).
However, k = 0 cannot be considered as a particular case of this problem because then,
the domain of analyticity collapses to zero. That is why one way to solve the Laplace
equation is to consider it as a limiting case of the Helmholtz equation (B.9), for which we
apply the Wiener-Hopf technique and then let k → 0 in the final solution but we found
this way too difficult for our problem.
There is another possibility (for which we made our choice) suggested by Carrier [19].
First it should be realized from (B.8) that only one branch of the multi-valued function√
α2 can be chosen which can lead to a solution of the problem (in order to avoid the
trivial coefficient pair A2 = B2 = 0)
√
α2 =
{
α , Re α > 0 ,
−α , Re α < 0 . (B.10)
Unfortunately, there is no horizontal strip (not even a horizontal line) in the α-plane on
which this interpretation of the
√
α2 function is analytic. In order to avoid this difficulty,
a parameter can be introduced. Using a similar idea as in [19, p. 380] we can write
√
α2 = lim
δ→0, δ>0
√
α2 + δ2 . (B.11)
We take γ =
√
α2 + δ2 =
√
α2 − (iδ)2 and we defer the limiting process until we obtain
the solution of the problem. If the branch of the function γ =
√
α2 + δ2 is so chosen such
that γ → σ as α = σ → +∞, where the α-plane is cut by two straight lines from −iδ
to −∞ in the lower half-plane and from iδ to +∞ in the upper half-plane respectively,
then γ is regular for −δ < τ < δ [54, p. 10, 29]. We have also, γ = δ when α = 0 and
γ → |σ| when α = σ → −∞. From these considerations, from the assumptions before
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(3.71) about the function ϕ(x− 1, x− 2) and since the limiting process for δ will be done
before the limiting process for ε (so we consider 0 < δ < ε), we will choose τ− = −δ and
τ+ = 0. Taking into account that Reγ > 0 for τ− < τ < τ+ [54, ex. 1.3, p. 39], solution
(B.8) becomes
φ(α, y) =
{
A1(α) e
−γx2 +B1(α) eγx2 , 0 ≤ x2 < h ,
A2(α) e
−γx2 , h ≤ x2 <∞ , (B.12)
where γ =
√
α2 + δ2. The Fourier boundary conditions are
Φ+(α, h
+) = Φ+(α, h
−) = Φ0 , (B.13)
Φ−(α, h+) = Φ−(α, h−) , (B.14)
(Φ−)′(α, h−) = c (Φ−)′(α, h+) , (B.15)
lim
x2→∞
Φ−(α, x2) = lim
x2→∞
Φ+(α, x2) = 0 , (B.16)
Φ+(α, 0) = Φ−(α, 0) = 0 , (B.17)
where Φ+(α, x2), Φ−(α, x2) and Φ0 are given in (3.55)-(3.57).
Writing (B.12) on the boundaries yields
φ+(α, h
+) + φ−(α, h+) = A2(α) e−γh , (B.18)
φ+(α, h
−) + φ−(α, h−) = A1(α) e−γh +B1(α) eγh , (B.19)
φ+(α, 0) + φ−(α, 0) = A1(α) +B1(α) , (B.20)
φ′+(α, h
+) + φ′−(α, h
+) = −γ A2(α) e−γh , (B.21)
φ′+(α, h
−) + φ′−(α, h
−) = −γ A1(α) e−γh + γ B1(α) eγh , (B.22)
φ′+(α, 0) + φ
′
−(α, 0) = −γ A1(α) + γ B1(α) . (B.23)
From now on, the α-argument of the functions will be dropped.
Substituting (B.13), (B.14) and (B.17) in (B.18)-(B.20) we obtain first
A2 = A1(1− e2γh) = −B1(1− e2γh) . (B.24)
Consequently, (B.12) becomes
φ(α, x2) =
{ −2A1 sinh (γx2) , 0 ≤ x2 < h ,
−2A1 sinh (γh) eγ(h−x2) , h ≤ x2 <∞ . (B.25)
Using (B.24) in (B.18)-(B.23) we have also the following relations from which we intend
to obtain equations of Wiener-Hopf type
Φ0 + φ−(h) = −2A1 sinh (γh) , (B.26)
φ′+(h
+) + φ′−(h
+) = 2γ A1 sinh (γh) , (B.27)
φ′+(h
−) + cφ′−(h
+) = −2γ A1 cosh (γh) , (B.28)
φ′+(0) + φ
′
−(0) = −2γ A1 . (B.29)
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We multiply (B.27) by c and subtract it from (B.28). Let us denote F+ = cφ
′
+(h
+) −
φ′+(h
−) and F− = Φ−(α, h). If we eliminate A1 between the original equation and (B.26)
we finally obtain
F+ = −γ [ c+ coth (γh) ]F− − γ Φ0 [ c+ coth (γh) ] , (B.30)
where γ =
√
α2 + δ2. For the particular case c = 0, this equation becomes much simpler
but c = 0 has no physical sense.
(B.30) can be written as a Wiener-Hopf equation
K(α)F+(α) + F−(α) = −Φ0(α) , (B.31)
where
K(α) =
1√
α2 + δ2 [ c+ coth (
√
α2 + δ2 h) ]
, (B.32)
where F+(α), Φ0(α) are regular for τ > τ−, F−(α) is regular for τ < τ+ and K(α) is
regular for τ− < τ < τ+.
Unfortunately we didn’t succeed to derive a correct factorization of K(α), namely to
derive two functions K−(α) regular for τ < τ+ and K+(α) regular for τ > τ− so that
K(α) = K−(α)/K+(α) . We tried to apply the following procedure: first we derived an
appropriate form of K(α) for its factorization,
K(α) =
h
γh
sinh (γh)
[ c sinh (γh) + cosh (γh) ]
. (B.33)
For c 6= 1 we calculated
1
c sinh (γh) + cosh (γh)
=
2eγh
e2γh(c+ 1) + 1− c
=
2eγh
(1− c) [ e2 (γh+c1) + 1] =
1
(1− c) ec1 e
2 (γh+c1) + 1
2eγh+c1
=
1
ec1(1− c) cosh (γh+ c1) , (B.34)
where c1 =
1
2
ln
c+ 1
1− c is a positive constant and we wrote K(α) in the form
K(α) =
h
c2
sinh (γh) (γh)−1
cosh (γh+ c1)
, (B.35)
where c2 = e
c1(1− c).
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To factorize the function K in the general case (c 6= 1) seems to be quite complicated.
The function L(α) := sinh (γh)(γh)−1 can be factorized using the infinite product theorem
for an even function (see Appendix A.3). However this is not valid for the function
H(α) := cosh (γh + c1) because H is not an analytic function. To be precise, it has
branch points due to the presence of γ (in some points, where the branch cuts are chosen,
γ can have two values which differ from each other only by the sign). The expression γ
enters also in L but L is even in γ and in those branch points of γ, L has one unique
value.
When c = 1 the factorization can be done using some results from [54] but ε1 = ε2 is
only a particular case from the physical point of view.
By taking a bounded domain in the x2 direction we are no longer restricted by the
boundedness requirement of Φ in the choice of the branch of the function γ. By choosing
the branch γ = α we could solve successfully the problem formulated in Chapter 3.

Appendix C
Zeros of the denominators of the
W-H kernels
C.1 Zeros of the denominators are purely imaginary
We shall prove here that if α is the solution of the equation (which is the denominator of
(3.74))
(c+ 1) cosh (αH) + (c− 1) cosh (αH − 2αh) = 0 , (C.1)
then α is a pure imaginary number. The real counterparts of equation (C.1) are
cos (τH) cosh (σH) = c1 cos (τG) sinh (σG) ,
sin (τH) sinh (σH) = c1 sin (τG) sinh (σG) .
(C.2)
where c1 =
1− c
1 + c
, |c1| < 1, G = H − 2h < H, σ = Reα and τ = Imα. It is
obvious that the system (C.2) is even in σ and τ so it is sufficient to prove the result in
[0,∞)× [0,∞) .
Case 1. Let us suppose σ > 0 and τ is so that neither cos (τG) nor cos (τH),
sin (τG), sin (τH) vanish. Then we can write from (C.2)
cosh (σG)
cosh (σH)
=
1
c1
cos (τH)
cos (τG)
,
sinh (σG)
sinh (σH)
=
1
c1
sin (τH)
sin (τG)
. (C.3)
Taking into account that the hyperbolic sine and the hyperbolic cosine functions are
positive increasing functions for positive arguments, we may write
0 <
1
c1
cos (τH)
cos (τG)
< 1 , 0 <
1
c1
sin (τH)
sin (τG)
< 1 . (C.4)
Let us denote for simplicity by a := cos (τH), b := cos (τG). If we square now the
previous inequations system, we obtain
0 <
1
c21
a2
b2
< 1 , 0 <
1
c21
1− a2
1− b2 < 1 . (C.5)
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Since |a| < 1 and |b| < 1, (C.5) yields c21 > 1 that contradicts the hypothesis |c1| < 1. So,
in this case no solution is possible.
Case 2. We suppose σ > 0 and that one of cos (τG) , cos (τH), sin (τG), or
sin (τH) vanishes. It is easy to remark from (C.2) that
cos (τG) = 0 ⇐⇒ cos (τH) = 0 , (C.6)
sin (τG) = 0 ⇐⇒ sin (τH) = 0 . (C.7)
If (C.6) holds then (C.2) becomes
± sinh (σH) = ±c1 sinh (σG) . (C.8)
Since sinh x > 0, ∀x > 0, the only possibility of a valid equation (C.8) is
sinh (σH) = |c1| sinh (σG) . (C.9)
However, sinh is an increasing function for positive arguments and since G < H and
|c1| < 1, we have sinh (σH) > sinh (σG) > |c1| sinh (σG). Consequently, no solution is
possible. If (C.7) holds then (C.2) becomes
± cosh (σH) = ±c1 cosh (σG) . (C.10)
and with the same arguments we obtain that no solution is possible, either. From Case
1. and Case 2. it is obvious that σ must vanish. Then (C.1) reduces to the following
equation
cos (τH) = c1 cos (τG) . (C.11)
One can demonstrate analogously that the equation corresponding to the denominator
of (3.75)
(c+ 1) sinh (αH) + (1− c) sinh (αH − 2αh) = 0 , (C.12)
has also only pure imaginary solutions and so, it reduces to
sin (τH) = −c1 sin (τG) . (C.13)
C.2 Localization of the zeros
In this Section a convenient form of the solution of (3.76) and (3.77) (or (C.11), (C.13),
respectively) will be derived. We remark again that these equations are even in τ and we
describe first the solutions in the positive domain. Since the sine and cosine functions are
periodic, we expect that these solutions are periodic, too. In order to investigate this, we
write from (C.11)
cos (τH + 2mpi) = c1 cos (τG+ 2spi) (C.14)
⇔ cos (τ + 2mpi
H
)H = c1 cos (τG+
2spi
G
)G , (C.15)
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where m, s are positive integers. If τ is a solution of (C.11) then τ ′ := τ+
2mpi
H
= τ +
2spi
G
is a new solution of (C.11) provided that
m
H
=
s
G
. (C.16)
Writing
H
G
=
p
q
, where p, q are positive integers, (p, q) = 1, leads to
m = n p , s = n q , (C.17)
for n = 1, 2, 3, .... So if τ is a solution of (C.11), then substituting (C.17) into (C.16) and
then in τ ′ we find that τ +
2nppi
H
is also a solution of (C.11). Since τ = 0 is a solution of
(C.11), we obtain that the principal interval of solution except 0 is (0, 2ppi/H]. All these
considerations hold also for (C.13).
We need to know how many roots of (C.11) and (C.13) exist in this interval. Let
us denote by f(τ) = cos (τH) − c1 cos (τG) and g(τ) = sin (τH) + c1 sin (τG). First we
remark that
sign [f ((l − 1)pi/H)] = (−1)l−1 , (C.18)
sign [g ((2l − 1)pi/(2H))] = (−1)l−1 , (C.19)
for l = 1, 2, 3, .... By use of Darboux’ theorem it follows that f has at least one zero
in each interval ((l − 1)pi/H, (l + 1)pi/H) and g has at least one zero in each interval
((2l− 1)pi/(2H), (2l+1)pi/(2H)). Consequently, the minimum number of the solutions of
the equations (C.11) and (C.13) in the interval (0, 2pi/H] is 2p. To prove that this is the
exact number of the solutions one has to write (C.11) and (C.13) in the complex form.
Using the formula cosx = (eix + e−ix)/2 and denoting in (C.11)
z := eiτH/p , (C.20)
yield a polynomial equation of degree 2p in the variable z. The fundamental theorem
of algebra states that over the complexes such an equation has as many roots (counting
multiplicity) as the degree. Consequently (C.20) has 2p solutions. One can easily see that
for each of these 2p values of z there is a unique τ in (0, 2pip/H] that fulfills equation
(C.20). In an analogous manner, one can demonstrate that (C.13) has no more than 2p
solutions in (0, 2pip/H], too. We note that 0 and 2pip/H are also solutions of (C.13).
Now we can write the complete solutions of (3.76) and (3.77) as τ = ±δnl = ±(δl +
2ppi(n − 1)/H) and τ = 0, τ = ±γnl = ±(γl + 2ppi(n − 1)/H), respectively, l =
1, 2, ... 2p, n = 1, 2, 3..., where δl and γl are the solutions of these equations in the interval
(0, 2pip/H] and (l − 1)pi/H < δl < (l + 1)pi/H, (2l − 1)pi/(2H) < γl < (2l + 1)pi/(2H).

Appendix D
Pressure drop vs. volumetric flow
rate - analytical formulas
Here we give analytical formulas for the pressure gradient vs. volumetric flow rate for
Casson-like (4.31)-(4.32) and power-law fluids (4.29)-(4.30) flowing in a channel configura-
tion with infinite electrodes (see Section 2.2.1). These formulas may be used to evaluate
approximately the pressure drop in configurations with long finite electrodes when ne-
glecting the end effects. Namely, on the electrode-free part of the channel walls, the
pressure drop is calculated by applying the formula for a vanishing electric field while on
the part where the electrodes are placed, the pressure drop is calculated by applying the
formula for a constant electric field, where the value of the electric field is chosen to be
the value established in the homogeneous region, in the middle of the electrodes, far from
the electrode edges. The volumetric flow rate is given by
Q =
b∫
0
h∫
−h
v1(x2)dx2dx3 = b
h∫
−h
v1(x2)dx2 , (D.1)
where b is the width of the channel.
D.1 The Casson-like model
From [28] we have the following formula that relates the pressure gradient k = p,1 with
the volumetric flow rate Q
Q =
b
120 η40k
2
{40
√
2 η0β1β
4
2 + 80
√
2 η0β
3
1 − 4
√
2 β62 − 30
√
2 k2(2h)2η30β1k
2
−120
√
2 η20β
2
1β
2
2 + 15
√
2 k2(2h)2η20β
2
2 + 10 k
3(2h)3η30 − 211/4kh
√
Z1η0β
3
2
−12 21/4 k2(2h)2
√
Z1η
2
0β2 + 2
10/4 kh
√
Z1η
2
0β1β2 + 2
9/4
√
Z1β
5
2
−221/4
√
Z1η0β1β
3
2 + 2
25/4
√
Z1η
2
0β
2
1β2} , (D.2)
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where Z1 :=
√
2 β22 + 4 khη0 − 4
√
2 η0β1. Equation (D.2) yields the volumetric flow rate
of a Newtonian fluid, a Bingham fluid and a Casson fluid for β1 = β2 = 0, β2 = 0 and
β2 = 2
√
η0β1, respectively. The pressure gradient for a vanishing electric field (when
β1 = β2 = 0) is
k = 3Q/(2bη0h
3) , (D.3)
and
Q = 4/3hbv0 , (D.4)
where v0 = v2(0) is the maximum velocity in the channel. Since we use Q as an input
value in our procedure and we want to calculate the pressure drop as output, we have to
invert formula (D.2) in order to obtain the pressure gradient for non-vanishing values of
the electric fields. Analytically, this is not possible but using the softwareMathematica
[91] we may obtain k as a function of the volumetric flow rate Q and of the uniform electric
field Eu (for the definition of Eu, see Section 5.1.5). The pressure drop measured from
x1 = −30 on a distance of 60 mm for the configuration used in experiments (see Section
5.1.5) may be calculated approximately as
∆p = 3Qη0/(2bh
3) (0.06− 2l) + 2l k(Q,Eu) . (D.5)
The non-dimensional pressure drop may be obtained easily as ∆˜p = ∆p/p0, where p0 =
η0v0/h is defined in Subsection 4.3.1. We have
∆p˜ = 2(0.06− 2l)/h+ 2lh k(Q,Eu)/(η0v0) . (D.6)
D.2 The power-law model
If we solve the problem (2.86)-(2.92) for a power-law fluid (4.29)-(4.30) we obtain (assum-
ing c2 = 0, k < 0) the following velocity field
v1(x2) =
k1n
n+ 1
(h(n+1)/n − |x2|(n+1)/n) , (D.7)
where k1 =
(−k
m
)1/n
. Now, calculating the volumetric flow rate yields
Q =
2(n+ 1)
2n+ 1
v0hb , (D.8)
where
v0 = v1(0) =
k1n
n+ 1
h(n+1)/n , (D.9)
is the maximum velocity in the channel. Inverting this formula we obtain
k = −
(
Q(2 + 1/n)
hb
)n
m
h
. (D.10)
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The electrorheological effect (5.11) measured from x1 = −30 on a distance of 60 mm for
the configuration used in experiments (see Section 5.2.4) may be calculated approximately
as
F∆p =
2l(k − k0)
0.06k0
, (D.11)
where
k0 =
(
Q(2 + 1/n0)
hb
)n0 m0
h
, (D.12)
is the pressure gradient in the vanishing electric field.

Appendix E
Notation
Throughout the whole text the Einstein’s summation convention on repeated indices is
used.
(),i is used to abbreviate the partial derivative of the quantity () with respect to xi,
i.e. ∂()
∂xi
. If () has one argument only then ()′ and ()′′ denote the first order derivative of
() and the second order derivative of (), respectively.
D()
Dt
denotes the material derivative of the quantity () which is defined by
D()
Dt
:=
∂()
∂t
+ vj
∂()
∂xj
=
∂()
∂t
+ vj(),j , (E.1)
where vj denotes the components of the velocity fields.
∗
() denotes the convective derivative which for a vector Vi is defined by
∗
Vi=
DVi
Dt
− vi,jVj + vj,jVi . (E.2)
52 denotes the Laplace operator.
In expressions like f(±c±) the upper index “+” indicates the limit of the function f
as x, the argument of f , tends to ±c from positive values of (x∓ c) and the upper index
“−” indicates the limit of f as x tends to ±c from negative values of (x∓ c).
Res(f, z0) denotes the residue of the function f in the point z0 (see [89] for the definition
of the residue).
We use the notation f(x) = O(g(x)) when x tends to some given limit, if the absolute
value of the ratio f(x)/g(x) is bounded by some given positive constant when x tends
to its limit and we say that f(x) is at most of the order of g(x). If the ratio of the
two functions f(x) and g(x) tends to unity when x tends to some given limit we write
f(x) ∼ g(x) and we say that the functions f(x) and g(x) are asymptotically equivalent
in the neighborhood of the limit point.
The symbol ⊗ denotes the outer (dyadic) product of two vectors which is a 2-tensor;
if u, v are two vectors in R3 we have (u⊗ v)ij = uivj.
The second invariant of a 2-tensor A is denoted by |A| i.e. |A| :=√AijAji.
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