ABSTRACT We present an algorithm for estimating a sequence of articulated upper-body human pose in unconstrained videos. Most previous work often fails to locate forearms in those video scenes suffering from illumination varieties, background clutter, camera shake, or occlusion. In order to deal with such intractable cases, we propose a novel algorithm for addressing the problem of certain body parts localization. The proposed approach can be roughly divided into two steps: first, a spatial model is designed to capture the high-order relationship between adjacent parts and meanwhile to generate a set of configurations in each frame under the temporal context constraint; second, a competitive method is presented to select the best body parts among diverse pose configurations. In this paper, the proposed algorithm focuses on the unconstrained video scenes and improves the detection precision of certain body parts with high degree of freedom. Moreover, the proposed algorithm can be well applied to a very challenging dataset named Movies. Experimental results show that the proposed algorithm can dramatically improve performance compared with those related algorithms on two benchmark datasets (MPII and SHPED datasets) and on our Movies dataset.
I. INTRODUCTION
Articulated human pose estimation plays a vital role in computer vision area, such as human action recognition, character animation and image understanding. The target of pose estimation is to detect the positions of human body parts in images or videos. However, there are no versatile yet efficient solutions available for all scenarios. Several factors make this task challenging, such as the variability of human appearances, illumination varieties over a diverse palette of lighting conditions and camera viewpoint, background clutter, and occlusion. An influential approach for articulated human pose estimation using part-based models is proposed in [1] , which has successfully captured the pairwise spatial relationships between the parts. However, the method in [1] performed poorly on certain body parts such as forearm.
Using original pictorial structure (PS) [2] , Felzenszwalb et al. [3] proposed a simple appearance model for human body while requiring background elimination. This structure ties body parts together based on the conditional random field (CRF) leading to tractable and efficient inference. Recently, pose estimation methods [4] employed more complex appearance models based on this structure. Many methods, such as [1] and [2] , [5] - [8] , decompose the entire body into rigid parts. Templates of the body parts will be obtained by learning from the large-scale dataset. Conditional constraints between body parts are generally employed to strengthen the model [10] - [14] . Although conditional constraints can help to strengthen the model, they may break the tree structure of different body parts. To deal with this problem, approximate inference methods such as sampling [10] , [12] , [13] are also presented.
In our approach, spatial and temporal context is utilized to restrain certain body parts. A set of plausible configurations is captured (pose set) in each frame under the restraints of both temporal context and spatial condition. The precision of complex body parts detection is improved in our process. By combining the method proposed by Dennis Park [15] , the proposed approach ensures that the configurations perform best but do not overlap. However, some body parts are estimated best in this configuration while others in another one. Therefore, how to ensure that each component in the first best configuration performs best is a problem. An approach is then proposed to select an optimal configuration of human pose from the pose set. This strategy can be briefly described as that we first break the N-best configurations into body parts and then sample best ones from the first node to the end node. By using the proposed strategy, the final human pose will be an optimal configuration with the best performance.
In terms of numerical evaluation, our model outperforms the similar methods on two benchmark datasets (MPII dataset and SHPED dataset) and a novel dataset addressed in this paper named Movies.
A. RELATED WORK
There exists a large body of works [7] , [16] - [18] tackling the problem of human pose estimation in recent years. Early methods [19] , [20] focused on human pose estimation in controlled environment. Although human pose estimation algorithms [1] , [21] - [24] in unconstrained scenes have progressed in the last few years, they can only be applied to single images. Video based human pose estimation [15] , [25] - [27] in unconstrained scenes is still an open problem.
There has been a recent thrust in methods that aim to estimate human pose in a single image. Methods [1] , [5] , [18] , [28] , [29] based on PS describe the human body as a tree structured graphical model with kinematic priors of connected limbs. These methods have performed well in the case of visible limbs. However, human body parts are too flexible and diverse to be localized, which brings considerable difficulties and challenges to the research work. In order to explore and utilize the higher dependence relationship among components, many methods [1] , [29] - [35] have been proposed. The flexible mixture-of-parts model proposed by Yang et al. [1] described human body parts as a mixture of multiple models. An exponential number of poses can be represented by using the mixed models. The strategy of using hierarchical model to represent the relationship among body parts has been presented in [30] and [31] . On this basis, [34] has given a variety of hybrid types to each hidden node, so that it has a more ''human-like'' expression for human pose estimation.
In the video domain, researches focus on the methods of establishing a reasonable time link between the neighbor frames and generating a continuous, smooth poses over the time. Most of them heading for two directions, respectively, articulated motion parsing [10] , [36] - [38] and tracking-by-detections [15] , [25] , [26] . For the latter, the algorithms can be roughly divided into two steps: firstly, they estimated the human pose in each frame, such as proposed in [15] and [25] to generate a number of different candidates for each frame and smooth the pose space across the entire video sequences; secondly, to find the temporal information in the sequences, [26] and [27] addressed the model to obtain the correlation over the time. Ramakrishna et al. [26] modeled the symmetric structures of the body parts and proposed an effective approximate solution to the problem. In [15] , many pose candidates have been generated in each frame, and the most consistent ones that possess high detection scores were selected. Zuffi et al. [38] proposed a new way of integrating information over the time to complete human pose estimation in video.
B. CONTRIBUTION
Two contributions are made in this paper. Firstly, a spatial model is designed to capture the high-order relationship between adjacent parts and meanwhile to generate a set of configurations in each frame under the temporal context constraintwhich is shown in Fig. 1(a) ; secondly, a competitive method is presented to select the best body parts among diverse pose configurations, which is shown in Fig. 1(b) .
The remainder of this paper is organized as follows. The proposed approach is introduced in Section II: the mixtureof-parts model is described in Section II.A; spatial constraint and temporal context are introduced respectively in SectionII.B and II.C; Section II.D shows how to select the optimal pose from configurations. In Section III, we show experimental results and diagnostic experiments on the benchmark datasets. Section IV concludes this paper.
II. MODEL
With a reference to the major steps in Fig. 1 , the main steps of our method are: a) for each frame, obtain a set of configurations of human body under the double restraints of temporal context and spatial condition ( Fig. 1(a) ); b) select an optimal configuration of human pose from the pose set using the strategy that we break the N-best configurations into body parts and then sample best ones successively ( Fig. 1(b) ).
A. MIXTURE-OF-PARTS MODEL
We present an improved model on the basis of the mixtureof-parts model proposed by Yang et al. [1] for its good performance and computation efficiency. This model was first defined in [39] In 2011 and then published in the IEEE Transactions on Pattern Analysis and Machine Intelligence in 2013. However, such an approach often makes errors in the video sequences with cluttered background, motion blur, occlusion or self-occlusion. To solve these problems in the video-based body pose estimation, we introduce a more effective model representation. Previous to the details of our approach, we briefly present the original model.
Supposing that the human body is divided into K parts, I represents an image and z i = x i , y i represents the location of part i, thus z = {z 1 , z 2 , . . . , z k } represents the human pose in I . According to the tree-structured graphical model, the human body can be described as an undirected graph G = (V , E), representing the structure of a human pose. Each vertex V corresponds to a body part and each edge E represents a relational constraints between pairs of parts. Moreover, the human pose estimation is actually a process of locating each component of the human body, the core of which is to estimate the rationality among the configurations , the final human pose will be determined using the strategy that we break the N-best configurations into body parts and then reselect each optimal one. of parts. Therefore, the above problem is indeed transferred into the calculation of scores for multiple configurations in an image. The single-image pose estimation problem is then formulated as the maximization of the following score function score (I , z):
where, φ i (z i ) is an appearance feature term for body part I at the position z i in image I , which is described with a feature vector (e.g. HOG descriptor [40] ), and ψ ij (z i , z j ), compared to a ''spring'', is a pairwise deformation cost between parts (i, j). The first term is used to measure the degree of matching when part i is placed at location z i in the image, whereas the second term depicts the rational distribution of human body parts in space, and it embeds particular kinematic constraints between pairwise parts to ensure that the parts satisfy the actual conditions. Both the part model and the kinematic constraints between pairwise of them can be learned using a structured SVM formulation.
B. SPATIAL CONSTRAINT IN POSES
Mixture-of-parts model proposed in [1] has efficient and tractable inference by restraining the spatial relationship between neighbor parts and maintaining a tree structure.
However, small deformation in templates makes a ''human-unlike'' configuration. To solve this problem, highorder spatial constraint is utilized in our model. The multilayer structure shown in Fig. 2 is composed of body parts and the combination of them. Each node except the root node (body) has a parent. All nodes without children are the original human body parts, and the overall model follows a tree structure.
In this work, we focus on human upper body only, as they convey the majority of information necessary to recognize the actions. Moreover, videos and films usually consist of close-up or medium-shots where legs stay outside the visible frame [7] . Besides our model can be easily extended to the entire body pose estimation. Lets take l = latent (i) for the parents of the node i in our multi-layer structure (Note that the parents here are not the ones in the tree structure), and take type b l , b i for the mixture component of part l, i respectively. Such information is encoded in the spatial constraint term θ li (b l , b i ) , which is a function between the parent type and the child type. For instance, a vertical arm cannot have a horizontal lower arm, so we set θ li (b l , b i ) in this case to be the negative infinity. The score function Eq. (1) is optimized into another form as follows. High-order spatial constraint makes human pose more natural and ''human-like''. For further details, we refer the reader to [34] .
C. MODEL BASED ON TEMPORAL CONTEXT
For pose estimation, dealing with video sequence is more valuable and significant than dealing with single image. Stable kinematical constraints and coincident geometric characteristics of body parts over the time implement a more effective estimation performance. We propose a model based on temporal context aiming at the human pose estimation in the videos, which has excellent performance on the difficult parts.
Given video sequence Vs = I (1) , I (2) , . . . , I (T ) , in which I (t) and I (t+1) represent two neighbor frames, let us take z (Vs) = z (1) , z (2) , . . . , z (T ) for a set of human poses in the video sequence Vs . A revised score function for a single frame I (t) based on Eq.(2) using temporal context is defined as:
where, Score 1 I (t) , z (t) is defined in Section II.B, ε is the normalized parameter (note that the transformations of parameter ε below are normalized parameters.), and the term of Score 1 I (t+1) ,z (t+1) contains the scores of several nodes only and is represented as:
In Eq.(4), we only need to calculate the appearance feature term and the deformation cost of elbows and wrists, as the relation of human body in two neighbor frames is mainly reflected in these two parts.
Back to Eq.(3), λ I (t) , I (t+1) ,z (t) ,z (t+1) is a term for describing a distance betweenz (t) in I (t) andz (t+1) in I (t+1) . We compute it as follows:
where, dist ( * ) is any distance transform and Euclidean distance is specified here. Ldof z
is denoted as an optical flow term proposed by Thomas in [41] . It can be obviously seen in Fig. 3 that forearm gets a high flow term.
Eq.(3) with respect to Eq. (1) increases the temporal and spatial constraints of human body, and improves the accuracy of difficult parts detection significantly such as wrist in video sequences.
D. OPTIMAL SELECTION FROM CONFIGURATIONS
In order to obtain a pose set in each frame which consists of n maximally scoring and non overlapping configurations, we use the Eq. (3) and N-best algorithm [15] . Note that how to select an optimal pose from the set by maximizing the following function is the other contribution of our method.
We take Score 3 Vs, z (Vs) for the score function of the human pose estimation in a video Vs , where Z (t) denotes the set of pose (configurations) in the frame I (t) which is calculated by Eq. (3). What we need is to select z (t) from Z (t) and it is the optimal matching for the frame I (t) . It is obvious that the construction of the set Z (t) will directly affect the results of the pose estimation. We are not sure that an optimal pose z (t) can be found from the set Z (t) in every frame. Eq. (3) based on temporal context completes the task to generate an excellent pose set, but it does not work unless there is an optimal solution in the set.
Usually there are only sectional body parts fitting well in a certain configuration obtained by Eq. (3) . In this work, we propose a new strategy to select the optimal parts from the different poses z (t) in set Z (t) .
In this strategy, we represent the human body as a form of multiple latent nodes or their children, which are painted blue, showed in Fig. 2 . More visually, the human body is represented as in Fig. 4 . Our goal is to pick the best skeleton from the components which are split from the pose set Z (t) , and then combine them into a human pose. Next, we will give more details and the visual description is given in Fig. 1(b) .
Firstly, we take skeleton as z i,j = z i , z j , where (i, j) ∈ E, and then calculate the score of all the skeletons across the whole video sequences as follows:
Compared with formula (6), we only keep the term z We define a distance to describe the difference between the recombined skeletons as follows, which can be understood as VOLUME 5, 2017 is located first, because it is the easiest part to be accurately positioned among all the body parts. We find the head by calculating the maximum value of the score function Score 3 Vs, z
, which is defined in Eq. (7). And then the skeleton linked with head is estimated. After that, we locate the other skeleton joined with the aforesaid one successively. In this process, the score function as follows needs to be maximized.
where Score 3 ( * ) and dist ( * ) are defined in Eq. (7) and (8) respectively, and p (i) represents the parent node of the node i in the tree structure model. We complete the human pose estimation by selecting the optimal skeleton from head to arm successively. In this strategy, each one connected with the next skeleton can be obtained by maximizing the score function. In this way, it can be guaranteed that every skeleton selected from the pose set is the most reasonable one.
III. EXPERIMENTS A. DATASET
In order to verify the effectiveness of our human pose estimation algorithm in this paper, we will first evaluate it on two public datasets, named MPII and SHPED datasets, and a new dataset introduced in this paper named Movies. Details of the three datasets are given in the following part.
MPII: This dataset [42] is a state-of-the-art benchmark for evaluation of articulated human pose estimation. Each image was extracted from a YouTube video and provided with preceding and following un-annotated frames. In this paper, we will take 30 video sequences from MPII dataset, which only contain a single person, and each sequence is composed of 41 frames.
SHPED: This dataset [43] contains 1260 images which are grouped into 42 video clips of 15 frames each. The clips have been extracted from 26 videos obtained from the popular video-sharing website YouTube3 
Movies:
In this paper, we introduce a challenging dataset named Movies, which contains 40 video sequences of 15 frames each from four movies. In contrast to the datasets VOLUME 5, 2017 above, it contains more challenging scenes, which are shown in Fig. 5 , with illumination varieties (Fig. 5(a) ), background clutter( Fig. 5(b) ), and occlusion (Fig. 5(c) ).
B. EVALUATION METRIC
In this section, we describe two metrics for evaluating pose estimation.
PCP: Ferrari et al. [10] describe a broadly adopted evaluation metric (PCP), which measures the percentage of correctly localized body parts. A candidate body part is labeled as correct if its segment endpoints lie within 50 percent of the length of the ground-truth annotated endpoints. This metric was clearly crucial and influential in spurring quantitative evaluation, thus considerably moving the field forward.
PCKh: Similar to [42] , we also use PCKh to evaluate all the results. PCKh is a standard evaluation metric, which measures the percentage of correctly localized body parts with a threshold. This metric is calculated by the following function:
where, (x i , y i ) is the estimated position coordinates of the body parts, x 0 i , y 0 i is the ground truth, len i is the head segment length, and normalized distance ND ∈ [0, 0.5] is a parameter for controlling the threshold. If ND is equal to 0.5, ND * len i is called the standard threshold which is 50% of the head segment length. We choose to use head size because we would like to make the metric independent.
C. EVALUATION OF MODEL COMPONENTS
In Table 1, we show detailed results to further analyze the contributions of each step of our approach. Our (SC) is the proposed method which refines the human pose in a frame using the spatial and temporal context model; Our (SCOC) shows the result by using spatial and temporal context model and the strategy of optimal selection. As we can see from the PCP accuracy results in Table 1 , SC does not necessarily improve the results, which is due to the fact that we are not sure each part in the 1-best configuration is optimal. In contrast, SCOC, as the final method, performs well in various datasets. For example, on the MPII dataset (Table 1 .), SCOC improves upper arm localization by 5% PCP and forearm localization by 6% PCP compared with SC. On the more challenging Movies dataset (Table 1 .), SCOC also shows about 5% PCP improvement on the upper arm and forearm compared with SC.
D. COMPARISON RESULTS WITH SIMILAR ALGORITHMS
We compare the proposed model with three similar human pose estimation algorithms for video sequences: Yang et al. [1] , Park et al. [15] , and Tian et al. [34] . All these three algorithms and our method are based on the deformable part models. Yang et al. [1] first defined the original mixtureof-parts model for pose estimation in [39] , which was late published in the IEEE Transactions on Pattern Analysis and Machine Intelligence in 2013. Park et al. [15] generated N-best configurations from mixture-of-parts model, and ensured that they do not overlap. More recently, Tian et al. [34] proposed a multi-layer structure, which made the combination of body parts more reasonable.
On the three available benchmark datasets, we compare our method with [1] , [15] , and [34] using PCP and PCKh metric. Quantitative results are given in Table 1 , Fig. 6 , Fig. 7 and Fig. 8 , and qualitative results are shown in Fig. 9, Fig. 10 and Fig. 11 .
In Table 1 , it can be seen that all the methods can well detect the head, but perform poorly on the forearm. The method [34] has better detection accuracy than the other two algorithms [1] , [15] for the forearms. This is due to the multi-layer structure which makes the detected human body more ''human-like. Furthermore, The results show that our complete model (SCOS) outperforms the method [34] by nearly 30% PCP on the MPII dataset for estimating upper arm, and 36% PCP for forearm. On the SHPED dataset, SCOS shows 1.3% PCP (upper arm), 30% PCP (forearm) and 0.3% PCP (upper arm), 37% PCP (forearm) improvement over the methods in [15] and [34] respectively. In the more challenging case of the Movies dataset, the accuracy of all methods is reduced drastically. Even so, SCOC shows 12% PCP (upper arm), 13% PCP (forearm) improvement over the method [34] . In order to evaluate the accuracy of four methods more accurately, we also use the PCKh evaluation metric. In Fig. 6, Fig. 7 and Fig. 8 , various methods are evaluated with our complete model on three datasets using PCKh metric. When is equal to 0.5, as we can see in Fig. 6 and Fig. 7 : On the MPII dataset, SCOC surpasses the method [34] by almost 10% PCKh for estimating elbows, and 13% PCKh for wrists; on the SHPED dataset, SCOS shows 9% PCKh (elbows), 14% PCKh (wrists) improvement over [34] . In Fig. 8 , we show the results of the Movies dataset, in which our complete model shows about 16% PCKh and 11% PCKh improvement on the elbows and wrists compared with the method in [34] .
Sometimes the results are not fully reflected by numbers. Therefore, we show detailed results for some consecutive frames, and qualitative comparisons of our approach with [1] , [15] , and [34] for the three datasets are shown in Fig. 9, Fig. 10 and Fig. 11 . It is obvious that our complete model performs much better (please note the forearm, in particular), and the poses are more consistent and all the body parts are located quite accurately. It should be noticed that such big improvement cannot be found in PCP accuracy, because the PCKh results are exactly the same.
We summarize the results of our complete model (SCOC), our partial model (SC), and three similar methods [1] , [15] , [34] , based on PCP metric, for shoulders, upper arm and forearm in Table 1 . Fig. 6, Fig. 7 and Fig. 8 show the comparison between SCOC with three similar methods [1] , [15] , [34] on three benchmark datasets using PCKh metric. Qualitative comparison between our method and the method [1] , [15] , [34] on the three datasets are shown Fig. 9 , Fig. 10 and Fig. 11 . As we can see, our complete model performs much better in localizing forearm (elbows and wrists). In addition, SCOC performs better when dealing with the more challenging Movies dataset.
E. COMPUTATION TIME
We conducted all the experiments on a laptop with Intel Core i7-4710HQ CPU at 2.5GHz and 8GB RAM. On average, to process one frame, the Matlab2012a implementation took about 3s to generate the set of body configurations and 0.5s to select the final optimal pose.
IV. CONCLUSION
In this paper we proposed a novel algorithm for human pose estimation in videos which achieved the state-of-the-art accuracy at an acceptable computational cost.
The main steps of our approach are: 1) capture a set of plausible poses in each frame based on the spatial and temporal context; 2) select an optimal configuration of human pose from the pose set. Besides, we present a more challenging dataset, Movies, containing more complex scenes. Experimental results show that the proposed algorithm improved the accuracy compared with similar methods.
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