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FINITE SYSTEM SCHEME FOR MUTUALLY CATALYTIC BRANCHING
WITH INFINITE BRANCHING RATE
LEIF DO¨RING, ACHIM KLENKE, AND LEONID MYTNIK
Abstract. For many stochastic diffusion processes with mean field interaction, convergence of
the rescaled total mass processes towards a diffusion process is known.
Here we show convergence of the so-called finite system scheme for interacting jump-type
processes known as mutually catalytic branching processes with infinite branching rate. Due
to the lack of second moments the rescaling of time is different from the finite rate mutually
catalytic case. The limit of rescaled total mass processes is identified as the finite rate mu-
tually catalytic branching diffusion. The convergence of rescaled processes holds jointly with
convergence of coordinate processes, where the latter converge at a different time scale.
1. Introduction and Main Results
1.1. The finite systems scheme. The finite systems scheme for interacting diffusion processes
was developed by Cox and Greven [CG90] and Cox, Greven and Shiga [CGS95] as a tool for
a quantitative description of large, but finite, systems in terms of the equilibrium distributions
of their infinite counterparts. In order to describe the idea, it is most convenient to sketch an
example. In fact, we will only describe the so-called mean field finite systems scheme here. For
N ∈ N let SN := {1, . . . , N} be a finite site space. Each site k ∈ SN carries a diffusion process
(XNt (k))t≥0 with values in an interval I. Furthermore, the diffusion processes interact mutually via
symmetric migration. More formally, we have the following set of stochastic differential equations
(the second line being an equivalent reformulation of the first line):
(1.1)
dXNt (k) = (ANXNt )(k) dt+
√
g(XNt (k)) dBt(k)
=
1
N
∑
l∈SN
(
XNt )(k)−XNt )(k)
)
dt+
√
g(XNt (k)) dBt(k), k ∈ SN , t ≥ 0.
Here B(k), k ∈ SN , are independent Brownian motions and the matrix
AN (k, l) =
{
1
N , if k 6= l,
1
N − 1, if k = l,
(1.2)
is the transition operator for migration between sites. The function g : I → [0,∞) is the so-called
diffusion coefficient and is assumed to be sufficiently smooth and well-behaved. We will denote
the continuous time transition matrix of AN by
(1.3) etA
N
(k, l) =
1
N
(
1− e−t)+ 1{k=l} e−t.
Note that etA
N
is the time t transition matrix of a continuous time Markov chain on SN that
makes uniformly distributed jumps at rate 1 and this is the chain defined by the q-matrix AN .
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Most prominent examples are
(a) I = R, gγ(x) ≡ γ > 0, so-called “interacting Brownian motions”,
(b) I = [0,∞), gγ(x) = γ x2, so-called “parabolic Anderson model with Brownian potential”,
(c) I = [0, 1], gγ(x) = γ x (1− x), so-called “stepping stone model”.
Let
(1.4) ΘNt :=
1
N
∑
k∈SN
XNt (k), t ≥ 0,
be the average process of the system (1.1). Due to the choice of AN the matrix multiplication in
(1.1) can be rewritten as
(1.5) dXNt (k) =
(
ΘNt −XNt (k)
)
dt+
√
g(XNt (k)) dBt(k), k ∈ SN , t ≥ 0.
We give a very rough sketch of the basic idea of the finite systems scheme. Assume that ΘN0
converges weakly to some value θ as N →∞. By a law of large numbers, we get limN→∞ΘNt = θ
for all t ≥ 0 and hence, formally, the equation (1.5) for one coordinate converges to
(1.6) dXt(k) =
(
θ −Xt(k)
)
dt+
√
g(Xt(k)) dBt(k), k ∈ N, t ≥ 0,
as N → ∞. The diffusions X(k), k ∈ N, are now independent and (under suitable assumptions
on g) converge for t→∞ to an ergodic equilibrium distribution νθ = νgθ .
Now an appropriate time-rescaling gives a non-trivial limit for ΘN . More precisely, for βN := N ,
under mild assumptions on g, the time-rescaled process (ΘNβN t)t≥0 converges to a diffusion process
Θ which is the solution of the stochastic differential equation
(1.7) dΘt =
√
g∗(Θt) dBt, t ≥ 0.
Here, B is a Brownian motion and
(1.8) g∗(θ) =
∫
g(x) νgθ (dx)
is the (approximate and up to a factor 1/N2) mean contribution of a single coordinate XN(k) to
the square variation process 〈ΘN 〉.
The nonlinear map g 7→ g∗ was studied in a series of papers by [BCGdH93, BCGdH95] and (in a
multi-dimensional situation) [DGdH+08]. In particular, the fixed shapes (i.e. g∗ = c · g for some
c > 0) are (uniquely up to linear factors) identified as
• g(x) = 1 if I = R,
• g(x) = x if I = [0,∞),
• g(x) = x(1 − x) if I = [0, 1].
In the situation of two-dimensional interacting models, formally corresponding to (1.1) with
I = R2+, the only non-trivial fixed shape is g((u, v)) = u · v for u, v ≥ 0. For this situation,
the finite systems scheme was developed by [CDG04].
We see that the average process ΘN fluctuates on a slower time scale than the individual coordinate
processes XN(k). Hence, from time βN t to βN t+s (with s > 0 large) the coordinates have enough
time to converge (independently) to their equilibrium state νgθ′ (given Θ
N
βNt = θ
′). Thus, we should
have (in the sense of weak convergence of finite dimensional distributions)
(1.9) L
((
ΘNβNt, (X
N
βN t(k))k∈SN
)) N→∞−→ ∫ P gt (θ, dθ′) (δθ′ ⊗ (νgθ′)⊗N) ,
where P gt (x, dy) denotes the transition probabilities of Θ from (1.7). One could even expect that
the full processes XN (and not only the marginal at time βN t) converge. To be more precise,
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denote by νˇgθ the distribution of the process (Xt)t≥0, where X is the stationary solution of (1.6).
Then, under some mild regularity conditions on g,
(1.10) L
((
ΘNβNt, ((X
N
βN t+s(k))s≥0)k∈SN
)) N→∞−→ ∫ P gt (θ, dθ′) (δθ′ ⊗ (νˇgθ′)⊗N) .
The statements (1.9) and (1.10) are often referred to as (mean field) finite systems scheme. The for-
mal statements are proved (in greater generality) in [DG93, Theorem 1] and for a two-dimensional
setting in [CDG04].
1.2. The infinite rate renormalization. Consider first the case of one-dimensional interacting
diffusions with compact I = [0, 1]. For the renormalization map g 7→ g∗, the only fixed shape is
g(x) = x(1 − x), that is, the Wright-Fisher diffusion. However, the Wright-Fisher diffusion also
pops up as the result of a renormalization procedure that we explain now. Consider the solution
XN,γ of (1.1) with g replaced by gγ = γ · g for some γ > 0. We assume that g(x) = 0 for x = 0, 1
and g(x) > 0 for x ∈ (0, 1). One can show that, as γ →∞, XN,γ converges (for example in finite
dimensional distributions or in the Meyer-Zheng pseudo-path topology) to a process XN with
values in {0, 1}SN . In fact, in the interior (0, 1) of I, the coordinate processes fluctuate faster and
faster and are thus (in the limit) driven to the boundary of I immediately. Furthermore, since
XN,γt (k)−XN,γ0 (k)−
∫ t
0
ANXN,γs (k) ds, t ≥ 0, k ∈ SN ,
is a martingale, it can be seen that also
XNt (k)−XN0 (k)−
∫ t
0
ANXNs (k) ds, t ≥ 0, k ∈ SN ,
is a martingale. From the martingale property it can be deduced that XN is a voter model with
a symmetric updating mechanism. With this convergence in mind, the voter process can be seen
as an ”infinite rate” (γ = ∞) model. The average process ΘXN of the voter process is known as
the Moran model from population genetics. It is well known that (ΘX
N
Nt )t≥0 converges in finite
dimensional distributions (and even in the Skorohod topology) to the Wright-Fisher diffusion, that
is, to the solution of the stochastic differential equation
dYt =
√
Yt(1− Yt) dBt.
Here we see that the diffusion function g(x) = x(1 − x) shows up in the limiting equation for the
infinite rate renormalization scheme if I = [0, 1]. One could try to find also the fixed shapes for
I = [0,∞) and I = R as limits of an infinite rate renormalization. However, a little thought shows
that the limit as γ → ∞ is either trivial (I = [0,∞)) or not well defined (I = R). Hence, for
interacting diffusions which are one-dimensional at each site not much more can be done.
The situation becomes more interesting in the two-dimensional setting corresponding formally
to I = R2+. Similarly to the universal convergence to the voter process described above, in the
two-dimensional setting, under some conditions on g, there is a non-trivial discontinuous limiting
process XN if for gγ = γg we let γ → ∞. Similarly to the voter process which takes values at
each site in the boundary {0, 1} of [0, 1], the universal limiting process XN takes values in the
boundary of R2+, that is
E := [0,∞)2 \ (0,∞)2.
Remark 1.1. For x = (x1, x2) ∈ R2+ we call the two coordinates the types. If x ∈ E with x2 = 0
we say x is of type 1, if x1 = 0 we say x is of type 2.
The limiting process XN does not depend on the details of the diffusion function g as long as g is
strictly positive in (0,∞)2 and 0 at the quadrant’s boundary E (and is sufficiently regular to allow
existence of a solution to SDEs). See [KM12, Theorem 1.5] for a formal statement. The process
XN is called infinite rate mutually catalytic branching process or MCB(∞) since it was introduced
as infinite branching rate limit of mutually catalytic branching processes as will be discussed in
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the next subsection.
We will show that there is a time scale βN such that (XNβN t)t≥0 converges in the Skorohod topology
to a process that solves the two-dimensional analogue of (1.1) with g((u, v)) = (8/π)uv, the fixed
shape of the transformation g 7→ g∗ in two dimensions. Furthermore, we will develop the finite
systems scheme in the sense of (1.9) and (1.10). Unlike the voter model, the limiting process
XN lacks second moments (but possesses all pth moments for p < 2) and is described by a jump
type stochastic differential equation. Hence, usual standard arguments of computing the square
variation process do not work. Furthermore, the typical scaling in the presence of variances does
not work properly and we have to employ a logarithmic correction:
(1.11) βN =
N
logN
.
1.3. Mutually catalytic branching processes. In this subsection we define the universal infi-
nite rate limiting process XN of two-dimensional interacting diffusion processes on R2+ with sites
space SN . The process is introduced as infinite rate limit of mutually catalytic branching processes
and can be characterized as solution to a stochastic equation.
Dawson and Perkins [DP98] introduced a spatial two-type branching model where the local branch-
ing rate of type 1 is proportional to the amount of type 2 particles at the same site and vice versa.
Furthermore, the infinitesimal individuals migrate through space according to some Markov ker-
nel. In our setting with mean-field interaction AN on SN , the model can be described as the
(unique weak) solution of the system of stochastic differential equations driven by independent
Brownian motions
dXN,γ,it (k) = ANXN,γ,it (k) dt+
√
γ XN,γ,1(k)XN,γ,2(k) dBit(k)(1.12)
for i = 1, 2, k ∈ SN , γ > 0 and t ≥ 0. This model is called mutually catalytic branching model
with finite rate γ, or MCB(γ), and solutions
XN,γt (k) =
(
XN,γ,1t (k), X
N,γ,2
t (k)
) ∈ R2+
are called mutually catalytic branching processes. As one can see, this is a particular case of a
two-dimensional interacting diffusion model with g(u, v) = γuv.
Now we give the description of the infinite rate mutually catalytic branching process MCB(∞).
If in (1.12) we let γ → ∞, then, heuristically, the single coordinates XN,γt (k) are driven to the
boundary E of R2+ immediately. Since the diffusion is isotropic, the distribution of the exit point
does not depend on the specific diffusion coefficient and thus is the same as for planar Brownian
motionW = (W 1,W 2) on [0,∞)2, started atW0 = x (this is a consequence of the Dubins-Schwarz
theorem). Let Qx(dy) denote the harmonic measure of planar Brownian motion on R
2
+, started at
x ∈ R2+. That is, Qx(dy) is the distribution of the exit point of a planar Brownian motion in the
quadrant started at x. Loosely speaking, if site k is populated by type 2, then migration of type
2 individuals results in deterministic (discrete space heat flow) changes while type 1 immigration
results in jump activity.
Using the explicit Lebesgue densities of the harmonic measures Qx for x ∈ (0,∞)2 (see, e.g.,
[KM12, Lemma 1.2]), it is easy to show that for x = (x1, 0) ∈ E, the vague limit
νx := lim
ε→0
1
ε
Q(x1,ε)
exists on E \ {x}. The analogous statement holds for x = (0, x2) ∈ E. The measure νx can
be thought of as the prototypic measure for jumps away from x when there is an immigration
of the respective other type. Due to symmetry and a scaling relation, all the measures νx are
simple transformations (described below implicitly, see also [KM10], discussion before (5.5)) of
the measure ν := ν(1,0). This measure ν on E can be explicitly described in terms of its Lebesgue
densities
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ν(dy) =


4
π
y1
(1 − y1)2(1 + y1)2 dy1, if y1 ≥ 0, y2 = 0,
4
π
y2
(1 + y22)
2
dy2, if y1 = 0, y2 ≥ 0,
(1.13)
on E. Properties of ν are collected in some lemmas in the appendix. The jump structure of the
MCB(∞) process XN is described by means of a Poisson point process N on N× E × R+ × R+
with intensity measure
N ′ = ℓ⊗ ν ⊗ λ⊗ λ.
Here, ℓ denotes the counting measure on N and λ the Lebesgue measure on R+. In order to
describe the intensity of jumps depending on the current state of the system, let
INt (k) := I
N,1
t (k) + I
N,2
t (k)
:= 1{XN,2t (k)>0}
ANXN,1t (k)
XN,2t (k)
+ 1{XN,1t (k)>0}
ANXN,2t (k)
XN,1t (k)
, k ∈ SN .
Note that INt (k) is well-defined because either X
N
t (k) is of type 1, i.e. X
N,1
t (k) > 0 and
XN,2t (k) = 0, or of type 2, i.e. X
N,2
t (k) > 0 and X
N,1
t (k) = 0. Since the off-diagonal entries
of AN are nonnegative, the rates IN,1t (k), IN,2t (k) and INt (k) are nonnegative.
The jumps of MCB(∞) are governed by the function J : E × E → R2
J
(
y, x
)
=
(
J1(y, x)
J2(y, x)
)
,
where the coordinate jumps
J1(y, x) =


(y1 − 1)x1, if x =
(
x1
0
)
,
y2x2, if x =
(
0
x2
)
,
and
J2(y, x) =


y2x1, if x =
(
x1
0
)
,
(y1 − 1)x2, if x =
(
0
x2
)
,
depend on the state x =
(
x1
x2
)
of the system and a point y =
(
y1
y2
)
is chosen from E according to
ν.
The system of stochastic equations characterizing MCB(∞) on SN is
(1.14)
XN,it (k) = X
N,i
0 (k) +
∫ t
0
ANXN,is (k) ds
+
∫ t
0
∫ INs−(k)
0
∫
E
Ji(y,X
N
s−(k))
(N −N ′)({k}, dy, dr, ds),
for i = 1, 2, k ∈ SN and t ≥ 0. The idea is that each coordinate XNt (k) experiences a drift towards
the mean of all coordinates. In addition, it is a (non-trivial) consequence of the particular form of
the jump function J that solutions are forced to remain only at the boundary E of [0,∞)2: Jumps
go from E to E and the compensator cancels with the drift (compare Section 2 of [KM12]). Also
note that the dr-contribution does not play a role for the jump target but instead only determines
the jump rate which is proportional to IN .
6 LEIF DO¨RING, ACHIM KLENKE, AND LEONID MYTNIK
Remark 1.2. To facilitate the understanding of Equation (1.14) let us recall the interpretation
of the jump mechanism through generalized voter processes instead of types (see [DM12]): If just
before time t voter k has opinion A with a strength of conviction x1, that is X
N
t−(k) =
(
x1
0
)
, then
with a rate which is the total conviction strength of all neighbors of opposite opinion B relativized
by the conviction strength x1 of voter k, voter k chooses to reconsider his/her opinion: he/she
chooses a new opinion according to ν. If the point y ∈ E chosen by ν takes the form (y1, 0) then
the opinion of voter k does not change but the strength is multiplied by y1. Conversely, if the
chosen point is (0, y2) then the opinion of voter k changes and the strength is multiplied by y2.
Hence, there are four possible types of jumps:
• opinion A → opinion A:(
x
0
) 7→ (y1x0 ) = (x0 )+ (y1−10 )x = (x0 )+ J ((y10 ) , (x0 ))• opinion A → opinion B:(
x
0
) 7→ ( 0y2x
)
=
(
x
0
)
+
(
−1
y2
)
x =
(
x
0
)
+ J
((
0
y2
)
,
(
x
0
))
• opinion B → opinion B:(
0
x
) 7→ ( 0y1x
)
=
(
0
x
)
+
(
0
y1−1
)
x =
(
0
x
)
+ J
((
y1
0
)
,
(
0
x
))
• opinion B → opinion A:(
0
x
) 7→ (y2x0 ) = ( 0x)+ ( y2−1)x = ( 0x)+ J (( 0y2
)
,
(
0
x
))
By definition, ν has infinite mass on the positive part of the x-axis with a pole at
(
1
0
)
whereas the
mass of ν on the positive y-axis is finite. This means that in finite time there are infinitely many
tiny changes in strength of conviction without changing the opinion whereas there are only finitely
many changes of opinion.
Here is the main theorem for convergence of MCB(γ) to MCB(∞):
Theorem 0 ([KM12, Theorem 1.5]). If XN0 ∈ ES
N
, then (1.14) has a unique weak solution
(XNt )t≥0 with X
N
t (k) ∈ E for all t > 0 and k ∈ SN . The unique solution of (1.14) is called
MCB(∞) and
MCB(γ)
γ→∞
=⇒ MCB(∞)
in the sense of weak convergence in the Meyer-Zheng topology.
The claimed universality of MCB(∞) was also established in Theorem 1.5 of [KM12]: In fact, the
diffusion function is not necessarily g(u, v) = uv as for mutually catalytic branching. The diffusion
function only needs to vanish on E and be positive on (0,∞)2.
1.4. Our Results. We will establish a finite systems scheme for MCB(∞) in the sense of (1.9)
and (1.10) with βN = N/ logN as in (1.11) and with P g replaced by the semigroup P 8/π of
MCB(8/π). Since the major part of the work is proving convergence of the average process, we
formulate this statement in a separate theorem first.
Let
ZN,it :=
1
N
N∑
k=1
XN,it (k), i = 1, 2, k ∈ SN , t ≥ 0,
and ZNt := (Z
N,1
t , Z
N,2
t ) be the average processes. Define the time-rescaled processes
(1.15) X˜N,it (k) := X
N,i
βN t
(k), k ∈ SN , i = 1, 2, t ≥ 0,
and Z˜Nt := Z
N
βN t, where β
N is given by (1.11). We will also write I˜Nt (k) := I
N
βN t(k) for the scaled
jump rates.
Theorem 1. Suppose XN is MCB(∞) on SN with mean-field interaction AN . Assume that
supN∈N E[(Z
N,i
0 )
2] < ∞ for i = 1, 2 and Z˜N0 ⇒ z ∈ R2+ as N → ∞. Furthermore, assume that
there exists a p ∈ (1, 2) such that
(1.16) Cp := 1 + sup
N∈N, i=1,2
1
N
N∑
k=1
E
[
(XN,i0 (k))
p
]
<∞.
FINITE SYSTEM SCHEME FOR INFINITE RATE MUTUALLY CATALYTIC BRANCHING 7
Then (
Z˜Nt
)
t≥0
N→∞
=⇒ (Zt)t≥0,
weakly in the Skorokhod space on R2+. Here, Z = (Z
1, Z2) takes values in R2+ and is the unique
strong solution of
dZit =
√
γ∗ Z1t Z
2
t dB
i
t , i = 1, 2, t ≥ 0,(1.17)
driven by independent Brownian motions B1, B2 with initial condition Z0 = z. The branching
rate is γ∗ = 8π .
Now we come to the formulation of the finite systems scheme. Denote by (P
8/π
t )t≥0 the semigroup
of MCB(8/π), that is,
P
8/π
t (z, dz
′) = P[Zt ∈ dz′ |Z0 = z]
with Z from Theorem 1. As an analogue to (1.6), we consider the (unique strong) solution in
[0,∞)2 of the equation
(1.18) dY θ,γ,it =
(
θi − Y θ,γ,it
)
dt+
√
γY θ,γ,1t Y
θ,γ,2
t dW
i
t , i = 1, 2, t ≥ 0,
where W 1, W 2 are two independent Brownian motions and θ = (θ1, θ2) ∈ [0,∞)2. It was shown
in [KM10, Theorem 1.3] that the limit Y θ of Y θ,γ = (Y θ,γ,1, Y θ,γ,2) as γ →∞ exists in the sense
of weak convergence of finite dimensional distributions. Furthermore, the transition semigroup
can be computed explicitly
(1.19) P[Y θt ∈ dy′|Y θ0 = y] = Qe−ty+(1−e−t)θ(dy′).
The invariant distribution of Y θ is the harmonic measure Qθ of planar Brownian motion on (R+)
2
started at θ. Furthermore, let Qˇθ denote the law of the stationary process, that is of Y
θ started
with initial distribution Qθ. Recall that β
N = N/ logN .
Theorem 2. Under the assumptions of Theorem 1, we have, in the sense of weak convergence of
the finite dimensional distributions: for any t > 0, (i)
(1.20) L((Z˜Nt , (X˜Nt (k) : k ∈ SN ))) N→∞−→
∫
P
8/π
t (z, dz
′)
(
δz′ ⊗Q⊗Nz′
)
(ii) and
(1.21) L((ZNβN t, ((XNβN t+s(k))s≥0 : k ∈ SN))) N→∞−→
∫
P
8/π
t (z, dz
′)
(
δz′ ⊗ Qˇ⊗Nz′
)
.
Theorem 2 shows that in fact a mean field finite systems scheme in the of (1.9) and (1.10) holds.
1.5. Outline. The proof of Theorem 1 follows a general strategy:
(i) Prove tightness of the sequence (Z˜N )N∈N;
(ii) Prove that any limit point of (Z˜N )N∈N is a weak solution of the SDE (1.17) with γ
∗ = 8π ;
(iii) Prove that all limit points are equal.
Step (i) is carried out by fine moment estimates, (ii) is proved using the method of characteristics
for semimartingales and (iii) is a consequence of (ii) and the strong uniqueness of solutions to the
SDE (1.17).
The proof of Theorem 2 makes use of an approximate duality of MCB(∞) to some deterministic
process in order to compare the coordinate processes of XN with Y θ from (1.19).
The article is organized as follows: In Section 2, the proof of Theorem 1 is given: We start with a
rough heuristics in Section 2.1. Auxiliary moment estimates are gathered in Section 2.3, tightness
arguments are given in Section 2.4 and the final convergence proof is given in Section 2.5. In
order to make the article more accessible to the reader not familiar with the general theory of
semimartingales, definitions of semimartingale characteristics are recalled in Section 2.2. Finally,
8 LEIF DO¨RING, ACHIM KLENKE, AND LEONID MYTNIK
in Section 3, we establish the approximate duality to some deterministic process and prove Theo-
rem 2.
Notation. Throughout this article, C denotes a generic constant that can vary from line to line.
2. Proof of Theorem 1
2.1. Heuristics. In this subsection we give a rough and oversimplified idea why βN = N/ log(N)
is the right scaling and why the limiting process is the mutually catalytic branching process with
rate 8/π. Assume that N is even and that
X˜Nt (k) =


(
2Z˜N,1t , 0
)
if k ≤ N/2,(
0, 2Z˜N,2t
)
if k > N/2.
That is, at time βN t, the MCB(∞) process is such that
• type 1 is constant on sites k ≤ N/2,
• type 2 is constant on sites k > N/2.
We next argue that large jumps disappear in the limit whereas small jumps lead to a quadratic
variation part including our factor 8/π. As explained in Remark 1.2 there are different sorts of
jumps: big, small, no change of types and change of types. Analyzing their effects separately
explains the limiting process. By symmetry, it is enough to consider the changes in the first coor-
dinate Z˜N,1t .
Large Jumps; case 1. Jumps of Z˜N,1t of size larger than ε due to a jump at some coordinate
k ≤ N/2 (no change of type).
The jumps of Z˜N,1 of size ε at time t are due to all jumps of XN of size εN at all sites k ≤
N/2. We calculate the rate of such jumps: plugging the definition of AN into the definition of
IN , multiplying with N/ log(N) for the time-scaling, multiplying by N/2 since there are N/2
possibilities to have such a jump and, finally, multiplying by the mass of the intensity measure on
E so that such a jump occurs gives the total jump rate
N
logN
N
2
Z˜N,2t
2Z˜N,1t
ν
({
y : |y1 − 1| > εN/(2Z˜N,1t )
})
≤ N
logN
N
2
Z˜N,2t
2Z˜N,1t
2
π
(2Z˜N,1t /(εN))
2
=
1
logN
1
ε2
2
π
Z˜N,1t Z˜
N,2
t
N→∞−→ 0,
where the inequality for ν comes from the appendix and for the last convergence to zero we used
the stochastic boundedness of the sequences Z˜N,it , i = 1, 2. The stochastic boundedness is a
consequence of tightness in N which is proved before using moment bounds.
Large Jumps; case 2. Jumps of Z˜N,1 of size larger than ε at time t due to a jump at some
coordinate k > N/2 (implying a change of type from 2 to 1).
The jump rate for such jumps is calculated and estimated as above:
N
logN
Z˜N,1t
N
2
1
2Z˜N,2t
ν
({
y : y2 > εN/(2Z˜
N,2
t )
})
≤ N
logN
Z˜N,2t
N
2
1
2Z˜N,2t
2
π
(
2Z˜N,2t /(εN)
)2
=
1
logN
1
ε2
2
π
Z˜N,1t Z˜
N,2
t
N→∞−→ 0.
Quadratic Variation; case 1. The quadratic variation of Z˜N,1 at time t due to jumps of size ≤ ε
originating from jumps of XN of size ≤ εN at sites k ≤ N/2 grows at rate (compare Lemma A.4
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for the asymptotic equivalence)
N
logN
N
2
Z˜N,2t
2Z˜N,1t
∫
{|y1−1|<εN/(2Z˜
N,1
t )}
(y1 − 1)2
(
2Z˜N,1t
N
)2
ν(dy)
=
1
logN
Z˜N,1t Z˜
N,2
t
∫
{|y1−1|<εN/(2Z˜
N,1
t )}
(y1 − 1)2 ν(dy)
N→∞∼ 1
logN
Z˜N,1t Z˜
N,2
t
4
π
log
(
εN/(2Z˜N,1t )
)
N→∞−→ 4
π
Z˜N,1t Z˜
N,2
t .
Quadratic Variation; case 2. The quadratic variation of Z˜N,1 at time t due to jumps of size ≤ ε
originating from jumps of XN of size ≤ εN at sites k > N/2 grows at rate (compare Lemma A.3
for the asymptotic equivalence)
N
logN
N
2
Z˜N,1t
2Z˜N,2t
∫
{y2<εN/(2Z˜
N,2
t )}
y22
(
2Z˜N,2t
N
)2
ν(dy)
=
1
logN
Z˜N,1t Z˜
N,2
t
∫
{y2<εN/(2Z˜
N,2
t )}
y22 ν(dy)
N→∞∼ 1
logN
Z˜N,1t Z˜
N,2
t
4
π
log
(
εN/(2Z˜N,2t )
)
N→∞−→ 4
π
Z˜N,1t Z˜
N,2
t .
Summing up, we see that asymptotically there are no jumps of size ≥ ε and the square variation
grows at rate 8π Z˜
N,1
t Z˜
N,2
t . However, this is exactly the characterization of MCB(8/π). In the
next subsections we make this reasoning precise and rigorous by applying general semimartingale
theory.
2.2. Semimartingale Setup. The proof of Theorem 1 is based on general limit theorems for
semimartingales that can be found in [JS03]. For convenience, we collect here some basic facts
and definitions. All processes are defined on the state space
D =
{
α : R+ → R+ × R+ , α right-continuous with left limits
}
equipped with the Skorohod topology. For definitions and properties, the reader might consult
Chapter VI of [JS03]. Since all appearing processes are semimartingales, we can use criteria for
convergence based on the semimartingale characteristic triplet. In order to describe the triplet
of a two-dimensional semimartingale, let h =
(
h1
h2
)
: R2 → R2 be a truncation function (that is,
compactly supported with h(x) = x around the origin). The truncation function is fixed in the
background and all results of interest are independent of its choice. The characteristic triplet (see
[JS03, Definition II.2.6]) of a two-dimensional semimartingale Y =
(
Y 1
Y 2
)
on a filtered probability
space (Ω,F , (Ft)t≥0,P) is the triplet (B,C, µ) consisting of
• B =
(
B1
B2
)
, a predictable process of bounded variation,
• C = (Ci,j)i,j=1,2 = (〈Y i,c, Y j,c〉)i,j=1,2, where Yc =
(
Y 1,c
Y 2,c
)
is the continuous martingale
part of Y,
• the compensator measure µ on (R2 × R+,B(R2 × R+)) of the point process µ∆ of jumps
of Y, also abbreviated as µt( · ) = µ( · × [0, t]),
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so that the canonical representation of Y holds:
Yt = Y0 +Y
c
t + h ∗ (µ∆t − µt) + h¯ ∗ µ∆t +Bt, t ≥ 0,
where h¯(x) = x − h(x) and ∗ denotes integration against point processes (see for instance Sec-
tion II.1 of [JS03]). Note that - comparing with the special case of a Le´vy process written in
Le´vy-Itoˆ form - the canonical representation looks more familiar when h(x) = x1{|x|≤1}, namely,
(2.1)
Yt = Y0 +Y
c
t +
∫ t
0
∫
|x|≤1
x (µ∆ − µ)(dx, ds)
+
∫ t
0
∫
|x|>1
xµ∆(dx, ds) +Bt, t ≥ 0.
The characteristic triplet depends on the choice of the truncation function h but since h is kept
fixed during the proof, we suppress the dependence on h in the notation. From now on we fix the
standard truncation function with
h(x) = x1{|x|≤1}.(2.2)
Lemma 2.1. For every p ∈ [1, 2), i = 1, 2 and N ∈ N, the processes Z˜N,i are Lp-martingales and
can be written as two-dimensional stochastic integral equations
Z˜Nt = Z˜
N
0 +
N∑
k=1
∫ βN t
0
∫ INs−(k)
0
∫
E
1
N
J
(
y,XNs−(k)
)
(N −N ′)({k}, dy, dr, ds).(2.3)
Proof. The proof of the statement can be found in [KM12, pages 540-542]. Here we only give a
brief outline of the argument.
Note that (2.3) is an immediate consequence of the definition in (1.14) and the fact that AN is a
q-matrix and hence all the drift terms cancel. In order to show that ZN,i is an Lp-martingale, it
is enough to show that (for all p ∈ [1, 2), t > 0 and k ∈ SN )
(2.4) E
[∫ t
0
INs−(k)
∫
E
∣∣J (y,XNs−(k))∣∣p N ′({k}, dy, [0, 1], ds)
]
<∞.
This, however, is a consequence of the fact (which can be checked by a direct computation) that,
by definition of ν, ∫
E
|y − (1, 0)|pν(dy) <∞ for all p ∈ [1, 2).

Proposition 2.2. For the truncation function h(x) = x1{|x|≤1}, the two-dimensional semimartin-
gale (Z˜Nt )t≥0 from Theorem 1 has the characteristic triplet (B
N ,CN , µN ) with
BNt = −βN
N∑
k=1
∫ t
0
∫
E
h¯
( 1
N
J
(
y, X˜Ns (k)
))
ν(dy) I˜Ns (k) ds
= −βN
N∑
k=1
∫ t
0
∫
E
1
N
J
(
y, X˜Ns (k)
)
1{|J(y,X˜Ns (k))|/N>1}ν(dy) I˜
N
s (k) ds,
CN = 0,
µNt (A) = β
N
N∑
k=1
∫ t
0
∫
E
1A\{0}
(
1
N
J
(
y, X˜Ns (k)
))
ν(dy) I˜Ns (k) ds,
for t ≥ 0 and A ∈ B(R2).
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Proof. The drift terms of XN cancel in the total mass because the migration operator AN is a
q-matrix. By linearity of the Poissonian integral, we split the integral over E into two integrals
containing the small and the large jumps, respectively:
(2.5)
Z˜Nt = Z˜
N
0 +
N∑
k=1
∫ βN t
0
∫ INs−(k)
0
∫
E
1{|J(y,XNs−(k))|/N≤1}
× 1
N
J
(
y,XNs−(k)
)
(N −N ′)({k}, dy, dr, ds)
+
N∑
k=1
∫ βN t
0
∫ INs−(k)
0
∫
E
1{|J(y,XNs−(k))|/N>1}
× 1
N
J
(
y,XNs−(k)
)
(N −N ′)({k}, dy, dr, ds).
By Lemma 2.15 below, we have
(2.6)
INs−(k)
∫
E
1{|J(y,XNs−(k))|/N>1}
1
N
∣∣J (y,XNs−(k))∣∣ ν(dy)
≤ INs−(k)
8
N2
[
(XN,1s− (k))
2 + (XN,2s− (k))
2
]
.
Let DN <∞ be as in Lemma 2.3 below. Then, for all k ∈ SN and all s ≥ 0, we have
INs−(k) =
ANXN,is− (k)
XN,3−is− (k)
≤ DN
XN,3−is− (k)
if XN,3−is− (k) > 0.
Hence the right hand side of (2.6) is bounded by 8D2N/N
2 <∞.
Recall that N ′({k}, dy, dr, ds) = ν(dy) dr ds. Since the right hand side of (2.6) is bounded, the
compensator integral of the large jumps in (2.5) is well defined, and we can split the compensated
integral of large jumps:
Z˜Nt = Z˜
N
0 +
N∑
k=1
∫ βN t
0
∫ INs−(k)
0
∫
E
1{|J(y,XNs−(k))|/N≤1}
× 1
N
J
(
y,XNs−(k)
)
(N −N ′)({k}, dy, dr, ds)
+
N∑
k=1
∫ βN t
0
∫ INs−(k)
0
∫
E
1{|J(y,XNs−(k))|/N>1}
× 1
N
J
(
y,XNs−(k)
)N ({k}, dy, dr, ds)
−
N∑
k=1
∫ βN t
0
∫ INs−(k)
0
∫
E
1{|J(y,XNs−(k))|/N>1}
× 1
N
J
(
y,XNs−(k)
)N ′({k}, dy, dr, ds).
(2.7)
Using the definition of N ′, integrating out dr and substituting βN gives the claim. Note that
this final step is also referred to as Grigolionis representation and can be found for jump diffusion
processes for instance in Chapter III.2 of [JS03]. 
2.3. Moment Estimates. In this section, moment bounds are derived. They will be needed for
the tightness proof.
Lemma 2.3. For every K > 0, we have
P
[
ZN,it ≥ K for some t ≥ 0
] ≤ E[ZN,i0 ]
K
, i = 1, 2, N ∈ N.
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In particular, for all N , we have
DN := sup
t≥0, k∈SN , i=1,2
XN,it (k) <∞ a.s.
Proof. Recall that ZN,i is a martingale (Lemma 2.1). Hence the claim is a direct consequence of
Doob’s inequality. 
Lemma 2.4. Let (ZN )N∈N be as in Theorem 1, then
E
[
ZN,1t Z
N,2
t
] ≤ E[ZN,10 ZN,20 ]
for all t ≥ 0.
Proof. Recall from (1.3) the transition semigroup etA
N
of AN . By Lemma 3.7 of [KM12], we get
the mixed second moment bound
E
[
XN,1t (k)X
N,2
t (l)
] ≤ E[(etANXN,10 )(k) (etANXN,20 )(l)], t ≥ 0.
As in the previous proof we get
E
[
ZN,1t Z
N,2
t
]
= E
[ 1
N2
N∑
k,l=1
XN,1t (k)X
N,2
t (l)
]
≤ E
[ 1
N
N∑
k=1
(etA
N
XN,10 )(k)
1
N
N∑
l=1
(etA
N
XN,20 )(l)
]
= E
[
ZN,10 Z
N,2
0
]
for all t ≥ 0 and N ∈ N. 
Lemma 2.5. There exists a constant C <∞ such that (with the convention 0 log 0 = 0)
1
N
N∑
k=1
E
[|XN,it (k) log(XN,it (k))|] ≤ C for all t ≥ 0, N ∈ N, i = 1, 2.(2.8)
Proof. Let p ∈ (1, 2) as in the formulation of Theorem 1. Note that |x log(x)| ≤ 1 for x ∈ [0, 1].
Furthermore, for x ≥ 1, we have log(x) = 1p−1 log(xp−1) ≤ x
p−1
p−1 . Summing up we have
|x log(x)| ≤ 1 + x
p
p− 1 for all x ≥ 0.
Hence, the left hand side in (2.8) is bounded by
(2.9) 1 +
1
p− 1
1
N
N∑
k=1
E
[
(XN,it (k))
p
]
.
Recall that Qx(dy) denotes the harmonic measure of planar Brownian motion on [0,∞)2 started
at x = (x1, x2) ∈ [0,∞)2. By Theorem 2 of [KO10], we get
(2.10) E
[
XN,it (k)
p
]
= E
[∫
E
ypi Q(etANXN0 )(k)
(dy)
]
.
By Lemma 2.3 of [KO10], we have
(2.11)
∫
E
ypi Qx(dy) ≤ π
sin(p/2)
sin((π/2)p)
(
x21 + x
2
2
)p/2
for x ∈ [0,∞)2.
Note that φ : [1, 2] → R, p 7→ (2 − p) sin(p/2)/ sin((π/2)p) is maximal for p = 2 with φ(2) =
2 sin(1)/π ≤ 2/π. Further note that (x21 + x22)p/2 ≤ xp1 + xp2. Concluding, we have
(2.12)
∫
E
ypi Qx(dy) ≤
2
2− p
(
xp1 + x
p
2
)
for x ∈ [0,∞)2.
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Combining (2.10) and (2.12), using Jensen’s inequality in the second line and the assumption
(1.16) in the fourth line, we obtain
1
N
N∑
k=1
E
[
(XN,it (k))
p
] ≤ 2
2− p
1
N
N∑
k=1
E
[
((etA
N
XN,10 )(k))
p + ((etA
N
XN,20 )(k))
p
]
≤ 2
2− p
2∑
j=1
1
N
N∑
k,l=1
E
[
etA
N
(k, l)(XN,j0 (l))
p
]
=
2
2− p
2∑
j=1
1
N
N∑
l=1
E
[
(XN,j0 (l))
p
] ≤ 4Cp
2− p .
Hence the claim holds with C := 1 +
4Cp
(2−p)(p−1) . 
Corollary 2.6. Define
(2.13) Y N,it :=
2
N
N∑
k=1
X˜N,it (k)
(
2 +
∣∣ log (X˜N,it (k))∣∣),
then there exists a constant C <∞ such that
E[Y N,it ] ≤ C for all t ≥ 0, N ∈ N, i = 1, 2.
The next identity will be used frequently. It is a result of the choice of AN .
Lemma 2.7. For i = 1, 2 we have
X˜N,is (k)I˜
N,3−i
s (k) = 1{X˜N,is (k) 6=0}AN X˜N,3−is (k) = 1{X˜N,is (k) 6=0}Z˜N,3−is
for any k = 1, ..., N .
Proof. The first equality is immediate from the definition of I˜N,3−is (k).
The second equality is a direct consequence of the definition of IN , Z˜N and AN . In fact, note
that {X˜N,is (k) 6= 0} ⊂ {X˜N,3−is (k) = 0}. Hence
1{X˜N,is (k) 6=0}AN X˜N,3−is (k) = 1{X˜N,is (k) 6=0}
(
N∑
l=1
1
N
X˜N,3−is (l)− X˜N,3−is (k)
)
= 1{X˜N,is (k) 6=0}
(
N∑
l=1
1
N
X˜N,3−is (l)
)
= 1{X˜N,is (k) 6=0}Z˜
N,3−i
s .
This proves the second equality. 
The tightness proof requires a subtle choice of the order pN of the moments to be computed.
Lemma 2.8. Define pN = 2− 1logN ∈ (1, 2) for N = 3, 4, .... Then
N2
NpN logN
1
2− pN = e.
Proof. Plugging-in. 
Lemma 2.9. Let (Z˜N )N∈N be as in Theorem 1 and pN = 2− 1logN , then
sup
N≥2
E
[
sup
t≤T
∣∣Z˜N,it − Z˜N,i0 ∣∣pN ] ≤ 1218T E [ZN,10 ZN,20 + ZN,10 + ZN,20 ] ,
for T > 0 and i = 1, 2.
14 LEIF DO¨RING, ACHIM KLENKE, AND LEONID MYTNIK
Proof. We only deal with the case i = 1, the argument for i = 2 is analogous. Using (2.3) gives
E
[
sup
t≤T
∣∣Z˜N,1t − Z˜N,10 ∣∣pN ] = E
[
sup
t≤T
∣∣∣∣∣ 1N
N∑
k=1
MN,1
βN t
(k)
∣∣∣∣∣
pN]
=:
1
NpN
E
[
sup
t≤T
∣∣∣UN,1βN t
∣∣∣pN]
with the martingales
MN,1t (k) =
∫ t
0
∫ INs−(k)
0
∫
E
J1(y,X
N
s−(k))(N −N ′)({k}, dy, dr, ds).
The Burkholder-Davis-Gundy inequality (see, e.g., [DM83, Thm VII.92]) applied to the martingale
UN,1 gives
1
NpN
E
[
sup
t≤T
∣∣∣UN,1βNt
∣∣∣pN ] ≤ CpN
NpN
E
[[
UN,1
·
, UN,1
·
]pN/2
βNT
]
,(2.14)
where Cp = (4p)
p is the Burkholder-Davis-Gundy constant and
[UN,1
·
, UN,1
·
] is the quadratic variation of the pure jump martingale UN,1. Note that supp∈[1,2] Cp =
64 < ∞, so CpN is bounded from above by 64. Next, we need to bound the right hand side of
(2.14) from above. Note that
[
UN,1
·
, UN,1
·
]
t
is the sum of the squared jumps of UN,1 up to time
t. Hence,
[
UN,1
·
, UN,1
·
]pN/2
βN t
=
(
N∑
k=1
∫ βN t
0
∫ INs−(k)
0
∫
E
J1(y,X
N
s−(k))
2N ({k}, dy, dr, ds)
)pN/2
≤
N∑
k=1
∫ βN t
0
∫ INs−(k)
0
∫
E
∣∣J1(y,XNs−(k))∣∣pNN ({k}, dy, dr, ds),
(2.15)
where the last inequality follows from the elementary inequality (
∑
i ai)
q ≤ ∑i aqi for all ai ≥ 0
and 0 < q ≤ 1. In fact, the sum over the triple integral in the second line is an infinite sum with
summands ai = J1(yi, X
N
si−(ki))
2 for certain random points (yi, si, ki) since we integrate against
a Poisson point measure.
Now take expectations on both sides of (2.15), recall that N ′ is the compensator measure of N ,
to get
E
[[
UN,1
·
, UN,1
·
]pN/2
βN t
]
≤ E
[
N∑
k=1
∫ βN t
0
∫ INs−(k)
0
∫
E
∣∣J1(y,XNs−(k))∣∣pNN ′({k}, dy, dr, ds)
]
.
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Applying the definition of N ′, substituting βN = NlogN in the time-index and plugging in the
definition of J gives for (2.14) the upper bound
64N
NpN logN
E
[
N∑
k=1
∫ T
0
∫ I˜Ns (k)
0
∫
E
∣∣J1(y, X˜Ns (k))∣∣pNN ′({k}, dy, dr, ds)
]
=
64N2
NpN logN
E
[
1
N
N∑
k=1
∫ T
0
∫ ∞
0
∣∣(y1 − 1)X˜N,1s (k)∣∣pN
× I˜N,2s (k)
4
π
y1
(1− y1)2(1 + y1)2 dy1 ds
]
+
64N2
NpN logN
E
[
1
N
N∑
k=1
∫ T
0
∫ ∞
0
∣∣− X˜N,1s (k)∣∣pN I˜N,2s (k) 4π y2(1 + y22)2 dy2 ds
]
+
64N2
NpN logN
E
[
1
N
N∑
k=1
∫ T
0
∫ ∞
0
∣∣y2X˜N,2s (k)∣∣pN I˜N,1s (k) 4π y2(1 + y22)2 dy2 ds
]
.
(2.16)
Let us recall the discussion before the statement of Theorem 1 to explain the reason for the three
cases on the right hand side of the equality: In order to change the first coordinate at some given
site k only three of the four types of jumps are being counted:
(x
0
)
7→
(y1x
0
)
or
(x
0
)
7→
(
0
y2x
)
or
(
0
x
)
7→
(y2x
0
)
and these correspond to the three integrals in the same order. To bound the integrands of the
summands we first use the trivial bound apN−1 ≤ 1 + a and Lemma 2.7 to get
(2.17)
1
N
N∑
k=1
(X˜N,is (k))
pN I˜N,3−is (k)
=
1
N
N∑
k=1
(X˜N,is (k))
pN−11{X˜N,is (k) 6=0}AN X˜N,3−is (k)
≤ 1
N
N∑
k=1
(1 + X˜N,is (k))1{X˜N,is (k) 6=0}Z˜
N,3−i
s
≤ Z˜N,3−is + Z˜N,1s Z˜N,2s .
Using the Fubini-Tonelli theorem and plugging in (2.17) then yields as an upper bound for (2.16):
64N2
NpN logN
(∫ ∞
0
|y1 − 1|pN y1
(1 − y1)2(1 + y1)2 dy1
+
∫ ∞
0
y2
(1 + y22)
2
dy2 +
∫ ∞
0
ypN+12
(1 + y22)
2
dy2
)
× E
[∫ T
0
Z˜N,1s Z˜
N,2
s ds+
∫ T
0
Z˜N,1s ds+
∫ T
0
Z˜N,2s ds
]
.
We compute ∫ ∞
0
y2
(1 + y22)
2
dy2 =
π
4
≤ 1
2− pN ,
∫ ∞
0
ypN+12
(1 + y22)
2
dy2 ≤ 1 +
∫ ∞
1
ypN−32 = 1 +
1
2− pN ≤
2
2− pN
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and ∫ ∞
0
|y1 − 1|pN y1
(1− y1)2(1 + y1)2 dy1
≤
∫ 2
0
|1− y1|pN−2 dy1 +
∫ ∞
1
(y1 − 1)pN y1
(1 − y1)2(1 + y1)2 dy1
≤ 2
2− pN +
∫ ∞
0
ypN+11
(y21 + 1)
2
dy1 ≤ 4
2− pN .
Summing up, we get as an upper bound for (2.16)
448
N2
NpN logN
1
2− pN E
[∫ T
0
Z˜N,1s Z˜
N,2
s ds+
∫ T
0
Z˜N,1s ds+
∫ T
0
Z˜N,2s ds
]
.
Lemma 2.8 and the choice pN = 2− 1logN gives
N2
NpN logN
1
2− pN ≡ e.
Lemmas 2.1 and 2.4 then imply the final bound
E
[
sup
t≤T
∣∣Z˜N,1t − Z˜N,10 ∣∣pN ] ≤ 448 e T E [ZN,10 ZN,20 + ZN,10 + ZN,20 ]
and the proof is complete. 
2.4. Tightness Arguments. The tightness of (Z˜N )N∈N is proved with Aldous’s tightness cri-
terion (see Aldous [Ald78, Theorem 1] or [Wal86, Theorem 6.8]. According to that, in order to
prove that (Z˜N )N∈N is tight in the Skorokhod space, it is enough to show that
(i) for every fixed t ≥ 0, the set of random variables (Z˜Nt )N∈N is tight,
(ii) for every sequence of stopping times (τN )N∈N for the filtrations generated by (Z˜
N )N∈N,
bounded above by some T > 0, and for every sequence of positive real numbers (δN )N∈N
converging to 0, |Z˜NτN+δN − Z˜NτN | → 0 in probability as N →∞.
We start with (i):
Lemma 2.10. Under the assumptions of Theorem 1, the sequence (Z˜Nt )N∈N (with values in
[0,∞)2) is tight for any t > 0.
Proof. From Doob’s inequality and Lemma 2.1 we obtain, for T > 0 and K > 0,
lim sup
N→∞
P
[
sup
t≤T
ZN,it > K
]
≤ lim sup
N→∞
E
[
ZN,i0
]
K
<∞, i = 1, 2.
Hence, the tightness of (Z˜Nt )N∈N follows immediately for any t ≥ 0. 
Let us next deal with (ii):
Lemma 2.11. Let (Z˜N )N∈N and Cp be as in Theorem 1 and suppose (τN )N∈N is a sequence of
stopping times for the filtrations generated by (Z˜N )N∈N, uniformly bounded by some T > 0. Then,
for every δ ∈ (0, 1) and N ∈ N we have
E
[∣∣Z˜N,iτN+δ − Z˜N,iτN ∣∣3/2] ≤ 105Cp√δ i = 1, 2.
In particular, if δN → 0, then ∣∣Z˜N,iτN+δN − Z˜N,iτN ∣∣ P−→ 0, i = 1, 2,
as N →∞.
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Proof. The lemma is mostly a consequence of the moment bounds and the strong Markov property:
Using Lemma 2.9 and Jensen’s inequality for conditional expectations with pN = 2− 1logN ∈ (1, 2)
gives
E
[∣∣Z˜N,iτN+δ − Z˜N,iτN ∣∣pN/2]
≤ E[E[∣∣Z˜N,iτN+δ − Z˜N,iτN ∣∣pN ∣∣FτN ]1/2]
= E
[
EZ˜NτN
[∣∣Z˜N,iδ − Z˜N,i0 ∣∣pN ]1/2]
≤
√
1218
√
δ E
[(
Z˜N,1τN Z˜
N,2
τN + Z˜
N,1
τN + Z˜
N,2
τN
)1/2]
≤ 35
√
δ
(
E
[(
Z˜N,1τN Z˜
N,2
τN
)1/2]
+ E
[(
Z˜N,1τN
)1/2]
+ E
[(
Z˜N,2τN
)1/2])
.
The last inequality we used the elementary inequality
√
a+ b+ c ≤ √a + √b + √c, a, b, c ≥ 0.
Since Z˜N,i is a nonnegative supermartingale, by the optional sampling theorem, we get E[Z˜N,iτN ] ≤
E[ZN,i0 ]. Hence, also using Ho¨lder’s inequality,
E
[(
Z˜N,iτN
)1/2] ≤ 1 + E[Z˜N,iτN ] ≤ 1 + E[ZN,i0 ] ≤ Cp
E
[(
Z˜N,1τN Z˜
N,2
τN
)1/2] ≤ E[Z˜N,1τN ]1/2 E[Z˜N,2τN ]1/2 ≤ (E[ZN,10 ]E[ZN,20 ])1/2.
By Markov’s inequality and the moment assumption on the initial conditions, the right hand sides
of each of the above inequalities are bounded by Cp. Hence, the claim follows. 
Next, we prove that the sequence (Z˜N )N∈N is C-tight, that is, it is tight and all possible limit
points are continuous processes. The next proof is also needed in the final step of the proof of
Lemma 2.14 below.
Lemma 2.12. Under the assumptions of Theorem 1 the sequence (Z˜N )N∈N is C-tight.
Proof. By Proposition VI.3.26 (iii) of [JS03], we need to show that
lim
N→∞
P
[
sup
s≤t
|∆Z˜N,is | > ǫ
]
= 0(2.18)
for all t, ǫ > 0. According to Lemma VI.4.22 of [JS03] this can be deduced from
lim
N→∞
E
[
µNt
({|x| > ǫ})] = 0,(2.19)
with µN from Proposition 2.2. By Corollary A.6 of [KM12], we have
ν
({y : |J(y, (1, 0))| ≥ L}) ≤ 2L−2 for all L > 0.
Note that
J(y, (x1, 0)) = x1J(y, (1, 0)) and Ji(y, (0, x2)) = J3−i((y2, y1), (x2, 0))
for x1 ≥ 0, y ∈ E and i = 1, 2. Hence, we infer
ν
({y : |J(y, x)| ≥ L}) ≤ 2x21 + x22
L2
for all x ∈ E, L > 0.
18 LEIF DO¨RING, ACHIM KLENKE, AND LEONID MYTNIK
Hence, using Proposition 2.2, Lemma 2.7 and Lemma 2.4,
E
[
µNt
({x : |x| > ǫ})]
= E
[
N
logN
N∑
k=1
∫ t
0
∫
E
1{|J(y,X˜Ns (k))|/N>ǫ}ν(dy) I˜
N
s (k) ds
]
≤ E
[
2
logN
ǫ−2
1
N
N∑
k=1
∫ t
0
[
X˜N,1(k)2I˜N,2s (k) + X˜
N,2(k)2I˜N,1s (k)
]
ds
]
=
4
logN
ǫ−2
∫ t
0
E
[
Z˜N,1s Z˜
N,2
s
]
ds
≤ 4t
logN
ǫ−2 E
[
ZN,10 Z
N,2
0
] N→∞−→ 0.
(2.20)

2.5. Proof of Convergence. To prove convergence of (Z˜N )N∈N to a solution of (1.17), we use
general semimartingale theory, see Chapter IX of [JS03]. By Theorem IX.2.4 of [JS03], if (YN )N∈N
is a sequence of two-dimensional semimartingales with modified characteristics (BN , C˜N , µN ) and(
YN ,BN , C˜N
) N→∞
=⇒ (Y,B, C˜),(
YN , g ∗ µN) N→∞=⇒ (Y, g ∗ µ),(2.21)
then Y is a semimartingale with characteristic triplet (B,C, µ). The test functions g : R2 → R
are continuous, bounded and vanish in a neighbourhood of the origin (in the terminology of [JS03]
this is the class C2(R
2) ⊃ C1(R2) defined in [JS03, VII.2.7]) and the modified characteristic C˜N
is defined as
C˜N,i,j := CN,i,j + (hihj) ∗ µN −
∑
s≤ ·
∆BN,is ∆B
N,j
s , i, j = 1, 2.
The convergence results for semimartingales are independent of the choice of the continuous and
bounded truncation function h =
(
h1
h2
)
: R2 → R2 which appears in the definition of the charac-
teristic triplet.
Remark 2.13. The reader may recall that in (2.2) we chose the truncation function h =
(
h1
h2
)
with
hi(x) = xi1{|x|≤1}, i = 1, 2.(2.22)
Of course, h is not continuous but our proofs are valid nonetheless as explained in the proof of the
next lemma.
In the next lemma we identify the characteristics of any limiting point of the sequence (Z˜N )N∈N.
Lemma 2.14. If Z =
(
Z1
Z2
)
is a limiting point of the sequence (Z˜N )N∈N from Theorem 1, then
Z is a semimartingale with characteristic triplet
B = 0, µ = 0 and Ci,j
·
= 1{i=j}
8
π
∫
·
0
Z1s Z
2
s ds, i, j = 1, 2.
Proof. Suppose Z is the weak limit of (Z˜Nk) for some subsequence (Nk). For ease of notation we
replace the subsequence Nk by the entire sequence of natural numbers.
By Proposition 2.2, we get C˜N,i,j = (hihj) ∗ µN because CN = 0 and t 7→ BNt is continuous (as a
sum over integrals over the interval [0, t]). The main task in the proof of Lemma 2.14 is to show
that (
Z˜N ,BN , hihj ∗ µN
) N→∞
=⇒
(
Z, 0,1{i=j}
8
π
∫
·
0
Z1sZ
2
s ds
)
, i, j = 1, 2,(2.23)
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and (
Z˜N , g ∗ µN) N→∞=⇒ (Z, 0).(2.24)
With (2.23) and (2.24) at hand one would like to apply (2.21) and Theorem IX.2.4 of [JS03] to
finish the proof of the lemma. However we have a technical issue. In order to apply (2.21) and
Theorem IX.2.4 of [JS03], one needs the truncation function h, which is used in the definition
of characteristics, to be continuous. However, the truncation function h defined in (2.22) is dis-
continuous. Let us show that our choice of h suffices to prove the convergence result. Suppose
h˜ is another truncation function such that h˜(x) = h(x) for |x| ≤ 1, supp(h˜) ⊂ {x : |x| ≤ 2}
and h˜ is bounded and continuous and such that |¯˜h| ≤ |h¯|, where as before h¯(x) = x − h(x) and
¯˜
h(x) = x− h˜(x). For example, take
h˜(x) =
{
h(x), if |x| ≤ 1,
h(x/|x|) · (2− |x|)+, if |x| ≥ 1.
Now denote by BN (f) and CN (f) the modified characteristic with truncation function f . Then
∣∣BNt (h˜)∣∣ =
∣∣∣∣∣βN
N∑
k=1
∫ t
0
∫
E
¯˜
h
(
1
N
J
(
y, X˜Ns (k)
))
ν(dy) I˜Ns (k) ds
∣∣∣∣∣
≤ βN
N∑
k=1
∫ t
0
∫
E
∣∣∣∣∣¯˜h
(
1
N
J
(
y, rXNs (k)
)) ∣∣∣∣∣ ν(dy) I˜Ns (k) ds
≤ βN
N∑
k=1
∫ t
0
∫
E
∣∣∣∣∣h¯
(
1
N
J
(
y, rXNs (k)
)) ∣∣∣∣∣ ν(dy) I˜Ns (k) ds
and the right hand side is later shown to vanish in the limit, see (2.28) and calculations below it.
Also note that by (2.19),
E
[
h˜ih˜j1{| · |∈(1,2]} ∗ µNt
] ≤ ∥∥h˜i∥∥∞∥∥h˜j∥∥∞E[µNt ({|x| ≥ 1})] N→∞−→ 0, t ≥ 0,(2.25)
so that the identity
C˜N,i,jt (h˜) = h˜ih˜j ∗ µNt = hihj ∗ µNt + h˜ih˜j1{| · |∈(1,2]} ∗ µNt(2.26)
implies that the pointwise limits of C˜N,i,jt (h˜) and C˜
N,i,j
t (h) coincide. Thus, according to the above
and (2.21), the lemma is proved if we can show (2.23) and (2.24) with h as in (2.22).
Before we start proving (2.23) and (2.24) we use Skorohod’s theorem (Theorem 3.1.8 of [EK86])
to assume in what follows that (Z˜N )N∈N converges almost surely in the Skorokhod topology to
a limit Z and not only weakly. Later in the proof, we will assume this almost sure convergence
(instead of convergence in probability) also for two auxiliary processes. Additionally we proved in
Lemma 2.12 that Z is a continuous process, thus, (Z˜N )N∈N converges to Z locally uniformly in
time (Proposition VI.1.17 of [JS03]). But then we also have almost sure convergence of
lim
N→∞
∫ t
0
f(Z˜Ns ) ds =
∫ t
0
f(Zs) ds <∞(2.27)
for any continuous f : R+ × R+ → R uniformly for t ∈ [0, T ] for all T ≥ 0.
Proof of (2.23).
Since the limit Z is continuous it suffices to prove separately Skorokhod convergence of the char-
acteristics for each coordinate (Proposition VI.2.2(b) of [JS03]). The almost sure convergence of
(Z˜N )N∈N to Z can be assumed as explained above (2.27); the latter two are proved in what follows.
The maps t 7→ 8π
∫ t
0 Z
1
sZ
2
s ds and t 7→ 0 are non-decreasing, hence, in order to prove Skorokhod con-
vergence of the coordinates in (2.23), it is enough to prove the following convergence (Proposition
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VI.1.17 of [JS03]): For every t0 > 0, almost surely, we have uniformly in t ∈ [0, t0],
BNt
N→∞−→ 0(2.28)
and
hihj ∗ µNt N→∞−→ 1{i=j}
8
π
∫ t
0
Z1s Z
2
s ds.(2.29)
The most delicate part is (2.29) which we prove first. Note that all what follows is based on the
almost sure convergence of (Z˜N )N∈N so that all convergence statements are in the almost sure
sense even if not mentioned explicitly.
Verification of (2.29): Let t0 > 0 and t ∈ [0, t0]. Applying Proposition 2.2 one finds
hihj ∗ µNt = βN
N∑
k=1
∫ t
0
∫
E
hi
(
1
N
J
(
y, X˜Ns (k)
))
× hj
(
1
N
J
(
y, X˜Ns (k)
))
I˜Ns (k) ν(dy) ds.
Using the definition of J and ν - compare also with the decomposition in four cases discussed
above Theorem 0 or the discussion below (2.16) - yields
hihj ∗ µNt
= βN
N∑
k=1
∫ t
0
∫ ∞
0
hi
(
y1 − 1
N
X˜N,1s (k), 0
)
× hj
(
y1 − 1
N
X˜N,1s (k), 0
)
I˜N,2s (k) ν(d(y1, 0)) ds
+ βN
N∑
k=1
∫ t
0
∫ ∞
0
hi
(
− 1
N
X˜N,1s (k),
y2
N
X˜N,1s (k)
)
× hj
(
− 1
N
X˜N,1s (k),
y2
N
X˜N,1s (k)
)
I˜N,2s (k) ν(d(0, y2)) ds
+ βN
N∑
k=1
∫ t
0
∫ ∞
0
hi
(
0,
y1 − 1
N
X˜N,2s (k)
)
× hj
(
0,
y1 − 1
N
X˜N,2s (k)
)
I˜N,1s (k) ν(d(y1, 0)) ds
+ βN
N∑
k=1
∫ t
0
∫ ∞
0
hi
(
y2
N
X˜N,2s (k),−
1
N
X˜N,2s (k)
)
× hj
(
y2
N
X˜N,2s (k),−
1
N
X˜N,2s (k)
)
I˜N,1s (k) ν(d(0, y2)) ds
=: TN,1t + T
N,2
t + T
N,3
t + T
N,4
t .
(2.30)
In what follows we discuss separately the limit of each summand TN,1t , ..., T
N,4
t of (2.30) for the
cases i 6= j and i = j.
Convergence of (2.30) - the cases i 6= j:
First note that the choice of h yields h1(x)h2(x) = x1x21{|x|≤1} so that T
N,1
t and T
N,3
t vanish.
Next, we only show that TN,2t vanishes in the limit, the bounds for T
N,4
t are precisely the same
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exchanging the roles of XN,1 and XN,2:
∣∣TN,2t ∣∣ ≤ βN N∑
k=1
∫ t0
0
∫ ∞
0
1
N
X˜N,1s (k)
y2
N
X˜N,1s (k)
× 1{y2X˜N,1s (k)/N≤1}I˜N,2s (k) ν(d(0, y2)) ds.
Rearranging terms, Lemma 2.7, Lemma A.5 and plugging-in the definitions leads to the upper
bound
∣∣TN,2t ∣∣ ≤
∫
y2 ν(dy)
logN
∫ t0
0
1
N
N∑
k=1
X˜N,1s (k)Z˜
N,2
s ds =
1
logN
∫ t0
0
Z˜N,1s Z˜
N,2
s ds.
The right hand side almost surely converges to zero as N →∞ due to (2.27). This completes the
proof of (uniformly in t ∈ [0, t0])
lim
N→∞
hihj ∗ µNt = 0 for i 6= j.
Bounding (2.30) - the cases i = j:
It suffices to discuss i = j = 1 as the case i = j = 2 follows from the same calculations by
symmetry in XN,1 and XN,2. We deal with the cases TN,1t , ..., T
N,4
t separately.
Claim (i): limN→∞ T
N,1
t =
4
π
∫ t
0
Z1s Z
2
s ds.
Lemma 2.7 gives
TN,1t = β
N
N∑
k=1
∫ t
0
∫
(0,∞)×{0}
(y1 − 1)2
N2
(
X˜N,1s (k)
)2
× 1{|y1−1|X˜N,1s (k)/N≤1}I˜N,2s (k) ν
(
dy) ds
≤ 1
logN
∫ t
0
Z˜N,2s
1
N
N∑
k=1
X˜N,1s (k)
∫
(1,1+N/X˜N,1s (k))×{0}
(y1 − 1)2 ν(dy) ds
+
1
logN
∫ t
0
Z˜N,2s
1
N
N∑
k=1
X˜N,1s (k)
∫
(0,1]×{0}
(y1 − 1)2 ν(dy) ds
=: TN,1,1t + T
N,1,2
t .
By [KM12, Lemma A.4], for x > 0, we have
(2.31)
∫
(0,x)×{0}
(y1 − 1)2 ν(dy) = 4
π
(
log(1 + x)− x
1 + x
)
.
Hence
∫
(0,1]×{0}
(y1 − 1)2 ν(dy) ≤ 1 and
|TN,1,2t | ≤
1
logN
∫ t0
0
Z˜N,1s Z˜
N,2
s ds
which tends to zero by (2.27).
We now show that TN,1,1t
N→∞−→ 4π
∫ t
0 Z
1
sZ
2
sds. By (2.31), we get
(2.32)
∣∣∣∣∣ 4π log(N)−
∫
(1,1+N/x)×{0}
(y1 − 1)2 ν(dy)
∣∣∣∣∣
=
4
π
∣∣∣∣log( 2N + 1x
)
− log(2)− 1 +N/x
2 +N/x
+
1
2
∣∣∣∣ ≤ 3 + 2| log(x)|.
For the last inequality in (2.32), note that by Lemma A.1∣∣∣ log( 2
N
+
1
x
)∣∣∣ ≤ | log(x)|+ 2
N
≤ | log(x)|+ 1.
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Furthermore, we have (1 +N/x)/(2 +N/x) ∈ [1/2, 1] and hence∣∣∣∣− log(2)− 1 +N/x2 +N/x + 12
∣∣∣∣ ≤ log(2) + 12 .
Finally, since 4π (log(2) +
1
2 + 1) ≤ 3, we get the last inequality in (2.32).
Hence we can write
TN,1,1t =:
4
π
∫ t
0
Z˜N,1s Z˜
N,2
s ds+ T
N,1,1,1
t
with (recall the definition of Y N,is from (2.13))
∣∣TN,1,1,1t ∣∣ ≤ 1logN
∫ t0
0
Z˜N,2s Y
N,1
s ds.
By Corollary 2.6, there exists a C <∞ such that
E
[
Y N,1s
] ≤ C for all s ≥ 0, N ∈ N.
Let ε > 0 be arbitrary. Since Z˜N,2 is a nonnegative martingale, Doob’s inequality (Lemma 2.3)
yields that for K = Kε > 0 large enough and for all N ∈ N, we have
P
[
sup
s≥0
Z˜N,2s ≥ K
]
≤ 1
K
E
[
Z˜N,20
] ≤ ε.
Define the event
Aε :=
{
sup
s≥0
Z˜N,2s ≤ K
}
.
Hence
E
[∣∣TN,1,1,1t ∣∣ 1Aε] ≤ K · 1logN
∫ t0
0
E
[
Y N,1s
]
ds ≤ CKt0
logN
N→∞−→ 0.
Together with P[Acε] < ε this yields that |TN,1,1,1t | N→∞−→ 0 uniformly in t ∈ [0, t0] in probability.
Hence the pair (Z˜N , TN,1,1,1t )N∈N converges in probability and by Skorokhod’s theorem, we can
choose a probability space such that the convergence is even almost sure. Putting everything
together we proved Claim (i).
Claim (ii): limN→∞ T
N,2
t = 0.
Lemma 2.7 gives
0 ≤ TN,2t ≤ βN
N∑
k=1
∫ t0
0
Z˜N,2s
1
N2
X˜N,1s (k)
∫ ∞
0
ν(d(0, y2)) ds
=
ν({0} × R+)
logN
∫ t0
0
Z˜N,1s Z˜
N,2
s ds.
By definition, ν({0} × R+) <∞, thus, the right hand side goes to zero by (2.27).
Claim (iii): limN→∞ T
N,3
t = 0.
The integral TN,3t equals zero almost surely for all t ≥ 0 and N ∈ N since the integrand vanishes
by definition of hi.
Claim (iv): limN→∞ T
N,4
t =
4
π
∫ t
0
Z1sZ
2
s ds.
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To prove the claim we establish an upper bound and a lower bound with the same limit. Lemma
2.7 and the definition of ν give
0 ≤ TN,4t
≤ βN
N∑
k=1
∫ t0
0
∫ ∞
0
(y2
N
X˜N,2s (k)
)2
1{y2X˜N,2s (k)/N≤1}I˜
N,1
s (k) ν(d(0, y2)) ds
=
1
logN
∫ t0
0
Z˜N,1s
1
N
N∑
k=1
X˜N,2s (k)
∫
{0}×(0,N/X˜N,2s (k))
y22 ν(dy) ds.
By Lemma A.2 of [KM12], for x > 0, we have∫
{0}×(0,x)
y22 ν(dy) =
2
π
log(1 + x2)− 2
π
x2
1 + x2
.
Hence, by Lemma A.1, ∣∣∣∣∣ 4π log(N)−
∫
{0}×(0,N/x)
y22 ν(dy)
∣∣∣∣∣
≤ N
2
x2 +N2
+
∣∣ log(1 +N2/x2)− 2 log(N)∣∣
≤ 1 + ∣∣ log(1/N2 + 1/x2)∣∣
≤ 1 + 1
N2
+ 2| log(x)| ≤ 2 + 2| log(x)|.
Recall the definition of Y N,is from (2.13). We infer
TN,4t =:
4
π
∫ t
0
Z˜N,1s Z˜
N,2
s ds+ T
N,4,1
t
with
|TN,4,1t | ≤
1
logN
∫ t0
0
Z˜N,1s Y
N,2
s ds.
Reasoning as above for TN,1,1,1t , we conclude that T
N,4,1
t
N→∞−→ 0 uniformly in t ∈ [0, t0] a.s. Hence
we proved Claim (iv).
Verification of (2.28): We start with a lemma for bounding the first moments of the jumps.
Lemma 2.15. For all δ > 0 and x ∈ E, we have∫
δ |J(y, x)|1(1,∞)(δ |J(y, x)|) ν(dy) ≤ 8 (x21 + x22) δ2.
Proof. By symmetry and linearity of J , it is enough to consider the case δ = 1 (otherwise replace
δx by x˜) and x = (x1, 0). The case x = (0, x2) is analogous. Hence
|J(y, x)| ≤ |J1(y, x)|+ |J2(y, x)| = (|y1 − 1|+ y2)x1.
Note that 0 < y2 ≤ (1/x1)−1 under ν(dy) implies y1 = 0 and |J(y, x)| = x1
√
y22 + 1 ≤ x1(y2+1) ≤
1, thus,
x−11
∫
E
|J(y, x)|1(1,∞)(|J(y, x)|) ν(dy)
≤
∫
|y1−1|>1/x1, y2=0
|y1 − 1|ν(dy) +
∫
y2>(1/x1)−1,y1=0
(1 + y2) ν(dy).
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Note that (since the first factor in the second integral to come is bounded by 1)∫
|y1−1|>1/x1, y2=0
|y1 − 1|ν(dy)
=
4
π
∫
(0,(1−1/x1)∨0)∪(1+1/x1,∞)
|y1 − 1|y1
(1 + y1)2
1
(1 − y1)2 dy1 ≤
8
π
x1.
Similarly (note that the first factor in the second integral is easily bounded by 4)∫
y2>(1/x1)−1
(1 + y2) ν(dy) =
4
π
∫ ∞
0∨((1/x1)−1)
y2(y2 + 1)
3
(y22 + 1)
2
1
(y2 + 1)2
dy2 ≤ 16
π
x1.
The claim follows since 8+16π ≤ 8. 
Let t0 > 0 and t ∈ [0, t0]. By Propsition 2.2, Lemma 2.7 and Lemma 2.15 with δ = 1/N , we get
(2.28) since
∣∣BNt (h)∣∣ ≤ βN N∑
k=1
∫ t0
0
∫
E
1
N
∣∣J(y, X˜Ns (k))∣∣1{|J(y,X˜Ns )|/N≥1}ν(dy) I˜Ns (k) ds
≤ 8
logN
∫ t0
0
1
N
N∑
k=1
[
(X˜N,1s (k))
2I˜N,2s (k) + (X˜
N,2
s (k))
2I˜N,1s )(k)
]
ds
=
16
logN
∫ t0
0
Z˜N,1s Z˜
N,2
s ds
N→∞−→ 0.
Proof of (2.24).
By assumption, there are ǫ, c > 0 so that g( · ) ≤ c1{| · |>ǫ}. For the indicator the bounds were
already derived in the proof of Lemma 2.12, and hence we are done. 
Now we are ready to finish the proof of Theorem 1:
Proof of Theorem 1. The previous Lemma 2.14 identifies the semimartingale triplet of any pos-
sible limit point of the tight sequence (Z˜N )N∈N. Chapter III.2c of [JS03] (more precisely Theo-
rem III.2.32) shows that any limit point Z = (Z1, Z2) is a weak solution to the two-dimensional
stochastic differential equation (1.17) started in Z0 = z = limN→∞
(
ZN,10 , Z
N,2
0
)
.
Let ε > 0 and define
τε := inf
{
t : (Z1t , Z
2
t ) 6∈ [ε,∞)2
}
.
Note that pathwise uniqueness holds for the SDE (1.20) for t ≤ τε since the noise coefficient is
Lipschitz. Letting ε ↓ 0, we get pathwise uniqueness up to time τ := supε>0 τε. Furthermore,
we have Zit = Z
i
τ for t ≥ τ , i = 1, 2, since the noise term vanishes as soon as Z1t = or Z2t = 0.
Hence, pathwise uniqueness holds for all t ≥ 0. Thus all limit points of (Z˜N )N∈N are identical in
distribution. But this proves weak convergence of (Z˜N )N∈N to the unique solution of (1.20). 
3. Proof of Theorem 2
We will need special classes of convergence determining functions on R2+ and on E, respectively.
For x = (x1, x2) and y = (y1, y2) ∈ R2, define the lozenge product
(3.1) x ⋄ y := −(x1 + x2)(y1 + y2) + i(x1 − x2)(y1 − y2)
(with i =
√−1) and set
(3.2) F (x, y) = exp(x ⋄ y).
Note that x⋄y = y ⋄x. By [KM10, Corollary 2.4], the functions {F (·, z), z ∈ R2+} and {F (·, z), z ∈
E} are measure and (weak) convergence determining on R2+ and on E, respectively. Note that for
y ∈ E, the function F (·, y) is harmonic so that, for θ ∈ R2+ and y ∈ E,
(3.3)
∫
E
Qθ(dx)F (x, y) = F (θ, y).
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We start with a lemma that states the approximate duality relation.
Lemma 3.1. Let s, t ≥ 0, n ∈ N, N ≥ n and k1, . . . , kn ∈ SN . If y(j) = (y1(j), y2(j)) ∈ E, then,
for every θ ∈ R2+, we have
(3.4)
E

 n∏
j=1
F
(
XNt+s(kj), y(j)
)∣∣∣Ft


=
n∏
j=1
F (θ, y(j))
n∏
j=1
F
(
(XNt (kj)− θ), e−sy(j)
)
+ E

∫ s
0

 n∏
j=1
F
(
XNt+r(kj), e
r−sy(j)
)
F
(
θ, (1 − er−s)y(j))


×

er−s(ZNt+r − θ) ⋄
n∑
j=1
y(j)

 dr ∣∣∣∣ Ft

 .
Before we prove the lemma, we show how it implies Theorem 2.
Proof of Theorem 2(i). Because F is convergence determining, a simple application of the Cramer-
Wold device shows that in order to prove Theorem 2(i), it is enough to show that
(3.5) lim
N→∞
E

F (ZNβN t, y)
n∏
j=1
F
(
XNβN t(kj), y(j)
) = E

F (Zt, y) n∏
j=1
F
(
Zt, y(j)
)
for all t > 0, n ∈ N, k(1), . . . , k(n) ∈ N, y(1), . . . , y(n) ∈ E and y ∈ R2+. Let t > 0 and recall that
βN = N/ logN . Define uN := 2 logN . We use Lemma 3.1 with t replaced by β
N t − uN and s
replaced by uN . Furthermore, we assume θ = Z
N
βN t−uN
. Note that
(3.6)
E
[∣∣1− F (XNβN t−uN (kj), e−uN y(j))∣∣] ≤ e−uN |y(j)|NE[∣∣ZNβN t−uN ∣∣]
≤ e−uN N |y(j)|E[∣∣ZN0 ∣∣]
≤ C/N
and that the first factor in the integral in (3.4) is bounded by 1.
Since Z˜N is C-tight and since uN/β
N N→∞−→ 0, we have ZNβN t−uN − ZNβN t
N→∞−→ 0 in probability.
Hence, for k1, . . . , kn ∈ SN , y(j) = (y1(j), y2(j)) ∈ E, y(0) ∈ R2+ and θ ∈ R2+, we have
(3.7)
lim
N→∞
∣∣∣∣∣E
[
F
(
ZNβN t, y(0)
) n∏
j=1
F
(
XNβN t(kj), y(j)
)]
− E
[
F
(
Zt, y(0)
) n∏
j=1
F
(
Zt, y(j)
)]∣∣∣∣∣
= lim
N→∞
∣∣∣∣∣E
[
F
(
ZNβN t−uN , y(0)
) n∏
j=1
F
(
XNβN t(kj), y(j)
)]
− E
[
F
(
ZNβN t−uN , y(0)
) n∏
j=1
F
(
ZNβN t−uN , y(j)
)]∣∣∣∣∣
≤
∫ uN
0
E
[∣∣∣∣∣er−uN(ZNβN t−uN+r − ZNβN t−uN ) ⋄
n∑
j=0
y(j)
∣∣∣∣∣
]
dr
≤ C sup
r∈[0,uN ]
E
[∣∣ZNβN t−uN+r − ZNβN t−uN ∣∣]
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By Lemma 2.9, the random variables
sup
r∈[0,uN ]
∣∣ZNβN t−uN+r − ZNβN t−uN ∣∣, N ≥ 2,
are Lq-bounded for some q > 1 and are hence uniformly integrable. Since they converge to 0 in
probability, the dominated convergence theorem yields
lim
N→∞
sup
r∈[0,uN ]
E
[∣∣ZNβN t−uN+r − ZNβN t−uN ∣∣] = 0.
This finishes the proof of Theorem 2(i). 
Proof of Theorem 2(ii). The convergence of finite dimensional distributions is derived by standard
methods and we only sketch the main idea.
Let θ ∈ R2+ and let Y θ be the stationary process with distribution Qˇθ (recall that it was defined
after (1.19)). Let m ∈ N and s1 < s2 < . . . < sm as well as y1, . . . , ym ∈ E. Recall from (1.19)
that
P[Y θsk ∈ dy′|Y θsk−1 = y] = Qe−(sk−sk−1)y+(1−e−(sk−sk−1))θ(dy′),
and hence, using also (3.3), we get (for zk ∈ R2+)
E
[
F (Y θsk , zk)|Y θs , s ≤ sk−1
]
=
∫
E
Qzk(dz)E
[
F (Y θsk , z)|Y θs , s ≤ sk−1
]
=
∫
E
Qzk(dz)F
(
Y θsk−1 , e
−(sk−sk−1)z
)
F
(
θ, (1 − e−(sk−sk−1))z).
Iterating the argument, we get
(3.8) E
[
m∏
k=1
F
(
Y θsk , zk
)]
= Gm(θ, z1, . . . , zm), z1, . . . , zm ∈ R2+,
where the functions Gk are defined iteratively by
G1(θ, z1) =
∫
E
Qz1(dz)F (θ, z)
and
(3.9)
Gk(θ, z1, . . . , zk)
=
∫
Qzk(dz)Gk−1(θ, z1, . . . , zk−2, zk−1 + e
sk−1−skz)F (θ, (1− esk−1−sk)z).
In particular, for y1, y2 ∈ E, we have
(3.10) G2(θ, y1, y2) = F (θ, (1− es1−s2)y2)
∫
E
Qy1+es1−s2y2(dz)F (θ, z).
In order to show Theorem 2(ii), we have to show: For n ∈ N and y(j, k) ∈ E, k = 1, . . . ,m,
j = 1, . . . , n, y(0) ∈ R2+, and k1, . . . , kn ∈ N we have
(3.11)
lim
N→∞
E

F (ZNβN t, y(0))
n∏
j=1
m∏
k=1
F
(
XNβN t+sk(kj), y(j, k)
)
= E

F (Zt, y(0)) n∏
j=1
Gm
(
Zt, y(j, 1), . . . , y(j,m)
)
For ease of notation, we restrict ourselves to showing (3.11) for m = 2 only. Using Lemma 3.1,
and arguing as in the proof of Theorem 2(i), we get
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(3.12)
lim
N→∞
E

F (ZNβN t, y(0))
n∏
j=1
F
(
XNβN t+s2(kj), y(j, 2)
) n∏
j=1
F
(
XNβN t+s1(kj), y(j, 1)
)
= lim
N→∞
E
[
F
(
ZNβN t−uN , y(0)
) n∏
j=1
F
(
ZNβN t−uN , (1− es1−s2)y(j, 2)
)
× F (XNβNt+s1(kj), (es1−s2y(j, 2) + y(j, 1)))
]
= lim
N→∞
E
[
F
(
ZNβN t−uN , y(0)
) n∏
j=1
F
(
ZNβN t−uN , (1− es1−s2)y(j, 2)
)
×
∫
E
Q(es1−s2y(j,2)+y(j,1))(dz)F
(
XNβN t+s1(kj), z
)]
= lim
N→∞
E
[
F
(
ZNβN t−uN , y(0)
) n∏
j=1
F
(
ZNβN t−uN , (1− es1−s2)y(j, 2)
)
×
∫
E
Q(es1−s2y(j,2)+y(j,1))(dz)F
(
ZNβN t−uN , z
)]
= E
[
F
(
Zt, y(0)
) n∏
j=1
F
(
Zt, (1− es1−s2)y(j, 2)
)
×
∫
E
Q(es1−s2y(j,2)+y(j,1))(dz)F (Zt, z)
]
= E
[
F (Zt, y(0))
n∏
j=1
G2(Zt, y(j, 1), y(j, 2))
]

Proof of Lemma 3.1. By [KM12, Theorem 1.1], we have that
Ms :=
n∏
j=1
F
(
XNt+s(j), y(j)
)− n∏
j=1
F
(
XNt (j), y(j)
)
−
∫ s
0
n∏
j=1
F
(
XNt+r(j), y(j)
) n∑
j=1
(
ZNt+r −XNt+r(j)
) ⋄ y(j) dr
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is a martingale with M0 = 0. Now we replace y(j) by the time dependent function e
u+sy(j) for
some u ∈ R and subtract the resulting drift to get
M ′s :=
n∏
j=1
F
(
XNt+s(j), e
u+sy(j)
)
F
(
θ, (1− eu+s)y(j))
−
n∏
j=1
F
(
XNt (j), e
uy(j)
)
F
(
θ, (1− eu)y(j))
−
∫ s
0
n∏
j=1
F
(
XNt+r(j), e
u+ry(j)
)
F
(
θ, (1 − eu+r)y(j))
×
n∑
j=1
(
ZNt+r −XNt+r(j)
) ⋄ (eu+ry(j)) dr
−
∫ s
0
n∏
j=1
F
(
XNt+r(j), e
u+ry(j)
)
F
(
θ, (1 − eu+r)y(j))
×
n∑
j=1
(
XNt+r(j)− θ
) ⋄ (eu+ry(j)) dr
=
n∏
j=1
F
(
XNt+s(j), e
u+sy(j)
)
F
(
θ, (1− eu+s)y(j))
−
n∏
j=1
F
(
XNt (j), e
uy(j)
)
F
(
θ, (1− eu)y(j))
−
∫ s
0
n∏
j=1
F
(
XNt+r(j), e
u+ry(j)
)
F
(
θ, (1 − eu+r)y(j))
×
n∑
j=1
(
ZNt+r − θ
) ⋄ (eu+ry(j)) dr
is a martingale with M ′0 = 0. Choosing u = −s and taking conditional expectations gives the
claim. 
Appendix A
Lemma A.1. Let a > 0. For all x > 0 and y ∈ [0, a], we have
| log(x+ y)| ≤ a+ | log(x)|.
Proof. If x+ y < 1, then | log(x+ y)| ≤ | log(x)|. If x+ y ≥ 1, then by Taylor expansion, we get
| log(x + y)| = log(x+ y) ≤ log(x+ a) ≤ log(x) + a ≤ | log(x)| + a.

We collect some basic properties of the measure ν defined in (1.13).
Lemma A.2. Let ε > 0. We have
ν
({0} × (ε,∞)) = 2
π
1
(1 + ε)2
≤ 2
π
(
1 ∧ ε−2),
and
ν
(
([0,∞) \ (1 − ε, 1 + ε))× {0}) =


8
π
1
ε(4−ε2) − 2π , if ε ≤ 1,
2
π
1
ε(2+ε) , if ε ≥ 1,
≤ 2
π
(
ε−1 ∧ ε−2).
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Proof. This is simple calculus. 
Lemma A.3. For x ≥ 0, we have and∫
{0}×(0,x)
y22 ν(dy) =
2
π
log(1 + x2)− 2
π
x2
1 + x2
≤ 4
π
log(x),
where the inequality holds if x ≥ 2.
Proof. This is simple calculus. 
Lemma A.4. For x > 0, we have∫
(0,x)×{0}
(y1 − 1)2 ν(dy) = 4
π
(
log(1 + x)− x
1 + x
)
.
Hence, for ε ∈ (0, 1), we get∫
(1−ε,1+ε)×{0}
(y1 − 1)2 ν(dy) = 4
π
(
log
(
2 + ε
2− ε
)
− 2ε
4− ε2
)
≤ 2
π
ε
Proof. This is simple calculus. 
Lemma A.5. We have ∫
E
y2 ν(dy) = 1
Proof. This is simple calculus. 
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