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Bragg diffraction has been used in atom interferometers because it allows signal enhancement
through multiphoton momentum transfer and suppression of systematics by not changing the inter-
nal state of atoms. Its multi-port nature, however, can lead to parasitic interferometers, allows for
intensity-dependent phase shifts in the primary interferometers, and distorts the ellipses used for
phase extraction. We study and suppress these unwanted effects. Specifically, phase extraction by
ellipse fitting and the resulting systematic phase shifts are calculated by Monte Carlo simulations.
Phase shifts arising from the thermal motion of the atoms are controlled by spatial selection of
atoms and an appropriate choice of Bragg intensity. In these simulations, we found that Gaussian
Bragg pulse shapes yield the smallest systematic shifts. Parasitic interferometers are suppressed by
a “magic” Bragg pulse duration. The sensitivity of the apparatus was improved by the addition
of AC Stark shift compensation, which permits direct experimental study of sub-part-per-billion
(ppb) systematics. This upgrade allows for a 310 ~k momentum transfer, giving an unprecedented
6.6Mrad measured in a Ramsey-Bordé interferometer.
Atom interferometers have been used for tests of fun-
damental physics such as the isotropy of gravity [1], the
equivalence principle [2–5], the search for dark-sector par-
ticles [6, 7], and measurements of the fine structure con-
stant α [8, 9], which characterizes the strength of the
electromagnetic interaction. This constant can be ob-
tained from the electron’s gyromagnetic anomaly ge − 2.
At the current accuracy, this involves > 10,000 Feynman
diagrams, as well as muonic and hadronic physics [10]. At
increased accuracy, the tauon and the weak interaction
will also be included. Since this path leads to 0.24 ppb
accuracy [11], an independent measurement of α would
create a unique test for the standard model. The best
such measurements of α are currently based on the re-
coil energy ~2k2/2mAt of an atom of mass mAt that has
scattered a photon of momentum ~k [12, 13]. This mea-
surement yields ~/mAt, and yields α to 0.66 ppb [8] via
the relation
α2 = 2R∞
c
mAt
me
~
mAt
. (1)
The Rydberg constant R∞ is known to 0.005 ppb accu-
racy, and the atom-to-electron mass ratio is known to
better than 0.1 ppb for many species [14].
In this paper, we improve the accuracy of a measure-
ment of the fine structure constant using Bragg diffrac-
tion, by both increasing the sensitivity of the experi-
ment and a thorough theoretical analysis of important
systematic effects. In Section I, we present an enhance-
ment in the sensitivity of an atom interferometer (AI)
by AC Stark compensation, which allows faster integra-
tion. In Section II, we investigate aberrations to the el-
liptical shape used for phase extraction which arise from
the diffraction phase. Section III shows how this leads
to phase shifts due to thermal motion, and Section IV
describes how spatial filtering can be used to suppress
those shifts. In Section V, we consider the influence of
the Bragg pulse shape, and in Section VI we examine
the influence of parasitic AIs (as well as find a “magic”
duration which can be used to suppress them).
I. IMPROVED SENSITIVITY THROUGH
STARK COMPENSATION
The atom interferometer discussed in this paper has
been described in detail in Ref [15]; the geometry is
shown in Figure 1. Two cesium Ramsey-Bordé interfer-
ometers are operated in a simultaneous-conjugate con-
figuration [16], with each 2n-photon beamsplitter formed
by a Bragg pulse that splits the atoms by a total of 2n~k,
where ~k is the photon momentum, without changing the
internal state of the atoms. A frequency ramp that accel-
erates the lattice, driving Bloch oscillations, is applied in
the middle of the sequence, to provide additional momen-
tum splitting by 2N~k. Up-going and down-going ramps
are applied simultaneously. The total phase difference
between the two interferometers is
∆Φ = 16n(n+N)ωrT − 2nωmT. (2)
where T is the separation time between the first and sec-
ond laser pulses (also equal to that between the third
and fourth), 2ωm is the detuning between the frequen-
cies used for the final two pulses, and ωr = ~k2/2m is
the recoil frequency we seek to measure. Increasing the
Bragg order, Bloch order, or pulse separation time T will
increase the total accumulated phase, and therefore the
experiment’s sensitivity.
As the pulse separation time is increased, distortions
in the wavefronts of the Bragg and Bloch beams (which
originate from the same fiber port) will result in spatially-
varying AC Stark shifts that lead to decoherence [17].
The distortions can be caused by diffraction from ob-
structions such as dust on optics/viewports, the circular
aperture of the fiber port, and the inner wall of the vac-
uum system.
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FIG. 1. Geometry of the two simultaneous conjugate Ramsey-
Bordé interferometers. The four Bragg pulses that form the
interferometers are shown in dashed lines; Bloch Oscillations
(BO) between the 2nd and 3rd Bragg pulses provide addi-
tional momentum splitting.
To suppress this effect, we apply a beam from the same
fiber port as the Bragg and Bloch beams, with the same
intensity but the opposite single-photon detuning, as sug-
gested in [17]. This beam is single-frequency, does not
satisfy Bragg resonance, and does not drive Bragg transi-
tions. This beam compensates for the variable AC Stark
shift and enhances the Bloch order and pulse separation
time at which we have acceptable contrast (see Figure 2).
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FIG. 2. Comparison of ellipses with and without Stark com-
pensation. Data taken with n=5, N=25. The solid lines are
ellipse fits.
Without this upgrade, N=25 was the largest Bloch or-
der at which usable ellipses could be observed, with a
pulse separation time of T=80ms. Stark compensation
allows coherence to be observed with N=75 up to a max-
imum pulse separation time of T=80ms. Beyond this
point, other decoherence mechanisms (including thermal
expansion of the atom cloud and single-photon scatter-
ing) dominate, as shown in Figure 3. The momentum
splitting between the “fastest” and “slowest” arms of
the interferometer is 2(n + 2N) = 310~k (1.1m/s rel-
ative motion), giving an unprecedented 6.6Mrad mea-
sured in a Ramsey-Bordé interferometer. This represents
the largest measured phase of any Ramsey-Bordé inter-
ferometer. Not only does this upgrade allow a measure-
ment of α with a higher integration rate, it also permits
the study of sub-ppb systematic effects.
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FIG. 3. Data taken with N=25 and N=75 (n=5) showing
the enhancement of contrast resulting from the addition of
the Stark compensation beam.
II. DIFFRACTION PHASE EXTRACTION VIA
ELLIPSE FITTING
Extracting the differential and common-mode phases
from a pair of conjugate interferometers by ellipse fit-
ting is well-established [18]. However, the use of Bragg
(i.e. multi-port) beamsplitters will distort the ellipses,
and could potentially produce a systematic error in the
ellipse fit. Here we consider the validity of ellipse fitting
in the case of multi-port beamsplitters, by extending the
analysis in Ref [15]. We begin with the optical Bloch
equations in the cases of a single-frequency and a multi-
frequency Bragg pulse [15]:
ig˙n = 2Ω
[
gn+1e
i2δte−i4(2n+1)ωrt + gn−1e−i2δtei4(2n−1)ωrt
]
,
(3)
ig˙n = 4 cos(ωmt)Ω
[
gn+1e
i2δte−i4(2n+1)ωrt + gn−1e−i2δtei4(2n−1)ωrt
]
.
(4)
3Each is an infinite set of differential equations, where
gn(z, t) are plane-wave momentum states of the atomic
ground state, Ω is the two-photon Rabi frequency, and
2δ = ω1 − ω2 is the frequency difference between the
counter-propagating field and the average of the co-
propagating fields.
Combining (3) and (4), we can calculate the total
phase shift in the interferometer due to the beam splitter
diffraction phase. At each beam splitter along a partic-
ular path, the atom acquires a diffraction phase [19, 20].
There are eight relevant paths. For each of the two in-
terferometers (upper and lower), there are two possible
trajectories (upper and lower), and two output ports for
each of those trajectories (upper and lower) for a total of
23 paths (see Figure 1).
We evaluate 〈b| Hˆn |a〉, the amplitude for the Bragg
pulse to transfer an atom from momentum state amoving
at 2a~k into a momentum state b when driven with laser
frequencies at δ = 4nωr, by numerically solving Eqn. 3.
Similarly, the matrix elements 〈b| Hˆn,N |a〉 can be found
by integrating the multi-frequency optical Bloch equation
for δ = 4nωr and ωm = 8(n+N)ωr.
The matrix elements for Hˆn and Hˆn,N are symmetric,
as well as invariant under a momentum transformation
[15]:
〈b| Hˆn(,N) |a〉 = 〈a| Hˆn(,N) |b〉 (5)
= 〈b+ c| Hˆn+c(,N) |a+ c〉 .
For the two-frequency HamiltonHn, there is also symme-
try about the Bragg resonance condition. For any value
{a, b, c} ∈ R, then
〈n+ b| Hˆ2n+c |n+ a〉 = 〈n− b| Hˆ2n−c |n− a〉 .
Additionally, for large modulation frequency ωm, the
multi-frequency Hamiltonian Hˆn,N looks like a momen-
tum shifted two-frequency Hamiltonian Hˆn:
〈b| Hˆn |a〉 = lim
N→∞
〈b+ n+N | Hˆn,N |a+ n+N〉
= lim
N→∞
〈b− n−N | Hˆn,N |a− n−N〉 .
(6)
We write the complex amplitude along an interferom-
eter path as cijk, where i determines the interferometer,
j determines the path within that interferometer, and k
determines the output port. Each index can take two val-
ues, u or `, signifying “upper” and “lower” respectively.
c`u` = 〈−n−N | Hˆn,N |−n−N〉 〈−N | Hˆn,N |−n−N〉
× 〈n| Hˆn |0〉2 ,
c``` = 〈−n−N | Hˆn,N |−N〉 〈−N | Hˆn,N |−N〉 〈0| Hˆn |0〉2 ,
c`uu = 〈−N | Hˆn,N |−n−N〉2 〈n| Hˆn |0〉2 ,
c``u = 〈−N | Hˆn,N |−N〉2 〈0| Hˆn |0〉2 ,
cuu` = 〈n+N | Hˆn,N |n+N〉2 〈n| Hˆn |n〉 〈n| Hˆn |0〉 ,
cu`` = 〈n+N | Hˆn,N |2n+N〉2 〈n| Hˆn |0〉 〈0| Hˆn |0〉 ,
cuuu = 〈2n+N | Hˆn,N |n+N〉 〈n+N | Hˆn,N |n+N〉
× 〈n| Hˆn |n〉 〈n| Hˆn |0〉 ,
cu`u = 〈2n+N | Hˆn,N |2n+N〉 〈n+N | Hˆn,N |2n+N〉
× 〈n| Hˆn |0〉 〈0| Hˆn |0〉 .
We define the phases along the lower and upper trajec-
tories to be φ` = φc + φd and φu = φc − φd, where φd is
the differential phase to be measured and φc is a common
mode term which fluctuates between zero and 2pi due to
vibrations. The interferometer outputs are then
Ψ`` = |−n−N〉
[
c`u` + eiφ`c```
]
,
Ψ`u = |−N〉
[
c`uu + eiφ`c``u
]
,
Ψu` = |n+N〉
[
cuu` + eiφucu``
]
,
Ψuu = |2n+N〉
[
cuuu + eiφucu`u
]
,
where the individual beam-splitter phases φq
(φ``u, φ`u`, . . . ) are given by cq = |cq| eiφq . Assum-
ing |ci| = |cj |, the measured populations of the lower
interferometer output ports are
|Ψ``|2 = cos2
(
1
2 (φ` + φ``` − φ`u`)
)
,
|Ψ`u|2 = sin2
(
1
2 (φ` + φ``u − φ`uu − pi)
)
,
where we have inserted a pi phase shift by hand in the last
equation to produce the usual sin2 interference result.
By applying the substitution Φ` = φ` + φ``` − φ`u`, the
amplitudes of the lower output port simplify to
|Ψ`u|2 = sin2
(
1
2 (Φ` + (φ``u − φ`uu)− (φ``` − φ`u`)− pi)
)
= sin2
(
1
2 (Φ` + ∆φ`)
)
,
where we have introduced ∆φ` = (φ``u − φ`uu)− (φ``` −
φ`u`) − pi as the difference in diffraction phase between
the two output ports of the lower interferometer. Since
the beam-splitter phases also encode the usual pi/2 phase
shifts intrinsic to beam-splitters, the aforementioned pi
phase shift is included to make ∆φ` small.
4Plotting |Ψ``|2 vs. |Ψu`|2 while the common-mode
phase fluctuates creates an ellipse, whose shape allows
the determination of the differential phase φd. Although
it is possible to estimate the phase difference between
the upper and lower interferometer by fitting the ellipse
|Ψ``|2 vs. |Ψu`|2, this method is sensitive to fluctuation in
the absolute number of atoms. A more robust technique
is to use the normalized difference between the interfer-
ometer outputs (|Ψ``|2 − |Ψ`u|2)/(|Ψ``|2 + |Ψ`u|2) and
(|Ψu`|2−|Ψuu|2)/(|Ψu`|2 + |Ψuu|2). For an ideal interfer-
ometer with output populations |Ψ`|2 = A cos(φ/2)2 and
|Ψu|2 = A sin(φ/2)2, the normalized difference reduces
to (|Ψ`|2 − |Ψu|2)/(|Ψ`|2 + |Ψu|2) = cos(φ), independent
of the signal amplitude A.
However, in the case of Bragg diffraction, the sum of
the interfering populations is not unity, |Ψ``|2 + |Ψ`u|2 6=
1, due to beam splitter losses. The effect of this can
be seen in Fig. 4 where the parameters are chosen to
be far from the ideal case of an interferometer formed
by two-port beam-splitters; in this case the normalized
outputs of the two conjugate interferometers don’t form
an ellipse.
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FIG. 4. Non-ideal ellipse for parameters n = 5 N = 0
Ω0 = 7.81ωr, and a detuning from Bragg resonance δv = 0.3vr
(where vr is the recoil velocity). The red curve includes the
three terms in the RHS of Eq. (7); the black curve includes
the first two.
If the difference between the diffraction phase of the two
output ports ∆φ` is small, then we can approximate the
normalized population as
|Ψ``|2 − |Ψ`u|2
|Ψ``|2 + |Ψ`u|2
≈ cos (Φ`)− 12∆φ` sin (Φ`)
+14∆φ` sin (2Φ`) +O(∆φ
2
`).
(7)
Recall that the phase φ` (and therefore Φ`) contains a
common mode term φc which fluctuates between zero
and 2pi due to vibrations. Interpreting φc as a parametric
variable, we can further approximate (7) by ignoring the
second perturbative term that has twice the frequency in
Φ` (and therefore in φc) as it will tend to average out
when fitting (7) to the x/y component of an ellipse with
the functional form A cos(φc+φ)+B. Utilizing a Taylor-
series approximation, the normalized population for the
lower interferometer can be simplified to
x = |Ψ``|
2 − |Ψ`u|2
|Ψ``|2 + |Ψ`u|2
≈ cos (Φ`)− 12∆φ` sin (Φ`)
≈ cos
(
Φ` +
∆φ`
2
)
,
and similarly for the upper interferometer,
y = |Ψu`|
2 − |Ψuu|2
|Ψu`|2 + |Ψuu|2
≈ cos
(
Φu +
∆φu
2
)
,
where Φu = φu+φu``−φuu` and ∆φu = (φudu−φuuu)−
(φudd − φuud)− pi. The extracted differential phase after
ellipse fitting (x, y) is then
∆ϕ = (Φ` +
∆φ`
2 )− (Φu +
∆φu
2 )
= 2φd +
1
2 [(φ``` − φu``)− (φ`u` − φuu`)] (8)
+ 12 [(φ``u − φu`u)− (φ`uu − φuuu)]
= 2φd +
1
2 [(φ``` − φ`u`)− (φu`` − φuu`)]
+ 12 [(φ``u − φ`uu)− (φu`u − φuuu)]
= 2φd + φ0
where φ0 is the measured diffraction phase systematic
due to beam-splitter losses. Therefore to leading or-
der the differential diffraction phases for different output
ports do not produce a systematic effect in a measure-
ment of the fine structure constant.
We can also take advantage of certain cancellations to
determine which pulses contribute most to the measured
diffraction phase. Expanding each diffraction phase pair
in (8) in terms of the Hamiltonian matrix elements,
5φ``` − φu`` = arg
(
〈−n−N | Hˆn,N |−N〉 〈−N | Hˆn,N |−N〉 〈0| Hˆn |0〉2
〈n+N | Hˆn,N |2n+N〉2 〈n| Hˆn |0〉 〈0| Hˆn |0〉
)
(9)
φ`u` − φuu` = arg
(
〈−n−N | Hˆn,N |−n−N〉 〈−N | Hˆn,N |−n−N〉 〈n| Hˆn |0〉2
〈n+N | Hˆn,N |n+N〉2 〈n| Hˆn |n〉 〈n| Hˆn |0〉
)
(10)
φ``u − φu`u = arg
(
〈−N | Hˆn,N |−N〉2 〈0| Hˆn |0〉2
〈2n+N | Hˆn,N |2n+N〉 〈n+N | Hˆn,N |2n+N〉 〈n| Hˆn |0〉 〈0| Hˆn |0〉
)
(11)
φ`uu − φuuu = arg
(
〈−N | Hˆn,N |−n−N〉2 〈n| Hˆn |0〉2
〈2n+N | Hˆn,N |n+N〉 〈n+N | Hˆn,N |n+N〉 〈n| Hˆn |n〉 〈n| Hˆn |0〉
)
(12)
we immediately see that the matrix elements describing
the first beam splitter (〈0| Hˆn |0〉 in Eq.’s 9 and 11 and
〈n| Hˆn |0〉 in Eq.’s 10 and 12) cancel out in each pair. A
slightly less-ideal symmetry can be seen by looking at
the left-most matrix elements in each pair, which corre-
spond to the last beam-splitter. The contribution to the
diffraction phase due to the last beam-splitter is
φlast = arg
(
〈−n−N | Hˆn,N |−N〉
〈n+N | Hˆn,N |2n+N〉
× 〈n+N | Hˆn,N |n+N〉〈−n−N | Hˆn,N |−n−N〉
× 〈−N | Hˆn,N |−N〉〈2n+N | Hˆn,N |2n+N〉
×〈2n+N | Hˆn,N |n+N〉〈−N | Hˆn,N |−n−N〉
)
The matrix elements that change the atom momentum
(e.g. 〈−n−N | Hˆn,N |−N〉) cancel because of the symme-
try (5). Additionally, in the limit of large N we satisfy
Eq. (6), so the matrix elements that do not change mo-
mentum (e.g. 〈n+N | Hˆn,N |n+N〉) cancel out, giving
φlast = 0 under these assumptions. From these cancella-
tions we learn two important properties:
• The first beam-splitter has no effect on the mea-
sured diffraction phase in the case of a conjugate
Ramsey-Bordé interferometer, even if the Bragg de-
tuning δ is not on resonance.
• The last beam splitter also does not contribute
diffraction phase to the interferometer, assuming
that N is large.
Experimentally we suppress our sensitivity to the
diffraction phase by varying the pulse separation time T
and extracting it as the T -independent phase (the phase
containing the recoil frequency is linear in T , see Eq. 2).
However, in practice the Bragg intensity will vary tem-
porally within each experimental cycle, which (as will be
shown in the next section) can lead to significant sys-
tematic phase shifts. The time of the 2nd and 3rd pulses
relative to the start of the interferometer sequence can
be fixed, suppressing variations in the intensity of those
pulses. Since the diffraction phase cancels exactly for
the first beam splitter, the variation in the intensity of
the last Bragg pulse is most important for the diffrac-
tion phase. The imperfect cancellation for the last beam
splitter means that transverse motion causes suppressed
effects when considering the atomic ensemble, which are
discussed in the next section.
III. SYSTEMATIC PHASE SHIFTS DUE TO
THERMAL MOTION OF THE ATOMS
In the previous section we found that, to leading or-
der, the differential diffraction phases for different output
ports do not produce a systematic effect in a measure-
ment of the fine structure constant. However, higher-
order effects might produce such a systematic effect by
causing the diffraction phase Φ measured by ellipse fit-
ting to vary with the pulse separation time T . The next
section describes a Monte Carlo simulation designed to
quantify this systematic effect.
The experiment varies the laser pulse separation time
T and records the laser frequency difference ωm in the last
two beam splitters needed to achieve zero interferometer
phase ∆Φ = 0. Using this data and rewriting (2) in the
more convenient form
ωm
8(n+N) =
Φ
16n(n+N)T + ωr, (13)
the recoil frequency ωr is extracted, from which the fine-
structure constant α may be computed. However, this
is only valid if Φ remains independent of T , which is
only approximately true. T -dependence of the diffrac-
tion phase can be caused by a variety of effects, and
is an important systematic effect for the fine structure
measurement. A linear dependence on T is particularly
troubling, as it would appear like a shift in ωr and be
undetectable by the experiment.
Integrating over the ensemble introduces a dependence
of the diffraction phase on the pulse separation time T
6so that at ∆Φ = 0, we can expand this systematic phase
to first-order with
2nωmT = 16n(n+N)ωrT + Φ0 +
dΦ
dT
T, (14)
absorbing constant terms into Φ0 so that (13) becomes
ωm
8(n+N) =
Φ0
16n(n+N)T + ωr +
dΦ
dT
16n(n+N) . (15)
Thus measurements of the recoil frequency ωr accrue a
systematic error
δωr =
dΦ
dT
16n(n+N) . (16)
This results in a relative uncertainty in the fine-structure
constant measurement of
δα
α
= 12
δωr
ωr
(17)
so that the relative uncertainty in α due to the systematic
phase shift associated with thermal motion is
δα
α
=
1
2
dΦ
dT
16n(n+N)ωr
. (18)
To determine the size of this effect, we implemented a
Monte Carlo simulation in which the optical Bloch equa-
tions (3) and (4) for each beam in the interferometer are
integrated numerically for a random sample of atoms in
the thermal ensemble. The system of coupled ordinary
differential equations is solved numerically for the mo-
mentum states within [min(m,n) − 20,max(m,n) + 20]
to yield the matrix elements 〈n|a, b|m〉, which represent
amplitudes for atoms to transition from state |n〉 with
momentum 2n~k to state |m〉 after being driven by pulses
with frequency differences ω12 = 8aωr and ωm = 8bωr,
which are dependent on the velocity v. These matrix ele-
ments are pre-computed for various atom velocities v and
pulse intensity ratios I/Ipi/2 for each set of parameters,
where Ipi/2 is the intensity needed to transfer momentum
2n~k to atoms with 50% probability, where k = k1+k22 .
The effect of each laser pulse beam splitter was cal-
culated using the previously pre-computed matrix ele-
ments and interpolated over v and I/Ipi/2 using a two-
dimensional complex cubic interpolation scheme. The
diffraction phases for all atoms are combined with a uni-
form common-mode phase between 0 and 2pi to gener-
ate an ellipse, which is then fit to determine the overall
diffraction phase measured for that particular pulse sep-
aration time T . T is then varied (with the time of the
2nd and 3rd pulses fixed) to determine the T -dependence
of the diffraction phase. A typical result of such a simu-
lation is shown in Figure 5.
A numerical determination of dΦdT can quantify the ef-
fect of the systematic phase on the uncertainty in the
measurements of α. As discussed in section II, the sys-
tematic shift is sensitive to the intensity of the last pulse
when thermal motion is included; this dependence is
shown in Figure 6, using parameters for the Monte Carlo
simulation listed in Table I.
0 10 20 30 40 50 60 70 80 90
0.1274
0.1275
0.1276
0.1277
0.1278
0.1279
0.128
m1 = − 0.3,m2 = 0.3
dΦ
dt
≈ (− 0.0048 ± 0.0001)rad/s
T (ms)
D
iff
ra
ct
io
n
P
h
a
se
Φ
(r
a
d
)
Diffraction Phase Φ (rad) vs. T (ms)
FIG. 5. Simulation of the variation of the diffraction phase
with T , taken with 107 simulated atoms. m1 and m2 are
defined in Eq. (20).
TABLE I. Monte Carlo simulation parameters
Name Symbol Value
Bragg diffraction order n 5
Bloch oscillation order N 25
Pulse width τ 14.5µs
Recoil frequency fr 2066Hz
Grid resolution of (m1,m2) ∆m1,2 0.1
Pulse time step 0.02τ
Pulse time limits tmax ±3τ
Velocity step ∆v 0.02mm/s
Velocity limits vmax ±0.4mm/s
Intensity ratio maximum rmax 2
Intensity ratio step ∆r 0.02
Initial position offset x00 0mm
Spatial spread σxyz 2.2mm
Horizontal velocity spread σvxy 1.5mm/s
Vertical velocity spread σvz 0.05mm/s/
√
2
Bragg Beam Waist 6.2mm
Initial x-velocity v0x 0mm/s
Recoil velocity vr 3.522mm/s
Number of simulations Nsim 1,000,000
4th pulse intensity ratio 1
Intensity ratio I/Ipi/2 1.1
Pulse Separation Times T {5,10,20,40,60,80}ms
IV. SPATIAL FILTERING
As the diffraction phase systematic is due to the ther-
mal motion of the cloud, it can be suppressed with “spa-
tial filtering”; by controlling the detection volume and
limiting the spatial extent of the atom cloud before the
interferometer, only atoms in the center of the Bragg
beam, with small transverse velocity, will contribute to
the contrast. Experimentally, this is accomplished by us-
ing a separate beam for the velocity selection stage before
the interferometer; this separate beam can have a smaller
waist than the Bragg beam, keeping the Bragg intensity
7uniform over the atom cloud while removing atoms on
the edges from the interferometer. The effect of this spa-
tial filtering beam is shown in Figure 6—it can be used
to reduce the size of the systematic shift, at the cost of
reducing the overall fluorescence signal.
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FIG. 6. Simulation of the systematic shift as a function of
the intensity of the last Bragg pulse, for n=5, N=25. Here,
the waist of the Bragg beam is 6.2mm; without spatial filter-
ing, the velocity selection beam is also 6.2mm. For spatial
filtering, we choose 3.0mm in this simulation.
The sensitivity to the last pulse intensity is decreased
when spatial filtering is used. We see that this places a
constraint on the allowed variation of the last pulse in-
tensity, but that by controlling it within 2% we can keep
the systematic shift below 0.1 ppb. Due to the impor-
tance of the Bragg intensity for this systematic shift, the
sensitivity to pulse shape is investigated in the following
section.
V. PULSE SHAPE SELECTION
The laser pulses used as Bragg diffraction beam split-
ters in the experiment are Gaussian pulses of the form
ΩR(t) = ΩˆRe−t
2/2τ2 (19)
with pulse width τ = 14.5µs and truncated outside a
finite time interval t ∈ [−3τ, 3τ ] for some constant ΩˆR.
We have characterised the pulse intensity I in terms of
the corresponding Rabi frequency ΩR which has a much
smaller time-scale than the pulse width τ itself. The
choice of pulse shape is not completely arbitrary; it was
shown in Ref [21] that smooth pulse shapes are optimal
to avoid unwanted outputs. However, a non-Gaussian
waveform can be used so long as its peak intensity can
be tuned to achieve the necessary beam splitter property
of transferring momentum 2n~k to passing atoms with
50% probability.
A convenient basis for forming smooth non-Gaussian
pulses is Hermite polynomial-corrected Gaussian pulses,
which we call Hermite-Gaussian pulses. For a constant
ΩˆR, a Hermite-Gaussian pulse can be constructed from
the general form
ΩR(t) = ΩˆRe−x
2/2[1 +m1H1(x) +m2H2(x) + · · · ],
(20)
where x = t/τ for some indicative pulse width τ , while
m1,m2, . . . are arbitrary weights and Hj(x) denotes the
j-th order Hermite polynomial in x defined convention-
ally as
H0(x) = 1
H1(x) = x
H2(x) = x2 − 1
H3(x) = x3 − 3x (21)
...
As the pulse profile represents an intensity, it must nec-
essarily be positive over the time interval t ∈ [−3τ, 3τ ].
We define this set of pulse parameters as
D = {(m1,m2) ∈ R2|ΩR(t) ≥ 0 ∀t ∈ [−3τ, 3τ ]}, (22)
which forms a natural domain over which to optimize.
Within this region, the Bragg pulses may be single-
peaked or double-peaked.
A linear-regression fit of the diffraction phase Φ over
the pulse separation time T was performed, an example
of which is plotted in Figure 5. The fit is used as an
estimate for the systematic effect in terms of dΦ/dT from
which one can estimate the effect on δα/α using (18).
However, since the slope uncertainty can be comparable
in magnitude to the slope itself, a figure of merit for
dΦ/dT that also took into account δ (dΦ/dT ) was used.
We define our figure of merit F1σ(µ, σ) to be a 68% (1-
sigma) confidence upper limit, such that for a probability
distribution P (x) with mean µ and width σ, the metric
is the number F so that the integral over P (x) from −F
to +F equals 0.68.
Using this figure of merit, we can place a reasonable
bound on the systematic shift in α as a relative uncer-
tainty
δα
α
=
1
2F1σ
[
dΦ
dT , δ
(
dΦ
dT
)]
16n(n+N)ωr
. (23)
The Monte Carlo simulation was run over the full do-
main D at Nsim = 106 for each (m1,m2) at a grid resolu-
tion of 0.1, shown in Figure 7. A second and finer simu-
lation was run over the single-peak region at Nsim = 107
with the same grid resolution in (m1,m2). Figure 8 shows
the results from a longer simulation with Nsim = 107 over
just the single-peak region in (m1,m2)-space, and with a
higher-quality slope fit as shown in Figure 5.
8FIG. 7. Colour plot of the systematic shift in units of ppb
in α over all valid pulse shape parameters m1 and m2 using
Nsim = 106. The colour scale is limited to δα/α ∈ [0 ppb,
1 ppb] and colours beyond this range have been omitted to
show relevant detail. The black curve encircles the region
where the intensity is always positive. The red curve encircles
the region where pulses are single-peaked.
FIG. 8. Color plot of the systematic shift in units of ppb in
α with Nsim = 107 over single-peak pulses. The colour scale
is limited to δα/α ∈ [0 ppb, 0.25 ppb].
The figure of merit for the systematic error is well be-
low 0.25ppb for all single-peak pulses and is well below
0.10ppb for most pulses in this region. Moreover, there
are even tighter bounds on the Gaussian case where the
slope fit is at (0.008± 0.003) ppb with a figure of merit
of 0.010ppb.
From the simulation results, it is apparent that
Hermite-Gaussian pulses up to second order offer no ad-
vantage over Gaussian pulses in suppressing the system-
atic error, especially those pulses which had two peaks.
Furthermore, within the regime of single-peaked pulses,
the systematic error was typically less than 0.1 ppb for
near-Gaussian peaks as summarised in Figure 8. We can
put an upper bound on the systematic shift in the Gaus-
sian case of about 0.008ppb using our figure of merit at
Nsim = 10, 000, 000. An even finer simulation for the
Gaussian case may be able to resolve a decisively non-
zero systematic shift. From the studies done thus far,
Gaussian pulses are indeed the best.
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FIG. 9. Comparison of the Bragg waveform after the intensity
servo (red) vs. an ideal gaussian (black). The two waveforms
are on top; the difference between the two is on the bottom.
Note the truncation of the waveform around -3τ and 3τ . The
deviation can be reduced by suitable adjustment of the servo;
however, even this deviation results in a negligible shift of less
than 0.03 ppb.
The waveform we use in the actual experiment is deter-
mined by an intensity servo which locks our pulse shape
to a reference waveform; the resulting waveform will not
match a perfect Gaussian (see Figure 9). We can there-
fore measure the experimental waveform and run the
Monte Carlo with that pulse shape. This analysis results
in a systematic shift in α below 0.03 ppb.
VI. PARASITIC INTERFEROMETERS
Because Bragg diffraction populates more than the two
desired momentum states, it is possible to create un-
wanted Ramsey-Bordé interferometers [22]. These inter-
ferometers will close at the same time as the main inter-
ferometer, and will not be suppressed by the Bloch pulse,
because they travel at the same velocity as the main in-
terferometer. The effect of a parasitic path of order np
on the outputs Ψ˜ij of a Ramsey-Bordé interferometer of
order n is:
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FIG. 10. Geometry of the interferometers when parasitic
Ramsey-Bordé interferometers (dashed lines) are included.
|Ψ˜uu|2 = |cuuu + cu`ue−iφc + cupueinp(np−n)ωrT−inpφc/n|2,
|Ψ˜u`|2 = |cuu` + cu``e−iφc + cup`einp(np−n)ωrT−inpφc/n|2,
|Ψ˜`u|2 = |c`uueiφc + c``u + c`pueinp(np−n)ωrT+inpφc/n|2,
|Ψ˜``|2 = |c`u`eiφc + c``` + c`p`einp(np−n)ωrT+inpφc/n|2,
where φc is the common-mode phase due to accelerations,
and the parasitic complex amplitudes are
cupu = 〈2n+N | Hˆn,N |n+ np +N〉
× 〈n+ np +N | Hˆn,N |n+N〉
× 〈n| Hˆn |n− np〉 〈n− np| Hˆn |0〉 ,
cup` = 〈n+N | Hˆn,N |n+ np +N〉
× 〈n+ np +N | Hˆn,N |n+N〉
× 〈n| Hˆn |n− np〉 〈n− np| Hˆn |0〉 ,
c`pu = 〈−N | Hˆn,N |−np −N〉2 〈0| Hˆn |np〉2 ,
c`p` = 〈−n−N | Hˆn,N |−np −N〉 〈−np −N | Hˆn,N |−N〉
× 〈0| Hˆn |np〉2 ,
with the parasitic paths shown in Figure 10. As before,
the coefficients cijk are calculated numerically by the
Monte Carlo simulation. The two ports Ψ˜up and Ψ˜lp can
also be included, but are not significantly populated and
therefore do not change the results. The common-mode
phase φc is modeled as a gaussian distribution, with a
spread produced by vibrations of the retroreflecting mir-
ror [23].
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FIG. 11. Monte Carlo simulation with Bragg durations of
95µs and 109µs. The effect of the parasitic interferometer
is to produce a high-frequency oscillating phase, clearly visi-
ble when using a 95µs pulse. The parasitic interferometer is
suppressed with the proper choice of pulse duration. For this
simulation, the overall Bragg intensity I/Ipi/2 = 1.0, and the
common-mode phase is a gaussian with width 6 rad and offset
4 rad. The solid lines are sinusoidal fits (all parameters free).
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FIG. 12. Fraction of atoms driven into n=1 as the Bragg
duration is varied. This is a single-atom simulation, with the
atom on Bragg resonance.
The effect of a parasitic interferometer is to produce a
phase shift that oscillates in T at high frequency, as in
Figure 11. This can produce a systematic shift in a mea-
surement of α as the Ts chosen will alias this oscillation,
in general not averaging out the phase shifts. For ex-
ample, with typical experimental parameters an 8mrad
peak-to-peak oscillation can produce a systematic shift
in the measured α as large as 1 ppb.
For an n=5 Ramsey-Bordé interferometer using σ =
14.5µs, the dominant parasitic interferometer is np=1.
The predicted oscillation frequency is therefore 8np(n −
np)ωr/2pi = 66 kHz. By taking multiple pairs of Ts, with
each pair separated by half the period of the oscillation,
10
we can dramatically suppress the sensitivity to this effect
by averaging over it, limited by the uncertainty in the
period. Even with 5% error in the period, using pairs of
T ′s reduces the systematic shift for an 8mrad oscillation
to less than 0.1 ppb.
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FIG. 13. Experimental comparison between Bragg durations
of 95µs and 109µs. The solid lines are sinusoidal fits (all
parameters free). The presence of a parasitic interferometer
is clearly visible when 95µs is used, and it is suppressed when
109µs is used instead.
The population driven into an undesired order depends
sensitively on the Bragg intensity and detuning from
Bragg resonance; therefore, the amplitude for an ensem-
ble can be much larger than that predicted by a naïve
calculation in which the atom is on Bragg resonance.
However, such a calculation predicts a “magic” dura-
tion, see Figure 12, which minimizes this population and
suppresses the parasitic interferometer, without sacrific-
ing the interferometer contrast. A more complete Monte
Carlo simulation is shown in Figure 11, which demon-
strates suppression in the phase shift due to a parasitic
interferometer by an appropriate choice of Bragg pulse
duration.
Experimental data with the same parameters is shown
in Figure 13. A sinusoidal fit to the 95µs data with
no fixed parameters shows an 8 ± 1 mrad peak-to-peak
oscillation. The fitted frequency is 65.99 ± 0.03 kHz, in
agreement with the expected 66 kHz expected for np=1.
A Bragg pulse duration of 109µs yields no observable
oscillation. The amplitude of any residual oscillation is
constrained to be less than 2.6mrad (p-value <0.05), lim-
ited by statistics. It is important to note that this model
can predict the frequency and phase of the parasitic os-
cillation observed in the experiment, but cannot accu-
rately predict the amplitude of the oscillation, which will
depend sensitively on the overall Bragg intensity, the in-
tensity of the last Bragg pulse, the 2-photon detuning,
and the vibration spectrum experienced by the retrore-
flection mirror. Fortunately, the model can be used as a
guide to suppress the effect.
TABLE II. Systematic shifts from ellipse distortion due to the
multi-port nature of Bragg diffraction. First we consider the
systematic shift due to the atoms’ thermal motion when using
spatial filtering, then allow parameters to vary, replicating the
level of control achieved in the actual experiment. We also
consider the deviation from perfect Gaussian we achieve for
the Bragg pulse waveform when using our intensity servo, as
well as the influence of parasitic interferometers when operat-
ing at the “magic” pulse duration and when using half-period
T ′s.
Effect Value δα/α (ppb)
Thermal motion of atoms
without parameter variations N/A ±0.02
Cloud radius [mm] 2.2± 1 ±0.03
Vertical velocity width [vr] 1.5± 0.25 ±0.06
Ensemble hor. velocity [vr] 0± 0.5 ±0.01
Initial hor. position [mm] 0± 1 ±0.04
Intensity [Ipi/2] 1.05± 0.02 ±0.04
Last pulse intensity ratio 1.0± 0.02 ±0.03
Non-gaussian waveform
(used in actual experiment) Figure 9 ±0.03
Parasitic Interferometers <2.6mrad ±0.03
Total ±0.10
VII. CONCLUSION
The results of the systematics analysis in this paper are
summarized in Table II. The differential diffraction phase
between output ports of a conjugate Ramsey-Bordé inter-
ferometer does not produce a systematic effect to leading
order, but has the potential to create large systematic er-
rors when the thermal motion of the atoms is included,
limiting the precision of the measurement of the fine
structure constant. A simulation incorporating Bragg
diffraction-based beam splitters has identified a range of
parameters for which the systematic effects discussed in
this paper can be suppressed to below 0.1 ppb. Second-
order Hermite-Gaussian pulses were studied and found
to offer no benefit over pure Gaussian pulses, confirming
that Gaussian pulses are the best (among those studied).
The use of Bragg diffraction results in parasitic inter-
ferometers which can be controlled, by a proper choice
of the Bragg pulse separation and by use of a “magic”
pulse duration. Enhancements to the contrast of the
interferometer, by means of Stark compensation, allow
direct comparison between simulation and experiment—
and yield the largest matter wave phase difference ever
created or measured in an atom interferometer of any
kind with a nonzero free-evolution phase.
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