In this article, the incremental searcher satisfaction model for Information Retrieval is introduced. In this model, documents are not presented according to decreasing relevancy only, but also on the level of novelty in the context of the documents previously presented. Documents which are judged to be insu ciently surprising (according to a searcher determined threshold) are not presented to the searcher. This is especially useful for Internet applications (such as search engines). Important properties of this model are discussed, such as the relation between the reductional e ect and the order of presentation.
Introduction
A typical problem which may occur when using state of the art search engines is, that a retrieval result does not nicely re ect an overview of all aspects which have deemed to be relevant to the query submitted by the searcher. For example, a document may occur several times in the retrieval result (if it is available at di erent sites). In addition, documents which are very similar appear at the same relevancy level. Di erent categories of searchers will react di erently to this. Searchers in need of a complete overview of all matching documents might be satis ed with the above presentation of search results. However, this presentation is not convenient for a searcher requiring a broad impression of matching documents. In that case, a document should only be presented to the searcher if it o ers su cient new information. We propose the incremental searcher satisfaction model as a mechanism to handle such problems. The main idea is to try to estimate how surprising the next document is for the searcher. This mechanism can be used in combination with other techniques, such as ranking (see e.g. 4]) and link generation (e.g. 1]). A di erent approach to the problem mentioned above is to classify the documents of the retrieval result, and then to present a typical document of each class. The di erence however is that this will be more time consuming, while our technique can be applied in real time (in the sense of algorithmic complexity theory). The structure of the paper is as follows. In section 2, the incremental searcher model is introduced as the (increment) function with a number of axioms which this function has to satisfy. Next, the relative need function is introduced as a special instance of the increment function. In section 3 we focus on the e ects of presenting a series of documents. Each presentation sequence has an accumulated level of additional surprises. This could be used as a quality measure of the retrieval result. Furthermore, the e ects on the order of presentation are discussed.
The IR Problem
The Information Retrieval paradigm is about a person (physical or not) having a need for information, and a set of information collections from which this need is to be satis ed. In this section, we provide a general models to formalize the information need, and introduce the incremental searcher model as a framework for so-called increment functions. As a speci c instance the relative need function is discussed. Finally, the retrieval approach within this framework is shown.
The incremental searcher model
It is a main objective of an Information Retrieval System to provide an e ective disclosure mechanism for a collection O of information objects. Suppose a searcher is interested in some of the information objects. A most simple approach is to model this interest as a partial order on the collection. The task of the Information Retrieval System then can be described as producing a (total) ordering which ressembles as best as possible the interest of the searcher. This model is referred to as the comparative model for the information need of the searcher. Usually, not all information objects have an equal importance to the searcher. The information need of a searcher can also be modelled as a function N:
We call N(x) the need for information object x. This function can thus be seen as a subjective assignment of relevance to all documents. This is referred to as the weighted model for information need. Note that the comparative model is obtained from the weighted model by comparing documents according tot their relevance. A common simpli cation is a discrete information need, where each information object either is relevant or not:
This discrete model is the traditional basis for information retrieval. The discrete model can be seen as a special case of the weighted model. In the discrete model, the information need can be seen as the so-called characteristic function of the subset of all documents in which the searcher is interested. More sophisticated models to describe the information need may be employed. In this paper we focus on the so-called incremental searcher satisfaction model, or incremental model for short. In this model, it is assumed that the need for more documents is in uenced by what the searcher already has retrieved from the archive. This can be modelled as a function I : }(O) 7 ! (O 7 ! 0; 1]) (or, equivalently, as a function I : }(O) O 7 ! 0; 1]) where I(S; x) is interpreted as the increment in searcher satisfaction when document x is presented after set S has already been retrieved to the searcher. The function I is also referred to as the increment function. Note that the weighted model can be obtained from the incremental model by de ning N = I(?). Thus, the need for a document is taken as the satisfaction obtained without any prior knowledge. The incremental model is especially useful for (very) dynamic and distributed archives, such as the World Wide Web. Firstly, the increment function allows for real-time calculation, This is in contrast with approaches that try to cluster the retrieval result before presenting the clusters to the searcher. Clustering is only possible after all documents have been obtained. Secondly, for distributed archives recall is not useful as a measure for retrieval quality. We will propose a quality measure which is based on total searcher satisfaction, bypassing the need to have global knowledge of the collections involved. The increment function has to satisfy a number of conditions. The rst condition states that presenting a document twice does not add anything, while the incremental value of a document can not grow after supplying more documents: IM1 law of repetition x 2 S ) I(S; x) = 0 IM2 law of e ective knowledge S T ) I(S; x) I(T; x) Note that axiom IM1 can be alternatively formulated as I( x ; x) = 0. This formulation immediately follows from axiom IM1. On the other hand, from this property axiom IM1 can be derived by using IM2:
Proof: Suppose x 2 S, then x S, and thus from IM2 it follows: I(S; x) I( x ; x). From I( x ; x) = 0 we conclude I(S; x) = 0.
The following property is an immediate consequence of axiom IM2:
In other words, the maximal satisfaction which can be obtained from a document is its information need. As a consequence of this interpretation, the increment function is also referred to as the residual information need, i.e., the restant of the information need after being confronted with S.
The relative need function
The relative need function is a special instantiation of the increment function. Suppose the information need N is available. Let the function Sim be the inclusion measure for similarity We assume documents are characterized in terms of a set D of desciptors by the function : O 7 ! }(D). Next let (S) be a characterization of the set S of documents, composed of the characterizations of all documents in S as follows:
Thus, (?) = ? and (S x ) = (S) (x).
The expression Sim( (x); (S)) provides the degree in which the characterization of the document x already is contained within the (prior) knowledge (S). Thus, 1?Sim( (x); (S)) can be seen as what new is provided by document x to set S of already presented documents. The relative need is therefore de ned as:
Note that I(?; x) = N(x) as Sim(?; (x)) = 1. The relative need function satis es the increment axioms:
IM1 Let x 2 S, then (x) (S), and thus Sim( (x); (S)) = 1. As a consequence: I(S; x) = 0.
IM2 Let S T, then (S) (T), and thus Sim( (x); (S)) Sim( (x); (T)). As a consequence, I(S; x) I(T; x).
An alternative would be to introduce the increment function as I(S; x) = N(x) Sim( (S); (x)). The essence of this choice is that Sim( (S); (x)) corresponds to the degree in which the information allready presented ( (S)) is contained within the new document x. However, this function does not satisfy the axioms IM1 and IM2, and therefore is not a valid increment function. For another interpretation of the relative need, the function Excl is introduced as a measure for the degree of novelty of B with respect to A: Another interpretation of the relative need is in terms of probabilities. The information need of a document can be seen as the probability of its characterization being relevant:
The similarityis expressed in this terminology as using Sim(A; B) = Prob ? B A . As a consequence:
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The retrieval approach
An application of the incremental model is the decision what documents are presented to the searcher in response to request q. Typically, the IR system will o er the documents in decreasing order of estimated relevance. Suppose x is the next relevant document, while the documents S have already been presented. In the proposed approach, document x will be presented if (and only if) it o ers something new to the searcher. The level of required novelty is a searcher adaptable parameter. If a searcher wants completeness, then this parameter will be set to zero. However, trying to get a broad impression quickly will correspond to a high level of required novelty. So the system has to decide whether the searcher (1) will nd document x relevant, and (2) will be surprised (at this point) by x. The rst question in this decision process is if document x is interesting enough in its own right. This is derived from the value I(?; x). The next question is whether document x contains information not already presented in previous documents. The value I(S; x) can be used to decide on this question by comparing with the surprise threshold associated with the searcher. Relevant yes no Su ciently surprised yes no accept reject reject reject
Note that a negative decision on this latter issue can not be expected to carry over to the next relevant documents. This is typically the case when document x is highly relevant, but adds nothing new, i.e., I(?; x) 1 while I(S; x) 0. Typically, a document which is not very relevant on its own (I(?; x) 0), will add new information after retrieving a set S of relevant documents (I(S; x) 1).
Example 2.4
Suppose an Information Retrieval System is based on the archive consisting of documents Table 1 summarizes the behavior of the system for an anonymous searcher, while table 2 provides the results for a searcher which is known to the system as an expert in the context of Australia (i.e. having initial knowledge Australia ). The surprise threshold has been set to 0:15 in this experiment. The results of this experiment are summarized in tabel 1. Note that rejection of document d 2 in all cases is based on the assumption of rather complete characterizations of documents. If this assumption does not hold, then the document identi er might be taken as an extra characterization. It that case, the novelty of document d 2 after the presentation of document d 1 is its being another document. The surprise treshold determines if the searcher will be su ciently surprised by that fact.
Learning e ects
Next we focus on the e ects of presenting a series of documents. For this purpose, the increment function is extended to handle document sequences as follows: In table 3 we see the e ect of the learning curve on di erent order of presentation. First we give the total e ect if the results are presented in order of their need, next the reverse order is shown, and after that four random orders are used.
The order in which documents are presented to the searcher has, in general, an impact on the total searcher satisfaction. Therefore, the degree in which a collection S is covered by a collection T can be de ned as: I(S; T) = min Table 3 : Learning e ect of searchers This corresponds to the most smooth presentation of documents fom T, i.e. the presentation which minimizes suprises to the searcher. In this paper, we propose to use the fraction b I(S; t) I(S; T) as a quality measure for the retrieval result. This quality measure only depends on the documents presented, and quanti es the order of presentation.
Properties of the model
In this section we focus at relations between documents in the context of the increment function. First we introduce the function " as the reductional e ect of a document (x) on the need for another An important notion of various logical information retrieval models is the information containment for documents. In terms of the incremental model, this relation can be de ned as:
x y I( y ; x) = 0 where x y is verbalized as: the information in x is contained within y. An obvious property is:
Lemma 3.3 x y () "(x; y) = N(x)
From axiom IM1 it directly follows that the relation is re exive. A next requirement to the incremental function is the containment relation to be transitive. This is enforced by the following axiom:
IM3 law of minimal knowledge x y^y z ) x z Example 3.3
The relative need of section 2.2 satis es axiom IM3:
IM3 Note that I( y ; x) = 0 is equivalent with Sim( (y); (x)) = 1, or, (x) (y). So, from x y and y z we derive (x) (y) and (y) (z), and thus (x) (z), from which x z directly follows.
If the information of a document is contained within another document, then, under no circumstance, this document can add something to the other. This is formally expressed by:
Lemma 3.4 x y () 8 S O y 2 S ) I(S; x) = 0]
Proof:
First suppose the information of x is contained within y. Let S be a set of documents containing y, then y S, and thus we conclude from IM2: I( y ; x) I(S; x). However, I( y ; x) = 0 as x y, and thus also I(S; x) = 0. Next suppose documents x and y satisfy the righthand property. By substituting y for set S, we nd x y. Documents x and y thus can be considered as informative, denoted as x y, if:
x y x y^y x If two documents are as informative, then from lemma 3.4 it follows that, under no circumstance, can one of those documents add something to the other. Informational preclusion for IR purposes is introduced by Bruza and Huibers in 2] and presented as an interesting property which can be used to determine aboutness. Preclusion of documents is introduced in this paper in two steps. Proof:
Suppose y is a relevant document. If xby then I( x ; y) = N(y). As N(y) > 0, we conclude that y x does not hold.
Two documents x and y are said to preclude each other (denoted by x ? y) if the information of these documents are complementary to each other:
x ? y xby^ybx
As a result, these documents can be presented in any order:
Lemma 3.8 x ? y ) I(S; hx; y; : : :i) = I(S; hy; x; : : :i) This is a diret consequence of lemma 3.2.
Conclusions
In this article, we have shown a new functional model which allows us to propose a new retrieval mechanism: the incremental searcher satisfaction model. The technique described can be applied on top of various existing retrieval mechanisms. It provides a measure for the so-called incremental searcher satisfaction. The user has no longer only an ordering based on relevance available but can also display how much new information a document contains with respect to the previously displayed documents.
Further research has to be conducted into di erent types of functions, used for the incremental model. In this article we have presented the similiarity and the novelty function. More complicated functions, like the original retrieval functions such as vector-space or probabilistic, should be incorporated. Another issue which we will investigate is the use of the incremental model in other IR-contexts. For example, with document-clustering, it is necessary to cluster those documents that have a low incremental function measure with respect to each other. It is also interesting to study the connection between our incremental model and the logical models.
Is it possible to convert the well-known logical notions (such as preclusion but also their connectives: and, or, not) into the function model setting.
