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ABSTRACT
Alasmary, Abdullah. Ph.D. The University of Memphis. May, 2014. Receptive and
productive mastery of recurrent academic word combinations by first (L1) and second
(L2) English speakers. Major Professor: Charles Hall, Ph.D.
Corpus-based evidence suggests that a great proportion of the written academic
discourse is formulaic; that is, it comprises lexically bundled items that take different
shapes and serve diverse functions. Recurrent word combinations are an important
subclass of formulaic language, which has received considerable attention. Attempts to
synthesize and analyze such combinations have led to the development of various
taxonomies that incorporate a large number of recurrent units, along with their frequency
counts, the discourse functions they perform, and their structural patterning. While these
units appear to be easily accessible to native English speakers, they are notoriously
difficult to grasp by nonnatives who display poor knowledge on how to recognize and use
such units in meaningful contexts.
This study bridges a gap in our current body of knowledge by exploring, first, the
differences between native speakers and Arabic-speaking learners of English on the
recognition and production of a set of academically oriented recurrent word combinations
and, second, the variation within each group concerning which knowledge type is more
adequately mastered. A further goal of this investigation is to conduct a sequence-based
examination of the ill-formed contexts produced by both groups to probe the underlying
reasons why the target sequences have not been accurately realized. A total of 50 native
and nonnative speakers pursuing undergraduate studies in various disciplines formed the
pool of participants in the study. Data collection procedures involve the use of two tasks:
the Receptive Knowledge Test and the Productive Knowledge Test. A mixed-method
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approach is thus used, combining both quantitative and qualitative methods to analyze
data and seek explanation for the research problem.
Analysis of the results shows that native speakers demonstrate a greater
understanding than nonnatives of recurrent word combinations. It has also been found
that knowing these combinations receptively is greater than productively and that this
holds true for both natives and nonnatives. Reasons for producing ill-formed contexts
include the lack of knowledge on the meaning and function of the sequence as a single
whole and, further, the apparent influence of the learners’ first language. Implications of
the findings and suggestions for future research are also discussed.
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CHAPTER 1
Introduction
The role that lexis plays in second language learning is indisputably great, as
repeatedly indicated by numerous researchers (Bogaards & Laufer, 2004; Coady &
Huckin, 1997; Ma, 2009; Nation, 2001; Schmitt, 2000; Schmitt & McCarthy, 1997). It is
no surprise, though, that possessing a robust lexical inventory is what distinguishes
proficient language users from novice learners (Hoey, 2005; Laufer, 1997; Lewis, 1993;
Schmitt, 2000). Lexis, however, is multifaceted and multidimensional, and for language
learners to gain control over a vast number of lexical items, they need to attend to a set of
essential elements that best characterize what such knowledge entails. Learning a word
successfully involves knowledge of its shape, that is, the written and spoken forms that
lexical items display. Also, mastering the range of concepts and referents that single
words represent is considered an important characteristic featuring lexical knowledge.
Yet the third basic element underlying the knowledge of lexical items concerns the ability
to use words for communicative purposes. Such knowledge entails recognizing the range
of grammatical functions and collocations that determine how a word is utilized in
various discourse settings (Nation, 2001).
One of the most prominent challenges that faces foreign language learners as they
embark on a long adventure to learn another language is how to expand their lexical
knowledge in a way that allows them to initiate and sustain meaningful communication.
This is not an easy endeavor, given that a great proportion of language, be it written or
spoken, is formulaic; that is, it consists of recurrent word units that appear to be glued
together. While prevalent in speech and writing, formulaic sequences are notoriously
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difficult to control, particularly for second language learners who lack the knowledge that
enables them to recognize these sequences and use them for real communication in
various settings.
The research reported in this dissertation is intended to contribute to the ongoing
discussion on formulaic language in general and on recurrent multiword units in
particular. This chapter is meant to give a brief background on the concept of formulaic
language, with special attention given to the multiword units that recur in academic
discourse. This is followed by a discussion on the significance of the research and the set
of questions that I hope to answer upon collecting data and interpreting findings. I will
conclude by giving a brief account of the general design of the current study, based on
the problem that it addresses.
Formulaic Language: A Background
Formulaic language is an area of inquiry that has attracted the attention of several
researchers across different domains, including corpus linguistics (Biber, 2009; Biber,
Conrad, & Cortes, 2004), first language acquisition (Clark, 1974; Peters, 1983), second
language learning (Nesselhauf, 2003; Schmitt, 2004; Yamashita & Jiang, 2010),
phraseology (Meunier & Granger, 2008), and pragmatics (Bardovi-Harlig, 2012). The
general consensus among the researchers in these areas seems to suggest that formulaic
language is prevalent in both speech and writing and that its ubiquitous nature plays an
increasingly significant role in language comprehension and production. The most oftcited definition that captures this linguistic phenomenon is the one offered by Wray and
Perkins (2000), who posit that a formulaic cluster is “a sequence, continuous or
discontinuous, of words or other elements, which is, or appears to be, prefabricated: that
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is, stored and retrieved whole from memory at the time of use, rather than being subject
to generative or analysis by the language grammar” (p. 1). The interest in exploring this
area is not new, though, and some researchers frequently revisit Firth’s anecdotal
statement “you shall know a word by the company it keeps” (Firth & Palmer, 1968, p.
179). The emergence of giant computers with massive storing and processing capabilities
has allowed researchers to effortlessly identify and extract a huge number of recurrent
patterns and to examine their distinctive distributional features in a variety of discourse
settings. Needless to say, corpora have become an indispensable part of contemporary
research into formulaic language and frequency counts, which are generated using
corpus-based tools and are increasingly taken as evidence of the formulaic nature of a
given sequence.
A plethora of terms have been suggested by researchers to account for formulaic
language. Wray (2002) surveyed the previous literature and came up with a list of 40
terms that researchers have used to account for the notion of formulaicity. Examples
include terms such as chunks, collocations, lexicalized phrases, multiword units, and
fixed expressions, just to name a few. It can be fairly assumed that, as Wray points out,
the terminological confusion engulfed in this area is due to the fact that several
researchers in their distinct domains have noticed the prevalence of lexically bundled
sequences and made attempts to suggest a concept that best captures its intricacies,
apparently without recourse to terms used by other scholars. Yet another reason for
having a wide range of concepts lies in the fact that formulaic strings take different
structural forms and serve diverse functions across registers.
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Attempts to address the theoretical and empirical foundations underlying the
study of formulaic language were made by researchers in areas such as language
acquisition, cognitive linguistics, language learning, pragmatics, and psycholinguistics.
One of the most comprehensive studies carried out to discuss the conceptual roots of the
notion was made by Shaoul and Westbury (2011). Focusing on how these sequences are
mentally realized and psycholinguistically processed, the researchers argue for the
ubiquitous presence of formulaicity in language and that such presence is both
conceptually and empirically robust. Theoretically, formulaic language can be understood
using principles outlined by information and learning theories. On the one hand,
information theory draws the attention to the probabilistic nature of language; that is,
“analyzing the probability of discrete patterns in a signal can lead to insights about how
to simplify the processing of that signal” (p. 173). Probabilistic inquiry into formulaic
language has become an easy practice with the emergence of computers with fast
processors and large storage capacity. Corpus-derived, frequency-based counts of such
clusters suggest that their existence is systematic and could not be interpreted as purely
arbitrary. Learning theory, on the other hand, holds that better learning requires repeated
exposure to language. Since formulaic sequences exhibit a certain degree of frequency in
a corpus, their recurrence is fundamental for increasing opportunities leading to better
learning. Repeated exposure to language involves three important processes, namely
strengthening of linguistic representations, strengthening of expectations, and
automatization of chunks. Empirically, researchers cite findings gleaned from several
studies conducted in the areas of memory, linguistic ambiguity, acceptability judgment,
phonology, eye movement, and reading speed. In all these studies, formulaic sequences
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are memorized and processed holistically, found to be phonologically coherent and to
read faster than nonformulaic ones. After reviewing previous arguments on the
underlying processes involved in the acquisition of formulaic language by young second
language learners, Wood (2010) posits that acquisition occurs in two stages. Initially,
formulaic sequences “are acquired and retained in and of themselves, linked to pragmatic
competence and expanded as this aspect of communicative ability and awareness
develops.” Next, they are “segmented and analyzed, broken down, and combined as
cognitive skills of analysis and synthesis grow” (p. 49). In a seminal work, Wray (2008)
revisited the area of formulaic language and discussed the theoretical and methodological
principles underlying it, suggesting an alternative term, morpheme equivalent unit
(MEU), which is defined as “word or word string, whether incomplete or including gaps
for inserted variable items, that is processed like a morpheme, that is, without recourse to
any form-meaning matching of any sub-parts it may have” (p. 12). Wray’s perspective
represents the most recent attempt to conceptualize formulaic language, giving careful
thought to the degree of variability that formulaic units display in different genres.
Recurrent Word Combinations (RWCs)
Recurrent multiword units, which can be sometimes referred to as lexical bundles,
represent an important subclass of formulaic language (Adel & Erman, 2012; Crossley &
Salsbury, 2011; Hyland, 2008a; Nekrasova, 2009; Tremblay, Derwing, Libben, &
Westbury, 2011). Research suggests that whereas native speakers exhibit a thorough
understanding of a wide range of recurrent sequences, nonnatives demonstrate limited
and inadequate knowledge of such sequences. For nonnative speakers, the successful
acquisition of recurrent clusters tends to be affected by factors such as the learners’ first
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language (Yamashita & Jiang, 2010), proficiency in the foreign language (Bardovi-Harlig
& Bastos, 2011), the type of lexical instruction (Wray, 2002), and the lack of rich input
(Schmitt & Carter, 2004). Clusters of words that have equivalents in the learners’ first
language are known better than those with no equivalents. Knowledge of recurrent
clusters is similarly influenced by the degree of proficiency displayed by learners in the
foreign language. Nonnative speakers whose level of English is high exhibit greater
knowledge of word combinations than do lower-level ones. The nonformulaic approach
that informs many instructional practices in foreign language programs has emphasized
the teaching of vocabulary as delexicalized items, presented and practiced as such.
Contextualizing lexical items can expose language learners to the linguistic environment
where the target lexical item naturally occurs.
Attempts to examine recurrent sequences in the academic discourse have been
made by several researchers (Adel & Erman, 2012; Biber & Barbieri, 2007; Cortes, 2013;
Hyland, 2012; Liu, 2012; Nesi & Basturkmen, 2006; Simpson-Vlach & Ellis, 2010). In
all these studies, researchers were able to synthesize and analyze a great number of
bundles, based on criteria such as the length of the sequence, its distributional tendencies,
and the discourse functions that it displays in the specific genre. With respect to the
number of words comprising a bundle, sequences come in different lengths, normally
ranging from two words to five. Some researchers claim that a formulaic sequence can be
a single lexical item (Wray, 2008), while others conclude that there are sequences
comprising as many as nine words (Cortes, 2013). These two cases of extraordinarily
short or long sequences are rare and genre-specific. As for their distribution, word
combinations are found to recur in a wide set of different registers, and some researchers
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have started to extend this line of research and address nonacademic areas such as legal
(Breeze, 2013) and medical domains (Wray, 2011).
Most of the previous research has focused on the structural, distributional, and
functional characteristics featuring recurrent word combinations in a diverse set of
academic registers (Biber, 2009; Biber et al., 2004; Cortes, 2013; Durrant & Schmitt,
2010; Laufer, 2011; Laufer & Waldman, 2011; Liu, 2012; Nattinger & DeCarrico, 1992;
Nesselhauf, 2003; Siyanova & Schmitt, 2008; Walker, 2009). Other studies have taken
another direction, apparently examining the writings and speech produced by native and
nonnative speakers, with the aim of finding similarities as well as differences (Adel &
Erman, 2012; Biber & Barbieri, 2007; Crossley & Salsbury, 2011; Durrant & Schmitt,
2009; Nekrasova, 2009). There is, however, a gap in our current body of knowledge
concerning the degree to which learners’ receptive knowledge of these recurrent word
combinations differs from their productive one. It is known that, as emphatically pointed
out by a group of researchers (Fan, 2000; Laufer, 1998; Melka, 1997; Nation & Webb,
2011; Webb, 2008), the amount of lexical items that language learners recognize and
comprehend is greater than the items that they know but cannot use actively and
productively in speech and writing. The present study is intended to address this gap,
with the hope that the results gleaned from such research will contribute to better
understanding of formulaic language in general and recurrent word combinations
specifically. It is also expected that the same findings will shed light on the patterns of
use demonstrated by native English speakers and nonnative speakers whose first
language is Arabic.
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Significance of the Study
Given that recurrent word combinations are ubiquitous in both speech and
writing, it is no surprise that lack of comprehensive knowledge of such combinations will
impact learners’ ability to communicate effectively and efficiently in academic settings
where English is the language of instruction. The target population in this study will be
Saudis whose first language is Arabic and Americans who speak English as their native
language. The number of Saudi students who pursue graduate and undergraduate studies
at various universities in the United States of America has recently reached
unprecedented levels. For the academic year 2011–2012 and according to the annual
report released by the Institute of International Education, a total of 34,139 Saudi
students are currently enrolled at U.S.-based universities, most of whom are
undergraduate students. English is assigned the status of a foreign language in Saudi
Arabia, and the only way for individuals to learn it is at public education institutions. To
thrive in an academic milieu, Saudi students, like other students who studied English as a
school subject, are required to demonstrate a thorough understanding of spoken and
written English.
The present study is significant in a number of ways. First, it explores the gap
between learners’ receptive knowledge of written recurrent word combinations and their
productive use in contexts generated by these learners. Second, the focus of the study is
on both the receptive as well as the productive knowledge of such sequences, as there is a
strong argument in the literature for incorporating both types of knowledge when
addressing second language vocabulary (Schmitt, 2010). Third, the target list of
sequences is compiled using frequency measures, mutual information scores, and the
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opinions outlined by a panel of expert instructors. The list is drawn from extensive work
carried out by Simpson-Vlach and Ellis (2010), who used a set of methodologically
rigorous procedures to define, select, and classify recurrent sequences in both academic
speech and writing. Fourth, foreign language learners participating in the study are Saudis
who speak Arabic as their first language, a group of participants who, to the best of the
researcher’s knowledge, have never been included in a large-scale study. All foreign
students are pursuing their undergraduate studies in a host environment where they use
English not only for academic purposes, but also for interactional ones with the outside
community.
Research Questions
Given that the present study utilizes a mixed-method approach, the research
questions are framed in a way that allows for the quantitative as well as qualitative
analysis of the data. Previous research into the areas of formulaic language, language
learning, and lexical knowledge has informed the process of writing up the research
questions. Also, the pilot study that the researcher conducted prior to data collection has
led to some changes in the final format of some questions. While the questions outlined
below may be seen as two distinct categories, they are thematically related in a way that
allows for more thoughtful interpretation of results.
The present study seeks answers to two sets of questions. First, the following
research questions will be addressed quantitatively:
1. Is there a difference between native English speakers and Arabic-speaking
learners in terms of receptive knowledge of recurrent multiword sequences?
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2. Is there a difference between native English speakers and Arabic-speaking
English learners in terms of productive knowledge of recurrent multiword
combinations?
3. With respect to native English speakers, to what extent does receptive knowledge
of recurrent word combinations differ from productive knowledge?
4. With respect to nonnative English speakers, to what extent does receptive
knowledge of recurrent word combinations differ from productive knowledge?
Second, the other set of questions will be approached qualitatively:
5. What patterns of use do the writings produced by native speakers reveal about
recurrent multiword units?
6. What patterns of use do the writings produced by nonnative speakers reveal about
multiword units?
Organization of the Dissertation
The general organizational approach adopted for this dissertation is based on the
current practices in the field of applied linguistics research and on the guidelines
encapsulated in the graduate manual published by the English Department at the
University of Memphis. The various headings and subheadings of each chapter are
informed by a careful analysis of the literature on formulaic language and recurrent
multiword units. The analysis of data and the interpretation of findings also shape the
structure of the last three chapters.
The first chapter gives a general background about the research project contained
in this dissertation, including the problem that the research addresses. The second chapter
is a synthesis and analysis of previous research that has been conducted in the domains of
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formulaic language, second language vocabulary, and recurrent multiword units. While
the third chapter examines the methodological framework involved in the data collection,
the fourth chapter analyzes the findings. The fifth chapter discusses the research findings,
pedagogic implications, and future research on the area of multiword units in multiple
registers.
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CHAPTER 2
Literature Review
Introductory Remarks
Second language learners are faced with tremendous challenges as they attempt to
learn another language that is structurally and functionally different from their first
language. Language learning, in broader terms, is a frustratingly long and exceedingly
complex process that requires learners to attend to a wide range of different spoken and
written skills. There seems to be a consensus among researchers, though, that the role
played by lexis in acquiring language-related skills is indisputably great (Baumann &
Kameenui, 2004; Carter & McCarthy, 1988; Farstrup & Samuels, 2008; Nation, 2001;
Schmitt, 2000; Schmitt & McCarthy, 1997). Demonstrating sufficient lexical knowledge
is an important aspect of second language learning as such knowledge appears to be
essential for initiating and sustaining meaningful communication. The scope of lexical
knowledge in a given language is perceived as both enormous and notoriously difficult to
pin down.
Although this study is primarily concerned with recurrent word sequences in
academic discourse, and the way such sequences are realized both receptively and
productively by native and nonnative language speakers, it is inconceivable to explore
this area without situating our argument in two key areas: formulaic language and second
language vocabulary. Assuming this position, reviewing previous research will address
four areas. The first part will review and carefully examine the concept of formulaic
language, considering the range of definitions that have been suggested by researchers in
various fields. While the second part will synthesize and analyze relevant works in
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formulaic language, exploring its conceptual underpinnings and focusing more on
subareas such as lexical bundles and recurrent clusters, the third part will address the
status of vocabulary instruction in the long history of language methodology and the
place it occupies in the learning process. The last part of this section will examine
recurrent word combinations as they relate to academic English, describing in some detail
the efforts exerted by researchers to create and evaluate a growing number of lexically
bundled expressions in numerous discourse settings.
Definitions and Frameworks
A critical review of the definitions that have been proposed to account for
formulaic language reveals several interesting observations that merit special attention.
An earlier attempt to address the formulaic nature of certain lexical items was made by
Palmer (as cited in Durrant & Mathews-Aydınlı, 2011, p. 60). He referred to these items
as a “succession of words” which, he suggests, “must or should be learnt, or is best, or
most conveniently learnt as an integral whole or independent entity, rather than by the
process of placing together their component parts” (p. 4). Palmer’s observations capture
two key features that are repeatedly noted in the discussions on formulaic language. He
first draws attention to the structural pattern underlying lexically bundled items. Until this
time, there is much disagreement among researchers on whether these sequences are
completely fixed—that is, no item can be embedded into the sequence—or are relatively
flexible, allowing an item or more to be inserted. The other seemingly interesting point
that arises from Palmer’s definition is the emphasis he places on the holistic
representation of the formulaic strings. Subsequent works on formulaic language have
confirmed Palmer’s initial remarks on the holistic nature of the items that compose a
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lexical bundle. Durrant and Mathews-Aydınlı (2011) revisited Palmer’s definition and
suggested an expanded one that views formulaic language as “successions of linguistic
entities that are best learned as integral wholes or independent entities, rather than by the
process of placing together their component parts, either because they may not be
understood or appropriately produced without specific knowledge, or because they occur
with sufficient frequency that their independent learning will facilitate fluency” (p. 60).
Palmer’s definition does not mention that formulaic sequences tend to occur more
frequently than other arbitrarily formed items, probably because of the absence of a large
corpus that, at his time, could be examined for recurrent patterns.
Nattinger and DeCarrico (1992) have examined formulaic language and suggested
the use of the term “lexical phrases” which, they assert, are “form/function composites,
lexico-grammatical units that occupy a position somewhere between the traditional poles
of lexicon and syntax; they are similar to lexicon in being treated as units, yet most of
them consist of more than one word, and many of them can, at the same time, be derived
from the regular rules of syntax, just like other sentences” (p. 36). According to the
authors, the interplay of syntax and lexicon is a fundamental element characterizing the
study of formulaic language. Categorically, lexical phrases fall in the border area between
syntax and semantics, sharing similarities from both grammar and lexicon. This implies
that lexical bundles cannot be examined from a purely syntactic viewpoint, nor can they
be explored from a semantic one. This seems to go against what Benson, Benson, and
Illson (1986) proposed while building their dictionary on word combinations. They
maintained that bundles could be categorized based on the discrete items of the entire
collocation; that is, if the node of the collocation serves to explain a grammatical
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relationship, then it should be referred to as a grammatical collocation. Examples of
grammatical collocations include clusters such as in addition and for example. A cluster
is called a lexical collocation once all components composing it are content words; that
is, they convey a particular meaning.
Another definition was suggested by Cowie (1988), who used the term
“composites” to refer to the clustering nature featuring the lexical bundle. In this respect,
composites “are word combinations, more or less invariable in form and more or less
unitary in meaning, which function as constituents of sentences (as objects, complements,
adjuncts, and so on) and contribute to their referential, or propositional meaning. They
are lexical building-blocks comparable in their syntactic functions to nouns, adjectives,
adverbs, and verbs” (pp. 134–235). While considering these clusters as belonging to the
lexicon, Cowie reiterates the same categorizations expressed by Nattinger and DeCarrico
(1992) regarding the lexico-grammatical nature of such clusters. A final note about
Cowie’s definition is that it puts a special emphasis on meaning, another important
dimension in the study of formulaic language.
The most widely cited definition, though, is the one offered by Wray and Perkins
(2000). A formulaic unit, the researchers concede, is “a sequence, continuous or
discontinuous, of words or other meaning elements, which is, or appears to be,
prefabricated: that is, stored and retrieved whole from memory at the time of use, rather
than being subject to generation or analysis by the language grammar” (p. 1). Admittedly,
a plethora of subsequent research on formulaicity has adopted such characterization
because it is comprehensive and addresses issues not captured by other definitions. For
example, it accounts for strings that are either compositional, such as thank you so much,
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or noncompositional, such as by and large and kick the bucket. Furthermore, formulaic
sequences are conceptualized as unitary wholes that are represented, processed, and used
as such. This also implies that language users do not think of these sequences as arbitrary
combinations of discrete items. Influenced by modern usage-based models of language
acquisition, Wray (2008) readdressed formulaic language and coined the term morpheme
equivalent unit, which is thought of as “a word or word string, whether incomplete or
including gaps for inserted variable items, that is processed like a morpheme, that is,
without recourse to any form-meaning matching of any sub-parts it may have” (p. 12).
Apparently, Wray’s recent approach is an attempt to create a theoretical model that
acknowledges both recurrent expressions and novel ones. It can also be concluded from
Wray’s definition that the mental lexicon is primed to accommodate not only individual
items but also lexical bundles.
The definition offered by Ellis (2008) seems to be compatible with the aspects of
recurrent multiword sequences in the present study. He uses the term phraseologism to
refer to the “co-occurrence of a lexical item and one or more additional linguistic
elements which functions as one semantic unit in a clause or sentence and whose
frequency of co-occurrence is larger than expected on the basis of chance” (p. 2). It
captures the defining properties of the group of target sequences under investigation in
terms of frequency, their internal structure, and their functions in the discourse.
Commonly observed in all these conceptual frameworks on formulaic language
are the notions of fixedness, the mental representation of the strings, and their discourse
functions. While the discussion on the degree of compositionality that characterizes
bundles remains vaguely unsettled, strong evidence suggests that formulaic sequences are
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processed and represented as single units in the native speakers’ minds. Also, these
bundles are found to perform several discourse functions, and these functions vary
greatly from one register to another. In the sections that follow, I will readdress some of
the issues raised by these conceptual frameworks in the light of the large number of
studies that have been conducted in the fields of formulaic language and lexical bundles.
Theoretical and Conceptual Background
The pervasive nature of formulaic language in both speech and writing has led
researchers to examine the theoretical and conceptual foundations underlying its
acquisition, storing, processing, and production. Drawing on areas such as cognitive
linguistics, psycholinguistics, corpus linguistics, and learning theories, researchers have
presented various models in which formulaic language can be conceptually
accommodated. This part discusses the various theoretical claims that have been
presented concerning the notion of formulaic language and its ubiquitous nature in speech
and writing. A word of caution needs to be said here as the reader may notice an overlap
in some of the claims. This is attributed to what Wray (2008) refers to as the rapidly
changing boundaries separating models and the need, she suggests, for re-examining “the
relationship between claims in one domain and those in the others” (p. 63).
Cognitive linguistics. The view that language is usage-based and that there is no
such thing as the “language acquisition device,” a claim that was famously populated by
Chomsky (1965), has a significant impact on the way language is conceptualized and
realized. Central to this view is the notion of constructions that “are able to show the
phraseological nature of language whilst providing a system within which these phrases
can be learned” (Littlemore, 2009, p. 169). Construction grammar, a term that is
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frequently used to denote this model, has a set of characteristics that can help explain the
form and function not only of single lexical items but also of extended stretches of cooccurring words. According to Wray (2008), constructions “can be morphemes, words,
complex words, completely or partially complete idioms and phrasal or clausal frames of
various kinds” (p. 84). Meaning resides not only in individual words composing a lexical
cluster, but can also be gleaned from multiword units as well. Wood (2010) argues that
the meaning of a formulaic unit cannot be fully understood without recourse to the
context in which it occurs (p. 51). Frequency of occurrence is of a paramount importance
to the process of language acquisition, as it is regularly used by researchers to determine
the formulaicity of a string.
Much of the empirical evidence in support of the usage-based model comes from
the analysis of language produced by children and adults. This model holds that native
speakers’ intuitive knowledge of their language is not restricted to the basic elements of
lexical knowledge, namely the single words, but is extended to include lexically bundled
strings. As Tomasello (2003) puts it, L1 speakers “control not only highly abstract
syntactic constructions (past-tense -ed, the passive constructions), but also concrete
expressions based on individual words or phrases, such as ritualized greetings, idioms
and metaphors, and noncanonical collocations” (p. 6).
Another similarly interesting point in the discussion of lexical knowledge as it
relates to cognitive linguistics concerns the mental representation of words and concepts.
Singleton (1999) challenges a long-held view that the mental lexicon is a “mere inventory
of content words” and suggests a broader approach where “meanings of individual items,
collocational patterns and local colligation (e.g. complementation of verbs)” (p. 269) are
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included, too. An essential consideration for all these lexical components to function
properly is chunking, a term that has also been used by researchers to describe
formulaicity.
Newell (1990) captures the essence of the notion by saying:
Chunking is a unit of memory organization, formed by bringing together a set of
already formed chunks and welding them together into a larger unit. Chunking
implies the ability to build up such structures recursively, thus leading to
hierarchical organization of memory. Chunking appears to a ubiquitous feature of
human memory. (p. 7)
Chunking is essential for the formation of lexical knowledge in the mental lexicon, as it
helps language users develop comprehension and production of language and enhances
fluency, a crucial factor that differentiates novice speakers from expert ones. For a chunk
to be represented as a single whole in the mental lexicon, it should be encountered
frequently (Conklin & Schmitt, 2012). As Goldberg (2006) puts it, formulaic sequences
“are stored if they are sufficiently frequent, even if they are fully regular instances of
other constructions and thus predictable” (pp. 12–13). An attempt to probe chunking and
explore it in depth was made by Sinclair (1991) who, based on corpus-based
investigations, coined the term Idiom Principle to call attention to the fact that language
can be stored in the mental lexicon as lexically bonded strings. In explaining the
underlying processes associated with this notion, Sinclair maintains that “a language user
has available to him or her a large number of semi-preconstructed phrases that constitute
single choices, even though they might appear to be analyzable into segments” (p. 100).
Alongside the idiom principle, Sinclair also proposes the Open Choice Principle to
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account for the mental process of creating novel expressions. Sinclair explains that the
idiom principle operates by default, whereas the open-choice principle functions when
the need for that arises. He explains the distinction between these two dichotomous
entities by saying that “most normal text is made up of the occurrence of frequent words,
and the frequencies of less frequent words. Hence, normal text is largely delexicalized
and appears to be formed by exercise of the idiom principle, with occasional switching to
the open-choice principle” (p. 113).
In order to verify Sinclair’s theoretical stance, Erman (2007) conducted a study to
explore the boundaries of the mentally stored units by tallying the frequency and duration
of pauses in natural speech production, focusing more on the pauses between words
within a sequence. Analysis of spontaneous speech produced by language users shows
the rarity of pauses between individual words composing an extended lexical sequence.
The occurrence of pauses, the study demonstrates, is commonly found in nonformulaic
sequences, and less so in formulaic ones.
In an extension to her earlier investigations, Wray (2008) offers three
perspectives, which, she argues, can be used as a theoretical basis for investigating
formulaic language. First, the human brain allows for the storing and processing of
various kinds of lexical items, whether they are single words or extended patterns. In this
respect, it “contains not only morphemes and words but also many multiword strings,
including some that are partly lexicalized frames with slots for variable material” (p. 12).
Second, each mentally stored string of words can be processed as such unless a need
arises to break it down into parts. This latter process is called needs only analysis and
represents the core argument underlying the notion of morpheme equivalent units, a
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concept Wray coined to address the formulaic nature of human language. The third claim
concerns the processing of such lexically bundled items from the hearer’s perspective, a
long-ignored aspect in the discussion on formulaic language. When a speaker
communicates with members of the language community using a great proportion of
prefabricated constructions, the anticipated result is that the message will be processed
using less time on the part of listeners, and the scope of interpretation by these listeners
becomes limited, too. Wray posits, “Choosing formulations for which the hearer is likely
to have holistic lexical representations, complete with pragmatic and cultural
associations, the speaker can exercise control over how the hearer interprets what is said,
and minimize the chances of a different interpretation from the intended one” (p. 21).
Wray’s theoretical stance cannot be understood without recourse to the usage-based
model of language acquisition.
To sum up so far, the view that a large number of lexically bundled items are
stored and processed from memory as coherent units is conceptually realized in modern
cognitive linguistics research. Construction grammar, an anti-Chomskyan theory of
language acquisition, is used as a conceptual framework for understanding and exploring
formulaic language. The view of language that this model holds is consistent with the
principles underlying the study of formulaicity. Cognitive linguistics has also contributed
greatly to our understanding of the way the mental lexicon operates with respect to
lexical knowledge. Cognitive linguistics research suggests that the mental lexicon is able
to handle sequences of words as well as single lexical items. The idiom principle and the
open-choice principle are two mental processes that function when language users want
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to refer to regular, habitual activities or to denote novel ones. These two concepts are
fundamental to the discussion of recurrent sequences.
Corpus linguistics. Corpus linguistics has contributed enormously to the study of
formulaic language, and much evidence concerning the distribution and pervasiveness of
formulaic sequences in human languages comes from corpus-based studies. As Schmitt
(2000) states, “insights from corpus research have revolutionized the way we view
language, particularly words and their relationships with each other in the context” (p.
68). Corpus linguistic techniques have been harnessed to synthesize and analyze a wide
range of spoken and written collections of real data, with the aim of uncovering the
underlying formulaic patterns in terms of frequency, distribution, and variability.
Alongside these three important features, corpus tools, which are available for almost all
electronic corpora, can give us a precise measure of the degree to which two or more
items appear together in the corpus, a statistical procedure that is known as mutual
information (Schmitt, 2010).
The past few years have seen a surge in the use of electronic corpora to explore
formulaic sequences (Adel & Erman, 2012; Biber, 2009; Chen & Baker, 2010; Cortes,
2013; Kennedy, 2003; Laufer & Waldman, 2011; Liu, 2012; Simpson-Vlach & Ellis,
2010; Siyanova & Schmitt, 2008). The advent of easily accessible and readily available
computers with large storage and fast processors has helped researchers build
multimillion-word corpora. While some studies utilize general-purpose corpora such as
the Bank of English Corpus (COBUILD; Laufer, 2011), the British National Corpus
(BNC; Kennedy, 2003; Tremblay et al., 2011), or the Corpus of Contemporary American
English (COCA; Liu, 2012), others prefer to use a specific corpus that suits the purpose
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of the study. Examples of the latter category include the Michigan Corpus of Academic
Spoken English (MICASE; Simpson-Vlach & Ellis, 2010), the Published Research
Article Corpus (PRAC; Cortes, 2013), and the British Academic Spoken English corpus
(BASE; Nesi & Basturkmen, 2006). Corpora built according to the native language of
individual learners have also been used in a number of studies. These include languages
such as Chinese (Chen & Baker, 2010), German (Nesselhauf, 2003), Hebrew (Laufer &
Waldman, 2011), Swedish (Adel & Erman, 2012), and Russian (Siyanova & Schmitt,
2008). According to Paquot and Granger (2012), such corpora have the value of
including “stretches of oral or written discourse rather than decontextualized words,
phrases or sentences” (p. 131). In addition, they incorporate writing samples generated by
learners for different purposes and are not solely intended to be part of a corpus. Yet a
third advantage of learner corpora is the availability of a wide range of corpus tools that
allow researchers to effortlessly extract and examine predefined linguistic patterns not
only in a single text but also across huge collections of written and spoken materials (p.
131). While learner corpora are sometimes preferred over other multipurpose ones, they
are criticized for being smaller in size—a major disadvantage that may affect the
representativeness of extracted patterns and, therefore, the generalizability of the
findings.
Nation and Webb (2011) have indicated that corpus-based research is particularly
useful for addressing three important aspects of vocabulary: creating pedagogically useful
word lists, measuring vocabulary load, and examining multiword strings. In a similar
fashion, Schmitt (2000) maintains that the development of electronic corpora is
instrumental for gaining insight into “how frequently various words occur, which words
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tend to co-occur and how the structure of language is organized” (p. 71). Two methods of
analysis have been adopted by researchers who want to examine lexical sequences in a
corpus: corpus-based and corpus-driven. In a corpus-based investigation, researchers
preselect the target formulaic sequences and, as a subsequent step, consult a corpus so as
to determine their co-occurrence, frequency, or distribution. A corpus-driven analysis
requires no preselection of sequences, as they may emerge naturally from the corpus
(Biber, 2009). Furthermore, corpus-based studies are generally confirmatory and are
conducted under a clearly defined theoretical framework, whereas the corpus-driven ones
are more exploratory and are not tied to a particular model (p. 276).
Suffice it to say, corpus linguistics has influenced research on formulaic language
for decades and is expected to continue to do so in the future. Large corpora have been
specifically useful in exploring the frequency and distribution of formulaic sequences in
spoken and written language. Small corpora, on the other hand, are chiefly intended to
compare and contrast the use of sequences by different groups of learners. Comparisons
of individuals based on their first language, length of stay in an English-speaking
environment, or current field of study have used small corpora. In conclusion, both types
of corpora are indispensable for researchers investigating facets of formulaic language.
Lexical knowledge and language teaching models. One of the most longstanding purposes of language instruction is to broaden learners’ knowledge of lexical
items in a way that allows them to communicate efficiently in various contexts (Brown,
2007; Nation & Webb, 2011; Schmitt, 2010). However, there is obvious variation
concerning the status of lexical knowledge in the methods and approaches that have been
suggested for use in language teaching. In this part, a brief account is given on the role
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that lexical knowledge plays in the methods and approaches to teaching a second/foreign
language, followed by a careful analysis of the lexical approach, a purely lexis-based
model to language teaching that was proposed by Michael Lewis. The final part will
explore lexical priming, a recent theory that attempts to offer a theoretical basis for
understanding human languages from a purely lexical perspective.
General theories of second language learning. Approaches to second language
learning vary considerably in their treatment of vocabulary (Howatt & Widdowson, 2004;
Larsen-Freeman, 2002; Richards & Rodgers, 2001; Schmitt, 2000; Zimmerman, 1997).
Some approaches hold that vocabulary is a crucial factor in learning a second language,
while others seem to put little emphasis on it, claiming at the same time that it can be
readily absorbed without the need to develop a principled approach to teach it (Schmitt,
2000). In the grammar translation method, as its name suggests, vocabulary instruction is
an endless process of translating from the target language into the learners’ native
language, as there is an assumption that “it is possible to find native language equivalents
for all target language words” (Larsen-Freeman, 2002, p. 16). Three important
instructional procedures are normally conducted: equivalent words are created, bilingual
dictionaries are consulted, and all newly learned words are committed to memory
(Richards & Rodgers, 2001, p. 6). Drawing much of its principles from theories of first
language acquisition, the direct method was designed to mimic the way children acquire
their first language. Learning a foreign language occurs through a series of predefined
stages that are marked by the extensive use of interactional skills. The primary focus of
the method was to provide learners with abundant exposure to listening materials so they
can pick up the target language in a similar fashion as young children do with their first
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language. Although vocabulary was not the major concern for the theorists advocating
this method, as there was a similar assumption that vocabulary develops naturally,
contextualizing lexical items was encouraged more than merely presenting them as lists
of words isolated from any meaningful context.
Neglecting vocabulary has continued to shape teaching practices in a number of
subsequent approaches and theories. In the audio-lingual method, which is a model for
language teaching that draws much of its theoretical underpinnings from behavioral
psychology and structural linguistics, the emphasis is shifted toward the grammatical
patterns of the target language. Comprehensive lexical knowledge, the model asserts, can
be developed after a thorough understanding of the structural apparatus of the language is
maintained. The situation has slightly changed with the development of communicative
language teaching. Advocates of this approach maintain that developing learners’
communicative competence is an overarching goal of language instruction. The
communicative approach is criticized for assigning vocabulary “a secondary status, this
time to issues of mastering functional language (e.g., how to make a request, how to
make an apology) and how language connects together into larger discourse” (Schmitt,
2000, p. 14).
Commonly observed in the teaching theories summarized above is the absence of
a principled approach to address lexical knowledge in a way that is conducive to better
learning. Even with some modern language teaching trends where vocabulary is
perceived as an important component for meaningful communication, an emphasis is put
on isolated vocabulary items presented in a delexicalized way. Howatt and Widdowson
(2004) lucidly capture this confusion regarding the status of vocabulary by stating that
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“there was a strong case for applying the concept of patterning to the study and teaching
of vocabulary where traditional approaches had always over-valued the isolated word at
the expense of longer stretches such as ‘phrases’, ‘collocations’ and other more or less
‘set’ patterns of lexical usage” (p. 272).
Two of the pioneering figures who realized the insufficient treatment of
vocabulary by the prevailing methods at that time were Harold Palmer and Michael West
(Richards & Rodgers, 2001; Schmitt, 2000). In a series of publications, they laid the
foundation for a much-principled and theory-informed approach to vocabulary teaching.
For both of them, vocabulary was seen as a fundamental component of foreign language
instruction and a key element in helping learners to read and comprehend better. Efforts
to systematize the study of vocabulary in other languages reached a significant peak with
the publication of the Interim Report on Vocabulary Selection (Howatt & Widdowson,
2004). In this report, the authors suggested a number of guidelines to help educators and
curriculum designers select the target vocabulary items. The process by which target
words are chosen for inclusion in a language learning program would be determined by
the following set of criteria:
1. word frequency
2. structural value (all structural words included)
3. universality (words likely to cause offense locally excluded)
4. subject range (no specialist items)
5. definition words (for dictionary making, etc.)
6. word-building capacity
7. style (Howatt & Widdowson, 2004, p. 289)
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Following these guidelines, researchers and curriculum designers created a
pedagogically useful list of different lexical items. The first list, which is referred to as
the Basic English list, consisted of 850 lexical items that, as envisaged by its authors,
could be used to convey a wide range of different meanings. Though innovative at that
time, the Basic English list was not widely endorsed by the language learning
community, as it was criticized for being too limited and easy to learn (Howatt &
Widdowson, 2004, p. 286). A similar attempt was carried out by Michael West who,
alongside frequency of occurrence, used another criterion, pedagogic usefulness, to create
the General Service List of English Words, a comprehensive collection of 2,000 English
words (Nation & Webb, 2011). Although the General Service List was more
comprehensive in its scope, it fell out of favor largely because its content was exclusively
derived from written English (Gairns & Redman, 1986).
A key transition in language teaching methodology was triggered by major shifts
in linguistic theory as generative grammar gave way to construction grammar. In this
later conceptualization of language, meaning is as important as structure. Lexical
knowledge has become the center of attention in the circles of language teaching (Schmitt
& McCarthy, 1997).
Vocabulary-based approaches to language learning. Efforts to systematize the
learning process of foreign language vocabulary have blossomed and, eventually, led to
the emergence of a fully fledged lexis-based instructional model. Instead of being
sidelined, vocabulary is seen as an essential component for the successful learning of
another language; demonstrating extensive knowledge of a large number of lexical
expressions is a marker of proficient, native-like use of a language. In this section, I will
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address the fundamental components of the lexical approach, a lexis-based method to
language teaching advocated by Lewis (1993), and lexical priming, a radically different
theory of language proposed by Hoey (2005).
Emerging as a reaction to the prevailing structure-based teaching methodologies,
the lexical approach is probably the most important lexis-based approach that has
garnered considerable recognition among researchers and practitioners (Boers &
Lindstromberg, 2012; Lewis, 1993). Although the seeds for this approach had been
previously planted in publications such as the Lexical Syllabus and Lexical Phrases and
Language Teaching by Willis (1990) and Nattinger and DeCarrico (1992), respectively,
the lexical approach was developed into a mainstream method for language teaching in a
book bearing the same name by Michael Lewis (1993). The impetus for developing this
approach was the “unnecessarily restrictive” nature of the patterns produced by
generative grammar and the need for an approach that reflects a view of language where
lexis is at the heart of it. Both vocabulary and grammar are assigned reverse roles where
words, not structures, have the power to generate meaning. As Lewis puts it, the lexical
approach “implies a decreased role for sentence grammar, at least until post-intermediate
levels. In contrast, it involves an increased role for word grammar (collocation and
cognates) and text grammar (supra-sentential features)” (p. 3). Here, a distinction is made
between the traditional grammar, that is, the various structures that have the power to
generate novel meanings, and the word grammar, where meaning is generated as a result
of chunking, a lexical process that I discussed earlier in this chapter. Given the centrality
of the lexis, Lewis summarizes the theoretical tenets underlying this approach in the
following points:
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1. Language consists of grammaticalized lexis, not lexicalized grammar.
2. For language teaching, co-text is more important than situation.
3. Lexical patterns can be more powerfully generative than structural patterns.
4. Delexicalized verbs are powerful generators.
5. Semantic content is inversely proportional to generative power (p. 34).
Central to the lexical approach is the notion of collocation. Words and word
combinations are believed to play an increasingly greater role in initiating and sustaining
communication between language users (Richards & Rodgers, 2001). Lewis (1993) has
suggested the following techniques that can be nurtured by instructors while using the
lexical approach as their method of instruction:
1. Identifying high frequency uses and distinguishing one from the other.
2. Identifying and recording high-frequency collocations in suitable formats.
3. Identifying cognates of the key word and, in turn, their collocations.
4. Identifying the other element in the natural noun phrase–verb phrase equivalence.
5. Identifying any lexical phrases (sentence heads or fully grammaticalized
utterances) in which the key word regularly occurs (p. 142).
The criticism leveled against this approach concerns the lack of a theoretical basis
with a clear view of the nature of human language. Such a view, once theoretically
manifested, is needed to inform course design and teaching practices (Richards &
Rodgers, 2001). However, the claim that a conceptual framework was absent did not last
long, as the efforts made by Hoey (2005) accumulated into a theory of language that
revolves entirely around the lexis.
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Lexical priming posits that language users are primed to recognize words and
their co-occurring elements whether in short sentences or long texts. Such intuitive
knowledge is also able to predict the relations that bind words in a syntactically and
semantically correct way. In this respect, “priming is the driving force behind language
use, language structure and language change” (Hoey, 2005, p. 12). The basic tenets of
this theory can be summarized in the following set of principles:
1. Every word is primed to occur with other words; these are its collocates.
2. Every word is primed to occur with particular semantic sets; these are its semantic
associations.
3. Every word is primed to occur in association with particular pragmatic functions;
these are its pragmatic associations (p. 13).
Hoey’s theory seems to suggest that lexis is central to language processing and
that the collocational bonds that exist between words offer insights on how language is
semantically and syntactically organized. For language users, knowledge of language is,
Hoey continues to argue, expanded and further enhanced by the level of exposure to and
experience with its various components. This argument resonates with Schmitt’s (2010)
conclusion that lexical knowledge is incremental in nature.
Receptive and Productive Lexical Knowledge
A distinction is always made between learners’ implicit knowledge of a specific
lexical element and their ability to use it explicitly in speech and writing. These two types
of linguistic knowledge are commonly referred to as receptive and productive. The
literature is replete with a large number of concepts suggested by researchers to describe
both categories. Examples include receptive and productive (Webb, 2008), input and
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output (Nation & Webb, 2011), passive and active (Fan, 2000; Laufer, 1997), explicit and
implicit, and comprehension and production (Melka, 1997). Productive knowledge refers
to the type of lexical knowledge that users know and can use in real communication,
whereas receptive knowledge denotes the knowledge that language users demonstrate
but, for a multitude of reasons, cannot use in a real context. The purpose of developing
vast receptive knowledge is to help language learners identify the “lexical item well
enough to extract communicative value from speech and writing” (Schmitt, 2010, p. 87).
Productive knowledge, on the other hand, allows learners to use lexical items “when
needed to encode communicative content in speech or writing” (Schmitt, 2010, p. 87).
This distinction is clearly manifested in the history of language teaching. Some language
learning approaches have emphasized receptive knowledge, sometimes at the expense of
productive knowledge, while other approaches seem to suggest that both types are
equally important for the whole process of learning. The direct method, for example, has
encouraged learners to develop listening and reading, as both are receptive skills, and
delay speaking and writing until enough exposure to the other two skills has been
attained. Communicative language teaching holds that “students ultimately have to use
the language, productively and receptively, in unrehearsed contexts” (Brown, 2007, p.
241).
There are widely held assumptions regarding the nature of the two types of
knowledge. Some researchers believe that receptive knowledge is acquired prior to
productive knowledge, implying that for an item to be used productively, it should be
assimilated receptively, but not vice versa. The second feature characterizing this
dichotomy is that receptive knowledge is greater than productive knowledge. Various
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estimates suggest that learners’ receptive vocabulary is twice as big as their productive
one. A pioneering study conducted by Morgan and Oberdeck (1930) found that at various
frequency levels, students learning German developed greater receptive knowledge of
German vocabulary and that the rate of learning a vocabulary item receptively is faster
than productively. As the frequency of a lexical item decreases, the gap between
receptive and productive knowledge narrows. In much the same vein, the study carried
out by Webb (2008) was intended to determine the differences between learners’
receptive and productive knowledge of a set of lexical items at various frequency levels.
Comparisons of scores on two tests administered to the participants indicate that their
receptive lexical knowledge is greater than their productive knowledge, and that both
knowledge types are influenced by frequency estimates of lexical items. A final
conclusion in Webb’s study is that knowing a word receptively increases the chances of
using it productively.
Extensive schemes based on either type have been suggested in several research
projects (Nation, 2001; Nation & Webb, 2011; Schmitt, 2010). Reading and listening are
perceived as receptive skills, while speaking and writing are seen as forms of using
language productively. Within formulaic language, Nation and Webb proposed the most
detailed scheme based on receptive and productive mastery. Lexical knowledge
comprises three important categories: form, meaning, and usage. Form can be thought of
in terms of speech, writing, and word parts. Each subgroup bears a binary trait; that is, it
can be a productive and a receptive skill.
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Functional and Structural Aspects of Recurrent Multiword Sequences
Given the obvious variation that recurrent multiword sequences demonstrate,
researchers have attempted to describe the structural and functional patterns underlying
the large number of such sequences identified in their research (Bahumaid, 2006; Biber,
2009; Biber et al., 2004; Cortes, 2013; Durrant & Schmitt, 2010; Laufer, 2011; Laufer &
Waldman, 2011; Liu, 2012; Nattinger & DeCarrico, 1992; Nesselhauf, 2003; Siyanova &
Schmitt, 2008; Walker, 2011). It is important to mention that recurrent sequences have
been examined under different headings, including collocations, lexical bundles, and
academic clusters, to name but a few. This observation is noteworthy as I explore the
functional classifications and the structural apparatus of different types of extended
lexical units that tend to recur in specific discourse settings. In this section, I will take a
broad approach to address the internal structure of recurrent word strings, be they
collocations, lexical bundles, or formulaic sequences, in order to give an overview of the
structural norms that they exhibit in different registers.
Function-based classification of recurrent sequences. One of the earliest
attempts to give a detailed account of the range of functions that recurrent strings display
in a specific discourse was carried out by Nattinger and DeCarrico (1992). According to
the authors, these strings are found to facilitate social interactions, help language users
discuss necessary topics, and offer writers and speakers a set of essential devices for
sustaining meaningful communication. Sequences in the first group fall into two
subcategories: conversational maintenance and conversational purpose. Examples for
sequences that maintain an interaction include strings such as how are you, what do you
mean by, and could I say something here. Strings in the second subcategory are used for a
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specific conversational purpose and include expressions such as do you X?, I’m sorry but
X, and I’m very sorry to hear about X. The second major category incorporates sequences
that language users may encounter as they discuss various topics. Given that learners may
find themselves discussing location- or weather-related topics, sequences such as what
part of the ? or it’s very * today? are among the most readily available patterns in such
context. A final group in Nattinger and DeCarrico’s scheme constitutes sequences that
are used as discourse devices, such as in other words or to make a long story short (pp.
60–66).
In much the same way, the study by Biber et al. (2004) was intended to examine
the distribution of lexical bundles in two registers: classroom teaching and language
textbooks. A secondary purpose, though, was to classify the set of lexical bundles
according to their discourse functions in the discourse settings under investigation.
Analysis has yielded one of the most comprehensive function-based categorizations of
lexical bundles. Accordingly, lexical bundles fall into four broad functional categories:
stance expressions, discourse organizers, referential expressions, and special
conversational bundles. The first group comprising stance expressions branches out into
two subareas: epistemic and attitudinal/modality. Epistemic expressions include
examples such as I don’t know if, I don’t know what, and oh I don’t know. The attitudinal
group, on the other hand, comprises bundles for expressing desire (e.g., if you want),
intention or prediction (e.g., I’m not going), or obligation (e.g., you have to do). The
second category, discourse organizers, is functionally used to introduce a topic or
elaborate on or clarify an area of interest. Examples of discourse organizers used for topic
introduction include sequences such as if you look at, I want to do, and I’ll tell you what.
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Strings such as nothing to do with, on the other hand, or as well as the are examples of
discourse organizers used for topic elaboration or clarification. The third group of
expressions includes a large number of referential expressions that perform four different
discourse functions: identification, imprecision, specification of attitudes, and reference.
Referential sequences serving to identify a topic incorporate items such as that is one of
the, is one of the, or one of the most. Referential sequences such as and stuff like that or
and things like that are used to convey a vague, imprecise meaning. The third subgroup
of referential bundles functionally serves to specify a set of attributes. This includes
examples such as there is a lot of, how many of you, and in a lot of. Strings used to refer
to time, place, or text constitute a third subgroup. A sequence such as at the same time is
used to refer to time, while as shown in figure is used for text reference. The last group
identified by the researchers consists of expressions that are commonly associated with
conversational discourse. Ritualized greetings such as thank you very much and what are
you doing are two examples of the conversational bundles that seem to recur frequently in
speech discourse.
This function-based scheme which classifies multiword units into stance,
referential, and discourse organizing seems to influence a number of subsequent studies
(Adel & Erman, 2012; Biber & Barbieri, 2007; Liu, 2012; Nekrasova, 2009). The
principle purpose of these studies is to give an account of the distribution of each lexical
bundle type in the specific discourse. Biber and Barbieri conducted a study to examine
the distribution of lexical units in both spoken and written registers across four domains.
Analysis suggests that stance expressions are more prevalent in spoken university
registers, while referential bundles seem to dominate in written domains—except course
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management discourse where stance expressions are more ubiquitous. Although it used
the same classification presented by Biber et al. (2004), the study by Nekrasova is
somehow different in its emphasis on the perceived usefulness of each bundle type for
native and nonnative speakers alike. According to the researcher, discourse organizers
“prove to be very important for the overall comprehension of the topic being discussed,
as they can help the speaker with discourse development and provide orientation for the
listener” (p. 673). This conclusion is supported by the analysis of the questionnaire
results, which suggest that discourse organizers are pedagogically useful devices for
comprehending the text.
Another attempt to classify multiword sequences according to the functions they
serve in discourse is made by Cortes (2013). Only lexical sequences identified in the
introduction moves of research articles were included for analysis. In contrast to Biber et
al’s. (2004) taxonomy, Cortes’s analysis is more comprehensive, incorporating sequences
of up to nine different words. In addition to the functions reported in the previous studies,
this study uncovered an interesting set of functions that lexical sequences display in a
corpus. Multiword sequences, the study found, serve as triggers or complements.
Functionally, triggers are used to initiate a move in the academic context, and
complements are functionally used to fill a gap in the discourse. Sequences serving the
function of triggers include examples such as little is known about the and is one of the
most. Lexical bundles employed as complements are represented by examples such as at
the end of the and as a result of the.
Drawing on the academic writing sections of the Corpus of Contemporary
American English and the British National Corpus, the study by Liu (2012) identified a

37

total of 228 frequently occurring sequences in a variety of disciplines, including the
humanities, education, medicine, and natural sciences. As a second goal of the study, the
researcher gave a synthesis of the multiword combinations based on their functions in
discourse. The taxonomy that the study suggests is similar to the one created by Biber et
al. (2004) and Cortes (2013) in its inclusion of three major categories: referential
expressions, stance markers, and discourse organizers. Referential sequences consist of a
great number of items performing a variety of different discourse functions such as
framing attributes (e.g., according to); reporting, describing, and interpreting facts (e.g.,
NP/ suggest that); and specifying a quantity (e.g., a part of). Stance expressions fall into
two subcategories: epistemic and attitudinal. Epistemic stance expressions include
examples such as I/we argue that or NP believe that, whereas attitudinal ones consist of
strings such as be able to and it is necessary to. The final category is referred to as textual
or discourse organizers that help to link ideas in a text or to introduce a new topic.
Sequences such as as a result of and with respect to are examples of discourse organizers
with the aim of linking an idea or introducing a topic, respectively.
The classification scheme proposed by Grant and Bauer (2004) was relatively
different in the way that it emphasizes the meaning of each sequence that, the authors
argue, tends to remain stable. With meaning as the principal criterion, multiword units are
classified into three categories: core idioms, figuratives, and literals. Core idioms are a set
of recurrent sequences that display a unitary meaning that cannot be derived from the
meaning of its subparts. Sequences such as by and large and as well as are considered
core idioms since, functionally, the meaning of each unit cannot be derived by analyzing
the single words that make up the sequence. The second category is labeled literals and
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includes sequences such as once in a while and I know the way. Here, the meaning of the
sequence can be easily guessed from the meaning of the individual words composing it.
The third group is called figuratives and, as its name suggests, incorporates sequences
where meaning can be figuratively determined. Examples of this category include
sequences such as play second fiddle and put someone through their paces.
Form-based classification of multiword sequences. As we have just seen,
recurrent multiword clusters perform a wide range of functions in various domains, and
the ongoing research in this area continues to produce more function-based taxonomies.
Likewise, classifying recurrent clusters according to their internal syntactic structure is
gaining similar attention. Before exploring the various attempts made by scholars to
explore the structural attributes of recurrent word combinations, it is important to note
that this phenomenon has been studied using a variety of different terms, including
collocations, lexical bundles, formulaic sequences, and recurrent combinations. This
observation is noteworthy, as much of the following discussion will examine studies that
have used a variety of different terms.
An important aspect characterizing formulaic sequences is the number of words
constituting a sequence. While the consensus seems to suggest that the minimum number
of words that make up a sequence is two lexical items and that the maximum ideal
number is four words, other researchers have expressed doubts about the accuracy of
these numbers, claiming at the same time the existence of one-word (Wray, 2008) and
nine-word (Cortes, 2013) sequences. Given that these two types exist, we believe that
they are rare and highly genre-specific. In the remainder of this section, I will examine
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several form-based classification schemes that have been recognized by researchers,
focusing more on the structural forms of formulaic sequences.
Sinclair (1991) is among the pioneering figures to call attention to the internal
structure of a sequence, laying the foundation for a more systematic approach to analyze
lexically bundled sequences. He used the term collocation and suggested an operational
definition that, he argues, can capture its essence. According to Sinclair, collocation is
“the occurrence of two or more words within a short space of each other in a text. The
usual measure of proximity is a maximum of four words intervening” (p. 170). He used
the terms node, span, and collocates to refer to the primary lexical item, the overall
number of words under investigation, and the words occurring either prior to or after the
node, respectively. This is a key distinction as researchers tend to focus on a specific
lexical item and explore the set of co-occurring collocates around it.
Verb-noun collocations have been the subject of close investigation in a number
of studies (Laufer, 2011; Nesselhauf, 2003; Sadeghi, 2009; Walker, 2009). The node
words differ considerably among studies. While some researchers prefer to have the noun
as the node word and look for its verb collocates, others pursue a reverse path, selecting
first verbs and then searching for the following noun. In a study that aimed to identify the
influence of a learner’s first language and the degree of restrictedness that some verbs
exhibit, Nesselhauf (2003) examined the subpart of the International Corpus of Learner
English and retrieved all verb-noun combinations from a total of 32 writing samples
produced by advanced-level German-speaking learners of English. Verb-noun
combinations, the author argues, are either free, collocational, or idiomatic, depending on
what the author calls restricted sense exhibited by the words in the cluster. Examples of
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the three types include want a car, take a picture, and sweeten the pill, respectively (p.
226).
In a similar way, the study by Laufer and Waldman (2011) was designed to
determine the impact of learners’ native language and their level of proficiency to
produce accurate verb-noun combinations. A learners’ corpus of 300,000 words of
multipurpose essays generated by students whose mother tongue is Hebrew was used as
the source for the collocations retrieved by the researchers. For comparison purposes, the
LOCNESS corpus, which is compiled from various writings created by native speakers of
English, was also consulted by the researchers. Identification procedures started with
nouns; that is, a total of 220 frequent nouns were obtained alongside their collocations.
Findings show that the use of this type of collocation poses a huge challenge for second
language learners regardless of their proficiency level and that a great proportion of
mistakes stems from first language interference.
Another set of verb-noun combinations was similarly explored, apparently to
describe their collocational distributions in learners’ dictionaries (Laufer, 2011). As a
first step, two closely related sets of nouns and verbs were selected. The first category
includes three nouns: issue, aspect, and factor, while the second category is represented
by the verbs run, head, and manage. Second, a corpus is used to determine both the
verbal and nominal collocates of these six lexical items, a process that produced 18
different collocations. In the final stage, eight different dictionaries were consulted with
the aim of exploring the way these collocations were exemplified, distributed, and
presented to learners. Findings indicate that a very small number of collocations are
found in the three dictionaries, while the majority occur in only one dictionary. Such
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inconsistency, the author argues, lies in the fact that different procedural approaches were
pursued when creating and structuring the content of each dictionary.
Research into adjective-noun combinations has received some attention in the
literature (Bahumaid, 2006; Durrant & Schmitt, 2010; McGee, 2009; Siyanova &
Schmitt, 2008; Webb & Kagimoto, 2011). In a similar way to the procedures pursued in
the study of verb-noun combinations, researchers exploring the collocational
relationships between adjectives and nouns used different techniques to fulfill their goals.
The study by Durrant and Schmitt was clearly conducted to empirically test Wray’s
(2002) assumption that second language learners take a nonformulaic approach to
learning L2 vocabulary. An initial step was to create a set of the most frequent nouns,
followed by a similar list of possible adjectives that, alongside nouns, recur within a
range of 50 to 100 times. The study concludes that, contrary to Wray’s claim, second
language learners develop a formulaic approach to learning sequences in English.
Two final points merit attention, as we conclude the discussion on the structure of
recurrent clusters. The claim that recurrent units are structurally complete is now
challenged by some researchers. Biber et al. (2004) argue that with respect to written
academic discourse, only a fraction of these sequences are structurally complete units,
and the rest are merely incomplete ones used to connect two clauses or two phrases.
Another noteworthy observation is that the meaning of such sequences is not idiomatic, a
key difference that distinguishes lexical sequences from fixed expressions such as bite the
dust or slap in the face in which the meaning of the sequence cannot be deduced from the
meanings of its parts. In a recent work, Gray and Biber (2013) identified a large group of
incomplete sequences in academic speech and writing. Examples include incomplete
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sequences such as in the * of, of the * of, and to the * of, with a set of compatible fillers,
including case, use, and development, respectively.
L2 Learners, Recurrent Word Combinations, and English for Academic Purposes
English for specific purposes (ESP) is an area of inquiry that has attracted
considerable attention in applied linguistics research (Belcher, 2009; Hutchinson &
Waters, 1987; Robinson, 1980). It can thus be broadly defined as an “approach to
language teaching in which all decisions as to content and method are based on the
learner’s reasons for learning” (Hutchinson & Waters, 1987, p. 19). One of the most
important subareas of ESP is English for academic purposes (EAP) which can be thought
of as a way of “teaching English with a specific aim of helping learners to study, conduct
research or teach in that language” (Flowerdew & Peacock, 2001, p. 8). What
differentiates academic English from nonacademic domains is the technical nature of
most expressions and terms that are used by the community members representing an
academic discipline. Hyland and Tse (2007) observe that “it might be more accurate to
regard academic vocabulary as a cline of technically loaded or specialized words ranging
from terms which are only used in a particular discipline to those which share some
features of meaning and use with words in other fields” (p. 249). In this sense, Academic
English resembles other disciplines in using a wide range of common expressions.
However, it is different in a way that it makes use of some technical items that are
recognizably unique to a particular genre. Nation (2001, p. 198) makes a distinction
between extremely technical, genre-specific vocabulary and less technical, more-general
vocabulary where meaning is more transparent. Examples of the first type include pixel,
cloture, and morpheme, which are all restricted to a particular usage in the areas of
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computer, law, and applied linguistics, respectively. The second type involves examples
such as judge and meaning, which are common in the domains of law and linguistics, but
their meanings are readily understood and loosely used by members of the speech
community.
There is a growing awareness among researchers that recurrent word
combinations are ubiquitous in academic discourse settings and that for second language
learners to become members of the academic community, they need to demonstrate
knowledge of a great number of these clusters (Coxhead, 2008; Coxhead & Byrd, 2007;
Hyland, 2008a, 2012; Staples, Egbert, Biber, & McClair, 2013). Coxhead and Byrd
(2007) maintain that the use of such expressions would help second language learners
attain knowledge of the established lexico-grammatical norms that characterize a specific
academic discourse community. Hyland (2008a) adds a processing advantage for writers
and readers, arguing that the repeated use of such recurrent clusters in academic contexts
“helps to signal the text register to readers and reduce processing time by using familiar
patterns to link elements of new information” (p. 5).
Exploring recurrent word combinations in various academic discourse settings has
been the subject of numerous studies in recent years (Adel & Erman, 2012; Biber &
Barbieri, 2007; Biber et al., 2004; Cortes, 2013; Gray & Biber, 2013; Hyland, 2008a,
2008b, 2012; Jones & Haywood, 2004; Liu, 2012; Nesi & Basturkmen, 2006; SimpsonVlach & Ellis, 2010). Building on Coxhead’s (2000) seminal work, which was intended
to account for the set of single words in academic registers, several researchers have
extended this line of research to identify, describe, and characterize a wide range of
recurrent academic word combinations, using not only corpus-based methods but also
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psycholinguistics metrics and native speakers’ intuitive judgments. The growing interest
in examining such combinations has resulted in a surge of classification schemes that
give a detailed account of a large number of recurrent strings, their structural and
functional patterns, and their distribution across academic registers. More importantly,
the analysis of findings in many studies that contrasted native speakers’ knowledge to
that of nonnative speakers has indicated that sequences of an academic nature are not
equally mastered by foreign students.
Summary
Several conclusions can be drawn from the previous review of relevant literature.
First, the pervasive presence of lexically bundled sequences in writing and speech is a
well-attested fact that is supported by evidence gleaned from research conducted in key
areas such as corpus linguistics, cognitive linguistics, and theories of second language
learning. Second, these sequences display noticeable variation in terms of frequency,
form, function, and use. Third, while native speakers demonstrate a thorough
understanding of recurrent sequences, nonnative speakers’ knowledge of such sequences
is inadequate, resulting in the overuse of a relatively limited number of highly frequent
sequences. Finally, lexical knowledge is a complex construct, and for language learners
to survive in a particular academic milieu, they need to demonstrate receptive and
productive knowledge of a wide range of single words as well as extended expressions.
The review of literature has also raised a number of methodological issues that
researchers need to attend to while exploring multiword units. Procedures for selecting
the target group of units should be informed by the frequency of occurrence, the
distribution across disciplines, and the number of words that compose a sequence.
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Measuring knowledge of recurrent units is not an easy endeavor, given the
multidimensionality of the construct and the slippery nature of the notion of the
formulaicity.
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CHAPTER 3
Methodology
This research study has two main purposes. First, it aims to determine the gap
between receptive and productive knowledge of a preselected set of academically
oriented, frequently occurring multiword units, as demonstrated by native and nonnative
speakers of English. Second, the research is also intended to compare and contrast the
writings produced by native writers against those produced by nonnative ones, with the
aim of uncovering the patterns of use that tend to shape the way members of each group
make use of recurrent multiword units in meaningful contexts. The discourse analysis of
these writing samples represents the qualitative side of the study and is at the heart of it.
The success of the study in addressing these two problems hinges on the use of an
effectively developed and carefully implemented methodological framework. This
chapter sheds light on this framework, paying considerable attention to essential elements
that define research in formulaic language, including tools for data collection, selection of
the recurrent multiword units, participants, data-gathering procedures, statistical
treatment of data, and pilot study procedures. Before delving into these issues, it is
important to examine the set of variables characterizing this study.
Independent variables identified in this study involve nativeness/nonnativeness of
the study participants, while knowledge of lexical multiword units is recognized as the
dependent variable. Conceptualizing language users based on whether they speak English
as their first or second/foreign language is a well-established practice in formulaic
language research (Crossley & Salsbury, 2011; Durrant & Schmitt, 2009; Ellis, SimpsonVlach, & Maynard, 2008; Jiang & Nekrasova, 2007; Nekrasova, 2009; Tremblay et al.,
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2011; Wood, 2006). Here, the group of native English speakers includes American
students pursuing their undergraduate studies in a variety of different specialties. The
other group of participants comprises a total of 25 Saudi students whose first language is
Arabic, and have learned English as a foreign language. Learners’ knowledge of the set
of multiword units is the dependent variable, which manifests itself on two levels:
receptive and productive. Knowing a word receptively is operationalized in terms of
“perceiving the form of a word while listening or reading and retrieving its meaning,”
while the productive knowledge of that lexical item involves “wanting to express a
meaning through speaking or writing and retrieving and producing the appropriate
spoken or written word form” (Nation, 2001, p. 25).
Design of the Study
This study uses a mixed-method approach, combining both quantitative and
qualitative methods to explore answers for the set of research questions outlined in the
first chapter. While quantitative measures are used to investigate learners’ receptive and
productive mastery of recurrent word combinations, qualitative measures are pursued
with the aim of exploring the written content produced by the learners while using the
range of word combinations. This research paradigm is expected to yield new insights
into how native and nonnative speakers approach academic writing while pursuing their
studies at an English-only institution.
There is a growing tendency in linguistics research to obtain data from multiple
resources, a procedure that is commonly referred to as triangulation and involves three
major categories: methodological, theoretical, and investigator. Drawing on the research
problem that the current study aims to address, data will be methodologically triangulated
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by using, first, a receptively oriented task to tap into learners’ passive knowledge and,
second, a productively oriented task to explore the active aspects of learners’ knowledge
of the same set of recurrent multiword units. Methodological triangulation is a term used
to describe the process by which two or more methods are used to examine the same
problem (Mackey & Gass, 2005, p. 181). The significance of triangulating data, as
pointed out by Johnson (1991), lies in the fact that it “reduces observer or interviewer
bias and enhances the validity and reliability of the information” (p. 146).
With respect to the first four questions, quantitative measures are used to analyze
and interpret data. A Multiple-Choice test is utilized so as to tap into learners’ ability to
recognize the set of recurrent word combinations, while a Can-Do test is used to measure
learners’ productive knowledge of the same set of word combinations (more on these
tests will presented in the Test Materials Section). Regarding the last two questions,
sample writings produced by participants will be analyzed to uncover and subsequently
compare patterns of use in the two groups of participants. All tests are pilot-tested, using
a small group of native English speakers and nonnative learners of English. After
completing this phase of the study, test booklets will be given to two raters who will
evaluate the two parts of each exam and recommend, in cooperation with the researcher,
the best way to create a writing rubric that can be used to guide the process of evaluating
the productive knowledge test administered later. Results of pilot testing are used to
inform changes in the format of the items in both the productive and receptive tests.
Target Recurrent Word Combinations
The target recurrent multiword units are taken from the Academic Formula List
(AFL), which addresses both written and spoken English. Compiled by Simpson-Vlach
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and Ellis (2010), the list reflects the “current developments in language acquisition
(SLA), corpus linguistics, cognitive science, second language acquisition (SLA), and
English for academic purposes” (p. 487). The approach pursued by the researchers to
create this comprehensive list takes into consideration the frequency of each sequence, its
mutual information (MI) score, and the pedagogic value attached to it, as determined by a
panel of native-English-speaking instructors. The AFL is not genre-specific; that is, it
draws on various disciplines such as the humanities and arts, social sciences, biological
sciences, and physical sciences. The rank-order of all the sequences is determined on the
basis of formulaicity of the cluster, the MI score, and the instructor’s opinions. Given that
it is methodologically impossible to consider all items in the AFL for this study, 38
expressions were selected from the writing section, as this threshold is believed to be
sufficient to increase the reliability of our measurement (Barfield & Gyllstad, 2009).
Several other criteria are implemented to guide the process of selecting these items in this
category. First, the selected sequences will be strictly academic. Clusters such as the
United Kingdom and the University of Michigan appear in the AFL as occurring
frequently and having higher MI scores, though their nature indicates that they belong to
general English. Second, the target sequences will be lexically dissimilar, a procedure
that is congruent with Nekrasova’s (2009) assertion that “the vast use of synonymous
structures in the task could potentially make it difficult for the participants to display their
knowledge of a specific lexical bundle in a context that allows multiple alternatives” (p.
656). A sequence such as a wide range of will represent other closely related expressions
such as wide range of and wide range of the. Finally, to further limit the number of
multiword combinations, four-word sequences are chosen for inquiry, as they “are more
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phrasal in nature and correspondingly less common” (Reppen, Fitzmaurice, & Biber,
2002, p. 135). The final list comprises a total of 38 four-word academic multiword
sequences (see Appendix A).
Test Materials
Assessing learners’ lexical knowledge is not an easy endeavor, as emphatically
pointed out by several researchers (Milton, 2009; Nation & Webb, 2011; Schmitt, 2000,
2010). Based on this rarely disputed fact and drawing on our conceptualization of lexical
knowledge, this study makes use of two test types: the receptive knowledge test and the
productive knowledge test. They are all combined in a 13-page booklet and will be taken
at the same session without a time interval. In the following sections, I will discuss the
structure of each test.
Receptive knowledge of academic word combinations. Receptive vocabulary
use is defined as the ability to perceive “the form of a word while listening or reading and
retrieving its meaning” (Nation, 2001, p. 24). Such conceptualization is essential, as we
explore ways of measuring learners’ knowledge of lexical items. The impetus for
assessing learners’ receptive knowledge using a separate test lies in the fact that lexical
knowledge is multifaceted and multidimensional and cannot be easily encapsulated in a
single test. Thus, participants in this study are instructed to take two tests, and the
reporting of results will be presented separately. Learners’ knowledge of the selected
sequences in the WRITTEN AFL is elicited using a multiple-choice test (Appendix B).
Following the test model proposed by Read (2000), learners’ lexical knowledge is
determined as an independent construct, and not as a subcomponent of another larger
construct. The focus of the test is on a selected set of lexically bundled items identified in
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the AFL. The test is also context-dependent; that is, test takers make use of the clues
provided by the context to figure out an appropriate answer. A good application of this
type of measurement is found in the works of Spottl and McCarthy (2004) and Schmitt,
Domyei, Adolphs, and Durow (2004), who created a context-dependent format for each
target formulaic sequence they intended to investigate. In this study, the context in which
the target recurrent word sequence appears is intended to be semantically and
syntactically appropriate for language learners so as to avoid both ceiling and floor
effects commonly found in language tests. With respect to the distractors, they are all
grammatically correct and can be encountered in numerous other contexts. The content
word in all distractors is changed, a procedure adopted and claimed valid by Nekrasova
(2009), who maintains that “selecting an appropriate content word associated with a
particular frame in a certain context would provide support for the idea that participants
recognize certain lexical bundle as a unit” (p. 657). To guard against wild guessing, a
fifth distractor is added which test takers may consider if they do not know the answer.
Further, the frequency of each distractor is kept lower than the target recurrent
combination. For example, the sequence on the other hand recurs 19,793 times per
million in the Corpus of Contemporary American English compared with 1231, 65, and
98 for the clusters on the other side, on the other line, and on the other foot, respectively.
An example of this type of test is as follows:


On the one hand, I’d like more money, but ___________________, I’m not
prepared to work the extra hours in order to get it.
a. on the other line
b. on the other hand
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c. on the other side
d. on the other foot
e. I DON’T KNOW
Productive knowledge of academic lexical bundles. In order to measure how
language learners demonstrate productive knowledge of the selected recurrent
combinations, a can-do test was devised, pilot-tested, and then carefully administered to
the same group of participants who would also take the receptive test. This test was
administered first so as not to alert test takers to some items on the receptive test. This
procedure is in line with an argument put forward by Melka (1997), who posits that
receptive knowledge precedes productive knowledge. This implies that knowing a lexical
item productively requires the receptive knowledge of it, but not vice versa.
The can-do test that this study utilizes is a revised version of the one applied by
Schmitt and Zimmerman (2002).
For each of the words that is listed below, select the ONE blank that best
describes how well you know the word. IF YOU SELECT BLANK D,
PLEASE WRITE A SENTENCE WHICH USES THE WORD AND SHOWS
ITS MEANING.
a) I don’t know the word.
b) I have seen the word before but am not sure of the meaning.
c) I understand the word when I see it or hear it in a sentence, but I don’t
know how to use it in my own speaking or writing.
d) I know this word and can use it in my own speaking and writing (p.
154).
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The revised format of this scale does not include the first two questions, as these
items are measured using the multiple-choice test explained in the preceding section.
Furthermore, this test is used to assess learners’ productive knowledge of the recurrent
academic combinations, not individual words. This latter procedure is in line with
Schmitt’s (2010) observations regarding the use of this test to measure a single skill. The
fully revised format of this test is found in Appendix C.
Participants
Drawing on the research questions, the current study involves the participation of
two distinct groups of participants: native English speakers (N = 25) and nonnative
English speakers whose first language is Arabic (N = 25), all of whom were pursuing
their undergraduate studies at a regional university in the southeastern United States. This
number is in line with the minimum standard figure proposed by Fraenkel and Wallen
(2003). In second language research, there is a strong tendency to report sufficient
information about the participants in terms of gender, age, background knowledge, level
of proficiency, current field of study, and the length of stay in an English-speaking
environment. A criterion-based sampling procedure was adopted for selecting
participants in the study. In the following sections, I attempt to give a full account of the
personal characteristics of each group member.
Native English speakers. The first group consists of 25 native English speakers
(15 males and 10 females) who speak English as their first language. The native group
includes 4 freshmen, 17 sophomores, 2 juniors, and 2 seniors, whose mean age is 20.28
years old. They are all undergraduate students pursuing their studies in different
specialties, including Biology (4), Education (3), Management Information Systems (2),
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Business (1), Chemistry (1), Criminal Justice (1), Culinary Arts (1), Early Childhood
Education (1), Electrical Engineering (1), Elementary Education (1), Finance (1),
Hospitality (1), Human Services (1), Law (1), Marketing (1), Musical Theatre (1),
Nursing (1), Nutrition (1), and Studio Art (1). Individuals who majored in Applied
Linguistics, English Literature, Composition Studies, or any other field close to English
language studies were not asked to take part in the current study. Furthermore, graduate
students, regardless of their major, were excluded from the study, along with those who,
at the time of study, had already been awarded an academic degree.
Nonnative English speakers. The second group of participants comprises Saudi
students who are enrolled at American universities where the language of instruction is
English. Information about the participants’ age, current academic level, gender, and
length of residence in an English-speaking country was elicited using a detailed biodata
information sheet, similar to the one suggested by Mackey and Gass (2005). Saudis
studying English in an intensive English program were not included, nor those pursuing
their studies at a university other than in the United States. Nonnative participants
included 8 freshmen, 10 sophomores, and 7 juniors. Their majors include Electrical
Engineering (4), Mechanical Engineering (4), Finance (3), Civil Engineering (2),
Computer Information Technology (2), Industrial Engineering (2), Information Systems
(2), Marketing (2), Global Management (1), Management Information Systems (1),
Social Services (1), and Supply Chain Management (1). None of the participants majored
in Applied Linguistics, TESOL, English Literature, Composition Studies, or any other
related field. Their English language proficiency allowed them to enroll at a U.S.-based
university where the language of instruction is English. Adjusting entrance proficiency
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scores to control for proficiency is adopted in numerous research studies (Ellis et al.,
2008). Given that all participants come from Saudi Arabia, moreover, their previous
learning experiences are similar and their exposure to English has been through
classroom instruction, which is typically described as teacher-fronted and grammarfocused. The mean age for the nonnative group is 23.64 years, while their mean length of
residence in the United States is 37.44 months.
Scoring
The rubric adopted for scoring the test materials was initiated by the researcher
and two native-English-speaking instructors who have extensive experience in language
teaching. For the receptive knowledge test, which is a multiple-choice test, each correct
answer was awarded three points, while incorrect ones were given zero points. Given that
the productive knowledge test requires test takers to provide contexts for the set of target
sequences they use, a detailed grading scale needed to be devised and pilot-tested.
Drawing on the rubric that was developed and subsequently used by Schmitt, Grandage,
and Adolphs (2004), a four-part scoring system was first developed by the researcher and
was then used to evaluate the test booklets of the four participants who took part in the
pilot phase of the study. The rubric has four levels and is meant to help judges in the
primary study to assess participants’ responses in a consistent and unbiased way. For
example, a score of three is obtained once the sentence provided by a participant is
virtually error-free, is fully comprehensible, and adequately captures the meaning of the
target sequence. Two English language instructors used the rubric for evaluating
participants’ responses. They insightfully reflected on it and suggested that further
descriptors be included. The final version of the rubric can be found in Appendix D.

56

As pointed out by Perry (2011) and Fulcher and Davidson (2007), training judges
on how to use a rubric consistently while assessing the quality of the participants’
writings is a crucial element for enhancing the reliability of the instrument. The three
judges involved in the evaluation process of the current study were introduced to the aims
of the research, the target population, and the set of descriptors included in the grading
scale. Training also involved examining a sample of different sentences arbitrarily taken
from the participants’ writings. All raters reported that they had understood the rubric
items and were ready start the scoring process.
Statistical Treatment
A key requirement of good research is the careful selection of statistical measures
for analyzing data. This research study uses a 2 × 2 mixed design, with the participants’
knowledge (receptive vs. productive) as the within-group variable and the participant
group (natives vs. nonnatives) as the between-groups variable. As a first step, scores on
both tests were computed for normality using the Statistical Package for the Social
Sciences (SPSS). By examining the distributional shape of the scores, it became apparent
that the Native Speaker data were negatively skewed, implying that the assumption of
normality was not met. Shapiro-Wilk Test results (S-W = .813, df = 25, p ˂ .01) for the
receptive test and (S-W = .845, df = 25, p ˂.05) for the productive test confirm the above
conclusion that the data lack normal distribution. As for the nonnative data, Shapiro-Wilk
Test results for the receptive knowledge (S-W = .919, df = 25, p ˃ .05) and the productive
knowledge (S-W = .953, df = 25, p ˃ .05) indicate that data are normally distributed,
allowing for parametric measures to be used for analysis.
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By comparing the scores of the two tests taken by a single participant within the
group, we can determine, first, whether a difference between participants’ receptive
knowledge and productive knowledge ever exists and, second, whether or not such
difference is statistically significant. This comparison was carried out using various
descriptive statistical measures such as the mean and the standard deviation. Given that
the data are ordinal, though not normally distributed, a Wilcoxon signed rank test, which
is a nonparametric measure, was employed to compare scores within each group.
Determining statistical significance, which is a crucial purpose underlying this study, was
conducted using Spearman’s rank correlation coefficient.
Piloting
The receptive and the productive tests were piloted with four participants: two
native English speakers and two nonnative English speakers whose first language was
Arabic. The four participants in this initial phase of the study were not asked to take part
in the final phase of the study. Directions on how to take the test and ways on reflecting
on it were clearly given, as the insights gleaned from their responses would be
instrumental in formulating the final form of both tests. Participants were thoroughly
instructed on how to take the tests, and the time needed for completing them was
carefully calculated. The completed tests were given to two raters with sufficient
experience on how to assess learners’ writings and were thus asked to suggest
modifications or alterations to the rubric for evaluating the participants’ written part of
the productive knowledge test. The part of the test bearing the personal information about
each test taker was removed, a procedure intended to prevent any influence on the raters’
decisions.
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An important goal for piloting instruments concerns the consistency of the data
results. To ensure that items on both tests display an acceptable reliability level,
Cronbach’s alpha was performed among the 38 items of each test. Reliability coefficients
were thus obtained for the receptive test and the productive test, which were 0.93 and
0.95, respectively. These two figures suggest that each test type demonstrates high
internal reliability.
The pilot study led to some changes in the format of the multiple-choice test.
Some test takers reported that question #6 was starkly confusing, as strings it is easier
that, it is clear that, and it is estimated that can equally fit into the context provided as a
stem sentence. Similar confusion was also noted concerning question #13. Although all
native English speakers responded correctly to this question, two of them marked it as
confusing, as both it is obvious that and it is clear that were equally possible answers,
given the stem sentence provided as a context. To eliminate confusion, two alternative
stem sentences were created and pilot-tested with two native English speakers who
reported that only one choice was plausible.


_____________ James has learned such a huge number of difficult words.
a. It is more that
b. It is just that
c. It is clear that
d. It is easy that
e. I don’t know



In light of this conclusion, ___________ by reducing depression, the level of
life satisfaction can be enhanced.
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a. it is unclear that
b. it is obvious that
c. it is remarkable that
d. it is relentless that
e. I don’t know
Another change involves question #27 of the receptive knowledge test. The stem
sentence In the absence of clear guidelines, students will take fewer courses per semester
is not clearly phrased, as both raters reported in their reflection of the test takers’
responses. An alternative sentence was provided:


____________ clear guidelines, international students will register in fewer
courses than is required for them to take every semester.
a. In the business of
b. In the role of
c. In the absence of
d. In the face of
e. I don’t know
As we conclude this section on piloting, it was thus important to measure the time

that participants took to complete both tests. For the native speakers, the average time
needed to complete both tests was 40 minutes. Nonnative speakers took a full hour to
finish all parts of the exam. Given these numbers, native participants and nonnative ones
taking both tests in the major phase of the study were given 40 and 60 minutes,
respectively, to complete both the receptive and the productive parts, without any time
interval between the two tests.
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Procedures
Following the piloting stage, the revised test materials were prepared in a single
booklet, with the productive test as Part 1 and the receptive one as Part 2, each preceded
by a clearly phrased prompt. A consent form and a biographical information letter were
attached as the first and second pages, respectively. At the beginning, the researcher gave
all participants a thorough explanation of the purpose of the study and the nature of the
tasks at hand, and answered their questions. As they started the second part of the test,
participants were instructed not to recheck the answers they provided for the first part.
All participants were alerted to the fact that the task would be timed; that is, they needed
to finish within 40 minutes for native speakers and 60 minutes for nonnative speakers.
Native English speakers and nonnative ones who met the criteria exemplified in
the above section on participants formed the pool of participants in this study. Study
participants were recruited using a flyer that was approved by the Institutional Review
Board. Given that all participants were students with different schedules, three sessions
were arranged for data collection. Time restrictions were thoroughly maintained in all
sessions, and no exceptions were thus given to any participants. All participants who
volunteered to take part completed both tasks. In one case, a native-English-speaking
participant agreed to take part in the study, but decided to withdraw before he sat down to
take the tests.
Upon the completion of data collection, each test booklet was given a distinctive
number, a procedure aimed at maintaining the participants’ confidentiality and easing
statistical analysis. The first native-English-speaking participant, for example, received
number 1/1, and the last one received 1/25. The first and the last nonnative-English-
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speaking participants were assigned numbers 2/1 and 2/15, respectively. To guard against
any possible loss of test materials, separate forms bearing the participants’ numbers were
developed and used to evaluate the productive knowledge test. The three judges were
asked to use these forms and not to mark the participants’ test booklets.
Participants’ personal data and the test scores were submitted to SPSS for
analysis. Statistical treatment of data involved obtaining descriptive as well as inferential
statistics. For the qualitative portion of this study, analysis of the target sequences started
as soon as the quantitative part was completed.
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CHAPTER 4
Quantitative Results
In this chapter, the results of the statistical analysis are presented and
subsequently discussed. The organization of the chapter is thus informed by the overall
purpose underlying the study, namely investigating the differences between two groups
of learners with distinct linguistic backgrounds on the knowledge of recurrent academic
multiword units. Such knowledge is operationalized in terms of two levels: receptive and
productive. As a first step, data gathered from native English speakers will be analyzed
separately, followed by a similar exploration of the data collected from nonnatives,
targeting both receptive and productive knowledge. Next, I compare the native and
nonnative performance on the two tasks, with the aim of uncovering the similarities and
differences displayed by these two groups concerning the knowledge of the recurrent
multiword units under study. The chapter concludes with a discussion of these results in
light of the research questions.
Native Speakers and Their Knowledge of Recurrent Word Combinations
Given that native speaker data are negatively skewed, it is inevitable to use
nonparametric statistics to analyze test scores and report findings. Table 1 shows the
minimum, maximum, and median values of the correct responses provided by native
speakers (NSs) on both tests. NSs scored higher on the recognition test than they did on
the productive test. Their recognition scores range from 87 to 114, while their scores on
the production task are comparatively lower, ranging from 24 to 103.
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Table 1
Native Speakers’ Receptive and Productive Knowledge of Recurrent Word Combinations
(RWCs; n = 25)
Test type
Receptive mastery of RWCs

Min.

Max.

Mdn.

87

114

111

Wilcoxon
Test
4.373*

Productive knowledge of RWCs

24

103

Spearman’s
0.55**

92

* p ˂ 0.01
** p ˂ 0.05

A Wilcoxon matched-pairs signed rank test was carried out to determine the
statistical significance. Results of the analysis indicate that the difference exhibited by the
native speaker group on both tests is statistically significant. The learners’ ability to
recognize recurrent sequences is significantly greater than their ability to reproduce such
sequences in meaningful contexts. The analysis also reveals that none of the nativeEnglish-speaking participants scored higher on productive tests than on receptive test. In
addition to the significance tests, results are analyzed in terms of the effect size to
determine the magnitude of the observed differences, which is found to be large (0.94).
To further investigate whether there is a correlation between participants’ scores on the
receptive knowledge test and the productive knowledge test, a Spearman’s rank order
correlation was calculated, and the results show that there is a positive correlation
between scores obtained on the receptive and productive tests. Test takers who scored
higher on the receptive test tended to score comparatively higher on the productive test as
well.
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Nonnative Speakers and Their Knowledge of Recurrent Word Combinations
In much the same way as we did with the native speaker group, nonnative
speakers’ ability to recognize and produce the set of recurrent clusters is explored to
determine if they exhibit differences pertaining to the two knowledge levels. An
assumption of normality test was first conducted and showed that the data are relatively
normally distributed. By comparing the means on both tests, it is clear that learners
demonstrate greater receptive knowledge of sequences than productive knowledge. A
paired-sampled t-test reveals that the difference in the performance of nonnative speakers
is statistically significant. Scores on the recognition and productive tests seem to
positively correlate, as is indicated by the results of Pearson’s product-moment
correlation coefficient. The means from both tests are also analyzed for the effect size
with the aim of measuring the magnitude of the differences exhibited by the learner group
on both tests. The effect size using Cohen’s d is found to be relatively large. Table 2
below sums up the main findings pertaining the nonnative group.

Table 2
Receptive and Productive Knowledge of Recurrent Word Combinations (RWCs) by
Nonnative Group (n = 25)
Test type
Receptive knowledge of
RWCs

Min.
24

Productive knowledge of
RWCs
* p ˂ 0.01

6

Max.
114

M
78.36

SD
27.03

t
8.095*

95

38.60
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23.48

Cohen’s d
0.61

Receptive Knowledge of Recurrent Word Combinations by Natives and Nonnatives
An important goal of this study is to examine the differences between native
English speakers and nonnative English speakers in terms of their receptive knowledge of
recurrent academic combinations. Table 3 presents the minimum and maximum scores as
well as the median values for the two groups of participants taking the receptive test. It is
obvious that native English speakers’ scores on the receptive test are higher than those
obtained by nonnative speakers.

Table 3
Receptive Knowledge of Recurrent Word Combinations by Native and Nonnative
Speakers

N
25

NSs
NNSs
* p ˂ 0.01

25

Min.
87
24

Max.
114
114

Mdn.
111

Mann-Whitney
U

ES

79*

0.64

87

A Mann-Whitney U test was carried out to determine whether such differences in
the two sets of data are significant. Results demonstrate that the difference between both
tests is statistically significant. Using the formula suggested by Larson-Hall (2010), it is
also plausible to determine the size of the difference between the median values, which is
found to be relatively large (p. 378). The performance of the two groups concerning their
receptive knowledge of the set of recurrent multiword sequences is graphically depicted
in Figure 1.
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Figure 1. Comparing receptive scores across the two groups.

Productive Knowledge of Recurrent Word Combinations by Natives and
Nonnatives
A similarly important aim of analyzing the data is to examine whether native and
nonnative English speakers exhibit differences with respect to the productive use of
recurrent multiword units. The overall scores obtained by native speakers on the
production task are higher than those obtained by nonnative speakers, as is apparent in
the results displayed in Table 4.
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Table 4
Productive Knowledge of Recurrent Word Combinations by Native and Nonnative
Speakers
Group
NSs

Min.

Max.

Mdn.

24

103

95

6

NNSs

93

MannWhitney U

ES

50.50*

0.71

36

* p ˂ 0.01

Given that the assumption of normality was not met for the native speaker data,
the Mann-Whitney U test was pursued to compare scores and determine statistical
significance. Based on the results below, the difference between the median values of the
two groups was found to be statistically significant. In addition to the significance tests,
the results were also analyzed in terms of the effect size, with the number below
suggesting that the difference is relatively high. The performance of the two groups
regarding the productive knowledge of recurrent clusters is illustrated graphically in
Figure 2.
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Figure 2. Comparing the productive knowledge scores across the two groups.

Discussion
The purpose of this study is to compare and contrast the receptive and productive
knowledge demonstrated by two groups of participants: native English speakers and
nonnative English speakers whose first language is Arabic. In order to collect data and
report findings, the study uses two test formats, though targeting the same set of recurrent
word combinations. This part of the study is primarily concerned with the statistical
treatment of data, while Chapter 5 will be dedicated to analyzing the writings produced
by both learner groups.
The overall picture emerging from the previous analysis of the data reveals that
native speakers, as noted in numerous other studies (Durrant & Schmitt, 2009;
Nesselhauf, 2003; Schmitt, Grandage, & Adolphs, 2004; Yamashita & Jiang, 2010),
demonstrate greater understanding of recurrent sequences than nonnative speakers do.
Another finding to note is that, for both groups of participants, receptive knowledge of
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recurrent clusters seems to exceed productive knowledge. The two groups of participants,
though, have exhibited clear variation in terms of either the receptive or the productive
knowledge of such sequences. This section discusses the quantitative findings as they
relate to the first, second, third, and fourth research questions.
The first question posed in the study is intended to explore the differences
between learner groups in the degree of receptive mastery of recurrent academic strings:
1. Is there a difference between native English speakers and Arabic-speaking
English learners in terms of receptive knowledge of recurrent multiword
sequences?
By comparing the results of the two groups, it is obvious that native English speakers
outperformed nonnative learners on the receptive test, an outcome that is consistent with
findings gleaned from numerous other studies (Fan, 2000; Laufer, 1998; Laufer &
Paribakht, 1998; Li & MacGregor, 2010; Morgan & Oberdeck, 1930; Nekrasova, 2009;
Schmitt, Grandage, & Adolphs, 2004; Webb, 2008). While the performance of native
speakers is seen as nearly perfect with a median score of 111, foreign language learners
display comparatively less ability in recognizing the correct sequences even with the
presence of lexical clues which, according to Melka (1997), may help test takers to
choose the contextually appropriate sequence. The level of receptive knowledge
demonstrated by nonnative speakers in this study is similar to the one reported by Schmitt
et al., who found that an average of 17 out of the 20 clusters were successfully recognized
by the participants in their study. It is unsurprising, though, that native English speakers
scored significantly higher on this test, given their overarching phraseological
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competence, which effortlessly enables them to use the available contextual clues to
determine the correct sequence.
In a similar vein, the second research question examines the differences between
L1 and L2 speakers with respect to the productive knowledge of sequences, that is, the
ability to appropriately use the set of recurrent multiword units in meaningful contexts
that demonstrate their meanings. The second question asks:
2. Is there a difference between native English speakers and Arabic-speaking
English learners in terms of productive knowledge of recurrent multiword
combinations?
Drawing on the results in Table 5, it is clear that, with respect to productive knowledge,
the gap between the two groups of learners is even larger, with native speakers scoring
far higher than nonnative learners. Such a result mirrors a commonly held view that
language users demonstrating broader receptive knowledge are likely to develop better
productive knowledge (Webb, 2008, p. 92). The productive use of a lexical item, as
pointed out by Read (2004) is affected by three important factors: precision of meaning,
comprehensive word knowledge, and network knowledge (p. 211). He goes on to explain
what each of these factors entails. Precision of meaning refers to a deep understanding of
the underlying meaning of a word, while comprehensive word knowledge involves
knowing how to use it and in what context it naturally occurs. Network knowledge refers
to the status that the word occupies inside one’s mental lexicon and how it relates to other
lexical items. Read’s characterization can be extended to include word combinations,
explaining why the active use of such combinations in real contexts poses a challenge to
nonnative speakers. Another possible explanation why nonnatives’ productive knowledge
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is underdeveloped is suggested by Siyanova and Schmitt (2008), who posit that “learners
often acquire words individually, without taking note of their immediate environment,
and that, when trying to produce an expression, they may combine words that do not
normally go together” (pp. 430–431). The claim that lexical knowledge is internalized as
single, context-independent units is also shared by Wray (2002) and Wray and Perkins
(2000), who maintain that nonnative speakers take a nonformulaic approach while
learning L2 vocabulary. Although the purpose of this study is not to prove or disprove
this claim, there is evidence that productive knowledge of lexical items does not develop
in a manner similar to receptive knowledge. Further discussion of these two dichotomous
terms will be presented as I explore the rest of the research questions.

Table 5
The Top 90–100% Successfully Produced Combinations by Native Speakers
RWC
%
a large number of
96
it is obvious that
96
can be found in
96
is likely to be
96
it is important to
96
it is clear that
93
a wide range of
93
over a period of
92
in the next section
91
it is interesting to
91
Note. Maximum score is 3.

M*
2.88
2.88
2.88
2.88
2.88
2.80
2.80
2.76
2.72
2.72

SD
0.60
0.60
0.60
0.43
0.60
0.64
0.70
0.66
0.67
0.73
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Function
Structural patterns
referential
noun phrase + of
stance
anticipatory it + adj
stance
passive fragment
stance
be + adj
stance
anticipatory it + adj
stance
anticipatory it + adj
referential
noun phrase + of
referential
prepositional phrase
discourse org. prepositional phrase
stance
anticipatory it + adj

The third and fourth research questions address performance variation within each
of the two groups. Beginning with the native-English-speaker group, the question posed
is:
3. With respect to native English speakers, to what extent does receptive knowledge
of recurrent word combinations differ from productive knowledge?
It is clear from the results presented in Table 2 that the native-English-speaking
group exhibits considerable variation in their knowledge of the academic sequences. It is
obvious that the receptive knowledge size exceeds the productive size. This result lends
credence to the view that learners’ receptive repertoire of lexical items is larger and more
entrenched than their productive one. The literature is replete with studies tallying the
difference between the receptive and productive levels of lexical mastery. Investigating
the vocabulary knowledge of first graders, Seashore and Eckerson (1940) measured the
recognition-production distance and found it to be around 4,000 words. A similar
investigation by Hartman (1946), though yielding higher estimates, found that the
receptive vocabulary size demonstrated by second graders is 250,000 words, while their
productive one is 58,000 words. Along the same lines, Chamberlain (as cited in Melka,
1997) pointed out a similar lexical gap, suggesting that natives’ receptive vocabulary is
five times greater than their productive ability. There are barriers that seem to prevent
language users from developing productive lexical knowledge comparable to receptive
knowledge. Milton (2009) claims that lexical knowledge is multidimensional and
multifaceted, and that using language productively is the ultimate goal that language
users seek to achieve. He lucidly points out that “language level is not just about
language knowledge, whether grammatical or lexical, but is about using this knowledge
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communicably and how well a learner can perform in a variety of circumstances” (p.
171). The seemingly underdeveloped level of productive knowledge that native speakers
show is counter to the view that they are expert users whose level of English is the norm
against which L2 performance is always judged (Davies, 2003, p. 7). This conclusion has
serious implications, which will be examined in Chapter 5, when we explore the patterns
of use in the native writings. Now we turn to the fourth research question, which asks the
following:
4. With respect to nonnative English speakers, to what extent does receptive
knowledge of recurrent word combinations differ from productive knowledge?
It is glaringly obvious that L2 learners have displayed inadequate understanding
of the recurrent sequences both receptively and productively. By comparing the scores on
the recognition and production tasks, it is apparent that nonnatives’ ability to use the
academic word combinations in meaningful contexts is acutely limited. This result
confirms a widely accepted view in the literature, which holds that learners’ productive
knowledge of lexical items lags behind their ability to recognize such items in context
(Bardovi-Harlig, 2009; Bardovi-Harlig & Bastos, 2011; Durrant & Schmitt, 2009, 2010;
Griffin & Harley, 1996; Laufer & Waldman, 2011; Spottl & McCarthy, 2004; Stoddard,
1929; Webb, 2008). Stoddard demonstrated that receptive knowledge is twice as large as
productive knowledge. Griffin and Harley carried out an experiment in which they
explored the receptive and productive learning rates under two conditions. Among the
several conclusions they highlighted, the researchers noted considerable gains from
receptive compared to productive learning. The researchers argued, however, that
pursuing a production-based approach to learning vocabulary is more beneficial for
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enhancing learners’ long-term retention. Commenting on the results of his study, Webb
believed that demonstrating greater receptive knowledge is a prerequisite for displaying
greater productive knowledge.
There seems to be a well-respected argument in the literature that L2 learners’
inaccurate understanding of lexical sequences is a serious barrier that prevents them from
attaining native-like competency (Wray & Fitzpatrick, 2008). Attempts to explain why
such lack of knowledge exists are made by several researchers who focus on
comprehension and production. The study undertaken by Durrant and Schmitt (2010)
concluded that the reason why such lexical strings are not productively grasped lies in the
observed lack of proper exposure. The role that exposure plays in optimizing learning has
been emphatically pointed out by several researchers, including Krashen (1985) who calls
for providing language learners with abundant opportunities to practice language.
Taguchi (2007) found that prolonged exposure to clusters has helped Japanese-speaking
learners of English to increase their spoken knowledge of lexical clusters. A second
reason mentioned by Durrant and Schmitt (2009) is that L2 writers tend to overuse a
group of high-frequency lexical strings and underuse other strongly associated but
infrequently occurring sequences. Less-frequent sequences are as important as morefrequent ones, and for language learners to become proficient speakers and writers, they
must have knowledge not only on how to recognize these strings in discourse, but also on
being able to use them productively.
Other researchers argue that the difficulty stems from the inherently complex
nature of formulaicity in languages (Boers & Lindstromberg, 2012; Nation, 2001;
Siyanova & Schmitt, 2008; Webb, 2008; Wray & Perkins, 2000). In each language, there
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are extended strings of lexically bundled items whose meaning may be completely
transparent or completely opaque, and whose functions vary widely, depending on the
context. Nation (2001) posits that productive knowledge is tied to several output patterns,
and this explains why the recurrent sequences are notoriously difficult to pin down in
speech and writing, and less so in listening and reading (p. 28). The manner by which
lexical knowledge is internalized by L2 speakers is cited as a possible barrier for
successful productive use. Wray (2002) claims that L2 learners’ approach to acquire a
second language takes interest in single lexical items and ignores extended stretches of
lexical bundles. This normally leads to a situation where “learners often acquire words
individually, without taking note of their immediate environment, and that, when trying
to produce an expression, they may combine words that do not normally go together”
(Siyanova & Schmitt, 2008, pp. 430–431).
Conclusion
Three important findings merit careful attention, as I conclude the discussion on
the quantitative part of the current study. First, learners exhibit varying degrees with
respect to the overall knowledge of academic multiword units. Native English speakers
seem to recognize these units quite effortlessly when textual clues are provided. The
productive use of some units in meaningful contexts seems to present a challenge to some
native speakers whose performance has long been hailed as ideal and exemplary. Next,
members of the nonnative group demonstrate greater receptive knowledge of these
recurrent units, but show superficial understanding of how to use this knowledge
productively.
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By comparing the two groups, the analysis of the results has shown that receptive
and productive knowledge of the sequences under investigation are more adequately
grasped by the L1 group than by the L2 group. By examining the production patterns
across the two groups, it becomes clear that second language learners have failed to
reproduce these sequences in contexts that best capture their meaning and discourse
functions. The huge divide between receptive and productive vocabularies is a serious
cause of concern, given that L2 learners are required to demonstrate knowledge of a wide
range of different discourse-specific clusters. In Chapter 5, I will explore in depth the
patterns of use emerging from native and nonnative writings, hoping that more qualitative
exploration leads to a full understanding of the quantitative results presented in this
chapter.
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CHAPTER 5
Qualitative Analysis of Native and Nonnative Writings
The statistical analysis that I discussed in the previous chapter demonstrates that,
within the NS and NNS groups, the number of receptively known sequences is greater
than the productively known ones. By comparing results gleaned from the native group
against similar ones from the nonnative group, it is obvious that native speakers exhibit
more comprehensive knowledge of such sequences than nonnatives. More important is
the finding that nonnative speakers’ understanding of such sequences, be it receptive or
productive, is limited and largely inadequate. Drawing on these major findings and to
shed further light on the learners’ use of such combinations, in this chapter I conduct and
report a qualitative, content-focused analysis of the writings produced by participants.
The focus of the current analysis will primarily be directed at examining the learners’
inaccurate responses to the production task, with the aim of uncovering the underlying
reasons why such sequences are not productively realized. Before delving into such
analysis, it is necessary to explore the patterns of usage relevant to each sequence in each
group. Pursuing a qualitative approach is expected to yield fresh insights into how native
and nonnative writers strive to create contexts for the preselected set of recurrent
multiword patterns.
Native Writers and Recurrent Word Combinations
As for the native writers group, each academic cluster they produced was
separately examined, with the purpose of finding out about the set of instances
representing both the correct and incorrect usage. Table 5 illustrates the top 10 clusters
along with their discourse functions and structural patterns. The list is dominated by the
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anticipatory-it patterns: it is obvious that, it is important to, it is clear that, and it is
interesting to. The list also includes three propositional phrases and two noun-phrase
fragments. Functionally, it is apparent that native writers have successfully produced
contexts incorporating more stance markers than two other function types: discourse
organizers and referentials.
The second category comprises recurrent patterns that are productively used 80–
89% of the time. By looking at the list in Table 6, it is obvious that, again, stance bundles
are more prevalent than referential and discourse organizers. Three out of five stance
sequences outlined in the table below are structurally similar; that is, they contain the
anticipatory-it structure followed by either a passive fragment or an adjective. The other
bundles are a combination of prepositional phrases, noun phrases, and a single passive
fragment.

Table 6
Recurrent Sequences Reproduced 80–90% of the Time by Native Speakers
RWC
it should be noted
it is impossible to
to ensure that the
is based on the
can be used to
it is necessary to
whether or not the
an increase in the

%
87
85
85
84
83
83
83
83

M
2.60
2.56
2.56
2.52
2.48
2.48
2.48
2.48

SD
1.00
0.96
0.91
1.04
1.12
1.08
1.04
1.00

Function
stance
stance
stance
referential
stance
stance
discourse org.
referential

Structural patterns
anticipatory it + verb
anticipatory it + adj
verb phrase fragment
passive prop. fragment
passive fragment
anticipatory it + adj
adverb clause fragment
noun phrase + prep

The third category represents a different set of sequences that are reproduced by
native writers 50–80% of the time. Five word combinations are used appropriately 70–
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80% of the time, while eight are reproduced 60–70% of the time. Two sequences (the
validity of the and in the present study) are used 57% and 55% of the time, respectively.
Eleven clusters perform referential functions, while the remaining sequences serve either
a discourse organizing function (due to the fact, for the purposes of, in the present study)
or a stance function (take into account the). There is a great deal of variation in the set of
sequences with respect to the internal structure that they demonstrate. Sequences initiated
by a preposition make a considerable presence in the list, followed by a group of noun
phrases. In the three cases, the recurrent units are headed by either an adjective (the same
way as, due to the fact) or a verb (take into account the). The list also incorporates two
passive fragments, as can be seen and be related to the, which are functionally labeled as
referentials. All sequences in the list are illustrated in Table 7.

Table 7
Recurrent Sequences Reproduced 50–80% of the Time by Native Speakers
RWC
the same way as
in the form of
due to the fact
take into account the
in a number of
on the other hand
in the absence of
the difference between the
in accordance with the
for the purposes of
the nature of the
as can be seen
be related to the
the validity of the
in the present study

%
79
77
73
73
71
69
69
69
67
67
64
63
63
57
55

M
2.36
2.32
2.20
2.20
2.12
2.08
2.08
2.08
2.00
2.00
1.92
1.88
1.88
1.72
1.64

SD
Function
Structural patterns
1.22
referential
adjectival phrase
1.06
referential
prepositional phrase
1.19 discourse org. adjectival phrase
1.22
stance
verb phrase
1.30
referential
prepositional phrase
1.25
referential
prepositional phrase
1.35
referential
prepositional phrase
1.22
referential
noun phrase
1.29
referential
prepositional phrase
1.35 discourse org. prepositional phrase
1.35
referential
noun phrase + of
1.42
referential
passive fragment
1.36
referential
passive fragment
1.45
referential
noun phrase + of
1.43 discourse org. prepositional phrase
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The final group of recurrent sequences is presented in Table 8. These sequences
are inadequately reproduced by native speakers, as is clearly seen from the mean values
and the low percentages that fall below 50%. It is also obvious that, of all units in the
data, the two sequences with respect to the and on the part of are correctly used only 29%
and 24% of the time, respectively, making them the most difficult clusters to be used
productively by natives. All the sequences in this category perform a referential function
and are structurally similar, incorporating a preposition followed by a noun phrase. These
sequences will form the bulk of the remaining discussion on the native speaker data.

Table 8
The Least Reproduced Recurrent Sequences by Native Speakers (below 50%)
RWC
in terms of a
to the fact that
in the course of
with respect to the
on the part of

%
47
39
32
29
24

M
1.40
1.16
0.96
0.88
0.72

SD
1.44
1.34
1.30
1.36
1.24

Function
referential
referential
referential
referential
referential

Structural patterns
prepositional phrase + of
prepositional phrase
prepositional phrase + of
prepositional phrase + to
prepositional phrase + of

Discussion. The quantitative findings that I discussed in the previous chapter
demonstrate that the productive use of recurrent multiword units by native English
speakers is not as adequate as the receptive use. A closer look at the patterns of usage
reveals a number of interesting observations that merit further discussion. But before
exploring these patterns, it is important to restate the fifth research question, which asks:
5. What patterns of use do the writings produced by native speakers reveal about
recurrent multiword units?
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The first pattern emerging from the native data is the successful use of multiword
sequences serving a stance function. Previous corpus-based studies indicated that
referential clusters are more pervasive than any other cluster type in students’ writings
(Adel & Erman, 2012; Biber & Barbieri, 2007: Biber et al., 2004; Chen & Baker, 2010;
Nekrasova, 2009). In the study undertaken by Adel and Erman, a great proportion of the
native data they examined involved referential expressions (47%). Usage figures
associated with stance (31%) and discourse-organizing (22%) sequences lag far behind.
The study finds that a small number of sequences performing referential functions are
perfectly utilized by natives (e.g., a large number of, a wide range of, over a period of),
while a great proportion of these referentials is either partially reproduced or misused
(e.g., in terms of the, to the fact that, in the course of, with respect to the, on the part of).
Such findings seem to be compatible with those of Nekrasova (2009, p. 670) who found a
similar pattern where referential clusters such as in terms of the, in the case of, and on the
basis of were appropriately used in less than 50% of the data she investigated.
Within the stance bundle group, it is clear that native writers exhibit a high degree
of mastery in using bundles initiated by anticipatory-it. Sequences such as it is obvious
that, it is important to, it is clear that, and it is interesting to are among the most
successfully reproduced units. This finding lends credence to Hyland’s (2008a) view,
which holds that such types of clusters are pervasive in student writings and that the
reason underpinning such significant presence is the writers’ willingness to disguise
authorial interpretations.
Natives’ patterns of misuse. In an attempt to explore why such sequences in
Table 9 are not adequately reproduced in meaningful contexts, students’ incorrect
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responses are compiled and carefully examined. The sequence in terms of a is used
appropriately less than 50% of the time, making it one of the sequences that represents a
challenge for native speakers. Following is a list of inaccurate contexts created by native
speakers to account for this expression:
1. In terms of a system, mathematics is always supposed to work.
2.

In terms of an agreement, I want you to wash all of those cars.

3.

In terms of a long test, this one is about medium.

4. I get confused watching soccer in terms of the rules.
5. There are 365 days in terms of a year.

In Examples 2 and 4, native writers failed to reproduce the recurrent expression in its
entirety and attempted to either alter the indefinite article a with an as in the second
example or replaced it with the as in the fourth sentence. While the lexical components of
each string in Examples 1, 3, and 5 are kept intact, the meaning of the resultant sentences
is odd and unnatural. The erroneous use of the target sequence can be attributed to the
apparent confusion arising from the word items, which behaves semantically differently
when embedded in a bundle than when used as a separate lexical item. For such
sequences to be appropriately used, Ellis and Simpson-Vlach (2009) recommend that
they “need to be recognized as wholes, rather than interpreted openly and literally” (p.
74).
Now I turn to another set of examples, which are intended to capture the meaning
of the underlined sequence:
6. I am innocent to the fact that I did not commit the crime.
7. To the fact that I was not asleep, I did not do well on the test.
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8. He understands to the fact that he will pass the test.
9. I can testify to the fact that I am of age for this survey.
In a similar way to the previous sequence, native writers who formed these sentences
have apparently failed to create appropriate contexts for the sequence to the fact that. By
looking at the sentences above, it is evidently clear that language users have intended to
“frame an assertive construal of events, boosting the writer’s position and directing
readers to a categorical understanding” (Hyland, 2008b, p. 17). In Example 6, there is an
attempt to make a conclusion based on two interrelated events. However, the misuse of
the bundle to the fact that has apparently rendered all examples vague and largely
incomprehensible. The lack of knowledge on how to use this cluster productively may be
due to what Wray (2002) termed “idiosyncratic vocabulary”:
Native speakers can tend to take for granted that certain expressions are so
common as to be elementary, whereas, in fact, because they often have
idiosyncratic grammar or vocabulary, learners cannot know them unless
they have actually encountered them before, and that at a point in their
learning when they have a chance of making sense of them. (p. 182)
This explains why this sequence, despite the fact that it is made up of familiar lexical
items, still poses a challenge for native writers, as is seen in the previous set of examples.
The bundle in the course of is the third sequence that is not productively mastered
by a large number of native speakers. Let us first examine the examples below, which
were created by native writers to account for the sequence:
10. In the course of this class we can only study about plants.
11. In the course of 36 questions, my hand is tired.

84

12. In the course of a fire, use the fire exits.
13. In the course of biology, I passed.
14. I major in the course of marketing.
Commonly observed in the above examples is the unaccustomed way by which the
underlined sequence is used by native writers. It is obvious that, drawing on Examples 13
and 14, the native writers have used this sequence to refer literally to an academic
subject, overlooking what seems to be the collocational meaning of the string as a whole.
In the other set of examples, the writers have recognized that the sequence as a whole
behaves semantically differently from its single constituent parts, but failed to capture the
real meaning which is, according to Biber (2009), “to identify or single out some
particular attribute of an entity as especially important” (p. 285). This explains why
Examples 10, 11, and 12 appear illogical. Some language users may not recognize that a
multiword unit is “subject to detachment from the effects of the live grammar and
lexicon. The string is no longer obliged to be grammatically regular or semantically
logical” (Wray, 2002, p. 33).
Yet the fourth sequence that native speakers appear to grapple with is with respect
to the, which is either poorly produced or completely avoided. The following examples
are constructed by native writers and reflect a state of confusion concerning the meaning
of the sequence as a whole:
15. With respect to the teacher, I muted my phone.
16. I will not go to my ex-boyfriend’s birthday with respect to the new girlfriend.
17. With respect to the soldiers, always put your hand over your heart when saying
the pledge of allegiance.
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18. With respect to the king, I will not eat.
19. I listen to the pastor with respect to the church.
What seems to be of a particular interest here is the overall meaning intended in
the above statements, which appears to be affected by the single word respect. In
Examples 15–19, it is clear that the whole sequence is used literally to refer to the
feelings that writers hold for a highly esteemed person or place, whereas, in the lexical
bundle tradition, the sequence is a framing signal chiefly used to “situate arguments by
specifying limiting conditions” (Hyland, 2008b, p. 18). The examples above reveal that
native writers find it difficult to approximate the meaning of the sequence as a coherent
unit.
The least correctly produced bundle in the native speaker data is on the part of
the. As is the case with previous sequences, it contains a single content word surrounded
by a set of function words. The examples below illustrate the erroneous use of the bundle:
20. I speak well based on the part of my mother’s teaching.
21. On the part of my car that is wrecked, I have a dent.
22. Do you like the steel on the part of the car.
23. I will have to study up on the part of Sam to play her in the movie.
Unlike the case with previous sequences, native writers have apparently recognized that
this sequence typically serves the function of framing concrete entities (Simpson-Vlach
& Ellis, 2010, p. 503). However, the contexts that these writers have created to account
for the sequence are oddly structured, leading to confusion over what the writers’ intent
might be.
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Nonnative Writers and Recurrent Word Combinations
As is the case with the native data, responses produced by nonnative writers have
been examined for trends in the use of the target set of recurrent academic word
combinations. The statistical results that I discussed in Chapter 4 indicate that nonnative
writers’ productive knowledge of sequences is superficial and largely limited. In this
section, a content-focused examination is thus conducted with the purpose of finding out
more about how the nonnative group responded to the production task. By examining the
whole data set, it is evident that, unlike the patterns observed in the native data, no
sequence has been produced 90–100% of the time. Of the 38 sequences, only 10 clusters
are used successfully more than 50% of the time. Instances representing the correct usage
that fall within this range are illustrated in Tables 9 and 10 along with percentages,
means, and standard deviations relevant to each sequence.

Table 9
Top Sequences Successfully Produced 70–90% of the Time by Nonnative Speakers
RWC
it is important to
it is impossible to
on the other hand
it is interesting to
it is necessary to

%
83
80
80
75
71

M
2.48
2.40
2.40
2.24
2.12

SD
1.12
1.22
1.11
1.30
1.36

Function
stance
stance
referential
stance
stance
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Structural patterns
anticipatory it + adj
anticipatory it + adj
prepositional phrase
anticipatory it + adj
anticipatory it + adj

Table 10
Sequences Reproduced 50–70% of the Time by Nonnative Speakers
RMC
a large number of
it is obvious that
it is clear that
in the next section
can be found in

%
67
60
60
57
52

M
2.00
1.80
1.80
1.72
1.56

SD
1.41
1.50
1.50
1.48
1.52

Function
Structural patterns
referential
noun phrase + of
stance
anticipatory it + adj
stance
anticipatory it + adj
discourse org. prepositional phrase
stance
passive fragment

Table 9 presents the top sequences produced appropriately by nonnative speakers.
Overall, nonnative writers make frequent use of sequences that are structurally headed by
anticipatory-it and functionally act as stance markers. Such expressions incorporate
frequently occurring adjectives whose meaning is rather transparent. The sequence on the
other hand, which appears in the list, does not belong to the group, though, as it
demonstrates a different structural apparatus and performs a rather referential function.
The second category incorporates another set of expressions that have been
successfully used 50–70% of the time by the nonnatives. As noted in the previous group,
the list of sequences in Table 11 is dominated by recurrent sequences that mark stance.
Two other anticipatory-it structures recur in this category, a pattern that is also dominant
in the first group. The list also includes two other cluster types: a referential expression
and a discourse organizer.
Table 11 represents the least mastered sequences (below 50%). An important
observation in the data is the great number of sequences that fall below the 50%
threshold. This category consists of 19 referential expressions, 5 stance markers, and 4
discourse organizers. A total of eight sequences are used less than 10% of the time,
making them the least reproduced sequences in the whole nonnative data. The sequence
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the validity of the, unlike any other sequence pattern, is not productively used in the
production task by any nonnative participant. Structurally, sequences containing
prepositional phrases seem to be less used, as they make up the bottom list in Table 11. In
the discussion that follows, I will explore these trends in the data, as they relate to both
the native data we explored previously and what has been argued in the literature.

Table 11
The Least Mastered Sequences by Nonnative Speakers
RMC

%
the difference between the 49
the same way as
47
is likely to be
45
can be used to
44
in the present study
36
is based on the
35
as can be seen
33
a wide range of
29
to ensure that the
28
due to the fact
28
over a period of
28
it should be noted
25
with respect to the
25
whether or not the
23
in the absence of
19
an increase in the
17
be related to the
15
take into account the
15
for the purposes of
15
the nature of the
11
in accordance with the
8
in terms of a
7
in the course of
7
in the form of
5
to the fact that
5
in a number of
4
on the part of
1
the validity of the
0

M
1.48
1.40
1.36
1.32
1.08
1.04
1.00
0.88
0.84
0.84
0.84
0.76
0.76
0.68
0.56
0.52
0.44
0.44
0.44
0.32
0.24
0.20
0.20
0.16
0.16
0.12
0.04
0.00

SD
1.35
1.41
1.49
1.51
1.41
1.42
1.35
1.36
1.28
1.24
1.37
1.23
1.26
1.21
1.15
1.12
0.91
1.04
1.04
0.85
0.83
0.70
0.70
0.62
0.62
0.60
0.20
0.00

Function
referential
referential
stance
stance
discourse org.
referential
referential
referential
stance
discourse org.
referential
stance
referential
discourse org.
referential
referential
referential
stance
discourse org.
referential
referential
referential
referential
referential
referential
referential
referential
referential
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Structural patterns
noun phrase
adjectival phrase
be + adj
passive fragment
prepositional phrase
passive prop. fragment
passive fragment
noun phrase + of
verb phrase fragment
adjectival phrase
prepositional phrase
anticipatory it + verb
prepositional phrase + to
adverb clause fragment
prepositional phrase
noun phrase + prep
passive fragment
verb phrase
prepositional phrase
noun phrase + of
prepositional phrase
prepositional phrase + of
prepositional phrase + of
prepositional phrase
prepositional phrase
prepositional phrase
prepositional phrase + of
noun phrase + of

Discussion. The final research question is intended to address the patterns of
productive use demonstrated by nonnative group:
6. What patterns of use do the writings produced by nonnative speakers reveal about
multiword units?
The previous analysis of the nonnative data shows that a small number of sequences that
perform a similar discourse function and have the same structural patterns are noticeably
successfully reproduced by nonnative writers. These top expressions are found to mark
stance, a sequence type that is pervasive in academic prose, as it is normally used “to
express epistemic evaluations or attitudinal/modality meanings” (Biber, 2009, p. 285).
There are three reasons why stance markers are more conducive to productive mastery.
First, stance markers such as it is important to, it is impossible to, it is interesting to, it is
necessary to, it is obvious that, and it is clear that are nearly complete structures that
require minimum effort by the writers to create coherent contexts. Next, the internal
composition of these stance markers is replete with semantically transparent items that
pose no difficulty in being comprehended by language users (e.g., interesting, important,
impossible, necessary, obvious, clear). Finally, a stance marker as such is initiated by the
anticipatory-it, a commonly preferable bundle for creating academic discourse because it
allows writers to “to comment and to evaluate propositions in a way that allows the writer
to remain in the background” (Hewings & Hewings, 2002, p. 368).
Another set of successfully reproduced sequences includes two referential
expressions and a discourse organizer. The cluster on the other hand is the third mostappropriately employed cluster in the nonnative data, an outcome that gives support to
numerous corpus-based studies that have placed this bundle in the group of the most90

recurrent sequences (Cortes, 2004, p. 406; Hyland, 2008a, p. 45, 2008b, p. 7; Staples et
al., 2013, p. 221). Another referential expression that has appeared in the top group of
adequately used sequences is a large number of¸ which, structurally, consists of a noun
phrase followed by a preposition.
Nonnatives’ patterns of misuse. In order to further understand patterns of use in
the nonnative data, I examined the set of ill-formed sentences produced by nonnative
writers. However, it is worth mentioning here that several lexical bundles in Table 7 have
been completely avoided; that is, writers have reported that they could not use the target
cluster in a meaningful context.
The first pattern that is noted while qualitatively analyzing the examples provided
by the nonnative writers is that the resultant sentences are fragmented; that is, they do not
express a coherent idea in a syntactically and semantically appropriate way. This pattern
is noticed in a great number of sentences generated by the writers to account for
sequences such as the difference between the, is based on the, to ensure that the, to the
fact that, and on the part of. All sentences below are created by nonnative writers and, as
can be seen, are intended to incorporate the target sequence in a meaningful and rather
comprehensible way.
1. The difference between the United States and Saudi Arabia is.
2. Doing this survey the same way as doing my anthropology test.
3. is based on the foundation.
4. To ensure that the quality is clear.
5. To the fact that I cannot drive.
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A similarly interesting pattern emerging from the nonnative data is the dominant
influence of the node word in a sequence comprising less salient collocates. Recurrent
sequences such as a wide range of, it should be noted, as can be seen, the nature of the,
in the course of, and on the part of are examples where the meaning of the resultant
context is clearly affected by the semantics of the lexical items range, note, see, nature,
course, and part. The following contexts are oddly composed, apparently because the
nonnative authors believe that the overall meaning of the sequence is parallel to the
meaning of the most salient word.
6. A scope has a wide range of distance.
7. Information should be noted before start presenting.
8. As can be seen, this is a sunny day.
9. The nature of the USA it’s beautiful.
10. In the course of mathemateks, you should use a calculator.
11. The weather is hot on the part of the southern hemisphere.
Modifying the target sequence by either deleting or altering some of its constituent parts
is another pattern noticed in the nonnative writings. This implies that nonnative writers
are aware of the fact that combining prefabricated strings with novel ones to create a
meaningfully extended context requires knowledge of the combinatory features
characterizing English. In order to avoid confusion, they delete some parts of the
sequence to fit the newly formed context, as is the case in the following examples:
12. There are many things difference between the countries such as education and
economy.
13. In chemistry class you have to range the materials.
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14. The exam is easy, taking into account it is comprehensive.
15. In terms of quality, we have a great goods, but the constemrs don’t like the colors.
The final pattern that merits attention here as we conclude this part on the nonnative data
is related to the influence of the writers’ first language on the use of the recurrent
sequences in English. The following examples are cases where native-Arabic-speaking
learners of English negatively transfer their linguistic knowledge of their native language
into L2 contexts.
16. We have a wide range of time.
17. For the purposes of being learning, people must practice what they learned.
18. I helped my father in the form of being working.
19. With respect to the fact, I don’t believe it.
20. To the fact of living in the United States, I learned English.
21. Some kids’ teachers should be teaching in the form of entertaining.
22. On the part of my studies, me have to know a lot of programming.
The fact that learners’ first language has an influence on the use of recurrent clusters in
another language is well attested in the literature (Nekrasova, 2009; Nesselhauf, 2003;
Sadeghi, 2009; Yamashita & Jiang, 2010). Although there is not yet a systematic inquiry
tracing the influence of Arabic on the learning of recurrent sequences in English, it is
argued that learners with Arabic-language background tend to grapple with sequences in
English. Bahumaid (2006) points out such difficulty, claiming that “collocations present a
great difficulty to render from English into Arabic and vice versa…. The difficulty stems
from, among other things, the considerable variation in collocability of lexical items in
the two languages” (p. 147). This study maintains that the nonnative group, while
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attempting to create contexts incorporating the set of target sequences, have been largely
influenced by L1 knowledge. Confirming this conclusion, though, requires more
exploration using a somewhat different methodological framework.
Summary
In this chapter, a qualitative approach was taken to examine the patterns of use
emerging from both native and nonnative writings. In order to address the remaining
research questions, a sequence-based exploration of both the NS and NNS writings was
used, focusing more on instances of misuse observed in the data. The analysis of data
reveals some interesting findings regarding the productive use of sequences under study.
First, it is clear that native speakers have successfully reproduced a large number of
sequences compared to nonnatives, whose knowledge of such sequences is found to be
largely superficial. Second, it is apparent that, for both groups, the number of stance
bundles successfully reproduced is larger than referential expressions and discourse
organizers. Within the stance bundle group, the expressions initiated by the anticipatoryit are more productively mastered than other stance markers.
A closer look at the ill-formed contexts composing the sequences reveals some
interesting findings. First, there is a state of confusion regarding the meaning of the target
sequence, which is reduced to the meaning of the node word. This pattern is detected in
the native and nonnative writings where the use of expressions such as on the part of,
with respect to, in the course of, to the fact that, and in terms of a is hugely influenced by
the semantics of the words part, respect, course, fact, and terms. The resultant contexts
are vague and largely ambiguous. A second pattern that is also found in the writings
produced by both groups is that language users have modified the sequence so as to fit
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the newly created contexts. This process involves deleting or altering some collocates,
but maintaining the node word. Yet a third pattern that is prevalent in the nonnative data
is the influence of Arabic, their first language. Negatively transferring patterns from
Arabic to English is found to impact the productive use of sequences in English.
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CHAPTER 6
Summary, Implications, Limitations, and Directions for Future Research
This chapter begins by summarizing the key findings of the present study,
focusing more on those relevant to the set of the research questions posed in the first
chapter. It is then followed by a discussion of the instructional and pedagogic
implications of the results for second language learners, academic English instructors,
and materials designers. Limitations of the current study and the directions for future
research will conclude the discussion in this chapter.
Background
This research is intended to fill a gap in our current body of knowledge by
addressing the receptive and productive mastery of a group of academically oriented
multiword units. Two groups of learners have participated in this study: native English
speakers (NSs) and nonnative English speakers (NNSs) whose first language is Arabic.
To further limit any background influence on the results of the study, all nonnative
speakers are Saudi students who are pursuing their undergraduate studies at an Englishonly institution in the United States. Previous attempts to address this topic have
concentrated on either receptive or productive knowledge, and have relied heavily on
learner corpora of various sizes for examining patterns of use.
The fact that a great proportion of the human language, be it spoken or written, is
formulaic is hardly disputed. The evidence in support of this assertion comes from
several domains, including corpus linguistics, cognitive linguistics, and second language
learning theories. Within corpus linguistics, it has been claimed that a great number of
strings occur much more frequently than would by chance. Such recurrent sequences, it
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has also been found, are coherently tied together, and their co-occurrence is more
systematically realized across registers. The emergence of giant computers with huge
processing and storing capabilities has allowed researchers to aggregate, explore, and
closely examine linguistic patterns across multiple domains. Corpus-based techniques are
becoming increasingly indispensable for researchers who aspire to explore aspects of
formulaicity in a target sequence, including its form, frequency of occurrence, discourse
function, and degree of association between its constituent parts. As for cognitive
linguistics, much research has focused on how such sequences are acquired, processed,
stored, and retrieved in the mental lexicon. Several studies have indicated that these
recurrent units are processed as single units, implying that they are stored mentally as
such. Theoretically, models of language acquisition conceptualized by modern cognitive
theorists have argued that the human mind is capable of handling lexically bundled
strings in the same efficient way as it handles discrete items. Within language learning,
formulaic language has received increasing scrutiny, and much inquiry into this area is
carried out by researchers involved in second language theories and pedagogies. Lexis is
increasingly becoming the center of attention for several researchers, and there is a
growing tendency now to focus on the larger context in which a lexical item is naturally
embedded. This has led notable researchers to suggest an entirely new learning approach
that revolves around lexis, as is the case with Lewis’ lexical approach (Lewis, 1993), or,
alternatively, to create a new conceptual framework under which language acquisition
can be better understood, as is the case with Hoey’s (2005) lexical priming. Collocational
knowledge is a key principle underpinning both lexical approach and lexical priming.
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While there is a consensus that formulaicity is a key feature defining spoken and
written forms of language, an all-encompassing definition that accounts for the
phenomenon has not yet been offered, despite numerous attempts by several researchers
(Wray, 2002, 2008). This is may be due to the fact that formulaicity is multidimensional
and multifaceted, and for any conceptualization to be conclusive, it should give attention
to all features underlying the concept. One of the earliest attempts to define formulaic
language is offered by Wray (2002):
a sequence, continuous or discontinuous, of words or other elements, which is, or
appears to be, prefabricated: that is, stored and retrieved whole from memory at
the time of use, rather than being subject to generation or analysis by the language
grammar. (p. 9)
Within second language learning, this phenomenon has been studied under different
terms: lexical bundles, recurrent expressions, multiword sequences, and word
combinations, to name but a few. The definition suggested by Ellis (2008) seems to be
compatible with the purpose underlying the current study, as it gives attention to the
recurrent sequence and its structural and functional attributes. Formulaicity, accordingly,
refers to the “co-occurrence of a lexical item and one or more additional linguistic
elements which functions as one semantic unit in a clause or sentence and whose
frequency of co-occurrence is larger than expected on the basis of chance” (p. 2).
Research Purposes and Summary of the Results
The present study contributes to the ongoing discussion on the use and function of
lexical bundles that are frequently encountered in various academic registers. Two groups
formed the pool of participants in the study. The first group comprises native English

98

speakers currently pursuing undergraduate studies in various specialties at a U.S.-based
university. The second group of participants includes Saudi Arabian students whose first
language is Arabic and who speak English as a foreign language. All of them pursue
undergraduate studies at an English-only university and have spent a relatively long time
in an English-speaking environment. The goal of the study is to compare and contrast the
performance of these two groups with the aim of uncovering the similarities and
differences with respect to the set of recurrent word combinations under investigation. In
order to achieve that goal, participants responded to two tasks: the receptive knowledge
test and the productive knowledge test. A within-group analysis was first conducted to
determine the differences exhibited by each group with respect to both knowledge levels,
followed by a between-group analysis that probed the differences between participants in
the two groups regarding which knowledge level was mastered better. Results were
discussed in reference to the research questions posed by this project.
The first question asks whether there is a difference between native English
speakers and native-Arabic-speaking learners of English in terms of receptive knowledge
of recurrent word combinations. Results show that native speakers outperformed
nonnatives on the recognition test they both took, confirming a long-standing view in the
literature regarding nonnatives’ lack of profound formulaic knowledge. Whereas the first
question addresses the receptive knowledge of the set of recurrent academic units, the
second question is intended to explore the differences between the two groups of
participants on the productive knowledge of the same units. In a much similar way to
receptive knowledge, native English speakers have demonstrated much more knowledge
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of the target sequences than nonnatives, whose knowledge of such sequences is poorly
productively realized.
The other two research questions aim to uncover the differences within each
group on the receptive and productive use of recurrent sequences. The third question is
primarily concerned with the differences exhibited by native speakers on the two tasks.
Results show that the number of sequences known receptively is far higher than what is
known productively. This conclusion is in line with numerous findings cited in the
literature regarding the persistent gap between comprehension and production of lexical
items. The fourth research question opts to find similar differences within the nonnative
group. Analysis of the results points to a large gap between the learners’ ability to
recognize lexical sequences and their ability to use these sequences in a free production
task.
While the above discussion centered on the set of research questions that were
examined quantitatively, the other set of questions was intended to explore the writings
produced by the two groups using a qualitative approach. The fifth research question is
concerned with the patterns of misuse emerging from the native data, focusing more on
the set of recurrent clusters productively realized less than 50% of the time. A contentbased analysis of patterns shows that native writers used a great number of target
recurrent academic sequences. The most successfully reproduced set of these sequences
is found to be stance markers. A lot of these stance expressions are structurally similar;
that is, they are initiated by the anticipatory-it. The analysis also points out a total of five
lexical bundles that were not properly reproduced by the native population. These are in
terms of a, to the fact that, in the course of, with respect to the, and on the part of. By
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examining the ill-formed contexts that the native writers used to incorporate the above set
of sequences, it becomes plausible to determine the underlying causes of why such
sequences are not adequately mastered. The main reason lies in the semantics of the
content word embedded in the sequence which, if used literally, affects the
comprehensibility of the constructions created by writers. A sequence such as in the
course of was used literally to refer to an academic subject, while its collocational
meaning is different, indicating a specified period or activity.
The final research question in this study addresses the patterns of misuse
demonstrated by nonnative writers. While the number of sequences successfully
produced is higher in the native data, the reverse is true in the nonnative writings, with a
total of 28 recurrent bundles being underproduced (less than 50%). This finding lends
support to a long-held view in the literature that nonnatives’ use of lexical bundles is
largely underdeveloped. In much the same way to the procedure done to the native data, a
content-focused analysis targeting ill-formed constructions was conducted for hints on
the underlying factors preventing nonnative writers from producing the target sequences
in meaningfully appropriate contexts. Using the literal meaning of a single word in a
sequence, modifying the target sequence by deleting parts of it, and the influence of the
participants’ first language are cited as the major factors why the writings of nonnatives
appear odd and unnatural.
Implications
The present study has a number of instructional and pedagogic implications for
second language learners, language instructors, and academic textbook designers. First, it
demonstrates that some recurrent sequences pose difficulty even to native speakers, who
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may not be aware of the idiomatic nature of these sequences or the distinct functions that
they perform in context. Form- and function-focused approaches are necessary to draw
learners’ attention to the internal makeup of these sequences and the wide-ranging
functions that they serve. Next, second language learners need to expand their receptive
and productive knowledge of a wide range of these academic sequences that recur
frequently in various discourse settings and mark expert usage and native speakers’
preferences. Language learners’ reliance on a limited number of sequences makes their
writings repetitive and less convincing. For language instructors, it is important that they
create activities with the aim of enhancing the learners’ knowledge of a large number of
sequences recurring in the academic discourse. Several electronic corpora can be
accessed freely, providing instructors with invaluable contexts incorporating several
recurrent clusters. Corpus-based examples can be readily used to help instructors draw
their learners’ attention to the numerous contexts in which a single sequence occurs. In a
similar vein, materials designers need to take a somewhat different approach when
creating textbooks and educational resources. The dominant approach is to present
vocabulary as single items, supplemented by examples revolving around these single
items. Taking a formulaic approach to designing materials requires that similar attention
be given to the set of sequences recurring frequently in academic discourse. Research
projects such as these carried out by Biber (2009), Biber et al. (2004), Biber and Barbieri
(2007), Cortes (2013), Gray and Biber (2013), Hyland (2008a), Liu (2012), SimpsonVlach and Ellis (2010), and Staples et al. (2013) have yielded long lists of recurrent
clusters that can be easily incorporated into an English for Academic Purposes course. An
important implication here as I conclude this section is that language users and instructors
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alike should pay closer attention not only to the form of the target sequences but also to
the set of functions that these sequences perform in the specific genre. Findings indicate
that several instances of erroneous structures are indicative of the learners’ lack of
knowledge of the discourse functions that word combinations commonly serve.
Limitations of the Study
This study is limited in a number of ways. First, it addresses a small set of fourword sequences. Adjusting to this number of sequences is due to the nature of the
productive knowledge task, which requires learners to spend a relatively long time
creating contexts for the target sequences. Incorporating more sequences, while a
methodologically sound procedure, may result in participants experiencing fatigue, an
undesirable feeling that poses a threat to the credibility of any findings drawn from the
study. Another noteworthy limitation of the study concerns the multifaceted nature of
lexical knowledge. In this study, investigating learners’ knowledge is restricted to two
levels: comprehension and production, and is not extended to include other aspects such
as depth and breadth of lexical knowledge. A final limitation concerns the proficiency of
the nonnative group, which could not be accurately determined prior to data collection. I
thus decided to adjust to the entrance proficiency requirement set up by the university
upon admission. However, it is always better to measure nonnative participants’
proficiency before conducting research on lexical items, as it is believed to affect their
performance on the tasks used for data collection.
Suggestions for Further Research
Findings outlined in the present study offer a number of directions for future
researchers willing to extend this line of inquiry. Given that this study provides evidence
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that a large number of sequences were misused by nonnative English speakers,
conducting structured interviews with learners may shed light on the reasons why the
resultant contexts are odd and unnatural. Interviews as such can also yield insights into
the deep-seated barriers that prevent language learners from using recurrent sequences in
meaningful contexts. Furthermore, including more lexical sequences of different lengths
is expected to enhance our understanding of the nature of these sequences and patterns of
use demonstrated by language users. Comparing the use of such sequences based on the
internal architecture that these sequences exhibit is still an underdeveloped area of
research. Drawing on the findings noted in this study, it may be appropriate to investigate
if sequences such as it is obvious that and it is interesting that are more productively
realized simply because they comprise easy-to-comprehend components or because they
are nearly complete structures. Taken together, these suggestions are expected to broaden
our understanding of how recurrent sequences are realized and used in various academic
disciplines.
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APPENDIX A
Recurrent Word Combinations in Written Academic English

No. Recurrent word combinations
1 on the other hand
2 it should be noted
3 a wide range of
4 take into account the
5 as can be seen
6 it is clear that
7 can be used to
8 in the next section
9 a large number of
10 over a period of
11 it is interesting to
12 it is impossible to
13 it is obvious that
14 can be found in
15 it is important to
16 is likely to be
17 the same way as
18 due to the fact
19 in accordance with the
20 it is necessary to
21 with respect to the
22 whether or not the
23 in the present study
24 for the purposes of
25 to ensure that the
26 is based on the
27 in the absence of
28 the difference between the
29 an increase in the
30 on the part of
31 be related to the
32 to the fact that
33 in the form of
34 the validity of the
35 the nature of the
36 in the course of
37 in terms of a
38 in a number of
* per million
** Formulas Teaching Worth
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Writing
Freq.*
FTW**
119
2.84
17
2.64
31
2.42
11
2.32
15
1.79
33
1.72
45
1.64
15
1.60
22
1.59
13
1.55
15
1.47
12
1.47
11
1.46
18
1.45
43
1.40
38
1.38
15
1.37
13
1.36
12
1.36
26
1.35
37
1.20
18
1.13
11
1.11
24
0.95
17
0.93
22
0.88
41
0.86
14
0.78
13
0.78
31
0.70
12
0.59
23
0.57
46
0.48
18
0.41
43
0.37
27
0.37
15
0.36
19
0.36

APPENDIX B
Productive Knowledge Test
For each of the sequence of words that is listed below, select the ONE blank that best
describes how well you know it. IF YOU SELECT BLANK B, PLEASE WRITE A
SENTENCE WHICH USES THE SEQUENCE AND SHOWS ITS MEANING.
1. on the other hand
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
………………………………………………………………………………………………
2. it should be noted
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
………………………………………………………………………………………………
3. a wide range of
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
………………………………………………………………………………………………
4. take into account the
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
………………………………………………………………………………………………
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5. as can be seen
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it
in my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………...........................
6. it is clear that
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………...
7. can be used to
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………...
8. in the next section
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………..
9. a large number of
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………...
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10. over a period of
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………...
11. it is interesting to
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………..
12. it is impossible to
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………...
13. it is obvious that
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………...
14. can be found in
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………...
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15. it is important to
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………...
16. is likely to be
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….……………………………………………………………………………………….
17. the same way as
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………...
18. due to the fact
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………...
19. in accordance with the
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………..
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20. it is necessary to
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………...
21. with respect to the
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………...
22. whether or not the
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………...
23. in the present study
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………..
24. for the purposes of
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………...
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25. to ensure that the
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………...
26. is based on the
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………...
27. in the absence of
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………..
28. the difference between the
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………...
29. an increase in the
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………...
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30. on the part of
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………...
31. be related to the
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………...
32. to the fact that
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………...
33. in the form of
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………...
34. the validity of the
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………...

126

35. the nature of the
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………...
36. in the course of
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………...
37. in terms of a
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………...
38. in a number of
a. I understand the sequence when I see it in a sentence, but I don’t know how to use it in
my writing.
b. I know this sequence and can use it in my own writing.
………………………………………………………………………………………………
…….………………………………………………………………………………………...
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APPENDIX C
Receptive Knowledge Test
Read the following sentences and fill in the blank with an appropriate sequence that you
are mostly familiar with in your academic study. Choose a, b, c or d.
1. On the one hand, I’d like more money, but _________, I’m not prepared to
work the extra hours in order to get it.
a. on the other line
b. on the other hand
c. on the other side
d. on the other foot
e. I don’t know
2. _________ that not all students need permission to use the computers in the lab.
a. It should be included
b. It should be left
c. It should be ignored
d. It should be noted
e. I don’t know
3. The new course offers _________ interesting topics.
a. a front range of
b. a wide range of
c. a hearing range of
d. a current range of
e. I don’t know
4. Doctors _________ medical history of each patient.
a. take into custody the
b. take into themselves the
c. take into account the
d. take into space the
e. I don’t know
5. _________ in Table 2 below, a total of 30 teachers participated in the study.
a. As can be seen
b. As cab be remembered
c. As can be surmised
d. As can be applied
e. I don’t know
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6. _________ James has learned such a huge number of difficult words.
a. It is more that
b. It is just that
c. It is clear that
d. It is easy that
e. I don’t know
7. Smart phones _________ produce high-quality photos.
a. can be separated to
b. can be saved to
c. can be avoided to
d. can be used to
e. I don’t know
8. _________ of the book, we will know more about Jack’s travels in Africa.
a. In the next section
b. In the next decade
c. In the next week
d. In the next step
e. I don’t know
9. It is surprising that _________ students have not yet registered in that
interesting course.
a. a large pile of
b. a large number of
c. a large circle of
d. a large force of
e. I don’t know
10. All courses are offered on campus and can be taken _________ four years.
a. over a fence of
b. over a series of
c. over a rise of
d. over a period of
e. I don’t know
11. _________ find that Dr. Gary’s class still attracts the attention of several
engineering students.
a. It is tempting to
b. It is unimportant to
c. It is touching to
d. It is interesting to
e. I don’t know
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12. _________ tell all the students of the new schedule as half of them have already
left the class and will not be back until next week.
a. It is impossible to
b. It is inconceivable to
c. It is remarkable to
d. It is reasonable to
e. I don’t know
13. In light of this conclusion, _________ by reducing depression, the level of life
satisfaction can be enhanced.
a. it is unclear that
b. it is obvious that
c. it is remarkable that
d. it is relentless that
e. I don’t know
14. Further illustrative examples _________ the next chapter.
a. can be found in
b. can be detected in
c. can be stored in
d. can be accessed in
e. I don’t know
15. Every instructor knows that _________ notify the students of the upcoming
exam a week prior to the exam day.
a. it is impossible to
b. it is important to
c. it is obvious to
d. it is visible to
e. I don’t know
16. Researchers believe that the consumer’s mood _________ influenced by TV
advertisements.
a. is needed to be
b. is returned to be
c. is likely to be
d. is continued to be
e. I don’t know
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17. I have a lot of friends on the other side who feel _________ I do about many
things.
a. the same way as
b. the long way as
c. the distant way as
d. the milky way as
e. I don’t know
18. This sharp decline in the math scores is _________ that students at Grade 1 had
not yet been taught ways of subtraction.
a. due to the need
b. due to the fact
c. due to the reduction
d. due to the stress
e. I don’t know
19. _________ above agreement, you will be charged a late fee of $1000.
a. In relationship with the
b. In interaction with the
c. In confrontation with the
d. In accordance with the
e. I don’t know
20. For doctors and medical practitioners, _________ protect the patient’s privacy.
a. it is necessary to
b. it is painful to
c. it is understandable to
d. it is inevitable to
e. I don’t know
21. _________ new technology, our students will like it more than the old one.
a. With delight to the
b. With resistance to the
c. With respect to the
d. With commitment to the
e. I don’t know
22. Scientists still want to know _________ new medication has negative side
effects.
a. whether or not the
b. either or not the
c. both or not the
d. smoother or not the
e. I don’t know
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23. _________ students were given only 20 minutes to complete the survey.
a. In the present study
b. In the present world
c. In the present age
d. In the present job
e. I don’t know
24. _________ the present study, all participants will be Arabic-speaking students
studying English as a foreign language.
a. For the benefits of
b. For the purposes of
c. For the rights of
d. For the needs of
e. I don’t know
25. Water quality around the pipeline must be monitored _________ environmental
impact is minimal.
a. to imagine that the
b. to stress that the
c. to pretend that the
d. to ensure that the
e. I don’t know
26. The video _________ book of the same name, written and illustrated by Peter
Brown.
a. is carried on the
b. is based on the
c. is sold on the
d. is divided on the
e. I don’t know
27. _________ clear guidelines, international students will register in few courses
than is required from them to take every semester.
a. in the business of
b. in the role of
c. in the absence of
d. in the face of
e. I don’t know
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28. I do not really know _________ iPhone 3GS and iPhone 3G.
a. The difference between the
b. The agreement between the
c. The wall between the
d. The rift between the
e. I don’t know
29. There is _________ number of new international students.
a. an entry in the
b. an image in the
c. an end in the
d. an increase in the
e. I don’t know
30. The first question does not instantly reveal deep thinking _________ the
students.
a. on the idea of
b. on the part of
c. on the head of
d. on the point of
e. I don’t know
31. This may _________ traditional idea that different disciplines explain human
behavior at different levels.
a. be related to the
b. be admitted to the
c. be provided to the
d. be lost to the
e. I don’t know
32. She drew my attention _________ there used to be trees in this desert area.
a. to the situation that
b. to the board that
c. to the hospital that
d. to the fact that
e. I don’t know
33. Some schools report student progress _________ letter grades on a monthly
basis.
a. in the form of
b. in the interest of
c. in the role of
d. in the heart of
e. I don’t know
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34. Researchers need to assess _________ information they gather from the study
participants.
a. the concept of the
b. the existence of the
c. the support of the
d. the validity of the
e. I don’t know
35. _________ study was explained to the participating students and their
cooperating teachers.
a. The inside of the
b. The nature of the
c. The weight of the
d. The spirit of the
e. I don’t know
36. Beckley has produced two novels _________ her 81 years, as well as histories,
biographies and a single short story.
a. in the fall of
b. in the course of
c. in the spring of
d. in the area of
e. I don’t know
37. Scientists have argued _________ cases that Vitamin C is good for patient’s
health.
a. in a number of
b. in a land of
c. in a list of
d. in a crowd of
e. I don’t know
38. Both groups were similar _________ high level of participation, involvement,
ambition, and self-development.
a. in groups of a
b. in fractions of a
c. in terms of a
d. in members of a
e. I don’t know
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APPENDIX D
Rubric for Assessing Learners’ Productive Use of RWC
Grade
3

2

1

0

Descriptors
(1) If the answer (b) is chosen.
(2) Virtually error-free (grammar & usage).
(3) Fully comprehensible.
(4) The meaning of the target sequence is adequately captured.
(1) If the answer (b) is chosen.
(2) Few errors (grammar & usage).
(3) Partially comprehensible.
(4) The meaning of the target sequence is partially captured.
(1) If the answer (b) is chosen.
(2) Numerous errors that make the sentences barely comprehensible.
(3) Imprecise, inadequate, and vague words that fail to communicate the
meaning of the target sequence.
(4) Little evidence of the correct usage of the target sequence
(1) If the answer (a) is chosen.
(2) If the answer (b) is chosen, but no sentence is given.
(3) The sentence is totally incomprehensible.
(4) The target sequence is practically nonexistent.
(5) No evidence of correct usage
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