A method of data fusion in multimodal interface using fuzzy fusion operators is described in this paper. Special scenes are determined by dynamic and static patterns for which the sources of information are the results of pattern recognition by low-level algorithms.
INTRODUCTION
In general case the recognition tasks in multimodal interfaces are not limited by only one specific pattern each instant. At the moment the research is widely held in the field of so-called multimodal recognition. A modality is usually meant as a human form of influence on another human being or a personal computer using speech, gestures, touch, mimics, appearance etc. It is considered now (Averkin, 1986) ; (Higuchi, 2004) ; (Sharma, 2003) that even within the bounds of only one interaction form (with the PC), for example, the control of an interface via hand gestures, different modalities can be used. In this case there appears a task of combining, or as often used, fusion of different modalities. The intention to combine several sources of information can be explained by the fact that each source separately may have high uncertainty or inaccuracy of data, which are decreased by their fusion (Wan04). The goals of multimodal recognition may be different. One of them is the control of physical objects based on scenes analysis which are actually relations of dynamic and static objects.
The fusion can be performed at two levels (Gra00): low level and high level. Let's suppose that each signal, i.e. a sequence of n+1 counts Y i [t 0 , t n ]={y i (t 0 ), y i (t 1 ), y i (t 2 ), …, y i (t n )} is connected with its modality. The fusion that deals with signals is usually referred to the low level. Signals and modalities that correspond to them are synchronized on the low level, the interconnection and interaction of signals can be clearly seen, modalities are often referred to the same interaction form. The fusion of the high level is done usually after the work of recognition algorithms on the low level. Each of them realizes the recognition of the group of signals referred to the same form of interaction or even to the same modality. Forms of modalities can be independent of time.
Usually functions used for fusion are called fusion operators (Grabisch and Roubens, 2000) . Max-operator is one of the most well-known fusion operators. The use of max-operator for multimodal recognition provides with a high level of reliability but can be ineffective if used on the high level.
Weighted arithmetic operator is another popular fusion operator. But fusion using weighted arithmetic operator may lead to insufficient recognition accuracy where recognition is understood as the percent of successful recognitions from the total number of attempts. This can be a consequence of the empirical choice of weighting coefficients and also the difficulties for considering a possible interconnection of membership functions that characterize the pattern recognition result.
The method that uses fuzzy fusion operators (Sugeno and Choquet fuzzy integral) for data fusion and multimodal recognition of video scenes defined by dynamic and static patterns for which recognition results by the low-level algorithms are the sources of information (secondary attributes (Devyatkov and Alfimtsev, 2008) ) is described.
Sugeno and Choquet fuzzy fusion operators are considered in Section 2. The procedures required for data fusion based on fusion operators are described in Section 3. Multimodal scene analysis is considered in Section 4. 
FUZZY FUSION OPERATORS
where
Fuzzy Choquet operator:
Fuzzy Choquet operator is usually interpreted as a generalization of the weighted arithmetic average notion and Sugeno operator as generalization of the weighted median concept (with fusion of no less than three modalities). 
Let's consider the procedure of the most popular method for  g -fuzzy measure (Averkin, 1986) ; (Devyatkov and Alfimtsev, 2008) : (Grabisch and Roubens, 200) ; (Marichal, 2000) calculation still labeling it as g .
Step 1 Step 2. Find a value  using the equitation (3).
Step 3 Step 1. A combination of empty sets , 1,...,
Step 2. For each reference object k, k=1,…, K, a reference model , 1,...,
is formed using the hidden modalities.
Step 3. Model G is formed for the recognizable object based on the same principles and modalities.
Step 4. Model G compared to each model , 1,..., 
Step 5. Sets , 1,..., Y stop to change then go to step 6 (other criterions can be used to go to step 6). Else the procedure is started from step 2.
Step 6. Sets Step 1. For each reference object k, k=1,…, K their own reference model is done using hidden modalities.
Step 2. Model G is formed for the recognizable object based on the same principles and modalities.
Step 3. Model G is compared with each model , 1,..., Thus the common method for data fusion in multimodal interface using Sugeno and Choquet operators will be the following.
Step 1 Step 2. Find value  using equitation (3).
Step 3. Calculate a set of membership functions ( ), , 1,..., . Step 6. Calculate operator values
The recognizable object is considered concurrent with the reference object for which the value We'll call scenes    -scenes of the (s-1) layer. Thus the scenes of the 1st layer are the relations of the objects and scenes of slayer, where s>1 are relations of the scenes of (s-1)-layer. In order to recognize (s-j)-level scenes (j=0,1,…, s-2) it is needed to recognize the scenes of (s-j-1)-level the relation of which are (s-j)-level scenes. If during the recognition of any (s-j)-level scene it is found that at least one (s-j-1)-level scene included in the relation of this (s-j)-level scene can't be recognized then the recognition process of the latter is stopped.
RECOGNITION OF VIDEO SCENES
The development of the procedure 4 of the
