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OPTIMIZATION METHODS ON RIEMANNIAN MANIFOLDS VIA
EXTREMUM SEEKING ALGORITHMS ˚
FARZIN TARINGOO:, PETER M. DOWER:, DRAGAN NESˇIC´: AND YING TAN :
Abstract. This paper formulates the problem of Extremum Seeking for optimization of cost
functions defined on Riemannian manifolds. We extend the conventional extremum seeking algo-
rithms for optimization problems in Euclidean spaces to optimization of cost functions defined on
smooth Riemannian manifolds. This problem falls within the category of online optimization meth-
ods. We introduce the notion of geodesic dithers which is a perturbation of the optimizing trajectory
in the tangent bundle of the ambient state manifolds and obtain the extremum seeking closed loop as
a perturbation of the averaged gradient system. The main results are obtained by applying closeness
of solutions and averaging theory on Riemannian manifolds. The main results are further extended
for optimization on Lie groups. Numerical examples on Riemannian manifolds (Lie groups) SOp3q
and SEp3q are also presented at the end of the paper.
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1. Introduction. Optimization on manifolds is an important research area in
optimization theory, see [2, 36, 41]. In this class of problems, the underlying opti-
mization space is a manifold and consequently the analysis differs from the standard
optimization algorithms in Euclidean spaces. Numerical techniques and methods for
optimization on manifolds should guarantee that in each step an optimizer is an el-
ement of the search space which is a manifold. Hence, optimization methods on
manifolds are closely related to geometry of manifolds, see [2, 12, 25, 41].
As known, smooth manifolds can be embedded in high dimensional Euclidean
spaces (Whitney Theorem) [3]. This means that optimization on manifolds can be
carried out as constrained optimization problems in Euclidean spaces with sufficiently
large dimensions. However, the corresponding embeddings for each particular man-
ifold may not be available and algorithms developed on manifolds may be more ef-
ficient in terms of convergence speed and calculation burden [32]. The algorithms
investigated in this field range from simple line search methods to more sophisticated
algorithms such as trust region methods, see for example [5, 43].
Optimization on manifolds can arise in a wide range of applications where the
search space is constrained. Its applications may appear in signal processing [26],
robotics [15], and statistics [10]. The main underlying assumption in most of the nu-
merical algorithms presented for optimization on manifolds is that the cost function
is available. This makes the implementation of numerical algorithms simple since var-
ious numerical methods can be applied to calculate the sensitivity of cost functions
to obtain numerical optimization trajectories. However, in many problems, cost func-
tions may not be given in a well defined closed form. This necessitates generating a
class of numerical methods which do not explicitly depend on the closed form of cost
functions derivatives [35, 37]. This is the main motivation of this paper.
Extremum seeking is a class of on-line or real-time optimization methods for op-
timization of the steady-state behavior of dynamical systems [21]. This method is
applied for optimization of both static functions and dynamical systems where the
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optimizer does not have a model of the cost/utility function or dynamical models. In
other words, either cost functions or dynamical systems are unknown for the opti-
mization procedure and the optimization algorithm should be able to converge to a
vicinity of a local optimizer, see [8, 13, 14, 18, 21, 27–29, 38, 40]. In this paper we only
consider the extremum seeking algorithms for optimization of static cost functions
and consequently we assume that cost functions are not available for the optimization
procedure.
Extremum seeking finds its applications in a vast area of dynamical systems in-
cluding robotics and mechanical systems. As is known mechanical systems are math-
ematically modeled on manifolds which do not necessarily possess vector space prop-
erties, see [1,6,7]. Traditionally, extremum seeking systems have been analyzed in the
class of unconstrained optimization methods on Rn where the vector space properties
of Euclidean spaces simplify the analysis.
In a more general framework, the underlying Euclidean spaces can be replaced
by Riemannian manifolds. That is to say, we change an unconstrained optimization
problem to a constrained one where the constraints are imposed by the ambient man-
ifold spaces. This necessitates a generalization of the extremum seeking framework
for optimization on manifolds. To this end, we define a class of online optimization
methods where the optimization trajectories lie on manifolds. As an example, the
standard gradient descent and Newton methods are extended to their geometric ver-
sions by employing the notion of geodesics on Riemannian manifolds, see [25, 36].
In this paper this step is done for extremum seeking algorithms by introducing the
so-called geodesic dithers which are the geometric versions of dither signals in stan-
dard extremum seeking framework, see [21, 38]. By employing the geodesic dithers,
we guarantee that during the optimization phase optimizing trajectories always lie
on state manifolds. To analyze the behavior of the closed loop system, we employ
averaging techniques developed for dynamical systems on Riemannian manifolds and
apply results of closeness of solutions to obtain closeness of optimizing trajectories to
local optimizers.
A recent version of extremum seeking algorithms for optimization of cost func-
tions on submanifolds of Euclidean spaces appeared in [9]. In [9], the authors ana-
lyzed an extremum seeking algorithm based on the Lie bracket approach. The method
presented in [9] is based upon embeddings of manifolds in Euclidean spaces and the
techniques are inherited from extremum seeking algorithms in Euclidean spaces. How-
ever, in general, such embeddings may not be always available and implementation
of extremum seeking algorithms on general Riemannian manifolds requires geometric
extensions of methods developed in Euclidean spaces.
In terms of exposition, Section 2 presents some mathematical preliminaries needed
for the analysis of the paper. Section 3 presents the extremum seeking problems on
Riemannian manifolds and in Section 4 we extend the extremum seeking algorithm
for optimization on Lie groups. In Sections 5 and 6 we present simple optimization
examples on Lie groups SOp3q and SEp3q by applying the extremum seeking methods
developed in Section 3.
2. Preliminaries. In this section we provide the differential geometric material
which is necessary for the analysis presented in the rest of the paper. We define some
of the frequently used symbols of this paper in Table 2.
2.1. Riemannian manifolds. Definition 2.1 (see [24], Chapter 3). A Rie-
mannian manifold pM, gM q is a differentiable manifold M together with a Rieman-
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Table 2.1
Symbols and Their Descriptions
Symbol Description
M Riemannian manifold
G Lie Group
‹ Lie group operation
XpMq space of smooth time invariant
vector fields on M
XpM ˆRq space of smooth time varying
vector fields on M
∇ Levi-Civita connection
TxM tangent space at x PM
TM tangent bundle of M
T ˚xM cotangent space at x PM
T ˚M cotangent bundle of M
B
Bxi
basis tangent vectors at x PM
dxi basis cotangent vectors at x PM
fpx, tq time varying vector fields on M
|| ¨ ||gM Riemannian norm
gM p¨, ¨q Riemannian metric on M
dp¨, ¨q Riemannian distance on M
C8pMq Space of smooth functions on M
Φf flow associated with f
TF pushforward of F
TxF pushforward of F at x
Rą0 p0,8q
Rě0 r0,8q
nian metric gM , where gM is defined for each x P M via an inner product gMx :
TxM ˆ TxM Ñ R on the tangent space TxM (to M at x) such that the function
defined by x ÞÑ gMx pXpxq, Y pxqq is smooth for any vector fields X,Y P XpMq. In
addition,
(i) pM, gM q is n dimensional if M is n dimensional;
(ii) pM, gM q is connected if for any x, y PM , there exists a piecewise smooth curve
that connects x to y.
Note that in the special case whereM
.“ Rn, the Riemannian metric gM is defined
everywhere by gMx
.“ řni“1 gijpxqdxi b dxi, x P M , where b is the tensor product on
T ˚xM ˆ T ˚xM and gij is the pi, jq entity of gMx , see [24].
As formalized in Definition 2.1, connected Riemannian manifolds possess the prop-
erty that any pair of points x, y PM can be connected via a path γ P Ppx, yq, where
Ppx, yq .“
"
γ : ra, bs ÑM
ˇˇˇ
ˇ γ piecewise smooth,γpaq “ x , γpbq “ y
*
.(2.1)
Theorem 2.2 ( [22], P. 94). Suppose pM, gM q is an n dimensional connected
Riemannian manifold. Then, for any x, y P M , there exists a piecewise smooth path
γ P Ppx, yq that connects x to y.
The existence of connecting paths (via Theorem 2.2) between pairs of elements of
an n dimensional connected Riemannian manifold pM, gM q facilitates the definition
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of a corresponding Riemannian distance. In particular, the Riemannian distance
d : M ˆM Ñ R is defined by the infimal path length between any two elements of
M , with
dpx, yq .“ inf
γPPpx,yq
ż b
a
b
gM
γptqp 9γptq, 9γptqq dt .(2.2)
Note that since Ppx, yq contains piecewise smooth paths connecting x and y then 9γ
corresponds to left and right derivatives at non-smooth points of γ.
Using the definition of Riemannian distance d of (2.2), it may be shown that
pM,dq defines a metric space, see [22]. Next, the crucial concept of pushforward
operators is introduced.
Definition 2.3. For a given smooth mapping F : M Ñ N from manifold M
to manifold N the pushforward TF is defined as a generalization of the Jacobian of
smooth maps between Euclidean spaces, with
TF : TM Ñ TN,
where
TxF : TxM Ñ TF pxqN,
and
TxF pXxq ˝ h “ Xxph ˝ F q, x PM,Xx P TxM,h P C8pNq.
2.2. Geodesic Curves. Geodesics are defined [16] as length minimizing curves
on Riemannian manifolds which satisfy
∇ 9γptq 9γptq “ 0,
where γp¨q is a geodesic curve on pM, gM q and ∇ is the Levi-Civita connection on
M , see [22]. The solution of the Euler-Lagrange variational problem associated with
the length minimizing problem shows that all the geodesics on an n dimensional Rie-
mannian manifold pM, gM q must satisfy the following system of ordinary differential
equations:
:γipsq `
nÿ
j,k“1
Γij,k 9γjpsq 9γkpsq “ 0, i “ 1, ..., n,(2.3)
where
Γij,k “
1
2
nÿ
l“1
gilpgjl,k ` gkl,j ´ gjk,lq, gjl,k “ BgjlBxk ,(2.4)
where all the indices i, j, k, l run from 1 up to n “ dimpMq and rgijs .“ rgijs´1. Recall
that gij is the pi, jq entity of the matrix gMx .
Definition 2.4 ([22], P. 72). The restricted exponential map is defined by
expx : TxM ÑM, expxpvq “ γvp1q, v P TxM,
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where γvp1q is the unique maximal geodesic [22, P. 59] initiating from x with the
velocity v up to one as a solution of (2.3).
Throughout, restricted exponential maps are referred to as exponential maps. An
open ball of radius δ ą 0 and centered at 0 P TxM in the tangent space at x is
denoted by Bδp0q .“ tv P TxM | ||v||gM ă δu. Similarly, the corresponding closed ball
is denoted by Bδp0q. Using the local diffeomorphic property of exponential maps, the
corresponding geodesic ball centered at x is defined as follows.
Definition 2.5. For a vector space V , a star-shaped neighborhood of 0 P V is
any open set U such that if u P U then αu P U, α P r0, 1s.
Definition 2.6 ([22], p. 76). A normal neighborhood around x PM is any open
neighborhood of x which is a diffeomorphic image of a star shaped neighborhood of
0 P TxM under the exponential map expx.
Lemma 2.7 ( [22], Lemma 5.10). For any x P M , there exists a neighborhood
Bδp0q in TxM on which expx is a diffeomorphism onto expxpBδp0qq ĂM .
Definition 2.8 ([22], p. 76). In a neighborhood of x P M , where expx is a
local diffeomorphism (this neighborhood always exists by Lemma 2.7), a geodesic ball
of radius δ ą 0 is denoted by expxpBδp0qq Ă M . The corresponding closed geodesic
ball is denoted by expxpBδp0qq.
Definition 2.9. The injectivity radius of M is
ιpMq .“ inf
xPM
ιpxq,
where
ιpxq .“ suptr P Rě0| expx is diffeomorphic onto expxpBrp0qqu.
Definition 2.10. The metric ball with respect to d on pM, gM q is defined by
Bpx, rq .“ ty PM | dpx, yq ă ru.
The following lemma reveals a relationship between normal neighborhoods and
metric balls on pM, gM q.
Lemma 2.11 ([31], p. 122). Given any ǫ P Rą0 and x PM , suppose that expx is
a diffeomorphism on Bǫp0q Ă TxM . If Bpx, rq Ă expxBǫp0q for some r P Rą0, then
expxBrp0q “ Bpx, rq.
We note that Bǫp0q is the metric ball of radius ǫ with respect to the Riemannian
metric gM in TxM . This paper focuses on dynamical systems governed by differential
equations on a connected n dimensional Riemannian manifold pM, gM q. Locally these
differential equations are defined by (see [24])
9xptq “ fpxptq, tq, f P XpM ˆRq,
xp0q “ x0 PM, t P rt0, tf s Ă R.
The time dependent flow associated with a differentiable time dependent vector field
f is a map Φf satisfying
Φf : rt0, tf s ˆ rt0, tf s ˆM ÑM,
psf , s0, xq ÞÑ Φf psf , s0, xq PM,(2.5)
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and
dΦf ps, s0, xq
ds
|s“t “ fpΦf pt, s0, xq, tq.
One may show, for a smooth vector field f , that the integral flow Φf ps, t0, ¨q : M ÑM
is a local diffeomorphism , see [24].
2.3. Lie groups. As is well-known a Lie group pG, ‹q is a Riemannian manifold
equipped with operations g1 ‹ g2 and g´1 which are smooth in their topologies (‹ is
the group operation of G), see [20,42]. We recall that the Lie algebra L of a Lie group
G (see [7], [42]) is the tangent space at the identity element e with the associated Lie
bracket defined on the tangent space L
.“ TeG of G. A vector field X on G is called
left invariant if
@g1, g2 P G, Xpg1 ‹ g2q “ Tg2g1Xpg2q,
where g‹ : GÑ G, g ‹ phq “ g ‹h, Tg2g : Tg2GÑ Tg‹g2G which immediately implies
Xpg ‹ eq “ Xpgq “ TeLgXpeq. For a left invariant vector field X , we define the
exponential map on Lie groups as follows:
exp : LÑ G, expptXpeqq .“ Φpt,Xq, t P R,(2.6)
where Φpt,Xq is the solution of 9gptq “ Xpgptqq with the boundary condition
gp0q “ e. It may be shown that the solution of 9gptq “ Xpgptqq with initial condition
g0 P G is given by g0 ‹ expptXpeqq where ‹ is the group operation of G, see [7]. A
Riemannian metric gG on a Lie group G is left invariant if
gGg2pXpg2q, Y pg2qq “ gGg1‹g2pTg2g1Xpg2q, Tg2g1Y pg2qq, X, Y P XpGq.
Analogous to left invariant metrics, right invariant Riemannian metrics on G are
defined. A Riemannian metric which is both left and right invariant is called bi-
invariant. The Levi-Civita connection corresponding to a left invariant Riemannian
metric gG is denoted by ∇G. It may be shown that the Levi-Civita connection of a
left invariant metric is left invariant i.e. (see [7])
Tg
`
∇GXY
˘ “ ∇GTgXTgY.
Note that the pushforward Tg is not evaluated at any point, hence, TgX is a well
defined vector field on G.
The following lemma gives a relationship between the exponential maps (2.6) and
geodesics on Lie groups.
Lemma 2.12 ([30]). Assume G is a Lie group which admits a bi-invariant Rie-
mannian metric. Then, for a left invariant vector field X on G we have
expptXpeqq “ expeptXq,
where expptXpeqq is the exponential map (2.6) and expeptXq is the geodesic emanating
from e by velocity Xpeq.
Note that expptXpeqq is the solution of the left invariant vector field X on G,
whereas expeptXq is the solution of (2.3) with the initial conditions expep0Xq “ e,
d
dt
expeptXq|t“0 “ Xpeq.
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Fig. 3.1. Extremum seeking closed loop system for extremizing J : M Ñ Rě0, M “ R.
3. Optimization on Manifolds and Extremum Seeking. Let us consider
the optimization of a smooth function J : M Ñ Rě0, where pM, gM q is an n di-
mensional smooth Riemannian manifold. Extremum seeking algorithms are a class
of online optimization methods developed for minimizing/maximizing smooth func-
tions defined on Euclidean spaces. These methods can be applied to both static and
dynamic functions. In this paper we restrict our analysis to static functions defined
on Riemannian manifolds. An extremum seeking closed loop for M “ R is shown
in Figure 3.1. This is the simplest form of the extremum seeking algorithm to mini-
mize/maximize a scalar function J : R Ñ Rě0, see [38]. The dither signal a sinpωtq
provides a variation of the searching signal xˆptq in the one dimensional space R. The
output xptq P R of the extremum seeking controller at time t is xptq “ xˆptq`a sinpω tq,
where xˆptq P R is the corresponding output of the integrator shown. The closed loop
dynamics in xˆ coordinates are described by
9ˆxptq “ ka sinpωtqJpxˆptq ` a sinpωtqq.(3.1)
The next lemma shows that, on average, the extremum seeking scheme of Figure 3.1
is a perturbation of the gradient algorithm.
Lemma 3.1 ([38]). Consider the extremum seeking scheme in Figure 3.1. Then,
on average, the closed loop of the extremum seeking algorithm in Figure 3.1 is a
perturbation of the gradient algorithm in xˆ coordinates.
The proof is based on the Taylor expansion of the cost function J in xˆ coordinates.
By fixing xˆptq to a dummy variable z, we have
Jpz ` a sinpωtqq “ Jpzq ` BJBxˆ |xˆ“za sinpωtq `Opa
2q.
Hence, the dynamical equations in xˆ coordinates are given by
9ˆxptq “ ka sinpωtq
´
Jpxˆq ` BJBxˆ |xˆ“xˆptqa sinpωtq `Opa
2q
¯
.(3.2)
The dynamical equation (3.2) is a periodic time-varying system where one may apply
the averaging techniques, see [17]. In particular, the averaged system is given by
9ˆxptq “ 1
T
ż T
0
ka sinpωtq
´
Jpxˆq ` BJBxˆ |xˆ“xˆptqa sinpωtq `Opa
2q
¯
dt
“ ka
2
2
BJ
Bxˆ |xˆ“xˆptq `Opa
4q,(3.3)
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Fig. 3.2. Geodesic dither at x on S1.
where T is the period of sinpωtq. Obviously (3.3) is in a perturbation form of the
gradient algorithm in R. The results of Lemma 3.1 are of great importance since
convergence of the averaged dynamical system in (3.3) to a neighborhood of an equi-
librium (local minimum or maximum) is required in order to guarantee the closeness
of solutions of the time varying system (3.2) to a local optimizer, see [21]. Here, we
extend the framework above for optimization of cost functions defined on finite di-
mensional Riemannian manifolds. The main challenge is to introduce a class of dither
signals which perturb the optimizer xˆ without violating the restrictions imposed by
the ambient manifolds. This is done by employing the so-called geodesic dithers as
follows.
Consider an n dimensional Riemannian manifold pM, gM q. For any x P M , we
consider the following local time-varying perturbation
xpptq “ expx
˜
nÿ
i“1
ai sinpωitq BBxi
¸
, 0 ă ai,(3.4)
where t BBxi u, i “ 1, ¨ ¨ ¨ , n, is the basis for the tangent space at x. As formalized in
Definition 2.4, expx v is a geodesic emanating from x P M with velocity v P TxM .
In this case we perturb the n different coordinates on M with different frequencies
ωi, i “ 1, ¨ ¨ ¨ , n. As an example, for a one dimensional Riemannian manifold S1, Fig-
ure 3.2 shows the example of a geodesic dither expx a sinpωtq BBθ at x P S1 where a local
coordinate system corresponding to S1 is given by (for the definition of coordinate
systems see [23])
ψ : θ Ñ psinpθq, cospθqq P R2, θ P p0, 2πq Ă R.
Motivated by the classical extremum seeking closed loop of Figure 3.1, we present a
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time-varying extremum seeking vector field fpxˆ, tq P TxˆM for optimization on pM, gM q
which is locally given by
fpxˆ, tq .“ k
nÿ
i“1
ai sinpωitqJ
˜
expxˆ
nÿ
j“1
aj sinpωjtq BBxj
¸
B
Bxi .(3.5)
In this paper we assume that the optimization problem is to minimize a cost func-
tion, hence, following (3.3), without loss of generality assume k “ ´1. Finally, the
optimizing trajectory xˆp¨q is a solution of the time dependent differential equation
9ˆxptq “ fpxˆptq, tq P TxˆptqM.(3.6)
The closed loop system (3.6) is called the extremum seeking system on pM, gM q. Note
that t appears as a parameter in expxˆ
´řn
i“1 ai sinpωitq BBxi
¯
. That is to say
expxˆ
˜
nÿ
i“1
ai sinpωitq BBxi
¸
“ expxˆ
˜
η
nÿ
i“1
ai sinpωitq BBxi
¸
|η“1,
where η and t are independent. Also note that the optimization algorithm (3.5) does
not require any information about the gradient of J . However, cost function J should
be measurable for the optimizing algorithm.
The next lemma proves that on compact Riemannian manifolds one may choose
parameters ai ą 0 sufficiently small such that for all x PM we have
expx
´řn
i“1 ai sinpωitq BBxi
¯
P ιpxq. These results will be employed to obtain the Taylor
expansion of cost functions on Riemannian manifolds along geodesics.
Lemma 3.2. Consider the geodesic dither introduced by (3.4) on a smooth n
dimensional compact Riemannian manifold pM, gM q. Then for all x P M , we may
select ai ą 0, i “ 1, ¨ ¨ ¨ , n, such that for all t P R, expx
´řn
i“1 ai sinpωitq BBxi
¯
P ιpxq.
Proof. SinceM is compact and smooth then ιpMq is bounded from below, see [19].
Hence, for all x PM there exists κ P Rą0 such that κ ă ιpxq. The Riemannian norm
of the dither signal is given by
›››››
nÿ
i“1
ai sinpωitq BBxi
›››››
2
gM
“
nÿ
i,j“1
aiaj sinpωitq sinpωjtqgM
ˆ B
Bxi ,
B
Bxj
˙
.
Since M is compact,
řn
i,j“1 g
M p BBxi , BBxj q attains its maximum on M . Hence, ai ą
0, i “ 1, ¨ ¨ ¨ , n, may be selected sufficiently small such that ||řni“1 ai sinpωitq BBxi ||2gM ď
κ2, @t P R, which completes the proof.
We adopt the following assumption for the cost function J on pM, gM q and the
dither frequencies ωi, i “ 1, ¨ ¨ ¨ , n. This assumption is compatible with the main
assumption on dither frequencies in [11] for multi-agent extremum seeking algorithms.
Assumption 1. Cost function J : M Ñ Rě0 is smooth and locally positive
definite in a neighborhood of a unique local minimum x˚ PM , where Jpx˚q “ 0. The
dither frequencies are ωi “ ωω¯i, where ω¯i is rational, ω¯i ‰ ω¯j, 2ω¯i ‰ ω¯j , j ‰ i and
ω¯i ‰ ω¯j ` ω¯k for distinct i, j, k, where ωi, ω P Rą0, i, j P 1, ¨ ¨ ¨ , n.
Here we introduce the gradient and average systems which correspond to the
extremum seeking vector field (3.5) on pM, gM q. For the smooth function J : M Ñ
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Rě0 the gradient system is defined by
9xptq “ ´
nÿ
i“1
∇ B
Bxi
Jpxptqq BBxi ,(3.7)
where the set t BBxi , i “ 1, ¨ ¨ ¨ , nu is a basis of TxM . We note that the formal definition
of the gradient gradJ of J is given by [16] as
dJpXq “ gM pgradJ,Xq, X P XpMq,(3.8)
where dJ is the one form differential of J locally given by dJ “ řni“1 BJBxi dxi P T ˚xM .
Note that the existence of gradJ in (3.8) is implied by an application of Riesz rep-
resentation theorem since dJ belongs to the dual space T ˚xM and g
M p¨, ¨q defines an
inner product on TxM , see [33]. In this case
gradJpxq “
nÿ
i,j“1
gijpxq∇ B
Bxi
Jpxq BBxj ,
where rgijs “ rgijs´1. Hence, the formal gradient system corresponding to J is 9xptq “
´řni“1 gijpxptqq∇ BBxi Jpxptqq BBxi . However, in this paper, we adopt the terminology
that the gradient system of J refers to (3.7). The scaled version of the gradient system
(3.7) is given as
9xptq “ f´pxptqq .“ ´
nÿ
i“1
a2i
2
∇ B
Bxj
Jpxptqq BBxi , ai ą 0.(3.9)
With no further confusion we refer the scaled gradient system as gradient system. For
the periodic time varying vector field fpx, tq in (3.5), the averaged dynamical system
is defined as follows
9xptq “ fˆpxptqq .“ 1
T
ż T
0
fpxptq, τqdτ,(3.10)
where T is the period of f , i.e. fpx, tq “ fpx, t` T q.
The following lemma proves that, on average, the closed loop of the extremum
seeking system (3.6) is a perturbation of the gradient system of the cost function J .
Lemma 3.3. Consider the extremum seeking system in (3.6) on a compact Rie-
mannian manifold pM, gM q where the optimizing trajectory is perturbed by the geodesic
dither presented in (3.4). Then, subject to Assumption 1, the averaged dynamical sys-
tem of (3.5) is a perturbation of the gradient system (3.9) of the cost function J .
Proof. See Appendix A.
The results of Lemma 3.3 imply that the state trajectories of the averaged dynam-
ical system (3.10) can be estimated by the state trajectories of the scaled gradient sys-
tem (3.9). In the case ai “ aj , i, j “ 1, ¨ ¨ ¨ , n then 9xptq “ ´
řn
i“1
a2i
2
∇ B
Bxj
Jpxptqq BBxi
is identical to (3.7).
Remark 1. Note that the compactness of M can be relaxed when the analysis is
carried out in a local neighborhood of x˚ which is contained in a compact set. The
existence of this compact set is guaranteed since manifolds are Housdorff spaces and
Housdorff spaces are locally compact, see [23], Proposition 4.27.
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We analyze the properties of the state trajectory of (3.5) based on the state
trajectory of the average system (3.10). Also stability properties of the gradient
system 9xptq “ ´řni“1 a2i2 ∇ BBxj Jpxptqq BBxi facilitate the closeness of solutions between
the time varying dynamical systems (3.5) and the gradient system (3.9). The same
results on Euclidean spaces are presented in [34]. The following lemma gives the
uniform local asymptotic stability of the gradient system obtained in the proof of
Lemma 3.3.
Lemma 3.4. Consider the gradient dynamical system (3.9) on a compact con-
nected n dimensional Riemannian manifold pM, gM q. Then, subject to Assumption
1, the cost function J is a Lyapunov function and x˚ is locally asymptotically stable
(see [17]) for the gradient system (3.9) on pM, gM q
Proof. See Appendix B.
The following theorem is the main result of this paper which gives a local conver-
gence of the geodesic extremum seeking system to a unique local minimum/maximum
of the function J on an n dimensional compact Rimeannian manifold pM, gM q. The
compactness assumption can be relaxed if the analysis is restricted to a local neigh-
borhood of the optimizer x˚ which is contained in a compact set as per Remark 1.
Theorem 3.5. Consider the geodesic extremum seeking system (3.6) on a com-
pact connected n dimensional Riemannian manifold pM, gM q, where ωi “ ωω¯i, i “
1, ¨ ¨ ¨ , n satisfy Assumption 1. Assume x˚ P M is a unique local optimizer of J :
M Ñ Rě0, where J satisfies Assumption 1. Then for any neighborhood Ux˚ Ă M
of x˚ on M , there exist sufficiently small parameters ai ą 0, i “ 1, ¨ ¨ ¨ , n, suffi-
ciently large frequency ω and a neighborhood of x˚ denoted by Uˆx˚ Ă M , such that
for any x0 P Uˆx˚ , the state trajectory of the closed loop system (3.5) initiating from
x0 ultimately enters and remains in Ux˚ .
Proof. See Appendix C.
Remark 2. The results of Theorem 3.5 give closeness of the state trajectory of
the extremum seeking system (3.5) to the local optimizer x˚ since the state trajectory
of (3.5) ultimately enters and remains in Ux˚ . This is guaranteed by tuning the
frequency ω and dither amplitudes ai ą 0.
Remark 3. The proof of Theorem 3.5 is based on closeness of solutions and
averaging analysis for dynamical systems evolving on Riemannian manifolds and sta-
bility of perturbed systems.The results related to averaging for dynamical systems on
Riemannian manifolds are presented in Appendix D. The stability results for perturbed
systems on Riemannian manifolds are presented in appendix F. We employ the av-
eraging techniques presented in Appendix D to analyze the closeness of solutions on
Riemannian manifolds where the averaged dynamical system is not necessarily sta-
ble. However, one may show that the state trajectory of the averaged system remains
bounded in a neighborhood of x˚.
The following lemma presents the state trajectory of a special combination of
flows on pM, gM q. The proof of Theorem 3.5 is based on closeness of solutions of the
state trajectory of extremum seeking system (3.5) and the trajectory zp¨q constructed
in the lemma below.
Definition 3.6. Let X,Y P XpMq be smooth vector fields on M , where it may
be shown that ΦY pt, t0, .q : M ÑM is a local diffeomorphism (see [1]). Let us denote
TxΦ
pt,t0q
´1
Y as the pushforward of Φ
´1
Y pt, t0, .q : M Ñ M at x P M . Define the pull
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back of Φ
pt,t0q
Y
.“ ΦY pt, t0, ¨q denoted by Φpt,t0q
˚
Y as follows.
Φ
pt,t0q
˚
Y : XpMq Ñ XpMq,´
Φ
pt,t0q
˚
Y X
¯
pxq .“ TΦY pt,t0,xqΦpt,t0q
´1
Y XpΦY pt, t0, xqq,
X P XpMq, x PM, t P R.(3.11)
In Rn, for a diffeomorphism φ : Rn Ñ Rn and X P XpRnq, we have
pφ˚Xqpxq “ `Bφ´1Bx ˝X ˝ φ˘pxq “ Bφ
´1
Bx pXpφpxqqq.
Lemma 3.7. Consider a T periodic time varying dynamical system 9x “ ǫfpx, tq,
where fpx, t ` T q “ fpx, tq, on an n dimensional Riemannian manifold pM, gM q.
The averaged dynamical system is given by 9x “ ǫfˆpxq, where fˆpxq “ 1
T
şT
0
fpx, sqds
and ǫ P Rě0. Consider the combination of state flows zptq .“ Φp1,0qǫZ ˝ Φǫf pt, t0, x0q .“
ΦǫZp1, 0,Φǫfpt, t0, x0qq PM where Zpt, xq .“
şt
0
`
fˆpxq ´ fpx, sq˘ds. Then zp¨q satisfies
9zptq “ ǫ
”
pΦ´1qp1,0q˚ǫZ f `
ż 1
0
pΦ´1qp1,sq˚ǫZ
`
fˆ ´ f˘dsı ˝ zptq,
where pΦ´1qp1,sq˚ǫZ is the pullback of the local diffeomorphism pΦ´1qp1,sqǫZ .“ Φ´1ǫZ p1, s, ¨q.
Proof. See Appendix D.
The results of Lemma 3.7 are employed to obtain the closeness of solutions for the
dynamical systems (3.5) and its averaged system as per Lemma 3.2. The full proof
of Theorem 3.5 is given in Appendix C.
4. Extremum seeking on Lie groups. The extremum seeking system (3.6) is
modified for optimization on Lie groups. In this case we employ the group structure of
the ambient manifold and define the extremum seeking vector field along the exponen-
tial maps on Lie groups. This makes the computation of the geodesic dithers defined
before particularly simple for matrix Lie groups. The following lemma characterizes
goedesics on Lie groups which admit bi-invariant Riemannian metrics.
Lemma 4.1. Assume G is a Lie group which admits a bi-invariant Riemannian
metric then for a left invariant vector field X on G, g ‹ expptXpeqq is a geodesic
emanating from g P G.
Proof. The proof is a straightforward extension of Lemma 2.12. To show that
γptq “ g ‹ expptXq, X P L is a geodesic through g P G we have
∇G
9γptq 9γptq “ ∇GTexpptXqg d expptXqdt TexpptXqg
d expptXq
dt
“ TexpptXqg∇Gd expptXq
dt
d expptXq
dt
“ 0,
since expptXq is a geodesic by Lemma 2.12 and ∇Gd expptXq
dt
d expptXq
dt
“ 0
The geodesic dither (3.4) is given along exp on Lie groups by
gpptq “ g ‹ exp
˜
nÿ
i“1
ai sinpωitq BBgi
¸
,(4.1)
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where BBgi are the base elements of L. The extremum seeking vector field on G is then
defined by
fpg, tq .“ ´
nÿ
i“1
ai sinpωitqJ
˜
g ‹ exp
˜
nÿ
j“1
aj sinpωjtq BBgj
¸¸
Teg
ˆ B
Bgi
˙
P TgG,
i “ 1, ¨ ¨ ¨ , n,(4.2)
where Teg
´
B
Bgi
¯
, i “ 1, ¨ ¨ ¨ , n are tangent vectors at TgG. One may easily ver-
ify that Tepg1 ‹ g2q
´
B
Bgi
¯
“ Tg2g1
´
Tg2
´
B
Bgi
¯¯
which shows that Teg
´
B
Bgi
¯
is a
left invariant vector field. Note that fpg, tq is not necessarily left invariant since
Jpg1 ‹ g2 ‹ expp
řn
i“1 ai sinpωitqqq “ Jpg2 ‹ expp
řn
i“1 ai sinpωitqqq is not true in general.
The following theorem gives the stability of the geodesic extremum seeking algo-
rithm (4.2) on compact Lie groups.
Theorem 4.2. Consider the extremum seeking system (4.2) on a compact con-
nected n dimensional Lie group G, where ωi “ ωω¯i, i “ 1, ¨ ¨ ¨ , n satisfy Assumption
1. Assume g˚ P G is a unique local optimizer of J : G Ñ Rě0, where J satisfies
Assumption 1. Then for any neighborhood Ug˚ Ă G of G˚ on G, there exist suffi-
ciently small parameters ai ą 0, i “ 1, ¨ ¨ ¨ , n, sufficiently large ω and a neighborhood
Uˆg˚ Ă G of g˚ such that for any g0 P Uˆg˚ , the state trajectory of (4.2) initiating from
g0 ultimately enters and remains in Ug˚ .
Proof. Since G is compact then it possesses a bi-invariant Riemannian metric.
Hence, Lemma 4.1 implies that g‹exppřni“1 ai sinpωitq BBgi q is a geodesic through g P G
and the proof is identical to the proof of Theorem 3.5.
In the case that G is not compact we employ the Taylor expansion of smooth
functions on G, given in [20].
Lemma 4.3 ([20]). Consider a left invariant vector field X P XpGq which is
identified by Xpeq P L. Then for a smooth function J : GÑ R we have
Jpg ‹ exppXqq “
mÿ
j“1
1
j!
pXjJqpgq ` 1
m!
ż 1
0
p1´ sqmpXm`1Jqpg ‹ exppsXqqds,
where XjJpgq “ dj
dtj
Jpg ‹ expptXqq |t“0 .
Lemma 4.4. Consider the extremum seeking algorithm in (4.2) on a Lie group
G where the optimizing trajectory is perturbed by the exponential dither presented in
(4.1). Then, subject to Assumption 1, the averaged dynamical system of (4.2) is a
perturbation of the first order variation XapgqJ , where Xapgq is the left invariant
vector field identified by Xapeq “
řn
i“1 a
2
i
B
Bgi
.
Proof. Parallel to the proof of Lemma 3.3 we have
Jpg ‹ exp
nÿ
i“1
ai sinpωitq BBgi q “ Jpgq ` pXJqpgq ` ¨ ¨ ¨ `
1
pm´ 1q! ˆ
`
Xm´1J
˘ pgq ` 1pm´ 1q! ˆ
ż 1
0
p1´ sqm´1Xm
J
˜
g ‹ exp s
nÿ
i“1
ai sinpωitq BBgi
¸
ds,
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where Xpg, tq “ řni“1 ai sinpωitqTeg BBgi . Following the proof of Lemma 3.3, after
averaging and changing the time scale to τ “ ωt we have
dg
dτ
“´ 1
ω
nÿ
i“1
a2i
2
ˆ
Teg
B
BgiJ
˙
pgqTeg BBgi `
1
ω
nÿ
i“1
Opp max
iP1,¨¨¨,n
aiq4qTeg BBgi ,(4.3)
which completes the proof.
Note that since G is not compact the perturbation vector field
1
ω
řn
i“1OppmaxiP1,¨¨¨,n aiq4qTeg BBgi is not uniformly bounded on G. However, at any
point g P G its magnitude is of order OppmaxiP1,¨¨¨,n aiq4q. It is shown in the proof of
Theorem F.2 in Appendix F that selecting the perturbation of an asymptotic stable
system on a Riemannian manifold sufficiently small guarantees that the state trajec-
tory of the perturbed system remains in a compact neighborhood of the equilibrium
of the asymptotic stable system. In that case the magnitude of perturbation vector
field above can be uniformly bounded on a compact set containing the equilibrium.
Lemma 4.5. Consider the gradient dynamical system
9g “ ´řni“1 a2i2 ´Teg BBgi J
¯
pgqTeg BBgi , g P G on an n dimensional Lie group pG, ‹q.
Then subject to Assumption 1, g˚ is is locally asymptotically stable on pG, ‹q for the
gradient dynamical system.
Proof. The proof parallels the proof iof Lemma 3.4 since
L
´
ř
n
i“1
a2
i
2
´
Teg
B
Bgi
J
¯
pgqTeg
B
Bgi
Jpgq “ ´
nÿ
i“1
a2i
2
ˆ
Teg
B
BgiJ
˙2
pgq ď 0.(4.4)
Note that by Assumption 1, pXJq pgq “ limtÑ0 Jpg‹expptXpeqqq´Jpgqt “ 0 only at
the unique local optimal point g˚.
Theorem 4.6. Consider the extremum seeking system (4.2) on a connected n di-
mensional Lie group G, where ωi “ ωω¯i, i “ 1, ¨ ¨ ¨ , n satisfy Assumption 1. Assume
g˚ P G is a unique local optimizer of J : G Ñ Rě0, where J satisfies Assumption
1. Then for any neighborhood Ug˚ Ă G of G˚ on G, there exist sufficiently small
parameters ai, i “ 1, ¨ ¨ ¨ , n, sufficiently large ω and a neighborhood Uˆg˚ Ă G of g˚
such that for any g0 P Uˆg˚ , the state trajectory of (4.2) initiating from g0 ultimately
enters and remains in Ug˚ .
Proof. See Appendix E.
5. Example on SOp3q. In this section we give a conceptual example for orien-
tation control which is modeled by elements of SOp3q which is a compact Lie group.
We recall that SOp3q is the rotation group in R3 given by
SOp3q “  g P GLp3q| g.gT “ I, detpgq “ 1(,
where GLpnq is the set of nonsingular n ˆ n matrices. The Lie algebra of SOp3q
which is denoted by sop3q is given by (see [42]) sop3q “  X P Mp3q| X ` XT “
0
(
, where Mpnq is the space of all n ˆ n matrices. The Lie group operation ‹ is
given by the matrix multiplication and consequently Tg1g2 is also given by the matrix
multiplication g2X, X P Tg1G.
A left invariant dynamical system on SOp3q is given by
9gptq “ gX, gp0q “ g0, X P sop3q.(5.1)
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The Lie algebra bilinear operator is defined as the commuter of matrices, i.e.
rX,Y s “ XY ´ Y X, X, Y P sop3q.
Equation (5.1) above is written as¨
˝ 9g11 9g12 9g139g21 9g22 9g23
9g31 9g32 9g33
˛
‚“
¨
˝ g11 g12 g13g21 g22 g23
g31 g32 g33
˛
‚
¨
˝ 0 X1ptq X3ptq´X1ptq 0 X2ptq
´X3ptq ´X2ptq 0
˛
‚.
The optimization is performed for the cost function J : SOp3q Ñ R defined by
Jpgq “ 1
2
trppg ´ g˚qT pg ´ g˚qq,
where g˚ is the optimal orientation matrix in SOp3q. We assume g˚ “ I3ˆ3, hence,
J “ 3 ´ trpgq. The Lie algebra sop3q is spanned by BBg1 “
¨
˝ 0 1 0´1 0 0
0 0 0
˛
‚, BBg2 “¨
˝ 0 0 00 0 1
0 ´ 1 0
˛
‚and BBg3 “
¨
˝ 0 0 10 0 0
´1 0 0
˛
‚. For this example the dither vectorXpeq
at the Lie algebra sop3q is given by
Xpeq“
3ÿ
i“1
ai sinpωitq BBgi “
¨
˝ 0 a1 sinpω1tq a3 sinpω3tq´a1 sinpω1tq 0 a2 sinpω2tq
´a3 sinpω3tq ´ a2 sinpω2tq 0
˛
‚,
hence, the dither vector field is given by
Xpgq “ g ¨
¨
˝ 0 a1 sinpω1tq a3 sinpω3tq´a1 sinpω1tq 0 a2 sinpω2tq
´a3 sinpω3tq ´ a2 sinpω2tq 0
˛
‚,
where g P SOp3q.
The extremum seeking vector field given in (4.2) is presented on SOp3q by
fpg, tq .“ ´
3ÿ
i“1
ai sinpωitqJpg exp
3ÿ
j“1
aj sinpωjtq BBgj qg
B
Bgi ,(5.2)
where by Lemma 2.12 the exponential map on SOp3q is a geodesic (SOp3q is compact).
Note that in (5.2) g BBgi P TgSOp3q. The optimizing trajectory gp¨q is a solution
of the time dependent differential equation
9gptq “ fpg, tq P TgSOp3q.
The algorithms initiates from the initial orientation at g0 “
¨
˝ cospπ4 q ´ sinpπ4 q 0sinpπ
4
q cospπ
4
q 0
0 0 1
˛
‚P
SOp3q. The amplitudes and frequencies are set at a1 “ a2 “ a3 “ .1 and ω1 “ 2, ω2 “
4.1, ω3 “ 6.2. Figure 5 shows the convergence of the cost function and the state tra-
jectory gptq “
¨
˝ g11p2q g12ptq g13ptqg21ptq g22ptq g23ptq
g31ptq g32ptq g33ptq
˛
‚P SOp3q.
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Fig. 5.1. Cost and state convergence on SOp3q.
As is obvious, the optimal solution for the optimization problem is g˚ “ I3ˆ3.
The algorithm converges to g “
¨
˝ .999 ´ 0.0159 0.01100.0161 0.9998 ´ 0.0174
´0.0108 0.0175 0.9998
˛
‚P SOp3q.
6. Example on SEp3q. In this section we give another conceptual example for
an orientation control on SEp3q which is not compact.
As is known, SEp3q is the space of rotation and translation which is used for
robotic modeling. We have
SEp3q “
"ˆ
gSOp3q gR
01ˆ3 1
˙
P R4ˆ4| gSOp3q P SOp3q, gR P R3ˆ1
*
,
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where gSOp3q models the rotation and gR models the translation in R
3. The Lie
algebra of SEp3q which is denoted by sep3q is given by (see [42])
sep3q “
"ˆ
S v
01ˆ3 0
˙
P R4ˆ4| S P sop3q, v P R3
*
,
Let us consider the cost function J : SEp3q Ñ R as
Jpgq “ 1
2
trppgSOp3q ´ g˚SOp3qqT pgSOp3q ´ g˚SOp3qqq `
1
2
||gR ´ r˚||2R3 ,
where g˚
SOp3q is the optimal orientation matrix in SOp3q and r˚ is the optimal
distance from the origin in R3. As is obvious the optimal solution for the optimization
problem above is
ˆ
g˚
SOp3q r
˚
01ˆ3 1
˙
P SEp3q. The cost function above minimizes the
distance from the orientation g˚
SOp3q and distance from r
˚. Without loss of generality,
we assume g˚
SOp3q “ I3ˆ3 P SOp3q and r˚ “ p0, 0, 0q P R3.
The Lie algebra sep3q is spanned by
B
Bg1
“
¨
˚˝˚ 0 1 0 0´1 0 0 0
0 0 0 0
0 0 0 0
˛
‹‹‚, BBg2 “
¨
˚˝˚ 0 0 1 00 0 0 0
´1 0 0 0
0 0 0 0
˛
‹‹‚, BBg3 “
¨
˚˝˚ 0 0 0 00 0 1 0
0 ´ 1 0 0
0 0 0 0
˛
‹‹‚, BBg4 “
¨
˚˝˚ 0 0 0 10 0 0 0
0 0 0 0
0 0 0 0
˛
‹‹‚, BBg5 “
¨
˚˝˚ 0 0 0 00 0 0 1
0 0 0 0
0 0 0 0
˛
‹‹‚and BBg6 “
¨
˚˝˚ 0 0 0 00 0 0 0
0 0 0 1
0 0 0 0
˛
‹‹‚. For this
example the dither vector Xpeq at the Lie algebra sep3q is given by
Xpeq“
6ÿ
i“1
ai sinpωitq BBgi “
¨
˚˝˚ 0 a1 sinpω1tq a3 sinpω3tq a4 sinpω4tq´a1 sinpω1tq 0 a2 sinpω2tq a5 sinpω5tq
´a3 sinpω3tq ´ a2 sinpω2tq 0 a6 sinpω6tq
0 0 0 0
˛
‹‹‚,
(6.1)
hence, the dither vector field is given by Xpgq “ g ¨Xpeq, where g P SEp3q.
Similar to the example on SOp3q, the extremum seeking vector field on SEp3q is
given by the following vector field
fpg, tq .“ ´
6ÿ
i“1
ai sinpωitqJpg exp
6ÿ
j“1
aj sinpωjtq BBgj qg
B
Bgi ,
where exp is the exponential operator defined on SEp3q. On SEp3q the exponen-
tial map does not coincide with geodesics since SEp3q does not admit a bi-invariant
Riemannian metric, see [30]. Hence, the results of Theorem 4.6 grantees the local
convergence of the algorithm.
In this case, the exp operator is not the same as the exp operator on SOp3q.
For a tangent vector
ˆ
S v
01ˆ3 0
˙
P sep3q, where S “
¨
˝ 0 a b´a 0 c
´b ´ c 0
˛
‚, we have
expp
ˆ
S v
01ˆ3 0
˙
q “
ˆ
exppSq Av
01ˆ3 1
˙
, where A “ I3ˆ3 ` p1´cospθqqθ2 S ` pθ´sinpθqqθ3 S2,
18 Farzin Taringoo, Peter M. Dower, Dragan Nesˇic´ and Ying Tan
and θ “ ?a2 ` b2 ` c2. In the case that θ “ 0, we have expp
ˆ
S v
01ˆ3 0
˙
q “ˆ
exppSq v
01ˆ3 1
˙
.
The optimizing trajectory gp¨q is a solution of the time dependent differential
equation
9gptq “ fpg, tq P TgSEp3q.
The algorithm initiates from the initial orientation at
gSOp3qp0q “
¨
˝ cospπ4 q ´ sinpπ4 q 0sinpπ
4
q cospπ
4
q 0
0 0 1
˛
‚P SOp3q and gR “ p1,´1, 2q P R3. The ampli-
tudes and frequencies are set at a1 “ ¨ ¨ ¨ “ a6 “ .1 and ωi “ 2i` ǫi, i “ 1, ¨ ¨ ¨ , 6.
The results for the convergence of the cost function and the state trajectory
gptq “
¨
˚˝˚ g11ptq g12ptq g13ptq g14ptqg21ptq g22ptq g23ptq g24ptq
g31ptq g32ptq g33ptq g34ptq
0 0 0 1
˛
‹‹‚P SEp3q are shown in Figures 6.1 and 6.2.
7. Conclusion. In this paper we extended the standard extremum seeking al-
gorithms developed for online optimization to a class of online algorithms for opti-
mization on Riemannian manifolds. We introduced the notion of geodesic dithers for
extremum seeking algorithms on Riemannian manifolds and employed the results of
averaging on manifolds to obtain a local convergence of the extremum seeking loop
to a local optimizer on Riemannian manifolds. Two examples on Lie groups were
presented to illustrate the efficacy of the proposed algorithm.
Appendix A. Proof of Lemma 3.3 . The cost function J may be expanded
along geodesics by using the Taylor expansion on Riemannian manifolds, see [36]. We
employ Lemma 3.1 to guarantee that there exist ai ą 0, i “ 1, ¨ ¨ ¨ , n, such that
expx
´řn
i“1 ai sinpωitq BBxi
¯
P ιpxq. Then the Taylor expansion of J at x P M along
the geodesic expx pηXq, where X P TxM , is given by (see [36])
Jpexpx ηXq “ Jpxq ` ηp∇XJqpxq ` ...`
ηm´1
pm´ 1q! ˆ
p∇m´1X Jqpxq `
ηm
pm´ 1q!
ż 1
0
p1´ sqm´1∇mXJpexpx psηXqqds, 0 ă η ă η˚,(A.1)
which is equivalent to
Jpexpx ηXq “ Jpxq ` ηpdJpXqq|x ` ...`
ηm´1
pm´ 1q! ˆ p∇
m´2
X dJqpXq|x `
ηm
pm´ 1q!
ż 1
0
p1´ sqm´1p∇m´1X dJqpXqpexpx psηXqqds, 0 ă η ă η˚,
(A.2)
where dJ : TM Ñ R is a differential form of J , η˚ is the upper existence limit for
geodesics on M and ∇ is the Levi-Civita connection, see [22]. Note that for compact
Optimization Methods on Riemannian Manifolds via Extremum Seeking Algorithms 19
0 50 100 150 200 250 300 350 400
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
Time
Co
st
0 50 100 150 200 250 300 350 400
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
Time
g 1
1,
g 2
1,
g 3
1
 
 
g11
g21
g31
0 50 100 150 200 250 300 350 400
−1
−0.5
0
0.5
1
1.5
Time
g 1
2,
g 2
2,
g 3
2
 
 g12
g22
g32
Fig. 6.1. Cost and state convergence on SEp3q.
manifolds η˚ “ 8. The expansion above along the geodesic dithers in (3.4) is
J
˜
expx
˜
nÿ
i“1
ai sinpωitq BBxi
¸¸
“ Jpxq ` p∇řn
i“1 ai sinpωitq
B
Bxi
Jqpxq ` ¨ ¨ ¨ `
1
pm´ 1q! ˆ p∇
m´1ř
n
i“1 ai sinpωitq
B
Bxi
Jqpxq ` 1pm´ 1q! ˆ
ż 1
0
p1 ´ sqm´1∇mřn
i“1 ai sinpωitq
B
Bxi
Jpexpx s
nÿ
i“1
ai sinpωitq BBxi qds.
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Fig. 6.2. State convergence on SEp3q.
Linear properties of ∇ imply that (see [22])
∇řn
i“1 ai sinpωitq
B
Bxi
Jpxq “
nÿ
i“1
ai sinpωitq∇ B
Bxi
Jpxq,
and iteratively we have
∇mřn
i“1 ai sinpωitq
B
Bxi
Jpxq “
nÿ
i“1
ai sinpωitq∇ B
Bxi
`
∇
m´1ř
n
j“1 aj sinpωjtq
B
Bxj
J
˘pxq.
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We drop the notationˆfor the state trajectory in (3.5) and the dynamical equations
for the extremum seeking feedback loop are given in x coordinates as follows:
9xptq “ ´
´ nÿ
i“1
ai sinpωitqJpxq BBxi `
nÿ
i,j“1
aiaj sinpωitq sinpωjtq∇ B
Bxj
Jpxq BBxi ` ¨ ¨ ¨ `
1
pm´ 1q!
nÿ
i,j“1
aiaj sinpωitq sinpωjtq ˆ∇ B
Bxj
`
∇
m´2ř
n
l“1 al sinpωltq
B
Bxl
J
˘pxq BBxi `
1
pm´ 1q!
nÿ
i“1
ai sinpωitq
´ ż 1
0
p1´ sqm´1∇mřn
j“1 aj sinpωjtq
B
Bxj
J
˜
expx
˜
s
nÿ
j“1
aj sinpωjtq BBxj
¸¸
ds
¯ B
Bxi
¯
.
(A.3)
Denote the new time scale by τ
.“ ωt, then (A.3) is a τ varying vector field on pM, gM q
which is periodic with respect to τ . The dynamical system (A.3) in τ scale is given
by
dx
dτ
“ ´ 1
ω
´ nÿ
i“1
ai sinpω¯iτqJpxq BBxi `
nÿ
i,j“1
aiaj sinpω¯iτq sinpω¯jτq∇ B
Bxj
Jpxq BBxi ` ¨ ¨ ¨ `
1
pm´ 1q!
nÿ
i,j“1
aiaj sinpω¯iτq sinpω¯jτq ˆ∇ B
Bxj
`
∇
m´2ř
n
l“1 al sinpω¯lτq
B
Bxl
J
˘pxq BBxi `
1
pm´ 1q!
nÿ
i“1
ai sinpω¯iτq
´ ż 1
0
p1´ sqm´1∇mřn
j“1 aj sinpω¯jτq
B
Bxj
J
˜
expx
˜
s
nÿ
j“1
aj sinpω¯jτq BBxj
¸¸
ds
¯ B
Bxi
¯
.
Let T denote the least common multiplier of the periods of sinpω¯iτq, i “ 1, ¨ ¨ ¨ , n.
The average dynamical system is then given as
dx
dτ
“ 1
T
ż T
0
´ 1
ω
´ nÿ
i“1
ai sinpω¯iτqJpxq BBxi `
nÿ
i,j“1
aiaj sinpω¯iτq sinpω¯jτq∇ B
Bxj
Jpxq BBxi ` ¨ ¨ ¨ `
1
pm´ 1q!
nÿ
i,j“1
aiaj sinpω¯iτq sinpω¯jτq ˆ∇ B
Bxj
`
∇
m´2ř
n
l“1 al sinpω¯lτq
B
Bxl
J
˘pxq BBxi `
1
pm´ 1q!
nÿ
i“1
ai sinpω¯iτq
´ ż 1
0
p1 ´ sqm´1∇mřn
j“1 aj sinpω¯jτq
B
Bxj
J
˜
expx
˜
s
nÿ
j“1
aj sinpω¯jτq BBxj
¸¸
ds
¯ B
Bxi
¯
dτ,
(A.4)
Since M is compact and J is smooth then the higher derivatives of J are all bounded
above on M and (A.4) is written as
dx
dτ
“´ 1
ω
nÿ
i“1
a2i
2
∇ B
Bxi
Jpxq BBxi `
1
ω
nÿ
i“1
Opp max
iP1,¨¨¨,n
aiq4q BBxi .(A.5)
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The vector field ´ 1
ω
řn
i“1
a2i
2
∇ B
Bxi
Jpxq BBxi ` 1ω
řn
i“1OppmaxiP1,¨¨¨,n aiq4q BBxi is a per-
turbed version of the time invariant vector field ´ 1
ω
řn
i“1
a2i
2
∇ B
Bxj
Jpxq BBxi on pM, gM q.
Following (3.7), we note that
´ 1
ω
řn
i“1
a2i
2
∇ B
Bxj
Jpxq BBxi is a scaled version of the gradient system presented in (3.7).
Appendix B. Proof of Lemma 3.4. Consider J as the candidate Lyapunov
function on pM, gM q. The variation of J along ´řni“1 a2i2 ∇ BBxj Jpxq BBxi is
L
´
ř
n
i“1
a2
i
2
∇ B
Bxj
Jpxq BBxi
J“ dJp´
nÿ
i“1
a2i
2
∇ B
Bxj
Jpxq BBxi q
“ ´
nÿ
i“1
a2i
2
dJp∇ B
Bxj
Jpxq BBxi q.
where L is the Lie derivative of J along vector fields on pM, gM q. Locally dJ “řn
i“1
BJ
Bxi
dxi, where dxip BBxj q “ δi,j . Hence,
L
´
ř
n
i“1
a2
i
2
∇ B
Bxj
Jpxq BBxi
J “ ´
nÿ
i“1
a2i
2
p BJBxi q
2 ď 0.(B.1)
Note that Assumption 1 guarantees that, locally,řn
i“1
a2i
2
p BJBxi q2 ‰ 0 for x ‰ x˚, i.e. Lf´J is locally negative-definite.
By Assumption 1 and (B.1) the cost function J : M Ñ Rě0 is locally positive
definite, its derivative with respect to time is negative definite and Jpx˚q “ 0. Hence,
J is a Lyapunov function on pM, gM q, see [7]. Therefore, applying the results of [7],
Theorem 6.14, implies that x˚ is locally asymptotically stable.
Appendix C. Proof of Theorem 3.5.
We analyze closeness of solutions between state trajectories of dx
dτ
“ 1
ω
fpx, τq and
state trajectories of dx
dτ
“ 1
ω
fˆpxq, where
fpx, τq “ ´řni“1 sinpω¯iτqJpexpxˆřni“1 a sinpω¯iτq BBxi q BBxi and fˆpxq “ 1T şT0 fpx, τqdτ .
We consider the periodic vector field Z defined in Lemma 3.7, Zpt, xq .“ şt
0
pfˆpxq ´
fpx, τqqdτ, x P M, t P Rě0, where Zpt, xq “ Zpt ` T, xq and T is the period of the
extremum seeking system f . Now consider a composition of flows on M given by
zpτq “ Φp1,0q1
ω
Z
˝ Φ 1
ω
f pτ, τ0, x0q.
By the results of Lemma 3.7, the tangent vector of z is computed by
9zpτq “ TΦ 1
ω
f
pτ,τ0,x0qΦ
p1,0q
1
ω
Z
´ 1
ω
fpΦ 1
ω
f pτ, τ0, x0q, τq
¯
` BBτ
`
Φ
p1,0q
1
ω
Z
˝ Φ 1
ω
f pτ, τ0, x0q
˘
“ pΦ´1qp1,0q˚1
ω
Z
´ 1
ω
fp¨, τq
¯
pzpτqq ` 1
ω
ż 1
0
pΦ´1qp1,sq˚1
ω
Z
`
fˆp¨q ´ fp¨, τq˘ds ˝ zpτq,
(C.1)
where pΦ´1qp1,sq˚1
ω
Z
is the pullback of the state flow Φ´11
ω
Z
and ǫ “ 1
ω
. See Appendix
D for the definition of pullbacks along diffeomorphisms. Equivalently, in a compact
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form, we have
9zpτq “ 1
ω
”
pΦ´1qp1,0q˚1
ω
Z
f `
ż 1
0
pΦ´1qp1,sq˚1
ω
Z
`
fˆ ´ f˘dsı ˝ zpτq
.“ 1
ω
H
ˆ
1
ω
, τ, zpτq
˙
.(C.2)
One may see that Hp0, τ, xq “ fˆpxq where by the construction above, H is smooth
with respect to 1
ω
. By applying the Taylor expansion with remainder we have
H
ˆ
1
ω
, τ, x
˙
“ fˆpxq ` 1
ω
hpx, ζ, τq,
where hpx, ζ, τq “ B
B 1
ω
H
`
1
ω
, τ, x
˘ | 1
ω
“ζ and ζ P r0, 1ω s. We note that H
`
1
ω
, τ, x
˘
is
periodic with respect to τ since fpx, τq and Zpτ, xq are both T-periodic. Hence,
hpx, ζ, τq is a T-periodic vector field on M .
The metric triangle inequality on pM, gM q implies
dpΦ 1
ω
f pτ, τ0, x0q,Φ 1
ω
fˆ
pτ, τ0, x0qq ď dpΦ 1
ω
f pτ, τ0, x0q,Φp1,0q1
ω
Z
˝ Φ 1
ω
f pτ, τ0, x0qq `
dpΦp1,0q1
ω
Z
˝ Φ 1
ω
f pτ, τ0, x0q,Φ 1
ω
fˆ
pτ, τ0, x0qq ď dpΦ 1
ω
f pτ, τ0, x0q,Φp1,0q1
ω
Z
˝ Φ 1
ω
f pτ, τ0, x0qq `
dpΦp1,0q1
ω
Z
˝ Φ 1
ω
f pτ, τ0, x0q, x˚q ` dpΦ 1
ω
fˆ
pτ, τ0, x0q, x˚q.
(C.3)
Based on (C.3), We analyze the closeness of solutions for the following dynamics.
9xpτq “ 1
ω
fˆpxpτqq, xpτ0q “ x0,
9ypτq “ 1
ω
f´pypτqq, ypτ0q “ x0,
9zpτq “ 1
ω
fˆpzpτqq ` 1
ω2
hpz, ζ, τq, zpτ0q “ x0,(C.4)
where f´ “ ´řni“1 a2i2 ∇ BBxj Jpxq BBxi is the gradient system. Rescaling time back to t
via t “ 1
ω
τ , yields
dx
dt
“ fˆ pxptqq , xpt0q “ x0,
dy
dt
“ f´ pyptqq , ypt0q “ x0,
dz
dt
“ fˆ pzptqq ` 1
ω
hpz, ζ, tq, zpt0q “ x0,
or equivalently by Lemma 3.3
dx
dt
“ f´ pxptqq `
nÿ
i“1
Opp max
iP1,¨¨¨,n
aiq4q BBxi ,
dy
dt
“ f´ pyptqq ,
dz
dt
“ f´ pzptqq `
nÿ
i“1
Opp max
iP1,¨¨¨,n
aiq4q BBzi `
1
ω
hpz, ζ, tq,(C.5)
24 Farzin Taringoo, Peter M. Dower, Dragan Nesˇic´ and Ying Tan
where xpt0q “ ypt0q “ zpt0q “ x0.
The variation of the cost function J along fˆp¨q is given by
L
fˆ
J“ L
f´`
ř
n
i“1 OppmaxiP1,¨¨¨,n aiq
4q BBxi
J
“ L
f´
J ` Lřn
i“1 OppmaxiP1,¨¨¨,n aiq
4q BBxi
J
“ L
f´
J `
nÿ
i“1
Opp max
iP1,¨¨¨,n
aiq4qL B
Bxi
J.
As shown by the proof of Lemma 3.4, locally, we have L
f´
J ď 0. Without loss of
generality, assume positive definiteness and negative definiteness of J and
L
f´
J “ L
´ 1
ω
ř
n
i“1
a2
i
2
∇ B
Bxj
Jpxq BBxi
J are both obtained on Ux˚ Ă M of x˚. Otherwise
we apply the intersection of the corresponding neighborhoods to perform the analysis
above. Define the sublevel set Nb of the positive definite function J : M Ñ Rě0
as Nb
.“ tx P M, Jpxq ď bu. By Nbpx˚q we denote a connected sublevel set of M
containing x˚ PM . By Lemma 6.12 in [7], there exists a subslevel set Nbpx˚q Ă Ux˚ ,
such that Nbpx˚q is compact. Consider a neighborhood of x˚ denoted by Wx˚ such
thatWx˚ Ă intpNbpx˚qq Ă Ux˚ ĂM , where intpq gives the interior set. Compactness
of M implies that M ´ Wx˚ is closed and compact. Hence, Lf´J ă 0 for all x P
pM ´Wx˚q
Ş
Nbpx˚q. Note that Lf´J ă 0 on Ux˚ ´ tx˚u.
Smoothness of J and compactness ofM´Wx˚ together imply that Lf´J attains its
bounded maximum value inM´Wx˚ . Hence, by selecting ai, i “ 1, ¨ ¨ ¨ , n sufficiently
small we have L
fˆ
J ă 0 on pM´Wx˚q
Ş
Nbpx˚q. This implies that the state trajectory
Φ
f´
pt, t0, x0q remains in Nbpx˚q for x0 P intpNbpx˚qq.
The variation of J along fˆ pzptqq ` 1
ω
hpz, ζ, tq is then given by
L
fˆ` 1
ω
h
J “ L
fˆ
J ` 1
ω
LhJ
“ L
f´
J `
nÿ
i“1
Opp max
iP1,¨¨¨,n
aiq4qL B
Bxi
J ` 1
ω
LhJ.
The same argument applies to the variation of J along fˆ ` 1
ω
hpz, ζ, tq and we obtain
that L
fˆ` 1
ω
h
J ă 0 on pM ´Wx˚q
Ş
Nbpx˚q for sufficiently small ai and sufficiently
large ω. Note that h is periodic with respect to t, ζ P r0, 1
ω
s and M is compact.
Hence, LhJ is bounded and this implies that by choosing ai sufficiently small and
ω sufficiently large the state trajectory zp¨q remains in Nbpx˚q for all initial states
z0 P intpNbpx˚qq.
Denote the uniform normal neighborhood of x˚ P M with respect to Ux˚ by
Unx˚ (its existence is guaranteed by Lemma 5.12 in [22]). Consider a geodesic ball of
radius δ where Unx˚ Ă expx˚pBδp0qq Ă Ux˚ . By definition, expx˚pBδp0qq is an open
set containing x˚ in the topology of M . Therefore one may shrink b to b´, 0 ă b´ ď b,
such that N
b´
px˚q Ă expx˚pBδp0qq. Hence, by the argument above, we select the set
of initial state such as Φ
fˆ` 1
ω
h
p¨, t0, x0q stays in a normal neighborhood of x˚. For the
economy of notation we replace b´ with b and assume Nbpx˚q Ă expx˚pBδp0qq Ă Ux˚ .
We analyze the distance between the state trajectory yp¨q of the asymptotically
stable system and the averaged and full systems. As is obvious from (C.5), the
averaged systems and the dynamical system corresponding to zp¨q are perturbations
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of the gradient system 9y “ f´pyq, where 9y “ f´pyq is locally asymptotically stable and
the magnitude of the perturbations vector fields is arbitrarily shrunken by adjusting
ai and ω in (C.5). Since the initial state set is chosen such that the state trajectory
zp¨q remains in a normal neighborhood of x˚, then the conditions of Theorems F.2 in
Appendix F are satisfied. Hence, there exist a neighborhood U1x˚ Ă intpNbpx˚qq and
a continuous function ρ, such that for all x0 P U1x˚
lim sup
tÑ8
d
´
Φ
fˆ` 1
ω
h
pt, t0, x0q, x˚
¯
ď
ρ
˜
sup
zPM,tPrt0,t0`T s
||
nÿ
i“1
Opp max
iP1,¨¨¨,n
aiq4q BBzi `
1
ω
hpz, ζ, tq||gM
¸
,
(C.6)
where ρ is a continuous function which is zero at zero. We note that since M is
compact, h is periodic with respect to t and ζ P r0, 1
ω
s, then
supzPM,tPrt0,t0`T s ||
řn
i“1OppmaxiP1,¨¨¨,n aiq4q BBzi ` 1ωhpz, ζ, tq||gM is bounded.
Also note that (C.6) does not guarantee the convergence of the perturbed state
trajectory to x˚. However, it gives a local closeness of solutions in terms of the
Riemannian distance function d to x˚ after elapsing enough time. The closeness
estimation provided in (C.6) is used to bound the distance between yp¨q, xp¨q and zp¨q
as follows. By employing the triangle inequality we have
d
´
Φf pt, t0, x0q,Φf´ pt, t0, x0q
¯
ď d
´
Φf pt, t0, x0q,Φfˆ` 1
ω
h
pt, t0, x0q
¯
`
d
´
Φ
fˆ` 1
ω
h
pt, t0, x0q,Φf´ pt, t0, x0q
¯
,(C.7)
and
d
´
Φ
fˆ` 1
ω
h
pt, t0, x0q,Φf´ pt, t0, x0q
¯
ď d
´
Φ
fˆ` 1
ω
h
pt, t0, x0q, x˚
¯
` d
´
x˚,Φ
f´
pt, t0, x0q
¯
,
(C.8)
where in (C.8), dpx˚,Φ
f´
pt, t0, x0qq converges to zero and dpΦfˆ` 1
ω
h
pt, t0, x0q, x˚q can
be chosen arbitrarily small by (C.6). Note that ||hpz, ζ, tq||gM is bounded since M
is compact, ζ P r0, 1
ω
s and h is periodic with respect to t. In order to show the
boundedness of dpΦf pt, t0, x0q,Φfˆ` 1
ω
h
pt, t0, x0qq in (C.7), we switch back to the time
scale τ . Now we prove dpΦ 1
ω
f pτ, τ0, x0q,Φp1,0q1
ω
Z
˝ Φ 1
ω
f pτ, τ0, x0qq “ O
`
1
ω
˘
.
By the definition of the distance function given in (2.2), we have dpΦ 1
ω
Zps, 0, xq, xq ď
ℓpΦ 1
ω
Zps, 0, xqq, where ℓpΦ 1
ω
Zps, 0, xqq is the length of the curve connecting x to
Φ 1
ω
Zps, 0, xq on M . Therefore,
d
´
Φ 1
ω
Zp1, 0, xq, x
¯
ď ℓpΦ 1
ω
Zp1, 0, xqq “
1
ω
ż 1
0
||Zpt,Φ 1
ω
Zps, 0, xqq||gM ds.(C.9)
Periodicity of Z with respect to t, boundedness of Φ 1
ω
Zp¨, 0, xq in the sense of compact-
ness of M and smoothness of Z with respect to x together yield dpΦ 1
ω
Zp1, 0, xq, xq “
O
`
1
ω
˘
. Since x is a generic element of M we have
d
´
Φ 1
ω
f pτ, τ0, x0q,Φp1,0q1
ω
Z
˝ Φ 1
ω
f pτ, τ0, x0q
¯
“ O
ˆ
1
ω
˙
,@τ P rτ0,8q,
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where x is replaced by Φ 1
ω
f pτ, τ0, x0q P M . Hence, by using (C.3), for any x0 P U1x˚ ,
there exists a time T´x0 , such that
d
´
Φ 1
ω
f pτ, τ0, x0q,Φ 1
ω
f´
pτ, τ0, x0q
¯
ď d
´
Φ 1
ω
f pτ, τ0, x0q,Φp1,0q1
ω
Z
˝ Φ 1
ω
f pτ, τ0, x0q
¯
`
d
´
Φ
p1,0q
1
ω
Z
˝ Φ 1
ω
f pτ, τ0, x0q,Φ 1
ω
f´
pτ, τ0, x0q
¯
ď d
´
Φ 1
ω
f pτ, τ0, x0q,Φp1,0q1
ω
Z
˝Φ 1
ω
f pτ, τ0, x0q
¯
`
d
´
Φ
p1,0q
1
ω
Z
˝ Φ 1
ω
f pτ, τ0, x0q, x˚
¯
` d
´
x˚,Φ 1
ω
f´
pτ, τ0, x0q
¯
ď
O
ˆ
1
ω
˙
` ρ
˜
sup
zPM,tPrt0,t0`T s
||
nÿ
i“1
Opp max
iP1,¨¨¨,n
aiq4q BBzi `
1
ω
hpz, ζ, tq||gM
¸
`
d
´
x˚,Φ 1
ω
f´
pτ, τ0, x0q
¯
, @τ P rωT´x0,8q.
Note that Φ
p1,0q
1
ω
Z
˝ Φ 1
ω
f pτ, τ0, x0q “ Φf` 1
ω
hpt, t0, x0q, for τ “ ωt and τ0 “ ωt0. Finally
we have
d
´
Φ 1
ω
f pτ, τ0, x0q, x˚
¯
ď d
´
Φ 1
ω
f pτ, τ0, x0q,Φ 1
ω
f´
pτ, τ0, x0q
¯
` d
´
x˚,Φ 1
ω
f´
pτ, τ0, x0q
¯
ď
O
ˆ
1
ω
˙
` ρ
˜
sup
zPM,tPrt0.t0`T s
||
nÿ
i“1
Opp max
iP1,¨¨¨,n
aiq4q BBzi `
1
ω
hpz, ζ, tq||gM
¸
`
2d
´
x˚,Φ 1
ω
f´
pτ, τ0, x0q
¯
, @τ P rωT´x0,8q, x0 P U1x˚ .
(C.10)
As (C.10) indicates d
´
Φ 1
ω
f pτ, τ0, x0q, x˚
¯
can be ultimately bounded by shrinking
ai, i “ 1, ¨ ¨ ¨ , n and increasing ω such that the state trajectory Φf pt, t0, x0q enters
Ux˚ and remains there.
Appendix D. Averaging on Riemannian manifolds.
Let us consider a perturbed system as
9xptq “ ǫfpxptq, tq, f P XpM ˆRq, x0 PM, ǫ ě 0,
where f is periodic in t with the period T , i.e. fpx, tq “ fpx, t ` T q. Such a system
is referred to as T -periodic. The averaged vector field fˆ is given by
fˆpxq .“ 1
T
ż T
0
fpx, sqds,(D.1)
where the average dynamical system is locally given by 9xptq “ ǫfˆpxptqq.
In order to obtain closeness of solutions for dynamical systems we employ the
notion of pullbacks of vector fields along diffeomorphisms on M as per Definition 3.6.
We have the following lemma for the variation of smooth parameter varying vector
fields.
Lemma D.1 ([4], Page 40, [7], Page 451). Consider a smooth parameter varying
vector field Y pλ, xq, where Y P XpRˆMq with the associated flow ΦY pt, t0, ¨q : M Ñ
M . Then,
B
BλΦY pt, t0, x0q “ Tx0Φ
pt,t0q
Y
ż t
t0
ˆ
Φ
ps,t0q
˚
Y
B
BλY pλ, ¨q
˙
px0qds “ż t
t0
pΦ´1qpt,sq˚Y
B
BλY pλ, ¨qds ˝ ΦY pt, t0, x0q P TΦY pt,t0,x0qM,(D.2)
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where Tx0Φ
pt,t0q
Y is the pushforward of ΦY pt, t0, ¨q at x0.
D.1. Proof of Lemma 3.7. The proof parallels the results of [7], Chapter 9
on Rn. We compute the tangent vector of zptq .“ Φp1,0qǫZ ˝ Φǫfpt, t0, x0q P M where
Zpt, xq .“ şt
0
`
fˆpxq ´ fpx, sq˘ds, 0 ď t,. The derivative of Φp1,0qǫZ ˝ Φǫf pt, t0, x0q with
respect to time has two components as follows:
9zptq “ TΦǫf pt,t0,x0qΦp1,0qǫZ
´
ǫfpΦǫfpt, t0, x0q, tq
¯
` BBt
`
Φ
p1,0q
ǫZ ˝ Φǫfpt, t0, x0q
˘
,(D.3)
where ǫfpΦǫfpt, t0, x0q, tq “ BBtΦǫf pt, t0, x0q. The first term is the variation of zptq
with respect to the variation of the initial state Φǫfpt, t0, x0q and the second term is
the variation of zptq with respect to the variation of Z. Note that the flow Φps,0qǫZ ˝
Φǫf pt, t0, x0q has two time scales t and s which are independent. Hence, the vector
field Z is s invariant and t dependent where t appears as a parameter in Z.
By (3.11) we have
TΦǫf pt,t0,x0qΦ
p1,0q
ǫZ
´
ǫfpΦǫfpt, t0, x0q, tq
¯
“ pΦ´1qp1,0q˚ǫZ
´
ǫfp¨, tq
¯
pΦp1,0qǫZ ˝ Φǫf pt, t0, x0qq
“ pΦ´1qp1,0q˚ǫZ
´
ǫfp¨, tq
¯
pzptqq,
and by Lemma D.1, we have
B
Bt
`
Φ
p1,0q
ǫZ ˝Φǫf pt, t0, x0q
˘ “ ż 1
0
pΦ´1qp1,sq˚ǫZ
B
Bt
`
Zpt, ¨q˘ds ˝ Φp1,0qǫZ ˝ Φǫf pt, t0, x0qq “
ǫ
ż 1
0
pΦ´1qp1,sq˚ǫZ
`
fˆp¨q ´ fp¨, tq˘ds ˝ zptq,
Hence,
9zptq “ pΦ´1qp1,0q˚ǫZ
´
ǫfp¨, tq
¯
pzptqq ` ǫ
ż 1
0
pΦ´1qp1,sq˚ǫZ
`
fˆp¨q ´ fp¨, tq˘ds ˝ zptq.(D.4)
In a compact form, (D.4) is written as
9zptq “ ǫ
”
pΦ´1qp1,0q˚ǫZ f `
ż 1
0
pΦ´1qp1,sq˚ǫZ
`
fˆ ´ f˘dsı ˝ zptq
.“ ǫHpǫ, t, zptqq P TzptqM.
Appendix E. Proof of Theorem 4.6. The proof parallels the proof of The-
orem 3.5 by employing the results of Lemmas 4.5 and 4.4. However, (C.9) does not
necessarily hold since G is not compact. The same as (C.9) we observe that
dpΦf pt, t0, g0q,Φf´ pt, t0, g0qq ď dpΦf pt, t0, g0q,Φfˆ` 1
ω
h
pt, t0, g0qq `
dpΦ
fˆ` 1
ω
h
pt, t0, g0q,Φf´ pt, t0, g0qq,
and
dpΦ
fˆ` 1
ω
h
pt, t0, g0q,Φf´ pt, t0, g0qq ď dpΦfˆ` 1
ω
h
pt, t0, g0q, g˚q ` dpg˚,Φf´ pt, t0, g0qq,
where f , fˆ and f´ are the extremum seeking, averaged and gradient vector fields
induced by (4.2). By the results of Lemma 4.5 and Theorem F.2, dpg˚,Φ
f´
pt, t0, g0qq
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converges to zero and dpΦ
fˆ` 1
ω
h
pt, t0, g0q, g˚q is ultimately bounded by a continuous
function ρ where the bound is shrunken by adjusting ai, i “ 1, ¨ ¨ ¨ , n and ω. Note
that in the proof of Theorem F.2 it is shown that asymptotic stability of the gradient
vector field f´ guarantees that the state trajectories of fˆ and fˆ ` 1
ω
h remains in a
compact subset containing the equilibrium of f´ .
It remains to show dpΦ 1
ω
f pτ, τ0, x0q,Φp1,0q1
ω
Z
˝ Φ 1
ω
f pτ, τ0, x0qq “ O
`
1
ω
˘
in the time
scale τ “ ωt for τ P rτ0,8q.
Following the proof of Theorem F.2 one may show Φ
fˆ`ǫhpω, ω0, x0q P Nbpg˚q, ω P
rω0,8q, g0 P intpNbpg˚qq for some b P R ą 0, where Nbpg˚q is a compact connected
sublevel set of a Lyapunov function containing g˚ P G, see the proof of Theorem F.2
and [7] Lemma 6.12.
Hence, Φ
p1,0q
1
ω
Z
˝ Φ 1
ω
f pt, t0, x0q P Nbpx˚q, τ P rτ0,8q, g0 P intpNbpg˚qq. Therefore,
ď
τPrτ0,8q
Φ 1
ω
f pτ, τ0, g0q Ă
ď
τPrτ0,8q
pΦ´1qp1,0q1
ω
Z
˝Nbpg˚q
“
ď
τPrτ0,τ0`ωT s
pΦ´1qp1,0q1
ω
Z
˝Nbpg˚q
Ă
ď
τPrτ0,τ0`ωT s,
1
ω
Pr0,ǫˆs
pΦ´1qp1,0q1
ω
Z
˝Nbpx˚q,
where the equality is due the periodicity of Z and ǫˆ is a limit for the minimum
frequency (0 ă ω ă 8). Compactness of Nbpg˚q, rτ0, τ0`ωT s and r0, ǫˆs together with
the smoothness of Φ´1 gives compactness of
Ť
τPrτ0,τ0`ωT s,
1
ω
Pr0,ǫˆspΦ´1qp1,0q1
ω
Z
˝ Nbpg˚q
in G.
Hence, we show that
dpΦ 1
ω
Zp1, 0, zq, zq “ O
ˆ
1
ω
˙
,
z P
ď
τPrτ0,τ0`ωT s,
1
ω
Pr0,ǫˆs
pΦ´1qp1,0q1
ω
Z
˝Nbpg˚q,(E.1)
which proves
dpΦ 1
ω
f pτ, τ0, x0q,Φp1,0q1
ω
Z
˝ Φ 1
ω
f pτ, τ0, x0qq “ O
ˆ
1
ω
˙
,
where z is replaced by Φ 1
ω
f pτ, τ0, x0q in (E.1). The rest of the proof is identical to the
proof of Theorem 3.5.
Appendix F. Stability of perturbed systems on Riemannian manifolds.
Consider the following perturbed dynamical system on pM, gM q.
9xptq “ fpx, tq ` hpx, tq, f, h P XpM ˆRq.(F.1)
The term h is considered as a perturbation of the nominal system f . The next lemma
gives the existence of Lyapunov functions for dynamical systems on Riemannian man-
ifold which satisfy specific local properties.
Lemma F.1 ([39]). Let x˚ be an equilibrium for the smooth dynamical system
9x “ fpx, tq which is uniformly asymptotically stable (see [17]) on an open set Nx˚ Ă
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Unx˚ (U
n
x˚ is a normal neighborhood around x
˚). Assume ||Txfp¨, tq|| is uniformly
bounded with respect to t on Nx˚ , where ||.|| is the norm of the bounded linear operator
Tf : TM Ñ TTM . Then, for some Ux˚ Ă Unx˚ , for all xpt0q “ x0 P Ux˚ , there exist a
differentiable function w : M ˆRÑ Rě0 and α1, α2, α3, α4 P K (continuous, strictly
increasing and zero at zero, see [17]), such that for all x P Ux˚ and t P rt0,8q,
piq : α1 pdpx, x˚qq ď wpx, tq ď α2 pdpx, x˚qq ,
piiq : Lfpx,tqw ď ´α3 pdpx, x˚qq ,
piiiq : ||Txw|| ď α4 pdpx, x˚qq ,(F.2)
where dp¨, ¨q is the Riemannian metric, L is the Lie derivative and Tw : TM Ñ TR »
RˆR is the pushforward of w.
Note that the lemma above holds for the time invariant gradient system 9x “
´řni“1 a2i2 ∇ BBxj Jpxq BBxi since by Lemma 3.4 the gradient system is locally asymptot-
ically stable. In this case that the Lyapunov function w is time invariant. By the
results of Lemma 3.4 it has been shown that J can be considered as a Lyapunov
function. However, Lyapunov w may not be necessary identical to J . One may show
that items (i)-(iii) in Lemma F.1 locally hold for J around x˚ when Assumption 1
is satisfied. Also note that for a compact manifold M , ||Txf || is a bounded operator
and the hypothesis of Lemma F.1 are satisfied for the extremum seeking algorithm
(3.5) on compact manifolds.
The following theorem gives the stability of (F.1), where the nominal system is
locally uniformly asymptotically stable.
Theorem F.2 ([39]). Let x˚ be an equilibrium of dynamical system 9x “ fpx, tq,
which is locally uniformly asymptotically stable (see [17]) on a neighborhood Nx˚ Ă
Unx˚ (U
n
x˚ is a normal neighborhood around x
˚). Assume the perturbed dynamical
system (F.1) is complete and the Riemannian norm of the perturbation h P XpMˆRq
is bounded on Nx˚ , i.e. ||hpx, tq||gM ď δ, x P Nx˚ , t P rt0,8q. Then, for sufficiently
small δ, there exists a neighborhood Ux˚ and a function ρ P K, such that
lim sup
tÑ8
dpΦf`hpt, t0, x0q, x˚q ď ρpδq, x0 P Ux˚ .
Proof. A full version of the proof is given in [39]. However, for the completeness
of the analysis we present a sketch of the proof in this paper. Following the results of
Lemma F.1, there exists Ux˚ Ă Nx˚ , such that (F.2) holds for a Lyapunov function
w. By Lemma F.1, there exists Ux˚ and α3 P K, such that
Lf`hw “ Lfw ` Lhw ď ´α3pdpx, x˚qq ` Lhw, x P Ux˚ .
First we show that the neighborhood Ux˚ can be shrunk, such that Φf`hpt, t0, x0q P
Ux˚ , t P rt0,8q provided x0 P Ux˚ . By Lemma 6.12 in [7], there exists a compact sub-
level set Nb,t0px˚q Ă Ux˚ where x˚ P intpNb,t0px˚qq. Hence, by the Shrinking Lemma
[23] there exists a precompact neighborhoodWx˚ , such that,Wx˚ Ă intpNb,t0px˚qq Ă
Nb,t0px˚q, see [23]. Hence, M ´Wx˚ is a closed set and Nb,t0px˚q
ŞpM ´Wx˚q is a
compact set (closed subsets of compact sets are compact). The continuity of α3 and
dp¨, x˚q together with the compactness of Nb,t0px˚q
ŞpM ´Wx˚q imply the existence
of the following parameter M,
M
.“ sup
xPNb,t0 px
˚q
Ş
pM´W
x˚ q
´α3pdpx, x˚qq ă 0.
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Note that α3 P K, x P Nb,t0px˚q
ŞpM ´Wx˚q and since Wx˚ is a neighborhood of
x˚ then dpx, x˚q ą 0, x P Nb,t0px˚q
ŞpM ´Wx˚q. Therefore, M ă 0. Also we have
Lhw “ dwphq ď ||dw||¨||h||gM ď δ||dw||, where ||dw|| is the induced norm of the linear
operator dw : TM Ñ R. The smoothness of w and compactness of Nb,t0px˚q together
imply ||dw|| ă 8. It is important to note that ||dw|| is closely related to ||Tw|| through
the component of the Riemannian metric g. As is shown by Theorem F.1, ||Txw|| ď
α4pdpx, x˚qq. Hence, the smoothness of M and compactness of Nb,t0px˚q imply that
||dw|| ă 8. Note that ||dw|| is the norm of the linear operator dw : TxM Ñ R. Hence,
for sufficiently small δ, we have Lf`hw ă 0, x P Nb,t0px˚q
ŞpM ´Wx˚q. Therefore,
the state trajectory Φf`hpt, t0, x0q, t P rt0,8q stays in Ux˚ for all x0 P intpNb,t0px˚qq.
Without loss of generality, we assume Ux˚ “ expx˚ Br1p0q, r1 ă ipx˚q. Note that
for sufficiently small r1, we have expx˚ Br1p0q Ă Nb,t0px˚q. Then, by the results of
Lemma F.1, the variation of w along f ` h is given by
Lf`hw“ Lfw ` Lhw ď ´α3pdpx, x˚qq ` Lhw
“ ´α3pdpx, x˚qq ` dwphpx, tqq
“ ´α3pdpx, x˚qq ` Txwphpx, tqq
ď ´α3pdpx, x˚qq ` ||Txw|| ¨ ||hpx, tq||gM
ď ´α3pdpx, x˚qq ` δα4pdpx, x˚qq
ď ´p1´ θqα3pdpx, x˚qq ´ θα3pdpx, x˚qq
`δα4pdpx, x˚qq ď ´p1´ θqα3pdpx, x˚qq,
if α´13 p
δα4pr1q
θ
q ď dpx, x˚q ď r1,
for some r1 ă ιpxq, 0 ă θ ă 1.
Define η
.“ α2pα´13 p δα4pr1qθ qq, then tx P M | dpx, x˚q ď α´13 p δα4pr1qθ qu Ă Nt,η “tx P Ux˚ |wpx, tq ď ηu Ă tx P M |α1pdpx, x˚qq ď ηu. Hence, solutions initialized in
tx P M | dpx, x˚q ď α´13 p δα4pr1qθ qu remain in tx P M |α1pdpx, x˚qq ď ηu since 9w ă 0
for x P Nt,η ´ tx PM | dpx, x˚q ď α´13 p δα4pr1qθ qu. This proves
lim sup
tÑ8
dpΦf`hpt, t0, x0q, x˚q ď α´11
ˆ
α´13
ˆ
δα4pr1q
θ
˙˙
.“ ρpδq,
for any x0 P Ux˚ .“ tx PM | dpx, x˚q ă α´13 p δα4pr1qθ qu
Ş
intpNb,t0pxˆqq.
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