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ABSTRACT 
In a previous work [5] the authors developed formulas for the second order partial 
derivatives of the Perron root as a function of the matrix entries at an essentially 
nonnegative and irreducible matrix. These formulas, which involve the group gener- 
alized inverse of an associated M-matrix, were used to investigate the concavity and 
convexity of the Perron root as a function of the entries. The authors now combine the 
above results together with an approach taken in an earlier joint paper [6] of the 
second author with L. Elsner and C. Johnson, and they develop formulas for 
the second order derivatives of an appropriately normalized Perron vector with 
respect to the matrix entries, which again are given in terms the group generalized 
inverse of an associated M-matrix. Convexity properties of the Perron vector as a 
function of the entries of the matrix are then examined. In addition, formulas for the 
first derivative of the Perron vector resulting from different normalizations of this 
eigenvector are also given. A by-product of one of these formulas yields that the group 
generalized inverse of a singular and irreducible M-matrix can be diagonally scaled to 
a matrix which is entrywise column diagonally dominant. 
1. INTRODUCTION 
In a recent paper [5] the authors developed formulas for evaluating the 
second order partial derivatives of the Perron root at an essentially nonnega- 
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tive and irreducible matrix A when the Perron root is viewed as a function of 
a single entry of the matrix. These formulas, which involved the group 
generalized inverse of a singular and irreducible M-matrix Q which can be 
associated with A, permitted the examination of whether the Perron root as a 
function of that entry is convex or concave. 
It was therefore quite natural for the authors to seek parallel expressions 
for the second order partial derivatives of the corresponding Perron vector, 
and furthermore to use these formulas to investigate the Perron vector as a 
function of the matrix entries. 
We mention that certain aspects of the dependence of the Perron vector 
on the matrix entries have already been investigated in [6]. The authors of 
that article (Elsner, Johnson, and Neumann) show that if one or any number 
of entries of one row, say row i, of an essentially nonnegative matrix are 
increased and all the other rows remain fixed, and if the ith entry of the 
Perron vector is held a fixed constant equal to 1, then the remaining entries of 
the Perron vector strictly decrease. This behavior should be contrasted with 
the behavior of the Perron root, which strictly increases under the cir- 
cumstances just described. 
Of the two proofs provided by Elsner, Johnson, and Neumann one was 
analytical. It rested on the fact (see Wilkinson [16, pp. 66-671) that if an 
n x n matrix possesses a simple eigenvalue, then in a sufficiently small 
neighborhood of A in the space of all n X n matrices a corresponding 
eigenvector, subject to a fixed normalization, is an analytic function of the 
entries of the matrix and, as such, its entries are infinitely many times 
differentiable functions in that neighborhood. This underlying approach of [6] 
will continue to be taken for the most part of the present paper. 
In Section 3 of this paper we shall briefly continue to investigate the first 
derivative of the Perron vector. We shall obtain different formulas for this 
derivative which correspond to different normalization strategies for the 
eigenvector. However, the main goal of this section will be to show that the 
group generalized inverse of a singular and irreducible M-matrix can be 
diagonally scaled, via a positive diagonal matrix, to an entrywise column 
diagonally dominant matrix. A probabilistic consequence of this result, which 
has been proved in the literature on Markov chains, though thought not to 
have been explicitly expressed, will also be presented. 
We develop the main results of this paper in Section 4. As indicated 
earlier, we shall consider here only perturbation in one row of the matrix, and 
the normalization which we shall apply to the Perron vector will be to fix the 
value of the entry of this vector whose index coincides with the index of the 
row which is being perturbed. To simplify matters we shall assume that 
the entries of the perturbed row are either independent variables or linear 
functions in the same parameter. Roughly speaking, our results here indicate 
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that if the perturbation is such that the Perron root is an increasing function 
in a neighborhood of A and if the group generalized inverse of the singular 
and irreducible M-matrix Q which we associate with A is itself an M-matrix, 
then in a neighborhood of A the Perron vector is convex. By means of an 
example we show, however, that if the entries of the row which is subjected to 
the perturbation are polynomials of degree higher than 1, then even if the 
group generalized inverse of Q is an M-matrix, the Perron vector need not be 
a convex function of the perturbation. 
In Section 2 a brief summary of the notation and concepts which will be 
used in this paper will be given. 
2. NOTATION AND TERMINOLOGY 
In this paper we shall mostly be concerned with the class of the n x n 
essentially nonnegative and irreducible matrices 
@ “,‘1:= { A=(a,j)~R”~“~a__ ‘J 2 0 for i # j and A is irreducible}, 
where R”,” denotes the set of all n x n real matrices, and where by an 
irreducible matrix is meant a matrix A = (a ij) for which for each pair of 
indices i # j, 1 < i, j < n, there exists a chain 
aii,,ai,i2,...,ai j 
of nonzero elements in A. We remark that a”,” forms an open set in the set 
of all n x n essentially nonnegative matrices but not in R”,“. The symbols 
z “,n and %n will denote the set of all matrices in R”‘” whose off-diagonal 
entries are nonpositive numbers and negative numbers, respectively. 
Next, if f,(A) = det(hZ - A) is the characteristic polynomial of A, then 
s(A) = max{ Re( X)1&,( h) = 0} 
is called the spectral abscissa of A. If A E @“x1’, then as is well known from 
the Perron-Frobenius theory (see for example Berman and Plemmons [2], 
Seneta [14], or Varga [15]), s(A) is a simple eigenvalue of A, which equals 
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namely, the spectral radius of A, if: in addition to A E CDn, “, we have A > 0 
(that is, if all the entries of A are nonnegative numbers). Since s( .) can be 
viewed as a function from @ n,n into the set of the real numbers, we shall refer 
to s(A) as the Perron root at A and denote it by r(A). It is also well known 
that corresponding to r(A), A has a positive eigenvector. Subject to an 
arbitrary but fixed manner of normalization, we shall denote this eigenvector 
by x(A) and view its entries as functions from Qn,” to the reals. 
Let 12 > 2. The main vehicle for our results here is the group inverse of a 
singular and irreducible M-matrix. Let A E Qn’ n. Then 
Q=sI-A (2.1) 
is called an irreducible M-matrix if s > r(A). If x(A) is a Perron vector of the 
matrix A on the right hand side of (2.1) it will be on occasion convenient to 
refer to x(A) also as the Perron vector of the M-matrix 0. If s > r(A) then Q 
is nonsingular, and a simple argument using the Neumann expansion yields 
that Q-i > 0. In [lo] Metzler’ has shown that if Q is a nonsingular and 
irreducible M-matrix such that 
Qc > 0, (2.2) 
where e=(l,...,l)r and where T denotes the transpose, then the entries 
(Qpl)ii of Q-’ satisfy 
for i # j, i, j = 1,. . . , n. Metzler’s result has been further investigated by 
Fiedler and Ptak in [7] and by Johnson in [9]. In particular, Fiedler and Ptgk 
show that if Q is an n x n complex matrix such that QD is a strictly row 
diagonally dominant matrix for some n X n nonsingular complex diagonal 
matrix D, then the matrix D-‘Q is an entrywise column diagonally dominant 
matrix, that is, 
‘Soon after the publication of [lo] the paper “Note on hounds for determinants with 
dominant principal diagonal,” by A. M. Ostrowski, appearecl in which he proves, independently, 
a similar result to Metzler’s: See Proc. Anw. Math. SM. 3:28-30, in particular p. 28, inequality 
(13). The authors are grateful to Hans Schneider for this reference. 
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for i # j, i, j = 1,. . . , n. In this paper we shall understand entrywise column 
diagonal dominance to mean a weaker property than (2.3): 
DEFINITION 2.1. A matrix B = ( bij) E R Nan is entrywise column diago- 
nnlly dominant if 
forall if j, i, j=1,2 ,..., 12. 
We next come to generalized inverses. Let B E R”, “, and consider the 
matrix equations 
(1) BCB=B, (2) CBC= C, and (3) BC= CB. 
Let 0f p c {1,2,3}. A matrix C E R”,” that satisfies equations (i) for all 
i E p is called a (generalized) p-inverse of B. Any matrix B E R”‘” has a 
{ 1,2} inverse. In fact, if B is singular, then B has infinitely many { 1,2}-in- 
verses. For p = { 1,2,3}, a p-inverse of B, if it exists, is unique and is termed 
the group (generalized) inverse of B and denoted by B*. A necessary and 
sufficient condition for the group inverse to exist is that R(B) and N(B) be 
complementary subspaces in R”, where R( .) and N( .) denote, respectively, 
the range and nullspace of a matrix and where R” denotes the n-dimensional 
real space. If B* exists, then R( B#) = R(B), N( B*) = N(B), and BB#= B*B 
is the projection matrix of R” onto R(B) along N(B). As is well known, the 
condition that R(B) and N(B) are complementary subspaces in R” is 
equivalent, by the theory of the Jordan canonical forms, to all the Jordan 
blocks of B corresponding to the eigenvalue O being 1 x 1. Hence if A E a”. ’ 
and if Q is the singular and irreducible M-matrix determined from (2.1) by 
setting s = r(A), then since 0 is a simple eigenvalue of Q, the group 
generalized inverse of Q always exists. Furthermore, if the system of linear 
equations 
Qu = b (2.4) 
is consistent, that is, b E R(Q), then since N(Q) is a one dimensional 
subspace, any solution to (2.4) is given by 
u=Q*b+cxx, 
where OL is a scalar and where x is a Perron vector of Q. For further 
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on generalized inverses see the monograph [l] by Ben 
not difficult to check that if A E Qn” and Q is the 
singular and irreducible M-matrix which is obtained from (2.1) by setting 
s = r(A), then 
I- QQ”= xyT, (2.5) 
where x and y are any right and left Perron vectors of A (and hence also of 
Q) which satisfy y? = 1. If the entries of the elements of a”, ’ are viewed as 
independent variables, then, as explained in Section 1, because r( .) is a 
simple eigenvalue throughout @ n,n it follows by Wilkinson [16, pp. 66-671 
that the partial derivatives of all orders of r( .) with respect to the matrix 
entries, 
34.) a"+) 
atj ' aijak, '-' 
exist at every element A E Qn.“. In [5] Deutsch and Neumann have shown 
that for 1~ i, j, k, 1~ n, at A E @“z”, 
F=(l-QQ*)ji 
‘J 
and 
(2.6) 
(2.7) 
Finally for convenience we shall adopt the following notation in this 
paper. If B E R”,“, we shall generally denote its (i, j)th entry by B,j (as, in 
fact, we have already done above). However, we shall reserve the symbols 
B K1, B,,, and B,, to denote the following submatrices of B: 
B,,=(B,, ... B,,)T, B,,=(B,, ... Bd 
and 
B KK = 
B 
1: 
22 ... B 2n 
in2 ... i,,,, 
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Furthermore, for a vector u = (ui . . . u,,)~ 6 R”, we shall reserve the 
symbol U to denote the (n - l)-vector given by 
u=(u, ... u,)T. 
3. FURTHER OBSERVATIONS ON THE FIRST DERIVATIVE 
We begin by deriving formulas for the first derivative of the Perron vector 
when this eigenvector is subjected to different normalizations. Assume then 
that J is an interval on the real line such that for each t E J, A( t ) is an n x n 
essentially nonnegative and irreducible matrix, and such that A( t ) is differen- 
tiable throughout J. For convenience, whenever no confusion may arise, we 
shall suppress tl,e argument t in all expressions involving A( t ), its Perrron 
root, and its Perron vector. 
To obtain the various first derivatives of the Perron vector with respect to 
the different normalizations, let z = z(t) be an n-vector whose entries are 
differentiable functions throughout J and let x be the Perron vector of A 
normalized so that zrx = 1. Then from the relationship 
we have that 
Ax=rx 
A’x + Ax’ = r’x + TX’, 
so that on setting Q := rZ - A, it follows that 
Qx’ = A’x - T’X. (3.1) 
Since the right hand side of (3.1) is in the range of Q, then, as explained in 
Section 2, 
x’=Q#A?-r’Q*x+-tx=Q#A’x+ax, (3.2) 
where (Y, the constant of normalization, is to be determined now. On 
premultiplying (3.2) by zT we obtain that 
z’x’ = zTQ#A’x + CYZ~X = zTQ%‘r + (Y. (3.3) 
But then 
a = _ ZTQ#A~X _ zfTx, (3.4) 
as, in addition to (3.3), Z’~X + zTx’ = 0 because zTx = 1. Finally, on substitut- 
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ing (3.4) in (3.2) we deduce that 
r’= Q%‘x - (,&)x - (z’Q%‘+. (3.5) 
By appropriate choices of z we shall now determine x’ subject to 
different normalizations of x. However, as will be observed, in all the cases 
presented here z’rx = 0, so that equation (3.5) for the derivative of the Perron 
vector reduces to 
x’= Q*A’x - (zrQ%‘+. (3.6) 
Case 1. Let p # 0 be any real number, and rwrmulize x so that Cy,,xf’ 
= 1. If p > 1, this normalization is, of course, that ]]xi] p = 1. Now set 
z =(xf-‘,...,xR-‘)r, so that zrr = 1 and 
zlTx = c [(p - 1)x;-ax;] xi 
i=l 
= i~l(p-l)xy-lx~=o. 
Hence x’ is given by (3.6). We next proceed to consider some special 
subcases. 
Subcase l(i). Suppose that p = 1, so that x is normalized so that its Z,-norm 
equals unity. Suppose further that A is column stochastic throughout J. As 
now z = e and N(Q*)= N(Q), we have .zTQ* = 0 because of the column 
stochasticity of Q. Thus in this special subcase Equation (3.6) reduces to 
x’= Q#A’x, 
a formula which has recently been obtained and investigated by Golub and 
Meyer in [8]. 
Subcase l(ii). Assume now that p = 2, so that x is normalized such that its 
Euclidean length is one. Then z = X. Let y be the left Perron vector of A 
normalized so that yTx = 1. Then on premultiplying (3.6) by y?‘ we obtain 
that 
yTx’ = - xTQ*A’x. 
Suppose further now that only the first row of A is variable over J and set 
n 
p:= C a;,x,. 
u=l 
(3.7) 
(3.3) 
THE PERRON VECTOR 65 
Then, as the last n - 1 rows of A’ are zero, Equation (3.7) becomes 
yTx’ = - jlxTQ*ee,. (3.9) 
We comment that (3.0) has been considered for the case when A is 
symmetric throughout J and the perturbation is only performed on the (1,l) 
entry by dePillis and Neumann in [4]. 
Case 2. In addition ‘0 the condition that zTx = 1, we assume that z is (I 
constant vector throughout J. Then Equation (3.5) trivially reduces to (3.6). 
We further note that subcase l(i) is also a subcase of the present case. 
However, of special interest to us now will be to examine the situation when 
only one row of A, say row 1, is perturbed and when the corresponding entry 
of Z, namely zI, is held a fixed positive constant throughout J while the 
remaining entries of .z are all zero. Thus, if Z, = 6, then the Perron vector r is 
subjected to the normalization that xI = l/6 throughout J. Without loss of 
generality let us assume that 1 = 1 and let p be given by (3.8). Then, as the 
last n - 1 rows of A’ are zero, A’x = be, and .zTQ#A’x = BSQE = (P/xr)QE, 
and so Equation (3.6) yields that 
or, specifically, for each i = 2,. . . , n, 
(3.10) 
(3.11) 
This observation leads us to the following result. 
THEOREM 3.1. Let P be an n x n singular and irreducible M-matrix, and 
let w =(w,,..., w,,)~ be a right Perron vector of P. Then 
P.? p# 
‘l<_u 
wi wj 
(3.12) 
for i,j=l,..., n with i # j. That is, if D = diag( l/w r, l/w,, . . . , l/w,,), 
then DP# is an entrywise column diagonally dominant matrix (in the sense 
of Definition 2.1). 
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Proof Without loss of generality we shall prove (3.12) for the case j = 1. 
Since P is a singular and irreducible M-matrix, P = r(B)Z - 8 for some 
12 X n essentially nonnegative and irreducible matrix B. The constant matrix 
B can be embedded in a family of essentially nonnegative and irreducible 
matrices A = A(t), t E J, with the following properties: (1) the first row of 
the matrices in the family consists of nondecreasing differentiable functions 
on J, and at least one entry in this row is a strictly increasing function 
throughout J, (2) the remaining n - 1 rows of the matrices in the family 
remain fixed throughout J, and (3) for some to E J, B = A(t,). 
For each t E J, let x = r(t) be the Perron vector of A normalized so that 
xi = wi. Now, on the one hand, our assumption on the behavior of the first 
row of the matrices in the family imply that 
p = C a;,x, > 0 V’t E J. 
lJ=l 
On the other hand, the results of Elsner, Johnson, and Neumann [6, Theorem 
3. l] imply that x: < 0 for i = 2,. . . , n, from which our claim in (3.12) for the 
case j = 1 easily follows. n 
Next, if T is the transition matrix for a regular Markov chain, let Xi;‘) 
denote the following random variable: 
DEFINITION. 
first 
Xi;’ is the number of times the process is in state Sj in the 
n stages when the process was initially in state Si. 
According to Meyer [ll, Theorem 3.21, if P = I - T, then 
,“p$ P(XI;‘) - n(z - wyij) = pi7 
for all i, j = 1,. . . , n, where E( .) denotes the expected value function. Thus 
Theorem 3.1 has the following corollary. 
COROLLARY 3.2 (Meyer [ll, p. 454, line - 41). In an n-state regular 
Markov process, 
)_n~ { E( Xi;‘) - E( X;I”)} < 0 
whenever i f j, i, j = 1,. . . , n. 
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Proof. The result follows directly from (3.12) since here wr = we = . . . 
= w, and since, as is well known, I- PP* has identical columns. n 
Let us consider some further implications of Equation (3.10). Since xi = 0 
and since the last n - 1 rows of A’ are zero, it follows, using the notation for 
the partitioning of Q introduced in Section 2, that 
Q &? = - f-5 (3.13) 
and so, as QKK is a nonsingular h4-matrix, 
(Before continuing, we mention that (3.13) and (3.14) were first found in 
Elsner, Johnson, and Neumann [6] and served there for the analytical 
investigation of X’ mentioned in the introduction.) Thus from (3.10) and 
(3.14) we have that 
(3.15) 
This observation leads us to the following statement. 
THEOREM 3.3. Under the perturbation considered in tax 2, for each 
t E J the following hold: 
(i) Zfp>O, thenr’>O andT’<O. 
(ii) Zfp=O, thenr’=O arid%‘==== 
(iii) Zf p < 0, then r’ < 0 and X’ > 0. 
Proof. The proof follows easily from considering (3.10) (3.14) (3.15) 
and the fact that Q&z? > 0. n 
As an illustration of the results of Theorem 3.1 let 
A= 
116 0 0 0 
(3.16) 
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Here r(A) = 2 and w = (1 2 4 8)r is a right Perron vector of A. From /5, p. 
121, 
1 
p*= (2Z- A)% ~ i - 384 256512192 - 384 256192 3 - - 384 192 316 -  192 32416 
Thus, on letting D = diag(1 i $ i), 
Dp*“= 
It is easly observed 
diagonally dominant. 
192 32 - 16 - 24 
1 
\ 
- 192 96 16 - 8 
_ 
(32)2 1 -;‘j -;; t; 8 ’ _ 24 , 
that in the sense of Definition 2.1, DP* is column 
4. MAIN RESULTS 
As indicated in the introduction to this paper, in this section we shall 
develop formulas for various second order derivatives of the Perron root with 
respect to the matrix entries under the assumption that only one row of the 
matrix is perturbed, which, without loss of generality, we shall take to be the 
first row. These expressions will allow us to investigate the convexity and 
concavity of the Perron vector as a function of the entries. 
Throughout most of this section we shall make the following assumptions. 
ASSUMPTIONS 4.0. Suppose that 9 is a continuous family of matrices in 
Q”‘.” such that: 
(i) At each A E F, 
d2A = 0. (4.1) 
(ii) If x is a right Perrcm vector of A E 9, then x has already been 
normalized so that its first entry is a fixed positive constant S. 
We remark that the condition (4.1) which will considerably simplify our 
work here, is equivalent to the supposition that the first row in 9 consists 
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either of entries which are linear functions in the same parameter, say t, or 
entries which are variables independent of each other. 
We begin by obtaining a formula for the second differential of the right 
Perron vector. 
THEOREM 4.1. Under Assumptions 4.0 on the family 9, at each A E S-, 
d2F = 2( dr)‘Q;;X - d2rQ,;X 
Lj=l 1 
- 2 i (I - QQ”)jlQ~da,jda,,Q&%. 
j,l=l 
(4.2) 
Proof. Consider the eigenvalue-eigenvector relation 
Then 
Ax=rx. 
Thus 
dAx + Adx = drx + rdx. 
Qdx = dAx - drx, 
so that, similarly to (3.13), we have that 
QKK d? = - dr?, (4.3) 
We next compute the differential of (4.3): 
dQ,, d? + QKR d 2C = - d 2rX - drd?. (4.4) 
But dQ,, = d(rZ - A,,) = drZ and, by (4.3), d? = - drQik_X, so that for- 
mula (4.4) reduces to the relation 
QKK df = 2(dr)2Q&F - d2rX. 
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d2? = 2(dr)2Q,jX - d2rQ&X, (4.5) 
which is the first equality in (4.2). 
To obtain the second equality in (4.2) let us derive explicit formulas for dr 
and d 2r. According to (2.6) 
dr= f at-da,j= i (Z-QQ*)j&i,j. 
j=l ‘lj j=l 
Now, because of (4.1), 
d2r= f dqj i 
a% 
-da,, 
j=l I=1 4,alf 
(4.6) 
(4.7) 
But then, on substituting (2.7) in (4.7) we have that 
d2r = f’ (Z-QQ#),,Qjqda,jda,I+ f (Z-QQ*)jlQ::dUajdU,, 
j,l=l j.l=l 
~2 IfI (Z-QQ*)jlQEda,jda,/* (4.8) 
j,l=l 
Finally, substituting (4.6) and (4.8) in (4.5) yields the second equality in 
(4.2). W 
ForAE9andforQ=r(A)Z-Alet 
TJ:= i QEda,,. 
I=1 
(4.9) 
Then Theorem 4.1 has the following corollary. 
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COROLLARY 4.2. Under the assumption of Theorem 4.1, if A E 9 is an 
element such that dr # 0 and such that 
then 
qdr<O, (4.10) 
at A. 
d’?>O (4.11) 
Proof. From (4.6), (4.7), (4.9) and the third equality in (4.2) we observe 
that 
d2? = 2(dr)‘Q,iX - 2qdrQ,L%. (4.12) 
Thus (4.11) follows at once from (4.10) as dr f 0. n 
We now consider the implications of Theorem 4.1 in two special cases. 
Both cases occur when only one entry in the first row of A is perturbed. In 
the first case this entry is an off-diagonal entry, whereas in the second case it 
is the diagonal entry. An important assumption for our results here is that the 
entries of Q” beneath the (1,l) entry are negative. In the notation of Section 
2 this means that Qgi < 0. We mention that in Neumann, Poole, and Werner 
[12], the question is raised of characterizing all singular and irreducible 
M-matrices P for which P#E Z”,“. In Deutsch and Neumann [5] it has been 
shown that if n = 2 or if P = r(B)Z - B, where B is an n x n essentially 
irreducible matrix of rank 1, then P* E Z2 ‘I. We further remark that since 
N(P) = N(P*), if P*G Z”,“, then P* is itself a singular and irreducible 
M-matrix, and that as an example due to Meyer [ll, p. 4621 shows, it is 
possible for the offdiagonal entries in a column of P* to be negative without 
P#E Z”,“. 
THEOREM 4.3. Under Assumptions 4.0 for the normalization of the 
Perron vector, at A E @“I” and for s # 1, _ 
af ar ar 
-=2a ,Q,;-Q,4Z Q&F 
8, i 1s I,F 1 
= 2~1~s [wsQr<: - Q3] Q,:C 
where y =(yl ... Y,)~ is the left Perron vector of A 
(4.13) 
such that yTx = 1. 
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Thus, if Q$ c 0, which will be the case if Q” E Z ;s n or, less restrictively, if 
QF1 < 0, then X is a convex function of the (1, s) entry in a neighborhood of 
A in @“TV. 
Proof. The first equality in (4.13) follows easily from (4.12) (4.9) and 
(4.6), because here da,, = 0 for all u # s, u = 1,2,. . . , n. The second equality 
in (4.13) follows now from (2.5) and (2.6). Finally, if Q,“, < 0, then af/a~, > 
0, so that Xr is a convex function of the (1: s) entry in a neighborhood of A in 
cp . n. n n 
In essence the second part of Theorem 4.3 is a corollary to Corollary 4.2, 
since when Q$ < 0, then TJ dr = Qz(Z - QQ”)Fl(da 1,T)2 < 0. However, the 
next result concerning the perturbation in the diagonal entry is not a 
consequence of Corollary 4.2, as will be clarified following the proof of the 
result. 
THEOREM 4.4. Under Assumptions 4.0 for the normalization of the 
Perron vector, at A E @“-“, 
= - 2y,S2Q,:Q&, (4.14) 
where y =(y,..., y,)* is the left Perron vector of A such that y*x = 1. Thus if 
Q*E Zn*,” or, less restrictively, if Q$ -C 0, then X is a convex function of the 
(1,l) entry in a neighborhood of A in Qn* “. 
Proof. Similarly to the proof of (4.13), the proof of the first equality in 
(4.14) follows from (4.12), (4.9), and (4.6) as here da,,, = 0 for u = 2,. . ., n. 
The second equality in (4.4) is now a direct consequence of (2.5) and (2.6). 
Next, after some manipulation with a formula for the group inverse of a 
row stochastic singular and irreducible M-matrix obtained by Meyer in 111, 
Theorem 5.11, the following identity can be derived: 
[y,SQ,,: - 031 n: = - 8Qk. (4.15) 
(We remark that (4.15) can also be derived2 from the expressions involving 
‘The details of this derivation can be obtained fronl the authors of the present article. 
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the resolvent expansion developed by Rothblum in [ 131.) The third equality in 
(4.14) now follows by substituting (4.15) in the second equality of (4.14). 
Finally, if Q,“, < 0, then it is immediate from (4.14) that a2?/af, > 0, so 
that X is convex in some neighborhood of A in a”,“. n 
REMARKS. 
(i) The resuhs of Theorems 4.3 and 4.4 together with the results of the 
authors in [5] show that if A E @“,” and Q = r(A)Z - A and if Q#E Z2n, 
then in a neighborhood of A in @“,“, the Perron root is a convex function of 
each diagonal entry and a concave function of each off-diagonal entry; while 
for each i = I,. . . , n, if the ith entry of the Perron vector is heId fixed 
throughout the neighborhood, then the remaining entries of the Perron vector 
are convex functions in each of the entries in the i th row. 
(ii) As mentioned earlier, Theorem 4.4 is not a consequence of Corollary 
4.3. This is because under the assumptions of the theorem 17 dr = (ar/a,,)Qfi 
= (I - QQ”>11Q~(da,,)2 > 0. We further remark that even if Q;;“r satisfies 
the latter assumption of Theorem 4.4 that Qzl < 0, so that X is a convex 
function of the (1,l) entry, the matrix yrSQ& - QfiZ, which appears as a 
premultiplier of r on the left hand side of (4.15) and which has positive 
off-diagonal entries, need not have all its diagonal entries positive, as the 
following example illustrates. Let 
1 1 1 1 
(We mention that A here is 4 times the matrix T used as an example on p. 
461 of Meyer [ll].) Then 
Q”= 
[ 4 
-2 
-2 
\ -1 
1 
=- 
2166 
-2 
4 
-1 
-1 
265 - 61 - 96 - 108 
- 96 300 - 96 - 108 
-115 - 137 246 6 
- 210 - 156 - 210 576 
-2 
-2 
4 - 
-1 
0 # 
0 
1 
3 1 
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so that Q,“, < 0. Now let 6 = 1. Then yr = (I - QQ*),, A .31579 so that 
i 
- .02585 .05263 
yrSQj& - IA .03509 - .01708 
.04386 .05263 
A further computation here using (4.15) yields that 
dz2( A) 
~ A ( .01754 
at 
.02109 .03329 )r, 
a positive vector, as predicted by Theorem 4.4. 
(iii) Consider now A E Cp”, n given in (3.16). As seen from (3.17), Q$i L 0. 
On letting S = 1, our computations using (4.15) shows that 
a’?( A) 
~ A ( 0.93750 
a;, 
060000 - 0.12500) r. 
We therefore conclude that, in general, if A E a”,” and Q;i*i 4: 0, then X is 
not necessarily a convex function of the diagonal entry in a neighborhood of 
A in @“3”. 
(iv) In connection with the computation in the previous remark, since 
Qzi < 0 by (3.17), using the same normalization S = 1 we have thought to 
verify the results of Theorem 4.2. Here the rightmost expression in (4.13) 
yields for A in (3.16) that 
a’%( A) 
~ G ( .65625 .75000 .625OO)r. 
82 
We conclude this paper with a counterexample showing that if the 
variable row of the matrix, which we shall continue to assume to be the first 
row, does not consist of entries which are linear functions in the same 
parameter or variables which are independent of each other, then X, the 
truncated Perron vector, need not be a convex function of the entries in a 
neighborhood of A E @“zn even if Q”= (r(A)Z - A)“E Z;,“. For that pur- 
pose let w(t) be a nonnegative function on the interval J. Let A, = (a ij) E 
@2,2 be a nonnegative matrix, and define 
A(t) = A, + w(t)e,y’, t E I, (4.16) 
THE PERRON VECTOR 75 
where y = (yi, ys)r is a left Perron vector of A,. As mentioned earlier in this 
section, Q”(t) = [r(A(t))I - A(L)]#E Z2’ for all t E J. Next, because 
it follows that 
r@(t))= +%)+YP@). (4.17) 
Thus, if x(l) = (1, X(t))r is the right Pen-on vector of A(t), t E J, normalized 
so that its first entry is the fixed constant 1, then the eigenvalue-eigenvector 
relation A( t )x(ti = r( A(t))x(t) yields, by (4.16) and (4.17) that 
x(t) = 
a21 a21 
r(A(t)) - a22 = r(Aa) - a22 + yrw(t) ’ 
(4.18) 
[We note that, indeed, here the Perron-Frobenius theory ensures us that 
r(A,,)- a22 + y,w(t)> 0 as r(A,)> a22.] Now suppose that w(t) is at least 
twice differentiable. Then from (4.18), 
,“( t) = ~(“lult)l’- U"(t)U(t)}, (4.19) 
where u(t):=r(A,)-a,,+y,w(t), tEJ. Thus if w(t)=t”, then from 
(4.19), 
,,,( A,) = F”(O) = - 
%a2, 
[r(Ao) - a2,1” < O’ 
so that X is concave function in a neighborhood of A, which lies in the matrix 
interval A( t ), t E J. If, however, w( t ) = t k with k >, 3, then (4.19) yields that 
,“( A,) = X"(0) = 0, 
so that at A,, X( t ) has a point of inflection. 
The authors would like to thank the referee for his valuable comments on 
the first draft of this manuscript. 
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