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A k-hypergraph is a hypergraph in which each edge contains k vertices. We 
describe the construction of an infinite family of finite, nonreconstructible 
3-hypergraphs. We also indicate why the same techniques can likely be used to con- 
struct nonreconstructible k-hypergraphs for any k > 3. c 1987 Academic Press, Inc 
1. INTRODUCTION 
Let k > 1 be an integer. Let P’ be any set with 1 VI > k. We denote by ( [) 
the set of all k-subsets of V. A k-hypergraph G consists of a set V(G) of oer- 
tices and a set E(G) c ( “‘,“)) of edges. If XE V(G), then the subhypergraph 
induced by X is G[X] = {e E (G) / e E (f)}. The vertex-deleted hypergraph 
G-u is defined to be G[F’(G)- (u}], where UE V(G). 
Two k-hypergraphs G and H are isomorphic, denoted GE H, if there 
exists a bijection 6: V(G) --f V(H) such that e GE(G) if and only if 
O(e) E E(H). G and H are hypomorphic if there is a bijection 
4: V(G) -+ V(H) such that G - u s H - d(u), for each u E I’(G). 
If k = 2, the graph reconstruction conjecture [2] states that if 1 V(G)1 3 3, 
then if G and H are hypomorphic, then they are also isomorphic. 
Hypomorphic graphs are said to be reconstructions of each other. If 
G & H, then G and H are nonreconstructible. 
The condition I V(G)! 3 3 is necessary because the hypomorphic pair of 
graphs (G, H) in which G consists of 2 isolated vertices, and H is a single 
edge are nonreconstructible. A similar degenerate nonreconstructible pair 
of k-hypergraphs exists for every k z 2; for let V(G) = V(H) = { 1, 2,..., k}, 
E(G) = 0, and E(H) = ( { 1, 2 ,..., k} }. Obviously G - u z H - u, for every 
u E V(G), and every k 3 2. 
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1.1. Hypomorphic k-hypergraphs G and H are isomorphic if / V(G) 1 > k 3 2 
We must take k > 2, since 1-hypergraphs are obviously reconstructible, 
as their isomorphism type is determined purely by the number of vertices. 
We show that this conjecture is false when k = 3, by constructing a family 
of nonreconstructible 3-hypergraphs. We also indicate why it is most likely 
false for any k> 3. 
In [3, 41 Brylawski has constructed some nonreconstructible com- 
binatorial geometries, i.e., matroids, based on graphs. Vertex deletion for 
his matroids does not correspond to vertex deletion from a hypergraph as 
defined here. 
In [ 11, Berge constructs an infinite family of non-edge-reconstructible 
hypergraphs. These are all degenerate, in a similar sense to the non- 
reconstructible k-hypergraphs described above. Thus, an edge-reconstruc- 
tion conjecture for k-hypergraphs, similar to 1.1, is still unsettled. 
1.2. DEFINITION. Let G and g be k-hypergraphs with 1 F’(g)1 = 
m < / V(G)/. Then G(g) denotes the m-hypergraph with vertex-set V(G) and 
edge-set 
{Xc V(G) I G[X] zg}. 
1.3. THEOREM. Let G and H be hypomorphic k-hypergraphs. Let g be a 
k-hypergraph with k d j V(g)/ = m< lV(G)l. Then G(g) and H(g) are 
hypomorphic m-hypergraphs. 
ProoJ: Let 4: V(G) + V(H) be a hypomorphism. Let p, : G - u -+ 
H - d(u) be isomorphisms. Obviously pu is also an isomorphism of G(g) - u 
with H(g) -4(u). So C$ is also a hypomorphism from G(g) to H(g). 1 
Although it is very simple, Theorem 1.3 has apparently not been noted 
before. It shows how to go from hypomorphic k-hypergraphs to 
hypomorphic m-hypergraphs, for any m > k, by building up from subcon- 
figurations. Note that if g,, gz,..., are several k-hypergraphs with m vertices, 
then G(g,)uG(g,)u ..., will also be an m-hypergraph hypomorphic with 
Hk,)uHtgdu .... 
If G and H are actually nonreconstructible, Theorem 1.3 does not say 
that G(g) and H(g) will also be nonreconstructible. In general, it seems to 
be difficult to prove that two hypomorphic hypergraphs are actually non- 
isomorphic. 
2. THE FAMILY G;,,(n) 
Let n 3 0 be an integer. Define I’, = ( 1,2 ,..., 2”) and V,* = I’, u {co }, 
where CC $ V,. We define two maps podd, peven : Z + Z by podd(k) = 2k - 1 
582b,42; l-4 
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and p,,,,(k) = 2k. We consider all maps of integers to act also on any 
object composed of integers, so that podd( I’,) up,,,,( I’,) = I’,, + i, for any 
~13 0. Similarly, we shall allow podd and peven to act on hypergraphs whose 
vertex and edge-sets are composed of integers. 
We consider only 3-hypergraphs, from now on, so that the term 
hypergraph will refer always to a 3-hypergraph. 
If G and H are hypergraphs such that E(G) n E(H) = @, we write G + H 
for the hypergraph whose vertex-set is V(G) u V(H) and whose edge-set is 
E(G) u E(H). 
In 2.1 following we define a family G;,,Jn) of hypergraphs with vertex-set 
V,. In Section 5 we will use this family to construct nonreconstructible 
hypergraphs. 
First, we require some notation. If x, y E I’,, we compute the sum x + y 
mod I’,, as the unique integer z E V, such that x + y = z (mod 2”). If G is a 
hypergraph with vertex-set V, ~ r , we define a new hypergraph, denoted 
Eight(G), with vertex-set V,, by replacing each edge of G by an eightfold 
copy, as follows. 
Let N = 2”- ‘. If {x, y, z) E E(G), then Eight(G) contains the edges 
{X,Y,Z), (x,JJ,z+W5 {x,v+~,z), {x+~,Y,z)? 
(x,y+m+~j, {x+N.w+~}, 
{x+N,y+N,z}, {x+N,y+N,z+N}, 
where the sums are computed mod V,. 
2.1. DEFINITION. Let 1 <j < k 6 n > 2, and let e E (0, 1 ). We define a 
family G;‘,(n) of hypergraphs with vertex-set Vm. 
(1) If n=2, then 
E(G:,,(2))={{1,2,3)> {2>3>4))> 
E(G;,,(2))= ((1, 2, 41, (4 3, 411. 
(2) If n = 3 and (j, k) = (1, 3) then 
E(G’f,(3))=({x,x+1,x+2},{x,x+3,x+5)jx~V~), 
E(G;,,(3))={{x,x+l,x+3], {x,x+5,x+7} IxEI’~}, 
where the addition is computed mod V3. 
(3) If n>3 and k<n, then 
G%(n) =PodG$An - 1)) +Peven(G;,k,k(n - 111, 
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i.e., make two copies of G;,(n - l), one odd and one even and take their 
union. 
(4) If n>3, k=n, andj=n- 1, then 
E(GII~,,,(~))={{Y,Y+N,~x+Y-~} l~~LxW-~}r 
E(Gf,-,,,(n))={{y,y+N,4x+~-l}ly~~,,x~~,~,}, 
where N = 2”- ’ and addition is computed mod V,. 
(5) If n>4, k=n, andj<n- 1, then 
G;,,(n) = Eight(Gjj;n- I(n - l)), 
i.e., make an eightfold copy of each edge of G;,,- ,(n - 1). B 
It is easily checked that this defines a unique hypergraph for each 
possible value of (a,j, k), so that 2(“,) hypergraphs with vertex-set V,, have 
been defined. In the remainder of this section we describe some of their 
properties. 
2.2. LEMMA. E(GJ^:,(n)) n E(Gf,(n)) = izi if (&,j, k) Z (4 i, ml. 
Proof: If n = 2, this is obviously true. If IZ = 3, there are six hypergraphs, 
G;,*(3), G”, ,(3), and G; ,(3). Each edge of G; *(3) contains either odd ver- 
tices only, ‘or even vertices only. Each edge of G;,3(3) or G;,3(3) contains 
even and odd vertices. If e = {x, y, z> E E(G; 3(3)), then no two elements of 
e differ by N = 4, whereas in each edge of G; i(3), some pair of elements dif- 
fers by 4. It follows that E(G;,J3))n E(Gf,(3))= Qr if (j, k)# (i, m). 
Otherwise, examining the cases E = 0 and E = 1 easily shows the result to be 
true for n = 3. 
If n 3 4, we proceed as follows. Each of G;,,(n) is constructed by one of 
2.1(3), (4), or (5). It is easy to verify that if k <n, then each edge of GJER(~) 
contains odd vertices only, or even vertices only. We then use induction 
and 2.1(3) to prove that no two of Gj,Jn) have any edges in common, when 
k < n. 
If k = n, then every edge of G;,,(n) contains both even and odd vertices. If 
j< n - 1, we can use induction and 2.1(5) to prove that no two of G;,,(n) 
have any edges in common, when k <n. Finally, we notice that in each 
edge of GE_, Jn), some two vertices differ by the amount N = 2”-i, 
whereas no edge of G;,,(n), j < n - 1, has this property. This completes the 
proof. 1 
2.3. LEMMA. IE(G;,,(n))I = 2”+2kPiP4 
Proof: If n = 2: then G;,*(2) has 2 edges, in agreement with the formula. 
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If y1= 3, it is easily checked that G;,2(3), G;,3(3), and G;,,(3) have 4, 16, and 
8 edges, respectively. If n 3 4, then each G&(n) is constructed by one of 
2.1(3), (4), or (5). The operation of (3) increases n by one, and doubles the 
number of edges. That of (5) increases k and n by one each, and increases 
the edges eightfold, in agreement with the formula. Finally, it is easy to see 
that GE nPl,,(n) has 2”. 2”-3 edges, which is the nmber according to the for- 
mula. This completes the proof, by induction. 1 
2.4. LEMMA. 
EE (0, 1). 
The edges of G;,(n) partition (p), where 1 6 j< k < n, and 
Proof BY Lemma 2.3, &,k lE(G;,,(n))l = 2 CiGi<kGn 2n+2k-iP4. This 
is easily summed to give 
2”(2”-1)(2”-l-1)/3= y . 
0 
By Lemma 2.2, the result follows. 1 
If G is any hypergraph and x E V(G), we write deg(x, 6) for the degree of 
x in G, i.e., the number of edges of G containing x. 
If x, y E V(G), then an xy-path in G is a sequence of edges B,, B2,..., B, 
such that XEB~, ZEBU, and BinBi+l#@, for i=l,2,...,k-1. A 
hypergraph is connected if for every pair of vertices x, y E V(G), there is an 
xy-path in G. A connected component of G is a maximal connected sub- 
graph. 
Figure 2.1 illustrates G?,,(3). It is a disconnected hypergraph with two 
isomorphic components. 
Aut(G) denotes the automorphism group of G. If G is a disconnected 
hypergraph all of whose components are isomorphic to H then Aut(G) 
equals the wreath product of a symmetric group with Am(H). 
2.5. LEMMA. Let n>2, EE{O, I}, j<n. G;,,(n) is connected. 
Proof. If n = 2 the result is obviously true. Let n > 3. If j < n - 1, then 
G&(n) = Eight(G;,,- l(n - 1)) if n>3. 
Clearly G;,,(n) is connected if G;,,- I(n - 1) is. So we need only show that 
G”,- l,,(n) is connected, for all n 2 3, and that G”,,,(3) is connected. 
FIGURE 2.1 
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It is obvious from 2.1 (2) that G;,3(3) is connected, so consider G;-,,,(n). 
Let B= {y,y+N, u} be an edge of GiP,,,(n), where N=2”-i. By 2.1(4), 
each y E V, is contained in such a B with all vertices u-y - 3 (mod 4). 
Therefore some edge contains y and y + 1; some contains y + 1 and y + 2, 
etc., so that Go n- r,,,(n) is connected. The same argument holds for E = 1. 1 
2.6. LEMMA. G,“,(n) consists of 2”-k connected components isomorphic to 
G;,,(k). 
Prooj’I This is a consequence of 2.1(3) and Lemma 2.5. 1 
Write V, = V:, u Vi, where 
Vn= (xc5 V, 1 x<2”P20rx>3.2”-2j, 
V;={xd',I 2"~2<x<3~2"-2}. 
2.1. LEMMA. Let x E V,,. Then 
dedx, G:,,(n)) = : T i’ 
z-j- XEV;,, 
zj- x E v,;. 
Proof This follows directly from 2.1( 1) and (3). 31 
2.8. LEMMA. Let 2 <k 6 n. Then Aut(G;,,(n)) is transitive on V,. 
Proof It is clear from 2.1(3) that the map x+x+ 1 (mod V3) is an 
automorphism of G;,,(3), for EE (0, l}. Similarly x-+x+ 1 (mod V,) is 
seen from 2.1(4) to be an automorphism of Gz- i Jn), for n > 3. Therefore 
Aut(G; 3(3)) is transitive on V3, and Aut(G;_ ,,,(A)) is transitive on V,. 
Consider G;,,(n). By Lemma 2.6 it consists of 21zPk components 
isomorphic to G;,,(k). So we need only consider the case G;,,(n). Ifj = n - 1, 
the result is true by the preceding paragraph. If j = 1 and 72 = 3, it is also 
true. So suppose that j < n - 1 and that n > 3. By 2.1(5), 
G;,,(n) = Eight(G.& ,(n - 1)). 
It is clear that the transposition (x, x + N), where N= 2”- ‘, is an 
automorphism of Eight(G;,,- r(n - 1)), by the delintion of Eight(. ). 
Therefore Aut(G,‘:,(n)) is transitive if Aut(G;,,_ i(n - 1)) is. Repeating this 
argument several times reduces us back to the case G; _ l,n(n). 1 
2.9. COROLLARY. Let n 3 3, x E V,, (j, k) # (1, 2). Then 
deg(x, G;,,(n)) = 3. 22k-j-4. 
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Prooj By the previous lemma, Aut(G$n)) is transitive on I’,,, so that 
all vertices have equal degree. Therefore 
2”.deg(x, G;,,(n)) = 3. IE(G&(n))l. 
The result follows, by Lemma 2.3. i 
2.10. LEMMA. G&(3) g G:,,(3). 
Proof. Define a map 4: VA + I’, by 
where addition is computed mod I/, Consider B = {x, x + 1, x + 2) E 
E(G:,,(3)). If x is odd, then ~(B)=(x+~,x-1,x+6)= 
{v,~+5,y+7!~E(G~,,(3)), where y=x-1. If x is even, then 
~(B)={~-2,~+5,x}=(y,y+l,y+3}~E(Gf,,(3)), wherey=x+5. 
Similarly, if B= {x, x + 3, x + 5} E E(Gy,,(3)), it is easily computed that 
d(B) gE(G:,,(3)). Since 4 is one-to-one and onto, it follows that 
G:,,(3) 2 G:,,(3). I 
2.11. DEFINITION. Let x E V,. Let 8, : V, + IJ’, denote the map x -+ 2” - 
x+ 1. 
2.12. THEOREM. Let n 3 3. rfj # 1, then Q,(G;,,(n)) = G,$ “(n). 
ProoJ First, consider Gz- i.,(n). Let N= 2”- i and B = ( y, y + N, 4x + 
~-3}@G:~r. (n)), where JJE I’,, and XEV,-~. If REV,-,, then let 
u=N-y+k@,p,. 8,(4x+y-3)=2”-4x-y+4=N-4~+3+~= 
4u+u- 1, where v=2n-3 -x+ 1 =0,-,(x). Thus B,(B)= {u, u+N, 
4u+u--l}~E(G~~~,,(n)), where UE V, and UEV+~. 
If YE V,- Vnpl, then y + NE V,- i and the analysis is similar. Since 0, 
is one-to-one and onto, it follows that Q,(Gz- i,.(n)) = Gf,_,,,(n). The 
opposite equality is proved by noting that 0,. 8, = 1. 
The rest of the proof follows by induction using 2.1(3) and (5). Note that 
~n(~odd(x)) ~~~~~~~~~~~ 1(x)) and that Q,(~~dx)) =P~~Q,~ - 1(x)). From 
2.1(3) it follows that B,(G;,,(n)) = Gj,~~(n), when k < n. 
When k = n, notice that 8,_ r(x) + N = 19,(x), where N = 2”- ‘. The result 
then holds, by the definition of Eight( .). 1 
2.13. THEOREM. Let n 3 2. Then B,(G”,,,(n)) = G;,,(n). 
ProoJ: This is obvious when n = 2. Let n = 3 and consider B = 
{x, x+ 1, x+2} EE(G’~),~(~))). d,(B) = {y, y+ 1, ~i+2}, wherey=6-x. 
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Similarly, if B = (x, x + 3, x + 5) then B,(B) = {y, y + 3, y + 5}, where 
y = -x. Hence f3,(G7,,(3)) = G’i),3(3). The calculation is similar for E = 1. 
When IZ > 3, we use 2.1(3) and (5). The proof is virtually the same as in 
Theorem 2.12, except that the initial case in the induction is different. 1 
2.14. THEOREM. Let 1 <j < k < n 3 2. Then G;,(n) E G,!,(n). 
ProoJ: If (j, k) = (1, 2), the result is easily seen to be true. If j # 1, then 
8, is an isomorphism, by Theorem 2.12. If j= 1, the proof follows from 
Lemma 2.10, and induction, using 2.1(3) and (5). 1 
So G:,(n) and G;,,(n) form an isomorphic pair of hypergraphs. When all 
values of j and k are considered, the family partitions (2). In Section 5 we 
construct a nonreconstructible family of hypergraphs using the G;,,(n). 
First, we need some information about the vertex-deleted subgraphs. 
3. THE MAPPINGS P,,i 
3.1. DEFINITION. Let n 3 1, and let i E V,. We define a family of map- 
pings P,,i: V, - (i} + V, - {i}. 
(1) P,,,P)=2 P,,,(l)=l; 
(2) if i- 2j, then 
P,J2u- 1)=2”-2u+ 1 
pn,i(2u) = 2pn- 1, jC") I 
j # u, n 3 2; 
(3) if i=2j-1, then 
P,J2u- 1)=2P,-,,,(u)- 1 
P,,J2u) = 2” - 2u + 2 1 
j# u, n 3 2. 
We require a number of properties of these mappings. Let N= 2”-‘. 
3.2. LEMMA. Let x E V,-, , where n 3 1. Then 
P,,,(x) - P,,i(X + w = N where i$ {x, x+Nj. 
ProoJ The proof is by induction on II. If n = 1 it is vacuously true. 
When n = 2 it can be checked by direct computation. If n > 2 it depends on 
the parity of i and x. 
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If i = 2j and x = 2u, then 
P,,,(x) - PJX + N) = 2P,- Ij(u) - 2P,- & + 2n-2) = N. 
Here UE V,-, andj$ {u, ~+2”-~}. 
If i= 2j and x = 2~ - 1, then P,,,(x) - P,Jx + N) = N by 3.1. The result 
follows similarly in the remaining two cases. 3 
3.3. COROLLARY. Let in V,. Then P,,;(i+ N) = i+ N. 
3.4. LEMMA. n32, ie V,-, and XE V,. Then P,,,(x) = P,,,+Jx), q 
x$ {i, i+ N}. 
ProoJ: If i f x (mod 2), the result is obviously true, by 3.1. When i-x 
(mod 2) it is easily proved by induction. 1 
35. LEMMA. Let n 3 2, iE V,.. 1, and xE V,, where x$ (i, i+ N}. Then 
Pn,i(X) = p,,i+ IV(X) = ; 
n ~ l,i(X) + N if XEV,-1 
n - IAX - NJ if XE v,,- If,-,. 
ProoJ: If n = 2 or 3, the result can be checked by inspection. If i f x 
(mod 2), it is easily seen to be true, by 3.1. If n > 3 and i = x (mod 2) the 
result is easily proved by induction. ]I 
3.6. LEMMA. Let i, XE V,,, ifx. Then 
P,.,(x) = i 
x (mod 4) if i-x (mod 2) 
x+2 (mod4) if i f x (mod 2). 
ProoJ: The proof is by induction on n. If n = 1 or 2, it is true by inspec- 
tion. If n > 3 we consider several cases. 
If i is odd and x is even, then by 3.1 P,,,(x) = 2” -x + 2 =x + 2 (mod 4). 
If i is even and x is odd, then P,,,(x) = 2” -x =x + 2 (mod 4). So the result 
is true if i f x (mod 2). 
If i and x are both even, say i = 2j and x = 2u, then P,.,(x) = 2P, ~ Ju). 
If j f u (mod 2), we have 2P,-Ij(u)- 2(u+ 2) -x (mod 4). If j= u 
(mod 2), then 2P,- lJ(u) = 2u = x (mod 4). 
Similarly if i and x are both odd the result holds. 1 
3.7. THEOREM. Let n > 2. If j # 1, then 
P,;(GJ,,(n) - i) = G,!;&(n) - i, where iE V,. 
Proof: First, consider Gz _ l,n(n). Let B = ( y, y + N, 4x + y - 3 } E 
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E(Gz- Jn)), where N= 212-1, YE V,, and XE I’,-,. Suppose that i$ B and 
consider P,,,(B). If y E I’,- i, then by Lemma 3.2, P,,i(B) = 
{z,~+N,P,,~(4x+y-3)}, where z=P,,~(~)E V,- Vnpl. 
If i = 4x + y - 3 (mod 2) then i f y (mod 2), so that z = P,,,(y) =y + 2 
(mod 4), by Lemma 3.6. Then P,,,(4x + y - 3) = 4x + y - 3 = z - 1 (mod 4), 
so we can write P,,,(4x +y - 3) = 4~ +z- 1, where u E V+,. It follows 
that P,,,(B) E-W:- &4). 
If i f 4x+y- 3 (mod 2), then i=y (mod 2), so that z= P,,,(y) = y 
(mod 4) by Lemma 3.6. Then P,i(4x + y - 3) = 4x + y - 1 = z - 1 (mod 4). 
As above we have P,,,(B) = (z, z + N, 4u + z - 1 }. 
If now yE V,- Vnpl, write z=P,,~(~+N)E V,- Vnel, by Lemma3.2. 
Then PJB) = { z, z + N, P,,i(4x + y - 3)). Proceeding as previously, we get 
P,,,(B) E Et% dn)). 
Since P,,; is one-to-one and onto, it follows that 
P,,,(GII- Jn) - i) = G,!- ,,,(n) - i. 
Since P,,i. P,,i = 1, the opposite equality holds, too. 
To complete the proof, we use 2.1(3), (5), and induction. Let 
2<j<k<n. If k<n, then 
P,,AG;,,(n) - i) = P,,.,Cp,dG~,,(n - 1)) +P~~JG;.~(~ - 1)) - il. 
If i is even, say i= 2m, then note that 
so that 
Pn,i(Podd(X))=Podd(Bn-l(X)) by 3.1, 
Pn,am(G;,,(n- 1)) =~odG,!,kYn- l))> 
Also, Pn,i(~,v,,(x)) =P,,,,(P,- ,,,Jx)), so that 
by Theorem 2.12. 
P,,, .P-(G&(~ - 1) -ml =peven t P,- dG&(n - 1) -ml 
=~~~JG,f,k’(n - 1) -ml. 
This gives P,JG$(n) - i) = G:,“(n) - i. 
A similar analysis holds if i is odd. So the result is true, by induction, if 
k < N. 
Finally, if k = n, then we can take j < n - 1, since the result has already 
been proved for G: ~ ,,,(n). 
P,,i(Gj,,(n) - i) = P,,i[Eight(GJ,,- i(n - 1)) - i]. 
Let B = (x, y, z> E E(G/‘:,, _ I(n - l)), where i $ B. Then eight edges of 
G&(n) derive from B. 
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BY Lemma 3.5, P,,i({x, Y + N z)) = {p,-&) + N, P,-&J), 
P n - I,i(Z) + N)> where N= 2”- ‘. This is clearly an edge of 
Eight[P,- l,i(G;,,_ l(n - 1) - i)], which is equal to Eight[G,!;:,(n - 1) - i]. 
This is almost equal to Eight(Gj,;: l(n - 1)) - i except that we are missing 
edges containing i + N. 
If {i, y, z} E E(G;,,_ i(n - l)), then four edges of G;,,(n) contaiing i + N 
derive from B. But since P,,,(i + N) = i + N, by Corollary 3.3, it follows as 
above that P,,i maps these edges to Eight(G,!;:,(n - I)) - i. Therefore 
P,JG$(n) - i) = G!,;&(n) - i. This completes the proof. 1 
3.8. THEOREM. Let 1~ k 6 n 3 2, e E 10, 1 ), i E F’, . Then 
P&G”,,,(n) - i) = G;,Jn) - i. 
ProoJ: If n = 2, it is easy to check by inspection. If n = 3 we must also 
check it by inspection. This is straightforward but tedious. We omit the 
details. 
If n > 3 the proof is in two parts. If k < n then 
G;,,(n) =PoddGEl,k(n - 1)) +LAG;,& - 1)). 
If i is even, say i= 2j, then Pn,i(~odd(x)) =~de~- 1(x)), and 
Pn,i(Peven(X)) ~~~~~~~~~~ ,Jx)), by 3.1. Then 
f’,dG”,,&) - 4 =~~d~~- l(G”,,,(n - 1111 
+P,,,,C~‘,- dG”l,,(n - 1) -A. 
By Theorem 2.13 and the induction hypothesis, this is G;,,(n) - i. 
If i is odd, say i=2j- 1, then Pn,i(~odd(x))=~odd(Pn-,Ij(~)) and 
P,&,,,,(x)) =Peven(On- 1(x)). A similar calculation to the case i = 2j then 
gives the result for k <n. 
When k=n, we proceed as in Theorem 3.7. G;,,(n) = Eight 
(G”,,,- i(n - 1)). The same argument works as before, except tht the induc- 
tion hypothesis does not change E to 1 -E. This is because the induction 
begins differently, with G”,,,(3). 1 
The importance of Theorems 3.7 and 3.8 is the following: Associated 
with each hypergraph G&(n) is a hypomorphic hypergraph, Hypo(G;,Jn)): 
6) Hwo(G”,,,(n)) = G”,,,(n) 
(ii) Hypo(G;,,(n)) = Gjc&(n), ifj# 1. 
The hypomorphism is the identity mapping, and for all hypergraphs 
G;,,(n), the same mappings P,,i act as isomorphisms of the vertex-deleted 
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subgraphs GJk(n) - i and Hypo(G,“,(n)) - i. By choosing a suitable com- 
bination of the G;.,(n) we can use this property to construct nonreconstruc- 
tible hypergraphs. 
4. THE FAMILY M;(n) 
We define another family of hypergraphs A4;(n), each with vertex-set V,T, 
as follows. 
4.1. DEFINITION. Let 1 d k d ~13 2. 
(1) E(W(2))= ((12 3, X>>> 
E(W(2)) = { :2> 4, a> >9 
(2) E(~~(n))={(4x-3,4~-2,~},{4x-1,4~,~)/x,~~~,,~,}, 
E(Mf,(n))={{4~-2,4y-1,~}),{4x-3,4y,~} Ix,y~i’,~-~}. 
(3) If k<n>3, then 
ME(n) =podd(ME(n - 1) + WJn- 111, 
&l(n) =Peven(@(n - 1) + M!gn - 111, 
where we take p odd(~)=Peven(~)= a. 
4.2. LEMMA. E(M;(n))n E(Mf(n))= 0 if (a, k)#(J,j). 
Proof It is easily checked by inspection that E(Mjj(n)) n 
E(Mi(n)) = @. It is also easy to see that E(Mi(n)) n E(Mk(n)) = 0 if k < n. 
E(Mk(n)) n E(MR(n)) = 0 if (E, k) # (6, n), since each edge of M;(n) con- 
tains only odd or only even vertices (not counting co), and each edge of 
M:(n) contains both odd and even vertices. 1 
4.3. LEMMA. jE(M”,(n))( = 2”fk-3, 1 6 k <n > 2, E E {O, I]. 
ProoJ By induction. l 
4.4. LEMMA. The edges of M;(n), 1 <k d n 3 2, E E (0, 1 }, partition ( 2). 
P”‘-‘Of Cz,k IWfB(n))l = (:I. i 
4.5. LEMMA. M;(n)rMi-"(n), for 16 k<n, EE 10, l}. 
ProoJ The mapping x + x + 1 (mod V,), CC -+ cc is easily seen from 4.1 
to be an isomorphism from M:(n) to ML(n). 1 
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4.6. LEMMA. Let XE V,, k<n, EE (0, l}. Then 
(1) deg(x, Mn(n)) = 2”- 2, 
(2) deg(x, M;(n))= 
2k-1 
if x f E (mod 2) 
o if x E E (mod 2). 
Proof Formula (1) is proved from 4.1(2) by counting edges. For for- 
mula (2), note first that Aut(M;(n)) is transitive on even and odd vertices. 
This is easily proved from Lemma 4.5 and 4.1(3). It then follows that 
2+‘.deg(x, M;(n)) = 2. IE(M;(n))I from Lemma 4.3. 1 
4.7. THEOREM. Let kc n. Then 
(l) en(w(n))= Mk-“(n), 
(2) ~,(K(n)) = Win). 
ProojI Part (1) is proved by induction and 4.1, noting that 
~n(Podd(X)) =Peven(~n- l(X)) and Qn(Pwen(X)) =Podd(~n - l(X)). 
Part (2) is proved directly using 2.11 and 4.1(2). 1 
We extend P,,j to I’,* - (i} by putting P,,,( co) = co. Similarly, put 
8,(03) = co. 
4.8. THEOREM. Let n32, EE (0, l}, in V,. Then 
P,,JM;(n) - i) = MA-“(n) - i. 
ProoJ Let B = (4x - 3, 4y - 2, cc 3 E ,5(&f:(n)), where x, y E I’, _ *. Sup- 
pose i$ B and consider P,,,(B). If i is even, then by Lemma 3.6, P,,,(B) = 
(4u - 1,4v - 2, co} E E(#(n)), where IA, v E V, 2. If i is odd, then 
P,,(B) = (4~ - 3, 4v, CD} E E(MA(n)). The other edges, of ME(n) - i (see 
4.1(2)) are treated in the same fashion. Hence P&M:(n) - i) = MA(n) - i. 
The opposite equality holds, since P,,i. P,,j = 1. 1 
4.9. THEOREM. Let k < n > 2, i E V,. Then 
P,,i(Mk(n) - i) = Mk(n) - i. 
ProoJ: The result is true when k = 1 and n = 2, so consider k < n > 2. If i 
is odd, then by 3.1, PJ2x) = 8,(2x) + 1 mod V,,. Now M:(n) - i = M:(n) 
since i is odd, so that P,JML(n) - i) is obtained from B,(Mi(n)) = ME(n) 
(by Theorem 4.7) by adding 1 to each vertex in VS. It is easy to see from 
4.1 that the mapping x + x + 1 (mod I’,) maps MO,(n) to ML(n). It follows 
that P,,JMk(n) - i) = ML(n) - i, if i is odd. 
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Write i = 2j- 1. Then PJpodd(x)) =podd(Pnp ,j(x)), so that 
P&M;(n) - i) =po&j. P,- ,,(M$l- 1) + M:(n - 1) -j). 
This in turn gives M:(n) - i, using induction if k < IZ - 1, and using 
Theorem 4.8 if k = II - 1. So the result is true when i is odd. The case of i 
even is similar. [ 
Theorems 4.8 and 4.9 show that the hypergraphs Mk(n) also form 
hypomorphic pairs: 
(i) Hypo(M;(n)) = M:-“(n); 
(ii) Hypo(M;(n)) = M;(n), if k <a. 
Note that for all k <II, M;(n) - co contains no edges, so that the deletion 
of the vertex a3 also gives isomorphic subgraphs. Like the graphs G;,,(n), 
the significance is that the same mappings P,,,, work for all hypergraphs in 
the family. 
We are now ready to construct nonreconstructible hypergraphs. 
5. A NONRECONSTRUCTIBLE FAMILY 
We begin by extending the vertex-set of G;,,(n) to V,* by adding cc as an 
isolated vertex. The graphs still form hypomorphic pairs, since 
6,(G$(n)) = G,!k&(n) ifj# 1, by Theorem 2.12, and O,(G;,k(n)) = G;,,(n), by 
Theorem 2.13, so that 8, acts as the isomorphism when co is deleted. 
LetI,={( l<j<k6n},andorderI,bytherule(j,,k,)<(j,,k,) 
if k, <k,, or if k, = k, and j, <j,. 
Consider the family of hypergraphs given by 
E = Ixjl,kl + Xj2,k2 + . . . + Xjm,k, + xil 
+ Xj2+ ... +Xjp 1 each (jj, ki)EZn, 
(j,,k,)<(jz,kd< ... <(j,,kJ, 
md n. 
0 2 
) 11<12< .. ci,<n, 
andp d n; for each (ji, kj), Xji,k, = G;;,,(n); 
and for each i,, X,= M$(n), where ei, E[E (0, I}}. 
9, consists of all possible combinations of hypergraphs that can be formed 
from G&(n) and M;(n). Clearly YR contains (3 (;)- 1).(3”- 1) distinct 
hypergraphs with vertex-set V,*. For each XE x, define Hype(X) by 
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applying Hypo( ) separately to each term composing X, according to the 
definition of Hypo(G;,,(n)) and Hypo(M;(n)). Then 
P&X- i) = Hype(X) - i 
for each iE V,, by Theorems 3.7, 3.8, 4.8, and 4.9. If i = co, then 
(3,(X- co) = Hype(X) - “o, by Theorems 2.12 and 2.13. 
For most of the hypergraphs XE $, XE Hype(X). However, yn also 
contains non-isomorphic pairs (X, Hype(X)). 
It is clear that Kelly’s Lemma [2] from graph reconstruction theory 
extends to hypergraphs in a natural way. Similarly the Algebra of sub- 
graphs of [S] can be extended to hypergraphs. 
From Kelly’s lemma it follows that for any hypomorphic pair (X, Y) of 
hypergraphs, if IV(X)1 > 3, then I,!?(X)1 = IE( Y)l. If 4: V(X) + V(Y) is a 
hypomorphism from X to Y, it then follows that deg(u, X) = deg(b(u), Y), 
for all UE V(X). 
For the graphs XE yn, the hypomorphism to Y= Hype(X) is the iden- 
tity, so that deg(i, X) = deg(i, Y), where i E V,f . 
5.1. THEOREM. Let X, = G:,,(2) + M:(2) E Y2. Let Y, = Hypo(X,) = 
G:,,(2) + M:(2). Then X, & Y,. 
ProojI By Lemmas 2.3 and 3.3, IE(X,)l = 4. The result is easily proved 
by inspection. 1 
Similarly G: ,(2) + M:(2) and G:,,(2) + M:(2) forms another (equivalent) 
nonreconstructible pair. 
The pair (X,, Y,) is a special case that does not follow from the general 
theorem following. To prove the general result we first need some related 
results. 
5.2. DEFINITION. Let n 3 3. G, denotes the hypergraph Cf = z G:,,(n). 
5.3. LEMMA. Aut(G,) = (0,). 
ProoJ By Lemma 2.3, IE(G,)I = 4 + 16 = 20. The degrees of the vertices 
are 
+4x) = 
7 if XE { 1, 2, 7, S} = V; 
8 if x~(3,4,5,6}=V;’ 
So any automorphism $ of G, must fix V; and Vi. Consider first the sub- 
group of Aut(G,) stabilising vertex 1. The edges containing 1 are: 1 2 3, 
1 2 8, 1 3 6, 1 4 6, 1 3 5, 1 4 7, and 1 7 8. The pairs occurring with 1 define 
the edges of a graph, which is shown in Fig. 5.1. 
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FIGURE 5.1 
The vertices of V; are marked by filled dots. Since any automorphism 
must fix V; and Vi, it is obvious that only the identity fixes vertex 1. 
By Theorem 2.13, 8 E Aut(G,). If some automorphism $ maps 1 to X, 
then if x = 7 or 8, we can apply OX, which maps 7 and 8 to 2 and 1, respec- 
tively. So without loss of generality we can take $( 1) = 2. The edges con- 
taining vertex 2 also define a graph, shown in Fig. 5.2, where Vi is again 
marked by filled dots. It is obvious from Figs. 5.1 and 5.2, that no such $ 
exists, since it must fix V;. The result follows. 1 
5.4. THEOREM. Aut( G,) = (Q,, ). 
ProoJ: The result is true when n = 3, by Lemma 5.3. So assume it holds 
for all values of n <k, and consider n = k + 1. Note that G, -JJ~~~(G+ i) + 
~ev,,(G, ~ I) + G?,,W 
By Corollary 2.9, the degrees of the vertices are 
de&) = 
22n--3 -1 if XE V:, 
22n - 3 if XE Vi, 
so any automorphism I/ must fix V:, and V,:. 
Suppose first that $(l) = 1, and consider the set of edges containing 1. 
This includes no edges of p,,,,(G,, ~ ,), 3.2”‘-’ edges of G:,,,(n) (by 
Corollary 2.9) and the remaining edges are from podd(G,z ~ ]). It is very easy 
to prove by induction that in P~,,~(G,~- ,), vertex 1 occurs with every odd 
vertex of V, . For in G:.,(3), 1 occurs with all vertices but 5. However 
(1, 3, 5 > E ~%?,,(3)), so that 1 ocurs with all vertices in G,. We then use 
induction and the definition of G,. 
Consequently 1 occurs more often with odd vertices than with even ver- 
tices, so that $ must fix podd( V,zp 1) and p,“,,( V+ , ). 
FIGURE 5.2 
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From Definition 2.1(5), each edge of G:,,(n) contains both odd and even 
vertices. Hence G is an automorphism of G:,,(n). It follows that $ is an 
automorphism of both podd(G,, ,) and p,,,,(G, i). 
Define $O and It/E by $,,:x~V,,_,+($(2x-1)+1)/2 and 
$E: XE v,-, -$(2x)/2. Then $o,$E~Aut(G,-l). Since $(l)=l, it 
follows that $0( 1) = 1, so that $O is the identity. So $ fixes all the odd ver- 
tices. Also, rjE is either 8,, _ i or the identity. If tiE is the identity, then so is 
$. If $E= Q,,+ i, then $(2x) = 2” -2x+ 2, for all XE I’,,-, But then rj 
maps the edge { 1,2, 3) of G:,,(n) to { 1,2”, 31. By 2.1(5): this is an edge of 
G:,,!(n) if and only if { 1, 8, 3 j IS an edge of Gy 3(3). By Fig. 5.1 it is not an 
’ edge. So the only $ fixing 1 is the identity. 
Now suppose that +( 1) = U, where u f 1. By Theorem 2.13, 0, E Aut(G,). 
If u > 3. 2nP2, then we can apply 6, to get O,($( 1)) ,< 2”P2. So without loss 
of generality we can take u d 2” ~ 2. 
We know that 1 occurs more often with odd vertices than with even. If u 
is odd, then the same will be true for U. It then follows that $ fixes 
pod,,( I’,- i) and p,,,,( I’,- ,), as before. But then $O(l) = (U + 1)/2 # 1. Since 
Aut(G,-,)=(8,P,), it follows that $0(1)=2”-‘, so that ~=2~-1, a 
contradiction. 
So u must be even. In this case u occurs more often with even vertices 
than odd, so that vQ,dVn- l)) =P,,,,(~,- 1) and I~/(P,,,,(I/,- 1)) = 
podd( V+ ,). It follows that $ E Aut(Gy,,(n)), and that $ maps podd(Gn- 1) to 
p,,,,( G, ~ I ), and conversely. Define tjjO : x E I’, _ I -+ $(2x - 1)/2 and 
$,:xE v,-, -+ ($(2x) + 1)/2. Then tjO, rjE~ Aut(G,- ,), so that $O and $E 
are either O,, ~, or the identity. 
iO( 1) = u/2. If tiO = 8, ~ i, then u = 2”, a contradiction. So $,, is the iden- 
tity, and u = 2. It follows that $(2x - 1) = 2x, for all x E V,_ i. If $E is the 
identity, then $(2x)=2x - 1. Then tj maps the edge { 1,2, 3) to (1,2,4), 
which is not an edge, a contradiction. If $E = 8, _, , then 
$(2x)=2”-2x+1, and $ maps the edge {1,2, S} to {2,2”-1,2”-7). 
This is an edge of Gy,n(n) if and only if { 1, 2, 7) is an edge of G:,,(3). Since 
it is not an edge, we conclude that II/( 1) = 2 is impossible. It follows that 
AWG,) = (en>. E 
5.5. THEOREM. Let X, = G, + ME(n), and Y, = Hypo(X,) = G, + MA(n), 
where n >, 3. Then X,$ Y,. 
Proof. By Lemma 4.3, deg(co) = 22nP3, so that we cannot use the 
degree to distinguish m from the other vertices. 
Consider the edges containing co. The pairs of vertices other than 00 in 
these edges define a graph. By 4.1(2), this graph consists of two copies of a 
complete bipartite graph K,,, , where m = 2” ~ *. 
If XE I’, is any other vertex, consider the edges of G:,,(n) containing x. 
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By 2.1(.5) these edges derive ultimately from GT 3(3) by successive 
applications of the Eight( .) function. From Fig. 5.11, the graph 
corresponding to these edges containing x is based on a 6-cycle. It is fairly 
easy to see that this distinguishes cc from the other vertices, so that any 
putative isomorphism +: X, --+ Y,, must fix co. It then follows that 
$(&C:(n)) =MA(n) and that $ E Aut(G,). By the previous theorem, only 
$ = 8, is possible. But by Theorem 4.7, e,~Aut(M~(~1)). It follows that 
xn g yn. I 
So (X,, Y,) forms an infinite family of nonreconstructible hypergraphs 
with 2” + 1 vertices, for n 3 2. The number of edges of X, is approximately 
b(‘“: ‘). Notice that X, and Y, have the same automorphism group (e,), 
of order two. 
Many other combinations of hypergraphs in 9n are also nonreconstruc- 
tible. For example, we have used none of the G;,:,(n) when j 3 2, and none 
of the M;(n) when k < IZ, but these could be included. The problem is that 
it tends to be fairly difficult to prove two hypomorphic graphs non- 
isomorphic. 
The techniques used here are an extension of those of [6, 71. The author 
is confident that similar techniques will work for k-hypergraphs for all 
k 3 3. Probably many of the hypergraphs X,(g) as described in 
Theorem 1.3 are nonreconstructible. These could be used in turn for 
building up to larger values of k. 
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