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Abstract 
It is well known that successive overrelaxation (SOR) can be used to compute the sta- 
tionary distribution of a homogeneous Markov chain. In a long paper Kontovasalis 
et al. (K. Kontovasalis, R.J. Plemmons, W.J. Stewart, Linear Algebra Appl. 154-156 
(1991) 145-223) showed together with other results that for p-periodic Markov chains 
convergence of SOR in an extended sense can happen for m ¢ (0, 2). The purpose of this 
note is to show how this astonishing result can be derived comparatively easy for two- 
periodic Markov chains from the well-known convergence properties of power itera- 
tion. © 1999 Elsevier Science Inc. All rights reserved. 
1. Introduction 
Given a l inear system of equations Ax = b with diag(A) = I, successive over- 
re laxat ion (SOR) results from the splitting (see, e.g. [9]) 
( 1 1 )  ( 1 )  A=M-N,  m:= ~ -L  , N := ~) -1  I+U,  O¢~oEN,  (1) 
where L and U are the lower, respectively upper tr iangular parts of  A. 
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From Eq. (1) the SOR-operator 
5f,,~ := (I - ogL)-l((1 - o9)I + ogU) (2) 
results. It is well-known that SOR converges for arbitrary starting vectors iff 
for the eigenvalues 2i(i = 1,. . . ,  n) of L, eo~ holds 
p(5¢,~) := max [2il < 1. (3) 
l<~i<~n 
I(ahan [5] observed that det (L, eo~) = (1 -o9)" and concluded- since 
n 
N2i  = I(1 - co)l", (4) 
l~  
from Eq. (3) that 
/>11 -o91 
Thus if SOR converges we must necessarily have 
0 < o9 < 2. (5) 
Kontovasilis et al. [6] showed that when SOR is applied to the computation of 
the stationary distribution of a p-periodic Markov chain then convergence of 
SOR in an extended sense happens for oJ ¢ (0, 2). The derivation of this inter- 
esting result for arbitrary p is tedious and difficult. Therefore we want to show 
- in the case of a two-periodic Markov chain - how this result can be derived 
and interpreted from the convergence properties of power iteration. 
Stewart gives in his book [7] an introduction to the numerical solution of 
Markov chains. Discrete time Markov chains can be represented by a stochastic 
Matrix P >/0, i.e., it holds 
Pe = e (6) 
with e = (1 . . . . .  1)V, which means that 1 is an eigenvalue of P with right eigen- 
vector e. P has also a left eigenvector 7T which is known as the stationary dis- 
tribution of the given Markov chain. 
When we introduce 
Q := I - P (7) 
then computing r~ means to solve the homogeneous system of linear equations 
xTQ = 0 resp. QTx = 0. (8) 
Solving Eq. (8) with the successive over relaxation method (SOR) means intro- 
ducing the splitting Eq. (1) which leads to the iteration 
Mx (m-l) = Nx (m), (m = 0, 1,...) resp. X (m+l) = ~.~oX (m) (9) 
with the SOR operator L,e~ of Eq. (2). Since with P also px has an eigenvalue 1, 
Q and QT have an eigenvalue 0 and - as can be seen from Eq. (8) - L~,,~ has an 
eigenvalue 1. Iteration (9) is the well-known power iteration. 
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2. Convergence 
Power iteration applied to A C l~ n×" means to compute 
z (k+l) = 1Az(k l  (k = 0, 1,...) (10) 
ffk 
for some starting vector z(°); ~k is a normalizing factor, typically ~k = [[Az(k) i[~. 
The convergence behaviour of the power iteration is well known. If for the 
eigenvalues =,(i = 1,. . . ,  n) of A holds 
I<1 > 1=21 > ' "  >/I=.l, (11) 
then ~k converges to t=ll with a linear rate of convergence, i.e., 
t l= , l -~k l=o =2 , k-- ,ao. (12) 
The quotient q := 1=2]/]=t] is called the convergence factor.  Further the se- 
quence {z (2k)} converges to the eigenvector belonging to =, (with the same rate 
of convergence). Now let us make the following assumption. 
Main Assumption. Let the given Markov chain be two-periodic (see [7], Ch. 7). 
Then w.l.o.g, we can assume P is weakly two-cyclic and consistently ordered 
(see [11], Ch. 4). 
[o t,1] (13) 
P= P2 0 ' 
where the diagonal zero blocks are square. 
Further let us assume that P has only real eigenvalues. 
The use of periodicity properties for the efficient solution of certain Markov 
chains is discussed in [1]. 
From QT = I - pT, QT = I -- L - U and Eq. (13) we get for L and Uappear- 
ing in the SOR-operator £a  according to Eq. (2) 
L= p~. , U= . (14) 
Now we can use the famous relation of Young [11] 
(J. + 09 -- 1) 2 = )~02# 2 (15) 
between the eigenvalues #of pT (also of P) and 2 of £o .  More precisely: To 
each (nonzero) pair +~ of eigenvalues of pT there corresponds a pair of eigen- 
values 2±(iz 2, ~o) of L, Po,; this pair are zeros of the quadratic equation (15): 
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2±(#2,09) := (092#2 _ 2(09 - 1) + 1co#IV/092# 2 - 4(09 - 1))/2. (16) 
Since P is stochastic and weakly two-cyclic, there are two eigenvalues + 1 and 
-1 of  pT. The corresponding eigenvalues 2±(1,09) are 
2 - (1 ,~)  =:21 ---- 1, 2+(1,6o)(=:22) = (1 -09)2. (17) 
To have a sim~le notation let 23,.. •, 2n be the eigenvalues of Lf,o different from 
1 and( I -09)  . 
Then using the argument of Kahan (see Eq. (4)) we can conclude 
n 
I - [L  = 1(1 - 09)~-21, ~ := max I,~il/> 11 - ~l, (18) 
i=3  3<~i<~n 
where equality holds iff [231 . . . . . .  IA,[ = l1 - 091. 
Since by the main assumption the eigenvalues #~ of pT are real, then for #~ 
different from + 1 it follows 
0-..< #~..< p 2 < 1, (19) 
where/~ := max{[#i[: # ¢ +1}. 
Now let us assume 0 < 09 < 2. Besides the two eigenvalues 21 = 1 and 
22 = (1 - ~)2 we have to look for )~ in Eq. (18), i.e., we have to look how 2 var- 
ies for 0 < 09 < 2 and 0 ~< #2 ~</~2 according to Eq. (19). But this is the problem 
which has been already solved by Young in [1 1], namely minimizing the spec- 
tral radius of  L~,j~ when 09 and #2 vary within the same bounds. 
The first observation is that for 0 < 09 < 2 we have/I  < 1. Since by Eq. (18) 
we have 2 ~> [1 - o9[ we conclude: For 0 < 09 < 2 21 = 1 is the dominant eigen- 
value of ~ with eigenvector rcand 2 is the absolute value of the subdominant 
eigenvalue of g~a,o, i.e., the convergence factor q of  the power iteration (9) is 
,~/1 = ,~. The well-known results of Young [1 1] (see also [3]) apply here. 
Proposition 1. Let the given Markov chain be two-periodic and let the eigenvalues 
o f  P be real such that Eq. (19) holds. Then we have 
(i) For 0 < 09 < 2 the sequence x I") o f  the SOR iteration (9) converges to the 
stationary distribution 7z. 
(ii) The convergence factor q(#2,09) = ~(#2, co) becomes minimal jor  # = [~ 
and 
2 
09 = 09 . -  , (20) 
it holds 
1 - V/1 _~2 
q(Z2 09- )  _- 09-  _ 1 - (21)  
1 + x/1 
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(iii) Forto- 4 to< 2 the convergencefactor 
q( to )=to -  1. (22) 
Remarks  
1. 
. 
Since ]lx(m) ll~ ~ 1 (m ~ oo) there is no normalization required during pow- 
er iteration. 
The optimal value 05- comes out, when in Eq. (16) the radicand is set to zero 
for/~2 = ~2, i.e., 
to2f  _ 4(09 - 1) = 0, (23) 
to- is the unique zero in (0,2). 
3. Extended convergence  
Now we want to examine the case co ~ (0, 2). Let us first consider the two 
boundary points of  the interval. For co = 0 the SOR splitting Eq. (1) is not de- 
fined; if nevertheless we set co = 0 in Eq. (2) we get 5% = I, i.e., x Ira) = x ~°/for 
all m. For to = 2 we have ],%] = 1 for all eigenvalues 22 of  ~o~, i.e., power iter- 
ation (9) does not converge. 
Part (iii) of  Proposit ion 1 is derived from the fact that for to- ~< co ~< 2 the 
eigenvalues 2i (i = 3 , . . . ,  n) are on the circle with radius to - 1. But this argu- 
ment holds also for 2 ~< to ~< to+ where to+ is the second root of  Eq. (23): 
2 
to+ . -  . (24)  
1 - X//1 _ f i2  
Since 2t = 1 we have for 2 < to ~< to+ the following situation: 22 = (co - 1) 2 is
the single dominant eigenvalue of  £e,j, whereas 2 = to - 1 (see Eq. (18)). For 
2 < co~<to + the power iteration is convergent with convergence factor 
q(to) = (to - 1)/(to - 1) 2 = (oJ - 1)-1; thus for 2 < to ~< to + q(to) becomes min- 
imal for to = to+ with 
q(to+) (to+ - 1)-'  1 - V/i - - 92 = - - to- - 1. (25) 
1 + ~/T -~ 2 
Comparing Eq. (25) with Eq. (21) we see that for to = to+ the same conver- 
gence factor results as for 09 = to-. But the situation now is different from Sec- 
tion 2 in the following two points. 
(a) Now normalization is required with power iteration. 
(b) Convergence is not to the stationary distribution n but to the eigenvec- 
tor, say v, belonging to the eigenvalue (09 - 1) z of  ~2%. 
But n can be easily reconstructed from v as we will see. It holds 
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~,oV = (09- 1)2V or 
((1 - CO)l + o~U)v = (CO - 1)z(I - COL)v; (26) 
with Eq. (14) and v = (vl, v2) T relation (26) can be written as 
( l - co ) /  COP2 T ] v, v, 
0 (1-CO)I J  Iv2] =(co -1)2[ - /P lx  : ]  [Vz]' (27) 
Rearranging the first part of Eq. (27), multiplying the second part by (co - 1)- 
and rearranging yields 
Eq. (28) reads 
~e~ = ~ with ~ := ((CO - 1)vl, v2)T; (29) 
~ is obtained from ~ by normalization. 
Remark. Eq. (29) is the special case p = 2 of a result derived for arbitrary p by 
Courtois and Semal [2]. 
For  co > co+ and for CO < 0 (co - 1) 2 remains the dominant eigenvalue of 
5¢o~; i.e., SOR iteration (10) converges also to v but with a convergence factor 
which is larger than co- - 1; this can be seen from some manipulating with 
Eq. (16). 
Proposition 2. With the same assumptions as in Proposition (1) it holds." 
(i) For co ([ [0, 2] the sequence x (m) of the SOR iteration (9) - after normaliza- 
tion according to Eq. (10) - converges to the eigenvector v belonging to the eigen- 
value (co- 1) 2 of Yo~. 
(ii) For co ~ [0, 2] the convergence factor becomes minimal for 
2 
co=CO-  -- 
1 - ~ '  
we get 
q(~o+) 1 - V/1 - ~2 
- -  ~ - - c o - - -  l .  
1 + V/1 _#2 
(iii) I f  v= (vl~v2) T is divided as P in Eq. (13), and if we set  
:= ( (co-  1)Vl, v2) then the stationary distribution of the given Markov chain 
is := ,Vll lh. 
Thus extended convergence means that for co ~ [0, 2] the SOR iteration 
(9) - combined with normalization - converges to the eigenvector v of ~o~ 
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0 1 o)- 2 co + 
Fig.  1. - .  • dominant  e igenva lue  o f  c~,o; __  abso lu te  va lue  o f  the subdominant  e igenva lue  o f  L#,,,. 
belonging to the eigenvalue (co-  1) 2. A minimal convergence factor - of the 
same size as for co- E (0, 2) - is obtained for co+ > 2; a reason for taking co* 
instead of ~ is given in [6]: A small perturbation of oJ around co + affects 
the convergence factor much less then a perturbation of co around co-. The sta- 
tionary distribution of the given two-periodic Markov chain can be easily re- 
constructed from v according to Proposition 2 (iii). 
Fig. 1 shows (for 9 = 0.95) the dominant eigenvalue of Lfo~ and the absolute 
value of the subdominant eigenvalue of 5C,~ as a function of co. The conver- 
gence factor q(co) is the quotient of the absolute value of the subdominant ei- 
genvalue divided by the dominant eigenvalue; it can be seen from Fig. 1 that 
for co ¢ 0 and co ¢ 2 we have q(co)<1 and q(co) becomes minimal for 
co = co- and ~ = co+. 
4. Final remarks 
The results presented here in the case p = X are based on relation (15) of 
Young [11]. The corresponding relation for arbitrary p
+ co - 1) = (30)  
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has been derived by Varga [8]. Kontovasal is  et al. [6] used Eq. (30) to study 
SOR in the case of  p-per iodic Markov  chains. The main difficulty is that 
now there are p - 1 - and not only one as in the case p = 2 - eigenvalues of  
L~, which correspond to the p-fold eigenvalue 1 of PP; tools developed in [10] 
have to be intensively used. 
2 ~ 0 -- examined in [4] - The case that instead of  Eq. (19) it holds _/~2 ~</ j 
can be treated similarly; here P has - besides the eigenvalue 1 - only purely 
imaginary eigenvalues. Examples show (see, e.g. [7], p, 377) that P may have 
arbi trary complex eigenvalues within the unit disk. For  two-periodic Markov  
chains and complex eigenvalues of  P SOR also converges in the usual sense 
for 0 < co < 2, and in the extended sense of  Section 3 for co ¢ [0, 2], but the re- 
sults concerning the convergence factor do not hold. 
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