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Abstract
In this paper, we consider the problem of estimating the density function of a Chi-squared
variable with n2 > 0 degrees of freedom, W , on the basis of observations of another Chi-
squared variable with n1 > 0 degrees of freedom, V , and a normal variable, X, under the
Kullback-Leibler loss. We assume that these variables have a common unknown scale pa-
rameter and that the mean of X is also unknown. We compare the Bayesian predictive
densities with respect to the invariant prior and a hierarchical shrinkage prior. The hier-
archical Bayesian predictive density depends on X while the invariant Bayesian predictive
density does not. A sufficient condition for the hierarchical Bayesian predictive density to
dominate the invariant Bayesian predictive density is obtained for the case of n2 = 2. Fur-
thermore, we show that many of the calculations can be generalized for the case where n2 is
an even integer possibly greater than 2.
Key words and phrases: Bayesian predictive density estimation, Chi-squared distribution,
dominance, Kullback-Leibler divergence, shrinkage prior, unknown mean and variance.
1 Introduction
Suppose that X and V are independently distributed according to the normal and Chi-squared
distributions Np(µ, (r0/η)Ip) and (r
′
0/η)χ
2(n1) with densities
p(x|µ, η) = (η/r0)
p/2
(2pi)p/2
exp
(
− η/r0
2
||x− µ||2
)
, x ∈ Rp, and
p(v|η) = (1/2)
n1/2
Γ(n1/2)
vn1/2−1(η/r′0)
n1/2 exp
(
− η/r
′
0
2
v
)
, v ∈ (0,∞),
respectively, for known p ∈ N = {1, 2, . . . } and r0, r′0, n1 > 0 and unknown µ ∈ Rp and η ∈
(0,∞). Suppose that for known s′0, n2 > 0, W is an unobservable Chi-squared variable with
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distribution (s′0/η)χ
2(n2) which is independent of (X , V ). We consider the problem of estimating
the density of W , namely
p(w|η) = (1/2)
n2/2
Γ(n2/2)
wn2/2−1(η/s′0)
n2/2 exp
(
− η/s
′
0
2
w
)
, w ∈ (0,∞),
on the basis of the observation of (X, V ) under the Kullback-Leibler loss. The risk function of
a predictive density pˆ(·;X , V ) is
R((µ, η), pˆ) = E
(X ,V,W )
(µ,η)
[
log
p(W |η)
pˆ(W ;X , V )
]
.
Since r′0/η and n1 can be any positive real numbers, V may be viewed as a gamma variable.
In particular, if n1 = 2, then V is an exponential random variable. Throughout the paper, we
assume that r0 = r
′
0 = s
′
0 = 1 for simplicity.
For a prior pi(µ, η) for the unknown parameters (µ, η), the associated Bayesian predictive
density pˆ(pi)(·;X , V ) is given by
pˆ(pi)(w;x, v) = E(µ,η)|(X ,V )pi [p(w|η)|(X , V ) = (x, v)]
=
(1/2)n2/2
Γ(n2/2)
wn2/2−1Eη|(X,V )pi
[
ηn2/2 exp
(
− η
2
v
)∣∣∣(X, V ) = (x, v)].
The invariant prior is pi0(µ, η) = η
−1, which is uniformly optimal among the priors pia(µ, η) =
η−a−1, a < n1/2, and corresponds to the unbiased estimator V/n1 of the variance 1/η in the
sense that 1/Epi0 [η|X , V ] = V/n1. In this paper, as in Maruyama and Strawderman (2020b),
we consider the hierarchical shrinkage prior
piα,β,a(µ, η) =
∫ ∞
0
piα,β,a(µ, λ, η)dλ,
where
piα,β,a(µ, λ, η) = Np(µ|0p, (λ/η)Ip){λα−1/(1 + λ)α+β}η−a−1
=
ηp/2−a−1λα−p/2−1
(2pi)p/2(1 + λ)α+β
exp
(
− η
2
||µ||2
λ
)
for α > 0 and β > −p/2. We compare the two predictive densities pˆ(pi0)(·;X , V ) and pˆ(piα,β,a)(·;X , V ).
In particular, in Section 3, we obtain an explicit condition under which pˆ(piα,β,a)(·;X , V ) dom-
inates pˆ(pi0)(·;X , V ) when n2 = 2. Furthermore, Section 4 contains some calculations and
discussions for the case where n2 is an even integer possibly greater than 2.
An important feature of the problem is that the distribution of X depends on the unknown
location parameter µ while the distribution of W does not depend on µ. As will be shown
later, pˆ(pi0)(·;X , V ) is a function only of V but pˆ(piα,β,a)(·;X , V ) does depend on X. Thus,
dominance of pˆ(piα,β,a)(·;X , V ) over pˆ(pi0)(·;X , V ) is analogous to the result of Stein (1964)
that when estimating the variance 1/η under the standardized squared error loss, the unbiased
estimator V/n1 can be improved upon by using additional information from X.
Although Stein (1964) considered a truncated estimator, it was shown by Brewster and Zidek
(1974) that the unbiased estimator is dominated by a smooth generalized Bayes estimator also.
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Kubokawa (1994) showed that these improved estimators can be derived through the unified
method of Integral Expression of Risk Difference (IERD). Maruyama (1998) gave a class of
priors including that of Brewster and Zidek (1974) to improve on the unbiased estimator when
the mean of the normal distribution is equal to zero. Related hierarchical priors have been shown
to be useful in estimating location parameters in the presence of an unknown scale parameter
(Maruyama and Strawderman (2005, 2020a, 2020b)).
Bayesian predictive densities have been widely studied in the literature since Aitchison (1975)
showed their superiority to plug-in predictive densities. Komaki (2001) proved for a normal
model with unknown mean that the Bayesian predictive density against the uniform prior is
dominated by that against a shrinkage prior as in estimation problems. Parallels between estima-
tion and prediction were investigated by George, Liang and Xu (2006, 2012) and Brown, George
and Xu (2008) in terms of minimaxity and admissibility. Prediction for a 2× 2 Wishart model
was considered by Komaki (2009). Prediction for a gamma model when the scale parameter
is restricted to an interval was considered by L’Moudden, Marchand, Kortbi and Strawderman
(2017).
2 Bayesian Predictive Densities
In this section, the Bayesian predictive densities with respect to the priors pi0 and piα,β,a given
in Section 1 are derived. Also, the choice of the hyperparameters α and β in piα,β,a is discussed.
We first consider pˆ(pi0)(·;X , V ).
Lemma 2.1 The Bayesian predictive density pˆ(pi0)(·;X , V ) is given by
pˆ(pi0)(w;X , V ) =
1
B(n1/2, n2/2)
V n1/2wn2/2−1
(V + w)(n1+n2)/2
.
We note that this predictive density does not depend on X. Moreover, it is identical to the
predictive density with respect to the observation V ∼ (1/η)χ2(n1) and the prior η ∼ η−1. Its
superiority to the corresponding plug-in predictive density is discussed in Aitchison (1975).
On the other hand, pˆ(piα,β,a)(·;X , V ) actually depends on the normal variable X.
Lemma 2.2 The Bayesian predictive density pˆ(piα,β,a)(·;X , V ) is given by
pˆ(piα,β,a)(w;X , V ) =
wn2/2−1
B(n1/2 + p/2− a, n2/2)
∫ ∞
0
λα−1(1 + λ)(n1+n2)/2−a−α−β
{||X ||2 + (V +w)(1 + λ)}(n1+n2)/2+p/2−a dλ∫ ∞
0
λα−1(1 + λ)n1/2−a−α−β
{||X ||2 + V (1 + λ)}n1/2+p/2−a dλ
.
Because of the integrals in the above expression, examining the risk function of pˆ(piα,β,a)(·;X , V )
is difficult in general. If we choose β = n1/2 − a− α, then the integral in the denominator can
be simplified to
∫ ∞
0
λα−1
{||X ||2 + V (1 + λ)}n1/2+p/2−a dλ =
B(α, n1/2 + p/2− a− α)
V α(||X ||2 + V )n1/2+p/2−a−α (2.1)
3
since ∫ ∞
0
λa0−1
(c0 + d0λ)a0+b0
dλ =
B(a0, b0)
d0
a0c0b0
(2.2)
for all a0, b0, c0, d0 > 0. This choice corresponds to that in Section 2.1 of Maruyama and
Strawderman (2005). On the other hand, in this case, the integral in the numerator becomes
∫ ∞
0
λα−1(1 + λ)n2/2
{||X ||2 + (V + w)(1 + λ)}(n1+n2)/2+p/2−a dλ
and involves the hypergeometric function in general, which shows the greater complexity of the
prediction problem. However, there are special cases where the evaluation of the above integral
is not needed. More specifically, if n2/2 is a positive integer, then, by expanding (1+λ)
n2/2 and
applying (2.2), the numerator reduces to
n2/2∑
i=0
(
n2/2
i
)∫ ∞
0
λα−1λn2/2−i
{||X ||2 + (V + w)(1 + λ)}(n1+n2)/2+p/2−a dλ
=
Γ(α+ n2/2)Γ(n1/2 + p/2− a− α)
Γ(n1/2 + n2/2 + p/2− a)
1
(V + w)α+n2/2(||X ||2 + V + w)n1/2+p/2−a−α
×
n2/2∑
i=0
(
n2/2
i
)
Γ(α+ n2/2 − i)
Γ(α+ n2/2)
Γ(n1/2 + p/2− a− α+ i)
Γ(n1/2 + p/2− a− α)
(V + w)i
(||X ||2 + V + w)i .
If in addition α = n1/2, it further simplifies to
Γ(n1/2 + n2/2)Γ(p/2 − a)
Γ(n1/2 + n2/2 + p/2− a)
1
(V + w)n1/2+n2/2(||X ||2 + V + w)p/2−a
×
n2/2∑
i=0
(
n2/2
i
)
Γ(n1/2 + n2/2− i)
Γ(n1/2 + n2/2)
Γ(p/2− a+ i)
Γ(p/2− a)
(V + w)i
(||X ||2 + V + w)i . (2.3)
In Section 3, we examine the case of n2/2 = 1 in detail. In Section 4, we consider the case where
n2/2 is an integer greater than 1.
3 Predictive Density Estimation When n2 = 2
In this section, we consider the case of n2 = 2 but n1 may be any positive real number. We set
α = n1/2 and β = n1/2− a− α = −a. The condition β > −p/2 implies a < p/2.
The following theorem, whose proof is given at the end of this section, provides a sufficient
condition for pˆ(piα,β,a)(·;X , V ) to dominate pˆ(pi0)(·;X , V ).
Theorem 3.1 Assume that n2 = 2, α = n1/2, and β = −a. Suppose that
p/2− a
n1/2 + p/2
≤
∫ 1
0
(1− ρ)n1/2+p/2
ρ
(
1− 1
[1 + ρ/{(n1/2)/(p/2 − a)}]n1/2+1
)
dρ.
Then R((µ, η), pˆ(piα,β,a)) < R((µ, η), pˆ(pi0)) for all µ ∈ Rp and η ∈ (0,∞).
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The integral appearing in the right-hand side of the above condition is not a big problem.
First, we can numerically calculate the integral since it does not involve the unknown parameters.
Second, the integral can actually be evaluated analytically. Let
D0 =
p/2− a
n1/2 + p/2
−
∫ 1
0
(1− ρ)n1/2+p/2
ρ
(
1− 1
[1 + ρ/{(n1/2)/(p/2 − a)}]n1/2+1
)
dρ.
Proposition 3.1 (i) The difference D0 is nonpositive if
n1
n1 + p
≤ n1 + 2
n1 + p+ 2
/
{
1 +
2(n1 + 2)
n1(n1 + p+ 4)
(p
2
− a
)}
.
In particular, it is nonpositive if a is sufficiently close to p/2.
(ii) If n1 = 2 and a = 0, then D0 = 0 for all p ∈ N.
The following lemma will be used in the proof of Theorem 3.1.
Lemma 3.1 For any ξ1, ξ2, γ > 0, we have∫ 1
0
(
log
1
1 + γρ
)ρξ1−1(1− ρ)ξ2−1
B(ξ1, ξ2)
dρ = −
∫ 1
0
(1− ρ)ξ1−1+ξ2
ρ
{
1− 1
(1 + γρ)ξ1
}
dρ.
Although we can prove Lemma 3.1 by integration by parts if ξ1 ∈ N, extending the result to the
case where ξ1 may not be an integer is not straightforward. See the Appendix for a proof.
We now prove Theorem 3.1. Let N0 = {0, 1, 2, . . . }.
Proof of Theorem 3.1. Let ∆ = R((µ, η), pˆ(piα,β,a))− R((µ, η), pˆ(pi0)). By lemma 2.1, (2.1),
and (2.3), we have
∆ = E
(X,V,W )
(µ,η)
[
log
pˆ(pi0)(W ;X, V )
pˆ(piα,β,a)(W ;X , V )
]
= E
(X,V,W )
(µ,η)
[
log
{Γ(n1/2 + 1)
Γ(n1/2)
V n1/2
(V +W )n1/2+1
}
+ log
{ Γ(n1/2 + p/2− a)
Γ(n1/2 + p/2− a+ 1)
Γ(n1/2)Γ(p/2 − a)
Γ(n1/2 + p/2− a)
1
V n1/2(||X ||2 + V )p/2−a
}
− log
{Γ(n1/2 + 1)Γ(p/2 − a)
Γ(n1/2 + p/2− a+ 1)
1
(V +W )n1/2+1(||X ||2 + V +W )p/2−a
}
− log
{
1 +
Γ(n1/2)
Γ(n1/2 + 1)
Γ(p/2− a+ 1)
Γ(p/2− a)
V +W
||X ||2 + V +W
}]
= E
(X,V,W )
(µ,η)
[
log
(||√ηX||2 + ηV + ηW )p/2−a
(||√ηX||2 + ηV )p/2−a − log
(
1 +
p/2− a
n1/2
ηV + ηW
||√ηX||2 + ηV + ηW
)]
.
Let k = n1/2, p
′ = p/2−a and C = p′/k = (p/2−a)/(n1/2). Let Z ∼ Po(κ/2) for κ = ||µ||2η and
let U˜ , V˜ , and W˜ be independently distributed as χ2(p + 2Z), χ2(n1), and χ
2(n2), respectively.
Then since (||√ηX||2, ηV, ηW ) d= (U˜ , V˜ , W˜ ) and since the expectation of the logarithm of a
Chi-squared variable with ν > 0 degrees of freedom is log 2 + ψ(ν/2), it follows that
∆ = EZκ
[
E(U˜ ,V˜ ,W˜ )|Zκ
[
p′ log
U˜ + V˜ + W˜
U˜ + V˜
− log
(
1 + C
V˜ + W˜
U˜ + V˜ + W˜
)∣∣∣Z]] = EZκ [D1(Z) +D2(Z)],
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where
D1(z) = p
′{ψ(k + p/2 + z + 1)− ψ(k + p/2 + z)} = p′/(k + p/2 + z), z ∈ N0,
and
D2(z) = E
ρZ |Z
κ [− log(1 + CρZ)|Z = z], z ∈ N0,
for a random variable ρZ such that ρZ |Z ∼ Beta(k + 1, p/2 + Z). Now, by Lemma 3.1,
D2(z) =
∫ 1
0
(
log
1
1 + Cρ
) ρk(1− ρ)p/2+z−1
B(k + 1, p/2 + z)
dρ
= −
∫ 1
0
(1− ρ)k+p/2+z
ρ
{
1− 1
(1 + Cρ)k+1
}
dρ
for all z ∈ N0. Therefore,
lim
z→∞
{D1(z) +D2(z)} = 0.
Fix z ∈ N0. Then D1(z+1)+D2(z+1) R D1(z)+D2(z) if and only if (k+p/2+z)(k+p/2+z+
1){D2(z+1)−D2(z)} R (k+p/2+z)(k+p/2+z+1){D1(z)−D1(z+1)} or f(k+p/2+z) R p′
for the function f defined by
f(ζ) = ζ(ζ + 1)
∫ 1
0
(1− ρ)ζ
{
1− 1
(1 +Cρ)k+1
}
dρ, ζ ∈ (0,∞).
By integration by parts
f(ζ) = ζ
∫ 1
0
(1− ρ)ζ+1 (k + 1)C
(1 + Cρ)k+2
dρ =
∫ 1
0
ζ(1− ρ)ζ−1 (k + 1)C(1 − ρ)
2
(1 + Cρ)k+2
dρ
= (k + 1)C +
∫ 1
0
(1− ρ)ζ
{ ∂
∂ρ
(k + 1)C(1 − ρ)2
(1 + Cρ)k+2
}
dρ
for all ζ ∈ (0,∞) and thus f is an increasing function. Finally, D1(0)+D2(0) ≤ 0 by assumption.
Hence, we conclude that D1(z)+D2(z) ≤ 0 for all z ∈ N0 with strict inequality for some z ∈ N0.
This completes the proof. 
4 Predictive Density Estimation When n2 Is an Even Integer
Here we show that many of the calculations in the previous section can be generalized for the
case where n2 is an even integer possibly greater than 2. As in the previous section, we set
α = n1/2 and β = −a. We assume that n2/2 = l ∈ N and that a < p/2. Also, for notational
simplicity, we write k = n1/2 ∈ (0,∞) and p′ = p/2− a.
By a similar argument as in the proof of Theorem 3.1, the risk difference ∆ = R((µ, η), pˆ(piα,β,a))−
R((µ, η), pˆ(pi0)) can be rewritten as
∆ = EZκ
[
p′
l∑
i=1
1
k + p/2 + Z + i− 1 + E
ρZ |Z
κ
[
− log
(
1 +
l∑
i=1
CiρZ
i
)∣∣∣Z]],
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where κ and Z are defined as in the proof of Theorem 3.1, ρZ is a random variable such that
ρZ |Z ∼ Beta(k + l, p/2 + Z), and
Ci =
(
l
i
)
Γ(k + l − i)
Γ(k + l)
Γ(p′ + i)
Γ(p′)
for i = 1, . . . , l. Now let γ1, . . . , γl be complex numbers such that
1 +
l∑
i=1
Ciρ
i =
l∏
i=1
(1 + γiρ)
for all ρ ∈ (0, 1). Since C1, . . . , Cl > 0, we have γi ∈ C \ (−∞,−1] for all i = 1, . . . , l. Since
Lemma 3.1 still holds for γ ∈ C \ (−∞,−1], it follows that
EρZ |Zκ
[
− log
(
1 +
l∑
i=1
CiρZ
i
)∣∣∣Z] =
l∑
i=1
EρZ |Zκ [− log(1 + γiρZ)|Z]
=
l∑
i=1
∫ 1
0
(
log
1
1 + γiρ
)ρk+l−1(1− ρ)p/2+Z−1
B(k + l, p/2 + Z)
dρ
=
∫ 1
0
(1− ρ)k+l−1+p/2+Zh(ρ)dρ,
where
h(ρ) =
l∑
i=1
−1
ρ
{
1− 1
(1 + γiρ)k+l
}
for ρ ∈ (0, 1). Therefore, ∆ = EZκ [D(Z)], where
D(z) = p′
l∑
i=1
1
k + p/2 + z + i− 1 +
∫ 1
0
(1− ρ)k+l−1+p/2+zh(ρ)dρ
for z ∈ N0. Clearly, limz→∞D(z) = 0. Furthermore, for each z ∈ N0, letting ζ = k + p/2 + z
and h˜(ρ) = −ρh(ρ), ρ ∈ (0, 1), we have that
D(z + 1)−D(z) = −lp
′
ζ(ζ + l)
+
∫ 1
0
(1− ρ)ζ+l−1h˜(ρ)dρ
and hence that
D(z + 1) R D(z) if and only if f(ζ) R lp′,
where
f(ζ) = ζ(ζ + l)
∫ 1
0
(1− ρ)ζ+l−1h˜(ρ)dρ
= ζ
∫ 1
0
(1− ρ)ζ+lh˜′(ρ)dρ = ζ
∫ 1
0
(1− ρ)ζ−1(1− ρ)l+1h˜′(ρ)dρ
= h˜′(0) +
∫ 1
0
(1− ρ)ζ ∂
∂ρ
{(1− ρ)l+1h˜′(ρ)}dρ.
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Thus, pˆ(piα,β,a) dominates pˆ(pi0) if
D(0) ≤ 0 (4.1)
and
∂
∂ρ
{(1 − ρ)l+1h˜′(ρ)} < 0 for all ρ ∈ (0, 1). (4.2)
As in Section 3, we can numerically calculate D(0). However, in general, it is not clear how to
choose the hyperparameter a so that conditions (4.1) and (4.2) are satisfied simultaneously. In
the following example, we demonstrate that there is at least one case where we can numerically
check condition (4.2).
Example 4.1 Suppose that k = l = 2. Then we have
(1− ρ)l+1h˜′(ρ) = (1− ρ)3 ∂
∂ρ
2∑
i=1
{
1− 1
(1 + γiρ)4
}
= 4(1 − ρ)3
2∑
i=1
γi
(1 + γiρ)5
=
4(1 − ρ)3
(1 + C1ρ+ C2ρ2)5
5∑
j=0
(
5
j
)
(γ1γ2
j + γ1
jγ2)ρ
j
=
4(1 − ρ)3
(1 + C1ρ+ C2ρ2)5
[C1 + 10C2ρ+ 10C1C2ρ
2 + 10C2(C1
2 − 2C2)ρ3
+ 5C1C2(C1
2 − 3C2)ρ4 + C2{(C12 − 2C2)2 − 2C22}ρ5],
where the last equality follows from the relations γ1+ γ2 = C1 and γ1γ2 = C2. Now, in order to
make the expression simpler, we set a = p/2− 1 so that p′ = 1. Then (1− ρ)l+1h˜′(ρ) = g(ρ/3),
where
g(ρ˜) =
108(1/3 − ρ˜)3
(1 + 2ρ˜+ 3ρ˜2)5
(2
3
+ 10ρ˜+ 20ρ˜2 − 20ρ˜3 − 50ρ˜4 − 14ρ˜5
)
> 0
for ρ˜ ∈ [0, 1/3]. Therefore, it is sufficient to show that the function g˜ defined by
g˜(ρ˜) = −{3(1 + 2ρ˜+ 3ρ˜2) + 5(2 + 6ρ˜)(1/3 − ρ˜)}(2/3 + 10ρ˜+ 20ρ˜2 − 20ρ˜3 − 50ρ˜4 − 14ρ˜5)
+ (10 + 40ρ˜− 60ρ˜2 − 200ρ˜3 − 70ρ˜4)(1/3 − ρ˜)(1 + 2ρ˜+ 3ρ˜2), ρ˜ ∈ [0, 1/3],
is negative. By direct calculation, g˜′, . . . , g˜(6) are obtained and we find that g˜(6) is negative.
Finally, it can be numerically checked that
g˜(5)(0) > 0 > g˜(5)(1/3), g˜(4)(0), g˜(4)(1/3) > 0, g˜′′′(0) > 0,
g˜′′(0) < 0 < g˜′′(1/3), g˜′(0), g˜′(1/3) < 0, and g˜(0) < 0.
Thus, g˜ is negative and we conclude that condition (4.2) is satisfied in the present case. Also,
if, for example, p = 10, then we find that D(0) < 0 by simulation with 107 replications.
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5 Appendix
Here we prove Lemmas 2.1 and 2.2, Proposition 3.1, and Lemma 3.1.
Proof of Lemma 2.1. Since the joint posterior density of (µ, η) is proportional to
ηn1/2+p/2−1 exp
(
− η
2
V
)
exp
(
− η
2
||X − µ||2
)
,
the marginal posterior of η is proportional to
ηn1/2+p/2−1 exp
(
− η
2
V
)∫
Rp
exp
(
− η
2
||X − µ||2
)
dµ = (2pi)p/2ηn1/2−1 exp
(
− η
2
V
)
.
Therefore, the posterior mean of p(w|η) is
pˆ(pi0)(w|X , V ) = (1/2)
n2/2
Γ(n2/2)
wn2/2−1
∫∞
0 η
(n1+n2)/2−1e−η(V +w)/2dη∫∞
0 η
n1/2−1e−ηV/2dη
=
(1/2)n2/2
Γ(n2/2)
wn2/2−1
Γ((n1 + n2)/2)/{(V +w)/2}(n1+n2)/2
Γ(n1/2)/(V/2)n1/2
,
which is the desired result. 
Proof of Lemma 2.2. Let pi(λ) = λα−1/(1 + λ)α+β for λ ∈ (0,∞). Then the joint posterior
density of (µ, η) is proportional to
∫ ∞
0
pi(λ)
λp/2
ηn1/2+p−a−1 exp
(
− η
2
V
)
exp
{
− η
2
( ||µ||2
λ
+ ||X − µ||2
)}
dλ.
Note that
||µ||2
λ
+ ||X − µ||2 =
∣∣∣
∣∣∣µ− X
1/λ+ 1
∣∣∣
∣∣∣2/ λ
1 + λ
+
||X||2
1 + λ
.
Then the marginal posterior of η is proportional to
∫ ∞
0
pi(λ)
λp/2
ηn1/2+p−a−1 exp
(
− η
2
V
)[ ∫
Rp
exp
{
− η
2
(∣∣∣∣∣∣µ− X
1/λ+ 1
∣∣∣∣∣∣2/ λ
1 + λ
+
||X ||2
1 + λ
)}
dµ
]
dλ
= (2pi)p/2
∫ ∞
0
pi(λ)
(1 + λ)p/2
ηn1/2+p/2−a−1 exp
{
− η
2
( ||X ||2
1 + λ
+ V
)}
dλ.
Therefore, the Bayesian predictive density pˆ(piα,β,a)(·|X , V ) is given by
pˆ(piα,β,a)(w|X , V )
(1/2)n2/2
Γ(n2/2)
wn2/2−1
=
∫ ∞
0
pi(λ)
(1 + λ)p/2
[ ∫ ∞
0
η(n1+n2)/2+p/2−a−1 exp
{
− η
2
( ||X ||2
1 + λ
+ V + w
)}
dη
]
dλ
∫ ∞
0
pi(λ)
(1 + λ)p/2
[ ∫ ∞
0
ηn1/2+p/2−a−1 exp
{
− η
2
( ||X||2
1 + λ
+ V
)}
dη
]
dλ
=
∫ ∞
0
pi(λ)
(1 + λ)p/2
Γ((n1 + n2)/2 + p/2− a)
[(1/2){||X ||2/(1 + λ) + V + w}](n1+n2)/2+p/2−a dλ∫ ∞
0
pi(λ)
(1 + λ)p/2
Γ(n1/2 + p/2− a)
[(1/2){||X ||2/(1 + λ) + V }]n1/2+p/2−a dλ
,
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from which the desired result follows. 
Proof of Proposition 3.1. Let k = n1/2, p
′ = p/2− a, and C = p′/k = (p/2− a)/(n1/2) so
that
D0 =
p′
k + p/2
−
∫ 1
0
(1− ρ)k+p/2
ρ
{
1− 1
(1 + Cρ)k+1
}
dρ.
For part (i), we have
∫ 1
0
(1− ρ)k+p/2
ρ
{
1− 1
(1 + Cρ)k+1
}
dρ
≥
∫ 1
0
(1− ρ)k+p/2
ρ
{
1− 1
1 + (k + 1)Cρ
}
dρ =
(k + 1)C
k + p/2 + 1
∫ 1
0
Beta(ρ|1, k + p/2 + 1)
1 + (k + 1)Cρ
dρ
≥ (k + 1)C
k + p/2 + 1
1
1 + (k + 1)C/(k + p/2 + 2)
=
(k + 1)p′/k
k + p/2 + 1
/
(
1 +
p′
k
k + 1
k + p/2 + 2
)
,
where the second inequality follows from Jensen’s inequality. Therefore,
D0 ≤ p
′
k
{ k
k + p/2
− k + 1
k + p/2 + 1
/
(
1 +
p′
k
k + 1
k + p/2 + 2
)}
,
the right-hand side of which is nonpositive by assumption.
To prove part (ii), suppose that n1 = 2 and a = 0. Then
D0
p′
=
1
1 + p′
−
∫ 1
0
(1 − ρ)1+p′
p′ρ
{
1− 1
(1 + p′ρ)2
}
dρ
=
1
1 + p′
−
∫ 1
0
(1− ρ)1+p′
{ 1
1 + p′ρ
+
1
(1 + p′ρ)2
}
dρ.
By integration by parts,
∫ 1
0
(1− ρ)1+p′
(1 + p′ρ)2
dρ =
1
p′
− p
′ + 1
p′
∫ 1
0
(1− ρ)p′
1 + p′ρ
dρ.
Therefore,
D0
p′
= − 1
(1 + p′)p′
+
1
p′
∫ 1
0
(1− ρ)p′dρ = 0,
which is the desired result. 
Proof of Lemma 3.1. The hypergeometric function F satisfies
F (a0, b0; c0; z0) =
∞∑
s=0
Γ(a0 + s)Γ(b0 + s)Γ(c0)
Γ(a0)Γ(b0)Γ(c0 + s)s!
z0
s
=
Γ(c0)
Γ(b0)Γ(c0 − b0)
∫ 1
0
tb0−1(1− t)c0−b0−1
(1− z0t)a0 dt
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for a0 > 0, c0 > b0 > 0, and z0 < 0. Therefore,
∫ 1
0
(
log
1
1 + γρ
)ρξ1−1(1− ρ)ξ2−1
B(ξ1, ξ2)
dρ+
∫ 1
0
(1− ρ)ξ1−1+ξ2
ρ
{
1− 1
(1 + γρ)ξ1
}
dρ
=
∫ 1
0
( ∫ 1
0
−γρ
1 + γρt
dt
)ρξ1−1(1− ρ)ξ2−1
B(ξ1, ξ2)
dρ+
∫ 1
0
(1− ρ)ξ1−1+ξ2
ρ
{∫ 1
0
ξ1γρ
(1 + γρt)ξ1+1
dt
}
dρ
=
∫ 1
0
{ −1
B(ξ1, ξ2)
∫ 1
0
γρξ1(1− ρ)ξ2−1
1 + γtρ
dρ+ ξ1
∫ 1
0
γ(1− ρ)ξ1−1+ξ2
(1 + γtρ)ξ1+1
dρ
}
dt
=
ξ1γ
ξ1 + ξ2
∫ 1
0
{−F (1, ξ1 + 1; ξ1 + ξ2 + 1;−γt) + F (ξ1 + 1, 1; ξ1 + ξ2 + 1;−γt)}dt = 0
as desired. 
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