Quasi-ab initio dynamics: a test trajectory study of the  reaction using energies and gradients based on scaling of the external correlation by Varandas, A. J. C. & Abreu, P. E.
28 August 1998
 .Chemical Physics Letters 293 1998 261–269
Quasi-ab initio dynamics: a test trajectory study of the HqH 2
reaction using energies and gradients based on scaling of the
external correlation
A.J.C. Varandas, P.E. Abreu
Departamento de Quımica, Uni˝ersidade de Coimbra, P-3049 Coimbra Codex, Portugal´
Received 13 March 1998; in final form 2 June 1998
Abstract
We have carried out a test dynamics study of the prototype HqH exchange reaction by running quasi-classical2
trajectories ‘on-the-fly’ using ab initio correlated energies which have been previously corrected semiempirically by the
double many-body expansion plus scaling of the external correlation method to account for size-limitations of the
one-electron basis set and configuration interaction expansion. The method is general and gives results in agreement with
conventional trajectory calculations carried out on the accurate double many-body expansion potential energy surface for H .3
q 1998 Elsevier Science B.V. All rights reserved.
1. Introduction
 .The quasi-classical trajectory QCT method has
long been, and continues to be, a primary tool in
chemical dynamics; it is computationally affordable
for many polyatomic systems whereas a quantum
dynamics treatment is often impractical. Crucial for
the dynamics studies, either classical or quantal, is
the availability of the relevant potential energy sur-
face or surfaces that govern the motion of the nuclei.
In general, they may be obtained by pointwise solu-
tion of the electronic Schrodinger equation using ab¨
initio methods. Energy gradients, and in some cases
also Hessians and higher-order derivatives, can also
w xbe obtained in this way 1–3 . However, the vast
majority of dynamics studies carried out to date have
employed potential energy surfaces obtained from
semiempirical and empirical methods. Two major
reasons contribute to this situation. First, one re-
quires for the dynamics studies a quick and efficient
method to calculate the potential energy surface and
the energy gradient at any arbitrary geometry along
the trajectory. Second, only in favourable cases do
state-of-the-art ab initio methods reach sufficient ac-
curacy to be of practical interest for reaction dynam-
ics.
The traditional approach to dynamics involves
 .therefore two basic steps: i fit of the calculated ab
initio electronic energies eventually corrected
.semiempirically to a convenient analytical form, and
 .ii integration of the classical equations of motion
using some numerical technique. Clearly, the bottle-
neck in this approach is the modelling of the poten-
tial energy surface. Although our own double many-
w x  .body expansion 4,5 DMBE method has proved
general and particularly successful in the case of
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small polyatomic systems, the construction of a
global potential energy surface can be extremely
difficult especially for systems with large dimension-
ality, say with four atoms or more. Focusing on this
w xproblem, Helgaker et al. 6 have suggested an alter-
native scheme to trajectory calculations, which avoids
the explicit representation of the complete molecular
potential energy surface. Instead of solving numeri-
cally the classical equations of motion using a global
potential function, they have approximated the true
potential energy surface by a sequence of model
quadratic surfaces obtained from energies, gradients
and Hessians. Thus, these local surfaces are calcu-
lated as needed in the course of the integration and
only those parts of the potential energy surface actu-
ally traversed by the trajectory are considered. Each
model quadratic surface may therefore be entirely
defined from the ab initio data alone, while the
equations of motion afford locally an exact analytical
w xsolution 7 . Clearly, the method is applicable to any
molecule irrespectively of size, as shown by Hel-
w xgaker et al. 6 in their studies of the unimolecular
fragmentations of H and protonated formaldehyde3
 q.CH OH . However, the relevant local surface pa-2
rameters were computed from expensive multicon-
figuration self-consistent-field wavefunctions in that
work and hence drastic simplifications had to be
w xmade 6 on the dynamics calculations which ob-
scured the practical value of the approach for large
w xscale QCT calculations. More recently 8 , we have
tested the approach on the HqH and OqOH2
exchange reactions by simulating the ab initio ener-
gies from reliable DMBE functions for ground state
H and HO . Parenthetically, we note that the DMBE3 2
function for H has chemical accuracy -3
y1 . w x1 kcal mol and it has been judged 9 to provide
the best overall description of the title reaction.
w xMoreover, we have suggested in Ref. 8 a variant of
 .the ‘on-the-fly’ trajectory approach QCTrGH that
can be used to preserve the zero-point energy con-
straint along the trajectory, a well known deficiency
of classical dynamics which has attracted consider-
 w xable attention in recent years Refs. 8,10 and refer-
.ences therein .
In the present work we suggest a method to
integrate trajectories ‘on-the-fly’ where the amount
of empiricism is reduced to a minimum level and
hence refer to the approach as quasi-ab initio dynam-
ics. Thus, we release the requirement of expensive
ab initio calculations, which is commonly met when
aiming at accurate dynamics calculations. Specifi-
cally, we use reasonably cheap ab initio second-order
w x  .configuration interaction 11 SOCI energies and
their first analytical derivatives and account for the
unavoidable errors due to truncation of the configu-
ration-interaction expansion and incompleteness of
the one-electron basis sets by scaling the external
correlation energy this is also known as dynamical
correlation and we will utilize the two notations
interchangeably to conform with use in previous
.publications . For the scaling we will employ the
DMBE-SEC double many-body expansion plus
.scaling of the external correlation method proposed
w xsome years ago by one of us 12 . In the case of a
homonuclear triatomic such as H , the method af-3
fords as a minimal amount of empiricism two scaling
w 2.  .xparameters: one F in Eq. 2 gives the correct
exothermicity for the reaction by reproducing the
dissociation energy of each diatomic fragment; the
 3..other F is chosen to mimic the best estimate of
the barrier height well depth in the case of a bound
.triatomic molecule for the exchange reaction. Be-
cause gradients and Hessians cannot be obtained
analytically from the SOCI method, we will use only
numerical gradients for the dynamics simulations.
Thus, we do not care to fix the problem of zero-point
energy leakage in the QCT calculations reported in
the present work.
2. DMBE-SEC method: a synopsis
In the DMBE-SEC method, the total energy of an
w xN-atom system is written as 12,13
N
 .  .N n n n nV R s V R qV R 1 .  .  .  .  EHF dc
n Nns2 R ;R
where the indices EHF and dc denote the extended
wHartree–Fock i.e. the energy calculated at the ab
 .initio full-valence complete-active-space FVCAS
xlevel and dynamical correlation parts of the energy,
n N  .R ;R is any set of n ny1 r2 interatomic dis-
ta n c e s re fe r r in g to n a to m s , R N
’ R , . . . , R and the energies of the iso- .1 NNy1.r2
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lated atoms are taken as the reference. In turn, the
recovered fraction of the dynamical correlation is
assumed to be approximately constant for each n-
body term and hence the corrected n-body dynami-
cal correlation energy assumes the form
V n. yV n.FVCAS – CISD FVCASn.V s 2 .dc n.F
where FVCAS–CISD stands for the correlated en-
ergy calculated at the multireference CI singles and
doubles level out of the FVCAS reference space. In
this work it has been obtained from a SOCI calcula-
w xtion using the GAMESS 11 suite of programs. The
DMBE-SEC method has been applied successfully in
w xRef. 12 to H and HO and is currently being used3 2
w x14 to obtain a potential energy surface for the
lowest triplet state of HOCN. The method allows
therefore for different n-body scaling factors and
hence includes as a particular case the SEC approach
w xof Brown and Truhlar 15 , which assumes all scal-
 n. .ing factors to be equal F sF . Note that the
w xSEC method of Brown and Truhlar 15 requires the
use of balanced basis sets, which can be time con-
suming and lead to deviations from the optimal
w xvariational basis sets. Note further that Simons 16
has provided a formal justification for the SEC ap-
proach by using a size-extensive functional and
showing that
˜
2V s V yV rc 3 .  .dc FVCAS – CISD FVCAS 0
where c is the coefficient of the FVCAS wavefunc-0
tion in the CI expansion. Thus, the SEC-method is
equivalent to taking Fsc2.0
Fig. 1 compares the H diatomic curves calcu-2
lated at the various levels of ab initio theory, using
 .the standard 6-311G d,p basis set of Krishnan et al.
w x17 . Also presented for comparison in Fig. 1 are the
w x‘‘exact’’ energies of Kolos and Wolniewicz 18 and
w xthe EHFACE2 19,20 diatomic curves employed in
w xthe global H DMBE potential energy surface 21 .3
Clearly, the agreement between the semiempirically
corrected SOCI energies, the ‘‘exact’’ Kolos-
Wolniewicz results and the EHFACE2 curve is good.
We emphasize that the F 2. parameters have been
obtained from the requirement that the well depth of
the DMBE-SEC curve should reproduce the experi-
mental value. Similarly, F 3. has been calibrated as
w xin Ref. 12 from the requirement that the barrier
 .  .  .Fig. 1. Potential energy curves for H : solid line: DMBE-SEC this work ; dashed line: FVCAS this work ; dotted line: SOCI this work ;2
 w x.  w x.(: Kolos-Wolniewicz Ref. 18 ; dash-dotted line: EHFACE2 Ref. 19 .
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height at the linear geometry R sR s1.757 a1 2 0
reproduces the value predicted from the H DMBE3
potential energy surface, i.e. V s9.65 kcal moly1b
without scaling, the SOCI barrier would be V ;b
y1 .11.2 kcal mol .
3. Computational method
3.1. Interfacing subroutine
A major concern in designing a subroutine to
interface the dynamics and ab initio computer codes
has been to write a subprogram which allows control
over the electronic structure calculations, while re-
maining independent of the system and level of
theory. Our solution has been to use a template file
for each level of calculation ROHF, FVCAS and
.SOCI to produce the input file. Thus, at each level
of calculation, the template file is read and a new file
written based on it just by replacing the coordinates.
To write the interfacing subroutine, the following
guidelines have been used:
1. the subroutine should return the DMBE-SEC en-
ergy and gradient in the framework of the appro-
priate coordinates;
2. the subroutine should create an input file suitable
for GAMESS, while being straightforward to re-
place, if a different suite of programmes is uti-
lized to carry out the ab initio calculations;
3. the subroutine should read the results of the ab
initio calculations from the resulting output files;
4. the energies and gradients of the diatomic frag-
ments should be calculated and spline fitted prior
to the dynamics study to facilitate usage at any
arbitrary geometry of the three-atom system;
5. no changes should be made on GAMESS, except
transforming it to a subprogram;
6. the subroutine should be as simple and general as
possible.
Fig. 2 shows the flowchart of the subprogram to
perform the DMBE-SEC calculations, which is driven
by the master dynamics code.
Fig. 2. Flowchart of the subprogram which performs the calculation of the energies and gradients used in the trajectory calculations.
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3.2. General procedure and technical details
Following item 4 of the guidelines presented in
Section 3.1, the dynamics study is preceded by cal-
culations of the DMBE-SEC energies and gradients
for the diatomic fragments. To allow their use at any
point along the trajectory, such calculations are then
interpolated using cubic splines.
We discuss now the various steps used to inte-
grate a quasi-ab initio trajectory. This is initiated
with a ROHF calculation to generate the starting
vectors for the FVCAS calculation. Such vectors are
utilized next to calculate the SOCI energy. Since
GAMESS does not provide an option to calculate the
gradient of a SOCI wavefunction, this has been
obtained numerically using a three-point finite differ-
ence approximation. For this, the starting orbitals
employed at each displaced geometry are those ob-
tained from the SOCI energy calculation. As usual,
the orbital space in the FVCAS wavefunction has
been divided into the active space three orbitals for
H : one doubly occupied, one singly occupied and a3
.valence orbital and the external space. Only the
orbitals that belong to the external space have been
correlated at the SOCI level. It should be noted that
GAMESS gives the gradients in terms of the carte-
sian coordinates and hence they need to be expressed
in terms of the interatomic coordinates R , R , R . .1 2 3
For the conversion, we carry out a single value
 .decomposition SVD decomposition of the relevant
9=3 matrix, as we describe briefly in the following.
Let the cartesian coordinates for the three atoms be
 .  .  .A x , x , x , B x , x , x and C x , x , x and de-1 2 3 4 5 6 7 8 9
fine the internuclear distances as R sR , R s1 A B 2
R , R sR . One obtains from the chain ruleBC 3 C A
E V E V E Rks , is1, . . . ,9 , ks1, . . . ,3
E x E R E xi k ik
4 .
and, in matrix form,
g sAg 5 .C R
where g is the gradient of the energy with respectC
to the cartesian coordinates, g is the gradient of theR
energy with respect to the interatomic coordinates
and A is the transformation matrix A sE R rE xi j i j
which assumes the explicit form
x yx x yx4 1 1 7y 0
R R1 3
x yx x yx5 2 2 8y 0
R R1 3
x yx x yx6 3 3 9y 0
R R1 3
x yx x yx4 1 7 4y 0
R R1 2
x yx x yx5 2 8 5y 0As R R1 2
x yx x yx6 3 9 6y 0
R R1 2
x yx x yx7 4 1 70 y
R R2 3
x yx x yx8 5 2 80 y
R R2 3
x yx x yx9 6 3 90 y
R R2 3
6 .
Since A is a rectangular matrix the linear system of
.equations has more equations than unknowns , a
SVD procedure must be used to obtain the gradient
in terms of the interatomic distances by solving Eq.
 .5 . To conclude, we emphasize that GAMESS has
been employed in all ab initio electronic structure
 .calculations together with the standard 6-311G d,p
w xbasis set of Krishnan et al. 17 . This has been found
to be about the smallest possible, capable of yielding
a SEC curve for H in good agreement with the2
w x‘exact’ data of Kolos and Wolniewicz 18 away
from the minimum.
4. Results and discussion
Calculations have been carried for the reaction
HqH ˝ , j “H ˝X , jX qH at a fixed transla- .  .2 2
tional energy of 55.35 kcal moly1. The H molecule2
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has been kept in its ground vibrational-rotational
 .state ˝s js0 and the initial atom-diatom separa-
tion fixed at 6.5 a , a sufficiently large value to0
warrant that the interaction energy between the hy-
drogen atom and the H molecule is small. In turn,2
the integration step size has been fixed at 2.0 au and
the maximum impact parameter at b s2.6 a .max 0
Such parameters have been optimized from conven-
tional trajectory calculations carried out on the H 3
DMBE potential energy surface. Although this pro-
cedure has been employed here for convenience,
those parameters could have been instead obtained
by running trajectories ‘on-the-fly’. All other initial
conditions have been sampled in the standard man-
w xner 22 .
The reactive cross section is given by
s sp b2 P 7 .r max r
where P sN rN is the reactive probability and ther r
associated 68% error interval is
1r2NyNr
Ds s s 8 .r rNNr
Table 1 summarizes the trajectory results at vari-
ous stages of the present computations, namely after
running a total of 120, 170 and 304 trajectories. Also
given for comparison in the last entry of Table 1 is
the reactive cross section computed by running a
total of 3281 trajectories on the DMBE potential
energy surface, a value which is about 11 times
larger than the maximum number of trajectories con-
sidered for the quasi- ab initio dynamics calculations
 X :of the present work. Note that ˝ denotes ther
average product vibrational quantum number ob-
 X:tained from the reactive trajectories, while ˝ de-
notes the corresponding value when the whole set of
 .trajectories reactive and non-reactive is considered.
A similar meaning is implied for the rotational quan-
 X :  X:tum number in the products j and j , respec-r
.tively . Two salient features are apparent. First, the
‘on-the-fly’ dynamics calculations are seen to lead
essentially to the same dynamical attributes as those
based on the accurate H DMBE potential energy3
surface. Indeed, only ;1% of the total number of
trajectories yielded different outcomes. Second, the
results appear to be moderately converged after 200
trajectories or so. Of course, such a number of
trajectories is affordable for many systems of practi-
cal interest which, like the present one, involve a
potential energy barrier, while being probably suffi-
cient in general to get reasonable estimates of the
reactive cross section for not too low translational
energies.
Fig. 3 illustrates a typical ‘on-the-fly’ reactive
trajectory for the title reaction. This shows excellent
agreement with the conventional trajectory run on
the global H DMBE potential energy surface for3
the same initial conditions. In fact, a close examina-
tion shows that the ‘on-the-fly’ and conventional
trajectories are in almost perfect agreement with
each other at each integration point there are typi-
.cally about one thousand such points and hence we
omit the latter for clarity in Fig. 3. For the few
divergent trajectories mentioned above, the agree-
ment between the ‘on-the-fly’ and conventional tra-
Table 1
A summary of the trajectory calculations
Quantities DMBE DMBE-SEC
N 120 120
X :˝ 0.09 0.09
X :j 4.54 4.84
N 40 37r
X :˝ 0.23 0.24r
X :j 8.98 9.19r
rs 7.08"0.91 6.55"0.90
N 170 170
X :˝ 0.09 0.09
X :j 4.60 4.79
N 62 59r
X :˝ 0.21 0.18r
X :j 8.81 8.88r
rs 7.70"0.78 7.33"0.77
N 304 304
X :˝ 0.10 0.09
X :j 4.60 4.89
N 107 105r
X :˝ 0.21 0.19r
X :j 9.20 9.26r
rs 7.47"0.58 7.34"0.58
a6.60"0.18
All symbols have their meaning assigned in the text. The
reactive cross section s r is in atomic units. a Value obtained by
w xrunning a total of 3281 trajectories on the DMBE 21 potential
energy surface.
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Fig. 3. Distance vs. time plot for a typical ‘on-the-fly’ HqH reactive trajectory run using the DMBE-SEC energies and gradients. Distinct2
lines are used to indicate the three interatomic distances.
jectories is excellent only for the initial part of the
trajectory. From a break-up point onwards they di-
verge seriously, which can be tentatively attributed
to some exponential divergence caused by traversing
a chaotic region of the potential energy surface. Of
course, any subtle differences between the DMBE-
SEC and the analytical DMBE potential energy sur-
faces may also be responsible for such a divergence.
Fig. 4 illustrates the error in conserving the total
energy, which is, of course, a first integral of the
Fig. 4. Total energy vs. time plot for the ‘on-the-fly’ trajectory shown in Fig. 3.
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motion. Clearly, the numerical errors amount typi-
cally to 10y2 kcal moly1, a value which has been
found tolerable to mimic the energy partition in the
products when the integration is carried out using the
DMBE potential energy surface to simulate the ab
initio energies and gradients. Of course, arbitrary
accuracy may in principle be achieved by varying
the integration step size, although this is done at the
expense of an increased computational cost.
5. Concluding remarks
We have suggested a method for calculating qua-
siclassical trajectories ‘on-the-fly’ using relatively
inexpensive SOCI electronic structure calculations.
To account for the unavoidable errors due to the
truncation of the configuration-interaction expansion
and incompleteness of the one-electron basis sets, the
external correlation energy has been scaled using the
w xDMBE-SEC 12 method. The traditional approach
to integrate the trajectories has been used, with the
energy and its gradient at the various levels of ab
initio theory being calculated using the GAMESS
suite of programs suitably adapted to be driven as a
subprogram by the dynamics code. In principle, the
trajectories can be computed to arbitrary accuracy by
varying the integration step size. Test results for the
HqH exchange reaction have been shown to be in2
excellent agreement with those obtained from tradi-
tional QCT calculations using the accurate H DMBE3
potential energy surface. A final comment concerns
the computational cost. For the translational energy
and integration step size considered in present work,
each trajectory costs typically 9 hours of CPU time
on an Alpha 600 workstation available at the Theo-
retical & Computational Chemistry group. Of course,
one expects that the efficiency of the method can be
greatly improved by using parallel computing strate-
gies in which different trajectories can be handled by
distinct processors. Moreover, the calculation of the
gradient and Hessian in case one wishes to use the
w x.QCTrGH method described in Ref. 8 can take
advantage of parallelization, since analytical deriva-
tives are not available yet for some electronic corre-
lated methods frequently employed in reaction dy-
namics. In addition, by combining the trajectory
calculations with available interpolation schemes
 w x w x .Refs. 23 and 24 , and references therein one may
generate a portion of the full potential energy surface
which may then be used for other purposes, e.g.
quantum dynamics calculations. Although straight-
forward to implement, no attempt has been made
here to constrain the classical energy of a bound
vibrational mode to be larger than the zero-point
value. The above are topics that we plan to explore
in future work.
Although we had to give the technical details on
the implementation of the computer algorithm, we
would not like to conclude without pointing out that
the aspects raised here have aimed to go much
beyond such technicalities. In fact the major mes-
sage, which is simple but yet often overlooked, lies
at the very heart of the theory of chemical physics. It
points out that brute force ab initio calculations
coupled to a molecular dynamics code can lead at
present to a prohibitive route towards ‘‘on-the-fly’’
studies of collisional processes. A much more suc-
cessful way may be that suggested in the present
work which is based on the linear scaling of the
n-body dynamical correlation energies that are calcu-
lated from fairly modest on current ab initio stan-
.dards SOCI wavefunctions. This has been here
clearly demonstrated for the case of the HqH 2
reaction which has long provided a testing ground
for theoretical reaction dynamicists. In summary, the
simplicity of our approach and the expected pro-
gresses in computing sciences will probably make it
competitive with the traditional one in the future.
Indeed, obtaining an accurate global potential energy
surface is a difficult problem, even for a triatomic
molecule.
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