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Abstract: In this paper, we give sufficient conditions for the convergence of the (AOR) method, when the matrix A for 
Ax = b is a strictly diagonally dominant matrix. These results improve the conclusions obtained in the Theorem 4 [lo]. 
With the notion of generalized diagonal dominant matrix, we enlarge the convergence regions given in Theorem 9 
[lo], when A is a nonsingular H-matrix. 
In the last section we generalize theorem 6 of Robert [ll] and we present some results which extend the 
convergence regions for the (AOR) method. 
1. Introduction 
In 1978, Hadjidimos [2] obtained an iterative method-the Accelerated Overrelaxation method 
(AOR) and presented some convergence conditions for this one. 
More results about the convergence of the (AOR) method were obtained by several authors 
and some computational advantages were pointed out in [l] and [3]. 
In this paper we present an analysis of the (AOR) method, related with its convergence 
conditions. 
We improve some of the known convergence conditions for certain kind of matrices. 
In the second section, applying some results from Martins [7,8,9,10], we enlarge the conver- 
gence intervals of the (AOR) method, when the matrix A of Ax = b is a strictly diagonally 
dominant matrix. 
In the third section, using notion of generalized diagonal dominant matrix and following 
Martins [9], we present the convergence conditions for the (AOR) method, when the matrix A is 
a nonsingular H-matrix. 
In the fourth section, using vectorial norms we generalize the results of Robert [ll], and then 
we obtain new convergence intervals for this method, when the matrix A is a nonsingular 
H-matrix. 
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2. Strictly diagonally dominant matrices 
Let us represent by C”,” the class of all the matrices A = [a,,,] of order n (n > 2, is a given 
integer), with u,~ E Q=, i, j = l(l)n and by C” the complex vectorial space of dimension n of the 
column vectors 
d= [d,...d,lT with diEC, i=l(l)n. 
When the elements of A and d are real, the corresponding notations are R”,” and R”, 
respectively. 
Let us consider the linear system of equations 
Ax=b 
where A E C”*” is a nonsingular given matrix, 
unknown vector. 
(1) 
b E C” is a given vector and x E C” is an 
We assume that the matrix A has nonvanishing diagonal elements and, without loss of 
generality, we consider 
A=I-L-U (2) 
where I is the identity matrix, -L and - U are, respectively, strictly lower and upper triangular 
matrices obtained from the matrix A. 
In these conditions we have the (AOR) iterative method: 
x”+“=(r-rL)-‘[(l-w)l+(w-r)L+wU]x(’)+(I-rL)-’wb, i=O,l, . . . . 
The iteration matrix associated with this method is 
L .,K>=(r-rL)-‘[(l-w)z+(w-r)L+wu] (3) 
(see PI). 
It is clear that when (Y, w) = (0, l), (1, l), (0, w) and (w, w) the AOR method is reduced to 
the Jacobi, Gauss-Seidel, Simultaneous Overrelaxation and Successive Overrelaxation methods, 
respectively. 
Theorem 1. Let A of (1) be a strictly diagonally dominant by rows matrix. Then the (AOR) method 
converges, p( L,,,) < 1, if one of the following conditions is satisfied 
(i) 0 < r < t and 0 < w < max( g( r), t), 
(ii) t < r < q andf(r) < w < 1, if w < r, 
(iii) 1 < w < m and w < r < s(w), 
(iv) h(r) < w < u(r) and r > z, if r < 0 < w, 
where 
2 
t= l+ max(lj+uj)’ 
q= min 
1 + I, - Ui 
I 21, ’ 
i 
2 - 
f(r) 21’r 21, = rnax = 1 + - 1, ’ m ’ u, “,‘” 1 - 1, + u, 
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s(w) = min 
2 - w(l - I, + U,) 
i 21, ’ 
h(r) = rnax I +‘,“‘_ 1 , 
I I 
I, + 24, - 1 
z= max 
21, ’ 
u(r) = min 
2rI, + 2 
I , l+I,+u,’ 
g(r)= 2r 
1 + PK.,) ’ 
i = l(l)& 
I, and ui are the sums of the moduli of the elements of the ith row of the matrices L and U, 
respectively. 
Proof. The conditions (ii) and (iii) were established in [lo], while the condition (i) is an 
immediate consequence of Theorems 3 and 4 in [8] and Theorem 2 in [7]. Now we are going to 
obtain condition (iv). From Martins [7, p.12701 we have 
&Vu) G ma 
(w-r(l,+(w(~,+(l-w( 
1 - lrll, 
therefore p( L,,,) < 1 if 
Iw-rII,+lU’(U,+Jl--Wl+lrII,<l, i=l(l)n. 
Let us consider 0 -C w < -r and let us define the function h by 
h(6)=(6-r)l,+6u,+Il-SI-rl,. 
We see that h is a nonincreasing function which verifies 
h(0) = 1 - 2r1, > 1 
and 
h(a)<1 if 6>2rl,/(/,+u,-1). 
So, if we take 6 d 1, we have 
(4 
2r1, I, + 24, - 1 
.!,+u,-1 
-Cl or r> 
21, . 
Therefore 
<w<l and r> 
I, + u, - 1 
21; . 
If we consider 8 > 1, we have 
h(6)=(S-r)Z,+6u,+6-l-rl, 
and h is an increasing function, with h(S) < 1 for 6 < (2rl, + 2)/(1 + I, + u,). As 6 > 1, we have 
2r1, + 2 
>l or r> 
1,+u,-1 
1 + I, + U, 21, . 
Then p(L,,,.) -C 1 if 
l<w< 
2rl, + 2 z;+u;- 1 
1 + I, + 2.4; 
and 0 > r > 
21, . 
Taking w > -r > 0 we may obtain the same convergence intervals for the (AOR) method. 0 
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Let us remark that other assumptions may be considered, as for example 
O>Y>W, O>w>r, r>--w>O and -w>r>O. 
A similar analysis shows us that it is not possible to obtain convergence intervals of the (AOR) 
method with any of these assumptions. 
The results obtained in the previous theorem may be represented geometrically. In Fig. 1 we 
present a geometric interpretation of Theorem 1 when z > - 1, I, = 1 and U, = U. 
We consider I, and U, having constant values, so that the graphs of s(w) and u(r) may be a 
straight line, not the union of straight-line segments. The curve w = g( r)( r > 0) is above the line 
w = r, for 0 < r -c t, however it depends on the matrix A of (1). Therefore g(r) will not always be 
an increasing function of r. In Fig. 1, however, we have only considered the case where g(r) is 
an increasing function in r. 
Let us note that the region of convergence obtained in the theorem 1 is larger than that one 
established in [lo], for this kind of matrices. 
Now we are going to present an example where we show how to obtain the values of w and r 
so that the (AOR) method is convergent. The choosen values for w and r are obtained from the 
Fig. 1. Convergence region for the (AOR) method established in Theorem 1. 
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condition (iv) of Theorem 1. Let us consider the matrix A of [5]. 
A=[-3 1; -p1. 
It is clear that A = I - L - U is a strictly diagonally dominant matrix with 
L-ii H !] and U=[I i ii. 
As Y > z with z = maxi (I, + ui - 1)/21,, in the above example, we have z = - 1; therefore 
r > - 1. Let us take for example r = - f. 
In order to obtain the interval for the parameter w we have 
2r1, , 2r1, + 2 
mlax I, + U; - 1 < W < mm 1 + I, + 24, .
In this example we have 
+<w<+ 
and we take w= *. 
Now we can obtain the matrix L,,, given by 
L r.w =(I-rL)-‘[(l-w)l+(w-r)L+wU] 
and then 
1 1 0 
L Ye= T,n’ 
i::’ 1 
; % i 
g G 
and p( L,,,) = 0.5708 < 1. 
It has been so illustrated the choice of the intervals of convergence for the parameters w and r 
applying the condition (iv) of the Theorem 1. 
3. Generalized diagonally dominant matrices 
James and Riha [6] established convergence conditions for the Jacobi, Gauss-Seidel and 
Successive Overrelaxation methods using the notion of generalized diagonal dominance. 
Here we present some convergence intervals for the (AOR) method when the matrix A of (1) 
is a generalized diagonally dominant matrix. 
Definition 2. A matrix A is a generalized diagonally dominant matrix by rows (columns), if there 
is a scaling on columns (rows) of A by non-zero multipliers such that the obtained matrix x is 
strictly diagonally dominant by rows (columns). 
Definition 3. A matrix A is an H-matrix if the comparison matrix M(A) defined by m,, = 1 a,, 1, 
rn;, = --I aii 1 i = l(l)n, j = l(l)n, i Zj, is an M-matrix. 
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Theorem 2. If the matrix 2, obtained from A according to definition 2, is strictly diagonally 
dominant, then the (AOR) method is convergent if is satisfied one of the following conditions: 
(i) 0 G r -C iand 0 < w < max(g(r), i), 
(ii) i< r < 4 andfxr) < w < 1, if w < r, 
(iii) 1 < w < fi and w < r < s”(w), 
(iv) h”(r)<w<u”(r) andr>z”, ifr<O<w 
where 
i= 2 1+[+ii, 
l+max(<+iij)’ 
q= min 
i 2[ ’ 
fl(r) = rnax 1 +2:1 u , &=min 
2 - 26 
I I i l-&+ii;’ 
Z(w)= min 
2-w(l-C+ii,) 
i 25 ’ 
L(r)=maxL,+2i1’l, 
I I 
.F= max 
&+ii,-1 
i?(r) = min 
2rc+ 2 
2[ ’ i l+l”,+fijl 
i = l(l)n, 
i 
where ,^I and iii are the sums of the moduli of the elements of the ith row of the matrices i and c, 
respectively. 
Proof. This result is an immediate consequence of Theorem 2 and Theorem 1 of [9]. 0 
As a generalized diagonally dominant matrix is a nonsigular H-matrix (see [6] and [12]) we 
may say that the conclusions obtained in the previous theorem are satisfied when the matrix A of 
(1) is an H-matrix. 
4. Vectorial norms and the convergence of the (AOR) method 
In this section, following Robert [ll] we obtain some results which enlarge the convergence 
region of the (AOR) method, when the matrix A is a nonsingular H-matrix. 
In the next theorem we use the vectorial norm of he matrices L and U generated by the 
vectorial norm p (see Theorem 1 of [ll]) and we establish a sufficient condition of convergence 
for the (AOR) method. 
Theorem 3. Let p be a regular vectorial norm of dimension k on R” and M the vectorial norm of a 
matrix generated by p. 
If 
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then the iteration matrix L, w 1 of the (AOR) method exists and it is contracted relatively to p, when 
O<r,<w<22/(1+p*). (15) 
The matrix 
C,, = [I-IrIM(L’[(I-w)I+(w-r)M(L)+wM(U)] 
is a convergent majorant of L,,,, when w and r verif}) (15). 
Proof. The matrix L,,, is contracted relatively to the vectorial norm p if it has a convergent 
majorant (see [ll]). Therefore we are going to prove that M( L,,,), the smallest of the majorants 
of L,,W~ verifies p(M( L,,,)) -C 1. In fact, by using the formulated hypothesis we have 
p(M(rL)) < p(M(rL) +M(rU)) = rp* < * < 1. 
From a lemma of [ll], we may state that 
M(Z-rL)-‘< [I-M(rL)]-‘= [I-IrIM(L) 
and we have 
M(L,.,)<M(I-rL)-‘M[(l-w)I+(w-r)L+wU] 
<[[I-(r(M(L)]~‘[Il-wlI+(w-rlM(L)+ IwlM(U)]. 
If we consider the matrices T, P such that 
T=M(rL)=Ir(M(L), P=ll-wlI+l w-~lWL)+lwlJWL 
we have 
LV = [I- T] -‘P. 
Therefore if we use the modified version of the Theorem of Stein-Rosenberg [ll] and Theorem 1 
of [ll] we may conclude that the AOR method converges when 
p(T+ P) < 1. 
Having in mind the formulated intervals for w and r we have 
P(T+P)=P(I~--I~+I~I[M(L)+M(~)]) 
=]I-w]+wp*<l 
and so we get the wished result. •I 
Let us remark that the previous theorem generalizes Theorem 6 of Robert [ll]. 
If we use the vectorial norm p of dimension n defined over C”, such that 
P(X) =IxI 
we have the following. 
Corollary 1. If the matrix A of (1) is a nonsingular H-matrix, then 
(i) the methods of Jacobi and Gauss-Seidel are convergent, 
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(ii) the (SOR) method converges if 
2 
O<w< l+p(IL+uI); 
(iii) the (AOR ) method converges if 
2 
OGrGw< l+p(lL+u()’ 
Following Walter [13] we know that irreducible weakly diagonally dominant matrices are 
nonsingular H-matrices. 
It is clear that the results given in [2] for irreducible meakly diagonally dominant matrices 
were improved in the previous corollary. 
If we use the previous result we may obtain new intervals of convergence for the (AOR) 
method, when the matrix A is a nonsingular H-matrix, according to the following theorem. 
Theorem 4. If A is a nonsingular H-matrix, the (AOR) method converges if 
O<r<v and O<w < max(g(r), v) 
with 
2 
v= l+p(p+uI) 
Fig. 2. Convergence Region for the (AOR) method established in Theorem 5. Case 1: Y < 4. 
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Proof. If we consider the theorem of Extrapolation [4] applied to the condition (ii) of the 
previous corollary and the condition (iii) of the same corollary we have the wished result. 0 
We would like to mention that in [ll] some results about the nonsingular H-matrices were 
presented. However there was not in this paper any reference to the (AOR) method and its 
connection with the nonsingular H matrices. 
Therefore we have: 
Theorem 5. If the matrix A of (1) is a nonsingular H-matrix, the (A OR) method converges if it is 
verified one of the following conditions: 
(i) 0 G r < v and ,O -C w < max( g( r), v), 
(ii) v<r<q”andf(r)<w<l, ifw<r, 
(iii) 1 < w < 153 and w < r -C F(w), 
(iv) i(r) < w < u”(r) and r > 5, if r < 0 -C w. 
Proof. This result is an immediate consequence of Theorems 2 and 4. 0 
w 
- 
‘(9 
,A ‘. 
,’ 
/’ 
Fig. 3. Convergence region for the (AOR) method established in Theorem 5. Case 2: v > 4. 
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As we have already mentioned we consider 11 = I” and iii = ii in the geometrical representation 
of the previous theorem. 
In Figs. 2 and 3 we present a geometric interpretation of Theorem 5, when z” > - 1. 
In conclusion we have not only enlarged the convergence region of the (AOR) method, in this 
paper, but we have also generalized Theorem 6 of Robert [ll]. 
If we consider the irreducible weakly diagonally dominant matrix A of [5] we can make a 
scaling by columns and obtain a strictly diagonally dominant matrix by rows. Then following the 
steps of the example presented in the second section we would show that the (AOR) method 
would converge. 
If 
we have 
1 and L? = [ 0.9  0 1 0 1
which is strictly diagonal dominant matrix by rows. Now if we choose the parameter w and r 
following the condition (iv) of Theorem 5, we can assure that the (AOR) method converges. 
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