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INTRODUCTION 
Two recent papers [3], [d] present an investigation of the nonlinear 
operator equation 
dXjdt = AX + F(t, X) (1) 
in a Banach space for the existence, uniqueness, stability and other properties 
of bounded solutions, periodic solutions, almost-periodic solutions, and 
compact solutions. 
The purpose of the present paper is to apply these results to the following 
nonlinear diffusion (heat) equation: 
au 
a"u + a(x) 2 + b(x)u + M(u) +f(t, x, 4, at = ax2 (2) 
where b(x) has a negative upper bounded, iVl is a continuous linear operator 
and f satisfies a Lipschitz condition in u with a variable coefficient. Explicit 
conditions are given for the existence, uniqueness and stability of a solution 
u(t, x) in -CO < t, x < co which is (1) periodic in x, (2) almost periodic 
in X, (3) vanishing at x = CO, (4) bounded and uniformly continuous in x, 
(5) asymptotically periodic in x, or (6) asymptotically almost periodic in x 
and which is (a) periodic in t, (b) almost-periodic in t, (c) compact in t, or 
(d) bounded in t. Thus there are 24 different types of solutions included. 
In some cases, this is an actual solution, in others a generalized solution. 
In the latter case, except when the generalized solution is only bounded in t, 
there exists a sequence of equations whose actual solutions converge to the 
generalized solution uniformly in t and x. 
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If f depends on a parameter, then the behavior of a solution of (2) relative 
to the parameter can be immediately obtained from the results in [3] and [4] 
and so there is no need of any further discussion of this problem in this 
paper. 
PRELIMINARY CONSIDERATION 
Let R be the field of real numbers, R, the set of nonnegative real numbers. 
For convenience we designate by 
C the class of all real-valued bounded continuous functions 
on R; 
C, the class of all real-valued continuous functions defined on R 
which are periodic of period 1; 
C, the class of all real-valued almost-periodic continuous func- 
tions on R; 
C, the class of all real-valued, bounded, uniformly continuous 
functions defined on R; 
C, the class of all real-valued continuous functions on R which 
vanish at infinity; 
C, the class of all real-valued continuous functions on R which 
are of the form ,f (x) + d(x) for some f (2) in C, and some 
d(x) in C,; 
C, the class of all real continuous functions on R which are of 
the form f (x) + A(x) for some f (x) in C, and some d(x) 
in C, . 
The functions in C, are referred to as asymptotically periodic functions 
while those in C, asymptotically almost periodic functions. We note that 
a function d(x) in C, converges to 0 as [ x 1 + co by definition. 
With respect to the uniform norm 
llfll = sup{lf(x) I, x in R), 
it is easy to verify the following lemma. 
LEMMA 1. Ths function spaces C,-C, are real commutative Banach algebras 
under the usual dejinition of addition, of multiplication and of multiplication by 
scalars. They are also closed under the operations of taking maximum and 
minimum of two functions. 
505/3/4-3 
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Proof. It is sufficient to point out that, for any functions f(x) and g(x) 
in Ca , A(x) in C, . 
[If (x + s> I - If(x) II G If (x + s) -f(x) 13 
IIf (x1 + A(x) I - If(x) II < I A(x) 0 
2 max(f (x>, g(x)> = (f(x) + g(x)) + I f (x1 - g(x) I9 
llf II < llf + A I/. 
The last inequality is a consequence of the Bohr’s criterion of an almost- 
periodic function. 
Denote the Gaussian probability density by 
p(t, x, y) = (&t)-l/2e-(*-~)2/4t, X,Y E-R t > 0. (4) 
Define a mapping Tt on each of these function spaces by 
= f(x), for t = 0, for fin CL , i = 1,2 ,..., 6). (5) 
LEMMA 2. For each fixed i, i = 1, 2 ,..., 6, { Tt : t > 0}, as defined above, 
is a contraction semigroup of class (C,,) of bounded linear operators on the 
function space Ci into itself. Its infinitesimalgenerator is the diflerential operator 
dz/dxz with domain consisting of all functions f in Ci such that f ’ and f I’ also 
lying in Ci . 
Proof. For Cs the lemma is proved in [S], Chap. 9. The expression 
(Ttf)(x + s) - (Ttf)(x) = J-= p(t, 0, Y)[f(Y + x + s) - f(r + 41 dY (6) --m 
shows that Tt maps C, into C, and C, into Ca . Note that 
Vtf)(x) = I,,,,, PC4 03 Y)f(Y + x) dY + 1 P(4 0, Y)f(Y + x) dy. (7) 
lwl<k 
Forafixedt>OandforfinC,, the first integral in (7) converges to 0 as 
k + co uniformly in x, and for a fixed k the second integral converges to 0 
as x + co. Thus Tt maps C, into C, . But then Tt also maps C, into C, and 
C, into C, . As C, , Cs , C, , C, , and C, are closed linear subspaces of C’s, 
to complete the proof we observe that for each f (x) in Ci if f ‘(x) and f “(x) 
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exist and lie in C’s , thenf’(x) andf”(x) also lie in Ci . To see this, we only 
have to note that these functions 
g,(x) = fCx + lb) - fCx) = f’(X + 
l/n 
e/n> 3 o<e<1, 03) 
lie in Ci and converge uniformly tof’(x) as n + co. 
LEMMA 3. For each Jixed i, i = 1,2,..., 6, let a(x) and b(x) be any two 
functions in Ci , and let M be a continuous linear operator on Ci into Ci . 
De$ne a mapping A on Ci by 
(Af )(x> = g + a(x) 2 + b(x)f(x) + M(f)(x) (9) 
with domain 
D(A) = (fi f,f’,f” belong to C,}. 
Then A is a closed linear operator on Ci into itself and is the infinitesimal 
generator of a semigroup {E,: t > 0} of class (C,,) of bounded linear operators 
on Ci satisfying 
11 Et 11 < e(bAlW) t for t > 0, (11) 
where b,, is sup{b(x): x in I?> and 11 M/l the norm of M. 
Proof. Let P be the linear operator on Ci defined by 
(Pf )(x) = a(x) $$ + b(x)f(x) + M(f)(x) (12) 
whose domain D(P) consists of all functions f (x) in Ci such that f (x) has 
a continuous derivative in a neighborhood of each point x,, for which a(x,,) 
does not vanish and such (Pf )( x ) 1 ies in Ci . The domain D(P) includes all 
functions f(x) in Ci whose derivative f’(x) exists and belongs to Ci , by 
virtue of Lemma 1. Take a sequence (f ,} in D(P) and let fn and P fn converge 
to f and g in Ci , respectively. Then the relation 
f(x) -f(xo) = j:, &g(s) - b(s)f(s) - M(f )(sN ds, (13) 
where x is near x,, , implies that f is in D(P) and Pf = g; thus P is closed. 
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For any f in Ci such that f’ and f” also belong to Ci , some computations 
show that 
IP~tfM < II a II 1 g jyJ( t, x, r)f(r) 4 ; + II b II llfll + II M II llfll 
G K4-1/2 II a II + II b Ii + II WI IlflL (14) 
where t > 0. 
It follows that the linear operator A defined by (9) and (10) is the infini- 
tesimal generator of a semigroup {E, : t > 0} of class /C,,) on the space Ci , 
according to a theorem of Phillips concerning the perturbation of semigroup 
generators (see [I]). 
To prove (1 l), consider first the case M = 0 in (9). Let A, be the operator 
in (9) when M = 0. Let (S,: t 3 0) be the semigroup generated by A,. 
Then u(t, X) = (S,f)(zc) is a solution of the initial-value problem 
L(v) = & v(t, x) + a(x) ; v(t, x) + b(x) v(t, x) - ; v(t, x) = 0, (15) 
l& v(t, X) = f(x), uniformly in x, (16) 
where f E D(A). For a fixed f in D(A), set 
44 4 = ebotllf II - (WXx), for t > 0, x in R. (17) 
We obtain 
L(u) < 0 for t 3 0, x in R, and ~(0, x) > 0 for x in R. (18) 
It follows that, by the maximum principle of parabolic partial differential 
equations, 
u(t, 4 b 0 for t > 0, x in R. (19) 
From (17) and (19) and a similar result for -f, we obtain 
I (&f)(x) I < e”o”llfll for t 3 0, x in R. (20) 
Since D(A) is dense in Ci , (20) holds then for everyf in Ci . Thus we prove 
(11) for the case M = 0. 
To prove (11) for the general case, we consider A as obtained by adding 
M to A,. The Phillips theorem on perturbation of semigroup generators 
then yields the following relations: 
and 
E, = f sy for t >, 0, where Sp’ = S, 
?L=O 
Sl”)f = jt St-,MSp-“fds for fin Ci , n = 1, 2 ,..., 
0 
(21) 
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the series being absolutely convergent, uniformly with respect to t in each 
finite interval. By induction, 
for n = 0, 1, 2 ,... . (22) 
The inequality (11) thus follows from (21) and (22). This completes the 
proof. 
Let the real-valued function f(t, x, V) be defined for each (t, X, V) in R3. 
It is assumed that 
With respect to ~,f(t, x, V) is a function in Ci , i = 1,2 ,..., 6. (23a) 
For each fixed D, f(t, x, 9) is continuous in t from the right 
(left) uniformly in x for almost all t, i.e., for each t except at a set 
of measure zero, 
Ilf(t + h, -, u) -f(t, ., v)II - 0 as la-to+; 
or more generally, for each fixed w, f(t, *, V) is a strongly 
measurable function on t in R to Ci . Wb) 
f(t, X, V) satisfies the Lipschitz condition 
for j v 1, 1 w / < p, and for all t in R and x in R, where 8(t, p) is, 
for each p, a real-valued measurable function of t and uniformly 
bounded except at a set of measure zero; moreover f(t, X, 0) is 
uniformly bounded for all t and X. (23c) 
LEMMA 4. Let g(x) be a function in Ci , i = 1, 2 ,..., 6. Thenf(t, - ,.g( - )) 
is a strongly measurable mapping from t on R to Ci , una~ormly bounded except 
at a set of measure zero. 
Proof. Let us first prove that 
for each t, f (t, x, g(x)) is a function in Ci . (24) 
Since g(x) is bounded, say, by p, 
given E > 0, there exists numbers zli , i = 1, 2 ,..., k, such 
that 1 cai I < p and for any x there is one such vi satisfying (25) 
I g(x) - vi I < & ’ > 
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It follows that for a fixed t and any x there is a zli in (25) such that 
< I f(t, x9 g(4) - j(t, x, 41 + I j(t, 4 4 - f(h Y, 41 
+ I f(4 Y> 4 -f(t, Y9 &))I + If(C Y? g(4) -f(c Y> dY))l 
< ; + w, P> Ig(x) -g(Y)1 + i If(t, x, 4 -f&Y, %>I- (26) 
i=l 
The assumption (23(a)) and (26) th en imply that (24) holds for i = 3, and 
clearly for i = 1 also. 
To prove (24) for i = 2, let {sn} be any sequence of real numbers. Substitute 
x + s, for x, x + s, for y in (26). As g(x) andf(t, x, w) are almost periodic 
in x, (26) implies that there is a subsequence (st} such that 
for t fixed, 
I j(t, x + s,*, g(x + q>> - j(4 x + s: , dx + $Nl - 0 
as 71, m + co, uniformly in x. (27) 
Thusf(t, x, g(x)) is almost periodic in x. 
That (24) holds for i = 4 follows by setting w = g(x), w = 0 in (23(c)). 
To prove (24) for i = 6, set 
f(t, x, v> =f*(t, x, 0) + A(& % f4, (28) 
where f * E C, , A E C, as functions of x. 
Using the almost-periodicity off * in x, we can see that f * satisfies (23(c)), 
and thus A also satisfies (23(c)) with Lipschitz coefficient 28(t, p). Somewhat 
as the computation in (26), 
I.0, x,&N -f*(t, x,g*w 
< e(t, P) I g(x) - g*(x)1 + ; I 4, x, 41 + ; > (29) 
i=l 
where g* is the almost-periodic component of g. Thus (29) proves (24) for 
i = 6. Similar argument proves (24) for i = 5. 
To prove the last part of the lemma, let us replace e(t, p) in (25) by an 
upper bound. By a basic result for strongly measurable functions [2], there 
exists a decomposition of the real line R into a countable number of mutually 
disjoint measurable sets El , E, ,..., E, ,..., such that 
f(t, x, Wi> - f f(h 9 x, 4 Cq(t> ( -c ?fsl , j = 1, 2 )...) k, (30) 
i-1 
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for all x and for almost all t, ti being any point in Et and CE, the characteristic 
function of Ei . Using (25), (30), and triangle inequality somewhat as before, 
we find that 
(31) 
for all x and for almost all t, thusf(t, * , g( * )) is strongly measurable on R 
to c, . 
That-04 x, g( x >I is uniformly bounded for all x and for almost all t follows 
from (23(c)) by setting co = g(x) and w = 0. Thus the lemma is proved. 
Let us introduce an operator N with the following properties: 
N is a continuous linear operator on Ci into Ci such that 
// N /( < 1 and, for energyg in Ci , dN(g)(x)/dx and d2N(g)(x)/dx2 
exist and belong to Ci , and they define continuous operators. (32) 
For each positive number a, set 
N,(g)(x) = a* sl”a, exp I(‘+)” - l/-lg(y) 4, g E G , (33) 
where the integrand of the integral takes value 0 for 1 y - x 1 > a and a* 
is chosen so that N,(l)(x) is 1. It is easy to verify that N, satisfies the conditions 
in (32). Moreover it is well-known that 
II N&d -g II -+ 0 as a --+ 0, for each g E Ci . (34) 
BOUNDED SOLUTIONS 
In this section we first prove that, under conditions stated below, there is 
a unique stable bounded solution u(t, x) of the equation 
a@, x) at=7 a222 4 + u(x) w;4 + w 44 4 + M(u(t, *N(x) 
+ Nf(t> *, u(t, -)X+4, (35) 
and for each t, u(t, x) is a function in Ci, i = 1, 2,..., 6. The conditions 
imposed are as follows: 
The functions a(x) and b(x) belong to Cd, i = 1,2,..., 6,; 
M is a continuous linear operator on Ci to Ci ; 
sum@) + IIMII = --OL 
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is negative, thus 01 > 0; f(t, x, U) satisfies (23) and N (32); 
moreover M and N are also continuous linear operators on C 
into itself with the same norms // M jJ and 11 N 11 as on Ci to Ci . (36a) 
For some constant p and Y, the following inequalities hold: 
I 
0 
sup e’-8(t+s,p)ds <r < 1, (36b) 
tER -co 
sup Is 
’ 
t.xeR -cc 
E&Nf(t + s, *, O)(x) ds 1 < ‘w, 
lim sup f J” 
a+t 
Q, P) ds < 01, uniformly for all a. 
t--m a (364 
We note that the condition 
ems11 f(t + s, *, O)ll ds < ‘%A (37) 
implies the inequality (36(c)). 
Let I be an interval in R. We call a real-valued function u(t, x) a solution 
of (35) in the strip I x R if the following conditions are satisfied: (i) u(t, x) 
is defined in I x R, for each t u(t, * ) belongs to C and zc(t, * ) is continuous 
on I to C; (ii) Au(t, x), as given in (9), is defined and continuous in I x R; 
(iii) for each x, u(t, x) is absolutely continuous in t on every finite subinterval 
in I and satisfies Eq. (35) almost everywhere in I x R. 
THEOREM 1. For some i, i = 1, 2 ,..., 6, let condition (36) be satisfied by 
some p. Then there exists a solution u(t, x) of the diflerential Eq. (35) in R x R 
which, for each t, is a function in the class Ci , and u(t, * ) is bounded and 
continuous from R to Ci with the following properties: 
(4 II 4 * , * ) II < P; 
(b) there exists no other solutions v(t, x) of (35) in R x R, than the 
solution u(t, x), which satisJies the condition (a); 
(c) every other solution v(t, x) than the solution u(t, x) which exists in 
(-co, a) x R, and sutisjies I/ ~(a, * ) /j < p for any a must also satisfy 
1) v(t, l ) /I > p for injinitely many t without lower bounds; 
(d) there exist two positive numbers 6 and w such that for any number a 
and any other solution v(t, x) of (35) in [a, co) x R, each one of the following 
conditions: 
II 44 * )+a, * > II < 6 or II v(t, - > II < P in [a, a + WI 
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implies 
II vt4 - ) II d P in h a) and II u(4 - >-v(4 * ) !I - 0 
exponentially as t -+ CO; thus u(t, x) is positively asymptotically stable in t 
uniformly in x. 
Proof. Consider the differential equation 
dX/dt = AX + F(t, X) (I*) 
in the Banach space Ci, where A is the closed linear operator defined by (9) 
and (lo), and 
w, X) = Nf(t, - , g( * I), (38) 
where X = g( * ) in Cl. By Lemma 4 and (32), and for X fixed, F(t, X) is 
a BUL-function in t (see [3]). By (23(c)) we have 
IIF(4 x> -Fk Y) II < a P>lI x - y Ill (39) 
where I] X jj < p, /I Y I] < p, and X and Y belong to Ci . Condition (32) 
implies F(t, X) lies in D(A). Lemma 3 in [3], (32) and (36(a)) imply that 
AF(t, X(t)) is a BUL-function for every bounded continuous function X(t) 
on R to Ci . By virtue of (36) and Theorem 7 and Lemma 5 in [3], there 
exists a function X(t) on R to Ci which satisfies the following properties: 
(i) X(t) is bounded and continuous in R with sup{/] X(t) 11, t in R} < p, 
strongly absolutely continuous on every finite interval; (ii) X(t) lies in D(A) 
and AX(t) is bounded and continuous in R; (iii) dX(t)/dt exists and satisfies 
Eq. (2) for almost all t. Thus X(t) = u(t, x) is a solution of (35) satisfying the 
beginning part of Theorem 1 and (a). 
Actually Theorem 7 in [3] also proves the results in parts (b)-(d) of this 
Theorem if we restrict the other solutions v(t, x) to a smaller class. However 
a slightly different argument yields better results. 
Let v(t, x) be a solution of (35) in [a, b] x R and let jj v(t, * ) jl < p in 
[a, b]. Then we can prove, for a < t f b, 
Ii u(t, -1 - v(t, -)I1 < II u(a, -) - v(a, *)I1 exp[--a@ - a) + J^” e(s, P) ds]. (40) 
a 
Assume (40) for the moment. Then part (b) follows from (36(d)) and (40) 
by lotting a -+ -co. To see part (c), assume the contrary. Then there is 
a number a* such that j/ v(t, * ) Ij < p in (-co, a*] and either a* = a or 
a* < a, in the latter case II v(t, - ) II > p f or all t sufficiently near but greater 
than a*. Same as in part (b), we have u(t, x) = v(t, x) in (-co, a*] x R, 
and thus 11 v(a*, * ) 11 < p. We have contradiction in either case by virtue of 
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the continuity of j/ o(t, * ) 1). The p roof of part (d) is the same as that in 
Theorem 1 of [3]. 
To prove (40), set 
Z44 X) = (u(t, X) - n(t, X)} + /I u(U, *) - ~(a, *)\I ebo(t-a) 
+s: eb~(t-8){~(~, P> + II Mll) II ~6, .> - o(s, e)ll ds, a < t f 6 (41) 
where b, is the supremum of the set {b(R)}. Write A,u for the first three 
terms on the right of Eq. (35). Straight computations show that for each x 
L(w) = A,w - awjat < 0 (42) 
for almost all tin [a, b], w(a, x) > 0, by virtue of (35), (23(c)), (32), and (36(a)). 
Assuming for a moment that the maximum principle of parabolic equations 
applys, then we obtain w(t, x) > 0 in [a, b] x R. Interchanging the role of 
u(t, x) and w(t, x), we obtain another simiIar relation. It follows from (41), 
for a < t < b, 
e-bo(t-a)[l u(t, *) - W(t, *)I1 < 11 u(U, .) - d@, ‘)I1 
+,: e-bJs-a)ll u(s, *) - +, m>ll @(s, p) + II Mll) ds. (43) 
Multiply the right side of (43) by exp(- l: [t?(s, p) + I[ M 111 ds) and denote 
the resulting expression by h(t). Straight calculation and (43) show that h’(t) 
is nonpositive almost everywhere in [u, 61 and thus h(t) < h(u). This inequality 
and (43) together yield (40). 
To see that the usual maximum principle of parabolic equations holds 
under conditions in (42), let us assume that there is a point (t*, x*) 
a < t* < 6, such that w(t*, X) as a function of x assume a negative relative 
minimum at x* and w(t, x*) 3 w(t*, x*) for a f t < t*. As A,w at (t*, x*) 
is not less than b(~*)w(t*, LV*) which is positive, A,w is positive near (t*, x*) 
by continuity. Integrating L(w) in (42) with respect to t from t’ to t*, t’ < t* 
at x = x*, we obtain 
I 
t* 
t’ 
A,w(t, x*) dt + w(t’, x*) - w(t*, x*) < 0. (-w 
But this inequality does not hold for t’ near and less than t*. This contradic- 
tion together with the usual proof shows that usual maximum principle 
applys under the weaker conditions in (42). 
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PERIODIC SOLUTIONS 
Now we introduce the following condition of periodicity : 
for all x, v and p, f(t + 1, x, v) = f(t, x, w) and 
qt + 1, P) = qt, p) 
hold for almost all t. (45) 
THEOREM 2. For some i, i = 1, 2 ,..., 6, let conditions (36) and (45) be 
satisfied by some p. Then there exists a unique stable solution u(t, x) of the 
differential Eq. (35) in R x R which, for each t, is a function in Ci and u(t, * ) 
is continuous and periodic of period 1 from R to Ci satisfying the properties 
(a)-(d) of Theorem 1. 
Proof. In the proof of Theorem 1, the function F(t, X) defined by (38) 
is now a periodic BUL-function in t. According to Theorem 8 in [3], the 
solution u(t, x) of Theorem 1 is periodic in t of period 1. 
Let u(t, x) define a continuous mapping u(t, * ) on R to Ci . If u(t, x) 
satisfies the integral equation 
u(t, a) = [I” E-,{f@ + s, -9 u(t + s, *))I ds] (*>, tER, (W -02 
where the integral is taken in the sense of Bochner for functions on R to Ci , 
we call u(t, x) a generalized solution of Eq. (2) in R x R. 
If v(t, zc) is a bounded solution of Eq. (2) in R x R in a sense used in the 
paper[3], then v(t, x) satisfies (46) and thus is a generalized solution. Under 
suitable conditions as stated in next theorem, a generalized solution is unique, 
The next theorem establishes the relation between a generalized solution 
of Eq. (2) and the stable periodic solution ua(t, x) of the equation 
a44 x)/at = 444 * N(x) + Na{f(t, - 7 up, * ))>(x) 
as described in Theorem 2, where N, is defined by (33). 
(47) 
THEOREM 3. For some i, i = 1, 2 ,..., 6, let conditions (36) (with N = I, 
the identity transformation) and (45) be satisfied by some p. Then 
(a) Equation (2) has a unique generalized solution u(t, x) in R x A such 
that u(t, 0 ) is a continuous periodic function of period 1 on R to Ci and 
II 4 -> *> II < Pi 
(b) for every positive number a smaller than some positive number a*, 
Eq. (47) has a unique stable solution u,(t, x) such that ua(t, - ) is a continuous 
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periodic function of period 1 on R to Ci satisfying 11 u,( . , * ) 11 < p and other 
properties described in Theorem 2. Moreover, 
II %(C - ) - 44 - ) II + 0 as a-+0, (48) 
uniformly for t in R. 
Proof. Part (a) was established in the proof of Theorem 3 (see also 
Theorem 8) in [.?I. 
To prove part (b), we note first that 
,I+’ IIf(s, *, 0) - N,zf(s, *, W ds = j: llf(s, *> 0) - Naf(s, l , WI ds (49) 
tends to 0 as a --f 0, by virtue of (45), (34), Lemma 4, and Lebesgue’s bounded 
convergence theorem. It follows from Lemma 2 and (68) in [3] that the 
inequality (36(c)) with the identity N = 1, implies the same valid for 
N=N a, provided a is small enough. Thus for all small a Eq. (47) has 
a unique stable solution u,(t, x) satisfying properties stated in Theorem 2. 
Write U(t) for u(t, * ); UJt) for ua(t, * ); F(t, U(t)) for f(t, * , u(t, - )); and 
NJ% U&t>) for Ndf (t, . , u,(t, * ))}( - ). Then, from(46) and the proof of 
Theorem 3 (see also Theorem 8) in [3], U(t) and Us(t) satisfy 
U(t) = j” E-,F(t + s, U(t + s)) ds, (50) 
-cc 
Uact) = j” E-,NaF(t + s, ua(t + 4) ds, (51) 
-cc 
where the integrals are taken in the sense of Bochner. As 
U(t) - Us(t) = j” E-,{F(t + s, U(t + s)) - N,F(t + s, U(t + s))} ds 
--m 
+ j” EsWaF(t + s, U(t + s)) - NaF(t + s, Ua(t + 4)) 4 (52) 
--m 
we obtain 
II U(t) - U&>ll < 0 - e-Y 1’ llF(s, U(s)) - N,FG, WNII do 
0 
+ r sup{/I u(t) - U&t))11 : t in 3 (53) 
by virtue of Lemma 2, (16) and (68) in [3], (36(b)) and the periodicity of 
F(t, U(t)). Since Y < 1 and the integral in (53) converges to 0 as a + 0, 
(48) then follows. 
ON NONLINEAR DIFFUSION EQUATIONS 495 
It is now clear that, under conditions of Theorem 3, 
as a -+ 0 for each t and 
as a --t 0 uniformly for t in R. 
ALMOST-PERIODIC SOLUTIONS 
We now introduce the condition of generalized almost periodicity [3]. 
For each v and p, f(t, *, v) and 8(t, p) are generalized almost 
periodic in t as functions on R to Ci and on R to R, respectively. (56) 
THEOREM 4. For some i, i = 1, 2,..., 6, let conditions (36) and (56) be 
satisfied by some p. Then there exists a unique stable solution u(t, x) of the 
differential Eq. (35) in R x R which, for each t, is a function in Ci and u(t, * ) 
is continuous and almost periodic from R to Ci satisfying the properties (a)-(d) 
of Theorem 1. 
Proof. Letg( * ) be in Ci . We can assume (25) is satisfied with I/ 0( * , p) 11, 
the essential supremum of e(t, p) in R, instead of f?(t, p). It follows, somewhat 
as the calculations in (26) 
I f(t, 2, g(x)) -f(t*, X3 dx))l < E + f lfCtt s7 vi) -fCt*, Xv vi)l (57) 
i=l 
for all x in R and for almost all t in R. Thus (56) and (57) imply that 
f (4 * , g( - 1) and so Nf (t, * , g( - )> are generalized almost-periodic functions 
on R to Ci . Applying Theorem 9 in [3] to the first part of the proof of 
Theorem I, we see that the solution u(t, x) of Theorem 1 defines a continuous 
almost periodic mapping u(t, * ) on R to Ci . 
THEOREM 5. For some i, i = 1, 2 ,..., 6, let conditions (36) (with N = I, 
the identity transformation) and (56) be satis$ed by some p. Then 
(a) Equation (2) has a unique generalized solution u(t, x) in R x R such 
that u(t, * ) is a continuous almost-periodic function on R to Ci with 
IIU(‘, *)I1 <Pi 
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(b) for every positive number a smaller than some positive number a*, 
Eq. (47) has a unique stable solution ua(t, x) such that u,(t, * ) is a continuous 
almost-periodic function on R to Ci satisfying 11 u,( * , * ) 11 < p and other 
properties stated in Theorem 4; moreover, 
II %(C * ) - u(t, * > II - 0 (58) 
as a ---f 0 uniformly for t in R. 
Proof. Part (a) was established in the proof of Theorem 5 (see also 
Theorem 9) in [3]. 
To prove part (b), it is sufficient to prove that the first integral in (49) and 
the first integral in (52) both converge to 0 as a -+ 0 uniformly for all t in R. 
Define, for each 6 > 0, a new function 
fs(t, *, 0) = $ /:+&f(s, 0, 0) ds, for t in R, (59) 
where the integral is taken in the sense of Bochner. It is known that fs(t, l , 0) 
is, for each 6 > 0, a continuous almost-periodic function on R to Ci , 
s t+1 II N,f(& .> 0) - ~afs(s, ST t 0)ll ds d /l” IIf@, *, 0) -f& -9 O)ll ds (60) 
and the last integral converges to 0 as 8 -+ 0 uniformly for t in R (see Lemma 1 
in [3]). As the Bochner’s criterion implies that a continuous almost-periodic 
function has compact range, it is not difficult to see that for each 6 
II N,fs(s, . , 0) - fs(s, . , 0) /I - 0 (61) 
as a -+ 0 uniformly for s in R. That the first integral in (49) converges to 0 
as a -+ 0 uniformly for t in R now follows from (61), (60), and the remark 
following (60). 
From the proof of Theorem 4 and a basic result in Theorem 4 of [3], we 
see that F(t, U(t)) = f(t, * , u(t, * )) is a generalized almost-periodic function 
on R to Ci , where u(t, * ) is the almost-periodic function obtained in part (a). 
Thus, in the same way as above, 
ft+’ llF(s, U(s)) - N&s, U(s))11 ds -+ 0 
as a -+ 0 uniformly for t in R. But then the first integral in (52) converges 
to 0 as a -+ 0 uniformly for all t in R. 
We note that (54) and (55) remain valid under conditions of Theorem 5. 
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COMPACT SOLUTIONS 
A function g(t) on R to Ci is called compact if its range g(R) lies in a 
compact set of Ci . We now introduce the following condition: 
Either f(t, *, V) for each ZI, or fs(t, l , ZJ) for each v and S, is 
compact; and in the latter case for each v 
as S -+ 0 uniformly for t in R (63) 
The periodic solutions in Theorems 2 and 3, and the almost-periodic solutions 
in Theorems 4 and 5 are examples of compact solutions. Each of the conditions 
(45), (56) implies (63). The average functionf, is defined by (59). 
THEOREM 6. For some i, i = 1, 2,..., 6, let conditions (36) and (63) be 
satis$ed by some p. Then there exists a unique stable solution u(t, x) of the 
di#erential Eq. (35) in R x R which, for each t, is a function in Ci and u(t, l ) 
is a continuous compact function from R to Ci satisfying the properties (a)-(d) 
of Theorem 1. 
Proof. Let g( * ) be in Ci and let (25) be satisfied with jle( * , p) /I, the 
essential supremum of O(t, p) in R, instead of O(t, p). Treat first the case that 
f(4 *, v) is compact for each v. Then the real line R can be decomposed 
into finite number of disjoint measurable sets E1, E, ,..., E, such that 
f(t, x, 4 - f f@i > x, Vj> C&) 1 < $ 7 j = 1, 2 ,...) k, (64) 
i=l 
for all x and for all t, tt being any point in E, and Csi the characteristic 
function of Ei . In fact, for a fixed j, say j = 1, this is the consequence that 
the set f(R, * , vr) can be covered by a finite number of spheres in Ci of 
diameters less than l /2k. After choosing these disjoint measurable sets so 
that (64) holds for j = 1, then we do the same for each set f (Ei , * , v2) in Ci ; 
and observe that if (64) already holds for j = 1 with respect to the measurable 
sets E1 , E, ,..., E, , it remains satisfied with respect to further decompositions 
of these measurable sets. Thus, by induction, (64) holds for any finite j. 
In the same way as deriving (31) from (30), we obtain 
If(t, x9 ‘t&4> - ~f@i 7 x, g(4) C&) 1 < c (65) 
for all x and for almost all t. This implies that f(t, * , g( . )) as a function 
on R to Ci belongs to the class (BULC)- (see [4]). 
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If the second part of (63) holds, then apply the results just proved to 
f&7 * 9 v). We see that fs(t, * , g( * )) belongs to the function class (BULC)-. 
Using (25) and triangle inequality, we find that for each 6 
for all x and for almost all t. Thus (66) and second part of (63) imply that 
f (t, * , g( * )) belongs to (BULC)). 
As Nf(t, * , g( * )) also belongs to (BULC)), application of a basic result 
of Theorem 8 in [4] to the first part of the proof of Theorem 1 shows that 
the solution u(t, x) of Theorem 1 defines a continuous compact function 
u(t, * ) on R to Ci . 
THEOREM 7. For some i, i = 1, 2 ,..., 6, let conditions (36) (with N = I, 
the identity) and (63) be satisfied by some p. Then 
(a) Equation (2) has a unique generalized solution u(t, x) in R x R such 
that u(t, - ) is a continuous compact function on R to Ci with j/ u( - , * ) Ij < p; 
(b) fog every positive number a smaller than some positive number a*, 
Eq. (47) has a unique stable solution u&t, x) such that ua(t, * ) is a continuous 
compact function on R to Ci satisfying // ua( * , *) 11 < p and other properties 
stated in Theorem 4; moreover, 
II 4, * > - u(t, * > II -f 0 (67) 
as a ---f 0 uniformly for t in R. 
Proof. Part (a) was established in the proof of Theorem 8 in L;I]. 
To prove part (b), it is sufficient to prove that the first integral in (49), 
and in (52), converges to 0 as a ---f 0 uniformly for t in R. Since f(t, * , 0) 
belongs to (BULC)), to each E > 0 there exists a BULC-function g(t, * ) 
on R to C, such that 
jI” ll Naf(s, ., 0) - N&s, *>I1 ds< j::’ IIf@, .> 0) - g(s, *>I1 ds( 6 (68) 
for all t in R. On the other hand, the range g(R, * ) lies in a compact set in Ci 
by definition. Thus, in the same way as (61), 
II N&s, * > - g(s, * > II - 0 (69) 
as a --f 0 uniformly for s in R. It follows that (68) and (69) imply the first 
integral in (49) converging to 0 as a -+ 0 uniformly for all t in R. 
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As the solution U(t) = u(t, * ) in part (a) is continuous and compact, 
qt, U(t)) =f(t, * , u(t, * )) belongs to (BULC)-, according to a result of 
Lemma 2 in [4] ( see also proof of Theorem 6). Thus the above reasoning 
applies and yields the result in (62) under present conditions. But then the 
first integral in (52) also converges to 0 as a -+ 0 uniformIy for all t in R. 
It is now clear that (54) and (55) remain valid under conditions of 
Theorem 7. 
We note that in [4] it was proved that compact solutions, and hence 
periodic and almost periodic solutions also, can be approximated by curves 
in finite dimensional function spaces. 
Note added in proof. In a recent note [6], Langenhop showed that (36b) 
implies the inequality in (36d) holds for each a. Thus, in the periodic and 
almost periodic case, (36d) is a consequence of (36b). 
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