Purely repulsive active particles spontaneously undergo motility-induced phase separation (MIPS) into condensed and dilute phases. Remarkably, the mechanical tension measured along the interface between these phases is negative. In equilibrium this would imply an unstable interface that wants to expand, but these out-of-equilibrium systems display long-time stability and have intrinsically stiff boundaries. Here, we study this phenomenon in detail using active Brownian particle simulations and a novel frame of reference. By shifting from the global (or laboratory) frame to a local frame that follows the dynamics of the phase boundary, we observe correlations between the local curvature of the interface and the measured value of the tension. Importantly, our analysis reveals the presence of sustained local tangential motion of particles within a surface layer in both the gas and the dense regions. The combined tangential current in the gas and self-shearing of the surface of the dense phase suggest a stiffening interface that redirects particles along itself to heal local fluctuations. These currents restore the otherwise wildly fluctuating interface through an out-of-equilibrium Marangoni effect. We discuss the implications of our observations on phenomenological models of interfacial dynamics.
Introduction
Pierre-Gilles de Gennes wrote 1 that "the interfaces between two forms of bulk matter are responsible for some of the most unexpected actions... the overlap region is mobile, diffuse, and active." This description is particularly apt as applied to the emergent behavior of dense collections of active Brownian particles (ABPs), in which purely repulsive particles are driven out of equilibrium via self-propulsive forces in an overdamped environment 2 . Even in the absence of attractive interactions, such systems can spectacularly phase separate into a dense liquid phase coexisting with a dilute gaseous phase 2-5 . This motility-induced phase separation (MIPS) is heuristically understood by considering the persistent dynamics of an individual particle, and it occurs when the time for a particle to re-orient after a collision becomes long relative to the typical mean free time between those collisions. The occurrence of MIPS has also been described through an approximate mapping onto an effective equilibrium system undergoing conventional vapor-liquid phase separation. [5] [6] [7] [8] [9] [10] [11] [12] [13] It has been demon- [14] [15] [16] [17] Experiments in active colloids and bacterial suspension, however, generally observe the formation of finite-size clusters rather than bulk phases, suggesting that non-generic phenomena may be at play and arrest the phase separation. [18] [19] [20] [21] [22] [23] A typical snapshot of such an out-of-equilibrium phase separation is shown in Fig. 1 , where the enormous fluctuations characteristic of MIPS are readily seen. Large fluctuations occur both at the interface and in the bulk of the dense phase, where bubbles of the dilute phase spontaneously nucleate and travel to the phase boundary, breaking at the surface (see SI for a video). Despite the wildly fluctuating nature of the interfaces, connections with interfacial properties of equilibrium phases have been identified. 12, 13, [24] [25] [26] [27] [28] For example, as we describe in more detail below, the scaling of the interfacial stiffness with system size is found to be consistent with equilibrium arguments. There is, however, a major caveat: the measured interfacial tension γ is negative, 13, 24, 26 and the equilibrium arguments connecting it to an interfacial the stiffness require one to take |γ| as the relevant quantity. 25 How can we reconcile a stable, equilibrium-like interface with negative values of surface tension, especially in a system driven by far-from-equilibrium dynamics? In this work we rely on extensive simulations to study the structure of the MIPS interface. A snapshot of a system composed of roughly 2 × 10 5 active Brownian particles of radius r 0 undergoing spontaneous separation into dense and dilute phases. The persistence length of the particles (defined in the text) is p = 100r 0 ; the area fraction is φ = 0.5 and phase separation into a strip geometry is attained by choosing the aspect ratio of the simulation box to be L x /L y = 2, with periodic boundary conditions (here L x = 1600r 0 ). Bottom left: A demonstration of two methods for identifying the interface. The red curve results from a contour-finding algorithm that captures all overhangs and allows for local curvature measurements, while the green curve considers only the outermost particles at each value of y and can be used to obtain the spectrum of the interface height fluctuations (see Appendix A for details). Bottom right: A schematic of the the local frame we use to measure dynamical quantities near the interface (see Appendix B for details).
We show that for such strongly fluctuating interfaces -where the instantaneous deviation of the interfacial height from its average value is decidedly not small -a transformation to the local coordinate frame along the interface (illustrated in Fig. 1 ) reveals surprising additional structure. An important finding is a strong correlation between the local curvature and the magnitude of the surface tension. By examining in detail the local dynamics near the fluctuating interface, we demonstrates the existence of surface layers with large local tangential particle motion in both the dilute and the dense regions. While such tangential currents in the interfacial region within the gas have been highlighted before, the self-shearing of the surface layer in the dense phase is a new result. This observation suggests a new mechanism for the stabilization of active interfaces where the interface directs particles along itself to heal fluctuations.
Below, we first describe our simulation model and study the properties of the interface in a global reference frame, in line with other studies. 13, [24] [25] [26] In addition to expanding on previous results for the scaling of the interfacial width with simulation size, we directly study the spectral density of the interface fluctuations. Despite the non-equilibrium character of the system, this spectrum is surprisingly equilibrium-like. In this global frame we also study the (mechanically defined) value of the interfacial tension over a wide range of parameters, varying the persistence length of the particles. We confirm the unusual result that the interfacial width scales with a stiffness proportional to the absolute value of a negative γ.
We then shed new light on the mechanism of interfacial stability by shifting to a local frame defined along the interface, utilizing an algorithmically traced interface contour with single particle resolution. In this frame, it is straightforward to define normal and transverse particle fluxes and forces. Using this technique we quantify the strong correlations between the local curvature of the interface and the value of the surface tension: although we find that the tension is always negative, it is closest to zero in regions of large positive curvature (inward "valleys") and most strongly negative in regions of large negative curvature (outward "peaks").
We close by presenting a heuristic picture of the emergent collective behavior of self-propelled particles near the interface, highlighting how their dynamics produces a negative interfacial "tension", resulting in an effectively "extensile" interface that tends to grow longer, while maintaining its integrity. This is in sharp contrast with familiar equilibrium interfaces that are "contractile" in the sense that the positive tension always tends to shorten the interface. These interfaces have been phenomenologically interpreted in terms of Edwards-Wilkinson-like growth processes, 26, 29 but the dependence of the surface tension on local curvature naturally leads to simple KPZ-like equations. 30 We attempt different scaling collapses of our data for interfacial roughening in an effort to discriminate between these scenarios.
Model and Methods
We simulate a system of active Brownian particles (ABPs) in a regime in which they are known to undergo motility-induced phase separation. We choose a strip geometry for ease of identification of the interface. We identify the dense phase as all members of the largest set of touching particles, while the gas phase is composed of those remaining particles.
Active Brownian Particle Model
A minimal model of monodisperse, purely repulsive ABPs 2 consists of N self-propelled particles with interaction radius r 0 . We place these in a rectangular simulation domain of sides L x and L y with periodic boundary conditions, setting L x /L y = 2 so that the bulk phases yield a quasi-1D interface (see Fig. 1 ). Each particle is identified by its position r i and directorê i = (cos θ i , sin θ i ) that defines the direction of the propulsive force F s i = (v 0 /µ)ê i , where v 0 is the propulsion speed and µ the mobility (inverse friction). The particles are governed by the overdamped Langevin equationṡ
where η i (t) is a Gaussian random torque with zero mean and variance η i (t)η j (t ) = δ i j δ (t − t ). The variance of this fluctuating torque is set by the persistence time τ r = 1/D r , where D r is rotational diffusion. The pair forces between particles i and j, F i j , are obtained from a repulsive Weeks-Chandler-Anderson po-tential,
|F i j | = 0 otherwise, where r i j = r i − r j is the interparticle separation andr i j = r i j /|r i j |.
We neglect noise in the translational dynamics, which is less important than the orientational noise in both synthetic active colloids and swimming bacteria. 23, 31 The non-equilibrium nature of this active model is provided entirely by the propulsive force F s i of each particle. After integrating out the angular dynamics, F s i represents a non-Markovian stochastic force correlated over the persistence time τ r . Since the finite correlation time of the noisy propulsive force is not matched by similar correlations in the (constant) mobility µ, the system does not obey the fluctuationdissipation theorem embodied by the Stokes-Einstein relation.
The persistence time τ r controls the crossover from ballistic to diffusive single particle dynamics: at short times the dynamics of non-interacting ABPs is ballistic, and for t τ r it is diffusive with diffusion coefficient D s = v 2 0 τ r /2. The single-particle dynamics can be characterized by the persistence length p = v 0 τ r , which, together with the area fraction φ , controls the phase behavior of this interacting non-equilibrium system. 4,31
Capillary waves and interface width
Taking a mesoscopic view of the interface, one can characterize the fluctuations in terms of the deviations of the instantaneous location of the surface along the x direction from its mean value, 32 δ h(y,t) = h(y,t) −h(t), withh(t) = 1 L y L y 0 dy h(y,t). The mean interfacial width can then be written as,
where
In thermal equilibrium, interfaces carry an excess free energy E s = γ determined by the constant interfacial tension, γ, and the length of the interface, with
The interfacial height mode amplitudes are then determined by the equipartition theorem as
Eq. (3), we can immediately calculate the interface width as
where w 2 0 describes the fluctuations of the q = 0 mode and σ = γ/kT is the interfacial stiffness that measures the cost of deformations along the entire length L y .
Interfacial tension
A mechanical definition of the interfacial tension γ can be obtained by examining the work δW = γδ needed to change the length of the interface by an amount δ . Here we follow the standard quasi-thermodynamic treatment of Ref. 32 , where in equilibrium it is shown that this mechanical definition yields the same value as that obtained from the interfacial fluctuations. As we will see, this is not, however, the case for ABPs 24, 26 .
Working in two dimensions, we consider a one-component system confined to a box of area A = 2 and separated into two bulk phases, with a vertical interface at some position 0 < x 0 < . If the area of the system is changed isotropically by an amount δ A, the associated work is controlled by the pressure, with δW = −pδ A. To define the tension we imagine isothermally and reversibly deforming the sides of the confining box so that the interface increases in length by an amount δ , while maintaining fixed area. This requires an anisotropic deformation of the box, but the symmetry of the interface ensures that the pressure tensor can only have non-zero components p xx and p yy . The tangential work done to the system in increasing the length of the interface is then
and the normal work done in keeping the area fixed is
In writing the above expression we have assumed mechanical stability of the interface, ∇ · p = 0. This, together with the symmetry of the system ensures that p xx is not itself a function of x or y. The total work done is then
Comparing this expression with δW = γδ we recover the Kirkwook-Buff expression 33 ,
where we have more generally replaced Cartesian components of the tensor with normal and tangential components, and assumed that the two phases we are considering are a dense and dilute phase. Equation 11 quantifies the surface tension as the total anisotropy in pressure across the interface. It assumes of course that the local pressure tensor has a mechanical definition. In the next section we outline how we measure the local pressure tensor for our active system and compute Eq. 11.
Pressure in Active Matter
The pressure p of a system of overdamped torque-free active particles involves two contributions: a contribution due to direct particle interactions, p d , and a "swim" contribution that represents the flux of propulsive forces across a unit area, p s , with expression in terms of particle pair interactions,
The swim pressure can also be calculated via a virial-like expression. 16, 31, 34 A numerically more useful expression for the local the swim pressure is given in terms of the flux of "active impulse", as p
where v i is the velocity of particle i and J i [θ i (t)] = F s i (t)τ r is the active impulse introduced in Ref. 35 , where it was shown that the expression given in Eq. (13) for the swim pressure is equivalent to the virial one proposed in previous work. 16, 36 The form in term of active impulse is more convenient for numerical studies because it avoids the strong finite size effects that arise in calculations of the virial expression for the swim pressure. 34 The main figure correlates the interfacial tension and the stiffness, showing that the tension becomes more negative with increasing stiffness. This suggests that the same dynamics that produces a positive stiffness yields a negative interfacial tension. The black points correspond to measurements in the global frame (described in Sec. 3), while the blue points correspond to measurements in the local frame of the interface (described in Sec. 4). The inset shows the difference between normal and tangential pressure that determines the integrand in Eq. 11, broken down into cluster and gas contributions, highlighting the significant net-negative contributions from both cluster and gas particles.
Simulations
Simulations of large phase-separating systems of ABPs require total running times t τ r and integration timesteps ∆t τ r . 34 This, in addition to the wildly fluctuating nature of the interfaces and the need to sweep different p values, means that considerable computational effort must be made to gather an adequate statistical sample. Most of our simulations have been carried out on GPUs using the HOOMD-blue 37,38 simulation package, complementing with CPUs for the smaller system sizes.
To suppress transients, we nucleate the phase-separated strip by initially placing particles in a triangular lattice with interparticle distance r i j = 2r 0 . We performed parameters sweep by using persistence lengths p = {60, 80, 100, 120, 140, 200} and system sizes L x = {200, 400, 600, 800, 1600}. The area fraction was fixed at φ = 0.5, with µ = 1 and v 0 = 100. We have simulated for t ≥ 1 × 10 3 τ r , with a number of independent runs N runs = 100 for our smallest systems, down to N runs = 8 for L x = 800. Unless stated otherwise, the results in this paper refer to L x = 800 systems. In order to study the interface growth, we have also run shorter simulations (t = 100τ r ) that do not reach the stead state, for system sizes ranging from L x = 400 (N runs = 400) to L x = 2400 (N runs = 28).
We note that previous studies have found strong finite-size effects when studying the pressure of phase-separated systems with p ∼ L, even at low density. 34 . Measuring the swim pressure with the active impulse flux, Eq. (13), rather than with a virial expression, mitigates this effect. Nevertheless, we have kept the values of p smaller than L x in our work.
Measurements in the global frame
The MIPS interface is characterized by wild fluctuations (as seen in Fig. 1) . Upon time-averaging, however, the interface appears deceptively well behaved and equilibrium-like. In this section we show this by characterizing the average density profile, determining the stiffness of the interface from the scaling of the interfacial width, and investigating the spectrum of interface fluctuations. We will often refer to the system as divided into two sets of particles: those belonging to the largest connected cluster (dense) and those in the gas (dilute).
Interface width and stiffness
where φ ± denotes the area fraction for the dense and dilute phases, x 0 is the mean position of the interface, and w is a measure of the interfacial width. In broad agreement with previous observations, 5 we find that with increasing p the interfacial width decreases and the difference in density between the coexisting phases increases, as we show in the upper panel of Fig. 2 . The inset to the upper panel of Fig. 2 also shows that w 2 ∼ L y for a variety of p .
We note that the finite intercept at L y = 0 provides an estimate of the minimum system size needed to observe MIPS in these systems. As shown in Section 2, Eq.7 connects the scaling of the interfacial width with system size L y to the intrinsic stiffness of the interface, σ that can be extracted from the slope of the linear curves in the inset.
Interface fluctuations
Although the MIPS interface is extremely rough and is characterized by frequent overhangs, to quantify the structure of the interfacial fluctuations we approximate the interface by constructing a height map h(y) as described in Appendix A. We then examine the Fourier spectrum of δ h(y) = h(y) −h, whereh is the instantaneous value of the mean position of the height map, and average the resulting mode spectrum |δ h(q)| 2 over time in the steady state. The spectrum of interfacial fluctuations shown in Fig. 2 is well described by |δ h(q)| 2 ∼ −1 p q −β , in keeping with our finding that the interfacial width itself scales with p . We do observe small deviations from the strictly equilibrium expected scaling of β = 2 (see inset of lower panel of Fig. 2) .
Interfacial fluctuations have recently been measured in a mixture of active and passive disks with attractive interactions. 39 In that case the attractions stabilizes the interface and activity enhances the stiffness that grows linearly with p .
Mechanical surface tension
As discussed in Section 2, a straightforward mechanical measurement of the surface tension involves integrating differences in the local pressure tensor across the interface, 24 via γ = dx p n − p t (Eq. 11). In the global frame one simply has p n = p xx and p t = p yy . At an equilibrium liquid-gas interface the positive surface tension arises from the lowering of tangential pressure associated with the weaker binding of liquid surface molecules as compared to bulk liquid molecules. In our active system, in contrast, we find a large increase of tangential pressure at the interface, as shown in the inset of Fig. 3 (see also Fig. 9 for further details) . This large tangential pressure is responsible for the negative value of the interfacial tension. It arises not only from the swim pressure of the gas (Fig. 9) , as shown in previous work, 13, 24, 26 but also from continuous tangential self-shearing motions of particles at the surface of the dense phase. In other words, particles moving tangentially in the interfacial region both inside and outside the dense phase contribute the the negative sign of the tension, as explicitly demonstrated below.
Interestingly, we also find that the magnitude of the surface tension increases with persistence length, meaning that in these systems stiffer, sharper interfaces correspond to more negative values of tension. Classically, a negative interfacial tension would indicate an interface that prefers to grow; here the opposite occurs. Refs. 24, 25 conjectured a "housekeeping work" w hk that accounts for the work done by the particle as opposed to the work done to the particle w ex , resulting in a relationship between tension and stiffness of the form γ = −σ F s p . Earlier we found that σ is linear in p , implying a quadratic dependence of γ on p (or on σ ). However, the fact that σ ( p ) has a non-zero axis intercept (Fig. 2 ) makes it very difficult to verify this relation quantitatively. Indeed, while our results show qualitative agreement with the idea that F s p sets an energy scale relevant to determining interfacial stability, with our error bars γ seems to be adequately represented by a linear dependence on σ (Fig. 3) .
Measurements in the local frame
It is well known that even in an ideal gas of ABPs the geometry of any confining wall has a strong influence on both the structure and dynamics of the system. 40, 41 In MIPS the gas particles interact with an emergent, self-generated boundary that continuously absorbs and releases particles, with zero net flux at steady state, but substantial local tangential currents. It is therefore illuminating to probe the interfacial structure and dynamics with respect to a local frame at each point of the interface. As described in more detail in Appendix A, we use a contour-finding algorithm to move beyond the height-map representation h(y) to the position of the interface with respect to the contour length along the interface itself, h(s). To do so, we define a local frame whose origin is set at points along the contour and whose orientation is set by the local normal n (which is also calculated using this contour by fitting a region around a given point to a quadratic function and evaluating its curvature). We then compute the average value of the pressure tensor in slices of fixed width at each point along the interface. Although our results are quantitatively sensitive to the choice of slice width and curvature coarse-graining scale, we have confirmed that our qualitative results are robust to any sensible choice of these parameters.
Dynamics along the interface
We first illustrate our findings by looking at the structure and dynamics of the particles in this local frame of measurement. The v n 2 -v t 2 Fig. 4 We use the local frame along the phase boundary to illuminate the complex dynamics near the interface-in particular the anisotropy of director and velocity. The x-axis shows the distance from the interface measured along the normal, as shown in Fig. 1 . Near the interface, the average director field shows an excess of inward pointing swim force just inside the cluster and an excess of transverse swim force just inside the gas. The anisotropy of the resulting motion shows that the gas moves with its director field, but the cluster self-shears as its surface particles move tangentially.
stability of MIPS interfaces has often been heuristically explained by particles pointing "inward" at the outer edge of the dense cluster, with a rotational re-orientation time for these particles that is longer than the typical time for a gas particle to arrive at the interface. 5 The condition of net zero flux then suggests large transverse currents in the gas phase outside the dense cluster. 39 In Fig. 4 we can see this dynamics at play in the local frame of the interface. The square points show the average anisotropy of the director, e 2 n − e 2 t , and show that indeed particles in the dense cluster but near the interface preferentially point inwards, while particles in the gas phase preferentially point tangent to the local interface. An examination of the velocity field itself, v 2 n − v 2 t , reveals, however, an unexpected behavior. In the gas phase the velocity field and the director point in the same direction as interactions are negligible, but they are distinctly different for particles at the interface within the dense phase. One clearly sees that there is a local transverse current even in the dense phase, as the projection of the swim force in the tangential direction causes the clustered particles to slide along the very boundary they are defining.
The transverse swim current is also enhanced by persistence, which we have shown corresponds to stiffer interfaces. Additional details are given in Appendix C where we examine the behavior in the interfacial layers both within the dense and the gas phases. One observes tangential particle motions in both regions and an associated local stiffening of the interface, with the fluctuating boundary providing a local guiding effect on active gas particles similar to that observed for curves solid walls. 41 . 
Interfacial curvature and local surface tension
The findings above, showing correlated flows in both the dense and dilute phases on either side of the interface, qualitatively suggest a Marangoni-like local mass transport that stabilizes the interface. Inspired by this, we explicitly investigate the connection between the curvature of h(s) and the local mechanical measurement of surface tension.
In the local frame, we still find on average a negative value for the surface tension. In this frame, though, we find that the spatial profiles of p n − p t are much sharper, and individual slices can be binned according to the local value of curvature. These measurements have enormous fluctuations (with a variance at least an order of magnitude larger than the mean), but careful averaging allows us to distinguish a clear correlation between local curvature and local tension, which we show in Fig. 5 (restricting ourselves to values of the local curvature within one standard deviation of the mean to ensure sufficient statistics). Although the mean surface tension is negative for all values of curvature, we find that the outward bulges of the interface (i.e., regions of negative curvature) are quantitatively more unstable than the inward valleys. This gradient of stability provides a mechanism for the interface to dynamically stabilize itself as transverse currents from the bulges on average fill in the gaps in the valleys.
Discussion
In a model of purely repulsive active Brownian particles undergoing motility induced phase separation, we have explored the surprising dichotomy of an interface that on one hand exhibits some equilibrium-like properties (a well-behaved time-averaged density profile and a nearly q −2 spectrum of interfacial fluctuations), but on the other is governed by strong fluctuations driven by nonequilibrium physics, resulting in negative interfacial tension. It is tempting to try to write down a phenomenological model of the interface. Some authors have in fact proposed mapping the MIPS interface to an Edwards-Wilkinson (EW) growth model. 26 On the other hand, our finding that the surface tension is itself a function of the local curvature naturally leads to additional terms, such as those in the Kardar-Parisi-Zhang (KPZ) description. 30 Although it is clear that in the presence of a negative surface tension additional terms would be needed to stabilized the KPZ equation, we have tried to discriminate between different universality classes for the MIPS interface by measuring the critical exponents characterizing interfacial growth and steady state fluctuations. For 1d interfaces both the EW and KPZ models are characterized by the same roughening exponent, α = 1/2, characterizing the growth of the steady-state interface width with system size L y . They differ, however, in the exponent β that controls the interface growth at short times, w(t) ∝ t β , with β KPZ = 1/3 and β EW = 1/4. Discriminating between the two scenarios is numerically challenging for two reasons. First, the values of β differ only slightly in the two models. Second, as previously pointed out, there is a smallest system size necessary to observe MIPS, so achieving even a single decade in linear system size L y requires very large computational effort. Nevertheless, we have run many short simulations, starting from a flat interface, to try to characterize the growth process. Surprisingly, we find that the EW dynamical exponent seem to better collapse the data than the (from a symmetry standpoint) more natural KPZ model. In particular, fits to w(t) = At β for our largest systems suggest β = 0.23(3).
The key features of the MIPS interface seem to be a negative value of surface tension coupled with a scale-free, nearly equilibrium-like spectrum of interfacial fluctuations. The negative value of γ suggests that either additional terms in ∂ t h or the coupling of h to another field is required. Natural candidates, such as ∇ 4 h terms or the coupling of the interfacial dynamics to a scalar field describing the flux of particles in and out of the two phases, select either a length scale or a time scale, and neither is seen in our system (we have confirmed that in our data the power spectrum of the interface S(q, ω) does not have any apparent time scale). The slight deviations from the equilibrium scaling of |δ h(q)| 2 may indicate that either a fundamentally nonlinear phenomenological model is required, or that simulations of much larger systems would reveal a long characteristic length scale in the problem. We view such simulations as a natural object of future study to resolve this issue.
Appendices

A Locating the interface
We have utilized two techniques to locate the interface and quantify its properties. The first uses a global frame of reference with axes normal and tangential to the mean (temporally and spatially averaged) interface (x and y) and yields a height map projected onto the y-axis, h(y). The second traces an outline of the boundary of the strip yielding a parameterized curve h(s) that captures fluctuations and overhangs. In both cases, for a given snapshot we quantify the configuration and position of left and right interface, denoted by h L,R . 
A.1 Height map h(y)
To calculate the height map we follow a straightforward procedure:
1. Distribute the cluster particles in n bin bins according to their y-position.
2. Sort particles in each bin according to their x-distance from the cluster center.
3. Average this x-distance of the left-most or right-most. n avg particles. The resulting quantity is identified with h L/R (y).
In general we use n avg = 3.
The width d y = L y /n bins of the bins is chosen as d y = 2r 0 . We have also verified that slightly larger bins do not significantly change our measurements.
A.2 Interface contourh(s)
We have also quantified the interface not as a height map but as a curve parameterized by its arc length. To do so, we have implemented a classic contour-finding algorithm 42 Fig. 7 The main figure shows the normal component of the polarization e n measured in the local frame and averaged along the interface. This is proportional to the average local swim force per particle. The solid (open) symbols correspond to particles in the dense (gas) phase. The data show that there is an excess of inwardly polarized particles in a surface layer of thickness ξ e d in the dense phase, but not in the gas. The length ξ e d has been extracted with an exponential fit to the decay of e n and is shown in the inset as a function of p . It is found to decay with increasing persistence. The net tangential component of polarization (not shown) remains zero at the interface because particles travel without preference in either direction tangent to the interface.
pixel resolution l at the size of particles, l = 2r 0 . Schematically, the algorithm proceeds as follows:
1. Discretize the system into square pixels of size l.
2. Mark all pixels containing cluster particles, call this set G. 4. Determine set of contour pixels C = D − G.
5. Connect contours using a depth-first-search algorithm, collating adjacent points into subsets c such that c ∈ C.
The result can be seen in Fig. 1 . Once the sets c are available, we locate the longest contours that cross the periodic boundaries an odd number of times. These are then sorted in left and right according to their x-distance from the strip center of mass x CM . The heighth(s) is then defined as the distance of these points from x CM .
A.3 Smoothing
While the above measure of the interface is generally useful for determining the interface length, including the more fractal inlets that exist down to the single-particle level, the noise on our measurements of local curvature is significantly reduced when we smooth the interface contoursh(s) to h(s). To do this, we calculate the shortest path along h(s) using the Dijkstra algorithm 43 on this relatively sparse, but connected set. More specifically we 1. Choose any pixel p ∈ c with only two neighbor pixels p − , p + ∈ c. The bottom left inset shows that the signed tangential component of velocity is zero at the interface because particles travel without preference in either direction tangent to the interface.
2. Run Dijkstra on reduced contour (c − p), starting at p + and ending at p − .
3. Add p back to the Dijkstra path to connect the set h(s).
The resulting h(s) is now a smooth connected path that winds the periodic box in the y-direction.
A.4 Determination of local normal to the interface
Using either the basic contourh(s) or the smoothed h(s), we calculate a local normaln using the local tangent vectors, as defined by each pixel and two nearest neighbors. We coarse-grain these vectors by averaging the normal vectors of the n cg nearest neighbors contour pixels. We test the result by eye and find that a coarse-graining of n ≈ 10 neighboring pixels works well at several p . The result is a set of normal vectors n(s) along the interface. For consistency, we use the same number of normals for the unsmoothed and smoothed interfaces, although this number could be reduced in the smoothed case.
B Local frame
Here we provide additional details of how we defined the local frame of the MIPS interface.
B.1 Definition of frame
The local frame is defined using h(s) orh(s) and the set of normal vectors n(s), where s is the set of connected points defining the contour. Contoursh(s) are multiple-valued functions, so when using this contour we ignore those points that don't have enough neighbors to properly define a normal. In the case ofh(s), this problem is avoided by definition. Using h(s) and n(s), we define a set of bins contained in a box of width w c length L c , oriented along n(s) and centered at h(s). The bin width dn c = 4r 0 sets the spatial resolution of our local frame data. A schematic of this frame is shown in Fig. 1 . With this binning technique, we collect information for all particles that fall inside the box. Given the local normal, it is straightforward to properly transform the various scalar, vector and tensor physical quantities measured in this work from the global (x − y) frame to the local frame.
C Local dynamics near the interface
Previous work has focused on measuring the direction of the particles' propulsive force (polarization), identifying the excess of particles with inward polarization just inside the dense cluster as the main stabilizing mechanism. In this paper, we have examined in more detail the local dynamics in the interfacial region both within the dense and the gas phases. While we do observe an excess of particles with inward pointing polarization at the surface of the dense phase (see Fig. 7 ), the most intriguing observation is of sustained local tangential motion of particles in both regions. This dynamics is displayed in more detail in Fig.8 , where we show that the anisotropy of motion extends into each phase within a surface layer. Additionally, while the thickness of the region of inward-pointing polarization in the dense phase decreases with increasing persistence (see inset of Fig. 7 ), the thickness of the layers with finite particles velocity increases with persistence in both the gas and the dense phases. In these regions we observe both normal currents that balance each other and tangential currents that average to zero (Fig. 8 ), but greatly exceed in magnitude the normal currents (Fig. 4) . This suggests that the stiffening of the interface results from the combined effect of inward polarization excess at the cluster's surface, local tangential flows in the gas, and the self-shearing of the interface in the dense cluster that heals fluctuations and enhances stability. This observation may provide additional intuition in constructing simple models of MIPS systems, such as the Active Matter Model B+ 28 .
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