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Abstract
An approach is developed to perform explicit time domain finite element simulations
of elastodynamic problems on the graphical processing unit, using Nvidia’s CUDA. Of
critical importance for this problem is the arrangement of nodes in memory, allowing
data to be loaded efficiently and minimising communication between the independently
executed blocks of threads. The initial stage of memory arrangement is partitioning the
mesh; both a well established ‘greedy’ partitioner and a new, more efficient ‘aligned’
partitioner are investigated. A method is then developed to efficiently arrange the mem-
ory within each partition. The software is applied to three models from the fields of
non-destructive testing, vibrations and geophysics, demonstrating a memory bandwidth
of very close to the card’s maximum, reflecting the bandwidth-limited nature of the algo-
rithm. Comparison with Abaqus, a widely used commercial CPU equivalent, validated
the accuracy of the results and demonstrated a speed improvement of around two orders
of magnitude. A software package, Pogo, incorporating these developments, is released
open source, downloadable from http://www.pogo-fea.com/ to benefit the community.
Keywords: finite element, ultrasound, elastodynamic, graphical processing unit, GPU
1. Introduction
Graphical processing units (GPUs) are well suited to solving highly parallel, homoge-
neous problems, since graphical rendering involves performing many identical calculations
very quickly. GPUs utilise a single-instruction-multiple-data (SIMD) type architecture
(or variants of this) [1], which allows the same instruction to be executed very efficiently
many times in parallel across different data. GPUs therefore have a significant advantage
over CPUs (central processing units) for solving highly parallel, homogeneous discretised
engineering problems; typically GPUs can accelerate a parallelisable engineering prob-
lem by 1-2 orders of magnitude over a single core CPU implementation (see for example
[2, 3, 4]).
The earliest examples of using GPUs for general purpose calculations unsurprisingly
did not deviate far from traditional graphics approaches. A particularly early example
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from 1990 used a GPU for robot motion planning [5], and in the late 90s Hoff et al. [6]
outlined the use of GPUs for generating Voronoi diagrams. The latter used OpenGL
[7], an existing graphical API which became more widely used for general purpose GPU
computing in the early 2000s. At this time, the potential of GPUs for general purpose
programming was beginning to be realised, as noted by Trendall and Stewart [8], who
provided an overview of what was considered achievable with the contemporary technol-
ogy, and recognised the future potential of this field. They applied the concept to real
time calculation of refractive caustics, and also included an overview of early general
calculations performed on GPUs.
Further applications suitable for GPUs were developed in the following years, e.g. [9,
10]. Several approaches were developed around this time to enable solution of the general
linear algebra problems which commonly occur in engineering, such as [11], where direct
matrix solvers were developed and used to solve finite difference wave equations (amongst
other problems), [12] which focused on conjugate gradient and multigrid methods to
solve sparse matrix problems on the GPU, and [13], which aimed to utilise GPUs for
problems where general vector processors would traditionally be used, such as matrix
multiplication. As the potential of GPUs was recognised, dedicated technologies were
developed to make general programming with the more advanced features of GPUs easier.
An early example, from 2004, is Brook, from Stanford University, USA [14], but this was
followed in later years by Nvidia’s CUDA [1], ATI’s Stream (formerly CTM) [15], and
OpenCL [16].
In this paper CUDA is used because it provides transparent access to the GPU
hardware at a low level, while minimising the programming complexity. Despite this,
careful design is necessary to best exploit the features of the hardware. CUDA executes
many threads in parallel, which are grouped together in blocks. Each thread can access
the global GPU memory, which has high latency and is comparatively slow, and must
also be accessed in a coalesced manner for maximum efficiency. Also available is a smaller
region of fast, shared memory, which can be accessed by all threads within a particular
block; a common approach is to load a section of data into the shared memory, perform
calculations using this data, then save the resultant data back to the global memory.
The architecture is well suited to performing explicit time domain simulations, where
the variables at one time step can be explicitly calculated from their known values at
previous time steps. Typically, there is substantial sparsity to the problem, so that the
value at one position only depends on previous values at nearby locations, rather than
the entire domain. The fast shared memory for each block, available using CUDA, is
ideal to exploit this; data from within a small region of the domain can be loaded in to
the shared memory, then many values at the next time step can be calculated without
requiring any data from outside the block.
A problem arises when a calculation needs to be performed which requires access
to data from a neighbouring block. A degree of overlap between the blocks must be
implemented to allow such data to be accessed, and this must be performed in an efficient
way to avoid unnecessary global memory loads. GPUs have been applied extensively to
problems where the domain is discretised via a structured grid (e.g. [17, 18, 19]), which
results in uniform relationships between the variables. This greatly simplifies memory
addressing and aids the design of an efficient solution to allocate data to each block.
Our focus is instead on problems that are discretised using a more general ‘free’,
unstructured mesh, which allows it to 1) be refined locally if necessary and 2) conform to
2
complex boundaries without causing the ‘staircasing’ which occurs with uniform meshes
[20, 21, 22]. The challenge is how to subdivide the unstructured meshes into separate
partitions suitable for each block and arrange the data in memory in an efficient manner
to enable the calculation to be performed quickly.
The use of unstructured meshes is widespread with the finite element (FE) method.
The potential of GPUs for such FE problems was proposed by Fan et al. [23], and an
OpenGL implementation of electromagnetic time domain FE calculations was described
by Liu et al. [24]. Another early study of FE solutions, this time focusing on addressing
the inaccuracies caused by the contemporary single-precision-only GPUs was undertaken
by Go¨ddeke et al. [25]. This group has done extensive further work in the area of FE on
GPUs [26, 27, 28, 29, 30], including incorporating GPU technologies into their package
FEAST (Finite Element Analysis and Solutions Tools) [31]. FEAST has an interesting
approach to the challenges associated with solving problems on unstructured FE meshes
using parallel architectures, subdividing the domain into regions of locally structured
sections, which enables better performance. There have also been several applications of
GPUs to non-linear elastic FE problems, [32] for soft tissue modelling, and [33] for large
elastic deformations.
The challenge of suitably arranging data in memory for explicit time-stepping finite
element problems has, however, received limited attention in the literature. Komatitsch
et al. [34] ported an unstructured mesh model of the earth to CUDA; their approach
was to use high-order spectral elements of five nodes in each of three dimensions. The
resulting 125-node elements fitted well within a block of 128 threads, which could then be
efficiently arranged in memory; while this is an elegant solution it is unlikely to be prac-
tical for the general case, particularly when considering lower order problems. Klo¨ckner
et al. [35] recognised the problem for the more general case, where many elements must
be allocated to each block; a partitioning scheme was therefore required to divide the
mesh into blocks in an efficient manner. It was recognised that general purpose parti-
tioners such as those developed for parallel computing [36] were rarely suitable, since the
specific nature of the hardware configuration requires particular limits on size which are
challenging to implement. A simple ‘greedy’ partitioner was presented as an alternative;
however, while such an approach is quick and reliable, for the majority of meshes the
subdivision will not be particularly close to optimal, which will slow down the solution
stage. Additionally, little attention has been focused on the development of memory
arrangement systems once the domain has been arranged into blocks.
This paper presents a more refined solution to the mesh partitioning problem for
unstructured finite element meshes of 2D first order (i.e. 3-noded) triangular elements.
This method is used for purely explicit time-stepping methods, i.e. solutions with diagonal
lumped mass and damping matricies. Also developed is a technique to arrange the
data within each block to allow efficient transfer between adjacent blocks. A new open
source package, Pogo, has been developed to make the methods in this paper readily
available; Pogo is a GPU implementation for the solution of elastodynamic problems
discretised with linear finite elements in space, and solved with explicit time steps. This
problem is applicable in a number of fields such as non-destructive testing [37, 38, 39, 40]
and seismology [41], and the source code and binaries of Pogo are made available at
http://www.pogo-fea.com/ to benefit the community. Other wave problems can be
solved in a similar way, making the methods discussed here applicable to acoustic and
electromagnetic waves with little modification. Furthermore, the concepts are applicable
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to solve general discretised engineering problems using the GPU.
Section 2 provides an overview of the relevant aspects of the finite element method
and how it is implemented on the GPU. Section 3 discusses mesh subdivision and memory
arrangement approaches to allocate the nodal data into memory, allowing the simulation
to be performed in an efficient manner. Section 4 presents some examples of the software
applied to realistic problems from non-destructive testing, geophysics and engineering.
2. Implementing the finite element algorithm on the GPU
2.1. Finite element theory
The finite element method for discretising elastic problems is well known so will not be
repeated here; readers are referred to [42] which gives a good overview of the technique.
The following is a derivation of the well established explicit time domain finite element
method for elastodynamics, and is included because the details are important for the
implementation on the graphics card. We note that similar equations can be formed
using the finite element method for acoustic, electromagnetic and other forms of wave
problems. Upon discretising the problem, the equations become
MU¨ + CU˙ +KU = F (1)
where U , U˙ and U¨ are vectors of the displacement, velocity and acceleration respectively,
with each term in the vector corresponding to a particular degree of freedom of the model.
M , C and K are the mass, damping and stiffness matrices, with NDOF ×NDOF terms;
NDOF is the number of degrees of freedom in the model. F is a vector describing the
force applied at each degree of freedom.
A standard finite difference scheme is used to step in the time domain. Using this,
the problem can be written in terms of the displacement vectors at the previous, current
and next time steps, described by Uprev, Ucurr and Unext respectively
M
Unext − 2Ucurr + Uprev
δt2
+ C
Unext − Uprev
2δt
+KUcurr = F (2)
which is known to have an error of the order (∆t)2, where ∆t is the time step [43]. This
can be rearranged to
Unext =
(
M
1
δt2
+ C
1
2δt
)
−1 [
F +
(
C
1
2δt
−M 1
δt2
)
Uprev +
(
M
2
δt2
−K
)
Ucurr
]
,
(3)
which is an explicit scheme since all terms on the right hand side are known. Equation
(3) is optimised as
Unext = F
′ + C′Uprev +K
′Ucurr (4)
where we have introduced the modified matrices
K ′ =
(
M
1
δt2
+ C
1
2δt
)
−1(
M
2
δt2
−K
)
C′ =
(
M
1
δt2
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1
2δt
)
−1(
C
1
2δt
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)
,
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Figure 1: Finite element node linking
and the vector
F ′ =
(
M
1
δt2
+ C
1
2δt
)
−1
F.
Since K ′, C′ and F ′ remain constant for all calculations, they can be calculated initially
and reused for all time steps.
The widely used simplification of lumped mass and damping matrices is used, so that
M and C are diagonal. Here, simple direct lumping is used, so the mass at each node is
given by multiplying the element area by density, then dividing by the number of nodes.
This greatly simplifies several of the calculations. Firstly the inverse term
(
M
1
δt2
+ C
1
2δt
)
−1
becomes straightforward to calculate, and will itself be diagonal. Because of this, C′ will
also be diagonal, and the sparseness of the stiffness matrix K and the force vector F will
be maintained in K ′ and F ′ respectively.
The FE computational kernel calculates Unext from eq. (4) for a specified node. To
do this, it needs to load in all necessary data from global memory to local memory,
perform the calculation, then store it back to global memory. The memory access is
most straightforward if there is a one-to-one mapping between the memory accessed and
the threads, so that no data needs to be shared between different threads. We consider
calculating the ith nodal value, U inext. The first term, F
′, only requires access to the ith
term, F ′i, which is straightforward. In the second term, (C′Uprev)
i must be calculated;
due to C′ being diagonal, this simply becomes C′iiU iprev. C
′ii and U iprev are, as before,
straightforward to obtain since they only require access to values at node i. The final
term, K ′Ucurr, however, is less straightforward to calculate, being dependent on other
nodes, and hence the sparsity of the effective stiffness matrix K ′.
The stiffness matrix defines the force applied at a particular degree of freedom nec-
essary to cause a unit displacement at another degree of freedom. In the finite element
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formulation, the stiffness matrix is formed by summing stiffness matrices from each sep-
arate element; therefore the global stiffness matrix is only non-zero where two nodes are
directly linked by an element. Figure 1 illustrates a particular node associated with the
ith degree of freedom, and also marks the linked nodes – which will have non-zero stiffness
values associated with them in the ith row of the effective stiffness matrix K ′. Therefore,
to calculate the ith value of K ′Ucurr, the displacement values Ucurr of all linked nodes
must be retrieved, and they must be multiplied by the corresponding coefficients stored
on the ith row of K ′. For efficient calculation, the nodes (and their associated degrees
of freedom) must be arranged appropriately in memory; the next section discusses the
architecture of the graphics card and its implications for this problem.
2.2. GPU architecture
A thorough analysis of the Nvidia GPU architecture from a programmer’s perspective,
along with an explanation of the CUDA technology with which to access it, is given in
the Nvidia CUDA C Programming Guide [1]; rather than repeating the existing work,
the focus of this section is to provide sufficient knowledge to allow understanding of the
finite element implementation developed in this paper.
CUDA’s approach to performing calculations on the GPU is through the use of ker-
nels. A CUDA kernel is effectively a function, written in a subset of C++’03, which is
executed in parallel by many threads. The threads used to execute a kernel are arranged
in blocks, which are typically up to 512 threads in size. The threads within each block
are usually arranged in a 2D matrix. The blocks are then themselves arranged in a 2D
grid. This is illustrated in Fig. 2. The programmer can specify both the dimensions of
the blocks and the grid of blocks when requesting that a particular kernel is executed on
the GPU. The kernel is provided with an index indicating which block it is in and which
thread within the block it is; the kernel can then perform its calculation on the relevant
section of data.
The threads within a block are executed in groups called warps, each consisting of
32 threads. Each warp will execute a single common instruction at one time, so the
best performance can be achieved when all the threads within a warp need to execute
the same instruction. In some cases, for example, when encountering an ‘if’ statement
which only applies to some of the threads within the warp, the warp can diverge, which
means that some of the threads must remain idle while the instruction is executed for
the appropriate part of the warp.
The graphics card consists of several levels of memory; here, just the two most impor-
tant are considered: 1) the global (off-chip) memory and 2) the shared (on-chip) memory.
The global memory is a large region of memory – typically in the region of 1-6GB. This
can be used to store all the problem data, but has relatively low bandwidth. Addition-
ally, there are rules specifying how the global memory should be accessed in order to
achieve optimum transfer speeds; the actual details of this are dependent on the ‘CUDA
compute’ capabilities of the card [1]. For the majority of modern GPUs available for
purchase the CUDA compute version is typically above 2.0. For these cards, the global
memory can only be accessed by 32, 64 or 128 byte loads; the number of global memory
loads a warp of threads must make is equal to the total number of such loads needed to
access all the data. This presents a strong motivation to arrange the data so that warps
only require data from local regions of memory, ideally loading entire 128 byte lengths
simultaneously. Additionally these cards have caches which can reduce the amount of
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Figure 2: Arrangement of threads under CUDA, showing the grid, block and thread hierarchy.
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global memory access, again provided there is a degree of locality in how the memory is
accessed.
Shared memory stores data on the chip while the threads are in existence, is much
faster (i.e. higher bandwidth and lower latency) than global memory, and does not need
to be accessed in 32 byte loads. The typical principle of a CUDA kernel is to copy data
as efficiently as possible from the global memory to local memory, perform a series of
calculations in local memory, then copy the data back to global memory. In the case of
an explicit time domain algorithm such as is considered in this paper, this process would
be repeated for each time increment.
2.3. Time domain FE on the GPU
A scheme has been developed to perform the time domain finite element calculations
on the GPU. A single kernel is used, and a thread is assigned to each node in the
domain. The nodes in the domain must be subdivided into separate blocks; performing
this subdivision is discussed in the next section.
There is a compromise in the choice of block size; a large block will have a smaller
fraction of boundary nodes, so relatively few reads from adjacent blocks will be necessary.
The smaller resource requirements of smaller blocks, however, allow the GPU multipro-
cessors to be assigned more than one block at once and hence perform calculations with
one block, for example, while data for another block is loading. A relatively large block
size of 32×16 threads is chosen to take advantage of the first consideration, although
future work could be performed to establish whether additional performance could be
achieved with alternative block sizes. Nodal data is assigned to global memory such
that the x dimension of the block is fastest, the block number is the middle, and the y
dimension of the block is slowest. This keeps the memory aligned so that loading in the
data from each block can be performed in a coalesced manner.
Figure 3(a) demonstrates how the FE mesh can be subdivided into blocks, and
Fig. 3(b) shows the allocation of nodes in the blocks to the regions of global memory.
Figure 3(c) shows the local memory for one block. The first 16 rows are simply loaded
directly from the appropriate area of global memory, shown in Fig. 3(b). This enables
the data from the 32×16 = 512 nodes to be loaded. The remaining rows are loaded from
other blocks. Loads from adjacent blocks of 32, 16 and 8 nodes are defined in recognition
that the common boundaries of adjacent blocks typically have a wide variety of lengths.
The numbers of each of these loads are chosen initially based on a structured mesh,
formed from a uniform grid of squares, each split diagonally to form two triangular
elements. For convenience, we can subdivide this into aligned partitions of size 32×16
nodes. Each partition will need to access 32 nodes from above, 32 nodes from below,
and 16 nodes from each of the left and right. In the corners, a node from two of the four
diagonals is required (all four would be necessary if 4-noded square elements are used
– the diagonal division for triangular elements removes the diagonal linking for two of
the corner nodes). Thus 2×32-node, 2×16-node, and 2×8-node loads need to be defined
in this case, which provides a starting point for a general solution. Clearly with an
unstructured mesh, the loads will need to be more flexible, so more smaller loads need
to be added. The numbers are refined by testing with some typical free meshes. On
one hand the aim is to have as few loads as possible since loading extra data slows the
algorithm down, but more loads adds flexibility and makes it more straightforward for
the partitioner to establish a suitable memory arrangement scheme. Ultimately a set of
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Figure 3: (a) Schematic of mesh subdivision into separate blocks and (b) assignment of data for each
block in global memory. (c) Local memory layout, showing region loaded directly from the block of
interest, and the memory at the end filled with data from other blocks. The linked data pointer table
(d) indicates which data from which other blocks is to be loaded into the 20 banks at the end of (c).
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20 loads are defined for the 2D problem with 3-noded triangular elements. These are
allocated as 2 of 32 nodes, 10 of 16 nodes and 8 of 8 nodes.
The linked data pointer table of Fig. 3(d) is read by each block and contains 20 32-
bit integers per block. These numbers indicate where in memory each of the 20 memory
banks should load from. Of each of these numbers, the most significant 24 bits indicates
the block from which to load the data, and the remaining 8 bits indicate a starting
location within the block. The first 4 bits indicate the row, with the most significant 2
bits of the value being unused at present, and the remaining two bits specifying which
of the first 4 rows should be loaded. The second set of 4 bits similarly has its higher two
bits unused, then the second two bits are multiplied by 8 to give a starting column. The
unused bits can potentially be used for alternative future memory layouts which require
additional location information within the block.
Once all the data from all the nodes and adjacent nodes is loaded into shared memory,
the calculation can be performed. Each node in the block has enough information about
the previous values within the shared local memory of Fig. 3(c) to enable the next time
step to be calculated. It is also necessary to load in stiffness values; it is assumed that
there are up to L nodes linked to each node. The parameter L varies depending on
the element type and number of dimensions in the model. For the 2D linear triangular
elements L = 12 forms a good upper limit. It is more efficient for the software to expect
the same number of links for each node, then have some which are unused, than having
different numbers of links for each. Under the latter scenario, each node would have to
store a reference to the initial memory access location, along with the number of links to
be loaded. Then there are the challenges of aligning the data in memory for coalesced
loads. These issues are likely to significantly affect the speed of the algorithm. It should
be noted that for the majority of well-formed meshes the number of linked nodes is
unlikely to vary significantly between nodes. A fixed limit is chosen for these reasons.
Since there are 2 degrees of freedom per node, there are therefore L× 2× 2 values from
the stiffness matrix to be loaded in per node, and also L ‘pointer’ values specifying to
which of the 32×25 nodes accessible within the block the stiffness values correspond. The
sparse stiffness values are therefore stored in a set of four vectors with L× 512× nblocks
terms, and the corresponding pointer vector of the same size. Any unused terms have
the pointer vector set to -1.
The scheme presented here provides a general method to access data efficiently for
unstructured meshes in the GPU block structure. However, we have not yet given consid-
eration to how a general mesh can be arranged in memory to exploit this configuration;
a suitable method is developed in the next section.
3. Mesh subdivision algorithm
There are two stages necessary to fit a mesh to the memory arrangement discussed in
the previous section. Firstly, the mesh must be subdivided into (up to) 512-node sections
which can each be assigned to a block. Secondly, the memory within each block must be
arranged according to the scheme discussed in the previous section.
This problem is extremely challenging because there are only finite resources available
to each block. For example, since only the first 4 rows, or 128 nodes, of a block can be
accessed by other blocks, the boundary length of each block must be less than 128. Since
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we can only complete 20 loads from other blocks, each block must be bounded by fewer
than 20 blocks, and we are restricted in how many nodes we can load from each of them.
The approach is therefore to partition the mesh as neatly as possible, attempting to
minimise the communication between adjacent blocks. The memory is then arranged
for each block; if it is found that this is not possible, then the partition arrangement is
locally adjusted and another attempt is made. This is repeated until a solution is found.
The ultimate aim of the algorithm is to minimise the number of blocks, since this
directly affects the runtime of the solver. This means that each block should con-
tain as many nodes as possible – ideally 512. An efficiency value is defined as η =
nnodes/ (nblocks × 512), with nnodes being the number of nodes in the domain and nblocks
being the number of blocks; the target is to obtain a value close to 1.
3.1. Partitioning
Domain partitioning has been widely studied in order to balance loads across multiple
CPU processors. [36] summarised the performance of several of these algorithms. How-
ever, the needs of the Pogo partitioner are quite specific, and such general algorithms
are unlikely to produce an efficient result. Two partitioning schemes are considered in
this paper. The first is the simple ‘greedy partitioner’; the algorithm follows that of [35].
The second is a more efficient partitioning scheme - the ‘aligned partitioner’ - which has
been developed to subdivide the mesh into neat aligned blocks.
The aligned partitioning algorithm is given as follows; these steps are illustrated in
Fig. 4.
1. Find nodes on outer boundary of domain
2. Subdivide nodes on outer boundary into lengths approximately B = 32 nodes long
- each length becomes the start of a new block
3. Advance each block by a row
(a) find all nodes linked to a block which are unassigned to blocks
(b) assign them to the current block
4. Repeat the advance until R = 20 rows added.
5. Loop through blocks to get sizes approximately correct:
(a) If block size is less than Sl = 390, join to an adjacent block
(b) If block size is more than Su = 1000, split into two blocks
i. Find the two ends of the block
ii. Advance blocks from both ends until they meet in the middle
(c) Repeat until all blocks satisfy the requirement Sl < block size < Su.
6. Remove all blocks with the exception of the first row of each block
7. Find the smallest block and advance that by one row; stop if the block reaches 512
nodes
8. Repeat 7 until all blocks are filled with 512 nodes.
9. Start a new layer of blocks by advancing each block by a row and assigning this
new row to a new block.
10. Repeat from 3 until all nodes are assigned to blocks.
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Outside domain
1. Extract boundary nodes
2. Subdivide into lengths of 32 nodes
3/4. Extend by 20 rows to make initial blocks
5. Combine and split blocks to make sizes similar
6. Reduce back to roots
7/8. Generate blocks by repeatedly extending smallest block until all have 512 nodes
9. Add new blocks by extending previous blocks
10. Repeat from 3 until all nodes allocated.
Boundary nodes
FE model to be subdivided
Figure 4: Stages of the mesh subdivision algorithm.
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The ‘advance’ process of the algorithm is similar to the advancing wavefront-type meth-
ods introduced by Cuthill and McKee [44]; these approaches aim to order the nodes so
as to minimise the bandwidth of the sparse stiffness matrix. By performing a similar
‘advance’ we aim to arrange the nodes into blocks to minimise interdependence, which
is similar to minimising the bandwidth. The approach is also related to advancing front
meshing algorithms [45, 46, 47], where a mesh is generated by starting at the domain
boundary and adding successive layers of elements to fill the domain.
An interesting feature of this algorithm is the ‘double advance’. If we have a concave
external boundary, as each row is added, the row will get longer and hence the block
will become bigger compared to the others. If the boundary is convex, the block will
become smaller. The initial advance tests whether blocks are on particularly concave or
convex boundaries by checking their sizes. If they are too small, they will be combined
with adjacent blocks, and if they are too big they will be split. When the blocks are
subsequently reduced back to the first row, these will form a much neater base for the
actual advance.
The constants here are chosen to fit with the 512 nodes/block scheme, and can be
adjusted if necessary for other configurations. The initial subdivision of the boundary
into lengths of B = 32 is based on a block shape of 32 × 16; for an arbitrary block
size to obtain an aspect ratio of around 1:1 to 2:1, a suitable range for B should be√
nnpb < B <
√
2nnpb where nnpb is the number of nodes per block. A choice of R = 16
might be sensible for the ‘test’ advance, since that would give on average 512 nodes per
block. However, the block is extended slightly further than this, by making R = 20 to
give an increased weighting to split or join blocks which will require this action in later
layers anyway. In a general implementation, adding an extra 25% as done here would
give R = nnpb/B × 1.25. Finally, the limits Sl and Su need to be established. A mean
value can be calculated as Sm = R × B. Lower and upper limits can be based around
this; if the shape of the blocks is relatively unimportant, the acceptable range can be
widened, or it can be tightened to ensure the blocks fall closer to the required size. It has
been found that the values used here fit well with the algorithm, so it is suggested for a
general case to use Sl = 0.6 × Sm and Su = 1.55× Sm. Clearly for best performance it
is suggested to fine-tune these constants by testing them out in the algorithm.
Sometimes domains include internal boundaries; this is particularly important in
non-destructive testing applications, for example, where internal defects such as cracks
or voids can exist. The partitioning algorithm has a couple of modifications to account for
the situation where the ‘advancing front’ of partitions encounters such a boundary. The
initial advance will be self-limiting, i.e. the partitions will simply only advance as far as
they can until they interact with the boundary. As with the convex external boundary,
the restriction in size, if significant, will automatically encourage this partition to be
combined with a neighbour, to enable a better starting point; no modification needs to
be made here.
For the second, ‘final advance’, there are a couple of scenarios which need to be
accounted for. Firstly, any partition which becomes completely trapped by a boundary
such there are no adjacent ‘unpartitioned’ nodes is deactivated; from this point it will not
try to advance any further or produce any ‘child’ partitions in the next layer. The second
possibility is that the advancing front encounters an acute internal boundary which splits
a single partition. To account for this, when child partitions are produced, a check is
performed to verify whether all nodes within a single child are contiguous; if they are
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not then they are separated and allocated to different partitions. These modifications
enable the algorithm to correctly account for internal defects.
3.2. Memory arrangement
Having partitioned the nodes into separate subdomains, the data must be arranged
in memory. Firstly, the boundary of each block must be arranged in the first four rows of
the global memory. This must be arranged so that each adjacent block can access data
with as few loads as possible.
The strategy adopted is to order the boundary nodes by looping around the boundary
from one point. This ensures that, with the exception of the start-end point, all nodes
linked to a particular node will be contiguous in memory. The start-end point is moved
around the boundary until it reaches a join between two blocks. Clearly, since the linked
nodes are split over up to 4 lines, there will be additional memory breaks; possibly this
could be improved by ‘wrapping’ to match the memory breaks to the joins between
different blocks. However, such a solution is likely to be complex so is not pursued at
present.
Once the boundary nodes of each block have been arranged in the first rows of the
global memory, the linked data pointer table discussed in Sec. 2.3 needs to be established
to provide links between blocks. For each block, the initial stage is to determine which
blocks are linked to it, and from which locations within this block nodes need to be
loaded. This principle is illustrated in Fig. 5(a) and (b). Due to the memory loading
scheme introduced in the previous section, each 8-node long section must be loaded in
its entirety; Fig. 5(c) simplifies the problem to demonstrate which of the sections must
be loaded.
Having established which sections need to be loaded, the different sized loads available
(2×32-nodes, 10×16-nodes and 8×8-nodes) need to be allocated. The approach is to use
the larger loads as efficiently as possible for the contiguous sections, then use the smaller
loads for the remainder. The 32-node loads are allocated according to the priorities in
Fig. 5(d). Clearly the best use is to load an entire line; this therefore has the highest
priority, whereas the lowest priority is given to loading a single 8-node section with a
32-node load.
The algorithm is:
1. Take one of the 32-node loads
2. Look at the first row of the first surrounding block
3. If it has priority 1 (see Fig. 5(d)), assign the load to this row, and return to step 1
to take the next 32-node load
4. Otherwise proceed through all the rows of all the surrounding blocks until a priority
1 row is found
5. If none are found, do the same with priority 2
6. Repeat for all priority levels until both 32-node loads are taken
Once both 32-node loads are allocated, the algorithm moves to the 16-node loads. The
same algorithm is used, except here the priority is simply to load in two consecutive
8-node sections. If this is not possible, the algorithm loads in isolated single 8-node
sections, effectively wasting half of the load. Finally, the 8-node loads are allocated to
any remaining 8-node sections.
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Figure 5: Arranging the links between the blocks. (a) gives a typical block layout, showing a block and
the 8 surrounding blocks labelled A-H. (b) shows which nodes need to be accessed from linked block D.
(c) then shows how this is simplified into accessing particular 8-node long sections of data. (d) presents
all the possible load patterns within a single row; these are put into priority of preference to be allocated
to a 32-node load.
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If the algorithm has allocated all the available loads yet there are some sections of
memory that still need to be allocated, the block is considered to have ‘failed’ the memory
allocation algorithm and the partitioning needs to be adjusted. The approach is to split
any block which fails into two (which reduces efficiency by adding extra blocks), and redo
the memory mapping algorithms for all surrounding blocks. This process is repeated until
all blocks in the domain are able to access the nodes they need.
Clearly, blocks are more likely to pass the memory allocation algorithm if they are
neatly arranged and aligned with each other. This is why the partitioning scheme of the
previous section is important: it is vital to generate a neat initial partition so that the
majority of blocks can have data allocated to them without resorting to splitting. It is
expected that a higher proportion of blocks produced with the greedy blocker will be
poorly formed compared to the aligned partitioner, and therefore efficiency associated
with the greedy partitioner is likely to be lower.
The next section tests the partitioning algorithms and solution performance for three
example problems.
4. Examples
In this section three example models are presented. These models were run on the
CPU using a typical commercial software package, Abaqus, and on the GPU using Pogo,
the finite element package developed in this paper. Comparisons are performed to check
that Pogo produces the same result as Abaqus, and the speeds of the two software
packages are studied and compared to the theoretical maximum performance of the CPU
and GPU.
In all models, the default solution settings were used when running the Abaqus job,
i.e. the Abaqus packager was run in single precision but the explicit solver was run in
double precision. Pogo was run primarily in double precision, with single precision results
included for comparison.
The explicit component of Abaqus version 6.12 was used. The equations solved [48]
match those used in Pogo, outlined in Sec. 2.1, including in the mass and damping
lumping approaches. This was run on a single core of an HP Z600 workstation, with
dual quad core processors. The processors were Intel Xeon E5530 processors running at
2.4GHz. The Pogo solver was run using an Nvidia GeForce GTX580 GPU, a high end
gaming graphics card. It is recognised that this GPU is around 1-2 years newer than
the CPU, so the relative performance of the GPU would be expected to be better. An
analysis of the relative hardware capabilities is included when discussing the results.
4.1. Weld inspection example
Non-destructive testing relies extensively on ultrasound for subsurface inspection. A
common application is the inspection of welds to check whether there are any cracks
present at the boundary between the weld and the base material, which could lead to a
failure. Ultrasound is passed into the weld and the measured response is processed to
determine whether or not cracks are present.
A typical weld model was set up using the Abaqus CAE graphical user interface.
A schematic diagram of the model is presented in Fig. 6. This was meshed with 3-
noded linear triangular elements using the Abaqus unstructured triangular mesher. The
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Figure 6: Diagram of weld finite element model. (a) presents the plate containing the weld. (b) gives
more detail of the weld itself, including dimensions.
Table 1: Finite element parameters for the different models.
Property Weld model Gear model Geophysical model
Signal type Hann Hann Gaussian
Frequency 5 MHz 500kHz N/A
Signal length 5 cycles 2 cycles N/A
Element size (approx. side length) 40µm 80µm 5 m
Simulation time 40µs 1 ms 5 s
Simulation time increment 1 ns 2 ns 0.2 ms
Number of time increments 40 000 500 000 25 000
Degrees of freedom (×106) 1.92 2.89 2.02
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Table 2: Comparison of run-times for the different models between Pogo running on the GPU, and
Abaqus, a typical CPU alternative. All times are in seconds. The pre-processor time for Abaqus includes
the ‘pre’ and ‘packager’ stages; for Pogo the pre-processor time is any time taken by the solver which
does not include the explicit time-stepping stage. For Pogo, the two cases given are for the aligned and
greedy partitioners, and the times in brackets are single precision times; all the other times are double
precision.
Model Solution type
Block
eff. (%)
Block
time
Pre-proc.
Explicit
stepping
Total
Weld
Abaqus N/A N/A 125 16282 16407
Pogo (aligned) 95.0 23.4 23.6 75.3 (43.7) 122.0
Pogo (greedy) 88.3 1.9 22.6 78.4 (43.1) 102.9
Gear
Abaqus N/A N/A 217 367253 367470
Pogo (aligned) 96.3 50.0 32.4 1476 (822) 1558
Pogo (greedy) 81.7 6.9 37.5 1588 (925) 1633
Geo.
Abaqus N/A N/A 147 12477 12624
Pogo (aligned) 99.7 16.7 10.1 49.4 (27.3) 76.2
Pogo (greedy) 84.4 2.5 10.4 54.6 (29.8) 67.5
properties of the model are given in Table 1; the 2D problem was modelled as plane
strain. The source was excited as a force at 45 degrees downwards to the right.
An input file translator has been written to generate a Pogo input file from an Abaqus
input file. Clearly, since Pogo only supports a subset of Abaqus’ functionality, the trans-
lator can only process certain specific keywords appropriate to explicit time domain
simulations. The two partitioning approaches – the aligned and the greedy partitioners
– were both applied to the Pogo input file to generate a Pogo block file, a file indicating
which nodes were allocated to which block and their locations within the block. Each
block file was passed to the Pogo solver, along with the input file, to calculate a solution.
The two blocking arrangements are presented in Fig. 7. The aligned blocker of
Fig. 7(a) achieved an efficiency of 95% according to the definition in Sec. 3, while the
greedy blocker in Fig. 7(b) achieves 88.3%. The aligned blocker result is clearly a neater
solution; the main inefficiency appears at the line where the two advancing fronts of
blocks meet at the horizontal centre of the plate. The greedy blocker result is less or-
ganised, with several significantly distorted blocks; such a solution typically requires the
second stage, where the memory is arranged within the blocks, to split more blocks and
hence reduce efficiency further.
Table 2 presents the run times for the various models, showing how the explicit time-
stepping stage for the weld model can be solved by Pogo in 75.3s with the aligned blocker.
Figure 8 compares the Abaqus and Pogo time traces at the measurement locations marked
in Fig. 6. It is clear that the traces match extremely well, to the extent that they are
visibly indistinguishable. Figure 9 calculates the error in displacement between Pogo and
Abaqus for the two measurement locations, illustrating that this is around five orders of
magnitude below the actual values.
4.2. Mechanical example
Explicit time domain solutions can be used for studying vibration behaviour of me-
chanical components. In this example, a gear-type component is excited at one of its
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(a)
(b)
Figure 7: Different blocking arrangements for a section of the weld finite element model outlined in
Fig. 6. (a) is the aligned blocker and (b) is the greedy blocker.
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Fig. 8, and the superscripts pogo and abq indicate the Pogo and Abaqus solvers respectively.
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Figure 10: The finite element model of the mechanical component.
teeth and the resulting time trace monitored at a point on the far side of the model.
Figure 10 presents the model. The material properties are the same as for the steel
base material for the weld example of Sec. 4.1. The model parameters are detailed in
Table 1; the excitation force is applied to all nodes on the excitation surface in a direction
vector (-1, -0.8) in the horizontal and vertical directions respectively. This model is of
particular interest since it contains several internal boundaries and will hence test the
performance of the partitioning algorithms when dealing with these.
The model was run using both Pogo and Abaqus, as before. Figure 11 compares
the displacements from the Abaqus model and the Pogo model. As before, by simply
observing the time traces in Fig. 11(a), there is no evidence of any difference between
the traces. Figure 11(b) plots the discrepancy between the two, calculated in the same
manner as for the weld model. This is fairly high, up to 4 × 10−13, compared to the
signals themselves which are around 2 × 10−11; this suggests a ‘signal to noise’ ratio of
around 50, or 34dB.
Figure 11(c) plots the discrepancy over the entire time trace, and it becomes apparent
that this increases over time. This is expected for long simulations; tiny discrepancies
between the stiffness coefficients calculated between degrees of freedom are likely to cause
increasingly large differences at each time step for explicit time domain simulations,
causing the solutions to drift apart. In this case, the 500 000 time increments used is
large compared to typical simulations (at least an order of magnitude larger than the
other cases investigated in this paper), yet even at the end of the simulation the time
traces match reasonably well; it is unlikely that having potential errors at this level will
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Figure 11: Time trace comparison between Pogo and Abaqus for the mechanical component example.
(a) shows a comparison between the two traces at the end of the simulation, and (b) plots the discrepancy
between the two sets of data, as defined for Fig. 9. (c) plots the discrepancy between the two software
packages over the entire simulation.
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Figure 12: The finite element geophysics model. The material properties are given in Table 3.
cause significant problems for the majority of applications.
4.3. Geophysical example
The final example used to demonstrate Pogo is presented in Fig. 12. This is a repre-
sentative geophysical example; the material properties are given in Table 3. The model
is excited in direction (1,4) with a Gaussian of the form f(t) = exp
[
−1000 (t− 0.25)2
]
.
Absorbing regions are placed around three of the four sides; these are intended to min-
imise boundary reflections by using mass proportional damping. Such an approach is
discussed in detail in [49]. Here, the damping coefficient is defined for each element as
d = 500 (x/L)3 where x/L is the fraction of the total depth into the absorbing region.
The absorbing regions were added to the model by a C++ program operating on the
Abaqus input file.
A comparison of the time traces produced is presented in Fig. 13. In this example
the traces are shown to match well, and the discrepancy between the time traces for the
two models is around three orders of magnitude less than the displacements.
4.4. Discussion
Pogo has been shown to produce accurate results much faster than an established
commercial CPU finite element software, Abaqus; in all cases Pogo is at least two orders
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Table 3: Material properties of the different rock types for the geophysical model as shown in Fig. 12.
Material Density (kg/m3) P-wave velocity, α (m/s) S-wave velocity, β (m/s)
1 2600 4000 2000
2 2700 6000 3500
3 2500 3600 2100
4 2650 5000 2500
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Figure 13: Time traces for the geophysics model. (a) compares directly the Pogo and Abaqus results in
the x and y directions at the receiver point marked in Fig. 12. (b) plots the discrepancy between the
curves, as defined for Fig. 9.
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Table 4: Bandwidth calculations. These are done for the aligned blocker, for single and double precisions
calculated as discussed in Appendix A.
Model Precision nblocks
Memory accessed
per block (bytes)
Bandwidth (GB/s)
Weld
Single 1974 102121 184
Double 1974 188803 197
Gear
Single 2931 103080 184
Double 2931 190720 189
Geo.
Single 1979 105587 191
Double 1979 195734 196
of magnitude faster in total solution time. This observation must be put into perspective,
however.
To analyse this, one can check the performance of the GPU kernel relative to the GPU
capabilities itself. The algorithm is very memory intensive, i.e. very few calculations are
actually performed for the amount of data loaded. This indicates that the algorithm is
likely to be bandwidth limited, rather than compute limited (which is backed up by the
use of the CUDA profiler available from Nvidia) and analysis of the performance should
therefore focus on the bandwidth achieved.
Memory bandwidth for the algorithm is calculated as the total memory read from or
saved to global memory per second. All the memory transactions carried out by the kernel
are listed in Appendix A. This enables an estimate of the memory accessed per block,
per time increment, to be determined; these values are listed in Table 4. The bandwidth
can then be calculated by multiplying this by the number of blocks and by the number
of time increments, then dividing by the execution time for the explicit time-stepping
stage of the algorithm. Full details are in Appendix A. Table 4 presents the bandwidth
for the three problems, in single and double precision, for the case with the aligned
partitioner. The GTX 580 graphics card has a quoted bandwidth of 192.4 GB/s, and
it is quite clear that the bandwidth achieved is around (and even beyond in a couple of
cases) this limit. The kernel is therefore making good use of all the available bandwidth.
It is noted in two cases that the quoted bandwidth exceeds the theoretical device peak
by up to 2.5%. This is likely to be caused by inaccuracies in measuring the time and the
various assumptions made in Appendix A when calculating the total memory accessed
by the kernel. Additionally, there is a possibility that speed is improved by L2 caching,
enabling previously accessed data to be re-used. Of the components listed in Table A.5
the only component which is accessed by multiple blocks is ‘Ucurr (linked)’; if this was
fully cached it would reduce the global memory access by a block by around 2.5%, which
could explain the small discrepancy. None the less these uncertainties are relatively small
and it is clear that the algorithm is close to extracting the peak performance of the GPU.
We now return to the run-time comparison. Since we have established that the
algorithm is essentially bandwidth limited, it can be assumed that an optimised CPU
version would come close to maximising the memory bandwidth of the architecture. The
Nehalem-based 5500 Xeon processor should be able to achieve a bandwidth of 12 GB/s;
if this was fully utilised by the CPU version then the GPU would enable a speedup of
around 16, rather than the 100-200 achived compared to Abaqus.
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There are a couple of points to note here. Firstly, as mentioned before, the GPU
is a generation newer, so it could be expected that a factor of around 10 between the
bandwidths would be more representative. Secondly, this demonstrates the inefficiency
of Abaqus when simulating problems of this type. Clearly Abaqus in these circumstances
is around an order of magnitude slower than the theoretical bandwidth limit would allow.
The method used to subdivide the mesh into separate blocks has a clear influence
on Pogo’s run time. In all cases, as expected, a better blocking efficiency leads to a
shorter solution time. Since the efficiency is inversely proportional to the number of
blocks, it might be expected that the run time would be inversely proportional to the
efficiency. However, this is not the case; Pogo appears to perform better than expected
with the underfilled blocks. The reason for this is that the Pogo algorithm does not
specify that any calculations should be performed when encountering an unused node
in a block; therefore if all the threads being run concurrently happen to be for unused
nodes, CUDA can simply skip the calculations for all threads. This results in a slight
speed improvement, although this is clearly less efficient than filling up all the blocks. A
secondary important point relates to memory usage. All examples here were able to fit
into the 3GB of memory on the GTX 580 without any problem. However, for very large
models where memory is limited, an efficient use of blocks may enable problems to be
solved which would not otherwise be possible.
It is clear that the greedy blocker is significantly faster than the aligned blocker,
typically by a factor of around 10. In two out of the three cases, the total simulation
time is less when using the greedy blocker, although the actual solution stage is always
faster using the more efficient aligned partitioning blocker.
Ideally, we would like to use the aligned partitioning to reduce solution time without
the drawback of the additional pre-processing time. The codes for both blockers have
been optimised to an extent, so it is unlikely that dramatic speed improvements could be
achieved through this area. One important use of Pogo is to speed up parametric studies,
where very similar jobs need to be run. Clearly if the mesh topology remains unchanged
(for example, if only the location or nature of the forcing term changes, or if just the
material properties change) then the same block file can be reused, so the run time of
the blocker effectively becomes zero for all but the initial simulation. Alternatively, if
there are only small topological changes, it may be possible to re-use the majority of the
pre-existing block file, although an algorithm to perform this has not been developed yet.
This work has focused on taking an existing mesh and solving this problem on the
GPU. It is important to recognise that the mesh must itself be generated initially, and
this can be a slow process. For the mechanical component in Sec. 4.2, the mesh took
a time of 12 minutes to produce using Abaqus’s built in triangular mesher. Because
of Pogo greatly speeding up the solution stage, pre-processing activities such as mesh
generation can take up a disproportionate fraction of the total solution time; in this case
the solution itself only takes 29 minutes, making meshing take 30% of the total solution
time.
It is important to consider the precision of the solution approach. Double precision
(i.e. using 64-bit floating point numbers) is often preferred for explicit time domain
schemes, since the repeated time increments can lead to rounding errors with single
precision which corrupt the results. While single precision times are included along with
the double precision times for Pogo in Table 2, the main comparison between the two
packages is presented using double precision data. Typically, double precision calculations
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perform poorly on ‘gaming’ GPUs such as the Geforce GTX 580 used in this study;
this is because there is only one double precision calculation core for every six single
precision cores. It would therefore appear surprising that the run-times reported in
Table 2 approximately halve when using single rather than double precision; the run-
times would be expected to reduce far more.
This is related to the fact that the algorithm is memory bandwidth limited rather
than compute limited. It is well known that the use of linear finite elements with explicit
time steps results in relatively few calculations being performed for a given amount of
data being loaded from the memory; this is why it has been proposed to use higher order
elements on GPUs [35] to increase the number of calculations per node at each time step.
In the case of bandwidth limited algorithms such as this, since the amount of data which
must be loaded from memory doubles for double precision, the run time will be expected
to approximately double.
This study has focused on the use of the lowest order, linear triangular elements with
explicit time steps because this method is widely used on the CPU and well understood.
One option is to increase the order to quadratic elements, which can improve the ac-
curacy by better representing the elastic field, with the disadvantage of increasing the
computational complexity. The additional computational requirements are likely to have
a low impact on speed for bandwidth limited algorithms, suggesting more accurate re-
sults could be obtained without significant additional execution time. However, a study
of this is beyond the scope of this paper. Higher order elements have been used in the
literature, but these are typically highly specialised, so the tools needed to, for example,
generate meshes, are not widely available.
It is possible to extend the approach to 4-noded, linear quadrilateral elements. To
do this, the non-zeros of the stiffness matrix K ′ should be treated just as in the 3-noded
case: there will be a non-zero between any two nodes linked by an element. These non-
zero ‘links’ can be identified at the pre-processing stage of the partitioning algorithm,
then the partitioning and memory arrangement stages can treat these in the same way
as if they had been produced from the triangular elements.
5. Conclusions
This paper has developed a pair of solutions to arrange an arbitrary mesh into memory
to allow explicit time domain simulations to be performed on the GPU. One solution uses
the well known ‘greedy’ domain partitioner to generate an initial subdivision of the mesh,
and the second uses a more sophisticated ‘aligned’ partitioner which aims to arrange the
subdivisions in a more optimal manner. The second stage of each takes the subdivided
mesh and arranges the nodes within the GPU’s memory to enable the separate partitions
to communicate efficiently.
The memory arrangement can be passed to a solver, and a set of three of typical
problems from non-destructive testing, engineering and geophysics were shown to run
100-200 times faster than that of a commercial CPU equivalent, Abaqus. The GPU
algorithm was shown to use close to the maximum available bandwidth, but an equivalent
optimised CPU version would be only 16 times slower, based on the available bandwidth,
suggesting Abaqus is not optimal.
The software used to subdivide the mesh and the solver itself are all part of the pack-
age Pogo, which can be freely downloaded from http://www.pogo-fea.com/. Pogo is
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open source software, enabling members of the community to use, inspect and understand
the code, and implement changes themselves. Also available as part of the package is a
program which directly generates Pogo input files from Abaqus input files, and functions
which enable the output files from Pogo to be loaded into Matlab.
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Appendix A. Memory bandwidth calculation
To calculate the bandwidth achieved by Pogo, the total amount of global memory
loaded and stored per block per time increment must first be evaluated. This is done by
inspecting the kernel code to see what memory transactions are performed. Table A.5
lists these loads. Some additional memory transactions are not included, e.g. accessing
the actual source time traces pointed to by the source pointers; these are typically likely
to only be done for a few nodes in a model, so can be neglected; they are also difficult
to quantify for a general case.
There is one parameter which must be estimated, Lav. Within the kernel, a ‘for’ loop
exists, which loops through the maximum L = 12 links. In theory, if every block was
entirely populated, and if every node had the maximum of 12 links to neighbours, Lav
would be 12. An ‘if’ statement is used by the kernel within the for loop to check whether
a K ′ term needs to be loaded. This means that if none of the threads within the warp
require a term from K ′, the load can be skipped. However, if just some of them do, the
remaining threads must wait until the data has been loaded.
To calculate Lav, therefore, each block is split into its warps (these are 32 threads long,
so this means each row is taken separately). The maximum number of links (i.e. non-zero
K ′ terms) required by the nodes within each warp is taken, then Lav will correspond to
the average of this across all the warps in all blocks.
This has been done assuming 100% blocking efficiency, so all threads within the block
are used. If this is not 100%, the end rows in the block can be left without any threads
at all. For these rows, the number of K ′ loads which need to be performed is 0.
For our purposes, Lav is estimated. It is assumed that the average maximum links per
warp, assuming 100% efficient blocking is 9, which is based on experience with several
typical free mesh models. The average is then reduced by multiplying by the block
efficiency defined in the paper to account for the warps of unused nodes.
Based on Table A.5, the total memory loaded and saved per block is 196176 bytes.
Of this, 75% corresponds to loading the K ′ coefficients, indicating how critical this point
is to the execution time of the algorithm. When the block efficiency is not 100%, the
memory can be estimated as 48720 + 147456× η. The bandwidth used is calculated by
multiplying this number by the number of blocks, then by the number of increments,
then dividing by the amount of time taken for the explicit stage of the algorithm.
[1] NVIDIA, CUDA C Programming Guide, http://docs.nvidia.com/cuda/
cuda-c-programming-guide/index.html.
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Table A.5: Main memory transactions the Pogo kernel, for the 32×16 block; this is for double precision.
Memory quantities are given in bytes.‘Block links’ stores which adjacent block, and where within that
block to load from. ‘Source pointers’ defines which of the time traces should be used as a source for
each degree of freedom. ‘Link pointers’ specifies which of the data values loaded into memory should be
multiplied by each K ′ term. Lav defines the average number of K ′ terms which must be loaded for each
degree of freedom; Lav = 9 has been used here.
Description Memory type Size Quantity Total
Uprev double 8 32× 16 8192
Ucurr double 8 32× 16 8192
Block links int 4 20 80
Ucurr (linked) double 8 32× 2 + 16× 10 + 8× 8 4608
C′ double 8 32× 16 4096
Source pointers short int 2 2× 32× 16 2048
Fixed boundary condition short int 2 32× 16 1024
Link pointers short int 2 12× 32× 16 12288
K ′ double 8 4× 32× 16× Lav 147456
Unext double 8 32× 16 8192
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