Abstract-In this paper, a new star recognition method based on Delaunay Triangulation (DT) algorithm and distributed neural networks was proposed to decrease the search space and increase the star recognition success rate for star sensors. It computed the DT of all stars in catalog. Then, it employed this method on stars in the captured image. It compared the generated DT graph of stars in the image with the catalog graph by using Relaxation By Elimination (RBE) method. RBE used an 'inverted' relaxation labeling method that found a good match of the input graph with the catalog graph. RBE was implemented by Correlation Matrix Memories (CMM). CMM was a kind of neural networks to store the constraints between the nodes of the graphs being searched. This algorithm relied on the positional relations and angular distance of stars in each triangle that is made by DT. The experimental results showed that when the position error was about 120 arc seconds, the identification success rate of this method was 89% while the identification method based on the matching probability was only 77%. In addition, the storage requirement of the algorithm was small.
I. INTRODUCTION
All spacecraft need to obtain their precise attitude. There are several sensors to determine the attitude relative to reference objects. Star sensors are the most effective among them, acquiring the attitude information by star map-processing methods and attitude determining algorithms. An autonomous star recognition method is one of the core technologies of spacecraft attitude measurements by a star sensor. According to the original star map data, obtained by the star sensor, the identification method transforms, transfers or combines the star points, which are included in a star map, and comes up with the characteristic information which reflects this star map as far as possible. Then, the information is compared with the Guidance-star database in order to complete the identification of the star map. The desired accuracy, functionality and reliability need to be considered when choosing a star identification method. Star identification algorithms are of two types: first, "lost-in-space" algorithms, in which no information regarding the attitude of the spacecraft is available, second, recursive algorithms, in which some information regarding the attitude is available. These techniques typically use inter-star angles (the angle between the line-of-sight of two stars from the perspective of a camera) and star the brightness and make some computations on these values to distinguish stars [1] . In this paper, an approach is presented with regard to the first type. In the last decade, many star map recognition methods were presented, which can be divided to three groups:
• The graph theory-based algorithms: they commonly create triangles from stars, calculate inter-angles of stars and compare these angles to catalog [2] - [6] . Some of these algorithms generate a vector of properties from stars, based on angular distance, magnitude, etc. to make a comparison. In [7] , the k-vector approach for accessing the star catalog is presented. It provides a search-less means to obtain all the cataloged stars from the whole sky which could possibly correspond to a particular measured pair, in case the measured inter-star angle and the measurement precision are given. The Pyramid logic is built on the identification of a four-star polygon structure.
• Primary star-based algorithms: they commonly select the brightest star as primary star. For example in [8] , an identification algorithm based on the matching probability is proposed. The brightest observed star is considered as the primary star and the radial geometry pattern is constructed by linking the primary star to other adjacent stars, then the pattern is matched with star database. The star which is most frequently visited is regarded as the correspondence of the primary star.
• The intelligence-based algorithms such as neural network and genetic algorithms: they commonly use pattern recognition methods. For example in [4] , an approach based on Counter Propagation Neural Network is presented. In this method, input vector of network is made by the brightest stars as Guide stars and the angular separation of stars in a specified radius of guide stars as Secondary stars. Generally, most of these algorithms select some of stars from the image, so they need a selection method. There is the possibility of choosing some non-star objects like planets, noise, etc. from the image. Therefore, sometimes, the selected stars may not be the correct stars. It means that these algorithms fail in this case. In the present paper, all stars are used for comparison. So, this algorithm does not fail in most of these cases. Attitude determination is done in several stages. As depicted in Fig .1 In this approach, the positional relations of stars were relied on. Positions of stars are not fixed; they have a little movement, so angular distances of pair stars change all the time and we cannot use angular distance only. Some methods fail because of increasing the position error using this feature. In the present method, however, distances were used for reducing the search space, then, correct stars were selected based on the relations in DT. This algorithm is capable of detecting stars correctly while DT of all stars does not change.
In the following sections, star pattern identification algorithm is described in detail. The new algorithm is coded and subjected to numerical simulation tests along with a reference algorithm based on matching probability. The results are compared in order to determine the advantages and limitations of the proposed new techniques.
II. THE STAR RECOGNITION METHOD BASED ON DT ALGORITHM
In this paper, a DT algorithm is introduced to solve the problem of star identification. First, the Delaunay Triangulation (DT) of the set of star points was calculated based on their locations in the image (calculated locations by centroiding algorithm). For each edge in the triangles of DT graph, the angular distances of stars were computed. Delaunay Triangulation of stars in catalog was also generated because the graph of image was comparable to the catalog and this graph was saved in a star database.
After calculating the distances, a weighted graph was created. Weights of edges in two graphs were matched by a tolerance, and then the consistency of vertices in the candidate's edges was confirmed. If the algorithm assigned two IDs to some vertices, then the vertex would be checked in other triangles until just one ID was detected. 
A. The Principle of the Delaunay Triangulation Algorithm
Delaunay Triangulation (DT) is a computational geometry algorithm which is used in many applications. A DT for a set P of points in the plane is a triangulation DT (P) such that no point in P is inside the circumcircle of any triangle in DT (P). Delaunay triangulations maximize the minimum angle of all the angles of the triangles in the triangulation; they tend to avoid skinny triangles. A sample of a DT is shown in Fig. 2 . For a set of points, the Delaunay triangulation is unique [5] . So, the uniqueness property of DT was used to compare the stars with the database because a smaller graph (a graph DT of image) must be found exactly in the greater graph (a graph DT of sky).
The definition of the Delaunay Triangulation is based on the Voronoi diagram through the principle of duality. Voronoi diagrams with their application in a vast amount of fields are described in detail, mentioning a lot of original references in [9] .
Voronoi Definition: Let P={p 1 ,…,p k } be a finite set of points in the n-dimensional space R n and their location
For example in the 2-dimensional space, every point has two elements of location vector (x 1 , x 2 ) in a way that no points have the same vectors (x, y). The region given by (1) is called Voronoi region (Voronoi box) which is associated with p i .
Based on (1), every point in Voronoi region of point p i has the shortest distance from x i (location vector of p i ) in relation to other x j (location vecor of other points in P). ν(P) in (2) is said to be the Voronoi diagram of P.
B. Reasons of using Delaunay Triangulation
Notably, DT is used for matching applications. The generated graph from DT has some properties which are useful for matching the stars in the captured image with the stars in the catalog. These properties are as follows: 1) In the plane, each vertex has, on average, six surrounding triangles. Therefore, memory requirements are almost 6n (n is number of stars in the entire sky). 2) DT of one point set is unique if 4 points do not occur in a circle; therefore, catalog graph and input graph are unique. 3) Incremental DT algorithm 1 definition: let P be a point set and D a DT of P. Insert one point to P and change the DT for new inserted point. By inserting new points, just regions corresponding to the adjacent new points will change. Stars in the image are a part of stars in the catalog; so, there are stars of catalog that are not in image. These stars are like additional points in the Incremental DT algorithm. If the DTs of image (Fig. 3-a) and catalog are calculated (Fig. 3-b) , the difference between them will be: a) A part of convex hull of input graph is different with edges in catalog graph. (Fig. 3 -c dash edges) b) Extra edges link DT of image to the DT of remaining stars in the catalog. The remaining stars exist in the catalog but does not exist in the image (Fig. 3-c bold  edges) . Based on this reason, convex hull can be deleted from the edges' set and the inner edges can be used for matching graphs.
C. Graph Matching
In our method, we need to match DT of image to DT of catalog stars by using graph theories. Graph matching methods are almost NP-hard problems, but the graph of stars in catalog is fixed and planar, so the graph matching in our method is simple and need linear time to solve it.
D. Relaxation by Elimination
Our algorithm is based on an optimization technique, called Relaxation Labeling. The general idea behind relaxation labeling is to update individual mappings for graph vertices based not only on their feature measurements, but also by combining contextual evidence from their spatial environment. Relaxation by elimination (RBE) initially keeps all plausible solutions and iteratively removes implausible solutions below a defined similarity threshold. Consider an input graph Gi and a catalog graph Gc. A vertex vi of the input graph Gi is assigned a set of candidates c i = (c i1 , c i2 , ..., c i|ci| , c ix ∈V c , x = 1, ..., |c c |) that correspond to the currently plausible mappings from an input graph vertex to a set of catalog graph vertices [10] .
To matching two very different graphs, the constraints on the nodes and arcs may only be similar. Thus the algorithm that matches one graph to another must not only find out which nodes and arcs match between the two graphs, but also find the ones that are most similar. One way to approach this problem is to use the idea of matching through the relaxation of constraints. In general, this approach attempts to find the minimum set of constraints needed to be withdrawn (relaxed) to allow the two graphs to match. These constraints can be unary i.e. single constraints such as found at a node (apparent magnitude of stars in nodes for example) and binary between two nodes such as is represented by an arc (angular separation between two stars for example). In RBE, the process of relaxation is achieved by elimination of constraints that are unsupported.
The match process aims to find a mapping between input graph Q and catalog stars graph D and thus find the match that minimizes the number of constraints that are violated. This represents typical data from an image analysis system, where the node information might be the type of vertex found at the node and the relations between these nodes are the distances between the edges. Note that the graphs contain some ambiguity in the node information meaning the relational information must be used to achieve a correct match.
The process of matching takes the following four stages: 1) Initialization by matching single nodes between graphs Q and D. this stage, takes each node in Q and attempts to matches to match this against graph D taking into account only the node constraints. Computation of the relational support for the nodes. This stage uses the arc constraint information to calculate the support for each node and remove inconsistent matches. The process is summarized in pseudo code as: for each node X, in graph Qfor each node Y, in graph D that matches the node constraint on X for each arc A, from node Xcount C, the arcs from node Y with the same arc constraints as A.
1) The process of elimination of weakly support for the nodes. This stage is to eliminate the weakest supported nodes 2) The termination check. The process of elimination and calculation of support continues until no more nodes can be removed by elimination. Repeat from 2 until termination. These stages were described in [10] by an example completely. The next section describes how RBE is implemented on correlation matrix memories.
E. Binary correlation matrix memories
Correlation matrix memory is basically a single layer neural network that uses Hebbian learning. Fig. 4 illustrates a CMM as a binary matrix and a single layer network.
A CMM can be seen as an associative memory that, given a pattern vector x, recalls the associated pattern, o. the memory can be trained on large numbers of patterns to associate.
One of the benefits of RBE is that it can use the CMM to store the constraints in the graph and also for the mapping of each node in the graph Q to graph D. the following describes how the method is mapped onto CMMs.
The following sets out the steps in the process: 1) Step1: binary representation of node and arc constraints in Q and D. the value of a node (arc) constraint is represented as one bit set in a vector. This vector has a length equal to the number of possible values for the constraints in the system. To decrease the storage space, we use sparse vectors in order to large number of zero elements in vectors. To searching the position error and the apparent magnitude noise of stars, multiple elements of vector are set to 1. For example if node constraint is 2.34, the bit vector of this constraint will be a zero vector with 1 in 229th-239th element in this vector. 1) Step2: matrix of node and arc constraints The node constraint vector and the arc constraint vector are combined into a correlation matrix by product.
2) Step3: conversion of the constraint matrix to a vector 3)
Step 4: initialization of the support The initialization checks to see if the node constraints in the query match with any nodes in the catalog graph. If they are equal, then the relevant element in support matrix is set to 1.
4)
Step 5: holding the support for each node
The vectors representing the input query and the catalog can now be used to build the support list.
Vector of each node in input graph is multiplied vector of each node in catalog graph. This number is support value. After calculation, support of last iteration is multiplied new support value. 5) Step 6: thresholding the support Matrix of support is thresholded to remove any value with poor support scores. 6) Step 7: termination of the process If the number of bits set fails to change in two iterations, then the process is terminated. Otherwise the process returns to step 5. By using this process, we can find best matches for any star. If in last iteration, some nodes remain with two or more matches, we can solve it by assigning stars to input graph and check relations and select correct stars.
III. EXPERIMENT RESULTS

A. Experimental Data
The star catalogue Tycho-2 (J2000) [11] - [14] was obtained for the experiment. Its data types include star index, magnitude, the right ascension (hour, minute, second) and the declination (degree, arc minute, arc second), etc. There were 14581 stars in the initial star catalog. Considering the detecting ability of star sensor, the upper and lower limits of magnitude were 0 and 6.9 (mv). So, 8743 stars were left. The size of CCD was 512×512 pixels, and each pixel size was 13 um. In the star database, the angular distances' table had 17593 items and the basic star catalog had 8743 items.
B. Experiment and Analysis
In this paper, the FOV was set at 8° × 8°, and the resolution was set at 1024×1024 pixels. To validate this method, the fundamental star catalog was composed of 14,581stars, which were selected from the Tycho2 star catalog. The highest magnitude detected by the star sensor was 6.95. The range of star position error was set at less than 120" according to the precision of star centroid extraction. According to the FOV and the highest magnitude, It is known that there are about 20 stars in every star map.
For the every optic axis, there was a standard star map. And, for every standard star map (total of 10 star maps), the star position error, which was from 0" to 120", was added to the star map. There were 120 error points of star position for simulation. For every error point, 100 trials of the identification method were carried out and the mean value of the successful rate of identification was calculated as this error point's successful rate of identification. Finally, the simulation results of ten star maps were averaged according to the every error point. The average value of the successful rate is shown in Fig.5 . Fig. 5(a) shows the relationship between position error and success rate of the proposed identification. During the course of simulation, compared with the star recognition based on Delaunay cutting algorithm [7] (b) and the matching probability [8] (c), the results of simulation are as follows (the Delaunay cutting data and matching probability data were originated from reference [7] ). As seen in Fig. 5 when the position error is small (less than 12"), the identification success rate of this method is about 99.5% which is equivalent to the Delaunay cutting method. When the position error grows gradually, the accuracy of the Delaunay identification quickly falls down in order to prevent the of use information by adjacent triangles. This process is because the Delaunay cutting, like this method, adopts the angular distance information of three vertices for cutting the triangle in order to identify star map.
Also, in the matching probability algorithm, when the position error is small, the identification success rate of the method is approximately similar to the present method because the angular distance matching is accurate; however, when the position error gradually becomes larger, this method fails; since it relies on the angular distances only. However, the identification success rate of the star recognition based on the DT algorithm is not much sensitive to the position error while the DT of stars does not change and still keeps a high success rate of recognition. When the position error is about 50", the identification success rate of this method is about 98%. At the same time, the other two identification methods are only about 94%. As a whole, it can be seen from Fig. 5 that the recognition success rate of this method is higher than that of the Delaunay cutting method and the probability matching method.
In most cases that the algorithm fails, the number of stars is less than the specified threshold, but if the number of stars is greater than the threshold, then this algorithm will be reliable.
IV. CONCLUSIONS
A new star pattern identification algorithm based on Delaunay triangulation and correlation matrix memories was proposed in this paper. As each "Triangle" in the Delaunay Triangulation pattern includes the positional relations of stars and angular distance information. After generating two graphs from input image and star catalog, these graphs were represented to correlation matrix memories to removing minimum set of violated constraints by using relaxation by elimination method. Experimental results demonstrated that the efficiency of the proposed algorithm was higher, and the memory requirement was lower, compared with the traditional triangle matching algorithm. Identification success rate of this method still kept 98% while that of the matching probability algorithm was about 94%. So, the method had a high recognition success rate, and was fast and robust.
