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JUMPING PAIRS OF STEINER BUNDLES
ENRIQUE ARRONDO AND SIMONE MARCHESI
Abstract. In this work we introduce the definition of Schwarzenberger bundle on a Grassmannian.
Recalling the notion of Steiner bundle, we generalize the concept of jumping pair for a Steiner bundle
on a Grassmannian. After studying the jumping locus variety and bounding its dimension, we give
a complete classification of Steiner bundle with jumping locus of maximal dimension, which all are
Schwarzenberger bundles.
Introduction
Steiner bundles over projective spaces were first defined in 1993 (see [DK93]) by Dolgachev and
Kapranov as particular vector bundles of rank n in Pn, although the first particular case was introduced
in 1961 (see [Sch61]) by Schwarzenberger. In 2000 (see [Val00b]), Vallès proves a result that characterizes
when a Steiner bundle F can be described also as a Schwarzenberger, studying a particular family of
hyperplanes {Hi}, which are called unstable hyperplanes, a technique also used in 2001(see [AO01])
by Ancona and Ottaviani. In parallel to a paper of Vallès (see [Val00a]) in this direction, finally
in [Arr10] there is a full generalization to higher rank of the notion of Schwarzenberger bundle and
the one of unstable hyperplane for a Steiner bundle F , now called jumping hyperplane. The main
result is that Steiner bundles whose jumping locus has maximal dimension can be classified and are
Schwarzenberger bundles. In this paper we follow the suggestion in [Arr10] for the notion of Steiner
bundle on Grassmannians, which fits in the general definition by Miró-Roig and Soares for an arbitrary
variety (see [MRS09]). Then we recover all the results of that paper in this new situation.
In Section 1, we will state the general definition of a Steiner bundle for Grassmannians (see Definition
1.1). After showing a geometrical interpretation of the definition, we will then give a lower bound for
the possible ranks of the bundles just defined (see Theorem 1.3).
In Section 2 we will give the definition of Schwarzenberger bundle (see Definition 2.1), generalizing
the one given in [Arr10].
In Section 3 we will then give the definition of jumping pair for a Steiner bundle and also give an
algebraic structure to the set of all of them (see Definition 3.1). We will bound the dimension of its
locus through the description of its tangent space, which will give us information of the jumping locus
as a projective variety (see Theorem 3.9).
Finally, in Section 4, we will classify the Steiner bundles whose jumping locus has maximal dimension
and we will get that also in this case they are Schwarzenberger bundles (see Theorem 4.5).
1. Steiner bundles on G(k, n)
In this section we will set the notation we will use throughout this work and we will recall the
definition of a Steiner bundle.
Let K be an algebraically closed field with char K = 0 and let V be a vector space over K. Let
us construct the projective space Pn = P(V ) as the equivalence classes of the hyperplanes of V , or
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equivalently the equivalence classes of the lines of the dual vector space V ∗. In this setting we define
the projective grassmannian as
G(k,P(V )) = G(k, n),
or, vectorially, as G(k + 1, V ∗), i.e. the set of the (k + 1)-linear subspaces of V ∗.
Definition 1.1. Let S, T be two vector spaces over K, respectively s and t-dimensional.
We will call an (s, t)-Steiner bundle, over G(k, n), the vector bundle defined by the resolution
0 −→ S ⊗ U −→ T ⊗OG −→ F −→ 0,
where U → G(k, n) denotes the universal bundle of rank k + 1 on the grassmannian and OG → G(k, n)
denotes the trivial line bundle.
First of all notice that the rank of the bundle we have constructed is rkF = t−s(k+1). Furthermore,
observe that the given definition agrees with the following one proposed by Miró-Roig and Soares,
because the pair of vector bundles (U ,OG) is strongly exceptional.
Definition 1.2 ([MRS09]). A vector bundle F on a smooth irreducible algebraic variety X is called a
Steiner vector bundle if it is defined by an exact sequence of the form
0 −→ Es0 −→ E
t
1 −→ E −→ 0,
where s, t ≥ 1 and (E0, E1) is an ordered pair of vector bundles satisfying the two following conditions:
(i): (E0, E1) is strongly exceptional;
(ii): E∨0 ⊗ E1 is generated by its global sections.
In order to define a Steiner bundle on G(k, n), we could have also used the strongly exceptional pair
(OG,Q); indeed, the two possible definitions are strongly related as we will see in the proof of Theorem
1.12.
We wonder which are the possible ranks for a Steiner bundle on G(k, n), because such problem was
solved for projective spaces by Dolgachev and Kapranov in [DK93], where they prove that the rank of
a non trivial Steiner bundle over Pn is at least n.
Theorem 1.3. Let F be a Steiner bundle over G(k, n); then it will have rank
rkF ≥ min((k + 1)(n− k), (n− k) dimS).
Proof. Let us consider the morphism
S ⊗ U −→ T ⊗OG 99K F, (1)
and let us write r = rkF . We already know that r = dimT − (k+1) dimS. We want to study for which
points of the Grassmannian such morphism is not injective and in order to do so we will use Porteous’
formula. The expected codimension of such set, given by the formula, is equal to r + 1, so if we have
dimG(k, n) < r+1 then there will be no points that drop the rank of the morphism and we can ensure
its injectivity. In the case the set is not empty, let us compute the fundamental class obtained applying
Porteous: if the class is empty, we will still ensure injectivity and thus have a Steiner bundle, otherwise,
we will not.
The fundamental class can be computed as
∆r+1,1 (cy (T ⊗OG − S ⊗ U)) = ∆r+1,1
(
cy
(
1
S ⊗ U
))
= ∆r+1,1 (cy (S ⊗Q)) ,
where cy denotes the Chern polynomial of the bundle and, following the notation of [ACGH85], the
symbol ∆r+1,1 just denotes the coefficient of the term of degree r + 1 in the polynomial.
We thus need to describe the coefficients of
cy(Q)
dimS∗ =
(
1 + σ1y + σ2y
2 + . . .+ σn−ky
n−k
)dimS∗
,
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where each Chern class ci(Q) is equal to σi, the special Schubert cycle of codimension i for the Grass-
mannian G(k, n). Let us observe that, having a power of the polynomial, we need to know how the
Schubert cycles intersect among each other and we know that, if we do not exceed the dimension of
the Grassmannian, such intersection is always non empty, see [Mar12]. So, if we do not exceed the
dimension of the Grassmannian in the Chow ring, the intersection of special Schubert cycles is always
non empty and we prove the theorem. 
Remark 1.4. We generalize the geometrical interpretation written in [Sch61] and [Arr10]. An injective
morphism U → T ⊗ OG is equivalent to fix a (n + 1)-codimensional space in Λ ⊂ P(T ). Notice that
all hyperplanes of P(T ) which contain Λ are in a one-to-one correspondence with the points of a linear
subspace of maximal dimension, disjoint from Λ and that generates with Λ all P(T ). Due to the
codimension we can build a one-to-one correspondence between such hyperplanes and the ambient space
Pn. In the same way each injective morphism S ⊗ U → T ⊗OG defines s subspaces Λ1, . . . ,Λs ⊂ P(T )
of codimension n + 1. We are now able to build several correspondences, one for each i = 1, . . . , s, in
order to have
P(T )∗Λi := {hyperplanes of P(T ) that contain Λi} ≃ P
n, for each i = 1, . . . , s.
Let us fix now a point Γ ∈ G(k, n), which gives us a subspace of codimension k + 1 in P(T ), one for
each i, that contains Λi. We have thus obtained the correspondences
Ai = {subspaces of codimension k + 1 in P(T ) that contains Λi} ≃ G(k, n), for every i = 1, . . . , s.
The projectivization of the fiber FΓ is given by the intersection of the chosen s subspaces. The projec-
tivization of the bundle is given by the union of all P(FΓ), for each Γ ∈ G(k, n).
We will now see an extremely important result, because it gives us an equivalent definition for a
Steiner bundle in terms of linear algebra. From now on, when we consider a Steiner bundle, we will
refer to any of the two proposed definitions.
Lemma 1.5. Given S and T two vector spaces over K, the followings are equivalent:
(i): a Steiner bundle F given by the resolution
0 −→ S ⊗ U −→ T ⊗OG −→ F −→ 0
(ii): a linear application
T ∗
ϕ
−→ S∗ ⊗H0(U∨) = Hom(H0(U∨)∗, S∗)
such that, for every u1, . . . , uk+1 ∈ H0(U∨)∗ linearly independent and for every v1, . . . , vk+1 ∈
S∗, there exists an f ∈ Hom(H0(U∨)∗, S∗) such that f ∈ Imϕ and f(uj) = vj for each j =
1, . . . , k + 1.
Proof. Let us consider the map
S ⊗ U −→ T ⊗OG
and its dual one
ψ : T ∗ ⊗OG −→ S
∗ ⊗ U∨ = Hom(U , S∗ ⊗OG)
that gives us the induced map on the global sections
ϕ : T ∗ −→ S∗ ⊗H0(U∨) = Hom(H0(U∨)∗, S∗).
We need to characterize ϕ in order to have the map ψ surjective, that is equivalent to ask for ψ to be
surjective in each fiber.
A point Γ ∈ G(k, n) is in correspondence with k + 1 independent vectors u1, . . . , uk+1 ∈ H0(U∨)∗, so
that the bundle morphism in the fiber associated to Γ corresponds to the restriction of ϕ of the type
ϕ˜ : T ∗ −→ Hom(< u1, . . . , uk + 1 >,S
∗).
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The requested characterization will be exactly the one stated in point (ii), because ϕ˜ is surjective for
every fiber if and only if for every k + 1 independent vectors of H0(U∨)∗, related with the fixed point
in the Grassmannian, and k + 1 vectors of S∗, that can be chosen as image of the previous set, there
exists f ∈ Hom(H0(U∨)∗, S∗) with f ∈ Imϕ such that f(uj) = vj for every j from 1 to k + 1. 
1.1. Steiner bundles and linear algebra. We prove some general results of linear algebra that we
will discover to be very useful in the specific setting of Steiner bundles.
Let U and V be two vector spaces, of dimension respectively r and s.
Let W ⊂ Hom(U, V ) be the vector space characterized by the following property, which we will denote
by Pk: for every k+1 independent vectors u˜1, . . . , u˜k+1 ∈ U and for every v˜1, . . . , v˜k+1 ∈ V there exists
an element f ∈ W such that f(u˜j) = v˜j , for every j = 1, . . . , k + 1. This is equivalent to ask that for
every vector subspace U ′ ⊂ U , with dimU ′ = k + 1, we have the following diagram
W
α
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖ _

Hom(U, V ) // // Hom(U ′, V )
where the induced map α will always be surjective.
It is immediate to prove the following result
Lemma 1.6. Let W ⊂ Hom(U, V ) be a vector subspace that satisfies the property Pk. If dimV = k+1,
then the map W −→ Hom(U, V ) is also surjective.
Proof. Consider an element in U∗ ⊗ V , that we can also write as a linear combination
∑
λi,ju
∗
i ⊗ vj ,
given by the choice of a basis for each of the vector spaces U∗ and V . Collect all the elements of the
combination using the basis of V , in order to write the combination as
u˜1
∗ ⊗ v1 + . . .+ u˜
∗
k+1 ⊗ vk+1.
Notice that having at most k+1 independent u˜i
∗ and completing a basis of U∗ with independent vectors
that must vanish because the rank of the chosen element is determined, we can see the previous sum
as an element of W . 
We can apply the previous lemma to prove the following result
Lemma 1.7. Let W ⊂ Hom(U, V ) be a vector subspace that satisfies the property Pk. Then, considering
the induced map
W −→ Hom(V ∗, U∗),
we have that for every k + 1 independent vectors v˜∗1 , . . . , v˜
∗
k+1 ∈ V
∗ and for every u˜∗1, . . . , u˜
∗
k+1 ∈ U
∗
there exists an element f¯ ∈ W such that f¯(v˜∗j ) = u˜
∗
j , for every j = 1, . . . , k + 1. We say that W also
satisfy the reciprocal of the property Pk.
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Proof. Let us consider an arbitrary (k + 1)-dimensional quotient Q of the vector space V , so we are
able to construct the following commutative diagram
W
ϕ //
ϕ′ %%❑❑
❑❑
❑❑
❑❑
❑❑
❑
f
""
g
<<
Hom(U, V ) // // Hom(U,Q)
≃

Hom(V ∗, U∗) // // Hom(Q∗, U∗)
We know the map f to be surjective by Lemma 1.6, hence we have that for every Q∗ ⊂ V with
dimQ = k + 1 the map g is also surjective. This means that the map ϕ′ makes W satisfy also the
reciprocal of the property Pk, because every morphism induced by ϕ
′ given by the restriction of V ∗ to
a (k + 1)-dimensional subspace is surjective. 
The lemma we just proved applies to our particular case in the following way.
Remark 1.8. By the description of the property Pk, we have that Pk implies Pi, for each i ≤ k.
Moreover, Lemma 1.7 tells us that having a Steiner bundle F on G(k, n) is equivalent to have a Steiner
bundle F˜ on G(k,P(S)). Therefore considering a Steiner bundle actually means considering a family of
2(k + 1) Steiner bundles.
We now prove a result that will allow us to extrapolate the trivial summands from Steiner bundles
and define the concept of reduced Steiner bundle on G(k, n), generalizing the definition given by one of
the authors in [Arr10].
Lemma 1.9. With the usual notation, the followings are equivalent:
(i): a linear subspace K ⊂ T ∗ contained in the kernel of ϕ,
(ii): an epimorphism F −→ K∗ ⊗OG,
(iii): a splitting F = F ′ ⊕ (K∗ ⊗OG).
Proof.
(ii) ⇔ (iii)
Let us observe that F is generated by its global sections (that is because we have a surjective map from
a vector space tensor the canonical bundle to it). Let us consider the following diagram
0 // S ⊗ U // T ⊗OG //
&&▲▲
▲▲
▲▲
▲▲
▲▲
F //
f

0
K∗ ⊗OG
The fact that F is generated by its global sections tells us that a basis will be sent to a basis, so, let
us take a basis of H0(F ) and suppose that f is surjective. What we need to do is to take a basis of
K∗ ⊗OG and take its preimage in F . We can complete the basis and with the elements added we can
generate a vector bundle F ′ that gives us the splitting.
If we already know we have a splitting, of course the map f is surjective.
(i) ⇒ (ii)
If (i) is true, then, because of the fact that K ⊂ kerϕ, we have a morphism of the form ϕ¯ : T ∗/K −→
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S∗ ⊗ H0(U∨). We know well by now that such morphism is associated to a Steiner bundle F ′. This
gives us the following commutative diagram, that we can construct starting from the two rows
0

0

0 // S ⊗ U // (T ∗/K)∗ ⊗OG // _
α

F ′ //
β

0
0 // S ⊗ U // T ⊗OG

// F //
γ

0
K∗ ⊗OG

K∗ ⊗OG

0 0
(2)
The morphism α is injective by hypothesis and it gives us that also β is injective. Because of the
commutativity of the diagram, the map γ must be surjective. We thus have (ii).
(ii) ⇒ (i)
By hypothesis we have an epimorphism F −→ K∗⊗OG and taking the resolution of F we can construct
a further surjective morphism g in the following way:
· · · // T ⊗OG // //
g
&&▲▲
▲▲
▲▲
▲▲
▲▲
F //

0
K∗ ⊗OG
Having such surjective morphism g tells us that K ⊂ T ∗ must be a vector subspace. Starting from the
dual of the map g we are able to construct another commutative diagram, the dual one of Diagram (2),
this time starting from the two columns.
We get that the bundle morphism ϕ : T ∗⊗OG −→ S∗ ⊗U∨ has a factorization through (T ∗/K)⊗OG.
This means that K is contained in the kernel of ϕ and we get (i). 
Remark 1.10. The bundle F ′, by Lemma 1.5, is the Steiner bundle associated to the map T ∗/K −→
S∗ ⊗ H0(U∨). If we consider T ∗0 = Imϕ, we obtain an inclusion T
∗
0 →֒ S
∗ ⊗H0(U∨) associated to a
Steiner bundle F0. We get H
0(F∨0 ) = 0 and F = F0 ⊕ (T/T0 ⊗OG). In particular, if we fix a Steiner
bundle F , H0(F∨) = 0 if and only if the linear map ϕ is injective.
All the Steiner bundles satisfying the property stated in the previous remark form a particular subset.
Definition 1.11. Using the usual notation, a Steiner bundle F on G(k, n) is said to be reduced if and
only if H0(F∨) = 0. In general, we will denote by F0 the reduced summand of a Steiner bundle F .
Having defined the concept of reduced Steiner bundle, we can prove a classification theorem for
(s, t)-Steiner bundles with s ≤ k + 1. We have the following result.
Theorem 1.12. Let F be an (s, t)-Steiner bundle on G(k, n) with s ≤ k + 1. Then, if F is reduced, it
will be of the type F = S ⊗Q; if it is not it will be of the type F = (S ⊗Q)⊕Op
G
for some p > 0.
Proof. From Remark 1.10, it is enough to prove the result for reduced Steiner bundles; and, in this case,
we need to show that the injective map T ∗ → S∗ ⊗H0(U∨) is also surjective. Consider the following
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commutative diagram, constructed starting from the dual of the sequence that defines the bundle,
0

0

0 // F∨ //

T ∗ ⊗OG(k,n)

// S∗ ⊗ U∨ //
≃

0
0 // S∗ ⊗Q∨

// S∗ ⊗H0(U∨)⊗OG(k,n) //

S∗ ⊗ U∨ // 0
S∗⊗H0(U∨)
T∗
⊗OG(k,n)
≃ //

S∗⊗H0(U∨)
T∗
⊗OG(k,n)

0 0
Observe that, if T ∗ 6= S∗⊗H0(U∨), the given diagram allows us to have an injective morphism of type
OG −→ (Q)
s ≃ S ⊗Q.
If s ≤ k + 1 this is impossible; indeed, a global section of Q vanishes in all Λ ∈ G(k, n) passing
through a fixed point of Pn. Considering s sections of Q means considering all Λ’s passing through s
independent points of Pn. If s ≤ k + 1 then we have at least one element with such property. Hence
T ∗ = S∗ ⊗H0(U∨), which completes the proof. 
Remark 1.13. Observe that, from the previous diagram, the Steiner bundle F can be also defined
considering the strongly exceptional pair (OG,Q). This proves that all the theory presented in this
work does not depend on the choice of the strongly exceptional pair, as we pointed out at the beginning
of this section.
2. Schwarzenberger bundles on G(k, n)
In this section we propose the definition and some properties of Schwarzenberger bundles on G(k, n),
which represents the generalization of the definition given in [Arr10] of Schwarzenberger bundle on the
projective space.
Let us consider two globally generated vector bundles L,M over a projective variety X , with h0(M) =
n+1 and with the identification Pn = P(H0(M)∗). The Schwarzenberger bundle on G(k, n) associated
to the triple (X,L,M) will be the bundle defined by the composition
H0(L)⊗ U −→ H0(L)⊗H0(M)⊗OG −→ H
0(L⊗M)⊗OG
for which we need to require the injectivity in each fiber, in order to have a resolution.
This is equivalent to fix k + 1 independent global sections {σ1, . . . , σk+1} in H0(M) in correspondence
to the point Γ = [< σ1, . . . , σk+1 >] ∈ G(k, n) and require the injectivity of the following composition,
given by the multiplication with the global section subspace we fixed
H0(L)⊗ < σ1, . . . , σk+1 >−→ H
0(L)⊗H0(M)⊗OG −→ H
0(L ⊗M)⊗OG
Definition 2.1. The bundle F = F (X,L,M) defined by the resolution
0 −→ H0(L)⊗ U −→ H0(L ⊗M)⊗OG −→ F −→ 0
is called a Schwarzenberger bundle on G(k, n).
The map ϕ of Lemma 1.5 will be the dual of the multiplication map H0(L)⊗H0(M) −→ H0(L⊗M).
In particular F is reduced if and only if the multiplication map is surjective.
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Notice that it is not easy to find examples of Schwarzenberger bundles on G(k, n), nevertheless, the
following lemma gives us a family which ensures us that the definition is correct.
Lemma 2.2. Consider a triple (X,L,M) such that L and M are globally generated vector bundles
of rank respectively 1 and k + 1 over a projective variety X, with dimX ≥ k + 1, ck+1(M) 6= 0 and
h0(M) = k + 2. Then, the triple defines a Schwarzenberger bundle on G(k, k + 1).
Proof. Notice that for each ∆ ⊂ H0(M) of dimension k + 1, the map ∆ ⊗ OX −→ M is injective
seen as a morphism of sheaves. Suppose that it is not and take s1 . . . , sk+1 generators of the subspace,
then we will have that for each x ∈ X the vectors given by s1(x), . . . , sk+1(x) are linearly dependent.
Consider a further section sk+2 ∈ H0(M) which completes a basis for the space of the global sections,
we know that its zero locus is non empty by the assumptions on the dimension of X and on ck+1(M).
Taking a point of this locus, we obtain that the evaluation map H0(M) ⊗ OX −→ M cannot be
surjective, which leads to contradiction because we have supposed that M is globally generated. 
Remark 2.3. Notice that the hypothesis dimX ≥ k+1 is necessary. Indeed, if we consider X = P1 and
M = OP1(1)
⊕k
i=1OP1 , and taking ∆ generated by the two independent global sections of OP1(1) and
k − 1 independent sections given by the other summands, then the morphism of sheaves ∆ ⊗OP1 −→
OP1(1)
⊕k
i=1OP1 is not injective.
A particular case of the considered family is given by taking the triple (X,L,M) = (Pk,OPk(1), TPk(−1)).
This example will be of extreme importance in the classification, as we will see in Section 4.
Remark 2.4. Let us give the geometrical interpretation of a Schwarzenberger bundle on G(k, n), trying
to recover the one given for the Steiner bundles, seen in Remark 1.4. Consider the Schwarzenberger
bundle F = F (X,L,M). Moreover, let us consider a point Γ ∈ G(k, n) which is associated to a (k+1)-
dimensional subspace ∆ of independent global sections of M , and hence to a subspace A ⊂ P(H0(M))
of codimension k + 1. Let us suppose that A is defined by the set of equations {y1 = . . . = yk+1 = 0},
with an appropriate choice of the coordinates (y1 : . . . : yn+1) for the projective space P(H
0(M)).
Moreover, to each f ∈ H0(L) we can obtain an hyperplane Hf ⊂ P(H0(L)) and we can suppose it is
defined by the equation {x1 = 0}, after choosing proper coordinates (x1 : . . . : xs) for P(H
0(L)). This
two subspaces define a further linear subspace of codimension k + 1 in P(H0(L) ⊗H0(M)) and hence
a subspace A˜f of codimension k + 1 in P(H
0(L ⊗M)). Indeed, A˜f is defined by the vanishing of the
equations {x1yj}
k+1
j=1 . Recall that by hypothesis we have that f ·∆ −→ H
0(L ⊗M) is injective, which
ensures that all products x1yj are independent seen as linear forms of P(H
0(L ⊗M)).
We are able to define A˜f considering the Segre map
ν : P(H0(L))× P(H0(M)) −→ P(H0(L)⊗H0(M)),
indeed we have that
A˜f =
〈
ν
(
Hf × P(H
0(M))
)
∪ ν
(
P(H0(L))×A
)〉
∩ P(H0(L⊗M)),
where we look at P(H0(L⊗M)) as a linear subspace of P(H0(L)⊗H0(M)).
Recalling the geometric interpretation of a Steiner bundle, we get that the projectivization of the fiber
of F over the point Γ is given as the intersection of all A˜f for each f ∈ H
0(L). We thus obtain that
P(FΓ) =
〈
ν
(
P(H0(L))×A
)〉
∩ P(H0(L⊗M)).
3. Jumping pairs of a Steiner bundle
In this section we will first introduce the concept of jumping pair for a Steiner bundle on G(k, n).
This definition generalizes both the one proposed by one of the authors in [Arr10] and the concept
of unstable hyperplane presented and used in [AO01] and [Val00b]. We will then study the set of the
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jumping pair, describing it as a projective variety and estimating its dimension.
Let us consider a Schwarzenberger bundle given by the triple (X,L,M), imposing rkL = 1 and rkM =
k + 1, as for the case of the projective space, these will be the more significant examples.
Recall that is the linear map ϕ defining the bundle F is the dual of the multiplication map:
H0(L ⊗M)∗ −→ H0(L)∗ ⊗H0(M)∗,
so that for any point x ∈ X we have that the image of H0(Lx ⊗Mx)∗ is H0(Lx)∗ ⊗H0(Mx)∗. This
motivates the following:
Definition 3.1. Let F be a Steiner bundle over G(k, n). A pair (a,Γ) ∈ G(1, S∗)×G(k + 1, H0(U∨))
is called a jumping pair if, considering the linear map T ∗
ϕ
→ S∗ ⊗ H0(U∨), the tensor product a ⊗ Γ
belongs to Imϕ.
Let us fix some notation: we will denote by J˜(F ) the set of jumping pairs of F . Moreover, we have
two natural projections J˜(F )
pi1→ G(1, S∗) and J˜(F )
pi2→ G(k + 1, H0(U∨)). We will denote by Σ(F ) the
image of the first projection and by J(F ) the image of the second one. This last set is called the set of
the jumping spaces of F .
Lemma 3.2. Let F be a Steiner bundle over G(k, n) and let F0 be its reduced summand, then J˜(F ) =
J˜(F0).
Proof. Recall that we have a splitting of the bundle that gives F ∗ = F ∗0 ⊕ ((T
∗/T ∗0 ) ⊗ OG), where
T ∗0 = Imϕ, and hence H
0(F ∗) = H0(F ∗0 )⊕ (T
∗/T ∗0 ), with H
0(F ∗0 ) = 0. Obviously if (a,Γ) is a jumping
pair for F0, then it is also a jumping pair for F . Using the definition we prove the viceversa. Indeed,
we know that a jumping pair is defined as 0 6= (a⊗ Γ) ⊂ S∗ ⊗H0(U∨) such that it exists Λ ⊂ T ∗ with
ϕ(Λ) = a⊗Γ. If Λ∩ (T ∗/T ∗0 ) 6= ∅ then dim a⊗Γ < k+1 because of the exact sequence defining ϕ. We
thus have that Λ ⊂ T ∗0 and a⊗ Γ is a jumping pair also for F0. 
The previous lemma tells us that the jumping locus of a Steiner bundle coincides with the one of its
reduced summand.
Our goal is to find a triple in order to define a Steiner bundle as a Schwarzenberger. The following
result will show us how to construct such triple.
Lemma 3.3. Let F be a Steiner bundle on G(k, n) and T ∗0 ⊂ S
∗ ⊗ H0(U∨) be the image of ϕ (or
equivalently the vector space associated with the reduced summand F0 of F ).
Consider the Segre generalized embedding
ν : G(1, S∗) × G(k + 1, H0(U∨)) −→ G(k + 1, S∗ ⊗H0(U∨))
a , Γ 7→ a⊗ Γ
Then
(i): we have that
J˜(F ) = Im ν ∩G(k + 1, T ∗0 ),
(ii): Let A,B,H be the universal bundles of ranks respectively 1, k+1 and k+1 over G(1, S∗), G(k+
1, H0(U∨)) and G(k + 1, T ∗0 ).
Consider the projections
J˜(F )
pi1
zz✉✉
✉✉
✉✉
✉✉
✉
pi2
''◆◆
◆◆◆
◆◆◆
◆◆◆
◆
G(1, S∗) G(k + 1, H0(U∨))
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and that J˜(F ) ⊂ G(k + 1, T ∗0 ). Assume that the natural maps
α : H0(G(1, S∗),A) −→ H0(J˜(F ), π∗1A)
β : H0(G(k + 1, H0(U∨)),B) −→ H0(J˜(F ), π∗2B)
γ : H0(G(k + 1, T ∗0 ),H) −→ H
0(J˜(F ),H|J˜(F ))
are all isomorphisms. Then the Steiner bundle F0, reduced summand of F , is a Schwarzenberger
bundle given by the triple
(J˜(F ), π∗1A, π
∗
2B).
Proof. Notice that part (i) is just the geometrical interpretation of the definition of jumping pair we
have given.
To prove part (ii), consider the commutative diagram
S ⊗H0(U∨)∗ //

T0

H0(J˜(F ), π∗1A)⊗H
0(J˜(F ), π∗2B) // H
0(J˜(F ), π∗1A⊗ π
∗
2B)
The top map is the dual of the inclusion T ∗0 →֒ S
∗ ⊗H0(U∨) that defines the reduced summand of a
Steiner bundle; such map can be identified with the following
H0(G(1, S∗),A)⊗H0(G(k + 1, H0(U∨)),B) −→ H0(G(k + 1, T ∗0 ),H)
defined by the composition of the multiplication map and the restriction of the global sections, due to
the fact that T ∗0 ⊂ S
∗ ⊗H0(U∨),
H0(G(k + 1, S∗ ⊗H0(U∨)), H˜) −→ H0(G(k + 1, T ∗0 ),H),
where of course H˜ denotes the universal bundle over G(k+1, S∗⊗H0(U∨)). The vertical maps, due to
the last identification, are α⊗ β and γ, which are isomorphisms by hypothesis.
The bottom map is the multiplication map whose dual defines a Schwarzenberger bundle.
Because of the isomorphisms in the diagram, we can state that F0 is Schwarzenberger defined by the
triple (J˜(F ), π∗1A, π
∗
2B) and this concludes the proof. 
Let us fix some notation: we will consider a jumping pair both as vectorial and projective. This
means that we will study, in order to see the locus as a projective variety, the pairs (P(a∗),P(Γ∗))
whose tensor product belongs to P(S⊗H0(U∨)∗). In order to do so consider the generalized Segre map
ν : P(S) × G(k,P(H0(U∨))∗) −→ G(k,P(S ⊗H0(U∨)∗)) := G¯
P(a∗) , P(Γ∗) 7→ P(a∗ ⊗ Γ∗)
and by Lemma 3.3 we have that J˜(F ) = Im ν ∩G(k,P(T0)). Notice that we take P(T0) because of what
we proved in Lemma 3.2.
To limit the dimension of J˜(F ) from below we need then to compute the expected dimension of the
intersection, i.e. when we have a complete intersection, which is
dim J˜(F ) ≥ (k + 1)(t− k − sn− s+ n) + s− 1. (3)
Observe that such inequality becomes an equality for a general Steiner bundles, hence the general
Steiner bundle cannot be described as a Schwarzenberger.
In order to find a limit from above, we will fix a jumping pair Λ ∈ J˜(F ) and we will consider the tangent
space TΛJ˜(F ) of the jumping variety at the fixed point. First of all we need to find a proper description
of such tangent space, then, through more general results of linear algebra, we will find the requested
bound.
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Theorem 3.4. Let F be a Steiner bundle over G(k, n) and let Λ ∈ J˜(F ) be one of its jumping pairs;
then
TΛJ˜(F ) =
{
ψ ∈ Hom
(
Λ,
T ∗0
Λ
)
|
(ψ(ϕi))(kerϕi) ⊂< v1 >
(ψ(ϕi))(ui) ≡ (ψ(ϕj))(uj) mod v1
}
, (4)
where v1 ∈ S∗ and the sets {ϕi}
k+1
i=1 and {uj}
n+1
j=1 are basis respectively of Λ and H
0(U∨)∗, properly
chosen as we will see in the proof of the next theorem.
This last result is a consequence of the following theorem which describes the tangent space of the
generalized Segre variety at the fixed jumping pair Λ ∈ J˜(F ) (we will denote by Seg the image of ν).
Theorem 3.5. Let Seg denote the image of the generalized projective Segre embedding and let J˜(F ) ⊂
Seg be the set of the jumping pairs of a Steiner vector bundle F over G(k, n). Fixing a point Λ =
s0 ⊗ Γ ∈ J˜(F ), we have that
TΛ Seg :=
{
ψ ∈ Hom
(
Λ,
Hom(H0(U∨)∗, S∗)
Λ
)
| ∀ ϕ ∈ Λ, (ψ(ϕ))(kerϕ) ⊂< s0 >
}
where TΛ Seg denotes the tangent of the Segre image at the point Λ.
Proof. First of all, observe that the description of the tangent space is equivalent to the following one
TΛ Seg =
{
ψ ∈ Hom
(
Λ,
Hom(H0(U∨)∗, S∗)
Λ
)
|
(ψ(ϕi))(kerϕi) ⊂< v1 >
(ψ(ϕi))(ui) ≡ (ψ(ϕj))(uj) mod v1
}
after choosing properly basis for Λ, H0(U∨)∗ and S∗ (the basis will be described later in the proof).
Consider a jumping point Λ that we can suppose to be the origin. Consider also the equations which
locally define the Segre generalized variety and look, in such defining equations, for their linear part.
In this way, we obtain (s− 1)(nk + n+ k) independent conditions (for more details, see [Mar12]).
We can observe that the number of conditions we found is exactly the one needed to define the tangent
space.
The notation used is the following: a jumping pair Λ is equal to a tensor product s0⊗Γ ⊂ S∗⊗H0(U∨) =
Hom(H0(U∨)∗, S∗). We can suppose that, once we fixed Λ, for every choice of a basis v1, . . . , vs of S∗
we can take v1 = s0. Such vector represents the image of all the rank 1 elements in Λ, seen as morphism
from H0(U∨)∗ to S∗.
To prove that the vector space defined by all the linear forms extracted is actually the tangent space,
we will compute its dimension. It will be sufficient to compute the dimension of the following vector
space
T˜ :=
{
ψ ∈ Hom
(
Λ,Hom(H0(U∨)∗, S∗)
)
| ∀ ϕ ∈ Λ, (ψ(ϕ))(kerϕ) ⊂< v1 >
}
Let us consider the proper subspace of T˜ given by
K =
{
ψ ∈ Hom(Λ,Hom(H0(U∨)∗, < v1 >))
}
with of course dimK = (k + 1)(n+ 1). We obtain the following commutative diagram
0 // K 
 // T˜
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
// P // _

0
Hom
(
Λ,Hom
(
H0(U∨)∗, S
∗
<v1>
))
where P ⊂ Hom
(
Λ,Hom
(
H0(U∨)∗, S
∗
<v1>
))
represents the subset of morphisms whose images are all
rank 1 elements of the set of morphisms Hom
(
H0(U∨)∗, S
∗
<v1>
)
. Observe that P is also a vector space,
being the quotient of two vector spaces. Our next goal is to compute the dimension of P .
Consider a family of morphisms gi : S
∗ −→ S∗ such that gi(v1) = vi, for i = 2, . . . , s and define s − 1
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morphisms ψi(ϕ) := gi ◦ ϕ. We get then the commutative diagrams, one for each i,
H0(U∨)∗
ϕ //
≃

< v1 >⊂ S∗
gi

H0(U∨)∗
ψi(ϕ) //
''◆◆
◆◆
◆◆
◆◆◆
◆◆
< vi >⊂ S∗
pi

< v¯i >⊂
S∗
<v1>
where π simply represents the quotient of S∗ by the subspace < v1 >. Observe that all the images
of the elements gi(v1) through the projection π are independent by definition. In this way we have
constructed the maps ψ2, . . . , ψs and we want to prove they form a basis for P .
Let us fix a basis u1, . . . , un+1 for H
0(U∨)∗ and let us build a basis ϕ1, . . . , ϕk+1 of Λ with the property
that ϕi(ui) = v1 and ϕi(uj) = 0, for every i from 1 to k + 1 and every j from 1 to n+ 1, with j 6= i.
Let us take the generic element ψ ∈ P and check how it behaves when applied to the elements of the
chosen basis of Λ. Consider two such elements ϕi and ϕj , with i 6= j. By hypothesis we know that
(ψ(ϕi))(H
0(U∨)∗) ⊂< v˜i > with v˜i ∈
V
<v1>
and also (ψ(ϕj))(H
0(U∨)∗) ⊂< v˜j > with v˜j ∈
V
<v1>
. Furthermore we know that, considering the element given by the sum ϕi + ϕj , we have (ψ(ϕi +
ϕj))(H
0(U∨)∗) ⊂< v˜ > with v˜ ∈ V
<v1>
, because the morphism ψ(ϕi + ϕj) must have rank one and
therefore exists a v˜ that gives us the last inclusion. We repeat this process for every pair of independent
elements in the basis of Λ, so that we can state that we must get the same vector v˜ ∈ V
<v1>
for every
ϕ ∈ Λ, i.e. ((ψ(ϕ))(H0(U∨)∗) ⊂< v˜ >.
We have that v˜ = λ2v˜2 + λ3v˜3 + . . . λsv˜s where λi ∈ K and v˜i, for i = 2, . . . , s, are the vectors found
defining the maps ψi and moreover the previous equivalence is true for every u ∈ H0(U∨)∗ and for every
φ ∈ Λ, which guarantees us that ψ = λ2ψ2 + . . .+ λsψs for every ψ ∈ P .
We have thus proved that we have a basis for P , whose morphisms ψp have the following behavior:
we know that (ψp(ϕi))(kerϕi) ⊂< v1 > for every i = 1, . . . , k + 1 and to every morphism we can
associate a vector vp with π(vp) = v˜p ∈
S∗
<v1>
which is not zero, such that (ψp(ϕi))(ui) ⊂< vp >.
Considering the sum of two morphisms and its kernel ker(ϕi + ϕj) =< ui − uj, {uk¯}k¯ 6=i,j > we also get
(ψp(ϕi + ϕj))(ker(ϕi + ϕj)) ⊂< v1 >; so we can extend such properties to every element of Λ.
To conclude we have proved that dimP = s− 1, hence dim T˜ = (k + 1)(n+ 1) + s− 1.
We have, by definition, that dim TΛ Seg = dim T˜ − dimEnd(Λ) = (k + 1)(n− k) + s− 1 = dim(P(S)×
G(k, n)); so it is actually the tangent space we were looking for and this completes the proof. 
Remark 3.6. The description of the tangent space at a jumping point
TΛJ˜(F ) :=
{
ψ ∈ Hom
(
Λ,
T ∗
Λ
)
| ∀ ϕ ∈ Λ, (ψ(ϕ))(kerϕ) ⊂< s0 >
}
implies that, for each ψ ∈ TΛJ˜(F ), there exists a unique 2-dimensional subspace A ⊂ S∗, with 〈s0〉 ⊂ A,
such that Imψ(ϕ) ⊂ A.
3.1. The technical lemmas. We will prove now the results of linear algebra that will allow us to find
the bound from above we were looking for.
Let us fix some notation: let U be a vector space of dimension r > k and V be a vector space of
dimension s. Let v1, . . . , vs be a basis for V . Consider the vector space
Λ :=

ϕ ∈ Hom(U, V )| Imϕ ⊂< v1 > and dim

⋂
ϕ∈Λ
kerϕ

 = n− k

 .
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We are able to construct a basis u1, . . . , ur of U and a basis ϕ1, . . . , ϕk+1 of Λ in order to have
kerϕi =< u1, . . . , ui−1, ui+1, . . . , ur >=: U
′
i ,
i.e. its kernel is the span of all vectors except ui.
Recall that we denoted byW ⊂ Hom(U, V ) the vector subspace characterized by the following property,
that we called the property Pk: for every k + 1 independent vectors u˜1, . . . , u˜k+1 ∈ U and for every
v˜1, . . . , v˜k+1 ∈ V there exists an element f ∈ W such that f(u˜j) = v˜j , for every j = 1, . . . , k + 1.
The main result we need to prove will be accomplished by two steps, each one stated as a technical
lemma. Let us start with the first one.
Lemma 3.7. Let U, V,Λ and W be defined as before with the basis previously constructed. Let us
consider
Γ˜ := {ψ ∈ Hom(Λ,W ) | (ψ(ϕi))(kerϕi) ⊂< v1 >, i = 1, . . . , k + 1} ,
then dim Γ˜ ≤ (k + 1)(t− (k + 1)(s+ r − k − 3)) where we denote by t = dimW .
Proof. Let us fix an element ϕi of the basis of Λ and check out how many independent morphisms,
to choose as its image, we can find. We will associate such possible morphisms as the image of ϕi
and choosing the identically zero morphism as the image of the other morphisms of the basis, we can
construct independent elements of Hom(Λ,W ) which are not in Γ˜ and independent modulo Γ˜. Then we
will fix, one at a time, each element of the basis of Λ and we will repeat such procedure. This technique
allows us to give an upper bound for the dimension of Γ˜.
Remember that at the moment we have fixed one element ϕi and we are looking for all its possible
images. Let us take u˜1, . . . , u˜k+1 independent elements of kerϕi and let us build
ϕ˜ij
{
u˜i 7→ vj
u˜l 7→ 0
for i, l = 1, . . . , k + 1; j = 2, . . . , s and l 6= i.
By counting them, we observe we have constructed (k + 1)(s − 1) independent morphisms modulo Γ˜.
Let us denote the family of morphisms we have found as
Ψij :=
{
ϕi 7→ ϕ˜ij
ϕl 7→ 0
for i, l = 1, . . . , k + 1, j = 2, . . . , s, l 6= i.
We would now like to construct new independent morphisms by using the rest of the elements in the
kernel of ϕi other that the k + 1 independent chosen vectors as we have done until now. This is why
we now want to add further vectors {u˜q}
r−1
q=k+2 belonging to kerϕi and independent from the ones we
have fixed before.
Suppose that we have already fixed independent vectors u˜1, . . . , u˜k+1, u˜k+2, . . . , u˜q+k+1 in kerϕi and
already found (k + 1)(s− 1) + (k + 1)q independent morphisms modulo Γ˜, with q ≤ r − k − 2. By the
hypothesis on W , we can control k + 1 independent vectors among the q + k + 2 we are considering.
Therefore, we will have new morphisms, independent modulo Γ, if the following bundle map is not
surjective
O
(k+1)(s−1)+(k+1)q+p
G
//
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙
V
<v1>
⊗ U∨
vv♠♠♠
♠♠♠
♠♠♠
♠♠♠
G(k + 1, q + k + 2)
By Porteous formula, if we consider the points for which the restriction of the morphism between
vector bundles has no maximal rank, then their expected codimension will be (k + 1)q + p + 1 in an
ambient space of dimension dimG(k + 1, q + k + 2) = (k + 1)(q + 1). As long as p + 1 ≤ k + 1,
we can add a new independent morphism; moreover we can repeat this process until we find enough
independent vectors that span kerϕi. Let us denote by ϕˆi,q,p the independent morphism we obtain
when we have already fixed q elements in kerϕi and we have already found p − 1 new morphisms for
14 E. ARRONDO AND S. MARCHESI
this step. Notice that by construction, at each step there exists a vector u¯iqp, not belonging to the span
〈u˜1, . . . , u˜k+1, u˜k+2, . . . , u˜q−1〉, such that ϕˆiqp(u¯iqp) is linearly independent, modulo v1, with respect to
the set
{ϕˆihk(u¯iqp), ϕ˜ij(u¯iqp) | i = 1, . . . , k + 1;h ≤ q; k = 1, . . . , k + 1 and k < p if h = q} .
Using the morphisms obtained we are able to construct a family
∆iqs :=
{
ϕi 7→ ϕˆiqp
ϕl 7→ 0
for every
i, l = 1, . . . , k + 1 with l 6= i,
q = k + 2, . . . , r − 1 and p = 1, . . . , k + 1.
Observe that we have found (k + 1)(s − 1) + (k + 1)(r − k − 2) independent images for each fixed ϕi
element of the basis of Λ and then we have decided to send the other elements of the basis to the zero
morphism. Repeating such procedure for each fixed element ϕi, with i from 1 to k+1, we have obtained
(k + 1)2(r + s− k − 3)
independent morphisms modulo Γ˜. Indeed, consider their linear combination
k+1∑
i=1
s∑
j=2
λijΨij +
k+1∑
i=1
r−1∑
q=k+2
k+1∑
p=1
µiqp∆iqp = f,
with f ∈ Γ˜, and apply it to a fixed element ϕi of the basis of Λ, in order to get
s∑
j=2
λij ϕ˜ij +
r−1∑
q=k+2
k+1∑
p=1
µiqpϕˆiqp = f(ϕi).
Notice that, by construction, applying such combination to the vectors u¯iqp, starting from the top
values of the subindex p and q, makes all coefficients of type µiqp vanish. That is because the image
of the corresponding morphism was independent modulo v1 to the images of the previous ones and
(f(ϕ))(u¯iqp) ∈< v1 >. We are left with the combination
s∑
j=2
λij ϕ˜ij = f(ϕi)
which, applied to element u˜i, gives us
s∑
j=2
λijvj = (f(ϕi))(u˜i) ⊂< v1 >,
hence λij = 0. Fixing each element ϕi, we manage to vanish all the coefficients in the linear combination,
hence we have independency modulo Γ˜.
We can thus state that
dim Γ˜ ≤ (k + 1)(t− (k + 1)(r + s− k − 3)),
which concludes the proof. 
Observe that the bound we just proved only involves one of the two conditions listed in expression
(4) that we found in the definition the tangent space given in Theorem 3.4. That is why we will now
demonstrate a second result that will also involve the second condition.
Lemma 3.8. Let U, V,Λ and W defined as before and let Γ˜ be the vector subspace defined in Lemma
3.7. Let us consider
Γ =
{
ψ ∈ Γ˜|(ψ(ϕi))(ui) ≡ (ψ(ϕj))(uj) mod v1, with i 6= j from 1 to k + 1
}
,
then dimΓ ≤ dim Γ˜− k(k + 1).
Proof. We will prove this lemma with the same idea we used to prove the previous one, i.e. we will
look for morphisms in Γ˜ that are independent modulo Γ. Consider a fixed element ϕi of the basis of Λ
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and the following commutative diagram
0 // kerα // W

α // Hom
(
kerϕi,
V
<v1>
)

0 // kerβ
?
OO
// W
β // Hom
(
U, V
<v1>
)
Notice that the number of the morphisms we are looking for is equal to the number of independent
morphisms of kerαkerβ , so we must compute
dim(kerα)− dim(kerβ) = dim(Imβ)− dim(Imα).
For our vector space V of dimension s, let us consider a quotient
Q =
V
< v1, v¯2, . . . , v¯s−k−1 >
in order to have dimQ = k + 1 and construct elements {v˜s−k, . . . , v˜s} which are linearly independent
modulo < v1, v¯2, . . . , v¯s−k−1 >; then take a look at the composition
W
β //
f
<<
Hom(U, V
<v1>
)
pi // Hom(U,Q).
By Lemma 1.6 we know that f is surjective, so if we consider the k + 1 independent morphisms
{δj}
k+1
j=1 ⊂ Hom
(
U,
V
< v1 >
)
with δj
(
U
kerϕi
)
= v˜s−k−1+j ,
we have that the set {π(δj)}
k+1
j=1 is also independent considered in Hom(U,Q) and each morphism of
the set must have at least one preimage in W , independent among them modulo Imα by construction.
Observe that we found at least k + 1 independent morphisms for the fixed element ϕi. If we use the
explained technique for each ϕi fixed, with i = 2, . . . , k + 1, while we always send the element ϕ1 to
the zero morphism, in order to guarantee the independency modulo Γ, we get k(k+1) morphisms that
belong to Γ˜ and that are independent modulo Γ. We can thus say that
dimΓ ≤ dim Γ˜− k(k + 1)
which concludes the proof. 
Having proved this technical results we are finally ready to give the requested upper bound for the
dimension of the tangent space.
Theorem 3.9. Let F be a reduced Steiner bundle on G(k, n) defined by the injective map S ⊗ U −→
T ⊗OG and let Λ be a jumping pair for F , i.e. Λ ∈ J˜(F ), then the dimension of the tangent space of
the jumping locus variety at the point Λ is bounded by
dimTΛJ˜(F ) ≤ (k + 1)(t− (k + 1)(s+ n− k − 1)− k),
where as usual s = dimS and t = dimT .
Proof. Notice that the geometrical description of the tangent space given in the expression (4) is a
set whose conditions satisfy exactly the ones requested in the hypothesis of Lemma 3.8. Applying the
lemma, with the values set by the bundle, gives us the result. 
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4. The classification
In this section we will give the complete classification of Steiner bundles whose jumping locus has
maximal dimension and we will find a triple (X,L,M) in order to describe them as Schwarzenberger.
We will classify the case s = k+2, which will be fundamental for us, because we will present a technique
of induction that will allow us to classify Steiner bundles starting from such basic case.
In Theorem 1.12 we have seen that every (s, t)-Steiner bundle with s ≤ k + 1 is essentially trivial. In
this section we classify the first non trivial case, when s = k + 2. To prove such result we will use the
following observation.
Remark 4.1. Recall that Lemma 1.5 and Lemma 1.7 implied that every Steiner bundle F on G(k, n)
is equivalent to a Steiner bundle F˜ on G(k,P(S)).
Theorem 4.2. Let F be a reduced Steiner bundle over G(k, n), with dimS = k + 2, then F can be
seen as the Schwarzenberger bundle given by the triple (Pk+1,OPk+1(1), E
∨(−1)), where we identify
P(S) = Pk+1 and E is the vector bundle defined as the kernel of the surjective morphism
H0(U∨)⊗OP(S)(−1) −→
S∗ ⊗H0(U∨)
T ∗
⊗OP(S).
Observe because of the bounds obtained in inequality (3) and Theorem 3.9, J˜(F ) is a smooth complete
intersection of dimension dim J˜(F ) = (k + 1)(t− (k + 1)(n+ 1)− k).
Proof. Consider the following commutative diagram, observing that OG(k,P(S∗) ≃ OP(S),
0

0

0 // E //

T ∗ ⊗OP(S) //

TP(S)(−1)⊗H
0(U∨) // 0
0 // H0(U∨)⊗OP(S)(−1) //

S∗ ⊗H0(U∨)⊗OP(S) //

TP(S)(−1)⊗H
0(U∨) // 0
S∗⊗H0(U∨)
T∗
⊗OP(S)

S∗⊗H0(U∨)
T∗
⊗OP(S)

0 0
that gives us the requested triple and thus the requested description. The classification is complete due
to Remark 4.1. 
Some remarks: the fiber of E, for a point s0 ∈ P(S), is the vector spaceEs0 =
{(
< s0 > ⊗H0(U∨)
)
∩ T ∗
}
,
that is the set we need to study in order to find jumping pairs. In fact we have that J˜(F ) = G(k+1, E)
seen as a Grassmann bundle. By this notation we mean that all jumping pairs of F with the first
component s0 are given by all vector subspaces of dimension k + 1 of the fiber Es0 .
Let us observe also that E∨(−1) is a Steiner bundle on P(S) given by the resolution
0 −→
S∗ ⊗H0(U∨)
T ∗
⊗OP(S)(−1) −→ H
0(U∨)⊗OP(S) −→ E
∨(−1) −→ 0,
In the particular case k = 0 we have E∨(−1) =
⊕t−s+n−1
i=1 OP1(ai) with degrees ai ≥ 1.
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4.1. The induction tecnique. Now that we have studied and understood the particular case s = k+2,
we are ready to explain the induction process that will allow us to classify Steiner bundles with maximal
jumping locus.
Let us consider the morphism ϕ : T ∗ −→ S∗ ⊗H0(U∨) which defines the Steiner bundle F and let us
fix a jumping pair so ⊗ Γ ∈ J˜(F ), with s0 ⊗ Γ = ϕ(Λ). We can induce the commutative diagram
T ∗ 
 ϕ //
p˜r

S∗ ⊗H0(U∨)
pr⊗id

T∗
Λ
ϕ′ // S∗
<s0>
⊗H0(U∨)
(5)
First of all ϕ′ defines a Steiner bundle F ′ on G(k, n) of type (s − 1, t − k − 1), because by the com-
mutativity of the above diagram, the map ϕ′ satisfies the Steiner properties. Nevertheless, we must be
careful because the bundle F ′ may not be reduced. In order to achieve the classification, we will apply
induction till arriving at the known case s = k + 2 and get information of the original bundle through
the induction steps we have processed.
Remember that we had two canonical projections: the map π1 : J˜(F ) → P(S), with π1(J˜(F )) =
Σ(F ), and the map π2 : J˜(F )→ G(k,P(H0(U∨)∗)), with π2(J˜(F )) = J(F ).
Proposition 4.3. Let F be a Steiner bundle over G(k, n) and F ′ the one induced as above by fixing
s0 ⊗ Γ jumping pair, then
(i): J(F ) ⊂ J(F ′) ∪ π2(π
−1
1 (s0));
(ii): considering the set of all jumping pairs corresponding to the fixed s0, we denote by Ls0 =
P
(
(s0 ⊗H0(U∨) ∩ T ∗)∗
)
and we obtain a projection
pr(s0,Γ) : G(k,P(T )) −→ G(k,P(T
′
0))
where (T ′0)
∗ denotes the image of the map ϕ′ and whose center of projection is G(k,Ls0).
Moreover we have a natural projection
prs0 : P(S) −→ P
((
S∗
< s0 >
)∗)
.
and for every jumping pair (s, Γ¯) with s 6= s0 we have that pr(s0,Γ)(s, Γ¯) =
(
prs0(s), Γ¯
)
;
(iii): pr(s0,Γ)(J˜) ⊂ J˜(F
′
0) where J˜ is an irreducible component of J˜(F ) not in π
−1
1 (s0);
(iv): prs0(Σ(F )) ⊂ Σ(F
′
0) if Σ(F ) 6= {s0} or if the generic component is different from {s0}.
Proof. Consider an element s⊗ Γ¯ ∈ J˜(F ), if s 6= s0 then prs0(s)⊗ Γ˜ ∈ J˜(F
′), hence Γ¯ ∈ J(F ′); if s = s0
then obviously Γ¯ ∈ π2(π
−1
1 (s0)), so (i) is proved. To prove (ii) notice that the kernel of the map
(pr ⊗ id) ◦ ϕ : T ∗ −→
S∗
< s0 >
⊗H0(U∨),
described in diagram 5, is exactly π−11 (s0), so its projectivization will be L0, that represents the center
of the given projection. Parts (iii) and (iv) come automatically from the commutativity of diagram
(5). 
The next proposition shows us how the property of having a jumping locus of maximal dimension is
maintained during the induction and explains the relations between the sets Σ(F ) and J(F ) and their
respective sets Σ(F ′) and J(F ′) in the induced bundle.
Proposition 4.4. Let F be a reduced Steiner bundle over G(k, n) defined by the morphism ϕ and
let J˜(F ) have maximal dimension. Let F ′ be the bundle induced by F , once fixed the jumping pair
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s0 ⊗ Γ ∈ J˜(F ), and let F ′0 be its reduced summand. Let J˜0 be an irreducible component of J˜(F ) of
maximal dimension such that s0 ⊗ Γ ∈ J˜0, then
(i): the image of both J˜0 and J˜(F ) under pr(s0,Γ) has dimension
(k + 1)(t− (k + 1)(s+ n− k − 1)− k)− (k + 1)(l0 − k),
where l0 = dimL0.
(ii): dim J˜(F ′0) = (k + 1)(t− (k + 1)(s+ n− k − 1)− k)− (k + 1)(l0 − k);
(iii): If J˜(F ′0) is irreducible then
a): J˜(F ′0) = pr(s0,Γ)(J˜(F )),
b): J˜(F ) is irreducible,
c): J(F ) = J(F ′),
d): Σ(F ′) = prs0(Σ(F )), so it is a projection from an inner point.
Proof. From Theorem 3.9 and Proposition 4.3 (ii), we obtain that
dim pr(s0,Γ)(J˜0) ≤ (k + 1)(t− (k + 1)(s+ n− k − 1)− k)− (k + 1)(l0 − k).
We need to check that the dimension always reaches the top value. Let us suppose that this never
occurs, i.e.
dim pr(s0,Γ)(J˜0) ≤ (k + 1)(t− (k + 1)(s+ n− k − 1)− k)− (k + 1)(l0 − k)− 1.
If this happens, then it means that J˜(F ) must be a cone and we know that it is smooth, so it must be
a projective space and hence it is contained in one of the fibers of the general Segre variety. This leads
to contradiction because we cannot be either in π−11 (s0) or in π
−1
2 (Γ); this proves part (i).
Part (ii) is proved considering the combination of the fact that J˜0 ⊂ J˜(F ′0) and Theorem 3.9.
Part (iii-a) comes directly by computing dimensions. To prove part b) suppose there exists another
component J˜1 different from J˜0 and fix an element s1 ⊗ Γ1 ∈ J˜1\J˜0. There must exist an element
s¯⊗ Γ1 ∈ J˜0 that has the same projection as the element fixed, so there is a line L connecting the two
points that meets in π−11 (s0); such line must be contained in J˜(F ). By hypothesis we know that L 6⊂ J˜0
so it must belong to another component, this would tell us that the point s¯ ⊗ Γ1 is singular, which is
a contradiction. Part (iii-c) and (iii-d) come automatically by irreducibility and the commutativity of
diagram (5). 
Two consequences of what we just proved are
• Σ(F ) is a variety with minimal degree, i.e. it can be a rational normal scroll, the Veronese
surface, a projective space or a cone over the previous three varieties;
• J(F ) = J(F¯ ′0) where by F¯
′
0 we denote the reduced summand of the induced bundle at the step
s = k + 2.
4.2. The classification of bundles with maximal dimensional locus. This final section contains
the statement and the proof of our main result, i.e. the theorem that classifies the Steiner bundles on
G(k, n) whose jumping locus is maximal. Notice that such result includes the classification given by one
of the authors in [Arr10], even if proved with a different technique. Observe also that all the bundles
in the classification are Schwarzenberger.
Theorem 4.5. Let F be a reduced Steiner bundle on G(k, n) for which dim J˜(F ) is maximal; then we
are in one of the following cases:
(i): F is the Schwarzenberger bundle given by the triple (P1,OP1(s − 1),OP1(n)). In this case
k = 0 and t = n+ s.
(ii): F is the Schwarzenberger bundle given by the triple (P1, E(−1),OP1(1)), where
E = ⊕t−si=1OP1(ai) with ai ≥ 1. In this case k = 0 and n = 1.
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(iii): F is the Schwarzenberger bundle given by the triple (Pk+1,OPk+1(1), E
∨(−1)), where E is a
Steiner bundle defined by the following exact sequence
0 −→ E −→ H0(U∨)⊗OP(S)(−1) −→
S∗ ⊗H0(U∨)
T ∗
⊗OP(S) −→ 0.
In this case s = k + 2.
(iv): F is the Schwarzenberger bundle given by the triple (P2,OP2(1),OP2(1)). In this case k =
0, n = 2, s = 3 and t = 6.
Recall the induction construction we showed in the previous section, that gives us the following
commutative diagram, essential for the classification. During this section we will consider all of our sets
as projective varieties. Let F be a reduced Steiner bundle over G(k, n), then we have
J˜(F )
pi2
##●
●●
●●
●●
●●
pi1
{{✇✇
✇✇
✇✇
✇✇
✇
✤
✤
✤
Σ(F )
prl
✤
✤
✤
J˜(F ′0)
pi′2
##●
●●
●●
●●
●●
pi′1
{{✇✇
✇✇
✇✇
✇✇
✇
J(F )
prr
Σ(F ′0) J(F
′
0)
(6)
where as usual F ′0 denotes the reduced summand of the induced bundle obtained fixing a jumping pair
Λ = s0 ⊗ Γ. Notice that dimΣ(F ) = dim J˜(F ′0), because of Proposition 4.4, and we also have that
dimΣ(F ′0) ≤ dimΣ(F ) ≤ dimΣ(F
′
0)+ 1 because we proved that prl is a projection from an inner point.
Combining these two relations, we get that the fiber of the projection π′1 : J˜(F
′
0) −→ Σ(F
′
0) has di-
mension at most one, but we know that the dimension of the fiber of such projection for a Steiner
bundle has dimension either zero or is greater equal than k + 1. This means that we need to divide
the two cases k = 0 and k ≥ 1. A further division is given focusing on J˜(F ) and Σ(F ) and observe
that we have two possibilities: dimΣ(F ) = dim J˜(F ) or dimΣ(F ) < dim J˜(F ). Let us study the sev-
eral cases we have pointed out. Each case will give us a Schwarzenberger bundle, because of Lemma 3.3.
The case of the projective space k = 0. }
Case dimΣ(F ) < dim J˜(F )
Supposing this inequality means that for every s0 in Σ(F ) we have dim(π
−1
1 (s0)) ≥ 1.
Let us suppose that dimΣ(F ) = dimΣ(F ′0), which implies that J˜(F
′
0) is birational to Σ(F
′
0). In this
setting fix an element s¯ ∈ Σ(F ) such that 0 6= prl(s¯) ∈ Σ(F ′0). By hypothesis there exist at least two
points s¯⊗v1 and s¯⊗v2 which represent independent jumping pairs, so v1, v2 ∈ J(F ). By Proposition 4.3
(ii) we get the commutativity of the projections, so by one side we know that prl(s¯)⊗ v1 and prl(s¯)⊗ v2
belong to J˜(F ′0) and they are independent; this leads to contradiction because from the other side we
know that the generic point prl(s0) ∈ Σ(F ′0) has only one preimage.
Hence we get that it must be dimΣ(F ) = dimΣ(F ′0) + 1, which means that we are still in the case
dim J˜(F ′0) > dimΣ(F
′
0) and we can iterate the induction until the step s = 1 that gives us Σ = P
1. We
discovered that if the fiber of π1 has positive dimension, then it is also true for the induced bundle; this
allows us to state that if dim J˜(F ) > dimΣ(F ) then Σ(F ) = P(S).
We would like to exclude the case when the dimension of the fiber is greater or equal than two; in order
to do so, we have the following theorem.
Theorem 4.6. If dim(π−11 (s0)) ≥ 2 for every s0 ∈ ΣF , then J˜(F ) ≃ P(S)⊗ P
n.
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Proof. Notice that, looking at the diagram (6), the induced bundle F ′0 will give us generic fiber, of the
morphism π′1, of dimension one, so the only possible case not to get a contradiction, because of the
commutativity of the diagram, is the trivial one. 
Case dimΣ(F ) = dim J˜(F )
In this case we have that J˜(F ) is birational to J˜(F ′0). We now need to distinguish the case where
the birationality is conserved throughout the induction or else if we have one step where dimΣ(F ) =
dimΣ(F ′0) + 1, when we can recover the case we studied before.
If the birationality is conserved, then we can arrive at the step s = 1, where we know that Σ = P1, so all
the left projections are isomorphisms, because they are birational maps between rational normal curves,
and we get that Σ(F ) ⊂ P(S) is nothing more that the rational normal curve. This allows us to state
that in this situation is enough to study the step s = 1 and we obtain the triple (P1,OP1(s−1),OP1(n)).
For what we have just proved, we can, without loss of generality, consider the situation where we start
with J˜(F ) birational to Σ(F ) and the birationality is broken in the first step of the induction; we
already know that the fiber will be of positive dimension in every further step. Let us take a look at
the following diagram that explains better in what setting we are (close to the varieties we will see their
dimension, close to the arrows we will denote the birationality or the positivity of the dimension of the
fiber).
J˜(F )s−1
bir
zz✈✈
✈✈
✈✈
✈✈
✈
bir
✤
✤
✤
step s Ps−1
✤
✤
✤ J˜(F
′
0)
+1
zz✉✉
✉✉
✉✉
✉✉
✉
✤
✤
✤
✤
✤
✤
✤
step s− 1 Ps−2
✤
✤
✤
✤
✤
✤
✤
J˜(F¯ )
+1
zz✉✉
✉✉
✉✉
✉✉
✉✉
step 2 P1
Observe that dim J˜(F0) lowers by one at each step of the induction, so we have that dim J˜(F¯ ) = 2 and
this means that we can relate it, as the projectivization, to a rank 2 vector bundle OP1(a)⊕OP1(b) with
a+ b = n+ 1, the degree of the variety.
If one between a or b is greater or equal than 2, then we could relate J˜(F ′0) to a vector bundle of type
OP1(a)⊕OP1(b)
⊕
iOP1(ci), with ci ≥ 1. This would have allowed us to find another projection of J˜(F
′
0)
whose image is birational to J˜(F ′0) itself, which, however, it is not possible by our hyphotesis. Hence
we get a = b = 1 which means that the only possible case is given by n = 1, so J˜(F¯ ) is associated to
OP1(1)⊕OP1(1) and J˜(F
′
0) must be in correspondence with the bundle
⊕sOP1(1). The last birational
step (and every other eventual birational step) only increases by one the degree of one of the bundle
summands. At the end we always get a relation with a
⊕s
i=1OP1(ai), with ai ≥ 1 and we obtain the
triple defined in (ii). Notice that in order to have the situation we just described we need to ask for a
starting point s ≥ 4.
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Let us deal now with the case s = 3. Such case is the one represented by the following diagram
J˜(F )
pi2
##●
●●
●●
●●
●●
bir
}}④④
④④
④④
④④
④
bir
✤
✤
✤
P2
prl
✤
✤
✤ J˜(F
′
0)
pi′2
##●
●●
●●
●●
●●
pi′1
}}④④
④④
④④
④④
④
J(F )
prr
P1 J(F ′0)
Recalling the classification of the case s = 2, we must have that J˜(F ′0) is associated to the bundle
OP1(a)⊕OP1(b), with a+ b = n+1. Being J˜(F
′
0) a projection from an inner point of J˜(F ), we get that
J˜(F ) can either be a rational normal scroll or the Veronese surface, in the special case a = 2 and b = 1
or viceversa, or the Hirzebruch surface. We exclude this last case because its projection would give us
the trivial case P1 × P1, which we have already studied. We can also exclude a rational normal scroll,
because being a minimal surface, we would have that the projection on P2 given in the diagram is an
isomorphism, which of course leads to a contradiction. The only case left is the Veronese surface and
we can conclude that F is the Schwarzenberger bundle given by the triple (P2,OP2(1),OP2(1)). Notice
that, in this particular case, J˜(F ′0) is a cubic surface in P
4
The Grassmannian case k ≥ 1. Notice that in this case it is impossible to have dimΣ(F ) =
dimΣ(F ′0) + 1, or else we would obtain a morphism π
′
1 : J˜(F
′
0) −→ Σ(F
′
0) with 1-dimensional fiber. We
already observed that the fiber can have dimension 0 or else dimension greater or equal than k+1 and
we would get a contradiction. So if we have dim J˜(F ) > dimΣ(F ) then the only possible case is the
trivial one, i.e. when J˜(F ) = P(S)× G(k, n).
On the other hand, if dim J˜(F ) = dimΣ(F ), this birational relation also remains in the subsequent
steps of the induction.
Let us focus now on the last step of the induction, i.e. considering the case s = k+3 and s− 1 = k+2
and let us suppose that both J˜(F ) is birational to Σ(F ) and J˜(F ′0) is birational to Σ(F
′
0). In order to
do the induction we can manage to take a jumping pair s0 ⊗ Γ ∈ J˜(F ) that is the unique point in the
fiber π−11 (s0).
Recall the induction diagram (6), in this particular case we have that J˜(F ′0) ≃ Σ(F
′
0) ≃ P
k+1, because
of the fact that, by the given classification J˜(F ′0) is the related to G(k+1, E), where rkE = k+ 1. We
are in perfect situation in order to state the following result.
Lemma 4.7. Let F be a Steiner bundle on G(k, n) and J˜(F ) its jumping locus. Suppose that J˜(F )
is birational to Σ(F ), and, fixed a jumping pair s0 ⊗ Γ0, consider the first step of the induction (as
described in Diagram (6)). If the morphism π′1 is an isomorphism, then also π1 will be an isomorphism.
Proof. Notice that for the generic s0 ∈ Σ(F ), we have a unique associated jumping pair s0⊗Γ0. Suppose
that π1 is not an isomorphism, so we can find an element s1 ∈ Σ(F ), with s1 6= s0, associated with
two independent jumping pairs s1 ⊗ Γ1 and s1 ⊗ Γ2. A consequence of this fact is that prc(s1 ⊗ Γ1) =
prl(s1)⊗Γ1 and prc(s1⊗Γ2) = prl(s1)⊗Γ2 are independent jumping pairs belonging to J˜(F ′0), associated
with the non zero point prl(s1) ∈ Σ(F ′0). This leads to contradiction because we supposed π
′
1 to be an
isomorphism. 
Due to the lemma we get that J˜(F ) ≃ Σ(F ) and, by Proposition 4.4 and its consequences, we know
that Σ(F ) ≃ Q ⊂ Pk+2, where Q is the (k + 1)-dimensional quadric in the projective space. Moreover
we know that J(F ) = J(F ′0) ≃ P
k+1, which tells us that the morphism π′2 is generically finite and the
generic fiber consists of one point. It is possible to prove that π′2 is an isomorphism.
Recalling diagram (6), which commutes, we are in the situation where π2 is a morphism, π
′
2 is an
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isomorphism, while prc is not a morphism, because it is a projection from an inner point. This leads
to a contradiction and we obtain that the only possible case is the one where s = k+ 2, which we have
already classified.
We have thus completed the classification, having considered all the possible cases.
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