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1. Introduction
The Camassa–Holm equation [3]
ut − uxxt + 2ku + 3uux = 2uxuxx + uuxxx, k = constant, (1)
arises as a model describing the unidirectional propagation of shallow water waves over a ﬂat bot-
tom [3,27,28]. The equation was originally derived much earlier as a bi-Hamiltonian generalization
of the Korteweg–de Vries equation (see [23]). Constantin and Lannes [8], and Johnson [27] derived
models which include the Camassa–Holm equation (1). It has been found that Eq. (1) conforms with
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or peakons if k = 0 [3,10]. Eq. (1) is also regarded as a model of the geodesic ﬂow for the H1 right
invariant metric on the Bott–Virasoro group if k > 0 and on the diffeomorphism group if k = 0 (see [5,
6,13,14,32,43]). The local well-posedness, global existence, blow-up structures and the well-posedness
of global weak solutions of (1) have been given in [9,11,12,36,49]. The sharpest results for the global
existence and blow-up solutions are found in Bressan and Constantin [1,2]. The construction of the
soliton solutions for Eq. (1) was presented in [45].
When k = 0, Eq. (1) becomes
ut − uxxt + 3uux = 2uxuxx + uuxxx, (2)
which is an integrable equation whose solitary waves are peaked solitons.
For the Degasperis–Procesi equation of the form
ut − utxx + 4uux = 3uxuxx + uuxxx, t > 0, x ∈ R, (3)
by constructing a Lax pair, Degasperis, Holm and Hone [15] proved the formal integrability of Eq. (3).
It was shown in [15] that Eq. (3) has a bi-Hamiltonian structure with an inﬁnite sequence of con-
served quantities and that it admits exact peakon solutions which are analogous to the Camassa–Holm
peakons. Eq. (3) can be used as a model for nonlinear shallow water dynamics and its asymptotic ac-
curacy is the same as for the Camassa–Holm shallow water equation. Dullin, Gottwald and Holm
[17] showed that the Degasperis–Procesi equation can be obtained from the shallow water elevation
equation by an appropriate Kodama transformation. Lundmark and Szmigielski [40] developed an in-
verse scattering approach for computing n-peakon solutions to Eq. (3). The traveling wave solutions
of Eq. (3) were investigated in Vakhnenko and Parkes [47]. Holm and Staley [26] studied stability
of solitons and peakons numerically. Since the birth of the Degasperis–Procesi equation (3), it has
attracted many scientists to discover its dynamics (see [4,21,22,25,34,39–41,50,51]). For example, Lin
and Liu [38] proved the stability of peakons for the Degasperis–Procesi equation (3) under certain as-
sumptions. Yin [50] proved the local well-posedness of Eq. (3) with initial data u0 ∈ Hs(R), s > 32 . The
precise blow-up scenario and a blow-up result were derived in [50]. The global existence of strong
solutions and global weak solutions to Eq. (3) are studied in [51]. Recently, Lenells [34] classiﬁed all
weak traveling wave solutions. Matsuno [41] studied multisoliton solutions and their peakon limits.
Analogous to the case of the Camassa–Holm equation (2), Henry [25] and Mustafa [44] showed that
smooth solutions to Eq. (3) have inﬁnite speed of propagation. Coclite and Karlsen [4] also obtained
global existence results for entropy solutions in L1(R) ∩ BV(R) and in L2(R) ∩ L4(R). Most recently,
Escher and Kolev showed in [21] that the Degasperis–Procesi equation can be reformulated as a non-
metric Euler equation on the diffeomorphism group of the circle (see also [22]).
Observing the coeﬃcients of the peaked Camassa–Holm model (2) and the Degasperis–Procesi
model (3), we see that in both models, the coeﬃcient of uux is equal to the coeﬃcient of uxuxx plus
the coeﬃcient of uuxxx . That is
3 = 2+ 1, 4 = 3+ 1.
Indeed, this relationship among the coeﬃcients plays important roles to study the essential dy-
namical properties of the Camassa–Holm and Degasperis–Procesi equations (see [16,18–20,24,33,37,
48]). This motivates us to study the following equation
ut − uxxt + (a + b)uux = auxuxx + buuxxx, (4)
where a > 0 and b > 0 are constants. Obviously, Eq. (4) is a generalization of both Eqs. (2) and (3).
Also we notice that Eq. (4) is a special case of the shallow water wave equations derived by Constantin
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equations (1) and (2) is that Eq. (4) does not conform with the following conservation law
I =
∫
R
(
u2 + u2x
)
dx,
which plays an important role in the study of Eq. (1). However, for Eq. (4), we have
∫
R
u(t, x)dx =
∫
R
u(0, x)dx = constant. (5)
By using u0 ∈ Hs(R), s > 32 , u0 ∈ L1(R) and the assumption that (1− ∂2x )u0 does not change sign, the
conservation law (5) leads us to get the global existence theorem of Eq. (4) in the Sobolev space
u(t, x) ∈ C([0,∞); Hs(R))∩ C1([0,∞); Hs−1(R)).
The objective of this paper is to investigate Eq. (4). Since a and b are arbitrary constants, we
lose some signiﬁcant dynamical properties that the Camassa–Holm equation and Degasperis–Procesi
equation possess. We will apply the Kato Theorem [30] to prove the existence and uniqueness of local
solutions for Eq. (4) subject to initial value u0(x) ∈ Hs(R) (s > 32 ). Under suitable conditions on the
initial value u0, the existence and uniqueness of the global solutions to the equation are shown to
be true. Conditions which guarantee the occurring of singularities in ﬁnite time for the solutions are
obtained.
The rest of this paper is organized as follows. Section 2 states the main results of this work. The
local existence and uniqueness of solution for Eq. (4) is summarized in Theorems 1 and 2, and their
proofs are established in Section 3. Section 4 proves the global existence Theorem 3. The blow-up
results are stated in Theorems 4 and 5 and their proofs are given in Section 5.
2. Main results
Firstly, we give some notations.
The space of all inﬁnitely differentiable functions φ(t, x) with compact support in [0,+∞) × R
is denoted by C∞0 . We let Lp = Lp(R) (1  p < +∞) be the space of all measurable functions h
such that ‖h‖pLp =
∫
R |h(t, x)|p dx < ∞. We deﬁne L∞ = L∞(R) with the standard norm ‖h‖L∞ =
infm(e)=0 supx∈R\e |h(t, x)|. For any real number s, we let Hs = Hs(R) denote the Sobolev space with
the norm deﬁned by
‖h‖Hs =
(∫
R
(
1+ |ξ |2)s∣∣hˆ(t, ξ)∣∣2 dξ)
1
2
< ∞,
where hˆ(t, ξ) = ∫R e−ixξh(t, x)dx.
For T > 0 and nonnegative number s, let C([0, T ); Hs(R)) denote the Fréchet space of all continu-
ous Hs-valued functions on [0, T ). We set Λ = (1− ∂2x )
1
2 .
In order to study the existence of solutions for Eq. (4), we consider its Cauchy problem in the form
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ut − uxxt = −∂x
(
a + b
2
u2
)
+ auxuxx + buuxxx
= −
(
a + b
2
u2
)
x
+ b
2
∂3x u
2 − 3b − a
2
∂x
(
u2x
)
,
(6)u(0, x) = u0(x),
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⎧⎨
⎩ut + buux = −Λ
−2
(
a + b
2
u2
)
x
+ bΛ−2(uux) − 3b − a
2
Λ−2∂x
(
u2x
)
,
u(0, x) = u0(x),
(7)
where a > 0, b > 0 are arbitrary constants. Making use of the ﬁrst equation of problem (6), we know
that the conservation law (5) is valid. Now we give the theorem to describe the local well-posedness
for problem (6).
Theorem 1. Let u0(x) ∈ Hs(R) with s > 32 . Then the Cauchy problem (6) has a unique solution u(t, x) ∈
C([0, T ); Hs(R)) ∩ C1([0, T ); Hs−1(R)) where T > 0 depends on ‖u0‖Hs(R) .
Theorem 2. The existence time for problem (6) may be chosen independently of s in the following sense. If
u(t, x) ∈ C([0, T ); Hs(R)) ∩ C1([0, T ); Hs−1(R)) is the solution of system (6) with u(0, x) = u0(x) ∈ Hr for
r = s, r > 32 then, u(t, x) ∈ C([0, T ); Hr(R)) ∩ C1([0, T ); Hr−1) with the same T . In particular, if u0 ∈ H∞
then u ∈ C([0, T ], H∞).
Theorem 3. Let u0 ∈ L1(R), u0(x) ∈ Hs, s > 32 and (1− ∂2x )u0  0 for all x ∈ R (or equivalently (1− ∂2x )u0 
0 for all x ∈ R). Then problem (6) has a unique solution satisfying
u(t, x) ∈ C([0,∞); Hs(R))∩ C1([0,∞); Hs−1(R)).
Theorem 4. Given u0 ∈ Hs, s > 32 , the solution u = u(.,u0) of problem (6) blows up in ﬁnite time T < +∞ if
and only if
lim
t→T inf
{
inf
x∈R ux(t, x)
}
= −∞.
Theorem5. Let a > 0, b > 0, a > b, 3b−a 0, u0 ∈ Hs with s > 32 is odd, and u′0 < 0. Then the corresponding
solution to system (6) blows up in ﬁnite time. The maximal time of existence is bounded above − 2
(a−b)u′0 .
3. Proof of Theorem 1
Consider the abstract quasi-linear evolution equation
dv
dt
+ A(v)v = f (v), t  0 and v(0) = v0. (8)
Let X and Y be Hilbert spaces such that Y is continuously and densely embedded in X , and let
Q : Y → X be a topological isomorphism. Let L(Y , X) be the space of all bounded linear operators
from Y to X . If X = Y , we denote this space by L(X). We state the following conditions in which ρ1,
ρ2, ρ3 and ρ4 are constants depending only on max{‖y‖Y ,‖z‖Y }.
(I) A(y) ∈ L(Y , X) for y ∈ X with
∥∥(A(y) − A(z))w∥∥X  ρ1‖y − z‖X‖w‖Y , y, z,w ∈ Y ,
and A(y) ∈ G(X,1, β) (i.e., A(y) is quasi-m-accretive), uniformly on bounded sets in Y .
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Moreover,
∥∥(B(y) − B(z))w∥∥X  ρ2‖y − z‖Y ‖w‖X , y, z ∈ Y , w ∈ X .
(III) f : Y → Y extends to a map from X into X , is bounded on bounded sets in Y , and satisﬁes
∥∥ f (y) − f (z)∥∥Y  ρ3‖y − z‖Y , y, z ∈ Y ,∥∥ f (y) − f (z)∥∥X  ρ4‖y − z‖X , y, z ∈ Y .
Kato Theorem. (See [30].) Assume that (I), (II) and (III) hold. If v0 ∈ Y , there is a maximal T > 0 depending
only on ‖v0‖Y , and a unique solution v to problem (8) such that
v = v(., v0) ∈ C
([0, T ); Y )∩ C1([0, T ); X).
Moreover, the map v0 → v(., v0) is a continuous map from Y to the space
C
([0, T ); Y )∩ C1([0, T ); X).
For problem (7), we set A(u) = bu∂x with constant b > 0, Y = Hs(R), X = Hs−1(R), Λ = (1− ∂2x )
1
2 ,
f (u) = −Λ−2( a+b2 u2)x + bΛ−2(uux) − 3b−a2 Λ−2∂x(u2x) and Q = Λ. In order to prove Theorem 1, we
only need to check that A(u) and f (u) satisfy assumptions (I)–(III).
Lemma 3.1. The operator A(u) = bu∂x with u ∈ Hs(R), s > 32 , belongs to G(Hs−1,1, β).
Lemma 3.2. Let A(u) = bu∂x with u ∈ Hs and s > 32 . Then A(u) ∈ L(Hs, Hs−1) for all u ∈ Hs. Moreover,∥∥(A(u) − A(z))w∥∥Hs−1  ρ1‖u − z‖Hs−1‖w‖Hs , u, z,w ∈ Hs(R). (9)
Lemma 3.3. For s > 32 , u, z ∈ Hs and w ∈ Hs−1 , it holds that B(u) = [Λ,bu∂x]Λ−1 ∈ L(Hs−1) for u ∈ Hs
and
∥∥(B(u) − B(z))w∥∥Hs−1  ρ2‖u − z‖Hs‖w‖Hs−1 . (10)
Proofs of the above Lemmas 3.1–3.3 can be found in [46,50].
Lemma 3.4. (See [30].) Let r and q be real numbers such that −r < q r. Then
‖uv‖Hq  c‖u‖Hr‖v‖Hq , if r > 1
2
,
‖uv‖Hr+q−1/2  c‖u‖Hr‖v‖Hq , if r <
1
2
. (11)
Lemma 3.5. Let u, z ∈ Hs with s > 32 and f (u) = −Λ−2( a+b2 u2)x + bΛ−2(uux) − 3b−a2 Λ−2∂x(u2x). Then f
is bounded on bounded sets in Hs, and satisﬁes
∥∥ f (u) − f (z)∥∥Hs  ρ3‖u − z‖Hs , (12)∥∥ f (u) − f (z)∥∥Hs−1  ρ4‖u − z‖Hs−1 . (13)
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∥∥ f (u) − f (z)∥∥Hs 
∥∥∥∥Λ−2
((
a + b
2
u2
)
x
−
(
a + b
2
z2
)
x
)∥∥∥∥
Hs
+ ∥∥bΛ−2(uux − zzx)∥∥Hs +
∥∥∥∥3b − a2 Λ−2∂x
(
u2x − z2x
)∥∥∥∥
Hs
 c
(
‖u − z‖Hs−1
(‖u‖Hs−1 + ‖z‖Hs−1)
+
∥∥∥∥b2Λ−2
(
u2 − z2)x
∥∥∥∥
Hs
+ ∥∥u2x − z2x∥∥Hs−1
)
 c
(‖u − z‖Hs(‖u‖Hs + ‖z‖Hs)
+ ∥∥(u − z)(u + z)∥∥Hs−1 + ∥∥u2x − z2x∥∥Hs−1)
 c‖u − z‖Hs
(‖u‖Hs + ‖z‖Hs)
 cρ3‖u − z‖Hs , (14)
from which we obtain (12).
Applying Lemma 3.4, uux = 12 (u2)x , s > 32 , ‖u‖L∞  c‖u‖Hs−1 and ‖ux‖L∞  c‖u‖Hs , we get
∥∥ f (u) − f (z)∥∥Hs−1  c
(∥∥∥∥a + b2 u2 − a + b2 z2
∥∥∥∥
Hs−2
+ ∥∥u2 − z2∥∥Hs−2 + ∥∥(ux − zx)(ux + zx)∥∥Hs−2
)
 c‖u − z‖Hs−1
(‖u‖Hs−1 + ‖z‖Hs−1)
+ c‖ux − zx‖Hs−2
(‖ux‖Hs−1 + ‖zx‖Hs−1)
 c‖u − z‖Hs−1
(‖u‖Hs + ‖z‖Hs), (15)
which completes the proof of (13). 
Proof of Theorem 1. Using the Kato Theorem, Lemmas 3.1–3.3 and 3.5, we know that system (6) or
problem (7) has a unique solution
u(t, x) ∈ C([0, T ); Hs(R))∩ C1([0, T ); Hs−1(R)). 
Proof of Theorem 2. The proof of Theorem 2 is essentially the same as that of part (c) of Theorem I
in [29]. By slightly modifying the proof of Theorem 3.2 in [46], we also can get the conclusion of our
Theorem 2. Here we omit the proof of Theorem 2. 
4. Global strong solutions
Let u0 ∈ Hs(R) with s > 32 , then there exists a unique solution u(t, x) to problem (6) and
u(t, x) ∈ C([0, T ); Hs(R))∩ C1([0, T ); Hs−1)
with the maximal existence time T > 0. Firstly, we study the differential equation
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p(0, x) = x. (16)
Lemma 4.1. Let u0 ∈ Hs, s > 3, and let T > 0 be the maximal existence time of the solution to problem (6).
Then problem (16) has a unique solution p ∈ C1([0, T ) × R, R). Moreover, the map p(t, .) is an increasing
diffeomorphism of R with px(t, x) > 0 for (t, x) ∈ [0, T ) × R.
Proof. From Theorem 1, we have u ∈ C1([0, T ); Hs−1(R)) and Hs−1 ∈ C1(R). Thus we conclude that
both functions u(t, x) and ux(t, x) are bounded, Lipschitz in space and C1 in time. Using the existence
and uniqueness theorem of ordinary differential equations derives that problem (16) has a unique
solution p ∈ C1([0, T ) × R, R).
Differentiating (16) with respect to x yields
{ d
dt
px = bux(t, p)px, t ∈ [0, T ), b = 0,
px(0, x) = 1,
(17)
which leads to
px(t, x) = exp
( t∫
0
bux
(
τ , p(τ , x)
)
dτ
)
. (18)
For every T ′ < T , using the Sobolev embedding theorem yields
sup
(τ ,x)∈[0,T ′)×R
∣∣ux(τ , x)∣∣< ∞.
It is inferred that there exists a constant K0 > 0 such that px(t, x) e−K0t for (t, x) ∈ [0, T ) × R . It
completes the proof. 
Lemma 4.2. Let u0 ∈ Hs with s > 3, and let T > 0 be the maximal existence time of the problem (6), it holds
that
y
(
t, p(t, x)
)
p2x(t, x) = y0(x)e−(a−2b)
∫ t
0 ux dτ , (19)
where (t, x) ∈ [0, T ) × R and y := u − uxx.
Proof. Using Eq. (4) and (16)–(18), we have
d
dt
[
y
(
t, p(t, x)
)
p2x(t, x)
]= yt p2x + 2ypxpxt + yxpt p2x
= yt p2x + 2byuxp2x + byxup2x
= (yt + ayux + byxu)p2x − (a − 2b)ux yp2x
= (ut − utxx + a(u − uxx)ux + bu(ux − uxxx))p2x − (a − 2b)ux yp2x
= −(a − 2b)ux yp2x . (20)
Using px(0, x) = 1 and solving the above equation, we complete the proof of the lemma. 
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Since the operator (1 − ∂2x )−1 preserves positivity, we get u  0. Similarly, if (1 − ∂2x )u0  0, it holds
that (1− ∂2x )u  0 and u  0.
Lemma 4.3. If u0 ∈ Hs, s > 32 , such that (1− ∂2x )u0  0 (or (1− ∂2x )u0  0) and
∫
R |u0|dx < ∞, then there
exists a constant K > 0 such that the solution of problem (6) satisﬁes ‖ux‖L∞  K .
Proof. We will prove this lemma for u0 ∈ H∞ and (1 − ∂2x )u0  0. From Lemma 4.2, we have (1 −
∂2x )u  0. Then u  0 does not change sign. The conservation law (5) implies that
−ux +
x∫
−∞
u dx =
x∫
−∞
(u − uxx)dx
∞∫
−∞
(u − uxx)dx = c, (21)
where c is a positive constant. Then
−ux  c −
x∫
−∞
u dx c +
x∫
−∞
u dx 2c. (22)
On the other hand, we have
ux +
∞∫
x
u dx =
∞∫
x
(u − uxx)dx
∞∫
−∞
(u − uxx)dx = c, (23)
which results in
ux  c −
∞∫
x
u dx c +
∞∫
x
u dx 2c. (24)
We conclude from (22) and (24) that ‖ux‖L∞  K . To complete the proof, we use a simple density
argument. Set uε0 = eε∂
2
x u0, then ‖uεx‖L∞  2
∫
R |u0|dx < K . Applying ‖uεx − ux‖L∞  sup[0,T ] ‖uεx −
ux‖Hs → 0 when ε → 0, we have ‖ux‖L∞  K . 
Lemma 4.4. (See Kato and Ponce [31].) If r > 0, then Hr ∩ L∞ is an algebra. Moreover
‖uv‖Hr  c
(‖u‖L∞‖v‖Hr + ‖u‖Hr‖v‖L∞),
where c is a constant depending only on r.
Lemma 4.5. (See Kato and Ponce [31].) Let r > 0. If u ∈ Hr ∩ W 1,∞ and v ∈ Hr−1 ∩ L∞ , then
∥∥[Λr,u]v∥∥L2  c(‖∂xu‖L∞∥∥Λr−1v∥∥L2 + ∥∥Λru∥∥L2‖v‖L∞).
Lemma 4.6. Let s 32 and the function u(t, x) is a solution of the problem (6) and the initial data u0(x) ∈ Hs,
it holds that if q ∈ (0, s − 1], there is a constant c depending only on q such that
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R
(
Λq+1u
)2
dx
∫
R
[(
Λq+1u0
)2]
dx+ c
t∫
0
‖ux‖L∞
(‖u‖2Hq + ‖u‖2Hq+1)dτ . (25)
Proof. We write Eq. (4) in the following equivalent form
ut − utxx = −
[
a + b
2
u2
]
x
+ b
2
∂3x u
2 − 3b − a
2
∂x
(
u2x
)
. (26)
Applying ∂2x = −Λ2 + 1 and the Parseval equality gives rise to∫
R
ΛquΛq∂3x
(
u2
)
dx = −2
∫
R
(
Λq+1u
)
Λq+1(uux)dx+ 2
∫
R
(
Λqu
)
Λq(uux)dx.
For q ∈ (0, s − 1], applying (Λqu)Λq on both sides of Eq. (26), noting the above equality and
integrating the new equation with respect to x by parts, we obtain the equation
1
2
d
dt
[∫
R
((
Λqu
)2 + (Λqux)2)dx
]
= −
∫
R
(
Λqu
)
Λq
[
a + b
2
u2
]
x
dx− b
∫
R
(
Λq+1u
)
Λq+1(uux)dx
+ 3b − a
2
∫
R
(
Λqux
)
Λq
(
u2x
)
dx+ b
∫
R
(
Λqu
)
Λq(uux)dx. (27)
We will estimate each of the terms on the right-hand side of (27). For the ﬁrst and the fourth
terms, using integration by parts, the Cauchy–Schwartz inequality, and Lemmas 4.4–4.5, we have
∫
R
(
Λqu
)
Λq(uux)dx =
∫
R
(
Λqu
)[
Λq(uux) − uΛqux
]
dx+
∫
R
(
Λqu
)
uΛqux dx
 c‖u‖Hq
(‖ux‖L∞‖u‖Hq + ‖ux‖L∞‖u‖Hq)+ 1
2
‖ux‖L∞
∥∥Λqu∥∥2L2
 c‖u‖2Hq‖ux‖L∞ , (28)
where c only depends on q. Using the above estimate to the second term yields
∫
R
(
Λq+1u
)
Λq+1(uux)dx c‖u‖2Hq+1‖ux‖L∞ . (29)
For the third term, using Lemma 4.4 gives rise to
∫
R
(
Λqux
)
Λq
(
u2x
)
dx
∥∥Λqux∥∥L2∥∥Λqu2x∥∥L2
 c‖u‖Hq+1
(‖ux‖L∞‖ux‖Hq)
 c‖u‖2 q+1‖ux‖L∞ . (30)H
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1
2
∫
R
[(
Λqu
)2 + (Λqux)2]dx− 1
2
∫
R
[(
Λqu0
)2 + (Λqu0x)2]dx
 c
t∫
0
‖ux‖L∞
(‖u‖2Hq + ‖u‖2Hq+1)dτ ,
which results in (25). 
Proof of Theorem 3. Using (25) with q = s − 1, we obtain
‖u‖2Hs  ‖u0‖2Hs + c
t∫
0
‖ux‖L∞
(‖u‖2Hs−1 + ‖u‖2Hs)dτ
 ‖u0‖2Hs + 2c
t∫
0
‖ux‖L∞‖u‖2Hs dτ . (31)
Applying the Gronwall inequality, from (31), we get
‖u‖2Hs  ‖u0‖2Hse2c
∫ t
0 ‖ux‖L∞ dτ . (32)
Using Lemma 4.3, we complete the proof of Theorem 3. 
Remark 2. In fact, using ‖ux‖L∞  ‖u‖Hs with s > 32 and (32), we derive that the solution of Eq. (4)
in space Hs blows up in ﬁnite time if and only if ‖ux‖L∞ = +∞. Actually, by using Theorem 4, we
also can prove Theorem 3.
5. Proofs of Theorems 4 and 5
Proof of Theorem 4. Let us ﬁrst assume that u0 ∈ Hs , for a natural number s  4. Multiplying (4) by
y = u − uxx and integrating by parts, we get
1
2
d
dt
∫
R
y2 dx = a
∫
R
yuxuxx dx+ b
∫
R
yuuxxx dx− (a + b)
∫
R
yuux dx
= a
∫
R
yux(u − y)dx+ b
∫
R
yu(ux − yx)dx− (a + b)
∫
R
yuux dx
= −a
∫
R
y2ux dx− b
∫
R
uyyx dx
=
(
−a + b
2
)∫
R
y2ux dx. (33)
Using
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R
yxuyxx dx = −
∫
R
yx(uyxx + yxux)dx
derives ∫
R
uyx yxx dx = −1
2
∫
R
y2xux dx. (34)
Similarly, we have
∫
R
(u − y)yyx dx = −1
2
∫
R
y2(ux − yx)dx. (35)
Now, we differentiate (4) with respect to the spatial variable x and then multiply the resultant
equation by yx . Applying uxx = u − y, (34) and (35) and integrating by parts, we get
1
2
d
dt
∫
R
y2x dx =
∫
R
[
aux(u − y) + bu(ux − yx) − (a + b)uux
]
x yx dx
= −
∫
R
[aux y + buyx]x yx dx
= −
∫
R
[
auxx y + (a + b)ux yx + buyxx
]
yx dx
= −a
∫
R
(u − y)yyx dx− (a + b)
∫
R
ux y
2
x dx−
b
2
∫
R
ux y
2
x dx
= = a
2
∫
R
y2(ux − yx)dx− (a + b)
∫
R
ux y
2
x dx+
b
2
∫
R
ux y
2
x dx
= a
2
∫
R
y2ux dx− 2a + b
2
∫
R
ux y
2
x dx. (36)
From (33) and (36), we obtain
1
2
d
dt
(∫
R
(
y2 + y2x
)
dx
)
= −a − b
2
∫
R
y2ux dx− 2a + b
2
∫
R
ux y
2
x dx. (37)
If ux is bounded from below on [0, T ) × R , i.e., there exists a constant M > 0 such that
−ux(t, x) M on [0, T ) × R.
From (37), we get
1
2
d
dt
(∫ (
y2 + y2x
)
dx
)
 |2a + b|
2
M
(∫ (
y2 + y2x
)
dx
)
. (38)R R
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not blow up in ﬁnite time. Furthermore, an analogous inductive argument shows that the Hk norm
of this solution does not blow up in ﬁnite time for all k ∈ N , 4 k  s. Applying Theorems 1 and 2,
we obtain the assertion of Theorem 4. 
Proof of Theorem 5. Let T be the maximal time of existence of the solution
u(t, x) ∈ C([0, T ); Hs(R))∩ C1([0, T ); Hs−1(R))
for problem (6). The existence of T is guaranteed by Theorems 1 and 2. Because of the symmetry
(u, x) → (−u,−x) of problem (6) (or problem (7)), if u0(x) is odd, then u(t, x) is odd for any t ∈ [0, T ).
In particular, if s 3, the functions u and uxx are continuous in x. Thus, we have
u(t,0) = uxx(t,0) = 0 on t ∈ [0, T ). (39)
Differentiating the ﬁrst equation of problem (7) with respect to x, we obtain
uxt = −a − b
2
u2x − buuxx +
a
2
u2 − Λ−2
[
a
2
u2 + 3b − a
2
u2x
]
. (40)
Letting h(t) = ux(t,0) for t ∈ [0, T ), noting that Λ−2[ a2u2 + 3b−a2 u2x ] 0 and using (39) and (40), we
obtain
dh(t)
dt
−a − b
2
h2(t), for t ∈ [0, T ), (41)
from which we have
0>
1
h(t)
 1
h(0)
+ a − b
2
t, for t ∈ [0, T ), a − b > 0. (42)
Therefore, T  −2
(a−b)h(0) . This proves the assertion of the theorem for the case s > 3.
To complete the proof we apply a simple density argument. Let u0 ∈ Hs with s > 32 . Set un0 =
e
1
n (1−∂2x )u0. If u0 is odd, then un0(x) is also odd. Since un0(x) ∈ H3, the above argument gives rise to
T
(
un0
)
− 2
(a − b)hn(0) ,
where hn(0) = e 1n (1−∂2x )u′0. Letting n → ∞ and applying Theorems 1 and 2, we conclude that T (u0)−2
(a−b)h(0) . This completes the proof of Theorem 5. 
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