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Abstract
Ternary structures in Hilbert spaces arose in the study of infinite dimensional
manifolds in differential geometry. In this thesis, we develop a structure theory
of Hilbert ternary algebras and Jordan Hilbert triples which are Hilbert spaces
equipped with a ternary product. We obtain several new results on the classifi-
cation of these structures. Some results have been published in [2].
A Hilbert ternary algebra is a real Hilbert space (V, 〈·, ·〉) equipped with a
ternary product [·, ·, ·] satisfying 〈[a, b, x], y〉 = 〈x, [b, a, y]〉 for a, b, x and y in V .
A Jordan Hilbert triple is a real Hilbert space in which the ternary product {·, ·, ·}
is a Jordan triple product. It is called a JH-triple if the identity 〈{a, b, x}, x〉 =
〈x, {b, a, x}〉 holds in V . JH-triples correspond to a class of Lie algebras which
play an important role in symmetric Riemannian manifolds.
We begin by proving new structure results on ideals, centralizers and deriva-
tions of Hilbert ternary algebras. We characterize primitive tripotents in Hilbert
ternary algebras and use them as coordinates to classify abelian Hilbert ternary
algebras. We show that they are direct sums of simple ones, and each simple
abelian Hilbert ternary algebra is ternary isomorphic to the algebra C2(H,K) of
Hilbert-Schmidt operators between real, complex or quaternion Hilbert spaces H
and K.
Further, we describe completely the ternary isomorphisms and ternary anti-
isomorphisms between abelian Hilbert ternary algebras. We show that each
ternary isomorphism τ between simple algebras C2(H,K) and C2(H ′, K ′) is of
the form τ(x) = Jxj where j : H ′ −→ H and J : K −→ K ′ are isometries. A
ternary anti-isomorphism is of the form τ(x) = Jx∗j where j : H ′ −→ K and
J : H −→ K ′ are isometries.
The structures of Hilbert ternary algebras and JH-triples are closely re-
lated. Indeed, we show that each JH-triple (V, {·, ·, ·}) admits a decomposi-
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tion V = Vs
⊕
V ⊥s where (Vs, {·, ·, ·}) is a Hilbert ternary algebra which is usu-
ally nonabelian and unless V = Vs, the orthogonal complement V
⊥
s is always
a nonabelian Hilbert ternary algebra in the derived ternary product [a, b, c]d =
{a, b, c} − {b, a, c}. Hence JH-triples provide important examples of nonabelian
Hilbert ternary algebras. We determine exactly when Vs and V
⊥
s are Jordan
triple ideals of V . We show, in each dimension at least 2, there is a JH-triple
(V, {·, ·, ·}) for which V 6= Vs, equivalently, (V, {·, ·, ·}) is not a Hilbert ternary
algebra.
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Chapter 1
Introduction
In what follows, we develop a structure theory of Hilbert ternary algebras and
Jordan Hilbert triples which are Hilbert spaces equipped with a ternary product.
We obtain several new results on these structures and their classification. Some
of the results in this thesis have been published in [2].
We begin in Chapter 2 with some preliminaries needed for later chapters. In
particular, we discuss involutions of the quaternions H, octonions O and split
octonions, and prove some basic results which will be used in subsequent devel-
opment.
Chapter 3 is concerned with the structure theory of Hilbert ternary algebras.
The concept of a Hilbert ternary algebra has been introduced in [8]. It originates
from the notion of a ternary algebra, introduced by Hestenes [16] to develop
a spectral theory for non-Hermitian matrices and operators. A Hilbert ternary
algebra is a real Hilbert space (V, 〈·, ·〉) equipped with a trilinear map [·, ·, ·] :
V 3 −→ V satisfying
〈[a, b, x], y〉 = 〈x, [b, a, y]〉 (a, b, x, y ∈ V ).
Every Hilbert space (V, 〈·, ·〉) has an inherent ternary algebraic structure defined
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by
[x, y, z] =
1
2
〈x, y〉z + 1
2
〈z, y〉x
which plays an important role in differential geometry. The class of JH-triples
introduced recently in [9] provides further interesting examples of Hilbert ternary
algebras. They are in one-one correspondence with a class of Riemannian sym-
metric spaces [9]. These examples, together with the examples of H∗-algebras,
motivate our investigation of the structures of Hilbert ternary algebras.
We begin by showing that the ternary product in a Hilbert ternary algebra
is automatically continuous. Then we prove new structure results on ideals, cen-
tralizers and derivations of Hilbert ternary algebras. We introduce the important
concept of primitive tripotents in Hilbert ternary algebras and use them as coor-
dinates to classify abelian Hilbert ternary algebras in Section 3.4.
An important feature of a Hilbert ternary algebra V is that if I is an ideal
in V , then the orthogonal complement I⊥ is also an ideal. This enables one to
establish a Wedderburn type theorem for a Hilbert ternary algebra V with zero
annihilator, namely, V can be decomposed as a direct sum
⊕
α Vα of minimal
closed ideals, each of which is a simple Hilbert ternary algebra.
We study the centralizers and derivations of a Hilbert ternary algebra in Sec-
tion 3.3. We show that the set of all centralizers Z(V ) of a Hilbert ternary
algebra V with zero annihilator forms a von Neumann algebra which is in fact,
a direct sum
⊕
α Cα where Cα ' R,C or H. Using the complex result in [36] and
complexification, we prove that every derivation of a Hilbert ternary algebra with
zero annihilator is automatically continuous.
In Section 3.4, we study the structure of abelian Hilbert ternary algebras. A
Hilbert ternary algebra V is called abelian if
[a, b, [x, y, z]] = [[a, b, x], y, z]
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for all a, b, x, y, z ∈ V . Our objective is to classify abelian Hilbert ternary alge-
bras. Using primitive tripotents as coordinates and adapting the proof in [37] for
Complex Hilbert triple systems, we are able to show that every simple abelian
Hilbert ternary algebra is ternary isomorphic to the algebra C2(H,K) of Hilbert-
Schmidt operators between Hilbert spaces H and K over R,C or H. Together
with the Wedderburn type theorem mentioned earlier, this gives a complete classi-
fication of abelian Hilbert ternary algebras. We should note that the above result
for simple abelian Hilbert ternary algebras has also been obtained in [6], in the
context of associative H∗-triple systems, using the technique of Peirce subspaces.
The last section of Chapter 3 is devoted to the study of ternary isomorphisms
between Hilbert ternary algebras. We describe completely these isomorphisms. A
linear bijection τ : V −→ V ′ between Hilbert ternary algebras is called a ternary
isomorphism if
τ [x, y, z] = [τx, τy, τz]′
and, is called a ternary anti-isomorphism if instead τ [x, y, z] = [τz, τy, τx]′ for all
x, y, z ∈ V . We show that each ternary isomorphism τ between simple abelian
Hilbert ternary algebras C2(H,K) and C2(H ′, K ′) is of the form
τ(x) = Jxj
where j : H ′ −→ H and J : K −→ K ′ are isometries. A ternary anti-isomorphism
is of the form
τ(x) = Jx∗j
where j : H ′ −→ K and J : H −→ K ′ are isometries.
Interestingly, nonabelian Hilbert ternary algebras arose in the study of Jordan
triple structures in Hilbert spaces which is the subject of Chapter 4. To motivate
the concept of a Jordan triple system, we recall in Section 4.1 the one-one corre-
spondence between Jordan triple systems and Tits-Kantor-Koecher Lie algebras.
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In Section 4.2, we show that a normed real Jordan triple admits continuous inner
derivations if and only if the symmetric part of the corresponding Tits-Kantor-
Koecher Lie algebra is a normed Lie algebra. This is an improvement of a result
in [9] for the case of non-degenerate Jordan triples. We study the structures of
JH-triples in Section 4.3. A JH-triple is a real Jordan triple (V, {·, ·, ·}), with a
continuous triple product, which is also a Hilbert space with inner product 〈·, ·〉
satisfying
〈{a, b, x}, x〉 = 〈x, {b, a, x}〉 (a, b, x ∈ V ).
If the inner product is associative, that is, if
〈{a, b, x}, y〉 = 〈x, {b, a, y}〉 (a, b, x, y ∈ V ),
then V is called a real JH∗-triple. Real JH∗-triples are Hilbert ternary algebras.
They are the real forms of the complex JH∗-triples defined in [23] where the one-
one correspondence is shown between the JH∗-triples and Hermitian symmetric
spaces.
The structures of Hilbert ternary algebras and JH-triples are closely related.
We show that every JH-triple gives rise to a nonabelian Hilbert ternary alge-
bra. Indeed, each JH-triple (V, {·, ·, ·}) admits an orthogonal decomposition
V = Vs
⊕
V ⊥s where both Vs and V
⊥
s are Hilbert ternary algebras in the de-
rived ternary product
[a, b, c]d = {a, b, c} − {b, a, c}.
Unless V = Vs, the orthogonal complement (V
⊥
s , [·, ·, ·]d) is always a nonabelain
Hilbert ternary algebra. Hence JH-triples provide important examples of non-
abelian Hilbert ternary algebras.
In the above decomposition, we show that (Vs, {·, ·, ·}) is a real JH∗-triple and
hence its structure is completely known by the classification result of [23, 30]. We
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determine exactly when Vs and V
⊥
s are Jordan triple ideals of V . We show, in
each dimension of at least 2, there is a JH-triple (V, {·, ·, ·}) for which V 6= Vs.
We conclude with further examples of nonabelian Hilbert ternary algebras.
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Chapter 2
Hilbert spaces
Our objective is to investigate ternary algebraic structures in real Hilbert spaces
which would involve the quaternions and octonions. In this chapter, we introduce
the notations and prove some basic results needed for later investigation.
2.1 Hilbert spaces over real division algebras
We begin with the quaternions and octonions as well as the split octonions.
Let H denote the quaternions which can be described as a 4-dimensional real
vector space with basis {1, i, j, k} in which the multiplication is defined by
i2 = j2 = k2 = ijk = −1, ij = k = −ji.
The quaternions H is a noncommutative division algebra in which the inverse of
any nonzero element a = a0 + a1i+ a2j + a3k ∈ H is given by
a¯
‖a‖2
where a¯ = a0 − a1i− a2j − a3k is the conjugate of a in H and ‖a‖ is the norm of
a defined by
‖a‖ =
√
a20 + a
2
1 + a
2
2 + a
2
3.
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We call a0 the real part of a and write Re a = a0.
We will always equip H with the real inner product
〈a, b〉 = Re(ab¯) (a, b ∈ H)
so that H is a real Hilbert space.
The real octonions O can be described as an 8-dimensional real vector space
with basis {1, e1, e2, · · · , e7} in which e1 = i, e2 = j, e3 = k, the quaternion basis,
and e5 = ie4, e6 = je4, e7 = ke4. The multiplication in O is defined by the
following table:
· e1 e2 e3 e4 e5 e6 e7
e1 −1 e3 −e2 e5 −e4 −e7 e6
e2 −e3 −1 e1 e6 e7 −e4 −e5
e3 e2 −e1 −1 e7 −e6 e5 −e4
e4 −e5 −e6 −e7 −1 e1 e2 e3
e5 e4 −e7 e6 −e1 −1 −e3 e2
e6 e7 e4 −e5 −e2 e3 −1 −e1
e7 −e6 e5 e4 −e3 −e2 e1 −1
The octonionsO is a non-associative division algebra. The inverse of a nonzero
element a = a0 + a1e1 + · · ·+ a7e7 ∈ O is given by
a¯
‖a‖2
where a¯ = a0 − a1e1 − · · · − a7e7 is the conjugate of a in O and ‖a‖ is the norm:
‖a‖ = (a20 + a21 + · · ·+ a27)1/2.
We call a0 the real part of a and write Re a = a0.
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Now we define the split octonions as pairs of the octonions. Let
u0 =
1
2
(1, e7) u2 =
1
2
(e2,−e5) u4 = 1
2
(e1, e6) u6 =
1
2
(e3,−e4)
u1 =
1
2
(1,−e7) u3 = 1
2
(e2, e5) u5 =
1
2
(e1,−e6) u7 = 1
2
(e3, e4)
where 1, e1, e2, · · · , e7 are the octonion basis elements. The real split octonion
Os is the 8-dimensional real vector space spanned by the above elements. We
define the complex split octonion Os to be the complex linear span of the above
elements. Both Os and Os are non-associative algebras where the multiplication
table of the split octonions can be drawn by multiplying above elements in the
usual way, i.e (a, b)(c, d) = (ac−bd, ad+bc) where a, b, c, d ∈ O, using the octonion
multiplication table (see [4]).
Throughout the thesis, F will always denote the real division algebras R,C
or H. We are going to study ternary structures of Hilbert spaces over F where,
by a Hilbert space H over H, or a quaternion Hilbert space H, we mean a right
H-module H, equipped with an H-valued inner product 〈·, ·〉 : H × H −→ H
where a = a0 + a1i+ a2j + a3k ≥ 0 in H means a0 ≥ 0 and a1 = a2 = a3 = 0. In
the sequel, unless otherwise stated, the inner product of a Hilbert space will be
denoted by 〈·, ·〉.
Let H and K be Hilbert spaces over H. By an H-linear operator, or simply,
a linear operator T : H −→ K, we mean
T (xλ+ yµ) = T (x)λ+ T (y)µ (x, y ∈ H, λ, µ ∈ H)
in which case T is also real linear. We call an operator T : H −→ K conjugate
linear if
T (xλ+ yµ) = T (x)λ¯+ T (y)µ¯ (x, y ∈ H, λ, µ ∈ H)
where λ¯, µ¯ are the conjugates of λ, µ in H.
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Given a Hilbert space (H, 〈·, ·〉) over C or H, we consider H as a real Hilbert
space by restricting to the real scalar multiplication and taking the real inner
product
 ·, · = Re 〈·, ·〉.
We call (H, ·, · ) the real restriction of (H, 〈·, ·〉). If (H, 〈·, ·〉) is a complex
Hilbert space, then we have
〈x, y〉 = x, y  − ix, y  i,
and for a quaternion Hilbert space (H, 〈·, ·〉), we have
〈x, y〉 = x, y  − xi, y  i−  xj, y  j−  xk, y  k.
Besides the usual involutions on H and O, we need to consider other involu-
tions for the study of classification of Hilbert spaces with a Jordan triple structure.
The usual involution on R is the identity map, on C, H and O is the conjugation.
An involution of the second kind on H is an involution δ of H commuting with
the usual involution. For instance, (a0 +a1i+a2j+a3k)
δ = −a0 +a1i+a2j+a3k
is such an involution.
The usual involution ′ on the split octonions Os and Os is defined by
(α0u0 + α1u1 + · · ·+ α7u7)′ = α1u0 + α0u1 − α2u2 − α3u3 − · · · − α7u7
where αi, i = 0, 1, · · · , 7 are the scalars. Another involution onOs andOs, needed
later, is defined by
(α0u0+α1u1+· · ·+α7u7)× = α0u0+α1u1−α3u2−α2u3−α5u4−α4u5−α7u6−α6u7
where αj = αj if αj ∈ R. For more details of these involutions, see [30].
Definition 2.1.1. Let (H, 〈·, ·〉) be a real Hilbert space. On the complexification
HC = H
⊕
iH, define
〈x+ iy, z + iw〉C = 〈x, z〉+ 〈y, w〉+ i〈y, z〉 − i〈x,w〉
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for all x, y, z, w ∈ H. Then (HC, 〈·, ·〉C) is a complex Hilbert space and we have
‖x± iy‖2 = ‖x‖2 + ‖y‖2
for all x, y ∈ H. The complex Hilbert space HC is called the complexification of
H.
Given a real or complex Hilbert space H, the set of all bounded linear opera-
tors on H is denoted by B(H). Let HC be the complexification of a real Hilbert
space H. Then we have
B(HC) = B(H)
⊕
iB(H)
which is the complexification of B(H).
Given a family {Hα : α ∈ I} of Hilbert spaces, we define as usual the Hilbert
space direct sum
⊕
α∈I Hα to be the space consisting of elements (xα)α∈I in the
Cartesian product
∏
α∈I Hα satisfying
∑
α∈I ‖xα‖2 < ∞ (see [18, p.123]). The
inner product in
⊕
α∈I Hα is given by
〈(xα)α∈I, (yα)α∈I〉 =
∑
α∈I
〈xα, yα〉
where the symbol 〈·, ·〉 is interpreted in an obvious way.
Let H and K be Hilbert spaces over F and choose an orthonormal basis
{eβ}β∈Γ in H. An F-linear operator a : H −→ K is called a Hilbert-Schmidt
operator if ∑
β∈Γ
‖a(eβ)‖2 <∞.
This definition does not depend on the choice of the basis {eβ}β∈Γ. The Hilbert-
Schmidt operators between two F-Hilbert spaces form a real Hilbert space, de-
noted by C2(H,K), with inner product
〈a, b〉 = Re Trace(a∗b) (a, b ∈ C2(H,K))
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where a∗ denotes the adjoint of an operator a ∈ C2(H,K). We write C2(H) for
C2(H,H).
Let k > 0. Then C2(H,K) is also a real Hilbert space with the inner product
〈a, b〉k = kRe Trace(a∗b) (a, b ∈ C2(H,K)).
We write Ck2 (H,K) for (C2(H,K), 〈·, ·〉k), and C12(H,K) is just C2(H,K).
For two F-Hilbert spaces H and K and u ∈ H, v ∈ K, we define the rank-one
operators v ⊗ u : H −→ K and u⊗ v : K −→ H by
(v ⊗ u)(x) = v〈x, u〉H , (u⊗ v)(y) = u〈y, v〉K (x ∈ H, y ∈ K)
where 〈·, ·〉H and 〈·, ·〉K denote the inner products in H and K respectively. Ev-
idently v ⊗ u ∈ C2(H,K). We note that the dual (v ⊗ u)∗ ∈ C2(K,H) is given
by
(v ⊗ u)∗(y) = u〈y, v〉K (y ∈ K)
and hence (v ⊗ u)∗ = u⊗ v.
Given a ∈ C2(K,H), we have
a(v ⊗ u) = a(v)⊗ u
where u ∈ H and v ∈ K. In fact, for any h ∈ H, we have
a(v ⊗ u)(h) = a(v〈h, u〉H) = a(v)〈h, u〉H = (a(v)⊗ u)(h).
Let {fα}α∈Λ be an orthonormal basis of K. Then we have
(fα ⊗ eβ)(eγ) =
 fα if γ = β0 if γ 6= β (2.1)
for all α, β. The rank-one operator fα ⊗ eβ can be conveniently represented as a
matrix (mαβ)(α,β)∈Λ×Γ with the (α, β)-entry 1, but 0 elsewhere.
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We note that {fα ⊗ eβ : α ∈ Λ, β ∈ Γ} is an orthogonal set in Ck2 (H,K) for if
α 6= µ in Λ or β 6= γ in Γ, then
〈fα ⊗ eβ, fµ ⊗ eγ〉k = kRe Trace ((fα ⊗ eβ)∗(fµ ⊗ eγ))
= kRe 〈(fα ⊗ eβ)∗(fµ), eγ〉H
= kRe 〈(eβ ⊗ fα)(fµ), eγ〉H
= kRe 〈eβ〈fµ, fα〉K , eγ〉H
= kRe 〈eβ, eγ〉H〈fµ, fα〉K
= 0.
In fact, {fα ⊗ eβ : α ∈ Λ, β ∈ Γ} is an orthogonal basis of Ck2 (H,K). For if a ∈
Ck2 (H,K) and 〈a, fα ⊗ eβ〉k = 0 for all α ∈ Λ and β ∈ Γ, then for all α ∈ Λ, we
have
kRe 〈a∗(fα), eβ〉H = kRe
∑
γ∈Γ
〈a∗(fα), eγ〉H〈eγ, eβ〉H
= kRe
∑
γ∈Γ
〈(a∗(fα)⊗ eβ)eγ, eγ〉H
= kRe
∑
γ∈Γ
〈a∗(fα ⊗ eβ)eγ, eγ〉H
= kRe Trace(a∗(fα ⊗ eβ))
= 〈a, fα ⊗ eβ〉k = 0
where k > 0. Hence a = 0.
Let Ck2 (H,K)R be the real linear span of
{fα ⊗ eβ : α ∈ Λ, β ∈ Γ}
in Ck2 (H,K). Then we have the natural identification
Ck2 (H,K) = Ck2 (H,K)R
⊗
R
F.
21
We choose the following way to embed a Hilbert space H into C2(H,K). Let
{eβ}β∈Γ be an orthonormal basis of H and {fα}α∈Λ be an orthonormal basis of
K and fix some fα0 in {fα}α∈Λ. Then one can embed H into C2(H,K) by the
linear isometry
ψ : x ∈ H 7−→ fα0 ⊗ x ∈ C2(H,K)
where
〈fα0 ⊗ x, fα0 ⊗ h〉 = Re Trace((fα0 ⊗ x)∗(fα0 ⊗ h))
= Re Trace((x⊗ fα0)(fα0 ⊗ h))
= Re Trace(x⊗ h)
= Re
∑
γ∈Γ
〈(x⊗ h)eγ, eγ〉H
= Re
∑
γ∈Γ
〈x, eγ〉H〈eγ, h〉H
= Re 〈x, h〉H .
for any h ∈ H.
Definition 2.1.2. For any element a in a complex Banach algebraA with identity
e, the spectrum of a is denoted by
σ(a) = {λ ∈ C : λe− a is not invertible inA} .
Let A be a real Banach algebra with identity e and let AC = A
⊕
iA be the
complexification of A where AC is a Banach algebra in a suitable norm (see [31]).
Let a ∈ A. We define its spectrum, denoted by σA(a) or simply σ(a), to be the
spectrum σAC(a) of a in the complexification AC. We note that σA(a) = σA(a) ⊂
C where − denotes the complex conjugation, and that
σA(a) =
{
α + iβ : α, β ∈ R and (αe− a)2 + β2 is not invertible in A} [14].
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If A is a complex algebra and a ∈ A, then we have σAC(a) = σA(a)∪σA(a) where
σA(a) is the spectrum with respect to the complex algebra A.
Let A be a real Banach algebra containing a and AC be its complexification.
For any holomorphic function f on an open set U containing σ(a) = σA(a), such
that U = U , there is a well-defined element f(a) in the complexification AC via
the Cauchy formula [31, 32]. If moreover we have f(λ) = f(λ) for λ ∈ U , then
f(a) =
1
2pii
∫
ρ
f(λ)(a− λ)−1dλ
=
1
2pii
∫
ρ
f(λ)(a− λ)−1dλ
= f(a)
which implies f(a) ∈ A, where ρ is a smooth simple closed curve in U , enclosing
σ(a).
Let T be a bounded linear operator on a real Banach space V . We can consider
T as an element in the real Banach algebra B(V ) of all bounded linear operators
on V . Since
‖I‖+ ‖T‖+
∥∥∥∥T 22!
∥∥∥∥+ · · ·+ ∥∥∥∥T nn!
∥∥∥∥+ · · · ≤ ∞∑
n=0
‖T‖n
n!
<∞,
the operator exp(T ) = I + T +
T 2
2!
+ · · ·+ T
n
n!
+ · · · is well-defined in B(V ).
The following two lemmas for real Banach spaces are extensions of results for
complex Banach spaces proved in [37]. It will be used to prove Theorem 3.5.2
later.
Lemma 2.1.3. Let T be a bounded linear operator on a real Banach space V and
S = exp(T ). If S(x) = x for some x ∈ V and the spectrum σ(T ) does not contain
±2kpii for all k ∈ N, then T (x) = 0.
Proof. The complex mapping
f(λ) =
eλ − 1
λ
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is holomorphic on the entire complex plane. Consider T ∈ B(V ). Since f is holo-
morphic on any open set U containing σ(T ), which is symmetric with respect to
the real axis, and satisfies f(λ) = f(λ), by the above remark we have f(T ) ∈
B(V ), and noting that ±2kpii /∈ σ(T ), the spectral mapping theorem and func-
tional calculus imply 0 /∈ σ(f(T )), that is, f(T ) is invertible. From f(λ)λ = eλ−1
we have f(T )T (x) = S(x)− x = 0. Hence T (x) = f(T )−1f(T )T (x) = 0.
We recall that a bounded linear operator T on a Hilbert space H is called
positive if T = T ∗ and σ(T ) ⊂ [0,∞). If T is positive, then T n is positive for all
n ∈ N.
Lemma 2.1.4. Let T be a positive operator on a real Hilbert space H such that
‖T‖ = 1. Then the sequence (T n(x)) converges for all x ∈ H.
Proof. There exists some positive operator S on H such that T = S2 [14] and
〈Tx, x〉 ≥ 0 for all x ∈ H. Fix x ∈ H and define the sequence
αn = 〈T nx, x〉.
We have αn ≥ 0 and that (αn) is a decreasing sequence:
αn+1 = 〈T n+1x, x〉 = 〈SnTSnx, x〉 ≤ ‖T‖〈T nx, x〉 = αn
which implies α = limn→∞ αn exists. Now, for integers n and m, we have
‖T n(x)− Tm(x)‖2 = 〈T 2nx, x〉 − 2〈T n+mx, x〉+ 〈T 2mx, x〉 −→ α− 2α + α = 0
where n,m → ∞. Hence (T n(x)) is a Cauchy sequence in H and therefore
converges.
2.2 Conjugations in Hilbert spaces
Definition 2.2.1. A conjugation on a Hilbert space H over F = R,C or H is a
conjugate linear isometry J of H such that J2 = id, the identity map on H. A
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conjugate linear isometry j of H satisfying j2 = −id is called an anticonjugation.
If H is over R, then conjugate linear maps are the same as linear maps.
Bounded conjugate linear operators on Hilbert spaces have adjoints and we
have J∗ = J for a conjugation J and j∗ = −j for an anticonjugation j.
For any bounded conjugate linear operator T on a complex Hilbert space
(H, 〈·, ·〉) we have
〈Tx, y〉 =  Tx, y  −i iTx, y 
=  x, T ∗y  −i −ix, T ∗y 
=  T ∗y, x −i T ∗y,−ix
=  T ∗y, x −i iT ∗y, x
= 〈T ∗y, x〉
for all x, y ∈ H.
Given a conjugation J on a complex Hilbert space H, let
HJ = {x ∈ H : Jx = x} .
Then HJ is a real Hilbert space. Indeed 〈x, y〉 is a real number for all x, y ∈ HJ
since
〈x, y〉 = 〈Jx, y〉 = 〈J∗y, x〉 = 〈Jy, x〉 = 〈y, x〉.
Therefore H = HJ
⊕
iHJ is the complexification of HJ .
Lemma 2.2.2. Let (H, 〈·, ·〉) ba a complex Hilbert space. There always exists
a conjugation on H. Also, there exists an anticonjugation on H if and only if
dimH is even or infinite. Moreover, if J and J ′ are two conjugations or two
anticonjugations on H, then there is a linear isometry U on H such that J ′ =
UJU∗.
Proof. See [15, Lemma 7.5.6].
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2.3 H∗-algebras
The theory of complex H∗-algebras was developed by Ambrose [1] (see also [33]
and [34]) and has been extended to the real case by several authors (see for
example, [3], [5], [11] and [21]). A real Hilbert space (A, 〈·, ·〉) which is also an
associative algebra with an involution ∗ is called an H∗-algebra if
〈xy, z〉 = 〈x, zy∗〉 = 〈y, x∗z〉
for all x, y, z ∈ A.
The real Hilbert space C2(H) of Hilbert-Schmidt operators on a Hilbert space
H over F, with operator composition as multiplication, is a typical example of a
real H∗-algebra.
We recall some definitions concerning H∗-algebras for later reference. We
define the left annihilator of an H∗-algebra A, denoted by L0(A), to be
L0(A) = {a ∈ A : aA = {0}} .
A right ideal of an H∗-algebra A is a closed subspace R of A such that RA ⊂ R.
A minimal right ideal of an H∗-algebra is a proper right ideal which contains no
right ideal other than itself and {0}. An idempotent in an H∗-algebra A is an
element p ∈ A such that p2 = p. Two nonzero idempotents p1 and p2 are said
to be orthogonal if p1p2 = p2p1 = 0. An element x ∈ A is called self-adjoint if
x∗ = x.
We extend below two results in [1] for complex H∗-algebras to real H∗-algebras
for later applications.
Lemma 2.3.1. For every idempotent p in an H∗-algebra A with L0(A) = {0},
the right ideal R = pA is minimal if and only if p cannot be decomposed as a sum
p = p1 + p2 of nonzero orthogonal idempotents p1 and p2.
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Proof. Since A has zero left annihilator, we have R 6= {0}. If R is not minimal,
then R contains a proper nonzero right ideal R1 and we have R = R1
⊕
R⊥1 where
R⊥1 = {x ∈ R : 〈x,R1〉 = 0} 6= {0}. Note that R⊥1 is also a right ideal of A. Let
p = p1 + p2 with p1 ∈ R1 and p2 ∈ R⊥1 . Then p1 6= 0 and p2 6= 0. We have
p1 = pp1 = (p1 + p2)p1 = p1p1 + p2p1
which implies p2p1 ∈ R1 ∩R⊥1 . Hence p2p1 = 0 and p1 = p21. Similarly p2 = p22.
Conversely, let p = p1 + p2 where p1, p2 are nonzero orthogonal idempotents.
Then 0 6= p1 ∈ p1A ⊂ pA since pp1 = (p1 + p2)p1 = p1 = p1p. Moreover,
p2 ∈ pA \ p1A otherwise p2 = p1p2 = 0. Therefore pA is not a minimal ideal.
Lemma 2.3.2. Every idempotent p of an H∗-algebra A with zero left annihilator
has a decomposition p = p1 + · · ·+ pn into mutually orthogonal idempotents such
that each pi admits no further (nontrivial) orthogonal decomposition. Moreover,
pi’s are self-adjoint if p is self-adjoint.
Proof. Consider the right ideal R = pA. Then R is nonzero since L0(A) = {0}. If
R is minimal, then assertion follows from Lemma 2.3.1. Otherwise R = R1
⊕
R⊥1
where R1 and R
⊥
1 are nonzero right ideals. We continue this process. Then at
each stage there is a decomposition of R into an orthogonal sum of right ideals
R = R1
⊕ · · ·⊕Rn. Let p = p1 + · · ·+ pn where pi ∈ Ri. We have
pi = ppi = (p1 + · · ·+ pn)pi = p1pi + · · ·+ pnpi ∈ Ri
where pjpi ∈ Rj. Since 〈pjpi, pkpi〉 = 0 for k 6= j, we have
‖pjpi‖2 = 〈pjpi, pjpi〉 = 〈pjpi, p1pi + · · ·+ pnpi〉 = 〈pjpi, ppi〉 = 〈pjpi, pi〉 = 0
for j 6= i. Therefore pi = p2i . We note that for an idempotent pi in an H∗-algebra,
‖pi‖ ≥ 1. Since ‖p‖2 = ‖p1‖2 + · · ·+ ‖pn‖2 ≥ n, the decomposition process must
end after a finite number of steps.
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Now let R = R1
⊕ · · ·⊕Rn where Ri are minimal right ideals. Then p =
p1 + · · ·+pn in which every pi cannot be decomposed into two nonzero orthogonal
idempotents. We have
p1 + · · ·+ pn = p = p2 = (p1 + · · ·+ pn)p = p1p+ · · ·+ pnp = pp1 + · · ·+ ppn
which implies pi = pip = ppi. Let p be self-adjoint. Then we get p
∗
i = pp
∗
i =
p∗i p. For any x, y ∈ A, we have pix ∈ Ri and pjy ∈ Rj, and then 〈p∗jpix, y〉 =
〈pix, pjy〉 = 0 for j 6= i. This gives p∗jpi = 0 when j 6= i. Therefore from
p∗i = p
∗
i p = p
∗
i (p1 + · · ·+ pn) = p∗i pi
and
pi = (p
∗
1 + · · ·+ p∗n)pi = p∗i pi,
we have p∗i = pi.
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Chapter 3
Hilbert ternary algebras
It is well known that Jordan ternary structures play an important role in differ-
ential geometry. For instance, it has been shown by Kaup [22] that the class of
bounded symmetric domains in complex Banach spaces is in one-one correspon-
dence with a class of complex Banach spaces equipped with a Jordan ternary
structure, called JB∗-triples. Recently, Chu [9] has introduced a class of real
Hilbert spaces equipped with a Jordan ternary structure called JH-triples and
showed that they correspond to a large class of Riemannian symmetric spaces.
Each JH-triple gives rise to a Hilbert ternary algebra. Conversely, each abelian
Hilbert ternary algebra gives rise to a JH-triple. Motivated by their close con-
nection to geometry as described above, we develop a structure theory for Hilbert
ternary algebras in this chapter.
We study ideals, centralizers and derivations of Hilbert ternary algebras. We
prove a Wedderburn type theorem for a Hilbert ternary algebra V with zero
annihilator, namely, V can be decomposed as a direct sum
⊕
α Vα of minimal
closed ideals, each of which is a simple Hilbert ternary algebra. We show that
each simple abelian Hilbert ternary algebra is isomorphic to the algebra of Hilbert-
Schmidt operators between two real, complex or quaternion Hilbert spaces, up
29
to a positive multiple of the inner product. The latter result has been published
in [2]. We describe completely ternary isomorphisms between abelian Hilbert
ternary algebras. We give examples of nonabelian Hilbert ternary algebras, but
a more detailed study of nonabelian Hilbert ternary algebras in relation with
Jordan Hilbert triples will be given in the next chapter.
3.1 Basic algebraic structures
Definition 3.1.1. A real Hilbert space (V, 〈·, ·〉) is called a Hilbert ternary algebra
if there exists a trilinear map [·, ·, ·] : V × V × V −→ V satisfying
〈[x, y, z], w〉 = 〈x, [w, z, y]〉 = 〈z, [y, x, w]〉
for all x, y, z, w ∈ V .
Definition 3.1.2. A complex Hilbert space (V, 〈·, ·〉) is called a Hermitian Hilbert
ternary algebra if there exists a ternary multiplication [·, ·, ·] : V 3 −→ V which is
linear in the first and third variables but conjugate linear in the second one and
satisfies
〈[x, y, z], w〉 = 〈x, [w, z, y]〉 = 〈z, [y, x, w]〉
for all x, y, z, w ∈ V .
Remark 3.1.3. A Hermitian Hilbert ternary algebra (V, 〈·, ·〉) can be regarded
as a (real) Hilbert ternary algebra by restricting to the real scalars and real inner
product Re〈·, ·〉.
Hermitian Hilbert ternary algebras are called Hilbert triple systems in [37].
Let V be a Hilbert ternary algebra and let VC = V
⊕
iV be the Hilbert space
complexification of V .
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We define a ternary product [·, ·, ·]C on VC by
[a+ ib, x+ iy, u+ iv]C = [a, x, u] + [a, y, v]− [b, x, v] + [b, y, u]
+i([a, x, v]− [a, y, u] + [b, x, u] + [b, y, v])
for a, b, x, y, u, v ∈ V . With this ternary product, VC is a Hermitian Hilbert
ternary algebra.
Example 3.1.4. Let V be a complex Hilbert space and j : V −→ V a conjugate
linear mapping such that j2(x) = −x and 〈jx, jy〉 = 〈y, x〉 for all x, y in V . For
example, the conjugate linear map j : C2 −→ C2 defined by
j(a, b) = (−b, a)
satisfies these conditions. Define a ternary product on V by
[x, y, z] = 〈z, y〉x− 〈x, jz〉jy.
Then V is a Hermitian Hilbert ternary algebra.
Example 3.1.5. Given an H∗-algebra A, we can define a ternary product [·, ·, ·] :
A3 −→ A by
[x, y, z] = xy∗z (x, y, z ∈ A).
Then (A, 〈·, ·〉, [·, ·, ·]) is a Hilbert ternary algebra.
Example 3.1.6. Let H and K be Hilbert spaces over F = R,C or H and k > 0.
Then Ck2 (H,K) is a Hilbert ternary algebra with the ternary product defined by
[a, b, c] = ab∗c (a, b, c ∈ Ck2 (H,K))
where a∗ is the adjoint operator of a.
Definition 3.1.7. By a ternary subalgebra of a Hilbert ternary algebra V , we
mean a vector subspace W ⊂ V satisfying [x, y, z] ∈ W for all x, y, z ∈ W .
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We saw in Chapter 2 that the Hilbert space H can be embedded into C2(H,K)
by the linear isometry ψ : x ∈ H 7−→ fα0 ⊗ x ∈ C2(H,K) where fα0 is a fixed
element of the basis {fα}α∈Λ of K. The embedding also satisfies
[ψ(x), ψ(y), ψ(z)] = ψ(z)〈y, x〉 (x, y, z ∈ H).
Indeed we have
[fα0 ⊗ x, fα0 ⊗ y, fα0 ⊗ z](h) = (fα0 ⊗ x)(fα0 ⊗ y)∗(fα0 ⊗ z)(h)
= (fα0 ⊗ x)(y ⊗ fα0)(fα0〈h, z〉H)
= (fα0 ⊗ x)(y〈fα0 , fα0〉K〈h, z〉H)
= fα0〈y, x〉H〈h, z〉H
= (fα0〈y, x〉H ⊗ z)(h)
= (fα0 ⊗ z)〈y, x〉H(h)
for all h ∈ H. Therefore, with the ternary product
[x, y, z] = z〈y, x〉,
H can be regarded as a ternary subalgebra of C2(H,K).
Definition 3.1.8. Given a, b in a Hilbert ternary algebra V , we define the box
operator a b : V −→ V by
(a b)(x) = [a, b, x]
for all x ∈ V .
Let a ∈ V . The quadratic operator Qa : V −→ V , induced by a, is defined by
Qa(x) = [a, x, a] (x ∈ V ).
Lemma 3.1.9. The box operator a b : V −→ V is continuous for any a, b in a
Hilbert ternary algebra V . Moreover, the adjoint of a b is the box operator b a.
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Proof. From the definition of the Hilbert ternary algebra, we have
〈(a b)x, y〉 = 〈x, (b a)y〉 (∀x, y ∈ V ).
Hence a b : V −→ V is weakly continuous, as well as norm continuous [12].
The above equation shows (a b)∗ = b a.
The following proposition is an extension of the same result in [37] for Hilbert
triple systems to Hilbert ternary algebras.
Proposition 3.1.10. The ternary product of every Hilbert ternary algebra is
continuous.
Proof. Let V be a Hilbert ternary algebra. For every a ∈ V , define the maps
φa, ψa : V → B(V ) by
φa(x) = a x, ψa(x) = x a
respectively, where B(V ) denotes the real Banach algebra of all bounded linear
operators on V . Then φa and ψa are continuous. Indeed, let xn −→ 0 in V and
φa(xn) −→ T ∈ B(V ) as n −→∞. Then for every x, y ∈ V , we have
〈Tx, y〉 = lim
n→∞
〈φa(xn)x, y〉
= lim
n→∞
〈(a xn)x, y〉
= lim
n→∞
〈[a, xn, x], y〉
= lim
n→∞
〈a, [y, x, xn]〉
= lim
n→∞
〈[x, y, a], xn〉 = 0.
This shows T = 0 and therefore by the closed graph theorem, φa is continuous
for any a ∈ V . Similarly, one can prove that ψa is continuous for all a ∈ V .
Now let S = {φa : ‖a‖ ≤ 1}. Then for φa ∈ S, we have
‖φa(x)‖ = ‖a x‖ = ‖ψx(a)‖ ≤ ‖ψx‖‖a‖ ≤ ‖ψx‖
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for all x ∈ V . By the uniform boundedness principle, there exist some constant
M > 0 such that ‖φa‖ ≤M for all φa ∈ S. Hence ‖φx/‖x‖‖ ≤M yields
‖φx‖ ≤M‖x‖
for all x ∈ V . It follows that
‖x y‖ = ‖φx(y)‖ ≤M‖x‖‖y‖
and
‖[x, y, z]‖ = ‖(x y)(z)‖ ≤ ‖x y‖‖z‖ ≤M‖x‖‖y‖‖z‖
for all x, y, z ∈ V . Hence [·, ·, ·] is continuous.
Definition 3.1.11. A Hilbert ternary algebra (V, [·, ·, ·]) is called abelian if
[a, b, [x, y, z]] = [[a, b, x], y, z]
for all a, b, x, y, z ∈ V .
The Hilbert ternary algebra Ck2 (H,K) of Hilbert-Schmidt operators between
two F-Hilbert spacesH andK, with the ternary product [a, b, c] = ab∗c, is abelian.
On the other hand, C2(H,K) with the triple product
{a, b, c} = 1
2
ab∗c+
1
2
cb∗a
is a Hilbert ternary algebra which is not abelian. For example, Let V = C2(R2,R2)
which is the space M2(R) of 2 × 2 real matrices. Then V is a Hilbert ternary
algebra with the inner product 〈a, b〉 = Trace(a∗b) and the above triple product
{·, ·, ·}. Let a = b = x =
 1 0
0 0
 , y =
 0 0
1 0
 and z =
 1 0
0 1
. Then
{a, b, {x, y, z}} = 1
4
y∗ 6= 1
2
y∗ = {{a, b, x}, y, z}, that is, V is not abelian.
Throughout this chapter, the ternary product of a Hilbert ternary algebra
Ck2 (H,K) is denoted by [·, ·, ·], unless otherwise stated.
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Remark 3.1.12. In an abelian Hilbert ternary algebra V , we have
[a, b, [x, y, z]] = [a, [y, x, b], z]
for all a, b, x, y, z ∈ V . Indeed, we have
〈[a, b, [x, y, z]], w〉 = 〈[x, y, z], [b, a, w]〉
= 〈z, [y, x, [b, a, w]]〉
= 〈z, [[y, x, b], a, w]〉
= 〈[a, [y, x, b], z], w〉
for any w ∈ V . We note that in an abelian Hilbert ternary algebra, [a, b, [x, y, z]]
need not equal [a, [b, x, y], z]. For example, let a =
 1 0
0 0
 and b =
 0 0
1 0

be two matrices in C2(R2) with the ternary product [a, b, c] = ab∗c. Then we have
[a, a, [a, b, b]] = a 6= 0 = [a, [a, a, b], b].
We give here some examples of nonabelian Hilbert ternary algebras.
Let V be a Hilbert ternary algebra and 0 6= a ∈ V . Then the smallest closed
ternary subalgebra V (a) of V containing a is the norm closed real linear span of
the odd powers a1 = a, a3 = [a, a, a], a5 = [a3, a, a], · · · . It is a Hilbert ternary
algebra with the inherited inner and ternary products.
If H is a real Hilbert space with dimH ≥ 2 and is equipped with the ternary
product
[a, b, c] =
1
2
〈a, b〉c+ 1
2
〈c, b〉a (a, b, c ∈ H),
then H is a nonabelian Hilbert ternary algebra, for otherwise there is a nonzero
a ∈ H orthogonal to z ∈ H \ {0} and
〈x, y〉〈z, b〉a = 〈x, b〉〈a, y〉z (b, x, y ∈ H)
from [a, b, [x, y, z]] = [[a, b, x], y, z]. Now let x = y = a and b = z. We have
‖z‖2a = 〈a, z〉z = 0
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which is a contradiction. However the closed ternary subalgebra H(a) of H
generated by any nonzero element a in H is an abelian ternary subalgebra of H,
in fact, H(a) = Ra.
We also note that the Hilbert ternary algebra V in Example 3.1.4 is not
abelian for dimV ≥ 3. Indeed, if it were, then we would have
〈x, jz〉〈jy, b〉a+ 〈x, jz〉〈a, y〉jb = 〈x, b〉〈a, jz〉jy − 〈a, jx〉〈z, b〉jy
for all a, b, x, y, z ∈ V . But this equality does not always hold. For example, if
dimV ≥ 3, we can choose y orthogonal to a and ja, all nonzero, and a = b = z,
then
〈x, ja〉〈jy, a〉a+ 〈x, ja〉〈a, y〉ja = 〈x, a〉〈a, ja〉jy − 〈a, jx〉〈a, a〉jy
where 〈a, ja〉 = 0 implies
‖a‖2〈a, jx〉jy = 0.
Therefore 〈a, jx〉 = 0. But one can choose element x ∈ V such that 〈x, ja〉 6= 0.
For another example of a nonabelian Hilbert ternary algebra, consider the
spin factor which is a real or complex Hilbert space H with the ternary product
[a, b, c] = 〈a, b〉c+ 〈c, b〉a− 〈a, c〉b (a, b, c ∈ H)
where − is a conjugation of H. Spin factors of dimension ≥ 3 are nonabelian
Hilbert ternary algebras. Otherwise for a, b, x, y, z ∈ H such that 0 6= a =
a = z, x = y and 〈a, b〉 = 〈a, y〉 = 0, the abelian condition [a, b, [x, y, z]] =
[[a, b, x], y, z] would imply
‖y‖2b = 〈b, y〉y
which is not true in general, when, for example, b and y are nonzero and mutually
orthogonal.
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It is interesting to note that each Hilbert ternary algebra gives rise to a non-
abelian Hilbert ternary algebra. Let (V, [·, ·, ·]) be a Hilbert ternary algebra.
Define a new ternary product on the same Hilbert space V by
[a, b, c]1 =
1
2
[a, b, c]− 1
2
[c, b, a] (a, b, c ∈ V ).
Then (V, [·, ·, ·]1) is a nonabelian Hilbert ternary algebra. In fact, it contains no
nonzero tripotents where a tripotent is an element a satisfying a = [a, a, a]. It
will be shown in Proposition 3.4.3 later that every abelian Hilbert ternary algebra
admits a nonzero tripotent.
Definition 3.1.13. Given a Hilbert ternary algebra (V, 〈·, ·〉, [·, ·, ·]), we let V− =
V and define
[·, ·, ·]− := −[·, ·, ·].
Then (V−, 〈·, ·〉, [·, ·, ·]−) is a Hilbert ternary algebra, called the dual of V . We will
always assume that V− is equipped with this ternary structure.
Two Hilbert ternary algebras (V, 〈·, ·〉, [·, ·, ·]) and (V ′, 〈·, ·〉′, [·, ·, ·]′) are said to
be (ternary) isomorphic if there is a linear isometry τ : V −→ V ′ which preserves
the ternary product, that is
τ [x, y, z] = [τx, τy, τz]′.
3.2 Ideal structures
We begin with the definition of a ternary ideal of a Hilbert ternary algebra. The
aim of this section is to show that every Hilbert ternary algebra is an orthogonal
sum of its annihilator and minimal ternary ideals.
Definition 3.2.1. Let V be a Hilbert ternary algebra and I a subspace of V .
Then I is called
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(i) a ternary left ideal of V if [V, V, I] ⊂ I.
(ii) a ternary right ideal of V if [I, V, V ] ⊂ I.
(iii) a ternary ideal of V if [I, V, V ] + [V, I, V ] + [V, V, I] ⊂ I.
(iv) a ternary inner ideal of V if [I, V, I] ⊂ I.
If confusion is unlikely, we sometimes omit the word ternary in the above
definition. Note that every left or right ideal is an inner ideal.
Definition 3.2.2. Let V be a Hilbert ternary algebra. The subspace
V0 = {a ∈ V : [a, V, V ] = {0}}
is called the annihilator of V .
We note that
V0 = {a ∈ V : [V, a, V ] = {0}} = {a ∈ V : [V, V, a] = {0}}
and V0 is a ternary ideal of V .
A Hilbert ternary algebra V is called simple if [V, V, V ] 6= {0} and, {0} and
V are the only closed ternary ideals of V . Note that for a simple Hilbert ternary
algebra V we have V0 = {0} because V0 is a closed ternary ideal of V .
A closed ternary ideal I of V is called minimal if I 6= {0} and I does not
properly contain a nonzero closed ternary ideal of V .
We extend below the result in [37, Theorem 1] for Hermitian Hilbert ternary
algebras to Hilbert ternary algebras.
Lemma 3.2.3. Every Hilbert ternary algebra V can be decomposed into an orthog-
onal sum V = V0
⊕
V1 of two Hilbert ternary algebras, where V0 is the annihilator
of V and V1 is a Hilbert ternary algebra with zero annihilator.
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Proof. We have V = V0
⊕
V1 where V1 = V
⊥
0 is the orthogonal complement of
V0. We show that V1 is a ternary subalgebra of V with zero annihilator. Since
〈[V1, V1, V1], V0〉 = 〈V1, [V0, V1, V1]〉 = {0},
we have [V1, V1, V1] ⊂ V ⊥0 = V1.
Let a be in the annihilator of V1. Then we have
[a, V, V ] = [a, V0, V0] + [a, V0, V1] + [a, V1, V0] + [a, V1, V1] = {0}
which implies a ∈ V0. Hence a ∈ V0 ∩ V1 = {0}.
Our objective is to prove that a Hilbert ternary algebra with zero annihilator
can be decomposed into an orthogonal sum of simple Hilbert ternary algebras.
First we consider some facts about ternary ideals of a Hilbert ternary algebra.
Lemma 3.2.4. Let V be a Hilbert ternary algebra.
(i) If I is a ternary left ideal of V , then I⊥ is also a ternary left ideal of V .
The same statement is true for ternary right ideals.
(ii) If V0 = {0} and I is a closed ternary ideal of V , then
{x ∈ V : [x, V, I] = {0}} = I⊥ = {x ∈ V : [I, V, x] = {0}} .
(iii) If I is a closed ternary ideal of V and K a closed ternary ideal of I, then
K is a closed ternary ideal of V .
(iv) Let I and K be minimal ternary ideals of V , then either I = K or 〈I,K〉 =
{0}.
Proof. (i). Let I be a left ideal of V . From
〈[V, V, I⊥], I〉 = 〈I⊥, [V, V, I]〉 ⊂ 〈I⊥, I〉 = {0},
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it follows that I⊥ is a left ideal of V . Similar argument applies to right ideals.
(ii). Let us write
L0(I) = {x ∈ V : [x, V, I] = {0}}
R0(I) = {x ∈ V : [I, V, x] = {0}} .
Note that I⊥ is a left ideal and a right ideal of V since I is an ideal of V .
Then we have
I⊥ ⊂ L0(I) ∩R0(I).
To prove the reverse inclusion, take any x ∈ L0(I) and write x = y + z with
y ∈ I and z ∈ I⊥. Pick a, b ∈ V and write b = b1 + b2 with b1 ∈ I, b2 ∈ I⊥. Then
we have
[y, a, b] = [x, a, b]− [z, a, b]
= [x, a, b1] + [x, a, b2]− [z, a, b]
= [x, a, b2]− [z, a, b1]− [z, a, b2]
= [x, a, b2]− [z, a, b2]
= [y, a, b2] = 0.
where [I, V, I⊥] ⊂ I ∩ I⊥ = {0} since I⊥ is a left ideal of V . Hence y ∈ V0 and
y = 0 by assumption. Therefore x = z ∈ I⊥. This proves L0(I) ⊂ I⊥. Similarly,
we can prove R0(I) ⊂ I⊥.
(iii). We have
[V, V,K] = [I, V,K] + [I⊥, V,K]
= [I, V,K]
= [I, I,K] + [I, I⊥, K]
= [I, I,K] ⊂ K
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since 〈[I, I⊥, K], I〉 = 〈K, [I⊥, I, I]〉 = {0} implies that [I, I⊥, K] ⊂ I ∩ I⊥ = {0}.
Similarly, [K,V, V ] ⊂ K and [V,K, V ] ⊂ K. Hence K is a ternary ideal of V .
(iv). Obviously I ∩K is also a closed ideal of V which is contained in I and
K. Since I and K are minimal, I ∩K = I = K or I ∩K = {0}. So, either
I = K or [I, V,K] ⊂ I ∩K = {0}
which implies I ⊂ L0(K) = K⊥ by (ii).
Lemma 3.2.5. A closed subspace I of a Hilbert ternary algebra V is a ternary
ideal if and only if it is both a ternary left ideal and a ternary right ideal.
Proof. We prove the sufficiency. Let I be a left and a right ideal of V . Then
by Lemma 3.2.4 (i), I⊥ is also a left and a right ideal of V . This implies that
[I⊥, V, I] ⊂ I ∩ I⊥ = {0}, and hence
〈[V, I, V ], I⊥〉 = 〈V, [I⊥, V, I]〉 = {0}
which gives [V, I, V ] ⊂ I⊥⊥ = I.
Lemma 3.2.6. Let I be a closed ternary inner ideal of a Hilbert ternary algebra
V . Then
〈I, [V, I, V ]〉 = 〈[I, V, I], I〉.
Proof. We have
〈I, [V, I, V ]〉 = 〈[I, V, I], V 〉
= 〈[I, V, I], I〉+ 〈[I, V, I], I⊥〉
= 〈[I, V, I], I〉
where [I, V, I] ⊂ I.
Lemma 3.2.7. Let I be a closed subspace of a Hilbert ternary algebra V . Then
I is a ternary inner ideal of V if and only if [I, I⊥, I] = {0}.
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Proof. Let I be an inner ideal of V . Then [I, V, I] ⊂ I and we have
〈[I, I⊥, I], V 〉 = 〈I, [I⊥, I, V ]〉
= 〈[I, V, I], I⊥〉 = {0}
which implies [I, I⊥, I] = {0}. Conversely, if [I, I⊥, I] = {0}, then [I, V, I] ⊂
I⊥⊥ = I by the above computation.
Lemma 3.2.8. For any closed ternary ideal I of a Hilbert ternary algebra V with
zero annihilator, the closed linear span of [I, I, I] is equal to I.
Proof. Let K be the linear span of [I, I, I] and 〈a,K〉 = {0}. Then by Lemma
3.2.4 (i), [I, I, I⊥] + [I⊥, I, I] + [I⊥, I, I⊥] ⊂ I ∩ I⊥ = {0} and we have
〈[a, V, I], V 〉 = 〈a, [V, I, V ]〉
= 〈a, [I, I, I] + [I, I, I⊥] + [I⊥, I, I] + [I⊥, I, I⊥]〉
= 〈a, [I, I, I]〉
= {0}
which implies that a ∈ I⊥ by Lemma 3.2.4 (ii). This shows that K⊥ ⊂ I⊥ and
therefore I = I⊥⊥ ⊂ K⊥⊥ = K ⊂ I which gives K = I.
Lemma 3.2.9. If V is an abelian Hilbert ternary algebra, then [a, V, a] is a
ternary inner ideal in V for any a ∈ V .
Proof. Indeed, we have
[[a, V, a], V, [a, V, a]] = [a, [V, [a, V, a], V ], a] ⊂ [a, V, a]
for all a ∈ V .
The ternary inner ideal [a, V, a] in Lemma 3.2.9 is called the principal inner
ideal determined by a ∈ V .
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We now show the existence of minimal closed ternary ideals. For a Hilbert
ternary algebra V , a nonzero element x in V is called minimal, if for every closed
ternary ideal I of V , either x ∈ I or x ∈ I⊥.
Let x be a minimal element of V and I(x) the closed ternary ideal in V
generated by x. Suppose K ⊂ I(x) for some closed ternary ideal K. Since x is
minimal, x ∈ K or x ∈ K⊥. This implies I(x) = K or I(x) ⊂ K⊥. The latter
implies that K ⊂ K⊥ and K = {0}. It follows that I(x) is a minimal closed
ternary ideal.
Therefore the existence of minimal elements in Hilbert ternary algebras implies
the existence of minimal closed ternary ideals.
Using arguments similar to those in [37] for Hermitian Hilbert ternary alge-
bras, we prove in the following a Wedderburn type theorem for Hilbert ternary
algebras.
Proposition 3.2.10. A Hilbert ternary algebra V with zero annihilator contains
a minimal element.
Proof. For each x ∈ V , define φx : V −→ B(V ) as in the proof of Proposition
3.1.10. Define a new norm on V by |x| = ‖φx‖ for x ∈ V . It is indeed a norm
since φx = 0 if, and only if, x = 0, as V0 = {0}.
By the Krein-Milman theorem, the closed unit ballB1 of the dual space (V, |·|)∗
has an extreme point f0 with |f0| = 1. By the proof of Proposition 3.1.10, we
have |x| = ‖φx‖ ≤ M‖x‖ for some M > 0. Hence f0 ∈ (V, ‖ · ‖)∗ which implies
f0(·) = 〈·, a〉 for some a ∈ V . We show that a is a minimal element in V .
Given a closed ideal I in (V, ‖ · ‖), we have V = I⊕ I⊥. We show a ∈ I or
a ∈ I⊥.
We first show that |x+y| = max{|x|, |y|} for x ∈ I and y ∈ I⊥. Let z, w ∈ V .
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Then by orthogonality,
‖φx+y(z)(w)‖2 = ‖[x, z, w] + [y, z, w]‖2
= ‖[x, z, w]‖2 + ‖[y, z, w]‖2
= ‖φx(z)(w)‖2 + ‖φy(z)(w)‖2.
This implies
‖φx+y(z)(w)‖ ≥ ‖φx(z)(w)‖, ‖φy(z)(w)‖
and
|x+ y| = ‖φx+y‖ ≥ max{‖φx‖, ‖φy‖} = max{|x|, |y|}.
On the other hand, for w = u+ v ∈ I⊕ I⊥, we have
‖φx+y(z)(w)‖2 = ‖[x, z, w] + [y, z, w]‖2
= ‖[x, z, u]‖2 + ‖[y, z, v]‖2
= ‖φx(z)(u)‖2 + ‖φy(z)(v)‖2
≤ ‖φx(z)‖2‖u‖2 + ‖φy(z)‖2‖v‖2
≤ ‖φx‖2‖z‖2‖u‖2 + ‖φy‖2‖z‖2‖v‖2
≤ max{|x|, |y|}2‖z‖2(‖u‖2 + ‖v‖2)
= max{|x|, |y|}2‖z‖2‖w‖2.
Hence
|x+ y| = ‖φx+y‖ ≤ max{|x|, |y|}.
Let U =
{
g ∈ (V, | · |)∗ : g(I⊥) = {0}} and W = {g ∈ (V, | · |)∗ : g(I) = {0}}.
We show that
|g + h| = |g|+ |h|
for g ∈ U and h ∈ W .
Choose ε > 0 such that ε < 2 min{|g|, |h|}, there exist elements x ∈ I and
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y ∈ I⊥ such that |x| = |y| = 1, g(x) > |g| − ε/2 and h(y) > |h| − ε/2 which gives
|g + h| ≥ |(g + h)(x+ y)||x+ y|
=
g(x) + h(y)
max{|x|, |y|}
= g(x) + h(y)
> |g|+ |h| − ε.
This proves |g + h| ≥ |g|+ |h|. The reverse inequality is trivial.
We now show that (V, |·|)∗ can be decomposed into an `1-direct sum (V, |·|)∗ =
U
⊕
W . Evidently, U ∩W = {0}.
Let P and Q be projections from V onto I and I⊥, respectively. Let z ∈ V
and write z = x+ y with x ∈ I and y ∈ I⊥. The inequality
|P (z)| = |x| ≤ max{|x|, |y|} = |z|
implies that P is | · |-continuous. Likewise for Q. Given f ∈ (V, | · |)∗, we let
g = f ◦ P and h = f ◦ Q, then g ∈ U , h ∈ W and f = g + h. This proves
(V, | · |)∗ = U⊕`1 W .
We have f0 = g + h ∈ U
⊕
`1
W . Then g = 0 or h = 0. Otherwise
f0 = |g| g|g| + |h|
h
|h| (|g|+ |h| = 1)
implies f0 = g/|g| = h/|h| = 0 which is impossible. If f0 ∈ W , then 〈x, a〉 =
f0(x) = 0 for all x ∈ I, that is, a ∈ I⊥. If f0 ∈ U , then {0} = f0(I⊥) = 〈I⊥, a〉
which gives a ∈ I⊥⊥ = I.
We are now ready to prove a Wedderburn type theorem for Hilbert ternary
algebras.
Theorem 3.2.11. Let V be a Hilbert ternary algebra with zero annihilator. Then
V can be decomposed into an orthogonal sum V =
⊕
α∈Λ Iα of a family {Iα}α∈Λ of
minimal closed ternary ideals, each of which is a simple Hilbert ternary algebra.
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Proof. By Proposition 3.2.10, V has a minimal closed ideal. Let {Iα : α ∈ Λ}
be a maximal family of mutually orthogonal minimal closed ideals of V . Let
I =
⊕
α∈Λ Iα be the orthogonal sum. Then both I and I
⊥ are closed ideals of V .
Suppose I⊥ 6= {0}. By Proposition 3.2.10, I⊥ contains a minimal closed ideal K.
By Lemma 3.2.4 (iii), K is a minimal closed ideal of V . Therefore K ⊂ I and
〈K, I〉 = 0, which is a contradiction. Hence I⊥ = {0} and V = I.
Further, each Iα is a simple Hilbert ternary algebra since every closed ideal
of Iα is {0} or Iα, by minimality of Iα. Also, [Iα, Iα, Iα] 6= {0} for otherwise
Iα ⊂ L0(Iα) = I⊥α (cf. the proof of Lemma 3.2.4 (ii)) and Iα = {0}.
3.3 Centralizers and derivations
In this section, we study the structure of centralizers of Hilbert ternary algebras
and show that they form a real von Neumann algebra. We also show continuity
of derivations on Hilbert ternary algebras with zero annihilator.
Definition 3.3.1. Let V be a Hilbert ternary algebra. A linear map C : V −→ V
is called a centralizer of V if
C[x, y, z] = [Cx, y, z] = [x, y, Cz]
for all x, y, z ∈ V .
Let Z(V ) be the real vector space of centralizers of V .
Lemma 3.3.2. Let V be a Hilbert ternary algebra. The following statements are
equivalent.
(i) a b ∈ Z(V ) for all a, b ∈ V .
(ii) V is abelian and [a b, c d] = 0 for all a, b, c, d ∈ V .
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Proof. (i)⇒ (ii). Suppose a b ∈ Z(V ) for all a, b ∈ V . Then a b commutes
with any box operator x y where x, y ∈ V since
(a b)(x y)(z) = (a b)[x, y, z]
= [x, y, (a b)z]
= (x y)(a b)(z)
for all z ∈ V . We also have (a b)[x, y, z] = [(a b)x, y, z] for each x, y, z ∈ V
which verifies the abelian condition for V .
(ii)⇒ (i). Let V be abelian and a, b ∈ V . Then we have
(a b)[x, y, z] = [a, b, [x, y, z]]
= [[a, b, x], y, z]
= [(a b)x, y, z]
and also
(a b)[x, y, z] = (a b)(x y)z
= (x y)(a b)z
= [x, y, (a b)z]
for all x, y, z ∈ V . Therefore a b ∈ Z(V ).
Lemma 3.3.3. Every centralizer of a Hilbert ternary algebra with zero annihilator
is a bounded linear operator.
Proof. Let C : V −→ V be a centralizer of Hilbert ternary algebra V . For
a, b, x, y ∈ V and λ ∈ R, we have
[λCx− C(λx), a, b] = λ[Cx, a, b]− [λx, a, Cb] = λ[Cx, a, b]− λ[x, a, Cb] = 0
[(C(x+ y)− Cx− Cy), a, b] = [x+ y, a, Cb]− [x, a, Cb]− [y, a, Cb] = 0
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which implies linearity of C.
Let (xn) be a null sequence in V such that C(xn) −→ y ∈ V . Then for
arbitrary a, b ∈ V , we have
[y, a, b] = lim
n→∞
[Cxn, a, b]
= lim
n→∞
[xn, a, Cb] = 0
by Proposition 3.1.10. Since the annihilator of V is zero, y = 0 and by the closed
graph theorem, C is bounded.
Proposition 3.3.4. Let V be a Hilbert ternary algebra with zero annihilator.
Then Z(V ) is a von Neumann subalgebra of B(V ).
Proof. Let C∗ ∈ B(V ) be the adjoint of C ∈ Z(V ). Let x, y, z ∈ V . We have
〈a, C∗[x, y, z]〉 = 〈Ca, [x, y, z]〉
= 〈[y, x, Ca], z〉
= 〈C[y, x, a], z〉
= 〈[y, x, a], C∗z〉
= 〈a, [x, y, C∗z]〉
for all a ∈ V . Hence C∗[x, y, z] = [x, y, C∗z].
Likewise C∗[x, y, z] = [C∗x, y, z]. Therefore C∗ ∈ Z(V ).
Let {Cα} be a net in Z(V ), converging to C in the strong operator topology.
Then for x, y, z ∈ V , we have
C[x, y, z] = lim
α
Cα[x, y, z]
= lim
α
[Cαx, y, z]
= lim
α
[x, y, Cαz]
= [Cx, y, z] = [x, y, Cz]
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by continuity of the ternary product (cf. Proposition 3.1.10). Hence C ∈ Z(V )
and Z(V ) is closed in the strong operator topology.
Lemma 3.3.5. Let V be a simple Hilbert ternary algebra and let C : V −→ V
be a self-adjoint centralizer. Then C is a scalar multiple of the identity operator.
Proof. By Proposition 3.3.4, Z(V ) is a real von Neumann algebra and therefore
its self-adjoint part is the closed linear span of its projections (cf. [10, Proposition
3.2]). Let P ∈ Z(V ) be a projection. For any x ∈ KerP and a, b ∈ V , we have
P [a, b, x] = [a, b, Px] = 0
P [x, a, b] = [Px, a, b] = 0
which implies that KerP is a closed ternary ideal of V by Lemma 3.2.5. Since V
is simple, KerP = {0} or KerP = V . It follows that P = idV or P = 0 where idV
is the identity operator of V . Hence every hermitian element is a scalar multiple
of idV .
Proposition 3.3.6. Let V be a simple Hilbert ternary algebra. Then Z(V ) '
R,C or H.
Proof. Let 0 6= C ∈ Z(V ). By Lemma 3.3.5, we have CC∗ = λ idV for some
λ > 0. Since ‖C∗C‖ = ‖CC∗‖ = λ, we have C∗C = λ idV by Proposition 3.3.4.
Hence C is invertible and Z(V ) is a real associative division algebra.
Corollary 3.3.7. Let V be a Hilbert ternary algebra with zero annihilator. Then
Z(V ) = ⊕α Cα where Cα ' R,C or H.
Proof. By the proof of Lemma 3.2.8, a closed ternary ideal I of V is the closed
real linear span of [I, I, I]. It follows that C(I) ⊂ I for any C ∈ Z(V ) since
C[I, I, I] = [C(I), I, I] ⊂ I. Hence the restriction of C to I is a centralizer of I.
Now let V =
⊕
α∈Λ Iα where Iα is a minimal closed ternary ideal of V , which
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is also a simple Hilbert ternary algebra by Theorem 3.2.11. Let Cα = Z(Iα).
Then
Z(V ) =
⊕
α∈Λ
Cα
by the above remark. By Proposition 3.3.6, each Cα is isomorphic to R,C or
H.
Lemma 3.3.8. Let V be a Hilbert ternary algebra with zero annihilator and
C ∈ Z(V ). Then we have C[x, y, z] = [x,C∗y, z] for x, y, z ∈ V and hence
C[x, [a, b, c], y] = [x, [a, Cb, c], y] (a, b, c, x, y ∈ V ).
Proof. By Proposition 3.3.4, C∗ ∈ Z(V ) and for x, y, z ∈ V , we have
〈C[x, y, z], w〉 = 〈[x, y, z], C∗w〉
= 〈z, [y, x, C∗w]〉
= 〈z, [C∗y, x, w]〉
= 〈[x,C∗y, z], w〉
for all w ∈ V .
Hence C[x, [a, b, c], y] = [x,C∗[a, b, c], y] = [x, [a, Cb, c], y].
Proposition 3.3.9. If V is a simple Hilbert ternary algebra and C ∈ Z(V ), then
there exists µ > 0 such that
C[x, y, z] = µ[Cx,Cy, Cz] (x, y, z ∈ V ).
Proof. Let C ∈ Z(V ) \ {0}. By the proof of Proposition 3.3.6, C∗C = CC∗ =
µ idV for some µ > 0. Therefore Lemma 3.3.8 implies
[Cx,Cy, Cz] = CC∗C[x, y, z]
= µC[x, y, z]
for all x, y, z ∈ V .
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We now discuss derivations of Hilbert ternary algebras.
Definition 3.3.10. A linear operator D on a Hilbert ternary algebra V is called
a derivation if satisfies
D[x, y, z] = [Dx, y, z] + [x,Dy, z] + [x, y,Dz]
for all x, y, z ∈ V .
A simple example of a derivation is an inner derivation. Let H and K
be Hilbert spaces, a ∈ C2(K) and b ∈ C2(H) be skew Hermitian. Then D :
C2(H,K) −→ C2(H,K) defined by
D(x) = ax− xb
is a derivation.
For any linear operator T on a Hilbert ternary algebra, its separating subspace
is defined to be the following closed subspace V :
S(T ) =
{
y ∈ V : y = lim
n→∞
T (xn) where lim
n→∞
xn = 0
}
.
By the closed graph theorem, T is continuous if and only if S(T ) = {0}.
The following two propositions are extensions of results in [36] for Hermitian
Hilbert ternary algebras.
Proposition 3.3.11. Let V be a Hilbert ternary algebra and D a derivation on
V . Then the separating subspace S(D) is a closed ternary ideal of V .
Proof. Let x ∈ S(D). Then there exists a sequence (xn) in V such that xn → 0
and x = limn→∞Dxn. For y, z ∈ V , we have
lim
n→∞
D[xn, y, z] = lim
n→∞
[Dxn, y, z] + lim
n→∞
[xn, Dy, z] + lim
n→∞
[xn, y,Dz]
= [x, y, z]
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where [xn, y, z] → 0. Hence [x, y, z] ∈ S(D) and S(D) is a right ideal of V .
Similarly S(D) is also a left ideal. Since S(D) is closed subspace, it follows that
it is a ternary ideal of V by Lemma 3.2.5.
Proposition 3.3.12. Let V be a Hilbert ternary algebra with zero annihilator.
For any derivation D and closed ternary ideal I of V , we have D(I) ⊂ I.
Proof. We note that I 6= {0} implies [I, I, I] 6= {0}. Suppose [I, I, I] = {0}.
Then [I, V, I] = {0} since [I, I⊥, I] = {0}. We have
[I, V, V ] = [I, V, I] + [I, V, I⊥]
= [I, V, I⊥]
⊂ I ∩ I⊥ = {0}
which implies I ⊂ V0 and hence I = {0}.
Suppose I 6= V and for an arbitrary a ∈ I, write D(a) = x + y where x ∈ I
and y ∈ I⊥. If y 6= 0, we have [I⊥, I⊥, I⊥] 6= {0} by the above remark. Hence
there exist y1, y2 ∈ I⊥ such that [y, y1, y2] 6= 0 since V has zero annihilator. Since
[x, y1, y2] ∈ I ∩ I⊥, we have
[Da, y1, y2] = [x, y1, y2] + [y, y1, y2]
= [y, y1, y2] 6= 0.
On the other hand, using, for example, [a, y1, y2] ∈ I ∩ I⊥, we have
[Da, y1, y2] = D[a, y1, y2]− [a,Dy1, y2]− [a, y1, Dy2] = 0
gives a contradiction. Hence y = 0 and D(a) ∈ I.
Lemma 3.3.13. Let D : V −→ V be a derivation on a Hilbert ternary algebra
V and let VC be the complexification of V . Then DC : VC −→ VC defined by
DC(a+ ib) = D(a) + iD(b) is a derivation of VC.
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Proof. Straightforward computation.
Theorem 3.3.14. Every derivation of a Hilbert ternary algebra with zero anni-
hilator is continuous.
Proof. Let D be a derivation of a Hilbert ternary algebra V with V0 = {0}. The
complexification VC = V
⊕
iV of V is a Hermitian Hilbert ternary algebra with
zero annihilator. Let DC : VC −→ VC be the complexification of D defined above.
Then DC is a derivation on VC. By [36], DC is continuous on VC. Hence D is
continuous.
3.4 Structure theorems
Our goal in this Section is to show that every simple abelian Hilbert ternary
algebra is isomorphic to the ternary algebra Ck2 (H,K) or its dual Ck2 (H,K)− for
some positive number k and some Hilbert spaces H and K over R,C or H.
Let {eβ}β∈Γ and {fα}α∈Λ be orthonormal bases of Hilbert spaces H and K over
F = R,C or H, respectively. Let Ck2 (H,K) = Ck2 (H,K)R
⊗
R F where Ck2 (H,K)R
is the real linear span of {fα ⊗ eβ : α ∈ Λ, β ∈ Γ} (see Section 2.1). An easy
computation shows that:
(i) [fα ⊗ eβ, fα ⊗ eβ, fα ⊗ eβ] = fα ⊗ eβ;
(ii) [fα ⊗ eβ, Ck2 (H,K), fγ ⊗ eη] = (fα ⊗ eη)F;
(iii) [fα ⊗ eβ, fγ ⊗ eβ, fγ ⊗ eη] = fα ⊗ eη;
(iv) [fα ⊗ eβ, fγ ⊗ eη, fδ ⊗ eλ] = 0, if β 6= η or γ 6= δ.
We recall that {fα ⊗ eβ : α ∈ Λ, β ∈ Γ} is an orthogonal basis of Ck2 (H,K).
Lemma 3.4.1. Let H and K be Hilbert spaces. Then Ck2 (H,K) is simple with
respect to the ternary product [·, ·, ·].
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Proof. It suffices to consider the case of k = 1. Let I be a nonzero closed ternary
ideal of C2(H,K). Pick 0 6= x ∈ I. Then x∗x 6= 0 since
〈x∗x(h), h〉 = 〈x(h), x(h)〉 = ‖x(h)‖2
for all h ∈ H. We have v ⊗ x∗x(u) = [v ⊗ u, x, x] for all u ∈ H and v ∈ K, since
(v ⊗ x∗x(u))(h) = v〈h, x∗x(u)〉
= v〈x∗x(h), u〉
= (v ⊗ u)x∗x(h)
= [v ⊗ u, x, x](h)
for all h ∈ H. Hence v ⊗ x∗x(u) ∈ I. Also, for any w ∈ H, we have
[v ⊗ x∗x(u), v ⊗ x∗x(u), v ⊗ w] = (v ⊗ x∗x(u))(x∗x(u)⊗ v)(v ⊗ w)
= (v ⊗ v)(v ⊗ w)
= v ⊗ w
which implies v ⊗ w ∈ I for any vector v ∈ K and w ∈ H. It follows that
I = C2(H,K).
Definition 3.4.2. Let V be a Hilbert ternary algebra. An element e ∈ V is
called a tripotent if
[e, e, e] = e
and a negative tripotent if [e, e, e] = −e.
Evidently fα ⊗ eβ is a tripotent in Ck2 (H,K) for α ∈ Λ and β ∈ Γ.
The following extends a result in [37] for Hermitian Hilbert ternary algebras.
Proposition 3.4.3. Let V be an abelian Hilbert ternary algebra with zero anni-
hilator. For any closed ternary left ideal L of V and closed ternary right ideal
R of V satisfying L ∩ R 6= {0}, the set L ∩ R contains a tripotent or a negative
tripotent.
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Proof. First we prove that [a, a, a] 6= 0 for any 0 6= a ∈ V . Suppose [a, a, a] = 0
for nonzero a ∈ V , then we have
‖[a, a, b]‖2 = 〈[a, a, b], [a, a, b]〉
= 〈b, [a, a, [a, a, b]]〉
= 〈b, [[a, a, a], a, b]〉 = 0
for all b ∈ V , which implies a a = 0. This gives
‖[c, b, a]‖2 = 〈[c, b, a], [c, b, a]〉
= 〈c, [[c, b, a], a, b]〉
= 〈c, [c, b, [a, a, b]]〉 = 0
for all b, c ∈ V . Hence a ∈ V0 = {0} which is a contradiction. Hence [a, a, a] 6= 0
and a a 6= 0 for any a 6= 0.
Let x ∈ L∩R and ‖x x‖ = 1. The operator S = x x is self-adjoint, therefore
T = S2 is a positive operator in B(V ) and ‖T‖ = ‖S2‖ = ‖S‖2 = 1. By Lemma
2.1.4, we can define
u = lim
n→∞
T n(x), v = lim
n→∞
T n[x, x, x].
Both u and v belong to L ∩ R since L and R are closed. We show that u 6= 0 or
v 6= 0. Otherwise u = v = 0 and hence limn→∞ Sn(x) = 0 because S(x) = [x, x, x]
and S2n+1(x) = T n[x, x, x]. Since the Hilbert ternary algebra V is abelian, it
follows that S[x, y, z] = [Sx, y, z] for y, z ∈ V . By continuity of the ternary
product, there exists some M > 0 such that
‖[x, y, z]‖ ≤M‖x‖‖y‖‖z‖ (y, z ∈ V )
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Since ‖S‖ = 1, we have ‖Sn‖ = ‖S‖n = 1. It follows that
1 = ‖Sn+1‖
= sup
{‖Sn+1y‖ : ‖y‖ ≤ 1}
= sup {‖[Snx, x, y]‖ : ‖y‖ ≤ 1}
≤ sup {M ‖Snx‖ ‖x‖} −→ 0
as n −→∞, which is a contradiction.
Now let
w1 =
u+ v
2
and w2 =
u− v
2
.
Then w1 6= 0 or w2 6= 0. In the first case, w1 is a tripotent and in the second case,
w2 is a negative tripotent. In fact, since V is abelian, we have [Tx, Tx, Tx] =
T 3[x, x, x] and therefore
[T nx, T nx, T nx] = T 3n[x, x, x].
From this it follows that [u, u, u] = [u, v, v] = [v, u, v] = [v, v, u] = v. Like-
wise [v, v, v] = [v, u, u] = [u, v, u] = [u, u, v] = u. Therefore a straightforward
computation shows that w1 is a tripotent and w2 is a negative tripotent.
Corollary 3.4.4. Every abelian Hilbert ternary algebra with zero annihilator con-
tains a tripotent or a negative tripotent.
Proposition 3.4.5. Let V be a simple abelian Hilbert ternary algebra.
(i) If x, y ∈ V are nonzero elements, then [x, V, y] 6= {0}.
(ii) V contains only tripotents or only negative tripotents.
(iii) The Hilbert ternary algebra V and its dual V− are not isomorphic.
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Proof. (i). First we define the left annihilator of y ∈ V \ {0} by
L0(y) = {x ∈ V : [x, V, y] = {0}} .
Then L0(y) is a closed linear subspace of V by continuity of the ternary product.
We show that L0(y) is both a left ideal and a right ideal of V . Indeed, for any
x ∈ L0(y), we have
[[V, V, x], V, y] = [V, V, [x, V, y]] = {0}
[[x, V, V ], V, y] = [x, [V, V, V ], y] = {0}.
Hence by Lemma 3.2.5, L0(y) is a closed ternary ideal of V . Since V is simple,
L0(y) = V or L0(y) = {0}. In the case L0(y) = V , we have [y, y, y] = 0. But
this is impossible as was shown in the proof of Proposition 3.4.3. Therefore
L0(y) = {0}.
(ii). Suppose V contains both a tripotent e and a negative tripotent f . For
every x ∈ V , we have
‖[e, [f, x, e], f ]‖2 = 〈[e, [f, x, e], f ], [e, [f, x, e], f ]〉
= 〈[[f, x, e], e, [e, [f, x, e], f ]], f〉
= 〈[[[f, x, e], e, e], [f, x, e], f ], f〉
= 〈[[f, x, [e, e, e]], [f, x, e], f ], f〉
= 〈[[f, x, e], [f, x, e], f ], f〉
= 〈[f, x, e], [f, f, [f, x, e]]〉
= −〈[f, x, e], [f, x, e]〉
= −‖[f, x, e]‖2
which yields to [f, V, e] = {0}. This contradicts (i).
(iii). This follows directly from (ii).
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In the classification of abelian Hilbert ternary algebras, according to the
Proposition 3.4.5, we may restrict our attention to those simple Hilbert ternary
algebras which contain only tripotents.
In the sequel, we assume all abelian Hilbert ternary algebras contain only
tripotents.
Let V be an abelian Hilbert ternary algebra and let e ∈ V be a tripotent. For
x, y ∈ V , we define the product
x ◦e y = [x, e, y].
Then (V, ◦e) is an associative algebra. Indeed, we have
(x ◦e y) ◦e z = [[x, e, y], e, z] = [x, e, [y, e, z]] = x ◦e (y ◦e z)
for x, y, z ∈ V .
Let Ve = [e, V, e] be the principal inner ideal determined by e, which is a
ternary subalgebra of V .
Lemma 3.4.6. Let V be an abelian Hilbert ternary algebra and let e ∈ V be a
tripotent. Define an involution ∗e on Ve by
[e, x, e]∗e = [e, [e, x, e], e] (x ∈ V ).
Then (Ve, ◦e,∗e ) is an H∗-algebra with identity e, and zero left annihilator.
Proof. We note that Ve is a subalgebra of (V, ◦e) since
[e, x, e] ◦e [e, y, e] = [[e, x, e], e, [e, y, e]]
= [[[e, x, e], e, e], y, e]
= [[e, x, [e, e, e]], y, e]
= [e, [y, e, x], e]
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for all x, y ∈ V . Plainly e ∈ Ve is an identity of Ve.
Since V is abelian, we have
Ve = {x ∈ V : x = [e, e, x] = [x, e, e]} .
Indeed, if x belongs to the set on the right hand side above, then we have x =
[e, e, [x, e, e]] = [e, [e, x, e], e] ∈ Ve. Also Ve is closed in V by continuity of the
ternary product and hence a Hilbert space.
Next we show that ∗e is an algebra involution on V . We have
[e, x, e]∗e∗e = [e, [e, x, e], e]∗e
= [e, [e, [e, x, e], e], e]
= [[e, e, e], x, [e, e, e]]
= [e, x, e]
and also
[e, x, e]∗e ◦e [e, y, e]∗e = [e, [e, x, e], e] ◦e [e, [e, y, e], e]
= [[e, [e, x, e], e], e, [e, [e, y, e], e]]
= [e, [e, x, e], [e, e, [e, [e, y, e], e]]]
= [e, [e, x, e], [[e, e, e], [e, y, e], e]]
= [e, [e, x, e], [e, [e, y, e], e]]
= [e, [[e, y, e], e, [e, x, e]], e]
= [e, [e, y, e] ◦e [e, x, e], e]
= ([e, y, e] ◦e [e, x, e])∗e
for all x, y ∈ V .
Finally we prove that (Ve, ◦e,∗e , 〈·, ·〉) is an H∗-algebra with zero left annihi-
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lator. For x, y, z ∈ V , we have
〈[e, y, e], [e, x, e]∗e ◦e [e, z, e]〉 = 〈[e, y, e], [e, [e, x, e], e] ◦e [e, z, e]〉
= 〈[e, y, e], [[e, [e, x, e], e], e, [e, z, e]]〉
= 〈[e, y, e], [e, [e, e, [e, x, e]], [e, z, e]]〉
= 〈[e, y, e], [e, [e, x, e], [e, z, e]]〉
= 〈[[e, x, e], e, [e, y, e]], [e, z, e]〉
= 〈[e, x, e] ◦e [e, y, e], [e, z, e]〉
and likewise
〈[e, x, e], [e, z, e] ◦e [e, y, e]∗e〉 = 〈[e, x, e] ◦e [e, y, e], [e, z, e]〉.
Let x ∈ Ve be such that x ◦e Ve = {0}. Then
〈x∗e , y〉 = 〈e, x ◦e y〉 = 0 (y ∈ Ve)
implies x∗e = 0 and hence x = 0.
By Ingelstam’s theorem [17], (Ve, ◦e) is a division algebra if
‖e‖ = 1 and ‖x ◦e y‖ 6 ‖x‖‖y‖
for all x, y ∈ Ve. These restrictive norm conditions may not be satisfied in Ve.
Nevertheless, we give below algebraic criteria for (Ve, ◦e) to be a division algebra.
Definition 3.4.7. Two tripotents e and f in a Hilbert ternary algebra V are
said to be ternary orthogonal to each other if
[e, e, f ] = 0 = [f, f, e] and [e, f, f ] = 0 = [f, e, e].
The basis elements {fα ⊗ eβ : α ∈ Λ, β ∈ Γ} of Ck2 (H,K) are mutually ternary
orthogonal. We note that two ternary orthogonal tripotents in a Hilbert ternary
algebra are orthogonal with respect to the inner product.
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An important concept in Hilbert ternary algebras is that of a primitive tripo-
tent. These tripotents provide the basic building blocks of an abelian Hilbert
ternary algebra.
Definition 3.4.8. A nonzero tripotent e in a Hilbert ternary algebra V is called
primitive if it does not admit a decomposition
e = e1 + e2
into the sum of two nonzero ternary orthogonal tripotents e1 and e2.
The following lemma is crucial in the classification of abelian Hilbert ternary
algebras.
Lemma 3.4.9. Let e be a tripotent in an abelian Hilbert ternary algebra V . The
following conditions are equivalent.
(i) e is primitive.
(ii) (Ve, ◦e) is a real division algebra.
(iii) {x ∈ V : x = [e, x, e]} = Re.
Proof. (i)⇒ (ii). Let e be primitive. We show that the H∗-algebra Ve is a division
algebra. For every 0 6= a ∈ Ve we have a = a ◦e e ∈ a ◦e V and a ◦e V is a nonzero
ternary right ideal of V . Also, a ◦e V ⊂ e ◦e V since
a ◦e x = (e ◦e a) ◦e x = e ◦e (a ◦e x)
for any x ∈ V . We show that e ◦e V is a minimal right ideal of V . Suppose,
otherwise, e ◦e V = I
⊕(
I⊥ ∩ (e ◦e V )
)
for some proper right ideal I of V . Then
we have e = e1 + e2 with e1 6= 0 6= e2, e1 ∈ I and e2 ∈ I⊥ ∩ (e ◦e V ). Since
〈[[e, e1, e], e, e2], x〉 = 〈e2, [e, [e, e1, e], x]〉 = 〈e2, [[e, e, e1], e, x]〉 = 〈e2, [e1, e, x]〉 = 0
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for all x ∈ V , we have [[e, e1, e], e, e2] = 0 and
e2 = e ◦e e2
= [[e, e, e], e, e2]
= [[e, e1, e], e, e2] + [[e, e2, e], e, e2]
= [e, [e, e, e2], e2]
= [e, e2, e2].
Therefore [e, e2, e] = [e, e2, e1]+[e, e2, e2] = e2 as 〈[e, e2, e1], x〉 = 〈e1, [e2, e, x]〉 = 0
for all x ∈ V . Similarly [e, e1, e] = e1. It follows that e2 ◦e e1 = 0 since for any
x ∈ V , we have
〈e2 ◦e e1, x〉 = 〈[e2, e, e1], x〉
= 〈e1, [e, [e, e2, e], x]〉
= 〈e1, [[e, e, e2], e, x]〉
= 〈e1, [e2, e, x]〉 = 0.
Therefore
e1 = e ◦e e1
= e1 ◦e e1 + e2 ◦e e1
= [e1, e, e1]
= [e1, e1, e1] + [e1, e2, e1]
= [e1, e1, e1]
where [e1, e2, e1] = [e1, [e, e2, e], e1] = [e1, e, [e2, e, e1]] = 0. Likewise e2 = [e2, e2, e2]
is a tripotent. Moreover, e1 and e2 are ternary orthogonal. Indeed,
[e2, e2, e1] = [e2, [e, e2, e], e1] = [e2, e, [e2, e, e1]] = 0
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and then [e2, e1, e1] = [e2, e, e1] − [e2, e2, e1] = 0. Similarly one can show that
[e1, e1, e2] = [e1, e2, e2] = 0. This contradicts primitivity of e and therefore e ◦e V
is a minimal right ideal in V .
It follows that a ◦e V = e ◦e V and there exists an element b ∈ V such that
a ◦e b = e. Let c = [[e, e, b], e, e] ∈ Ve. Then
a ◦e c = [a, e, [[e, e, b], e, e]] = [[a, e, b], e, e] = e
and a is right invertible in Ve. Similarly a is left invertible in Ve. This proves that
Ve is a division algebra.
(ii)⇒ (iii). Since the unital H∗-algebra (Ve, ◦e) is a real division algebra, Ve
is unital ∗-isomorphic to R,C or H (cf. [21, Lemma 3]), we can choose a basis
{v1, · · · , vn} in Ve with v1 = e, n = 1, 2 or 4 and [e, vn, e] = v∗en = −vn when
n ≥ 2. Let x = [e, x, e] with x = ∑nj=1 λjvj (λj ∈ R). Then
x = λ1e+
n∑
j=2
λjvj
= λ1e+
n∑
j=2
λj[e, vj, e]
= λ1e−
n∑
j=2
λjvj
which implies λ2 = · · · = λn = 0 and x = λ1e ∈ Re.
(iii)⇒ (i). Suppose e = e1 + e2 for two ternary orthogonal tripotents e1 and
e2. We have
[e2, e1, e2] = [e2, [e1, e1, e1], e2] = [e2, e1, [e1, e1, e2]] = 0
and
[e1, e1, e] = [e1, e1, e1] + [e1, e1, e2] = e1
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by ternary orthogonality of e1 and e2. Hence
[e, e1, e]− e1 = [e, e1, e]− [e1, e1, e]
= [e− e1, e1, e]
= [e2, e1, e]
= [e2, e1, e1] + [e2, e1, e2] = 0
which implies e1 = λe for some λ ∈ R by condition (iii). Likewise e2 = λ′e for
some λ′ ∈ R. Therefore 0 = [e2, e1, e] = [λ′e, λe, e] = λλ′e. Hence λλ′ = 0 which
gives e1 = 0 or e2 = 0. This proves that e is primitive.
Lemma 3.4.10. The primitive tripotents in Ck2 (H,K) with respect to the ternary
product [·, ·, ·] are exactly the rank-one operators v⊗u for unit vectors u ∈ H and
v ∈ K.
Proof. Let u ∈ H and v ∈ K be unit vectors. Then
[v ⊗ u, v ⊗ u, v ⊗ u] = (v ⊗ u)‖u‖2‖v‖2 = v ⊗ u
implies that v ⊗ u is a tripotent. Now we show that v ⊗ u is primitive. Let
v ⊗ u = e+ f say, e, f are nonzero ternary orthogonal tripotents. We have
(v ⊗ u)(x) = v〈x, u〉H = e(x) + f(x) (x ∈ H)
where 〈e(x), f(x)〉K = 〈e(x), ff ∗f(x)〉K = 〈ff ∗e(x), f(x)〉K = 0 by ternary or-
thogonality of e and f . Let [u] = uF be the one-dimensional subspace in H
generated by u and consider
H = [u]
⊕
[u]⊥
Let x ∈ [u]⊥. Then 〈x, u〉H = 0 and e(x) + f(x) = 0. Hence ‖e(x)‖2 + ‖f(x)‖2 =
‖e(x) + f(x)‖2 = 0 and e(x) = f(x) = 0. Therefore we have e|[u]⊥ = f |[u]⊥ = 0.
We must have
e = e(u)⊗ u.
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Indeed, any h ∈ H can be written as h = uα ⊕ x ∈ [u]⊕[u]⊥ for some α ∈ F.
Hence e(h) = e(u)α and we have
(e(u)⊗ u)(h) = e(u)〈h, u〉H = e(u)〈uα, u〉H = e(u)α = e(h).
Since ee∗e = e implies
e(u)⊗ u = (e(u)⊗ u)(u⊗ e(u))(e(u)⊗ u) = (e(u)⊗ u)‖e(u)‖2‖u‖2,
we have ‖e(u)‖ = 1. Likewise ‖f(u)‖ = 1. But we have
v = (v ⊗ u)(u) = e(u) + f(u)
and e(u) ⊥ f(u) in K. Therefore
1 = ‖v‖2 = ‖e(u)‖2 + ‖f(u)‖2 = 2
which is a contradiction. Hence v ⊗ u can not be split into two nonzero ternary
orthogonal tripotents.
Conversely, let e ∈ Ck2 (H,K) be a primitive tripotent. We show e = v ⊗ u for
some unit vectors u ∈ H and v ∈ K. Since ee∗e = e, e is a partial isometry and
the range of e(H) is closed in K. Let
K = e(H)
⊕
e(H)⊥.
Likewise, let
H = e∗(K)
⊕
e∗(K)⊥.
Note that e(e∗(K)⊥) = {0}. Indeed, 〈e(e∗(K)⊥), y〉K = 〈e∗(K)⊥, e∗(y)〉H = {0}
for all y ∈ K. Hence e(H) = e(e∗(K)) and we can pick u ∈ e∗(K), ‖u‖ = 1 and
e(u) 6= 0. Note that e∗e(u) = u since u = e∗(k0) for some k0 ∈ K and
e∗e(u) = e∗ee∗(k0) = e∗(k0) = u.
65
Let x ∈ H with x = e∗(k) ⊕ h ∈ e∗(K)⊕ e∗(K)⊥. Then e(x) = ee∗(k). Hence,
writing v = e(u), then ‖v‖ = ‖e(u)‖ = ‖u‖ = 1 since e is an isometry on e∗(K).
Moreover,
[e, v ⊗ u, e](x) = e(u⊗ v)e(x)
= e(u)〈e(x), v〉K
= v〈ee∗(k), e(u)〉K
= v〈e∗(k), e∗e(u)〉H
= v〈e∗(k), u〉H + v〈h, u〉H
= v〈x, u〉H
= (v ⊗ u)(x)
Therefore by Lemma 3.4.9, we have
v ⊗ u = λe (λ ∈ R).
It follows that |λ| = 1 and λ = ±1. Therefore we get
e = v ⊗ u or e = (−v)⊗ u.
We extend below the result in [37] for Hermitian Hilbert ternary algebras to
Hilbert ternary algebras using the new concept of primitive tripotents.
Proposition 3.4.11. Let V be a simple abelian Hilbert ternary algebra. Let L
be a ternary left ideal of V and R a ternary right ideal of V . Then the following
assertions hold.
(i) If L ∩R = {0}, then L = {0} or R = {0}.
(ii) If L and R are closed and nonzero, then L∩R contains a primitive tripotent.
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Proof. (i). Suppose that L ∩ R = {0}. Then [R, V, L] ⊂ R ∩ L = {0} and by
Proposition 3.4.5 (i), we have L = {0} or R = {0}.
(ii). From (i), we have L ∩ R 6= {0} which implies that L ∩ R contains
a tripotent e by Proposition 3.4.3. Form the H∗-algebra (Ve = [e, V, e], ◦e) as
defined in Lemma 3.4.6. Then e is an idempotent in Ve. By Lemma 2.3.2, e
can be expressed as a finite sum of idempotents e = p1 + · · · + pn in which
pi ◦e pj = 0 for i 6= j and every pi cannot be decomposed any more. This gives
p1 = [p1, e, e] = [e, e, p1] ∈ L ∩R, where
[p1, e, e] = [p1, e, p1 + · · ·+ pn] = p1 ◦e p1 + · · ·+ p1 ◦e pn = p1.
Since e is self-adjoint in Ve, Lemma 2.3.2 implies that pi is self-adjoint for every
i = 1, 2, · · · , n and we get
[p1, p1, p1] = [p1, p
∗e
1 , p1]
= [p1, [e, p1, e], p1]
= [[p1, e, p1], e, p1]
= [p1 ◦e p1, e, p1]
= [p1, e, p1]
= p1.
Hence p1 is a tripotent in L ∩R.
We want to show that p1 is primitive. By Lemma 2.3.1, p1 ◦e Ve is a minimal
right ideal of the H∗-algebra (Ve, ◦e), and as in the proof of Lemma 3.4.9, one
can show that p1 ◦e Ve ◦e p1 is a real division algebra with identity p1. Indeed, let
0 6= a ∈ p1 ◦e Ve ◦e p1. Let a = p1 ◦e y ◦e p1 for some y ∈ Ve. For any x ∈ Ve, we
have
a ◦e x = (p1 ◦e y ◦e p1) ◦e x = p1 ◦e (y ◦e p1 ◦e x)
67
which implies a ◦e Ve ⊂ p1 ◦e Ve. Therefore a ◦e Ve = p1 ◦e Ve by minimality of
p1 ◦e Ve. Thus there exists b ∈ Ve such that a ◦e b = p1. Let c = p1 ◦e b ◦e p1. Then
a ◦e c = a ◦e (p1 ◦e b ◦e p1) = (a ◦e b) ◦e p1 = p1 ◦e p1 = p1.
This proves that a is right invertible. Likewise one can prove that a is left
invertible in p1 ◦e Ve ◦e p1.
We note that
Vp1 = [p1, V, p1] = [[p1, e, e], V, [e, e, p1]] = [[p1, e, Ve], e, p1] = p1 ◦e Ve ◦e p1 ⊂ Ve
and for a, b ∈ Vp1 , we have a ◦p1 b = a ◦e b. Indeed,
a ◦p1 b = [a, p1, b]
= [a, [p1, [p1, e, p1], p1], b]
= [[[a, p1, p1], e, p1], p1, b]
= [a, e, [p1, p1, b]]
= [a, e, b]
= a ◦e b.
Hence (Vp1 , ◦p1) is a division algebra and p1 is a primitive tripotent by Lemma
3.4.9.
Now we introduce two concepts which will be needed later. Two primitive
tripotents e and f are said to be horizontally connected if
〈Ve, f〉 = {0}, [e, V, f ] ⊂ Ve and [f, V, e] ⊂ Vf
where Ve and Vf are principal inner ideals of V determined by e and f , respec-
tively. The primitive tripotents e and f are called vertically connected if
〈Ve, f〉 = {0}, [e, V, f ] ⊂ Vf and [f, V, e] ⊂ Ve.
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According to this definition, e is not vertically connected or horizontally connected
to itself.
We note that, if e and f are horizontally connected, then for any y ∈ Vf ,
〈e, y〉 = 〈e, [f, f, y]〉 = 〈[e, y, f ], f〉 = 0
since 〈Ve, f〉 = {0}. Hence 〈e, Vf〉 = {0}. The same is true when e and f are
vertically connected.
Two following propositions are extensions of similar results in [37] for Hermi-
tian Hilbert ternary algebras, but with a different definition for horizontal and
vertical connectedness. We also use the new concept of primitive tripotents.
Proposition 3.4.12. Let V be a simple abelian Hilbert ternary algebra and let
e, f ∈ V be horizontally connected primitive tripotents. Then we have
(i) [e, e, f ] = [f, f, e] = 0.
(ii) [e, f, e] = [f, e, f ] = 0.
(iii) [e, f, f ] = e, [f, e, e] = f .
(iv) 〈e, [f, V, V ]〉 = 〈f, [e, V, V ]〉 = {0}.
(v) ‖e‖ = ‖f‖.
Proof. (i). Using the horizontal connectedness, we have [e, e, f ] ∈ Ve and
‖[e, e, f ]‖2 = 〈[e, e, f ], [e, e, f ]〉
= 〈[e, e, [e, e, f ]], f〉
= 〈[[e, e, e], e, f ], f〉
= 〈[e, e, f ], f〉 = 0
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since [e, e, f ] ∈ Ve. Similarly [f, f, e] = 0.
(ii). We have
‖[e, f, e]‖2 = 〈[e, f, e], [e, f, e]〉
= 〈e, [[e, f, e], e, f ]〉
= 〈e, [e, f, [e, e, f ]]〉 = 0
which yields [e, f, e] = 0. Likewise [f, e, f ] = 0.
(iii). By the horizontal connectedness of e and f , we have [f, e, e] ∈ Vf ,
[e, f, f ] ∈ Ve and
[e, f, f ] ◦e [e, f, f ] = [[e, f, f ], e, [e, f, f ]]
= [e, f, [[f, e, e], f, f ]]
= [e, f, [f, e, e]]
= [[e, f, f ], e, e]
= [e, f, f ]
which implies [e, f, f ] = 0 or [e, f, f ] = e in Ve. In the first case,
[f, x, e] = [[f, x, e], f, f ] = [f, x, [e, f, f ]] = 0
for all x ∈ V by horizontal connectedness. But this is impossible by Proposition
3.4.5 (i) and therefore [e, f, f ] = e. Similarly [f, e, e] = f .
(iv). For arbitrary x, y ∈ V , we have
〈e, [f, x, y]〉 = 〈e, [[f, f, f ], x, y]〉
= 〈e, [f, f, [f, x, y]]〉
= 〈[f, f, e], [f, x, y]〉 = 0
since [f, f, e] = 0 for horizontally connected primitive tripotents e and f . Likewise
〈f, [e, V, V ]〉 = {0}.
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(v). We have
‖e‖2 = 〈e, e〉 = 〈[e, f, f ], e〉 = 〈f, [f, e, e]〉
= 〈f, f〉 = ‖f‖2.
We note that two horizontally connected primitive tripotents e and f are not
ternary orthogonal since however [e, e, f ] = 0 = [f, f, e] but [e, f, f ] = e 6= 0 and
[f, e, e] = f 6= 0.
Remark 3.4.13. One can see that if e and f are horizontally connected primitive
tripotents in a simple abelian Hilbert ternary algebra V , then
[e, V, f ] = Ve and [f, V, e] = Vf
by Proposition 3.4.12 (iii). In fact, Ve ⊂ [e, V, f ] since
[e, x, e] = [[e, f, f ], x, [e, f, f ]] = [e, [x, f, f ], [e, f, f ]] = [e, [f, e, [x, f, f ]], f ]
for any x ∈ V . Likewise, Vf ⊂ [f, V, e].
Proposition 3.4.14. Let V be a simple abelian Hilbert ternary algebra and let
e, f ∈ V be vertically connected primitive tripotents. Then we have
(i) [e, f, f ] = [f, e, e] = 0.
(ii) [e, f, e] = [f, e, f ] = 0.
(iii) [e, e, f ] = f, [f, f, e] = e.
(iv) 〈e, [V, V, f ]〉 = 〈f, [V, V, e]〉 = {0}.
(v) ‖e‖ = ‖f‖.
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Proof. Each statement can be proved in the same way as in Proposition 3.4.12.
Analogous to Remark 3.4.13, for two vertically connected primitive tripotents
e and f in a simple abelian Hilbert ternary algebra V , we have [e, V, f ] = Vf and
[f, V, e] = Ve. Also, one can see that two vertically connected primitive tripotents
e and f are not ternary orthogonal.
Now we establish the following classification theorem for abelian Hilbert ternary
algebras. A similar result in the context of associative H∗-triple systems is proved
in [6].
Theorem 3.4.15. Let V be a simple abelian Hilbert ternary algebra. Then V
is isomorphic to the ternary algebra Ck2 (H,K) or its dual Ck2 (H,K)− for some
Hilbert spaces H and K over F and some k > 0, where F = R,C or H.
Proof. Let V contain only tripotents (cf. Proposition 3.4.5). Let u00 be a primi-
tive tripotent in V . Let
{u00} ∪ {uα0 : α ∈ Λ}
be a maximal family of pairwise horizontally connected primitive tripotents and
{u00} ∪ {u0β : β ∈ Γ}
a maximal family of vertically connected primitive tripotents. We may assume
that 0 /∈ Λ and 0 /∈ Γ.
For any α ∈ Λ and β ∈ Γ, define
uαβ = [uα0, u00, u0β].
We show that uαβ is a primitive tripotent with the same norm as u00. Also, we
prove that uαβ is orthogonal to u00, horizontally connected with u0β and vertically
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connected with uα0 for all α ∈ Λ and β ∈ Γ.
By Proposition 3.4.12 and Proposition 3.4.14, we have
[uαβ, uαβ, uαβ] = [[uα0, u00, u0β], [uα0, u00, u0β], [uα0, u00, u0β]]
= [uα0, u00, [u0β, [uα0, u00, u0β], [uα0, u00, u0β]]]
= [uα0, u00, [[u0β, u0β, u00], uα0, [uα0, u00, u0β]]]
= [uα0, u00, [u00, uα0, [uα0, u00, u0β]]]
= [uα0, u00, [[u00, uα0, uα0], u00, u0β]]
= [uα0, u00, [u00, u00, u0β]]
= [uα0, u00, u0β]
= uαβ
and hence uαβ is a tripotent.
Now we show that uαβ is primitive, using the condition (iii) of Lemma 3.4.9.
For this suppose v = [uαβ, v, uαβ] for v ∈ V . Then we have
[u0β, v, uα0] = [u0β, [uαβ, v, uαβ], uα0]
= [[u0β, uαβ, v], uαβ, uα0]
= [[u0β, [uα0, u00, u0β], v], [uα0, u00, u0β], uα0]
= [[[u0β, u0β, u00], uα0, v], u0β, [u00, uα0, uα0]]
= [u00, [u0β, v, uα0], u00]
and since u00 is primitive, [u0β, v, uα0] = λu00 for some λ ∈ R by Lemma 3.4.9. It
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follows that
λuαβ = [uα0, [u0β, v, uα0], u0β]
= [[uα0, uα0, v], u0β, u0β]
= [[uα0, uα0, [uαβ, v, uαβ]], u0β, u0β]
= [[[uα0, uα0, uαβ], v, uαβ], u0β, u0β]
= [[uα0, uα0, [uα0, u00, u0β]], v, [[uα0, u00, u0β], u0β, u0β]]
= [[[uα0, uα0, uα0], u00, u0β], v, [uα0, u00, [u0β, u0β, u0β]]]
= [uαβ, v, uαβ]
= v.
Then v ∈ Ruαβ and by Lemma 3.4.9, uαβ is primitive.
We now show that Vuαβ = [uα0, Vu00 , u0β]. Pick x ∈ Vuαβ \ {0}. There exists
a ∈ Vu00 such that x = [uα0, a, u0β] because
[uαβ, V, uαβ] = [[uα0, u00, u0β], V, [uα0, u00, u0β]]
= [uα0, [V, u0β, u00], [uα0, u00, u0β]]
= [uα0, [u00, uα0, [V, u0β, u00]], u0β]
= [uα0, [u00, [u0β, V, uα0], u00], u0β].
Hence Vuαβ ⊂ [uα0, Vu00 , u0β]. On the other hand, for any z ∈ Vu00 we have
[uα0, z, u0β] = [[uα0, u00, u00], z, [u00, u00, u0β]]
= [[uα0, u00, [u0β, u0β, u00]], z, [[u00, uα0, uα0], u00, u0β]]
= [[[uα0, u00, u0β], u0β, u00], z, [u00, uα0, [uα0, u00, u0β]]]
= [uαβ, [uα0, [u00, z, u00], u0β], uαβ]
which implies [uα0, Vu00 , u0β] ⊂ Vuαβ . Therefore Vuαβ = [uα0, Vu00 , u0β]. We note
that dimVuαβ = dimVu00 . For if {v1, · · · , vn} is an orthogonal basis of Vu00 , then
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the elements [uα0, v1, u0β], · · · , [uα0, vn, u0β] form an orthogonal basis in Vuαβ =
[uα0, Vu00 , u0β]. Indeed, we have
〈[uα0, vi, u0β], [uα0, vj, u0β]〉 = 〈uα0, [[uα0, vj, u0β], u0β, vi]〉
= 〈[u0β, [uα0, vj, u0β], uα0], vi〉
= 〈vj, vi〉 = 0
where
[u0β, [uα0, vj, u0β], uα0] = [[u0β, u0β, vj], uα0, uα0]
= [[u0β, [u00, u00, u0β], vj], [uα0, u00, u00], uα0]
= [[[u0β, u0β, u00], u00, vj], u00, [u00, uα0, uα0]]
= [[u00, u00, vj], u00, u00]
= v
∗u00∗u00
j
= vj
by vertical connectedness of u0β and u00, and horizontal connectedness of uα0
and u00. Hence all Vu00 , Vuα0 , Vu0β and Vuαβ are isomorphic to the same division
algebra F where α ∈ Λ and β ∈ Γ, and we can identify
Vuαβ = uαβF. (3.1)
Next, we show that u0β, uαβ are horizontally connected, and uα0, uαβ are ver-
tically connected. For v ∈ V , we have
[u0β, v, uαβ] = [[u00, u00, u0β], v, [uα0, u00, u0β]]
= [u00, [u00, [u0β, v, uα0], u00], u0β]
which means [u0β, V, uαβ] ⊂ Vu0β since u00 and u0β are vertically connected. By
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vertical connectedness of u0β and u00, we have
[uαβ, V, u0β] = [[uα0, u00, u0β], V, [u00, u00, u0β]]
= [uα0, [u00, [u0β, V, u00], u00], u0β]
⊂ [uα0, Vu00 , u0β]
= Vuαβ .
In a similar way, one can show that [uαβ, V, uα0] ⊂ Vuα0 and [uα0, V, uαβ] = Vuαβ .
Also, we have
〈Vuαβ , u00〉 = 〈Vuαβ , uα0〉 = 〈Vuαβ , u0β〉 = {0}.
Indeed, for instance,
〈Vuαβ , u00〉 = 〈uαβ, [V, uαβ, u00]〉 = 〈uαβ, [V, u0β, [u00, uα0, u00]]〉 = {0}
by Proposition 3.4.12 (ii). This proves horizontal connectedness of u0β and uαβ,
and vertical connectedness of uα0 and uαβ. By Proposition 3.4.12 (v) and Propo-
sition 3.4.14 (v), we have ‖uαβ‖2 = ‖uα0‖2 = ‖u0β‖2 = ‖u00‖2 = k, say.
Now pick two pairs (α, β) 6= (γ, η) ∈ Λ × Γ such that α 6= γ. Then we get
〈uα0, uγ0〉 = 0. By horizontal connectedness of u00, uα0 and uγ0, we have
〈uαβ, uγη〉 = 〈[uα0, u00, u0β], [uγ0, u00, u0η]〉
= 〈uα0, [[uγ0, u00, u0η], u0β, u00]〉
= 〈uα0, [uγ0, [u0β, u0η, u00], u00]〉
= 0
since [uγ0, [u0β, u0η, u00], u00] ∈ Vuγ0 by horizontal connectedness of uγ0 and u00.
Similarly, 〈uαβ, uγη〉 = 0 for the case β 6= η. Therefore the family
S = {uαβ : α ∈ Λ ∪ {0}, β ∈ Γ ∪ {0}}
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of tripotents are mutually orthogonal with respect to the inner product 〈·, ·〉 of
V .
Let Λ0 = Λ ∪ {0} and Γ0 = Γ ∪ {0}. Define the orthogonal sum
L =
⊕
β∈Γ0
[V, V, u0β]
where the sum is orthogonal since for every β 6= η and any x ∈ V , we have
‖[u0β, u0η, x]‖2 = 〈[u0β, u0η, x], [u0β, u0η, x]〉
= 〈u0β, [[u0β, u0η, x], x, u0η]〉
= 〈u0β, [u0β, [x, x, u0η], u0η]〉 = 0
by vertical connectedness of u0β and u0η, and therefore
〈[V, V, u0η], [V, V, u0β]〉 = 〈V, [[V, V, u0β], u0η, V ]〉
= 〈V, [V, V, [u0β, u0η, V ]]〉 = {0}.
Since L is a ternary left ideal, L⊥ is a (closed) ternary left ideal by Lemma
3.2.4 (i). We want to prove that V = L. We define a closed ternary right ideal
of V by R = [u00, V, V ]. In fact, since the ternary product is abelian,
R = {a ∈ V : a = [u00, u00, a]} 6= {0}.
We show L⊥ = {0}. Suppose otherwise. Then L⊥ ∩ R contains a primitive
tripotent e by Proposition 3.4.11 (ii). By Proposition 3.4.12 and Proposition
3.4.14, S ⊂ L and therefore 〈e, S〉 = {0}. Also, from Vu0β ⊂ L, we get 〈Vu0β , e〉 =
{0}. Furthermore, e = [u00, a, b] for some a, b ∈ V . This gives
[e, V, u0β] = [[u00, a, b], V, u0β] = [u00, [V, b, a], u0β]
which implies [e, V, u0β] ⊂ Vu0β by vertical connectedness of u00 and u0β. Since
e = [e, e, e], we have
[u00, a, b] = [e, e, [u00, a, b]] = [[e, e, u00], a, b].
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Hence u00 = [e, e, u00] because V is simple and V0 = {0}. Using the latter equality,
we have
[u0β, V, e] = [[u00, u00, u0β], V, e]
= [u00, [V, u0β, u00], e]
= [[e, e, u00], [V, u0β, u00], e]
= [e, [[V, u0β, u00], u00, e], e]
= [e, [V, u0β, e], e]
which implies [u0β, V, e] ⊂ Ve. It follows that e is vertically connected with all u0β
where β ∈ Γ0, contradicting the maximality of the family {u00} ∪ {u0β}. Hence
L⊥ ∩R = {0} and L⊥ = {0} by Proposition 3.4.11 (i). Now we have
V =
⊕
β∈Γ0
[V, V, u0β].
In a similar way, one proves that that V =
⊕
α∈Λ0 [uα0, V, V ].
Pick an element [uα0, x, y] ∈ [uα0, V, V ] and write y =
∑
β[aβ, bβ, u0β] with
aβ, bβ ∈ V and β ∈ Γ0. This gives, for each x ∈ V ,
[uα0, x, y] = [uα0, x,
∑
β∈Γ0
[aβ, bβ, u0β]]
=
∑
β∈Γ0
[uα0, [bβ, aβ, x], u0β]
=
∑
β∈Γ0
xαβ
where xαβ ∈ Vuαβ , because [uα0, V, u0β] = Vuαβ . This implies, by (3.1),
V =
⊕
α∈Λ0,β∈Γ0
Vuαβ
'
⊕
α∈Λ0,β∈Γ0
uαβ F.
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We can now define a ternary isomorphism τ :
⊕
α,β uαβ F −→ Ck2 (H,K) by∑
α,β
uαβλαβ 7−→
∑
α,β
(fα ⊗ eβ)λαβ
with λαβ ∈ F, where H and K are F-Hilbert spaces with dimH = |Γ0| and
dimK = |Λ0|. Hence V ' Ck2 (H,K).
If V contains negative tripotents, then we have V ' Ck2 (H,K)− for some
F-Hilbert spaces H and K.
3.5 Ternary isomorphisms and isometries
In this section, we characterize completely the ternary isomorphisms and ternary
anti-isomorphisms between Hilbert ternary algebras. An immediate consequence
is that the ternary isomorphisms and ternary anti-isomorphisms on abelian Hilbert
ternary algebras are isometries. The converse is false.
Definition 3.5.1. Let (V, [·, ·, ·]) and (W, [·, ·, ·]′) be two Hilbert ternary algebras.
A linear bijection τ : V −→ W is called a ternary isomorphism if
τ [x, y, z] = [τx, τy, τz]′
for all x, y, z ∈ V .
A ternary isomorphism from a Hilbert ternary algebra onto itself is called a
ternary automorphism. Also, a linear bijection τ : V −→ W , where (V, [·, ·, ·])
and (W, [·, ·, ·]′) are Hilbert ternary algebras, is called a ternary anti-isomorphism
if
τ [x, y, z] = [τz, τy, τx]′
for all x, y, z ∈ V .
We begin by showing that ternary automorphisms arise from derivations of
Hilbert ternary algebras in a canonical way. Let V be a Hilbert ternary algebra
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with zero annihilator. We show that a ternary automorphism of V with positive
spectrum is the exponential of a derivation.
We will make use of the fact that the family F of all continuous trilinear
mappings f : V ×V ×V −→ V on a Hilbert ternary algebra V with the supremum
norm
‖f‖ = sup {‖f(x, y, z)‖ : ‖x‖, ‖y‖, ‖z‖ ≤ 1, x, y, z ∈ V }
forms a Banach space.
The following result is a real extension of the arguments in [37, Proposition
6] for Hermitian Hilbert ternary algebras.
Theorem 3.5.2. Let (V, [·, ·, ·]) be a Hilbert ternary algebra with zero annihilator
and A : V −→ V be a ternary automorphism with spectrum σ(A) ⊂ (0,∞). Then
A = exp(D) for some derivation D of V .
Proof. Since σ(A) ⊂ (0,∞), we can define a continuous linear map D = log(A)
on V by functional calculus [25]. It suffices to show that D is a derivation. By
the spectral mapping theorem, D has a real spectrum. We can define continuous
linear operators D1, D2, D3, D4 : F −→ F by
(D1f)(x, y, z) = D(f(x, y, z))
(D2f)(x, y, z) = f(Dx, y, z)
(D3f)(x, y, z) = f(x,Dy, z)
(D4f)(x, y, z) = f(x, y,Dz) (f ∈ F , (x, y, z) ∈ V 3).
Let T = D1 − D2 − D3 − D4 and let A1, A2, A3, A4 be mappings from F to F
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defined by
(A1f)(x, y, z) = A(f(x, y, z))
(A2f)(x, y, z) = f(A
−1x, y, z)
(A3f)(x, y, z) = f(x,A
−1y, z)
(A4f)(x, y, z) = f(x, y, A
−1z) (f ∈ F , (x, y, z) ∈ V 3).
Let S = A1A2A3A4. We have A1 = exp(D1) and Ai = exp(−Di) for i = 2, 3, 4.
We note that D1, D2, D3 and D4 are mutually commuting and therefore
exp(T ) = exp(D1 −D2 −D3 −D4)
= exp(D1) exp(−D2) exp(−D3) exp(−D4)
= A1A2A3A4
= S.
Let f0 = [·, ·, ·] be the given ternary product in V . Then S(f0) = f0 since A is a
ternary automorphism. We have σ(T ) ⊂ σ(D1)− σ(D2)− σ(D3)− σ(D4). From
the definition of Di’s, it is not difficult to verify that σ(Di) ⊂ σ(D). Hence T has
a real spectrum. We have
D1f0 −D2f0 −D3f0 −D4f0 = T (f0) = 0
by Lemma 2.1.3 which yields
D[x, y, z] = [Dx, y, z] + [x,Dy, z] + [x, y,Dz].
Hence D is a derivation of V .
Now we describe the structure of ternary isomorphisms between two simple
abelian Hilbert ternary algebras which are algebras Ck2 (H,K) of Hilbert-Schmidt
class operators. We prove two lemmas first.
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Lemma 3.5.3. Let u ∈ H and v ∈ K. Then for each x ∈ Ck2 (K,H), we have
(v ⊗ u)(x∗x(v ⊗ u))∗(v ⊗ u) = (v ⊗ u)‖xv‖2.
Proof. Let h ∈ H. Then we have
(v ⊗ v)x∗x(v ⊗ u)(h) = (v ⊗ v)(x∗xv)〈h, u〉H
= v〈x∗xv, v〉K〈h, u〉H
= v〈xv, xv〉H〈h, u〉H
= (v‖xv‖2 ⊗ u)(h)
= (v ⊗ u)‖xv‖2(h).
Hence
(v ⊗ u)(x∗x(v ⊗ u))∗(v ⊗ u) = [v ⊗ u, [x∗, x∗, v ⊗ u], v ⊗ u]
= [[v ⊗ u, v ⊗ u, x∗], x∗, v ⊗ u]
= [(v ⊗ u)(u⊗ v)x∗, x∗, v ⊗ u]
= [(v ⊗ v)x∗, x∗, v ⊗ u]
= (v ⊗ v)x∗x(v ⊗ u)
= (v ⊗ u)‖xv‖2.
Lemma 3.5.4. Let u ∈ H and v ∈ K. Then for each z ∈ Ck2 (H,K), we have
(v ⊗ u)((v ⊗ u)z∗z)∗(v ⊗ u) = (v ⊗ u)‖zu‖2.
Proof. Let h ∈ H. Then we have
(v ⊗ u)z∗z(u⊗ u)(h) = (v ⊗ u)(z∗zu)〈h, u〉H
= v〈z∗zu, u〉H〈h, u〉H
= v〈zu, zu〉K〈h, u〉H
= (v‖zu‖2 ⊗ u)(h)
= (v ⊗ u)‖zu‖2(h)
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and therefore
(v ⊗ u)((v ⊗ u)z∗z)∗(v ⊗ u) = [v ⊗ u, [v ⊗ u, z, z], v ⊗ u]
= [v ⊗ u, z, [z, v ⊗ u, v ⊗ u]]
= [v ⊗ u, z, z(u⊗ v)(v ⊗ u)]
= [v ⊗ u, z, z(u⊗ u)]
= (v ⊗ u)z∗z(u⊗ u)
= (v ⊗ u)‖zu‖2.
Theorem 3.5.5. Let τ : Ck2 (H,K) −→ Ck′2 (H ′, K ′) be a bounded linear map,
where H,K,H ′ and K ′ are Hilbert spaces over F = R, C or H. Then τ is a
ternary isomorphism with respect to the ternary product [·, ·, ·] if and only if there
exist isometries j : H ′ −→ H and J : K −→ K ′ such that τ(x) = Jxj for
x ∈ Ck2 (H,K).
Proof. If τ(x) = Jxj for isomtries j : H ′ −→ H and J : K −→ K ′, then it is
straightforward to verify that τ is a ternary isomorphism.
Conversely, let τ be a ternary isomorphism with respect to [·, ·, ·]. Then τ
preserves ternary orthogonality and therefore sends primitive tripotents to prim-
itive tripotents. Fix unit vectors v ∈ K and u ∈ H so that v ⊗ u is a primitive
tripotent in Ck2 (H,K) (see Lemma 3.4.10). We have
τ(v ⊗ u) = ξ ⊗ η
for some unit vectors ξ ∈ K ′ and η ∈ H ′. We now construct two maps j∗ : H −→
H ′ and J : K −→ K ′ such that j∗(u) = η and J(v) = ξ.
Each h ∈ H is of the form xv for some x ∈ Ck2 (K,H). Indeed, we have
h = (h⊗ v)(v) with (h⊗ v) ∈ Ck2 (K,H). Hence we can define j∗ : H −→ H ′ by
j∗(xv) = τ(x∗)∗ξ.
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The following shows that j∗ is well-defined and an isometry.
‖j∗(xv)‖2 = 〈j∗(xv), j∗(xv)〉H′
= 〈τ(x∗)∗ξ, τ(x∗)∗ξ〉H′
= 〈τ(x∗)τ(x∗)∗τ(v ⊗ u)η, ξ〉K′
= 〈τ(x∗x(v ⊗ u))η, ξ〉K′
= 〈τ(x∗x(v ⊗ u))τ(v ⊗ u)∗ξ, τ(v ⊗ u)η〉K′
= 〈(τ(v ⊗ u)τ(x∗x(v ⊗ u))∗τ(v ⊗ u))∗ξ, η〉H′
= 〈τ((v ⊗ u)(x∗x(v ⊗ u))∗(v ⊗ u))∗ξ, η〉H′
= 〈τ((v ⊗ u)‖xv‖2)∗ξ, η〉H′ (3.2)
= 〈(ξ ⊗ η)∗ξ, η〉H′‖xv‖2
= 〈η, η〉H′‖xv‖2
= ‖xv‖2
where, the equality (3.2) follows from Lemma 3.5.3. Moreover, j∗ is surjective
since for any y ∈ H ′ we have y = (ξ ⊗ y)∗(ξ) = τ(a)∗ξ = j∗(a∗v) for some
a ∈ Ck2 (H,K) by surjectivity of τ . Also, we have
j∗(u) = j∗((u⊗ v)v) = τ((u⊗ v)∗)∗ξ = (ξ ⊗ η)∗ξ = η.
Similarly, each k ∈ K is of the form zu for some z ∈ Ck2 (H,K) since k =
(k ⊗ u)u where (k ⊗ u) ∈ Ck2 (H,K). We define J : K −→ K ′ by
J(zu) = τ(z)η.
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The following shows that J is well-defined and an isometry.
‖J(zu)‖2 = 〈J(zu), J(zu)〉K′
= 〈τ(z)η, τ(z)η〉K′
= 〈τ(z)∗τ(z)τ(v ⊗ u)∗ξ, τ(v ⊗ u)∗ξ〉H′
= 〈τ(v ⊗ u)(τ(v ⊗ u)τ(z)∗τ(z))∗ξ, ξ〉K′
= 〈τ(v ⊗ u)τ((v ⊗ u)z∗z)∗τ(v ⊗ u)η, ξ〉K′
= 〈τ((v ⊗ u)((v ⊗ u)z∗z)∗(v ⊗ u))η, ξ〉K′
= 〈τ((v ⊗ u)‖zu‖2)η, ξ〉K′ (3.3)
= 〈(ξ ⊗ η)η, ξ〉K′‖zu‖2
= 〈ξ, ξ〉K′‖zu‖2
= ‖zu‖2
where, the equality (3.3) follows from Lemma 3.5.4. For any w ∈ K ′, we have
w = (w⊗η)η = τ(z)η = J(zu) for some z ∈ Ck2 (H,K) by surjectivity of τ . Hence
J is surjective. Observe that
J(v) = J((v ⊗ u)u) = τ(v ⊗ u)η = (ξ ⊗ η)η = ξ.
Now pick any y ∈ Ck2 (K,H), we have
(Jxj)(τ(y∗)∗ξ) = (Jxj)j∗(yv)
= J((xy(v ⊗ u))u)
= τ(xy(v ⊗ u))η
= τ(x)τ(y∗)∗τ(v ⊗ u)η
= τ(x)τ(y∗)∗(ξ ⊗ η)η
= τ(x)τ(y∗)∗ξ
which implies τ(x) = Jxj for all x ∈ Ck2 (H,K) where j : H ′ −→ H, being the
dual of j∗, is also an isometry.
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We have a complete description of ternary isomorphisms between abelian
Hilbert ternary algebras.
Theorem 3.5.6. Let τ : V −→ W be a ternary isomorphism between abelian
Hilbert ternary algebras with zero annihilator. Then τ is of the form τ =
⊕
α τα
where each τα(x) = Jαxjα for some isometries Jα and jα between Hilbert spaces.
Proof. Since τ is a ternary isomorphism, it sends simple ideals onto simple ideals.
By Theorems 3.2.11 and 3.4.15, we have V =
⊕
α Iα where each simple ideal
Iα is of the form Ck2 (Hα, Kα) for some Hilbert spaces Hα and Kα and k > 0. Let
τα = τ |Iα : Iα −→ τ(Iα).
Then τ(Iα) is also a simple abelian Hilbert ternary algebra and τ(Iα) = Ck′2 (H ′α, K ′α)
for some Hilbert spaces H ′α and K
′
α and k
′ > 0. Hence each τα is of the form
τα(x) = Jαxjα where j : H
′
α −→ Hα and J : Kα −→ K ′α are isometries by
Theorem 3.5.5.
Analogously, we derive the following description of ternary anti-isomorphisms
between two simple abelian Hilbert ternary algebras Ck2 (H,K) and Ck′2 (H ′, K ′).
Theorem 3.5.7. Let τ : Ck2 (H,K) −→ Ck′2 (H ′, K ′) be a bounded linear map,
where H,K,H ′ and K ′ are Hilbert spaces over F = R, C or H. Then τ is a
ternary anti-isomorphism with respect to the ternary product [·, ·, ·] if and only if
there exist isometries j : H ′ −→ K and J : H −→ K ′ such that τ(x) = Jx∗j for
x ∈ Ck2 (H,K).
Proof. Given τ(x) = Jx∗j, where j : H ′ −→ K and J : H −→ K ′ are isometries,
a straightforward computation shows that τ is a ternary anti-isomorphism.
Now, suppose that τ is a ternary anti-isomorphism. As in the proof of the
Theorem 3.5.5, for unit vectors v ∈ K and u ∈ H we have
τ(v ⊗ u) = ξ ⊗ η
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for some unit vectors ξ ∈ K ′ and η ∈ H ′ by Lemma 3.4.10. We construct the
isometries J : H −→ K ′ and j∗ : K −→ H ′ such that J(u) = ξ and j∗(v) = η.
Analogues to the proof of Theorem 3.5.5, each h ∈ H is of the form xv for
some x ∈ Ck2 (K,H) and we can define J : H −→ K ′ by
J(xv) = τ(x∗)η
where J is well-defined and an isometry. Indeed,
‖J(xv)‖2 = 〈J(xv), J(xv)〉K′
= 〈τ(x∗)η, τ(x∗)η〉K′
= 〈τ(x∗)∗τ(x∗)τ(v ⊗ u)∗ξ, τ(v ⊗ u)∗ξ〉H′
= 〈τ(v ⊗ u)(τ(v ⊗ u)τ(x∗)∗τ(x∗))∗ξ, ξ〉K′
= 〈τ(v ⊗ u)τ(x∗x(v ⊗ u))∗τ(v ⊗ u)η, ξ〉K′
= 〈τ((v ⊗ u)(x∗x(v ⊗ u))∗(v ⊗ u))η, ξ〉K′
= 〈τ((v ⊗ u)‖xv‖2)η, ξ〉K′
= 〈(ξ ⊗ η)η, ξ〉K′‖xv‖2
= ‖xv‖2
where, by Lemma 3.5.3, we have
(v ⊗ u)(x∗x(v ⊗ u))∗(v ⊗ u) = (v ⊗ u)‖xv‖2.
Moreover, J is surjective since for any y ∈ K ′ we have y = (y ⊗ η)(η) = τ(a)η =
J(a∗v) for some a ∈ Ck2 (H,K) by surjectivity of τ . Also, we have
J(u) = J((u⊗ v)v) = τ((u⊗ v)∗)η = (ξ ⊗ η)η = ξ.
Each k ∈ K is of the form zu for some z ∈ Ck2 (H,K), we can define j∗ : K −→
H ′ by
j∗(zu) = τ(z)∗ξ.
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As in the proof of Theorem 3.5.5, one can use Lemma 3.5.4 to show that
‖j∗(zu)‖2 = ‖zu‖2
and therefore j∗ is well-defined and an isometry. Hence the dual map j : H ′ −→ K
is also an isometry. For any w ∈ H ′, we have w = (ξ ⊗ w)∗ξ = τ(z)∗ξ = j∗(zu)
for some z ∈ Ck2 (H,K) by surjectivity of τ . Hence j∗ is surjective. Note that
j∗(v) = j∗((v ⊗ u)u) = τ(v ⊗ u)∗ξ = (ξ ⊗ η)∗ξ = η.
Now Pick any y ∈ Ck2 (H,K), we have
(Jx∗j)(τ(y)∗ξ) = (Jx∗j)j∗(yu)
= J((x∗y(u⊗ v))v)
= τ((x∗y(u⊗ v))∗)η
= τ((v ⊗ u)y∗x)η
= τ(x)τ(y)∗τ(v ⊗ u)η
= τ(x)τ(y)∗(ξ ⊗ η)η
= τ(x)τ(y)∗ξ
which implies τ(x) = Jx∗j for all x ∈ Ck2 (H,K).
A linear map τ : C2(H) −→ C2(H) is called a ∗-map if
τ(x∗) = τ(x)∗
for all x ∈ C2(H).
Corollary 3.5.8. Let τ : C2(H) −→ C2(H) be a linear bijection. The following
conditions are equivalent.
(i) τ : C2(H) −→ C2(H) is a ∗-antiautomorphism.
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(ii) τ is of the form τ(x) = jx∗j−1 for some linear isometry j : H −→ H.
Further, τ has period 2, i.e., τ 2 is the identity map id, if and only if j is a
conjugation or an anticonjugation.
Proof. We need only prove (i)⇒ (ii). By Theorem 3.5.7, τ is of the form
τ(x) = Jx∗j
where j, J : H −→ H are isometries. But τ(x∗) = τ(x)∗ implies
Jxj = j∗xJ∗
and hence (jJ)x = x(jJ)∗ for all x ∈ C2(H). Since C2(H) is weakly dense in B(H),
we have jJ = (jJ)∗. It follows that (jJ)B(H) = B(H)(jJ) and so jJ = λ id.
If τ 2 = id, then we have x = τ 2(x) = j2xj−2 and j2x = xj2 for all x ∈ C2(H).
Hence j2 is a scalar multiple of the identity operator. Since j2 is an isometry, we
must have j2 = ±id.
Ternary automorphisms and ternary antiautomorphisms of C2(H) are isome-
tries. However, the converse is false. This is in contrast to the case of JB∗-triples
where a linear isometry of a JB∗-triple is necessarily a triple isomorphism.
Example 3.5.9. Let u ∈ B(H) be a unitary. Define ϕ : C2(H) −→ C2(H) by
ϕ(x) = ux (x ∈ C2(H)).
Then
‖ϕ(x)‖22 = Trace(ϕ(x)∗ϕ(x)) = Trace(x∗u∗ux) = Trace(x∗x) = ‖x‖22.
Hence ϕ is an isometry.
If ϕ is of the form jxj−1 for some linear isometry j : H −→ H, then we have
ux∗ = ϕ(x∗) = jx∗j−1 = (jxj−1)∗ = ϕ(x)∗ = x∗u∗
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for all x ∈ C2(H) which cannot be true in general. Indeed, let H = C2 and let
x =
 1 0
0 0
 and u =
 i 0
0 1
. Then
ux∗ =
 i 0
0 0
 6=
 −i 0
0 0
 = x∗u∗.
We conclude by discussing the case of arbitrary, but not necessarily abelian,
Hilbert ternary algebras.
Lemma 3.5.10. Let τ : V −→ W be a ternary isomorphism between simple
Hilbert ternary algebras. Then there exists some λ > 0 such that ττ ∗ = λ idV .
Proof. For any a, b, c ∈ V and z ∈ W , we have
〈τ [a, b, c], z〉 = 〈[a, b, c], τ ∗z〉 = 〈c, [b, a, τ ∗z]〉
and
〈[τa, τb, τc], z〉 = 〈τc, [τb, τa, z]〉 = 〈c, τ ∗[τb, τa, z]〉.
These identities imply τ ∗[τb, τa, z] = [b, a, τ ∗z]. Given x, y ∈ W , there exist
a, b ∈ V such that x = τa and y = τb. Hence
ττ ∗[x, y, z] = ττ ∗[τa, τb, z]
= τ [a, b, τ ∗z]
= [τa, τb, ττ ∗z]
= [x, y, ττ ∗z].
Similarly one can show that
ττ ∗[x, y, z] = [ττ ∗x, y, z]
for all x, y, z ∈ W . Therefore ττ ∗ ∈ Z(V ). It follows from Lemma 3.3.5 that
ττ ∗ = λ idV for some λ > 0.
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Proposition 3.5.11. Every ternary isomorphism between simple Hilbert ternary
algebras is a scalar multiple of an isometry.
Proof. Let τ : V −→ W be a ternary isomorphism. By Lemma 3.5.10, ττ ∗ =
λ idV for some λ > 0. Since τ is invertible, we also have τ
∗τ = λ idV . It follows
that, for x ∈ V ,
〈τx, τx〉 = 〈τ ∗τx, x〉 = 〈λx, x〉
which gives ‖τx‖ = √λ‖x‖. Hence 1√
λ
τ is an isometry.
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Chapter 4
Jordan structures in Hilbert
spaces
4.1 Jordan triple systems and Lie algebras
To motivate the concept of a Jordan triple system, we first recall the one-one
correspondence between Jordan triple systems and a class of Lie algebras, called
the TKK Lie algebras. Our construction of the correspondence is more general
than the one given in [9], we do not require the Jordan triple systems to be
non-degenerate.
Jordan triple systems were introduced by Meyberg [29] to extend the corre-
spondence between Jordan algebras and 3-graded Lie algebras, discovered inde-
pendently by Tits [35], Kantor [19, 20] and Koecher [24] to whom the name TKK
Lie algebra is due (see also [28]).
Definition 4.1.1. A real vector space V is called a Jordan triple system or simply,
a Jordan triple, if there exists a trilinear map {·, ·, ·} : V 3 −→ V satisfying
(i) {x, y, z} = {z, y, x}
92
(ii) (Jordan triple identity)
{a, b, {x, y, z}} = {{a, b, x}, y, z} − {x, {b, a, y}, z}+ {x, y, {a, b, z}}
for all a, b, x, y, z ∈ V .
A complex vector space V with a ternary product {·, ·, ·} which is linear in the
first and third variables, but conjugate linear in the second variable, and satisfies
conditions (i) and (ii) above, is called a Hermitian Jordan triple. Restricting to
the real scalar field, a Hirmitian Jordan triple can be regarded as a (real) Jordan
triple.
Given a Jordan triple system V with a, b ∈ V . We define the box operator
a b : V −→ V by left multiplication:
(a b)(x) = {a, b, x} (x ∈ V ).
The Jordan triple identity can be written in the form
{a, b, x} y − x {b, a, y} = a {y, x, b} − {x, y, a} b
or {a, b, x} y − x {b, a, y} = [a b, x y] := (a b)(x y)− (x y)(a b).
Definition 4.1.2. Let V be a Jordan triple system and a ∈ V . As in the case of
Hilbert ternary algebras, we define the quadratic operator Qa : V −→ V by
Qa(x) = {a, x, a} (x ∈ V ).
A Jordan triple V is called degenerate if there exists an element a ∈ V \ {0}
such that the quadratic operator Qa = 0.
In what follows, a Lie algebra is a real vector space g of any dimension, with
a bilinear multiplication, called the Lie product,
(X, Y ) ∈ g× g 7−→ [X, Y ] ∈ g
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satisfying [X,X] = 0 and the Jacobi identity
[[X, Y ], Z] + [[Y, Z], X] + [[Z,X], Y ] = 0
for all X, Y, Z ∈ g. A linear subspace k of g is called a Lie subalgebra of g if
[X, Y ] ∈ k for all X, Y ∈ k.
We define the Jacobian of X, Y, Z ∈ g to be
J(X, Y, Z) = [[X, Y ], Z] + [[Y, Z], X] + [[Z,X], Y ].
The Jacobi identity can be written as J(X, Y, Z) = 0.
Given two subspaces k and h of a Lie algebra g, we denote by [k, h] the linear
span of
{[X, Y ] : X ∈ k; Y ∈ h}
which is a Lie subalgebra of g.
Let g = g−1
⊕
g0
⊕
g1 be a direct sum of subspaces. We say that g is graded
if
[gα, gβ] ⊂ gα+β
for α, β = 0,±1, and gα+β = {0} if α + β 6= 0,±1.
A linear map θ on g such that
θ[X, Y ] = [θX, θY ] (X, Y ∈ g)
is called a Lie algebra homomorphism. An automorphism of g is a bijective Lie
algebra homomorphism θ : g −→ g. It is called an involutive automorphism or
involution if θ2 is the identity map id : g −→ g. By an involutive Lie algebra (g, θ),
we mean a Lie algebra g equipped with an involutive automorphism θ : g −→ g.
Since θ2 = id, the automorphism θ has eigenvalues ±1. Let k be the 1-eignespace
of θ and p be the (−1)-eignespace of θ. Then we have the canonical decomposition
g = k⊕ p.
94
Following [9], we call a Lie algebra g orthogonal if there is a positive definite
quadratic form
q : p× p −→ R
satisfying
q ([Z,X], X) = 0 (Z ∈ k andX ∈ p),
where we define q to be positive definite if q(X,X) > 0 for X ∈ p \ {0}.
Example 4.1.3. On the von Neumann algebra B(H) of bounded linear operators
on a real Hilbert space H, there is a natural Lie product
[S, T ] = ST − TS (S, T ∈ B(H))
which turns B(H) into a Lie algebra. We will assume this Lie structure of B(H).
In B(H), the Hilbert-Schmidt operators C2(H) form a Lie subalgebra. Further,
both B(H) and C2(H) are involutive Lie algebras with involution θ(T ) = T ∗.
Example 4.1.4. Let V be a (real) Jordan triple system. Let V V be the real
linear span of {x y : x, y ∈ V } in L(V ), the real vector space of linear self-maps
on V . Using the Jordan triple identity
[x y, u v] = {x, y, u} v − u {v, x, y},
we can define a Lie product on V V by
[h, k] = hk − kh ∈ V V (h, k ∈ V V ).
With this product, V V is a Lie algebra.
The Cartesian product (V V )2 = (V V ) × (V V ) is a Lie algebra in the
coordinatewise Lie product.
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Definition 4.1.5. A Tits-Kantor-Koecher Lie algebra or simpliy, a TKK Lie
algebra, is a graded Lie algebra g = g−1
⊕
g0
⊕
g1 with an involution θ such that
θ(gα) = g−α
for α = 0, 1,−1. We call g canonical if [g−1, g1] = g0.
For completeness and later reference, we now show the correspondence be-
tween Jordan triple systems and TKK Lie algebras.
Theorem 4.1.6. Let V be a Jordan triple system. Then there exists a canonical
Tits-Kantor-Koecher Lie algebra g(V ) with grading
g(V ) = g(V )−1
⊕
g(V )0
⊕
g(V )1
and an involution θ such that g(V )−1 = V = g(V )1 and
{x, y, z} = [[x, θy], z]
for all x, y, z ∈ g(V )−1.
Proof. Let V V be the Lie algebra in Example 4.1.4. Let Ind(V, V ) be the real
linear span of the set
S = {(x y,−y x) : x, y ∈ V } ⊂ (V V )2
and write dxy = (x y,−y x) for x, y ∈ V . We call dxy an inner derivation
pair. Then Ind(V, V ) is a Lie subalgebra of (V V )2. Indeed for any (h+, h−) =
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(h1 h2,−h2 h1) and (k+, k−) = (k1 k2,−k2 k1) in S, we have
[(h+, h−), (k+, k−)]
= ([h+, k+], [h−, k−])
= ([h1 h2, k1 k2], [−h2 h1,−k2 k1])
= ((h1 h2)(k1 k2)− (k1 k2)(h1 h2), (h2 h1)(k2 k1)− (k2 k1)(h2 h1))
= ({h1, h2, k1} k2 − k1 {h2, h1, k2}, {h2, h1, k2} k1 − k2 {h1, h2, k1})
= ({h1, h2, k1} k2,−k2 {h1, h2, k1})− (k1 {h2, h1, k2},−{h2, h1, k2} k1)
∈ S − S ⊂ Ind(V, V ).
Form the direct sum
g(V ) = V−1
⊕
Ind(V, V )
⊕
V1
where V−1 = V1 = V . We write x⊕ (h+, h−)⊕ y for (x, (h+, h−), y) and also,
x for (x, 0, 0)
y¯ for (0, 0, y)
(h+, h−) for (0, (h+, h−), 0)
if no confusion is likely.
Define the following product on g(V ) by
[x⊕ (h+, h−)⊕ y, u⊕ (k+, k−)⊕ v]
= (h+(u)− k+(x), [(h+, h−), (k+, k−)] + dxv − duy, h−(v)− k−(y)). (4.1)
We show that g(V ) is a Lie algebra in the above product. Plainly
[x⊕ (h+, h−)⊕ y, x⊕ (h+, h−)⊕ y] = 0
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and the Jacobi identity J((x, 0, 0), (y, 0, 0), (z, 0, 0)) = 0 is satisfied. Note that
[V−1, V−1] = [V1, V1] = 0. For convenience, we write V0 = Ind(V, V ). We have
J(V−1, V−1, V−1) = J(V−1, V−1, V0) = J(V−1, V−1, V1)
= J(V−1, V1, V1) = J(V0, V1, V1) = J(V1, V1, V1) = 0.
We also have J(V0, V0, V0) = 0 since V0 is a Lie algebra. Hence the Jacobi identity
is satisfied if and only if
J(V−1, V0, V1) + J(V−1, V0, V0) + J(V0, V0, V1) = 0.
Pick (h+, h−), (k+, k−) ∈ V0, u ∈ V−1 and v ∈ V1. Then we have J(u, (h+, h−), v) =
0 if and only if
(−h+(u) v, v h+(u)) + (−u h−(v), h−(v) u) + ([−u v, h+], [v u, h−]) = 0
or
h+(u) v + u h−(v) = −(u v)h+ + h+(u v)
v h+(u) + h−(v) u = −(v u)h− + h−(v u)
which holds since, for h+ = x y, these identities are just the Jordan triple
identities
{x, y, u} v − u {y, x, v} = −(u v)(x y) + (x y)(u v)
v {x, y, u} − {y, x, v} u = (v u)(y x)− (y x)(v u).
Hence J(V−1, V0, V1) = 0.
We also have
J(u, (h+, h−), (k+, k−))
= [−h+(u), (k+, k−)] + [([h+, k+], [h−, k−]), u] + [k+(u), (h+, h−)]
= k+h+(u) + (h+k+ − k+h+)(u)− h+k+(u)
= 0.
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Hence J(V−1, V0, V0) = 0.
Similarly we have J(V0, V0, V1) = 0. Hence g(V ) is a Lie algebra. Moreover,
it is canonical. For if x ∈ V−1 and y ∈ V1, we have
[x, y¯] = [(x, 0, 0), (0, 0, y)] = (0, dxy, 0)
which gives [V−1, V1] = Ind(V, V ).
Now define a linear map θ : g(V ) −→ g(V ) by
θ(x⊕ (h+, h−)⊕ y) = y ⊕ (h−, h+)⊕ x (4.2)
for x ⊕ (h+, h−) ⊕ y ∈ V−1
⊕
Ind(V, V )
⊕
V1. Then θ is an involution. By
identifying Vα as subspaces of g(V ), we see that
θ(Vα) = V−α for α = 0,±1.
For x, y, z ∈ V−1 with dxy = (x y,−y x), we have
[[x, θy], z] = [[x, y¯], z]
= [(0, dxy, 0), (z, 0, 0)]
= (x y)(z)
= {x, y, z}.
This proves that g(V ) = g(V )−1
⊕
g(V )0
⊕
g(V )1 is a canonical TKK Lie algebra
with g(V )±1 = V and g(V )0 = V0.
Conversely, given a TKK Lie algebra, one can construct a corresponding Jor-
dan triple system as described below. Without loss of generality, we may assume
g−1 = g1 in a TKK Lie algebra g = g−1
⊕
g0
⊕
g1 since the involution θ identifies
g−1 and g1.
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Theorem 4.1.7. Let g = g−1
⊕
g0
⊕
g1 be a canonical Tits-Kantor-Koecher Lie
algebra with involution θ and g1 = g−1. Then there exists a Jordan triple system
V (g) with the triple product defined by
{x, y, z} = [[x, θy], z]
for all x, y, z ∈ V (g) where [·, ·] is the Lie product of g.
Proof. Let V (g) = g−1. We show that V (g) with the above triple product is a
Jordan triple system. From J(x, θy, z) = 0 for all x, y, z ∈ g−1 = V (g), we get
[[x, θy], z] + [[θy, z], x] = 0
since g is graded and [g−1, g−1] = 0. Hence
{x, y, z} = [[x, θy], z]
= −[[θy, z], x]
= [[z, θy], x]
= {z, y, x}.
It follows from the Jacobi identity that
[[a, θb], [[x, θy], z]]− [[x, θy], [[a, θb], z]]
= [[a, θb], [[x, θy], z]] + [[x, θy], [z, [a, θb]]]
= −[z, [[a, θb], [x, θy]]]
and
[[[[a, θb], x], θy], z]− [[x, θ[[b, θa], y]], z]
= −[[θy, [x, [θb, a]]], z]− [[x, [[θb, a], θy]], z]
= [[[θb, a], [θy, x]], z]
100
for all a, b, x, y, z ∈ g−1 = V (g), which implies the Jordan triple identity
{a, b, {x, y, z}} − {x, y, {a, b, z}} = {{a, b, x}, y, z} − {x, {b, a, y}, z}
for all a, b, x, y, z ∈ V (g).
Remark 4.1.8. Let g = g−1
⊕
g0
⊕
g1 be a canonical TKK Lie algebra such
that g1 = g−1. Then g induces a Jordan triple system V (g) = g−1 by Theorem
4.1.7. Consider the TKK Lie algebra
V (g)
⊕
Ind(V (g), V (g))
⊕
V (g) = g−1
⊕
Ind(V (g), V (g))
⊕
g1
constructed from g in Theorem 4.1.6, where V (g) = g−1. Since g and V (g) are
canonical, we have g0 = [g−1, g1] = Ind(V (g), V (g)). In other words, g(V (g)) = g
in our notation.
Example 4.1.9. The Lie algebra sl(2,R) =

 y a
b −y
 : a, b, y ∈ R
 with
the usual brackets [A,B] = AB −BA has grading
sl(2,R) = sl(2,R)−1
⊕
sl(2,R)0
⊕
sl(2,R)1
where
sl(2,R)−1 =

 0 0
b 0
 : b ∈ R

sl(2,R)0 =

 y 0
0 −y
 : y ∈ R

sl(2,R)1 =

 0 a
0 0
 : a ∈ R
 ,
where we have [sl(2,R)−1, sl(2,R)1] = sl(2,R)0. Define the involution θ on
sl(2,R) by
θ
 y a
b −y
 =
 −y b
a y
 .
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We see that (sl(2,R), θ) is a canonical TKK Lie algebra. The corresponding
Jordan triple system is V (sl(2,R)) = sl(2,R)−1 =

 0 0
b 0
 : b ∈ R
, with
triple product 
 0 0
a 0
 ,
 0 0
b 0
 ,
 0 0
c 0

=
 0 0
a 0
 , θ
 0 0
b 0
 ,
 0 0
c 0

=
 0 0
2abc 0
 ,
which identifies with R with triple product {a, b, c} = 2abc.
Remark 4.1.10. A Jordan triple system V is called non-degenerate if for each a ∈
V , we have a = 0 whenever {a, x, a} = 0 for all x ∈ V . The construction above of
the TKK Lie algebras does not require non-degeneracy of the Jordan triple system
V . However, for a non-degenerate Jordan triple system V , the construction is the
same as [9] where the TKK Lie algebra is defined by g(V ) = V
⊕
V V
⊕
V . In
fact, if V is non-degenerate, we can identify Ind(V, V ) naturally with V V by
the mapping
∑
i
ai bi ∈ V V 7−→ (
n∑
i=1
ai bi,−
n∑
i=1
bi ai) ∈ Ind(V, V )
which is well-defined by non-degeneracy [9]. In this case, the involution θ defined
in (4.2) identifies with the involution θ′ : V
⊕
V V
⊕
V −→ V ⊕V V ⊕V
defined by θ′(x⊕∑ ai bi ⊕ y) = y ⊕−∑ bi ai ⊕ x.
For later use, we recall some basic identities in Jordan triple systems and refer
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to [26, 27] for a derivation of the following ones:
{{x, y, x}, y, z} = {x, {y, x, y}, z}
{x, y, {x, z, x}} = {x, {y, x, z}, x} (4.3)
{{x, y, x}, z, {x, y, x}} = {x, {y, {x, z, x}, y, }x}.
We will make use of the polarization formula
2{a, x, b} = {a+ b, x, a+ b} − {a, x, a} − {b, x, b}
in a Jordan triple system V .
A subtriple of a Jordan triple system V is a subspace W of V such that
{x, y, z} ∈ W whenever x, y, z ∈ W . To show that a subspace W of a Jordan
triple system V is a subtriple of V , it is sufficient to show {a, x, a} ∈ W for all
a, x ∈ W by the polarization formula.
A subspace I of V is called a triple ideal, or an ideal when there is no confusion
with ternary ideal defined before, if
{I, V, V }+ {V, I, V } ⊂ I.
Evidently, every triple ideal is a subtriple of V .
Let Q0 = {a ∈ V : Qa = 0}. Then Q0 is a triple ideal of V . Indeed, the
identities
{{x, a, y}, z, {x, a, y}} = {x, {a, {y, z, y}, a}, x} = 0
{{a, x, y}, z, {a, x, y}} = {a, {x, {y, z, y}, x}, a} = 0
with a ∈ Q0 and x, y, z ∈ V imply that {x, a, y} ∈ Q0 and {a, x, y} ∈ Q0 for all
x, y ∈ V .
We now discuss some basic structures of Jordan triple systems for later use.
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Definition 4.1.11. A Jordan triple system V is called abelian if
{a, b, {x, y, z}} = {{a, b, x}, y, z}
holds for all a, b, x, y, z ∈ V .
We note that an abelian Jordan triple system V also satisfies the identity
{a, b, {x, y, z}} = {a, {y, x, b}, z} (a, b, x, y, z ∈ V )
by the Jordan triple identity.
Definition 4.1.12. A Jordan triple system V is called flat if
a b = b a
for all a, b ∈ V .
Definition 4.1.13. Let V be a Jordan triple system. An element a ∈ V is called
a tripotent if
{e, e, e} = e,
and a negative tripotent if {e, e, e} = −e.
Definition 4.1.14. Two tripotents e and f in a Jordan triple system V are
(triple) orthogonal if
e f = 0
in which case, we also have f e = 0 (see [8, 13]).
As in the case of Hilbert ternary algebras in Definition 3.3.1, a linear operator
C on a Jordan triple system V is called a centralizer if
C{x, y, z} = {Cx, y, z}
for all x, y, z ∈ V . We denote by Z(V ) the algebra of centralizers on V where as
usual, the product is the composition of operators.
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Lemma 4.1.15. Let V be a Jordan tripe system. Then for each C ∈ Z(V ), we
have
C{x, {a, b, c}, z} = {x, {a, Cb, c}, z}
for all a, b, c, x, z ∈ V .
Proof. The Jordan triple identity can be written as
{x, {b, a, y}, z} = −{a, b, {x, y, z}}+ {{a, b, x}, y, z}+ {x, y, {a, b, z}}
for a, b, x, y, z ∈ V . Now replace a by Ca, we have
{x, {b, Ca, y}, z}
= −{Ca, b, {x, y, z}}+ {{Ca, b, x}, y, z}+ {x, y, {Ca, b, z}}
= C(−{a, b, {x, y, z}}+ {{a, b, x}, y, z}+ {x, y, {a, b, z}})
= C{x, {b, a, y}, z}.
Lemma 4.1.16. For any Jordan triple system V , the following statements are
equivalent.
(i) V is abelian.
(ii) a b ∈ Z(V ) for all a, b ∈ V .
Proof. (i)⇒ (ii). Let a, b ∈ V . Since V is abelian, for x, y, z ∈ V , we have
(a b){x, y, z} = {a, b, {x, y, z}}
= {{a, b, x}, y, z}
= {(a b)x, y, z}
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and
(a b){x, y, z} = (a b){z, y, x}
= {(a b)z, y, x}
= {x, y, (a b)z}
which imply a b ∈ Z(V ) for all a, b ∈ V .
(ii)⇒ (i). For all a, b, x, y, z ∈ V , we get
{a, b, {x, y, z}} = {{a, b, x}, y, z}
since a b is a centralizer.
Definition 4.1.17. A triple isomorphism between Jordan triple systems (V, {·, ·, ·})
and (W, {·, ·, ·}′) is a linear bijection τ : V −→ W satisfying
τ{x, y, z} = {τx, τy, τz}′
for all x, y, z ∈ V . A triple isomorphism from V onto itself is called a triple
automorphism.
4.2 Inner derivations on Jordan triples
To discuss analysis in Jordan triples, we need to consider their topological stru-
tures and continuity of various mappings on them. It has been shown in [9] that a
normed and non-degenerate Jordan triple V admits continuous inner derivations
if and only if the symmetric part s(V ) of its TKK Lie algebra g(V ) is a normed Lie
algebra. In this section, we improve this result by removing the non-degenerate
condition on V .
Let V be a Jordan triple system equipped with a norm and let B(V ) be the
normed space of continuous linear operators on V . We call V (topologically)
simple if {V, V, V } 6= 0 and, {0} and V are the only closed triple ideals of V .
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Definition 4.2.1. A normed Lie algebra is a Lie algebra g which is a normed
linear space such that the Lie product is continuous, that is, there is some C > 0
such that
‖[X, Y ]‖ ≤ C‖X‖‖Y ‖ (X, Y ∈ g).
Let V be a Jordan triple system and
g(V ) = V−1
⊕
V0
⊕
V1
the corresponding TKK Lie algebra with involution θ, as constructed in Theorem
4.1.6 where V0 = Ind(V, V ). The symmetric part of g(V ) is defined to be
s(V ) =
{
(x, (h+, h−),−x) : x ∈ V, θ(h+, h−) = (h+, h−)} .
The condition θ(h+, h−) = (h+, h−) implies that h+ = h−, by (4.2). In particular,
if h+ =
∑n
i=1 ai bi, then h
+ = h− = −∑ni=1 bi ai implies 2h+ = ∑ni=1(ai bi −
bi ai). Hence we can write s(V ) as follows
s(V ) =
{
(x, (h, h),−x) : h =
n∑
i=1
(ai bi − bi ai), x, ai, bi ∈ V
}
.
A straightforward computation shows that s(V ) is a Lie subalgebra of g(V ).
Note that the restriction of θ to s(V ), also denoted by θ, is an involution on s(V ).
Analogous to Hilbert ternary algebras, an inner derivation of a Jordan triple
system V is a linear map d(x, y) : V −→ V of the form
d(x, y) = x y − y x (x, y ∈ V ).
For each (0, (h, h), 0) ∈ s(V ), we can write h = ∑ni=1 d(ai, bi) in terms of the inner
derivations.
We show that the symmetric part (s(V ), θ) is a normed Lie algebra if and
only if V has continuous inner derivations. The following result is proved in [9]
for non-degenerate Jordan triple systems. However, the proof also applies to the
case without the assumption of non-degeneracy.
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Proposition 4.2.2. Let V be a Jordan triple system and g(V ) = V−1
⊕
V0
⊕
V1
its TKK Lie algebra in Theorem 4.1.6, with symmetric part s(V ). The following
conditions are equivalent.
(i) s(V ) is a normed Lie algebra.
(ii) V is a normed linear space such that the bilinear map d : (x, y) ∈ V ×V 7−→
d(x, y) ∈ B(V ) is well-defined and continuous.
Proof. (i)⇒ (ii). Let (s(V ), ‖·‖s(V )) be a normed Lie algebra such that ‖[X, Y ]‖s(V ) ≤
C‖X‖s(V ) ‖Y ‖s(V ) for some C > 0 and X, Y ∈ s(V ). We define a norm on V by
2 ‖x‖ = ‖(x, 0,−x)‖s(V )
for all x ∈ V . We first show that the inner derivation d(x, y) = x y − y x :
V −→ V is ‖ · ‖-continuous. For all x, y, z ∈ V , we have
2 ‖d(x, y)(z)‖ = ‖(d(x, y)(z), 0,−d(x, y)(z))‖s(V )
= ‖[(0, (d(x, y), d(x, y)), 0), (z, 0,−z)]‖s(V )
= ‖[[(y, 0,−y), (x, 0,−x)], (z, 0,−z)]‖s(V )
≤ C ‖[(y, 0,−y), (x, 0,−x)]‖s(V ) ‖(z, 0,−z)‖s(V )
≤ C2 ‖(y, 0,−y)‖s(V ) ‖(x, 0,−x)‖s(V ) ‖(z, 0,−z)]‖s(V )
= 8C2 ‖y‖‖x‖‖z‖.
This proves that d(x, y) is continuous on V and moreover, d : V ×V −→ B(V ) is
well-defined and continuous.
(ii)⇒ (i). Let V be equipped with a norm ‖·‖V such that the inner derivation
map d : V × V −→ B(V ) is continuous and let C > 0 be such that
‖d(x, y)‖ ≤ C‖x‖V ‖y‖V (x, y ∈ V ).
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Then each h ∈ V V with
h =
n∑
i=1
d(ai, bi) : V −→ V
is a continuous linear map with norm ‖h‖ ≤∑ni=1 ‖d(ai, bi)‖. We define a norm
on the Lie algebra s(V ) by
‖(x, (h, h),−x)‖s(V ) = 2 ‖x‖V +
√
2 ‖h‖
for all (x, (h, h),−x) ∈ s(V ). Let x⊕ (h, h)⊕−x and y⊕ (g, g)⊕−y be in s(V ).
Then we have
‖[x⊕ (h, h)⊕−x, y ⊕ (g, g)⊕−y]‖s(V )
= ‖(h(y)− g(x), ([h, g], [h, g]) + dx(−y) − dy(−x), h(−y)− g(−x))‖s(V )
= ‖(h(y)− g(x), ([h, g] + y x− x y, [h, g] + y x− x y),−(h(y)− g(x)))‖s(V )
= 2 ‖h(y)− g(x)‖V +
√
2 ‖hg − gh+ y x− x y‖
≤ 2 ‖h‖‖y‖V + 2 ‖g‖‖x‖V + 2
√
2 ‖h‖‖g‖+ C
√
2 ‖x‖V ‖y‖V
≤ (2 + C) ‖x⊕ (h, h)⊕−x‖s(V )‖y ⊕ (g, g)⊕−y‖s(V ).
Therefore s(V ) is a normed Lie algebra.
Remark 4.2.3. In the sequel, if a Jordan triple system V is equipped with a
norm ‖ · ‖, then we will always equip the Lie algebra s(V ) with the norm ‖ · ‖s(V )
defined above.
Example 4.2.4. Let V be the Jordan triple system
V =

 0 x
0 y
 : x, y ∈ R
 ⊂M2(R)
with the triple product defined by {A,B,C} = 1
2
ABC + 1
2
CBA and the inner
product 〈A,B〉 = Trace(A∗B) for A,B,C ∈ V . Then V is degenerate since, for
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example, 
 0 1
0 0
 ,
 0 x
0 y
 ,
 0 1
0 0
 = 0
for any x, y ∈ V . Let
g(V ) = V
⊕
Ind(V, V )
⊕
V
be the canonical TKK Lie algebra of V with involution θ given by
θ
(
n∑
i=1
Ai Bi
)
= −
n∑
i=1
Bi Ai
for all Ai, Bi ∈ V .
Direct computation shows that the box operator A B : V −→ V has matrix
representation
A B =
1
2
 a2b2 a1b2
0 2a2b2
 (4.4)
with respect to the basis

 0 1
0 0
 ,
 0 0
0 1
, where A =
 0 a1
0 a2
 and
B =
 0 b1
0 b2
. Let
s(V ) =
{
(X, (h+, h−),−X) : θ(h+, h−) = (h+, h−) ∈ Ind(V, V ), X ∈ V }
be the symmetric part of g(V ). It follows from (4.4) that A B = −B A = 0 for
all A,B ∈ V . Hence
s(V ) = {(X, (0, 0),−X) : X ∈ V } .
Example 4.2.5. Consider R as a (non-degenerate) Jordan triple system with the
inner product 〈x, y〉 = xy and the triple product {x, y, z} = xyz for x, y, z ∈ R.
By Remark 4.1.10, the TKK Lie algebra (g(R), θ) is given by
g(R) = R
⊕
R R
⊕
R
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θ(a⊕ b⊕ c) = c⊕−b⊕ a.
Each box operator a b : R −→ R is represented by the 1× 1 matrix (ab) and we
can identify R R with R. The TKK Lie product, as in (4.1), is given by
[(a, b, c), (x, y, z)] = (bx− ay, az − cx, cy − bz)
for a, b, c, x, y, z ∈ R (cf. [9]). In fact, g(R) is isomorphic to the cross product Lie
algebra R3 via the Lie isomorphism
ϕ : (a, b, c) ∈ g(R) 7−→ (c, b, a) ∈ R3.
The TKK Lie algebra g(R) is canonical. The symmetric part of g(R) is given by
s(R) = {(a, 0,−a) : a ∈ R} .
Example 4.2.6. Let V be the Jordan triple system
V =

 y x
x −y
 : x, y ∈ R
 ⊂M2(R)
with the triple product defined by {A,B,C} = 1
2
ABC + 1
2
CBA for A,B,C ∈
V . Then V is non-degenerate. By Theorem 4.1.6 and Remark 4.1.10, g(V ) =
V
⊕
V V
⊕
V is the TKK Lie algebra of V with involution θ given by
θ
(
n∑
i=1
Ai Bi
)
= −
n∑
i=1
Bi Ai
for all Ai, Bi ∈ V . Direct computation shows that the box operator A B : V −→
V is exactly the left multiplication by the matrix AB, that is,
(A B)(X) = ABX (X ∈ V ).
Consider V as a real Hilbert space with the inner product
〈A,B〉 = Trace(A∗B) (A,B ∈ V )
111
and basis

 0 1
1 0
 ,
 1 0
0 −1
.
We can embed V into B(V ) by v = (a1, a2) 7→
 a1 a2
0 0
 ∈ B(V ) where v
is a linear combination of the above basis elements with coefficients a1, a2 ∈ R,
and B(V ) identifies with the space M2(R) of 2× 2 real matrices.
With respect to the above basis the box operator A B : V −→ V can be
represented by the matrix a2b2 + a1b1 a2b1 − a1b2
a1b2 − a2b1 a1b1 + a2b2
 (4.5)
where A =
 a2 a1
a1 −a2
 and B =
 b2 b1
b1 −b2
. We have the embedding
g(V ) = V
⊕
V V
⊕
V ↪→ B(V )
⊕
B(V )
⊕
B(V ).
Let
s(V ) = {(X,Z,−X) : θZ = Z ∈ V V, X ∈ V }
be the symmetric part of g(V ). Let Z = A B ∈ V V . Then θZ = Z implies
−B A = A B. It follows from (4.5) that Z =
 0 z
−z 0
 for some z ∈ R.
Hence every element in s(V ) has the form
y x
x −y
0 0
0
0 z
−z 0
0
0 0
−y −x
−x y

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where x, y, z ∈ R. Note that g(V ) is not canonical since y x
x −y
 ,
 b a
a −b
 =
 0 2(ay − bx)
2(bx− ay) 0

implies [V, V ] 6= V V = g0 in g(V ).
By [9, Theorem 4.7], the symmetric parts s(V ) in the above three examples
correspond to the Lie algebras of Riemannian symmetric manifolds.
4.3 Jordan Hilbert triples
Jordan triples which are Hilbert spaces are called Jordan Hilbert triples. They
occur in the study of infinite dimensional manifolds (see [9]). In this section, we
study the structures of a subclass of Jordan Hilbert triples, namely, the JH-triples
introduced in [9].
Proposition 4.3.1. Let (V, 〈·, ·〉, {·, ·, ·}) be a Jordan Hilbert triple which satisfies
〈{a, b, x}, x〉 = 〈x, {b, a, x}〉 (4.6)
for all a, b, x ∈ V . Then (V, 〈·, ·〉) is a Hilbert ternary algebra with the ternary
product defined by
[a, b, x]d = d(a, b)x (a, b, x ∈ V )
where d(a, b) = a b− b a is an inner derivation.
Proof. We first observe that condition (4.6) is equivalent to
〈d(a, b)x, y〉 = 〈x, d(b, a)y〉 (a, b, x, y ∈ V ). (4.7)
Indeed, given (4.6), the following identity
〈(a b)(x+ y), x+ y〉 = 〈x+ y, (b a)(x+ y)〉
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implies 〈(a b)x, y〉+ 〈(a b)y, x〉 = 〈x, (b a)y〉+ 〈y, (b a)x〉 and hence
〈(a b)x, y〉 − 〈(b a)x, y〉 = 〈x, (b a)y〉 − 〈x, (a b)y〉.
Conversely, the above identity clearly implies (4.6) and 〈d(a, b)x, x〉 = 0 for all
a, b, x ∈ V .
By the above remark, we already have
〈[a, b, x]d, y〉 = 〈x, [b, a, y]d〉
for all a, b, x, y ∈ V . Using the identity
d(a, b)x = d(a, x)b+ d(x, b)a,
we have
〈x, [b, a, y]d〉 = 〈x, d(b, a)y〉
= 〈x, d(y, a)b+ d(b, y)a〉
= 〈d(a, y)x, b〉+ 〈d(y, b)x, a〉
= 〈d(a, x)y, b〉+ 〈d(x, y)a, b〉+ 〈d(x, b)y, a〉+ 〈d(y, x)b, a〉
= 2〈a, d(y, x)b〉+ 〈y, d(x, a)b〉+ 〈y, d(b, x)a〉
= 2〈a, d(y, x)b〉+ 〈y, d(b, a)x〉
= 2〈a, d(y, x)b〉 − 〈d(b, a)y, x〉
= 2〈a, d(y, x)b〉 − 〈x, d(b, a)y〉
which gives 〈x, [b, a, y]d〉 = 〈a, [y, x, b]d〉.
The ternary product [·, ·, ·]d in Proposition 4.3.1 has been introduced in [8] to
study the structure of a JH-triple (V, {·, ·, ·}), we call [·, ·, ·]d the derived ternary
product of (V, {·, ·, ·}), and call (V, 〈·, ·〉, [·, ·, ·]d) the derived Hilbert ternary algebra
of (V, 〈·, ·〉, {·, ·, ·}).
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Corollary 4.3.2. Let (V, 〈·, ·〉, {·, ·, ·}) be the Jordan Hilbert triple in Proposition
4.3.1. Then every inner derivation on V is continuous.
Proof. By Proposition 4.3.1, (V, 〈·, ·〉, [·, ·, ·]d), with the derived ternary product
[·, ·, ·]d, is a Hilbert ternary algebra. Then the inner derivation d(a, b) is the left
multiplication operator d(a, b)x = [a, b, x]d on this Hilbert ternary algebra and by
Proposition 3.1.10, it is continuous.
Given the Jordan Hilbert triple V in Proposition 4.3.1 and Corollary 4.3.2,
the continuity of the derivations d(a, b) is not sufficient for the symmetric part
s(V ) to be a normed Lie algebra. For this, as shown in Proposition 4.2.2, we need
continuity of the map (a, b) ∈ V × V 7−→ d(a, b) ∈ B(V ). This motivates the
following definition.
Definition 4.3.3. A Jordan Hilbert triple (V, 〈·, ·〉, {·, ·, ·}) is called a JH-triple
if its triple product {·, ·, ·} is continuous and the inner product 〈·, ·〉 satisfies
condition (4.6) above.
This definition is more general than the one given in [9] where non-degeneracy
is assumed in the definition of a JH-triple.
Let V be a JH-triple and g(V ) = V
⊕
Ind(V, V )
⊕
V be the corresponding
TKK Lie algebra with involution θ. The symmetric part is given by
s(V )
=
{
(x, (h, h),−x) : h =
n∑
i=1
d(ai, bi), x, ai, bi ∈ V
}
=
{
(0, (h, h), 0) : h =
n∑
i=1
d(ai, bi), ai, bi ∈ V
}⊕
{(x, 0,−x) : x ∈ V }
= k⊕ p
where k is the 1-eigenspace and p is the (−1)-eigenspace of the involution θ. Since
115
we have
‖d(a, b)‖ ≤ C ‖a‖ ‖b‖ (a, b ∈ V )
for some constant C > 0, (s(V ), ‖ · ‖s(V )) is a normed Lie algebra by Proposition
4.2.2. By the definition of the norm ‖ · ‖s(V ) on s(V ), the inherited norm on p is
given by
‖(x, 0,−x)‖ = 2 ‖x‖V .
Since V is a Hilbert space, (p, ‖ · ‖) is complete. We have
k ⊂ Ind(V, V ) ⊂ (V V )2 ⊂ B(V )2.
Let k be the closure of k in B(V )2 where B(V )2 is equipped with the norm
‖(h, k)‖ = max{‖h‖, ‖k‖}. Then the direct sum
s(V ) = k⊕ p
with the obvious norm (cf. Remark 4.2.3) is called the completion of s(V ). Since
the Lie product is continuous on s(V ), it can be extended to a Lie product on
s(V ).
The following result characterises JH-triples in terms of their TKK Lie al-
gebras. It is an improvement of the result in [9, Lemma 3.7] from which the
non-degenerate assumption is removed.
Theorem 4.3.4. Let V be a normed Jordan triple in which the triple product
is continuous. Let s(V ) be the symmetric part of the TKK Lie algebra of V
with eigenspace decomposition s(V ) = k ⊕ p. Then the following conditions are
equivalent.
(i) V is a JH-triple.
(ii) s(V ) = k ⊕ p is a normed Lie algebra such that p is a Hilbert space in the
inherited norm and the completion s(V ) = k⊕ p is orthogonal with respect
to the inner product 〈·, ·〉p of p.
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Proof. (i)⇒ (ii). By the above remark, the symmetric part s(V ) = k ⊕ p is a
normed Lie algebra and p = {(x, 0,−x) ∈ s(V ) : x ∈ V } is complete in the norm
‖(x, 0,−x)‖s(V ) = 2 ‖x‖V (x ∈ V )
where ‖ · ‖V is the Hilbert space norm of V . Let 〈·, ·〉V be the inner product of
V . It induces an inner product 〈·, ·〉p : p× p −→ R defined by
〈(x, 0,−x), (y, 0,−y)〉p = 4 〈x, y〉V
and (p, 〈·, ·〉p) is a Hilbert space. For
Z = (0, (h, h), 0) ∈ k =
{
(0, (h, h), 0) : h =
n∑
i=1
d(ai, bi), ai, bi ∈ V
}
,
we have
〈[Z, (u, 0,−u)], (u, 0,−u)〉p = 〈(h(u), 0,−h(u)), (u, 0,−u)〉p
= 〈h(u), u〉V = 0 (4.8)
where for h =
∑n
i=1 d(ai, bi) with ai, bi ∈ V , we have
〈h(u), u〉 =
n∑
i=1
〈d(ai, bi)u, u〉V
=
n∑
i=1
(〈(ai bi)u, u〉V − 〈(bi ai)u, u〉V )
=
n∑
i=1
(〈(ai bi)u, u〉V − 〈u, (ai bi)u〉V )
= 0.
It follows that, for Z ∈ k ⊂ B(V )× B(V ), we also have
〈[Z, (u, 0,−u)], (u, 0,−u)〉p = 0
by (4.8) and continuity of the triple product. Therefore (s(V ), θ) is orthogonal
with respect to 〈·, ·〉p.
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(ii)⇒ (i). Let 〈·, ·〉p be the inner product on p such that 〈[Z,X], X〉p = 0 for
all Z ∈ k and X ∈ p. Define an inner product on V by
〈x, y〉 := 〈(x, 0,−x), (y, 0,−y)〉p.
Then (V, 〈·, ·〉) is a Hilbert space. Let h = d(a, b) with a, b ∈ V . Then (0, (h, h), 0) ∈
k and for any x ∈ V , we have 〈h(x), x〉 = 0 since
0 = 〈[(0, (h, h), 0), (x, 0,−x)], (x, 0,−x)〉p
= 〈(h(x), 0,−h(x)), (x, 0,−x)〉p
= 〈h(x), x〉.
Hence 〈(a b)x, x〉 − 〈(b a)x, x〉 = 0, that is,
〈(a b)x, x〉 = 〈x, (b a)x〉 (∀a, b, x ∈ V ).
Therefore (V, 〈·, ·〉) is a JH-triple.
For a JH-triple V , we define
Z(V ) = {a ∈ V : a b = b a, ∀b ∈ V }
which is a closed subspace of V . Given a ∈ Z(V ), we have
{a, b, x} = {a, x, b}
for all b, x ∈ V . In fact, {a, b, x} = {b, a, x} = {x, a, b} = {a, x, b}.
Lemma 4.3.5. If (V, 〈·, ·〉, {·, ·, ·}) is a JH-triple and [·, ·, ·]d the derived ternary
product on V , then Z(V ) is exactly the annihilator of the Hilbert ternary algebra
(V, 〈·, ·〉, [·, ·, ·]d).
Proof. Let a ∈ Z(V ). Then a b = b a for any b ∈ V and we have
[a, b, x]d = d(a, b)x = (a b− b a)x = 0
for all b, x ∈ V . The converse can be proved easily.
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We call a linear operator D : V −→ V on a JH-triple V a derivation if it
satisfies
D{x, y, z} = {Dx, y, z}+ {x,Dy, z}+ {x, y,Dz}
for all x, y, z ∈ V .
We give below an interesting application of the derived Hilbert ternary struc-
ture in a JH-triple.
Proposition 4.3.6. Every derivation on a JH-triple V with Z(V ) = {0} is
continuous.
Proof. Let D be a derivation on a JH-triple V with inner product 〈·, ·〉 and triple
product {·, ·, ·}. Let [·, ·, ·]d be the derived ternary product on V . We have, for
all x, y, z ∈ V ,
D[x, y, z]d = D(d(x, y)z)
= D{x, y, z} −D{y, x, z}
= {Dx, y, z}+ {x,Dy, z}+ {x, y,Dz}
−{Dy, x, z} − {y,Dx, z} − {y, x,Dz}
= d(Dx, y)z + d(x,Dy)z + d(x, y)Dz
= [Dx, y, z]d + [x,Dy, z]d + [x, y,Dz]d
which shows that D is a derivation on the Hilbert ternary algebra (V, [·, ·, ·]d). By
Lemma 4.3.5, the Hilbert ternary algebra (V, [·, ·, ·]d) has zero annihilator. Hence
D is continuous on V by Theorem 3.3.14.
Definition 4.3.7. We define a JH∗-triple to be a Hermitian Jordan triple V
which is also a complex Hilbert space and the inner product 〈·, ·〉 satisfies
〈(a b)x, x〉 = 〈x, (b a)x〉 (4.9)
for all a, b, x ∈ V .
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By restricting to the real scalars and real part of the inner product, a JH∗-
triple can be regarded as a (real) JH-triple.
We say that the inner product in a Jordan Hilbert triple V is associative if
〈{a, b, x}, y〉 = 〈x, {b, a, y}〉
holds for all a, b, x, y ∈ V .
For a complex Jordan Hilbert triple V , associativity of the inner product is
equivalent to condition (4.9). Indeed, assume (4.9), then for a, b ∈ V , we have
〈(a b)(x+ y), x+ y〉 = 〈x+ y, (b a)(x+ y)〉
〈(a b)(x+ iy), x+ iy〉 = 〈x+ iy, (b a)(x+ iy)〉
for all x, y ∈ V , which imply
〈(a b)x, y〉+ 〈(a b)y, x〉 = 〈x, (b a)y〉+ 〈y, (b a)x〉
−〈(a b)x, y〉+ 〈(a b)y, x〉 = −〈x, (b a)y〉+ 〈y, (b a)x〉.
Therefore 〈(a b)x, y〉 = 〈x, (b a)y〉 for all a, b, x, y ∈ V .
Hence a JH∗-triple always has an associative inner product. However, we
will give examples to show that the inner product in a JH-triple need not be
associative.
A real JH∗-triple is defined to be a (real) JH-triple with an associative inner
product.
We note that a JH-triple (V, 〈·, ·〉, {·, ·, ·}) with associative inner product is a
real Hilbert ternary algebra (cf. Definition 3.1.1). Conversely, an abelian Hilbert
ternary algebra (V, [·, ·, ·]) is a JH-triple if the ternary product satisfies
[x, y, z] = [z, y, x] (x, y, z ∈ V ).
Remark 4.3.8. Given an element a in a JH-triple (V, {·, ·, ·}), we have [a, a, x]d =
d(a, a)x = 0 for all x ∈ V . Hence the derived Hilbert ternary algebra (V, [·, ·, ·]d)
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contains no nonzero tripotent. Therefore the derived Hilbert ternary algebra
(V, [·, ·, ·]d) cannot be an abelian Hilbert ternary algebra by Corollary 3.4.4.
Lemma 4.3.9. Let (V, {·, ·, ·}) be a JH-triple and let (V, [·, ·, ·]d) be the derived
Hilbert ternary algebra defined in Proposition 4.3.1. The following are equivalent.
(i) [x, y, z]d = [z, y, x]d for all x, y, z ∈ V .
(ii) (V, [·, ·, ·]d) is a real JH∗-triple.
(iii) (V, {·, ·, ·}) is flat.
(iv) (V, [·, ·, ·]d) is a degenerate JH-triple or V = {0}.
Proof. (i)⇒ (ii). Applying the Jordan triple identity for the triple product
{·, ·, ·}, we have
[a, b, [x, y, z]d]d = {a, b, {x, y, z}} − {a, b, {y, x, z}}
−{b, a, {x, y, z}}+ {b, a, {y, x, z}}
= {{a, b, x}, y, z} − {x, {b, a, y}, z}+ {x, y, {a, b, z}}
−{{a, b, y}, x, z}+ {y, {b, a, x}, z} − {y, x, {a, b, z}}
−{{b, a, x}, y, z}+ {x, {a, b, y}, z} − {x, y, {b, a, z}}
+{{b, a, y}, x, z} − {y, {a, b, x}, z}+ {y, x, {b, a, z}}
= {[a, b, x]d, y, z} − {x, [b, a, y]d, z}+ {x, y, [a, b, z]d}
+{[b, a, y]d, x, z} − {y, [a, b, x]d, z} − {y, x, [a, b, z]d}
= [[a, b, x]d, y, z]d − [x, [b, a, y]d, z]d + [x, y, [a, b, z]d]d
for all a, b, x, y, z ∈ V . Hence [·, ·, ·]d satisfies the Jordan triple identity and
(V, [·, ·, ·]d) is a Jordan triple. Since (V, [·, ·, ·]d) is a Hilbert ternary algebra, the
inner product in V is associative with respect to [·, ·, ·]d. Therefore (V, [·, ·, ·]d) is
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a real JH∗-triple.
(ii)⇒ (iii). We have [x, y, z]d = [z, y, x]d for all x, y, z ∈ V , that is,
{x, y, z} − {y, x, z} = {z, y, x} − {y, z, x}
which implies {y, x, z} = {y, z, x}. Hence z x = x z for all x, z ∈ V and V is
flat.
(iii)⇒ (iv). We have [a, b, x]d = 0 for all a, b, x ∈ V since (V, {·, ·, ·}) is flat.
(iv)⇒ (i). By the definition of a Jordan triple, [x, y, z]d = [z, y, x]d for all
x, y, z ∈ V .
Lemma 4.3.10. Every one dimensional JH-triple has associative inner product
and is flat.
Proof. Let V be a one dimensional JH-triple. We show
〈(a b)x, y〉 = 〈x, (b a)y〉
for all a, b, x, y ∈ V . Let V = Rv and v 6= 0. Then x = αv and y = βv for
some real numbers α, β. The above identity always holds since 〈(a b)x, y〉 =
αβ〈(a b)v, v〉 = αβ〈v, (b a)v〉 = 〈x, (b a)y〉.
Similar argument proves that x y = y x for all x, y ∈ V .
Now we give examples of JH-triples of every dimension ≥ 2, in which the
inner product is not associative.
Example 4.3.11. Consider the complex numbers C with the real inner product
〈x, y〉 = Re(xy) and triple product {x, y, z} = xyz. Then C is a flat JH-triple
where the inner product is not associative. For instance, if a = 2, b = y = i and
x = 3, we have 〈(a b)x, y〉 = 〈6i, i〉 = 6 6= −6 = 〈3,−2〉 = 〈x, (b a)y〉.
Example 4.3.11 shows that flatness of a JH-triple does not always imply
associativity of its inner product.
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Example 4.3.12. Let R3 = {(a, b, c) : a, b, c ∈ R} with the usual inner product
〈(a, b, c), (x, y, z)〉 = ax+ by + cz
and triple product defined by
{(a, b, c), (x, y, z), (u, v, w)} = ((ax−by)u−(ay+bx)v, (ax−by)v+(ay+bx)u, czw).
Then R3 is a flat JH-triple. In fact, if we consider R3 = C
⊕
R as a vector space
direct sum, then the triple product defined above is the direct sum of the triple
product {p, q, r} = pqr in C and the usual triple product in R. In this case, the
above inner product is not associative.
Example 4.3.13. Let H be the real Hilbert space of quaternions with basis
{1, i, j, k}. One can define the canonical triple product on H by
{x, y, z} = 1
2
xyz +
1
2
zyx.
Equip H with the usual inner product 〈x, y〉 = Re(xy¯). Then for x = x0 + x1i+
x2j + x3 k, we have Re(xyx¯) =
∑3
n=0 xnRe(y)xn. Using this, it can verified that
〈{a, b, x}, x〉 = 〈x, {b, a, x}〉
for a, b, x ∈ H. Therefore H with the above canonical triple product is a JH-
triple.
It is not flat and its inner product is not associative. Indeed, let a = i and
b = j. Then (a b)(i) = j 6= −j = (b a)(i) and 〈(2 k)(1 + 2k), 3〉 = −12 6= 12 =
〈1 + 2k, (k 2)3〉.
We show that H is simple. Let I 6= {0} be a closed triple ideal of H. Fix
0 6= b ∈ I. Then for any x ∈ H, we have
{x,H, b}+ {x, b,H} ⊂ I.
Hence 1
2
xhb + 1
2
bhx + 1
2
xbh + 1
2
hbx ∈ I for any h ∈ H. Let h = b. We get
2‖b‖2x ∈ I which implies x ∈ I. Therefore I = H and H is simple.
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Example 4.3.14. Let H be the JH-triple defined in Example 4.3.13. Then
Hn = {(a1, · · · , an) : ai ∈ H} with the inner product
〈(a1, · · · , an), (b1, · · · , bn)〉 = Re
n∑
i=1
aib¯i
and the coordinatewise triple product
{(a1, · · · , an), (b1, · · · , bn), (c1, · · · , cn)} = ({a1, b1, c1}, · · · , {an, bn, cn})
is a JH-triple in which the inner product is not associative.
Given JH-triples V1, V2, · · · , Vn, we define the JH-triple structure on the
direct sum
⊕
i Vi and the tensor product
⊗
i Vi coordinatewise. Then
⊕
i Vi is a
real JH∗-triple if, and only if, each Vi is such. The same holds for tensor products.
Example 4.3.15. Let V =
⊕
α∈I Vα be a Hilbert space direct sum, where each
Vα = H for all α in an infinite set I. We note that the triple product on H is
continuous. In fact, we have ‖xy‖ = ‖x‖ ‖y‖ for all x, y ∈ H and ‖{x, y, z}‖ ≤
‖x‖ ‖y‖ ‖z‖ where x, y, z ∈ H. Hence the coordinatewise triple product
{(xα)α∈I, (yα)α∈I, (zα)α∈I} = ({xα, yα, zα})α∈I
on V is well-defined since
‖{(xα)α∈I , (yα)α∈I , (zα)α∈I}‖2 =
∑
α∈I
‖{xα, yα, zα}‖2
≤
∑
α∈I
‖xα‖2‖yα‖2‖zα‖2
< ∞.
Then V is an infinite dimensional JH-triple in which the inner product is not
associative.
Let V be a JH-triple and a ∈ V . The smallest closed subtriple V (a) of V
containing a is the norm closed real linear span of the odd powers a1 = a, a3 =
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{a, a, a}, a5 = {a3, a, a}, · · · . It is a JH-triple with the inherited inner and triple
products. The JH-triple V (a) is flat by power associativity of the triple product.
Lemma 4.3.16. Let V be a JH-triple and a ∈ V . Then the inner product of
V (a) is associative if and only if a a : V (a) −→ V (a) is a symmetric operator.
Proof. It suffices to prove the sufficiency. If the box operator a a is symmetric
on V (a), then by power associativity of the triple product and induction, an a
is also symmetric for odd n. Power associativity also implies that
an am = an+m+1 a
for odd n and m. Hence an am : V (a) −→ V (a) is symmetric.
Since V (a) is the real closed linear span of odd powers of a, it follows from
continuity of the triple product that
〈(x y)z, w〉 = 〈z, (y x)w〉
for all x, y, z, w ∈ V (a).
Example 4.3.17. Let M2(R) be the Jordan Hilbert triple of 2× 2 real matrices,
with the usual triple product {A,B,C} = 1
2
ABC + 1
2
CBA and inner product
〈A,B〉 = Trace(AB∗). Let a =
 1 1
0 1
 ∈ M2(R). Then the closed subtriple
V (a) generated by a is a JH-triple. However, the inner product in V (a) is not
associative. We have 〈(a a)a, a3〉 = 11 6= 7 = 〈a, (a a)a3〉.
Proposition 4.3.18. Let V be a JH-triple. Then the following statements are
equivalent.
(i) V is simple and abelian with associative inner product.
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(ii) V is the one dimensional space R equipped with the usual triple product
{x, y, z} = ±xyz and inner product
〈x, y〉k = k xy (x, y ∈ R)
for some k > 0.
Proof. (i)⇒ (ii). Let (V, {·, ·, ·}) have associative inner product. Then it is a
Hilbert ternary algebra. Further, if it is simple and abelian, then there is a
ternary isomorphism τ : V −→ Ck2 (H,K)± with
τ{x, y, z} = (τx)(τy)∗(τz),
where H and K are F-Hilbert spaces with F = R, C or H, and k > 0 by Theorem
3.4.15. This implies [a, b, c] = ab∗c = cb∗a in Ck2 (H,K)± and it is only possible if
dimH = dimK = 1. Indeed, suppose dimH ≥ 2. Let e1 and e2 be two nonzero
orthonormal vectors in H. Pick f ∈ K with ‖f‖ = 1. Then we have
[f ⊗ e2, f ⊗ e1, f ⊗ e1] = 0 and [f ⊗ e1, f ⊗ e1, f ⊗ e2] = f ⊗ e2.
Since the triple product in V is symmetric in outer variables, we have f ⊗ e2 = 0.
This gives f〈h, e2〉 = 0 and hence 〈h, e2〉 = 0 for all h ∈ H. Therefore e2 = 0
which is a contradiction. Likewise dimK = 1. Since the identity ab∗c = cb∗a is
not true in Ck2 (C) = Ck2 (R2) and Ck2 (H) = Ck2 (R4), we have H = K = R.
(ii)⇒ (i). The one dimensional space (R, 〈·, ·〉k, {·, ·, ·}) is a simple abelian
JH-triple and its inner product is associative by Lemma 4.3.10.
We have seen in Proposition 4.3.1 that if (V, {·, ·, ·}) is a JH-triple, then V
is a Hilbert ternary algebra in the derived ternary product [a, b, x]d := d(a, b)x.
Conversely, every abelian Hilbert ternary algebra gives rise to a JH-triple.
The following result has been proved in [8], we include the proof for complete-
ness.
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Proposition 4.3.19. Let (V, [·, ·, ·]) be an abelian Hilbert ternary algebra. Then
V is a real JH∗-triple under the symmetrized ternary product
{x, y, z}s := 1
2
[x, y, z] +
1
2
[z, y, x]
where x, y, z ∈ V . Moreover, if V is simple with respect to [·, ·, ·], then V is simple
with respect to {·, ·, ·}s.
Proof. Continuity of the triple product {·, ·, ·}s follows from that of the ternary
product [·, ·, ·], by Proposition 3.1.10. For all a, b, x, y, z ∈ V , we have
{a, b, {x, y, z}s}s
=
1
4
([a, b, [x, y, z]] + [[x, y, z], b, a] + [a, b, [z, y, x]] + [[z, y, x], b, a])
and since the ternary product [·, ·, ·] is abelian, we deduce that
{{a, b, x}s, y, z}s − {x, {b, a, y}s, z}s + {x, y, {a, b, z}s}s
=
1
4
(
[[a, b, x], y, z] + [z, y, [a, b, x]] + [[x, b, a], y, z] + [z, y, [x, b, a]]
−[x, [b, a, y], z]− [z, [b, a, y], x]− [x, [y, a, b], z]− [z, [y, a, b], x]
+[x, y, [a, b, z]] + [[a, b, z], y, x] + [x, y, [z, b, a]] + [[z, b, a], y, x]
)
=
1
4
(
[a, b, [x, y, z]] + [z, [b, a, y], x] + [x, [y, a, b], z] + [[z, y, x], b, a]
−[x, [b, a, y], z]− [z, [b, a, y], x]− [x, [y, a, b], z]− [z, [y, a, b], x]
+[x, [b, a, y], z] + [a, b, [z, y, x]] + [[x, y, z], b, a] + [z, [y, a, b], x]
)
= {a, b, {x, y, z}s}s
by canceling terms of opposite sign. Hence {·, ·, ·}s satisfies the Jordan triple
identity. Evidently, the triple product {·, ·, ·}s is symmetric in the first and third
variables. If a, b, x, y ∈ V , then
〈{a, b, x}s, y〉 = 1
2
〈[a, b, x], y〉+ 1
2
〈[x, b, a], y〉
=
1
2
〈x, [b, a, y]〉+ 1
2
〈x, [y, a, b]〉
= 〈x, {b, a, y}s〉.
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Hence (V, {·, ·, ·}s) is a JH-triple with associative inner product.
Now let V be a simple Hilbert ternary algebra with respect to [·, ·, ·] and let
I be a nonzero closed triple ideal of (V, {·, ·, ·}s). Then we have
{I, V, V }s + {V, I, V }s ⊂ I
or
1
2
[I, V, V ] +
1
2
[V, V, I] + [V, I, V ] ⊂ I.
Hence I is a nonzero closed ternary ideal of the Hilbert ternary algebra (V, [·, ·, ·]).
It follows that I = V and JH-triple (V, {·, ·, ·}s) is simple.
Given a subspace W of a Hilbert space V , we will always denote by W⊥ the
orthogonal completement of W in V .
The following result has been proved in [8], we include the proof for complete-
ness.
Proposition 4.3.20. Let V be a JH-triple and let
Vs = {a ∈ V : (a x)∗ = x a, ∀x ∈ V } .
Then Vs is a closed subtriple of V and for every nonzero a ∈ V ⊥s , we have
(a y)∗ 6= y a for some y ∈ V ⊥s .
Proof. Let a, b ∈ Vs. We show that {a, b, a} ∈ Vs. Using the Jordan triple
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identity, we have
〈({a, b, a} x)y, z〉
= 〈{{a, b, a}, x, y}, z〉
= 〈{a, b, {a, x, y}}+ {a, {b, a, x}, y} − {a, x, {a, b, y}}, z〉
= 〈(a b){a, x, y}, z〉+ 〈(a {b, a, x})y, z〉 − 〈(a x){a, b, y}, z〉
= 〈(a x)y, (b a)z〉+ 〈y, ({b, a, x} a)z〉 − 〈(a b)y, (x a)z〉
= 〈y, (x a){b, a, z}〉+ 〈y, {{b, a, x}, a, z}〉 − 〈y, (b a){x, a, z}〉
= 〈y, {x, a, {b, a, z}}+ {{b, a, x}, a, z} − {b, a, {x, a, z}}〉
= 〈y, {x, {a, b, a}, z}〉
= 〈y, (x {a, b, a})z〉
for all a, b, x, y, z ∈ V . This proves that {a, b, a} ∈ Vs. Hence Vs is a subtriple of
V . It is closed by the continuity of the triple product in V .
Now if a ∈ V ⊥s and a 6= 0, by definition of Vs, there exists some y ∈ V such
that (a y)∗ 6= y a. Let y = x+ z for x ∈ Vs and z ∈ V ⊥s . Then we have
(a x)∗ + (a z)∗ = (a y)∗ 6= y a = x a+ z a
where (a x)∗ = x a. Hence (a z)∗ 6= z a.
It is evident that the inner product in Vs defined above is associative. We call
Vs the associative part of V . For the JH-triple V in Examples 4.3.11, 4.3.13 and
4.3.17, we have Vs = {0}. But in Example 4.3.12, the associative part of R3 is
given by R3s = {(0, 0, x) : x ∈ R}.
Lemma 4.3.21. Let V be a JH-triple. Let Vs be the associative part of V defined
in Proposition 4.3.20. Then
{V ⊥s , Vs, Vs} = {0} = {Vs, V ⊥s , Vs}.
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Proof. Let a ∈ V ⊥s . Since Vs is a subtriple of V by Proposition 4.3.20, we have
〈a, {x, y, z}〉 = 0
where x, y, z ∈ Vs. Also, by definition of Vs, we get 〈{a, x, y}, z〉 = 〈a, {x, y, z}〉
which implies that {V ⊥s , Vs, Vs} ⊂ V ⊥s . On the other hand, for a ∈ V ⊥s and
b, c ∈ Vs, we have
〈{{a, b, c}, x, y}, z〉
= 〈{a, b, {c, x, y}}+ {c, {b, a, x}, y} − {c, x, {a, b, y}}, z〉
= 〈{c, x, y}, {b, a, z}〉+ 〈y, {{b, a, x}, c, z}〉 − 〈{a, b, y}, {x, c, z}〉
= 〈y, {x, c, {b, a, z}}+ {{b, a, x}, c, z} − {b, a, {x, c, z}}〉
= 〈y, {x, {a, b, c}, z}〉
for all x, y, z ∈ V , which implies {V ⊥s , Vs, Vs} ⊂ Vs. Hence
{V ⊥s , Vs, Vs} ⊂ Vs ∩ V ⊥s = {0}.
For a ∈ V ⊥s , we know that 0 = 〈a, {x, y, z}〉 = 〈{y, x, a}, z〉 = 〈y, {x, a, z}〉 for
arbitrary elements y, x, z ∈ Vs. Thus {Vs, V ⊥s , Vs} ⊂ V ⊥s . Likewise we can show
that b ∈ V ⊥s and a, c ∈ Vs imply
〈({a, b, c} x)y, z〉 = 〈y, (x {a, b, c})z〉
for all x, y, z ∈ V . This gives {Vs, V ⊥s , Vs} ⊂ Vs. Therefore
{Vs, V ⊥s , Vs} ⊂ Vs ∩ V ⊥s = {0}.
Corollary 4.3.22. Let V be a JH-triple and let Vs be the associative part of V
defined in Proposition 4.3.20. Then we have
[V ⊥s , Vs, Vs]d = [Vs, V
⊥
s , Vs]d = [Vs, Vs, V
⊥
s ]d = {0}.
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Proof. By Lemma 4.3.21, we have
[Vs, V
⊥
s , Vs]d = {Vs, V ⊥s , Vs} − {V ⊥s , Vs, Vs} = {0}.
The other identities can be shown in the same way.
Proposition 4.3.23. Let V be a JH-triple. Then the associative part Vs is a
ternary subalgebra of the derived Hilbert ternary algebra (V, [·, ·, ·]d).
Proof. By the above corollary, we have
〈[Vs, Vs, Vs]d, V ⊥s 〉 = 〈Vs, [V ⊥s , Vs, Vs]d〉 = {0}
which implies [Vs, Vs, Vs]d ⊂ Vs.
The above result can be strengthened as follows.
Proposition 4.3.24. Let V be a JH-triple and let Vs be the associative part of
V . Then we have [V, V, Vs]d ⊂ Vs.
Proof. To show d(a, b)x ∈ Vs for any arbitrary element x ∈ Vs, we prove that, for
all y ∈ V ,
〈(d(a, b)x y)z, w〉 = 〈z, (y d(a, b)x)w〉 (z, w ∈ V ).
By the Jordan triple identity and (4.7), we have
〈z, (y d(a, b)x)w〉
= 〈z, {y, {a, b, x}, w} − {y, {b, a, x}, w}〉
= 〈z,−{b, a, {y, x, w}}+ {{b, a, y}, x, w}+ {y, x, {b, a, w}}
+{a, b, {y, x, w}} − {{a, b, y}, x, w} − {y, x, {a, b, w}}〉
= 〈z, d(a, b){y, x, w}+ {d(b, a)y, x, w}+ {y, x, d(b, a)w}〉
= 〈d(b, a)z, {y, x, w}〉+ 〈{x, d(b, a)y, z}, w〉+ 〈{x, y, z}, d(b, a)w〉
= 〈{x, y, d(b, a)z}+ {x, d(b, a)y, z}+ d(a, b){x, y, z}, w〉
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where
{x, y, d(b, a)z}+ {x, d(b, a)y, z}+ d(a, b){x, y, z}
= {x, y, {b, a, z}} − {x, y, {a, b, z}}+ {x, {b, a, y}, z}
−{x, {a, b, y}, z}+ {a, b, {x, y, z}} − {b, a, {x, y, z}}
= −{{b, a, x}, y, z}+ {{a, b, x}, y, z}
= {d(a, b)x, y, z}.
This completes the proof.
Proposition 4.3.25. Let V be a JH-triple. Then the orthogonal complement
V ⊥s is a ternary ideal of the derived Hilbert ternary algebra (V, [·, ·, ·]d).
Proof. Let a, b ∈ V . Then we have
〈[a, b, V ⊥s ]d, Vs〉 = 〈V ⊥s , [b, a, Vs]d〉 ⊂ 〈V ⊥s , Vs〉 = {0}
by Proposition 4.3.24. This shows that [V, V, V ⊥s ]d ⊂ V ⊥s and V ⊥s is a left ideal of
(V, [·, ·, ·]d). Again using Proposition 4.3.24 and also Corollary 4.3.22, we get
〈[V ⊥s , V, V ]d, Vs〉 = 〈V, [V, V ⊥s , Vs]d〉
= 〈Vs, [V, V ⊥s , Vs]d〉+ 〈V ⊥s , [V, V ⊥s , Vs]d〉
= 〈Vs, [V, V ⊥s , Vs]d〉
= 〈Vs, [Vs, V ⊥s , Vs]d〉+ 〈Vs, [V ⊥s , V ⊥s , Vs]d〉
= 〈Vs, [V ⊥s , V ⊥s , Vs]d〉
= 〈[Vs, Vs, V ⊥s ]d, V ⊥s 〉
= {0}
and [V ⊥s , V, V ]d ⊂ V ⊥s . Hence V ⊥s is also a right ideal of (V, [·, ·, ·]d). Therefore
V ⊥s is an ideal of V with respect to ternary product [·, ·, ·]d by Lemma 3.2.5.
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Remark 4.3.26. Note that Vs = (V
⊥
s )
⊥ is a closed ternary ideal of (V, [·, ·, ·]d)
by Lemmas 3.2.4 and 3.2.5.
Lemma 4.3.27. Let (V, {·, ·, ·}) be a JH-triple with the associative part Vs. The
following statements are equivalent.
(i) V = Vs.
(ii) (V ⊥s , [·, ·, ·]d) is an abelian Hilbert ternary algebra.
Proof. (ii)⇒ (i). If (V ⊥s , [·, ·, ·]d) is an abelian Hilbert ternary algebra and V ⊥s 6=
{0}, then it has a nonzero tripotent a by Corollary 3.4.4, which gives the contra-
diction
a = [a, a, a]d = d(a, a)a = 0.
Hence V ⊥s = {0} and V = Vs.
In particular, if the inner product of a JH-triple V is nonassociative, then
(V ⊥s , [·, ·, ·]d) is never abelian.
Lemma 4.3.28. Let (V, {·, ·, ·}) be a JH-triple and Vs the associative part of V .
Then
{Vs, V ⊥s , V ⊥s } ⊂ V ⊥s .
Proof. By Lemma 4.3.21, we have
〈{Vs, V ⊥s , V ⊥s }, Vs〉 = 〈V ⊥s , {V ⊥s , Vs, Vs}〉 = {0}
which yields {Vs, V ⊥s , V ⊥s } ⊂ V ⊥s .
Likewise, one can see that {V ⊥s , Vs, V ⊥s } ⊂ V ⊥s and also {V ⊥s , V ⊥s , Vs} ⊂ V ⊥s .
Lemma 4.3.29. Let (V, {·, ·, ·}) be a JH-triple and Vs the associative part of V .
Then
[Vs, V
⊥
s , V
⊥
s ]d = [V
⊥
s , Vs, V
⊥
s ]d = [V
⊥
s , V
⊥
s , Vs]d = {0}
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and for x ∈ Vs and a, b ∈ V ⊥s , we have
{x, a, b} = {a, x, b} = {a, b, x}.
Proof. By Proposition 4.3.25 and Remark 4.3.26, both Vs and V
⊥
s are closed
ternary ideals of the derived Hiberty ternary algebra (V, [·, ·, ·]d). Then
[Vs, V
⊥
s , V
⊥
s ]d ⊂ Vs ∩ V ⊥s = {0}.
Consequently, we have
{x, a, b} − {a, x, b} = [x, a, b]d = 0
for x ∈ Vs and a, b ∈ V ⊥s . Hence {x, a, b} = {a, x, b}.
Similar argument yields that [V ⊥s , Vs, V
⊥
s ]d = [V
⊥
s , V
⊥
s , Vs]d = {0} as well as
{a, x, b} = {a, b, x}.
Applying the above lemmas to the orthogonal decomposition V = Vs
⊕
V ⊥s ,
a straightforward computation gives the following identities:
{V, V, V } = {Vs, Vs, Vs}+ {Vs, V ⊥s , V ⊥s }+ {V ⊥s , V ⊥s , V ⊥s }
[V, V, V ]d = [Vs, Vs, Vs]d + [V
⊥
s , V
⊥
s , V
⊥
s ]d
[Vs, Vs, Vs]d = [Vs, V, V ]d = [V, Vs, V ]d = [V, V, Vs]d.
Two nonempty subsets A,B of a Jordan triple V is said to be triple orthogonal
if A B := {a b : a ∈ A, b ∈ B} = {0}. We give criteria below for Vs and V ⊥s to
be triple ideals of V .
Proposition 4.3.30. Let V be a JH-triple and Vs the associative part of V .
Then we have
(i) Vs is a triple ideal of (V, {·, ·, ·}) if and only if Vs V ⊥s = {0}, that is,
{Vs, V ⊥s , V } = {0}.
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(ii) V ⊥s is a triple ideal of (V, {·, ·, ·}) if and only if V ⊥s is a subtriple of V .
Proof. (i). By Lemma 4.3.21 and Lemma 4.3.29, we have
{Vs, V, V } = {Vs, Vs, Vs}+ {Vs, V ⊥s , V ⊥s }
{V, Vs, V } = {Vs, Vs, Vs}+ {V ⊥s , Vs, V ⊥s }
= {Vs, Vs, Vs}+ {Vs, V ⊥s , V ⊥s }.
Since Vs is a subtriple of V , the above identities imply that Vs is an ideal of V if
and only if {Vs, V ⊥s , V ⊥s } = {0} by Lemma 4.3.28. The last equality is equivalent
to {Vs, V ⊥s , V } = {0} since {Vs, V ⊥s , Vs} = {0} by Lemma 4.3.21.
(ii). We only need to show sufficiency. We have, from V = Vs
⊕
V ⊥s ,
{V ⊥s , V, V } = 2{V ⊥s , V ⊥s , Vs}+ {V ⊥s , V ⊥s , V ⊥s }
{V, V ⊥s , V } = 2{V ⊥s , V ⊥s , Vs}+ {V ⊥s , V ⊥s , V ⊥s }
by Lemma 4.3.21 and 4.3.29. Therefore Lemma 4.3.28 implies that V ⊥s is an ideal
of V whenever V ⊥s is a subtriple of V .
We note that, for the JH-triple R3 in Example 4.3.12, the associative part R3s
is a proper triple ideal of R3 with respect to the triple product {·, ·, ·}.
4.4 Nonabelian Hilbert ternary algebras
We have seen that JH-triples and Hilbert ternary algebras are closely related.
Moreover, JH-triples provide examples of nonabelian Hilbert ternary algebras,
namely, the derived Hilbert ternary algebra (V, [·, ·, ·]d) of a JH-triple (V, {·, ·, ·}).
The abelian Hilbert ternary algebras have been classified in Chapter 3. To com-
plete the picture of Hilbert ternary algebras, we give systematically examples of
nonabelian Hilbert ternary algebras in this section. They can be divided into two
classes, the class of alternative algebras and the nonalternative ones.
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A Hilbert ternary algebra V is called alternative if it satisfies the following
identities
[a, b, [x, y, z]] = [[a, b, x], y, z] + [x, [b, a, y], z]− [x, y, [a, b, z]]
[a, b, [x, y, x]] = [[a, b, x], y, x] (4.10)
[a, b, [a, b, x]] = [[a, b, a], b, x]
for all a, b, x, y, z ∈ V .
Alternative Hilbert ternary algebras need not satisfy the Jordan triple identity,
and hence need not be Jordan triples. However, they contain tripotents (cf. [7,
Proposition 2]).
In [7], a so-called H∗-triple system is defined to be a real or complex Hilbert
space V with an involution ∗ : V −→ V and a trilinear map [·, ·, ·] : V 3 −→ V
satisfying
[x, y, z]∗ = [x∗, y∗, z∗]
and
〈[x, y, z], w〉 = 〈z, [y∗, x∗, w]〉 = 〈y, [z∗, w, x∗]〉 = 〈x, [w, z∗, y∗]〉
where x, y, z, w ∈ V .
If (V, [·, ·, ·]) is a simple alternative Hilbert ternary algebra, then with the
involution being the identity map id : V −→ V or −id, (V, [·, ·, ·],∗ ) is a simple
alternative H∗-triple system according to the above definition. Conversely, we
have the following result.
Lemma 4.4.1. If an H∗-triple system (V, [·, ·, ·],∗ ) is a Hilbert ternary algebra
with zero annihilator, then ∗ is either the identity map id or −id.
Proof. Let V be an H∗-triple system with involution ∗. If V is a Hilbert ternary
algebra as well, then we have
[x, y, z]∗ = [x∗, y, z] = [x, y, z∗] (x, y, z ∈ V )
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which implies that ∗ is a centralizer of Hilbert ternary algebra V . Also, we have
[x, y, z]∗ = [x, y∗, z] (x, y, z ∈ V ).
The latter implies that ∗ is self-adjoint on V , by Lemma 3.3.8, since the annihilator
of V is zero. By Lemma 3.3.5, every self-adjoint centralizer of a Hilbert ternary
algebra is a scalar multiple of the identity map. Hence the involution ∗ = ±id.
Using the classification of alternative H∗-triple systems given in [7, Theorem
8], alternative nonabelian Hilbert ternary algebras can be classified, the simple
alternative nonabelian Hilbert ternary algebras of dim ≥ 4, up to a positive
multiple of the inner product, are isomorphic to the following algebra (V, [·, ·, ·])
or its dual (cf. Definition 3.1.13):
V is a real Hilbert space with inner product 〈·, ·〉, equipped with an anticon-
jugation j on V and the ternary product
[x, y, z] = 〈y, z〉x− 〈x, jz〉jy
for all x, y, z ∈ V .
We now turn to nonalternative Hilbert ternary algebras. We first consider
real JH∗-triples. The following lemma shows that an alternative Hilbert ternary
algebra satisfies the Jordan triple identity if and only if it is abelian. There-
fore nonabelian real JH∗-triples are nonalternative nonabelian Hilbert ternary
algebras.
Lemma 4.4.2. An alternative Hilbert ternary algebra (V, [·, ·, ·]) is abelian if and
only if the ternary product [·, ·, ·] satisfies the Jordan triple identity.
Proof. Evidently, every abelian Hilbert ternary algebra satisfies the Jordan triple
identity. Conversely, let V satisfy the Jordan triple identity. Comparing the
Jordan triple identity
[a, b, [x, y, z]] = [[a, b, x], y, z]− [x, [b, a, y], z] + [x, y, [a, b, z]]
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and the first alternative condition in (4.10)
[a, b, [x, y, z]] = [[a, b, x], y, z] + [x, [b, a, y], z]− [x, y, [a, b, z]],
for all a, b, x, y, z ∈ V , we have
[a, b, [x, y, z]] = [[a, b, x], y, z]
which is the abelian condition for a Hilbert ternary algebra.
In Proposition 4.3.19, we showed that, given a simple abelian Hilbert ternary
algebra (V, [·, ·, ·]), the Hilbert space V equipped with the triple product
{a, b, c}s = 1
2
[a, b, c] +
1
2
[c, b, a]
is a real JH∗-triple which is usually nonabelian. In fact, we know from Proposi-
tion 4.3.18 that the only simple abelian real JH∗-triples are Ck2 (R)±.
From [30], we have the following list of simple nonabelian real JH∗-triples,
they are of the form (V, {·, ·, ·}, k 〈·, ·〉) where k > 0 and (V, 〈·, ·〉) is one of the
following real JH∗-triples or their dual (cf. Definition 3.1.13).
1. V = C2(H,K) where H and K are Hilbert spaces over R, C or H, but
cannot be both R. Equip V with the inner product
〈a, b〉 = Re Trace(ab∗)
and the triple product
{a, b, c} = 1
2
ab∗c+
1
2
cb∗a
where a∗ denotes the adjoint of a in C2(H,K).
2. V = {a ∈ C2(H) : at = −a} where C2(H) = C2(H,H), V inherits the Jor-
dan triple structures of C2(H) and H is a Hilbert space over R or C. Each
a ∈ C2(H) has a matrix representation a = (aαβ) with aαβ ∈ R or C. Denote
by at = (aβα) the transpose of a.
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3. V =
{
a ∈ C2(H) : at = (aδαβ)
}
where δ is an involution of F = R,C or H
and we have the following different choices of δ, namely, the usual involution
for F = R,C,H, the identity for F = C or the involution of the second kind
for F = H, as defined in Section 2.1.
4. V is one of the real JH∗-triples V1, V2 and V3 defined below. Let M3(K)
be the real vector space of 3× 3 matrices over K where K is the octonions
O, real split octonions Os or complex split octonions Os. Let δ be an
involution on K which commutes with the usual involution − for K = O;
but commutes with the involution ′ for K = Os or Os, defined in Section
2.1. For a = (aij) ∈M3(K), we let a∗ = (aδji) and define the inner and triple
products on M3(K) by
〈a, b〉δ = Re Trace(ab∗) (4.11)
and
{a, b, c}δ = (a ◦ b∗) ◦ c+ a ◦ (b∗ ◦ c)− b∗ ◦ (a ◦ c) (4.12)
where a ◦ b = 1
2
(ab + ba) and a, b, c ∈ M3(K). We define the following real
JH∗-triples with the above inner and triple products.
V1 = {(aij) ∈M3(O) : (aij) = (aji)} for which δ =− in (4.11) and (4.12);
V2 =
{
(aij) ∈M3(Os) : (aij) = (a′ji)
}
for which (4.11) and (4.12) are de-
fined by the involution δ =× defined in Section 2.1;
V3 =
{
(aij) ∈M3(Os) : (aij) = (a′ji)
}
for which (4.11) and (4.12) are de-
fined by the involution δ =× defined in Section 2.1.
5. V = M1×2(K) which consists of 1 × 2 matrices over K where K is the
octonions O, real split octonions Os or complex split octonions Os. Define
(a1, a2)
∗ =
 aδ1
aδ2
 where δ is the usual involution for K = O, and δ =×
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for K = Os or Os. Equip V with the inner product
〈a, b〉 = Re Trace(ab∗)
and triple product
{a, b, c} = 1
2
a(b∗c) +
1
2
c(b∗a)
for a = (a1, a2), b = (b1, b2) and c = (c1, c2) in M1×2(K).
6. V is the real restriction of a complex spin factor, the latter is a complex
Hilbert space VC with complex inner product 〈·, ·〉 and a conjugation J :
VC −→ VC (see Definition 2.2.1) satisfying 〈Jx, Jy〉 = 〈y, x〉 for x, y ∈ VC,
and is equipped with the triple product
{x, y, z} = 〈x, y〉z + 〈z, y〉x− 〈x, Jz〉Jy.
7. V is a real Hilbert space with a linear isometry J on V such that J2 = id
and is equipped with the triple product
{x, y, z} = 〈x, Jy〉z + 〈z, Jy〉x− 〈x, z〉Jy
where 〈·, ·〉 is the inner product of V .
Apart from real JH∗-triples, we have other examples of nonabelian Hilbert
ternary algebras. We give examples of nonabelian Hilbert ternary algebras which
contain tripotents. Let (V, 〈·, ·〉) be a real Hilbert space and let j : V −→ V be
an anticonjugation (cf. Definition 2.2.1) such that 〈jx, jy〉 = 〈y, x〉. Then V with
the ternary product defined by
[x, y, z] =
1
2
〈x, y〉z + 1
2
〈z, y〉x− 1
2
〈x, jz〉jy (x, y, z ∈ V )
is a Hilbert ternary algebra. Indeed, we have 〈x, jz〉〈jy, w〉 = 〈jw, y〉〈z, jx〉
which implies that 〈[x, y, z], w〉 = 〈z, [y, x, w]〉 for all x, y, z, w ∈ V . Simi-
larly 〈[x, y, z], w〉 = 〈x, [w, z, y]〉. If dimV ≥ 3, then V is nonabelian. For if
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[a, b, [x, y, z]] = [[a, b, x], y, z], we get
〈x, y〉(〈z, b〉a− 〈a, jz〉jb)− 〈x, jz〉(〈a, y〉jb+ 〈jy, b〉a) =
〈x, b〉(〈a, y〉z − 〈a, jz〉jy) + 〈a, jx〉(〈z, b〉jy − 〈jb, y〉z).
Let a = b = x = y and 〈z, ja〉 = 0. We have
z =
〈z, a〉
‖a‖2 a
which is not true if a and z are nonzero and orthogonal.
Every nonzero element of V with norm 1 is a tripotent. Note that 〈z, jx〉 =
−〈x, jz〉 implies that [x, y, z] 6= [z, y, x] for some x, y, z ∈ V , that is, (V, [·, ·, ·]) is
not a Jordan triple, in particular, not a JH-triple. We also know that V is not
alternative. For instance, the identity [a, b, [x, y, x]] = [[a, b, x], y, x] gives us
〈x, y〉〈x, b〉a+ 〈x, y〉〈x, ja〉jb = 〈x, b〉〈a, y〉x+ 〈x, ja〉〈jb, y〉x
which is not always true if dimV ≥ 3. For example, let a 6= 0 and x = b = y 6= 0
such that 〈x, a〉 = 〈x, ja〉 = 0. Then we have
‖x‖2a = 0
which is impossible.
Finally, apart from the derived Hilbert ternary algebra of a JH-triple and the
Hilbert ternary algebra (V, [·, ·, ·]1) in Section 3.1, which are not ternary isomor-
phic to each other since the latter contains nonzero box operator a a, we have
the following examples of nonabelian Hilbert ternary algebras without nonzero
tripotents.
Let (V, [·, ·, ·]) be any Hilbert ternary algebra. The same Hilbert space V with
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each of the following ternary products
[a, b, c]2 =
1
2
[a, b, c]− 1
2
[b, a, c]
[a, b, c]3 =
1
2
[a, b, c]− 1
2
[a, c, b] (a, b, c ∈ V )
[a, b, c]4 =
1
2
[a, c, b]− 1
2
[c, a, b]
is a nonabelian Hilbert ternary algebra without nonzero tripotent. Each ternary
product in the above is not symmetric in its first and third variables. Hence V
cannot be a JH-triple.
If (V, [·, ·, ·]) is abelian, then [·, ·, ·]2 does not satisfy the Jordan triple identity.
Hence (V, [·, ·, ·]2) is non-isomorphic to the derived Hilbert ternary algebra of a
JH-triple. Also, (V, [·, ·, ·]2) is non-isomorphic to (V, [·, ·, ·]3) since the box oper-
ator a a need not vanish on (V, [·, ·, ·]3). The quadratic operator Qa vanishes on
(V, [·, ·, ·]4) but not always on (V, [·, ·, ·]2). If (V, [·, ·, ·]) is abelian, then (V, [·, ·, ·]1)
satisfies the Jordan triple identity while (V, [·, ·, ·]4) does not. Hence (V, [·, ·, ·]1)
and (V, [·, ·, ·]4) are non-isomorphic.
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