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Abstract. In this article we prove that stochastic differential equation (SDE) with Sobolev drift
on compact Riemannian manifold admits a unique ν-almost everywhere stochastic invertible
flow, where ν is the Riemannian measure, which is quasi-invariant with respect to ν. In particular,
we extend the well known DiPerna-Lions flows of ODEs to SDEs on Riemannian manifold.
1. Introduction
Let M be a connected and compact C∞-manifold of dimension d. Consider the following
Stratonovich’s stochastic differential equation (SDE) on M:
dxt = X0(xt)dt + Xk(xt) ◦ dWkt , x0 = x, (1.1)
where Xi, i = 0, · · · ,m are m + 1-vector fields on M, and (Wt)t>0 is the m-dimensional standard
Brownian motion on the classical Wiener space (Ω,F , P; (Ft)t>0), i.e., Ω is the space of all
continuous functions from R+ to Rm with locally uniform convergence topology, F is the Borel
σ-field, P is the Wiener measure, (Ft)t>0 is the natural filtration generated by the coordinate
process Wt(ω) = ω(t). Here and below, we use the following convention: if an index appears
twice in a product, it will be summed.
For solving SDE (1.1), there are usually two ways: One way is to first construct the solutions
in local coordinates and then patches up them (cf. [8]). Another way is that one embeds M into
some Euclidean space, obtains a solution in this larger space, and then proves that the solution
will actually stay in M if the starting point x is in M (cf. [7]). Both of these arguments require
that Xk, k = 0, · · · ,m are smooth (at least C2) vector fields.
In the case of flat Euclidean space, a celebrated theory established by DiPerna and Lions [5]
says that when X0 only has Sobolev regularity and bounded divergence, ODE
dxt = X0(xt)dt, x0 = x
defines a unique regular Lagrangian flow in the sense of Lebesgue measure. Their proofs are
based on a new notion called renormalized solution for the associated transport equation:
∂tu + X0u = ∂tu + Xi0∂iu = 0, u|t=0 = u0,
where Xi0 is the component of vector field X0 under natural frames. For the DiPerna-Lions flow
on compact Riemannian manifold, Dumas, Golse and Lochak [6] gave an outline for the proof.
Recently, we have extended DiPerna-Lions’ flow to the case of SDEs in [16]. Therein, we
followed the direct argument of Crippa and De Lellis [4]. It is worth pointing out that we can not
use the original method of DiPerna and Lions to study the SDEs with Sobolev drifts because the
associated stochastic partial differential equation is always degenerate (cf. [16]). On the other
Keywords: Stochastic flow, DiPerna-Lions flow, Hardy-Littlewood maximal function, Riemannian manifold,
Sobolev drift.
∗ This work is supported by NSFs of China (No. 10971076; 10871215).
1
hand, when we consider the corresponding SDEs with Sobolev drifts on Riemannian manifold,
it seems that we can not use the localizing and patching method as well as the embedding
method since X0 is not smooth and the solution is only defined for almost all starting points.
In order to extend the result in [16] to Riemannian manifold, we shall directly use the intrinsic
Riemannian distance as in [13]. For this aim, we have to make a detailed analysis for the
distance function associated with the Riemannian metric.
This paper is organized as follows: in Section 2, we give the notion of ν-almost everywhere
stochastic flow of SDE (1.1) and state our main result. In Section 3, we analyze the distance
function on Riemannian manifold and give some necessary preliminaries. In Section 4, we
prove our main result as in [4] and [16] by using the Hardy-Littlewood maximal function on
Riemannian manifold.
2. Main Result
Let (M, g) be a connected and compact C∞ Riemannian manifold of d-dimension, where g
denotes the Riemannian metric, a symmetric, positively definite, and second order covariant
tensor field on M. Let ν(dx) be the Riemannian measure, and ∇ the Levi-Civita connection
associated with g. We also use ∇ to denote the gradient operator. The divergence operator
denoted by div is the dual operator of ∇ with respect to ν. Let T M be the tangent bundle. For
any x ∈ M, the length of a vector X ∈ TxM is denoted by |X|x :=
√
gx(X, X). Letting T be a
measurable transformation of M, we use ν ◦ T to denote the image measure of ν under T , i.e.,
for any nonnegative measurable function f ,∫
M
f (x)ν ◦ T (dx) =
∫
M
f (T (x))ν(dx).
By ν ◦ T ≪ ν, we mean that ν ◦ T is absolutely continuous with respect to ν.
We first introduce the following notion of ν-almost everywhere stochastic (invertible) flows
(cf. [11] [1] [16]).
Definition 2.1. Let xt(ω, x) be an M-valued measurable stochastic field on R+ ×Ω×M. We say
xt(x) a ν-almost everywhere stochastic flow of (1.1) corresponding to vector fields (Xk)k=0,··· ,m
if
(A) For ν-almost all x ∈ Rd, t 7→ xt(x) is a continuous and (Ft)-adapted stochastic process and,
satisfies that for any T > 0 and f ∈ C∞(M),
f (xt(x)) = f (x) +
∫ t
0
X0 f (xs(x))ds +
∫ t
0
Xk f (xs(x)) ◦ dWks , ∀t > 0.
(B) For any t > 0 and P-almost all ω ∈ Ω, ν ◦ xt(ω, ·) ≪ ν. Moreover, for any T > 0, there
exists a constant KT,X0,Xk > 0 such that for all nonnegative measurable function f on M,
sup
t∈[0,T ]
E
∫
M
f (xt(x))ν(dx) 6 KT,X0,Xk
∫
M
f (x)ν(dx). (2.1)
We say xt(x) a ν-almost everywhere stochastic invertible flow of (1.1) corresponding to vector
fields (Xk)k=0,··· ,m if in addition to the above (A) and (B),
(C) For any t > 0 and P-almost all ω ∈ Ω, there exists a measurable inverse x−1t (ω, ·) of xt(ω, ·)
so that ν ◦ x−1t (ω, ·) = ρt(ω, ·)ν, where the density ρt(x) is given by
ρt(x) := exp
{∫ t
0
divX0(xs(x))ds +
∫ t
0
divXk(xs(x)) ◦ dWks
}
. (2.2)
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Remark 2.2. In the above definitions, we have already assumed that all the integrals make
sense. In particular, the above property (C) guarantees the quasi invariance of the flow trans-
formation x 7→ xt(x) with respect to the Riemannian volume.
For k ∈ N ∪ {∞}, let Ck(T M) be the set of all k-order smooth vector fields on M. For p > 1
and X ∈ C∞(T M), we define
‖X‖p :=
(∫
M
|X|pxν(dx)
)1/p
and
‖X‖1,p := ‖X‖p +
(∫
M
|∇X|pxν(dx)
)1/p
.
Let Lp(T M) and Hp1(T M) be the completions of C∞(T M) with respect to ‖ · ‖p and ‖ · ‖1,p
respectively. We also use L∞(T M) to denote the set of all bounded measurable vector fields.
The following two propositions are direct consequences of Definition 2.1, whose proofs can
be found in [16].
Proposition 2.3. Assume that SDE (1.1) admits a unique ν-almost everywhere stochastic flow.
Then the following flow property holds: for any s > 0 and (P × ν)-almost all (ω, x) ∈ Ω × M,
xt+s(ω, x) = xt(θsω, xs(ω, x)), ∀t > 0,
where θsω := ω(s + ·) − ω(s). Moreover, for any bounded measurable function f on M, define
Tt f (x) := E f (xt(x)),
then for any t, s > 0
E( f (xt+s(x))|Fs) = Tt f (xs(x)), (P × ν) − a.e.
In particular, (Tt)t>0 forms a bounded linear operator semigroup on Lp(M) for any p > 1.
Proposition 2.4. Assume that X0 ∈ L∞(T M) with divX0 ∈ L1(M) and Xk ∈ C2(T M), k =
1, · · · ,m. Let xt(x) be a ν-almost everywhere stochastic invertible flow of (1.1) in the sense of
Definition 2.1. Let u0 ∈ L1(M) and set ut(x) := u0(x−1t (x)). Then ut(x) solves the following
stochastic transport equation in the distributional sense:
du = −X0udt − Xku ◦ dWkt .
In particular, u¯t(x) := Eu0(x−1t (x)) is a distributional solution of the following second order
parabolic differential equation:
∂tu¯ = −12
∑
k
X2k u¯ − X0u¯.
Our main result in the present paper is:
Theorem 2.5. Assume that X0 ∈ Hp1(T M) ∩ L∞(T M) for some p > 1, satisfies
divX0 ∈ L∞(M),
and for each k = 1, · · · ,m, Xk ∈ C2(T M). Then there exists a unique ν-almost everywhere
stochastic invertible flows {xt(x), x ∈ M}t>0 of SDE (1.1) in the sense of Definition 2.1.
3
3. Preliminaries
3.1. Distance Function. We need the following simple lemma.
Lemma 3.1. Let (M, d) be a compact metric space. Let Σ = {Uα, α ∈ Λ} be a finite open
covering of M. Then there exists a positive number ̺ such that for any x, y ∈ M, if d(x, y) < ̺,
then x, y must lies in some Uα simultaneously.
Proof. We use the contradiction method. Suppose that for any n ∈ N, there exists xn, yn ∈ M
with d(xn, yn) < 1n such that
xn, yn do not belong to any Uα ∈ Σ simultaneously. (3.1)
By the compactness of M, there is a subsequence nk and z ∈ M such that
lim
k→∞
d(xnk , z) = 0, limk→∞ d(ynk , z) = 0.
Since z belongs to some open set Uα ∈ Σ, for k large enough, xnk and ynk must lies in Uα, which
is contrary to (3.1). The proof is complete. 
Using this lemma, we have the following property about the distance function d(·, ·) on M,
which will be our localizing basis below.
Lemma 3.2. Let M be a compact Riemannian manifold. Then, there are a finite covering
{(Uα, ϕα; ξkα)}α∈Λ of M by normal coordinate neighborhoods, and positive constants ̺, λ ∈ (0, 1)
such that
(1o) For any x, y ∈ M with d(x, y) < ̺, x, y must be in some Uα simultaneously, and there is a
unique minimizing geodesic connecting x and y in Uα.
(2o) In local coordinate {(Uα, ϕα; ξkα}, for any x, y ∈ Uα,
λ · |ϕα(x) − ϕα(y)| 6 d(x, y) 6 λ−1 · |ϕα(x) − ϕα(y)|,
where | · | denotes the Euclidean metric in ϕα(Uα) ⊂ Rd. Moreover,
λI 6 (gαi j) 6 λ−1I,
where gαi j := g(∂ξiα , ∂ξ jα).
(3o) For any Uα, the restriction of d2(·, ·) to Uα × Uα belongs to C∞(Uα × Uα).
Proof. For each a ∈ M, there is a normal coordinate neighborhood (Ua, ϕa) of a such that any
two points in Ua can be joined by a unique minimizing geodesic lying in Ua, and d2(·, ·) ∈
C∞(Ua × Ua) (see [9, p.166, Theorem 3.6]). Moreover, there is a constant λa such that for all
x, y ∈ Ua (see [3, p.125]),
λ−1a |ϕa(x) − ϕa(y)| 6 d(x, y) 6 λa|ϕa(x) − ϕa(y)|
and
λ−1a I 6 (gαi j) 6 λaI,
The results now follow by the compactness of M and Lemma 3.1. 
In the following, we shall fix the Σ := {(Uα, ϕα; ξkα)}α∈Λ and ̺, λ in this lemma as well as a
unit partition (ψα)α∈Λ subordinate to Σ, i.e.,
ψα ∈ C∞(M; [0, 1]), supp(ψα) ⊂ Uα,
∑
α∈Λ
ψα ≡ 1. (3.2)
Given two points x, y ∈ M with d(x, y) < ̺, let
{γ(s), s ∈ [0, t0], t0 := d(x, y)}
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with
γ(0) = x, γ(t0) = y
be the unique minimizing geodesic connecting x and y. We use //γy←x to denote the parallel
transport from x to y along the geodesic γ, i.e., //γy←x establishes an isomorphism between
tangent spaces Tx M and Ty M. For a vector field X and a smooth function f , we write
gx(X,∇ f ) = X(x) f = [X f ](x).
Lemma 3.3. For x ∈ M and a vector X ∈ TxM, we have
gx(X,∇d(·, y)) = −gy(//γy←xX,∇d(x, ·)).
Proof. By a corollary to Gaussian Lemma (see e.g. [12, Corollary 6.9]), we have
gx(X,∇d(·, y)) = gx(X, γ˙(0)) = −gy(//γy←xX, γ˙(t0))
= −gy(//γy←xX,∇d(x, ·)).

3.2. Local maximal function on Riemannian manifold M. Convention: For two expressions
A and B, the notation A  B means that A 6 C · B, where C > 0 is an unimportant constant and
may change in different occasions. We assume that the reader can see the dependence of C on
the parameters from the context.
For a nonnegative function f ∈ L1(M) and R > 0, the local maximal function MR f is defined
by
MR f (x) := sup
r∈(0,R)
1
ν(Br(x))
∫
Br(x)
f (y)ν(dy),
where Br(x) := {y ∈ M : d(x, y) < r}. Similarly, for a function h ∈ L1loc(Rd), we define the local
maximal function ˜MRh in Euclidean space Rd by
˜MRh(ξ) := sup
r∈(0,R)
1
| ˜Br(ξ)|
∫
˜Br(ξ)
h(η)dη,
where ˜Br(ξ) := {η ∈ Rd : |η− ξ| < r} and | ˜Br(ξ)| denotes the volume of ball ˜Br(ξ) with respect to
the Lebesgue measure.
We have
Lemma 3.4. Let f be a measurable function on M with ∇ f ∈ L1(T M). Then, there exists a
ν-null set N such that for all x, y < N with d(x, y) < λ2̺,
| f (x) − f (y)|  d(x, y) · (M̺|∇ f |(x) +M̺|∇ f |(y)),
where λ and ̺ are from Lemma 3.2.
Proof. Since d(x, y) < ̺, by (1o) of Lemma 3.2 we only need to prove the lemma in local
coordinate (U, ϕ; ξk) ∈ Σ. It is well known that there is a Lebesgue-null set Q such that for all
ξ, η ∈ ϕ(U) \ Q with |ξ − η| < λ̺ (cf. [4, Appendix]),
| f ◦ ϕ−1(ξ) − f ◦ ϕ−1(η)|  |ξ − η| · ( ˜Mλ̺|∇( f ◦ ϕ−1)|(ξ) + ˜Mλ̺|∇( f ◦ ϕ−1)|(η)).
Noting that by (2o) of Lemma 3.2,
ϕ(Bλr(x)) ⊂ ˜Br(ϕ(x)) ⊂ ϕ(Bλ−1r(x))
and
λd/2ν(Bλr(x)) 6 | ˜Br(ϕ(x))| 6 λ−d/2ν(Bλ−1r(x)),
we thus have
˜Mλ̺|∇( f ◦ ϕ−1)|(ξ)  M̺|∇ f |(ϕ−1(ξ)).
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The result now follows. 
The following result can be proved along the same lines as in [14, p.5 Theorem 1].
Lemma 3.5. Let f ∈ Lp(M) for some p > 1, then
‖MR f ‖p  ‖ f ‖p. (3.3)
3.3. Two estimates about vector fields.
Lemma 3.6. Let X ∈ H11(T M) be a Sobolev vector field. Then there exists a ν-null set N such
that for all x, y < N with d(x, y) < λ2̺,
|X(x)d2(·, y) + X(y)d2(x, ·)|  d2(x, y) · (1 +M̺|X|1(x) +M̺|X|1(y)), (3.4)
where |X|1(x) := |X|x + |∇X|x, and the constant in  is independent of X. In particular, if
X ∈ C1(T M), then
|X(x)d2(·, y) + X(y)d2(x, ·)|  d2(x, y) ·
(
2 sup
x∈M
|X|1(x) + 1
)
. (3.5)
Proof. By Lemma 3.3, we have
|X(x)d2(·, y) + X(y)d2(x, ·)| = 2d(x, y) · |gy(X(y) − //γy←xX(x),∇d(x, ·))|
6 2d(x, y) · |X(y) − //γy←xX(x)|y.
Thus, it is enough to prove that there exists a ν-null set N such that for all x, y < N with
d(x, y) < λ2̺,
|X(y) − //γy←xX(x)|y  d(x, y) · (1 +M̺|X|1(x) +M̺|X|1(y)).
Since d(x, y) < λ2̺, we only need to prove it in a local coordinate (U, ϕ; ξk) ∈ Σ. In local
coordinate (U, ϕ; ξk), we may write
X(x)|U = Xk(x)∂ξk
and
∇X(x)|U = (∂ξi Xk + X jΓkji)dξi ⊗ ∂ξk ,
where Γkji = g(∇∂ξ j∂ξi , ∂ξk) are Christoffel symbols. By Lemma 3.4, there exists a ν-null set N
such that for all x, y < U \ N with d(x, y) < λ2̺,
|Xk(x) − Xk(y)|  d(x, y) · (M̺|∇Xk |(x) +M̺|∇Xk |(y))
 d(x, y) · (M̺|X|1(x) +M̺|X|1(y)). (3.6)
Let t0 := d(x, y), and {Yks , s ∈ [0, t0], k = 1, · · · , d} be the unique solution to ODEs
dYks
ds +
∑
i j
Γki j(γ(s)) · Y is · γ˙ js = 0, Yk0 = Xk(x), k = 1, · · · , d.
Then //γy←xX(x) = Ykt0 · ∂ξk . From this equation, one easily finds that
|Ykt0 − Xk(x)| = |Ykt0 − Yk0 |  t0 = d(x, y). (3.7)
Hence, by (2o) of Lemma 3.2,
|X(y) − //γy←xX(x)|y =
(
(Xk(y) − Ykt0) · (X j(y) − Y jt0) · gk j(y)
)1/2

d∑
k=1
|Xk(y) − Ykt0 |
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
d∑
k=1
(
|Xk(y) − Xk(x)| + |Xk(x) − Ykt0 |
)
 d(x, y) · (1 +M̺|X|1(x) +M̺|X|1(y)),
where the last step is due to (3.6) and (3.7). The proof is finished. 
Lemma 3.7. Let X be a C2-vector field on M. Then for any x, y ∈ M with d(x, y) < ̺,
|(X2d2)11(x, y) + (X2d2)12(x, y) + (X2d2)21(x, y) + (X2d2)22(x, y)|  d2(x, y), (3.8)
where (X2d2)12(x, y) = X(y)X(x)d2(x, y) and similarly for others, and the constant in  may
depend on X.
Proof. First of all, we have
(X2d2)11(x, y) = Xg(X,∇d2(·, y))(x) = gx(∇XX,∇d2(·, y)) + gx(X,∇X∇d2(·, y))
and
(X2d2)22(x, y) = Xg(X,∇d2(x, ·))(y) = gy(∇XX,∇d2(x, ·)) + gy(X,∇X∇d2(x, ·)),
where the second equality is due to the property of the Levi-Civia connection.
By Lemma 3.3, we also have
(X2d2)12(x, y) = Xgx(X,∇d2(·, y))(y) = −Xg(//γ·←xX,∇d2(x, ·))(y)
= −gy(∇X(//γ·←xX),∇d2(x, ·)) − gy(//γ·←xX,∇X∇d2(x, ·))
and
(X2d2)21(x, y) = Xgy(X,∇d2(x, ·))(x) = −Xg(//γ·←yX,∇d2(·, y))(x)
= −gx(∇X(//γ·←yX),∇d2(·, y)) − gx(//γ·←yX,∇X∇d2(·, y)).
Thus,
(X2d2)11(x, y) + (X2d2)12(x, y) + (X2d2)21(x, y) + (X2d2)22(x, y) = I + II + III,
where
I := gx(∇XX,∇d2(·, y)) + gy(∇XX,∇d2(x, ·))
= gx(∇XX − //γ·←y∇XX,∇d2(·, y)),
II := −gx(∇X(//γ·←yX),∇d2(·, y)) − gy(∇X(//γ·←xX),∇d2(x, ·))
= gx(//γx←y(∇X(//γ·←xX)) − ∇X(//γ·←yX),∇d2(·, y)),
III := gx(X,∇X∇d2(·, y)) + gy(X,∇X∇d2(x, ·))
−gx(//γ·←yX,∇X∇d2(·, y)) − gy(//γ·←xX,∇X∇d2(x, ·))
= gx(X − //γx←yX,∇X∇d2(·, y) − //γx←y∇X∇d2(x, ·)).
Now, in a local coordinate (U, ϕ; ξk) ∈ Σ, set for k = 1, · · · , d
Zk1(x, y) := (∇X(//γ·←xX(x)))k(y),
Zk2(x, y) := (∇X∇d2(·, y))k(x).
It is easy to see that Zk1 and Zk2 are C1 functions on U × U. Hence,
|Zk1(x, y) − Zk1(y, x)|  d(x, y),
|Zk2(x, y) − Zk2(y, x)|  d(x, y).
As in the proof of Lemma 3.6, one has
|//γx←y(∇X(//γ·←xX)) − ∇X(//γ·←yX)|x  d(x, y)
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and
|∇X∇d2(·, y) − //γx←y(∇X∇d2(x, ·))|x  d(x, y).
Combining (3.5) and the above estimates, we obtain the desired result. 
3.4. Mollifying a non-smooth vector field. For any measurable vector field X ∈ T M, recalling
(3.2), we may write
X =
∑
α
ψαX =
∑
α
ψαX|Uα =
∑
α
ψαXkα∂ξkα ,
where Xkα : Uα → R is the coordinate component of X in local coordinate (Uα, ϕα; ξkα).
Let ζ be a nonnegative smooth function on Rd with support in {ξ ∈ Rd : |ξ| < 1} and∫
Rd
ζ(ξ)dξ = 1.
Set ζn(ξ) := ndζ(nξ) and define
Xkα,n(x) := (Xkα ◦ ϕ−1α ∗ ζn) ◦ ϕα :=
∫
ϕα(Uα)
Xkα ◦ ϕ−1α (ξ) · ζn(ϕα(x) − ξ)dξ (3.9)
and
Xn :=
∑
α
ψαXkα,n∂ξkα . (3.10)
Then it is clear that Xn ∈ C∞(T M).
Remark 3.8. In general, the restriction of Xn to Uα does not equal to Xkα,n∂ξkα since for α , β,
the following compatibility is not true any more:
Xkα,n , X
j
β,n
∂ξkα/∂ξ
j
β
in Uα ∩ Uβ , ∅.
We have the following proposition.
Proposition 3.9. Let X ∈ Hp1(T M) for some p > 1 and Xn be defined by (3.10). Then
lim
n→∞
‖X − Xn‖1,p = 0.
Moreover, if X ∈ L∞(T M) satisfies [divX]− ∈ L∞(M), then for some constant C > 0 independent
of n and X,
‖[divXn]−‖L∞(M) 6 C(‖[divX]−‖L∞(M) + ‖X‖L∞(T M)). (3.11)
Proof. First of all, by (2o) of Lemma 3.2, we have
lim
n→∞
‖X − Xn‖pp 6 lim
n→∞
∑
α
∫
Uα
ψpα[(Xkα − Xkα,n)(X jα − X jα,n)gαk j]p/2ν(dx)
6 C lim
n→∞
∑
α,k
∫
ϕα(Uα)
|Xkα ◦ ϕ−1α − Xkα ◦ ϕ−1α ∗ ζn|pdξ = 0.
Similarly, one has
lim
n→∞
‖∇(X − Xn)‖pp = 0.
Moreover, noting that
divX|Uα = XkαΓiki + ∂ξαk Xkα,
we have
‖[∂ξαk Xkα]−‖L∞(Uα) 6 ‖[divX]−‖L∞(M) + C‖X‖L∞(T M).
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Thus, by (3.9) we have
‖[divXn]−‖L∞(M) 6
∥∥∥∥∑
α
(
ψα(Xkα,nΓiki + ∂ξkαXkα,n) + Xkα,n∂ξαk ψα
)− ∥∥∥∥
L∞(M)
6
∑
α
(
ψα(‖Xkα,nΓiki‖L∞(Uα) + ‖[∂ξkαXkα,n]−‖L∞(Uα)) + ‖Xkα,n∂ξkαψα‖L∞(Uα)
)
6 C(‖[divX]−‖L∞(M) + ‖X‖L∞(T M)).
The proof is complete. 
4. Proof ofMain Result
We first prove the following key estimation.
Lemma 4.1. Let xt(x) and xˆt(x) be two ν-almost everywhere stochastic flows of (1.1) corre-
sponding to (X0, Xk, k = 1, · · · ,m) and ( ˆX0, Xk, k = 1, · · · ,m), where
X0, ˆX0 ∈ Hp1(T M) for some p > 1 and Xk ∈ C2(T M), k = 1, · · · ,m.
Then for any δ > 0,
E
∫
M
log
supt∈[0,T ] d
2(xt(x), xˆt(x))
δ2
+ 1
 ν(dx) 6 C1 + C2
δ
‖X0 − ˆX0‖1,
where C1 = C · (1 + KT,X0,Xk + KT, ˆX0,Xk)(1 + ‖X0‖1,p) and C2 = C · KT, ˆX0,Xk . Here, KT,X0,Xk is from
(2.1) and the constant C is independent of δ and X0, ˆX0.
Proof. Below, let χ : R+ → R+ be a smooth function satisfying
χ(r) = r, r ∈ [0, λ4̺2/4]; χ(r) = λ4̺2/2, r ∈ [λ4̺2,∞).
We define
f (x, y) := χ(d2(x, y)).
Then by Lemma 3.2, f ∈ C∞(M × M) satisfies
f (x, y) 6 d2(x, y) 6 C̺,λ f (x, y).
For the simplicity of notations, we write zt(x) := (xt(x), xˆt(x)). By Itoˆ’s formula, we have
f (zt(x)) =
∫ t
0
[(X0 f )1 + ( ˆX0 f )2](zs(x))ds +
∫ t
0
[(Xk f )1 + (Xk f )2](zs(x)) ◦ dWks
=
∫ t
0
[(X0 f )1 + ( ˆX0 f )2](zs(x))ds +
∫ t
0
[(Xk f )1 + (Xk f )2](zs(x))dWks
+
1
2
∫ t
0
[(X2k f )11 + (X2k f )21 + (X2k f )12 + (X2k f )22](zs(x))ds,
where (X0 f )1(x, y) = X0(x) f (·, y) and similarly for others. Using Itoˆ’s formula again, we further
have
log
( f (zt(x))
δ2
+ 1
)
=
∫ t
0
[(X0 f )1 + ( ˆX0 f )2](zs(x))
f (zs(x)) + δ2 ds +
∫ t
0
[(Xk f )1 + (Xk f )2](zs(x))
f (zs(x)) + δ2 dW
k
s
+
1
2
∫ t
0
[(X2k f )11 + (X2k f )21 + (X2k f )12 + (X2k f )22](zs(x))
f (zs(x)) + δ2 ds
−1
2
∫ t
0
|[(Xk f )1 + (Xk f )2](zs(x))|2
( f (zs(x)) + δ2)2 ds
=: I1(t, x) + I2(t, x) + I3(t, x) + I4(t, x).
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Let us first treat I1(t, x). We write
I1(t, x) =
∫ t
0
[(X0 f )1 + (X0 f )2](zs(x))
f (zs(x)) + δ2 ds +
∫ t
0
[( ˆX0 f )2 − (X0 f )2](zs(x))
f (zs(x)) + δ2 ds
=: I11(t, x) + I12(t, x).
For a continuous real function h(t), we write
h∗(T ) := sup
t∈[0,T ]
h(t).
By Lemma 3.6, we have
E
∫
M
I∗11(T, x)ν(dx)  E
∫
M
∫ T
0
χ′(d2(zs(x))) · |[(X0d2)1 + (X0d2)2](zs(x))|
d2(zs(x)) + δ2 dsν(dx)
 E
∫ T
0
∫
M
(1 +M̺|X0|1(xs(x)) +M̺|X0|1(xˆs(x)))ν(dx)ds
(2.1) (KT,X0,Xk + KT, ˆX0,Xk)
∫
M
(1 +M̺|X0|1(x))ν(dx)
(3.3) (KT,X0,Xk + KT, ˆX0,Xk)(1 + ‖X0‖1,p).
Noticing that
|( ˆX0 f )2 − (X0 f )2|(x, y) = |χ′(d2(x, y)) · (( ˆX0d2)2 − (X0d2)2)(x, y)|
6 |χ′(d2(x, y))| · d(x, y) · | ˆX0(y) − X0(y)|y,
we similarly have
E
∫
M
I∗12(T, x)ν(dx) 
1
δ
E
∫ T
0
∫
M
| ˆX0(xˆs(x)) − X0(xˆs(x))|xˆs(x)ν(dx)ds
 KT, ˆX0,Xk
δ
∫
M
|X0 − ˆX0|xν(dx).
For I2(t, x), by BDG’s inequality and Lemma 3.6, we have
E
∫
M
I∗2(T, x)ν(dx) 
∫
M
E
(∫ T
0
∣∣∣∣∣[(Xk f )1 + (Xk f )2](zs(x))f (zs(x)) + δ2
∣∣∣∣∣
2
ds
)1/2
ν(dx) 6 C,
where the constant C is independent of δ and may depend on Xk. Similarly, by Lemma 3.7, we
also have
E
∫
M
I∗3(T, x)ν(dx) 6 C.
Since I4(t, x) is negative, this term can be dropped. Combining the above calculations, we obtain
the desired estimate. 
We also recall the following results for later use (cf. [16]).
Lemma 4.2. Let xn(ω, x) : Ω × M → M, n ∈ N be a family of measurable mappings. Suppose
that for P-almost all ω ∈ Ω, ν ◦ xn(ω, ·) ≪ ν and the density βn(ω, x) satisfies
sup
n
sup
x∈M
E|βn(x)|2 6 C1. (4.1)
If for (P × ν)-almost all (ω, x) ∈ Ω × M, xn(ω, x) → x0(ω, x) as n → ∞, then for P-almost all
ω ∈ Ω, ν ◦ x0(ω, ·) ≪ ν and the density β also satisfies
sup
x∈M
E|β(x)|2 6 C1. (4.2)
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Moreover, let ( fn)n∈N be a family of uniformly bounded and measurable functions on M. If fn
converges to some f in L1(M), then
lim
n→∞
E
∫
M
| fn(xn(x)) − f (x0(x))|ν(dx) = 0. (4.3)
Lemma 4.3. Let T , ˆT : M → M be two measurable transformations. Let C be a countable
and dense subset of C(M). Let ρ ∈ L1(M) be a positive measurable function. Assume that for
any f , g ∈ C , ∫
M
f ( ˆT (x)) · g(x)ν(dx) =
∫
M
f (x) · g(T (x)) · ρ(x)ν(dx).
Then T admits a measurable invertible ˆT , i.e., T −1(x) = ˆT (x) a.e.. Moreover,
ν ◦ T −1 = ρν, ν ◦ T = ρ−1(T −1)ν.
Proposition 4.4. Consider SDE (1.1) with Xk ∈ C2(T M), k = 0, 1, · · · ,m. Let xt(x) be the
unique stochastic homeomorphism flow associated with SDE (1.1). Then
ν ◦ x−1t (dx) ∼ ν(dx), ν ◦ xt(dx) ∼ ν(dx)
and
ν ◦ x−1t (dx) = exp
{∫ t
0
divX0(xs(x))ds +
∫ t
0
divXk(xs(x)) ◦ dWks
}
ν(dx). (4.4)
Moreover, for any q > 1
E
∣∣∣∣∣∣
ν ◦ x−1t (dx)
ν(dx)
∣∣∣∣∣∣
q
6 exp
{
CqT (‖[divX0]+‖∞ + ‖divXk‖2∞ + ‖XkdivXk‖∞)
}
(4.5)
and
E
∣∣∣∣∣ν ◦ xt(dx)ν(dx)
∣∣∣∣∣
q
6 exp
{
CqT (‖[divX0]−‖∞ + ‖divXk‖2∞ + ‖XkdivXk‖∞)
}
. (4.6)
Proof. We sketch the proof. Let Wn,t be the linearized approximation of Wt. Consider the
following ODE on M:
dxn,t(x) = X0(xn,t(x))dt + Xk(xn,t(x)) ˙Wkn,tdt.
It is a well known fact that
ν ◦ x−1n,t (dx) = exp
{∫ t
0
divX0(xn,s(x))ds +
∫ t
0
divXk(xn,s(x)) ˙Wkn,sds
}
ν(dx)
By the limit theorem (cf. [10], [15], [13]), the desired formula (4.4) then follows.
Note that∫ t
0
divXk(xs(x)) ◦ dWks =
∫ t
0
divXk(xs(x))dWks +
1
2
∫ t
0
XkdivXk(xs(x))ds
and
t 7→ exp
{
q
∫ t
0
divXk(xs(x))dWks −
q2
2
∫ t
0
|divXk|2(xs(x))ds
}
is an exponential martingale. It is easy to see that (4.5) holds. (4.6) can be proved similarly (cf.
[16]). 
We now prove the following result.
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Theorem 4.5. Assume that X0 ∈ Hp1(T M) ∩ L∞(T M) for some p > 1 satisfies
[divX0]− ∈ L∞(M),
and for each k = 1, · · · ,m, Xk ∈ C2(T M). Then there exists a unique ν-almost everywhere
stochastic flows {xt(x), x ∈ M}t>0 associated with SDE (1.1) in the sense of Definition 2.1.
Proof. Let X0,n ∈ C∞(T M) be defined as in (3.10). Let xn,t(x) solve the following Stratonovich’s
SDE on M:
dxn,t(x) = X0,n(xn,t(x))dt + Xk(xn,t(x)) ◦ dWkt , xn,0 = x.
Then x 7→ xn,t(x), t > 0 defines a stochastic homeomorphism flow over M. Moreover, by
Proposition 4.4
(ν ◦ xn,t)(dx) = βn,t(x)ν(dx),
where βn,t(x) satisfies by (4.6) and (3.11), that for any q > 1,
sup
n∈N
sup
(t,x)∈[0,T ]×M
E|βn,t(x)|q < +∞. (4.7)
Let us set
Φn,m(x) := sup
t∈[0,T ]
d2(xn,t(x), xm,t(x))
and
Aδn,m(x) := log
(
Φn,m(x)
δ
+ 1
)
.
If we choose
δ = δn,m = ‖X0,n − X0,m‖1,
then by Lemma 4.1 and (4.7), we have
sup
n,m
E
∫
M
Aδn,mn,m (x)ν(dx) 6 C0.
Thus, by Chebyshev’s inequality, we have for any R > 0,
E
∫
M
Φn,m(x)ν(dx) = E
∫
M
Φn,m(x) · 1{Aδn,mn,m (x)>R}ν(dx) + E
∫
M
Φn,m(x) · 1{Aδn,mn,m (x)6R}ν(dx)
6
(diam(M))2 · C0
R
+ δn,m · (eR − 1) · ν(M)
=
(diam(M))2 · C0
R
+ ‖X0,n − X0,m‖1 · (eR − 1) · ν(M),
where diam(M) := supx,y∈M d(x, y). From this, by Proposition 3.9, we then obtain that
lim
n,m→∞
E
∫
M
sup
t∈[0,T ]
d2(xn,t(x), xm,t(x))ν(dx) = lim
n,m→∞
E
∫
M
Φn,m(x)ν(dx) = 0.
Hence, for ν-almost all x ∈ M, there exists a continuous (Ft)-adapted process xt(x) such that
lim
n→∞
E
∫
M
sup
t∈[0,T ]
d2(xn,t(x), xt(x))ν(dx) = 0. (4.8)
By Lemma 4.2 and (4.7), one finds that xt(x) satisfies (A) and (B) of Definition 2.1. The
uniqueness is a direct consequence of Lemma 4.1. 
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We are now in a position to give
Proof of Theorem 2.5:
Following the proof of Theorem 4.5, we only need to check (C) of Definition 2.1. Fix a T > 0
and let
ρn := exp
{∫ T
0
divX0,n(xn,s(x))ds +
∫ T
0
divXk(xn,s(x)) ◦ dWks
}
.
By (4.5), we have for any q > 1,
sup
n∈N
sup
x∈Rd
E|ρn(x)|q < +∞. (4.9)
In view of (4.7) and (4.8), by Lemma 4.2, we have
lim
n→∞
E
∫ T
0
∫
M
|divX0,n(xn,s(x)) − divX0(xs(x))|ν(dx)ds = 0,
lim
n→∞
E
∫
M
∣∣∣∣∣∣
∫ T
0
(divXk(xn,s(x)) − divXk(xs(x))) ◦ dWks
∣∣∣∣∣∣ ν(dx) = 0.
So, there is a subsequence still denoted by n such that for almost all (ω, x),
lim
n→∞
ρn(ω, x) = ρT (ω, x), (4.10)
where ρT (x) is defined by (2.2). By (4.9) and (4.10), we further have for any q > 1,
lim
n→∞
E
∫
M
|ρn(x) − ρT (x)|qν(dx) = 0. (4.11)
Now, let yn(x) solve the following SDE
dyn,t(x) = −X0,n(yn,t(x))dt + Xk(yn,t(x)) ◦ dWT,kt , yn|t=0 = x,
where WTt := WT−t−WT . As in the proof of Theorem 4.5, there exists a continuous (Ft)-adapted
process yt(x) such that
lim
n→∞
E
∫
M
sup
t∈[0,T ]
d(yn,t(x), yt(x))2ν(dx) = 0. (4.12)
It is well known that
x−1n,T (x) = yn,T (x).
Thus, for any f , g ∈ C(M), we have∫
M
f (yn,T (ω, x)) · g(x)ν(dx) =
∫
M
f (x) · g(xn,T (ω, x)) · ρn(ω, x)ν(dx), P − a.s. (4.13)
Let C be a countable and dense subset of C(M). By (4.8), (4.11) and (4.12), if necessary,
extracting a subsequence and then taking limits n → ∞ in L1(Ω) for both sides of (4.13), we get
that for all f , g ∈ C ⊂ C(M) and P-almost all ω ∈ Ω,∫
M
f (yT (ω, x)) · g(x)ν(dx) =
∫
M
f (x) · g(xT (ω, x)) · ρT (ω, x)ν(dx). (4.14)
Since C is countable, one may find a common null set Ω′ ⊂ Ω such that (4.14) holds for all
ω < Ω′ and f , g ∈ C . Thus, by Lemma 4.3, one sees that (C) of Definition 2.1 holds.
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