Studies on neurophysiological correlates of the functional magnetic resonance imaging (fMRI) signals reveal a strong relationship between the local field potential (LFP) acquired invasively and metabolic signal changes in fMRI experiments. Most of these studies failed to reveal an analogous relationship between metabolic signals and the spiking activity. That would allow for the prediction of the neural activity exclusively from the fMRI signals. However, the relationship between fMRI signals and spiking activity can be inferred indirectly provided that the LFPs can be used to predict the spiking activity of the area. Until now, only the LFP-spike relationship in cortical areas has been examined. Herein, we show that the spiking activity can be predicted by the LFPs acquired in a deep nucleus, namely the subthalamic nucleus (STN), using a nonlinear cascade model. The model can reproduce the spike patterns inside the motor area of the STN that represent information about the motor plans. Our findings expand the possibility of further recruiting non-invasive neuroimaging techniques to understand the activity of the STN and predict or even control movement.
Introduction
During the last decade, several different tools have been developed for gaining insights into brain function. The data, acquired from different modalities, are used for modeling approaches that lead to formulation of interesting and eventually testable theories on the brain's functional organization. Two of the most emerging methodologies are functional magnetic resonance imaging (fMRI) and electrical measurements of brain activity including invasive techniques with microelectrodes. Both tools have their limitations. For example, hypotheses formulated on the basis of fMRI experiments are unlikely to be analytically tested with fMRI (Logothetis 2008) . On the other hand, microelectrode recordings (MERs) cannot describe the cellular properties of neural assemblies (Logothetis 2008) . Hence, a multimodal approach is a necessary means to study brain functions and dysfunctions.
Various studies have reported that metabolic signal changes in fMRI images and local field potentials (LFPs) recorded with microelectrodes are concurrent in time and space (e.g. Ekstrom 2010 , Ekstrom et al 2009 , Koch et al 2006 , Masamoto et al 2008 , Logothetis et al 2001 , Viswanathan and Freeman 2007 . Studies have also suggested that fMRI signals, such as the blood-oxygenated-level-dependent (BOLD) signal, and the neural spiking activity most likely dissociate with each other (Maier et al 2008 , Ojemann et al 2010 , Rauch et al 2008 , Sirotin and Das 2009 , Viswanathan and Freeman 2007 . The BOLD signal does not measure neural activity, rather it measures local fluctuations in deoxyhemoglobin (dHb) concentration (Bandettini et al 1992, Kim and Ugurbil 1997) . Since the spatial resolution of fMRI continues to improve, it becomes increasingly important to quantify the relationship between fMRI signals and the neural activity that they infer (Kim et al 2004) . An indirect relationship emerges between the metabolic signal recorded during the fMRI and the spiking activity of the area. A BOLD signal, for instance, may provide a measure of spike rate due to correlations between LFPs and spike rate. Correlations between spike rate and LFPs, though, are likely to be particularly dependent on the input into a region and specific circuitry stimulated due to the heterogeneous nature of the LFP (Mitzdorf 1985) , and thus BOLD and spike rate correlations cannot typically be assumed. But if we ensure that LFPs and spikes correlate under some conditions, then this suggests that a BOLD signal may actually represent spike rate in some situations (Heeger and Ress 2002) .
Until now, the prediction of neuronal firing from the LFPs has been examined in the cortex of animals mainly due to the accessibility of the area and the easiness of the surgical procedure. MER studies on the primary visual cortical area (V1) of monkeys (Rasch et al 2008) and on the primary somatosensory cortical area (S1) of rats (Okun et al 2010) verified the predictive relationship between LFPs and neuronal firing in those regions. An effort to extend the LFP-spike relationship to a deep nucleus in monkeys was unsuccessful; almost no relationship is found between the LFPs acquired from the dorsolateral area of the geniculate nucleus and the spiking activity inside that nucleus (Rasch et al 2008) .
In this paper, we try to address the question of whether we can expand the prediction of the spiking activity from the LFPs to a deep nucleus, namely the subthalamic nucleus (STN). The STN is a pivotal nucleus in the basal ganglia system that controls movement. This is the reason why this nucleus has become the main target for deep-brain stimulation (DBS) of the basal ganglia in Parkinson's disease (PD) patients. Although STN-DBS has been used for more than a decade, the clinical applications surpass the theoretical knowledge by far. Current interest in the role the STN may play in the electrical stimulation of the basal ganglia justifies the task of understanding the underlying networking mechanisms of the nucleus. We show that the spikes of STN neurons can be inferred from the LFPs acquired from electrodes placed inside the STN of PD patients. We describe the use of a nonlinear model in order to predict the spikes from the underlying LFPs. We compare the accuracy of the spike trains predicted on a wide range of recordings acquired from the subthalamic nuclei of three PD patients and we show the strengths and the weaknesses of the modeling process in terms of exact spike timing and rhythm prediction. We show that the neural activity can be predicted with rather high to moderate accuracy, depending on the number of neurons present in the recording. Our results further enhance the possibility of being able to understand the initiation of a movement using non-invasive fMRI techniques.
Materials and methods

Data acquisition
Data were acquired during the surgical procedure of implanting a DBS electrode within the motor territory of the STN in PD patients (Sakas et al 2007) and connecting it to an implantable pulse generator (IPG) located in the chest area. All PD patients were recruited from the Department of Functional Neurosurgery at Evangelismos General Hospital in Athens, Greece. Patients were operated on without the use of sedative agents, except for the part of the procedure when the IPG was internalized. Preoperative and postoperative clinical data were recorded on an electronic disease-specific database (NeuroHealis, Hellenic Centre for Neurosurgical Research, Athens, Greece).
Surgeries were performed according to our standard protocol (Sakas et al 2007) . Briefly, MRI scans without contrast were performed the day prior to surgery to locate the motor area of the STN. The acquired images were fused with the frame-based CT images acquired on the day of surgery (Neuroplan, Integra Radionics, Burlington, USA). Confirmatory intraoperative MERs were required to compensate for targeting errors related to unavoidable limitations (e.g. imaging resolution, brain anatomic shifts) of the surgical procedure (Danish et al 2006 , Halpern et al 2007 . The exact location was estimated by a neurologist during surgery, observing the neuronal activity which was recorded from the nearby area, displayed on an oscilloscope and usually played on an audio monitor (Zonenshayn et al 2000) . A micropositioner system (Microtargeting Drive-Medtronic Inc., Minneapolis, MN) was used to advance recording microelectrodes in a controlled fashion, while measuring the exact depths. The system allowed the use of a five-hole array which could accommodate five discrete channels at 2 mm distances, through which the recording electrodes and later the DBS lead were inserted. In either case, multiple parallel trajectories were explored simultaneously, without making any changes in the stereotactic frame (Cosman-Roberts-WellsRadionics Inc., Burlington, MA, USA) coordinates. The five discrete trajectories, positioned in a cross (Ben Gun) formation, were used for intraoperative electrophysiological localization of the clinical target of the STN. Postoperatively, an MRI scan was routinely performed within 3 days to confirm the correct placement of the stimulating electrode. The clinical target was identified as the neural area in which the placement of the DBS electrode gave maximum clinical results as additionally verified by subsequent clinical followups executed at the outpatient service of the unit of Functional Neurosurgery (Boviatsis et al 2010) .
Microelectrode recordings
MERs were acquired during spontaneous STN activity, defined as the neuronal activity acquired during periods in which the PD patient lay down immobile on the operational table, prior to DBS permanent lead implantation. No electrical stimulation was performed during recordings. Neither active nor passive movements were executed during analyzed recordings. Besides recording the high-frequency spiking activity, MERs also provided a unique opportunity for recording the low-frequency content of the nearby neural activity, namely the LFPs, as close to its generator as possible.
MERs started at 5 mm above the intended target and allowed for a complete sampling of the neuronal activity of the STN. They were obtained at 1 mm steps through the STN to the Substantia Nigra reticulate (SNr) using the Leadpoint TM Neural Activity Monitoring System (Medtronic Inc., Minneapolis, MN). For the last 3 mm before the theoretical target and for 2 mm after it, the descent step became 0.5 mm or even lower (0.1 mm in some cases) to approximate with the best possible accuracy the optimum position for the electrode. For each electrode depth, 10 s recordings, digitized at 24 kHz, were simultaneously acquired from five electrodes (central, anterior, posterior, lateral and medial).
Data processing and analysis
Signals were first visually inspected, and only epochs free from artifacts were further processed. Recordings were also visually examined for a typical STN discharge pattern (intense irregular neuronal activity with increased background activity and bursting spike trains usually present), as described in Bevan et al (2002) .
Off-line data processing and analysis were conducted by a custom-made MatLab (The MathWorks, Natick, MA) code. Each selected 24 kHz signal was first low-pass-filtered using an equiripple filter with a cut-off frequency of 6 kHz, the order of 900 and peak to peak (p-p) rippling equal to 1.6 × 10 −5 dB, and then downsampled to 12 kHz for computational convenience. To acquire the spiking signal, we used an Using amplitude thresholding (Lewicki 1998) , we located the spikes in each of the recordings. We divided our data sets into two categories: one with recordings in which only spikes from a single neuron were visible and a second that included all the multi-neuron recordings (usually two to three different spikes from an equal number of different neurons were observable). In the multi-neuron category, we applied K-means clustering via principal component analysis to relate each spike to a specific neuron (see figure 1). Our data set included 9 single-neuron recordings, 16 twoneuron recordings and 10 three-neuron recordings. For each recording, a single model was estimated.
Regarding threshold selection, its absolute value was typically chosen equal to 3SD of the distribution of all the samples in the noisy multi-unit activity (MUA) signal, excluding the 1 ms spike segments. Qualitatively, this means that a MUA peak was considered as a spike if its amplitude was almost 1.5 times the noise level of the recorded signal (95% confidence interval). The threshold sign was also chosen based on the polarity of the signal (i.e. if the spike's highest amplitude was positive or negative). In some recordings, lowering the threshold near the noise level was necessary to detect some low-amplitude spikes, probably arriving from relatively remote neurons.
The Hammerstein-Wiener model as a neuron black box model
Our block-oriented nonlinear model in which a linear timeinvariant (LTI) dynamic block is preceded and followed by a static nonlinearity constitutes a special class of VolterraWiener nonlinear models. Such a system's steady-state behavior is determined completely by the static nonlinearities whereas its dynamic behavior is determined by both the nonlinearities and the linear dynamic model component. Briefly, if k = n · t, n ∈ N, and t is the sampling period, a lumped parameter Hammerstein-Wiener (H-W) model, shown in figure 1(D), is represented in the Z space by
where u ∈ R m is the physical input (the LFP and noise) to the entry module of the model. The input is passed through the nonlinear mapping f (u) to give the input v ∈ R m of the linear dynamic block; α, β, . . . , γ , and α , β , . . . , γ are, respectively, the polynomial coefficients for the numerator, B, and the denominator, F, of the linear dynamic block, n b is the order of B and n f is the order of F and w ∈ R p is the output of the linear block which is passed through the nonlinear mapping h(w) to give the output y ∈ R p of the model (figure 2).
Model's parameter estimation
We estimated recording-specific models. All training pairs were acquired from the first 1 s of the recordings. Segments of the recordings between 1 s and 2 s were used for visual validation. The last 8 s of the recordings were used for quantitative validation and demonstration purposes, presented in section 3. No golden rule existed in terms of the order of the linear filter and the number of nonlinear segments that produced the best prediction results. Each recording was handled separately to estimate the best model. We started with the simplest estimation (an autoregressive (AR) model with one pole) and we increased n b and n f (equation (2)) until satisfactory accuracy for the spikes was achieved. A model that detected half of the spikes in the validation data without fabricating non-existent spikes indicated the lower limit of a satisfactory prediction. We kept the LTI order as low as possible to allow the model to be able to generalize well especially across spikes arriving from different neurons. The methodology for estimating the model's parameters is described elsewhere Nikita 2010, Michmizos et al 2011) . Briefly, if the spikes present in a recording corresponded to a single neuron (spikes with nearly equal amplitudes), the model was identified using a training set of LFP-spike pairs (usually six to eight different pairs of 4-12 ms duration). If the spikes present in a recording corresponded to multiple neurons, the training set was composed of LFP-spike pairs in analogy to the spike rhythm of each neuron. Piecewise linear functions were used for both input and output nonlinearities of the H-W model since they provide the means to represent any nonlinear function. Due to the data being highly stochastic, the line segments were not specified for any of the identification data but they were adjusted to the learning data. The range of the number of line segments of the nonlinear estimators and the range of the order of the linear model were predefined. Usually 5 to 15 line segments were enough to estimate the nonlinear functions whereas the range of the poles and zeros of the LTI system was [0, 3] . A search method for iterative parameter estimation with one sample delay was applied to find the best possible combination of the parameters. The Gauss-Newton prediction error minimization was used when the input nonlinear function was invertible and the Levenberg-Marquardt search method was used when the input nonlinear function was singular.
Performance measures and evaluation
The kappa measure was used as a quantitative measure of performance (Cohen 1960) . Let p l,r be the fraction of samples having target label l ∈ {0, 1} and predicted label r ∈ {0, 1} and let q l andq r be the fraction of samples in the test set that have the label l in the target or the label r in the prediction, respectively. Then the chance level for classification is given by p c = q 0q0 + q 1q1 . If we define p 0 = p 0,0 + p 1,1 to be the overall fraction of correctly classified samples (both zeros and ones), then k is given by k = (p 0 − p c )/(1 − p c ). Such a measure is a normalized above-chance classification rate. k equals zero if the prediction is at the chance level (i.e. p 0 = p c ) and equals 1 if the predicted classification is perfect (i.e. p 0 = 1). In our case, we relaxed somewhat the definition of the kappa measure by allowing a spike to be predicted correctly (on time) if it is found in a temporal distance, d, of less than 2.5 ms (30 samples), approximating the effective refractory period. For single-unit recordings, d could increase to approximately 10 ms, which was the minimum temporal distance observed between subsequent spikes of the same neuron. Such an increase did not result in a significant change in kappa measure. For multiple-unit recordings, d was kept to 2.5 ms, since kappa measure increased with d.
In addition, we were not only interested in the exact timing of the predicted spikes but also in the ability of the model to predict the timing and the duration of the spike bursts or, more generally, the spiking rhythm of the recorded population of neurons. We used the coherence-squared function (Kay 1988) between the recorded spike train rhythm and the predicted output rhythm of the neural area. The coherence-squared function can be interpreted as the fraction of the predicted rhythm variance that is linearly related to the true rhythm at each frequency. For a constant parameter linear relationship between the two rhythms with no noise, the coherencesquared function identically equals 1. If the two rhythms are completely unrelated, the coherence-squared function has a value of 0. If the coherence-squared function is greater than zero but less than 1, two possibilities exist: (a) extraneous noise is present in the measurements, and (b) the predicted rhythm is an output due to the input LFP signal used as well as to other inputs (noise).
Results
Thirty-one out of 35 input functions were estimated by an unknown nonlinear function and the rest by a straight line indicating the possible absence of an input nonlinearity. This finding suggests that the recording microelectrode in those four recordings was close enough to the neuron's soma so that dendritic voltage decrement could be neglected. An example model with a nearly linear input function is shown in the upper panel of figure 3 and an example model with a saturation-like input function is shown in the bottom panel of the same figure. Various types of impulse response functions were estimated for the LTI module, including AR, moving average (MA) and AR-MA structures (see figure 3) . The output nonlinear functions typically introduced a threshold above (or below) which a spike was fired by the model.
The estimated models detected the presence, the intensity and the duration of spiking bursts very accurately. In figure 4 , an indicative example of a model estimated from a single-neuron recording is shown. The model is able to predict the bursting pulse of the neuron around the fifth second of the recording. The mean squared error between the predicted and the spiking rhythm was estimated to be 2.6 spikes per 50 ms bins. The kappa measure was calculated to be equal to 0.23. We estimated a model for each recording separately and we calculated the Cohen's kappa statistic for the prediction (figure 5). Two of the models exhibited substantial agreement (k > 0.6), five models moderate agreement (0.4 k < 0.6), and 18 models fair agreement (0.2 k < 0.4). Eight out of 10 models with slight agreement (k < 0.2) were estimated from three-neuron recordings. Also, from the seven models that exhibited moderate agreement or better, six were estimated from single-neuron recordings. The spike rhythm was determined by estimating the frequency of neuron discharges. The frequency was plotted in the form of spikes per ms. We estimated the coherence-squared function between the predicted and the recorded spike rhythm in 0.25 ms bins to reveal the predictability of our models in terms of the spike rhythm. In figure 6 , the coherence levels for all selected recordings from two subjects (three nuclei) are shown. The results explain the general resemblance of predicted spike trains to the recorded ones. Coherence drops after 1.5 Hz also explained the jittering observed in predicting the exact position of a spike.
Discussion
The purpose of this study was to examine how the LFPs acquired invasively during DBS implantation surgeries can relate to the spiking activity inside the STN of a PD patient. To investigate this question, we chose a general nonlinear structured model and we trained the model based on the data acquired from the first second of the recordings. We showed that the models were able to predict the spike timing and rhythm with an accuracy varying with respect to the number of different spikes (neurons) present in the recording. We noted that individual recordings, though, showed downgraded accuracy (k < 0.2). These recordings were mainly acquired from a microelectrode that was positioned so that three (or more) different neurons' spikes were recorded.
Neural ensembles inside the motor area of the STN represent information about the motor plans in the patterns of their action potentials (Bevan et al 2002, Kass and Mintz 2006) . The patterns are the results of computations that are applied to the inputs to a neural ensemble and combine various sources of feedforward or feedback information as well as modulatory signals (Berens et al 2010) . The computational and dynamical properties of local neural circuits can be revealed by the simultaneous recording of the spiking activity from a pool of neurons (Buzsáki 2004 , Tolias et al 2007 . Such techniques are crucial to our insight on the intranuclear and internuclei communication between neurons. To fully understand the contribution of each cell to the processing of information, one has to record all synaptic inputs of that neuron and ideally model how these signals are integrated on its dendritic tree for a spike to be fired. This demand cannot be addressed by current technology in vivo. Nevertheless, the LFP has been hypothesized to provide an aggregate signature of the synaptic input and dendritic processing within a localized biological neural network (Mitzdorf 1987 , Logothetis 2003 . To use the LFP for our understanding of intranuclear computation, however, we need to know its spatial and neurophysiological origin.
The volume of neural tissue that contributes to the recorded spiking activity has been determined to approximately 140-300 μm (Gray et al 1995 , Henze et al 2000 , Logothetis 2008 ). However, the neural area contributing to the LFP signal is not clear and remains a matter of debate in the scientific community. Estimates based on spectral coherence or correlation between simultaneously recorded sites (Destexhe et al 1999 , Juergens et al 1999 or currentsource density analysis (Mitzdorf 1987) regard the volume of neural tissue contributing to the LFP in the range of 0.5-2 mm. Generally, low-frequency LFP oscillations seem to be correlated over longer distances than high-frequency LFP oscillations (Berens et al 2010) . It is likely that in many instances, measurements of the LFPs reflect fairly local processes, integrating signal sources from a few hundred micrometers of surrounding tissue (Berens et al 2010) . A recent biophysical modeling study (Pettersen et al 2008) also found the contribution to the LFP to arise predominantly from a region with radius up to 0.5 mm which is a somewhat larger region than the one contributing to the spiking activity. It is important to note that the studies have used widely different recording electrodes, ranging from high-impedance electrodes to multi-electrode Utah arrays and low-impedance wire-tetrode arrays, as well as different referencing techniques (Berens et al 2010) .
Our main interest in the LFP-spike connection comes from the relationship of the LFPs with the metabolic signals, the most prominent of which is the BOLD signal, used in fMRI studies. The LFP-BOLD relationship was examined directly in concurrent electrophysiology and fMRI experiments in the visual system of anesthetized (Logothetis et al 2001) and alert (Goense and Logothetis 2008) monkeys. Quantitative analysis indicated that LFPs are better predictors of the BOLD response than multiple-unit or single-unit spiking. The studies revealed a striking, undiminished hemodynamic response even in the cases where spiking was entirely absent despite a clear and strong stimulus-induced modulation of the field potentials (Logothetis et al 2001, Goense and Logothetis 2008) . Cortical sites exhibiting strong neural response adaptation were characterized by spiking activity that returned to baseline a few seconds after stimulus onset while LFPs remained elevated for the entire duration of the stimulus (Logothetis et al 2001, Goense and Logothetis 2008) . In this case, the LFP is believed to be most probably generated by active interneuron networks which prevent pyramidal neurons from spiking but generate synaptic potentials and metabolic demand. Interestingly, the correlation between BOLD and LFP is highest in the gamma frequency range (Kayser and König 2004, Niessing et al 2005) .
Differential contributions of LFP and spikes to the BOLD response have also been demonstrated with neuropharmacological manipulations permitting the selective modulation of interneuronal and pyramidal activity (Logothetis 2003 , Rauch et al 2008 . In addition, a dual microelectrode has been used to conduct simultaneous and co-localized measurements of tissue oxygen and electrical activity at a high spatiotemporal resolution (Viswanathan and Freeman 2007) . The experiments revealed a strong coupling between LFPs and changes in tissue oxygen concentration in the absence of spikes. Similar dissociation studies between spikes and cerebral blood flow, which is closely related to the BOLD signal, have also been reviewed by Lauritzen and Gold (2003) ).
For decades the important studies of neural correlates of behavior took the mean spiking rate to be the gold standard for quantifying neuronal activation. This made the discussion concentrate on the importance of the firing rate of action potentials in the generation of the hemodynamic responses. Given our current knowledge, LFPs and, thus, to some extent the fMRI signals such as the BOLD signal may instead be thought of as reflecting more the integrative processes instantiated in synaptic and dendritic activity than the spiking activity per se. Note that some aspects of the BOLD signal may not be related to neuronal processes at all (Sirotin and Das 2009 ).
Finding the actual role of the STN neuron under both normal and abnormal conditions also underscores the potential of recording the LFPs with deep-brain electrodes and using them as feedback signals to improve the therapeutic effect of deep-brain stimulators, for example by controlling the STN motor area's spiking rhythm. Since DBS provides such a unique experimental system with a command/control input directly in the human nervous system, an On/Off stimulation model will not only support the scientific endeavor toward an explicit understanding of this therapeutic mechanism, but it may hopefully help to advance our general understanding of human basal ganglia system.
Conclusion
The fMRI by itself is unlikely to reveal all the actual mechanistic aspects of the STN computation. However, it remains an excellent tool for studying the global functional organization of the basal ganglia. In this paper, we showed that a class of H-W models, estimated separately for each recording, can become a simple yet accurate model for spike generation of single and multiple STN neurons of PD patients. The models' predictability is a good indication that an interconnection exists between the LFPs recorded inside the STN and the spiking activity observed intranuclearly. This interconnection can be used to identify functionally connected subregions correlating the fMRI signals (such as the BOLD signal) and the spiking activity of a neural area. Subsequently, LFPs and spiking activity may allow us to gain a better understanding of the input-output transformation taking place within the STN, when its complementary information is combined with the appropriate data analysis tools. Such an integrative approach to population coding in the basal ganglia system would exploit in a cooperative manner all the available signals and would put their individual strengths to optimal use.
