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ON SEMIDUALIZING MODULES OF LADDER
DETERMINANTAL RINGS
SEAN K. SATHER-WAGSTAFF, TONY SE, AND SANDRA SPIROFF
Abstract. We identify all semidualizing modules over certain classes of ladder
determinantal rings over a field k. Specifically, given a ladder of variables Y ,
we show that the ring k[Y ]/It(Y ) has only trivial semidualizing modules up
to isomorphism in the following cases: (1) Y is a one-sided ladder, and (2) Y
is a two-sided ladder with t = 2 and no coincidental inside corners.
Introduction
Let R be a commutative noetherian ring and let k be a field. A finitely generated
R-module C is semidualizing if HomR(C,C) ∼= R and Ext
i
R(C,C) = 0 for all
i > 1. The set of isomorphism classes of semidualizing R-modules is denoted
S0(R). See Section 1 for background information on these modules.
Semidualizing modules arise in several different contexts. Hans-Bjorn Foxby [6]
introduced them to provide a useful generalization of the dualities with respect to
a free module of rank 1 and with respect to a dualizing/canonical module. Other
applications include progress by Luchezar Avramov and Foxby [1] and Sean Sather-
Wagstaff [15] on composition questions for local ring homomorphisms, and advances
on a question of Craig Huneke on growth of Bass numbers of local rings by Sather-
Wagstaff [16].
Despite the utility of semidualizing modules, very little is known about the set
S0(R). Only recently have Saeed Nasseh and Sather-Wagstaff [9] shown that this
set is finite. Anders Frankild and Sather-Wagstaff show that the set has even car-
dinality when R is local, complete, Cohen-Macaulay, and not Gorenstein in [7].
At this time, we only have more information than this in very special cases: Ol-
gur Celikbas and Hailong Dao [2] deal with certain Veronese subrings; William
Sanders [13] handles some rings of invariants; Sather-Wagstaff treats determinantal
rings in [14]; and Nasseh, Sather-Wagstaff, and Ryo Takahashi [10, 11] handle the
rings that specialize to non-trivial fiber products (this includes the well-known but
seemingly undocumented result for rings of minimal multiplicity).
In particular, the following question [14, Question 4.13] of Sather-Wagstaff is
still open: If R is a local ring, must the cardinality |S0(R)| be a power of 2?
Each of the special cases in the previous paragraph answers this question in the
affirmative for its certain class of rings. In fact, in most cases the rings admit
only trivial semidualizing modules, namely, the free module of rank 1 and
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a dualizing module; exceptions occur for determinantal rings with coefficients in
non-Gorenstein rings.
We provide more special-case evidence of an affirmative answer to Sather-Wag-
staff’s question by studying the semidualizing modules of ladder determinantal
rings. Roughly speaking, a ladder is a subset Y of an m× n matrix X of indeter-
minates that (possibly) excludes matrix entries from the top left and/or bottom
right, as in the examples depicted below.
X11 X12 X13 X14 X15
X21 X22 X23 X24 X25
X31 X32 X33 X34 X35
X41 X42 X43 X44
X51 X52 X53
X12 X13
X22 X23
X31 X32 X33
X41 X42
X51 X52
O: one-sided [4, Example 4.10] T : ladder with coincidental corner
The associated ladder determinantal ring of t-minors is Rt(Y ) = k[Y ]/It(Y ),
where It(Y ) is the ideal generated by the t × t minors of X lying entirely in Y .
See the paper of Aldo Conca [4] and our Section 1 for background on these rings,
including information on their divisor class groups that is crucial for our work.
The main results of Sections 2 and 3 of the current paper are as follows. They
show that many ladder determinantal rings have only trivial semidualizing mod-
ules. See, however, part II of this work [17] for the study of ladder determinantal
rings with non-trivial semidualizing modules; Example 3.11(3) contains a sample
computation.
One-Sided Ladder Theorem (Theorem 2.6). Let Y be a one-sided ladder1. The
ring Rt(Y ) has only trivial semidualizing modules, i.e., |S0(Rt(Y ))| 6 2.
For two-sided ladders, we focus specifically on the 2× 2 case.
Two-Sided Ladder Theorem (t = 2, no coincidental corners) (Theorem 3.10).
Let Y be a 2-connected ladder such that no lower inside corner and upper inside
corner coincide. Then the ring R2(Y ) has only trivial semidualizing modules, i.e.,
|S0(R2(Y ))| 6 2.
1. Background
Divisor Class Groups. For a normal domain R, the isomorphism class of an
R-module M is denoted [M ], and the set of isomorphism classes of rank-1 reflexive
modules is the divisor class group of R, denoted Cl(R). This is an abelian group
under the operations [M ] + [N ] = [(M ⊗R N)
∗∗], where (−)∗ = HomR(−, R), and
[M ]− [N ] = [HomR(N,M)], with additive identity [R]. Equivalently, Cl(R) is the
set of isomorphism classes of height-1 reflexive ideals.
1In Definition 1.8, we require all of our one- and two-sided ladders to be path-connected.
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Semidualizing Modules/Ideals. Recall the definition of the semidualizing prop-
erty and the notation S0(R) from the introduction of this paper. By [14, Propo-
sition 3.4], if R is a normal domain, then each semidualizing R-module is reflexive
of rank 1, so there is an inclusion S0(R) ⊆ Cl(R). A semidualizing ideal is an
ideal of the ring R that is semidualizing as an R-module.
Remark 1.1. For our purposes, it is important to note that the property of be-
ing semidualizing is preserved under localization, since the defining conditions are
preserved by flat base change.
Fact 1.2. [14, Proposition 3.3] Let a and b be semidualizing ideals such that a⊗ b
is semidualizing. The natural multiplication map a⊗R b→ ab is an isomorphism.
A dualizing R-module is a semidualizing R-module of finite injective dimen-
sion. The ring R has a dualizing module if and only if it is Cohen-Macaulay and a
homomorphic image of a Gorenstein ring with finite Krull dimension; see [6, 12, 18].
Thus, a dualizing module is a canonical module over a Cohen-Macaulay ring. To
say that a ring R admits only trivial semidualizing modules means S0(R) =
{[R], [ωR]} if R has a dualizing module ωR, and it means that S0(R) = {[R]} if R
does not have a dualizing module.
Fact 1.3. If R is Cohen-Macaulay with a dualizing module ωR, and if C is a
semidualizing R-module, then HomR(C, ωR) is semidualizing. Moreover, the nat-
ural evaluation map γ : HomR(C, ωR) ⊗R C → ωR given by γ(ϕ ⊗ c) = ϕ(c) is an
isomorphism, and TorRi (HomR(C, ωR), C) = 0 for all i > 1; see [3, Theorem 2.11,
Proposition 4.4, and Observation 4.10]. If, in addition, R is a normal domain and
C 6= ωR are height-1 reflexive ideals, then HomR(C, ωR) is naturally isomorphic to
a height-1 reflexive ideal C′, and we have ωR
∼=
−−→
γ−1
C ⊗R C
′
∼=
−→ CC′, where the
second isomorphism is the multiplication map from Fact 1.2.
Ladder Determinantal Rings. We will recall the terminology and results in [4]
and [5] and also introduce some new terminology.
Let X = (Xij) be an m × n matrix of indeterminates. A ladder in X is a
subset Y satisfying the following property: if Xij , Xpq ∈ Y satisfy i 6 p and j 6 q,
then Xiq, Xpj ∈ Y . Recall that Rt(Y ) = k[Y ]/It(Y ) is the associated ladder
determinantal ring, where It(Y ) is the ideal generated by the t× t minors of X
lying entirely in Y . As in [4, p. 121(b)], to avoid trivialities, we assume without
loss of generality that Xm1, X1n ∈ Y and furthermore that each row of X contains
an element of Y , as does each column of X . One such ladder is as follows.
X12 X13 X14 X15
X22 X23 X24 X25
X31 X32 X33
X41 X42 X43
X51 X52
(L)
Herzog and Trung [8, Corollary 4.10] show that the ring Rt(Y ) is Cohen-Macaulay,
and it is a normal domain by [4, Proposition 3.3]. For each Xij ∈ Y , we let xij
denote its residue in Rt(Y ).
The lower inside corners of Y are the points (a, b) with Xab, Xa−1b, Xab−1 ∈
Y , but Xa−1b−1 ∈ X r Y ; these are denoted Xaibi , or simply (ai, bi), with 1 <
a1 < · · · < ah < m. For notational convenience, we also set (a0, b0) = (1, n) and
(ah+1, bh+1) = (m, 1). Likewise, the upper inside corners of a ladder Y are the
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points (c, d) such that Xcd, Xc+1d, Xcd+1 ∈ Y , but Xc+1d+1 ∈ X r Y ; these are
denoted Xcjdj , or simply (cj , dj), with 1 < c1 < · · · < ck < m. The ladder Y has
coincidental corners if (ai, bi) = (cj , dj) for some i, j. For notational convenience,
we also set (c0, d0) = (1, n) and (ck+1, dk+1) = (m, 1).
For instance, the ladder (L) above has h = 1 and k = 2, with (a0, b0) = (1, 5) =
(c0, d0) and (a2, b2) = (5, 1) = (c3, d3), and the variables at inside corners are boxed
in the next display.
X12 X13 X14 X15
X22 X23 X24 X25
X31 X32 X33
X41 X42 X43
X51 X52
X12 X13 X14 X15
X22 X23 X24 X25
X31 X32 X33
X41 X42 X43
X51 X52
lower inside corners upper inside corners
One point of identifying the inside corners is to describe Cl(Rt(Y )). In particular,
for t = 2, the following ideals of R2(Y ) are height-1 primes by [4, Proposition 2.1
and Corollary 2.3]:
pj = (xpq ∈ R2(Y ) | p 6 cj and q 6 dj) j = 1, . . . , k
qi = (xai−1q ∈ R2(Y )) i = 1, . . . , h+ 1
q′i = (xpbi ∈ R2(Y )) i = 1, . . . , h+ 1.
Fact 1.4. The following facts were established in [4].
(1) Cl(R2(Y )) is a free abelian group of rank h + k + 1 with basis [q1], . . . ,
[qh+1], [p1], . . . , [pk], [4, Corollary 2.3].
(2) With t = 2, set λi = ai + bi − ai−1 − bi−1 for all i = 1, . . . , h+ 1 and δj =
aij + bij − cj−dj for all j = 1, . . . , k, where ij = min{i : ai > cj}. Then the
canonical class is [ωR] =
∑h+1
i=1 λi[qi] +
∑k
j=1 δj [pj] by [4, Proposition 2.4].
(3) The relations between the classes of the ideals qi, q
′
i, pj, described in the
proof of [4, Corollary 2.3(i)], are as follows. For all i = 1, . . . , h + 1 if
Ii = {j : 1 6 j 6 k, ai−1 6 cj , and bi 6 dj}, where Ii may be empty, then
[qi] + [q
′
i] +
∑
j∈Ii
[pj ] = 0.
For the specific ladder (L) above, we have
p1 = (x12, x13, x22, x23) δ1 = 3 + 2− 2− 3
p2 = (x12, x22, x31, x32, x41, x42) δ2 = 5 + 1− 4− 2
q1 = (x12, x13, x14, x15) λ1 = 3 + 2− 1− 5
q2 = (x31, x32, x33) λ2 = 5 + 1− 3− 2
q′1 = (x12, x22, x32, x42, x52)
q′2 = (x31, x41, x51)
Cl(R2(L)) ∼= Z
4 ∼= Z[p1]⊕ Z[p2]⊕ Z[q1]⊕ Z[q2]
[ωR2(L)] = [q2]− [q1].
A ladder Y is t-disconnected [5, page 457] if there exist two subladders ∅ 6=
Z1, Z2 ⊆ Y such that Z1∩Z2 = ∅, Z1∪Z2 = Y , and every t-minor of Y is contained
in Z1 or Z2. In this case, we say that Z1, Z2 form a t-disconnection of Y . A ladder
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Y is t-connected if it is not t-disconnected. (For instance, the ladder (L) above is
2-connected and is vacuously t-disconnected for each t > 3 since it has no 3-minors.
The one-sided ladder O from the introduction is 2- and 3-connected, but not 4-
connected.) A block submatrix of Y is a rectangular subladder, that is, a subset
of Y consisting of all the Xpq with u 6 p 6 v and r 6 q 6 s for some u, v, r, s.
We use the following natural definitions below to compute semidualizing modules
in some one-sided cases where Y is not t-connected.
Definition 1.5. A path in a ladder Y is a nonempty (but possibly one-element)
list of variables Xi0j0 , Xi1j1 , . . . , Xiℓjℓ in Y , such that for all 0 6 u < ℓ, either
(1) iu = iu+1 and |ju − ju+1| = 1, or
(2) ju = ju+1 and |iu − iu+1| = 1.
In such a case, we say that there is a path from Xi0j0 to Xiℓjℓ , or between Xi0j0
and Xiℓjℓ . We write Xi0j0 ∼ Xiℓjℓ to denote that there is a path from Xi0j0 to
Xiℓjℓ .
The path-components of a ladder Y are the equivalence classes of ∼. A lad-
der Y is path-connected if there is a path between any two variables in Y , or
equivalently, Y has only one path-component. A ladder is path-disconnected if
it is not path-connected.
Lemma 1.6. Every path-component of a ladder is also a ladder.
Proof. Let Y be a ladder and Y1 a path-component of Y . Let Xij , Xpq ∈ Y1 with
i 6 p and j 6 q. Let Z be the block submatrix of X with corners Xij and Xpq. By
the defining condition for Y being a ladder, we have Z ⊆ Y , so there are paths in
Y between all of the variables Xij , Xpq, Xiq, Xpj . Hence Xiq, Xpj ∈ Y1, and Y1 is a
subladder of Y . 
The ladder Y in Example 2.7 shows that the converse of the next result fails
with t = 3; examples for other t-values are similarly easy to construct.
Lemma 1.7. A t-connected ladder is path-connected for any t > 0.
Proof. The only 1-connected ladder is the one consisting of one variable, so the
result is easy in this case. Thus, we let t > 1 and assume that Y is t-connected. By
way of contradiction, suppose that Y were path-disconnected. Let Y1 be a path-
component of Y and Y2 = Y rY1. Then Y1, Y2 are ladders. Since Y is t-connected,
there is a t-minor given by a set of variables M of Y such that M ∩ Y1 6= ∅ and
M ∩ Y2 6= ∅. Let Z be the smallest block submatrix of X that contains M . Then
Z ⊆ Y , so Y1 ∪ Z is path-connected and properly contains Y1, a contradiction.
Therefore Y is path-connected. 
Definition 1.8. A ladder Y is one-sided if it is path-connected and h = 0 or
k = 0, i.e. it has no lower inside corners or no upper inside corners. When this is
the case, we usually assume that h = 0, by symmetry. A ladder Y is two-sided if
it is path-connected and h, k > 0.
Since all ladders in [5] are assumed to be t-connected, our definitions of one-sided
and two-sided ladders are compatible with those in [5, pp. 457, 458] by Lemma 1.7.
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2. One-Sided Ladders
In this section, we prove the One-Sided Ladder Theorem from the introduction.
Note that the results of this section will be applied in the next section. In particular,
Lemmas 2.1–2.2 apply to arbitrary 2-connected ladders (one- or two-sided).
We recall that the ideals qi, q
′
i, pj were defined on page 4.
Lemma 2.1. Let Y be a 2-connected ladder and set R = R2(Y ) = k[Y ]/I2(Y ).
Then for all 1 6 i 6 h+ 1, 1 6 j 6 k and e ∈ N, we have q(e)i = q
e
i , (q
′
i)
(e) = (q′i)
e
and p
(e)
j = p
e
j in R.
Proof. Let J denote any fixed ideal qi, q
′
i or pj. For any polynomial f ∈ k[Y ],
we let f¯ denote its residue class in R. We define a grading on k[Y ] by letting
deg(Xij) = 1 if xij ∈ J and deg(Xij) = 0 otherwise. We note that the generators
Xi1j1Xi2j2 − Xi1j2Xi2j1 ∈ I2(Y ), where i1 6 i2 and j1 6 j2, are homogeneous
binomials of degree 0, 1 or 2. Hence R inherits the same grading from k[Y ].
Given a polynomial f ∈ k[Y ], let us write f = fr + fr+1 + · · ·+ ft, where fs is
homogeneous of degree s for r 6 s 6 t. We note that whenever e ∈ N and f¯r 6= 0,
we have f¯ ∈ Je if and only if r > e.
Now fix e ∈ N and let f ∈ k[Y ]. Let f = fr+fr+1+ · · ·+ft with f¯r 6= 0. Suppose
that f¯ ∈ J (e). Then there is g ∈ k[Y ] with g = g0 + g1 + · · ·+ gs and g¯0 6= 0, such
that f¯ g¯ ∈ Je. Since R is a domain, we have f¯rg¯0 6= 0. Since deg(frg0) = r and
f¯ g¯ ∈ Je, we have r > e. Hence f¯ ∈ Je. Therefore J (e) = Je. 
The qi, q
′
i, pj are residues in R2(Y ) of ideals in k[Y ] [4, §2]. In particular, qi is
the residue class of Qi = (Xai−1,j : for all j such that Xai−1,j ∈ Y ) + I2(Y ).
Lemma 2.2. Let Y be a 2-connected ladder. Let J be any one of the ideals Qei ,
(Q′i)
e or P ej , where e > 1. Let M be any monomial ideal in k[Y ]. Then J¯ ∩ M¯ ⊆
R = R2(Y ) is generated by the least common multiples of the monomial generators
of J and M . In other words, J¯ ∩ M¯ = J ∩M .
Proof. Let f ∈ k[Y ] be such that f¯ ∈ J¯∩M¯ . By collecting terms from I2(Y ), we may
assume that f = fJ + fI = fM , where fJ ∈ J , fI ∈ I2(Y ) and fM ∈ M . Consider
a term tJ that appears in fJ . Suppose that there is cancellation between tJ and a
term rm(Xi1,j1Xi2,j2−Xi1,j2Xi2,j1) in fI , where r ∈ k,m is a monomial, i1 < i2 and
j1 < j2. Then considering the grading in Lemma 2.1, sinceXi1,j1Xi2,j2−Xi1,j2Xi2,j1
is homogeneous of degree 0, 1 or 2, we have rm(Xi1,j1Xi2,j2 − Xi1,j2Xi2,j1) ∈ J .
So by rearranging terms, we may assume that no monomial in fI belongs to J .
Now if a term tJ appears in fJ , then it does not cancel with any term in fI , so
tJ appears in fM since fJ + fI = fM . Therefore tJ is a common multiple of one
monomial generator in J and one in M . Finally, we recall that the intersection of
two monomial ideals is generated by the least common multiples of their respective
monomial generators. 
The proofs below will involve new ladders obtained from a given ladder Y .
Notation 2.3. When we are considering a ladder Y and would like to discuss a new
related ladder Y˜ , we denote the corners of Y˜ as (a˜i, b˜i) and (c˜j , d˜j). The notation
R˜ will denote the associated ladder determinantal ring R2(Y˜ ), with prime ideals
such as p˜1, p˜2, q˜1, q˜2, etc. Similar protocols apply for ladders Yˇ .
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Theorem 2.4. Let R = R2(Y ) be a one-sided 2-connected ladder determinantal
ring. Then |S0(R)| 6 2.
Proof. Since Y is one-sided, we assume without loss of generality that h = 0. The
proof is by induction on the number k of (upper) inside corners of Y . The case
k = 0 is given by [14, Theorem 4.2], therefore, let k > 0. As per Fact 1.4, we have
[ωR] =
∑k
j=0 δj [pj ], where p0 = q1 and δj = a1 + b1 − cj − dj for all 0 6 j 6 k.
Consider the ladder Y˜ obtained by deleting rows c0, c0+1, . . . , c1−1 and columns
d1 + 1, d1 + 2, . . . , d0 of Y . Then [ωR˜] =
∑k−1
j=0 δj+1[p˜j ]. Let us invert xc1d0 in R
and let ϕ˜ be the composition of the following natural surjections:
Cl(R)→ Cl(Rxc1d0 )
∼=
−→ Cl(R˜).
The maps here come from the flat maps
R→ Rxc1d0
∼=
−→ R˜[Xc0d0 , . . . , Xc1d0 , . . . , Xc1,d1+1]Xc1d0 ← R˜.
In particular, the maps on divisor class groups respect semidualizing modules by [14,
Lemma 3.10(a)].
We have ϕ˜([p0]) = 0 and ϕ˜([pi]) = [p˜i−1] for 1 6 j 6 k, hence Ker ϕ˜ = Z[p0]. By
our induction hypothesis, the only semidualizing modules of R˜ are [R˜] and [ωR˜].
Since the localization of a semidualizing module is also a semidualizing module, the
only possible semidualizing modules of R are in ϕ˜−1([R˜]) = Z[p0] or ϕ˜−1([ωR˜]) =
Z[p0]+
∑k
j=1 δj [pj ]. Let us write the possible semidualizing modules of R as [N1] =
r[p0] and [N2] = s[p0] +
∑k
j=1 δj [pj], where r, s ∈ Z.
Next, we invert xck+1dk and obtain Yˇ by deleting rows ck + 1, ck + 2, . . . , ck+1
and columns dk+1, dk+1 +1, . . . , dk − 1 of Y . Then Cl(Rˇ) is generated by the basis
elements [pˇ0], [pˇ1], . . . , [pˇk−1], and [ωRˇ] =
∑k−1
j=0 (ck + dk − cj − dj)[pˇj ].
Under the natural map ϕˇ : Cl(R)→ Cl(Rˇ), we have ϕˇ([pj ]) = [pˇj] for all 0 6 j 6
k − 1 and ϕˇ([pk]) = [qˇ
′
1] = −
∑k−1
j=0 [pˇj] by [4, Proposition 2.1]. By our induction
hypothesis, the only classes of semidualizing modules of Rˇ are [Rˇ] and [ωRˇ]. By
assumption, the classes of semidualizing modules of R are of the form [N1] and
[N2], so we must have ϕˇ([Ni]) = 0 or [ωRˇ] for i = 1, 2.
If 0 = ϕˇ([N1]) = r[pˇ0], then [N1] = 0. Similarly, if [ωRˇ] = ϕˇ([N2]) = (s−δk)[pˇ0]+∑k−1
j=1 (δj − δk)[pˇj ], then [N2] = [ωR].
If [ωRˇ] = ϕˇ([N1]) = r[pˇ0], then r = ck + dk − c0 − d0 = δ0 − δk, and c1 + d1 =
c2 + d2 = · · · = ck + dk; i.e., all inside corners lie on the same “antidiagonal”, by
which we simply mean the same line (and do not require that the matrix be square).
In this case, [N1] gives us the possible nontrivial semidualizing module [M1] =
(δ0 − δk)[p0] = (δ0 − δ1)[p0]. Hence M2 = HomR(M1, ωR) is also semidualizing for
R with [M2] = δ1
∑k
j=0[pj ].
On the other hand, if ϕˇ([N2]) = (s − δk)[pˇ0] +
∑k−1
j=1 (δj − δk)[pˇj ], then s =
δk and δj = δk for all 1 6 j 6 k − 1. In this case, [N2] gives us the possible
nontrivial semidualizing module [M2] = δ1
∑k
j=0[pj ], where all inside corners lie on
the same antidiagonal, so [M2] = [ωR]− [M1]. Hence M1 = HomR(M2, ωR) is also
semidualizing for R with [M1] = (δ0 − δ1)[p0].
Let us write ζ = δ0− δ1 and δ = δ1, so that [M1] = ζ[p0] and [M2] = δ
∑k
j=0[pj].
Since [M1] + [M2] = [ωR], it suffices to show that we get a contradiction if ζδ 6= 0.
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Case 1. ζ, δ > 0. Using Lemmas 2.1 and 2.2, one can check that
[M1] = [p
ζ
0] = [(xa0dk+1 , xa0dk+1+1, . . . , xa0d0)
ζ ] and
[M2] = [∩
k
j=0p
δ
j ] = [(xa0dk+1 , xa0dk+1+1, . . . , xa0dk)
δ].
Let us identifyM1 with the ideal (xa0dk+1 , xa0dk+1+1, . . . , xa0d0)
ζ above andM2 with
(xa0dk+1 , xa0dk+1+1, . . . , xa0dk)
δ. Under the multiplication map µ : M1 ⊗R M2 →
M1M2, we have
µ(xζa0dk+1 ⊗ x
δ−1
a0dk+1
xa0dk+1+1) = µ(x
ζ−1
a0dk+1
xa0dk+1+1 ⊗ x
δ
a0dk+1
).
So µ is not injective. If M1,M2 are semidualizing modules of R, then we get a
contradiction by Fact 1.2.
Case 2. ζ, δ < 0. By [4, Corollary 2.3(i)], we have
∑k+1
i=0 [pi] = 0, where [pk+1] =
[q′1], giving
[M1] = ζ[p0] = −ζ
k+1∑
i=1
[pi] and
[M2] = δ
k∑
i=0
[pi] = −δ[pk+1].
We may then use Case 1 by symmetry.
Case 3. ζ > 0, δ < 0. Again [4, Corollary 2.3(i)] and Lemma 2.1 give
[M1] = [p
ζ
0] = [(xa0b1 , xa0b1+1, . . . , xa0b0)
ζ ],
[M2] = |δ| [pk+1] = [p
|δ|
k+1] = [(xa0b1 , xa0+1b1 , . . . , xa1b1)
|δ|], and
[ωR] = [M1] + [M2] = [p
ζ
0 ∩ p
|δ|
k+1].
Let us identify M1,M2, ωR with the ideals on the right, as in Case 1.
Now we use the fact that if M2 is semidualizing, then so is HomR(M2, ωR), and
we have isomorphisms
M1 ⊗R M2 ∼= HomR(M2, ωR)⊗R M2
∼=
−→ ωR,
where the second map is given by evaluation. In particular, it follows that the
modules M1 ⊗R M2 and ωR have minimal generating sets of the same size.
Let mingen(pζ0) denote the set of all monomials m1 = x
p0
a0b1
xp1a0b1+1 · · ·x
pb0−b1
a0b0
in R of degree ζ. This is a minimal generating set for pζ0. Similarly, the set
mingen(p
|δ|
k+1) of all monomials m2 = x
q0
a0b1
xq1a0+1b1 · · ·x
qa1−a0
a1b1
in R of degree |δ| is
a minimal generating set for p
|δ|
k+1. By abuse of notation, we write lcm(m1,m2) for
the monomial
lcm(m1,m2) = x
max(p0,q0)
a0b1
xp1a0b1+1 · · ·x
pb0−b1
a0b0
xq1a0+1b1 · · ·x
qa1−a0
a1b1
.
Then Lemma 2.2 shows that the function
lcm: mingen(pζ0)×mingen(p
|δ|
k+1)→ p
ζ
0 ∩ p
|δ|
k+1
has its image equal to a generating set for pζ0 ∩ p
|δ|
k+1. The previous paragraph
shows that each minimal generating set for pζ0 ∩ p
|δ|
k+1 must have the same size as
mingen(pζ0)×mingen(p
|δ|
k+1), so the lcm map here must be injective with image equal
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to a minimal generating set for pζ0∩p
|δ|
k+1. However, this is not the case because the
following computation exhibits an lcm in m(pζ0∩p
|δ|
k+1) where m is the homogeneous
maximal ideal of R:
lcm(xζ−1a0b1xa0b1+1, x
|δ|−1
a0b1
xa0+1b1) = x
max(ζ,|δ|)−1
a0b1
xa0b1+1xa0+1b1
= x
max(ζ,|δ|)
a0b1
xa0+1,b1+1
= lcm(xζa0b1 , x
|δ|
a0b1
)xa0+1,b1+1.
Hence this lcm cannot be part of a minimal generating set for pζ0 ∩ p
|δ|
k+1.
Case 4. ζ < 0, δ > 0. Then [M1] = ζ[p0] = |ζ|
∑k+1
j=1 [pj ]. Since [M2] = δ
∑k
j=0[pj],
we may assume that δ > |ζ| by symmetry, so that δ1 > δ0 > 0. Then using
Lemmas 2.1 and 2.2 we have
[M1] =
[
∩k+1j=1 p
|ζ|
j
]
= [(xc0dk+1 , xc0+1dk+1 , . . . , xc1dk+1)
|ζ|],
[M2] =
[
∩kj=0 p
δ
j
]
= [(xc0dk+1 , xc0dk+1+1, . . . , xc0dk)
δ], and
[ωR] = δ0[p0] + δ1
k∑
j=1
[pj] =

pδ00 ∩
k⋂
j=1
pδ1j

 =
[(
δ0∏
u=1
xc0ju
δ1−δ0∏
v=1
xiv ,jδ0+v
)]
,
where c0 6 i1, i2, . . . , iδ1−δ0 6 c1 and dk+1 6 j1, j2, . . . , jδ1 6 dk. We again identify
M1,M2, ωR with the ideals shown above. Here, the multiplication map
(xc0dk+1 , xc0+1dk+1 , . . . , xc1dk+1)
δ1−δ0 ⊗R (xc0dk+1 , xc0dk+1+1, . . . , xc0dk)
δ1
→ xδ1−δ0c0dk+1ωR
∼= ωR
may actually give an isomorphism. So to get a contradiction, we will use the fact
that if M2 is semidualizing, then
TorR1 (M1,M2)
∼= TorR1 (HomR(M2, ωR),M2) = 0.
Consider a minimal free resolution of M2 as follows.
0←M2
∂0←− Rβ0
∂1←− Rβ1
∂2←− Rβ2 ← · · · , where (2.4.1)
∂0 =
(
xδc0dk+1 x
δ−1
c0dk+1
xc0dk+1+1 · · · xc0dk+1x
δ−1
c0dk+1+1
xδc0dk+1+1 · · ·
)
,
∂1 =


xc0dk+1+1 xc0+1dk+1+1 · · · xck+1dk+1+1 · · ·
−xc0dk+1 −xc0+1dk+1 · · · −xck+1dk+1 · · ·
0 0 · · · 0 · · ·
0 0 · · · 0
...
...
...
0 0 · · · 0 · · ·


, etc.
Now we truncate (2.4.1) and tensor with M1 to get
0←Mβ01
∂1⊗M1←−−−−−Mβ11
∂2⊗M1←−−−−−Mβ21 ← · · ·
We see that x = (x
|ζ|−1
c0dk+1
xc0+1dk+1 ,−x
|ζ|
c0dk+1
, 0, . . . , 0)T ∈ Ker(∂1 ⊗M1). This is
a minimal generator of Mβ11 . However, since (2.4.1) is a minimal resolution, the
entries of ∂2 are in the homogeneous maximal ideal of R, so x /∈ Im(∂2 ⊗M1),
giving us our final contradiction. 
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Corollary 2.5. Let Y be a one-sided t-connected ladder. Then |S0(Rt(Y ))| 6 2
for any t > 1.
Proof. We induct on t. If t = 1 or if Y contains no t × t minors, then Rt(Y ) is
Gorenstein so the result is trivial. Since the case of t = 2 is handled above, suppose
that Y contains t × t minors for t > 3, and assume that for all one-sided (t − 1)-
connected ladders, the associated ladder determinantal rings of (t − 1) × (t − 1)
minors have only trivial semidualizing modules. Let Z be the ladder obtained
from Y by deleting the first row and first column, which is necessarily (t − 1)-
connected. By [4, Proposition 4.1(2) and proof of Theorem 4.9(b)], there is an
isomorphism Cl(Rt(Y ))→ Cl(Rt−1(Z)). As in the proof of Theorem 2.4, the class
of any semidualizing module for Rt(Y ) must map to the class of a semidualizing
module for Rt−1(Z), and the result follows. 
Next, we address the case of one-sided ladders that are not necessarily t-connected.
Recall that one-sided ladders are, by definition, path-connected.
Theorem 2.6 (One-Sided Ladder Theorem). Let Y be a one-sided ladder. The
ring Rt(Y ) has only trivial semidualizing modules, i.e., |S0(Rt(Y ))| 6 2
Proof. The field R1(Y ) = k has S0(R1(Y )) = S0(k) = {[k]}. Thus, we may assume
that t > 1, and furthermore that h = 0 and k > 0. If Y contains no t-minors, then
Rt(Y ) is a polynomial ring over k, which is Gorenstein, so S0(Rt(Y )) = {[R]} in
this case. Thus, we assume that Y contains a t-minor. Since Y is path-connected,
it is straightforward to show that X11 ∈ Y and, moreover, that all the variables
X1j and Xi1 are in Y .
Let j1 = max{j | cj < t} and j2 = min{j | dj < t}. If j1 > j2, then Y contains
no t-minors, so we must have j1 < j2. Let Y
′ = {Xij ∈ Y | i 6 cj2 and j 6 dj1}
and Z = Y r Y ′. Then Y ′ is a one-sided t-connected ladder and Z contains no
t-minors. It follows that Rt(Y ) = Rt(Y
′)[Z]. Then |S0(Rt(Y ))| = |S0(Rt(Y
′))| by
[14, Corollary 3.11(a)]. Now apply Corollary 2.5. 
We end this section with an example that illustrates two aspects of Theorem 2.6
and its proof.
Example 2.7. The following ladder Y is 2-connected and path-connected.
Y :
X11 X12 X13 X14 X15
X21 X22 X23 X24 X25
X31 X32 X33 X34
However, it is 3-disconnected because the variables X14, X24 are not used in any
3-minor. In the notation of the proof of Theorem 2.6 with t = 3, this yields
Z = {X14, X24} and Y
′ is the next ladder which is 3-connected
Y ′ :
X11 X12 X13 X14
X21 X22 X23 X24
X31 X32 X33 X34
and R3(Y ) = R3(Y
′)[Z], so |S0(R3(Y ))| = |S0(R3(Y
′))| = 2 by [14, Theorem 4.2].
Similarly, we have |S0(R4(O))| = 1 for the ladder O from the introduction. Also,
the path-connected condition in our definition of “one-sided” is necessary for The-
orem 2.6 as the next ladder has no corners but |R2(Y
′′)| = 4 by [14, Theorem 4.5].
Y ′′ :
X14 X15 X16
X24 X25 X26
X31 X32 X33
X41 X42 X43
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3. Size-2 Minors of Two-Sided Ladders with No Coincidental Corners
In this section, we study ladders which are 2-connected. (Minors of size 2×2 are
special in the sense that R2(Y ) is an algebra with straightening laws, or ASL, on the
poset Y , as per [4, p. 121], butRt>2(Y ) is not. We will consider more general ladders
in another project [17], including ladders with coincidental corners.) In particular,
throughout this section, Y will be a 2-connected ladder without coincidental corners
and R2(Y ) the associated ladder determinantal ring.
As in the previous section, we will use the notation Y˜ for ladders obtained
from the given ladder Y . The notation R˜ will always denote the associated ladder
determinantal ring R2(Y˜ ). See Notation 2.3. In order to provide an upper bound
on |S0(R2(Y ))| we will need the additional notation defined below.
Notation 3.1. For any ladder, let η1 = min{j | bj 6 dk}, η2 = max{i | ai 6 c1},
κ1 = min{i | ci > ah}, and κ2 = max{j | dj > b1}. For example, in the following
ladder, we have h = 7, k = 8, η1 = 3, η2 = 5, κ1 = 4 and κ2 = 6.
(a1, b1)
(a3, b3)
(a5, b5)
(a7, b7)
(c1, d1)
(c4, d4)
(c6, d6)
(c8, d8)
As a second example, for the ladder L on page 3, η1 = 1; η2 = 0;κ1 = 2; and
κ2 = 2.
Remark 3.2. Note that a ladder is one-sided if and only if η1 = 0 or κ1 = 0; i.e.,
if and only if k = 0 or h = 0, respectively.
Proposition 3.3. Let R = R2(Y ) for a two-sided 2-connected ladder Y with h > 1
lower inside corners and k > 1 upper inside corners, such that no two inside corners
coincide. Assume that for all 2-connected ladders Z with fewer than h + k inside
corners, where no two coincide, the associated ladder determinantal ring R2(Z) has
only trivial semidualizing modules. Then |S0(R)| 6 4.
Proof. As per Fact 1.4, [ωR] =
∑h+1
i=1 λi[qi] +
∑k
j=1 δj [pj ]. The letters Mi, Ni will
be used to denote (possible) semidualizing modules of R. First, we invert xa0b1
and obtain the ladder Y˜ by deleting rows a0, a0 + 1 . . . , a1 − 1 and columns b1 +
1, b1+2 . . . , b0 of Y . The kernel of the natural map ϕ : Cl(R)→ Cl(R˜) is generated
by [q1], [p1], [p2], . . . , [pκ2 ]. (Note that it is possible for κ2 = 0, in which case, the
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kernel is generated only by [q1]. The argument below allows for this possibility.) By
assumption, the semidualizing modules of R˜ are [R˜] and its canonical class, hence
the possible semidualizing modules of R are
[N1] = r1[q1] +
κ2∑
j=1
sj [pj], and
[N2] = r1[q1] +
κ2∑
j=1
sj [pj] +
h+1∑
i=2
λi[qi] +
k∑
j=κ2+1
δj [pj ],
where r1, sj ∈ Z and [ωR˜] =
∑h
i=1 λi+1[q˜i] +
∑k−κ2
j=1 δj+κ2 [p˜j].
Next, we invert xahbh+1 and obtain (a new) Y˜ by deleting rows ah + 1, ah +
2, . . . , ah+1 and columns bh+1, bh+1 + 1, . . . , bh − 1 of Y . The kernel of the natural
map ϕ : Cl(R) → Cl(R˜) is generated by [qh+1], [pκ1 ], [pκ1+1], . . . , [pk], and [ωR˜] =∑h
i=1 λi[q˜i] +
∑κ1−1
j=1 δj[p˜j ].
Suppose that ϕ([N1]) = 0. If κ1 > κ2, then 0 = ϕ([N1]) = r1[q˜1] +
∑κ2
j=1 sj [p˜j],
so [N1] = 0. Since we are seeking nontrivial semidualizing modules, we may assume
here that κ1 6 κ2, in which case 0 = ϕ([N1]) = r1[q˜1] +
∑κ1−1
j=1 sj [p˜j], and hence,
[N1] equals
[N3] =
κ2∑
j=κ1
sj [pj ], where κ1 6 κ2.
Suppose that ϕ([N1]) = [ωR˜]. Because neither relation among the κi may be
discarded, we allow for both cases (where the notation
∑s
r for s < r is simply a
vacuous sum). Then [N1] equals
[N4] = λ1[q1] +
min(κ1−1,κ2)∑
j=1
δj [pj ] +
κ2∑
j=κ1
sj [pj ],
where λi = 0 for all 1 < i < h + 1, and δj = 0 for κ2 < j and j < κ1, a condition
which may or may not be satisfied. (In particular, it’s not satisfied if κ1 6 κ2 +1.)
Suppose that ϕ([N2]) = 0. Because neither relation among the κi may be dis-
carded, we allow for both cases. We have ϕ([N2]) = r1[q˜1] +
∑min(κ1−1,κ2)
j=1 sj[p˜j ] +∑h
i=2 λi[q˜i] +
∑max(κ1−1,κ2)
j=κ2+1
δj [p˜j], hence, [N2] equals
[N5] = λh+1[qh+1] +
κ2∑
j=κ1
sj [pj] +
k∑
j=max(κ1−1,κ2)+1
δj [pj ],
where λi = 0 for all 1 < i < h + 1, and δj = 0 for κ2 < j and j < κ1, a condition
which may or may not be satisfied. (In particular, it’s not satisfied if κ1 6 κ2 +1.)
Suppose that ϕ([N2]) = [ωR˜]. If κ1 > κ2, then [N2] = [ωR]. So we may assume
that κ1 6 κ2, in which case [N2] equals
[N6] =
h+1∑
j=1
λi[qi] +
κ1−1∑
j=1
δj [pj ] +
κ2∑
j=κ1
sj [pj ] +
k∑
j=κ2+1
δj [pj ], where κ1 6 κ2.
Now we invert xc1d0 and obtain Y˜ by deleting rows c0, c0 + 1, . . . , c1 − 1 and
columns d1+1, d1+2, . . . , d0 of Y . The kernel of the natural map ϕ : Cl(R)→ Cl(R˜)
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is generated by [q1], [q2], . . . , [qη2+1], and ϕ([p1]) = [q˜1]. Let us write [p˜0] = [q˜1].
We have
[ωR˜] =
h−η2+1∑
i=2
λi+η2 [q˜i] + δ1[q˜1] +
k−1∑
j=1
δj+1[p˜j].
If ϕ([N3]) = 0, then 0 = ϕ([N3]) =
∑κ2
j=κ1
sj [p˜j−1] implies that [N3] = 0. If
ϕ([N3]) = [ωR˜], then [N3] gives us the possibly nontrivial semidualizing module
[N7] =
κ2∑
j=κ1
δj [pj ], where κ1 6 κ2,
and λi = 0 for all i > η2 + 1, and δj = 0 for all j < κ1 or j > κ2.
If ϕ([N4]) = 0, then since 0 = ϕ([N4]) =
∑min(κ1−1,κ2)
j=1 δj [p˜j−1]+
∑κ2
j=κ1
sj [p˜j−1],
[N4] gives us the candidate
[N8] = λ1[q1],
where λi = 0 for all 1 < i < h + 1, and δj = 0 for all j such that κ2 < j < κ1 or
1 6 j 6 min(κ1 − 1, κ2). Whether or not κ1 > κ2 or κ1 6 κ2, we conclude that
δj = 0 for all j < κ1.
Suppose that ϕ([N4]) = [ωR˜]. If η2 < h, then λi = 0 for all i > 1, and [N4] =
[ωR]. Therefore, we may assume that η2 = h. Thus, the case [N4] gives us the
candidate
[N9] = λ1[q1] +
κ2∑
j=1
δj [pj],
where η2 = h, which implies κ1 = 1, and λi = 0 for all 1 < i < h+1 and δj = 0 for
j > κ2.
Suppose that ϕ([N5]) = 0. If η2 < h, then none of the terms in the expression
for [N5] is in Kerϕ, in which case [N5] = 0. Therefore, we may assume that η2 = h,
in which case the only term in the expression for [N5] that is in Kerϕ is λh+1[qh+1].
Thus, [N5] gives us the candidate
[N10] = λh+1[qh+1] = [ωR]− [N9].
Suppose that ϕ([N5]) = [ωR˜]. If η2 < h and κ1 6 κ2, then we have
ϕ([N5]) = λh+1[q˜h−η2+1] +
κ2−1∑
j=κ1−1
sj+1[p˜j ] +
k−1∑
j=κ2
δj+1[p˜j ].
If η2 < h and κ1 > κ2, then we have
ϕ([N5]) = λh+1[q˜h−η2+1] +
k−1∑
j=κ1−1
δj+1[p˜j].
If η2 = h and κ1 6 κ2, then we have
[ωR˜] = δ1[q˜1] +
k−1∑
j=1
δj+1[p˜j] and ϕ([N5]) =
κ2−1∑
j=κ1−1
sj+1[p˜j] +
k−1∑
j=κ2
δj+1[p˜j].
If η2 = h and κ1 > κ2, then we have
[ωR˜] = δ1[q˜1] +
k−1∑
j=1
δj+1[p˜j ] and ϕ([N5]) =
k−1∑
j=κ1−1
δj+1[p˜j ].
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In all cases, [N5] gives us the candidate
[N11] = λh+1[qh+1] +
k∑
j=κ1
δj [pj] = [ωR]− [N8],
where λi = 0 for all 1 < i < h+ 1 and δj = 0 for j < κ1.
Suppose that ϕ([N6]) = 0. Then
0 = ϕ([N6]) =
h−η2+1∑
i=2
λi+η2 [q˜i] +
κ1−1∑
j=1
δj [p˜j−1] +
κ2∑
j=κ1
sj [p˜j−1] +
k∑
j=κ2+1
δj [p˜j−1],
where κ1 6 κ2. So [N6] gives us the candidate
[N12] =
η2+1∑
i=1
λi[qi] = [ωR]− [N7], where κ1 6 κ2,
λi = 0 for all i > η2 + 1 and δj = 0 for all j < κ1 or j > κ2.
If ϕ([N6]) = [ωR˜], then [N6] = [ωR].
Finally, we invert xck+1dk and obtain Y˜ by deleting rows ck + 1, ck + 2, . . . , ck+1
and columns dk+1, dk+1 +1, . . . , dk − 1 of Y . Then Cl(R˜) is generated by the basis
elements [q˜1], [q˜2], . . . , [q˜η1 ], [p˜1], [p˜2], . . . , [p˜k−1], and
[ωR˜] =
η1∑
i=1
λ˜i[q˜i] +
k−1∑
j=1
δ˜j [p˜j ], where
λ˜i = λi for all i < η1,
λ˜η1 = ck + dk − aη1−1 − bη1−1,
δ˜j = δj if cj < aη1−1, and
δ˜j = ck + dk − cj − dj otherwise.
Suppose that ϕ([N7]) = 0 (equivalently, ϕ([N12]) = [ωR˜]) under the natural map
ϕ : Cl(R) → Cl(R˜). If κ2 6= k, then 0 = ϕ([N7]) =
∑κ2
j=κ1
δj [p˜j], so [N7] = 0. If
κ2 = k (equivalently, η1 = 1), then
0 = ϕ([N7]) = δk[q˜
′
1] +
k−1∑
j=κ1
δj [p˜j ] = −δk[q˜1] +
k−1∑
j=κ1
(δj − δk)[p˜j ],
where the last equality follows from [4, Corollary 2.3(i), with I1 = {1, . . . , k − 1}].
Since the [q˜1], [p˜j] are basis elements, we again get [N7] = 0. Thus, ϕ([N7]) = 0
produces no candidate for a semidualizing module.
Suppose that ϕ([N12]) = 0 (equivalently, ϕ([N7]) = [ωR˜]). If η2 < η1, then
ϕ([N12]) =
∑η2+1
i=1 λi[q˜i] implies that [N12] = 0. If η2 > η1, then
0 = ϕ([N12]) =
η1−1∑
i=1
λi[q˜i] +

η2+1∑
i=η1
λi

 [q˜η1 ],
(where if η1 = 1, then the first sum is vacuous). Since the [q˜1], . . . , [q˜η1 ] are basis
elements, we must have λi = 0 for 1 6 i 6 η1 − 1 and
∑η2+1
i=η1
λi = 0.
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Thus, [N12], and hence its pair [N7], give us, respectively, the candidates
[M1] =
η2+1∑
i=η1
λi[qi] and [M2] =
κ2∑
j=κ1
δj [pj ] = [ωR]− [M1],
where η1 6 η2, κ1 6 κ2, λi = 0 for all i < η1 or i > η2 + 1, δj = 0 for all
j < κ1 or j > κ2, and λη1 + λη1+1 + · · · + λη2+1 = 0. In other words, the corners
(a0, b0), (ah+1, bh+1) together with all inside corners, except (ai, bi), (cj , dj) for
η1 6 i 6 η2 and κ1 6 j 6 κ2, all lie on the same antidiagonal. Furthermore,
we have aη1 6 aη2 6 c1 6 cκ1 6 cκ2 and bη2 6 bη1 6 dk 6 dκ2 6 dκ1 , and
by assumption, no two inside corners coincide. Hence (ai, bi)  (cj , dj) for all
η1 6 i 6 η2 and κ1 6 j 6 κ2.
Suppose that ϕ([N10]) = 0 (equivalently, ϕ([N9]) = [ωR˜]). Since η2 = h in this
case, we have 0 = ϕ([N10]) = λh+1[q˜η1 ], so [N10] = 0. Thus, ϕ([N10]) = 0 produces
no candidate for a semidualizing module.
Suppose that ϕ([N9]) = 0 (equivalently, ϕ([N10]) = [ωR˜]). If κ2 < k, then
ϕ([N9]) = λ1[q˜1] +
∑κ2
j=1 δj [p˜j ] implies that [N9] = 0 since the [q˜i], [p˜j] are basis
elements. If κ2 = k, then
0 = ϕ([N9]) = λ1[q˜1] + δk[q˜
′
1] +
k−1∑
j=1
δj [p˜j ] = (λ1 − δk)[q˜1] +
k−1∑
j=1
(δj − δk)[p˜j ],
where the last equality follows from [4, Corollary 2.3(i), with I1 = {1, . . . , k − 1}].
Since the [q˜1], [p˜j ] are basis elements, it follows that λ1 = δ1 = δ2 = · · · = δk.
Therefore, [N9], [N10] give us the candidates
[M3] = λ1[q1] +
k∑
j=1
λ1[pj ] = −λ1[q
′
1] and [M4] = λh+1[qh+1] = [ωR]− [M3],
where η2 = h, κ1 = 1, κ2 = k, hence η1 = 1, and λ1 = δ1 = δ2 = · · · = δk, and
λ2 = λ3 = · · · = λh = 0. Since η1 = κ1 = 1, we have (ai, bi)  (cj , dj) for all
1 6 i 6 h and 1 6 j 6 k.
If ϕ([N8]) = 0, then ϕ([N8]) = λ1[q˜1] implies [N8] = 0. Suppose that ϕ([N8]) =
[ωR˜]. In this case, we have λi = δj = 0 for all 1 < i < h + 1 and j < κ1, λ1 = λ˜1,
and λ˜i = δ˜j = 0 for all 1 < i < η1+1 and j < k. Since λi = 0 for all 1 < i < h+1,
the corners (ai, bi) for 1 6 i 6 h all lie on the same antidiagonal. Since λ1 = λ˜1 and
λ˜i = 0 for all 1 < i < η1+1, where λ˜i = λi = ai+ bi−ai−1− bi−1 for 2 6 i 6 η1−1
and λ˜η1 = ck + dk − aη1−1 − bη1−1, the corners (a1, b1), . . . , (ah, bh) and (ck, dk) lie
on the same antidiagonal (whether or not η1 = 1). By definition (recall Fact 1.4),
δj := aij + bij − cj−dj = 0 for all j < κ1 = min{i | ci > ah} i.e., ij 6 h, where ij =
min{i : ai > cj}, the corners (a1, b1), . . . , (ah, bh), (ck, dk) and (cj , dj) for 1 6 j < κ1
all lie on the same antidiagonal. Since δ˜j = ck+ dk − cj − dj = 0 for all j such that
cj > aη1−1, and cκ1 > ah > aη1−1, the corners (cj , dj) for κ1 6 j 6 k all lie on the
same antidiagonal. Thus, λh+1 := ah+1+bh+1−ah−bh = ah+1+bh+1−cj−dj = δj
for κ1 6 j 6 k. Hence [N8] and [N11] give us the candidates
[M5] = λ1[q1] and
[M6] = λh+1[qh+1] +
k∑
j=κ1
λh+1[pj] = −λh+1[q
′
h+1] = [ωR]− [M5],
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(where the last equality again follows from [4, Corollary 2.3(i), with I1 = {1, . . . , k−
1}] and) where all inside corners lie on the same antidiagonal.
To summarize, the possible semidualizing modules of R are listed below, along
with the conditions in which they have the potential to exist based upon the analysis
above:
[M1], [M2], [M3], [M4] if (ai, bi)  (cj , dj) for all 1 6 i 6 h and 1 6 j 6 k,
[M5], [M6] if (ai, bi) 
 (cj , dj) for all 1 6 i 6 h and 1 6 j 6 k, and
[M1], [M2] otherwise. 
With this summary in hand, it is convenient to address two cases based upon
the shape of the ladder. In particular, we use the descriptives “thick” and “thin”.
The most basic case of each such ladder is outlined below, where there is exactly
one lower, and one upper, inside corner. Casually speaking, a “thick” ladder is one
in which every lower inside corner (ai, bi) is strictly less than every upper inside
corner (cj , dj) (i.e., the case of [M1] − [M4] above), while a “thin” ladder is the
diametric opposite of this; i.e., one such that (ai, bi) 
 (cj , dj), for all 1 6 i 6 h
and 1 6 j 6 k. Note that for the latter, it is possible for upper and lower inside
corners to lie on the same antidiagonal. For the ladder on the right, it is necessary
that a1 < c1 if b1 > d1. The result for the case a1 > c1 follows by symmetry.
(c1, d1)
(a0, b0) = (c0, d0)
(a1, b1)
a1 6 c1, b1 6 d1, (a1, b1) 6= (c1, d1)
basic thick ladder
(c1, d1)
(a1, b1)
b1 > d1
basic thin ladder
Definition 3.4. Let Y be a ladder. By abuse of language, we say that we reflect
along the antidiagonal if we form the ladder Y˜ , where Y˜ij = Xah+1−j+a0,b0−i+bh+1 .
The ladder Y˜ has corners (a˜0, b˜0) = (bh+1, ah+1), (a˜1, b˜1) = (b0 − d1+ bh+1, ah+1−
c1 + a0), . . . , (a˜k, b˜k) = (b0 − dk + bh+1, ah+1 − ck + a0), (a˜k+1, b˜k+1) = (b0, a0),
(c˜1, d˜1) = (b0−b1+bh+1, ah+1−a1+a0), . . . , (c˜h, d˜h) = (b0−bh+bh+1, ah+1−ah+a0).
Theorem 3.5 (Thick Ladder Theorem). Let Y be a two-sided 2-connected ladder,
with h > 1 lower inside corners and k > 1 upper inside corners, such that (ai, bi) 
(cj , dj) for all 1 6 i 6 h and 1 6 j 6 k. Let R = R2(Y ). Then |S0(R)| 6 2.
Proof. By Theorem 2.4 and the proof of Proposition 3.3, we only need to show that
[M1], [M2], [M3], [M4] in Proposition 3.3 must be trivial semidualizing modules.
Case 1. Let us first consider
[M3] = λ1[q1] +
k∑
j=1
λ1[pj ] = −λ1[q
′
1] and [M4] = λh+1[qh+1] = [ωR]− [M3],
where λ1 = δ1 = δ2 = · · · = δk and λ2 = λ3 = · · · = λh = 0. In this case,
λ1 = ah+1 + bh+1 − ck − dk < ah+1 + bh+1 − a1 − b1 = λh+1.
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Case 1.1. Suppose that λ1 > 0. Write M3 = q
λ1
1 ∩ p
λ1
1 ∩ · · · ∩ p
λ1
k and M4 = q
λh+1
h+1 .
Under the multiplication map of ideals µ : M3 ⊗R M4 →M3M4, we have
µ(xλ1−1a0b1 xa0b0xahbh+1 ⊗ x
λh+1
ahb1
) = x
λh+1−1
ahb1
xλ1−1a0b1 xahb1xa0b0xahbh+1
= x
λh+1−1
ahb1
xλ1a0b1xahb0xahbh+1 since xahb1xa0b0 = xahb0xa0b1
= µ(xλ1a0b1 ⊗ x
λh+1−1
ahb1
xahb0xahbh+1).
Hence µ is not injective, contradicting Fact 1.2.
Case 1.2. Suppose that λh+1 > 0 and λ1 < 0. Let M3 = q
′
1
−λ1 , M4 = q
λh+1
h+1 , and
ωR = q
′
1
−λ1 ∩ q
λh+1
h+1 . As in Case 3 of Theorem 2.4, we get a contradiction since the
function
lcm: mingen((q′1)
|λ1|)×mingen(q
λh+1
h+1 )→ (q
′
1)
|λ1| ∩ q
λh+1
h+1
does not give a bijection of minimal generating sets.
Case 1.3. Suppose that λh+1 < 0. We reflect along the antidiagonal to get
[ωR˜] = (a0 + b0 − c1 − d1)[q˜1] + (ck + dk − ah+1 − bh+1)[q˜k+1]
+ (a1 + b1 − ah+1 − bh+1)[p˜1] + · · ·+ (ah + bh − ah+1 − bh+1)[p˜h]
= −λ1[q˜k+1]− λh+1

[q˜1] + h∑
j=1
[p˜j]


We may then use Case 1.1 to reach our contradiction.
Case 2. Now we consider the candidates [M1], [M2], where, as a result of the hy-
potheses, η1 = 1; η2 = h;κ1 = 1, and κ2 = k. Thus, [M1] =
∑h+1
i=1 λi[qi] and
[M2] = [ωR]− [M1] =
∑k
j=1 δj [pj ], where
∑h+1
i=1 λi = 0, i.e. a0 + b0 = ah+1 + bh+1.
We note that ai + bi < cj + dj for all 1 6 i 6 h and 1 6 j 6 k.
Case 2.1. Suppose that cj + dj 6 ah+1 + bh+1 for all 1 6 j 6 k. Then δj > 0 for
all 1 6 j 6 k and λh+1 > 0. Let us write
[M1] =
∑
λi>0
λi[qi] +
∑
λi<0
−|λi|[qi]
=
∑
λi>0
λi[qi] +
∑
λi<0
|λi|

[q′i] + k∑
j=1
[pj]


=
∑
λi>0
λi[qi] +
∑
λi<0
|λi|[q
′
i] +
k∑
j=1
∑
λi<0
|λi|[pj]
We let
M1 =
⋂
λi>0
qλii ∩
⋂
λi<0
(q′i)
|λi| ∩
k⋂
j=1
p
∑
λi<0
|λi|
j
M2 =
k⋂
j=1
p
δj
j
Let r = max{δj | 1 6 j 6 k}. Under the multiplication map of ideals µ : M1 ⊗R
M2 →M1M2, we have
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µ
(
x
λh+1
ahbh+1
h∏
i=1
x
|λi|
ai−1bi
⊗ xrahb1
)
= µ
(
x
λh+1−1
ahbh+1
xahb1
h∏
i=1
x
|λi|
ai−1bi
⊗ xr−1ahb1xahbh+1
)
.
Hence µ is not injective, contradicting Fact 1.2.
Case 2.2. Suppose that cj + dj > ah+1 + bh+1 for some 1 6 j 6 k and ai +
bi < a0 + b0 = ah+1 + bh+1 for all 1 6 i 6 h. Then λ1 < 0 and λh > 0. Let
δj0 = min{δj | 1 6 j 6 k}. Let us write
[M2] = − |δj0 | [pj0 ] +
∑
j 6=j0
δj [pj]
= |δj0 |

[q1] + [q′1] + ∑
j 6=j0
[pj ]

+ ∑
j 6=j0
δj [pj ]
= |δj0 | [q1] + |δj0 | [q
′
1] +
∑
j 6=j0
(δj − δj0)[pj ].
As in Case 2.1, we let
M1 =
⋂
λi>0
qλii ∩
⋂
λi<0
(q′i)
|λi| ∩
k⋂
j=1
p
∑
λi<0
|λi|
j
M2 = q
|δj0 |
1 ∩ (q
′
1)
|δj0 | ∩
⋂
j 6=j0
p
δj+|δj0 |
j .
Let r = max ({0} ∪ {δj + 1 | 1 6 j 6 k, j 6= j0}). Under the multiplication map
µ : M1 ⊗R M2 →M1M2, we have
µ
(
x
|λ1|
a0b1
x
λh+1
ahbh+1
h∏
i=2
x
|λi|
ai−1bi
⊗ x
|δj0 |−1
a0b1
xrahbh+1xah+1b1xa0b0
)
= x
|λ1|+|δj0 |−1
a0b1
x
λh+1+r−1
ahbh+1
(
xahbh+1xah+1b1
)
xa0b0
h∏
i=2
x
|λi|
ai−1bi
= x
|λ1|+|δj0 |−1
a0b1
x
λh+1+r−1
ahbh+1
(
xahb1xah+1bh+1
)
xa0b0
h∏
i=2
x
|λi|
ai−1bi
= µ
(
x
|λ1|−1
a0b1
x
λh+1−1
ahbh+1
xahb1
h∏
i=2
x
|λi|
ai−1bi
⊗ x
|δj0 |
a0b1
xrahbh+1xah+1bh+1xa0b0
)
.
Again µ is not injective, contradicting Fact 1.2.
Case 2.3. Suppose that ai+ bi > a0+ b0 = ah+1+ bh+1 for some 1 6 i 6 h, so that
cj + dj > ah+1+ bh+1 for all 1 6 j 6 k. We can then reflect along the antidiagonal
and reduce to Case 2.1 or 2.2. 
Definition 3.6. Let Y be a two-sided ladder. We say that Y is a spine if:
• h = k, a1 < c1 < a2 < c2 < · · · < ah < ch and b1 > d1 > b2 > d2 > · · · >
bh > dh; or
• h = k, c1 < a1 < c2 < a2 < · · · < ch < ah and d1 > b1 > d2 > b2 > · · · >
dh > bh; or
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• h = k + 1, a1 < c1 < a2 < c2 < · · · < ak < ck < ak+1 and b1 > d1 > b2 >
d2 > · · · > bk > dk > bk+1; or
• k = h+ 1, c1 < a1 < c2 < a2 < · · · < ch < ah < ch+1 and d1 > b1 > d2 >
b2 > · · · > dh > bh > dh+1.
Definition 3.7. Let Y be a two-sided connected 2-connected ladder such that
(ai, bi) 
 (cj , dj) for all 1 6 i 6 h and 1 6 j 6 k. We define the spine Y˜ of Y
inductively as follows. Assume that a1 < c1. If a1 > c1, the definition is similar.
Start with u = 1 and repeat the following steps.
(1) If (au, bu) is not an inside corner, then stop. Otherwise, suppose that
au < au+1 < · · · < av < cu 6 av+1. Delete the indeterminates in the entries
(e, f), where e < av and f < bu. Update the corner (au, bu) with the values
(av, bu). Relabel the remaining corners according to our conventions.
(2) If (cu, du) is not an inside corner, then stop. Otherwise, suppose that
cu < cu+1 < · · · < cv < au+1 6 cv+1. Delete the indeterminates in
the entries (e, f), where e > cu and f > dv. Update the corner (cu, du)
with the values (cu, dv). Relabel the remaining corners according to our
conventions.
(3) Update the value of u to u+ 1 and repeat.
We let Y˜ be the ladder obtained when the induction stops.
Example 3.8. Shown below is a two-sided ladder where a1 > c1, with h = 1, k = 4,
and its associated spine, which has only one upper inside corner (at (c1, d4)).
Theorem 3.9 (Thin Ladder Theorem). Let Y be a two-sided 2-connected ladder,
with h > 1 lower inside corners and k > 1 upper inside corners, such that (ai, bi) 

(cj , dj) for all 1 6 i 6 h and 1 6 j 6 k. Let R = R2(Y ). Then |S0(R)| 6 2.
Proof. We prove by induction on h+ k. By Proposition 3.3, we only need to show
that [M5], [M6] must be trivial semidualizing modules, where
[M5] = λ1[q1] and
[M6] = λh+1[qh+1] +
k∑
j=κ1
λh+1[pj] = −λh+1[q
′
h+1] = [ωR]− [M5],
and all inside corners lie on the same antidiagonal.
It suffices to show that λ1λh+1 6= 0 leads to a contradiction. By reflection
along the antidiagonal, we may assume that a1 > c1. If λ1 > 0, then [M5] =
[qλ11 ], and we will let M5 = q
λ1
1 = (xa0b1 , xa0b1+1, . . . , xa0b0)
λ1 . If λ1 < 0, then
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[M5] = −λ1
(
[q′1] +
∑κ2
j=1[pj ]
)
= |λ1| [(xa0b1 , xa0+1b1 , . . . , xc1b1)]. We then let
M5 = (xa0b0 , xa0+1b0 , . . . , xc1b0)
|λ1|. Similarly, if λh+1 > 0, then we let M6 =
(xah+1bh+1 , xah+1bh+1+1, . . . , xah+1dk)
λh+1 , and if λh+1 < 0, then finally we let M6 =
(xahbh+1 , xah+1bh+1 , . . . , xah+1bh+1)
|λh+1|.
Consider the case when λ1, λh+1 < 0. Let Y˜ be the spine of Y . We construct
part of a minimal free resolution of M5 over R˜ = R2(Y˜ ) given by
0
∂0←− R˜β0
∂1←− R˜β1
∂˜2←− R˜β˜2
∂˜3←− · · ·
∂˜
2h˜−1
←−−−− R˜β˜2h˜−1
∂˜
2h˜←−− R˜β˜2h˜
∂˜
2h˜+1
←−−−− · · · ,
where
∂0 =
(
x
|λ1|
a0b0
x
|λ1|−1
a0b0
xa0+1b0 · · ·
)
,
∂1 =


xa0+1d˜1−1 −xa0+1d˜1 · · ·
−xa0d˜1−1 xa0d˜1 · · ·
0 0 · · ·
...
... · · ·
0 0 · · ·

 ,
∂˜2 =


xa˜1d˜1 xa˜1+1d˜1 · · ·
xa˜1d˜1−1 xa˜1+1d˜1−1 · · ·
0 0 · · ·
...
... · · ·
0 0 · · ·

 , . . .
∂˜2h˜−1 =


xa˜h˜−1+1d˜h˜−1
−xa˜h˜−1+1d˜h˜
· · ·
−xa˜h˜−1d˜h˜−1
xa˜h˜−1d˜h˜
· · ·
0 0 · · ·
...
... · · ·
0 0 · · ·


,
∂˜2h˜ =


xa˜h˜d˜h˜
xa˜h˜+1d˜h˜
· · ·
xa˜h˜d˜h˜−1
xa˜h˜+1d˜h˜−1
· · ·
0 0 · · ·
...
... · · ·
0 0 · · ·

 =


xahd˜h˜
xah+1d˜h˜
· · ·
xahd˜h˜−1
xah+1d˜h˜−1
· · ·
0 0 · · ·
...
... · · ·
0 0 · · ·

 , . . .
This minimal free resolution forms part of a minimal free resolution of M5 over
R = R2(Y ) given by
F• = 0
∂0←− Rβ0
∂1←− Rβ1
∂2←− Rβ2
∂3←− · · ·
∂
2h˜−1
←−−−− Rβ2h˜−1
∂
2h˜←−− Rβ2h˜
∂
2h˜+1
←−−−− · · · ,
with ∂˜2, ∂˜3, . . . being represented by upper left submatrices of the matrices repre-
senting ∂2, ∂3, . . . . In F• ⊗M6, we have
x =
(
x
|λh+1|
ah+1bh+1
−x
|λh+1|−1
ah+1bh+1
xahbh+1 0 · · · 0
)T
∈ Ker(∂2h˜).
However, x /∈ Im(∂2h˜+1) since F• is a minimal resolution. Hence Tor
R
2h˜
(M5,M6) 6=
0, contradicting Fact 1.3.
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Now suppose that κ1 6= k. If λ1, λh+1 > 0, then we also use Tor
R
2h˜
(M5,M6) to
reach a contradiction. If λ1 > 0 and λh+1 < 0, then we use Tor
R
2h˜−1
(M5,M6); and
if λ1 < 0 and λh+1 > 0, then we use Tor
R
2h˜+1
(M5,M6).
Finally, suppose that κ1 = k. If λ1λh+1 < 0, then we use Tor
R
2h˜−1
(M5,M6); and
if λ1, λh+1 > 0, then we use Tor
R
2h˜−2
(M5,M6) to reach a contradiction. 
Theorem 3.10 (Two-Sided Ladder Theorem). Let Y be a 2-connected ladder, with
h lower inside corners and k upper inside corners, such that (ai, bi) 6= (cj , dj) for
all 1 6 i 6 h and 1 6 j 6 k. Then |S0(R2(Y ))| 6 2.
Proof. We will argue by induction on h + k. By Theorem 2.4, we may assume
that h, k > 0. The case h = k = 1 is given by Theorems 3.5 and 3.9. In the
induction step, by Proposition 3.3 we only need to show that [M1], [M2] must be
trivial semidualizing modules, where
[M1] =
η2+1∑
i=η1
λi[qi] and [M2] =
κ2∑
j=κ1
δj [pj ] = [ωR]− [M1],
η1 6 η2, κ1 6 κ2, η1, κ1 are not both 1 (equivalently, we cannot have both η2 = h
and κ2 = k), and the corners (a0, b0), (ah+1, bh+1) together with all inside corners,
except (ai, bi), (cj , dj) for η1 6 i 6 η2 and κ1 6 j 6 κ2, all lie on the same
antidiagonal.
Note that we cannot have both η2 6= h and κ2 6= k. Otherwise, we would have
ah 6 cκ1 6 cκ2 < ck and bh < bη2 6 bη1 6 dk, a contradiction since (ah, bh) and
(ck, dk) should lie on the same antidiagonal.
By reflection along the antidiagonal, we may assume that η2 6= h and κ2 = k.
In this case, we have ai 6 aη2 6 c1 6 ck for all 1 6 i 6 η2, and bi 6 b1 6 dk 6 d1
for all i > 1. So (ai, bi)  (cj , dj) for all 1 6 i 6 η2 and 1 6 j 6 k.
We also note that for κ1 6 j 6 κ2 = k, we have cj > ah and dj > dk > b1 > bh.
Hence cj + dj > ah + bh = ah+1 + bh+1 for all κ1 6 j 6 k.
Now suppose that ai + bi > a0 + b0 = ah+1 + bh+1, where 1 6 i 6 η2. Since
η2 6= h, i.e. κ1 6= 1, the corners (c1, d1), (a0, b0) and (ah+1, bh+1) lie on the same
antidiagonal. This is a contradiction, since (ai, bi)  (c1, d1). Hence ai + bi <
a0 + b0 = ah+1 + bh+1 for all 1 6 i 6 η2.
Finally, let Y˜ be the ladder obtained by deleting from Y columns bh+1, bh+1 +
1, . . . , bη2+1 − 1. We can then use arguments similar to those in Theorem 3.5,
Case 2.2 on Y˜ to finish the induction. 
We will generalize Theorem 2.6 and Theorem 3.10 in [17]. Here we end with
some examples to illustrate our results and point to our future work.
Example 3.11. We consider R = Rt(−) for the ladders shown earlier.
(1) If L is the ladder on page 3, then S0(R2(L)) = {[R], [ωR]}, by Theorem
3.10 and [4, Proposition 2.5];
(2) If O is the one-sided ladder on page 2, then S0(R3(O)) = {[R]} and
S0(R2(O)) = {[R], [ωR]}, by Theorem 2.4 and [4, Example 4.10];
(3) For the ladder T with a coincidental inside corner on page 2, we show in
[17] that S0(R2(T )) = {[R], [ωR], [(x12, x13)], [(x31, x32)]}.
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