The applications of neural network in mapping, modeling and change detection using remotely sensed data by Abuelgasim, Abdelgadir A. M.
Boston University
OpenBU http://open.bu.edu
Theses & Dissertations Dissertations and Theses (1964-2011)
1996
The applications of neural network
in mapping, modeling and change
detection using remotely sensed
data
https://hdl.handle.net/2144/22549
Boston University
BOSTON UNIVERSITY 
GRADUATE SCHOOL 
Dissertation 
;' / 
THJ:\iAPPLICATIONS OF NEURAL NETWORKfN MAPPING, MODELING 
AND CHANGE DETECTION USING REMOTELY SENSED DATA 
by 
ABDELGADIR A. M. ABUELGASIM 
I I 
B.Sc., University of Khartoum, 1986 
M.A., Boston University, 1992 
Submitted in partial fullfillment of the 
requirements for the degree of 
Doctor of Philosophy 
1996 
© Copyright by 
ABDELGADIR A. M. ABUELGASIM 
1996 
First Reader 
Second Reader 
Third Reader 
Approved by 
Sucl11lrita Gopal, Ph.D. 
Associate Professor of Geography 
Alan Strahler, Ph.D. 
Professor of Geography 
 
Farouk El-Baz, Ph.D. 
Research Professor Of Geology, and
Director, Center For Remote Sensing 
ACKNOWLEDGEMENTS 
This dissertation brings to a conclusion three and a half years of graduate studies at 
Boston University. Many individuals have contributed both directly and indirectly to this 
study. Foremost among those contributors is Professor Sucharita Go pal, my principal 
advisor, without her insight, careful supervision, constructive criticism and personal help, 
this study could not have been completed. Professors Alan Strahler and Curtis Wood-
cock deserve special mention for their advice and support throughout my studies. Pro-
fessor Farouk El-Baz deserves special mention for his advice, encouragement and sup-
port throughout the course of my education in this institution. I would like also to thank 
him for his financial support during the period of my Ph.D. studies. Dr. Jim Irons has 
been very encouraging and supportive throughout my research period, without his input, 
this work would not have seen the light. There are not enough words to express my grati-
tude, and my debts to them are manifold. 
The financial support for conducting this research was provided by a fellowship 
from the Universities Space Research Association and the Kuwait Foundation for the 
Advancement of Sciences. I am greatly in debts for their support. 
It was extremely enjoyable experience for me to work with my friends and fellow 
graduate students at the center, of whom Sylvie Gomis, Mary Pax-Lenney and Ali Hamid 
deserve special mention for their help, advice, encouragement and support throughout 
my education at Boston University. My friends Tarig, Mohd Hashim and Moniem have 
for long been an encouraging and supportive force for my graduate education, my grati-
tude to them. Family members in Sudan deserve special acknowledgement for their con-
tinuous support and encouragement. 
IV 
My warmest thanks and appreciation to my wife for her extreme patience, under-
standing, encouragement and Jove. There are not enough words that I can express my 
appreciation and thankfulness for her patience and Jove during the course of my study at 
Boston University. Maab and Mazen have both significantly contributed to this study by 
encouraging me to graduate, my Jove and gratitude to both of them. 
v 
DEDICATION 
TO HABAB, MAAB AND MAZIN WITH LOVE 
THE APPLICATIONS OF NEURAL NETWORKS IN MAPPING, MODELING 
AND CHANGE DETECTION USING REMOTELY SENSED DATA 
(Order No. ) 
ABDELGADIR A. ABUELGASIM 
Boston University, Graduate School, 1996 
Major Professor: Sucharita Gopal, Professor of Geography 
ABSTRACT 
Advances in remote sensing and associated capabilities are expected to proceed in a 
number of ways in the era of the Earth Observing System (EOS). More complex multi-
temporal, multi-source data sets will become available, requiring more sophisticated 
analysis methods. This research explores the applications of artificial neural networks in 
land-cover mapping, forward and inverse canopy modeling and change detection. 
For land-cover mapping a multi-layer feed-forward neural network produced 89% 
classification accuracy using a single band of multi-angle data from the Advanced Solid-
state Array Spectroradiometer (ASAS). The principal results include the following: 
directional radiance measurements contain much useful information for discrimination 
among land-cover classes; the combination of multi-angle and multi-spectral data 
improves the overall classification accuracy compared with a single multi-angle band; 
and neural networks can successfully learn class discrimination from directional data or 
multi-domain data. 
Forward canopy modeling shows that a multi-layer feed-forward neural network is 
able to predict the bidirectional reflectance distribution function (BRDF) of different 
VII 
canopy sites with 90% accuracy. Analysis of the signal captured by the network indicates 
that the canopy structural parameters, and illumination and viewing geometry, are essen-
tial for predicting the BRDF of vegetated surfaces. The inverse neural network model 
shows that the R 2 between the network -predicted canopy parameters and the actual 
canopy parameters is 0.85 for canopy density and 0.75 for both the crown shape and the 
height parameters. 
An innovative change detection methodology, using a Fuzzy ARTMAP neural net-
work, is developed to map land-cover change. The underlying model for land-cover 
change is for wholesale change between categories. The neural network builds an associ-
ative adaptable memory system of the land-cover classes present at one image date. An 
image from a later date is classified using this network to recognize both change between 
familiar patterns and new unfamiliar classes. These new classes represent new categories 
of land-cover. This technique predicts land surface change with an accuracy of 86%. 
Overall, the research demonstrates that artificial neural networks provide a viable 
computing paradigm in land-cover classification, forward and inverse canopy modeling 
and change detection. In classification problems, neural networks can handle multi-
source and multi-domain data sets with great efficiency, and require no a priori 
knowledge of the statistical distribution of the data. For forward and inverse modeling, 
neural networks prove to be a useful technique for approximating the mathematical rela-
tionship between canopy structural parameters and the canopy's BRDF. In terms of 
change detection, a Fuzzy ARTMAP neural network is able to map correctly land-cover 
change, and provides a means for reducing ambiguities in map categories through the use 
of fuzzy class memberships. 
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CHAPTER ONE 
INTRODUCTION 
Research in remote sensing in the past two decades has focussed on the characteri-
zation of land cover classes to determine the identity and type, the state and to some 
extent, the dynamics of ecosystems. In the Earth System Observing (EOS) era and 
within the next few years a large number of satellites will be launched that will provide a 
tremendous amount of information about the earth. The future trends of mapping 
landscape patterns and monitoring change processes will likely incorporate information 
from more than one domain (e.g., multi-spectral, multi-directional, multi-temporal). This 
is due to the fact that no single domain will be sufficient to capture all the discriminative 
necessary information. 
More powerful and sophisticated mapping, modeling and change detection tech-
niques are essential to handle complex remotely sensed data. This research investigates 
new techniques and methodologies for improving the present abilities of mapping the 
landscape, modeling vegetation canopies, as well as monitoring land cover temporal 
change. Artificial neural networks offer an alternative classification paradigm that can 
handle multi-source information. They offer great improvement in terms of mapping 
accuracy, and more accurate estimates of physical parameters of land features. 
2 
Land cover mapping in remote sensing involves the use of parametric classification 
techniques on multi-spectral measurements. For example, the maximum likelihood 
measure is based on the Gaussian model for the distribution of pixels for each class. 
When complicated data sets and multi-source data are used, these techniques do not pro-
vide high levels of accuracy. In addition, important nonparametric information such as 
information between view angles is not captured directly by these techniques. Due to the 
anisotropy of the terrestrial classes, multi-angle remotely sensed data can be used as a 
discriminating index between land cover classes. Such a classification approach has not 
been attempted, and forms one focus of the current research. 
Mathematical modeling of physical processes has been an important part in remote 
sensing research in the past two decades. Much effort has been directed towards 
developing models that incorporate inputs from satellite images that can be related with 
surface features and/or biophysical parameters. As remote sensing capabilities improve, 
and as our understanding of remotely sensed data increases, mechanistic remote-sensing 
driven models are going to be in great demand (Wickland, 1989). The research offers an 
alternative paradigm of modeling. The new approach makes use of artificial neural net-
works in learning the relation between surface characteristics and the corresponding 
spectral signature both in forward and inverse modeling. 
A fundamental part to studying global change using remote sensing, is to study 
changes in the areal extent of vegetated surfaces, changes in biomass density and/or 
changes in production (Wickland, 1989). Through change detection analysis, it is possi-
3 
ble to quantify the rates and magnitudes of change, a necessary step for monitoring glo-
bal change. The analysis of multi-date satellite images will continue to be an important 
component in the global change research to map large scale patterns of terrestrial change. 
There are a variety of change detection methods in remote sensing that are statisti-
cally and arithmetically derived. These techniques suffer from a number of limitations. 
Techniques such as subtraction, ratio and regression produce a bias to band specific 
changes and an inability to deal with other changes. Another inherent limitation of these 
techniques is their use of a thresholding method to delineate change from no change pix-
els. Thresholding is a tedious and subjective approach that does not produce accurate 
maps. This research proposes a change detection methodology that will overcome some 
of the drawbacks of the methods currently being used. 
Mathematical modeling of physical processes has been an important part in remote 
sensing research in the past two decades. Much effort has been directed towards 
developing models that incorporate inputs from satellite images that are related with sur-
face features and/or biophysical parameters. As remote sensing capabilities improve, and 
as our understanding of remotely sensed data increases, mechanistic remote-sensing 
driven models are going to be in great demand (Wickland, 1989). The proposed research 
offers an alternative paradigm of modeling. The new approach makes use of artificial 
neural networks in learning the relation between surface characteristics and the 
corresponding spectral signature both in forward and inverse modeling. 
4 
The major focus of this research is to assess and explore the use of artificial neural 
networks as alternative techniques for land cover mapping, modeling and change detec-
tion and analysis using remotely sensed data. The primary objectives of this research are 
to introduce the application of neural networks in: 
a) Land cover mapping in reference to multi-domain remotely sensed data 
b) Forward and inverse canopy modeling. 
c) Monitoring environmental change using multi-spectral and multi-temporal satellite 
1mages. 
5 
CHAPTER TWO 
LAND COVER MAPPING 
Introduction 
Conventional multi-spectral classification is the process of discretizing spectral digi-
tal image data (e.g., satellite or aircraft multi-spectral imagery) into classes of known 
identity. Traditionally, parametric methods based on simple statistical models have been 
used in the classification of these data. For example, maximum likelihood measure is 
based on the Gaussian model for the distribution of pixels from each class. These tech-
niques yield classification accuracies of around 60 - 90 percent, with the lower values 
encountered in the contexts where complicated data sets are used and/or when large 
number of classes have to be identified. To overcome these limitations, new and alterna-
tive models, including artificial neural networks, have been introduced. Recently, 
Landsat Thematic Mapper (TM) data have been classified using feed-forward neural net-
works by Kiang (1992), Hepner eta!., (1990), McClellan eta!., (1989), Civco (1993), and 
Howald (1989). There have also been attempts to use other remotely sensed data includ-
ing Landsat Multi-spectral Scanner (MSS) (Lee et a!., 1990), the Synthetic Aperture 
Radar (SAR) terrain image data (Decatur, 1989) and Systeme Pour !'Observation de Ia 
Terre (SPOT) (Dreyer, 1993). These applications have proved successful and generally 
result in greater classification accuracies compared with the conventional techniques. 
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More sophisticated approaches using neural networks involve an integration of data 
sets, i.e. multi-domain data; for example, Key eta!., (1989) use the Advanced Very High 
Resolution Radiometer (A VHRR) data in conjunction with the Scanning Multichannel 
Microwave Radiometer (SMMR) for the classification of four surface and eight cloud 
classes in the Arctic. Benediktsson et a!., (1990) combine remotely sensed data with 
ancillary topographic information. Multi-temporal data have been used by Kanellopoulos 
et a!., (1990). Most of these studies have used feed-forward networks trained using the 
backpropagation algorithm. More recent approaches have utilized neural network archi-
tectures other than backpropagation. For example, Salu and Tilton (1993) introduce an 
unsupervised multi-layer feed-forward classifier called "binary diamond" for the 
classification of multi-spectral data. Gopal eta!., (1994) use a supervised model called 
Fuzzy ART (Carpenter eta!., 1991) in the classification of normalized difference vegeta-
tion index (NDVI) data obtained from A VHRR images for the Sahel. These works sug-
gest that neural networks provide a viable alternative for classifying remotely sensed 
data. 
A relatively unexplored domain in remote sensing is the use of directional radiance 
measurements in classification. So far, very little attention has been paid to this domain 
compared to the spectral domain (Kimes eta!., 1991). However, several new sensors pro-
posed for the Earth Observation System (EOS) will offer information about the direc-
tional as well as the spectral variations of the reflected radiance. These sensors include 
the Moderate Resolution Imaging Spectrometer (MODIS) and the Multi-angle Imaging 
Spectroradiometer (MISR), which are planned for launch in 1988 on the EOS-AM I 
7 
platform. 
The directional anisotropy of the radiance reflected from terrestrial surfaces can be 
used as an index to discriminate among land cover classes. Figure I, shows the mean 
radiance values (in mW cm-2 sr-1 f.!m-1) for representative sample of five land cover 
classes- conifer, water, deciduous, clearcuts and wetlands- as measured by the 
Advanced Solid-state Array Spectroradiometer (ASAS) (Irons et al., 1991) in the princi-
pal plane of the sun, as a function of viewing angles. The patterns of directional response 
are generally similar for the four vegetated covers, although they differ in specific 
features. Water is clearly separable from the others. 
A primary objective of this research is to demonstrate the feasibility of using direc-
tional radiance information in land cover classification. The effects of both multi-
directional as well as multi-domain (multi-directional and multi-spectral) data on 
classification accuracy are discussed. A second objective is to introduce artificial neural 
networks to approximate the input-output relationship between directional remotely 
sensed data and land cover class memberships. The last objective is to assess the perfor-
mance of the neural network classifier with that of a conventional statistical technique 
commonly used in remote sensing studies. 
The Neural Network Approach: Feed-forward Neural Networks 
This research uses a multi-layer feed-forward neural networks that have been an 
8 
influential development in the field of neural networks during the past decade. The prob-
lem addressed by such networks is the approximate implementation of an input -output 
relation, by means of supervised training. For simplicity, but without loss of generality, 
we consider two-layer feed-forward networks with one (or more) hidden layers (Figure 
2), the leading case of feed-forward neural networks. Hornik et a!., (1989) and Cybenko 
(1989) have shown that such networks can approximate any continuous input-output rela-
tion of interest to any degree of accuracy, provided sufficiently many hidden units are 
used. 
The architecture of the neural network considered has feed-forward connections. 
The network receives a vector input signal x and emits an output signal z. Input units 
i (i = I, ... , I) send signals x; towards intermediate units, called hidden units, over connec-
tions that either attenuate or amplify signals by a factor w,Y). Each hidden unit 
j U = I, ... , J) receives signals x; w,Y) (i = I, ... , I) and processes them in some charac-
teristic way. In the simplest case considered here- the hidden unit produces an activa-
tion (or state) by summing the signals 
j=l, ... , J (I) 
This activation is then sent to the output units k (k= I, ... , K). The input to the hidden unit 
via the transfer function determines the state y of the element. A transfer function, such 
as a logistic function, which scales the activation sigmoidally between 0 and I can be 
used, 
9 
j=l, ... , J, (2) 
where roJO is the bias for hidden unit j. This bias can be thought of as a coupling to the 
unit i with full activation, and is in practice treated just like roiJ. Hidden units are treated 
as input units by the output units so that 
where ropl is the bias for the output unit k . 
The parameters of the network are the connections (ro,yl, i = I, ... , I ,j = 1, ... , J; roJJl, 
j= 1, ... , J;k= 1, ... , K) and the biases (ropl, j= 1, ... , J; ro£2l, k= 1, ... , K) corresponding to 
a point ro in the S = (J (I+ I)+ K (J +I)) dimensional Euclidean spaceRS. For every 
point ro in the network configuration space W c Rs, the network (3) is a realization of a 
detenninistic mapping from an input x E X c Rl to an output z E Z c RK. This map-
ping may be denoted by: 
(4) 
The problem is one of learning an unknown input-output relation F from examples, i.e. 
training set of N input -target pairs, related through the unknown relation F : 
~(N) = { ~n , I ~ n ~ N} (5) 
where ~ , (x ,z) with x E X c R I and z E Z c R K. The relation F has been described 
10 
by a probability density function defined over the space of input-output paus 
X® Z c Rl +K by Levin eta!., (1990). Thus 
(6) 
where P F (x) defines the region of interest in the input space and P F (z 1 x) describes the 
functional relation between the inputs and the outputs. The training set consists of exam-
ples drawn independently according to this probability density function. 
A change in w -parameters in (3) can generate a family of approximations. The cen-
tral task of learning is to select the best approximation out of this family. Learning the 
training set by (3) may be posed as an optimization problem by introducing a measure of 
quality of the approximation of the desired relation F by the mapping F (J) realized by the 
network. An additive error function can be used to evaluate the goodness of the approxi-
mation. 
(7) 
which measures the dissimilarity between F and Fro on the restricted domain covered by 
the training set. The error function e (z 1 x ,ro) is a distance measure on R K between the 
target output z and the output of the network on the given input x, i.e. 
e (z I x ,ro) = d (y, F ro(x )). A standard approach that is used often is the squared error 
function 
e (z I x ,ro) = i (z - F ro(x) )2 (8) 
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where the conditional probability p (z lx ,ro), may be considered as a measure of the "rea-
sonable expectation" of the compatibility of the pair (x ,z) to the network (Levin et al., 
1990). 
While performance of a network may appear successful in the restricted domain 
defined by the training examples, it may not always be successful outside the training 
domain. The only way to test the generalization capability of the network is to use novel 
pattern outside the training set. In general, it is possible to get increasingly better perfor-
mance on the training examples by increasing the complexity of the neural network 
model, but such a procedure does not necessarily lead to a better generalization ability of 
the network. 
The Backpropagation Procedure and the Momentum Variant 
A distinction is often made between global and local nonlinear optimization tech-
niques in computing the network parameters of a layered feed-forward network that 
minimize the squared error function (8). Despite the fact that non-local techniques fre-
quently show good convergence properties, these techniques are not used to update the 
parameters of neural networks. This is because the neural network paradigm aims to dis-
cover the information processing capabilities of neural networks that rely on local com-
putations. This is often referred to in literature as "locality constraint". Local optimiza-
tion techniques modify each estimate of a parameter value based only on information 
about that parameter and hence satisfy locality constraint (Jacobs, 1988). 
12 
Basic backpropagation (Rumelhart et a!., 1986a, 1986b) is currently the most popu-
Jar local optimization procedure for performing the supervised learning task as described 
in the previous section. By means of this procedure, learning is carried out by iteratively 
adjusting the coupling strengths in the network so as to minimize (7) - (8). In essence, 
backpropagation is a three stage procedure. In the first stage, the network is initialized 
with small random network parameters. An input vector x is presented to the network 
and propagated forward and output signals are determined. In the second stage, the out-
put vector, i = F ro(x) is then compared with the target vector z resulting in an error sig-
nal e (z I x ,ro) defined by (8). In the third stage, the error signal is backpropagated 
through the network in order to adjust the coupling strengths. The learning process is 
repeated until the network satisfactorily performs on the restricted domain defined by the 
training examples. The backpropagation of information is what gives the learning pro-
cedure its name. The parameter update rule at step n can be written as: 
ro(n + 1) = ro(n) +TJ de (z ix ,ro(n)) 
dro(n) (9) 
where ro(n) is a simple parameter at step n, de /dro denotes the partial derivative of the 
error with respect to this parameter and TJ is a constant factor, the learning rate. 
In practice, the backpropagation technique has proved to be a suitable algorithm in 
establishing a set of network parameters that enables the network to perform certain 
input-output mappings. But the convergence tends to be extremely slow. Thus, several 
heuristic schemes have been suggested to improve the speed of convergence (Jacobs 
1988; Shah et a!., 1992). These techniques are inexpensive and usually local. One 
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prominent and widely adopted technique is the momentum version of backpropagation. 
The momentum variant adds a new term to the parameter update equation (9) to achieve 
a faster rate to convergence (Jacobs, 1988). At step n, each parameter ro(n) of the net-
work is updated according to the following rule: 
ro(n +l)=ro(n)+T] de (z lx,ro(n)) +yAro(n) 
dro(n) (10) 
where y is the momentum factor which determines the relative contribution of the change 
A ro(n) of the parameter ro at step n. When consecutive derivatives of this weight have 
the same sign, the connection weight is adjusted by a large amount. When consecutive 
derivatives of a weight have opposite signs, this sum becomes small in magnitude and 
the parameter is adjusted by a small amount. The momentum factor may be viewed as a 
low-pass filter that reduces the sensitivity of training to variations in 11. 
ASAS Imagery 
The Advanced Solid-state Array Spectroradiometer (ASAS) is a pointable aircraft-
borne spectroradiometer with a unique capability to collect high spectral resolution data 
in the visible and near-infrared region of the spectrum at multiple directions (Irons et a!., 
1991). Prior to September, 1992, the ASAS focal plane held a charge-injection-device 
(CID) area detector array providing 29 spectral bands from 451 to 871 nm with an 
approximately 15 nm bandwidth. Note that the CID detector array was replaced in 1992 
with a charge-coupled-device (CCD) array providing 62 visible and near infrared spectral 
bands with a spectral resolution of approximately II nm. 
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Imagery from ASAS has a pixel size determined in the across-track direction by 
platform altitude, and in the along-track direction by the electronic readout rate and its 
25° field of view. Images are acquired from multiple fore-to-aft view directions (45° for-
ward to -45° aft in 15° increments in the case analyzed here) as the aircraft approaches 
and recedes from the target. The ASAS instrument is currently operated by the 
NASA/Goddard Space Flight Center, Laboratory of Terrestrial Physics and flown on 
NASA's C-130 aircraft. 
ASAS data were received in a format of two header records followed by 30 bands 
recorded in band-sequential format. The original 16 bit data were compressed to 8 bits as 
needed for image display and as inputs to the network. Figure 3 displays band 24 (769-
795 nm) showing the scene under investigation. 
A 400 by 244 pixel image of Voyageurs National Park was chosen for the study. 
The scene consists of five distinctive land cover classes- water (lake), conifers, decidu-
ous forest, wetlands, and a clearcut. The seven look angle images were registered to each 
other prior to any processing. Training and testing data sets were extracted from the 
image. The training data consisted of 1623 pixel for each class and the test data con-
sisted of 100 randomly chosen pixels per each class. The infrared ASAS band 24 was 
used because in this wavelength range, atmospheric effects are minimal. 
ASAS data suffer from geometric distortions due to the off-nadir tilting and to air-
craft motion during data acquisition. The distortion results in image misregistration 
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between look angles. The development and application of the neural network required 
image-to-image registration to insure that each pixel from the seven view angles exactly 
represent the same location on the ground. A simple rubber sheet wrapping technique 
was adopted to register all the off-nadir view images to the nadir image i.e. the base 
image. Second and third order polynomials were fitted to sets of control points that were 
identified in the images to achieve registration. Reasonable root-mean-square errors 
were achieved in most cases. Future studies should plan to follow a more rigorous tech-
nique of directional images registration such as the one developed by Allison et a!., 
(1994). 
Neural Network Modeling 
This study uses feed-forward neural networks, which have influenced the develop-
ment in the field of neural networks during the past decade. The problem addressed by 
such networks is the approximate implementation of an input -output relation by means of 
supervised training. The two-layer feed-forward networks with one (or more) hidden 
layers (Figure 2), is the leading case of feed-forward neural networks. 
Fischer and Gopal (1994) view the application of neural network modeling as a 
three-stage process. The first stage, Model Identification, involves determining the 
number of input, output and hidden units. The choice of the number of hidden units is not 
an easy task. It is generally dictated by the problem and involves considerable judgement 
on the part of the experimenter. The intuitive rule of "the more the better" might be used, 
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since the number of hidden units controls the model's flexibility. On the other hand, net-
works with large hidden units may become counter-productive as they introduce many 
degrees of freedom and may not lead to optimal predictions. Weigend eta!., (1991) sug-
gests that the number of weights should be less than one tenth of the number of training 
patterns. 
The second stage called Model Estimation refers to choice of a reasonable network 
training strategy by which various parameters including choice of error function, training 
by pattern or epoch, sequential or random ordering of training vectors, the iterative pro-
cedure, appropriate initial conditions, network parameters and the weight updates. The 
final stage is called Model Testing or Prediction, where the prediction quality of the net-
work is assessed using performance measures like root mean square error (RMS), R2, 
and error matrix (Congalton, 1991). 
Model Identification Stage 
The neural network designed for the experiment consisted of 4 fully connected 
layers. The input layer consisted of 7 processing units or nodes representing the seven 
view angles for a pixel as captured by ASAS. Each input brightness value was scaled 
between -I and I. The number of hidden units was determined through experimental 
simulations. The first hidden layer comprised 10 processing units and the second 8 units. 
The output layer had 5 nodes, each representing one of the five classes to be classified. 
The output of the neural network, was represented using a coding scheme in which the 
output vector consisted of five elements representing the five land cover classes of 
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interest. For example, if a pixel belongs to class 3, the output from node 3 in the output 
layer was set to a value of I and the remaining outputs from the other nodes were set to 
0. Thus the target output vector representing class 3 would be (0,0,1 ,0,0). The architec-
ture of the network is shown in Figure 4. The initial parameters were drawn from a uni-
form distribution. Five different random initializations were used to analyze variations 
due to random initial conditions. 
A hyperbolic tangent transfer function was used to calculate the activation of the 
nodes. A learning rate of 0.3 and a momentum rate of 0.4 were used. Training was 
stopped when the root mean square error was less than 0.01. Table I shows the results of 
the five simulations, the number of epochs (one epoch represents the presentation of 8 
training samples to the network) required to reach convergence. Each simulation presents 
a different set of initial weights and thus Table I shows the variations in performance due 
to initial conditions. Best performance is obtained using Simulation 4 in Table I, which 
is closer to the mean (of the five simulations) and has much less variance. Simulations I 
and 2 reached convergence earlier (less CPU time) but are not similar to the mean. Hence 
we selected Simulation 4 for the testing phase and for our discussion pertaining to 
classification using a neural network. 
Model Estimation and the Overfitting Problem 
Whereas the stage of identification was concerned with identifying an appropriate 
model, the stage of parameter estimation is devoted to determination of the magnitude 
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and the sign of the parameters of the (7: 10:8:5) network model. Figure 5 shows the evo-
lution of training accuracy in terms of the performance measure, i. e. root mean square 
error, plotted against the number of epochs (each epoch represent 8 iterations). The 
network's root mean square first decreased rapidly (until 1,800 epochs), and then 
fluctuated (until 15,000 epochs), before exhibiting a more steady pattern (around 25,000 
epochs). It took nearly 39,000 epochs for the network to reach the pre-defined criteria of 
convergence. 
A serious problem at this stage is the overfitting problem which leads to poor gen-
eralization. This arises when the neural mapping function tries to fit all of the fine details 
in the training data set, rather tban capturing tbe underlying trends in the data (Bishop, 
1991). It is thus necessary to rectify tbe mapping function and hence improve the gen-
eralization capability of the neural model. A simple technique called "pruning" (Samad, 
1989) was used in order to reduce the size of the network and thus the size of the map-
ping function, which in turn, reduces the computational complexity. 
This process involves monitoring tbe weights of tbe connections of the network in 
the training phase. A weight threshold of ±0.8 was used. Using this procedure, those con-
nections weights that did not grow more tban the pre-specified threshold were "pruned" 
and the reduced network (with the pruned connections) was retrained once more. Seven-
teen connections were pruned in the (7:10:8:5) network, and the pruned network only 
used 25,280 epochs to reach the convergence criteria. Note that this procedure is a 
heuristic measure. Better approaches exist that systematically eliminate weights and 
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remove hidden units, including the weight elimination method using a complex cost 
function (Chauvin, 1990; LeCun et. a!., 1990) and the validation method of Weigend et. 
al., (1991 ). Future research efforts will involve exploring these methods to address the 
overfitting problem, which is a serious issue using real world data. 
To further explain the working behavior of a neural network, the frequency distribu-
tion of the number of incorrect predictions of the five output classes during training is 
examined. It is expected that the number of incorrect predictions to decrease as a result 
of training the network. This is exactly what happens as shown in Figure 6. During the 
initial phase of training the network (1,800-2,000 epochs), the number of incorrect pred-
ictions is quite high (around 20-25) for conifer forest, clearcuts and wetlands. Then it 
rapidly decreases (around 5-10). The total number of incorrect responses fall to zero dur-
ing the end of training (39 ,000 epochs). There are very few incorrect predictions for 
water and the most for clearcuts. It may therefore be expected that most of the errors will 
be associated with the clearcuts when the neural network model is used for prediction. 
Model Testing or Prediction Stage 
This stage involves the assessment of a network prediction ability with novel data. 
That is, the ultimate task of learning is to generalize outside the training set and predict 
outputs for unseen input pixels. Table 2 reports the prediction performance of the 
(7:10:8:5) neural network on the testing data set in terms of R 2 between the target class 
and the corresponding neural network prediction. As can be seen, R 2 values of more than 
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0.9 are obtained for conifer forest, clearcuts, deciduous forest and water, while wetlands 
shows a slightly lesser R2. 
Table 3 shows the confusion matrix for the classified test data using the neural net-
work. The total accuracy is 97.4% and the errors of omission are 13 out of 500. There is 
some confusion between water and wetlands, and deciduous forest and clearcuts. These 
errors might reflect misregistration errors that occur at the boundaries between classes. 
In general, the neural network appears to be a very effective classifier. 
Classification of ASAS Multi-spectral Data 
An interesting issue is to compare the classification accuracy obtained using direc-
tional data versus multi-spectral data. A comparison of a single band multi-directional 
data versus a six band multi-spectral data was undertaken in this study. An image data-
base consisting of six nadir ASAS spectral bands for Voyageurs National Park was used. 
This database consists of ASAS band 2 (458- 472 nm), ASAS band 6 (513 - 528 nm), 
ASAS band 8 (541 - 556 nm), ASAS band 15 (641 - 656 nm), ASAS band 21 (730- 746 
nm), and ASAS band 24 (774 - 790 nm). 
A neural network was developed to perform the classification. The input layer con-
sists of 6 nodes each node representing one of the six spectral bands, and the output layer 
of 5 nodes each representing one of the five land cover classes. A similar architecture of 
10 hidden nodes in the first hidden layer, and 8 nodes in the second hidden layer was 
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used for the classification of the image. 
Discussion 
The discussion pertains to the classification of the entire image. Figures 7 and 8 
show the classified images obtained using the neural classifier and the maximum likeli-
hood technique, respectively. Other statistical classification techniques such as the K-
nearest neighbor method, or the Parzen density estimator (Fukunaga, 1990) could also be 
used as a benchmark for comparison however, comparison was restricted to the most 
widely and commonly used statistical technique in remote sensing studies. Note that the 
classification using the neural network (Figure 7) visually looks similar to the original 
image shown in Figure 3. The classification using maximum likelihood (Figure 8) shows 
a clear underestimation of the conifer forest class and an overestimation of the deciduous 
forest class. 
The effects of misregistration are clearly seen along the boundaries that separate 
some classes, for example the boundary between lake and wetlands, where pixels are 
labeled as conifers. Similarly the boundary between lake and deciduous forest shows the 
effects of misregistration. The impact of misregistration is a serious issue that warrants 
future research. 
The same set of general conclusions seen in Figures 7 and 8 are reflected in Table 4, 
which compares the results of classifying the whole image using the neural network 
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classifier (column 3), and the maximum likelihood classifier (column 4) compared to the 
classes (column I) of the original image (column 2). Conifer forest is the largest cover 
class on the ground and occupies nearly 46%. The neural network classifier labels 43% of 
the total area as conifer forest resulting in a three percent underprediction of this class. 
On the other hand, the maximum likelihood classifier shows a 13% underprediction of 
conifer forest. 
The neural network overestimates water (1% ), deciduous forest (less than I%), and 
clearcut (4%) and underestimates wetlands (2%) in addition to conifer forest. A different 
pattern of over and underestimations are obtained using the maximum likelihood 
classifier. There is an underprediction of water (2% ), wetlands (3% ), in addition to con-
ifer. There is an overprediction of deciduous forest (16%) and clearcut (1 %). The area 
weighted accuracy of the neural network classification is 89% compared to that of the 
maximum likelihood classification, 60%. These results demonstrate that the neural net-
work classifier is successful in classifying land cover classes using directional radiance 
measurements. 
Note that the initial assumption in this study was to discriminate between land cover 
classes based on the the shape of the BRDF reflected by each class. A careful examina-
tion of figure 1 shows that only the water and the deciduous classes have BRDFs that are 
easily distinguished. The water class shows higher BRDF in the forward scattering direc-
tion and a flat one in the backward scattering direction. The deciduous class shows a flat 
bowl shape associated with a less prominent hotspot peak. The wetlands, clearcut and 
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conifer classes on the other hand show similar BRDFs characterized by a sharp hotspot 
and an accentuated bowl shape. However, the height of the BRDFs for all the classes is 
different. This shows that the neural network learned the BRDF height rather than the 
BRDF shape for proper discrimination. 
Table Sa compares the results of classifying the whole image using ASAS multi-
angle data and ASAS multi-spectral data, each separately. The area weighted accuracy 
for the multi-directional classification 1s 89% and for the nadir multi-spectral 
classification data is 88%. There is no significant difference between the two 
classification accuracies. The results demonstrates that multi-directional data is as useful 
as multi-spectral data for land cover classification. The multi-angle classification in 
Table 4 overestimates the water class (1% ), and the deciduous class (less than 1% ). The 
multi-spectral classification largely overestimates the deciduous class and underestimates 
the wetlands area. Both classifications approximately equally underestimate the conifer 
class, and overestimate the clearcut areas. 
Classification of ASAS Multi-domain Data 
An interesting issue in the use of multi-directional ASAS data is the effect of 
increasing the number of spectral bands on the classification accuracies. A comparison 
of multi-directional data and multi-domain data (a combination of multi-spectral and 
multi-directional) was undertaken in another study (Abuelgasim and Gopal, 1994). A 
scene consisting of 400 by 303 pixels of Voyageurs National Park was classified with 
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ASAS band 10 (570.4 - 584.53 nm), ASAS band 15 (641.95 - 656.38 nm) and ASAS 
band 24 (774.07- 789.73 nm). 
In this study, first the effect of each of the three ASAS bands on classification was 
assessed independently. In each case, tbe same neural network architecture is used. 
Second, tbe effect of combinations of ASAS bands 10 and 15, and ASAS bands 15 and 
24 on classification is analyzed. The input layer of the ANN architecture is expanded to 
reflect the changes in the size of tbe input vector. Other layers in the network remained 
the same. The overall classification results are shown in Table 5b. 
In terms of multi-directional data alone, the near-infrared ASAS band 24 produced 
the best classification result (85%), compared with ASAS band 10 (64%) and ASAS band 
15 (61%). Note that for this specific image ASAS bands 10 and 15 have very low signal 
response for almost all the scene land cover types compared to ASAS band 24 (Irons, 
personal communications). In this respect band 24 is expected to perform better com-
pared to bands 10 and 15. 
An improvement in accuracy is noted using the multi-domain data sets. A combina-
tion of ASAS band 10 and 15 increases tbe accuracy to 65% representing an improve-
ment of nearly 7% and 2% over using ASAS bands 15 and 10 individually. Similarly, 
there are gains in accuracy using the combination of ASAS bands 15 and 24; total accu-
racy increases to 87% representing a substantial improvement of 43% in the case of 
ASAS band 15 and a modest increase of 2% using ASAS band 24 individually. 
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This finding is not surprising. Multi-directional data by itself tend to have lower 
intrinsic dimensionality (Bamsley. personal communication, 1995), but in the case of 
multi-spectral and multi-directional data more discriminative information is available 
and an improvement in classification should be expected. However, in general, the 
improvement in this study is not dramatic. One possible reason may be the fact that the 
scene under investigation was simple. It has only five land cover classes and one multi-
angle spectral band may be sufficient to achieve reasonable accuracy. As it is premature 
at this point of the research to fully judge the effectiveness of multi-angle data, or multi-
spectral data or a combination, one can speculate that in more complex scenes, with more 
land cover classes, the combination of multi-spectral and multi-directional information 
may prove more valuable than either one alone. 
Conclusions 
This study demonstrates that directional radiance measurements can be used to 
effectively discriminate among land cover classes. This approach is useful in areas where 
land surface classes cannot be discriminated based solely on their spectral signature. The 
directional reflectance pattern exhibited by various classes should be particular to each 
class and is dependent on important elements such as size, shape and spatial distribution 
ofthese elements. 
The use of neural networks in remote sensing is relatively new. Artificial neural 
networks have a significant role to play in this context since they can handle massive, 
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complex and incomplete data sets efficiently and result in greater classification accura-
cies. In addition, neural networks are distribution-free and offer a further advantage over 
most statistical methods where a knowledge of the distribution function is necessary and 
data are assumed to be Gaussian. The automatic production of up-to-date land cover 
maps from satellite imagery requires optimal classification and spatial generalization pro-
cedures. 
New developments in the field of satellite sensor systems, including the launch of 
more satellites with synthetic aperture radar systems, new visible and infrared band sen-
sors with improved ground resolution, and launch of polar platforms carrying medium 
resolution imaging spectrometer systems and multi-look angle sensors, etc., will result 
not just in a tremendous quantity of image data, but data from many different spectral 
channels and from diverse parts of of the electromagnetic spectrum. 
Conventional pattern classification approaches often do not provide high levels of 
accuracy for these types of data. Such complex data may require more sophisticated 
classification and post-classification refinement techniques. Neural network architectures 
may be more reliable tools for extracting information from the detailed spectral measure-
ments and radar backscatter signals. 
This study introduces a class of neural network models called feed-forward neural 
networks that implement a functional input-output relationship expressed in a general, 
modifiable form. Learning is accomplished by means of the backpropagation algorithm 
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that functionally modifies the adaptive setting of weights. The main results obtained in 
the study demonstrate that the neural network successfully learns the input-output map-
ping between the directional radiance measurements and the land cover class and 
classifies the whole image with a 88.9% accuracy compared to 60.1% obtained using the 
maximum likelihood technique. There are some errors in classification especially at the 
boundaries of certain classes. This may be partly due to misregistration, an issue that 
warrants some further attention. The combination of multi-spectral and multi-directional 
information for classification may enhance the discriminative power and lead to 
improved classification, with complex scenes especially if more classes are to be 
identified. 
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CHAPTER THREE 
FORWARD AND INVERSE CANOPY MODELING 
Introduction 
An active area of research for the past two decades is the mathematical modeling of 
the interaction between the incident electromagnetic radiation and vegetation canopies in 
the reflective portion of the spectrum. Canopy modeling allows scientists and researchers 
to mathematically formulate the different interactions that take place within the canopy. 
Further, these models serve as a guide to experimentation, have the potential to explore 
unobserved phenomena, and permit the interpretation of data collected (Kimes, 1991 ). 
In recent years considerable effort has been made in the development of ecological 
models that simulate and predict ecosystem functions. These models describe the interac-
tion between the land surface and climate, hydrologic and biochemical cycles, and 
energy balance, and require critical inputs about the biophysical characteristics of vegeta-
tion as well as their spatial and temporal distribution. Remotely sensed data has been 
commonly used to obtain and estimate these characteristics. 
A widely used technique for the estimation of the biophysical characteristics of 
vegetation is the application of canopy reflectance models. Research in the applications 
of canopy reflectance models during the past decade has resulted in a considerable 
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improvement in the understanding of the influence of the vegetation parameters in the 
reflectance of the radiation regime. In particular, research efforts have been directed in 
understanding the effects of factors such as illumination and viewing geometry, as well 
as canopy structure, to the bidirectional reflectance distribution function (BRDF) of ter-
restrial vegetated surfaces (Li and Strahler, 1986, 1992; Kimes, 1983; Goel and Deering, 
1985). 
The modeling approach usually adopted in remote sensing is of two types: a for-
ward model and an inverse model. The main goal of forward modeling is to simulate a 
physical process using a given set of physical parameters. On the other hand, the inverse 
model infers a set of physical parameters that causes a certain physical process or a par-
ticular effect. Canopy models are usually forward models formulated to conform to a par-
ticular physical or biological abstraction (Strahler et. a!., 1986). Various modeling para-
digms have been attempted in this regard to model the vegetation surface's radiation 
regime; the most common are geometric optics, radiative transfer, hybrids of these and 
numerical simulations. 
The main objectives of this research are to assess and explore the use of artificial 
neural networks in forward and inverse modeling of the bidirectional reflectance of a 
forest. The problem of forward and inverse modeling in remote sensing is treated here as 
a mathematical relationship between a set of input parameters and a set of output param-
eters, that is canopy parameters and corresponding bidirectional reflectances. Multi-layer 
feed-forward neural networks learn adaptively by examples to approximate an input-
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output relation or a mapping function between a canopy's bidirectional reflectance and 
its structural parameters. The assumption here is that the bidirectional reflectance of a 
canopy is the function of the geometry of its constituent elements (tree height, size), the 
spatial distribution of the elements, and the illumination and viewing geometry. This 
implies that the bidirectional reflectance of the canopy is particular to the canopy's struc-
tural parameters, and that canopies with different parameters will exhibit different 
bidirectional reflectance. 
Ideally, to learn such a mapping, an empirical data set containing canopy structural 
parameters and their corresponding bidirectional reflectance should exist. However, such 
a sufficiently complete empirical data set does not exist and would be expensive to col-
lect. The study uses a data set that was simulated using the Li-Strahler geometric-optical 
mutual shadowing model (1992). This model predicts the bidirectional reflectance of 
tree canopies based on the geometry of the trees, their spatial distribution, the component 
signatures of the canopy elements, and the viewing and illumination geometry. The 
model is used to generate a large training and testing data set, that is used by the neural 
network. 
In the case of forward modeling, the approach involves training a multi-layer feed-
forward neural network to learn the mapping function, or to develop an internal represen-
tation, between a canopy structural parameters and corresponding bidirectional 
reflectances. A typical input to the network in the forward approach consists of a set of 
canopy parameters (e.g. mean tree height, canopy density), a set of parameters that 
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describe the illumination and viewing geometry, and a set of parameters that describe the 
typical spectral signatures of the elements present in the scene (Fig 9b ). In the inverse 
model, the input to the network consist of the bidirectional reflectance, a set of parame-
ters that describe the typical spectral signatures of the elements present in the scene, and 
the set of parameters that describe the illumination and viewing geometry (Fig 9a). The 
output from the network will be the canopy structural parameters in reference to tree 
height, size and density. 
Background 
Forward Canopy Modeling 
About two dozen canopy reflectance models have been proposed in the literature. A 
complete review is provided by Goel ( 1987). The models can be categorized into the fol-
lowing main categories: 
Radiative Transfer Models: 
These models typically treat the medium as uniform series of plane-parallel hor-
izontal layers. The layers are composed of small absorbing and scattering materials, with 
defined optical properties, that are randomly distributed and oriented in given directions. 
Such a modeling paradigm is well suited for establishing the interactions between the 
radiation and the atmosphere (Chandrasekhar, 1950); however, as Myneni et al., (1991) 
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noted, in the case of a vegetation canopy, the scattering elements, i.e. leaves, are of finite 
size, and thus the radiative transfer formulations must take this behavior into account. 
The shadowing behavior that produces the hotspot through enhanced single scattering 
must be accommodated for a radiative transfer model to be realistic (Li and Strahler, 
1992). Several forms for the treatment of the hotspot function have been attempted, 
including those of Myneni and Ross (1991), Marshak (1989), Gerst! et a!., (1986), 
Myneni el al., (1990), Kuusk, (1985), Nilson and Kuusk (1989) and Nilson and Peterson 
(1991). Radiative transfer models are best be applied to continuous uniform, vegetated 
covers, such as crops. 
Geometric-Optical Models: 
The geometric optical approach models vegetated canopies as discrete three-
dimensional objects that are viewed and illuminated from different directions in the hem-
isphere (Nilson, 1977; Li and Strahler, 1986). In the geometric optical modeling of Li 
and Strahler (1985, 1986, 1992) the individual tree canopy was emphasized as the func-
tional element in modeling. The shape of the objects, their count densities and patterns 
of placements are the driving variables, and thus condition the mixture of sunlit and 
shaded objects and background that is observed from a particular view direction, given a 
certain direction of illumination (Li and Strahler, 1986). The combination of this mixture 
controls the reflectance to a radiometric instrument. This paradigm of modeling was 
applied successfully for open and moderately closed tree stands of conifers. Trees were 
modeled as green spheroids on a contrasting background and illuminated as from a given 
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direction. Li and Strahler (1986) modeled the reflectance associated with a given 
viewpoint as an area-weighted sum of four fixed reflectance components, namely sunlit 
leaves or canopy, sunlit background, shaded leaf or canopy, and shaded background. 
One problem noted with geometric optical approach of Li and Strahler (1986) is that it 
simplifies the interaction between elements produced by multiple scattering among 
leaves and individual canopies. A treatment for the mutual-shadowing of tree crown to 
one another at high illumination and viewing angle was later added by Li and Strahler 
(1992). 
Hybrid Models: 
This modeling paradigm presents a hybrid approach between two or more 
approaches, e.g. radiative transfer models and geometric optical models. The canopy is 
treated as an assemblage of geometrically shaped plants, where the vegetation elements 
are considered as scattering and absorbing particles. Multiple scattering is not neglected 
as in the geometrical approach. 
Numerical Simulation Models: 
In these models the placement and orientation of the vegetated elements are 
specified, and the interaction between photons and the canopy are simulated by Monte 
Carlo methods. Vegetation elements are assigned to a finite number of areas, and a 
Monte Carlo procedure is used to estimate the areas that will interact with the beam of 
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radiation; the interception and scattering of the radiation is numerically followed. Such a 
procedure has proved to be useful in estimating the spectral reflectance of canopies com-
posed of horizontal inhomogeneous layers of Lambertian surfaces (Smith and Oliver, 
1974). Kimes and Smith (1980) used a similar approach to estimate the spectral 
reflectance, absorption and transmittance, and noted good agreement between the model 
results and the experimental results for a lodgepole pine stand. 
Monte Carlo simulations allow the construction of probabilistic models for real 
processes to estimate certain average characteristics, such as mathematical expectations, 
variances and covariances (Ross and Marshak, 1991). Although they provide good esti-
mates of both the radiation regime within a canopy, and its mean statistical characteris-
tics, such as the probability distribution of the reflected fluxes (Goel, 1989), these models 
are computationally intensive. 
Inverse Canopy Modeling 
Inversion of canopy reflectance models or, inverse canopy modeling, is an active 
area of research that has been attempted by many researchers. Previous studies have 
identified two main approaches to infer surface characteristics from the spectral signa-
ture; namely the statistical approach and the physical approach. The statistical approach 
attempts to find a correlation between the objects and their signatures, and then uses sta-
tistical techniques to determine the characteristics of an object from its signature (Goel, 
1989). On the other hand, the physical approach combines the interaction between the 
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incident radiation and the objects into a mathematical model that references the object 
characteristics and tbe spectral signature received by tbe sensor. 
Goel (1989) explains that a canopy reflectance model relates the reflectance of a 
canopy for various solar and viewing directions to the canopy parameters, and that this 
relationship can be expressed by the function "y; = f;(xj )" for i= I, ... ,N and 
j = I, ... , M, where x; are the M canopy parameters, and Y; are the N canopy 
reflectances. The inversion strategy is to explore different techniques for the estimation 
of tbe inverse of the previous equation; tbat is to express x; in terms of the values of Yi, 
the bidirectional reflectance. 
Modern analytical techniques allows tbe inversion of complex canopy models 
through tbe use of least squares technique or maximum likelihood under valid conditions 
and assumptions. Artificial neural networks provide one of the alternative paradigms for 
learning the underlying relationship between a set of inputs and a set of output parame-
ters. These networks have been applied successfully in inverse problems where the physi-
cal parameters that cause a particular effect or physical process can be inferred from 
remotely sensed data (Zurk et. al., 1992). 
Smith (1993) used multi-layer feed-forward neural networks for the estimation of 
LAI from remotely sensed data. The network was able to map LAI from reflectance and 
NDVI data with accuracies comparable to tbat obtained from ground observation. It 
proved to be more robust than standard regression techniques when applied to varying 
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soil backgrounds. A recent study by (Pierce et. a!., 1994) investigated the use of neural 
network in inverse modeling of canopy scattering. In this study, the Michigan 
Microwave Canopy Scattering (MIMICS) model was inverted using an artificial neural 
network. The results indicated remarkable success in estimating biophysical canopy 
parameters. 
Data Simulations 
The Li-Strahler Geometric Optical Model 
The Li-Strahler model treats canopies as three-dimensional objects with fixed shape 
but varying size. The objects are randomly distributed on a contrasting background, and 
are illuminated at a given direction. A tree crown is taken as a simple geometric object, 
in this case a spheroid, centered at some distance above the ground. The form parameters 
that describe the shape of tbe spheroid relative to its height above the ground are known 
previously and are invariant, while tree size varies. The parameter b /r (the ratio between 
the radii of tbe major axis to the minor axis of the crown) describes the crown shape and 
the parameter h/b (ratio between height to the center of crown to the crown's major 
radius) describes the tree height. The radiance of a pixel is an area-weighted sum of the 
radiance signature for four components, namely, sunlit crown, sunlit background, shaded 
crown and shaded background. It is the size and density of the tree crowns that determine 
the proportions of these components within a pixel. That 1s 
R = K8 G + Kc C + K1T + KzZ. where R is the brightness of a pixel, G, C, T, and Z 
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are the spectral signatures of the respectives components, K8 • Kc. K, and K2 , stand for 
the areal proportions of sunlit background, sunlit crown, shaded crown and shaded back-
ground. 
In Li and Strahler (1986), the BRDF of a pixel is modeled as the limit of its direc-
tiona! reflectance factor R(i, v ): 
R (i,v) = JJA R (s) <i, v > <v ,s > I; (s )Iv (s) ds A cos 9; cos Bv (I) 
where ds is a small Lambertian surface element over area A of a pixel; R (s) is the 
reflectance of ds; i, v, and s represents the directions of illumination, viewing and the 
normal to a surface element respectively; < ... > is the cosine of the phase angle between 
two directions; I; (s) and Iv (s) are indicator functions, equal to one if ds is illuminated 
(/;) or viewed Uv) zero otherwise; and 9 is the zenith angle of a direction. Here the dou-
ble integral shows that ds is integrated over the pixel--i. e., the footprint of the sensor's 
field of view 
To explain the analysis further, let us assume that there are only two kinds of sur-
faces over the pixel area A, namely background surface and crown surface with Lamber-
tian reflectance G and C, respectively. A8 and Ac will denote the area of background 
that is both illuminated and viewed and the area of crown both illuminated and viewed, 
respectively; both are as projected onto the sensor's footprint on the ground. Then R(i, v) 
may be written as: 
R (i ,v) Kg G + ; f fA <i ,s> 
cos ei 
<v,s> 
cos ev ds 
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(2) 
where Kg = '] is the proportion of background both illuminated and viewed. Consid-
ering that the union of Ag and Ac is the intersection of the set of surface elements that are 
illuminated and the set of those that are viewed, only when v and i coincide can Ag and 
Ac achieve a maximum, provided that the surface elements have no spatial orientation 
preference. Thus the hotspot is well explained by this equation. Another obvious and 
important meaning of this equation is that the directional reflectance of a scene depends 
not only on the material reflectance (related to G and C) but also on its spatial structure, 
which determines Ag and Ac. 
It will be helpful to investigate the two terms of (2). The first term describes how 
the sunlit background proportion proceeds to a maximum as viewing and illumination 
coincide, and the second describes how the sunlit crown surface, composed of Lamber-
tian facets, similarly becomes maximally exposed to view at the hotspot. 
Overlap Function for Crowns 
To investigate how the first term in (2) vanes with illumination and v1ewmg 
geometry, the crowns are assumed to have the shape of a spheroid (Strahler and Jupp, 
1990) with vertical half-axis equal to b, horizontal radius equal to R, and height to the 
center of the spheroid h. For accommodating the spheroidal shape easily in the deriva-
tions of the shadow areas that follow, a transformation will be used that simply replaces e 
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by the angle that would generate the same shadow area for a sphere; that is 
8' = arctan ( ~ tan 8). The symbol A will denote the density of spheroids, that is 
A = ~ where n is the count of crown centers within the sensor's footprint A . Assuming 
that G and C are constant as average signatures over Ag and Ac, (2) will thus need to 
properly model Kg and Kc = Al 
Using the Boolean model of Strahler and Jupp (1990), Kg in (2) can be expressed 
as: 
K - e-A!tR2 [sec6'; +seeS',- 0(6;,6,.~)] g - (3) 
where i5 ( 8;, 6v, <j>) is the average of the overlap function between illumination and 
viewing shadows of individual crowns as projected onto the background. Here <1> is the 
difference in azimuth angle between viewing and illumination positions. 
Strahler and Jupp ( 1990) approximated tbe overlap function by the overlap area of 
two disks with the original areas and center positions of the two ellipses. To improve the 
accuracy and preserve the proper hotspot width information, Li and Strahler (1992) 
developed another approximation better suited to tbe case of ellipses intersecting at arbi-
trary angles. 
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Contribution of Sunlit Canopy Surface 
The modeling of the effect of the sunlit canopy on the bidirectional reflectance 
(second term in (2)) is more difficult because it depends on both the density and the 
angular distribution of ds in (2). Strahler and Jupp (1990) assumed that each crown could 
be modeled as a sphere without mutual illumination shading between ds elements. Thus, 
the second term can be approximated as : 
(4) 
In this expression, the first term is the illuminated proportion of the area of a single 
sphere viewed at position v and illuminated at position i, which ranges from one, at zero 
phase angle, to zero, when both viewing and illumination are opposite and the phase 
angle is therefore 1t. This is weighted by the second term, which is the proportion of the 
area of spheres visible from zenith angle 8v . Since both terms vary smoothly between 
zero and one, this contribution to the hotspot is quite flat; in the case of a spheroid, <i,v> 
can replaced by <i ', v '>,where 
., ' 8' 8' . 8' . 8' ... <z , v > =cos ; cos v + sm ; sm v cos "' (5) 
The first term in ( 4) ignores the mutual shadowing of one canopy by another. That 
is, when either the view or illumination direction is near the horizon, viewing and/or 
illumination shadows will fall on the spheroids, thus shading or obscuring some of the 
facets. Li and Strahler (1992) developed a simple approximation to describe the effect for 
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vegetation covers composed of collections of individual, discrete canopies. Their 
approach applies one-stage geometric optics to deal with the spatial relationship between 
the part of the crown surface that is mutually shaded in the illumination direction and the 
part mutually shaded in the view direction. 
Mutual Shadowing Treatment 
In developing a mathematical formulation for the mutual shadowing index, let us 
consider the proportion of crown surface that will be mutually shaded by other crowns. In 
the direction of illumination, each crown has an area 1t R 2 sec 8'; projected onto the 
ground, and the total projected area (as a proportion of A) then will be A 1t R 2 sec 8';, if 
there is no mutual shadowing. Because of the mutual shadowing, however, the net pro-
jected area will be I - e- I." R' sec 6'•. The difference therefore will indicate the total 
mutual shadowing. Thus a quantity M;, can be defined as the mutual shadowing propor-
tion in the illumination direction, as 
M; = I - I 
-I.110R 2 sec6' 
- e ' 
A 1t R 2 sec 8'· I 
(6) 
M; will therefore be an index showing the degree of mutual shadowing in the illumina-
tion direction. In other words, each spheroid will, on average, have a proportion that will 
not be sunlit, which will likely be in the lower part of the spheroid. This means that we 
may also take M; to be a normalized shadow area, which we assume will occupy the 
lower part of the spheroid (Fig 10). Similarly, mutual shadowing proportion in the view 
direction can be defined as: 
1 -
1- e-1..1tR2 sec6'" 
A1t R 2 sec 9'v 
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(7) 
Clearly, the proportion of sunlit crown the sensor can see depends on both zenith 
and azimuth differences between the illumination and view directions. At the hotspot, M; 
and Mv boundaries will overlap and the sensor will see no mutual shadowing. When the 
view zenith angle is larger than the illumination zenith angle, Mv will be greater than M;, 
and little or no mutually-shaded crown will be visible. Thus, this simplification captures 
the essence of the mutual shadowing effect (Li and Strahler, 1992). However, the true 
situation is that the mutual shadowing won't be strictly under the M; or Mv boundaries 
unless the crown centers are uniformly located at the same height which may be referred 
to as "uniform" case. In contrast is the "random" case, where illumination and viewing 
shadows are independently scattered on other crowns, and thus both the hotspot and 
bow !shape contribution of mutual shadowing can be ignored, and this applies to the case 
where crowns are well separated. 
In general, the practical situation is always between these two extremes, depending 
upon the height distribution. If all crowns are at the same height, the situation will be 
very close to the "uniform height" case the mutual shadows will always fall on the lower 
part of the crowns and get higher and higher when zenith angle increases, and thus the 
crown-top viewing effect will be strong. However, when tree heights are distributed over 
a wide range, the top layer of the forest canopy will play a more important role in deter-
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mining the BRDF of the canopy than lower layers. So, in general when crown heights are 
distributed in a wide range, the bowl shape of the BRDF will be determined basically by 
size, shape and height of crowns in the top layer. Thus, Li and Strahler ( 1992) considered 
a single top layer only, and assumed that when the range of distribution of height approx-
imately equals or exceeds twice the vertical axis of the spheroid, the random case dom-
inates, whereas when the heights are uniform, the uniform case dominates. The empiri-
cal parameter ~ was used to describe the variation between these two extremes. 
Since their 1992 paper, Li and Strahler have derived a better formula for ~- The new 
formula for the mutual shadowing coefficient is 
~ = 1
_e-A.f,+(h,-hJ)!D 
1-e"AC 
(8) 
where D is the decorrelation depth of a single crown at nadir v1ewmg, defined as, 
D = R cot ( 6'; I 2 ). This equation is simple but includes almost all factors which 
determine the canopy structure and illumination geometry. The ratio ( h 2 - h 1 ) I D 
represents the thickness of canopy in units of correlation depth, and plays a role relating 
canopy structure and illumination geometry together. 
From (8), it would be noted that for given coverage and sun position ( /.., r; ), ~ will 
decrease from one to zero with increasing canopy depth from zero to infinity; and for 
given canopy depth, ~ increases from a value determined by canopy depth to one with 
increasing coverage from zero to infinity. 
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Simulations 
In the present study, the Li-Strahler model is used to generate a data set consisting 
of bidirectional reflectances that are typical of canopies given their tree geometry and 
spatial distribution. Initially, 2200 canopy sites are simulated for the study, each site hav-
ing its unique tree geometry and density. In selecting the tree parameters, reasonable 
values are used for three vegetation covers: (a) conifer forests, (b) savanna, and (c) 
shrub land (Figure II). The conifer forests are modeled as a collection of tall spheroidal 
crowns, the savanna tree shapes as flattened spheroids while the shrubs are modeled as 
spheroids almost resting on the ground. Each canopy site has a varying cover percentage 
to insure a wide variability of typical realistic densities (see Table 6) 
In calculating the model's BRDFs for these vegetation covers, the sun illumination 
angle is varied from 15° to 60° at increments of 5°, resulting in a total of 10 illumination 
angles. These sun angles are thought to be realistic for satellite sensing scenarios that 
would include overpasses in mid-morning to mid-afternoon in all seasons of the year. 
Component signatures are chosen to be similar to reflectance signatures in the red band. 
The values selected are typical of the reflectance observed in this region of the spectrum 
for plant matter and soil. In the red band the sunlit crown is usually darker than the sunlit 
background. Note that in the simulation process the shaded background component and 
shaded crown are assumed the same. To insure accurate approximations for the vegeta-
tion cover BRDF' s, component signatures values are kept constant for each sun angle 
(Table 7). 
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The 2200 canopy sites are divided into 10 groups insuring that every group contains 
the maximum variability of the tree parameters. For each group the BRDF is calculated 
with Li-Strahler model using one of the ten illumination sun angles and the set of com-
ponent signatures assigned a priori to that angle. The results from the model are the 
bidirectional reflectance of each tree canopy site in the principal plane and the cross prin-
cipal plane at viewing angle increments of 15°, i.e. from +60° in the backscattering direc-
tion to -60° in the forward scattering direction. 
The model-generated bidirectional reflectances, and the associated canopy sites 
form parameters and densities are divided into a training data set and a testing data set 
for the neural network modeling. The training data set consists of 2000 observations and 
the remaining 200 observations are used for testing. 
Input Data Preprocessing 
The data used in this study consist of reflectance values, component signatures and 
canopy parameters. Inputs and outputs were transferred to a logarithmic scale. Input data 
preprocessing was necessary since the reflectance measurements cluster between 0.03 
and 0.25. A hyperbolic function is used as the network's activation function. The 
transformed logarithmic values are scaled between -1.0 and 1.0 for the inputs and -o.s 
and 0.8 for the outputs. 
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Neural Modeling 
Forward Modeling: Methods and Results 
This study uses a feed-forward neural network to perform both the forward and the 
inverse modeling. The neural network approximate the relation between the inputs and 
the outputs by means of a supervised learning procedure. Previous studies have shown 
that such neural networks can approximate any continuous input-output relation to any 
degree of accuracy, provided it contains a sufficient number of hidden units (Hornik et 
a!., 1989 and Cybenko 1989). A review of the multi-layer feed-forward networks and the 
algorithm used for training called "backpropagation" is given in the previous chapter. 
More details can be found in Rumelhart et a!. (1986a, 1986b ). 
A trial-and-error approach was followed to derive an optimal network. The input 
layer consists of 8 units representing the density, crown shape, height, height distribution 
within the canopy, sunlit crown signature, sunlit background signature, shaded crown 
signature, and the solar illumination angle. The output layer consists of 18 units, the first 
nine representing the bidirectional reflectance of the canopy in the principal plane, from 
+60° in the backward scattering direction to -60° in the forward scattering direction at 
increments of 15°. The remaining nine output units represent the bidirectional reflectance 
across the principal plane. 
Since the number of units in the hidden layer cannot be determined a priori, simula-
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tions with various network sizes were done. The number of nodes in the hidden layer is 
varied in increments of 10, between 10 and 50. Training vectors are presented in a ran-
dom order. Training is terminated when the root mean square error was less or equal to 
0.01. A learning rate of 0.3 and a momentum rate of 0.4 are used. Performance of each 
network is carefully evaluated. A network with one hidden layer consisting of 30 units 
produced the required degree of accuracy. 
The predictions and generalizations ability of each network are tested using the test-
ing data set that was not used during the training. Table 8 shows R 2 values between the 
network predicted reflectance and the actual reflectance generated by the mutual shadow-
ing model. R2 values of more than 0.96 are achieved for but two of the viewing positions. 
Thus the neural network is able to learn the relation between the canopy structural 
parameters, and its bidirectional reflectance fairly well. 
Inverse Modeling: Methods and Results 
A multi-layer feed-forward network with three fully connected layers is developed 
for the estimation of the three canopy parameters. The network's input layer consists of 
22 units, and the output layer, 3 units. The input vector consists of the 18 reflectance 
measurements, the first 9 are the bidirectional reflectances of the canopy in the principal 
plane, from +60° in the backward scattering direction to -60° in the forward scattering 
direction at increments of 15°, and the remaining 9 units represent the bidirectional 
reflectance across the principal plane (in the same range of interval). The last four inputs 
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correspond to three component signatures, and the solar illumination angle. The three 
units in the output vector represent the density of the canopy, the crown shape of the 
trees and the canopy height. The parameters and training strategy used in the neural net-
work modeling are similar to the forward modeling case. 
To further analyze the performance of the neural network, three additional networks 
were developed. Each of the three models was trained using the complete input vector 
and one output unit representing one of the canopy parameters. The number of the hidden 
units was not varied between the complete model (three output units) and the 3 partial 
models (one output unit.) Training and testing are done as previously described. 
Table 9 shows the results of testing the trained network using the testing data set. 
The Table shows the R 2 between the network predicted canopy parameters and the actual 
canopy parameters used in the simulations. Table I 0 shows the results of testing the three 
networks (for each parameter individually) on the same testing data set. The R 2 for the 
density parameter was approximately 0.85 and 0.75 for both the crown shape and height 
parameters. 
An interesting issue is to analyze whether a modification or reduction of the input 
vector affects the performance of the inverse neural network model estimation. This is 
executed in two different ways. First, the input units representing the bidirectional 
reflectance across the principal plane are deleted from the input vector. The objective 
was to test the contribution of the across principal plane inputs in the estimation, as well 
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as to estimate the canopy parameters from the principal plane reflectance only. For this, a 
new network with the reduced input vector (only 13), a hidden layer of 30 units and an 
output layer of 3 units was trained and tested for the estimation of three canopy parame-
ters. Table II shows the R 2 of the testing data set for the three parameters. The second 
approach assesses the accuracy of the inversion when the range of the principal plane 
measurements is reduced. The input vector is modified by deleting the input units that 
represent the canopy reflectance at -60° and +60°. A new network with II inputs, 30 hid-
den units, and 3 output units is trained and tested on the data sets. Table 12 shows the 
resulting R 2 of the testing data set. Both approaches estimate density better than crown 
size and height. 
Discussion 
Forward Modeling 
Performance results reveal that the neural network model is able to estimate the 
bidirectional reflectance of different canopies with more than 90% accuracy. There is no 
significant difference in the prediction accuracy between the forward scattering and the 
backward scattering directions, both in the principal plane and the across principal plane. 
However, table 8 does reflect lower R 2 values in the principal plane backward scattering 
direction in comparison to the forward scattering direction. This is due to the inability of 
the neural network model to model the hotspot properly. The neural network was not 
given explicit information about the hotspot. 
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An analysis of the weights of the hidden layer can reveal the characteristics of the 
input signal learned by the neural network model in order to make the necessary predic-
tions. Principal component analysis has recently been investigated by several researchers 
in order to analyze the pattern of weights of a fully trained network (Gopal and Wood-
cock, 1996). 
In the estimation of BRDF, the first four principal components expressed as a corre-
lation between the component and each parameter, are analyzed. Table 13 shows the 
eigenvectors of the four components and the proportions of variance explained by each 
component. Note eigenvectors not significantly different from zero are not shown. An 
interpretation is made for each of the four principal components. 
Principal component 1 represents the general canopy architecture as well as the spa-
tial distribution of the trees within a canopy. The underlying information captured by 
component 2 represents the general shape of the tree crown. Principal component 3 cap-
tures information about the canopy density and the contribution of the sunlit crown por-
tion. The results can be interpreted as follows: the neural network is able to predict that 
in dense canopies the reflectance from the sunlit tree portion is higher than in sparse 
canopies where the overall reflectance is from the background soil. Principal component 
4 captures the information about the solar illumination geometry and its effect on the 
proportions (sunlit canopy, sunlit background, shaded canopy) that controls the overall 
scene reflectance. 
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This simple analysis of the underlying information captured by the network indi-
cates that: canopy structural information, the spatial distribution of crowns in the scene, 
the solar illumination angle and the variability of the areas of sunlit and shaded com-
ponents are influential in predicting the BRDF of any vegetated surface. As demonstrated 
by component 2, the trees crown shape is an important geometric parameter in determin-
ing the canopy's BRDF. This corresponds to findings in prior studies of BRDFs of forest 
surfaces (Goel and Deering, 1985; Kimes, 1983; Simmer and Gerst!, 1985). 
To analyze the neural network predictions of the bidirectional reflectance of a 
canopy along the principal plane and across the principal plane, and examine the shapes 
of the model bidirectional reflectance, three canopy sites are studied. The three sites 
represent typical land cover surfaces of conifer, savanna and shrub. The canopy parame-
ters used in the simulations are from Li and Strahler (1992), but with variations in density 
and the component signatures. Figures 12, 13 and 14 show a cross-section along the prin-
cipal plane of the BRDF of the three sites generated by the neural network model. The 
parameters for each site are shown in Table 14. 
Each site generates a different BRDF shape. The conifer and shrub sites have wide 
bowl shapes where as the savanna site shows a dome shaped BRDF. In both the conifer 
and shrub sites the trees present a wide cross-section towards a viewing sensor and the 
bidirectional reflectance increases when the sensor off-nadir view angle increases 
towards the horizon. In such situations the trees obscure more of their dark shadows fal-
ling on the background within the vegetation stand (Li and Strahler, 1992). The savanna 
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site in Figure 13 shows an opposite BRDF shape. The general shape of the BRDF shows 
a dome shape as the trees are rather broad and present their greatest cross-section when a 
viewing sensor is overhead. As the viewing sensor descends towards the horizon and 
assumes large off-nadir angles more shadows are revealed, and consequently the overall 
scene reflectance decreases. This shows that the general shape of the BRDF is highly 
controlled by the shape of the trees. 
The solar illumination angles for the three sites are 55°, 45° and 24°. Note that the 
neural network model is trained to predict the bidirectional reflectance at specific view-
ing angles and 55° and 24 o are not are not synonymous with these angles. Hence the 
neural network model predictions do not show the exact location of the hotspot but 
shows the highest reflectance at the closest prediction angle. This is not the case for the 
second test site in Figure 13, where the solar illumination angle matched the neural net-
work model prediction angles. Had the prediction angles matched in the other sites, a 
clearer hotspot would have been displayed. A finer interval for the viewing angles may 
have resulted in more accurate predictions. 
Forward Model Validation 
The prediction ability of the neural network model can be examined by comparing 
the shape of the BRDF along the solar principal plane and actual directional reflectance 
measurements collected by the Advanced Solidstate Array Spectrometer (ASAS) (Irons 
et al., 1991). The experimental targets are the conifer stands along the Oregon Transect 
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that were imaged by ASAS. As the reflectance measurements are collected over various 
sites with different canopy structures and varying densities, the neural network model 
can be validated in canopies with different characteristics. 
The Oregon test sites lie on a west-to-east transect, along a temperature and mois-
ture gradient that produces a large variation in ecosystem structure and function (Runyon 
eta!., 1993). It offers a wide range of leaf area index, and the understory vegetation is 
composed of varying proportions of shrubs, grasses and ferns with some exposed soil. 
Four sites are used in the validation process namely-Metolius, Waring's Woods, Cas-
cade Head, and Scio. The canopy characteristics of each site are shown in Table 15. 
Figures 15 through 18 shows a cross-section along the solar principal plane for the 
four test sites as predicted by the neural network model and as captured by ASAS red 
band (16). Note that ASAS imagery is limited to -45° to 45° while the model predictions 
span a larger interval from -60° to 60°. The discussion will be limited to the common 
interval only. ASAS measurements are shown as signal values (in mW cm-2 sr-1 Jlm-1) 
and not as absolute reflectance values. This is because upon converting the ASAS bright-
ness to units of radiance for the red band (16), the calculated radiances were far lower 
than the path radiances predicted by an atmospheric correction model (Abuelgasim and 
Strahler, 1994). This anomalous result is most likely due to incorrect calibration of the 
ASAS detectors. Band 16 is centered near the chlorophyll absorption maximum and 
hence, the signal received by the ASAS in band 16 is typically very low for vegetated 
targets. The detectors fitted to ASAS for this mission did not behave well at low signal 
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levels due to low responsivity. For these reasons, the comparison is restricted to the 
BRDF shape only. 
For the Waring Woods and Cascade Head sites the shape predicted by the neural 
network model fit the ASAS radiance curves fairly well. The plots show that the hotspot 
is not well captured by the neural network model compared to the ASAS measurements. 
Note that the model is trained to predict the BRDF at specific viewing angles, and the 
hotspot locations for these sites are not among the prediction angle of the model. Hence a 
smooth line between any two model prediction angles would unlikely show the hotspot. 
For these sites the sun angle during the ASAS overpass was approximately 22°, and both 
the neural network model curves and the ASAS curves assumed the hotspot position at 
the closest prediction/viewing angle. The hotspot peak captured by the neural network 
model is not apparent in the ASAS curves for the Scio and Metolius sites. The sun angle 
at the time of the ASAS overpass (52° for Scio and 47° for Metolius) is greater than the 
maximum look angle of the ASAS at 45°, and is thus beyond its field of view, though the 
ASAS curves shows tendency of higher reflectance at the hotspot image. 
The BRDF bowl shape for the Metolius, Waring Woods and Cascade Head sites is 
predicted fairly well. For the Scio site, the ASAS radiance curves shows an accentuated 
bowl shape that is not emphasized by the corresponding neural network model. The bowl 
shape of the BRDF is highly influenced by the mutual shadowing effect within the 
canopy. The input vector for the neural network did not contain a parameter to describe 
this effect, and perhaps this may be a primary reason for the lack of fit. The conclusion to 
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be drawn from this analysis is that the neural network model is able to predict the correct 
shape of the BRDF but not the hotspot. Additional parameters such as mutual shadowing 
may have to be incorporated in future research to overcome the limitation of the present 
approach. 
Inverse Modeling 
The inversion results from the R 2 worked fairly well for all the three canopy param-
eters, both individually and jointly, capturing 75% to 85% of the variance (Tables 9 and 
I 0). The density parameter had the highest R 2 value of 0.85 and is thus the best 
estimated parameter. There is no significant difference in the accuracy of the estimation 
of the crown shape (R 2 is 0.75) and the canopy height (R 2 is 0.75.) Similarly, there is no 
significant difference between the estimation of the parameters individually or jointly. 
Li and Strahler (1985) inverted a simplified version of their model using nadir 
measurements only. The parameters estimated includes the mean radii of a tree, number 
of trees per pixel, the height of a tree and the apex angle of a tree cone. The inversion 
showed general agreement between the calculated and measured values, but there are 
significant differences in the height of trees and the density of a Red Fir site. However, 
this inversion approach is for a more complex model and makes use of the angular distri-
bution of the reflectance above the canopy. Direct comparison between these inversion 
results and the previous one is thus not possible. 
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The results presented in Table II have shown that there is a decrease in the accu-
racy of the estimation of crown shape and the canopy height when the across principal 
plane bidirectional reflectance measurements are excluded, while there is no change in 
the accuracy of the density parameter. It can be inferred that principal plane bidirectional 
reflectance solely is not enough to fully explain the variance in the distribution of the 
angular reflectance above the canopy. Across principal plane bidirectional reflectance 
adds valuable information and is thus necessary to be included for properly modeling the 
inverse relation. 
A similar decline in the accuracy for all the three canopy parameters was noted 
when the principal plane measurements were decreased from a range of -60° to +60° to a 
range of -45° to +45° (see Table 12). Perhaps a wider range along the principal plane 
measurements may lead to better inversion results. 
Conclusions 
The study demonstrates that neural networks can be effective in forward and inverse 
canopy modeling. The forward modeling paradigm proves that such networks are able to 
capture the necessary information needed to predict the BRDF of forest surfaces. The 
neural network model exploits and learns the relation between the canopy form parame-
ters, canopy density and viewing and illumination positions. Analysis of the weight 
matrix between the input layer and the hidden layer reveals the underlying information 
captured by the network to model the BRDF of a forest canopy. 
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An accurate inversion of canopy structural parameters from a canopy bidirectional 
reflectance can be achieved through the use of a multi-layer feed-forward neural network. 
As the inversion procedure has worked fairly well for certain canopy parameters, this 
technique may likely be extended to include other canopy parameters such as leaf area 
index. The input vector to the neural network contains information about the BRDF in 
the principal plane and across the principal plane only. Since the information in the 
BRDF generated by the Li-Strahler model is not uniformly distributed, the principal 
plane and the across principal plane may not contain all the information of a canopy 
BRDF. This study has demonstrated that neural network models are sensitive to the 
choice of the input vector. A reduction in prediction accuracy is noted when the input 
vector does not contain critical parameters. Hence, if the input vector contained more 
information from other azimuthal directions, the neural network model may have made 
better predictions. 
The ideal scenario for performing an inversion strategy is the use of a comprehen-
sive data set that relates canopy structural parameters and biophysical characteristics to 
the canopy bidirectional reflectance. However, such a data set does not exist and would 
be difficult and expensive to collect. It was thus necessary to simulate the data set using 
an existing canopy reflectance model. In this respect, the inversion strategy using a simu-
lated data set presents a slightly less difficult inversion scenario. Actual measurements of 
a signal received by a remote sensor carries with it the signatures of other external factors 
such as soil and atmosphere, and also stochastic elements such as wind and dew (Goel, 
1989). In this case the effect of the noise can complicate the inversion process and might 
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affect the estimated canopy parameters. 
However, the primary objectives of the study are to explore the potentials offered 
by neural networks in canopy modeling. Most canopy inversion strategies try to minim-
ize an error function of measured and observed canopy reflectance using least squares 
techniques (Goel and Thompson, 1985). Multi-layer feed-forward neural networks 
trained by the backpropagation algorithm, provide an efficient optimization technique to 
reach a global minimum of such an error function. The learning algorithm is simple, and 
can thus be applied easily for learning a relationship between a set of input vectors and a 
set of output parameters. Neural network models provide an additional technique for 
inverse canopy modeling and have proved to be well suited for inversion of remotely 
sensed data. One major advantage of such networks is that they learn adaptively by 
examples to approximate an input -output relation or a mapping function between the 
input and output data, without any a priori know ledge of this function. 
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CHAPTER FOUR 
CHANGE DETECTION FOR 
ENVIRONMENTAL DAMAGE ASSESSMENT 
Introduction 
Change detection is the process of identifying differences in the state of an object, a 
surface, or a phenomenon by observing it at different times (Singh, 1989). Methods of 
change detection in remote sensing compare and analyze sequential images taken for the 
same area, and involve the detection and display of the change and its location within the 
image space. The underlying assumption in using remotely sensed data for change detec-
tion, is that changes in the land cover must result in significant differences in the radiance 
values between two or more dates. In addition, these differences must be larger than 
changes that might be caused by atmospheric effects, seasonal variations, differences in 
illumination conditions, and sensor calibration. 
The primary objective of this study is to develop a change detection methodology 
based on a neural network classification approach. The method is being developed as 
part of a project for mapping the environmental effects of the Gulf War on the desert sur-
face of Kuwait. The damage caused by the Gulf War offers a good opportunity for study 
of large scale disturbances on different desert surface types. The war caused significant 
changes and disturbances to the local desert ecosystem that have some regional 
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implications. 
Military activities such as bombardment, movement of heavy military vehicles, dig-
ging of trenches and bunkers, have caused serious disturbances to the stable desert sur-
face. Unburned oil spilling from the oil wells accumulated in large amounts to form what 
have been termed as 'oil-lakes'. In other situations this oil mixed with the desert sand to 
form a hardened surface termed 'tarcrete' (El-Baz, 1992). The fires set in most of the oil 
fields lead to huge clouds of smoke, where soot and smoke were later deposited in dif-
ferent locations along the wind directions. The disruption of the stable desert surface by 
military vehicles exposed fine sand particles to the action of the wind causing mobilized 
sand sheets and the creation of new sand dune fields. In addition, the lack of proper care 
and management during the occupation period lead to damage of most of the irrigated 
vegetation, and in some areas where farms are in the direct path of the wind the damaged 
vegetation was covered with soot and smoke. Figure 19 shows the study area, as depicted 
in pre and post-war Landsat images. 
The underlying philosophy in dealing with change in this study is that land cover 
change is a categorical change from one surface type to another surface category. The 
new surface category for a location predicted as change can be a familiar surface 
category or an unfamiliar surface type. The method developed makes use of an artificial 
neural network for building an associative memory system of the land cover classes 
present at one time. The neural network is an adaptable memory system that has the abil-
ity to expand and accommodate new land cover types at any latter date should such types 
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exist. 
Two kinds of land surface change can thus be detected usmg this system: a 
'between-classes-change,' that is change between previously known categories, and a 
change due to the existence of new spectral classes not previously known. This latter 
change is termed 'new-categories-change.' The outcome of the method is a land cover 
map showing areas of change and no change. 
The study also investigates the use of fuzzy membership values for satellite data 
classification. The use of fuzzy information in mapping, generally, expands the amount 
of information provided by a thematic map (Gopal and Woodcock, 1994). In this respect 
the study explores how the distribution of the fuzzy membership values of pixel can be 
useful in analyzing land cover change, and help in reducing ambiguities in map 
categories. 
Background: Change Detection 
Several change detection methods have been developed for the analysis of satellite 
imagery. The most widely methods used in remote sensing include image differencing, 
image ratioing, image regression, principal component analysis, post-classification com-
parison, multi-date classification, vegetation indices and change vector analysis. Below is 
a brief description of the conventional methods generally used in remote sensing: 
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Image Differencing 
This is the simplest change detection method, in which two spatially registered 
images from different dates are subtracted pixel by pixel to produce an image that 
represents the difference between the image dates. The procedure is usually applied to 
multi-spectral bands from two different dates (Singh, 1986). It is applied to each set of 
multi-date spectral band separately and this usually yields a different distribution for 
each spectral band (Singh, 1989). In such a distribution, pixels showing radiance changes 
are usually found in the tails of the distribution, while pixels showing no radiance change 
tend to be clustered around the mean. Placing threshold boundaries in the difference 
image distribution to locate areas of change is critical in this method. 
Image Ratioing 
This method helps to identify pixels or areas of change, where two registered 
images from different dates are ratioed, band by band, and then the resultant image is 
compared pixel by pixel. In cases where the intensity of the reflected energy is nearly the 
same in each, the ratio for each pixel will be one or close to one. The ratio value would 
be significantly greater or less than one in areas of change depending upon the values for 
the two dates (Nelson, 1983). It is also necessary to select appropriate threshold values 
in the lower and upper tails of the distribution representing change pixel values. 
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Image Regression 
This is another technique of change detection where pixels from time t 1 are 
assumed to be a linear function of the time t 2 pixels (Singh, 1989). The difference image 
can be obtained by subtracting the predicted time t 2 (obtained from the regression line) 
from the actual time t 2 image (Abuelgasim, et. a!., 1994). A thresholding value is also 
followed to delineate areas of change from those of no change. The advantage in using 
this method is that it accounts for the differences in the mean and variance between pixel 
values for different dates, so that adverse effects from differences in atmospheric condi-
tions and sun illumination are reduced (Jenson, 1983). 
Principal Component Analysis 
This technique is used to reduce the number of components to fewer ones that 
account for the total variability in the original bands. The most common practice is to 
combine the measured spectral bands of the two dates into a single data set and perform 
the linear transformation Richardson and Milne (1983). Principal component analysis of 
such data generally results in the gross differences associated with the overall radiation 
and atmospheric changes (Singh, 1989). The critical and most difficult part in using this 
technique is in finding a meaningful explanation and interpretation of the newly gen-
erated components and their relation with the land surface change. 
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Post-classification Comparison 
In this method comparison of independently classified images is performed Toll el. 
al., (1980). By properly coding the classification results for time t1 and tz, a change map 
can be produced which shows a complete matrix of change (Singh, 1989). In addition, 
selective grouping of classification results allows the observation of any subset of 
changes which may be of interest. Since the two data sets are classified separately, this 
method minimizes problems of differences for atmospheric, illumination and sensor 
differences. 
Multi-date Classification 
This approach detects change by performing a single classification on a combined 
data set of two or more dates. The underlying assumption in performing such a 
classification is that change and non-change classes have significantly different statistics. 
Multi-date classification can follow a supervised approach where training pixels relating 
to change and non-change classes are used to generate class statistics. Unsupervised clus-
tering technique can also be used, in which like phenomena are clustered into similar 
classes based on their statistical properties (Jenson, 1986). 
Change Vector Analysis 
In change vector analysis a vector is constructed to describe the direction and mag-
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nitude of change. The vector elements can be the different spectral values from two dates 
of a pixel. The decision that change has occurred is made if the magnitude of the com-
puted spectral change vector exceeds a specified threshold criterion (Singh, 1989). Malila 
( 1980) shows that the direction of the change vector also contains information about the 
type of land cover change. 
It should be noted that the majority of the digital change detection techniques criti-
cally depends upon the accuracy of the geometric registration of the two date images to 
each other. This step is necessary to insure that the pixels being compared at the two 
dates exactly correspond to the same location on the ground. In desert areas, such as the 
one being investigated, it is generally difficult to locate ground control points, but every 
attempt was made to achieve a root mean square error (RMSE) less than 0.3 pixels. 
Most of the change detection methods suffer from a few limitations. Methods like 
subtraction, regression and ratio are applied on a band by band basis to identify pixel 
exhibiting change or those exhibiting no change. These techniques only show the 
changes that are sensitive to the selected spectral band. Other types of land cover changes 
may not be easily detected by these techniques and this, in turn, leads to an overall 
reduced change detection accuracy. 
Another limitation that can be found in almost all methods (with the exception of 
classification) is their reliability on the use of a threshold value to differentiate pixels 
exhibiting change from those that do not. Thresholding is a subjective, tedious and a 
66 
time consummg technique. Most of these methods produce binary images showing 
'change' and 'no change' pixels. Very little is revealed about the change process or the 
type of change. It is expected that the change detection technique developed in this study 
will overcome some of these limitations, including a binary product map. 
Study Area, Satellite and Field Data: 
Study Area 
The study area covers the southeastern part of the state of Kuwait (Figure 19). This 
part of the country is the one that has undergone the most dramatic land cover change. 
The image shows Kuwait city, and extends southwards to include six major oil fields, 
Khasman Oilfield, AI-Maqwa Oilfield, AI-Burgan Oilfield, Al-Ahmada Oilfield, Umm 
Qudayr Oilfield, and AI-Wafra Oilfield. It also includes irrigated agricultural farms, the 
southern desert and the border between Saudi Arabia and Kuwait. The dominant land 
covers encompass broad surfaces including sabkhas, desert desert pavement of various 
types, fixed sand sheets and dune fields. A sabkha is a supratidal environment of sedi-
mentation, formed usually in arid to semi-arid conditions on coastal plains just above 
normal high tide level; such areas are characterized by evaporite-salt, tidal-flood and 
eolian deposits (Bates and Jackson, 1984). 
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Landsat Data 
Landsat Thematic Mapper (TM) data of pre-war and post-war were acquired from 
EOSAT for the study. The pre-war images were taken on June 25, 1989 and the post war 
images were taken on November II, 1991. Every attempt was made to insure that the 
images are from the same date and season. However, it was not possible to obtain images 
for the same time (i.e., June 1991 ), as the oil wells were still burning and most of the 
images were covered with smoke and haze. 
Data Pre-processing 
The data processing included three main phases: geometric registration, radiometric 
normalization and data scaling. The 1991 image was registered to the 1989 image using a 
simple first order polynomial function at an RMSE less than 0.3 pixels. A nearest neigh-
bour resampling technique was used for all spectral bands. Radiometric normalization 
was achieved using concepts developed for atmospheric normalization (Schott et. a!., 
1988 and Hall et. a!., 1991). This procedure is expected to significantly reduce atmos-
pheric differences present in the data set used in this study. 
For the radiometric normalization, mean brightnesses values from spectrally dark 
and bright features were used to calculate coefficients of a linear transformation between 
the two date images. In this case a window area in the desert was considered the bright 
feature, and window area in the water was considered the dark feature. The 1989 image 
was chosen as the master image to which the spectral brightness values of the 1991 
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image were calibrated to. 
Input brightness values to the neural network were scaled between 0 and I. This 
was done with a simple linear transformation using the maximum and minimum values 
for each band. The shape of the spectral reflectance for each pixel was preserved. 
Field Data 
Field data were collected for the purpose of providing accuracy assessment for stu-
dies involving spectral characterization of the different desert surfaces (Al-Dosari, 1994). 
It was collected in the period of January to February 1993 and consisted of recording 
several characteristics of each test site. Note that no field data were collected prior to the 
war in 1989. The sites selected in 1991 were properly distributed along the image space 
and covered all the land cover classes present at that time. 
For each test site the following set of measurements and descriptions were noted: 
the soil type, vegetation cover (if any) and its density, degree of oil pollutants (that is 
whether low, medium or high concentrations of soot), oil lakes, different concentrations 
of tarcrete, and sand dunes or mobilized sand sheets (due to the disruption of the stable 
desert surface by heavy military equipment movements or bombardment). In addition, 
the location of each site was recorded using GPS measurements. For the purpose of 
accuracy assessment, 49 are located within the study area. The class type for each site is 
compared with the classification type produced by the neural network. 
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Fuzzy ARTMAP Model 
ART Modules 
The ART models for pattern recognition and classification are based on the Adap-
tive Resonance Theory introduced by Grossberg (1976) that addresses the stability-
plasticity dilemma. The focus of this theory is to develop systems that are stable in 
preserving significant past learning, but nevertheless remain adaptable enough to incor-
porate new information whenever it might appear. In such manner an ART system reor-
ganizes its recognition codes to preserve its stability-plasticity balance (Carpenter and 
Grossberg, 1988). 
An ART system generates recognition categories in response to a series of input 
patterns. The minimal ART module includes a bottom-up competitive learning system 
combined with a top-down outstar pattern learning (Figure 20). Two basic systems are 
employed in an ART module, an attentional subsystem and an orienting subsystem. In 
the attentional subsystem there are two layers of interconnected neurons, the first layer 
F 1 where an input pattern is received and the bottom-up and top-down expectations are 
performed. The second is the F 2 layer where a pattern is recognized. 
Bottom-top connections from F 1 to F 2 and top-down connections from F 2 to F 1 
carry weights in a feed-forward and feed-backward manner, respectively. These are 
termed the LTM or long-term memory connections. F 1 and F 2 represent the system's 
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short term memory (STM). Other additional components of the system are basically a 
reset function that is assigned the task of comparing inputs to a vigilance parameter, and 
two logic control signals responsible for controlling the data flow at the training and 
classification stages. The vigilance parameter controls the degree of discrimination 
between different input categories. High vigilance values lead to greater class discrimina-
tion between a set of inputs, whereas low vigilance values lead to coarse classification. 
There are basically four main phases for an ART network classification scheme. 
The initialization stage, recognition stage, comparison stage and the search stage. In the 
initialization stage the connection weights, the vigilance parameter and the two gain con-
trol signals are initialized. Also, every F 1 node is connected to every F 2 node. In the 
second stage, every F 1 node receives three signals one from the input vector, a feedback 
signal from the F 2 layer and a signal from the attentional gain control. 
An input vector leads to the selection of a node from the F 2 layer. The nodes at this 
layer interact with each other by lateral inhibition, and thus only one node will be active. 
The F 2 layer produces a resultant pattern say Y. In the comparison stage, F 2 feeds back 
the the F 1 layer its resultant pattern Y. This creates two vectors present at the F 1 layer, 
the input vector, and the vector fed back from the F 2 layer. These two patterns are 
AND ED together (in case of binary input, using the set theory AND operator), resulting 
in a new pattern at the F 1 layer, say pattern X*. 
A similarity index is calculated between the input pattern and X*, and tested against 
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the vigilance parameter p. If this index is larger than p, then the classification is complete 
and the class membership is represented by the winning F 2 node. If this index is less than 
p, then the best match is not found and the network enters the search mode. 
In the search stage the network tries to find a new matching vector in the F 2 layer 
for the current input vector. The present active node in the F 2 layer is disabled and 
prevented from entering in any further comparison involving the current input vector. 
The network continues to cycle through the search for a match until one is found. If no 
previously assigned node is found to match the current input vector, the network makes 
the decision to declare the input vector as an unknown class type and allocate it to a pre-
viously unassigned F 2 node. More details of the ART algorithms can be found in Car-
penter and Grossberg (1988). 
Description of Fuzzy ARTMAP Model 
Fuzzy ARTMAP is a class of neural network architectures that perform incremental 
supervised learning of recognition categories in response to input vectors presented in 
arbitrary order (Carpenter et. al., 1992). The fuzzy ARTMAP architecture achieves a syn-
thesis of fuzzy logic (compared to the binary set theory operations in ART!) and adap-
tive resonance theory by exploiting a close formal similarity between the computations 
of fuzzy membership and ART category choice, resonance and learning (Carpenter et. 
al., 1992). 
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The basic architecture of fuzzy ARTMAP is shown in Figure 21. Each fuzzy ART-
MAP system includes a pair of adaptive resonance theory modules ARTa and ARTb that 
create stable recognition categories in response to arbitrary sequences of input patterns 
(Carpenter et. a!., 1991). Each module consists of three fields with an arbitrary number 
of neurons. The first layer F o receives the input pattern, and the second layer F 1 receives 
a bottom-up input from the F o layer. The F 2 layer represents the recognition codes of the 
input pattern. ARTa and ARTb are connected by an inter-ART module, pab, called the 
"mapfield" that controls the learning of an associative map from ARTa recognition 
categories to ARTb recognition categories (Carpenter et. a!., 1991) and an internal con-
troller that insures an autonomous system operation in real time (Carpenter et. al., 1992). 
The mapfield, pab, does not associate the exemplars but rather associates the 
compressed and symbolic representations of families of exemplars. In addition, it con-
trols the match tracking of the ARTa vigilance parameter. The controller is designed to 
create the minimal number of ARTa recognition categories needed to meet the accuracy 
criteria; it does this by a minimax learning rule that enables an ARTMAP system to learn 
quickly, efficiently and accurately as it conjointly minimizes predictive error and maxim-
izes predictive generalization (Carpenter et. al., 1992). 
During supervised learning, ART a receives a stream "a" of input patterns and ARTb 
receives a stream "b" of input patterns, where "b I" is the correct prediction given an 
input pattern "a!". A mismatch at the map field between the ARTa category activated by 
the input pattern "a!" and the ARTb category activated by the input pattern "b I", 
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increases the vigilance of ART a by the minimum amount needed for the system to search 
for and learn a new ARTa category whose predictions matches the ARTb category. This 
leads to the selection of a new ART a category that is a better predictor of "b I". Reso-
nance occurs if the match function of the chosen category meets the criteria set by the 
vigilance, while learning occurs only when a mismatch reset occurs. 
The vigilance parameter controls the minimum confidence that ART a must have in a 
recognition category activated by an input "a!" in order for the ART a to accept that 
category, rather than search for a better one. Lower values enable large categories to 
form. Fast learning and match tracking enable fuzzy ARTMAP to learn to predict new 
inputs. Its learning always converges because the adaptive weights are monotonically 
nondecreasing. Problems associated with the proliferation of categories can be controlled 
by the use of complement coding. 
In general, fuzzy ARTMAP can work as a memory system that recognizes different 
categories of previously learned input vectors or create new categories of novel input pat-
terns. The system works in real-time to classify a set of input vectors, and thus can be 
regarded as an adaptable memory box of compressed code of exemplars. Thus the system 
can continuously be updated to incorporate new information whenever it is detected. 
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Fuzzy ART and Fuzzy ARTMAP Mathematical Description 
The fuzzy ARTMAP neural network incorporates two fuzzy ART modules that are 
connected by an inter-ART module, the mapfield. The following mathematical descrip-
tion highlights the main features of both fuzzy ART and fuzzy ARTMAP, adopted from 
(Carpenter et. a!., 1992). 
In fuzzy ART, each ART module includes three layers of nodes, the Fo that 
receives the input vector, F 1 layer that receives the bottom-up input vector from the F 1 
layer, and top-down input from the F 2 layer. The F 2 layer represents the categories 
learned by the network. The F o input vector is denoted by I = (I!>···, I M) and the F 1 vec-
tor is denoted by x = (x !>···• XM ). The F 2 vector is denoted by y = (y !>···· YN ). The 
number of nodes in each layer are arbitrary. 
With each F 2 category node j U = 1 , ... , N) there is a weight vector 
w1 = (wn, ... , WJM) that represent the adaptable LTM traces. Before the presentation of 
any input all the F 2 nodes are termed uncommitted that is being unassigned to any 
category. Once a node gets activated by an input vector it becomes a committed node. 
The fuzzy ART LTM traces assumes both bottom-up and top-down weight vectors. The 
weight vectors are monotonically nonincreasing through time and hence converge to a 
limit. 
For each input I and an F 2 node j, the choice function T1 is defined by: 
= I/ Awi I 
a+ lwj I 
where A is the fuzzy AND operator that is defined as: 
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and the norm I .1 is defined as I p I = r I Pi 1. Thus the system makes the choice for a 
category node i where Tj = maxTj: j = I , ... ,N. If more than one Tj are maximal the 
one with the smallest index is chosen. The F 1 activity vector obeys the equation: 
{ 
[ if F 2 is inactive 
x = I A Wj if the jth F 2 node is chosen 
Resonance occurs if the match function, of the chosen category meets the 
vigilance criterion: 
and when: 
Alternatively mismatch II Aw·l occurs if I 1 I 
1 < p. Then the choice function of this 
category node is set to 0 for this input vector and a new category node is chosen for 
current input vector. The search continues until a new node is chosen. Once the search 
ends the weight vector Wj is updated according to: 
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For the fuzzy ARTMAP network inputs to ART a and ARTb are in complement cod-
ing form. That is for an input vector d to the ART a module, the actual input is d=(d ,de) 
where de is the complement coded form of d. Similarly is the input to ARTb. For ARTa 
letxa;,=(x 1 · • • xM) be the input pattern at the F~, and letya=(y 1, ... ,yN) denote the F~ 
output vector; also Jet wj'= (wj'l ,wJ'2, · · · wJM-) be the weight vector of the j th ARTa 
node. For ARTb Jet xh =(x 1> ••• , XM) be the input pattern at the Ft, and Jet 
yh= (y 1> ••• , YN) denote the F~ output vector; also Jet w/i= (wfl ,wfz , ... , wfM) be the 
weight vector of the k th ARTb node. For the mapfield Fah let xah = (xfh , ... , xff) be the 
output vector of the mapfield and wj'b= (wj'f, ... , wJl{i) be the weight vector from the j 
th F~ node to the the mapfield Fah. 
Once an input is presented to the network say ARTa, a category node in F~ gets 
activated, say node J. This activates its weight vector with the mapfield wj'h. In ARTb if 
node K in F~ is active, its corresponding node in the mapfield Fah is activated by a 1-
to-! connections between F~ and Fah. 
Note that the mapfield Fah only becomes active when both ARTa and ARTb 
predicts the same category through their connection weights with the mapfield. The out-
put vector of the mapfield follows the following rule: 
if the Jth F~ is active and F~ is active 
if the Jth F~ is active and F~ is inactive 
ifF~ is inactive and F~ is active 
ifF~ is inactive and F~ is inactive. 
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If the presentation of pattern xa causes a mismatch at the mapfield level (i.e. 
xab = 0 ), this event leads ARTa to search for a new category for the input pattern xa. 
At the beginning ART a vigilance parameter Pa is set to equal a baseline vigilance param-
eter Pa. The mapfield vigilance is Pab. The search for a new category follows the follow-
ing rules, if: 
I xab I < Pab I yb I 
The ARTa vigilance parameter Pa is increased until it IS slightly larger than 
I d wJ I I d 1-1, where d is the input to the Fy. The output vector at the Fq is: 
I xa I = I d A wJ I < Pa I d I 
The active node at the Fq is J. Then ARTa searches for a new Fq node M that satisfies: 
I xa I = I d A wet I > Pa I d I 
and 
Proposed Change Detection Methodology 
The methodology developed in this study uses a simplified version of the fuzzy 
ARTMAP neural network algorithm that has been adapted to detect land cover change. 
The underlying model for land cover change detects categorical change. The neural net-
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work builds an associative adaptable memory system of the land cover classes present at 
one image date. The trained network is used to classify an image from a later date and to 
recognize both change between familiar patterns and new unfamiliar classes. The 1989 
image of Kuwait was used as a base map to build a network that learns the land cover 
classes present during this time, in a supervised classification approach. The 1991 image 
was classified and categorical change between the two dates was then identified. 
Some terms and notations are defined below in order to outline the proposed change 
detection methodology. Let X be the finite universal set of discourse, which in the 
present context is a set of pixels in the image. Let C denote the (finite) set of land cover 
classes, assigned to pixels in X; let m be the number of categories in I C I = m . 
A subset S c X of n sample pixels is used for training the neural network. A fuzzy 
set: 
Ac = { (X,Jlc(x)) I xES} 
is associated with each class c E C, where Jlc (x) is the fuzzy membership function of c, 
derived from running the neural network model. This is the data matrix of the trained 
neural network consisting of n by m matrix of membership functions, denoted as A . The 
sample pixels are rows of A and classes are columns of A . The total number of classes m 
are used to train the neural network in a supervised fashion. Hence JlA (x) denotes the 
membership function for category A , at site (x ), JlB (x) for category B, and so on. Let the 
images of the two time periods be denoted as t 1 and t 2· 
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The working behavior of the system involves several phases. In the first phase the 
neural network is trained on a subset of S c X of n sample pixels at t 1, to learn the m 
land cover classes in a supervised manner. This step builds a memory system of the exist-
ing land cover classes, and generates the necessary weight vectors associated with each 
class. Data matrix A represents the pixels and corresponding fuzzy membership func-
tions for m classes. The entire t 1 image is classified using the trained neural network. 
The neural network calculates the fuzzy membership values Jlc (x) for class c E C for 
each pixel in t 1. Each pixel is labeled with the MAX class. MAX is defined by Gopal and 
Woodcock (1994) as follows: 
MAX (x,c) = { 6 llc (x) ;e: llc' for all c' E C Otherwise 
That is MAX (x ,c) is I if the value of the membership function for x m category 
C (Jlc (x )) is maximum among all land cover classes (Jlc•(x )). 
The second phase executes the actual change detection process where the spectral 
information of pixels from t 2 are presented to the trained neural network. The trained 
network calculates fuzzy membership function Jlc (x) for all classes c E C. The MAX 
function is used to assign a class for each pixel. If there is no change, the network will 
predict the same land cover class c E C at t 1 and t 2· 
If an incoming input pattern represents an unfamiliar pattern, then the fuzzy 
membership values for this pixel for any of the known land cover types will be low or 
close to 0. An new node will established to represent this input pixel. Field investigations 
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would later be required to label this new class. If the input pixel does not represent an 
unfamiliar pattern, then this pixel is matched among the m land cover types stored in the 
system. The class with the highest fuzzy membership value will represent the input pat-
tern. The system then applies a criteria, that will be discussed later, to match the shape of 
the fuzzy membership function at this pixel location for the two dates. The general 
change detection procedure is shown in Figure 22. 
This procedure is repeated for all the pixels in t 2. The final output of the system is a 
land cover map showing the existing surface categories at t2, that includes both locations 
that exhibit change and those that do not. Statistical analysis on this map can reveal the 
areal extent of each class and can thus, provide an indication of the magnitude and inten-
sity of change. Comparison between the outputs of each pixel of the two dates sheds the 
light on the direction of the change among the land cover classes. The following steps 
summarizes the stages of the methodology developed: 
I - Train the neural network on selected pixels from t I· 
2 - Classify t 1 image using the trained network. Retain the fuzzy membership values for 
each pixel. Label each pixel using MAX function. 
3 - Classify t 2 image using the trained network. Calculate fuzzy membership values for 
pixels in t 2. Label each pixel using MAX function. The following sub-phases takes place 
during the classification of the t 2 image: 
a - If the fuzzy memberships for an input pixel to belong to any of the known land cover 
classes is low or zero, establish a new category to represent this spectral feature. This 
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kind of change represent 'new-categories-change.' 
b - Otherwise, for the input pixel check if the category chosen is the same as the category 
chosen in t 1. If yes, then there is no change at this pixel location. 
c- If no, label the pixel from the previously learned categories (familiar patterns) having 
the highest fuzzy membership value. This is termed as 'between-classes-change.' 
d - Match the shape of the fuzzy membership function between the two dates to detect 
any erroneous 'between-classes-change.' 
Note that in a classical change detection experiment, one would expect that land 
cover change to be basically 'between-classes-change,' with minimal, if any, 'new-
categories-change.' To elaborate further, consider a hypothetical image with three land 
cover classes of water, natural vegetation and a desert surface at time t 1• A natural pro-
cess of desertification leads to the subsequent destruction of the natural vegetation cover 
and its change to a desert surface type at time t 2. In this context a confusion matrix 
between the two dates classified images will show high off-diagonal elements indicating 
the change from the natural vegetation cover to the desert surface, and no 'new-
categories-change.' 
However, the context of the land cover change in Kuwait is different. This change 
is not only change within previously known categories, but mostly change due to the 
existence of completely new land cover classes, such as oil lakes, tarcrete, and mobilized 
sand sheets (Figure 19). In this respect, the proposed change detection methodology is 
expected to detect both 'new-categories-change' and 'between-classes-change.' The 
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neural network model also possesses the ability to discriminate the pixels assigned to a 
new category into different land cover change classes based on their spectral similarity. 
Building and Training the Neural Network 
Preliminary investigation of the Landsat TM image and maps produced by the Sur-
vey Department of the Municipality of Kuwait of the desert surface in southeastern 
Kuwait in 1989 shows 5 land cover classes, and the water in Kuwait's Bay and the Ara-
bian Gulf is considered the sixth class. Training and testing pixels were selected for all 
the land cover classes. A total 11844 pixels were selected for all classes. 
Table 16 shows the land cover classes identified in the 1989 image, as well the 
number of pixels used in training for each class. In total 6, classes were identified 
representing, water, irrigated vegetation farms, urban and semi urban, rocky surfaces, 
fixed dune fields, and sabkhas with inland salty water bodies. The selection of the train-
ing pixels was designed to incorporate most of the within class variability. The training 
strategy involves presenting the preprocessed complement coded input to the network. 
Learning takes place between this input and the active class provided by the teacher (Fig-
ure 23). Weights adapt according to the rule used in the fuzzy ART algorithm. 
Five hundred pixels for each class were used for testing the trained network and the 
resulting test accuracy was 96.4%. The neural network has arbitrary number of nodes in 
each layer. After training 6 nodes were committed or assigned to represent one of the six 
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land cover class in the F 2 layer. A vigilance parameter of 0.5 was used during training 
and testing stage. Higher values of vigilance led to greater class discrimination. How-
ever, such classes were distributed along the water and sensor scan lines. These classes, 
tended to be small i.e. I to 50 pixels. In total, they represented less than 0.2% of the 
image. No significant spectral classes were shown in the land surface. 
During training a series of input patterns are presented to the network; the fuzzy 
membership functions are calculated for each land cover class. Figure 24 shows the dis-
tribution of the mean fuzzy membership functions for each land cover class as obtained 
from the training data set. It is hypothesized that the membership functions are likely to 
have a maximum membership value for the correct class type of a pixel and very low 
membership values for other classes. However, two classes may have similar member-
ship functions if they are spectrally similar. 
Results and Discussions 
In the initial stage the 1989 image is classified using the trained neural network. 
This generates the proper category type for each pixel as well as the corresponding fuzzy 
membership values of each pixel. As no field data were collected in 1989, the proper 
label for each pixel in 1989 will be assumed from the resulting neural network 
classification of the 1989 image. The trained neural network is then used to classify the 
1991 image. Table (17) shows the resulting confusion matrix and the distribution of the 
1991 classes with respect to the land cover classes present in 1989. The neural network 
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generated 9 new land cover classes, in addition to the previously learned classes. 
Visual inspection of the resulting images indicates that the neural network was able 
to predict as new land cover features the tarcrete class, classes showing the various con-
centrations of soot, on the desert surface, as well as the active sand sheets, mobilized 
sand sheets and newly developed sand dunes. This result can be attributed to the neural 
network model's plasticity characteristic that allows the network to incorporate new 
novel data. 
The confusion matrix shows significant 'between-classes-change' that are highly 
concentrated among class 3, 4 and 5. Classes 3, 4 and 5 exhibit little spectral variation 
and the neural network can easily be confused by the similarity among these classes lead-
ing to classification errors. It was necessary to further investigate the nature of this 
change. 
This was accomplished by analyzing the fuzzy membership functions among the 
land cover classes for selected pixels of these classes, in both the 1989 and 1991 images. 
The diagrams in Figure 25 show the plots of the fuzzy membership values of pixels both 
in 1989 and 1991 exhibiting 'between-classes-change.' For example, pixel 2 in 1989 is 
assigned to class 3 (fuzzy membership of 0.704), while it also has a high membership for 
class 6 (fuzzy membership of 0.677). In 1991 this pixel showed the reverse, with class 6 
having the highest membership of (0.709.) Based on the the pattern of the fuzzy member-
ship function distribution it is considered unlikely that such a pixel would have under-
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gone a land cover change process. 
This analysis also shows that providing a label for a pixel using MAX function does 
not exploit all the information provided by the fuzzy class memberships. In addition, it 
does not take into account the history of the fuzzy membership values among the land 
cover classes in the two dates. Some other external exogenous effects might have contri-
buted to this result, such as spectral similarity among the classes, the radiometric cali-
bration or mixture pixels. A procedure was developed to reduce the effects of such 
'between-classes-change' based on the fuzzy memberships functions in both dates. 
Calibration of Between-Classes-Change 
The procedure developed to reduce the 'between-classes-change' makes use of the 
distribution of the fuzzy membership values for each pixel in the two dates. The criteria 
adopted was set as follows: 
Let pixel Pi at timet 1 have fuzzy membership values of (llA ,J.lB , ... ,J.lx ). Assume 
(J.lA>J.ls>J.lc>J.lv····>J.lx). Let difference value r.l=J.lA -!ls for time t1. At 
time tz for pixel Pi let the fuzzy memberships be (J.lA ,J.ls , ... ,J.lx ). If at tz the 
fuzzy memberships for pixel Pi were (!ls >J.lA >J.lc >J.lv ... ,>J.lx) and n :s; 't, then 
no change is assumed to have taken place. Otherwise, 'between-classes-
change' is assumed to have taken place. 
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The parameter 1: is a threshold and was set to a value of 0.28. The role of this 
parameter is to define the cut-off for change by examining the difference between !!A and 
!!B at time t 1. Calibration was performed only for the three land cover classes with 
membership values !!B, !!A, !!c that showed such patterns of 'between-classes-change.' 
Table (18) presents the confusion matrix between the 1989 image and the new calibrated 
1991 image. 
Description of the New Land Cover Classes 
Figure 26 shows the land cover map resulting from the neural network classification 
and change detection process. The confusion matrix reveals 9 new change classes that 
were non-existent in the 1989 image. Labeling of these classes was done using visual 
inspection of the 1991 image and a land cover map generated by the Boston University 
Center for Remote Sensing and the Kuwait Institute for Scientific Research (Boston 
University Report 3, 1994). The map covers the whole country highlighting the major 
post-war land cover classes. 
Five classes are associated with oil deposits of tarcrete and various concentrations 
of smoke and soot; four classes of desert pavement change and mobilized sand sheets. 
The newly developed classes were labeled as shown in Table 19. Note that crude oil 
behaves spectrally like water, significantly absorbing the infra-red radiation and slightly 
reflecting in the visible spectrum. For this reason most of the oil lakes show up as a water 
class in the oil fields area, as demonstrated in Figure 26. 
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Unsupervised Multi-date Classification 
Direct multi-date classification is a conventional change detection technique. It 
involves the classification of a multiple date data set to separate classes displaying 
change from those exhibiting no change. The basic premise in this technique is that 
change classes would have significantly different spectral statistics from non-change 
classes, and hence are easily separable. The technique can be performed using a super-
vised or an unsupervised classification algorithm. This method is appealing as it involves 
only a single classification. 
For comparison purposes, an unsupervised K-means algorithm was applied to the 
combined TM data set of 1989 and 1991 using all 12 spectral bands. A problem in the 
unsupervised approach concerns the decision on the number of clusters that need to be 
generated. A small number will likely aggregate spectral classes in large clusters. The 
alternative approach followed in this study is to generate a large number of spectral 
classes using the K-means algorithm, that can later be aggregated to meaningful thematic 
classes. The K-means classifier was run to generate a thematic map of the two dates land 
cover classes. The number of clusters to be generated was set to 50. The classifier pro-
duced in total 41 spectral classes that were later aggregated to represent the land cover 
classes present in both dates. 
The aggregation and labeling of the thematic map produced by the K-means 
classifier was aided by visual interpretation and the map used previously for labeling the 
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neural network land cover change map. Fifteen land cover classes were synthesized from 
the spectral classes to represent the land cover classes present in 1991. The final land 
cover change map produced by multi-date classification is shown in Figure 27, land 
cover statistics from this map and the neural network map are shown in Table 20. Figure 
28 shows the legend associated with the land cover map produced by the neural network 
and the K -means classifier. 
Land Cover Change Maps Accuracy Assessment and Comparison 
Table 21 includes the field site descriptions as well as the corresponding neural net-
work predictions. Of 49 field sites, 42 sites were accurately predicted by the neural net-
work, indicating an accuracy of 86%. Six of the sites that were misclassified are desert 
surfaces that are predicted as oil deposits of soot, and oil deposits that were misclassified 
as active sand. Based on the neural network classification of the 1989 image, only one 
site of the 1989 land cover classes was misclassified. 
The effect of not performing the 'between-classes-change' calibration is reported in 
Table 22. It shows that the number of misclassified sites increased to 12 in total, where 6 
of them are due to 'between-classes-change.' This is compared to the previous calibrated 
result where only I 'between-classes-change' site was misclassified. The result confirms 
that the calibration strategy though simple, was effective. Table 23 shows the results of 
the K-means multi-date classification. 34 sites were accurately predicted indicating an 
accuracy of approximately 70%. 
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The neural network outperformed the K-means multi-date classification in terms of 
accuracy. One noticeable misclassification using the multi-date approach is its failure to 
accurately predict the change in the agricultural farms west of Kuwait city. Most of the 
vegetation in these farms suffered severe damage. Similarly, the agricultural plots in the 
south were mostly covered by soot being in the direct path of the wind. 
While the multi-date classification approach predicted the main land cover change 
classes of tarcrete, soot and mobilized sand, the percentiles occupied by each are slightly 
different. The neural network predicts a 44.76% of change while the multi-date 
classification approach predicts a higher amount of approximately 45.92%. This is also 
evident in the sites misclassified by the K-means classifier. The land cover change due to 
oil effects and sand mobilization in the neural network approach constitutes 20.61% and 
24.15%, respectively, whereas in the case of the multi-date approach represents 19.84% 
and 26%. 
The neural network was able to generate the previous results using approximately 
less than 1% of the image as training pixels. A supervised maximum likelihood classifier 
will likely need more training pixels than the neural network classifier, and the K-means 
unsupervised clustering algorithm uses the whole image to perform well. This, in turn, 
makes the effort and time needed by a conventional classifier to be great in comparison 
with the neural network approach. The accuracy of the uncalibrated neural network map 
is approximately 75% which is slightly higher than the multi-date classification map. 
Through the use of fuzzy information provided by the neural network classifier, ambigui-
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ties in map categories can be resolved leading to improved classification accuracy as 
demonstrated in the study. 
As the neural network classify input patterns in real time, its memory system can 
accommodate more features without retraining. In this respect, if a third date is to be 
incorporated, the same neural network can be used to classify such an image. Using con-
ventional classifiers retraining is necessary. 
Environmental Damage Assessment 
The war activities created significant changes in the desert surface of Kuwait as 
demonstrated by the results of this study. Unfortunately some of the changes to the desert 
environment have permanent effects, and will likely affect human beings, animals and 
birds and natural desert vegetation. The land surface disturbance can rather be categor-
ized by two broad changes: changes due to sand mobilization and changes due to the 
burning of the oil wells, oil spillage and soot accumulation. 
From the results presented by the neural network, the new land cover classes 
represent approximately 45% of the study area. Disturbance for the desert pavement 
represent an amount of 24%, which suggests that a significant amount of sand particles 
are available for transport by wind action. The digging of trenches, walls of sand and hid-
ing places for troops have resulted in the drastic disruption of the natural desert surface 
(Holden, 1991). The result was the exposure of vast amounts of soil to the action of the 
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wind, providing source materials for dust particles and dune formations (El-Baz, 1992). 
Generally, dunes represent a menace to desert dwellers (El-Baz, 1988) and their 
encroachment on urban areas and agricultural farms creates additional problems. 
Approximately 21% of the study area was found to be covered by tarcrete, and vari-
ous concentrations of soot. Few oil wells that were damaged did not catch fire and 
spewed oil onto the desert surface forming oil lakes (El-Baz, 1992). The burning oil 
wells produced vast amounts of smoke and plumes of toxic and combustion gases. This 
plume, carried by the wind, expanded southwards depositing soot in various concentra-
tions and created several types of desert surfaces covered with various concentrations of 
soot. The results are obvious in the land cover change map produced by the neural net-
work. 
The confusion matrix in Table 18, shows that these changes occurred in great extent 
in the stable sandy surface and the rocky surfaces of the 1989 image. Most of the oil 
fields are located within the rocky surfaces and the analysis shows that 37.5% of the 
change is due to oil related damage, 32.6% due to sand activity and 7.3% represent 
within-class-change. For the sandy surfaces only 17.6% of the change was due to oil 
related damage, 60% due to new sand sheets, and 4.5% due to to 'between-classes-
change.' Table 24 shows the distribution and percentile of each land cover class in both 
dates. 
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Future Research in the Change Detection Methodology 
The results presented in the previous section showed that the neural network was 
able to predict the new change and non change classes with an accuracy of 86%. This 
suggests that the neural network model was able to detect unfamiliar patterns and assign 
these patterns to land cover classes based on their spectral similarity. The fuzzy ART-
MAP algorithm incorporates this feature and is capable of distinguishing between fami-
liar and unfamiliar patterns. 
Unfamiliar spectral patterns in the context of this study are recognized as 
'spectrally-changed-pixels' that have not been previously encountered by the network. In 
classical cases of change detection studies unfamiliar patterns rarely occur (Fung and 
Ledraw 1987; Pax Lenney, et. al., 1996). The usual change detection scenario involves 
changes between classes that are known. 
In this respect future analysis and studies for the development of this system should 
be directed towards enhancing this system characteristic. One way for pursuing this 
objective is by the development of more sophisticated approaches that exploit the fuzzy 
membership function. A common practice in classification research using fuzzy member-
ship functions is to assign an input pattern to the class with the highest fuzzy membership 
value. The study experimented with one simple technique involving an analysis on the 
distribution of the two highest fuzzy memberships of a pixel among the land cover 
classes at one date, in comparison to this distribution at a second date. Alternative para-
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digms could also be used such as having multiple class memberships for pixels showing 
high fuzzy membership values for more than one class. In such cases, pixels can be a 
mixture of two land covers, say A and B. One could add a new class for such pixels that 
can be termed 'mixture of A and B' class. 
The concept of land cover change is defined as categorical change only, and does 
not encompass most possible environmental change. Using this approach a pixel location 
must undergo a significant categorical transformation to be labeled as change. For exam-
ple, a pixel with I 00% vegetation cover at one time and 60% cover in a subsequent time 
will unlikely be detected as change. Such subtle changes are difficult to be detected with 
the present system. Future research should also be directed towards addressing this issue. 
In enhancing the system's ability to detect 'between-classes-change' properly as 
well as subtle changes, one can envision that the shape of the fuzzy membership values 
for different dates be used as a driving factor in determining changed and non-change 
locations. This entitles developing an index to define shape that can be based on lines 
slope or other measures. While this is a complex procedure, it can be hypothesized that it 
can help in expanding the ability to detect the type of subtle changes noted earlier. 
The study also showed some practical and theoretical limitations in the application 
of the change detection methodology. First, the method showed that the neural classifier 
was sensitive to spectrally similar patterns. This in tum suggests that the method is best 
applied when the classes are easily separable. Second, the calibration procedure 
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developed can be further expanded to compare the difference of the two high fuzzy 
memberships values of the two dates, rather than one date. This will allow more careful 
examination of how these values change through time. The effect of performing the cali-
bration using the fuzzy membership values of more than two classes is not studied at 
present, but can best be addressed if the shape of the membership function is investigated 
as mentioned previously. The effect of the vigilance parameter with respect to new 
classes in the final results needs to be studied more carefully. As noted earlier, high vigi-
lance demand near perfect match and low vigilance produces coarse classification, the 
neural network can be sensitive to this parameter. 
Application of neural networks to environmental change detection is a topic that 
deserves further attention. The technique developed in this research proved to be useful 
and highlighted a simple concept where neural networks can be effective. An additional 
goal of this study is to generate interest among researchers in remote sensing for the 
potentials offered by neural networks in the study of change detection. 
• 
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CHAPTER FIVE 
CONCLUSIONS 
Research in remote sensing in the past two decades has focussed on the characteri-
zation of land cover classes to determine the identity, type, state and to some extent, the 
dynamics of ecosystems. Within the next few years a large number of satellites will be 
launched that will provide a tremendous amount of information about the earth. The 
Earth Observing System (EOS) sensors will provide a significant amount of information 
for the remote sensing scientific community. Images with improved multi-spectral, 
multi-temporal and spatial resolution will be available. Additionally, new information 
such as off-nadir reflectance will be provided from the new sensors. The availability of 
multi-domain and multi-source information that will be provided by the EOS sensors will 
improve our understanding of the changing environment. 
As more complex multi-temporal, multi-source data sets become available, more 
sophisticated analysis techniques will be required to produce synthetic, integrative results 
and interpretations (Swain, 1985). Swain (1985) and Estes (1985) have both pointed out 
that elements derived from intelligent systems will be key techniques in the future. 
Advances in remote sensing and associated capabilities are thus expected in a number of 
ways in the EOS era. One such development is expected in the field of processing and 
analyzing remotely sensed data for land cover mapping, modeling of physical processes 
and environmental change detection. 
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The future trends of mapping landscape patterns will likely incorporate information 
from more than one domain (e.g., multi-spectral, multi-directional, multi-temporal). This 
is due to the fact that no single domain will be sufficient to capture all the necessary 
information. Statistically based systems cannot easily handle multi-source and multi-
domain information and they do not produce high levels of accuracy. Artificial neural 
networks seem a viable alternative paradigm. In the case of landscape mapping, this 
research demonstrated the use of the directional radiance information for mapping and its 
effective discrimination between land surface classes. The combination of multi-spectral 
and multi-directional information for classification enhance the discriminative power and 
lead to improved classification, especially with complex scenes where more classes are to 
be identified. 
In remote sensing applications for vegetation studies, it is often desired to character-
ize a region, not only in terms of the identity of its elements, but also in terms of the size, 
density and distribution of these elements. A widely used technique for the estimation of 
the biophysical characteristics of vegetation is the application of canopy reflectance 
models. Forward and inverse modeling of the interaction of the electromagnetic radiation 
and vegetation canopies has been pursued through statistical and physical approaches. 
This research presented an alternative modeling paradigm through the use of 
artificial neural networks approximating the underlying mathematical relationship. The 
forward modeling paradigm proved that the network is able to capture the necessary 
information needed to predict the BRDF of forest surfaces. The neural network model 
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exploits and learns the relation between the canopy form parameters, canopy density and 
viewing and illumination positions. The results also show that accurate inversion of 
canopy structural parameters from a canopy bidirectional reflectance can be achieved 
effectively through the use of a multi-layer feed-forward neural network. 
There are some fundamental problems in the multi-layer neural network approach 
that deserve further attention. First, the backpropagation technique amounts to perform-
ing a gradient descent. It is not guaranteed to find a global minimum, since gradient des-
cent may get stuck in (poor) local minima. This is a major drawback undermining this 
type of supervised learning. Second, the backpropagation procedure requires a large 
number of computations per iteration. The algorithm tends to run slowly unless imple-
mented in parallel hardware. Third, overtraining of the feed-forward network may lead to 
overgeneralization and fitting of noise by the network. Obviously despite these limita-
tions, feed-forward neural networks offer many advantages over conventional 
approaches. Future research in this area can be directed to explore different types of 
neural network architectures in the classification of multi-directional and multi-spectral 
data sets. 
A fundamental part in studying global change using remote sensing, is to study 
changes in the physical and chemical characteristics of the earth's surface. Through 
change detection analysis, it is possible to quantify the magnitudes of change as well as 
to assess the direction of change and predict various environmental phenomena. In this 
respect, the analysis of multi-date satellite images will continue to be an important com-
98 
ponent in the global change research to map large scale patterns of terrestrial change. 
This research has addressed the applications of neural networks for change detec-
tion analysis. The results showed that the neural network was able to predict the new 
change and non change classes with an accuracy of 86% compared to an accuracy of 
70% generated by a direct multi-date classification approach. The type of land cover 
change addressed is categorical change from one land cover type to another. The findings 
from this research confirmed that neural networks have significant roles in mapping land 
cover change. 
There are some limitations to the proposed change detection methodology. The 
research incorporated only categorical change and ignored some possible environmental 
changes. The methodology was also sensitive to pixels that exhibit similar spectral 
characteristics. Thus the system's ability to detect 'between-classes-change' needs to 
efficiently utilize the fuzzy membership function provided by the classifier. The incor-
poration of these factors will lead to the production of better thematic maps which show 
primary and secondary labels (Woodcock, et. a!., 1996). 
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APPENDIX 1 
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Table l 
Simulation Training 
Number Epoch CPU Time 
l 25480 3:49 
2 35280 5:17 
3 49504 7:25 
4 39008 5:51 
5 50024 7:30 
Mean 39859.2 5:58 
Std. Dev 10305.34 1:32 
Table 2 
Class R' 
Water 0.916 
Deciduous 0.945 
Wetlands 0.898 
Conifer 0.997 
Clearcut 0.953 
101 
Table 3 
Ground Land Cover Class Using 
Truth Neural Network Classifier 
Lake Deciduous Wetland Conifer Clearcut 
Water 92 0 8 0 0 
Deciduous 0 95 0 0 5 
Wetland 0 0 100 0 0 
Conifer 0 0 0 100 0 
Clearcut 0 0 0 0 100 
Table 4 
Land Cover Ground Classification Accuracies 
Cover% in % Classifier 
Neural Maximum 
Network Likelihood 
Water 8.85 9.93 6.68 
Deciduous 17.62 18.15 34.29 
Wetland 17.22 15.14 13.78 
Conifer 48.95 45.52 36.17 
Clearcut 7.35 11.27 5.82 
Unclassified 0 3.26 
Accuracy 89 .60 
Table Sa 
Land Cover Ground Cover Ground Multiangle Data Multiangle Multispectral Data Multispectral 
Class #of Pixels Cover% # of Pixels Data% Cover #of Pixels Data% Cover 
Water 8640 8.85% 9690 9.30% 8781 9.00% 
Decidous 17200 17.62% 17718 18.15% 18978 19.44% 
Wetlands 16808 17.22% 14781 15.14% 14468 14.82% 
Conifer 4776 48.95% 44414 45.51% 44395 45.49% 
Clearcut 7176 7.35% 10997 11.27% 10978 11.25% 
Accuracy 89% 88% 
Table Sb 
Data Type Neural Network 
Classification 
Accuracy 
Band 10 64% 
Band 15 61% 
Band 24 85% 
Bands 10 & 15 65% 1::5 
Bands 15 & 24 87% 
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Table 6 
Parameter Minimum Maximum 
Density 8% 100% 
Crown Shape Ratio 0.3 5.2 
Height Ratio 0.2 6.0 
Table 7 
Illumination Sunlit Crown Sunlit Ground Shaded Ground 
Angle Signature Signature (Canopy) 
15 0.2190 0.2709 0.0987 
20 0.1987 0.2809 0.0456 
25 0.1809 0.2906 0.0789 
30 0.1679 0.2983 0.0679 
35 0.2098 0.3098 0.0981 
40 0.1901 0.2698 0.0811 
45 0.1523 0.2456 0.0599 
50 0.1399 0.2701 0.0509 
55 0.1321 0.2374 0.0501 
60 0.1897 0.2987 0.0467 
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Table 8 
Angle Principal Plane Across Principal Plane 
60 0.944 0.984 
45 0.933 0.982 
30 0.976 0.984 
15 0.983 0.984 
0 0.982 0.982 
-15 0.979 0.984 
-30 0.980 0.984 
-45 0.980 0.981 
-60 0.978 0.984 
Table 9 
Canopy Parameter R2 
Density 0.858 
Crown Shape 0.759 
Height 0.758 
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Table 10 
Canopy Parameter R 2 
Density 0.849 
Crown Shape 0.720 
Height 0.744 
Table II 
Canopy Parameter R 2 
Density 0.843 
Crown Shape 0.554 
Height 0.526 
Table 12 
Canopy Parameter R 2 
Density 0.788 
Crown Shape 0.524 
Height 0.552 
Table 13 
Parameter Component I Component 2 Component 3 Component 4 
Coverage 0.596 0.145 -0.709 0.167 
Crown Shape 0.355 -0.360 0.490 
Height 0.180 0.865 0.277 0.164 
Height Variance 0.175 -0.209 0.229 
Sun Angle -0.310 0.755 
Sunlit Crown Signature -0.597 -0.523 0.150 
Sunlit Background Signature -0.234 
Shaded Background Signature -0.209 0.170 0.336 
~ 
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Table 14 
Site Coverage Height Crown Major Crown Minor Sun 
Radius Radius Angle 
Conifer 70% 20.00 10.00 3.00 55.00 
Savanna 99% 12.50 2.50 5.00 45.00 
Shrub 2% 0.50 0.50 0.25 24.00 
Table 15 
Site Coverage Mean Mean Crown Sun Angle 
Height Shape 
Metolius 44% 9.24 2.88 47.50 
Waring Woods 31% 38.89 6.65 22.40 
Cascade Head 68% 47.64 6.10 22.20 
Scio 87% 28.01 5.00 52.50 
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Table 16 
Class Number Class Description Number of 
Training Pixels 
I Water, include shallow and deep Gulf water 4000 
2 Vegetation: irrigated farms 844 
3 Urban and Semi-Urban 3000 
4 Rocky Surface 2000 
5 Fixed Dune Fields 1000 
6 On Shore Sabkhas and Inland Salty Water 1000 
Table 17 
--,---- - 19iJI ~--~ ,----
JYHIJ I 2 1 4 f- -'~----- h 7 --------x--- 9 10 J I -----~----~ ~--f--'--~--~ I' -----~--~- 11 14 15 Total 
I 3791720 0 11904 404 40 544 10408 17508 5000 712 124 108 16 24 0 3838512 
2 1712 8 14328 3480 124 428 1712 7988 20800 7384 1036 1180 100 II 0 8113110 
1 L196 12 406088 191032 18628 26400 28196 19076 87248 281920 61648 76928 2716 432 104 120UQ4 
4 2852 20 228968 521208 250940 26568 412592 166120 188304 362888 164340 486100 473184 145248 18144 3447476 
5 64 68 36024 336884 169728 4304 105852 64260 70312 88228 104968 370956 662128 379656 70700 2464132 
6 44 0 52656 13916 5236 38052 164 352 1500 20744 2412 6504 5392 772 12 147756 
~!___ 3797808 108 769968 1066924 444696 96296 558924 275304 373164 761876 334528 941776 1143536 526132 88960 111811000 
~ 
Table 18 
----- -~-__ 1991 ----- ~~~ . ~·~ ~---
1989 I I 2 3 4 5 6 7 8 9 10 11 12 13 14 15 Total 
---- --~- ---~ -~--~ ------ ----
3791720 0 11904 4()1 4() 544 10408 17508 5000 712 124 108 16 24 0 3838512 
2 1732 8 34336 3476 124 428 1712 7988 20800 7384 1032 1180 100 0 0 803fXl 
3 1396 144 543348 74212 18628 5864 28196 19076 87244 28 I 900 61636 7692!:! 2716 432 104 1201824 
4 2852 20 115540 778588 126204 7352 412592 166120 188304 362888 164340 486100 473184 145248 18144 3447476 
5 64 68 36024 69944 436668 4304 105852 64260 70312 88228 104968 370956 662128 379656 70700 2464132 
6 44 4 22064 13912 4988 68892 164 352 1500 20744 2412 6504 5392 772 12 147756 
Total 3797808 244 I 763216 940536 586652 J 87384 - 558924 275304 373160 761856 334512 941776 1143536 526132 88960 1118{)()()() 
-
-0 
Ill 
Table 19 
Class Number Class Description 
7 Tarcrete/Oil Lakes 
8 High Concentrations of Soot 
9 Medium Concentrations of Soot 
10 Low Concentrations of Soot 
II Mixture of Soot and Sand 
12 Granular Lag, Granular Sand/ Desert Vegetation 
13 Semi-Active Sand/Desert Vegetation 
14 Active Sand 
15 Freshly Mobilized Sand 
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Table 20 
Class Number Results 
Neural Network Multidate Classification 
I 33.969% 34.220% 
2 0.002% 0.422% 
3 6.820% 7.510% 
4 8.410% 7.370% 
5 5.247% 3.932% 
6 0.782% 0.603% 
7 4.990% 5.020% 
8 2.460% 2.570% 
9 3.330% 2.450% 
10 6.810% 6.330% 
II 2.990% 3.450% 
12 8.420% 10.020% 
13 10.220% 6.940% 
14 4.706% 6.066% 
15 0.796% 3.040% 
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Table 21 
Site Field Description Neural Network Prediction 
I Semi-Active Sand/Desert Vegetation Semi-Active Sand/Desert Vegetation 
2 Active sand Active Sand 
3 Fixed Dune Fields Fixed Dune Fields 
)"* Fixed Dune Fields Rocky Surface 
6 Urban Urban 
7 Urban Urban 
10 Rocky Surfaces Rocky Surlaces 
II Oil Deposits/Soot Low Concentrations of Soot 
12 Fixed Dune Fields Fixed Dune Fields 
\3** Fixed Dune Fields Tarcrete 
14 Oil Deposits/Soot Low Concentrations of Soot 
16 Active Sand Active Sand 
17 Freshly Mobilized Sand Freshly Mobilized Sand 
18 Semi-Active Sand/Desert Vegetation Semi-Active Sand/Desert Vegetation 
19 Rocky Surface Rocky Suttace 
20 Sabkha/Sandy Mud Sabkha 
21 Oil Deposits/Soot Low Concentrations of Soot 
22"'* Oil Deposits/Soot Active Sand 
23 Sabkha Sabkha 
24 Active Sand Active Sand 
25 Oil Deposits/Soot Low Concentrations of Soot 
26 Active Sand Active Sand 
27 Semi-Active Sand/Desert Vegetmion Semi-Active Sand/ Desert Vegetation 
2S Oil Deposits/Soot Low Concentrations of Soot 
3X Oil Lake Oil Lake 
l-t2 Fixed Dune Fields Fixed Dune Fields 
i-t3 Fixed Dune Fields Fixed Dune Fields 
144 Urban Urban l.jj Granular Sand Sheets/Desert Vegetution Granular sand, Granule Lag/Desert Vegetation 
.\6 Granular Sand Sheets/Desert Vegetation Granular sand. Granule Lag/Desert Vegetation 
1.\7 Sem1-Active Sand/Desert Vegetation Semi-Active Sand/Desert Vegetation 
.\X Semi-Active Sand/Desert Vegetation Semi-Active Sand/Desert Vegetation 
1.\9 Gram1lar Sand Sheets/Desert Vegetation Granular sand, Granule Lag/Desert Vegetation 
50 Granular Sand Sheets/Desert Vegetation Granular sand. Granule Lag/Desert Vegetarian 
151 Granular Sand Sheets/Desert Vegetation Granular sand, Granule Lag/Desert Vegetation 
I s2 Granular Sand Sheets/Desert Vegetation Granular sand. Granule Lag/Desert Vegetation 
153 .. Granular Sand Sheets/Desert Vegetation Tarcrete 54"'* Granular Sand Sheets/Desert Vegetation Active Sand 
55 Oil Lakes Oil Lakes 
'56 Oil Deposits/Soot High Concentrations of Soot 
ls7 Oil Deposits/Soot Medium Concentrations of Soot 
58"'"' Oil Lake Active Sand 
60** Oil Lake Active Sand 
61 Oil Lake Oil Lake 
63 Oil Deposits/Soot Low Concentrations of Soot 
M Oil Deposits/Soot Medium Concentrations of Soot 
165 Oil Deposits/Soot Low Concentrations of Soot 
166 Oil Deposits/Soot Low Concentrations of Soot 
~~7 Tarcrete Tarcrete 
*"'Denote Wrong Prediction 
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Table '>2 . 
Site Field Description Neural Network Prediction 
ltNo Between·Ciasses·ChanQe Calibration) 
I Semi-Active Sami/Desert Vegetation Semi-Active Sand/Desert Vegetation 
2 Active sand Active Sand 
3" Fixed Dune Fields Rocky Surface 
5" Fixed Dune Fields Rocky Surtace 
6 Urban Urban 
7 Urban Urban 
10 Rocky Surfaces Rocky Surfaces 
II Oil Deposits/Soot Low Concentrations of Soot 
12** Fixed Dune Fields Rocky Surtace 
13** Fixed Dune Fields Tarcrete 
14 Oil Deposits/Soot Low Concentrations of Soot 
16 Active Sand Active Sand 
17 Freshly Mobilized Sand Freshly Mobilized Sand 
18 Semi-Active Sand/Desert Vegetation Semi-Active Sand/Desert Vegetation 
19 Rocky Surface Rocky Surface 
20 Sabkha/Sandy Mud Sabkha 
21 Oil Deposits/Soot Low Concentrations of Soot 
22** Oil Deposits/Soot Active Sand 
23 Sabkha Sabkha 
24 Active Sand Active Sand 
25 Oil Deposits/Soot Low Concentrations of Soot 
26 Active Sand Active Sand 
27 Semi-Active Sand/Desert Vegetation Semi-Active Sand/ Desert Vegetation 
28 Oil Deposits/Soot Low Concentrations of Soot 
38 Oil Lake Oil Lake 
42** Fixed Dune Fields Rocky Surtace 
43 Fixed Dune Fields Fixed Dune Fields 
44 Urban Rocky Surface 
45 Granular Sand Sheets/Desert Vegetation Granular sand, Granule Lag/Desert Vegetation 
46 Granular Sand Sheets/Desert Vegetation Granular sand, Granule Lag/Desert Vegetation 
47 Semi-Active Sami!Desert Vegetation Semi-Active Sand/Desert Vegetation 
48 Semi-Active Sand/Desert Vegetation Semi-Active Sand/Desert Vegetation 
49 Granular Sand Sheets/Desert Vegetation Granular sand, Granule Lag/Desert Vegetation 
50 Granular Sand Sheets/Desert Vegetation Granular sand, Granule Lag/Desert Vegetation 
51 Granular Sand Sheets/Desert Vegemtion Granular sand, Granule Lag/Desert Vegetation 
52 Granular Sand Sheets/Desert Vegetation Granular sand, Granule Lag/Desert Vegetation 
53** Granular Sand Sheets/Desert Vegetation Tarcrete 
54** Granular Sand Sheets/Desert Vegetation Active Sand 
55 Oil Lakes Oil Lakes 
56 Oil Deposits/Soot High Concentrations of Soot 
57 Oil Deposits/Soot Medium Concentrations of Soot 
58** Oil Lake Active Sand 
60** Oil Lake Active Sand 
61 Oil Lake Oil Lake 
63 Oil Deposits/Soot Low Concentrations of Soot 
64 Oil Deposits/Soot Medium Concentrations of Soot 
65 Oil Deposits/Soot Low Concentrations of Soot 
66 Oil Deposits/Soot Low Concentrations of Soot 
67 Tarcrete Tarcrete 
** Denote Wrong Prediction 
115 
Table 23 
!Site Field Description Multidate Classification Prediction 
I 
It Semi-Active Sami/Desert Vegetation Semi-Active Sand/Desert Vegetation ,, 
Active sand Active Sand 
) Fixed Dune Fields Fixed Dune Fields 
5" Fixed Dune Fields Sabkha 
6" Urban Vegetation 
7 Urban Urban 
ItO Rocky Surtaccs Rocky Surfaces 
II Oil Deposits/Soot Low Concentrations of Soot 
12 Fixed Dune Fields Fixed Dune Fields 
13*" Fixed Dune Fields Tarcrete 
14 Oil Deposits/Soot Low Concentrations of Soot 
16"'* Active Sand Urban 
17** Freshly Mobilized Sand High Concentrations of Soot 
!Ps Semi-Active Sand/Desert Vegetation Tarcrete 
illJ Rocky Surface Rocky Surface 
120" Sabkha/Sandy Mud Mixture of Sand and Soot 
21 Oil Deposits/Soot Low Concentrations of Soot 
122** Oil Deposits/Soot Active Sand 
12:1 Sabkha Sabkha 
12.) Active Sand Active Sand 
125 Oil Deposits/Soot Low Concentrations of Soot 
26 Active Sand Active Sand 
I, 27 Semi-Active Sami/Desert Vegetation Semi-Active Sand/ Desert Vegetation 
2< Oil Deposits/Soot Low Concentrations of Soot 
3S Oil Lake Oil Lake 
-1.2'"* Fixed Dune Fields Mixture of Sand and Soot 
4) Fixed Dune Fields Fixed Dune Fields 
-1.-P"" Urban Granular Sand, Granule Lag/Desert Vegetation 
..!:) Granular Sand Sheets/Desert Vegetation Granular sand, Granule Lag/Desert Vegetation 
i-1.6 Granular Sand Sheets/Desert Vegetation Granular sand. Granule Lag/Desert Vegetation 
' 47 Semi-Active Sand/Desert Vegetation Semi-Active Sand/Desert Vegetation 
.JX Semi-Active Sand/Desert Vegetation Semi-Active Sand/Desert Vegetation 
49 Granular Sand Sheets/Desert Vegetation Granular sand. Granule Lag/Desert Vegetation 
50 Granular Sand Sheets/Desert Vegetation Granular sand, Granule Lag/Desert Vegetation 
jst Granular Sand Sheets/Desert Vegetation Granular sand. Granule Lag/Desert Vegetation 
152 Granular Sand Sheets/Desert Vegetation Granular sand, Granule Lag/Desert Vegetarian 
[5)" Granular Sand Sheets/Desert Vegetation Tarcrete I 
15-1.'""' Granular Sand Sheets/Desert Vegetation Active Sand 
55 Oil Lakes Oil Lakes 
56 Oil Deposits/Soot High Concentrations of Soot 
57** Oil Deposits/Soot Rocky Surfaces 
SS** Oil Lake Active Sand 
60"'* Oil Lake Active Sand 
61 Oil Lake Oil Lake 
63 Oil Deposits/Soot Low Concentrations of Soot 
64** Oil Deposits/Soot Granular Sand, Granular Lag/Desert Vegetation 
65 Oil Deposits/Soot Low Concentrations of Soot 
66 Oil Deposits/Soot Low Concentrations of Soot 
67 Tarcrete Tarcrete 
** Denote Wrong Prediction 
Table 24 
Class Class Description 1989 1991 Change 
I Water 34.33% 33.96% 0.37% 
2 Vegetation 0.72% 0.002% 0.72% 
3 Urban 10.75% 6.82% 3.93% 
4 Rocky Surfaces 30.84% 8.40% 22.44% 
5 Fixed Dune Fields 22.04% 5.24% 16.80% 
6 Sabkha 1.32% 0.78% 0.54% 
7 Tarcrete 4.99% 
8 High Concentration of Soot 2.46% 
9 Medium Concentrations of Soot 3.33% 
10 Low Concentrations of Soot 6.80% 
II Mixture of Sand & Soot 2.99% 
12 Granular Sand, granular Lag/Desert Vege. 8.42% 
13 Semi-Active Sand /Sparse Desert Vege. 10.22% 
14 Active Sand Sheets 4.70% 
15 Freshly Mobilized Sand 0.79% 
Total Percentile of Oil Affected Desert 20.57% 
Total Percentile of Active & Mobilized Sand 24.13% 
-
"' 
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