Abstract. The correlation integral and determinism are quantitative characteristics of a dynamical system based on the recurrence of orbits. For strongly non-chaotic interval maps, the determinism equals 1 for every small enough threshold. This means that trajectories of such systems are perfectly predictable in the infinite horizon. In this paper we study the correlation integral and determinism for the family of 2 ∞ non-chaotic maps, first considered by Delahaye in 1980. The determinism in a finite horizon equals 1. However, the behaviour of the determinism in the infinite horizon is counter-intuitive. Sharp bounds on the determinism are provided.
Introduction
The correlation integral was first introduced in [GP83] to measure a quantity of recurrences of trajectory. It is tightly connected with the correlation dimension and correlation entropy. For example, these characteristics are used in chaos theory and in time series analysis, see e.g. [KS04] .
Let g be a continuous map on a compact metric space (M, ). Throughout the paper we consider the distance sup{ (g i (x), g i (y)) | 0 ≤ i < }, denoted by (x, y), where ∈ N ∪ {∞}. For a fixed ergodic measure µ on M , the -correlation integral c g (µ, r) for r > 0 is a measure of pairs of points which are r-close with respect to the metric . Then c (µ, r), where 1 ≤ 1 < ∞ and 1 ≤ 2 ≤ ∞, is a conditional probability. Moreover, it is a measure of partial predictability. Especially, c g ∞|1 (µ, r) is a measure of total predictability. The natural question arises whether the predictability of a system can be maximal for all small enough r's. This holds for g being a contraction, an isometry, or whenever the support of µ is a periodic orbit. In contrary, if a map g has sensitive dependence on initial conditions and µ is not atomic then c g ∞|1 (µ, r) can be equal to zero for all small enough thresholds r > 0. Hence, we can say that this measure quantifies how sensitive a map is towards initial conditions on the support of µ. We call it an ∞-asymptotic determinism or an asymptotic determinism in the infinite horizon and denote it by det g ∞ (µ, r). Similarly, an -asymptotic determinism is defined as a linear combination of the conditional probabilities det g (µ, r) = · c g (µ, r)
non-chaotic in the sense of Li and Yorke and conjugate to an isometry on the support of the unique non-atomic ergodic measure µ α . Some properties of these imply the maximal predictability for every ergodic measure and for small enough r. Theorem 28 shows that the hypothesis is wrong pointing out the fact that for α > 1/3 and the non-atomic ergodic measure µ α , the predictability is never maximal. Moreover, for each det ∈ (1/3, 8/15], we can find α ∈ (0, 1/2) satisfying lim inf r→0 + det fα ∞ (µ α , r) = det (Corollary 32). However, by Theorem 30, measures of partial predictability c g |1 (µ α , r) = 1 for all r ≤ r . By Lemma 27, it is not necessary to study the asymptotic determinism in the infinite horizon for µ α on the interval [0, 1]. Since det fα ∞ (µ α , r) = det fα ∞ (µ α , α · r) for each r ≤ (1 − 2α)/α, all properties can be determined from det fα ∞ (µ α , [α h (1 − 2α), α h−1 (1 − 2α)]) where h > 0 is such that α h−1 (1 − 2α) ≤ 1. In addition, it is not necessary to use the map f α for the computation either. By Corollary 22, for approximation with a desired accuracy, we can use a simpler map f α,k and f α,k -ergodic measure µ α,k . All points from the support of µ α are periodic for f α,k and it is sufficient to investigate only a finite number of pairs of points which can be written into the matrix which contains the patterns simplifying the computation (Lemma 16).
For all x ∈ [0, 1], there is f α -ergodic measure µ α,x such that for every ≤ ∞ the limit of card{(i, j) | 0 ≤ i, j < n, (f i α (x), f j α (x)) ≤ r}/n 2 is the correlation integral c fα (µ α,x , r) (Theorem 25). Moreover, if x = 0, then the measure µ α,0 is the unique non-atomic ergodic measure µ α (Lemma 24). The functions c fα (µ x , r) and det fα (µ x , r) are not continuous in the universal measure µ α . If x is not eventually periodic then the correlation integrals and asymptotic determinisms are continuous with respect to the radius r (Theorem 23) and parameter α (Lemma 26).
Preliminaries
Let a dynamical system (M, g) be given where M is a metric space with metric . Define the metric by (x, y) = sup{ (g i (x), g i (y)) | 0 ≤ i < } where 1 ≤ ≤ ∞. The -correlation sum for r > 0 was first defined in [GP83] as
(1) C g (x, n, r) = 1 n 2 card{(i, j) | 0 ≤ i, j < n, (g i (x), g j (x)) ≤ r}.
Similarly, the -recurrence rate and -determinism (notions of the recurrence quantification analysis, cf. [ZWJ92] ) are defined by RR g (x, n, r) = 1 n 2 card{(i, j) | 0 ≤ i, j < n, η (i, j, r) = 1}, DET g (x, n, r) = RR g (x, n, r)
where η (i, j, r) = 1, if there is 0 ≤ k ≤ min{i, j, − 1} such that (g i−k (x), g j−k (x)) ≤ r, and h(i, j, r) = 0 otherwise. If = ∞, we define min{i, j, ∞ − 1} = min{i, j} for all 0 ≤ i, j < ∞.
The next lemma shows that for the computation of determinism and recurrence rate it is sufficient to know only the correlation sums. Its first part was proved in [GMŠ13] , hence only the case = ∞ remains to prove. Lemma 1. Let (M, g) be a dynamical system where M is a metric space. For all n > 0, 1 ≤ < ∞, x ∈ M and r > 0 the recurrence rate
From Lemma 1,
In this paper we consider the generalized rotated version of Delahaye's g 1/3 (cf. [Del80] ), namely f α . In special case f 1/3 = 1 − g 1/3 • (1 − id [0, 1] ). Maps f α are usually defined by sequences of maps. But for us it is more convenient to work with an exact definition.
Definition 2. Let α ∈ (0, 1/2) and k ≥ 1. Then f α is defined by
We call the approximation map If α ∈ (0, 1/2) is known and there is no uncertainty about its value, then we write f and f k instead of f α and f α,k . For brevity, we omit α when there is no risk of confusion.
From now on, α and r are always assumed to be fixed, α ∈ (0, 1/2) and r ∈ (0, 1], unless stated otherwise (e.g. we study the correlation integral as a function of these arguments).
2.1. Adding Machine. In this section, we provide some information about the adding machine and its connection with the dynamics of f α and f α,k restricted to their attractors. For a more abstract approach see e.g. [Mis79] .
Put Σ = {0, 1} and let 1 ≤ k ≤ ∞. To simplify the notation, we set ∞ + c = ∞ for every c ∈ R. The members u of Σ k are called words of length |u| = k. For u ∈ Σ k and 1 ≤ i ≤ j < k + 1, denote u j i = u i u i+1 . . . u j . If there is an ambiguity about the length of words, e.g we use words of different lengths, we write •
We denote the set containing the empty word by Σ 0 . For u ∈ Σ k and v ∈ Σ m where v = u m 1 we write u v and we say that u begins with v if m < k + 1 and if v = u m 1 . For 1 ≤ k ≤ ∞, denote the addition from the left to the right on Σ k by +; e.g. 100 + 110 = 001. We are led to the following lemma which is well known, e.g. [BC92] .
is a cyclic group. If k < ∞, the group is isomorphic with (Z 2 k , +) and generated by 10 k−1 . (Σ ∞ , +) is isomorphic with (Z, +) and it is generated by 10 ∞ .
For u ∈ Σ k and n ∈ Z we abbreviate u + n · 10 k−1 by u + n. We will write the inverse element of u = u k 1 , 1 ≤ k ≤ ∞, as −u, i.e. for such a u and −u we have u + (−u) = 0 k . Clearly, −u = v + 1 where
This can be easily checked by induction. For w ∈ Σ k and v ∈ {w + n | n ∈ Z} (note that this set is the whole Σ k for k < ∞), we denote the unique integer 0 ≤ n < 2
), where g n (u) = u + n for n ∈ Z and u ∈ Σ k , is called the adding machine (or odometer ). Later we write (
h 1 and (u + 1) h+1 = (v + 1) h+1 , therefore the adding machine with the metric defined by d(u
is an isometry. From now on we make the assumption that this metric defines the topology on Σ k , i.e. sets of words of the length k beginning with the same word form a basis for topology on Σ k . Let 1 ≤ k < ∞ and u = u k 1 ∈ Σ k . Sometimes it is more comfortable to think about orders of words instead of their dyadic codes. We write γ(u
k we thus write u < v whenever it holds that γ(u) < γ(v). For k = ∞ we write
such an h always exists. The relations ≤, >, ≥ on the words are defined similarly.
We define ⊕ to be the addition from the right to the left on Σ k where 1 ≤ k < ∞, e.g. 100⊕110 = 010. The pair (Σ k , ⊕) is a cyclic group with the identity element 0 k and the inverse element
It can be easily checked that κ is injective for all α. If k < ∞ and u ∈ Σ k , then we mean κ(u0 ∞ ) by κ(u).
Let u, v ∈ Σ k ;û,v ∈ Σ m , and 1 ≤ k, m < ∞. We now prove that
Suppose that γ(u) < γ(v). Obviously, we now have u = v. Then, there are h ≥ 0 and the words
Since the proof does not depend on k or on the words
We can use the same arguments if we assume that κ(u) < κ(v). The equivalences (5) are now proved. If u, v ∈ Σ ∞ , then neither γ(u) and γ(v) nor uû, vv are defined. However, we can use the same arguments to prove that 
Lemma 4. For every u ∈ Σ ∞ and n ≥ 1,
Using Definition 2, where j = h + 1, we can conclude that
The general case here is proved with the induction.
For every v ∈ Σ k there exists n ≥ 0 satisfying v0
For f k , it is thus sufficient to consider words of the length k and vice versa.
Thus, the distance of words from Σ k is actually the distance of left points of intervals I(u) and
• each I(u) has the same length α k and • the slope of the restricted maps f k | I(u) equals 1, from (7) it follows that
The unique uncountable minimal set X of f is
From the latter part of Lemma 3, each interval I(u), u ∈ Σ k , is 2 k periodic under f and f k . The trajectory of u ∈ Σ k is the 2 k -periodic sequence (u + n) n≥0 . Similarly, the trajectory of I(u) is the 2 k -periodic sequence I(u + n) n≥0 .
I(00) I(01) I(10) I(11) Figure 2 . Visualization of the trajectory of I(00).
Lemma 5. The map f α | X is topologically conjugate to (Σ ∞ , +).
Proof. By Lemma 4, it is sufficient to prove that κ is a continuous bijection between X and Σ ∞ . Since κ(01 ∞ ) < κ(10 ∞ ), the map κ is injective. We have to prove that κ is also surjective. Let x ∈ X, then there is a sequence of words (
). Clearly, for every i ≥ j, the word u (i) begins with u (j) and I(u (i) ) ⊂ I(u (j) ). Moreover, every u ∈ Σ ∞ with the property that κ(u) ∈ I(u (j) ) begins with u (j) . Intervals I(u (i) ) are compact and their diameters converge to zero, therefore their intersection is a singleton. Consider u ∈ Σ ∞ with the property that u
) for every i and κ(u) = x. It remains to show that κ is continuous, i.e. for every x ∈ X and for every neighbourhood U x of x there is a neighbourhood
The basis for the topology on Σ ∞ is formed with sets
Let the matrix M = (m i,j ) of the size n × m be given. Let β ∈ {1, 2, . . . , n} n , respectively δ ∈ {1, 2, . . . , m} m , where n , m ≥ 1. Denote by
Definition 6. Let f α,k and 1 ≤ ≤ ∞ be given. The matrix D k,α, (r) of the size 2 k × 2 k is called the -distance matrix where:
By (9), the operation + defines iterations of intervals under f and f k . Let u, w ∈ Σ k . We show that
for every 0 ≤ n ≤ 2 k − γ(u) and 0 ≤ m < γ(w). This means that operations ⊕, define moves of intervals I(v) on X k . That is, e.g. for 0 k < u < 1 k the interval I(u ⊕ 1) lies to the right of I(u), respectively I(u 1) lies to the left of I(u).
For n = 0 and m = 0, the statements hold trivially. Suppose that u < 1 k , then there is 0
Distance matrix and properties of f α
The purpose of this section is to introduce patterns contained in distance matrices and also to describe the behaviour of word trajectories.
Proof. Note that the (Euclidean) length of I(w) with w ∈ Σ h is α h . Since words have the first h coordinates equal, there is w ∈ Σ h such that x, y ∈ I(w), hence their distance is at most the length of this interval. The (h + 1)st coordinates are distinct and therefore their distance has to be at least the length of the gap between intervals I(w0) and I(w1).
The interval I(w) is 2 h periodic, and I(w0) and I(w1) are 2 h+1 periodic. Therefore f n (x), f n (y) ∈ I(w + n). Without loss of generality, f n (x) ∈ I(w0 + n) = I(w1 + n) f n (y) for every n.
Since the slope of f is one on each such I(0 h + n), the maps f, f 2 , . . . , f 2 h −1 are isometries restricted to I(0 h ). By definition of (d E ) , the proof is complete.
Each point in [0, 1] is either eventually periodic under f α or belongs to X k for every k > 0, after a finite number of iterations. No (eventually) periodic points form a scrambled set. From the previous lemma, no distinct points from X form a scrambled set either. Now, let one point be from X and the other be an eventually periodic point y. In this case there is k > 0 such that the orbit of y does not intersect X k . Thus, it has positive distance from this set. The orbit of each point from X lies in X ⊂ X k , hence the pair under consideration is not a Li-York pair. Therefore Lemma 7 provides an easy argument that no f α is Li-Yorke chaotic.
The weaker version of the following lemma was proven in [CK94] . Later we will need a more specific version presented here.
Proof. By (9), f
by Brouwer fixed-point theorem, in I(0 k ) there exists a periodic point under f 2 k with the smallest period 2
Suppose that there are two disjoint periodic orbits in
k −1 (y) ∈ J and the function f | J is linear with the slope
, contrary to the periodicity of points.
Since f n (x) ∈ I(0 k + n) = I(0 k ) for 0 ≤ n < 2 k and since the definition of f k , it follows that
is linear with slope 1 and f
The previous lemma could be proven slightly more elegantly using the graph of the map f α . It follows from the graphically obvious fact that there is a unique fixed point and the fact that the graph of f α | is conjugate to f α . Therefore the number of fixed points is the same in both the cases. The second part of the lemma would be proven similarly. However, we chose more algebraic way to prove the lemma to keep the paper more consistent.
Since X 0 = [0, 1] and the set X = ∞ k=0 X k contains no periodic points, it can be seen, that if x is f -periodic point of the period 2 k , then x ∈ X k \ X k+1 and in [0, 1] are no f -periodic points of other period than 2 k , k ≥ 0. Thus, each f α is indeed of 2 ∞ type.
Corollary 9. The set of periods for f is {2
The point 0 is not f -periodic but it is f k -periodic for every k ≥ 0. In fact, left points of intervals I(u), u ∈ Σ k , form the orbit Orb f k (0). We conclude that analysis of distances of trajectories of words is the same as that of the recurrence of f k -trajectories of 0.
Lemma 10. Let h, k > 0 and u, v ∈ Σ k+h+2 satisfy u
Such an n always exists and is unique up to the period 2 k+h+2 .
Proof. Without loss of generality, we can assume that u = u
Since the first coordinates of a word and its inverse are identical and, by assumption, u h+2 = v h+2 , it follows that w 1 = 1 and n is the desired iteration. It can be shown similarly that m does not satisfy our assumptions. If u h+2 = v h+2 , then n does not meet assumptions, but m does it so. In this case, m is the desired iteration. The inverse element is unique in a group, therefore n, m < 2 k+h+2 are unique as well.
It remains to show that the distance is maximal. From Lemma 3, the words u, v are 2 k+h+2 periodic, therefore, without loss of generality, we can assume that u = 0 h 11a, a ∈ Σ k , and v = 0 k+h+2 . From Lemma 7, the distance changes only after m·2 h iterations where m ≥ 1, i.e. iterations u+n and v+n are such that n·10 
This is the only option where it is not that easy to see that the distance cannot increase. This iteration is such that I(0 k+h+2 ) maps into I(0
, where c i s satisfy
where q 0 = 0 and q i is 0 if
The distance of left points of resulting intervals is α
, the distance is the same. b) There is n ≥ 1 such that for all i < n : c i − b i = a i and c n − b n < a n . Therefore a n − (c n − b n ) ≥ 1 and
c) There is n ≥ 1 such that for all i < n : c i − b i = a i and c n − b n > a n . Therefore c n − b n = 1, a n = b n = 0, q n−1 = c n = 1 and n ≥ 2. Moreover, for i < n : c i = max{a i , b i } and a i · b i = 0. Thus, q i = 0 for all i < n, contrary to q n−1 = 1. The proof is finished, since no other case can occur.
From the previous lemma, whole trajectories of intervals I(u) and I(v) are r-close if and only if corresponding intervals I(0 k+h+2 ) and I(0 h 11w) are r-close.
The next lemma shows that if the approximation f k of f gets better, the ratio of pairs of words u, v such that (u, v) ≤ r and ∞ (u, v) > r to all pairs of words of the corresponding length cannot get much smaller. In fact, if such ratio for an approximation f k is c/2 2k , the ratio for some better approximation has to be at least c/2 2k+1 .
Lemma 12. Let k ≥ 1 and u, v ∈ Σ k be the words satisfying (u, v) ≤ r. Then for every m > 0 there is at least 2 m−1 (1 + 2 m ) pairs of wordsû,v ∈ Σ m such that (uû, vv) ≤ r. In addition, if
Proof. Without loss of generality, we may assume that u < v. Then (u, v) = κ(v)−κ(u). From (5), we have uû < vv for everyû,v ∈ Σ m and therefore
Clearly, there are γ(û) wordsv with the property thatv ≤û. Then, by (5), κ(v) ≤ κ(û) and, from the identity above, (uû, vv) ≤ (u, v) ≤ r. Therefore there are at least û∈Σ m γ(û)
The next lemma shows that if α > 1/3, then the pairs of words from the previous lemma always exist. Informally put, there are pairs of intervals which are r-close, but after a finite number of iterations they are r-distant.
Lemma
i.e. let intervals I(0 h+1 1 k−h−1 ) and I(0 h 10 k−h−1 ) be r-close, and I(0 k ) and
h , then from assumption, h > 0. In this case, let k satisfy
i.e. let intervals I(0 h 1 k−h ) and I(0 h−1 10 k−h ) be r-close. First, assume that r < α h − α k , i.e. intervals I(0 k ) and I(0
Let n be such that n · 10
Therefore, from Lemma 10, it is true that ∞ (u, v) > r, and u, v are those desired words.
Let i ≥ 1 and j ≥ 0, m ≥ 0 be such that i = 2 j · (2m + 1). Then we call the sequence (a i ) i∈N , given by a i = (1/α) j , the gap sequence. Let u ∈ Σ k and u = 1 k . Denote the gap between intervals I(u) and I(u ⊕ 1), that is the distance between the right point of I(u) and the left point of I(u⊕1), by b γ(u)|k . Since
h , the gap between I(u0) and I(u1) is α k (1 − 2α). The original gap between I(u) and I(u ⊕ 1) is a new gap between I(u1) and I((u ⊕ 1)0). Therefore b γ(u1)|k+1 = b γ(u)|k and b γ(u0)|k+1 = α k (1 − 2α). We have γ(u1) = 2 · γ(u) and γ(u0) = γ(u1) − 1.
It follows that for u, v ∈ Σ k where u ≤ v,
Let (a i ) be a gap sequence. Fix m > 0, 1 ≤ s < 2 m and h ≥ 0. Let s = 2 j (2i + 1) for some i, j ≤ 0. Since 2 m > 2 j (2i + 1), we know that 2 m−j ≥ 2i + 2. Thus 2 m−j−1 − i − 1 ≥ 0 and
Therefore a s = a h·2 m ±s .
Note that for all m > m > 0 and h > 0 there is h > 0 such that h · 2 m = h · 2 m , hence a s = a h1·2 m +h2·2 m+1 +h3·2 m+2 +...+hj ·2 m+j−1 ±s for all j ≥ 1 and h 1 , h 2 , . . . , h j ≥ 0. Put A(m, n) = m+n−1 i=m a i where (a i ) is a gap sequence. The following lemma states that the sum of the first n elements of gap sequence, i.e. A(1, n), is the smallest among all sums of n successive elements. Lemma 14. Let (a i ) be a gap sequence. Then for n, s > 0,
Proof. For every α, the ratio 1/α > 1. Hence a 2 k > a 2 l for every k > l.
Let n = 2 j (2m + 1). First, consider m = 0, i.e. n = 2 j for some j ≥ 0. If j = 0, the statement holds trivially, therefore assume that j ≥ 1. Then for some m ≥ 0 and h < 2 j ,
Let m be the maximal such integer. For every j, we have a 2 j +k1·2 j+1 = a 2 j , a 2 j+1 +k2·2 j+2 = a 2 j+1 , . . . , a 2 j+t−1 +kt·2 j+t = a 2 j+t−1 , . . . where k i ≥ 0. Hence a k·2 j ≥ a 2 j for all k ≥ 1. Then for every s > 0, there is 0 ≤ k < 2 j with the property that a s+k = a k·2 j ≥ a 2 j for some k ≥ 1.
It follows from the above that a 2 m ≥ a 2 j and A(2 m − h, 2 j ) ≥ A(1, 2 j ). Let m > 0 and j ≥ 0. There are unique integers 0 ≤ j = j 1 < j 2 < . . . < j k , k ≥ 2 satisfying n = 2 j k + 2
The lemma has now been proved.
From the previous lemma, we know which sums of parts of gap sequence are the smallest ones. The next lemma shows that the sum of short enough part of gap sequence, beginning with some power of two, is the biggest among all sums of equally long parts of sequence containing some multiple of this power.
Lemma 15. Let (a i ) be a gap sequence. Let m ≥ 0, s > m, t ≥ 0, 2 m < n ≤ 2 s and 0 ≤ h < 2 m , then
Proof. By (3), a 2 m +t·2 s −q1 = a 2 m −q1 and a t·2 s +q2 = a q2 for every 0 ≤ q 1 < 2 m and 0 < q 2 < 2 s . From assumptions, 1 ≤ n − h − 1 < 2 s . Therefore
Hence, we can conclude that t = 0. If h = 0, the proof is complete. Assume that h > 0, then
It remains to show that A(2 m − h, h) ≤ A(n − h, h). Since 0 < h < 2 m , the first sum is equal to A(1, h). Applying Lemma 14 we complete the proof.
For i > 1, denote by s i an integer satisfying 2 si < i ≤ 2 si+1 . We say that the zero-one matrix M of dimension 2 k × 2 k contains • patterns A 0 , B 0 , C 0 in the first row,
• patterns A 1 , B 1 , C 1 in the second row.
The next lemma shows that a distance matrix contains all the patterns. Their importance is accentuated because of radical simplifying an estimate of the ratio of r-close pairs of intervals to all interval pairs.
Proof. The patterns A 0 and A 1 follow from the definition of distance matrix and the geometry of I(u) with u ∈ Σ k on [0, 1]. Choose u ∈ Σ k and let s = s γ(u) , 1 ≤ m < k be as in the definition of patterns. For the patterns C 0 , C 1 , assume that γ(u) ≥ 2 m . Then:
. It is always true by Lemma 14.
. This case is analogous to the previous one.
Since 2 m ≤ 2 s < γ(u) ≤ 2 s+1 and n < 2 m , the inequality follows from Lemma 15 where n = γ(u), s = s + 1 and h = n.
and
Using definitions of patterns together with (12) we proved the lemma.
Correlation integrals and asymptotic determinisms of maps f α and f α,k
Let 1 ≤ ≤ ∞ and k > 0 be given. Then sup{|f
By Definition 2 and the definition of intervals (8),
Then, by (1), for all n > 0, k ≥ k, and x ∈ X k ,
Lemma 17. Let (M, ) be a metric space and g a map on M . Suppose that x is a periodic point with the period p. Then lim n→∞ C g (x, n, r) exists and is equal to
where µ x is a uniform measure with the support on the orbit of x.
Proof. By assumptions, (g
) for every i, j ≥ 0 and m 1 , m 2 ≥ 0. Every n ∈ N can be uniquely written as n = m n · p + q n where m n ≥ 0 and 0 ≤ q n < p. It follows that
The first statement follows after multiplying the inequality by 1/n 2 . Since µ x is uniform, and non-zero only on the orbit of x, we have
which is the same as C g (x, p, r).
Each f k is periodic on X k , hence lim n→∞ C f k (x, n, r) exists for every x ∈ X k and is equal to
. Left points of intervals I(u), here being u ∈ Σ k , form the orbit Orb f k (0). Using the distance matrix D k, (r) by the previous lemma we can compute the -correlation sum for x = 0.
Lemma 18. Let g be a continuous map on a metric space (M, ). Let x ∈ M be periodic under g. Then there is r 0 > 0 such that for every r < r 0 , n > 0 and every 1 ≤ ≤ ∞ the determinism DET g (x, n, r) equals 1.
Proof. Suppose that p is the period of x.
) ≤ r, we have j = q · p + i for some q ≥ 0. The statement follows from the definition of determinism.
Let (M, ) be a metric space and g : M → M be a continuous map. Recall that we say that a measure ν is g-ergodic if every subset A ⊂ M with the property g −1 (A) = A satisfies ν(A) = 0 or ν(M \ A) = 0. In addition, let ν be a probability measure, that is ν(M ) = 1.
The -correlation integral is defined by
and the -asymptotic determinism is defined by
and especially det
The -correlation integral has originally been defined in [GP83] as the limit of (C g (x, i, r)) i where x ∈ M . Definitions above follow from the results in [Pes93] and [PT95] and from Lemma 1. Later, ergodic measures will be fixed, therefore we can leave them from notation and write c g (r) instead of c g (ν, r). Similarly for determinisms. Define
The set function µ α,k is a measure. Similarly, set µ α to be a unique ergodic measure on [0, 1] with the support on the set X α , i.e. µ α (I α (u (k) )) = 1/2 k for all k > 0 and u (k) ∈ Σ k , and the measure of a measurable B ⊂ [0, 1] \ X α is zero.
Assume that the pair of I(0 k+h ) and I(u 1 ) is r-close, and I(0 k+h ) and I(u 1 ⊕ 1) are r-distant. Similarly, require that I(0 h−m+2 1 k+m−2 ) and I(u m ) are r-close, and I(0 h−m+2 1 k+m−2 ) and I(u m ⊕ 1) are r-distant. Then Then, the correlation integral is at least 1/2 2(k+h) × "the number of black dots in such a figure" and is less than or equal to 1/2 2(k+h) × "the number of black dots plus blue squares".
Note that the length of the above-mentioned interval covering c f k (r) need not converge to zero with k → ∞. However, there are special cases for which the interval is degenerate.
Obviously, the correlation integral as a function of radius r is non-decreasing. The next lemma shows a similar relation between correlation integrals for the map f and its approximations f k .
Lemma 20. Let g : N → [0, 1] be a function such that g(k) ≥ α k . For all 1 ≤ ≤ ∞ and large enough k,
Proof. We have to prove that
Denote the left point of I(u) by x u and the right one by y u . By definitions of measures,
The biggest distance of points from the intervals I(u) and I(v), where u ≤ v, is for x u and y v . Since the length of an interval is α k , we have (x u , y v ) = (x u , x v ) + α k . Similarly, points with the smallest distance are represented by the right lower corner of
and f × f (x, y) belong to the same square and
Since g(k) ≥ α k for every k and c f k is a non-decreasing function, the proof is complete.
Denote the smallest integer not less than x ∈ R by x . Let J ⊂ [0, 1] be a subinterval of length β. Then there are at most h J = β/α k + 1 words u ∈ Σ k such that I(u) ∩ J = ∅. Let h β be the maximal number of words u ∈ Σ k such that I(u) ∩ J = ∅ where J ⊂ [0, 1] is an interval of length β. Let u 1 < u 2 < . . . < u h β be these words. Clearly, h β ≤ h J and u i = u 1 ⊕ (i − 1).
/2 i exists and is equal to zero,
Proof. In the first row of D k (r + g(k)) there are at most 2 · h g(k) ones that are not in the first row of D k (r − g(k)). Therefore, from Corollary 11, there are at most 2
2 k . Now, let < ∞. We prove this case from more geometrical point of view motivated by [MS98] . Consider a picture of the square [0, 1] 2 together with 2 2k smaller squares I(u) × I(v) where
. Let the lines y = x + r and y = x − r be drawn in the picture. Each line intersects at most two squares in every column, that is
k . The function f k maps the picture on the same one and therefore
is an isometry. Hence for every x ∈ I(0 k + n)
(0)) ≤ r for every r > 0. Let µ k,x be the uniform ergodic measure on Orb f k (x), consequently µ k,x is positive on the f korbit of x. The measure µ k is uniform and positive on Orb f k (0). By (17),
Theorem 25. For all x ∈ [0, 1] and 1 ≤ ≤ ∞, the limits of (C fα (x, i, r)) i and (DET fα (x, i, r)) i exist. Moreover,
Proof. Let x ∈ ePer(f ). Since the beginnings of trajectories are not important for the limits, we can assume that x is periodic. From Lemma 8, f i k (x) = f i (x) for i ∈ Z and from Corollary 9, x ∈ X k . Then the latter statement follows from (18).
Now let x / ∈ ePer(f ). All such points are eventually periodic for every f k . Since all of measures µ k,z on these points are zero, we can ignore the beginning of the orbit. From (18),
which is periodic for all of f, f k−1 and f k . If x = 1, then f (x) = 0 and lim n→∞ C f (1, n, r) = lim n→∞ C f (0, n, r) = c f (r). Therefore we can assume that x = 1. Let k > 0 be large enough that there exists h ≥ 0 such that the iterations
and from (19),
for every large enough k. We finish the proof by using Lemma 21 where g(k) = 2 · α k−1 . In an interval J ⊂ [0, 1] of length α k−1 , there are at most three words u, u ⊕ 1, u ⊕ 2 ∈ Σ k satisfying J ∩ I(v) = ∅ where v ∈ {u, u ⊕ 1, u ⊕ 2}. Then h g(k) = 6 for each k and clearly 6/2 k → 0 as k → ∞. Using Lemma 21 and Lemma 20, we then actually have Lemma 27. For each r ∈ (0, 1),
Moreover, for r ≤ (1 − 2α)/α, the equality holds.
Proof. Let u ∈ Σ k be given. By an easy computation, γ(0u) = γ(u) and γ(1u)
By (3), we get
and c
Then, from the pattern A 0 and from (20), the distance (wu, w v) with w, w ∈ {0, 1}, is for α · r ≤ 1 − 2α less than or equal to α · r if and only if w = w and (u, v) ≤ r.
By Lemma 11, for computing c ∞ (r) ≥ g(j) = 2 k (2j − 2 k−s )/(2 k+1 j − j 2 ). A simple j-differentiation shows that g is an increasing function of j. For j = 2 k−s−1 + 2 k−s−2 + 1, the value g(j) > 1/3. Therefore det f ∞ (r) ≥ 1/3 for every α and every r.
Note that j = 2 k−s−1 + 2 k−s−2 is obtained at r ∈ [α s − α s+1 + α s+2 − α k , α s − α s+2 ). Obviously, the larger r, the larger c f k 1 (r). Since c f k ∞ remains the same, the asymptotic determinism in the infinite horizon decreases for r → α s − α s+2 . Similarly, j = 2 k−s−1 + 2 k−s−2 + 1 is obtained at r ∈ [α s −α s+2 , α s −α s+2 +α k−1 −α k ) and the determinism decreases for r → α s −α s+2 +α
) for every k. Using Lemma 21 we finish the proof that the determinism achieves its minimum at r = α s − α s+2 and its value is at least 1/3. Now, let h ≥ 0 and k > 0 be as in the proof of Lemma 13, moreover let u, v ∈ Σ k be the desired words from that lemma. Then det 
