We consider a version of the extended Clifford Group which is defined in terms of a finite Galois field in odd prime power dimension. We show that Neuhauser's result, that with the appropriate choice of phases the standard (or metaplectic) representation of the discrete symplectic group is faithful (as opposed to merely projective), also holds for the anti-unitary operators of the extended group. We also improve on Neuhauser's result by giving explicit formulae which enable one easily to calculate the (anti-)unitary corresponding to an arbitrary (anti-)symplectic matrix. We then go on to find the eigenvalues of an arbitrary (anti-)symplectic matrix. The fact that in prime power dimension the matrix elements belong to a field means that this can be done using the same techniques which are used to find the eigenvalues of a matrix defined over the reals-including the use of an extension field (the analogue of the complex numbers) when the eigenvalues are not in the base field. With the eigenvalues of the (anti-)symplectic matrix in hand it is straightforward to find the eigenvalues, the order and all roots of the corresponding (anti-)unitary. We then give an application of these results to SIC-POVMs (symmetric informationally complete positive operator valued measures). We show that in prime dimension our results can be used to find a natural basis for the eigenspace of the Zauner unitary in which SIC-fiducials are expected to lie. We go on to use the extension field to construct a parameterization of the displacement operators analagous to the one commonly employed in quantum optics, using the complex eigenvalues of the annihilation operator. Finally, we apply our results to the MUB cycling problem. Wootters and Sussman have shown that in every even prime power dimension there is a single Clifford unitary which cycles through a full set of MUBs (mutually unbiassed bases). We show that in odd prime power dimension d, although there is no Clifford unitary, there is a Clifford anti-unitary which cycles through the full set of Wootters-Fields MUBs if d = 3 (mod 4). Also, irrespective of whether d = 1 or 3 (mod 4), the Wootters-Fields MUBs split into two groups of (d + 1)/2 bases in such a way that there is a single Clifford unitary which cycles through each group separately. 
Introduction
Since its original introduction into the field of quantum information the Clifford group [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30] has found numerous applications. Our own interest in the group, and the extended Clifford Group [12, 28] of which it is a subgroup, is due to their role in the theory of mutually unbiassed bases (MUBs) [11, 18, 19, 21, 25, 26, 28, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63] and symmetric, informationally complete positive operator valued measures (SIC-POVMs) [12, 17, 23, 41, 45, 50, 51, 55, 59, 60, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80] . However, the results we derive along the way may be of wider interest.
We should remark at the outset that it is possible to identify at least three different (though closely related) mathematical constructs which commonly go by the name "Clifford group". We will clarify the precise sense in which we are using the term in Section 2 (see paragraph following Eq. (28)). For now we will confine ourselves to saying that we are concerned with a version of the Clifford group which is defined over a finite field [82] , and which therefore only exists in prime power dimension. There are some significant complications when the dimension is a power of 2, so in this paper we confine ourselves to the case of odd prime power dimension. We hope to treat the even prime power case in a subsequent paper.
In the first part of the paper (sections 2 to 5) we prove a number of general results concerning the Clifford and extended Clifford groups. In the second part we apply these results to a problem which arises in the theory of SIC-POVMs and to the MUB cycling problem. We also show how they can be used to construct an alternative parameterization of the displacement operators. In a subsequent paper we will use them to complete the proof that the minimum uncertainty states introduced by Wootters and Sussman [25, 26] and Appleby, Dang and Fuchs [77] exist in every prime power dimension.
The Clifford group is built out of two kinds of operator: displacement operators D u , labelled by vectors of the form
with components in the finite field F d (d being the Hilbert space dimension), and symplectic unitaries U F , labelled by 2 × 2 matrices of the form
with elements in F d and determinant = 1. The set of all such matrices constitutes the (discrete) symplectic group, SL(2, F d ). The symplectic unitaries permute the displacement operators according to the prescription
Explicit expressions for the operators D u and U F will be given below. The extended Clifford group is built out of the above operators together with anti-symplectic anti-unitaries U F , for which the matrix F has determinant = −1. We refer to the set of all 2 × 2 matrices with either sign of the determinant as the extended symplectic group ESL(2,
After reviewing what is already known on this subject in Section 2 we begin our analysis in Section 3 by showing that the phases of the operators U F can be chosen in such a way that the map F → U F (the metaplectic representation [4, 22] ) becomes a faithful representation of the group ESL(2, F d ), as opposed to one that is merely projective. In other words
for all F 1 , F 2 . The fact that this is possible for the group SL(2, F d ) was shown by Neuhauser [4] . We establish that the result extends to ESL(2, F d ). We also improve on Neuhauser's result by giving explicit formulae which enable one easily to calculate U F for any given matrix F . In fact we give two different sets of formulae for, in addition to giving explicit expressions for the matrix elements, we show (in Section 4) that U F can be simply expressed as a linear combination of displacement operators. We next (Section 5) consider the problem of finding the order of an arbitrary symplectic/anti-symplectic operator U F (i.e. the smallest positive integer m such that U m F = 1), its eigenvalues and eigenspaces, and its roots. To solve this problem we make essential use of the fact that F d is a field. This means that we can use exactly the same techniques to diagonalize a matrix
with elements ∈ F d that we would if its elements were real numbers. In particular we can use the trick of going to an extension field. If it should happen that the characteristic equation of a matrix over the reals has no real solutions, then we simply embed the reals in the field of complex numbers. Similarly here: if the matrix F has no eigenvalues in F d we can embed F d in the extension field F d 2 . Once one knows the eigenvalues, finding the order is a comparatively simple matter. We give explicit formulae which enable one easily to calculate the order of an arbitrary matrix F ∈ ESL(2, F d ). With these formulae in hand it is straightforward to calculate the order, eigenspaces and eigenvalues, and roots of the corresponding unitary/anti-unitary U F . In Section 6 we apply the methods developed in the previous sections to a problem which arises in theory of SIC-POVMs. Scott and Grassl's [80] recent exhaustive numerical investigation encourages the speculation that, in all dimensions, every Weyl-Heisenberg covariant SIC-fiducial is an eigenvector of a canonical order 3 Clifford unitary [12] . Generally speaking this unitary belongs to a different version of the Clifford group than the one considered here. However, if the dimension is prime (as opposed to a power > 1 of a prime) the two versions are the same, and the results obtained in this paper become applicable. We show how they can be used to find a natural basis for the eigenspace of the order 3 symplectic unitary in which SIC-fiducials are expected to lie.
In Section 7 we describe an alternative labelling of the displacement operators. In quantum optics it is usual to parameterise the (continuous variable) displacement operators with the complex variable
(where q, p are the quadratures). A similar construction can be carried through in the discrete case, using the extension field F d 2 instead of C. Taking the discrete logarithm we obtain an integer labelling of the displacement operators, which leads to a natural way of representing ESL(2, F d ) as a group of permutation matrices. This result is needed in Section 10, but it may be of some independent interest. Finally, in Sections 8 to 10 we consider the MUB-cycling problem. Wootters and Sussman [25, 26] have shown that in every dimension equal to a power of 2 there exists a single Clifford unitary which cycles through a full set of MUBs. We investigate the situation in odd prime power dimension. We show that in this case there is no single Clifford unitary which cycles through the full set of WoottersFields MUBs [33] (at least for the version of the Clifford group considered here-see below). However, if d = 3 (mod 4) there is a single anti-Clifford anti-unitary which cycles through them. Furthermore, it is possible, for all odd prime power d, to split the Wootters-Fields MUBs into two groups of (d + 1)/2 bases each in such a way that there is a single Clifford unitary which cycles through each group separately (we say that a unitary with this property is half-cycling). This leads to a natural labelling scheme for the MUBs, in which a cycling anti-unitary (when it exists) increases the integer index by 1 and a half-cycling unitary increases it by 2.
Wootters and Sussman [25] used the existence of cycling unitaries in even prime power dimension to prove the existence of minimum uncertainty states in all such dimensions. Sussman [26] subsequently extended the proof to an infinite subset of the prime power dimensions = 3 (mod 4). In a subsequent paper we will use the results obtained in Sections 8 to 10 of this paper to complete the proof, and to show that minimum uncertainty states exist in all prime power dimensions, without exception.
Preliminaries
We begin by reviewing some relevant definitions and known facts concerning Galoisian variants of the Clifford and extended Clifford groups [4, 5, 6, 9, 10, 11, 17, 19, 20, 22, 24, 25, 26, 28, 33, 38, 39, 42, 44, 47, 48, 50, 54, 56] . This will also allow us to clarify the relation between the version of the Clifford group considered in this paper and definitions used by other authors.
Let us begin by defining the Galoisian variant of the Weyl-Heisenberg group (or generalized Pauli group). The ordinary Weyl-Heisenberg group is defined by choosing an orthonormal basis |0 , |1 , . . . , |d − 1 in d-dimensional Hilbert space and then defining operators X and Z by
where
and addition of indices is mod d. If d is odd the Weyl-Heisenberg group is the group generated by these operators (in even dimension there is a slight complication-see, for example, ref. [12] ). In dimension d = p n , where p is a prime number and n is a positive integer, the Galoisian variant of the Weyl-Heisenberg group is defined similarly except that instead of labelling the orthonormal basis by the integers mod d one labels them by the elements of the finite field F d (for a summary account of the aspects of the theory of finite fields which are relevant here see, for example, Vourdas [20] , Pittenger and Rubin [38] or Klimov et al [54] ; for a more comprehensive treatment see, for example, Lidl and Niederreiter [82] ).
One then defines, for all x, u ∈ F d ,
where ω = e 2πi p (observe that ω is now a p th root of unity, not a d th root of unity as in the case of the ordinary variant), and where tr : F d → Z p is the field theoretic trace defined by
(making the natural identification of Z p , the integers modulo p, with the set {z ∈ F d : z p = z}). Notice that if n > 1 we cannot write X u = X u , Z u = Z u because it does, in general, make no sense to raise a Hilbert space operator to the power of an element of a finite field. However if n = 1 we can identify F d with Z p , which means we can make these replacements, and the Galoisian variant of the Weyl-Heisenberg group becomes identical with the ordinary variant.
Next, for each vector
where τ = ω p+1 2 . Note that τ 2 = ω and that τ , like ω, is a p th root of unity. We have, as an immediate consequence of this definition,
and
where u, v is the symplectic form
It follows that
for every integer k and all u ∈ F d . In particular
So the displacement operators are all order p (apart from D 0 ). It can be seen from the above that the set of operators {ω
, which is what we are calling the Galoisian variant of the WeylHeisenberg group, and which we will denote W d .
Many authors define W d in a way that may look, on the face of it, rather different, as a tensor product of n copies of the ordinary variant of the Weyl-Heisenberg group in dimension p (the "many-particle" definition, in Gross's [17, 22, 27, 81] terminology). To see that this definition is in fact equivalent to ours let e r be any basis for the field F d , and letē r be the dual basis. So tr(e rēs ) = δ r,s (18) for all r, s. For arbitrary x ∈ F d let x r = tr(xē r ) (respectivelyx r = tr(xe r )) be its expansion coefficients relative to the basis e r (respectivelyē r ). So
x r e r = 
for all u (where u 1r = tr(u 1ēr ),ū 2r = tr(u 2 e r )). This defines an isomorphism of the groups W p ⊗ · · · ⊗ W p and W d . Note, however, that it is not a natural isomorphism (because there are many pairs of dual bases for the field F d ).
These definitions (the one we gave earlier, and the one which consists in identifying W d with the tensor product W p ⊗ · · · ⊗ W p ) both have their advantages. The tensor product definition is, perhaps, the more natural of the two in a situation such as occurs when one has a register consisting of n different p-dits. In a situation like that the tensor product structure reflects the actual physics. Also the tensor product definition may be found attractive because it makes no reference to the mathematics of Galois fields, which is unfamiliar to many physicists. However, those advantages partly disappear if one is interested in a single qudit which doesn't naturally split into a product of n different p-dits. In that case the imposition of an (arbitrary) tensor product structure introduces a needless complication. Moreover, even in a situation where the system of interest does in fact consist of n distinct p-dimensional subsystems one might want to make use of the properties of Galois fields. In a case like that, given that one is going to have to introduce them eventually, it would seem to make sense to introduce Galois fields right at the outset, in the definition itself. In this paper we are going to make very heavy use of Galois fields. We consequently prefer our definition.
Let us now turn to the definition of the Galoisian variant of the Clifford group. Here again we have a choice between two alternative definitions. However, whereas in the case of W d it is essentially a matter of taste which definition one prefers, here the choice is substantive in that the groups defined are non-isomorphic. Let us begin with what we will call the unrestricted (Galoisian) Clifford group, C d . This is the set of unitaries U which reshuffle and re-phase the displacement operators, according to the prescription
for all u and suitable U -dependent functions f, g. Since D p u = 1 for all u the phase e ig(p) must be a p th root of unity. So we must in fact have (25) for all u, v. So the function f must have the property
In particular
for all m ∈ Z p . We will refer to a function with this property as p-linear.
We define the restricted (Galoisian) Clifford group C r d to be the subgroup of C d comprising those unitaries which satisfy the additional requirement that f be, not merely p-linear, but d-linear in the sense
for all x ∈ F d . Some authors (for example Cormick et al [21] ) use the term "Clifford Group" to mean C d ; others (for example Vourdas [24] ) use it to mean C r d . Gross [17, 22, 27, 81] has proposed to resolve the ambiguity by referring to C d as the "many-particle" Clifford group, and to C r d as the "single-particle" Clifford group. We have not adopted Gross's terminology ourselves because it seems to us that the mathematical distinction between the groups C d and C r d has nothing specially to do with the distinction between composite and non-composite physical systems. Suppose we have a non-composite physical system, and suppose we adopt the "single-particle" definition (in Gross's terminology) of W d , as represented by Eqs. (9) and (10) . Then we will still be faced with the fact that the normalizer of
is no less relevant to single-particle systems than it is to many-particle ones. The reason is that the distinction between p-linearity and d-linearity does not depend on the assumption of a tensor product structure. It therefore seems to us that our terminology, referring to C d as the unrestricted group and to C r d as the restricted group, is more appropriate.
In this paper we will focus on the restricted group, C r d . This is not because we consider C r d to be of greater physical and/or mathematical importance than C d . Nor is it because we are more interested in single-particle systems than manyparticle ones. It is just that the d-linear transformations of C r d have a number of nice properties which make them worthy of separate investigation. In particular, they have all the properties needed to prove the existence of minimum uncertainty states in every odd prime power dimension (which was the problem that originally motivated this research). We have therefore chosen to focus on C r d in this paper, and to defer a discussion of C d to what we hope will be another, subsequent paper.
If it is assumed that f is d-linear Eq. (25) implies (a) The function f is of the form
where F ∈ SL(2, F d )-i.e. is a 2 × 2 matrix
with entries in F d and such that det F = 1. (b) The function g is of the form
for some fixed vector χ ∈ (F d ) 2 .
We refer to the matrices in SL(2, F d ) as symplectic matrices. Let us sketch the proof of these statements. It is easily seen that F u,
(mod p). Interchanging u and v we also have
(mod p). It follows that det F = 1. Setting det F = 1 in Eq. (32) we deduce that h is p-linear. In terms of the dual bases introduced earlier we have
where u jr = tr(u jēr ). So if we define
h (e r , 0) ē r (35) it follows from the p-linearity of h that
This establishes that for every U ∈ C r d there is a matrix F ∈ SL(2,
for all u. The converse is also true: for each F and χ there is a corresponding
(in Section 3 we will give an explicit formula for U F ). So the unitary U = U F D χ will transform the displacement operators according to the prescription of Eq. (37 
The properties of the displacement operators are easily understood, so in the remainder of this paper most of the work will go into understanding the properties of the symplectic unitaries U F .
It is also interesting, and for our purposes important, to consider anti-unitary operators U with the property
for all u and suitable functions f , g. As before the fact that D p u = 1 means that e ig(u) must be a p th root of unity. So we must have
We will refer to such operators as anti-Clifford anti-unitaries. The group which consists of the Clifford unitaries ∈ C d together with the anti-Clifford anti-unitaries just defined we will call the extended (Galoisian) Clifford group E d . The description of E d parallels the discussion in Section 4 of ref. [12] . Let J be the matrix
(so det J = −1) and let U J be the anti-unitary which acts by complex conjugation in the standard basis:
Then it is easily seen that
for all u. Now consider the unitary operator V = U U J . We have
In this paper we will be concerned, not with the full group E d , but with the subgroup
We accordingly define ESL(2, F d ) to be the group consisting of all 2 × 2 matrices with entries in F d and determinant = ±1. We refer to the matrices in ESL(2, F d ) with determinant = −1 as anti-symplectic matrices. If det F = 1 let U F be the unitary defined earlier, while if det F = −1 let it be the anti-unitary
Then it is easily seen that E r d consists of all operators of the form
2 and e iθ an arbitrary phase. If det F = 1 then U is a Clifford unitary; if det F = −1 then it is an anti-Clifford anti-unitary. In either case
for all u.
for all u. It follows from the irreducibility of the standard representation of W d and Schur's lemma that
for some phase e iθ , meaning that the map F → U F is a projective representation of the group ESL(2, F d ) (the metaplectic representation [4, 22] ). In this section we show that it is possible to choose the phases of the operators U F in such a way that the representation becomes, not merely projective, but faithful, so that
for all F 1 , F 2 . The fact that this is possible for the unitaries corresponding to the elements of SL(2, F d ) has been shown by Neuhauser [4] . We improve on his result by (a) showing that it extends to the whole of the group ESL(2, 
Let Q (respectively N ) denote the set of quadratic residues (respectively nonquadratic residues) of F d :
Clearly x ∈ Q (respectively x ∈ N ) if and only if log θ x is even (respectively odd). Consequently Q and N each contain exactly
and let l p (z) be the quadratic character of Z p (i.e. the Legendre symbol z p ). Note that l, like l p , is multiplicative: l(xy) = l(x)l(y) for all x, y ∈ F * d . We then have the following result
Proof. Define
Then ǫ p = ǫ, implying that ǫ ∈ Z p . Moreover ǫ r = 1 if and only if r = 0 (mod p − 1), implying that ǫ has multiplicative order p − 1. So ǫ is a primitive element for Z p . By construction
for all z ∈ Z * p . If n is even then (1 + p + · · · + p n−1 ) is even, implying that log θ z is even for all z ∈ Z * p . Consequently l(z) = 1 for all z ∈ Z * p . If, on the other hand, n is odd then (1 + p + · · · + p n−1 ) is odd, implying that log θ z is even if and only if log ǫ z is even. Consequently
It is also convenient to define the quantitỹ
It has the property
Proof. Suppose d is an even power of p. Then it follows from Lemma 1 that
. Moreover, the fact that n and p + 3 are both even means that i
is real. The claim is now immediate. Suppose, on the other hand, that d is an odd power of p. Then in view of Lemma 1 and a standard result of number theory (see, for example, Hardy and Wright [83] ) we have
The claim now follows.
We will also need the following Gaussian sum formula
Remark. The fact that we work in terms of τ rather than ω means that we can give a single formula which covers both the cases p = ±1 (mod 4).
Proof. Using Theorem 5.15 in Lidl and Niederreiter [82] in conjunction with the fact that x∈F d ω tr(x) = 0 we find 
Suppose, now, that n is even. Then it follows from Lemma 1 that l(a/2) = l(a). Moreoverl
Consequently
irrespective of the value of p. Suppose, on the other hand, that n is odd. Then it follows from Lemma 1 and a standard result of number theory (see, for example, Hardy and Wright [83] ) that
So
Comparing with the definition ofl(a) we again find
irrespective of the value of p. Finally, if b = 0, we have
We are now ready to establish the main result of this section. Let
be any matrix ∈ ESL(2,
If, on the other hand, det F = −1 define
where U F J is the unitary defined by Eq. (76), J is the anti-symplectic defined by Eq. (42) , and U J is the anti-unitary defined by Eq. (43) (note that det(F J) = 1, so this definition makes sense). We have
Proof. Suppose, first of all, that det F = 1 and β = 0. Then
which establishes Eq. (78) for this case. Setting u = 0 we also see that U F is unitary. Suppose, next, that det F = 1 and β = 0. Then
which establishes Eq. (78) and the fact that U F is unitary for this case also. It remains to consider the case when det F = −1. We have
In view of the foregoing it follows that
We now turn to the proof that the representation is faithful. Let
be two matrices ∈ ESL(2, F d ), and let
be the product F 1 F 2 .
To start with suppose that det F 1 = det F 2 = 1. There are four cases to consider
The proof is similar to that of Case 2.
2 ) |x y|
It follows from Lemma 3 that
To evaluate this expression observe that if β = 0
from which it is easily seen that
Also, in view of Lemma 2,
Substituting these expressions into Eq. (94) we deduce
Suppose, on the other hand, that β = 0. Then Eq. (92) becomes
To evaluate this expression observe that
Substituting these expressions into Eq. (100) we deduce
We now turn to the case when either or both of F 1 , F 2 is an anti-symplectic matrix. It is readily verified that for all F ∈ ESL(2, F d )
Now let F 1 be symplectic and F 2 anti-symplectic. Then in view of the foregoing
It then follows from this and Eq. (106) that if F 1 is anti-symplectic
for all F 2 , symplectic or anti-symplectic. Finally, we note that Eq. (80) is an immediate consequence of Eq. (79) and the fact that the U F are all unitary/ antiunitary.
Expressing the U F in Terms of the D u
In the last section we gave explicit expressions for the matrix elements of the operators U F in the standard basis. However, it is sometimes useful to express them instead as linear combinations of the D u . The fact that this is possible is an immediate consequence of the fact that
which shows that, relative to the Hilbert-Schmidt inner-product A, B = Tr(A † B), the operators
D u are an orthonormal basis for the space of linear operators on ddimensional Hilbert space (note that we use the symbol Tr for the ordinary matrix trace, and tr for the field-theoretic trace). The following theorem gives the relevant formulae.
We also have
Proof. Suppose that β = 0. Then it follows from the definitions of
2 ) δ u1,0 t = 2 and γ = 0 dδ u,0 t = 2 and γ = 0
where we used Lemma 3 in the last line. Suppose, on the other hand, that β = 0. Then
2 )−2u2y+u1u2 δ x,y−u1
where we again used Lemma 3. Statements (c) and (d) of the theorem are special cases of these formulae (since D 0 = 1). Statements (a) and (b) are immediate consequences of them and the fact
Eigenvalues and Orders of the (anti-)Symplectic Matrices
We now turn to the problem of calculating the eigenvalues and order of an arbitrary symplectic/anti-symplectic matrix
Once these are known it is straightforward to find the order, the eigenvalues and eigenspaces and the roots of the corresponding unitary/anti-unitary U F . Let t = α + δ be the trace (in the ordinary matrix sense) of F , and let ∆ be its determinant. We say that F is (1) type 1 if
Suppose, to begin with, that F is type 1. Then F is conjugate to the matrix [23, 28, 84, 85] 
This matrix is diagonalizable. In fact
So the equation det(F − λI) = 0 has the two solutions
This means we can write
where r = log θ λ + . The fact that (∆θ 
If ∆ = 1 we immediately deduce that We can write this formula more compactly if we observe
from which it follows
Let us note that for all r in the interval 0 ≤ r < d − 1 the matrix
is a well-defined element of ESL(2, F d ). However, for some values of r the matrix is type 3 and not diagonalizable. It is easily seen that the values of r for whichF is a type 1 matrix with eigenvalues θ r , ∆θ −r are In particular the maximum order of a type 1 matrix is d − 1, the maximum being achieved by (for example) matrices for which t = θ + ∆θ −1 . Suppose, next, that F is type 2. Then F is again conjugate to the matrix [23, 28, 84, 85] 
However the fact that the discriminant t 2 − 4∆ ∈ N means that the equation
has no solutions in the field F d . We can deal with this problem in the same way that we would if we had a matrix defined over the reals whose characteristic equation had a negative discriminant: namely, we can go to a suitable extension field, in this case F d 2 . Letθ be a primitive element for F d 2 . We make the identification
thus consists of all powers ofθ d+1 . It follows thatθ d+1 is a primitive element for F d which, without loss of generality, we can identify with θ.
To define the square root of an arbitrary element x ∈ N observe that x =θ
for some odd integer k. So if we define
we will have
Observe that, sinceθ
Now let
be the solutions of Eq. (139). Using the fact that (x±y)
In view of Eq. (141) and the fact that
for some integer k. Since λ + λ − = ∆, and taking account of the fact thatθ
for some integer r which is in the range 1 ≤ r < 2(d + 1), and which is even if ∆ = 1 and odd if ∆ = −1.
Since t 2 − 4∆ = 0 the eigenvalues are distinct and so the matrix
is a well-defined element of ESL(2, 
It follows from this that every symplectic matrix has order ≤ d + 1, and every anti-symplectic matrix has order ≤ 2d + 2. Let us note that there exist both symplectic and anti-symplectic matrices which achieve these upper bounds. This is a consequence of the more general fact that for every value of r in the interval 1 ≤ r < 2(d + 1) there is a matrix F ∈ ESL(2, F d ) with eigenvalues η r , (−1) r η −r . To prove this observe
(since η dr = (−1) r η −r ), implying that η r + (−1) r η −r ∈ F d . So the matrix
is in ESL(2, F d ) and has eigenvalues η r , (−1) r η −r . In particular
is a symplectic matrix having the maximum order d + 1 and
is an anti-symplectic matrix having the maximum order 2(d + 1).
It remains to consider type 3 matrices. A type 3 matrix is not diagonalizable except in the trivial case when F = ±I. We have the further complication that the conjugacy class of a type 3 matrix
depends, not only on the values of t and ∆, but also on the values of β and γ. Finally, we need to consider the cases d = 1 (mod 4) and d = 3 (mod 4) separately.
Using the results in ref. [28] we give in Table 1 a representative for each of the 12 conjugacy classes when d = 1 (mod 4), while in Table 2 we give a representative for each of the 4 conjugacy classes when d = 3 (mod 4). The last column in each table gives the order of the matrices in the corresponding conjugacy class, calculated using the formula
We have thus proved Theorem 6. Let F be any element of ESL(2, F d ). Let t be the trace of F (in the ordinary matrix sense) and let ∆ be the determinant. Then
Then the order of F is given by
where [u, v] denotes the greatest common divisor of u and v. The allowed values of r are
In particular the maximum order of a type 1 matrix is d − 1, the maximum being achieved by (for example) symplectic matrices for which t = θ + θ
and anti-symplectic matrices for which t = θ − θ −1 . (2) If F is type 2 letθ be a primitive element of F d 2 and let η =θ
Every value of r in the interval 1 ≤ r < 2(d + 1) is possible. r is even for symplectic and odd for anti-symplectic matrices. So the maximum order of a type 2 symplectic matrix is d + 1, the maximum being achieved by (for example) matrices for which t = η 2 + η 2d , while the maximum order for a type 2 anti-symplectic matrix is 2(d + 1), the maximum being achieved by (for example) matrices for which t = η + η d . (3) If F is type 3 the order is as tabulated in Table 1 (if d = 1 (mod 4)) or Table 2 (if d = 3 (mod 4)).
∆ t β, γ representative order Table 1 . Orders of Type 3 matrices when d = 1 (mod 4). Here ν is any fixed element of N , and i is one of the two solutions to the equation x 2 = −1 (so i does not have its usual meaning-for instance if d = 5 then i = 2 or 4). Note, also, that it is not possible for β ∈ Q and γ ∈ N , or for β ∈ N and γ ∈ Q. For more details see ref. [28] .
With these results in hand it is straightforward to find the order, eigenvalues and eigenspaces and roots of the unitary/anti-unitary U F corresponding to an arbitrary ∆ t β, γ representative order 
The dimension of the eigenspace (possibly zero) is Tr(P r ). Finally, suppose we want to find the s th roots of U F : i.e. the set of (anti)-symplectic unitaries U G (possibly empty) such that U s G = U F . Clearly U G has this property if and only if G s = F . Suppose, for the sake of definiteness, that F is type 1, so that
for some S, r. Then G is an s th root if and only if
for some t, ∆ such that st = r ( mod d − 1) and ∆ s = det F . The problem of finding the roots of a type 2 or 3 matrix is equally straightforward.
SIC-POVMs
The results in the last section are potentially relevant to the problem of constructing SIC-POVMs (symmetric informationally complete positive operator valued measures) in prime dimension. Every known [80] SIC-POVM which is covariant under the Weyl-Heisenberg group can be constructed from a fiducial vector which is an eigenvector of a symplectic unitary U F for which Tr(F ) = −1 (mod d). It is therefore of some interest to find a natural basis for the appropriate eigenspace. The results in the last section enable us to do that in every odd prime dimension (since if d is prime the Galoisian variant of the Weyl-Heisenberg Group considered in this paper coincides with the ordinary variant).
Throughout this section it will be assumed without comment that d is prime number ≥ 5 (our analysis does not apply to the case d = 3) . If t = Tr(F ) = −1 and F is symplectic then t 2 − 4∆ = −3. It is a standard result that −3 ∈ Q (respectively −3 ∈ N ) if d = 1 (mod 6) (respectively d = 5 (mod 6)) (see, for example, Hardy and Wright [83] ). So F is type 1 if d = 1 (mod 6) and type 2 if d = 5 (mod 6).
Consider first the case d = 6m + 1 = 1 (mod 6). Without loss of generality we can take F to be the matrix
where σ = e πi 3m and r = 0, 1, . . . , 6m − 1. Also define
Then it is readily confirmed
for r = 0, 1, . . . , d − 2, and
for r = 0, 1, . . . , 6m − 1 (where λ = e 2πi 3 ), and
It appears from Scott and Grassl's exhaustive numerical investigation [80] that the fiducial lies in the eigenspace of highest dimension, which is the one with eigenvalue 1 spanned by the 2m + 1 vectors |ψ ′ 0 , |ψ 0 , |ψ 3 , . . . , |ψ 6m−3 . Now consider the case d = 6m − 1 = 5 (mod 6). Without loss of generality we can take F to be the matrix
(the Zauner matrix [65] ). This is a type 2 matrix, and therefore not diagonalizable. However, we can still use the techniques described in the last section to find an order 6m symplectic matrix G such that F = G 2m . It will turn out that the eigenvalues of the unitary U G are all non-degenerate, which means that it provides us with a natural basis for the subspace in which the fiducial is hypothesized to lie. To see this observe
So if we define
the matrix G will have the desired property F = G 2m . Note that we can use the same trick to calculate an arbitrary power of G:
Note also that, for all r,
. So even though it is defined in terms of the quantity η, which lies outside the field F d , γ r itself lies in the field F d . Finally, it should be observed that the matrix G is not unique. In fact if k is any integer relatively prime to d 2 − 1 thenθ k is also a primitive element of F d 2 . So η in the above formulae can be replaced with η k , for any such k. For the convenience of the reader one possible choice of the matrix G is listed in Table 3 for each of the first 18 primes = 5 (mod 6). Now consider the unitary U G . Since U G is order d + 1 its eigenvalues are powers of σ = e πi 3m . The projector onto the eigenspace of U G with eigenvalue σ r is
To find the dimensions of the eigenspaces we need to calculate Tr(U s G ) = Tr(U G s ). This can be done using Theorem 5. Let t s = Tr(G s ). We have
So t s = 2 if and only if s = 0 (mod 6m). Also Table 3 . One possible choice for the matrix G for each of the first 18 prime dimensions = 5 (mod 6). Note that other choices are possible.
(since η ds = (−1)
for all s = 0 (mod 6m). We also have γ s = 0 if and only if s = 0 (mod 3m). So it follows from Theorem 5 that
if s = 0 (mod 3m). It is easily seen that
Taking into account the standard result [83] l(−1) = (−1)
we deduce that Eq. (188) continues to hold when s = 3m. Consequently
So the eigenspaces are all one dimensional, with the exception of the eigenspace corresponding to r = 3m which is zero dimensional. Let |ψ r be the normalized eigenvector corresponding to the eigenvalue σ r (notice that |ψ r can be calculated, up to a phase, from the explicit formula we have given for P r ). We have U F |ψ r = λ r |ψ r , where λ = σ 2m = e 2πi 3 . Let S k be the eigenspace of U F with eigenvalue λ k . Then bases and dimensions of these subspaces are as in Table 4 . Scott and Grassl's exhaustive numerical investigation [80] suggests that fiducial vectors always exist in S 1 and S 2 , and that if m = 0 (mod 3) they also exist in S 0 . subspace basis dimension
S 2 |ψ 2 , |ψ 5 , . . . , |ψ 6m−1 2m Table 4 .
Representing the F Matrices as Permutation Matrices
The matrices F ∈ ESL(2, F) permute the vectors u ∈ (F d ) 2 which label the displacement operators. For many purposes it would be convenient if we could label the vectors by an integer r, so that F acts according to the rule F : u r → u f (r) for some function f acting on the index (it will, for instance, be convenient in Section 10). Of course one could assign the integer label arbitrarily. However, one would like to find a natural way of doing it, such that the function f takes a simple form for every F ∈ ESL(2, F d ).
We can achieve this by borrowing an idea from quantum optics. In the analysis of continuous variable systems it is often convenient to replace the two quadratures q, p with the single complex variable
One can obtain a discrete analogue of this by letting the extension field F d 2 play the role of C. We accordingly define, for each u ∈ (F d ) 2 ,
(one is free to use any basis for F d 2 in this definition; we choose the basis {η −1 , 1} because that will prove convenient in Section 10). The map u → x(u) is easily seen to be a bijection of (
This suggests that we define
("e" for "extension field labelling"). We then have
for all x, x ′ ∈ F d 2 , where
Let us now consider the action of an arbitrary symplectic/anti-symplectic matrix
It is readily verified that
for all x, where
It is worth examining the map defined by Eqs. (200), (201) in a little more detail.
In the first place observe that it is defined for all matrices F (including the singular ones), and not just for the matrices ∈ ESL(2, F d ). Furthermore, it is invertible, with inverse
It is thus a bijection of the set of all 2 × 2 matrices over F d onto the set of all pairs ∈ (F d 2 ) 2 . It obviously preserves the additive structure. Moreover, if we equip
it also preserves the multiplicative structure (it is a ring isomorphism, in other words). Observe, further, that if F is any 2 × 2 matrix over F d , and if (a, b) is the corresponding element of (
So we can identify ESL(2, F d ) with the set
equipped with the above product rule.
We are now ready to address the problem with which we started. For each 0 ≤ r ≤ d 2 − 2 define
(we define it like this, with a negative exponent ofθ, with a view to later convenience). We then have
So this gives us a natural way to represent ESL(2, F d ) as a group of permutation matrices. Note that the zero vector is excluded from the labelling scheme; however this does not matter because 0 is invariant under the action of ESL(2, F d ).
Finally observe that if
So A is represented by a shift operator. This is a consequence of choosing the basis {η −1 , 1} in Eq. (193) . With a different choice of basis for F d 2 one can arrange that any other order 2(d + 1) anti-symplectic becomes a shift operator.
The MUB Cycling Problem: Preliminaries
Wootters and Sussman [25] have shown that if d is a power of 2 there exists a Clifford unitary which cycles through a full set of mutually unbiassed bases (MUBs). In the next two sections we address the problem of generalizing their result to the case when d is an odd prime power dimension.
Let us stress that, throughout the remainder of this paper, we use such phrases as "the full set of MUBs" to mean "the full set of MUBs generated by acting on the standard basis with elements of the group E r d " (which, as we will see, is just the set of MUBs orignally described by Wootters and Fields [33] ). It is possible to generate other MUBs by acting with the larger group E d . Also there is, of course, the possibility that there exist full sets of MUBs which are not covariant with respect to any version of the Clifford group.
We will show: (1) There is no Clifford unitary which cycles through all the MUBs for any d. Let us stress once again that we are confining ourselves to the unitaries/antiunitaries ∈ E r d . As Gross and Chaturvedi [86] have observed the considerations which follow are not sufficient to exclude the possibility that there exist unitaries or (when d = 1 (mod 4)) anti-unitaries ∈ E d which cycle through all the MUBs (except, of course, in prime dimension when the restricted and unrestricted groups are identical).
In a subsequent paper this result will be used to show that minimum uncertainty states [25, 26, 77] exist in every odd prime power dimension, thereby extending Wootters and Sussman's result [25, 26] , that such states exist in every even prime power dimension, and in a certain infinite class of dimensions = 3 (mod 4).
The purpose of this section is to fix notation, and to derive a formula which describes how an arbitrary matrix F ∈ ESL(2, F d ) moves us between the different MUBs. In the next section we will prove our main result. 
and allow µ to vary over the set F d ∪ {∞}, this will give us a full set of d + 1 MUBs. The reader will easily perceive that, modulo some differences in the phase and labelling conventions, these are the MUBs originally described by Wootters and Fields [33] . Let us now consider the action of the extended Clifford group operators. For the displacement operators we have
Turning to the case of the symplectic and anti-symplectic operators let
be any element of ESL(2, F d ), and let ∆ = det F . Then
In particular the Wootters-Fields MUBs are the only MUBs which can be got by acting on the standard basis with the unitaries/anti-unitaries ∈ E r d .
The MUB Cycling Problem: Main Results
We are now ready to prove our main results. The matrix H µ is order p if µ = ∞, and order 4 if µ = ∞. So if one wants to generate all the MUBs by acting on the standard basis with powers of the operators U Hµ one needs to use a minimum of p n−1 + 1 different operators. We will now show that it is possible to generate them using a much smaller number of operators. Specifically, we will show that in every odd prime power dimension it is possible to generate every MUB by acting on two distinguished bases with powers of a single unitary operator, and that if d = 3 (mod 4) one can generate every MUB by acting on any single basis with powers of a single anti-unitary operator.
It can be seen from Eq. (216) that the displacement operators simply permute the vectors within a basis. So if one is interested in finding operators which cycle through the largest possible number of different bases one may confine oneself to the symplectic unitaries and anti-symplectic anti-unitaries.
It follows from Eq. (219) that, for any F ∈ ESL(2, F d ),
for suitable functions θ F , f F , g F . We will say that F is a cycling matrix if one gets the complete set of MUBs by acting on any single MUB with powers of U F . Let us begin by observing that if F is a cycling matrix, then so is every conjugate of F . In fact suppose that F is cycling, and suppose F ′ = SF S −1 for some S ∈ ESL(2, F d ). The fact that F is cycling means that, for all µ, f 
Since c F divides the order of F , and since the order of every type 1 matrix is ≤ d − 1, we can immediately conclude that no type 1 matrix is a cycling matrix. It is also easily from Tables 1 and 2 together with Eq. (158) that c F = 1 or p for every type 3 matrix. So if cycling matrices exist they have to be type 2. Every type 2 matrix is conjugate to a power of the anti-symplectic matrix
It is easily seen that if A r is a cycling matrix then so is A. We conclude that cycling matrices exist if and only if A is a cycling matrix.
To calculate c A we use the fact
(where we have used the fact that 
for some k. Suppose that d = 4u + 1 for some u. Then Eq. (228) becomes
Since u and 2u + 1 are relatively prime we conclude that c A = 
Since 2u + 1 and 4(u + 1) are relatively prime we conclude c A = d + 1. So A is a cycling matrix. Finally, note that if A is a cycling matrix then A r is also a cycling matrix if and only if r and d + 1 are relatively prime. In particular, the fact that d + 1 is even means that even powers of A are never cycling matrices. So there are no symplectic cycling matrices.
We have thus proved At this point let us stress once again the point we made earlier, that we are only considering the operators in E r d . As Gross and Chaturvedi [86] have observed, the above considerations do not exclude the possibility that for some or all values of d there is a cycling unitary ∈ C d ; or that for some or all values of d = 1 (mod 4) there is a cycling anti-unitary ∈ E d .
We now turn our attention to what, in the absence of a cycling matrix, might be considered the "next best thing": namely, a matrix F with the property that the MUBs split into two groups of d+1 2 , in such a way that U F cycles through each group separately. We will refer to such matrices as half-cycling matrices. As with cycling matrices, if F is half-cycling, then so is every conjugate of F .
For given F and µ define m F (µ) to be the smallest positive integer m such that f m F (µ) = µ. Clearly F is a half-cycling matrix if and only if m F (µ) = d+1 2 for all µ. Since m F (µ) is a factor of ord(F ) for all µ no type 1 matrix can be a half-cycling matrix. Since m F (0) = 1 or p for all type 3 matrices no type 3 matrix can be a half-cycling matrix. So, as with cycling matrices, if half-cycling matrices exist at all they must be type 2. It follows that every half-cycling matrix must be conjugate to a power of the matrix A defined in Eq. (222).
To show that A r is a half-cycling matrix it is enough to show that m A r (µ) = d+1 2 for more than half the possible values of µ. So in the following we will assume that
for some θ, k. Equivalently
Referring to Eq. (76) we see that this implies
This is a quadratic equation in µ with discriminant
If the equation has solutions in F d the discriminant must ∈ Q ∪ {0}, implying
which means that η
or
Suppose, now, that d = 1 (mod 4). Then Eq. (238) reads 
We have thus shown that a necessary condition for f m A r (µ) = µ is that mr is a multiple of d+1 2 . But it is readily verified that
for all µ. So the condition is not only necessary but also sufficient. It follows that, for all µ = ∞,
In particular, A r is a half-cycling matrix if and only if r is relatively prime to 
So a necessary condition for f m A r (µ) = µ is that mr is a multiple of d + 1. But it is readily verified that
irrespective of the value of µ. So the condition is also sufficient. It follows that, for all µ = ∞,
In particular, A r is a half-cycling matrix if and only if r is an even integer such that r 2 is relatively prime to 
Alternative Labelling Scheme
If we label the MUBs in the way we have been doing so far, in terms of the parameter µ, the cycling structure described in the last section is not very obvious. We would like to construct a labelling scheme which makes it more explicit. This is, in essence, an easy problem to solve: all we have to do is choose an order 2(d + 1) anti-symplectic A and then label an arbitrary MUB by the number of applications of U A required to reach it, starting from some distinguished MUB on the same orbit. If d = 3 (mod 4) it becomes easier still: all one has to do is count the number of applications of U A needed to reach the MUB of interest starting from the standard basis. However, there is a slight complication due to the connection between the MUBs and the displacement operators: each MUB determines a maximal commuting set of displacement operators and conversely (namely, the set of displacement operators which it diagonalizes). We would like our labelling scheme to make this relationship transparent. To do that we will make use of the labelling of the displacement operators described in Section 7.
It is easily seen that the maximal commuting sets of displacement operators corresponding to the Wootters-Fields MUBs are all of the form
for some fixed u = 0. In terms of the labelling of the displacement operators described in Section 7 we have wu r = u r−(d+1) log θ w
for all non-zero w ∈ F d . This suggests replacing the single integer r with a pair of indices s, t, defined so that s (respectively t) is the unique integer in the range 0 ≤ s ≤ d (respectively 0 ≤ t ≤ d − 2) such that
(in other words t and s are, respectively, the quotient and remainder of r on division by d + 1). In terms of this double index notation we have wu s,t = u s,t−log θ w
for all non-zero w ∈ F d . So the maximal sets of commuting displacement operators corresponding to the Wootters-Fields MUBs are the d + 1 sets
obtained as s ranges over the interval 0 ≤ s ≤ d. Thus, the index s labels the maximal set and the index t labels the individual displacement operators within the set. We now define, corresponding to each S s , the d operators
It is readily confirmed that the P s,x are rank 1 projection operators and, furthermore, that tr (P s,x P s ′ ,x ′ ) = δ x,x ′ s = s
So if we set P s,x = |s, x c c s, x| (253) ("c" for "cycling") the vectors |s, x c will constitute the full set of MUBs, with s labelling the basis and x labelling the individual vector within the basis. Moreover, {|s, x : x ∈ F d } is the basis which diagonalizes the displacement operators in S s .
To find the relation between this labelling scheme and the one used previously observe that, in view of Eq. 
We also have the inverse relation
In particular |0, x c is the standard basis.
To calculate the action of U F , for arbitrary F ∈ ESL(2, 
Concluding Remark
In this paper we have confined ourselves to the group E r d . It would obviously be interesting to see how far our results extend to the larger group E d . It would also be interesting to examine the case of even prime power dimension. We hope to address these questions in future publications.
