Abstract-This paper proposes an approximate dynamic programming (ADP)-based approach for the economic dispatch (ED) of microgrid with distributed generations. The time-variant renewable generation, electricity price, and the power demand are considered as stochastic variables in this paper. An ADPbased ED (ADPED) algorithm is proposed to optimally operate the microgrid under these uncertainties. To deal with the uncertainties, Monte Carlo method is adopted to sample the training scenarios to give empirical knowledge to ADPED. The piecewise linear function (PLF) approximation with improved slope updating strategy is employed for the proposed method. With sufficient information extracted from these scenarios and embedded in the PLF function, the proposed ADPED algorithm can not only be used in day-ahead scheduling but also the intra-day optimization process. The algorithm can make full use of historical prediction error distribution to reduce the influence of inaccurate forecast on the system operation. Numerical simulations demonstrate the effectiveness of the proposed approach. The near-optimal decision obtained by ADPED is very close to the global optimality. And it can be adaptive to both day-ahead and intra-day operation under uncertainty.
Charge and discharge power of battery at time t.
P cur i,t
The load curtailment of node i at time t. P g,t Active power output of generator g at time t. P grid,t Active power exchange between microgrid and external grid at time t. P WT,t The predict error of day ahead forecast information at time t.
I. INTRODUCTION
T HE WORLD is seeing a tremendous growth in a variety of distributed energy sources due to the increasing concerns on the environment, public awareness of the depletion of fossil resources, advances in technology, reduction in costs, and incentives [1] , [2] . Microgrid with different kinds of distributed generations (DGs) and energy storage devices, is a popular way of utilizing renewable energy. Operating in parallel with or independently from the main power grid, the microgrid ensures local, reliable, and affordable energy for urban and rural communities. Benefits that extend to utilities and the communities at large include lowering greenhouse gas emissions, enhancing the grid resilience [3] , [4] and helping mitigate disturbances.
Similar to the economic dispatch (ED) in power system, the optimal operation of the microgrid can be formulated as a multi-time period optimization problem. To operate the microgrid economically and reliably, the day-ahead scheduling and intra-day online optimization are both critical for microgrid operation.
For the day-ahead scheduling of microgrid, some literature have modeled the ED of microgrid as a deterministic optimization problem [5] - [8] . Yet DGs such as WT and PV are intermittent power sources and hence become nondispatchable. To accommodate the stochastic renewable energy in a microgrid, stochastic optimization approaches have been used to make the decision feasible and near-optimal for a number of selected scenarios [9] - [12] . Besides, the scenario tree method [11] and chance constrained optimization techniques [12] are usually used to cope with the uncertainty.
The inaccurate forecast may lead to the infeasibility of the day-ahead scheduling when applied to the intra-day operation. So the pre-determined scheduling needs to be adjusted or even re-dispatched according to the real-time situations. For the intra-day optimization of a microgrid, to make sure power balance and economical operation of the microgrid, the system operator needs to change the output of the controllable generators according to the difference between day ahead forecast and latest prediction. Several heuristic algorithms [5] and online optimization algorithms [9] have been developed. For example, if the difference between the day-ahead and hourahead forecast exceeds the online power reserve (e.g., 10%), an adjustment algorithm is required to compensate the unbalance power [5] . In [9] , an online model predictive control (MPC) algorithm has been used to counteract the forecast error in the photovoltaic plants integrated power market.
The day-ahead scheduling and intra-day optimization for optimal operation are usually executed by the energy management system (EMS) in the microgrid [5] , [11] , [13] . To obtain an optimal day-ahead scheduling, the EMS prefers the day ahead forecast information to be as accurate as possible. In the intra-day operation, the latest forecast for the next few hours will be updated, and hence the day-ahead scheduling is adjusted accordingly [11] , [13] . However, the empirical knowledge embedded in the historical forecast data of the system haven't been adequately used in these work. And the economics of microgrid operation is dependent on the forecast accuracy of renewable generation, load, etc. Besides, the power dispatch when intra-day updated forecast information is missing has not been studied. When the system operator cannot obtain the updated forecast information, the effect of conventional methods for intra-day optimization may deregulate greatly. This paper proposes a new ADP based energy management algorithm which can overcome the above deficiencies. The characteristic of the algorithm sets apart the work in this paper from previous efforts.
ADP is a modeling and algorithmic framework for stochastic optimization problems [14] . In this framework, the multi-time period optimization is viewed as Markov decision process (MDP). Following the basic idea of dynamic programming (DP), Bellman's equation is used to decompose the temporal dependency so that the large-scale optimization is divided into small sub-problems and solved iteratively. However, high-dimensional decision space usually brings the theoretical challenges named "the curse of dimensionality" to DP methodologies. To address these challenges, approximate dynamic programming (ADP) has been developed [15] , which has drawn broad interest in recent years [16] - [19] . In the operational research field, ADP can be categorized into value function approximation (VFA), policy function approximation (PFA), policies based on value function approximations and some hybrid methods. These approaches have been demonstrated to be effective to solve many stochastic optimization problems such as resource allocation problems and demand management [15] . In the arsenal for ADP, value function approximation is one of the most powerful tools. Different approximation methods such as neural network [20] - [24] , analytic functions [25] - [27] (linear function, PLF, etc.), lookup tables [19] , [31] , [32] , etc. are used.
Because ADP can deal with uncertainties, scholars have made some efforts to apply ADP in energy storage operation problem [25] , [26] , [28] , energy policy and investment planning [27] , [29] , smart home management [30] , and electricity market [19] . These works have shown that ADP performs very well in many real-world practices. So this work develops an ADP based economic dispatch (ADPED) algorithm for the optimal operation of the microgrid. As piece-wise linear function (PLF) approximation method is suitable for storage problem [25] , PLF is adopted to approximate the value functions. The major contributions of this paper are as follows:
1) An ADP based economic dispatch (ADPED) algorithm for microgrid operation is proposed. The ADPED embeds empirical knowledge obtained from historical data to make near-optimal decisions. And the nearoptimal policy determined by the ADPED is adaptive to stochasticity. 2) A new method to calculate the sample observation of marginal value of the energy stored in the battery is proposed in this work, which can be used to update the slope of the PLF. The new method can speed up the convergence rate of PLF based ADP. The advantage of the ADPED algorithm is that it can decrease the impact of the uncertainty introduced by renewable power generation, load, and electricity price on the operation of the microgrid. With the empirical knowledge embedded, ADPED superior existing deterministic algorithm when the forecast information is inaccurate or even missing.
The remainder of this paper is organized as follows. Section II contains the formulation of the mathematical model of the microgrid. Then the ADPED algorithm is proposed in Section III. Numerical simulations are designed to demonstrate the validity of the proposed ADPED algorithm in Section IV. Conclusions are summarized in Section V.
II. MATHEMATICAL MODEL OF ECONOMIC DISPATCH FOR MICROGRID
The power sources in the microgrid can be categorized into two classes: wind turbines (WT) and photovoltaic panel (PV) are non-dispatchable sources, while gas generator (GG), fuel cell (FC), and energy storage device are dispatchable sources. The schematic diagram of the microgrid system is illustrated in Fig. 1 . This paper assumes that the centralized EMS controls the operation of the microgrid. The EMS unit collects two kinds of information to support the decision-making. The first category is the forecast value of wind power, solar power, electricity price, and demand. The second is the real-time monitoring of the system states including the SOC of the battery and the output of the dispatchable sources. Based on this information, the EMS unit controls the power flow to achieve the best economics while at the same time ensures the security of energy supply. The charging and discharging losses in the battery system are considered. In grid-connected operation mode, the microgrid can purchase or sell electricity to the upper-level grid according to the electricity price, total demand, and available generation capacity. In this section, the ED of the microgrid is mathematically formulated as the Markov decision process.
A. State Variables and Decision Variables
Considering the dispatch of the microgrid over a finite time horizon T, and the time step is t, let T = { t, 2 t . . . , T}. In this paper, set t = 1h. In the MDP modeling framework, there are two classes of variables, namely state variables and decision variables. The state variables reflect the current state of the system which are collected by the EMS and used to make operational decisions. The state variable S t is defined by (1) .
Some past system decisions are also included in S t , e.g., P GG,t− t and P FC,t− t , because ramping constraints are considered here. Under these constraints, the feasible power output range is limited by the output power in the previous time period.
The decision variables include: the active/reactive power output of all power sources, charge/discharge power of the storage devices, and the load curtailment power. Although, the wind and solar power are non-dispatchable sources, their curtailment can be determined so as to maintain the power balance. In addition, node voltages and phase angles are also considered. Hence, the vector x t consisting of decision variables is given by:
where, g ∈ {GG, FC, WT, PV}. The dispatched renewable power, e.g., P WT,t and P PV,t , equals to the available minus the curtailed. From (1) and (2), it can be found that the decision variables P WT,t− t and P PV,t− t in x t− t become elements of the state variable S t . In addition to the system states and decision variables, the vector W t consisting of the exogenous information process is given by
The exogenous information W t is used to represent the stochastic factors in the system (see [15, Ch. 5] 
B. Objective Function
Based on the system states S t , decision variables x t and the exogenous information W t+ t , the objective functions can be built. The overall objective across the time horizon of interest (i.e., 24 hour in this work) is to minimize the total operation cost of the microgrid. In time period t, the operation cost is denoted by C t which is given by (8) , including fuel cost C f ,t , the operation and maintenance (O&M) cost C m,t , cost to purchase electricity from grid C p,t , and the penalties on the curtailment of renewable energy and load shedding C cur,t .
Assuming that the fuel cost and the O & M cost [33] , [34] are proportional to the active power generation of the power sources, these costs can be calculated by (9) - (10) .
The cost to purchase electricity from the connected distribution network is
when P grid,t is positive, it means that the microgrid sells surplus energy to the external grid. Otherwise, if the microgrid needs to purchase electricity, P grid,t is negative. When the renewable energy is sufficient enough to not only meet the power consumption of the microgrid, but also reach the maximum energy sale limit to distribution network, the surplus renewable energy will be curtailed. Similarly, when there are power shortage, the load shedding will occur. The penalties on wind/solar energy curtailment and load shedding are given by
To sum the operational cost in each time period, the cost of the microgrid over the optimization horizon can be expressed by
From (13), the key to minimize the expected sum of operation cost over the optimization horizon is to find the optimal decision policy.
C. Constraints
The objective function is subjected to the following constraints:
where (14) and (15) are the decoupled linearized power flow (DLPF) constraints from [35] . Different from DC power flow model, DLPF can consider both active and reactive power, as well as the voltage magnitude and phase angle. The literature has demonstrated the good approximation of the linearized power flow to the traditional AC power flow. The active power generated from GG and FC are limited by their upper and lower boundaries P max GG , P max FC , P min GG , P min FC , as indicated by (16) . While the ramp rate of the units is limited by (17) . The active power purchased from the external grid is limited by P min grid and P max grid , as defined by (18) and P min grid = −P max grid . The dispatched wind and solar power at time period t are limited by the available energy which are shown in (19) and (20) . P d bat,t and P c bat,t are constrained by (21) using the charge/discharge states and the maximum charge/discharge power limits together. In (14) , the active power injected to the node which connected to the battery can be calculated by P bat,t = P d bat,t −P c bat,t . (22) ensures that the battery is not allowed to charge and discharge at the same time. The battery SOC is defined by (23) (25) and (26), respectively. (27) is the transmission capacity limits of all the power cables in the microgrid. The load curtailment is limited by (28) . All the above constraints should be satisfied for time t ∈ T .
D. Solution Techniques
For the stochastic optimization problems expressed in (13), subjecting to the constraints in the previous subsection, the optimal solution can be obtained by recursively solving Bellman's equation [15] :
where C t (S t , x t ) represents the operation cost of microgrid incurred at time period t; V t (S t ) is the total operation costs of the microgrid, which is accumulated from time t to T. γ is the discount factor which is equal to 1 in this work. χ t is the feasible region for x t constrained by (14)- (28) . S t+ t can be calculated according to (4) - (7). The conditional expectation is taken over the random exogenous information W t+ t . The re-formulated optimization problem (29) is a multi-time period problem which can be solved by DP. However, suffering from the curse of dimensionality, it is computationally intractable for the DP algorithm to enumerate the whole solution space. For example in this work, there are seven state variables and tens of decision variables in every time step. If every state variable is discretized into 10 different values, there could be a total of 10 7 candidate combinations which constitute the state space at time t. Thus it needs to loop over (29) 10 7 times to compute V t (S t ) for all possible S t . And for each state S t , it needs to compute the expectation in (29) firstly before computing V t (S t ). This expectation has to be computed for each possible decision x t . Although the constraints can reduce the size of the feasible decision space, the computational burden is still large. To overcome the curse of dimensionality, ADP algorithm is applied to solve economic dispatch for the microgrid. An ADP based method is proposed in the following section.
III. ADP BASED ECONOMIC DISPATCH ALGORITHM FOR MICROGRID
ADP offers a powerful set of mathematical tools to handle the curse of dimensionality. Compared with DP, it makes a tradeoff between the optimality and the computational time. So the solution obtained by ADP is near-optimal. But less computational time is needed with decomposition from time horizon perspective, especially for large-scale multi-time period optimization [27] . For the ADP algorithm in this paper, PLFs are adopted to approximate value functions. In this section, PLF based ADP (Section III-A) and the training process (Section III-B) are introduced. And a modified slope updating method (Section III-C) is proposed for the approximated piecewise linear function to speed up the convergence rate. Then, ADPED is developed in Section III-D. Finally, the method to evaluate the performance of the algorithm is introduced in Section III-E.
A. Piecewise Linear Function Approximation Based ADP
As computing the expectation within the min operator in (29) is difficult, the value function around the post-decision state S x t is introduced to avoid the step of calculating the expectation [15] . Post-decision state is the state of the microgrid soon after making the decisions but before any random information is received. The relationship between S t , x t , W t , and S x t is shown in Fig. 2 . Using a post-decision function to replace the expectation in (29) , the Bellman's equation can be rewritten as:
The relationship between the post-decision function V x t (S x t ) and the expectation is given by (31) .
Solving (30) requires to use the value function V x t (S x t ) for every state. However, this function is unknown and it is computationally intractable in this paper as the state variable is multidimensional and continuous. Thus, it is very important for the VFA based ADP to properly approximate the value function so that the optimal decision for each time step could lead to the optimality over the whole time horizon [15] , [25] , [36] , [37] . According to [25] , using a concave/convex piecewise linear function to estimate the value of resources in storage can avoid any need for explicit exploration policies and can improve the quality of the solution. In this paper, a convex and piecewise linear function around the SOC of the battery, denoted byV x t (S x t ), is used to approximate V x t (S x t ), as indicated by (32) . 
Assume the SOC of the battery at time t before and after the decision has been made are represented by SOC t and SOC x t respectively, it can be found that
Substitute (32) in the Bellman's function (30), the optimal decision at time t is determined by solving (36):
where arg min (·) means that the optimal decision x t is chosen to minimize the objective function. t is the feasible set for r t,a determined by (33) - (35) .
B. The Training Process of the PLF Approximation Based ADP
ADP algorithm steps forward in time to solve (36) iteratively subject to the constraints (14)- (28) and (33)- (35) . For example, assume the nth iteration is going to be started. After the (n−1)th iteration, the PLFsV x,n−1 t (S x t ) for each time period t can be obtained. So these approximated functions can be used to make decisions in the nth iteration. That is to say, for time step t, the optimal decision in the nth iteration x n t is determined by solving (36) using the approximated PLFs from the previous iteration, given by
where the superscript n denotes the decision variable or state variable in the nth iteration. When the number of segments for PLF is fixed to a constant value, the quality of the solution obtained by (37) is determined by the slopes of the approximated function. In order to obtain a good decision policy, these slopes must be updated iteratively. To update the slopes of piecewise function, in the nth iteration, a sample observation of the marginal value of energy in the storage deviced n t− t,a (SOC 
Equations (38) and (39) ,n t− t (·) no longer satisfies the monotonicity property. To ensure the monotonicity property of the updated approximation, the leveling algorithm from [15] is applied:
Equation (41) ensures the slopes of the function are monotonically increasing. However, the disadvantage of the above method to obtaind n t,a (SOC n t ) is that the convergence rate of the algorithm is slow. This is because, for the above optimization problem, it will need at least T iterations before the updated information about the last time period begins to back propagate to the approximated PLF for the first time period. Besides, the step size discounted the back propagate effect which further reduced the convergence rate of the algorithm.
C. Proposed Value Function Update Strategy
To overcome the above disadvantages, inspired by the work in [38] , a new method to calculate the sample observation of the sloped n t,a (SOC n t ) is proposed in this work. According to the definition, slope d n t,a is the derivation of the value function V x,n t (S x,n t ) corresponding to segment a. This means the slope indicates the marginal value of energy stored in the battery. So the sample observation of slope can be calculated by the following method.
In the nth iteration, ∀t ∈ T , the cost to provide per kWh electricity to the microgrid at time t is represented by c n t ($/kWh). Set the most costly time period after time t − t for the microgrid operation is τ , i.e., c n τ = max{c n t , c n t+ t , . . . , c n T }. Suppose there is an increment in SOC of the battery at time t which means the stored energy in battery at time t is SOC n t +1. for t = 1, 2, · · · , T do 1) Obtain the decision x n t by solving (37) subject to the constraints (14) - (28) and (33) - (35); 2) Calculate the cost to provide 1kWh electricity for the microgrid at time t according to (43); 3) Store the cost to provide 1kWh electricity for the microgrid at time t; 4) If t < T, compute the next state S n t+ t by (4) - (7); 4: end for 5: for t = 1, 2, · · · , T do 1) Compute the sample observation value according to (42); 2) Update the slopes of the PLF according to (40) and (41); 6: end for 7: Let n = n + 1. If n ≤ N, go to Step 2; 8: Return the PLFs in the last iteration. 9: Calculate the expected operation cost of the microgrid and calculate the day-ahead plan according to the forecast information.
To obtain the maximum revenue for the whole system, namely, the system operation cost is minimum, the incremental per kWh energy in the battery should be discharged at time τ . Considering operation efficiency of the battery, the marginal value of energy stored in the battery at time t will be c n τ · η d . Thus, the sample observation of the slope at time t in iteration n can be calculated by:
The cost to provide 1kWh electricity to the microgrid at time t (c n t ) can be calculated by (43):
where a is the segment in which SOC n t is located, so
can be obtained by (37) . Adopting the proposed value function update strategy, the proposed ADPED algorithm is outlined in Algorithm 1.
D. ADPED Based Energy Management System
The schematic diagram of the ADPED based EMS is shown in Fig. 3 . The day ahead scheduling is planned using Algorithm 1. After the slopes of the PLFs are fully updated in Algorithm 1, the ADPED algorithm has been embedded empirical knowledge and able to make near-optimal decisions. Thus, for the intra-day operation of the microgrid, use the pretrained PLFs to optimize the system and the EMS can obtain a near-optimal solution even if the updated intra-day forecast Algorithm 2 The ADPED Algorithm for Intra-Day Online Optimization 1: For every time period t, set the initial value function be the corresponding well trained piecewise linear function obtained by Algorithm 1. 2: for t = 1, 2, · · · , T do 1) Input the real time information about renewable power generation, power demand, and electricity price at time t; 2) Obtain the optimal decision x t by solving (36) subject to the constraints (14) - (28) and (33) - (35); 3) If t < T, compute the next state S t+ t by (4) - (7); 3: end for information is unavailable. The intra-day optimization process is shown in Algorithm 2.
E. Method to Evaluate the Performance of ADPED
Considering the forecast error of stochastic variables, the relationship between real value I r t and forecast information I f t at time t can be expressed as:
In Algorithm 1, different scenarios are generated in step 2 using MC for every iteration. So, for convenience, n is used to indicate both iteration index and scenario index. For deterministic cases, Step 2 in Algorithm 1 can be skipped since single scenario is taken into account.
To evaluate the performance of the ADPED algorithm in day-ahead optimization, M 1 test scenarios are generated. Using the PLFs obtained in the nth iteration, an estimate of the mean operation cost of the microgrid using ADPED, i.e.,F n ADPED , can be calculated by:
ADPED is the value of the near-optimal objective function of test scenario m calculated by ADPED using the PLFs obtained in the nth iteration.
To evaluate the performance of the ADPED algorithm in intra-day optimization, M 2 test scenarios are generated and MILP is adopted to calculate the corresponding optimal solution. It is worth to note that MILP method needs to know the exact forecast information over the optimization horizon. Then, the optimal solution can be calculated as a single gaint optimization problem over the whole time period. But this method is hard to applied in the online optimization as the uncertainties from wind and solar power, etc. To test the performance of ADPED algorithm, it is assumed that MILP can "see" all the future information. For a particular scenario m, the intra-day optimization error of the ADPED is given by: 
IV. NUMERICAL ANALYSIS
In this section, the performance of the ADPED algorithm is examined by numerical experiments on a microgrid system. Firstly, a deterministic case is designed to test the quality of the solution obtained by the ADPED algorithm. Then stochastic cases are simulated to show that the algorithm can deal with the uncertainties. All the simulations assume that the microgrid operated in a grid-connected mode. But simply limit the active/reactive power exchange between upper-level grid and microgrid to be zero turns the microgrid to be islanded and this does not change the proposed algorithmic flow.
The structure of the microgrid is shown in Fig. 4 . The model of the facilities and their associated constraints are available in Section II. The capacity of the installed wind generators and PV are 160kW and 60kW, respectively. The power exchange limit between the microgrid and the distribution network is set as 60kW. The parameters of the microgrid are shown in Table I to Table III . The initial energy stored in the battery is set to 75 kWh and the cycled efficiency is 0.90. The day ahead predicted wind power generation, solar power generation, and load data are shown in Fig. 5 . The day-ahead prediction for market electricity price is shown in Fig. 6 . In the following simulations, the wind power and solar power curtailment cost are all set to be 0.2 $/kWh. The load shedding punishment is set to be 0.15 $/kWh. 
A. Deterministic Case
The deterministic case assumes accurate forecast for the wind and solar power, as well as the demand and electricity price for day-ahead scheduling. Thus, Step 2 in Algorithm 1 can be skipped for the deterministic case.
The near-optimal solution obtained from the ADPED algorithm is shown in Fig. 7 to Fig. 10 . The convergence process of the ADPED algorithm and the one proposed in [25] are compared in Fig. 7 . The same initial slope of PLFs and step size are set for the above two kinds of ADP algorithms. It can be seen from Fig. 7 that the ADPED algorithm converges in less than 10 iterations, while, the unimproved ADP from [25] takes more than 20 iterations.
The generation output of the GG, FC, battery and the power exchange between the microgrid and the upper-level grid are shown in Fig. 8 . Because GG is cheaper than the FC, the electricity demand is firstly provided by GG. It can be observed that the microgrid purchases electricity from the upper-level grid when t = 2h as the electricity price in the market is low, and in the time period t = 20 − 22h because the power generation within the microgrid is insufficient. There are no wind and solar power curtailment, and the load shedding does not occur.
The charge/discharge power of the battery is shown in Fig. 8 associated with its SOC shown in Fig. 9 . It shows that the battery stores energy between time period t = 2 − 4h. In time period t = 2 − 4h the wind power is sufficient while demand is relatively low. In time period t = 5 − 18h the SOC of the battery reaches 150 kWh, which is sufficient to balance the load during the peak hours. After the peak hours in the evening between t = 19 − 20h, the battery discharges part of stored energy to get ready to store wind energy in the midnight.
The Point of Common Coupling (PCC) is a very important node in the microgrid. The voltage of the PCC and reactive power injected from the upper-level grid are shown in Fig. 10 . Limited by the constraint (23) , it can be found that the voltage of the PCC is always in the normal range.
To demonstrate the effectiveness of the proposed algorithm, myopic optimization method [15] and model predictive control (MPC) are used as the comparative methods. The simulation results are shown in Table IV . The solution obtained by the proposed algorithm reaches better optimality than myopic method and MPC algorithm, with longer yet acceptable computational time. This is because ADPED aims to find a global, near-optimal solution over the entire time horizon by iteratively approximating future operating cost. While MPC and myopic optimization utilize predicted information or current information to determine the optimal solution for the near-future time horizon or the current time.
To test the quality of near-optimal solution obtained by ADPED, classical mixed integer linear programming (MILP) algorithm is also used as the baseline of optimality. The optimal solution is shown in Table IV . The gap between ADPED and optimality is 0.17%. It can be found that the ADPED can solve the problem within a small fraction of a percentage error. Though little computational time and optimality are sacrificed, ADPED superiors in dealing with uncertainty which will be demonstrated by the following simulations.
B. Stochastic Case: Day-Ahead Optimization
The day ahead forecast information include renewable generation, electricity demand, and electricity price information. Due to the inaccurate forecast, the operator needs to adjust the generation plan in the intra-day operation process. The proposed ADPED algorithm in this paper can be used to calculate the expected operating costs according to the day ahead forecast information and the prediction error distribution.
Assume the renewable power generation forecast error ε w t and ε pv t , load forecast error ε load t and electricity price forecast error ε p t obey Gaussian distribution [39] - [42] . Set
. Simulation is carried out on the same system as the previous subsection. MC sampling is used to produce 2500 set of training scenarios and 200 set of test scenarios, i.e., M 1 = 200. The forecast and the generated training scenarios are shown in Fig. 11 .
Using Algorithm 1, the ADPED is trained by 2500 scenarios, i.e., N = 2500. According to (42) ,F n ADPED can be calculated and the training processes for ADP algorithms are shown in Fig. 12 . The ADPED algorithm performs not very well in the first several iterations as the training is not enough. With the training proceeding, the objective function of the ADPED algorithm decreased rapidly and converged in about 200 iterations. Similarly, the near-optimal solution also can be obtained by the unimproved ADP. It can be observed that the ADPED algorithm has a faster convergence rate than the unimproved ADP and the two algorithms converged to almost the same value. The training process is not time-consuming. The total computational time for the 2500 scenarios is 201.4s. Thus, the average computational time for one scenario is 0.081s.
C. Stochastic Case: Intra-Day Online Optimization
Using Algorithm 1, the expectation of the operation cost for the microgrid can be computed in day-ahead scheduling. Meanwhile, the set of PLFs which have been well trained in Algorithm 1 contains the information about the operation cost in the future for the microgrid. This means, these PLFs can evaluate the impact of the current decision on the future according to the current state. This is particularly useful when the intra-day forecast information, for example, the forecast for the next several hours is unavailable. As in this circumstance, the system operator may need to make the decision blindly just according to the presently available information, similar to the myopic strategy. Thus, in the intraday operation process, these PLFs can be used to make a globally optimal decision.
In every time step, the ADPED algorithm solves the Bellman's equation to obtain the optimal decision for the current time. So for the intra-day optimization of the microgrid, the system operator can re-dispatch the microgrid online just according to these PLFs and the updated information about the renewable generation power, load, and electricity price. To illustrate the effectiveness of the ADPED algorithm in intraday optimization, MC method is adopted to generate 500 new sets of test data, i.e., M 2 = 500. The forecast error distribution of the test data is the same with the training data. Then Algorithm 2 is used to optimize the operation cost under these scenarios. It is assumed that the updated forecast information for the following few hours is unavailable. So the intra-day optimization problem just can be solved by the myopic method.
To test the performance of ADPED algorithm, it is assumed that the system operator can "see" the future information of the microgrid. Thus the optimal solution of all the test scenarios can be calculated by MILP. It is worth to note that MILP method needs the exact information over the optimization horizon. So MILP is hard to applied in online optimization process. Using the solution obtained from MILP as the baseline, we can evaluate the online optimization performance of the ADPED using (46). Similarly, the performance of the myopic method can also be evaluated. The optimization error distribution of the ADPED and the myopic method are shown in Fig. 13 .
It can be found that the optimization error of this two approaches obeys normal distribution, because the forecast error of the stochastic variables obey the normal distribution. The mean value of the optimization errors of the ADPED algorithm and myopic method are 0.56% and 6.80%, respectively. The standard deviation of the optimization errors of the ADPED algorithm and myopic method are 0.0038 and 0.0117, respectively. The ADPED algorithm obtains more optimal solution than myopic method. It can be found that even if the forecast error of the renewable power generation and electricity price reaches 20% and 10%, respectively, the ADPED algorithm can reach good performance in intra-day online optimization. Thus the ADPED algorithm can mitigate the negative impact from the uncertainties in the microgrid.
For the 500 test scenarios, the total computational time is 27.72s. So the computational time for one test scenario is 0.055s. For every scenario, there are 24 time steps which mean the equation (31) needs to be solved 24 times. Thus, the computational time to obtain the optimal decision in every time step is negligible. So the proposed algorithm is suitable for online use.
V. CONCLUSION
This paper proposes an ADPED algorithm for the stochastic optimization of the microgrid. A modified value function update strategy is included in the proposed method. To demonstrate the performance of the proposed algorithm, a deterministic case is designed to compare the ADPED algorithm with the myopic method and MPC algorithm. Simulation results show that the ADPED algorithm can reach better solution than myopic method and MPC algorithm. A series of stochastic cases are designed to test the performance and demonstrate that the proposed ADPED can deal with the stochastic optimization problem. For all the simulations, the ADPED algorithm has a faster convergence rate than the unimproved ADP.
With the empirical knowledge embedded, the well trained ADPED algorithm can be used in intra-day optimization of the microgrid. Especially, when the intra-day forecast information is inaccurate or even missing, the algorithm is still able to provide a high-quality decision. This will especially useful when the intra-day forecast information is unavailable such as forecast module is in fault.
Future work in this area will include the coordinate optimization of the multi-microgrid system. On the other hand, a detailed battery model will be considered.
