Abstract. We analyze scattering in a system of two (distinguishable) particles moving on the half-line R+ under the influence of singular two-particle interactions. Most importantly, due to the spatial localization of the interactions the two-body problem is of a non-separable nature. We will discuss the presence of embedded eigenvalues and using the obtained knowledge about the kernel of the resolvent we prove a version of the limiting absorption principle. Furthermore, by an appropriate adaptation of the Lippmann-Schwinger approach we are able to construct generalized eigenfunctions which consequently allow us to establish an explicit expression for the (on-shell) scattering amplitude. An approximation of the scattering amplitude in the weak-coupling limit is also derived.
Introduction
In this paper we study scattering in a system of two (distinguishable) particles moving on the real half-line R + = [0, ∞) under the influence of singular and spatially localized twoparticle interactions. The formal Hamiltonian of the system shall be given by
v(x 1 , x 2 ) = v(x 2 , x 1 ) being some symmetric (real-valued) interaction potential. From the Hamiltonian it is clear that the two particles are interacting only whenever at least one of the particles is situated at the origin. Furthermore, if one chooses v : R 2 → R such that supp v ⊂ B ε (0) with B ε (0) ⊂ R 2 being the open ball of radius ε > 0, then the particles are interacting only whenever one particle is situated at the origin and the other is ε-close to it. The considered model originated from the theory of many-particle quantum chaos and, in particular, the theory of many-particle quantum graphs [8, 9] . Quantum graphs, on the other hand, are (quasi) one-dimensional systems with a (potentially) complex topology. Some twenty years ago, by showing that eigenvalue correlations exhibit a behavior predicted by random matrix theory [30] , they turned into an important model for understanding better the quantum mechanical properties of systems that are associated with chaotic classical dynamics. As a matter of fact, it is exactly the scattering of a particle in the vertices of a quantum graph which generates a chaotic dynamics. Note that scattering in a one-particle system on a quantum graph has been well-studied, see [21, 6] and references therein. Contrary to that and owing to the fact that there are only few many-body systems which are explicitly solvable [1] , the scattering properties of many-particle quantum graphs have been much less studied in the mathematical literature [31, 36] . The half-line represents the simplest version of a non-compact quantum graph, however,the methods developed in this paper might prove useful in the discussion of two-particle scattering on more general graphs and of more general singular two-particle interactions as presented in [9, 8, 28] .
As outlined in [29] , the model to be discussed is also interesting from the point of view of applications. For example, singular many-particle interactions on graphs where already considered in [36] in order to understand their effect on the conductivity of nanoelectronic devices. In their case, the authors imagined some complex structure in the vertices of the graph leading to interactions between the particles whenever they are close to them. Regarding our model it was argued in [29] that the Hamiltonian (1.1) can be understood as describing a system of two electrons moving in a so-called composite wire which is largely normal-conductive except for a relatively small part around the origin where it is superconducting [16] . In the superconducting part, the pairing effect of superconductivity then leads to attractive two-particle interactions (Cooper pairs) .
As shown in [29] and as explained later in more detail, the model can be reformulated as a boundary value problem for the two-dimensional Laplacian on R 2 + with coordinate dependent Robin boundary conditions. This reformulation of the problem then enables one to use techniques and results from the theory of elliptic boundary value problems, leaving us with an at least approachable interacting many-particle system. Besides that, it is also worth mentioning that the Hamiltonian (1.1) is associated with a non-separable quantum many-body problem. As pointed out in [19, 20] , besides being only rarely discussed, non-separable quantum manybody problems have important applications regarding the foundations of quantum mechanics as well as in condensed matter physics.
The paper is organized as follows: In Section 2 we provide a rigorous realization of (1.1) as a self-adjoint Laplacian on R 2 + (a domain with a non-smooth but Lipschitz boundary) being subjected to variable Robin boundary conditions and we address H 2 -regularity of the constructed operator employing methods of [25] . In Section 3 we discuss the relation of the Laplacian on R 2 + equipped with boundary conditions with the Laplacian defined on all of R 2 with a potential being singularly supported on a hypersurface [10, 17, 4, 14] . In Section 4 we then continue the investigation of spectral properties of the Hamiltonian (1.1) as started in [29] and prove the absence of embedded eigenvalues in the essential spectrum whenever σ has bounded support. This forms the counterpart of a well-known property of certain Schrödinger operators in full space. However, the possible eigenvalue zero requires a special attention. We are able to prove a non-existence result using properties of harmonic functions in spatial dimension two. Section 5 is then devoted to the study of the resolvent of (1.1) by a suitable adaptation on various methods of [43, 44] for which we prove several integral estimates in the appendix. Finally, in Section 6 we address the scattering properties of our system establishing existence and completeness of the wave operators, constructing generalized eigenfunctions and deriving an expression for the (on-shell) scattering amplitude. This allows us to establish a version of the Birman-Schwinger principle characterizing the eigenvalues but here the Birman-Schwinger operators act on the boundary of the system rather than on the complete configuration space. We also present a novel and explicit expression for the scatting amplitude in the weak interaction limit.
Note that asymptotic completeness of self-adjoint Laplacians on domains with smooth and compact boundary is proved in [35] by a Kato-Rosenblum approach involving Schatten-von Neumann estimates of suitable differences of resolvents. In [32] the corresponding Schattenvon Neumann estimates and the Kato-Rosenblum condition are discussed for the half space with a boundary potential of (possible) unbounded support but with certain regularity and decay properties. We, on the other hand, prove completeness via a suitable adaptation of an analytic Fredholm argument for Schrödinger operators on full space. Contrary to [32] , our boundary possesses a corner (i.e., is Lipschitz only) and we do not impose any regularity condition on the boundary potential. Furthermore, our boundary potential is also allowed to possess unbounded support, however, the decay property is more restrictive as in [32, Lemma 3.3. (iv) ]. We also note that generalized eigenfunctions and the scattering amplitude are studied in [34] in the case of compact and smooth hypersurfaces, however, our approach is closer to the one in [11] .
Finally, we refer to section A of the appendix for some important notation used in this paper.
The model
We consider two (distinguishable) particles moving on the half-line R + = [0, ∞) and whose formal Hamiltonian is given by (1.1), v(x 1 , x 2 ) = v(x 2 , x 1 ) being some symmetric (real-valued) interaction potential. A rigorous mathematical realization of the Hamiltonian (1.1) is obtained via the construction of a suitable quadratic form on L 2 (R 2 + ). For a function σ : R + → R we always identify
and denoting by H 1 (R 2 + ) the Sobolev space of order one we make the following definition.
Note that ϕ bv ∈ L 2 (∂R 2 + ) is the so-called trace of ϕ ∈ H 1 (R 2 + ), (·) bv being the trace map according to the well-known trace theorem for Sobolev functions [13] .
In [29] the following was proved.
is densely defined, closed and bounded from below.
Hence, according to the representation theorem of quadratic forms [7] , there exists a unique self-adjoint operator being associated with q σ [·]. This operator is the Hamiltonian of our system and shall be denoted as −∆ σ in the following. Its domain shall be denoted by D(−∆ σ ). Remark 2.3. Note that the sesquilinear form s σ (·, ·) associated with (2.2) is given by
Furthermore, a close inspection of the form (2.2) shows that it equals the form being associated with the two-dimensional Laplacian
defined on L 2 (R 2 + ) and being subjected to Robin-boundary conditions of the form ∂ϕ ∂n (0, y) + σ(y)ϕ(0, y) = 0 , ∂ϕ ∂n (y, 0) + σ(y)ϕ(y, 0) = 0 . Remark 2.4. We note that the case σ ≡ 0 corresponds to the so called Neumann-Laplacian on R 2 + being self-adjoint on the domain D N := {ϕ ∈ H 2 (R 2 + ) :
∂ϕ ∂n = 0 on ∂R 2 + }. This operator will also be denoted by −∆ 0 in the subsequent.
As a first result we will establish H 2 -regularity of −∆ σ for a large class of boundary potentials σ. We note that, by the representation theorem of quadratic forms, one always has D(−∆ σ ) ⊂ H 1 (R 2 + ). However, without additional regularity assumptions on σ one cannot expect to have the inclusion D(−∆ σ ) ⊂ H 2 (R 2 + ). The difficulty of establishing H 2 -regularity is well-known in the theory of elliptic boundary value problems and was therefore studied extensively [24, 23] . In general, there are two reasons why H 2 -regularity might fail to hold: the boundary conditions could be too irregular or the boundary of the domain itself (e.g., corners). In our case, R 2 + is a convex Lipschitz domain with a corner at (0, 0) ∈ R 2 of angle π/2. Using the results of [24] , however, we can establish H 2 -regularity around the corner, assuming σ is Lipschitz continuous. Furthermore, employing the standard difference quotient technique [18, 13] , H 2 -regularity can be established away from the corner leaving us with the following statement.
Theorem 2.5. Assume that σ : [0, ∞) → R is Lipschitz-continuous. Then one has H 2 -regularity, i.e.,
is a smooth and radially symmetric cutofffunction such that (τ R f )(x) = 1 for x ≤ √ 2R and τ R ( x ) ≤ 1 elsewhere. We first note
and, since the normal derivative of τ R vanishes due to symmetry, τ R f fulfills the boundary conditions (2.5). Now, set g := −∆(τ R f ) ∈ L 2 (R 2 + ) and consider the boundary value problem
+ ) there exists, according to [Remark 2.4.5, [24] ], a solution u ∈ H 2 (D) fulfilling the boundary conditions as stated. On the other hand, it is well-known that the boundary value problem (2.8) −∆v = 0 , ∂v ∂n = 0 , has only solutions of the form v(x) = const. when considered on D. As a consequence,
Finally, H 2 -regularity on any domain of the form Ω 2 := (R, ∞) × (0, ∞) or Ω 3 := (0, ∞) × (R, ∞) with R > 0 can be readily established employing the difference quotient technique, see [18, 13, 8] .
3. Some preliminaries 3.1. An auxiliary system. In the next subsection we are going to study the spectral measure of the "free" Laplacian −∆ 0 (see Remark 2.4). For this and our following investigations it will be convenient to define a unitary equivalent system for −∆ σ in general and −∆ 0 in particular. To do this we introduce the reflection operator R :
+ , and we note that
is a Hilbert subspace of L 2 (R 2 ) since R is a continuous operator. The corresponding inner product of L 2 (R 2 ) agrees with the inner product of L 2 (R 2 ). In the following we will consider R as an operator from
. With this identification we obtain Lemma 3.1. We have
and
Proof. We only prove (3.3) since the case (3.4) is similar. We have
which also shows that R is injective. Since R is also surjective, R is invertible and (3.5) follows immediately from (3.4) and (3.1).
It is natural to define
with C x 1 := {(x 1 , 0); x 1 ∈ R} and C x 2 := {(0, x 2 ); x 2 ∈ R}. In a natural way, the reflection operator R induces on
and we finally put
Analogously to Lemma 3.1 we have, considering R bv as an operator from L 2 (∂R 2 + ) to L 2 (C), the following statement. Lemma 3.2. We have
holds.
We are now in position to formulate the unitarily equivalent system announced beforehand.
Proposition 3.3. The Laplacian −∆ σ is unitarily equivalent to −∆σ defined by the quadratic form (qσ,
Proof. We show that the quadratic form (q σ , H 1 (R 2 + )) is unitarily equivalent to (qσ, H 1 (R 2 )). By Lemma 3.1, it suffices to show that
Obviously,
and by Lemma 3.2 we get
Corollary 3.4. The free Laplacian −∆ 0 is unitarily equivalent to (−∆, H 2 (R 2 )).
Remark 3.5. The system −∆σ is similar to systems considered in [10, 4, 14] , however, there the quadratic forms of the form (3.14) were studied on
3.2. The spectral measure of the free Laplacian. We are now going to study the spectral measure of the free Laplacian −∆ 0 and we set, i = 1, 2, 3, 4,
and where
Obviously we have 2R 1 = R and we put
enabling us to specify the orthogonal projection embedding
Proof. Obviously, ranR = L 2 (R 2 ). Hence, we have to show thatR * =R andR 2 =R. The first identity can be proved analogously to Lemma 3.1 and the second identity follows simple by observing thatR acts as the identity on L 2 (R 2 ).
Regarding the ordinary Fourier transformation
we make a simple observation.
and we have
we only have to check the symmetry property. An easy calculation gives
and similarly
Relation (3.23) follows from the fact thatRF 0,2 (1 −R) = (1 −R)F 0,2R = 0 which follows from Lemma 3.6 and the first part of the proof sinceR is the projection onto the symmetric subspace and hence (1 −R) projects onto the anti-symmetric subspace.
Finally
For later purpose we define
Using (3.26) we can determine the spectral measure E 0 (·), see [44, p. 75] and [41, Satz 8.11] .
Proof. By Lemma 3.7, the ordinary Fourier transformation F 0,2 is unitary on L 2 (R 2 ). Thus we get (cf. [44, p. 75]), λ := λω, using Lemma 3.1,
We deduce the claim by using the spectral representation of a self-adjoint operator, i.e., comparing the last line of (3.28) with [41, Satz 8.8] putting there u(t) = t.
In the next proposition we show that the projection E 0 (I) :
Lemma 3.9. For a bounded interval I = [λ 1 , λ 2 ] ⊂ R + , the projection E 0 (I) is an integral operator with kernel, λ := λω,
where
Moreover,
Proof. We first determine the corresponding projectionẼ 0 (I) for −∆ 0 as given by Proposition 3.3. This will finally prove the claim through the relation R * Ẽ 0 (I)R = E 0 (I). Due to Lemma 3.7 and the spectral representation of (−∆, H 2 (R 2 )) [44, p. 76] we can deduce
where κ I is the characteristic function of I. If f denotes the integral kernel of F 0,2 κ I F −1 0,2 and R * f R the integral kernel of R * Ẽ 0 (I)R, we obtain (3.34)
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Finally (3.31) follows by (3.33) using the representation
and (3.7).
As a direct consequence of the Lemmata 3.8 and 3.9 we get a integral representation of −∆ 0 (c.f. [44, p. 19] ).
and −∆ 0 acts on the r.h.s of (3.36) as a multiplication operator by λ, i.e.,
The Proposition 3.10 immediately implies by [42, p. 18] Corollary 3.11. The spectrum of −∆ 0 is purely absolutely continuous.
On embedded eigenvalues
In [29] the following was shown:
We now address the question as to whether there exist embedded eigenvalues, i.e., eigenvalues which are contained in the essential spectrum. In general, the study of positive eigenvalues of Schrödinger operators has a long history [27, 40] . From a physics perspective, eigenvalues at positive energies were assumed not to exist, given the potential decays sufficiently fast. However, it was eventually recognised that there indeed might exist positive eigenvalues for some potentials that decay but are highly oscillating [37, p. 223] .
In [26] Kato investigated the equation
for some R 0 > 0 and q being some potential where lim |x|→∞ q(x) > 0 exists.
Hence, by setting q(x) := λ for some λ > 0, we use this result to establish the following.
and choose a suitable (radially symmetric) cutoff-function τ (r) ∈ C ∞ (R) with |τ (r)| ≤ 1, τ (r) = 1 for all r ≥ 2L and τ (r) = 0 for all r ≤ L. Then τ ϕ ∈ H 2 (R 2 + ) fulfills Neumann boundary conditions along the coordinate axes. Obviously, R(τ ϕ) is a function on R 2 such that R(τ ϕ) ∈ H 2 (R 2 ). Now, by the result of Kato we conclude that
Finally, in order to show that ϕ| R 2 + \D = 0 we employ the following result as proved in [37] : if ϕ = 0 in a small neighborhood U ⊂ B r (x) of x ∈ R 2 + and |∆ϕ| ≤ λ|ϕ| in B r (x) then ϕ = 0 in B r (x). Hence, by constructing a suitable sequence of open balls, we conclude the statement.
Theorem 4.1 shows that there are no positive eigenvalues whenever the boundary potential σ has bounded support. On the other hand, it is well-known already from the theory of Schrödinger operators that the eigenvalue zero needs special consideration [5, 12] . As a matter of fact, as demonstrated in [5, p. 198] , zero could be an eigenvalue of the operator
Proof. We first note that an eigenfunction to an eigenvalue zero is harmonic. Hence, let ϕ ∈ D(−∆ σ ) be a harmonic function which is not the zero function. Without loss of generality we can also assume that ϕ is real valued. As in the proof of Theorem 4.1 we use an analogous set D and we extend ϕ| D to Rϕ| D . For simplicity, we denote this extended function again by ϕ. Since ϕ| D is harmonic on D we have, due to [2, Theorem 9.17], the locally convergent expansion
using polar coordinates. In a first step we want to take advantage of the fact that ϕ| D fulfills Neumann boundary conditions along the boundary of R 2 + ∩ D. Evaluating ∂ θφ (r, θ) at θ = 0 and θ = π 2 while requiring ∂ θφ (r, θ) = 0 for all r ∈ (2L, ∞), L as defined in the proof Theorem 4.1, we see that c l ∈ R and c l = 0 for l odd.
In a second step we exploit the fact that ϕ belongs to L 2 (R 2 ). We splitφ(r, θ) := b ln r + ϕ + (r, θ) +φ − (r, θ), i.e.,φ + involves the positive powers andφ − negative powers of r in the series in (4.4) . By
and observing that the series on the r.h.s. goes to zero for r → ∞ we may deduce that
, it is possible to deduce that the expansion (4.4) necessarily reduces to
Using an analogous notation as in (4.4) we can expand ϕ in L 2 (R + × (0, 2π), rdrdθ) by a polar Fourier expansion
e imθ √ kJ m (rk), J m is the Bessel function of first kind [33, p. 65] , and
We multiply both sides of (4.7) and (4.6) with ψ(r, θ) :=
e −inθ where η ∈ C ∞ 0 ((R, ∞)) has compact support and n ∈ 2N. We obtain
Since η was arbitrarily chosen in C ∞ 0 ((R, ∞)) we can employ the fundamental theorem of variation [13, Satz 5 .1] to infer
we also obtain
Inserting (4.10) and (4.11) into (4.6) and comparing to (4.7) implies that actuallyφ in (4.6) and ϕ in (4.7) have to agree in L 2 (R + × (0, 2π), rdrdθ). However, denoting byφ N the truncated series in (4.6) involving the first N terms w.r.t. l one readily calculates
producing a contradiction unless c −2l ≡ 0 for all l.
On the resolvent of −∆ σ
In this section we will derive an expression for the resolvent (−∆ σ − z) −1 . In a first step, it is necessary to construct the resolvent in the case of vanishing boundary potential, i.e., σ ≡ 0. In this case, the resolvent is obtained from the resolvent of the (self-adjoint) operator (−∆, H 2 (R 2 )), i.e., the two-dimensional Laplacian defined on the Sobolev space H 2 (R 2 ). More explicitly, for z ∈ C \ R + and k = √ z let G(k)(x, y) denote the integral kernel of (−∆ − z) −1 where x = (x 1 , x 2 ) and y = (y 1 , y 2 ) (see e.g. [44, p. 78] ). We define, for x, y ∈ R 2 + ,
being an integral kernel of an operator acting on L 2 (R 2 + ).
Proof. We first show the (
The invariance property together with Lemma 3.6 now gives
). An analogous argument as in (3.34) together with a combination of (5.2) with (5.3) leads to (5.1).
In the following we will take advantage of the fact that G(k)(x, y) only depends on x − y and that G(k) can be expressed in terms of Bessel functions [44, p. 78], i.e., 
5.1.
The operators G 0 , G 1 and an expression for (−∆ σ −z) −1 . We will employ methods of [43, 44] to construct the resolvent of −∆ σ . For σ ∈ L ∞ (∂R + ) we define two operators G 0 and G 1 acting from
+ , and
+ . For the following lemma we refer to [43, Definition 2, p. 51].
Lemma 5.2. The operator −∆ σ is given by −∆ 0 + G * 1 G 0 where G 0 and G 1 are relatively √ −∆ 0 -bounded. Furthermore, there exists a bounded operator Γ(z) such that, for z ∈ ρ(−∆ σ ),
holds for ψ ∈ D(−∆ 0 ) and φ ∈ D(−∆ σ ).
Proof. Using a suitable Sobolev trace theorem [13, Satz 6.15] as well as σ ∈ L ∞ (R + ) yields indeed that G 0 and G 1 are √ −∆ 0 -bounded, i.e., bounded as a map between H 1 (R 2 + ) and We introduce the notation, k = √ z, z ∈ C \ R + , 
In the next subsection we will study the operators B 0 (k), B i (k) * and B(k) in more detail.
The integral kernels of
In this section we show that B i (k), B * i (k) and B(k) are integral operators and elaborate on some regularity properties. Lemma 5.5. Let σ ∈ L ∞ (R + ) be given. For z ∈ C \ R + and i ∈ {0, 1}, the operator
is an integral operator with kernel, x ∈ R + , y ∈ R 2 + , (5.14)
Proof. Lemma 5.5 is an easy consequence of Lemma 5.1 and Definition 5.7.
Lemma 5.6. Let σ ∈ L ∞ (R + ) be given. For z ∈ C \ R + and i ∈ {0, 1}, the operator
Proof. Lemma 5.6 follows easily from Lemma 5.5 by observing that the operator B i (k) * is adjoint to B i (k).
For B(k) to be an integral operator we need B i * (k) to possess a regularity property.
Regarding the first part of the statement, we first observe that it is enough to prove it forB * 0 (k). Furthermore, for z ∈ C \ R + and φ ∈ L 2 (∂R 2 + ), it will be enough to prove that
+ ) since the other cases are analogous. We have
Using |a + b| 2 < 2|a| 2 + 2|b| 2 it suffices to estimate every of the four integral terms in (5.16) separately.
Regarding the first one, using Young's inequality for the x 1 -integration while setting φ(y 1 ) := φ(0, y 1 ), we obtain (5.17)
taking into account that G ′ (k) has constant sign. Due to the exponential decay of G(k) for large argument whenever k ∈ C + , see (5.5), we only have to take care for small arguments of G(k). However, the asymptotic relations (5.6) directly imply that G(k) L 2 (R 2 + ) is finite. The other terms in (5.16) can be treated similarly again using Young's inequality. Now let k ∈ C + \ C + and fix x ∈ R 2 + . Due to (5.5), σ(x) = O(|x| −1−ε ) and Hölder's inequality we can infer that B * 0 (k)φ(x) exists with integral kernel (5.15). Replacing H 1 (R 2 + ) by H 1 loc (R 2 + ) the claim follows by repeating the argument of the first part of the proof.
We are now in position to give the integral kernel of B(k).
+ ) is an integral operator with kernel, x, y ∈ R + ,
Proof. By Lemma 5.7 it follows that B * 1 (k)(φ) is in the domain for G 0 . Applying the trace operator with a consecutive multiplication by |σ(x)| then proves the claim.
We now provide a criterion for the existence of the operators
is a bounded integral operator with kernel
Moreover, (G i E 0 (I)) * is an integral operator as well possessing the kernel
Proof. First, by (3.31) the operator G i E 0 (I) is well-defined. By Lemma 3.9 it is obvious that G i E 0 (I) is an integral operator with kernel (5.19). Moreover, G i E 0 (I) is bounded and hence the adjoint kernel is given by (5.20).
For our scatting analysis it is helpful to know the explicit action of (Γ 0 (λ)(G i E 0 (I)) * .
Proof. We use Lemma 5.9: A straightforward calculation shows that the action of (
where A I := k ∈ R 2 ; k 2 ∈ I and we used the symmetry of R bv (− sgn(σ) i ) |σ|)ψ on C. We treat only the integral over C x 1 since the other case is analogous. Note that in (5.22) the integration over C x 1 is up to a constant factor the ordinary one dimensional Fourier transformation F 0,1 . Due to the asymptotics of σ for large arguments we deduce that F 0,1 |σ|ψ is in H 1+ε (C x 1 ) (see e.g. [44, p. 57]) and hence it possesses a continuous representative [13, Satz 9 .38] with respect to k but obviously also for ω k where k = ω k k, k ∈ R + . A check of the proof in [22, Theorem 2.2.14] shows that in this situation we can apply the identity
and we get using Fubini's theorem,
Now identifying k ′ = √ λ and ω k ′ = ω λ proves the claim.
We note that, for λ ∈ {λ 1 , λ 2 }, we would have to incorporate an extra factor of 1/2 in (5.21) since k would be on the boundary of A I , see [15, pp. 208,209] . However, in the following these points can be neglected for having (spectral) measure zero.
According to [44, Definition 5.6, p. 31] the operators
for all bounded intervals I such that λ, µ are in the interior of I and some θ > 0. 
+ ) , with C depending on ε only. Now an integration w.r.t. ω proves the claim.
In the next step we generalize [10, Lemma 3.1] extending the result to σ with non-compact support and a suitable decay behavior. However, we only need to consult the case k ∈ C + . For this we need an auxiliary lemma and we define (5.29)
, with some C > 0 being independent of n.
Proof. We consider the case i = 1 only, the case i = 2 is analogous. A short calculation yields (5.31)
for some constant C > 0. The second and third integral in (5.31) is of order O(e −kn ). For the first integral we use Lemma B.1 with α = 1/2 + ε/2 to obtain
, with some C > 0 independent of n since x ≥ n. Lemma 5.13. Let z ∈ C \ R + and assume that σ ∈ L ∞ (R + ) is such that σ(x) = O(|x| −1−ε ), x → ∞, for some ε > 0. Then the operator B(k) is compact.
Proof. In a first step one defines the operator B (n) (k) with an integral kernel as in (5.18), replacing
One then shows that B (n) (k) is a compact operator: For this, let (ϕ j ) j∈N ⊂ L 2 (∂R 2 + ) be a bounded sequence with bound M > 0, i.e., ϕ j L 2 (∂R 2 + ) < M for all j ∈ N. Due to (5.33) we observe that B (n) (k)ϕ j ∈ H 1 (∂R 2 + ) and due to the compact embedding of H 1 (I) into L 2 (I), for any bounded interval I, one is able to find a convergent subsequence by restricting B (n) (k)ϕ j to a (fixed) interval I i,m . Furthermore, employing the Bernstein-Cantor diagonal argument one finally obtains a subsequence, again denoted by (B (n) (k)ϕ j ) j∈N , that converges on any interval I i,m .
Since
12 is valid for B (n) (k) as well and we arrive at (5.34)
for k, l and M large enough. We hence conclude that B (n) (k)ϕ j converges in L 2 (∂R 2 + ) which proves compactness of B (n) (k).
Finally, using (5.31) in the proof of Lemma 5.12 we can deduce, after a suitable application of Young's and Hölder's inequality, that We now prove an integration by parts formula which will be useful later on. Using a different method as in [10, Lemma 2.2]) we extend the result to k ∈ C + . Lemma 5.14 (Integration by parts formula). Let k ∈ C + and ψ ∈ H 1 (R 2 + ) with bounded support be given. Then
holds for all ϕ ∈ L 2 (∂R 2 + ). If k ∈ C + , the bounded support requirement can be dropped. Proof. Pick k ∈ C + , ψ ∈ H 1 (R 2 + ) and ϕ ∈ L 2 (∂R 2 + ) both with bounded support. Then a standard integration by parts yields
Employing relation (5.1) we get, extending ψ to R 2 by Rψ, Finally, if k ∈ C + it is obvious by the previous steps that ψ ∈ H 1 (R 2 + ) doesn't need to have bounded support.
+ ) be such thatB 0 (k) * ϕ = 0. Then, by Lemma 5.14 we conclude that ϕ, ψ bv L 2 (∂R 2 + ) = 0 for all ψ ∈ H 1 (R 2 + ) with bounded support. Since the boundary values of all H 1 -functions with bounded support form a dense subset of L 2 (∂R 2 + ) we conclude that ϕ ≡ 0, being a contradiction.
In the next result we investigate the kernel of the operator 1 − B(k).
Lemma 5.16. Let the assumption of Lemma 5.13 be satisfied and ϕ be in the kernel of
+ ) such that ϕ ∈ ker(1 − B(k)). Due to the eigenvalue equation we may infer (5.39) sgn σ |σ|B(k)ϕ = σB(k) sgn σ |σ|ϕ = sgn σ |σ|ϕ and thereforeφ := sgn σ |σ|ϕ is an element of the kernel for 1 − σB(k). Now we are able to apply Lemma 5.14 and calculate (5.40)
+ ) with bounded support. The claim now follows by an analogous reasoning as in the proof of Lemma 5.14.
Scattering properties
In this section we will discuss the scattering properties of our system. First we prove asymptotic completeness of the wave operators. Then we continue the discussion of the scattering properties on a more formal level, constructing the scattering solutions and the (on-shell) scattering amplitude. 6.1. Existence and completeness of wave operators and an eigenvalue characterizing equation. We recall that we denote by E 0 and E the spectral measure of −∆ 0 and −∆ σ , respectively. Analogously we denote by P (a) 0 and P (a) the projections on the corresponding absolutely continuous subspaces. Moreover, unless stated otherwise, the intervals I ⊂ R are assumed to be closed. Definition 6.1. [44, p. 28] The wave operators W ± (−∆ σ , −∆ 0 ; E 0 (I)) and W ± (−∆ 0 , −∆ σ ; E(I)) are defined by
provided the strong limits exist. 
Remark 6.3. If I = R, then E(I) = E 0 (I) = 1 and we omit E 0 and E in W ± .
We are now in the position to formulate the first main theorem. For the next proposition observe that the asymptotics of k ± (λ, ǫ) := √ λ ± iǫ, λ, ǫ ∈ R + , in the limit ǫ → 0 is given by (in terms of our convention)
Theorem 6.4 (Existence and completeness of wave operators
With (6.3) in mind we adapt a definition of [44, p. 33] and define the sets N ± ⊂ R by, k ≥ 0,
We obtain Proposition 6.5. Under the assumptions of Theorem 6.4, the set N := N + ∪ N − is closed and has Lebesgue measure zero. Moreover, the operator valued function k → (1 + B(k)) −1 exists on C + and is Hölder continuous with exponent ε up to the cut R with the exceptional set N . Moreover, the spectrum on R + \ N is absolutely continuous.
Proof. The proof uses [44, Theorem 6.3, p. 34] and is analogous to the proof of Theorem 6.4. We only have to take into account that the Hölder continuity in [44, Theorem 6.3 ] is w.r.t. λ in the resolvent set. However,
The next Lemma is important for a further analysis of the set N . It can be proved analogous to Theorem 6.4 using [44, Proposition 6.7, p. 35] and Lemma 3.8.
Lemma 6.6. For k ∈ N , k 2 = λ, we have
We need some more results which are in the spirit of [44, Lemma 9.4, p. 99]. For this let us recall that, for ψ, φ ∈ L 2 (R 2 + ) and z in the resolvent set, we have the identity
Note that this identity can be deduced, for instance, from [44, (1.4), p. 4] and Lemma 3.8.
We are now ready to prove the main ingredient in order to construct generalized eigenfunctions by a limiting process for the resolvent, letting k approach the real line from above. We use the method of [44, Lemma 9.4, p. 99].
Then |σ|ψ ∈ L ∞ (∂R 2 + ) and
for some C > 0 independent of ψ and y.
Proof. We consider the case x = (x, 0), the other case being analogous. Starting from (6.7) and taking into account the asymptotics (5.5) and (5.6), we obtain applying Hölder's inequality
Lemma 6.8. Let ψ ∈ L 2 (∂R 2 + ) satisfy the assumptions in Lemma 6.7. Then, for some C > 0 independent of ψ, we have
Proof. We observe that, due to Lemma 5.10, the term Γ 0 (λ)(G i E 0 (I)) * ψ 2 S 1 allows for λ in the interior of I an expression as a sum with terms of the form (B.8). Observing that k = √ λ then proves the claim.
forλ being in the interior of I λ . Then for k such that k 2 =λ we have
Proof. Due to the asymptotic behaviour of σ, (5.5) and (5.6) we can deduceB 0 (k+i0) |σ|ψ ∈ L ∞ loc (R 2 + ). To prove the r.h.s. of (6.13) we are hence going to show that (6.14)
for every φ ∈ L 2 (R 2 + ) with bounded support. A density argument in combination with the representation theorem of Riesz [41, Satz 2.16] 
, n ∈ Z, with a suitable η such thatλ is an element of the interior of such an interval. Let Iλ be this interval. We get (6.15)
Regarding the second term on the r.h.s. of (6.15) we obtain, using Lemma 6.8,
for a suitable C > 0. Regarding the first term in (6.15) we use (6.12) and Lemma 5.11 to obtain
which then yields
fora suitable C > 0. Plugging (6.16) and (6.18) in (6.15) proves the claim.
We are now able to specify the set N .
Proof. We only have to show ⊂ due to Lemma 5.16. Pick k ∈ N . By definition there exists a function ψ ∈ L 2 (∂R 2 + ) such that B(±k + i0)ψ = ψ and by Theorem 6.9 we conclude that 
for all ϕ ∈ H 1 (R 2 + ) with bounded support. However, the r.h.s. of (6.20) exists for all ϕ ∈ H 1 (R 2 + ), depending continuously on ϕ. Now, the representation theorem of Riesz [41, Satz 2.16] implies that ∇B 0 (k) * sgn σ |σ|ψ ∈ L 2 (R 2 + ) and henceB * 0 (k + i0) |σ|ψ satisfies (5.38) for all ϕ ∈ H 1 (R 2 + ). This shows that k 2 ≥ 0 is an eigenvalue of −∆ σ .
Proof. The statement follows readily by the Theorems 4.1, 4.2 and (6.10).
6.2.
Generalized eigenfunctions and the on-shell scattering amplitude. In this section we will construct the generalized eigenfunctions (or scattering solutions) associated with −∆ σ and subsequently derive an expression for the on-shell scattering amplitude. Furthermore, in the limit of weak coupling, we obtain an approximation of the scattering amplitude which also illustrates the non-separability of the model. According to the celebrated Lippmann-Schwinger equation [38, p. 98] , for a Schödinger operator −∆ + V in R 2 , the scattering solutions ψ + k are given by, k = kω k , (6.22) ψ
, where R 0 is the free resolvent of (−∆, H 2 (R 2 )). Formally, (6.22 ) is equivalent to ψ + k = (1 + R 0 (k + i0)V ) −1 e i k,· and plugging this again into (6.22) we arrive at
This in turn is equivalent to
To get an idea of how (6.24) translates into our setting we first observe that scattering solutions in the free case where V ≡ 0 are not only plane waves but symmetrised plane waves S[ψ k ], i.e., (6.25) S
The reason for this is that the free operator is the Laplacian on L 2 (R 2 + ) subjected to Neumann boundary conditions. To understand this from a physics point of view one observes that a single free particle on the half-line is described by a superposition of an incoming and an outgoing plane wave of same amplitude, due to the perfect reflection at the origin.
Furthermore, since the two-particle potential V is singular and has support on the boundary ∂R 2
+ only, we conclude that, comparing (6.24) with (5.13) , that the scattering solution should be of the form, k = ωk,
We will show that (6.26) is indeed well-defined.
In a first result, we will show that (6.26) is indeed a generalized eigenfunction for k ∈ R + , i.e., ψ + k satisfies locally the boundary conditions (2.5) and fulfills (6.27) − ∆ψ
any open set Ω which is compactly contained in R 2 + . For further convenience we use a weak form (6.27).
holds for all ϕ ∈ H 1 (R 2 + ) with bounded support. Theorem 6.13.
. By Theorem 6.10 and Proposition 6.5 we may conclude that ( + one can employ an integration by parts to obtain the relation, ϕ ∈ H 1 (R 2 + ) with bounded support, (6.29)
. Now, employing Lemma 5.14 and recalling that B * 1 = −B * 0 sgn(σ) |σ| while setting (6.30)
thus proving the statement.
We now want to derive an expression for the the so-called on-shell scattering amplitude. As customary in physics one expects the scattered solution, i.e., the generalized eigenfunction (6.26) to have the asymptotic form
as x → ∞ and where f (k, ω, ω ′ ) is the scattering amplitude. Here ω, ω ′ ∈ S 1 , k = kω and x = x ω ′ . In other words, one formally defines see e.g. [11] Definition 6.14. The formal scattering amplitude is defined by
We will show that (6.35) is well-defined for weak potentials.
for some ε > 0, the scaled potential σ α with coupling parameter α ∈ R + is defined via
By Definition 2.1, the potential σ α yields a one-parameter family of operators −∆ σα .
Theorem 6.16. Let σ α be as in Definition 6.15 and k ∈ R + such that k 2 / ∈ σ pp (−∆ σ ). Then the scattering amplitude in (6.35) is well-defined and it is given by
Proof. By (6.26) we may write, ω ′ = (1, 0), (0, 1),
Using the asymptotics for σ α , (5.5) and Proposition 6.5 in combination with Theorem 6.10, we may conclude that h k ∈ L 2 (∂R 2 + ). Also, the pointwise asymptotics [39, p. 328]
holds. Combining this with Lemma 5.6 and (5.5) we may deduce that (6.40) lim
with y j ∈ ∂R 2 + according to (5.1). Moreover, (5.5) and (5.6) together with the supposed properties of σ α reveals that for ω ′ = (1, 0), (0, 1) there exists a constant C such that,
for all y ∈ ∂R 2 + .
Using (6.40) and (6.41) we may apply Lebesgue dominated converges theorem [3, 15.6 Theorem] for L 2 (∂R 2 + ) which proves the claim after some straightforward calculations. We are now in the position to present an explicit formula for the scattering amplitude in the regime of weak coupling, i.e., α → 0.
Proposition 6.17. Under the assumptions of Theorem 6.16, for α → 0, the scattering amplitude possesses a complete asymptotic expansion in powers of α with leading coefficient
, with (6.43)σ k (ξ) = −4 i k F 0,1 (R bv σ)(ξ) .
Proof. We rewrite (6.37) and obtain f (k, ω, ω ′ ) = − 2 i 2πk R R bv (sgn(σ α ) |σ α |h k )(y, 0)e Due to the terms σ α (x) and σ α (y) in Lemma 5.8 and the asymptotic behavior (5.5) and (5.6) we may infer that B(k + i0) is a bounded operator in L 2 (∂R 2 + ). Moreover, we see in Lemma 5.8 that the coupling constant acts in B(k + i0) simply as a scalar multiplication operator and hence for small α the operator (1 + B(k + i0)) −1 allows a Neumann series representation (6.45) (1 + B(k + i0))
with some (uniformly) bounded operators A n (k + i0). To first order in α we therefore obtain Remark 6.18. Equation (6.42) illustrates the non-separability of the singular two-particle interactions, i.e., momentum is exchanged componentwise.
We present an easy example.
Example 6.19. We consider the case where σ ∈ L ∞ (R + ) is a step-potential, i.e., Hence, if we assume ξL << 1, thenσ k (ξ) ≈ −σ 0 L i 2πk (low-energy limit) and we obtain in the weak-coupling limit
Proof. We denote I for all x > x 0 and someC > 0 depending on x 0 only. Hence, combining (B.5) and (B.6) proves the claim.
The next lemma provides an sufficient good asymptotic estimates of the l.h.s. of (6.11).
Lemma B.2. Let ψ,ψ ∈ L ∞ (R) ∩ L 2 (R) be such that
holds for some C > 0. Then, as k → ∞,
where g 1 = sin(x) and g 2 = cos(x). Moreover,C is independent of ψ,ψ.
Proof. We first consider the case j = 2 and l = 1: Then the absolute value of the integral in (B. Since the l.h.s. of (B.11) is smooth and bounded w.r.t. to y and y ′ , we deduce that the second plus the third term on the r.h.s. of (B.11) is also bounded for r := y 2 + y ′ 2 < k −α . Consequently, taking into account the asymptotics for large values of k of the first two terms on the r.h.s. of (B. , where C > 0 can be chosen independently of ψ andψ. Note also that we used the fact that ψ,ψ satisfy (B.7) in estimating the second integral.
In a next step we consider the case j = 1 and l = 1: Then the absolute value of the integral in (B. . Finally, the other cases are analogous to the two previous ones.
