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Inhibiting unwanted transitions in population transfer in two- and three-level
quantum systems
A. Kiely1, ∗ and A. Ruschhaupt1, †
1Department of Physics, University College Cork, Cork, Ireland
We examine the stability of population transfer in two- and three-level systems against unwanted
additional transitions. This population inversion is achieved by using recently proposed schemes
called “shortcuts to adiabaticity”. We quantify and compare the sensitivity of different schemes to
these unwanted transitions. Finally, we provide examples of shortcut schemes which lead to a zero
transition sensitivity in certain regimes, i.e. which lead to a nearly perfect population inversion even
in the presence of unwanted transitions.
PACS numbers:
I. INTRODUCTION
The manipulation of the state of a quantum system
with time-dependent interacting fields is a fundamental
operation in atomic and molecular physics. Modern ap-
plications of this quantum control such as quantum in-
formation processing [1] require fast schemes with a high
fidelity (typically with an error lower than 10−4 [1]) which
must also be very stable with respect to imperfections of
the system or fluctuations of the control parameters.
Most methods used may be classified into two ma-
jor groups: fast, resonant, fixed-area pulses, and slow
adiabatic methods such as “Rapid” Adiabatic Passage
(RAP). Fixed area pulses are traditionally considered to
be fast but unstable with respect to perturbations. For
two-level systems, an example of a fixed area pulse is a
π pulse. A π pulse may be fast but is highly sensitive
to variations in the pulse area and to inhomogeneities in
the sample [2]. An alternative to a single π pulse are
composite pulses [3–5], which still need an accurate con-
trol of pulse phase and intensity. On the other hand,
the canonical robust option is to perform operations adi-
abatically [6]. Nevertheless, such schemes are slow and
therefore likely to be affected by decoherence or noise
over the long times required and do not lead to an exact
transfer.
A compromise is to use “shortcuts to adiabaticity”
(STA), which may be broadly defined as the processes
that lead to the same final populations as the adiabatic
approach but in a shorter time, for a review see [7, 8].
In particular, STA for two- and three-level systems are
developed in [9–13] and [14] respectively.
Nonetheless, in an experimental implementation, the
system is never an ideal two- or three-level system. There
may be unwanted couplings to other levels. The effect of
such unwanted transitions for composite pulses has been
examined and optimized in [15] where it was also assumed
that the phase of the unwanted coupling to another level
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could be controlled in a time-dependent way. The goal
of this paper is to examine the effect of unwanted cou-
plings to STA in two- and three-level quantum systems
where we will assume that no control of the phase of the
coupling to the unwanted level is possible.
The remainder of this paper is structured as follows.
In the subsequent section, we briefly review STA for two-
level systems. In Section III, we examine the sensitiv-
ity of STA schemes to unwanted transitions and present
schemes to minimize this sensitivity. In Section IV, we
review STA for three-level systems and we will examine
and optimize their sensitivity to unwanted transitions in
Section V.
II. INVARIANT-BASED SHORTCUTS IN
TWO-LEVEL QUANTUM SYSTEMS
Here we will review the derivation of invariant-based
STA schemes in two-level quantum systems following the
explanation given in [11]. We assume our two-level sys-
tem has a Hamiltonian of the form
H2L(t) =
~
2
( −δ2(t) ΩR(t)− iΩI(t)
ΩR(t) + iΩI(t) δ2(t)
)
(1)
where the ground state is represented by |1〉 =
(
1
0
)
and
the excited state by |2〉 =
(
0
1
)
as in Fig. 1(a).
An example of such a quantum system would be a
semiclassical coupling of two atomic levels with a laser
in a laser-adapted interaction picture. In that setting
Ω(t) = ΩR(t) + iΩI(t) would be the complex Rabi fre-
quency (where ΩR and ΩI are the real and imaginary
parts) and δ2 would be the time-dependent detuning be-
tween transition and laser frequencies. To simplify the
language we will assume this setting for convenience in
the following, noting that our reasoning will still pertain
to any other two-level system such as a spin- 12 particle or
a Bose-Einstein condensate on an accelerated optical lat-
tice [16]. In other settings, Ω(t) and δ2(t) will correspond
to different physical quantities.
2The goal is to achieve perfect population inversion in
a short time in a two-level quantum system. The system
should start at t = 0 in the ground state and end in the
excited state (up to a phase) at final time T . In order to
design a scheme to achieve this goal i.e. to design a STA,
we make use of Lewis-Riesenfeld invariants [17]. A Lewis-
Riesenfeld invariant of H2L is a Hermitian Operator I (t)
such that
∂I
∂t
+
i
~
[H2L, I] = 0 . (2)
In this case I (t) is given by
I (t) =
~
2
µ
(
cos (θ (t)) sin (θ (t)) e−iα(t)
sin (θ (t)) eiα(t) − cos (θ (t))
)
(3)
where µ is an arbitrary constant with units of frequency
to keep I (t) with dimensions of energy. The functions
θ(t) and α(t) must satisfy the following equations:
θ˙ = ΩI cosα− ΩR sinα, (4)
α˙ = −δ2 − cot θ (ΩR cosα+ΩI sinα) . (5)
The eigenvectors of I (t) are
|φ+ (t)〉 =
(
cos (θ/2) e−iα/2
sin (θ/2) eiα/2
)
, (6)
|φ−(t)〉 =
(
sin (θ/2) e−iα/2
− cos (θ/2) eiα/2
)
(7)
with eigenvalues ±~2µ. One can write a general solution
of the Schro¨dinger equation
i~
d
dt
|Ψ(t)〉 = H2L(t) |Ψ(t)〉 (8)
as a linear combination of the eigenvectors of I (t) i.e.
|Ψ(t)〉 = c+eiκ+(t) |φ+ (t)〉+c−eiκ−(t) |φ−(t)〉 where c± ∈
C and κ± (t) are the Lewis-Riesenfeld phases [17]
κ˙± (t) =
1
~
〈φ± (t) |(i~∂t −H2L (t))| φ± (t)〉 . (9)
Therefore, it is possible to construct a solution
|ψ (t)〉 = |φ+ (t)〉 e−iγ(t)/2 (10)
where γ = ±2κ±. From Eq. (9) we get
γ˙ =
1
sin θ
(ΩR cosα+ΩI sinα) . (11)
For population inversion it must be the case that θ (0) =
0 and θ (T ) = π. This ensures that |ψ (0)〉 = |1〉 and
|ψ (T )〉 = |2〉 up to a phase. Note, that this method is
not limited to going from the ground state to the excited
state; the initial and final states can be determined by
changing the boundary conditions on θ and α. Using Eqs.
(4), (5) and (11) we can retrieve the physical quantities:
ΩR = cosα sin θ γ˙ − sinα θ˙ , (12)
ΩI = sinα sin θ γ˙ + cosα θ˙ , (13)
δ2 = − cos θ γ˙ − α˙ . (14)
(a)
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FIG. 1: (Color online) Schematic of level structure: (a) Ideal
two-level system; (b) two-level system with an unwanted cou-
pling (blue dotted arrow) to a third level; (c) three-level sys-
tem with an unwanted coupling (blue dotted arrow) to a
fourth level.
From this we can see that if the functions α, γ, and θ are
chosen with the appropriate boundary conditions, perfect
population inversion would be achieved at a time T as-
suming no perturbation or unwanted transitions. These
functions will henceforth be referred to as ancillary func-
tions. In the following section we assume that there is an
additional unwanted coupling to a third level.
III. TWO-LEVEL QUANTUM SYSTEM WITH
UNWANTED TRANSITION
A. Model
We assume there are in fact three levels in the atom as
shown in Fig. 1(b) and the energy of level |j〉 is ~ωj where
j = 1, 2, 3. Without loss of generality we set ω1 = 0.
The frequency of the laser coupling levels |1〉 and |2〉 is
denoted by ωL. The detuning with the second level is
given by
δ2 = ω2 − ωL . (15)
We assume that this laser is also unintentionally coupling
levels |1〉 and |3〉. With this in mind, we assume that the
3Rabi frequency Ω13(t) differs from Ω12(t) by a constant
complex number, i.e.
Ω13 (t) = βe
iζΩ12(t) (16)
where ζ, β are real unknown constants, β ≪ 1. Ω12(t) is
the Rabi frequency coupling levels |1〉 and |2〉.
A possible motivation for these assumptions in a
quantum-optics setting might be the following: assume
that one needs right circularly polarized light (σ+) in
order to couple states |1〉 and |2〉 and one needs left cir-
cularly polarized light (σ+) to couple states |1〉 and |3〉. If
the laser light is -instead of exactly right polarized- ellip-
tically polarized, this would cause unwanted transitions
to level |3〉. Other motivations for these assumptions are
possible, especially in other quantum systems (different
from the quantum-optics setting of an atom and a clas-
sical laser). Note, that these assumptions are also used
in [15] with the only difference that in that paper a con-
trollable, time-dependent ζ has been assumed.
The three levels of our atom should have the following
state representation:
|1〉 =

 10
0

 , |2〉 =

 01
0

 , |3〉 =

 00
1

 . (17)
Hence our Hamiltonian for the three-level system is
H (t) =
~
2

 −δ2(t) Ω∗12 (t) βe−iζΩ∗12 (t)Ω12 (t) δ2(t) 0
βeiζΩ12 (t) 0 −2∆+ δ2 (t)

 (18)
where ∆ = ω2 − ω3 is the frequency difference between
level |2〉 and |3〉. The phase ζ can be absorbed in a redef-
inition of the basis state for the third level and therefore
in the following we will just set ζ = 0.
Using the formalism presented in Sect. II, we can con-
struct schemes which result in full population inversion
in the case of no unwanted transition. There is a lot of
freedom in choosing the ancillary functions. The goal will
be to find the schemes which are very robust against un-
wanted transitions, i.e. schemes which result in a nearly
perfect population inversion even in the presence of an
unwanted transition.
B. Transition sensitivity
We can write solutions of the time-dependent
Schro¨dinger equation for the Hamiltonian in Eq. (18)
if β = 0 as follows
|ψ0 (t)〉 =

 cos (θ/2) e−iα/2sin (θ/2) eiα/2
0

 e−iγ/2 , (19)
|ψ1 (t)〉 =

 sin (θ/2) e−iα/2− cos (θ/2) eiα/2
0

 eiγ/2 , (20)
|ψ2 (t)〉 =

 00
e−iΓ(t)

 (21)
where Γ˙ = 12 (−2∆+ δ2). These solutions form an or-
thonormal basis at every time t. The ancillary functions
θ, α, γ must fulfill Eqs. (4), (5) and (11).
This unwanted coupling to the third level can be re-
garded as a perturbation using the approximation that β
is small. We can write our Hamiltonian (21) as
H (t) = H0 (t) + βV (t) (22)
where β is the strength of the perturbation,
H0 (t) =
~
2

 −δ2(t) Ω∗12 (t) 0Ω12 (t) δ2(t) 0
0 0 −2∆+ δ2(t)

 (23)
and
V (t) =
~
2

 0 0 Ω∗12 (t)0 0 0
Ω12 (t) 0 0

 . (24)
Using time-dependent perturbation theory we can calcu-
late the probability of being in state |2〉 at time T as
P2 = 1− β2q +O
(
β4
)
(25)
where
q =
1
~2
2∑
k=0
∣∣∣∣∣
∫ T
0
dt 〈ψ0(t)|V (t)|ψk(t)〉
∣∣∣∣∣
2
. (26)
If we substitute in the expression for the perturbation
(24) then we get
q =
1
4
∣∣∣∣∣
∫ T
0
dt cos
(
θ
2
)(
sin θ γ˙ − iθ˙
)
eiF (t)+i∆t
∣∣∣∣∣
2
=
∣∣∣∣∣
∫ T
0
dt
d
dt
[
sin
(
θ(t)
2
)
eiF (t)
]
ei∆t
∣∣∣∣∣
2
(27)
where F (t) = 12
∫ t
0
ds (1 + cos θ(s))γ˙(s). The q quantifies
how sensitive a given protocol (determined by the ancil-
lary functions) is concerning the unwanted transition to
level |3〉 . Therefore we will call q transition sensitivity in
the following. Our goal will be to determine protocols or
schemes which would maximize P2 or equivalently mini-
mize q.
4C. General properties of the transition sensitivity
We will begin by examining some general properties
of the transition sensitivity q. First, we note that q is
always independent of α. In the case where γ˙ = 0 the
transition sensitivity is symmetric about ∆↔ −∆.
In the case of ∆ = 0, the integral in Eq. (27) can be
easily evaluated by taking into account that θ(T ) = π
and θ(0) = 0. From this we see that
q = 1 if ∆ = 0 . (28)
This means there is no possibility in the case of ∆ = 0
to completely reduce the influence of the unwanted tran-
sition.
In the following, we will show that even for |∆| < 1/T
the transition probability q cannot be zero. By partial
integration, we get
q = |1− i∆M |2 = 1 + 2∆Im(M) + ∆2 |M |2 (29)
where
M =
∫ T
0
dt sin
(
θ(t)
2
)
×
exp
(
i(t− T )∆− i
2
∫ T
t
ds (1 + cos θ(s))γ˙(s)
)
.
(30)
We have q ≥ (1 + ∆Im(M))2 and
|Im(M)| ≤
∫ T
0
dt
∣∣∣∣sin
(
θ(t)
2
)∣∣∣∣ ≤ T . (31)
Let us assume |∆|T < 1 then
q ≥ (1 − |∆||Im(M)|)2
≥
(
1− |∆|
∫ T
0
dt
∣∣∣∣sin
(
θ(t)
2
)∣∣∣∣
)2
≥ (1 − |∆|T )2 . (32)
So we get q > 0 if |∆|T < 1, i.e. this means that a
necessary condition for q = 0 is T ≥ 1/|∆|.
The next question which we will address is whether
there could be a scheme (independent of ∆) which results
in q = 0 for all |∆| > 1/T . For this we would need
H(∆) :=
∫ T
0
dt
d
dt
[G (t)] ei∆t
!
= 0 (33)
for all |∆| > 1/T , where G(t) = sin (θ(t)/2) eiF (t).
The left-hand side of this equation, H(∆), is simply
the Fourier transform of h(t) = χ[0,T ](t)
d
dt [G (t)] (where
χ[0,T ](t) = 1 for 0 ≤ t ≤ T and zero otherwise). h(t)
has compact support. If Eq. (33) would be true then
this would mean that the Fourier transform H(∆) of the
compactly supported function h(t) also has compact sup-
port. This is not possible and therefore there can be no
(∆-independent) protocol which results in q = 0 for all
|∆| > 1/T . Nevertheless, we will show below that for a
fixed ∆ there are schemes resulting in q = 0.
It is also important to examine general properties for
|∆| ≫ 1/T . From the previous remark (and the prop-
erty that a Fourier transform of any function vanishes
at infinity) it is immediately clear that we get q → 0 for
|∆| → ∞. Using partial integration we can derive a series
expansion of q in 1/∆. We use
∫ T
0
dtG˙(t)ei∆t = − i
∆
[
G˙(t)ei∆t
]T
0
+
i
∆
∫ T
0
dtG¨(t)ei∆t
= − i
∆
[
G˙(t)ei∆t
]T
0
+ o
(
1
∆
)
. (34)
Hence, in the case where |∆| ≫ 1/T the transition sen-
sitivity is
q =
1
∆2
1
4
θ˙(0)2 + ... (35)
where we have taken into account that θ(0) = 0 and
θ(T ) = π. By repeating partial integration, we get the
higher orders in this 1/∆ series.
If we demand
θ˙(0) = θ˙(T ) = θ¨(0) = 0 (36)
then this first term and the next terms in the 1/∆ series
expansion of the transition sensitivity vanish. The first
non-vanishing term is now
q =
1
∆6
...
θ (0)
2 + ... (37)
D. Reference case: flat π pulse
As a reference case we will consider a flat π pulse with
ΩR = − π
T
sinα, ΩI =
π
T
cosα (38)
with a constant phase α. This scheme corresponds to
θ(t) = π tT and γ(t) = 0.
The transition sensitivity can be easily calculated
q =
∣∣∣∣∣
∫ T
0
dt
d
dt
[
sin
(
πt
2T
)]
ei∆t
∣∣∣∣∣
2
=
π2
(
4∆2T 2 − 4π∆T sin(∆T ) + π2)
(π2 − 4∆2T 2)2 . (39)
This transition sensitivity q is plotted in Fig. 2(a) and
(b). It can be seen that q is one for ∆ = 0 and it goes to
zero for large |∆| as is expected. The transition sensitiv-
ity for the flat π pulse is never exactly zero.
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FIG. 2: (Color online) Transition sensitivity q versus ∆T for
different schemes; reference case of a flat π pulse (red, dot-
dashed line); other π pulse given by Eq. (43) (blue, dotted
line); scheme given by Eq. (44) (black, solid line); also in (a):
scheme in Eq. (45) with numerically optimized parameters c0
and c1 (green, thick, solid line); lower bound for q as in Eq.
(32) (black, dashed line).
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FIG. 3: (Color online) Rabi frequencies ΩR(t) versus time for
different scheme: reference case of a flat π pulse (red, dot-
dashed, line); other π pulse given by Eq. (43) (blue, dotted
line); scheme given by Eq. (44) (black, solid line).
E. Other examples of π pulses
Let us examine two other examples of protocols. Sup-
pose γ (t) = 0, θ (t) = 2 arcsin
(
t
T
)
. Then we get
q =
∣∣∣∣∣
(
1− ei∆T )
∆T
∣∣∣∣∣
2
. (40)
In order to achieve q = 0 one must have T = 2nπ∆ . We also
set α constant and then the associated physical quantities
for this protocol are
δ2 (t) = 0 , Ω12 (t) =
2ieiα
T
√
1− t2T 2
. (41)
This is a type of π pulse. Unfortunately the Rabi fre-
quency Ω12 diverges at t = T . To stop divergence we
set
θ (t) =
π
arcsin (1− ǫ) arcsin
(
(1− ǫ) t
T
)
(42)
where 0 < ǫ ≪ 1. By setting α = −π/2 the correspond-
ing Rabi frequency is real (i.e. ΩI(t) = 0) and
ΩR(t) =
π (1− ǫ)
arcsin (1− ǫ)T
√
1− t2(ǫ−1)2T 2
. (43)
It also follows that δ2 = 0. The corresponding transition
sensitivity with ǫ = 0.01 is also plotted in Fig. 2(a) and
(b). Note that this scheme converges for ǫ → 1 to a flat
π pulse.
We also construct a scheme fulfilling Eqs. (36) which
results in a low q value for large |∆|. For this scheme we
set
θ(t) = −3πt
4
T 4
+
4πt3
T 3
(44)
and γ = 0. The corresponding transition probability can
be seen in Fig. 2(a) and (b). The transition sensitivity for
this scheme is lower than that of the flat π-pulse for ∆T >
10, meaning it is less sensitive to unwanted transitions. If
we set α = −π/2 then we get ΩR(t) = 12πt
2(T−t)
T 4 , ΩI = 0
and δ2 = 0.
F. Numerically optimized scheme with q = 0
In the following we will present an example of a class of
schemes which can be optimized to achieve a zero tran-
sition sensitivity for a fixed ∆. We use the ansatz
γ(t) = c0θ(t) ,
θ(t) = (π − c1)t/T + c1t3/T 3 (45)
where the parameters c0 and c1 were numerically calcu-
lated in order to minimize q for a given ∆. The result is
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FIG. 4: (Color online) Physical potentials for the numerically
optimized schemes in Eq. (45) versus time t. (a) Rabi fre-
quency ΩR; (b) detuning δ2. ∆T = 0.2 (red, thick, solid line),
∆T = 1.0 (green, dashed line), ∆T = 2.0 (blue, thin, solid
line), ∆T = 3.0 (black, dotted line).
shown in Fig. 2(a). As it can be seen, we can construct
schemes which make q vanish for |∆|T ≥ 1.5.
α(t) is chosen so that the Rabi frequency is real. The
corresponding Rabi frequency ΩR and the detuning δ2 is
shown in Fig. 4 for different values of ∆T .
Note that we pick the ansatz (45) because it is sim-
ple. It is still possible to optimize the ansatz further for
example with the goal of minimizing the maximal Rabi
frequency. Moreover, the ansatz could be modified so
that the Rabi frequency is zero at initial and final times.
G. Comparison of the transition probability
In the following we compare the effectiveness of the
different schemes. To do this we compare the exact (nu-
merically calculated) transition probability P2 for the
different schemes versus β for different values of ∆.
This can be seen in Fig. 5. From this we see that
the transition sensitivity is a good indicator of a stable
scheme. This is however not the only useful quantity to
know about a particular scheme. We also consider the
area of the pulse A :=
∫ T
0 dt
√
Ω2R +Ω
2
I and its energy
E := ~
∫ T
0 dt
(
Ω2R +Ω
2
I
)
. The values for the different
schemes are shown in Table I. It can be seen that the
numerically optimized schemes require a higher energy
than three different variations of a π pulse.
A[π] E[π2~/T ]
Flat π pulse 1 1
Critical timing scheme(ǫ = 0.01),
Eq. (43) 1 1.28
Large ∆ scheme, Eq. (44) 1 48
35
Numerically optimized scheme,
Eq. (45)
∆T = 1.0 (c0 = 1.376, c1 = 14.927) 4.79 36.56
∆T = 3.0 (c0 = 1.266, c1 = 7.873) 2.49 10.51
Adiabatic Scheme 2TΩ0π
−2 1
2
π−2T 2Ω20
∆T = 1.0 5.44 36.56
∆T = 3.0 2.92 10.51
TABLE I: Pulse area A and energy E for different protocols.
For completeness we also include the following sinu-
soidal adiabatic scheme [19, 20] in our comparison:
Ω12 (t) = Ω0 sin
(
πt
T
)
,
δ2 (t) = −δ0 cos
(
πt
T
)
.
(46)
We have chosen Ω0 so that the adiabatic scheme requires
the same energy as the numerically optimized scheme.
In addition, we have also optimized the δ0 to maximize
the value of P2 for the error-free case β = 0. The energy
is high enough that the adiabatic scheme results in a
nearly perfect population inversion in the error-free case.
Nevertheless, the numerically optimized scheme is less
sensitive to unwanted transitions, i.e. the numerically
optimized scheme results in a higher P2 for non-zero β.
IV. INVARIANT-BASED SHORTCUTS IN
THREE-LEVEL SYSTEMS
In this section, we will review the derivation of
invariant-based STA in three-level systems [14] (for an
application see for example [18]). We use a different no-
tation than [14] to underline the connection between the
two and three-level Hamiltonians in Eq. (1) and Eq. (47)
respectively (see for example [21]). In addition, we will
introduce different boundary conditions for the ancillary
functions than those used in [14].
We assume our three-level system has a Hamiltonian
of the form
H3L (t) =
~
2

 0 Ω12 (t) 0Ω12 (t) 0 Ω23 (t)
0 Ω23 (t) 0

 (47)
where Ω12 and Ω23 are real. This could for example de-
scribe a three-level atom with two on resonance lasers
(one coupling states |1〉 and |2〉 and the other coupling
states |2〉 and |3〉). The Lewis-Riesenfeld invariant for
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FIG. 5: (Color online) Transition probability P2 versus per-
turbation strength β for different schemes: reference case of
a flat π pulse (green, thick, dashed line); other π pulse given
by Eq. (43) (red, thick, solid line); scheme given by Eq.
(44) (black, thin, dashed line); scheme in Eq. (45) with nu-
merically optimized parameters c0 and c1 (blue, thin, solid
line); adiabatic scheme (purple, thin, dot-dashed line); (a)
∆T = 1.0, (b) ∆T = 3.0.
this Hamiltonian is
I (t) =
~
2
µ

 0 − sin θ sinα −i cos θ− sin θ sinα 0 − sin θ cosα
i cos θ − sin θ cosα 0


(48)
where µ is a constant in units of frequency to keep I (t)
in units of energy. The ancillary functions α (t) and θ (t)
satisfy
θ˙ =
1
2
(Ω12 cosα− Ω23 sinα) , (49)
α˙ = −1
2
cot θ (Ω23 cosα+Ω12 sinα) . (50)
Note the similarity with Eqs. (4) and (5). This is due
to the aforementioned connection between the two- and
three-level Hamiltonians. The eigenstates of I (t) are
|φ0 (t)〉 =

 − sin θ cosα−i cos θ
sin θ sinα

 (51)
and
|φ± (t)〉 = 1√
2

 cos θ cosα± i sinα−i sin θ
− cos θ sinα± i cosα

 (52)
with eigenvalues λ0 = 0 and λ± = ±1 i.e. I (t) |φn (t)〉 =
λn |φn (t)〉 and the label n = 0,±. The Lewis-Riesenfeld
phases κn (t) are κ0 = 0 and
κ± = ∓
∫ t
0
dt
′
(
α˙ cos θ − 1
2
(Ω12 sinα+Ω23 cosα) sin θ
)
.
(53)
A solution of the time-dependent Schro¨dinger equation
with the Hamiltonian (47) is now |Ψ(t)〉 = |φ0(t)〉. In or-
der for the solution |Ψ(t)〉 to evolve from the initial state
|1〉 to the final state |3〉 we must impose the following
boundary conditions on α and θ:
θ(0) = −π
2
, θ(T ) =
π
2
, α(0) = 0 , α(T ) =
π
2
. (54)
One could impose the following additional boundary con-
ditions in order to make the Rabi frequencies have a finite
limit at the initial and final times
α˙(0) = 0 , α˙(T ) = 0 , θ˙(0) 6= 0 , θ˙(T ) 6= 0 . (55)
Note that the boundary conditions given by Eqs. (54)
and (55) are an alternative choice to the ones imposed in
[14].
Using Eqs. (49) and (50) we can calculate the Rabi
frequencies
Ω12 (t) = 2
(
−α˙ tan θ sinα+ θ˙ cosα
)
, (56)
Ω23 (t) = −2
(
α˙ tan θ cosα+ θ˙ sinα
)
. (57)
If the functions α and θ fulfill Eqs. (54) and (55), then
the corresponding Rabi frequencies will lead to full pop-
ulation inversion |1〉 → |3〉.
V. UNWANTED TRANSITIONS IN
THREE-LEVEL SYSTEMS
A. Model
Now we assume that there is an unwanted coupling
to a fourth level as shown in Fig. 1(c). Analogous to
Section III, we assume that the laser coupling levels |2〉
and |3〉 also unintentionally couples levels |2〉 and |4〉 as
well. Hence we assume for the Rabi frequency
Ω24 (t) = βe
iνΩ23 (t) (58)
where β, ν ∈ R are unknown constants and β ≪ 1. The
Hamiltonian for this four-level system is given by
H (t) =
~
2


0 Ω12 0 0
Ω12 0 Ω23 βe
−iνΩ23
0 Ω23 0 0
0 βeiνΩ23 0 −2∆

 (59)
where ∆ = ω3 − ω4 and ~ωj is the energy of state |j〉.
As in the previous case, one can redefine the state |4〉 to
remove the phase. Hence we set ν = 0 in the following.
8Using the formalism presented in Sect. IV, we can con-
struct schemes which result in full population inversion
in the case of no unwanted transitions. Again, there is
a lot of freedom in choosing the ancillary functions and
the goal will be to find the schemes which are stable con-
cerning these unwanted transitions.
B. Transition sensitivity
We once again regard this unwanted transition as a
perturbation. To treat it as such we write the Hamilto-
nian as
H (t) = H0 (t) + βV (t) (60)
where
H0 (t) =
~
2


0 Ω12 0 0
Ω12 0 Ω23 0
0 Ω23 0 0
0 0 0 −2∆

 (61)
and
V (t) =
~
2


0 0 0 0
0 0 0 Ω23
0 0 0 0
0 Ω23 0 0

 . (62)
If β = 0 then the time-dependent Schro¨dinger equation
for H (t) has the following set of orthonormal solutions:
|ψ0 (t)〉 =


− sin θ cosα
−i cos θ
sin θ sinα
0

 ei κ0 , (63)
|ψ1 (t)〉 = 1√
2


cos θ cosα+ i sinα
−i sin θ
− cos θ sinα+ i cosα
0

 ei κ+ ,(64)
|ψ2 (t)〉 = 1√
2


cos θ cosα− i sinα
−i sin θ
− cos θ sinα− i cosα
0

 ei κ− ,(65)
|ψ3 (t)〉 =


0
0
0
ei∆t

 . (66)
Using time-dependent perturbation theory similar to
Section III B, we get for the probability P3 to end in the
state |3〉 at time t = T that
P3 = 1− β2Q+O
(
β4
)
. (67)
where
Q =
∣∣∣∣∣
∫ T
0
dt ei∆t
(
α˙ sin θ cosα+ θ˙ cos θ sinα
)∣∣∣∣∣
2
=
∣∣∣∣∣
∫ T
0
dt ei∆t
d
dt
(sin θ sinα)
∣∣∣∣∣
2
. (68)
Similar to Sect. III, the Q quantifies how sensitive a
given protocol is concerning the unwanted transition to
level |4〉. As before we will call Q transition sensitivity in
the following and our goal will be to determine protocols
or schemes which would minimize Q.
C. General properties of the transition sensitivity
We start by examining some general properties of the
transition sensitivity Q given by Eq. (68) by noting that
Q is independent of the sign of ∆. By taking into account
the boundary conditions for θ(t) and α(t) we find that
Q = 1 if ∆ = 0 . (69)
Similar to Sect. III C, we get by partial integration
Q = |1− i∆N |2 = 1 + 2∆ImN +∆2 |N |2 (70)
where
N = −
∫ T
0
dt ei∆(t−T ) sin θ sinα . (71)
Therefore Q ≥ (1 + ∆Im (N))2 and
|Im (N)| ≤
∣∣∣∣∣
∫ T
0
dt sin (∆ (t− T )) sin θ sinα
∣∣∣∣∣
≤
∫ T
0
dt |sin (∆ (t− T )) sin θ sinα| ≤ T . (72)
Let’s assume |∆|T < 1 then as before we get
Q ≥ (1− |∆||Im(N)|)2 ≥ (1− |∆|T )2 . (73)
So Q > 0 if |∆|T < 1, i.e. a necessary condition for
Q = 0 is T ≥ 1|∆| .
Using similar arguments to the ones in Sect. III C,
we see that in this case as well there can be no ∆-
independent scheme with Q = 0 for all |∆| > 1/T . More-
over, an approximation of Q in the case of |∆|T ≫ 1 can
be derived in a similar way as in the previously mentioned
section. So we get for |∆|T ≫ 1 that
Q =
1
∆2
α˙(0)2 + ... (74)
taking into account the boundary conditions.
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FIG. 6: (Color online) Transition sensitivity Q versus ∆T
for different schemes; reference example(ǫ = 0.002) from [14]
(blue, thin, dotted line); numerical scheme 1 given by Eq.
(77) (red, thick, dot-dashed line); numerical scheme 2 given
by Eq. (78) (green, solid line); lower bound for Q as in Eq.
(73) (black, dashed line).
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FIG. 7: Rabi frequencies for the numerically optimized
scheme 1 in Eq. (77) versus time t; (a) Rabi frequency Ω12;
(b)Rabi frequency Ω23; ∆T = 0.2 (red, thick, solid line),
∆T = 1.0 (green, dashed line), ∆T = 2.0 (blue, thin, solid
line), ∆T = 3.0 (black, dotted line).
D. Example of schemes
As a reference case we consider one of the protocols
given in [14]. In this protocol, the following ancillary
functions are used
θ (t) = ǫ− π
2
, α (t) =
πt
2T
(75)
(a)
0.0 0.2 0.4 0.6 0.8 1.0
-200
-100
0
100
tT
W
12
T
(b)
0.0 0.2 0.4 0.6 0.8 1.0
-200
-150
-100
-50
0
tT
W
23
T
FIG. 8: Rabi frequencies for the numerically optimized
scheme 2 in Eq. (78) versus time t; (a) Rabi frequency Ω12;
(b)Rabi frequency Ω23; ∆T = 0.2 (red, thick, solid line),
∆T = 1.0 (green, dashed line), ∆T = 2.0 (blue, thin, solid
line), ∆T = 3.0 (black, dotted line).
where 0 < ǫ≪ 1 and the only difference in boundary con-
ditions being that now θ (T ) = −π2 . It should be noted
that this protocol does not have perfect population trans-
fer since the boundary conditions are not exactly fulfilled
for a non-zero ǫ. In [14] ǫ = 0.002 was deemed sufficient.
This protocol has the following Rabi frequencies:
Ω12 (t) =
π
T
cot ǫ sin
(
πt
2T
)
,
Ω23 (t) =
π
T
cot ǫ cos
(
πt
2T
)
. (76)
The transition sensitivity for this scheme is shown in Fig.
6. Here we note that the derivation of the transition
sensitivity is based on exact population transfer in the
error free case. Hence it is not strictly correct to consider
the transition sensitivity for this protocol. However for
the purposes of comparison we include it.
In the following we provide two examples of numeri-
cally optimized schemes leading to zero transition sensi-
tivity for some range of ∆. For the first scheme we use
the ansatz
θ(t) = −π
2
+ (π − c0 − c1) t
T
+ c0
(
t
T
)2
+ c1
(
t
T
)3
,
α(t) =
π
4
sin (θ(t)) +
π
4
(77)
where the parameters c0 and c1 were numerically calcu-
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lated in order to minimize Q for a given ∆. Note that
this ansatz automatically avoids any divergences of the
corresponding physical potentials for 0 ≤ t ≤ T . The
resulting transition sensitivity Q is shown in Fig. 6. As
it can be seen, we can construct schemes which make Q
vanish for |∆|T ≥ 2.5. The corresponding Rabi frequen-
cies Ω12 and Ω23 are shown in Fig. 7 for different values
of ∆T .
Another example of a scheme is the following
θ (t) = −π
2
− 8(π − 2d0)t
4
T 4
+
2t3(−16d0 + T + 7π)
T 3
− t
2(−16d0 + 3T + 5π)
T 2
+ t ,
α (t) =
1
2
(2πd1 + 3π)
t2
T 2
+
(
1
2
(−2πd1 − 3π) + 3π
2
)
t
T
+ d1 sin
(
πt
T
)
− π t
3
T 3
(78)
where the parameters d0 and d1were numerically calcu-
lated to minimize Q for a given ∆. d0 was restricted to
the range 0.55 ≤ d0 ≤ 2.5 to avoid divergence of the Rabi
frequencies for all 0 ≤ t ≤ T . The transition sensitivity
Q for this scheme is shown in Fig. 6. It achievesQ = 0 at
∆T = 3. The corresponding Rabi frequencies are shown
in Fig. 8.
E. Comparison of the transition probability
In order to compare the schemes we once again look at
the exact (numerically calculated) transition probability
P3 as a function of β as in Fig. 9. We compare the scheme
of the schemes proposed in [14] as a reference scheme, the
numerical scheme 1 given by Eq. (77) and the numerical
scheme 2 given by (78). Once again we see that the tran-
sition sensitivity is a good indicator of a stable scheme.
We also consider the area of the pulse and its energy
which in this case is defined as A :=
∫ T
0
dt
√
Ω212 +Ω
2
23
and E := ~
∫ T
0
dt
(
Ω212 +Ω
2
23
)
respectively. These values
are shown for each scheme in Table II.
For completeness we also include the following adia-
batic STIRAP-like scheme in our comparison [22]:
Ω12 = Ω0 sin
(
πt
2T
)
, (79)
Ω23 = Ω0 cos
(
πt
2T
)
. (80)
Ω0 was chosen so that the adiabatic scheme has the same
energy as the numerical scheme 1.
Both numerically-optimized schemes result in the
largest P3 in Fig. 9(a) if β 6= 0 for ∆T = 1.0. If
∆T = 3.0, see Fig. 9(b), then both numerical-optimized
schemes result in nearly full population transfer even in
the case of −0.1 < β < 0.1. It can be seen that a full
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FIG. 9: (Color online) Transition probability P3 versus
perturbation strength β for different schemes: reference
example(ǫ = 0.002) from [14] (red, thick, solid line); numeri-
cal scheme 1 given by Eq. (77) (black, dotted line); numerical
scheme 2 given by Eq. (78) (blue, thin, solid line); adia-
batic scheme (green, thick, dashed line); (a) ∆T = 1.0, (b)
∆T = 3.0.
A[π] E[π2~/T ]
Scheme of [14] (ǫ = 0.002) 500.00 249999
Numerical Scheme 1, Eq. (77)
∆T = 1.0 (c0 = −76.546, c1 = 49.040) 6.71 70.29
∆T = 3.0 (c0 = −76.735, c1 = 46.054) 6.61 73.61
Numerical Scheme 2, Eq. (78)
∆T = 1.0 (d0 = 0.794, d1 = −15.633) 24.34 1171.7
∆T = 3.0 (d0 = 0.852, d1 = −13.204) 18.65 663.17
Adiabatic Scheme, Eq. (80) Ω0Tπ
−1 Ω20T
2π−2
∆T = 1.0 8.38 70.29
∆T = 3.0 8.58 73.61
TABLE II: Pulse area A and energy E for different protocols.
population transfer is not achieved in both cases by this
adiabatic scheme for β = 0.
VI. DISCUSSION
In this paper, we have examined the stability of short-
cuts to adiabatic population transfer in two- and three-
level quantum systems against unwanted transitions. For
the two-level case as well as for the three-level case, we
have defined a transition sensitivity which quantifies how
11
sensitive a given scheme is concerning these unwanted
couplings to another level.
We have compared the transition sensitivity of differ-
ent schemes in both settings. We also have provided ex-
amples of shortcut schemes leading to a zero transition
sensitivity in certain regimes i.e. almost full population
inversion is achieved in the presence of unwanted transi-
tions.
This approach could be even further generalized; one
could construct different shortcut schemes fulfilling even
further constraints apart from vanishing transition sensi-
tivity similar to [12]. This work could also be generalized
to different level structures of the unwanted transitions
or to multiple unwanted transition channels. In the latter
case, one might expect to find that the unwanted transi-
tion with lowest detuning would dominate.
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