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Resumo
Sejam G um grupo ﬁnito que age em uma categoria de fusão C, H
um subgrupo de G e M uma categoria módulo sobre C. Se M é um
C-módulo H-equivariante, existe a equivariantização MH . O presente
trabalho caracteriza os objetos simples em MH , em que M é uma cate-
goria módulo indecomponível semissimples, bem como traz um estudo
detalhado das ferramentas usadas para tal.
Palavras-chave: Categoria módulo, Equivariantização, Dimensão de
Frobenius-Perron, Grupo (anel) de Grothendieck.

Abstract
Let G be a group acting on a fusion category C, H a subgroup of G
and M a module category over C. If M is a H-equivariant C-module
then there exists the equivariantization MH . This work characterizes
simple objects inMH , whereM is a semisimple indecomposable module
category, as well as presents a detailed study of the tools used for it.
Keywords: Module category, Equivariantization, Frobenius-Perron
dimension, Grothendieck group (ring).
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Introdução
A deﬁnição de uma categoria monoidal surgiu em 1963 em um tra-
balho de Mac Lane [16]. Em seu livro [15], ele desenvolveu a teoria de
categorias monoidais, bem como deﬁniu categorias simétricas e catego-
rias trançadas. Alguns anos depois, Saavedra-Rivano em sua tese [20],
motivado por necessidades em geometria algébrica e teoria dos números
desenvolveu a teoria de categorias Tannakianas, que estuda estruturas
monoidais simétricas sobre categorias abelianas. Desde então a teo-
ria de categorias tensoriais (categorias monoidais e abelianas) vem se
tornando um assunto promissor, com notáveis conexões com teoria da
representação, grupos quânticos, álgebras de Hopf, álgebras de Lie de
dimensão inﬁnita, álgebra de operadores e teoria dos números, dentre
outros assuntos.
Se um grupo G age em um anel S, então o anel dos invariantes é
denotado por SG. Pensando no lugar do anel S uma categoria ten-
sorial C e categoriﬁcando os conceitos envolvidos, surge a deﬁnição de
equivariantização, a categoria CG. Tal deﬁnição e analogia podem ser
encontradas em [22].
As categorias tensoriais podem ser divididas em dois tipos: as semis-
simples e as não semissimples. O estudo de cada uma dessas famílias se
subdivide em diversos tipos. Dentro de categorias tensoriais semissim-
ples, uma classe que vem gerando grande interesse é a das categorias
de fusão. Estas são categorias tensoriais semissimples que possuem um
número ﬁnito de classes de isomorﬁsmos de objetos simples. Se C é
uma categoria de fusão, sua equivariantização por um grupo ﬁnito CG
também o é. Tal fato é demonstrado em ([6], Theorem 4.18).
Em ([2], Section 2), Burciu e Natale descrevem os objetos simples
da equivariantização de uma categoria de fusão. Uma das principais
ferramentas usadas na demonstração dessa caracterização é a dimensão
de Frobenius-Perron.
A noção de categoria tensorial pode ser pensada como uma cate-
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goriﬁcação do conceito de anel. Generalizando essa ideia, a noção de
categoria módulo pode ser pensada como uma categoriﬁcação do con-
ceito de um módulo sobre um anel. Tal noção foi dada por I. Bernstein,
em [1] e por L. Crane e I. B. Frenkel, em [4]. Da mesma forma que
o estudo dos módulos ajuda na compreensão da estrutura dos anéis,
o estudo das categorias módulo ajuda no entendimento das categorias
tensoriais.
Consideremos um grupo ﬁnito G que age em uma categoria de fusão
C. Seja H um subgrupo de G. A deﬁnição a seguir é encontrada em
[11]. Uma categoria módulo M sobre C é dita H-equivariante se o
grupo H age sobre a categoria M como categoria abeliana k-linear e
certas condições de compatibilidade na estrutura de categoria módulo
são satisfeitas. Uma das condições é a de que os funtores Ug : M→M,
que deﬁnem a ação de G sobre M, são funtores de C-módulo, em que a
estrutura de módulo sobre C da categoria M, vista no contradomínio,
é dada através da ação de H em C.
Dado um C-módulo H-equivariante M, podemos considerar a ca-
tegoria dos objetos equivariantes, a equivariantização MH . Esta nova
categoria tem uma estrutura de categoria módulo sobre a categoria de
fusão CG.
Nosso objetivo é caracterizar os objetos simples de equivariantiza-
ções de categorias módulo sobre C que são indecomponíveis e semissim-
ples.
Uma ferramenta essencial para esse objetivo é a dimensão de Frobe-
nius-Perron. Tal dimensão é bem conhecida no contexto de categorias
de fusão. Esse entendimento se dá através do estudo de Z+-anéis que
são, basicamente, anéis livres como Z-módulos que satisfazem certas
condições. Neste trabalho, fazemos um estudo acerca de Z+-módulos
sobre Z+-anéis, no intuito de compreender e utilizar a dimensão de
Frobenius-Perron em categorias módulo.
O presente trabalho se organiza da seguinte forma. No primeiro
capítulo fazemos um apanhado geral de resultados acerca de categorias
abelianas, já que tanto categorias de fusão quanto categorias módulo
são, em particular, categorias abelianas. Optamos por não colocar to-
das as demonstrações, mas procuramos incluir ao máximo os resultados
utilizados no objetivo de fazer um trabalho o mais autocontido possível.
No segundo capítulo inserimos a estrutura monoidal e, nesse caso,
as categorias abelianas tornam-se tensoriais. Incluímos os principais
resultados utilizados envolvendo tais categorias, todos bem conhecidos.
No capítulo três apresentamos as categorias módulo ou representa-
ções de categorias tensoriais. Categorias módulo podem ser deﬁnidas
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em um contexto muito amplo, mas já pensando em nosso objetivo ﬁ-
nal, optamos por trabalhar apenas com categorias módulo que sejam
localmente ﬁnitas, semissimples e que possuam uma quantidade ﬁnita
de classes de isomorﬁsmo de objetos simples. Neste capítulo, apresen-
tamos também a equivariantização de categorias módulo, objeto fun-
damental do nosso estudo. Falamos ainda da maneira como a categoria
dos espaços vetoriais de dimensão ﬁnita age em qualquer categoria abe-
liana ﬁnita, através da soma direta. Tal ação será utilizada no último
capítulo.
No capítulo quatro, escrevemos com detalhes alguns resultados so-
bre Z+-anéis e Z+-módulos. Boa parte é conhecida e encontrada em [7]
e [19]. Na parte especíﬁca sobre Z+-módulos, com o objetivo de con-
seguirmos as ferramentas necessárias para utilizarmos a dimensão de
Frobenius-Perron no último capítulo, desenvolvemos alguns resultados
novos, mais especiﬁcamente a partir do Teorema 4.1.36 até o ﬁnal da
primeira seção.
Ainda no capítulo quatro, escrevemos uma seção especialmente de-
dicada ao grupo de Grothendieck e suas estruturas de anel e módulo,
quando nas respectivas categoriﬁcações. É nesta seção que traça-
mos o vínculo entre Z+-anéis (e Z+-módulos) e categorias de fusão
(e categorias módulo), respectivamente. Na última seção deste capí-
tulo, transladamos os resultados sobre dimensão de Frobenius-Perron
em Z+-anéis e Z+-módulos para categorias de fusão e categorias mó-
dulo e acreditamos ter nessa seção uma contribuição genuína. Agora
as ferramentas necessárias para o capítulo ﬁnal estão todas em mãos.
No capítulo cinco, inicialmente relacionamos as dimensões de Frobe-
nius-Perron de objetos simples em MH com a dimensão de Frobenius-
Perron de suas componentes simples em M. Na segunda seção, carac-
terizamos os objetos simples de MH através de uma correspondência
bijetiva com os objetos simples de MHN , em que HN é o subgrupo de
H conhecido por estabilizador de N , desde que N seja um somando
direto simples em M dos objetos estudados. Na última seção, apre-
sentamos uma equivalência entre objetos simples de equivariantizações
MHN e as σN -representações projetivas irredutíveis de HN , em que σN
é um 2-cociclo que depende de N . Neste último capítulo, basicamente
generalizamos as ideias de classiﬁcação de objetos simples em equiva-
riantizações de categorias de fusão, da seção 2 de [2], para categorias
módulo.
Ao longo deste trabalho, k é um corpo algebricamente fechado de
característica zero. Para simpliﬁcar a notação, escrevemos X ∈ C para
dizer que X é um objeto na categoria C. Para um objeto X ∈ C, deno-
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tamos por IX o morﬁsmo identidade em X e para o funtor identidade
em C, usamos a notação IdC. Para denotar a existência de um isomor-
ﬁsmo f : X → Y , escrevemos X ∼= Y e para dizer que não existe tal
isomorﬁsmo, escrevemos X  Y . Todas as categorias consideradas são
essencialmente pequenas, isto é, para todo par de objetos X,Y , a classe
dos morﬁsmos, denotada por HomC(X,Y ), é um conjunto e as classes
de isomorﬁsmos de objetos formam um conjunto.
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Capítulo 1
Categorias abelianas
Consideramos conhecidas algumas deﬁnições básicas envolvendo ca-
tegorias, que podem ser encontradas em [7] e [17]. No intuito de fa-
zermos um trabalho o mais autocontido possível lembramos, a seguir,
algumas deﬁnições.
1.1 Sequências exatas
Nesta seção apresentamos deﬁnições e alguns resultados conhecidos
que serão úteis nos capítulos posteriores.
Deﬁnição 1.1.1 Seja C uma categoria. Dois monomorﬁsmos i1 : X1 →
X e i2 : X2 → X em C são ditos equivalentes se existe um isomorﬁsmo
u : X1 → X2 tal que o diagrama a seguir comuta
X1
u //
i1 !!
X2
i2}}
X.
Um subobjeto de X é uma classe de equivalência de monomorﬁsmos
para X. Se Y é um subobjeto de X, existe um monomorﬁsmo ι : Y →
X. Denotamos tal fato por Y ⊆ X ou (Y, ι).
Deﬁnição 1.1.2 Seja C uma categoria. Dois epimorﬁsmos q1 : X →
X1, q2 : X → X2 em C são ditos equivalentes se existe um isomorﬁsmo
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u : X1 → X2 tal que o diagrama a seguir comuta
X1
u // X2
X.
q1
aa
q2
==
Um quociente de X é uma classe de equivalência de epimorﬁsmos
de X.
Deﬁnição 1.1.3 Uma categoria C é dita pré-aditiva se possui um ob-
jeto zero, o conjunto HomC(X,Y ) é um grupo abeliano, para quaisquer
X,Y ∈ C, e a composição de morﬁsmos é bilinear, isto é, para quais-
quer f, f ′ : X → Y e g, g′ : Y → Z valem
g(f + f ′) = gf + gf ′ e (g + g′)f = gf + g′f.
Sejam C uma categoria pré-aditiva e X1, X2 ∈ C. Uma soma direta
de X1 e X2 é uma coleção (Z, pi1, pi2, ι1, ι2), em que pi1 : Z → X1,
pi2 : Z → X2, ι1 : X1 → Z e ι2 : X2 → Z são morﬁsmos em C que
satisfazem
pi1ι1 = IX1 , pi2ι2 = IX2 e ι1pi1 + ι2pi2 = IZ .
A soma direta de dois objetos é única, a menos de isomorﬁsmo.
Nas condições acima, escrevemos Z = X1 ⊕ X2. Os morﬁsmos pi1 e
pi2 são epimorﬁsmos, chamados projeções e os morﬁsmos ι1 e ι2 são
monomorﬁsmos, chamados inclusões. Tais morﬁsmos satisfazem piiιj =
0, se i 6= j.
Deﬁnição 1.1.4 Uma categoria pré-aditiva C é dita aditiva se todo par
de objetos em C possui uma soma direta.
Consideramos que todas as categorias C neste trabalho sejam aditi-
vas. Denotamos por 0 tanto o objeto zero quanto o morﬁsmo nulo.
Deﬁnição 1.1.5 Seja X ∈ C que não seja o objeto zero.
(1) O objeto X é dito simples se os únicos subobjetos de X são o
objeto zero e ele mesmo.
(2) O objeto X é dito semissimples se X é uma soma direta de objetos
simples.
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Deﬁnição 1.1.6 Uma categoria C é dita semissimples se todo objeto
em C é semissimples.
Deﬁnição 1.1.7 Seja f : X → Y um morﬁsmo em C.
(1) Um núcleo de f é um par (Ker(f), k), em que Ker(f) é um
objeto em C e k : Ker(f) → X é um morﬁsmo em C, tal que
fk = 0 e é universal com respeito a esta propriedade, isto é, se
k′ : K ′ → X é outro morﬁsmo tal que fk′ = 0, então existe um
único morﬁsmo u : K ′ → Ker(f) tal que ku = k′.
(2) Um conúcleo de f é um par (coKer(f), q), em que coKer(f) é
um objeto em C e q : Y → coKer(f) é um morﬁsmo em C, tal
que qf = 0 e é universal com respeito a esta propriedade, isto é,
se q′ : Y → Q′ é outro morﬁsmo tal que q′f = 0, então existe um
único morﬁsmo v : coKer(f)→ Q′ tal que q′ = vq.
O diagrama a seguir ilustra a deﬁnição acima
Ker(f)
k // X
f // Y
q //
q′

coKer(f)
v
zz

K ′
u
cc
k′
OO
Q′.

De acordo com a deﬁnição acima, um núcleo e um conúcleo de um
morﬁsmo f em C são pares formados de um objeto e um morﬁsmo. Al-
gumas vezes, para simpliﬁcar a notação, escrevemos apenas o morﬁsmo
para indicar que o par a ser considerado é o domínio e o morﬁsmo, no
caso de um núcleo, e o contradomínio e o morﬁsmo, no caso de um
conúcleo.
Lema 1.1.8 ([17], Lema 2.7.12) Se f : X → Y é um morﬁsmo em
C, k : Ker(f) → X é um núcleo de f e q : Y → coKer(f) é um
conúcleo de f então k é um monomorﬁsmo e q é um epimorﬁsmo.
Dessa forma, se f : X → Y é um morﬁsmo, um núcleo de f é um
subobjeto de X e um conúcleo de f é um quociente de Y .
Proposição 1.1.9 Seja f : X → Y um morﬁsmo em C. O núcleo
de f é único, como subobjeto de X. O conúcleo de f é único, como
quociente de Y .
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Demonstração: Sejam k : Ker(f) → X e k′ : K ′ → X núcleos de f .
Como fk′ = 0, pela propriedade universal de (Ker(f), k), existe um
único morﬁsmo u : K ′ → Ker(f) tal que k′ = ku, isto é, o diagrama
abaixo comuta
Ker(f)
k // X
f // Y

K ′.
u
cc
k′
OO
Mostremos que u é isomorﬁsmo. Como fk = 0, pela propriedade
universal de (K ′, k′), existe um único morﬁsmo u′ : Ker(f) → K ′ tal
que o diagrama abaixo é comutativo
K ′ k
′
// X
f // Y

Ker(f).
u′
cc
k
OO
Assim, kuu′ = k′u′ = k e k′u′u = ku = k′, ou seja, os diagramas
abaixo comutam
Ker(f)
k // X
f // Y

Ker(f)
uu′
ee
k
OO K
′ k′ // X
f // Y

K ′.
u′u
aa
k′
OO
Como IKer(f) e IK′ também comutam os diagramas acima, pela
unicidade do morﬁsmo da propriedade universal de (Ker(f), k) e de
(K ′, k′), respectivamente, segue que uu′ = IKer(f) e u′u = IK′ . Por-
tanto, u : K ′ → Ker(f) é um isomorﬁsmo tal que ku = k′. Logo,
(K ′, k′) = (Ker(f), k), como subobjetos de X.
Analogamente, mostra-se a versão para conúcleo.
Lema 1.1.10 Sejam f : X → Y um morﬁsmo em C, k : Ker(f) →
X o núcleo de f e q : Y → coKer(f) o conúcleo de f . Então são
equivalentes.
(1) (Ker(f), k) = (X, IX), como subobjetos de X.
(2) k é um isomorﬁsmo.
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(3) f = 0.
(4) (coKer(f), q) = (Y, IY ), como quocientes de Y .
(5) q é um isomorﬁsmo.
Demonstração: (1)⇒ (2) Tal igualdade como subobjetos implica que
existe um isomorﬁsmo u : Ker(f)→ X tal que k = IXu = u. Portanto,
k é um isomorﬁsmo.
(2)⇒ (3) Como fk = 0, segue que f = 0.
(3)⇒ (4) É claro que IY f = IY 0 = 0. Seja q′ : Y → K ′ um
morﬁsmo em C tal que q′f = 0. Claramente, o próprio q′ é o único
morﬁsmo que comuta o diagrama abaixo
X
0 // Y
IY //
q′

Y
q′~~
Q′.

Logo, (Y, IY ) é um conúcleo de f . Pela Proposição 1.1.9, segue que
(Y, IY ) = (coKer(f), q), como quocientes de Y .
(4)⇒ (5) Análogo a (1)⇒ (2).
(5)⇒ (3) Análogo a (2)⇒ (3).
(3)⇒ (1) Análogo a (3)⇒ (4).
Deﬁnição 1.1.11 Uma categoria C é dita abeliana se é aditiva, todo
morﬁsmo possui um núcleo e um conúcleo, todo monomorﬁsmo é um
núcleo e todo epimorﬁsmo é um conúcleo.
Consideremos a partir de agora que todas as categorias envolvidas
sejam categorias abelianas.
Proposição 1.1.12 Um morﬁsmo f : X → Y em C é um epimorﬁsmo
e um monomorﬁsmo se, e somente se, é um isomorﬁsmo.
Demonstração: Se f é um isomorﬁsmo, é claro que f é um monomor-
ﬁsmo e um epimorﬁsmo. Suponhamos que f seja um monomorﬁsmo
e um epimorﬁsmo. Como f é um monomorﬁsmo, segue que f é um
núcleo, ou seja, f = Ker(g), para algum morﬁsmo g : Y → Z. Assim,
gf = 0 = 0f e como f é um epimorﬁsmo, segue que g = 0. Logo, pelo
Lema 1.1.10, f é um isomorﬁsmo.
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A seguir, desenvolvemos noções e resultados básicos envolvendo
sequências exatas. Estes resultados são usados como ferramentas para
o desenvolvimento de outros neste mesmo capítulo como, por exemplo,
o Lema de Schur para categorias abelianas. Mas são auxiliares para os
outros capítulos também.
Deﬁnição 1.1.13 Seja f : X → Y um morﬁsmo em C. A imagem de
f , denotada por Im(f), é dada por
Im(f) = Ker(coKer(f)).
Deﬁnição 1.1.14 Sejam f : X → Y e g : Y → Z morﬁsmos em C. A
sequência
X
f // Y
g // Z
é uma sequência exata em Y se Im(f) = Ker(g), como subobjetos de
Y .
Uma sequência
0 // X1
f1 // X2
f2 // · · · fn−1 // Xn fn // Xn+1 // 0
é dita exata se é exata em Xi, para todo i ∈ {1, 2, · · · , n}.
Uma sequência exata da forma
0 // X
f // Y
g // Z // 0
é chamada sequência exata curta.
Lema 1.1.15 Seja X em C. Então
Ker(IX) = 0 e coKer(IX) = 0.
Demonstração: É claro que IX0 = 0. Seja k′ : K ′ → X tal que
IXk
′ = 0. Então k′ = 0. Existe um único morﬁsmo u : K ′ → 0, pelo
fato do contradomínio ser o objeto zero e é claro que esse morﬁsmo
comuta o diagrama abaixo
0
0 // X
IX // X

K ′.
u
``
k′
OO
Portanto, Ker(IX) = 0.
Analogamente mostra-se que coKer(IX) = 0.
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Proposição 1.1.16 Sejam f : X → Y um morﬁsmo em C e (Ker(f), k)
o núcleo de f . Então são equivalentes.
(1) f é um monomorﬁsmo.
(2) (Ker(f), k) = (0, 0).
(3) 0 // X
f // Y é uma sequência exata.
Demonstração: (1) ⇒ (2) Temos que fk = 0 = f0. Como f é um
monomorﬁsmo, segue que k = 0.
(2)⇒ (1) Sejam g, h : Z → X tais que fg = fh. Então f(g − h) =
0. Pela propriedade universal do núcleo, existe um único morﬁsmo
u : Z → Ker(f) tal que ku = g − h. Mas, por hipótese, k = 0. Logo,
g = h. Portanto, f é um monomorﬁsmo.
(2)⇔ (3) Segue do lema acima, pois
Im(0) = Ker(coKer(0)) = Ker(IX) = 0.
A seguir é enunciado um resultado análogo para epimorﬁsmos.
Proposição 1.1.17 Sejam f : X → Y um morﬁsmo em C e (coKer(f), q)
o conúcleo de f . Então são equivalentes.
(1) f é um epimorﬁsmo.
(2) (coKer(f), q) = (0, 0).
(3) X
f // Y // 0 é uma sequência exata.
Corolário 1.1.18 A sequência 0 // X
f // Y // 0 é exata se,
e somente se, f é um isomorﬁsmo.
Demonstração: Segue diretamente das Proposições 1.1.12, 1.1.16 e
1.1.17.
Lema 1.1.19 ([17], Lema 2.8.3) Todo monomorﬁsmo em C é o nú-
cleo do seu conúcleo. Todo epimorﬁsmo em C é o conúcleo do seu
núcleo.
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Proposição 1.1.20 Sejam X,Y, Z em C e a sequência
0 // X
f // Y
g // Z // 0.
Então são equivalentes.
(1) A sequência acima é uma sequência exata curta.
(2) f é o núcleo de g e g é o conúcleo de f .
Demonstração:
(1)⇒ (2) Em particular, a sequência é exata emX. Pela Proposição
1.1.16, f é um monomorﬁsmo. Daí, pelo lema anterior, f é o núcleo do
seu conúcleo. Assim, Im(f) = Ker(coKer(f)) = f . Além disso, como
a sequência é exata em Y , segue que f = Im(f) = Ker(g). Portanto,
f é o núcleo de g.
Como a sequência é exata em Z, pela Proposição 1.1.17, g é um
epimorﬁsmo. Assim, pelo lema anterior, g é o conúcleo do seu núcleo,
isto é, g é o conúcleo de f .
(2) ⇒ (1) Como f é um monomorﬁsmo, segue a exatidão em X e
segue que Im(f) = Ker(coKer(f)) = f . Como f é um núcleo de g,
temos que ker(g) = f = Im(f) e segue a exatidão em Y . Como g é um
conúcleo, g é um epimoﬁsmo e a sequência é exata em Z. Portanto, a
sequência é exata curta.
Lema 1.1.21 Sejam f : X → Y um morﬁsmo, k : ker(f) → X o seu
núcleo e q : Y → coKer(f) o seu conúcleo. Então a sequência
0 // Ker(f)
k // X
f // Y
q // coKer(f) // 0
é exata.
Demonstração: A sequência é exata em Ker(f) e em coKer(f), pe-
las Proposições 1.1.16 e 1.1.17, respectivamente, pois k é um monomor-
ﬁsmo e q é um epimorﬁsmo. Além disso, pelo Lema 1.1.19, temos que
Im(k) = k. Logo, Im(k) = ker(f) e então a sequência é exata em X.
Além disso, por deﬁnição, Im(f) = Ker(coKer(f)) = Ker(q). Logo,
a sequência é exata em Y também. Portanto a sequência é exata.
Sejam f : X → Y e f ′ : X ′ → Y ′ morﬁsmos em C. A soma direta
dos morﬁsmos f e f ′, denotada por f ⊕ f ′ : X ⊕ X ′ → Y ⊕ Y ′, é a
composição
f ⊕ f ′ = ιY fpiX + ιY ′f ′piX′ ,
em que os morﬁsmos ι e pi são as inclusões e projeções das respectivas
somas diretas.
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Lema 1.1.22 Sejam f e f ′ como acima. Então Ker(f⊕f ′) = Ker(f)⊕
Ker(f ′) e CoKer(f ⊕ f ′) = CoKer(f)⊕ CoKer(f ′).
Demonstração: Sejam k : Ker(f) → X e k′ : Ker(f ′) → X ′ os
núcleos de f e f ′, respectivamente. Mostremos que
(Ker(f)⊕Ker(f ′), k ⊕ k′)
é um núcleo de f ⊕ f ′. Temos
(f ⊕ f ′)(k ⊕ k′) = (ιY fpiX + ιY ′f ′piX′)(ιXkpiKer(f) + ιX′k′piKer(f ′))
= ιY fkpiKer(f) + ιY ′f
′k′piKer(f ′) = 0.
Sejam K ∈ C e u : K → X ⊕ X ′ tais que (f ⊕ f ′)u = 0. Então
piY (f ⊕ f ′)u = 0 e piY ′(f ⊕ f ′)u = 0. Logo, fpiXu = 0 e f ′piX′u = 0.
Pela propriedade universal de (Ker(f), k) e de (Ker(f ′), k′), respecti-
vamente, existem únicos g : K → Ker(f) e g′ : K → Ker(f ′) tais que
kg = piXu e k′g′ = piX′u. Deﬁnimos h : K → Ker(f)⊕Ker(f ′) por
h = ιKer(f)g + ιKer(f ′)g
′.
Assim,
(k ⊕ k′)h = (ιXkpiKer(f) + ιX′k′piKer(f ′))(ιKer(f)g + ιKer(f ′)g′)
= ιXkg + ιX′k
′g′ = ιXpiXu+ ιX′piX′u = u.
Portanto, o diagrama abaixo comuta
Ker(f)⊕Ker(f ′) k⊕k
′
// X ⊕X ′ f⊕f
′
// Y ⊕ Y ′

K.
h
hh
u
OO .
Mostremos a unicidade de h. Seja h′ : K → Ker(f) ⊕Ker(f ′) tal
que (k ⊕ k′)h′ = u. Então
kpiKer(f)h
′ = piX(k ⊕ k′)h′ = piXu = kg
e
k′piKer(f ′)h′ = piX′(k ⊕ k′)h′ = piX′u = k′g′.
Como k e k′ são monomorﬁsmos, isto implica que piKer(f)h′ = g e
que piKer(f ′)h′ = g′. Logo,
h = ιKer(f)g + ιKer(f ′)g
′
= ιKer(f)piKer(f)h
′ + ιKer(f ′)piKer(f ′)h′ = h′.
A demonstração para conúcleo é análoga.
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Proposição 1.1.23 Sejam
X
f // Z
g // Y e X ′
f ′ // Z ′
g′ // Y ′
sequências exatas. Então
X ⊕X ′ f⊕f
′
// Z ⊕ Z ′ g⊕g
′
// Y ⊕ Y ′
é uma sequência exata.
Demonstração: Segue, do lema acima, que Ker(g ⊕ g′) = Ker(g) ⊕
Ker(g′) e que Im(f ⊕ f ′) = Im(f) ⊕ Im(f ′). Por hipótese, temos
que Ker(g) = Im(f) e Ker(g′) = Im(f ′). Portanto, Ker(g ⊕ g′) =
Im(f ⊕ f ′).
Lema 1.1.24 Se X
f // Z
g // Y é uma sequência exata e
φ : Z →W é um isomorﬁsmo então φ induz uma sequência exata
X // W // Y .
Demonstração: Basta considerarmos a sequência X
φf // W
gφ−1 // Y .
Lema 1.1.25 Sejam 0 // X
f // Z
g // Y // 0 uma sequên-
cia exata curta e W ∈ C. Então existem sequências exatas
0 // X ⊕W // Z ⊕W // Y // 0
e
0 // X // Z ⊕W // Y ⊕W // 0.
Demonstração: Segue da Proposição 1.1.23 usando as sequências exa-
tas da hipótese e 0 // W
IW // W // 0 // 0, do Lema 1.1.24
e do fato de que Y ⊕ 0 ∼= Y .
Lema 1.1.26 (Lema de Schur para categorias abelianas) Sejam X e
Y objetos simples em C. Se f : X → Y é um morﬁsmo não-nulo então
f é um isomorﬁsmo.
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Demonstração: Seja f : X → Y um morﬁsmo não-nulo. Temos que
(Ker(f), k), o núcleo de f , é um subobjeto de X. Como X é simples,
isto implica que Ker(f) ∼= 0 ou Ker(f) ∼= X. Se Ker(f) ∼= X, pelo
Lema 1.1.10, f = 0, o que é um absurdo. Assim, Ker(f) ∼= 0 e, pela
Proposição 1.1.16, segue que f é um monomorﬁsmo. Assim, (X, f) é
um subobjeto de Y . Como Y é simples e X  0, temos que X ∼= Y e
que f é um isomorﬁsmo.
Seja ι : X → Y um monomorﬁsmo em C, isto é, X ⊆ Y . Denotamos
o quociente coKer(ι) por Y/X.
Lema 1.1.27 Seja (X, ι) um subobjeto de Y . Então a sequência
0 // X
ι // Y
q // Y/X // 0
é exata.
Demonstração: Como ι é um monomorﬁsmo, pelo Lema 1.1.19, ι é
o núcleo do seu conúcleo. Assim, pela Proposição 1.1.20, segue que a
sequência é exata.
Proposição 1.1.28 ([13], Proposition 16.1) Suponhamos que o di-
agrama a seguir, formado pelas linhas e colunas contínuas, comuta e
que suas linhas e colunas sejam sequências exatas. Então existem mor-
ﬁsmos γ : A′ → A e γ′ : A → A′′ que preservam a comutavidade do
diagrama e tornam a sequência pontilhada uma sequência exata.
0

0

0

0 // A′
α′

γ // A
γ′ //
α

A′′ //
α′′

0
0 // B′
i1 //
β′

B
q1 //
β

B′′ //
β′′

0
0 // C ′
i2 //

C
q2 //

C ′′

// 0
0 0 0
Corolário 1.1.29 Sejam A,B e C objetos em C tais que A ⊆ B ⊆ C.
Então B/A ⊆ C/A e (C/A)/(B/A) ∼= C/B.
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Demonstração: Sejam i1 : A → B, i2 : B → C monomorﬁsmos,
q1 : B → B/A o conúcleo de i1, q2 : C → C/B o conúcleo de i2 e
q : C → C/A o conúcleo de i2i1. Não é difícil ver que o diagrama
abaixo é análogo ao da proposição acima e que satisfaz as hipóteses da
mesma. Logo, existem γ : B/A → C/A e γ′ : C/A → C/B tais que a
sequência pontilhada é exata
0

0

0

0 // A
i1

IA // A //
i2i1

0 //

0
0 // B
i2 //
q1

C
q2 //
q

C/B //
IC/B

0
0 // B/A
γ //

C/A
γ′ //

C/B

// 0
0 0 0.
Assim, γ é um monomorﬁsmo e, pela Proposição 1.1.20, γ′ é um
conúcleo de γ. Portanto, B/A ⊆ C/A e (C/A)/(B/A) ∼= C/B.
1.2 Funtores e transformações naturais
Nesta seção são apresentadas as deﬁnições e alguns resultados, acerca
de funtores e transformações naturais, necessários não apenas para o
entendimento de várias deﬁnições que aparecem neste trabalho, mas
também como ferramentas auxiliares importantes para inúmeras de-
monstrações apresentadas aqui.
Sejam C e D categorias e F,G : C → D funtores. Lembremos que
uma transformação natural µ : F → G é uma coleção de morﬁsmos
{µX : F (X) → G(X) : X ∈ C} tal que, para todo par de objetos
X,Y ∈ C e para cada morﬁsmo f : X → Y , o seguinte diagrama
comuta
F (X)
µX //
F (f)

G(X)
G(f)

F (Y )
µY
// G(Y ).
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Uma transformação natural µ : F → G é dita um isomorﬁsmo
natural se, para todo objeto X, o morﬁsmo µX : F (X) → G(X) é um
isomorﬁsmo. Neste caso, F é equivalente a G e denotamos este fato
por F ∼ G.
Duas categorias C e D são equivalentes se existem funtores F : C→
D e G : D → C tais que FG ∼ IdD e GF ∼ IdC. Neste caso, F e G
são ditos equivalências entre categorias.
Lema 1.2.1 ([18], Proposição 2.21) Seja F : C → D uma equiva-
lência entre categorias. Um morﬁsmo f : X → Y é um monomorﬁsmo
(epimorﬁsmo) em C se, e somente se, F (f) é um monomorﬁsmo (epi-
morﬁsmo) em D.
Lembremos também que se F : C → D é uma equivalência entre
categorias e Z é um objeto zero em C, então F (Z) é um objeto zero em
D, veja ([17], Ejercicio 2.7.5).
Proposição 1.2.2 Seja F : C→ D uma equivalência entre categorias.
Se S é um objeto simples em C então F (S) é um objeto simples em D.
Demonstração: Como F : C → D é uma equivalência, existe um
funtor G : D → C tal que GF ∼ IdC e FG ∼ IdD. Seja X ⊆ F (S),
isto é, existe um monomorﬁsmo ι : X → F (S) em D. Pelo lema acima,
G(ι) : G(X) → GF (S) ∼= S é um monomorﬁsmo. Assim, G(X) é um
subobjeto de S. Como S é simples, G(X) ∼= 0 ou G(X) ∼= S. Logo,
X ∼= FG(X) ∼= F (0) ∼= 0 ou X ∼= FG(X) ∼= F (S). Portanto, X ∼= 0 ou
X ∼= F (S), donde F (S) é um objeto simples em D.
Lembremos que as categorias consideradas são essencialmente pe-
quenas e isso implica que as classes de isomorﬁsmos de objetos formam
um conjunto.
Proposição 1.2.3 Seja F : C→ D uma equivalência entre categorias.
Então existe uma bijeção entre as classes de isomorﬁsmo de objetos
simples de C e D.
Demonstração: Sejam {Si}i∈I e {S′j}j∈J conjuntos de representantes
das classes de isomorﬁsmo de objetos simples em C e em D, respecti-
vamente. Deﬁnimos f : {[Si]}i∈I → {[S′j ]}j∈J por f([Si]) = [F (Si)].
Pela proposição acima, F (Si) é um objeto simples em D. Além disso,
se Si ∼= Sj então F (Si) ∼= F (Sj). Logo, a função f está bem deﬁnida.
Como F : C → D é uma equivalência entre categorias, existe um
funtor G : D → C tal que GF ∼ IdC e FG ∼ IdD. Sejam φ : FG →
IdD e ϕ : GF → IdC os isomorﬁsmos naturais correspondentes.
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Mostremos que f é injetiva. Sejam Si, Sj tais que f([Si]) = f([Sj ]).
Então [F (Si)] = [F (Sj)]. Donde existe um isomorﬁsmo t : F (Si) →
F (Sj). Logo, G(t) : G(F (Si)) → G(F (Sj)) é um isomorﬁsmo. Além
disso, existem os isomorﬁsmos ϕSi : GF (Si) → Si e ϕSj : GF (Sj) →
Sj . Dessa forma, a composição abaixo é um isomorﬁsmo entre Si e Sj
Si
ϕ−1Si // GF (Si)
G(t) // GF (Sj)
ϕSj // Sj .
Logo, [Si] = [Sj ].
Mostremos que f é sobrejetiva. Seja j ∈ J . Então [S′j ] = [F (G(S′j))],
pois existe o isomorﬁsmo φS′j : FG(S
′
j) → S′j . Pela proposição acima,
como G é também uma equivalência entre categorias, temos que G(S′j)
é simples em C. Donde existe i ∈ I tal que [Si] = [G(S′j)]. Assim,
[S′j ] = [F (G(S
′
j))] = [F (Si)] = f([Si]). Portanto, f é uma bijeção.
Agora recordamos o conceito de adjunção, o mesmo se aplica em
várias provas do Capítulo 5, principalmente.
Deﬁnição 1.2.4 Uma adjunção de C a D é uma tripla (F,G, φ), em
que F : C→ D e G : D→ C são funtores e {φX,Y : HomD(F (X), Y )→
HomC(X,G(Y )) : X ∈ C e Y ∈ D} é uma família de isomorﬁsmos
naturais.
Na deﬁnição acima, estamos considerando os funtores
HomD(−,−)(F × IdD) : Cop ×D→ Dop ×D→ Set
e
HomC(−,−)(IdCop ×G) : Cop ×D→ Cop × C→ Set,
tais que, para cada morﬁsmo (f, g) ∈ (HomCop(X,U), HomD(Y, V ))
(ou (f, g) ∈ (HomC(U,X), HomD(Y, V ))), temos
(HomD(−,−)(F × IdD))(f, g) = HomD(F (f), g),
em que
HomD(F (f), g) : HomD(F (X), Y ) → HomD(F (U), V )
α 7→ gαF (f)
e
(HomC(−,−)(IdCop ×G))(f, g) = HomC(f,G(g)),
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em que
HomC(f,G(g)) : HomC(X,G(Y )) → HomC(U,G(V ))
β 7→ G(g)βf.
Finalmente,
φ : HomD(−,−)(F × IdD)→ HomC(−,−)(IdCop ×G)
é um isomorﬁsmo natural e sua naturalidade é expressa pela comutati-
vidade do diagrama
HomD(F (X), Y )
φX,Y //
HomD(F (f),g)

HomC(X,G(Y ))
HomC(f,G(g))

HomD(F (U), V )
φU,V
// HomC(U,G(V )).
Na tripla (F,G, φ) o funtor F é chamado adjunto à esquerda de G
e o funtor G é chamado adjunto à direita de F .
Teorema 1.2.5 ([18], Teorema 2.28) Sejam F : C→ D e G : D→
C funtores. As aﬁrmações abaixo são equivalentes.
(1) Existe uma adjunção (F,G, φ).
(2) Existem transformações naturais e : FG→ IdD e c : IdC → GF
tais que, para quaisquer Y ∈ D e X ∈ C, valem as igualdades
IG(Y ) = G(eY )cG(Y ) (1.1)
e
IF (X) = eF (X)F (cX). (1.2)
Lembremos que C e D são categorias abelianas.
Deﬁnição 1.2.6 Um funtor F : C → D é dito aditivo se, para todo
par de objetos X,Y ∈ C, vale
F (f + g) = F (f) + F (g),
para quaisquer f, g ∈ HomC(X,Y ).
Proposição 1.2.7 ([7], Proposition 1.2.4) Para qualquer funtor adi-
tivo F : C→ D existe um isomorﬁsmo natural
F (X)⊕ F (Y ) ∼= F (X ⊕ Y ).
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Segundo [17], temos também que toda equivalência entre categorias
aditivas é necessariamente um funtor aditivo. O adjunto à esquerda
(ou à direita) de um funtor aditivo entre categorias aditivas é aditivo e
uma transformação natural entre funtores aditivos é aditiva.
A seguir, recordamos a deﬁnição de um funtor exato, tais funtores
são mencionados inúmeras vezes ao longo deste trabalho. Tal deﬁnição
é encontrada em ([7], Deﬁnition 1.6.1).
Deﬁnição 1.2.8 Seja F : C → D funtor aditivo. O funtor F é dito
exato à esquerda se, para toda sequência exata curta
0 // X
f // Y
g // Z // 0
em C, a sequência
0 // F (X)
F (f) // F (Y )
F (g) // F (Z)
é exata em D. O funtor F é dito exato à direita se, para toda sequência
exata curta
0 // X
f // Y
g // Z // 0
em C, a sequência
F (X)
F (f) // F (Y )
F (g) // F (Z) // 0
é exata em D.
O funtor F é dito exato se for exato à esquerda e à direita.
Corolário 1.2.9 Sejam f : X → Y um morﬁsmo em C e F : C → D
um funtor exato. Se f é um monomorﬁsmo em C então F (f) é um
monomorﬁsmo em D. Se f é um epimorﬁsmo em C então F (f) é
epimorﬁsmo em D.
Demonstração: Segue diretamente da deﬁnição de funtor exato e das
Proposições 1.1.16 e 1.1.17.
Proposição 1.2.10 ([17], Ejercicio 2.7.43) Se F é uma equivalên-
cia entre categorias aditivas então F é um funtor exato.
Teorema 1.2.11 ([17], Teorema 2.8.16) Seja F : C → D um fun-
tor aditivo. Então F é exato se, e somente se, F possui adjuntos à
direita e à esquerda.
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1.3 Categorias localmente ﬁnitas
Uma propriedade essencial dos objetos nas categorias que trabalha-
mos nos próximos capítulos é a existência de uma série de composição.
Esta seção trata de explicar tal conceito, bem como algumas consequên-
cias desse fato que serão usadas mais adiante. Consideremos, a menos
que se diga algo contrário, categorias abelianas.
Deﬁnição 1.3.1 Seja X ∈ C. Uma ﬁltração de X é uma cadeia
0 = X0 ⊆ X1 ⊆ · · · ⊆ Xn−1 ⊆ Xn = X
tal que Xi−1 é um subobjeto de Xi, para todo i ∈ {1, · · · , n}. Se, para
cada i, o objeto Xi/Xi−1 for simples, tal a ﬁltração é dita uma série
de composição de X.
Os objetos simples Xi/Xi−1 da deﬁnição acima são chamados fato-
res de composição de X e o inteiro não-negativo n é chamado compri-
mento da série de composição.
Uma série de composição de X contém um objeto simples Y com
multiplicidade m se o número de valores de i para os quais Xi/Xi−1 ∼=
Y é m. Denotamos por [X : Y ] a multiplicidade de Y em uma série de
composição de X.
Deﬁnição 1.3.2 Diz-se que um objeto X tem comprimento ﬁnito se
X possui uma série de composição 0 = X0 ⊆ X1 ⊆ · · · ⊆ Xn−1 ⊆
Xn = X. Neste caso, o comprimento de X é n.
Notemos que o teorema seguinte garante a boa deﬁnição de compri-
mento de um objeto qualquer e da multiplicidade de um objeto simples
em um dado objeto.
Teorema 1.3.3 ([7], Theorem 1.5.4.) (Teorema de Jordan-Hölder)
Sejam C uma categoria abeliana e X ∈ C um objeto com comprimento
ﬁnito. Então toda ﬁltração de X pode ser estendida a uma série de
composição. Além disso, quaisquer duas séries de composição de X
contêm qualquer fator de composição com a mesma multiplicidade, em
particular, possuem o mesmo comprimento.
A seguir, recordamos duas deﬁnições que culminam na deﬁnição
de cobertura projetiva. Esta última é importante para o conceito de
categorias ﬁnitas.
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Deﬁnição 1.3.4 Um objeto P é projetivo se para todo epimorﬁsmo
pi : M → N e para todo morﬁsmo f : P → N existe um morﬁsmo
g : P →M que comuta o diagrama
P
g
~~
f

M
pi // N // 0,
isto é, f = pig.
Deﬁnição 1.3.5 Um morﬁsmo f : M → N é dito essencial se é um
epimorﬁsmo e para todo morﬁsmo g : L→M tal que fg é epimorﬁsmo,
então g é epimorﬁsmo.
Deﬁnição 1.3.6 Uma cobertura projetiva de um objeto M é um par
(P, f) em que f : P →M é essencial e P é um objeto projetivo.
Deﬁnição 1.3.7 Uma categoria C é dita
(1) k-linear se é aditiva, o conjunto HomC(X,Y ) é um k-espaço veto-
rial, para quaisquer X,Y ∈ C, e a composição de morﬁsmos é k-linear.
(2) localmente ﬁnita se é abeliana, k-linear, o espaço vetorial HomC(X,Y )
tem dimensão ﬁnita, para quaisquer X,Y ∈ C, e todo objeto possui
comprimento ﬁnito.
(3) ﬁnita se é localmente ﬁnita, todo objeto simples tem cobertura pro-
jetiva e a quantidade de classes de isomorﬁsmo de objetos simples é
ﬁnita.
Seja A uma álgebra de dimensão ﬁnita sobre k. Denotamos por
Am a categoria dos A-módulos à esquerda que possuem dimensão ﬁnita
sobre k.
Proposição 1.3.8 ([7], Deﬁnition 1.8.5.) Toda categoria abeliana ﬁ-
nita é equivalente à categoria Am, para alguma álgebra A de dimensão
ﬁnita sobre k.
A proposição acima traz uma deﬁnição equivalente para categoria
abeliana ﬁnita, porém a álgebra de dimensão ﬁnita citada não está
canonicamente determinada. Assim, optamos por usar a deﬁnição in-
trinsecamente categórica.
Um funtor F : C→ D entre categorias k-lineares é dito k-linear se,
para qualquer par de morﬁsmos f, g em C e α ∈ k, vale
F (f + αg) = F (f) + αF (g).
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Proposição 1.3.9 Sejam C uma categoria k-linear e X,Y ∈ C tais que
X ⊆ Y . Então dimHomC(Z,X) ≤ dimHomC(Z, Y ), para qualquer
Z ∈ C.
Demonstração: Sejam g : X → Y um monomorﬁsmo e Z ∈ C. Deﬁ-
nimos T : HomC(Z,X)→ HomC(Z, Y ) por T (f) = gf . É claro que T
é uma transformação linear, pois a composição de morﬁsmos é k-linear.
Além disso, dados f, f ′ ∈ HomC(Z,X) tais que T (f) = T (f ′), então
gf = gf ′ e isto implica f = f ′, pois g é um monomorﬁsmo. Portanto,
T é uma transformação linear injetiva, donde segue o resultado.
Proposição 1.3.10 Sejam X e Y objetos simples em uma categoria
localmente ﬁnita C. Então HomC(X,Y ) = 0 se X  Y e HomC(X,Y ) ∼=
k se X ∼= Y .
Demonstração: SeX  Y então, pelo Lema de Schur,HomC(X,Y ) =
0. Se X ∼= Y então HomC(X,Y ) ∼= HomC(X,X). Novamente pelo
Lema de Schur, dado f ∈ HomC(X,X), existe f−1 ∈ HomC(X,X)
tal que ff−1 = IX = f−1f . Logo, HomC(X,X) é uma k-álgebra de
divisão.
Como a categoria em questão é localmente ﬁnita, temos que
dimHomC(X,X) <∞ e isto implica que HomC(X,X) é uma álgebra
que é algébrica sobre k ([12], EXAMPLE, p.453). Assim, HomC(X,X)
é uma álgebra de divisão algébrica sobre um corpo k que é algebrica-
mente fechado. Logo, por ([12], Lemma 5.6), HomC(X,X) ∼= k.
Observemos que na demonstração da proposição acima foi usado
fortemente que o corpo k é algebricamente fechado.
Para a próxima proposição, observemos que se f : X → Y é um
isomorﬁsmo então uma série de composição de X induz uma série de
composição de Y , ou seja, para cada objeto simples S em C, temos
[X : S] = [Y : S].
Proposição 1.3.11 Se 0 // X
f // Z
g // Y // 0 é uma se-
quência exata curta em uma categoria localmente ﬁnita, então os fatores
de composição de Z são exatamente os fatores de composição de X e
de Y , a menos de isomorﬁsmo.
Demonstração: Pela Proposição 1.1.20, f é um núcleo de g e g é um
conúcleo de f . Dessa forma, f é um monomorﬁsmo e Y ∼= Z/X. Assim,
os fatores de composição de Y e de Z/X são os mesmos.
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Seja 0 = X0 ⊆ X1 ⊆ · · · ⊆ Xn−1 ⊆ Xn = X uma série de composi-
ção de X. Então 0 = X0 ⊆ X1 ⊆ · · · ⊆ Xn−1 ⊆ Xn = X ⊆ Z é uma
ﬁltração de Z. Pelo Teorema de Jordan-Hölder, esta ﬁltração pode ser
estendida a uma série de composição de Z, isto é, existem m ∈ N e
Z1, Z2, · · · , Zm ∈ C tais que
0 = X0 ⊆ X1 ⊆ · · · ⊆ Xn−1 ⊆ Xn = X ⊆ Z1 ⊆ Z2 ⊆ · · · ⊆ Zm = Z
(1.3)
seja uma série de composição de Z.
Pelo Corolário 1.1.29,
0 ⊆ Z1/X ⊆ Z2/X ⊆ · · · ⊆ Zm/X = Z/X
é uma ﬁltração de Z/X. Mais ainda, é uma série de composição de
Z/X, pois o mesmo garante que (Zi/X)/(Zi−1/X) ∼= Zi/Zi−1 é sim-
ples, para todo i ∈ {2, · · · ,m}, veja (1.3). A mesma série de composição
garante que Z1/X também é simples.
Logo, os fatores de composição deX sãoXi/Xi−1, para i ∈ {1, · · · , n}
e os fatores de composição de Z/X são (Zi/X)/(Zi−1/X) ∼= Zi/Zi−1
para i ∈ {2, · · · ,m} e Z1/X. Pela série de composição (1.3), os fatores
de composição de Z são os mesmos de X e de Z/X ∼= Y , a menos de
isomorﬁsmo.
Observemos que o resultado acima nos diz que se S é um objeto
simples em C, então
[Z : S] = [X : S] + [Y : S].
Proposição 1.3.12 Sejam C e D categorias localmente ﬁnitas, F :
C → D um funtor exato e X ∈ C com uma série de composição 0 =
X0 ⊆ X1 ⊆ · · · ⊆ Xn = X. Então os fatores de composição de F (X)
são os fatores de composição de F (Xi/Xi−1), em que i ∈ {1, · · · , n}.
Demonstração: Mostremos por indução sobre o comprimento do ob-
jeto X. O caso n = 1 é óbvio. Consideremos n = 2. Seja 0 = X0 ⊆
X1 ⊆ X2 = X uma série de composição de X. Então existe uma
sequência exata
0 // X1 // X2 = X // X2/X1 // 0 .
Como F é um funtor exato, a sequência
0 // F (X1) // F (X2) = F (X) // F (X2/X1) // 0
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é exata. Assim, pela Proposição 1.3.11, os fatores de composição de
F (X) são os fatores de composição de F (X1) = F (X1/X0) e os de
F (X2/X1). Logo, concluímos a prova para n = 2.
Consideremos como hipótese de indução que, para todo objeto X ∈
C de comprimento n com uma série de composição 0 = X0 ⊆ X1 ⊆
· · · ⊆ Xn−1 ⊆ Xn = X, os fatores de composição de F (X) sejam os
fatores de composição de F (Xi/Xi−1), com i ∈ {1, · · · , n}.
Seja Y ∈ C com uma série de composição 0 = Y0 ⊆ Y1 ⊆ · · · ⊆ Yn ⊆
Yn+1 = Y . Então o objeto Yn ∈ C possui comprimento n e série de
composição 0 = Y0 ⊆ Y1 ⊆ · · · ⊆ Yn. Assim, por hipótese de indução,
os fatores de composição de F (Yn) são os fatores de composição de
F (Yi/Yi−1) para i ∈ {1, · · · , n}. Além disso, existe uma sequência
exata
0 // Yn // Yn+1 = Y // Yn+1/Yn // 0
e, por ser F exato, a sequência
0 // F (Yn) // F (Yn+1) = F (Y ) // F (Yn+1/Yn) // 0
também é exata. Assim, pela Proposição 1.3.11, os fatores de composi-
ção de F (Y ) são os de F (Yn) e os de F (Yn+1/Yn). Portanto, os fatores
de composição de F (Y ) são os fatores de composição de F (Yi/Yi−1),
para i ∈ {1, · · · , n+ 1}, concluindo a prova para n+ 1.
Sejam {Si : i ∈ I} e {S′j : j ∈ J} conjuntos de representantes das
classes de isomorﬁsmo de objetos simples em C e em D, respectiva-
mente. A proposição acima nos diz que, para cada j ∈ J ,
[F (X) : S′j ] =
∑
i∈I
[X : Si][F (Si) : S
′
j ].
Lema 1.3.13 ([17], Ejercicio 2.8.20) Seja C uma categoria abeliana.
Então C é semissimples se, e somente se, para todo X ∈ C, todo subob-
jeto Y de X possui um complemento direto, isto é, existe Y ′ ∈ C tal
que X = Y ⊕ Y ′.
Proposição 1.3.14 Seja C uma categoria localmente ﬁnita semissim-
ples. Então todo objeto em C é uma soma direta de seus fatores de
composição.
Demonstração: Sejam X ∈ C e n o comprimento de X. Mostremos
por indução sobre n. O caso n = 1 é óbvio, pois X seria simples. Su-
ponhamos que n = 2. Seja 0 ⊆ X1 ⊆ X2 = X uma série de composição
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para X. Assim, X/X1 é simples. Pelo lema anterior X1, que é subob-
jeto de X, possui um complemento direto, isto é, existe X ′ ∈ C tal que
X = X1 ⊕X ′. Imediatamente temos a sequência exata curta
0 // X1 // X = X1 ⊕X ′ // X ′ // 0 .
Pela Proposição 1.1.20, segue que (X1 ⊕ X ′)/X1 ∼= X ′, ou seja,
X/X1 ∼= X ′. Portanto, X = X1 ⊕X ′ ∼= X1 ⊕ (X/X1).
Consideremos como hipótese de indução que, para todo objeto X ∈
C de comprimento n com uma série de composição 0 = X0 ⊆ X1 ⊆
· · · ⊆ Xn−1 ⊆ Xn = X, X ∼= ⊕ni=1(Xi/Xi−1).
Seja Y ∈ C de comprimento n+1 com série de composição 0 = Y0 ⊆
Y1 ⊆ · · · ⊆ Yn−1 ⊆ Yn ⊆ Yn+1 = Y . O objeto Yn tem comprimento n
e série de composição 0 = Y0 ⊆ Y1 ⊆ · · · ⊆ Yn−1 ⊆ Yn. Por hipótese
de indução, temos que Yn ∼= ⊕ni=1(Yi/Yi−1). Além disso, Yn é um
subobjeto de Y . Pelo lema acima, Yn tem um complemento direto, ou
seja, Yn ⊕ Y ′ = Y = Yn+1, para algum Y ′ ∈ C. A sequência
0 // Yn // Y = Yn ⊕ Y ′ // Y ′ // 0
é exata. Logo, Y ′ ∼= (Yn ⊕ Y ′)/Yn = Yn+1/Yn. Portanto,
Y = Yn ⊕ Y ′ ∼= ⊕ni=1(Yi/Yi−1)⊕ (Yn+1/Yn) = ⊕n+1i=1 (Yi/Yi−1),
concluindo a prova.
Corolário 1.3.15 Seja C uma categoria localmente ﬁnita semissim-
ples. Sejam X,S ∈ C, em que S é um objeto simples. Então
[X : S] = dimHomC(S,X).
Demonstração: Pela proposição acima, X ∼= ⊕ni=1(Xi/Xi−1). Assim,
HomC(S,X) ∼= HomC(S,⊕ni=1(Xi/Xi−1)) ∼= ⊕ni=1HomC(S,Xi/Xi−1).
Pela Proposição 1.3.10, HomC(S,Xi/Xi−1) ∼= k se S ∼= Xi/Xi−1 e
HomC(S,Xi/Xi−1) ∼= 0 se S  Xi/Xi−1. Logo,
HomC(S,X) ∼= [X : S]k.
Corolário 1.3.16 Seja C uma categoria localmente ﬁnita semissim-
ples. Se N e N ′ são subobjetos simples de um objeto W tais que
N  N ′, então N ⊕N ′ é um subobjeto de W .
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Demonstração: Sendo N e N ′ subobjetos simples de W , pelo Teo-
rema de Jordan-Hölder, as ﬁltrações N ⊆ W e N ′ ⊆ W estendem-se a
séries de composição de W . Pela hipótese, N e N ′ não são isomorfos e
portanto, são fatores de composição de W não isomorfos entre si. Da
proposição acima, segue que W é uma soma direta de seus fatores de
composição. Logo, N ⊕N ′ é um subobjeto de W .
Proposição 1.3.17 Seja C uma categoria localmente ﬁnita semissim-
ples. Então, para cada X,Y ∈ C,
HomC(X,Y ) ∼= HomC(Y,X).
Demonstração: Escrevemos X = ⊕ni=1Si e Y = ⊕mj=1S′j , em que Si
e S′j são objetos simples em C, para i ∈ {1, · · · , n} e j ∈ {1, · · · ,m}.
Então
HomC(X,Y ) ∼= HomC(⊕ni=1Si,⊕mj=1S′j) ∼= ⊕ni=1 ⊕mj=1 HomC(Si, S′j).
Pela Proposição 1.3.10, HomC(Si, S′j) ∼= HomC(S′j , Si), para quais-
quer i e j. Logo,
HomC(X,Y ) ∼= ⊕ni=1 ⊕mj=1 HomC(S′j , Si) ∼= HomC(Y,X).
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1.4 Equivariantização de categorias abelia-
nas k-lineares
Para a deﬁnição de ação de um grupo G em uma categoria C, não
é necessário que tal grupo seja ﬁnito, mas pediremos que G seja ﬁnito
para o que vamos desenvolver neste trabalho. Esta seção é desenvolvida
com base nas referências [17] e [18] . Denotamos por 1 o elemento neutro
de G.
Deﬁnição 1.4.1 Seja C uma categoria abeliana k-linear. Uma ação de
G em C é uma coleção de funtores aditivos k-lineares {Fg : C→ C}g∈G
munida de isomorﬁsmos naturais
γg,h : FgFh → Fgh e γ0 : IdC → F1
tais que, para quaisquer f, g, h ∈ G e X ∈ C, valem as igualdades
(γgh,f )X(γg,h)Ff (X) = (γg,hf )XFg((γh,f )X) (1.4)
(γg,1)XFg((γ0)X) = (γ1,g)X(γ0)Fg(X), (1.5)
ou seja, os seguintes diagramas comutam
(FgFhFf )(X)
Fg((γh,f )X) //
(γg,h)Ff (X)

(FgFhf )(X)
(γg,hf )X

(FghFf )(X)
(γgh,f )X
// Fghf (X)
Fg(X)
(γ0)Fg(X)//
Fg((γ0)X)

(F1Fg)(X)
(γ1,g)X

(FgF1)(X)
(γg,1)X
// Fg(X).
Intuitivamente, o primeiro diagrama nos diz que essa ação é asso-
ciativa nos funtores e o segundo diagrama nos diz que F1 é como uma
espécie de unidade.
Lema 1.4.2 ([18], Lema 4.2) Seja C uma categoria abeliana k-linear
tal que G age em C. Para cada g ∈ G, o funtor Fg : C → C é uma
equivalência de categorias.
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Deﬁnição 1.4.3 Seja C uma categoria abeliana k-linear tal que G age
em C. Um objeto X ∈ C é dito equivariante, se existe uma família s =
{sg : Fg(X)→ X}g∈G de isomorﬁsmos em C tais que s1(γ0)X = IX e
sgFg(sh) = sgh(γg,h)X , (1.6)
isto é, os seguintes diagramas são comutativos
X
IX ""
(γ0)X // F1(X)
s1

X
(FgFh)(X)
(γg,h)X

Fg(sh) // Fg(X)
sg

Fgh(X) sgh
// X,
para quaisquer g, h ∈ G.
Observação 1.4.4 Sem perda de generalidade, como em [2], assumi-
mos que F1 = IdC e que γ1,g, γg,1 e γ0 são transformações naturais
identidade entre os funtores convenientes. Como consequência dessa
hipótese temos que s1 = IX , para todo objeto equivariante (X, s) e que
(γg,g−1)Fg(X) = Fg((γg−1,g)X), (1.7)
para quaisquer g ∈ G e X ∈ C. O segundo fato segue da igualdade
(2.6) para os elementos g, g−1, g ∈ G.
Proposição 1.4.5 Seja C uma categoria abeliana k-linear tal que G
age em C. Então
HomC(Fg(X), Fg(Y )) ∼= HomC(X,Y ),
para todo g ∈ G.
Demonstração: Seja g ∈ G. Deﬁnimos
ϕ : HomC(X,Y )→ HomC(Fg(X), Fg(Y ))
por ϕ(f) = Fg(f), para todo f ∈ HomC(X,Y ). Claramente ϕ é k-
linear, pois o funtor Fg o é. Mostremos que ϕ é injetiva. Sejam
f, h ∈ HomC(X,Y ) tais que Fg(f) = Fg(h). Então Fg−1(Fg(f)) =
Fg−1(Fg(h)). Pela naturalidade de γg−1,g, os seguintes diagramas co-
mutam
X
h

Fg−1(Fg(X))
(γg−1,g)Xoo
(γg−1,g)X //
Fg−1 (Fg(f))Fg−1 (Fg(h))

X
f

Y Fg−1(Fg(Y ))
(γg−1,g)Y
oo
(γg−1,g)Y
// Y.
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Logo,
f = (γg−1,g)Y Fg−1(Fg(f))(γg−1,g)
−1
X = h.
Mostremos que ϕ é sobrejetiva. Seja h ∈ HomC(Fg(X), Fg(Y )).
Consideremos f = (γg−1,g)Y Fg−1(h)(γg−1,g)
−1
X , vemos que f ∈ HomC(X,Y ).
Então
ϕ(f) = Fg(f) = Fg((γg−1,g)Y )FgFg−1(h)Fg((γg−1,g)
−1
X )
(1.7)
= (γg,g−1)Fg(Y )FgFg−1(h)(γg,g−1)
−1
Fg(X)
(∗)
= h,
em que a igualdade (∗) segue da naturalidade de γg,g−1 , ou seja, o
diagrama abaixo comuta
Fg(Fg−1(Fg(X)))
(γg,g−1 )Fg(X) //
Fg(F
−1
g (h))

Fg(X)
h

Fg(Fg−1(Fg(Y )))
(γg,g−1 )Fg(Y )
// Fg(Y ).
Deﬁnição 1.4.6 Seja C uma categoria abeliana k-linear tal que G age
em C. A categoria CG, chamada equivariantização de C por G, é a
categoria cujos objetos são os pares (X, s), em que X é um objeto equi-
variante de C e s a família de isomorﬁsmos associada.
Dados (X, s), (Y, r) ∈ CG, um morﬁsmo f : (X, s) → (Y, r) em CG
(ou um morﬁsmo equivariante) é um morﬁsmo f : X → Y em C tal
que
fsg = rgFg(f), (1.8)
ou seja, o diagrama seguinte comuta
Fg(X)
sg

Fg(f) // Fg(Y )
rg

X
f
// Y,
para todo g ∈ G.
Exemplo 1.4.7 ([7], Example 4.15.2) Sejam vectk a categoria dos
espaços vetoriais de dimensão ﬁnita sobre k, G um grupo ﬁnito e
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Rep(G) a categoria das representações de dimensão ﬁnita de G. Con-
siderando a ação trivial de G em vectk, temos que vectGk e Rep(G) são
categorias equivalentes. De fato, (V, u) é um objeto equivariante, se e
somente se, existem isomorﬁsmos ug : V → V tais que uguh = ugh,
para quaisquer g, h ∈ G, e isto é equivalente à u : G → End(V ) dada
por u(g) = ug ser uma representação de G.
Proposição 1.4.8 ([18], Teorema 4.7) Seja C uma categoria abeli-
ana k-linear tal que G age em C. Então a categoria CG é abeliana
k-linear.
Para cada j ∈ G e cada X ∈ C, denotamos por ιXj : Fj(X) →
⊕g∈GFg(X) e piXj : ⊕g∈GFg(X) → Fj(X) as inclusões e projeções da
soma direta, respectivamente.
Deﬁnimos o funtor L : C→ CG por
L(X) = (⊕h∈GFh(X), sX),
em que sXg : Fg(⊕h∈GFh(X))→ ⊕h∈GFh(X) é dada por
sXg =
∑
j∈G
ιXgj(γg,j)XFg(pi
X
j ).
Seja X ∈ C. Mostremos que L(X) ∈ CG. Primeiramente, não é
difícil ver que
(sXg )
−1 =
∑
l∈G
Fg(ι
X
l )(γg,l)
−1
X pi
X
gl
é inverso de sXg , para todo g ∈ G.
Sejam g, h ∈ G. Temos que
sXg Fg(s
X
h ) = (
∑
j∈G
ιXgj(γg,j)XFg(pi
X
j ))Fg(
∑
l∈G
ιXhl(γh,l)XFh(pi
X
l ))
=
∑
l∈G
ιXghl(γg,hl)XFg((γh,l)X)Fg(Fh(pi
X
l ))
(2.6)
=
∑
l∈G
ιXghl(γgh,l)X(γg,h)Fl(X)Fg(Fh(pi
X
l ))
(∗)
=
∑
l∈G
ιXghl(γgh,l)XFgh(pi
X
l )(γg,h)⊕l∈GFl(X)
= sXgh(γg,h)⊕l∈GFl(X),
em que a igualdade (∗) segue da naturalidade de γg,h. Logo, vale a
igualdade (1.6), isto é, L(X) é um objeto equivariante.
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Proposição 1.4.9 ([17], Proposition 2.10.2) O funtor L deﬁnido
acima é um adjunto à direita e à esquerda do funtor esquecimento F :
CG → C. Em particular, F é exato.
Proposição 1.4.10 ([17], Proposition 2.10.2) Se C é uma catego-
ria abeliana ﬁnita então CG é uma categoria abeliana ﬁnita.
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Capítulo 2
Categorias tensoriais
Neste capítulo escrevemos as deﬁnições e resultados acerca de cate-
gorias tensoriais e suas equivariantizações que são bastante utilizados
nos capítulos posteriores. As referências básicas para este capítulo são
[6], [7] e [17].
2.1 Noções Básicas
Iniciamos deﬁnindo categorias monoidais e inserimos as demais pro-
priedades ao longo do capítulo.
Deﬁnição 2.1.1 Uma categoria monoidal é uma coleção (C,⊗,1, a, l, r)
em que C é uma categoria, ⊗ : C×C→ C é um funtor, chamado produto
tensorial, 1 é um objeto em C, chamado objeto unidade, a, l e r são iso-
morﬁsmos naturais entre os funtores ((− ⊗−) ⊗ −) e (− ⊗ (− ⊗−)),
1⊗− e IdC, −⊗1 e IdC, respectivamente e são tais que, para quaisquer
objetos U, V,W,X em C, os diagramas
((U ⊗ V )⊗W )⊗X
aU⊗V,W,X
))
aU,V,W⊗IX
uu
(U ⊗ (V ⊗W ))⊗X
aU,V⊗W,X

(U ⊗ V )⊗ (W ⊗X)
aU,V,W⊗X

U ⊗ ((V ⊗W )⊗X) IU⊗aV,W,X // U ⊗ (V ⊗ (W ⊗X))
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(U ⊗ 1)⊗ V
rU⊗IV
&&
aU,1,V // U ⊗ (1⊗ V )
IU⊗lV
xx
U ⊗ V
são comutativos.
Na deﬁnição acima, a comutatvidade do primeiro diagrama é co-
nhecida como axioma do pentágono e a comutatividade do segundo
diagrama, como axioma do triângulo. Esses axiomas expressam, essen-
cialmente, que o produto tensorial de um número ﬁnito de objetos está
bem deﬁnido, independentemente da posição dos parênteses e que 1 é
uma unidade para o produto tensorial.
Exemplo 2.1.2 Sejam G um grupo e A um grupo abeliano. A cate-
goria Cat(G), cujos objetos são indexados pelos elementos do grupo G,
ou seja, δg e os morﬁsmos são Hom(δg, δg) = 1A e Hom(δg, δh) = ∅
se g 6= h, é uma categoria monoidal com produto tensorial dado pelo
produto de G.
Deﬁnição 2.1.3 Seja V um objeto em uma categoria monoidal C. Um
dual à direita de V é uma tripla (V ∗, eV , bV ), em que V ∗ é um objeto
em C, eV : V
∗ ⊗ V → 1 e bV : 1 → V ⊗ V ∗ são morﬁsmos em C tais
que as composições
V
l−1V // 1⊗V
bV ⊗IV // (V⊗V ∗)⊗V
aV,V ∗,V // V⊗(V ∗⊗V )
IV ⊗eV // V⊗1
rV // V
V ∗
r−1
V ∗ // V ∗⊗1
IV ∗⊗bV// V ∗⊗(V⊗V ∗)
a−1
V ∗,V,V ∗ // (V ∗⊗V )⊗V ∗
eV ⊗IV ∗// 1⊗V ∗
lV ∗ // V ∗
são IV e IV ∗ , respectivamente.
Um dual à esquerda de V é uma tripla (∗V, e′V , b
′
V ), em que
∗V é
um objeto em C, e′V : V ⊗ ∗V → 1 e b′V : 1 → ∗V ⊗ V são morﬁsmos
em C tais que as composições
V
r−1V // V⊗1
IV ⊗b′V // V⊗(∗V⊗V )
a−1
V,∗V,V // (V⊗∗V )⊗V
e′V ⊗IV // 1⊗V
lV // V
∗V
l−1∗V // 1⊗∗V
b′V ⊗I∗V// (∗V⊗V )⊗∗V
a∗V,V,∗V // ∗V⊗(V⊗∗V )
I∗V ⊗e′V// ∗V⊗1
r∗V // ∗V
são IV e I∗V , respectivamente.
Deﬁnição 2.1.4 Uma categoria monoidal C é dita
(1) rígida se todo objeto em C possui um dual à esquerda e um dual à
direita.
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(2) tensorial se é localmente ﬁnita, rígida, tal que todos os funtores e
transformações naturais envolvidos são aditivos e k-lineares e o objeto
unidade é simples.
(3) categoria de fusão se é uma categoria tensorial ﬁnita semissimples.
Exemplo 2.1.5 ([7], Example 4.1.2) A categoria vectk é uma cate-
goria de fusão.
Exemplo 2.1.6 ([7], Example 4.1.2) Seja G um grupo ﬁnito. En-
tão Rep(G) é uma categoria de fusão. Para este fato a hipótese de k
ter característica zero é necessária.
Exemplo 2.1.7 ([6], Example 2.8) Seja H uma álgebra de Hopf se-
missimples de dimensão ﬁnita. Então a categoria das representações de
dimensão ﬁnita de H, denotada por Rep(H), é uma categoria de fusão.
Deﬁnição 2.1.8 Sejam C e D categorias monoidais. Um funtor mo-
noidal de C em D é uma tripla (F, ξ, φ), em que F : C→ D é um funtor,
ξ : F (−)⊗F (−)→ F (−⊗−) é um isomorﬁsmo natural e φ : 1→ F (1)
é um isomorﬁsmo tais que
ξX,Y⊗Z(IF (X)⊗ξY,Z)aF (X),F (Y ),F (Z) = F (aX,Y,Z)ξX⊗Y,Z(ξX,Y⊗IF (Z)),
(2.1)
lF (X) = F (lX)ξ1,X(φ⊗ IF (X)) e (2.2)
rF (X) = F (rX)ξX,1(IF (X) ⊗ φ), (2.3)
para quaisquer X,Y, Z ∈ C.
Deﬁnição 2.1.9 Sejam (F, ξ, φ), (F ′, ξ′, φ′) : C → D funtores monoi-
dais. Uma transformação natural monoidal θ : (F, ξ, φ)→ (F ′, ξ′, φ′) é
uma transformação natural θ : F → F ′ tal que para quaisquer X,Y ∈ C
θ1φ = φ
′ e θX⊗Y ξX,Y = ξ′X,Y (θX ⊗ θY ). (2.4)
Um isomorﬁsmo natural monoidal é uma transformação natural mo-
noidal que é um isomorﬁsmo natural.
Deﬁnição 2.1.10 Sejam C,D e E categorias monoidais e (F, ξ, φ) :
C → D, (F ′, ξ′, φ′) : D → E funtores monoidais. A composição destes
funtores é um funtor monoidal (F ′F, η, ψ), em que ηX,Y : F ′F (X) ⊗
F ′F (Y )→ F ′F (X ⊗Y ) e ψ : 1→ F ′F (1) são dadas, respectivamente,
por
ηX,Y = F
′(ξX,Y )ξ′F (X),F (Y ) e ψ = F
′(φ)φ′ (2.5)
para quaisquer X,Y ∈ C.
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Deﬁnição 2.1.11 Sejam C e D categorias tensoriais. Um funtor ten-
sorial é um funtor monoidal F : C→ D aditivo k-linear
Proposição 2.1.12 ([7], Proposition 4.2.1) Se C é uma categoria
tensorial então o funtor ⊗ : C×C→ C é biexato, isto é, exato em cada
variável.
2.2 Equivariantização de categorias tenso-
riais ﬁnitas
Sejam G um grupo ﬁnito, g, h ∈ G e (Fg, ξg, φg), (Fh, ξh, φh) : C →
C funtores tensoriais. Pela Deﬁnição 2.1.10, (FgFh, ξ, φ) é um funtor
tensorial, em que
ξX,Y = Fg((ξh)X,Y )(ξg)Fh(X),Fh(Y ) e φ = Fg(φh)φg,
para quaisquer X,Y ∈ C.
Deﬁnição 2.2.1 Sejam C uma categoria tensorial ﬁnita e G um grupo
ﬁnito. Uma ação de G em C é uma coleção de autoequivalências ten-
soriais (Fg, ξg, φg) : C → C e isomorﬁsmos naturais monoidais γg,h :
(FgFh, ξ, φ) → (Fgh, ξgh, φgh), para quaisquer g, h ∈ G, que satisfazem
as igualdades
(γgh,f )X(γg,h)Ff (X) = (γg,hf )XFg((γh,f )X) (2.6)
e
(γg,1)XFg((γ0)X) = (γ1,g)X(γ0)Fg(X). (2.7)
No contexto de categorias tensoriais ﬁnitas C, a equivariantização
CG é deﬁnida de forma análoga ao caso em que C é abeliana k-linear.
A deﬁnição acima é equivalente à existência de um funtor monoidal
F : Cat(G) → Aut⊗(C), em que A é o grupo trivial e Aut⊗(C) é a
categoria das autoequivalências tensoriais de C em C. Desta deﬁnição
equivalente vem a analogia com a teoria de anéis, já que uma ação
de um grupo G em um anel S é exatamente um morﬁsmo de grupos
φ : G→ Aut(S). Neste caso, o anel dos invariantes é dado por
SG = {s ∈ S : φg(s) = s,∀g ∈ G}.
Tendo em mente as observações acima, ﬁca claro porque dizemos
que a equivariantização pode ser pensada como uma categoriﬁcação da
noção de anel dos invariantes por uma ação de um grupo de G.
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Sem perda de generalidade, como já estamos assumindo que F1 =
IdC, assumiremos também que ξ1 e φ1 sejam triviais.
Observemos que, pela igualdade (2.4), o fato de γg,h ser um isomor-
ﬁsmo natural monoidal implica que
(γg,h)1Fg(φh)φg = φgh (2.8)
e
(γg,h)X⊗Y Fg((ξh)X,Y )(ξg)Fh(X),Fh(Y ) = (ξgh)X,Y ((γg,h)X ⊗ (γg,h)Y ).
(2.9)
Teorema 2.2.2 ([17], Teorema 3.7.1) A equivariantização CG de uma
categoria tensorial ﬁnita C é uma categoria tensorial ﬁnita, com produto
tensorial dado por
(X, s)⊗ (Y, r) = (X ⊗ Y, t),
em que tg = (sg ⊗ rg)(ξg)−1X,Y e unidade (1, φ−1g ).
Proposição 2.2.3 O funtor esquecimento F : CG → C é um funtor
tensorial.
Demonstração: É claro que o funtor esquecimento é aditivo e k-linear.
Para que seja monoidal, basta deﬁnirmos, para cada (X, s), (Y, r) ∈ CG,
ξ(X,s),(Y,r) : F (X, s)⊗ F (Y, r) = X ⊗ Y → F ((X, s)⊗ (Y, r)) = X ⊗ Y
por ξ(X,s),(Y,r) = IX⊗Y e φ = I1.
Proposição 2.2.4 ([6], Theorem 4.18-(iii)) Seja C uma categoria
abeliana. Então C é uma categoria de fusão se, e somente se, CG é
uma categoria de fusão.
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Capítulo 3
Categorias módulo
Seja C uma categoria monoidal. É possível deﬁnir categorias módulo
M sobre C, pedindo apenas que M seja uma categoria, sem hipóteses
adicionais (veja [7], Seção 7.1). No entanto, para que nosso objetivo
no restante do trabalho seja atingido, consideraremos C uma categoria
tensorial ﬁnita e apenas categorias módulo M sobre C que sejam local-
mente ﬁnitas, semissimples e possuam uma quantidade ﬁnita de classes
de isomorﬁsmo de objetos simples. Este capítulo é apoiado principal-
mente em [11].
3.1 Noções básicas
Fixemos (C,⊗, a, r, l,1) uma categoria tensorial ﬁnita. Nesta seção
todos os funtores são considerados aditivos e k-lineares.
Deﬁnição 3.1.1 Um C-módulo à esquerda ou uma categoria módulo à
esquerda sobre C é uma coleção (M,⊗,m, l), em queM é uma categoria
abeliana k-linear, ⊗ : C ×M → M é um funtor biexato, m : ((− ⊗
−)⊗−) → (−⊗(−⊗−)) e l : 1⊗− → IdM são isomorﬁsmos naturais
tais que
mX,Y,Z⊗MmX⊗Y,Z,M = (IX⊗mY,Z,M )mX,Y⊗Z,M (aX,Y,Z⊗IM ) (3.1)
e
(IX⊗lM )mX,1,M = rX⊗IM (3.2)
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para quaisquer X,Y, Z ∈ C e M ∈M, isto é, os diagramas
((X ⊗ Y )⊗ Z)⊗M
aX,Y,Z⊗IM
uu
mX⊗Y,Z,M
))
(X ⊗ (Y ⊗ Z))⊗M
mX,Y⊗Z,M

(X ⊗ Y )⊗(Z⊗M)
mX,Y,Z⊗M

X⊗((Y ⊗ Z)⊗M) (IX⊗mY,Z,M ) // X⊗(Y⊗(Z⊗M))
e
(X ⊗ 1)⊗M mX,1,M //
rX⊗IM &&
X⊗(1⊗M)
(IX⊗lM )xx
X⊗M
comutam.
De maneira análoga, deﬁne-se C-módulos à direita. Ao longo do tra-
balho consideramos C-módulos à esquerda e, dessa forma, a lateralidade
é omitida no texto.
Exemplo 3.1.2 Toda categoria tensorial ﬁnita C é uma categoria mó-
dulo sobre si mesma, com m = a.
Exemplo 3.1.3 Seja C uma categoria abeliana k-linear ﬁnita. Então C
é uma categoria módulo sobre vectk. Para detalhes sobre este exemplo,
veja Seção 3.3.
Deﬁnição 3.1.4 Sejam M e N dois C-módulos. Um funtor de C-
módulos é um par (F, c), em que F : M → N é um funtor e c :
F (−⊗−)→ −⊗F (−) é um isomorﬁsmo natural tais que
mX,Y,F (M)cX⊗Y,M = (IX⊗cY,M )cX,Y⊗MF (mX,Y,M ) (3.3)
e
lF (M)c1,M = F (lM ), (3.4)
para quaisquer X,Y ∈ C e M ∈M.
Sejam f : X → Y um morﬁsmo em C e g : M → N um morﬁsmo em
M. O fato de c da deﬁnição acima ser um isomorﬁsmo natural implica
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na comutatividade do diagrama
F (X⊗M) cX,M //
F (f⊗g)

X⊗F (M)
f⊗F (g)

F (Y⊗N) cY,N // Y⊗F (N).
As igualdades (3.3) e (3.4) podem ser expressas via os diagramas
comutativos
(X ⊗ Y )⊗F (M)
mX,Y,F (M)
((
F ((X ⊗ Y )⊗M)
F (mX,Y,M )

cX⊗Y,M
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X⊗(Y⊗F (M))
F (X⊗(Y⊗M)) cX,Y⊗M // X⊗(F (Y⊗M))
IX⊗cY,M
OO
e
F (1⊗M) c1,M //
F (lM ) %%
1⊗F (M)
lF (M)yy
F (M).
Exemplo 3.1.5 O funtor identidade (IdM, c) : M → M é um funtor
de C-módulos, em que cX,M = IX⊗M , para todo X ∈ C e M ∈M.
Deﬁnição 3.1.6 Sejam (F, c), (G, d) : M→ N funtores de C-módulos.
Uma transformação natural de C-módulos é uma transformação natural
θ : F → G que comuta o diagrama
F (X⊗M) θX⊗M //
cX,M

G(X⊗M)
dX,M

X⊗F (M) IX⊗θM// X⊗G(M),
(3.5)
para quaisquer X ∈ C e M ∈M, ou seja,
dX,MθX⊗M = (IX⊗θM )cX,M . (3.6)
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Deﬁnição 3.1.7 Sejam M e N dois C-módulos. Um funtor de C-
módulos F : M → N é uma equivalência de C-módulos se existem um
funtor de C-módulos G : N→M e isomorﬁsmos naturais de C-módulos
θ : IdM → GF e η : IdN → FG.
Lema 3.1.8 Se (F, c) : M1 →M2 e (G, d) : M2 →M3 são funtores de
C-módulos, então (GF, b) : M1 → M3 é um funtor de C-módulos, em
que bX,M = dX,F (M)G(cX,M ).
Demonstração: Sejam f : X → Y um morﬁsmo em C e g : M → N
um morﬁsmo em M. Mostremos que o diagrama
GF (X⊗M) bX,M //
GF (f⊗g)

X⊗GF (M)
f⊗GF (g)

GF (Y⊗N) bY,N // Y⊗GF (N)
comuta. Temos
(f⊗GF (g))bX,M = (f⊗GF (g))dX,F (M)G(cX,M )
(∗)
= dY,F (N)G(f⊗F (g))G(cX,M )
= dY,F (N)G((f⊗F (g))cX,M )
(∗∗)
= dY,F (N)G(cY,NF (f⊗g))
= dY,F (N)G(cY,N )GF (f⊗g)
= bY,NGF (f⊗g),
em que a igualdade (∗) segue da comutatividade do diagrama
G(X⊗F (M))dX,F (M)//
G(f⊗F (g))

X⊗G(F (M))
f⊗G(F (g))

G(Y⊗F (N)) dY,F (N)// Y⊗G(F (N)),
devido à naturalidade de d. A igualdade (∗∗) segue da naturalidade de
c. Portanto, b é uma transformação natural.
É claro que bX,M é isomorﬁsmo para todo X ∈ C e todo M ∈ M,
pois é composição de isomorﬁsmos.
Mostremos que (GF, b) satisfaz a igualdade (3.3). Sejam X,Y ∈ C
e M ∈M. Então
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mX,Y,GF (M)bX⊗Y,M = mX,Y,G(F (M))dX⊗Y,F (M)G(cX⊗Y,M )
(3.3)
= (IX⊗dY,F (M))dX,Y⊗F (M)G(mX,Y,F (M))G(cX⊗Y,M )
= (IX⊗dY,F (M))dX,Y⊗F (M)G(mX,Y,F (M)cX⊗Y,M )
(3.3)
= (IX⊗dY,F (M))dX,Y⊗F (M)G((IX⊗cY,M )cX,Y⊗MF (mX,Y,M ))
= (IX⊗dY,F (M))dX,Y⊗F (M)G(IX⊗cY,M )G(cX,Y⊗M )GF (mX,Y,M )
(?)
= (IX⊗dY,F (M))(IX⊗G(cY,M ))dX,F (Y⊗M)G(cX,Y⊗M )GF (mX,Y,M )
= (IX⊗dY,F (M)G(cY,M ))bX,Y⊗MGF (mX,Y,M )
= (IX⊗bY,M )bX,Y⊗MGF (mX,Y,M ),
em que a igualdade (3.3) foi usada para os funtores (G, d) e (F, c), res-
pectivamente, e a igualdade (?) segue da comutatividade do diagrama
G(X⊗F (Y⊗M))
dX,F (Y⊗M)//
G(IX⊗cY,M )

X⊗G(F (Y⊗M))
IX⊗G(cY,M )

G(X⊗(Y⊗F (M)))
dX,Y⊗F (M)// X⊗G(Y⊗F (M)),
devido à naturalidade de d.
Finalmente, mostremos que (GF, b) satisfaz (3.4). Temos
lGF (M)b1,M = lG(F (M))d1,F (M)G(c1,M )
(3.4)
= G(lF (M))G(c1,M )
= G(lF (M)c1,M )
(3.4)
= G(F (lM )) = GF (lM ).
A proposição seguinte é crucial para a deﬁnição de equivariantização
de categorias módulo, pois para tal deﬁnição é necessária uma nova
ação em uma dada categoria módulo M. Tal ação é deﬁnida através
de funtores tensoriais exatos especíﬁcos que apresentamos na próxima
seção.
Proposição 3.1.9 Se (F, ξ, φ) : C → D é um funtor tensorial exato e
(M,⊗,m, l) é uma categoria módulo sobre D, então (M,⊗F ,mF , lF ) é
uma categoria módulo sobre C, em que
X⊗FM = F (X)⊗M, mFX,Y,M = mF (X),F (Y ),M (ξ−1X,Y⊗IM ),
lFM = lM (φ
−1⊗IM ) e f⊗F g = F (f)⊗g,
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para quaisquer X,Y ∈ C, M,N ∈ M, f : X → Y morﬁsmo em C e
g : M → N morﬁsmo em M.
Demonstração: Não é difícil ver que ⊗F é um funtor biexato, pois F
é um funtor exato e ⊗ é um funtor biexato. Claramente, mF e lF são
isomorﬁsmos naturais. Mostremos que vale (3.1) para (M,⊗F ,mF , lF ).
Temos
mF
X,Y,Z⊗FMm
F
X⊗Y,Z,M =
= mF (X),F (Y ),F (Z)⊗M (ξ
−1
X,Y⊗IF (Z)⊗M )mF (X⊗Y ),F (Z),M (ξ−1X⊗Y,Z⊗IM )
(∗)
= mF (X),F (Y ),F (Z)⊗MmF (X)⊗F (Y ),F (Z),M ((ξ
−1
X,Y ⊗ IF (Z))⊗IM )
(ξ−1X⊗Y,Z⊗IM )
(3.1)
= (IF (X)⊗mF (Y ),F (Z),M )mF (X),F (Y )⊗F (Z),M (aF (X),F (Y ),F (Z)⊗IM )
((ξ−1X,Y ⊗ IF (Z))ξ−1X⊗Y,Z⊗IM )
= (IF (X)⊗mF (Y ),F (Z),M )mF (X),F (Y )⊗F (Z),M
(aF (X),F (Y ),F (Z)(ξ
−1
X,Y ⊗ IF (Z))ξ−1X⊗Y,Z⊗IM )
(2.1)
= (IF (X)⊗mF (Y ),F (Z),M )mF (X),F (Y )⊗F (Z),M
((IF (X) ⊗ ξ−1Y,Z)ξ−1X,Y⊗ZF (aX,Y,Z)⊗IM )
= (IF (X)⊗mF (Y ),F (Z),M )mF (X),F (Y )⊗F (Z),M ((IF (X) ⊗ ξ−1Y,Z)⊗IM )
(ξ−1X,Y⊗ZF (aX,Y,Z)⊗IM )
(∗∗)
= (IF (X)⊗mF (Y ),F (Z),M )((IF (X)⊗(ξ−1Y,Z⊗IM ))mF (X),F (Y⊗Z),M
(ξ−1X,Y⊗ZF (aX,Y,Z)⊗IM )
= (F (IX)⊗mFY,Z,M )mFX,Y⊗Z,M (aX,Y,Z⊗F IM )
= (IX⊗FmFY,Z,M )mFX,Y⊗Z,M (aX,Y,Z⊗F IM ),
em que a igualdade (∗) segue da naturalidade de m, isto é, da comuta-
tividade do diagrama
((F (X)⊗ F (Y ))⊗ F (Z))⊗MmF (X)⊗F (Y ),F (Z),M//
(ξX,Y ⊗IF (Z))⊗IM

(F (X)⊗ F (Y ))⊗(F (Z)⊗M)
ξX,Y ⊗(IF (Z)⊗IM )

(F (X ⊗ Y )⊗ F (Z))⊗MmF (X⊗Y ),F (Z),M// F (X ⊗ Y )⊗(F (Z)⊗M)
e a igualdade (∗∗) segue também da naturalidade de m, via um dia-
grama análogo.
Mostremos agora que vale (3.2). Temos
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(IX⊗F lFM )mFX,1,M =
= (F (IX)⊗lM (φ−1⊗IM ))mF (X),F (1),M (ξ−1X,1⊗IM )
= (IF (X)⊗lM )(IF (X)⊗(φ−1⊗IM ))mF (X),F (1),M (ξ−1X,1⊗IM )
(∗∗∗)
= (IF (X)⊗lM )mF (X),1,M ((IF (X) ⊗ φ−1)⊗IM )(ξ−1X,1⊗IM )
(3.2)
= (rF (X)⊗IM )((IF (X) ⊗ φ−1)⊗IM )(ξ−1X,1⊗IM )
= rF (X)(IF (X) ⊗ φ−1)ξ−1X,1⊗IM
(2.3)
= F (rX)⊗IM = rX⊗F IM ,
em que a igualdade (***) segue da naturalidade de m.
3.2 Equivariantização de categorias módulo
Os resultados desenvolvidos nessa seção são de importância funda-
mental para o entendimento do Capítulo 5.
Suponhamos que um grupo ﬁnito G age em uma categoria tensorial
ﬁnita C. Consideremos H um subgrupo de G. Para cada g ∈ H, temos
que Fg : C→ C é uma equivalência tensorial, em particular, um funtor
tensorial exato.
Seja M uma categoria módulo sobre C. Denotamos por Mg a cate-
goria módulo sobre C (M,⊗Fg ,mFg , lFg ) deﬁnida na Proposição 3.1.9.
Dessa forma, para cada X,Y ∈ C e M ∈M, temos
X⊗FgM = Fg(X)⊗M, lFgM = lM (φ−1g ⊗IM ) e
m
Fg
X,Y,M = mFg(X),Fg(Y ),M ((ξg)
−1
X,Y⊗IM ). (3.7)
Observemos que, como estamos assumindo F1, ξ1 e φ1 triviais, segue
que M1 é exatamente M como categoria módulo sobre C.
Sejam g ∈ H e (Ug, cg) : M → Mg um funtor de C-módulos. Tal
fato é equivalente à existir, para cada X ∈ C eM ∈M, um isomorﬁsmo
natural
cgX,M : Ug(X⊗M)→ X⊗FgUg(M) = Fg(X)⊗Ug(M)
que satisfaz as igualdades (3.3) e (3.4), isto é,
m
Fg
X,Y,Ug(M)
cgX⊗Y,M = (IX⊗FgcgY,M )cgX,Y⊗MUg(mX,Y,M )
e
l
Fg
Ug(M)
cg1,M = Ug(lM ),
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para quaisquer X,Y ∈ C e M ∈ M. Considerando a estrutura da
categoria módulo Mg, as igualdades acima tornam-se
mFg(X),Fg(Y ),Ug(M)((ξg)
−1
X,Y⊗IUg(M))cgX⊗Y,M =
(IFg(X)⊗cgY,M )cgX,Y⊗MUg(mX,Y,M ) (3.8)
e
lUg(M)(φ
−1
g ⊗IUg(M))cg1,M = Ug(lM ). (3.9)
Seja h ∈ H. Então M = Mh = Mgh como categorias abelianas.
Deﬁnimos ((Ug)h, dgh) : Mh → Mgh por (Ug)h = Ug e dghX,M pela
composição abaixo
Ug(Fh(X)⊗M)
cg
Fh(X),M// Fg(Fh(X))⊗Ug(M)
(γg,h)X⊗IUg(M)// Fgh(X)⊗Ug(M) ,
isto é,
dghX,M = ((γg,h)X⊗IUg(M))cgFh(X),M , (3.10)
para quaisquer X ∈ C e M ∈Mh.
Lema 3.2.1 Sejam g, h ∈ H e (Ug, cg) : M → Mg um funtor de C-
módulos. O funtor ((Ug)
h, dgh) : Mh → Mgh deﬁnido acima é um
funtor de C-módulos.
Demonstração: Não é difícil ver que dgh é um isomorﬁsmo natural,
pois γg,h e cg o são. Mostremos que vale (3.3). Sejam X,Y ∈ C e
M ∈M. Então
(IX⊗FghdghY,M )dghX,Y⊗FhM (Ug)
h(mFhX,Y,M ) =
= (IFgh(X)⊗dghY,M )dghX,Fh(Y )⊗MUg(m
Fh
X,Y,M )
(3.10)
= (IFgh(X)⊗(((γg,h)Y⊗IUg(M))cgFh(Y ),M ))
((γg,h)X⊗IUg(Fh(Y )⊗M))cgFh(X),Fh(Y )⊗MUg(m
Fh
X,Y,M )
= ((γg,h)X⊗((γg,h)Y⊗IUg(M))cgFh(Y ),M )c
g
Fh(X),Fh(Y )⊗MUg(m
Fh
X,Y,M )
(3.7)
= ((γg,h)X⊗((γg,h)Y⊗IUg(M)))(IFgFh(X)⊗cgFh(Y ),M )c
g
Fh(X),Fh(Y )⊗M
Ug(mFh(X),Fh(Y ),M )Ug((ξh)
−1
X,Y⊗IM )
(3.8)
= ((γg,h)X⊗((γg,h)Y⊗IUg(M)))mFgFh(X),FgFh(Y ),Ug(M)
((ξg)
−1
Fh(X),Fh(Y )
⊗IUg(M))cgFh(X)⊗Fh(Y ),MUg((ξh)
−1
X,Y⊗IM )
(?)
= mFgh(X),Fgh(Y ),Ug(M)(((γg,h)X ⊗ (γg,h)Y )⊗IUg(M))
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((ξg)
−1
Fh(X),Fh(Y )
⊗IUg(M))cgFh(X)⊗Fh(Y ),MUg((ξh)
−1
X,Y⊗IM )
()
= mFgh(X),Fgh(Y ),Ug(M)((((γg,h)X ⊗ (γg,h)Y )(ξg)−1Fh(X),Fh(Y ))⊗IUg(M))
(Fg((ξh)
−1
X,Y )⊗Ug(IM ))cgFh(X⊗Y ),M
= mFgh(X),Fgh(Y ),Ug(M)
(((γg,h)X ⊗ (γg,h)Y )(ξg)−1Fh(X),Fh(Y )Fg((ξh)
−1
X,Y )⊗IUg(M))cgFh(X⊗Y ),M
(2.9)
= mFgh(X),Fgh(Y ),Ug(M)(((ξgh)
−1
X,Y (γg,h)X⊗Y )⊗IUg(M))cgFh(X⊗Y ),M
= mFgh(X),Fgh(Y ),Ug(M)((ξgh)
−1
X,Y⊗IUg(M))((γg,h)X⊗Y⊗IUg(M))
cgFh(X⊗Y ),M
= m
Fgh
X,Y,(Ug)h(M)
dghX⊗Y,M ,
em que as igualdades (?) e () seguem da naturalidade de m e de cg,
respectivamente, via a comutatidade dos diagramas abaixo
(FgFh(X)⊗FgFh(Y ))⊗Ug(M)
mFgFh(X),FgFh(Y ),Ug(M)//
((γg,h)X⊗(γg,h)Y )⊗IUg(M)

FgFh(X)⊗(FgFh(Y )⊗Ug(M))
(γg,h)X⊗((γg,h)Y ⊗IUg(M))

(Fgh(X)⊗Fgh(Y ))⊗Ug(M)
mFgh(X),Fgh(Y ),Ug(M)// Fgh(X)⊗(Fgh(Y )⊗Ug(M))
Ug((Fh(X)⊗ Fh(Y ))⊗M)
cg
Fh(X)⊗Fh(Y ),M//
Ug((ξh)X,Y ⊗IM )

Fg(Fh(X)⊗ Fh(Y ))⊗Ug(M)
Fg((ξh)X,Y )⊗Ug(IM )

Ug(Fh(X ⊗ Y )⊗M)
cg
Fh(X⊗Y ),M
// Fg(Fh(X ⊗ Y ))⊗Ug(M).
Mostremos que vale (3.4). Seja M ∈M. Então
l
Fgh
(Ug)h(M)
dgh1,M = lUg(M)(φ
−1
gh⊗IUg(M))((γg,h)1⊗IUg(M))cgFh(1),M
= lUg(M)((φ
−1
gh (γg,h)1)⊗IUg(M))cgFh(1),M
(2.8)
= lUg(M)((φ
−1
g Fg(φ
−1
h ))⊗IUg(M))cgFh(1),M
= lUg(M)(φ
−1
g ⊗IUg(M))(Fg(φ−1h )⊗IUg(M))cgFh(1),M
(∗)
= lUg(M)(φ
−1
g ⊗IUg(M))cg1,MUg(φ−1h ⊗IM )
(3.9)
= Ug(lM )Ug(φ
−1
h ⊗IM )
= Ug(lM (φ
−1
h ⊗IM )) = (Ug)h(lFhM ),
em que a igualdade (*) segue da naturalidade de cg, isto é, da comuta-
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tividade do diagrama
Ug(Fh(1)⊗M)
cg
Fh(1),M //
Ug(φ
−1
h ⊗IM )

Fg(Fh(1))⊗Ug(M)
Fg(φ
−1
h )⊗Ug(IM )

Ug(1⊗M)
cg1,M
// Fg(1)⊗Ug(M).
Sejam g, h ∈ H e (Uh, ch) : M→Mh, (Ug, cg) : M→Mg funtores de
C-módulos. Pelo exposto acima, ((Ug)h, dgh) : Mh →Mgh é um funtor
de C-módulos. Segue do Lema 3.1.8 que ((Ug)hUh, b) : M → Mgh
também o é, em que
bX,M = d
gh
X,Uh(M)
Ug(c
h
X,M )
= ((γg,h)X⊗IUg(Uh(M)))cgFh(X),Uh(M)Ug(chX,M ),
(3.11)
para quaisquer X ∈ C e M ∈M.
Deﬁnição 3.2.2 Um C-módulo M diz-se H-equivariante se existem
funtores de C-módulos (Ug, c
g) : M → Mg, para todo g ∈ H, e uma
família de isomorﬁsmos naturais µg,h : ((Ug)
hUh, b) → (Ugh, cgh) tais
que
(µg,hf )MUg((µh,f )M ) = (µgh,f )M (µg,h)Uf (M) (3.12)
cghX,M (µg,h)X⊗M = ((γg,h)X⊗(µg,h)M )cgFh(X),Uh(M)Ug(chX,M ) (3.13)
para quaisquer g, h, f ∈ H, X ∈ C e M ∈M.
Observemos que a igualdade (3.13) é equivalente a µg,h ser uma
transformação natural de C-módulos. De fato, µg,h é uma transforma-
ção natural de C-módulos se, e somente, se o diagrama abaixo comuta
UgUh(X⊗M)
(µg,h)X⊗M //
bX,M

Ugh(X⊗M)
cghX,M

X⊗FghUgUh(M)
IX⊗Fgh (µg,h)M// X⊗FghUgh(M).
Além disso, por (3.11),
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(IX⊗Fgh(µg,h)M )bX,M =
= (IFgh(X)⊗(µg,h)M )((γg,h)X⊗IUg(Uh(M)))cgFh(X),Uh(M)Ug(chX,M )
= ((γg,h)X⊗(µg,h)M )cgFh(X),Uh(M)Ug(chX,M ),
concluindo a aﬁrmação.
Ao longo deste trabalho assumiremos, sem perda de generalidade,
que (U1, c1) é o funtor identidade do Exemplo 3.1.5 e que µ1,g e µg,1
são iguais a transformação natural identidade entre os funtores conve-
nientes.
Exemplo 3.2.3 Toda categoria tensorial ﬁnita C é uma categoria mó-
dulo G-equivariante sobre si mesma, via (Ug, cg) = (Fg, ξ−1g ) e µg,h =
γg,h, para todo g, h ∈ G.
De fato, o par (Fg, ξ−1g ) satisfaz as igualdades (3.8) e (3.9) devido
às igualdades (2.1) e (2.2), ou seja, é um funtor de C-módulos.
Além disso, as igualdades (3.12) e (3.13) seguem das igualdades
(2.6) e (2.9), respectivamente.
Notemos que o funtor (IdMg , bg) : Mg → Mg é um funtor de C-
módulos, em que bgX,M = IFg(X)⊗M . Tal fato será usado na demons-
tração da proposição abaixo.
Proposição 3.2.4 Se M é uma categoria módulo H-equivariante, en-
tão o funtor (Ug, c
g) : M→Mg é uma equivalência de C-módulos, para
todo g ∈ H.
Demonstração: Seja g ∈ H. Então g−1 ∈ H. Consideremos
(Ug−1 , c
g−1) : M→Mg−1 .
Pelo Lema 3.2.1, ((Ug−1)g, d) : Mg → Mg−1g = M é um funtor de
C-módulos, em que
dX,M = ((γg−1,g)X⊗IUg−1 (M))c
g−1
Fg(X),M
.
Assim, µg−1,g : ((Ug−1)gUg, b)→ (Ugg−1 , cg−1g) = (U1, c1) = (IdM, c)
é um isomorﬁsmo natural de C-módulos, por deﬁnição.
Além disso, pelo Lema 3.1.8, (Ug(Ug−1)g, e) : Mg →Mg é um funtor
de C-módulos em que
eX,M = c
g
X,Ug−1 (M)
Ug(dX,M )
= cgX,Ug−1 (M)
Ug(((γg−1,g)X⊗IUg−1 (M))c
g−1
Fg(X),M
).
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Deﬁnimos θ : (Ug(Ug−1)g, e) → (IdMg , bg) por θM = (µg,g−1)M :
Ug(Ug−1)
g(M) → M , para cada M ∈ M. Claramente θ é um iso-
morﬁsmo natural. Mostremos que θ é uma transformação natural de
C-módulos, isto é, que o diagrama
UgUg−1(X⊗FgM)
(µg,g−1 )X⊗FgM //
eX,M

X⊗F gM
bgX,M

X⊗FgUgUg−1(M)
IX⊗Fg (µg,g−1 )M // X⊗FgM
comuta. Sejam X ∈ C e M ∈M. Então
(IFg(X)⊗(µg,g−1)M )eX,M =
= (IFg(X)⊗(µg,g−1)M )cgX,Ug−1 (M)Ug((γg−1,g)X⊗IUg−1 (M))Ug(c
g−1
Fg(X),M
)
(?)
= (IFg(X)⊗(µg,g−1)M )(Fg((γg−1,g)X)⊗IUgUg−1 (M))c
g
Fg−1Fg(X),Ug−1 (M)
Ug(c
g−1
Fg(X),M
)
= (Fg((γg−1,g)X)⊗(µg,g−1)M )cgFg−1Fg(X),Ug−1 (M)Ug(c
g−1
Fg(X),M
)
(1.7)
= ((γg,g−1)Fg(X)⊗(µg,g−1)M )cgFg−1Fg(X),Ug−1 (M)Ug(c
g−1
Fg(X),M
)
(3.13)
= c1Fg(X),M (µg,g−1)Fg(X)⊗M = b
g
X,M (µg,g−1)X⊗FgM ,
em que a igualdade (?) segue da naturalidade de cg, isto é, da comuta-
tividade do diagrama
Ug(Fg−1Fg(X)⊗Ug−1 (M))
cg
F
g−1Fg(X),Ug−1 (M)//
Ug((γg−1,g)X⊗IUg−1 (M))

Fg(Fg−1Fg(X))⊗Ug(Ug−1 (M))
Fg((γg−1,g)X)⊗Ug(IUg−1 (M))

Ug(X⊗Ug−1(M))
cg
X,U
g−1 (M)
// Fg(X)⊗Ug(Ug−1(M)).
Portanto, (Ug, cg) : M→Mg é uma equivalência de C-módulos.
Deﬁnição 3.2.5 Um objeto M de uma categoria módulo sobre C H-
equivariante M é dito equivariante se existe uma família de isomorﬁs-
mos {vg : Ug(M)→M}g∈H tal que, para quaisquer g, h ∈ H,
vgh(µg,h)M = vgUg(vh). (3.14)
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Deﬁnição 3.2.6 A categoria dos objetos equivariantes (M, v) é deno-
tada por MH . Os morﬁsmos nesta categoria são f : (M, v) → (N,w)
tais que f : M → N é um morﬁsmo em M e
wgUg(f) = fvg, (3.15)
para todo g ∈ H.
Observação 3.2.7 Notemos que o fato de uma categoria módulo M
sobre C ser H-equivariante nos diz que, em particular, o grupo H age
em M como categoria abeliana k-linear.
De fato, M = Mg como categorias abelianas k-lineares, os funtores
Ug relacionados são considerados aditivos k-lineares e vale (2.6).
Em particular, a categoria MH é uma equivariantização de M por
H via a ação de H em M.
Pelo exposto acima, pela Proposição 1.4.9, o funtor L : M→MH é
adjunto à esquerda e à direita do funtor esquecimento F : MH → M.
Em particular, F é um funtor exato.
O lema a seguir será usado na demonstração da Proposição 5.1.4,
que é de grande importância para o principal teorema de Capítulo 5.
Lema 3.2.8 Sejam g ∈ H, N ∈M e (M,ν) ∈MH . Então
HomM(M,Ug(N)) ∼= HomM(M,N).
Demonstração: Pela Proposição 1.4.5, segue que
HomM(Ug(M), Ug(N)) ∼= HomM(M,N).
Por hipótese, νg : Ug(M) → M é um isomorﬁsmo. Logo, ϕ :
HomM(M,Ug(N)) → HomM(Ug(M), Ug(N)) dada por ϕ(f) = fνg
é um isomorﬁsmo de espaços vetoriais. Segue que
HomM(Ug(M), Ug(N)) ∼= HomM(M,Ug(N)).
Portanto,
HomM(M,Ug(N)) ∼= HomM(M,N).
Proposição 3.2.9 ([11], Lemma 3.3) Sejam H um subgrupo de G
e M um C-módulo H-equivariante. A categoria MH é uma categoria
módulo sobre CG.
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Demonstração: Sejam (X, s) ∈ CG e (M,ν) ∈ MH . Deﬁnimos
(X, s)⊗(M,ν) = (X⊗M, t), em que tg = (sg⊗νg)cgX,M , para todo
g ∈ H. Mostremos que (X⊗M, t) ∈MH . Sejam g, h ∈ H. Temos
tgh(µg,h)X⊗M = (sgh⊗νgh)cghX,M (µg,h)X⊗M
(3.13)
= (sgh⊗νgh)((γg,h)X⊗(µg,h)M )cgFh(X),Uh(M)Ug(chX,M )
= (sgh(γg,h)X⊗νgh(µg,h)M )cgFh(X),Uh(M)Ug(chX,M )
(1.6)
= (sgFg(sh)⊗νgUg(νh))cgFh(X),Uh(M)Ug(chX,M )
= (sg⊗νg)(Fg(sh)⊗Ug(νh))cgFh(X),Uh(M)Ug(chX,M )
(∗)
= (sg⊗νg)cgX,MUg(sh⊗νh)Ug(chX,M )
= tgUg(th),
em que a igualdade (*) segue da naturalidade de cg, isto é, da comuta-
tividade do diagrama
Ug(Fh(X)⊗Uh(M))
cg
Fh(X),Uh(M)//
Ug(sh⊗νh)

Fg(Fh(X))⊗Ug(Uh(M))
Fg(sh)⊗Ug(νh)

Ug(X⊗M)
cgX,M // Fg(X)⊗Ug(M).
Sejam f : (X, s) → (X ′, s′) um morﬁsmo em CG e h : (M,ν) →
(M ′, ν′) um morﬁsmo emMH . Mostremos que f⊗h : (X, s)⊗(M,ν)→
(X ′, s′)⊗(M ′, ν′) é um morﬁsmo em MH . Seja g ∈ H. Então
(f⊗h)tg = (f⊗h)(sg⊗νg)cgX,M = (fsg⊗hνg)cgX,M
(1.8)
= (s′gFg(f)⊗ν′gUg(h))cgX,M = (s′g⊗ν′g)(Fg(f)⊗Ug(h))cgX,M
()
= (s′g⊗ν′g)cgX′,M ′Ug(f⊗h) = t′gUg(f⊗h),
em que a igualdade () segue da naturalidade de cg.
Consideremos (X, s), (Y, r) ∈ CG e (M,ν) ∈ MH . Lembremos que
(X ⊗ Y, u) ∈ CG, em que ug = (sg ⊗ rg)(ξg)−1X,Y , para todo g ∈ G.
Assim,
((X, s)⊗ (Y, r))⊗(M,ν) = (X ⊗ Y, u)⊗(M,ν) = ((X ⊗ Y )⊗M, t),
em que
tg = (ug⊗νg)cgX⊗Y,M = ((sg ⊗ rg)(ξg)−1X,Y⊗νg)cgX⊗Y,M ,
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para todo g ∈ H. Além disso, (Y, r)⊗(M,ν) = (Y⊗M,v), com vg =
(rg⊗νg)cgY,M , para todo g ∈ H, e
(X, s)⊗((Y, r)⊗(M,ν)) = (X, s)⊗(Y⊗M, v) = (X⊗(Y⊗M), z),
em que
zg = (sg⊗vg)cgX,Y⊗M = (sg⊗(rg⊗νg)c
g
Y,M )c
g
X,Y⊗M ,
para todo g ∈ H. Deﬁnimos
m(X,s),(Y,r),(M,ν) : ((X, s)⊗ (Y, r))⊗(M,ν)→ (X, s)⊗((Y, r)⊗(M,ν))
porm(X,s),(Y,r),(M,ν) = mX,Y,M . Mostremos quem(X,s),(Y,r),(M,ν) é um
morﬁsmo em MH , isto é, vale a igualdade (3.15). Seja g ∈ H, temos
m(X,s),(Y,r),(M,ν)tg =
= mX,Y,M ((sg ⊗ rg)(ξg)−1X,Y⊗νg)cgX⊗Y,M
= mX,Y,M ((sg ⊗ rg)⊗νg)((ξg)−1X,Y⊗IUg(M))cgX⊗Y,M
(?)
= (sg⊗(rg⊗νg))mFg(X),Fg(Y ),Ug(M)((ξg)−1X,Y⊗IUg(M))cgX⊗Y,M
(3.8)
= (sg⊗(rg⊗νg))(IFg(X)⊗cgY,M )cgX,Y⊗MUg(mX,Y,M )
= (sg⊗(rg⊗νg)cgY,M )cgX,Y⊗MUg(mX,Y,M )
= zgUg(m(X,s),(Y,r),(M,ν)),
em que a igualdade (?) segue da comutatividade do diagrama
(Fg(X)⊗ Fg(Y ))⊗Ug(M)
mFg(X),Fg(Y ),Ug(M)//
(sg⊗rg)⊗νg

Fg(X)⊗(Fg(Y )⊗Ug(M))
sg⊗(rg⊗νg)

(X ⊗ Y )⊗M
mX,Y,M
// X⊗(Y⊗M),
devido à naturalidade de m.
Lembremos que (1, φ−1) ∈ CG. Assim, (1, φ−1)⊗(M,ν) = (1⊗M,k),
com kg = (φ−1g ⊗νg)cg1,M . Deﬁnimos
l(M,ν) : (1, φ
−1)⊗(M,ν)→ (M,ν)
por l(M,ν) = lM . Mostremos que l(M,ν) é um morﬁsmo em MH . Seja
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g ∈ H. Então
l(M,ν)kg = lM (φ
−1
g ⊗νg)cg1,M
= lM (I1⊗νg)(φ−1g ⊗IUg(M))cg1,M
(3.9)
= lM (I1⊗νg)l−1Ug(M)Ug(lM )
(∗∗)
= νgUg(l(M,ν)),
em que a igualdade (**) segue da naturalidade de l, isto é, da comuta-
tividade do diagrama
1⊗Ug(M)
lUg(M) //
I1⊗νg

Ug(M)
νg

1⊗M
lM
// M.
É claro que m e l deﬁnidos como acima são isomorﬁsmos naturais
e satisfazem as igualdades (3.1) e (3.2).
Lema 3.2.10 A categoria M é uma categoria módulo sobre CG.
Demonstração: Pelas Proposições 1.4.9 e 2.2.3, o funtor esquecimento
F : CG → C é um funtor tensorial exato. Como M é uma categoria
módulo sobre C segue, pela Proposição 3.1.9, que M é uma categoria
módulo sobre CG, com (X, s)⊗FM = X⊗M , mF(X,s),(Y,r),M = mX,Y,M
e lFM = lM , para quaisquer (X, s), (Y, r) ∈ CG e M ∈M.
A seguinte proposição é devida ao lema acima.
Proposição 3.2.11 O funtor esquecimento F : MH →M é um funtor
de CG-módulos.
Demonstração: Claramente o funtor esquecimento é aditivo e k-
linear. Para veriﬁcarmos que F é um funtor de CG-módulos basta
deﬁnirmos, para cada (X, s) ∈ CG e (M,ν) ∈MH ,
c(X,s),(M,ν) : F ((X, s)⊗(M,ν)) = X⊗M → (X, s)⊗F (M,ν) = X⊗M
por c(X,s),(M,ν) = IX⊗M .
O objetivo agora é, no contexto de categorias módulo, mostrarmos
que o funtor L já apresentado na Seção 1.4, é um funtor de CG-módulos.
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Imaginamos que tal resultado seja conhecido, porém não encontramos
sua prova na literatura.
Para tal, apresentamos, a seguir, notações importantes para a de-
monstração do mesmo. Para cada j ∈ H e M ∈M, denotamos por
ιMj : Uj(M)→ ⊕h∈HUh(M) e piMj : ⊕h∈HUh(M)→ Uj(M)
as inclusões e projeções da deﬁnição de soma direta, respectivamente.
Proposição 3.2.12 O funtor L : M→MH dado por
L(M) = (⊕h∈HUh(M), sM ),
em que
sMg =
∑
j∈H
ιMgj (µg,j)MUg(pi
M
j ),
para todo g ∈ H, e
L(f) =
∑
l∈H
ιNl Ul(f)pi
M
l ,
para todo morﬁsmo f : M → N em M, é um funtor de CG-módulos.
Demonstração: Sejam (X, s) ∈ CG e M ∈M. Temos que
L((X, s)⊗M) = L(X⊗M) = (⊕h∈HUh(X⊗M), sX⊗M )
e
(X, s)⊗L(M) = (X⊗(⊕h∈HUh(M)), t),
em que tg = (sg⊗sMg )cgX,⊕h∈HUh(M), para todo g ∈ H. Deﬁnimos
c(X,s),M : L((X, s)⊗M)→ (X, s)⊗L(M),
por
c(X,s),M =
∑
l∈H
(sl⊗ιMl )clX,MpiX⊗Ml .
A composição acima é dada por:
⊕h∈HUh(X⊗M)
piX⊗Ml // Ul(X⊗M)
clX,M// Fl(X)⊗Ul(M)
sl⊗ιMl// X⊗(⊕h∈HUh(M)).
Mostremos que c(X,s),M é um morﬁsmo emMH . Seja g ∈ H, temos
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c(X,s),Ms
X⊗M
g =
=
∑
l∈H
(sl⊗ιMl )clX,MpiX⊗Ml
∑
j∈H
ιX⊗Mgj (µg,j)X⊗MUg(pi
X⊗M
j )
=
∑
j∈H
(sgj⊗ιMgj )cgjX,M (µg,j)X⊗MUg(piX⊗Mj )
(3.13)
=
∑
j∈H
(sgj⊗ιMgj )((γg,j)X⊗(µg,j)M )cgFj(X),Uj(M)Ug(c
j
X,M )Ug(pi
X⊗M
j )
=
∑
j∈H
(sgj(γg,j)X⊗ιMgj (µg,j)M )cgFj(X),Uj(M)Ug(c
j
X,M )Ug(pi
X⊗M
j )
(1.6)
=
∑
j∈H
(sgFg(sj)⊗ιMgj (µg,j)M )cgFj(X),Uj(M)Ug(c
j
X,M )Ug(pi
X⊗M
j ).
Além disso,
tgUg(c(X,s),M ) = (sg⊗sMg )cgX,⊕h∈HUh(M)Ug(
∑
l∈H
(sl⊗ιMl )clX,MpiX⊗Ml )
= (sg⊗(
∑
j∈H
ιMgj (µg,j)MUg(pi
M
j )))c
g
X,⊕h∈HUh(M)
∑
l∈H
Ug(sl⊗ιMl )
Ug(c
l
X,M )Ug(pi
X⊗M
l )
=
∑
j,l∈H
(sg⊗ιMgj (µg,j)MUg(piMj ))cgX,⊕h∈HUh(M)Ug(sl⊗ιMl )Ug(clX,M )
Ug(pi
X⊗M
l )
(∗)
=
∑
j,l∈H
(sg⊗ιMgj (µg,j)MUg(piMj ))(Fg(sl)⊗Ug(ιMl ))cgFl(X),Ul(M)
Ug(c
l
X,M )Ug(pi
X⊗M
l )
=
∑
j,l∈H
(sgFg(sl)⊗ιMgj (µg,j)MUg(piMj )Ug(ιMl ))cgFl(X),Ul(M)Ug(clX,M )
Ug(pi
X⊗M
l )
=
∑
l∈H
(sgFg(sl)⊗ιMgl (µg,l)M )cgFl(X),Ul(M)Ug(clX,M )Ug(pi
X⊗M
l ),
em que a igualdade (*) segue da comutatividade do diagrama abaixo
para cada l ∈ H, que por sua vez segue do fato de cg ser um isomorﬁsmo
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natural
Ug(Fl(X)⊗Ul(M))
cg
Fl(X),Ul(M) //
Ug(sl⊗ιMl )

Fg(Fl(X))⊗Ug(Ul(M))
Fg(sl)⊗Ug(ιMl )

Ug(X⊗(⊕h∈HUh(M)))
cg
X,⊕h∈HUh(M)
// Fg(X)⊗Ug((⊕h∈HUh(M))).
Portanto, c(X,s),MsX⊗Mg = tgUg(c(X,s),M ). Deﬁnimos
c−1(X,s),M =
∑
l∈H
ιX⊗Ml (c
l
X,M )
−1(s−1l ⊗piMl ).
Não é difícil ver que c−1(X,s),M é o inverso de c(X,s),M . Logo, para
cada (X, s) ∈ CG e M ∈M, temos c(X,s),M um isomorﬁsmo em MH .
Mostremos que c : L(−⊗−)→ −⊗L(−) deﬁnido de tal forma é um
isomorﬁsmo natural. Sejam f : (X, s) → (Y, r) um morﬁsmo em CG e
g : M → N um morﬁsmo em M. Mostremos que o diagrama abaixo
comuta
L((X, s)⊗M) c(X,s),M //
L(f⊗g)

(X, s)⊗L(M)
f⊗L(g)

L((Y, r)⊗N)
c(Y,r),N
// (Y, r)⊗L(N).
De fato,
(f⊗L(g))c(X,s),M = (f⊗(
∑
l∈H
ιNl Ul(g)pi
M
l ))
∑
j∈H
(sj⊗ιMj )cjX,MpiX⊗Mj
=
∑
l,j∈H
(fsj⊗ιNl Ul(g)piMl ιMj )cjX,MpiX⊗Mj
=
∑
j∈H
(fsj⊗ιNj Uj(g))cjX,MpiX⊗Mj
e
c(Y,r),NL(f⊗g) =
∑
l∈H
(rl⊗ιNl )clY,NpiY⊗Nl
∑
j∈H
ιY⊗Nj Uj(f⊗g)piX⊗Mj
=
∑
l∈H
(rl⊗ιNl )clY,NUl(f⊗g)piX⊗Ml
(?)
=
∑
l∈H
(rl⊗ιNl )(Fl(f)⊗Ul(g))clX,MpiX⊗Ml
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=
∑
l∈H
(rlFl(f)⊗ιNl Ul(g))clX,MpiX⊗Ml
(1.8)
=
∑
l∈H
(fsl⊗ιNl Ul(g))clX,MpiX⊗Ml ,
em que a igualdade (?) segue do fato de que cl é um isomorﬁsmo natural,
para todo l ∈ H, isto é, o diagrama
Ul(X⊗M)
clX,M //
Ul(f⊗g)

Fl(X)⊗Ul(M)
Fl(f)⊗Ul(g)

Ul(Y⊗N)
clY,N
// Fl(Y )⊗Ul(N)
comuta. Logo, (f⊗L(g))c(X,s),M = c(Y,r),NL(f⊗g). Portanto, c é um
isomorﬁsmo natural.
Mostremos agora que c satisfaz a igualdade (3.3). Sejam (X, s), (Y, r) ∈
CG e M ∈ M. Lembremos que (X ⊗ Y, u) ∈ CG, em que ug =
(sg ⊗ rg)(ξg)−1X,Y , para todo g ∈ G, e (1, φ−1) ∈ CG, em que φg é o
isomorﬁsmo do funtor tensorial (Fg, ξg, φg), para todo g ∈ G. Temos
(I(X,s)⊗c(Y,r),M )c(X,s),(Y,r)⊗ML(m(X,s),(Y,r),M ) =
= (IX⊗
∑
l∈H
(rl⊗ιMl )clY,MpiY⊗Ml )(
∑
t∈H
(st⊗ιY⊗Mt )ctX,Y⊗Mpi
X⊗(Y⊗M)
t )
(
∑
j∈H
ι
X⊗(Y⊗M)
j Uj(mX,Y,M )pi
(X⊗Y )⊗M
j )
=
∑
l,t∈H
(st⊗(rl⊗ιMl )clY,MpiY⊗Ml ιY⊗Mt )ctX,Y⊗MUt(mX,Y,M )pi
(X⊗Y )⊗M
t
=
∑
l∈H
(sl⊗(rl⊗ιMl )clY,M )clX,Y⊗MUl(mX,Y,M )pi
(X⊗Y )⊗M
l
=
∑
l∈H
(sl⊗(rl⊗ιMl ))(IFl(X)⊗clY,M )clX,Y⊗MUl(mX,Y,M )pi
(X⊗Y )⊗M
l
(3.8)
=
∑
l∈H
(sl⊗(rl⊗ιMl ))mFl(X),Fl(Y ),Ul(M)((ξl)−1X,Y⊗IUl(M))clX⊗Y,M
pi
(X⊗Y )⊗M
l
(∗∗)
=
∑
l∈H
mX,Y,⊕h∈HUh(M)((sl ⊗ rl)⊗ιMl )((ξl)−1X,Y⊗IUl(M))clX⊗Y,M
pi
(X⊗Y )⊗M
l
= mX,Y,⊕h∈HUh(M)
∑
l∈H
((sl ⊗ rl)(ξl)−1X,Y⊗ιMl )clX⊗Y,Mpi(X⊗Y )⊗Ml
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= mX,Y,⊕h∈HUh(M)
∑
l∈H
(ul⊗ιMl )clX⊗Y,Mpi(X⊗Y )⊗Ml
= m(X,s),(Y,r),L(M)c(X⊗Y,u),M ,
em que a igualdade (**) segue da comutatividade do diagrama
(Fl(X)⊗ Fl(Y ))⊗Ul(M)
mFl(X),Fl(Y ),Ul(M)//
(sl⊗rl)⊗ιMl

Fl(X)⊗(Fl(Y )⊗Ul(M))
sl⊗(rl⊗ιMl )

(X ⊗ Y )⊗(⊕h∈HUh(M))mX,Y,⊕h∈HUh(M)
// X⊗(Y⊗(⊕h∈HUh(M))),
devido à naturalidade de m.
Finalmente, mostremos que vale (3.4). Seja M ∈M. Então
L(lM ) =
∑
j∈H
ιMj Uj(lM )pi
1⊗M
j
(3.9)
=
∑
j∈H
ιMj lUj(M)(φ
−1
j ⊗IUj(M))cj1,Mpi1⊗Mj
(??)
=
∑
j∈H
l⊕h∈HUh(M)(I1 ⊗ ιMj )(φ−1j ⊗IUj(M))cj1,Mpi1⊗Mj
= l⊕h∈HUh(M)
∑
j∈H
(φ−1j ⊗ιMj )cj1,Mpi1⊗Mj = l(⊕h∈HUh(M),sM )c1,M ,
em que a igualdade (??) segue da naturalidade de l, isto é, da comuta-
tividade do diagrama
1⊗Uj(M)
lUj(M) //
I1⊗ιMj

Uj(M)
ιMj

1⊗(⊕h∈HUh(M))
l⊕h∈HUh(M)
// ⊕h∈HUh(M).
Antes de terminarmos essa seção, lembramos a deﬁnição de cate-
goria módulo indecomponível, deﬁnição esta que aparece em uma das
proposições abaixo e nos próximos capítulos.
SejamM e N dois C-módulos. A soma diretaM⊕N é um C-módulo
com ação dada por X⊗(M,N) = (X⊗M,X⊗N), para quaisquer X ∈
C, M ∈M e N ∈ N.
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Deﬁnição 3.2.13 Uma categoria módulo M sobre C é dita indecom-
ponível se não é equivalente a uma soma direta de categorias módulo
sobre C não-nulas.
Seja M uma categoria módulo localmente ﬁnita com uma quanti-
dade ﬁnita de classes de isomorﬁsmo de objetos simples. A categoria
módulo M é dita exata se, para todo objeto projetivo P ∈ C, o objeto
P⊗M ∈M é projetivo, para todo objeto M ∈M.
Segundo ([9], Example 3.3 (iii)), se C é uma categoria de fusão, então
uma categoria módulo sobre C é exata se, e somente se, é semissimples.
Nos próximos capítulos, assumimos C uma categoria de fusão. Logo, os
conceitos de exatidão e semissimplidade são equivalentes. Dessa forma,
se C é uma categoria de fusão, valem as seguintes proposições, trocando
exata por semissimples.
Proposição 3.2.14 ([9], Lemma 3.4) SejaM uma categoria módulo
exata sobre C. Então M possui objetos projetivos suﬁcientes, isto é,
todo objeto simples em M possui cobertura projetiva. Em particular, a
categoria M é ﬁnita.
De acordo com a proposição acima, sob nossas condições, as cate-
gorias módulo envolvidas são ﬁnitas.
Proposição 3.2.15 ([11], Proposition 3.4-2) Seja G um grupo ﬁ-
nito que age na categoria tensorial ﬁnita C. Se H é um subgrupo de G
e M é uma categoria módulo H-equivariante sobre C, então MH é uma
categoria módulo exata se, e somente se, M é uma categoria módulo
exata.
Segundo ([10], Remark 1.2), uma categoria módulo semissimples
sobre uma categoria de fusão é simples se, e somente se, é indecompo-
nível. Dessa forma, por ([10], Theorem 5.13), se G é um grupo ﬁnito
que age em C, H é um subgrupo de G e M é uma categoria módulo
H-equivariante sobre C, então MH é uma categoria módulo indecom-
ponível se, e somente se, M é uma categoria módulo indecomponível.
3.3 Ação de vectk em categorias abelianas
ﬁnitas
É bem conhecido que vectk, a categoria dos espaços vetoriais de
dimensão ﬁnita, é uma categoria tensorial ﬁnita sobre k. No último
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capítulo, faremos uso de uma ação de vectk em uma categoria C que,
dentre outras propriedades, é ﬁnita.
O objetivo desta seção é explicar tal ação e desenvolver alguns pe-
quenos lemas para esclarecer certos passos do capítulo citado. Mais
detalhes sobre esta ação são encontrados em ([21], Lemma 2.2.2).
Seja C uma categoria abeliana k-linear ﬁnita. Então C é uma cate-
goria módulo sobre vectk, com ação dada a seguir.
Para cada V ∈ vectk, ﬁxemos uma base ordenada βV . Em particular
para k, ﬁxemos βk = {1}. Sejam V,W ∈ vectk, com n = dim(V ) e
m = dim(W ) e T : V →W uma transformação linear. Deﬁnimos
V⊗X = nX = X ⊕ · · · ⊕X(n vezes),
para todo X ∈ C. Se [T ]βVβW = (aij) i=1,··· ,mj=1,··· ,n e f ∈ HomC(X,Y ), então
T⊗f : V⊗X →W⊗Y é dado por
T⊗f =
m∑
i=1
n∑
j=1
aijι
Y
i fpi
X
j , (3.16)
em que ιYi : Yi = Y → mY e piXj : nX → Xj = X são as inclusões e
projeções da soma direta, respectivamente.
Os lemas abaixo serão utilizados no último capítulo, mais especiﬁ-
camente, na seção sobre representações projetivas.
Lema 3.3.1 Sejam F : C → C um funtor aditivo, X ∈ C e V ∈ vectk
com n = dim(V ). Então F (nX) é uma soma direta para F (X), n
vezes, com inclusões ι
F (X)
i = F (ι
X
i ) e projeções pi
F (X)
i = F (pi
X
i ), para
cada i ∈ {1, · · · , n}.
Demonstração: Temos que
n∑
i=1
ι
F (X)
i pi
F (X)
i =
n∑
i=1
F (ιXi )F (pi
X
i ) =
n∑
i=1
F (ιXi pi
X
i )
= F
(
n∑
i=1
ιXi pi
X
i
)
= F (InX) = IF (nX).
Também, para qualquer i ∈ {1, · · · , n},
pi
F (X)
i ι
F (X)
i = F (pi
X
i )F (ι
X
i ) = F (pi
X
i ι
X
i ) = F (IX) = IF (X).
Pelo lema acima, podemos dizer que
V⊗F (X) = nF (X) = F (nX) = F (V⊗X). (3.17)
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Lema 3.3.2 Seja F : C → C um funtor aditivo. Sejam T : V → W
uma transformação linear e f : X → Y um morﬁsmo em C. Então
F (T⊗f) = T⊗F (f). (3.18)
Demonstração: Seja A = (aij) uma matriz associada a T . Então,
F (T⊗f) = F (
m∑
i=1
n∑
j=1
aijι
Y
i fpi
X
j ) =
m∑
i=1
n∑
j=1
aijF (ι
Y
i )F (f)F (pi
X
j )
= T⊗F (f),
pois, para cada j ∈ {1, · · ·n} e cada i ∈ {1, · · · ,m}, F (ιYi ) são exa-
tamente as inclusões de F (Y ) em mF (Y ) e F (piXj ) são exatamente as
projeções de nF (X) em F (X).
Lema 3.3.3 Sejam F,G : C → C funtores aditivos e η : F → G uma
transformação natural. Então
ηV⊗X = IV⊗ηX , (3.19)
para quaisquer V ∈ vectk e X ∈ C.
Demonstração: Suponhamos dim(V ) = n. Como η é uma transfor-
mação natural, o seguinte diagrama comuta
F (X)
ηX //
F (ιXi )

G(X)
G(ιXi )

nF (X) = F (nX)
ηnX // G(nX) = nG(X),
para todo i ∈ {1, · · · , n}. Logo, G(ιXi )ηX = ηnXF (ιXi ). Assim,
n∑
i=1
G(ιXi )ηXF (pi
X
i ) =
n∑
i=1
ηnXF (ι
X
i )F (pi
X
i ) = ηnX
n∑
i=1
F (ιXi )F (pi
X
i )
= ηnX = ηV⊗X ,
isto é,
ηV⊗X =
n∑
i=1
G(ιXi )ηXF (pi
X
i ).
Além disso,
IV⊗ηX =
n∑
i,j=1
δijι
G(X)
i ηXpi
F (X)
j =
n∑
i=1
G(ιXi )ηXF (pi
X
i ).
Portanto, ηV⊗X = IV⊗ηX .
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Capítulo 4
Dimensão de
Frobenius-Perron
Este capítulo tem como objetivo principal estudar a dimensão de
Frobenius-Perron em categorias módulo munidas de certas proprieda-
des sobre categorias de fusão. Tal estudo é importante para a de-
monstração de um dos principais teoremas deste trabalho, o mesmo
encontra-se no Capítulo 5. A sequência usada para o desenvolvimento
do capítulo considera primeiramente o estudo de Z+-anéis e de Z+-
módulos. Tal assunto possui uma ligação estreita com a teoria de
grupos e anéis de Grothendieck. Por exemplo, o anel de Grothendieck
de uma categoria C de fusão é um Z+-anel transitivo unital dotado de
uma base ﬁnita, sendo a mesma constituída por classes de isomorﬁsmos
de objetos simples em C.
Segundo a literatura, veja [7], a dimensão de Frobenius-Perron é
deﬁnida para os elementos da base de um Z+-anel transitivo unital e
estende-se ao mesmo por uma certa aditividade. No caso de uma
categoria de fusão, a dimensão de Frobenius-Perron é deﬁnida para as
classes de isomorﬁsmos de objetos simples, que mencionamos acima, e
que estende-se ao seu anel de Grothendieck. Isso culmina em outras
deﬁnições e resultados bem conhecidos.
Neste sentido, a contribuição deste trabalho para o estudo de dimen-
sões de Frobenius-Perron é mais efetiva no contexto de Z+-módulos.
Desenvolvemos alguns resultados neste contexto, e como o grupo de
Grothendieck de uma categoria módulo sobre C, sob certas condições,
é um Z+-módulo sobre o anel de Grothendieck de C, aplicamos os
mesmos para o estudo de dimensão de Frobenius-Perron em categorias
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módulo, como dissemos inicialmente. Tal assunto é desenvolvido na
Seção 4.3.
4.1 Z+-anéis e Z+-módulos
Esta seção foi desenvolvida com base em [7] e [19]. Lembremos que
um semi-anel R é um conjunto não-vazio munido de duas operações, +
e ·, tais que (R,+) é um monóide comutativo com elemento neutro 0,
(R, ·) é um monóide com elemento neutro 1, valem as leis distributivas
e 0 · a = a · 0 = 0, para todo a ∈ R.
Consideremos Z+ o semi-anel de inteiros não-negativos. No que
segue, todos os anéis possuem unidade.
Deﬁnição 4.1.1 Seja A um anel livre como um Z-módulo.
(1) Uma Z+-base de A é uma Z-base B = {bi}i∈I de A tal que bibj =∑
k∈I
ckijbk, com c
k
ij ∈ Z+, para quaisquer i, j ∈ I.
(2) Um Z+-anel é um anel com uma Z+-base tal que a unidade 1 é
uma combinação linear não-negativa de seus elementos.
(3) Um Z+-anel unital é um Z+-anel tal que 1 é um elemento da
Z+-base.
Seja A um anel. Lembremos que uma involução do anel A é um anti-
homomorﬁsmo de anéis f : A → A cujo quadrado é igual a aplicação
identidade de A, isto é, f2 = IA.
Sejam A um Z+-anel e I0 o conjunto dos i′s tal que bi ocorre na
decomposição de 1. Seja τ : A→ Z o morﬁsmo de grupos deﬁnido por
τ(bi) = 1 se i ∈ I0 e τ(bi) = 0 se i /∈ I0.
Deﬁnição 4.1.2 Um Z+-anel com uma Z+-base B = {bi}i∈I é dito
anel base se existe uma involução i 7→ i∗ de I (i = (i∗)∗) tal que a
função induzida
a =
∑
i∈I
aibi 7−→ a∗ =
∑
i∈I
aibi∗ , ai ∈ Z
é uma involução do anel A e τ(bibj) = 1 se i = j
∗ e τ(bibj) = 0 se
i 6= j∗.
76
Seja A um anel base. Observemos que, para quaisquer x, x′ ∈ A,
vale que
τ(xx′) = τ(x′x). (4.1)
De fato, escrevendo x =
∑
i∈I aibi e x
′ =
∑
j∈I a
′
jbj com ai, a
′
j ∈ Z,
para quaisquer i, j ∈ I, temos
xx′ =
∑
i,j∈I
aia
′
jbibj e x
′x =
∑
i,j∈I
a′jaibjbi.
Assim, pela deﬁnição de τ , temos que τ(xx′) = 0 = τ(xx′) , se
i 6= j∗ e τ(xx′) = aj∗a′j = a′jaj∗ = τ(x′x), se i = j∗.
Deﬁnição 4.1.3 Um anel multifusão é um anel base com uma Z+-base
ﬁnita. Um anel fusão é um anel multifusão unital.
Exemplo 4.1.4 ([7], Example 3.1.9 (i)) Seja n ∈ N. O anel das
matrizes de ordem n com entradas inteiras, denotado por Matn(Z), é
um anel multifusão com base formada pelas matrizes elementares Eij ,
em que i, j ∈ {1, · · · , n}, e ∗ dada pela transposição. Assim, o conjunto
de índices é dado por I = {(i, j)|i, j ∈ {1, · · · , n}} e I0 é o conjunto dos
pares {(i, i)|i ∈ {1, · · · , n}}. Como |I0| = n, temos que Matn(Z) é um
anel fusão se, e somente se, n = 1.
Exemplo 4.1.5 ([7], Example 3.1.9 (ii)) Seja G um grupo. O anel
de grupo ZG é um anel base unital, com base dada pelos elementos do
grupo e g∗ = g−1, para todo g ∈ G. De fato, temos que
τ(gh) = 1⇔ gh = 1G ⇔ g = h−1 ⇔ g = h∗,
para quaisquer g, h ∈ G. Tal anel é um anel fusão se G for ﬁnito.
Exemplo 4.1.6 ([7], Example 3.1.9 (vii)) Consideremos o Z-módu-
lo livre gerado por dois elementos, 1 e X, com multiplicação dada por
X2 = 1 + X, unidade 1 e involução identidade. Este anel é um anel
fusão chamado anel fusão Yang-Lee.
A proposição abaixo é importante para a demonstração do Teorema
4.1.29, que é fundamental para deﬁnir a dimensão de Frobenius-Perron
para elementos da base de um Z+-módulo.
Proposição 4.1.7 ([7], Proposition 3.1.8) Seja A um anel multi-
fusão com uma Z+-base B = {bi}i∈I . Então, para todo x ∈ A, o
elemento z(x) =
∑
i∈I
bixbi∗ é central em A, ou seja, z(x) ∈ Z(A).
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A seguir enunciamos um teorema clássico da álgebra linear que de-
sempenha um papel crucial na teoria de categorias tensoriais. Tal teo-
rema é o que garante a boa deﬁnição da dimensão de Frobenius-Perron.
Logo, a teoria dessa dimensão é uma aplicação do mesmo.
Teorema 4.1.8 ([7], Theorem 3.2.1) (Teorema de Frobenius-Perron)
Seja N uma matriz quadrada com entradas reais não-negativas.
(1) N possui um autovalor real não-negativo. O maior autovalor real
não-negativo λ(N) de N domina o valor absoluto de todos os
outros autovalores µ de N , isto é, λ(N) ≥ |µ|. Além disso, existe
um autovetor de N com entradas não-negativas e autovalor λ(N).
(2) Se N tem entradas estritamente positivas então λ(N) é um auto-
valor positivo simples e o correspondente autovetor pode ser nor-
malizado de maneira a ter entradas estritamente positivas. Além
disso, |µ| < λ(N) para qualquer outro autovalor µ de N .
(3) Se a matriz N com entradas não-negativas possui autovetor com
entradas estritamente positivas, então o correspondente autovalor
é λ(N).
Deﬁnição 4.1.9 Um Z+-anel A com uma Z+-base B = {bi}i∈I é dito
transitivo se, para quaisquer bi, bk ∈ B, existem bj, bl em B tais que
bibj e blbi contêm bk, isto é, na escrita como combinação linear dos
elementos de B, o coeﬁciente de bk é não-nulo.
Proposição 4.1.10 Todo anel base unital é transitivo.
Demonstração: Sejam bj , bk ∈ B. Mostremos que existe l ∈ I tal que
blbj =
∑
r∈I c
r
ljbr, com c
k
lj>0. Seja i0 ∈ I tal que bi0 = 1. Escrevemos
bj∗bj =
∑
t∈I
ctj∗jbt.
Aplicando o morﬁsmo de grupos τ na igualdade acima, temos
1 = τ(bj∗bj) =
∑
t∈I
ctj∗jτ(bt) = c
i0
j∗j ,
pois como A é anel base unital, I0 = {i0}. Assim, podemos escrever
bj∗bj =
∑
t∈I
t 6=i0
ctj∗jbt + 1.
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Consideremos
bkbj∗ =
∑
u∈I
cukj∗bu.
Multiplicando bj à direita na igualdade acima, temos
bkbj∗bj = bk(
∑
t∈I
t 6=i0
ctj∗jbt + 1) =
∑
t∈I
t 6=i0
ctj∗jbkbt + bk,
e ∑
u∈I
cukj∗bubj =
∑
s∈I
∑
u∈I
cukj∗c
s
ujbs.
Dessa forma,∑
t∈I
t6=i0
ctj∗jbkbt + bk =
∑
s∈I
∑
u∈I
cukj∗c
s
ujbs.
Como o coeﬁciente de bk é não-nulo do lado esquerdo da igualdade,
também o será do lado direito. Assim,
∑
u∈I c
u
kj∗c
k
uj > 0, donde existe
l ∈ I tal que cklj > 0. Analogamente mostra-se que existe i ∈ I tal que
ckji > 0.
Seja A um Z+-anel transitivo unital com uma Z+-base ﬁnita B =
{bi}i∈I . Escrevemos n = |I|. Denotamos os elementos de I por
1, 2, · · · , n.
Fixemos i ∈ I. Seja Nbi a matriz de multiplicação à esquerda por
bi. Para cada j ∈ I, temos
bibj =
n∑
k=1
ckijbk,
com ckij ∈ Z+. Logo, Nbi = (ckij) k=1,··· ,n
j=1,··· ,n
e, portanto, possui entradas
(inteiras) não-negativas. Pelo Teorema de Frobenius-Perron Nbi admite
um autovalor maximal não-negativo.
Deﬁnimos FPdim(bi) como sendo o autovalor maximal não-negativo
da matriz Nbi , para cada i ∈ I. Estende-se tal morﬁsmo da base B
para o anel A por aditividade, deﬁnindo o morﬁsmo de grupos FPdim:
A→ C.
Deﬁnição 4.1.11 Seja x ∈ A. A dimensão de Frobenius-Perron de x
é o número real FPdim(x).
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Proposição 4.1.12 ([7], Proposition 3.3.6) Seja A um Z+-anel tran-
sitivo unital com uma Z+-base ﬁnita B = {bi}i∈I . Então
(1) A função FPdim: A −→ C é um morﬁsmo de anéis.
(2) Existe um único, a menos de escalar, elemento não-nulo R ∈
A ⊗Z C tal que xR = FPdim(x)R, para todo x ∈ A, e tal R
satisfaz a igualdade Ry = FPdim(y)R, para todo y ∈ A.
(3) FPdim é o único caracter de A que toma valores não-negativos
sobre B, esses valores são, de fato, estritamente positivos.
(4) Se x ∈ A possui coeﬁcientes não-negativos com respeito à base B
então FPdim(x) é o maior autovalor não-negativo da matriz Nx,
matriz de multiplicação à esquerda por x.
Para que seja possível deﬁnir o morﬁsmo de grupos FPdim:A→ C,
é suﬁciente que A possua uma Z+-base ﬁnita. No entanto, é pedido
que A seja um Z+-anel transitivo unital, pois estas hipóteses garantem,
pela proposição acima, que a função FPdim:A → C seja um morﬁsmo
de anéis. Mais ainda, é possível caracterizar a dimensão de Frobenius-
Perron como o único caracter de A que toma valores não-negativos
sobre a Z+-base.
Deﬁnição 4.1.13 Seja A um anel fusão. O número real
FPdim(A) =
∑
i∈I
FPdim(bi)
2
é chamado dimensão de Frobenius-Perron de A.
Observemos que pelo item (3) da Proposição 4.1.12, para qualquer
anel de fusão A, temos FPdim(A) > 0.
Exemplo 4.1.14 De acordo com o Exemplo 4.1.4, Mat1(Z) = Z é um
anel fusão com base {1}. Nesse caso, FPdim(1) = 1 e FPdim(Z) = 1.
Exemplo 4.1.15 Seja G um grupo ﬁnito. Pelo Exemplo 4.1.5, ZG
é um anel fusão. Para cada g ∈ G, a matriz de multiplicação à es-
querda por g, denotada por Ng, é uma matriz de permutação, isto é,
uma matriz cujas colunas são uma permutação das colunas da matriz
identidade. Claramente, λ = 1 é um autovalor de Ng. Além disso, se λ
é um autovalor de Ng e v é um autovetor associado a λ então
|λ|||v|| = ||λv|| = ||Ngv|| = ||v||.
Assim, |λ| = 1, pois v 6= 0. Logo, FPdim(g) = 1. Portanto,
FPdim(ZG) = |G|.
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Exemplo 4.1.16 Seja A o anel fusão Yang-Lee, apresentado no Exem-
plo 4.1.6. Temos que as matrizes de multiplicação à esquerda por 1 e
X são, respectivamente,
N1 =
(
1 0
0 1
)
e NX =
(
0 1
1 1
)
Os polinômios característicos de N1 e NX são, respectivamente,
(X − 1)2 e X2 −X − 1. Assim, FPdim(1) = 1, FPdim(X) = 1+
√
5
2 e
FPdim(A) = 12 + ( 1+
√
5
2 )
2 = 5+
√
5
2 .
Proposição 4.1.17 ([7], Proposition 3.3.9) Sejam A um Z+-anel
transitivo unital com uma Z+-base ﬁnita e ∗ : I → I uma bijeção que
estende-se a uma involução de A. Então FPdim é invariante por ∗,
isto é, FPdim(x) = FPdim(x∗), para todo x ∈ A.
Observemos que se A é um anel de fusão então a involução ∗ : I → I
dada na deﬁnição de anel base estende-se a uma involução de A. Logo,
vale a conclusão da proposição acima.
Para a proposição seguinte, sejam A, A′ dois Z+-anéis transitivos
unitais com bases ﬁnitas IA = {bi}ni=1 e IA′ = {b′j}mj=1, respectiva-
mente.
Proposição 4.1.18 Seja f : A → A′ um morﬁsmo de anéis tal que
f(1) = 1 e que a matriz de f da base IA para a base IA′ , denotada por
[f ], possua todas as entradas não-negativas. Então f preserva dimensão
de Frobenius-Perron.
Demonstração: Deﬁnimos ξ : A → C por ξ(x) = FPdim(f(x)),
para todo x ∈ A. É claro que ξ é um morﬁsmo de anéis, pois é uma
composição de morﬁsmos de anéis. Além disso, ξ(1) = FPdim(f(1)) =
FPdim(1) = 1.
Mostremos que ξ é um caracter de A que toma valores não-negativos
sobre IA. Escrevemos [f ] = (αij) i=1,··· ,m
j=1,··· ,n
. Seja bj ∈ IA. Então
ξ(bj) = FPdim(f(bj)) = FPdim(
m∑
i=1
αijb
′
i) =
m∑
i=1
αijFPdim(b
′
i) ≥ 0.
Pela Proposição 4.1.12, segue que ξ = FPdim. Logo, para todo
x ∈ A, FPdim(f(x)) = FPdim(x).
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As próximas deﬁnições e resultados são encontrados em [19]. Essa
é a principal referência usada neste trabalho para o estudo de Z+-
módulos. A aplicação para tais noções é desenvolvida na próxima se-
ção, sobre grupos e anéis de Grothendieck, onde ﬁca claro que o grupo
de Grothendieck de uma categoria módulo indecomponível sobre uma
categoria de fusão C, sob certas condições, é um módulo base irredu-
tível sobre o anel de Grothendieck de C. A partir daí, o leitor poderá
entender a ligação estreita entre as duas teorias, dita no início do
capítulo.
Deﬁnição 4.1.19 Seja A um Z+-anel com uma Z+-base B = {bi}i∈I .
(1) Um Z+-módulo M sobre A é um A-módulo munido de uma Z-
base ﬁxada IM = {mj}j∈L tal que bimj =
∑
k∈L
dkijmk, com d
k
ij
inteiro não-negativo, para quaisquer i ∈ I e j, k ∈ L.
(2) Seja A um anel base. Um módulo base sobre A é um Z+-módulo
M tal que dkij = d
j
i∗k, em que os inteiros d
k
ij são os coeﬁcientes
da deﬁnição acima.
(3) Dois Z+-módulosM eM ′ sobre A com bases {mi}i∈L e {m′j}j∈J ,
respectivamente, são equivalentes se existe uma bijeção φ : L→ J
tal que o morﬁsmo induzido de grupos abelianos φ′ : M → M ′
deﬁnido por φ′(mi) = m′φ(i) é um isomorﬁsmo de A-módulos.
(4) A soma direta de dois Z+-módulos M e M ′ sobre A é o módulo
M ⊕M ′ sobre A com Z-base dada pela união das Z-bases de M
e M ′.
(5) Um Z+-módulo sobre A é indecomponível se não é equivalente a
uma soma direta de dois Z+-módulos não-nulos.
(6) Um Z+-submódulo de um Z+-módulo M sobre A com base IM =
{mi}i∈L é um A-submódulo N de M que é um Z+-módulo cuja
Z-base ﬁxada IN é um subconjunto de IM .
(7) Um Z+-módulo M sobre A é dito irredutível se não possui Z+-
submódulos próprios (em outras palavras, o Z-span de qualquer
subconjunto próprio da base IM de M não é um A-submódulo).
Exemplo 4.1.20 Seja A um Z+-anel com uma Z+-base B = {bi}i∈I .
Então A é um Z+-módulo sobre si mesmo com a mesma base.
82
Exemplo 4.1.21 Seja A um anel base com uma Z+-base B = {bi}i∈I .
Então A é um módulo base sobre si mesmo. De fato, para cada i, j, k ∈
I, temos que
τ((bi∗bk)bj∗) = τ(
∑
t∈I
cti∗kbtbj∗) = c
j
i∗k
e
τ(bk(bibj)
∗) = τ(bk
∑
t∈I
ctijbt∗) = τ(
∑
t∈I
ctijbkbt∗) = c
k
ij .
Além disso,
τ((bi∗bk)bj∗) = τ(bi∗(bkbj∗))
(4.1)
= τ((bkbj∗)bi∗) = τ(bk(bibj)
∗)
e, portanto, cji∗k = c
k
ij .
A irredutibilidade é uma das propriedades necessárias para a boa
deﬁnição da dimensão de Frobenius-Perron de elementos da base de um
Z+-módulo. A próxima proposição traz uma condição suﬁciente para
que um Z+-módulo seja irredutível.
Proposição 4.1.22 ([19], Lemma 1) Seja M um módulo base sobre
um anel base A. Se M é indecomponível como Z+-módulo sobre A
então M é irredutível como Z+-módulo sobre A.
Proposição 4.1.23 Seja A um Z+-anel com uma Z-base ﬁnita. Se M
é um Z+-módulo irredutível sobre A com Z-base IM = {ml}l∈L, então
L é um conjunto ﬁnito.
Demonstração: Fixemos l0 ∈ L. Observemos que existe i ∈ I tal que
biml0 6= 0. Caso contrário, escrevendo 1A =
∑
i∈I αibi, teríamos
ml0 = 1Aml0 = (
∑
i∈I
αibi)ml0 =
∑
i∈I
αi(biml0) = 0,
o que é um absurdo, pois ml0 é um elemento da base IM .
Seja J = {i ∈ I : biml0 6= 0}. Para cada i ∈ J , temos
biml0 =
∑
k∈Li
dkil0mk,
em que Li é um conjunto (ﬁnito) e dkil0 > 0, para todo k ∈ Li. Como
I é um conjunto ﬁnito, segue que ∪i∈JLi também o é. Seja X =
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Z − span{mk : k ∈ ∪i∈JLi}. Mostremos que X é um Z+-submódulo
de M . Para isto, é suﬁciente mostrar que X é um A-submódulo.
Sejam a ∈ A e k ∈ ∪i∈JLi. Provemos que amk ∈ X. Se amk = 0
então é claro que amk ∈ X. Suponhamos amk 6= 0. Como k ∈ ∪i∈JLi,
existe i1 ∈ J tal que k ∈ Li1 , isto é, dki1l0 > 0. Como a ∈ A, podemos
escrever
a =
∑
i∈I
aibi,
com ai ∈ Z. Então
amk =
∑
i∈I
aibimk =
∑
i∈I
ai
∑
l∈L
dlikml =
∑
l∈L′
(
∑
i∈I
aid
l
ik)ml,
em que L′ é um subconjunto ﬁnito de L tal que
∑
i∈I aid
l
ik 6= 0
para todo l ∈ L′. Seja l ∈ L′. Mostremos que l ∈ ∪i∈JLi. Como∑
i∈I aid
l
ik 6= 0, existe i2 ∈ I tal que dli2k > 0. Assim,
dki1l0d
l
i2k > 0. (4.2)
Consideremos o elemento bi2bi1ml0 . Por um lado, temos
bi2(bi1ml0) = bi2
∑
t∈Li1
dti1l0mt =
∑
t∈Li1
dti1l0bi2mt
=
∑
t∈Li1
dti1l0
∑
u∈L
dui2tmu =
∑
u∈L
(
∑
t∈Li1
dti1l0d
u
i2t)mu.
Por outro lado,
(bi2bi1)ml0 =
∑
j∈I
cji2i1bjml0 =
∑
j∈I
∑
r∈L
cji2i1d
r
jl0mr.
Dessa forma, temos∑
u∈L
(
∑
t∈Li1
dti1l0d
u
i2t)mu =
∑
r∈L
(
∑
j∈I
cji2i1d
r
jl0)mr.
Por (4.2), o coeﬁciente de ml do lado esquerdo da igualdade acima,∑
t∈Li1 d
t
i1l0
dli2t, é não-nulo. Assim, o coeﬁciente de ml do lado direito
também o é. Logo,
∑
j∈I c
j
i2i1
dljl0>0. Donde, existe j0 ∈ I tal que
dlj0l0 > 0, isto é, l ∈ Lj . Portanto, amk é uma combinação linear de
elementos ml com l ∈ ∪i∈JLi, isto é, amk ∈ X .
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Como M é um Z+-módulo irredutível, isto implica X = M , donde
M possui uma Z-base ﬁnita.
Para o restante desta seção, consideremos A um anel fusão, isto é,
A é um anel base unital com uma Z+-base ﬁnita B = {bi}i∈I . Pela
Proposição 4.1.10, A é transitivo.
Seja M um Z+-módulo base irredutível sobre A. Pela proposição
acima o mesmo possui uma Z-base ﬁnita IM = {mi}l∈L. Seja |L| = s.
Denotamos os elementos de L por 1, · · · , s.
Segundo ([12], Corolário 5.13), o Z-bimóduloM⊗ZC é um C-espaço
vetorial com base IM⊗ZC = {mi ⊗ 1}si=1.
Seja x ∈ A. A transformação linear
Tx : M ⊗Z C→M ⊗Z C
dada por Tx(mi ⊗ 1) = x · (mi ⊗ 1) = xmi ⊗ 1 é chamada operador
multiplicação à esquerda por x em M . Denotamos por [x]|M a matriz
de tal operador na base IM⊗ZC. Como M é um Z+-módulo, para cada
j ∈ {1, · · · , s}, podemos escrever
xmj =
s∑
i=1
xijmi,
com xij ∈ Z. Assim,
Tx(mj ⊗ 1) = xmj ⊗ 1 = (
s∑
i=1
xijmi)⊗ 1 =
s∑
i=1
xij(mi ⊗ 1).
Portanto, as coordenadas de Tx(mj ⊗ 1) na base IM⊗ZC são exata-
mente as coordenadas de xmj na base IM .
Não havendo risco de confusão, escreveremos os elementos mi ⊗ 1
da base IM⊗ZC simplesmente como mi.
Para indicarmos o vetor coordenada (vetor coluna) de um elemento
v de um espaço vetorial em relação a uma base ﬁxada, usamos a notação
[v].
O lema a seguir é feito para estender morﬁsmos de A-módulos para
o contexto explicado acima.
Lema 4.1.24 Seja g : M → N um morﬁsmo de A-módulos. Então g
induz uma transformação linear g : M ⊗Z C → N ⊗Z C que é também
um morﬁsmo de A-módulos.
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Demonstração: Deﬁnimos g′ : M × C → N ⊗Z C por g′(m,α) =
g(m) ⊗ α. É de fácil veriﬁcação que g′ é uma função Z-balanceada.
Logo, existe um único morﬁsmo de Z-módulos g : M ⊗Z C → N ⊗Z C
tal que gι = g′, em que ι : M × C → M ⊗Z C é a função balanceada
canônica. Portanto, g(m⊗ α) = g(m)⊗ α.
Além disso,
g(β(m⊗ α)) = g(m⊗ αβ) = g(m)⊗ αβ = β(g(m)⊗ α) = βg(m⊗ α)
e, dado a ∈ A,
g(a(m⊗ α)) = g((am)⊗ α) = g(am)⊗ α = ag(m)⊗ α = ag(m⊗ α).
Portanto, g é uma transformação linear e ummorﬁsmo deA-módulos.
Lema 4.1.25 Seja x ∈ A. Então [x]|M = [x∗]|TM .
Demonstração: Como x ∈ A e B = {bi}i∈I é uma Z+-base de A,
podemos escrever
x =
∑
i∈I
aibi.
Assim,
x∗ =
∑
i∈I
aibi∗ .
Escrevemos também [x]|M = (xkj) k=1,··· ,s
j=1,··· ,s
e [x∗]|M = (x∗kj) k=1,··· ,s
j=1,··· ,s
.
Temos, para cada j ∈ L,
xmj =
∑
i∈I
aibimj =
∑
i∈I
ai
∑
k∈L
dkijmk =
∑
k∈L
(
∑
i∈I
aid
k
ij)mk
e
x∗mj =
∑
i∈I
aibi∗mj =
∑
i∈I
ai
∑
k∈L
dki∗jmk =
∑
k∈L
(
∑
i∈I
aid
k
i∗j)mk.
Assim, para cada k ∈ L, temos
xkj =
∑
i∈I
aid
k
ij
(?)
=
∑
i∈I
aid
j
i∗k = x
∗
jk,
em que igualdade (?) segue do fato deM ser um módulo base. Portanto,
[x]|M = [x∗]|TM .
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Proposição 4.1.26 Sejam x ∈ A e y ∈ Z(A). Então as matrizes
[y]|M e [x]|M comutam.
Demonstração: Sejam [y]|M = (yij) i=1,··· ,s
j=1,··· ,s
e [x]|M = (xij) i=1,··· ,s
j=1,··· ,s
.
Então
ymj =
s∑
i=1
yijmi e xmj =
s∑
i=1
xijmi.
Temos que
(xy)mj = x(ymj) = x(
s∑
i=1
yijmi)
=
s∑
i=1
yij(xmi) =
s∑
i=1
yij(
s∑
k=1
xkimk)
=
s∑
i,k=1
yijxkimk =
s∑
k=1
(
s∑
i=1
yijxki)mk
Logo,
[xy]|M = (
s∑
i=1
xkiyij) k=1,··· ,s
j=1,··· ,s
= [x]|M [y]|M .
Analogamente, [y]|M [x]|M = [yx]|M . Portanto, [x]|M [y]|M = [xy]|M =
[yx]|M = [y]|M [x]|M .
Pela Proposição 4.1.7, o elemento z =
∑
i,j∈I bibjbi∗ ∈ Z(A). Usa-
remos tal elemento na demonstração do próximo teorema, que é fun-
damental para deﬁnir a dimensão de Frobenius-Perron para elementos
de um Z+-módulo.
Lema 4.1.27 Os coeﬁcientes de z com respeito à base B são estrita-
mente positivos.
Demonstração: Temos
z =
∑
i,j∈I
bibjbi∗ =
∑
i,j,k∈I
ckijbkbi∗ =
∑
i,j,k,l∈I
ckijc
l
ki∗bl.
Assim, ﬁxando l0, o coeﬁciente de bl0 é
∑
i,j,k∈I
ckijc
l0
ki∗ . Fixando k0,
como A é um anel transitivo, existe i0 ∈ I tal que cl0k0i0 > 0. Como ∗ é
uma função sobrejetora, i0 = i∗1, para algum i1 ∈ I. Assim, cl0k0i∗1 > 0.
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Novamente como A é transitivo, considerando i1 e k0, existe um j0 ∈ I
tal que ck0i1j0 > 0. Dessa forma,∑
i,j,k∈I
ckijc
l0
ki∗ ≥ ck0i1j0cl0k0i∗1 > 0.
Lema 4.1.28 A matriz [z]|M possui entradas estritamente positivas.
Demonstração: Como A é unital, consideremos i0 ∈ I tal que bi0 = 1.
Temos que 1 = τ(bi0) = τ(bi0bi0). Logo, pela deﬁnição de τ , i
∗
0 = i0.
Seja l ∈ L. Como
z =
∑
i,j∈I
bibjbi∗ =
∑
i6=i0
j 6=i0
bibjbi∗ + bi0bi0bi∗0 =
∑
i6=i0
j 6=i0
bibjbi∗ + 1,
temos
zml = (
∑
i6=i0
j 6=i0
bibjbi∗ + 1)ml =
∑
i6=i0
j 6=i0
bibjbi∗ml +ml 6= 0.
Pelo lema acima, podemos escrever z =
∑
i∈I aibi, com ai > 0 para
todo i ∈ I. Assim,
zml =
∑
i∈I
aibiml =
∑
k∈L
(
∑
i∈I
aid
k
il)mk.
Seja K = {k ∈ L : ∑i∈I aidkil > 0}. Notemos que K 6= ∅, pois
zml 6= 0. Consideremos X = Z − span{mj : j ∈ K}. Mostremos que
X é um Z+-submódulo de M .
Sejam j ∈ K e x ∈ A. Como j ∈ K, temos que ∑i∈I aidjil > 0.
Assim, existe i1 ∈ I tal que dji1l > 0. Escrevemos x =
∑
i∈I xibi. Se
xmj = 0 então xmj ∈ X. Suponhamos xmj 6= 0. Então
xmj =
∑
i∈I
xibimj =
∑
t∈L′
∑
i∈I
xid
t
ijmt,
em que L′ ⊆ L é tal que ∑i∈I xidtij 6= 0, para todo t ∈ L′. Seja t ∈ L′.
Então existe i2 ∈ I tal que dti2j > 0. Assim,
dji1ld
t
i2j > 0. (4.3)
Consideremos o elemento bi2bi1ml. Por um lado, temos
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bi2(bi1ml) = bi2
∑
s∈L
dsi1lms =
∑
s∈L
dsi1lbi2ms
=
∑
s∈L
dsi1l
∑
w∈L
dwi2smw =
∑
w∈L
(
∑
s∈L
dsi1ld
w
i2s)mw.
Por outro lado,
(bi2bi1)ml =
∑
u∈I
cui2i1buml =
∑
u∈I
∑
r∈L
cui2i1d
r
ulmr.
Dessa forma, temos∑
w∈L
(
∑
s∈L
dsi1ld
w
i2s)mw =
∑
r∈L
(
∑
u∈I
cui2i1d
r
ul)mr.
Por (4.3), o coeﬁciente de mt do lado esquerdo da igualdade acima,∑
s∈L d
s
i1l
dti2s, é não-nulo. Assim, o coeﬁciente de mt do lado direito
também o é. Logo,
∑
u∈I c
u
i2i1
dtul > 0. Donde existe u0 ∈ I tal que
dtu0l > 0. Dessa forma,
∑
i∈I aid
t
il > 0, pois ai > 0, para todo i ∈ I.
Logo, t ∈ K. Portanto, xmj ∈ X .
Como M é um Z+-módulo irredutível, isto implica X = M , donde
{mj : j ∈ K} é uma Z-base de M . Portanto, K = L, isto é, todas as
entradas da matriz [z]|M são estritamente positivas.
O próximo teorema é vital para que possamos entender a dimensão
de Frobenius-Perron em categorias módulo. Tal teorema nos mostra
como surge o elemento tal que, a partir dele, se possa deﬁnir a di-
mensão de Frobenius-Perron dos elementos de uma Z-base ﬁxada de
um Z+-módulo.
Teorema 4.1.29 Seja M um módulo base irredutível sobre um anel
fusão A. Existe um único, a menos de um escalar, autovetor comum m
de todas as matrizes [x]|M , com x ∈ A, que possui entradas estritamente
positivas com respeito à base IM⊗ZC. O correspondente autovalor de
[x]|M é FPdim(x).
Demonstração: Seja
z =
∑
i,j∈I
bibjbi∗ .
Sabemos do Lema 4.1.28 que a matriz [z]|M possui entradas estrita-
mente positivas. Pelo Teorema de Frobenius-Perron, item (2), a matriz
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[z]|M possui um autovetor m com entradas estritamente positivas e
autovalor associado λ positivo simples. Daí, [z]|M [m] = λ[m].
Seja x ∈ A. Pela Proposição 4.1.26, como z ∈ Z(A), segue que
[z]|M [x]|M = [x]|M [z]|M . Daí,
[z]|M ([x]|M [m]) = ([z]|M [x]|M )[m]
= ([x]|M [z]|M )[m]
= [x]|M ([z]|M [m])
= [x]|M (λ[m])
= λ([x]|M [m]).
Logo, [x]|M [m] é um autovetor de [z]|M associado ao autovalor sim-
ples λ. Assim, [x]|M [m] = λx[m], para algum λx ∈ C.
Mostremos que λ : A → C deﬁnida por λ(x) = λx é uma represen-
tação de A.
Sejam λx e λ′x. Então [x]|M [m] = λx[m] e [x]|M [m] = λ′x[m].
Assim, λx[m] = λ′x[m] e como m 6= 0, isto implica que λx = λ′x. Logo,
λ está bem deﬁnida.
Sejam x, y ∈ A. Temos [x+ y]|M [m] = λx+y[m]. Por outro lado,
[x+ y]|M [m] = ([x]|M + [y]|M )[m] = [x]|M [m] + [y]|M [m]
= λx[m] + λy[m] = (λx + λy)[m].
Logo,
λx+y[m] = (λx + λy)[m]
e portanto λx+y = λx + λy, isto é, λ(x+ y) = λ(x) + λ(y). Além disso,
λxy[m] = [xy]|M [m] = [x]|M [y]|M [m] = [x]|Mλy[m] = λxλy[m].
Donde, λ(xy) = λ(x)λ(y). É fácil ver que [1]|M é a matriz identidade.
Logo, [1]|M [m] = 1[m] e assim, λ(1) = λ1 = 1.
Mostremos que λ é um caracter de A que toma valores não-negativos
nos elementos de B. Seja i ∈ I. Então [bi]|M [m] = λbi [m]. Como
M é um Z+-módulo, segue que [bi]|M possui entradas não-negativas.
Além disso, [m] possui entradas estritamente positivas. Dessa forma,
a última igualdade implica λ(bi) = λbi não-negativo. Portanto, pela
Proposição 4.1.12, item (3), segue que λ = FPdim. Isto é, [x]|M [m] =
FPdim(x)[m], para todo x ∈ A.
Em particular, [z]|M [m] = FPdim(z)[m]. Logo, λ = FPdim(z).
Para provarmos a unicidade de m, suponhamos n ∈ M ⊗Z C com
entradas estritamente positivas tal que [x]|M [n] = FPdim(x)[n], para
todo x ∈ A. Em particular, [z]|M [n] = FPdim(z)[n] = λ[n]. Logo,
[n] é um autovetor de [z]|M com autovalor associado λ. Como λ é um
autovalor simples, segue que n = λ′m, para algum λ′ > 0.
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Deﬁnição 4.1.30 Um elementom como no teorema acima é chamado
elemento regular de M .
Notemos que tal m está deﬁnido a menos de um escalar positivo.
Corolário 4.1.31 Seja m ∈M⊗ZC tal que [m] possua entradas estri-
tamente positivas com respeito à base IM⊗ZC. Então m é um elemento
regular de M se, e somente se,
[m]T [x]|M = FPdim(x)[m]T , (4.4)
para todo x ∈ A.
Demonstração: Seja m ∈M ⊗Z C com entradas estritamente positi-
vas com respeito à base IM⊗ZC. Temos que [m]
T [x]|M = FPdim(x)[m]T ,
para todo x ∈ A se, e somente se, [m]T [x∗]|M = FPdim(x∗)[m]T para
todo x ∈ A.
Aplicando a transposta nesta última igualdade, temos [x∗]|TM [m] =
FPdim(x∗)[m]. Pelo Lema 4.1.25, temos [x∗]|TM = [x]|M e pela Proposi-
ção 4.1.17, FPdim(x) = FPdim(x∗). Assim, [x]|M [m] = FPdim(x)[m],
para todo x ∈ A. Pelo Teorema 4.1.29, segue o resultado.
Deﬁnição 4.1.32 Um elemento regular m de M normalizado tal que
a soma dos quadrados dos seus coeﬁcientes com respeito à base IM é
igual a FPdim(A) é chamado elemento regular canônico de M .
Seja IM = {mi}i∈L. Então, para cada l ∈ L, temos a seguinte
deﬁnição.
Deﬁnição 4.1.33 A dimensão de Frobenius-Perron de ml é o coeﬁ-
ciente de ml do elemento regular canônico de M com respeito à base
IM⊗ZC. Denota-se por FPdim(ml), isto é,
m =
s∑
i=1
FPdim(mi)mi e
s∑
i=1
FPdim(mi)
2 = FPdim(A).
A dimensão de Frobenius-Perron de elementos quaisquer de M é
dada por aditividade. Observemos que sem é o elemento regular canô-
nico, então FPdim(m) = FPdim(A). Além disso, FPdim(mi) > 0,
para todo i ∈ L.
Exemplo 4.1.34 Seja A um anel fusão com uma Z+-base B = {bi}i∈I .
Então v =
∑
k∈I FPdim(bk)bk é o elemento regular canônico de A visto
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como módulo base sobre si mesmo. De fato, consideremos i ∈ I. Mos-
tremos que [bi]|A[v] = FPdim(bi)[v]. Para cada j ∈ I, escrevemos
bibj =
∑
k∈I c
k
ijbk. Assim, ﬁxado k ∈ I, temos que∑
j∈I
ckijFPdim(bj) = FPdim(
∑
j∈I
ckijbj) = FPdim(
∑
j∈I
cji∗kbj)
= FPdim(bi∗bk)
(∗)
= FPdim(bi∗)FPdim(bk)
(∗∗)
= FPdim(bi)FPdim(bk),
em que as igualdades (∗) e (∗∗) seguem, respectivamente, do fato de
FPdim ser morﬁsmo de anéis e da Proposição 4.1.17. Logo, [bi]|A[v] =
FPdim(bi)[v], para todo i ∈ I, donde [x]|A[v] = FPdim(x)[v], para todo
x ∈ A.
Além disso, por deﬁnição, FPdim(A) =
∑
i∈I FPdim(bi)
2. Por-
tanto, a dimensão de Frobenius-Perron no módulo base A coincide com
a dimensão de Frobenius-Perron no anel fusão A.
Sejam M e N dois módulos base irredutíveis sobre um anel de fu-
são A com Z-bases IM = {mi}si=1 e IN = {ni}ti=1, respectivamente.
Consideremos g : M → N um morﬁsmo de A-módulos. Pelo Lema
4.1.24, g induz uma transformação linear que é também um morﬁsmo
de A-módulos g : M ⊗Z C → N ⊗Z C. Denotamos por [g] a matriz de
g da base IM⊗ZC para a base IN⊗ZC.
Lema 4.1.35 Seja x ∈ A. Então
[x]|N [g] = [g][x]|M . (4.5)
Demonstração: Sejam [x]|M = (αij) i=1,··· ,s
j=1,··· ,s
, [g] = (βij) i=1,··· ,t
j=1,··· ,s
e
[x]|N = (γij) i=1,··· ,t
j=1,··· ,t
. Como g é morﬁsmo de A-módulos, para cada
j ∈ {1, · · · , s}, temos que g(xmj) = xg(mj). Mas
g(xmj) = g(
s∑
k=1
αkjmk) =
s∑
k=1
αkjg(mk) =
t∑
i=1
s∑
k=1
βikαkjni
e
xg(mj) = x(
t∑
k=1
βkjnk) =
t∑
k=1
βkj(xnk) =
t∑
i=1
t∑
k=1
γikβkjni.
Logo,
t∑
i=1
s∑
k=1
βikαkjni =
t∑
i=1
t∑
k=1
γikβkjni.
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Como IN⊗ZC é uma C-base, para cada i ∈ {1, · · · , t}, temos que
t∑
k=1
γikβkj =
s∑
k=1
βikαkj .
Portanto, [x]|N [g] = [g][x]|M .
Teorema 4.1.36 Seja g : M → N um morﬁsmo de A-módulos. Se a
matriz [g] possui todas as colunas não-nulas e entradas não-negativas,
então existe um escalar positivo λg tal que
FPdim(g(mi)) = λgFPdim(mi),
para todo i ∈ {1, · · · , s}.
Demonstração: Seja
v =
s∑
i=1
FPdim(g(mi))mi.
Sejam n o elemento regular canônico de N e [g] = (βij) i=1,··· ,t
j=1,··· ,s
.
Então, para cada j ∈ {1, · · · , s}, temos
FPdim(g(mj)) = FPdim(
t∑
i=1
βijni) =
t∑
i=1
βijFPdim(ni).
Logo, não é difícil ver que [v]T = [n]T [g]. Assim, para todo x ∈ A,
temos
[v]T [x]|M = [n]T [g][x]|M (4.5)= [n]T [x]|N [g]
(4.4)
= FPdim(x)[n]T [g] = FPdim(x)[v]T .
Vemos que v ∈ M ⊗Z C satisfaz [v]T [x]|M = FPdim(x)[v]T , para
todo x ∈ A. Além disso, pelas hipóteses sobre a matriz [g] e pelo fato
de que [n] possui entradas estritamente positivas, segue que [v]T =
[n]T [g] possui entradas estritamente positivas. Pelo Corolário 4.1.31,
v é um elemento regular de M . Logo, existe um λg > 0 tal que v =
λgm. Portanto, para todo i ∈ {1, · · · , s}, segue que FPdim(g(mi)) =
λgFPdim(mi).
Corolário 4.1.37 Se [g] é uma matriz de permutação então
FPdim(g(ml)) = FPdim(ml),
para todo l ∈ {1, · · · , s}.
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Demonstração: Mostremos que, neste caso, o elemento regular v da
demonstração do teorema acima é o elemento regular canônico de M .
Seja [g] = (βij) i=1,··· ,t
j=1,··· ,t
. Por hipótese, existe uma uma permutação
σ : {1, · · · , t} → {1, · · · , t} tal que βiσ(j) = δij . Dessa forma,
v =
t∑
j=1
FPdim(g(mj))mj =
t∑
j=1
t∑
i=1
βijFPdim(ni)mj
=
t∑
j=1
t∑
i=1
βiσ(j)FPdim(ni)mσ(j) =
t∑
j=1
FPdim(nj)mσ(j).
Logo, a soma dos quadrados dos coeﬁcientes de v com respeito à
base IM é
t∑
j=1
FPdim(nj)
2 = FPdim(A),
pois n é o elemento regular canônico de N . Portanto, v = m, donde
segue o resultado.
Sejam A, A′ dois Z+-anéis com bases ﬁnitas IA = {bi}ni=1 e IA′ =
{b′j}mj=1, respectivamente. Seja f : A → A′ um morﬁsmo de anéis tal
que f(1) = 1 e que a matriz [f ] da base IA para a base IA′ possua
todas as entradas não-negativas.
Proposição 4.1.38 SejaM um Z+-módulo sobre A′ com base {ml}i∈L.
Então M é um Z+-módulo sobre A com mesma Z-base e ação dada por
a ·m = f(a)m, para quaisquer a ∈ A e m ∈M .
Demonstração: Sejam a, b ∈ A e m,n ∈M . Então
(a+b)·m = f(a+b)m = (f(a)+f(b))m = f(a)m+f(b)m = a·m+b·m,
a · (m+ n) = f(a)(m+ n) = f(a)m+ f(a)n = a ·m+ a · n,
a·(b·m) = f(a)(b·m) = f(a)(f(b)m) = (f(a)f(b))m = f(ab)m = (ab)·m
e
1 ·m = f(1)m = 1m = m.
Logo, M é um A-módulo. Escrevemos [f ] = (αij) i=1,··· ,m
j=1,··· ,n
. Sejam
j ∈ {1, · · · , n} e l ∈ L. Então
bj ·ml = f(bj)ml =
m∑
i=1
αijb
′
iml =
∑
t∈L
m∑
i=1
αij(d
t
il)
′mt.
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Assim, dtjl =
∑m
i=1 αij(d
t
il)
′ ∈ Z+. Portanto, M é um Z+-módulo
sobre A.
No Capítulo 5 precisamos relacionar dimensão de Frobenius-Perron
de uma categoria módulo sobre duas categorias de fusão que não são
necessariamente equivalentes. O próximo resultado será útil nesse con-
texto. Sua aplicação ocorre, de fato, no ﬁnal da Seção 4.3.
Sejam A e A′ anéis de fusão. Suponhamos que M seja um módulo
base irredutível sobre A′ e, com a ação dada na proposição acima, seja
também um módulo base irredutível sobre A.
Dessa forma, para cada l ∈ L, podemos considerar a dimensão de
Frobenius-Perron dos elementos ml paraM visto como um Z+-módulo
sobre A ou como um Z+-módulo sobre A′. Denotamos a primeira
dimensão por FPdimA(ml) e a segunda por FPdim
A′(ml).
Proposição 4.1.39 Seja l ∈ L. Então
FPdimA(ml) =
√
FPdim(A)
FPdim(A′)
FPdimA
′
(ml).
Demonstração: Sejam mA,mA′ os elementos regulares canônicos de
M visto como um A-módulo e um A′-módulo, respectivamente. Mos-
tremos que mA′ é um elemento regular deM visto como um A-módulo.
Para todo y ∈ A′, temos que [y]|M [mA′ ] = FPdim(y)[mA′ ].
Seja x ∈ A. Então f(x) ∈ A′ e assim,
[f(x)]|M [mA′ ] = FPdim(f(x))[mA′ ]. (4.6)
Como f(x)m = x · m, para todo m ∈ M , temos que [f(x)]|M =
[x]|M . Além disso, pela Proposição 4.1.18, segue que FPdim(f(x)) =
FPdim(x). Assim, a igualdade (4.6) torna-se
[x]|M [mA′ ] = FPdim(x)[mA′ ].
Como isso vale para todo x ∈ A e [mA′ ] possui entradas estritamente
positivas, segue que mA′ é um elemento regular de M , visto como um
A-módulo. Logo, existe λ > 0 tal que mA = λmA′ . Assim, para cada
l ∈ L, temos que
FPdimA(ml) = λFPdim
A′(ml).
Além disso,
FPdim(A) =
∑
l∈L
FPdimA(ml)
2 =
∑
l∈L
(λFPdimA
′
(ml))
2
= λ2
∑
l∈L
FPdimA
′
(ml)
2 = λ2FPdim(A′).
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donde, λ2 =
FPdim(A)
FPdim(A′)
.
96
4.2 O grupo de Grothendieck
O anel de Grothendieck é um importante invariante categórico que
permite deﬁnir e calcular certas dimensões de objetos em categorias.
Primeiramente caracterizamos sua estrutura de grupo e, em seguida,
apresentamos a estrutura de anel. Nesta seção, a menos que se diga
algo contrário, C é uma categoria abeliana localmente ﬁnita.
Seja F(C) o grupo abeliano livre gerado pelas classes de isomorﬁsmo
de objetos em C. Denotamos por [X] a classe de isomorﬁsmo do objeto
X ∈ C. Assim,
F(C) =< [X] : X ∈ C > .
Seja R(C) o subgrupo abeliano livre de F(C) gerado pelos elementos
[Z]− [X]− [Y ] tais que exista uma sequência exata curta
0 // X // Z // Y // 0
em C.
Deﬁnição 4.2.1 O grupo de Grothendieck de C é deﬁnido como sendo
o grupo quociente
Gr(C) =
F(C)
R(C)
.
Denotamos por [X] a classe [X] + R(C) no quociente Gr(C).
Observação 4.2.2 No grupo F(C), não é verdade que [0] é o elemento
neutro, pois faz parte da base do grupo livre. Porém, existe sequência
exata
0 // 0 // 0 // 0 // 0 ,
logo [0]− [0]− [0] ∈ R(C), donde [0] = [0] + [0]. Somando o oposto de
[0] em cada lado da igualdade obtemos 0Gr(C) = [0].
Para caracterizar tal grupo é importante entender como seus ele-
mentos se relacionam com os objetos da categoria dos quais são classes.
Lema 4.2.3 Sejam X,Y ∈ C. Então
[X ⊕ Y ] = [X] + [Y ].
Demonstração: É sabido que existe uma sequência exata
0 // X // X ⊕ Y // Y // 0 .
Logo, [X ⊕ Y ]− [X]− [Y ] ∈ R(C) e portanto, [X ⊕ Y ] = [X] + [Y ].
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Proposição 4.2.4 Seja X ∈ C com uma série de composição 0 =
X0 ⊆ X1 ⊆ · · · ⊆ Xn = X. Então
[X] =
n∑
i=1
[Xi/Xi−1].
Demonstração: Mostremos por indução sobre n. Se n = 1 então X
é simples e a igualdade segue. Suponhamos que n = 2. Seja 0 = X0 ⊆
X1 ⊆ X2 = X uma série de composição de X. Pelo Lema 1.1.27, a
sequência
0 // X1 // X = X2 // X2/X1 // 0
é exata. Logo,
[X] = [X1] + [X2/X1] =
2∑
i=1
[Xi/Xi−1].
Consideremos como hipótese de indução que, para todo objeto X de
comprimento n e série de composição 0 = X0 ⊆ X1 ⊆ · · · ⊆ Xn = X,
vale
[X] =
n∑
i=1
[Xi/Xi−1].
Seja Y um objeto de comprimento n + 1 com série de composição
0 = Y0 ⊆ Y1 ⊆ · · · ⊆ Yn−1 ⊆ Yn ⊆ Yn+1 = Y . O objeto Yn tem
comprimento n e série de composição 0 = Y0 ⊆ Y1 ⊆ · · · ⊆ Yn−1 ⊆ Yn.
Por hipótese de indução, temos que
[Yn] =
n∑
i=1
[Yi/Yi−1].
Novamente pelo Lema 1.1.27, a sequência
0 // Yn // Y = Yn+1 // Yn+1/Yn // 0
é exata. Logo,
[Y ] = [Yn] + [Yn+1/Yn] =
n∑
i=1
[Yi/Yi−1] + [Yn+1/Yn] =
n+1∑
i=1
[Yi/Yi−1],
completando a prova.
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Sejam {Si : i ∈ I} um conjunto de representantes das classes de
objetos simples de C, X ∈ C e 0 = X0 ⊆ X1 ⊆ · · · ⊆ Xn = X uma série
de composição de X. Observemos que
n∑
i=1
[Xi/Xi−1] =
∑
i∈I
[X : Si][Si].
Assim, a proposição acima nos diz que
[X] =
∑
i∈I
[X : Si][Si].
Os resultados acima e a Proposição 1.3.11 são importantes para
caracterizar a igualdade de classes no grupo quociente Gr(C).
Proposição 4.2.5 Sejam X,Y ∈ C. São equivalentes
(1) [X] = [Y ].
(2) Existem U, V,C ∈ C tais que
0 // U // X ⊕ C // V // 0
e
0 // U // Y ⊕ C // V // 0
são exatas.
(3) Os fatores de composição de X e de Y são exatamente os mesmos,
a menos de isomorﬁsmo.
Demonstração: (1)⇒ (2) Se [X] = [Y ], então [Y ]− [X] ∈ R(C). Pela
deﬁnição de R(C), existem n,m ∈ N tais que, para cada i ∈ {1, · · · , n}
e j ∈ {1, · · · ,m}, existem sequências exatas
0 // Ri // Zi // Si // 0
e
0 // R′j // Z
′
j
// S′j // 0
tais que
[Y ]− [X] =
n∑
i=1
([Zi]− [Ri]− [Si])−
m∑
j=1
([Z ′j ]− [R′j ]− [S′j ]).
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Rearranjando os termos de maneira que ﬁquem com coeﬁcientes
positivos, temos
[Y ] +
n∑
i=1
[Ri] +
n∑
i=1
[Si] +
m∑
j=1
[Z ′j ] = [X] +
n∑
i=1
[Zi] +
m∑
j=1
[R′j ] +
m∑
j=1
[S′j ]).
A igualdade acima é formada por elementos da base do grupo livre
F(C). Esses elementos não são necessariamente distintos, mas podemos
concluir que cada elemento da base que aparece no lado direito da
igualdade aparece em igual quantidade de vezes no lado esquerdo.
Sendo a base deste grupo as classes de isomorﬁsmo, isso nos diz que
para cada objeto D tal que [D] é um termo de uma soma de um lado
da igualdade existe um objeto E tal que [E] = [D], isto é, E ∼= D e [E]
aparece como termo no outro lado da igualdade.
Chamando R = ⊕ni=1Ri, S = ⊕ni=1Si, Z = ⊕ni=1Zi, R′ = ⊕mj=1R′j ,
S′ = ⊕mj=1S′j e Z ′ = ⊕mj=1Z ′j , podemos concluir que
Z ′ ⊕R⊕ Y ⊕ S ∼= X ⊕ S′ ⊕ Z ⊕R′. (4.7)
Sejam U = R ⊕ R′, V = S ⊕ Y ⊕X ⊕ S′ e C = X ⊕ S′ ⊕ Z ⊕ R′.
Pela Proposição 1.1.23, temos que
0 // R // Z // S // 0
é exata. Aplicando o Lema 1.1.25 a esta sequência e ao objeto R′,
temos que
0 // R⊕R′ // Z ⊕R′ // S // 0
é exata.
Aplicando novamente o Lema 1.1.25 a esta última sequência e ao
objeto Y ⊕X ⊕ S′, e deﬁnindo A = Z ⊕R′ ⊕ Y ⊕X ⊕ S′, temos que
0 // R⊕R′ // A // S ⊕ Y ⊕X ⊕ S′ // 0
é exata. Claramente, A ∼= Y ⊕ C. Assim, pelo Lema 1.1.24, segue que
0 // R⊕R′ // Y ⊕ C // S ⊕ Y ⊕X ⊕ S′ // 0
é exata, isto é,
0 // U // Y ⊕ C // V // 0 .
100
Novamente pela Proposição 1.1.23, a sequência
0 // R′ // Z ′ // S′ // 0
é exata. Aplicando o Lema 1.1.25 a esta sequência e ao objeto R, temos
uma sequência exata
0 // R′ ⊕R // Z ′ ⊕R // S′ // 0 .
Pelo Lema 1.1.25 aplicado à esta última sequência e ao objeto Y ⊕
X ⊕ S, e deﬁnindo A′ = Z ′ ⊕R⊕ Y ⊕X ⊕ S temos que
0 // R′ ⊕R // A′ // S′ ⊕ Y ⊕X ⊕ S // 0
é exata. Como
U ∼= R′ ⊕R, V ∼= S′ ⊕ Y ⊕X ⊕ S
e
A′ = Z ′ ⊕R⊕ Y ⊕X ⊕ S ∼= X ⊕ Z ′ ⊕R⊕ Y ⊕ S
(4.7)∼= X ⊕ C,
segue, pelo Lema 1.1.24, que existe uma sequência exata
0 // U // X ⊕ C // V // 0 .
(2)⇒ (3) Se existem tais sequências exatas os fatores de composição
de Y ⊕C e de X⊕C são os mesmos, pois pela Proposição 1.3.11, ambos
possuem exatamente os mesmos fatores de composição de U e de V .
Além disso, existem sequências exatas
0 // X // X ⊕ C // C // 0
e
0 // Y // Y ⊕ C // C // 0 .
Os fatores de composição deX⊕C e Y ⊕C são exatamente os fatores
de composição de X e de C na primeira sequência exata; e exatamente
os fatores de composição de Y e de C na segunda sequência exata, em
ambos os casos, usamos a Proposição 1.3.11. Assim, pelo Teorema de
Jordan-Holder, temos que os fatores de composição de X e de Y são os
mesmos, a menos de isomorﬁsmo.
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(3)⇒ (1) Sejam 0 = X0 ⊆ X1 ⊆ · · · ⊆ Xn = X e 0 = Y0 ⊆ Y1 ⊆
· · · ⊆ Ym = Y séries de composição de X e Y , respectivamente. Pela
Proposição 4.2.4, temos
[X] =
n∑
i=1
[Xi/Xi−1] e [Y ] =
m∑
j=1
[Yj/Yj−1].
Por (3), os fatores de composição de X e de Y são os mesmos, a
menos de isomorﬁsmo. Logo, m = n e
[X] =
n∑
i=1
[Xi/Xi−1] =
n∑
j=1
[Yj/Yj−1] = [Y ].
Teorema 4.2.6 O grupo de Grothendieck Gr(C) é isomorfo ao grupo
abeliano livre gerado pelas classes de isomorﬁsmo de objetos simples.
Demonstração: Seja G o grupo abeliano livre gerado pelas classes de
isomorﬁsmo de objetos simples em C.
Deﬁnimos φ : G→ Gr(C) o morﬁsmo de grupos dado por φ([X]) =
[X]. Notemos que φ está bem deﬁnido, pois se [X] = [Y ], temos que
X ∼= Y e, pelo Corolário 1.1.18, isto implica que [X] = [Y ].
Seja X ∈ C com série de composição 0 = X0 ⊆ X1 ⊆ · · · ⊆ Xn = X.
Dessa forma,
n∑
i=1
[Xi/Xi−1] ∈ G
e
φ(
n∑
i=1
[Xi/Xi−1]) =
n∑
i=1
φ([Xi/Xi−1]) =
n∑
i=1
[Xi/Xi−1] = [X],
em que a última igualdade segue da Proposição 4.2.4.
Logo, φ é sobrejetora.
Seja Y ∈ C com série de composição 0 = Y0 ⊆ Y1 ⊆ · · · ⊆ Ym = Y .
Deﬁnimos pi : Gr(C)→ G o morﬁsmo de grupos dado por
pi([Y ]) =
m∑
i=1
[Yi/Yi−1].
102
Sejam X,Y ∈ C tais que [X] = [Y ]. Pela Proposição 4.2.5, n = m
e os fatores de composição de X e de Y são os mesmos, a menos de
isomorﬁsmo. Dessa forma,
pi([Y ]) =
n∑
i=1
[Yi−1/Yi] =
n∑
j=1
[Xj−1/Xj ] = pi([X]).
Logo, pi está bem deﬁnido.
Seja X um objeto simples em C. Então 0 ⊆ X é uma série de
composição de X. Assim,
piφ([X]) = pi(φ(X)) = pi([X]) = [X].
Logo, pi ◦ φ = IG e isso implica na injetividade de φ. Portanto, φ é
um isomorﬁsmo.
A partir de agora consideramos C uma categoria tensorial ﬁnita.
Em particular, C é localmente ﬁnita. Por deﬁnição, Gr(C) é um grupo
quociente. Para ver que tal grupo possui estrutura de anel, basta mos-
trarmos que F(C) é um anel e que R(C) é um ideal de F(C).
Proposição 4.2.7 O grupo abeliano livre F(C) possui uma estrutura de
anel com produto dado por [X] · [Y ] = [X⊗Y ], para quaisquer X,Y ∈ C
,e unidade [1], em que 1 é o objeto unidade da categoria monoidal C.
Demonstração: Sejam X,Y ∈ C. Deﬁnimos [X] · [Y ] = [X ⊗ Y ] e
estendemos por linearidade (isto é, [X]·([Y ]+[Z]) = [X]·[Y ]+[X]·[Z]).
Mostremos que tal produto está bem deﬁnido. SejamX,Y,A,B ∈ C
tais que ([X], [Y ]) = ([A], [B]). Então X ∼= A e Y ∼= B, donde X⊗Y ∼=
A ⊗ B e portanto, [X] · [Y ] = [A] · [B]. A distributividade segue da
extensão por linearidade.
A associatividade vem do isomorﬁsmo natural aX,Y,Z : (X ⊗ Y ) ⊗
Z → X⊗ (Y ⊗Z), pois isto implica que [(X⊗Y )⊗Z] = [X⊗ (Y ⊗Z)],
isto é, ([X] · [Y ]) · [Z] = [X] · ([Y ] · [Z]). Portanto, F(C) é um anel.
Os isomorﬁsmos naturais lX e rX garantem ainda que [1 ⊗ X] =
[X] = [X ⊗ 1]. Logo, [1] · [X] = [X] = [X] · [1] e portanto, [1] é a
unidade de F(C).
Lema 4.2.8 O subgrupo abeliano livre R(C) é um ideal de F(C).
Demonstração: Sejam [R] ∈ F(C) e [X] ∈ R(C). Então existem
n,m ∈ N e, para quaisquer i ∈ {1, · · · , n}, j ∈ {1, · · · ,m}, ai, bj ∈ Z e
Ri, Aj , Bj , Cj ∈ C tais que existam sequências exatas
0→ Aj → Bj → Cj → 0
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e[R] =
n∑
i=1
ai[Ri] e [X] =
m∑
j=1
bj([Bj ]− [Aj ]− [Cj ]).
Assim,
[R] · [X] =
n∑
i=1
m∑
j=1
aibj([Ri ⊗Bj ]− [Ri ⊗Aj ]− [Ri ⊗ Cj ]) ∈ R(C),
pois pela Proposição 2.1.12, o funtor ⊗ é biexato, donde a sequência
0→ Ri ⊗Aj → Ri ⊗Bj → Ri ⊗ Cj → 0
é exata.
Logo, R(C) é um ideal à esquerda e analogamente mostra-se que é
um ideal à direita.
Corolário 4.2.9 O grupo de Grothendieck Gr(C) é um anel com pro-
duto dado por [X] · [Y ] = [X ⊗ Y ] e unidade [1].
Proposição 4.2.10 Sejam G um grupo abeliano, A um anel com uni-
dade 1A e f : G → A um isomorﬁsmo de grupos abelianos. Então, G
possui uma estrutura de anel com unidade tal que f é um isomorﬁsmo
de anéis.
Demonstração: Sejam x, y, z ∈ G. Deﬁnimos x ∗ y = f−1(f(x)f(y))
e 1G = f−1(1A). Temos
(x ∗ y) ∗ z = f−1(f(x)f(y)) ∗ z = f−1(f(f−1(f(x)f(y)))f(z))
= f−1((f(x)f(y))f(z)) = f−1(f(x)(f(y)f(z)))
= f−1(f(x)f(f−1(f(y)f(z)))) = x ∗ f−1(f(y)f(z))
= x ∗ (y ∗ z).
Logo, ∗ é associativa. Além disso,
x ∗ (y + z) = f−1(f(x)f(y + z)) = f−1(f(x)(f(y) + f(z)))
= f−1(f(x)f(y) + f(x)f(z))
= f−1(f(x)f(y)) + f−1(f(x)f(z)) = x ∗ y + x ∗ z.
Analogamente, (x+y)∗z = x∗z+y∗z. Logo, vale a distributividade.
Também,
1G ∗ x = f−1(f(1G)f(x)) = f−1(1Af(x)) = f−1(f(x)) = x.
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Analogamente, x ∗ 1G = x. Mostremos que f é um morﬁsmo de
anéis. Temos
f(x ∗ y) = f(f−1(f(x)f(y))) = f(x)f(y).
Portanto, f é um isomorﬁsmo de anéis.
Seja {Si : i ∈ I} um conjunto de representantes das classes de
objetos simples de C. Consideremos φ : G → Gr(C) o isomorﬁsmo de
grupos abelianos deﬁnido na demonstração do Teorema 4.2.6 eX,Y ∈ C
objetos simples.
A proposição acima nos diz que o grupo de Grothendieck, visto como
o grupo abeliano livre gerado pelas classes de isomorﬁsmo de objetos
simples, possui também uma estrutura de anel com unidade, dada por
[X] · [Y ] = φ−1(φ([X]) · φ([Y ])) = φ−1([X] · [Y ])
= φ−1([X ⊗ Y ]) =
∑
i∈I
[X ⊗ Y : Si][Si]
e
1G = φ
−1([1]) = [1],
pois 1 é um objeto simples (C é tensorial). Logo, G é isomorfo a
Gr(C) como anéis. Para o restante do trabalho, consideramos o anel de
Grothendieck Gr(C) como sendo o grupo abeliano gerado pelas classes
de isomorﬁsmo de objetos simples de C munido com a multiplicação
dada acima.
O conjunto B = {[Si]}i∈I gera Gr(C) como um grupo abeliano e
portanto, como um Z-módulo livre. Sejam i, j ∈ I. Então
[Si] · [Sj ] =
∑
k∈I
[Si ⊗ Sj : Sk][Sk],
em que [Si ⊗ Sj : Sk] é a multiplicidade de Sk em qualquer série de
composição de Si ⊗ Sj e é, portanto, um número inteiro não-negativo.
Segue que Gr(C) é um Z+-anel unital com uma Z+-base B ﬁnita.
Consideremos a partir de agora que C seja uma categoria de fusão.
Proposição 4.2.11 ([7], Proposition 4.9.1) O anelGr(C) é um anel
fusão.
A involução ∗ : Gr(C) → Gr(C) é dada pelo dual. Como C é
semissimples, para todo objeto X ∈ C, não importa se usarmos dual à
esquerda ou à direita, pois ∗X ∼= X∗ ([8], Proposition 2.1).
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O fato acima falha quando a categoria C não é semissimples. Para
mais detalhes sobre isso, veja ([7], Remark 4.9.2).
Seja M uma categoria módulo sobre C. Lembremos que M é local-
mente ﬁnita, semissimples e possui uma quantidade ﬁnita de classes de
isomorﬁsmo de objetos simples. Seja {Mj}j∈L um conjunto de repre-
sentantes das classes de isomorﬁsmo de objetos simples em M.
Para o próximo teorema, lembramos o seguinte resultado que é útil
na prova do mesmo.
Lema 4.2.12 ([19], Lemma 2) Sejam X ∈ C, M,N ∈M. Então
HomM(X⊗M,N) ∼= HomM(M,X∗⊗N).
Teorema 4.2.13 O grupo de Grothendieck Gr(M) é um módulo base
sobre Gr(C) com base {[Mj ]}j∈L.
Demonstração: Sabemos que {[Si]}i∈I gera Gr(C) e {[Mj ]}j∈L gera
Gr(M) como grupos abelianos. Para cada i ∈ I e j ∈ L, deﬁnimos a
ação
[Si] · [Mj ] =
∑
k∈L
[Si⊗Mj : Mk][Mk],
em que [Si⊗Mj : Mk] é a multiplicidade de Mk em qualquer série de
composição de Si⊗Mj . Portanto um número inteiro não-negativo.
Notemos que tal ação está bem deﬁnida, pois se Si ∼= S′i e Mj ∼=
M ′j , então Si⊗Mj ∼= S′i⊗M ′j . Logo, tais objetos possuem os mesmos
fatores de composição. Para objetos quaisquer de Gr(C) e de Gr(M),
deﬁnimos a ação por aditividade.
Sejam i, j ∈ I e p ∈ L. Mostremos que ([Si] · [Sj ]) · [Mp] = [Si] ·
([Sj ] · [Mp]). Consideremos o funtor _⊗Mp : C → M, o qual é exato.
Pela Proposição 1.3.12, os fatores de composição de (Si ⊗ Sj)⊗Mp são
os fatores de composição de Sk⊗Mp, em que Sk é fator de composição
de Si ⊗ Sj . Assim, para cada l ∈ L, temos que
[(Si ⊗ Sj)⊗Mp : Ml] =
∑
k∈I
[Si ⊗ Sj : Sk][Sk⊗Mp : Ml].
Consideremos agora o funtor Si⊗_ : M→M. Novamente pela Pro-
posição 1.3.12, temos que os fatores de composição de Si⊗(Sj⊗Mp) são
os fatores de composição de Si⊗Mr, em que Mr é fator de composição
de Sj⊗Mp . Assim, para cada l ∈ L, temos que
[Si⊗(Sj⊗Mp) : Ml] =
∑
r∈L
[Sj⊗Mp : Mr][Si⊗Mr : Ml].
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Como M é um C-módulo, os objetos (Si ⊗ Sj)⊗Mp e Si⊗(Sj⊗Mp)
são isomorfos. Logo, possuem os mesmos fatores de composição. Por-
tanto, para cada l ∈ L, temos que∑
k∈I
[Si ⊗ Sj : Sk][Sk⊗Mp : Ml] (∗)=
∑
r∈L
[Sj⊗Mp : Mr][Si⊗Mr : Ml].
Mas, por deﬁnição,
([Si] · [Sj ]) · [Mp] =
∑
k∈I
[Si ⊗ Sj : Sk][Sk] · [Mp]
=
∑
k∈I
l∈L
[Si ⊗ Sj : Sk][Sk⊗Mp : Ml][Ml]
e
[Si] · ([Sj ] · [Mp]) = [Si] ·
∑
r∈L
[Sj⊗Mp : Mr][Mr]
=
∑
r∈L
l∈L
[Sj⊗Mp : Mr][Si⊗Mr : Ml][Ml].
Logo, pela igualdade (∗), ([Si] · [Sj ]) · [Mp] = [Si] · ([Sj ] · [Mp]).
Seja j ∈ L. Então
[1] · [Mj ] =
∑
k∈L
[1⊗Mj : Mk][Mk] = [Mj ],
pois 1⊗Mj ∼= Mj . Portanto, Gr(M) é um Z+-módulo sobre Gr(C).
Mostremos que [Si⊗Mj : Mk] = [Si∗⊗Mk : Mj ]. Pelo Lema 4.2.12,
temos
HomM(Si⊗Mj ,Mk) ∼= HomM(Mj , S∗i ⊗Mk).
Pelo Corolário 1.3.15, [Si⊗Mj : Mk] = dimHomM(Mk, Si⊗Mj) e
[Si∗⊗Mk : Mj ] = dimHomM(Mj , Si∗⊗Mk). Pela Proposição 1.3.17,
HomM(Si⊗Mj ,Mk) ∼= HomM(Mk, Si⊗Mj).
Lembrando que S∗i = Si∗ , pois Si é simples, temos
[Si⊗Mj : Mk] = dimHomM(Mk, Si⊗Mj)
= dimHomM(Mj , S
∗
i ⊗Mk) = [Si∗⊗Mk : Mj ].
Portanto, Gr(M) é um módulo base sobre Gr(C).
O seguinte resultado, embora não demonstrado, é usado na próxima
seção. O mesmo é apresentado aqui, por se tratar do assunto desta
seção.
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Proposição 4.2.14 ([8], p. 618) Seja M uma categoria módulo so-
bre C indecomponível. O grupo de Grothendieck Gr(M) é um módulo
base indecomponível sobre Gr(C) com base {[Mj ]}j∈L.
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4.3 Dimensão de Frobenius-Perron em ca-
tegorias
Nesta seção, as categorias tensoriais C,D são consideradas de fusão
e as categorias módulo M,N localmente ﬁnitas, semissimples, inde-
componíveis e com uma quantidade ﬁnita de classes de isomorﬁsmo de
objetos simples. Pelo visto na seção anterior, Gr(C) é um anel fusão.
Em particular, Gr(C) é um Z+-anel transitivo unital com uma Z+-base
ﬁnita.
Deﬁnição 4.3.1 Seja S ∈ C um objeto simples. A dimensão de Frobenius-
Perron do objeto S é o número real FPdim([S]), isto é, FPdim(S) =
FPdim([S]).
Seja {Si}i∈I um conjunto de representantes das classes de isomor-
ﬁsmo de objetos simples em C. Para um objeto X qualquer em C, a
dimensão de Frobenius-Perron de X é dada por
FPdim(X) =
∑
i∈I
[X : Si]FPdim(Si).
A próxima deﬁnição encontra-se em ([8], Seção 8.2).
Deﬁnição 4.3.2 A dimensão de Frobenius-Perron da categoria C, de-
notada por FPdim(C), é a dimensão de Frobenius-Perron do anel fusão
Gr(C), isto é,
FPdim(C) =
∑
i∈I
FPdim(Si)
2.
Proposição 4.3.3 ([6], Proposition 4.26) Seja G um grupo ﬁnito
que age em C. Então
FPdim(CG) = |G|FPdim(C).
Proposição 4.3.4 Seja F : C → D um funtor tensorial exato. Então
F induz um morﬁsmo de anéis f : Gr(C)→ Gr(D) tal que f([1]) = [1]
e a matriz de f com relação às Z+-bases das classes de isomorﬁsmos
de objetos simples possui todas as entradas não-negativas.
Demonstração: Sejam {Si}i∈I , {S′i}i∈J conjuntos de representantes
das classes de isomorﬁsmos de objetos simples de C e D, respectiva-
mente. Sabemos que {[Si]}i∈I geraGr(C) e {[S′i]}i∈J geraGr(D) como
grupos abelianos. Para cada i ∈ I deﬁnimos
f([Si]) =
∑
j∈J
[F (Si) : S
′
j ][S
′
j ].
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Notemos que tal função está bem deﬁnida na base, pois se Si ∼= Sk
então F (Si) ∼= F (Sk). Logo, tais objetos possuem os mesmos fatores
de composição. Para objetos quaisquer de Gr(C), deﬁnimos f por
aditividade.
Sejam i, k ∈ I. Mostremos que f([Si][Sj ]) = f([Si])f([Sj ]). Consi-
deremos o funtor F : C → D, que é exato. Pela Proposição 1.3.12, os
fatores de composição de F (Si ⊗ Sk) são os fatores de composição de
F (Sl), em que Sl é fator de composição de Si ⊗ Sk. Dessa forma, para
cada j ∈ J , temos que
[F (Si ⊗ Sk) : S′j ] =
∑
l∈I
[Si ⊗ Sk : Sl][F (Sl) : S′j ].
Consideremos agora o funtor F (Si)⊗_ : D→ D. Novamente pela
Proposição 1.3.12, temos que os fatores de composição de F (Si)⊗F (Sk)
são os fatores de composição de F (Si) ⊗ S′s, em que S′s é fator de
composição de F (Sk).
Agora, para cada s ∈ J em que S′s é fator de composição de F (Sk),
consideremos o funtor exato _⊗ S′s : D→ D. Temos que os fatores de
composição de F (Si)⊗ S′s são os fatores de composição de S′t ⊗ S′s, em
que S′t é fator de composição de F (Si) Assim, para cada j ∈ J , segue
que
[F (Si)⊗ F (Sk) : S′j ] =
∑
s,t∈J
[F (Si) : S
′
t][F (Sk) : S
′
s][S
′
t ⊗ S′s : S′j ].
Como F : C → D é um funtor tensorial, os objetos F (Si ⊗ Sk)
e F (Si) ⊗ F (Sk) são isomorfos. Logo, possuem os mesmos fatores de
composição. Portanto, para cada j ∈ J , temos∑
l∈I
[Si⊗Sk : Sl][F (Sl) : S′j ]
(∗)
=
∑
s,t∈J
[F (Si) : S
′
t][F (Sk) : S
′
s][S
′
t⊗S′s : S′j ].
Mas, por deﬁnição,
f([Si][Sk]) = f(
∑
l∈I
[Si ⊗ Sk : Sl][Sl]) =
∑
l∈I
[Si ⊗ Sk : Sl]f([Sl])
=
∑
l∈I
j∈J
[Si ⊗ Sk : Sl][F (Sl) : S′j ][S′j ]
e
f([Si])f([Sk]) =
∑
t∈J
[F (Si) : S
′
t][S
′
t]
∑
s∈J
[F (Sk) : S
′
s][S
′
s]
=
∑
j,s,t∈J
[F (Si) : S
′
t][F (Sk) : S
′
s][S
′
t ⊗ S′s : S′j ][S′j ].
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Logo, pela igualdade (∗), f([Si][Sj ]) = f([Si])f([Sj ]).
Além disso,
f([1]) =
∑
j∈J
[F (1) : S′j ][S
′
j ] = [1],
pois F (1) ∼= 1 e 1 é simples. A não-negatividade das entradas da matriz
de f ﬁca clara pela sua deﬁnição.
Corolário 4.3.5 Seja F : C→ D um funtor tensorial exato. Então F
preserva dimensão de Frobenius-Perron.
Demonstração: Segue da Proposição 4.1.18 e da proposição acima.
Lembremos que, sob nossas condições, (veja Proposição 4.2.14),
Gr(M) é um módulo base indecomponível sobre Gr(C). Pela Pro-
posição 4.1.22, segue que Gr(M) é um Z+-módulo irredutível sobre
Gr(C).
Deﬁnição 4.3.6 Seja M ∈ M um objeto simples. A dimensão de
Frobeni-us-Perron do objeto M é o número real FPdim([M ]), isto é,
FPdim(M) = FPdim([M ]).
Seja {Mi}i∈L um conjunto de representantes das classes de isomor-
ﬁsmo de objetos simples em M. Para um objeto qualquer M de M a
dimensão de Frobenius-Perron é dada por
FPdim(M) =
∑
i∈L
[M : Mi]FPdim(Mi).
Observemos que se M ∼= N então
FPdim(M) =
∑
i∈L
[M : Mi]FPdim(Mi) =
∑
i∈L
[N : Mi]FPdim(Mi)
= FPdim(N).
Quando houver mais de uma categoria módulo envolvida, para de-
notar a dimensão de Frobenius-Perron do objeto M ∈ M, escrevemos
FPdimM(M). Havendo mais de uma categoria de fusão envolvida, para
denotar a dimensão de Frobenius-Perron do objeto M ∈M, em que M
é uma categoria módulo sobre C, escrevemos FPdimGr(C)(M).
Proposição 4.3.7 Sejam N e M objetos em M tais que N é subobjeto
simples de M e FPdim(N) = FPdim(M). Então M ∼= N .
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Demonstração: Como N é um subobjeto simples deM , existe i0 ∈ L
tal que [N ] = [Mi0 ]. Segue que
FPdim(Mi0) = FPdim([Mi0 ]) = FPdim([N ]) = FPdim(N)
= FPdim(M) =
∑
i∈L
[M : Mi]FPdim([Mi])
=
∑
i∈L
i6=i0
[M : Mi]FPdim([Mi]) + [M : Mi0 ]FPdim([Mi0 ]).
Temos que [M : Mi0 ] 6= 0, pois N ∼= Mi0 , [M : Mi] ∈ Z+ e
FPdim([Mi]) > 0, para todo i ∈ L. Logo, [M : Mi0 ] = 1 e [M : Mi] = 0,
para i 6= i0. Portanto, M ∼= Mi0 ∼= N .
Proposição 4.3.8 Seja G : M → N um funtor exato de C-módulos.
Então G induz um morﬁsmo de Gr(C)-módulos g : Gr(M)→ Gr(N).
Demonstração: Sejam {Mi}i∈L e {Ni}i∈J conjuntos de representan-
tes das classes de isomorﬁsmo de objetos simples em M e N, respecti-
vamente. Deﬁnimos g : Gr(M)→ Gr(N) por
g([Mi]) =
∑
j∈J
[G(Mi) : Nj ][Nj ], (4.8)
para cada i ∈ L. Claramente, g está bem deﬁnida na base de Gr(M),
pois se Mi ∼= Mk, então G(Mi) ∼= G(Mk). Logo, os fatores de composi-
ção de G(Mi) e G(Mk) são os mesmos. Estendemos g por aditividade
ao grupo Gr(M).
Seja {Si : i ∈ I} um conjunto de representantes das classes de
objetos simples em C. Fixemos i ∈ I e j ∈ L. Mostremos que
g([Si] · [Mj ]) = [Si] · g([Mj ]).
Como o funtor G : M → N é exato e o objeto Si⊗Mj ∈ M segue,
pela Proposição 1.3.12, que os fatores de composição de G(Si⊗Mj) são
os fatores de composição de G(Mk), em que Mk é fator de composição
de Si⊗Mj . Assim, para cada l ∈ J , temos que
[G(Si⊗Mj) : Nl] =
∑
k∈L
[Si⊗Mj : Mk][G(Mk) : Nl].
Analogamente, considerando o funtor exato Si⊗_ : N→ N e o ob-
jeto G(Mj) ∈ N, temos que os fatores de composição de Si⊗G(Mj) são
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os fatores de composição de Si⊗Nr, em que Nr é fator de composição
de G(Mj). Assim, para cada l ∈ J , segue que
[Si⊗G(Mj) : Nl] =
∑
r∈J
[G(Mj) : Nr][Si⊗Nr : Nl].
ComoG é um funtor de C-módulos, temos queG(Si⊗Mj) ∼= Si⊗G(Mj).
Logo, para cada l ∈ J ,∑
k∈L
[Si⊗Mj : Mk][G(Mk) : Nl] (∗)=
∑
r∈J
[G(Mj) : Nr][Si⊗Nr : Nl].
Daí,
g([Si] · [Mj ]) = g(
∑
k∈L
[Si⊗Mj : Mk][Mk])
=
∑
k∈L
l∈J
[Si⊗Mj : Mk][G(Mk) : Nl][Nl]
e
[Si] · g([Mj ]) = [Si] · (
∑
r∈J
[G(Mj) : Nr][Nr])
=
∑
r∈J
l∈J
[G(Mj) : Nr][Si⊗Nr : Nl][Nl].
Segue, da igualdade (∗), que g([Si] · [Mj ]) = [Si] · g[Mj ]. Portanto,
g é um morﬁsmo de Gr(C)-módulos.
Corolário 4.3.9 Seja G : M → N um funtor exato de C-módulos.
Então G induz uma transformação linear g : Gr(M)⊗ZC→ Gr(N)⊗Z
C que é também um morﬁsmo de Gr(C)-módulos.
Demonstração: Segue da proposição acima e do Lema 4.1.24.
Proposição 4.3.10 Sejam G : M→ N um funtor exato de C-módulos
e g : Gr(M) ⊗Z C → Gr(N) ⊗Z C a aplicação induzida do corolário
acima. Se a matriz [g] da base IGr(M)⊗ZC para a base IGr(N)⊗ZC possui
todas as colunas não-nulas e entradas não-negativas, então existe um
λG > 0 tal que
FPdimN(G(M)) = λGFPdimM(M),
para todo M ∈M.
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Demonstração: Segue do Teorema 4.1.36 que existe λG > 0 tal que
FPdim(g([Mi])) = λGFPdim([Mi]), (4.9)
para todo i ∈ L. Para cada M ∈M, temos G(M) ∈ N. Como G é um
funtor exato temos, pela Proposição 1.3.12,
[G(M) : Nj ] =
∑
i∈L
[M : Mi][G(Mi) : Nj ],
para cada j ∈ J .
Logo,
FPdim(G(M)) =
∑
j∈J
[G(M) : Nj ]FPdim(Nj)
=
∑
j∈J
∑
i∈L
[M : Mi][G(Mi) : Nj ]FPdim(Nj)
(4.8)
=
∑
i∈L
[M : Mi]FPdim(g(Mi))
(4.9)
=
∑
i∈L
[M : Mi]λGFPdim(Mi)
= λGFPdim(M).
Corolário 4.3.11 Seja U : M → N uma equivalência de categorias
módulo sobre C. Então U preserva dimensão de Frobenius-Perron.
Demonstração: Pela Proposição 1.2.3, segue que a matriz da trans-
formação linear u : Gr(M)⊗ZC→ Gr(N)⊗ZC induzida pelo funtor U
é a matriz identidade, a menos de uma permutação nas colunas. Assim,
pelo Corolário 4.1.37, para todo i ∈ L,
FPdim(U(Mi)) = FPdim([U(Mi)]) = FPdim(u([Mi]))
= FPdim([Mi]) = FPdim(Mi).
Observação 4.3.12 Consideremos F : C → D um funtor tensorial
exato e M uma categoria módulo sobre D. Pela Proposição 3.1.9,
M é uma categoria módulo sobre C, com ação dada por X⊗FM =
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F (X)⊗M . Vimos na seção anterior que Gr(M) é um Z+-módulo so-
bre Gr(C) com ação dada por
[Si] · [Mj ] =
∑
k∈L
[Si⊗FMj ][Mk] =
∑
k∈L
[F (Si)⊗Mj ][Mk].
Por outro lado, pela Proposição 4.3.4, temos f : Gr(C) → Gr(D)
nas condições das hipóteses da Proposição 4.1.38. Além disso, Gr(M)
é um Gr(D)-módulo, pois M é um D-módulo. Pela última proposição
citada, Gr(M) um Gr(C)-módulo via
[Si] · [Mj ] = f([Si])[Mj ] =
∑
k∈L
[F (Si)⊗Mj ][Mk].
Assim, Gr(M) é um módulo base irredutível sobre Gr(C) cuja ação
é dada por f . Pela Proposição 4.1.39, temos que
FPdimGr(C)(Mj) =
√
FPdim(C)
FPdim(D)
FPdimGr(D)(Mj).
Em particular, considerando o funtor tensorial exato esquecimento
F : CG → C e M uma categoria módulo sobre C, a igualdade acima
torna-se
FPdimGr(C
G)(Mj) =
√
FPdim(CG)
FPdim(C)
FPdimGr(C)(Mj)
=
√|G|FPdimGr(C)(Mj)
pois, pela Proposição 4.3.3, temos que FPdim(CG) = |G|FPdim(C).
Portanto, para qualquer M ∈M, temos
FPdimGr(C
G)(M) =
∑
j∈L
[M : Mj ]FPdim
Gr(CG)(Mj)
=
∑
i∈L
[M : Mj ]
√
|G|FPdimGr(C)(Mj)
=
√
|G|FPdimGr(C)(M),
isto é,
FPdimGr(C
G)(M) =
√
|G|FPdimGr(C)(M). (4.10)
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Capítulo 5
Objetos simples em
equivariantizações de
categorias módulo
Sejam C uma categoria de fusão e G um grupo ﬁnito que age em
C. Pela Proposição 2.2.4, a equivariantização CG é uma categoria de
fusão.
Sejam H um subgrupo de G e M uma categoria módulo sobre C
indecomponível semissimples. Então MH também o é. Dessa forma,
tanto M quanto MH são categorias módulo indecomponíveis semis-
simples, nas quais a dimensão de Frobenius-Perron está bem deﬁnida,
conforme visto no capítulo anterior.
Neste capítulo, basicamente generalizamos as ideias de classiﬁcação
de objetos simples em equivariantizações de categorias de fusão, encon-
tradas em ([2], Seção 2), para o contexto de categorias módulo. Como
a dimensão de Frobenius-Perron é essencial para este objetivo, inicia-
mos relacionando as dimensões de Frobenius-Perron de objetos simples
emMH com a dimensão de Frobenius-Perron de seus somandos diretos
simples em M, veja Corolário 5.1.5.
A seguir, na Seção 5.2, mostramos o principal teorema deste traba-
lho. Tal teorema caracteriza os objetos simples emMH através de uma
correspondência bijetiva com os objetos simples em MHN , em que HN
é o subgrupo de H conhecido por estabilizador de N , desde que N seja
somando direto simples de um certo objeto em M.
Finalmente, apresentamos uma correspondência bijetiva entre obje-
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tos simples em equivariantizações MHN que contêm N como somando
direto simples em M e as σN -representações projetivas irredutíveis de
HN , em que σN é um 2-cociclo que depende de N .
Sejam M,N ∈M. Neste capítulo denotaremos HomM(M,N) sim-
plesmente por Hom(M,N).
5.1 Dimensão de Frobenius-Perron de obje-
tos simples em MH
Nesta seção, é estudada a relação entre a dimensão de Frobenius-
Perron de objetos simples em MH e seus somandos diretos simples,
quando os mesmos são vistos como objetos em M.
A dimensão de Frobenius-Perron em M e em MH é deﬁnida consi-
derando a estrutura dos módulos baseGr(M) eGr(MH) sobre os anéis
de fusão Gr(C) e Gr(CG), respectivamente. A seguinte proposição re-
laciona tais dimensões através do funtor esquecimento.
Proposição 5.1.1 Existe λ > 0 tal que
FPdim
Gr(CG)
MH
(M,ν) = λFPdim
Gr(C)
M (M), (5.1)
para todo objeto (M,ν) ∈MH .
Demonstração: Pela Proposição 3.2.11, o funtor esquecimento F :
MH → M é um funtor exato de CG-módulos. Seja f : Gr(MH) ⊗Z
C → Gr(M)⊗Z C a aplicação induzida pelo funtor F , apresentada na
Proposição 4.3.8. Dado um objeto simples (M,ν) em MH , certamente
F (M,ν) = M não é o objeto zero em M. Assim,
f([(M,ν)]) =
∑
i∈L
[F (M,ν) : Mi][Mi] =
∑
i∈L
[M : Mi][Mi],
em que [M : Mi] ≥ 0, para todo i ∈ L, e pelo menos um i0 ∈ L é tal que
[M : Mi0 ] > 0. Logo, a matriz [f ] possui todas as colunas não-nulas
e também entradas não-negativas. Portanto, pela Proposição 4.3.10,
existe λ′ > 0 tal que FPdimGr(C
G)
M F (M,ν) = λ
′FPdimGr(C
G)
MH
(M,ν),
para todo (M,ν) ∈MH , isto é,
FPdim
Gr(CG)
M (M) = λ
′FPdimGr(C
G)
MH
(M,ν).
Deﬁnimos λ′′ :=
1
λ′
e assim,
FPdim
Gr(CG)
MH
(M,ν) = λ′′FPdimGr(C
G)
M (M).
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Além disso, pela igualdade (4.10), temos que FPdimGr(C
G)
M (M) =√|G|FPdimGr(C)M (M). Portanto, deﬁnindo λ := λ′′√|G|, temos
FPdim
Gr(CG)
MH
(M,ν) = λFPdim
Gr(C)
M (M).
Feito o esclarecimento acima, no que segue escrevemos FPdimM(M)
e FPdimMH (M) para denotar FPdim
Gr(C)
M (M) e FPdim
Gr(CG)
MH
(M),
respectivamente.
Seja N um objeto simples em M. Consideremos o subconjunto HN
de H dado por
HN = {g ∈ H : Ug(N) ∼= N}.
Lema 5.1.2 O conjunto HN é um subgrupo de H.
Demonstração: Como U1(N) = N , temos que 1 ∈ HN . Sejam g, h ∈
HN . Então existem isomorﬁsmos j : Ug(N) → N e l : Uh(N) → N .
Assim, a composição
N
(µg−1,g)
−1
N// Ug−1(Ug(N))
Ug−1 (j)// Ug−1(N)
Ug−1 (l
−1)
// Ug−1(Uh(N))
(µg−1,h)N// Ug−1h(N)
é um isomorﬁsmo. Logo, g−1h ∈ HN . Portanto, HN é um subgrupo
de H.
O subgrupo HN de H é chamado subgrupo estável de N . Sejam
n = [H : HN ] e {g1 = 1, g2, · · · , gn} um conjunto completo de repre-
sentantes de classes laterais à esquerda de HN em H.
Lema 5.1.3 O objeto N tem exatamente n H-conjugados não isomor-
fos entre si.
Demonstração: Seja {Ug(N) : g ∈ H} o conjunto das H-conjugações
de N . Deﬁnimos ϕ : {gi}ni=1 → {[Ug(N)] : g ∈ H} por ϕ(gi) =
[Ugi(N)]. Mostremos que ϕ é uma bijeção.
Seja g ∈ H. Então g = gih, para algum i ∈ {1, · · · , n} e algum
h ∈ HN . Como h ∈ HN , existe um isomorﬁsmo j : Uh(N) → N .
Assim, a composição
Ug(N) = Ugih(N)
(µgi,h)
−1
N // Ugi(Uh(N))
Ugi (j) // Ugi(N)
119
é um isomorﬁsmo, ou seja, [Ug(N)] = [Ugi(N)] = ϕ(gi). Portanto, ϕ é
sobrejetora.
Sejam i, j ∈ {1, · · · , n} tais que [Ugi(N)] = [Ugj (N)]. Então existe
um isomorﬁsmo l : Ugj (N)→ Ugi(N). Assim, a composição
N
(µ
g
−1
j
,gj
)−1N
// Ug−1j (Ugj(N))
U
g
−1
j
(l)
// Ug−1j (Ugi(N))
(µ
g
−1
j
,gi
)N
// Ugj−1gi(N)
é um isomorﬁsmo. Logo, g−1j gi ∈ HN e assim, gi = gj . Mas como
o conjunto de representantes de classes laterais de HN em H possui
exatamente n representantes, segue que i = j. Portanto, ϕ é injetora.
Disso, concluímos que há exatamente n classes de isomorﬁsmo de H-
conjugados de N não isomorfos entre si, a saber, {Ugi(N)}ni=1.
Os n H-conjugados acima são denotados por N = N1, N2, · · · , Nn,
em que Nj ∼= Ugj (N), para todo j ∈ {1, · · · , n}.
Proposição 5.1.4 Seja X = (M,ν) um objeto simples de MH e seja
N um somando direto simples de M em M. Sejam N = N1, · · · , Nn,
com n = [H : HN ], os H-conjugados de N não isomorfos entre si.
Então, M ∼= m⊕ni=1 Ni, em que m = dimHom(M,N).
Demonstração: Lembremos dos funtores
F : MH →M e L : M→MH ,
em que F é o funtor esquecimento e L é dado por
L(M) = (⊕g∈HUg(M), νM )
que é adjunto à esquerda à direita de F , veja Proposição 1.4.9. Consi-
deremos o objeto T (N) = FL(N) = ⊕g∈HUg(N).
Como N é simples e Ug é uma equivalência de categorias para todo
g ∈ H, segue que Ni ∼= Ugi(N) é simples, para todo i ∈ {1, · · · , n}.
Como M é semissimples, M pode ser escrito como soma direta de
objetos simples. Mostremos que tais simples são exatamente os H-
conjugados de N . Seja Z um objeto simples em M tal que Z  Ni,
para todo i ∈ {1, · · · , n}. Então temos
Hom(Z, T (N)) ∼= ⊕g∈HHom(Z,Ug(N)) = 0,
pois para cada g ∈ H, Ug(N) é isomorfo a algum Nj , que é simples e
não isomorfo a Z.
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Por adjunção, temos que
HomMH (L(N), X) ∼= Hom(N,M)
e como N é um somando direto de M , Hom(N,M) 6= 0. Logo,
HomMH (L(N), X) 6= 0, donde X é um somando direto simples de
L(N). Assim, existe X ′ ∈MH tal que L(N) ∼= X ⊕X ′ e, sendo F um
funtor aditivo, T (N) ∼= F (X)⊕ F (X ′) = M ⊕ F (X ′). Daí,
0 = Hom(Z, T (N)) ∼= Hom(Z,M)⊕Hom(Z,F (X ′)).
Logo, Hom(Z,M) = 0, donde Z não é um somando direto de M .
Segue que M ∼= ⊕ni=1miNi, em que mi = dimHom(M,Ni). De fato,
dimHom(M,Ni) = dimHom(⊕nj=1mjNj , Ni)
=
n∑
j=1
mjdimHom(Nj , Ni)
(∗)
=
n∑
j=1
mjδij = mi,
em que a igualdade (*) segue da Proposição 1.3.10. Além disso, usando
o Lema 3.2.8,
mi = dimHom(M,Ugi(N)) = dimHom(M,N) = m1.
Portanto, chamando m := m1, temos que M ∼= m⊕ni=1 Ni.
Na notação da proposição acima, cada Ugi é uma equivalência de
categorias módulo sobre C. Como visto no Corolário 4.3.11, cada Ugi
preserva dimensão de Frobenius-Perron. Esse fato é usado no corolário
a seguir.
Corolário 5.1.5 Sejam X = (M,ν) um objeto simples em MH e N
um somando direto simples de M em M. Então existe λ > 0 tal que
FPdimMH (X) = λ[H : HN ]mFPdimM(N), (5.2)
em que m = dimHom(M,N).
Demonstração: Temos que
FPdimMH (X)
(5.1)
= λFPdimM(M) = λFPdimM(m⊕ni=1 Ni)
= λm
n∑
i=1
FPdimM(Ugi(N))
(∗)
= (λm)nFPdimM(N)
= λ[H : HN ]mFPdimM(N),
em que a igualdade (∗) segue do Corolário 4.3.11.
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5.2 Caracterização de objetos simples em
MH
Uma das ferramentas fundamentais usadas na demonstração do
principal teorema deste capítulo é a existência de um adjunto à es-
querda de um certo funtor esquecimento. A seguir são discutidos este
funtor esquecimento e seu adjunto à esquerda.
Seja N um objeto simples em M. Consideremos as equivarianti-
zações MH e MHN . Se (M,ν) ∈ MH , podemos considerar o objeto
M com a família de isomorﬁsmos {νg : Ug(M) → M}g∈HN e isso nos
permite enxergar (M,ν) em MHN . Assim, ﬁca deﬁnido um funtor es-
quecimento FN : MH →MHN .
Para deﬁnir seu adjunto à esquerda, ﬁxemos um conjunto completo
R de representantes das classes laterais à esquerda de HN em H. Su-
ponhamos ainda que 1 ∈ R. Então
H =
.⋃
t∈R
tHN .
Assim, para qualquer g ∈ H, existem únicos s(g) ∈ R e h(g) ∈ HN
tais que g = s(g)h(g).
Seja (M,ν) ∈MHN . Consideremos os morﬁsmos
ιMj : Uj(M)→ ⊕t∈RUt(M) e piMj : ⊕t∈RUt(M)→ Uj(M),
que são as inclusões e projeções canônicas da soma direta dos objetos
Ut(M) com t ∈ R, para todo j ∈ R. Deﬁnimos LN : MHN →MH por
LN (M,ν) = (⊕t∈RUt(M), v),
em que
vg =
∑
j∈R
ιMs(gj)Us(gj)(νh(gj))(µs(gj),h(gj))
−1
M (µg,j)MUg(pi
M
j ), (5.3)
para todo g ∈ H. Notemos que gj = s(gj)h(gj), com s(gj) ∈ R e
h(gj) ∈ HN . Isso justiﬁca a composição (µs(gj),h(gj))−1M (µg,j)M , bem
como a existência de νh(gj) e ιMs(gj) na deﬁnição de vg.
Seja f : (M,ν)→ (M ′, ν′) um morﬁsmo em MHN . Deﬁnimos
LN (f) =
∑
j∈R
ιM
′
j Uj(f)pi
M
j .
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Abaixo, apresentamos o diagrama da composição acima
⊕t∈RUt(M)
piMj // Uj(M)
Uj(f) // Uj(M ′)
ιM
′
j // ⊕t∈RUt(M ′).
A veriﬁcação de que LN está bem deﬁnido e cumpre as condições
para ser um funtor são mostradas no próximo lema.
Lema 5.2.1 LN : MHN →MH é um funtor.
Demonstração: Primeiramente, provemos que vg é um isomorﬁsmo
para todo g ∈ H. Deﬁnimos
v−1g =
∑
l∈R
Ug(ι
M
l )(µg,l)
−1
M (µs(gl),h(gl))MUs(gl)(ν
−1
h(gl))pi
M
s(gl).
De fato,
vgv
−1
g =
∑
j∈R
ιMs(gj)pi
M
s(gj) = I⊕t∈RUt(M).
Observemos que se s(gl) = s(gj), então gl = s(gj)h(gl), isto é,
s(gj) = glh(gl)−1. Portanto, gj = s(gj)h(gj) = glh(gl)−1h(gj). Logo,
j1 = lh(gl)−1h(gj) e como h(gl)−1h(gj) ∈ HN , isso implica que j e l
representam a mesma classe e como ambos pertencem a R, segue que
j = l . Daí,
v−1g vg =
∑
j∈R
Ug(ι
M
j )Ug(pi
M
j ) = Ug(I⊕t∈RUt(M)) = IUg(⊕t∈RUt(M)).
Portanto, vg é um isomorﬁsmo.
Mostremos agora que LN (M,ν) ∈MH , isto é, que vale a igualdade
(3.14), para quaisquer a, b ∈ H. Para isto, observemos que dados
a, b ∈ H e j ∈ R, temos abj = as(bj)h(bj) = s(as(bj))h(as(bj))h(bj)
em que s(as(bj)) ∈ R e h(as(bj))h(bj) ∈ HN . Por outro lado, abj =
s(abj)h(abj) em que s(abj) ∈ R e h(abj) ∈ HN . Seguem as igualdades
s(abj) = s(as(bj)) e h(abj) = h(as(bj))h(bj). (5.4)
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Portanto,
vaUa(vb) =
∑
j,l∈R
ιMs(al)Us(al)(νh(al))(µs(al),h(al))
−1
M (µa,l)MUa(pi
M
l )
Ua(ι
M
s(bj))Ua(Us(bj)(νh(bj)))Ua((µs(bj),h(bj))
−1
M )Ua((µb,j)M )
Ua(Ub(pi
M
j ))
=
∑
j∈R
ιMs(as(bj))Us(as(bj))(νh(as(bj)))(µs(as(bj)),h(as(bj)))
−1
M
(µa,s(bj))MUa(Us(bj)(νh(bj)))Ua((µs(bj),h(bj))
−1
M )
Ua((µb,j)M )Ua(Ub(pi
M
j ))
(∗)
=
∑
j∈R
ιMs(as(bj))Us(as(bj))(νh(as(bj)))(µs(as(bj)),h(as(bj)))
−1
M
Uas(bj)(νh(bj))(µa,s(bj))Uh(bj)(M)Ua((µs(bj),h(bj))
−1
M )
Ua((µb,j)M )Ua(Ub(pi
M
j ))
(3.12)∗
=
∑
j∈R
ιMs(as(bj))Us(as(bj))(νh(as(bj)))(µs(as(bj)),h(as(bj)))
−1
M
Uas(bj)(νh(bj))(µas(bj),h(bj))
−1
M (µa,bj)MUa((µb,j)M )Ua(Ub(pi
M
j )),
em que a igualdade (*) segue da naturalidade de µa,s(bj), isto é, da
comutatividade do diagrama
Ua(Us(bj)(Uh(bj)(M)))
(µa,s(bj))Uh(bj)(M)//
Ua(Us(bj)(νh(bj)))

Uas(bj)(Uh(bj)(M))
Uas(bj)(νh(bj))

Ua(Us(bj)(M))
(µa,s(bj))M // Uas(bj)(M),
e a igualdade (3.12)∗ segue das igualdades (3.12) e bj = s(bj)h(bj).
Além disso,
vab(µa,b)⊕t∈RUt(M) =
=
∑
j∈R
ιMs(abj)Us(abj)(νh(abj))(µs(abj),h(abj))
−1
M (µab,j)MUab(pi
M
j )
(µa,b)⊕t∈RUt(M)
(∗∗)
=
∑
j∈R
ιMs(abj)Us(abj)(νh(abj))(µs(abj),h(abj))
−1
M (µab,j)M (µa,b)Uj(M)
Ua(Ub(pi
M
j ))
(3.12)
=
∑
j∈R
ιMs(abj)Us(abj)(νh(abj))(µs(abj),h(abj))
−1
M (µa,bj)MUa((µb,j)M )
Ua(Ub(pi
M
j ))
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(5.4)
=
∑
j∈R
ιMs(as(bj))Us(as(bj))(νh(as(bj))h(bj))(µs(as(bj)),h(as(bj))h(bj))
−1
M
(µa,bj)MUa((µb,j)MUb(pi
M
j ))
(3.14)
=
∑
j∈R
ιMs(as(bj))Us(as(bj))(νh(as(bj)))Us(as(bj))(Uh(as(bj))(νh(bj)))
Us(as(bj))((µh(as(bj)),h(bj))
−1
M )(µs(as(bj)),h(as(bj))h(bj))
−1
M (µa,bj)M
Ua((µb,j)MUb(pi
M
j ))
(3.12)∗
=
∑
j∈R
ιMs(as(bj))Us(as(bj))(νh(as(bj)))Us(as(bj))(Uh(as(bj))(νh(bj)))
(µs(as(bj)),h(as(bj)))
−1
Uh(bj)(M)
(µas(bj),h(bj))
−1
M (µa,bj)MUa((µb,j)MUb(pi
M
j ))
(∗∗∗)
=
∑
j∈R
ιMs(as(bj))Us(as(bj))(νh(as(bj)))(µs(as(bj)),h(as(bj)))
−1
M
Uas(bj)(νh(bj))(µas(bj),h(bj))
−1
M (µa,bj)MUa((µb,j)MUb(pi
M
j )),
em que as igualdades (∗∗) e (∗ ∗ ∗) seguem da comutatividade dos
diagramas
Ua(Ub(⊕t∈RUt(M)))
(µa,b)⊕t∈RUt(M) //
Ua(Ub(pi
M
j ))

Uab(⊕t∈RUt(M))
Uab(pi
M
j )

Ua(Ub(Uj(M)))
(µa,b)Uj(M) // Uab(Uj(M))
e
Us(as(bj))(Uh(as(bj))(Uh(bj)(M)))
(µs(as(bj)),h(as(bj)))Uh(bj)(M)//
Us(as(bj))(Uh(as(bj))(νh(bj)))

Uas(bj)(Uh(bj)(M))
Uas(bj)(νh(bj))

Us(as(bj))(Uh(s(bj))(M))
(µs(as(bj)),h(as(bj)))M
// Uas(bj)(M),
respectivamente. A igualdade (3.12)∗ segue das igualdades (3.12) e
as(bj) = s(as(bj))h(as(bj)).
Portanto, vaUa(vb) = vab(µa,b)⊕t∈RUt(M). Logo, LN está bem de-
ﬁnido para objetos. Falta mostrar sua boa deﬁnição para morﬁsmos,
isto é, mostrar que vale a igualdade (3.15), para todo g ∈ H e todo
morﬁsmo f : (M,ν)→ (M ′, ν′) em MHN . Temos que
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v′gUg(LN (f)) =
∑
j,l∈R
ιM
′
s(gj)Us(gj)(ν
′
h(gj))(µs(gj),h(gj))
−1
M ′(µg,j)M ′
Ug(pi
M ′
j )Ug(ι
M ′
l )Ug(Ul(f))Ug(pi
M
l )
=
∑
j∈R
ιM
′
s(gj)Us(gj)(ν
′
h(gj))(µs(gj),h(gj))
−1
M ′(µg,j)M ′
Ug(Uj(f))Ug(pi
M
j ).
Por outro lado,
LN (f)vg =
∑
j,l∈R
ιM
′
l Ul(f)pi
M
l ι
M
s(gj)Us(gj)(νh(gj))(µs(gj),h(gj))
−1
M
(µg,j)MUg(pi
M
j )
=
∑
j∈R
ιM
′
s(gj)Us(gj)(fνh(gj))(µs(gj),h(gj))
−1
M (µg,j)MUg(pi
M
j )
(3.15)
=
∑
j∈R
ιM
′
s(gj)Us(gj)(ν
′
h(gj)Uh(gj)(f))(µs(gj),h(gj))
−1
M (µg,j)M
Ug(pi
M
j )
=
∑
j∈R
ιM
′
s(gj)Us(gj)(ν
′
h(gj))Us(gj)(Uh(gj)(f))(µs(gj),h(gj))
−1
M
(µg,j)MUg(pi
M
j )
()
=
∑
j∈R
ιM
′
s(gj)Us(gj)(ν
′
h(gj))(µs(gj),h(gj))
−1
M ′Ugj(f)(µg,j)M
Ug(pi
M
j )
(•)
=
∑
j∈R
ιM
′
s(gj)Us(gj)(ν
′
h(gj))(µs(gj),h(gj))
−1
M ′(µg,j)M ′Ug(Uj(f))
Ug(pi
M
j ),
em que as igualdades () e (•) seguem da naturalidade de µs(gj),h(gj)
e µgj , respectivamente, ou seja, da comutatividade dos diagramas
Us(gj)(Uh(gj)M)
(µs(gj),h(gj))M //
Us(gj)(Uh(gj)(f))

Us(gj)h(gj)(M)
Us(gj)h(gj)(f)=Ugj(f)

Us(gj)(Uh(gj)M
′)
(µs(gj),h(gj))M′ // Us(gj)h(gj)(M
′)
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eUg(Uj(M))
(µg,j)M //
Ug(Uj(f))

Ugj(M)
Ugj(f)

Ug(Uj(M
′))
(µg,j)M′ // Ugj(M).
Portanto, v′gUg(LN (f)) = LN (f)vg.
Mostremos que LN é, de fato, um funtor. Sejam f : (M,ν) →
(M ′, ν′) e g : (M ′, ν′)→ (M ′′, ν′′) morﬁsmos em MHN . Então
LN (g)LN (f) =
∑
j,l∈R
ιM
′′
j Uj(g)pi
M ′
j ι
M ′
l Ul(f)pi
M
l
=
∑
j∈R
ιM
′′
j Uj(g)Uj(f)pi
M
j
= LN (gf)
e
LN (I(M,ν)) =
∑
j∈R
ιMj Uj(IM )pi
M
j
=
∑
j∈R
ιMj pi
M
j
= I⊕t∈RUt(M) = ILN (M,ν).
Proposição 5.2.2 O funtor deﬁnido acima LN : MHN → MH é um
funtor de CG-módulos.
Demonstração: Sejam (X, s) ∈ CG e (M,ν) ∈MHN . Então
(X, s)⊗(M,ν) = (X⊗M, t),
em que tg = (sg⊗νg)cgX,M , para todo g ∈ HN .
Assim,
LN ((X, s)⊗(M,ν)) = (⊕t∈RUt(X⊗M), u)
em que, para cada g ∈ H,
ug =
∑
j∈R
ιX⊗Ms(gj) Us(gj)(th(gj))(µs(gj),h(gj))
−1
X⊗M (µg,j)X⊗MUg(pi
X⊗M
j )
=
∑
j∈R
ιX⊗Ms(gj) Us(gj)((sh(gj)⊗νh(gj))ch(gj)X,M )(µs(gj),h(gj))−1X⊗M (µg,j)X⊗M
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Ug(pi
X⊗M
j )
=
∑
j∈R
ιX⊗Ms(gj) Us(gj)(sh(gj)⊗νh(gj))Us(gj)(ch(gj)X,M )(µs(gj),h(gj))−1X⊗M
(µg,j)X⊗MUg(pi
X⊗M
j )
(3.13)
=
∑
j∈R
ιX⊗Ms(gj) Us(gj)(sh(gj)⊗νh(gj))(cs(gj)Fh(gj)(X),Uh(gj)(M))
−1
((γs(gj),h(gj))X⊗(µs(gj),h(gj))M )−1cs(gj)h(gj)X,M (µg,j)X⊗MUg(piX⊗Mj )
(∗)
=
∑
j∈R
ιX⊗Ms(gj) (c
s(gj)
X,M )
−1(Fs(gj)(sh(gj))⊗Us(gj)(νh(gj)))
((γs(gj),h(gj))
−1
X ⊗(µs(gj),h(gj))−1M )cs(gj)h(gj)X,M (µg,j)X⊗MUg(piX⊗Mj )
=
∑
j∈R
ιX⊗Ms(gj) (c
s(gj)
X,M )
−1(Fs(gj)(sh(gj))(γs(gj),h(gj))
−1
X ⊗Us(gj)(νh(gj))
(µs(gj),h(gj))
−1
M )c
s(gj)h(gj)
X,M (µg,j)X⊗MUg(pi
X⊗M
j )
(1.6)
=
∑
j∈R
ιX⊗Ms(gj) (c
s(gj)
X,M )
−1(s−1s(gj)ss(gj)h(gj)⊗Us(gj)(νh(gj))(µs(gj),h(gj))−1M )
c
s(gj)h(gj)
X,M (µg,j)X⊗MUg(pi
X⊗M
j )
=
∑
j∈R
ιX⊗Ms(gj) (c
s(gj)
X,M )
−1(s−1s(gj)sgj⊗Us(gj)(νh(gj))(µs(gj),h(gj))−1M )cgjX,M
(µg,j)X⊗MUg(pi
X⊗M
j ),
em que a igualdade (*) segue da comutatividade do diagrama
Us(gj)(Fh(gj)(X)⊗Uh(gj)(M))
c
s(gj)
Fh(gj)(X),Uh(gj)(M)
//
Us(gj)(sh(gj)⊗νh(gj))

Fh(gj)(X)⊗Fs(gj)Us(gj)(Uh(gj)(M))
sh(gj)⊗Fs(gj)Us(gj)(νh(gj))

Us(gj)(X⊗M)
c
s(gj)
X,M
// X⊗Fs(gj)Us(gj)(M),
devido à naturalidade de cs(gj), para cada j ∈ R.
Assim,
ug =
∑
j∈R
ιX⊗Ms(gj) (c
s(gj)
X,M )
−1(s−1s(gj)sgj⊗Us(gj)(νh(gj))(µs(gj),h(gj))−1M )
cgjX,M (µg,j)X⊗MUg(pi
X⊗M
j ).
Temos também que
(X, s)⊗LN (M,ν) = (X, s)⊗(⊕t∈RUt(M), v) = (X⊗(⊕t∈RUt(M)), z),
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em que, para cada g ∈ H,
zg = (sg⊗vg)cgX,⊕t∈RUt(M)
= (sg⊗
∑
j∈R
ιMs(gj)Us(gj)(νh(gj))(µs(gj),h(gj))
−1
M (µg,j)MUg(pi
M
j ))
cgX,⊕t∈RUt(M)
=
∑
j∈R
(sg⊗ιMs(gj)Us(gj)(νh(gj))(µs(gj),h(gj))−1M (µg,j)M )
(IFg(X)⊗Ug(piMj ))cgX,⊕t∈RUt(M).
Deﬁnimos c(X,s),(M,ν) : LN ((X, s)⊗(M,ν)) → (X, s)⊗LN (M,ν)
por
c(X,s),(M,ν) =
∑
j∈R
(sj⊗ιMj )cjX,MpiX⊗Mj .
Mostremos que c(X,s),(M,ν) é um morﬁsmo em MH . Seja g ∈ H.
Então
zgUg(c(X,s),(M,ν)) =
=
∑
j∈R
(sg⊗ιMs(gj)Us(gj)(νh(gj))(µs(gj),h(gj))−1M (µg,j)M )
(IFg(X)⊗Ug(piMj ))cgX,⊕t∈RUt(M)Ug(
∑
k∈R
(sk⊗ιMk )ckX,MpiX⊗Mk )
=
∑
j,k∈R
(sg⊗ιMs(gj)Us(gj)(νh(gj))(µs(gj),h(gj))−1M (µg,j)M )
(IFg(X)⊗Ug(piMj ))cgX,⊕t∈RUt(M)Ug(sk⊗ιMk )Ug(ckX,M )Ug(pi
X⊗M
k )
(?)
=
∑
j,k∈R
(sg⊗ιMs(gj)Us(gj)(νh(gj))(µs(gj),h(gj))−1M (µg,j)M )
(IFg(X)⊗Ug(piMj ))(Fg(sk)⊗Ug(ιMk ))cgFk(X),Uk(M)Ug(ckX,M )Ug(pi
X⊗M
k )
=
∑
j∈R
(sg⊗ιMs(gj)Us(gj)(νh(gj))(µs(gj),h(gj))−1M (µg,j)M )
(Fg(sj)⊗IUg(Uj(M)))cgFj(X),Uj(M)Ug(c
j
X,M )Ug(pi
X⊗M
j )
=
∑
j∈R
(sgFg(sj)⊗ιMs(gj)Us(gj)(νh(gj))(µs(gj),h(gj))−1M (µg,j)M )
cgFj(X),Uj(M)Ug(c
j
X,M )Ug(pi
X⊗M
j )
(1.6)
=
∑
j∈R
(sgj(γg,j)X⊗ιMs(gj)Us(gj)(νh(gj))(µs(gj),h(gj))−1M (µg,j)M )
cgFj(X),Uj(M)Ug(c
j
X,M )Ug(pi
X⊗M
j )
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=
∑
j∈R
(sgj⊗ιMs(gj)Us(gj)(νh(gj))(µs(gj),h(gj))−1M )
((γg,j)X⊗(µg,j)M )cgFj(X),Uj(M)Ug(c
j
X,M )Ug(pi
X⊗M
j )
(3.13)
=
∑
j∈R
(sgj⊗ιMs(gj)Us(gj)(νh(gj))(µs(gj),h(gj))−1M )cgjX,M (µg,j)X⊗M
Ug(pi
X⊗M
j ),
em que a igualdade (?) segue da comutatividade do diagrama
Ug(Fk(X)⊗Uk(M))
cg
Fk(X),Uk(M) //
Ug(sk⊗ιMk )

Fg(Fk(X))⊗Ug(Uk(M))
Fg(sk)⊗Ug(ιMk )

Ug(X⊗⊕t∈R Ut(M))
cg
X,⊕t∈RUt(M)
// Fg(X)⊗Ug(⊕t∈RUt(M)),
devido à naturalidade de cg.
Além disso,
c(X,s),(M,ν)ug =
∑
k∈R
(sk⊗ιMk )ckX,MpiX⊗Mk
∑
j∈R
ιX⊗Ms(gj) (c
s(gj)
X,M )
−1
(s−1s(gj)sgj⊗Us(gj)(νh(gj))(µs(gj),h(gj))−1M )cgjX,M (µg,j)X⊗MUg(piX⊗Mj )
=
∑
j∈R
(ss(gj)⊗ιMs(gj))cs(gj)X,M (cs(gj)X,M )−1
(s−1s(gj)sgj⊗Us(gj)(νh(gj))(µs(gj),h(gj))−1M )cgjX,M (µg,j)X⊗MUg(piX⊗Mj )
=
∑
j∈R
(sgj⊗ιMs(gj)Us(gj)(νh(gj))(µs(gj),h(gj))−1M )cgjX,M (µg,j)X⊗M
Ug(pi
X⊗M
j ).
Portanto, zgUg(c(X,s),(M,ν)) = c(X,s),(M,ν)ug. Logo, c(X,s),(M,ν) é
um morﬁsmo em MH .
Deﬁnimos
c−1(X,s),(M,ν) =
∑
k∈R
ιX⊗Mk (c
k
X,M )
−1(s−1k ⊗piMk ).
Mostrar que c é um isomorﬁsmo natural e que satisfaz (3.3) e (3.4)
é análogo ao feito para o funtor L na Proposição 3.2.12.
Proposição 5.2.3 O funtor LN é adjunto à esquerda do funtor FN .
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Demonstração: Para provar tal adjunção, usamos a equivalência dada
no Teorema 1.2.5. Deﬁnimos η : IdMHN → FNLN por
η(M,ν) = ι
M
1 : (M,ν)→ FN (LN (M,ν)) = (⊕t∈RUt(M), v).
Mostremos que η(M,ν) é um morﬁsmo em MHN . Seja g ∈ HN .
Então g = 1g = s(g)h(g). Logo,
s(g) = 1 e h(g) = g. (5.5)
Assim,
vgUg(ι
M
1 ) =
∑
j∈R
ιMs(gj)Us(gj)(νh(gj))(µs(gj),h(gj))
−1
M (µg,j)MUg(pi
M
j )
Ug(ι
M
1 )
= ιMs(g)Us(g)(νh(g))(µs(g),h(g))
−1
M (µg,1)M
(5.5)
= ιM1 U1(νg)(µ1,g)
−1
M
= ιM1 νg.
Logo, vale a igualdade (3.15). Provemos que η é uma transformação
natural. Seja f : (M,ν)→ (M ′, ν′) um morﬁsmo em MHN . Então
FN (LN (f))η(M,ν) =
∑
l∈R
ιM
′
l Ul(f)pi
M
l ι
M
1
= ιM
′
1 U1(f) = ι
M ′
1 f = η(M ′,ν′)f.
Portanto, o diagrama
(M,ν)
η(M,ν)//
f

FN (LN (M,ν))
FN (LN (f))

(M ′, ν′)
η(M′,ν′)// FN (LN (M ′, ν′))
comuta.
Agora, deﬁnimos ε : LNFN → IdMH por
ε(M,α) =
∑
j∈R
αjpi
M
j : LNFN (M,α) = (⊕t∈RUt(M), v)→ (M,α).
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Mostremos que ε(M,α) é um morﬁsmo em MH . Seja g ∈ H. Então
ε(M,α)vg =
∑
l,j∈R
αlpi
M
l ι
M
s(gj)Us(gj)(αh(gj))(µs(gj),h(gj))
−1
M (µg,j)M
Ug(pi
M
j )
=
∑
j∈R
αs(gj)Us(gj)(αh(gj))(µs(gj),h(gj))
−1
M (µg,j)MUg(pi
M
j )
(3.14)
=
∑
j∈R
αs(gj)h(gj)(µg,j)MUg(pi
M
j )
=
∑
j∈R
αgj(µg,j)MUg(pi
M
j )
(3.14)
=
∑
j∈R
αgUg(αj)Ug(pi
M
j )
= αgUg(
∑
j∈R
αjpi
M
j )
= αgUg(ε(M,α)).
Portanto, vale a igualdade (3.15). Provemos que ε é uma trans-
formação natural. Seja f : (M,α) → (M ′, α′) um morﬁsmo em MH .
Então
ε(M ′,α′)LN (FN (f)) =
∑
l∈R
α′lpi
M ′
l
∑
j∈R
ιM
′
j Uj(f)pi
M
j
=
∑
j∈R
α′jUj(f)pi
M
j
(3.15)
=
∑
j∈R
fαjpi
M
j
= fε(M,α).
Portanto, o diagrama
LNFN (M,α)
ε(M,α) //
LN (FN (f))

(M,α)
f

LNFN (M
′, α′)
ε(M′,α′) // (M ′, α′)
comuta.
Para mostrar que é uma adjunção, mostremos que valem as igual-
dades (1.1) e (1.2). Seja (M,α) ∈MH . Então
FN (ε(M,α))ηFN (M,α) =
∑
j∈R
αjpi
M
j ι
M
1 = α1 = IM = IFN (M,α).
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Logo, FN (ε(M,α))ηFN (M,α) = IFN (M,α). Sejam (M,ν) ∈ MHN e
LN (M,ν) = (⊕t∈RUt(M), v). Então
εLN (M,ν)LN (η(M,ν)) =
∑
j,l∈R
vjpi
⊕t∈RUt(M)
j ι
⊕t∈RUt(M)
l Ul(η(M,ν))pi
M
l
=
∑
j∈R
vjUj(η(M,ν))pi
M
j
(5.3)
=
∑
j,z∈R
ιMs(jz)Us(jz)(νh(jz))(µs(jz),h(jz))
−1
M
(µj,z)MUj(pi
M
z )Uj(ι
M
1 )pi
M
j
=
∑
j∈R
ιs(j)Us(j)(νh(j))(µs(j),h(j))
−1
M (µj,1)Mpi
M
j
(?)
=
∑
j∈R
ιMj Uj(ν1)(µj,1)
−1
M (µj,1)Mpi
M
j
=
∑
j∈R
ιMj pi
M
j
= I⊕t∈RUt(M) = ILN (M,ν)
e como j = j1 = s(j)h(j) e j ∈ R, temos que s(j) = j e h(j) = 1, o
que justiﬁca a igualdade (?).
Logo, εLN (M,ν)LN (η(M,ν)) = ILN (M,ν). Portanto LN é adjunto à
esquerda de FN .
Sabemos da literatura ([17], Lema 2.6.21) que funtores adjuntos
à direita ou à esquerda de um dado funtor são únicos, a menos de
equivalência. Assim, se (LN , FN , φ) e (LR
′
N , FN , φ
′) são adjunções, em
que R′ é um outro conjunto de representantes das classes laterais à
esquerda de HN em H, então LN e LR
′
N são equivalentes, ou seja, o
funtor LN (estudado acima) não depende do conjunto de representantes
considerado.
Notemos que a proposição acima implica que, para quaisquer (Y, µ) ∈
MHN e (M,ν) ∈MH , temos que
HomMH (LN (Y, µ), (M,ν)) ∼= HomMHN ((Y, µ), FN (M,ν)).
A seguir provamos o principal teorema deste trabalho. Tal teorema
caracteriza os objetos simples emMH que contêm como somando direto
um dado objeto simples em M. Lembramos que {1 = g1, g2, · · · , gn} é
um conjunto de representantes das classes laterais à esquerda de HN
em H.
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Teorema 5.2.4 Seja N ∈M um objeto simples. Então, o funtor LN :
MHN → MH induz uma correspondência bijetiva entre as classes de
isomorﬁsmos de
(1) Objetos simples (Y, µ) ∈MHN tais que Hom(N,Y ) 6= 0,
(2) Objetos simples (M,ν) ∈MH tais que Hom(N,M) 6= 0.
Demonstração: Seja (Y, µ) um objeto simples em MHN tal que
Hom(N,Y ) 6= 0. Mostremos que LN (Y, µ) não é o objeto zero. Seja
f ∈ Hom(N,Y ) tal que f 6= 0. Como N é simples, segue que Ker(f) =
0. Logo, f é um monomorﬁsmo e portanto, N é um subobjeto de Y .
Também, Y é um subobjeto de ⊕ni=1Ugi(Y ), pois U1(Y ) = Y . Daí, N é
um subobjeto de ⊕ni=1Ugi(Y ). Logo, FLN (Y, µ) = ⊕ni=1Ugi(Y ) não é o
objeto zero, em que F : MH → M é o funtor esquecimento. Portanto,
LN (Y, µ) não é o objeto zero.
Seja (P, γ) um somando direto simples de LN (Y, µ). Para mostrar
a boa deﬁnição de tal correspondência, mostremos que Hom(N,P ) 6= 0
e que LN (Y, µ) ∼= (P, γ), isto é, LN (Y, µ) satisfaz (2).
Temos que HomMH (LN (Y, µ), (P, γ)) 6= 0. Pela Proposição 5.2.3, o
funtor LN é adjunto à esquerda do funtor FN . Logo,
HomMH (LN (Y, µ), (P, γ)) ∼= HomMHN ((Y, µ), FN (P, γ)).
Portanto, HomMHN ((Y, µ), FN (P, γ)) 6= 0. Sendo (Y, µ) um objeto
simples em MHN , segue que (Y, µ) é um subobjeto de FN (P, γ). (?)
Aplicando o funtor esquecimento F ′ : MHN →M, segue que Y é um su-
bobjeto de P em M. Portanto, Hom(Y, P ) ∼= Hom(P, Y ) 6= 0. Agora,
como (Y, µ) é simples em MHN e N é um somando direto simples de Y
emM, pela Proposição 5.1.4, para o subgrupo HN , segue que Y ∼= mN
em M, em que m = dimHom(Y,N). Dessa forma,
mHom(P,N) ∼= Hom(P,mN) ∼= Hom(P, Y ) 6= 0.
Logo, Hom(P,N) ∼= Hom(N,P ) 6= 0. Como N é simples em M,
isto implica que N é um somando direto simples de P em M. Assim,
novamente pela Proposição 5.1.4, temos que P ∼= m′ ⊕ni=1 Ni, em que
Ni ∼= Ugi(N) e m′ = dimHom(P,N).
Como Y é subobjeto de P , segue das Proposições 1.3.9 e 1.3.17 que
dimHom(Y,N) ≤ dimHom(P,N), isto é, m ≤ m′. Além disso, como
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P é um subobjeto de ⊕ni=1Ugi(Y ), temos
m′ = dimHom(N,P ) ≤ dimHom(N,⊕ni=1Ugi(Y ))
= dim⊕ni=1 Hom(N,Ugi(Y )) =
n∑
i=1
dimHom(N,Ugi(mN))
= m
n∑
i=1
Hom(N,Ugi(N)) = m,
pois dimHom(N,Ugi(N)) = 0 para i 6= 1 e dimHom(N,Ug1(N)) = 1,
pela Proposição 1.3.10 e Lema 5.1.3.
Portanto, m = m′. Agora, calculemos a dimensão de Frobenius-
Perron de (P, γ) e de LN (Y, µ). Pelo Corolário 5.1.5,
FPdimMH (P, γ) = λ[H : HN ]m
′FPdimM(N)
= λ[H : HN ]mFPdimM(N).
Também,
FPdimMH (LN (Y, µ))
(5.1)
= λFPdimM(⊕ni=1Ugi(Y ))
= λFPdimM(⊕ni=1Ugi(mN))
= λm
n∑
i=1
FPdimM(Ugi(N))
(∗)
= λm[H : HN ]FPdimM(N),
em que a igualdade (∗) segue do Corolário 4.3.11.
Portanto,
FPdimMH (P, γ) = FPdimMH (LN (Y, µ)).
Como (P, γ) é um subobjeto simples de LN (Y, µ) segue, pela Pro-
posição 4.3.7, que LN (Y, µ) ∼= (P, γ).
Mostremos que a correspondência é sobrejetiva. Seja (M,ν) um
objeto simples emMH tal que Hom(N,M) 6= 0. Como FN (M,ν) é um
objeto em MHN que é uma categoria semissimples, podemos escrever
FN (M,ν) = ⊕sj=1(Yj , µj), em que (Yj , µj) é simples em MHN , para
todo j ∈ {1, · · · , s}. Assim,
s∑
j=1
Hom(N,Yj) ∼= Hom(N,⊕sj=1Yj) ∼= Hom(N,M) 6= 0.
Portanto, existe j0 ∈ {1, · · · , s} tal que Hom(N,Yj0) 6= 0. Deﬁni-
mos (Y, µ) := (Yj0 , µ
j0) e obviamente temos que Hom(N,Y ) 6= 0.
135
Mostremos que LN (Y, µ) ∼= (M,ν). Notemos que (Y, µ) é um so-
mando direto simples de FN (M,ν) em MHN . Assim, por adjunção,
HomMH (LN (Y, µ), (M,ν)) ∼= HomMHN ((Y, µ), FN (M,ν)) 6= 0.
Como (M,ν) é um objeto simples emMH segue, da adjunção acima,
que (M,ν) é um somando direto de LN (Y, µ). Com um racionício
análogo ao que foi desenvolvido acima a partir de (?), concluímos que
FPdimMH (M,ν) = FPdimMHLN (Y, µ), segue que LN (Y, µ) ∼= (M,ν).
Mostremos que a correspondência é injetiva. Sejam (Y, µ) e (Y ′, µ′)
objetos simples em MHN tais que Hom(N,Y ) 6= 0, Hom(N,Y ′) 6= 0 e
LN (Y, µ) ∼= LN (Y ′, µ′) ∼= (P, γ). Então, por adjunção,
0 6= HomMH (LN (Y, µ), (P, γ)) ∼= HomMHN ((Y, µ), FN (P, γ))
e
0 6= HomMH (LN (Y ′, µ′), (P, γ)) ∼= HomMHN ((Y ′, µ′), FN (P, γ)).
Logo,
HomMHN ((Y, µ), FN (P, γ)) 6= 0 e HomMHN ((Y ′, µ′), FN (P, γ)) 6= 0.
Como (Y, µ) e (Y ′, µ′) são objetos simples em MHN , isto implica
que ambos são somandos diretos de FN (P, γ). Desse fato, seguindo
raciocínio análogo ao que foi desenvolvido a partir de (?), concluímos
que dimHom(Y,N) = dimHom(P,N).
Supondo, por absurdo, que (Y, µ) e (Y ′, µ′) não sejam isomorfos,
teríamos pelo Corolário 1.3.16 que (Y, µ)⊕ (Y ′, µ′) é um subobjeto de
FN (P, γ). Aplicando o funtor esquecimento F ′ : MHN →M, temos que
Y ⊕ Y ′ é um subobjeto de P em M. Daí,
dimHom(P,N) ≥ dimHom(Y ⊕ Y ′, N)
= dimHom(Y,N) + dimHom(Y ′, N),
e como dimHom(Y,N) = dimHom(P,N), isto implica que a dimensão
de Hom(Y ′, N) é igual a zero, o que é um absurdo, por hipótese.
Portanto, (Y, µ) ∼= (Y ′, µ′) e a aplicação é injetiva.
Dessa forma, os objetos simples emMH que contêm como somando
direto um objeto simples N ∈ M estão em correspondência bijetiva
com os objetos simples emMHN que contêm tal simples como somando
direto.
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5.3 Equivariantização e representações pro-
jetivas de grupos
Nesta seção apresentamos a categorias das σ-representações projeti-
vas de um grupo ﬁnito G, em que σ é um 2-cociclo em G, e relacionamos
tal categoria com equivariantizações de categorias módulo M por um
subgrupo estável de um objeto simples em M.
Deﬁnição 5.3.1 Sejam G um grupo ﬁnito e k um corpo. Um 2-cociclo
em G é uma função σ : G × G → k∗ que satisfaz as condições abaixo,
para quaisquer g, h, l ∈ G
σ(g, h)σ(gh, l) = σ(g, hl)σ(h, l) (5.6)
σ(g, 1) = σ(1, g) = 1. (5.7)
Deﬁnição 5.3.2 Seja σ um 2-cociclo em G. Um par (V, pi) é dito
uma σ-representação projetiva de G se V é um k-espaço vetorial de
dimensão ﬁnita e pi : G→ GL(V ) é uma função tal que
pi(g)pi(h) = σ(g, h)pi(gh), (5.8)
para quaisquer g, h ∈ G.
Fixado um 2-cociclo σ em G, denotamos RepProj(G) a categoria
cujos objetos são as σ-representações projetivas (V, pi) e os morﬁsmos
entre (V, pi) e (W,ρ) são todas as transformações lineares T : V → W
que comutam o diagrama
V
pi(g)

T // W
ρ(g)

V
T // W
para todo g ∈ G, isto é,
ρ(g)T = Tpi(g). (5.9)
De fato a composição de morﬁsmos está bem deﬁnida, pois se T :
(V, pi) → (W,ρ) e S : (W,ρ) → (U,α) são morﬁsmos como deﬁnido
acima, então ST : V → U é transformação linear e
α(g)ST = Sρ(g)T = STpi(g).
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Para cada objeto (V, pi) em RepProj(G), I(V,pi) é a transformação
linear identidade, que é claramente um morﬁsmo em RepProj(G).
Seja N um objeto simples em M. A ação de H em M induz uma
ação de HN em M e então podemos considerar MHN . A seguir é de-
ﬁnido um 2-cociclo em HN e ao ﬁnal desta seção relacionamos os ob-
jetos simples em MHN com os objetos simples em RepProj(HN ) que
são exatamente as representações projetivas irredutíveis nesta catego-
ria. Para isso, lembramos que o par (V, pi) é dito uma representação
projetiva irredutível de G se não possui subespaços não triviais W de
V tal que pi(g)(W ) ⊆ W , para todo g ∈ G. Para mais detalhes sobre
representações projetivas veja ([3], [5], [14]).
Por deﬁnição de HN , existem isomorﬁsmos dg : Ug(N) → N , para
cada g ∈ HN . Suponhamos que d1 = IN . Dessa forma, para cada
g, h ∈ HN ﬁxados, a composição abaixo é um isomorﬁsmo de N em N
N
(dgh)−1// Ugh(N)
(µg,h)
−1
N// Ug(Uh(N))
Ug(d
h) // Ug(N)
dg // N .
Logo, dgUg(dh)(µg,h)
−1
N (d
gh)−1 é um morﬁsmo não-nulo que per-
tence à Hom(N,N) = kIN . Assim, existe σN (g, h) ∈ k∗ tal que
σN (g, h)
−1IN = dgUg(dh)(µg,h)−1N (d
gh)−1. (5.10)
Fica assim deﬁnida uma função σN : HN ×HN → k∗.
Lema 5.3.3 A função σN : HN × HN → k∗ deﬁnida acima é um
2-cociclo em HN .
Demonstração: Sejam g, h, l ∈ HN . Então
σN (g, h)
−1σN (gh, l)−1IN =
= σN (g, h)
−1INσN (gh, l)−1IN
= dgUg(d
h)(µg,h)
−1
N (d
gh)−1dghUgh(dl)(µgh,l)−1N (d
ghl)−1
= dgUg(d
h)(µg,h)
−1
N Ugh(d
l)(µgh,l)
−1
N (d
ghl)−1
(∗)
= dgUg(d
h)Ug(Uh(d
l))(µg,h)
−1
Ul(N)
(µgh,l)
−1
N (d
ghl)−1
(3.12)
= dgUg(d
h)Ug(Uh(d
l))Ug((µh,l)
−1
N )(µg,hl)
−1
N (d
ghl)−1
= dgUg(d
hUh(d
l)(µh,l)
−1
N )(µg,hl)
−1
N (d
ghl)−1
= dgUg(σN (h, l)
−1INdhl)(µg,hl)−1N (d
ghl)−1
= σN (h, l)
−1dgUg(dhl)(µg,hl)−1N (d
ghl)−1
= σN (h, l)
−1σN (g, hl)−1IN ,
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em que igualdade (∗) segue da naturalidade de µg,h, isto é, da comuta-
tividade do diagrama
Ug(Uh(Ul(N)))
(µg,h)Ul(N)//
Ug(Uh(d
l))

Ugh(Ul(N))
Ugh(d
l)

Ug(Uh(N))
(µg,h)N // Ugh(N).
Logo, σN (g, h)−1σN (gh, l)−1IN = σN (g, hl)−1σN (h, l)−1IN , donde
σN (g, h)σN (gh, l) = σN (g, hl)σN (h, l).
Além disso,
σN (1, g)
−1IN = d1U1(dg)(µ1,g)−1N (d
g)−1 = d1dg(dg)−1 = IN
e
σN (g, 1)
−1IN = dgUg(d1)(µg,1)−1N (d
g)−1 = IN .
Logo, σN (1, g) = 1 = σN (g, 1). Portanto, σN é um 2-cociclo.
Lema 5.3.4 Sejam (M,ν) ∈ MH , N um objeto simples em M e σN
como acima. Seja pi : HN → GL(Hom(N,M)) dada por
pi(g)(f) = νgUg(f)(d
g)−1.
Então (Hom(N,M), pi) é uma σN -representação projetiva de HN .
Demonstração: Mostremos que vale (5.8). Sejam g, h ∈ HN e f ∈
Hom(N,M). Temos
σN (g, h)
−1(pi(g)pi(h)(f))
= σN (g, h)
−1pi(g)(νhUh(f)(dh)−1)
= νgUg(νhUh(f)(d
h)−1)(dg)−1σN (g, h)−1IN
(5.10)
= νgUg(νh)Ug(Uh(f))Ug((d
h)−1)Ug(dh)(µg,h)−1N (d
gh)−1
(3.14)
= νgh(µg,h)MUg(Uh(f))(µg,h)
−1
N (d
gh)−1
(∗∗)
= νghUgh(f)(d
gh)−1 = pi(gh)(f),
em que a igualdade (∗∗) segue da comutatividade do diagrama
Ug(Uh(N))
(µg,h)N //
Ug(Uh(f))

Ugh(N)
Ugh(f)

Ug(Uh(M))
(µg,h)M // Ugh(M).
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Logo, pi(g)pi(h) = σN (g, h)pi(gh).
Mostremos que pi(g) ∈ GL(Hom(N,M)). Deﬁnimos pi(g)−1 =
σN (g, g
−1)−1pi(g−1). Seja f ∈ Hom(N,M). Então
(pi(g)pi(g)−1)(f) = pi(g)(σN (g, g−1)−1pi(g−1)(f))
= σN (g, g
−1)−1σN (g, g−1)pi(1)(f)
= ν1U1(f)(d
1)−1 = f
e
(pi(g)−1pi(g))(f) = (σN (g, g−1)−1pi(g−1)pi(g))(f)
= σN (g, g
−1)−1σN (g−1, g)pi(g−1g)(f)
(?)
= σN (g, g
−1)−1σN (g, g−1)pi(1)(f) = f,
pois usando os elementos g, g−1 e g em (5.6) temos σN (g, g−1)σN (1, g) =
σN (g, 1)σN (g
−1, g) e isto implica que σN (g, g−1) = σN (g−1, g), justiﬁ-
cando a igualdade (?).
Logo, pi(g)pi(g)−1 = pi(g)−1pi(g) = IHom(N,M). Portanto, pi está
bem deﬁnida.
Seja N um objeto simples em M. Consideremos a subcategoria
plena N de MHN cujos objetos são todos os (M,ν) ∈ MHN tais que
M ∼= Hom(N,M)⊗N . Nosso próximo resultado traz uma equivalência
entre as categorias N e RepProj(HN ). Para provar tal equivalência,
usaremos o lema abaixo.
Lema 5.3.5 Seja p ∈ N, p 6= 0. O conjunto B = {ιNi }pi=1 é uma base
para o espaço vetorial Hom(N, pN), em que ιNi : N → pN é a inclusão
da soma direta.
Demonstração: Mostremos que B é LI. Sejam α1, · · · , αp ∈ k tais
que
p∑
i=1
αiι
N
i .
Fixado j ∈ {1, · · · , p} e compondo piNj à esquerda da igualdade
acima, temos
0 =
p∑
i=1
piNj αiι
N
i = αjpi
N
j ι
N
j = αjIN
e assim αj = 0, para todo j ∈ {1, · · · , p}.
Além isso, como N é simples, temos que Hom(N, pN) ∼= pk. As-
sim, o conjunto B é LI e possui cardinalidade igual à dimensão de
Hom(N, pN). Portanto, B é uma base.
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Proposição 5.3.6 Seja N um objeto simples emM. Então existe uma
equivalência entre as categorias N e RepProj(HN ).
Demonstração: Seja dg : Ug(N) → N , g ∈ HN , uma escolha ﬁxada
de isomorﬁsmos (com d1 = IN ) e seja σN o 2-cociclo associado.
Sejam (V, pi), (W,ρ) objetos e T : (V, pi) → (W,ρ) um morﬁsmo em
RepProj(HN ). Deﬁnimos Φ : RepProj(HN )→ N por
Φ(V, pi) = (V⊗N, ν),
em que
νg = pi(g)⊗dg : Ug(V⊗N) (3.17)= V⊗Ug(N)→ V⊗N.
Deﬁnimos Φ(T ) : (V⊗N, ν)→ (W⊗N, v) por Φ(T ) = T⊗IN .
Mostremos que (V⊗N, ν) ∈MHN . De fato,
νgUg(νh) = (pi(g)⊗dg)Ug(pi(h)⊗dh)
(3.18)
= (pi(g)⊗dg)(pi(h)⊗Ug(dh))
= pi(g)pi(h)⊗dgUg(dh)
(5.8)
= σN (g, h)pi(gh)⊗dgUg(dh)
(5.10)
= σN (g, h)pi(gh)⊗σN (g, h)−1dgh(µg,h)N
= pi(gh)⊗dgh(µg,h)N
= (pi(gh)⊗dgh)(IV⊗(µg,h)N )
(3.19)
= (pi(gh)⊗dgh)(µg,h)V⊗N
= νgh(µg,h)V⊗N .
Seja p = dim(V ). Então Hom(pN,N) ∼= pk e assim,
V⊗N = pN ∼= Hom(pN,N)⊗N.
Logo, Φ(V, pi) ∈ N. Mostremos que Φ(T ) é um morﬁsmo em MHN .
De fato,
(T⊗IN )νg = (T⊗IN )(pi(g)⊗dg)
= Tpi(g)⊗dg
= ρ(g)T⊗dg
= (ρ(g)⊗dg)(T⊗Ug(IN ))
(3.18)
= vgUg(T⊗IN ).
Deﬁnimos agora Φ′ : N→ RepProj(HN ) por
Φ′(M, s) = (Hom(N,M), pi),
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em que pi(g)(f) = sgUg(f)(dg)−1, para quaisquer f ∈ Hom(N,M)
e g ∈ HN . Exatamente como foi feito no Lema 5.3.4, segue que
(Hom(N,M), pi) é uma σN -representação projetiva de HN .
Seja φ : (M, s)→ (M ′, s′) um morﬁsmo em MHN . Deﬁnimos
Φ′(φ) : (Hom(N,M), pi)→ (Hom(N,M ′), pi′)
por Φ′(φ)(f) = φf , para qualquer f ∈ Hom(N,M). É claro que Φ′(φ)
é uma transformação linear, pois os morﬁsmos são k-bilineares. Além
disso, dado f ∈ Hom(N,M), temos
(pi′(g)Φ′(φ))(f) = pi′(g)(φf) = s′gUg(φf)(d
g)−1
= s′gUg(φ)Ug(f)(d
g)−1
(3.15)
= φsgUg(f)(d
g)−1
= Φ′(φ)(pi(g)(f))
= (Φ′(φ)pi(g))(f).
Portanto, Φ′(φ) é um morﬁsmo em RepProj(HN ). Assim, Φ e Φ′
estão bem deﬁnidos. Não é difícil veriﬁcar que os mesmos são funtores.
Mostremos que IdRepProj(HN ) ∼ Φ′Φ. Sejam (V, pi) ∈ RepProj(HN )
com dim(V ) = n e β = {v1, · · · , vn} uma base ﬁxada de V . Primeira-
mente, notemos que
Φ′Φ(V, pi) = Φ′(V⊗N, ν) = Φ′(nN, ν) = (Hom(N,nN), pi′),
em que νg = pi(g)⊗dg e
pi′(g)(f) = νgUg(f)(dg)−1 = (pi(g)⊗dg)Ug(f)(dg)−1.
Deﬁnimos γV : (V, pi)→ Φ′Φ(V, pi) = (Hom(N,nN), pi′) por
γV (vi) = ι
N
i,n : N → Nn
nos elementos da base de V e estendemos linearmente, se n 6= 0. Se
n = 0, γV = 0. Pelo lema acima, segue que {γV (vi)}ni=1 é uma base de
Hom(N,nN). Logo, γV leva base em base, donde é um isomorﬁsmo de
espaços vetoriais.
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Mostremos que γV é um morﬁsmo em RepProj(HN ). Para cada
g ∈ HN , seja [pi(g)]ββ = (aij)i,j=1,··· ,n. Então
(pi′(g)γV )(vl) = pi′(g)(ιNl,n) = (pi(g)⊗dg)Ug(ιNl,n)(dg)−1
(3.16)
=
n∑
i,j=1
aijι
N
i,nd
gpi
Ug(N)
j,n Ug(ι
N
l,n)(d
g)−1
(∗)
=
n∑
i,j=1
aijι
N
i,nd
gUg(pi
N
j,n)Ug(ι
N
l,n)(d
g)−1
=
n∑
i=1
ailι
N
i,nd
g(dg)−1 =
n∑
i=1
ailγV (vi)
= γV (
n∑
i=1
ailvi) = γV (pi(g)(vl)) = (γV pi(g))(vl),
para todo l ∈ {1, · · · , n} e a igualdade (∗) segue da deﬁnição da proje-
ção dada no Lema 3.3.1. Logo, pi′(g)γV = γV pi(g).
Mostremos agora que γ é uma transformação natural. Sejam (W,ρ) ∈
RepProj(HN ) com dim(W ) = m, β′ = {w1, · · · , wm} uma base de
W ﬁxada, T : V → W um morﬁsmo em RepProj(HN ) e [T ]ββ′ =
(bij) i=1,··· ,m
j=1,··· ,n
. Vejamos que comuta o diagrama
V
γV //
T

Hom(N,nN)
(Φ′Φ)(T )

W
γW // Hom(N,mN).
Temos, para cada l ∈ {1, · · · , n},
(Φ′Φ)(T )γV (vl) = Φ′(T⊗IN )(ιNl,n) = (T⊗IN )ιNl,n
(3.16)
=
m∑
i=1
n∑
j=1
bijι
N
i,mINpi
N
j,nι
N
l,n
=
m∑
i=1
bilγW (wi) = γW (
m∑
i=1
bilwi) = γWT (vl).
Portanto, γ : IdRepProj(HN ) → Φ′Φ é um isomorﬁsmo natural.
Mostremos agora que existe um isomorﬁsmo natural entre os fun-
tores ΦΦ′ e IdN.
Seja (M, s) ∈ N com p = dimHom(N,M). Assim,
M ∼= Hom(N,M)⊗N = pN.
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Seja β : pN → M um isomorﬁsmo. Se p 6= 0, por um aná-
logo ao lema acima, o conjunto B = {βιN1,p, · · · , βιNp,p} é uma base
de Hom(N,M). Se p = 0, então M ∼= 0. Temos que
ΦΦ′(M, s) = Φ(Hom(N,M), ω) = (Hom(N,M)⊗N, t) = (pN, t),
em que ω(g)(f) = sgUg(f)(dg)−1 e tg = ω(g)⊗dg, para quaisquer f ∈
Hom(N,M) e g ∈ HN .
Deﬁnimos ηM := β : (pN, t) → (M, s). Observemos que ηM é,
por deﬁnição, um isomorﬁsmo. Mostremos que ηM é um morﬁsmo em
MHN . Sejam g ∈ HN e [ω(g)]BB = (cij)i,j=1,··· ,p. Assim,
ω(g)(βιNj,p) =
p∑
i=1
cijβι
N
i,p,
para todo j ∈ {1, · · · , p}. Lembremos que IpN =
p∑
i=1
ιNi,ppi
N
i,p e daí,
temos que
ηM tg = β(ω(g)⊗dg) = (
p∑
i=1
βιNi,ppi
N
i,p)(ω(g)⊗dg)
(3.16)
= (
p∑
i=1
βιNi,ppi
N
i,p)(
p∑
l,j=1
cljι
N
l,pd
gpi
Ug(N)
j,p )
=
p∑
i,j=1
cijβι
N
i,pd
gpi
Ug(N)
j,p =
p∑
j=1
ω(g)(βιNj,p)d
gpi
Ug(N)
j,p
=
p∑
j=1
sgUg(βι
N
j,p)(d
g)−1dgpiUg(N)j,p
(∗)
= sg
p∑
j=1
Ug(βι
N
j,p)Ug(pi
N
j,p)
= sg
p∑
j=1
Ug(βι
N
j,ppi
N
j,p) = sgUg(β
p∑
j=1
ιNj,ppi
N
j,p) = sgUg(ηM ),
em que a igualdade (∗) segue da deﬁnição da projeção dada no Lema
3.3.1.
Mostremos agora que η é uma transformação natural. Sejam (M ′, s′) ∈
N com q = dim(Hom(N,M ′)), β′ : qN → M um isomorﬁsmo, B′ =
{β′ιN1,q, · · · , β′ιNq,q} base de Hom(N,M ′), φ : (M, s) → (M ′, s′) um
morﬁsmo emMHN e [Φ′(φ)]BB′ = (dij) i=1,··· ,q
j=1,··· ,p
. Vejamos que o diagrama
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abaixo comuta.
ΦΦ′(M, s)
ηM //
ΦΦ′(φ)

(M, s)
φ

ΦΦ′(M ′, s′)
ηM′ // (M ′, s′).
Temos
ηM ′(ΦΦ
′)(φ) = β′(Φ′(φ)⊗IN )
(3.16)
= (
q∑
i=1
β′ιNi,qpi
N
i,q)(
q∑
l=1
p∑
j=1
dljι
N
l,qINpi
N
j,p)
=
q∑
i=1
p∑
j=1
dijβ
′ιNi,qpi
N
j,p
(?)
=
p∑
j=1
Φ′(φ)(βιNj,p)pi
N
j,p
=
p∑
j=1
φβιNj,ppi
N
j,p = φηM ,
em que na igualdade (?) usamos que Φ′(φ)(βιNj,p) =
∑q
i=1 dijβ
′ιNi,q.
Como equivalências de categorias levam objetos simples em objetos
simples, o resultado acima nos garante que existe uma bijeção entre
classes de isomorﬁsmo de objetos simples de (M,ν) ∈ MHN tais que
M ∼= Hom(N,M)⊗N e classes de equivalência de representações pro-
jetivas irredutíveis em RepProj(HN ).
Sejam (M ′, ν′) um objeto simples em MH e N um somando direto
simples deM ′ emM. Consideremos o objeto simples (M,ν) ∈MHN tal
que LN (M,ν) ∼= (M ′, ν′), cuja existência é mostrada no Teorema 5.2.4.
Tal objeto também possui N como componente simples. Observemos
que M ∼= Hom(N,M)⊗N , pois pela Proposição 5.1.4, M ∼= mN , em
que m = dimHom(N,M).
Desta forma, os objetos simples emMH que contêm como somando
direto um objeto simples N ∈ M estão em correspondência bijetiva
com os objetos simples em MHN que contêm tal objeto simples como
somando direto. Os simples deMHN desta forma, por sua vez, estão em
correspondência bijetiva com as representações projetivas irredutíveis
de HN .
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