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Abstract
We describe the isomorphism classes of infinite-dimensional N-graded Lie algebras of maximal
class generated by their first homogeneous component over fields of characteristic two. This comple-
ments the analogous work by Caranti and Newman in the odd characteristic case.
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1. Introduction
In their paper [16], A. Shalev and E. Zelmanov started the development of a coclass the-
ory for Lie algebras following the analogous theory for groups. As they pointed out, in late
sixties M. Vergne in [17,18] proved that the algebraic variety of n-dimensional nilpotent
complex Lie algebras has an irreducible component of dimension exceeding n2 consisting
of algebras of maximal class (i.e., of coclass one), which implies that they may not be eas-
ily classified. They focused their attention on graded Lie algebras generated by their first
homogeneous component, and considered the general finite coclass case: they proved that
the only just-infinite object in that context has maximal class and it is metabelian.
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436 G. Jurman / Journal of Algebra 284 (2005) 435–461In the modular case, the situation is far more complicated even for graded algebras. In
addition to the metabelian algebra (which is the algebra associated with the lower central
series of the infinite pro-p-group of maximal class), Shalev [15] built for each prime p
countably many graded Lie algebras of maximal class. These are insoluble algebras which
are obtained via a loop algebra construction from some finite-dimensional simple algebras
constructed by A.A. Albert and M.S. Frank in [1] by a non-singular derivation. We refer to
them as the Albert–Frank–Shalev (AFS, for short) algebras.
In the first paper of this series [4], A. Caranti, S. Mattarei, and M.F. Newman took
a further step by building uncountably many algebras of maximal class. They used two
techniques: inflation and taking inverse limits. Later, Caranti, and Newman in [5] proved
that over every field of odd characteristic all graded Lie algebras of maximal class can be
obtained by these methods. Actually, every algebra can be obtained either via inflation or
taking limits from AFS-algebras.
As a natural completion of that paper, in the present work we describe a solution of
the classification problem for infinite-dimensional N-graded Lie algebras of maximal class
generated by their first homogeneous component when the characteristic of the underly-
ing field is two. The main result (Theorem 4.1) stated here differs essentially from the
analogous one in odd characteristic because of the existence of a further family of infinite-
dimensional graded Lie algebras of maximal class in addition to the Albert–Frank–Shalev
algebras which are not inflated. These new algebras can be obtained, like the AFS ones,
via a loop algebra construction from some finite-dimensional simple Lie algebras, called
bi-Zassenhaus algebras, by means of a non-singular outer derivation. We will denote re-
spectively by B and Bl the simple and the loop structure: their construction and properties
are described in [11]. C. Carrara proved in [6,7] that AFS-algebras can be characterized
by a suitable finite quotient: this result was essential to prove the classification theorem for
the odd case; the same property holds for Bl -algebras as well (see also [10]). The charac-
terization theorem we prove states that by using the two processes of inflation and taking
inverse limits, starting from AFS or Bl -algebras, one can construct all infinite-dimensional
N-graded Lie algebras of maximal class. Note that the soluble limits of bi-Zassenhaus al-
gebras coincide with the soluble limits for Albert–Frank–Shalev algebras, so the crucial
point is to show that every uninflated algebra is either an AFS or a Bl -algebra.
The structure of the paper closely resembles that of [5]. The first four sections are par-
allel to the corresponding sections in [5]. In particular, in Section 4 an outline of the proof
is summarized: it follows the same steps as in the odd characteristic case; explicit proofs
are given in Sections 5–8 only for the parts where differences arise: the reader can eas-
ily complete the missing proofs by looking at the corresponding sections in [5]. Finally,
in Section 9 the required additional family is shown to coincide with the bi-Zassenhaus
algebras.
As in the odd characteristic case, an interesting consequence follows from our char-
acterization theorem. G. Benkart, A.I. Kostrikin, and M.I. Kuznetsov in their papers [2,
13] determined all simple finite-dimensional Lie algebras (over fields of characteristic big-
ger than seven) admitting non-singular derivations and proved that the existence of any
non-singular derivation implies the existence of a non-singular derivation which preserves
a cyclic grading. In particular, the Lie algebras preserving a cyclic grading with one-
dimensional component were proved to be Hamiltonian, coinciding with those referred
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special case of this result of [2] (without resorting to the classification of simple finite-
dimensional modular Lie algebras) and extended it to all odd p, while the present paper
settles the case of characteristic two.
As in [5], the proof uses several apparently ad hoc Jacobi expansions that make it quite
computational; even if a more theoretical proof could be found, it is unlikely that the results
can be achieved avoiding the expansions entirely. The ANU p-Quotient Program [8] has as
usual played a major rôle in building small examples of finite-dimensional (quotients of)
algebras whose structure suggested the directions in which to search to develop a general
theory and which are the Jacobi expansions to employ. However, nowhere does the proof
given here rely on machine calculations.
From now on we refer to the paper [4] as I and to [5] as II.
2. Preliminaries
Notations are the same as in II. Now F is a field of characteristic p = 2, which allows
us to ignore signs safely. All commutators are left-normed; moreover, we will widely use
without specific mention the exponential shorthand for Lie brackets and sequences[
uvk
]= [uv . . . v︸ ︷︷ ︸
k
], λ1,
(
λ2, λ
µ
3
)∞ = λ1, λ2, λ3 . . .λ3︸ ︷︷ ︸
µ
,λ2, λ3 . . .λ3︸ ︷︷ ︸
µ
, . . . ,
the generalized Jacobi identity (in the two equivalent expansions)
[
v
[
yuλ
]]= λ∑
i=0
(
λ
i
)[
vuiyuλ−i
]= λ∑
i=0
(
λ
i
)[
vuλ−iyui
]
,
and Lucas’ Theorem (see [12,14]): if a = ∑ni=0 ai · pi , b = ∑ni=0 bi · pi is the p-adic
expansion of the two integers a and b, then
(
a
b
)
≡
n∏
i=0
(
ai
bi
)
(mod p).
Hence, if q is a power of the prime p and m,n, i, j are non-negative integers with n, j < q ,
then (
qm+ n
qi + j
)
≡
(
n
j
)
·
(
m
i
)
(mod p); (2.1)
thus, for instance, the above coefficient is equivalent to zero modulo p whenever m < i .
As a direct consequence of Lucas’ Theorem when p = 2, we have that(
2w − 1)≡ 1 (mod 2) for 0 i  2w − 1, w > 0. (2.2)
i
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s∑
k=0
(−1)k
(
n
k
)
= (−1)s
(
n − 1
s
)
for n, s  0, (2.3)
together with its three consequences:
n∑
k=0
(
n
k
)
= 2n for n 0, (2.4)
∑
0kn, k even
(
n
k
)
=
∑
0<k<n, k odd
(
n
k
)
= 2n−1 for n > 0, (2.5)
2a − 2b =
a−1∑
i=b
2i for 0 a < b. (2.6)
Finally, observe that Eqs. (2.1) and (2.4) can be used to show the following fact:
m∑
i=0
(
qm+ n
qi + j
)
≡
(
n
j
) m∑
i=0
(
m
i
)
=
(
n
j
)
· 2m (mod p);
in particular, the sum is even if m > 0. In this case, the following equivalence modulo two
holds:
∑
i∈I
(
qm+ n
qi + j
)
≡
(
n
j
)∑
i∈I
(
m
i
)
≡
(
n
j
)∑
i∈I ′
(
m
i
)
(mod 2), (2.7)
for I, I ′ a partition of the set of indices {0,1, . . . ,m}.
3. Background
The adopted terminology is introduced in Sections 3 and 4 of II: in what follows we
briefly recall some notations, indicating the appropriate reference in II. The generators of
the first two two-step centralizers of the algebra are denoted respectively by y and x (De-
finition 3.1); a sequence of m − 1 consecutive occurrences of centralizers generated by y
followed by a different centralizer is called a constituent of length m (Definition 3.2). Half
the length of the first constituent is called the parameter q of the algebra (Definition 3.3):
a constituent of length 2q is called long, one of length q is called short and all others are
called intermediate (Step 4.1).
All the preliminary results we need come from the corresponding section of II, except
for some remarks that deserve to be stated explicitly. The first one concerns Lemma 3.1
of II:
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occurs at the end of a short constituent, and it is followed by another short constituent.
This lemma was originally stated and proved in [3] in the odd case, but the alternative
proof given in Step 10 of II is independent of the characteristic p of the field, so it holds
for p = 2, too.
As pointed out in the introduction, we need to introduce a family of infinite-dimensional
Lie algebras of maximal class other than the Albert–Frank–Shalev ones. We call them the
bi-Zassenhaus loop algebras Bl (g,h). They depend on two integer parameters g  2 and
h  1, and they are described in [11]. They have only two distinct two-step centralizers
and, in the notation described at the end of Section 2 in II, their sequence of constituent
lengths reads as
2q, 2q − 1, ((2q)η−1,2q − 12)∞, where q = 2h and η = 2g − 1.
The final remark is about Lemmas 5.3 and 5.7 in I. These lemmas do not hold when the
characteristic is two, as pointed out in I in the note following Theorem 5.5. Examples of
this behavior are the algebras AFS(a, a + 1, n,2) of parameter q = 2a , whose sequence of
constituent lengths reads as 2q, (2q − 1, (2q)2n−a−1−1)∞, and all the bi-Zassenhaus alge-
bras. The simple algebra AF(a, a + 1, n), from which the loop algebra AFS(a, a + 1, n,2)
is constructed, is a Zassenhaus algebra of dimension 2n −1, whence the similarity with the
constituent pattern for the bi-Zassenhaus loop algebras.
4. Leitfaden
As anticipated in the introduction, the theorem we will prove can be stated as follows:
Theorem 4.1. Let L be an infinite-dimensional graded Lie algebra of maximal class over
a field F of characteristic two, generated by its first homogeneous component.
Then L is obtained
• either via a finite number (possibly zero) of inflation steps from one of the algebras:
AFS(a, b,n,2)⊗F2 F, AFS(a, b,∞,2)⊗F2 F or Bl (g,h) ⊗F2 F,• or as the limit of an infinite number of inflation steps.
In the latter case, the algebra one starts with is not relevant.
Now the proof of Theorem 4.1 runs as in the odd characteristic case. In particular, if L
is not inflated then the steps described below apply to show that L itself is an AFS or a
Bl -algebra. If L is inflated, we keep deflating L and noting the first two-step centralizers
κi of the deflated algebras: if after a finite number m of deflation steps we reach an algebra
N that is not inflated, then N will be an AFS or a Bl -algebra, and we can recover L from
N by inflating with respect to κm, . . . , κ2, κ1. If all the algebras we obtain in the process
are inflated, then L can be obtained as the limit of an infinite number of inflation steps with
respect to the sequence (κi)i1.
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maximal class is an AFS-algebra or a Bl -algebra, is split into eleven steps we list below.
They resemble those in II.
Lemma 3.1 in I takes care of the case L metabelian: so we can assume L not metabelian.
The first three steps are proved in I, too.
The first one is on constituent lengths.
Step 1. If L is not metabelian, then the first constituent has length 2q , for some power
q = 2h. All other constituents have length 2q or 2q − 2β , for 0 β  h.
So let q = 2h be the parameter of L.
The second step characterizes inflated algebras.
Step 2. L is inflated if and only if all constituents have even length.
The third step is just a corollary of the previous one.
Step 3. If all constituents after the first one are short, then L is inflated.
From now on, assume that the sequence of constituent lengths of L includes after the
first long constituent at least another non-short one, that can be either long or intermediate.
Then Step 4, whose proof is in Sections 5 and 6, deals with the former case.
Step 4. Suppose L has two distinct two-step centralizers. If the second non-short con-
stituent is long, then all constituents are short or long, and thus L is inflated.
The next five steps deal with the intermediate case, when the second non-short con-
stituent is intermediate. First of all we can describe the initial part of the sequence of
constituent lengths of L by the following step, proved in Section 5.
Step 5. Suppose the second non-short constituent is an intermediate one, of length 2q−2β ,
for 0 β < h, and that no two-step centralizer higher than the second one occurs before
it. Then the initial pattern of constituents is of the form
2q, qr−2, 2q − 2β, for some power r = 2k.
Note that the value k = 1 takes care of the case when the second constituent is not short.
Now it is possible to identify the basic elements of the whole sequence of constituent
lengths by proving (in Section 7) the claim of the next step.
Step 6. Suppose there is an initial segment of the sequence of two-step centralizers of L
that involves only the first two two-step centralizers, and that the corresponding segment
of the sequence of constituent lengths is
2q, qr−2, 2q − 2β, where 0 β < h.
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lengths consists of repetitions of the patterns
2q, qr−2 or 2q − 2β, qr−2.
Now we can identify a first class of algebras.
Step 7. Suppose L has two distinct two-step centralizers. If the sequence of constituent
lengths is
2q, qr−2, 2q − 2β, (qr−2,2q)∞,
then L is obtained from an AFS(a, b,∞,2)⊗F2 F via β inflation steps with respect to the
first two-step centralizer.
When a further intermediate constituent occurs, it is possible to give some bounds to
the occurrences of the patterns shown in Step 6.
Step 8. Suppose there is an initial segment of the sequence of two-step centralizers of L
that involves only the first two two-step centralizers, and that the corresponding segment
of the sequence of constituent lengths is
2q, qr−2, 2q − 2β, (qr−2,2q)s−1, qr−2,2q − 2β.
Then either s = 2l for some l  0, or r = 2 and s = 2l − 1 for some l  2.
This is proved in Section 8. Then we can apply the following theorem:
Theorem 4.2. Let L be an infinite-dimensional algebra of maximal class over the field F2.
Suppose the sequence of two-step centralizers has an initial segment in which only two
distinct two-step centralizers occur, and the corresponding initial segment of the sequence
of constituent lengths is
2q, qr−2, 2q − 1, (qr−2,2q)s−1, qr−2, 2q − 1,
with q = 2h, r = 2k and either s = 2l or r = 2 and s = 2l −1 for some l  2. If s = 2l , then
L ∼= AFS(h,h + k,h + k + l,2), otherwise if s = 2l − 1, then L ∼= Bl (l, h). In particular,
in both cases L has two distinct two-step centralizers.
The case s = 2l (the AFS case) of the theorem has been proved by Carrara in her pa-
per [7]; the case concerning bi-Zassenhaus algebras is proved in Section 9.
The above theorem and the inflation process allow us to state Step 9, which concludes
the identification of algebras with two distinct two-step centralizers.
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only the first two two-step centralizers, and that the corresponding sequence of constituent
lengths begins with
2q, qr−2, 2q − 2β, (qr−2,2q)s−1, qr−2, 2q − 2β.
Then L has two distinct two-step centralizers and is obtained from an AFS-algebra or a
Bl -algebra via β inflation steps with respect to the first two-step centralizer.
The proofs of the remaining steps, which deal with the case of more than two distinct
two-step centralizers, are unchanged from II.
Step 10. The ith two-step centralizer in order of occurrence appears for the first time as
CL1(L2n+1), for some n i − 1.
Step 11. Suppose L has at least three distinct two-step centralizers. Then all constituents
are either short or long, so that by Step 2 the algebra is inflated.
5. Sequences of short constituents
When the second non-short constituent is long, the number of short constituents be-
tween the first constituent and the second non-short one can be easily computed by repeat-
ing h times the deflation process as in the odd case, obtaining the same result.
Lemma 5.1. Suppose the sequence of two-step centralizers of L has an initial segment
involving only the first two two-step centralizers, and that the corresponding sequence of
constituent lengths is
2q, qm, 2q.
Then m = 2r − 3 for some power r = 2k .
If the second non-short constituent is intermediate, the deflation process alone is not
enough to get an analogous result. First of all we recall a useful formula from II.
Calculation Device 1. Let 0 = v ∈ Li , for some i > 1, define the element z = x + y and
suppose Ci,Ci+1, . . . ,Ci+n−1 ∈ {Fx,Fy}. If [vx1x2 . . . xn] is a non-zero commutator in L,
with xi ∈ {x, y}, then
[vx1x2 . . . xn] =
[
vzn
]
.
Our first lemma, like its analogue in II but with a slightly stronger hypothesis, tells us
that the length of the first sequence of consecutive short constituents has the same parity as
the characteristic p.
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second non-short constituent which we suppose to be intermediate. Then the number of
short constituents between the first constituent and the second non-short one is even.
Proof. Write the sequence of two-step centralizers as
2q, qm, 2q − 2β, for some 0 β < h.
By deflation, we can reduce to the case β = 0. Now m cannot be of the form 2s + 1 for
some s  0, because of the following Jacobi identity:
0 = [[yx2q−1(yxq−1)syxq/2−1][yx2q−1(yxq−1)syxq/2−1]]
= [[yzq(s+2)+q/2−1][yzq(s+2)+q/2−1]]
= [yz2q(s+2)+q−2y]+ [yz2q(s+2)+q−1] ·
(
s∑
i=0
(
q(s + 2)+ q/2 − 1
qi + q/2
))
,
that yields [
yz2q(s+2)+q−2y
]= [yx2q−1(yxq−1)myx2q−2y]= 0,
by applying factorization (2.1). 
Now we prove a slightly different version of Lemma 5.3 in II; we call minimal interme-
diate a constituent of length 2q − q/2.
Lemma 5.3. Suppose L has an initial segment of the sequence of two-step centralizers
involving only the first two two-step centralizers, and suppose the corresponding segment
of the sequence of constituent lengths is
2q, qm.
Suppose further that an intermediate constituent in the sequence of two-step centralizers
of L is preceded by at least m short ones ending in x .
Then either that intermediate constituent is followed by at least m short ones ending
in x , or it is minimal intermediate followed by an odd number τ < m of short constituents
ending in x and then by another minimal intermediate one. The latter alternative cannot
occur if the first non-short constituent after the top long one is intermediate.
Proof. If m = 0 there is nothing to prove, so assume m 1. Suppose that the intermediate
constituent (of length 2q − 2β ) is followed by 0  τ < m short ones ending in x . In the
odd characteristic case, the condition τ  1 follows from Lemma 5.7 in I; here we must
get it from a suitable expansion. By hypothesis 2β < q , thus if we call w an element lying
2β classes before the beginning of the intermediate constituent, then w lies inside the last
short constituent just before the intermediate one. This allows to use the following identity
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= [wz3qx] ·((3q − 1
2β
)
+
(
3q − 1
2q
))
+ [wxz3q−1y]
+ [wxz3q−1z] ·((3q − 1
2β − 1
)
+
(
3q − 1
2q − 1
))
,
which reduces to [
wz3qx
]= [wx2β yx2q−2β−1yxq−1x]= 0,
since the last binomial coefficient is the only one which vanishes; thus τ  1.
Now follow the inductive proof in II: denote v an element at the beginning of the (m −
τ − 1)th constituent before the intermediate one and consider the identity
0 = [v[yzq(m+2)−1x]]= [vzq(m+2)−2β xz2β−1x].
The element [vzq(m+2)−2β ] cannot be centralized by an element u = x, y , since the
above expansion shows that a constituent of length 2β < q would follow.
If it is centralized by x , we have the induction step.
If it is centralized by y , the equation above again shows that the length of the (τ + 1)th
constituent is q + 2β , which is an allowed constituent length only if 2β = 2h−1 = q/2.
This can only happen when p = 2, so it has no counterpart in II. This means that both
the intermediate constituent and the (τ + 1)th one after it are minimal, and this is the
only case where an intermediate constituent preceded by m short ones can be followed
by a number of short constituents less than m (note that when q = 2 there is only one
intermediate constituent, that is clearly minimal). Take an element w in class q/2 before
the first intermediate constituent and expand the following Jacobi identity, evaluating the
binomial coefficients by using Eqs. (2.2) and (2.7):
0 = [w[yx2q−1(yxq−1)τ+1x]]= [w[yzq(τ+2)+q−1]x]+ [wx[yzq(τ+2)+q−1]]
= [wzq(τ+3)x] ·
((
q(τ + 2) + q − 1
q/2
)
+
τ+2∑
i=2
(
q(τ + 2) + q − 1
qi
))
+ [wzq(τ+3)y]
+ [wzq(τ+3)z] ·
((
q(τ + 2)+ q − 1
q/2 − 1
)
+
τ+2∑
i=2
(
q(τ + 2)+ q − 1
qi − 1
))
.
Now, by using Eqs. (2.2) and (2.7) we can show that the above equation reduces to
(τ + 2)[wzq(τ+3)x]+ [wzq(τ+3)y]+ [wzq(τ+3)z]= 0,
that is equivalent modulo two to
τ
[
wxq/2yx2q−q/2−1
(
yxq−1
)τ
yxq−1x
]= 0. (5.1)
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intermediate, too. Now add the hypothesis that the (m+ 1)th constituent after the first long
one is intermediate. Take an element ξ in class one less than the beginning of the (m− τ )th
short constituent occurring before the intermediate one: then we get the identity
0 = [ξ[yx2q−1(yxq−1)m+1y]]= [ξ[yzq(m+2)+q−1y]]
= [ξ[yxq(m+2)+q−1]y]+ [ξy[yxq(m+2)+q−1]]
= [ξzq(m+3)y]
(
m−τ∑
j=0
(
q(m+ 2)+ q − 1
qj
)
+
τ∑
j=0
(
q(m+ 2) + q − 1
q(m − τ + 1 + j) + q/2
))
+ [ξyxq(m+2)+q−1y]+ [ξyzq(m+3)] ·
(
m−τ−1∑
j=0
(
q(m+ 2) + q − 1
qj + q − 1
)
+
τ∑
j=0
(
q(m+ 2) + q − 1
q(m − τ + 1 + j) + q/2 − 1
))
.
By Eqs. (2.2) and (2.7), this reduces to
0 = [ξzq(m+3)y]+ [ξyxq(m+2)+q−1y]+((m + 2
m − τ
)
+ 1
)[
ξyzq(m+3)
]
= [ξzq(m+3)y]+ [ξyzq(m+2)+q−1y]+ [ξyzq(m+3)],
since m is even (by Lemma 5.2) and τ is odd (by expansion (5.1)). Thus the above equation
reads
[
ξ
(
yxq−1
)m−τ
yx2q−q/2−1
(
yxq−1
)τ
yx2q−q/2−1y
]= 0,
and then the last claim of the lemma. 
Then we can prove Step 5.
Lemma 5.4. Suppose no two-step centralizer other than the first two occurs before the
second non-short constituent. Suppose the sequence of constituent lengths of L begins as
2q, qm,2q − 2β . Then m = 2k − 2 for some k.
Proof. Reduce by inflation to the case β = 0. Let k = [log2(m + 2)], so that m + 2 =
2k + ξ . The number ξ lies in the range 0 ξ  2k − 1 and is even by Lemma 5.2. Define
f = 2k − ξ − 1 > 0. Suppose now f m: then by Lemma 5.3 the element
w = [yx2q−1(yxq−1)myx2q−2(yxq−1)f y]
446 G. Jurman / Journal of Algebra 284 (2005) 435–461does not vanish. Let
λ =
(
m + f + 3
2
)
q + q
2
− 1,
so that w has weight 2(λ + 1) and the element [yzλ] lies q/2 classes before the end of the
((m + f + 1)/2)th short constituent after the first long one. Then we have:
0 = [[yzλ][yzλ]]
= [yz2λy]+ [yz2λ+1] ·
( m−f−1
2∑
i=0
(
λ
qi + q2
)
+
f−1∑
i=0
(
λ
q
(m−f+3
2 + i
)+ q2 − 1
))
.
When applying Eq. (2.2), all the summands in the first sum vanish, while those in the
second sum become equivalent to
( m+f+3
2
m−f+3
2 + i
)
and thus they vanish as well because m+f +3 = 2k+1 and ξ + i+1 ξ +2k −ξ −2+1 =
2k − 1. Thus the above expansion reduces to[
yz2λy
]= w = 0,
a contradiction. Then f > m, that is ξ < 1/2: as ξ is a non-negative integer, it is zero. 
Our version of Lemma 5.5 is slightly different from its analogue in II, since it needs
Lemma 5.3.
Lemma 5.5. Suppose the sequence of two-step centralizers of L has an initial segment
involving only the first two two-step centralizers, and that the corresponding sequence of
constituent lengths is
2q, qr−2, where r is a power of 2.
Then every long constituent in the sequence of two-step centralizers of L is followed by
at least r − 2 short ones ending in x , until the occurrence of a pattern . . . , 2q − q/2, qτ ,
2q − q/2 with τ < r − 2.
The proof is exactly the same as in II: until the occurrence of an above described pattern,
by Lemma 5.3 and induction we can suppose that a long constituent is preceded by r − 2
short ones. If it is followed by τ < r − 2 short constituents, let v be the element at the end
of the (r − 2 − τ )th short constituent before the long one. Then the expansion
0 = [v[yzqr−1x]]= [vzqrx]
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not occur in the sequence of constituent lengths the thesis applies to all long constituents:
we will show in the next section that this is always the case.
6. Algebras with long and short constituents
By using the results of the previous section, we can now prove Step 4. By hypothesis,
the first non-short constituent after the top long one is again long, thus by Lemma 5.1 we
know that the sequence of constituent lengths starts as
2q, q2r−3, 2q,
where q = 2h and r = 2k , and the h times deflated algebra we get from this one has para-
meter r . By Lemma 5.5 and induction, we can assume to have somewhere the pattern
. . . , qr−2, 2q, qσ , where σ  r − 2. (6.1)
We will show that no intermediate constituent can occur at the end of the above pattern, for
every value of σ . As usual, the deflation process allows us to consider only the maximal
intermediate case.
Suppose σ = r − 2 and let v be an element in the middle of the long constituent in the
above pattern; since r  2, the following expansion from II still holds:
0 = [v[yzq(r+1)−1x]]= [vxq(yxq−1)r−2yx2q−2y].
The above identity shows that no intermediate constituent is allowed after the pattern (6.1)
for σ = r − 2.
Then assume σ = r − 1. When r > 2 the inequality r  2r − 3 is satisfied, so the
following expansion holds, where w is an element in class one less than the beginning of
the long constituent in (6.1):
0 = [w[yx2q−1(yxq−1)rx]]= [w[yx2q−1(yxq−1)r]x]
= [wzq(r+2)x] ·
((
q(r + 1) + q − 1
0
)
+
r+1∑
j=2
(
q(r + 1)+ q − 1
qj
))
.
By Eq. (2.7), the coefficient is equivalent modulo two to r + 1; since r is even, hence the
expansion reduces to
[
wyx2q−1
(
yxq−1
)r−1
yxq−1x
]= 0.
Thus in this case there must be another short constituent after the sequence of r − 1 short
ones. When r = 2 then σ = 1 and the algebra starts as 2q, q,2q ; here we get a weaker
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pose that this happens and call v an element in class one less than the end of the short
constituent in (6.1). Then the expansion
0 = [v[yx2q−1yxq−1x]]= [v[yz3q−1]x]+ [vx[yz3q−1]]
= [vz3qx] ·((3q − 1
1
)
+
(
3q − 1
2q
))
+ [vz3q−1y]
+ [vz3q−1z] ·((3q − 1
0
)
+
(
3q − 1
2q − 1
))
= [vz3q−1y]+ [vz3q−1z]= [vxyx2q−2yxq−1x]
shows that the intermediate constituent is followed by a short one. But if we now call
w an element just one class less than the end of the long constituent in (6.1), we get a
contradiction from the following expansion:
0 = [w[yx2q−1yxq−1yxq−1y]]= [w[yx2q−1yxq−1yxq−1]y]
= [wz4qy] ·((4q − 1
1
)
+
(
4q − 1
q + 1
)
+
(
4q − 1
3q
))
= [wz4qy]= [vxyx2q−2yxq−1y].
Finally, we have to deal with the case σ > r − 1. Suppose that after the σ short con-
stituents an intermediate one occurs: by deflation, we can suppose that it is of length 2q−1.
By Lemma 5.3, one of the following must occur: either the intermediate constituent is fol-
lowed by at least r−2 short constituents or it is minimal intermediate followed by τ < r−2
short constituents and then by another minimal intermediate one. In the former case, by de-
flating h times the algebra, we would obtain (as in II) a constituent of length
σ + 2 + r − 2 + 1 > 2r,
that is impossible since we saw that the deflated algebra has parameter r (note that this
holds even for r = 2). The latter case can occur only for q = 2 (since the constituent of
length 2q − 1 must be minimal) and r > 2 (since 0 τ < r − 2): actually, it cannot occur
at all, since we can always get a contradiction to the initial hypothesis of infinite dimension
of L. So suppose to have the sequence of constituent lengths
4, 22r−3, 4 . . .2r−2, 4, 2σ , 3, 2τ , 3,
where τ < σ and consider the expansions below, where v is the element at the beginning
of the long constituent in the pattern (6.1).
• σ  2r − 4. Since the (σ + 1)th constituent is short, we can expand:
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= [vz2σ+5x] ·
(
σ∑
i=0
(
2σ + 5
2i + 3
))
+ [vz2σ+6y]+ [vz2σ+6z] ·
(
σ∑
i=0
(
2σ + 5
2i + 2
))
.
The two coefficient can be evaluated in the integers via Eq. (2.5) as 22σ+4 − 2 and
hence even, thus yielding
[
vxxx(yx)σyxxy
]= 0,
against the hypothesis of having an intermediate constituent after the σ short ones.
• σ = 2r − 3. First of all we prove that τ > 0:
0 = [vxxx(yx)σ−1y[yxxxyxx]]
= [vxxx(yx)σ−1y[yz5]x]+ [vxxx(yx)σ−1yx[yz5]]
= [vxxx(yx)σ−1yz6x] ·((5
1
)
+
(5
4
))
+ [vxxx(yx)σ−1yz6y]
+ [vxxx(yx)σ−1yz6z] ·((5
0
)
+
(5
3
))
= [vxxx(yx)σ−1yz6y]+ [vxxx(yx)σ−1yz6z]= [vxxx(yx)σyxxyxx].
Then we show that even τ > 0 cannot occur, by using the fact that the (2r − 2)th
constituent is not short:
0 = [vxx[yxxx(yx)2r−2y]]= [vxx[yz4r−1]y]
= [vxxz4ry] ·
( 2r−3∑
i=0
(
4r − 1
2i + 1
)
+
(
4r − 1
4r − 2
))
= [vxxx(yx)σyxxyxy].
• σ = 2r − 2. Here we can prove that no intermediate constituent can occur after the σ
short ones, by using an already employed relation:
0 = [vxx[yxxx(yx)2r−2y]]= [vxx[yz4r−1]y]= [vxxz4ry] ·
( 2r−2∑
i=0
(
4r − 1
2i + 1
))
= [vxxx(yx)σyxxy].
• σ  2r − 1. A slightly different version of the expansion above shows in this case that
we cannot even have that many short constituents after the long one in (6.1):
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( 2r−2∑
i=0
(
4r − 1
2i + 2
))
= [vxxx(yx)2r−1y].
This proves completely Step 4.
7. Proof of Step 6
The proof of this step is the same as in II, apart from the very last expansion: for com-
pleteness’ sake, we briefly summarize the path to get to this point.
The initial part of the sequence of constituent lengths is now
2q, qr−2 2q − 2β,
for some 0  β < h, so Lemmas 5.3 and 5.5 state that every non-short constituent is
followed by at least r − 2 short ones ending in x . We show here that the sequence of
constituent lengths consists of repetitions of the patterns
2q, qr−2 or 2q − 2β, qr−2.
In particular, for r = 2 this means that there are no short constituents. Moreover, by
Lemma 3.1, the above claim implies that no further two-step centralizer can occur.
By induction, suppose to have a
. . . , qr−2, 2q, qr−2 (7.1)
pattern somewhere, and let v be an element at the end of the constituent that precedes the
long one. Then the constituent after (7.1) cannot be short, since
0 = [v[yx2q−1(yxq−1)r−1y]]= [vyx2q−1(yxq−1)r−1y],
and it cannot be intermediate of length 2q − 2γ with γ = β since
0 = [v[yx2q−1(yxq−1)r−2yx2q−2γ−1y]]= [vyx2q−1(yxq−1)r−2yx2q−2γ −1y].
By using induction again, we can suppose to have a
. . . , qr−2, 2q − 2β, qr−2 (7.2)
pattern somewhere, and let v be an element at the end of the last short constituent before the
intermediate one. To prove that the constituent after (7.2) cannot be short, first we reduce
by induction to the case β = 0, then we expand:
0 = [v[yx2q−1(yxq−1)r−1y]]= [vyx2q−2(yxq−1)r−1yx].
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to consider separately the cases γ > β and γ < β . In the former case, deflate to β = 0 then
expand:
0 = [v[yx2q−1(yxq−1)r−2yx2q−2γ−1y]]= [vyx2q−2(yxq−1)r−2yx2q−2γ−1yx].
The latter case is the one which deserves a deeper investigation. First deflate to γ = 0, let
λ = q(r + 1) + q − 2β − 1 and expand from the back the following equation:
0 = [vyx2β−2[yx2q−1(yxq−1)r−2yx2q−2β−1x]]= [vyx2β−2[yzλ]x]+ [vyx2β−2x[yzλ]]
= [vyx2β−2zλ+1x] ·
((
λ
2β − 1
)
+
r∑
i=2
(
λ
qi + 2β − 2
))
+ [vyx2β−2zλ+1y]
+ [vyx2β−2zλ+1z] ·
((
λ
2β
)
+
r∑
i=2
(
λ
qi + 2β − 1
))
.
Since q − 2β − 1 = 2h−1 + · · ·+ 2β+1 + 2β−1 + · · ·+ 1 by Eq. (2.6), by applying Eq. (2.7)
we get
[
vyx2q−2β−1
(
yxq−1
)r−2
yx2q−2yx2β−1x
]= 0,
since [vyx2q−2β−1(yxq−1)r−2yx2q−2yx2β−1y] = 0 because constituents cannot have
length 2β < q ; then the claim follows.
8. Proof of Step 8
By Steps 6, 7 and deflation, we can suppose to have a sequence of constituent lengths
which starts as
2q, qr−2, 2q − 1, (qr−2,2q)σ−1, qr−2, 2q − 1. (8.1)
We have to prove that either σ = 2l , for some l  0, or r = 2 and σ = 2l − 1, for some
l  2. The values 1 σ  4 verifies the thesis, so we can assume σ  5. Moreover, define
α = [log2(σ )] and δ as the exponent of the factor 2 in the prime decomposition of the
number σ .
First of all, we state and prove five lemmas.
Lemma 8.1. If σ is odd, then another pattern qr−2, 2q − 1 occurs at the end of (8.1).
Proof. In view of Step 6, either a qr−2, 2q or a qr−2, 2q − 1 can follow (8.1); then define
λ = qr(σ + 1)/2 + qr/2 + q − 2, so that [yzλ] is the element
[
yx2q−1
(
yxq−1
)r−2
yx2q−2
(
yxq−1
)r−2(
yx2q−1
(
yxq−1
)r−2)(σ−3)/2
yx2q−1
(
yxq−1
)r/2−1]
,
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0 = [[yzλ][yzλ]]= [yz2λy]+ [yz2λ+1] · ∆.
If r = 2, the coefficient ∆ is
∆ =
(σ−1)/2∑
j=0
(
λ
2qi
)
+
(
λ
2q σ+12
)
− 1 ≡ 1 (mod 2),
while when r > 2 then
∆ =
r/2−1∑
i=0
(
λ
qi
)
+
(σ−3)/2∑
j=0
r−1∑
i=1
(
λ
qrj + qi + q r2
)
+
r−1∑
i=0
(
λ
qr σ−12 + q r2 + qi + q − 1
)
≡
r/2−1∑
i=0
(
r σ+12
0
)( r
2
i
)(
q − 2
0
)
+
(σ−3)/2∑
j=0
(
r/2−1∑
i=1
(
r σ+12
rj + (i + r2 )
)( r
2
0
)
+
r−1∑
i=r/2
(
r σ+12
r(j + 1)
)( r
2
i − r2
))(
q − 2
0
)
+
r−1∑
i=0
( rσ
2 + r
rσ
2 + i
)(
q − 2
q − 1
)
≡ 1 (mod 2);
both cases can be evaluated by applying Eq. (2.7). Then the above expression reads as
[yz2λx] = 0, yielding that the element
[
yx2q−1
(
yxq−1
)r−2
yx2q−2
(
yxq−1
)r−2(
yx2q−1
(
yxq−1
)r−2)σ−1
yx2q−2(
yxq−1
)r−2
yx2q−2x
]
vanishes, thus eliminating the possibility that the pattern (8.1) is followed by a qr−2,2q .
Lemma 8.2. If (8.1) is followed by a pattern qr−2,2q − 1, then r = 2.
Proof. Suppose, by way of contradiction, that r > 2. By Lemma 5.3, the pattern qr−2,
2q − 1 is followed by at least another short constituent. But this leads to a contradiction
because of the following expansion (a slightly modified version of a similar one occurring
in II), where v is an element in the middle of the last long constituent in (8.1) and λ is
2q(r + 1)− 3:
0 = [v[yx2q−1(yxq−1)r−2yx2q−2(yxq−1)r−2yx2q−2y]]= [v[yzλ]y]
= [vzλ+1y] ·
(
r−1∑( λ
qi
)
+
r−2∑( λ
qr + qi + q − 1
)
+
(
λ
2qr + q − 2
))
.i=1 i=0
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than q − 3, while the first sum is equivalent to one modulo two by Eq. (2.7). If q = 2 the
integer λ is 4r + 1, then the only non-vanishing summand is ( λ2qr+q−2).
Thus in both cases the coefficient of [v[yzλ]y] is one, so that the above expansion gives
[
yx2q−1
(
yxq−1
)r−2
yx2q−2
((
yxq−1
)r−2
yx2q−1
)σ−1((
yxq−1
)r−2
yx2q−2
)2
yxq−1y
]= 0,
as claimed. 
Lemma 8.3. If L has
2q, 2q − 1, (2q)σ−1, 2q − 1, 2q − 1, (2q)τ−1, 2q − 1
as its initial sequence of constituent lengths where σ is odd, then τ > 2α − 2.
Proof. Suppose this is not the case, so that τ  2α − 2: then σ − 1 − (2α − τ ) < σ − 1;
since 2α − 2 < σ − 1, we can define λ as 2q − 3 + 2q · 2α and w as the element one class
before the end of the (σ − (2α − τ ))th long constituent, i.e.
w = [yx2q−1yx2q−2(yx2q−1)σ−1−(2α−τ )yx2q−2].
Now expand the following identity:
0 = [w[yx2q−1yx2q−2(yx2q−1)2α−2yx2q−2y]]= [w[yzλy]]= [w[yzλ]y]
= [[wzλ+1]y]
·
( 2α−1−τ∑
i=0
(
λ
2qi + 1
)
+
(
λ
2q(2α − τ )
)
+
τ−1∑
i=0
(
λ
2q(2α − τ + i)+ 2q − 1
))
.
The last sum in the coefficient vanishes since 2q − 1 > 2q − 3, while the other terms can
be proved equivalent to one modulo two evaluating them together by applying factoriza-
tion (2.1) first and then Eq. (2.3). Then the above expansion reads as
0 = [wzλ+1y]= [yx2q−1yx2q−2(yx2q−1)σ−1(yx2q−2)2(yx2q−1)τ−1yx2q−2y],
a contradiction. 
Lemma 8.4. If L has
2q, qr−2, 2q − 1, (qr−2,2q)σ−1, qr−2, 2q − 1, (qr−2,2q)τ−1, qr−2, 2q − 1
as its initial sequence of constituent lengths where σ is even and r > 2, then τ  σ .
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an element q class before the end of the last long constituent in the (qr−2,2q)σ−1 pattern
and let λ = qr(τ + 1) + 2q − 3; then [yzλy] is the relation which says that the sequence
of constituent lengths is not of the form
2q, qr−2, 2q − 1, (qr−2,2q)τ−1, qr−2, 2q − 1,
and we have
0 = [v[yzλy]]= [v[yzλ]y]
= [yx2q−1(yxq−1)r−2yx2q−2((yxq−1)r−2yx2q−1)σ−1(yxq−1)r−2yx2q−2((
yxq−1
)r−2
yx2q−1
)τ−1(
yxq−1
)r−2
yx2q−2yxq−1y
] · Γ.
When q > 2, the proof from II applies unmodified to show Γ ≡ −1 (mod p). When q = 2,
we have that
Γ =
∑
ξ∈
(
λ
ξ
)
,
where λ = 2τr + 2r + 1 and  is the set of the indices
 = {2, 2i + 2, 2r + 1, 2(rt + r + i) + 1,2(rt + 2r) + 1, 2rτ + 2i + 1, 2rτ + 2r:
1 i  r − 2, 0 t  τ − 2}.
By Eq. (2.7) the above sum can be shown to be odd.
Then Γ ≡ 1 (mod 2) for every parameter q , so τ  σ . 
Lemma 8.5. If L has
2q, 2q − 1, (2q)σ−1, 2q − 1, (2q)τ−1, 2q − 1
as its initial sequence of constituent lengths where σ is even, then τ > 2δ , where 2δ is the
highest power of two which divides σ .
Proof. Obviously we can assume σ  6. If σ is a power of two, then the claim follows
from Theorem 4.2, so suppose σ is not a 2-power.
When τ = 1 the claim follows from the expansion
0 = [[yx2q−1yx2q−2(yx2q−1)σ/2−1yxq−1][yx2q−1yx2q−2(yx2q−1)σ/2−1yxq−1]]
= [[yz2q(σ/2+1)+q−2][yz2q(σ/2+1)+q−2]]
= [yz2q(σ+3)−4y]
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(
σ/2−1∑
i=0
(
2q(σ2 + 1)+ q − 2
2qi + q
)
+
(
2q(σ2 + 1) + q − 2
2q σ2 + q − 1
))
.
In fact, all terms in the coefficient of the second element vanish because q, q − 1 > q − 2,
so that the equation reads as
[
yz2q(σ+3)−4y
]= [yx2q−1yx2q−2(yx2q−1)σ−1(yx2q−2)2y]= 0.
When 2 τ  2δ , we can observe that 0 < 2δ − 1 < σ − 1 and that the integer σ − 1 +
τ − (2δ + 1) is not negative and less than σ − 1, so we can write the following expansion,
by letting λ = 2q · (2δ + 1) + 2q − 3 and v as an element at the end of the (σ − 1 + τ −
(2δ + 1))th long constituent in the series of σ − 1 ones:
0 = [v[yx2q−1yx2q−2(yx2q−1)2δ−1yx2q−2y]]= [v[yzλy]]= [v[yzλ]y]+ [vy[yzλ]]
= [vzλ+1y] ·
( 2δ+1−τ∑
i=0
(
λ
2qi
)
+
τ−1∑
i=0
(
λ
2q(2δ + 1 − τ + i)+ 2q − 1
))
+ [vyzλy]
+ [vyzλz] ·
( 2δ+1−τ∑
i=0
(
λ
2qi − 1
)
+
τ−1∑
i=0
(
λ
2q(2δ + 1 − τ + i) + 2q − 2
))
.
Since 2q − 1,2q − 2 > 2q − 3, all terms are zero but those in the very first sum, which can
be factorized as in (2.1) and then evaluated by Eq. (2.3) as
(
2δ
2δ + 1 − τ
)
and then equivalent to zero modulo two. Thus the expansion reduces to
0 = [vyzλy]= [yx2q−1yx2q−2(yx2q−1)σ−1yx2q−2y(yx2q−1)τ−1yx2q−2y],
proving the claim. 
Now we can prove the step; we distinguish three cases.
• If σ is odd, by Lemmas 8.1 and 8.2, the value of r is two and another intermediate
constituent immediately follows (8.1). So suppose σ + 1 is not a power of two, let 2ψ be
the highest power of 2 which divides σ + 1 and write σ + 1 as 2ψ+1 ·A+ 2ψ − 1 for some
positive integer A. Moreover, 2ψ  2α−1  2α − 2 since σ  5: thus, by Lemma 8.3, the
element
[
yx2q−1yx2q−2
(
yx2q−1
)σ−1(
yx2q−2
)2(
yx2q−1
)2ψ−1
y
]
is not zero.
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0 = [[yx2q−1yx2q−2(yx2q−1)(σ−3+2ψ)/2yxq−1][
yx2q−1yx2q−2
(
yx2q−1
)(σ−3+2ψ)/2
yxq−1
]]
= [[yzλ][yzλ]]
= [yz2λy]+ [yz2λ+1] ·
(
(σ−1−2ψ)/2∑
i=0
(
λ
2qi + q
)
+
(
λ
2q σ+1−2ψ2 + q − 1
)
+
2ψ−2∑
i=0
(
λ
2q
(
σ+3−2ψ
2 + i
)+ q − 2
))
.
The first sum and the next coefficient are zero because q, q − 1 > q − 2, while the last sum
can be shown through the partial sum formula (2.3) to be equivalent to
1 +
(
2ψ · (A+ 1) − 1
2ψ − 1
)
,
which vanishes modulo two, so the above expansion reduces to
[
yz2λy
]= [yx2q−1yx2q−2(yx2q−1)σ−1(yx2q−2)2(yx2q−1)2ψ−1y]= 0,
proving the first case.
• If σ is even and r > 2, suppose σ is not a power of two: then 2α+1 + 1 − σ < σ and
then, by Lemma 8.4, the element
[
yx2q−1
(
yxq−1
)r−2
yx2q−2
((
yxq−1
)r−2
yx2q−1
)σ−1(
yxq−1
)r−2
yx2q−2((
yxq−1
)r−2
yx2q−1
)2α+1−σ ]
is not zero.
Now let λ = q − 2 + qr/2 + qr2α and expand
0 = [[yx2q−1(yxq−1)r−2yx2q−2((yxq−1)r−2yx2q−1)2α−1(yxq−1)r/2−1][
yx2q−1
(
yxq−1
)r−2
yx2q−2
((
yxq−1
)r−2
yx2q−1
)2α−1(
yxq−1
)r/2−1]]
= [[yzλ][yzλ]]= [yz2λy]+ [yz2λz] ·∑
i∈K
(
λ
i
)
,
where K is the set
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{
qj : j = 0, . . . , r
2
− 1
}
∪
{(
q
r
2
+ q
)
+ ql + qrj : l = 0, . . . , r − 2, j = 0, . . . , σ − 2α − 1
}
∪
{(
q
r
2
+ q
)
+ q(r − 2) + qr(σ − 2α − 1)+ 2q − 1 + ql
+ qrj : 0 l  r − 2, 0 j  2α+1 − σ − 1
}
.
By Lucas’ Theorem, the only non-zero term occurs for i = 0, thus the total coefficient is
one and we get
[
yz2λx
]= [yx2q−1(yxq−1)r−2yx2q−2((yxq−1)r−2yx2q−1)σ−1(
yxq−1
)r−2
yx2q−2
((
yxq−1
)r−2
yx2q−1
)2α+1−σ ]= 0,
a contradiction.
• Finally, if σ is even and r = 2, by Lemma 8.5, the element
[
yx2q−1yx2q−2
(
yx2q−1
)σ−1
yx2q−2y
(
yx2q−1
)2δ−1
yx2q−2x
]
is not zero. Suppose that σ is not a 2-power and consider the following expansion, where
λ = 2q − 2 + 2q(σ/2 + 2δ−1):
0 = [[yx2q−1yx2q−2(yx2q−1)σ/2+2δ−1−1][yx2q−1yx2q−2(yx2q−1)σ/2+2δ−1−1]]
= [[yzλ][yzλ]]
= [yz2λy]+ [yz2λz] ·
(
σ/2−2δ−1∑
i=0
(
λ
2qi
)
+
2δ−1∑
i=0
(
λ
2q
(
σ
2 − 2δ−1 + i
)+ 2q − 1
))
.
The terms in the last sum are zero since 2q − 1 > 2q − 2. In the notation of Lemma 8.5,
we can write σ = 2δ · (2n + 1) for some positive integer n. Then the first sum can be fac-
torized by Lucas’ Theorem (2.1) and evaluated by Eq. (2.3) as
(
2δ · (n + 1) − 1
2δ · n + 2δ−1
)
,
which is equivalent to one modulo two; hence the above expansion becomes
[
yz2λx
]= [yx2q−1yx2q−2(yx2q−1)σ−1yx2q−2y(yx2q−1)2δ−1yx2q−2x]= 0,
concluding the proof.
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In this last section, we prove the part of Theorem 4.2 concerning the case r = 2 and
s = 2l − 1. In the notation of Section 3, this means dealing with bi-Zassenhaus algebras
Bl (l, h) with s = η.
Proof. By taking β = 0 in Step 6, we deduce that L has only two distinct two-step cen-
tralizers, Fx and Fy , and two distinct constituent lengths, 2q and 2q − 1.
Now we only have to prove that L and Bl (g,h) have the same sequence of constituent
lengths. This means that, if w is an element at the beginning of a constituent, we have to
show which of the elements
[
wyx2q−2x
]
and
[
wyx2q−2y
]
is the generator of the homogeneous component in the corresponding weight.
Now we introduce the element
vn =
[
yx2q−1
(
yx2q−2
(
yx2q−1
)η−1
yx2q−2
)n]
and suppose that
L2q+1+dn = 〈[vny]〉,
where d = 2g+h+1 − 2 is the length of the periodic pattern.
First we prove that [vny] must be followed by an intermediate constituent. In fact,
a graded Lie algebra of maximal class M such that
M2q+1+dn = 〈[vny]〉
where [vny] is followed by a long constituent has finite dimension, since the relators
[yxy] and [v1x] =
[
yx2q−1yx2q−2
(
yx2q−1
)η−1
yx2q−2x
]
are zero in M , so that we can expand:
0 = [vnyx2q−2[yxy]]= [vnyx2q−1yy] and
0 = [vn−1y[v1x]]= [vn−1y[yz2q(η+1)+2q−3x]]
= [vn−1y[yz2q(η+1)+2q−3]x]+ [vn−1yx[yz2q(η+1)+2q−3]]
= [vn−1yz2q(η+1)+2q−2x] ·
(
η−1∑
i=0
(
2q(η + 1) + 2q − 3
2qi + 2q − 2
)
+
η+1∑
i=η
(
2q(η + 1)+ 2q − 3
2qi + 2q − 3
))
+ [vn−1yxz2q(η+1)+2q−2]
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(
η−1∑
i=0
(
2q(η + 1) + 2q − 3
2qi + 2q − 3
)
+
η+1∑
i=η
(
2q(η + 1)+ 2q − 3
2qi + 2q − 4
))
= [vn−1yz2q(η+1)+2q−2x]= [vnyx2q−1yx],
evaluating the coefficient via Eq. (2.7). Then we prove that, after the above cited inter-
mediate constituent, there are at least η − 1 long ones. Again, we prove that a graded Lie
algebra of maximal class M that coincide with L up to the above intermediate constituent
and whose next intermediate constituent occurs after less than η − 1 long ones has finite
dimension. So let 0 i  η − 2, so that the relation
[
yx2q−1yx2q−2
(
yx2q−1
)i
yx2q−2y
]= 0
holds and suppose that the element
[
vnyx
2q−2(yx2q−1)iyx2q−2y]
is not zero. Then we have the identities:
0 = [vnyx2q−2(yx2q−1)iyx2q−3[yxy]]= [vnyx2q−2(yx2q−1)iyx2q−2yy] and
0 = [vn−1yx2q−2(yx2q−1)η−1[yx2q−1yx2q−2(yx2q−1)iyx2q−2y]]
= [vn−1yx2q−2(yx2q−1)η−1[yz2q(i+2)+2q−3y]]
= [vn−1yx2q−2(yx2q−1)η−1y[yz2q(i+2)+2q−3]]
= [vn−1yx2q−2(yx2q−1)η−1yz2q(i+2)+2q−2]
·
((
2q(i + 2)+ 2q − 3
2q − 2
)
+
i+1∑
j=1
(
2q(i + 2) + 2q − 3
2qj + 2q − 3
)
+
(
2q(i + 2)+ 2q − 3
2q(i + 2)+ 2q − 4
))
= [vn−1yx2q−2(yx2q−1)η−1yz2q(i+2)+2q−2]= [vnyx2q−2(yx2q−1)iyx2q−2yx].
Finally, we have to show that after η − 1 long constituents an intermediate one follows;
this will prove the claim since it will complete the (n + 1)th period in the sequence of
constituent lengths. Again we prove that the hypothesis that a further long constituent
follows the sequence of η−1 previous ones cannot lead to an infinite-dimensional algebra.
Suppose then that the element
[vn+1xy] =
[
vnyx
2q−2(yx2q−1)ηy]
does not vanish; then we can show, by using two relations already employed and Eq. (2.7),
that
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= [vn+1xyy] and
0 = [vn−1yx2q−2(yx2q−1)η−1y[v1x]]
= [vn−1yx2q−2(yx2q−1)η−1y[yx2q−1yx2q−2(yx2q−1)η−1yx2q−2x]]
= [vn−1yx2q−2(yx2q−1)η−1y[yz2q(η+1)+2q−3x]]
= [vn−1yx2q−2(yx2q−1)η−1y[yz2q(η+1)+2q−3]x]
+ [vn−1yx2q−2(yx2q−1)η−1yx[yz2q(η+1)+2q−3]]
= [vn−1yx2q−2(yx2q−1)η−1yz2q(η+1)+2q−2x]
·
((
2q(η + 1) + 2q − 3
2q − 2
)
+
η+1∑
i=1
(
2q(η + 1)+ 2q − 3
2qi + 2q − 3
))
+ [vn−1yx2q−2(yx2q−1)η−1yxz2q(η+1)+2q−2]
·
((
2q(η + 1) + 2q − 3
2q − 3
)
+
η+1∑
i=1
(
2q(η + 1)+ 2q − 3
2q(i + 1)+ 2q − 4
))
= [vn−1yx2q−2(yx2q−1)η−1yz2q(η+1)+2q−2x]= [vnyx2q−2(yx2q−1)ηyx]
= [vn+1xyx].
The above relations yield
L2q+1+d(n+1) = 〈[vn+1y]〉,
concluding the induction step and then completing the proof. 
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