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Quantum phase transitions out of a symmetry-protected topological (SPT) phase in (1+1) di-
mensions into an adjacent, topologically distinct SPT phase protected by the same symmetry or
a trivial gapped phase, are typically described by a conformal field theory (CFT). At the same
time, the low-lying entanglement spectrum of a gapped phase close to such a quantum critical point
is known(Cho et al., arXiv:1603.04016), very generally, to be universal and described by (gapless)
boundary conformal field theory. Using this connection we show that symmetry properties of the
boundary conditions in boundary CFT can be used to characterize the symmetry-protected de-
generacies of the entanglement spectrum, a hallmark of non-trivial symmetry-protected topological
phases. Specifically, we show that the relevant boundary CFT is the orbifold of the quantum crit-
ical point with respect to the symmetry group defining the SPT, and that the boundary states
of this orbifold carry a quantum anomaly that determines the topological class of the SPT. We
illustrate this connection using various characteristic examples such as the time-reversal breaking
“Kitaev chain” superconductor (symmetry class D), the Haldane phase, and the Z8 classification of
interacting topological superconductors in symmetry class BDI in (1+1) dimensions.
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I. INTRODUCTION
The recent progress in our understanding of phases
of matter has revealed that there are plenty of phases
that go beyond Landau’s symmetry breaking paradigm.1
Having various quantum disordered phases, which are
not characterized by spontaneous symmetry breaking, we
can ask if all these phases are (topologically) equivalent
or not. At least for gapped phases of matter, which are
our focus in this paper, the (partial) answer to this ques-
tion is known. There are at least three broad classes
of quantum disordered phases: (i) topologically trivial
phases, (ii) phases with intrinsic topological order, in-
cluding symmetry-enriched topological phases, the frac-
tional quantum Hall effect, and (iii) symmetry protected
topological (SPT) phases, including electronic topolog-
ical band insulators. The literature on these classes of
phases of matter is by now too exhaustive to mention
here, but for example, see Refs. 1–6 for reviews, and Refs.
7–11 and 12–29, for recent studies on symmetry enriched
topological phases and SPT phases, respectively.
In this paper, we will establish a link between (1+1)d
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2SPT phases which are gapped, and boundary conformal
field theories (CFTs) which are gapless. In particular,
we will associate specific types of boundary conditions in
boundary CFTs (BCFTs) to an SPT phase.
A motivation to connect gapped SPT phases to CFT
(or BCFT), which describes gapless critical points or crit-
ical phases, comes naturally from the following obser-
vation. By definition, distinct SPT phases cannot be
adiabatically deformed into each other while preserving
the symmetries that define the SPT phase, without going
through a quantum critical point at which the gap closes:
In other words, distinct SPT phases are separated by a
quantum critical point which is typically a CFT. Thus
in the phase diagram, a given SPT phase is typically
in proximity of a CFT. (The SPT belongs to the “theory
space” of quantum field theories that can be reached from
the CFT by applying perturbations relevant in the renor-
malization group sense.) One may then wonder to which
extent a given CFT describing such a quantum critical
point knows about SPT phases which are located just in
its immediate neighborhood. Since an arbitrarily small
gap is enough to define a topological phase, the ques-
tion which relevant operator (“massive deformation”) of
a given CFT gives rise to a specific topological or triv-
ial phase in its vicinity can be deduced solely from data
contained in the CFT.
In this paper, we associate a particular BCFT with
a given (1+1) dimensional SPT phase by using a num-
ber of different arguments. One of our main arguments,
which we believe to be the most fundamental and uni-
versal, uses the entanglement spectrum. The entangle-
ment spectrum has generally been proven to be a use-
ful tool to study SPT phases.30,31 In particular, it has
been previously claimed and proven, using matrix prod-
uct states (MPSs), that the entanglement spectrum of
the ground state of a (1+1) dimensional SPT phase is
degenerate, and that the degeneracy of the entanglement
spectrum is protected by the symmetries which define the
SPT phase (“symmetry protected degeneracy”). In this
paper, by establishing a connection to BCFTs, we will
develop an analytical understanding of the entanglement
spectrum of SPT phases near their proximate quantum
critical points, which are described by a CFT. We can
then use the knowledge of the corresponding BCFTs to
study SPT phases.
In another argument, we try to detect non-trivial prop-
erties of a given SPT phase by first attaching an ideal
“lead” (a gapless quantum field theory) to the SPT phase
(see FIG. 2). We then “shoot” quasiparticles (e.g., elec-
trons) from the “lead” into the SPT phase and measure
their scattering off from the SPT phase to learn some-
thing about the SPT phase. Such an approach has been
applied to non-interacting fermionic SPT phases in all
dimensions32 and has proven to be quite powerful. E.g.,
from the properties of the scattering matrix, one can ob-
tain the 10-fold classification of topological insulators and
superconductors.12,13,33 In the present paper, we gener-
alize this approach to (1+1)-d SPT phases with interac-
tions, by using BCFTs.
As an application and illustration of our framework,
we will discuss archetypical topological states in one spa-
tial dimension, such as the time-reversal breaking topo-
logical superconductor in symmetry class D (a fermionic
SPT phase)34, and the Haldane chain (a bosonic SPT
phase). We will also apply our framework to topological
superconductors in symmetry class BDI in (1+1) dimen-
sions. For this system, Fidkowski and Kitaev35,36 found
a “counter example” of the non-interacting classification
of topological insulators/superconductors. While at the
non-interactive level, 1d topological superconductors in
symmetry class BDI are classified by an integer topolog-
ical, invariant, Fidkowski and Kitaev found that, with
interaction, the Z classification reduces to the smaller Z8
classification. It would be quite interesting to understand
in further detail how the non-interacting classification re-
duces to this smaller classification in the presence of in-
teractions. By linking SPT phases to BCFTs, we deepen
our understanding of this phenomenon.
For loosely related works, see, for example, Ref. 37, and
Ref. 38. (The latter work studied the role of boundaries
in the entanglement spectrum in (1+1)-dimensional (gap-
less) CFTs, as opposed to the gapped (1+1)-dimensional
SPT phases discussed in the present work.) In Ref. 39,
the relationship between gapped phases in (1+1) dimen-
sions and boundary states in boundary CFTs was dis-
cussed in the context of the (continuous) MERA ten-
sor network representation of quantum ground states and
their holographic duality.
The rest of the paper is organized as follows.
In Sec. II, we provide various setups allowing us to
make a connection between SPT phases and BCFTs. In
particular, we consider gapless CFTs which are in contact
with gapped SPT phases, and we discuss the entangle-
ment spectrum of gapped (1+1) dimensional SPT phases
close to a quantum critical point. (See also Ref. [40].)
In Sec. III we discuss the problem of identifying a
proper boundary state of the CFT for a given SPT phase.
This is also related to the question as to how we de-
scribe, in the language of CFT, the symmetry-protected
degeneracy of the entanglement spectrum, a hallmark of
(1+1)-dimensional SPT phases. In order to achieve this
goal, we will propose to use boundary states of an orb-
ifold CFT, which is obtained from the original CFT by
orbifolding it by the symmetry group defining the SPT.
This methodology is demonstrated in the two simplest
examples of (1+1) dimensional SPT phases, namely, the
Kitaev chain (Sec. IV), and the Haldane chain (Sec. V).
We will also discuss the Z8 classification of Fidkowski-
Kitaev in the class BDI Majorana chain in Sec. VI. The
symmetry group of this system involves time-reversal,
which needs to be treated somewhat differently from uni-
tary on-site symmetries. We conclude in Sec. VII.
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FIG. 1. Deformation of the domain wall. (a) A domain wall
with the size a, which is of the lattice scale. SPT phases will
localize a zero mode at the domain wall. (b) The domain wall
can smoothly be deformed to a bigger spatial region. In this
manipulation of the domain wall, the topological zero mode
cannot be removed. (c) When we push the domain wall to
L  a, we effectively find a critical mode localized at the
length scale L. Even in this limit, the topological zero mode
will be superposed with the critical mode whose level spacing
will be determined by the non-topological scale ∼ 1/L. This
picture suggests that the boundary zero mode of the SPT
phases can be thought as the critical mode localized at the
UV scale ‘a’ as mentioned in the main text.
II. BOUNDARY CONFORMAL FIELD
THEORIES (BCFTS) AND SYMMETRY
PROTECTED TOPOLOGICAL PHASES (SPTS)
In this section, we give an overview of a set of ar-
guments which support the advocated relation between
BCFTs and SPTs: (A) The Jackiw-Rebbi domain wall;
(B) the scattering from SPT phases; and (C) the entan-
glement spectrum.
A. Interface between trivial and topological phases
A principle that underlies all non-interacting topolog-
ical phases of Fermions can be well illustrated by the
Jackiw-Rebbi domain wall (and its analogue in differ-
ent dimensions and in different symmetry classes); let us
consider a massive Majorana fermion system described
by the action S = S∗ + SI
S∗ =
1
4pi
∫
dtdx
[
ψLi(∂t − v∂x)ψL + ψRi(∂t + v∂x)ψR
]
,
SI = −im
∫
dtdxψLψR, (1)
where ψL (ψR) is a left-moving (right-moving) real
fermion field, and v is the Fermi velocity. Depend-
ing on the sign of the mass m, the gapped phase
is a topologically trivial/non-trivial phase (topologi-
cal/ordinary superconductor) in symmetry class D in the
“ten-fold way” classification of topological insulators and
superconductors12,13,33 (To be more precise, in order for
this topological phase to be stable, fermion parity needs
to be preserved. We will come back later to the role
of symmetries protecting the SPT phase.) Which sign
of the mass realizes a topological phase depends on the
ultraviolet (UV) physics which is not encoded in the low-
energy action. However, when we make a domain wall in
the mass, there is an isolated zero energy Majorana mode
which is insensitive to UV physics.
One can also consider a coupling constant which is
space-dependent, m→ m(x). In particular, one can con-
sider a profile where m(x) has alternate signs for x > 0
and x < 0 as
m(x)→
 +|m|, x→ +∞−|m|, x→ −∞. (2)
The mass profile m(x) crosses zero somewhere in be-
tween, say at x = 0. This geometry realizes an interface
between topologically trivial and topologically non-trivial
gapped phases. This Jackiw-Rebbi domain wall traps a
Majorana fermion, which is the hallmark of a topological
phase.
One of the purposes of this paper is to extend this
Jackiw-Rebbi phenomenon to interacting settings (see
below). In fact, we will claim that BCFT is a natural
language to discuss interacting Jackiw-Rebbi phenom-
ena. In topological phases, details of the profile m(x)
do not matter, and we can make the interface between
the topological and non-topological phases as smooth as
possible. If we do so, the transient region can be made
very long (compared to the UV cut-off length scale of the
theory), and it then looks like a CFT. In passing, note
that because of topology, the number of stable boundary
modes (zero modes) should not change even if we make
the transient region as long as possible. (See Fig. 1.)
The above non-interacting setting can be generalized
to more generic, interacting SPT phases and quantum
critical points. A given gapped phase in (1+1) dimen-
sions can be obtained as a “massive deformation” of a
CFT,
S∗ → S∗ − λ
∫
dtdxO(t, x) (3)
where O(x) is a relevant operator, and λ ∈ R is the cou-
pling constant (see also Ref. 40). To consider an interface
separating trivial and topological phases, one can also
consider a coupling constant which is space-dependent,
λ→ λ(x). (In discussing an interface in free-fermion sys-
tems, this prescription of creating an interface essentially
exhausts all possible interesting cases. As a working hy-
pothesis, we assume this prescription is generic enough
even for interacting fermion systems.) In particular, one
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FIG. 2. Scattering from a (1+1)-dimensional SPT phase
(shaded region). χ
in/out
I/II represent the amplitudes of the in-
coming/out-going single-particle states in Region I/II (each of
these amplitudes being an N -dimensional vector representing
N channels).
can consider a profile where λ has alternate sign for x > 0
and x < 0 as
λ(x)→
 +|λ|, x→ +∞−|λ|, x→ −∞. (4)
λ(x) crosses zero in somewhere in between, say at x = 0.
This geometry realizes an interface between topologically
trivial and topologically non-trivial gapped phases. In
topological phases, details of the profile λ(x) do not mat-
ter, and we can make the interface between the topolog-
ical and non-topological phases as smooth as possible.
If we do so, the transient region can be made very long
(relative to the UV cut-off), andit then looks like a long
region of a CFT described by the action S∗. In pass-
ing, note that because of topology, the number of stable
boundary modes (zero modes) should not change even if
we make the transient region as long as possible.
As before, this is precisely the setting of BCFT. The
CFT realized in the critical region near x = 0 can be
viewed as terminated by two (different) gapped phases on
the left (x → −∞) and on the right (x → +∞). At low
energies, the interface between the CFT and any of the
adjacent gapped phases is expected to renormalize into a
conformal invariant (boundary) fixed point of the CFT,
and in this infrared (IR) limit, the two gapped phases
simply look like a two conformally invariant boundary
conditions of the CFT. In other words, this suggests
that there is a correspondence between gapped topolog-
ical phases in (1+1) dimensions and conformal invariant
boundary conditions or boundary states in BCFT. This
point will be further elaborated in the following.
B. Scattering from topological phases
The second argument relating SPTs and BCFTs is mo-
tivated by the scattering matrix formulae of topological
invariants of free fermion SPTs. In Ref. 32, properties
of the scattering matrix that describes scattering of free
fermion states (in the “ideal lead”) off a given topological
phase were discussed. As an example, let us consider a
quasi-1d system and use the following construction: we
connect two 2N -channel wires (in the Majorana basis) to
the two sides of a quasi-1d scattering region, which is a
gapped phase (see FIG. 2). We are after the topological
properties of the gapped region. This situation can be
modeled by the following single-particle Hamiltonian
H = −i d
dx
σ3 ⊗ IN + V (x), (5)
where V (x) is a potential. For our purpose, V (x) =
mσ2 ⊗ IN inside the gapped region, whereas V (x) = 0
in the lead. The single-particle Hamiltonian satisfies the
particle-hole constraint, H∗ = −H, and belongs to sym-
metry class D. Let us consider an asymptotic state with
energy ε = k entering the scattering region [0, L] of length
L located to the right of x = 0 with amplitudes χinII/I
Ψin(x) =
 χ
in
IIe
−ik(x−L)n−, L < x,
χinI e
+ikxn+, x < 0,
(6)
and a scattered state emerging from the disorder poten-
tials with the same energy ε and the amplitudes χoutII/I
Ψout(x) =
 χ
out
II e
+ik(x−L)n+, L < x,
χoutI e
−ikxn−, x < 0,
(7)
where the (column) vectors n± are given41 by n+ :=
(0, ..., 1, ...; 0, ..., 0)T , n− := (0, ..., 0; 0, ..., 1, ..., 0)
T . Note
that e+ikxn+ and e
−ikxn− are for k > 0, a right-moving
and a left-moving wave function, respectively, since the
eigenvalue of the momentum operator −id/dx is positive
(negative).
The 2N × 2N scattering matrix relates incoming and
outgoing amplitudes in the two regions I and II as(
χoutI
χoutII
)
= S
(
χinI
χinII
)
, S(ε) =
(
r(ε) t′(ε)
t(ε) r′(ε)
)
, (8)
where r(r′) and t(t′) are N × N matrices representing
the reflection part and transmission part of the scattering
matrix. Here we use the (standard) convention that r and
t describe the reflection and transmission coefficients of
the incoming states from left hand side (χinI ), while r
′ and
t′ describe the reflection and transmission coefficients of
the incoming states from right hand side (χinI ) - compare
FIG. 2.
Topological properties of the scatterer are fully en-
coded in, and can be read off from the S-matrix as fol-
lows. Since the scatterer (i.e., a gapped (1+1)d phase) is
gapped, if L is large enough, (almost) all42 incoming elec-
trons eventually get reflected back from the scatterer. We
can thus focus on the reflection part, r, of the S-matrix.
Depending on the underlying symmetry of the problem,
the reflection matrix is subject to a set of constraints.
For symmetry class D, for example, the space of reflec-
tion matrices (at ε = 0), denoted by R, is disconnected,
5pi0(R) = Z2, which corresponds to the Z2 classification
of class D in (1+1) dimensions. These two sectors are
distinguished by the Z2-valued topological index,
sgn det r(ε = 0) = ±1. (9)
Here, when sgn det r = 1 the gapped system attached to
the lead is trivial. On the other hand, when sgn det r =
−1 the gapped system attached to the lead is non-trivial.
In this way, the topological character of the bulk is fully
encoded in the scattering matrix.43
If we further impose, for example, time-reversal sym-
metry which squares +1, the relevant symmetry class is
class BDI of the Altland-Zirnbauer classification. The
topological classification at the level of non-interacting
fermions is given in terms of a integral valued topological
invariant (“the winding number”). In the scattering ma-
trix approach, the integer topological invariant is given
by the number of negative eigenvalues of the reflection
matrix r. (In passing, we note that this non-interacting
topological invariant fails to capture the reduction of the
non-interacting classification from Z to Z8 found by Fid-
kowski and Kitaev35,36 in the presence of interactions.)
The construction described above is precisely the typi-
cal setting of BCFTs. The gapless ideal lead that we use
to detect topological properties of the SPT phase is a
special case of a CFT, which has its boundary condition
set by the SPT. In BCFTs the boundary can be probed
by correlations of bulk fields. For example, BCFT com-
putes the (right-left) fermion two-point function in the
presence of a boundary, which is given by44–47
〈ψaL(z)ψbR(z¯)〉 =
rab
z − z¯ . (10)
Here, the physical spacetime consists of the upper half
complex plane, and the boundary is located on the real
axis, z = z¯. In the absence of interactions, the ampli-
tude r of this function contains the information about
the single-particle scattering matrix (the only existing
scattering matrix in the absence of interactions). When
the topological winding number is zero, the single parti-
cle Green function in the CFT is given by sgn det r = 1.
On the other hand, when the topological winding number
is non-zero, sgn det r = −1.
The above consideration shows that a CFT can be used
as an external “probe” to look into possible topological
bulk states, although the framework presented so far has
been limited to non-interacting fermion systems. How-
ever, BCFTs in general are not limited to non-interacting
systems and are expected to give us a framework to study
interacting (1+1)d SPT phases in general. The reason
why our consideration so far is limited to free-fermion
systems is the fact that we focused on the single-particle
S-matrix, or the single-particle fermion Green’s function
〈ψaL(z)ψbR(z¯)〉. For non-interacting problems, unitarity
restricts |r| = 1. In the presence of interactions, how-
ever, even if they only act on the boundary, it is not
difficult to find examples of boundary conditions where
|r| < 1, and in particular, we have examples where r = 0.
This is known for example in the context of the two-
channel Kondo and related models.47 In these interacting
systems, unitary of the S-matrix can be violated within
the single-particle sector (while unitary in the full many-
particle Hilbert space is of course preserved). BCFTs
are not limited to the description of the single-particle
fermion Green’s function 〈ψ(z)ψ(z¯)〉, but give us the de-
scription of the full (‘many-body’, or ‘Fock-’) Hilbert
space in the presence of interactions, even if the inter-
actions are only operative within the gapped region (i.e.,
only at the boundary of the ideal lead (CFT)). In Sec. VI,
we will show that our approach based on BCFTs indeed
yields the Z8 classification of Fidkowski-Kitaev in the
presence of interactions. In that section, the CFT (“in
the lead”) is taken to consist of non-interacting Fermions,
while all interactions occur solely on the boundary. In the
language of the entanglement spectrum, to be discussed
in the following subsection II C, this corresponds physi-
cally to a situation of a quantum phase transition out of
the interacting SPT phase into a trivial phase, described
by non-interacting massless Fermions. Since, as will be
described in the next subsection, one of the boundaries
of the BCFT describing the entanglement spectrum cor-
responds to an interface of the CFT (in the present case
a non-interacting theory) with the fully interacting SPT
phase, all interactions are incorporated into that bound-
ary condition.
C. The entanglement spectrum
The last argument in this section is based on the en-
tanglement Hamiltonian and the entanglement spectrum
of SPT phases. This is the most general and most fun-
damental of the arguments we are giving. As we will
see, it will “automatically” choose for us a gapless CFT,
and a suitable BCFT. As we will now explain, the en-
tanglement Hamiltonian of the SPT plays the role of the
“expanded domain wall” or the “lead” of the previous
two subsections.
Vital tools for the study of one-dimensional (and other)
gapped phases are the entanglement entropy and the en-
tanglement spectrum. In gapped (1+1) d phases which
are adjacent to a CFT with central charge c, i.e. in which
the correlation length ξ is much larger than the micro-
scopic length a (’scaling limit’), it is well known that the
entanglement entropy behaves as
SA ' (c/6) ln(ξ/a) + constant. (11)
A topological phase, being gapped, can be tuned to have
a minimally (”infinitely”) short correlation length, ξ = a.
For such a representative of the topological phase only
the constant term in (11) remains. Because it is a topo-
logical phase, it is not possible to make the entanglement
entropy vanish completely, while preserving the symme-
try which protects the SPT phase under consideration.
This non-vanishing constant part (the part which is not
6controlled by the correlation length) is a key to classi-
fying gapped phases in one spatial dimension. (In fact,
this is the part that a matrix product state is capable of
capturing).
Much more information about the SPT phase is con-
tained in the entanglement spectrum. Indeed, it was
recently shown in Ref. 40 that the entire low-lying en-
tanglement spectrum of a gapped phase close a quantum
critical point, such as the SPT under consideration, is
universal and described, very generally, by the CFT de-
scribing the quantum critical point itself, but on a finite
interval of length ` = ln(ξ/a) with suitable boundary con-
ditions. In short, the entanglement spectrum is described
by a boundary conformal field theory. In particular, the
boundary condition at one end of the finite interval is de-
termined by the specific gapped phase in the vicinity of
the quantum critical point; different boundary conditions
correspond in general to different gapped phases adjacent
to the same quantum critical point. In other words, there
is a mapping between gapped phases in the vicinity of the
quantum critical point, and boundary conditions on the
CFT on a finite interval which describes the entangle-
ment Hamiltonian. This property is the key to relate
the gapped SPT to a (gapless) boundary CFT. In fact,
this materializes in complete generality the connection,
discussed above, between the gapped (1+1) dimensional
SPT phase and the gapless boundary CFT (see FIG. 3).
From this point of view, the constant part of the en-
tanglement entropy in (11) should come from the fact
that we have to specify particular boundary conditions
on the CFT, in order for the resulting boundary CFT to
represent the entanglement Hamiltonian of the SPT. I.e.
the constant part of the entanglement entropy is related
to the boundary states in a given CFT.
Roughly speaking, the classification problem of 1d
gapped phase is thus related to the classification of the
boundary states in CFT. Since we take the ξ → a limit,
the constant part of the entropy is given by an overlap
between two boundary states. This is somewhat rem-
iniscent of the Affleck-Ludwig boundary entropy48, ex-
cept that here we have to consider an opposite limit (for
details see below).
Specifically, making a connection with the setting dis-
cussed in the previous section, i.e., with the scattering
off of SPT phases, the entanglement Hamiltonian (some-
what surprisingly) realizes precisely the same setting, but
in a completely general context. Note that while in the
previous setting, there may be an ambiguity as to our
choice of ideal leads, in the entanglement Hamiltonian,
on the other hand, the lead (i.e., the CFT) is “automat-
ically” chosen.
As a side remark, a connection between gapped topo-
logical phases and critical systems can be also made by
following the construction in Ref. 49 of the so-called bulk
entanglement spectrum. In Ref. 49, it was shown that
for an SPT, by using a biparition of position space into
regions A and B with the property that the interface
between A and B grows with the volume (in 1D with
(i): 
x 
| 
SPT  Phase 
0 
region B region A 
u 
| 
SPT  Phase 
0 
| 
CFT 
u 
| 
SPT  Phase 
0 
| 
CFT VACUUM 
(ii): 
(iii): 
FIG. 3. Entanglement Hamiltonian of SPT phase (from Cho
et al., arXiv:1603.04016). (i): The ground state of the (1+1)
dimensional SPT phase of correlation length ξ, in the vicinty
of a quantum critical point on the infinite space −∞ < x <
+∞, bipartitioned into region A (positive x) and region B
(negative x). (ii): The entanglement Hamiltonian (defined
on a space with coordinate u which is different from x) is
that of the CFT describing the quantum critical point, but
confined to a finite interval of length ` = ln(ξ/a). On the right
hand side of the interval is an interface of the CFT with the
gapped SPT, providing one boundary condition. On the other
side of the interval the CFT simply ends, providing another
boundary conditions (“free boundary condition”). (iii): The
situation depicted in (ii) is a generalization of the “expanded
Jackiw-Rebbi domain wall” depicted in FIG. 1 (c), to the case
of a completely general interacting SPT.
length), a gapless entanglement Hamiltonian can emerge.
Concretely, using a MPS construction of a gapped SPT
phase (e.g., the Haldane phase), and rearranging tensors
in the MPS in a staggered way gives rise to a transfer ma-
trix of a critical system (the six-vertex model), describ-
ing a spin-1/2 Heisenberg spin chain. We can think of
this construction as generating an entanglement Hamil-
tonian which sits at the quantum phase transition out of
the Haldane phase into the dimerized phase of the spin-1
chain driven by staggering. This quantum phase transi-
tion is in the universality class of the unstaggered spin-
1/2 Heisenberg chain, describing the CFT of the (gapless)
entanglement Hamiltonian.
III. SYMMETRY-PROTECTED DEGENERACY
IN ENTANGLEMENT SPECTRUM: GENERAL
CONSIDERATIONS
Matrix product states (MPSs) provide a convenient
framework to discuss entanglement and in particular the
entanglement spectrum of gapped phases in (1+1) di-
mensions. In particular, the symmetry protected degen-
eracy of the entanglement spectra of SPT phases – a
7hallmark of SPT phases – can be understood from the
MPS perspective.30,50 In this section, we will understand
the symmetry protected degeneracy of the entanglement
spectra of SPT phases from the perspective of continuous
field theories, in particular orbifold BCFTs, in order to
provide an alternative point of view.
Specifically, in this section we consider the BCFT de-
scribing the entanglement Hamiltonian, as discussed in
the preceding section II C: the entanglement spectrum is
that of the CFT describing the quantum phase transition
itself, but on an interval of length ` = ln(ξ/a) with two
boundary conditions A and B at the two ends. In this
section we focus on the requirements on these boundary
conditions, which arise from the fact that we are describ-
ing the entanglement spectrum of a SPT which is pro-
tected by a symmetry group G.
A. Quick review of Boundary Conformal Field
Theory (BCFT)
From the discussion in the previous section, we asso-
ciate a particular BCFT (or a particular boundary con-
dition, and boundary state of a CFT) with a given SPT
phase; different SPT phases in proximity of the same
quantum critical point are described by different bound-
ary conditions on the same CFT. (More precisely, the
correspondence between a BCFT and a SPT phase is
not one-to-one, but rather several different BCFTs may
correspond to a given SPT phase, because there may be
several different quantum critical points through which
one can exit a given SPT phase into other, neighboring
phases. By staying close to a particular quantum critical
point, we pick a particular BCFT-description of a given
SPT phase.)
Let us first briefly review the general framework of
BCFTs. Consider a CFT on a finite spatial interval with
boundary conditions specified by A and B at the two
boundaries. In BCFT, we may compute the partition
function by using one of the following two alternative
pictures:51 the so-called open string picture (sometimes
also called loop channel picture), and the so-called closed
string picture (sometimes also called tree channel pic-
ture). First, in the open string picture, the partition
function (at inverse temperature β) is written as a trace
of the Hamiltonian HˆopenAB of the finite interval of length `
with boundary conditions A and B at the two end points
(boundaries) of the interval:
ZAB = TrHAB e
−βHˆopenAB
= TrHAB q
HˆL . (12)
Here HAB denotes the Hilbert space of quantum states
on the interval. In the second line, the partition func-
tion is rewritten, by using the ”folding procedure”, so
that say only holomorphic (left-moving) degrees of free-
dom appear52; here HˆL is the Hamiltonian defined purely
in the holomorphic sector where it can be expressed in
terms of the (holomorphic) Virasoro generator Lˆ0 and
the central charge c as HˆL = Lˆ0− c/24. All terms in the
partition function in Eq. (12) are powers of
q = e−piβ/` (13)
related to the length (= `) of the system (2` for the left-
movers after ‘folding’) and the inverse temperature β.
The structure of the ”open string” Hilbert space HAB
depends on the choice of the boundary conditions A and
B. In particular, the Hilbert space HAB can be decom-
posed into different irreducible representations φa of the
Virasoro (or more generally, a larger ”chiral”) algebra of
the CFT, which is supported on a vector space [φa],
HAB =
⊕
a
naAB [φa]. (14)
The non-negative integers naAB represent the multiplic-
ity with which the irreducible representation φa occurs.
Hence, the partition function can be written in the form
ZAB =
∑
a
naAB χa(q), (15)
where χa(q) is the partition function associated with the
representation φa (and is usually called its “character”).
The partition function can also be computed, alterna-
tively, by exchanging the roles of the space and imaginary
(Euclidean) time coordinates. In the resulting closed
string picture, the partition function can be written in
terms of boundary states |A〉 and |B〉 as
ZAB = 〈A|e−`Hˆclosed |B〉
= 〈A|q˜ 12 (HˆL+HˆR)|B〉, (16)
where Hˆclosed is the Hamiltonian of the CFT on a space
with periodic boundary conditions (a circle) of circum-
ference β, acting on the corresponding Hilbert space
Hclosed, which is contained in the tensor product of
holomorphic (left-moving) and anti-holomorphic (right-
moving) degrees of freedom. The boundary states can be
expanded in terms of so-called Ishibashi states as
|A〉 =
∑
a
Aa|a〉〉, 〈A| =
∑
a
A˜a〈〈a|. (17)
The Ishibashi states are special states in the closed string
Hilbert space Hclosed in which the holomorphic (left-
moving) and the anti-holomorphic (right-moving) basis
states of the Hilbert space are maximally entangled53.
This leads to the second line of Eq. (16) above, where
HˆL + HˆR = Lˆ0 +
ˆ¯L0 − c/12 is the Hamiltonian of the
CFT with periodic boundary conditions (on the unit cir-
cle) and
q˜ = e−
4pi`
β , (18)
8implying
〈〈a|q˜ 12 (Lˆ0+ˆ˜L0−c/12)|b〉〉 = δab χa(q˜ = (e− 2pi`β )2). (19)
Then, the partition function can be written as
ZAB =
∑
a
A˜aBaχa(q˜). (20)
The two representations, Eq. (12) and Eq. (20) of the
same partition function are related by a modular trans-
formation of the space-(imaginary)time torus: By using
the modular S-matrix,
χa(q) =
∑
b
Sbaχb(q˜), (21)
one sees that the integer coefficients naAB in Eq. (15), and
the expansion coefficients Aa, Ba in Eq. (20), are related
via∑
a
naABS
b
a = A˜bBb, and n
b
AB =
∑
a
A˜aBaS
b
a. (22)
In the limit q˜ → 0 (q → 1), we have the Affleck-Ludwig
boundary entropy:48
logZAB = log
(∑
a
naAB Sa
b χb(q˜)
)
∼ log
(∑
a
naABS
0
a
)
+ logχ0(q˜)
∼ log A˜0 + logB0 + logχ0(q˜)
→ log A˜0 + logB0. (23)
(In the last line, use was made of limq˜→0 χ0(q˜) = 1.)
B. Quick review of orbifold CFTs
A natural and general framework to discuss the action
of discrete symmetries in CFTs is the so-called orbifold
CFT.54,55 In order to discuss BCFT in the context SPT
phases, we need to discuss the notion of the orbifold in
BCFT.55 First, before discussing the orbifold of a CFT
with boundaries (i.e. of BCFT), we give a very brief
overview of orbifold CFTs in the bulk (i.e. on a space
with periodic boundary conditions - in the absence of
boundaries).56,57 Orbifold CFTs can be obtained from
a parent CFT by modding out (“gauging”) a discrete
symmetry group G. The partition function of an orbifold
CFT on a torus is known to have the following structure,
Z =
1
|G|
[g,h]=e∑
g,h∈G
ε(g|h) Z(g, h), (24)
where Z(g, h) denotes the partition function in the sector
twisted by group elements g and h in the (imaginary)
time and space directions, respectively (see below). Here
[g, h] = ghg−1h−1 denotes the commutator in the group.
The sector-dependent phases, ε(g|h), are called discrete
torsion, and will be defined in detail below.58 In each
sector, the (bulk) partition function is given by
Z(g, h) = TrHh
[
gˆ qHˆL q¯HˆR
]
=
∑
(j,j¯)
χgh,(j)(q)χ¯
g
h,(j¯)
(q¯).
(25)
Here, Hh is the Hilbert space of the sector twisted59 by
h. Each twisted-sector Hilbert space Hh is decomposed
into irreducible representations (denoted by (j) and (j¯))
of the left- and right-moving Virasoro (or possibly of
some larger chiral54) algebra, and we introduced the cor-
responding chiral blocks (“characters”)
χgh,(j)(q) = TrHh,(j)
[
gˆ qHˆL
]
. (26)
Here gˆ is a representation of the group element g ∈ G
on the Hilbert space Hh,(j). (Note that for each group
element h, the sum over group elements g commuting
with h (i.e.: [g, h] = e) in the total partition function,
Eq. (24), projects onto Nh-invariant states where
Nh = {g ∈ G|[g, h] = e} (27)
is the ‘normalizer’ of h.)
C. Symmetry-protected degeneracy
After the above review of general BCFT, and of
bulk orbifold CFTs, we will now discuss the symmetry-
protected degeneracy of the entanglement spectrum of
an SPT phase. Let us start by observing that the mul-
tiplicity coefficients naAB appearing in Eq. (15) for ZAB
are closely related to the symmetry-protected degener-
acy: All states in the representation a of the Virasoro (or
larger chiral) algebra are at least naAB-fold degenerate. In
particular, the ground state in each representation a ap-
pearing in ZAB is n
a
AB-fold degenerate, which can be seen
by taking the limit q → 0 (q˜ → 1). In this limit, the parti-
tion function behaves as ZAB ∼
∑
a n
a
ABq
−c/24+ha where
ha is the lowest energy state in a given Virasoro represen-
tation a, which we assume non-degenerate. Observe that
the multiplicity naAB can be extracted by taking the limit
q → 0 , which is opposite to the limit q˜ → 1 taken in the
Affleck-Ludwig boundary entropy. As in the boundary
entropy, one can express the degeneracy naAB in terms of
the data constituting the boundary states as follows by
taking the limit q → 0 (using the second equation in Eq.
(22)) :
logZAB = log
(∑
a
naABχa(q)
)
∼ log (n0ABχ0(q))
∼ log(n0AB) (28)
9Thus, as far as the identity representation “0” appears
in ZAB , n
0
AB =
∑
a A˜aBaS
0
a yields the degeneracy.
While the multiplicities naAB are to be closely related
to the symmetry-protected degeneracy, in the above dis-
cussion we have not mentioned symmetry at all. In the
following, we will be interested in the situation where the
multiplicity naAB results from a discrete symmetry of the
BCFT, and if so, we are interested in relating it to the
property of the boundary conditions set by SPT phase.
In other words, the multiplicity (degeneracy) could be
simply an accidental one. On the other hand, if the SPT
phase of interest is topologically non-trivial, we expect
naAB > 1 is enforced by symmetry. We want to be able to
understand the multiplicity (degeneracy) as arising from
the symmetry that protects the SPT Phase.
D. Projective representation in the open string
channel
Coming back to the open string picture, Eq. (12), the
partition function can be written as a chiral block (as
discussed above):
ZAB = TrHAB
[
e−βHˆ
open
AB
]
= TrHAB q
HˆL (29)
(i.e., we used the ’folding procedure’ to write the parti-
tion function purely in terms of the chiral (left-moving)
sector of the theory.) The trace here is taken with re-
spect to the Hilbert space HAB , which is determine by
boundary conditions A and B. As in a typical set-up
of orbifold CFTs,54 we assume a decomposition of the
Hilbert space of the form
HAB =
⊕
a
ra ⊗ [φa], (30)
where ra and [φa] denote an irreducible representation of
the finite group G and of the Virasoro (chiral) algebra,
respectively. Then, the partition function can be written
as
ZAB =
∑
a
ρa(1)χa(q), (31)
where ρa(g) is the group character of the irreducible rep-
resentation ra evaluated on the group element g ∈ G.
In this description, the degeneracy factor from Eq. (15)
appears in the form
ρa(1) = dim ra = n
a
AB , (32)
and is attributed to the invariance of the Hamiltonian
under the symmetry group G and to the appearance of
representations of G of dimension larger than one in the
spectrum.
We now consider a slight generalization of the parti-
tion function ZAB written in Eq. (29) above, namely the
‘open-string orbifold partition function’ defined by
ZorbAB = |G|−1
∑
g∈G
TrHAB
[
gˆe−βHˆ
open
AB
]
. (33)
Here, we denote by gˆ the representation of the group
element g on the Hilbert space HAB . With the decom-
position (30), gˆ can be decomposed accordingly into ir-
reducible components as
gˆ =
⊕
a
Da(g) (34)
where Da(g) is the representation matrix of g in the ir-
reducible representation ra. If we think of the finite in-
terval of length ` on which the BCFT resides from the
point of view of the expanded domain wall picture of Sec.
II A, we see that for small size ` the gapless BCFT re-
gion reduces to the local domain wall at which we expect
to see the appearance of a projective representation of
the symmetry group G defining the SPT phase. There-
fore, we expect to see a projective representation of the
symmetry group on the Hilbert space HAB , since this
just describes the expanded version of the domain wall
(Sec. II A). Therefore we will be interested in the possible
appearance of projective representations of the group G,
for which the representation matrices Da will in general
satisfy the composition law
Da(g)Da(h) = ω(g|h)Da(gh), (35)
where g, h ∈ G, and where ω(g|h) is a two-cocycle in the
cohomology group H2(G,U(1)). Note that in the direct
sum decomposition in (30), all representations ra should
have the same two-cocycle. (In general, one can take
a direct product of two representations having different
two-cocyles, but not a direct sum thereof. )
Using the decomposition (30), the orbifold partition
function in Eq. (33) can be expressed in terms of the
“twisted partition functions”
ZgAB = TrHAB
[
gˆe−βHˆ
open
AB
]
=
∑
a
ρa(g)χa(q), (36)
where ρa(g) = trDa(g) defines the character of a repre-
sentation Da in the usual manner. The twisted partition
function ZgAB thus extracts the characters of the repre-
sentations of G. This twisted partition function may then
be used to identify the representation gˆ appearing in the
untwisted partition function ZAB since knowing its char-
acter for all g ∈ G helps us identify the nature of the
associated representation.
To be more precise: We are interested in knowing
whether the representation gˆ in Eq. (34) is projective
or not. On the other hand, as will be explained in the
next section, knowing only the values of character of
a representation for all g ∈ G, one cannot determine
whether the representation is projective. This is only
possible once we know the two-cocycle. Therefore, com-
ing back to the context of SPT phases: In order to di-
agnose whether a projective representation occurs in the
spectrum or not, i.e., in order to diagnose whether the
boundary states A and B correspond to topologically dis-
tinct gapped phases, we propose a diagnostic that we call
the symmetry-enforced vanishing of the partition func-
tion, to be discussed in the next section.
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E. Symmetry-enforced vanishing of the partition
function
To illustrate the notion of the symmetry-enforced van-
ishing of the partition function, which we will define mo-
mentarily in a more precise fashion, we note the follow-
ing properties of projective representations of a discrete
group G. First of all, it is well known60 that the char-
acter of a non-projective irreducible representation of a
finite group always vanishes on at least one group ele-
ment unless the representation is one-dimensional. We
will refer to this as an accidental vanishing of the char-
acter. On the other hand, the character of a projective
representation, irreducible or not, is forced to vanish in
the following sense61: for a given projective representa-
tion with two-cocycle ω(g|h), we define
ε(g|h) = ω(g|h)ω(h|g)−1, when [g, h] = e. (37)
The character ρ of the projective representation evalu-
ated on the group element h vanishes, ρ(h) = 0, if a
group element g ∈ Nh exists such that ε(g|h) 6= 1. To
see this, we note that ρ(ghg−1) can be written as,
ρ(ghg−1) = ω(gh|g−1)−1ω(g|h)−1ω(g−1|g)
× ω(h|e)ρ(h). (38)
In particular, when g and h commute, ρ(h) = ε(h|g)ρ(h)
and hence ρ(h) must vanish62 when ε(g|h) 6= 1.63 Thus
in short, while the vanishing of its character alone does
not allow us to determine whether the representation is
projective or non-projective, if the vanishing is enforced,
in the above sense, this gives us a strong indication that
the corresponding representation is projective.
Similar to the above statement at the level of the group
character ρ(h), we will argue below that the orbifold par-
tition function allows us to infer whether non-trivial two-
cocyles of the representations are included in the parti-
tion sum, i.e. whether the representations are projective.
In particular, we introduce the notion of the symmetry-
enforced vanishing of the partition function. Consider the
case where the twisted partition function vanishes,
ZhAB = TrHAB
[
hˆ e−βHˆ
open
AB
]
= 0, (39)
and where this vanishing of ZhAB is enforced by symme-
try. (Note that in view of Eq. (36) this vanishing implies
that ρa(h) = 0 for all irreducible representations a occur-
ring in Eq. (30), since the conformal characters χa(q) are
linearly independent. Then, since the character of a one-
dimensional representation does not vanish, this implies
in view of Eqs. (31) and (32) the appearance of multiplic-
ities naAB > 1 for all irreps in the spectrum of Hˆ
open
AB .) In
order to formulate the precise meaning of the symmetry
enforced vanishing, it is convenient to go to the closed
string picture, in which ZhAB can be expressed in terms
of boundary states
ZhAB = h〈A|e−
`
2 Hˆ
closed |B〉h = h〈A|q˜
1
2 (HˆL+HˆR)|B〉h,
(40)
which generalizes Eq. (16). Here |A〉h is a boundary state
in the sector twisted by the group element h ∈ G. Thus,
the vanishing of ZhAB means
h〈A|e−
`
2 Hˆ
closed |B〉h = 0. (41)
Suppose now the boundary state in the sector twisted
by h is not invariant under the symmetry64 operation g,
but picks up an “anomalous phase”65 factor εB(g|h):
gˆ|B〉h = εB(g|h)|B〉h, when g ∈ Nh. (42)
Then, since gˆ is a symmetry of the Hamiltonian, we have
h〈A|gˆq˜
1
2 (HˆL+HˆR)|B〉h = h〈A|q˜
1
2 (HˆL+HˆR)gˆ|B〉h, (43)
from which it follows that
εA(g|h)∗h〈A|q˜
1
2 (HˆL+HˆR)|B〉h
= εB(g|h)h〈A|q˜
`
2 (HˆL+HˆR)|B〉h. (44)
Thus, unless εA(g|h)∗ = εB(g|h), the twisted partition
function must vanish. When the partition function van-
ishes due to the anomalous phases εA(g|h) and εB(g|h),
we call this situation a symmetry-enforced vanishing of
the (twisted) partition function. Note that Eq. (44)
reads, in view of Eq. (36),
ρa(h) =
εB(g|h)
ε∗A(g|h)
ρa(h), g ∈ Nh (45)
for all irreducible representations a appearing in Eq. (30).
Therefore, we argue that when this happens, the gapped
phase which sets the corresponding boundary condition,
and which hence determines the boundary state, is a non-
trivial SPT phase.
In the following sections, we will demonstrate that such
a symmetry-enforced vanishing of the twisted partition
function occurs indeed in various characteristic examples
of SPT phases: the time-reversal breaking Kitaev (su-
perconducting) chain in symmetry class D, the Haldane
phase, and the time-reversal invariant Majorana chain in
symmetry class BDI. Observe that the partition function
may vanish accidentally even when there is no anomalous
phase. This should be distinguished from the vanishing
of the partition function which is enforced by symmetry.
In general, we do not expect a vanishing of the partition
function which is not enforced is a consequence of the
topological features of an SPT phase.
The assumption we made in Eq. (42) deserves more dis-
cussion, since there are in principle more generic possibil-
ities for the action of the symmetry on boundary states,
besides the one listed in Eq. (42). When boundary condi-
tions (boundary states) break symmetries, we expect the
symmetry operation gˆ will in general map one bound-
ary state into another. On the other hand, for boundary
states that arise from (1+1) dimensional SPT phases, we
do not expect that they break the symmetry defining the
SPT phase. Hence, one may expect that the symme-
try operation leaves boundary states invariant (up to a
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phase), as in Eq. (42). (This point will be further illus-
trated in the next section). However, in principle, there
is a logical possibility that gˆ maps a boundary state into
another boundary state. I.e., there could in principle ex-
ist a multiplet of boundary states that are mapped on to
each other by gˆ. While we do not have a formal proof,
in all examples of SPTs we looked at, a given boundary
states is a singlet under the symmetry defining the SPT
phase, as in Eq. (42). However, for other more compli-
cated examples, there may be a multiplet of boundary
states.
Let us contrast this with a slightly different context.
In Ref. 66, (1+1)d CFTs which appear at boundaries
(edges) of (2+1)d SPT phases are considered. These
(1+1)d edge theories of (2+1)d SPT phases are expected
to be ’ingappable’ once the symmetry defining the SPTs
are strictly enforced (also on the (1+1)d edge theory) . In
Ref. 66, possible boundary conditions (boundary states)
in the (1+1)d edge theories are investigated for various
examples of (2+1)d SPT phases. It is found that there
exist no conformally invariant boundary conditions on
these (1+1)d CFTs that preserve the symmetries of the
underlying (2+1)d SPT phase. In other words, all con-
formally invariant boundary conditions of these (1+1)d
CFTs are not invariant under the symmetry. This is ex-
pected since as boundaries of the (2+1)d SPTs, these
(1+1)d CFT cannot themselves have boundaries, and
since this statement refers to such theories that respect
the symmetry of the SPT phase. Indeed, viewed from
the perspective of the present paper, if a (1+1)d CFT
appearing at the boundary of the (2+1)d SPT was gap-
pable while preserving all the symmetries of the SPT,
then the entanglement spectrum of that gapped (1+1)d
theory at the boundary would be a BCFT with boundary
conditions preserving the symmetries of the SPT. Thus
the absence of boundary conditions on the (1+1)d CFT
which preserve the symmetries of the SPT, implies that
this CFT is ingappable.
F. Boundary conditions and anomalous phases
In order to provide more intuition about the
symmetry-enforced vanishing of the partition function,
let us now show that the anomalous phase (42) can be
interpreted as a quantum anomaly. As we discussed in
the previous sections, we associate a BCFT with a SPT
phase; the SPT serves as a boundary condition on a given
CFT. By rotating (Euclidean) spacetime by pi/2, namely
(x, τ) = (−τ˜ , x˜) =: (σ1, σ2), we then introduce bound-
ary states located at an “initial” imaginary time in the
rotated coordinates, τ˜ = σ1 = 0, in the form[
Φˆ(σ2)− U Φˆ(σ2)
]
|B〉h = 0, (at σ1 = 0) (46)
which encode the boundary condition located at x = 0 in
the unrotated coordinates. Here, Φˆ(σ2) denotes a (col-
umn) vector of quantum field operators representing fun-
damental degrees of freedom of the CFT under consid-
eration, U is a matrix acting on the column vector Φˆ
of fields, and | · · · 〉h represents a state in the h-twisted
sector. By definition, states in the h-twisted sector obey[
Φˆ(σ2 + β)− hˆΦˆ(σ2)hˆ−1
]
| · · · 〉h = 0. (47)
Note that for a given boundary state, there may not be a
simple description in terms of a fundamental field Φˆ, as
that given in Eq. (46). However, when such description is
available, we can develop an intuitive picture as follows.
Let the symmetry g act on fundamental fields Φˆ as
gˆΦˆ(σ2)gˆ
−1 = UgΦˆ(σ2), (48)
where Ug is a matrix acting on the components of the
(column) vector Φˆ. Let us now act with g on the bound-
ary condition,[
Φˆ(σ2)− U Φˆ(σ2)
]
|B〉h = 0
⇒ gˆ
[
Φˆ(σ2)− U Φˆ(σ2)
]
gˆ−1gˆ|B〉h = 0
⇒
[
UgΦˆ(σ2)− UUgΦˆ(σ2)
]
gˆ|B〉h = 0
⇒
[
Φˆ(σ2)− U−1g U UgΦˆ(σ2)
]
gˆ|B〉h = 0. (49)
By definition, our problem preserves the symmetry g,
and hence we should have U−1g UUg = U . If the bound-
ary condition is invariant, then we may expect that so
is the boundary state, gˆ|B〉h = |B〉h. However this ex-
pected invariance may be broken quantum mechanically;
the boundary state may not be invariant, but may ac-
quire a phase, εB(g|h), under the action of the symme-
try. The phase εB(g|h) can then be considered as a kind
of quantum anomaly. While the boundary condition is
invariant under the symmetry, the corresponding quan-
tum mechanical state may not be. This anomaly signals
the non-trivial topological properties of the correspond-
ing “bulk” SPT phase.
IV. THE KITAEV CHAIN (CLASS D)
In this section, we apply the discussion from the
preceding section to a simple fermionic SPT phase in
(1+1)d, the Kitaev chain. The Kitaev chain is a
fermionic SPT phase protected by fermion number parity
conservation (symmetry class D).
In the continuum limit the Kitaev chain is described
by the action (1), or equivalently in terms of the Hamil-
tonian
H = H0 +HI ,
H0 =
∫ `
0
dx [ψL(+vi∂x)ψL + ψR(−vi∂x)ψR] ,
HI =
∫ `
0
dx imψLψR, (50)
12
where (anti-)periodic boundary conditions on the Ma-
jorana fermions are imposed, ψL(x + l) = ±ψL(x),
ψR(x + l) = ±ψR(x). The fermi velocity v was set to
unity for simplicity. The real fermion fields ψL, ψR obey
the canonical anticommutation relations
{ψL(x), ψL(x′)} = 2pi
∑
n∈Z
δ(x− x′ + `n),
{ψR(x), ψR(x′)} = 2pi
∑
n∈Z
δ(x− x′ + `n). (51)
The fermionic Hamiltonian (50) preserves fermion num-
ber parity, [H, gˆf ] = 0, where
gˆf = (−1)F , F = 1
2pi
∫ `
0
dx iψLψR. (52)
Fermion parity gˆf is the only symmetry of the Hamilto-
nian that we consider in this section (which is a member
of symmetry class D). I.e., the symmetry group protect-
ing the SPT in Eq. (50) (and its Nf -flavor generaliza-
tion discussed below) is G = ZF2 where the superscript F
stands for fermion parity.
We also consider the generalization to Nf flavors of
real (Majorana) fermions described by the Hamiltonian
H =
Nf∑
a=1
∫ `
0
dx [ψaL(+i∂x)ψ
a
L + ψ
a
R(−i∂x)ψaR] . (53)
The fermion fields obey the canonical anticommutation
relations
{ψaL(x), ψbL(x′)} = 2piδab
∑
m∈Z
δ(x− x′ + `m),
{ψaR(x), ψbR(x′)} = 2piδab
∑
m∈Z
δ(x− x′ + `m). (54)
The Hamiltonian of the fermionic theory with Nf flavors
in Eq. (53) commutes with the total fermion number par-
ity operator, given by
gˆf = (−1)F , F =
Nf∑
a=1
Fa, (55)
where Fa is the total fermion number operator for the
a-th flavor,
Fa =
1
2pi
∫ `
0
dx iψaLψ
a
R. (56)
The Hamiltonian (50) realizes two gapped phases sep-
arated by a quantum phase transition at m = 0. The
two gapped phases can be topologically distinguished by
a Z2 topological invariant. (Which sign of the mass term
realizes the topological or trivial phase cannot be dis-
tinguished from the above continuum model, but the
relative topological charge of the two gapped phases is
well-defined.) It is well known that the entanglement
spectrum of the topologically non-trivial phase is at least
two-fold degenerate, while that of the trivial phase does
not support any degeneracy.30,40,67
Following the discussion in Sec. II C, the low-lying en-
tanglement spectrum is described in the scaling limit by
the spectrum of an appropriate BCFT, i.e., an appropri-
ate CFT with the boundary conditions specified by the
topological properties of the gapped SPT phase. The
spectrum of the BCFT is described (upon folding) by a
chiral CFT defined on a circle of length 2× `,
H =
∫ 2`
0
dxψLi∂xψL, (57)
where the fermion field obeys either the antiperiodic
(’NS’) or the periodic (’R’) boundary conditions,
ψL(x+ 2`) = −ψL(x), or ψL(x+ 2`) = +ψL(x).
(58)
These two boundary conditions, i.e., two different
BCFTs, correspond to the trivial and topological states
of the Kitaev chain (1), as we will review momentarily.
Corresponding to these two boundary conditions, we
consider the partition functions
Z˜AA(q) = TrA q
HL , Z˜PA(q) = TrP q
HL . (59)
Here, Z˜AB denotes the chiral partition function with spa-
tial and temporal periodicity conditions labeled by A and
B, respectively; and P (A) stand for periodic (antiperi-
odic) boundary conditions.68 In Eq. (59) the temporal
direction is always anti-periodic (which is well known to
follow in general from the Fermion path integral). In ad-
dition to these partition functions we consider, following
our discussion in Sec. III, the sector twisted by the only
non-trivial group element of the symmetry group, the
fermion number parity operator. (Recall that fermion
number parity is the only symmetry of the Hamiltonian
in symmetry class D, which we consider in this section.)
We are thus lead to consider, in addition to Eq. (59), the
partition functions
Z˜AP (q) = TrA(−1)F qHL , Z˜PP (q) = TrP (−1)F qHL .
(60)
As is well-known, Z˜PP actually vanishes, Z˜PP = 0.
This is due to the fermion zero mode. (This should be
distinguished from the zero mode that causes the symme-
try protected degeneracy in the entanglement spectrum
we are after.) As we will now explain, the vanishing
Z˜PP = 0 is precisely an example of a symmetry-enforced
vanishing of the partition function discussed in general
terms in Sec. III, the symmetry being Fermion number
parity. As we will explain in the following, when this
partition function is described within the boundary state
formalism the corresponding boundary state will pick up
an anomalous phase.
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A. Boundary states
To discuss the symmetry-enforced vanishing of the par-
tition function of the current theory (class D) from the
CFT point of view, we consider the free fermion CFT
that results from setting m = 0 in the Hamiltonian (1).
Consider this (gapless) free-fermion CFT on the interval
x1 ≤ x ≤ x2. At the two boundaries x = x1 and x = x2
of this interval, let us consider the following boundary
conditions on the fermion field69
ψL(x1) = η1ψR(x1), ψL(x2) = −η2ψR(x2), (61)
where η1, η2 = ±1. In terms of the scattering matrix lan-
guage discussed in Sec. II B, these boundary conditions
correspond to the reflection coefficients (matrices)
r = η2, r
′ = η1. (62)
(Compare Eq. (8).) The topological invariant computed
from these reflection coefficients (matrices) is given by
sgn det r = η2, sgn det r = η1. (63)
When η1 = η2 we obtain (upon employing the ‘folding
procedure’) from Eq. (61) a system of chiral (say, left-
moving) fermions on an interval of length 2` with anti-
periodic (‘NS’) boundary conditions. As is well known,
this spectrum has no degeneracies. On the other hand,
when η1 = −η2, the resulting system of chiral (say, left-
moving) fermions on an interval of length 2` has periodic
(“R”) boundary condtions, which has a two-fold degen-
eracy (as is also well known). The choice η1 = −η2 for
the pair of boundary conditions corresponds to a domain
wall in the mass term - see Fig. 1. Thus the condition
η1 = −η2 localizes a non-trivial zero mode in the gapless
region x1 ≤ x ≤ x2 by the Jackiw-Rebbi mechanism, as
discussed in Sec. II B.
Let us now construct the boundary states correspond-
ing to the boundary conditions in Eq. (61). Consider
e.g. the boundary condition at x = x1, given by
ψL(τ, x1) = η1ψR(τ, x1), (0 ≤ τ ≤ β), (64)
where the fermions ψL and ψR possess their (natural)
anti-periodic boundary conditions in imaginary time τ .
We now make the rotation by pi/2 of (Euclidean) space-
time discussed in the paragraph surrounding Eq. 46,
namely (x, τ) = (−τ˜ , x˜). Since the fermion fields ψL (ψR)
are holomorphic (anti-holomorphic) functions of confor-
mal weight (scaling dimension) 1/2, they transform un-
der the pi/2 rotation (τ + ix) = (x˜ − iτ˜) = (−i)(τ˜ + ix˜)
and (τ − ix) = (+i)(τ˜ − ix˜) as
ψL(τ + ix) = e
+ipi/4ψL(τ˜ + ix˜), (65)
ψR(τ − ix) = e−ipi/4ψR(τ˜ − ix˜).
This implies that the boundary condition (64) reads in
the rotated coordinates
ψL(τ˜1, x˜) = (−i)η1ψR(τ˜1, x˜), (0 ≤ x˜ ≤ β). (66)
The boundary states |B(η)〉 represent an operator state-
ment of the boundary condition (66) on the closed string
Hilbert space,
[ψL(τ˜ , x˜)− i(−η1)ψR(τ˜ , x˜)] |B(−η1)〉 = 0, (67)
with anti-periodicity in 0 ≤ x˜ ≤ β, which is inherited
from the anti-periodicity in τ . For simplicity we now
set τ˜ = x1 = 0, and omit writing the τ˜ coordinate. The
boundary state describing the boundary condition at x =
x2 satisfies the same equation with η1 → η2 (not η1 →
−η2; see the footnote immediately above Eq. (61)).
Following the discussion in Sec. III we must now twist
the boundary states defined in Eq. (67) by a group el-
ement of the symmetry group of the SPT phase. As
mentioned above, in the current case of symmetry class
D, there is only one non-trivial group element, which is
the fermion parity operator gˆf defined in Eq. (55). Be-
cause the fermion parity operators changes the periodic-
ity on both, the left- and the right-moving fermions in Eq.
(67) from anti-periodic to periodic, the twisted boundary
state |B(η)〉gˆf satisfies the equation
[ψL(x˜)− iηψR(x˜)] |B(η)〉gˆf = 0, (68)
with periodicity in 0 ≤ x˜ ≤ β. Upon Fourier transforming
the Hermitean (Majorana) fermion operators,
ψL(x˜) =
2pi
β
∑
s
e−i2pix˜s/βψsL, ψ
†
sL = ψ−sL (69)
ψR(x˜) =
2pi
β
∑
s
e+i2pix˜s/βψsR, ψ
†
sR = ψ−sR (70)
where the mode-index s ∈ Z+ 12 (s ∈ Z) for anti-periodic
(periodic) boundary conditions in x˜, Eq. (68) reads
[ψsL − iηψ†sR]|B(η)〉gˆf = 0, (s ∈ Z). (71)
This determines the boundary state to be of the form
|B(η)〉gˆf = exp
{
i
(−η)
+∞∑
s=1
ψ†sRψ
†
sL
}
|B(η)〉0, (72)
where the “zero-mode contribution” (from s = 0),
|B(η)〉0, is determined by
[ψ0L − iηψ0R] |B, η〉0 = 0. (73)
The zero modes satisfy (ψ0L)
2 = (ψ0R)
2 = 1. The zero-
mode contribution to the boundary state can be con-
structed by considering the following fermion creation
and annihilation operators (we immediately discuss here
the general case of Nf Majorana flavors, a = 1, ..., Nf ),
f†a =
1
2
(ψa0L + iψ
a
0R), fa =
1
2
(ψa0L − iψa0R), (74)
where |0f 〉 denotes the Fock vacuum of the fa-fermions.
In view of Eqs. (71, 69), the boundary state |B, η = +〉0
is then nothing but the Fock vacuum |0f 〉 itself,
|B, η = +〉0 = eiφ+ |0f 〉. (75)
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On the other hand, the boundary state |B, η = −〉0 can
be constructed as
|B, η = −〉0 = eiφ−
Nf∏
a=1
f†a |0f 〉. (76)
In the above representation of |B, η〉0, the ambigu-
ous phases φ± are not fixed by the boundary condition.
These phases will not affect our analysis in this section,
and hence will be set to zero henceforth. We will come
back to the issue of a suitable choice of the phase at
the end of this section, and also in Sec. VI, in which
a proper choice of the phase is more crucial. [We how-
ever comment that one common convention for the phase
is |B, η = +〉0 = e−ipi8 |0f 〉, |B, η = −〉0 = eipi8 f†|0f 〉.
(These equations are written, for simplicity, for the case
of a single flavor Nf = 1.) One motivation for this phase
convention is that the following relations ψ0L|B, η〉0 =
e−iη
pi
4 |B,−η〉, ψ0R|B, η〉0 = e−iη pi4 |B,−η〉 bear resem-
blance to the operator product expansions of the Ising
CFT, ψLσ ∼ eipi4 µ, ψLµ ∼ e−ipi4 σ, ψRσ ∼ e−ipi4 µ,
ψRµ ∼ eipi4 σ, where σ and µ are the Ising spin oper-
ator and the disorder operator, respectively. (See e.g.
Appendix E of Ref. [70], or Ref. [71].)]
Following the general discussion of Sec. III E, in par-
ticular Eq. (42), we now ask about the properties of the
boundary states under the action of the fermion number
parity gˆf , the only element of the symmetry group of
the present SPT. Its explicit form within the zero mode
sector of the closed string Hilbert space72 is
gˆf = (iψ
1
0Lψ
1
0R)(iψ
2
0Lψ
2
0R) · · · (iψNf0L ψNf0R ), (77)
when there are the Nf flavors of Majorana fermions. This
implies that the fermion number parity operator acting
on the boundary states gives
gˆf |B,±〉0 = (±1)Nf |B,±〉0. (78)
Therefore, when Nf = even, there is no anomaly neither
for |B,+〉0 nor for |B,−〉0. On the other hand, when
Nf = odd one would conclude that |B,−〉0 is anoma-
lous while |B,+〉0 is not. This is consistent with the
Z2 classification of (1+1)d topological superconductors
in symmetry class D.
Upon closer inspection however, Eq. (78) would look
strange since the two states |B,±〉0 should be treated
on the equal footing. In fact, it should be noted that
there is a phase ambiguity in defining the boundary states
and the fermion number parity operator. In the above
analysis, we implicitly made a particular choice where
the fermion number parity of the ground state |0f 〉 is
+1. In principle, one could assign a different fermion
number parity eigenvalue, e.g., by modifying the defini-
tion of the fermion number parity operator, gˆf → −gˆf .
Alternatively, instead of using f†a , fa, one could define
ca := f
†
a and c
†
a := fa, which leads to |B,−〉0 = |0c〉 and
|B,+〉0 =
∏
a c
†
a|0c〉. In this convention, one would then
be led to claim gˆf |B,−〉0 = +|B,−〉0 while gˆf |B,+〉0 =
(−1)Nf |B,+〉0. Thus, there is some ambiguity when de-
ducing the fermion number parity eigenvalue. Such an
ambiguity of the fermion number parity eigenvalue of the
ground state, however, does not affect our conclusion,
since, independent of the phase choice, when Nf = odd,
we cannot make both |B,+〉0 and |B,−〉0 anomaly-free.
In conclusion, our analysis of the anomalous phase of the
boundary state (as defined in Eq. (42) of Sec. III E) leads
to the (known) result that there is a Z2 classification for
(1+1)d SPT phases in symmetry class D.
V. THE HALDANE PHASE AND THE
COMPACT BOSON THEORY
The Haldane phase of the SU(2) spin-1 quantum spin
chain is historically the first and the canonical exam-
ple of a one-dimensional symmetry-protected topological
phase. The Haldane phase was shown to be a stable
symmetry-protected topological phase if one of the fol-
lowing discrete symmetries is imposed:31
(i) TRS Time-reversal acts on a spin-1 operator as
T : TˆSTˆ−1 = −S, Tˆ iTˆ−1 = −i. (79)
Note that T 2 = +1.
(ii) the dihedral group of pi-rotations about x, y and
z axes (D2) Consider a pi-rotation around a particular
vector in spin space: e.g., pi-rotation around z-axis is
Rzpi : S
x → −Sx, Sy → −Sy, Sz → +Sz. (80)
Take any two of Rx,y,zpi . The third transformation is given
by the product of other two. So, this is Z2×Z2 symmetry.
(iii) link inversion This can be realized as (site inver-
sion) + (translation). The one-site translation is given
by Sj → Sj+1, while the site parity transformation is
Sj → S−j . If combined, the link inversion L acts on the
spin operator at site j as L : Sj → Sj+1 → S−j−1.
In the following, we will focus on the protection of the
Haldane phase by Z2 × Z2 (dihedral) symmetry.
A. Field theory descriptions of the Haldane phase
The Haldane phase is known to be adjacent to at least
three CFTs the compactified free boson U(1) (c = 1),
the SU(2)2 Wess-Zumino-Witten theory (c = 3/2), and
the SU(3)1 Wess-Zumino-Witten theory (c = 2). In this
section, we will focus on the c = 1 CFT, and discuss
its neighboring gapped phase; the Haldane phase (non-
trivial SPT phase) and the so-called large D-phase.
We start from the free boson theory on a spatial ring
of circumference ` defined by the partition function Z =∫ D[φ] exp(iS) with the action
S =
1
4piα′
∫
dt
∫ `
0
dx
[
1
v
(∂tφ)
2 − v(∂xφ)2
]
, (81)
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where the spacetime coordinate of the edge theory is de-
noted by (t, x), v is the velocity, α′ is the coupling con-
stant, and the φ-field is compactified as
φ ∼ φ+ 2piR, (82)
with the compactification radius R. The canonical com-
mutation relation is
[φ(x, t), ∂tφ(x
′, t)] = i2piα′v
∑
n∈Z
δ(x− x′ − n`). (83)
We use the chiral decomposition of the boson field, and
introduce the dual field θ as
φ = ϕL + ϕR, θ = ϕL − ϕR. (84)
The mode expansion of the chiral boson fields is given by
(x± = vt± x)
ϕL(x
+) = xL + piα
′pL
x+
`
+ i
√
α′
2
n 6=0∑
n∈Z
αn
n
e−
2piinx+
` ,
ϕR(x
−) = xR + piα′pR
x−
`
+ i
√
α′
2
n 6=0∑
n∈Z
α˜n
n
e−
2piinx−
` ,
(85)
where [αm, α−n] = [α˜m, α˜−n] = mδmn and [xL, pL] =
[xR, pR] = i. The compactification condition on the bo-
son fields implies that the allowed momentum eigenvalues
are given by
p =
1
2
(pL + pR) =
k
R
, p˜ =
1
2
(pL − pR) = R
α′
w,
pL =
k
R
+
R
α′
w, pR =
k
R
− R
α′
w, (86)
where k and w are integers. In terms of these momentum
eigenvalues, the compactification conditions on the boson
fields are
ϕL(x+ `)− ϕL(x) = +piα′pL,
ϕR(x+ `)− ϕR(x) = −piα′pR,
φ(x+ `)− φ(x) = piα′(pL − pR) = 2piRw,
θ(x+ `)− θ(x) = piα′(pL + pR) = 2piα
′
R
k. (87)
The Hilbert space is constructed as a tensor product
of the bosonic oscillator Fock spaces, each of which is
generated by pairs of creation and annihilation operators
{αm, α−m}m>0 and {α˜m, α˜−m}m>0, and the zero mode
sector associated with xL,R and pL,R. We will denote
states in the zero mode sector by specifying their mo-
mentum eigenvalues as
|p, p˜〉 = |k/R,Rw/α′〉, k, w ∈ Z, (88)
or more simply as |k,w〉. Alternatively, the Fourier trans-
formation of the momentum eigenkets defines the “posi-
tion” eigenkets, which we denote by
|φ0, θ0〉 0 < φ0 ≤ 2piR, 0 < θ0 ≤ 2piα′/R. (89)
The two bases are related by
|p, p˜〉 =
∫ 2piR
0
dφ0
∫ 2piα′/R
0
dθ0e
−ipφ0−ip˜θ0 |φ0, θ0〉. (90)
The single-component compactified boson theory is in-
variant under various symmetry operations. First of all,
in the free boson theory, when there is no perturbation,
there are two conserved U(1) charges, one for each left-
and right-moving sector. Corresponding to these con-
served quantities, the free boson theory is invariant under
the following U(1)× U(1) symmetry
Uδφ,δθ : φ→ φ+ δφ, θ → θ + δθ,
: ϕL → ϕL + δϕL, ϕR → ϕR + δϕR, (91)
where δϕL =
δφ+δθ
2 and δϕR =
δφ−δθ
2 . In terms of
the conserved charges, the generators of the U(1)×U(1)
transformations are given by
UˆLδϕL = e
iδϕLNL/(α
′pi) = eiδϕLpL ,
UˆRδϕR = e
iδϕRNR/(α
′pi) = eiδϕRpR ,
Uˆδφ,δθ = Uˆ
L
δϕLUˆ
R
δϕR = e
i(δφp+δθp˜).
where NL,R =
∫ `
0
dx ∂xϕL,R = α
′pipL,R. (92)
Note that Uˆδφ,δθ acts on the momentum eigenkets as
Uˆδφ,δθ|p, p˜〉 = ei(pδφ+p˜δθ)|p, p˜〉. (93)
Another important symmetry in our discussion of the
Haldane phase is particle-hole symmetry. Particle-hole
symmetry or charge conjugation (C-symmetry) is unitary
and acts on the bosonic fields as
C : φ→ −φ+ ncpiR, θ → −θ + mcpiα
′
R
: (x1, x2)→ (x1, x2), (94)
where (nc,mc) ∈ {0, 1}. From these transformation laws
of the boson fields, we read off the action of C-symmetry
on the position basis as
Cˆ|φ0, θ0〉 = eiδ |−φ0 + ncpiR,−θ0 +mcpiα′/R〉 , (95)
where eiδ is an unknown phase factor. In order to have
the relation Cˆ|p, p˜〉 ∝ | − p,−p˜〉, expected from the com-
mutation relation between Cˆ and p, p˜, the phase δ has to
be a constant (independent of φ0 and θ0). The action of
C-symmetry on the momentum eigenstates is given by
Cˆ|p, p˜〉 = eiδe−ipncpiR−ip˜mcpiα
′
R | − p,−p˜〉
= eiδe−ipiknc−ipiwmc | − p,−p˜〉, (96)
where p = k/R and p˜ = wR/α′. Since δ is constant, the
phase ambiguity is fixed once we specify the action of Cˆ
on a reference state, e.g., |p, p˜〉 = |0, 0〉. In our analysis
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presented below, the reference state and its charge con-
jugation parity eigenvalue eiδ plays an important role.
Following Refs. 73 and 74 (see also Ref. 75), we now
adopt the convention
α′ =
1
2
, R =
1
2
,
R√
α′
=
1√
2
, v = 1. (97)
This set of the parameters realizes the free fermion point
in the moduli space of c = 1 CFTs. (In our conventions
the SU(2) point (the self-dual radius) is realized when
R/
√
α′ = 1.)
In this convention, the Haldane phase can be described
by the sine-Gordon model:
H =
∫
dx
{
1
2pi
[
(∂xθ)
2 + (∂xφ)
2
]
− λ cos(2φ)
}
, (98)
where the bosonic fields are compactified as φ ∼ φ + pi
and θ ∼ θ + 2pi. The field θ is introduced to represent
the canonical conjugate variable of the φ, and the fields
(φ, θ) are related to (slow-modes of) the microscopic spin
(Sx(x), Sy(x), Sz(x)) by
Sx(x) + iSy(x) ∼ eiθ(x),
Sz(x) ∼ ∂xφ. (99)
Considering the Haldane model as a model of the (hard-
core) boson, we can also relate the fields (φ, θ) to (slow-
modes of) the microscopic boson b(x) and its density fluc-
tuation δρ(x)
b(x) ∼ √ρ¯eiθ(x),
δρ(x) = ρ(x)− ρ¯ ∼ 1
pi
∂xφ. (100)
where ρ¯ is the average density of the boson.
Under Z2 × Z2 symmetry (the pi rotations of spins
around Sx, Sy, and Sz-axis), the phase variables are
transformed as
Rxpi : φ→ −φ, θ → −θ
Rypi : φ→ −φ, θ → −θ + pi
Rzpi : φ→ φ, θ → θ + pi. (101)
These transformation can be generated by combining the
charge conjugation Cˆ and the U(1) phase rotation Uˆδθ=pi.
(On the other hand, time-reversal acts on the phase fields
as T : φ→ −φ, θ → θ + pi.)
The cosine term −λ cos(2φ) in Eq. (98) is allowed by
the symmetry (though it is not the only perturbation al-
lowed by the symmetry). The theory (98) describes the
phase transition between the trivial Mott insulator and
symmetry protected topological insulator, i.e., the Hal-
dane insulator.73 The transition is triggered by changing
sign of the coefficient λ of the consine term in the effective
theory Eq. (98).
B. The entanglement spectrum of the Haldane
phase
Following our general considerations, we now discuss
the BCFT description of the entanglement spectrum of
the Haldane phase. Setting λ = 0 in Eq. (98) the rele-
vant CFT is the single-component compactified free bo-
son. To identity the relevant boundary conditions, let
us first consider the two gapped phases realized in the
Hamiltonian (98), by taking λ → ∞ and λ → −∞. In
the both phases, the cosine term strongly pins the φ field
to its minima: For λ → ∞, φ is pinned at 0 mod pi. On
the other hand, for λ→ −∞, φ is pinned at pi2 mod pi.
Let us next consider the domain wall between the two
phases by changing λ as a function of x. The domain
wall is realized by the following configuration of λ(x) :
λ(x) =
 −Λ for x < 0,0 for x ∈ [0, `],+Λ for x > `. (102)
We will take the limit Λ → +∞ so that the theory of
x < 0 or x > ` is in its ground states of the cosine term
of Eq. (98) with the corresponding sign of the coefficient
Λ. (The conventional domain wall picture can be then
realized by taking `→ 0+.) Hence we effectively consider
a critical boson theory which is spatially sandwiched by
the two topologically distinct insulator phases. We thus
consider the boundary condition:
φ(x = 0) =
pi
2
mod pi,
φ(x = `) = 0 mod pi. (103)
Before calculating the spectrum of the BCFT, and
hence the entanglement spectrum, let us discuss the pres-
ence of the domain wall mode from somewhat comple-
mentary point of view. We expect that there should
be a zero mode, i.e., a solitonic operator, in the critical
regime, which is identified with the topological boundary
modes of the Haldane chain. We would like to identify
this soliton operator in the language of the CFT. For
this, we need to look carefully into the boundary condi-
tion imposed on the boson field φ. From the boundary
condition, we find that∫ `
0
dx
∂xφ
pi
=
∫ `
0
dx δρ(x) = n± 1
2
, n ∈ Z. (104)
Hence the soliton object we consider is created by
z↑ ∼ ei θ2 , and z↓ ∼ e−i θ2 . (105)
Let us emphasize that the fields zσ, σ ∈ {↑, ↓} are the
creation operators of the half charge of the fundamental
boson and thus are the fractional degrees of freedom of
the original boson. Furthermore, it is straightforward to
check that they satisfy the projective symmetry group
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representation. Furthermore, it is now straightforward
to check that the configuration
λ(x) =
 +Λ for x < 0,0 for x ∈ [0, `],+Λ for x > `, (106)
has no non-trivial degenerate zero mode realizing the
projective symmetry representation for both the limits
Λ→ ±∞.
Depending on the sign of Λ, there are two drastically
different behaviors of the spectrum in terms of topologi-
cal degeneracy, which is the focus of our interest. Hence
we discuss the two cases separately. In general, the mode
expansion of the boson field φ(t, x) is the following71,76:
φ(t, x) =
∆φ− ppi
`
x+
∑
n∈Z,n6=0
αn
e−2piint
n
sin
(
2pin
`
x
)
,
(107)
in which p ∈ Z determines the winding of the bosons,
∆φ = φ(x = `) − φ(x = 0) mod pi to be determined by
the boundary conditions, and αn is the harmonic oscil-
lator satisfying [αn, αm] = mδn+m,0. The entanglement
Hamiltonian in terms of the mode decomposition can be
written as:71,76
H =
2
`
[(
∆φ
pi
− p
)2
+
∑
n>0
α−nαn
]
, p ∈ Z. (108)
When ∆φ = 0, the lowest state of the tower for p = 0
is non-degenerate and so are all states in the tower of
states. Thus the entanglement spectrum is trivial. On
the other hand, when ∆φ = pi/2, the lowest states of the
tower p = 0 and p = 1 are degenerate, and all states in
the spectrum are at least doubly-degenerate. Further-
more, by state-operator correspondence, the two lowest
states corresponds to the spinor (105), which transform
projectively under symmetry. Thus the degeneracy in the
entanglement spectrum is protected by symmetry as ex-
actly the same way as the physical boundary zero modes.
C. Boundary states
Let us now use the boundary states to show (again)
the symmetry-protected degeneracy. We will also derive
the anomalous phase of the boundary state in the twisted
sector.
The boundary state with φ(0) = φ0 can be explicitly
constructed as
|D(φ0)〉 =
√
1
R
√
2
exp
( ∞∑
n=1
1
n
α−nα˜−n
)
×
∑
p=k/R,k∈Z
e−ipφ0 |p, 0〉. (109)
This state is invariant under Uδθ and C. The partition
function can be computed from the boundary state as
〈D(φ0)|q˜ 12 (HL+HR)|D(φ′0)〉 =
1
η(q˜)
∑
m∈Z
q(m+1/2)
2
. (110)
This spectrum shows that all states are at least doubly
degenerate.
a. Rzpi-twisted sector Following our general discus-
sion, we now consider boundary states in twisted sectors.
In particular, we will confirm the symmetry-enforced van-
ishing of the partition function, by computing the anoma-
lous phase of boundary states that may be picked up un-
der the action of symmetry. Let us first now consider the
twist by Rzpi
θ(x+ `) = θ(x) + 2piα′k/R+ piα′/R, (111)
where k is an integer. With this twist, the allowed mo-
mentum is now
p =
1
2
(pL + pR) =
1
R
(k + 1/2), (112)
as one can see from the mode expansion of the boson
fields. The boundary state with φ(0) = φ0 in the presence
of the twist is
|D(φ0)〉Rzpi =
√
1
R
√
2
exp
( ∞∑
n=1
1
n
α−nα˜−n
)
×
∑
p=(k+1/2)/R,k∈Z
e−ipφ0/R|p, 0〉. (113)
When φ0 = piR, the symmetry Cˆ acts on the boundary
state as
Cˆ
∑
p= 1R (k+
1
2 ),k∈Z
e−ipφ0/R|p, 0〉.
=
∑
p= 1R (k+
1
2 ),k∈Z
e−ipφ0/R| − p, 0〉.
=
∑
p= 1R (k+
1
2 ),k∈Z
e+ipφ0/R|p, 0〉. (114)
Since eipφ0/R = ei(k+1/2)pi = (−1)e−i(k+1/2)pi =
(−1)e−ipφ0/R, we conclude that the boundary state picks
up a minus sign under the action of Cˆ:
Cˆ|D(piR)〉Rzpi = −|D(piR)〉Rzpi . (115)
We thus conclude the corresponding partition function is
forced to zero due to symmetry.
b. Rxpi-twisted sector Let us now consider orbifolding
by Rxpi:
φ(x+ `) = −φ(x) + 2piRn,
θ(x+ `) = −θ(x) + 2piα
′
R
m, (116)
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where n, m are some integers. This twist sets the mo-
mentum to be zero, p = p˜ = 0, and the mode expansion
compatible with the twist is given by
φ(x) = xL + xR + · · · (117)
where · · · represents oscillator modes. In the twisted
sector the zero mode xL + xR can only take its fixed
point value 0 or piR. Thus, there are two independent
states in the zero mode sector, |0〉Rxpi and |piR〉Rxpi . (See,
for example, Refs. 23 and 77.) The Dirichlet boundary
states can then be constructed from the states as
|B(φ0)〉Rxpi ∝ exp(oscillator part)|φ0〉Rxpi , (118)
where φ0 = 0 or φ0 = piR.
In addition to the Dirichlet boundary states in the
twisted sector, the orbifold theory twisted by Rxpi al-
lows the boundary states in the untwisted sector. They
are simply given by a suitable linear combination of the
boundary states which are invariant under Rxpi. These
boundary states represents boundary conditions in which
the boson field is pinned at a certain value φ0, where φ0
can be arbitrary. When φ0 is at the fixed points of the
symmetry, φ0 = 0 or φ0 = piR, these untwisted boundary
states by themselves fail to satisfy the Cardy condition.
It is then necessary to consider the boundary states in
the twisted sector considered above.
The two zero mode states |φ0〉Rxpi , and hence the two
boundary states |B(φ0)〉Rxpi , are orthogonal to each other,
and hence the partition function
Rxpi
〈B(0)|q˜ `2Hclosed |B(piR)〉Rxpi = 0 (119)
vanishes. To see if this is symmetry enforced, we need
to consider the action of symmetry on these boundary
states, say, Rzpi. I.e., R
z
pi|B(φ0)〉Rxpi . To this end, let us
first consider Neumann boundary states in the twisted
sector. They are given by
|N(θ0)〉Rxpi = e(osc. part)
1√
2
(|0〉Rxpi ± |piR〉Rxpi) . (120)
where θ0 = 0 or θ0 = piα
′/R. Since Rzpi shifts θ by pi, we
expect that Rzpi exchanges |N(0)〉Rxpi and |N(piα′/R)〉Rxpi .
That is,
Rzpi|D(0)〉Rxpi = |D(0)〉Rxpi ,
Rzpi|D(piα′/R)〉Rxpi = −|D(piα′/R)〉Rxpi , (121)
up to a possible common over all phase. The anomalous
minus sign picked up by |D(piα′/R)〉Rxpi under Rzpi shows
the vanishing of the partition function is enforced by the
symmetry of the Haldane phase.
VI. (1+1) D TOPOLOGICAL
SUPERCONDUCTORS IN SYMMETRY CLASS
BDI
In this section, we consider topological superconduc-
tors in symmetry class BDI, and the Z8 classification of
Fidkowski and Kitaev35,78. Following our general frame-
work, we will use BCFT to detect the Z8 classification.
Our analysis in terms of boundary states gives an alter-
native perspective of the Z8 classification of Fidkowski
and Kitaev in terms of quantum anomalies of boundary
states of CFT.
We emphasize that, in our analysis below, we will use
boundary states in free fermion CFTs to detect the Z8
classification in class BDI, which arises from the reduc-
tion of the Z classification in the presence of interactions.
While all calculations will be done here entirely within
the context of free fermion manipulations, nevertheless, it
should be noted that (i) boundary states are constructed
in the many-body Hilbert space (the Fock space). More-
over, (ii) anomalous phases that boundary states may
acquire upon the action of symmetry operations are ex-
pected to ”survive“ or to ”be protected“, even in the
presence of interactions (see Sec. III F for related discus-
sion), in analogy to various kinds of quantum anomalies
in quantum field theories.
We also note that technically, the following discus-
sion has much resemblance to the analysis of quantum
anomalies at the edge of (2+1)-dimensional topological
crystalline superconductors, for which the classification is
Z8.79 In Ref. 80, a quantum anomaly of the correspond-
ing (1+1)-d edge theory was identified to diagnose the
Z8 classification by using cross-cap states in CFTs. The
boundary states discussed in this section of the present
paper, when restricted to the zero-mode sector of the
closed-string Hilbert space, are identical to those appear-
ing in the cross-cap states that arose in the analysis of
the (1+1)-d edges, which are obtained by “gauging” a
mirror (or “reflection”, or “parity”) symmetry. In fact,
this is consistent with the fact that the classification of
non-interacting (2+1)-dimensional topological insulators
and topological superconductors with mirror symmetry
is identical to that of non-interacting (1+1)-dimensional
topological insulators and superconductors without mir-
ror symmetry81. Our analysis presented in the present
work, based on a quantum anomaly of boundaries of
(1+1)-d gapped SPT phases, implies that the classifi-
cation for (2+1)-dimensional topological insulators and
superconductors with mirror symmetry is the same as
that of (1+1)-dimensional topological insulators and su-
perconductors without mirror symmetry even in the pres-
ence of the interactions, where a certain Z classification,
such as that occurring in symmetry class BDI, is reduced
to a Z8 classification. In this section, we will particularly
be interested in the BDI class.
Consider the CFT consisting of Nf flavors of non-
interacting non-chiral (i.e. right and left moving) real
(Majorana) fermions described by the Hamiltonian (53).
In addition to fermion number parity conservation, we
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impose on the system time-reversal symmetry
TˆψaL(t, x)Tˆ
−1 = ψaR(−t, x),
TˆψaR(t, x)Tˆ
−1 = σψaL(−t, x),
Tˆ 2 = σF , Tˆ iTˆ−1 = −i, (122)
where σ = ±1, and a = 1, ..., Nf . The fermion parity
operator F was defined in Eq. (55). The case of interest
for us is σ = +1, relevant for symmetry class BDI.
To discuss the action of time-reversal on boundary
states of the corresponding free fermion CFT, we will
now implement the pi/2 rotation of Euclidean (i.e., imag-
inary time) spacetime, discussed already in the para-
graphs surrounding Eqs. (46) and (65). Since this ro-
tation involves imaginary (Euclidean) time, we first need
to reformulate the condition of time reversal invariance,
Eq. (122), as a condition involving imaginary time. This
can be understood, e.g., by using the fact that the non-
interacting Majorana fermion theory in (53) satisfies the
CPT Theorem (since this is a theory of Lorentz invariant
Dirac/Majorana fermions).
In the present case of Majorana fermions, charge-
conjugation C acts trivially, and therefore the condition
of time-reversal invariance in Eq. (122) is satisfied if and
only if the following condition of “parity”, or equivalently
“spatial reflection” R symmetry is satisfied
RˆψaL(t, x)Rˆ−1 = ψaR(t, `− x),
RˆψaR(t, x)Rˆ−1 = (−σ) ψaL(t, `− x),
Rˆ2 = (−σ)F , RˆiRˆ−1 = i (unitary), (123)
where we considered the situation where the fermions are
defined on a spatial circle of circumference ` with coor-
dinate x. It can be verified82 (e.g. by checking that this
forbids the same mass terms) that one needs to change
the sign σ → (−σ) as indicated, when going from Eq.
(122) to Eq. (123).
Note that since Rˆ in Eq. (123) acts only the spatial co-
ordinate x, the same equation holds true when real time t
is replace by imaginary (Euclidean) time τ , i.e. t→ τ , in
that equation. The imaginary (Euclidean) time version
of time reversal from Eq. (122) is then the same equation
as Eq. (123), after the rotation by pi/2 of (Euclidean)
spacetime, (x, τ) = (−τ˜ , x˜), which was already discussed
in the paragraph surrounding Eq. (46), is implemented.
Denoting the Euclidean-time version of time-reversal by
Pˆ (standing for “parity”), the imaginary time version of
time reversal symmetry reads
PˆψaL(τ˜ , x˜)Pˆ
−1 = ψaR(τ˜ , β − x˜),
PˆψaR(τ˜ , x˜)Pˆ
−1 = (−σ) ψaL(τ˜ , β − x˜),
Pˆ 2 = (−σ)F , Pˆ iPˆ−1 = i (unitary). (124)
As a brief check, note that the simple free fermion bound-
ary conditions in Eq. (61) characterized by numbers
η = ±1 are invariant under the time reversal transforma-
tion defined in Eq. (122) when σ = +1 (the sign relevant
for class BDI) as expected. Equivalently, the boundary
state |B(η)〉 defined in Eq. (67), can be written in the
form of Eq. (46) with
Φˆ(x˜) ≡
(
ψL(x˜)
ψR(x˜)
)
and U = iη
(
0 −1
+1 0
)
. (125)
Following the steps in Eq. (49) we find that this boundary
condition preserves the symmetry Pˆ (i.e. time reversal),
except that we still need to discuss the action of Pˆ on
the boundary state itself, i.e. Pˆ |B〉h. This will be done
in detail below.
We will now implement the analysis of Sec. III, specifi-
cally Sec. III E. The discrete symmetry group of the cur-
rent problem is ZF2 × ZT2 generated by fermion parity gˆf
(as in Sec. IV) and time reversal symmetry, for which we
use the formulation in terms of Pˆ , as in Eq. (124). These
two symmetry operations commute. Following Sec. III E,
we choose to twist the boundary state (i.e. we twist in
imaginary time τ = x˜) by the fermion parity operator gˆf
in the same way as was done in Sec. IV.
It follows from Eq. (124) that the fermion zero modes,
Eq. (71), satisfy
PˆψasLPˆ
−1 = ei2pisψasR,
PˆψasRPˆ
−1 = (−σ)e−i2pisψa0L, (126)
(s ∈ Z+ 1
2
, or s ∈ Z).
This implies that Pˆ , when acting on the boundary state
twisted by fermion number parity, |B(η)〉gˆf in Eq. (72),
commutes with the exponential in that equation when
σ = +1 (relevant for class BDI); therefore, we only need
to discuss the action of Pˆ on the “zero-mode contribu-
tion” |B(η)〉0 defined in Eq. (72). Let us denote by Pˆ0
the projection of the operator Pˆ on the zero-mode sector.
It can be verified by direct calculation that an explicit ex-
pression satisfying
Pˆ0ψ
a
0LPˆ
−1
0 = ψ
a
0R, Pˆ0ψ
a
0RPˆ
−1
0 = −ψa0L, (127)
as required by Eq. (126) is given by
Pˆ0 = e
iδ
Nf∏
a=1
1√
2
(1− ψa0Lψa0R) , (128)
where eiδ is a so-far unknown phase factor which will
be discussed in more detail shortly. Moreover, one also
verifies that
Pˆ 2 = e2iδ(i)Nf gˆf , and gˆf Pˆ = Pˆ gˆf (129)
on the zero mode sector.
Let us now calculate the action of Pˆ0 on the zero-mode
contribution |B(η)〉0 of the boundary state (Eq. (72)).
By using the representation in terms of the f -fermions,
ψ0Lψ0R = i(2f
†f − 1), Pˆ0 can be written as
Pˆ0 = e
iδ
∏
a
1√
2
[1− i(2na − 1)] , (130)
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where na = f
†
afa. Then, the action of Pˆ0 on the zero-
mode part of the boundary states is given by
Pˆ0|B,+〉0 = eiδ
∏
a
1√
2
[1− i(2na − 1)] |0f 〉
= eiδ
∏
a
1√
2
[1 + i] |0f 〉 = e+ipi4Nf eiδ|B,+〉0,
Pˆ0|B,−〉0 = eiδ
∏
a
1√
2
[1− i] |B,−〉0 = e−ipi4Nf eiδ|B,−〉0.
(131)
The relative phase between Pˆ0|B,+〉0 and Pˆ0|B,−〉0 is
e+ipiNf/2, which is independent of the choice of eiδ (the
choice of the action of Pˆ0 on the reference state), and
vanishes when Nf = 4 × integer. In other words, one
cannot make both boundary states anomaly-free unless
Nf = 4 × integer. One then immediately concludes the
classification is at least Z4.
On the other hand, a proper choice of the phase eiδ, if
it exists, leads to a refined classification as we will now
demonstrate. If we choose |0f 〉 as the reference state
and demand that |0f 〉 transform trivially under Pˆ0, i.e.
Pˆ0|0f 〉 = |0f 〉, we obtain a Z4 classification. To discuss a
proper phase choice, we consider the following alternative
construction of the boundary state. When Nf = even,
one can introduce the following fermion creation opera-
tors (see, for example, Ref. 83):
d†Lj =
1
2
(ψ2j−10L + iψ
2j
0L), d
†
Rj =
1
2
(ψ2j−10R + iψ
2j
0R),
(132)
and the Fock vacuum |0d〉 annihilated by both, dLj and
dRj . We observe that dLj − idRj = f2j−1 − if2j , (d†jL −
id†jR)|0f 〉 = 0, and
|B,+〉0 = |0f 〉 =
∏
j
(d†jL − id†jR)|0d〉. (133)
Similarly,
|B,−〉0 =
Nf∏
a=1
f†a |0f 〉 =
∏
j
(d†jR − id†jL)|0d〉. (134)
(A similar construction is possible also for Nf = odd by
adding an extra Majorana fermion as in Ref. 78. We al-
ready know from the discussion in Sec. IV, by using only
fermion parity and not time reversal symmetry, that all
cases Nf = odd are topologically non-trivial. On the
other hand, the anomalous phase can be computed for
Nf = odd in a manner similar to Nf = even, but we do
not present explicit results here.) One important feature
of this construction is the clear factorization of the vac-
uum |0d〉 into the left- and right-moving sectors (of zero
modes), |0d〉 = |0d〉L ⊗ |0d〉R, as it is annihilated by dLj
and dRj separately. The entire Hilbert space built out
of |0d〉 also factorizes into the left- and right-moving sec-
tors. This factorization allows us to introduce the action
of parity (time-reversal) in a transparent way. Such a fac-
torization is also expected from the general construction
of boundary states in boundary conformal field theories.
(See, for example, Ref. 84.)
If we choose |0d〉 as the reference state, and fix the
phase ambiguity by demanding Pˆ0|0d〉 = |0d〉, which may
be obtained from Pˆ0|0d〉L,R = |0d〉R,L. Then,
Pˆ0|B,+〉 = Pˆ0|0f 〉
= Pˆ0
Nf/2∏
j=1
(d†jL − id†jR)|0d〉
=
Nf/2∏
j=1
(d†jR + id
†
jL)|0d〉
= (i)Nf/2|0f 〉. (135)
I.e., eiδ = 1. It can also be checked, straightforwardly,
Pˆ0|B,−〉0 = (i)Nf/2|B,−〉0, (136)
following Eq. (134). Thus, with this choice, the two
boundary states |B, η〉 can be both made anomaly free
only when Nf = 8× integer, which tells us that there is
a Z8 classification.
As a final comment, we provide yet another point of
view by using Eq. (129). Equation (129) suggests that,
within the zero mode sector, the symmetry is realized
projectively. The “unwanted” phase e2iδ(i)Nf can be re-
moved by choosing eiδ = e−ipiNf/4. However, with this
choice, the reference state now acquires an anomalous
phase Pˆ0|0d〉 = e−ipiNf/4|0d〉. This conflict between the
two demands, one to represent the symmetry group non-
projectively and the other to make the reference state
transform trivially under Pˆ , can be considered as a form
of quantum anomaly.
VII. DISCUSSION
In this paper, we have given a description of the en-
tanglement spectrum of SPT phases in (1+1) dimensions
which are in vicinity of a quantum critical point described
by a CFT, in terms of a boundary CFT (BCFT) associ-
ated with that describing the quantum critical point. We
also introduced a diagnostic tool, the symmetry-enforced
vanishing of the twisted partition function, which allows
us to identify the presence of a non-trivial cocycle, and of
a projective representation of the symmetry group defin-
ing the SPT phase in the entanglement spectrum, and to
identify the topological class of the SPT phases. From
the perspective of CFTs, our formalism allows us to iden-
tify SPT phases that can be proximate to a given CFT.
Hence, it gives us the structure of the phase diagram (the
21
‘theory space’) around the CFT. As yet another perspec-
tive, our formalism can be thought of as a proper general-
ization of the Jackiw-Rebbi soliton from non-interacting
fermion systems to generic SPT phases.
While we have made a connection between boundary
states in CFTs on one hand, and SPT phases on the
other, it should be emphasized, again, that the corre-
spondence is not one-to-one: Many different BCFTs can
correspond to a given SPT phase. For example, for a Hal-
dane system, one can attach as an ideal lead the c = 1
compactified boson, the SU(2)2, or the SU(3)1 CFTs.
All these CFTs are proximate to the Haldane phase, in
the sense discussed in this paper, i.e., they describe, re-
spectively, three possible (conformal) quantum critical
points through which one can exit the Haldane phase
into other (typically non-topological) phases. Therefore,
while one should be able to use boundary states of these
CFTs to diagnose the topological properties of the Hal-
dane phase, when it comes to classifying SPT phases,
it is not optimal to use BCFTs, because several differ-
ent BCFTs (the three mentioned above and also others)
can be used to describe the same SPT phase (here the
Haldane phase). In this sense, our BCFT approach is
complementary to other approaches, such as e.g. the
MPS approach. In fact, the complete classification of
boundary states in CFTs so far has not been achieved,
while (1+1)d SPT phases are completely classified by
H2(G,U(1)). In other words, boundary states in CFTs
or BCFTs seem to have ”too much information“; (I.e.,
the set of all boundary states seem much bigger than the
set of all possible SPT phases in (1+1)d.).
Another issue which may be related to this is the dif-
ference between symmetry-protected degeneracy in the
entanglement spectrum and the boundary entropy. The
former degeneracy should exist at all length scales, while
the latter should emerge only in the long-wave length
limit, and looks like a much more non-trivial property
than the symmetry-protected degeneracy. Since when
describing (1+1)-dimensional SPTs we are interested in
the properties of BCFTs which are in fact independent
of the length scale, there may be an efficient way to ex-
tract this topological information out of the BCFTs. One
can speculate that such information can be extracted by
a procedure such as the ”topological twist“, when ap-
plicable. Such a procedure essentially turns (B)CFTs
into topological field theories, and hence the resulting
(“topologically twisted”) theory will only contain infor-
mation that is independent of the length scale. In other
words, such a hypothetical procedure should ”remove“
the unnecessary information from the CFT, so that only
topologically relevant information remains. Along this
line of thought, we note that the complete classification
of boundary states in (1+1)d topological quantum field
theories (TQFTs) is actually much more well understood
than in BCFTs, and has been studied, e.g., in the work
of Moore and Segal. In short, we conjecture that there
is a close connection between SPT phases and boundary
states in (1+1)d TQFTs.
Finally, we end by mentioning that the appearance of
a defect CFT which appears as an interface between two
different (1+1) d CFT connected via a gapped SPT re-
gion provides an interesting generalization of the set up
discussed in this paper. However, we leave this topics for
future work.
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Note added: After the key results of the work reported
here were obtained, a preprint, Ref. 85, which discusses
the properties of CFTs that may appear as a continu-
ous quantum phase transition between two different SPT
phases sharing the same symmetry. Our analysis con-
cerning the entanglement spectrum of SPTs, which is
described by BCFTs (as opposed to bulk CFTs), shares
some similarities with Ref. 85.
Appendix A: Fractional branes and discrete torsion
In this Appendix we would like to make a few historical
remarks. In the context of D-branes in string theory, it
was observed that open string states in the open string
channel (i.e., states in BCFTs in the open string channel)
may form a projective representation of an orbifold group
G, as in Eq. (35).55–57,61 (Typically, this statement is
phrased in terms of spacetime quantum fields living on
D-branes.)
Boundary states that are relevant to SPT phases are
those that are invariant (up to an anomalous phase) un-
der the action of the symmetry defining the SPTs. In
the terminology of orbifold CFTs and D-branes, they are
D-branes that are localized at orbifold fixed points. Such
D-branes are called fractional branes. Fractional branes
which may exist in a theory with discrete torsion have
been also discussed. (Here, the theory means string the-
ory which includes both open and closed string, and de-
scribes interactions among them.)
In the context of fractional branes, it was argued that
a two-cocyle that appears in the action of orbifold group
G in the open string channel is directly related to the
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discrete torsion that appears in the closed string Hilbert
space. As the notation suggests, if ω(g|h) is the two-
cocycle that appear in the open string picture, it was
argued that ε(g|h) in Eq. (37) is nothing but the discrete
torsion that appears in the closed string Hilbert space.
On general grounds, this intimate connection between
discrete torsion (in the closed string picture) and pro-
jective representations (in the open string picture) has
a close connection to SPT phases, which are classified
by projective representations (the second group coho-
mology). In the above, we have identified analogues of
discrete torsion phases within BCFTs and in terms of
boundary states to make this connection. In string the-
ory, however, it seems uncommon to assign different dis-
crete torsions to different (fractional branes localized at)
orbifold fixed points – if one fixes a discrete torsion once
for all for the theory, one needs to use the same discrete
torsion all times. In the physics of SPT phases, how-
ever, we consider different discrete torsions for different
boundary states at different orbifolds fixed points.
In identifying ε(g|h) in Eq. (37) as a discrete torsion,
the symmetry-enforced vanishing of the projective char-
acters (see descriptions around (38)) plays an important
role. It was argued that the relation between discrete
torsions and two-cocyles can be inferred by factorising
the cylinder amplitude between two fractional branes in
the closed string channel. Since the factorization in the
closed string channel will be achieved by constructing
boundary states for the D-branes with discrete torsion,
this consistency check amounts to verifying that these
boundary states are well-projected, and to checking that
from Hh only states invariant under the Nh projection
contribute to the amplitude. This can be checked by us-
ing the symmetry-protected vanishing of the projective
characters, ρ(h) = 0, when there is a g which commutes
with h and ε(g|h) 6= 1.
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