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AN INVERSION FORMULA FOR SOME FOCK SPACES
BINTAO CAO† AND NGAU LAM††
Abstract. A symmetric bilinear form on a certain subspace T̂b of a completion
of the Fock space Tb is defined. The canonical and dual canonical bases of T̂b are
dual with respect to the bilinear form. As a consequence, the inversion formula
connecting the coefficients of the canonical basis and that of the dual canonical basis
of T̂b expanded in terms of the standard monomial basis of Tb is obtained. Combining
with the Brundan’s algorithm for computing the elements in the canonical basis of
T̂bst , we have an algorithm computing the elements in the canonical basis of T̂b for
arbitrary b.
1. Introduction
In his seminal paper [1] Brundan defined a symmetric bilinear form on the completion
T̂bst of the Fock space Tbst := W⊗n ⊗ V⊗m showing that the canonical and dual
canonical bases of Lusztig and Kashiwara [13, 11] in T̂bst are dual with respect to
the bilinear form, where V is the natural module of the quantum group Uq(gl∞) and
W is the restricted dual of V. As a consequence, the inversion formula is obtained
connecting the coefficients of the canonical basis and that of the dual canonical basis
of T̂bst expanded in terms of the standard monomial basis of Tbst . For n = 0, we have
T̂bst = Tbst = V⊗m [1], and the canonical and dual canonical bases of V⊗m can be
identified with the canonical and dual canonical bases of some modules of some Hecke
algebra of Type A [8] (see also [3]). In [3], there is an elegant proof showing that the
inversion formula obtained in [1] for n = 0 equals the inversion formula for relative
Kazhdan-Lusztig polynomials obtained in [7] (see also [15, 12]).
The Fock space Tb, which is a q-tensor space with m tensor factors isomorphic to
V and n factors isomorphic to W, determined by the 0m1n-sequence b (see (2.3) for a
precise definition), was considered in [6]. In analogy to Brundan’s results, the canon-
ical and dual canonical bases are defined in [6] in the subspace T̂b of a completion
of the Fock space Tb. In fact, the canonical basis is contained in Tb (see Proposi-
tion 3.9 below). In this paper, we generalize Brundan’s definition defining a symmetric
bilinear form on T̂b for arbitrary 0m1n-sequence b and show that the canonical and
dual canonical bases are dual with respect to the bilinear form. The inversion formula
connecting the coefficients of the canonical basis and that of the dual canonical ba-
sis of T̂b expanded in the standard monomial basis of Tb is obtained. An equivalent
version of the inversion formula has been obtained by Brundan, Losev and Webster
†Partially supported by NSFC (Grant No. 11101436, 11571374).
††Partially supported by an NSC-grant.
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[5, Section 5.9] via the garded tensor product categorifications. Let tbgf (q), called the
Brundan-Kazhdan-Lusztig polynomial, denote the coefficient of the element Mbg of the
standard monomial basis in the expression for the element Tbf of the canonical basis.
Using the Brundan-Kazhdan-Lusztig conjecture proved in [6, 5] and the positivity of
the coefficients of the Brundan-Kazhdan-Lusztig polynomials proved in [5, 6] (see also
Remark 2.8 below), we show that there are only finitely many tbgf (q) 6= 0 for a fixed g or
a fixed f . In particular, the canonical basis {Tbf } is contained in T
b (see Proposition 3.9
below). Also every element in the standard monomial basis of Tb can be written as a
finite sum of the elements in the dual canonical basis (see Proposition 3.9 below).
Let E b (see (2.10) below) denote a q-wedge subspace of Tb and let Ê b (see Section 2.6
below for details) denote a certain subspace of T̂b. In Section 4, we define a symmetric
bilinear form on Ê b and showing that the canonical basis and the dual canonical basis
are dual with respect to the symmetric bilinear form. An inversion formula is also
obtained.
In Section 5 we explain a method to compute the elements in the canonical basis
of T̂b from knowing the precise expressions of the elements in the canonical basis of
T̂bst in terms of standard monomial basis. Combining with the Brundan’s algorithm
for computing the elements in the canonical basis of T̂bst [1, Section 2-j] (see also [4,
Section 3]), we have an algorithm computing the elements in the canonical basis of T̂b
for arbitrary 0m1n-sequence b. We remark that the Brundan-Kazhdan-Lusztig polyno-
mials arising as coefficients of the canonical bases also can be computed as the approach
implied by [5] by truncating to finite parabolic Kazhdan-Lusztig polynomials and then
by applying the classical algorithm for parabolic Kazhdan-Lusztig polynomials.
The paper is organized as follows. In Section 2 we review and develop some basic
results about the space T̂b, the bar involution ψ on T̂b, and the canonical and dual
canonical bases of T̂b. In Section 3, we define a bilinear form on T̂b for arbitrary b
and prove that the bilinear form is symmetric. We show that the canonical and dual
canonical bases are dual with respect to the symmetric bilinear form. The inversion
formula is also described. In Section 4, we prove that the similar results obtained in
Section 3 are valid for the space E b. We explain the algorithm in Section 5.
Notations: We shall use the following notations throughout this article. The symbols
Z, N, and Z+ stand for the sets of all integers, of positive integers and of non-negative
integers, respectively. For any subset I ⊆ Z, denote the set of integer-valued functions
on I by ZI . For r ∈ N, let [[r]] := {1, 2, . . . , r}. Z[[r]] is simply denoted by Zr and each
f ∈ Zr is identified with the r-tuple (f(1), f(2), . . . , f(r)) when convenient. Let Zrk
denote the subset of Zr consisting functions with values between −k and k, where k is
a positive integer. For f ∈ ZJ and a subset I ⊆ J , we denote the restriction of f to I
by fI .
2. Preliminaries
We will follow the notations and conventions as described in [6]. In this section, we
review some definitions and results about the canonical and dual canonical bases of
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the completion T̂b of the Fock space Tb obtained in [6] generalizing [1]. We refer the
reader to [6, Part I] for details. We also generalize some results in [1] for the settings
of [6].
2.1. Quantum group. The quantum group U := Uq(gl∞) with an indeterminate q is
defined to be the associative algebra over the field Q(q) of rational functions generated
by Ea, Fa,Ka,K
−1
a , a ∈ Z, subject to the following relations (a, b ∈ Z):
KaK
−1
a = K
−1
a Ka = 1,
KaKb = KbKa,
KaEbK
−1
a = q
δa,b−δa,b+1Eb,
KaFbK
−1
a = q
δa,b+1−δa,bFb,
EaFb − FbEa = δa,b
Ka,a+1 −Ka+1,a
q − q−1
,
E2aEb +EbE
2
a = (q + q
−1)EaEbEa, if |a− b| = 1,
EaEb = EbEa, if |a− b| > 1,
F 2aFb + FbF
2
a = (q + q
−1)FaFbFa, if |a− b| = 1,
FaFb = FbFa, if |a− b| > 1.
Here Ka,a+1 := KaK
−1
a+1. The co-multiplication ∆ on U is defined by:
∆(Ea) = 1⊗ Ea + Ea ⊗Ka+1,a,
∆(Fa) = Fa ⊗ 1 +Ka,a+1 ⊗ Fa,
∆(Ka) = Ka ⊗Ka.
The co-multiplication ∆ here is consistent with the one used by Kashiwara, but differs
from [14]. The counit ǫ is defined by ǫ(Ea) = ǫ(Fa) = 0, ǫ(Ka) = 1, the antipode S
by S(Ea) = −EaKa,a+1, S(Fa) = −Ka+1,aFa, S(Ka) = K
−1
a . For r ≥ 1, the divided
powers are defined by E
(r)
a = Era/[r]! and F
(r)
a = F ra/[r]!, where [r] = (q
r−q−r)/(q−q−1)
and [r]! = [1][2] · · · [r].
In what follows we shall apply results from [14] and [9]. To translate their results
to our settings, we need to replace Ea with Fa and q therein by Fa, Ea and q
−1 for all
a ∈ Z, respectively, in order to match our co-multiplication with theirs.
Setting q = q−1 induces an automorphism on Q(q) denoted by −. An antilinear
map f : V −→ W between Q(q)-vector spaces means that f is a Q-linear map such
that f(cu) = cf(u), for c ∈ Q(q) and u ∈ V . Define the bar involution on Uq(gl∞) to
be the antilinear automorphism − : U → U determined by Ea = Ea, Fa = Fa, and
Ka = K
−1
a .
For each k ∈ N, let Uk := Uq(gl|k|) denote the subalgebra of U generated by
{Ea, Fa,K
±1
a ,K
±1
a+1} for −k ≤ a ≤ k − 1. Then Uk ⊆ Uk+1 and
⋃
k Uk = U . Let
U
±
k and U
± denote the positive and negative parts of Uk and U , respectively. Note
that U ±k ⊆ U
±
k+1 and
⋃
k U
±
k = U
±.
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Let P denote the free abelian group on basis {εa | a ∈ Z} endowed with a symmetric
bilinear form (·, ·) for which {εa| a ∈ Z} forms an orthonormal basis. Let
Π = {αa := εa − εa+1 | a ∈ Z} and Πk = {αa | −k ≤ a ≤ k − 1}
and let
Z+Π :=
∑
α∈Π
Z+α and Z+Πk :=
∑
α∈Πk
Z+α.
For µ ∈ Z+Π, the corresponding µ-weight space of U + and −µ-weight space of U −
are defined by
U
±
µ := {X ∈ U
± | KaXK
−1
a = q
(±µ,εa)X, ∀a ∈ Z},
respectively. Analogously we define µ-weight space U +k,µ of U
+
k and −µ-weight space
U
−
k,µ of U
−
k for µ ∈ Z+Πk. Note that
U
+
µ = U
+
k,µ and U
−
µ = U
−
k,µ for all µ ∈ Z+Πk.
2.2. Quasi-R-matrix. In this subsection, we review an explicit description of the
quasi-R-matrix Θ [6, Section 3.1](cf. [9, Chapter 8]). Proposition 2.3 below will be
used to show the bilinear form 〈·, ·〉 on T̂b defined in Section 3 is symmetric.
For a ∈ Z, one can define an automorphism Ta : U → U associated to αa =
εa − εa+1 ∈ Π as follows [9, 8.14]:
Ta(Kb) =

Ka, if b = a+ 1,
Ka+1, if b = a,
Kb, otherwise;
Ta(Eb) =

EbEa − q
−1EaEb, if |b− a| = 1,
−Ka+1,aFa, if b = a,
Eb, otherwise;
and
Ta(Fb) =

FaFb − qFbFa, if |b− a| = 1,
−EaKa,a+1, if b = a,
Fb, otherwise.
For k ∈ N, letS|k| denote the symmetric group on the set {−k,−k+1, . . . , 0, 1, . . . , k},
and let w
|k|
0 denote the longest element in S|k|. Let S∞ :=
⋃
k S|k| and let sa :=
(a, a+ 1) denote the simple transposition in S∞ for all a ∈ Z. There exists an infinite
sequence of integers {ai}
∞
i=1 such that for each k we have a reduced expression for w
|k|
0
as follows [6, (3.1)]:
(2.1) w
|k|
0 = sa1sa2 · · · saN , whereN = k(2k + 1).
For t ∈ N, we define
Θ[t] :=
∑
r≥0
q
1
2
r(r−1) (q − q
−1)r
[r]!
Ta1 · · ·Tat−1(E
r
at
)⊗ Ta1 · · ·Tat−1(F
r
at
).
There is an explicit description for quasi-R-matrix Θ(k) of Uk as follow [9, 8.30(2)]:
Θ(k) = Θ[N ] · · ·Θ[3]Θ[2]Θ[1] ∈
∑
µ∈Z+Πk
U
+
k,µ ⊗U
−
k,µ, where N = k(2k + 1).(2.2)
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Actually, the quasi-R-matrix Θ(k) is an element in some suitable completion of U +k ⊗
U
−
k . We can write
Θ(k) =
∑
µ∈Z+Πk
Θ(k)µ , and Θ
(k)
µ =
dimQ(q)U
+
k,µ∑
i=1
b′µ,i ⊗ b
′′
µ,i ∈ U
+
k,µ ⊗U
−
k,µ,(2.3)
where b′µ,i ∈ U
+
k,µ and b
′′
µ,i ∈ U
−
k,µ. By the explicit description (2.2) for the quasi-R-
matrix Θ(k) , we have
Θ(n)µ = Θ
(k)
µ , for all n ≥ k and µ ∈ Z+Πk.
Therefore we define Θµ := Θ
(k)
µ for any µ ∈ Z+Π and k ≫ 0. The quasi-R-matrix Θ
for U is defined in [6, Section 3.1] by
(2.4) Θ =
∑
µ∈Z+Π
Θµ.
Formally, Θ can be expressed by the infinite product Θ = · · ·Θ[3]Θ[2]Θ[1].
Now we define the map σ : Z −→ Z by σ(a) = −1− a for all a ∈ Z. Then σ induces
the map σ : Π −→ Π by σ(αa) = ασ(a) for all αa ∈ Π. Following from [1, Section 2-f],
σ also induces the antiautomorphism σ : U −→ U defined by
σ(Ea) = Eσ(a), σ(Fa) = Fσ(a), σ(Ka) = K−a, for all a ∈ Z.
Define the antiautomorphism τ̂ : U −→ U by
τ̂(Ea) = Ea, τ̂(Fa) = Fa, τ̂(Ka) = K
−1
a , for all a ∈ Z.
Here the antiautomorphism τ̂ is the antiautomorphism τ defined in [9, Lemma 4.6 b)].
Note that σ and τ̂ are involutions on U .
Lemma 2.1. For µ ∈ Z+Π, we have
(2.5) τ̂ ⊗ τ̂ (Θµ) = Θµ.
Proof. For µ ∈ Z+Π, we choose k large enough such that Θµ = Θ
(k)
µ . Then (2.5) is just
the equality [9, (7.1.2)]. 
Lemma 2.2. Let σ′ : U −→ U be the automorphism of U defined by σ′ = τ̂ ◦σ = σ◦τ̂ .
Then we have
(i) σ′ ◦ Ta(X) = Tσ(a)(σ
′(X)), for all X ∈ U and a ∈ Z,
(ii) σ′(Ea) = Eσ(a), σ
′(Fa) = Fσ(a), for all a ∈ Z.
Proof. The statement (ii) is clear. Since σ′ and Ta are automorphisms, it is sufficient
to show that the statement (i) holds for X = Eb, Fb,Kb with b ∈ Z. Now the lemma
follows by some straightforward computations. 
The following proposition will be helpful to show that the bilinear form 〈·, ·〉 on T̂b
defined in Section 3 is symmetric.
Proposition 2.3. For µ ∈ Z+Π, we have
σ ⊗ σ(Θµ) = Θσ(µ).
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Proof. By (2.1), the longest element w
|k|
0 in S|k| has a reduced expression w
|k|
0 =
sa1sa2 · · · saN and hence the product sσ(a1)sσ(a2) · · · sσ(aN ) is also a reduced expression
of w
|k|
0 . Let
Θ[t],σ :=
∑
r≥0
q
1
2
r(r−1) (q − q
−1)r
[r]!
Tσ(a1) · · ·Tσ(at−1)(E
r
σ(at)
)⊗ Tσ(a1) · · ·Tσ(at−1)(F
r
σ(at)
).
By Lemma 2.2, we have σ′ ⊗ σ′(Θ[t]) = Θ[t],σ. Using (2.2) and the fact that product
sσ(a1)sσ(a2) · · · sσ(aN ) is a reduced expression of w
|k|
0 , we have σ
′⊗σ′(Θ(k)) = Θ(k). This
implies σ′ ⊗ σ′(Θµ) = Θσ(µ). By Lemma 2.1, we have σ ⊗ σ(Θµ) = σ
′ ⊗ σ′(Θµ) =
Θσ(µ). 
2.3. Bruhat ordering. In this subsection, we review the Bruhat orderings b on
Zm+n defined in [6, Section 2.3] for any 0m1n-sequence b. For r ∈ N, let [[r]] :=
{1, 2, . . . , r} and let Zr denote the set of integer-valued functions on [[r]]. Each f ∈ Zr
is identified with the r-tuple (f(1), f(2), . . . , f(r)) when convenient.
Recall that P denote the free abelian group with orthonormal basis {εr|r ∈ Z} with
respect to a bilinear form (·, ·) defined in Section 2.1. A partial order on P defined by
declaring ν ≥ µ, for ν, µ ∈ P, if ν − µ is a non-negative integral linear combination of
εr − εr+1, r ∈ Z.
For m,n ∈ Z+, a 0m1n-sequence is a sequence b = (b1, b2, . . . , bm+n) of m+n integers
such that m of the bi’s are equal to 0 and n of them are equal to 1. Fix a 0
m1n-sequence
b = (b1, b2, . . . , bm+n). For f ∈ Zm+n and j ≤ m+ n, let
wtj
b
(f) :=
∑
j≤i
(−1)biεf(i) ∈ P, wtb(f) := wt
1
b(f) ∈ P.
Then the Bruhat ordering of type b on Zm+n, denoted by b, in terms of the partially
ordered set (P,≤) is defined in [6, Section 2.3] as follows: g b f if and only if wtb(g) =
wtb(f) and wt
j
b
(g) ≤ wtj
b
(f), for all j. This is simply the usual Bruhat ordering on the
weight lattice Zm of gl(m) if n = 0. The following lemma will be useful in the sequel.
Lemma 2.4. [6, Lemma 2.4] The poset (Zm+n,b) satisfies the finite interval property.
That is, given f, g with g b f , the set {h ∈ Zm+n|g b h b f} is finite.
2.4. Fock space and its completion. In this subsection, we review the Fock space
Tb and its B-completion T̂b associated to a 0m1n-sequence b defined in [6] generalizing
some results in [1]. We deduce that the structure of (U ,Hb)-bimodule on Tb [10]
extends to the completion T˜b of Tb.
Let V be the natural U -module with basis {va}a∈Z andW := V∗, the restricted dual
module of V with basis {wa}a∈Z such that wa(vb) := (−q)−aδa,b. The actions of U on
V and W are given by the following formulas:
Kavb = q
δa,bvb, Eavb = δa+1,bva, Favb = δa,bva+1,
Kawb = q
−δa,bwb, Eawb = δa,bwa+1, Fawb = δa+1,bwa.
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Associate to a 0m1n-sequence b, the following tensor space over Q(q) is called the
b-Fock space or simply Fock space:
Tb := Vb1 ⊗ Vb2 ⊗ · · · ⊗ Vbm+n , where Vbi :=
{
V, if bi = 0,
W, if bi = 1.
The tensors here and in similar settings later on are understood to be over the field
Q(q). The algebra U acts on Tb via the co-multiplication ∆.
For f = (f(1), . . . , f(m+n)) ∈ Zm+n, the standard monomial basis {Mbf |f ∈ Z
m+n}
of Tb is defined by
(2.6) Mbf := v
b1
f(1) ⊗ v
b2
f(2) ⊗ · · · ⊗ v
bm+n
f(m+n), where v
bi :=
{
v, if bi = 0,
w, if bi = 1.
We shall drop the superscript b for Mbf if there is no confusion.
For a 0m1n-sequence b = (b1, . . . , bm+n), there is a sequence of integer numbers
0 = r0 < r1 < r2 < . . . < rd−1 < rd = m+ n with
I1 := [[r1]], Ii := [[ri]] \ [[ri−1]], for i = 2, · · · , d
such that bri 6= bri+1 for i ∈ [[d − 1]] and bi = bj if i, j ∈ Ik, for all k. Associate to a
0m1n-sequence b and k ∈ [[d]], let
(2.7) Tb,Ik := Vbrk−1+1 ⊗ Vbrk−1+2 ⊗ · · · ⊗ Vbrk .
Then we have
Tb,Ik =
{
⊗rki=rk−1+1V, if bk = 0,
⊗rki=rk−1+1W, if bk = 1,
and
Tb = Tb,I1 ⊗ Tb,I2 ⊗ · · · ⊗ Tb,Id.
For k ∈ [[d]] and f = (f(rk−1 + 1), . . . , f(rk)) ∈ ZIk , the standard monomial basis
{Mb,Ikf |f ∈ Z
Ik} of Tb,Ik is defined by
Mb,Ikf := v
bk
f(rk−1+1)
⊗ vbk
f(rk−1+2)
⊗ · · · ⊗ vbk
f(rk)
.
For f ∈ Zm+n, we have
Mbf =M
b,I1
fI1
⊗Mb,I2fI2
⊗ · · · ⊗Mb,IdfId
.
For k ∈ [[d]], let SIk denote the symmetric group on the set Ik and let HIk denote
the Iwahori-Hecke algebra associated to SIk generated by Hri−1+1, . . . ,Hri−1 subject
to the relations
(Hi − q
−1)(Hi + q) = 0,
HiHi+1Hi = Hi+1HiHi+1,
HiHj = HjHi, for |i− j| > 1.
Let sa := (a, a + 1) denote the simple transposition in SIk for a ∈ Ik\{rk}. For
x ∈ SIk , we have the corresponding element Hx ∈ HIk , where Hx = Hi1 · · ·Hir if
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x = si1 · · · sir is a reduced expression. The bar involution ¯ on HIk is the unique
antilinear automorphism defined by Hx = H
−1
x−1
and q = q−1.
Let
H
b := HI1 ⊗HI2 ⊗ · · · ⊗HId ,
and let the bar involution ¯ on Hb be the antilinear involution defined by
Y1 ⊗ Y2 ⊗ · · · ⊗ Yd := Y1 ⊗ Y2 ⊗ · · · ⊗ Yd, for all Yi,∈ HIi , i = 1, 2, · · · , d.
The algebra Hb has a right action on Tb defined by
MfHi =

Mf ·si if f ≺b f · si,
q−1Mf if f = f · si,
Mf ·si − (q − q
−1)Mf if f ≻b f · si,
for i ∈ [[m+ n]] \ {r1, . . . , rd}, where the group S
b := SI1 × · · · ×SId acts on the right
on Zm+n by composition of functions. This action commutes with the left action of the
quantum group U and hence Tb becomes a (U ,Hb)-bimodule [10].
Now we review the completions of Fock space Tb. Let b be a fixed 0m1n-sequence.
For k ∈ N, let Vk = span{v−k, v−k+1, . . . , vk} and Wk = span{w−k, w−k+1, . . . , wk} be
Q(q)-subspaces of V and W, respectively. It is easy to see Vk and Wk are Uk-modules.
The truncated Fock space Tb≤|k| is defined by
Tb≤|k| := V
b1
k ⊗ · · · ⊗ V
bm+n
k , where V
bi
k =
{
Vk, if bi = 0,
Wk, if bi = 1.
Tb≤|k| is also a Uk-module defined in the obvious way. For k, r ∈ N, let Z
r
k denote the
subset of Zr consisting of functions with values between −k and k. It is clear that
{Mbf |f ∈ Z
m+n
k } is a basis of T
b
≤|k|.
Let
πk : T
b −→ Tb≤|k|
be the natural projection with respect to the basis {Mbf } for T
b. The kernels of the
πk’s define a linear topology on the vector space Tb. Let T˜b denote the completion
of Tb with respect to the linear topology. Formally, every element in T˜b is a possibly
infinite linear combination of Mf , for f ∈ Zm+n. We let T̂b denote the subspace of T˜b
spanned by elements of the form
Mf +
∑
g≺bf
rgMg, for rg ∈ Q(q).
The Q(q)-vector spaces T˜b and T̂b are called the A-completion and B-completion of
Tb, respectively. It is easy to see that the actions of elements in U and elements in
Hb on Tb are continuous with respect to the linear topology. Therefore the structure
of (U ,Hb)-bimodule on Tb [10] extends to T˜b.
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2.5. Canonical and dual canonical bases. In this subsection, we review the def-
initions and results of the canonical and dual canonical bases for T̂b obtained in [6]
generalizing some results in [1]. We also generalized some results in [1] for the settings
of [6].
The U -modules V and W have antilinear bar involutions, denoted by ,¯ are defined
by va = va and wa = wa, respectively, such that uva = u¯va and uwa = u¯wa, for
all u ∈ Uq(gl∞) and a ∈ Z. Now we recall the bar involution ψ on T̂
b defined in [6,
Section 3.3] as follows. First we define an antilinear involution ψ(k) on Tb≤|k| inductively
on m + n. For m + n = 1, the antilinear involution ψ(k) is the restriction of bar
involution on Tb = V and Tb = W for b = (0) and b = (1), respectively. Let
b = (b1,b2) be a 0
m1n-sequence such that b1 and b2 are a 0
m11n1-sequence and a
0m21n2-sequence, respectively. By [14, Section 27.3.1], there is an antilinear involution
ψ(k) on the truncated Fock space Tb≤|k| = T
b1
≤|k| ⊗ T
b2
≤|k| defined via the quasi-R-matrix
Θ(k) by
ψ(k)(u⊗ v) := u⊗ v := Θ(k)(u⊗ v), for u ∈ Tb1≤|k|, v ∈ T
b2
≤|k|.
Moreover, this definition is independent of the choice of b1 and b2. Since ψ
(k)(Mf ) =
πk
(
ψ(l)(Mf )
)
for all f ∈ Zm+nk and l ≥ k [6, Lemma 3.4], we can define the antilinear
map ψ : Tb −→ T˜b [6, (3.10)], called the bar map by
ψ(Mf ) :=Mf := lim←−
k
ψ(k)(Mf ), for all f ∈ Z
m+n.
We have ψ(k)(Mf ) = πk(ψ(Mf )). In fact, ψ(Mf ) belongs to T̂b (see Proposition 2.6
below).
Proposition 2.5. For all f ∈ Zm+n, X ∈ U and H ∈ Hb, we have
XMfH = X(Mf )H.
Proof. XMf = X(Mf ) follows from [9, Lemma 7.1] and induction on m+n. Note that
Ea, Fa and q are replaced by Fa, Ea and q
−1 in loc. cit., respectively. An elegant proof
of MfH = (Mf )H can be found in [3, Section 3 and 4]. 
Proposition 2.6. [6, Proposition 3.6, Lemma 3.7] For f ∈ Zm+n, we have
ψ(Mf ) =Mf =Mf +
∑
g≺bf
rgf (q)Mg,
where rgf in Z[q, q−1] and the sum is possibly infinite. Moreover, the bar map ψ on Tb
extends to ψ : T̂b → T̂b which is an involution.
Proposition 2.7. [6, Proposition 3.9] The Q(q)-vector space T̂b has unique bar-invariant
topological bases {Tbf |f ∈ Z
m+n} and {Lbf |f ∈ Z
m+n} such that
Tbf =M
b
f +
∑
g≺bf
tbgf (q)M
b
g , L
b
f =M
b
f +
∑
g≺bf
ℓbgf (q)M
b
g ,(2.8)
with tbgf (q) ∈ qZ[q], and ℓ
b
gf (q) ∈ q
−1Z[q−1], for g ≺b f . (We will also write tbff (q) =
ℓbff (q) = 1, t
b
gf = ℓ
b
gf = 0 for g b f .)
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We shall also drop the superscript b for Tbf , L
b
f , t
b
gf and ℓ
b
gf if there is no confusion.
{Tf |f ∈ Zm+n} and {Lf |f ∈ Zm+n} are called the canonical basis and dual canonical
basis for T̂b, respectively. Also, tgf (q) and ℓgf (q) are called Brundan-Kazhdan-Lusztig
polynomials.
Remark 2.8. The positive conjecture [6, Conjecture 3.13], which generalized [1, Con-
jecture 2.28(i),(ii)] for the standard 0m1n- sequence bst = (1, . . . , 1, 0, . . . , 0), said that
tbgf (q) ∈ Z+[q] and ℓ
b
gf (−q
−1) ∈ Z+[q]. It has been proved by Brundan, Losev and
Webster [5, Corollary 5.27]. Another proof can be found in [6, Remark 3.14]. The fact
tbgf (q) ∈ Z+[q] for all f, g ∈ Z
m+n is crucial to show the finiteness of the summation for
Tbf in (2.8) (see Proposition 3.8 and 3.9 below).
2.6. Canonical and dual canonical bases of Ê b. Recall that Tb = Tb,I1 ⊗ Tb,I2 ⊗
· · · ⊗ Tb,Id , HIk denotes the Iwahori-Hecke algebra associated to the symmetric group
SIk on the set Ik defined in Section 2.4 for k ∈ [[d]] and H
b = HI1 ⊗HI2 ⊗ · · · ⊗HId .
Denoted by wIk the longest element in SIk for k ∈ [[d]] , we write
HIk :=
∑
ω∈SIk
(−q)ℓ(w)−ℓ(wIk )Hw,
where ℓ(w) denotes the length of element w in SIk . For x = (x1, x2, · · · , xd) ∈ S
b, we
define ℓ(x) :=
∑d
i=1 ℓ(xi). Let
(2.9) w0 := (wI1 , wI2 , · · · , wId) ∈ S
b,
and
H0 := HI1 ⊗HI2 ⊗ · · · ⊗HId ∈ H
b.
We also let τ : Hb → Hb be the antiautomorphism defined by τ(Hi) = Hi, for any
i ∈ [[m+n]]\{r1, . . . , rd}. Here and later on we identity Hxi with 1⊗· · · 1⊗Hxi⊗1⊗· · · 1
in the obvious way for Hxi ∈ HIi . The following lemma summarizes the elementary
properties of H0 which are easy to obtain (see [1, Lemma 3.2]).
Lemma 2.9. The following properties hold:
(i) HiH0 = H0Hi = −qH0 for any i ∈ [[m+ n]] \ {r1, . . . , rd},
(ii) H0 = H0,
(iii) H20 = −(
∏d
k=1[rk − rk−1]!)H0,
(iv) H0 = τ(H0).
For each k ∈ [[d]], we let E b,Ik := Tb,IkHIk which is the q-analogue of the exterior
power
∧rk−rk−1 Vbrk . Let
(2.10) E b := E b,I1 ⊗ E b,I2 ⊗ · · · ⊗ E b,Id .
It is clear that E b = TbH0. For the case bst := (1, · · · , 1, 0, · · · , 0) consisting of n 1’s
followed by m 0’s, the definition of E bst goes back to [1, Section 3.1].
Lemma 2.10. Let f ∈ Zm+n such that
(2.11) (−1)bkf(rk−1 + 1) ≥ (−1)
bkf(rk−1 + 2) ≥ · · · ≥ (−1)
bkf(rk), for all k ∈ [[d]].
If g ∈ Zm+n such that g b f , then g · x b f for all x ∈ Sb.
AN INVERSION FORMULA FOR SOME FOCK SPACES 11
Proof. It is sufficient to show for x = si, i ∈ [[m + n]] \ {r1, . . . , rd}. We need the
following characterization [6, (2.3)] of b: for g, h ∈ Zm+n,
g b h ⇔ ♯b(g, a, j) ≤ ♯b(h, a, j), ∀a ∈ Z, j ∈ [[m+ n]], with equality for j = 1,
where
♯b(h, a, j) :=
∑
j≤i,h(i)≤a
(−1)bi , for h ∈ Zm+n.
It is enough to show that ♯b(g · si, a, i + 1) ≤ ♯b(f, a, i + 1) for all a ∈ Z. We may
assume that (−1)big(i) < (−1)big(i+1). Otherwise, we have g · si b g b f . Suppose
that there is a ∈ Z such that ♯b(g · si, a, i + 1) > ♯b(f, a, i+ 1). This implies
♯b(g · si, a, i + 2) = ♯b(f, a, i+ 2) and
{
g(i) ≤ a < f(i+ 1), for bi = 0,
g(i) > a ≥ f(i+ 1), for bi = 1.
Since (−1)bif(i) ≥ (−1)bif(i+ 1) and (−1)big(i) < (−1)big(i + 1), we have
♯b(g, a, i) ≥ ♯b(f, a, i+ 2) + 1 = ♯b(f, a, i) + 1, for bi = 0;
♯b(g, a, i) ≥ ♯b(f, a, i+ 2)− 1 = ♯b(f, a, i) + 2− 1, for bi = 1.
Therefore g b f which contradicts to our assumption. Hence g · si b f . 
Proposition 2.11. T̂b is an Hb-module.
Proof. It is enough to show uHi ∈ T̂b for u =
∑
gbh
rgMg and i ∈ [[m+n]] \ {r1, . . . , rd}.
There is an w ∈ Sb such that f := h ·w satisfies the condition (2.11). By Lemma 2.10,
h = f · w−1 b f . Therefore we may assume u =
∑
gbf
rgMg. Now uHi ∈ T̂b follows
from Lemma 2.10 and the fact that T˜b is an Hb-module. 
Let f ∈ Zm+n. It is called b-dominant, if the following inequalities hold for all
k ∈ [[d]]:
(−1)bkf(rk−1 + 1) > · · · > (−1)
bkf(rk).
It is called b-antidominant, if the following inequalities hold for all k ∈ [[d]]:
(−1)bkf(rk−1 + 1) ≤ · · · ≤ (−1)
bkf(rk).
The set of all b-dominant f ∈ Zm+n is denoted by Zb,+. For f ∈ Zb,+, we define
Kf :=Mf ·w0H0 ∈ E
b.
Recall that w0 is defined in (2.9). We will also write Kf := 0 if f ∈ Zm+n\Zb,+. The
following lemma is a generalization of [1, Lemma 3.4], which implies that {Kf}f∈Zb,+
forms a basis of E b.
Lemma 2.12. Let f ∈ Zm+n and x be the unique element of minimal length in Sb
such that f · x is b-antidominant. Then
MfH0 =
{
(−q)ℓ(x)Kf ·xw0 if f · xw0 ∈ Z
b,+,
0 otherwise.
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Let Ê b = T̂bH0. By Proposition 2.11, Lemma 2.10 and 2.12, Ê b is a subspace of T̂b
spanned by elements of the form
Kf +
∑
g≺bf, g∈Zb,+
rgKg, f ∈ Z
b,+ and rg ∈ Q(q).
The bar involution ψ on T̂b leaves Ê b invariant by Lemma 2.9(ii) and Proposition 2.5.
By Lemma 2.10 and 2.12, we have
Kf = Kf +
∑
g≺bf, g∈Zb,+
sgf (q)Kg, for all f ∈ Zb,+,
where sgf (q) ∈ Z[q, q−1]. By [6, Lemma 3.8] and Lemma 2.4, we have the following
proposition.
Proposition 2.13. The Q(q)-vector space Ê b has unique bar-invariant topological
bases {Uf |f ∈ Zb,+} and {Lf |f ∈ Zb,+} such that
Uf = Kf +
∑
g≺bf, g∈Zb,+
ugf (q)Kg, Lf = Kf +
∑
g≺bf, g∈Zb,+
ℓgf (q)Kg,
with ugf (q) ∈ qZ[q] and ℓgf (q) ∈ q−1Z[q−1] for g ≺b f . (We will also write uff (q) =
ℓff (q) = 1, ugf (q) = ℓgf (q) = 0 for g b f or g /∈ Zb,+).
{Uf |f ∈ Zb,+} and {Lf |f ∈ Zb,+} are called the canonical basis and dual canonical
basis for Ê b, respectively. Using Brundan’s arguments in the paragraph before [1,
Lemma 3.8], the elements Lf and the polynomials ℓgf (q) defined here are exactly the
same as in Proposition 2.7, for f, g ∈ Zb,+. The same proof of [1, Lemma 3.8] applies
here to have the following proposition.
Proposition 2.14. For f ∈ Zb,+, Uf = Tf ·w0H0.
3. Inversion formula
In this section, we completely follow the strategy as in [1, Section 2-i] defining a
symmetric bilinear form on T̂b and showing that the canonical basis {Tbf |f ∈ Z
m+n}
and the dual canonical basis {Lbf |f ∈ Z
m+n} are dual with respect to the symmetric
bilinear form. As a consequence, we give an inversion formula connecting the coefficients
of the canonical basis and that of the dual canonical basis of T̂b expanded in terms of
the standard monomial basis of Tb. The proof of the bilinear form being symmetric
here is different from [1]. Using the Brundan-Kazhdan-Lusztig conjecture proved in
[6, 5] and the Brundan-Kazhdan-Lusztig polynomials tbgf (q) ∈ Z+[q] (see Remark 2.8),
we show that there are only finitely many tbgf (q) 6= 0 for a fixed g ∈ Z
m+n or a fixed
f ∈ Zm+n. In particular, the canonical basis {Tbf | f ∈ Z
m+n} is contained in Tb. Also
every element in the standard monomial basis of Tb can be written as a finite sum of
the elements in the dual canonical basis.
Let (·, ·) be the symmetric bilinear form on Tb defined by
(Mf ,Mg) = δf,g, for all f, g ∈ Z
m+n.
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The bilinear form (·, ·) on Tb× Tb can be extended to a bilinear map (·, ·) on T˜b ×Tb
in an obvious way. Recall that T˜b is a completion of Tb defined in Section 2.4.
We also define the antilinear map σ : Tb −→ Tb by
(3.1) σ(Mf ) =M−f , for all f ∈ Z
m+n.
The antilinear map σ can be extended to the antilinear map σ : T˜b −→ T˜b but it may
not send elements in T̂b to T̂b.
Following from [1, Section 2-f], let τ : U −→ U be the antiautomorphism defined
by
τ(Ea) = q
−1Ka+1,aFa, τ(Fa) = qEaKa,a+1, τ(Ka) = Ka, for all f ∈ Z
m+n.
Note that τ is an involution on U .
The following lemma is a generalization of [1, Lemma 2.9, Theorem 2.14(ii)]. Recall
that T˜b is a (U ,Hb)-bimodule.
Lemma 3.1. For all u ∈ T˜b, v ∈ Tb, X ∈ U and H ∈ Hb, we have
(i) (XuH, v) = (u, τ(X)vτ(H)),
(ii) σ(XuH) = τ(σ(X))σ(u)H ,
Proof. Let us first show that the lemma holds for u ∈ Tb. These are all checked directly
for Hb. It is easily to check these statements hold for U in the simple case m+n = 1.
Since τ and − ◦ σ are coalgebra automorphisms, the lemma follows by induction on
m+ n.
Now we assume u ∈ T˜b. Part (i) follows from the first part of the proof and continuity
of the actions of X and H. Part (ii) follows from the first part of the proof and the
uniqueness of the extension of a given continuous map on Tb to T̂b . 
Analogous to [1, (2.20)], we define the bilinear form 〈·, ·〉 on T̂b by
(3.2) 〈u, v〉 :=
∑
g∈Zm+n
(u,Mg)(σ(v),Mg), ∀u, v ∈ T̂
b.
It is clear that the bilinear form 〈·, ·〉 can be interpreted as
〈u, v〉 =
∑
g∈Zm+n
(u,Mg)(v,M−g), ∀u, v ∈ T̂
b.
Let u =
∑
gbf
rgMg, v =
∑
lbh
slMl ∈ T̂b. We have v =
∑
lbh
s′lMl. By Lemma 2.4,
there only finitely many g such that Mg is involved in u and M−g is involved in v. This
implies all but finitely many terms on the right hand side of the equation (3.2) are zero.
Therefore the bilinear form 〈·, ·〉 is well defined on T̂b.
From the arguments above, we also have the following.
Lemma 3.2. For u =
∑
gbf
rgMg, v =
∑
lbh
slMl ∈ T̂b, we have
(3.3) 〈u, v〉 =
∑
g,l
rgsl〈Mg,Ml〉.
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Moreover, the right side of (3.3) is a finite sum.
Proposition 3.3. The bilinear form 〈·, ·〉 defined in (3.2) is symmetric.
Proof. By Lemma 3.2, it is sufficient to show
(3.4) 〈Mf ,Mg〉 = 〈Mg,Mf 〉 for all f, g ∈ Z
m+n.
We will prove (3.4) by induction on m + n. For m + n = 1, it is clear that (3.4)
holds. Now we assume that (3.4) holds for any positive integer smaller than m + n.
For f ∈ Zm+n, we write f ′ := fI and f ′′ := f{m+n}, where I := [[m + n − 1]]. Then
Mf =Mf ′ ⊗Mf ′′ . From (2.3) and (2.4), we have
Θ =
∑
µ∈Z+Π
Θµ and Θµ =
dimQ(q)U
+
µ∑
i=1
b′µ,i ⊗ b
′′
µ,i ∈ U
+
µ ⊗U
−
µ .
Therefore we have
〈Mf ,Mg〉 = (σ(Θ(Mg′ ⊗Mg′′)),Mf ′ ⊗Mf ′′)
=
∑
µ,i
(σ(b′µ,iMg′),Mf ′)(σ(b
′′
µ,iMg′′),Mf ′′)
By Lemma 3.1, we have that
(σ(b′µ,iMg′),Mf ′) = (τ(σ(b
′
µ,i))σ(Mg′),Mf ′) = (σ(Mg′), σ(b
′
µ,i)Mf ′)
and
(σ(b′′µ,iMg′′),Mf ′′) = (τ(σ(b
′′
µ,i))σ(Mg′′),Mf ′′) = (σ(Mg′′), σ(b
′′
µ,i)Mf ′′).
Therefore we have
〈Mf ,Mg〉 =
∑
µ,i
(σ(Mg′), σ(b
′
µ,i)Mf ′)(σ(Mg′′ ), σ(b
′′
µ,i)Mf ′′)
=
∑
µ,i
〈σ(b′µ,i)Mf ′ ,Mg′〉〈σ(b
′′
µ,i)Mf ′′ ,Mg′′〉
(1)
=
∑
µ,i
〈Mg′ , σ(b
′
µ,i)Mf ′〉〈Mg′′ , σ(b
′′
µ,i)Mf ′′〉
(2)
=
∑
µ,i
(σ(σ(b′µ,i)Mf ′),Mg′)(σ(σ(b
′′
µ,i)Mf ′′),Mg′′)
= (σ(
∑
µ,i
σ(b′µ,i)Mf ′ ⊗ σ(b
′′
µ,i)Mf ′′),Mg′ ⊗Mg′′)
(3)
= (σ(Θ(Mf ′ ⊗Mf ′′)),Mg′ ⊗Mg′′)
= 〈Mg,Mf 〉.
We have used the induction on m+n, Proposition 2.5 and Proposition 2.3 for equalities
(1), (2) and (3), respectively. 
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Theorem 3.4. Let {Tf |f ∈ Zm+n} and {Lf |f ∈ Zm+n} are canonical and dual canon-
ical bases of T̂b respectively. Then
〈Lf , T−g〉 = δf,g for any f, g ∈ Z
m+n.
Proof. We can adapt exactly the same proof of [1, Theorem 2.23]. 
Corollary 3.5. We have the following formulas:∑
h
thf (q)ℓ−h,−g(q
−1) = δf,g,
∑
h
ℓhf (q)t−h,−g(q
−1) = δf,g.
Corollary 3.6. For f ∈ Zm+n,
(3.5) Mf =
∑
hbf
t−f,−h(q
−1)Lh =
∑
hbf
ℓ−f,−h(q
−1)Th.
Proof. The proof is exactly as in [1, Corollary 2.24]. Write Mf =
∑
h〈Mf , T−h〉Lh.
Then the definition of 〈·, ·〉 tells us that 〈Mf , T−h〉 = t−f,−h(q
−1). The second equality
is similar. 
Remark 3.7. An equivalent version of Corollary 3.6 has been obtained by Brundan,
Losev and Webster via graded tensor product categorifications (see [5, Section 5.9] for
details).
In the remainder of this section we shall follow the definitions and conventions given
in [6]. For a 0m1n-sequence b, we recall thatMb(λ), Lb(λ) and Tb(λ) denote the Verma
module, the highest weight irreducible module and the tilting module respectively for
the integral weight λ in the BGG category O
m|n
b
of modules over the general linear
superalgebra gl(m|n) with respect to the Borel subalgebra bb. A part of the Brundan-
Kazhdan-Lusztig conjecture (BKL conjecture) [6, Conjecture 8.1] states that
(Tb(λ) : Mb(µ)) = tfbµ fbλ
(1),
where (Tb(λ) : Mb(µ)) denotes the multiplicity of the Verma module Mb(µ) in the
Verma flag of the tilting modules Tb(λ) and f
b
γ ( (see [6, (6.9)] for the precise definition)
is an element in Zm+n determined by an integral weight γ. By [6, (6.9)] (cf.[2, Theorem
6.4]), the BKL conjecture implies
[Mb(−µ− 2ρb) : Lb(−λ− 2ρb)] = (Tb(λ) :Mb(µ)) = tfbµ fbλ
(1),(3.6)
where [Mb(γ) : Lb(η)] denotes the multiplicity of the irreducible module Lb(η) in the
composition series of the Verma module Mb(γ) and ρb ( (see [6, (6.5)] for the precise
definition) is an integral weight depending on the 0m1n-sequence b. Since every Verma
module has a finite composition series, every integral weight tilting module has a finite
Verma flag by [6, Proposition 3.9] and tbgf (q) ∈ Z+[q] (see Remark 2.8), the validity of
the BKL conjecture proved in [6, 5] implies the following proposition.
Proposition 3.8. Let b be a 0m1n-sequence.
(i) For each f ∈ Zm+n, there are only finitely many g ∈ Zm+n such that tbgf (q) 6= 0.
(ii) For each g ∈ Zm+n, there are only finitely many f ∈ Zm+n such that tbgf (q) 6= 0.
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The following is an obvious consequence of the proposition above.
Proposition 3.9. Let b be a 0m1n-sequence.
(i) For every Tbf ∈ T̂
b, we have Tbf ∈ T
b.
(ii) For each f ∈ Zm+n, the expression of Mf =
∑
hbf
t−f,−h(q
−1)Lh in (3.5) is
a finite sum. Moreover, for each given h ∈ Zm+n there are only finitely many
Mf in the standard monomial basis such that Lh appears in the expression of
Mf in (3.5) with nonzero coefficients.
Remark 3.10. The formula (3.6) and finiteness of Verma flag of every integral weight
tilting module imply that there are only finitely many Verma modules containing a
given irreducible integral weight module Lb(λ) in their composition series.
4. Inversion formula in Ê b
In this section, we define a symmetric bilinear form on Ê b and showing that the
canonical basis {Tbf | f ∈ Z
b,+} and the dual canonical basis {Lbf | f ∈ Z
b,+} are dual
with respect to the symmetric bilinear form.
Recall that the symmetric linear form (·, ·) on Tb is determined by (Mf ,Mg) = δf,g.
For f, g ∈ Zb,+, we have
(Kf ,Kg) = −(
d∏
k=1
[rk − rk−1]!)(Mf ·w0 ,Mg·w0H0) = −(−q)
−ℓ(w0)(
d∏
k=1
[rk − rk−1]!)δf,g
by Lemma 2.9 (iii, iv) and Lemma 3.1 (i). Define a symmetric bilinear form (·, ·)E on
E b by
(Kf ,Kg)E :=
−1
(−q)−ℓ(w0)(
∏d
k=1[rk − rk−1]!)
(Kf ,Kg).
Then {Kf |f ∈ Zb,+} is an orthonormal basis of E b.
By Lemma 3.1(ii) and Lemma 2.12, the antilinear involution σ on Tb defined in (3.1)
leaves E b invariant and
σ(Kf ) = (−q)
ℓ(w0)K−f ·w0 , for all f ∈ Z
b,+.
We define the symmetric bilinear form 〈·, ·〉E on Ê
b by
〈u, v〉E :=
−1∏d
k=1[rk − rk−1]!
〈u, v〉, for all u, v ∈ Ê b.
It is easy to see that the bilinear form (·, ·)E on E
b can be extended to a bilinear map
(·, ·)E on T˜bH0 × E b and
〈u, v〉E = (−q)
−ℓ(w0)
∑
g∈Zb,+
(u,Kg)E (σ(v),Kg)E , ∀u, v ∈ Ê
b.
The following theorem is a direct generalization of [1, Theorem 3.13]. Since the proof
is similar, we omit it.
Theorem 4.1. For f, g ∈ Zb,+, 〈Lf ,U−g·w0〉E = δf,g.
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Corollary 4.2. For f, g ∈ Zb,+,∑
h∈Zb,+
u−h·w0,−f ·w0(q)ℓh,g(q
−1) = δf,g,
∑
h∈Zb,+
ℓ−h·w0,f (q)uh,−g·w0(q
−1) = δf,g.
Corollary 4.3. For f ∈ Zb,+,
Kf =
∑
h∈Zb,+
u−f ·w0,−h·w0(q
−1)Lh =
∑
h∈Zb,+
ℓ−f ·w0,−h·w0(q
−1)Uh.
Remark 4.4. For a 0m1n-sequence b, we recall that the tensor space Tb,Ik is defined in
(2.7) for k ∈ [[d]]. The results in this section have a counterpart for q-wedge subspaces
of Tb = Tb,I1 ⊗ Tb,I2 ⊗ · · · ⊗ Tb,Id of the following forms:
∧n11Vb1 ⊗ · · · ⊗ ∧n1p1Vb1 ⊗ ∧n21Vb2 ⊗ · · · ⊗ ∧n2p2Vb2 ⊗ · · · ⊗ ∧nd1Vbd ⊗ · · · ⊗ ∧ndpdVbd ,
where
∑pk
j=1 nkj = rk − rk−1 for k ∈ [[d]]. We leave the formulations and the proof of
analogous results to the reader.
5. An algorithm
In this section we explain a method to compute the elements in the canonical
basis of T̂b from knowing the precise expressions of the elements in the canonical
basis of T̂bst in terms of standard monomial basis. Recall that the 0m1n-sequence
bst := (1, · · · , 1, 0, · · · , 0) consisting of n 1’s followed by m 0’s. Combining with the
Brundan’s algorithm for computing the elements in the canonical basis of T̂bst , we
have an algorithm computing the elements in the canonical basis of T̂b for arbitrary
0m1n-sequence b.
Recall that the Uk-modules Vk,Wk and Tb≤|k| are defined in Section 2.4. For r, k ∈ N,
we recall that Zrk denotes the subset of Z
r consisting functions with values between
−k and k, and {Mbf | f ∈ Z
m+n
k } forms a basis of T
b
≤|k|. The antilinear involution
ψ(k) = πk ◦ ψ on Tb≤|k| defined in Section 2.5 satisfies
ψ(k)(XM) = Xψ(k)(M), for all M ∈ Tb≤|k| andX ∈ Uk.
For each element Tbf in the canonical basis of T̂
b with f ∈ Zm+nk , we define
Tb,kf := πk(T
b
f ) ∈ T
b
≤|k|.
By [6, Lemma 3.4], we have
ψ(k)(Tb,kf ) = T
b,k
f , for all f ∈ Z
m+n
k ,
and {Tb,kf |f ∈ Z
m+n
k } forms a basis of T
b
≤|k|.
For f ∈ Z1+1 with f(1) = f(2), we define f↓ and f↑ in Z1+1 by
f↓(1) = f↓(2) = f(1)− 1,
f↑(1) = f↑(2) = f(1) + 1.
(5.1)
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The space T̂(0,1) has the canonical basis {T (0,1)f | f ∈ Z
1+1}. In this case, we have the
following formula [6, Lemma 5.1]( cf. [1, Example 2.19]) for the elements in the the
canonical basis:
T
(0,1)
f =
{
M
(0,1)
f + qM
(0,1)
f↓
if f(1) = f(2),
M
(0,1)
f if f(1) 6= f(2).
Similarly, T̂(1,0) has the canonical basis {T (1,0)f | f ∈ Z
1+1} such that
T
(1,0)
f =
{
M
(1,0)
f + qM
(1,0)
f↑
if f(1) = f(2),
M
(1,0)
f if f(1) 6= f(2).
Now we consider the truncated Fock spaces T(0,1)
≤|k|
= Vk ⊗Wk and T
(1,0)
≤|k|
= Wk ⊗ Vk.
Let Mf := M
(0,1)
f = vf(1) ⊗ wf(2) and M
′
f := M
(1,0)
f = wf(1) ⊗ vf(2) for each f ∈ Z
1+1.
Define
T kf := T
(0,1)
f , if (f(1), f(2)) 6= (−k,−k),
T ′kf := T
(1,0)
f , if (f(1), f(2)) 6= (k, k).
Then {Mf | f ∈ Z
1+1
k } and {T
k
f | f ∈ Z
1+1
k , (f(1), f(2)) 6= (−k,−k)}∪{M(−k,−k)} are
bases for Vk ⊗Wk, and {M ′f | f ∈ Z
1+1
k } and {T
′k
f | f ∈ Z
1+1
k , (f(1), f(2)) 6= (k, k)} ∪
{M ′(k,k)} are bases for Wk ⊗ Vk.
Let Uk and U′k be subspaces of Uk-modules T
(0,1)
≤|k| and T
(1,0)
≤|k| spanned by {T
k
f | f ∈
Z1+1k , (f(1), f(2)) 6= (−k,−k)} and {T
′k
f | f ∈ Z
1+1
k , (f(1), f(2)) 6= (k, k)}, respectively.
It is easy to check Uk and U′k are Uk-submodules of T
(0,1)
≤|k| and T
(1,0)
≤|k| , respectively.
Summarizing the above, we have the following.
Lemma 5.1. Uk and U′k are Uk-submodules of T
(0,1)
≤|k| and T
(1,0)
≤|k| , respectively. {T
k
f | f ∈
Z1+1k , (f(1), f(2)) 6= (−k,−k)} and {T
′k
f | f ∈ Z
1+1
k , (f(1), f(2)) 6= (k, k)} are bases
consisting of ψ(k)-invariant elements of Uk and U′k, respectively.
Proposition 5.2. There is a Uk-module isomorphism R
(k) : U′k −→ Uk determined by
R
(k)(T ′kf ) =
{
T k
f↑
if f(1) = f(2) 6= k,
T kf ·τ if f(1) 6= f(2),
where f · τ ∈ Z1+1 is defined by f · τ(1) = f(2) and f · τ(2) = f(1). Moreover, R(k)
commutes with ψ(k).
Proof. Let P :Wk ⊗ Vk −→ Vk ⊗Wk be the linear map defined by P (w ⊗ v) = v ⊗ w
for w ∈ Wk and v ∈ Vk and let f˜ : Vk ⊗Wk −→ Vk ⊗Wk be the linear map defined
by f˜(vi ⊗ wj) = q
−δi,jvi ⊗ wj for −k ≤ i, j ≤ k. By [9, Theorem 7.3], Θ
(k) ◦ f˜ ◦ P :
Wk⊗Vk −→ Vk⊗Wk is a Uk-module isomorphism. Note that Ea, Fa and q are replaced
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by Fa, Ea and q
−1 in loc. cit., respectively. For f ∈ Z1+1k with f(1) = f(2) 6= k, we
have
Θ(k) ◦ f˜ ◦ P (T ′kf ) = Θ
(k)(q−1Mf +Mf↑) = ψ
(k)(qMf +Mf↑) = T
k
f↑ .
Similarly, we have Θ(k) ◦ f˜ ◦ P (T ′kf ) = T
k
f ·τ for f ∈ Z
1+1
k with f(1) 6= f(2). Therefore
the restriction of the Uk-module isomorphism Θ
(k) ◦ f˜ ◦ P to U′k gives the Uk-module
isomorphism R(k) satisfying the required property. R(k) commuting with ψ(k) follows
from Lemma 5.1 that T kf ’s and T
′k
f ’s are ψ
(k)-invariant elements. 
For a 0m1n-sequence b = (b1, b2, · · · , bm+n) with bκ = 0 and bκ+1 = 1, the 0
m1n-
sequence sκb is defined by
sκb := (b1, b2, · · · , bκ−1, 1, 0, bκ+2, · · · bm+n).
That is the 0m1n-sequence sκb is obtained from b by switching the κ-coordinate and
(κ+ 1)-coordinate of b.
For the 0m1n sequence b = (b1, 0, 1,b2) wtih 0m11n1-sequence b1 and 0m21n2-
sequence b2 satisfying m = m1 +m2 + 1 and n = n1 + n2 + 1, we define subspaces
Ub,κk := T
b
1
≤|k| ⊗ Uk ⊗ T
b
2
≤|k| ⊆ T
b
≤|k| and U
′b,κ
k := T
b
1
≤|k| ⊗ U
′
k ⊗ T
b
2
≤|k| ⊆ T
sκb
≤|k|,
where κ := m1+n1+1. Since Uk and U′k are ψ
(k)-invariant Uk-modules, U
b,κ
k and U
′b,κ
k
are ψ(k)-invariant Uk-submodules of Tb≤|k| and T
sκb
≤|k|, respectively. For a 0
m1n-sequence
b with bκ = 0 and bκ+1 = 1 and f ∈ Zm+n, we define
Ub,κf := v
b1
f(1) ⊗ · · · ⊗ v
bκ−1
f(κ−1) ⊗ T(f(κ),f(κ+1)) ⊗ v
bκ+2
f(κ+2) ⊗ · · · ⊗ v
bm+n
f(m+n),(5.2)
U ′b,κf := v
b1
f(1) ⊗ · · · ⊗ v
bκ−1
f(κ−1) ⊗ T
′
(f(κ),f(κ+1)) ⊗ v
bκ+2
f(κ+2) ⊗ · · · ⊗ v
bm+n
f(m+n).(5.3)
Recall that T k(f(κ),f(κ+1)) and T
′k
(f(κ),f(κ+1)) are ψ
(k)-invariant elements in Uk and U′k,
respectively. Note that {Ub,κf | f ∈ Z
m+n
k , (f(κ), f(κ+1)) 6= (−k,−k)} and {U
′b,κ
f | f ∈
Zm+nk , (f(κ), f(κ+ 1)) 6= (k, k)} are bases of U
b,κ
k and U
′b,κ
k , respectively.
The following proposition follows from the characterization of canonical basis [14,
Theorem 27.3.2] and the ψ(k)-invariant property of the Uk-modules Uk and U′k (cf. [6,
Lemma 5.7, Proposition 5.8]).
Proposition 5.3. Let b = (b1, b2, . . . , bm+n) be a 0
m1n-sequence with bκ = 0 and
bκ+1 = 1.
(i) For f ∈ Zm+nk with (f(κ), f(κ+ 1)) 6= (−k,−k), we have T
b,k
f ∈ U
b,κ
k and
Tb,kf = U
b,κ
f +
∑
hbf, h∈Z
m+n
k
αhfU
b,κ
h , where αhf ∈ qZ[q].
In particular, {Tb,kf | f ∈ Z
m+n
k , (f(κ), f(κ + 1)) 6= (−k,−k)} is basis of U
b,κ
k .
(ii) For f ∈ Zm+nk with (f(κ), f(κ+ 1)) 6= (k, k), we have T
sκb,k
f ∈ U
′b,κ
k and
T sκb,kf = U
′b,κ
f +
∑
hsκbf, h∈Z
m+n
k
α′hfU
′b,κ
h , where α
′
hf ∈ qZ[q].
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In particular, {T sκb,kf | f ∈ Z
m+n
k , (f(κ), f(κ + 1)) 6= (k, k)} is basis of U
′b,κ
k .
For f ∈ Zm+n and κ ∈ [[m+ n− 1]] with f(κ) = f(κ+ 1), we define f↑,κ ∈ Zm+n by
f↑,κ(j) :=
{
f(j), if j 6= κ, κ + 1,
f↑(κ) + 1, if j = κ, κ + 1.
For f ∈ Zm+n and κ ∈ [[m+ n− 1]] with f(κ) 6= f(κ+ 1), we define f · τκ ∈ Zm+n by
f · τκ(j) :=
 f(j), if j 6= κ, κ + 1,f(κ+ 1), if j = κ,
f(κ), if j = κ+ 1.
For the 0m1n sequence b = (b1, 0, 1,b2) such that b1 and b2 are respectively 0m11n1-
sequence and 0m21n2-sequence, we let R
(k)
κ := 1b
1
k ⊗R
(k)⊗1b
2
k , where κ := m1+n1+1,
1b
1
k and 1
b
2
k are identity maps on T
b
1
≤|k| and T
b
2
≤|k|, respectively. The linear map
R
(k)
κ : U
′b,κ
k −→ U
b,κ
k
is an isomorphism of Uk-modules since 1
b
1
k , R
(k) and 1b
2
k are isomorphisms of Uk-
modules. By Proposition 5.2, we have
(5.4) R(k)κ (U
′b,κ
f ) = U
b,κ
sκf
for f ∈ Zm+nk with (f(κ), f(κ + 1)) 6= (k, k),
where sκ : Zm+n −→ Zm+n is the bijection defined by
(5.5) sκf :=
{
f↑,κ if f(κ) = f(κ+ 1),
f · τκ if f(κ) 6= f(κ+ 1).
Since Ub,κk and U
′b,κ
k are ψ
(k)-invariant Uk-submodules of Tb≤|k| and T
sκb
≤|k|, and the
isomorphisms 1b
1
k , R
(k) and 1b
2
k commute with ψ
(k), we have R
(k)
κ commuting with
ψ(k).
Summarizing the above, we have the first part of the following.
Proposition 5.4. For a 0m1n-sequence b = (b1, b2, . . . , bm+n) with bκ = 0 and bκ+1 =
1, the linear map
R
(k)
κ : U
′b,κ
k −→ U
b,κ
k
is an isomorphism of Uk-modules such that
R
(k)
κ (U
′b,κ
f ) = U
b,κ
sκf
for f ∈ Zm+nk with (f(κ), f(κ+ 1)) 6= (k, k).
Also R
(k)
κ commutes with ψ(k). Moreover, we have
(5.6) R(k)κ (T
sκb,k
f ) = T
b,k
sκf
, for f ∈ Zm+nk with (f(κ), f(κ + 1)) 6= (k, k),
and
(5.7) R(k)κ (T
sκb
f ) = T
b
sκf
, if T sκbf ∈ T
sκb
≤|k|.
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Proof. First we show (5.6) holds. For f ∈ Zm+nk with f(κ) = f(κ+ 1) 6= k, we have
(5.8) R(k)κ (T
sκb,k
f ) = U
b,κ
f +
∑
h∈Zm+n
k
α′hfU
b,κ
h , where α
′
hf ∈ qZ[q],
by Proposition 5.3. Since {Tb,kf | f ∈ Z
m+n
k , (f(κ), f(κ + 1)) 6= (−k,−k)} is a basis
of Ub,κk , we can write R
(k)
κ (T
sκb,k
f ) =
∑
g∈Zm+n
k
ngT
b,k
g with ng ∈ Q(q). By (5.8) and
Proposition 5.3, we have ng ∈ qZ[q] for all g ∈ Z
m+n
k with g 6= f
↑,κ and nf↑,κ ∈ 1+qZ[q].
By the first part of the proposition, R
(k)
κ (T
sκb,k
f ) is a ψ
(k)-invariant element in Ub,κk ⊆
Tb≤|k|. Therefore ng are contained in Z for all g ∈ Z
m+n
k . Hence R
(k)
κ (T
sκb,k
f ) = T
b,k
f↑,κ
.
The case for f ∈ Zm+nk with f(κ) 6= f(κ+ 1) is similar.
For T sκbf ∈ T
sκb
≤|k|, we have T
sκb
f = T
sκb,k
f . By Proposition 3.9, we may assume that
Tbsκf = T
b,l
sκf
for some l ≥ k. By Proposition 5.3, we have Tbsκf ∈ U
b,κ
k and
(R(l)κ )
−1(Tb,lsκf ) = T
sκb,l
f = T
sκb,k
f .
This implies Tb,lsκf ∈ T
sκb
≤|k|. Hence R
(k)
κ (T
sκb
f ) = T
b,l
sκf
= Tbsκf . 
Now we explain a method to compute the elements in the canonical basis of T̂b from
knowing the precise expressions of the elements in the canonical basis of T̂bst in terms
of standard monomial basis. Recall that bst is the 0
m1n-sequence (1, . . . , 1, 0, . . . , 0).
For b 6= bst, let 1 ≤ i1 < i2 < . . . < in ≤ m+ n be integers such that bi1 = bi2 = · · · =
bin = 1 and let l be the smallest number in [[n]] such that il 6= l. We have
(5.9) bst = snsn+1 · · · sin−1 · · · sl+1sl+2 · · · sil+1−1slsl+1 · · · sil−1b.
Now we want to compute Tbf . Let
g = (sil−1 · · · sl+1sl · · · sin−1−1 · · · snsn−1sin−1 · · · sn+1sn)
−1(f) ∈ Zm+n.
Recall that sκh is defined for any h ∈ Zm+n in (5.5). By Proposition 3.9, we may
assume that Tbst,kg ∈ T
bst
|k| for some positive integer k. We shall drop the superscripts
of R
(k)
κ ’s. By Proposition 5.4, we have
Tbf = Ril−1 · · ·Rl+1Rl · · ·Rin−1−1 · · ·RnRn−1Rin−1 · · ·Rn+1Rn(T
bst
g ).
Therefore we can compute Tbf step by step applying Rκ for some κ to an element, say T
c
h ,
in the canonical basis obtained from the previous step. The element T ch is contained
in U′s
−1
κ c,κ
k by Proposition 5.3. Since T
c
h can be written as a linear combination of
the elements of the form U ′s
−1
κ c,κ
h ’s (recall that U
′s−1κ c,κ
h is defined in (5.3)), T
s−1κ c
sκh
=
Rκ(T
c
h ) can be computed easily by Proposition 5.4. Repeating this processes, we have
a procedure to compute Tbf .
Now we give an example to illustrate the algorithm.
Example 5.5. This example is based on the example given by Brundan [1, Example
2.27]. Let b = (1, 0, 1, 0, 1, 0) and f = (0, 0, 4, 2, 1, 3) ∈ Z3+3. Recall that f ∈ Zr is
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identified with the r-tuple (f(1), f(2), . . . , f(r)). We want to compute Tbf . By (5.9),
we have bst = s3s4s2b, where bst = (1, 1, 1, 0, 0, 0). Let g = (s2s4s3)
−1(f). We have
g = s−13 s
−1
4 s
−1
2 (f) = s
−1
3 s
−1
4 (0, 4, 0, 2, 1, 3) = s
−1
3 (0, 4, 0, 1, 2, 3) = (0, 4, 1, 0, 2, 3).
Tbstg has been computed in [1, Example 2.27] and
Tbstg =M
bst
(0,4,1,0,2,3) + qM
bst
(4,0,1,0,2,3) + q(M
bst
(1,4,0,0,2,3) + qM
bst
(1,4,1,1,2,3))
+ q2(Mbst(4,1,0,0,2,3) + qM
bst
(4,1,1,1,2,3)).
Therefore Tbstg ∈ T
bst
≤|4| and T
b
f = R
(4)
2 R
(4)
4 R
(4)
3 (T
bst
g ). Let c = s
−1
3
bst = (1,1,0,1,0,0).
Note that Tbstg has been written as a linear combination of the elements of the form
U ′c,3h ’s. Then
T cs3g =R
(4)
3 (T
bst
g )
=Mc(0,4,0,1,2,3) + qM
c
(4,0,0,1,2,3) + q(qM
c
(1,4,0,0,2,3) +M
c
(1,4,1,1,2,3))
+ q2(qMc(4,1,0,0,2,3) +M
c
(4,1,1,1,2,3))
=Mc(0,4,0,1,2,3) + qM
c
(4,0,0,1,2,3) + q
2Mc(1,4,0,0,2,3) + qM
c
(1,4,1,1,2,3)
+ q3Mc(4,1,0,0,2,3) + q
2Mc(4,1,1,1,2,3).
Now we let c1 = s
−1
4 c = (1, 1, 0, 0, 1, 0). Note that T
c
s3g
has been written as a linear
combination of the elements of the form U ′c1,4h ’s. We have
T c1s4s3g =R
(4)
4 R
(4)
3 (T
bst
g )
=Mc1(0,4,0,2,1,3) + qM
c1
(4,0,0,2,1,3) + q
2Mc1(1,4,0,2,0,3) + qM
c1
(1,4,1,2,1,3)
+ q3Mc1(4,1,0,2,0,3) + q
2Mc1(4,1,1,2,1,3)
=Mc1(0,4,0,2,1,3) + q
2Mc1(1,4,0,2,0,3) + qM
c1
(1,4,1,2,1,3) + q
3Mc1(4,1,0,2,0,3)
+ q(Mc1(4,0,0,2,1,3) + qM
c1
(4,1,1,2,1,3)).
Similarly, we have
Tbf =R
(4)
2 R
(4)
4 R
(4)
3 (T
bst
g )
=Mb(0,0,4,2,1,3) + q
2Mb(1,0,4,2,0,3) + qM
b
(1,1,4,2,1,3) + q
3Mb(4,0,1,2,0,3)
+ q(qMb(4,0,0,2,1,3) +M
b
(4,1,1,2,1,3)).
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