Abstract: This paper describes a statistical evaluation of the performance of the swap scheduling algorithm of an interactive computer system and an investigation into foreground-background scheduling to improve system performance. Input traffic, computer service time demands, and system performance were statistically analyzed. Based on the results of these analyses performance enhancements for the system were determined and then evaluated through use of a validated simulation model.
Introduction
The main objective of the work reported here was to integrate the results of a statistical analysis of empirical data recorded for a heavily utilized interactive computing system with theoretical results on optimal foreground-background scheduling in order to improve system performance.
The commonly made assumptions used to model interactive computing systems were investigated. A simulation model was developed to investigate scheduling algorithms that might improve system performance by decreasing average response time.
Experimental system
The IBM APL/360 system studied was a dedicated interactive computing system located at the IBM T. J. Watson Research Center [ 11. It serviced a population of experienced users. This system was similar to the JOSS (RAND) system [2] . The hardware configuration consisted of an IBM System/360 Model 50 computer with 512K bytes of main memory and one IBM 2314 disk unit. Users communicated with the system through typewriter terminals.
The programs and data of a user resided concurrently in an area called a workspace, the size of which was limited to a maximum of 36,000 bytes. When a user submitted an input to the system, his workspace was flagged as being active and queued for service. A swap scheduling algorithm supervised the loading and unloading of the main memory with workspaces from disk units, which were used for storing the libraries of users' workspaces. Only one disk access could be in progress at a time. Four fixed-size regions in main memory were used for storing active workspaces, each capable of storing the maximum-size workspace.
The software subsystem was comprised of two main components, the supervisor and the interpreter. Evaluation of the swap scheduling algorithm implemented in the scheduler portion of the supervisor was of main concern. (Earlier Hellerman and Ron [ 31 conducted a limited investigation of the performance of the same system.) The main objective of the swap scheduling algorithm was to minimize disk arm movement in swapping workspaces in and out of main memory. Selecting a workspace to be swapped into main memory was accomplished by searching a list of disk-resident workspaces that was ordered by physical address. The search commenced at the address representative of the current physical location of the disk arm. One of two criteria was applied in selecting an active task for swapping: 1) Select the first active workspace waiting for its first time slice of service; 2) select the first active workspace that is found. The swap scheduler switched between these criteria if in the first search of the list the criterion applied was unsuccessful in finding a workspace to swap.
Active workspaces residing concurrently in main memory were dispatched in round robin fashion to the interpreter. However, newly loaded active workspaces o'6 always went to the head of the interpreter dispatching queue. A decision to swap a workspace out of main memory resulted when the four workspace regions in main memory were occupied and one of the following events occurred: 1 ) An input arrived in the system from a user; 2) a library directory had to be loaded; 3 ) ten time slices of service had been allocated without 1 ) or 2) occurring; or 4) a workspace in main memory required no further service and some active workspace resided on the swap disk. If an active workspace had to be swapped out, the one residing the longest time in main memory was selected.
The length of a time slice was a random variable ranging from 0 to 0.2 s. The randomness resulted from the interpreter terminating the current time slice whenever the supervisor in servicing an I / O interrupt had requested it to do so. This time slicing strategy caused the average length of a time slice to decrease as 1 / 0 activity in the system increased.
A SIPE-type [4] event-tracing monitor was implemented to record both user and internal system activity. The first analysis of the event traces revealed the fact that user inputs could be categorized into three classes: commands, used to access the workspace libraries; compute transactions, which demand only interpreter servicing; and output-bound transactions, which demand interpreter servicing but generate output at such a high rate that their service frequently has to be interrupted to prevent them from' being allocated all available output buffers. The different kinds of inputs generated by the active users during a ten-minute time interval were found to form a composite input traffic that was reasonably approximated by a Poisson process [ 51.
Statistical properties of computer service times
The computer service times of the users' APL inputs were observed to have a long-tailed cumulative distribution function (c.d.f.) with a large estimated coefficient of variation and positive skew. The exponential distribution was not appropriate to assume for the computer service times. Table 1 summarizes the computer service  time statistics for all inputs and for each of the three classes of APL inputs. These statistics indicate that even within each class computer service times varied widely. The commands had the smallest coefficient of variation because of the upper bound on the size of a workspace, which establishes a physical limitation on the 'amount of processifig that they could demand. Outputbound transactions usually demanded much more computer processing than either of the other two classes. Inputs of this class typically requested that a computation be performed on arrays of data and that an array of results be displayed on the keyboard terminal.
Over the four-week monitoring period, the computer service time c.d.f. for all inputs did not vary significantly. In addition, independently of whether the input traffic was low or high, the percentage of the input traffic Fig. 2 indicates that the upper 4% of the computer service times contributed 90% of the estimated value of the mean. Therefore the mean value is a sizable overestimate of the service time of the typical input.
In the theory of computer scheduling, the mean residual life time (mr. 1 .) of the computer service time c.d.f. has been used to select the algorithm from a well-defined class of foreground-background scheduling algorithms that minimize average response time [6, 7] . The m.r.1. is the conditional expectation of the additional service time required by an input that has received X seconds of service,
where T is the additional amount of service required and S is the amount of service received. Figure 3 shows that for the APL system, the computer service time c.d.f. had an increasing m.r.1. This means that, as an input received more service, the expected amount of service remaining increased. This observation has a significant effect on scheduling. At any time, newly arrived inputs are expected to require the least amount of service. Therefore, if the performance optimization criterion is to minimize the mean response time, then newly arrived inputs should be serviced ahead of queued inputs that have received some service. This decision rule is included in all the foreground-background scheduling algorithms [ 81. The optimality of the F B m scheduling algorithm over all other foreground-background scheduling algorithms in obtaining the minimum mean response time when the service times have an increasing m.r:l. was proved by van den Heever [ 6 ] . Therefore, we investigated a FBm swap scheduling algorithm for improving system responsiveness. The FBm algorithm can be implemented by selecting the first active workspace from the set of active workspaces that have been ordered by the amount of service received, and for those that have received the same amount of service, by the time of their activation. A swap scheduling algorithm should make use of the statistical properties of the service times. This point is further emphasized by the fact that the m.r.1. for each class of input was increasing (Fig. 4) .
Performance measurement
At the time we were measuring performance, the system was undergoing long periods of heavy usage with noticeable degradation in responsiveness. The causes of the performance degradation were not well understood. It was hoped that our performance evaluation would uncover how system responsiveness could be improved.
Performance measures for interactive computing systems should reflect how the system appears to the users. In this evaluation, three performance measures were selected: reaction time for all inputs, response time for compute transactions, and response time for commands. Only the characterization of system performance degradation in terms of the average value of reaction time will be discussed in this section. The same methodology was applied to characterizing both response time measures and is discussed in [ 5 ] . Reaction time is the elapsed time between receipt of an input and dispatching of the first time slice of service to the corresponding workspace. It is a measure of how effective a scheduler is in dispatching service to a newly arrived input.
The average value of reaction time R w a s affected by the workspace swapping rate D. A high swapping rate was accompanied by high computer processor utilization. These observations are summarized in Table 2 . Performance degradation was apparent when R a n d the maximum observed value of reaction time R,,, exceeded 1 and 4 s, respectively (Fig. 5) . The large values for R,,, revealed that the states of some active disk-resident workspaces were not being examined by the scheduler for relatively long periods of time. This was caused by shortcomings in the swap scheduling algorithm, i.e., 1 ) the search technique used in selecting a workspace to swap into main memory, and 2 ) the switching between search criteria. It was concluded that workspaces awaiting their first time slice of service were not consistently obtaining high priority in being swapped into the main memory. Therefore, the majority (70%) of the inputs that required 5 0.1 s of service were being affected by congestion in the system, resulting in decreased throughput. By improving the swap scheduling algorithm, sys-tem throughput should be increased. Before a simulation model was developed to investigate improvements in the swap scheduling algorithm, this conclusion was quantified by applying standard data analysis techniques to the performance data.
Data analysis for performance evaluation
In the data analysis, a 3' factorial design (f.d.) of experiments [9] was used to investigate the effects that the number of active users and the input rate per user had on the average value of the logarithm of reaction time. The levels of these factors were 26-27, 30-3 1, and 34-35 users and 1.3, 1.6, and 1.9 inputs/minute/user, respectively. Substantial performance degradation occurred over'this region. The recorded data provided eight independent replications for each of the nine experiments. An experiment consisted of selecting a prerecorded tenminute period and then summarizing system activity and computing the average value of the following logarithmic tranifprmation of reaction time:
where the R: s were untransformed observations. The histogram of the transformed reaction times was reasonably approximated by a normal distribution. Therefore, the statistical F-test was used in the analysis of variance (ANOVA) with a reasonable degree of confidence.
From the ANOVA for the 32f.d. it was concluded that the effect of the number of active users was statistically significant at the 5-percent significance level, whereas the other effects and interactions were not statistically significant (Table 3) . However, the sum of squares due to error was relatively large. Therefore, although the number of active users had a statistically significant effect, it was not a wholly reliable factor upon cant effect on F*, i.e., to diagnose how the swapping algorithm manifested its effect on performance. Many performance factors were investigated, such as swapping rate, processor utilization, traffic intensity, and number of active users. In addition other performance factors were investigated that were derived from conceptualizing the system as a closed network of queues (Fig. 6 ) . The workspaces are the customers circulating around the network. When a workspace is awaiting a user input, the workspace is in the terminal queue. Immediately after the user enters an input, the corresponding workspace leaves the terminal queue and joins the foreground queue to receive its first time slice. If more service is required and the input is not a command, the workspace joins the background queue and is given time slices in a roundrobin fashion.
If a workspace in the background queue becomes output-bound, it joins the output-bound queue. In the output-bound queue the workspace receives time slices of service whenever it releases all of the output buffers allocated to it. Those workspaces that contain commands join the command queue after leaving the foreground queue. Workspaces in the command queue are serviced one at a time. When service is completed for a workspace, it always rejoins the terminal queue. For a given number of users (workspaces) the status of the system can be defined by the number of workspaces in the foreground queue, LF, the background queue, L g , the outputbound queue, Loa, and the command queue, LC. The average value of the queue lengths over a sample interval, LF, LB, &, and LC, were estimated for each tenminute interval analyzed in the 3'f.d.
The The swapping rate D was related to overall congestion within the system. It provided information not only about the level of queuing in the foreground queue, but also in the other queues. The model indicates that the dispatching of new inputs into service was also substantially affected by the level of congestion in the queues other than the foreground queue. It is worth noting that D had a significant effect on all the performance measures analyzed [ 51.
Simulation model
Theoretical computer scheduling and performance evaluation results indicated that system responsiveness could be improved but provided no insight about the magnitude of the improvement. A simulation model of the system was implemented to investigate whether significant performance improvements could be achieved by changing the swap scheduling algorithm. The time slicing strategy, interpreter dispatching algorithm, and swap scheduling algorithm were modeled as described in the section on system architecture.
The input traffic to the system was modeled as being generated by a finite population of users. The input insertion times were assumed to have an exponential distribution. The type of input entered by a user was either a compute transaction, an output-bound transaction, or a command, with probabilities 0.833, 0.053, and 0.114, respectively. The service time of an input was sampled from the appropriate c.d.f. In the simulation experiments, performance was measured in terms of both reaction times and the response times of compute transactions requiring 5 2 s of service (response time).
The model validation consisted of comparing performance degradation resulting from congestion observed in the real system with that observed in the simulation model. The effects of D , zF, and E , on and R,,,, and on the average value of response w, were compared. In making these comparisons over the wide range of values for which empirical data were available, six experiments with seven replications each were conducted. In the experiments, the number of active users and the average input insertion times were assigned the following values: 26 and 35 users and 20, 25, and 30 s, respectively.
An inherent difficulty in validating the model was that system performance varied widely for a given number of active users. Statistical analysis previously established that this was due to the wide variation in the workload generated by different user populations of the same size. This caused the model validation methodology used to be more graphical (or descriptive) than mathematically rigorous [ 121. The emphasis was on establishing that the same general relationships existed between the performance measures and the performance factors in the model and in the real system. was close to that observed for the system. Average reaction time R and R,,, were related to D and zF (Figs. 7   and 8 ). The fact that R,,, was very sensitive to changes in D indicated that, during periods of high system utilization, the model lost information, as did the real system about the identity of workspaces in the foreground queue. Average response time w was found to be related to D and E, (Figs. 9 and 10 ).
Modified APL swapping algorithm
After validation of the model, the minimum change to the swap scheduling algorithm that would significantly improve performance was evaluated. This modification user's input. The disk-resident workspaces in the foreground queue were always swapped into the main memory before the disk-resident workspaces in the background queue.
2 ) The length of a time slice was 0.2 s and served reaction time were only affected by the congestion in the foreground queue. Figure 1 1 illustrates that, for the modified swapping algorithm, and Rma, were not noticeably affected by D. The reason for this was directly attributable to modification 1). Workspaces in creased congestion within the system. This resulted in the foreground queue were no longer overlooked by the compute transactions that could be serviced in one time swap scheduling algorithm, nor were they swapped in slice not being affected by increased congestion, a desirsome random order. Modification 2 ) prevented the pre-able objective for an interactive computing system. It mature termination of a time slice and resulted in de-was therefore concluded that modifications 1) and 2) creasing the swapping rate, since the swap scheduler substantially improved system performance. was executed less often.
swapping algorithm indicate that the estimated statistics
In the next set of simulation experiments, the statistical 132 of reaction time did not increase noticeably with inmethodology of factorial design was used to investigate
In summary, the results in Table 4 for the modified further scheduling improvements. In these experiments, the performance measures reaction time, response time, average number of queued workspaces, and number of inputs serviced were analyzed. Each one measured a different aspect of performance. The results of the experiments were used to compute a separate ANOVA for each performance measure.
The 3 X 2 X 2 factorial design [9] was used to investigate the effects on performance of the three factors: A, the swap scheduling algorithm; B, the length of a time slice; and C, the number of resident workspaces in the main memory. The three levels of factor A represented the following swap scheduling algorithms: the modified algorithm, the FB, algorithm, and the FBm algorithm. The two levels of factor B were 0.1 and 0.2 s. The two levels of factor C were 3 and 4 resident workspaces. The modified algorithm was used because it had provided better performance than the original algorithm. The FB, algorithm swapped workspaces in the background queue in a round robin fashion into main memory. Therefore, it treated all workspaces in that queue "fairly." The FBm algorithm was investigated because the computer service times had increasing m.r.l., and it was expected to minimize the mean response time. The 0.1-s time slice was commensurate with the average time needed to perform a disk access. A shorter time slice would increase the overhead of the system. A time slice longer than 0.2 s would have resulted in more compute transactions being completed in less than one time slice. However, this Figure 11 Average and maximum observed value of reaction time versus swapping rate for modified swapping algorithm. would have caused a decrease in the utilization of the main memory, a critical resource. The system at the time it was monitored permitted four workspaces to reside concurrently in main memory. This number was sufficient to keep the computer processor at a high level of utilization. It was conjectured that, with 'the appropriate swap scheduling algorithm, three resident workspaces would permit satisfactory performance to be achieved. Hellerman and Ron [3] had observed in their simulation experiments of the system that going from three to four resident workspaces did not result in an appreciable gain in the number of users the system could support. Randomized blocking [9] of the factorial design was achieved by generating the same set of eight workloads in each experiment. These eight workloads were generated for each of the twelve experiments. Therefore, there were eight replications of each experiment, i.e., eight simulated ten-minute time intervals of system operation. In the simulation experiments, a particular workload was modeled as being that of a population of 35 active users, each having an exponentially distributed input insertion time with an average value of 20 s. The 35 active users were selected because the system frequently serviced that many users with degraded performance. We conjectured that it was possible to significantly improve system performance when servicing 35 users. 
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Results of the 3 x 2 x 2 factorial design
The FBm algorithm performed as theoretically predicted. It had the smallest average number of workspaces queued in the system. This is shown in Table 5 , where the average number of queued workspaces was 13, 14.5, and 15 for the FBw, FB,, and modified algorithms, respectively. From the ANOVA (Table 5 ) , it was concluded that the effect of factor C on the average number of queued workspaces was not as significant (F-ratio of 13.5) as factor A (F-ratio of 135.9) . However, four resident workspaces consistently resulted in fewer queued workspaces. In the ANOVA, the computed F-ratios were used to judge which effects and interactions were significant, albeit the normal assumption for the error term for each observation was not appropriate. An effect or an interaction was judged to be significant if it had a mean sum of squares term that was at least an order of magnitude larger than the value of the mean sum of squares due to error.
The number of inputs serviced over a ten-minute interval from a fixed size population of active users is a measure of the throughput of the system. Again, the same effects and interactions were significant for this performance measure (Table 6 ). As the average queue length decreased, throughput increased. An increase in throughput from approximately 560 to 580 inputs resulted when the modified algorithm was replaced by the FB, algorithm. An increase from approximately 580 to 620 inputs resulted when the FB, algorithm was replaced by the FBm algorithm. The FBw algorithm permitted users to accomplish more computing that required "reasonable" amounts of servicing than did either of the other two algorithms.
The ANOVA (Table  7) indicated that the average value of reaction time was not significantly affected by factor A. This was expected, since all three algorithms treated workspaces in the foreground queue equivalently in allocating main memory. The small differences that did occur were attributed to the differences in computer and disk utilization. Factor B had a very significant effect on the statistics of reaction time (an F-ratio of 181 1 ) , because it affected the number of disk accesses; Le., the smaller the time slice, the higher the disk accessing rate. When the length of a time slice was 0.1 s, R w a s approximately 0.40 s. When it was 0.2 s, R w a s approximately 0.55 s. Both factor C and its,interaction with factor B had a significant effect on They had F-ratios of 88. 5 and 25.8, respectively. Average reaction time x was typically 0.02 to 0.05 s longer in the experiments involving four resident workspaces than it was for the other experiments. There was a small but consistent difference due to the increased computer utilization that occurred when there were four resident workspaces. Thus, based on the ANOVA for F i t was concluded that compute transactions requiring less than 0.1 s of service were serviced with no performance degradation apparent to the users for the three swapping algorithms (Table 7). Factor A had a dominant effect on average response time, w (Table 8 ). The ANOVA found the linear and quadratic effects, A' and A , both to be very significant. To better evaluate the effects of the three factors on the distribution of response time, the total number and the percentage of compute transactions whose service was completed in f 5 s, i 10 s, and 5 15 s were tabulated (Table 9 ). The improvement in performance \ times, the FB, algorithm did not offer a significant advantage over the modified algorithm. The superiority of the FBm algorithm over the other algorithms in terms of its response time characteristics was plainly evident.
1 .
Conclusions of the 3 x 2 x 2 factorial design
The following conclusions were derived from the analysis of the results of the 3 X 2 X 2 factorial design simulation experiments:
1. The FBm algorithm consistently had the smallest average number of workspaces queued in the system, or time were 0.42 and 0.75 s, respectively. This algorithm under these conditions performed better than either of the other algorithms using four resident workspaces. The FBm alrogithm has the additional benefit of degrading the service of an input based on its computer service time demand. 2 . The FB, algorithm consistently attained a higher throughput than the modified algorithm but at the expense of slightly lower computer processor utilization. The FB, algorithm had no other advantage over the modified algorithm.
equivalently, the smallest average response time. It
Other simulation experiments were conducted to dehad the highest throughput. If performance is meatermine if the FBm algorithm retained its advantages sured in terms of the response time of compute transover the modified algorithm (the minimum change) actions requiring 5 2 s of service, then the FBm algowhen the system was moderately loaded and when it rithm, with a time slice of 0.1 s and three resident was heavily loaded with the number of resident workworkspaces, gave the best performance servicing 35 spaces reduced to two. In both cases the FBm algorithm 
