Searching desired data in the Internet is one of the most common ways the Internet is used. No single search engine is capable of searching all data in the Internet. The approach that provides an interface for invoking multiple search engines for each user query has the potential to satisfy more users. When the number of search engines under the interface is large, invoking all search engines for each query is often not cost e ective because it creates unnecessary network tra c by sending the query to a large number of useless search engines and searching these useless search engines wastes local resources. The problem can be overcome if the usefulness of every search engine with respect to each query can be predicted. In this paper, we present a statistical method to estimate the usefulness of a search engine for any given query. For a given query, the usefulness of a search engine in this paper is de ned to be a combination of the number of documents in the search engine that are su ciently similar to the query and the average similarity of these documents. Experimental results indicate that our estimation method is much more accurate than existing methods.
Introduction
The Internet has become a vast information source in recent years. To help ordinary users nd desired data in the Internet, many search engines have been created. Each search engine has a corresponding database that de nes the set of documents that can be searched by the search engine. Usually, an index for all documents in the database is created and stored in the search engine. For each term which represents a content word or a combination of several (usually adjacent) content words, this index can identify the documents that contain the term quickly. The pre-existence of this index is critical for the search engine to answer user queries e ciently.
Two types of search engines exist. General-purpose search engines attempt to provide searching capabilities for all documents in the Internet or on the Web. WebCrawler, HotBot, Lycos and Alta Vista are a few of such well-known search engines. Special-purpose search engines, on the other hand, focus on documents in con ned domains such as documents in an organization or of a speci c interest. Tens of thousands of special-purpose search engines are currently running in the Internet.
The amount of data in the Internet is huge (it is believed that by the end of 1997, there were more than 300 million web pages 15]) and is increasing at a very high rate. Many believe that employing a single general-purpose search engine for all data in the Internet is unrealistic. First, its processing power and storage capability may not scale to the fast increasing and virtually unlimited amount of data. Second, gathering all data in the Internet and keeping them reasonably up-to-date are extremely di cult if not impossible. Programs (i.e., Robots) used by search engines to gather data automatically may slow down local servers and are increasingly unpopular.
A more practical approach to providing search services to the entire Internet is the following multi-level approach. At the bottom level are the local search engines. These search engines can be grouped, say based on the relatedness of their databases, to form next level search engines (called metasearch engines). Lower level metasearch engines can themselves be grouped to form higher level metasearch engines. This process can be repeated until there is only one metasearch engine at the top. A metasearch engine is essentially an interface and it does not maintain its own index on documents. However, a sophisticated metasearch engine may maintain information about the contents of the (meta)search engines at a lower level to provide better service. When a metasearch engine receives a user query, it rst passes the query to the appropriate (meta)search engines at the next level recursively until real search engines are encountered, and then collects . . . . . is updated only when documents in its database are modi ed; (Although local updates may need to be propagated to upper level metadata that represent the contents of local databases, the propagation can be done infrequently as the metadata are typically statistical in nature and can tolerate certain degree of inaccuracy.) (c) local information can be gathered more easily and in a more timely manner; and (d) the demand on storage space and processing power at each local search engine is more manageable. In other words, many problems associated with employing a single super search engine can be overcome or greatly alleviated when this multi-level approach is used.
When the number of search engines invokable by a metasearch engine is large, a serious ine ciency may arise. Typically, for a given query, only a small fraction of all search engines may contain useful documents to the query. As a result, if every search engine is blindly invoked for each user query, then substantial unnecessary network tra c will be created when the query is sent to useless search engines. In addition, local resources will be wasted when useless databases are searched. A better approach is to rst identify those search engines that are most likely to provide useful results to a given query and then pass the query to only these search engines for desired documents. Examples of systems that employ this approach include WAIS 12], ALIWEB 13], gGlOSS 6], SavvySearch 9] and D- WISE 27] . A challenging problem with this approach is how to identify potentially useful search engines. The current solution to this problem is to rank all underlying databases in decreasing order of usefulness for each query using some metadata that describe the contents of each database. Often, the ranking is based on some measure which ordinary users may not be able to utilize to t their needs. For a given query, the current approach can tell the user, to some degree of accuracy, which search engine is likely to be the most useful, the second most useful, etc. While such a ranking can be helpful, it cannot tell the user how useful any particular search engine is.
In this paper, the usefulness of a search engine to a given query is measured by a pair of numbers (NoDoc, AvgSim), where NoDoc is the number of documents in the database of the search engine that have high potentials to be useful to the query, that is, the similarities between the query and the documents as measured by a certain global similarity function are higher than a speci ed threshold and AvgSim is the average similarity of these potentially useful documents. Note that the global similarity function may or may not be the same as the local similarity function employed by a local search engine. While the threshold provides the minimum similarity for a document to be considered potentially useful, AvgSim 
where T is a threshold, D is the database of a search engine and sim(q; d) is the similarity (closeness) between a query q and a document d in D.
A query is simply a set of words submitted by a user. It is transformed into a vector of terms with weights 22] , where a term is essentially a content word and the dimension of the vector is the number of all distinct terms. When a term appears in a query, the component of the query vector corresponding to the term, which is the term weight, is positive; if it is absent, the corresponding term weight is zero. The weight of a term usually depends on the number of occurrences of the term in the query (relative to the total number of occurrences of all terms in the query) 22, 26] . It may also depend on the number of documents having the term relative to the total number of documents in the database. A document is similarly transformed into a vector with weights. The similarity between a query and a document can be measured by the dot product of their respective vectors. Often, the dot product is divided by the product of the norms of the two vectors, where the norm of a vector (x 1 ; x 2 ; :::; x n ) is
. This is to normalize similarities into values between 0 and 1. The similarity function with such a normalization is known as the Cosine function 22, 26] . Other similarity functions, see for example 21], are also possible.
In practice, users may not know how to relate a threshold to the number of documents they like to retrieve. Therefore, users are more likely to tell a metasearch engine directly the number of most similar documents (to their query) they like to retrieve. Such a number can be translated into a threshold by the metasearch engine. For example, suppose we have three databases D1, D2 and D3 such that for a user query q, when T = 0.4, NoDoc(T,q,D1) = 8, NoDoc(T,q,D2) = 3, and NoDoc(T,q,D3) = 4; and when T = 0.5, NoDoc(T,q,D1) = 3, NoDoc(T,q,D2) = 0, and NoDoc(T,q,D3) = 2. In this case, if a user wants 5 documents, then T = 0.5 should be used. As a result, 3 documents will be retrieved from D1 and 2 documents from D3.
In general, the appropriate threshold can be determined by estimating the NoDoc of each search engine in decreasing thresholds.
Note that knowing how useful a search engine is can be very important for a user to determine which search engines to use and how many documents to retrieve from each selected search engine. For example, if a user knows that a highly-ranked search engine with a large database has very few useful documents and searching such a large database is costly, then the user may choose not to use the search engine. Even if the user decides to use the search engine, the cost of the search can still be reduced by limiting the number of documents to be returned to the number of useful documents in the search engine. Such an informed decision is not possible if only ranking information is provided. This paper has several contributions. First, a new measure is proposed to characterize the usefulness of (the database of) a search engine with respect to a query. The new measure is easy to understand and very informative. As a result, it is likely to be more useful in practice. Second, a new statistical method, a subrange based estimation method, is proposed to identify search engines to use for a given query and to estimate the usefulness of a search engine for the query. We will show that both NoDoc and AvgSim can be obtained from the same process. Therefore, little additional e ort is required to compute both of them in comparison to obtaining any one of them only. The method yields very accurate estimates and is substantially better than existing methods as demonstrated by experimental results. It also guarantees the following property. Let the largest similarity of a document with a query among all documents in search engine i be large sim i . Suppose large sim i > large sim j for two search engines i and j, and a threshold of retrieval T is set such that large sim i > T > large sim j . Then based on our method, search engine i will be invoked while search engine j will not if the query is a single term query. This is consistent to the ideal situation where documents are examined in descending order of similarity. Since a large portion of Internet queries are single term queries 10, 11], the above property of our approach means that a large percentage of all Internet queries will be sent to the correct search engines to be processed using our method. In addition, the new method is quite robust as it can still yield good result even when approximate statistical data are used by the method. This method is further improved when adjacent terms in a query are combined. Close to optimal performance is obtained.
The rest of the paper is organized as follows. Section 2 reviews related work. Section 3 presents our basic method for estimating the usefulness of search engines. Section 4 discusses several issues on how the proposed method can be applied in practice. Experimental results will be presented in Section 5. Section 6 describes how adjacent query terms can be combined to yield higher performance. Section 7 concludes the paper.
Related Work
To be able to identify useful search engines to a query, some characteristic information about the database of each search engine must be stored in the metasearch engine. We call such information the representative of a search engine. Di erent methods for identifying useful search engines can be developed based on the representatives used.
Several metasearch engines have employed various methods to identify potentially useful search engines 6, 9, 12, 13, 17, 27] . However, the database representatives used in most metasearch engines cannot be used to estimate the number of globally most similar documents in each search engine 3, 12, 13, 27] . In addition, the measures that are used by these metasearch engines to rank the search engines are di cult to understand.
As a result, separate methods have to be used to convert these measures to the number of documents to retrieve from each search engine. Another shortcoming of these measures is that they are independent of the similarity threshold (or the number of documents desired by the user). As a result, a search engine will always be ranked the same regardless of how many documents are desired, if the databases of these search engines are xed. This is in con ict with the following situation. For a given query, a search engine may contain many moderately similar documents but very few or zero highly similar documents. In this case, a good measure should rank the search engine high if a large number of moderately similar documents are desired and rank the search engine low if only highly similar documents are desired.
A probabilistic model for distributed information retrieval is proposed in 2]. The method is more suitable in a feedback environment, i.e., documents previously retrieved have been identi ed to be either relevant or irrelevant.
In gGlOSS 6], a database of m distinct terms is represented by m pairs (f i ; W i ), where f i is the number of documents in the database that contain the ith term and W i is the sum of the weights of the ith term over all documents in the database, i = 1; :::; m. The usefulness of a search engine with respect to a given query in gGlOSS is de ned to be the sum of all document similarities with the query that are greater than a threshold.
This usefulness measure is less informative than our measure. For example, from a given sum of similarities of documents in a database, we cannot tell how many documents are involved. On the other hand, our measure can derive the measure used in gGlOSS. The representative of gGlOSS can be used to estimate the number of useful documents in a database 7] and consequently, it can be used to estimate our measure. However, the estimation methods used in gGlOSS are very di erent from ours. The estimation methods employed in 6, 7] are based on two very restrictive assumptions. One is the high-correlation assumption (for any given database, if query term j appears in at least as many documents as query term k, then every document containing term k also contains term j) and the other is the disjoint assumption (for a given database, for all term j and term k, the set of documents containing term j and the set of documents containing term k are disjoint). Due to the restrictiveness of the above assumptions, the estimates produced by these two methods are not accurate. Note that when the measure of similarity sum is used, the estimates produced by the two methods in gGlOSS form lower and upper bounds to the true similarity sum. As a result, the two methods are more useful when used together than when used separately. Unfortunately, when the measure is the number of useful documents, the estimates produced by the two methods in gGlOSS no longer form bounds to the true number of useful documents. 25] proposed a method to estimate the number of useful documents in a database for the binary and independent case. In this case, each document d is represented as a binary vector such that a 0 or 1 at the ith position indicates the absence or presence of the ith term in d; and the occurrences of terms in di erent documents are assumed to be independent. This method was later extended to the binary and dependent case in 16], where dependencies among terms are incorporated. A substantial amount of information will be lost when documents are represented by binary vectors. As a result, it is seldom used in practice. The estimation method in 18] permits term weights to be non-binary. However, it utilizes the non-binary information in a way that is very di erent from our subrange-based statistical method to be described in Section 3.2 of this paper.
A New Method for Usefulness Estimation
We present our basic method for estimating the usefulness of a search engine in Section 3.1. The basic method allows the values of term weights to be any non-negative real numbers. Two assumptions are used by the basic method: (1) the distributions of the occurrences of the terms in the documents are independent. In other words, the occurrences of term i in the documents have no e ect on the occurrences or non-occurrences of another term, say term j, in the documents; (2) for a given database of a search engine, all documents having a term have the same weight for the term. Under the two assumptions, the basic method can accurately estimate the usefulness of a search engine. In Section 3.2, we apply a subrange-based statistical method to remove the second assumption. The rst assumption can also be removed by incorporating term dependencies (co-variances) into the basic solution 18]. The problem of incorporating term dependencies will be addressed in Section 6. We will see in Section 5 that very accurate usefulness estimates can be obtained even with the term independence assumption. With the basic method, database D is represented as m pairs f(p i ; w i )g, i = 1; :::; m, where p i is the probability that term t i appears in a document in D and w i is the average of the weights of t i in the set of documents containing t i . For a given query q = (u 1 ; u 2 ; :::; u m ), the database representative is used to estimate the usefulness of D. Without loss of generality, we assume that only the rst r u i 's are non-zero, 0 < r m. Therefore, q becomes (u 1 ; u 2 ; :::; u r ) and sim(q; d) becomes u 1 d 1 + + u r d r . This implies that only the rst r terms in each document in D need to be considered.
The Basic Method
Consider the following generating function:
where X is a dummy variable. The following proposition relates the coe cients of the terms in the above function with the probabilities that documents in D have certain similarities with q. Proposition 1. Let q and D be de ned as above. If the terms are independent and the weight of term t i whenever present in a document is w i , which is given in the database representative (1 i r), then the coe cient of X s in function (3) is the probability that a document in D has similarity s with q.
Proof: Clearly, s must be the sum of zero or more w i u i 's with each w i u i being used at most once.
Di erent combinations of w i u i 's may add up to s. Without loss of generality, let us assume that there are two such combinations. Suppose s = w i1 u i1 + + w i k u i k = w j1 u j1 + + w j l u j l . Then the probability that q has similarity s with a document d in D is the probability that d has either exactly the terms in ft i1 ; :::; t i k g or exactly the terms in ft j1 ; :::; t j l g. With the independence assumption about terms, the probability that d has exactly terms in ft i1 ; :::; t i k g is P = Q p v Q (1 ? p y ), where the rst product is over all v in fi 1 ; :::; i k g and the second product is over all y in f1, 2, ..., rg { fi 1 ; :::; i k g. Similarly, the probability that d has exactly terms in ft j1 ; :::; t j l g is Q = Q p v Q (1 ? p y ), where the rst product is over all v in fj 1 ; :::; j l g and the second product is over all y in f1, 2, ..., rg { fj 1 ; :::; j l g. Therefore, the probability that d has either exactly the terms in ft i1 ; :::; t i k g or exactly the terms in ft j1 ; :::; t j l g is the sum of P and Q which is the same as the coe cient of X s in function (3). 
Consider the coe cient of X 2 in the function. Clearly, it is the sum of p 1 (1 ? p 2 ) (1 ? p 3 ) and (1 ? p 1 ) (1 ? p 2 ) p 3 . The former is the probability that a document in D has exactly the rst query term and the corresponding similarity with q is w 1 (=2). The latter is the probability that a document in D has exactly the last query term and the corresponding similarity is w 3 (=2). Therefore, the coe cient of X 2 , namely, p 1 (1 ?p 2 ) (1 ?p 3 ) + (1 ?p 1 ) (1 ?p 2 ) p 3 = 0:416, is the estimated probability that a document in D has similarity 2 with q.
After generating function (3) has been expanded and the terms with the same X s have been combined, we obtain a 1 X b1 + a 2 X b2 + + a c X bc (5) We assume that the terms in (5) are listed in descending order of the exponents, i.e., b 1 > b 2 > ::: > b c . By Proposition 1, a i is the probability that a document in D has similarity b i with q. In other words, if database D contains n documents, then n a i is the expected number of documents that have similarity b i with query q. For a given similarity threshold T, let C be the largest integer to satisfy b C > T. Then, the NoDoc measure of D for query q based on threshold T, namely, the number of documents whose similarities with query q are greater than T, can be estimated as:
Note that n a i b i is the expected sum of all similarities of those documents whose similarities with the query are b i . Thus, P C i=1 (n a i b i ) is the expected sum of all similarities of those documents whose similarities with the query are greater than T. Therefore, the AvgSim measure of D for query q based on threshold T, namely, the average similarity of those documents in database D whose similarities with q are greater than T, can be estimated as:
Since both NoDoc and AvgSim can be estimated from the same expanded expression (5) Table 1 list the true usefulness of D with respect to q and di erent T's. Note that in Table 1 , the NoDoc and AvgSim values are obtained when the estimated similarities are strictly greater than the threshold T. When NoDoc = 0, no value for AvgSim is available. In this case, the corresponding entry under AvgSim will be left blank. The remaining columns list the estimated usefulness based on di erent methods. The fourth and the fth columns are for our basic method. The sixth and the seventh columns are for the estimation method based on the high-correlation case, and the eighth and ninth columns are for the estimation method for the disjoint case, which are proposed in 6, 7] . It can be observed that the estimates produced by the new method approximate the true values better than those given by the methods based on the high-correlation and the disjoint assumptions. 
That is, the probability that a document having similarity 5 with q is zero and the probability that a document having similarity 4 with q is 0.2 since no document in D has similarity 5 with q and exactly one document in D has similarity 4 with q. Other terms can be interpreted similarly. Notice the good match between the corresponding coe cients in (8) and (9).
Subrange-based Estimation for Non-uniform Term Weights
One assumption used in the above basic solution is that all documents having a term have the same weight for the term. This is not realistic. In this subsection, we present a subrange-based statistical method to overcome the problem.
Consider a term t. Let w and be the average and the standard deviation of the weights of t in the set of documents containing t, respectively. Let p be the probability that term t appears in a document in the database. Based on the basic solution in Section 3.1, if term t is speci ed in a query, then the following polynomial is included in the probability generating function (see Expression (3)): p X u w + (1 ? p) (10) where u is the weight of the term in the user query. This expression essentially assumes that the term t has an uniform weight of w for all documents containing the term. In reality, the term weights may have a non-uniform distribution among the documents having the term. Let these weights in non-ascending order of magnitude be w 1 ; w 2 ; :::; w k , where k = p n is the number of documents having the term and n is the total number of documents in the database. Suppose we partition the weight range of t into 4 subranges, each containing 25% of the term weights, as follows. The rst subrange contains the weights from w 1 to w s , where s = 25% k; the second subrange contains the weights from w s+1 to w t , where t = 50% k; the third subrange contains the weights from w t+1 to w v , where v = 75% k and the last subrange contains weights from w v+1 to w k . In the rst subrange, the median is the (25% k=2)-th weight of the term weights in the subrange and is w m1 , where m1 = 12:5% k; similarly, the median weights in the second, the third and the fourth subranges have median weights w m2 ; w m3 and w m4 , respectively, where m2 = 37:5% k; m3 = 62:5% k and m4 = 87:5% k. This can be illustrated by the following gure. Then, the distribution of the term weights of t may be approximated by the following distribution: The term has a uniform weight of w m1 for the rst 25% of the k documents having the term, another uniform weight of w m2 for the next 25% of the k documents, another uniform weight of w m3 for the next 25% of documents and another uniform weight of w m4 for the last 25% of documents.
With the above weight approximation, for a query containing term t, polynomial (10) in the generating function can be replaced by the following polynomial: p 1 X u wm1 + p 2 X u wm2 + p 3 X u wm3 + p 4 X u wm4 + (1 ? p) (11) where p j is the probability that term t occurs in a document and has a weight of w mj ; j = 1; 2; 3; 4. Since 25% of those documents having term t are assumed to have a weight of w mj for t and for each j, p j = p=4. Essentially, polynomial (11) is obtained from polynomial (10) by decomposing the probability p that a document has the term into 4 probabilities, p 1 ; p 2 ; p 3 and p 4 , corresponding to the 4 subranges. A weight of term t in the rst subrange, for instance, is assumed to be w m1 and the corresponding exponent of X in polynomial (11) is the similarity due to this term t, which equals u w m1 , taking into consideration the query term weight u.
Since it is expensive to nd and to store w m1 ; w m2 ; w m3 and w m4 , they are approximated by assuming that the weights of the term are normally distributed with mean w and standard deviation . Then w mi = w + c i , where c i is a constant that can be looked up from a table for the standard normal distribution.
It should be noted that these constants are independent of individual terms and therefore one set of such constants is su cient for all terms.
Example 3 Suppose the average weight of a term t is w = 2.8 (to ease presentation, assume that term weights are not normalized) and the standard deviation of the weights of the term is 1. In general, it is not necessary to divide the weights of the term into 4 equal subranges. For example, we can divide the weights into 5 subranges of di erent sizes, yielding a polynomial of the form: p 1 X u wm1 + p 2 X u wm2 + p 3 X u wm3 + p 4 X u wm4 + p 5 X u wm5 + (1 ? p) where p 1 + p 2 + p 3 + p 4 + p 5 = p, p i represents the probability that the term has weight in the ith subrange, and w mi is the median weight of the term in the ith subrange.
In the experiments we report in Section 5, a speci c six-subrange is used with a special subrange (the highest subrange) containing the maximum normalized weight only (see Section 5) . The normalized weight of a term t in a document is the weight of the term in the document divided by the norm of the document.
The maximum normalized weight of t in the database is the largest normalized weight among all documents containing t in the database. The probability for the highest subrange is set to be 1 divided by the number of documents in the database. This probability may be an underestimate. However, since di erent documents usually have di erent norms and therefore there is usually only one document having the largest normalized weight, the estimated probability is reasonable.
Example 4 (Continuing Example 3: Term weights are not normalized to facilitate ease of reading.) Suppose that the number of documents in the database is n = 100 and the maximum weight of the term t is mw = 5:8.
Since the probability that the term occurs in the documents is 0:32, the number of documents having the term t = 0:32 100 = 32. We use 5 subranges, which are obtained by splitting the rst subrange in Example 3 into two subranges, and the rst new subrange is covered by the maximum weight. Since we assume that there is only one document having the largest term weight, the probability that a document has the largest term weight is where p i is the probability that term t i appears in a document in the database, w i is the average weight of term t i in all documents containing the term and i is the standard deviation of the weights of t i in all documents containing t i . Furthermore, if the maximum normalized weight of each term is used by the highest subrange, then the database representative will contain m quadruplets f(p i ; w i ; i ; mw i )g, with mw i being the maximum normalized weight for term t i . Our experimental results indicate that the maximum normalized weight is a critical parameter that can drastically improve the estimation accuracy of search engine usefulness. In the following subsection, we elaborate why the maximum normalized weight is a critically important piece of information for correctly identifying useful search engines.
Single-term Query
Consider a query q that contains a single term t. Suppose the similarity function is the widely used Cosine function. Then the normalized query has a weight of 1 for the term t and the similarity of a document d with the query q using the Cosine function is w 0 , which is the dot product Thus, for a large percentage of all Internet queries, our method guarantees optimal identi cation when the maximum normalized weight of each term is utilized.
Discussion on Applicability
We now discuss several issues concerning the applicability of the new method.
Scalability
If the representative of a database used by an estimation method has a large size relative to that of the database, then this estimation method will have a poor scalability as such a method is di cult to scale to the database size will decrease as the database grows. This is because when new documents are added to a large database, the number of distinct terms either remains unchanged or grows slowly.
In comparison to the database representative used in gGlOSS, the size of the database representative for our approach is 67% larger (due to storing the standard deviation and the maximum normalized weight for each term). The following methods can be used to substantially reduce the size of the database representative.
There are several ways to reduce the size of a database representative. Instead of using 4 bytes for each number (probability, average weight, standard deviation, maximum normalized weight), a one-byte number can be used to approximate it as follows. Consider probability rst. Clearly, all probabilities are is partitioned into 256 equal-length intervals. Next, the average of the probabilities falling into each small interval can be computed. Finally, we map each original probability to the average of its corresponding interval. The probability 0.15, for example, lies in the 39-th interval ( 0:1484; 0:1523]). In the database representative, this probability will be represented by the number 38 (using one byte). Suppose the average of all probabilities in the 39-th interval is 0.1511. Then, 0.1511 will be used to approximate the probability 0.15. Similar approximation can also be applied to average weights, maximum normalized weights and standard deviations. Our experimental results show (see Section 5) that the approximation has negligible impact on the estimation accuracy of database usefulness. When the above scheme is used, the size of the representative of a database with m distinct terms drops to 8 m bytes from 20 m bytes. As a result, the sizes of the database representatives for the above databases will be about 1.5% to 3% of the database sizes.
Further size reduction is possible by using 4 bits for each weight, maximum normalized weight and standard deviation. Our experimental results show (also in Section 5) that good accuracy can still be obtained with the reduction. When 4 bits are used for each weight, maximum normalized weight and standard deviation while each probability still uses one byte, the size of the representative of a database with m distinct terms drops to 6:5 k bytes, reducing the above percentages further to 1.23% to 2.4%. As mentioned above, for larger databases, the database representatives are likely to occupy even lower percentages of space.
Hierarchical Organization of Representatives
If the number of search engines is very large, the representatives can be clustered to form a hierarchy of representatives. Each query is rst compared against the highest level representatives. Only representatives whose ancestor representatives have been estimated to have a large number of very similar documents will be examined further. As a result, most database representatives will not be compared against the query.
Similar idea has also been suggested by others 6].
Suppose P 1 ; :::; P v are the representatives of v local databases D 1 ; :::; D v . A higher level representative P above these representatives in the hierarchy can be considered as a representative of a database D, where D is combined from D 1 ; :::; D v by a union. We now discuss how to obtain P from P 1 ; :::; P v . We assume that databases D 1 ; :::; D v are pair-wise disjoint. Let T i be the set of terms in D i , i = 1; :::; v. For a given term t, let p i (t) be the probability of a document in D i that contains t; w i (t) be the average weight of t in all documents in D i that contain t; mw i (t) be the maximum normalized weight of t in all documents in D i ; and i (t) be the standard deviation of all positive weights of t in D i . Let p(t); w(t); mw(t) and (t) be the probability, average weight, maximum normalized weight, and standard deviation of term t in the new representative P, respectively. We now discuss how to obtain p(t); w(t); mw(t) and (t). To simplify the notation, assume that p i (t) = w i (t) = mw i (t) = i (t) = 0 if t is not a term in T i , i = 1; :::; v.
The rst three quantities, namely p(t); w(t) and mw(t), can be obtained easily. >From Equation (12), we have
The above derivations show that each quantity in the representative P can be computed from the quantities in the representatives at the next lower level.
Obtaining Database Representatives
To obtain the accurate representative of a database used by our method, we need to know the following information: (1) the number of documents in the database; (2) the document frequency of each term in the database (i.e., the number of documents in the database that contain the term); and (3) the weight of each term in each document in the database. (1) and (2) are needed to compute the probabilities and (3) is needed to compute average weights, maximum normalized weights and standard deviations. (1) and (2) can usually be obtained with ease. For example, when a query containing a single term is submitted to a search engine, the number of hits returned is the document frequency of the term. Many other proposed approaches for ranking text databases also use the document frequency information 3, 6, 27] . Most recently, the STARTS proposal for Internet metasearching 5] suggests that each database (source) should provide document frequency for each term.
We now discuss how to obtain information (3). In an Internet environment, it may not be practical to expect a search engine to provide the weight of each term in each document in the search engine. We propose the following techniques for obtaining the average term weights, their standard deviations and the maximum normalized term weights.
1. Use sampling techniques in statistics to estimate the average weight and the standard deviation for each term. When a query is submitted to a search engine, a set S of documents will be returned as the result of the search. For each term t in S and each document d in S, the term frequency of t in d (i.e., the number of times t appears in d) can be computed (the STARTS proposal even suggests that each search engine provides the term frequency and weight information for each term in each returned document 5]). As a result, the weight of t in d can be computed. If the weights of t in a reasonably large number of documents can be computed (note that more than one query may be needed), then an approximate average weight and an approximate standard deviation for term t can be obtained. Since the returned documents for each query may contain many di erent terms, the above estimation can be carried out for many terms at the same time.
2. Obtain the maximum normalized weight (with respect to the global similarity function used in the metasearch engine) for each term t directly as follows. Submit t as a single term query to the local search engine which retrieves documents according to a local similarity function. Two cases are considered:
Case 1: The global similarity function is known to be the same as the similarity function in the search engine. In this case, if the search engine returns a similarity for each retrieved document, then the similarity returned for the rst retrieved document is the maximum normalized weight for the term; if the search engine does not return similarity explicitly, then the rst retrieved document is downloaded to compute its similarity with the one-term query and this similarity will be the maximum normalized weight for the term.
Case 2: The global similarity function and the local similarity function are di erent or the local similarity function is unknown. In this case, the rst few retrieved documents are downloaded to compute the global similarities of these documents with the one-term query. The largest similarity is then tentatively used as the maximum normalized weight, which may need to be adjusted when another document from the same search engine is found to have a higher weight for the term (with respect to the global similarity function).
Although using sampling techniques can introduce inaccuracy to the statistical data (e.g., average weight and standard deviation), our usefulness estimation method is quite robust with respect to the inaccuracy as a 4-bit approximation of each value can still produce reasonably accurate usefulness estimation. Furthermore, a recent study indicates that using sampling queries is capable of generating decent statistical information for terms 4].
Experimental Results
Three databases, D1, D2 and D3, and a collection of 6,234 queries are used in the experiment. For all documents and queries, non-content words such as \the", \of", etc. are removed. The similarity function is the Cosine function. This function guarantees that the similarity between any query and doc-ument with non-negative term weights will be between 0 and 1. As a result, no threshold larger than 1 is needed.
We rst present the experimental results when the database representative is represented by a set of quadruplets (w i ; p i ; i ; mw i ) (average normalized weight, probability, standard deviation, maximum normalized weight) and each number is the original number (i.e., no approximation is used). The results will be compared against the estimates generated by the method for the high-correlation case and our previous method proposed in 18] . (The method in 18] is similar to the basic method described in Section 3.1 of this paper except that it utilizes the standard deviation of the weights of each term in all documents to dynamically adjust the average weight and probability of each query term according to the threshold used for the query. Please see 18] for details. No experimental results for the method for the disjoint case 6] will be reported here as we have shown that the method for the high-correlation case performs better than that for the disjoint case 18].) We then present the results when the database representative is still represented by a set of quadruplets but each original number is approximated either by a one-byte number or a 4-bit number. This is to investigate whether our estimation method can tolerate certain degree of inaccuracy on the numbers used in the database representative. These experiments use six subranges for our subrangebased method. The rst subrange contains only the maximum normalized term weight; the other subranges have medians at 98 percentile, 93.1 percentile, 70 percentile, 37.5 percentile and 12.5 percentile, respectively.
Note that narrower subranges are used for weights that are large because those weights are often more important for estimating database usefulness, especially when the threshold is large. Finally, we present the results when the database representative is represented by a set of triplets (w i ; p i ; i ) and each number is the original number. In other words, the maximum normalized weight is not directly obtained but is estimated to be the 99.9 percentile from the average weight and the standard deviation. The experimental results show the importance of maximum normalized weights in the estimation process. All other medians are the same.
Using Quadruplets and Original Numbers
Consider database D1. For each query and each threshold, four usefulnesses are obtained. The rst is the true usefulness obtained by comparing the query with each document in the database. The other three are estimated based on the database representatives and estimation formulas of the following methods: (1) the method for the high-correlation case; (2) our previous method 18]; and (3) our subrange-based method with the database representative represented by a set of quadruplets and each number being the original number.
All estimated usefulnesses are rounded to integers. The experimental results for D1 are summarized in Table   2 .
high-correlation our previous method subrange-based method Table 2 : Comparison of Di erent Estimation Methods Using D1
In Table 2 , T is the threshold and U is the number of queries that identify D1 as useful (D1 is useful to a query if there is at least one document in D1 which has similarity greater than T with the query, i.e., the actual NoDoc is greater than 1). When T = 0.1, 1,474 out of 6,234 queries identify D1 as useful. The comparison of di erent approaches are based on the following three di erent criteria. match/mismatch: For a given threshold, \match" reports among the queries that identify D1 as useful based on the true NoDoc, the number of queries that also identify D1 as useful based on the estimated NoDoc; \mismatch" reports the number of queries that identify D1 as useful based on the estimated NoDoc but in reality D1 is not useful to these queries based on the true NoDoc. For example, consider the \match/mismatch" column using the method for the high-correlation case. When T = 0.1, \296/35" means that out of the 1,474 queries that identify D1 as useful based on the true NoDoc, 296 queries also identify D1 as useful based on the estimated NoDoc by the high-correlation approach; and there are also 35 queries that identify D1 as useful based on the high-correlation approach but in reality, D1 is not useful to these 35 queries. Clearly, a good estimation method should have its \match" close to \U" and its \mismatch" close to zero for any threshold. Note that in practice, correctly identifying a useful database is more signi cant than incorrectly identifying a useless database as a useful database. This is because missing a useful database does more harm than searching a useless database. Therefore, if estimation method A has a much larger \match" component than method B while A's \mismatch" component is not signi cantly larger than B's \mismatch" component, then A should be considered to be better than B. Table 2 shows that the subrange-based approach is substantially more accurate than our previous method 18] which in turn is substantially more accurate than the high-correlation approach under the \match/mismatch" criteria. In fact, for thresholds between 0.1 and 0.4, the accuracy of the subrangebased method is 91% or higher for the \match" category.
d-N: For each threshold T, the \d-N" (for \di erence in NoDoc") column for a given estimation method indicates the average di erence between the true NoDoc and the estimated NoDoc over the queries that identify D1 as useful based on the true NoDoc. For example, for T = 0.1, the average di erence is over the 1,474 queries. The smaller the number in \d-N" is, the better the corresponding estimation method is. Again, Table 2 shows that the subrange-based approach is better than our previous method for most thresholds which in turn is much better than the high-correlation approach under the \d-N" criteria.
d-S: For each threshold T, the \d-S" (for \di erence in AvgSim") column for a given estimation method indicates the average di erence between the true AvgSim and the estimated AvgSim over the queries that identify D1 as useful based on the true NoDoc. Again, the smaller the number in \d-S" is, the better the corresponding estimation method is. Table 2 shows that the subrange-based approach is substantially more accurate than the other two approaches for all thresholds.
The experimental results for databases D2 and D3 are summarized in Table 3 and Table 4 , respectively.
From Tables 2 to 4 , the following observations can be made. First, the subrange-based estimation method signi cantly outperformed the other two methods for each database under each criteria. Second, the \match" components are best for database D1, and not as good for database D2 and for database D3. This is probably due to the inhomogeneity of data in databases D2 and D3.
high-correlation our previous method subrange-based method Table 5 relative to Table 2 ). Table 6 lists the experimental results when all numbers are represented by 4 bits except that each probability continues to use 1 byte, again for database D1. The results (compare Tables 5 and 6 with Table 2) show that the drop in accuracy of estimation due to approximation is small for each criteria. Similar but slightly weaker results can be obtained for databases D2 and D3 (see Tables 7 and 8 relative to   Table 3 for D2 and Tables 9 and 10 relative to Table 4 will signi cantly improve the overall estimation accuracy for all queries. Among 6,234 queries used in our experiments, 1,941 are single term queries. Table 11 shows the experimental results for database D1 when the maximum normalized weights are not explicitly obtained. (Instead, it is assumed that for each term, the normalized weights of the term in the set of documents containing the term satisfy a normal distribution and therefore the maximum normalized weight is estimated to be the 99.9 percentile based on its average weight and its standard deviation.) Comparing the results in Table 2 and those in Table 11 , it is clear that the use of maximum normalized weights can indeed improve the estimation accuracy substantially. Nevertheless, even when estimated maximum normalized weights are used, the results based on the subrange-based approach are still much better than those based on the high-correlation assumption and those obtained by our previous method 18] . Similar conclusion can be reached when the results in Table 3 and Table 12 are compared and when the results in Table 4 and 
Combining Terms
In the subrange-based estimation method presented earlier, terms are assumed to be independently distributed in the documents of the database. Although the overall experimental results reported in Section 5 are very good, there are some room for improvement at high retrieval thresholds (see Tables 2, 3 and 4 with threshold values 0:5 and 0:6.) Thus, we propose the following scheme to incorporate the dependencies of terms in the estimation process.
There are quite a few term dependency models in the information retrieval literature ( see, for example, the tree-dependency model, the Bahadur-Lazarsfeld model and the generalized dependency model in 26].) In 18], we employ the Bahadur-Lazarsfeld model to incorporate the dependencies into the estimation process.
That model is somewhat complicated. In addition, it does not make use of the maximum normalized term weight. As the experimental results in the last section indicate, the maximum normalized term weight is a critical parameter. Thus, the following approach is used instead.
Consider the distributions of terms t i and t j in a database of documents. Within the set of documents having both terms, there is a document having the largest sum of the normalized term weight of t i and the normalized term weight of t j . Let the largest sum be called the maximum normalized weight of the combined term and be denoted by mnw ij . If terms t i and t j are combined into a single term, then the probability that a document in the database has the maximum normalized weight of the combined term, mnw ij , can be assumed to be 1=n, where n is the number of documents in the database. As pointed out earlier, it is unlikely that another document in the database has the same maximum normalized weight under the combined term.
If the two terms were independently distributed in the documents of the database, then the probability that a document in the database has the normalized sum of term weights mnw ij under the two terms t i and t j can be estimated using the subrange-based estimation method. Speci cally, a polynomial representing the probability that a document has the maximum normalized term weight for t i , followed by the probabilities that a document has certain percentiles of weights for term t i can be written (see Example 4) . Similarly, another such polynomial can be written for term t j . By multiplying these two polynomials together, the desired probability can be estimated. The criteria that the two terms t i and t j should be combined into a single term t ij is that the estimated probability under the term independence assumption is very di erent from 1=n and the maximum normalized weight of the combined term is higher than the maximum normalized weight of each of the two individual terms. Since our aim is to estimate the similarities of the most similar documents, the latter condition is to ensure that if the combined term is used, it will not lead to smaller similarities. The former condition is implemented by computing the di erence in absolute value between 1=n and the estimated probability and then comparing to a pre-set threshold. If the di erence exceeds the threshold, then the two terms should be combined. The di erence for the term pair t i and t j is denoted by d ij and is stored together with the combined term t ij .
If the two terms are combined, then we obtain from the documents containing both terms the distribution of the sum of the normalized weights of the two terms. From the distribution, we apply the subrange-based estimation for the combined term. For a combined term t ij , we store the maximum normalized sum mnw ij , the average normalized sum, its standard deviation, its probability of occurrence and its di erence d ij . The last quantity is utilized to determine which term should be combined with a given term in a query and will be explained later.
Example 5 Suppose that the user's query q is \computer algorithm", and that normalized term weight is used in this example.
Let the maximum normalized weight for the terms \computer" and \algorithm" be mw 1 Suppose that the maximum normalized weight of the combined term \computer algorithm" mnw 12 = 0:825 which is greater than mw 1 and mw 2 . By multiplying the above polynomials, the probability that a document has a total normalized weight (associated with these two terms) of mnw 12 or higher is 3:878 10 ?5 . This probability is based on the assumption that the two terms were independent. The actual probability is 1=n = 0:0013, where n = 761 in this example. Since the estimated probability and the actual probability di er substantially, the two terms should be combined. ).
Thus, the probability that the normalized weight of the combined term in a document lies in the second subrange (having median at the 98-th percentile) is term pairs need to be tested for possible combination, where m is the number of terms. When m is large, the testing process may become too time consuming. In order that the process can be easily carried out, we restrict the terms to be query terms (i.e. terms appearing in previously submitted queries) and each pair of terms to be in adjacent locations in a query. The latter condition is to simulate phrases since the components of a phrase are usually in adjacent locations.
Given a query, we need to estimate the distribution of the similarities of the query with the documents in the database, while taking into consideration that certain terms in the query may be combined. We shall restrict a combined term to contain two individual terms only. It is essential to decide for a given term of the query whether it is to be combined, and if the term is to be combined, which term should be combined with it. Speci cally, consider three adjacent terms t i , followed by t j and then followed by t k in the query. If term t i has been combined with its preceding term, then it will not be combined with term t j (because a phrase usually consists of two words and it is simpler to recognize phrases containing two words than phrases containing three or more words); otherwise, check if the combined term t ij exists. If the combined term t ij exists, then check if the combined term t jk exists. If both combined terms exist, then compare the di erences d ij and d jk . The larger di erence indicates which term should be combined with term t j for this query. For example, if d jk is larger than d ij , then term t j is combined with t k and the distribution of the combined term should be used to estimate the distribution of the similarities of the documents with this query. If only one of the combined term exists, then that combined term will be used. If none of the two combined terms exists, then term t j is not combined with any term.
Using this strategy to combine terms, we perform experiments on the same set of queries and the same three databases D1, D2 and D3. The results are reported in Tables 14, 15 and 16. It is clear that the combined-term method is better than the subrange-based method in the match/mismatch measure, especially when the thresholds (0.5 and 0.6) are large. Close to optimal results are obtained.
Theoretically, it is possible to get better results by (1) combining three or more terms together and (2) modify the polynomial representing two terms when they are combined. It should be noted that the polynomial for the combined term does not take into consideration the situations that exactly one of the two terms occurs. It is possible to include those situations. However, that would require storing more information. Similarly, the process of combining 3 or more terms into one is feasible but would introduce complications. Since the simple combined-term method yields close to optimal results, it is not clear whether it is worthwhile to complicate the estimation process. In this paper, we introduced a search engine usefulness measure which is intuitive and easily understood by users. We proposed a statistical method to estimate the usefulness of a given search engine with respect to each query. Accurate estimation of the usefulness measure allows a metasearch engine to send queries to only the appropriate local search engines to be processed. This will save both the communication cost and the local processing cost substantially. Our estimation method has the following properties:
1. The estimation makes use of the number of documents desired by the user (or the threshold of retrieval), unlike some other estimation methods which rank search engines without using the above information.
2. It guarantees that those search engines containing the most similar documents are correctly identi ed, when the submitted queries are single-term queries. Since Internet users submit a high percentage of such short queries, they can be sent to the correct search engines to be processed.
3. Experimental results indicate that our estimation methods are much more accurate than existing methods in identifying the correct search engines to use, in estimating the number of potentially useful documents in each database, and in estimating the average similarity of the most similar documents.
We intend to ne-tune our algorithm to yield even better results and to perform experiments involving much larger and many more databases. Our current experiments are based on the assumption that term weights satisfy the normal distribution. However, the Zip an distribution 20] may model the weights more accurately. We will also examine ways to further reduce the storage requirement for database representatives.
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