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Abstract
Plant phenotyping refers to the measurement of plant visual traits.
In the past, the collection of such traits has been done manually by
plant scientists, which is a tedious, error-prone, and time-consuming
task. For this reason, image-based plant phenotyping is used to
facilitate the measurement of plant traits with algorithms. However,
the lack of robust software to extract reliable phenotyping traits
from plant images has created a bottleneck.
Here, we will study the problem of estimating the total number
of leaves in plant images. The leaf count is a sought-after plant trait,
as it is related to the plant development stage, health, yield poten-
tial, and flowering time. Previously, leaf counting was determined
using a per-leaf segmentation. The typical approaches for per-leaf
segmentation are: (i) image processing to segment leaves, using as-
sumptions and heuristics; or (ii) training a neural network. However,
both approaches have drawbacks. Heuristics-based approaches use
a set of rules based upon observations that can easily fail. Per-leaf
segmentation via neural networks requires fine grained annotated
datasets during training, which are hard to obtain. Alternatively,
the estimation of the number of leaves in an image can be addressed
as a direct regression problem. In this context, the learning of the
algorithm is relaxed to the prediction of a single number (the leaf
count) and the collection of labelled datasets is easy enough to be
also performed by non-experts.
This thesis discusses the first machine learning algorithm for
leaf counting for top-view rosette plants. This approach extracted
patches from the log-polar representation of the image, allowing us
to cancel out leaf rotation. These patches were then used to learn a
visual dictionary, which was used to encode the image into a holistic
descriptor. As a next step, we developed a shallow neural network
to extract rotation-invariant features. Using this architecture, we
could learn features to explicitly account for the radial arrangement
of leaves in rosette plants. Although the results were promising, the
xxx
leaf counting with rotation-invariant features could not outperform
the previous approach.
For this reason, wemoved our attention to deep neural networks.
However, it is widely known that deep architectures are hungry of
data. Therefore, we addressed the problem of how to collect more
labelled plant image datasets, using three approaches: (i) we de-
veloped an annotation tool to help experts to annotate images; (ii)
we uploaded images in a crowdsourcing online platform, allow-
ing citizen scientists to annotate them; (iii) we used a generative
deep neural network to synthesise the images of plants with the leaf
count. Lastly, we will show how a deep leaf counting network can
be trained with data from different sources and modalities, show-
ing promising results and reducing the performance gap between
algorithm and human annotators.

Part I
Introduction and
Background
2
1
Motivations
Plants are the main source of four essential components of our daily
life: food, feed, fibre, fuel [27]. Available data show that from 1960
to 2014, the gap between the productivity of vegetable and meat
products is one order of magnitude wide, as shown in Figure 1.1
(FAOSTAT data). The increase in food productivity is clearly related
to the constant increase in world population (7.5 billion in 2017),
which causes an increase in food production. However, the avail-
ability of arable land, which is vital for plant production, does not
experience such increase. In fact, whilst the world population has
had a 300% increase in the last 70 years (∼ 10 billion people are
expected by 2050), the amount of area allocated as arable land has
only had an increment of 10% (cf. Figure 1.2). In order to support
the worldwide food demand, resources devoted to agriculture have
to be optimised. The FAO (Food and Agriculture Organisation)
suggests developing novel plant phenotyping techniques to study
plant growth under optimal conditions [28].
Plant phenotyping allows the comprehensive study of the plant
development. Whilst the genetic code of plants has been studied
extensively in the last decades, we still know little about the corre-
lation between genetic traits (genomes) and morphological traits
3
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Figure 1.1: Vegetable (crop) vs. meat (livestock) productivity. Scales
are expressed in billions of tonnes. Data from the Food and Agri-
culture Organization (FAO) accessed on December 2017 (FAOSTAT
dataset).
(phenomes) [29]. Specifically, a plant trait naturally depends on the
set of genes, but also on the environmental conditions under which
the plant is grown. We can formalise this relation as follows [28,30]:
P
G E
x
=
where the phenotyping trait P is given by the genome G and the (po-
tentially) infinite environmental conditions E. The knowledge gap
Weused a syntheticArabidopsis plant taken from [31] to graphically represent
the relationship P = G× E.
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Figure 1.2: Population growth (current data and future predictions)
vs. available arable land growth. Scales are expressed in billions
of people (blue line) and billions of hectares (orange line). Data
from the Food and Agriculture Organization (FAO) accessed on
December 2017 (FAOSTAT dataset).
between genome and phenome has been considered a bottleneck in
plant science [29].
In order to assess if a particular phenotyping observation is sig-
nificant, plant biologists need to perform the same experiments on
several groups of plants. For statistical purposes, one experiment
requires a considerable number of plants per each group (or treat-
ment) to be constantly monitored and analysed. Morphological
trait measurements are usually acquired manually, which carries
several drawbacks. First of all, an expert scientist has to dedicate a
considerable amount of time to acquiring manual traits from plants.
Secondly, it is a tiring and error-prone activity. As a result, there is a
race to make this procedure faster andmore reliable. For this reason,
image-based plant phenotyping has started a new era in this research
area. The acquisition of plant images allows the data extraction of
multiple subjects at the same time.
Image analysis has made a great contribution to plant phenotyp-
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ing. Many commercial and affordable solutions have been proposed
in the last decade. Commercial plant phenotyping solutions are typ-
ically expensive [3,18] and cannot be financially supported by small
research groups. On the other hand, affordable solutions can pro-
mote worldwide plant phenotyping, allowing labs from developing
countries to contribute to the plant science community. However,
the acquisition of plant images require reliable software to analyse
and extract meaningful information from them. Therefore, the lack
of algorithms that are able to provide precise phenotyping data is
actually creating the real bottleneck [28]. It has been argued that ma-
chine learning and computer vision solutions can contribute greatly
to developing reliable software for analysis of plant images [32, 33].
Many solutions have been proposed to extract most of the ge-
ometric traits from RGB images of plants, such as perimeter, dia-
meter, projected leaf area, and so forth [18, 34–37], but also other
image domains can be used for the same purpose, such as near-
infrared [18, 38] or fluorescence [34, 38, 39]. Typically, all these tech-
niques to extract morphological plant traits use ad-hoc image pro-
cessing algorithms to segment the plant. In fact, most of those traits
can be extracted by analysing only the plant segmentation mask.
These algorithms make extensive use of hand-designed heuristics
that require specific acquisition conditions (e.g., HTPheno [40]),
which are hard to generalise and thus easily fail.
The focus of this thesis is demonstrating the benefits of devel-
oping new machine learning approaches to extract a simple, yet
extremely important biological trait: the leaf count. From a pheno-
typing point of view, the number of leaves in a plant is related to,
for example, developmental stage [41], growth regulation [42,43],
flowering time [44], and yield potential [45]. Because of its impor-
tance, leaf counting is a sought-after trait. However, the automatic
identification of such quantity is hard, owing to several challenges
that need to be addressed.
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1.1 Challenges
Overall, leaf counting is a challenging task from the computer vision
perspective. Even though it might seem an easy task from a human
perspective, in [46], authors have shown that experts cannot achieve
a consensus over leaf count. Therefore, algorithms are challenged
by several factors, which we discuss below.
Scale variation. A leaf is a plant organ that generates from the
stem. The range that the leaf size spans is incredibly high, start-
ing from extremely small in the juvenile phase, until reaching the
maximum size for a particular plant species. Typically, plant biolo-
gists count a leaf when it reaches a certain length (usually 1mm for
rosette-shaped plants [2]).
Shape variation. Clearly, leaves differ across plant species. How-
ever, the shape of leaves also differs greatly within the same plant
species. In Figure 1.3, some mutants of the plant Arabidopsis are
shown, exhibiting a huge variability in shape.
Occlusions. Plants move due to nastic and tropic movements. The
arrangement of leaves, when observed from a static point of view
(e.g., top), can cause self-occlusions. For example, it can be seen in
Figure 1.3 that very dense plants exhibit heavily occluded leaves.
Clearly, if a leaf is completely occluded from the field of view, it
cannot be counted. However, partially visible leaves can be counted,
presenting a leaf counting algorithm with harder cases.
Instance isolation. Within the same plant, leaves of the same
size/age appear similar to each other. If they do not overlap, it
is very easy to distinguish between them. However, as previously
said, leaves tend to heavily overlap. Therefore, distinguishing be-
tween two leaves located next to each other (and even one on top of
the other) is a hard task. Isolating each individual leaf for counting
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Figure 1.3: Some mutants of the plant Arabidopsis, showing high
intra-species leaf shape variability. (Figure adapted from [1]).
is challenging, because leaves (within the same plant) may exhibit
a similar shape, texture, and sometimes size as well. Furthermore,
in the case of rosette-shaped plants (cf. Figure 1.3), juvenile leaves
located at the centre of the plant are extremely hard to individually
isolate and enumerate.
Insufficient annotated data. From a machine learning perspec-
tive, publicly annotated plant images are lacking. The current re-
leased datasets [6, 12,15–17] have approximately 1, 500 annotated
images in all, spanning different plant species and mutants. Ma-
chine learning techniques, especially deep learning, need diversi-
fied datasets to better generalise and reduce overfitting. Learning
in such a restricted domain is challenging and requires constant
monitoring.
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Heterogeneous setups. The aforementionedplant datasets include
images of plants taken using different acquisition setups. As an
example, the Arabidopsis plants in [6] look very different from the
Arabidopsis plants in [16], because different cameras have been used
(e.g. different image quality) and light conditions are different.
Therefore, machine learning algorithms not only have to accom-
modate for the leaf variability, but also for the acquisition setup
variability, exhibiting changes in illumination and image quality.
1.2 Research Questions
In the previous section, we unfolded the major challenges arising
from plant phenotyping, specifically for the leaf counting problem.
Based on those, we detail below the research questions that will be
addressed throughout this thesis. In addition, we will highlight
disseminated work and scientific and engineering output, since
parts of this thesis have been published or are under consideration
for publication.
• Research Question 1 •
Can machine learning help in plant phenotyping?
It is widely known in the computer vision community that ma-
chine learning outperforms other approaches. In fact, we were the
first to propose a leaf count algorithm on top-view images of rosette
plants [7], using a machine learning approach. We learn a visual
dictionary in an unsupervised fashion. This dictionary is used to
encode plant images with a holistic descriptor. Then a non-linear
regression model is trained to map plant images and total leaf count.
• Research Question 2 •
Can machine learning phenotype?
Since machine learning has only recently been employed in the
plant community, it is necessary to show that it can produce reliable
results. We answered this question in [3], where we showed no sta-
tistical significance of differences in leaf count amongst genotypes.
In this work, we propose an improved version of the leaf count
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algorithm in [7], which is also embedded in the Phenotiki Analysis
Software.
• Research Question 3 •
Can we learn better and more compact features using rotation redundancies?
Top-view plant images exhibit leaves that, even though they
might share similar shapes, appear at different rotations. This fact is
even more evident for rosette-shaped plants, as shown in Figure 1.3.
Given this prior knowledge, we address the question of whether it
is possible to learn rotation-invariant features in order to learn more
discriminative plant features, thus improving leaf count. We answer
this question in [24, 47], where we proposed a rotation-invariant
Restricted Boltzmann Machine (ERI-RBM). Our architecture needs
the inference of the dominant orientation for each input image. We
propose two methods to perform such an inference.
• Research Question 4 •
Can deep learning be employed in plant phenotyping?
Despite the fact that deep learning is an extremely powerful
tool, it requires big labelled datasets to learn good models. We took
up this challenge and we answered this question in [48], where we
proposed a multi-modal deep neural network for leaf counting; and
in [49], wherewe presented that a conditional generative adversarial
network could be used to synthesise images of Arabidopsis plants
with a given leaf count.
• Research Question 5 •
How can more labelled data be collected?
Lack of data in plant phenotyping is a problem. Typically, plant
biologists tend to be reluctant to release plant images of their ex-
periments, and even when they do, they lack proper annotations
(cf. [18]). Therefore, given plant images, we address the challenge of
annotating them effortlessly. In addition, when images are missing,
we proposed a tool inspired by state-of-the-art technologies to gen-
erate synthetic data. These questions are addressed in [3, 46, 49, 50],
where we proposed three different approaches to obtain more la-
belled plant data. Specifically, in [3,50], we presented an annotation
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tool to assist plant experts in the annotation process. In [46], we
used an online crowdsourcing platform to obtain more labels from
citizen scientists. Lastly, in [49], we used an adversarial network to
generate synthetic plant data.
• Research Question 6 •
Can multi-modal learning perform a better leaf count?
Plant images can be acquired using RGB cameras, although this
is not the only method. In fact, some approaches [18, 34, 38, 39]
extract plant traits in different domains, such as near-infrared or
fluorescence. Can these modalities improve leaf counting? We
answer this question in [48], where we presented a deep learning
architecture that improves the leaf count predictions by learning
from multiple modalities.
1.3 Contributions
The contributions brought by this thesis in the field of image-based
plant phenotyping are multi-fold. We have:
1. proposed the first machine learning, leaf counting algorithm
[7];
2. developed software for plant-image analysis, bundling all the
algorithms proposed by our research group [3];
3. proposed a neural network based on the RBM,which explicitly
accounts for rotations [24, 47];
4. proposed the first deep architecture able to count leaves using
different datasets at the same time to compensate for the lack
of training data [51];
5. proposed a methodology that uses DCGAN (deep convolu-
tional generative adversarial networks), which is able to gen-
erate synthetic plant images [49];
6. proposed the first deep architecture able to count leaves, using
multi-modal data [48];
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7. systematically and quantitatively assessed for the first time
inter-observer variability across expert and non-expert leaf
counting [46].
1.4 Thesis Structure
In this thesis, we tackle the problem of determining the total number
of leaves from plant images, using machine learning algorithms.
The content of this thesis is organised into five parts, containing 11
chapters. Specifically, the content of each chapter is summarised as
follows:
• Chapter 2 details the background knowledge for this thesis.
Firstly, we brieflydiscuss the plant biology background,mostly
specific to Arabidopsis thaliana (rosette plants). Secondly, we
show the machine learning background, detailing in general
neural networks. Then we offer a brief background in deep
learning and GPU computation. Lastly, we detail the metrics
used in this thesis to evaluate the leaf counting algorithms.
• Chapter 3 discusses the literature for counting. Specifically, we
categorise the current state-of-the-art approaches as holistic
or local. The methods in the former category extract global
features from images to infer the object count, whereas the
latter ones extract local features from the image to obtain a
localised count.
• Chapter 4 shows the first leaf counting algorithm, using a holis-
tic machine learning approach. This work was published
during the second Computer Vision Problems in Plant Pheno-
typing (CVPPP) workshop in 2015, held in conjunction with
the British Machine Vision Conference (BMVC). The proposed
pipeline is: (i) log-polar transformation to remove the rota-
tion nuisance from the rosette plants; (ii) patch extraction;
(iii) visual dictionary learning; and (iv) feature encoding and
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regression. This approach was the best performing algorithm
in the Leaf Counting Challenge (LCC).
• Chapter 5 discusses the explicit learning of rotation-invariant
features. The leaf counting algorithm discussed in the previ-
ous chapter applies the log-polar transformation to remove
the rotation variability. This approach has two drawbacks: (i)
a foreground mask is necessary to estimate the centre of the
plant; and (ii) the central part of the plant shows interpolation
artefacts. Therefore, in this chapter we show a shallow neural
network to learn rotation-invariant features. We show two
variants of our Explicit Rotation-Invariant Restricted Boltzmann
Machine (ERI-RBM).
• Chapter 6 presents a graphic tool to assist experts for the semi-
automatic annotation of plant images. We argue that deep
learning can further help plant phenotyping. However, deep
architecture needs large labelled datasets to train models with
good generalisation capabilities. Therefore, we need to collect
more labels from plant images. Later, our annotation tool
was embedded into the Phenotiki Analysis Software, a program
designed for plant biologists, bundling together several other
algorithms developed by our research group, including the
leaf counting approach outlined in Chapter 4.
• Chapter 7discusses the problemof the intra- and inter-observer
variability in annotating plant images. For this reason, we
started a Zooniverse project to allow citizen scientists to anno-
tate plant images. Then, we studied the observer variability
of the crowdsourced data and annotations collected from ex-
perts and non-experts, when they annotated the same data
using the annotation tool outlined in Chapter 6.
• Chapter 8 shows an alternative approach to obtaining labelled
datasets. Using Generative Adversarial Networks, we learn the
distribution of the plant images to generate synthetic images
of annotated Arabidopsis.
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• Chapter 9 introduces the Pheno-Deep Counter, a deep neural net-
work that is capable of learning the leaf count from multiple
image modalities (e.g. visible light, near infrared, fluores-
cence). This architecture is versatile and flexible, being able
to be adapted for any number of input modalities.
• Chapters 10 and 11 summarise the thesis and detail the limita-
tions of our work. Then, we discuss several possible future
ventures to improve and expand the research work presented
in this thesis.

2
Background
In this chapter, we discuss the plant and computer science back-
ground. Due to the nature of the leaf counting application, this
document presents several biological, engineering, and mathemati-
cal terms that may not be known to a broad audience. Therefore,
we will introduce notions of: (i) plant biology; (ii) machine learning
(in general); (iii) deep learning; and (iv) the evaluation metrics to
measure the performance of the leaf counting algorithms.
2.1 Plant Biology Background
In Chapter 1, we said that worldwide experiments in plant pheno-
typing would improve crop productivity. In order to perform and
obtain fast results in experiments, it is desirable to adopt a plant
species with a short life cycle and small size. For this reason, plant
biologists use the Arabidopsis thaliana as the model plant for their
experiments. In Figure 2.1 we display a summary of the life cycle
characterising an Arabidopsis thaliana plant [2]:
• 1 week: the seed germinates;
• 4 weeks: the rosette grows and produces leaves;
16
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Germination
Leaf production
Flowering
Senescence
2 31 4 5 7 86
Weeks
Figure 2.1: Schematic of the Arabidopsis Thaliana life cycle (data
taken from [2]).
• 6 weeks: the plant flowers;
• 8 weeks: siliques ripen (e.g., they release the seeds) and the
plant is ready to be harvested.
The other benefit of this model plant is the size. The wild type
(e.g. the genotype naturally present in nature) Columbia (Col-0)
develops rosettes of ∼ 10cm diameter [3]. This allows plant biolo-
gists to seed several plants in a tray, allowing a top-view camera to
capture all the plants. In Figure 2.2(a), we display a tray containing
24 plants of Arabidopsis thaliana plants from five difference mutants
(col-0, pgm, ctr1, and ein2.1; c.f. Figure 2.2(b)).1 Figure 2.2(c) shows
that a plant grows in approx. 5 weeks after sowing.
From the image analysis perspective, Arabidopsis plants have
another important benefits. Morphologically, they are rosette plants,
meaning that the leaves are circularly arranged around the centre of
the plant. In addition, they do not expand much vertically, remain-
ing mostly flat. This particular geometry allows easy and effective
image acquisition from the top.
Leaf counting is a sought-after trait, because it gives an indica-
tion of the stage of a plant’s development [2], together with other
1Further descriptions of these mutants can be found in [3]
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Figure 2.2: Example of a plant tray with 24 plants of Arabidopsis
Thaliana (a) from different 5 ascensions (b). In (c), we show a time
lapse of a plant subject development in 24 days (image adapted
from [3]).
important information, such as the health conditions [52]. (Please
refer to Chapter 1 for further details about the importance of leaf
count). From the biological point of view, several structures com-
pose a leaf. For the purposes of this thesis, we are interested in three
parts, as shown in Figure 2.3. Specifically, the lamina (or blade) is
the most important part of a leaf, as the plant mostly relies on this
wide and flat part to accomplish photosynthesis [53]. The blade
of the leaf is connected to the plant’s stem via the petiole, which is
also responsible for the leaf’s movements [54]. At the far end of the
CHAPTER 2. BACKGROUND 19
Petiole Lamina Apex
Figure 2.3: Anatomy of an Arabidopsis leaf.
blade, there is the leaf apex (or tip). This part of the blade is the
landmark used to compute morphological plant traits, e.g. plant
diameter (maximum distance between any two leaves in a rosette),
and leaf length (maximum distance from stem to apex).
Even though it cannot be easily assessed by the naked eye over a
short period of time, plants move in reaction to external stimuli. For
instance, a leaf moving towards the sunlight is performing a tropic
movement. Nastic movements are also in reaction to external stimu-
lus, although plant response is non-directional. Such a movement
can be the upward inclinations of leaves due to growth.
2.2 Machine Learning Background
Machine learning encompasses a set of techniques and algorithms
that fit a mathematical model to a set of (labelled) data. Given a
dataset {xi, yi}, x ∈ X and y ∈ Y , a machine learning algorithm
finds a function ϕ such that ϕ(xi) = yi, ∀i = 1, 2, . . . , N , where xi
is a data point, yi is a target variable, and ϕ(·) is the task at hand.
Therefore, we are interested in finding the best correlation between
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data points and target variables. In general, if Y is a finite and
discrete set, ϕ is called classifier. If Y is discrete or continuous range
of values, then ϕ is called regressor. For sake of clarity, in this section
we will assume ϕ as a classifier, although similar arguments hold
for the regression case as well.
In computer vision, the set X contains images to be analysed.
From the mathematical point of view, an image is represented as
a 3-dimensional matrix I(u, v, c), where u, v refers to the image
coordinates, c refers to one of the image channels (e.g. red, green,
and blue). In general, an image xi ∈ X cannot be used in a classifier
ϕ as it is, because raw images do not have enough discriminative
power. Specifically, using an image I as a set of pixels is not enough
to construct a function ϕ that outputs the correct target value yi, for
any i = 1, 2, . . . , N . In order to reduce ambiguity and increase the
discriminative power of the data, the images are transformed from
the image space X to the feature space F using a function ψ that
retains the most discriminative information within the image. In
general, we can describe this process as follows:
x
ψ(x)−−−−−−−−−→
feature extractor
f
ϕ(f)−−−−−→
classifier
y (2.1)
The task of feature extraction is a crucial problem in computer
vision. In the past, machine learning was confined only in finding
the best ϕ (e.g., classifier), where the feature extraction was done
using hand-crafted descriptors. Specifically, a plethora of methods ex-
ploiting certain characteristics of an image (e.g., texture, presence of
corners, edges, etc.) was used to describe images. (A recent review
of these methods can be found in [55]). However, since the difficulty
of extracting discriminative image features, machine learning has
also been utilised to learn better ψ functions. Extensive efforts have
been done in the past years, towards the quest of finding better
image features for computer vision tasks. Examples of learned fea-
tures are e.g. vocabulary learning [56], sparse coding [57], Gaussian
mixture models [58], neural networks [59]. In particular, neural net-
works have proven to outperform hand-crafted features and other
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feature learning approaches [60]. For this reason, deep learning has
attracted attention in the last decade.2
2.3 Deep Learning Background
Neural networks have been proven to learn high discriminative
image features for the task at hand. The first andmost simple neural
network is the perceptron [61], which solves the problem of binary
classification. Specifically, this simple architecture multiplied the
input data by a set of weights and the result of the classification
was either ‘0’ or ‘1’, if the result of this operation was greater or
less than a certain threshold (known as a bias term). Both these
parameters (weights and threshold) are learnt during training. The
set of weights and bias term is known as the parameters set (typically
denoted as Θ). An extension to this model is the logistic regression
[62], which solves the same problem using a non-linear function. In
this case, themultiplication between input andweights is performed
within the logistic function, which is bound in [0,1]. Since real data
rarely exhibit a linear nature, the introduction of a non-linearity has
shown better performance in neural networks.
Deep networks exploit the idea of the previous model and stack
several layers, such that the output of one layer becomes the input
of the next one. As the number of layers increases, the size of the
parameters set increases as well. Therefore, the complexity of a deep
network stems from the number of parameters to optimise. The
current method used to train deep networks is the backpropagation
algorithm [63], which enables an efficient way to optimise network
parameters. Backpropagation allows neural networks to be more
complicated and robust, stimulating the emergence of deep learning.
For this reason, the functions in (2.1) are learnt jointly: a part of the
network is committed to feature extraction, whereas the last part is
the classification task. These architectures are usually known in the
literature as end-to-end networks.
2Google Trends: https://tinyurl.com/yczurp5z
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Figure 2.4: Example of neural network.
2.3.1 Under The Hood
To give an idea the way deep neural networks are trained, we show
the example in Figure 2.4. An input vector x ∈ X of size n is fed to
the network. The hidden layer h ∈ F is a vector of sizem computing
the following calculations:
h = ψ(x) = φ1(W1x + b1), (2.2)
where ψ is a feature extraction function, as in Equation (2.1). In this
case, the operation performed by the feature extraction is a matrix
multiplication between the input and a weight matrixW1 ∈ Rm×n,
and b1 ∈ F is the bias term. The function φ1 is called activation
function (similar to the sigmoid in the logistic regression). The
output of the network is (in this case) a scalar that is computed as
follows:
yˆ = ϕ(h) = φ2(W2h + b2), (2.3)
where W2 ∈ R1×m is another weight matrix for the output layer,
with the scalar bias term b2 ∈ R. Similarly as in Equation (2.2), φ2 is
an activation function (it can be different than φ1).
CHAPTER 2. BACKGROUND 23
In Equations (2.2) and (2.3), the only known value during train-
ing is the input vector x. Once the activation functions are fixed (c.f.
Appendix A for further details), optimal values for the following
parameters Θ = {W1,b1,W2, b2} have to be found. In order to do
so, values in the parameters set Θ are randomly initialised and back-
propagation applied. This algorithm uses gradient descent to find
optimal values forΘ, minimising a cost function. For the example in
Figure 2.4, given a training set X =
{
(x(k), y(k))
}
, k = 1, 2, . . . ,K,
with input vectors x(k) and target value y(k), a valid loss func-
tion would minimise the distance between the prediction in Equa-
tion (2.3) and the target values in the training set. Such a loss func-
tion can be formalised as follows
J (x; Θ) = 12
K∑
k=1
(
y(k) − yˆ(k)
)2
. (2.4)
In Equation (2.4), the distance between predictions and target
values is minimised for all the samples in the training set X . The
optimisation of Equation (2.4) can be done via gradient descent,
which updates each parameter θ ∈ Θ, computing the derivative of
the loss function w.r.t. θ:
θ ← θ − α∂J
∂θ
(2.5)
where the computation of the derivative of Equation (2.4) w.r.t.
θ involves the functions in Equations (2.2) and (2.3). Applying
Equation (2.5) for a certain number of iterations (usually called
epochs), optimal values for Θ will be found.
2.3.2 Convolutional Neural Network
Significant benefits were brought in deep learning, when the con-
volution operation was introduced as operation. In Equations (2.2)
and (2.3), the information is processed with weight matrices using
the dot product. This kind of layer (usually called fully connected or
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Figure 2.5: Schematic of a Convolutional Neural Network for a
classification or regression task.
dense layer) cannot well accommodate 2-dimensional data, such as
images. The convolution is a linear operation that can easily analyse
two-dimensional data, limiting the number of parameters of the
network. The 2-dimensional discrete convolution operation applied
to an image I of size w × hwith the kernelW of size w′ × h′, such
that (without loss of generality) w′ ≤ w and h′ ≤ h, is defined as
(I ∗W )(x, y) =
w′−1∑
u=0
h′−1∑
v=0
I(x+ u, v + u)W (u, v). (2.6)
In Figure 2.6, we graphically show how the convolution oper-
ation works . Specifically, we apply it to a 5 × 5 image I with a
kernelW of size 3× 3. The weights of the kernelW are multiplied
to the corresponding values of I and then the sum is computed.
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Figure 2.6: Convolution operation applied between an image I of
size 5× 5 and a kernelW of size 3× 3.
For instance, Figure 2.6a shows the first step: all the weights of
W are multiplied with the top-left values in I and the output is
stored at top-left cell in the resulting matrix. As W shifts over I ,
the sum of products is repeated and the new value is located at its
corresponding location in the resulting matrix.
Since Equation (2.6) is differentiable w.r.t. W , it can be easily
plugged into a neural network, such that the backpropagation will
find the optimal values forW . Network architectures with several
convolutional layers are known as Convolutional Neural Networks [64]
(shortened CNN or ConvNets), where an example is displayed in
Figure 2.5. The success of ConvNets stems on their ability to extract
high-level features from input images which are discriminative for
the specific task (e.g. regression).
When convolutional layers are used, several hyper-parameters
have to be set. Below, we report a short list of such hyper-parameters,
which are relevant for this thesis.
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• Kernels size. A convolutional layer typically applies the op-
eration in (2.6) using differentW . Therefore, the numberK
of kernelsWk has to be specified. Furthermore, the kernels
have a finite dimension, which is another hyper-parameter.
In the example in Figure 2.6, we show a 3× 3 kernel. Other
typical values are 5× 5 and 7× 7.
Stride. In Figure 2.6, we displayed an example where the
kernelW moves over the image I , covering all the locations.
However, sometimes it might not be necessary to go entirely
over the input image. Therefore,W can also move by steps (or
strides) larger than 1. For example, if we applied the convolu-
tion in Figure 2.6 with a stride equal to 2, the output image
would have been of size 2 × 2. For this reason, strides are
typically used to downsample the resulting image.
• Padding. As highlighted in Figure 2.6, the resulting image of
the convolution operation has a smaller size than the input.
Specifically, the size of the output is (w−w′+ 1)× (h−h′+ 1).
Sometimes, it might be necessary to have the result of the
convolution of the same size as the input. To do so, padding
pixels of half of the size of the kernel are added around I .
Typically, these new values are 0, such that they will not have
any undesired effect during the convolution.
2.3.3 Computational Demand
Deep neural networks are obtained by stacking several layers, such
as convolutional and fully-connected, on top of each other. However,
the learning of deep networks requires time. As an example, it is
not rare to deal with deep networks with 50 layers and millions
of parameters to optimise. If executed in a normal computer, the
training would take weeks. For this reason, deep learning walks
hand in hand with GPUs. Commonly referred to as video cards,
a GPU is designed to render 3D scenarios at least 25 frames per
second. In order to satisfy such a demand, a GPU is able to perform
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Figure 2.7: Evolution over time of Nvidia GPUs supporting
CUDA vs the popularity of deep learning (Google Trend; cf Sec-
tion 2.2).3 (GFLOPS = Giga floating-point operations per second.)
Shaded areas display the Nvidia GPUs’ microarchitecture evolu-
tion. The latest microarchitecture (Volta) is not displayed as no
benchmark data are available at this time.
millions of operations per second, thanks to the parallel computing.
Since most of the operations of a neural network can be parallelised,
a GPU can be used to train a neural network.
Since the introduction of CUDA in 2007, which allows program-
mers to run code on a GPU, deep learning has rapidly evolved. In
Figure 2.7, we plot the computational power of the GPUs in GFLOPS
(Giga floating-point operations per second) over time. It can be eas-
ily observed that the computational power of GPUs has increased in
two orders of magnitude in the last 10 years. Also, the availability
of large-scale annotated datasets has played an important role in
the evolution of deep learning. For instance, ImageNet [65] is a con-
stantly growing image dataset containing ∼ 14M labelled images.
The training of such a quantity of data requires a lot of computa-
tional power, justifying the necessity of GPUs in deep learning and
computer vision.
3Data source: https://en.wikipedia.org/wiki/List_of_Nvidia_
graphics_processing_units, accessed April 2018.
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2.4 Evaluation Measures
To evaluate the performance of the algorithms discussed in this the-
sis for the leaf count, following evaluation measures are employed:
• Difference in count (DiC): 1N
∑N
i=1 (yi − yˆi);
• Absolute Difference in count (|DiC|): 1N
∑N
i=1 |yi − yˆi|;
• Mean squared error (MSE): 1N
∑N
i=1 (yi − yˆi)2;
• Percentage agreement (%): 100N
∑N
i=1 1 {yi = yˆi};
• Coefficient of determination (R2): degree of the goodness of
fitness between algorithm predictions and ground-truth [66];
where yˆi is the algorithmic prediction for the input (image) xi, and
yi is the ground-truth. The function 1 {·} is the indicator function,
which returns 1 when the predicate inside the braces is true, 0
otherwise. In fact, the Percent Agreement (%) indicates in how many
cases the algorithmic estimation agrees with ground-truth. For this
measure, values close to 100 indicates high performance. For the
remaining evaluation measures, values close to 0 indicates better
performance of the predictor.
For the per-leaf segmentation, a different evaluation criterion is
employed: the Symmetric Best Dice [67], which is defined as:
SBD(Lˆ, L) = min
{
BD
(
Lˆ, L
)
,BD
(
L, Lˆ
)}
, (2.7)
where L is the ground-truth per-leaf segmentation, Lˆ is the algo-
rithmic result, and the Best Dice (BD) is defined as:
BD(La, Lb) = 1
M
M∑
i=1
max
1≤j≤N
2
∣∣∣Lai ∩ Lbj∣∣∣
|Lai |+
∣∣∣Lbj∣∣∣ , (2.8)
given that the function | · | denotes the leaf area computed as the
number of pixels, Lai is the i-th leaf in La (similar is Lbj).

3
Prior Art
Counting is a computer vision task where, given an image as input,
the number of specific objects is estimated. In the literature, there are
two broad categories of counting algorithms, described as follows:
• holistic approaches: global features from images are extracted
to obtain the total count;
• local approaches: image features are extracted in local regions
of the images to obtain the count in that area. Total count is
obtained aggregating local estimations;
• hybrid approaches: both local and global features are extracted
to determine local (and global) estimations in a scene.
In addition, we dedicate an entire section to reviewing the leaf
counting literature. Specifically, we discuss a particular type of local
approach that counts by performing finely grained leaf segmenta-
tion. Then we also discuss holistic approaches that are based on
regression models.
30
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3.1 Overview
The estimation of the number of objects in a scene is very important
in different contexts. From a security perspective, many algorithms
have been developed to count people and pedestrians from the
CCTV cameras [5, 19, 68–70]. Similarly, counting has been used for
traffic analysis [71] and car counting [72,73]. In biology, counting
algorithms have been employed on the problem of cell [73–75] or
animal counting [76], such as penguin [77], mosquitoes [78], as well
as for the leaf counting in plant images [7,20,48,51,79–82].Therefore,
the literature on counting objects in an image is broad.
Intuitively, counting can be obtained by detecting or segmenting
the objects [76, 81, 82]. However these approaches require finely
grained annotations to be trained successfully. The collection of
such datasets is not easy and it is time-consuming. So, if we are
interested in determining only the number of objects in an image,
this problem can be addressed as a regression task. In this case, the
algorithm will output the total number of objects, rather than pro-
vide a precise annotation. In this case, not only does the task become
easier to be solved, but also the data collection can be performed by
non-experts. As an example, in [46,77], the authors employed the
Zooniverse online platform (https://www.zooniverse.org)
to collect annotations using non-expert citizen scientists.
In the next sections, we show the current state-of-the-art ap-
proaches on counting, addressing it as a direct regression problem.
3.2 Holistic Approaches
In [68], a global regression algorithm is presented to count the
number of people in a video sequence. The foreground is extracted
from the CCTV video, using a mixture of Gaussian model for the
background and foreground segmentation [83]. This operation
allowed the area of interest (called blobs), where pedestrians are
located, to be obtained. From the detected area, two features are
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extracted: histogram of orientations and histogram of blob size (in
pixels). This method takes into account the scale variation caused
by people’s distance from the camera. To predict the number of
people in the current frame, a neural network is trained.
In [69], the number of pedestrians in the UCSD dataset [4] is
counted. The authors use background subtraction to identify and
isolate blobs containing pedestrians. Then, the following image
features are extracted: (i) number of pixels occupied by pedestrians,
(ii) perimeter of the segmentation mask (using Canny edge detec-
tor [84]), (iii) edge responses in segmented blobs, (iv) Minkowski
fractal dimension [85], (v) perimeter and area ratio, and (vi) statisti-
cal landscape features (SLF) [86]. Predictions are made by training
a semi-supervised elastic net. While the elastic net puts together the
benefits of ridge and lasso regression in a single optimisation frame-
work, the authors proposed adding unlabelled data as a regularisa-
tion term. In order to exploit unlabelled data without biasing the
regression model, the authors impose a constraint discouraging a
sudden change of the pedestrian count between two neighbouring
frames. This can be formalised with the following object function:
wˆ = argmin
w
‖Xw−Y ‖2 +λ1‖w‖22 +λ2‖w‖1 +λ3
∑
(i,j)∈Ω
(xiw−xjw)2,
(3.1)
where Y is the vector containing the labels of the known frames
(e.g., the number of pedestrians), X is the matrix with the global
features for each image, ‖ · ‖n is the `n-norm, Ω is the set of neigh-
bour frames, λ1,2,3 are tuning parameters. The first part of the cost
function is the elastic net definition [87] with `1 and `2 regularisation
terms, whereas the last term penalises sudden changes in prediction
between neighbouring frames.
In [19], the authors use a Bayesian regressor to infer the number
of people in the UCSD video sequences, extracting features from
the segmented area of the frames, via mixtures of dynamic textures
[4]. Patches from the video sequences are modelled as samples
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Table 3.1: Features extracted in [19].
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(a) Pedestrian annotated by placing a
dot on them.
(b) Density ground truth obtained as
a mixture of Gaussians.
Figure 3.1: Example of dot annotations on a frame taken fromUCSD
dataset [4].
drawn from a mixture model distribution, learned via expectation-
maximisation (EM). Patches are assigned to the segment associated
with the mixture component with the highest probability. The
list of all features extracted is summarised in Table 3.1. Texture
features are computed using the grey-level co-occurrencematrix [88]
(GLCM), where images are quantised into eight grey levels and the
joint distribution of neighbouring pixels p(i, j|θ) for orientations
θ = {0◦, 45◦, 90◦, 135◦} is computed.
Deep learning has contributed to holistic counting methods. In
fact, in [70], a deep regressor network is presented to predict the
number of people in highly crowded scenes. Their architecture is
a simple network with six convolutional layers, followed by two
fully-connected layers. The last node outputs the count in the image.
3.3 Local Approaches
Local approaches for counting estimate the number of objects of
interest in local areas of the image. Instead of extracting global
features, predictions are made at local scale preserving the spatial
information, which is usually not provided by holistic approaches.
However, compared to global approaches, local methods require
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Figure 3.2: Counting pipeline of the method in [5]: (a) features are
extracted in K cells, (b) features are used to train a multivariate
ridge regressor, which provides (c) predictions simultaneously for
all the cells.
some additional information in the data to include spatial informa-
tion. Often, objects of interest are annotated by placing a dot where
each one is located [74].
In [5], the authors present a local approach based on a multivari-
ate ridge regression. Each training image is divided into a grid ofK
non-overlapping cells, where image features are extracted. Local
features (refer to Table 3.1) are concatenated into a vector, which
constructs a global representation of the image. The proposed mul-
tivariate ridge regression predicts the number of people for each
cell, rather than providing a global count, preserving the spatial
information related to the position of the people in the scene. A
representation of the pipeline devised for this method is shown
in Figure 3.2. This method benefits from the employed regression
framework, since it has a closed-form solution and no iteration pro-
cedure is performed during training, although the solution of the
linear equation coming from the closed-form solution might be
computationally demanding as the number of data points increase.
An approach that has recently had a huge impact is outlined
in [74]. It is used to count pedestrians in the UCSD dataset [4], as
well as cells in synthetic images [89]. Specifically, the authors ap-
proximate the local density of pedestrians as the sum of Gaussian
functions. Local counts are achieved by integrating (in the math-
ematical sense) a region of interest. The algorithm optimises the
CHAPTER 3. PRIOR ART 36
Maximum Excess of SubArrays (MESA) function, which is a robust
and computationally loss measuring the mismatch between the
ground-truth and the estimated densities. Dense SIFT [90] descrip-
tors are used as local image features. An extension of this method is
in [73], where the authors present an interactive counting algorithm
based on the ridge regression (similar to [5]).
Similarly, in [75], the authors propose a density estimationmethod
based on Random Forest [91]. To train the regressor, the following
patch-level image features are extracted: (i) pixel intensities (RGB
colours), (ii) Laplacian of Gaussian, (iii) Gaussian gradient magni-
tude, and (iv) eigenvalues of the structure tensors. Random Forest
is an ensemble of decision trees, that are trained to randomly select
a set of features to split the image space. Final predictions are ob-
tained by averaging all the single outputs provided by each decision
tree in the forest.
Local density estimation has also been tackled via deep learn-
ing. In [77], the authors propose a multi-task convolutional neural
network, based on [92], to count a new dataset of penguins.1 Specif-
ically, they collected dot annotations using Zooniverse, a citizen
science web interface that allows millions of volunteers to support
researchers by annotation the data. Many users annotated thou-
sands of images multiple times, providing several annotations for
each subject. Their networkmakes use of this information to predict:
• foreground/background segmentation: multiple annotations of
the same penguin are used to generate blobs;
• density estimation: Gaussian functions are applied using a
variable size computed by the dispersion of the annotations;
• inter-observer agreement: measure of uncertainty amongst the
crowd-sourced annotations, using the variance of annotations
as ground truth information.
1Dataset freely available at the following URL: http://www.robots.ox.
ac.uk/~vgg/research/penguins/
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Recently, the Count-ception network was proposed [93]. Based
on an inception network [94], Count-ception is trained on density
maps [73–75, 77]. Specifically, The network predicts the count on
r × r patches. Due to the convolutional nature of the network, each
pixel will have multiple predictions and, in order to overage out
errors, the mean value per pixel is taken as actual count.
3.4 Hybrid Approaches
Deep neural networks have proved to be extremely powerful in
many areas. In fact, as discussed before, many of the latest holistic
and local approaches do employ deep learning. Due to its power,
some deep learning methods have been proposed recently to solve
the counting problem locally and globally simultaneously.
In [95], the authors propose a convolutional neural network
(an architecture similar to [70], but with fewer convolutional lay-
ers), which is iteratively optimised to predict a density map and a
global count. They apply their network to the problem of pedes-
trian counting, proposing a new dataset (WorldExpo’10). Differently
from [74,75], they approximate each person with two normalised
Gaussians (e.g., they sum to 1): Nh is the head part, Nb is a bivari-
ate Gaussian distribution for the body part. The learning is done
iteratively between the two loss functions that minimise the `2 loss
for the density estimation and global count. Similarly, in [96], the
authors propose an end-to-end architecture that learns from local
and global counts on crowded scenes.
In [97], the authors propose the Contextual Map CNN to predict
the density map of a crowded scene. Specifically, the network has
three branches that analyse the input images at different scales. The
Global Context Estimator is a sub-network based on VGG-16 [98],
which processes the entire input image. The Local Context Estimator
is a sub-network that takes patches of 64×64 to extract local features
from the input image. Inspired by [99], this branch helps to extract
meaningful high-level features for the final task of estimating the
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density map. All the features extracted by these sub-networks are
concatenated to produce an output density map. Optimisation is
performed using two losses: (i) minimises the `2 distance between
ground truth and estimated densities; (ii) minimises the goodness of
the estimated density w.r.t. the input image (adversarial loss [100]).
3.5 Leaf Counting Methods
Leaf counting is a particular instance of object counting from images
and, as discussed in 1.1, is a challenging task [28]. Therefore, since
leaf counting is the major focus of this thesis, we detail the state-of-
the-art approaches of this topic separately.
Density-based approaches [73–75, 77, 95, 97] do not perform
well in this context, due to the large variability in the appearance
and scale of leaves, as new leaves appear very small and grow
over time. In fact, the size of leaves should not affect the actual
count. Furthermore, inter- or intra-species variability plays a big
role. Clearly, leaves from twodifferent plant species of genotypes (c.f.
Figure 1.3) appear different. However, the difference in appearance
between juvenile and grown leaves is also large (c.f. Figure 2.2c).
For these reasons, specifically designed approaches have been
proposed for leaf counting, which can be grouped into two cate-
gories:
• counting by segmentation: leaves are individually segmented
and the number of instances provides the total count;
• counting by regression: holistic methods, similar to the ones
described in Section 3.2.
3.5.1 Counting by Segmentation
Leaf segmentation is a computer vision task that aims to delineate
each leaf individually. In Figure 3.3, we display an example: given
an RGB image (c.f., Figure 3.3a), the task is to obtain a finely-grained
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Figure 3.3: Sample of RGB Arabidopsis Thaliana Col-0 image taken
from [6] (a), with its corresponding per-leaf segmentation mask (b).
per-leaf segmentation of the plant, as shown in Figure 3.3b. In
the computer vision community, this is seen as a multi-instance
segmentation problem [67], which is a hard task to accomplish due
to the variability of plants. A first attempt to achieve this goal in
(semi-)controlled conditions was done in [101], but their method
assumes a destructive imaging protocol, which limits its application.
In [67], four methods for leaf segmentation are proposed. All of
them tackle this problem by exploiting the geometric characteristic
of the rosette, whilst the utilisation of machine learning techniques
is still limited. Later, the approaches in [81,82] improved the results
of leaf segmentation, and thus leaf counting, by employing deep
recurrent neural networks. Although their results outperformed
the state-of-the-art approaches, these methods suffer from a major
drawback. In order to get an image similar to the one shown in
Figure 3.3b, finely grained segmented images must be paired with
RGB images for training.
The manual process of leaf annotation is considered a tedious
and time-consuming task: it is estimated that it requires on aver-
age approximately 20 minutes for an expert annotator to delineate
CHAPTER 3. PRIOR ART 40
each leaf in a plant image [50]. Even though this number can be
drastically reduced to a couple of minutes, by using specifically
designed annotation tools [3, 50], it still requires expertise to obtain
a precise annotation to be used as ground-truth for machine learn-
ing approaches. Thus, counting by segmentation needs annotated
data, which are hard to obtain. In order to obtain the leaf count,
this problem can be relaxed. Instead of using finely-grained per-leaf
segmentation masks for training, we consider learning a model that,
taking as input an RGB image of a plant, predicts the total leaf count,
regardless of their spatial location. This introduces a different class
of counting methods based on regression models.
3.5.2 Counting by Regression
The first batch of approaches of this kind includes [7] (detailed in
Chapter 4), which employed an SVM regression model trained on
holistic image descriptors, and [20], which used geometric features
and compared them with different regressors provided on the ma-
chine learning software suite WEKA [102]. Recently, deep neural
networks have also been employed for leaf counting. In [80], the
authors propose a method to count the number of leaves, classify
mutants, and estimate plant’s age. They show outstanding results
on the leaf counting problem, but their work suffers from a major is-
sue: they tailored their neural network architecture for each dataset
and task. Differently, in [18], the authors show that deep learning
can benefit from data agglomeration from images acquired from
different setups, without the need to adapt a network to a specific
dataset. This approach obtained successful results in the Computer
Vision Problems in Plant Phenotyping workshop (CVPPP 2017), held
in conjunction with the ICCV conference. Another approach using
deep learning for leaf counting is [79], where the authors proposed
two networks working together to obtain the leaf count. Apart from
the complexity of the model, this approach does not generalise well
(e.g. errors in counting tobacco leaveswere higher thanwith simpler
machine learning approaches).

Part II
A Shallow Model for Leaf
Counting
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4
A Shallow Leaf Counting Direct Regression
Model
In this chapter, we propose a learning-based approach for count-
ing leaves in rosette-shaped plants. We relate image-based descrip-
tors learned in an unsupervised fashion to leaf counts using a su-
pervised regression model. To take advantage of the circular and
coplanar arrangement of leaves and also to introduce scale and ro-
tation invariance, we learn features in a log-polar representation.
Image patches extracted in this log-polar domain are provided to
K-means, which builds a codebook in an unsupervised manner.
Feature codes are obtained by projecting patches on the codebook
using the triangle encoding, introducing both sparsity and specifi-
cally designed representation. A global, per-plant image descriptor
is obtained by pooling local features in specific regions of the image.
Finally, we provide the global descriptors with SVR to estimate the
This chapter is based on:
• M. V. Giuffrida, M. Minervini and S. A. Tsaftaris. “Learning to Count
Leaves in Rosette Plants”, Proceedings of the Computer Vision Problems in
Plant Phenotyping (CVPPP), pages 1.1-1.13. BMVA Press, 2015.
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Figure 4.1: Some examples of the A1, A2, and A3 images from the
CVPPP 2015 dataset.
number of leaves in a plant.
We evaluate our method on datasets of the Leaf Counting Chal-
lenge (LCC), containing images of Arabidopsis and tobacco plants.
Experimental results show that on average we reduce absolute
counting error by 40% w.r.t. the winner of the 2014 edition of the
challenge –a counting via segmentation method. When compared
to state-of-the-art density-based approaches to counting, on Ara-
bidopsis image data ∼75% less counting errors are observed. Our
findings suggest that it is possible to treat leaf counting as a re-
gression problem, requiring as input only the total leaf count per
training image.
4.1 Proposed Approach
Here a global regression method to count leaves in rosette plants
is described, hereafter referred to as General Leaf Counting (GLC).
The algorithm takes as input greyscale images Ij , ∀j = 1, . . . , N ,
showing a top-view of individual rosette plants (cf. Figure 4.1).
As Figure 4.2 illustrates, the first step exploits the circular arrange-
ment of leaves by converting the image into the log-polar domain.
Then a suitable feature representation is learned from the data by
training a dictionary in an unsupervised fashion on image patches
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Figure 4.2: Flowchart describing the leaf counting method we pro-
posed for the CVPPP Workshop 2015.
extracted from informative regions. A local descriptor for each patch
is computed using the learned dictionary, employing the triangle
encoding [103]. By max-pooling, such feature vectors are combined
to obtain a global image descriptor, used to train a regression frame-
work to predict the number of leaves. Each step is detailed in the
following sections.
4.1.1 Log-polar Representation
Rosette plants are characterised by a radial arrangement of leaves
around the centre of the plant (i.e., the stem). In order to exploit this
structure, the input image I (the subscript j is omitted for brevity) is
converted into the log-polar domain, obtaining a new image denoted
as I˜ . This conversion not only orients leaves w.r.t. the plant centre
to appear parallel, but also ensures the same sampling and final
dimensions of I˜ for any plant size, accounting for the problem of
extracting good descriptors in the presence of large size variability
within a training set.
The log-polar transformation needs the plant centre as input.
Since finding the centre of a mass for the foreground mask is unre-
liable in a complex object (see also Figure 4.3a), here the position of
the centre of the plant is estimated from the skeleton of the segmen-
tation mask. From the skeleton, the endpoints (plotted in red in
Figure 4.3b) are detected and the shortest paths along the skeleton
connecting each endpoint to all other ones are computed. Aggregat-
ing all shortest paths, the segment that is traversed more frequently
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(a) Plant mask (b) Skeleton (c) Centre detection
Figure 4.3: Centre detection in a complex object. Shown are: (a)
plant mask available from expert annotation (together with classical
calculations of a centre and proposed); (b) skeleton obtained from
(a) and endpoints as red dots; and (c) most traversed segment, with
detected centre marked with a white cross.
is detected. Therefore, the centre of the region containing the most
traversed segment is set as the new origin (x0, y0) (Figure 4.3c). In
Figure 4.3a, different approaches to determine the plant centre of
mass are compared: (i) segmentation mask centre [104]; (ii) centre
of the contour; (iii) centre of the smallest fitting bounding box; and
(iv) the smallest fitting ellipse. It can be observer that our approach
to find the centre of complex objects is the best among the others,
since it take into the account the elaborated structure of the plant.
(Quantitative results are reported in Table 4.2.)
When the centre of the plant is estimated, the input image I is
converted into the log-polar domain. The conversion is computed
by sampling with increments of 1◦ in the angular coordinate θ, thus
the transformed image I˜ is 360 pixels wide, while the radius is
adaptively chosen by computing the distance between a centre of
the plant and the farthest point in the segmentation mask. In order
to facilitate the next step of the algorithm, fixed zero-padding is
added at the bottom-most part of the image. The result of the log-
polar transformation can be seen in the second and forth column
of the panel shown in Figure 4.4, where they correspond to the
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Figure 4.4: Example images (background was removed) of Ara-
bidopsis taken from the A1 (top), and A2 (middle), datasets respec-
tively, and tobacco taken from A3 (bottom). First and third columns
show the same plant (with leaf centre annotations in purple) few
days after. Second and fourth columns show the corresponding
log-polar representations.
conversion of the plants placed to their left side.
4.1.2 Patch Extraction
To learn a dictionary, instead of extracting densely all possible
patches from I˜ , patch extraction is focused on regions that are most
informative from a leaf counting perspective. Regions are identified
with the FG/BG ratio curve, i.e., the ratio between the number of
foreground (FG) pixels and the number of background (BG) pixels
(Figure 4.5). Using a sliding window as high as I˜ and of fixed width
W , I˜ is scanned along the θ-axis and the FG/BG ratio is computed.
The ratio between foreground and background pixels will have high
value wherever plant pixels are dominant, even when leaves are
overlapping. Local maxima are detected in the curve in Figure 4.5,
and use the corresponding (column) locations to define in I˜ regions
of interest of widthW ′ centred on the maxima. From these regions
(which may also overlap), S×S sized patches are densely extracted,
discarding duplicates or patches falling entirely within background.
The patches are then normalised by the `2 norm to reduce photo-
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Figure 4.5: FG/BG ratio: a sliding window moves rightwards to
compute the ratio between the number of foreground and back-
ground (black) pixels within it. Observe that we have local maxima
even when leaves overlap.
metric variability. Patches extracted from a log-polar representation
I˜ are denoted as vectors pi of dimension S2 × 1, where i = 1, . . . , P .
4.1.3 Unsupervised Feature Learning
Features suitable for this application are learned in an unsuper-
vised fashion, using the patches extracted at the previous step. The
patches extracted from the training images are clustered via K-
means to learn a representative codebook.
K-means is an unsupervised clustering algorithm that splits the
space into K groups, which takes as input a set of data pi,∀i =
1, . . . , N and creates K clusters. Let U be the membership matrix
assigning the point pi to the class j. K-means is a hard clustering
algorithm, namely a point in the space shall belong to one and only
one cluster. The membership matrix encodes the set of patches
belonging to a class by assigning either zero or one, that is
uij ∈ {0, 1}, j = 1, . . . ,K, (4.1)
and it is required also that:
K∑
j=1
uij = 1, ∀i = 1, 2, . . . ,K. (4.2)
Equation (4.2) forces the hard clustering constraint of the algorithm.
K-means minimises the following objective function:
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(a) Arabidopsis (A1) (b) Arabidopsis (A2) (c) Tobacco (A3)
Figure 4.6: Features learned withK = 50 using patches taken from
the log-polar representation of the plants.
J(θ, U) =
N∑
i=1
K∑
j=1
uij‖pi − θj‖2, (4.3)
where θj is the centroid of the j-th cluster. Equation (4.3) can be
optimised via an iterative algorithm, which at each step finds the
closest points to θj ’s and the centroids are then updated, according
to the points that are inside the j-th cluster [105]. K-means assumes
that points in the space follow a Gaussian distribution and, since it
is randomly initialized, the uniqueness of U is not guaranteed. In
fact there could exist different combinations of uij minimising (4.3),
depending on the initialization of the θj ’s. In Figure 4.6, learned
codewords are shown for each dataset, that is A1, A2, and A3 (cf.
Figure 4.1). Codewords in the learned codebook represent the most
important parts of a plant, e.g. edges, petiole, homogeneous areas,
etc. Each patch is then represented via triangle encoding [103], which
is a non-linear mapping between pi and all the centroids: for each
patch the distances to all the θj ’s are computed δj(pi) = ‖pi − θj‖2
and the triangle encoding is obtained as
zi = max
{
0, δ(pi)− δ(pi)
}
, (4.4)
where δ(pi) = [δ1(pi), δ2(pi), . . . , δK(pi)] and δ is the average of δ(pi).
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Figure 4.7: Pooling regions in the log-polar image.
4.1.4 Holistic Regression
When all vectors zi are determined in an image, max-pooling is
applied to compute a global descriptor which reduces the size of
the descriptor and also adds invariance to small local transforma-
tions [106, 107]. The log-polar image I˜ is partitioned into T non-
overlapping equally sized regionsωt, t = 1, . . . , T of the same height
as I˜ and D = 360/T pixels wide, example of which is shown in Fig-
ure 4.7. For a region ωt, the max-pooling vector ζt is built s.t.:
ζ
(k)
t = maxzi∈ωt z
(k)
i . (4.5)
The global descriptor for Ij is obtained by concatenating all the
corresponding ζt in a new vector xj . Based on the observations
xj , j = 1, . . . , N , computed from the N training images, and yj
leaf counts, Support Vector Regression Machine (SVR) is employed to
learn a regression model [108]. SVR shares the same principle of a
support vector machine for classification, but instead of finding the
best separation line maximising the margin between two classes,
SVR finds the best fitting line that approximates the data, within a
tolerance term . SVR minimises the amount of error outside the±
threshold (the so-called SVR tube) [109]. The cost function being
optimised is
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minw 12‖w‖2 + C
∑N
j=1
(
ξj + ξ∗j
)
subject to

yj − 〈w, xj〉 − b ≤ + ξj
〈w, xj〉+ b− yj ≤ + ξ∗j
ξj , ξ
∗
j ≥ 0
(4.6)
where 〈· , · 〉 denotes the inner product, C is a positive constant, ξj
and ξ∗j are slack variables, and  is the tolerance in the loss function
[109]. Nonlinear SVR is achieved using kernel methods, which maps
the data into a higher-dimensional feature space [110], by replacing
the inner products in (4.6) with a kernel function φ(·, ·). Here, the
nonlinear relationship between image descriptors and number of
leaves is modelled with the radial basis function (RBF), defined as:
φ(x,y) = exp
(
−γ‖x− y‖2
)
, (4.7)
where γ > 0 is a model parameter.
SVR is trained using the vectors xj as samples and the corre-
sponding number of leaves yj in Ij as the target value. The final
estimation provided by the regression is a real number, which is
rounded to the nearest integer. In order to predict the number of
leaves in an image, it is converted into the log-polar domain and
patches are extracted. Triangle encoding is computed over all the
extracted patches and the resulting representations are pooled to-
gether, to obtain a global descriptor to provide to the regressor for
prediction.
4.2 Experimental Results
In this section, evaluations of the leaf counting approach on im-
age data showing rosette plants are examined. First, discussions
on the experimental settings and evaluation criteria are presented.
Next, results obtained on training and testing datasets are shown,
comparing also to a variant of the proposed method aimed to learn
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better representations for the central part of a plant. Moreover, com-
parisons with counting via segmentation method [20] and recent
density based methods [73, 74] are shown.
4.2.1 Setup
Image data. We use three datasets, that is A1, A2, and A3, consist-
ing of images showing top views on individual plants provided by
the Leaf Counting Challenge (LCC) CVPPP 2015 challenge organis-
ers [12, 111], examples of which are displayed in Figure 4.1. Each
image in the training dataset is provided with a foreground seg-
mentation mask (i.e., plant vs. background), leaf centre annotations,
number of leaves. Testing sets include the corresponding plant fore-
ground masks, but number of leaves are unknown, since results
were evaluated by the organisers.
Choice of parameters. Only the green channel of the original RGB
images was used for computational simplicity. Another choice
could have been to use the grey-scale image, although it is highly
correlated to the green channel. Alternatively we could opt for an
illumination invariant transform such as the HSV (Hue, Saturation,
Value), or colour transforms with class separation properties to
obtain one or more channels [112]. The training procedure was
repeated separately for each dataset and tuning parameters were
chosen via cross-validation. Window width for the FG/BG ratio
curve was set toW = 20◦ (see Section 4.1.2), since smaller values
would result in a noisy FG/BG ratio curve, while larger ones would
provide coarse results. In the patch extraction phase, we use S = 15
and W ′ = 40◦. K-means learns K = 50 centroids, using the K-
means++ initialisation criterion [113]. It was observed that large
values ofK lead to a coherent codebook with redundant clusters.
Max-pooling is performed using T = 5 non-overlapping regions in
the log-polar image (cf. Figure 4.7). Prior to the regression, global
descriptors are normalised by subtracting the mean and dividing
by the standard deviation (computed on all xj vectors). For SVR,
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a standard setup was used, that is γ = 1/(TK), where TK is the
dimension of xj , and loss parameter  = 0.001 [114].
Implementationdetails. Theproposedmethodwas implemented
in Matlab. For training, due to the large size of the datasets, exper-
iments were run on a CentOS 6.6 server with 4 CPUs Intel Xeon
E7540 (6 cores with hyper-threading) and 64GB of RAM. Although
not necessary, the same configuration was employed for the testing
phase as well. Overall, it takes approximately 20 seconds per image
for training, out of which 80% is spent to learn the features, and less
than 0.5 seconds to train the regressor. On the other hand testing
(i.e., predicting the number of leaves in an unseen image) takes less
than 3 seconds per image, since at test time we only need to extract
the patches, obtain the encoding on the learned features, and apply
the regressor to estimate the count.
4.2.2 The Inner-Outer Leaf Counting variant
In rosette plants young leaves tend to grow from the centre out and
as such less mature leaves are closer to the centre. Such leaves are
small, they heavily overlap, and due to low resolution are usually
missed by many algorithms. In order to give more emphasis to
younger leaves, a variant of the proposed method was set up and
experimental results compared with the GLC. This variant, termed
here Inner-Outer Leaf Counting (IOLC), relies on the centre coordi-
nates of leaves to learn separately the inner part of the plant, namely
the top-most in log-polar representation, and the lower part, namely
the bottom-most in I˜ . To separate the upper part from the lower
one in a deterministic fashion, the log-polar image is scanned hor-
izontally from the top downward (i.e., from the centre outwards).
The separation line between the two parts is found at the vertical
position where the first background pixel (from the plant mask)
is found, as shown in Figure 4.8. The IOLC learns two different
codebooks for the two parts respectively. In this case, max-pooling
regions are T = 2 in the upper part and T = 5 in the lower one.
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Figure 4.8: Graphical example how the inner and the outer part of
a plant is determined: the log-polar image is scanned from the top
downwards until any background pixel is found. The separation
line in the log-polar representation corresponds to a circle enclosing
the centre of a plant, containing the smallest leaves.
Finally, two separate SVRs are trained, where the target values yj
are chosen according to the number of annotations (leaves) inside
the respective areas. The results of the two SVR predictions are
added and then rounded.
4.2.3 Results
In this section, we will show the experimental results of the leaf
counting algorithm (and its variant). Details on the evaluation
metrics can be found in Section 2.4.
Comparing GLC and IOLC. In Table 4.1, training error for the
GLC is reported, comparing it with the IOLC variant. Overall, GLC
obtains better performance, reaching almost 80% agreement with
the ground truth, indicating that features collected in the entire
log-polar representation give satisfactory information to predict
even leaves at the centre of the plant. Thus, since GLC requires only
the number of leaves to train (an easier annotation problem) w.r.t.
IOLC which need the leaf centres, it shows preferable behaviour.
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Table 4.1: Training results of our proposed method (IOLC and GLC
versions).
A1 A2 A3 All
DiC IOLC -0.11(1.04) -0.35(2.18) -0.30(1.10) -0.18(1.31)GLC -0.13(0.88) -0.48(2.20) 0.19(0.92) -0.14(1.21)
|DiC| IOLC 0.73(0.75) 1.45(1.65) 0.67(0.92) 0.84(1.01)GLC 0.48(0.74) 1.39(1.76) 0.48(0.80) 0.63(1.04)
% IOLC 40.6 41.9 51.9 42.5GLC 77.3 74.2 92.6 79.0
MSE IOLC 1.09 4.74 1.26 1.73GLC 0.78 4.94 0.85 1.48
Centre assessment. The evaluation of the centre of the plants,
detected as described in Section 4.1.1, was assessed with respect to
the goodness of the prediction on the training set. Figure 4.3a on
page 46 depicts the segmentation mask and the detected centres,
using:
• Foreground centre of mass: centroid computed over all the pixels
in the plant segmentation mask;
• Contour centre of mass: centroid computed using only the con-
tour pixels in the segmentation mask;
• Bounding box centre: centre of the smallest bounding box en-
closing the plant.
• Ellipse centre: centre of the smallest ellipse enclosing the plant.
In Table 4.2 results of the training error w.r.t to the different ap-
proaches to detect the centre of the plant are shown. In general, the
proposed method for detecting the centre of plants outperforms all
the other ones, leading the regressor to a better estimation of the
number of leaves.
CHAPTER 4. SHALLOW LEAF COUNTING MODEL 56
Table 4.2: Evaluation of different methods to determine the centre
of a plant. Bold values indicate best performace.
Method DiC |DiC| % MSE
Foreground -0.13(1.00) 0.55(0.84) 62.5 1.01
Contour -0.08(0.94) 0.50(0.79) 64.1 0.88
Bounding Box -0.09(0.96) 0.54(0.79) 60.2 0.91
Ellipse -0.04(1.03) 0.63(0.81) 54.7 1.05
Ours -0.13(0.88) 0.48(0.74) 77.3 0.78
Augmenting the training set. The LCC datasets provide a limited
amount of training images, which could penalize learning-based
approaches. To explore this, the proposed algorithm was trained
by varying the size of training data, whereas the remaining train-
ing part is used as a validation set. We find that the MSE in the
training set reaches a plateau when we learn using 32 to 64 images,
whereas the MSE in the validation set improves by∼20%. This gave
a motivation to augment the dataset by shifting the log-polar image,
performing the full learning procedure on the augmented dataset.
To accomplish this, 3 rightward circular shifts were applied to ev-
ery training image, obtaining a 4-fold increase of each training set.
The shift displacement is D/4, where D is the pooling region size
(see Section 4.1.4). In Table 4.3 we report the training error using
the augmented datasets. Comparing Tables 4.1 and 4.3 we observe
that training with the augmented datasets leads to a considerable
improvement in all cases, both for GLC and IOLC. Since GLC is
simpler and more robust in the following only GLC is reported.
Comparison with density-based counting methods. Our global
regression method GLC does not use leaf centre annotations. To
compare its performance with methods that do use such topologi-
cal information, density-based methods were adapted for the pur-
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Table 4.3: Training results of our proposed method (IOLC and GLC
versions) using the augmented dataset.
A1+ A2+ A3+ All+
DiC IOLC 0.00(0.72) -0.16(1.42) 0.07(0.83) -0.01(0.89)GLC -0.02(0.76) -0.29(1.36) 0.07(0.62) -0.05(0.87)
|DiC| IOLC 0.39(0.60) 0.87(1.12) 0.30(0.54) 0.49(0.74)GLC 0.41(0.65) 0.74(1.12) 0.30(0.54) 0.45(0.74)
% IOLC 66.4 48.4 55.6 61.8GLC 82.8 77.4 88.8 82.8
MSE IOLC 0.52 1.97 0.636 0.78GLC 0.58 1.77 0.37 0.75
pose [73,74]. The approach of Lempitsky and Zisserman [74], is used
to learn a density function based on leaf centre annotations on the
A1 training dataset. Dense SIFT descriptors from the green chan-
nel were extracted with bin size of 15. A codebook of K = 800
codewords was learned to represent data via one-hot encoding.
This method exhibited lower performance compared to GLC, ob-
taining DiC = 0.82(1.97) and |DiC| = 1.59(1.42) (cf. Table 4.1 and
Table 4.3). Moreover, the method proposed by Arteta et al. [73]
was employed a well. The best results obtained on the A1 dataset
was DiC = −0.5(10.5) and |DiC| = 7.3(7.4), confirming that the
proposed approach is outperforming state-of-the-art density-based
object counting methods, and reaffirming conclusions of theirs [73],
that suchmethods are unable to accommodate object size variability.
Testing Results. To estimate leaf counts on the images in the test-
ing set, codebooks and SVR models were learned in advance on
the augmented training sets. Results were submitted to the organ-
isers only for GLC: Table 4.4 summarised the performance of the
proposed method, together with the counting-via-segmentation ap-
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Table 4.4: Results for the testing set of our proposed GLC method
with regressor(s) and features learned on the augmented dataset. For
comparison the findings of Pape and Klukas [20] on the same testing
set are shown (values for only two metrics were available).
A1+ A2+ A3+ All+
DiC GLC -0.79(1.54) -2.44(2.88) -0.04(1.93) -0.51(2.02)Ref [20] -1.8(1.8) -1.0(1.5) -2.0(3.2) -1.9(2.7)
|DiC| GLC 1.27(1.15) 2.44(2.88) 1.36(1.37) 1.43(1.51)Ref [20] 2.2(1.3) 1.2(1.3) 2.8(2.5) 2.4(2.1)
% GLC 27.3 44.4 19.6 24.5Ref [20] - - - -
MSE GLC 2.91 13.33 3.68 4.31Ref [20] - - - -
proach proposed by Pape and Klukas [20], thewinners of the previous
leaf segmentation challenge. The proposed method outperforms
the approach in [20]; in particular, significantly improvement on the
accuracy on A1 and A3 datasets can be noticed. Overall, number
of leaves predicted by GLC is off by at most ±1 leaf in 57% of the
cases. The A2 dataset contains several mutants and some subjects
exhibit dwarfism, appearing very small in the images. When such
images, or images with many small young leaves in the centre, are
transformed into the log-polar domain, the effect of interpolation
introduces artefacts causing performance loss. Despite A3 dataset
includes very young (and relatively small) plants, the effects dis-
cussed before are compensated by increased image resolution. In
fact, training and testing error in A1 and A3 are similar, even if
the A3 dataset contains the least amount of training images. This
motivates future investigations of specialised features for regions
close to the centre.
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4.3 Discussion
Significant effort was invested on counting leaves in images of
rosette plants –a challenging vision problem due to variability
in terms of size, appearance, and rotation of leaves. A machine
learning-based approach to estimate the number of leaves from top-
view images was proposed. Global features for each image were
computed, using local patches extracted from the log-polar domain,
which accounts for rotation and scale variability. Global features
were used to train an SVR to map the feature space to the real num-
ber set. Experiments showed that with adequate training data, at
testing time for an unseen image satisfactory accuracy (within the±1
leaf error) in counting is obtained within a few seconds (per image),
opening the road to automated and reliable leaf count estimation
in high throughput phenotyping applications. Using standardised
datasets in the context of the Leaf Counting Challenge, samples
of which are depicted in Figure 4.1, of the CVPPP 2015 workshop,
this method outperforms a previous state-of-the-art method [20]
on the same data. It was also compared with state-of-the-art meth-
ods for counting via density estimation, showing that our learning
framework outperforms the methods in [73,74] in dataset we tested
(A1). We also found that augmenting the training set, by circularly
shifting the log-polar representations, increases performance.
The proposedmethod is simple to train. It requires input images
and full plant segmentation (which for plants is easier to obtain than
other applications). In terms of annotation it requires only a total leaf
(object) count per image. This is much easier than centres or bound-
ing boxes required for density or detection based methods. Exper-
iments showed that with adequate training data, at testing time
for an unseen image satisfactory accuracy in counting is obtained
within a few seconds (per image), opening the road to automated
and reliable leaf count estimation in high throughput phenotyping
applications. Integrating such learning-based approaches to cen-
tralised cloud based analysis frameworks such as the one available
at http://www.phenotiki.com would increase even more the
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reach of automated high throughput phenotyping [28].
Despite the encouraging results obtained by thismethod, several
limitations exist. The log-polar transformation, which helps to cope
with rotation and plant size, tends to distort information at the
centre of the plant, where juvenile leaves can be found. Therefore,
to cope with smaller leaves in the central region, it is necessary
to represent the plant images differently. Inaccurate results are
due mainly to the following factors: low-discriminative features for
the plant’s centre and overlapping regions, rounded real-valued
estimation, and bias of the regressor. One way to solve these issues
is to employ a better feature representation.
In the next chapter, we will show a shallow neural network
to learn rotation-invariant features from images. We devised this
architecture to learn a more compact feature space to represent
plant images. The rotation-invariant network will replace the K-
means step from the GLC pipeline, learning features from patches
extracted from the image and skipping the log-polar transformation.

5
Learning Rotation-Invariant Features
In the previous chapter, we presented a machine-learning ap-
proach for leaf counting, using a SVR trained on holistic image
descriptors. Specifically, such a descriptor represents a plant image,
using image features learned using K-means. Although the learned
features show that the method learns anatomical parts of a plant
(e.g., leaf tip, lamina, petiole, as shown in Figure 4.6 on page 49),
they might occur several times at different rotations. For instance,
in Figure 5.1, we display an example: the highlighted centroids
represent a segment of a petiole, but they appear rotated by 90◦.
Although it should not occur, as the images are transformed into
the log-polar representation to address the circular arrangement of
This chapter is based on:
• M.V.Giuffrida and S. A. Tsaftaris, “Rotation-Invariant Restricted Boltzmann
Machine Using Shared Gradient Filters,” in International Conference on
Artificial Neural Networks, 2016.
• M. V. Giuffrida and S. A. Tsaftaris, “Explicit Factorization of Rotations in
Restricted Boltzmann Machines”, Under review on IEEE Transactions of
Image Processing, 2018.
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Figure 5.1: Learned features in [7] (c.f. Chapter 4) show centroids
that are rotated versions of each others.
leaves, this heuristic may fail, because not all the leaves are straight
w.r.t. the plant centre. Leaves can exhibit in-plant bending that can
result in undesired horizontal edges in the log-polar representation.
Since neural networks proved to be state-of-the-art feature ex-
tractors, we propose a method to learn such features in an unsu-
pervised manner with some properties. Specifically, due to the
radial arrangement of the leaves in a rosette plant, we desire that
our algorithm is able to extract features that are rotation-invariant –
that is, a representation of a leaf (or part of it) is the same regard-
less of its in-plane rotation. In this chapter, we present a shallow
neural network that can learn features in an unsupervised manner.
We extend a well-known model in the literature known as the Re-
stricted BoltzmannMachine (hereafter RBM) [23], to learn data-driven
rotation-invariant features.
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Figure 5.2: Visual example of rotation invariance. The two versions
of a leaf share the same representation.
5.1 Background
In this section, we will introduce a brief background on invariant
features and RBM. The topics reported in this section are essential
to understand the remainder of this chapter.
5.1.1 Some Feature Properties
Invariance. This property says that a feature extractor outputs
the same representation when a transformation occurs in an image.
Using the definitions in Section 2.2, a feature extractor ϕ : X → Y
is said to be invariant to a transformation T : X → X if:
ϕ(x) = ϕ(T (x)). (5.1)
We are interested in rotation-invariance, where T is a particular
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transformation matrix that performs in-plane rotations, as graphi-
cally depicted in Figure 5.2.
Equivariance. Differently, equivariance is a property of features
that, when T is applied to the x, there exists a transformation T ′ :
Y → Y such that
ϕ(T (x)) = T ′(ϕ(x)). (5.2)
Intuitively, if we know what transformation the data undergo, we
also know that a known corresponding transformation to the fea-
tures is also applied.
From an experimental standpoint, the Equation (5.1) cannot ex-
actly hold, due to the numeric nature of the data and the learning
process. Furthermore, a transformation T would surely introduce
nuisance to the transformed image, due to the discrete representa-
tion of the images and pixel interpolation.
5.1.2 Restricted Boltzmann Machine
A Restricted BoltzmannMachine is a shallow network able to learn fea-
tures in an unsupervised manner [23]. A RBM is a graphical model
formed by a bipartite graph: one set of nodes is called the input layer
and the other set is called the hidden layer (Figure 5.3). In a RBM, we
are interested in maximising the following joint probability:
p(x, h) = e
−E(x,h)
Z
, (5.3)
whereE(x, h) is an energy function (c.f. Equation (5.11)),Z is the par-
tition function used as normalisation factor that ensures that p(x, h)
is a probability (it sums to 1). The energy function is defined as
follows:
E(x, h) = −hTWx− cTx− bTh, (5.4)
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c1 c2 … cn
h
x
wjk
b1 b2 … bmHidden Layer
Visible Layer
Figure 5.3: Representation of an RBM. An input vector x is given
to the network to compute the probability of observing h given x.
During optimisation, the best values for the weight matrixW and
bias vectors c and b are found.
whereW ∈ Rm×n is the weight matrix, c ∈ Rn is the bias vector of
the input layer, and b ∈ Rm is the bias term for the hidden layer. If
not otherwise stated, we will use the column-vector convention.
Equation (5.11) is minimised through the contrastive divergence
(shortened as CD) algorithm [115]. The contrastive divergence min-
imises the negative log-likelihood of the training set, using stochas-
tic gradient descent. The partial derivative computed for the t-th
training sample x(t) w.r.t. the parameter θ ∈ Θ = {W,b, c} is
∂ − log
(
p(x(t))
)
∂θ
= E
[
∂E(x(t), h)
∂θ
∣∣∣∣∣x(t)
]
︸ ︷︷ ︸
Positive phase
− E
[
∂E(x, h)
∂θ
]
︸ ︷︷ ︸
Negative phase
. (5.5)
The partial derivative in equation (5.5) is computed w.r.t. each
parameter θ ∈ Θ. The computation of the negative phase is in-
tractable, because the expected value all over the x’s and h’s is hard
to compute. Therefore, it is approximated with x˜, using Gibbs sam-
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Real data
Real data representation
Reconstructed data
Rec. data representation
p(h|x) p(h|x)p(x|h)~ ~~
Figure 5.4: Graphical representation of Gibbs sampling. An input
is provided to the visible layer to compute Equation (5.6). From
this distribution, samples are drawn and a h vector is computed.
The, this vector is used to compute the reconstructed data x˜. The
representation h˜ is computed for the reconstructed data. These four
vectors are used to determine the gradients to update the parameters
in Θ.
pling [116], which computes alternately the following conditional
probabilities:
p(hj |x) = σ
(
Wj·x + bj
)
, (5.6)
p(xk|h) = σ
(
hTW·k + ck
)
, (5.7)
where Wj· and W·k denote the j-th row and k-th column in W
respectively, and σ(·) denotes the logistic function (c.f. Table A.1).
Gibbs sampling. As said, the Gibbs sampling is used to approxi-
mate the negative phase in Equation (5.5). When a sample x is taken
from the training set, Equation (5.6) is computed for all the nodes
in the hidden layer. Equation (5.6) gives the success probability of
a Bernoulli distribution. Then, samples of such a distribution are
drawn to make a vector h, used to compute Equation (5.12). After
sampling from this last distribution, we obtain the reconstructed
vector x˜. From this reconstructed input, we compute h˜ using Equa-
tion (5.6).
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Figure 5.5: Example of learned filters using RBM on the MNIST-rot
dataset [8].
Parameters update. Once we performed the Gibbs sampling suc-
cessfully, we can use the obtained vectors to update the parameters
in Θ as follows [115]:
W ←W − η
(
hxT − h˜x˜T
)
, (5.8)
b← b+ η
(
h− h˜
)
, (5.9)
c← c+ η (x− x˜) , (5.10)
where η is the learning rate of the stochastic gradient descent.
Visual representation ofW. Each column inW represents a filter
that is applied to the input data. As an example, if the size of the
hidden layer is H = 500, the network learns 500 filters, which can
be visualised as images. In Figure 5.5, a subset of the 500 filters
learned by an RBM on the MNIST-rot dataset [8] is shown.
Gaussian formulation. The energy function in Equation (5.11) is
used when the inputs can be modelled as binary data (e.g., black
and white images). However, the energy function can be adapted
to accommodate continuous data. Instead of assuming the visible
layer follows a Bernoulli distribution, we will assume that samples
are drawn from a Gaussian distribution. Therefore, an RBM with
continuous visible units optimises the following energy function:
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E(x,h) = −hTW x
σ2
− ‖x− c‖
2
2σ2 − b
Th, (5.11)
where σ is the standard deviation of the Gaussian distribution. Con-
sequently, the probability in Equation (5.12) becomes:
p(xk|h) = N (xk|hTW·k + ck, σ2k). (5.12)
Drawbacks. The original formulation of RBM is not able to cap-
ture specific structures in the data. Specifically, the determined
features do not carry the invariance property. The typical approach
to train an algorithm with more variability is to perform dataset
augmentation. Although it is a common practice, it does not lead an
algorithm to be invariant to a transformation. In fact, the algorithm
will learn how to represent the rotated version of an image, but
there is no guarantee such representations are equal. Thus, dataset
augmentation does not ensure that Equation (5.1) holds. To this
end, several modifications to the original RBM model have been
proposed in literature to capture known variability in the dataset,
such as rotations.
5.2 RelatedWorks to Rotation Invariance Learn-
ing
In [21], a transformation invariant RBM is proposed, where images
are subjected to a predefined set of transformations T . Specifi-
cally, for all the transformation matrices T ∈ T , each sample in the
training set is transformed during the contrastive divergence. Rep-
resentations in Equation (5.6) are computed for all the transformed
versions and the final representation is obtained by max-pooling.
In [117] an RBMmodel that learns equivariant features is pro-
posed, whereby adding a new variable to be inferred within the
hidden units, this variable is then used to rotate learned weights
accordingly. Specifically, using the notation in Section 5.1.2, such a
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latent variable in the j-th hidden unit will apply a rotation to Wj·,
the corresponding filter of hj .
In [118], the authors present a general framework to inject invari-
ance to linear transformation of data. Specifically, they also show
that their method can be used to generalise Convolutional RBM [119]
to achieve rotation invariance. Their formulation adds transforma-
tions T to data in the product of experts [120] and, when applied to
RBM, the resulting model shares similarities with [21].
In [121], an additional step of the backpropagation algorithm
used to train DBN is introduced. After the DBN has been trained,
the weights of the bottom layer are transformed and the training is
performed again, until all the transformations are applied.
In [122], the authors propose an RBM where input images are
divided into non-overlapping blocks. Then, patches are extracted
on SIFT keypoints [90] and subsequently rotated and scaled ac-
cordingly. Since patches are oriented according to the dominant
orientation detected with SIFT, the RBM learns de-facto rotation-
invariant features.
The aforementioned methods share the following drawbacks:
either they are limited to the set of transformations considered
within the model, or they involve deep networks in the hope of
learning better transformation invariant features [21,117,121], albeit
increasing computational demand. Furthermore, these methods
alter input imageswith transformations, which introduce additional
noise and nuisance (e.g., pixel interpolation) during training.
5.3 Explicit Rotation-Invariant Restricted Boltz-
mann Machine
In this section, we present the Explicit Rotation-Invariant Restricted
BoltzmannMachine (ERI-RBM),which canmodel the nuisance caused
by rotated versions of the same image or patch, without actually ap-
plying any transformation to the data. Ourmethod considers a set of
weightmatrices (similar concept as inC-RBM [123]) and each sample
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is provided to the visible layer with its dominant orientation [122].
This information is used to select a particular weight matrix during
the Gibbs sampling to compute gradients of parameters. The contri-
bution given by the new update gradients is shared among the other
weight matrices, rotating the filters accordingly [121] (cf. Figure 5.6).
Experiments on MNIST-rot show superior performance to several
baseline benchmarks and a recent method from the literature.
Our contributions are multi-fold: (i) rotation is treated explicitly,
without rotating the image patterns, in contrast to for example [21];
(ii) we adopt a shallow model using a limited amount of additional
weight matrices, instead of deep architectures [119]; (iii) we share
the contribution coming from a weight matrix with the other ones,
rotating the learned filters by suitable angles.
5.3.1 Proposed Model
In this section, we discuss how to embed the concept of rotation-
invariance explicitly in an RBM. Since input data are images of size
w×h, we will assume that the visible layer is arranged in a matrix of
sizew×h = d. Each row in the weight matrixW , connecting visible
units to hidden units, is a d-dimensional vector. Therefore, each row
inW can also be arranged in matrix form of size w× h. Henceforth,
we will refer to rows in the weight matrixW as learned filters and
rows in∇W as update filters, which is the gradient computed during
the Contrastive Divergence algorithm.
Mathematical Formulation
Let Φ be a set of evenly distanced angles Φ = {φ0, φ1, . . . , φS−1},
such that for any i ≤ j =⇒ φi ≤ φj . In our model, we augment the
number of weight matrices W ∈ RH×V×S , such that every angle
φs is associated to a matrixW (s). Here, H is the number of hidden
units, V the number of visible units, and S is the number of angles.
In addition, each weight matrix has an associated bias vector b(s).
Hence, we rewrite the energy function characterising the standard
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Figure 5.6: The dominant orientation φt is determined for the pro-
vided image and is used to compute the gradient∇W (t). The contri-
bution of this gradient is shared amongst the other weight matrices
∇W (s), s = 1, 2, . . . , S, t 6= s, rotating the learned filters by the
angle φs − φt to generate the∇W˚ (t) term.
Restricted Boltzmann Machine formulation as follows:
E(x,h; s) = −hTW (s)x− cTx−
[
b(s)
]T
h, (5.13)
whereW (s) is the s-th weight matrix, b(s) is the bias vector for the
hidden layer associated toW (s), with s = 0, 1, . . . , S−1, and c is the
bias vector for the visible layer. The index s is uniquely determined
on each input image x, and will be discussed thoroughly below. Be-
cause of the modification in (5.13), all the equations involved in the
CD (c.f. Section 5.1.2) algorithm have to be rewritten. Specifically,
the conditional probabilities become:
p(hk = 1|x; s) = σ
(
b
(s)
k +W
(s)
k· x
)
, (5.14)
p(vj = 1|h; s) = σ
(
cj + hTW (s)·j
)
. (5.15)
During the optimisation algorithm, an image x with dominant
orientation φs is provided to the Gibbs sampling. After a sufficient
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number of alternating computations of (5.14) and (5.15), the gradi-
ent∇W (s) can be computed, whose contribution is shared with the
remaining matrices inW . To update ∇W (t), 1 ≤ t < S, t 6= s, we
transform the update filters in ∇W (s) which are then added to the
t-th gradient. Specifically, since we can represent rows in ∇W (s) as
images, they can be rotated by an angle θ = φt − φs. Therefore, we
define a new shared update filter term ∇W˚ (t), such that
∇W˚ (t) = Rθ(∇W (s)) ≡

Rθ
(
∇W (s)1·
)
Rθ
(
∇W (s)2·
)
...
Rθ
(
∇W (s)H·
)
 . (5.16)
whereRθ = [cos θ − sin θ; sin θ cos θ] defines the 2D rotation matrix
by an angle θ. This operation may generate filters bigger than the
input layers and we crop them such that the filter size remainsw×h.
At this point, the final expression for the gradient∇W (s) is updated
as follows:
∇W (s) := ∇W (s) +∇W˚ (s). (5.17)
Note that (5.17) will be utilised within the Stochastic Gradient
Descent step of the CD algorithm. Therefore,∇W (s) will be multi-
plied by a learning rate η that typically has values set in the order
of 10−3 (further details are discussed in [124]). Hence, any side
effects originating from pixel interpolation are minimised, precisely
because of the small η. Gradients∇b(s) are computed as described
in Section 5.1.2, using samples v with the associated dominant ori-
entation ϕs.
Determining theDominantOrientationUsing anExogenous Pro-
cess
Each image x is associated to an angle φs, determined by the his-
togram of oriented gradients from x [125]. Derivatives along the
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Figure 5.7: Computation of the dominant orientation for a sam-
ple image taken from the MNIST dataset: (a) original sample, (b)
gradients of the image, (c) histogram of oriented gradients with
highlighted mode ψ, (d) sample rotated by ψ degree. The region
marked by a green ellipse corresponds to the same portion of the
number 3 in the original and rotated image. Observe the differences
due to image interpolation introduced during rotation.
x and y directions are computed and the angle of each gradient
vector can be determined. All the vectors are accumulated into a
histogram with S bins and the angle ψ with the highest frequency
is found. Formally, the index s = argmaxj φj , such that φj ≤ ψ,
φj ∈ Φ. Figure 5.7 shows graphically those steps: from the origi-
nal image pattern (a), derivatives are computed using Sobel filters
(b). Subsequently, we build the weighted histogram of oriented
gradients and the angle with the highest frequency ψ is selected (c).
We highlight in red the 9-th bin of the histogram, hence s = 9 for
the illustrated example. In (d) we report a rotated version of the
sample image by ψ degree to show the deleterious effect of image
interpolation.
Since strong edges near image boundaries may bias the estima-
tion of the dominant gradient, the magnitude of the corresponding
vectors is weighted with a Gaussian kernel, with σ = min{w,h}5
(width and height of x respectively), such that central gradients
contribute more than those at the boundaries. (We found this value
covers evenly the entire image without exceeding its size.)
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5.3.2 Experimental Results
Setup. We used the MNIST-rot dataset1 [8], containing 10, 000
images for training, 2, 000 for validation, and 50, 000 for testing.
This dataset is derived from the MNIST dataset, where samples
were rotated by random angles. To enable comparison with other
methods, for consistency, we kept this dataset splitting, and we did
not perform cross-validation (that could have provided variances
for statistical analysis). Since each image contains several non-zero
pixels close to 0, we threshold them at a value τ = 0.3. We compare
ERI-RBM with several informative baselines and a recent invariant
method:
i. Classical RBM: We trained a standard Bernoulli Restricted
Boltzmann Machine and compared results with our Explicit
Rotation-Invariant RBM;
ii. Dominant RBM (D-RBM): We built a simplified model that
learns an RBM for each dominant orientation, splitting the
training set into S partitions, associated to a different RBM
(ie., we have S independent RBMs);
iii. Oriented RBM (O-RBM):We pre-process the dataset by align-
ing all images according to their dominant orientation to a
reference orientation and train a single RBM.
iv. TI-RBM: We also compared with the method in [21], using the
authors implementation2. Extracted features are provided to
the following classifiers: linear and RBF SVM [126], softmax
[87], and K-NN [127].
Parameters. We set the number of hidden units toH = 100, while
we progressively increased the number of bins S, used to generate
the histogramof orientations. Following the instructions in [124], we
1http://www.iro.umontreal.ca/~lisa/twiki/bin/view.cgi/
Public/DeepVsShallowComparisonICML2007
2Available at https://github.com/kihyuks/icml2012_tirbm
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Table 5.1: Testing accuracies of standard RBM, Dominant RBM,
Oriented RBM, TI-RBM [21], and our proposed ERI-RBM.
RBF SVM Lin. SVM Softmax K-NN
RBM 87.37% 59.27% 57.80% 82.69%
D-RBM (S=4) 83.44% 58.95% 56.80% 78.84%
D-RBM (S=9) 79.18% 53.62% 50.76% 73.56%
D-RBM (S=18) 69.84% 49.20% 46.58% 63.61%
O-RBM (S=18) 87.37% 58.99% 57.80% 82.69%
ERI-RBM (S=4) 78.49% 60.27% 58.31% 74.97%
ERI-RBM (S=9) 91.27% 74.87% 73.02% 88.48%
ERI-RBM (S=18) 92.08% 77.69% 75.84% 89.34%
TI-RBM [21] (S=18) 80.63% 69.10% 68.20% 73.60%
set the learning rate η = 10−3, the Contrastive Divergence algorithm
is iterated up to 200 epochs, and a constant momentum α = 0.9
was used. The parameters for SVM were found using logarithmic
grid search and best values are (i) RBF SVM: C = 10, γ = 0.1;
(ii) Linear SVM: C = 0.1. We set arbitrary K = 3 for the K-NN,
using the Euclidean distance as metric. For TI-RBM [21], a set of
K = S transformations are considered, which is each associated
with an array of H hidden units, while a single weight matrixW
is considered. The final representation used during inference is
obtained by max-pooling. To make the comparison to ERI-RBM fair,
for TI-RBM the sparsity term was disabled, and we set the number
of hidden units to H = 100.
Discussion. We report our results in Table 5.1 and we noticed
that nonlinear SVM gave the best performance in all the cases. The
baseline is given by RBM with an accuracy of 87%. Tests using
D-RBM show a gradual loss of accuracy as the number of domi-
nant orientations S is increased. This behaviour can be attributed
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Figure 5.8: Filters learned by our ERI-RBM at S = 9. We highlight
a filter that appears at rotations 0◦, 40◦, 80◦, and 120◦, showing that
our model learns rotation-invariant filters. The remaining weight
matrices are omitted for brevity.
to the lack of information sharing amongst the RBMs, since they
were each trained independently with less data (per RBM). Overall,
our proposed model outperforms the baseline RBM (S ≥ 9). At
S = 4, ERI-RBM has a loss of performance, because of the coarse
quantization of the 2pi space: angles 0◦, 90◦, 180◦, and 270◦ will have
orthogonal rotations when shared update filters are computed for
neighbour matrices, causing the propagation of sharp rotations that
do not contribute much. As the number of S increases, ERI-RBM
has a +13% of improvement, showing that our model is able to
learn rotation-invariant features. This is also displayed in Figure 5.8,
showing learned filterswhenS = 9. O-RBM shows no improvement
compared to RBM, demonstrating that the contribution provided
by the shared update filters increases the discriminative power of
the final representation. Note that we also trained classical RBM
with H = 1000, noticing an improvement of 2%, still lower than
ERI-RBM. Finally, using the same experimental setup, ERI-RBM
outperformed [21] by +12% in testing accuracy. (These results are
different from those reported in [21] since sparsity is not present
and we used less units.). Our approach does rely on the determina-
tion of orientation, which could be seen as a limitation. Preliminary
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results (results reported in [128]), obtained by artificially perturbing
the orientation estimate, show that we are tolerant to such errors up
to±4 bins off on the original estimate. This remains to be confirmed
in images with cluttered background.
5.4 Determining theDominantOrientationwith
an Endogenous Process
In this section, we presented an improved method to learn rotation-
invariant features with RBM, explicitly factorising for rotations.
Similarly as in Section 5.3, this revised version uses a weight matrix
per each orientation. As shown in Figure 5.9, during training, an
input image is passed through all weight matrices. To determine
the orientation of the input image, the reconstruction error (per ori-
entation) is computed. The weight matrix that best reconstructs the
input is chosen, and then the gradient for that matrix is computed
to update the parameters. Then the gradients are shared across
the other weight matrices, using the sharing gradient step (c.f. Sec-
tion 5.3). The training process is regularised with a KL-Divergence
term that enforces a prior distribution of the rotations.
Hence, we summarise the contributions of this revised method
as follows:
i) the estimation of the dominant orientation is performed (here
done via reconstruction rather than relying on exogenous
processes);
ii) a regularisation term based on a KL-Divergence term;
iii) mathematical proofs of the invariance achieved by our model.
5.4.1 Theory
In our formulation of rotation-invariant Restricted Boltzmann Ma-
chine, we assume a set S = {R0, R1, . . . , RS−1} of S = |S| equidis-
tant rotations withRi ∈ RV×V being by φi = i2piS , for all φi ∈ Φ. Any
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Figure 5.9: Representation of the proposed rotation-invariant RBM.
In this example, we have S = 4 rotations, corresponding to the
equidistant angles Φ = {φ0 = 0◦, φ1 = 90◦, φ2 = 180◦, φ3 = 270◦},
each of those associated with a matrixWs. When an image is pro-
vided to the network, the weight matrix minimising the reconstruc-
tion error is chosen, as highlighted in bold red. We depict the
unfolded steps of the CD-1 [9].
rotationRi can be represented by a transformation matrix satisfying
the following properties:
1. orthogonality: RRT = RTR = I , det (R) = ±1,
2. linearity: R(x+ y) = R(x) +R(y),
3. closure (on the set S): if Ri, Rj ∈ S , then Rκ(x) = Ri(Rj(x)) =
Rj(Ri(x)) and Rκ ∈ S, s.t. κ = m(i, j).
The modulo function m(i, j) allows for cyclical indexing over the
elements in S, such that the values of κ are always in the interval
[0, S − 1]. The modulo function is defined as follows:
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m(i, j) = (i+ j) modS, (5.18)
where i, j ∈ {0,±1,±2, . . . ,±(S − 1)}. The indices i, j can assume
negative values, with the assumption that R−i represents a rotation
by −φi. (It can be proven that −φi ∈ Φ.)
Application of a Transformation Matrix
Here we assume the column-vector convention (e.g. a vector v is of
size n× 1 ). Therefore, a transformation of x by a rotation matrix
R ∈ RV×V is applied as R(x) = Rx. Similarly, we can apply a
rotation R to the column of a weight matrixW ∈ RV×H as follows:
R(W ) = RW. (5.19)
Revised Energy Function
We assume a similar energy function as in Equation (5.13). Specifi-
cally, we will assume the weight matrixW as a third-order tensor of
dimension V ×H × S. Thus, the revised function takes the form of:
E(x,h, r) =
S−1∑
s=0
H−1∑
j=0
V−1∑
k=0
rs (−xkhjwjks − bjhj − ckxk) . (5.20)
In this formulation, a new binary vector r ∈ {0, 1}S is introduced,
representing the factor corresponding to the dominant orientation
of the inputs x ∈ X . This is encoded by setting rs = 1 and rt = 0,
∀t 6= s (one-hot encoding). We formally express this constraint as:
S−1∑
n=0
rn = 1. (5.21)
In addition, wewill say that, if rs = 1, then the dominant orientation
is φs. Consequently, the conditional probabilities in Equations (5.6)
and (5.12) are revised accordingly:
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p(hj = 1|x, r) = σ
(
S−1∑
s=0
rs
(
xTWj·s + bj
))
, (5.22)
p(xk = 1|h, r) = σ
(
S−1∑
s=0
rs (W·ksh + ck)
)
. (5.23)
Sharing the Gradients
As discussed in Section 5.3.2, optimising W via Equations (5.22)
and (5.23) has the drawback that inputs with a specific dominant
orientation will contribute to update only the corresponding slice
in W . This is similar to splitting the training set X into several
non-overlapping partitions Xs and train a separated RBM for each
of them. To overcome this problem, the contribution of gradient
∇Ws computed on Xs can be shared across the other slices inW .
Therefore, we will apply the gradient sharing step during training
as shown in Section 5.3.1 [24].
For sake of clarity, we suppose we have only two rotations, R0
and R1, which account for the 0◦ and 180◦ rotations respectively.
Since ∇W0 and ∇W1 were computed on different portions of the
data, namely X0 and X1, we want to transfer the contribution of
∇W1 to∇W0 (and vice versa). To do so, we add a rotated version of
∇W1 by −180◦ (we denote such a rotation as R−1) to∇W0. In this
example, we can redefine the gradients as follows:
∇W0 := R0 (∇W0) +R−1 (∇W1) = ∇W0 +R−1 (∇W1) , (5.24)
∇W1 := R0 (∇W1) +R−1 (∇W0) = ∇W1 +R−1 (∇W0) , (5.25)
Using the examples above, the update rules for the third-tensorW
can be generalised as follows:
∇Ws :=
S−1∑
q=0
R−q
(
∇Wm(s,q)
)
. (5.26)
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Figure 5.10: Graphic representation of the shared gradient step. Fol-
lowing the example in Figure 5.9, the gradient∇W2 for the sliceW2
is computed. By applying proper transformations, rotated versions
of∇W2 are applied to the other slices inW , as shown above.
A visual example how the shared gradient step is applied is shown
in Figure 5.10, in the case of S = 4 rotations. The above formulation
will be used in amathematical proof that ourmethod learns rotation-
invariant features.
Rotational Equivalence
Taking the examples in Equations (5.24) and (5.25), we can observe,
by applying the closure property presented above, the following
equivalence:
R−1(∇W0) = R−1(R0(∇W0)) +R−1(R−1(∇W1))
= Rm(−1,0)(∇W0) +Rm(−1,−1)(∇W1).
Sincem(−1, 0) = 1 andm(−1,−1) = 0, the above relation becomes:
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R−1(∇W0) = R1(∇W0) +R0(∇W1)
= R−1(∇W0) +R0(∇W1) = ∇W1,
(5.27)
where R−1(·) = R1(·) due to the closure property in Section 5.4.1
(e.g., rotating by ±180◦ produces the same result).
This example with S = 2 shows that all gradients of the form
∇Ws are rotated versions of each other. We can generalise this
property for Equation (5.26) as follows:
Rr(∇Ws) :=
S−1∑
q=0
Rm(r,−q)
(
∇Wm(s,q)
)
= ∇Wm(s,r). (5.28)
In order to facilitate the proof of the theorem stating that our
approach learns rotation-invariant features, we need the following
lemma that makes use of this rotational equivalence.
Lemma 1. Optimising a third-order tensorW ∈ RH×V×S as described
above for t > 0 iterations, thenW (t)s′ = Rκ(W
(t)
s ), with:
κ = s′ − s. (5.29)
Proof. We will proceed by induction over the iteration t. For the
base case t = 0 , we impose that:
i. W˜ ∈ RH×V is a matrix initialised with e.g., Glorot Gaussian
method [129],3
ii. W (0)s = Rs(W˜ ), ∀s ∈ {0, 1, . . . , S − 1}.
This means that all the slices inW (0) are initialised as rotated ver-
sions of W˜ , which initially can be any matrix. Now, let us suppose
that the lemma is true until t− 1, and prove it for t. Then we have:
3We observed that the base case of the induction can be relaxed. Experimental
evidence showed that by initialising W with random numbers drawn from a
normal distribution it is still possible to have rotation-invariant features.
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Rκ(W (t)s ) = Rκ
(
W (t−1)s + η∇W (t−1)s
)
︸ ︷︷ ︸
From Equation (2.5)
= Rκ
(
W (t−1)s
)
+ ηRκ
(
∇W (t−1)s
)
︸ ︷︷ ︸
Linearity property (c.f. Section 5.4.1)
= W (t−1)s′︸ ︷︷ ︸
By induction
+η∇W (t−1)m(s,κ)︸ ︷︷ ︸
From (5.26)
.
(5.30)
At this point, we need to expand the modulo function. Applying
(5.29), we obtain thatm(s, κ) = (s+κ) modS = (s+s′−s) modS =
s′. Thus, to conclude, Equation (5.30) becomes:
Rκ(W (t)s ) = W
(t−1)
s′ + η∇W (t−1)m(s,κ) = W
(t−1)
s′ + η∇W (t−1)s′ = W (t)s′ .
This lemma states that all the slices in the tensorW are rotated
versions of each other.
Measuring the Invariance
We adopt the γ-score proposed in [130] to measure invariance. Con-
sidering a set of transformations S and a dataset X , the mean acti-
vation of the j-th hidden unit hj over all the transformations T ∈ S
is computed as:
µj(x) =
1
S
∑
T∈S
hj(T (x)), (5.31)
where hj(x) ≡ p(hj = 1|x, r). It is important to note that r is
function of x, hence when the transformation T (x) is applied, the
vector r has to be recomputed accordingly. Then, the γ-score is
defined as:
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γj =
var {µj(x)}x∈X
var {hj(x)}x∈X
. (5.32)
We employed the γ-score because it is bounded to the interval
[0, 1], where values close to 1 indicate features invariant to the set
of transformations S. The γ-score is closely related to the auto-
correlation [130] and does not require parameters to be computed,
as e.g. the firing threshold in [131].
Proving Rotation Invariance
In this section, we will prove that our model can learn rotation
invariant features. Our theorem is based on the hypothesis that
the model is trained using the revised energy model and further
adaptions showed in Section 5.4.1. The proof shows that the γ-
score reaches the highest value (numerator and denominator in
Equation (5.32) are equal).
Theorem 1. Under the hypotheses of Lemma 1 and given a support set S
of S rotations, γ = 1 for our revised rotation-invariant RBM model.
Proof. We have to prove that γj = 1, j = 1, 2, . . . ,H . From Equa-
tion (5.32), we will show that the numerator and denominator co-
incide. Now, starting from the definition of µj showed in Equa-
tion (5.31), we obtain:
µj(x) =
1
S
S−1∑
q=0
hj(Rq(x))
= 1
S
S−1∑
q=0
σ
(
S−1∑
t=0
rt
(
bj +Rq(x)TWj,·,t
))
︸ ︷︷ ︸
From Equation (5.22)
= 1
S
S−1∑
q=0
σ
(
bj +Rq(x)TWj,·,s′
)
︸ ︷︷ ︸
From (5.21), ∃s′ s.t. rs′ = 1
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= 1
S
S−1∑
q=0
σ
(
bj +Rq(x)TRq(Wj,·,s)
)
︸ ︷︷ ︸
From Lemma 1, ∃s : Rq(Ws) = Ws′
= 1
S
S−1∑
q=0
σ
(
bj + [Rqx]TRqWj,·,s
)
︸ ︷︷ ︸
c.f. Equation (5.19)
= 1
S
S−1∑
q=0
σ
(
bj + xTRTq RqWj,·,s
)
︸ ︷︷ ︸
(AB)T=BTAT
= 1
S
S−1∑
q=0
σ (bj +Wj,·,sx)︸ ︷︷ ︸
RTq Rq=RqRTq =I
= 1
S
S−1∑
q=0
σ
(
S−1∑
t=0
rt
(
bj + xTWj,·,t
))
= 1
S
S−1∑
q=0
hj(x) = hj(x).
Since µj(x) = hj(x), then also their variance over all the samples in
the training set is equal. Therefore γj = 1.
The proof of this theorem shows that our method achieves full
invariance. We can make the following remarks about the theorem:
Remark 1. Theorem 1 does not assume whether x belongs to the training
or testing set. In fact, it is valid for any input.
Remark 2. Theorem 1 does not make any assumptions how the r vector
is computed, as long as Equation (5.21) holds.
Remark 3. Theorem 1 is a theoretical result and does not account for
artefacts due to the discrete nature of inputs and rotations. Empirical
computations of the γ-score might result in slightly lower values.
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Remark 4. Theorem 1 is compatible with any typical additional terms
that can be added in Equation (2.5), such as momentum and L2 regulariser
[123].
Remark 5. Optimising (5.20) as in Section 5.4.1, the negative log-likelihood
− ln p(x|Θ) is minimised as well.
5.4.2 Inference of the Dominant Orientation
Here, we describe how to infer the optimal r vector for an input x
in the dataset. We propose an approach that exploits the intrinsic
information learned by the network during training, using the recon-
struction error. In our formulation, we can define the reconstruction
function ϕ(x, r) as:
h(x, r) = p(h|x, r),
v(h, r) = p(x|h, r),
ϕ(x, r) = v(h(x, r), r), (5.33)
We define the dominant orientation for an input x as the one that
minimises the following function:
sˆ = argmins ‖ϕ(x, r)− x‖22,
such that rt = 0 and rs = 1, s 6= t.
(5.34)
Thus, the corresponding r for the input x is rsˆ = 1 and rt = 0, t 6= sˆ.
This satisfies the one-hot encoding constraint in Equation (5.21). The
optimization of Equation (5.34) can be easily computed for all the
possible values of r, as it comes automatically during the forward
pass of the training process.
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Implementation Details
Training. Our training algorithm is an extended version of the
Contrastive Divergence [23]. As discussed in the previous section,
the core part of our architecture is the inference of the dominant
orientation. For each minibatch B, we compute the reconstructed
input x˜ using all weight matrices inW . For each image in B, the
dominant orientation is inferred, by selecting the weight matrix that
better reconstruct the input (c.f. Figure 5.9). Then, the gradients to
update the parameters Θ are computed and the contribution of all
the∇W (s) is sharedwith the other weightmatrices. Other gradients
coming from e.g. sparsity regulariser [123], the KL-Divergence in
Equation (5.35), or momentum are also used to update the parame-
ters of the network. Details are shown in Algorithm 1.
Testing. At inference time, an input image is provided to the net-
work to obtain activations using all the weight matrices (one per
each orientation). The hidden layer activations produced by the
weight matrix minimising the reconstruction error are selected. The
chosen activations represent the features of the input image. This is
what is also shown in Figure 5.9.
KL-Divergence Regularisation Term to Improve Dominant Ori-
entation Inference
The rotation estimation approach may potentially assign most in-
puts to one dominant orientation. To avoid this, we opted to regu-
larise the training process, by forcing a prior on the distribution of
orientations across the dataset. We achieve this by minimising the
following Kullback-Leibler divergence:
DKL(p||¯r) = λr
S−1∑
s=0
ps ln
ps
r¯s
, (5.35)
where p is a prior distribution, r¯ is the average assignment of the
dominant orientation of the images in the training set, as discussed
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Figure 5.11: Probability (in log-scale) of a prediction change of the
dominant orientation occurring during training on the mnist-rot
dataset (change probability). The stability of our inference method
increases exponentially over time. We also show two inset transition
matrices: the left-hand side inset shows the amount of misclassifi-
cation between the first two epochs, whereas the right-hand side
for the last two epochs.
in Section 5.4.2, and λr is a positive constantweighing the strength of
the regulariser. Following [132], we compute the average prediction
vector r¯ over a mini-batch, rather than the whole training set.
Consistency Analysis
To evaluate the stability of our inference process, we insteadmeasure
the consistency of predictions, computing what we define the change
probability. During training, we tracked the predictions made by our
algorithm to infer the dominant orientation of each image in the
training set. Then, we analysed how many times each image has
been assigned to a dominant orientation over time. We computed
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the probability at each epoch that an assignment change occurs and
we plotted the result in Figure 5.11.
Algorithm 1: Training procedure of our proposed rotation-
invariant Restricted Boltzmann Machine.
Data: Training set X , parameters Θ = {bj , ck, wjks}
Result: Updated parameters Θ
1 begin
2 for e:= 1 to MaxEpochs do
3 foreach mini-batch B ⊂ X do
4 Perform a forward step with B of the network and
find sˆ by minimising Equation (5.34).
5 Compute the gradient for the slice∇W (sˆ), as well
as∇c, and ∇b as in Equations (5.8) to (5.10).
6 foreach t ∈ {0, . . . , S − 1} \ {sˆ} do
7 Share the gradient of∇W (sˆ) to ∇W (t).
8 end
9 Computes the gradient∇DKL from the regulariser
Equation (5.35) w.r.t. W (sˆ).
10 Apply the update rule in Equation (2.5) to all the
parameters in Θ using ∇W (sˆ), the shared
gradients from all ∇W (t).
11 Update all the parameters in Θ with any other
gradients coming from momentum or
regulariser(s) (e.g., Equation (5.35)).
12 end
13 end
14 end
It can be observed that our inference method stabilises in less
than 10 epochs, becoming very consistent in ≈ 40 epochs (probabil-
ity of a reassignment is very close to 0). Furthermore, Figure 5.11
contains two inset transition matrices, where we show how assign-
ments are redistributed between two epochs. Specifically, the left-
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Figure 5.12: Sample images of the employed datasets. Top row:
mnist-rot [8]. Middle row: MPEG-7 Shape Silhouette database [10].
Bottom row: rotated version of the zalando fashion mnist dataset
(original from [11]).
hand side transition matrix show reassignments occurring between
the first two epochs, whereas the right-hand side inset shows the
changes occurring in the last two epochs. These two plots show
that, although the initial predictions of the dominant orientation
are very unstable, the network is able to automatically assign each
image to the proper class of orientation.
5.4.3 Experimental Results
We demonstrate our model on the following datasets: mnist-rot [8],
theMPEG-7 Shape Silhouette database [10], and a rotated version of
the zalando fashion-mnist dataset [11] (c.f. Figure 5.12). We compared
our performance with the following approaches:
• Support Vector Machine [22]: SVM trained directly on the data,
without preprocessing.
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• RBM [23]: the original model will provide a baseline result
for our experiments.
• TI-RBM [21]: state-of-the-artmethod for learning transformation-
invariant features. Specifically, we only used rotations as trans-
formations.
• ERI-RBM [24] (c.f. Section 5.3).
Parameters
If not otherwise stated, we run our experiments using the following
parameters, which were set the same for all methods. We trained
RBMs with H = 500 hidden units for 100 epochs, using a learning
rate η = 0.003. We also adopted a sparsity regulariser target p = 0.1
with regularisation constant λ = 0.003 [123].4 Furthermore, for
the regulariser in Equation (5.35), we set the constant λr = 100
and the prior probability distribution p = U(0, S − 1). We used
a momentum α = 0.5 for the first 5 epochs, then we increased
it to α = 0.9. To avoid nuisance due to pixel interpolation, we
run our experiment setting the number of rotations S = 4, as the
angle set Φ contains only multiples of 90◦. We initialised the weight
matrices using the Glorot method [129], using random numbers
sampled from a Gaussian distribution with zero mean and standard
deviation of
√
2/(V+H), where bias terms are initialised with 0s. For
classification, we followed the same protocol as in [24], adopting
SVM [22] with an RBF kernel. For the classifier, we set the spread
parameter σ = 0.002. The loss parameter C is set accordingly for
each dataset. Experiments were repeated 5 times, with different
initialisation, and mean and standard deviation were computed.
Experiments
Tests on mnist-rot [8]. This well-known benchmark dataset con-
tains 10,000 images for training and 50,000 for testing of hand-
4As reported in [123], we only update the bias of the hidden units b.
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Table 5.2: Test accuracy of our method compared with SVM [22],
the original formulation of RBM [23], the transformation-invariant
RBM [21], and the explicit rotation-invariant RBM [24] on three
different datasets. We report best result (mean± std) [25] of 5 random
initialisations.
Method mnist-rot [8] MPEG-7 [10] zalando mnist-rot
SVM [22] 89.36% 82.00% 74.71%
RBM [23] 80.18% (79.91% ± 1.96) 78.57% (78.28% ± 0.27) 62.99% (62.92% ± 0.10)
TI-RBM [21] 89.90% (89.75% ± 0.16) 76.14% (75.14% ± 0.57) 76.54% (76.42% ± 0.12)
ERI-RBM [24] 90.61% (90.48% ± 0.13) 73.00% (72.52% ± 0.25) 74.84% (74.49% ± 0.18)
Ours 92.12% (91.81% ± 0.30) 85.71% (83.43% ± 1.38) 77.14% (76.94% ± 0.24)
written digits (c.f. top row in Figure 5.12). For training, we adopted
the parameters discussed in page 92, settingC = 10 for the classifier.
Table 5.2 shows the results of our experiments. It can be ob-
served that TI-RBM and ERI-RBM perform similarly on this setup,
outperforming the baseline by ≈ 10%. Our proposed method ob-
tains the best performance, achieving more than 92% test accuracy.
This results shows that our method of inferring rotations is more
reliable than e.g., max-pooling across all rotations [21], or relying
on exogenous methods [24]. Then, we empirically computed the
γ-score as described in Equation (5.32) and our method scored
γ = 0.98, as expected from Theorem 1. In Figure 5.8, we show a sub-
set of the filters learned by our method and, as it can be observed,
filters are rotated versions of each other, providing experimental
evidence for Lemma 1.
We compared also with the Contractive Autoencoder on the same
dataset [133]. Their method minimises a regularisation term based
on the Jacobian matrix of the encoder step of the network, which
learns invariant features. Their results with 1,000 hidden units
showed a smaller test accuracy of 90.34%. Therefore, our method
learns high discriminative features with half of the hidden units,
thus learning a more compact representation.
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Tests on a small training set. In this experiment, we want to
demonstrate that our method learns robust features even when
trained on a small dataset. We used the MPEG-7 Shape Silhouette
database [10], containing 1,400 images belonging to 70 categories
(samples depicted in Figure 5.12). Since the images have a variable
size, we cropped and resized them to 28× 28 pixels. We randomly
split the dataset into 700 images for training and 700 for testing,
maintaining class balance. In this case, we set the loss parameter
for SVM C = 100.
Results on this dataset are also reported in Table 5.2. Ourmethod
outperforms all other approaches, reducing the testing error by
≈ 10%. Specifically, we can observe that TI-RBM [21] and ERI-
RBM [24] suffer from lack of data in the training set, obtaining a
testing error even higher than the RBM baseline. On the other hand,
RBM is not able to accommodate the rotational variance in this
dataset, causing it to perform poorly compared with our approach.
Therefore, our method can learn better rotation-invariant features
also in the case of a reduced training set.
Tests on the rotated zalando fashionmnist dataset. Wealso tested
our approach on a customised version of the zalando fashion mnist
dataset [11]. Specifically, the original dataset contains images of
10 categories of clothes. Images are grayscale and 28 × 28 pixels
size.5 For these experiments, we generated a rotated version of the
dataset, using uniformly distributed random rotations. To create
this customized dataset, we adopted the original code from [8] used
to generate mnist-rot.6 We generated 10,000 images for training and
50,000 for testing [8]. To the best of our knowledge, an equivalent
mnist-rot for the zalando fashion mnist has not been created yet. We
refer to such a generated dataset as zalando fashion mnist-rot. Results
5Further details on the zalando fashion mnist at https://github.com/
zalandoresearch/fashion-mnist.
6Available at http://www.iro.umontreal.ca/~lisa/twiki/bin/
view.cgi/Public/DeepVsShallowComparisonICML2007.
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Table 5.3: Ablation results showing that our method benefits from
shared gradients and the regulariser presented in Equation (5.35).
We also report the upper bound (ours trained with actual rotations)
values for all the applicable datasets. (We could not perform this
on the MPEG-7 database [10], as the images are already transformed
and their rotations are unknown).
Method mnist-rot [8] MPEG-7 [10] zalando mnist-rot
RBM [23] (reference) 80.18% 78.57% 62.99%
Ours without sharing
gradients and Equation (5.35) 53.80% 68.71% 56.76%
Ours without Equation (5.35) 91.96% 82.14% 76.21%
Ours (proposed method) 92.12% 85.71% 77.14%
Upper bound (ours with
actual rotations) 93.96% N/A 79.38%
on this version of the zalando dataset are also shown in Table 5.2.7
Overall, we can observe that our method outperforms all the other
approaches on this dataset as well.
Discussion. From our experiments, it appears that it is better to
rely on the intrinsic information encoded in the network to infer the
dominant orientation. In this way, our model explicitly cancels out
the nuisance given by rotations, producing fully rotation-invariant
image representations. We demonstrated that our approach is better
than marginalising across all possible rotations, as it happens in
TI-RBM [21], or using an exogenous process to estimate orientations,
as in ERI-RBM [24]. In addition, we showed that our method works
particularly well in datasets with small size.
7Wealso trained ourmodel on the original zalando fashionmnist dataset [11] and
it performed similarly to an RBM (84.55% vs 85.99% for ours and RBM respectively).
Furthermore, our method had a higher accuracy compared with TI-RBM and ERI-
RBM. Thus, our method works well when there are no rotations present in the
training set.
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Ablation Experiments
We want to assess how our approach benefits from the gradient
sharing step [24] and the KL-Divergence based regulariser shown
in Equation (5.35). Experiments were performed using the same
protocol as discussed in the previous sections. We show the result
of our experiments in Table 5.3.
To establish a reference baseline, we trained the original RBM
model [23]. Next, we trained our model disabling sharing gradi-
ents and Equation (5.35). In this case, it can be observed that our
model has lower performance compared with the baseline. Train-
ing our network without shared gradients is similar to training S
different RBMs, such as the s-th model is trained with only the Xs
partition of the data. This means that the training set X is split
and each RBM is trained independently on a smaller portion of the
data. This procedure is closely related to the Oriented RBM baseline
method described in [24]. By enabling the shared gradients, the
performance of our approach improves by 20% (even ≈ 40% on
mnist-rot), showing that this technique is effectively improving the
training. The gradient sharing step also promotes the learning or
rotation-invariant features (see Theorem 1), thanks to the rotation
equivalence property in Equation (5.28) . When the regulariser in
Equation (5.35) is also enabled during training, performance im-
proves further, as the inference of the dominant orientation becomes
more robust and reliable.
Robustness of Orientation Estimation
We want to assess whether errors in estimating rotation during
training can ‘self-correct’ and still lead to reasonableweightmatrices
(i.e. achieve good test accuracy).
We train our architecture but every 20 epochs we randomly
perturb a portion of the rotations of the minibatch. To see if they
can ‘self-correct’, we computed the change probability also in this
case. Figure 5.13 shows that perturbing the orientation estimate
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Figure 5.13: Probability (in log-scale) that a change in inferring the
dominant orientation occurs during training. Epochs 20, 40, 60, and
80 are marked with a thicker grey line, highlighting the times which
random errors are introduced in the training. Overall, the injection
of noise at regular interval does not affect the learning process.
The probability of a change in inferring the dominant orientation
decreases asymptotically (c.f. Figure 5.11). We plot baseline (no
changes), 20%, and 40% for brevity.
has minimal effect on the learning of the orientations (and weight
matrices) as they quickly recover and converge to the same low
probability values.
To see whether orientation perturbation during training affects
the performance of the final weight matrices, we evaluate their test-
ing accuracy on mnist-rot. As Table 5.4 shows, there is minimal
performance decrease even at high portions of perturbation (dif-
ferent initialisations were used). As an example, when 50% of the
images are affected by wrong dominant orientations, the loss of
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Table 5.4: Testing accuracy on mnist-rot dataset of our architecture
trained by altering the inference of the dominant orientation at
gradually increasing portions of the training set.
0% 10% 20% 30% 40% 50%
Accuracy 92.12% 91.76% 91.93% 91.50% 91.96% 90.96%
testing accuracy is ≈ 1% w.r.t. the baseline (c.f. Table 5.4). Thus
our method of inferring dominant orientation is robust and consis-
tent even in the case of noisy rotation estimates (in line with recent
literature in learning with noisy labels [132,134]).
5.5 Experiments with Plant Data
In this section, we apply the rotation-invariant Restricted Boltzmann
Machine on plant data of the CVPPP dataset. We follow the pipeline
presented in Chapter 4, replacing the K-means step.
Specifically, we keep the original image, instead of transforming
it into the log-polar representation. We extract patches from the
Cartesian space and train the ERI-RBM discussed in Section 5.4. A
holistic per-image descriptor is obtained with a sum-pooling. Image
features are then used to train the SVRmodel for the leaf prediction.
5.5.1 Implementation Details
We used the A1 images from the CVPPP 2017 dataset, rescaling
them to 100 × 100 pixels in size after removing the background.
Then, we extracted 15× 15 patches from each image in the dataset,
randomly sampling only the 25% of them [103]. Before training
the rotation-invariant RBM, we normalised the set of patches by
subtracting the mean and dividing by the standard deviation.
We trained the ERI-RBM in Section 5.3 for 100 epochs, with 500
hidden units, S = 4 rotations, and a learning rate η = 0.001. For
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Figure 5.14: Three concentric pooling regions
this experiment, we used the Gaussian-Bernoulli formulation of the
RBM to learn from real-valued data [135].
After training the ERI-RBM, we encoded images from the train-
ing and testing set with an holistic descriptor. Specifically, patches
were extracted from the images and normalised. Then, each patch
was provided to the trained ERI-RBM model to obtain a local de-
scriptor. Similarly to Section 4.1.4, we split the plant image into three
concentric circular pooling regions, as depicted in Figure 5.14. Patch
features within each pooling region were summed (sum-pooling)
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and the three resulting pooled features were concatenated together
to obtain a holistic plant descriptor.
5.5.2 Results and Discussion
This proof-of-concept test on real data showed a higher MSE w.r.t
to the results in Table 4.4. Specifically, the GLC (c.f. Chapter 4) has
an MSE = 2.9 (c.f. Section 2.4) on A1, whereas this setup has an
MSE = 3.1, showing slightly worse performance, compared to the
approach with log-polar representation and K-means.
This experiment shows a lack of potential for shallow networks,
particularly RBMs, to learn a good representation from real-valued
data. Therefore, this inspired us to employ deep learning as a next
step. However, deep neural networks require the learning of many
parameters, requiring large labelled datasets. In the next part of this
thesis, strategies to collect more labelled plant datasets are shown
through three different approaches.

Part III
Strategies to Obtain More
Labelled Data
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6
Annotation Tool to Assist Experts
In the last chapter, we showed that shallow models cannot well
accommodate continuous data, performing (in the case of plant phe-
notyping) slightly worse than our previous approach in [7]. This
result motivated us to employ deep neural networks for plant pheno-
typing. Compared with shallow models, deep architectures require
more data and computational power, as discussed in Section 2.3.3.
Although the power of deep learning is undeniable, the em-
ployment of such a tool is not easy in plant phenotyping, due to
the lack of training data. For instance, the availability of labelled
datasets for leaf counting is rather limited. In Table 6.1 we list the
current publicly available datasets for plant phenotyping, showing
the number of labelled images for leaf counting. Furthermore, the
This chapter is based on:
• M. Minervini, M. V. Giuffrida, and S. A. Tsaftaris. “An interactive tool for
semi-automated leaf annotation”, Proceedings of the Computer Vision Problems
in Plant Phenotyping (CVPPP), pages 6.1-6.13. BMVA Press, 2015.
• M. Minervini, M. V. Giuffrida, P. Perata, and S. A. Tsaftaris. “Phenotiki: an
open software and hardware platform for affordable and easy image-based
phenotyping of rosette-shaped plants”. Plant Journal, 2017.
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Table 6.1: Currently publicly available labelled datasets for plant
phenotyping (with the number of labelled images).
Dataset Type of plants Modalities LabelledImages
CVPPP 2017† [6, 12, 16]
A1 Arabidopsis thaliana Col-0 RGB 128
A2 Arabidopsis thaliana Col-0,ctr, pgm, ein2.1, adh1 RGB 31
A3 Nicotiana tabacum RGB 27
A4 Arabidopsis thaliana Col-0 RGB 624
Total: 810
Multi-modal imagery database for plant phenotyping [15]
Arabidopsis thaliana Col-0 RGB, FMP, NIR 576
Komatsuna [17]
Komatsuna plants RGB 300
†A separated testing set with undisclosed labels is also available.
multi-modal [15] and Komatsuna dataset [17] do not come with
a testing set. This means that the numbers reported in Table 6.1
have to be further decreased to generate validation and testing sets.
We can say that we have less than 1.5k images to learn a robust
model for leaf counting using deep learning, and trying to avoid
overfitting.
However, the acquisition of new (plant) datasets is not easy.
Overall, the creation of a training set can be split into three main
parts: i) data collection; ii) data processing ; and ii) data annotation.
Data collection involves setting up of a plant experiment and con-
stant monitoring of the growth process. Once data are collected,
they need to be processed (e.g., each plant should be individually
cropped). Lastly, data need annotations. In this chapter (and in the
following), we will focus on the last task: how to annotate plant im-
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Figure 6.1: Example of a rosette plant (A. thaliana) and annotations:
(a) Original image, (b) plant segmentation mask, (c) leaf segmen-
tation ground truth, and (d) Zoom-in of (a), showing examples of
different types of scribbles that can be used as input to our tool.
ages. Specifically, we will show here an annotation tool developed
to assist the plant experts during the annotation process. This tool
was then bundled into the Phenotiki Analysis Software [3], together
with other tools, such as the leaf counting algorithm in [7].
Specifically, the toolwepresent can be used to semi-automatically
segment leaves in images of rosette plants, using scribble annota-
tions (cf. Figure 6.1). A scribble (or even just a dot) per each leaf
and a scribble for the background are necessary (although the tool
also allows users to include plant masks and exclude background).
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Figure 6.2: Example images (background was removed) of Ara-
bidopsis taken from the A1 (left), and A2 (middle), datasets respec-
tively, and tobacco taken from A3 (right). Rows show the same
plant (with leaf center annotations in purple) at different stages of
development.
A graph-based interactive segmentation algorithm is employed to
spread those seeds across the image, converging towards accurate
leaf boundaries [26]. Our implementation permits the user to revisit
the segmentation and redraw scribbles until satisfactory results are
obtained. We used the CVPPP 2015 dataset [6, 12], achieving an
average leaf segmentation accuracy of almost 97% using scribbles as
annotations. This tool can be used to annotate data directly for the
study of plant and leaf growth or to provide annotated datasets for
learning-based approaches to extracting phenotypes from images.
6.1 Proposed Method
The problem of segmenting leaves in an image is summarised in
Figure 6.1. Given an input image (Figure 6.1(a)), and possibly a
foreground mask (Figure 6.1(b)), the goal is to obtain a segmenta-
tion as close as to Figure 6.1(c) with as little interaction as possible.
Typically, in a semi-automatic segmentation context user input con-
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sists of dots, lines, or scribbles, examples of which are shown in
Figure 6.1(d).
Interactive segmentation is an active field of research, with so-
lutions rooted in region growing methods, level set and live-wire
approaches [136–138]. The goal is to segment object(s) of interest
receiving some guidance by the user. For example, active contour
models rely on an initial contour estimate drawn by the user, and
the algorithm will aim to converge to an accurate delineation of
the object boundaries. However, the performance of such meth-
ods depends on the accuracy of the initial contour and typically
several parameters need to be tuned, which may complicate user
interaction.
Recently, also graph-based approaches have emerged [26,139].
They are particularly useful since they permit the simultaneous
segmentation of multiple overlapping objects in a natural fashion
–instead, other approaches usually solve each segmentation individ-
ually. In this formulation, users can place annotations (e.g., a few
pixels known as scribbles, hints, or seeds) and the algorithm jointly
finds a multi-label segmentation. According to choices of energy
functionals for constructing the graph and choices of parameters,
trade-offs to accuracy, speed, and less user iterations (to correct the
annotations and outcome) can be obtained. Interactive segmen-
tation has been used in several contexts of biology and medicine,
particularly in the latter for aiding diagnosis [26, 139].
In plant applications most annotation tools are limited towards
annotating whole plants (hence, not individual leaves) [40,111,140],
leaves in isolation (e.g., excised from the actual plant) [141, 142],
or under predefined experimental conditions (e.g., using depth or
flow information) [143].
Our goal instead is to develop a tool that permits users to delin-
eate multiple leaves with as little interaction as possible. Hence, our
tool allows the user to add scribbles inside a plant image, which are
then provided to the segmentation algorithm [26] as seeds, i.e., man-
ually labelled pixels. We require to add at least a seed pixel (i.e., a
CHAPTER 6. ANNOTATION TOOL TO ASSIST EXPERTS 108
dot) per leaf, to ensure that the algorithm is aware of the exact num-
ber of objects present in an image. In addition, our tool also permits
the user to input a plant mask, which delineates plant from back-
ground given recent progress in plant segmentation [40,111,140].
Giving such mask as input, background pixels are used as an addi-
tional annotation and facilitate the algorithm to not over-segment
towards non-plant material (such as the soil, the pot, or other exter-
nal objects).
In the next two subsections we first review the graph-based al-
gorithm we use in our implementation, and then we present the
workflow and user interface of the proposed tool. We test its perfor-
mance using the datasets provided for the Leaf Segmentation Chal-
lenge (LSC) and Leaf Counting Challenge (LCC). In the first row in
Figure 6.2 we present three specimens drawn from A1, A2, and A3
dataset respectively. In the second row we report the same subjects
after a few days of growth, showing the variability in terms of leaf
shape and arrangement.
6.1.1 Interactive Segmentation with RandomWalks
The segmentation algorithm adopted here relies on a graph-based
representation of the image, where each pixel is a node and neigh-
boring pixels are connected by weighted edges. Additionally, nodes
may be marked as seeds and are associated with pixel labels, rep-
resenting user-provided prior knowledge (i.e., the scribbles). To
propagate object labels to unseeded pixels we use the randomwalks
algorithm proposed in [26].
The concept of random walks on graphs has been developed
in probability theory [144], and applied to several scientific fields,
such as biology, physics, chemistry, or the social sciences [145]. In
its basic formulation, a so-called random walker can move in a 1-D
discrete space one step either to the right of its current position with
probability p or to the left with probability q = 1 − p (Figure 6.3).
One-dimensional random walks have been studied extensively, also
due to their interpretation in terms of discrete-space and discrete-
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Figure 6.3: Example of 1-dimensional discrete random walk. The
probability p defines the likelihood of a random walker to go right
(q = 1− p is for leftwards steps).
time Markov chains [146]. Extensions to higher dimensions are
based on graph representations [147].
The segmentation algorithm proposed by Grady [26] aims at
partitioning a given image into a set ofK labels. It relies on labelled
pixels (seeds) for each of theK partitions of the image. The input
image I is represented as a graph G = (V,E), where a node v ∈ V
corresponds to a pixel in I , and eij ∈ E ⊆ V × V denotes an
edge in the graph connecting two nodes. The goal is to compute the
probability xsi that a randomwalker starting from vi ∈ V reaches the
seed s, where s = 1, . . . ,K. A segmentation is obtained by assigning
to the node (pixel) vi the label s∗ = argmaxs(xsj) associated with the
highest probability.
In this context,G is an undirected weighted graph, and a weight
wij > 0 corresponds to the likelihood that a random walker will
move from vi to vj . Following the original formulation of Grady,
we set the weights using a function that evaluates difference of
intensities among pixels in the image:
wij = exp
(
−β‖gi − gj‖22
)
, (6.1)
where gi defines the (possibly vector-valued) pixel intensity of vi.
Parameter β controls the sensitivity to small differences in intensity.
Note that other functions are possible, which need not rely solely
on gradients of local intensity. Additionally, spatial coherence can
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also be enforced by including in Equation (6.1) a term accounting
for distance among pixel locations.
Simulating the random walker to compute the probabilities xsi
would be computationally inefficient. Thanks to known connections
between random walks and circuit theory, probabilities are instead
obtained by solving a combinatorial Dirichlet problem [148]. Let L be
the combinatorial Laplacian matrix [149],
Lij =

di if i = j,
−wij if eij ∈ E,
0 otherwise,
(6.2)
where di =
∑
k∈V wik is the degree of vi. Also, letA be the incidence
matrix, defined as:
Aeijvk =

1 if i = k,
−1 if j = k,
0 otherwise,
(6.3)
whereA has size |E|×|V | and is indexed for each edge inE and each
node in V . The constitutive matrix C is an |E|× |E| diagonal matrix
with the weights wij along the main diagonal. The combinatorial
formulation of the corresponding Dirichlet problem is:
D[x] = 12(Ax)
TC(Ax) = 12x
TLx. (6.4)
The set of vertices V can be partitioned as V = VM ∪ VU , with VM
containing seed nodes, and VU containing the remaining unmarked
nodes. Assuming that nodes in L are sorted such that seed vertices
are before unmarked vertices, Equation (6.4) can be rewritten as
follows:
D[xU ] =
1
2
[
xTMx
T
U
] [LM B
BT LU
] [
xM
xU
]
= 12
(
xTMLMxM + 2xTUBTxM + xTULUxU
)
.
(6.5)
CHAPTER 6. ANNOTATION TOOL TO ASSIST EXPERTS 111
Figure 6.4: Graphical user interface of our annotation tool. In this
example, we add as many seeds as the number of leaves and the un-
derlying randomwalks segmentation algorithm is able to propagate
those seeds and provide an accurate leaf delineation.
Because of its construction (cf. Equation (6.2)), the combinatorial
Laplacian matrix L is positive semidefinite and the critical points
in Equation (6.5) are local minima. Differentiating (6.5) by xU , the
solution that minimizes the Dirichlet problem has to be sought in
the following system of linear equations with |VU | unknowns:
LUxU = −BTxM , (6.6)
which is guaranteed to have a solution if every connected component
contains a node in VM , namely a seed vertex.
6.2 The Annotation Tool
Our software tool provides a user-friendly graphical user interface
(GUI) to support interactively experts during the leaf annotation
process. Figure 6.4 shows an example of leaf segmentation obtained
using our tool.
The typical workflow of the annotation process is described in
the following paragraphs. First, we load an RGB image of a plant,
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which is internally converted to the CIE L*a*b* color space. The soft-
ware offers the possibility to eliminate background by applying a
plant segmentation mask loaded from file (e.g., obtained by manual
delineation or via automated segmentation approaches [111]). Next,
expert annotation is performed using the available Annotation tools.
We permit four types of pixel annotations (examples are shown
in Figure 6.1(d)): (i) dot, (ii) line, (iii) freehand, and (iv) annota-
tions loaded from file. The dot tool allows to mark a single pixel as
seed. The line tool allows to annotate a set of pixels laying on a line
segment. The freehand tool allows to draw free-form curves, useful
e.g. to annotate highly overlapping leaves. Our tool also allows
to read annotations from file, in the form of a binary image where
leaf center coordinates are denoted by ‘1’ and ‘0’ otherwise, or a
binary image containing as many ‘disconnected’ scribbles as pixel
drawings with value ‘1’ and ‘0’ otherwise. Zooming and panning
facilitate the annotation of complicated regions. We assign to each
annotation a different label from 1 toK, whereK is the total number
of objects (leaves in our case plus background) to segment. When
the annotations are loaded, we press on the Segment button and the
final result is displayed in the right-hand side of the interface (see
Figure 6.4). A slider allows to set the parameter β (Equation (6.1)) to
control the sensitivity of the segmentation algorithm to variations in
intensity between neighbouring pixels. Notice that this represents
the only free parameter tunable by the user.
The GUI offers two visualisation modalities, showing either the
leaf labelling (cf. Figure 6.4) or the segmentation outline overlaid on
the original RGB image (not shown for brevity). The leaf segmen-
tation mask can be exported as an indices PNG image file, where
‘0’ denotes background and all subsequent indices denote leaf la-
bels. A colour palette is embedded in the PNG file to map indexes
to displayed colour, maximising contrast and improving legibility.
The GUI allows also to load a sequence of images and can split the
visualisation screen to see results of prior labelling of the sequence.
In case of unsatisfactory results, the Cancel button cleans the
image from all the scribbles, and the user can repeat the annotation
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procedure. Optionally, annotations can be moved after they are
placed and the last one can be deleted by pressing the Ctrl+Z key
combination, to enable iterative segmentation and refinement.
6.3 Experimental Results
In the following we show some results and evaluations using the
proposed tool. We run the software on Matlab R2014b and a PC
equipped with Intel Core i7-4710HQ CPU 2.50GHz, 16GB memory,
and running 64-bit GNU/Linux. To quantitatively evaluate our tool
we use training datasets fromArabidopsis (A1, A2) and tobacco (A3)
[12], in the context of the Leaf Segmentation and Counting Challenges
(LSC & LCC), held in conjunction with the Computer Vision Problems
in Plant Phenotyping (CVPPP 2015) workshop.1 Example images
and leaf centre annotations are shown in Figure 6.2.
We use datasets and available ground truth (dot annotations
available in LCC and actual leaf segmentations) to test the perfor-
mance of our tool using a variety of automatically computed input
seeds and evaluate the segmentation outcome w.r.t. ground truth
manual segmentation available in LSC. To simulate user interac-
tion (scribbles), we devise three types of annotations per each leaf:
dot, as available in the LCC training set; line, a single line obtained
by finding the principal direction of each leaf mask; and skeleton,
obtained by skeletonising each leaf mask. It is obvious that they
simulate scenarios of less to more complex (and laborious) scribble
annotations. Examples of automatically obtained annotations and
segmentations are shown in Figure 6.5.
As an evaluation criterion we adopt the Symmetric Best Dice
(%), as defined in Section 2.4 on page 28, which measures average
Dice overlap between leaf objects in ground truth and algorithmic
result. We use 128, 31, and 27 images from datasets A1, A2, and A3,
respectively. In the random walk segmentation algorithm, we use
β = 35 for A1, β = 10 for A2, and β = 70 for A3.
1http://www.plant-phenotyping.org/CVPPP2015
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Figure 6.5: (a)-(c) Example annotations used to evaluate the random
walks segmentation algorithm. (d) Leaf segmentation obtained
using the annotations in (c), which matches almost perfectly the
(e) ground truth leaf mask (obtained by manually labelling each
pixel [12]).
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Table 6.2: Leaf segmentation accuracy (SymmetricBestDice, ex-
pressed as %) obtained by the random walks segmentation ap-
proach [26] adopted here, using different types of leaf annotations.
Ref. [20] is adopted as baseline. Results are shown asmean± standard
deviation.
Proposed approach
Ref. [20] Dot Line Skeleton
A1 74.2±7.7 89.9±2.8 89.7±2.6 96.8±0.9
A2 80.6±8.7 87.6±8.0 89.0±4.7 96.8±1.5
A3 61.8±19.1 75.9±22.4 88.7±5.9 96.4±2.0
All 73.5±11.5 84.5±11.1 89.1±4.4 96.7±1.5
Table 6.2 shows quantitative findings obtained by evaluating
the random walks segmentation algorithm on Arabidopsis and to-
bacco image data. Overall, we observe that by increasing the level
of detail in the annotations, leaf segmentation accuracy increases
accordingly. Even when relying only on the simplest form of leaf
annotation (dots), our approach outperforms the state-of-the-art
automated leaf segmentation obtained by Pape and Klukas [20].
When using a straight line as an annotation, performance increases
slightly on overage but consistency improves significantly (lower
standard deviation w.r.t. using the dot annotation). Using skeleton-
like scribbles, our tool obtains almost perfect and consistent leaf
segmentation (SymmetricBestDice ≈ 97%). Our tool can be used to
annotate leaves for extracting phenotyping information, since cur-
rently state-of-the-art performance in automated leaf segmentation
is rather limited, but also to create annotations for obtaining ground
truth segmentations.
Annotating a plant image by simply clicking on leaves (i.e., using
dot annotations) is a simple task that typically requires less than
a minute (based on our own albeit biased experience). Once the
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seeds are placed, the leaf segmentation is calculated and displayed
within few seconds. On average it takes 0.3 seconds to process an
image from A1 or A2 (0.25 megapixels) and 6.2 seconds for the
higher-resolution images in A3 (5 megapixels). On the other hand,
annotating leaves on the same plant images adopting a completely
manual approach is considerably more time consuming. We mea-
sure the performance of three different experts (i.e., already familiar
with the task and the image data), observing that it requires 20
minutes or more, depending on plant complexity, to complete the
leaf annotation of a single plant image, even assuming a plant mask.
6.4 Integration on Phenotiki
The development of this semi-automatic tool inspired us to gather
all the image analysis algorithms that our research group has devel-
oped (some of them discussed in this thesis) into a single software.
Therefore, we designed a software that allowed to: a) segment
arabidopsis plant and extract geometrical information, using the
level-set algorithm in [28]; b) annotate leaves using the annotation
tool just described; c) count leaves using the algorithm in Chapter 4;
and d) export the collected data.
However, Phenotiki is not just an analysis software. As dis-
played in Figure 6.6, it also includes an affordable system for plant
phenotyping that, relying on off-the-shelf parts, provides an easy
to install and maintain platform, offering an out-of-box experience
for a well-established phenotyping need: imaging rosette plants.
The analysis software processes data originating from our device
seamlessly and automatically. Our affordable device (∼ 200€) can
be deployed in growth chambers or greenhouse to acquire optical
2D images of approximately up to 60 adult Arabidopsis rosettes
concurrently.
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Figure 6.6: Overview of the Phenotiki system and screen captures
showing the graphical user interfaces to operate its hardware and
software components. (a) Schematic of the proposed distributed
sensing and analysis framework illustrating the main components
of our phenotyping platform. (b) Web interface to configure and
operate the Phenotiki device from the browser. (c) Stand-alone
version of the image-analysis software. (d) Cloud-based version of
the image analysis software that runs on a web browser.
6.4.1 Sensor Specifications
The Phenotiki sensor consists of a Raspberry Pi embedded computer
(http://www.raspberrypi.org) operating theRaspiCamfixed-
focus (and fixed-zoom) imaging sensor. As Figure 6.7 shows, the
device is small (10×6.5×3.5 cm) and lightweight (115 g) and could
wirelessly connect to the Internet after it was set up. We devised
graphical software (c.f. Figure 6.6(b)) for ease of interaction with
the device, which allowed us to define an acquisition schedule and
parameters for time-lapse 2D optical imaging of the scene and data
transmission.
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Figure 6.7: Pictures of the proposed affordable Phenotiki device.
Data storage and processing were decoupled from acquisition.
Image data can be transmitted over the local network or the Inter-
net to a centralised repository (on site or remote) for analysis. Our
device can also directly connect to CyVerse (formerly iPlant Collab-
orative, http://www.cyverse.org) to upload data, and using
our modules built upon the BisQue framework [150] can offer a
Cloud-based application to store and analyse the images for higher
throughput potential.
6.4.2 Analysis Software
The same software base is used in both the Cloud application and
the stand-alone version (screenshots shown in Figure 6.6(c,d) and
Figure 6.8). Robust (and validated) image processing algorithms
have been efficiently implemented to enable annotation, detection,
tracking and segmenting plants from the background [111], and
also counting leaves automatically [7]. Furthermore, we integrated
the semi-automated leaf segmentation tool presented in this section,
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example of which is displayed in Figure 6.8(c).
Figure 6.8: Screen captures showing the user interface of our stand-
alone plant image analysis software.
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Specifically, the Phenotiki Analysis Software offers four tools for
the processing of top-view rosette plants, which are listed below.
Pot Tray Analysis. This tool implements the plant segmentation
algorithm in [111]. The user can provide top-view images of trays,
showing multiple (Arabidopsis) plants. Images can be acquired by
the Phenotiki Sensor (the software automatically recognises them)
or from custom setups. The user can adapt several parameters
(c.f. [111] for further details) before starting the plant detection and
segmentation. Once plants are detected, plant morphological traits
can be extracted. The user can also group plants w.r.t. treatment or
genotype. This information will improve data visualisation.
Leaf Labelling. This tool implements the leaf annotation tool dis-
cussed in this chapter. We improved the user interface and usability.
The underlying segmentation algorithm is the same as described in
Section 6.1.1 [26]. The user can add, relocate, and delete multiple
scribbles to annotate each leaf. In order to use the annotation tools,
plants have to be segmented using the previous plant segmentation
tool. Since each leaf has to be individually segmented, the total
leaf count can be used as ground-truth to train the leaf counting
algorithm (c.f. Chapter 4).
Leaf Counting. This tool embeds the leaf counting algorithm pre-
sented in Chapter 4 [7]. Training labels can be prompted manually,
obtained from the leaf annotation tool, or imported from a CSV file.
Data Extraction. This tool visualises and exports data and plots.
The user can plot growth trends per group (showing the standard
deviation), or per each individual plant. Data can be exported in a
CSV file, such that the user can use external software for statistical
analysis, such as R.
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6.4.3 Software Validation
In this section, we assessed whether our software can phenotype.
Specifically for this thesis, we focused for the leaf counting. The ex-
periment involved 24A. thaliana plants, including the wild type (eco-
type Col-0) and four different mutants, all in the Col-0 background.
The constitutive triple response 1 (ctr1 [151]) and ethylene insensitive 2
(ein2.1 [152]) are defective in ethylene signaling. The pgm mutant is
unable to accumulate transitory starch as a consequence of a mu-
tation in the plastidic isoform of the phosphoglucomutase (PGM),
which is required for starch synthesis [153]. The adh1 mutant is
defective in alcohol dehydrogenase activity, an enzyme playing an
essential role in plant tolerance to hypoxia [154]. Although pgm and
ctr1 are well known to dis- play reduced growth, ein2.1 and adh1
mutations do not have a major impact on growth, at least based
on the original reports describing these mutants. The ctr1mutant
constitutively displays phenotypes associated with ethylene signal-
ing, the consequences of which include extreme dwarfism [151].
The ein2.1 mutant, which is insensitive to ethylene, instead displays
minor phenotypic differences when compared with the wild type,
although it has been reported to grow slightly bigger [152]. The
pgm mutant is smaller than the wild type [153]. Interestingly, the
growth of a similar mutant (starch-free 1; stf1) was recently stud-
ied by digital imaging, providing an interesting benchmark for our
study [155].
Growth conditions
Plants were grown in individual pots under a 12-h light/12-h dark
regime; artificial daylight illumination was provided by cool-white
fluorescent lamps ( 100 µmol photons m−2 s−h light intensity). Tem-
perature was on average∼ 22◦C (daytime) and∼ 16◦C (night-time).
Watering was provided twice a week by subirrigation. Pots were
spaced out in the tray to prevent adult plants from touching. The
arrangement of genotypes in the tray was randomised to eliminate
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possible bias in the results caused by variations in watering or light-
ing conditions. No treatments were performed.
Leaf Count Validation
Figure 6.9: Leaf-counting data (a, b), estimated by our automated
leaf-counting algorithm and (c, d) derived from the expert anno-
tations. Results are shown as (a, c) time-series plots (mean and
standard deviation) and (b, d) growth progression bars [2]. The
learning-based counting algorithm was trained on a subset of plant
images and then applied to the entire dataset.
For leaf count, we extended the method in Chapter 4 [7]. As the
original algorithm was designed to be agnostic to scale (in order to
accommodate the variable distance between sensor and camera of
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the images in the challenge data set, by design), and was tested on
a challenge data set that did not provide genotype information, we
added two extra features: plant genotype (categorical variable) and
projected leaf area (PLA, continuous variable). These properties pro-
vide information related to the typical temporal growth behaviour,
ormore generally speaking the dose-response characteristics of each
plant, to the algorithm [156]. The categorical genotype variable was
encoded as five separate dummy variables, using one-hot encoding.
The new features vector is then standardised by subtracting the
mean and dividing by the standard deviation.
We also compared leaf-counting progression (cf. Figure 6.9a)
and developmental growth stages among genotypes, identified by
the number of leaves, based on the scale discussed in [2]. In Fig-
ure 6.9(b) we highlight which day after sowing a group of plants
(i.e. genotype) developed four leaves (1.04), 10 leaves (1.10), 14
leaves (1.14) and later leaf-related stages (>1.14), respectively. In
accordance with the previous analysis based on plant size, we ob-
serve that ein2.1 and Col-0 reached successive growth stages more
rapidly than the other genotypes, with pgm and ctr1 producing
new leaves at a markedly slower pace than the wild type. A pair-
wise Tukey–Kramer comparison (following a significant repeated-
measures ANOVA ) on leaf count data, as plotted in Figure 6.9(a),
confirmed that adh1, pgm and ctr1 differed from the wild type (P <
0.05).
For the purpose of the validation of the leaf count algorithm,
all image data were labelled by a human expert (with the use of
the annotation tool) to associate the number of leaves in each of the
1, 248 plant images in our data set, which was then used to train and
evaluate the method. Figure 6.9 shows the time series of the number
of leaves for each genotype (Figure 6.9c) and growth progression
bar (Figure 6.9d), as derived from the expert annotations. One
can readily observe that growth trends are in agreement between
predicted and ground-truth (expert) counts (Figure 6.9a,c). This is
also evident when visualized with growth progression bars [2] of
the predicted (Figure 6.9b) and expert-derived data (Figure 6.9d),
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Table 6.3: Quantitative performance of the leaf counting algorithm
in Phenotiki.
Phenotiki GLC [7]
Training Testinga Training Testing
DiC 0.032 ± 0.772 0.186 ± 0.995 0.186 ± 0.995 0.247 ± 0.143
|DiC| 0.580 ± 0.509 0.702 ± 0.728 0.880 ± 0.779 1.048 ± 1.000
MSE 0.596 1.022 1.380 2.096
R2 0.967 0.939 0.926 0.876
We compared the original algorithm described in Chapter 4 and the extended
version proposed in this chapter. Difference in count (DiC), absolute difference
in count (|DiC|), mean squared error (MSE) and coefficient of determination
(R2). Lower DiC, |DiC| and MSE are better, whereas higher R2 is better. The best
results are highlighted in bold.
These data, following typical practice in machine-learning literature, reflect
performance under a random sampling of the sets that we train on and test on. We
follow a strict subject-out 50% split of the complete data. The data set includes 24
plants imaged for 26 days. The data set is split into two halves, randomly selecting
12 plants each time (and all the pictures of a plant across time) as a training set
and the remaining 12 plants as a testing set (used to assess generalization error),
ensuring that both subsets include examples of all genotypes (Col-0, adh1, ctr1,
ein2.1 and pgm). Hence the values of DiC and |DiC| reflect the average and the
standard deviation on each set, whereasMSE and R2 are, by definition, aggregates.
a If we are to repeat this random split many times (in machine learning this is a
form of cross-validation) we see that performance remains the same, with average
and standard deviations of the same measurements as 0.041 ± 0.154 (DiC), 0.841
± 0.067 (|DiC|), 1.335 ± 0.180 (MSE), 0.923 ± 0.008 (R2). This indicates stability
with respect to the set that we train on.
demonstrating that our algorithm can detect the specific growth
stages of a plant (principal growth stage 1, [2]).
Quantitative analysis is shown in Table 6.3, reporting four evalu-
ation metrics [7, 67]. With respect to the algorithm presented in [7],
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Phenotiki adopts an extended version that relies on image features
and also plant genotype and projected leaf-area variables to estimate
the number of leaves. The results produced by the algorithm agree
with leaf counts made by expert inspectors (R2 = 0.94 on the testing
set), with mean and standard deviations of less than 1 in absolute
count (|DiC|). Automated leaf counts differed from an expert’s
manual count by not more than one leaf in 83% of examples.
As a further validation, we evaluated whether interchanging
the expert data with the automated predictions had any effect in
statistical comparison testing. Table 6.4 compares the results of
the pairwise Tukey–Kramer comparison (following a significant
repeated-measures ANOVA ) between count data of different geno-
types obtained with the expert data and the automated counting,
respectively. Observe that the P values are close to each other and at
the 0.05 significance level the phenotypic conclusions are the same.
6.5 Impact of Phenotiki
Since the publication of the accompanying manuscript [3],2 Phe-
notiki has been employed in different countries and research groups.
We also tracked the people who downloaded the analysis software
presented in this chapter, asking them to fill in a form on the website
(http://phenotiki.com), before downloading the software. As
of now, the software has reached 71 unique downloads from all over
the world. In Figure 6.10, we plot the number of unique downloads
per country of the Phenotiki Analysis Software. Mostly of the requests
come from academic institutions (universities or research centres).
However, some commercial stakeholders have also requested the
software, showing that our system has raised interest outside the
academic environment as well.
2The paper has been cited 21 times (data collected the 08th October 2018 from
Google Scholar).
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Table 6.4: Statistical significance of differences in leaf count between
genotypes is not affected by using the leaf count algorithm. Shown
is the pairwise post-hoc comparisonwith the Tukey-Kramermethod
between leaf count data of Col-0 and the other genotypes, following
a two-way repeated measure ANOVA testing once on RaspiCam
derived data analysed with Phenotiki and once on manual anno-
tation by an expert, separately. No difference in the significance of
the tests is observed between results obtained with Phenotiki and
manual annotation, respectively. Sample size (24 subjects, 52 time
points) is equal among the two tests.
Genotype Genotype Mean Std P-Value 95% Conf. Interval
(I) (J) Diff Error L. Bound U. Bound
Phenotiki
Col-0
adh1 1.1494* 0.3033 0.0096 0.2373 2.0616
ctr1 3.3240* 0.2860 <0.001 2.4640 4.1839
ein2.1 -0.6217 0.2860 0.2315 -1.4817 0.2383
pgm 1.8529* 0.2860 <0.001 0.9929 2.7128
Manual
Col-0
adh1 1.3471* 0.3932 0.0209 0.1647 2.5295
ctr1 3.5962* 0.3707 <0.001 2.4813 4.7110
ein2.1 -0.7731 0.3707 0.2664 -1.8879 0.3417
pgm 2.2423* 0.3707 <0.001 1.1275 3.3571
*The mean difference is statistically significant at the 0.05 level.
6.6 Extending Phenotiki
Currently, we are extending the Phenotiki Sensor and the Phenotiki
Analysis Software to cope with the plant root analysis.3 Specifically
for this project, we analyse images of the root system architecture
(RSA) of the chickpea plant (Cicerum arietinum L.).
Plants are grown inside an affordable rhizotron (calledmesocosm)
3BBSRC project #BB/P023487/1 “Improving root system architecture for enhanced
drought tolerance and nutrient use efficiency in semi-arid agriculture of chickpea”. Princi-
pal Investigator: Peter Doerner.
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Figure 6.10: Number of downloads of the Phenotiki Analysis Software
per country.
of size 1500×450×6 mm, using real soil. A mesocosm is fitted with
a pane to allow root visualisation and imaging. In order to acquire
images to the whole height of the mesocosm, we used five Phenotiki
Sensors placed at ∼ 0.8m distance from the mesocosm, installed in
an imaging station that allows picture acquisitions under controlled
conditions (c.f. Figure 6.11). Cameras are placed ∼ 30cm distance,
such that the field of view of neighbouring sensors overlaps. To
reduce glass reflection and refraction, the station is fully covered
with black velvet, blocking undesirable ambient light from interfer-
ing with the acquisition process. Since no light enters, lights are
necessary to illuminate the scene. The imaging station is equipped
with two LED strips (colour temperature of 6, 000◦K), as shown in
Figure 6.11(B).
Since images have to be taken simultaneously, we implemented
amulti-sensor image acquisition protocol, where one sensor is set as
master, and the others as slaves. The master sensor enables a hot-spot
WiFi network to allow the slaves to connect to it. Users can still in-
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Figure 6.11: Camera station setup to acquire images of chickpea
RSA. (A) Camera station; (B) LED strip close-up; (C) Phenotiki
sensors arrangement. The image station is covered by black velvet
during acquisition.
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teract with the sensors through the web interface (c.f. Figure 6.6(b)).
When a sequence is being acquired, the master triggers all the con-
nected slave sensors to acquire an image. When all the slaves have
finished, the master is notified and collects the images from all the
slave devices. This distributed image acquisition protocol increases
the field of view to image fully the mesocosms.
Differently from the original Phenotiki setup [3], we used a
camera sensor with adjustable focus.4 In order to compensate for
the lens distortion, we calibrated all the cameras with a ChAruco
board [157]. We acquired ∼ 20 pictures per camera to compute the
homography matrix necessary to remove the distortion [158].
When a sequence is acquired, images have to be glued together
(stitched). To successfully stitch the images, it is necessary to extract
robust points from the overlapping regions. To assist the stitching
process, we placed a set of fiducial markers [157] alongside the field
of view of the sensors. Once markers were detected, they provide
robust points for the stitching. However, due to the non-linear na-
ture of the lens distortion, fiducial points were not enough to obtain
a suitable image stitching. We augmented the number of robust
points, by extracting scale-invariant key points from the images [13],
as shown in Figure 6.12(A1). We perform pairwise stitching (c.f.
Figure 6.12(A2)) to obtain the entire image (Figure 6.12(B)).
When the imageswere stitched together, we applied a simple, yet
effective algorithm for root segmentation to remove the background.
Due to the controlled acquisition conditions, roots appear very
bright (high pixel intensity) w.r.t. the soil (low pixel intensity).
Firstly, we converted the image into the CIELAB colour space andwe
retained the Luma channel for segmentation. We extracted 160×160
non-overlapping patches from the image and we found the most
suitable threshold value τ , using Otsu’s method [159]. Although
this algorithm found the most suitable τ from a bimodal colour
intensity distribution, a patch could not contain root segments (e.g.
4Additional information available at https://www.waveshare.com/rpi-
camera-b.htm.
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Figure 6.12: Chickpea images stitching. (A1) Robust keypoint de-
tection and matching [13]; (A2) Pairwise image stitching; (B) Full
image stitching result; (C) Root segmentation.
all soil). Therefore, a patch was segmented if τ was within the
range [a, b].5 This method guarantees that (almost) all the white
pixels in the segmented images belonged to root. However, the
resulting image is undersegmented (e.g. some roots are missing
from the segmented image). To solve this, we iteratively extract
160× 160 patches from the points where roots were detected in the
previous step. We find τ using Otsu’s method, but the threshold
value was accepted if τ ∈ [a+ 20, b] (a more restrictive constraint).
This procedure is repeated for each root pixel, until no more roots
was found. Lastly, we applied morphological opening and closing
operators to remove the noise. An example of the output of this
segmentation method is displayed in Figure 6.12(C).
We are currently planning to include this new functionality and
others within the Phenotiki Analysis Software, together with other
algorithms to, for example, extract root traits.
5In our experiments, we used the range a = 125, b = 170.
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6.7 Discussion
In this chapter, we presented a tool to allow experts in plant pheno-
typing to annotate plant images. Using the graphical user interface,
users can place a scribble on each leaf, such as dots or lines. Using
a segmentation algorithm based on random walk [26], our semi-
automatic tool can generate a per-leaf plant segmentation. Later,
this annotation tool was bundled within the Phenotiki Analysis Soft-
ware [3]. Although the algorithm underneath the segmentation tool
remained unchanged, we improved user interface and front-end
functionality. In the future, we are planning to extend our software
to analyse root system architectures.
Our tool helped expert users to reduce the annotation time to
∼ 2 minutes. However, with an increasing amount of unlabelled
plant images, experts need help in the annotation process to ease
the burden. For this reason, we want to investigate the possibility of
employing non-experts in the annotation task. Recently, several plat-
forms have been made available to involve the internet community
in scientific projects.
In the next chapter, we discuss how crowdsourcing can be used
to train volunteers to annotate plant images. Specifically, we used
the Zooniverse web platform, designed to involve citizen scientists
in annotating the images used in research projects. We measured
the inter-observer variability within experts and non-experts when
annotating plant images with the annotation tool and we compared
this variability with the non-expert inter-observer variability of the
citizen scientist.
7
Crowd Sourcing and Inter-Observer
Variability
The annotation tool presented in the last chapter allowed us to
annotate and segment leaves from plants, reducing drastically the
time required to perform such a task. However, there are many
images that have not been annotated yet and experts cannot to the
entire job alone. Therefore, it is necessary to look for annotators that
can do this job, possibly remotely. In this chapter, we present our
work on how we collected annotation data from the crowd sourcing
platform Zooniverse (https://www.zooniverse.org).
The question that arises at this point is: are citizen scientists re-
liable? We will also study the intra- and inter-observer variabil-
ity amongst experts and not-experts. In the medical community,
variability among observers is known to exist and has been ac-
cepted [160]. Also experts in plant breeding, diseases, and taxonomy
This chapter is based on:
• M. V. Giuffrida , F. Chen, H. Scharr, and S. A. Tsaftaris. “Citizen crowds
and experts: Observer variability in image-based plant phenotyping”. The
Plant Methods, 2018.
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agree that variability exists [161–164]. For example, several stud-
ies [165–167] have been used as de-facto references for discussing
rater disagreement when visually scoring leaf diseases on the basis
of scales. At the same time they have become motivating references
advocating that image analysis systems can help reduce rater vari-
ation [168]. They have been also perused in advocating the use
of digital imaging itself as opposed to on site surveys with rating
scales [169]. Even the image-based phenotyping literature has been
perusing these works [170, 171]. However, an extensive literature
review has not found a comparison of raters on visually quantifiable
traits or phenotypes.
7.1 Motivation
Estimating observer variability is crucial because it primarily allows
us to put bounds on effect sizes and devise annotation strategies
that minimise annotation effort (e.g. by splitting annotation effort
amongmany observers). At the same time, by evaluating agreement
comparing experienced (expert) and non-experienced (non-expert)
observers, we can evaluate the potential of using non-experts for
simple well-defined annotation tasks. It also allows us to put the
performance of algorithms in comparison to intra- or inter-observer
variation and assess how close we are to achieving human perfor-
mance. It may even permit us to devise different algorithmic ap-
proaches that learn despite the presence of disagreement [172,173].
Equally exciting is the potential to explore how the use of com-
mon citizens can be used to not only annotate data for machine
learning but as being part of a phenotyping experimental pipeline.
The introduction of Amazon Mechanical Turk (AMT, https://
www.mturk.com/) that permits the use of humans (via fee) in solv-
ing computer based microtasks in combination with annotation
frameworks (e.g. LabelMe [174]) has led to an explosion of the
potential use of crowdsourcing – a term coined by Jeff Howe in
2006 [175]. It has been used for a variety of tasks already, even
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for plant research e.g. http://photonynq.org. However, there
have been ongoing debates as to how one can control the quality of
outcomes because in principle, crowdsourcing allows ‘anyone’ to
contribute. More recently, citizen-powered platforms, where vol-
unteers participate to help with a task, as opposed to receiving a
reward (a payment in real [AMT] or virtual money [Gamification]),
have received particular attention by many researchers.
In this chapter, we will use Zooniverse, which allows researchers
to build projects to collect data from thousands of people around
the world, in order to support corresponding research. Several ex-
citing projects have used the platform already: for example, in [77]
used the data from a penguin watch project to automatically count
penguins in the wild. We aim to estimate observer agreement with
a simple, yet expertly designed, image-based observational study.
We select images of Arabidopsis thaliana (taken from a dataset in
the public domain [6]) and ask several observers to count leaves
using a variety of setups in a controlled fashion. At the same time,
we included the same images within a larger citizen-powered re-
search project that runs on Zooniverse. Specifically, we aim to assess
whether:
i. variations exist between the same observer (intra-observer);
ii. computer-aided counting, using a specifically designed anno-
tation tool, helps to reduce variability compared to straight-
forward visual observation;
iii. observers differ from each other (inter-observer);
iv. higher resolution reduced observer variability;
v. observer variability has any statistical influence in separating
a cultivar of known different leaf growth w.r.t. wild-type;
vi. time needed for annotations depends on expertise;
vii. we can simulate the effects of randomly sampling from an
observer population on statistical inference;
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viii. counts from a citizen-powered study can be used for pheno-
typing; and
ix. a recent ML algorithm that predicts leaf count from plant
images performs within the variation of observers.
7.2 Methods
We recruited 10 annotators: 5 who have experience with image-
based plant phenotyping (shorthanded below as ExP) and 5 who
do not have experience with phenotyping but yet have experience
with images (shorthanded hereafter as NExP) to annotate a subset
of the Arabidopsis dataset in [6]. Specifically, each annotator had a
set of different tasks to accomplish using visual tools or simple ob-
servation designed to assess the influence of the factors considered
in this study. Details of the approach taken are provided below.
7.2.1 Employed Data
The data used in this study have been collected using the Phenitiki
sensor [3]. Images of two cultivars were selected (the wild-type col-0
and pgm), 5 replicates each every other day at 8am (i.e. every 48
hours). pgm is known not to be able to accumulate transitory starch
due to a mutation in the plastidic isoform of the phosphoglucomu-
tase, which is required for starch synthesis and overall is known to
be smaller than the wild-type [176]. Furthermore, pgm was recently
shown to produce new leaves at a pace lower than wild-type [3].
Thus, we knew a priori that these cultivars should show differences
in a longitudinal assessment of leaf count. The sampling frequency
chosen (every 48 hours) results in 13 time points per each plant, pro-
viding 130 images overall for annotation. This sampling frequency
was chosen after statistical power analysis on the sample size of an
ANOVA experiment [177] drawing effect sizes reported in [3].
Images were cropped such that a plant appears centred in the
field of view. Plant images from the Raspberry Pi camera had an
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effective resolution of 300 × 300 pixels (hereafter shorthanded as
RPi), whereas the ones from the camera with movable optics had
470× 470 pixels (shorthanded as Canon). In addition, to properly
test intra-observer variability eliminating asmuch as possible effects
of visual memory, a copy of all images was created, where images
were artificially transformed by random 90◦, 180◦, 270◦ rotation
or horizontal/vertical flip. These transformed datasets are short-
handed as RPi’ and Canon’. Data within each set were randomized
to break temporal consistency and within genotype associations
and to satisfy an identically independently distributed (IID) data
source design.1 Dataset names were obscured as A (RPi), B (Canon),
C (RPi’), and D (Canon’) such that observers were blinded to what
the sets meant and reduce possible bias in ratings.
7.2.2 Study Design
A customised graphical user interface, based on the annotation tool
in Phenotiki (c.f., Section 6.4.2) was developed. The tool prompted
the user to select a dataset for annotation (from A, B, C, D) and the
selected list of images was automatically loaded. For each image,
the observer could place dot annotations marking every leaf they
could identify. Critically dots remained visible throughout a plant
annotation helping the annotator keep track of visited leaves. When
the observer was done, they could proceed to the next plant. Zoom
and pan functionality were available to help observers visualise
scenarios such as small emerging leaves and occlusions. Annota-
tion timing was recorded but observers were not aware of this fact.
Annotation timing (per plant) was calculated as the time elapsed
from the first and last leaf annotation for a given plant.
Experienced (with image-based plant phenotyping) and non-
experienced observers were recruited to participate in this observa-
tional study. They were provided with a description of the purpose
1This more closely emulates how experts rate data with visual scales in the
field since there is an inherent assumption that previous ratings and images of the
scene are not used as reference.
CHAPTER 7. INTER-OBSERVER VARIABILITY 137
Figure 7.1: Screenshot of the Zooniverse site used here showing
annotations and the confidence question.
of the study, and were asked to consent to participate in the study.
They were shown a guide and an introduction to the annotation
tool to ensure a common baseline. Specifically, we showed them
examples of good plant annotations, where they were asked to mark
leaves at the centre of the leaf blade (or the most visible area in case
of severe overlap). Each observer was assigned two or more of the
datasets to rate and count leaves. The order of the datasets shown
was randomised and never of the same orientation (e.g. if one was
shown A the next dataset would be C or D) to minimise effects of
memory. To further reduce memory effects a 10 minute break was
enforced between annotation tasks.
Some observers were asked to rate the images also without the
use of the tool, but recorded leaf counts in a spreadsheet after shown
an image.
Time to complete each set was recorded in addition to the times
recorded by the tool itself (see annotation timing above).
7.2.3 Citizen-Powered Study
The A data (RPi) were included as part of a larger citizen-powered
study (“Leaf Targeting”, available at https://www.zooniverse.
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org/projects/venchen/leaf-targeting) built on the online
platform Zooniverse (https://www.zooniverse.org/). Using
the Zooniverse application programming interface (API), an anno-
tation work-flow was designed that showed an image to a user via
a web browser. The users (random visitors) were asked to view a
tutorial on how to annotate leaves. The task essentially involved
placing a dot annotation on each leaf, thus retaining the character-
istics of the interface used in the fully controlled study described
previously. Users could as well zoom in and out and delete dot
annotations. Users were also asked to answer a question after each
plant was annotated as to their confidence in having annotated all
leaves (encoded as Yes: 3, Not sure: 2, Missed leaves: 1). An exam-
ple of an annotated image along with the interface and questions
seen by the users are shown in Figure 7.1. We note that the users
have the option to log in to the platform and also to comment about
images where they can discuss issues related to the image or the
task in general. We set the work-flow to repeat the same image 8
times after at least all images have been annotated 3 times; images
for annotation are shown at random and thus annotations can be
treated as IID and the same image is not rated by the same user.
The system exports complete information for each annotated image
such as image ID, user name (or unique IP), time, the locations and
number of dots, and the response to the confidence question
7.2.4 Statistics and Evaluation Metrics
A variety of descriptive and summary statistics as well as several
statistical methods were used to evaluate agreement in the con-
trolled experiment. We note that in the case of discrete counts and
heavily zero inflated differences (when comparing counts between
observers) many of the common statistics and visualisationmethods
can lead to misinterpretations. Thus, between a reference observer
(XR) and one of the other observers (Xo), we adopted the evaluation
metrics discussed in Section 2.4. In addition, we also use the Krip-
pendorff’s alpha, which is an index of inter-observer agreement [178].
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(We used the mALPHAK implementation in Matlab [179] treating
counts as a ratio scale variable comparing XR and Xo).
To visualise agreement between pairs of observers we used a
modified version of the Bland-Altman (BA) plot [180] in conjunction
with the histogram of count differences. For the BA plot, we plot
colour labelled squares with square colour varying according to
how many points agree on the same coordinates. This is necessary
since we observed that in scatter plots of discrete quantities, points
will overlap misrepresenting the true distribution of the data.
Finally, while evaluating agreement is interesting on its own,
we also considered an application-driven measure of agreement by
estimating a mixed effect repeated measure two way ANOVA on
count data as employed in [3] for the two cultivars. By this, essen-
tially we test whether any observable differences exist in between
cultivar longitudinal trends obtaining average counts using a dif-
ferent set of observers. We treated subject ID (i.e. the replicate) as
a random effect whilst all other as fixed effects. To not over-inflate
degrees of freedom we treated time as a continuous predictor. Of
particular interest is the interaction term between time and cultivar
(cultivar*time hereafter), since this is the term that tests longitudinal
differences between the cultivars.
7.3 Results
7.3.1 Intra-Observer Variability
We assessed this via a second reading from the same observer using
the tool. In Figure 7.2A we plot histograms and Bland-Altman (BA)
plots for two observers on the datasets A, C (ie. same as A but with
geometric changes). Considering also the corresponding rows in Ta-
ble 7.1, we can see that intra-observer agreement overall is excellent,
with the NExP observer showing slightly higher variation (higher
standard deviation) and decreased agreement (alpha) compared to
ExP.
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Figure 7.2: A Intra-observer variability of experienced (A1) or non-
experienced (A2) observers in RPi. B Influence of the tool in intra-
observer measurements in experienced (B1) or non-experienced
(B2) observers in RPi
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7.3.2 VariabilityBetweenTool andSpreadsheet-BasedCount-
ing
To assess whether the tool contributes to lower variability in intra-
observer measurements, in Figure 7.2(b) we show histograms and
BA plots comparing counts obtained via the tool or spreadsheet
measurements using the same, ExP or NExP, observer, shown re-
spectively left and right. Note that deviation is higher when com-
pared to the intra-observer findings using the tool alone (previous
paragraph). It appears that the tool has less effect (smaller devia-
tion) to an ExP, whereas it seems to help reduce variability for NExP.
This adheres to comments of NExP observers stating that when leaf
numbers are high, and plant structure appears complex, it is hard to
keep counting the leaves manually without visual reference result-
ing in frequent restarts of counting (even 3 times). We note that the
tool retains the placed dots visible to precisely help visual memory.
The same conclusions can be drawn from the statistical numbers
shown in Table 7.1, however with slightly decreased agreement in
the NExP observer.
All the results presented in the following refer to tool-based
annotations.
7.3.3 Inter-Observer Variability
To assess inter-observer variability we selected one experienced
observer as a reference and compared against other ExP and NExP
observers (a total of 9), which allows us to be concise (e.g. by show-
ing representative comparison pairs instead of all possible com-
binations). Although this approach does not take into account
observation error of the reference observer, the chosen observer had
the smallest intra-observer variation (see entry marked with a ’*’ in
Table 7.1).
Figure 7.3(a) and Figure 7.3(b) visualise inter-observer agree-
ment in the case of RPi and Canon, whereas Table 7.1 offers statistics.
Overall we see that agreement is excellent independent of experi-
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Figure 7.3: Inter-observer and influence of resolution. A: Inter-
observer variability among experienced (A1) or non-experienced
(A2) observers in RPI; B: same as in A but in Canon data. (This figure
continues on the next page)
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Figure 7.3: (continue from the previous page) C: Variability of expe-
rienced (C1) or non-experienced (C2) observers when comparing
counts of the same observer in RPi and Canon data.
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Table 7.1: Measurement of agreement between experienced and
non-experienced observers. For shorthand definitions see text. For
DiC and |DiC| average and standard deviation are reported. Note
that these correspond also to bias and limits of agreement (when
standard deviation is multiplied by 1.96) of the Bland-Altman plots
reported. ↓means lower is better, whereas ↑means higher is better.
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ence. At times experienced observers appear to disagree more
particularly when resolution is higher. This is likely attributed to
how experienced observers appreciate new leaf emergence and
particularly if they are trained to see it or not.
7.3.4 Influence of Resolution on Intra-Observer Variabil-
ity
This variation among experienced observers becomes also evident
when comparing the same observer and their annotations when
resolution alters (Figure 7.3(c) on page 143). The ExP observer (who
is also the reference) tends to underestimate when resolution is
lower. Whereas the NExP observer shows less under-estimation
and higher agreement. It appears that NExP observers may miss
young leaves independent of resolution (as they are not trained to
see them) whereas the ExP observer misses them only on lower
resolution.
7.3.5 Influence ofObserverVariation inLongitudinalAnal-
ysis
In Figure 7.4, we show per-day average leaf count for each cultivar
(i.e. averaging across replicates) when using annotations from dif-
ferent sets (and numbers) of observers for the RPi data. The top row
refers to using a single ExP or NExP observer i.e. averaging within
the population of each cultivar (panel A); whereas the middle row
refers to a group of observers within their expertise, averaging first
across observer annotations, and then across replicates (panel B).
Panel C is similar to B but averages across all observers. The plots
show average leaf count (within the population of each cultivar) and
1 standard deviation (shading) from the mean of the population. It
is evident that given the effect size of the chosen cultivars, trends of
average leaf count are expected even when using a single observer,
albeit the ExP observer shows less variation. When combining ob-
servations across a group of observers trends still show clearly and
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Table 7.2: F and p-values for the ANOVA tests corresponding to
the plots in Figure 7.4. Only time*cultivar interaction is shown
corresponding to the factor of interest (longitudinal trend). Results
with ‘All’ and Consensus citizen average (or max) across per-plant
observations.
Sum Sq. F p-value
A single ExP 47.816 43.775 0.000167
A single NExP 47.170 30.017 0.000588
All ExP 56.264 34.661 0.000367
All NExP 49.533 29.116 0.000649
All observers 53.219 32.280 0.000464
Consensus Citizen (average) 66.923 19.044 0.0024
Consensus Citizen (max) 76.855 23.713 0.0012
one may even argue that averaging across NExP tends to perform
even better than a single NExP observer (compare panel B and A).
In Table 7.2 the results of the statistical ANOVA experiment are
shown focusing only on the interaction termof interest (time*cultivar).
We can see that in all cases the interaction is significant (p ≤ 0.05)
confirming the visual findings of Figure 7.4 and analyzed above.
Note that although the smoothing effect is evident in the plots, when
using more observers slightly increases the p-value (decrease of the
F score). This could be attributed to the fact that when using a
single observer their behaviour (e.g. tendency to under-estimate)
may be considered a fixed effect which is captured in the intercept,
whereas using a population of observers (even of the same exper-
tise) this may not be captured by the specification of the ANOVA
model.
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Figure 7.4: Average longitudinal count curves (solid) of the two
cultivars [red: col-0; blue: pgm] and 1 standard deviation (shaded
area), shown in A: relying on a single experienced (left: A1) or
non-experienced observer (right: B1); B: relying on all experienced
(left: B1) or non-experienced (right: B2) observers; C: relying on all
together; and in D: relying on the consensus citizen
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7.3.6 Time Results
Overall, we find that on average observers using the tool spent 48
minutes to annotate 130 plants for an average of 21 seconds per
plant. Observers using the spreadsheet took on average 42 minutes.
These findings were obtained by recording start and stop times of
5 observers in a controlled setting and provide aggregate timing
information across an annotation task.
On the other hand, by keeping track of time when annotations
were placed using the tool, more precise per leaf timing annotations
were obtained (see Methods). Since this approach assumes that
observers continuously label leaves, which may not hold if they take
a break whilst labelling a plant, times greater than 200 secs were
considered outliers and were excluded from analysis.
Recording the time required to annotate a plant, we found
that there is no statistical difference between experienced and non-
experienced observers (p-value 0.245). On average, within the 21s
required to annotate a plant, only 8.5s were used to actually com-
plete the task. (In general, an annotator takes 1.10± 2.15 seconds
per-leaf). We argue that annotators use the remaining time to assess
how to annotate a plant and evaluate the quality of their own work.
In fact, several annotators were double-checking their work after
they finished to annotate all the leaves. We found this by analysing
the timestamps recorded for each annotation. For some plants, the
last annotation was placed after 40 minutes from the first one on the
same image. Moreover, we also found no correlation between errors
and time. Specifically, comparing the leaf count with the reference
expert, the DiC is not affected over time.
7.3.7 Simulating a Citizen-Powered Study
Given the number of available observers onRPi (9 observers) and the
a priori knowledge of their experience, it is of interest to explore: (i)
the effects of using multiple observers for phenotyping by reducing
their load (i.e. not having to annotate all images but a fraction of
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them) and consequently; (ii) the potential of using citizen-powered
research platforms for phenotyping (where experience could be an
unknown factor).
At first instance we wanted to simulate how many annotations
we need to still maintain the phenotyping findings of the previous
section: i.e. that there is an effect between time and genotype in
the ANOVA setup. For this purpose, we set up a Monte Carlo
simulation study that at each trial randomly draws a sampling
matrix with K observations per time point. For example, for two
observations per time point, this matrix hasK = 2 ones per row (a
row is an observation) for a total of 260 ones (the rest being zeros).
The placement of ones select from which annotator an observation
is obtained for this time point. For more than 1 annotation per time
point (i.e. plant image), annotations across observers are averaged.
We variedK = 1, 2, 3 drawing from all available annotators (n =
9) or only from experienced (n = 5) or non-experienced observers
(n = 4) to inspect the influence of mixing experience in annotations
in the overall result. At each trial we run the ANOVA experiment
and record the p-value of the interaction term (time*cultivar). We
draw 500 trials for each variation of setup (K and the observer
groups) and finally obtain summary statistics of the distribution of
the p-values among the 500 trials, namely minimum, maximum,
mean, standard deviation, and kurtosis (a notion of symmetry and
normality).
Table 7.3 reports the findings of this study. Overall it can ob-
served that, independently of the number of annotations used or
the experience of observers, the p-value is not statistically signifi-
cant (the max p-value is always below the significance threshold).
This is telling since even 1 annotation is enough for the effect size
observed in these cultivars. With 1 annotation per time point, with
9 observers this would have an effect of reducing annotation effort
per-observer to 11.1% of the dataset (i.e. 14-15 plants per each ob-
server). As expected the more observers the better; but sampling
only from experienced observers did not necessarily outperform
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Table 7.3: A simulated citizen-powered experiment. P-values cor-
responding to an ANOVA test randomizing the number of obser-
vations available per each plant at a specific time point. Process is
repeated sampling from any of the observers (i.e. the sampling may
contain a mix of experienced and non-experienced observers) or
only from experienced (ExP) or non-experienced (i.e. NExP) ones.
K min max mean std kurtosis
any 1 0.00003 0.00819 0.00124 0.00113 10.34
any 2 0.00002 0.00729 0.00120 0.00112 8.98
any 3 0.00010 0.00235 0.00061 0.00032 6.49
ExP only 1 0.00000 0.00726 0.00102 0.00103 9.58
ExP only 2 0.00004 0.00306 0.00057 0.00040 9.29
ExP only 3 0.00008 0.00150 0.00047 0.00021 5.35
NExP only 1 0.00008 0.00378 0.00100 0.00065 5.71
NExP only 2 0.00023 0.00174 0.00078 0.00028 3.49
NExP only 3 0.00033 0.00124 0.00069 0.00015 3.19
sampling only from non-experienced ones. Given the leptokurtic
characteristic of these distributions (high kurtosis), the distribu-
tions are highly peaked around the mean with values concentrating
around these. Overall, while the max indicates the worst expected
result, results around the mean are to be expected as more typical.
7.3.8 Results from the Citizen-Powered Study
The study was launched on May 1st 2017, and by June 1st, approx-
imately 5000 user annotations were available on a dataset of 1248
images, including the 130 RPi images used in this paper, with each
image having at least 3 user annotations. Data were extracted from
the Zooniverse database and a similar statistical analysis as to the
one outlined above was carried out.
Of the 5000 annotations 4 Zooniverse users were responsible for
annotating close to 10% of the data, as we can see in Figure 7.5(a).
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Figure 7.5: Citizen distribution and variability. A) Number of im-
ages annotated per user (citizen); B) Relationship between leaf count
variation and average user confidence per plant; C) Variability be-
tween the consensus citizen and the reference observer; D) Variabil-
ity between the consensus citizen and a random selection of counts
(from the 3 available per-plant).
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Most users contribute few annotations (long tail to the right), and
not surprisingly most of the users are logged in (shown as black
stem line without a marker in Figure 7.5(a)), which implies that they
are frequent contributors to the platform.
Of particular interest is to explore if the self-reported confidence
(answering the question on whether they believe they have anno-
tated all leaves) relates to the spread of leaf counts among users for
each plant. Figure 7.5(b) shows a two dimensional histogram of the
per-plant standard deviation of the reported leaf count among the
users with none referring to 0 standard deviation (i.e. annotations
agree fully) and the average confidence (averaging the confidence
question) for each plant of the 130 used in this study. An average of
3 shows high confidence (y-axis) vs. an average of 1 low confidence
(y-axis). Colour encodes probability of occurrence. Users tend to
agree with each other and their self reporting of confidence appears
to be consistent with their spread in counting leaves, since the upper
left quadrant sums to approximately 70% of occurrences.
We then estimated a consensus citizen by averaging counts
across the annotated counts for each plant. We compared this con-
sensus against the reference observer (from our controlled study)
and a random single selection of counts, which can be seen as se-
lecting one count per plant out of the 3 citizen provided counts
(shorthanded as sing. random in Table 7.1). The results of this anal-
ysis are shown in Figure 7.5(c,d) respectively. We see what there is
some variability among the reference observer and consensus citi-
zen (Figure 7.5(c)), with the latter underestimating counts (see also
related entries of DiC in Table 7.1). On the other hand variability
appears to be smaller within citizens (c.f. Figure 7.5(d) and entries
in Table 7.1).
Admittedly of most interest is to understand if citizens can be
used for actual phenotyping. We use the counts of the consensus
citizen and plot as previously averaged (and one standard devia-
tion) per cultivar counts as a function of time in Figure 7.4(d). We
can see that this plot closely resembles the others and particularly
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the one of using only non-experienced observers in our controlled
study. Equally the corresponding ANOVA experiment (last row in
Table 7.2) shows exactly the same findings since using the consensus
citizen counts yields a p-value still statistically significant, albeit
larger compared to the one of the controlled experiment. However,
a key difference between the two exists: in our controlled study all
observers rated all images, so perhaps fixed effects of each observer
may be captured in the intercept. Instead in the citizen experiment
all counts come from a large pool of observers. In fact, whenwe com-
pare the p-value of the consensus citizen (p = 0.0024) it is within
the min-max bounds we find in our simulated study reported in
Table 7.3.
Post-hoc, i.e. knowing that citizens underestimate, underesti-
mation reaches 0 if we use the maximum across annotated counts
(instead of average), and several other metrics improve including
the p-value of the ANOVA. In Table 7.1 and Table 7.2 this is shown
as consensus (max).
7.3.9 Variability Between Algorithmic Leaf Count and Ex-
perts
In addition to manual counting, we also tested a well-known leaf
counting algorithm [3,7] to assess whether algorithm error is within
(or outside) human variation.
For this experiment, we used the plant images used in [3], with
annotations performed by experts not involved in other aspects of
this study. Overall, this dataset contains 1,248 individual images
of plants, taken from five different cultivars (col-0, pgm, ein2.1, ctr,
and adh1 ). Specifically, images of ctr, adh1, and ein2.1 cultivars were
used as training set (728 images in total), whereas the images of
pgm and col-0 cultivars, which were also used in this study, were
employed as testing set (130 images in total). From the training
images, we learned a plant descriptor that derives image features
and the projected leaf area to learn a non-linear model to predict the
leaf count. It is noteworthy that the training set contains cultivars
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Table 7.4: Algorithmic leaf counting results obtained using the
method in [7]. Four metrics are reported. We first compare between
the algorithm and the 728 images in the training set (ie. how well
the algorithm learns). Then we compare how well the algorithm
predicts counts on a testing set of 130 images (also used in this
study) comparing the algorithm with the counts of the annotator
(that also was involved in deriving annotations for the training set).
Lastly we compare the annotator (the data of which we used to train
the algorithm and was not involved in this study) with the reference
observer used throughout in this study.
Algorithm vs. annotator Algorithm vs. annotator Annotator vs reference
Training error Testing error Inter-observer error
DiC ↓ 0.00 (1.07) -0.04 (1.31) 0.21 (0.75)
|DiC| ↓ 0.61 (0.88) 0.88 (0.96) 0.46 (0.62)
MSE ↓ 1.163 1.700 0.600
R2 ↑ 0.933 0.895 0.964
not included in the testing set, which makes this learning protocol
the most stringent condition as the algorithm has never seen the
mutants. After the model was trained, we calculated the evaluation
metrics in [3] in the training (728 images) and testing sets (130
images). In addition, since the expert observer that labelled the
images used to train the algorithmwas not part of this study, we also
computed the disagreement between this expert and the reference
observer used throughout this study.
As shown in Table 7.4, the algorithm learns well (agreement
between algorithm and annotator on the 728 training images the
algorithm was trained on). When predicting counts on the 130 test
images, the algorithm performs slightly worse when comparedwith
the same annotator involved in labelling the training set (middle
column). However, we can see that the algorithm is within inter-
observer variability which compares two expert annotators (last
column in Table 7.4). While on average the algorithm predicts the
correct leaf count on some images (mean close to zero) it appears
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that it is over or under-estimating counts on some, which explains
the high standard deviation and high MSE. We note that here the
algorithm carries two sources of variation (error): one of the an-
notator and one of the learning process itself. The latter can be
minimised, but the former unfortunately is harder to do so unless a
mixture of annotators are used.
7.4 Discussion
We showed that intra-observer variability remains low with expe-
rienced observers but non-experienced ones tend to vary more in
their second repeat reading using a visualisation tool. Our anno-
tation tool helps to retain mental memory and to reduce fatigue
overall lessening the potential for errors when plants become larger
and have more leaves. At the same time we showed that higher
image resolution helps, but not always with the same effect: higher
resolution aids the experienced user to find more of the smaller
leaves but non-experienced ones missed them more often indepen-
dently of resolution. Inter-observer variability is not significantly
greater than intra-observer variability. Overall observers tend to be
within plus/minus one leaf almost 80% of the time.
This agreement seems appealing but it might be random in na-
ture and we explored if it affects the use of observers in actually
identifying group differences in longitudinal counts. Repeat sta-
tistical tests showed that when we use one or more experienced
or non-experienced observers we still come to the same statistical
conclusion using an ANOVA test on the same longitudinal cultivar
comparison: we find, as expected, differences in trends between col-
0 and pgm as reported previously on the same data [3] (c.f. Figure 7.4
on page 147). Whether we use only experienced or non-experienced
observers has minimal effects on the statistical inference of the test.
Encouraging are the investigations using simulated and real data
from citizen-powered experiments. In real experiments we cannot
ensure the composition (in expertise) of the participating users and
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neither can we assume that the same user will annotate all the data.
However, our analysis on simulated data (where we can control the
composition) showed that having even 1 annotation per plant can
be sufficient to arrive to the same statistical conclusion (differences
in cultivar trends) but of course having more is better, reducing
variation. These findings held also in the real citizen-powered ex-
periment based on the Zooniverse platform. Leaf counting based on
algorithms while showing promise and progress does not yet meet
human performance necessitating further investigation in the area;
thankfully, collation studies [67] and challenges (e.g. the counting
challenge of the CVPPP workshop series https://www.plant-
phenotyping.org/CVPPP2017-challenge) on open data [6]
will help advance the state-of-the-art.
In this study, consensus was obtained through averaging across
annotations and treating time points independently, but alternative
mechanisms can be used to establish more consistent longitudinal
counts. For example, one can adopt several other consensus ap-
proaches that are data-agnostic [181] or if we assume that leaves
always emerge or remain the same in a succession of images but
cannot disappear, consensus can be derived using a dynamic fil-
tering approach. Alternatively, machine learning algorithms can
be used to learn directly from such repeated and imprecise (in ma-
chine learning speak: noisy) annotations potentially also obtaining
consensus estimates which should also help eliminate observer bias.
However, inmachine learningmuch effort has been devoted to noisy
annotations in classification tasks [172,173] but regression is a yet
unexplored area. A more radical approach, is to alter the design of
the annotation task completely: for example, users can be shown
pairs of images and can be asked to identify only ‘new’ leaves (if any
at all). Irrespective of the design of the annotation task, minimising
the amount of data requiring annotation by selectively displaying
(to the observers/annotators) only images that do need annotation
is always desirable. This has strong links to active (machine) learn-
ing [182] which displays images that are the most informative from
a machine learning perspective. Integrating this may be possible
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within a controlled lab annotation platform (as for example with
the CellProfiler [182] software) but doing so in Zooniverse is not
straightforward as images used in the work-flow cannot be altered
on the fly and a customised platform would be required.
Considering all these findings, we can conclusively argue that
while there is some variability among observers it is minimal when
evaluating quantitative traits like counting objects, even of very
different sizes. For the group (cultivar) effect sizes observed here
this variability had no effect in statistical inference. Clearly, not
all of these findings generalise to all (possible) human annotation
tasks. Findings on ’negative effects’, i.e. factors increasing annotator
variability, like fatigue, lack of suitable annotation tools etc. can
be expected to be also present for harder annotation tasks being
more challenging for humans. They are expected to generalize well.
However, ’positive effects’, e.g. observed discriminative power of
human annotations for the investigated task, cannot as easily be
generalized to other, especially more difficult tasks.
At the same time common citizens, empowered by easy to use
platforms, can greatly assist the effort of annotating images; at least,
when the overall task is broken down in elementary sub-tasks gen-
erally doable even by non-experts without detailed explanations.
Then common citizens can be used to provide annotations and drive
phenotypic analysis. Such annotations help to develop and evaluate
automated algorithms and allow to train machine learning-based
solutions. Using such platforms a higher annotation throughput
can be met than perhaps available locally in a lab, reducing signifi-
cantly annotation effort.2 It is time to consider how we can motivate
the participation of citizens and design annotation tasks that can
provide data of sufficient quality for other phenotyping tasks. This
will have not only an effect on phenotyping but also on introducing
this societally important problem to the broad public.
2We emphasize that Zooniverse is not an annotation platform per se and any
workflow presented should have a strong ethical and reward mechanism to be
accepted as a Zooniverse project. For tasks with a demanding rate and purely
annotation objective gamification and crowdsourcing should be selected.
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This approach, together to the annotation tool presented inChap-
ter 6, has an important drawback. The manual annotation of images
needs real images of plants. Although efficient in terms of the re-
liability of the annotation, the collections of plant images requires
a considerable amount of time. Taking as example the lifetime of
an Arabidopsis plant (c.f. Figure 2.1), several weeks are required
for the plant development. Once images are collected and plants
are individually cropped, the annotation collection via Zooniverse
needs the setup of a science project on the web portal. Only this
process required approx. 2 months. Once the project is accepted by
the Zooniverse community, several weeks have to pass in order to
give time to the volunteers to annotate the images. Therefore, from
the day of the sowing to the end of the data collection, it is likely
that a semester has passed.
Due to this limitation, in the next chapter we present a deep
neural network to artificially generate images of Arabidopsis plants,
using a conditional Generative Adversarial Network (GAN). We
learn the data distribution of the CVPPP 2017 dataset (only Ara-
bidopsis plants, c.f. Table 6.1). This allows us to sample from this
distribution to synthesise images of plants with a given leaf count.
This approach can reduce the time to release new plant datasets, by
producing artificial photo-realistic data.

8
Arabidopsis Rosette Image Generator
(through) Adversarial Networks
In this chapter, wewill show how to generate synthetic images of
Arabidopsis plants using deep neural networks. Here, the first deep
learning algorithm for plant phenotyping in this thesis is presented,
anticipating the next part, which accomplishes leaf counting with
deep architectures.
An attempt to generate rosettes was done in [183], where an
empirical model was created analysing 5 Arabidopsis plants of about
11 leaves. Sigmoidal growth models were fitted based on the sets
of plants under their study. Then, organs were dissected and leaves
were used to fit B-splines to obtain vector images. A dataset of
such generated Arabidopsis plants has recently been released in [80].
The issues of this model can be summarised as follows: (i) the
approach is confined on the manual observation of morphological
This chapter is based on:
• M. V. Giuffrida, H. Scharr, and S. A. Tsaftaris. “ARIGAN: Synthetic Ara-
bidopsis Plants using Generative Adversarial Network”, Proceedings of the
Computer Vision Problems in Plant Phenotyping (CVPPP), ICCVW, 2017.
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Figure 8.1: Schematic of the proposed method: a conditional gener-
ative adversarial network is trained to map random uniform noise z
into Arabidopsis plants, given a condition y on the number of leaves
to generate.
traits of a limited set of plants; and (ii) there is a lack of realism in
the generated images, that is the absence of texture on the leaves.
Here, we show how Generative Adversarial Network (GAN) [100]
can be trained to produce plant images. Although adversarial net-
works have brought many benefits, a main limitation is the lack of
direct control over the images generated. For instance, in the case
where we want to train a GAN to generate images of handwritten
digits from the mnist dataset [184], it would be reasonable to have
control over which digit to generate each time. For this reason Con-
ditional GAN [185] was proposed to overcome such limitation. In
this new formulation, generator and discriminator networks are
endowed with an additional input, allowing them to be trained
under certain conditions. In [186], the authors propose StackGAN, a
two-stage GAN conditioned on image captions. Specifically, Stage-I
generates coarse images, which are then provided to Stage-II to
obtain more realistic images.
Here, we will show how to generate Arabidopsis plants, using
a model inspired by [187], trained on the CVPPP 20171 dataset.
1Available at the following URL: https://www.plant-phenotyping.
org/CVPPP2017
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The network learns how to map random noise z into an Arabidopsis
plant, under a condition y. For our purposes, y encodes the num-
ber of leaves that the artificially generated plant should have. The
employed model, which we call Arabidopsis Rosette Image Generator
(through) Adversarial Network (ARIGAN), is able to create 128× 128
RGB images of Arabidopsis plants, as shown in Figure 8.1. We eval-
uate our model by generating an Ax dataset (using the CVPPP
dataset name convention) and provide this data to the leaf counting
algorithm presented in Chapter 4 to augment the training dataset.
8.1 Generative Adversarial Networks
In a GAN, there are two networks (agents) competing with each
other: the Generator (G), which creates artificial images; and the
Discriminator (D), which is trained to classify images coming from
the training set (real) and the generator (fake). The spirit of the GAN
is to improve G to create more realistic images, whilst D is trained
to distinguish between real and generated images. Training works
by improving in alternating fashion G or D, until an equilibrium is
obtained. Generally speaking, the generator and the discriminator
can be any network that satisfies the following criteria: (i) D needs
to take as input an image and has to output ‘1’ and ‘0’ (real/not
real); (ii) G needs to take as input random noise (e.g. drawn from
an uniform or normal distribution) and has to give as output an
image. LAPGAN [188] was proposed, which was able to produce
better quality images using Laplacian pyramids. A new successful
adversarial network providing outstanding results is Deep Convolu-
tional GAN [187]. The benefits of this model mostly stem from the
use of convolutional/deconvolutional layers for discriminator and
generator respectively and the lack of pooling/upsampling layers.
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8.2 Methodology
To generate images of Arabidopsis plants, we followed the DCGAN
architecture [187], but have added an extra (de)convolution layer
to generate 128× 128 images. In Figures 8.2 and 8.3, we show the
generator and discriminator model respectively. Both networks
share the same layer structure in reverse order. We provide further
details in the next sections.
8.2.1 Mathematical Background
A generative adversarial network has two models that train simul-
taneously: the generator G and the discriminator D. The generator
network takes as input a random vector z ∼ pz(z) and learns the set
of parameters θg to generate images G(z; θg) that follow the distri-
bution of real training images. At the same time, the discriminator
D learns a set of parameters θd to classify x ∼ p(x) as real images
and G(z; θg) as synthetic (or fake) images. The training process
maximises the probability ofD to assign the correct classes to x and
G(z), whilst G is trained to minimise 1 − D(G(z; θg)). Using the
cross-entropy as loss function, the objective V (D,G) to be optimised
is defined as follows:
min
G
max
D
V (G,D) = Ex∼pdata(x) [logD(x)]
+ Ez∼pz(z) [log(1−D(G(z)))] .
(8.1)
The optimisation of (8.1) can be done via stochastic gradient descent,
alternating the update of θd and θg.
In order to control the image to generate, we add y ∼ py(y) as
input that embeds the condition [185]. Therefore, we have a set of
real data (e.g., training set) Dr = {(xi, yi)}ni=1 for the discriminator
and a set of sampled data Ds = {(zi, yi)}ni=1 to train the generator.
Hence, we update (8.1), such that D(x; θd) becomes D(x|y; θd) and
G(z; θg) becomes G(z|y; θg).
The two networks, the generator and discriminator, could be
networks of any architecture. In the next sections we provide details
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Figure 8.2: The generator takes as input a variable z (random noise)
together with the condition vector y. These inputs are then provided
to two fully connected layers, where fc2 has the same amount of
hidden units of the first deconvolutional layer. The information is
then processed through 5 deconvolutional layers, where the last
one provides an 128x128 RGB image. The condition y is applied to
all the stages (fc and deconv layers). We showed it in the input only
for sake of clarity.
about G and D. We used convolutional deep networks to generate
images of Arabidopsis plants.
8.2.2 The Model G
Our model is inspired by [187], although we also added an ad-
ditional (de)convolutional layer to obtain 128 × 128 images. The
original model generates 64× 64 images which is not suitable for
Arabidopsis plants synthesis, where young plants might be only a
few pixels in size and mostly indistinguishable.
The input layer takes a random variable z ∼ U [−1, 1] concate-
nated to a variable y that sets the condition on the number of leaves.
A typical approach for the condition is to use a one-hot encoding
over the number of classes. We followed this approach, by con-
sidering the number of leaves as a category on which a condition
should be set, where C denotes the number classes. Hence, a vector
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y ∈ {0, 1}C will have all zeros, except for a ‘1’ located at the position
corresponding to a certain class of plants. The condition y within
the training set Dr corresponds with the ground-truth leaf count,
whereas the y in Ds is randomly sampled, such that yt = 1, where
t ∼ U[1, C] (namely, the ‘1’ is located in a random location and the
rest of the vector is filled with zeroes).
The so-formed input is then provided to two fully connected
layers, denoted as fc1 and fc2. The output of fc2 matches the size of
the filters for the deconv1 layer, such that the output of the last fully
connected layer can be easily reshaped. After 5 deconvolution layers,
a 128×128×3 output layer with tanh activation functionwill present
the generated plant image. We do not employ any upsampling, but
we use (2, 2) stride instead, such that the network learns how to
properly upscale between two consecutive deconvolutional layers.
We adopted 5× 5 filter size on all the deconvolutional layers [187].
Furthermore, the output of each layer is normalised [189] andpassed
through ReLU nonlinearity, before it is provided to the next layer.
Similar setups also hold for the discriminator model. Although not
graphically reported in Figure 8.2, the condition y is concatenated
throughout all the steps of the network. In fact, each output of the
fully connected layers has the vector y added. The deconvolutional
layers also have the (leaf count) conditions as additional feature
maps, spatially replicating y to properly match the layer size.
8.2.3 The Model D
Figure 8.3 visualises the discriminator model. It can be seen as a
inverted version of the generator, where the order of the layers is
flipped and deconvolutional layers are replaced with convolutional
ones. Also for thismodel, as discussed in Section 8.2.1, the condition
y is embedded at all stages of the network. Here, the last layer of
the network is a single node that outputs a binary value (fake vs.
real images), activated with a sigmoid function. Differently than
G, the discriminator uses Leaky ReLU [190] as nonlinearity at each
layer of the network [187], which has been shown to provide better
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Figure 8.3: The discriminator takes as input an RGB image concate-
nated with the condition vector y properly reshaped to be stacked
as an additional channel. The rest of the network is a reversed
version of G (c.f. Figure 8.2). The last node of the network is a bi-
nary classifier that discriminates between real and generated (fake)
images.
convergence for classification.
8.3 Experimental Results
In this section we show the experimental results of training the
ARIGAN. We implemented the network on Theano [191] and the
training was done on a NVidia Tesla K8 GPU. Training takes ∼ 10
minutes per epoch on our setup.
8.3.1 Dataset
We used the CVPPP LCC 2017 plant dataset to train our model.
These plant images are taken fromdifferent publicly available datasets
[6, 16], containing Arabidopsis (A1, A2, and A4) and Tobacco (A3)
plants. Specifically, the training annotated datasets are:
1. A1: 128 Arabidopsis Thaliana Col-0;
2. A2: 31 Arabidopsis Thaliana of 5 differents cultivars;
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Figure 8.4: Images used to train ARIGAN. We used the segmen-
tation mask to relax the learning process, due to the significant
variability of these setups.
3. A3: 27 Tobacco plants;
4. A4: 624 Arabidopsis Thaliana Col-0.
For our purposes, we did not use A3 (Tobacco) dataset, due to
the restricted number of images (27), compared to the Arabidopsis
plants. Hence, we trained our network with the A1+A2+A4 dataset
(c.f. Figure 8.4), containing a total of 783 images. Even though this
number of training images is much bigger than in the previous
CVPPP 2015 challenge,2 it is still low for training a deep neural net-
workwithmany parameters.3 To overcome this issue, we performed
dataset augmentation, by rotating the images by ten equidistant
2The A4 dataset was not included in 2015.
3Typically GANs are trained with data in order of magnitude of thousands or
millions images [187].
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angles of the range [0, 2pi), we also applied horizontal and vertical
flipping to further increase variability, obtaining an overall 30-fold
increase in the number of training images.
Input images were pre-processed to be all in the same size of
128× 128 by cropping (to be made square) and rescaling. In order
to match the output values of the tanh, we mapped the range of
values from [0, 255] to [−1, 1].
8.3.2 Parameter Selection
We adopted similar parameters to those in [187] for our model.
Specifically, we used an initial learning rate of 0.0002. For the Adam
optimiser [192], the momentum β1 was set at 0.5 and a L2 weight
decay is used and set at 10−5. During training, a mini-batch of 128
was used and the discriminator was optimised after every update
of the generator.
8.3.3 Qualitative Results
In Figure 8.5, we show generated plants at different training epochs.
Specifically, we sampled a single random input alongwith a random
condition and we gave it to the generator network (c.f. Figure 8.2).
It can be seen that a clear Arabidopsis plant is obtained in about 30
epochs. In can be observed that some images have a light green
appearance (typical of A1 and A2 dataset), others have dark green
(A4), and some others have a mixture of those. Lastly, we see that
at some epochs, the synthesised image contains a mixture of light
and dark green texture, blended together seamlessly. However,
generated images lack high frequencies, causing absence of some
details, e.g., leaf veins or petiole.
Encouraged by these results, we extracted a subset of images
to create a new dataset. We do this to quantitatively evaluate this
artificial data using a state-of-the-art algorithm for leaf counting [7].
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Figure 8.5: Fixed sample noise z is provided to the generator during
training of ARIGAN. The number reported in the bottom right
corner of each image refers to the epoch number.
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Figure 8.6: Samples from the Ax dataset generated with ARIGAN.
Bottom-right numbers refer to the leaf count.
8.3.4 The Ax Dataset
Using our model, we artificially generated a new dataset of images.
Following the nomenclature policy used for the CVPPP workshop,
we decided to call itAx. Specifically, we collected 57 images fromour
model some samples of which are shown in Figure 8.6. We collected
the images at different stages of learning (we trained at least 20
epochs), providing random noise and conditions. Then we named
the files using the plantXXX_rgb.png format, listing them in a CSV
file with the count of leaves. We did not provide plant segmentation
masks, as our algorithm does not generate background.
Quantitative Results
We evaluated the Ax dataset to train the leaf counting algorithm
in [7]. For our experiments, we used the A4 dataset, as it contains
the most number of images (624). The evaluation was done using
4-fold cross validation, where 468 images are randomly selected for
training, and the remaining 156 for testing. We kept SVR parameters
at their standard values, except C = 3.
In Table 8.1 we show the results of these experiments, using the
evaluation metrics employed in [3]. Specifically, the table reports
the results using A4 dataset only (top set of lines), paired with
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Table 8.1: We trained the leaf counting algorithm in [7] using A4
dataset only (top set of lines) and A4+Ax (bottom set of lines). Re-
sults obtained with 4-fold cross validation. Results for DiC and
|DiC| are reported as mean (std).
Training Error Testing Error
Trained on A4 only
DiC 0.013 (0.185) 0.147 (1.362)
|DiC| 0.026 (0.183) 0.942 (0.992)
MSE 0.031 1.865
R2 0.999 0.947
Trained on A4 and Ax
DiC 0.229 (0.370) 0.186 (1.253)
|DiC| 0.042 (0.368) 0.891 (0.899)
MSE 0.137 1.596
R2 0.996 0.955
the results using Ax from training as well.4 Overall, considering
that the leaf counting algorithm in [7] has not been demonstrated
to work when different training sets are provided, we found that
the additional dataset Ax improves the testing errors and reduces
overfitting.
8.4 Discussion
This work aims to alleviate the lack of training data in plant pheno-
typing, we use a generative model to create synthetic Arabidopsis
plants. Recently, Generative Adversarial Networks [100] were pro-
posed, which have been proven to create realistic natural images.
4Ax images were added as part of the training set. Specifically, for each split
of the cross validation, 57 images were added to make a training set of 525 plants
images.
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Encouraged from their results, we wanted to train a GAN to gen-
erate plants. Using the CVPPP dataset (only A1, A2, and A4), we
trained an adversarial network inspired by DCGAN [187] to gen-
erate synthetic Arabidopsis images. Our Arabidopsis Rosette Image
Generator (through) Adversarial Network (ARIGAN) is able to produce
realistic 128× 128 colour images of plant. Our network is a Condi-
tional GAN, where an additional input of the network allows to set
a condition over the number of leaves of a plant.
From our experiments, we found that ARIGAN learns how
to generate realistic images of plant after a few of iterations (c.f.
Figure 8.5). This qualitative results led us to create a dataset of
artificial Arabidopsis plants images. Therefore, we gathered 57 im-
ages that our network generated to make the Ax dataset, as dis-
played in Figure 8.6. We evaluated our synthetic dataset using to
train a state-of-the-art leaf counting algorithm [7]. Our quantita-
tive experiments show that the extension of the training dataset
with the images in Ax improved the testing error and reduced
overfitting. We run a 4-fold cross validation experiment on A4
dataset. Evaluation metrics of our experiments are reported in
Table 8.1. Our synthetic dataset Ax is available to download at
http://www.valeriogiuffrida.academy/ax.
This chapter concludes the data collection part of this thesis.
Approaches to annotating and generating newdatasetswere studied
and investigated in this part to increase the number of labelled data
for machine learning algorithms. Deep neural networks require
large labelled datasets to solve a specific task. The data collected in
this part can be used to train deep networks for the leaf count. In the
next chapter, we present an architecture that predicts the number
of leaves, using deep learning. The major findings of this work are
two-fold: (i) deep network can efficiently infer the leaf counting
from plant images; and (ii) multi-modal learning can improve the
learned model, thus increase the accuracy of the learnt model.

Part IV
Deep Learning for Leaf
Counting
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Pheno-Deep Counter: The Versatile Leaf
Counting Deep Network
In the last two parts of this thesis, we showed and demonstrated
that machine learning is a valuable approach for plant phenotyping.
In the context of leaf counting, we want to map the image x to the
count y, using a regression model. In Chapter 4, we proposed a
pipeline than extracted patches, encoded the images into a holistic
descriptor, and trained a non-linear regressor. Formally, using the
notation in Equation (2.1), the feature extraction function ψ(·) and
the task (e.g. regression) function ϕ(·) were independent blocks.
A deep neural network embeds in an end-to-end architecture
the feature extraction ψ(·) and the task ϕ(·) within the same model.
In fact, the power of deep learning stems from end-to-end training.
The backpropagation algorithm [63] trains the network parameters
Θ simultaneously, finding the most suitable image features for the
This chapter is based on:
• M. V. Giuffrida, P. Doerner and S. A. Tsaftaris, “Pheno-Deep Counter: a
unified and versatile deep learning architecture for leaf counting”, The
Plant Journal, 2018.
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task at hand (c.f. Section 2.3). For this reason, deep neural networks
have recently been employed to address the leaf counting problem
as well. These approaches essentially combine the task of finding
suitable image features with the task of learning a good regression
model relating image features to leaf count [51, 79, 80]. These ap-
proaches show significant promise, but each of these is specialised:
a new model and network for each plant species or cultivar, imag-
ing condition, etc. is required. In addition, all three approaches
use only optical images, whereas different imaging sensors such as
near-infrared or fluorescence are now also commonly employed in
plant phenotyping [30, 193–195].
In this chapter, we introduce the Pheno-Deep Counter (short-
handed as PhenoDC), a multi-input deep network that combines
information coming from different imaging modalities to count
the number of leaves of rosette-shaped plants. In contrast to other
approaches, we aim to build a single unified model that can be
used for a variety of plants and imaging scenarios, where plants are
seen from the top in a laboratory setting. Critically, we demonstrate
that, by agglomerating data from a variety of sources, the model
learns better (deep learning algorithms require large amounts of
data [196]). Our approach also significantly enhances utility, as the
same model can be used in a variety of scenarios and can be easily
adapted for this purpose.
The main contributions of PhenoDC are multi-fold:
i. Multi-modal model: an architecture that benefits from, and
can use, multiple imaging modalities, e.g. classical colour
(RGB) and near-infrared images. We show that by combin-
ing information coming from multiple modalities, PhenoDC
improves leaf count prediction. As an example, training our
network with only RGB images, PhenoDC predicts the cor-
rect leaf count in 55% of the cases. Adding other modalities
(e.g., near-infrared and fluorescence), the prediction accuracy
increases to 88%.
ii. Ease of adaptation to new settings: our model can be easily
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adapted to work with another imaging setup (still assum-
ing top-view), either by simply specialising the network to
the new task or performing data agglomeration. We show
that with a handful plant images (regardless of the species
tested), our network can be trained to count leaves for the new
scenario. We showcase several experiments using images of
Arabidopsis thaliana plants, as well as other plant species,
such as Tobacco and Komatsuna (a Japanese vegetable) [17].
iii. State-of-the-art performance: our approach can predict the num-
ber of leaves in unseen imageswith an error of±1 leaf in∼ 80%
of the cases as compared to 57% in [7] closing further the gap
in achieving human-level performance [46]. This improves
further when multi-modal learning is used.
iv. Nocturnal leaf counting: we show that our network is also ca-
pable of counting leaves during the night with near-infrared
images, extending the applicability throughout the diel cycle,
a feature not yet addressed by any other methods.
We perform a comprehensive analysis and comparison with
other methods using a variety of data sources (c.f. Table 6.1). This
work also includes several experiments and discussion points to
help elucidate how one can adopt such approach (e.g. how many
annotated samples are required and how to collect annotations).
9.1 The Network Architecture
Our deep neural network, shown in Figure 9.1, has been designed
with the aim to accommodate inputs of variable size. To achieve
this, our architecture breaks down the task of counting into several
sub-tasks. First, each image goes through a network that aims
to find a fixed length vector representation to better describe a
plant image. This is achieved by a sub-network (modality branch),
where each input source is processed independently. However,
during training the network learns what is useful to retain from
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Figure 9.1: Schematic of the proposed deep architecture. (A) a
modality branch, consisting of ResNet50 [14], extracts modality-
dependent plant features as a feature vector of 1,024 neurons. (B)
The fusion part combines those features to retain the most useful
information from each modality. (C) The regression part, relates
fused information with leaf count as a non-linear regression.
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each modality, which results in an image descriptor (a vector per
image) that jointly represents all the useful information. Multi-
modal plant representation is accomplished by the feature fusion
part of the architecture. Finally, the fused image descriptor is related
to leaf count, by learning the parameters of a non-linear regression
model between the descriptor and leaf count. After the network has
been trained, evaluation of a plant’s image(s) (the plural is used to
denote the presence of different modalities) provides an estimate of
the leaf count.
We optimise all computational blocks simultaneously to obtain
a mapping between input images and leaf counts. For our purposes,
we used up to three inputs: RGB, near-infrared, and fluorescence.
Modality branch. The sub-network that processes each input (c.f.
Figure 9.1a). We used the ResNet50 architecture [14], as in [51].
Each input is processed independently from others and generates a
vector representation specific to its input, ensuring meaningful and
discriminative features. Each branch ends with a fully connected
layer of 1, 024 neurons using a rectifier (ReLU) non-linearity, which
allows the suppression of negative values during the process of
feature extraction. Each input results in an output vector of the
same size independent of input image size.
Feature Fusion. The process that combines information coming
from all modalities to retain the most meaningful features. Follow-
ing the concept in [197], we apply an element-wise max fusion layer.
We display this segment of the network in Figure 9.1b.
Regression. Theprocess of relating fused information to leaf count
(c.f. Figure 9.1c). The output of the fusion layer is given to another
fully connected layer of 512 neurons with ReLU activation function
(c.f. Appendix A). At the end of the network, the output of the last
layer is given to a single neuron that makes the actual prediction
of the number of leaves. During training, we minimise the mean
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squared error (MSE) between predicted leaf count and ground-truth.
The model predicts real numbers and we round the leaf count to
the nearest integer only at test time.
Training strategies. We employ three common training strategies
to improve network training and performance. First, we initialise
our network with pretrained parameters (rather than random ones),
computed previously based on image recognition task [65]. Second,
we use an L2 regulariser in the last fully connected layer before the
output (i.e. the regression component). This technique prevents the
network from learning large weights which may produce unstable
results. For all experiments in this paper, we set this regularisation
constant to λ = 0.02. Finally, to artificially increase robustness to
view changes (rotation, translation and position of camera), we
perform dataset augmentation during training. Specifically, we
apply random geometrical transformations to the training data (e.g.,
random rotations, zoom-ins, shifts). This helps the network to learn
from more data without having to collect more data. Our network
was trained using a learning rate of η = 0.0001. Validation set: One
of the problems arising in network training is when to stop training.
The typical approach in machine learning is to also use a small set of
labelled data, called the validation set [105]. We therefore used an
early stop criterion to interrupt the learning procedure, terminating
the training after 10 epochs we observe that the validations error
has started to get worse.
ImagePreprocessing. While combining data across different sources
(data agglomeration) has benefits, the images coming from differ-
ent setups exhibit variations in intensity and size that need to be
corrected. For instance, images in A1 [6] and images in A4 [16]
were acquired with different cameras and different illumination
conditions, although they may show the same plant species (Ara-
bidopsis thaliana Col-0). To ameliorate variations in illumination,
we perform histogram normalisation on all images and to standard-
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ise image size we resize all images of a modality to the same size
320× 320 pixels. For the multi-modal images [15], RGB images are
too small to be provided to the RGB modality branch, as ResNet
needs images at least of 200× 200 pixels size. In this case, we up-
sampled the images to 240× 240 pixels, whereas the images from
the other modalities were left unchanged.
Implementation details. We implemented our deep neural net-
work using Keras [198], an open-source library for deep learning
in python, with Tensorflow backend. We performed our training
experiments in a machine with a TITAN X GPU. Note that such
equipment is not necessary for fine-tuning and adapting our net-
work to new experimental data.
9.2 Results
To showcase the performance of our approach, we employed four
different datasets:
i. A special collection of the PRL dataset [6] and Aberystwyth
dataset [16] that have been used in the latest CVPPP 2017
Leaf Counting Challenge (LCC); it contains five different sub-
datasets (c.f. Table 6.1). These datasets contain RGB color
images of four different plant experiments, using different
plants (anddifferent cultivars), growth conditions, and camera
settings.
ii. The multi-modality imagery database for plant phenotyp-
ing [15], containing images of Arabidopsis thaliana Col-0
acquired in three different modalities (RGB, near-infrared,
fluorescence);
iii. The RGB images in Komatsuna dataset [17];
iv. Nocturnal Arabidopsis plant images acquired using a near-
infrared camera [18].
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Figure 9.2: Sample images of the employed datasets. First row: RGB,
near-infrared, and fluorescence images of the same plant from the
multi-modal imagery database for plant phenotyping [15]. Second
row: images from the A1, A2, A3, and A4 datasets from CVPPP
2017 [6,12,16]. Third row: samples of Komatsuna plants from [17].
Last row: samples of nocturnal images of Arabidopsis plants in [18].
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Visual samples of these datasets are shown in Figure 9.2.
We used the evaluation metrics introduced in Section 2.4. We
present a comprehensive set of experiments that demonstrate the
reliability of PhenoDC for leaf counting. To train our model, data
are split into (at least) two datasets, namely training and testing
set. The training set is needed to optimise the set of parameters
specifying our model. The testing set is required to evaluate the
performance of the algorithm, using unseen data. In the following,
in a series of experiments we show:
a. the benefit of data agglomeration across different sources;
b. the superior prediction performance in the recent benchmark
CVPPP 2017 dataset;
c. that prediction error reduces when usingmulti-modal sources
using the dataset in [15];
d. a set of experiments that demonstrate the flexibility of our
network to adapt to other contexts, such as different plant
species.
9.2.1 Proof-of-concept: data agglomeration helps
Herein, we aim to show that increasing data diversity in fact im-
proves accuracy. We isolated the A1 set of images in the CVPPP 2017
dataset [6], which includes 128 images of Arabidopsis thaliana Col-0
for training. We followed the training procedure of [51], assessing
the performance of our network using a 4-fold cross-validation, split-
ting randomly the training set with the following proportions: (i) 64
images for learning; (ii) 32 images for validation; and (iii) 32 images
for testing. The validation set allows us to monitor model perfor-
mance during training and prevents overfitting (the case where
the model has essentially memorised the training set and therefore
cannot adapt to new data). Using this learning protocol, the 4-fold
cross-validation results are the following:
• DiC: -0.81 (0.85);
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• |DiC|: 0.94 (0.70);
• MSE: 1.38;
• Percentage Agreement: 25%.
We proceeded to add more data drawn from the CVPPP 2017
dataset, namely the A2 (Arabidopsis thaliana of 5 genotypes), A3
(Tobacco), and A4 (Arabidopsis thaliana Col-0) set of images. As we
progressed adding data, we observed that the mean squared error
reduced by ∼ 50%. Specifically, he 4-fold cross-validation results
with more training data are the following:
• DiC: 0.28 (0.80);
• |DiC|: 0.53 (0.66);
• MSE: 0.72;
• Percentage Agreement: 56%.
Finally, we wanted to evaluate which areas of an image con-
tribute to the count. Ideally, the count produced by the network
should only be influenced by regions of the image containing plant.
Differently from other state-of-the-art methods [7,79], we do not pro-
vide per-plant segmentation masks during learning and inference
to our network. Therefore, one can question whether the network
is actually counting leaves, or if the prediction is influenced by un-
related regions of the images, such as background. To assess this,
we employed the approach in [51]. Specifically, we mask part of
the image with a 60× 60 sliding window and see how this affects
the leaf count. Ideally, when the window does not obscure parts of
the plant (i.e. covers only the background), the leaf count should
remain unchanged. In Figure 9.3, we display such an evaluation on
a sample image of each of the four plant datasets in CVPPP 2017.
We iteratively covered all possible locations of each image with this
mask and observed that the largest contribution to the counting is
very specific in the regions corresponding to plant leaves.
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Figure 9.3: Visual diagram showing which part of a plant image
contributes the most for the counting. We shift a 60×60 black patch
entirely over a plant image andwe show that areas corresponding to
the plant gives the highest contribution to the count. In the top-left
corner of each image we report the ground-truth (GT) leaf count of
the plant.
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Figure 9.4: Leaf count prediction in the CVPPP dataset (all images
altogether). (a) Ground-truth vs. prediction, shown as a scatter plot.
Due to integer values color shows howmany points are overlapping.
Dashed parallel lines show the ±1 leaf error range. Note that our
approach has high agreement w.r.t. the real leaf count. (b) error
distribution. Observe that there is 83% chance that the error will be
±1 within 0 (green area), a number close to the agreement among
human observers (∼ 90%; c.f. Chapter 7).
This experiment highlights the benefit of data agglomeration,
even when the sources are diverse. Since deep networks can form
very complex functions (between input and output) more data is
better and being “universal” is better than being specialised (for
example one model per plant species) as it reduces the chance of
memorisation.
9.2.2 Evaluation and comparison with state-of-the-art on
the CVPPP 2017 dataset
In this experiment, we assess the performance of our network when
trained on the heterogeneous CVPPP 2017 plant dataset and how it
compares to state-of-the-art methods in the literature.
We report quantitative results in Table 9.1, comparing our perfor-
mance with other deep learning methods for leaf counting [79] and
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Table 9.1: Testing set results of PhenoDC trained on RGB images
from the CVPPP 2017 dataset [6, 12, 16]. Evaluation metrics are
detailed in Section 2.4.
A1 A2 A3 A4 A5 All†
DiC
PhenoDC -0.39(1.17)
-0.78
(1.64)
0.13
(1.55)
0.29
(1.10)
0.25
(1.21)
0.19
(1.24)
GLC [7] -0.79(1.54)
-2.44
(2.88)
-0.04
(1.93) - - -
[81]‡# 0.20(1.40) - - - - -
[79] -0.33(1.38)
-0.22
(1.86)
2.71
(4.58)
0.23
(1.44)
0.80
(2.77)
0.73
(2.72)
|DiC|
PhenoDC 0.88(0.86)
1.44
(1.01)
1.09
(1.10)
0.84
(0.76)
0.90
(0.85)
0.91
(0.86)
GLC [7] 1.27(1.15)
2.44
(2.88)
1.36
(1.37) - - -
[81] 1.10(0.90) - - - - -
[82]‡# 0.80(1.10) - - - - -
[79] 1.00(1.00)
1.56
(0.88)
3.46
(4.04)
1.08
(0.97)
1.66
(2.36)
1.62
(2.30)
MSE
PhenoDC 1.48 3.00 2.38 1.28 1.53 1.56
GLC [7] 2.91 13.33 3.68 - - -
[79] 1.97 3.11 28.00 2.11 8.28 7.90
%
PhenoDC 33.1 11.1 30.4 34.5 33.2 32.9
GLC [7] 27.3 44.4 19.6 - - -
[79] 30.3 11.1 7.1 29.2 23.8 24.0
†A paired t-test between our method and [79] (the only two approaches
from the CVPPP Workshop 2017) shows statistically significant
differences (p-value < 0.0001).
‡Trained on A1 only.
#Training and inference are performed using per-leaf segmentations
and not total leaf count as with the other methods.
Bold results show best performance.
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leaf counting via segmentation [81, 82], as well as with the machine
learning algorithm in [7]. The CVPPP 2017 dataset contains as a
subset data of previous competitions allowing comparisons across
the years and methods (but not on all data). Overall, PhenoDC
outperforms all others, scoring the lowest MSE error in all datasets
(1.56). Note that the single input model of our deep architecture
achieved the best results on the CVPPP 2017 dataset in the Leaf
Counting Challenge (LCC). A paired t-test shows statistically signif-
icant gains when compared to [79] (p-value < 0.0001; last column
of Table 9.1). Figure 9.4 collates results across all images as: (a) the
correlation between ground-truth and prediction, showing high
agreement of our method (R2 = 0.96); (b) the distribution of error in
leaf count, where it can be seen that in ∼ 80% of the cases the error
is confined within the ±1 leaf range (for comparison in [7], report
57% agreement on the same range).1
In conclusion, PhenoDC is more reliable in terms of leaf count-
ing, compared to the current state of the art approaches.
9.2.3 Multiple Modalities and Leaf Counting
In this section, we assess whether our network benefits from multi-
modal learning, leading to improved leaf count predictions. For
this experiment, we used the dataset in [15], which contains images
of Arabidopsis thaliana wild-type (Col-0) acquired using multiple
sensors. In [15], they used 16 plants for 9 days, acquiring top-view
images from 9am to 11pm (15 frames a day). This setup produced a
dataset containing 2,160 individual images altogether, albeit only
576 images are annotated (images taken at 9am, 12pm, 4pm, and
8pm). Images were taken simultaneously in the following modali-
ties: visible light (RGB), fluorescence (FMP), near-infrared (NIR),
and depth. The multiple sensors acquired the same plants simulta-
1It is relevant to point out that, differently from our method, in [7], they used
only the A1, A2, and A3 images. PhenoDC still has an accuracy of ±1 leaf range
∼ 80%, when trained and tested on the same portion of the data to make fair
comparisons.
CHAPTER 9. PHENO-DEEP COUNTER 189
Table 9.2: Testing performance of PhenoDC on the multi-modal
dataset [15]. We report results when the network is trained using
only a single input and when also using all inputs.
Training on DiC |DiC| MSE %
RGB Only 0.02 (0.75) 0.48 (0.57) 0.56 55.7
FMP Only -0.06 (0.72) 0.45 (0.56) 0.52 58.7
NIR Only 0.13 (0.61) 0.33 (0.53) 0.39 69.6
All 0.11 (0.40) 0.13 (0.39) 0.17 88.5
neously. Due to the heterogeneity of such sensors and their place-
ment, image resolution (and effective image size) and alignment
vary. We excluded depth images due to their extremely low resolu-
tion ( 30×30 pixels), compared with the others. (Image samples are
shown in Figure 9.2). We randomly split the labelled dataset into 3
parts (50% training, 25% validation, and 25% testing) and trained
our network using 4-fold cross-validation.
To establish a baseline for ourmulti-modal results and to find the
most useful single modality (for the counting task), we first trained
our network using only one of the available modalities as input at
a time prior to using all modalities. As reported in Table 9.2, we
obtained the best single-input result using the near-infrared (NIR)
images (MSE = 0.39). This is due to the fact that NIR images, in
this dataset, are sharper and more detailed. To demonstrate this,
we visualise the activations produced by our network for each of
the modality branches. In Figure 9.5, we show the output of the
first residual block [14] for three sample plants of the dataset (mean
activation across the feature maps). Overall, most of the activations
are focused on the region where the plant is located. Note that,
while some pixels are active on the background on RGB or FMP, the
IR activations are mostly dominant on the plant, which demonstrate
the benefit of using multi-modal information. We obtained the best
performance when all three inputs were used simultaneously: MSE
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Figure 9.5: Activations after the first residual block in the RGB, IR,
and FMP modality branches. The output of this block layer consists
of 256 feature maps. We display the mean for each pixel.
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was reduced by more than 50%, and Percent Agreement increased
by ∼ 19%.
We conclude that combining information coming from multiple
modalities improves counting accuracy. The fusion layer learns (c.f.
Figure 9.1b) to retain the most useful image features coming from
any of the modality branches (c.f. Figure 9.1c). These experiments
highlight that multi-modal learning can be useful for plant pheno-
typing purposes, and that our architecture can handle any number
of inputs.
9.2.4 Evaluation of Network Adaptivity Capabilities
In this section, we address the problem of howone can use PhenoDC
by adapting to other experimental setups, different to the one used
during training.
We rely on the principle of fine-tuning a pre-trained network to
significantly reduce the number of new training examples required
to adapt the network [199] and increase performance [196]. Fine-
tuning entails the labelling of just few images and their use to update
the parameters of a network that has been pre-trained to solve the
same task but in a different context (e.g. different plant species).
We demonstrate this capability in three different cases using the
following datasets: Tobacco plants (A3) from [6], the Komatsuna
plants from [17], and other Arabidopsis cultivars using night-time
images [18]. (Further details of all these image datasets are in Ta-
ble 6.1 and Figure 9.2). For these experiments, we first pre-trained
our neural network using only the Arabidopsis plant images A1,
A2, and A4, in the CVPPP 2017 dataset [6, 16]. This training dataset
containing Arabidopsis plants, as reported in Table 6.1, does not
contain a large number of images, making the learning process
challenging. The following experiments also were aimed to assess
the number of training images required to adapt the network into
another scenario.
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Table 9.3: Fine-tuning of the parameters of PhenoDC on Tobacco
images [6] previously pre-trained with Arabidopsis plants A1, A2,
and A4 [6, 16]. We progressively increase the number of training
images to find a suitable number of images required to create a
meaningful model that can count Tobacco leaves. Below we report
the results on the held-out testing set.
# of training images DiC |DiC| MSE %
7 -0.39 (1.65) 1.32 (1.07) 2.83 23.2
14 0.00 (1.32) 0.96 (0.90) 1.75 32.1
21 0.27 (1.36) 0.87 (0.90) 1.91 41.1
27 0.25 (1.20) 0.86 (0.87) 1.50 37.5
Tobacco plants [different species, imaging camera, and settings]
We fine tuned the pre-trained network using a variable number
of tobacco training images. Specifically, we selected 7, 14, 21, and
then 27 images to fine-tune the pre-trained network. The results of
these experiments are reported in Table 9.3. Overall, we observe
that more training data leads to better predictions in the testing set.
As expected, the lowest error is obtained when we use all 27 images
for training (MSE = 1.50). In Figure 9.6, we show the distribution of
the error that we registered during progressive learning. As more
images are used, the error distribution narrows around the 0. In
fact, in ∼ 80% of the data in the testing set our method is within 1
leaf error from the ground-truth (green areas in Figure 9.6), thus
achieving more accurate predictions. Hence, we can conclude that
fine-tuningwith a handful of images (>= 21 in this setup), PhenoDC
can produce reliable leaf count.
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Figure 9.6: Error distribution of our network fine-tuned using To-
bacco plants in A3 dataset [6]. We reported the distribution of the
error committed in the testing set, after refining the network pa-
rameters with 7 Tobacco plants (a), 14 (b), 21 (c), and 27 (d) plants.
When we train with more images (>=21), the green area (error up
to ±1 leaf, c.f. Figure 9.4) contains more than 80% of the cases.
The Komatsuna case [different species, imaging camera, and set-
tings]
This dataset contains 300 RGB images of 5 different Komatsuna
plants, 6 images/day for 10 days. (Imageswere taken from3pmuntil
3pm every 4 hours). We split the dataset as follows (c.f. Table 6.1):
• training set: 2 plants (IDs 00 and 01), entire timeline (120
images);
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Table 9.4: A similar process to that described in Table 9.3 but re-
peated for komatsuna plant leaf counting based on data available
in [17]. The model has been trained on Arabidopsis as described in
Table 9.3. Results shown refer to the testing set.
# of training
images Hours of the day DiC |DiC| MSE %
10 3 p.m. -0.74 (1.08) 0.96 (0.89) 1.71 35.0
20 3 p.m., 11 a.m.† -0.54 (0.95) 0.86 (0.65) 1.19 25.0
30 3 p.m., 3 a.m.†, 11 a.m.† 0.18 (0.92) 0.67 (0.66) 0.88 44.2
40 3 p.m., 3 a.m.†, 7 a.m.†, 11 a.m.† 0.24 (0.84) 0.59 (0.64) 0.76 49.1
• validation set: 1 plants (ID 04), entire timeline (60 images);
• testing set: 2 plants (IDs 02 and 03), entire timeline (120 im-
ages).
We fine tuned our pre-trained network by progressively increas-
ing the training set size to 10, 20, 30, and then 40 images per plant,
choosing time frames that followed the plant growth evolution.
Overall, the results in Table 9.4 show that more data contribute to
more accurate results. Predictions become very accurate when 40
images per plant are used during training, showing a reduction of
the MSE by 50%, compared with training using 10 images per plant.
Nocturnal images of Arabidopsis plants [different cultivars, set-
tings and modality]
Night images are usually acquired using infrared cameras and spe-
cific LED lights that illuminate the scene with near-infrared ra-
diation (wavelength of 940nm which does not alter natural plant
development; [15, 18]). We selected and annotated a subset of night
images from [18]. Specifically, we selected 18 plants and sampled
one image per night every other day for eight days (totally 72 im-
ages). Examples of nocturnal images are shown in Figure 9.2. We
pretrained the network using the NIR images from [15] and fine
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tuned using 10 plants for training (40 images in total), 4 plants for val-
idation (16 images), and the last 4 for testing (16 images). Since these
images come from different ascensions of A. thaliana, we randomly
changed the training/validation/testing set 4 times. Quantitative
results on the testing error are: DiC: -0.14 (0.77); |DiC|: 0.52 (0.59);
MSE: 0.61; and Percent Agreement: 53.1%. Overall, the error is very
low (MSE < 1), demonstrating the utility of our machine learning
approach to leaf counting during the night.
To summarise, these experiments demonstrated that PhenoDC
can adapt to different scenarios of considerable complexity. Accept-
able performance can be attained using few images (e.g. 14 in the
case of Tobacco). In addition, by fine-tuning our network with Ara-
bidopsis images acquired during the night, we permit plant growth
analysis during the entire circadian cycle [193].
9.3 Discussion
In this chapter, we report Pheno-Deep Counter, a deep artificial neural
network that can predict the total number of leaves from top-view
plant images. We showed the effectiveness and reliability of our
network architecture using several plant datasets. Specifically, we
show that data agglomeration helps to improve accuracy: as more
datasets were added, the mean squared error fell by 50%. A similar
error reduction was also observed when the network was trained
with multi-modal data, showing that combining information com-
ing from multiple imaging sources helps to train a better regression
model and to learn better features. We showed that our method can
adapt to new settings and demonstrated that a refinement step, fine-
tuning, can be used to achieve excellent performance even with only
a few images for training. We also demonstrate that NIR modalities
can be used to count leaves during darkness, permitting leaf counts
for detailed plant growth analysis throughout the circadian cycle.
Our approach to leaf counting learns meaningful image features
across all modalities and then relates features to leaf count via non-
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linear regression. We train both aspects together, thus adapting
image features whilst learning the regressor. Furthermore, our ap-
proach offers a single model to solve the same task for any input.
Our robust and accurate neural network can be extended for new
input/modalities without changing the overall architecture. This
simplifies adoption and permits the sharing of model updates when
new experiments have beenmade available on the basis of our archi-
tecture. Therefore, by placing our pre-trained PhenoDC and source
code (and instructions) into the pubicly available at https://
bitbucket.org/tuttoweb/pheno-deep-counter, we hope
to accelerate the adoption of such methods in plant phenotyping
analysis.
Our network was evaluated on top-down views of dicot rosette-
shaped plants. Clearly, this is one setup, among many others. It is
possible though that an ideal leaf counting algorithm would be able
to work also on monocots, and even tree canopies with thousands
of leaves, given enough training data. Unfortunately, we presently
lack such curated datasets with these scenarios and we are unable
to experimentally assess how PhenoDC would perform, albeit it
still brings us a step closer towards generalisation.
In this work, we focused on “how many”, rather than “which”
annotated images, are needed to train a good regression model. It
goes without saying that adequate image resolution and quality are
necessary. Generally, images that show appearance diversity are
good images to annotate. In a time-lapse setting, images spanning
a set interval of the time series would be a good start. However,
better approaches exist to find the best set of images to jointly inform
the model, known as active learning. Active learning with neural
networks is an ongoing research problem in machine learning. We
previously showed, using plant descriptors and data mining [200],
a promising potential in identifying images for annotation.
Furthermore, this work assumed that ground-truth annotations
(provided by expert observers) are considered as gold standard
and error-free. However, it is widely known (e.g., in medical image
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analysis applications) that even expert observers show variation.
Recently, several related works showed that variations exist among
annotators in labelling plant images [46, 164]. Interestingly, intra-
and inter-observer variation can be used to also assess algorithm
performance. Based on the findings in Chapter 7, inter-observer
variation has a mean square error of 0.81 (non-experienced anno-
tators on a subset of Arabidopsis images used in [3]). Experienced
and non-experienced annotators are within the ±1 leaf error range
in the ∼ 90% of the cases, whereas PhenoDC is within ±1 leaf er-
ror in ∼ 80% of the cases, thus bringing us closer to human-level
performance.
Evidently, “true” ground-truth data can only be attained by ag-
gregating observations from many annotators to reach a consensus.
Since doing so with experts is time-consuming, recent studies using
online dedicated platforms, such as Zooniverse, can alleviate this
problem, by tapping into the power of citizen scientists. An alter-
native is to use simulated or synthetic data, where ground-truth is
absolute by design. Simulated data have recently been used in the
plant community to count the number of fruits [80, 183]. Simulated
images are provided by a software that takes object parameters as
input (e.g., plant age, number of leaves). However, images may lack
visual realism, but recent innovations in image synthesis [49] point
to the potential of creating synthetic images of realistic appearance.
In conclusion, we present a deep learning approach to leaf count-
ing with a neural network. Trained with examples of images and
corresponding plant leaf counts, our approach can achieve outstand-
ing results in a variety of settings. Our model handles many input
modalities and has been tested with images of different species, cul-
tivars and also with images at night. By making it openly available
to the community we hope that it will stimulate large-scale analysis
in plant phenotyping of a crucial plant trait: leaf count and help
relieve the analysis bottleneck [28].
Part V
Conclusions and Future
Work
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Conclusions
10.1 Summary
This thesis discussed three important, and connected, research top-
ics: (i) counting leaves with machine learning; (ii) data labelling of
plant images; and (iii) applying deep learning to plant phenotyping.
In Part II, we showed a shallow machine learning approach
for leaf counting, which we referred to as GLC. This method was
published at theCVPPP 2015workshop andwas the best performing
algorithm for the leaf counting challenge. Images are encoded using
a holistic plant descriptor. The core of this algorithm is the learning
of a visual dictionary, using image patches extracted from the log-
polar representation. Due to the radial arrangement of leaves of a
rosette plant, the log-polar representation allowed cancelling out
the rotation and pre-aligning all the leaves in a common reference
space. However, the log-polar representation resulted in a stretched
central area of the plant, which is the most critical for leaf counting
due to small emergent leaves. Therefore, we proposed a novel
shallow network, based on the Restricted Boltzmann Machine [23],
to learn rotation-invariant features. This allowed the extraction of
patches from the original plant image, without using the log-polar
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transformation. However, this method did not obtain better results
than the GLC. Therefore, we argued that deep learning could bring
a big benefit to the plant community, due to the ability of learning
highly discriminative images features. However, due to the public
availability of plant datasets and the sheer volume of annotated
images, we need more training data for deep neural networks.
Part III showed three different strategies to collect more plant
datasets. Firstly, we developed a tool to assist plant experts during
the annotation process of images. This tool was later embedded
in the Phenotiki Analysis Software [3]. Secondly, we made use of
Zooniverse, an online platform for crowdsourcing, where volun-
teers could annotate plant datasets. We studied the observer vari-
ability between experts and non-experts, and related the findings
with the variability exhibited by the citizens fromZooniverse. Lastly,
we presented a deep generative adversarial network to synthesise
the images of Arabidopsis plants with a specific number of leaves.
Part IV shows a deep neural network that can learn leaf counting
frommultiple sources and imagemodalities. Based on our previous
approach [51] presented at the CVPPP 2017 workshop, we show
that a multi-modal deep architecture can learn better features to
perform a more accurate leaf counting.
10.2 Findings
In this section, we provide an extensive answer to the research
questions presented in Chapter 1.
Q1: Can machine learning help in plant phenotyping?
In this thesis, we experimentally demonstrated that machine learn-
ing can be used in plant phenotyping. In Chapters 4 and 9, we
showed two approaches, shallow and deep architectures respec-
tively, to perform leaf count.
In a general supervised paradigm, machine learning algorithms
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learn to relate images to a target variable. Specifically for this thesis,
we presented in Chapter 4 an approach that extracted and learnt
visual features from the log-polar representation of images in order
to train a non-linear regressor [7]. In Chapter 9, we presented a
deep learning architecture for leaf counting that train end-to-end
the feature extractor and regressor simultaneously. We also showed
that our deep learning architecture extracts high discriminative
features and predicts a more accurate leaf count [48].
Q2: Can machine learning phenotype?
Once we assessed that machine learning could be used in plant
phenotyping, the question of whether it is able to produce reliable
data remains open. We show that our algorithm for leaf counting
can phenotype in Chapter 6. The tools presented in the Phenotiki
Analysis Softwarewere validated, comparing algorithmic predictions
against manual observation, showing any statistical difference.
Q3: Can we learn better and more compact features using rota-
tion redundancies?
Top-view images of rosette-shaped plants exhibit radially arranged
leaves. Therefore, the rotation is a nuisance factor that we want
to cancel out. In Chapter 5, we showed two variants of a rotation-
invariant RBM. Bothmethods are able to learn a robust and compact
rotation-invariant features space. They differ in the way the domi-
nant orientation is estimated.
In [24], our Explicit Rotation-Invariant RBM uses histograms of
orientations to determine the dominant orientation of input images.
This exogenous process has some limitations and cannot accom-
modate other datasets. For this reason, in [47], we presented a
revised model that can use the reconstruction error to infer the suit-
able dominant orientation. This endogenous process showed better
performance compared to the previous approach presented in [24].
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However, replacing the K-means in Chapter 4 with the rotation-
invariant RBM did not improve the leaf count results. This inspired
us to focus on deep neural networks.
Q4: Can deep learning be employed in plant phenotyping?
The training of deep models with high generalisation capabilities
needs large labelled datasets [196]. Table 6.1 lists the currently
labelled datasets available for plant phenotyping and leaf count-
ing. Overall, we can estimate ∼ 1.5k images available for training.
(Datasets without a testing set have to be split into training/valida-
tion/test sets.). Learning deep networks without overfitting with
such small datasets is challenging. We showed in Chapters 8 and 9
that deep learning can also be used in this such constrained setup,
using data agglomeration and regularised training.
Q5: How can more labelled data be collected?
We discussed three approaches to obtain more data for machine
learning algorithms. In Chapter 6, we showed an annotation tool to
facilitate experts during the annotation process. In Chapter 7, we
showed how the Zooniverse online platform could be used to collect
annotated data with crowdsourcing. Lastly, Chapter 8 showed how
generative neural networks can synthesise annotated plant images.
Q6: Can multi-modal learning perform a better leaf count?
In [51], we showed that a deep neural network based on ResNet [14]
can be trained to perform leaf count. In that paper we demonstrated
that learning from multiple datasets simultaneously can improve
the generalisation capabilities of the model. This encouraged us
to explore the possibility of adding even more data sources. In
Chapter 9, we used a multi-modal network to learn from multiple
imageries, such as near-infrared and fluorescence. We showed that
multi-modal learning improves the leaf count predictions.
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10.3 Limitations
In this thesis, we presented two aspects related to the problem of
learning to count leaves in rosette plants. One aspect focused on
the development of reliable algorithms to count leaves, whereas the
other aspect tackled the problem of how to obtain more training
data for the machine learning algorithms. Although both aspects
were analysed thoroughly and the deep learning approaches pro-
vided promising results, there are some limitations needing further
investigation. These limitations are listed below:
Leaf counting aspect
• Continuous predictions. The leaf counting algorithms in
Chapters 4 and 9 output a real number as number of leaves.
In order to obtain an integer number, we round the inferred
number to the nearest integer. However, a higher leaf count
error within the ±1 leaf range is due to this solution. An ideal
direct regression model should be able to predict an integer
number.
• Unreliable ground-truth. In Chapter 7, we showed that ex-
pert annotators show disagreement even over an easy task as
counting the number of leaves in an image. Therefore, the
ground-truth of plant datasets should not be considered com-
pletely reliable. However, our machine learning approaches
could not learn from noisy labels.
• Single inference. Our algorithms in Chapters 4 and 9 were
trained to perform one task. Since multiple information can
be extracted from plants, an algorithm could be trained to
infer multiple traits simultaneously within the same (deep)
architecture.
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Data annotation aspect
• Segmentation task. Related to the single inference limitation
discussed above, Chapter 7 did not investigate the possibil-
ity of training citizen scientists to segment the leaves of the
plant images. A further investigation assessing whether vol-
unteers are able to provide finely grained and reliable per-leaf
segmentations is necessary.

11
Future Work
In the previous chapter, we highlighted several important limita-
tions of the work presented in this thesis. In this chapter, we will
discuss ideas and suggestions aimed at these gaps.
11.1 Future Work in Leaf Counting
11.1.1 Learning from Noisy Labels
Another interesting aspect that needs further investigation is the
learning of leaf count using noisy labels. Aswe showed in Chapter 7,
experts and non-experts disagree when annotating a plant image
for the leaf count. Therefore, it would be interesting learning a
neural network with a certain ground-truth. We will assume that
each image in the dataset has multiple (uncertain) annotations.
A naive approach is to obtain the ground-truth with a consensus
over all the labels for the image, such as mean and median. This
approach has already been explored in [201], showing that the deep
network performed better using rounded up average. This results is
due to the inclination of annotators to underestimate the leaf num-
ber. However, since an average is not a real ground truth, further
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approaches on learning from noisy labels have to be investigated.
Learning from noisy labels for the regression task has received lit-
tle attention from the community. In [202], they showed a revised
ridge regression approach able to learn from noisy labels. However,
this approach has two main drawbacks. Firstly, it does not involve
deep neural networks and hand-crafted or dictionary-based fea-
tures need to be extracted (c.f., Chapter 4). Secondly, their method
assumes that the same annotators provide labels for all the data in
the training set, which was not the case with our Zooniverse project
discussed in Chapter 7 (some annotators label only some images).
In the literature, there are several approaches to deep neural
networks trained with noisy labels for classification. In [132], the
authors alternate the update of the network parameters and the
update of the labels. During training, the noisy annotations are
replaced with the predictions of the network. The authors show
that, after a sufficient amount of epochs, the network is able to
recover the correct labels for most of the data in the training set.
In [172], their architecture is able tomodel flip noise (images assigned
to the wrong class, namely noisy labels), and outlier noise (images
not related with any of the classes in the training set, but assigned
to a class, namely an outlier). The authors tackle both of the noises,
by learning a transition matrix and determining the probability
that a given image can be assigned to the wrong class. Recently, a
new approach to learning from noisy labels using distillation has
been proposed [134]. This technique assumes two datasets: a teacher
training set, and a student set. The former one is assumed to be
clean (e.g. labels are not noisy) and it helps to learn from the student
(noisy) dataset.
Overall, most of these approaches are applied for classifica-
tion and further analysis and investigations for the regression case
should be done.
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11.1.2 Multi-Task Learning
A typical supervised deep neural network is divided into two parts:
(i) feature extraction; and (ii) inference (c.f. Section 2.2). Taking Phen-
oDC as an example (c.f. Section 9.1), the purpose of the modality
branch is to extract meaningful features for the task at hand. How-
ever, those features can also be used to accomplish other related
tasks on plant image analysis, such as leaf segmentation.
Multi-task learning has recently been used in plant phenotyping.
In [203], they proposed a deep neural network that simultaneously
predicts heat map for counting spikes of the wheat and classifying
if the plant is awned. Our approaches in [48,51] can be trained to
extract other important plant traits at the same time, such as age,
species and/or genotype, PLA, etc.
11.1.3 Learning to Predict Integer Numbers
Our leaf counting algorithms (c.f. Chapters 4 and 9) predict a real
number and the actual number of leaves is obtained by rounding
to the nearest integer. However, this operation increases the error
within the range of ±1 leaf.
A future venture would be to investigate how to predict integer
numbers directly. This could be achieved with a neural network
that learns a discrete probability density function (e.g., Poisson).
11.2 Future Work in Data Collection
11.2.1 Cross-Modal Image Synthesis
The multi-modal imagery dataset in [15] contains a limited num-
ber of images in different modalities. However, other datasets (e.g.
CVPPP 2017) only contain RGB images. As an example, cross-modal
synthesis will allow the learning of a neural network that can trans-
form RGB images into near-infrared. Modality synthesis is an in-
teresting topic currently explored in other research fields, such as
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medical imaging [197].
As a first approach, a Generative Adversarial Network [100] can
be trained to perform the cross-modal synthesis. As a next step,
PhenoDC can be extended, such that convolutional layers between
two modality branches would perform the synthesis process in an
end-to-end architecture.
11.2.2 Synthesis of Plant Images with a Per-Leaf Segmen-
tation
The ARIGAN architecture (c.f., Chapter 8) provides image and total
leaf count. Further investigations to extend it to also output per-leaf
segmentation should be performed. Once images of plants with
per-leaf segmentation are generated synthetically, they can be used
to train deep segmentation networks with more data [81, 82].
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A
Neural Network Activation Functions
In order to understand the role of activation functions, we should
abstract some definitions of neural networks. In Section 2.3, we
showed that the input data is processed through layers of mathemat-
ical operations (typically multiplications of weights). If Figure 2.4
is an artificial neural network, each node it contains is a neuron. To
quantify whether some part of the data is ‘stimulating’ a neuron,
we need to have an activation functions indicating whether the in-
formation is triggering the neuron or not. A list of typical activation
functions is provided in Table A.1.
Specifically, linear activation functions are useful for e.g. regres-
sion tasks. Logistic and tanh functions are sigmoid functions used
for several purposes, such as segmentation, image synthesis, etc.
Rectified Linear Unit is the most used non-linear activation functions
used in deep learning, usually following a convolutional layer. In
caseα = 0, onewill get classical ReLU,whereasα > 0 (usually, 0.01),
one will have a Leaky ReLU activation function, useful to facilitate
the backpropagation of very deep networks.
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Expression Range Plot
Linear Activation
φ(x) = x (−∞,+∞)
Logistic Function
σ(x) = 11+e−x (0, 1)
Hyperbolic tangent
tanh(x) = ex−e−xex+e−x (−1, 1)
Rectified Linear Unit (ReLU)
ReLU(x) = max(αx, x) (−∞,+∞)
Table A.1: Most frequent activation functions used on artificial
neural networks.
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