Abstract -We present a novel method for measuring task performance using gaze regions, i.e., scene regions fixated by a subject as he or she performs a familiar manual task. The scene regions are learned as a bag of features representation, using library lookup based on the Histogram of Oriented Gradients feature descriptor [1]. By establishing a set of task-specific exemplar models, i.e., models sourced from Pareto optimal sequences, the approach recognizes the local optima within a set of task-specific unlabeled models by estimating the distance (of each unlabeled model) to the exemplar models. During testing, the method is evaluated against a dataset of egocentric sequences, each containing gaze data, belonging to three manual skill-based activities. The results show perfect classification's accuracy on several proposed schemes.
INTRODUCTION
The ability to measure task performance has many uses, for example, in a scenario where recognizing the user's (of an assistive system) expertise level is desired. The recognition allows the assistive system to provide assistance that is compatible to the user's needs. Another example is auto assignment of greater weights to feature vectors recognized as sourced from well-performed activity sequences during training since they arguably contain less noise (i.e., a truer representation of the activity class).
This paper concerns the recognition of the local optima, i.e., the better-performed sequence, given a set of unlabeled sequences. The sequences were captured using an ASL Mobile Eye device [2] , i.e., a dual camera device where an outwardfacing RGB camera captures the user's egocentric view whilst an inward-facing camera captures the movement of the right pupil to track the user's gaze fixations. The resulting gaze regions are learned as a multi-voting bag of Visual words to improve classification's accuracy under noisy matching setting and limited training exemplars [3] .
Previous literature suggests that task experts (who are more likely to perform a task well) adopt a similar gaze control when performing a task due to the possession of domain knowledge [4] [5] [6] [7] [8] and their minimal dependency on visual feedback [9, 10] . Further discussion on these two attributes can be found in Section II. The similar gaze control results to nearly-identical sets of Gaze regions, allowing models arising from the sets to be matched with high correlation. Non-experts are more varied in their gaze control, resulting to a greater distance from the exemplar models learned from the experts. By using several schemes, albeit with a limited dataset, we demonstrate that distance between models built from Gaze regions can reliably be used to measure task performance.
A visual overview of our approach can be found in Fig. 1 . Fig. 1 : Gaze regions are learned as a multi-voting bag of Visual words [3] . Multi-voting refers to each template being allowed to match more than one template from the codebook. The matches are weighted and inserted into a bag of features representation, i.e., bag of Visual words. The distance between the built bag and each exemplar bag (built from a task-specific Pareto optimal sequence) is used to estimate how well the task was performed by the subject.
II. RELATED WORK
Previous studies [11] [12] [13] [14] [15] in Vision research had found a strong link between gaze and activity. Gaze is found to be involved in the planning and execution of activities in [16] , i.e., a person uses gaze to seek out information to serve his or her immediate cognitive goal. Also, gaze fixations fall primarily on task-relevant objects. In [13] , gaze was analyzed in a number of simple kitchen-based activities. It was observed that 80% of the gaze fixations fell on task-relevant objects. Another observation made in [17, 18] is that gaze fixations are tightly-linked in time to the evolution of the task.
The use of gaze in computer vision based classification task is rather scarce. It was used for static scene viewing in [19] . In [20, 3] , gaze was used to determine the optimal image region for modeling egocentric activities and actions. To the best of our knowledge, our work is the first to use gaze for measuring task performance in egocentric sequences containing gaze data.
A. How Experts Use Gaze
Due to the presence of domain knowledge, experts adopt a similar gaze control when performing a task. According to Vickers [4] , expert golfers exhibit a gaze control that is characterized by an efficient localization of the target, optimal visual stabilization of task-relevant objects, i.e., ball, club, and target, as well as having the appropriate visual tracking skills. Similar observations on gaze control were made in [6, 7] . Nodine et al., [6] reported that experienced radiologists used a circumferential scan pattern and avoided scanning the edges of the lung tissues when looking for lesions. Less experienced observers were found to be more attracted to the lung's edges. A possible explanation for this behavior is the domain knowledge that lesions are less likely to be found at the edges. Kasarskis et al. [7] reported that experienced pilots fixated more frequently on the airspeed indicator and less on the altimeter during the task of landing a plane. The experts' gaze control is learned by their knowledge of the airspeed indicator being more informative for the task of landing a plane.
Another type of gaze control associated with having domain knowledge is the quiet eye phenomenon (QE). The quiet eye phenomenon is a term introduced by Vickers in [5], referring to the aiming fixation. Vickers observed that low-handicapped golfers fixate at the back of the golf ball for around 2 seconds prior to the initiation of the backswing and then maintained this fixation until the putter made contact with the golf ball. Their gaze would remain steady in the same location for around 300-500 milliseconds after contact. A later study by Vine et. al. [8] revealed that golfers with higher successful putting rate have longer QEs than average.
Experts are also expected to depend less on visual feedback. Visual feedback is used to check on statuses whereas a greater number signifies that the person is less confident on his or her own ability to complete a task. Law et al. [9] reported that expert surgeons maintained their gaze on a target when aiming a laparoscopic training tool, whilst novice surgeons tracked the position of the tool's tip. Vickers et al. [10] compared the gaze control of elite and rookie police officers in a shooting practice. It was observed that exactly before firing, a rookie police officer would make rapid saccades to their own weapon on 84% of the trials, leading to the failure to fixate on the assailant at the moment the trigger was pulled.
III. THE DATASET
Participants performed three skill-based activities in three repetitions each whilst wearing the ASL Mobile Eye device [2] . Sequences were collected from seven adult participants: two females and five males, at a single indoor location with controlled lighting.
There was only a very high-level scripting given to each participant prior to recording, with an aim to test a more natural representation of each activity. Regardless, all three skill-based activities ( Fig. 2) , i.e., "Playing a computer game (Angry Birds)", "Playing darts", and "Golf putting" are fairly straightforward, yet noticeable variations do exist across trials and participants due to the individual mannerism in performing a task, as captured by the Gaze regions. For example, when aligning a putt, some participants rapidly alternated between fixating at the target and at the back of the ball (at address). Others require a single glance at the target, or none at all. A total of 63 sequences were captured, each with a record of the obtained score and time to completion. States inside each sequence were then manually segmented (Table 1 ) and the remaining frames were grouped into a null state.
The perfect segmentation of states, i.e., actions, and the removal of noise, i.e., Gaze regions sourced from nonrecognized actions, was intended to exclude the action detection factor from the experiment. Our works concerns on finding out whether the distance between models built from Gaze regions can be reliably used to measure task performance, and not to evaluate the performance of the action detection component.
IV. PRE PROCESSING
We model a sequence (or a state) from a set of corresponding Gaze regions, as described in this section. All 63 sequences were down sampled to 240 360  from a 480 720  native resolution. For each sequence, a 56 56  greyscale Gaze region is extracted around the gaze fixation inside each frame belonging to a non-null state. Next, the Gaze region is subjected to an entropy test where the ratio of nonzero pixels to maximum pixels (of an edge image of the Gaze region) determined its eligibility. This process eliminates flat textured Gaze regions without being too strict. This step is important to remove generic templates from the codebook.
A. Gaze Region Descriptions
Eligible Gaze regions are described using the HOG template [1] . Since the outward-facing camera remains relatively upright during recording, the resulting Gaze regions from the tasks of the same activity class would be visually similar, provided that the user's gaze felled inside common areas and manipulated the object in a common manner of that particular task. Gaze regions from the same tasks had been found to be similar to a degree in [20, 3] . HOG templates [1] .are chosen since according to [21] , template-based descriptors, such as HOG, are superior to corner-based descriptors for representing spatial temporal volumes.
B. Codebook
Since this paper concerns on discovering whether a person's task performance can reliably be estimated from the Gaze regions alone, and not to evaluate the performance of the chosen descriptor or codebook, we built k-means codebooks from task-specific sequences belonging to all participants.
For each activity class, we extract eligible Gaze regions from its associated states from all corresponding Gaze sequences. The Gaze regions are then put into a set, i.e., Set 
C. Exemplar Models
By plotting the inversed score vs. time to completion chart (Fig. 4) , we discovered Gaze sequences belonging to the Pareto front for each activity class. The optimality amongst n plots can be decided through the computation of the Pareto front. Formally, a plot, '  , is Pareto optimal if for every other  ,
We selected the Pareto optimal sequences as our exemplar models.
V. BUILDING A MODEL

A. Using Gaze Regions from all Non Null States
We use a multi-voting bag of Visual words representation in [3] to model our sequences. Formally, given a set of eligible Gaze regions from all non-null states,
we populate the multi-voting bag representation,
The function accepts three variables, i.e., the Gaze region, i  , the codebook, Cb , and the multi-voting bag representation, 
The Distance Measure
We compute the Bhattacharyya coefficient between the resulting bag and the exemplar models using, 
B. Using Gaze Regions from a Single State
Instead of modeling the sequence in its entirety, we can also model each state individually. It involves the same process as described in the previous section, however using a smaller set of Gaze regions belonging to that particular state.
For comparison, a state can also be modeled as a characterencoded string of Visual word. The method uses the edit distance algorithm to measure the similarity between two given strings. Unlike bag of features, a string-based representation enforces the structural constraint of an action.
Formally, given a list of eligible Gaze regions from a nonnull state,
, we build the characterencoded string representation, S , using  
The function accepts three variables, i.e., the Gaze region, Using an increasing acceptance threshold value,
The Distance Measure
We compute the edit distance, n rounds are required, where n corresponds to the number of exemplar models. On each round, the plot with the smaller distance to the current exemplar model is declared as the winner. The overall winner is determined as the plot with the highest number of winning rounds.
VII. EXPERIMENT AND RESULTS
A. The True Dominant Test
For each activity class, we have a set of non Pareto optimal sequences, where each has its own set of Pareto dominated sequences. The position of plots inside Figure 4 provides us with the mean to establish a dominant sequence, i.e., local optima, between two non Pareto points. For example, in Figure 4 (b), Sequence "Angry-Male5-b" dominated Sequence "Angry-Male2-c", written as "Angry-Male5-b"' "Angry-Male2-c", and in Figure 4 (d) , Sequence "Putt-Male5-a" dominated Sequence "Putt-Female1-b", written as "PuttMale5-a" ' "Putt-Female1-b". A non Pareto optimal sequence is truly dominant over its dominated sequences if none of the dominated plots turned out to be closer to the exemplar models than itself. Mean precisions produced by the true dominant test performed on sequences belonging to Activity "Golf putting", using various configurations of measures (i.e., average, nearest and majority voting) and codebook sizes.
B. Results
The results are very encouraging with several configurations managing a perfect precision score of 1.0 for all three activity classes. The perfect classification is possible because we used a specific codebook for each activity class, where the Visual words were learned from all participants. Furthermore, the models were built from ground truth data of the states, hence no segmentation errors. Regardless, we had successfully demonstrated that the subject's task performance level can be determined by estimating the distance between the sequence's model(s) to the exemplar models. for Activity "Play a computer game (Angry Birds)", Activity "Play darts", and Activity "Golf putting" respectively.
In Figure 8 , sample Gaze regions from three different sequences, i.e., a Pareto optimal sequence and two non Pareto optimal sequences, are shown for selected states. For State "Bird (post launched)", Participant "Male1-b" and "Female2-b" followed the flight of the bird (i.e., the bird remains at the center of the frame) in most of the Gaze regions. Participant "Female1-a" used a different gaze strategy where she retained her fixation at an exact spot in front of the catapult in all four sampled Gaze regions. For State "Putter's head and ball (at address)", Participant "Male1-a" and "Male5-a" made an attempt to align the putter's face behind the ball to form an imaginary perpendicular line towards the target. Also, both spent longer fixations on the putter's head and ball (at address), demonstrating the QE phenomenon.
As for Participant "Female1-b", minimal attempts were made to align the putter's face properly. Also, the participant was not fixating at the back of the ball during aiming. For both states, we can observe the visual similarity between Gaze regions produced by the first two participants. This is expected since the third participant is Pareto dominated by the first two. However, for State "Hand (post throw)", Participant "Male5-c" and "Male3-c" produced similar Gaze regions with a significant amount of skin pixels, compared to Participant "Female2-b". This evidence suggests that individual states must be evaluated as a whole (i.e., using a majority voting scheme), rather than individually, since certain states belonging to an exemplar model might not had been performed in an optimal manner. Likewise, a participant whom had not performed well overall in a task might have performed certain states in an optimal manner.
VIII. CONCLUSION
Our results demonstrate the feasibility of using the distance between models built from Gaze regions, to measure the task performance level. Given two unlabeled sequences, we can establish which one was performed better by comparing the distance to the exemplar models.
Representing a sequence as a collection of individual states, followed by a majority voting to determine the local optima, obtained a better classification result than modeling the sequences in its entirety, i.e., combining all the none null states. We argue that a subject's task performance is better measured from individual phases (i.e., states) of the task since he or she might had not performed all the phases in an optimal manner. Combining the states together increases the possibility for certain Visual words to dominate the resulting bag representation, therefore skewing the classification result.
