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ABSTRACT
3D Tele-Immersion (3DTI) system brings 3D data of people
from geographically distributed locations into the same vir-
tual space to enable interaction in 3D space. One main ob-
stacle of designing 3DTI system is to overcome its high band-
width requirement when disseminating the 3D data over the
network. In this work, we present a novel compression and
dissemination framework to reduce the bandwidth usage.
The main idea is to decompose the 3D scene into sepera-
ble objects and schedule the dissemination of each object
independent of each other based on the object’s importance
to the quality of experience. Through real implementation
on the 3DTI testbed, our framework is shown to reduce the
bandwidth usage by 30% to 50% with reasonable degrada-
tion of visual quality.
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1. INTRODUCTION
Tele-presence systems (e.g., Skype and Cisco tele-presence)
become popular with the prevalence of the high-bandwidth
Internet access. Unlike these systems in which users interact
in 2D space, the emerging 3D Tele-immersion (3DTI) sys-
tem enables the virtual interaction in 3D space in real-time.
Given this unique capability, 3DTI system has found huge
potentials in many applications (e.g., 3D interactive video
gaming and remote therapy) [7].
Figure 1 illustrates a typical 3DTI system which is com-
posed of several geographically distributed sites. Each site
captures the 3D data of its user using multiple 3D cameras
and transmits the data to every other sites over the net-
work at a certain frame rate. Given the data from all sites,
each site renders everything into a virtual 3D space to pro-
vide visual feedback for users to interact with each other.
To achieve good user experience for interactivity, the frame
rate should be high (e.g., at least 10-15 frames per second)
Figure 1: A typical 3DTI system
while the end-to-end delay (the time from when the 3D data
is captured to when it is rendered) should be low (e.g., less
than 100ms).
One of the main challenges of building such a 3DTI sys-
tem is to satisfy the extremely high bandwidth requirement
for transmiting the large amount of 3D data over the net-
work. E.g., one single 3D camera produces around 200KB
to 600KB of data per frame at a resolution of 640-by-480. If
each site contains 4 such cameras to capture the full-body
data of its user at 10 frames per second (fps), the mean
capturing data rate is around 128 Mbps. In order to ren-
der the immersive scene, a site has to obtain the full-body
data from each of the other sites. As a result, the total
bandwidth requirement at each site is at the Gbps level.
Clearly, if the sites are seperated with relatively high round-
trip-time (e.g, WAN links), this requirement can hardly be
met by the available bandwidth provided by current reliable
transmission protocols (e.g., TCP and RTP). The deficiency
in bandwidth gets even higher if a higher resolution or frame
rate is adopted.
One natrual choice to reduce the bandwidth requirement is
to use a data compression scheme. Most of the previous
compression schemes are either originally designed for com-
pressing 2D images/videos thus cannot be directly applied
to 3DTI data [1, 2], or cannot satisfy the real-time inter-
activity requirement (i.e., low end-to-end delay requirement
which infers small time overhead added by compression) [4].
There are very few schemes that are designed for 3DTI data.
The problem of these schemes is they often have low com-
pression ratio [6] or suffer from significant artifacts after de-
compression [5].
In this work, we present a novel vision-based compression
and dissemination framework for 3DTI data to reduce the
bandwidth usage. Our main idea is as follows. The 3DTI
data can be decomposed into seperable objects that have
different importance to the user experience. An object is
defined as a part of the data that approximates a rigid body
(e.g., a human body contains several objects such as head,
torso and limbs). The importance of an object is dynami-
cally affected by many factors such as the type of activity, its
own movement or visibility. When disseminating the data
over the network, each object should be prioritized according
to its importance. Given the priorities, a scheduling algo-
rithm should decide the sending frequency of each object in
real-time to minimize the bandwidth usage while ensure the
reconstructed quality.
Unlike previous schemes that treat all 3DTI data the same
way, our framework applies the scheduling of dissemination
to each object independently. This key difference allows us
to have a more flexible quality-of-service (QoS) settings at
the object level. Therefore, by lowering down the sending
frequencies of the less important objects, we could save a
significant amount of bandwidth. Our framework is designed
to enhance the previous compression schemes but not to
replace them. We will show later that our framework can
be easily combined with the current compression schemes.
We have built a real 3DTI system testbed and implemented
the proposed framework on top of it. According to the ex-
periment results, the framework can reduce 30% to 50% of
bandwidth usage with reasonable degradation of the render-
ing quality (in terms of artifact). It is also shown that the
scheduling algorithm quickly adapts to the user movement
to provide good user experience.
The remaining part of the paper is organized as follows.
We briefly overview the our system design in Section 2 and
present a detailed description of our framework in Section 3.
We then show our preliminary experiment results in Sec-
tion 4 and conclude in Section 5.
2. SYSTEM OVERVIEW
The 3DTI system that we build at UIUC has three com-
ponents at each site, including the capturing component,
transimission component and rendering component. Fig-
ure 2 shows the three components in the 3DTI system at
each sites and how they connect with each other. In the
following, we will give a brief overview on function of each
component and how we modify them to include our new
compression and dissemination framework.
2.1 Capturing Component
The capturing component contains multiple 3D cameras each
of which captures a facet of the 3D scene. The data from
each camera is stitched to each other to construct a point
cloud which gives 360-degree coverage of the 3D scene. The
3D data is generated in real-time and periodically at a con-
stant rate.
Because our new framework needs to do scheduling at the
Figure 2: The design of a 3DTI system with the new
framework.
object level, the 3D data is decomposed into objects using
segmentation techniques. Special care has to be taken when
dealing with human in the scene. This is because the 3D
data for a human can be further decomposed into objects
according to the skeleton structure. A typical decomposi-
tion will result in 10 objects including head, torso and each
upper/lower limbs.
2.2 Transmission Component
The transmission component is in charge of the dissemina-
tion of the 3DTI data over the network. Each transmission
component contains a gateway which takes the data from the
capturing component and transmit it to each of the other
sites. The gateways from all the sites form a overlay network
and application-level multicast is used to support efficient
data dissemination.
To support object-level scheduling, we add a scheduler into
the transmission component. The scheduler completes two
main tasks. On the one hand, it periodically takes the ob-
jects from the capturing component and determine how to
compose a frame out of the objects. Objects are selected
based on their importance to the user experience and how
frequently they are sent in the past. The frame also con-
tains the information on the current position and orientation
of each object. When the rendering component receives a
frame without certain objects, it can use this information to
transform the previous data of the same objects to recon-
struct the full set of 3D data.
The frame will then be passed to the gateway to be dissem-
inated over the network. On the other hand, the scheduler
periodically updates the importance of the each object based
on the statistics of two factors which are collected from the
past period of time. These two factors include the moving
speed of each object and its visibility from the other sites.
2.3 Rendering Component
Whenever there is a frame received through the transmis-
sion component, it will be passed to the rendering compo-
Figure 3: Model of the importance.
nent which will then render the frame into the virtual space.
Because our new framework schedules the dissemination of
each object independently, a frame may not contain all the
objects that are captured. When a certain object is missing
from the received frame, the rendering component will trans-
form the previous data of the same object to approximate
the current object data. Because each object is assumed
to be a rigid body, the transformation is also rigid and can
be calculated from the change of the object’s position and
orientation.
2.4 Traditional 3D Tele-immersive System
Traditional 3DTI system has a three-tier structure which
includes a capturing tier, a transimssion tier and a rendering
tier. The capturing tier contains multiple 3D cameras each
of which captures a facet of the 3D scene. The 3D data from
each camera is stitched to each other to construct a point
cloud which gives 360-degree coverage of the scene. The 3D
data is generated in real-time and periodically at a constant
rate.
2.5 Object-level Scheduling
2.6
3. CORE DESIGN OF THE FRAMEWORK
The core part of the framework is the scheduler in the trans-
mission component as explained in the last section. In this
section, we will present detailed design of the scheduler. We
aim at answering these three questions: 1) How to model
the importance of each object? 2) Given the importance of
an object, how frequently should we send it? 3) Given the
sending frequencies of each object, how should we compose
a frame in real time?
3.1 Modeling the importance
We define the importance of an object as its contribution
to the overall quality of experience. The contribution is af-
fected by many factors. The most important ones are the
moving speed and the frame rate. Figure 3 shows the con-
tribution to QoE versus frame rate relation [3]. The contri-
bution increases with the frame rate. The increasing speed
decreases with the frame rate and gradually becomes 0 as
the frame rate approaches a threshold value f∗. This value
denotes the threshold frame rate above which a human can
not perceive any improvement of QoE due to the increment
in frame rate. In addition, the contribution is also affected
by the moving speed of the object. As shown in the fig-
ure, when the moving speed of the object is higher, its QoE
contribution increases more slowly with the frame rate.
3.2 Determine the sending frequency
Given the importance model, we need to determine the frame
rate for each object with respect to a certain moving speed.
If we draw a horizontal line in Figure 3 to represents a de-
sired level of QoE, the intersection point of this line and the
QoE-versus-frame-rate curve gives us the minimum frame
rate that we should achieve to ensure the desired level of
QoE. The minimum frame rate varies with the moving speed
of the object. As shown in the figure, when moving speed is
lower, the required frame rate is also lower. The minimum
frame rate is a function of the moving speed v. Denotes g(v)
as the function. We have
g(v) = f−1v (Q
∗), (1)
where Q∗ is the desired QoE level and F−1v is the inverse
function of the QoE to frame rate mapping given the mov-
ing speed v. We further define the sending frequency of an
object as the ratio of the minimum required frame rate and
f∗. The desired QoE level of each object is depending on
the activity type. For instance, a conversation type of activ-
ity only requires a high QoE level on the movement of head
while the dancing activity requires high QoE level on each
of the body objects.
Given Equation (1), the scheduler determines the sending
frequencies as follows. First, according to the activity type,
we assign each object a desired QoE value. The setting of
the QoE value can be learnt over time using user studies.
Given the desired QoE value and the current moving speed,
the minimum required frame rate of an object can be calcu-
lated using Equation (1). The moving speed information is
updated periodically by taking a moving average of the past
movement speed. As a result, the sending frequencies are
also adjusted periodically to adapt to the object movement.
3.3 Frame composition
As explained in Section 2, the capturing component is gen-
erating the objects at a constant rate. When a new set of
objects are generated, we have to send them as soon as pos-
sible to satisfy the requirement for real-time interactivity.
However, if we send all the objects every time, the frame
rate of each object is the same as the rate at which the ob-
jects are generated. To ensure that each object is sent at the
predetermined frame rate, the scheduler uses the following
policy to compose a frame:
1. The scheduler uses a sliding window to monitor the
real frame rate of each object;
2. When composing a new frame, the real frame rate of
each object is compared with its predetermined frame
rate. If the real frame rate is lower, the object is in-
serted into a priority queue. The larger the mismatch
between the two frame rates, the higher is the priority;
3. The object with the highest priority is put into the
frame;
4. Step 3 is repeated until either the queue becomes empty
or the total frame size exceeds the maximum frame size
which is determined by the available bandwidth.
To sum up, the scheduler updates the sending frequencies
of each object periodically and then use this information
and the above policy to compose the frame when a new set
of objects becomes available in the capturing component.
In addition, the scheduler uses moving average to collect
information on the moving speed and available bandwidth.
4. EVALUATION
In order to evaluate our framework, we have built a 3DTI
testbed as described in Section 2. The capturing compo-
nent uses several Kinect camera to capture the 3D scene
and decompose the 3D data into objects. The decomposition
contains two parts. On the one hand, we seperate the back-
ground and the moving human objects using Kinect API.
On the other, we further process the human data into more
fine-grained objects as follows. The skeleton of a human is
actively tracked using Kinect API. The human data is mod-
eled as a set of 10 cylinders (i.e., head, torso, upper/lower
limbs). The center of the cylinders is defined by the posi-
tion of skeleton joints. We apply a recursive fitting algo-
rithm to assign each point of the human data to the correct
cylinders. The points in each cylinder forms an independent
object. The scheduler is added into the transmission com-
ponent. And rendering component is able to transform the
previous data of missing objects in the received frames so as
to reconstruct the full set of objects.
Because the number of cameras or the number of sites do
not affect our evaluation results, all our experiments are con-
ducted in the setting of two sites and one camera per site.
At each site, the camera generates 3D data of resolution
at 10 fps. We consider two activities of different type. In
the first activity, a person does excercise following the in-
struction of a particular Youtube video. In the excercise,
there are periods for fast body movement as well as periods
for slow movement. In the second activity, a person reads
a poem with a few gestures. The whole activity does not
include fast body movement.
We compare our framework with two other naive schemes
in terms of bandwidth usage and visual artifacts . These
schemes are:
1. Brute force: all the objects are inserted into each of
the frame;
2. Fixed frame rate: each object is assigned a fixed frame
rate and we use the same frame composition policy in
Section refsec:solution:frame.
Figure 4 plots the average bandwidth usage for different ac-
tivities. Our framework has shown clear performance im-
provement in comparison with the other naive schemes. Our
framework can save up to 50% of bandwidth in an activity
Figure 4: Average bandwidth usage for different ac-
tivities.
Figure 5: Bandwidth usage versus frame number in
a slow activity given different schemes
of slow movement such as poem reading and 30% of band-
width in an activity of fast movement such as excercising.
The bandwidth saving is more effective in slow-movement
activity because the minimum required frame rate to reach
a certain QoE level is lower when the moving speed is slower.
Figure 5 plots the bandwidth usage versus the frame number
for the poem reading activity. The frame number increases
steadily with time as the capturing component is generat-
ing data at constant rate. Our framework shows a steady
improvement in terms of bandwidth usage overtime. This is
because the activity does not lead to fast body movement
which makes our framework steadily save significant amount
of bandwidth by lowering down the frame rate of each ob-
ject.
Figure 6 plots the bandwidth usage versus the frame num-
ber for the excercising activity. Compared with Figure 5, the
Figure 6: Bandwidth usage versus frame number in
a fast activity given different schemes
fluctuation in bandwidth usage is much more fierce because
the activity includes fast movement (back and forth) which
leads to fluctuation of the captured data size. The band-
width improvement is not as much as in the poem reading
activity. This is because when the scheduler detects the
movement speed of an object is getting fast, it will increase
the object’s frame rate to ensure the desired QoE level.
Both activities show that our framework achieves great band-
width saving with reasonable degradation of the quality in
terms of visual artifact. The artifact appears when an object
suddenly increases its moving speed and the scheduler does
not respond quickly enough to increase its sending frequency.
As a result, the reconstructed data from the rendering com-
ponent cannot correctly represent the original data which
leads to visual artifacts.
5. CONCLUSION
In this work, we have proposed a novel compression and dis-
semination framework for 3DTI data. The main idea is to
decompose the 3D scene into seperable objects and schedule
the dissemination of each object independent of each other
based on the object’s importance to the quality of experi-
ence. The framework can be easily integrated with current
3DTI compression and dissemination schemes.
We evaluate the framework using real 3DTI testbed. The
experiment results show that the framework has 30% to 50%
percent of improvement in terms of bandwidth usage with
reasonable degradation of the rendering quality (in terms
of artifact). The improvement is greater when the type of
activity does not involve frequent fast movement of the ob-
jects.
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