The paper considers the problem of checking abstraction between two finite-state fair discrete systems. In automata-theoretic terms this is trace inclusion between two Streett automata. We propose to reduce this problem to an algorithm for checking fair simulation between two generalized Büchi automata. For solving this question we present a new triply nested ¢ -calculus formula which can be implemented by symbolic methods.
The labels in these two systems consist of a local state name (a-e, A-E) and an observable value. Clearly these two systems are (observation)-equivalent because they each have the two possible observations r t Q y d r t Q w
. Thus, each of them abstracts the other. However, when we examine their simulation relation, we find that EARLY of the observables. However, in the presence of fairness, it is not sufficient to guarantee that every step of the concrete system can be matched by an abstract step with corresponding observables. Here we require that the abstract system has a strategy such that any joint run of the two systems, where the abstract player follows this strategy will either satisfy the fairness requirements of the abstract system or fail to satisfy one of the fairness requirements of the concrete system. This guarantees that every concrete observation has a corresponding abstract observation with matching values of the observables.
Algorithmic Considerations
In order to determine whether one system fairly simulates another (solve fair simulation) we have to solve games [HKR97] . When the two systems in question are reactive systems with strong fairness (Streett), the winning condition of the resulting game is an implication between two Streett conditions (fsim-games). In [HKR97] the solution of fsim-games is reduced to the solution of Streett games. In [KV98] an algorithm for solving Streett games is presented. The time complexity of this approach is respectively. Obviously, the complexity of this approach is too high. It is also not obvious whether this algorithm can be transformed into a symbolic one.
In the context of fair simulation, Streett systems cannot be reduced to simpler systems [KPV00] . That is, in order to solve the question of fair simulation between Streett systems we have to solve fsim-games in their full generality. However, we are only interested in fair simulation as a precondition for trace inclusion. In the context of trace inclusion we can reduce the problem of two reactive systems with strong fairness to an equivalent problem with weak fairness. Formally, for the reactive systems . In fsim-games the winning condition is an implication between two Streett conditions. A deterministic Streett automaton for such a winning condition has Obviously, our algorithm is tailored for the case of generalized-Streett 
Making the Method Complete
Even if we succeed to present a complexity-acceptable algorithm for checking fair simulation between generalized-Büchi systems, there is still a major drawback to this approach which is its incompleteness. As shown by the example of Fig. 1 , there are (trivially simple) systems
but this abstraction cannot be proven using fair simulation. Fortunately, we are not the first to be concerned by the incompleteness of simulation as a method for proving abstraction. In the context of infinite-state system verification, Abadi and Lamport studied the method of simulation using an abstraction mapping [AL91] . It is not difficult to see that this notion of simulation is the infinite-state counterpart of the fair simulation as defined in [HKR97] but restricted to the use of memory-less strategies. However, [AL91] did not stop there but proceeded to show that if we are allowed to add to the concrete system auxiliary history and prophecy variables, then the simulation method becomes complete. That is, with appropriate augmentation by auxiliary variables, every abstraction relation can be proven using fair simulation. History variables remove the restriction to memory-less strategies, while prophecy variables allow to predict the future and use fair simulation to establish, for example, the abstraction LATE §
EARLY.
The application of Abadi-Lamport, being deductive in nature, requires the users to decide on the appropriate history and prophecy variables, and then design their abstraction mapping which makes use of these auxiliary variables. Implementing these ideas in the finite-state (and therefore algorithmic) world, we expect the strategy (corresponding to the abstraction mapping) to be computed fully automatically. Thus, in our implementation, the user is still expected to identify the necessary auxiliary history or prophecy variables, but following that, the rest of the process is automatic. For example, wishing to apply our algorithm in order to check the abstraction LATE § EARLY, the user has to specify the augmentation of the concrete system by a temporal tester for the LTL formula 3 o y B
. Using this augmentation, the algorithm manages to prove that the augmented system (LATE +tester) is fairly simulated (hence abstracted) by EARLY.
In summary, the contributions of this paper are:
1. Showing how to reduce the problem of checking fair simulation between two reactive systems (Streett automata) into a game with generalized-Street[1] acceptance condition.
Providing a new (and more efficient)
m -calculus formula and its implementation by symbolic modelchecking tools for solving the fair simulation between two reactive systems.
3. Claiming and demonstrating the completeness of the fair-simulation method for proving abstraction between two systems, at the price of augmenting the concrete system by appropriately chosen "observers" and "testers".
The Computational Model
As a computational model, we take the model of fair discrete system (FDS) 
, which indicates an instance of mis-prediction.
That is, initially all the newly introduced boolean variables are set to zero.
The augmented transition relation allows each of the The transformation of an FDS to a JDS follows the transformation of Streett automata to generalized Büchi Automata (see [Cho74] for finite state automata and [Var91] for infinite state automata). 
Simulation Games
We say that a run is initialized if it satisfies Initiality: 
is not a computation of 6
is winning for player ¥ . Let be some finite domain, intended to record facts about the past history of a computation (serve as a memory). A strategy for player 
The alternation depth of a formula is the number of alternations in the nesting of least and greatest fixpoints. 
Trace Inclusion and Fair Simulation
In the following, we summarize our solution to the problem of checking abstraction between two finite-state fair discrete systems, or equivalently, trace inclusion between two Streett automata. Since we are interested in fair simulation only as a precondition for trace inclusion, we can take a more economic approach. Given two FDS's, we first convert the two to JDS's using the construction in Section 2. We then solve the simulation game for the two JDS's.
Consider the FDS's ¥ 6
and @ 
Closing the Gap
As Although fair simulation is verified algorithmically, user intervention is still needed for choosing the appropriate temporal properties to be observed in order to ensure completeness with respect to trace inclusion.
Examples

Late and Early
As a first example we consider the two programs EARLY and LATE presented in Fig. 3 (a graphic representation for these two programs appeared in Fig. 1 -states which satisfies the requirements of initiality, justice, and compassion as any other FDS, and the requirement of consecution, reformulated as follows:
Consecution:
For eachǵ a nd obtain an abstraction of the complete system, which explains why we need modular abstraction for the application of the network invariants method.
It is straightforward to reduce the problem of checking modular abstraction between modules to checking abstraction between FDS's using the methods presented in this paper. This reduction is based on a transformation which, for a given 
The Dinning Philosophers
As a second example, we consider a deterministic solution to the dinning philosophers problem (DDP). As originally described by Dijkstra, p philosophers are seated at a round table, with a fork placed in between each two neighbors. Each philosopher alternates between a thinking phase and a phase in which he becomes hungry and wishes to eat. In order to eat, a philosopher needs to acquire the forks on both its sides. A solution to the problem consists of protocols to the philosophers (and, possibly, forks) that guarantees that no two adjacent philosophers eat at the same time (mutual exclusion) and that every hungry philosopher eventually gets to eat (individual accessibility).
A deterministic solution to the dinning philosophers is presented in [KPSZ02], in terms of binary processes. A binary process where restrict y is an operator that removes variable Ä from the set of observable variables and places it in the set of owned variables.
In Fig. 4 we present a chain of p deterministic philosophers, each represented by a binary process
This solution is studied in [KPSZ02] as an example of parametric systems, for which we seek a uniform verification (i.e. a single verification valid for any p ) . The uniform verification is presented using the network invariant method, which calls for the identification of a network invariant which can safely replace the chain } . The adequacy of the network invariant is verified using an inductive argument which calls for the verification of abstractions. In [KPSZ02] we present a deductive proof to the dinning philosophers, based on [AL94] abstraction mapping method, using two different network invariants.
In the current work, we consider the same invariants, and verify all the necessary abstractions using our algorithm for fair simulation. In both cases, no auxiliary (history and prophecy) variables are needed.
The "Two-Halves" Abstraction
The first network invariant 
Experimental Results
In our first implementation of the algorithm, we could not establish simulation between very simple obviously correct examples. Player ¥ could always win in a finite number of steps. The problem was with unfeasible states, namely states that do not participate in any computation. Player ¥ would enter an unfeasible state and player ¦ could not follow. To resolve this problem we remove all unfeasible states from both systems. Thus, the first step evaluates the set of feasible states for each of the players.
Since player ¦ can only move to correlated states, we reduce the number of variables by using a single set of observable variables for both systems. 
5
. After all these optimizations, the following table summarizes the running time for some of the experiments we conducted. 
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