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SUWARY 
Models of the open-loop hover dynamics of the XV-15 Tilt-Rotor Aircraft are extracted from flight 
data using two approaches: 
and the identification results are presented and compared in detail. 
ably, with the differences associated mostly with the inherent weighting of each technique. 
responses are used to show that the predictive capability of the models from both techniques is excel- 
lent. 
time-domain techniques are summarized, and a proposal for a coordinated parameter identification approach 
is presented. 
frequency-domain and time-domain identification. Both approaches are reviewed 
The extracted models compare favor- 
Step 
Based on the results of this study. the relative strengths and weaknesses of the frequency and 
NOMENCLATURE 
roll rate, pitch rate, and yaw rate, respectively, deg/sec 
longitudinal, lateral, and vertical velocities, respectively, m/sec 
coherence function between variable x and y 
aileron surface detlection (deg). elevator surface deflection (deg), and rudder surface 
deflection (deg), respectively 
power lever deflection. % 
damping ratio 
time delay 
roll, pitch, and yaw angles, respectively. rad (deg) 
undamped natural frequency. rad/sec 
inverse time constant, rad/sec 
1. INTRODUCTION 
Dynamics identification methodologies generally fall into two categories: frequency-domain and time- 
domain. 
the methods and on the specific application. 
Frequency-domain identification uses spectral methods to determine frequency responses between selected 
input and output pairs. Then, least-squares fitting techniques are used in the frequency-domain to obtain 
closed-form analytical transfer-function models of linear input-to-output processes. Time-domain identi- 
fication first requires the selection of a state-space model structure, which may be linear or nonlinear. 
Model parameters are identified by least-squares fitting of the response time-histories or by maximum 
likelihood methods. Transfer functions for linear models and frequency responses can then be obtained 
from the identified state-space formulation. 
The US Army has been developing frequency-domain identification techniques in support of handling 
qualities, flight, and simulation experiments. 
T h i s  r e p o r t  w a s  p r e v i o u s l y  publ ished as an  Agard Paper  No. 9 ,  a t  t h e  
R o t o r c r a f t  Design f o r  Opera t ions  conference ,  Amsterdam, Nether lands ,  O c t .  1986 
The choice of techniques to be used is usually based on the analyst's personal familiarity with 
Each approach has inherent strengths and weaknesses. 
Extensive flight experiments have been conducted on the 
L 
XV-15 T i l t -Rotor  A i r c r a f t  (Fig. 1). 
responses. t rans fe r  functions, and model v e r i f i c a t i o n  resu l ts .  
a1 so been recent ly  conducted on the Bell-214-ST s ing le  ( tee ter ing)  r o t o r ,  and CH-47 tandem-rotor a i r c r a f t  
(Refs. 3 and 4). 
l i ke l ihood,  time-domain i d e n t i f i c a t i o n  techniques. 
been developed. Much of the DFVLR experience w i th  he l i cop ter  i d e n t i f i c a t i o n  has been associated w i t h  the  
h igh l y  coupled BO-105 hingeless-rotor he l i cop ter  (Refs. 5 and 6). 
References 1 and 2 Present the  i d e n t i f i e d  open-loop frequency 
Frequency-domain i d e n t i f i c a t i o n  t e s t s  have 
I n  the  Federal Republic of Germany. the  DFVLR has had extensive experience w i t h  maximum- 
Linear and nonl inear model- ident i f  i c a t i o n  methods have 
As pa r t  of an ongoing US/FRG Memorandum of Understanding (MOU) on he l i cop ter  f l i g h t  con t ro l ,  an 
extensive j o i n t  study i s  being conducted t o  analyze the XV-15 data-base fo r  the (open-loop) hover f l i g h t  
cond i t ion  using both time- and frequency-domain techniques. 
to: (1) ga in  a be t te r  appreciation f o r  t he  r e l a t i v e  strengths and weaknesses o f  each technique; and 
(2) develop improved methods o f  i d e n t i f i c a t i o n  f o r  ro to rc ra f t .  
The Primary ob jec t ives  o f  t h i s  study are 
This paper reviews the dynamics i d e n t i f i c a t i o n  techniques which have been developed i n  the  US and the  
Federal Republic o f  Germany. 
sented and compared, and sources o f  d i f ferences i n  the  extracted models are discussed. 
s ions concerning the  appropriate app l i ca t ions  f o r  each technique and proposals f o r  u n i f i e d  i d e n t i f i c a t i o n  
methods using both approaches are presented. 
The r e s u l t s  o f  apply ing these techniques t o  the  XV-15 data base are pre- 
F ina l l y ,  conclu- 
Fig. 1. The XV-15 T i l t -Ro to r  A i r c ra f t .  a) Hover conf igurat ion;  b) c ru ise  conf igurat ion.  
2. OVERVIEW OF FREQUENCY-DOMAIN AN0 TIME-DOWIN I D E N T I F I C A T I O N  TECHNIQUES 
A. Frequency-Domain I d e n t i f i c a t i o n  Method 
The frequency-domain i d e n t i f i c a t i o n  approach developed by the  US Army i s  depicted i n  Fig. 2. Spec- 
t r a l  methods based on the  Chirp z-transform are used t o  ex t rac t  h igh-resolut ion frequency responses 
between selected input  and output pairs.  
magnitude and phase o f  the output t o  the input  versus frequency. 
parametric because no model s t ruc tu re  has been assumed. 
con t ro l  system design and handl ing-qual i t ies compliance tes t ing ;  f o r  example, cu r ren t l y  proposed handling- 
q u a l i t i e s  c r i t e r i a  f o r  the LHX (Ref. 7) are based on frequency-domain parameters which can be read 
d i r e c t l y  from these graphical resu l ts .  Frequency responses obtained from real- t ime and nonreal-time simu- 
l a t i o n s  can be compared d i r e c t l y  w i t h  the f l i g h t  data t o  expose l i m i t a t i o n s  and discrepancies i n  the  simu- 
l a t o r  models (Ref. 1). The f a c t  t h a t  t h i s  comparison can be made i n i t i a l l y  wi thout an a p r i o r i  assumption 
o f  model s t ruc tu re  o r  order i s  espec ia l l y  important f o r  v e r i f y i n g  mathematical models o f  new a i r c r a f t  
conf igurat ions.  When the  model s t ruc tu re  and parameter values are required, they may be obtained by f i t- 
t i n g  the  tabulated frequency-responses w i t h  ana ly t i ca l  t rans fer - func t ion  models t o  ex t rac t  modal charac- 
t e r i s t i c s .  
The i d e n t i f i c a t i o n  resu l t s  are presented i n  Bode-plot format: 
These i d e n t i f i c a t i o n  r e s u l t s  are non- 
As such, they can be very use fu l  f o r  f l i g h t -  
Examples o f  t h i s  app l i ca t ion  are the  t e s t i n g  o f  handl ing-qual i ty spec i f i ca t ions  given i n  
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Fig. 2. Frequency-domain identification method. 
lower-order equivalent system terms, and the examination of transfer function-based control system 
designs. Since this fitting procedure is completed after the frequency response is extracted, the order 
of the transfer function can be carefully selected to avoid an overparameterized model. Multi-input/ 
mrlti-output frequency-response methods are suitable for extracting a transfer matrix which includes the 
important coupling effects. Finally, the extracted models are driven with the flight-test control inputs 
to verify the time-domain response characteristics. 
the identified transfer-function and state-space models most accurate at mid and high frequency (initial 
time history transients). The low-frequency and steady-state response prediction of the extracted models 
is generally not as good as in time-domain identification approaches. 
The semilog frequency format of the Bode-plot presentation and subsequent transfer-function fit makes 
B .  Time-Domain Identification Method 
The general approach used in time-domain identification is shown i n  Fig. 3. Time-based identifica- 
tion techniques are initially applied to the data to check their internal compatibility. Data inconsis- 
tencies resulting from calibration errors, drifts, or instrumentation failures are detected by comparing 
redundant measurements from independent sensors, such as rate and attitude gyros, or altitude change and 
vertical acceleration (Ref. 6). This approach, which can be used on-line, helps to ensure that only con- 
sistent data are generated for the further evaluation and system identification. 
the external forces and moments in terms of accelerations and state and control variables. The coeffi- 
cients in these equations are the stability-derivatives. 
tives can be obtained from analytical calculations, wind-tunnel data, or from start-up identification 
techniques such as a least-squares method. The responses of the model and aircraft resulting from the 
flight-test control inputs are then compared.' The response differences are minimized by the identif ica- 
tion algorithm which iteratively adjusts the model parameters. In this sense, aircraft system identifica- 
tion inplies the extraction of physically defined aerodynamic and flight mechanics parameters from flight- 
test data. Usually, it is an off-line procedure since some skill and iteration are needed to develop an 
appropriate model formulation. Model fowlation involves consideration of model structure, selection of 
Significant parameters, and inclusion of inportant nonlinearities. Time-domain techniques yield a multi- 
inPUt/mUlti-OUtpUt model that is appropriate for application in stability and control analysis. simula- 
tion. and control system design. The identified parameters are also useful for comparison and correction 
of analytically or wind-tunnel derived stability-derivatives (Ref. 8). 
For this next step, the aircraft dynamics are modeled by a set of differential equations describing 
In some cases, a priori values for these deriva- 
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Fig. 3.  Time-domain i d e n t i f i c a t i o n  method. 
A key fea ture  o f  the time-domain i d e n t i f i c a t i o n  technique i s  t h a t  the extracted models are based on 
the curve f i t t i n g  o f  the o r ig ina l  measured (time-domain) f l i g h t - t e s t  data. Er ro rs  which may occur i n  the 
transformation o f  the data from the t ime-  t o  the frequency-domain are thus avoided. The i d e n t i f i e d  models 
can then be e a s i l y  presented i n  the frequency-domain as Bode p l o t s  or, i f  the i d e n t i f i e d  model i s  l inear ,  
also as parametric transfer-functions. 
3. IDENTIFICATIDN OF XV-15 OPEN-LOOP DYNAMICS I N  HOVERING FLIGHl 
This sect ion reviews the XV-15 f l i g h t - t e s t  data base f o r  parameter i d e n t i f i c a t i o n  and presents and 
compares the r e s u l t s  o f  ( l inear )  frequency and time-domain i d e n t i f i c a t i o n  methods f o r  the  open-loop hover 
f l i g h t  condi t ion.  For i l l u s t r a t i v e  purposes, the r o l l  response i d e n t i f i c a t i o n  I s  discussed i n  de ta i l .  
A. F l igh t -Tes t  Data Base 
The complete data base f o r  dynamics i d e n t i f i c a t i o n  includes four  f l i g h t  condi t ions from hover t o  
cruise. 
because: 
The present study concentrated exc lus ive ly  on the i d e n t i f i c a t i o n  o f  the open-loop hover dynamics 
The dynamics f o r  t h i s  f l i g h t  cond i t ion  are coupled and'very unstable which makes t h i s  case the most 
Nonlinear e f f e c t s  are the  most s i g n i f i c a n t  i n  the hover f l i g h t  condit ion, which al lows a good demon- 
Focusing on the rotor-borne f l i g h t  cond i t ion  maximizes the  carry-over o f  the present experience t o  
The p i t c h  and r o l l  a x i s  i n s t a b i l i t i e s  f o r  the hover f l i g h t  cond i t ion  are character ized by a t ime-to- 
double amplitude of about 3 sec. 
vehic le dynamics are not p rac t i ca l  f o r  the open-loop hovering vehic le.  
vehic le dynamics from closed-loop t e s t i n q  i s  possible subject t o  an important condit ion: 
surface de f lec t ion ,  which i s  comprfsed o f  inputs from the p i l o t  and the s t a b i l i t y  and cont ro l  augmentation 
system (SCAS), must contain a s i g n i f i c a n t  component which i s  uncorrelated w i th  the response of the veh ic le  
(Ref. 9). 
Fl ight-Test Inputs. Two types o f  inpu ts  were executed i n  the i d e n t i f i c a t i o n  f l i g h t  tes ts .  
"Frequency-sweep" inputs were used f o r  model extract ion,  and step inputs were used f o r  model v e r i f i c a t i o n .  
Two t y p i c a l  concatenated l a t e r a l  s t i c k  frequency-sweeps completed dur ing the  hover f l i g h t  t es ts  of 
the XV-15 are shown i n  F ig.  4a. These t e s t s  used pi lot-generated ra ther  than computer-generated inputs. 
The sweep i s  i n i t i a t e d  with two low-frequency input  cycles corresponding t o  the lower bound o f  the f r e -  
quency range o f  primary i n te res t  (0.2-6.0 rad/sec). These cycles ensure good exc i ta t i on  of the low- 
frequency vehic le dynamics. 
a t  progressively higher frequencies f o r  an add i t iona l  50 sec. By the end o f  the  90 sec dura t ion  tes t .  the 
s t i c k  i s  being d r i v e n  at  f a i r l y  h igh frequencies ( 4  Hz show i n  F ig.  4). 
d i f f i c u l t  t o  analyze. 
s t r a t i o n  o f  the nonlinear i d e n t i f i c a t i o n  techniques developed by the  DFVLR. 
fu tu re  r o t o r c r a f t  i d e n t i f i c a t i o n  studies t o  be car r ied  ou t  under the  MU. 
Therefore, long-period inputs needed t o  i d e n t i f y  the low-frequency 
Ex t rac t ion  of the open-loop 
the t o t a l  
Then. the required low-frequency inputs can be conducted on the closed-loop (s tab le )  vehicle. 
A f te r  the i n i t i a l  two low-frequency cycles, the l a t e r a l  s t i c k  i s  o s c i l l a t e d  
The input  amplitudes are f a i r l y  
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Fig. 5. Roll-rate response (p) during lateral frequency-sweeps. 
small a t  low frequency where vehicle motions are considerable, w i t h  larger inputs at  mid frequency, and 
smaller inpu s again a t  very high frequency. The associated aileron surface deflection (total input t o  
6LAT are defined w i t h  opposing sign conventions). The resulting roll-rate amplitudes of 10-20 degjsec as 
shown i n  Fig. 5 are typical for frequency-sweep tests. The frequency-sweep i s  especially well suited for 
frequency-domain identification because i t  i s  a periodic lnput form that excites the vehicle in all  of i t s  
dominant modes of motion within the frequency ranqe of interest. This i n p u t  also has some advantages for 
time-domain identification. Vehicle excitation i s  restricted to be within the frequency-range of model 
applicability which i s  especially important for meaningful state-space parameter results (Ref. 4 ) .  Also, 
the monotonic increase in frequency allows t h e  time-domain identification to be frequency-weighted which 
compensates for the inherent low-frequency weighting of t h i s  method. 
t i cs ,  so they represent a good tes t  of the identified model's predictive capability. 
executed in both the open- and closed-loop condition. Open-loop verification ensures that the identified 
models reflect the dynamics of the open-loop vehicle and not those of the inverse feedback element 
(Ref. 9). Step inputs with the flight-control system engaged are also useful since the steadier init ial  
conditions allow fine differences between the model and the fl ight responses to be exposed. 
the aircraft $ ) shown in Fig. 4b reflects a significant component from the pilot i n p u t  (note that 6 and 
Step inputs are commonly used i n  the flight t e s t  coinnunity to expose dominant vehicle characteris- 
Step inputs were 
E. Frequency-Domain Identification 
The most important step in the frequency-domain identification procedure i s  the extraction of accu- 
rate. high-resolution frequency responses between the various Input and output  pairs. A key metric for 
assessing the quality of the frequency-response identification Is the coherence function (yEY ). This 
frequency-dependent function indicates that  fraction of t h e  output response which i s  1 inearly related t o  
the excitation signal. The randm error associated w i t h  the frequency-response identification i s  depen- 
dent on the value of the coherence function at each frequency, and on the nulnber of (independent) time 
history segments ("windows." Nd): 
*Although the aileron, elevator, and rudder surfaces are not effective i n  hover, they continue t o  be 
I t  actuated in addition t o  the primary effectors which are the rotor collective and swashplate controls. 
was found to be most expedient to refer a l l  the transfer functions to  these surface deflections. since 
neglecting the small servo lags, these are related to  the sum of the pilot and SCAS inputs through a 
mixing ratio which i s  constant across the entire f l igh t  envelope. 
6 
The length o f  the window (secs) determines the amount of low-frequency power and the associated low- 
frequency coherence which can be achieved. Low variance i n  the Spectral i d e n t i f i c a t i o n  therefore requi res 
high coherence and mul t ip le  concatenated t ime-h is tory  records. I n i t i a l  analyses o f  the XV-15  data base 
used a l l  ava i lab le  repeat runs ( three were used i n  the o r i g i n a l  analys is  o f  Ref. 1). without concern of 
the ind iv idua l  coherence q u a l i t y  o f  each run. Subsequent time-domain analyses by the  DFVLR and frequency- 
domain analyses by the  US Army ind ica ted  t h a t  Some o f  t h e  frequency-sweep runs were unsui tab le f o r  i d e n t i -  
f i c a t i o n ,  and should be removed from the concatenation procedure. 
quency-sweep, one o f  the three runs was found t o  be unsui tab le because o f  low coherence. 
response obtained w i t h  the remaining two (good) runs has subs tan t ia l l y  improved spect ra l  q u a l i t y .  
frequency response and the associated coherence func t ion  are shown i n  Figs. 6 and 7. 
i s  achieved over the  frequency range 0.2-9.0 rad/sec. 
0.5-1 rad/sec; the  associated phase r i s e  ind icates t h a t  the modes are unstable. A t  the  higher frequencies 
(1.0-10 rad/sec). the  magnitude and phase p l o t s  fo l low a K/s charac ter is t i c .  The value o f  the constant 
( K )  i s  the r o l l  response s e n s i t i v i t y  (Lba). The r e l a t i v e l y  f l a t  phase response a t  h igh frequency i n d i -  
cates a very small value o f  e f f e c t i v e  time delay. 
tude peak suggests the  existence o f  n o n l i n e a r i t i e s  f o r  large veh ic le  motions. 
I n  the  case o f  the  l a t e r a l  ax is  f re -  
This 
The frequency- 
Good i d e n t i f i c a t i o n  
The magnitude response peak i s  due t o  the dominant r o l l  modes which are i n  the frequency-range o f  
F ina l l y ,  the  drop i n  coherence funct ion near the  magni- 
(1) Latera l /Dl rect ional  Transfer-Function Models 
The se lec t ion  o f  the order and s t ruc tu re  o f  the  t rans fer - func t ion  models i s  predominantly based on 
(a) The models must be appropriate t o  the frequency-range o f  concern (0.2-6.0 rad/sec i n  the 
(b) The models must prov ide a reasonable f i t  o f  the  input-to-output frequency response w i t h i n  
(c) The selected models should be based on a theore t ica l  analys is  o f  the e f f e c t i v e  physical 
three important fac to rs  (Ref. 4): 
present study). 
the frequency range associated w i t h  good coherence. 
order of the system. 
t i o n  and f l i g h t - c o n t r o l  system status (i.e., SCAS-on o r  SCAS-off). 
t i a l l y  decoupled and f i r s t  order i n  nature. Therefore, an appropriate model f o r  yaw-rate response t o  
oedal inDuts i s :  
Therefore, the appropriate t rans fer - func t ion  models are a func t ion  o f  f l i g h t  condi- 
For the open-loop XV-15 i n  the hovering f l i g h t  condit ion, the  yaw (and heave) responses are essen- 
The on-axis r o l l  (and p i tch)  responses are dominated by the  hovering cubic, and as seen i n  Fig. 6 have one 
excess po le  a t  h igh  frequency: 
The dominant source of coupling i n  the  open-loop conf igura t ion  i s  the  yaw response t o  l a t e r a l  s t i c k  
inputs. Th is  coupling ar ises from the  r o t o r  torque d i f f e r e n t i a l  which accompanies the d i f f e r e n t i a l  
c o l l e c t i v e  inputs  used f o r  r o l l  con t ro l .  Frequency-response i d e n t i f l c a t i o n  o f  the coupled response 
(Ref. 1) ind icates an appropriate t rans fer - func t ion  model of: 
The denominator parameters o f  the  l a t e r a l / d i r e c t i o n a l  t rans fer - func t ion  models (Eqns. 2-4) represent 
natura l  dynamics modes o f  the  vehicle. 
three responses. Maintaining t h i s  r e l a t i o n s h i p  i s  essent ia l  f o r  achieving unique and phys ica l l y  meaning- 
f u l  t rans fer - func t ion  models. While i t  1s poss ib le  t o  f i t  a l l  th ree  responses simultaneously t o  mainta in  
the comnonality o f  denominator parameters. t h i s  approach i s  not  t h e  best. A b e t t e r  s t ra tegy i s  t o  iden- 
t i f y  ind iv idua l  parameters from the on-axis frequency-response i n  which they have the dominant e f fect .  
Therefore, the  common modes must have the same values f o r  a11 
*Window overlapping fu r ther  reduces the2random e r r 0  below t h a t  shown i n  Eqn. (1) (Ref. 9). 
+Shorthand notation: I C .  U ]  impl ies s + 2cws + >, 5 = damping r a t i o ,  w = undamped natura l  
frequency (rad/sec); and ( 1 / T )  impl ies S + ( l / T ) ,  rad/sec. 
- FLIGHT DATA ---- FREQUENCY-DOMAIN IDENTIFICATION 
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Fig. 7. Coherence function for roll-rate response 
Then these parameters are fixed in the identification of the off-axis transfer-functions. 
ple, the following yaw response transfer-function 9s obtatned from the pedal sweeps: 
So. for exam- 
This result shows that the yaw response of the tilt-rotor configuration is very lightly damped. as com- 
pared to a standard helicopter with a tail rotor. The small effective time delay indicates that lags 
caused by unmodeled high-frequency dynamics are negl igible. 
identlfied in Eqn. 5, this parameter 1s fixed in the roll-response transfer function (Eqn. 3). Then the 
remaining parameters are varied to obtain the best least-squares fit of the roll rate frequency-response 
(Fig. 6): 
The next step is to identify the roll-rate transfer function (p/sa). Since the yaw mode has been 
The fitting range is from 0.2-9.0 rad/sec, In which the coherence function (if ) indicates good spectral 
accuracy. As expected from the phase response characteristics (Fig. 6b) . the open-loop roll-response 
dynamics are dcrnlnated by an unstable roll mode wlth the frequency of about 0.4 rad/sec. The associated 
time-to-double amplitude is 3.5 sec. 
nearly cancels aut. This reveals that yaw coupling does not noticeabfy affect the roll-response charac- 
teristics. 
roots (l/Tr)lcr,~rl and entirely ignores yaw cwpling is an appropriate approximation for this vehicle. 
This assumption is coIIII#n for hovering aircraft. The low-frequency numerator factor ( l/T+l) associated 
with lateral translation damping. is marginally unstable (time-to-double amplitude = 7.5 sec) indicating a 
very low value of the velocity damping derivative (Yv). Finally, the effective time delay for the roll 
response (T ) is saall, suggesting that. as in the yaw response (Eqn. 5). the unnudeled high-frequency 
lags are not significant. 
With the lateral/dlrectional denominator factors (dominant vehicle modes) identified using the 
on-axis frequency-responses, the numerator factors of the off-axis response (r/6a) can now be extracted. 
The denominator factors of Eqn. 4 are fixed and the least-squares fit gives: 
ap 
The pole-zero pair (l/T41)/(l/T ) is at very low frequency and 
Therefore, a lower-order roll response model which contains only the hovering (lateral) cubic 
0.344 (-0.345y 0.868. 0.487 I e-0~00900s 
2 . 3  ) [  - 0.418, 0.4471 I- ( 5 )  = 'a (7) 
In the frequency range w > 1.2 rad/sec. the yaw response to aileron inputs is dominated entirely by the 
coupling derivative, Nda. At low frequencies, the dynamics are affected by the unstable hovering cubic. 
As shown in Figs. 6a and 6b, the transfer-function model of Eqn. 6 Is a good representation of the 
identified roll response In the range of satisfactory coherence (0.2-9.0 rad/sec). Although the present 
transfer-function model (Eqn. 6) is not significantly different from that obtained previously (Ref. 1) 
using all of the available sweep runs (including the poor quality runs). the match between the model and 
flight data 1s significantly improved. 
P 
Close exarllination o f  Fig. 6 shows t h a t  the match between the  model and f l i g h t  data i s  much b e t t e r  i n  
This i s  because o f  the r e l a t i v e  weighting selected f o r  the i d e n t i f i c a t i o n  (1 OB maqnitude than i n  phase. 
magnitude er ro r :  
On the basis of the steep phase response o f  the f l i g h t  data a t  t h e  d m i n a n t  mode (U = 0.5 rad/sec) as 
compared t o  the t ransfer- funct ion model, a lower ( less  negative) damping r a t i o  i s  ind icated.  
sistency between the  magnitude and phase responses ind icates nonl inear  behavior i n  the dominant modes of 
r o l l  motion. 
quency range. 
v e l o c i t y  t rans ients ,  as were encountered dur ing the  low-frequency inputs. 
7" phase e r r o r )  which i s  comon f o r  lower-order equivalent system matching (Ref. 10). 
This incon- 
As mentioned previously, t h i s  i s  a lso  re f lec ted  by the  drop i n  coherence i n  the same f re -  
S ign i f icant  side-by-side nonlinear r o t o r  in te rac t ions  are known t o  e x i s t  f o r  large l a t e r a l -  
The l a t e r a l / d i r e c t i o n a l  t rans fer - func t ion  model r e s u l t s  Of  t h i s  sect ion are summarized i n  Table 1. 
(2) Longitudinal Transfer-function Models 
I n  hovering vehicles, p i t c h  and r o l l  dynamics are analogous. The p i t c h  response i s  dominated by a 
long i tud ina l  hovering cubic analogous t o  the l a t e r a l  hovering Cubic, and a f i r s t - o r d e r  heave response i s  
analogous t o  the f i rs t -o rder  yaw response. Power lever  ( v e r t i c a l  Control) and long i tud ina l  s t i c k  inputs  
do not  induce s i g n i f i c a n t  in te r -ax is  coup1 ing  i n  the  XV-15 conf igurat ion.  
Spectral analys is  o f  the  ind iv idua l  pitch-sweeps showed t h a t  on ly  one o f  the three runs had sa t is fac-  
t o r y  coherence f o r  use i n  i d e n t i f i c a t i o n .  
Transfer- funct ion models are ext racted from the i d e n t i f i e d  fre~UenCY responses us ing the same approach 
discussed above f o r  the l a t e r a l / d i r e c t i o n a l  dynamics. The heave response i s  determined f i r s t  from co l lec -  
t i v e  sweeps, and then the p i t c h  response i s  determined w i t h  the  I d e n t i f i e d  heave mode ( l / T h )  f ixed. The 
r e s u l t i n g  t rans fer  functions f o r  p i t c h  r a t e  and v e r t i c a l  accelerat ion responses are sunmarized i n  Table 1. 
As i n  the r o l l  case, the p i t c h  response i s  dminated  by a hovering ( long i tud ina l )  cubic, comprised o f  a 
lowfrequency unstable o s c i l l a t i o n ,  [ L ~ , u ~ ] .  and a s tab le  aper iod ic  mode (l/Tp). 
t rans fer - func t ion  model f i t s  the i d e n t i f i e d  frequency response much b e t t e r  i n  magnitude than i n  phase. 
Based on phase response considerations alone. the  unstable damping r a t i o  would, as before, be much lower 
( less negative). 
associated w i t h  the large v e l o c i t y  per turbat ions encountered dur ing the  low-frequency inputs. 
(The Or ig ina l  analys is  of Ref. 1 used a l l  three runs.) 
A lso,  the p i t c h  
The discrepancy between the magnitude and phase f i t  i s  again due t o  n o n l i n e a r i t i e s  
C. Time-Domain I d e n t i f i c a t i o n  
Maximum l i k e l i h o o d  (ML) technique i s  genera l ly  accepted as one of the most su i tab le  time-based 
(1) 
methods f o r  a i r c r a f t  parameter i d e n t i f i c a t i o n .  The main advantages o f  the  ML est imat ion are: 
It y i e l d s  asymptotical ly unbiased and consis tent  estimates f o r  l i n e a r  systems. 
TABLE 1 Comparison o f  Transfer-Function Models f o r  Hover 
Frequency-Domain I d e n t i f i c a t i o n  
~~ ~~ 
Time-Domain I d e n t i f i c a t i o n  
0.0210s r 0.619 e- 
(0 e 102) -- ( 5 )  = 6 
-3.71s -0.107 0.412 f a = (0.10!)(1.23{f-0.41~. 0.4473 
r 0.732 ,-0.0320~ 
(0.0987) - (s) = 6r 
-3.53s 0.072 0.106 e-0'0320s t = ~O.osd,cO.8:6)1-0.342. 0.4611 
0.353 0.658 -0.0540 0.240 e- 0.0320s 0.344 -0.345 0.868 0 487 e-0~00900s r 
L 'a f s )  = (h.102) (!!23) [-6* - 6a = (0!0987)~b.830)[-6.242, (J.4611 
az -O.OO~EO~ e-0*00740S - (s) = 
6C 
(0.105) 
0.0656s 
6e (') = (O.lOk)(l.32~~-0.46!, 0 . m  
-2.66s -0.271 0.508 e-- 
I Z  -0.00959s 
(0.122) - ( 5 )  = 
6C 
-2.30s 0.0280 0.119 e-0.0320s !- e = (0.122{(0.808~~-0.273. 0.4991 
u n i t s :  p.9.r : deg/sec 
(2) 
(3) 
Both the Cramer-Rao-Bound and the Parameter correlation help to develop an appropriate model struc- 
It provides the Cramer-Rao-Bound, which IS a measure of the reliability of each estimate. 
It yields the correlation between the identified parameters. 
ture and to avoid "over-parameterization." 
(Refs. 11, 12) was utilized for time-domain identification of the XV-15. 
linear and nonlinear model formulation o f  the state and measurement equations: 
A nonlinear maximum likelihood method developed by DFVLR 
This technique allows a general 
x = computed state vector 
y = measured variables 
u = measured control vector 
xo = initial conditions 
8 = system parameters 
AU,AY = zero shifts 
The initial conditions and zero shift terms are included to compensate for drifts and offsets in the 
measurements. 
surements. and to reconstruct the nomeasured data. Then the program was used for the parameter identifi- 
cation itself. 
For the XV-15 data evaluation, the ML program was first utilized to check canpatibility of the mea- 
In the following sections, these steps are discussed in detail. 
a. Data Compatibility and Reconstruction 
The XV-15 instrumentation system provides attitude rates. attitude angles, and linear accelerations; 
speed measurements for the hover flight condition are not available. Therefore, only the compatibility of 
the angular data could be evaluated. A satisfactory agreement between calculated and measured angles was 
found and no additional corrections were made. For the frequency sweeps, speed components were derived by 
integrating the measured linear accelerations. Since, for these tests, the aircraft is in trim at the 
beginning and the end of each sweep, speed equation biases can be estimated to meet the boundary condl- 
tions: u(0) = v(0) = w(0) = u(tF) = v(tF) = w(tF) = 0. For the system identification, the calculated 
velocity variables are included in the measurement vector together with the linear accelerations. 
Strictly speaking, these derived datd do not provide additional Information about the system dynamics; 
however, they help to keep the speed response of the model within a realistic range and to prevent lohg- 
term speed drifts. This characteristic is important since the identification procedures requires the 
integration of highly unstable (hover) system differential equations for a time duration of about 90 sec. 
b. 
Preliminary time-domain identification analyses showed that the longitudinal and lateral/directional 
motions of the XV-15 are practically decoupled. The main emphasis was placed on the identification of a 
linear lateral/directional model. This model I s  represented by (linear) differential equations for the 
lateral force, rolling moment, and yawing moments. The general 3 DOF model is: 
Identification of the Lateral/Directional Motion 
x = Ax + Bu + bx 
y = Cx + DU + by 
where 
(9) 
xT = (v. P, r. 
yT = (ay, v. P, r, 4 )  
UT = 
The unknown coefficients in the state matrices (A and C) and the control matrices (6 and 0)  are the 
desired stability and control derivatives. The bias vectors bx and by are estimated constants repre- 
senting drifts and zero shifts. 
obtain sufficient information about both roll and yaw motion for the identification, data obtained from an 
aileron and a rudder sweep were combined. This "multiple run evaluation" yields one common model for both 
runs (except for the bias terms, which must be estimated for each individual run). This approach has been 
used successfully in previous helicopter identification studies (Ref. 5). 
identification analysis: 
In each flight test, a controller (either 6a or 6r) was used to excite the aircraft modes. To 
Three main characteristics of the XV-15 lateral/dlrectional dynamics became obvious from the initial 
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The yaw motion which i s  due t o  rudder inputs  1s v i r t u a l l y  decoupled and the  s i g n i f i c a n t  parameters, 
yaw damping and the cont ro l  der iva t ive ,  can e a s i l y  be ext racted from the rudder-sweep data. 
model and a i r c r a f t  time h i s t o r i e s  are I n  good agreement. 
There i s  some coupling from the a i l e r o n  inputs  t o  the Yaw motion. 
der iva t ive  
For the aileron-sweep data, i t  was no t  possible t o  ob ta in  a sa t is fac to ry  curve f i t  f o r  the  t o t a l  run  
duration. The major d i f f i c u l t y  i s  the  i d e n t i f i c a t i o n  of the roll-moment equation and, consequently, 
the f i t  o f  the  r o l l - r a t e  response. 
Yaw- 
Therefore, the contro l -coupl ing 
Nga  was included f o r  i d e n t i f i c a t i o n .  
The t h i r d  charac ter is t i c  caused some severe i d e n t i f i c a t i o n  problems and was invest igated i n  more de ta i  1. 
m i  d- 
r o l l  
One approach t o  t h i s  problem was t o  use shor ter  t ime i n t e r v a l s  o f  the  a i l e r o n  sweep (on ly  the low- or 
o r  high-frequency par t ) .  With t h i s  approach, t h e  responses of the i d e n t i f i e d  models f i t  the measured 
rates almost per fect ly .  However, there were major dif ferences i n  the  estimated parameters from the 
o r i g i n a l  i d e n t i f i c a t i o n  based on the t o t a l  run  duration. 
the ML technique were also made t o  ensure t h a t  the ML c r i t e r i o n  d i d  not lead t o  l o c a l  minima ( a  comnon 
i d e n t i f i c a t i o n  problem). Results f rwn these ca lcu la t ions  c l e a r l y  showed t h a t  the  data conta in  strong 
non l inear i t ies  which cannot be described by a l inear ized  model. One l o g i c a l  next step i s  the extension o f  
the model t o  inc lude the appropriate non l inear i t ies ;  t h i s  extension w i l l  be addressed l a t e r .  Another 
p o s s i b i l i t y  i s  t o  stay with a l i n e a r  model, accept I t s  deficiencies, and de f ine  i t s  range o f  v a l i d i t y  and 
a p p l i c a b i l i t y .  
Tests w i t h  d i f f e r e n t  a p r i o r i  values t o  s t a r t  
This approach i s  discussed f i r s t .  
La tera l /d i rec t iona l  model i d e n t i f i c a t i o n  was conducted separately on the three ava i lab le  a i le ron-  
sweep runs, each i n  combination w i t h  a rudder-sweep run. 
sweep r e s u l t s  showed the same tendency: 
When the t o t a l  run dura t ion  was used. a l l  three 
The model response matched the low-frequency par t  o f  the  data f a i r l y  wel l .  
The model response underestimated the f l i g h t  data as the input  frequency increased, w i t h  up t o  a 50% 
e r r o r  i n  r o l l  ra te  a t  high-input frequencies. 
These r e s u l t s  make sense i n  l i g h t  of the ML i d e n t i f i c a t i o n  c r i t e r i o n :  
where 
ti = number o f  data po ints  
z = measurement vector 
y = model response vector 
R = measurement noise covariance mat r ix  
The optimum i s  reached when the dif ferences between the  amplitudes o f  the measured and ca lcu lated t i m e  
h i s t o r i e s  ere m i n i m i z e d .  From Fig.  4b. i t  i s  seen t h a t  about 70% of the t o t a l  run  dura t ion  o f  the 
aileron-sweep i s  low-frequency data. Consequently. the  i d e n t i f i c a t i o n  method emphasizes p r i m a r i l y  the 
longer-duration, low-frequency p a r t  o f  the data, and s a c r i f i c e s  the accuracy o f  the  shorter. high- 
frequency part.  For many appl icat ions,  the i n i t i a l  and shor t  term (higher-frequency) response o f  a system 
i s  o f  more i n t e r e s t  than t h e  long term (lower-frequency) behavior. Therefore, i t  was des i rab le t o  improve 
the i d e n t i f i c a t i o n  resu l t  f o r  the higher-frequency range, a l lowing la rger  errors f o r  the  low frequen- 
cies. Methods t o  meet t h i s  ob jec t ive  are: 
i. 
ii. 
Conduct frequency-sweeps w i t h  more emphasis on the  high-frequency content. 
Apply d i ternate cont ro l  inputs  (e.9.. mul t is teps)  which e x c i t e  mostly the  mid- and high- 
Use on ly  the higher-frequency sweep data f o r  the i d e n t i f i c a t i o n .  
frequency dynamics. 
iii. 
These approaches were e i t h e r  not poss ib le  (new f l i g h t  t e s t i n g  requi red f o r  opt ions i and ii) o r  they were 
f e l t  t o  be a poor compromise ( i i i ) .  
knother s o l u t i o n  i s  t o  increase the in f luence o f  the amplitude er ro rs  f o r  a selected p a r t  o f  the 
d3ta. When frequency-sweep inputs are used, t h i s  can be done by the  “ n u l t i p l e  segment evaluation”: a 
p a r t  of tne data (e.g., high-frequency range) i s  t rea ted  as a separate tes t .  
w i t h  the o r i g i n a l  t es t  data so that ,  i n  pr inc ipa l ,  the  weighting of  the chosen data po in ts  i s  a r b i t r a r i l y  
increased. 
needed more data handling and, i n  p a r t i c u l a r ,  requi red more computing t ime .  
the i d e n t i f i c a t i o n  program was modified t o  a l low d i f f e r e n t  weighting o f  selected t ime periods w i t h i n  one 
run. 
parameters, or  cnnputing capacity. 
It i s  combined several times 
This approach worked s a t i s f a c t o r i l y ,  but i t  y ie lded an increased number o f  unknown biases. 
But pursuing t h i s  basic idea, 
This approach turned out t o  be very e f f i c i e n t  as i t  does not requ i re  est imat ing any add i t iona l  
I! 
The data weighting technique was applied for the identification of the aileron frequency-sweeps. 
Increased weights were used for the roll-rate flt errors which occurred in the higher-frequency part of 
the data. Good agreement of the measured and calculated data was thus obtained for the mid- and high- 
frequency inputs, whereas there were larger discrepancies for the low-frequency inputs. Also, there was 
good consistency of results for the three repeat runs. The results also confirmed that it is advantageous 
to keep the low-frequency data in the evaluation as they provide the necessary speed-derivative infonna- 
tion. The mean values and standard deviations for the derivatives obtained from the identification of the 
aileron sweeps are sumrized in Table 2. As time-dmain techniques tend to be sensitive to phase shifts, 
a time lag for the control input was estimated as a multiple of the sampling rate. In state-space format, 
the final time-domain identification (mean-value) model for the lateral/directional motion is: [] 3. -0.0749 0 9.81 0 -0.0179 -0.559 0 -0.349 
0 1 0 0 
0.00140 0 0 -0.0715 I I] + 0 1  -0.0112 0.00615 0.0128J 
units: v : m/sec 
p.r : rad/sec 
o : rad 
ba.br : deg 
*Time delay in control input is T = 0.0320 sec. 
Figure 8 gives the time-history comparison for one of the sweeps with the state-space model. Once again, 
this final time-domain model correlates well at medium and high frequency, with some discrepancy at low 
frequency. Overall. however. the agreement is quite satisfactory. 
- FLIGHT DATA 
---- TIME-DOMAIN IDENTIFICATION 
i n  -. 
I I 
20 1 I 
-20 
0 20 40 60 
TIME, sec 
Fig. 8. Time-domain identification of lateral/directlonal model. 
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The present XV-15 study i s  the f i r s t  experience wi th  e x p l i c i t  data weighting. This technique cer-  
t a i n l y  requi res fu r ther  development and. as 4 t h  a l l  Such weighting methods, should be used very care- 
f u l l y .  
confidence and the range o f  v a l i d i t y  Of the resul ts .  
I n  t h i s  regard, the COmpariSOn with the frequency-domin r e s u l t s  i s  very he lpfu l  i n  evaluat ing the 
C .  
For the i d e n t i f i c a t i o n  of the long i tud ina l  rodel. an e levator  sweep t e s t  was combined w i t h  a power 
I d e n t i f i c a t i o n  o f  the Longitudinal Motion 
sweep t e s t .  
l a t e r a l / d i r e c t i o n a l  results: 
The i d e n t i f i c a t i o n  r e s u l t s  f o r  the long i tud ina l  dynamics were analogous t o  the  preceding 
The heave equation i s  p r a c t i c a l l y  decoupled and Can e a s i l y  be i d e n t i f i e d  from the power sweep t e s t s  
t o  ob ta in  the v e r t i c a l  damping and the  cont ro l  der ivat ives.  
The e levator  sweep showed the same tendency as the  a i l e r o n  sweeps: 
a model t h a t  i s  equally good f o r  the low- and high-frequency range. 
i n  the moment equation so t h a t  the  discrepancies were seen i n  the  p i t c h - r a t e  comparison. 
i t  was not poss ib le  t o  determine 
Again, the main problem occurred 
Only one o f  the three avai lab le f l i g h t  t e s t s  could be evaluated. 
i d e n t i f i c a t i o n  r e s u l t s  diverged and became unusable. This is i n  agreement w i t h  the frequency-domain anal- 
y s i s  which a lso  Indicated some problems w i t h  these runs. For the  one remaining e levator  sweep run, the 
f i r s t  30 sec o f  data had t o  be removed i n  order t o  reach convergence i n  the  estimation. Again, the  data- 
weighting technique was successful ly used t o  ob ta in  a s a t i s f a c t o r y  f i t  f o r  the  higher frequency par t  of 
the  data. 
d i n a l  model i s  based on on ly  a r a t h e r  l i m i t e d  amount of data. 
t h i s  model cannot be expected t o  have the same l e v e l  of r e l i a b i l i t y  as the  l a t e r a l / d i r e c t i o n a l  model. 
However, the good comparison w i t h  the frequency-domain r e s u l t s  as discussed i n  the next sections show tha t  
the time-domain model accurately represents the XV-15 long i tud ina l  dynamics. 
When the o ther  two t e s t s  were used, the 
The long i tud ina l  model parameters are g iven i n  Table 2. Unfortunately, the i d e n t i f i e d  long i tu -  
Therefore, except f o r  the  heave equation, 
I 
TABLE 2 Time-Domain I d e n t i f i c a t i o n  Results 
Der ivat ive Mean Variance Standard Deviat ion Standard Deviat ion 
(% o f  mean value) 
a) Latera l /Di rect ional  Parameters ( 3  runs) 
Y" -0.0749 
L" -0.0179 
-0.0116 
-0.559 LP 
NV 0.00 14 1 
L r  -0.349 
-0.0617 
0.00615 
-0.07 15 
N6a 
N r  
N b r  
0.0127 
2.04 
1.41 lo -?  
3.45 x 10-6 
3.00 x 10-6 
2.15 10-7 
1.78 10-7 
5.67 x 
1.03 x 
1.33 x 
6.00 x 
0.0143 
0.00238 
0.000376 
0.101 
0.00186 
0.115 
0.00173 
0.000463 
0.00245 
0.000422 
-19.1 
-13.3 
-18.1 
132. 
-3.37 
-33.0 
-2.81 
7.53 
-3.42 
3.30 
~ ~~~ 
b) Longitudinal Parameters ( 1  run) 
XU -0.0636 
xw 0.0175 
X 0.0939 
&e z, -0.0685 
zw -0.122 
Z -0.0469 
Z -0.00959 
6, 
6C 
MU C. 0204 
% -0.00 160 
-0.477 
-0.0401 
% 
M6e 
uni ts :  u,v,w : m/sec 
p,q.r : rad/sec 
6a,6e.6r : deg 
X , Y , Z  : n 
L.H,N : n-m 
bC : % 
13 
4. COMPARISON Of IDENTIFICATION RESULTS 
This section compares the frequency- and time-domain identification results. This comparison is done 
in frequency- and time-domain fomats, since both are important for ensuring model fidelity. 
frequency-domain format, transfer-function Parameters from the frequency-domain identification are com- 
pared with those obtained from the state-space formulation. Also. frequency responses from the two models 
are compared with the flight-data frequency response. 
environment" for frequency-domain identification, the models obtained from this approach generally fit the 
flight-data responses better than those obtained from time-domain identification. Comparison in the time- 
domain format is achieved by driving the frequency-domain models with the frequency-sweep input histories. 
The resulting responses are compared with the responses Of the vehicle and the time-domain identification 
fits. 
this approach generally match the flight data better here. 
the roll-axis is continued. and the results for the remaining axes are again summarized.) 
Compari son in the F requency-Domai n Format 
In the 
Since the frequency-domain format is the "natural 
Since this is the "natural environment" for time-domain identification, models identified using 
(The detailed discussion of the results for 
A. 
Transfer functions are obtained from the time-domain identification results of Eqn. 11 (and Table 2) 
by Cramer's rule, and .re tabulated for CcmpariSOn with the frequency-domain results in Table 1. 
(1) Lateralfllrectional Models 
The results of Table 1 indicate that the lateral/directional modes (denominator factors of the trans- 
fer functions) are nearly identical for both techniques. except for the difference in the unstable damping 
ratio (Q). The high-frequency gain and time delay of the three transfer-functions compare very well, 
while there are some differences in the low-frequency numerator factors. 
Seen from the frequency-response comparison of the models with the flight data. The roll responses of the 
identified models and the aircraft are shown in Fig. 9. At frequencies of w > 1 rad/sec, both models 
correspond almost exactly with the flight data. Also, both models correctly predict a low-frequency 
instability at w = 0.5 rad/sec, with a falling magnitude response for lower frequencies. 
cation result matches the maqnitude-response curve better than the time-domain identification result in 
the vicinity of the dominant mode (U = 0.5 rad/sec). However, the time-domain identification result 
matches the phase-response curve better in this frequency-range. This difference I s  due entirely to the 
inherent welghtiq of the two methods. In the frequency-domain identification method. the relative 
weighting between magnitude and phase is arbitrary, but the standard choice (1 OB error: 
produced satisfactory results in ir number of identification studies conducted by one of the authors 
(Refs. 1-4). In the-domain identification, the performance index is nuch more sensitive to phase errors. 
which generate a large area between the model and flight-data responses. Thus, the phase response i s  more 
closely matched. Also, time-danain identification results can be highly sensitive to the Identified value 
of time-delay, which must be an integral multiple of the sample rate. 
The fact that magnitude and phase curves cannot be matched simultaneously in either frequency or 
time-domain identification methods further indicates the existence of important nonlinearities in the low- 
frequency roll oscillation modes. Therefore, linear models (from either method) are a compromise and 
cannot fully characterize the nonllnear behavior of the vehicle. Both methods capture the important 
vehicle response characteristics and are generally in good agreement with each other. 
is also exhibited in the yaw responses to rudder (r/$.) and aileron (r/6a) inputs. 
The relative significance of the differences in the transfer-function parameters can be more clearly 
A closer examination of the magnitude and phase comparisons shows that the frequency-domain identifi- 
7" error) has 
Similar agreement 
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Fig. 9. Comparison of roll-response models (p/-a,) in the frequency-domain format. a) Magnitude; 
b) phase. 
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(2) Longitudinal Models 
The comparison o f  t ransfer- funct ion models f o r  the  long i tud ina l  degrees-of-freedom i s  very s i m i l a r  t o  
the  preceding r e s u l t s  fo r  t h e  l a t e r a l / d i r e c t i o n a l  degrees-of-freedom. The dominant nodes of motion f o r  
the  two methods are very close, except fo r  the d i f ference In  the  unstable dalllping r a t i o ,  cp (again roughly 
a f a c t o r  o f  2). The high-frequency gain and t ime delays of the  two t rans fer  func t ions  are a lso  near ly  
iden t ica l ,  w i t h  some dif ferences i n  the low-frequency numerator parameters. As before, the  frequency- 
response match between the t w o  models and the  f l i g h t  data I S  near ly  i d e n t i c a l  f o r  frequencies greater  than 
1 rad/scc. 
model f i t s  the magnitude response bet ter ,  wh i le  the  time-domain model f i t s  the phase response be t te r .  
Once again, non l inear i t ies  and dif ferences i n  inherent weighting of the methods i s  the  cause o f  t h i s  
discrepancy. 
sa t is fac to ry .  
B. 
Transfer funct ions obtained from the  frequency-domain i d e n t i f i c a t i o n  were convertad i n t o  a canonical 
state-space representation t o  generate t ime h i s t o r i e s  f o r  the comparison w i t h  the  f l l w - t e s t  data. 
b ias term was estimated f o r  each equation (using a least-squares procedure) t o  compSllc1”) f o r  zero s h i f t s  
and d r i f t s .  
model, and the time-domain i d e n t i f i e d  model. 
the same r e s u l t  and agree w i t h  the f l i g h t - t e s t  data. 
between the two models and d i f ferences w i t h  the  f l i g h t - t e s t  data can be seen. Generally, the  agreement 
w i t h  the f l i g h t  data i s  q u i t e  sat is factory ,  so i t  can be s tated t h a t  both i d e n t i f i e d  models represent the 
dynamics o f  the a i r c r a f t  f a i r l y  wel l .  
cate t h a t  no unique model can be ident i f ied ;  the s l i g h t l y  d i f fe ren t  r e s u l t s  r e f l e c t  the  s p e c i f i c  i d e n t i f i -  
c a t i o n  c r i t e r i o n  o f  each method. 
frequency-domain format. 
Also, i n  the frequency range near the  dominant mode (W = 0.5 rad/sec). the  frequency-domain 
I n  general, however, the agreement between the models and the f l i g h t  data i s  q u i t e  
Comparison i n  the lime-Domain Format 
A 
Figure 10 shows an aileron-sweep t i m e  h i s t o r y  compared w i t h  the f r e q u m a i n  i d e n t i f i e d  
y i e l d  v i r t u a l l y  For the high-frequency inputs, bo th  
I n  the lower frequency range, lill d i f fe rences  
The discrepancies between t h e  two model responses, however. i n d i -  
This confirms the preceding conclusions from the  comparison i n  the 
5. TIME-DOMAIN V E R I F I C A T I O N  USING STEP-RESPONSE DATA 
A good way to  judge the u t i l i t y  o f  the i d e n t i f i c a t i o n  r e s u l t s  i s  t o  compare the p r e d i c t i o n  o f  the 
i d e n t i f i e d  models w i t h  the veh ic le  response f o r  inputs  other  than those which were used i n  the i d e n t i f i c a -  
t i o n  procedure. Here, step inputs  are used since these are q u i t e  d i f f e r e n t  from the  frequency-sweep forms 
which are used i n  i d e n t i f i c a t i o n .  
precondi t ion ing t o  remove high-frequency elements of the  input  s ignal  i s  not  necessary as was done i n  
Ref. 4.) 
(These step inputs  tended t o  be very rounded i n  nature, so low-pass, 
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Fig. 10. Comparison of rc l l - response m d e l s  i n  the  time-domain format. 
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A. Lateral/Directional Motion 
The identification of the Yaw motion did not Cause any difficulties. Therefore. a satisfactory pre- 
diction capability can be expected. Figure 11 Cmpares the Yaw-rate model responses with the measured 
data for a pedal-step input. b o d  agrWPlent IS apparent for both models. The small discrepancies are 
caused by an inaccurate calibration factor between pedal and rudder (surface) deflection, and some mid- 
frequency mismatch of the first-order yaw model (Ref. 9). 
The verification using step input data Offers a good possibility to check the validity of the linear 
models. 
yaw-rate response shown in Fig. 12 results from the pilot's lateral stick and pedal inputs, and the yaw- 
SCAS activity. 
are able to predict accurately the aircraft notion. This agreement is also true for the yaw rate compari- 
son which indicates that the coupling derivative (Nba) was correctly identified. Minor differences 
between the two model responses probably result as before from the different weighting methods. 
Identificatlon problems associated with the aileron-sweep evaluation have been discussed in detail. 
Lateral stick Step-lnpUtS were flown with the roll SCAS-off and the yaw SCAS-on; so the measured 
The comparison of the roll rate (p) and roll angle (+) response proves that both models 
E. Longitudinal Motion 
The heave response is practically decoupled and gave no problems in either identification method; 
good verification results are expected. Figure 13 shows that the power step responses agree with the 
measured (quite noisy) vertical acceleration data. The responses are shown separately for the two models 
since they are practically identical and cannot be distinguished when shown within the same plot. 
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Fig. 11. Conparison of yaw-rate response 
prediction for step rudder input (yaw SCAS-off). 
a) Pedal input ?loo% 6ped = 244 deg dr; b) yaw- 
rate response. 
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Fig. 12. Conparison of lateral/directional 
response prediction for step alleron input (roll 
SCAS-off, yaw SCAS-on). a) Aileron Input; b) roll 
rate: c) roll angle; d) yaw rate. 
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Fig. 13. 
lever  input; b) frequency-domain model; c) time-domain model. 
Comparison o f  ver t i ca l -acce le ra t ion  response p r e d i c t i o n  f o r  step power lever  input .  a) Power 
Non l inear i t ies  and a l i m i t e d  pitch-response data base led  t o  problems i n  i d e n t i f y i n g  a long i tud ina l  
model, as has been discussed. Therefore, the v e r i f i c a t i o n  t e s t s  using e levator  steps are p a r t i c u l a r l y  
n e l p f u l  i n  checking the r e l i a b i l i t y  o f  the two models. 
responses f o r  two d i f f e r e n t  f l i g h t  condit ions: 
i d e n t i f i e d  models y i e l d  a good pred ic t ion  o f  the  a i r c r a f t  response. Again, the minor d i f fe rences  between 
the responses are due t o  the  inherent  weighting of  each method. 
SCAS-on f l i g h t - t e s t  data, some output / input  c o r r e l a t i o n  cannot be avoided and may lead t o  s i g n i f i c a n t  
i d e n t i f i c a t i o n  errors ;  i n  the worst case, the inverse feedback t r a n s f e r  func t ion  r a t h e r  than the  open-loop 
a i r c r a f t  response would be i d e n t l f i e d  (Ref. 9). 
t o r i e s  and the SCAS-off f l i g h t  data i n  Fig. 14 c l e a r l y  demonstrates t h a t  the open-loop dynamics o f  the 
a i r c r a f t  were determined. The o v e r a l l  excel lent  Cor re la t ion  o f  t h e  models and step-response data adds 
confidence t o  the accuracy o f  i d e n t i f i e d  der iva t ives  and t r a n s f e r  functions, and the  est imat ion 
techniques. 
Figures 14 and 15 compare the pitch-model 
p i t c h  SCAS-off and p i t c h  SCAS-on. I n  both cases, the 
The SCAT-off data f i t  o f  Fig. 14 i s  o f  special in te res t .  Since the  models were ext racted from 
However, the  good agreement between the model t ime h is -  
6 .  NONLINEAR MODEL IDENTIFICATION 
The preceding i d e n t i f i c a t i o n  r e s u l t s  from both t i m e -  and frequency-domain techniques have demon- 
s t ra ted  t h a t  l i n e a r  model i d e n t i f i c a t i o n  y ie lded a compromise between low- and high-frequency data f i t s ,  
o r  between magnitude- and phase-response f i t s .  They suggest the existence of s i g n i f i c a n t  non l inear i t ies .  
p a r t i c u l a r l y  i n  the  r o l l  and p i t c h  axes. Therefore, the nonl inear  maximum l i k e l i h o o d  time-domain method 
was u t i l i z e d  t o  i d e n t i f y  an extended model and t o  inves t iga te  the  importance o f  various parametric terms. 
Re la t i ve iy  la rge  amplitude a i r c r a f t  responses dur ing the  low-frequency inputs  (see, f o r  example, 
Fig. 8) are a comnon charac ter is t i c  of a l l  o f  the  frequency-sweep f l i g h t - t e s t  data. Deviat ions frm the 
steady-state t r i m  are i n  the range of: 
9-14 m/sec i n  l a te ra l  speed ( a i  leron-sweep) 
8-11 m/sec i n  longi tud ina l  speed (elevator-sweep) 
25-37 deg i n  r o l l  angle (aileron-sweep) 
17 deg i n  p i t c h  angle (elevator-sweep) 
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Fig. 14. Comparison of pitch-response prediction 
for step elevator input (pitch SCAS-off). 
a) Elevator input; b) pitch rate: c) pitch angle. 
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Fig. 15. Comparison of pi tch-response prediction 
for step elevator input (pitch SCAS-on). 
a) Elevator input; b) pitch rate; c) pitch angle. 
These amplitudes are certainly large enough to violate the small-perturbation assumptions for 1 inear 
models; further, the dynamic characteristics of hovering rotorcraft are especially sensitive to transla- 
tional speed changes. Therefore, the linear model was first extended by adding nonlinear speed deriva- 
tives (L(v**2) and L(vff3)) to the roll moment equation: the curve-fits improved significantly, in par- 
ticular owing to L(vff2). Further attempts to reduce the remaining discrepancies were made by including 
additional nonlinear terms. Their significance was checked with time-history comparisons and the evalua- 
tion of the parameter covariance matrix, which indicates the reliability of the identified parameter and 
the correlation with other parameters. As a preliminary result, a model was identified that includes the 
above mentioned speed derivatives and, in addition, L(6,"2) and L(6,*U). 
sented in Fig. 16 are preliminary and are intended to illustrate the possible role of nonllnearities in 
the dynamics. 
weighting. 
required when an appropriate nodel formulation is applied. 
known identification problem: 
adding model parameters. 
cance. 
side-by-side rotor configuration of the XV-15, the speed-related derivatives (L(v**2) and L(v**3)) are 
physically justifled. Similarly, the control effectiveness 
forward speed; but these effects should be further investigated. 
Figure 16 shows that the nonlinear model fits the measured data almost perfectly. The results pre- 
It is important to note that the model was identified without the use o f  any explicit data 
However, the evaluation again revealed a well 
it is always possible to improve the time-history curve fit by arbitrarily 
This suggests that the additional weighting (e.g., high frequency versus low frequency) is not 
But, a useful model requires the estimated derivatives to have physical signifi- 
For the It is the responsibility of the analyst to define and select meaningful additional terms. 
be in fact nonlinear and dependent on 
7. ASSESSMENT OF IDENTIFICATION METHODS 
This cooperative study has provided the unique opportunity for specialists using different methods to 
conpare and coordinate analyses of a camon rotorcraft data base. This experience has been invaluable for 
gaining a better appreciation for the advantages and limitations of both techniques, and for formulating 
ideas for an Integrated approach to dynamics identification. The following observations are based on the 
results of this cooperative effort. 
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Fig. 16. Example of time-domain i d e n t i f i c a t i o n  o f  a nonl inear l a t e r a l / d i r e c t i o n a l  model. 
The p r inc ipa l  advantaqes o f  frequency-domain i d e n t i f i c a t i o n  are: 
a. Frequency responses of the dominant on-axis input/output pa i r s  are r a p i d l y  generated and are very 
useful  f o r  gaining a good appreciat ion f o r  the inherent vehic le dynamics. The f a c t  t h a t  the extracted 
frequency-responses are independent o f  pre-assumed models i5 important f o r  the i n i t i a l  assessment o f  
natural  system order, dominant-mode locations, and s t a b i l i t y  charac ter is t i cs .  As a resu l t ,  a be t te r  
choice o f  appropr iate model s t ruc tu re  and order I s  possible. 
the frequency-responses without any a p r i o r i  assumption o f  model structure.  
der iva t ives  (e.g., Lsa,M6 ) are determined from the high-frequency ga in  responses, and the equivalent t i m e  
delays (e.g.. 7 
c. Weighting can be accomplished e x p l i c i t l y .  
magnitude and phase curves. Model f i t t i n g  can a lso  be a r b i t r a r i l y  weighted more t o  the low- o r  high- 
frequency range--dependincj on the intended use o f  the model. 
d. 
method. 
n o i s i  f l i g h t  data. 
frequency-response charac ter is t i cs  than i s  possible w i t h  time-domain i d e n t i f  k a t i o n .  
The p r inc ipa l  disadvantages of frequency-domain i d e n t i f i c a t i o n  are: 
a. 
b. Parameters associated w i t h  the high-frequency dynamic behavior can be determined d i r e c t l y  from 
Spec i f i ca l l y .  the cont ro l  
T ) are setermined from the high-frequency phase responses. P’ e 
Relat ive weights can be a r b i t r a r i l y  assigned t o  the 
Accurate, h igh-resolut ion frequency-response i d e n t i f i c a t i o n  i s  given the main emphasis i n  t h i s  
CHIRP 2-transform methods are espec ia l l y  we l l  su i ted  f o r  i d e n t l f y i n g  frequency-responses from 
The r e s u l t i n g  t rans fer - func t ion  models are a much c loser  representat ion of the 
Current techniques are not we l l  su i ted  f o r  h igh l y  coupled multi-input/nulti-output (MIMO) System 
iden t i f i ca t i on .  although two- inputb ing le -ou tpu t  i d e n t i f i c a t i o n  has been successful ly a t ta ined i n  the 
present study. 
c ien t  when the required number o f  input/output frequency-responses i s  large. 
neous f i t t i n g  o f  many coupled responses i s  necessary t o  ensure cammnal i ty  o f  t rans fer - func t ion  denomi- 
nator parameters f o r  MIMO models. 
More highly automated techniques are nmxJed t o  make the frequency-domain methodology e f f i -  
Also, methods fo r  S i W l t a -  
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b. Frequency-domain i d e n t i f i c a t i o n  resu l ts  i n  t ransfer- funct ion models. Ind iv idua l  s t a b i l i t y  der iv -  
a t i ves  are not r e a d i l y  extracted unless the assumed models are o f  very low order. 
t i ons  are l inear ized  descr ib ing functions; i den t i f i ca t i on  o f  pure nonlinear parameters i s  not possible. 
c. Spectral analysis assumes input-to-output l i n e a r i t y .  
The p r inc ipa l  advantages o f  time-domain i d e n t i f i c a t i o n  are: 
a, The method i s  na tu ra l l y  su i ted  t o  mUlti-inpUt/mUlti-OUtput i d e n t i f i c a t i o n  since the model can be 
For nonl inear systems, the t ransfer func- 
of a r b i t r a r y  order and structure.  This method 1s espec ia l l y  w e l l  sui ted f o r  i d e n t i f y i n g  h igh ly  coupled 
systems. 
f i c a t i o n  o f  a complete state-space model, 
sistency, drop-out t es ts  and signal-reconstruct ion methods are an i n teg ra l  p a r t  o f  the time-domain i d e n t i -  
f i c a t i o n  procedure. The least-squares f i t t i ng  i n  the time-domain w i th  h igh-qua l i t y  t ime-history data 
r e s u l t s  i n  a much be t te r  time-domain f i t  of the frequency-sweep responses. 
are espec ia l l y  important i n  the low-frequency dynamics o f  hovering ro to rc ra f t .  
b. S t a b i l i t y  and cont ro l  der iva t ives  are i d e n t i f i e d  e x p l i c i t l y ,  and the method leads t o  the i d e n t i -  
c. Considerable e f f o r t  i s  invested i n  achieving the highest q u a l i t y  of time-domain data. Data con- 
d. Extended maximum-likelihood techniques can be used t o  i d e n t i f y  parametric non l i nea r i t i es  which 
The p r i  nci pa l  d i  sadvant aqes o f  t ime-domal n i den t i  f i c a t i o n  are: 
a. The r e s u l t s  are dependent on presumed model s t ruc tu re  and order. When a new conf igura t ion  i s  
being i den t i f i ed ,  a p r i o r i  knowledge of model s t ruc tu re  may not be avai lable.  and considerable va r ia t i on  
i n  the parameters can occur when the model structure i s  altered. 
e n t l y  weights phase e r ro rs  more heavi ly than magnitude errors.  This c h a r a c t e r i s t i c  makes the extracted 
state-space model very sens i t i ve  t o  pure t i m e  delays and urnodeled high-frequency dynamics. Also, the 
method inherent ly  weights low-frequency dynamics much greater than high-frequency dynamics; t h i s  weighting 
can be adjusted when the input  s igna l  has monotonically increasing frequency content as i n  the frequency- 
sweep. 
state-space model can contain a high degree o f  i n t e r n a l  cance l la t ion  i n  the ove ra l l  input- to-output 
response. 
b. E x p l i c i t  frequency-domain weighting i s  not possible. Spec i f i ca l l y ,  the time-domain method inher- 
c. Confidence i n  the i nd i v idua l  State-SpaCe model parameters may  be very low since the i den t i f i ed  
8. A PROPOSAL FOR A COORDINATED FREQUENCY-DrmAIN/TIME-DOHAIN IDENTIFICATION METHOD 
The preceding assessment o f  the advantages and l i m i t a t i o n s  of each i d e n t i f i c a t i o n  method suggests the 
Step 1. Use time-domain s ignal  condi t ioning methods t o  c lean up the f l i g h t  data f o r  drop-outs, w i l d  
Step 2. I d e n t i f y  the dominant input/output on-axis frequency-response c h a r a c t e r i s t i c s  using only the 
f o l  1 owing coordinated frequency-domaf n / t  he-domain i d e n t i f i c a t i o n  approach: 
points, and consistency. For example, r a t e  gyros can be in tegra ted  and compared w i t h  a t t i t u d e  gyros. 
best runs, as determined from coherence analyses o f  the i nd i v idua l  frequency-sweeps. 
t i v e  t ime delay and high-frequency con t ro l  s e n s i t i v i t y  d i r e c t l y  from the frequency-response plots.  
and theo re t i ca l  analyses. Determine the on-axis t rans fer - func t ion  parameters. 
func t ion  model formulation. 
- f i x e d  a t  the value i d e n t i f i e d  i n  Step 3. Weighting should be appl ied t o  the t ime-history data t o  ensure 
t h a t  the con t ro l  s e n s i t i v i t y  der iva t ives  are maintained a t  the value i d e n t i f i e d  i n  Step 3. 
t i v e l y ,  the cont ro l  der iva t ives  can be fixed.) 
I d e n t i f y  the effec- 
Step 3. 
Step 4. 
Formulate low-order system models from inspect ion of the i d e n t i f i e d  frequency-response p l o t s  
Formulate a state-space model which has a s t ruc tu re  and order consistent w i t h  the t ransfer-  
Time-domain i d e n t i f i c a t i o n  should be completed w i th  the equivalent t i m e  delay 
(Alterna- 
Step 5. Compare the extracted on-axis transfer-functions, frequency-responses and t i m e  h i s to r i es  
from the time-domain and frequency-domain resul ts.  
reevaluate the q u a l i t y  o f  the spectral-responses, t ime responses, and the order and s t ruc tu re  o f  the 
selected models. I f the models are found to be the best which can be achieved under the  assumption o f  
l i n e a r i t y ,  pursue nonl inear maximum-likelihood methods t o  i d e n t i f y  the dominant parametric non l inear i t ies .  
Step 6. Ve r i f y  the extracted models using t ime-history data from inputs no t  used i n  the i d e n t i f i c a -  
t i o n  procedure. I f  s i g n i f i c a n t  e r ro rs  between the predicted and actual  response cha rac te r i s t i cs  ex is t ,  
reevaluate the  s ign i f i cance o f  observed discrepancies i n  frequency and time-domain i d e n t i f i c a t i o n  f i t s .  
I f  necessary, go t o  Step 3 and increase the order o f  the models; but, check f o r  the p o s s i b i l i t y  o f  model 
over-parameterization by t r y i n g  a few d i f f e r e n t  v e r l f l c a t i o n  inputs. 
I f subs tan t ia l  e r ro rs  ex is t ,  go back t o  Step 2; 
20 
9. CONCLUSIONS 
This j o i n t  e f f o r t  has provided the unique oppor tun i ty  for  s p e c i a l i s t s  i n  d i f f e r e n t  techniques t o  
compare t h e i r  approaches using a common f l i g h t  t e s t  data base. 
been shown t h a t  the  frequency and time-domain methods each have important advantages and inherent l i m i t a -  
t lons.  
both frequency and time-domain methods. 
On the basis o f  t h i s  comparison, i t  has 
Future I d e n t i f i c a t i o n  e f f o r t s  must be based on a comprehensive, coordinated approach which uses 
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