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Abstract. Many environmental problems cover large areas, often in rough ter-
rain constrained by natural obstacles, which makes intervention difficult. New 
technologies, such as unmanned aerial units, may help to address this issue. Due 
to their suitability to access and easily cover large areas, unmanned aerial units 
may be used to inspect the terrain and make a first assessment of the affected 
areas; however, these platforms do not currently have the capability to imple-
ment intervention. 
This paper proposes integrating autonomous aerial inspection with ground 
intervention to address environmental problems. Aerial units may be used to 
easily obtain relevant data about the environment, and ground units may use 
this information to perform the intervention  more efficiently. 
Furthermore, an overall system to manage these combined missions, com-
posed of aerial inspections and ground interventions performed by autonomous 
robots, is proposed and implemented. 
The approach was tested on an agricultural scenario, in which the weeds in a 
crop had to be killed by spraying herbicide on them. The scenario was ad-
dressed using a real mixed fleet composed of drones and tractors. The drones 
were used to inspect the field and to detect weeds and to provide the tractors the 
exact coordinates to only spray the weeds. This aerial and ground mission col-
laboration may save a large amount of herbicide and hence significantly reduce 
the environmental pollution and the treatment cost, considering the results of 
several research works that conclude that actual extensive crops are affected by 
less than a 40% of weed in the worst cases 
Keywords: collaborative inspection and intervention mission, aerial and ground 
fleet, autonomous fleet, site-specific weed treatment, precision agriculture 
1 Introduction 
Many environmental problems require surveillance or scouting stages previous to the 
intervention phase that alleviates or solves the problem. Many cases require coverage 
of large areas, often in rough terrain constrained by natural obstacles, which makes 
continuous inspections difficult. New technologies, such as unmanned aerial units, 
may help in this issue due to their suitability to access and easily cover large surfaces. 
Thus, environmental actuation can be split into two stages: aerial inspection with 
drones and ground intervention with typically more powerful platforms. The aerial 
inspection may provide a quick and easy assessment of the affected areas to be used 
for ground intervention to implement the work more efficiently. The proper integra-
tion of aerial and ground units would make the use of the current autonomous robots 
more efficient for treating environmental disasters, such as oil spills [1], forest fires 
[2] or earthquakes [3]. Such integration could be applied even in agriculture, where 
some agricultural tasks, such as weed treatment, might be accomplished by ground 
units only in the affected zones by following a weed distribution map obtained from 
the information provided by the aerial units. This site-specific weed management has 
clear environmental benefices, mainly in extensive crops where research work report-
ed weed infestations around the 40% in the worst cases [4,5]. In other words, more 
than a 60% of herbicide could be potentially saved with the proper technology.  
In many contexts, inspection and actuation would be greatly enhanced if performed 
by autonomous robots and, in particular, for large areas, with fleets of autonomous 
robots. Moreover, the entire work to be accomplished by the fleet would be more 
efficient if the autonomy of the whole system was complete, i.e., the fleet of aerial 
and ground autonomous robots works together without human intervention, which 
would only be in charge of supervising the work of the fleet. In the following sec-
tions, a system designed and developed to accurately treat weeds in field crops with 
herbicides is described. 
In the agricultural context, herbicide application is an important economic and en-
vironmental issue. Herbicides are chemical products used to control unwanted plants 
(weeds) interfering with crops. EU countries used approximately 135,000 tonnes of 
herbicides in 2007 [6]. These products make a significant contribution to maintaining 
food production; according to [7], each euro (€) invested in herbicides (and pesticides 
in general) returns 4 euros in crops saved. Considering that the total sales of herbi-
cides in Europe is currently approximately 3,390 million € per year [8], we can esti-
mate that, in Europe, pesticides may provide over 13,500 million € per year in saved 
crops. However, such assessments do not consider the indirect, but substantial, envi-
ronmental and economic costs associated with herbicide use. For example, it has been 
estimated that only 5% of herbicides reach the target weeds [9], whereas the bulk of 
each application (over 95%) is left to impact the surrounding environment. The eco-
nomic value of pesticide environmental impact has been estimated to total approxi-
mately 8,000 million $ per year in the USA [7], and approximately 50% of pesticide 
usage consists of herbicide treatments.  
To mitigate the abusive use of herbicides and the consequent chemical pollution on 
crop soils, precision agriculture was developed as a more environmentally careful 
way to manage fields. Precision agriculture is the application of technologies and 
principles to manage the spatial and temporal variability associated with all aspects of 
agricultural production for the purpose of improving crop performance and environ-
mental quality [10]. In this context, aerial inspection missions may be used to easily 
acquire the variability in fields (that is, the distributions of the crop, weeds, insects, 
humidity, and soil fertility), and farmers may use these data to work selectively on the 
fields (also known as site-specific treatments), significantly decreasing the use of 
agrochemical products (herbicides, insecticides and fertilizers), which are highly dan-
gerous for the environment. There are several studies devoted to crop inspection by 
analyzing and processing aerial images, for example, to detect weeds [11], and there 
are works devoted to developing tools [12] and site-specific treatments based on pre-
viously acquired knowledge [13,14]. Nevertheless, only the RHEA project [15], in 
which this work is framed, has linked the two steps to completely automate the site-
specific herbicide treatments. To achieve this goal, this paper uses an autonomous and 
heterogeneous fleet to implement the entire process autonomously and accurately. 
The inspection step is accomplished by an aerial team composed of 2 drones and a 
treatment step using a ground team composed of 3 medium autonomous tractors.  
The use of a collaborative heterogeneous fleet for selective treatments is a novel 
approach that presents several advantages. The benefits of this solution over the con-
ventional large vehicles equipped with many different actuators and sensors arise 
from different facts summarized in Table 1. 
Table 1. Advantages of using a fleet of small/medium sized robots over one large agricultural 
vehicle 
 Traditional big ma-
chine 
A fleet of small/medium robots 
Safety in auton-
omous operation 
mode  
Becomes a safety 
problem in case of 
failure 
Small/medium sized robots can interact 
with humans in a safer way 
Fault impact on 
mission comple-
tion 
A failure will stop the 
entire mission until 
the machine is re-
paired 
Robot teams allow for mission re-
planning in case of failure of one vehi-
cle 
Impact on the 
field 
High damage by soil 
compaction 
Lower compaction (lighter vehicles) 
and more precision movements (farm-
ing at plant level) 
Personnel An operator for each 
vehicle 
An operator can supervise several ve-
hicles 
 
In the following sections, the architecture of the overall system (Mission Manager) 
designed and developed to integrate aerial scouting missions with ground treatment 
missions is explained. The employed robot platforms used to implement site-specific 
weed treatments are described. Finally, the results section explains how the overall 
system, fleet and implemented Mission Manager, performed an accurate selective 
treatment in a real crop in an autonomous way. 
2 Mission Manager Architecture 
In general, even if the robotic platforms used are autonomous, software is required to 
manage the entire process, that is, an overall system to generate the directions for the 
units to follow to accomplish their missions, to send them to the platforms, to coordi-
nate the fleet (the vehicles may interfere with each other), to supervise the fleet while 
working, to report failures to the operator in charge of the fleet, and to process the 
data acquired by the inspection missions. 
Fig. 1 shows the generic architecture that the proposed system, called hereinafter 
Mission Manager, should have. 
 
Fig. 1. Architecture of the Mission Manager and its connections with external elements/systems 
Thus, the generic Mission Manager is composed of the following modules: 
 An aerial and a ground mission planner: To generate the plans that the units have 
to follow to complete the missions. They cannot be unified in a single planner be-
cause of the inherent differences of the aerial and ground units, as well as the dif-
ferent characteristics of their missions (surveillance/scouting and interven-
tion/treatment).  
 An aerial and a ground conductor: To automate the mission at the fleet level. Alt-
hough the units, considered separately, may be autonomous, the fleet has to be co-
ordinated, for instance, to launch/pause/resume/stop the mission for all members 
simultaneously. Additionally, these conductors are in charge of decoding the calcu-
lated plans (and transmitting them) to the exact commands supported by the units. 
 An aerial and a ground mission supervisor: To monitor and corroborate that the 
missions are executed according to the generated plans. Because the units work in 
an uncontrolled environment, subject to unpredictable conditions (wind, light, ter-
rain roughness, animals that may suddenly appear, etc.), there may be differences 
between the planned mission and the execution, for example, small deviations in 
the trajectories and speed due to wind or the terrain. Once deviations are detected, 
the supervisors report to the operator by issuing alarms that may be displayed on a 
GUI (graphical user interface). 
 A processing data system: To receive and analyze the raw data acquired by the 
scouting mission to extract knowledge to be used in the intervention mission. For 
instance, in an agricultural mission, this module may consist of a mapping system 
to process the images taken by the aerial units and to detect and obtain the exact 
coordinates of the weed patches within the field. 
 A dispatcher: To manage the workflow required to complete the entire process. To 
do this, the dispatcher encapsulates the connections to all the modules included in-
to the Mission Manager and redirects the process to the appropriate modules when 
required. Moreover, it gathers and processes and redirects the queries (plans, exe-
cutions, pauses, resumes, and aborts) from the external systems (GUI) if the opera-
tor wants to actively control the workflow. 
This component is particularly important because it allows the connection of new 
modules to the Mission Manager in order to support new functionalities.  
In addition to the Mission Manager internal modules, there are some external sys-
tems that may interact with it. 
 GUI (Graphical User Interface): Allows the operator to access the Mission Manag-
er. The GUI also displays all the information generated by the Mission Manager 
(plans, execution states, alarms, etc.) and guides the operator through the different 
workflow steps. 
 Portable GUI: The Mission Manager is intended to be run on a computer hosted in 
a base station (a cabin with some antennas and a router to create a Wi-Fi network 
to access the units) next to the affected area. Thus, for those situations in which a 
breakdown forces the operator to move to the units, it is useful to have a portable 
GUI to control a particular unit of the fleet outside the cabin. 
 Database: Allows register data about the mission, such as plans or the acquired 
data, to interrupt and resume the process, or even to process offline when the units 
are not working (for example, the case of processing images or any other big data 
acquired during the inspection). 
3 Fleet Robots 
In this section, the available fleet of robots used in the former results section is de-
scribed. The fleet used is the fleet of the European project RHEA [15]. 
3.1 Aerial fleet 
The aerial fleet was composed of two six-rotor drones (AR200 model), developed by 
the AirRobot company [16]. Each one was able to carry a sensor-payload up to 1.5 kg 
with a fly autonomy of around approximately 40 minutes. Six-rotor units were used to 
provide certain safety redundancy in case of failure in one motor. 
The drones were equipped with two cameras, visible and near infrared spectrum 
(two Sigma DP2 Merril models, one of them modified to record NIR images), mount-
ed on a gimbal system (see Fig. 2) to reduce vibrations and to allow the cameras to 
point down when the drones perform steady flights. 
The drones accept plans mainly composed of a list of ordered way-points where 
the drone has to take a picture, and the drones then autonomously fly to the way 
points. 
Drones are able to provide telemetry information during the flight, including in-
formation required for supervision, such as position estimation and battery level. Af-
ter finishing the mission, the drones return to their home points. 
 
Fig. 2. AR200 drone in flight with a detail of the camera mounting 
3.2 Ground fleet 
The ground fleet was composed of three medium tractors (see Fig. 3), based on a 
restructured New Holland Boomer 3050 (50 hp, 1270 kg) [17], in which the cabin 
was reduced to mount some of the computer equipment required for the perception, 
actuation, location, communication and safety systems.  
Several sensor systems, such as an RTK-GPS receiver, an RGB camera and a 
LiDAR, allow autonomous and safe navigation. 
The RTK-GPS receiver, a Trimble BX982 model, is a multi-channel, multi-
frequency OEM GNSS receiver that enables OEM and system integrators to rapidly 
integrate centimeter-level positioning. The receiver supports two antennas connected 
in such way that the independent observations from both antennas are passed to the 
processor, where multi-constellation RTK baselines are computed and compared with 
the positions provided by both antennas. Because the real physical distance and their 
positions on the vehicle are known, it is possible to calculate the vehicle’s heading 
with high accuracy. Therefore, a single connection to the tractor receiver (via RS232, 
USB, Ethernet or CAN) delivers both centimeter-accuracy positions and a heading 
that is accurate to less than a tenth of a degree (2 m baseline). In this manner, both the 
position and heading of the vehicles are provided with high precision at a maximum 
frequency of 20 Hz. 
The camera onboard each tractor is an SVS4050CFLGEA model from SVS-
VISTEK (Seefeld, Germany) with a CCD Kodak KAI 04050M/C sensor and a GR 
Bayer color filter, which provides high-resolution images (2,336 by 1,752 pixels with 
a 5.5 by 5.5 μm pixel size) to accurately determine in real time the locations of the 
weeds, obstacles and crop lines. The camera was placed inside a housing unit with a 
fan controlled by a thermostat for cooling purposes, which allows it to work even 
when it is raining or when the temperature is above 50 °C. The description of how the 
camera detects weed and crop rows (appropriate strategy for wide-row crops, such as 
maize) is out of the scope of this paper. Actually, the considered scenario only takes 
into account the weed detection by remote sensing, since it is the proper example to 
illustrate the integration of the whole elements of the fleet, in other words the scouting 
mission with the intervention mission. 
The LiDAR sensor, an LMS 111 (SICK AG, Waldkirch, Germany), was installed 
in the middle of the vehicle’s front with a push–broom configuration (4° inclination) 
and was used to detect obstacles along the vehicle trajectory with a ground clearance 
of 70 cm. 
To perform the treatment, the tractor was equipped with a selective sprayer bar de-
veloped by Agrosap [12]. This tool is a 6-m spray boom with 12 nozzles, which can 
be independently activated, and 2 tanks, one to store water (200 L) and the other, 
smaller tank to store the herbicide. The sprayer is equipped with a direct injection 
system that mixes the agrochemical product and water just when a single or several 
nozzles are opened, which reduces herbicide waste. 
 
Fig. 3. Ground unit 
Finally, the tractors are equipped with an on-board computer, a CompactRIO mod-
el 9082 from National Instruments (Austin, TX, USA), which runs the internal control 
system that manages the sensors and actuators and allows remote control of the unit. 
Similarly to the aerial units, this internal controller allows autonomous execution of 
some remote commands: move, pause, resume, and stop, including performing a 
treatment plan. The plan is mainly composed of a list of the way-points the vehicles 
have to cover and also contains the states for the spraying bar (that is, the nozzles that 
must be opened and closed) for each point and other mission parameters, such as the 
speeds. More details about the ground units and their capabilities, such as navigation 
and control techniques utilized, can be found in [18]. 
4 Results 
To test the complete set of steps implemented in the Mission Manager, a winter cereal 
field was prepared containing weed patches. The idea was to autonomously and se-
quentially execute all the steps required to perform a site-specific herbicide treatment 
via the Mission Manager running on a computer placed in a cabin situated next to the 
field and using the aerial and ground units presented in Section 3. The field was locat-
ed in the experimental CSIC farm “La Poveda” [40°18′51.102″N, 3°29′03.379″W] in 
Arganda del Rey. The field was 2,400 m
2
 and was treated using a pre-emergency 
herbicide, except for nine 3 m x 3 m square areas (see Fig. 4), where some weeds 
(Sinapis arvensis) were seeded.  
 
 
Fig. 4. Winter cereal field prepared to contain nine weed patches 
The field contour (yellow rectangle on Fig. 5) was acquired using a GPS and was 
stored in the database. Via the GUI, an aerial scouting plan was requested. The aerial 
planner automatically built a safety border (green contour on Fig. 5) expanding some 
margins of the field contour (this border cannot be exceeded by the drones) and calcu-
lated (from the contour of the field, the flight attitude, the resolution and the size of 
the images provided by the cameras) the way-points where the drones need to take 
images to sample the entire field. This information is used later to create the weed 
distribution map. The obtained routes for each drone are the red and blue lines repre-
sented in Fig. 5a.  
Once planned, the aerial mission conductor requested the launch of the scouting 
mission, and the operator in charge of supervision approved the start of the mission. 
The plans were automatically loaded into the units, and the supervisor pilot was asked 
(via GUI) to approve take-off (required by the Spanish drone regulation) until the 
initial attitude specified in the plan was reached. Then, the drones executed the in-
spection following the trajectories shown in Fig. 5b. The aerial supervisor (module 
that is part of the Mission Manager) monitored the mission, and non-failures were 
detected during the execution of the aerial mission. 
 
 
  
(a) (b) 
Fig. 5. Inspection aerial mission: a) planned trajectories and b) real trajectories 
Once the drone’s plans were completed, the Mission Manager requested a landing 
maneuver from the supervisor pilot and, once on the ground, the cameras’ cards with 
the images were manually removed and inserted into the computer running the Mis-
sion Manager. The processing data system was invoked by the Dispatcher (module 
that is part of the Mission Manager). The processing data, in this case, consists of a 
weed detection system composed by a mosaicking system [19] and mapping module 
[11] developed by the IRSTEA and IAS-CSIC groups, respectively. The system out-
puts a weed distribution map, which is used by the ground Planner to develop the plan 
for treatment. Unfortunately, the weeds did not grow as expected and did not have the 
shape of the expected patches (see Fig. 6a). Consequently, the obtained distribution 
map, although it contained the real patch shapes, did not have the expected squares, 
making it difficult to determine whether the herbicide was sprayed on the appropriate 
areas. For this reason, the expected map was built artificially (Fig. 7) and was used to 
generate the treatment plan. The trajectories were optimized to reduce fuel, so the 
planner decided to use only one tractor.  
The expected patches were covered with paper (Fig. 6b). A total of five paper 
strips were used in each patch, arranged in parallel and spaced 1 meter (three strips 
inside and two outside of the patch), for measuring the on/off time lag and therefore 
the percentage of the target area sprayed and not sprayed by water mixed with color-
ant. Then the treatment mission was executed. The ground supervisor (module that is 
part of the Mission Manager) monitored the mission, and non-failures were detected 
during the execution of the treatment mission; in fact the real trajectories were nearly 
the same (deviations of less than 7 cm) as the planned trajectories (Fig. 7). Moreover, 
the sprayed surface accurately matched the weeds, in fact the results showed that the 
spraying operation successfully sprayed more than 97% of the target area (i.e., weed 
patches) without any spraying in non-target areas (i.e., weed-free areas).  
Only six of the nine patches were covered because the right part of the field was 
reserved for intermediate tests. The entire test can be played on [20] as part of an 
RHEA project demo. 
 
 
  
(a) (b) 
Fig. 6. a) Real patch vs. expected patch y b) paper strips along the field 
 
Fig. 7. Ground mission trajectory and sprayed surface 
5 Conclusions and future work 
An approach to properly combine autonomous aerial inspection and autonomous 
ground intervention missions to address environmental problems was proposed. The 
approach involves a Mission Manager that allows a single operator to supervise the 
entire process and manage the workflow required to autonomously complete a mis-
sion. 
The proposed system was tested by performing a real site-specific weed treatment, 
in which the scouting mission was used to acquire the data to detect the weed patches 
positions that allowed the intervention treating only the infested areas and, conse-
quently, reducing the cost of the treatment and the chemical pollution. 
All the steps needed to achieve the site-specific weed treatment as well as the man-
agement of the workflow required to complete the entire process were entirely auto-
mated. Human intervention was only required to launch/land the aerial units (due to 
the current Spanish regulations) and to input the aerial images into the base station 
computer, since the camera characteristics did not allow the real-time output of high 
quality images directly to the computer during the acquisition step. 
In future, work image transmission and human intervention will be automated, and 
the new approach will be tested for other types of applications. 
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