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Adaptive dynamical networks appear in various real-word systems. One of the simplest phenomenological
models for investigating basic properties of adaptive networks is the system of coupled phase oscillators with
adaptive couplings. In this paper, we investigate the dynamics of this system. We extend recent results on
the appearance of hierarchical frequency-multi-clusters by investigating the effect of the time-scale separation.
We show that the slow adaptation in comparison with the fast phase dynamics is necessary for the emergence
of the multi-clusters and their stability. Additionally, we study the role of double antipodal clusters, which
appear to be unstable for all considered parameter values. We show that such states can be observed for a
relatively long time, i.e., they are metastable. A geometrical explanation for such an effect is based on the
emergence of a heteroclinic orbit.
Adaptive networks are characterized by the prop-
erty that their connectivity can change in time,
depending on the state of the network. A promi-
nent example of adaptive networks are neuronal
networks with plasticity, i.e., an adaptation of the
synaptic coupling. Such an adaptation is believed
to be related to the learning and memory mech-
anisms. In other real-world systems, the adap-
tivity plays important role as well1. This paper
investigates a phenomenological model of adap-
tively coupled phase oscillators. The considered
model is a natural extension of the Kuramoto sys-
tem to the case with dynamical couplings. In par-
ticular, we review and provide new details on the
self-organized emergence of multiple frequency-
clusters.
I. INTRODUCTION
One of the main motivations for studying adaptive dy-
namical networks comes from the field of neuroscience
where the weights of the synaptic coupling can adapt de-
pending on the activity of the neurons that are involved
in the coupling2–4. For instance, the coupling weights
can change in response to the relative timings of neuronal
spiking5–8. Adaptive networks appear also in chemical9,
biological, or social systems1.
This paper is devoted to a simple phenomenological
model of adaptively coupled phase oscillators. The model
has been extensively studied recently10–20, and it exhibits
diverse complex dynamical behaviour. In particular, sta-
ble multi-frequency clusters emerge in this system, when
a)rico.berner@physik.tu-berlin.de
the oscillators split into groups of strongly coupled os-
cillators with the same average frequency. Such a phe-
nomenon does not occur in the classical Kuramoto or
Kuramoto-Sakaguchi system. The clusters are shown to
possess a hierarchical structure, i.e., their sizes are sig-
nificantly different20. Such a structure leads to signifi-
cantly different frequencies of the clusters and, as a re-
sult, to their uncoupling. This phenomenon is reported
for an adaptive network of Morris-Lecar bursting neu-
rons with spike-timing-dependent plasticity rule21. In
addition, the role of hierarchy and modularity in brain
networks has been discussed recently22–26. Both features
therefore seem to play a key role for real-world neural net-
works. Along these lines, we study a dynamical model
to analyse the self-organized formation of such network
structures.
In this paper, we first provide a non-technical overview
of known results on multi-frequency clusters from
Refs. 10 and 20. Apart from that, we investigate the
role of the time-scale separation. Particularly, we find
that the slow adaptation mechanism in comparison with
the fast dynamics of the oscillators is an important neces-
sary ingredient for the emergence of stable multi-clusters.
Discussing the stability, we point out that the stability
analysis for the limiting case without adaptation does
not provide correct stability results for arbitrarily small
adaptation. In addition, the stability for one-clusters is
described depending on the time-scale separation. With
these results, we quantitatively relate the stability of one-
with multi-frequency cluster states which goes beyond
the qualitative analysis given in Ref. 20. Providing a
novel result for the stability of two-clusters, the instabil-
ity of evenly sized clusters is shown. Finally, we discuss
the role of a special type of cluster states, called dou-
ble antipodal clusters. We show that these states are
unstable for all parameter values but can appear as sad-
dles connecting synchronous and splay states in phase
space. As a result, such states can be observed as a
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2”meta-stable” transition between the phase-synchronous
and non-phase-synchronous state. Moreover, the double
antipodal states are shown to play an important role for
the global dynamics of the adaptive system.
The structure of the paper is as follows. Section II
presents the model; Sec. III and IV provide a non-
technical overview of Ref. 20 on the multi-frequency clus-
ter states and their classification. The new results are in-
cluded in Sec. V-VIII. In Sec. IV we further describe one-
clusters, i.e., single blocks of which the multi-clusters are
composed. Section V discusses the results of Ref. 20 on
the stability of one- and multi-frequency clusters from a
different viewpoint focusing on the influence of the time-
scale separation. We provide novel rigorous results on
the stability for the whole classes of antipodal, double
antipodal, and 4-phase cluster states. The stability re-
gions for antipodal and splay-type one-clusters are ex-
plicitly described for any parameter range of the time-
scale separation. In Sec. VI, the role of double antipodal
states for the global dynamics of the system is discussed.
The construction of multi-cluster states from one-clusters
is demonstrated in Sec. VII. For the existence of multi-
clusters a new upper bound for the time separation is
derived. In Sec. VIII, we connect the stability properties
of one- and multi-clusters. As conjectured in Ref. 20,
the instability of evenly sized two-clusters of splay type
are proved. For the sake of readability, the proofs for
any of the statements in this section are provided in the
appendix A. We end with the Conclusion.
II. MODEL
In this article, we consider a network of N adaptively
coupled phase oscillators
dφi
dt
= ω − 1
N
N∑
j=1
κij sin(φi − φj + α), (1)
dκij
dt
= − (sin(φi − φj + β) + κij) , (2)
where φi ∈ [0, 2pi) is the phase of the i-th oscillator
(i = 1, . . . , N) and ω the natural frequency. The os-
cillators interact according to the coupling structure rep-
resented by the coupling weights κij (i, j = 1, . . . , N) as
dynamical variables. The parameter α can be considered
as a phase-lag of the interaction27. This paradigmatic
model of an adaptive network Eqs. (1)–(2) has attracted a
lot of attention recently10–20. It provides a generalization
of the Kuramoto-Sakaguchi model with fixed κij
28–32.
The coupling topology of the network at time t is char-
acterized by the coupling weights κij(t). With a small
parameter 0 <   1, the dynamical equation (2) de-
scribes the adaptation of the network topology depend-
ing on the dynamics of the network nodes. In the neuro-
science context, such an adaptation can be also called
plasticity12. The chosen adaptation function has the
form − sin(φi − φj + β) with control parameter β. With
Hebbian-like STDP Anti-Hebbian-like
∆φ/pi ∆φ/pi∆φ/pi
−
si
n
(∆
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)
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FIG. 1. The plasticity function − sin(∆φ + β) and corre-
sponding plasticity rules are presented. (a) β = −pi
2
(Heb-
bian), (b) β = 0 (Spike timing-dependent plasticity, STDP),
(c) β = pi
2
(Anti-Hebbian).
this, different plasticity rules can be modelled, see Fig. 1.
For instance, for β = −pi/2, a Hebbian-like rule is ob-
tained where the coupling κij is increasing between any
two phase oscillators with close phases, i.e., φi−φj close
to zero33–36 (fire together - wire together). If β = 0,
the link κij is strengthened if the j-th oscillator precedes
the i-th. Such a relationship promotes a causal structure
in the oscillatory system. In neuroscience these adapta-
tion rules are typical for spike timing- dependent plastic-
ity7,8,37,38.
Let us mention important properties of the
model (1)–(2). The parameter   1 separates the time
scales of the slowly adapting coupling weights from the
fast moving phase oscillators. Further, the coupling
weights are confined to the interval −1 ≤ κij ≤ 1 due to
the fact that dκij/dt ≤ 0 for κij = 1 and dκij/dt ≥ 0 for
κij = −1, see Ref. 10. Due to the invariance of system
(1)–(2) with respect to the shift φi 7→ φi + ψ for all
i = 1, . . . , N and ψ ∈ [0, 2pi), the frequency ω can be set
to zero in the co-rotating coordinate frame φ 7→ φ + ωt.
Finally we mention the symmetries of the system (1)–(2)
with respect to the parameters α and β:
(α, β, φi, κij) 7→ (−α, pi − β,−φi, κij),
(α, β, φi, κij) 7→ (α+ pi, β + pi, φi,−κij).
These symmetries allow for a restriction of the analysis
to the parameter region α ∈ [0, pi/2) and β ∈ [−pi, pi).
The Kuramoto order parameter R1 measures the syn-
chrony of phase oscillators φ = (φ1, . . . , φN )
T . Corre-
spondingly, the l-th moment order parameter Rl is given
by
Rl(φ) :=
∣∣∣∣∣∣ 1N
N∑
j=1
eilφj
∣∣∣∣∣∣ (3)
where l ∈ N. In the following section we will use
this quantity in order to characterize several dynamical
states.
3III. HIERARCHICAL FREQUENCY CLUSTERS
System (1)–(2) has been studied numerically in
Refs. 10–14.In particular, it is shown that starting from
uniformly distributed random initial condition (φi ∈
[0, 2pi), κij ∈ [−1, 1] for all i, j ∈ {1, . . . , N}) the system
can reach different multi-frequency cluster states with hi-
erarchical structure. An individual cluster in the multi-
cluster state consists of frequency synchronized groups of
phase oscillators. In the following we discuss the struc-
tural form of these clusters. Subsequently, frequency
multi-clusters states are called multi-cluster states or
multi-clusters for simplicity.
Figure 2 shows a hierarchical multi-cluster state. The
solution was obtained by integrating the system (1)–(2)
numerically starting from uniformly distributed random
initial conditions. The self-couplings κii are set to zero
in numerical simulations, since they do not influence the
relative dynamics of the system39. We re-order the oscil-
lators (after sufficiently long transient time) by first sort-
ing the oscillators with respect to their average frequen-
cies. After that the oscillators with the same frequency
are sorted by their phases. Figure 2(a) displays the cou-
pling matrix (right) of the multi-cluster state and a rep-
resentation of the coupling structure as a network graph
(left). The coupling matrix demonstrates a clear split-
ting into three groups. This splitting is also visible in the
graph representation of the coupling network. The cou-
pling weights between oscillators of the same group vary
in a larger range than between those of different groups
which are generally smaller in magnitude. The splitting
into three groups is manifested in the behaviour of the
phase oscillators, as well. We find that the oscillators
of the same group posses the same constant frequency
with possible phase lags, Fig.2(b). We call the groups
of oscillators (frequency) clusters and the corresponding
dynamical states multi-(frequency)cluster states.
In a multi-cluster, the coupling matrix κ can be di-
vided into different blocks; κij,µν will refer to the coupling
weight between the i-th oscillator of the µ-th cluster to
the j-th oscillator of the ν-th cluster. Analogously, φi,µ
denotes the i-th phase oscillator in the µ-th cluster. In
general, the temporal behaviour for each oscillator in a
M -cluster state takes the form
φi,µ(t) = Ωµt+ ai,µ + si,µ(t)
µ = 1, . . . ,M
i = 1, . . . , Nµ
(4)
where M is the number of clusters, Nµ is the number
of oscillators in the µ-th cluster, ai,µ ∈ [0, 2pi) are phase
lags, and Ωµ ∈ R is the collective frequency of the oscilla-
tors in the µ-th cluster. The functions si,µ are bounded.
The numerical analysis of system (1)–(2) shows the
appearance of different multi-cluster states depending on
particular choices of the phase lag parameters α and β
as well as on initial conditions. Starting from random
initial conditions the system can end up in several states
such as multi-clusters and chimera-like states10. Figure 3
(a)
(b)
Coupling network
Oscillator phases
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FIG. 2. Three-frequency cluster of splay type at t = 10000.
(a) Coupling weights represented as a graph (left) and as a
coupling matrix (right). In the graph representation, the dy-
namical vertices are represented by red nodes and the edges
are coloured with respect to the coupling weight. Red and
blue refer to positive and negative coupling weights, respec-
tively. Light and dark colours refer to weak and strong cou-
pling weights, respectively. (b) Distribution of the phases φi
for each of the three clusters. Each node represents one os-
cillator and is coloured with respect to the cluster to which
it belongs. Parameter values:  = 0.01, α = 0.3pi, β = 0.23pi,
ω = 0, and N = 100.
shows examples for the three types of multi-cluster states
which appear dynamically in (1)–(2).
A. Splay type multi-clusters
The first type is called splay type multi-cluster state,
see Fig. 3(a). The separation into three clusters is clearly
visible in the coupling matrix, as well as a hierarchical
structure in the cluster sizes. Regarding the distribution
of the phases, we notice that the oscillators from each
group are almost homogeneously dispersed on the circle.
In fact, the phases from each cluster fulfil the condition
R2(φµ) = 0 (µ = 1, 2, 3). Note that splay states as they
are defined in several other works40–42 share the property
R1(φ) = 0. This property can be seen as a measure of
incoherence for the oscillator phases, as well. In fact, it
was shown that splay states are part of a whole family
of solutions43,44 given by exactly R1(φ) = 0. Further,
4R2(φ) = R1(2φ) relates the two measures of incoherence.
These facts motivate the definition of those clusters with
R2(φ) = 0 as splay-type clusters.
The temporal behaviour for all phase oscillators in the
splay multi-cluster state is characterized by a constant
frequency which differs for the different clusters, i.e., ac-
cording to (4), φi,µ(t) = Ωµt+ai,µ withR2(aµ) = 0 for all
µ = 1, 2, 3 and i = 1, . . . , Nµ. In addition, the hierarchi-
cal cluster sizes are reflected in the frequencies. Oscilla-
tors of a big cluster have a higher frequency than those of
smaller clusters. The coupling weights between the phase
oscillators are fixed or change periodically with time de-
pending on whether the oscillators belong to the same
or different clusters, respectively. Moreover, the ampli-
tude of coupling weights between clusters depends on the
frequency difference of the corresponding clusters. The
higher the frequency difference, the smaller is the am-
plitude. The periodic behaviour of the coupling weights
between clusters is present in all types of multi-cluster
states (Fig. 3(a,b,c)).
B. Antipodal type multi-clusters
Figure 3(b) shows another possible multi-cluster state.
As in Fig. 3(a) the clusters are clearly visible and their
oscillators show frequency synchronized temporal be-
haviour. In addition, the time series for the oscillators
show periodic modulations on top of the linear growth.
This additional dynamics is the same for all oscillators
of the same cluster, and hence they are still temporally
synchronized. We have φi,µ(t) = Ωµt + ai,µ + sµ(t). In
analogy to the coupling weights between the clusters, the
amplitudes of the bounded function sµ(t) depend on the
differences of the cluster frequencies.
In contrast to the splay states, the phase distribution
fulfils R2(aµ) = 1 for all µ = 1, 2, 3, see Fig 3(b), middle
panel. Hence, all oscillators of a cluster have either the
same phase aµ ∈ [0, 2pi) or the antipodal phase aµ + pi
such that 2ai,µ = 2aµ modulo 2pi for all i = 1, . . . , Nµ.
Therefore, the clusters represented in Fig 3(b) are called
antipodal type multi-cluster. Note that with this formal
definition of an antipodal state, in-phase clusters belong
to the class of antipodal clusters.
C. Mixed type multi-clusters
The third type of multi-cluster states combines the pre-
vious two types. The 2-cluster state shown in Fig. 3(c)
consists of one splay cluster and one antipodal cluster.
We call these states mixed type multi-cluster states. As
we have seen before, the interaction of a cluster with an
antipodal cluster induces a modulation s(t) additional
to the linear growth of the oscillator’s phase. In con-
trast, the interaction with a splay cluster does not in-
troduce any modulation. Thus, the temporal dynam-
ics of the oscillators in the antipodal cluster (µ = 1)
have si,1(t) ≡ 0 while the oscillators in the splay cluster
(µ = 2) show additional bounded modulations si,2(t),
see Fig. 3(c). For the oscillators of the splay cluster we
plot the time series of two representatives. We notice the
temporal shift in the dynamics of the two representatives
of the splay cluster. The oscillators in the splay clus-
ter are not completely temporally synchronized. More
specifically we have φi,1(t) = Ω1t+ ai,1 with R2(a1) = 1
for i = 1, . . . , N1 and φi,2(t) = Ω2t + ai,2 + si,2(t) with
R2(a2) = 0 for i = 1, . . . , N2.
Despite the complexity of the three types of multi-
clusters states, the structures can be broken down into
simple blocks. In fact, one-cluster states of splay and an-
tipodal type serve as building blocks in order to create
more complex multi-cluster structures. In the following
section we will analyse these blocks. The building of
higher cluster structures will be discussed for 2-cluster
states of splay type.
IV. ONE-CLUSTER STATES
As we have seen in Section III, certain one-cluster
states serve as building blocks for higher multi-cluster
states. In this section, we review the basic properties of
one-cluster states and conclude that their shape and ex-
istence is independent of the time-separation parameter,
see Ref. 20 for more details.
Formally a one-cluster state is one group of frequency
synchronized phase oscillators given by
φi = Ωt+ ai
with ai ∈ [0, 2pi) (i = 1, . . . , N) and constant coupling
weights
κij = − sin(ai − aj + β) (5)
(i, j = 1, . . . , N).
Figure 4 shows three possible types of one-cluster
states for the system (1)–(2). It has been shown that
these are the only existing types of one-cluster states20.
The first two shown in Fig. 4(a,b) are the splay (R2(a) =
0) and the antipodal (R2(a) = 1) clusters which were
already discussed in Sec. III. The third type in Fig. 4(c)
consists of two groups of antipodal phase oscillators with
a fixed phase lag ψ. We call this class of states double
antipodal. As it was mentioned in Sec. III.B., the for-
mal definition of an antipodal state includes full in-phase
relation of the oscillators. Thus in extension of the typ-
ical configuration shown in Fig. 4(c), there exist double
antipodal states where only three or even only two dif-
ferent phases are occupied. The constant ψ is the unique
(modulo 2pi) solution of the equation
1− q
q
sin(ψ − α− β) = sin(ψ + α+ β), (6)
where q = Q/N and Q is the number of phase shifts ai
such that ai ∈ {0, pi}. The corresponding frequencies for
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FIG. 3. Three different types of multi-cluster states at t = 10000 with N = 100 and  = 0.01. For all types, the coupling
matrix (left), distribution of the phases (middle), and time series of representative phase oscillators from each cluster (right) are
presented. In the plot of the phase distribution, each node represents one oscillator and is colored with respect to the cluster
to which it belongs. The time series are shown after subtracting the average linear growth φi,µ(t) − 〈Ωµ〉t. The colouring of
the time series (shaded for visibility) of a representative phase oscillator from one cluster is in accordance with the pictures in
the middle panel. (a) Splay type 3-cluster for α = 0.3pi, β = 0.23pi; (b) Antipodal type 3-cluster for α = 0.3pi, β = −0.53pi; (c)
Mixed type 2-cluster for α = 0.3pi, β = −0.4pi.
the three types of states are
Ω =

1
2 cos(α− β) if R2(a) = 0,
sinα sinβ if R2(a) = 1,
1
2 [cos(α− β)−R2(a) cosψ] if double antipodal
(7)
Note that the condition R2(a) = 0 gives rise to a N−2
dimensional family of solutions. Well-known representa-
tives of this family are rotating-wave states which have
the following form ak = (0, 2pik/N, . . . , 2pik(N − 1)/N)T
for any wave-number k = 1, . . . , N − 1. The existence
as well as the explicit form for any of the three types of
one-cluster states do not depend on the time separation
parameter . As long as  > 0, the building blocks appear
to be solutions of the system (1)–(2).
V. STABILITY OF ONE-CLUSTER STATES
In sections III and IV a large number of co-existing
multi-cluster states were discussed. As multi-clusters are
constructed out of one-cluster states, studying the stabil-
ity of the building blocks is of major importance. In con-
trast to the existence of one-cluster states, the stability
of those states depend crucially on the time-separation
parameter. We analyse this dependency below.
The diagram in Fig. 5 shows the regions of stability
for antipodal and rotating-wave one-cluster states. The
diagram is based on analytic results which has been re-
6in
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(a) (b) (c)
κij
Splay Antipodal Double antipodal
ψ
index j index jindex j
FIG. 4. All possible types of one-cluster states for system
Eq. (1)–(2). (a) Splay state; (b) antipodal state; (c) double
antipodal state.
cently found. In appendix A, we review Corollary 4.3
from Ref. 20 as Proposition 1 and provide an extension
to the whole class of antipodal states, see Corollary 5.
Further, all other proofs are provided in the appendix A,
as well.
A linear stability analysis for double antipodal states
shows that they are unstable for all parameters α and β,
see Corollary 7 in the appendix A. The role of the double
antipodal clusters are discussed further in Sec. VI.
In Fig. 5 the regions of stability are presented for sev-
eral values of the time separation parameter . The first
case in panel (a) assumes  = 0, where the network struc-
ture is non-adaptive but fixed to the values given by the
one-cluster states, i.e., κij = − sin(ai − aj + β) as given
in Sec. IV. The linearised system in this case is given by
dδφi
dt
= − 1
2N
N∑
j=1
(sin(α− β)
− sin(2(ai − aj) + α+ β)) (δφi − δφj) . (8)
For the synchronized or antipodal state, the value
2ai mod 2pi is the same for all i. Hence, the term
2(ai − aj) disappears and the linearised system (8) pos-
sesses the same form as the linearised system for the
synchronized state of the Kuramoto-Sakaguchi system43
with coupling constant σ(β) = − sin(β). As it follows
from Ref. 43, the synchronized as well as all other an-
tipodal states are stable for σ(β) cos(α) > 0. The re-
gion of stability of the rotating-wave cluster has a more
complex shape, see hatched area in Fig 5(a). We find
large areas where both types of one-cluster states are
stable simultaneously, as well as the regions where no fre-
quency synchronized state is stable. The results shown
in Fig 5(a) are in agreement with Ref. 12, where the au-
thors consider the case  = 0 in order to approximate the
limit case of extremely slow adaptation → 0. However,
such an approach for studying the stability of clusters for
small adaptation is not correct in general. As Figs. 5(b-d)
show, the stability of the network with small adaptation
 > 0 is different.
The case  = 0.01 is shown in Fig 5(b), where we
observe regions for stable antipodal and rotating-wave
states as well. The introduction of a small but non-
vanishing adaptation changes the regions of stability sig-
nificantly. The diagram in Fig 5(b) remains qualitatively
the same for smaller values of . This can be read of
from the analytic findings presented in the Proposition 1
and Corollary 5. The changes in the stability areas are
due to subtle changes in the equation which determine
the eigenvalue of the corresponding linearised system. In
fact, the adaptation introduces the necessary condition
sin(α + β) < 0 for the stability of antipodal states. Ad-
ditionally, for all splay states, including rotating-wave
states, the necessary condition sin(α − β) + 2 > 0 is
introduced, see Proposition 8. This is why one can ob-
serve a non-trivial effect of adaptivity on the stability in
Figs. 5. In particular, the parameter β, which determines
the plasticity rule, has now a non-trivial impact on the
stability of antipodal states for any  > 0. As it can be
seen in Fig. 5(b), one-cluster states of antipodal type are
supported by a Hebbian-like adaption (β ≈ −pi/2) while
splay states are supported by causal rules (β ≈ 0). For
the asynchronous region, the dynamical system (1)–(2)
can exhibit very complex dynamics and show chaotic mo-
tion13. This region is supported by an anti-Hebbian-like
rule (β ≈ pi/2).
By increasing the parameter , see Fig. 5(c,d), two ob-
servations can be made. First, the region of asynchronous
dynamical behaviour is shrinking. For  = 1, we find
at least one stable one-cluster state for any choice of
the phase lag parameters α and β. Secondly, the re-
gions where both types of one-cluster states are stable
are shrinking as well. In the limit of instant network
adaptation, i.e.,  → ∞, the stability regions are com-
pletely separated. Both types of one-cluster states divide
the whole parameter space into two areas. In this case,
the boundaries are described by α+β = 0 and α+β = pi.
This division can be seen from the analytic findings pre-
sented in Proposition 1 (Appendix A). In the case of an-
tipodal states, the quadratic equation which determines
the Lyapunov coefficients has negative roots if and only
if +cos(α) sin(β) > 0 and sin(α+β) < 0. Here, even for
 > 1, the condition sin(α+ β) < 0 is the only remaining
one. Similarly, we find sin(α + β) > 0 as a condition for
the stability of rotating-wave states for →∞.
VI. DOUBLE ANTIPODAL STATES
Splay and antipodal clusters serve as building blocks
for multi-cluster states. The third type, the double an-
tipodal clusters, are not of this nature since they appear
to be unstable everywhere. As unstable objects, they
can still play an important role for the dynamics. Here
we would like to present an example, where the double
7β/pi
rotating wave states (splay)antipodal states
 = 0.01
 = 0.1
 = 0
Asynchronous
behaviour
(b)
α
/
pi
(c)
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/
pi
α
/
pi
(a)
(d)
α
/
pi
 = 1
Asynchronous
behaviour
Asynchronous
behaviour
FIG. 5. The regions of stability for antipodal and rotating-
wave states are presented in (α, β) parameter space for dif-
ferent values of . Coloured and hatched areas refer to stable
regions for these states as indicated in the legend. White ar-
eas refer to region where these one-cluster states are unstable.
(a)  = 0; (b)  = 0.01; (c)  = 0.1; (d)  = 1.
antipodal clusters become part of a simple heteroclinic
network. As a result, they can be observed as metastable
states in numerics.
As an example, we first analyse the system of N = 3
adaptively coupled phase oscillators which is the smallest
system with a double antipodal state. According to the
definition of a double antipodal state, laid out in Sec. IV,
the phases ai of the oscillators φi are allowed to take
values from the set {0, pi, ψ, ψ + pi} where ψ uniquely
solves Eq. (6). Further, at least one oscillator φi with ai ∈
{0, pi} and one oscillator φj (j 6= i) with aj ∈ {ψ,ψ + pi}
are needed in order to represent one of the two antipodal
groups. Note that for the parameters given in Fig. 6 and
N = 3, the equation (6) yields ψ = 1.602pi if a1, a2 ∈
{0, pi} and a3 ∈ {ψ,ψ + pi}.
In Fig. 6(a) we present trajectories which initially start
close to antipodal clusters. The trajectories in phase
space are represented by the relative coordinates θ12 =
φ1−φ2 and θ13 = φ1−φ3. In particular, the two configu-
rations with (θ12 = 0, θ13 = 0) and (θ12 = 0, θ13 = pi) are
considered. The coupling weights are initialized accord-
ing to Eq. (5). With the given parameters, the unstable
manifold of the antipodal state is one-dimensional which
can be determined via Proposition 1. For the numeri-
cal simulation, we perturb the antipodal state in such a
(b)
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(φ
(t
))
θ12
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time
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FIG. 6. Heteroclinic orbits between several steady states
in a system of 3 and 100 adaptively coupled phase oscillators.
(a) The time series for the relative phases θ12 (solid lines) and
θ13 (dashed lines) for N = 3 are shown. Lines with the same
colour correspond to the same trajectories. Panel (b,c) show
time series for the second moment order parameter R2(φ(t))
as well as a schematic illustration of the observed heteroclinic
connections (right) for (b)N = 3 and (c)N = 100. Parameter
values:  = 0.01, α = 0.4pi, and β = −0.15pi.
way that two distinct orbits close to the unstable man-
ifold are visible. For both configuration the two orbits
are displayed in Fig. 6(a). It can be observed that after
leaving the antipodal state the trajectories approach the
double antipodal states before leaving it towards the di-
rection of a splay state. With this we numerically find
orbits close to ”heteroclinic”, which connect antipodal,
double antipodal, and splay clusters, see schematic pic-
8ture on the right in Fig. 6(b). The phase differences θ12
and θ13 at the double antipodal state agree with the so-
lution ψ of Eq. (6) or ψ+pi. Figure 6(b) further justifies
our statements on the heteroclinic contours. Here, we see
the time series for the second moment order parameter
for all trajectories in Fig. 6(b). It can be seen that in
all cases we start at an antipodal cluster (R2(φ) = 1)
from which the double antipodal state (R2(φ) ≈ 0.447,
theoretical) is quickly approached. The trajectories stay
close to the double antipodal cluster for approximately
2000 time units (shaded area) before leaving the invariant
set towards the splay state (R2(φ) = 0).
As a second example we analyze a system of N = 100
adaptively coupled phase oscillators. Here, we choose
two particular antipodal states as initial condition and
add a small perturbation to both. One of the states is
chosen as an in-phase synchronous cluster. In both cases,
the couplings weights are initialized in accordance with
Eq (5). For Figure 6(c) we depict the trajectories which
show a clear heteroclinic contour between antipodal, dou-
ble antipodal, and splay state as in the example of three
phase oscillators. We illustrate the heteroclinic connec-
tions and present R2(t) for the corresponding trajectories
in Figure 6(c). Here, the zoomed view clearly shows that
the trajectories for both initial conditions starting at an
antipodal cluster (R2(φ) = 1) again first approaches an
double antipodal state (R2(φ) ≈ 0.990, theoretical) be-
fore leaving it towards a splay state (R2(φ) = 0). More
precisely, each trajectory comes close to a particular dou-
ble antipodal state for which only one oscillator has a
phase in {ψ,ψ+pi}. Remarkably, these states, also known
as solitary states, have been found in a range of other sys-
tems of coupled oscillators, as well45. With Proposition 4
in the Appendix, one can show that this double antipo-
dal states have a stable manifold with co-dimension one
which thus divides the phase space. Next to this fact,
numerical evidence for the existence of heteroclinic con-
nections between antipodal and double antipodal states
as well as between double antipodal and the family of
splay states is provided in Figure 6(c). With this, double
antipodal states play an important role for the organiza-
tion of the dynamics in system (1)–(2).
VII. EMERGENCE OF MULTI-CLUSTER STATES AND
THE ROLE OF THE TIME-SEPARATION PARAMETER
In this section we show the importance of the time-
separation parameter  for the appearance of multi-
cluster states. In particular, we obtain the critical value
c above which the multi-cluster states cease to exist. In
order to shed light on the nature of multi-cluster states
which are built out of one-cluster states, we review the
following analytic result for two-cluster states of splay
type which was explicitly derived in Ref. 20. Suppose we
have two groups of splay cluster states, i.e., R2(aµ) = 0
for µ = 1, 2. Then their combination leads to the follow-
ing two-cluster solution of the system (1)–(2)
φi,1(t) = Ω1t+ ai,1, i = 1, . . . , N1
φi,2(t) = Ω2t+ ai,2, i = 1, . . . , N2
κij,µµ(t) = − sin(ai,µ − aj,µ + β), µ = 1, 2
κij,µν(t) = −ρµν sin(∆Ωµνt+ ai,µ − aj,ν + β − ψµν),
where µ 6= ν, ∆Ωµν := Ωµ−Ων , ψµν := arctan(∆Ωµν/),
ρµν :=
(
1 + (∆Ωµν/)
2
)− 12
,
Ωµ =
1
2
(nµ cos(α− β) + ρµν(1− nµ) cos(α− β + ψµν)) ,
(∆Ω12)1,2 =
1
2
(
n1 − 1
2
)
cos(α− β)
± 1
2
√(
n1 − 1
2
)2
cos2(α− β)− 2(2+ sin(α− β)),
(9)
and n1 := N1/N .
It is quite remarkable that in case of splay-type clusters
the multi-cluster solution can be explicitly given. For a
proof we refer the reader to Ref. 20.
With this, we can study directly the role of several
parameters for the existence of multi-cluster states. In
Figure 7, solutions for Eq. (9) are presented depending
on the parameter β. The number of oscillators in the
system is chosen as N = 50. Each line ∆Ω12(β) in Fig. 7
represents a frequency difference of two clusters for which
the two-cluster state of splay type exists with fixed rel-
ative number n1 of oscillators in the first cluster. Note
that the number of possible two-cluster states increases
proportionally to the total number of oscillators N . Dif-
ferent panels show solutions for different values of . We
note that the existence of those two-cluster states de-
pends only on the difference of γ := α − β, see Eq. (9).
The necessary condition for the existence of a two-cluster
state reads(
n1 − 1
2
)2
cos2 γ > 2(2+ sin γ). (10)
From Eq. (10) we immediately see that the value of
the time separation parameter ε in system (1)–(2) is im-
portant for the existence of the multi-cluster states. This
dependence is in contrast to the findings for one-cluster
states. First of all, note that the left hand side of condi-
tion (10) is positive for γ 6= ±pi/2. Hence, for all param-
eters, there is a critical value c such that there exists no
two-cluster state for  > c. Explicitly, we have
c = −1
4
sin γ +
1
2
√
1
4
sin2 γ +
(
n1 − 1
2
)2
cos2 γ, (11)
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FIG. 7. All possible one- and two-cluster solutions of splay type of system (1)–(2). For fixed relative size of the first cluster
n1, the frequency differences ∆Ω12(β) are displayed as a function of the system parameter β corresponding to Eq. (9). The
dashed lines (gray) indicate unstable solutions while the solid lines (blue) indicate stable solutions. Parameter values N = 50
and α = 0.3pi are fixed for all panels.
γ/pi
 c
n1 = 0.5
n1 = 0.7
n1 = 0.9
FIG. 8. For the case of two-cluster states of splay type, the
critical value c of time-separation parameter  is plotted as
a function of γ = α− β for different cluster sizes n1 = N1/N .
The function is given explicitly by Eq. (11).
which is illustrated in Fig. 8. The figure shows the crit-
ical value c depending on the parameter γ for different
values of n1. The function possesses a global maximum
with c = 0.5. This means that there is a particular
requirement on the time separation in order to have two-
cluster states of splay type. Indeed, the adaptation of the
network has to be at most half as fast as the dynamics
of the oscillatory system.
Further let us remark that the two-cluster state with
equally sized clusters n1 = 0.5 exists only for α − β ∈
(pi, 2pi), i.e., c = 0 for all α− β ∈ [0, pi].
In Sec. III we discussed that the combination of one-
cluster states to a multi-cluster state can result in mod-
ulated dynamics of the oscillators additional to the lin-
ear growth. In fact, this additional temporal behavior
is due to the interaction of the clusters. As we see in
Fig. 3(a), oscillators interacting with a splay-type clus-
ter will not be forced to perform additional dynamics.
This is the reason why we are able to derive a closed an-
alytic expression for multi-cluster states of splay type. It
is possible to determine the frequencies explicitly as in
Eq. (9). Therefore, here the interaction between cluster
causes only changes in the collective frequencies which
are small whenever  is small.
In contrast to splay clusters, the interaction with an-
tipodal cluster leads to bounded modulation of the os-
cillator dynamics besides the constant-frequency motion.
The modulations scale with  and hence depend on the
time-separation parameter. More rigorous results can be
found in Ref. 20. In case of a mixed type two-cluster
state, both interaction phenomena are present. The os-
cillators in the antipodal cluster interact with the splay
cluster leading to no additional modulation. On the con-
trary, the phase oscillators of the splay cluster get addi-
tional modulation via the interaction with the antipodal
cluster.
The one-cluster states of any size apparently serve as
building blocks for multi-cluster states. However, not all
possible multi-cluster states are stable even though the
building blocks are. The next section is devoted to this
question of stability.
VIII. STABILITY OF MULTI-CLUSTER STATES
As mentioned above, the stability of one-cluster states
is important for the stability of multi-cluster states. For
two weakly coupled clusters, the stability of one-clusters
serves as a necessary condition for the stability of the
two-cluster state. In figure 7 the possible two-clusters of
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splay type are plotted. In addition, for each of these so-
lutions the stability is analysed numerically. For this, we
initialize the system (1)–(2) on the corresponding two-
cluster state and run the simulation for t = 10000 time
units. After the simulation, we compare the initial con-
dition with the final state in order to determine the sta-
bility. For each parameter value β we colour the line
blue (solid line) whenever the two-cluster state is stable.
Otherwise, the line is gray (dashed line). An additional
line at ∆Ω12 = 0 is plotted corresponding to the one-
cluster solution. The stability of the one-cluster solution
is determined analytically as in Fig. 5. We notice that
for  = 0.001 a stable two-cluster state exists for almost
every relative cluster size n1, while this is not true for
 = 0.01 and even more so for  = 0.1.
Another observation from Figs. 7(a),(b) is that the pos-
sible β-values where the two-cluster states can be stable
mainly correspond to the β values where the one-cluster
state is stable. This is true for small values of , however,
a careful inspection of Fig. 7(c) for the case of larger ,
here  = 0.1, shows that some two-cluster states appear
to be stable for a parameter region where the correspond-
ing one-cluster state is unstable. This can be explained
as follows. According to (1), in the case of one-cluster
states, the inter-cluster interactions are summed over all
N oscillators of the whole system. Additionally, the in-
teractions are scaled with the factor 1/N . Therefore, the
total interaction scales with 1. For two-cluster states, the
inter-cluster interactions for each individual cluster are
only a sum over the Nµ (µ = 1, 2) oscillators whereas the
scaling remains 1/N . Hence, the total inter-cluster in-
teraction scales with nµ = Nµ/N , the relative size of the
cluster. Therefore, the effective oscillatory system, when
neglecting the interaction to the other cluster, reads
dφi,µ
dt
= − nµ
Nµ
Nµ∑
j=1
κij,µµ sin(φi,µ − φj,µ + α),
dκij,µµ
dt
= − (κij,µµ + sin(φi,µ − φj,µ + β)) .
This system is equivalent to (1)–(2) with Nµ oscillators
by rescaling  7→ /nµ. Thus, the stability of the inter-
cluster system has to be evaluated with respect to the
rescaled effective parameter eff := /nµ. Since nµ < 1
for µ = 1, 2, we have eff > . As we have discussed,
the stability for the one-cluster changes with increasing
. With this, the influence of the cluster size as well as
the slight boundary shift in the regions of stability, see
Fig. 7, can be explained.
Finally, we note why the equally-sized splay-clusters
are not found to be stable. Indeed, from Eq. (9) we know
that 2+ sin(α− β) < 0 is a necessary condition to have
such equally-sized (n1 = 1/2) clusters. However, any
one-cluster splay state is unstable for 2+ sin(α−β) < 0
by Proposition 8 in Appendix A.
IX. CONCLUSION
In summary, we have studied a paradigmatic model
of adaptively coupled phase oscillators. It is well known
that various models of weakly coupled oscillatory sys-
tems can be reduced to coupled phase oscillators. Our
study has revealed the impact of synaptic plasticity upon
the collective dynamics of oscillatory systems. For this,
we have implemented a simplified model which is able
to describe the slow adaptive change of the network de-
pending on the oscillatory states. The slow adaptation is
controlled by a time-scale separation parameter.
We have described the appearance of several different
frequency cluster states. Starting from random initial
conditions, our numerical simulations show two differ-
ent types of states. These are the splay and the antipo-
dal type multi-cluster states. A third mixed type multi-
cluster state is found by using mathematical methods de-
scribed in detail in20. For all these states the collective
motion of oscillators, the shape of the network, and the
interaction between the frequency clusters is presented
in detail. It turns out that the oscillators are able to
form groups of strongly connected units. The interaction
between the groups is weak compared to the interaction
within the groups. The analysis of multi-cluster states
reveals the building blocks for these states.
In particular, the following three types of relative equi-
libria form building blocks for multi-cluster states: splay,
antipodal, and double antipodal. In order to understand
the stability of the frequency cluster states, we perform
a linear stability analysis for the relative equilibria. The
stability of these states is rigorously described, and the
impact of all parameters is shown. We prove that the
double antipodal states are unstable in the whole pa-
rameter range. They appear to be saddle-points in the
phase space which therefore cannot be building blocks for
higher multi-cluster states. While the time-scale separa-
tion has no influence upon their existence, it plays an im-
portant role for the stability the relative equilibria. The
regions of stability in parameter space are presented for
different choices of the time-scale separation parameter.
The singular limit (→ 0) and the limit of instantaneous
adaptation are analyzed. The latter shows that the sta-
bility region of the splay and the antipodal states divide
the whole space into two equally sized regions without
intersection. Instantaneous adaption cancels multista-
bility of these states. The consideration of the singular
limit shows that it differs from the case of no adaptation.
Therefore, even for very slow adaptation, the oscillatory
dynamics alone is not sufficient to describe the stability
of the system.
Subsequently, the role of double antipodal states is dis-
cussed. We find that in a system of 3 oscillators these
states are transient states in a small heteroclinic net-
work between antipodal and splay states. They appear
to be metastable, i.e. observable for a relative long time
and therefore are physically important transient states.
Moreover an additional analysis for an ensemble of 100
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phase oscillators has revealed the importance of the dou-
ble antipodal states for the global dynamics of the whole
system.
For the splay clusters we analytically show the exis-
tence of two-cluster states. Remarkably, while the exis-
tence of the one-cluster states does not depend on the
time-scale separation parameter, the multi-cluster states
crucially depend on the time-scale separation. In fact, we
provide an analysis showing that there exists a critical
value for the time-scale separation. Moreover, we show
that in the case of two-cluster states of splay type the
adaption of the coupling weights must be at most half
as fast as the dynamics of the oscillators. This fact is
of crucial importance for comparing dynamical scenarios
induced by short-term or long-term plasticity46.
The stability of two-cluster states is analyzed numeri-
cally and presented for different values of the time-scale
separation parameter. By assuming weakly interacting
clusters, we describe the stability of the two-cluster with
the help of the analysis of one-cluster states. The sim-
ulations show that there are no stable two-cluster states
with clusters of the same size. We provide an argument
to understand this property of the system.
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Appendix A: Stability of one-cluster states
In order to study the local stability of one-cluster solu-
tions described in Sec. IV, we linearise the system of dif-
ferential equations (1)–(2) around the phase locked states
described by φi = Ωt + ai and κij = − sin(ai − aj + β).
We obtain the following linearised system
d
dt
δφi =
1
2N
N∑
j=1
sin(β − α) (δφi − δφj)
+
1
2N
N∑
j=1
cos(2(ai − aj) + α+ β) (δφi − δφj)
− 1
N
N∑
j=1
sin(ai − aj + α)δκij , (A1)
and
d
dt
δκij = − (δκij + cos(ai − aj + β) (δφi − δφj)) ,
(A2)
Note that this set of equations can be brought into the
following block form
d
dt
(
δφ
δκ
)
=
(
A B
C −IN2
)(
δφ
δκ
)
(A3)
where (δφ)
T
= (δφ1, . . . , δφN ), (δκ)
T
=
(δκ11, . . . , δκ1N , δκ21, . . . , δκNN ), B =
(
B1 · · · BN
)
,
C =
C1...
CN
, and A, Bn, Cn are N ×N matrices with
n = 1, . . . , N . The elements of the block matrices read
aij =

−1
2
sin(α− β)− 1
N
sin(β) cos(α)
+
1
2N
N∑
k=1
sin(2(ai − ak) + α+ β),
i = j
1
2N (sin(α− β)− sin(2(ai − aj) + α+ β)) , i 6= j
bij;n =
{
− 1N sin(an − aj + α), i = n
0, otherwise
cij;n =

0, j = n, i = j
− cos(an − ai + β), j = n, i 6= j
 cos(an − ai + β), j 6= n, i = j
0, otherwise
.
Throughout this appendix we will make use of Schur’s
complement47 in order to simplify characteristic equa-
tions. In particular, any m ×m matrix M in the 2 × 2
block form can be written as
M =
(
A B
C D
)
=
(
Ip BD
0 Iq
)(
A−BD−1C 0
0 D
)(
Ip 0
D−1C Iq
)
(A4)
where A is a p × p matrix and D is an invertible q × q
matrix. The matrix A − BD−1C is called Schur’s com-
plement. A simple formula for the determinant of M can
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be derived with this decomposition in (A4)
det(M) = det(A−BD−1C) · det(D).
This result is important for the subsequent stability anal-
ysis. Note that in the following an asterisk indicates the
complex conjugate.
Proposition 1. Suppose we have ak = (0,
2pi
N k, . . . , (N−
1) 2piN k)
T and the characteristic equation of the linear sys-
tem (A1)–(A2) then the set of eigenvalues L are as fol-
lows.
1. (in-phase and anti-phase synchrony) If k = 0 or
k = N/2,
L =
{
(0)1 , (−)(N−1)N+1 , (λ1)N−1 , (λ2)N−1
}
where λ1 and λ2 solve λ
2 + (− cos(α) sin(β))λ −
 sin(α+ β) = 0.
2. (incoherent rotating-wave) If k 6=
0, N/2, N/4, 3N/4, the spectrum is
L =
{
(0)N−2 , (−)(N−1)N+1 ,
(
− sin(α− β)
2
− 
)
N−3
,
(ϑ1)1 , (ϑ2)1 , (ϑ
∗
1)1 , (ϑ
∗
2)1}
where ϑ1 and ϑ2 solve ϑ
2 +(
+ 12 sin(α− β)− 14 iei(α+β)
)
ϑ− 2 iei(α+β) = 0.
3. (4-rotating-wave state) If k = N/4, 3N/4, the spec-
trum is
L =
{
(0)N−1 , (−)(N−1)N+1 ,(
− sin(α− β)
2
− 
)
N−2
, (λ1)1 , (λ2)1
}
where λ1 and λ2 solve λ
2 + (+ sin(α) cos(β))λ +
 sin(α+ β) = 0.
Here, the multiplicities for each eigenvalue are given as
subscripts.
Proof. The proof can be found in Ref 20.
So far, we have found the Lyapunov coefficients for the
rotating-wave states. The following two Lemmata are
needed to describe the stability of antipodal, 4-phase-
cluster, and double antipodal states as well.
Lemma 2. Suppose M is a block square matrix of the
form
M =
(
A m11ˆp,q
m21ˆq,p B
)
where A is a circulant p × p matrix, B is a circulant
q × q matrix, 1ˆp,q is p × q where all entries are 1 and
m1,m2 ∈ R. Then the eigenvector-eigenvalue pairs are
given by
(
λ0k, . . . , λ
p−1
k , 0, . . . , 0
)T
, µk =
p−1∑
l=0
a1(1+l)λ
l
k (A5)
(
0, . . . , 0, ρ0l , . . . , ρ
q−1
l
)T
, νl =
q−1∑
l=0
b1(1+l)ρ
l
l (A6)
(1, . . . , 1, a1, . . . a1)
T
, µ¯ = µ0 +m1qa1 (A7)
(1, . . . , 1, a2, . . . , a2)
T
, ν¯ = µ0 +m1qa2 (A8)
with λk = e
i 2pip k and ρl = e
i 2piq l for k = 1, . . . , p − 1 and
l = 1, . . . , q − 1, respectively, and a1 and a2 solve the
equation
a2 +
µ0 − ν0
m1q
a− m2p
m1q
= 0
with µ0 =
∑p
j=1 a1j and ν0 =
∑q
j=1 b1j.
Proof. We can prove the Lemma by direct calculation
and find
M
(
λ0k, . . . , λ
p−1
k , 0, . . . , 0
)T
=
(
A
(
λ0k, . . . , λ
p−1
k
)T
m2
∑p−1
l=0 λ
l
k
)
= µk
(
λ0k, . . . , λ
p−1
k , 0, . . . , 0
)T
.
Here, we use that A is a circulant matrix and that∑p−1
l=0 λ
l
k = 0 for all k = 1, . . . , p − 1. Analogous argu-
ments hold for (A6). The last two eigenvector-eigenvalue
pairs (A7)–(A8) can be obtained by
M (1, . . . , 1, a, . . . , a)
T
=
(
A (1, . . . , 1)
T
+m1qa (1, . . . , 1)
T
m2p
a (1, . . . , 1)
T
+ aB (1, . . . , 1)
T
)
=
(
µ0 +m1qa
m2p
a + ν0
)
(1, . . . , 1, a, . . . , a)
T
which solves the eigenvalue problem if a is chosen to be
either a1 or a2.
Lemma 3. Suppose we have a phase locked state with
phases ai ∈ [0, 2pi). Then, the solution for the char-
acteristic equations corresponding to the linearised sys-
tem (A1)–(A2) are given by λ = − with multiplicity
N2 −N and by the solution of the following set of equa-
tions
det ((A− λIN ) (+ λ) +BC) = 0.
Proof. Applying Schur’s decomposition (A4) to the lin-
earised system in the block form (A3) yields the re-
sult.
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Proposition 4. Suppose we have a state with phases
ai ∈ {0, pi, ψ, ψ + pi} where i = 1, . . . , N . Further set
q1 = Q1/N and q2 = Q2/N , where Q1 and Q2 denote
the numbers of phases which are either 0 or pi and ψ or
ψ + pi, respectively. Then, the linear system (A1)–(A2)
possesses the following set L of eigenvalues
L =
{
(0)1 , (−)(N−1)N+1 , (λ1)N1−1 , (λ2)N1−1 ,
(ϑ1)N2−1 , (ϑ2)N2−1 , (ρ1)1 , (ρ2)1
}
where λ1 and λ2 solve
λ2 +
1
2
(sin(α− β)− q1 sin(α+ β)
−q2 sin(−2ψ + α+ β) + 2)λ
− q1 sin(α+ β)− q2 sin(−2ψ + α+ β) = 0,
ϑ1 and ϑ2 solve
ϑ2 +
1
2
(sin(α− β)− q1 sin(2ψ + α+ β)
−q2 sin(α+ β) + 2)ϑ
− q1 sin(2ψ + α+ β)− q2 sin(α+ β) = 0,
as well as ρ1 and ρ2 solve
ρ2 +
1
2
(sin(α− β)− q1 sin(2ψ + α+ β)
−q2 sin(−2ψ + α+ β) + 2) ρ
− q1 sin(2ψ + α+ β)− q2 sin(−2ψ + α+ β) = 0.
The multiplicities for each eigenvalue are given as sub-
scripts.
Proof. For an arbitrary solution of the form φi = Ωt+ ai
we consider the linearised system (A1)–(A2) in the block
form (A3) and apply Lemma 3. The elements of the
second term D := BC of Schur’s complement are then
dij = − 
2N
(sin(α− β) + sin(2(ai − aj) + α+ β))
if i 6= j and
dii = 
(
1
2
sin(α− β)− 1
N
sin(α) cos(β)
+
1
2N
N∑
j=1
sin(2(ai − aj) + α+ β)
 .
Defining the matrix M := (A− λIN ) (+ λ) +D we get
mij =
{
−λ2 + (aii − )λ+ aii + dii i = j
λaij + aij + dij . i 6= j
Using the assumption for the phases ai, then one group of
oscillators (group I) have ai ∈ {0, pi} and the remaining
Q2 oscillators (group II) have ai = {ψ,ψ + pi}. Putting
this into the definition of mij , we find that the whole
square matrix M can be written as
M =

Q1×Q1︷ ︸︸ ︷
mI m¯ · · · m¯
m¯
. . .
. . .
...
...
. . .
. . . m¯
m¯ · · · m¯ mI
m11ˆQ1,Q2
m21ˆQ2,Q1
mII m¯ · · · m¯
m¯
. . .
. . .
...
...
. . .
. . . m¯
m¯ · · · m¯ mII︸ ︷︷ ︸
Q2×Q2

where m1, m¯, mI , and mII are real values which depend
on all the system parameters α, β,  and additionally on
ψ and λ. Note that all diagonal blocks are circulant ma-
trices. The determinant is invariant under basis transfor-
mations which is why we diagonalize the matrix M and
therewith derive equations for the values λ. In order to
do so, we look for the eigenvalues of M determined by
the characteristic equation
det (M − µIN ) = 0.
Due to the structure of M we can apply Lemma 2 and
find the following set of eigenvalues
µk = −λ2 − 1
2
(sin(α− β)− q1 sin(α+ β)− q2 sin(−2ψ + α+ β) + 2)λ+ q1 sin(α+ β) + q2 sin(−2ψ + α+ β)
for k = 1, . . . , Q1 − 1. Analogously, we obtain the equa-
tions for νk (k = 1, . . . , Q2 − 1) where mI is substi-
tuted with mII . The two other eigenvalue are given by
µ¯ = µ0 + m1Q2a1 and ν¯ = µ0 + m1Q2a2, respectively,
where
µ0 = mI + (Q1 − 1)m¯
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and a1,2 are given by
a2 +
(mI −mII) + (Q1 −Q2) m¯
m1Q2
a− m2Q1
m1Q2
= 0.
Considering the row sums of M we find that all agree
with −λ2 − λ and therefore µ¯ = −λ2 − λ. Resulting
from this a1 = −
(
λ2 + λ+ µ0
)
/m1Q2 = 1. Hence,
a2 =
(mII −mI) + (Q2 −Q1) m¯
m1Q2
− 1
and we find
ν¯ = mII + (Q2 − 1) m¯−m1Q2
= −λ2 − 1
2
(sin(α− β)− q1 sin(2ψ + α+ β)
− q2 sin(−2ψ + α+ β) + 2)λ
+ q1 sin(2ψ + α+ β) + q2 sin(−2ψ + α+ β)
After diagonalizing the matrix M the determinant can
be easily written as
det(M) = µ¯ · µ1 · · · · · µN1−1 · ν¯ · ν1 · · · · · νN2−1.
Therewith, finding λ′s such that at least one of the eigen-
values of M vanishes solves the initial eigenvalue prob-
lem.
We will now sum up the results with the following
corollaries
Corrolary 5. The set of eigenvalues of the linearised
system (A1)–(A2) around all antipodal states with ai ∈
{0, pi} agrees with the set L in Prop. 1 for rotating-wave
states with k = 0, N/2.
Proof. Put Q2 = 0 in Prop. 4, then there is only the
equation for λ left.
Corrolary 6. The set of eigenvalues to the linearised
system (A1)–(A2) around all 4-phase-cluster states with
ai ∈ {0, pi/2, pi, 3pi/2} and R2(a) = 0 agrees with the set
L in Prop. 1 for 4-rotating-wave states.
Proof. The requirement R2(a) = 0 yields Q1 = Q2. The
statement of this proposition follows by using Prop. 4.
Corrolary 7. For all α and β the double antipodal states
are unstable.
Proof. Suppose the polynomial equation p(x) = x2+ax+
b = 0. This equation has two negative roots if and only
if b > 0 and a > 0 meaning that p(0) > 0 and the vertex
of the parabola is at x < 0, respectively. In order to
have stable double antipodal states these two conditions
have to be met by all three equations for λ, ϑ and ρ in
Proposition 4. From the condition on the existence of
double antipodal states (6) we find q1 sin(2ψ + α+ β) +
q2 sin(−2ψ+α+β) = − sin(α+β). With this assumption
on the quadratic equation and the latter equation, we find
the following two necessary conditions for the stability of
double antipodal states, (1) q1 sin(2ψ+α+β)+q2 sin(α+
β) > 0 and (2) q1 sin(2ψ + α + β) + q2 sin(α + β) < 0.
The two condition cannot be equally fulfilled.
In the following, we give a necessary condition for the
stability of all one-cluster states of splay type, in contrast
to the result on rotating-wave states given in Prop. 1.
In general all splay one-cluster states have the property
R2(a) = 0 for the phase given by the vector a. Therefore,
the splay states formN−2 dimensional family of solution.
Hence, around each splay states there are N − 2 neutral
variational directions (δφ, δκ)
T
which are determined by
the condition
∑N
j=1 e
i2ajδφj = 0. Note, δκij = − cos(ai−
aj + β) (δφi − φj) in neutral direction.
Proposition 8. Consider an asymptotically stable one-
cluster state of splay type. Then, + sin(α− β)/2 > 0.
Proof. Due to the block form of the linearised equa-
tion (A3) and the Schur decomposition (A4), any eigen-
value comes with a second. We have already seen this
in Lemma 2 and Proposition 4. Variation along the
neutral direction gives N − 2 times the eigenvalue 0.
Suppose we have δφ such that
∑N
j=1 e
i2ajδφj = 0 and
δκij = − cos(ai − aj + β) (δφi − φj). Applying Schur
decomposition (A4), we get
(M − λI)N2+N
(
δφ
δκ
)
=
(
IN −(+ λ)B
0 IN2
)(
(A− λIN ) + 1+λBC 0
0 −(+ λ)
)(
δφ
− 1+λCδφ+ δκ
)
= 0. (A9)
With this, we have to find λ such that the last equal-
ity in (A9) is fulfilled. This is equivalent to solving
((A− λIN )(+ λ) +BC) δφ = 0 of which in general only
N − 2 equations are linearly independent. The equiva-
lence can be seen by multiplying  + λ from both sides
and keeping in mind that δκ is already determined by
δφ. Using the definition of δφ the matrices A and BC
can be effectively reduced in such a way that they are
independent of the actual values for the phases aj . In
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fact,
aij =
{
−N−12N sin(α− β) i = j
1
2N sin(α− β), i 6= j
(bc)ij =
{
N−12N sin(α− β), i = j
− 2N sin(α− β). i 6= j
In turn, this gives ((A− λIN )(+ λ) +BC) a circulant
structure which can be used to diagonalise the matrix,
in analogy to Proposition 4. For circulant matrices we
immediately know the eigenvalues. They are
µl = −λ2 −
(
N − 1
2N
sin(α− β)
− 1
2N
sin(α− β)
(
N−1∑
k=0
ei2pikl/N − 1
)
+ 
)
λ
with l = 0, . . . , N−1 and det ((A− λIN )(+ λ) +BC) =
µ0(λ) · · ·µN−1(λ). Remember we have in general N − 2
independent equations. Thus, solving µl(λ) = 0 for λ
results in N − 2 eigenvalues λ = 0, 1 eigenvalue λ = −
andN−3 eigenvalues λ = −−sin(α−β)/2. Note that for
4-phase-cluster states, as considered in Corollary 6, the
number of independent equations is N−1. This is due to
the fact that in this case the equations for the imaginary
and real part from
∑N
j=1 e
i2ajδφj = 0 agree.
