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The study of critical properties of systems with long-range interactions has attracted in the last
decades a continuing interest and motivated the development of several analytical and numerical
techniques, in particular in connection with spin models. From the point of view of the investigation
of their criticality, a special role is played by systems in which the interactions are long-range enough
that their universality class is different from the short-range case and, nevertheless, they maintain
the extensivity of thermodynamical quantities. Such interactions are often called weak long-range.
In this paper we focus on the study of the critical behaviour of spin systems with weak-long range
couplings using renormalization group, and we review their remarkable properties. For the sake
of clarity and self-consistency, we start from the classical O(N) spin models and we then move to
quantum spin systems.
I. INTRODUCTION
In this Special Issue several aspects of the equilibrium and dynamical properties of systems with long-range (LR)
interactions are discussed. In the paper we apply concepts and tools developed for LR systems, including the modern
renormalization group approach, to the study of spin models with weak LR interactions. Such interactions are able
to modify the universal properties of the systems in which they act, but anyway preserve the extensivity of the
thermodynamic quantities. Our main goal is to present and apply the formalism of the functional renormalization
group (FRG) to weak LR systems and show the capability of the FRG to clarify their critical properties, which are
in many cases still unknown and sometimes diffucult to obtain with other approaches.
Given the wide framework already presented in the other contributions to this Special Issue, it is not necessary
to extensively emphasize that LR interactions play an important and paradigmatic role in the study of many body
interacting systems, such as O(N) symmetric models. Indeed, the importance of LR interactions is motivated by their
presence in several systems ranging from plasma physics to astrophysics and cosmology [1, 2].
In order to understand the typical phenomena occurring in spin models with power-law LR couplings and define
the weak LR regime, let us first consider the classical O(N) symmetric models, whose Hamiltonian reads
H = −J
2
∑
i6=j
Si · Sj
|i− j|d+σ . (1)
The spin variables Si are unit vectors with N components, placed at the sites, labeled by the index i, of a d dimensional
lattice. The coupling constant J is constant for a decay exponent σ > 0, conversely for σ ≤ 0 the coupling constant
J needs to be rescaled by an appropriate power of the system size to absorb the divergence of the interaction energy
density the thermodynamic limit [1, 2].
When σ > 0 the model may have a second order phase transition. The main result is that three different regimes
can occur as a function of the parameter σ [3, 4]:
• for σ ≤ d/2 the mean–field approximation correctly describes the universal behavior;
• for σ greater than a threshold value, σ∗, the model has the same critical exponents of the short-range (SR)
model (the SR model is obtained in the limit σ →∞);
• for d/2 < σ ≤ σ∗ the system exhibits peculiar LR critical exponents.
Therefore, the weak LR regime is the one with 0 < σ ≤ σ∗, where the thermodynamic quantities are extensive and
the critical properties are not the ones of the SR model [notice that, as we will discuss in the following, the SR critical
exponents may be found also at σ = σ∗]. Inside the weak LR region, the more interesting weak LR regime is the
one with d/2 < σ ≤ σ∗ where the critical properties are neither SR nor mean-field. The 1-dimensional Ising model
(d = N = 1) deserves a special mention since for σ = σ∗ = 1 [5–7] a topological phase transition in the Berezinskii-
Kosterlitz-Thouless (BKT) universality occurs [8–10] (more references can be found in [11]), with effects of disorder
being studied in [12].
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2For any value of d and N , the expression η = 2 − σ for the critical exponent η, which characterizes the decay
of the two point correlation function at the critical point, was found in Ref. [3] by an -expansion (at order 2) and
conjectured to be exact. This implies a discontinuity of the anomalous dimension η as a function of the parameter σ,
when σ reaches σ∗, since σ∗ = 2 according to the calculations of Ref. [3]. A way out from this scenario was proposed
by J. Sak in Ref. [4], who confirmed the expression η = 2 − σ for all σ < σ∗, but found a different threshold value
σ∗ = 2 − ηSR, where ηSR is the η exponent of the SR model. Then, η is a continuous function of σ and there is no
correction to the canonical dimension of the field in the case of LR interactions. It is is fair to say that most of the
Monte Carlo (MC) results, based on MC algorithms specific for LR interactions [13–15], confirmed this picture [15–
18]. Nevertheless, different behaviours compatible with σ∗ = 2 were discussed in the literature [19–23]. In particular
the MC results for a percolation model with LR probabilities [23] appeared to be in agreement with the findings of
Ref. [22] and not with Ref. [4]. At variance, recent results with conformal bootstrap supported and clarified the Sak’s
scenario [24–26].
It is convenient to define the anomalous dimension ηLR of the LR O(N) models with respect to the bare scaling
dimension of the SR model. Therefore, in the d-dimensional case with power–law exponent d+ σ one has
ηLR(d, σ) ≡ 2− σ + δη , (2)
in agreement with the definition employed in Ref. [3]. As mentioned before, the non mean-field correction δη has been
conjectured to vanish at all orders in perturbation theory [4].
We can summarize many of the efforts in the study of statistical mechanics models with weak LR couplings by
identifying the following crucial problems
• (a) the determination of σ∗ and the validation of Sak’s scenario;
• (b) the study of the universal behaviour in the region d/2 < σ ≤ σ∗;
• (c) the answer to the question whether the critical properties of a LR model in dimension d with power-law
exponent d + σ can be, at least approximatively, inferred from those of a SR model in an effective fractional
dimension Deff (this result being exact in the spherical N →∞ limit).
• (d) the understanding of the interplay between LR and SR interactions near σ∗.
Regarding the first point, we observe that the controversies about the actual value of σ∗ have only partially a compelling
quantitative motivation. Indeed, as an example, for the two-dimensional Ising model with LR interactions, the value
σ∗ = 7/4 predicted by Sak is pretty close to σ∗ = 2. Notice anyway that the value of η at σ = 7/4 obtained in Ref. [22]
is η = 0.332, quantitatively different for the value η = 1/4 predicted by Sak. We think that the determination of σ∗
is rather a question of principle, since it generally concerns how different momentum terms in the critical propagator
contribute to the universal behaviour. In particular, one may wonder how the LR (pσ) term renormalizes and how
the SR term (p2) in the propagator is dressed by the presence of LR interactions. Both these questions constitute the
essence of the last point in the list above.
In this work, we deal with the previous issues by first considering the case of classical O(N) models in dimension
d ≥ 2 for weak LR interactions, see Sections II-III. The goal of these sections is to review the FRG treatment for
classical models and to set up the ground for the study of the quantum case, which is the subject of Sections IV-IV C.
Our presentation is based on the formalism developed and the results obtained in [27–29], while the presentation
follows the one in [30]. Our main objectives is to present such findings in an unified and compact way, providing as
well details on the derivations and new results on the topic of weak LR spin systems.
An important motivation for the study of quantum spin models with LR interactions is that several recent tech-
nological applications generate a remarkable improvement of the experimental tools for the preparation and study
of atomic, molecular and optical systems and lead to the simulation of a wide range of quantum models [31]. The
realisation and investigation of equilibrium and dynamical behaviour of quantum systems in presence of LR inter-
actions is one of the most exciting research topics [32–49]. Ising and/or XY quantum spin chains with tunable LR
interactions have been realized in several ways, including Be ions in a Penning trap [32] or trapped ions coupled to
motional degrees of freedom [38–40]. The resulting interactions decay algebraically with the distance r and the decay
exponent can be experimentally tuned. The possibility of controlling the range LR interactions in spin chains was also
at the basis of the experimental simulation of the 1D Schwinger model with trapped ions [50]. These exciting progress
motivated a considerable theoretical activity [51–87]. Among the different quantum LR models studied, particular
attention has been devoted to LR Kitaev chains [88–96].
The questions list above (a)· · · (d) equally applies to weak LR quantum systems. Regarding the points (a) and (b),
Sak’s scenario applied to the quantum models implies that in the mean–field approximation one has σ∗ = 2 [97], so
that in the simplified treatments, which neglect quantum fluctuations, one has the SR universality class occurring at
3σ > 2 [53]. The effect of quantum fluctuations makes σ∗ < 2, and one can then study σ∗ as a function of d and N .
Results for σ∗ and for the critical exponents were derived in [29] and are discussed in Sections IV-IV C. The point (c)
requires, in practice, that one determines the equivalent classical model at criticality [98], and, therefore, one needs
to know the dynamical critical exponent z, which is computed in Section IV C extending the formalism presented in
Sections II-III. The combined sequential discussion of the classical and of the quantum cases aims at evidencing their
common properties & analogies (as well as their differences), and it is intended to clarify the point (d), i.e. how the
LR terms behave under renormalization in presence of the SR one near σ∗.
II. FRG APPROACH TO CLASSICAL LONG-RANGE O(N) MODELS
In this section we discuss the application of the FRG approach [99, 100] to weak LR classical systems. We are
interested to critical properties and universal quantities, and, as usual, we replace the spin variables {Si} with an
N–component vector field φ(x) in continuous space [111]. We define the scale dependent effective action Γk depending
on the infrared cutoff scale k and on the continuous field φ. When k → k0, where k0 is some ultraviolet scale, the
effective action is equal to the mean–field free energy of the system, while for k → 0 it is equal to the exact free
energy [100].
The FRG approach is based on the Wetterich flow equation for the effective action [101]
∂tΓk =
1
2
Tr
[
∂tRk
Γ(2) +Rk
]
, (3)
where k is a finite scale proportional to the inverse system size (k ∝ L−1), Rk is an infrared regulator function and
t = log (k/k0) is the logarithmic scale, with k0 the ultra-violet cutoff, which is proportional to the inverse lattice size.
Γ is the system effective action and represents the exact Ginzburg-Landau free energy, whose second derivative with
respect to the system internal variables Γ(2) gives the inverse system propagator.
An exact solution of Eq. (3) is in general not possible. One shall rather find an approximate one by restricting
the functional space of the possible effective action by making a proper ansatz. It is convenient to firstly consider a
simplified parametrization
Γk[φ] =
∫
ddx
{
Zk∂
σ
2
µ φi∂
σ
2
µ φi + Uk(ρ)
}
, (4)
where ρ = 12φiφi, φi is the i–th component of φ and the summation over repeated indexes is intended. The fractional
derivative ∂
σ
2
µ can be easily computed in Fourier space assuming periodic boundary conditions. Therefore, the second
derivative of the action on Eq. (4) depends on qσ rather than on q2 as in happens in the traditional case of SR
interactions. (q denoting here and in the following the modulus of ~q). The kinetic term qσ renormalizes only via the
field independent coefficient Zk, to which we refer as wave function renormalization.
The ansatz in Eq. (4) only includes the most relevant momentum term in the low energy behaviour of an O(N)
spin system and it can be deducted by the momentum dependence of the propagator at the mean-field level. Indeed,
for O(N) spins the mean-field propagator is given by the inverse coupling matrix J−1ij . The inverse of the coupling
matrix is not analytically amenable for power-law decaying interactions, but a series expansion in the momentum q
can be derived. Such series expansion contains the non-analytic contribution qσ, which, for σ < 2, dominates the long
wavelength behaviour. In principle, any modification in the low momentum limit of the propagation generated by
the renormalization procedure should lead to the divergence of the wave-function renormalization Zk as it happens
in the SR case. For σ ' 2 the scaling of the non-analytic term approaches the SR analytic contribution, which is
the first correction in the series expansion of the inverse coupling matrix Jij . In the following the latter situation is
represented by the ansatz in Eq. (10).
The renormalization of the effective potential Uk(ρ) can be written in closed form in the FRG formalism by defining
a regulator function Rk(q), which introduces a momentum dependent mass term for the excitations with momentum
q < k. In the case of non analytic corrections one may introduce the regulator function Rk(q) = Zk(k
σ−qσ)θ(kσ−qσ),
which allows to the derivation of the flow equation for the effective potential. In renormalization group calculations the
critical point is identified by determining the fixed point of the evolution equations written in terms of dimensionless
variables U¯∗(ρ¯) indicated by the bar superscript [102]. Using dimensionless variables the evolution equation for the
effective potential reads
∂tU¯k = −dU¯k(ρ¯) + (d− σ + δη)ρ¯ U¯ ′k(ρ¯) +
σ
2
cd(N − 1)
1− δηd+σ
1 + U¯ ′k(ρ¯)
+
σ
2
cd
1− δηd+σ
1 + U¯ ′k(ρ¯) + 2ρ¯ U¯
′′
k (ρ¯)
, (5)
4with c−1d = (4pi)
d/2Γ (d/2 + 1) and δη = −∂t logZk, where t = log(k/k0) is the RG time and k0 is the ultraviolet
scale. The quantity δη indicates possible deviations from the mean-field momentum dependence of the propagator
generated by the renormalization group procedure.
A. Effective fractional dimension
As a preliminary computation we consider the case Zk = 1, where by construction there are no anomalous dimension
effects. With this simplified approach one can relate Eq. (5) to its SR counterpart as it appeared in Refs. [102, 103].
Indeed, Eq. (5) can be mapped to the evolution equation for a SR model in dimension Deff , which we refer to as the
effective fractional dimension, whose expression reads
Deff =
2d
σ
. (6)
Then, the effective potential for the LR system with parameters (d, σ) is equal (apart for an unessential scaling factor)
to the effective potential of a Deff -dimensional SR model. Also the correlation length and susceptibility exponents,
νLR(d, σ) and γLR(d, σ) respectively, can be connected to their SR counterparts νSR(Deff) and γSR(Deff), using the
relations
νLR(d, σ) =
2
σ
νSR(Deff); γLR(d, σ) = γSR(Deff) . (7)
It is worth noting that the spherical and the Gaussian models, which both have vanishing anomalous dimension in the
SR limit, satisfy the relations in Eqs. (6) and (7) exactly [104]. In fact, the ansatz (4) becomes exact in the N → ∞
limits, yielding exact results for the critical exponents. In conclusion, we can see that the LR and SR critical exponents
in, respectively, dimension d and Deff can be obtained from each other. Indeed, the two LR critical exponents νLR
and γLR can be derived from their SR equilvalents, using Eq. (7), and, then, the usual scaling relations can be used to
obtain all the remaining critical exponents, including the anomalous dimension ηLR = 2−σ. The equivalence between
the fixed point structure between LR and SR models can also be seen using the spike plot technique described in
Refs. [102, 103], see also Ref. [30] and Fig. 1 of Ref. [27].
From the analysis in Ref. [30] it follows that fixing the dimension d and increasing the values of σ the LR interacting
model presents a sequence of lower critical decay exponents σc,i below novel universality classes appear in the phase
diagram. The origin of these multi-critical universalities is in close correspondence with the case of a SR system for
fractional dimensions [102]. The lower critical decay exponent for the Wilson-FIsher universality, which describes the
Ising model, is σc,2 = d/2 and the LR model displays mean-field behavior for σ < σc,2 [3]. The additional multi-critical
universalities appear above the mean-field boundary for σ > σc,i, with σc,i = d(i − 1)/i. In the limit σ → σ+c,i the
correlation effects in the i-th universality class vanish and the ansatz in Eq. (5) becomes exact and it is the result for
the existence of the σc,i.
The inclusion of a non trivial Zk value should allow to compute the anomalous dimension δη. Indeed, the evolution
of the wave-function renormalization can be obtained via the relation ∂tZk = limp→0 ddpσ ∂tΓ
(2)
k (p,−p), which leads
to the anomalous dimension according to the definition δη = −∂t logZk. However, the evolution of the inverse
propagatopr Γ
(2)
k (p,−p) remains analytic at small momenta p→ 0 also in presence of LR interactions, extending the
δη = 0 result also in the Zk 6= 1 case. This result is in agreement with the investigation of Ref. [3] and it leads to the
Sak’s result [4] in the considered approximation scheme, see Eq. (2).
The introduction of renormalization effects in the kinetic sector of the model does produce a finite anomalous
dimension in the SR model and, accordingly, an improved effective dimension expression can be introduced
D′eff =
[2− ηSR(D′eff)]d
σ
, (8)
as it may be deducted by dimensional analysis [17] and with the arguments presented for the LR and SR Ising spin
glasses in Ref. [105]. The expression in Eq. (8) is implicit and the critical exponent ηSR as a function of the real
parameter d has to be computed [106–110] in order to calculate D′eff . For consistency sake, we will use the ηSR results
in fractional dimension obtained by FRG.
The possibility to compute the value of νSR for any real dimension d also allows us to compute the correlation
length exponent of the LR model at the present approximation level:
νLR(d, σ) =
2− ηSR(D′eff)
σ
νSR(D
′
eff) . (9)
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FIG. 1: yt = 1/νLR exponent as a function of σ in d = 2 for some values of N (from top: N = 1, 2, 3, 4, 5, 10, 100).
The black dashed line is the analytical result obtained for the spherical model N =∞.
The numerical curves for the inverse correlation length exponent yt = 1/νLR are shown in Fig. 1 for several values
of N . It is remarkable that for large N the FRG approach the exact N → ∞ limit result. Corresponding results
for d = 3, where the ansatz (2) is expected to be more reliable, have been presented in Ref. [27]. The results for the
universal quantities obtained by the ansatz in Eq. (4) become more reliable whenever the kinetic sector does not receive
substantial contributions from the RG procedure and the leading term sticks to the mean field scaling. Therefore,
our results become increasingly accurate when the anomalous dimension of the SR model in dimension Deff is small.
B. Effects of the short-range term
The analysis presented in Sec. II A suggests the validity of Sak’s results for the value of σ∗. Nevertheless, due to
the absence of the analytic term in the ansatz in Eq. (4), the picture obtained in previous section is not reliable in
the region σ ' σ∗, where the two terms are competing. Such issue can be conveniently solved by the introduction of
a more complete parametrisation, which accounts for the leading and first sub-leading term in the expansion of the
mean-field propagator [27]:
Γk[φ] =
∫
ddx
{
Zσ,k∂
σ
2
µ φi∂
σ
2
µ φi+Z2,k∂µφi∂µφi+Uk(ρ)
}
. (10)
It is convenient to modify the regulator function employed in previous section in order not to introduce any bias on
the effect of the two competing terms. Indeed, in the region σ ' σ∗ one does not know what is the leading term
responsible for the universal behaviour and one shall regularise both the terms as follows:
Rk(q) = Zσ,k(k
σ − qσ)θ(kσ − qσ) + Z2,k(k2 − q2)θ(k2 − q2) . (11)
It is immediate to check that both the ansatz in Eq. (10) and regulator in Eq. (11) remain valid in the whole σ ∈ (0,∞)
range. The regulator function in Eq. (11) acts symmetrically on both the LR qσ and the SR q2 terms and it will
introduce any bias in the competition between the terms. Moreover, the choice in Eq. (11) consistently simplifies the
calculation since it removes the momentum dependence from the low energy propagator.
The flow of the kinetic sector can be deducted by the renormalization group equation from the inverse propagator
∂tZ2 =
1
2
lim
p→0
d2
dp2
∂tΓ
(2)
k (p,−p) (12)
∂tZσ = lim
p→0
d
dpσ
∂tΓ
(2)
k (p,−p) , (13)
6which is obtained by the second derivative of the effective action evolution in Eq. (3). Using the ansatz in Eq. (10)
with the regulator function defined according to Eq. (11) one obtains the evolution equations
∂tZσ = 0 , (14a)
∂tZ2 =− ρ0 U
′′
k (ρ0)
2 (σZσk
σ+2Z2)
2kd+2
(Zσkσ+Z2k2)2(Zσkσ+Z2k2+2ρ¯0U ′′k (ρ0))2
, (14b)
∂tUk(ρ) =
Z2k
2 − ∂tZ2d+2 + σ2Zσ
Zσkσ + Z2k2 + U ′k(ρ) + 2ρU
′′
k (ρ)
+ (N − 1) Z2k
2 − ∂tZ2d+2 + σ2Zσ
Zσkσ + Z2k2 + U ′k(ρ)
. (14c)
The next step in our calculation will be to rescale the physical quantities with an appropriate power of the scale k
in order to make the critical point a fixed point of the RG flow. The rescaling procedure defines the dimensionless
couplings and it can be pursued according to two natural choices: the calculation in Sec. II A have been performed
in the assumption of a dimensionless Zσ coupling (which later absorbed into the field definition) we refer to this
choice as to LR-dimensions. Another possible choice in the present case is to follow the path of SR O(N) models and
assume that the Z2 wave-function is dimensionless and then absorbing it in the field. We refer to this formalism as
SR-dimensions. In the latter framework the LR kinetic term is proportional to the Jσ =
Zσ
Z2
coupling.
The following table explains the two possible definitions of dimensionless couplings in details:
Quantity SR–dimensions LR–dimensions
q kq¯ kq¯
ρ kd−2Z−12 ρ¯ k
d−σZ−1σ ρ¯
U(ρ) kdU¯(ρ¯) kdU¯(ρ¯)
Z2 Z¯2 k
σ−2Z¯2
Zσ k
2−σZ¯σ Z¯σ
Both definitions of dimensionless quantities shall yield the same physical results. In the SR-dimensions framework
three equations are found, one for the potential U¯k, one for the LR coupling Jσ and one for the anomalous dimension
η. In the limit Jσ → 0 this formalism reduce to the standard SR case. Conversely, in the LR-dimensions framework
the anomalous dimension sticks to the mean-field value η = 2−σ, while the J2 = Z2/Zσ remains finite only for σ < 2.
Due to the fact that the SR coupling J2 remains finite in the whole σ > 0 range, the SR-dimensions are the most
suited to investigate the problem, without the need to switch between the two formalism in the region σ ' σ∗, where
Z2 starts diverging in the case of dominant SR interactions.
III. SR– AND LR– DIMENSIONS
As argued in the section above we will now use the ansatz in Eq. (10) in the SR-dimensions formalism, where the
anomalous dimension is defined by
η2 = − 1
Z2
∂tZ2 , (15)
as in the case of SR systems [100]. The additional LR contribution in proportional to the coupling Jσ and the system
is fully characterised by the following set of flow equations
∂tJ¯σ = (σ − 2)J¯σ + η2J¯σ , (16a)
η2 =
(2 + σJ¯σ)
2ρ¯0U¯
′′
k (ρ¯0)
2
(1 + J¯σ)2(1 + J¯σ + 2ρ¯0U¯ ′′k (ρ¯0))2
, (16b)
∂tU¯k(ρ¯) = −dU¯k(ρ¯) + (d− 2 + η2)ρ¯ U¯ ′k(ρ¯)
+(N − 1) 1−
η2
d+2 +
σ
2 J¯σ
1 + J¯σ + U¯ ′k(ρ¯)
+
1− η2d+2 + σ2 J¯σ
1 + J¯σ + U¯ ′k(ρ¯) + 2ρ¯ U¯
′′
k (ρ¯)
.
(16c)
7The only possible situations where the evolution of the LR coupling Jσ in Eq. (16a) are either J¯σ = 0 or η = 2− σ.
In the J¯∗σ = 0 case the LR term vanishes and the universal behaviour of the system reduces to the case of SR
interactions. When LR interactions are relevant, the only possibility to obtain a fixed point is to have η2 = 2 − σ.
As anticipated there is no necessity to switch between the SR- and the LR-dimensions formalisms even for relevant
LR interactions. Indeed, the SR contibution p2 in the propagator remains finite at the LR fixed point, but its scaling
dimension renormalizes in order to match the scaling of the pσ term.
Qualitative aspects of the phase diagram can be investigated by expanding the effective potential around its non-
trivial minimum
U¯k(ρ¯) =
1
2
λk(ρ¯− κk)2 . (17)
The β-functions for the two couplings λk and ρk are obtained by substituting the expression in Eq. (17) in the evolution
for the effective potential, which together with the flow for J¯σ can be used to introduce the following closed set of
equations:
∂tJ¯σ = (σ − 2)J¯σ + η2J¯σ , (18a)
η2 =
(2 + σJ¯σ)
2κkλ
2
k
(1 + J¯σ)2(1 + J¯σ + 2κkλk)2
, (18b)
∂tκk = −(d− 2 + η2)κk + 3
1− η2d+2 + σ2 J¯σ
(1 + J¯σ + 2κkλk)2
+ (N − 1)1−
η2
d+2 +
σ
2 J¯σ
(1 + J¯σ)2
, (18c)
∂tλk = (d− 4 + 2η2)λk + 18λk
1− η2d+2 + σ2 J¯σ
(1 + J¯σ + 2κkλk)3
+ 2λk(N − 1)
1− η2d+2 + σ2 J¯σ
(1 + J¯σ)3
. (18d)
The behaviour of η2 obtained by Eq. (18b) agrees with the one predicted by J. Sak. Indeed, the LR solution for the
evolution equations disappears for σ > σ∗ and only the SR fixed point J¯σ = 0 may exist. However, at σ = σ∗ another
solution branches out from the SR one, with η2 = 2 − σ∗ and J¯σ = 0. For stronger LR interactions σ < σ∗ the LR
coupling increases in order to satisfy the equation η2 = 2 − σ. The increase in J¯σ,∗ as σ approaches the mean-field
boundary σ = d/2 is rather steep. Indeed, the strength of LR interactions in the SR-dimensions formalism diverges
for σ = d/2, where the LR correlated fixed point collides with the Gaussian one and the SR term vanishes in the
propagator. We verified the above picture for several values of d and N . Furthermore, the introduction of further
couplings in the expansion of the effective potnetial in Eq. (17) does not spoil the above results nor the existence of
the σ∗ boundary.
The relevance of each solution of the flow equations system in Eq. (18) can be deducted by the study of the
perturbation spectrum. For σ > σ∗ the SR fixed point only displays a single relevant direction (connected with the
temperature) and no additional solution exists. Lowering σ towards the boundary σ∗ the eigenvalue of one of the two
attractive direction decreases and finally hits zero at σ∗, where the LR solution appears from the SR one. Therefore,
when LR are relevant, i.e. σ < σ∗, the repulsive directions of the SR fixed point become two and the LR solution
is the leading one, since it has only one repulsive solution. Finally, in the mean-field limit σ → d/2 the correlation
effects disappear and the LR fixed point hits the Gaussian solution with Z2 = 0. The perturbation spectrum of the
flow equations system in Eq. (18) contains three eigenvalues, which are displayed in Fig. 2. The eigenvalues of the LR
Gaussian, LR and SR fixed points are presented by grey, red and blue lines respectively. Positive eigenvalues indicate
attractive directions of the RG flows, the negative ones are repulsive.
The discussion above can be also reproduced in the-LR dimensions formalism. Indeed, using the wave function
renormalisation Zσ and defining the SR coupling J¯2 = Z¯2/Zσ one obtains
∂tZσ = 0 , (19a)
∂tJ¯2 = (2− σ)J¯2 − ρ¯0 U¯
′′
k (ρ¯0)
2(σ + 2J¯2)
2
(1 + J¯2)2(1 + J¯2 + 2κkU¯ ′′k (ρ¯0))2
, (19b)
∂tUk(ρ) =− dU¯k(ρ¯) + (d− σ)ρ¯ U¯ ′k(ρ¯) +
J¯2 − (2−σ)J¯2+∂tJ¯2d+2 + σ2
1 + J¯2 + U¯ ′k(ρ¯) + 2ρ¯ U¯
′′
k (ρ¯)
+ (N − 1) J¯2 −
(2−σ)J¯2+∂tJ¯2
d+2 +
σ
2
1 + J¯2 + U¯ ′k(ρ¯)
.
(19c)
8d/2 σ∗
σ
−2
−1
0
1
y
FIG. 2: The three eigenvalues y of the RG stability matrix as a function of σ for the LR fixed point (red lines), the
SR fixed point (blue lines) and the LR mean field fixed point (grey dashed lines) for the Ising model in d = 2. The
eigenvalues of the LR fixed points (both mean field and correlated) can be obtained either in the LR- or
SR-dimensions scheme, leading to the same result. The blue lines for the SR fixed point have to be obtained in the
SR-dimensions scheme.
As expected the J¯2 → 0 limit of the latter system reproduces the results of ansatz in Eq. (4), at least as long as
σ < σ∗. Furthermore, one can compare Eqs. (19) with the set in Eqs. (16c), the difference is of order J¯2 which remains
very small for σ < σ∗ but diverges really fast close to the σ∗ boundary.
The previous analysis can then be repeated in the LR-dimensions formalism, but it will only be consistent as long
as Zσ remains finite, i.e. for σ < σ∗. In the SR dominated regime the strength of the analytic term p2 diverge, leading
to the appearance of a finite non mean-field anomalous dimension. However, this divergence is not rescaled in the
field when LR-dimensions are employed and then this scheme cannot work for σ > σ∗.
Therefore, we restrict the investigation of Eqs. (19) to the σ < σ∗ regime, where LR-dimensions are well defined.
The analysis will follow the same line as in the SR-dimension case, making use of the truncation in Eq. (17), which
leads to the evolution equations
∂tJ¯2 = (2− σ)J¯2 + κkλ
2
k(σ + 2J¯2)
2
(1 + J¯2)2(1 + J¯2 + 2κkλk)2
, (20a)
∂tκk = −(d− σ)κk + 3
J¯2 − (2−σ)J¯2+∂tJ¯2d+2 + σ2
(1 + J¯2 + 2κkλk)2
+ (N − 1) J¯2 −
(2−σ)J¯2+∂tJ¯2
d+2 +
σ
2
(1 + J¯2)2
, (20b)
∂tλk = (d− 2σ)λk + 18λk
J¯2 − (2−σ)J¯2+∂tJ¯2d+2 + σ2
(1 + J¯2 + 2κkλk)3
+ 2λk(N − 1)
J¯2 − (2−σ)J¯2+∂tJ¯2d+2 + σ2
(1 + J¯2)3
. (20c)
The Eqs. (20) only produce a single fixed point solution, i.e. the LR fixed point, and are only valid for σ < σ∗, as
it can be checked by investigating the divergence of J2 in the σ → σ∗ limit. Despite this difference, the universal
quantities calculated by Eqs. (20) coincide with the ones obtained by Eqs. (18), as it should be.
Before moving to the quantum case we would like to further comment on the difference between the correlation
length exponent ν computed by the approximation in Eq (10) and the one coming from the effective dimension
approach, see Eq. (8). The comparison between the two approximation levels serves to estimate the error coming from
the effective dimension approach. Such error remains smaller than 1% also very close to the σ∗ boundary.
9IV. THE QUANTUM ROTOR MODELS
In this section two quantum LR models will be considered, i.e. the d-dimensional transverse field Ising model and
the quantum rotor model. The two Hamiltonians read respectively
HI = −
∑
ij
Jij
2
σzi σ
z
j − h
∑
i
σxi , (21)
HR = −
∑
ij
Jij
2
nˆi · nˆj + λ
2
∑
i
L2i , (22)
where σµ is the Pauli matrix in the µ-direction, the nˆi are N components unit length vector operators (nˆ
2
i = 1), λ
and h are real constants. The operator L is invariant under O(N) rotations and it is formed from the asymmetric
rotor space angular momentum tensor [98]. Both the Ising spins and the quantum rotors are placed on the sites of a
d-dimensional hypercubic lattice labeled by the indexes i, j. As in the previous sections, the interaction matrix decays
as a power-law with the inter-site distance rij :
Jij =
J
rd+σij
, (23)
with J a positive constant.
At finite temperature the O(N) quantum rotor models belong to the same universality class as the classical O(N)
field theories, while in the T → 0 limit quantum fluctuations become relevant altering the universal behavior [98].
Several many body quantum systems display the same universal behaviour of O(N) quantum rotors. Especially,
the quantum spherical model, the Heisenberg model with anti-ferromagnetic exchange and the Bose-Hubbard model
belong respectively to the N = ∞, 3, 2 universalities. Moreover, the N = 2 quantum rotors with LR interactions
describes the critical behaviour of the isotrpic-nematic transitions observed in stripe forming systems with competing
interactions [114]. Finally, the N = 1 rotor model displays Z2 symmetry and, then, it shares the same universal
behaviour of the transverse Ising model described by the Hamiltonian in Eq. (21).
Once again, we only consider the σ > 0 case in order to have a well defined thermodynamics [1, 2]. At zero
temperature both the Ising model and the general rotor models, which also encompass the Ising universality class
in the N = 1 case, do have in dimension d > 1 a quantum phase transition (QPT) as a function of the control
parameters h and λ respectively. On the other hand, the Mermin Wagner Theorem (MWT) forbids spontaneous
symmetry breaking (SSB) for continuous symmetries N ≥ 2 in d = 1, unless LR interactions are relevant for σ < σ∗.
Also in the quantum case we denote by σ∗ the boundary value separating the SR universality at σ ≥ σ∗ from the LR
one σ < σ∗. As it is well known, the case d = 1, N = 1 features instead a QPT also in the SR limit.
The classical phase transition (CPT), which arises at finite temperatures T > 0, displays the same universal be-
haviour as classical LR O(N) spin systems. Therefore, results for the finite temperature transition behavior presented
in the previous sections will be used in the following.
The solution of Eq. (3) shall be found in the restricted functional space spanned by a finite number of functions
and/or couplings. In the field theoretical formalism one can use the Trotter decomposition, to show that the Hamiltoni-
ans defined in Eqs. (21) and (22) belong to the same universality class of their classical equivalent at finite temperature
in d + 1 dimension. The additional dimension is necessary to account for the propagation of quantum fluctuations,
which may also depend on time. Therefore, the LR interactions in the effective model are present only in the d spatial
directions and SR in the remaining “time” dimension [97].
As a consequence, the generalisation of the ansatz in Eq. (10) for the effective action of an O(N) quantum rotor
model reads
Γk =
∫
dτ
∫
ddx{Kk∂τϕi∂τϕi − Zkϕi∆σ2 ϕi − Z2,kϕi∆ϕi + Uk(ρ)} (24)
where d-dimensional in the spatial directions is represented by ∆, while τ is the “Trotter”/imaginary time direction.
Analogously to the classical case, the vector field ϕi(x) has N components labeled by the index (i ∈ {1, · · · , N})
and its squared modulus ρ ≡∑ϕ2i /2 gives the order parameter. In Eq. (24) the summation over repeated indexes is
intended.
The approximation introduced in ansatz (24) is sufficient to give a semi-quantitative description of the universal
behavior of the Hamiltonians in Eqs. (22) and (21) with numerical results for the critical exponents which agrees
within 5% with exact numerical computations (where present). When the SR kinetic term ϕi∆ϕi becomes relevant
one recovers the isotropic SR quantum O(N) field theories, where the quantum to classical correspondence d→ d+ 1
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holds exactly. In the σ ' 2 region the scaling dimension of the LR and SR kinetic terms are similar and their
competition leads to the appearance of the σ∗ ≤ 2 threshold.
At the critical point the appearance of scaling relations connects the frequency and momentum dependencies in the
propagator leading to the dynamical critical exponent z, defined by ω ∝ qz. Moreover, at large wavelength the bare
momentum dependence of the propagator is altered by the presence of critical fluctuations, leading to the asymptotic
relation
lim
q→0
G(q) ∝ q2−η, (25)
which defines the anomalous dimension η. It is worth noting that in Eq. (25) the critical exponent η has been defined
as the displacement of the long wavelength behaviour of the spatial propagator with respect to the SR mean field
behavior q2, in analogy with the classical case. In order to fully characterise the quantum critical point it is necessary
to introduce a further critical exponent, apart from z and η. In FRG applications it is customary to consider the
correlation length critical exponent ν defined as
ξ ∝ (λ− λc)−ν (26)
where the coupling λ introduced in the Hamiltonian in Eq. (22) controls quantum fluctuations and the critical point
appears at λ = λc. The three critical exponents (z, η, ν) uniquely identify the universal behaviour of any QCP, while
further exponents can be obtained by the scaling relations [98].
A. Local potential approximation
Before dealing with the full set of flow equations, it is convenient to construct a simpler description of the ansatz
in Eq. (24). Therefore, we impose the additional constraints
Zk = Kk = 1,
Z2,k = 0, (27)
and we are left with a single flow equation which describes the FRG evolution of the local potential Uk(ρ), this
approximation is ofter referred as local potential approximation (LPA). Following the same procedure outlined in the
previous sections for the classical case, one obtains
∂tU¯k(ρ) = (d+ z) U¯k(ρ¯)− (d+ z − σ) ρ¯ U¯ (1)(ρ¯)− 1
1 + U¯ (1)(ρ¯) + 2 ρ¯U¯ (2)(ρ¯)
− N − 1
1 + U¯ (1)(ρ¯)
. (28)
Here and in the following the rescaled quantities are indicated by the bar superscript. The definition of rescaled
quantities can be obtained by generalising the one indicated in the table following Eq. (14c) to the quantum case.
This definition ensures that the effective action remains unaltered by the renormalization procedure Γ = Γ¯
U(ρ) = kDU U¯(ρ¯) (29)
ϕ = kDϕ ϕ¯, (30)
with
DU = d+ z (31)
Dϕ = d+ z − σ. (32)
The absence of renormalization for kinetic terms in the LPA approximation leads to vanishing anomalous dimension
effect both in the frequency and momentum sectors. According to this argument the dynamical critical exponent and
the spatial anomalous dimension should stick to the mean field result
η = 2− σ, (33)
z =
σ
2
. (34)
A careful inspection of Eq. (28) reveals that the flow for the effective potential in the quantum case at LPA level can
be mapped to the one of the classical case [106, 113] in the effective fractional dimension
dSR =
2(d+ z)
σ
. (35)
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The latter results has been obtained in LPA and does not account for the renormalization of the kinetic sector.
Therefore, it is consistent to employ the mean-field result for the exponent z in the expression for the effective
dimension above, leading to the explicit result
d′SR =
2d
σ
+ 1, (36)
which generalises the well known quantum to classical correspondence to the LR case. Similar effective dimension
relations have already been discussed in the exactly solvable case of the spherical model [104, 115] and for statistical
mechanics models defined on diluted lattices [116], where the random disorder is introduced to simulate LR effects.
It is fundamental to note that while the traditional quantum to classical correspondence is an exact relation the
use of effective dimension approaches in LR systems is only approximate, see the discussion in Ref. [27] as well as
Refs. [25, 26].
Since the effective dimension relations become exact in the vanishing anomalous dimension limit, they can be used
to recover the exact results for the upper and lower critical dimension for the existence of a non trivial quantum phase
transition. In the SR limit the upper critical dimension is duc = 4, leading to the result
duc =
3
2
σ, (37)
in the LR case, in agreement with the prediction obtained by relevance arguments in Ref. [97]. Above the upper
critical dimension d > duc the LR model belong to the mean field universality with the critical exponents given in
Eqs. (33) and (34) and the correlation length exponent
ν = σ−1. (38)
The anomalous dimension corrections to the momentum and frequency terms in the critical propagator also vanish
in the N ≥ 2 case for SR interactions at a lower critical dimension dlc, whose existence is ensured by the MWT. In
the LR models the expression for the lower critical dimension of continuous symmetries, obtained by the effective
dimension approach, reads
dlc =
σ
2
. (39)
While the validity of the result in Eq. (37) is independent on N , the lower critical dimension expression in Eq. (39) is
a consequence of the MWT and it applies only to continuous symmetries N ≥ 2.
The most fascinating feature of the LPA picture is its simplicity. The solution of Eq. (28) reveals the existence of
two fixed points for the effective potential. The mean field solution yields the critical exponents in Eqs. (33), (34) and
(38). The second solution is interacting with finite renormalized mass U¯ (1)(0) 6= 0 and describes the Wilson-Fisher
universality.
The Gaussian fixed point is attractive in all but one directions in the theory space for d ≥ duc, leading to mean
field universal behaviour for the quantum critical point. On the other hand, for systems in dimension d < duc the
interacting fixed point solution dominates the FRG trajectories and the universality class is the Wilson-Fisher one
with finite anomalous dimensions, which can be only approximatively studied. The case of continuous symmetries
N ≥ 2 also presents a region d ≤ dlc where no SSB is possible and no finite order parameter is possible.
Close to the relevance threshold for LR interactions σ ' 2 the competition between LR and SR terms in the
propagator leads to an increasing importance of the anomalous dimension corrections. However, in LPA anomalous
dimension effects are discarded and one retrieves the mean-field result σ∗ = 2 [97]. However, the correlated result for
the boundary between LR and SR universalities should be given, also in the quantum case, by the Sak’s expression
σ∗ = 2 − ηSR [4]. Since for irrelevant LR interactions the effective field theory model recovers isotropy in time and
space the anomalous dimension ηSR of the SR model is the sameone of the classical model in d + 1 dimension. In
order to investigate this effect it is necessary to study the flow equations for all the couplings defined in Eq. (24).
B. Anomalous dimension effects
In the approximation defined by the ansatz in Eq. (24) the evolution of the coefficients Zk, Kk and Z2,k under
renormalization group transformation fully describe the kinetic sector of the LR model. The wave-function Zk evolves
according to the flow equation
∂tZk = (2− σ − η)Zk, (40)
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where the anomalous dimension η is defined with respect to the SR term
η =
∂tZ2,k
Z2,k
. (41)
Given that the flow equations must vanish at the fixed points only two solutions are possible for the anomalous
dimension according to Eq. (40), either
η = 2− σ (42)
or
lim
k→0
Zk = 0. (43)
In the first case, when Eq. (42) is fulfilled, the scaling of the SR term is renormalized to equal match the one of the LR
term. Conversely, when Eq. (42) is vakid LR interactions are irrelevant and the system belong to the SR universality,
consistently with the Sak’s result.
The boundary value σ∗ can be identified by imposing that Eq. (40) is fulfilled by the SR anomalous dimension value
ηSR, leading to the Sak’s expression 2− σ∗ − ηSR = 0
σ∗ = 2− ηSR, (44)
in perfect analogy with the classical case. At σ ≥ σ∗ isotropy in the spatial and time directions is recovered yielding
the SR result z = 1 and the traditional quantum to classical correspondence between the QCP and the thermal CPT
is obeyed [98, 111].
Merging the result for the correlated σ∗ value obtained in the present Section, with the upper critical dimension
expression given in Eq. (37) it is possible to depict the full phase diagram of the quantum LR rotor models in the
(d, σ) plane. Fig. 3 reports such phase diagram for the Ising universality (N = 1) in d = 1. The red solid line in
Fig. 3 represents the σ∗ boundary according to Eq. (44) with ηSR given by the FRG result at the same approximation
level. The relevant regime for LR interactions is given by the yellow shaded area in Fig. 3, while the LR mean field
universality appears in the green shaded area.
The phase diagram for continuous symmetries is equivalent to the one depicted in Fig. 3, except that, due to the
MWT, one has σ∗ = 2 both at d = duc and at d = dlc. In addition, for N ≥ 2 case only the trivial phase exists at
d ≤ dlc.
C. The critical exponents
The similarity between the phase diagram discussed in Sec. IV C and the one obtained for classical systems in Sec. II,
see also Refs. [17, 27] is evident, due to analogy between the σ∗ expressions. In both cases, for σ < σ∗ the QCP of
the theory is strongly interacting and the computation of universal quantities can only be pursued in approximate
fashion.
The application of the FRG approach to quantum systems closely follows the path already explored in the case
of anisotropic classical systems [28]. In order to simplify the computation, we consider the ansatz in Eq. (24) for
Z2,k = 0. This additional approximation does not introduce any further correction to the determination of the critical
exponents, since the analytic momentum term only becomes relevant for σ ' σ∗ and, even there, it has been shown
in Ref.[27, 28] not to substantially influence the numerical values of the critical exponents.
The evolution equation for U¯k in the Z2,k = 0 assumption reads
∂tU¯k =(d+ z)U¯k(ρ¯)− (d+ z − σ)ρ¯ U¯ ′k(ρ¯)−
σ
2
(N − 1)1−
ητz
3σ+2d
1 + U¯ ′k(ρ¯)
− σ
2
1− ητz3σ+2d
1 + U¯ ′k(ρ¯) + 2ρ¯ U¯
′′
k (ρ¯)
, (45)
with ητ being the interaction correction with respect to the mean-field frequency dependence of the critical propagator
lim
ω→0
G(ω, 1)−1 ∝ ω2−ητ . (46)
Analogously to the momentum anomalous dimension the correction ητ can be obtained by the flow of Kk
ητ =
f(ρ¯0, U¯
(2)(ρ¯0))(3σ + 2d)
d+ (3σ + d)(1 + f(ρ¯0, U¯ (2)(ρ¯0)))
. (47)
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FIG. 3: Phase diagram of the quantum Ising chain in a transverse field (N = 1 and d = 1) with LR couplings. The
green shaded area represents the mean field validity region, while the gold shaded area is the region with peculiar
LR critical exponents. The mean field boundary between SR and LR universalities σ∗ = 2 is represented by a black
dashed line, while the renormalized boundary is shown as a red solid line. Finally, the region with diverging
interaction energy and ill defined thermodynamic functions is given as a blue background.
The expression f(ρ¯0, U¯
(2)(ρ¯0)) is the same one found for the anomalous dimension of SR O(N) models, see Ref. [106].
ηSR = f(ρ¯0, U¯
(2)(ρ¯0)) =
4ρ¯0U¯
(2)(ρ¯0)
2
(1 + 2ρ¯0U¯ (2)(ρ¯0))2
. (48)
The frequency anomalous dimension ητ is necessary to obtain the dynamical critical exponent z. Indeed, generalising
Eq. (46) to the frequency sector one obtains
z =
σ
2− ητ , (49)
which reproduces the mean-field expression in Eq. (34).
In Fig. 4 the anomalous dimension ητ as a function of the decay exponent σ is shown in the d = 1 case (similar
results can be obtained in d = 2 [27]). The data have been obtained solving the expression for the fixed point effective
potential, Eq. (45) with the l.h.s posed to zero, and Eq. (47) in a self-consistent cycle.
The critical exponent ητ vanishes below the mean field boundary σ <
2
3d, while it becomes a non trivial curve
in the non Gaussian region. It should be noted that correlation effects both increase the value of the anomalous
dimension ητ and of the dynamical critical exponent z [28] with respect to the mean field prediction. However in the
continuos symmetry cases N = 2, 3, for d = 1, due to the MWT the curves bend down at some finite value σ and the
anomalous dimension ητ vanishes at σ∗ = 2 in agreement with the MWT. On the other hand in the d = 2 case and
for all dimensions in the Ising case the curves are monotonically increasing and they met the SR line at some value
σ∗ < 2.
The present FRG approach has the indisputable advantage to capture, within a single calculation a consistent
picture for the SSB transition in the whole d, σ and N parameter space, as a down side the topological phase
transition which shall occur for σ = 2 in d = 1 can only be addressed within the present formalism [117]. In passing
we note that the MC results for a quantum XY model coupled to an anomalous Bosonic bath [118] seem to provide
a value σ∗ = 2− η with η = 14 even for the N = 2, which is consistent with the BKT scenario [see [119] for a recent
numerical study of the dilute LR XY model].
The correlation length critical exponent in the non trivial region can be derived by studying the stability of the
fixed point solution upon small perturbation in the parameter space. Then, we substitute in the RG evolution of the
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FIG. 4: The anomalous dimension of the low frequency contribution to the critical propagator as a function of σ in
d = 1. The green, blue and red curves are for N = 1, 2, 3 respectively. The (blue and red) curves vanish in the SR
limit σ → 2 due to the MWT.
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FIG. 5: The critical exponents (zν)−1, panel (a), and ν−1, panel (b), as a function of σ in d = 1. The red, blue and
green curves are for N = 1, 2, 3 respectively, the mean field result is shown as a gray dashed line in panel (a). Again
in panel (a) the leading order term of a ε˜ = (d− dlc) expansion is shown as a black dashed line. In panel (b) the
black dashed line represents the N →∞ result.
effective potential in Eq. (45) the expression U¯(ρ¯) = U¯∗(ρ¯) + u(ρ¯)eyt t, where U¯∗(ρ¯) satisfies Eq. (45) when the l.h.s.
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vanishes.
Following Refs. [113, 121] the discrete spectrum of the eigenvalues yt is identified by the large field behaviour of
the perturbing potentials u(ρ¯). This spectrum only features a single positive eigenvalue, which describes the scaling
of the relevant perturbation at the second order QCP, and it coincides with the inverse correlation length exponent
max yt = ν
−1.
In Fig. 5 the numerical curves for (zν)−1 and ν are reported in the d = 1 case, panels 5a and 5b respectively. The
comparison with the MC results reported Ref. [118] shows remarkable agreement for the Z2 symmetry case N = 1.
On the other hand, the O(2) case (blue solid lines in Fig. 5) is in disagreement with the numerical findings of
Ref. [118] for an XY spin chain with non-Ohmic dissipation. However, MC simulation are more difficult close to the
topological phase transition appearing in the σ → 2 limit, due to the presence of logarithmic finite size corrections.
Indeed, the BKT physics expected in this case predicts an exponential divergence of the correlation length (ν =∞), as
it is proven by the generalisation of the ε˜ = d− 2 expansion discussed Ref. [120] to the present case (dashed black line
in Fig. 5), see also Ref. [29] for an explanation on how to derive this expansion using the effective dimension approach.
Finally, the overall picture for the universal behaviour of LR quantum O(N) rotor models can be obtained consid-
ering the analytical results η = 2− σ, together with the numerical results for 1/(zν) and 1/ν shown in Fig. 5. All the
remaining critical exponents can be obtained by scaling relations. Explicit numerical values for the critical exponents
have been given in Ref. [29]1.
V. CONCLUSIONS
In this work we defined LR interactions an interacting potential V (r) ∝ r−d−σ, which is power-law decaying with
the distance r between two of the system microscopic components. The parameters d and σ indicate respectively
the dimension of the system and a positive power-law shift which makes the interaction energy finite. As a function
of σ the many body systems with LR interactions present a wide range of different physical behaviors. For σ < 0
the interaction energy may blow up in the thermodynamic limit, and the traditional thermodynamic description may
not be well defined. Then, it is necessary to rescale the interaction strength with the system size [125] in order to
obtain a finite internal energy, but several properties of these systems will still violate the traditional thermodynamic
picture [2].
Our analysis was focused on the σ > 0 where the system is additive and thermodynamics is well defined. Both in
the classical and in the quantum case we have identified three regions in the (d, σ) phase diagram of the model. If the
system dimension is larger than the upper critical dimension d > duc, where duc is a σ dependent value the system
belongs to the mean-field universality class, while for σ above a threshold value σ∗ the system has the same critical
behaviour of its SR analogue. Our studies then focused on the region σ ≤ σ∗ and d < duc where LR interactions are
relevant and the SSB transition belongs to a peculiar LR universality.
In the first part of this paper we focused on classical long-range (LR) O(N) models in dimension d ≥ 2. Using
the flow equation for the effective potential alone we found that universality classes of O(N) LR models are in
correspondence with those of O(N) short range (SR) models in effective dimension Deff = 2d/σ. We also found new
multicritical potentials which are present, at fixed d, above certain critical values of the parameter σ.
We then investigated anomalous dimension effects by considering the flow of a field independent wave function
renormalization. We found δη = 0, i.e. the Sak’s result [4] in which there are no correction to the mean–field value
of the anomalous dimension. The relation between the LR and the SR models remains valid at this approximation
level using the effective dimension D′eff defined by Eq. (8), while the correlation length exponent is given according
to Eq. (9). Quantitative predictions for the exponent νLR for various values of N were as well presented in d = 2, see
Fig.1.
Finally we introduced an effective action where both the SR and LR terms are present in the propagator. This
approach does not impose a priori which is the dominant coupling in the RG flow. We showed how Sak’s result is
justified by the fixed point structure of the model, where a LR interacting fixed point appears only if σ < σ∗ and it
controls the critical behaviour of the system, see the stability matrix in Fig. 2. An important result is that the effective
dimension D′eff can be shown to be not exact at this improved approximation level and it is possible to estimate the
error present using the effective dimension D′eff . This error is found to be rather small even close to the σ∗ threshold.
Given the fact that often models with an effective dimension are used to take into account effects of long ranginess,
competing interactions and disorder, we hope that our analysis based on the ansatz in Eq. (10) and the estimate of
the error done for the critical exponents may call for similar analyses in a variety of other physical systems where the
effective dimension is introduced.
1 Please note that a misprint is present in Ref. [29], where in Tab. I it is written d = 2, 3 instead of d = 1, 2.
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The final picture emerging from our analysis is the following: starting at σ = 0 and increasing σ towards 2, we
have found that for σ < d/2 only the LR Gaussian fixed point exists and no SR terms in the fixed point propagator
are present. At σ = d/2 a new interacting fixed point emerges from the LR Gaussian one and the same happens at
the values σc,i where new LR universality classes appear (in the same way as the multicritical SR fixed points are
generated below the upper critical dimensions). Finally, when σ approaches σ∗ the LR Wilson–Fisher fixed point
merges with its SR equivalent and the LR term in the propagator disappears for σ > σ∗: this has to be contrasted
with the case σ < σ∗ where at the interacting LR fixed points the propagator contains also a SR term. The same
scenario is valid for all multicritical fixed points, provided that the σ∗ values are computed with the corresponding
SR anomalous dimensions.
The reliability of our approach is not spoiled by any change in the system external parameters d and N and it
can also be employed to study multi-critical universalities. Therefore, the picture obtained in the present paper, see
also Ref. [27] encompasses the whole zoology of SSB transitions occurring in ferromagnetic O(N) models and clarifies
the controversy on the existence of non mean-field corrections to the LR anomalous dimension [4, 21, 22, 112]. The
agreement with MC simulations is remarkably good, especially considering the logarithmic corrections that plague
the model for σ ' σ∗, as it has been confirmed on the Ising model [16–18, 127], but also, using effective dimension
relations, on 1-dimensional LR bond percolation [15].
Having constructed a consistent picture for the physics of classical LR O(N) models in the first part of the present
paper, the second part was focused on the extension of the aforementioned picture to the quantum case. An important
reason for the interest in the equilibrium and non-equilibrium properties of quantum LR systems is the connection
with typical themes of classical LR physics. Therefore, one can ask: “what are the phenomena introduced by LR
interactions in classical systems which also survive in the quantum case?” and also “What are the phenomena which
are solely due to the interplay between quantum fluctuations and LR interactions?”. The study of LR interactions in
quantum systems has a long tradition in condensed matter physics. Indeed, the 1r2 Ising model [6] has been shown to
be related to the spin- 12 Kondo problem, leading to the occurrence of a topological phase transition of the Berezinskii-
Kosterlitz-Thouless type [8, 124]. Moreover, in the 90’s the investigation of quantum LR Ising and rotor models
pursued in Ref. [97] has been triggered by the realisation of dipolar Ising spin glasses. In this framework our FRG
study of these models extended previous investigations beyond the traditional perturbative framework and clarified
how the appearance of finite anomalous dimension corrections to the critical propagator spoils the traditional quantum
to classical correspondence in presence of LR interactions.
The effect of LR interactions on the system universal behaviour can be grasped by a simple scaling analysis of the
critical propagator, which in the SR case obeys the asymptotic relation G−1(q) ∝ q2 in the q → 0 limit. When such
relation is valid, the zero temperature QCP belong to the same universality class of the classical phase transition,
occurring at T 6= 0 in d+ 1 dimensions [98]. As detailed in the text, LR interactions deeply alter the behaviour above,
with the critical propagator scaling as G−1(q) ∝ qσ. Therefore, the application of the Trotter decomposition to LR
models leads to an anisotropic field theory in the extended d+1 dimensional space. This anisotropy in the spatial and
time coordinates spoils the traditional quantum to classical correspondence since the momentum and frequency kinetic
sectors renormalise independently one form the other. Only for large enough σ LR interactions become irrelevant and
the isotropy in the d+ 1 space is restored.
The exactness of Trotter decomposition guarantees that the relation between the quantum model with its d + 1
classical equivalent both isotropic and anisotropic, in the classical and quantum cases respectively, is exact. On the
other hand, a further correspondence emerges from Eq. (45) between the quantum LR system in dimension d and its
classical analogous in dimension d+ z, which can be also argued by simple scaling arguments, see Ref. [98]. However,
this d→ d+ z correspondence seems an artefact of our approximation procedure rather than an exact result.
The approximate nature of the d → d + z relation can be proved by the emergence of different coefficients in
the evolution equation for the kinetic sectors in the anisotropic model in dimension d + 1 and the isotropic one in
dimension d+ z. However, the influence of these coefficients in practical computation is negligible and the the results
depicted in Fig. 5 very well satisfy the equivalence between quantum d dimensional system and classical d+z one [27].
The phase diagram of a LR system can be then represented in the (d, σ) plane, as in Fig. 3. For small enough values
of the decay exponent σ the system undergoes spontaneous symmetry breaking with mean field exponents given by
relations (33), (34) and (38), green shaded region in Fig. 3. For intermediate values of σ the system has peculiar
LR exponents which continuously merge with the SR values at the σ∗ threshold. In analogy with the classical case
[17, 27], such threshold value is given by σ∗ = 2 − ηSR, where ηSR is the anomalous dimension found in the pure
SR system. It is worth noting that for continuous symmetries N ≥ 2 it is also possible to identify a region where
no phase transition is possible. Such identification does not have a counterpart in the discrete symmetry case of the
Ising N = 1, where no exact lower critical dimension is known even in the traditional SR case. To the best of our
knowledge the estimations for the critical exponents of quantum LR O(N) models presented in Figs. 4 and 5 are, at
present, the most accurate in literature.
Several experimental realisations of LR quantum systems are currently ongoing, but a precise quantitative deter-
17
mination of the universal properties for these systems is still missing. We hope that in the future our results may
be used to benchmark and understand future experiments. The necessity to understand these phenomena is strongly
tied with possible application of LR interacting systems to the construction of quantum information devices.
Finally, the occurrence of the BKT phase transition in the d = 1, N = 2 limit could not be properly addressed
within the present formalism. However, our recent development in the construction of a reliable FRG formalism for
the BKT transition [117] make us confident on the feasibility of this study, especially in connection with the properties
of the 1-dimensional XXZ with LR couplings [75, 122].
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