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Abstract
In this paper, based on the AdS4/CFT3 duality, we have explored the precise
connection between the abelian Chern-Simons (CS) Higgs model in (2 + 1) dimen-
sions to that with its dual gravitational counterpart living in one higher dimension.
It has been observed that the U(1) current computed at the boundary of the AdS4
could be expressed as the local function of the vortex solution that has the re-
markable structural similarity to that with the Ginzburg-Landau (GL) type local
expression for the current associated with the Maxwell-CS type vortices in (2 + 1)
dimensions. In order to explore this duality a bit further we have also computed the
coherence length as well as the magnetic penetration depth associated with these
vortices. Finally using the knowledge of both the coherence length as well as the
magnetic penetration depth we have computed the Ginzburg-Landau coefficient for
the Maxwell-CS type vortices in (2 + 1) dimensions.
1 Overview and Motivation
During the past several decades, the Chern-Simons (CS) theories coupled to matter fields
had drawn renewed attention due to its various remarkable features among which the
existence of charged vortices, popularly known as the CS vortices could be regarded as
one of the significant achievements of such theories. In [1] it was shown for the first
time that the abelian CS Higgs model in (2 + 1) dimensions could give rise to charged
vortices of finite energy. These vortices are fundamentally different from that of the usual
vortex structure known in the context of Ginzburg-Landau (GL) theory or the abelian
Higgs model in the sense that they carry both the electric charge as well as the magnetic
flux, which is the reason why these charged objects are considered to be the excellent
candidates for the so called anyons.
Since the discovery, the various physical properties of these CS vortices have been
explored in different directions [2]-[10]. For example, the self dual CS vortices satisfying a
set of self duality equations were first investigated in [2]. Apart from these earlier analyses,
recently some more attempts have been made from various other perspectives [11]-[13], for
example, in [13] the authors have analytically studied the so called BPS vortex equations
for a specific choice of the non canonical kinetic term and found that these BPS vortices
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exhibit certain properties that are quantitatively different from that of the standard CS
vortices.
Beside these advancements, for the past couple of decades, there has been another
significant development in the area of theoretical physics which is popularly known as
the AdS/CFT correspondence [14]-[15]. It is now widely believed that the AdS/CFT
duality essentially captures all the underlying physics of strongly coupled CFTs. One
of the remarkable achievements of AdS/CFT duality is that it provides an exact frame
work to study these strongly coupled CFTs at finite temperature. The dual description of
such CFTs typically possess charged AdS Reissner-Nordstrom (RN) black brane solutions
which eventually become unstable to develop a charged hair below certain critical value
of the temperature (Tc).
These AdS black brane solutions with charged hair essentially describe a new phase in
the dual CFTs. As the gauge fields do not have any dynamics at the boundary of the AdS
space, therefore these dual CFTs do not have any dynamical gauge bosons either and as a
consequence of this the new phase in these dual CFTs should be treated as the super-fluid
phase rather than the superconducting phase. In other words, the instability occurring
in the AdS RN black brane solution eventually breaks the global U(1) symmetry for the
boundary theory [16]-[23].
During the past couple of years the existence of the triangular lattice configurations
for holographic type II superconductors have been explored under various circumstances
[24]-[30]. It is known from the standard Ginzburg-Landau (GL) theory for type II super-
conductors that the so called GL current associated with the triangular lattice configura-
tion could be expressed as a local function of the vortex solution circulating around the
core of the vortex [31]-[32]. One of the remarkable outcomes of these holographic calcula-
tions is that under the long wavelength approximation, the abelian Higgs model coupled
to gravity [16] can indeed produce the so called local structure for the supercurrent sur-
rounding the vortices [24]. This therefore provides an exact holographic framework to
study the standard GL theory for type II superconductors.
Following the same spirit as mentioned above, the purpose of the present article is
to establish the precise AdS/CFT framework to study the abelian CS Higgs model in
(2 + 1) dimensions. In other words, in the present work we want to address the following
question: Is it possible to construct certain dual gravitational theory for the abelian CS
(Higgs) vortices in (2 + 1) dimensions that can eventually give rise to some local GL
type current associated with these vortices. To answer this question one should take
into account the following issues. As a first step, one should independently calculate the
current associated with these CS vortices in (2+1) dimensions and see whether it is indeed
possible to find a GL (like) local expression for the current. The next step would be to
search for a dual gravitational theory that is coupled to certain matter fields in AdS4 so
that the U(1) current computed at the boundary of the AdS4 could be eventually brought
in to a similar local form. Based on the structural similarities between these two local
expressions of the current, one should be able to find the holographic framework that
eventually describes the abelian CS Higgs model in (2 + 1) dimensions.
The organization of the paper and the summary of results are the following: In Section
2, we have considered the standard abelian CS Higgs model in (2 + 1) dimensions and
computed the usual Ginzburg-Landau (GL) type current following the standard GL ap-
proach for type II superconductors [31]-[32]. From these computations we have observed
that apart from having the usual GL piece, the local form of the current also receives
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some non trivial contributions that appear at the leading order in the CS coupling (κ).
As the main goal of this paper, in Section 3, we have computed the U(1) current for the
boundary theory following the standard AdS/CFT prescription [33]. In order to do that
we have considered a gravitational theory in AdS4 that is basically coupled to the abelian
Higgs model originally proposed in [16]. To induce an effective CS term for the boundary
theory, we have added to this model a coupling of the form θF ∧ F , where θ is a neutral
pseudo scalar field propagating in the AdS4 back ground
1. The local form of the supercur-
rent that has been computed using holographic techniques is found to be in remarkable
agreement to that with the local form of the GL current obtained for the Maxwell-CS
type vortices in (2 + 1) dimensions. This eventually confirms that the coupling of the
form θF ∧F indeed provides an effective holographic description for the abelian CS Higgs
model in (2 + 1) dimensions. In order to check the thermodynamic stability of the vortex
configuration, based on the AdS/CFT prescription, we have computed the free energy
of the system in Section 4. Our analysis reveals the fact that the configuration in the
symmetry broken phase possesses lesser free energy and therefore it is thermodynamically
more stable. Motivated from these various evidences regarding the duality between the
abelian CS Higgs model in (2 + 1) dimensions and the corresponding gravity theory in
AdS4 space time, we have explored it a bit further in Section 5, where we have explicitly
computed the coherence length (ξ) as well as the GL coefficient (k) [46]-[48] associated
with Maxwell-CS type vortices in (2+1) dimensions using the holographic techniques and
obtained some corrections at the leading order in the CS coupling (κ). Finally we have
concluded in Section 6.
2 Chern-Simons vortices in (2 + 1) dimensions
In this section, we start by reviewing the abelian CS Higgs model in (2 + 1) dimensions.
Our goal would be to show that using the standard GL prescription [31], one can in fact
arrive at the GL like local expression for the current associated with the Maxwell-CS
type vortices in (2 + 1) dimensions. In other words, we shall follow exactly the same
prescription as one does while computing the GL current for type II superconductors.
At this point it is customary to mention that through out the analysis we consider our
system close to the critical point (T ∼ Tc) so that the scalar wave function (Ψ) (which is
also the order parameter for the present case) is very small.
We start with the following Lagrangian [49]-[51] in (2 + 1) dimensions, namely2
L = −1
4
F 2ab− | DaΨ |2 +
κ
4
abcAaFbc − V (| Ψ |) (1)
where, V (| Ψ |) = λ
2
(| Ψ |2 −1)2 and Da = ∇a − iqAa, with a = 0, 1, 2.
1This pseudo scalar field θ is generally known as the axion field which was observed long back as forming
the non trivial scalar hair for black holes [34]-[35]. Theories that include axionic couplings have been
further investigated under various circumstances, for example, in the context of Einstein-Maxwell Dilaton
gravity [36]-[38], super-gravity models [39]-[40], holographic gluodynamics [41], super-symmetric standard
model [42]-[43] and very recently in the context of AdS/CMT [44]-[45]. In particular, the reference [44]
is quite interesting in the sense that there it has been shown for the first time that by introducing the
axionic coupling to the Maxwell sector one can in fact generate Maxwell-CS like magnetic vortex solution
for the boundary theory.
2The signature we are working with is ηµν = diag(−1, 1, 1).
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The associated static energy functional [49] is given by,
E =
∫
d2x
[
1
2m∗
|
(
1
i
∇− qA
)
Ψ(x) |2 +λ
2
(| Ψ |2 −1)2 + H
2
8pi
]
(2)
where H(= Fxy) is the applied magnetic field normal to the (x− y) plane.
To calculate the electromagnetic current, as a first step, we minimize the energy func-
tional3 (E) defined above in (2). The minimization could be done in two steps, first by
considering the shift (A(x)→ A(x) + a(x)) in the vector potential (A) and then setting
the coefficient associated with a(x) equal to zero. This finally yields the current4,
j =
1
4pi
∇×H = i (Ψ∇Ψ† −Ψ†∇Ψ)− | Ψ(x) |2 A. (3)
Our next goal would be to evaluate this current on-shell, i.e; by substituting the explicit
solutions for the gauge field (Aµ) as well as the scalar field (Ψ) in to the expression for
the current given above in (3). The equations of motion could be directly read off from
the Lagrangian (1) as5,
∇2bAa = −
κ
2
abcFbc − iq
[
Ψ†DaΨ−Ψ(DaΨ)†] (4)
∇2bΨ = 2iqAa∇aΨ + q2A2aΨ− λΨ. (5)
The next step would be to solve the above set of equations (4) and (5) perturbatively in
κ and Ψ. Let us first consider the following perturbation in Ψ namely,
Ψ =
√
Ψ1 +O(3/2)
Aa = A
(0)
a + A
(1)
a +O(2) (6)
where6 |  | 1. Here Ψ1 stands for the first non trivial fluctuation in the scalar profile
(Ψ). The various superscripts in the gauge field components correspond to different order
of fluctuations in the gauge fields due to the presence of the non trivial scalar profile, for
example, A
(0)
a s are the solutions of (4) corresponding to Ψ = 0 namely,
∇2bAa(0) = −
κ
2
abcF
(0)
bc . (7)
Let us now solve the above equation (7) perturbatively in κ. Consider the following
perturbative expansion,
A(0)a = A
(0)(κ(0))
a + κA
(0)(κ(1))
a +O(κ2) (8)
3At this stage, it is worthwhile to mention that the so called associated static energy functional (E)
for the abelian CS Higgs theory eventually coincides with that of the usual GL free energy for type II
superconductors [49]. This is something what motivates us to compute the current for the abelian CS
Higgs system by calculating the proper minima of the static energy functional. This is the standard GL
prescription to compute the current associated with the vortices in type II superconductors [31]-[32].
4For simplicity we have fixed all the numerical pre factors equal to identity.
5We have fixed the gauge as ∇aAa = 0.
6Here  = 1− TTc .
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where A
(0)(κ(0))
a corresponds to the solution of (7) while κ = 0, A
(0)(κ(1))
a stands for the first
non-trivial leading order correction to A
(0)
a due to CS coupling (κ) and so on. Our first
step would be to solve A
(0)(κ(0))
a from (7). In order to do that we take the following ansatz,
A(0)(κ
(0))
a = (A
(0)(κ(0))
t (x), 0, A
(0)(κ(0))
y (x)) (9)
where the individual components satisfy equations of the following type7,
∆A
(0)(κ(0))
t = 0
∂2xA
(0)(κ(0))
y = 0. (10)
The first equation is nothing but the La place’s equation in two dimensions the solution
of which should vanish at large values of spatial coordinates. The above equations suggest
that we may take A
(0)(κ(0))
t ∼ e−%xei%y and A(0)(κ
(0))
y = Hc2x, where % is some constant that
does not depend on the spatial coordinates (x) and Hc2 is the upper value of the critical
magnetic field above which the condensate vanishes. At this point one should take a note
on the fact that as one moves away from the origin (
√| x |  1
%
), the temporal part of the
gauge field tends to vanish i.e; A
(0)(κ(0))
t ≈ 0. As a consequence of this we shall see later
on that in order to appreciate the effect of CS coupling on the expression of the current
one can not move arbitrarily far away from the vortex.
Let us now write down (7) considering the leading order effect in the CS coupling (κ).
The corresponding equations could be immediately read off as8,
∆A
(0)(κ(1))
t = Hc2 (11)
∆A
(0)(κ(1))
i = −ji∂jA(0)(κ
(0))
t (12)
where we have used the notation tij = ij = −ji. We will be actually interested to note
down the solution corresponding to the last equation (12) which turns out to be9,
A
(0)(κ(1))
i = 
j
i∂j
∫
d2x′A(0)(κ
(0))
t (x
′)G(x− x′) = ji∂jΠ(x) (13)
where G(x− x′) is the Green’s function on the two dimensional plane10.
Let us now turn on the equation corresponding to the leading order fluctuation in
the scalar field namely Ψ = Ψ1. Since the gauge fields (A
(0)
a ) corresponding to Ψ = 0
themselves contain the explicit κ corrections (see Eq.(8)), therefore from (5) we can also
solve Ψ1 perturbatively in κ. This inspires us to write down the following expansion for
Ψ1 namely,
Ψ1 = Ψ
(0)
1 + κΨ
(1)
1 +O(κ2) (14)
where Ψ
(0)
1 corresponds to the solution of (5) for κ = 0, Ψ
(1)
1 is the first non trivial κ
correction to Ψ1 and so on. Substituting (6) and (14) in to (3), one can express the (GL)
current in the following series as,
ji = j
(0)
i + j
(1)
i + .. (15)
7Here ∆ = ∂2x + ∂
2
y is the usual Laplacian.
8Here i(= x, y) corresponds to spatial coordinates.
9 We have used the fact ∂′jG(x− x′) = −∂jG(x− x′).
10Two dimensional Green’s function satisfies the equation ∆G(x− x′) = −δ(x− x′).
5
where each individual term reads as11,
j
(0)
i = i
(
Ψ
(0)
1 ∇iΨ(0)†1 −Ψ(0)†1 ∇iΨ(0)1
)
− | Ψ(0)1 (x) |2 A(0)i
j
(1)
i = κ
[
i
(
Ψ
(0)
1 ∇iΨ(1)†1 + Ψ(1)1 ∇iΨ(0)†1 −Ψ(0)†1 ∇iΨ(1)1 −Ψ(1)†1 ∇iΨ(0)1
)
−
(
Ψ
(0)†
1 Ψ
(1)
1 + Ψ
(1)†
1 Ψ
(0)
1
)
A
(0)
i
]
.. .. .. .. (16)
Notice that here we have evaluated the current only considering the first non trivial
fluctuation in the scalar field, namely Ψ = Ψ1. One should also take note on the fact
that, if for example, we did not have any CS term in our action from the very beginning
i.e; we would have started with only the usual abelian Higgs model, then of course all
the currents like j
(1)
i , j
(2)
i would have been disappeared from our theory because these
are the pieces that are always coupled with various powers of the CS coupling12 (κ). On
the other hand, the first term in the expansion of (15), namely j
(0)
i has two parts in it
- one that is independent of the CS effect13 and the other part that contains explicit κ
corrections in various orders since according to (8) one can have a perturbative expansion
for the gauge field A
(0)
i in powers of κ. This enforces us to conclude that the current j
(0)
i
receives contribution both from the usual Maxwell sector as well as from the CS sector
and therefore it is the current associated with mixed Maxwell-CS type vortices14.
Before we proceed further, let us first note that Ψ
(0)
1 and Ψ
(1)
1 satisfy equations of the
following type15,
(∆− 2iqHc2x∂y − q2H2c2x2)Ψ(0)1 − λ˜Ψ(0)1 = 0 (17)
and, [
∇2a − 2iqAa(0)(κ
(0))∇a −
(
q2A2(0)(κ
(0))
a + λ
)]
Ψ
(1)
1 = 2iqA
a(0)(κ(1))∇aΨ(0)1
+2q2Aa(0)(κ
(0))A(0)(κ
(1))
a Ψ
(0)
1 . (18)
Since our primary goal is to evaluate the mixed current j
(0)
i , therefore we will be primarily
interested in solving (17). From (17) we note that there exists a non trivial potential along
the x direction while the motion along the y direction does not seem to have any such
constraints. Based on these observations we take the following ansatz for the scalar field
Ψ
(0)
1 namely,
Ψ
(0)
1 = e
ipyyX(x). (19)
11Here we have rescaled each individual jis by the factor .
12In other words, in order to compute these currents one needs to know the scalar fluctuations appearing
at various orders in the CS coupling namely Ψ
(1)
1 , Ψ
(2)
2 etc.
13The quantity Ψ
(0)
1 does not contain any information about the CS coupling. Therefore this could be
regarded as the effect that is appearing solely from the abelian Higgs sector.
14In the present analysis our focus would be to calculate this mixed current j
(0)
i using a holographic
set up. This will be sufficient to capture the effective physics of the abelian CS Higgs model because all
the subsequent terms like j
(m)
i (for m ≥ 1 ) in the expansion (15) are small compared to the leading term
since they appear with higher powers in κ and also contain higher order fluctuations.
15In the first equality we have essentially considered a small region around the core of the vortex namely√| x |  1% so that the radius of convergence of that region R  1% . Therefore the local expression for
the current that we would obtain here is valid around a closed neighbourhood of the vortex whose area
is 2piR2. Also note that here we have defined λ˜ = λ+ q2.
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Substituting (19) in to (17) we find16,
−X ′′(x) + q2H2c2
(
x− py
qHc2
)2
X(x) =
X(x)
ξ2
. (20)
A number of comments are to made at this stage regarding (20). First of all (20) depicts
exactly the equation for an one dimensional harmonic oscillator whose equilibrium position
has been shifted by an amount x0 = (
py
qHc2 ). In the standard GL theory for type II
superconductors one encounters exactly the same equation where one can identify ξ2(= 1
λ˜
)
as the coherence length17 pertaining to the system [31]-[32] near the critical point (T = Tc)
of the phase transition line. Here py is associated with the periodicity along y direction,
py =
2pil
ay
, l ∈ Z (21)
where the coefficient ay stands for the periodicity along y direction.
The most general lowest energy (n = 0) solution could be expressed as a linear super-
position of a set of (eigen) functions corresponding to different values of l namely,
Ψ
(0)
1 =
l=∞∑
l=−∞
clexp
(
2ipiyl
ay
)
exp
(
− 1
2ξ2
(
x− 2pilξ
2
ay
)2)
(22)
where the coefficients cl could be expressed as,
cl = exp
(
−ipiaxξ
2l2
a2y
)
. (23)
Using the elliptic theta function one can express the most general solution for (17) as
[24],
Ψ
(0)
1 = e
− x2
2ξ2 ϑ3(v, τ) (24)
where the elliptic theta function could be formally expressed as18,
ϑ3(v, τ) =
l=∞∑
l=−∞
ql
2
z2l (25)
with,
q = exp(ipiτ) = exp
(
ipiξ2
2pii− ax
a2y
)
z = exp(ipiv) = exp
(
ipi
y − ix
ay
)
. (26)
16Here ξ2 = 1
λ˜
.
17In Section 5, we shall explicitly derive this coherence length (ξ) using the holographic techniques.
18Here ax and ay are two arbitrary parameters. The parameter ay is particularly associated with the
periodicity along the y direction.
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Finally substituting (24) in to the expression for j
(0)
i (Eq.(16)) we find
19,
j
(0)
i ∼ −ji∂j | Ψ(0)1 (x) |2 +κΠ(∆)ji∂j | Ψ(0)1 (x) |2 +O(κ2) (27)
where, Π(∆) =
∫ ∆
2
−∆
2
d2x ln | x |. Here ∆ could be regarded as an effective scale (or, the
width of the curve) that essentially measures how rapidly the two point correlation (in
two dimensions) dies off as one moves away from the origin.
Eq.(27) expresses the current as a local function of the vortex solution in a small
neighbourhood close to the centre of the vortex. Note that here the first term in (27) is
exactly the piece that appears in the usual GL theory for type II superconductors [31].
The rest is the leading order correction to this current due to the CS term. Therefore the
current j
(0)
i receives a mixed contribution from both the Maxwell as well as the CS sector.
The goal of our computation in the next Section would be to reproduce this result based
on the standard AdS4/CFT3 prescription.
3 Supercurrent: AdS4/CFT3 correspondence
3.1 The bulk theory
In this part of our analysis, we consider a gravitational theory (defined over an AdS4
background) that is coupled to the abelian Higgs model originally proposed in [16]. In
addition to that, to produce an effective CS term for the boundary theory we add to the
matter content of the Lagrangian a term of the form θF ∧ F . Combining all these facts,
we consider the following action as the starting point of our analysis,
S =
1
16piG4
∫
d4x
√−g [R− 2Λ + Lm] (28)
where,
Lm = −1
4
F µνFµν − |∇µΨ− iAµΨ|2 −m2|Ψ|2 − κ√−gθ
µνρσFµνFρσ − (∇µθ)2 (29)
with Λ(= − 3
l2
) as the cosmological constant20. The first three terms on the r.h.s. of (29)
correspond to the standard abelian Higgs model [16] which consists of a U(1) gauge field
minimally coupled to the complex scalar field (Ψ). Here θ is a massless neutral pseudo
scalar field. The coupling (κ) associated with θF ∧ F term serves as the effective CS
coupling for the boundary theory21[44].
Considering the probe limit22, we perform the entire analyses over the fixed background
of an asymptotically AdS4 black brane solution namely,
ds2 = −f(u)dt2 + r
2
+
u4
f−1(u)du2 +
r2+
u2
dx2 (30)
19The details of the calculation have been provided in the Appendix A.
20In the subsequent analysis we shall set l = 1.
21Since θ eventually tends towards a constant value near the boundary, therefore actually it is the
coefficient (κθ) sitting in front of the topological term F ∧ F that serves as the effective CS coupling for
the boundary theory[44].
22The probe limit essentially corresponds to the fact that the matter fields do not back react on the
back ground space time [17]. This is essentially achieved by rescaling Aµ → Aµq and Ψ → Ψq and then
taking the large q limit while keeping the numerator fixed.
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where,
f(u) =
r2+
u2
(1− u3). (31)
Note that with the above choice of coordinates the horizon is located at u = 1 whereas
the boundary of the AdS4 space time is located at u = 0. The temperature of the black
brane is given by,
T =
3r+
4pi
(32)
which we consider to be fixed for the present analyses. As a consequence of this one may
consider the boundary theory to be at the same temperature as that of the black brane.
Considering (28) as the starting point of our analysis, our first step would be to study
the dynamics of the matter fields in the bulk AdS4 space time. In order to do that, we
first write down the following equations of motion namely,
∇µF νµ + 4κ√−g 
νµρσ∇µθFρσ = jν
∇µ∇µΨ− iAµ∇µΨ− i∇µ(AµΨ)− A2µΨ−m2Ψ = 0
∇2µθ −
κ
2
√−g 
µνρσFµνFρσ = 0 (33)
where,
jν = i(Ψ(DνΨ)† −Ψ†DνΨ). (34)
As a next step we solve these above set of equations (33) with the following perturba-
tive technique. Let us consider the following perturbative expansion of the form23,
Aµ = A
(0)
µ + εHA
(1)
µ (u,x) +O(ε2H)
θ = θ(0) + εHθ
(1)(u,x) +O(ε2H)
Ψ = ε
1/2
H ψ1(u,x) +O(ε3/2H ). (35)
The above set of expansions automatically reflect the fact that the scalar field (Ψ)
acts as the order parameter for our theory which therefore vanishes at the (upper) critical
value of the magnetic field H = Hc2 [24]-[30]. The superscript (m) for the gauge fields
(A
(m)
µ ) as well as the pseudo scalar field (θ(m)) corresponds to fluctuations at different
order due to the presence of the non trivial scalar profile (Ψ), for example, m = 0 stands
for the solutions corresponding to Ψ = 0, i.e; when we are exactly at the critical point.
On the other hand, m = 1 corresponds to the first non trivial fluctuations corresponding
to Ψ = ψ1 and so on. Our next goal would be to solve these fluctuations explicitly upto
leading order.
23Here εH(=
Hc2−H
Hc2 ) is the perturbation parameter such that | εH | 1, and Hc2 is the upper critical
magnetic field.
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3.1.1 Zeroth order equations
Let us first consider the equations at the zeroth order level. Substituting (35) in to (33)
we find the following set of equations namely,
∇µF (0)νµ + 4κ√−g 
νµρσ∇µθ(0)F (0)ρσ = 0
∇2µθ(0) −
κ
2
√−g 
µνρσF (0)µν F
(0)
ρσ = 0. (36)
In order to solve (36) we take the following ansatz,
A(0)µ = (ϕ(u), 0, 0,Hc2x)
θ(0) = τ(u). (37)
Substituting (37) in to (36) we find,
ϕ′′(u) +
8κHc2
r+
τ ′(u) = 0
τ ′′(u) +
f ′(u)
f(u)
τ ′(u) +
4κHc2
r+f(u)
ϕ′(u) = 0. (38)
Our next goal would be to solve these equations perturbatively in κ near the boundary
(u → 0) of the AdS4. In order to do that we solve these equations as a perturbation in
the CS coupling (κ). Consider the following perturbative expansion,
ϕ = ϕ(κ
(0)) + κϕ(κ
(1)) +O(κ2)
τ = τ (κ
(0)) + κτ (κ
(1)) +O(κ2) (39)
where the superscript κ(0) corresponds to the solutions of (38) for κ = 0. On the other
hand, ϕ(κ
(1)) (or τ (κ
(1))) stands for the leading order correction to ϕ(κ
(0)) (or τ (κ
(0)) ).
Substituting (39) in to (38) we arrive at the following set of solutions which could be
enumerated as,
ϕ(κ
(0)) = µ(1− u)
ϕ(κ
(1)) = µ
(
1 +
2C2Hc2
3µr3+
)
(1− u) +O(u4)
τ (κ
(0)) = τ (κ
(1)) = C1 + C2
3r2+
u3 +O(u6) (40)
where µ is the chemical potential of the boundary theory and C1(or C2) is some arbitrary
constant. At this point one might take a note on the fact that the pseudo scalar field has
a faster fall off near the boundary of the AdS4 as compared to that of the U(1) gauge field
and eventually becomes a constant (∼ C1) at the boundary. Therefore at the boundary
of the AdS4 we have an effective CS coupling of the form κC1 [44].
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3.1.2 Equation for scalar field
Let us now consider the scalar field equation for the leading order fluctuations, namely
Ψ = ψ1 which reads as,
∂2uψ1 +
f
′
(u)
f(u)
∂uψ1 +
r2+ϕ
2
u4f 2(u)
ψ1 − m
2r2+
u4f(u)
ψ1 +
1
u2f(u)
(∆− 2iHc2x∂y −H2c2x2)ψ1 = 0.(41)
It is quite intuitive to solve the above equation (41) using the method of separation
of variables,
ψ1(u,x) = <(u)eikyyX(x) = <(u)X (x). (42)
On substitution in to (41), we arrive at the following set equations namely,
<′′(u) + f
′
(u)
f(u)
<′(u) + r
2
+ϕ
2
u4f 2(u)
<(u)− m
2r2+
u4f(u)
<(u) = <(u)
ξ2u2f(u)
(43)
and,
−X ′′(x) +H2c2
(
x− kyHc2
)2
X(x) =
X(x)
ξ2
. (44)
It is quite interesting to note that (44) has exactly the same structure as that of the (20)
which we have obtained earlier in the context of Maxwell-CS vortices where we did not
have any gravity at all. The remarkable fact here is that we are getting the same equation
using a gravity model. Like in the previous case, here ky is associated with the periodicity
along y direction as,
ky =
2pil
ay
, l ∈ Z (45)
where the coefficient ay is associated with the periodicity along y direction.
Finally, using the elliptic theta function (25), the above solution could be rewritten as
[24],
X (x) = e− x
2
2ξ2 ϑ3(v, τ) (46)
where ξ is again playing the role of the coherence length.
One important remark that has to be made at this stage is the following: From (46)
we note that the vortex solution has an exponential die off along the x direction and it
eventually vanishes for | x | ξ. This implies that the vortex structure has a natural
length scale which is roughly of the order of the coherence length (ξ) itself.
3.1.3 Solving the fluctuations
Let us now consider the gauge field as well as the equation for the pseudo scalar field (θ)
corresponding to the fluctuations at the leading order. These equations turn out to be
the following,
∇µF (1)νµ + 4κ√−g 
νµρσ(∇µθ(0)F (1)ρσ +∇µθ(1)F (0)ρσ ) = j(1)ν
∇2µθ(1) −
κ√−g 
µνρσF (0)µν F
(1)
ρσ = 0. (47)
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Let us first write down the above set of equations (47) explicitly in to different components
namely24,
DtA(1)t +
8κu2f(u)
r+
[
τ ′(u)F (1)xy (u,x) +Hc2∂uθ(1)(u,x)
]
=
2r2+
u2
ϕ(u)<2(u)σ(x)
DsA(1)x − 8κr+
[
τ ′(u)∂yA
(1)
t (u,x)− ϕ′(u)∂yθ(1)(u,x)
]
=
r2+
u2
<2(u)yx∂yσ(x)
DsA(1)y − 8κr+
[
ϕ′(u)∂xθ(1)(u,x)− τ ′(u)∂xA(1)t (u,x)
]
=
r2+
u2
<2(u)xy∂xσ(x)
Dθθ(1) + 4κu
2
r+
[
Hc2∂uA(1)t (u,x) + ϕ′(u)F (1)xy (u,x)
]
= 0 (48)
where the various differential operators have the following form,
Dt = u2f(u)∂2u + ∆
Ds = ∂u(u2f(u)∂u) + ∆
Dθ = u2∂u(f(u)∂u) + ∆. (49)
At this stage it is important to note that in order to arrive at (48) we have used
two crucial facts, firstly, we have fixed the gauge A
(1)
u = 0 at the leading order in the
fluctuations and secondly using the residual gauge symmetry A
(1)
i → A(1)i −∂i$(x) at the
level of equations of motion, we have made a further gauge choice namely, ∂iA
(1)
i = 0.
The equations above in (48) correspond to a set of non liner coupled second order
differential equations. In general one can write down a solution for such equations in
terms of the Green’s function. Following the same prescription and considering what-
ever remaining on the r.h.s. as the source term, we finally express these fluctuations in
terms of integral over some suitable Green’s function that satisfy certain AdS4 boundary
conditions.
Our next step is quite intuitive i.e; we would first write down (48) perturbatively in
the CS coupling (κ). Let us consider the following perturbative expansion25,
A(1)µ = A(1)(κ
(0))
µ + κA(1)(κ
(1))
µ +O(κ2)
θ(1) = θ(1)(κ
(0)) + κθ(1)(κ
(1)) +O(κ2)
<(u) = <(κ(0)) + κ<(κ(1)) +O(κ2). (50)
Substituting (50) in to (48) we eventually arrive at various sets of equations corre-
sponding to different order in the CS coupling (κ). Let us first consider the equations
24Here σ(x)(=| X (x) |2) corresponds to the total number of particles forming the charge condensate
per unit volume around the point x.
25Considering (39) and (43) it is quite intuitive to note that the radial function <(u) has a natural
perturbative expansion in the CS coupling (κ).
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corresponding to zeroth order in the CS coupling (κ) which turns out to be,
DtA(1)(κ
(0))
t =
2r2+
u2
ϕ(κ
(0))(u)<2(κ(0))(u)σ(x)
DsA(1)(κ(0))x =
r2+
u2
<2(κ(0))(u)yx∂yσ(x)
DsA(1)(κ(0))y =
r2+
u2
<2(κ(0))(u)xy∂xσ(x)
Dθθ(1)(κ(0)) = 0. (51)
The solutions corresponding to the first three equations in (51) could be expressed as,
A(1)(κ(0))t = −2r2+
∫ 1
0
du′
ϕ(κ
(0))(u′)
u′2
<2(κ(0))(u′)
∫
dx′Gt(u, u′; x,x′)σ(x′)
A(1)(κ(0))i = ai(x)− r2+ji
∫ 1
0
du′
u′2
<2(κ(0))(u′)
∫
dx′Gs(u, u′; x,x′)∂jσ(x′) (52)
where Gt(u, u′; x,x′) and Gs(u, u′; x,x′) are the Green’s functions which satisfy the follow-
ing differential equations namely,
DtGt(u, u′; x,x′) = −δ(u− u′)δ(x− x′)
DsGs(u, u′; x,x′) = −δ(u− u′)δ(x− x′) (53)
along with the following AdS boundary conditions,
Gt(u, u′ ; x,x′)|u=0 = Gt(u, u′ ; x,x′)|u=1 = 0
Gs(u, u′ ; x,x′)|u=0 = u2f(u)∂uGs(u, u′ ; x,x′)|u=1 = 0. (54)
In order to solve the last equation in (51), we consider the following functional form,
θ(1)(κ
(0))(u,x) = U(u)W(x). (55)
Substituting (55) in to the last equation of (51) we arrive at the following set of equations
namely,
∆W(x) = α2W(x) (56)
U ′′(u) + f
′(u)
f(u)
U ′(u) + α
2
u2f(u)
U(u) = 0. (57)
From (57) we note that the radial function U(u) near the boundary (u → 0) of the
AdS4 eventually becomes a constant,
U(u)|u→0 = C˜ = const. (58)
On the other hand, the two dimensional function W(x) takes the following form,
W(x) = ς(x, y)e−
√
α2−β2xe−βy + ς(−x,−y)e
√
α2−β2xeβy (59)
13
where,
ς(x, y) = 1 for x, y ≥ 0
= 0 for x, y < 0. (60)
Let us now consider the equations corresponding to the leading order in the CS cou-
pling (κ) which turn out to be,
DtA(1)(κ
(1))
t +
8u2f(u)
r+
[
τ ′(κ
(0))(u)F (1)(κ(0))xy (u,x) +Hc2∂uθ(1)(κ
(0))(u,x)
]
=
2r2+
u2
Y(t)(u)σ(x)
DsA(1)(κ(1))x − 8r+
[
τ ′(κ
(0))(u)∂yA(1)(κ
(0))
t (u,x)− ϕ′(κ
(0))(u)∂yθ
(1)(κ(0))(u,x)
]
=
r2+
u2
Y(x)(u)yx∂yσ(x)
DsA(1)(κ(1))y − 8r+
[
ϕ′(κ
(0))(u)∂xθ
(1)(κ(0))(u,x)− τ ′(κ(0))(u)∂xA(1)(κ
(0))
t (u,x)
]
=
r2+
u2
Y(y)(u)xy∂xσ(x)
Dθθ(1)(κ(1)) + 4u
2
r+
[
Hc2∂uA(1)(κ
(0))
t (u,x) + ϕ
′(κ(0))(u)F (1)(κ(0))xy (u,x)
]
= 0 (61)
where the functions Y(t)(u) and Y(i)(u) appearing on the r.h.s. of (61) have the following
explicit forms,
Y(t)(u) = 2ϕ(κ(0))<(κ(0))<(κ(1)) + ϕ(κ(1))<(κ(0))
Y(x)(u) = Y(y)(u) = 2<(κ(0))<(κ(1)). (62)
One should take a note on the fact that the functions <(κ(m))(u) (m ≥ 0) solely depends
on ϕ(u) (see (43)) and hence could be treated as the source term for the fluctuations
A(1)(κ(1))t and A(1)(κ
(1))
i . This finally enables us to write down the solutions in the following
form,
A(1)(κ(1))t = −
∫ 1
0
du′
∫
dx′K(u′,x′)Gt(u, u′; x,x′)
A(1)(κ(1))i = −r2+
∫ 1
0
du′
∫
dx′Qi(u′,x′)Gs(u, u′; x,x′)
θ(1)(κ
(1)) = − 4
r+
∫ 1
0
u′2du′
∫
dx′N (u′,x′)Gθ(u, u′; x,x′) (63)
where the various functions appearing in the integral expressions above in (63) have the
following explicit functional forms,
K(u,x) = 2r
2
+
u2
Y(t)(u)σ(x)− 8u
2f(u)
r+
[
τ ′(κ
(0))(u)F (1)(κ(0))xy (u,x) +Hc2∂uθ(1)(κ
(0))(u,x)
]
N (u,x) = −
[
Hc2∂uA(1)(κ
(0))
t (u,x) + ϕ
′(κ(0))(u)F (1)(κ(0))xy (u,x)
]
Qi(u,x) = ji∂jΞ(u,x)
Ξ(u,x) =
Y(i)(u)
u2
σ(x) +
8
r+
[
τ ′(κ
(0))(u)A(1)(κ(0))t (u,x)− ϕ′(κ
(0))(u)θ(1)(κ
(0))(u,x)
]
. (64)
Once the explicit solutions for the fluctuations (52) and (63) are in hand, one can then
further proceed to calculate the U(1) current for the boundary theory corresponding to
the leading order fluctuations in the scalar field profile, namely Ψ = ψ1 which is the goal
of the next section.
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3.2 Computation of Ji
In the language of the AdS/CFT duality, the spontaneous breaking of the local U(1)
symmetry in the bulk due to the formation of the non trivial scalar hair (Ψ) eventually
breaks the global U(1) symmetry for the boundary theory. In this sense the symmetry
broken phase of the boundary theory corresponds to a super-fluid phase rather than a
superconducting phase. In our computations of this section we shall show that the global
U(1) current computed from the standard holographic prescription can be expressed as
a local function of the vortex solution of the type (27) that we have found earlier in
the context of Maxwell-CS type vortices. This finally indicates that there exists a dual
gravitational description for the abelian CS Higgs model in (2 + 1) dimensions.
Following AdS/CFT prescription [33], the U(1) current could be computed as,
〈Jµ〉 = δS(os)
δAµ
|u→0=
√−gF µu + 4κθµuρσFρσ |u→0 . (65)
The spatial component of the current that immediately follows from (65) has the
following form,
〈Ji〉 = F (1)(κ
(0))
iu + κ
[
F (1)(κ(1))iu + 4iuρσ
(
θ(0)(κ
(0))F (1)(κ(0))ρσ + θ(1)(κ
(0))F (0)(κ(0))ρσ
)]
+O(ε).(66)
Here we have scaled both sides by a factor of ε. Finally, substituting (52) and (63) in to
(66) we get the following expression for the current namely,
〈Ji〉 = ji∂jΩ(x) |u→0 (67)
where26 the function Ω(x) could be expressed as,
Ω(x) =
∫ 1
0
du′
u′2
<2(κ(0))(u′)∂u
∫
dx′Gs(u, u′; x,x′)σ(x′) |u→0 +κΠ(u, x) |u→0 . (68)
The functional form of Π(u, x) is given by the following expression,
Π(u, x) =
∫ 1
0
du′∂u
∫
dx′Ξ(u′,x′)Gs(u, u′; x,x′)
−16C1
∫ 1
0
du′
ϕ(κ
(0))(u′)
u′2
<2(κ(0))(u′)
∫
dx′Gt(u, u′; x,x′)σ(x′). (69)
From (68) it is quite evident that Ω(x) is a non local function of the spatial coordinates
(x). This is because of the fact that in order to compute Ω(x) one needs to perform an
integration over an infinitesimal region surrounding the point x. On the other hand
the GL form of the supercurrent that we have obtained for the mixed Maxwell-CS type
vortices is a local function of the vortex solutions (see (27). Therefore somehow one has
to bring the above non local form (67) of the supercurrent in to a local form. This is
usually achieved by considering the so called long wave length limit where one performs
the integration following certain suitable approximations [24]. In the following we describe
26We have absorbed the overall r2+ factor.
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the entire procedure set by step. As a first step, we split the Green’s function in to two
pieces as follows [24],
Gt(u, u′; x,x′) =
∑
υ
αυ(u)α
†
υ(u
′)G˜t(x− x′, υ)
Gs(u, u′; x,x′) =
∑
Λ
βΛ(u)β
†
Λ(u
′)G˜s(x− x′,Λ) (70)
where αυ(u) and βΛ(u) are some radial functions that satisfy the following eigen value
equations namely,
Dtαυ(u) = υαυ(u);
∑
υ
αa(u)α
†
υ(u
′) = δ(u− u′); 〈αυ|αυ′〉 = δυυ′
DsβΛ(u) = ΛβΛ(u);
∑
Λ
βΛ(u)β
†
Λ(u
′) = δ(u− u′); 〈βΛ|βΛ′〉 = δΛΛ′ . (71)
where, Dt = −u2f(u)∂2u and Ds = −∂u(u2f(u)∂u) are the differential operators that solely
depend on the radial coordinates.
G˜t(x−x′, υ) and G˜s(x−x′,Λ) are the Green’s functions defined over the two dimensional
spatial hyper surface that satisfy the equation of the following type [24],
(∆− %2)G˜(x, %2) = −δ(x). (72)
The solution for (72) could be expressed in terms of modified Bessel’s function that takes
the following form27,
G˜(x, %2) = 1
2pi
K0(%|x|). (73)
Since the modified Bessel’s function has a sharp fall off whose width is roughly given
by 1
%
, therefore the spatial Green’s functions namely G˜t(x − x′, υ) (or, G˜s(x − x′,Λ)) are
also associated with a natural length scale of the order 1√
υ
(or, 1√
Λ
). For | x | 1√
υ
(or 1√
Λ
) these spatial Green’s functions die out rapidly. Therefore the theory we are
concerned with has an additional length scale ( 1√
υ
or 1√
Λ
) apart from the coherence length
(ξ) mentioned earlier (see the discussion below (46)).
Long wavelength limit : By long wavelength limit we mean 1√
υ
or ( 1√
Λ
)  ξ. This
implies that the condensate (σ(x)) remains almost uniform over the scale in which the
spatial Green’s functions fluctuates, i.e; | ∆σ
∆x
|x= 1√
υ
, 1√
Λ
 1 . This further implies that one
can in fact expand the vortex solution in a Taylor series about x = x′ as28,
σ(x′) = σ(x) +O( 1√
υ
)
σ(x′) = σ(x) +O( 1√
Λ
). (74)
27It is customary to mention that the two dimensional Green’s function satisfies the limiting condition
namely lim|x|→∞|G˜(x)| <∞.
28Here | x− x′ |≈ 1√
υ
(or 1√
Λ
).
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Using (72) and (74) it is quite straightforward to show that,∫
dx′G˜t(x− x′, υ)σ(x′) = σ(x)
υ
+O( 1
υ3/2
)∫
dx′G˜s(x− x′,Λ)σ(x′) = σ(x)
Λ
+O( 1
Λ3/2
). (75)
Substituting (75) in to (68) we finally arrive at the following local expression for the
supercurrent namely,
〈Ji〉 ∼ Pji∂jσ(x) + κ
(
2∑
i=1
Pi
)
ji∂jσ(x) (76)
where the coefficients P , P1 and P2 are some numerical factors that have the following
explicit forms,
P =
∑
Λ
β′Λ(0)
Λ
∫ 1
0
du′
u′2
<2(κ(0))(u′)β†Λ(u′)
P1 =
∑
Λ
β′Λ(0)
Λ
∫ 1
0
du′
u′2
Y(i)(u′)β†Λ(u′)
P2 = −16r+
∑
υ,Λ
β′Λ(0)
Λυ
∫ 1
0
du′αυ(u′)τ ′(κ
(0))(u′)β†Λ(u
′)
∫ 1
0
du′′
ϕ(κ
(0))(u′′)
u′′2
<2(κ(0))(u′′)α†υ(u′′).
(77)
From (76) it is indeed quite evident that the local form of the global U(1) current
computed at the boundary of the AdS4 is remarkably identical to that with the local
expression for the suepercurrent associated with the Maxwell-CS type vortices that has
been found earlier in (27). In both the cases the local structure of the supercurrent is of
the following form,
jMCS ∼ jGL + κ(#)jGL. (78)
Based on this structural similarity of the supercurrent in both the cases, we therefore
conclude that the abelian Higgs model coupled to AdS4 in the presence of a coupling of
the form θF ∧F could be regarded as the dual gravitational description for the Maxwell-
CS type vortices in (2+1) dimensions. Our claim is compatible with the earlier findings in
[44]. The basic difference between the present analysis to that with the earlier observation
is that in the present analysis we have established the holographic connection based on
the structural similarity in the local form of the GL current associated with the Maxwell-
CS type vortices which was missing in the earlier literature. In the subsequent sections
we shall exploit this duality a bit further in order to gain some more physical insights
regarding Maxwell-CS type vortices in (2 + 1) dimensions.
4 Free energy
Computation of free energy is important in order to determine the thermodynamic sta-
bility of any given configuration. In this section, based on the gauge/gravity duality
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principle, we compute the free energy for the Maxwell-CS vortex configuration in (2 + 1)
dimensions. It has been observed that the configuration with vortices possesses lower free
energy which therefore corresponds to a thermodynamically stable configuration.
In the holographic framework, the free energy for the boundary theory could be for-
mally expressed in terms of the on-shell gravity action defined in the bulk,
F = −S(os). (79)
Considering a static field configuration and taking in to account the boundary be-
haviour for the scalar fields (Ψ ∼ cu2), one can easily show that for the present case of
study, the on-shell action corresponding to the scalar field vanishes identically,
Sψ|(os) = −1
2
∫
∂Σ
dΣµ
√−g(∇µ − iAµ)|Ψ|2 = 0. (80)
Let us now evaluate the remaining part of the action that consists of U(1) gauge field
and its coupling to the neutral pseudo scalar field (θ). In order to do that, as a first step,
we expand the action perturbatively in the parameter (εH) namely,
S(os) = S
(0)
(os) + εHS
(1)
(os) + ε
2
HS
(2)
(os) +O(ε3H). (81)
The first term on the r.h.s of the above expansion (81) corresponds to a trivial config-
uration i.e; the configuration without any scalar condensate (Ψ = 0). On the other hand,
all the subsequent terms in the expansion (81) contains the information corresponding to
some non zero condensate (Ψ 6= 0). Let us first consider the on-shell action corresponding
to the leading order in fluctuations. Using the equations of motion (36) one finds,
S
(1)
(os) = −
∫
∂Σ
dΣu
√−g
[
F (0)uµA(1)µ +
4κ√−g 
uµρσF (0)ρσ A
(1)
µ
]
u=0
−2
∫
∂Σ
dΣu
√−g∇uθ(0)θ(1) |u=0= 0. (82)
The first term on the r.h.s of (82) vanishes because we have considered our boundary
theory at some fixed value of the chemical potential (µ) whereas on the other hand the
second term vanishes because of the fact that θ(0) → C1 near the boundary of the AdS4
(see (40)).
Therefore we may hope that the first non trivial correction to the free energy might
appear at the quadratic order in εH . After using equations of motion (36) and (47) and
considering the orthogonality relation29 the action at the quadratic level in fluctuations
turns out to be,
S
(2)
(os) = −
∫
∂Σ
dΣu
√−g
2
[
F (1)uµA(1)µ +
4κ√−g 
uµρσ
(
θ(0)F (1)ρσ + θ
(1)F (0)ρσ
)
A(1)µ
]
u=0
−
∫
∂Σ
dΣu
√−g
[
F (0)uµA(2)µ +
4κ√−g 
uµρσF (0)ρσ A
(2)
µ
]
u=0
−
∫
∂Σ
dΣu
√−g [2∇uθ(0)θ(2) +∇uθ(1)θ(1)]
u=0
.
(83)
29By orthogonality condition we mean
∫
Σ
d4x
√−gA(1)µ jµ(1) = 0.
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Following the previous arguments the last two terms on the r.h.s of (83) vanishes iden-
tically. On the other hand using (65) the first two terms could be combined together
to get some finite answer for the free energy of the Maxwell-CS type vortices in (2 + 1)
dimensions namely,
F = −ε
2
2
∫
<2
dx〈J i〉ai(x) = −ε
2Hc2
2
∫
<2
dxΩ(x). (84)
If we consider V to be the volume of some bounded region over the two dimensional
hyper surface (<2), then the free energy density turns out to be,
F/V = −ε
2Hc2
2
〈Ω(x)〉 (85)
where 〈Ω(x)〉 stands for the average of Ω(x) over the two dimensional hyper surface (<2).
Since F/V turns out to be negative therefore we may cnclude that the vortex configuration
is stable over the trivial configuration where there is no charge condensate (Ψ = 0).
5 More about the duality
Up till now we have seen that starting with the abelian Higgs model coupled to gravity in
AdS4 space time in the presence of a θF ∧ F type coupling one can in fact reproduce the
GL current associated with Maxwell-CS type vortices that is originally found in (2 + 1)
dimensions. More over based on the holographic calculations one can further show that
the configuration with CS vortices is a stable one. Motivated from these observations, in
this section we shall exploit this duality further in order to calculate the coherence length
(ξ) as well as the magnetic penetration depth (δ) for the Maxwell-CS vortex configuration.
5.1 Coherence length
Coherence length (ξ) is defined as the pole of the two point correlation of the order
parameter in the momentum space [46]-[48],
〈O(k)O(−k)〉 ∼ 1|k|2 + 1
ξ2
. (86)
Solutions to the eigen value problem associated with the quasi normal modes corre-
sponding to some static perturbations in the bulk space time essentially gives the pole of
the static correlation function for the boundary theory. In order to get the pole one needs
to satisfy the condition −k2 = 1
ξ2
. Since near the critical point (T = Tc) the coherence
length (ξ) diverges, therefore our aim would be to solve the eigenvalue problem with the
condition30 limεT→0−k2 = −k2∗ = 1ξ2 = 0.
In order to start our analysis we take the following ansatz for the gauge field (Aµ),
scalar field (Ψ) and the neutral pseudo scalar field (θ) namely,
Aµ = (Φ(u), 0, 0,Hc2x), Ψ = Ψ(u), θ = θ(u). (87)
30Here εT =
Tc−T
Tc
, with the condition that | εT | 1.
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Substituting the ansatz (87) in to (33) we arrive at the following set of equations,
∂2uΦ +
8κHc2
r+
∂uθ − 2r
2
+
u4f(u)
Ψ2Φ = 0[
∂u (f(u)∂u)− m
2r2+
u4
]
Ψ +
r2+Φ
2
u4f(u)
Ψ− H
2
c2x
2
u2
Ψ = 0
∂u (f(u)∂u) θ +
4κHc2
r+
∂uΦ = 0. (88)
Following our previous approach, we would like to solve the above set of equations
(88) perturbatively in the fluctuations of the scalar field namely,
Φ = ϕ(u) + εTA
(1)
t (u) +O(ε2T )
θ = τ(u) + εT θ
(1)(u) +O(ε2T )
Ψ = ε
1/2
T ψ1(u) + ε
3/2
T ψ2(u) +O(ε5/2T ). (89)
Our next aim would be to write down the equations for the static fluctuations in the
leading order which could be enumerated as,
∂2uA
(1)
t +
8κHc2
r+
∂uθ
(1) − 2r
2
+
u4f(u)
ψ21ϕ = 0[
∂u (f(u)∂u)− m
2r2+
u4
]
ψ1 +
r2+ϕ
2
u4f(u)
ψ1 − H
2
c2x
2
u2
ψ1 = 0
∂u (f(u)∂u) θ
(1) +
4κHc2
r+
∂uA
(1)
t = 0. (90)
Let us now consider some liner perturbation of the gauge field, scalar field and the
neutral pseudo scalar field in the presence of a non zero spatial momentum along the x
direction which reads as,
δAµ = [at(u, k)dt+ ax(u, k)dx+ ay(u, k)dy]e
ik.x
δΨ = [b(u, k) + ibˆ(u, k)]eik.x
δθ = c(u, k)eik.x (91)
where |a|, |b|, |c|  1.
At this point it is customary to mention that for m2 = −2, the asymptotic behavior
of at(u, k), b(u, k) and c(u, k) could be enumerated as,
at(u, k)|u=1 = 0
b(u, k)|u=1 = regular
at(u, k)|u→0 = (const.)× u
b(u, k)|u→0 = (const.)× u2
c(u, k)|u→0 = const. (92)
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From (33) it is now quite straight forward to obtain the equations of motion corre-
sponding to the above static perturbations (91) which could be enumerated as follows,
k2at =
(
u2f(u)∂2u −
2r2+Ψ
2
u2
)
at(u, k) +
8κu2f(u)
r+
(Hc2∂uc+ ikay∂uθ)− 4br
2
+
u2
ΨΦ
k2b =
(
u2∂u (f(u)∂u) +
r2+Φ
2
u2f(u)
− m
2r2+
u2
−H2c2x2
)
b(u, k) +
2atr
2
+
u2f(u)
ΦΨ− 2Hc2xayΨ
0 =
[
∂u
(
u2f(u)∂u
)
+
2r2+
u2
Ψ2
]
ax(u, k)
k2ay =
[
∂u
(
u2f(u)∂u
)− 2r2+Ψ2
u2
]
ay(u, k) + i8kκr+ (at∂uθ − c∂uΦ)− 4br
2
+Hc2x
u2
Ψ
k2c = u2∂u (f(u)∂u) c(u, k) +
4κu2
r+
(Hc2∂uat + ikay∂uΦ) . (93)
Let us now focus on the first two equations of (93). In order to proceed further we
first Wick rotate the wave vector k namely k → ik. At the end of the calculation one has
to get back to the original wave vector k through an inverse Wick rotation. With this
operation of Wick rotating the wave vector, the first two equations of (93) turn out to be,
− k˜2at =
(
u2f(u)∂2u −
2r2+Ψ
2
u2
)
at(u, k˜) +
8κu2f(u)
r+
Hc2∂uc− 4br
2
+
u2
ΨΦ
−k˜2b =
(
u2∂u (f(u)∂u) +
r2+Φ
2
u2f(u)
− m
2r2+
u2
−H2c2x2
)
b(u, k˜) +
2atr
2
+
u2f(u)
ΦΨ− 2Hc2xayΨ
(94)
where we have defined,
k˜ = k − 4κu
2f(u)
r+
ay
at
∂uθ. (95)
In order to arrive at the above set of equations (94) we have assumed that the ratio
| ay
at
| 1, which means that for our case of study the ratio of the perturbations for the y
component of the gauge field to that with the temporal component should be very small
so that we can always ignore the term ∼ O(κb | ay
at
|)  1 compared to unity. Since
we have already neglected all the perturbations at the quadratic level and considered
only the linear perturbations in (91), therefore this seems to be a valid approximation.
Furthermore at this point one should also take a note on the fact that since k2 itself
vanishes at the critical point (T = Tc), therefore from the above relation (95) it is easy
to note that limεT→0 k˜
2 = limεT→0 k
2 = O(κ2) = 0. This implies that by solving the
eigen value equation for the newly defined wave vector (k˜) one can in fact get the correct
expression for the coherence length (ξ) near the critical point of the phase transition line.
Substituting (89) in to (94) we find,
− k˜2at =
(
u2f(u)∂2u −
2εT r
2
+ψ
2
1
u2
)
at(u, k˜) +
8κu2f(u)
r+
Hc2∂uc− 4
√
εT r
2
+ψ1ϕ
u2
b(u, k˜)
−k˜2b =
(
Db + 2εT r
2
+ϕA
(1)
t
u2f(u)
)
b(u, k˜) +
2
√
εTatr
2
+
u2f(u)
ϕψ1 − 2√εTHc2xayψ1 (96)
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where,
Db = u2∂u (f(u)∂u) + r
2
+ϕ
2
u2f(u)
− m
2r2+
u2
−H2c2x2. (97)
Let us first note down the zeroth order solutions to the above set of equations (96)
that are also consistent with (37) and (92),
b(0) = ψ1, , a
(0)
t = 0, , c
(0) = 0, , a(0)y = 0. (98)
These solutions are perfectly consistent with the fact that at the zeroth order level
the gauge field (Aµ) as well as the neutral pseudo scalar field (θ) are solely functions
of radial coordinate (u) (see (37)). On the other hand the perturbations defined in (91)
contain some explicit fluctuations with spatial momentum along the x direction. Therefore
from (96) we note that the first non trivial correction appears that appears to these
perturbations are in the
√
εT order. For our case we take,
at =
√
εT a˜t, c =
√
εT c˜, ay =
√
εT a˜y. (99)
Substituting (99) in to (96) we find,
− k˜2a˜t =
(
u2f(u)∂2ua˜t(u, k˜)−
4r2+ψ1ϕ
u2
b(u, k˜) +
8κu2f(u)
r+
Hc2∂uc˜
)
− 2εT r
2
+ψ
2
1
u2
a˜t
−k˜2b = Dbb(u, k˜) + εT
(
2br2+ϕA
(1)
t
u2f(u)
+
2a˜tr
2
+
u2f(u)
ϕψ1 − 2Hc2xa˜yψ1
)
. (100)
Moreover substituting (99) in to the last two equations of (93) we note that,
− k2a˜y = ∂u
(
u2f(u)∂u
)
a˜y(u, k)− 8kκr+ (a˜t∂uτ − c˜∂uϕ)− 4r
2
+ψ
2
1Hc2x
u2
+O(εT )
−k2c˜ = u2∂u (f(u)∂u) c˜(u, k) + 4κu
2
r+
(Hc2∂ua˜t − ka˜y∂uϕ) +O(εT ). (101)
Looking at the above set of equations (100) and (101) it is now quite intuitive to write
down the following set of expansion for the coefficients of the static perturbations namely,
b = ψ1 + εT b
(1) +O(ε2T )
a˜t = a˜
(0)
t +O(εT )
a˜y = a˜
(0)
y +O(εT )
c˜ = c˜(0) +O(εT )
k˜2∗ = εT k˜
2
1 +O(ε2T ). (102)
In next step, we are going to take the εT → 0 limit of (100), which eventually means
that k˜2 → k˜2∗. Considering this limit and using (90) we arrive at the following set of
equations namely,
∂2ua˜
(0)
t (u, k˜∗) =
4r2+ψ
2
1ϕ
u4f(u)
− 8κ
r+
Hc2∂uc˜(0) = 2∂2uA(1)t +
8κHc2
r+
(
2∂uθ
(1) − ∂uc˜(0)
)
−k˜21ψ1 = Dbb(1)(u, k˜) +
(
2r2+ψ1ϕA
(1)
t
u2f(u)
+
2a˜
(0)
t r
2
+
u2f(u)
ϕψ1 − 2Hc2xa˜(0)y ψ1
)
. (103)
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In order to proceed further, we define the inner product between two states bi and bj
satisfying the boundary condition (92) as,
〈bi|bj〉 =
∫ 1
0
du
u2
b∗i (u)bj(u). (104)
From the above definition (104) one can easily note that the operator Db is Hermitian.
With the above definition (104) in hand and taking the inner product of ψ1 with (103)
we note that,
− k˜21〈ψ1|ψ1〉 =
〈
ψ1 | 2r
2
+ψ1ϕA
(1)
t
u2f(u)
〉
− 1
2
∫ 1
0
du
(
da˜
(0)
t
du
)2
− 4κHc2
r+
∫ 1
0
duc˜(0)∂ua˜
(0)
t
−2Hc2x
∫ 1
0
du
u2
a˜(0)y ψ
2
1 (105)
where we have used the boundary condition (92) and the fact that Dbψ1 = 0. Also using
the first equation in (103), it is quite trivial to show that,〈
ψ1 | 2a˜
(0)
t r
2
+
u2f(u)
ϕψ1
〉
=
1
2
∫ 1
0
du
4r2+ϕψ
2
1
u4f(u)
a˜
(0)
t
= −1
2
∫ 1
0
du
(
da˜
(0)
t
du
)2
− 4κHc2
r+
∫ 1
0
duc˜(0)∂ua˜
(0)
t (106)
where the boundary terms have been dropped out as they give rise to zero contribution
when evaluated at the boundary.
Let us now consider the first term on the r.h.s. of (105). Substituting (89) in to the
equation for the scalar field (Ψ) in (88) we note that,
Dbψ2 = −2r
2
+ψ1ϕA
(1)
t
u2f(u)
. (107)
Using the above relation (107) it is now quite trivial to show that the first term on the
r.h.s of (105) vanishes identically,〈
ψ1 | 2r
2
+ψ1ϕA
(1)
t
u2f(u)
〉
= −〈Dbψ1 | ψ2〉 = 0. (108)
Finally Wick rotating back to the original wave vector and considering the εT → 0
limit one finds,
− k˜21 =
P
M (109)
where the coefficients P and M reads as,
P = 1
2
∫ 1
0
du
(
da˜
(0)
t
du
)2
+ 2Hc2x
∫ 1
0
du
u2
a˜(0)y ψ
2
1 +
4κHc2
r+
∫ 1
0
duc˜(0)∂ua˜
(0)
t
M =
∫ 1
0
du
u2
ψ21. (110)
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Finally substituting (109) in to the last relation of (102) we note that the expression
for the coherence length turns out to be,
ξ =
√
M
P
(
1− T
Tc
)−1/2
∝
(
1− T
Tc
)−1/2
. (111)
This result (111) that has been obtained in the case for the Maxwell-CS vortices in fact
agrees well to that with the result of the standard GL theory for type II superconductors
and indicates the onset of a second order phase transition near the critical point. Although
the qualitative behaviour of the coherence length does not change, the only difference
that appears here is in the numerical pre-factor where the effect of the CS coupling (κ)
is explicitly present in the coefficient (P) sitting at the denominator of that numerical
factor.
5.2 London equation
In this section we compute the magnetic penetration depth (δ) as well as the GL coefficient
(k) for the Maxwell-CS type vortices in (2+1) dimensions in the presence of a homogeneous
external magnetic field perpendicular to the two dimensional hyper surface. We perform
our analysis close to the origin x = 0 where one can effectively ignore the coupling between
the gauge field fluctuations and that of the scalar field.
Let us choose the following ansatz,
δAy(u, x) = ay(u)x. (112)
Substituting the above ansatz (112) in to (33), it is quite trivial to show that ay
satisfies the following equation namely,[
∂u
(
u2f(u)∂u
)− 2r2+Ψ2
u2
]
ay − 4br
2
+Hc2
u2
Ψ = 0. (113)
As we have done in the previous sections, we solve the above equation (113) considering
the following perturbative expansion,
ay = a
(0)
y + εTa
(1)
y +O(ε2T ). (114)
Now we need to know the corresponding εT expansion for the scalar perturbation b(u).
Substituting (114) in to (96) with the l.h.s equal to zero31, one can have the following
perturbative expansion for the fluctuation b(u) namely,
b = ψ1 +
√
εT b
(1) +O(εT ) (115)
Substituting (114), (115) and the εT expansion of the scalar field (Ψ) (see (89)) in to
(113) we arrive at the following set of equations,
∂u
(
u2f(u)∂u
)
a(0)y = 0
∂u
(
u2f(u)∂u
)
a(1)y −
2r2+ψ
2
1
u2
a(0)y −
4b(1)r2+Hc2
u2
ψ1 = 0. (116)
31The l.h.s turns out to be zero because of the fact that we are expanding around a small neighbourhood
of x = 0 for which eik.x ≈ 1.
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Solutions corresponding to (116) could be formally expressed as,
a(0)y = C(0) = const.
a(1)y = C(1) − 2C(0)
∫ u
0
du′′
(1− u′′3)
∫ 1
u′′
du′
u′2
ψ1(u
′)
(
ψ1(u
′) +
2b(1)(u′)Hc2
C(0)
)
(117)
where C(0) and C(1) are some arbitrary constants. At this stage our goal would be to solve
b(1)(u) perturbatively in the CS coupling (κ). This could be done by using the following
steps.
First of all note that in the neighbourhood of x = 0 the perturbations could be
expressed as,
at(u, k)e
ik.x → at(u)
c(u, k)eik.x → c(u). (118)
Using the above fact (118), from (93) one can note that the zeroth order fluctuations
satisfy the following equations namely32,
u2f(u)∂2ua
(0)
t +
8κu2f(u)
r+
Hc2∂uc(0) = 0
∂u (f(u)∂u) c
(0)(u) +
4κ
r+
Hc2∂ua(0)t = 0. (119)
One can go a step further in order to solve the above set of equations (119) perturba-
tively in κ namely,
a
(0)
t = a
(0)(κ(0))
t + κa
(0)(κ(1))
t
c(0) = c(0)(κ
(0)) + κc(0)(κ
(1)) (120)
which satisfy the following two equations,
u2f(u)∂2ua
(0)(κ(0))
t = 0
u2f(u)∂2ua
(0)(κ(1))
t +
8u2f(u)
r+
Hc2∂uc(0)(κ(0)) = 0. (121)
Finally substituting (115) in to the second equation of (93) one can note down the
equation corresponding to b(1) (near x = 0) which turns out to be,
Dbb(1)(u) + 2r
2
+a
(0)
t
u2f(u)
ϕψ1 − 2Hc2xa(0)y ψ1 = 0. (122)
As it is quite evident from (120) that a
(0)
t can be solved perturbatively in the CS cou-
pling (κ), therefore one may also write down a solution for the above equation (122)
perturbatively in κ namely,
b(1) = b(1)(κ
(0)) + κb(1)(κ
(1)) +O(κ2). (123)
32Consider the first and the last equations in (93) with k = 0 and Ψ = 0.
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where b(1)(κ
(0)) and b(1)(κ
(1)) satisfy the following set of equations namely,
Dbb(1)(κ(0))(u) + 2r
2
+ϕψ1
u2f(u)
a
(0)(κ(0))
t − 2Hc2xa(0)y ψ1 = 0
Dbb(1)(κ(1))(u) + 2r
2
+ϕψ1
u2f(u)
a
(0)(κ(1))
t − 2Hc2xa(0)y ψ1 = 0. (124)
Adding the two pieces in (117) from (114) we have,
ay(u) = C(0) + εT
[
C(1) − 2C(0)
∫ u
0
du′′
(1− u′′3)
∫ 1
u′′
du′
u′2
ψ1(u
′)
(
ψ1(u
′) +
2b(1)(u′)Hc2
C(0)
)]
+O(ε2T ).
(125)
In order to proceed further, as a next step we choose C(0) = Hc2 and C(1) = 0. With
this choice from (112) we get,
δAy(u, x) = δA
(0)
y (x)
(
1− 2εT
∫ u
0
du′′
(1− u′′3)
∫ 1
u′′
du′
u′2
ψ1(u
′)
(
ψ1(u
′) + 2b(1)(u′)
))
+O(ε2T )
≈ δA(0)y (x)
(
1− 2εTu
∫ 1
u′′
du′
u′2
ψ1(u
′)
(
ψ1(u
′) + 2b(1)(u′)
))
+O(ε2T ) (126)
where δA
(0)
y (x) = limu→0 δAy(u, x) = Hc2x.
Finally, using (32), (65) and (126) and considering our system close to the critical
point (T ∼ Tc) we obtain,
〈Jy(x)〉u→0 = −8piεTTc
3
δA(0)y (x)
∫ 1
0
du
u2
G(u, κ) +O(ε2T ) (127)
where,
G(u, κ) = ψ21(u) + 2ψ1(u)b(1)(κ
(0))(u) + 2κψ1(u)b
(1)(κ(1))(u). (128)
Before we proceed further, it is now time to explore the behaviour of the above integral
in (127) near the boundary of the AdS4. First of all note that near the boundary of the
AdS4 (for m
2 = −2) the scalar field has the following behaviour namely33,
ψ1 ∼ 〈O〉u2. (129)
On top of it ψ1 is perfectly regular near the horizon u = 1. All these facts suggest that
the integral above in (127) is perfectly well defined and yields a finite number.
Using all these facts, from (127) near the boundary of the AdS4 we have,
〈Jy(x)〉u→0 = −8piεTTc
3
〈O〉2δA(0)y (x)F (∆, κ) +O(ε2T ) (130)
where F (∆, κ) =
∫ 1
0
du
u2
G(u, κ) = F1(∆) + κF2(∆) where F1(∆) and F2(∆) are purely
some c numbers.
33Since we are close to the critical temperature, therefore 〈O〉 plays the role of the order parameter for
the boundary theory.
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It is quite interesting to note that Eq.(130) is remarkably identical to that of the so
called London equation namely,
J = − e
2
∗
m∗
ψ2A = −e∗nsA. (131)
One crucial point that has to be noted at this stage is the following: The gauge field
A that appears in the London equation above in (131) has two parts in it, one is the
spatial average of the microscopic gauge field and the other contribution comes from the
external source which may be regarded as some macroscopic gauge field. Since in the
holographic picture the gauge fields do not have any dynamics at the boundary, therefore
the gauge field (δA
(0)
y (x)) that is appearing in (130) should be strictly considered to be
the macroscopic gauge field for the Maxwell-CS vortices. The current that is generated
due to the external magnetic field at the boundary of the AdS4 eventually cancels out
the effect of the applied magnetic field itself. As a consequence of this one can in fact
reproduce London equation using the holographic techniques.
Comparing (130) and (131) the number density of the super fluid particles turns out
to be,
ns =
8piεTTc
3
〈O〉2F (∆, κ). (132)
From (132) the magnetic penetration depth (δ) turns out to be,
δ =
1√
ns
=
(
3
8piεTTcF (∆, κ)
)1/2
〈O〉−1. (133)
Finally using (111) and (133), the GL coefficient (k) for the Maxwell-CS type vortices
turns out to be,
k =
δ
ξ
=
(
3P
8MpiTcF (∆, κ)
)1/2
〈O〉−1. (134)
6 Summary and final remarks
In the present paper, based on the AdS4/CFT3 duality we have systematically addressed
the issue whether there could be a dual gravitational description for the abelian Chern-
Simons (CS) Higgs model that has been widely studied in (2 + 1) dimensions. In order to
answer this question we have tried to construct our theory based on an approach that is
quite similar in spirit to that of the standard Ginzburg-Landau (GL) approach for type
II superconductors. As a first step of our analysis, we have computed the electromagnetic
current associated with the Maxwell-CS Higgs vortices in (2+1) dimensions. It is observed
that the current could be expressed as a local function of the vortex solution in the closed
neighbourhood of the vortex [24],[31]. It is also found that apart from having the usual GL
piece the local form of the current also contains an additional correction term depending
on the CS coupling (κ).
In the next step of our analysis, we have reproduced this current based on the stan-
dard holographic prescription. In order to compute the current holographically we have
considered an abelian Higgs model coupled to gravity in AdS4 space time in the presence
of a θF ∧F term [44]. It has been observed that using this gravitational model one can in
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fact reproduce an identical local expression for the current that has been obtained for the
Maxwell-CS type vortices in (2 + 1) dimensions. This remarkable agreement motivates
us to claim that the gravitational theory mentioned above could be regarded as the dual
description for the Maxwell-CS type vortices that naturally emerges from the abelian CS
Higgs model in (2 + 1) dimensions. Finally, we have explored this duality a bit further
in order to compute the coherence length (ξ) as well as the GL coefficient (k) associated
with the Maxwell-CS type vortices in (2 + 1) dimension. It is observed that all these
entities exhibit almost identical qualitative features as that is found for ordinary type
II superconductors which suggests that the Maxwell-CS vortices are qualitatively quite
similar to that of the ordinary type II vortices.
Before we conclude this article, we would like to make some general comments regard-
ing the further applicability of the method that has been developed throughout this paper.
One immediate application could be the construction of a dual gravitational description
for the non abelian CS vortices. Hopefully using the machinery developed in this article
one would be able to construct a correct gravitational description that would eventually
give rise some meaningful expression for the current as well as the other relevant entities
for the non abelian CS vortices.
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Appendix
Calculation of j
(0)
i
From (24) we note that,
Ψ
(0)
1 = e
− x2
2ξ2 ϑ3(v, τ). (135)
Consider i = x for which the current turns out to be,
j(0)x = i
(
Ψ
(0)
1 ∇xΨ(0)†1 −Ψ(0)†1 ∇xΨ(0)1
)
− κ | Ψ(0)1 (x) |2 A(0)(κ
(1))
x +O(κ2). (136)
Consider the first term in the parenthesis namely,(
Ψ
(0)
1 ∇xΨ(0)†1 −Ψ(0)†1 ∇xΨ(0)1
)
=
ie
−x2
ξ2
ay
[
∂ϑ†3
∂v
ϑ3 + ϑ
†
3
∂ϑ3
∂v
]
=
ie
−x2
ξ2
ay
∂
∂v
(ϑ†3ϑ3). (137)
On the other hand,
∂
∂y
| Ψ(0)1 (x) |2= e−
x2
ξ2
∂
∂y
(ϑ†3ϑ3) =
e
−x2
ξ2
ay
∂
∂v
(ϑ†3ϑ3). (138)
Substituting (13), (137) and (138) in to (136) we finally obtain,
j(0)x = −yx∂y | Ψ(0)1 (x) |2 +κΠ(∆)yx∂y | Ψ(0)1 (x) |2 +O(κ2). (139)
Following the same steps as mentioned above one can also compute the y component
of the current namely j
(0)
y .
28
References
[1] S. K. Paul and A. Khare, “Charged Vortices in Abelian Higgs Model with Chern-
Simons Term,” Phys. Lett. B 174, 420 (1986) [Erratum-ibid. 177B, 453 (1986)].
[2] R. Jackiw and E. J. Weinberg, “Selfdual Chern-simons Vortices,” Phys. Rev. Lett.
64, 2234 (1990).
[3] D. P. Jatkar and A. Khare, “Peculiar Charged Vortices in Higgs Models With Pure
Chern-Simons Term,” Phys. Lett. B 236, 283 (1990).
[4] S. K. Paul and A. Khare, “Chern-simons Term by Spontaneous Symmetry Breaking
in an Abelian Higgs Model,” Phys. Lett. B 193, 253 (1987) [Erratum-ibid. B 196,
571 (1987)].
[5] R. Banerjee and P. Mukherjee, “Spin of Chern-Simons vortices,” Nucl. Phys. B 478,
235 (1996) [hep-th/9605226].
[6] J. Hong, Y. Kim and P. Y. Pac, “On the Multivortex Solutions of the Abelian Chern-
Simons-higgs Theory,” Phys. Rev. Lett. 64, 2230 (1990).
[7] Y. Kim and K. -M. Lee, “Vortex dynamics in selfdual Chern-Simons Higgs systems,”
Phys. Rev. D 49, 2041 (1994) [hep-th/9211035].
[8] L. -B. Fu, Y. -S. Duan and H. Zhang, “Evolution of the Chern-Simons vortices,”
Phys. Rev. D 61, 045004 (2000) [hep-th/0112033].
[9] M. Abou-Zeid and H. Samtleben, “Chern-Simons vortices in supergravity,” Phys.
Rev. D 65, 085016 (2002) [hep-th/0112035].
[10] J. H. Schwarz, “Superconformal Chern-Simons theories,” JHEP 0411, 078 (2004)
[hep-th/0411077].
[11] B. Collie and D. Tong, “The Dynamics of Chern-Simons Vortices,” Phys. Rev. D 78,
065013 (2008) [arXiv:0805.0602 [hep-th]].
[12] F. Navarro-Lerida, E. Radu and D. H. Tchrakian, “Non Abelian Chern-Simons-Higgs
solutions in (2+1) dimensions,” Phys. Rev. D 79, 065036 (2009) [arXiv:0811.3524
[hep-th]].
[13] D. Bazeia, E. da Hora, C. dos Santos and R. Menezes, “Generalized self-dual Chern-
Simons vortices,” Phys. Rev. D 81, 125014 (2010) [arXiv:1006.3955 [hep-th]].
[14] J. M. Maldacena, “The Large N limit of superconformal field theories and supergrav-
ity,” Adv. Theor. Math. Phys. 2, 231 (1998) [hep-th/9711200].
[15] E. Witten, “Anti-de Sitter space and holography,” Adv. Theor. Math. Phys. 2, 253
(1998) [hep-th/9802150].
[16] S. S. Gubser, “Breaking an Abelian gauge symmetry near a black hole horizon,”
Phys. Rev. D 78, 065034 (2008) [arXiv:0801.2977 [hep-th]].
29
[17] S. A. Hartnoll, C. P. Herzog and G. T. Horowitz, “Building a Holographic Supercon-
ductor,” Phys. Rev. Lett. 101, 031601 (2008) [arXiv:0803.3295 [hep-th]].
[18] S. A. Hartnoll, C. P. Herzog and G. T. Horowitz, “Holographic Superconductors,”
JHEP 0812, 015 (2008) [arXiv:0810.1563 [hep-th]].
[19] S. S. Gubser, C. P. Herzog, S. S. Pufu and T. Tesileanu, “Superconductors from
Superstrings,” Phys. Rev. Lett. 103, 141601 (2009) [arXiv:0907.3510 [hep-th]].
[20] J. P. Gauntlett, J. Sonner and T. Wiseman, “Quantum Criticality and Holographic
Superconductors in M-theory,” JHEP 1002, 060 (2010) [arXiv:0912.0512 [hep-th]].
[21] F. Denef and S. A. Hartnoll, “Landscape of superconducting membranes,” Phys.
Rev. D 79, 126008 (2009) [arXiv:0901.1160 [hep-th]].
[22] J. P. Gauntlett, J. Sonner and T. Wiseman, “Holographic superconductivity in M-
Theory,” Phys. Rev. Lett. 103, 151601 (2009) [arXiv:0907.3796 [hep-th]].
[23] M. Ammon, J. Erdmenger, M. Kaminski and P. Kerner, “Superconductivity from
gauge/gravity duality with flavor,” Phys. Lett. B 680, 516 (2009) [arXiv:0810.2316
[hep-th]].
[24] K. Maeda, M. Natsuume and T. Okamura, “Vortex lattice for a holographic super-
conductor,” Phys. Rev. D 81, 026002 (2010) [arXiv:0910.4475 [hep-th]].
[25] T. Albash and C. V. Johnson, “A Holographic Superconductor in an External Mag-
netic Field,” JHEP 0809, 121 (2008) [arXiv:0804.3466 [hep-th]].
[26] M. Montull, O. Pujolas, A. Salvio and P. J. Silva, “Magnetic Response in
the Holographic Insulator/Superconductor Transition,” JHEP 1204, 135 (2012)
[arXiv:1202.0006 [hep-th]].
[27] T. Albash and C. V. Johnson, “Vortex and Droplet Engineering in Holographic Su-
perconductors,” Phys. Rev. D 80, 126009 (2009) [arXiv:0906.1795 [hep-th]].
[28] M. Montull, A. Pomarol and P. J. Silva, “The Holographic Superconductor Vortex,”
Phys. Rev. Lett. 103, 091601 (2009) [arXiv:0906.2396 [hep-th]].
[29] D. Roychowdhury, “Vortices and supercurrent in AdS Born-Infeld gravity,”
arXiv:1403.0085 [hep-th].
[30] N. Banerjee, S. Dutta and D. Roychowdhury, “Chern-Simons Superconductor,”
arXiv:1311.7640 [hep-th].
[31] M. Cyrot, “Ginzburg-Landau theory for superconductors,” Rep. Prog. Phys. 36, 103
(1973).
[32] M. Tinkham. Dover. “Introduction to Superconductivity”, 2nd edition : New York
(1996).
[33] S. A. Hartnoll, “Lectures on holographic methods for condensed matter physics,”
Class. Quant. Grav. 26, 224002 (2009) [arXiv:0903.3246 [hep-th]].
30
[34] M. Reuter, “A Mechanism generating axion hair for Kerr black holes,” Class. Quant.
Grav. 9, 751 (1992).
[35] M. J. Duncan, N. Kaloper and K. A. Olive, “Axion hair and dynamical torsion from
anomalies,” Nucl. Phys. B 387, 215 (1992).
[36] G. Clement and D. Gal’tsov, “Bertotti-Robinson type solutions to dilaton - axion
gravity,” Phys. Rev. D 63, 124011 (2001) [gr-qc/0102025].
[37] R. Li and J. -R. Ren, “Holographic Dual of Linear Dilaton Black Hole in Einstein-
Maxwell-Dilaton-Axion Gravity,” JHEP 1009, 039 (2010) [arXiv:1009.3139 [hep-th]].
[38] M. Smolic, “Holography and hydrodynamics for EMD theory with two Maxwell
fields,” JHEP 1303, 124 (2013) [arXiv:1301.6020 [hep-th]].
[39] J. Sonner and P. K. Townsend, “Axion-Dilaton Domain Walls and Fake Supergrav-
ity,” Class. Quant. Grav. 24, 3479 (2007) [hep-th/0703276].
[40] J. -P. Derendinger, P. M. Petropoulos and N. Prezas, “Axionic symmetry gaugings
in N=4 supergravities and their higher-dimensional origin,” Nucl. Phys. B 785, 115
(2007) [arXiv:0705.0008 [hep-th]].
[41] S. Dubovsky, A. Lawrence and M. M. Roberts, “Axion monodromy in a model of
holographic gluodynamics,” JHEP 1202, 053 (2012) [arXiv:1105.3740 [hep-th]].
[42] H. Baer, A. D. Box and H. Summy, “Mainly axion cold dark matter in the minimal
supergravity model,” JHEP 0908, 080 (2009) [arXiv:0906.2595 [hep-ph]].
[43] H. Baer and A. D. Box, “Fine-tuning favors mixed axion/axino cold dark matter
over neutralinos in the minimal supergravity model,” Eur. Phys. J. C 68, 523 (2010)
[arXiv:0910.0333 [hep-ph]].
[44] G. Tallarita and S. Thomas, “Maxwell-Chern-Simons Vortices and Holographic Su-
perconductors,” JHEP 1012, 090 (2010) [arXiv:1007.4163 [hep-th]].
[45] A. Donos and J. P. Gauntlett, “Holographic striped phases,” JHEP 1108, 140 (2011)
[arXiv:1106.2004 [hep-th]].
[46] K. Maeda and T. Okamura, “Characteristic length of an AdS/CFT superconductor,”
Phys. Rev. D 78, 106006 (2008) [arXiv:0809.3079 [hep-th]].
[47] H. -B. Zeng, Z. -Y. Fan and H. -S. Zong, “Characteristic length of a Holographic
Superconductor with d-wave gap,” Phys. Rev. D 82, 126014 (2010) [arXiv:1006.5483
[hep-th]].
[48] H. -B. Zeng, Z. -Y. Fan and H. -S. Zong, “Superconducting Coherence Length and
Magnetic Penetration Depth of a p-wave Holographic Superconductor,” Phys. Rev.
D 81, 106001 (2010) [arXiv:0912.4928 [hep-th]].
[49] G. V. Dunne, “Aspects of Chern-Simons theory,” hep-th/9902115.
[50] P. A. Horvathy, “Lectures on (abelian) Chern-Simons vortices,” arXiv:0704.3220
[hep-th].
31
[51] P. A. Horvathy and P. Zhang, “Vortices in (abelian) Chern-Simons gauge theory,”
Phys. Rept. 481, 83 (2009) [arXiv:0811.2094 [hep-th]].
32
