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Abstract 
We present an OCR system for handling 
degraded documents, such as faxed text. The 
basic system utilizes the BBN BYBLOS OCR 
system, which uses a Hidden Markov Model 
(HMM) approach for training and recognition. 
To handle degraded documents, we present two 
approaches, which can be applied individually 
or jointly. In the first approach, we train the 
system on documents that exhibit the expected 
kind of degradation. For example, to perform 
OCR on fax documents, we train the system on 
fax data. In the second approach, the system 
performs unsupervised adaptation on each page 
to be recognized in such a way as to maximize a 
desired objective junction. Several objective 
junctions were attempted: Maximum Likelihood 
Linear Regression (MUR), Maximum a 
Posteriori (MAP), and Leave-One-Out MAP. 
We report on results using the above approaches 
on fax text images generated from the University 
of Washington English Image Database I. 
Applying adaptation techniques, in addition to 
training on fax, we have reduced the character 
error rate by a factor of three from the base 
condition. 
1 Introduction 
In earlier papers [6,8], we presented an HMM­
based OCR system referred to as the BBN 
BYBLOS OCR system in this paper, 
incorporating the BBN BYBLOS continuous 
speech recognition system. The BYBLOS OCR 
system uses a character model trained on a 
corpus of text images, a lexicon and a grammar. 
A brief review of the BYBLOS OCR system is 
provided in the following section. 
While our earlier papers reported on the 
performance of the BYBLOS OCR system on 
data from the University of Washington English 
Image Database I (UW corpus) [9], in this paper 
we present techniques for dealing with degraded 
documents within the framework of the 
BYBLOS OCR system. The accuracy of OCR 
systems is fundamentally dependent upon the 
quality of the scanned text image [3]. Common 
document processing operations such as faxing 
induce significant degradations in image quality. 
Part of the degradation is due to the low 
resolution scanning devices in fax machines and 
part of the degradation is from the printing 
process. Sometimes transmission noise adds to 
the degradation. While existing literature 
contains examples of algorithms for processing 
the degraded image to enhance quality [2], this 
paper focuses on mode:l-based techniques for 
handling the degradations within the OCR 
system. For our recognition experiments on 
degraded data we have used fax-degraded 
documents generated from clean documents in 
the UW corpus. 
The paper is organized as follows. In section 
2 we provide a brief review of the BYBLOS 
OCR system along with some background 
information. In section 3 we present recognition 
results using a model trained on degraded 
documents as well as the results obtained using a 
system trained on clean data. In Section 4 we 
discuss and demonstrate the use of adaptation to 
further improve recognition accuracy. A 
summary and conclusion in Section 5 follow 
this. 
2 System Overview 
This section gives a brief review of the BBN 
BYBLOS OCR system. For a more detailed 
description the reader is referred to [6]. A 
pictorial representation of the system is given in 
Fig. 1. In the figure, knowledge sources are 
depicted by ellipses and are dependent on the 
particular language or script. The OCR system 
components themselves are identified by 
rectangular boxes and are independent of the 
particular language or script. Thus, the same 
OCR system can be configured to perform 
recognition on any language. 
At the top level, the OCR system can be sub­
divided into two basic functional components: 
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trammg and recogmtIOn. Both, training and 
recognition share a common pre-processing and 
feature extraction stage. The pre-processing and 
feature extraction stage starts off by first 
deskewing the scanned image and then locating 
the positions of the text lines on the deskewed 
image. 
Figure 1: Block diagram ofBBNBYBLOS OCR 
system 
The feature extraction program computes a 
feature vector as a function of the horizontal 
position within a line, see Fig. 2. First, each line 
of text is horizontally segmented into a sequence 
of thin, overlapping, vertical strips called frames 
( one frame is shown in Fig. 2). For each frame 
we then compute a language-independent, 
feature vector that is a numerical representation 
of the frame. 
. Figure 2: Feature extraction on a line of English 
text 
The OCR system models each character with 
a multi-state, left-to-right HMM. Each state has 
an associated output probability distribution over 
the features. The number of states and the 
allowable transitions are system parameters that 
can be set. For our experiments we have used 
14-state, left-to-right HMMs with the topology 
shown in Fig. 3. Training is perfonned using the 
Baum-Welch or Forward-Backward algorithm, 
which aligns the feature vectors with the 
character-models to obtain maximum likelihood 
estimates of HMM parameters. 
Figure 3: Figure shows a 14-state, left-to-right 
HMM with self-loops and skips 
For our system the HMM parameters are the 
means and variances of the component gaussians 
in the gaussian mixture model of the state output 
probabilities, the mixture component weights 
and the state transition probabilities. On the 
other hand during recognition we search for the 
sequence of characters that is most likely given 
the feature-vector sequence and the trained 
character-models, in accordance with the 
constraints imposed by a lexicon and/or a 
statistical grammar. The use of a lexicon during 
recognition is optional but its use generally 
results in a lower Character Error Rate (CER). 
The lexicon is estimated from a suitably large 
text corpus. Typically the grammar (language 
model), which provides the probability of any 
character or word sequence, is also estimated 
from the same corpus. 
A significant advantage of HMM-based 
systems is that they provide a language­
independent framework for training and 
recognition. At the same time, they do not 
require the training data to be segmented into 
words or characters, Le., they automatically train 
themselves on non-segmented data. 
3 Training on Fax 
The most straightforward way to improve 
recognition perfonnance on degraded data is to 
train on data that has been subjected to a similar 
degradation process. In this section we present 
our results with fax-degraded data. 
3.1 Parallel Fax Corpus 
For our English OCR experiments we used data 
from the UW corpus. The UW corpus consists 
of 958 pages scanned from technical articles 
containing more than 11000 zones of text. For 
our experiments we randomly selected 95 zones 
for training and 36 zones for testing. To 
generate the fax-degraded documents, the 
selected documents from the UW corpus were 
first printed on paper. The printed images were 
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then faxed from one plain paper fax machine to 
another and the faxed images were scanned into 
bitmaps on the computer. The procedure used 
for generating the faxed data resulted in fax­
degraded training and test corpora that mirrors 
the clean data from the UW English database. 
Also, this design allows us to compare the 
recognition results on the degraded documents 
with the results on corresponding clean 
documents from the UW corpus. 
3.2 Fax Training Results 
In our fIrst set of experiments we trained the 
system using three different training data sets: 
clean data alone, fax data alone and a mixture of 
the clean and fax data. For each training 
condition we tested the system on both clean and 
faxed data. The output of the recognizer was 
compared with the reference transcriptions and 
the average character error rate (CER) was 
measured by adding the number of substitutions, 
deletions and insertions to obtain the total 
number of errors, and then dividing the total 
number of errors by the total number of 
characters in the reference transcriptions. The 
CER's for different training conditions are listed 
in Table 1. 
Table 1: Character Error Rates Under Different 
Training Conditions 
Training CER% 
(Clean Test) 
CER% 
(Fax Test) 
Clean Only 0.6 5.3 
Clean + Fax 0.6 2.7 
Fax Only 1.0 2.2 
For the model trained on clean data alone, the 
CER on the fax data, 5.3%, is about nine times 
higher than the CER on clean data, 0.6%. By 
training the system on the fax training data we 
were able to bring down the error rate on the fax 
test data from 5.3% to 2.2%. At the same time 
the CER on clean data increased from 0.6% to 
1.0%. With the aim of restoring the performance 
on clean data while maintaining the improved 
accuracy on the fax data we trained our system 
on a mix of the clean and fax training. Using 
this system we achieved a CER of 0.6% on clean 
data and 2.7% on faxed data 
The fact that a model trained on fax data 
alone yields a CER of 2.2% on the fax test set 
while the model trained on clean data alone 
yields a CER of 0.6% on the clean test set 
indicates that the recognition of fax documents is 
an inherently more diffIcult problem than the 
problem of recognizing clean documents. In the 
next section we discuss the use of powerful 
adaptation techniques to further improve the 
accuracy of recognition on fax-degraded 
documents. 
4 Adaptation 
Adaptation is the process of adjusting the 
parameters of an initial trained model so as to 
improve performance on a particular document. 
Adaptation techniques for HMMs have been 
used earlier by researchers in the speech 
community [4,5]. For example in speech 
recognition systems, a speaker-independent (SI) 
model is fIrst trained on speech data from many 
speakers. At recognition time, the SI model is 
then adapted to each speaker to better model the 
fIner variations for that particular speaker. 
Similarly for OCR, we can fIrst train a 
Document Independent (DI) model on data from 
many documents. We may then adapt the 
parameters of this DI model using adaptation 
data for a particular document in such a way as 
to improve the recognition accuracy for that 
document. 
Adaptation techniques can be broadly divided 
into two categories: supervised adaptation and 
unsupervised adaptation. In supervised 
adaptation the character transcriptions for the 
adaptation data are provided whereas in 
unsupervised adaptation' we fIrst use the DI 
model to recognize the document and then use 
the errorful, recognized text as the transcriptions 
for the adaptation data. Using the adapted model 
we can then recognize the document again, 
typically with higher accuracy. 
In the following we present a brief 
description of unsupervised adaptation using two 
popular objective functions, the Likelihood 
function and the, Posterior probability. The 
technique based on maximizing the Likelihood 
function of the adaptation data is referred to as 
the Maximum Likelihood Linear Regression 
(MLLR) technique while the technique based on 
maximizing the posterior probability of the 
adaptation data is referred to as the Maximum A 
Posteriori (MAP) technique. In both cases, the 
technique must deal with the fact that we do not 
have sufficient data to re-estimate all the 
parameters. 
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4.1 MLLR Adaptation 
The MLLR technique handles the data­
insufficiency problem by first segmenting the 
gaussians into a few distinctive sets and then 
inferring a shared transformation for all the 
gaussians in each set. In our MLLR adaptation 
program we only re-estimate the means of the 
gaussians. Thus, we do not re-estimate transition 
probabilities, mixture component weights or 
mixture component covariance's and these 
parameters take their values from the original 
model set. Mathematically the MLLR method is 
described as follows. 
A
m1lr = argmaxt,. P(XIA) 
where Ais the model parameter vector, X is the 
observation vector and Am1~ is the model 
parameter vector that maximizes the likelihood 
function, P (XIA). 
4.2 MAP Adaptation 
Unlike the MLLR technique, the MAP approach 
deals with the lack of data by incorporating prior 
information into the adaptation process. Usually 
the. ~rior knowledge is obtained from a prior 
trammg stage where prior distributions are 
estimated for the parameters that are to be 
adapted. The MAP technique infers a separate 
transformation for each gaussian in the model. 
Since a larger number of transformations are 
estimated, MAP adaptation typically requires 
more data than the MLLR technique. In addition 
the MAP technique also imposes the additional 
burden of training the prior distributions for the 
model parameters to be re-estimated. 
Mathematically the MAP procedure is 
described as follows, 
A 
map = argmaxt,. P (AI X) 
where Ais the unknown model parameter vector, 
X is the observation vector and A is the model map 
parameter vector that maximizes the posterior 
probability P (AI X). The Posterior probability, 
P (AlX), may be computed using Bayes' Law as 
follows: 
P(AIX)=P (XIA) P (A)/ P(X) 
and since the observation probability, P (X), is 
independent of A, we may rewrite the MAP 
equation as, 
A 
map = argmaxt,. [P (XIA) P (A) ] 
For any document, the resulting MAP 
adapted model is an interpolation between a DI 
model trained on data from many documents and 
the document dependent (DD) model trained on 
data from that particular document. The more 
adaptation data available for the particular 
document, the closer the MAP model is to the 
DD model. It is typical to have more adaptation 
data available in OCR than in speech. For 
example, while using OCR on a whole book or 
newspaper, a large amount of adaptation data 
becomes available in an incremental fashion. 
For our experiments we implemented adaptation 
for each text zone separately. 
4.3 Results with Adaptation 
For our first set of adaptation experiments we 
started off by using the model trained on the mix 
of clean and fax data as our Document 
Independent (D!) model. We performed a first 
pass of recognition using the DI model and used 
the recognition results of the first pass as input to 
the adaptation program. The results of the 
experiments are listed in Table 2. As can be 
seen from the figures in Table 2, MLLR is seen 
to be better than MAP adaptation; a conclusion 
that is counter-intuitive. A detailed analysis of 
the errors showed that the MAP adapted model 
tended to repeat the recognition errors made in 
the first pass of recognition, indicating that the 
MAP adaptation was overfitting the models to 
the adaptation data thereby memorizing the 
errors. To get over this problem we devised a 
different strategy, called the Leave-One Out 
MAP technique, for implementing MAP 
adaptation. In the Leave-One Out technique 
adaptation is done at the sentence ( just one line 
of text, in this context) level and the adaptation 
data consists of all the sentences except the one 
to be recognized. 
Table 2: Results of Using Adaptation Techniques 
on Fax Data 
Training Datal AdaptationCondition CER% 
(Fax) 
Clean + Fax / No Adantation 2.7 
Clean + Fax / MAP 2.5 
Clean + Fax / MLLR 2.2 
Clean + Fax / Leave-One-Out MAP 2.1 
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