stock price S t and its components under the risk-neutral measure are given by
where B s t and B v t each represent standard Brownian motion with correlation ρ. With the understanding that the price process applies to any stock n, we suppress the stock subscript on S t , V t and all structural parameters for brevity. The stock price process outlined in (1)-(2) can be explained in the following manner. At the outset, observe that the stock price drift is time-invariant r. Although the interest rate can be modeled as a stochastic process, existing evidence suggests that the impact of r on option prices is economically small.
Stock price process specified in (1) and (2) is composed of (i) continuously-sampled path process r S t dt + √ V t S t dB s t , and (ii) discontinuous-sample path (exp (x t ) − 1) S t dq s t . Apart from the standard Brownian motions, two types of jumps can affect stock price motion. Consistent with Merton (1976) , x t represents a percentage jump in the stock price at time-t and moves S t to S t exp(x t ) at some (Poisson) random time. Analogously, y t is a level-jump that changes volatility from V t to V t + y t (at some random time).
It is assumed that y t is exponentially, identically and independently, distributed, as in:
where µ y represents the mean-size of the volatility-jump distribution. As reasoned in Duffie, Pan, and Singleton (2000) , a two-sided volatility-jump specification is precluded for y t .
Such a requirement is necessary to preserve the positivity of V t . While other parametric distributions can be considered for y t , analytical solutions for the characteristic function of the state-price density are generally unobtainable. The exponential distribution nonetheless constitutes a robust class of one-parameter distributions to characterize volatility-jumps.
Observe that q s t and q v t are Poisson jump-counters which determine the probability of return-jumps and volatility-jumps over [t, t + dt] , respectively. From an option-pricing perspective, three jump-specifications are of broad relevance. One, the occurrence frequencies of return-jumps and volatility-jumps are independent with Prob[dq
4 Prob[dq
for constant arrival rate of return-jumps λ x ≥ 0. Likewise,
Prob[dq
for constant arrival rate of volatility jumps λ y ≥ 0. Two, one may assume the existence of only one jump-type -either in return or in volatility absent the other jump-type. For instance, option models analyzed in Merton (1976) , Bates (1996) and Bakshi, Cao, and Chen (1997) rely on return-jumps but omit volatility-jumps. Lastly, for its empirical and theoretical plausibility, one may assume simultaneous jumps in S t and V t . Let λ x,y be the arrival rate of correlated double-jumps. Assume x t and y t are independent of dq s t and dq v t for all t, and orthogonal to all sources of standard Brownian motion uncertainty.
To allow for simultaneous and correlated jumps in stock return and volatility, Duffie, Pan, and Singleton (2000) assume that
so the conditional distribution of return-jumps, x t , given volatility-jumps, y t , is drawn from a normal distribution with mean δ 0 + δ x,y y t and variance σ 
The economic effect of δ x,y is to introduce additional kurtosis in the risk-neutral density.
Suppose δ x,y < 0. Then, in theory, an upward-jump in volatility can cause a downwardjump in the stock price. The coefficient δ 0 is the component of return-jumps unrelated to volatility-jumps.
Consistent with the martingale property, the compensator E Q {(e xt − 1) dq s t } for expec-2 One possible extension is that the conditional variance of x t depends on y t . In an earlier version of this project we also considered an extended specification where x t | y t ∼ N δ x,y y t , σ 2 x,y y t . Our empirical exercises indicate that the option model derived under this assumption performs no better than that based on (8)-(9). For this reason, this extension is not pursued and omitted in the empirical sections.
tation operator E Q {.} is included so that the stock price drift equates to r. From (9) we note that the compensator takes the form λ x,y E Q (e xt − 1) = λ x,y (J xy Equation (2), when combined with (3), generalizes the volatility specification of Heston (1993) by incorporating orthogonal jumps in volatility. Under our assumptions the instantaneous return variance can be decomposed as:
where V is the portion of return variance V * t related to return-jumps; V t is the portion of return variance that is driven by both a diffusion-component and a jump-component.
Distribution of V t+τ conditional on V t depends on five parameters: κ v , θ v , σ v , µ y and λ y ,
where κ v and σ v are the speed of adjustment and the variation coefficient of the V t process.
The characteristic function, . The evidence presented in Eraker, Johannes, and Polson (2002) supports the existence of volatility-jumps in the physical index return distribution. Section 6.2 describes a maximum-likelihood procedure based on (12) and examines the possible misspecification of the volatility process across our sample of individual equities.
Structure of Double-Jumps and Distributional Implications
Before proceeding to option valuation, two points can be noted about the structure of return-jumps and volatility-jumps. First, the risk-neutralized jump parameters inferred 6 from options are not necessarily consistent with their physical counterparts. Second, jumps in return and volatility play distinct roles and have identifiable impacts on option prices.
To synthesize these ideas, consider an investor who wishes to hedge the risk of returnjumps of various sizes. If the stock price jumps, the jump-size is drawn from a distribution with physical density Φ [x] . Let λ x (λ x ) be the probability of return-jumps under the physical (risk-neutral) measure. Suppose the investor writes a contract that costs H x and provides a move-contingent payoff Z [x] . The optimization problem can be characterized as follows (ω represents the positioning and W is initial wealth):
The first-term accounts for the agent's utility absent return-jumps while the latter accounts for his utility if a return-jump occurs and there is compensation in the form of Z [x] .
Specifically when wealth jumps to W e x , there is protection in the form of Z [x] . Obeying standard optimization steps we arrive at the claim price
dx, where the risk-neutral probability of return-jumps and the risk-neutral density of return-jumps is respectively (U [.] is marginal utility):
and,
Φ
We are interested in the properties of λ x and Φ [x] as that is what we are modeling. To obtain analytical results, we make two assumptions. One, the utility function is
is gaussian with mean µ x and variance σ 2 x . Under these assumptions, it can be shown that the risk-neutral density of the return jump-size is (for some constant A 0 ):
, which is also distributed gaussian but with lower mean µ x ≡ µ x − γσ 2 x . The implication for optionpricing is that the higher the γ, the more pronounced is jump-fear under the risk-neutral measure. Analogous to the peso problem, this property of return-jumps is reflected as the left-skew of the risk-neutral return distribution. Based on (14)-(15), λ x implicit in options reflect how the likelihood of return-jumps are being priced:
For plausible parameter values, λ x > λ x and negative return-jumps can cause the riskneutral kurtosis to rise in response. Thus, the tendency of the physical jump distribution to have a negative mean will result in fatter left-tail of the risk-neutral distribution.
Determinants of risk-neutral probability of volatility-jumps depart fundamentally: explaining option prices require a positive mean volatility-jump size µ y instead of µ x < 0.
To see this, consider an option writer whose option portfolio loses value when volatility rises and is interested in purchasing protection against upward volatility-jumps. Since the option writer is short volatility, we specify
to maintain tractability). The optimization problem boils to (1−λ y )×(1−c γ µ y )+λ y . These results suggest that the option writer is willing to pay a higher premium for volatility-jumps when his hedging needs increase, and a rise in µ y translates into an even higher µ y (provided c > 0). In line with (2), a higher µ y raises the risk-neutral drift of V t and, in essence, elevates all option prices.
Characteristic Function and Double-Jump Option Model
Now we present the characteristic function of the state-price density and the option price based on the double-jump price process in (1)-(2). Define Ω ≡ {S t+τ > 0} and let 
It can be shown that the characteristic function is (see Duffie, Pan, and Singleton (2000) ):
where A(τ ; φ) and B(τ; φ) are presented in (35)- (36) of appendix A. The characteristic function of the state-price density is the primary building block for computing the riskneutralized probability elements that the option expires in-the-money.
Turning to option pricing, let C t (τ, K) (P t (τ, K)) denote the time-t price of the call (put) option with strike price K and τ -periods left to expiration. The option price is:
where the risk-neutral probability functions are given by:
where J(t, τ ; φ − i) is obtained by evaluating the characteristic function of the state-price density in (20) at φ − i. The European put price can be determined from put-call parity.
The option model derived in (21)- (23) extends existing models by incorporating simultaneous and correlated return-jumps and volatility-jumps under stochastic volatility (hereby, the DPS model). This added feature can potentially generate more negative skewness and excess kurtosis than may be feasible under a pure stochastic volatility model (i.e., Heston (1993)), or under a stochastic volatility model with return-jumps (i.e., Bates (1996) ).
The reason is as follows. Under a correlated jump structure, an upward volatility-jump is accompanied by a downward return-jump when δ x,y < 0. Thus, it has greater flexibility in achieving heavier left-tail without restricting the excess kurtosis of the risk-neutral dis-tribution. From another angle, the double-jump parameterization can characterize excess kurtosis without forcing more negative skewness. This modeling structure may prove less demanding in fitting observed option prices.
Special Cases and the Random Intensity Option Model
Under appropriate adjustments to the stochastic environment, the correlated double-jump model nests several option models. The first special case arises where return-jumps and volatility-jumps are independent with distinct intensities. The characteristic function of the state-price density is a solution to:
where the return-jump distribution to posited be of the form:
x . The resulting characteristic function -shown in (38)- (39) of appendix A -leads to an option model, which we abbreviate as the SVDJI model. There are three additional models:
• The stochastic volatility model proposed in Heston (1993) is a restricted case absent return-jumps and volatility-jumps (i.e., λ x = 0 and λ y = 0). This is the SV model;
• Setting λ y = 0 in (24), we get the characteristic function of the SVJ model examined empirically in Bakshi, Cao, and Chen (1997) and Bates (1996) ;
• Restricting λ x = 0 in (24) leads to the characteristic function of the SVJV model (Duffie, Pan, and Singleton (2000) ). This model only permits volatility-jumps.
Finally, Bates (2000) and Pan (2002) extend the SVJ model by allowing for random
10
The distinctive property of this model is that the probability of large moves is proportional to the level of volatility (λ 0 ≥ 0 and λ v ≥ 0). For completeness, the characteristic function is displayed in (41) of appendix A. We refer to this model as the RI model. Each option model is empirically analyzed in the precise form presented in this section.
The Sample of 100 Most Actively Traded Firms
For the empirical exercises, we appeal to a sample of calls and puts on 100 most active firms listed on the Chicago Board of Options Exchange (CBOE). From the Berkeley Options
Database consisting of all options listed in 1996, the initial sample is constructed by ranking firms on the basis of average daily volume in calls and puts across all strikes and maturities.
Guided by a concern about the lack of liquidity for some stock options, we limit our analysis on 100 most actively traded firms that also show trading activity for at least 200 days.
Presented by their ticker, the company name, and option volume in the first three columns of appendix B, the dispersion in the option volume distribution is substantial: the average daily option volume is 16,470 contracts for IBM but merely 350 for Gateway. These equity options are all American-style. The sample period is January 1 to December 31, 1996. Confining the analysis to out-of-money options with short-maturities can minimize the potential for early-exercise (e.g., Barone-Adesi and Whaley (1987) , and Canina and Figlewski (1993) ). Thus, we can apply (21) to our sample of individual equity options by treating them as being European.
To illustrate liquidity considerations behind our choice of short-term options, Table 1 reports daily average option volume. It is evident that long-term options constitute a small fraction of the total volume. Although trading volume in the > 90 days category appears comparable to that in the 60-90 days category, an unreported computation shows that volume is lower in each of the finer-partitioned categories (e.g., 90-120, 120-180, and > 180, days) . Among options of various maturities, the < 30 days category is the most active with 614 contracts traded per firm each day for calls and 406 for puts.
In contrast to S&P 500 index options, the out-of-money calls on individual equities generate more volume than puts. Both for calls and puts, the out-of-money options are also more active than near-money options. Finally, the combined volume in the out-of-money categories is larger than in-the-money categories.
We adjust the spot stock price for discrete dividends, which are collected from CRSP.
For each option contract with τ periods to expiration from time t, we obtain the present value of daily dividends D t by computing In what follows, our empirical study is based on option contract's closing quotes taken to be the bid-ask midpoint. Several tests are conducted to check the integrity of the quotes.
First, a call (or a put) that has Black-Scholes implied volatility higher than 200% or lower than 3% is excluded. Most of the unreasonable observations were calls (puts) erroneously recorded as being puts (calls). Second, to ensure that the spot price is recorded synchronously with its option counterpart, option quotes time-stamped later than 3:00 PM CST are eliminated. Third, we exclude options with less than 5 days to expiration to mitigate liquidity-related biases and those with prices lower than $0.125. Finally, 3% of option quotes not satisfying the arbitrage restriction,
Applying the filters to the 1.2 million sample left us with 232,248 option observations, where 49% (51%) of the observations are calls (puts). When partitioned by moneyness, respectively 66%, 17% and 17% of the observations correspond to < 0.94, 0.94-0.97 and 0.97-1.00. The sample also varies by option maturity, which is 28% for < 30 days options, 46% for 30-60 days options and 26% for 60-90 days options. Our sample is sufficiently broad to infer the economic impact of return-jumps and volatility-jumps on option prices.
Risk-Neutral Kurtosis and Model Misspecification
To explore the relationship between model misspecification and the properties of risk-neutral return distributions in the stock cross-section, we first focus on the nature of the mispricing associated with Black-Scholes. Our purpose is to investigate the extent to which crosssectional variations in Black-Scholes mispricing are related to the underlying risk-neutral skewness and kurtosis. This informal exercise can help guide the search on how option models can be modified to achieve the desired empirical performance.
To do this, we compute Black-Scholes implied-volatility by minimizing the daily sum-ofsquared dollar errors (calls and puts) by the choice of a single implied-volatility. Then, we use this implied volatility to price options on the next day. This pricing-error-calculation is done each day and for each stock. Our procedure produces Black-Scholes model errors in the cross-section of individual names. The following cross-sectional regression model is estimated each week:
where bs n is the n-th firm daily average of Black-Scholes percentage pricing-errors in a given week.
4 The percentage pricing-error is dollar error between the market and the BlackScholes price normalized by the market price.
While relating biases of Black-Scholes to skewness, denoted SKEW, and excess kurtosis, denoted KURTOSIS − 3, of the risk-neutral distribution, two empirical concerns arise.
First, we must select an appropriate option sample to test the regression specification in (28). Since out-of-money options are most informative about tail-moves, we fix maturity and group individual options separately into puts and calls. Another empirical concern is that risk-neutral moments are unobservable. While risk-neutral skewness and kurtosis 4 Although the results are qualitatively similar whether the dependent variable is bs n or | bs n |, we center attention on absolute-errors since there is a cancellation of pricing-errors. The dollar pricing-error measure is undesirable because options written on different stocks but with the same moneyness and maturity can have different prices. Hence, they may not be comparable in the cross-section.
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can be derived by appealing to a parametric stock price process, a model-free measure of tail-asymmetry and tail-size is more desirable and this measure is adopted from Bakshi, Kapadia, and Madan (2003) . Shown in (44) and (46) of appendix C, SKEW n and KURTOSIS n are recovered from out-of-money options of maturity less than 60 days.
Our implementation indicates that the risk-neutral kurtosis is substantial in the crosssection of 100 stocks: It has an average of 6.71 with 25th, 50th, and 75th percentile values of 5. 84, 6.70, and 8.06 . Consistent with our priors, the risk-neutral distributions are mildly left-skewed (relative to the market-index): the average skewness is -0.56 with 25th and 75th percentile values of -0.78 and -0.36. These patterns suggest that any well-specified option model must show the promise in fitting high kurtosis and mildly-negative skews.
Turning to the regression tests, we report regression coefficients 0 , 1 and 2 which are time-series pooled as in Fama and McBeth (1973) . Specifically, Table 2 reports (i) the average coefficient estimate, (ii) the t-statistic on the average coefficient calculated as the average coefficient divided by the time-series standard error of the coefficient, (iii) the average adjusted-R 2 , and (iv) the number of weeks that satisfy t(
For robust inference, the t-statistics of the weekly regression are based on White's heteroskedasticity-consistent estimator. In computing the standard error of the average coefficient, we use generalized method of moments (hereafter, GMM) to obtain the t-statistic using the Newey-West (1987) method to adjust for heteroskedasticity and autocorrelation.
Regardless of the option maturity, the Black-Scholes errors are negatively associated with skewness in the cross-section for puts and positively associated for calls. The negative 1 for puts has the interpretation that the more negative the skewness in the stock cross-section, the more pronounced is Black-Scholes mispricing. Furthermore, the positive coefficient for calls supports the notion that this group exhibits more (less) mispricing with positivelyskewed (negatively-skewed) risk-neutral distributions. Our results reveal that the effect of skewness on pricing-errors is more robust for puts than for calls. This can be gauged by the large number of individually significant 1 coefficients (especially medium-term puts).
Note that kurtosis has a strong impact on Black-Scholes misspecification with positive and lie between 0.42 and 7.71 for calls (significant for 2 out of 3 maturity categories). The strength of kurtosis is reflected in the highly significant weekly t-statistics for puts.
The next question we ask is: Between skewness and kurtosis, which moment is quantitatively more crucial in explaining the cross-section of pricing-errors? Since skewness and excess kurtosis may be correlated, two univariate regressions are estimated by respectively setting 1 ≡ 0 or 2 ≡ 0. The results suggest that kurtosis has greater explanatory power for Black-Scholes misspecification. Consider short-term put options: the R 2 of the bivariate regression is 20% versus 15% (8%) with kurtosis (skewness) alone. One possible explanation for this result is that skewness exhibits far less cross-sectional dispersion compared to excess kurtosis. For example, the cross-sectionally determined average coefficient-of-variation (standard deviation) for skewness is 1.43 (0.76) which is much less than 5.89 (2.58) for excess kurtosis. While adding risk-neutral skewness as an explanatory variable improves the goodness-of-fit of the regressions, omitting a role for excess kurtosis can cause greater model misspecification. Specifically return dynamics that permit the occurrence of large symmetric moves in the tails can help reconcile Black-Scholes model misspecification. In this sense, the cohort of stocks with the highest risk-neutral kurtosis poses the most significant hurdle to option-pricing models.
Model Estimation Procedure
In the remainder of this article, we focus on seven option models: (1) the Black-Scholes, (2) the stochastic volatility (SV), (3) the stochastic volatility with volatility-jumps (SVJV), (4) the stochastic volatility with return-jumps (SVJ), (5) the stochastic volatility with random intensity of return-jumps (RI), (6) the stochastic volatility with independent volatilityjumps and return-jumps (SVDJI), and (7) the stochastic volatility with correlated volatilityjumps and return-jumps (DPS). To determine whether model generalizations produce the desired improvement, many studies have chosen option prices to infer volatility and parameters (e.g., Dumas, Fleming, and Whaley (1998) , Rubinstein (1996), and Whaley (1982) ). We follow this tradition to estimate parameters and assess model performance.
Before we describe this estimation procedure, observe that recent innovations exploit the time-series of option prices and/or the stock price to estimate option model parameters.
Among other choices, such approaches include maximum-likelihood (Bates (2000) ), the simulated method-of-moments (Duffie and Singleton (1993) and Gouriéroux and Monfort (1996) ), the implied-state GMM (Pan (2002) ), the Monte-Carlo Markov Chain technique (Eraker, Johannes, and Polson (2002) ), and the EMM algorithm (Andersen, Benzoni, and Lund (2002) and Chernov and Ghysels (2000) ). Such estimation procedures may not be feasible in the individual equity context due to the lack of complete time-series of options with similar moneyness and maturity. Focus on the last three columns of appendix B that reports (i) the daily average number of calls and puts, and (ii) the fraction of days with at least one quoted near-money call (or put) defined as having moneyness between 0.97-1.0. Notice that near-money options are not available daily for the majority of firms. This outcome occurs due to two reasons. First, given the high volatility of individual stocks it is not uncommon for near-money options today to become in-the-money (or out-of-money) next day. Therefore, near-money options do not exist on some days. Second, individual firm options have far less moneyness-maturity combinations available: the daily average out-ofmoney calls and puts is 8 for our sample firms as opposed to 47 for SPX. To nonetheless check the robustness of model rankings with respect to an alternative estimation procedure, we apply simulated method of moment estimation procedure to SPX options for which there is complete time-series of option prices (details are provided in appendix D and Section 6.1).
Consider DPS model whose implementation requires the estimation of volatility V t and
be the market price of the option and O t (τ m , K m ; ϑ) its model price as determined by the DPS formula (21)-(23). We search for V t and ϑ to solve:
We implement (29) by combining all out-of-money puts and calls quoted within a week. For each stock, this step results in an estimate of the implied spot variance and parameters. The weekly estimation frequency offers two advantages. One, it enhances the degrees-of-freedom of the procedure by ensuring that M is sufficiently large relative to the dimensionality of ϑ. Next, performing the estimation every week is computationally less burdensome and it does not come at the expense of impairing model performance. We also estimate parameters daily for 10 firms with the largest number of observations and found the resulting model 16 errors comparable to those from the weekly estimation.
The logic of the non-linear least squares procedure in (29) is straightforward. For a given stock, option prices indexed by strikes reflect the pricing structure of various market-moves.
Our estimation procedure is comparable to the implied-volatility approach which is widely used by practitioners to implement Black-Scholes. Whether incorporating jump-attributes can reduce misspecification by making the tail properties of the return distribution more plausible is the focal point of our empirical comparisons.
Option Implied Distributions and Goodness-of-Fit
Panel A through G of Table 3 reports the cross-sectional average, the 25th and 75th percentile of estimated parameters and total volatility as well as the in-sample absolute percentage pricing-errors (denoted | |) and the Schwarz information criterion (denoted SIC) for each candidate model. As the parameters are reasonably stable, the reported values are obtained by first averaging the parameter over all weeks for a stock and then in the cross-section of 100 stocks. Our first objective is to gauge the extent to which option models are misspecified. The next objective is to characterize the mapping between the option-implied-parameters and the underlying risk-neutral distributions.
Examining the magnitudes of average | | across models shows that incorporating jumps is central to improving the goodness-of-fit. As reported, the | | of the DPS is 12.3%, the SVDJI 18%, the RI 12.8%, the SVJ 12.7%, the SVJV 15.9%, the SV 17.3%, and the BS 20.1%.
The slight superiority of the DPS over the RI and the SVJ is also confirmed by the 25th and 75th percentile breakpoints of the | | distribution, which are respectively 11.1% and 13.1%.
Recall that the DPS inherits the stochastic volatility feature from the SV, but additionally allows for correlated return-jumps and volatility-jumps. The performance results however demonstrate that volatility-jumps are less important than return-jumps. This conclusion can be drawn from different angles. First, while extending the SV to include return-jumps or volatility-jumps, there is a more significant reduction in | | by appealing to SVJ than to SVJV. Second, removing the feedback between volatility-jumps and return-jumps (i.e., δ x,y ≡ 0) deteriorates the in-sample fit considerably: the performance of SVDJI is much worse than that of DPS and SVJ. Finally, the BS is the most severely mispriced.
That DPS, RI, and SVJ are ahead of other models is further validated by the SIC crite-
), which rewards goodness-of-fit while penalizing overparametization. Note that the SIC of the DPS, the RI, and the SVJ are virtually similar but an order smaller than that of other models. When the four extra parameters in SV are accounted via SIC, the improvement from BS to SV is not large. Supporting the presence of return-jumps in the return distribution, there is a significant improvement in moving from SV to SVJ. According to the SIC yardstick, the SVDJI is the worst. Now focus attention on the nature of risk-neutral distributions implied by the option models. The DPS is the least restrictive in fitting negative-skews with the lowest ρ of -0.10 compared to SV, SVJV and SVDJI, where ρ can be as high as -0.31. Absent double-jumps, these models are able to accommodate high kurtosis only at the expense of forcing more negative ρ. The unwanted negative-skew levels have contributed to the dismal performance of these models relative to the DPS. 5 Gauged by both more reasonable levels of ρ and the lower magnitudes of | |, the price processes driven by return-jumps (i.e., RI and SVJ) appear less misspecified than alternatives based on volatility-jumps (i.e., SVDJI and SVJV).
Besides achieving the desired levels of negative-skew, the DPS model more effectively synthesizes the risk-neutral kurtosis. For instance, the parameters support the existence of jump-fears as evidenced by (i) δ 0 < 0 and δ x,y < 0 for DPS, and (ii) µ x < 0 for SVDJI, RI,
and SVJ. Panel A shows that the average δ 0 is -3% (25th percentile of -4% and 75% percentile of -1%) and the average δ x,y is -7.87 (25th percentile of -9.14 and the 75th percentile of -6.01). Therefore, the option markets indicate that the conditional mean of returnjumps is negatively related to volatility-jumps. Greater the size of the volatility-jump, the more negative is the return-jump and the higher the kurtosis the DPS model is able to generate. Realize it is this channel that allows the DPS to fit negative-skews and excess kurtosis without requiring implausible ρ (the role of σ v will be discussed shortly). Three other findings are of relevance. First, the average size of return-jumps conditional on y t is: (1996) , the implicit option estimates imply empirical moments of volatility that deviate from the time-series counterpart.
Option inferred volatility-jump parameters √ µ y and λ y are reasonable. Panel B and F of Table 3 shows that the average frequency of volatility-jumps is 2.43 and 1.36 for SVDJI and SVJV, respectively. When volatility jumps, the average-size is 4.4% for SVJV, 6.3%
for DPS, and 6.0% for SVDJI. As argued earlier, if there are volatility-jumps under the physical measure, then Radon-Nikodym theorem justifies volatility-jumps under the riskneutral measure. In a thought experiment to interpret √ µ y and λ y in light of (17)- (18), we measure physical volatility as squared daily demeaned-returns and volatility-jump as the change in volatility. Fixing a stock, an upward volatility-jump is classified in one of four groups: (µ, µ + σ], (µ + σ, µ + 2σ], (µ + 2σ, µ + 3σ], and > µ + 3σ, and likewise for downward volatility-jumps where µ (σ) represents the mean (standard deviation) of volatility changes.
Combining volatility-jumps across the 100 stock sample, we obtain the results in Table   4 . With 44.17% frequency the volatility-jumps are confined to the interval (µ, µ+σ] with an average-size of 2.12% (the square-root of volatility-jump). Next, with a frequency of 3.47% the volatility-jumps lie between (µ + σ, µ + 2σ] with an average-size of 6.34%. Moreover, with 1% frequency the volatility-jumps lie between (µ + 2σ, µ + 3σ] with an average-size of 7.58%. Comparing the structure of negative and positive volatility-jumps, we can see that the volatility-jump distribution is essentially symmetric. Although, as expected, the size of volatility-jumps and jump-frequency are lower under the physical measure relative to the risk-neutral counterpart (due to risk aversion), our findings reveal that the one-sided volatility-jump distribution may be overly simplistic. As articulated in Duffie, Pan, and
Singleton (2000), the one-sided volatility-jump specification is motivated by its technical tractability. Two-sided volatility-jump specification is a research direction worth pursuing.
Quantifying the Impact of Return-Jumps and

Volatility-Jumps
Our exercises have shown that the DPS model with negatively correlated volatility-jumps and return-jumps appears to be least misspecified and it improves the overall in-sample fitting compared to SV and BS. But, in-sample pricing superiority does not necessarily guarantee better out-of-sample performance as more complex models may not capture the underlying return dynamics. To safeguard against the impact of over-parameterization, existing studies have often appealed to out-of-sample metrics (e.g., Bakshi, Cao, and Chen (1997) and Dumas, Fleming, and Whaley (1998) ). Building on this out-of-sample theme, we address three related issues: (i) What is the economic role of double-jumps and the relative contribution of return-jumps and volatility-jumps in explaining option prices?; (ii)
How do option models with return-jumps and volatility-jumps perform across strikes and 
Economic Role of Double-Jumps
In the out-of-sample tests, we rely on previous week's parameters and previous day's volatility as inputs to compute the current day's model prices. As out-of-money calls are equivalent to in-the-money puts, concentrating on out-of-money options should not lead to a biased viewpoint of model ability. From a pricing perspective, we have the entire volatility curve ranging from deep out-of-money puts to deep out-of-money calls.
Although the magnitudes of Black-Scholes out-of-sample errors are well documented for index-options, little is known in comparison about the individual equity counterparts.
Since individual firm distributions are mildly-negatively skewed with high kurtosis, we may expect their pricing-errors to be qualitatively smaller than index-options. But, how small are they in practice? The first row of Table 5 reports the pricing results for BS as the respective average across 100 stocks for each moneyness-maturity category. Deep out-ofmoney options are most severely mispriced by BS with put pricing-errors more pronounced than calls regardless of their maturity. Fixing a moneyness-level, BS has difficulty pricing short-maturity options. For instance, short-term deep out-of-money puts show an average absolute-percentage pricing-error of 42% versus 34% for deep out-of-money calls. The mispricing is however not so serious for near-money options: the average absolute-error for short-term puts is 11% and 12% for calls with moneyness-levels between 0.97-1.0. 6 The substantial BS pricing-errors for short-term deep out-of-money puts implies that there is considerable room for modeling improvement.
With BS as the benchmark, consider the pricing-errors for short-term deep out-of-money puts for the other six models. As seen, the DPS is ranked first, the SVJ second, the RI third, followed by SVJV, SVDJI, SV, and BS. The DPS model performance is substantially better than the BS at all maturities for puts, but less pronounced for calls. For example, the DPS (BS) errors are 26% (42%) for short-term deep out-of-money puts compared to 27% (34%) for deep out-of-money calls. This ranking is largely preserved across other maturities, except in certain categories the SVJ is virtually indistinguishable from the DPS.
There is a maturity-bias for each model, with mispricing worst for short-term options and declining with maturity. Moreover, the DPS ability to generate peaked return-distributions is apparent by examining the fitting-errors for short-term options. The out-of-sample results demonstrate that correlated volatility-jumps and return-jumps rectify some of the pricing biases of the SV and SVDJI, particularly for puts.
Notice that all models are observationally equivalent for options with moneyness between 0.97-1.0 and for moneyness-levels higher than 0.94 but smaller than 0.97. The maximum improvement in this moneyness group is 2% between the DPS and any other option model.
Therefore, in contrast to index-options, model generalizations are unable to produce a large improvement for such type of options. There are two economic reasons behind this finding. One, near-money options are less sensitive to risk-neutral skewness. Two, the small negative-skews of individual stocks can mitigate the performance of the DPS versus other models. Fixing maturity, the DPS model may still result in a significant improvement as deep out-of-money options constitute about 50% of the total observations. The significance of the documented performance improvement is addressed in a later subsection.
As firms differ in the structure of return-jumps and volatility-jumps, we may expect Table 5 , (i) the extent of DPS improvement is now larger in the moneyness category of 0.94-0.97 and (ii) that the results for the average-firm tends to mask differences across option models. Finally, the closeness of the pricing results for the most negatively skewed firms (see Panel B) with the entire sample reinforces the conclusion that skewness is not as important an aspect as kurtosis. Therefore, developing jump-models that generate large kurtosis is a sensible direction for building individual equity option models.
To appreciate the sources of improvement, we appeal to a regression analysis to study the connection between model improvement and distributional characteristics. We run the cross-sectional regression each week with average improvement as the dependent variable:
where dps n is, for instance, the average weekly pricing-error for DPS and SKEW n and KURTOSIS n are the firm-specific skewness and kurtosis. Panel A of Table 7 reports the results for specification (30) with coefficients pooled across weekly estimates (the standard errors are based on GMM). The coefficient Ψ 2 is consistently positive with the effect of kurtosis stronger for puts than for calls. Specifically for options with remaining maturity less than 30 days, Ψ 2 is 1.25 for puts and 0.42 for calls. The positive Ψ 2 implies that the DPS produces a greater relative improvement for firms with high kurtosis. Likewise, the interpretation of Ψ 1 is that DPS generalization is beneficial for firms with more negative skews. That kurtosis is a critical source of improvement can be inferred from comparing the adjusted-R 2 from the full regression and the restricted regression with Ψ 1 ≡ 0. For example, the adjusted R 2 is 12% (9%) for the full (restricted Ψ 1 ≡ 0) regression for short-term puts and similarly for other type of options. Panel B of Table 7 shows that the working of jumps on option-model performance is robust in the cross-section of firms and for SVJ. To save space, discussion for other models is omitted. An overall lesson that can be drawn is that risk-neutral kurtosis is an important modeling entity for pricing individual equity options.
How robust is performance ranking with respect to estimation procedure? To accommodate this econometric concern, appendix D outlines the simulated method of moments 
Disentangling the Contribution of Return-Jumps and
Volatility-Jumps
One point warrants additional discussion: Which jump feature -volatility-jumps or returnjumps -is more relevant from empirical standpoints? Based on Tables 5 and 6, this question can be answered in two ways. First, one can compare the extent of the improvement when SV is generalized to SVJ versus when SV is generalized to SVJV. Recall that both models correct for weaknesses of the SV: SVJV extends SV to allow for exponentiallydistributed volatility-jumps while SVJ extends SV to allow for normally-distributed returnjumps. Among deep out-of-money puts and among the cohort of high kurtosis firms, we find that the incremental improvement with return-jumps is of a much higher-order. Specifically, in Panel A of Table 6 , the pricing-errors for SV, SVJV, and SVJ are 45%, 42%, and 30%
for short-term deep out-of-money puts.
Another way to judge the contribution of volatility-jumps is to evaluate the performance of SVJ and SVDJI. Notice that SVJ and SVDJI are equal in all respects, except that SVDJI incorporates independent volatility-jumps with two extra-parameters. Consistent with our previous finding, SVJ outperforms SVDJI in all the 16 categories. Taking out-of-money puts for the entire sample (high kurtosis firms) as an example, the fitting errors of the SVJ and SVDJI are respectively 28% and 34% (30% and 47%). In this case, adding more parameters to the option model causes greater model-misspecification by deteriorating its out-of-sample fit. Between return-jumps and volatility-jumps, the former is empirically more relevant than the latter.
The above result may have a simple explanation. As the working of (1)- (2) and (10) shows, return-jumps exert a first-order impact on both the option payoff and return variance.
Consistent with observed option prices, return-jumps induce downward jump-fears that bid-up the price of out-of-money puts relative to out-of-money calls and the likelihood of symmetric move in the tails can elevate the price of out-of-money options relative to nearmoney options. But, volatility-jumps can impact option payoff and return variance by only changing V t . In this sense, an upward volatility-jump can make options of all strikes more expensive -a feature not necessarily consistent with option prices.
Our finding that option models relying on return-jumps achieve better performance than those relying on volatility-jumps should not be interpreted to mean that V t is devoid of volatility-jumps. Both our Table 4 and likelihood-based results of Eraker, Johannes and Polson (2002) support jumps in physical volatility. The additional relevant issue that arises is whether jumps are present in the risk-neutral dynamics of V t and whether (2) is misspecified. To explore this point, we use the density of V t and maximize the log-likelihood function (Kendall and Stuart (1977) and Singleton (2001)):
where T is the number of weeks in the sample and J v (t, τ ; φ) is the characteristic function displayed in (12). The null-hypothesis λ y = µ y = 0 amounts to testing the absence of riskneutral volatility-jumps. We estimate {κ v , θ v , σ v , µ y , λ y } and compute L; next we impose λ y = µ y = 0, and recompute the log-likelihood as L * . The resulting likelihood ratio statistic
Relevant to this approach, Hansen (1992) has
argued that the LRT test may not be valid if certain parameters are unidentified. Notice from (12) that setting λ y = 0 implies Z(φ) = 0 and the y t distribution becomes irrelevant.
Thus, under the null hypothesis λ y = 0, µ y is an unidentified nuisance parameter and the same is true for λ y under the null hypothesis of µ y = 0. Hansen (1992) states that the assumptions behind the LRT test may still hold if the likelihood function is quadratic in the nuisance parameter.
To address the nuisance parameter problem, we follow the recommendation of Hansen (see also Das (2002) ) and varied µ y (λ y ) over a grid to determine if L is locally quadratic in µ y (λ y ). Our implementation with short-term at-the-money Black-Scholes implied volatility as a surrogate for risk-neutral weekly V t (the short-term at-the-money volatility is essentially insensitive to the choice of option model) reveals that the likelihood function is quadratic in each nuisance parameter for at least 84% of the firms. Indicative of a misspecified volatility process, the LRT statistics show that the null-hypothesis λ y = µ y = 0 is rejected for 55% of the firms. Thus, as argued, the small price-impact of volatility-jumps is due to the nature of the option-payoff function and a misspecified volatility specification. Volatility-jumps are useful insofar volatility-jumps induce further downward return-jumps.
Firm-Level GMM Tests
So far, our analysis has demonstrated that the out-of-sample pricing-errors of DPS are smaller than those from other models. An issue that remains is whether this model im-provement is statistically significant. To pursue this point, we rely on the time-series of pricing errors for each firm and present a GMM test to differentiate among models.
Consider two option-models, say BS and DPS, and define (Chernov and Ghysels (2000) ),
where the parameters µ bs and µ dps respectively represent the mean of daily absolute percentage pricing-errors for BS and DPS, and I t is the number of contracts on day t. We conduct two types of inference. First, based on the moment restriction E[f t µ bs , µ dps ] = 0, we investigate the null hypothesis µ bs = µ dps versus the alternative µ bs = µ dps . According to Hansen (1982) , this hypothesis can be tested by performing unrestricted and restricted GMM estimation forcing µ bs = µ dps . The test-statistic -the difference in the GMM criterion function between the restricted and the unrestricted estimations (multiplied by T)
-is asymptotically χ 2 (1)-distributed. For the calculation involving the constrained criterion function, we use distance matrix from the unconstrained estimation as is standard from Eichenbaum, Hansen, and Singleton (1988) . Second, we examine the null hypothesis µ bs = µ dps versus µ bs > µ dps using a one-sided t-test. This is done by setting µ bs = µ dps + µ * in (33) and equivalently testing if µ * = 0 versus the alternative µ * > 0. In each test, the Newey-West (1987) method is used to adjust for heteroskedasticity and autocorrelation.
The GMM estimation is done for three samples: puts, calls, and puts and calls combined.
For each sample and for each pair of models, we report three statistics in Table 8 : (i) the rejection rate (across 100 firms) for the null hypothesis that the average pricing-error from the two models is equal; (ii) the rejection rate for the one-sided test; and (iii) the average percentage reduction in absolute pricing-errors defined below with BS as the base-model:
The results can be summarized as follows. First, when BS is used as the base-model, the improvement is significant when jumps are added to the modeling framework. Adopting puts as an example, SVJV, SVJ, RI and DPS each lead to a 19%, 29%, 24%, and 31% reduction in pricing-errors versus 12% with SV. The equality of the pricing-errors between BS and DPS and the one-sided test are both rejected for 83% of the firms suggesting a 26 strong statistical improvement over BS.
Second, most generalizations to SV also provide economically and statistically significant performance enhancement. In particular, allowing for a richer stochastic structure beyond diffusive-volatility is worth the tradeoff in additional model complexity (except SVDJI which we omit). When SV is the base-model, DPS yields an average pricing-error reduction of 21%
for puts and the one-sided test is rejected for 76% of the firms. As seen, the double-jump generalization to SVJV is also justifiable on statistical grounds.
Third, the test comparisons reveal that RI does worse than SVJ. To fix ideas, note that average Λ t is -7.7% (-17.6%) for puts (calls) with one-sided rejection rate of 2% (0%).
Extending SVJ to allow for volatility-dependent intensity of the form λ 0 + λ v V t does not significantly alter model performance. Thus, the Bates (2000) and Pan (2002) result that state-dependent crashes play a role in explaining index-option dynamics need not generalize to individual firm options.
Fourth, DPS is statistically better than RI in every sample. In the case of calls (calls and puts), the equality of pricing-errors is rejected for 60% (61%) of the firms, with average Λ t of 13% (11%). As reported, the one-sided rejection rate is 74% with calls and puts.
Finally, based on the time-series of aggregated pricing-errors, our test statistics indicate that SVJ and DPS may be hard to differentiate statistically. With puts, the GMM test that the pricing-errors are identical is rejected with a frequency of 24% and the one-sided rejection rate is 20%, implying that for the majority of the firms there is little difference.
Concluding Remarks
Despite the theoretical distinction that individual equity risk-neutral distributions are less negatively-skewed with higher kurtosis relative to the market index, little has been documented about how option-models perform when applied to individual firm options. Prompted by this gap, this paper has presented and empirically assessed a family of double-jump option-models that admit stochastic volatility, return-jumps, volatility-jumps, or both jumptypes. Proposed by Duffie, Pan, and Singleton (2000) , this double-jump model allows return-jumps to be correlated with volatility-jumps and it nests many well-known option models. The first modeling feature makes it convenient to achieve fatter-tails without inducing more negative-skews, while the latter feature makes it feasible to investigate the relative contribution of volatility-jumps and return-jumps. Relevant to the tasks at hand, our theoretical characterizations show that the risk-neutral frequency of return-jumps can be more pronounced than its physical counterpart, and the mean of the return-jump distribution is generally negative implying that puts will be priced differently from calls. Providing an identifiable impact on option prices, positive volatility-jumps increase the value of both calls and puts.
To understand how return-jumps and volatility-jumps affect option prices in the firm cross-section, we examine the sample of 100 most actively traded firms listed on the CBOE.
Consistent with the presence of jumps, our cross-sectional tests find that Black-Scholes misspecification is primarily related to the kurtosis of the risk-neutral distribution. Based on option-implied distributions and goodness-of-fit statistics, the model estimation results
suggest that the double-jump option model with negatively correlated return-jumps and volatility jumps is the least misspecified. Intuitively, the correlated double-jump feature can internalize high kurtosis found in individual equity distributions without forcing high negative risk-neutral skews.
Overall, the pricing exercises lead to three key findings. First, return-jumps are a more important source of risk-neutral kurtosis than volatility-jumps: the option-model based on the volatility-jump generalization produces far less performance improvement than a corresponding generalization involving only return-jumps. In one extreme, generalizing the stochastic volatility with return-jumps option-model to include orthogonal volatility-jumps deteriorates its performance. Second, the double-jump model improves over the stochastic volatility with return-jump model for short-term deep out-of-money puts. Therefore, adding return-jumps to the stochastic volatility model leads to a first-order improvement with correlated volatility-jumps further enhancing performance for some type of options. Finally, the volatility-jump specification is missspecified and warrants additional modeling effort.
The model-free estimates of risk-neutral return skewness and kurtosis are based on Bakshi, Kapadia and Madan (2003) . Let R(t, τ ) ≡ log(S t+τ ) − log(S t ) and µ(t, τ ) ≡ E Q {R(t, τ )}. First, the risk-neutral skewness, SKEW, is given by:
and the risk-neutral kurtosis, denoted KURTOSIS, is
where
and the price of the cubic and the quartic contracts are
Finally,
Appendix D: Simulated Method of Moments Procedure for the DPS Model
For the SMM procedure, we partition the sample of puts and calls into 12 categories by moneyness (i.e., <0.94, 0.94-0.97, 0.97-1.00 ) and maturity (i.e., < 45 days and ≥ 45 days).
To control for changes in the stock price the option prices are scaled by the strike price, which leads to a time-series of scaled option prices in each moneyness-maturity category.
To simulate and estimate the DPS model (the procedure for other models is similar and omitted), we discretize the stock price and volatility as Gouriéroux and Monfort (1996) , we set M = 10.
Upon examining the 100 most actively traded firms, we realized that the lack of complete time-series limits the application of SMM to individual options (as already explained).
Because we have 12 complete time-series observations for SPX options, the SMM is implemented for SPX options to check the robustness of our results with respect to the estimation method.
Returning to the DPS model, let O j t (τ j , K j ; ϑ) and O j t (τ j , K j ) be the theoretical and observed option price of category j on day t.
and define the 12 disturbance terms
and the moment restrictions, E[g t (ϑ)] = 0. The SMM estimator of ϑ is obtained by min-
and W T is a weighting matrix. With ϑ determined via SMM, we back-out spot volatility, V t , each day by minimiz-
As in Bakshi, Cao, and Chen (2000) and Pan (2002) , our decision to concentrate on unconditional moment restrictions is motivated by two considerations. One, we wish to include a broad set of options classified by moneyness and maturity (jump-parameters may be more precisely estimated from out-of-money options). Two, we could augment the existing set of assets via conditioning information. However, it is often desirable to limit the number of orthogonality conditions relative to the number of parameters. For the most part, there is little consensus on the choice of instrumental variables. 2 
where SKEW n and KURTOSIS n are the risk-neutral skewness and kurtosis of firm n. Shown in the Appendix, these explanatory variables are obtained by spanning the third-moment and the fourth-moment payoffs, respectively. We report the average time-series coefficient values (over 52 weeks), the t-statistic of the coefficient as the average coefficient divided by the time-series standard error of the coefficient (in parenthesis). Since the regression coefficients are auto-correlated from one week to the next, the reported t-statistic is based on a first-order serial-correlation assumption.
. Each for 1 and 2 , 1 t>2 (1 t<−2 ) represent the number of weekly regression coefficients that are greater than 2 (less than < −2) when the t-statistics are computed using White's heteroskedastically consistent estimator. | | is the average absolute-pricing-error in %, and Cross-sectional average of daily absolute percentage pricing-errors in %. Define the percentage pricing error as the market price of the option minus the model price, divided by the market price. Fixing the moneyness and maturity, we compute the abolute pricing-error each day and for each firm. The reported pricing errors are obtained by equally-weighting observations in the cross-section each day, and then across all days. We present the results for calls and puts and for 9 moneyness-maturity categories. The pricingerror results are shown for (i) the Black-Scholes model (BS), (ii) the stochastic volatility model (SV), (iii) the stochastic volatility model with volatility-jumps (SVJV), (iv) the stochastic volatility model with return-jumps (SVJ), (v) the stochastic volatility model with random intensity of return-jumps (RI), (vi) the stochastic volatility model with independent return-jumps and volatility-jumps (SVDJI), and (vii) the stochastic volatility model with correlated return-jumps and volatility-jumps (DPS). All results are based on out-of-sample pricing-errors. The sample period is January 1, 1996 to December 31, 1996 and correspond to the 100 most actively traded firms on the CBOE. Cross-sectional average of daily absolute percentage pricing-errors in % for put options. Panel A (Panel B) presents the results for 10 firms with the largest excess kurtosis (negative skewness). The 10 most negative-skewed firms are represented by the following tickers: SQA, KM, CNC, COQ, MCD, S, CYQ, BBY, QQA, GSK. 10 firms with the highest excess kurtosis are represented by the following tickers: MCD, T, TOY, S, CY, KM, TXN, COQ, PEP, CO. The calculation of excess kurtosis and skewness is based on spanning the higher-moments (see the Appendix for the precise formula). Define the percentage pricing error as the market price of the option minus the model price, divided by the market price. Fixing the moneyness and maturity, we compute the abolute percentage pricing-error each day and for each firm. The reported pricing errors are obtained by equally-weighting observations in the cross-section each day, and then across all days. We present the results for calls and puts and for 9 moneyness-maturity categories. The pricing-error results are shown for (i) the Black-Scholes model (BS), (ii) the stochastic volatility model (SV), (iii) the stochastic volatility model with volatility-jumps (SVJV), (iv) the stochastic volatility model with return-jumps (SVJ), (v) the stochastic volatility model with random intensity of return-jumps (RI), (vi) the stochastic volatility model with independent return-jumps and volatility-jumps (SVDJI), and (vii) the stochastic volatility model with correlated return-jumps and volatility-jumps (DPS). All results are based on out-of-sample pricing-errors. The sample period is January 1, 1996 to December 31, 1996. is a variable that reports the percentage of days (among 253 days) on which t-statistics are in excess of 2 (less than -2). The t-statistic for the overall mean, t(η), is computed using a first-order serial correlation assumption for η 0,t . This exercise is only done for the SVJ and the DPS models since they are so far the best and to save on space. 
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