Forecasting has become a necessity in various fields. One of the companies that do the forecasting is PT. Angkasa Pura II -Sultan Iskandar Muda (SIM) International Airport. The amount of income, the number of aircraft movements, and the number of passenger movements are some of the interesting things to study from an airport. This kind of problem can be solved by Vector Autoregressive Integrated Moving Average (VARIMA) method. The variables involved in this data analysis can be modeled and forecasted. The analysis shows that the three variables studied tend to have a flat trend, where the amount of income, the number of aircraft movements, and the number of passenger movements has increased over time. The best model obtained is in the form of VARIMA (1,1,0) model. Percentage of forecast errors for income variables, aircraft movements, and passenger movements amounted to 14.028%, 11.003% and 13.330%, respectively.
Introduction
Forecast data has become a necessity for various interests. The data is usually used as a basis for designing a policy and decision to obtain more measurable results. Revenue is one of the important variables for forecasting, it also happens at PT. Angkasa Pura II, Sultan Iskandar Muda International Airport. The revenue of an airport can be obtained from several sources, such as the number of aircraft movements and the number of passenger movements.
There are several methods of forecasting. They are used according to characteristic of a data and ways. For illustration, SARIMA methods is an ARIMA developing which suitable for seasonal data [1] . Another example, decomposition method which has assumption that data consist of seasonal, cyclical, trend and error, so it forecasts future data with these components [2] . In the study, There are income variable, aircraft movements and passenger movements in the airport will be forecasted simultaneous, therefore this problem can be solved using the Vector Autoregressive Integrated Moving Average (VARIMA) method. The method can take into account data or data errors from the variables themselves and other variables at once. Therefore, the revenue contributing variables such as the number of aircraft movements and the number of passenger movements can also be made modeling and forecasting simultaneously for each of them.
Based on the description above, there are two purposes of this study. The first purpose is to get a forecasting model for income, the number of aircraft movements, and the number of passenger movements.The second is to predict the variables during three years in the future. This research is expected to be a reference in the design of policies in SIM airport, and can provide information about VARIMA modeling.
Materials

Time series data
Time series data is a data set of an observation Y over time. Data relating to this time period has its own analysis method, which is time series analysis. Time series data has characteristics in the form of dependence between data over time. This characteristic is usually owned by single variable data. But a time series data variable sometimes also has additional influences from other variables. This kind of problem can be overcome by analyzing the time series of multiple variables.
Stationarity
Stationarity is one of the requirements of time series data analysis. Stationarity will occur if there is no growth or decrease in data [3] . Data is expected to be horizontal on the time axis. Where data fluctuations are constantly around the average value, not time dependent, and have constant variance. Stationarity in time series data is two kinds, namely stationary in variance and stationary in mean. Stationarity in variance can be predicted through the BoxCox lambda value as in equation (1) [4] . Data is said to be stationary in variance if λ = 1. But if λ ≠ 1 then there is a problem of data stationary in variance. This problem can be overcome through power transformations.
where S (λ; z) is the sum of squares of errors from z λ and z is the normal standard form of variable Y.
The stationarity in mean can be tested using the Augmented Dickey Fuller (ADF) test. The ADF statistical values can be calculated by equation (2) [5] and the hypothesis for the test is as follows: H 0 : ρ = 1 (data contain unit root or data is not stationary H 1 : ρ ≠ 1 (data unit does not contain unit roots or data is stationary)
If the results are not stationary, then it can be overcome by differencing with formulas (3) [3] .
Vector autoregressive integrated moving average (VARIMA)
This VARIMA model can be applied to identify relationship between the observations and their errors in the previous time period. This method is also able to make model of data with mean stationary problems. The following is a mathematical formula for the VARIMA model [6] .
Diagnostic model parameters
Diagnostic model parameters include two stages, namely the suitability of the model and the test of significance parameters. Suitability of the model can be proven through white noise testing and error normality testing. White noise statistics can be calculated by equation (5) [7] . The hypothesis formulation is as follows:
H 0 : = 0 (galat white noise) H 1 : ≠ 0 (galat tidak white noise).
; = 0, 1, … , and k is the number of covariance matrix lags from errors, and T is the number of observations (t = 1,2, ..., T). The statistic corresponds to the distribution 2 with degree of freedom (k-p-q).
Normality error was tested by the Mardia test as in equation (6) Testing the significance of model parameters can be measured through the t test (7) . This test is done by knowing the significance of the parameters in the model. The following hypothesis for the test.
H 0 : θ , = 0(parameter not significant)
where θ , is an estimate for the parameterθ , .
Prediction accuracy measures
The level of accuracy of each forecast can be measured by measuring the accuracy of forecasting. Measuring instruments that can be used for measuring the accuracy of forecasting are as follows [3] . a. Mean Absolute Error (MAE)
(10)
Airport revenue contributors
The income data used in this study include total income from the income of aeronatics services and income from non-aeronautical services. However, the Airport revenue forecasting modeling only involves contributing factors to revenue from aeronatics services only, in the form of the number of aircraft movements and the number of passenger movements. The explanation for the two variables is as follows.
a.Number of aircraft movements
The aircraft movement variables used in this study include all movements of aircraft that land on SIM airports, both the movements of civilian and military aircraft and both domestic and foreign aircraft movements. The data is in the form of the total movement of aircraft landing, both who arrive and depart for each month. b. Number of passenger movements
The passenger movement variables analyzed in this study are the total movements of airplane passengers at the SIM Airport. The number of passenger movements includes the number of movements of passengers who arrive and depart for each month. The number of passenger movements also includes domestic and international passengers.
Methods
The data used in this study is monthly from January 2010 to December 2016. The data is obtained from PT. Angkasa Pura II Branch Office of Sultan Iskandar Muda International Airport (SIM), Aceh. There are three variables analyzed, namely the amount of income, the number of aircraft movements, and the number of passenger movements. The data used in this study is divided into two parts, namely training data and testing data. Training data is used to build forecasting model. The training data in this study are in 3.5 years of data, from 2010 to mid-2013 or 42 observations. While testing data is used to measure the ability of the model in forecasting. The testing data also consists of 42 observations which are data from July 2013 to December 2016. The method used in this study is the Vector Autoregressive Integrated Moving Average (VARIMA). Figure 1shows the plot of the time series data for the three variables used.The three data patterns in Figure 1 have almost the same pattern. The three variables tend to have a trend pattern, the three variables have a sharp trend in the final period or around 2016. The similarity of data patterns make the VARIMA method is applied for data analysis of the three variables. while the VARIMA modeling stages are as follows. 
Results and Discussion
a. Stationary testing
The stationarity tested is two, namely stationary in variance and stationary in mean. Stationarity testing in variance is done using BoxCox Lambda. Table 1 shows that there is no variable that has a lambda = 1 or that has been stationary, so that all variables must be transformed. The transformation carried out in the form of power transformation. The following is a transformation and the lambda value obtained. After the transformation is done, the data becomes stationary. This is known from the lambda value in Table 2 , where all lambda values for each variable are close to 1. The next step is to test stationarity in the mean. Stationarity is tested on average using the Augmented Dickey Fuller Test (ADF). The results obtained are as follows. Table 3 shows that there is one variable that has been stationary, namely the variable Y 3 . This can be seen from the p-value held smaller than alpha (0.01 <0.05). While variables Y 1 and Y 2 are not stationary, where p-value > alpha (0.1> 0.05 and 0.233> 0.05). The variable that is not stationary can be modified by differencing. The results obtained are in the form of stationary data with only one differencing time.
b. Estimation and testing of parameters and model diagnostics After parameter estimation is done for several models, only the VARIMA (1,1,0 ) model can be estimated by its parameters. The next step is to do a diagnostic model that includes white noise test and error normality test. The results obtained for both tests are as follows. Table 4 shows that the VARIMA (1,1,0) model meets the requirements for error error and white noise. This was decided based on p-value> alpha (0.05) for the two tests. Therefore, the VARIMA (1,1,0) model is suitable for forecasting. Furthermore, the model is tested by parameters. The results obtained are as follows. A parameter is said to be significant if p-value <alpha (0.05). Table 5 shows that there are two parameters that are significant, namely 1 * 1 and 3 * 3. This shows that only these two parameters affect the model. The VARIMA (1,1,0) model can be written as follows. The three equations can be used for forecasting each variable.
c. Measurement of forecast accuracy There are three measuring instruments used in measuring the accuracy of predictions, namely Mean Square Error (MSE), Mean Absolute Error (MAE), and Mean Absolute Percentage Error (MAPE). The results for these measurements are as follows. d. Data forecasting The forecast results obtained from the best models are as follows: The following is a visualization of forecast data Table 7 . In general, the forecasting model obtained follows the movement of the actual data, see Figure 2 . However, some forecast data points appear far from the actual data. This may be influenced by the randomness factor composition in the data. While forecast data for the next 12 periods form a fluctuating pattern. Forecast data has increased and decreased over time. The highest fluctuations occur in the variable Y 1 forecast data or income, while the forecast data for Y 2 variable or the number of passenger movements experiences the lowest fluctuations compared to the other three variables.
