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Abstract
A Rodrigues-type representation for the second kind solutions of a second-order di(erential equation of
hypergeometric type is given. This representation contains some integrals related with relevant special func-
tions. For these integrals, a general recurrence relation, which only involves the coe:cients of the di(erential
equation, is also presented. Finally, an extension of the Rodrigues type representation for the second solution
of a second-order di(erence equation of hypergeometric type is indicated.
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1. Introduction
The hypergeometric-type di(erential equation is a second-order homogeneous di(erential equation
with polynomial coe:cients of degree not exceeding the corresponding order of di(erentiation, i.e.
(x)y′′(x) + (x)y′(x) + y(x) = 0;
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where (x) and (x) are polynomials of degree at most two and one, respectively, and  is a
constant. Given a nonnegative integer n, the above di(erential equation has a unique polynomial
solution u1(x) = Pn(x) of degree exactly n if and only if
= n =−n
(
′ +
(n− 1)′′
2
)
(1)
and n = m for m= 0; 1; 2; : : : ; n− 1.
We shall denote by u1(x) and u2(x) two independent solutions of the di(erential equation
L[y] := (x)y′′(x) + (x)y′(x) + ny(x) = 0; (2)
where n is given in (1).
These solutions contain a large quantity of special functions, the most important being linked to
hypergeometric functions rFs, (06 r6 2; 06 s6 1).
The “integrating factor” %(x) of (2) is solution of the Pearson di(erential equation
d
dx
((x)%(x)) = (x)%(x): (3)
The existence of %(x) satisfying (3) allows to write (2) in the self-adjoint form
(%y′)′ + %y = 0 (4)
and generate a representation of the polynomial solution via the Rodrigues formula
u1(x) = Pn(x) =
1
%(x)
dn
dxn
(n(x)%(x)): (5)
Knowing one polynomial solution of (2) it is easy to build a linearly independent solution u2(x)
in many ways: using the technique of variation of constants [9], by an integral representation using
the Cauchy integral [7,11], or using change of variable in relevant hypergeometric functions [13].
These “ad hoc” constructions depend strongly of each particular situation and involve in general
an explicit knowledge of the Krst solution u1 = Pn(x). For instance, variation of constants gives
u2(x) = Pn(x)
∫
dx
(x)%(x)P2n(x)
(6)
and Cauchy representation allows to write the second solution in the form
Qn(x) =
1
%(x)
∫ b
a
Pn(s)
s− x %(s) ds; x ∈ (a; b); (7)
usually called function or solution of the second kind [18].
The aim of this work is to give an extended Rodrigues-type representation of the second solution
of (2), assuming that there exists a unique polynomial solution of (2) of degree exactly n, which
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allows to write the general solution, y(x) of (2) as follows (see Theorem 2.3):
y(x) =
C1
%(x)
dn
dxn
(%(x)n(x)) +
C2
%(x)
dn
dxn
(
%(x)n(x)
∫
dx
%(x)n+1(x)
)
; (8)
in which there only appear the functions (x), %(x) solution of the Krst-order equation (3), and C1,
C2 are arbitrary constants.
The idea consists of generalizing a work already done in case of the Legendre equation (%(x)=1)
[15] building and solving Krst the second-order hypergeometric di(erential equation satisKed by
n(x) = (x2 − 1)n. Also, in the Hermite case ((x) = 1) the second solution was also represented in
[2] as in Eq. (8).
It is important to mention here that the most common presentation in the literature of the second
kind solution is given as in (7). Nevertheless, in this paper we shall study the function NQn(x) deKned
by
NQn(x) =
1
%(x)
dn
dxn
(
%(x)n(x)
∫
dx
%(x)n+1(x)
)
; (9)
which is a representation as an extended Rodrigues formula of the second independent solution of
(2). We shall obtain the relation between these two functions Qn(x) and NQn(x) from their asymptotic
behaviour, in the Jacobi, Laguerre and Hermite cases.
Moreover, let us note that the Krst associated orthogonal polynomials [11]
R(1)n−1(x) =
∫ b
a
Pn(x)− Pn(s)
x − s %(s) ds; (10)
being linked to the second solution in the form (7) can, therefore, be also represented by a
Rodrigues-type formula.
The structure of the paper is as follows: In Section 2 we present the Rodrigues-type representation
for the general solution of the hypergeometric type equation. In Section 3 the relation between the
functions Qn(x) and NQn(x), deKned in (7) and (9), respectively, is given for the classical weights
of Jacobi, Laguerre and Hermite. In Section 4 we obtain a recurrence relation for the integrals
appearing in the Rodrigues-type representation, solving this recurrence relation and giving some
explicit examples. In Section 5 a representation of NQn(x) in terms of sums of derivatives of (x)
and
∫
dx=(%(x)(x)) is presented. From these results, a Rodrigues-type representation for the Krst
associated polynomials is given in Section 6. Finally, in Section 7 an extension of the Rodrigues-type
representation for the general solution of a second-order di(erence equation of hypergeometric type
is indicated.
2. Rodrigues-type representation for the general solution of the hypergeometric-type equation
Let us consider the hypergeometric-type di(erential equation (2) and also the second-order di(er-
ential equation built from the formal adjoint L∗ of L:
L∗[z] = (x)z′′(x) + (2′(x)− (x))z′(x) + (n + ′′(x)− ′(x))z(x) = 0: (11)
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The integrating factor of (2) is %(x), solution of the di(erential equation (3) and the corresponding
integrating factor of (11) is
%∗(x) =
1
%(x)
; (12)
solution of the di(erential equation
((x)%∗(x))′ = (2′(x)− (x))%∗(x):
Note that, from (12) we have
(%∗(x))′
%∗(x)
+
%′(x)
%(x)
= 0:
First of all, let us recall a well-known result of ordinary di(erential equations [9]:
Lemma 2.1 (Variation of constants). Let us consider the second-order di:erential equation
y′′(x) + A(x)y′(x) + B(x)y(x) = 0 (13)
and let ui(x), i = 1; 2 be solutions of the above equation with
W (u1; u2) = u1u′2 − u2u′1 = 0:
The general solution of (13): y(x) = C1u1(x) + C2u2(x), with C1, C2 arbitrary constants, can be
written as
y(x) = C1u1(x) + C2u1(x)
[∫
e−
∫
A(x) d x
(u1(x))2
dx
]
:
Next, we derive a relation between the solutions of (2) and the solutions of (11).
Computation of L∗[%(x)y(x)], using (2) and (3) gives the following:
Lemma 2.2. L∗[%y] = %L[y] for all two times continuously di:erentiable functions y(x).
Finally, an extended Rodrigues formula for both solutions of (2) is stated.
Theorem 2.3 (Extension of Rodrigues formula). Assuming that
′ +
j
2
′′ = 0; j = n− 1; : : : ; 2n− 2; (14)
the general solution y(x) of Eq. (2) has the form
y(x) =
C1
%(x)
dn
dxn
(%(x)n(x)) +
C2
%(x)
dn
dxn
(
%(x)n(x)
∫
dx
%(x)n+1(x)
)
; (15)
where %(x) is a solution of Eq. (3), and C1, C2 are arbitrary constants.
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Proof. From Eq. (5), let us build Krst a second-order ordinary di(erential equation satisKed by
Yn(x) = %(x)n(x).
Since
(x)Y ′n(x) = {(n− 1)′(x) + (x)}Yn(x);
from the Krst derivative of the above expression, we get the following second-order di(erential
equation for Yn(x):
(x)Y ′′n (x) + {(2− n)′(x)− (x)}Y ′n(x) + {(1− n)′′ − ′}Yn(x) = 0: (16)
From Lemma 2.1, the general solution of (16) is
y(x) = C1%(x)n(x) + C2%(x)n(x)
∫
dx
%(x)n+1(x)
:
Since the di(erential equation (16) is hypergeometric, then the second-order ordinary di(erential
equation for the nth derivative of the above general solution, Un(x)=y(n)(x) is also hypergeometric,
provided that conditions (14) are fulKlled.
Easy computation gives after simpliKcation the equation L∗[Un]=0 in accordance with Rodrigues
formula. Therefore, from Lemma 2.2, the general solution of (2) (corresponding to n) is
y(x) =
C1
%(x)
dn
dxn
(%(x)n(x)) + C2 NQn(x);
where
NQn(x) =
1
%(x)
dn
dxn
(
%(x)n(x)
∫
dx
%(x)n+1(x)
)
: (17)
Note that the Wronskian, computed using (3), (5), and (17),
W (Pn(x); NQn(x)) =


1
(x)%(x)
; n= 0;
(−1)n n! ∏2n−2j=n−1(′ + j2′′)
(x)%(x)
; n¿ 1;
is always di(erent from zero if conditions (14) hold true, with an appropriate normalization [18] of
the polynomials Pn(x).
3. Link between second kind solutions
As we already mentioned in the introduction, the most common presentation in the literature of
the second kind solution of (2) is given as in (7). Nevertheless, in this paper we shall deal with the
function NQn(x) deKned in (9). Therefore, it is convenient to give explicitly the link between these
two representations in the three classical cases of Jacobi, Laguerre and Hermite.
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As it is well known, the integrating factor %(x) solution of (3) is also the weight function for the
corresponding orthogonal polynomial solutions, Pn(x), when %(x), positive, satisKes the boundary
conditions
xm(x)%(x)|x=a;b = 0; m= 0; 1; 2; : : : :
In such a case %(x) becomes the weight function on a support (a; b) linked essentially with the roots
of (x), in order to insure the existence of all moments
M (k) =
∫ b
a
xk%(x) dx; k = 0; 1; 2; : : : :
In what follows, we shall consider orthogonality weights %(x) such that their Krst moment M (0)
is always 1.
3.1. Jacobi solutions
Let us denote
QJn (x) =
1
%(!;")(x)
∫ 1
−1
P(!;")n (s)
s− x %
(!;")(s) ds; x ∈ (−1; 1)
and
NQJn(x) =
1
%(!;")(x)
dn
dxn
(
%(!;")(x)(1− x2)n
∫
dx
%(!;")(x)(1− x2)n+1
)
;
where P(!;")n (s) denotes the n-degree monic Jacobi polynomial and
%(!;")(x) =
#(!+ " + 2)
#(!+ 1)#(" + 1) 2!+"+1
(1− x)! (1 + x)"; !¿− 1; "¿− 1:
From the asymptotic behaviour of the second kind solution (7) as given in [11], we have in this
situation
QJn (x) =−
#(2 + !+ ")#(1 + !+ n)#(1 + " + n)#(1 + !+ " + n)
#(1 + !)#(1 + ")#(2 + !+ " + 2n)2
×22nn!(1 + !+ " + 2n) 1
%(x)xn+1
(
1 + O
(
1
x
))
; x →∞:
On the other hand, the asymptotic behaviour of the Rodrigues-type solution NQJn(x) can be computed
(as done in [15] for the Legendre case) giving
NQJn(x) =
(−1)nn!
(2n+ !+ " + 1)
1
%(x)xn+1
(
1 + O
(
1
x
))
; x →∞:
Comparison between these two behaviours gives the relation between the two solutions as
QJn (x) = &
J (n) NQJn(x)
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with
&J (n) = (−1)n+1 (2)2n #(2 + !+ ")#(1 + !+ n)#(1 + " + n)#(1 + !+ " + n)
#(1 + !)#(1 + ")#(1 + !+ " + 2n)2
:
3.2. Laguerre solutions
Let us denote
QLn(x) =
1
%(!)(x)
∫ +∞
0
L(!)n (s)
s− x %
(!)(s) ds; x ∈ (0;+∞)
and
NQLn(x) =
1
%(!)(x)
dn
dxn
(
%(!)(x)xn
∫
dx
%(!)(x)xn+1
)
;
where L(!)n (s) denotes the n-degree monic Laguerre polynomial and
%(!)(x) =
x!e−x
#(!+ 1)
; !¿− 1: (18)
The well known conPuence process between the Jacobi di(erential equation and the Laguerre one
[6,9] gives
lim
"→∞
(−"
2
)n−2
QJn
(
1− 2s
"
)
= QLn(s); n¿ 1:
And from this limit the following relation is obtained for the Laguerre case:
QLn(x) = &
L(n) NQLn(x)
with
&L(n) = (−1)n+1 #(n+ !+ 1)
#(!+ 1)
:
3.3. Hermite solutions
Let us denote
QHn (x) =
1
%H (x)
∫ +∞
−∞
Hn(s)
s− x %
H (s) ds; x ∈ R
and
NQHn (x) =
1
%H (x)
dn
dxn
(
%H (x)
∫
dx
%H (x)
)
;
where Hn(s) denotes the n-degree monic Hermite polynomial and
%H (x) =
e−x2√
)
:
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In this case,
QHn (x) = &
H (n) NQHn (x)
with
&H (n) = (−12 )
n−1:
4. Computation of several types of integrals
In this section we derive a Krst-order recurrence relation for the integrals appearing in the Ro-
drigues representation of the second solution. An explicit solution of the recurrence is given in terms
of the Krst integral. Moreover, some concrete examples related with Jacobi and Laguerre situations
are included.
4.1. Inde?nite integrals
Let us consider now the integrals In+1 appearing in the Rodrigues representation (17) of the second
solution, i.e.,
In+1(x) =
∫
dx
%(x)n+1(x)
; n¿ 0; (19)
in which %(x) is the solution of the Pearson equation (3) and (x) and (x) are polynomials of
degree at most two and one, respectively.
Proposition 4.1 (Recurrence for the integrals In): There always exist constants An, Bn and Kn such
that the recurrence relation
In+1(x) =
An′(x) + Bn
%(x)n(x)
+ KnIn(x); n¿ 1 (20)
holds true.
Proof. The derivative of this recurrence gives, after easy simpliKcations, the following link between
the three constants An, Bn and Kn:
1 = An′′(x)(x)− (An′(x) + Bn)((n− 1)′(x) + (x)) + Kn(x):
If we denote (x) = ax2 + bx + c and (x) = px + q, the above equation yields
a(Kn + aAn(6− 4n)− 2Anp) = 0;
bKn − (Anb+ Bn)p− 2a(Bn(−1 + n) + An(−3b+ 2bn+ q)) = 0;
−1 + cKn − Bn(b(−1 + n) + q) + An(2ac − b(b(−1 + n) + q)) = 0;
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which solution is given by
An =
2a (n− 1) + p
2/n
; Bn =
bp− 2aq
2/n
; Kn =
(2a(n− 1) + p)(a(−3 + 2n) + p)
/n
;
where
/n = aq2 + p(cp− bq)− p(b2 − 4ac)(n− 1)− a(b2 − 4ac)(n− 1)2:
Iteration of the above recurrence (20) gives the following relation in terms of the Krst integral
I1(x):
In+1(x) =
1
%(x)

An′(x) + Bn
n(x)
+
n∑
j=2
(∏j
l=2 Kn+2−l
)
(An+1−j′(x) + Bn+1−j)
n+1−j(x)


+

 n∏
j=1
Kn+1−j

 I1(x); (21)
where An, Bn and Kn were already explicitly given. For the di(erents weights %(x) solution of (3),
I1(x) is related with some relevant special functions as the incomplete Beta function, the incomplete
Gamma function, the exponential integral or the error function [1,7,11].
4.2. Examples
(1) Jacobi case: The coe:cients of the recurrence relation (20) are
An =
−(!+ " + 2n)
8(!+ n)(" + n)
;
Bn =
(" − !)
4(!+ n)(" + n)
;
Kn =
(!+ " + 2n− 1)(!+ " + 2n)
4(!+ n)(" + n)
:
Then, expression (21) giving In+1(x) in terms of I1(x) reads as follows:∫
dx
(1− x)!+n+1(1 + x)"+n+1
=
1
(1− x)!+n(1 + x)"+n
{
" − !+ (" + !+ 2n)x
4(!+ n)(" + n)
+
n∑
j=2
(−(2n+ !+ " + 1))j−1 #(j) (−(!+ ")=2− n)j−1
(−!− n)j−1(−" − n)j−1(1− x2)1−j
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×
(
" − !+ (2 + " + !− 2j + 2n)x
4(1 + !− j + n)(1 + " − j + n)
)}
+
(
(−(2n+ !+ " + 1)=2)nn!(−(!+ ")=2− n)n
(−!− n)n(−" − n)n
) ∫
dx
(1− x)!+1(1 + x)"+1 ;
where (A)k = (A)(A+ 1) · · · (A+ k − 1) ((A)0 = 1) stands for the Pochhammer symbol. On the
other hand, the integral In+1(x) can be written in terms of the incomplete Beta function [1].
The recurrence relation (20) for these integrals has been obtained in [14, 1.2.52(6)] in the
case ! = " (Gegenbauer) when ! and " are nonnegative integers. Moreover, when ! = " = 0,
relation (20) has been derived in [8, 2.149(2)]. As for the integrals, let us mention that the
Chebyshev case (! = " = − 12) has been considered in [14, 1.2.43(9–10)], a particular case of
the Gegenbauer weight appears in [14, 1.2.52(6)], and for != "∈N the results already appears
in [8, 2.149(3)].
Finally, we would like to note that when the parameters ! and " are not integer these recur-
rences do not seem to be known (to the best of our knowledge). Of course, all these integrals,
including the ones related to the Jacobi case can be written in terms of the incomplete beta
function as indicated before.
(2) Laguerre case: The coe:cients in the recurrence relation (20) are
An + Bn =−Kn =− 1!+ n :
Clearly, in this case a recurrence relation between the incomplete gamma functions could be
obtained. Moreover, for ! nonnegative integer, the relation (20) as well as the explicit expression
for the integral are given in [8, 2.324(1–2)].
Remark 1. In the Hermite case, since (x) = 1 the integral In(x) does not depend on n, so no
recurrence formula appears.
5. Representation of second kind solutions
In this section a representation of the solution of the second kind NQn(x) deKned in (9) in terms
of sums of derivatives of %(x)I1(x) is given. An example related to Laguerre case is also presented.
5.1.
Let us consider the following product:
Zn(x) = %(x)n(x)In+1(x);
involving In+1(x) deKned in (19), assuming the conditions (14). Then, as a straightforward conse-
quence of (20), Zn(x) satisKes the following recurrence relation
Zn(x) = An′(x) + Bn + Kn(x)Zn−1(x); n¿ 1;
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and therefore,
Zn(x) =An′(x) + Bn +
n∑
j=2
Cj(An+1−j′(x) + Bn+1−j)j−1(x)
+

 n∏
j=1
Kn+1−j

 n(x)Z0(x);
where
Cj =
(
j∏
l=2
Kn+2−l
)
and Z0(x) = %(x)I1(x):
Thus, we get the following representation of the second kind solutions in terms of the coe:cients
An, Bn and Kn already given in Section 4, and of sums of derivatives of (x) and Z0(x)= %(x)I1(x),
NQn(x) =
1
%(x)
dn
dxn
(
%(x)n(x)
∫
dx
%(x)n+1(x)
)
=
1
%(x)
dn
dxn
(Zn(x))
=
1
%(x)
n∑
m=0
n∑
j=2
(
n
m
)
Cj
dm
dxm
(An+1−j′(x) + Bn+1−j)
dn−m
dxn−m
(j−1(x))
+
1
%(x)

 n∏
j=1
Kn+1−j

 n∑
m=0
(
n
m
)
dn−m
dxn−m
(n(x))
dm
dxm
(%(x) NQ0(x)); n¿ 2:
5.2. Example (Laguerre case)
In this situation,
NQn(x) =
1
%(!)(x)
(
(−1)n
(−!− n)n
) n∑
m=0
((
n
m
))2
xm(n− m)! d
m
dxm
(%(!)(x) NQ0(x)); n¿ 2;
where %(!)(x) is given in (18).
6. Rodrigues-type representation of the 'rst associated polynomials
From the results given above, it is possible to get a Rodrigues-type representation of the Krst
associated polynomials which are deKned by [11]
R(1)n−1(x) =
∫ b
a
Pn(s)− Pn(x)
s− x %(s) ds:
In [16] (assuming Pn(x) monic so that R
(1)
n−1(x) is also monic) it was obtained
R(1)n−1(x) = qn(x)− Pn(x)q0(x);
where qn(x) =
∫ b
a Pn(s)%(s)=(s− x) ds.
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If we consider
Nqn(x) =
dn
dxn
(
%(x)n(x)
∫
dx
%(x)n+1(x)
)
;
the relation between qn(x) and Nqn(x) gives
R(1)n−1(x) = &(n) Nqn(x)− Pn(x)&(0) Nq0(x); n¿ 1;
where qn(x) = &(n) Nqn(x) and the constants &(n) were given explicitly in Section 3 for the Jacobi,
Laguerre and Hermite cases.
In this way, a Rodrigues-type formula constructs explicitly the Krst associated polynomials in
terms of the coe:cient (x) in (2) and the weight %(x) solution of (3).
Finally, by using the relation giving the rth associated polynomials R(r)n (x) in terms of the Krst
associated ones and the polynomials themselves [5,16]
R(r)n (x) = 2n(x)R
(1)
n (x) + 3n(x)Pn(x);
it is also possible to give a Rodrigues representation of R(r)n (x).
7. Concluding remark: extension to the discrete case
Let us denote by 4f(x)=f(x+1)−f(x) and ∇f(x)=f(x)−f(x−1) the forward and backward
di(erence operators, respectively.
The present approach can be extended to second-order di(erence equations of hypergeometric type
[12]
D[y(x)] = (x)4∇y(x) + (x)4y(x) + ny(x) = 0; (22)
where  and  are polynomials of at most second and Krst degree and n = −n(′ + (n − 1)′′=2),
by using the following notation: we shall denote by −1 the “summation” operation which is the
inverse of 4 in the sense that if 4[y(x)] = 6(x) then y(x) = −1(6(x)) [4,10].
Following a similar approach to the one given here in the continuous case the following result
follows
Theorem 7.1 (Extension of Rodrigues formula): Assuming that
′ +
j
2
′′(x) = 0; j = n− 1; : : : ; 2n− 2; (23)
the general solution y(x) of (22) can be written in the form
y(x) =
C1
%(x)
4n
(
%(x)
n−1∏
k=0
(x − k)
)
+
C2
%(x)
4n
(
%(x)
n−1∏
k=0
(x − k)−1
(
1
%(x + 1)
∏n
k=0 (x + 1− k)
))
;
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where C1, C2 are arbitrary constants and %(x) is a solution of the di:erence equation
4[(x)%(x)] = %(x)(x):
The polynomial solutions of (22) are determined by
u1(x) = Pn(x) =
Bn
%(x)
4n
(
%(x)
n−1∏
k=0
(x − k)
)
(24)
up to the normalizing factor Bn. This equation is the Knite-di(erence analog of the Rodrigues formula
(5) for the classical orthogonal polynomials and their derivatives [12].
The above theorem is obtained in a similar way proving Krst, as in Lemma 2.2, the relation,
D∗[%(x)y(x)] = %(x)D[y(x)];
where [3,17]
D∗[y(x)] := [(x − 1) + (x − 1)]4∇y(x) + [(x + 1)− (x − 1)− (x − 1)]4y(x)
+ [n + 4(x)− ((x) + (x)− (x − 1)− (x − 1))]y(x):
Note that if u1(x) = Pn(x) is given in (24) and the second solution is
u2(x) = NQn(x) =
1
%(x)
4n
(
%(x)
n−1∏
k=0
(x − k)−1
(
1
%(x + 1)
∏n
k=0 (x + 1− k)
))
the Casoratian [10], i.e. the determinant of the matrix of Casorati
C(u1; u2) = det
(
u1(x) u2(x)
u1(x + 1) u2(x + 1)
)
is given by
C(Pn; NQn) =


1
(x + 1) %(x + 1)
; n= 0;
(−1)nn! ∏2n−2j=n−1(′ + (j=2)′′)
(x + 1) %(x + 1)
; n¿ 1;
which is always di(erent from zero, assuming that (23) hold true, with an appropriate normalization
of the polynomials Pn(x).
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