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ON THE CLASSIFICATION OF FULL FACTORS OF TYPE III.
DIMITRI SHLYAKHTENKO
ABSTRACT. We introduce a new invariant S (M) for type III factors M with no almost-periodic
weights. We compute this invariant for certain free Araki-Woods factors. We show that Connes’
invariant τ cannot distinguish all isomorphism classes of free Araki-Woods factors. We show that
there exists a continuum of mutually non-isomorphic free Araki-Woods factors, each without almost-
periodic weights.
1. INTRODUCTION.
The necessity to find effective invariants to distinguish full type III factors comes from the prob-
lem of classifying type III factors naturally occurring in free probability theory of Voiculescu [22].
These factors arise as free products of finite-dimensional or hyperfinite von Neumann algebras
[1, 14, 13, 6] and more generally from a second-quantization procedure involving the free Gauss-
ian functor (the so-called free Araki-Woods factors, [15]). The classification results so far all
relied on Connes’ S and Sd invariants [3, 4], and worked well for factors having almost periodic
weights (for example, in [15] a complete classification of free Araki-Woods factors for which the
free quasi-free state is almost-periodic was given). However, not all free Araki-Woods factors have
almost periodic weights [17], and the question of their complete classification remains open.
This paper is devoted to the exploration of free Araki-Woods factors, having no almost-periodic
states or weights. The most refined existing invariant for such factors is Connes’ τ invariant [3, 4],
which measures the “degree of continuity” of the states on M .
We introduce a new invariant for a factor M , given by the intersection over the set of all normal
faithful states (or weights) φ on M of the collections of measures, absolutely continuous with
respect to the spectral measure of the modular operator of φ. This invariant is in spirit related to
the Connes’ Sd invariant, where the intersection is taken over all almost-periodic weights on M .
Amazingly, it turns out that our invariant can be computed for certain free Araki-Woods classes.
Using this invariant we are able to produce a pair of non-isomorphic free Araki-Woods factors,
which cannot be distinguished by their τ invariant.
Acknowledgement. I would like to thank MSRI and the organizers of the operator algebras program
for their hospitality and for the encouraging atmosphere. I am also grateful to Professors N. Brown,
T. Giordano, U. Haagerup, Y. Ueda and D.-V. Voiculescu for many useful discussions.
2. SOME EXAMPLES OF TOPOLOGIES ASSOCIATED TO UNITARY REPRESENTATIONS OF R
The purpose of this section is to set notation and to prove certain results about unitary represen-
tation of R, which are needed in the rest of the paper.
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2.1. Spectral measures of group representations. Let µ be a measure on a measure space X .
Denote by Cµ the collection of measures on X
Cµ = {ν : µ(Y ) = 0⇒ ν(Y ) = 0 for all measurable Y ⊂ X}.
In other words, Cµ is the collection of all measures, which are absolutely continuous with respect
to µ. We shall abuse notation and write CT if T is a self-adjoint operator. By this we mean the
collection of all measures, absolutely continuous with respect to the spectral measure of T on R.
It should be mentioned that, following an idea of Mackey, Cµ can be viewed as a kind of re-
placement for the notion of the support of µ. Indeed, any ν ∈ Cµ can be written as f · µ for some
function f , which is completely determined except on a set of µ-measure zero. One can form
intersections of two families Cµ and Cν ; this operation is to remind us of the notion of intersection
of sets. Similarly, inclusion of Cµ and Cν can be thought of as the inclusion of the support of µ into
that of ν. We shall say that a collection of measures C is supported on a set Y if for all ν ∈ C ,
the complement of Y has measure zero. Note also that if µ is atomic, then the knowledge of Cµ is
exactly equivalent to the knowledge of the set of atoms of µ.
We now recall some basic facts about representations and duality of locally compact abelian
groups (see e.g. [10]). Let σ : G → U(H) be a ∗-strongly continuous representation of G on
a Hilbert space H . Associated to σ it is spectral measure class Cσ on the dual group Gˆ. The
class Cσ can be defined as the smallest collection of measures, so that (1) if µ ∈ Cσ and µ′ is
a.c. with respect to µ, then µ′ ∈ Cσ and (2) for each ξ ∈ H , the measure obtained as the Fourier
transform of the positive-definite function g 7→ 〈ξ, σ(g)ξ〉 belongs to Cσ. If H is separable, there
is a measure µ in Cσ, with the property that it generates Cσ (i.e., Cσ is the smallest collection of
measures satisfying (1) and containing µ). We sometimes refer to this µ as “the” spectral measure
of σ. In particular, H can be decomposed as H =
∫
χ∈Gˆ
Hχdµ(χ), so that σ =
∫
χ∈Gˆ
σχ, where
σχ(g) · ξ = χ(g) · ξ, ξ ∈ Hµ.
If the group G contains R as a dense subgroup, the representation σ can be restricted to R ⊂ G.
In fact, all representations σ of G arise as extensions of representations of R, which are continuous
not just in the topology on R, but also in the restriction of the topology τG on G to R ⊂ G.
The measure class Cσ and the spectral measure µ of σ, when interpreted as objects on R̂ ⊃ Gˆ
become exactly the measure class and the spectral measure of the restriction of σ to R, viewed as
a representation of R (this is evident from the direct integral decomposition formula stated above).
In particular, a representation π of R extends to a representation of G iff its spectral measure Cpi is
supported on Gˆ ⊂ R̂.
It is customary to choose a particular spectral measure of a representation of R on H , by finding
on H a non-negative operator A, for which π(t) = Ait, and letting µ be the spectral measure of A
(composed with some faithful state on B(H)). In particular, denoting by σ the extension of π to
G, we have Cσ = Cpi = C∆.
2.2. Topologies induced by unitary or orthogonal representations of R. Let µ be a measure on
the real line, so that µ(−X) = µ(X). Denote by π the associated (real or complex) representation
of R on L2(R, µ) given by the map
π(t) = Mexp(2piitx),
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where Mg denotes the operator of multiplication by g. Write τ(µ) for the weakest topology making
the map t 7→ π(t) ∈ U(L2(R, µ)) continuous with respect to the strong operator topology on the
unitary group of L2(R, µ). If µ is not supported on a cyclic subgroup of R, π is injective and τ(µ)
is a Hausdorff topology.
Proposition 2.1. The completion ofR with respect to the topology τ(µ) is a locally compact group
iff either τ(µ) is the usual topology onR, or µ is atomic (in which case the completion is compact).
Proof. Denote by (G, τ) the completion of (R, τ(µ)). Then R ⊂ G is an inclusion of locally
compact abelian groups; by Pontrjagin duality, this inclusion is dual to the injective dense inclusion
Gˆ ⊂ R̂.
By the structure theory for locally compact abelian groups [10], the connected component of
identity of Gˆ must have the form R×H , with R ∼= Rn and H compact and connected.
First note that H = {e}. Indeed, the image of H in R̂ must be a connected compact subgroup
of R̂, hence must be the trivial group.
Since there are no continuous injective maps fromRn intoR for n > 1, either n = 1 or n = 0. If
n = 1, all continuous injective group homomorphisms from R to itself are surjective (their image
must be a path-connected subgroup of R). Hence injectivity of Gˆ ⊂ R̂ requires that Gˆ = R in this
case, the inclusion be a homeomorphism onto R̂ and hence τ(µ) be the usual topology on R.
If n = 0, Gˆ must be discrete. This corresponds to the completion G being compact. Moreover,
it is not hard to see that µ must be supported on Gˆ ⊂ R̂, since the representation π with spectral
measure µ must extend (by the definition of τ(µ)) to the completion G. Hence µ is atomic.
Lemma 2.2. A sequence {tn}∞n=1 converges to zero in τ(µ) iff µˆ(tn) → 1, where µˆ is the Fourier
transform of µ.
Proof. Let π be a representation ofR associated to µ as above, and let ξ ∈ L2(R, µ) be the constant
function 1. Then
µˆ(t) = 〈π(t)ξ, ξ〉.
By definition, tn → 0 in τ(µ) iff π(tn) → 1 strongly. The vector state φ(T ) = 〈Tξ, ξ〉 defines
a faithful normal state on the commutative von Neumann algebra π(R)′′ ⊂ B(L2(R, µ)). Hence
strong convergence of π(tn) to 1 is equivalent to
‖π(tn)− 1‖2 = φ((π(tn)− 1)(π(tn)− 1)∗))1/2 → 0.
In other words, π(tn)→ 1 strongly iff
φ(π(tn) + π(tn)
∗)→ 1,
i.e., ℜµˆ(tn)→ 1. Since |µˆ(tn)| ≤ 1, this happens iff µˆ(tn)→ 1.
Theorem 2.3. There exists a continuum of non-atomic measures µλ, λ ∈ I so that the topologies
τ(µλ) are mutually non-equivalent.
Proof. Let {cn : n = 1, 2, . . . } be a sequence of real numbers, so that cn ≥ 0, and
∑
c2k < +∞.
Denote by µn the n-fold convolution of delta-measures
µn = (
1
2
δc1 +
1
2
δ−c1) ∗ · · · ∗ (
1
2
δcn +
1
2
δ−cn).
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Each µn is a symmetric probability measure; and the Fourier transform of µn is given by
µˆn(t) =
n∏
k=1
cos(2πckt).
The Fourier transform of the weak limit µ of µn is given by the pointwise limit of this expression;
the measure µ is non-atomic (see e.g. [8]).
Let ck = 3−k!. Let 0 < λ ≤ 1 be fixed. Let tn = λ3n! = λc−1n . We claim that tn → 0 in τ(µ) iff
λ = 1. Recall that tn → 0 in τ(µ) iff µˆ(tn)→ 1.
If λ < 1, |µˆ(tn)| ≤ | cos(2πcntn)| = | cos(2πλ)| < 1, so that tn does not converge to 0 in τ(µ).
If λ = 1,
µˆ(tn) =
n∏
k=1
cos(2π3n!−k!) ·
∏
k>n
cos(2π3n!−k!) =
∏
k>n
cos(2π3n!−k!).
There exists ω > 0 so that for 0 ≤ x ≤ ω, cos(2πx) ≥ 1− 49x2. Hence
µˆ(tn) ≥
∏
k>n
(1− 49 · 6n!−k!)
as long as k > n and n is such that 3n!−k! ≤ 3n!−(n+1)n! = 3−n·n! < ω.
Since for a ∈ [0, 1/2],
lim
p→∞
(1− 49ap)p = 1
uniformly, and the function p 7→ (1 − 49ap)p is increasing for any a < 1, given 1 > δ > 0, there
exists a p = p(δ) < +∞, so that
(1− 49ap) > (1− δ)1/p
for all a ∈ [0, 1/2]. Hence letting a = 1
6
, we get that for any n so that k!− n! ≥ n · n! > p,
µˆ(tn) ≥
∏
k>n
(1− δ)1/(k!−n!).
Hence
log µˆ(tn) ≥
∑
k>n
log(1− δ) 1
k!− n! .
Since log(1− δ) < 0, and
∑
k<n
1
k!− n! ≤
∑
k<n
1
k!− k!
n
=
∑
k<n
1
k!
· 1
1− 1
n
≤
∑
k<n
1
k!
< e,
we get that
log µˆ(tn) ≥ e log(1− δ).
Hence
µˆ(tn) ≥ (1− δ)e
for any n so that (1) 3−n·n! < ω and (2) n · n! > p(δ). It follows that µˆ(tn)→ 1 as n→∞.
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Now fix 0 < λ < 1 and set
µλ(X) = µ(λ ·X)
for any Borel set X ⊂ R. Then
µˆλ(t) = µˆ(t/λ).
It follows that for any 0 < ν ≤ λ, the sequence ν3n! is convergent to 0 in τ(µλ) iff ν = λ. It
follows that {τ(µλ) : 0 < λ ≤ 1} are pairwise non-equivalent.
The author is indebted to U. Haagerup for communicating to him the following example:
Theorem 2.4. There exists a measure µ, so that µ as well as its arbitrary convolution powers
µ ∗ · · · ∗ µ (any number of times) are singular with respect to Lebesgue measure, but τ(µ) is the
usual topology on the additive group of real numbers.
Proof. Let µ be as in the proof of Theorem 2.3, with cn = 3−n. Then
µˆ(t) =
∏
k≥1
cos(2π
t
3k
).
We first claim that τ(µ) is the usual topology on the real line. Assume that tn →∞, but µˆ(tn)→ 1.
Choose N so that for all n > N , tn > 9. Choose k so that c = tn3−k > 1 but tn3−k−1 = c/3 ≤ 1.
Then
µˆ(t) ≤ cos(2πtn3−k) · cos(2πtn3−k−1) · cos(2πtn3−k−2) = cos(2πc) · cos(2πc/3) · cos(2πc/9),
where, 1 < c ≤ 3. Let
f(c) = cos(2πc) · cos(2πc/3) · cos(2πc/9).
It is not hard to see that f(c) is strictly less than 1 on the interval 1 < c ≤ 3. It follows that
µˆ(t) < 1 whenever t > 9. Contradiction.
All convolution powers of µ are singular with respect to Lebesgue measure (see the discussion
of Taylor-Johnson measures [8] for examples of similar measures µ but satisfying even stronger
properties than what we need here).
2.3. Bimodule decompositions of crossed products. Let (M,φ) be a von Neumann algebra, φ a
faithful normal state, and let G be a locally compact abelian group. Assume that α is an action of
G on M , which leaves φ invariant. Then the crossed product von Neumann algebra C = M ⋊α G
contains a canonical copy A of the group algebra L(G) ∼= L∞(Gˆ); moreover, the weight φ gives
rise to a normal faithful conditional expectation E : C → A. Let ψˆ be a normal faithful weight
on A, and let ψ = ψˆ ◦ E. This is a normal faithful weight on C. Moreover, L2(C, ψ) is an
A,A-bimodule in a natural way.
Fix an isomorphism (A, ψˆ) ∼= L∞(Gˆ, νG). Denote by ℓ2 the Hilbert space with basis e1, e2, . . .
and by ℓn ⊂ ℓ2 the subspaces spanned by e1, . . . , en. Given a measure η on X × X whose
projections onto the the coordinate directions onX×X are both equivalent to νG, and a multiplicity
function n : X ×X → N ∪ {∞}, let
H(η, n) = L2(X ×X, η, n)
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be the space of square-integrable functions from X × X → ℓ2, so that f(x, y) ∈ ℓn(x,y) for
all x, y ∈ X (where for convenience we set ℓ∞ = ℓ2). Endow H(η, n) with an A,A-bimodule
structure by letting
(f · h · g)(x, y) = f(x)h(x, y)g(y), f, g ∈ A, h ∈ H.
In fact [2, 11, 5] any bimodule over A can be represented in this way. It is easily seen that if η′ is
another measure on X × X , projecting onto µ, and η′ is mutually absolutely continuous with η,
then H(η, n) ∼= H(η′, n) as bimodules over A.
Choose vectors ξ1, ξ2, . . . ∈ L2(M,φ), ‖ξ1‖2 = 1, ‖ξi‖2 ≤ 1, a measure µ on Gˆ and a multiplic-
ity function n : Gˆ→ N, so that:
αg(ξi) ⊥ αh(ξj) ∀i, j ∀g, h ∈ G
L2(M,φ) = span{αg(ξi) : g ∈ G, i = 1, 2, . . . }
〈ξi, αg(ξj)〉 = µˆi(g),
where µi = µ|n−1(i) and ·ˆ denotes the Fourier transform. Let (X, µ) = (Gˆ, νG), where νG is the
Haar measure on G. Let
η(x, y) = µ(x− y), n(x, y) = n(x− y)
be a measure and a multiplicity function on Gˆ× Gˆ, and let H = H(η, n) (note that the projections
of η onto the coordinate directions are precisely µ ∗ νG = µ(Gˆ) · νG). We claim that H(η, n) ∼=
L2(C, ψ) as bimodules. To see this, one can verify that the map pξip 7→ p(x)p(y)χn−1({i}) for a
projection p ∈ L∞(Gˆ) with ψˆ(p) < +∞, is a bimodule isometry from the linear span of pξip ∈
L2(C) to H(η, µ).
Note that the measure µ (which is the “spectral measure” of the representation ofG onL2(M)) is
uniquely determined up to absolute continuity by the L(G), L(G)-bimodule structure of L2(C, ψ).
3. FULL TYPE III FACTORS.
Assume that M is a full factor, so that its group of inner automorphisms Inn(M) is a closed
subgroup of the group of all automorphisms Aut(M), endowed with the u-topology [9, 4]. Let
Out(M) = Aut(M)/ Inn(M), with the quotient topology. Denote by π the quotient map from
Aut(M) to Out(M), and by δ the composition π ◦ σφt (which is independent of t by Connes’
Radon-Nikodym type theorem [3]).
Assume that the action of R on M by t 7→ σφt extends, for some φ, to an action of a locally
compact completion G of R (by Proposition 2.1 above, this means that either G is just R, or G
is compact, and φ is almost-periodic). In this case, call φ a G-state (or weight) on M . Call the
crossed product
M ⋊σφ G
the G-core of M . It is known [3, 4] that the G-core of M is independent of the choice of the G-the
state φ (having the property that its modular group extends to G).
Definition 3.1. Let M be full. Then define:
(a) τ(M) to be the weakest topology on R making the map δ : R → Out(M) continuous (this
invariant was introduced by Connes in [4]). Thus tn → 0 in τ(M) iff there exists a sequence of
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faithful normal semifinite weights φn on M , for which σφntn → id in the u-topology.
(b) Denote by τφ the weakest topology on R making the modular group σφt of a normal faithful
semifinite weight φ on M continuous in the u-topology on Aut(M). Then define τ(M) to be the
weakest topology among all τφ. In other words, tn → t in τ (M) iff σφtn−t → id for some normal
faithful semifinite weight φ on M ;
(c) The S invariant to be the intersection
S (M) =
⋂
φ f.n.state on M
C⊕
n(∆
φ)⊗n .
We similarly define
W (M) =
⋂
φ a f.n. strictly semifinite weight on M
C⊕
n(∆
φ)⊗n .
Note that W (M) ⊂ S (M).
Part (c) of the definition is equivalent to the Sd invariant of Connes [4] if the intersection were
to be taken over all faithful normal almost-periodic weights.
Note that since we are dealing only with states in the definition of S (M), the delta measure at
1 is always in S (M).
Note that τ(M) is not weaker than τ(M).
Proposition 3.2. W (M) is contained in Cλ, the class of the Haar measure on R+ = R̂.
Proof. Let φ be any G-weight on M . Denote by µ the spectral measure of infinitesimal generator
∆φ of the unitary group σφt acting on (M,φ). Denote by d the function x 7→ x on R+. On
B(L2(Rˆ)), consider the normal faithful weight ψ = Tr(d·). Then the modular group of ψ is given
by conjugation with dit, and hence ψ is a weight on B(L2(R̂)). In particular, the modular group of
ψ, acting on L2(R̂), is the left regular representation of R.
Consider the normal faithful weight θ = φ ⊗ ψ on M ⊗ B(L2(R̂)) ∼= M . Then the spectral
measure class ∆φ ⊗ d is the Lebesgue measure λ on R, since the left regular representation of R
is absorbing for tensor products. Hence W (M) can be no bigger than the class of the Lebesgue
measure.
Assume that the G-core of M is a factor. Note that since the G-core has a semifinite normal trace,
it is a full iff its compression by a finite projection is non-Γ. In particular, if the G core is a factor
and is full, it has no non-trivial central sequences.
Theorem 3.3. Assume that for some G-state φ on a factor M the G-core is a full factor. Then M
is full.
Proof. Let C = M ⋊σ G be the G-core of M . Assume for contradiction that M is not full. Then
by [4, Corollary 3.6, Proposition 2.8] there exists a sequence of unitaries mn ∈ M , φ(mn) = 0,
and so that [mn, m] → 0 ∗-strongly for all m ∈ M and [mn, φ] → 0 in norm on M∗ for any
φ ∈ M∗. View mn ∈ C ⊃ M . We claim that {mn} is a non-trivial central sequence in C. Let
E : C → L(G) ⊂ C be the canonical conditional expectation. Then E(mn) = φ(mn) = 0,
so that mn is not asymptotically scalar. For any m ∈ M , [mn, m] → 0 ∗-strongly. Denote by
Ug ∈ L(G) ⊂ C, g ∈ G, the implementing unitaries. Then by Connes’ results [4, Theorem
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2.9(3)], for any t ∈ R ⊂ G, [mn, Ug] → 0 ∗-strongly. Hence [mn, u] → 0 ∗-strongly for any
u ∈ W ∗(M,Ut : t ∈ R) = C. Hence mn is an asymptotically central sequence in C. Since C is
assumed to be a full factor, and is of type II∞, we have arrived at a contradiction.
Theorem 3.4. Assume that for some G-state φ on M , the G-core of M is a full factor. Then if for
some H not necessarily locally compact containing R as a dense subgroup, there is an H-weight
ψ on M , one must have that H ⊂ G.
Proof. Let C = M ⋊σφ G. Let L(G) ⊂ C be the canonical copy of the group algebra of G;
for g ∈ G, denote by wg ∈ L(G) the implementing unitary. We write EL(G) for the canonical
conditional expectation from C onto L(G).
Assume that H 6⊂ G, so that the topology defined by the inclusion R ⊂ H is not stronger than
the topology defined by the inclusion R ⊂ G. Hence there exists a sequence tn ∈ R, so that
σψtn → id, but σφtn does not converge. Let ut = [φ : ψ]t ∈M ⊂ C. It follows that
Adutwt |C = σψt .
In particular, [utnwtn , x] → 0 ∗-strongly for all x ∈ M ⊂ C. Note moreover that utwt com-
mutes with usws (since they form a one-parameter subgroup of U(C)). Hence for s fixed,
[utnwtn , usws] = 0, and since utnwtn asymptotically commutes with M ⊂ C, it follows that
also [utnwtn , ws] → 0 ∗-strongly. It follows that utnwtn is a central sequence in M . Hence, by the
assumption that C is a full factor, and by the fact that C is type II∞, we find that λnutnwtn → 1
∗-strongly for some scalars λn ∈ T. But then
EL(G)(λnutnwtn)→ 1
∗-strongly. Since utn ∈M ⊂ C, EL(G)(utn) ∈ C, so that λ′nwtn → 1 ∗-strongly for some sequence
λ′n ∈ C, |λ| ≤ 1. Hence λ′nπ(tn) → 1 ∗-strongly, where π is the left regular representation of G
(since the representation of G on L2(C,Tr) is a multiple of its left regular representation).
Choose now φ a function on G, supported in a compact neighborhood of identity and so that
‖φ‖2 = 1. Then λnπ(tn) · φ → φ in L2. In particular, it means that the support X of φ and its
translate X + tn cannot be disjoint once n is sufficiently large. It follows that tn ∈ X − X for
sufficiently large n. It follows that tn → 0 in G. Contradiction.
Corollary 3.5. If the G-core of M is full, then τ(M) = τG, the weakest topology making the
inclusion R ⊂ G continuous.
We also have:
Proposition 3.6. If M has a G-state and G ⊂ H is a proper inclusion of locally compact abelian
groups, then the H-core of M is not a full factor.
Proof. Let φ be a G-state on M , and denote by C the H-core M ⋊σφ H . Assume that C is a
factor. By assumption, there exists a sequence tn ∈ R, tn → 0 in the topology of G, but tn
not convergent in H . Denote by wh ∈ C, h ∈ H , the implementing unitaries for the H action
on M . Then Adwtn (x) → x ∗-strongly for all x ∈ M ⊂ C; moreover, Adwtn (w) = w for all
w ∈ W ∗(wh : h ∈ H) = L(H). Hence wtn form a central sequence. Arguing exactly as in the
last paragraph of the proof of Theorem 3.4 we find that for no sequence of scalars λn ∈ T does
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λnwtn → 1 ∗-strongly in the group algebra L(H). Hence wtn is a non-trivial central sequence in
M .
Choose p ∈ L(H) ⊂ C a projection of finite trace. Then [p, wtn ] = 0 and hence pwtnp is a
central sequence in pCp, which has a finite trace. Thus pCp has property Γ. Hence by Connes’
results [4], pCp and hence C is not full.
4. CROSSED PRODUCTS, FREE ENTROPY DIMENSION AND THE S INVARIANT.
The main result of this section is a computation of the W and S invariants of some type III
factors M , for which the core has a sequence of generators with large free entropy dimension. We
first recall some preliminaries.
4.1. Free entropy dimension for infinite families of generators. It is useful for us to consider
Voiculescu’s free entropy dimension in the context of an infinite family of generators x1, x2, . . . in
a von Neumann algebra M . We point out the necessary modifications of Voiculescu’s approach
([20, 21]; see also [18], where a similar modification was necessary). We freely use the notations
of [19, 20, 21].
Let xi, 1 ≤ i < +∞ and yi, 1 ≤ i < +∞ be in M . Fix a free ultrafilter ω and an element κ in
the Stone-Chech compactification of (0, 1], not lying in this interval. Define
χω(x1, . . . , xp : y1, y2, . . . ;m, ε) = lim inf
q→∞
χω(x1, . . . , xp : y1, y2, . . . , yq;m, ε)
(note that the lim inf is actually a limit in this definition). Define χω(x1, . . . , xp : y1, y2, . . . ) in
exactly the same way as in [20], but using χ defined above. One still has the property
χω(x1, . . . , xp : y1, y2, . . . ) ≤ χω(x1, . . . , xp : z1, . . . , zl)
for all z1, . . . , zl ∈ W ∗(x1, . . . , xp, y1, y2, . . . ).
Define
δ0ω,κ(x1, x2, . . . , xp : y1, y2, . . . ) =
p− lim
ε→κ
χω(x1 +
√
εS1, x2 +
√
εS2, . . . , xp +
√
εSp : S1, . . . , Sp, y1, y2, . . . )
log ε
,
where S1, . . . , Sp are a free semicircular family, free from {xi}i ∪ {yj}j . Now define
δ(x1, x2, . . . ) = lim inf
p→∞
δ0ω,κ(x1, . . . , xp : xp+1, xp+2, . . . ).
For a finite family x1, . . . , xn this is exactly Voiculescu’s definition of free entropy dimension. In
general, δ(x1, x2, . . . ) ≤ lim infp→∞ δ0ω,κ(x1, . . . , xp). Moreover,
0 ≤ δ(x1, x2, . . . )
iff W ∗(x1, x2, . . . ) can be embedded into Rω, the ultrapower of the hyperfinite II1 factor.
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If x1, . . . , xp are free form xp+1, xp+2, . . ., then δ0ω,k(x1, . . . , xp : xp+1, . . . ) = δ0ω,κ(x1, . . . , xp).
In particular, if the families {x1}, . . . , {xp}, . . . , {y1, y2, . . . } are free, and {y1, y2, . . . }′′ is em-
beddable, we get by [21] that
δ(x1, y1, x2, y2, . . . ) = lim
p→∞
δ0ω,k(x1, . . . xp, y1, . . . , yp : y1, y2, . . . )
= lim
p→∞
δ0ω,k(x1, . . . , xp) + δ(y1, y2, . . . )
≥
∑
k
δ(xk).
Definition 4.1. Let M be a II1 von Neumann algebra. Denote by
δ(M) = sup
x1,x2,...∈M
δ(x1, x2, . . . )
where the supremum is taken over all self-adjoint families (finite or infinite) x1, x2, . . . of gener-
ators of M . If N is type II∞, we write δ(N) for the supremum over all finite-trace projections
p ∈ N of δ(pNp).
Remark 4.2. It is quite likely that δ(M) ∈ {−∞, 0, 1,+∞} if M is type II∞. Note also that
δ(M) ≤ δ(M ⊗ B(H)) for all M .
While δ(M) is clearly an invariant of M , our inability to prove that the number δ(x1, x2, . . . ) is
independent of the choice of generators x1, x2, . . . [19, 20, 21] results in the inability to compute
the exact value of δ for infinite-dimensional von Neumann algebras. However, as we pointed out
above, if M = L(Fn) ∗ N , with N ⊂ Rω and n = 1, 2, . . . or +∞, we have δ(M) ≥ n and
δ(M ⊗ B(H)) ≥ n (in fact, = +∞ by [7]). Furthermore, as Voiculescu proved in [20], δ(R) = 1
if R is the hyperfinite II1 (or II∞) factor; more generally, δ(M) ≤ 1 if M has property Γ or has a
Cartan subalgebra (since these properties are inherited by compressions of a von Neumann algebra,
these statements are valid for M type II1 or type II∞).
The following theorem essentially follows from the results of [20]; we sketch the necessary
modifications of the proof coming from the fact that we may be dealing with infinite families of
generators.
Theorem 4.3. Let M be a II1 or II∞ von Neumann algebra. Let L∞(X, µ) ∼= A ⊂ M be a
diffuse abelian subalgebra, so that TrM |A is semifinite. View L2(M) as an A,A bimodule, and
identify it with H(η, n) for some measure η on X ×X . Assume that η is disjoint from µ× µ, i.e.,
X ×X = Y1 ∪ Y2, so that η(Y1) = 0 and (µ× µ)Y2 = 0. Then δ(M) ≤ 1.
Proof. (Sketch). We first reduce to the case that M is type II1. Given t ∈ (0,+∞), let p ∈ A be
a finite projection, corresponding to the characteristic function of some set Y ⊂ X , µ(Y ) < +∞.
Then view pMp as a bimodule over pAp. It is not hard to see that pMp can be identified with
H(η′, n′), with η′ absolutely continuous with respect to η|Y×Y⊂X×X , n′ = n|Y×Y⊂X×X . If η is
disjoint from µ × µ, then η′ is disjoint from µ′ = µ|Y . If the statement of the theorem can be
proved for pMp and pAp ⊂ pMp, we would have that δ(qMq) ≤ 1 for all q ∈ M of finite trace
(since qMq depends up to isomorphism only on the trace of q). Hence by definition we get that
δ(M) ≤ 1.
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Let x1, x2, . . . ∈ M be a sequence of generators of M ; by rescaling (which does not affect
δ(x1, x2, . . . )), assume that ‖xj‖ = 1. By the hypothesis, given ω, δ > 0 and a measure η′ in the
absolute continuity class of η, there exists an N = N(η′, ω, δ) and a finite family of N disjoint
measurable subsets Xi, i ∈ I of X , each of measure 1/N , a subset K ⊂ I × I , so that X =
⋃
Xi
and η′(Y2 \
⋃
(i,j)∈K Xi ×Xj) < ω, (µ× µ)(
⋃
(i,j)∈K Xi ×Xj) = |K|/N2 < δ. It follows that for
each fixed T , δ and ω, there are projections p1, . . . , pN ∈ A of trace 1/N (corresponding to the
characteristic functions of X1, . . . , XN in the identification A ∼= L∞(X, µ)), so that:
‖xt −
∑
i,j∈K
pixtpj‖2 < ω
and
|K|
N2
< δ
for all 1 ≤ t ≤ T . Using Voiculescu’s result [20] and the fact that p1, . . . , pn ∈ W ∗(x1 +√
εS1, . . . , xT +
√
εST , S1, . . . , ST , xT+1, xT+2, . . . ), we get the estimate
χ(x1 +
√
εS1, . . . , xT +
√
εST : S1, . . . , ST , xT+1, xT+2, . . . )
≤ χ(x1 +
√
εS1, . . . , xT +
√
εST : p1, . . . , pN)
≤ (T (1− δ)− 1) log(ε+ ω) + C
where C is a constant, independent of ω, ε and δ. Letting ω → 0 first, we conclude that
T − lim
ε→κ
χ(x1 +
√
εS1, . . . , xT +
√
εST : S1, . . . , ST , xT+1, xT+2, . . . )
log ε
≤ T − T (1− δ) + 1 = 1 + δT.
Since δ > 0 is arbitrary, it follows that δ0ω,δ(x1, . . . , xT : xT+1, xT+2, . . . ) ≤ 1 for all T . Hence
δ(x1, x2, . . . ) ≤ 1. Since the sequence of generators {xj}was arbitrary, we get that δ(M) ≤ 1.
In a similar way one sees that δ(M) > 1 implies that M is a non-Γ factor.
4.2. Free entropy dimension and crossed products. Using Voiculescu’s estimates from [20],
stated above in Theorem 4.3, we record the following theorem (due to Voiculescu, but formulated
by him under the additional hypothesis that M be finitely generated):
Theorem 4.4. Let (M,φ) be a von Neumann algebra. Let α be an action of a locally compact
nondiscrete abelian group G on M . Assume that α preserves the state φ on M . Denote by Ug :
L2(M,φ) → L2(M,φ) the unitaries extending α(g) : M → M . Let µ ∈ M(Gˆ) be the spectral
measure of the representation g 7→⊕n(U ⊕ U¯)⊗ng (here U¯ denotes the conjugate representation).
Let C = (M ⋊α G) ⊗ B(H). Assume that for some normal faithful weight ψ on L(G), the
composition ψ ◦ EL(G) : C → R is a normal faithful semifinite trace on C.
Then if C satisfies δ(C) > 1, Cµ must contain the Haar measure of G.
Proof. View C as a bimodule over the abelian subalgebra L(G, γ) ∼= L∞(G, µ) of M ⋊α G. This
bimodule can be identified with H(η, n) for some measure η on Gˆ × Gˆ and some multiplicity
function n (see §2.3).
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By Theorem 4.3, η cannot be disjoint from the product measure νGˆ × νGˆ on Gˆ× Gˆ. It follows
that µ cannot be disjoint from the Haar measure νGˆ. We may assume that µ is symmetric. We
claim that νGˆ is absolutely continuous with respect to µ′ =
∑
n≥1
1
2n
µ∗n, which is the spectral
measure of g 7→ ⊕n U⊗ng . We must show that if µ′(X) = 0, then also νGˆ(X) = 0 for all Borel
subsets X ⊂ Gˆ. Assume to the contrary that νGˆ(X) > 0 but µ′(X) = 0. Then µ∗n(X) = 0 for
all n. Since µ is not disjoint from νG, there exists a subset Y of Gˆ, for which νGˆ|Y = f · µ|Y . By
modifying µ and Y , we may assume that f = 1 and µ(Y ) = νGˆ(Y ) = 1. Then νGˆ = fn · µ∗n on
nY = Y + Y + . . .+ Y (n times). Moreover, since µ and νGˆ are symmetric, we may assume that
Y = −Y . Hence we find that νGˆ = f · µ′ on the subgroup of Gˆ generated by Y .
Clearly, X (modulo a set of νG-measure zero) is contained in the complement of H , and
νG(H) 6= 0. Since νG is σ-finite, there exists a countable sequence xn ∈ Gˆ, so that (after possibly
making X smaller by a set of νG-measure zero), X ⊂
⋃
n(xn +H).
Let x ∈ Gˆ. Then for any measure σ on Gˆ of finite total mass,
(µa ∗ νG|H)(x) = σ(x+H).
It follows that if there are finite measures σn, absolutely continuous with respect to µ′ and so that
σn(xn +H) 6= 0, then µ′ ∗ (
∑
1
2n
σn) (and hence µ′ ∗ µ′ and hence µ′ ∼ µ′ ∗ µ′) give X a nonzero
measure (which would be a contradiction). Hence µ′(xn + H) = 0 for some n. Let p ∈ L∞(Gˆ)
be the projection corresponding to the characteristic function of H , and let q ∈ L∞(Gˆ) be the
projection corresponding to the characteristic function of H + xn. Let (s, t) ∈ H × (H + xn) ⊂
Gˆ×Gˆ. Then s−t ∈ H−H+xn ∈ H+xn. Since µ′(xn+H) = 0, it follows that the characteristic
function of H× (H+xn) is zero in L2(Gˆ× Gˆ, η, n), where η and n are as in §2.3. But this implies
that pCq = 0, so that p and q are not equivalent in C. Hence C is not a factor. Hence δ(C) ≤ 1.
Contradiction.
A similar statement holds also for actions preserving a normal faithful semifinite weight on M .
4.3. Consequences for the S invariant.
Corollary 4.5. Assume that for some normal faithful G state φ on M , the G-core C of M satisfies
δ(C) > 1. Then for any other n.f.s. weight ψ on M , the Haar measure on Gˆ is contained in the
spectral measure of the action of G on ⊕n L2(M,ψ)⊗n.
Proof. This is immediate from C = M ⋊σφ G and Theorem 4.4.
Theorem 4.6. Assume that the core C of M satisfies δ(C) > 1. Then W (M) = Cλ, where λ is
Lebesgue measure on the multiplicative group R+.
If in addition there exists a state φ on M , for which the spectral measure of the modular group is
λ+ δ1, then S (M) = Cλ+δ1 .
Proof. By Corollary 4.5, we get that Cλ ⊂ W (M) ⊂ S (M). Moreover, W (M) ⊂ Cλ in general.
The proof of the second part of the statement proceeds exactly as the proof above, with the
exception that we now know that ψ can be chosen to be a state, and hence S (M) ⊂ Cλ+δ1 .
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5. APPLICATIONS TO FREE ARAKI-WOODS FACTORS.
5.1. G-core for certain free Araki-Woods factors. Let Gˆ ⊂ R, and denote by σ its Haar mea-
sure.
Let ν be a measure on Gˆ, which is symmetric, ν(X) = ν(−X). Extending ν to all of R by
ν(X) = ν(X ∩ Gˆ) gives us a measure on the real line.
Let H = L2(R, ν) = L2(Gˆ, ν). Denote by HR the subspace of H consisting of functions with
the property that f(x) = f(−x). Then HR is a real subspace of H , and the restriction of the inner
product on H to HR is real-valued. Moreover, the one-parameter group of unitary operators
Ut : t 7→ Mexp(it)
of multiplication operators acting on H leaves HR invariant and hence defines an action of R on
this real Hilbert space.
Note that if we consider the dual inclusion R ⊂ G, then the map
t 7→ Mexp(it) : L2(Gˆ, ν)→ L2(Gˆ, ν)
extends to the map
g 7→ M〈g,·〉 : L2(Gˆ, ν)→ L2(Gˆ, ν)
where 〈g, ·〉 denotes the function 〈g, ·〉(χ) = χ(g), g ∈ G, χ ∈ Gˆ. Hence Ut extends to an
action Ug of G on H; it is not hard to see that once again HR is invariant under Ug, g ∈ G, and
hence G acts on the real Hilbert space HR as well. Note that Ug is isomorphic to the left regular
representation of G. In particular, the spectral measure of the infinitesimal generator of t 7→ Ut is
ν.
Let Γ(HR, Ut)′′ be the free Araki-Woods factor [15] associated to the action Ut of R on HR, and
let φ denote the free quasi-free state on Γ(HR, Ut)′′. For convenience we shall write Γ(µ) for this
von Neumann algebra.
Theorem 5.1. Let σ be the Haar measure on G. Then the G-core of M = Γ(σ)′′ is isomorphic to
L(F∞)⊗ B(H).
Proof. We first note that in the case that G is compact, the G-core is the so-called discrete core of
M , and the claimed isomorphism was already proved by Dykema ([6]; see [15] for the argument
reducing the case of a general Araki-Woods factor to the form which can utilize Dykema’s results).
Therefore, we proceed under the assumption that G is not compact and hence G = R, νGˆ is the
Lebesgue measure. In particular, νGˆ is non-atomic.
Let C denote the core. Let ξ ∈ HR be a cyclic vector for Ug, g ∈ G (one can take, for example,
any function f(x) = f(−x), which is nowhere zero on Gˆ, and which lies in L2(Gˆ, σ)). Let φ be
the positive-definite function on G associated to ξ, φ(g) = 〈ξ, Ugξ〉. Let µ be the Fourier transform
of φ (viewed as a measure on Gˆ). By [16] and [17],
C ∼= Φ(L(G), η)
where η is a completely positive map from L(G) ∼= L∞(Gˆ)→ L∞(Gˆ) given by
h 7→ h ∗ µ,
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∗ denoting the convolution on measures on Gˆ. Notice that the measure µ is just the measure
resulting from applying the state 〈ξ, ·ξ〉 to the spectral measure of the infinitesimal generator of
Ug. Hence µ is absolutely continuous with respect to the Haar measure σ on Gˆ.
The L(G), L(G) bimodule associated to this completely positive map is
L2(Gˆ× Gˆ, µˆ),
where µˆ(χ, χ′) = µ(χ− χ′), with L(G) ∼= L∞(Gˆ) acting by
(fζg)(χ, χ′) = f(χ)ζ(χ, χ′)g(χ′).
The real Jordan sub-bimodule of this bimodule (cf. [17]) is generated by the constant function 1.
By arguing exactly as in [16], it follows that
C ∼= Φ(L∞(G),Tr) ∼= L(F∞)⊗B(H)
as claimed.
The same proof works to show that
Theorem 5.2. Let M = Γ(σ) as before and φ be the free quasi-free state on M . Then the G core
of the n-fold free product (M,φ)∗n, for any n ≥ 1 or n = +∞, is L(F∞)⊗ B(H).
Proposition 5.3. Let (N, θ) be a full factor with a G-state θ. Assume that the G core of N can
be embedded into Rω. Denote by C the G-core of (N, θ) ∗ (Γ(νGˆ), φ). Then δ(C) = +∞. In
particular, C is full.
Proof. Fix p ∈ N ⋊σ G a projection of trace 1. By [17],
C ∼= (N ⋊σ G) ∗L(G) (M ⋊σ G)
∼= (N ⋊σ G) ∗L(G) Φ(L(G),Tr) ∼= Φ(N ⋊σ G,Tr)
∼= (p(N ⋊σ G)p ∗ L(F∞))⊗B(H),
the last isomorphism by [12] (see also [7]). Since by assumption N ⋊σG is embeddable in Rω, we
get that δ(C) = +∞.
Theorem 5.4. There exists a continuum of mutually non-isomorphic free Araki-Woods factors,
each having no almost-periodic weights.
Proof. It was shown in [17] that for each topology τ(µ) as discussed above, there exists a free
Araki-Woods factor whose τ invariant is exactly τ(µ). Moreover, a factor M has an almost-
periodic weight iff the completion of R with respect to τ(µ) is compact in that topology (hence µ
is atomic, as then µ is supported on the Pontrjagin dual Γ ⊂ R, where R ⊂ Γˆ is the inclusion of
R into its completion with respect to τ ). By Theorem 2.3, there exists a continuum of mutually
non-equivalent topologies τ(µλ), with µλ non-atomic.
Theorem 5.5. There exist two non-isomorphic free Araki-Woods factors, which cannot be distin-
guished by their τ invariant.
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Proof. Let M1 be the free Araki-Woods factor associated to the representation of R with spectral
measure δ1 + δ−1 + λ, where λ denotes the Lebesgue measure on the additive group R. Then by
Theorem 5.1 and by Corollary 4.5,
C (M1) ⊃ Cλ.
Moreover, we have that τ(M1) = τ(δ1 + δ−1 + λ) is the usual topology on R [17].
Let M2 be the free Araki-Woods factor associated to the representation of R with spectral mea-
sure µ+ δ−1 + δ1, where µ is as in Theorem 2.4. Then again τ(M2) = τ(µ + δ−1 + δ1) = τ(µ) is
the usual topology on R. Thus τ(M1) = τ(M2). However,
C (M2) ⊂ C∑ 1
2n
(µ+δ1+δ−1)n
,
so that
C (M2) ∩ Cλ = ∅.
Hence
C (M2) 6= C (M1)
and so M1 and M2 are not isomorphic. In fact, going through the proof of Theorem 4.4, we see
that the cores of M1 and M2 are not isomorphic (one has δ(M1) > 1, δ(M2) ≤ 1).
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