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アルゴリズムの近傍生成を，ある解xから近傍解xへの写像Update : Rn → Rn, x → xˆ
と表す。近傍生成Updateが，ある解空間の変換 Trsあるいは目的関数の変換 Tr f に不変
性を有するとは,それぞれ式 (3.1)，式 (3.2)を満たすことと定義する。
Trs ◦ Update = Update ◦ Trs (3.1)
Tr f ◦ f ◦ Update = f ◦ Update (3.2)
ここで，xˆA = Update(Trs(x)), xˆB = Trs(Update(x))とすると，条件式である式 (3.1)は
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式 (3.3)と書き換えられる。
xˆA = xˆB (3.3)
解空間の変換 Trs : Rn → Rnとしては，アフィン変換が考えられる。具体的には，解空
間のスケール変換 Trs : x → εx (ε > 0)，解空間の平行移動変換 Trs : x → x− s (s ∈ Rn)，
解空間の回転変換 Trs : x → G(γ)x (G(γ) ∈ R(n×n))などが挙げられる。ただし，G(γ)は
解空間を γ回転させる回転行列 (直交行列)である。n次元の解空間を γ deg回転させる行
列についての詳細は付録Bに示す。目的関数の変換 Tr f : R→ Rとしては，線形変換が考
えられる。具体的には，目的関数のスケール変換 Tr f : f → ε f (ε > 0)，目的関数の平行移
動変換 Tr f : f → f − s (s ∈ R)などが挙げられる。ところで，メタヒューリスティクスの
近傍生成Updateでは，目的関数値 f (x)は大小関係の比較としてのみ使用されるため，式
(3.2)を満たすことは自明である。よって，本論文ではメタヒューリスティクスの近傍生成













































































































xˆ := xp + αL(β), L(β) = [L1(β), L2(β), . . . , Ln(β)]T (4.5)
なお，nは対象問題の次元数である。




xˆ := xp + αL(β), L(β) = [L1(β), L2(β), . . . , Ln(β)]T (4.6)
以下に評価関数 f (x)の最小化問題を対象としたCuckoo Searchのアルゴリズムを示す。
【Cuckoo Searchのアルゴリズム】
Step 0:[準備] 探索点数m，ステップサイズ調整パラメータ α > 0，分布調整パラメータ
β ∈ [0.3, 1.99]，排斥確率 pa ∈ [0, 1]，最大評価回数 kmaxを定め，評価回数を k = 0と
する。
Step 1:[初期化] 探索点の初期位置 xi (i = 1, 2, . . . ,m)を初期配置領域S内にランダムに
与え，探索点群をX = {xi | i = 1, 2, . . . ,m}とする。探索点の評価値 f (xi)を求め，
k := mとする。
Step 2:[レヴィフライト] 探索点群から参照点xp ∈ Xをランダムに選び，以下の式で近
傍解 xˆを生成する。
xˆ := xp + αL(β)
L(β) = [L1(β), L2(β), . . . , Ln(β)]T
近傍解の評価値 f (xˆ)を求め，k := k + 1とする。




xˆ f (xˆ)≤ f (xq)
xq otherwise
Step 4:[排斥] 排斥確率 paに従い，以下の式で最悪点xw = arg max
x∈X
f (x)を移動させる。
xw := xw + αL(β)
L(β) = [L1(β), L2(β), . . . , Ln(β)]T
最悪点の評価値 f (xw)を求め，k := k + 1とする。
Step 5:[終了判定] k≥kmaxならば，探索を終了する。さもなければ，Step 2へ戻る。








































したがって，xˆA  xˆB，x → εxが成立する。以上から，スケール変換 Trs : x → εxにつ
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xˆA = Update(x − s) = x − s + αL = x + αL − s = Update(x) − s = xˆB (5.2)





まず，数値実験に用いる角度についての定義を行う。乱数ベクトルL ∈ Rnの xi − x j平
面（i < j ≤ n）ヘの射影ベクトルと標準基底 eiがなす角度を φ(i, j)とし，次式によって計
算される。
φ(i, j) = tan−1
Lj
Li
ここで，Li，Ljは乱数ベクトルLの i番目， j番目の要素である。n次元の場合，φ(i, j)は
nC2通り存在する。例えば，n = 3のとき，φ(1, 2)，φ(1, 3)，φ(2, 3)の 3通り存在する。提案
手法では乱数ベクトルLを座標変換行列Aを用いてL′ = ALと置き換えることで提案手
法におけるφ(i, j)を計算できる。さらに，基準としている正規直交基底ap(p ≤ n)の xi − x j
平面 (i < j ≤ n)への射影ベクトルと標準基底 eiがなす角度を θp(i, j)とし，次式によって
計算される。
θp(i, j) = tan−1
ap( j)
ap(i)
ここで，ap( j)，ap(i)は乱数ベクトルap(i, j)の i番目， j番目の要素である。オリジナルCS
では，正規直交基底 apは標準基底 epとなる。提案手法では，apは新たな正規直交基底
（第 p主成分）となる。このとき，ap = Aepと書ける。n次元の場合，θp(i, j)は n× nC2通
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り存在する。例えば，n = 3のとき，θ1(1, 2)，θ1(1, 3)，θ1(2, 3)，θ2(1, 2)，θ2(1, 3)，θ2(2, 3)，
θ3(1, 2)，θ3(1, 3)，θ3(2, 3)の 9通り存在する。
次に数値実験的に回転不変性の欠如を示す方法を説明する。まず，解空間の回転変換を
行った後に，CSのUpdateを同一の探索点に対して複数回行い xˆA = Update(Trs(x))を生
成する。次に，CSのUpdateを同一の探索点に対して複数回行った後に解空間の回転変換
を行い xˆB = Trs(Update(x))を生成する。その後，xˆA  xˆBを示せばよい。2次元平面の
場合は，平面上に探索点をプロットすることによって，xˆAと xˆBが一致しないことを示せ
ばよい。3次元空間の場合は，乱数ベクトルL ∈ Rnの xi − x j平面（i < j ≤ n）ヘの射影ベ
クトルと標準基底 eiがなす角度 φ(i, j)をヒストグラムで表現し，xˆAの角度と xˆBの角度が
一致しないことを示せばよい。
証明 3
2次元平面上で xˆA  xˆBを示す。図 5.1(a)はUpdateを同一の探索点に対して 1000回行っ
たときの近傍 xˆを示している。図 5.1(b)は解空間の回転変換後に，Updateを同一の探索
点に対して 1000回行ったときの近傍 xˆAと，Updateを同一の探索点に対して 1000回行っ
た後に解空間の回転変換を行ったときの近傍 xˆBを示している。このときのCSのパラメー
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し，xˆA  xˆBとなることが明らかとなった。
次に，3次元空間上で xˆA  xˆBを示す。解空間を 30◦回転させた後に，Updateを同一の
探索点に対して 1000回行ったときの近傍 xˆAの φ(i, j)を図 5.2(a)に示す。横軸は近傍解の
生成回数が第 k回目であることを示し，縦軸は角度 φ(i, j)である。このときの角度を縦軸，
度数を横軸にとった図を図 5.2(b)に示す。破線は各平面での θpであり，各平面ごとに異な
る色で示している。このときのCSのパラメータは α = 1，β = 0.3である。





























図 5.2： CSの近傍解 xˆAの角度（3次元）
Updateを同一の探索点に対して 1000回行った後に解空間の回転変換を行ったときの近
傍 xˆBの φ(i, j)を図 5.3(a)に示す。図 5.3(b)は近傍 xˆAの φ(i, j)と近傍 xˆBの φ(i, j)のヒス
トグラムを示している。





























図 5.3： CSの近傍解 xˆBの角度（3次元）
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xˆ := xp + αAL(β)
L(β) = [L1(β), L2(β), . . . , Ln(β)]T
(5.3)
A = [e′1, e
′
2, . . . , e
′
n]は座標変換行列（直交行列）であり，{e′1, e′2, . . . , e′n}は解集団Zの共
分散行列Σ(Z)の固有ベクトルに基づく正規直交基底（主成分軸）である。正規直交基底を
用いた座標変換についての詳細は付録Aに記す。
以下に評価関数 f (x) (x ∈ Rn)の最小化問題を対象とした場合の提案手法のアルゴリズ
ムを示す。
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【回転不変性を有するCuckoo Searchのアルゴリズム】
Step 0:[準備] 探索点数m，ステップサイズ調整パラメータ α > 0，分布調整パラメータ
β ∈ [0.3, 1.99]，排斥確率 pa ∈ [0, 1]，最大評価回数 kmaxを定め，評価回数を k = 0と
する。
Step 1:[初期化] 探索点の初期位置 xi (i = 1, 2, . . . ,m)を初期配置領域S内にランダムに
与え，探索点群をX = {xi | i = 1, 2, . . . ,m}とする。探索点の評価値 f (xi)を求め，
k := mとする。
Step 2:[座標変換行列の生成] 解集団Zの分散共分散行列Σ(Z)の固有ベクトルに基づき，
正規直交基底 {e1, e2, . . . , en}を得て，座標変換行列A = [e1, e2, . . . , en]を生成する。
Step 3:[レヴィフライト] 探索点群から参照点xp ∈ Xをランダムに選び，以下の式で近
傍解 xˆを生成する。
xˆ := xp + αAL(β)
L(β) = [L1(β), L2(β), . . . , Ln(β)]T
近傍解の評価値 f (xˆ)を求め，k := k + 1とする。




xˆ f (xˆ)≤ f (xq)
xq otherwise
Step 5:[排斥] 排斥確率 paに従い，以下の式で最悪点xw = arg max
x∈X
f (x)を移動させる。
xw := xw + αAL(β)
L(β) = [L1(β), L2(β), . . . , Ln(β)]T
最悪点の評価値 f (xw)を求め，k := k + 1とする。
Step 6:[終了判定] k≥kmaxならば，探索を終了する。さもなければ，Step 2へ戻る。





















したがって，xˆA  xˆB，x → εxが成立する。以上から，スケール変換 Trs : x → εxにつ














xˆA = Update(x − s) = x − s + αAL = x + αAL − s = Update(x) − s = xˆB (5.5)




まず，2次元平面上で xˆA  xˆBを示す。図 5.4(a)は解空間の回転変換後に，Updateを同一
の探索点に対して 1000回行ったときの近傍 xˆを示している。図 5.4(b)は解空間の回転変
換後に，Updateを同一の探索点に対して 1000回行ったときの近傍 xˆAと，Updateを同一
の探索点に対して 1000回行った後に解空間の回転変換を行ったときの近傍 xˆBを示してい
る。このときのパラメータは α = 1，β = 0.8であり，赤い軸は主成分軸である。






















空間の回転変換に対して不変であり，xˆA = xˆBとなることが図 5.4(b)からわかる。
次に，3次元空間上で xˆA = xˆBを示す。解空間を 30◦回転させた後に，Updateを同一の
探索点に対して 1000回行ったときの近傍 xˆAの φ(i, j)を図 5.5(a)に示す。横軸は近傍解の
生成回数が第 k回目であることを示し，縦軸は角度 φ(i, j)である。このときの角度を縦軸，
度数を横軸にとった図を図 5.5(b)に示す。破線は各平面での θpであり，平面ごとに異なる
色で示している。このときのCSのパラメータは α = 1，β = 0.3である。



























傍 xˆBの φ(i, j)を図 5.6(a)に示す。図 5.6(b)は近傍 xˆAの φ(i, j)と近傍 xˆBの φ(i, j)のヒス
第 5章 Cuckoo Searchのロバスト化 25
トグラムを示している。



































ベンチマーク関数と初期配置領域は付録 Cに示す。共通条件として，探索点数 m = 10，
次元数 n = 2, 10, 50, 100，パラメータ α = 0.1，β = 1.9，pa = 0を用い，最大評価回数
kmax = 1000, 10000とする。共通の初期配置領域Sから探索を開始して，探索過程におけ
る最良の評価値 f (x)を求める試行を 50回行い，その平均値を実験結果とする。また提案
手法において，分散共分散行列を計算する解集団Zを設定可能であり，本論文では各反復














できていることが確認できる。一方で，Alpine関数の kmax = 1000, 10000の場合 2，10次
元では良好な探索性能を維持したまま，ロバストであることが確認できるが 50，100次元
になると探索性能がオリジナルCSより劣る結果となる。さらに反復回数 kmax = 1000では






























































































































図 5.8： 2nminima（kmax = 10000，オリジナルCS：青，提案手法：赤）


























































































































図 5.10： Rastrigin（kmax = 10000，オリジナルCS：青，提案手法：赤）


















































































































図 5.12： Ackley（kmax = 10000，オリジナルCS：青，提案手法：赤）
























































































































図 5.14： Alpine（kmax = 10000，オリジナルCS：青，提案手法：赤）















































































































図 5.16： Ellipsoid（kmax = 10000，オリジナルCS：青，提案手法：赤）





















































































































図 5.18： Bohachevsky（kmax = 10000，オリジナルCS：青，提案手法：赤）




















る。図 6.1に β = 1.5, 1.0, 0.5のときの近似レヴィ分布を示す。図 6.1より βによって生成
する値のとる確率が決定できることがわかる。βの値を大きくすると，Lj(β) ( j = 1, . . . , n)
の絶対値は小さい値をとる確率が大きくなり，大きい値をとる確率が小さくなる。一方，β
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の広さも変化することが明らかになった。





























い，探索点のランキングを基に βを調整する。具体的な βの調整則を式 (6.1)に示す。
βi := βmax − (βmax − βmin)R
i − 1
















Step 0:[準備] 探索点数m，ステップサイズ調整パラメータ α > 0，排斥確率 pa ∈ [0, 1]，
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最大評価回数 kmax，βmin，βmaxを定め，評価回数 k = 0とする。
Step 1:[初期化] 探索点の初期解 xi(i = 1, 2, · · · ,m)を初期配置領域S内にランダムに与
え，探索点群をX = {xi|i = 1, 2, . . . ,m}とする。探索点の評価値 f (xi)を求め，k := m
とする。
Step 2:[レヴィフライト] 探索点xiのパラメータ βiを以下の式で設定する。





xˆ := xp + αL(βi)
L(βi) = [L1(βi), L2(βi), . . . , Ln(βi)]T





xˆ f (xˆ)≤ f (xq)
xq otherwise
Step 4:[排斥] 排斥確率 paに従い，以下の操作で最悪点xw = arg max
x∈X
{ f (x)}を移動させる。
xˆ := xp + αL(βmax)
L(βmax) = [L1(βmax), L2(βmax), . . . , Ln(βmax)]T
最悪点の評価値 f (xw)を求め，k := k + 1とする。
Step 5:[終了判定] k≥kmaxならば，探索を終了する。さもなければ Step 2へ戻る。









共通条件として，探索点数m = 10，次元数 n = 10, 50, 100, 300，ステップサイズ調整変
数α = 0.1，排斥確率 pa = 0，関数毎に共通の初期配置領域Sを用い，終了条件を評価回数
kmax = 1000, 10000とする。また，オリジナルCSでは β = 0.3, 0.4, . . . , 1.9, 1.99の 18通り
の値を用い，提案手法では下限値 βmin = 0.3，上限値 βmax = 1.99を用いる。共通の初期配
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6.4.2 実験結果・考察
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れる。
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表 6.1：数値実験結果（評価回数 1000）
Function n CS　 (1st) (β) CS (5th) (β) CS (9th) (β) CS (Mean) 提案手法 (rank)
1. Parabola 10 0.08 (1.6) 0.12 (1.3) 0.28 (1.0) 4.37 0.04 (1)
50 66.4 (1.5) 82.5 (1.7) 126 (1.0) 178 86.4 (7)
100 315 (1.6) 359 (1.5) 481 (1.1) 523 360 (7)
300 1734 (1.8) 1845 (1.5) 2183 (1.2) 2110 1822 (5)
2. Rosenbrock 10 15.3 (1.8) 17.1 (1.5) 28.7 (1.1) 165 15.4 (2)
50 1546 (1.8) 2628 (1.5) 5416 (1.2) 8292 2218 (5)
100 9597 (1.9) 16651 (1.99) 29420 (1.2) 25966 12587 (4)
300 78883 (1.9) 108745 (1.6) 119698 (1.2) 111540 91977 (4)
3. 2nminima 10 -715 (1.0) -699 (1.3) -684 (1.4) -660 -689 (8)
50 -2794 (1.7) -2743 (1.4) -2450 (1.1) -2113 -2771 (5)
100 -4692 (1.7) -4490 (1.9) -3417 (1.99) -3218 -4541 (4)
300 -9509 (1.9) -7678 (1.5) -4674 (1.2) -5889 -8663 (4)
4. Rastrigin 10 41.9 (1.3) 43.8 (1.2) 46.5 (1.7) 53.3 46.0 (9)
50 457 (1.99) 552 (1.6) 592 (1.2) 629 497 (3)
100 1144 (1.99) 1313 (1.6) 1417 (1.2) 1454 1220 (3)
300 4279 (1.99) 4712 (1.6) 5009 (1.2) 4942 4505 (3)
5. Schwefel 10 2.37 (1.4) 2.84 (1.5) 3.97 ((0.9) 8.85 3.24 (7)
50 246 (1.5) 262 (1.3) 305 (1.9) 559 273 (7)
100 966 (1.7) 1080 (1.4) 1365 (1.1) 2465 1088 (6)
300 8294 (1.7) 10181 (1.9) 15234 (1.1) 24874 10078 (5)
6. Levy 10 3.84 (0.8) 5.55 (0.7) 11.0 (0.5) 12.8 14.7 (12)
50 39.3 (1.99) 52.9 (1.6) 61.4 (1.3) 74.4 46.1 (3)
100 59.5 (1.99) 82.9 (1.6) 94.7 (1.2) 103 70.1 (3)
300 96.4 (1.99) 120 (1.6) 136 (1.2) 136 107 (3)
7. Ackley 10 1.45 (1.3) 1.63 (1.0) 2.85 (0.7) 3.41 2.51 (10)
50 6.49 (1.3) 6.99 (1.1) 7.96 (0.9) 8.07 7.57 (9)
100 8.17 (1.5) 8.55 (1.7) 8.92 (1.9) 9.16 8.80 (8)
300 9.64 (1.7) 9.72 (1.5) 10.0 (1.2) 10.0 9.71 (5)
8. Griewank 10 0.45 (0.7) 0.63 (0.5) 0.88 (0.4) 0.95 0.61 (11)
50 3.34 (0.8) 4.27 (1.1) 6.87 (1.5) 6.35 5.09 (10)
100 10.5 (1.0) 12.0 (1.2) 15.0 (1.5) 15.0 13.0 (6)
300 46.9 (1.1) 50.0 (1.4) 54.4 (1.7) 53.7 50.4 (7)
9. Alpine 10 1.35 (1.8) 1.75 (1.5) 2.17 (1.0) 3.23 1.34 (1)
50 50.1 (1.8) 54.4 (1.5) 66.6 (1.1) 76.2 50.6 (2)
100 147 (1.8) 161 (1.5) 189 (1.1) 199 151 (4)
300 635 (1.99) 682 (1.5) 732 (1.2) 750 656 (4)
10. Ellipsoid 10 3885 (1.3) 5243 (1.0) 7839 (0.9) 39324 5662 (7)
50 682301 (1.4) 868690 (1.7) 1283868 (1.0) 4585222 892164 (6)
100 4377865 (1.6) 4830868 (1.7) 8786959 (1.0) 16457084 5018070 (6)
300 47186677 (1.6) 53318041 (1.8) 78128148 (1.1) 94768447 54811429 (6)
11. Bohachevsky 10 3.44 (1.6) 3.82 (1.7) 5.10 (1.8) 16.3 3.08 (1)
50 232 (1.5) 281 (1.2) 418 (1.0) 562 265 (5)
100 1006 (1.6) 1127 (1.3) 1475 (1.1) 1623 1098 (5)
300 5393 (1.7) 5699 (1.5) 6757 (1.2) 6516 5710 (6)
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表 6.2：数値実験結果（評価回数 10000）
Function n CS　 (1st) (β) CS (5th) (β) CS (9th) (β) CS (Mean) 提案手法 (rank)
1. Parabola 10 0.00 (1.99) 0.01 (1.6) 0.02 (1.2) 0.29 0.00 (2)
50 0.08 (1.9) 1.36 (1.6) 5.64 (1.2) 81.1 0.08 (1)
100 2.61 (1.9) 17.1 (1.5) 59.0 (1.2) 268 2.38 (1)
300 138 (1.9) 497 (1.5) 1440 (1.2) 1414 270 (4)
2. Rosenbrock 10 6.89 (1.9) 8.12 (1.5) 9.29 (1.2) 31.1 7.05 (2)
50 76.8 (1.99) 259 (1.6) 801 (1.2) 5185 127 (3)
100 278 (1.99) 1734 (1.6) 10603 (1.2) 17563 563 (3)
300 4655 (1.99) 54920 (1.6) 119076 (1.2) 89817 14294 (3)
3. 2nminima 10 -782 (1.0) -781 (1.1) -774 (1.4) -748 -775 (9)
50 -3374 (1.8) -3321 (1.3) -3262 (1.2) -2720 -3322 (5)
100 -6516 (1.9) -6298 (1.6) -5545 (1.2) -4527 -6501 (2)
300 -17452 (1.9) -14857 (1.6) -8194 (1.2) -9263 -16551 (4)
4. Rastrigin 10 15.7 (1.2) 17.4 (1.0) 19.0 (0.8) 24.1 28.3 (15)
50 336 (1.99) 409 (1.6) 425 (1.3) 509 346 (2)
100 770 (1.99) 1103 (1.6) 1189 (1.2) 1290 810 (2)
300 2966 (1.99) 4394 (1.6) 4774 (1.2) 4694 3394 (2)
5. Schwefel 10 0.00 (1.99) 0.01 (1.6) 0.04 (1.2) 0.88 0.00 (2)
50 27.6 (1.9) 47.4 (1.5) 89.3 (1.2) 317 47.3 (5)
100 219 (1.9) 324 (1.6) 615 (1.2) 1686 342 (6)
300 2423 (1.9) 3636 (1.6) 7115 (1.2) 18770 3763 (6)
6. Levy 10 0.01 (1.4) 0.02 (1.1) 0.05 (0.8) 1.72 2.42 (16)
50 24.9 (1.99) 30.9 (1.1) 34.7 (1.4) 51.9 27.1 (2)
100 30.1 (1.99) 60.1 (1.6) 67.8 (1.2) 84.2 34.8 (2)
300 46.8 (1.99) 103 (1.6) 123 (1.2) 124 58.5 (2)
7. Ackley 10 0.11 (1.8) 0.19 (1.5) 0.33 (1.1) 1.01 0.08 (1)
50 1.93 (1.7) 2.59 (1.8) 3.87 (1.0) 5.08 5.70 (13)
100 3.45 (1.7) 3.96 (1.4) 6.44 (1.9) 6.70 7.20 (11)
300 6.73 (1.7) 7.74 (1.4) 9.09 (1.2) 8.95 8.79 (9)
8. Griewank 10 0.14 (0.6) 0.17 (0.5) 0.38 (1.2) 0.49 0.25 (8)
50 0.17 (1.4) 0.31 (1.6) 0.92 (0.8) 1.98 0.04 (1)
100 0.93 (1.3) 1.10 (1.0) 1.54 (1.6) 5.73 0.98 (4)
300 5.65 (1.2) 9.49 (1.0) 21.9 (1.7) 29.4 10.4 (6)
9. Alpine 10 0.15 (1.99) 0.57 (1.6) 0.72 (1.0) 0.89 0.35 (3)
50 9.79 (1.99) 25.4 (1.6) 35.9 (1.2) 49.3 18.9 (3)
100 42.0 (1.99) 87.2 (1.6) 123 (1.2) 147 64.4 (3)
300 298 (1.99) 497 (1.6) 624 (1.2) 638 393 (3)
10. Ellipsoid 10 270 (1.9) 387 (1.6) 541 (1.2) 2163 711 (11)
50 29381 (1.9) 51871 (1.6) 141772 (1.2) 2139279 84130 (8)
100 179503 (1.9) 345054 (1.6) 1029362 (1.2) 9054434 428230 (6)
300 2828076 (1.9) 6259997 (1.99) 20132593 (1.2) 57213869 5811035 (4)
11. Bohachevsky 10 0.18 (1.9) 0.49 (1.5) 1.03 (1.2) 2.47 0.54 (6)
50 20.6 (1.9) 32.0 (1.6) 49.6 (1.2) 268 25.4 (3)
100 76.3 (1.9) 125 (1.5) 246 (1.2) 866 88.9 (3)
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系が標準基底 {e1, e2, . . . , en}に基づくとき，標準基底から新たな正規直交基底 {e′1, e′2, . . . , e′n}
への座標変換行列Aは，式 (A.1)と表される。
A = [e′1, e
′
2, . . . , e
′
n] (A.1)
ただし，e j，e′j ∈ Rn ( j = 1, 2, · · · , n)である。
標準基底から新たな正規直交基底への座標変換は，式 (A.1)のAを左から掛けることで
行われる。
B n次元の解空間を γ deg回転させる行列
n次元の解空間を γ deg回転させる行列B(γ, n)は，式 (B.1)と表される。式 (B.1)中の











cos γ ( q = i, 
 = i )
− sin γ ( q = i, 
 = j )
sin γ ( q = j, 
 = i )
cos γ ( q = j, 
 = j )
1 ( q = 
  i, q = 
  j )









xo = (0, 0, · · · , 0) , f (xo) = 0
















100(x2i − xi+1)2 + (xi − 1)2 (C.2)
xo = (1, 1, · · · , 1) , f (xo) = 0
















図C.2： Rosenbrock’s Saddle Function




(x4i − 16x2i + 5xi) (C.3)
xo ≈ (−2.92,−2.92, · · · ,−2.92) , f (xo) ≈ −78n
















(x2i − 10 cos(2πxi) + 10) (C.4)
xo = (0, 0, · · · , 0) , f (xo) = 0



















xo = (0, 0, · · · , 0) , f (xo) = 0



















(xi − 1)2(1 + 10 sin2(πxi+1))} + 10 sin2(πx1) + (xn − 1)2) (C.6)
xo = (1, 1, · · · , 1) , f (xo) = 0






















+ 20 + exp(1) (C.7)
xo = (0, 0, · · · , 0) , f (xo) = 0























i) + 1} (C.8)
xo = (0, 0, · · · , 0) , f (xo) = 0















|xi sin xi + 0.1xi| (C.9)
xo = (0, 0, · · · , 0) , f (xo) = 0





















xo = (0, 0, · · · , 0) , f (xo) = 0















{(x2i + 2x2i+1 − 0.3 cos(3πxi) − 0.4 cos(4πxi+1) + 0.7)} (C.11)
xo = (0, 0, · · · , 0) , f (xo) = 0
S = [−5 5]n
(a)概形
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図C.11： Bohachevsky Function
