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Povzetek
Namen dela je seznaniti bralca o algoritmih za iskanje največjega pretoka v
omrežjih. Opisuje tri vrste algoritmov, njihovo delovanje in analizo. Prvi algo-
ritem je Ford-Fulkersonov algoritem, ki je bil eden izmed prvih algoritmov za
iskanje največjega pretoka. Drugi algoritem je zaporedni potisni in preimenuj,
ki je eden izmed najhitrejših zaporednih algoritmov v današnjem času. Tretji
algoritem je vzporedni potisni in preimenuj algoritem, ki je vzporedna pohitri-
tev zaporednega potisni in preimenuj algoritma. Poleg algoritmov je v drugem
poglavju opisana teorija omrežij, za lažje razumevanje delovanja algoritmov.
V petem poglavju so zajeti vsi rezultati. Na začetku je časovna pri-
merjava vseh treh algoritmov. V nadaljevanju se rezultati osredotočijo zgolj
na vzporedni potisni in preimenuj algoritem, saj nas je zanimala pohitritev
zaporednega potisni in preimenuj algoritma z vzporednim procesiranjem ter
vplivom števila procesorjev na izvajanje vzporednega potisni in preimenuj al-
goritma.
Pohitritev zaporednega algoritma se je kljub počasnejšemu delovanju na
omrežjih z manj vozlišči izkazala za uspešno. Na omrežjih z velikim številom
vozlišč smo zaporedni potisni in preimenuj algoritem pohitrili do 4-krat.
Vzporedni potisni in preimenuj algoritem bi lahko še bolje optimizirali in
s tem še dodatno pohitrili izvajanje, vendar to ni cilj te diplomske naloge.
Ključne besede:
omrežje, zahtevnost, največji pretok, algoritem
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Abstract
The purpose of the work is to acquaint the reader about algorithms for finding
the maximum flow in networks. It describes three types of algorithms, their im-
plementations and analysis. First algorithm is Ford-Fulkerson which was one
of the first algorithms for finding maximum flow in networks. Second algori-
thm is sequential push-relabel algorithm which is one of the fastest sequential
algorithms for finding maximum flow in networks at the time. Third algori-
thm is parallel push-relabel algorithm which is parallel speed up of sequential
push-relabel algorithm. In addition to algorithms, Chapter 2 describes ne-
twork theory to help understand how algorithms work.
Chapter 5 covers all the results. In the beginning, there is a time com-
parison of all three algorithms. Then the results focus only on the parallel
push-relabel algorithm, since we were interested in speeding up the sequential
push-relabel by parallel processing and the impact of the number of processors
on running the parallel push-relabel algorithm.
Speeding up the sequential algorithm has proven to be successful, despite
slower performance on networks with fewer nodes. On networks with many
nodes, the sequential push-relabel algorithm was speeded up to 4 times.
The parallel push-relabel algorithm could be further optimized to better
speed up imprementation, but this was not the goal of this thesis.
Key words:




V današjem času se marsikdo ne zaveda pomembnosti algoritmov za največji
pretok. Uporabljajo se v različnih vrstah omrežij, s katerimi se ljudje vsa-
kodnevno srečujemo. Najbolj poznano je zagotovo internetno omrežje, ki ga
vsakodnevno uporablja več kot milijarda ljudi. Poleg internetnega omrežja
poznamo še cestno omrežje, letalski promet, železniški promet, vodovodno
omrežje, telefonsko omrežje in še veliko drugih vrst omrežij, pri katerih je
ključni problem največji pretok, saj lahko s pomočjo le-tega ugotovimo največ-
je število poslanih entitet po omrežju - od izvora do ponora.
Cilj diplomske naloge je seznaniti bralca o dveh algoritmih za iskanje
največjega pretoka po omrežju, o njunem načinu delovanja in o njunih razli-
kah. Poleg tega se bralec spozna z osnovnimi pojmi s področja omrežij (kaj
je omrežje, kako jih interpretiramo,...) in s pohitritvijo algoritmov s pomočjo
vzporednega procesiranja.
Drugo poglavje je namenjeno definiciji grafa in njegovi predstavitvi v
računalništvu. V tretjem poglavju sta opisana zaporedna algoritma (Ford-
Fulkersonov ter poisni in preimenuj) za iskanje največjega pretoka po omrežju.
Poleg tega pa je na začetku poglavja definicija največjega pretoka, ki temelji
na definiciji grafa.
V četrtem poglavju je opisan vzporedni algoritem za iskanje največjega
pretoka po omrežju, ki se nadgradi iz zaporednega potisni in preimenuj algo-
ritma. Poglavje opisuje njegovo idejo, delovanje in analizo.
Peto poglavje opisuje testno okolje in podatke, ki smo jih uporabljali
pri izvajanjih algoritmov. V nadaljevanju so tudi primerjave algoritmov glede





To poglavje predstavlja graf kot matematično strukturo, njegovo definicijo in
predstavitev te strukture v računalništvu.
2.1 Definicija grafa
Graf je matematična struktura, s pomočjo katere lahko predstavimo različna
omrežja. Graf, ki ga navadno označimo z G, je par dveh množic (V, E). Mno-
žica V je množica vozlišč, množica E je množica parov (u, v), kjer sta u, v
∈ V, rečemo ji tudi množica povezav. Množico vozlišč si lahko predstavljamo
kot mesta na zemljevidu, množico povezav pa kot ceste, ki povezujejo mesta.
Poznamo dva tipa povezav, in sicer usmerjene in neusmerjene. Povezava med
vozliščema v in u je neusmerjena, če velja (v, u) ∈ E, (u, v) ∈ E in (v, u) = (u,
v) ter usmerjena, če velja (v, u) ∈ E in (u, v) ̸∈ E oziroma (v, u) ∈ E, (u, v)
∈ E in (v, u) ̸= (u, v). Graf G = (V, E) je lahko neusmerjen (slika 2.1 (a)), če
Slika 2.1: (a) Primer neusmerjenega grafa. (b) Primer usmerjenega grafa.
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so vse povezave neusmerjene, ali usmerjen (slika 2.1 (b)), če so vse povezave
usmerjene [1, str 12, 13].
Poleg dveh množic, ki definirata graf, se pri grafih velikokrat uporablja
funkcija uteži (𝜔(𝑢, 𝑣)), ki vsaki povezavi (𝑢, 𝑣) ∈ 𝐸 priredi neko realno šte-
vilo (enačba 2.1). To število definira največjo količino entitet, ki jih lahko
prenesemo po določeni povezavi. Težo posamezne povezave označimo z 𝜔(v,
u).
𝜔(𝑢, 𝑣) → R (2.1)
V grafu G pot od 𝑣1 do 𝑣𝑛 definiramo kot zaporedje vozlišč in povezav
𝑣1, 𝑒1, 𝑣2, 𝑒2, ... , 𝑒𝑛−1, 𝑣𝑛, kjer 𝑒𝑖 predstavlja povezavo med vozliščema 𝑣𝑖 in
𝑣𝑖+1, i ∈ {1, 2, ... , n-1} [1].
2.2 Predstavitev grafa
V grobem poznamo dva načina predstavitve grafa G = (V, E):
(a) kot seznam sosedov ali
(b) kot matriko sosednosti.
Seznam sosedov grafa G = (V, E) je sestavljen iz tabele velikosti |V|, ki jo ozna-
čimo z Adj (angl. adjacency-list). Za vsako vozlišče v ∈ V se v tabeli Adj [v]
hrani seznam sosedov, torej tistih u ∈ V za katere velja, da je (v, u) ∈ E. Slika
2.2 (a) prikazuje seznam sosedov neusmerjenega grafa s slike 2.1 (a), slika 2.2
(b) prikazuje seznam sosedov usmerjenega grafa s slike 2.1 (b). V primeru, ko
ima graf G uteži, se le te hranijo v elementih seznama sosedov [2, str. 589-592].
Slika 2.2: (a) Seznam sosedov za neusmerjen graf. (b) Seznama sosedov za
usmerjen graf.
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Matrika A velikosti |𝑉 |x|𝑉 | predstavlja matriko sosednosti grafa G =
(V, E), v kateri predpostavljamo, da so vozlišča oštevilčena z 1, 2, ... , |𝑉 |.




1 če (i, j) ∈ E
0 sicer.
V primeru uteženega grafa lahko v matriko A za posamezno povezavo (i, j) ∈
E hranimo vrednosti 𝜔(i, j), ki se hranijo v i-ti vrstici in j-tem stolpcu [2].
Če je G neusmerjen, potem je matrika sosedov simetrična preko glavne
diagonale. Ta lastnost sledi iz definicije grafov, saj v neusmerjenem grafu velja,
če je (i, j) ∈ E, potem je tudi (j, i) ∈ E, kar se v matriki izraža kot simetrija.
Ker je matrika sosedov fiksne dolžine ne glede na število povezav znotraj grafa,
je njena prostorska zahtevnost vedno enaka Θ(𝑉 2) [2, str. 589-592]. Slika 2.3
(a) prikazuje matriko sosedov neusmerjenega grafa s slike 2.1 (a), slika 2.3 (b)
prikazuje matriko sosedov usmerjenega grafa s slike 2.1 (b).
Slika 2.3: (a) Matrika sosedov za neusmerjen graf. (b) Matrika sosedov za
usmerjen graf.
Poglavje 3
Algoritmi za iskanje največjega
pretoka
To poglavje predstavlja dva zaporedna algoritma za iskanje največjega pretoka.
Na začetku je predstavljenih nekaj osnovnih pojmov, ki so potrebni za razume-
vanje algoritmov. V nadaljevanju sledi predstavitev algoritma Ford-Fulkerson
in algoritma potisni in preimenuj z zaporednim izvajanjem.
3.1 Največji pretok
3.1.1 Pretočno omrežje
Pretočno omrežje G = (V, E) je usmerjen graf, kjer ima vsaka povezava (u, v)
∈ E nenegativno utež 𝜔(𝑢, 𝑣) ≥ 0 in jo imenujemo kapaciteta. Vsako pretočno
omrežje ima vsaj eno vozlišče s ∈ V, ki nima nobene vstopne povezave in mu
pravimo izvor, ter vsaj eno vozlišče t ∈ V, ki nima nobene izstopne povezave
in mu pravimo ponor. V tem diplomskem delu je vedno predpostavljeno, da
za ∀v ∈ V\{𝑠, 𝑡}, obstaja pot v pretočnem omrežju oblike s  v  t. Ta
predpostavka pove, da je graf povezan, saj ima vsako vozlišče, ki je različno
od izvora ali ponora, vsaj eno vstopno in vsaj eno izstopno povezavo [2, str.
709-712].
Pretok na povezavi (u, v) omrežja G je realna funkcija 𝑓 : 𝑉 × 𝑉 → R,
ki zadošča naslednjima pogojema:
∙ ∀ u, v ∈ V, mora veljati 0 ≤ 𝑓(𝑢, 𝑣) ≤ 𝜔(𝑢, 𝑣) in
∙ ∀ u ∈ V\{𝑠, 𝑡}, mora veljati
∑︀
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Prvi pogoj je omejitev kapacitete, drugi je ohranitev pretoka. V primeru, ko
(u, v) ̸∈ E je vrednost 𝑓(u,v) = 0, saj med vozliščema u in v ni pretoka. Pretok
na omrežju G označimo z 𝑓 . Izračunamo ga lahko na dva načina; kot vsoto
pretokov na vstopnih povezavah vozlišča t, ali kot vsota pretokov na izstopnih








Če pogoj o ohranitvi pretoka za neko vozlišče u ∈ V∖{𝑠, 𝑡} ne velja, potem
pravimo, da ima vozlišče u odvečni pretok oziroma preliv. Označimo ga z
𝑒 [2, str. 709-712].
3.1.2 Ostankovno omrežje
Ostankovno omrežje se uporablja kot pomožno omrežje pri iskanju največjega
pretoka. Označimo ga z 𝐺𝑓 = (𝑉𝑓 , 𝐸𝑓 ), kjer velja 𝑉𝑓 = 𝑉 in 𝐸𝑓 ⊇ 𝐸. Namen
takšnega omrežja je, da vsebuje povezave, ki prikazujejo spreminjanje pretoka
po omrežju G. Povezave v ostankovnem omrežju delimo na dve vrsti - tiste,
ki so enako usmerjene kot v omrežju G, in tiste, ki so obratno usmerjene.
Prvi tip povezav vstavimo v omrežje 𝐺𝑓 v primeru, ko je ostankovna kapa-
citeta 𝜔𝑓 (𝑢, 𝑣) = 𝜔(𝑢, 𝑣) - 𝑓(𝑢, 𝑣) večja od nič. Ostankovna kapaciteta nam
pove, koliko pretoka lahko še prenesemo po povezavi. V določenih primerih
moramo pri iskanju največjega pretoka zmanjšati pretok na nekaterih poveza-
vah. Posledično se pojavi drug tip povezav, ki predstavljajo trenutni pretok
po povezavi. Da lahko predstavimo zmanjšanje pozitivnega pretoka 𝑓(u, v) na
povezavi v G, vstavimo povezavo (𝑣, 𝑢) v 𝐺𝑓 z ostankovno kapaciteto 𝜔𝑓 (u, v)
= 𝑓(𝑢, 𝑣) [2, str. 715-719].
Definicijo ostankovnega omrežja lahko zapišemo tudi drugače. Če imamo
omrežje G = (V, E) z izvorom 𝑠 in ponorom 𝑡, naj bo 𝑓 pretok v G. Za vozlišči
u, v ∈ V, lahko definiramo ostankovno kapaciteto 𝜔𝑓 (u, v) kot [2, str. 715-719]:
𝜔𝑓 (𝑢, 𝑣) =
⎧⎪⎨⎪⎩
𝜔(𝑢, 𝑣)− 𝑓(𝑢, 𝑣) če (u, v) ∈ E
𝑓(𝑢, 𝑣) če (v, u) ∈ E
0 sicer.
3.1.3 Razširitvena pot
Razširitvena pot v omrežju G = (V, E) je preprosta pot (brez ciklov) od s do
t v ostankovnem omrežju 𝐺𝑓 . Po definiciji ostankovnega omrežja lahko pretok
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na posamezni povezavi povečamo za največ 𝜔𝑓 (𝑢, 𝑣), ne da bi pri tem kršili
pogoj kapacitete in pogoj o ohranitvi pretoka. Hitro lahko opazimo, da se na
posamezni razširitveni poti 𝑝 pretok lahko poveča za 𝜔𝑓 (𝑝) (enačba 3.2), saj
bi sicer kršili pogoj kapacitete in pogoj o ohranitvi pretoka.
𝜔𝑓(𝑝) = 𝑚𝑖𝑛{𝜔𝑓(𝑢, 𝑣); (𝑢, 𝑣) je na 𝑝} (3.2)
Primer razširitvene poti je na sliki 3.1. [2, str. 719-720]




Ford-Fulkersonova (v nadaljevanju: FF) metoda za iskanje največjega pretoka
izvaja obhode po povezavah in išče razširitveno pot. FF metoda ni algoritem,
ker način iskanja razširitvene poti ni točno določen. Ideja je iterativno preisko-
vanje omrežja in iskanje razširitvene poti. Ko razširitvene poti ni več mogoče
najti, dobimo največji pretok po omrežju. Algoritmov za iskanje razširitvene
poti je veliko. Najbolj preprosta sta iskanje v širino ter iskanje v globino.
3.2.2 Delovanje
Algoritem 1 prikazuje psevdokodo FF algoritma. Ob začetku nastavimo vred-
nost pretoka na vseh povezavah na 0 (vrstici 2 in 3). Nato v vsaki iteraciji
FF algoritma poiščemo razširitveno pot 𝑝 v ostankovnem omrežju, s pomočjo
katere lahko povečamo pretok 𝑓 (vrstice od 4 do 10). Ko najdemo razširitveno
10 Poglavje 3: Algoritmi za iskanje največjega pretoka
pot 𝑝, izračunamo 𝜔𝑓 (𝑝) (vrstica 5) in za vsako povezavo (𝑢, 𝑣) na 𝑝 povečamo
pretok povezave (𝑢, 𝑣) za 𝜔𝑓 (𝑝) (vrstica 8), če (𝑢, 𝑣) ∈ E, oziroma zmanjšamo
pretok povezave (𝑣, 𝑢) za 𝜔𝑓 (𝑝) (vrstica 10), če (𝑢, 𝑣) ̸∈ E. V primeru, ko ne




2: for povezavo (u, v) iz G.E do
3: (𝑢, 𝑣).𝑓 = 0
4: while obstaja pot 𝑝 od 𝑠 do 𝑡 v ostankovnem omrežju 𝐺𝑓 do
5: 𝜔𝑓 (𝑝) = 𝑚𝑖𝑛{𝜔𝑓 (𝑢, 𝑣) : (𝑢, 𝑣) je na p}
6: for vsako povezavo (u, v) na 𝑝 do
7: if (u, v) iz E then
8: (𝑢, 𝑣).𝑓 = (𝑢, 𝑣).𝑓 + 𝜔𝑓 (𝑝)
9: else
10: (𝑣, 𝑢).𝑓 = (𝑣, 𝑢).𝑓 − 𝜔𝑓 (𝑝)
3.2.3 Analiza
Primer in analiza sta narejena po zgledu iz literature [2, str. 725-727]. Čas
izvajanja FF algoritma je odvisen od načina iskanja razširitvene poti 𝑝. Če
razširitveno pot izberemo slabo, se čas izvajanja podaljša. Primer slabe izbire
poti je na sliki 3.2, kjer v prvi iteraciji za razširitveno pot algoritem izbere pot
s → u → v → t (a), ki trenutni pretok poveča za 1. V drugi iteraciji algoritem
najde razširitveno pot s → v → u → t (b), ki pretok ponovno poveča za 1.
Tako dobimo trenutni pretok enak 2. Ko algoritem nadaljuje izvajanje, kjer v
vsaki lihi iteraciji izbere razširitveno pot s → u → v → t in v vsaki sodi iteraciji
izbere razširitveno pot s → v → u → t, se pretok v vsaki iteraciji poveča za
1. To nanese 2.000.000 iteracij, kar ni optimalno, saj bi rešitev lahko dobili v
2 iteracijah.
Časovna zahtevnost delovanja FF algoritma je 𝑂(|𝐸| |𝑓 |). Ocena 𝑂(|𝐸|)
predstavlja ocenjeni čas, ki ga algoritem potrebuje za iskanje ene razširitvene
poti, kjer |𝐸| predstavlja število povezav v omrežju. Ker lahko v najslabšem
primeru v vsaki iteraciji razširitvena pot poveča trenutni pretok za 1, se za
iskanje rešitve potrebuje največ |𝑓 | izvajanj zanke »while«. Od tod sledi, da
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Slika 3.2: Primer slabe izbire razširitvene poti v ostankovnem omrežju, ozna-
čena je z oranžno barvo.
je delovanje FF algoritma, kjer je iskanje razširitvene poti implementiran z
iskanjem v širino ali iskanjem v globino, ocenjeno z 𝑂(|𝐸| |𝑓 |).
3.3 Algoritem potisni in preimenuj
Časovna zahtevnost FF metode je sorazmerna 𝑂(|𝐸| |𝑓 |), kar sta nadgradila
Goldberg in Tarjan 1986 z novim algoritmom iskanja največjega pretoka ime-
novanem potisni in preimenuj (angl. push relabel - v nadaljevanju: PR) [5, str.
921].
3.3.1 Ideja
V prvem koraku algoritem potisne čim večji pretok iz izvora v sosednja vozlišča
in s tem ustvari preliv v sosednjih vozliščih, saj se pretok zadržuje v njih. Ta
vozlišča imenujemo aktivna vozlišča. Pogoj o ohranitvi pretoka pri aktivnih
vozliščih ne velja, saj imajo odvečni dotok. Po končani operaciji potisni se
vsa nova aktivna vozlišča dodajo v vrsto. Algoritem nadaljuje z naslednjim
aktivnim vozliščem, iz katerega zopet poskuša potisniti čim več pretoka v so-
sednja vozlišča, vendar ne več, kot je njegov preliv. Ko na aktivnem vozlišču
ne more izvesti operacije potisni, je potrebno izvesti operacijo preimenuj, ki
odvečni preliv po vstopnih povezavah potisne nazaj proti izvoru in s tem za-
gotovi pogoj o ohranitvi pretoka za to vozlišče. Ker za aktivno vozlišče velja
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pogoj o ohranitvi pretoka, ga odstrani iz vrste aktivnih vozlišč. To ponavlja
vse do takrat, dokler vrsta aktivnih vozlišč ni prazna [2, str. 737-738].
Ko je vrsta aktivnih vozlišč prazna, je vrednost preliva v ponoru enaka
največjemu pretoku, saj so povezave nasičene in za vsa vozlišča velja pogoj o
ohranitvi pretoka [2, str. 737-738].
3.3.2 Delovanje
Algoritem 2 predstavlja glavni algoritem, ki nad aktivnimi vozlišči kliče funk-
ciji potisni in preimenuj. Algoritem začne z nastavitvijo predpretoka na 0 in
zapolnitvijo kapacitet tistih povezav, ki izvirajo iz izvora s, (𝑠, 𝑣) ∈ 𝐸, kjer 𝑣
∈ 𝑉 ∖{𝑠} (vrstice od 3 do 5). To povzroči zapolnitev vrste z aktivnimi vozli-




3: for ∀ (u, v) ∈ E do
4: if u = s then
5: (𝑢, 𝑣).𝑓 = 𝜔(𝑢, 𝑣)
6: s.h = |V|
7: for ∀ u ∈ V\{𝑠} do
8: u.h = 0
9: //glavna zanka
10: while dolžina aktivne vrste > 0 do
11: //poiščemo vozlišče u v aktivni vrsti z najvišjo oznako
12: if not potisni(u) then
13: preimenuj(u)
14: if u.e = 0 then
15: odstrani u iz vrste aktivnih vozlišč
Poleg tega ima vsako vozlišče 𝑣 ∈ 𝑉 oznako. Oznaka vozlišča (ℎ) nam
pove višino vozlišča, kjer |𝑉 | = 𝑛 pomeni najvišje in 1 najnižje vozlišče. S
pomočjo višine pretok potiskamo proti ponoru in ne nazaj proti izvoru.
Na začetku označimo izvor kot |𝑉 | ostala vozlišča označimo z 0 (vrstice
od 6 do 8). Ko algoritem zaključi inicializacijo, začne s cikličnim izvajanjem
operacij potisni in preimenuj nad aktivnimi vozlišči znotraj vrste, kar omogoči
polnjenje kapacitet povezav (vrstice od 10 do 15). Ko je vrsta aktivnih vozlišč
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prazna, pomeni da smo našli največji pretok, saj so povezave nasičene in za
vsa vozlišča velja pogoj o ohranitvi pretoka [6, str. 1059].
Algoritem 3 in algoritem 4 prikazujeta psevdokodi operacije potisni in
Algoritem 3
1: procedure potisni(u)
2: //velja, ko: u ima preliv, 𝜔𝑓 (𝑢, 𝑣) > 0 in 𝑢.ℎ > 𝑣.ℎ
3: //akcija: potisne Δ𝑓 (𝑢, 𝑣) = min
(𝑢,𝑣)∈𝐸𝑓
{𝑢.𝑒, 𝜔𝑓 (𝑢, 𝑣)}
4: // entitet pretoka od u do v
5: if Δ𝑓 (𝑢, 𝑣) = 0 then
6: return false
7: if (𝑢, 𝑣) ∈ 𝐸 then
8: (𝑢, 𝑣).𝑓 = (𝑢, 𝑣).𝑓 +Δ𝑓 (𝑢, 𝑣)
9: else
10: (𝑣, 𝑢).𝑓 = (𝑣, 𝑢).𝑓 −Δ𝑓 (𝑢, 𝑣)
11: 𝑢.𝑒 = 𝑢.𝑒−Δ𝑓 (𝑢, 𝑣)




2: //velja, ko: u ima preliv in za vse 𝑣 ∈ 𝑉 , za katere velja (𝑢, 𝑣) ∈
𝐸𝑓 , velja: 𝑢.ℎ ≤ 𝑣.ℎ
3: //akcija: povečaj višino vozlišča u
4: 𝑢.ℎ = 1 +𝑚𝑖𝑛{𝑣.ℎ : (𝑢, 𝑣) ∈ 𝐸𝑓}
operacije preimenuj. Med delovanjem algoritma aktivna vozlišča potiskajo
pretok proti vozliščem, ki imajo nižjo oznako. S tem zagotovimo, da se pretok
potiska proti ponoru. Poleg tega se tudi izognemo ciklom v grafu, če jih le-ta
ima. Ob vsakem potisku se v vozlišče z nižjo oznako pošlje Δ𝑓 (𝑢, 𝑣), ki pred-
stavlja manjšo vrednost izmed dveh vrednost: preliv vozlišča 𝑢 ali preostanek
entitet do napolnitve povezave.
Če iz vozlišča 𝑢 ne moremo poslati pretoka, to se zgodi takrat, ko je vre-
dnost Δ𝑓 (𝑢, 𝑣) = 0, potem operacija potisni vrne vrednost false (vrstici 5 in 6),
saj pretoka ne moremo več potiskati in je potrebno izvesti operacijo preimenuj.
V nasprotnem primeru, ko je Δ𝑓 (𝑢, 𝑣) = 0, operacija potisni izvede potisk v
sosednje vozlišče in vrne vrednost true (vrstice od 7 do 13), saj smo pretok
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potisnili po povezavi do sosednjega vozlišča. Če je po operaciji potisni preliv
na trenutnem vozlišču enak 0, se vozlišče odstrani iz aktivne vrste.
V primeru, ko operacija potisni vrne vrednost false, se izvede operacija
preimenuj, ki poveča oznako trenutnega vozlišča na oznako min(𝑣.ℎ|(𝑢, 𝑣) ∈
𝐸𝑓 ) + 1, kjer 𝑣 predstavlja vozlišča, do katerih povezava še ni polna in imajo
višjo oznako. S to operacijo omogočimo, da vozlišče pridobi nove povezave, po
katerih lahko v naslednji operaciji potisni potisne pretok. Operacija preimenuj
ne vrača nobene vrednosti [6, str. 1060].
3.3.3 Analiza
Analiza je narejena po zgledu iz literature [2, str. 743-747]. Pri analiziranju
časovne zahtevnosti algoritma je potrebno analizirati število operacij, ki se
izvedejo v glavni zanki. Za lažjo analizo časovne zahtevnosti ločimo glavno
zanko v tri vrste operacij: preimenuj, nasičen potisk in nenasičen potisk, ki jih
kasneje združimo in dobimo časovno zahtevnost algoritma PR.
V algoritmu se operacija preimenuj izvede največ (2|𝑉 | − 1)(|𝑉 | − 2) <
2|𝑉 |2. To velja, saj se oznake vozlišč nikoli ne nižajo, kar pomeni, da je najve-
čja oznaka lahko 2|𝑉 | − 1 za vsa vozlišča. Operacija preimenuj se torej lahko
izvede 2|𝑉 | − 1 za vsako vozlišče v 𝑉 ∖{𝑠, 𝑡} (torej |𝑉 | − 2). Od tod sledi, da
je skupna časovna zahtevnost za operacijo preimenuj enaka 𝑂(|𝑉 |2) .
Nasičen potisk je tista operacija potisni, pri kateri ob končanem izvaja-
nju velja 𝑓(𝑢, 𝑣) = 𝜔(𝑢, 𝑣) oziroma 𝜔𝑓 (𝑢, 𝑣) = 0. Če to ne velja, potem gre
za operacijo nenasičen potisk. Vsak nasičen potisk na dopustni povezavi (𝑢, 𝑣)
izloči povezavo iz ostankovnega omrežja 𝐺𝑓 . Da bi povezavo ponovno vsta-
vili v 𝐺𝑓 za ponovno izvajanje nasičenega potiska, potrebujemo najprej izvesti
operacijo preimenuj nad 𝑣, kateri sledi potisni nad povezavo (𝑣, 𝑢) in ponovno
preimenuj nad 𝑢. Ta proces povzroči, da se oznaka 𝑢 poveča za vsaj 2. Zaradi
tega imamo 𝑂(|𝑉 |) nasičenih potiskov nad (𝑢, 𝑣). Celotno število nasičenih
potiskov je največ 2|𝑉 ||𝐸|. To pomeni, da je časovna zahtevnost nasičenih
potiskov enaka 𝑂(|𝑉 ||𝐸|).
Omejitev števila izvedb operacij nenasičenega potiska lahko dosežemo z
uporabo potenčne amortizacije. Za to uporabimo potencialno funkcijo
Φ = Σ[𝑢∈𝑉 ∧𝑒(𝑢)>0]𝑢.ℎ ,
kjer 𝑢.ℎ predstavlja oznako oziroma višino aktivnega vozlišča 𝑢. Ob inicia-
lizaciji je Φ = 0 in med izvajanjem algoritma ni nikoli negativna. Vrednost
funkcije Φ povečujeta operaciji preimenuj in nenasičen potisk, očitno pa je, da
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je vrednost Φ ob koncu izvajanja enaka 0, saj aktivno vozlišče ne obstaja. To
pomeni, da morajo nenasičeni potiski skozi izvajanje algoritma pokriti razliko,
ki jo ustvarita operaciji preimenuj in nasičen potisk.
Operacija preimenuj lahko poveča funkcijo Φ za največ (2|𝑉 |−1)(|𝑉 |−2).
Nasičen potisk nad povezavo (𝑢, 𝑣) aktivira 𝑣, če je bil prej neaktiven, kar
poveča Φ za največ 2|𝑉 | − 1. Zato je celoten prispevek vseh nasičenih po-
tiskov k Φ največ (2|𝑉 | − 1)(2|𝑉 ||𝐸|). Nenasičen potisk nad (𝑢, 𝑣) vedno
deaktivira vozlišče 𝑢, vendar lahko aktivira vozlišče 𝑣. Kot rezultat dobimo
zmanjšanje Φ za vsaj 𝑢.ℎ − 𝑣.ℎ = 1. Ker operaciji preimenuj in nasičen po-
tisk povečujeta funkcijo Φ, mora biti zato število nenasičenih potiskov enako
(2|𝑉 | − 1)(|𝑉 | − 2) + (2|𝑉 | − 1)(2|𝑉 ||𝐸|) ≤ 4|𝑉 |2|𝐸|. Torej je časovna zahtev-
nost nenasičenih potiskov enaka 𝑂(|𝑉 |2|𝐸|).
Algoritem skupaj izvrši 𝑂(|𝑉 |2) operacij preimenuj, 𝑂(|𝑉 ||𝐸|) nasičenih
potiskov in 𝑂(|𝑉 |2|𝐸|) nenasičenih potiskov. Sledi, da je časovna zahtevnost
algoritma enaka 𝑂(|𝑉 |2|𝐸|).
Poglavje 4
Pohitritev delovanja PR algoritma
z vzporednim izvajanjem
Vzporedno procesiranje je način procesiranja, ki omogoča sočasno izvajanje
večih izračunov. Mogoče ga je izvesti na problemih, ki jih lahko razdelimo na
več manjših podproblemov. Namen je zmanjšati čas izvajanja algoritmov.
V tem poglavju je predstavljen način povzporejanja PR algoritma. Naj-
prej je predstavljena njegova ideja, nato še delovanje in analiza.
4.1 Ideja
Ideja algoritma je enaka kot pri zaporednem PR algoritmu, vendar v tem pri-
meru želimo algoritem izvajati vzporedno. To storimo tako, da vsako novo
aktivno vozlišče, ki ga algoritem odkrije, predamo drugemu procesorju. Pro-
cesor nato nad vozliščem izvaja operaciji potisni in preimenuj, ki odkrijeta nova
aktivna vozlišča. Ko vsi procesorji zaključijo z izvajanjem in ni več aktivnih
vozlišč, smo zaključili z iskanjem in dobimo največji pretok.
Vzporedno procesiranje aktivnih vozlišč je mogoče, saj izvedba opera-
cije potisni ali preimenuj poteka lokalno. Operacija potisni oziroma preimenuj
lahko v enem ciklu vpliva samo na sosednja vozlišča. To pomeni, da v primeru
izvajanja operacije potisni ali preimenuj nad nekim vozliščem 𝑢 ∈ 𝑉 ne vpliva
na izvajanje operacije potisni ali preimenuj nad vozliščem 𝑣 ∈ 𝑉 , za katerega
velja 𝑢 ̸= 𝑣, (𝑢, 𝑣) /∈ 𝐸 in (𝑣, 𝑢) /∈ 𝐸. V nasprotnem primeru je vozlišče po-
trebno zakleniti. Več o zaklepanju vozlišč je opisano v naslednjem poglavju.
Algoritem deluje po modelu PRAM. Za ta model je značilno, da vsi pro-
cesorji delujejo sinhrono, kar pomeni, da imajo skupno notranjo uro. Procesorji
imajo globalni pomnilnik, preko katerega lahko medsebojno komunicirajo ozi-
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roma berejo podatke, ki so potrebni za izvajanje algoritma ter vanj shranjujejo
rezultate [7, str. 9-11].
4.2 Delovanje
Pred opisom delovanja algoritma opredelimo pojem seznam opravil. Seznam
opravil je način praznenja in vstavljanja v vrsto aktivnih vozlišč, ki v vsakem
ciklu zanke prazni vrsto tako, da vzame vozlišče z najvišjo oznako. Pri tem
vozlišču nato izvede operacijo potisni oziroma preimenuj in, v primeru novih
aktivnih vozlišč pa doda le-te v svojo lokalno vrsto aktivnih vozlišč. Ko pro-
cesor zaključi izvajanje, svojo lokalno vrsto aktivnih vozlišč doda v globalno
vrsto.
Algoritem 5
1: procedure vzporedni PR
2: //inicializacija omrežja
3: for ∀ (u, v) ∈ E do
4: if u = s then
5: (𝑢, 𝑣).𝑓 = 𝜔(𝑢, 𝑣)
6: s.h = |V|
7: for ∀ u ∈ V\{𝑠} do
8: u.h = 0
9: //glavna zanka
10: while dolžina aktivne vrste > 0 do
11: //ustvarimo povzetek aktivne vrste
12: //vsako aktivno vozlišče predamo enemu procesorju
13: for aktivno vozlišče v do
14: if not potisni(u) then
15: preimenuj(u)
16: if u.e = 0 then
17: odstrani u iz vrste aktivnih vozlišč
Algoritem 5 prikazuje delovanje vzporednega algoritma PR, ki se nad-
gradi iz zaporednega PR v algoritmu 2. Namesto pregledovanja vsakega vozli-
šča posebej iz aktivne vrste vzamemo 𝑝 vozlišč, ki jih razdelimo med 𝑝 proce-
srojev (vrstice od 11 do 14). Nad vozlišči lahko (zaradi lokalnosti) vzporedno
izvajamo operacijo potisni oziroma preimenuj. Vzporedno izvajanje operacij
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nad vozlišči pa lahko povzroči težave pri shranjevanju vrednosti v vozlišča ali
povezave. To preprečimo tako, da zaklenemo podatke na različnih delih algo-
ritma, ki jih kasneje odklenemo in sprostimo drugemu procesorju. Tak primer
je potisk pretoka med dvema vozliščema - obe vozlišči je potrebno zakleniti,
da lahko posodobimo presežek pretoka in ostankovne kapacitete in preprečimo
hkratno izvajanje potisni operacije na trenutnih vozliščih. Podobno je pri ope-
raciji preimenuj, pri kateri je pomembno, da je vozlišče zaklenjeno skozi celotno
izvajanje operacije. Prav tako je potrebno zakleniti vrsto aktivnih vozlišč vsa-
kič, ko želimo vanjo vstaviti novo aktivno vozlišče [4].
Obstaja več vrst algoritmov za povzporeditev PR algoritma [4]. Glavna
razlika je v načinu praznjenja in vstavljanja v vrsto aktivnih vozlišč. V tem
delu izhajamo iz seznama opravil. Edina razlika med seznamom opravil in
omenjeno implementacijo je v dodajanju v vrsto. Namesto, da vsak procesor
hrani svojo lokalno vrsto aktivnih vozlišč, se vsako novo aktivno vozlišče takoj
vstavi v globalno vrsto aktivnih vozlišč. Zato je potrebno ob začetku vsakega
cikla glavne zanke narediti posnetek trenutnega stanja globalne vrste aktivnih
vozlišč (vrstica 10). Če tega ne naredimo, se nam zaradi vzporednega procesi-
ranja nad globalno vrsto (predvsem zaradi vstavljanja novih aktivnih vozlišč
v vrsto, ko le-te še nismo dokončno izpraznili) lahko zgodi, da algoritem v
določenem trenutku vstopi v neskončno zanko [4].
V nadaljevanju je opisan primer, ko algoritem vstopi v neskončno zanko,
Slika 4.1: (a) Slabše označevanje vozlišč (b) Boljše označevanje vozlišč
saj slika vrste aktivnih vozlišč ni bila narejena. Predpostavimo, da imamo v vr-
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sti tri aktivna vozlišča 𝑣1, 𝑣2 in 𝑣3, z višinami ℎ1, ℎ2 in ℎ3, kjer je ℎ1 > ℎ2 > ℎ3.
V prvem koraku se vozlišče 𝑣1 preda prvemu procesorju, saj ima največjo vi-
šino. V naslednjem koraku se vozlišče 𝑣2 preda drugemu procesorju, medtem je
prvi procesor zaključil operacijo preimenuj in vozlišče 𝑣1 vstavil nazaj v vrsto
z višino ℎ1 + 1. V naslednjem koraku se vozlišče 𝑣1 (zaradi največje višine)
ponovno preda prvemu procesorju, medtem drugi procesor zaključi operacijo
preimenuj in vozlišče 𝑣2 vstavi nazaj v vrsto z višino ℎ2 + 1. Ob naslednjem
koraku se bo procesorju predalo vozlišče 𝑣2, kar se ponavlja v neskončnost in
povzroči napako pri izvajanju algoritma. Napaka nastane zaradi večanja vre-
dnosti odvečnega preliva na izvoru, saj spremenljivka, ki hrani odvečni pretok,
preseže največjo vrednost.
K časovni pohitritvi algoritma PR močno vpliva tudi način označevanja
Slika 4.2: Primer omrežja
vozlišč. V prejšnjem poglavju je omenjeno, da PR algoritem ob inicializa-
ciji doda izvoru 𝑠 oznako |𝑉 | ter vsem ostalim vozliščem oznako 0. To je v
praksi počasnejše, kot pomikanje od izvora proti ponoru po vseh vozliščih in
označevanje vsakega izmed vozlišč za 1 manj od predhodnega. Časovna zah-
tevnost takšnega pristopa je enaka, kot če označimo vsa vozlišča z oznako 0,
a zmanjšamo število izvedenih operacij preimenuj [4]. Na sliki 4.1 je primer
označevanja vozlišča kot 𝑠 z |𝑉 | in ostalih z 0 (a) ter primer označevanja vozli-
šča 𝑠 z |𝑉 | ter vsakega naslednjega za 1 manj od predhodnega (b) za omrežje s
slike 4.2. V primeru (a) je za izračun največjega pretoka potrebnih 13 operacij
potisni in 12 operacij preimenuj. V primeru (b) je za izračun največjega pre-
toka potrebnih 13 operacij potisni in le 5 operacij preimenuj, kar pomeni, da se
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v primeru (b) število operacij preimenuj vsaj razpolovi (rezultati so podobni




2: for vsa aktivna vozlišča 𝑣 naredi vzporedno do
3: //prva faza
4: potisni pretok iz 𝑣 dokler 𝑣.𝑒 = 0 ali ∀𝑢 tako, da 𝑢.ℎ = 𝑣.ℎ −
1, 𝜔𝑓 (𝑣, 𝑢) = 0, (𝑣, 𝑢) ∈ 𝐸
5: //ko potiskamo pretok iz 𝑣 v 𝑢, zmanjšamo 𝑣.𝑒 vendar še ne povečamo 𝑢.𝑒
6: //druga faza
7: if 𝑣.𝑒 > 0 then
8: 𝑢.ℎ′ = 𝑚𝑖𝑛{𝑢.ℎ+ 1|𝜔𝑓 (𝑣, 𝑢) > 0}
9: //tretja faza
10: if 𝑣.ℎ ̸= 𝑣.ℎ′ then
11: 𝑣.ℎ = 𝑣.ℎ′
12: sporoči 𝑣.ℎ vsem sosedom 𝑣
13: //četrta faza
14: dodaj pretok, ki je bil potisnjen v prvi fazi do 𝑣
Za analizo zahtevnosti vzporednega algoritma PR definirajmo pulze. Al-
goritem 6 predstavlja psevdokodo pulzov. En pulz predstavlja eno izvajanje
zanke. Vsak pulz razdelimo v štiri faze. V prvi fazi potiskamo pretok. Prei-
menovanje vozlišč se izvaja v drugi fazi. V tretji fazi se nova preimenovanja
(višine) vozlišč predajo na ostala vozlišča in jih s tem obvestijo o spremembi,
saj bo v naslednjem ciklu potisk odvisen od višine. V zadnji, to je četrti fazi,
je sprejem potisnjenega pretoka iz prve faze.
Vsak pulz je sestavljen iz operacij, ki se izvedejo vzporedno v enem ciklu
zanke. V prvem pulzu se napolnijo vse povezave, ki imajo izvor v vozlišču 𝑠. V
nadaljevanju za vsak pulz velja, da ima ob začetku dve množici, uravnoteženo
in neuravnoteženo. V uravnoteženi množici so neaktivna vozlišča, v neurav-
noteženi pa aktivna vozlišča. Znano je, da je število pulzov enako 2𝑛 [5]. To
pomeni, da je število parov (vozlišče, pulz) omejeno z 2𝑛2, kar nadalje pomeni,
da je število operacij omejeno z 𝑂(𝑛3) [3, str. 131-135].
Računski model PRAM izvaja izračune s pomočjo binarnih drevesih. Ti
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izračuni vsakemu vozlišču omogočajo hitrejši dostop do njegovih povezav. Za-
radi teh binarnih dreves se vsak pulz izvaja največ 𝑂(log 𝑛) časa, saj je log 𝑛
globina binarnega drevesa z 𝑛 vozlišči [5, str. 936]. Ker vemo, da je število
pulzov omejeno z 𝑂(𝑛3), sledi, da je število operacij vzporednega algoritma
PR omejeno z 𝑂(𝑛3 log 𝑛). Ob predpostavki, da je število procesorjev enako




V tem poglavju je zapisano na katerih grafih smo izvajali algoritme, v kakšnem
okolju smo jih razvijali in na kakšnem strežniku smo jih poganjali. Opisano je
tudi kakšne meritve smo izvajali na algoritmih.
5.1 Testno okolje
Vse tri algoritme (FF, zaporedni PR in vzporedni PR) smo izvajali na istem
strežniku. Strežnik se nahaja na Fakulteti za računalništvo in informatiko in
ima 32 procesorjev. Vsak deluje s frekvenco 1,35 𝐺𝐻𝑧. Notranji pomnilnik
ima kapaciteto 256 𝐺𝐵. Vsi algoritmi so bili napisani v programskem jeziku
C++ in prevedeni z g++ prevajalnikom verzije 5.4.0. Uporabljena so bila tri
stikala »-std=c++11«, »-pthread« ter »-o«. Stikalo »-std=c++11« definira
standard, ki se uporablja za prevajanje kode (2011 C++). Stikalo »-pthread«
je potrebno vključiti, kadar prevajamo program, ki izvaja vzporedno procesi-
ranje. Stikalo »-o« ni obvezno in definira ime izvedljive datoteke.
5.2 Podatki
Zgoraj opisane algoritme smo testirali na treh različnih omrežjih. Omrežja se
razlikujejo po številu vozlišč in številu povezav, ki jih vsebujejo. Prvo omrežje
(m10) ima |𝑉 | = 102, |𝐸| = 290 in |𝑓 | = 9860177, drugo omrežje (m30) ima
|𝑉 | = 902, |𝐸| = 2670 in |𝑓 | = 28258807 ter tretje omrežje (m50) |𝑉 | = 2502,
|𝐸| = 7450 in |𝑓 | = 42791871. Vsa tri omrežja so pridobljena s spletne strani
DIMACS (Center for Discrete Mathematics and Theoretical Computer Sci-
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ence)1. Zanje velja, da ne vsebujejo ciklov in da imajo vse povezave pozitivno
kapaciteto.
5.3 Meritve
Primerjalno meritev smo izvedli na vseh treh algoritmih in na vseh grafih. Me-
ritev vpliva števila procesorjev na čas izvajanja in meritev pohitritve algoritma
smo izvajali samo na vzporednem PR algoritmu in na grafu z največ vozlišči
in povezavami (m50), saj je ta zaradi zahtevnosti najzanimivejši.
5.3.1 Primerjava
Vsak algoritem smo na vsakem omrežju izvajali 5-krat. Nato je bilo zraču-
nano povprečje časov izvajanja posameznega algoritma na posameznem grafu.
Čas smo izmerili s pomočjo razreda steady_clock, ki predstavlja monotono
uro. Razred steady_clock smo klicali pred začetkom in po koncu izvajanja
algoritma za izračun največjega pretoka. Na koncu smo odšteli začetni čas
od končnega, da smo dobili čas izvajanja algoritma. V čas izvajanja ni všteto
branje omrežja iz datoteke in tvorjenje omrežja, ampak samo izvajanje algo-
ritma. Kot tvorjenje omrežja je mišljena izdelava seznama sosedov. Rezultati
testiranja so v tabeli 5.1.
m10 m30 m50
Ford-Fulkerson 0,062 s 39,573 s 730,432 s
Push-relabel 0,011 s 4,686 s 42,310 s
PR-paralel (p=32) 0,033 s 1,872 s 10,529 s
Tabela 5.1: Tabela časov izvajanj
Rezultati testiranja kažejo, da je FF algoritem manj primeren za iskanje najve-
čjega pretoka po omrežjih, ki imajo veliko število povezav, saj je čas izvajanja
na m50 občutno daljši glede na m30 in m10. Za iskanje največjega pretoka po
grafih z velikim številom povezav sta bolj primerna zaporedni PR ter vzpore-
dni PR algoritem, saj je njun čas izvajanja krajši.
Iz tabele 5.1 je razvidno tudi, da je vzporedni PR manj primeren za
omrežja, ki imajo majhno število vozlišč, kar se izkaže na m10, kjer je vzpo-
redni PR algoritem potreboval več časa za iskanje rešitve kot zaporedni PR
1http://dimacs.rutgers.edu/
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algoritem. Razlog za to je, da vzporedni PR algoritem zapravlja čas pri predaji
vozlišča procesorju in pri ustvarjanju povzetka aktivne vrste. Vendar se je iz-
kazalo, da je vzporedni PR algoritem zelo učinkovit. Dobljeni rezultati kažejo,
da je čas izvajanja tega algoritma lahko tudi do 4-krat krajši od zaporednega
PR algoritma, pri uporabi 32 procesorjev.
Zanimivo je, da je čas izvajanja vzporednega PR algoritma samo 4-krat
krajši od zaporednega PR algoritma. Glede na število procesorjev, ki je enako
32, bi lahko pričakovali, da vzporedni PR algoritem najde rešitev 32-krat hi-
treje kot zaporedni PR algoritem. Razlog, da to ne velja, je v tem, da med
samim izvajanjem vzporednega PR algoritma niso vsi procesorji zasedeni z iz-
vajanjem, ampak obstajajo procesorji, ki so v čakajočem stanju. Več o tem v
poglavju 5.3.3.
5.3.2 Vpliv števila procesorjev na čas izvajanja
Slika 5.1: Vpliv števila procesorjev glede na čas izvajanja.
Poleg primerjave časa izvajanja posameznih algoritmov nas zanima tudi učin-
kovitost delovanja vzporednega PR algoritma. Slednje smo izvajali na grafu
m50. Na sliki 5.1 sta prikazana grafa dveh funkcij.
Prva (siva) prikazuje izmerjeni čas delovanja algoritma glede na število
procesorjev. Druga (oranžna) prikazuje izračunano časovno zahtevnost vzpo-
rednega PR algoritma glede na število procesorjev po formuli 5.1. Funkcijo 5.1
5.3 Meritve 25
smo izračunali tako, da smo časovno zahtevnost zaporednega PR algoritma de-
lili s številom procesorjev 𝑝 in s parametrom 𝜈. Parameter 𝜈 nam omogoča,
da lažje primerjamo izmerjeno in izračunano funkcijo.
Na grafu se lahko vidi spreminjanje časovne zahtevnosti glede na število
procesorjev.
Izračunana vrednost izvajanja je pridobljena po formuli
|𝑉 |2 * |𝐸|
𝑝 * 𝜈
, (5.1)
kjer je |𝑉 | = 2502 in |𝐸| = 7450, saj so to parametri grafa, na katerem smo
izvajali meritve, in 𝑝 parameter, ki predstavlja število procesorjev in se spremi-
nja. Vrednost 𝜈 smo določili tako, da sta časa izvajanja izračunane in izmerjene
vrednosti pri 𝑝 = 1 enaka. Iz grafa je razvidno, da v nekem trenutku časovna
zahtevnost za izmerjeni čas kljub večanju števila procesorjev (za razliko od
izračunanih vrednosti) ne pada. Razlog za to je v številu razpoložljivih proce-
sorjev na strežniku (32). Kljub večanju parametra 𝑝 (nad 32) se uporablja le
32 procesorjev.
Vzporedno procesiranje PR algoritma se torej izkaže kot učinkovita me-
toda za iskanje največjega pretoka po omrežju.
5.3.3 Pohitritev algoritma
Slika 5.2: Funkcija faktorja pohitritve algoritma.
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Pohitritev zaporednega algoritma je odvisna od števila procesorjev. Ozna-
čimo jo s 𝑆𝑝(𝑛), kjer 𝑝 predstavlja število procesorjev in 𝑛 predstavlja velikost





kjer je 𝑇 ′(𝑛) časovna zahtevnost zaporednega algoritma in 𝑇𝑝(𝑛) časovna zah-
tevnost vzporednega algoritma z uporabo 𝑝 procesorjev. 𝑆𝑝(𝑛) predstavlja
faktor pohitritve zaporednega algoritma z vzporednim algoritmom.
Na sliki 5.2 je graf funkcije 𝑆𝑝(𝑛) glede na meritve, ki smo jih izvajali na
grafu m50. Vrednosti funkcije so izračunane po formuli 5.2.
Kot je že bilo omenjeno v poglavju 5.3.1, vsi procesorji med izvajanjem
algoritma niso polno zasedeni. Če bi procesorji bili polno zasedeni, bi bila
funkcija faktorja pohitritve linearna, saj bi veljalo 𝑆𝑝(𝑛) = 𝑝. Opazimo lahko
tudi očiten preskok funkcije v primeru, ko uporabimo več kot 30 procesorjev.
Razlog za to nam ni znan.
Slika 5.3: Graf števila aktivnih procesorjev glede na čas izvajanja.
Slika 5.3 prikazuje graf spreminjanja števila aktivnih procesorjev med iz-
vajanjem vzporednega PR algoritma na grafu m50. Zanimiv del grafa je med
6. in 7. sekundo izvajanja algoritma, kjer se število aktivnih procesorjev začne
zmanjševati, saj se zmanjšuje tudi število aktivnih vozlišč v vrsti. Poleg tega
je iz grafa na sliki 5.3 razvidno tudi, da je od 7 sekunde dalje veliko število
procesorjev v čakajočem stanju, saj ni aktivnih vozlišč, ki bi jih lahko procesi-
rali. Od tod sledi, da je večanje števila procesorjev smiselno samo do največje
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dolžine aktivne vrste. Večanje števila procesorjev nad največjo dolžino aktivne
vrste ne vpliva na hitrost izvajanja algoritma, saj so tedaj procesorji brez dela.
Poglavje 6
Zaključek
Algoritmi za preiskovanje največjega pretoka v omrežju so zelo uporabni. Z
njihovo pomočjo se lahko optimizira omrežja in povezave v omrežjih (npr. ce-
ste, zračne povezave, vodovodne cevi, ...). Prav tako se algoritmi za iskanje
največjega pretoka uporabljajo pri segmentaciji slik, kar je uporabno pri raz-
širjeni resničnosti (angl. augmented reality) in robotiki, saj lahko s pomočjo
največjega pretoka na sliki zaznavamo predmete in s tem omogočimo zaznava-
nje okolice.
Ker imajo nekatera omrežja veliko število vozlišč in povezav (predvsem
segmentacija slik, saj imajo slike veliko število točk), je potrebno izbrati učin-
kovit algoritem. Pri segmentaciji slike je zaželjeno, da se v najkrajšem možnem
času izračuna segmentacija, saj je od tega odvisna nadaljnja odzivnost (npr.
robota).
Povzporeditev algoritma PR se je izkazala za učinkovito, saj je zmanj-
šala časovno zahtevnost zaporednega algoritma PR, ki je en izmed najhitrejših
zaporednih algoritmov za računanje največjega pretoka.
Za nadaljnje delo bi bilo zanimivo pospešiti vzporedni algoritem z ne-
zaklepanjem vozlišč. Zanimiva bi bila tudi uporaba procesorjev na način, da
jih definiramo in vstavimo v čakalno vrsto, od koder jih kasneje jemljemo in
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