Single photon emission computed tomography imaging suffers from poor spatial resolution and high statistical noise. Consequently, the contrast of small structures is reduced, the visual detection of defects is limited and precise quantification is difficult. To improve the contrast, it is possible to include the spatially variant point spread function of the detection system into the iterative reconstruction algorithm. This kind of method is well known to be effective, but time consuming. We have developed a faster method to account for the spatial resolution loss in three dimensions, based on a postreconstruction restoration method. The method uses two steps. First, a noncorrected iterative ordered subsets expectation maximization ͑OSEM͒ reconstruction is performed and, in the second step, a three-dimensional ͑3D͒ iterative maximum likelihood expectation maximization ͑ML-EM͒ a posteriori spatial restoration of the reconstructed volume is done. In this paper, we compare to the standard OSEM-3D method, in three studies ͑two in simulation and one from experimental data͒. In the two first studies, contrast, noise, and visual detection of defects are studied. In the third study, a quantitative analysis is performed from data obtained with an anthropomorphic striatal phantom filled with 123-I. From the simulations, we demonstrate that contrast as a function of noise and lesion detectability are very similar for both OSEM-3D and OSEM-R methods. In the experimental study, we obtained very similar values of activity-quantification ratios for different regions in the brain. The advantage of OSEM-R compared to OSEM-3D is a substantial gain of processing time. This gain depends on several factors. In a typical situation, for a 128ϫ 128 acquisition of 120 projections, OSEM-R is 13 or 25 times faster than OSEM-3D, depending on the calculation method used in the iterative restoration. In this paper, the OSEM-R method is tested with the approximation of depth independent resolution. For the striatum this approximation is appropriate, but for other clinical situations we will need to include a spatially varying response. Such a response is already included in OSEM-3D.
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I. INTRODUCTION
Several factors contribute to degradation of the spatial resolution in single photon emission computed tomography ͑SPECT͒. The most important is the spatial resolution of the imaging system and consists of two independent sources of blurring. The first part, which does not depend on the objectto-collimator distance, is related to the intrinsic resolution of the detector and electronics and may be modeled by a Gaussian distribution. The second is caused by the distancedependent acceptance of photons through the holes of the collimator.
1 Additional degradation of resolution may be related to image reconstruction method, data and image sampling ͑partial volume effect͒, and filtering.
The main effects of poor spatial resolution manifest themselves as image blurring, and quantitative errors in the measured activity of small objects.
2-5 Three classes of methods have been proposed to correct for SPECT collimator blurring problem:
͑1͒ The first class tries to correct or modify the emission data prior to reconstruction, using stationary, 6-9 or nonstationary, [10] [11] [12] filtering of the projections. Alternatively, the frequency-distance relationship may be used to take into account the depth-dependent loss of resolution. [13] [14] [15] [16] These methods have been used mostly in conjunction with the filtered back projection reconstruction algorithm. ͑2͒ The methods of the second type incorporate the correction directly into the image reconstruction process. A point spread function ͑PSF͒ of the camera system is computed at each point of the reconstructed area at each projection angle, and is included into the projection/ backprojection operator in the iterative reconstruction process. This modeling may be made in two dimensions, by neglecting the interslice blur, but for the best results calculations should be done in three dimensions. [17] [18] [19] [20] [21] Additionally, the projection/backprojection operator pair may be symmetric, or asymmetric.
22,23
͑3͒ The third class of methods tries to restore the contrast of the image after the reconstruction process. Deconvolution methods using Wiener, Metz, or power spectrum equalization filtering have been initially used in two dimensions by neglecting the interslice blurring, 7 but the three-dimensional ͑3D͒ filtering gives better results. 24 A few studies have used iterative methods. Webb et al. 25 used entropy maximization to restore two-dimensional ͑2D͒ slices of liver. More recently, a blind deconvolution technique, where the 3D PSF was directly estimated from the observed input images, has been proposed. 26 All these correction methods improve contrast of the reconstructed images. Unfortunately, filtering methods of the first and third class may also substantially increase high frequency noise. To compensate for this effect one needs to use a low pass filter, which again degrades image resolution. On the other hand, the second type of method that accounts for the collimator blurring effect in an iterative reconstruction algorithm based, for example, on the maximum likelihood expectation maximization ͑ML-EM͒ method, 27 or its accelerated version ͓ordered subsets expectation maximization ͑OSEM͔͒, 28 has a regularizing effect on the reconstructed image. Compared to a reconstruction without blurring correction, high frequency noise is reduced, while contrast is enhanced.
Some studies have shown that the OSEM-3D method using only a few iterations gave better results for the task of detection and localization compared to filtered backprojection. 29, 30 The major drawback of these methods is the long computation time required for reconstruction; nevertheless, we will use the OSEM-3D approach as the benchmark against which the method proposed in this paper will be compared. Our method belongs to the third class: it uses an iterative 3D spatial Restoration to be applied after the initial reconstruction of the image.
In this paper, we present our restoration method and compare it to the standard OSEM-3D method in three studies: two using simulations and one based on experimental data. The first study analyzes the contrast and the noise level of a reconstructed simulated cylindrical phantom with two small cold inserts. In the second simulation study, visual detection of lesions by several observers is assessed. The third study is a quantitative analysis of the experimental data acquired using an anthropomorphic striatal phantom.
II. MATERIALS AND METHODS

A. The OSEM-R method
As mentioned previously, the technique proposed here seeks to restore the image contrast after the reconstruction has been performed. The first step of the process consists of a standard OSEM reconstruction without collimator blurring correction ͑OSEM-1D͒, and the second step consists of an expectation maximization ͑EM͒ postreconstruction restoration. We named the whole process OSEM-R ͑OSEM-1D with EM spatial Restoration͒.
The restoration procedure may be described as follows: consider a three-dimensional radioactive source, and let i =1, ... ,J be the discretization of the source object space into voxels, and n i the true activity of the ith voxel of the object. Now, consider the reconstructed image of this object. Let j =1, ... ,J be the discretization of the image space into voxels, and N j the reconstructed activity of the jth voxel after OSEM reconstruction. We may consider that N is a blurred reconstruction of the object n. The PSF of the imaging system corresponds to the blurring operator allowing us to estimate N from n. Since the resolution in the SPECT image varies depending on the position of the object in the field of view ͑FOV͒ of the camera, theoretically the PSF should be modeled with a nonstationary kernel and calculated at each location of the image. Let ␣ ij be the local PSF centered at point i and measured at point j. Then, we have
The problem of image restoration is to estimate the activity n of the source from both its blurred reconstructed image N ͑achieved with the OSEM-1D͒ and the regional PSF ␣ of the imaging system. We used the maximum likelihood by expectation maximization ͑ML-EM͒ iterative algorithm to solve this problem, according to the formula
with ͗n k ͘ ͑t+1͒ the reconstructed activity of the kth voxel at the ͑t +1͒th iteration.
Note that this formula is similar to the ML-EM formula used in 3D volume reconstruction from the 2D projections set, 27 but here, the problem is completely different. It is not a reconstruction from projections, but a 3D spatial restoration from reconstructed data.
Implementation of the algorithm
The accurate determination of the local PSF ͑␣ coefficients͒ would be a crucial point when using our method in the majority of clinical applications. However, in striatal imaging, the region of interest is always located near the center of the FOV, so in this clinical application, a commonly used approximation is to assume that the PSF is spatially invariant and well modeled by an isotropic Gaussian kernel. 31 Therefore in this paper, both in simulations and experimental studies, we approximate the global PSF by a stationary 3D isotropic Gaussian distribution.
The problem of the determination of the full width at half maximum ͑FWHM͒ of the PSF corresponds to the problem of the determination of the tomographic system resolution. This is generally made from the acquisition of a point or a line source placed at the center of rotation of the camera, for a given value of the radius of rotation. 32 This approach is suitable to characterize and compare system performances, but it is not clear that it is well adapted for measuring the true tomographic FWHM in a real context, when a more complex object is imaged. Indeed, when an iterative reconstruction method is used, the degree by which the reconstructed image converges to the "truth" with iteration ͑which directly influences this image resolution͒ depends on the overall complexity of the reconstructed object. Thus in this paper, we tested different FWHM close to the tomographic system resolution calculated at the center of rotation, according to the formula described in the next paragraph about the variable FWHM calculation used in OSEM-3D.
B. Reconstruction methods used in comparative study
In this paper, we test three OSEM-type reconstruction methods. The first one, called OSEM-1D, is an OSEM reconstruction without any collimator blurring correction. The second method, which we will refer to as OSEM-3D, accounts for the variable PSF of the system ͑collimator and detector͒, computed in three dimensions. In this method, the algorithm uses a symmetric projection/backprojection operator pair. The third method is our proposed OSEM-R technique. Since the first two approaches may be considered standard, they will be used to evaluate the ability of our method to achieve good spatial restoration.
The majority of previous studies with OSEM-3D have looked at the results after only a few iterations of the algorithm. However, some authors have pursued the use of tens to 100 iterations, as for example in 131-I and 18-FDG quantitative studies. [33] [34] [35] In such investigations, the total reconstructed strength within a focal volume approaches an asymptote as the number of iterations increases. One study, however, reported that the maximum reconstructed strength ͑i.e., the maximum standard uptake value͒ was still rising, even after 40 iterations. 36 Our comparisons were performed using the OSEM-3D reconstructions with only a small number of iterations, similar to what is usually used in "standard" clinical studies. In the majority of cases we used 3 iterations 15 subsets ͑45 iterative updates͒ for each reconstruction method, except the first study where the number of iterations was variable. For OSEM-3D, the system resolution ͑R s ͒ was calculated, at each detector-source distance according the formula R s
, where R c is the collimator resolution, depending on the detector-source distance, and R i is the intrinsic resolution. R c was calculated using the formula R c = d * e / H, where d is the detector-source distance, H is the collimator thickness, and e is the hole diameter. 
C. Experiments
Numerical phantom number 1 "for noise and contrast study…
In the first simulation study, we used a numerical phantom proposed by Kamphuis et al. 20 consisting of a cylinder ͑22 cm in diameter, 22 cm in height͒ filled with homogeneous activity and including two identical spheres ͑2.4 cm in diameter͒ without activity, one at the center of field, the other one eccentrically positioned at 5.5 cm from the center of the cylinder ͑Fig. 1͒.
The projections were simulated taking into account the depth-dependent resolution of the detector and Poisson noise. Attenuation and scatter were not considered. The size of the projection bin was 3.44ϫ 3.44 mm, and voxel size in the reconstructed image was 3.44ϫ 3.44ϫ 3.44 mm. The physical parameters of the simulation were as follows. The low energy high resolution ͑LEHR͒ collimator was used with the geometrical resolution FWHM at 100 mm from the collimator surface equal to 8 mm, the hole size, the septal thickness, and the height of the collimator were equal to 2.0, 0.2, and 35 mm, respectively. The intrinsic camera resolution was set to 3.4 mm and the radius of rotation of the camera was equal to 130 mm. The matrix size was 64ϫ 64 and 60 projections acquired over a 360°rotation were simulated with a total of 7 ϫ 10 6 counts in the study ͑comparable to a brain acquisition statistics͒. The system resolution at the center of rotation was 10.6 mm. The OSEM-R method was tested using two different FWHMs: 11 and 13 mm.
This phantom allowed us to test the performance of the algorithms by studying the contrast and the noise in the reconstructed images as a function of the number of iterations. The contrast in the image was defined by the formula where sphere was the mean value in a 3 ϫ 3 ϫ 3 voxel region at the center of a cold sphere ͑7 pixels diam͒ and hom was the mean value in a 3 ϫ 3 ϫ 3 voxel region containing homogeneous activity. The noise was calculated inside a homogeneous transverse slice of the phantom, and was expressed in terms of a standard deviation of the activity in the slice.
Numerical phantom number 2 "for study of visual detection of defects…
A second numerical simulation used a phantom containing a series of small objects that provided a more accurate test of the visual detection of perfusion defects. It consisted of a 20 cm diameter and 20 cm height cylinder ͑Fig. 2͒, with a uniform background activity and four layers of six hollow spheres. In each layer, the diameters of the spheres were the same, and increased from the top to the bottom of the cylinder ͑respectively, 3.1, 3.6, 4.1, and 4.6 cm from first to last layer͒. All the spheres were filled with the same activity, which was two times higher than the background activity. These spheres were hollow at the center and opened on one side, in order to simulate a perfusion defect containing background activity, as shown in Fig. 2 . The sizes of the defects were equal to a quarter of the diameter of the spheres ͑0.77, 0.90, 1.02, and 1.15 cm͒, and the location of the defect ͑top, bottom, left, or right͒ was randomly determined.
Projections were simulated including the effect of collimator blurring ͑the same blurring as for numerical phantom number 1͒, but not attenuation and Compton scatter. Poisson noise was added to the projections in order to create the signal-to-noise ratio corresponding to a 20ϫ 10 6 counts in each study.
This phantom was simulated three times having different orientations of the defects in each simulation. A total of 60 projections were simulated over 360°, with the same acquisition parameters as in the first study.
All numerical phantoms were reconstructed using the three reconstruction methods: ͑a͒ OSEM-1D ͑15 subsets, 3 iterations͒, ͑b͒ OSEM-3D ͑15 subsets, 3 iterations͒, and ͑c͒ OSEM-R ͑15 subsets, 3 OSEM-1D iterations followed by 3 ML-EM restoration iterations͒. The number of iterations and number of subsets in these reconstructions were equal to those routinely used in our clinical brain studies.
Reconstructed images were presented to four observers, whose task was to detect the location ͑top, bottom, right, left͒ of the defects for each of 72 spheres ͑18 spheres of each size: three phantoms and six identical size spheres by phantom, four layers by phantom͒, in both transaxial and sagittal slices. The ratio of right answers to the total number of tests has been computed for each of the defect sizes.
Physical radiology support device phantom "for quantitative study…
The experimental study used the radiology support device ͑RSD͒ striatal phantom ͑Fig. 3͒. The projection data were acquired using a Philips three-headed gamma camera, equipped with parallel LEHR collimators. A total of 120 angular views, equally spaced over 360°, were acquired for 10 s per view, and the projection data were sampled on a 128ϫ 128 grid with pixels of size 2.34 mmϫ 2.34 mm. The rotation radius was 130 mm. The theoretical system resolution at the center of rotation was 8.6 mm. The FWHM used in the OSEM-R method was 9 mm.
Chambers of the brain phantom were filled with different concentrations of 123-I. The main brain chamber contained 25.7 kBq/ ml; the left caudate nucleus, 207 kBq/ ml; the right caudate nucleus, 116 kBq/ ml; the left putamen, 57.7 kBq/ ml; and the right putamen, 28.8 kBq/ ml. Three energy windows were used to perform scatter correction using the Ogawa method: 37 136 keV± 5%, 159 keV± 10%, 185 keV± 5%. The total number of counts was: 2.4ϫ 10 6 , 9.7ϫ 10 6 , and 2.2ϫ 10 6 of counts, respectively, for the three windows.
Attenuation and partial volume effect corrections were done to quantify the binding potential ͑BP͒ ratios. The BP ratio is defined by ͑S -NS͒ / NS, where S is the striatal activity, and NS is the nonspecific brain activity, measured in the occipital region. The volume of interest ͑VOI͒ of caudate nucleus and putamens, right and left, were obtained from a 3D segmentation of computerized tomography ͑CT͒ imaging of the phantom, and the VOI for the nonspecific activity corresponded to two spherical regions positioned in the occipital area. Attenuation correction was done using the attenuation map estimated from the CT transmission scan of the phantom. The attenuation volume was first registered with the SPECT images before being incorporated into the iterative reconstruction process. 38 The CT-SPECT registration was performed using our own rigid-body registration software. The performance of the three methods, OSEM-R, OSEM-3D, and OSEM-1D methods was tested.
For the partial volume effect correction we used a matrix inversion method based on the technique proposed by Rousset et al. 39 and used in Soret et al. 40 In this method, the partial volume correction is applied to the reconstructed data. Even after the resolution recovery correction is performed, as is the case in the OSEM-3D or OSEM-R reconstructions, partial volume correction must be applied in order to restore the correct activities in the small structures. The matrix inversion method assumes that the activity is uniformly distributed in each structure of the object and that the 3D reconstructed image of the object can be described as a sum of the elementary structures convolved by the PSF of the imaging system. So the measured activity ͑a s ͒ in a VOI corresponding to the structure s, is the result of a weighted sum of the real activity ͑A s Ј͒ of all structures sЈ. The weighted coefficients k are calculated from the exact morphology of each structure of the object and from the PSF of the system.
In matrix notation, we have
This linear system is well conditioned, and the matrix k can be easily inverted. So the real activity can be obtained from the measured counts in all VOI: Figure 4 presents the change of contrast and noise in the image with the number of iterations in the reconstructed images of the first simulated phantom for OSEM-1D, OSEM-3D, and OSEM-R. The OSEM-R method using a PSF with FWHM between 11 and 13 mm produces image quality similar to OSEM-3D.
III. RESULTS
Three examples of images of the phantom number 2 reconstructed using the same three methods are presented in Fig. 5 . Figure 6 shows the results of the human observer test of visual quality of images. Both OSEM-R and OSEM-3D reconstructions resulted in a very similar visual resolution. The percentage of correctly identified small defects by the four observers was as follows ͓for each defect size, the ratio ͑OSEM-R/OSEM-3D͒ gives the percentage of successes for the two methods͔: 8 mm defects ͓37.5% / 36.5% ͔, 9 mm defects ͓80.2% / 85.4% ͔, 10 mm defects ͓100% / 98.9% ͔. Figure  8 and Table I . Analyzing the BP ratios we did not observed any differences between the OSEM-3D and OSEM-R methods, and the BP values were close to the ideal BP ͑calculated from the real activities͒ ͑R 2 = 0.9994͒. Moreover, Table I shows how the FWHM used in OSEM-R influences the accuracy of quantification. Very few differences were observed between the results corresponding to different FWHM values, namely: 7, 9, and 11 mm.
IV. DISCUSSION
In this paper we present an iterative postreconstruction method to restore the resolution of the SPECT images. Our restoration approach may be considered to be an extension of the work of Richardson, 41 who has proposed an iterative algorithm for image restoration based on the conditional probability of emission and detection of photons in 2D astronomical images. Our algorithm restores resolution in 3D SPECT images, and is based on the ML-EM iterative formula. ML-EM is known to perform well when reconstructing an image from the projection data that follow the Poisson statistics. 27 Although SPECT projections do follow Poisson statistics, the same does not apply to the reconstructed images. Barret et al. 42 and Wilson et al. 43 have investigated the statistics of the images reconstructed with ML-EM and found it to be close to the log-normal distribution with the variance increasing fast during the initial iterations and then stabilizing. More importantly, this variance is low in the region of weak signal and increases in areas with strong signal. Poisson statistics displays very similar behavior, although the value of the variance is different. Therefore in this paper we have used a modified version of the ML-EM algorithm for the postreconstruction resolution recovery although we are aware that the data do not strictly follow Poisson statistics.
The proposed algorithm has several interesting properties. The positivity of the data is always maintained during iterations, because the algorithm is multiplicative. Additionally, the activity in the restored volume remains constant and equal to the initial activity. These characteristics are particularly advantageous for quantitation of the data, contrary to the filtering method ͑using, for example, the Wiener filter͒. Filters, which are widely available on SPECT systems, may sometimes produce resolution results close to those obtained from the Bayesian reconstructions. They are, however, inappropriate for quantitative analysis of the images, as they tend to alter the values of activity depending on the frequency components present in the initial image. Only normalization of the total number of counts can partly compensate for this problem. Our method does not require any normalization. More importantly it performs well with noisy data, contrary to filters, which usually increase contrast only at the expense of increased noise. Additionally, postreconstruction filters assume that resolution loss is a linear process that is translationally invariant, while in reality resolution degrades with depth in the body with anisotropic distribution of the PSF. All these effects can be taken into account when iterative methods are used because parameters ␣ ij in Eq. ͑2͒ may be set to be spatially variant. In our paper we have used the spatially invariant parameter ␣ ij , approximated by the 3D Gaussian function. This approximation is well justified for an object near the center of rotation of the camera, because in this area the resolution remains almost constant ͑for example, for a HRBE collimator, the system resolution varies only of 2.1 mm between 160 and 120 mm of the source-detector distance͒. For other applications, such as, for example, tomographic bone studies, it is possible to incorporate spatial variations of the PSF into the algorithm.
We have shown that the images reconstructed with our OSEM-R method are close to those obtained from the reference method OSEM-3D. Comparison included the analysis of the relationship between contrast recovery and noise in the data, visual detectability of the small defects, and quantitation of the activity in the striata.
The most important advantage of the OSEM-R over OSEM-3D is related to the calculation time. Assuming the same number of iterations, it is possible to estimate the number of elementary operations that are necessary to calculate projector/backprojector pair for each of the methods. This number is proportional to
where D is the image size, P the number of projections, R an average resolution expressed in pixels, and ␥R corresponds to the number of points that need to be taken into account when calculating the PSF ͑␥ = 2.1 for a Gaussian distribution including up to 5% of the maximum͒. The factor of 2 in the formula for OSEM-1D and OSEM-R results from the fact that the projection of a voxel generally expands over two pixels in the detection plane ͑central radius approximation͒. If one considers the invariance of the PSF, it is possible to accelerate the calculation of the iterative formula of the restoration process of OSEM-R by using the Fourier transform to calculate the terms C i = ͚ i ͗n i ͘ ͑t͒ ␣ ij and ͚ j ␣ kj N j / C i of the formula ͑2͒, which correspond to convolutions. Note that this technique using the Fourier transform to calculate the iterative formula of EM restoration, should not be compared to the deconvolution filtering techniques that also employ the Fourier transform. Although the EM restoration in the frequency domain should not be used with the spatially variant PSF, with the constant PSF it gives the same results that a spatial convolution, with less time calculation. In this case, the number of operations of OSEM-R is proportional to OSEM-R: D 3 ͓2P + ͑␤R͔͒ for frequency domain calculation.
In our experiment we found ␤ close to 1.93. The relative gain of the calculation time required by OSEM-R as compared to that of OSEM-3D can be approximated by the formulas
and G freq Ϸ P͑␥R͒ 2 2P + ͑␤R͒ . Figure 9 presents the ratios of the calculation time required for the OSEM-R relative to the OSEM-3D method obtained from these theoretical formulas. The estimation was performed for a series of system resolutions expressed in millimeters, for P = 120, ␥ = 2.1, pixel size t = 2.35 mm, and ␤ = 1.93. Obviously, the system resolution will depend on the collimator type and radius of rotation of the camera. Table II gives an example of measured calculation times, when using a PC Pentium IV 3.4 GHz computer, to reconstruct clinical images of neurotransmission. In these experiments, the complete OSEM-R reconstructions were 3 min 2 s + 2 min 55 s = 5 min 57Ј s, and 3 min 2 s + 6 s = 3 min 8 s for, respectively, spatial and frequency domain FIG. 9 . Theoretical estimate of the decrease of the calculation time obtained with OSEM-R compared to OSEM-3D as a function of mean system resolution expressed in millimeters for pixel size 2.35 mm, and 120 projections. For the restoration step of the OSEM-R method, two techniques were analyzed: one using a spatial domain calculation and the second using a frequency domain calculation.
calculations. The experimental OSEM-R/OSEM-3D gains were equal, respectively, to: 13 and 25, while theoretically estimated gain should be close to 10 and 30.
V. CONCLUSION
We have demonstrated that, in neurotransmission brain study, an iterative ML-EM postreconstruction invariant restoration method may be a valuable alternative to the OSEM-3D reconstruction including spatially variant resolution correction within the reconstruction process. Both methods resulted in comparable image quality while the OSEM-R method is much faster. In a future study, we will investigate a spatially variant model for the PSF. This approach will allow us to take into account the variation of the collimator resolution with depth, and include it into the restoration process of OSEM-R in order to be able to apply this method to imaging other organs. 
