Transform invariant low-rank textures, referred to as TILT, can accurately and robustly extract textural or geometric information in a 3D from user-specified windows in 2D in spite of significant corruptions and warping. It was discovered that the task can be characterized, both theoretically and numerically, by solving a sequence of matrix nuclear-norm and 1 -norm involved convex minimization problems. For solving this problem, the direct extension of alternating direction method of multipliers (ADMM) in an usual Gauss-Seidel manner often performs numerically well in practice but there is no theoretical guarantee on its convergence. In this paper, we resolve this dilemma by using the novel symmetric Gauss-Seidel (sGS)-based ADMM developed by Li et al. (Math Program 155:333-373, 2016). The sGS-ADMM is guaranteed to converge, and we shall demonstrate in this paper that it is also practically efficient than the directly extended ADMM. When the sGS technique is applied to this particular problem, we show that only one variable needs to be re-updated, and this updating hardly imposes any excessive computational cost. The sGS decomposition theorem of Li et al. (Math. Program., 2018. https://doi.org/10. 1007/s10107-018-1247-7) establishes the equivalent between sGS-ADMM and the classical ADMM with an additional semiproximal term, so the convergence result is followed directly. Extensive experiments illustrate that the sGS-ADMM and its generalized variant have superior numerical efficiency over the directly extended ADMM.
Introduction
Detecting, identifying, and recognizing feature points or salient regions in images is a very important and fundamental problem in computer vision. These points and regions carry rich and high-level semantic information which are important for image understanding. Hence, extracting both textural and geometric information accurately may facilitate many real-world applications such as camera calibration, 3D reconstruction, character recognition, and scene understanding.
Because different points or regions are often used to establish or measure the similarity between different images, it is hoped that the transformation occurred under the changes of viewpoint or illumination has some stability or invariance properties. For these reasons, many so-called invariant features and descriptors for capturing geometrically meaningful structures from various images have been proposed, analyzed, and implemented over the past decades.
Among these methods, the widely used type is the "scale invariant feature transform" (SIFT) [16, 18] , which is often invariant to the changes in rotation and scale within a limited extent, but it is not truly invariant under projective transforms [27] . Unlike conventional techniques, the "Transform Invariant Low-Rank Textures" (TILT) [27] correctly extracts rich structural and geometric information about the image in 3D scene from its 2D images, and simultaneously produces the global correlations or transformations of those regions in 3D, which are truly invariant of image domain transformations.
We consider a true 2D low-rank texture X ∈ R m×n lies on a planar surface in 3D scene. It is called a low-rank texture if r min{m, n}, where r rank(X ). All regular, symmetric patters clearly belong to this class of textures. The image that we observed from a certain viewpoint is actually a transformed version of the original low-rank texture X , i.e., D = X • τ −1 , where D is an observed image (deformed and corrupted) and τ : R 2 → R 2 is a certain group of transforms, e.g., affine transforms, perspective transforms, and general cylindrical transforms [28] . Generally, the transformed texture D might no longer be low rank in such a situation. But beyond that, the textures images are often corrupted by noises and occlusions, or contain some pixels from the surrounding background. Therefore, the following model is more faithful to real this situation
where E corresponds to the noises or errors. We assume that, in this paper, E is a sparse matrix, which means that only a small fraction of the image pixels are grossly corrupted. Our goal is to recover the exact low-rank texture X and the domain transformation τ from the observed image D, which naturally leads to the following optimization problem min X ,E,τ
where E 0 denotes the number of nonzero entries in E, and λ > 0 is a weighting parameter that balance the rank of the texture versus the sparsity of the error. Actually, problem (1.1) is combinatorial and known to be NP-hard, and generally computationally intractable. Therefore, convex relaxations are often used to make the minimization tractable.
The most popular choice is to replace the "rank(·)" term with the nuclear norm [8] , and replace the 0 -norm term with the 1 -norm [2] , which yields the following convex minimization problem to produce an approximate solution min X ,E,τ
where · * is the so-called nuclear norm (also known as Ky Fan norm) defined by the sum of all singular values, and · 1 is defined as the sum of absolute values of all entries. This model is also derived from the batch images alignment problem by Pent et al. [19] to seek an optimal set of images domain transformations, where X represents a batch of aligned images and E models the differences among images. We must emphasize that although the objective function in model (1.2) is convex and separable, the nonlinear constraint may cause many difficulties to minimize. As mentioned in [19, 27] that a common technique to overcome this difficulty is to linearize the nonlinear term D •τ at the current estimation τ (i) as D • (τ (i) + τ ) ≈ D • τ (i) + J τ , and then compute the increment τ via solving a sequence of three-block convex minimization problem with form min X ,E, τ
where J is the Jacobian of the image with respect to the transform parameters τ (i) defined as
where "vec(·)" is used to stack a matrix column-by-column sequentially as a vector. When the increment τ is attained, the transform is immediately updated as τ (i+1) = τ (i) + τ . It is important to assume that D • τ (i) does not belong to the rang space of J . Otherwise, problem (1.3) only admits zero solutions.
The model (1.3) has separable structure in terms of both the objective function and the constraint, and thus, it falls into the framework of the alternating direction method of multipliers (ADMM). Zhang et al. [27] implemented the directly extended ADMM and illustrated its practical performance. Nevertheless, the directly extended ADMM is divergent for multi-block convex minimization problems, so its convergence can not be theoretically guaranteed [4] . Because of this, Ren & Lin [20] reformulated problem (1.3) as a twoblock convex minimization and solved immediately by a linearized ADMM with an adaptive penalty parameter updating technique. In this paper, we also focus the application of ADMM on the three-variable involved convex minimization (1.3) since this method has been widely and successfully used in the field of image processing, such as [24] [25] [26] . However, unlike the aforementioned approaches, we employ a symmetric Gauss-Seidel (sGS)-based ADMM developed by Li et al. [13] to sweep one of the variables just one more time. Due to the simple closed-form solutions are admitted for subproblems, this technique imposes almost no excessive computational burdens. The advantage of using the sGS technique is that it decomposes a large problem into several smaller parts and then solves it correspondingly via its favorable structure. The technique has been widely and successfully used to solve many multi-block conic programming problems over the past few years, such as [5, 13, 14, 22] . We show that the sGS decomposition theorem in [15] can be used to establish the equivalence between the sGS-ADMM and the semi-proximal ADMM with a specially designed semi-proximal term which, allows the desired convergence to be directly derived from the convergence result of Fazel et al. [9] .
The remaining parts of this paper is organized as follows. Section 2 contains two subsections. Section 2.1 reviews some basic definitions and facts in convex analysis. Section 2.2 reviews some typical ADMMs and the convergence results for our subsequent developments. In Sect. 3, we apply the sGS-ADMM to solve (1.3) and list its convergence result immediately. In Sect. 4, we present an sGS-based generalized ADMM method. In Sect. 5, we provide computational experiments to show the algorithms' practical performance. And finally, we conclude the paper in Sect. 6.
Preliminaries
In this section, we provide some basic concepts and give a quick review of a couple of semi-proximal ADMM which will be used in the subsequent developments.
Basic Concepts
Let E be finite-dimensional real Euclidean space endowed with an inner product ·, · and its induced norm · , respectively. A subset C of E is said to be convex if (1−λ)x +λy ∈ C whenever x ∈ C, y ∈ C, and 0 ≤ λ ≤ 1. The relative interior of C, which we denote by ri(C), is defined as the interior which results when C is regarded as a subset of its affine hull. For any z ∈ E, the symbol C (z) denotes the metric projection of z onto C, which is the optimal solution of the minimization problem min y { y − z |y ∈ C}. A subset K of E is called a cone if it is closed under positive scalar multiplication, i.e., λx ∈ K when x ∈ K and λ > 0 [21] . The normal cone of K at point x ∈ K is defined by
Let f : E → (−∞, +∞] be a closed proper convex function. The effective domain of f , which we denote by
The set of all subgradients of f at x is called the subdifferential of f at x and is denoted by ∂ f (x). Obviously, ∂ f (x) is a closed convex set while it is not empty. The multi-valued operator ∂ f : x ⇒ ∂ f (x) is shown to be maximal monotone [21, Corollary 31.5.2], i.e., for any x, y ∈ E such that ∂ f (x) and ∂ f (y) are not empty, it holds that
For any x ∈ E, problem (2.1) has a unique optimal solution, which is well known as the proximal point of x associated with f , i.e.,
The following propositions server as important building blocks in the subsequent developments:
be the singular value decomposition (SVD) of X . For each μ > 0, it is shown that the proximal point of X defined as
can be characterized as follows
where {·} + = max{0, ·}.
Proposition 2.2
Let X ∈ R m×n be a given matrix. For each μ > 0, the proximal point of X is defined as
It is shown that the (i, j)-entry of S μ (X ) can be characterized as follows
where "sgn" is sign function.
Classical and Generalized Semi-proximal ADMM
Let X , Y, and Z be finite-dimensional real Euclidean spaces. Consider the convex optimization problem with the following two-block separable structure min
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where f : Y → (−∞, +∞] and g : Z → (−∞, +∞] are closed proper convex functions, A : X → Y and B : X → Z are given linear maps, and c ∈ X is given data. The dual of problem (2.4) is given by
The Karush-Kuhn-Tucker (KKT) system of problem (2.4) is given by
The augmented Lagrangian function associated with (2.4) is given by
where x ∈ X is a multiplier, and σ > 0 be a given penalty parameter. Starting from an initial point 
where T f and T g are positive semi-definite and the steplength ξ is chosen in the interval (0, (1 + √ 5)/2). On the one hand, when T f = 0 and T g = 0, the semi-proximal ADMM (2.6) reduces to the classical ADMM introduced by Glowinski and Marroco [11] and Gabay and Mericire [10] in the mid-1970s. On the other hand, when T f = αI and T g = βI with positive scalars α > 0 and β > 0, the iterative scheme (2.6) comes down to proximal ADMM presented by Eckstein [6] in 1990s. The following theorem is selected from the convergence Theorem B.1 in [9] . For more details, one can refer to [9] and the references therein. )} be generated by iterative scheme (2.6) from an initial point (y 0 , z 0 ; x 0 ). Then, under the conditions that ξ ∈ (0, (1 + √ 5)/2) and T f and T g be positive semi-definite, the sequence {(y k , z k ; x k )} converges to a unique limit (ȳ,z;x) with (ȳ,z) solving problem (2.4).
Next, we quickly review another type of ADMM. In order to broadening the capability of the semi-proximal ADMM (2.6) at the special case ξ = 1, Xiao et al. [23] introduced the following generalized semi-proximal ADMM with initial
where ρ ∈ (0, 2) is a relaxation factor and w k = (x k , y k , z k ).
For ρ = 1, the above generalized ADMM scheme is exactly the classical ADMM scheme (2.6) with ξ = 1. When T f = 0 and T g = 0, the iteration (2.7) 
Applying sGS-ADMM on Problem (1.3)
In this section, we quickly review the direct extend ADMM of Zhang et al. [27] and show the applications of sGS-ADMM subsequently. In the following, for simplicity, we may omit the superscripts i + 1 or i of variables. This should not cause ambiguity by referring to the context. The Lagrangian function of (1.3) is given by
where Y is a multiplier and ·, · is the standard trace inner product. Then, the dual of (1.3) takes the following form
where J * is an adjoint operator, transpose in the matric case, of operator J ; · is the so-called spectral norm which depends on the largest singular value of a matrix; · ∞ is ∞norm that is defined as the maximum entries magnitude of a matrix. Denote
We say thatȲ is the Lagrangian multiplier of (3.3) at point (X , τ ,Ē), if it satisfies the KKT condition:
The augmented Lagrangian function associated with (1.3) is defined by:
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where · F is the Frobenius norm, and σ > 0 is a penalty parameter. The directly extended ADMM implemented by Zhang et al. [27] minimizes L σ (X , E, τ ; Y ) firstly with respect to X , later with E, and then with τ by fixing other variables with their latest values. More precisely, with the given (X k , E k , τ k ; Y k ), it generates the new iterate (X k+1 , E k+1 , τ k+1 ; Y k+1 ) via the iterative scheme:
Although each step of the above iteration involves solving a convex minimization problem, it was shown in [27] that a simple closed-form solution is permitted for each subproblem. For the completeness of this paper, we re-present the derivations for each step of (3.6) by using the new notations reported in Propositions 2.1 and 2.2. Firstly, we can get for every k = 0, 1, . . . that
where the last equality is from Proposition 2.1. Secondly, for every k = 0, 1, . . ., we have
which amounts to solving the following linear system of equations with variable τ
Hence, the solution τ k+1/2 is given explicitly by
Thirdly, for every k = 0, 1, . . ., we have
where the last equality is from Proposition 2.2.
Although the direct extension of ADMM scheme indeed works empirically to produce corrected solutions, it was shown in [4] that the scheme (3.6) is not necessarily convergent in theory. Ideally, we should find a convergent variant which is at least as efficient as the directly extended ADMM (3.6) in practice. We achieve this goal by adopting the clever sGS technique developed recently by Li, Sun & Toh [13] .
Based on the sGS technique [13] , we view X as one group and ( τ, E) as another, and present the following iterative framework: Given (X k , E k , τ k ), we compute the next iteration with X → τ → E → τ instead of the usual X → τ → E Gauss-Seidel fashion (3.6), which can be reduced to the following iterative scheme:
(3.7)
Note that the difference between the sGS-based iterative scheme (3.7) and the directly extended ADMM (3.6) is that we perform an extra preparation step to compute τ k+1/2 and then compute E k+1 . As we can see from the previous statement that the extra step can be done at moderate cost, so that the iterative process can be performed cheaply.
With the descriptions on how the subproblems in (3.6) are solved as in [27] , we now present the sGS-ADMM method in [13] for solving (1.3).
Algorithm: (sGS-ADMM)
1. Initialization: Input deformed and corrupted image D ∈ R m×n and its Jabobian J against deformation τ . Choose constants λ > 0, σ > 0, and ξ ∈ (0, ( 
8. end while. 9. Output: Solution (X , τ, E) of problem (1.3).
The remaining task is to establish the convergence result of sGS-ADMM by using the sGS decomposition theorem of Li, Sun & Toh [15] to associate it with the semi-proximal ADMM (2.6). The relationship between both methods is reported in the lemma below. Lemma 3.1 For any k ≥ 0, the E-and τ -subproblems in (3.7) can be summarized as the following compact form:
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Proof To prove the lemma, it is sufficient to note that the matrix for the quadratic term associated with (E, τ ) is given by
By directly applying the sGS decomposition theorem in [15] , and setting
the required conclusion follows.
Based on the result, we can rewrite the iterative scheme
which reduces to the two-block semi-proximal ADMM (2.6). Note that the main idea of the sGS decomposition theorem [15] for deriving the convergence of sGS-ADMM by showing that it is equivalent to two-block ADMM with a special semiproximal term T . This equivalence is very important because the convergence can be easily followed by using the known convergence result of Fazel et al. [9] . To conclude this section, we present the convergence result of sGS-ADMM for solving (1.3). is viewed as one group and ( τ, E) as another, and sGS technique with order τ → E → τ is used in this group. For convenience, we denote = (X , τ, E, Y ) . The aforementioned sGS-ADMM will make a very small modification, i.e., adding an extra relaxation step, which amounts to the algorithm below with an initial point˜ 0 = (X 0 , τ 0 ,Ẽ 0 ,Ỹ 0 ).
Algorithm: (sGS-ADMM_G) 1. Initialization: Input deformed and corrupted image D ∈ R m×n and its Jabobian J against deformation τ . Choose constants λ > 0, σ > 0, and ρ ∈ (0, 2). Choose starting point (X 0 ,Ẽ 0 ,Ỹ 0 ) 2. while. "not converge", do
Analogously, based on the novel sGS decomposition theorem of Li et al. [15] , we can reformulated sGS-ADMM_G as the following framework:
where T is defined in (3.9). Therefore, according to Theorem B.1 in [9] and Theorem 5.1 in [23] , the convergence result of Algorithm sGS-GADMM_G can be listed. ∈ (0, 2) , then it is automatically well-defined and converges to the accumulation point (X , τ ,Ē,Ȳ ) such that (X , τ ,Ē) is the solution of the problem (1.3).
Numerical Experiments
In this section, we construct a series of numerical experiments by using deformations contained real images to evaluate the practical performance of algorithms sGS-ADMM and sGS-ADMM_G. In the mean time, we also test against the directly extended ADMM approach (named TILT) to further illustrate the efficiency and robustness of sGS-ADMM and sGS-ADMM_G. The Matlab package for the algorithm TILT is available at the link http://perception.csl.illinois.edu/ matrix-rank/tilt.html. We mention that all these algorithms are tested by running Matlab on a LENOVO with one Intel Core i5-5200U Processor (24 Cores, 2.2 to 2.19 GHz) and 8 GB RAM. In order to make both algorithms well-defined on the original model (1.2), we quickly review some specific implementation details reported by Zhang et al. [27] , which are also used in both algorithms. Firstly, before starting the iterative process, the intensity of the image is normalized as D • τ := D • τ/ D • τ F because the low-rank texture is invariant with respect to scaling in the pixel values. Secondly, a set of linear constraints is added to eliminate the scaling and translation ambiguities in the solution, e.g., for affine transformations, a constraint A t τ = 0 (liner operator A t is known) is added to ensure that the center of the initial rectangular region remain fixed before and after the transformation. Finally, to increase the range of deformation, TILT employed a branch-and-bound scheme, e.g., for affine case, the affine transformation can be parameterized as A(θ, t), then TILT computes the best rotation angle θ and used it as an initialization to search for the skew parameter t. It was shown that these reviewed implementations improved the range of convergence of TILT potentially. Since the main contribution of our paper lies in employing the sGS-ADMM algorithm to solve the problem (1.3), hence, in the following each experiment, we only consider the single affine transformation and use the branch-and-bound scheme for convenience.
We perform two classes of numerical experiments. In the first class, we evaluate the practical performance of sGS-ADMM and sGS-ADMM_G on some natural images belong to various categories, while in the second class, we test against algorithm TILT on some representative synthetic and realistic low-rank patterns to examine both algorithms' performance. In the considered model, we choose parameter as λ = 1/ √ m and set the initial estimation as τ (0) = 0. The iterative processes of each algorithm start at zero, i.e., (E 0 , τ 0 , Y 0 , X 0 ) = (Ẽ 0 , τ ,Ỹ 0 ,X 0 ) = 0. Moreover, we choose ξ = 1.618 in sGS-ADMM and ρ = 1.8 in sGS-ADMM_G since both values are used frequently in algorithms' designing for solving various optimization problems. Based on the optimality condition (3.4), we measure the accuracy of a computed candidate solution (E, τ, X ; Y ) for (1.3) and its dual (3.3) via 
where B (·) is the metric projection onto B under the Frobenius norm. According to the adjustment strategy in [12] , we initialize the penalty parameter as σ = 1/ D • τ (i) F , and increase it frequently with σ = 1.25σ if η P /η D ≥ 5 in each test, and decrease it with σ = 0.8σ if η P /η D ≤ 1/5. All the algorithms are terminated if η < 10 −3 , or the maximum iteration number 1, 000 is achieved. Besides, others the parameters' in TILT are set with default values for comparison in a fair way. While the final τ is achieved based on the current τ (i) , we then set τ (i+1) := τ (i) + τ and solve problem (1.3) immediately once again. As in [27] , the external loops proceed repeatedly when the absolute values between two successive rounds are small enough, i.e., 
In the first test, we visually examine the practical performance of sGS-ADMM and sGS-ADMM_G. As Fig. 1 shows, the results report the original input images and the rectified textures returned by each algorithm. As can be observed from the last two columns that, both algorithms correctly recovered the local geometry for all the textual images from green windows located inside, which in turn demonstrates the practical efficiency of both algorithms.
In the second test, we numerically evaluate the computational improvement in both algorithms based on some representative synthetic and natural low-rank patterns shown in the first row of Fig. 2 . For these images to be tested, we introduce a small deformation ( say rotation by 10 o ) to each texture, as shown in the third and fourth rows of Fig. 2 . Then, we examine whether these algorithms can converge to the correct solution under some random corruptions. For each external loop (Outer), we compare these methods with respect to the number of internal iterations (Iter), the computing time (Time), the final rank of the solution X (Rank), the final E 1 , and the final KKT residual (Tol). Detailed comparison results are listed in Table 1 As can be seen from Table 1 that, all the algorithms obtained the same final rank and the comparable KKT residuals for all test cases. From these results, we also see that sGS-ADMM and sGS-ADMM_G are the most competitive while TILT is the slowest one. We also observe that the total number of internal iterations of both sGS-ADMM and sGS-ADMM_G is much smaller than TILT. This is because sGS-ADMM and sGS-ADMM_G sweep the variable τ twice during each iteration which in turn ensures the convergence of the iterative process. We also test a series of other images contained with different decompositions and we observed the consistent results. These results and observations clearly demonstrated the efficiency and stability of sGS-ADMM and sGS-ADMM_G.
Conclusions
Transform invariant low-rank textures targets to extract both textural and geometric information defining regions of low-rank planar patterns from 2D scene. This task can be characterized as a sequence of matrix nuclear-norm and 1 -norm involved non-smooth convex minimization problems. The directly extended ADMM implemented by Zhang et al. [27] often performs numerically well, but its theoretical convergence is not guaranteed. In this paper, we employed the sGS-ADMM developed by Li et al. [13] for solving the convex non-smooth model (1.3) and used the sGS decomposition technique in [15] to extend the generalized ADMM to solve (1.3). The distinct feature of the sGS-ADMM is that it needs to update the variable τ again, but it greatly reduces the total number of iterations and computing time. The reason for the improved performance is using the novel sGS decomposition theorem in [15] to establish the equivalence between the internal iterative scheme and the classical ADMM with an addition of a particular proximal term. With the encouraging numerical performance of sGS-ADMM, it is worthwhile to investigate other techniques, such as the rank-correction technique [17] , to further improve the solution accuracy. This is an interesting topic of future research.
