In this paper, we describe the hyperparameter search problem in the field of machine learning and present a heuristic approach in an attempt to tackle it. In most learning algorithms, a set of hyperparameters must be determined before training commences. The choice of hyperparameters can affect the final model's performance significantly, but yet determining a good choice of hyperparameters is in most cases complex and consumes large amount of computing resources. In this paper, we show the differences between an exhaustive search of hyperparameters and a heuristic search, and show that there is a significant reduction in time taken to obtain the resulting model with marginal differences in evaluation metrics when compared to the benchmark case.
Preliminaries
Much research has been done in the field of hyperparameter optimization [1, 2, 3] , with approaches such as grid search, random search, Bayesian optimization, gradient-based optimization, etc. Grid search and manual search are the most widely used strategies for hyperparameter optimization [3] . These approaches leave much room for reproducibility and are impractical when there are a large number of hyperparameters. Thus, the idea of automating hyperparameter search is increasingly being researched upon, and these automated approaches have already been shown to outperform manual search by numerous researchers across several problems [3] .
A Multilayer perceptron [4] (MLP) is a class of feedforward artificial neural network. It consists of at least three layers of nodes: an input layer, a hidden layer and an output layer. With the exception of the input layer, each node in the layer is a neuron that utilizes a nonlinear activation function. In training the MLP, backpropagation, a supervised learning technique is used. In our experiments, we only have test cases consisting of one to three hidden layers, each consisting of up to 10 neurons. The reasons for this number are that our objective is to illustrate the effects of the heuristic using a small toy-example that does not take too long to run in the test cases, and we found that for the dataset used, the best results from the grid search involed less than 10 neurons.
Experiment Setting and Datasets

Programs Employed
We made use of Scikit-Learn [5] , a free software machine learning library for the Python programming language. Python 3.6.4 was used in formulating and running of the algorithms, plotting of results and for data preprocessing.
Resources Utilized
All experiments were conducted in the university's High Performance Computing 2 (HPC) machines, where we dedicated 12 CPU cores, 5GB of RAM in the job script. All jobs were submitted via SSH through the atlas8 host, which has the specifications: HP Xeon two sockets 12-Core 64-bit Linux cluster, CentOS 6. We utilized Snakemake [6] , a workflow management tool to conduct our experiments.
Data
We load as use the boston house-prices dataset 3 from Scikit-Learn's sklearn.datasets package. This package contains a few small standard datasets that do not require downloads of any file(s) from an external website.
Notations and Test Cases
We perform our experiments on feedforward neural networks with one, two and three layers. Scikit-Learn's MLPRegressor from the sklearn.neural_network 4 package. This model optimizes the squared-loss using LBFGS (an optimizer in the family of quasi-Newton methods) or stochastic gradient descent. Our maximum number of neurons in any hidden layer is set at 10, as preliminary experiments show that the best cross-validation score is obtained when the number of neurons at any hidden layer is under 10.
Define α to be the minimum fraction in improvement required for each iteration of the algorithm. We also define H (i) , i = 0, 1, . . . to be the hidden layer combination at iteration i. H (0) is the starting hidden layer combination used as input. Let N be the number of hidden layers, n We also define H prev as the set contianing all previously fitted hidden layer combinations. H best is then the set containing the best combination at any iteration of the algorithm, i.e. |H best | ≤ 1. Scikit-Learn's sklearn.preprocessing.StandardScaler 6 was also used to standardize features by removing the mean and scaling to unit variance.
We also denote the Root Mean Square Error from fitting the model, at the end of the current iteration and from the previous iteration as RMSE model , RMSE curr and RMSE prev respectively. In our experiments, α ∈ {0.01, 0.05, 0.10}. We also set K to be an arbitrarily large, for the purpose of passing the first iteration of the loop. Next, we define Combinations(·) as a function that returns the set of all possible hidden layers L hls and Remove_Duplicates(·) as a function that removes all common elements in the set L hls .
3 Methods Employed
Method 1 -Benchmark
In this method, all possible hidden-layer sizes (with repetition allowed) are used as hyperparameter. Let L hls denote the set of all possible hidden layers. Then for example, if there are 2 hidden layers and each layer can have between 1 to 3 neurons, then L hls = {(1, 1), (1, 2), (1, 3), (2, 1), (2, 2), (2, 3), (3, 3), (3, 2), (3, 1)}.
Method 2 -Heuristic
In this method, a heuristic is used to iteratively explore the hidden-layer combination, subject to the condition that the abosolute change in RMSE is greater or equal to α and that RMSE curr > RMSE prev . In our experiments, we obtain the input H (0) by performing a grid search on the hidden-layer combinations of the form:
{ (1, 1, . . . , 1) , . . . , (10, 10, . . . , 10)} and the 'best' hidden-layer combination (i, i, . . . , i), i ∈ {1, . . . , 10} will be assigned as H (0) . The heuristic can be formulated as follows: 
Experiment Results
We illustrate the results of Method 1 (Benchmark) and Method 2 (Heuristic) for each α side-by-side, then show the overall results in a table.
For Method 1: 
Conclusion and Future Work
The main takeaway from the results obtained is the significant reduction in median time taken to run a test case with a similar spread of score and RMSE when compared to the benchmark case, when the heuristic is used in Method 2. To the best of our knowledge, such a heuristic has not been properly documented and experimented with, though it is highly possible that it has been formulated and implemented by others given its simple yet seemingly naive nature.
The heuristic can be generalized and applied to other hyperparameters in a similar fashion, and other models may be used as well. We use the MLPRegressor model in Scikit-Learn as we find that it helps to illustrate the underlying idea of the algorithm the clearest. Due to time constraints we are not able to run for other models and alphas, but we strongly encourage others to explore with other models and variants of the heuristic.
