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1 Introduction
The ability to avoid or follow walls is very useful for small mobile
robots, and in many cases contacting the walls is not acceptable. My
research has focussed on how to achieve both wall following and wall
avoidance behaviour for small ￿ying robots using computer vision.
1.1 Computer Vision
Computer vision is ideal for a small ￿ying robot, as the sensors can
be very light-weight while providing a large amount of data at a re-
spectable update frequency. Interpreting the data to generate con-
trol signals is a non-trivial problem on which much research has been
done. Several papers (eg. David 1979, Esch & Burns 1996) have
shown that honey bees and fruit ￿ies use optic ￿ow as an important
cue for ￿ight control, so it appears quite suitable for our means.
1.2 Optic ￿ow
Optic ￿ow is a way of getting data from a sequence of images by
calculating how much each image appears to have moved compared
to the last one. Using optic ￿ow, it is possible to perform control
without having to ￿rst reconstruct the scene or create a map. This
saves processing time and may allow control to be implemented on
the robot itself rather than on a base station. It also works well on
surfaces that may not have very much geometric structure (eg. a
large wall) provided that they do have some surface texture.
When the robot approaches a surface, that contribution to the optic
￿ow drowns out everything else and the world starts to look like a
single wall. As a result, a controller that can avoid or follow one wall
will often be adequate. Similarly, at suf￿ciently small ranges, even
curved surfaces appear to be locally ￿at.
For holonomic robots, a circular or spherical (in the 2D and 3D cases
respectively) optic ￿ow ￿eld is required to allow obstacle detection
in any direction. This is provided by using multiple cameras with
wide-angle lenses.
2 Optic ￿ow modi￿cation and matching
In a single-wall scenario, the raw optic ￿ow  is zero across the side
of the robot facing away from the wall. Subtracting the raw ￿ow on
one side from the raw ￿ow on the opposite side yields a new ￿ow
, as shown in Figure 1. This has several useful properties; most
importantly it is not affected by the vehicle’s angular velocity.
(a) Raw optic ￿ow  (b) Modi￿ed optic ￿ow 
Figure 1: Optic ￿ow close to a single wall
Since it is easy to calculate what the optic ￿ow should be if the
robot is moving parallel to the wall, a target  ￿eld, known as t,
can be generated. Subtracting this from the measured  produces a
value for the ’error’ between measured and expected ￿ow, as shown
in Figure 2.
Figure 2: Error between target and measured ￿ow when moving at
60 and 30 degrees towards the wall
By integrating the magnitude of this error over the entire ￿ow ￿eld,
the error E in the measured ￿ow ￿eld can be found:
E =
Z
(   t)2 d
Adjusting the body angle and the direction of movement to minimise
E implies that the measured ￿ow approaches the target ￿ow, so the
robot will begin to track the wall. Figure 3 shows the direction of
movement changing to match the wall angle (0 degrees).
Figure 3: Velocity direction adjusting to follow the wall
Taking the magnitude of  t instead of squaring it makes analytic
calculation harder but decreases processing power requirements and
offers better correction for small errors in angle.
2.1 Use with a holonomic robot: focus of expan-
sion tracking
On its own, this approach does not work well unless the velocity
direction relative to the vehicle’s frame of reference is known. For
non-holonomic vehicles (eg. a wheeled ground-based robot) this is
not a problem; the direction of motion is always in the direction that
the vehicle’s body is facing. For holonomic vehicles - and especially
￿ying holonomic vehicles - this cannot be assumed.
To determine the direction of motion, it is necessary to track the
focus of expansion: the point that the robot is moving towards. An
illustration of the ￿ow vectors around the focus of expansion can
be seen in Figure 4. Fortunately, focus of expansion trackers have
been implemented (see Schill et al. 2009) and so do not need to be
re-developed for this project.
Figure 4: Flow vectors around the focus of expansion
2.2 Wall tracking results
I developed a Java simulation of the wall-tracking algorithm, using
a non-holonomic 2D robot. This measured optic ￿ow at 80 points
around the robot and provided control data based on that. Figure 5
shows the result.
Figure 5: Simulation of wall-following behaviour
The wall tracking algorithm becomes particularly confused by sharp
corners. The main problem here is that it only aims to match angles
with the wall, rather than maintaining a constant distance. Resolving
this may require some assumptions (eg. the robot moves at a con-
stant speed) or additional sensor equipment such as a laser range
￿nder. Alternatively, the robot can be allowed to contact the wall very
slowly. This can be achieved with optic ￿ow alone, by decreasing
the velocity to maintain a constant ￿ow magnitude. If any rotors or
propellors are shrouded to prevent them directly contacting the wall,
the robot itself slowly colliding with the wall may be acceptable.
2.3 Robustness
Optic ￿ow is frequently a noisy measurement, as it is effectively the
numerical derivative of already-noisy images. This approach relies
on integration of the optic ￿ow, and so tends to be relatively safe
from noise (compared to, for example, divergence-based methods
that take another derivative of the optic ￿ow). Initial test results are
promising, although further work is required to con￿rm this.
2.4 Wall avoidance
This system works acceptably well for wall tracking, and it is trivial
to extend it to wall avoidance. This is achieved by setting the target
￿ow to be the ￿ow that would be measured when moving away from
a wall; if any wall is close enough to dominate the ￿ow then the robot
will move away from it. The result is shown in Figure 6.
Figure 6: Simulation of wall-avoiding behaviour
3 Future directions
3.1 Extension to 3D
It would be good to extend this work to 3D so that it can be used
with ￿ying robots. Working in 3D would allow the system to be used
for landing, by treating the ground as a wall, as well as traditional
wall following. This is a current research topic.
3.2 Implementation and testing
As yet, testing has only been performed in 2D non-holonomic sim-
ulations. This algorithm needs to be implemented ￿rst on a real
ground-based non-holonomic robot, then on a ground-based holo-
nomic robot (where wheel encoders can still be used to determine
the velocity direction), and ￿nally on a 3D holonomic robot. Key
topics for investigation include robustness in different environments,
effectiveness of tracking the focus of expansion, and processing re-
quirements.
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