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Abstract 
 
Running time of an algorithm is usually calculated with time complexity or space 
complexity. Currently the memory efficiency is not a serious problem because hardware 
prices are declining and it is related hardware. Space size is related to computer hardware, 
so people assume that the processing time is a more important factor than the memory. This 
research focused in how calculate Notasi Big O in forecasting algorithm : ESSPI 
(Exponential Smoothing Seasonal Planting Index). Exponential smoothing algorithm is a 
prediction algorithm recommended by the Food and Agriculture Organization (FAO), so it 
will be tested that the algorithm is applied effectively. Conclusion that reaches of this 
research is Interpolasi Linier algorithm has process time O(x2), Seasonal Planting Index 
algorithm is O(x3), Fitting of Seasonal Planting Index Method is O(x), and Exponential 
Smoothing Seasonal Planting Index algorithm is O(x2). The result is good because it is less 
than ex and it has a consistant increasing time complexity.  
   
Abstrak 
 
Waktu akses algoritma biasanya dihitung dengan kompleksitas waktu atau kompleksitas 
ruang. Saat ini, efisiensi memori tidak menjadi masalah serius karena harga perangkat keras 
menurun dan efisiensi memori berhubungan dengan perangkat tersebut. Ukuran ruang 
berkaitan dengan perangkat keras komputer, sehingga orang menganggap bahwa waktu 
pemrosesan adalah faktor yang lebih penting daripada memori. Penelitian ini fokus pada 
bagaimana menghitung Notasi Big O dalam algoritma peramalan: ESSPI (Exponential 
Smoothing Seasonal Planting Index). Algoritma pemulusan eksponensial adalah algoritma 
prediksi yang direkomendasikan oleh Organisasi Pangan dan Pertanian (FAO), sehingga 
akan teruji bahwa algoritma tersebut diterapkan secara efektif. Kesimpulan yang tercapai 
dari penelitian ini adalah algoritma Interpolasi Linier memiliki waktu proses O(x2), 
algoritma Seasonal Planting Index adalah O(x3), Fitting of Seasonal Planting Index adalah 
O(x), dan algoritma Exponential Smoothing Seasonal Planting Index adalah O(x2). Hasilnya 
adalah baik karena kurang dari ex dan algoritma ini memiliki peningkatan kompleksitas 
waktu yang konsisten. 
 
Kata Kunci : Running Time, Algorithm, Interpolasi Linier, Seasonal Planting Index, 
Fitting, ESSPI (Exponential Smoothing Seasonal Planting Index). 
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1. Pendahuluan 
 Teknologi memberikan layanan mudah untuk menyebarkan informasi ke 
segala penjuru. Hal ini dimanfaatkan untuk penyebaran informasi penting yang 
harus disajikan secara real time. Salah satu informasi yang dibutuhkan oleh setiap 
aspek adalah data mengenai cuaca terkini. Prakiraan cuaca telah menjadi bagian dari 
kehidupan sehari-hari sejak pertengahan abad kedua puluh [1]. Salah satu bidang 
yang menuntut akan ketersediaan data curah hujan adalah pertanian. Curah hujan 
sangat penting diketahui dalam sektor pertanian karena curah hujan dapat 
menentukan ketersediaan air bagi tanaman di suatu daerah. Daerah yang tidak terairi 
oleh irigasi sangat tergantung pada pada hujan. Pergeseran pola hujan 
mempengaruhi sumber daya dan infrastruktur pertanian yang menyebabkan 
bergesernya masa tanam, musim, pola tanam, dan degradasi lahan. Perubahan pola 
hujan sudah terjadi sejak beberapa dekade terakhir di beberapa wilayah Indonesia, 
seperti pergeseran awal musim hujan dan perubahan pola curah hujan [2][3].  
Keadaan cuaca saat ini sangat sulit untuk diperkirakan karena musim kemarau 
dan musim hujan sudah tidak terjadi sesuai periodenya. Badan Meteorologi, 
Klimatologi dan Geofisika (BMKG) mengatakan bahwa info iklim dan cuaca 
memiliki manfaat meningkatkan hasil panen petani rata-rata 30 persen dibanding 
metode biasa, bahkan ada yang bisa meningkat dua kali lipat. Awalnya sektor 
pertanian belum memanfaatkan adanya info iklim dan cuaca, sehingga produktivitas 
panen masih tergolong stagnan jika dibandingkan dengan pertanian yang 
menggunakan info iklim-cuaca [4]. Demi meminimalkan dampak negatif yang 
terjadi, dibutuhkan pula keakuratan data akan curah hujan. Keadaan tersebut 
membuat teknologi dituntut untuk selalu mementingkan kecepatan dan keakuratan 
akan data prakiraan cuaca. Exponential smoothing merupakan algoritma prakiraan 
atau prediksi jangka pendek yang direkomendasikan oleh organisasi pangan dunia 
(Food and Agriculture Organization) menggantikan algoritma linier seperti regresi 
yang hingga sekarang masih banyak digunakan [5]. Kelemahan algoritma 
exponential smoothing adalah inkonsistensi peramalan jangka pendek, sebagai 
contoh penurunan produksi budidaya pertanian pada suatu daerah yang disebabkan 
oleh kejadian kekeringan namun model masih menggambarkan kenaikan produksi 
[6]. Hasil prediksi dengan algoritma exponential smoothing hanya akurat untuk 
prediksi  jangka pendek (prediksi 1 – 2 periode) [5]. Algoritma pada suatu sistem 
diharapkan mampu mempercepat kinerja komputer dengan keakuratan yang lebih 
tinggi, namun kenyataannya banyak dijumpai penerapan algoritma yang belum 
optimal. Sebuah algoritma yang baik akan menggunakan algoritma yang efektif, 
efisien, tepat sasaran dan  terstruktur.  Pemilihan algoritma yang kualifikasi seperti 
itu dapat diukur dari waktu eksekusi algoritma dan kebutuhan ruang memori. 
Algoritma yang efisien adalah algoritma yang meminimumkan kebutuhan waktu 
dan ruang [7].   
 Berdasarkan kesulitan tersebut, perlu adanya pengetahuan dan pengujian 
algoritma demi memaksimalkan efisiensi sistem informasi. Pengetahuan akan 
ketepatan algoritma harus diketahui pada tahap awal proses perancangan sistem. 
Berbeda hal dengan sistem yang telah mengimplementasikan algoritma sebelumnya, 
perlu pula pengujian efisiensi akan algoritma yang telah digunakan. Semakin 
banyak memori dan waktu yang dibutuhkan algoritma untuk memecahkan suatu 
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masalah, maka semakin tidak optimal algoritma tersebut. Memori yang dibutuhkan 
dalam pemrograman berhubungan dengan perangkat keras komputer, tetapi saat ini 
efisiensi memori bukanlah masalah yang serius karena harga perangkat keras saat 
ini cenderung menurun. Waktu proses merupakan faktor yang lebih penting 
dibanding memori [19]. Metode exponential smoothing using seasonal planting 
index merupakan algoritma untuk mengetahui metode prediksi mana yang paling 
akurat dan sesuai untuk penentuan pola tanam. Penelitian berjudul Analisis 
Kompleksitas Algoritma Prediksi ESSPI: Exponential Smoothing Seasonal Planting 
Index melakukan pengujian kompleksitas algoritma dengan Notasi Big O 
berdasarkan kompleksitas waktu. 
 
2. Kajian Pustaka 
 Penelitian terkait yang dilakukan sebelumnya yaitu penelitian berjudul 
Penerapan Rekursif dan Analisa Kompleksitas Algoritma Pada Brute Force Login. 
Penelitian ini membahas mengenai rekursif dan kompleksitas algoritma pada brute 
force login secara detil sebagai pengetahuan untuk admin website agar website-nya 
aman dari serangan brute force login.  Kompleksitas waktu dapat dijadikan dasar 
dalam menentukan algoritma terbaik yang harus digunakan dan memperkirakan alur 
kerja suatu algoritma agar dicapai kompleksitas waktu minimal, namun berdasarkan 
kompleksitas waktu brute force login merupakan salah satu cara mendapatkan akses 
informasi, tetapi bukan cara yang terbaik karena memiliki kemungkinan untuk 
tereksekusi dalam waktu n maupun (n+1)/2 satuan [8].  
 Penelitian terkait pula dilakukan oleh penelitian berjudul Analisis 
Kompleksitas Algoritma untuk Berbagai Macam Metode Pencarian Nilai 
(searching) dan Pengurutan Nilai (sorting) Pada Tabel. Penelitian ini terdapat 
rumusan untuk pencarian nilai yaitu bagi data yang telah terurut nilainya lebih baik 
menggunakan algoritma pencarian biner (binary search) karena algoritma ini lebih 
efektif, tetapi jika ingin melakukan pencarian nilai pada tabel sembarang, kita harus 
menggunakan algoritma pencarian nilai secara linier (sequential search). Algoritma 
pengurutan data yang paling sederhana dan paling mudah dimengerti adalah 
algoritma count sort. Algoritma berkompleksitas O (n2), yaitu pengurutan 
gelembung (bubble sort), pengurutan dengan penyisipan (insertion sort), pengurutan 
dengan menyeleksi (selection sort), dan pengurutan cangkang (shell sort). 
Algoritma berkompleksitas O(n log n), yaitu pengurutan dengan penggabungan 
(heap sort), pengurutan dengan penggabungan (merge sort), dan pengurutan cepat 
(quick sort) [9]. 
 Penelitian relevan lainnya yaitu berjudul ESSPI : Exponential Smoothing 
Seasonal Planting Index, A New Algorithm For Prediction Rainfall In Indonesia. 
Penelitian ini melakukan pembuatan model prediksi curah hujan dengan algoritma 
exponential smoothing klasik dan algoritma exponential smoothing using seasonal 
planting index (ESSPI) dapat disimpulkan bahwa nilai uji error untuk exponential 
smoothing klasik besar dengan tingkat akurasi rendah dan data hasil prediksi data 
curah hujan jangka panjang menunjukkan pola tren. Nilai uji error untuk algoritma 
exponential smoothing seasonal planting index kecil (mendekati 0), dengan tingkat 
akurasi tinggi sebesar 95,73 %, dan data hasil prediksi data curah hujan jangka 
panjang menunjukkan pola musiman. Data hasil prediksi curah hujan pada riset ini 
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dimanfaatkan untuk menentukan pola tanam sehingga diperlukan model yang dapat 
melakukan prediksi curah hujan jangka panjang (minimal 12 bulan) dengan nilai 
error minimum. Rekomendasi berdasarkan analisis hasil eksperimen, model 
prediksi curah hujan yang sesuai untuk kebutuhan perencanaan pola tanam adalah 
algoritma exponential smoothing seasonal planting index (ESSPI) [10].  
Berdasarkan penelitian-penelitian yang pernah dilakukan terkait analisis 
kompleksitas algoritma, dapat dilakukan klasifikasi algoritma efisien sesuai dengan 
penerapan user nantinya. Peneliti sebelumnya telah melakukan analisa data dengan 
titik fokus pada kompleksitas algoritma dan mampu menghasilkan simpulan yang 
akurat. Penulis menggunakan kesempatan yang ada untuk melakukan pengujian 
terhadap kompleksitas algoritma untuk pengolahan data curah hujan pada penelitian 
yang berjudul ESSPI : Exponential Smoothing Seasonal Planting Index, A New 
Algorithm For Prediction Rainfall In Indonesia.  
Exponential smoothing seasonal planting index merupakan algoritma yang 
terdiri dari 3 tahap yaitu : (a) tahap preprocessing data curah hujan untuk 
membersihkan data dari noise dan melakukan pengelompokkan data berdasarkan 
seasonal planting index, (b) tahap kedua membuat model prediksi curah hujan, 
menentukan nilai pemulusan berdasarkan seasonal planting index dan melakukan 
prediksi curah hujan menggunakan algoritma ESSPI, dan (c) tahap ketiga pengujian 
error model dengan ukuran uji ME, RMSE, MPE, MAPE, MASE, dan eucledian 
error. Terdapat 3 kategori pada pemodelan exponential smoothing, yaitu simple 
exponential smoothing (SE), double exponential smoothing (DE) and triple 
exponential smoothing (TE). Metode SE ditujukan untuk prediksi data dalam jangka 
waktu yang pendek. Persamaan SE dapat dilihat pada persamaan 1. 
 
ttt FxF *)1(*1             (1) 
1tF  merupakan prediksi yang dilakukan terhadap jangka waktu t+1, )1( tx  
adalah data aktual dari time series, dan pemulusan dilambangkan α dengan nilai 
antara 0 dan 1 [2]. Tahap awal tahap forecasting perlu dilakukan penghapusan 
tingginya missing value pada data aktual yang diterapkan yaitu dengan perhitungan 
interpolasi linier yang dituliskan pada persamaan 2. 
)( 1
12
12
1 xx
xx
yy
yy 


           (2) 
Dimana : 
x Titik yang dicari nilainya 
y  Nilai data yang dicari pada index ke- x  
 11 yx  Titik pertama yang diketahui nilainya 
 22 yx  Titik kedua yang diketahui nilainya 
Input data pertama P1( 1x , 1y ) dan data kedua P2( 2x , 2y ) akan diproses 
menggunakan persamaan 2 untuk mendapatkan data yang tidak diketahui atau 
Q( x , y ) [10]. Berdasarkan jenis data yang dikelompokkan dengan SPI di tahapan 
berikutnya, maka tiap kelompok diolah sesuai persamaan 2, data curah hujan 
dinyatakan dalam vektor x.  
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LLL RwRvRu   ,,           (4) 
 
Persamaan 3 dan 4 di perhitungkan dengan m = banyak kelompok; N = banyak data 
pengamatan (bulan); L = banyak bulan dalam 1 kali masa tanam; wvu ,, = vektor-
vektor dalam tiap masa tanam yang berbeda. Metode smoothing menggunakan SPI 
memberikan keterbaruan pada definisi nilai    sebagai salah satu parameter bobot 
smoothing karena secara umum masih menggunakan cara trial error.  
ISP maka parameter 
SPI
   yang disimbolkan sebagai 
SPI
 dirumuskan : 
)exp(1 SPI ISP            (5) 
Fungsi exp dipilih untuk menentukan nilai smothing ( ) karena standar metode 
prediksi yang digunakan adalah metode exponential smoothing. Nilai smoothing ( ) 
harus diantara 0< <1 maka dipilih pangkat – (negatif) [10]. Nilai pemulusan hasil 
proses seasonal planting index akan digunakan dalam formulasi smoothing, dimana 
metode smoothing adalah brown's linear exponential smoothing (LES) atau brown's 
double exponential smoothing. Setiap tahunnya selama m tahun pertama, data 
pengujian pertama memenuhi persamaan : 
00' XS             (6) 
00'' XS             (7) 
1')1('  tItIt sxs SPSP          (8) 
''''' )1( tItIt sss SPSP           (9) 
Setiap 1 kLt  maka 
tt xS '  untuk Nk ,...,1 dan 1 tk  dimana N  adalah bilangan tak 
hingga, kemudian proses smoothing dilanjutkan dengan mendefinisikan :  
 
             (10) 
(11) 
Nilai dugaan yang dipilih : 
            (12) 
            (13) 
Dimana    : data aktual pertama,      : pemulusan tunggal,        : pemulusan ganda, 
 '''
1
tt
I
I
t ssb
SP
SP 




'''2 ttt ssa 
13,'  LtbIaF tSPtt
0x 0'S 0''S
mbF ttmt
'''  

5 
 
 
  
   : pemulusan tunggal nilai t,     : pemulusan ganda    pada nilai t,   : pemulusan 
tren dengan nilai t,    : pemulusan alpha pada nilai t,       : seasonal planting index,    
: 
prediksi nilai t,   : periode,   : tahun peramalan,  : waktu. Penentuan nilai fitting pada 
metode fitting didapatkan dari nilai pemulusan alpha  (  ) pada nilai t ditambah 
dengan nilai pemulusan tren (b) pada nilai t yang dikalikan dengan nilai m periode 
pada nilai t + m yang dicari pada persamaan 12. Berbeda pada metode exponential 
smoothing seasonal planting index penentuan nilai fitting yang didapatkan dari nilai 
pemulusan alpha (
  
 ) dan pemulusan tren (b) yang dikalikan dengan nilai SPI yang 
diabsolutkan pada persamaan 13, hasil fitting SPI memberikan penilaian 
pembelajaran yang lebih baik (pola data fitting sesuai dengan pola data histori). 
Metode exponential smoothing brown penaksiran nilai prediksi didapatkan dari nilai 
pemulusan alpha (  ) pada nilai t ditambah dengan nilai pemulusan tren (b) pada 
nilai t yang dikalikan dengan nilai m periode pada nilai t + m yang di cari pada 
persamaan 12. Berbeda dengan metode exponential smoothing seasonal planting 
index penentuan nilai prediksi berdasarkan hasil perhitungan pemulusan alpha (  ) 
dan pemulusan trend (b) pada bulan yang diprediksi dikalikan dengan nilai periode 
proses pencarian prediksi sehingga pengaruh trend yang terjadi bersifat tahunan dan 
nilai prediksi yang dihasilkan menyesuaikan dengan hasil pemrosesan data terakhir 
pada bulan yang diprediksi [10]. 
Algoritma adalah prosedur komputasi yang terdefinisi dengan baik yang 
menggunakan beberapa nilai sebagai masukan dan menghasilkan beberapa nilai 
yang disebut keluaran. Setiap masalah mempunyai algoritma pemecahnya. Tugas 
dari pemroseslah sebagai problem solver unutk mendeskripsikan langkah-langkah 
penyelesaiannya. Terdapat beberapa ciri algoritma, yaitu : algoritma mempunyai 
awal dan akhir, suatu algoritma harus berhenti setelah mengerjakan sejumlah 
langkah terbatas; setiap langkah harus didefinisikan dengan tepat, sehingga tidak 
memiliki arti ganda, tidak membingungkan (not ambiguous); memiliki masukan 
(input) atau kondisi awal nol atau lebih; memiliki keluaran (output) atau kondisi 
akhir nol atau lebih; algoritma harus efektif, sehingga setiap proses dapat dikerjakan 
dalam sejumlah waktu yang masuk akal [11]. 
Kompleksitas algoritma diukur berdasarkan kinerjanya dengan menghitung 
waktu eksekusi algoritma. Kebenaran suatu algoritma harus diuji dengan jumlah 
masukan tertentu agar terlihat waktu yang diperlukan untuk menjalankan algoritma 
tesebut dan ruang memori yang diperlukan untuk struktur datanya. Algoritma yang 
bagus adalah algoritma yang mangkus. Kemangkusan algoritma diukur dari jumlah 
waktu dan ruang memori yang dibutuhkan untuk menjalankan algoritma tersebut. 
Algoritma yang mangkus adalah algoritma yang meminimumkan kebutuhan waktu 
dan ruang. Waktu eksekusi algoritma dapat diklarifikasikan menjadi tiga kelompok 
besar, yaitu best case (kasus tebaik), average case (kasus rerata) dan worst case 
(kasus terjelek) [12].   
Notasi BIG O / Notasi O-Besar adalah cara yang digunakan untuk 
menguraikan laju pertumbuhan suatu fungsi yang tidak lain adalah time complexity 
suatu algoritma. Notasi O-Besar mengklasifikasikan fungsi berdasarkan kecepatan 
pertumbuhan argumennya, yaitu fungsi berbeda dengan kecepatan pertumbuhan 
yang sama akan disajikan dengan notasi O yang sama. Uraian fungsi yang berkaitan 
dengan notasi O-Besar biasanya hanya menyajikan batas atas kecepatan 
tS ' tS '' tb
ta SPI tF
m h t





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pertumbuhan fungsi [13]. Notasi O-Besar memungkinkan perancangan algoritma 
memprediksi perilaku algoritmanya dan menentukan algoritma mana yang akan 
digunakan tak tergantung pada arsitektur komputer dan clock rate, karena notasi O-
Besar mengabaikan nilai konstanta dan kelipatannya serta mengabaikan efisiensi 
untuk argumen-argumen dalam ukuran yang lebih kecil, maka notasi O besar tidak 
selalu mencerminkan algoritma yang paling cepat pada data tertentu, tetapi 
pendekatan ini tetap sangat  efektif untuk membandingkan berbagai algoritma saat 
ukuran data masukan menuju tak terhingga. Konsep ini dikenal sebagai salah satu 
metode asymptotic analysis untuk menyatakan batas atas asimptotik [14]. Misalkan 
f dan g adalah dua buah fungsi dari bilangan bulat ke bilangan riil. Dikatakan bahwa 
f(n) adalah O(g(n)) jika terdapat konstanta positif C dan integer positif n0 
sedemikian rupa sehingga f(n) ≤ C g(n) untuk semua n ≥ n0. Saat menganalisa 
perumbuhan dari fungsi kompleksitas, f(n) dan g(n) selalu positif, maka dapat 
menyederhanakan persyaratan big-O seperti pada persamaan 14. 
 f(n) ≤ C * g(n)  saat n ≥ n0        (14) 
Penentuan batas atas atau upper boundary notasi Big-O dari pertumbuhan 
suatu fungsi f(n) untuk n besar. Batas ini diberikan oleh fungsi g(n) yang biasanya 
jauh lebih sederhana daripada f(n). Suatu algoritma disebut menunjukkan laju 
pertumbuhannya merupakan order suatu fungsi matematika jika untuk ukuran 
masukan n, fungsi f(n) dikalikan konstanta positif merupakan batas atas atau limit 
dari waktu eksekusi algoritma tersebut. Ukuran masukan n yang lebih besar 
daripada n0 dan konstanta C, waktu eksekusi algoritma tidak akan melampaui C * 
f(n) [14]. Sebagai contoh, pada infinite asymptotics dengan persamaan  T(n) = 2n2 -
2n +2 untuk n yang besar, pertumbuhan T(n) akan sebanding dengan n2 dan dengan 
mengabaikan suku yang tidak mendominasi kita, maka kita tuliskan  T(n) = O(n2). 
Big O digunakan untuk menjelaskan kesalahan dalam aproksimasi untuk sebuah 
fungsi matematika, misalkan :     
            (15) 
Kesalahannya memiliki selisih : 
             (16) 
Persamaan notasi Big-O mempertimbangkan nilai     , dimana T(n)          [7]. 
3. Metode Penelitian dan Perancangan Sistem 
Analisis kecenderungan pola hujan dan prediksi curah hujan dilakukan 
menggunakan metode time-series khususnya metode exponential smoothing. 
Pemilihan metode ini berdasarkan pada pertimbangan bahwa prediksi 
kecenderungan (trend analysis) lebih akurat dan lebih efektif jika digunakan untuk 
klasifikasi data musiman [15][16][17][18]. Penelitian ESSPI : Exponential 
Smoothing Seasonal Planting Index, A New Algorithm For Prediction Rainfall In 
Indonesia terbukti dapat melakukan prediksi jangka pendek dan prediksi jangka 
)(
21
1
3
2
x
x
e O
xx

)
21
1(
2
x
e
xx

e
x
e
x

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panjang dengan akurasi yang baik secara konsisten, rata-rata tingkat akurasi yaitu 
95,73 %.  
Prediksi curah hujan dengan kombinasi exponential smoothing seasonal 
planting index mempunyai nilai akurasi prediksi yang lebih baik dan memiliki nilai 
error yang relatif lebih kecil daripada exponential smoothing klasik. Hal ini 
membuktikan bahwa penelitian dengan metode ESSPI sudah menghasilkan output 
yang baik, tetapi hasil yang baik tidak menjamin algoritma yang diterapkannya 
adalah baik pula. Keefektifan akan algoritma yang diterapkan tetap perlu untuk 
ditinjau lebih jauh. Penulis akan melakukan peninjauan mengenai kompleksitas 
algoritma pada penelitian tersebut. Tahapan awal yang dilakukan pada penelitian 
yaitu identifikasi masalah. Tahapan ini merupakan tahapan analisa yang pertama 
kali dilakukan. Identifikasi masalah dilakukan agar mengetahui permasalahan dan 
kebutuhan yang ada. Tahap selanjutnya adalah tinjauan pustaka, tahapan ini 
merupakan tahapan memahami data yang didapatkan dari hasil penelitian ESSPI 
dan refrensi ilmiah. Tahapan berikutnya adalah klasifikasi algoritma. Klasifikasi ini 
dilakukan ntuk memecah algoritma ESSPI menjadi algoritma yang lebih jelas di 
setiap tahapannya. Tahapan penelitian yang dilakukan dapat dilihat pada Gambar 1. 
Validasi Data dengan Algoritma Interpolasi Linier 
Pengelompokkan Data dengan Algoritma 
Seasonal Planting Index
Analisis Kompleksitas
Selesai
1
Algoritma Prediksi 
Exponential Smoothing Seasonal Planting Index
Rekomendasi Hasil 
Analisis
T (n)
IDENTIFIKASI MASALAH
TINJAUAN PUSTAKA
KLASIFIKASI ALGORITMA
Kompleksitas Algoritma Interpolasi Linier 
Kompleksitas Algoritma Seasonal Planting Index
Kompleksitas Algoritma Exponential Smoothing Seasonal Planting 
Index
UJI KOMPLEKSITAS
Kompleksitas Fitting dari Metode Seasonal Planting Index
ANALISA KOMPLEKSITAS
Mulai
1
2
3
4
5
 
Gambar 1. Tahapan penelitian 
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Validasi Data
Pengelompokkan
 Data
Prediksi Curah 
Hujan
Interpolasi Linier
Exponential 
Smoothing  
Seasonal Planting 
Index (ESSPI) 
Seasonal Planting 
Index (SPI)
Fitting metode SPI 
Adapun tahapan algoritma tersebut meliputi interpolasi linier, seasonal planting 
index, fitting dengan metode seasonal planting index dan exponential smoothing 
seasonal planting index. Keluaran dari tahapan adalah penggalan algoritma yang siap 
untuk dilakukan pengujian. Tahapan pengujian setiap algoritma bersifat sequence, 
dimana setiap algoritma diuji masing-masing secara runtut. Pengujian masing-
masing algoritma ini meliputi perhitungan yang dilakukan untuk menguji 
kompleksitas dengan notasi Big-O. Data yang muncul setelah dilakukannya 
pengujian adalah persamaan notasi Big-O yang siap untuk dianalisis. Persamaan 
dengan simbol T(n) dianalisa dengan grafik setiap algoritma yang menggambarkan 
laju pertumbuhan waktu. Tahapan selanjutnya adalah merekomendasikan hasil 
analisis setiap algoritma. 
4. Hasil dan Pembahasan  
 Prosedur analisis dan prediksi curah hujan dilakukan dengan 4 tahapan (tahap 
eksperimen dilakukan dengan membuat package baru di R software). Analisis 
kompleksitas yang dilakukan tidak dapat bergantung pada running time yang 
dijalankan di R. Hal ini disebabkan karena pengujian algoritma harus bersifat umum 
dan tidak dapat dilakukan apabila terpengaruh hardware maupun software yang 
menjalankannya, maka dari itu penulis akan melakukan pengujian algoritma 
berdasarkan variable umum. Perhitungan pada penelitian ini dapat dilakukan sesuai 
dengan persamaan pada Gambar 2. 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
  Gambar 2. Tahapan membuat model perhitungan kompleksitas algoritma 
Tahapan awal saat menguji keefektifan waktu dari suatu algoritma adalah 
mencari persamaan pertumbuhan T(n). Estimasi waktu pada algoritma dapat dilihat 
dari setiap aksi yang dijalankan, mulai dari assignment variable, operator 
matematika, bahkan rekursif pada algoritma. Semua aksi tersebut memberikan nilai 
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satuan waktu terhadap persamaan notasi Big-O, sehingga apabila suatu nilai 
variabel tereksekusi didalam perulangan sejumlah ‘n’ maka jumlah satuan waktu 
yang terjadi harus dikalikan dengan jumlah tereksekusi yaitu ‘n’. Sama halnya 
apabila terdapat nested looping, estimasi didalam looping tersebut harus melakukan 
perhitungan sejumlah perulangan tersebut. Pertumbuhan T(n) akan akan berubah 
sesuai dengan jumlah ‘n’ yang diinputkan, namun semua persamaan tersebut 
mengabaikan suku yang tidak mendominasi. Notasi Big-O memberikan cara untuk 
menyatakan pertumbuhan algoritma secara global atau aproksimasi dan tidak 
memperhatikan perbedaan lain yang tidak begitu berpengaruh [19].  
Analisis algoritma diklasifikasikan menjadi tahapan awal yaitu validasi data, 
pengelompokkan data dengan algoritma seasonal planting index, proses prediksi 
dengan exponential smoothing seasonal planting index. Klasifikasi algoritma 
selanjutnya adalah berdasarkan tahapan pengujiannya. Tahap pengujian terbagi 
menjadi empat algoritma ESSPI yaitu algoritma interpolasi linier, algoritma 
seasonal planting index (SPI), algoritma fitting dengan seasonal planting index 
(SPI) dan exponential smoothing seasonal planting index. Pangujian algoritma 
interpolasi linier dapat dilihat pada algoritma 1.  
Algoritma 1. Metode interpolasi linier 
 
 
 
 
 
 
 
 
 
 
 
Hasil analisis kompleksitas algoritma 1 mengestimasi data kosong atau data 
hilang pada data curah hujan menggunakan metode interpolasi linier. Algoritma 
tersebut menjalankan 2 assignment pada baris 1 dan baris 2. Data input 
memperlihatkan data curah hujan sebanyak ‘n’, menyebabkan perulangan terjadi 
sebanyak ‘n’ di perulangan baris 3. Setiap kali perulangan dilakukan dengan 
memilah bilangan habis dibagi 0 dan bilangan null pada baris 4. Digunakan dua 
buah variabel untuk menampung dua buah titik yang diketahui nilainya sebagai 
variabel dalam mengestimasi nilai pada titik yang dicari dimana titik pertama 
Input :    
1.  
2.  
3.  
4.  
5.  
6.  
7.  
8.  
9.  
10.  
11.  
12.  
13.  
14.  
15.  
16.  
17.  
18. Else then 
19.  
20. End If 
21. End For 
NsebanyakerpolasitinhasildatapenampungarrayNhasil ][
02,2,1,1,2,1 yxyxindexindex
dotoFor Ni 1
thenORIf NULLNdataidata  ][0][
 11  iindex
thenWhile NULLindexdata ]1[
 111  indexindex
WhileEnd
11 indexx 
]1[1 indexdatay 
 12  iindex
thenWhile NULLindexdata ]2[
 122  indexindex
WhileEnd
22 indexx 
]2[2 indexdatay 
12
1
*)12(1][
xx
xi
yyyihasil



][][ idataihasil 
NsebanyakwilayahhujancurahdataNdata ][
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Jumlah 
(N) 
Waktu 
(Detik) 
sebagai lokasi awal pencarian pada baris 5. Titik kedua sebagai batas akhir 
pencarian diperlihatkan pada baris 11. Hasil proses ditampung dalam sebuah array  
sebanyak ‘n’ yang dideklarasikan pada baris 17. Algoritma 1 perlu dianalisis dan 
dipecah secara logika source code dan dilakukan perhitungan laju pertumbuhan 
algoritma tersebut. Laju pertumbuhan algoritma dominan dipengaruhi oleh fungsi 
utama atau suku ‘n’ yang berpengaruh signifikan, tetapi penulis memaparkan ulasan 
perhitungan yang melibatkan keseluruhan fungsi pada algoritma. 
Persamaan laju pertumbuhan algoritma pada algoritma 1 memperlihatkan 
assignment baris 1 dan 2 yang masing-masing memiliki total satuan waktu adalah 1. 
Perulangan pada baris 3 dilakukan mulai dari 1 sampai dengan sejumlah ‘n’ dan 
semua proses algoritma yang terjadi pada perulangan harus mempertimbangkan 
sejumlah ‘n’ kali. Proses yang jalankan sejumlah ‘n’ kali meliputi statement if dan 
semua operator yang berada di dalam proses tersebut. Setiap proses disimbolkan 
dengan C yang disertakan urutan, seperti C1, C2 dan seterusnya. Susunan algoritma 
tersebut dapat dilakukan perhitungan TsumOfList yaitu hasil penjumlahan dari : (1*(1 
kali untuk baris 1 dijalankan )), (1*(1 kali untuk baris 2 dijalankan)), (2*(n kali baris 3 
dijalankan)), (2*(n kali pernyataan if pada baris 4)), (2*(n kali menjalankan baris 5 
yang memiliki cost waktu sejumlah 2)), (1*(n kali pada baris 6 yaitu pernyataan 
kondisi while)), (2*(n2 kali pada baris 7 karena kondisi perulangan tersebut terletak 
didalam perulangan yang lain)), (1*(n kali menjalankan baris 9)), (1*(n kali 
menjalankan baris 10)), (2*(n kali menjalankan baris 11)),  (1*(n2 kali pada baris 12 
karena kondisi perulangan tersebut terletak didalam perulangan yang lain)), 2(n2 kali 
pada baris 13 karena dijalankannya kondisi operator dan assignment di dalam 
perulangan), (1*(n kali untuk baris 15 dijalankan)), (1*(n kali untuk baris 16 
dijalankan)), (7*(n kali untuk baris 17 dijalankan)) dan (1*(n kali untuk baris 18 
dijalankan)). Hasil perhitungan TsumOfList= 5n
2 +21n +2, dimana T (n) = Cn2 + Cn + 
C’ ; Cn2= C7 +  C11 +  C12;  Cn = C3 + C4+ C5 + C6+ C8+ C9 + C10+ C13+ C14+ C15 
+ C16 ; C’ = C1 + C2; dan didapat perhitungan T(n) yaitu O(n2). Persamaan notasi 
Big-O untuk algoritma 1 dapat dilihat dalam bentuk grafik pada Gambar 3. 
 
  
 
 
 
 
 
 
Gambar 3. Grafik Notasi O pada Interpolasi Linier 
 
 Garis berwarna merah pada Gambar 2 merupakan laju pertumbuhan waktu 
yang terjadi pada pengelompokan data seasonal planting index. Kenaikan garis pada 
grafik terbilang baik, karena tidak terjadi pertambahan waktu yang signifikan pada 
saat jumlah data yang diproses bertambah.   
Laju pertumbuhan waktu 
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Waktu 
(Detik) 
Jumlah 
(N) 
Algoritma berikutnya adalah algoritma pengelompokkan data dengan metode SPI. 
Algoritma 2. Pengelompokan data dengan Seasonal Planting Index (SPI) 
Input:  
 
1.  
2.  
3.  
4.  
5.  
 
6.  
7.  
8.  
9.  
10.  
11. For          to                   do 
12.  
13.  
14. End For 
15.  
16. While  
17.  
18. End For 
Hasil analisis kompleksitas algoritma 2 merupakan diawali dengan jumlah  data 
senilai N dan periode  waktu bulanan dalam satu tahun data adalah 12 bulan, 
sehingga untuk m  sebagai penentu banyaknya klusterdan L  sebagai banyaknya 
bulan dan data  dalam 1 periode  kluster  adalah         . Jumlah T(n) pada algoritma 2 
adalah O(n3), dimana TsumOfList  yaitu  8n
3 - 5n2 + 5n + 7 didapat dari hasil persamaan 
T(n) = Cn3 + Cn2 + Cn + C’; Cn3 = C11 + C12+ C13;  Cn2 = C10 + C11 + C12 + C13 + 
C14; Cn = C7 + C8 + C9 + C15;  C’= C1 + C2 + C3 + C4 + C5 + C6; dan kompleksitas 
waktu notasi T(n) adalah O(n3) atau kuadratik.  
 
 
 
 
 
 
 
 
 
 
 
Gambar 4. Grafik Notasi O pada algoritma SPI 
 
Analisis algoritma 2 memperlihatkan nilai k  berubah sampai dengan nilai m  pada 
perulangan baris 7, nilai index  akan disimpan kembali menjadi nilai 1 dan akan 
berhenti sampai dengan nilai          yang terbentuk di perulangan baris 11 dimana 
Laju pertumbuhan waktu 
,][ NsebanyakwilayahhujancurahdataNdata 
tahunsatudalamnamtamusimbanyaknyam 
,][ NsebanyakwilayahhujancurahdataNdata 
),(12 tahunsatudalambulanbanyaknyaperiode 
tahunsatudalamnamtamusimbanyaknyam 
m
periode
L 
kankpengelompohasilmenampungyangpenampungmkluster ][
,, data
m
N
sebanyakmenampungakanmdenganmsebanyakdata
sementarakankpengelompohasilpenampungiabelrva
m
N
temp ][
dotoFor mk 1
1index
1i
Do
ij  )1(  Li
)]1(*[][  kLjdataindextemp
)1(  indexindex
)( periodeii 
Ni 
tempkkluster ][
m
periode
m
periode
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penyusunan dilakukan pada kondisi )]1(*[  kLjdata . Perulangan pada baris 7 
akan berjalan sebanyak m – k dan dinyatakan dalam variabel notasi yaitu ‘n’. 
Statement for ditutup sampai dengan baris 18 dan di dalam perulangan tersebut 
terdapat 2 perulangan lainnya yang terpisah, sehingga terdapat nested looping pada 
masing-masing perulangan di dalam setiap perulangan baris 10 dan 11. Hal ini yang 
membuat perhitungan persamaan yang berada di dalam perulangan tersebut 
memiliki suku terbesar n3. Algoritma selanjutnya adalah fitting dengan seasonal 
planting index (SPI) yang dapat dilihat pada algoritma 3.  
Algoritma 3. Fitting dengan Seasonal Planting Index (SPI)  
Input : ,][ NsebanyakperkuartalwilayahhujancurahdataNdata  . 
1. )3( jenismusimjenisbanyaknyam  
2. )4( bulansebanyakamntabulanbanyaknyaL
 
3. 
 
4. peramalanfittingdatapenampungarrayNforecastcons ][.  
5. 0rule  
6. 1*.  Lrulerulecons  
7. 
L
m
SPI   
8. 
 
9. For  0i  to N do 
10. If 0i  then 
11. 
 
12. ]1[]1[.  idataidoublecons  
13. 0]1[. ialphacons  
14. 0]1[. ibetacons  
15. 0]1[. iforecastcons  
16. 1 rulerule  
17. 1*.  Lrulerulecons  
18. Else If irulecons 1.  then 
19. 
 
20. ]1[.*)1(][.*][.  idoubleconsSPIiglensiconsSPIidoublecons 
 
21. 
 
22. )][.][.(*)
1
(][. idoubleconsiglensicons
SPI
SPI
ibetacons 



  
23. 
 
24. 1 rulerule  
25. 1*.  Lrulerulecons  
26. Else If 1i  then 
27. 
 
28. ]1[.*)1(][.*][.  idoubleconsSPIinglesiconsSPIidoublecons   
29. 
 
30. )][.][.(*)
1
(][. idoubleconsiglensicons
SPI
SPI
ibetacons 



  
31. 
 
32. End If 
33. End For 
Proses fitting metode seasonal planting index dilakukan agar terlihat kesesuaian pola garis 
))][.*(][.(][. ibetaconsSPIialphaconsabsiforecastcons 
]1[.*)1(][*][.  iglensiconsSPIidataSPIiglensicons 
][.][.*2][. idoubleconsiglensiconsialphacons 
][.][.*2][. idoubleconsiglensiconsialphacons 
))][.*(][.(][. ibetaconsSPIialphaconsabsiforecastcons 
][][. idataiglensicons 
]1[]1[.  idataiglensicons
penulusanpenampungarrayNbetaconsNalphaconsNdoubleconsNglensicons ][.,][.],[.,][.
)exp(1
L
m
SPI


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data aktual dan pola garis prediksi di seluruh titik area yang dijadikan objek 
observasi. Grafik pada proses ini akan memperlihatkan apakah data tersebut 
memiliki titik prediksi curah hujan dengan nilai yang tinggi atau rendah 
dibandingkan dengan nilai curah hujan aktual. Algoritma fitting untuk melakukan 
prediksi pada waktu t untuk setiap kelompok dengan acuan dasar, untuk setiap 
1 kLt  maka tt xS '  untuk Nk ,...,1 dimana N  adalah banyaknya data pada 
masing-masing kelompok pada baris 10, baris 18, dan baris 26 sebagai peubah nilai 
t. Baris 10 merupakan proses inisiasi awal peramalan dimana oxS 0'  dan 
oxS 0'' dengan bentuk peramalan tSPtt bIaF   pada baris 23 dan baris 31 [10]. 
Hasil analisis algoritma 3 memperlihatkan bahwa baris 1 sampai dengan 7 
merupakan assignment yang dijalankan sebanyak 1 kali, sehingga tidak berpengaruh 
pada persamaan laju pertumbuhan notasi Big-O karena akan menghasil angka akhir 
berupa konstanta. Perulangan pada algoritma 3 dimulai pada baris 9 dan tidak 
terdapat perulangan serupa di dalamnya. Proses yang terjadi di dalam perulangan 
tersebut hanyalah percabangan yang dijalankan sejumlah ‘n+1’, karena perulangan 
yang berlaku adalah perulangan 0 sampai dengan n atau dapat dikatakan sejumlah 
dengan (n-1). Perulangan tunggal menghasilkan TsumOfList waktu yaitu 60n + 73; 
dimana T (n) =  Cn + C’; Cn  = C9 + C10+ C11 + . . . + C31; C’= C1 + C2 + C3 + 
. . . + C31; dan persamaan notasi O atau T(n) adalah O(n) atau linier. T(n) dapat 
digambarkan dalam bentuk grafik pada Gambar 5. 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 5. Grafik Notasi O pada algoritma fitting SPI 
 
Garis biru yang dihasilkan pada Gambar 5 adalah pola linier, sehingga garis tidak 
dapat terlihat secara jelas dikarekan berhimpit dengan sumbu x. Grafik tersebut 
menunjukkan jumlah eksekusi yang terjadi pada algoritma tersebut hanyalah 
sejumlah ‘n’, namun apabila n dijadikan dua kali semula, maka waktu pelaksanaan 
algoritma pun menjadi dua kali semula. Tahapan fitting pada algoritma 3 dilakukan 
untuk mengecek kesesuaian pola data. Berdasarkan implementasi fitting data, grafik 
memperlihatkan adanya titik prediksi hampir sama dengan titik aktual hampir di 
seluruh garis observasi. Analisis penting eksperimen prediksi dengan algoritma 
exponential smoothing seasonal planting index adalah garis prediksi tahun 2015 
menunjukkan kecenderungan pola musiman yang menunjukkan kesesuaian dengan 
pola data histori.  
 
Jumlah 
(N) 
Waktu 
(Detik) 
Laju pertumbuhan waktu 
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Grafik pencocokan data tahun 2004 – 2015 dan hasil prediksi curah hujan pada 
tahun 2016 dapat dilihat pada Gambar 6. 
 
 
 
 
 
 
 
 
 
 
Gambar 6. Prediksi data curah hujan tahun 2016 Kec. Andong 
Analisis pola data prediksi memperlihatkan bahwa algoritma seasonal planting 
index sesuai digunakan memprediksi data curah hujan untuk perencanaan pola 
tanam karena pola hasil prediksi bersifat musiman. Setelah mengetahui kecocokan 
data, maka tahap selanjutnya adalah melakukan prediksi dengan exponential 
smoothing seasonal planting index yang dapat dilihat pada algoritma 4. 
Algoritma 4. Prediksi dengan exponential smoothing seasonal planting index 
Input :  
1.  
2.  
3.  
4.  
5.  
6.  
7. While           then 
8. For            to      do 
9.  
10.  
11. If            then 
12.  
13. End If 
14. End For 
15. End While 
Analisi kompleksitas algortima pada algoritma 4 memperlihatkan pada ESSPI 
terdapat nested looping pada baris 7 dan baris 8 hingga berakhirnya algoritma. Hal 
ini membuat semua perintah yang terjadi pada baris 9 sampai dengan baris 13 
berulang sejumlah ‘n’ kali, sehingga jumlah T(n) adalah O(n2). Jumlah TsumOfList  
yaitu 14n2 + 2n + 7, dimana T(n) dapat diperhitungkan berdasarkan  Cn2 + Cn + C’. 
Cn2 berasal dari C9 + C10+ C11 + C12 + C13; Cn = C8; dan C’= C1 + C2+ C3 + . . . + 
C7 .   
 
NsebanyakkperkelompoCHfittinghasilNhasil ][
)4( bulanamntabulanbanyaknyaL
dilakukanyangprediksiperiodebanyaknyah
kelompoktiappemulusanalphaNalpha ][
kelompoktiappemulusanbetaNbeta ][
Nindex 
1i
hi 
1j L
1 indexindex
ijLNbetaconsjLNalphaindexhasil *][.][][ 
Lj 
1 ii
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Waktu 
(Detik) 
Waktu 
(Detik) 
Exponential smoothing 
 seasonal planting index 
Permasaan notasi Big-O dapat dilihat dalam bentuk grafik pada Gambar 7, dimana 
garis berwarna hijau pada Gambar 7 merupakan laju pertumbuhan yang terjadi pada 
algoritma ESSPI. 
 
 
 
 
 
 
 
 
 
 
 
Gambar 7. Grafik Notasi O pada algoritma ESSPI 
 
Garis hijau pada grafik laju pertumbuhan algoritma ESSPI memperlihatkan grafik 
tersebut terbilang baik, karena tidak terjadi perubahan waktu signifikan ketika 
jumlah data yang diproses bertambah. Big O digunakan untuk menjelaskan 
kesalahan dalam aproksimasi sebuah fungsi matematika dengan acuan simbolis   e, 
dimana    bernilai setara dengan penjumlahan dari persamaan kompleksitas 
algoritma waktu secara keseluruhan dan persamaan matematika lainnya. Hal ini 
membuat persamaan kompleksitas algoritma harus memiliki nilai T(n)     . 
Persamaan notasi Big-O pada algoritma interpolasi linier, seasonal planting index, 
fitting metode seasonal planting index, dan exponential smoothing seasonal 
planting index dapat dilakukan pengujian pertumbuhan laju kompleksitas algoritma 
dengan menganalisis perbedaan grafik waktu di masing-masing algoritma. 
Keterkaitan setiap algoritma dapat dilihat dalam bentuk grafik pada Gambar 8. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 8. Grafik notasi O 
 
Garis berwarna hitam merupakan acuan yang digunakan untuk menilai laju 
pertumbuhan waktu dengan notasi Big-O (   ). Persamaan kompleksitas waktu harus 
bernilai kurang dari atau sama dengan (   ). Garis yang berwarna merah adalah garis 
Jumlah 
(N) 
Jumlah 
(N) 
Laju pertumbuhan waktu 
Seasonal planting index 
Interpolasi linier 
Fitting 
xe

xe
xe
xe
xe
xe
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dari proses interpolasi linier dengan waktu proses O(n2), garis berwarna kuning 
merupakan laju pertumbuhan  seasonal planting index dengan waktu proses O(n3), 
garis berwarna hijau merupakan laju pertumbuhan dari fitting of seasonal planting 
index method dengan waktu proses O(n2), dan garis berwarna biru merupakan laju 
pertumbuhan exponential smoothing seasonal planting index dengan waktu proses 
O(n). Analisis kompleksitas waktu yang ditampilkan pada Gambar 8 bahwa 
kompleksitas waktu yang terjadi pada keempat algoritma terbilang baik sesuai 
persamaan notasi Big-O. Hal tersebut dipertimbangkan berdasarkan laju 
pertumbuhan waktu yang tidak melebihi    .  
 
5. Simpulan 
 Berdasarkan pengujian yang penulis lakukan pada algoritma Interpolasi linier, 
seasonal planting index, fitting, dan exponential smoothing seasonal planting index 
dapat disimpulkan bahwa proses tersebut tergolong memiliki kecepatan tinggi dan 
tergolong baik, dikarenakan semua laju pertumbuhan kompleksitas waktu pada 
algortima tersebut berada didalam batasan    . Sistem forecasting dengan bermacam 
kondisi data dan jumlah data, menunjukkan bahwa algoritma interpolasi linier, 
seasonal planting index, fitting dengan metode seasonal planting index dan 
exponential smoothing seasonal planting index mempunyai kompleksitas waktu 
proses yang konsisten. Algoritma tetap berjalan sesuai pola waktu tanpa 
mempermasalahkan kondisi awal data curah hujan. Hasil pengamatan berdasarkan 
lama waktu yang diperlukan untuk menjalankan sistem ESSPI, menunjukkan bahwa 
proses tersebut memberikan waktu yang konsisten naik dalam peningkatan lama 
waktu terhadap jumlah data. 
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