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I. INTRODUCTION 
L’inCgalitC de Markov sur des sow-ensembles de Iw” a Ctt CtudiCe dans les 
cas oti la fronti?re pr&ente une certaine regularit& par exemple pour les 
compacts convexes dans [2] ou encore pour les ouverts B bord lipschitzien 
dans [I]. Now nous proposons de montrer ici, en nous limitant B W que I’on 
peut Ctablir une in6galitC de Markov dans certains domaines presentant des 
efilements. 
Pour tout sous-ensemble E de R” et pour toute fonctionfdCfinie sur Eon 
note llfli- = sup(,,,kE If&, Y)/. 
Soit p > I et E, -= {(x, Y)E [w2~0 c: y <: x1', 0 < x < I}. On note H, 
I’ensemble des polyn6mes de deux variables rtelles, de degr6 total au plus M. 
Le but de cet article est d’Ctablir le r&ultat suivant: 
THI%R~ME. Pour tout n E N* et pour tout P c H,: 
De plus Ies constantes n2 et nzi’ sent optimales en ce pi concerne l’cvposant. 
2. IN~GALI-~6 DE MARK~V POUR QUELQUES ENSENBLES SIMPLE 
Dans tout ce paragraphe, P E ti, 
Soit D, ~ {(-Y, v) E lR"/ x i ;C I, / y I ::I Ii. L’inCgalitC de Markov clas- 
sique (en une variable) donne immediatement: 
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FIG. I. L’ensemble D, . 
Soit D, le parallklogramme construit sur les vecteurs (a, p) et (y, 8) 
(voir Fig. 1). Un changement de variables nous ramCne au cas prCcCdent et 
nous permet d’obtenir: 
Soit A ~~ (0, 0), B = (b, 0), C = (6, c), D = (b/2, c,‘2), E =- (b/2, O), 
F = (b, c/2) et Q, le triangle de sommets A, B, C. On peut recouvrir D, par 
les trois parallClogrammes EDFB, ADFE, CDEF (voir Fig. 2). En appliquant 
le rksultat prCcCdent nous avons alors: 
A(O,O) 
8(b,O) 
Frc,. 2. L’ensemble D, 
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3. INECALIT~ DE MARKOV POUR E,, 
LEMME 1 ([3, p. 431). Soit I un intervalle borne’ de iw, h > I et Z(h) 
I’intervalle obtenu ci partir de I par une homothe’tie de centre Ie milieu de I et de 
rapport h. Pour tout polynome R d’une variable re’elle, de degrP au plus n on a: 
SUP I R(x)1 << (h + (hz - I)“z)n sup / R(x)l. 
ssl’k) El 
Soit E,., = {(x, y) E iW2/n+ < x < I, 0 < y < xl’). 
COROLLAIRE. Si Q E H, (n > 2) alors: 
I Qll E, < e4 Q IIE,,,, . (5) 
DEMONSTRATION. II est clair (en fixant la variable y) qu’il suffit de montrer 
que pour tout polyn6me R d’une variable, de degrC au plus n (n 3 2) on a 
sup,,[,,,l I R(x)1 ,< e4 sup,,[,-~,~] 1 R(x)l. Pour cela on applique le Lemme I 
avec h (n” - I)-‘(n2 + I) et I’on a bien, pour n >, 2: 
(h -+ (h2 - ])~P)‘L = (1 -/- 2(n - 1)-l)" < @n/(7+1) < ea. 




FIG. 3. Le triangle T, 
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FIG. 4. Les valeurs minima de b et c. 
DEMONSTRATION. La methode consiste h recouvrir E,,.,, par des triangles 
du type D:, contenus dans E, (voir Fig. 3). Pius prtcisement soit T,z le triangle 
dont les cot& sont port& par la droite x I, la droite y ~~~ 0, la tangente a la 
courbe y ~~ xl’ au point .Y a. On a I?,,,,, C Un-2Gaq:1 T, C E,, . En reprenant 
pour T, les notations precedemment utilisees pour II, on a (voir Fig. 4): 
b ‘,I p- r, c .a p~“-~” - (/T -- I) H?” : +-%l’. Les inegalites (6) et (7) 
rtsultent alors immediatement de (3) et (4). 
Compte tenu de (5) ceci acheve la demonstration de (I) et (2) pour II 2. 
Mais pour II 1 il est clair que 
car 1) ax j by i (ai:L. 
sont encore vtrifiees.p 
Max(, c ;, 1 b 4 c’:. 1 u + b / c ), done (I) et (2) 
4. OPI-IMALIT~ MS EXPOSANTS 
Nous adoptons les notations de [4, ch. IV] pour les polynomes de Jacob1 
et la notation T, pour les polynomes de Tchebicheff (T,(cos 0) cos ~0). 
L’optimalite de l’exposant 2 dans (I) est obtenue en considerant par exemple 
les polynomes T,(l - x). 
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Pour demontrer I’optimalite de I’exposant 2p dans (2), now prendrons les 
polynames 
U,,(.\-, .l,) 71 P(211.2q I .u)[7‘,( I - y) - I]. 
Pour 0 \ x a: n? nous avons [4, p. 1681: 
Dans E,, si x + np2, alors 0 < 4’ < n --‘L” et done en utilisant la formule de 
Taylor h I’ordre 1 et I’inegalitt5 de Markov en une variable: 
Done dans E, , pour x < n+, I U2n(-~, .v)l 5; C,n2. 
Pour j2+ :; .Y < 1 posons 1 - x mm= cos 0. On aura alors 
0 --. 21/2).--l et x i: ;e2 (8) 
done d’aprks [4, p. 1691: 1 PJt’J132”)( I ~ x)1 2;: Cz8-2f’-1hr1/2. Par ailleurs 
(comme pour le cas prCcCdent): 
mais aussi ; T,J I - y) - I 1 -< 2. 
Done si 3.” & 2nr2 alors d’aprts (8): 
et si .Y” 2 2tl-2, on a d’apr&s (8) 2-“Qzr’ ‘2 2nm2 done: 
En r&me ,/ lJ2n ilE,, -:- C&. 
Par ailleurs d’aprh [4, p. 16X]: 
done 
i U",l ~1 
I i.1, 
,;: C,n”j 1' u,,, E 
E,, 
I' 
ce qui montre I’optimaliti de l’exposant 2p dans (2). 
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