Abstract. We prove general uniqueness results for radial solutions of linear and nonlinear equations involving the fractional Laplacian (−∆) s with s ∈ (0, 1) for any space dimensions N 1. By extending a monotonicity formulaà la Cabré and Sire [9], we show that the linear equation
Introduction and Overview on Main Results
The purpose of this paper is to derive uniqueness and oscillation results for radial solutions of linear and nonlinear equations that involve the fractional Laplacian (−∆) s with s ∈ (0, 1) in arbitrary space dimension N 1. In contrast to the situation with local differential operators, it is evident that the theory of ordinary differential equations (ODE) itself does not provide any means to establish such results. In particular, classical tools such as Sturm comparison, Wronskians, Picard-Lindelöf iteration, and shooting arguments (which are all purely local concepts) are not at our disposal when analyzing radial solutions in the setting of the nonlocal operator (−∆) s . Rather, these methods need to be replaced by suitable substitutes based on different arguments that will be developed in the present paper. So far, the lack of such ODE-type results for pseudo-differential operators such as (−∆) s has resulted in a list of open problems, conjectures, and spectral assumptions, supported by numerical evidence or verified in some exactly solvable special cases (see, e. g., [4, 28, 15] ), as well as some recent more general result for N = 1 dimension obtain by the first two authors of the present paper in [19] . See below for further details and a brief review of the literature on this.
In the present paper, we improve this situation by developing a set of general arguments that establish ODE-type theorems for radial solutions in the fractional setting with (−∆)
s . In fact, most of the results derived here can be extended to a broader class of pseudodifferential operators, as we will indicate in some detail below. However, for the sake of concreteness, we shall consider cases that involve the fractional Laplacian throughout this paper. The main results derived below can be summarized as follows.
Uniqueness of Nonlinear Ground States in R
N with N 1. We prove uniqueness and nondegeneracy of ground state solutions Q ∈ H s (R N ) for the nonlinear problem
in arbitrary dimension N 1 and any admissible exponent 0 < α < α * (s, N ). In particular, this result generalizes (in an optimal way) the recent result by the first two authors in [19] in N = 1 dimension and settles conjecture by Kenig et al. [22] and Weinstein [38] in any dimension N 1. In particular, it generalizes the classical uniqueness result by Amick and Toland [4] on the uniqueness of solitary waves for the Benjamin-Ono equation. In the local case when s = 1, the uniqueness and nondegeneracy of ground states for problem (1.1) was established in a celebrated paper by Kwong [26] (see also [16, 31] ), which provides an indispensable basis for the blowup analysis as well as the stability of solitary waves for related time-dependent equations such as the nonlinear Schrödinger equation (NLS) (see e. g. [37, 32] ). Further below we will briefly discuss how the results about (1.1) derived below in the fractional setting when s ∈ (0, 1) will be central in the analysis of time-dependent problems such as the generalized Benjamin-Ono equation and critical fractional NLS. In terms of interpolation estimates, the uniqueness result about ground sates for equation (1.1) classifies all optimizers of a related fractional Gagliardo-Nirenberg-Soblev inequality; see below.
In view of the recent result on ground states for (1.1) in N = 1 dimension, we mention that the higher dimensional case with N 2 can be settled here with the help of two new key results on linear equations with (−∆) s derived below. In fact, although the uniqueness of ground states for (1.1) is a global nonlinear result, we shall see (and exploit) an intimate connection to the linear results described next.
Radial Uniqueness for Linear Equations. The fact that ODE techniques are not applicable for the fractional Laplacian in the radial setting has so far resulted in a big gap of results in the spirit of shooting arguments. In particular, the well-known and essential fact that a radial solution u = u(r) of the linear equation −∆u + V u = 0 on R N (where V obeys a mild regularity condition) satisfies u(0) = 0 if and only if u ≡ 0 has had no counterpart in the fractional setting with (−∆) s up to now. Here, we shall fill this gap by proving the following result: For radial and non-decreasing potentials V = V (r) in some Hölder class, we show that any radial and bounded solution u = u(r) vanishing at infinity and solving the linear equation (1.2) (−∆) s u + V u = 0 in R N satisfies u(0) = 0 if and only if u ≡ 0 on R N . By linearity of the problem, this is equivalent to saying that equation (1. 2) has at most one radial and bounded solution u(r) vanishing at infinity. This result can be seen as a key substitute for shooting arguments in the ODE setting. This result, which can be regarded as an extreme version of unique continuation for (−∆) s in the radial setting, turns out to be essential for the understanding of linear and nonlinear radial problems involving the fractional Laplacian.
The proof of this radial uniqueness result involves a sort of an energy argument based on a monotonicity formula for (−∆) s (see below). Note that the condition that V (r) is radial and non-decreasing (which physically corresponds to an attractive potential) arises naturally in many situations. In particular, this property of V will naturally be satisfied by the linearized operator L + = (−∆) s +1−(α+1)Q α around the ground states Q = Q(r) > 0 of problem (1.1), which is known to be decreasing function in r = |x|.
Simplicity of Radial Eigenvalues for Fractional Schrödinger Operators. As a direct consequence of the uniqueness result about (1.2) above, we obtain that all radial eigenvalues of the corresponding fractional Schrödinger operator H = (−∆) s + V on R N are simple. This spectral result, which is a classical fact for s = 1 by ODE techniques, will be of essential use when deriving the nondegeneracy and then the uniqueness of ground state solution Q for the nonlinear problem (1.1).
Sturmian Oscillation Estimates. For operators H = (−∆)
s + V as above, we show that its second radial eigenfunction changes its sign exactly once on the half-line (0, +∞). This result can be regarded as an analogue as the classical oscillation bound for classical SturmLiouville problems. In particular, this optimal oscillation result generalizes the result in [19] to arbitrary dimension N 1. Furthermore, such an oscillation estimate is a central ingredient in the proof of the nondegeneracy of the radial ground state Q for problem (1.1).
Sketch of Main Ideas. The proof of the main results mentioned above involve the following the three concepts.
• Topological bounds on the nodal structure of the solutions for equation with (−∆) s , which are obtained by considering a related problem on the upper half-space R N +1 + with local differential operators.
• Homotopic argument by continuation in s. That is, we construct solutions u = u s parameterized by the index s ∈ (s 0 , 1) of the fractional Laplacian, with s 0 ∈ (0, 1) fixed. Taking the limit s ր 1 yields global information about the branch u s , which can be deduced from the limiting problem at s = 1 known by classical ODE techniques.
• A monotonicity formula for radial solutions for (−∆) s with s ∈ (0, 1) on R N .
We now briefly sketch the three main ideas as follows. How these arguments enter in the individual proofs will be seen further below.
Topological Bounds via Extension to R N +1 +
. Using [11] we express the nonlocal operator (−∆)
s on R N with s ∈ (0, 1) as a generalized Dirichlet-Neumann map for a certain elliptic boundary-value problem with local differential operators defined on the upper half-space R N +1 + = {(x, t) : x ∈ R N , t > 0}. That is, given a solution u = u(x) of (−∆) s u = f in R N , we can equivalently consider the dimensionally extended problem for u = u(x, t), still denoted by u for simplicity, which solves In particular, the reformulation (1.3) in terms of local differential operators plays a central role when deriving bounds on the number of sign changes for eigenfunctions of fractional Schrödinger operators H = (−∆) s + V . In [19] this idea was implemented for N = 1 dimensions to obtain certain sharp oscillation bounds for eigenfunctions of H. However, the case of higher dimensions has been left open, due to the topological fact that R N +1 + \{(0, t) : t > 0} is a connected set if N 2, whereas it is not connected if N = 1, which was needed in [19] .
In this paper, we will overcome the restriction to N = 1 and will be able to treat arbitrary space dimension N 1, by combining the extension method with a continuation argument in s and a monotonicity formula for radial solutions involving the fractional Laplacians (−∆) s with s ∈ (0, 1). See below.
Homotopic Argument by Continuation in s. The idea behind this method is to make a continuation argument with respect to the power s ∈ (0, 1) appearing in (−∆) s . More precisely, starting from some solution u 0 of (−∆) s0 u 0 + f s0 (u 0 , x) = 0 in R N ,
we embed this problem into a suitable family of equations parameterized by s. That is, we seek to construct a branch u s with s close to s 0 solving the problem (−∆) s u s + f s (u s , x) = 0 in R N .
The local existence and uniqueness (in some function space) for u s with u s=s0 = u 0 follows from an implicit function argument, provided the linearization around u 0 is invertible, which is the first key step in the argument. The second key point is now to derive suitable a-priori bounds that guarantee that the branch u s can extended all the way to u s as s ր 1 converging to a nontrivial limit. Typically, the limiting problem with s = 1 can be wellunderstood by ODE methods and, by an open-closed argument, we obtain information for the whole branch u s for s ∈ [s 0 , 1]. We will use these arguments in suitable variations when deriving sharp oscillations estimates for the second radial eigenfunction of H = (−∆) s + V , as well as when we show the global uniqueness of ground states Q for equation (1.1).
Monotonicity Formula for (−∆)
s . In a recent and remarkable article [9] , Cabré and Sire introduced and exploited a monotone quantity for so-called layer solutions of nonlinear equation of the form (−∆)
Inspired by their work, we formulate a monotone quantity for radial solutions of the linear equation (−∆) s u + V u = 0 on R N , by defining
where u = u(r, t) denotes the extension of u = u(r) that satisfies problem (1.3) above, with d s > 0 being the same constant as above. In fact, it turns out (formally at least) that H ′ (r) 0 holds, provided the potential V is non-decreasing. Hence H(r) is non-decreasing. By using the monotonicity of H(r), we conclude a rather general uniqueness result for radial solution to the linear equation (−∆)
For a precise statement, see Theorem 1 below.
Review of Known Results. We briefly recap the results about uniqueness for solutions u = u(x) of problem having the form
with s ∈ (0, 1). As usual, f (u, x) stands for some given nonlinear or linear function; e. g., a nonlinearity f (u) = u − u α+1 with some α > 0 or a linearity f (u, x) = V (x)u with some given potential V .
In the cases of interest, the existence of nontrivial solutions of equation (1.5) can be deduced by standard variational methods adapted to (−∆)
s . However, in contrast to the classical case s = 1, very little is known in general (except from a few situations discussed below) about uniqueness of radial solutions for problems of the form (1.5). Indeed, even the situation of linear f (u, x) = V (x)u has not been understood so far in rudimentary terms.
Nonlinear Case. For nonlinear problems of the form (1.5), the known nonperturbative uniqueness results can be summarized as follows. (See [22, 18] for some perturbative uniqueness results when s is close to 1.)
• Benjamin-Ono equation: In [4] Amick and Toland proved that uniqueness (up to translations) of the nontrivial solution Q ∈ H 1/2 (R) of
In fact, the unique family of solutions Q(x) = 2 1+(x−x0) 2 with x 0 ∈ R is known in closed form. The proof in [4] relies on an intriguing reformulation of the problem in terms of complex analysis and makes also strong use of the fact the nonlinearity is quadratic. However, the methods seem to be rather specific. Therefore, generalizing the proof of Amick and Toland to (−∆) s with s ∈ (0, 1), different powers Q α+1 with α = 1, and dimension N 2 does not appear to be achievable.
• In [28, 15] it was shown independently by Y. Y. Li and Chen, Li, and Ou that for
has a unique positive solution Q(r) > 0 up to scaling and translation. However, both the uniqueness proofs in [28, 15] make an indispensable use of the fact that this problems exhibits conformal symmetry. Again, the extension to a broader class of equations seems out of scope.
• In [19] the first two authors of this paper proved uniqueness and nondegeneracy of ground state Q ∈ H s (R) for
for all s ∈ (0, 1) and all H s -admissible powers 0 < α < α * (see below for the definition of α * > 0). The proof given in [19] develops a general strategy, but it needed the assumption of restricting to N = 1 space dimension in one crucial step. This basic dimensional obstruction will be overcome in the present paper.
Linear Case. For linear problems of the form (1.5), the question of uniqueness of radial solutions has not been well understood either. A notable but rather specific case arises when u is known to be the ground state of a linear fractional Schrödinger operator H = (−∆) s +V . (By shifting the potential V , we can always assume that the lowest eigenvalue E 1 of H satisfies E 1 = 0) Then, by standard Perron-Frobenius methods (see Appendix C) it follows that u(x) > 0 is strictly positive and that the lowest eigenvalue E 1 = 0 is simple. In particular, we obtain uniqueness of solutions to the linear problem up to multiplicative constants.
However, in many interesting cases linear problems of the form (1.5), solutions u are not ground states of some fractional Schrödinger H = (−∆) s + V . In particular, a crucial part in the analysis of blowup and stability solitary wave solutions lead to the study of higher radial eigenfunctions u of some fractional Schrödinger operator. Here Perron-Frobenius arguments are of no use and, consequently, the question of uniqueness of such solutions u need to be addressed by novel arguments. Along with this, oscillation estimates for higher radial eigenfunctions u for fractional Schrödinger operators H are of central interest. This will be addressed below too. Let us also mention the oscillation and simplicity results for the spectrum of √ −∆ on the interval I = (−1, 1) (with exterior Dirichlet conditions on the complement I c ) obtained by Bañuelos and Kulczycki [6] ; see also [24, 25] for improvements to (−∆) s with s ∈ [1/2, 1) in this one-dimensional setting. However, the arguments given in these works do not seem to be extendable to a more general class of operators H = (−∆) s + V in general dimension N 1 and arbitrary powers s ∈ (0, 1).
Generalizations to other Pseudo-Differential Operators. The generalization of the main results about linear equation (i. e. Theorems 1 and 2 below) to pseudo-differential operators L beyond the fractional Laplacian on R N is feasible, provided they can be regarded as certain Dirichlet-Neumann maps. Important examples (which will be treated in future work) are as follows.
• L = (−∆) s with s ∈ (0, 1) on any open ball B R = {x ∈ R N : |x| < R} with exterior Dirichlet condition on B c R .
This pseudo-differential operator arises in the intermediate long-wave equation modeling water waves.
We refer to [6, 5, 1] for more details on these operators and their occurrence in probability, geometry and physics.
Regarding the nonlinear main results (i. e. Theorems 3 and 4 below) about nondegeneracy and uniqueness of ground states Q, we remark that an extension to nonlinearities f (u) beyond the pure-power case appears feasible too, but will be postponed to future work.
Plan of the Paper. We organize this paper as follows. In Sections 2 and 3, we state the linear and nonlinear main results, respectively. The proof of Theorem 1 (linear uniqueness result) will be given in Section 4 by using the aforementioned monotonicity formula for (−∆) s in the class of radial solutions. The Sections 5 and 6 are devoted to the proof of Theorem 2 (linear oscillation result). Finally, in Sections 7 and 8, we prove the nonlinear main results; i. e. Theorems 3 and 4 about nondegeneracy and uniqueness of ground states Q for the nonlinear problem (1.1).
The appendix contains a variety of technical results (such as regularity and uniform estimates) needed in the main part of this paper.
Notation and Conventions. Throughout this paper, we employ the common abuse of notation by writing both f = f (|x|) and f = f (r) for any radial functions f on R N . We use standard notation for L p and Sobolev spaces and L p rad (R N ) denotes the space of radial and square-integrable functions on R N . For k ∈ N 0 and 0 < γ 1 the Hölder space C k,γ (R N ) is equipped with the norm
We employ the following convention for constants in this paper: Unless otherwise explicitly stated, we write X a,b,c,... Y to denote that X CY with some constant C > 0 that only depends on the quantities a, b, c, . . . and the space dimension N 1. Moreover, we require that C > 0 can be chosen uniform if a, b, c, . . . range in some fixed compact set. for pointing out reference [3] . R. F. acknowledges financial support from the NSF grant PHY-1068285. E. L. expresses his deep gratitude to Jürg Fröhlich for his support, interest, and inspirations revolving around (−∆)
s . Moreover, both authors R. F. and E. L. thank the Isaac Newton Institute for its kind hospitality in August 2012, where parts of this work were done. L. S. acknowledges financial support from the NSF grants DMS-1001629 and DMS-1065979.
Linear Main Results
Let N 1 and s ∈ (0, 1) be given. We consider the linear equation
We require that the potential V : R N → R satisfies the following conditions.
(V1) V = V (|x|) is radial and non-decreasing in |x|.
Throughout the rest of this section, we shall assume that the potential V in equation (2.1) satisfies the above conditions (V1) and (V2). Recall that the conditions V belongs to C 0,γ means in particular that V is bounded. The first main result establishes the following basic uniqueness result for radial and bounded solutions to (2.1) that vanish at infinity. (By this, we mean that the the Lebesgue measure of {x ∈ R N : |u(x)| > t} is finite for every t > 0.) Theorem 1. Let N 1 and s ∈ (0, 1). Suppose that u = u(|x|) is a radial and bounded solution of the linear equation (2.1) and that u vanishes at infinity. Then u(0) = 0 implies that u ≡ 0.
Equivalently, we have that the linear equation (2.1) has at most one bounded and radial solution that vanishes at infinity.
Remark. By regularity estimates (see below), we actually have that u ∈ C 1,β (R N ) holds for some β ∈ (0, 1). In particular, the statement u(0) = 0 makes good sense. Furthermore, since u vanishes at infinity by assumption, this Hölder estimate implies that u tends to zero pointwise at infinity, i. e., it holds that u(|x|) → 0 as |x| → +∞.
An immediate application of Theorem 1 arises for fractional Schrödinger operators H = (−∆) s + V with radial potentials V (r) as above. In this case, we can study the restriction of H to the sector of radial functions. Furthermore, by regularity estimates (see below) we conclude that any L 2 -eigenfunction of H is bounded. Clearly, the shifted potential V − E also satisfies conditions (V1) and (V2) above. Thus we can apply Theorem 1 to deduce the simplicity of all eigenvalues of H in the sector of radial functions. Corollary 1. Suppose N 1, s ∈ (0, 1), and let V be as above. Consider < · · · < inf σ ess (H).
Remarks. 1.) Note that Corollary 1 also shows the simplicity of any possible embedded eigenvalue of H in the radial sector. 2.) The simplicity of the lowest eigenvalue E rad 1 < E rad 2 , together with the strict positivity of the corresponding eigenfunction ψ 1 (x) > 0, follows from standard Perron-Frobenius arguments for H = (−∆) s + V with 0 < s < 1; see also Appendix C. However, this classical method is restricted to the case of the lowest eigenvalue of H and it is not applicable to any higher eigenvalue in contrast to the arguments that establish Corollary 1.
As the last main result for the linear equation (2.1), we prove the following sharp oscillation estimate for the second eigenfunction of H, which provides us with a bound in agreement with Sturm-Liouville theory for ODE.
Theorem 2. Let H = (−∆)
s + V be as in Corollary 1 above. Suppose that H has at least two radial eigenvalues E
2 (R N ) denote the radial eigenfunction of H for the second radial eigenvalue E rad 2 . Then ψ = ψ(|x|) changes its sign exactly once for |x| = r ∈ (0, +∞).
Remarks. 1.) By this, we mean that there is some r * > 0 such that (after multiplying ψ with −1 is necessary) we have ψ(r) 0 for r ∈ [0, r * ) and ψ(r) 0 for r ∈ [r * , +∞), and ψ ≡ 0 on both intervals [0, r * ) and [r * , +∞). Note also that ψ(0) > 0 by Theorem 1.
2.) In [19] this result was shown for N = 1 space dimension by using a variational problem posed on the upper half-space R 1+1 + . However, carrying over the proof given there to radial solutions in N 2 dimensions yields the weaker bound that ψ changes its sign at most twice on (0, +∞). The reason that the case N 2 is different can be traced back to the fact that the set R N +1 + \ {(0, t) : t > 0} is connected when N 2, whereas R 1+1 + \ {(0, t) : t > 0} is not connected. Despite this topological complication for N 2, we will improve the bound for ψ to the optimal bound as stated in Theorem 2, by further independent arguments based on Theorem 1 and a homotopic argument for fractional Schrödinger operators H = (−∆) s + V s by continuing the eigenfunction with respect to s ∈ (0, 1].
3.) Note that we require Hψ = Eψ with E strictly below the essential spectrum of H. Indeed, we do not expect that ψ changes its sign only once (or even finitely many times) on the half-line in the case when E > inf σ ess (H) is an embedded eigenvalue. By analogy to the classical ODE case when s = 1, an oscillatory behavior of ψ at infinity is conceivable in this special situation.
4.) In the proof of Theorem 3 below, this sharp oscillation result for the second eigenfunction of H = (−∆) s + V will play an essential role. In fact, the second eigenfunction is often of central interest in the linearization of minimizers in variational problems to study their stability behavior. See also the next Section 3 below.
Nonlinear Main Results
Let N 1 and s ∈ (0, 1) be given. We consider real-valued solutions Q ∈ H s (R N ) of the nonlinear model problem
We refer to [19] and references given there for physical applications of this problem. Here and throughout the following, we assume that the exponent in the nonlinearity satisfies
where we set
The condition that α be strictly less than α * (s, N ) ensures that the nonlinearity in (3.1) is H s -subcritical. Indeed, by Pohozaev-type identites (see also below), it can be shown that equation (3.1) does not admit any nontrivial solutions in (H s ∩ L α+2 )(R N ) when α α * holds. Thus the condition (3.2) is necessary for the existence of nontrivial solutions of (3.1), but it is also sufficient as we now recall.
A natural approach to construct nonnegative nontrivial solutions for equation (3.1) is given by considering the fractional Gagliardo-Nirenberg-Sobolev (GNS) inequality
Here C opt > 0 denotes the sharp constant (depending on s, N, α) which can be obtained by minimizing the corresponding "Weinstein functional" (see [38] ) given by
for J(u) optimizes the interpolation estimate (3.4) and vice versa. By methods of variational calculus (see below), we find that C
is easily found to satisfy equation (3.1) after a suitable rescaling Q → µQ(λ·) with some constants µ and λ. Since J(|u|) J(u) holds, we can also deduce that minimizers Q 0 for J(u) can be chosen to be nonnegative.
We summarize the following existence result along with fundamental properties of nonnegative solutions for equation (3.1).
Proposition 3.1. Let N 1, s ∈ (0, 1), and 0 < α < α * (s, N ). Then the following holds.
(i) Existence: There exists a minimizer Q ∈ H s (R N ) for J(u), which can be chosen a nonnegative function Q 0 that solves equation (3.1).
(ii) Symmetry, regularity, and decay: If Q ∈ H s (R N ) with Q 0 and Q ≡ 0 solves (3.1), then there exists some x 0 ∈ R N such that Q(· − x 0 ) is radial, positive and strictly decreasing in |x − x 0 |. Moreover, the function Q belongs to (H 2s+1 ∩ C ∞ )(R N ) and it satisfies
with some constants C 2 C 1 > 0.
Proof. These assertions follows from results in the literature. For instance, part (i) can be inferred by following [38, 2] where the existence of minimizers for J(u) for N = 1 is shown by concentration-compactness arguments; the generalization to N 2 is straightforward. As an alternative, we provide a simple existence proof without concentration-compactness arguments, by using rearrangement inequalities; see Appendix D.
As for the symmetry result in (ii), we can be apply the moving plane method in [30] for nonlocal equations. See Appendix D again, where we also give some details regarding the assertions about decay and regularity of Q.
To formulate our main results about nonnegative solution of equation (3.1), we introduce the following notion of ground state solutions.
. Let L + denote the corresponding linearized operator given by
We say that Q 0 with Q ≡ 0 is a ground state solution of equation (3.1), if L + has Morse index equal to one, i. e., L + has exactly one strictly negative eigenvalue (counting multiplicity).
Remarks. 1.) From (3.1) itself it directly follows that (Q, L + Q) = −α |Q| α+2 < 0. Hence, by the min-max principle, the operator L + has at least one negative eigenvalue for any nontrivial real-valued solution Q ∈ H s (R N ). 2.) If Q 0 is a (local) minimizer of the Weinstein functional J(u), it is straightforward to see that L + has Morse index equal to one; see the proof of Corollary 2 below. In particular, if Q optimizes (3.4) then Q is a ground state in the sense of Definition 3.1.
3.) Note that the notion of ground states defined above is weaker than the one used in [19] , where Q was assumed to be a global minimizers of J(u).
The following result about ground state solutions for (3.1) establishes the key fact that the corresponding linearized operator is nondegenerate.
is a ground state solution of (3.1). Then the linearized operator L + is nondegenerate, i. e., its kernel is given by
Remarks. 1.) Suppose Q = Q(|x|) is a radial ground state (which by Proposition 3.1 follows after a translation). Then Theorem 3 implies that (ker
with some positive constant c > 0, where M is a suitably chosen (n + 1)-dimensional subspace (e. g., one can take M = span {φ, ∂ 1 Q, . . . ∂ n Q} with φ being the linear ground state of L + .) Such results form a key constitute in the stability and blowup analysis for related time-dependent problems (e. g., generalized Benjamin-Ono equations, fractional Schrödinger equations etc.); see, e. g., [22, 23] for applications.
Finally, we have the following uniqueness result for ground state solutions of (3.1), which generalizes the result in [19] to arbitrary space dimensions.
Theorem 4. (Uniqueness).
Let N 1, s ∈ (0, 1), and 0 < α < α * (s, N ). Then the ground state solution Q ∈ H s (R N ) for equation (3.1) is unique up to translation.
As a consequence of this uniqueness result, we have the following classification of the optimizers for inequality (3.4).
Corollary 2. Every optimizer v ∈ H
s (R N ) for the Gagliardo-Nirenberg-Sobolev inequality (3.4) is of the form v = βQ(γ(· + y)) with some β ∈ C, β = 0, γ > 0, and y ∈ R N .
Proof of Corollary 2. With Theorem 4 at hand, we can follow the arguments for corresponding result in N = 1 dimension given in [19] . That is, by strict rearrangement inequalities for (−∆) s with s ∈ (0, 1) (see [8, 20] ) we deduce that any optimizer v ∈ H s (R N ) for (3.4) is of the form v = βv * (·+y) for some β ∈ C, β = 0 and y ∈ R N , where v * = v * (|x|) 0 denotes the symmetric-decreasing rearrangement of v. Since v * ∈ H s is also a minimizer for J(u), we see (after rescaling v * → λv * (µ·) if necessary) that v * = Q 0 satisfies equation (3.1). Furthermore, an explicit calculation using the positivity of the second variation
shows that L + has Morse index equal to one. (See [19] for details in N = 1 dimension; the adaptation to N 2 is immediate.) Hence v * = Q 0 is a ground state for equation (3.1) and we can apply Theorem 4 to conclude the proof. . See also also [21, 14, 33] , where this observation appears in the contexts of conformal geometry and stochastic processes, respectively.
Let s ∈ (0, 1) be given. For a measurable function f : R N → R, we define its s-Poisson extension to the upper halfspace R N +1 + by setting
Here the generalized Poisson kernel P s (z, t) of order s is given by
where the constant c N,s > 0 is chosen such that R N k s dz = 1 holds. Under suitable assumptions on f (see, e. g., [11, 9] ), it is known that w(x, t) = (E s f )(x, t) solves the degenerate elliptic boundary-value problem
Here the boundary condition is understood in some suitable sense of traces; see also Sect. 5 below. If f is sufficiently regular, then we have (in some approriate space) the convergence (4.4) lim
where d s > 0 is the constant in (1.4). Note that (4.4) expresses the fact that (−∆) s can be regarded as the Dirichlet-Neumann map for problem (4.3) with the weight t 1−2s . In the special case s = 1/2, the above observations reduce to the classical fact that, if f : R N → R is continuous and bounded, then the Poisson extension w = E 1/2 f is the unique bounded harmonic function in R N +1 + continuous up to the boundary such that w(x, 0) = f (x). In fact, this result carries over to the whole range s ∈ (0, 1), by results for the degenerate elliptic operator L s = div(t 1−2s ∇·) derived by Fabes et al. in [17] ; see also [11, 9] .
satisfy the assumptions of Theorem 1. By Proposition B.1, we have the regularity estimate u ∈ C 1,β (R N ) for some β ∈ (0, 1). Next, we introduce the following convenient slight abuse of notation: Let u = u(x, t) with (x, t) ∈ R N +1 + denote the s-Poisson extension of u = u(|x|) to the upper halfspace R N +1 + . Since u(|x|) is radial on R N , we clearly have that its corresponding extension u = u(|x|, t) is cylindrically symmetric on R N +1 + with respect to the t-axis. Using this fact, we can write the boundary problem (4.3) satisfied by the extension u as follows:
with the constant d s > 0 taken from (1.4). Here and in the following, we use convention that a = 1 − 2s for s ∈ (0, 1) given. Inspired by the work of Cabré and Sire [9] (see also [10] for earlier work) for layer-type solutions, we introduce the function
From the estimates in Proposition B.2 for the extension u = u(r, t), we deduce that H(r) is a well-defined and continuous function. Moreover, we see that
Note that (4.7) follows from lim r→+∞
t }(r, t) dt = 0 by Proposition B.2 and the fact that lim r→+∞ V (r)u(r) 2 = 0, since V ∈ L ∞ and u(|x|) → 0 as |x| → ∞; see the remark following Theorem 1. To conclude (4.8), we just use the fact that u r (0, t) ≡ 0 holds by cylindrical symmetry.
Let us first sketch the argument to prove Theorem 1 by a formal calculation. Recall that u(r) is a C 1 function. Furthermore, for the moment let us also assume that V is differentiable too (and not just weakly differentiable with V ′ ∈ L 1 loc ). Assuming that we are allowed to differentiate under the integral sign in (4.6), we (formally at least) obtain by using equation (4.5) and integrating by parts (for details see below) that
is monotone decreasing and we conclude that
Suppose now that u(0) = 0. Then equality holds in the above inequalities and therefore H(r) ≡ 0 and consequently dH/dr ≡ 0. Now let us assume that N 2 holds. Then, we conclude from (4.9) and V ′ 0 that u r (r, t) ≡ 0 holds. Hence u ≡ 0 follows for N 2. (The proof for N = 1 is actually a bit more involved N = 1; see below). This completes the proof of Theorem 1 for N 2, provided that we can differentiate under the integral sign in the expression for H(r). However, this is not guaranteed in general for u ∈ C 1,β (R
), as one can check by inspection. To handle this technicality, we could impose more regularity on V to guarantee that u ∈ C 2,β (R
) holds (which would be sufficient to justify interchanging differentiation and integration). However, we will keep the weaker regularity conditions on V , by using a regularized version of the previous arguments as follows.
Let η ∈ C ∞ 0 (R + ) with 0 η 1 be a nonnegative bump function with +∞ 0 η(u) du = 1. We define an averaged version of H(r) given by 
In particular, we have H ′ av (r) 0 and hence H av (r) is monotone decreasing.
Proof. First, we note that
since ∂ r {η(r r )} = −∂r{η(r r )}r r . Next, by applying Fubini's theorem and integrating by parts with respect tor and applying Fubini's theorem again, we obtain
which is the desired formula. Notice that, in the first two steps, we used equation (4.5). Also, note that lim t→+∞ t a u t u r = 0 due to the decay estimates in Proposition B.2. Since this holds for any η(·) ∈ C ∞ 0 (R + ) with 0 η 1 with ∞ 0 η(u) du = 1, we conclude that +∞ t=0 u 2 r (r, t) dt = 0 for almost every r. By continuity of u(r, t), this shows that u r (r, t) ≡ 0 and therefore u(r, t) only depends on t. But this implies u(r) = const. and hence u(r) ≡ 0, because u(r) → 0 as r → +∞. This completes the proof of Theorem 1 for any dimension N 2.
Case N = 1. In this case, we have to provide some additional arguments, since the integral term in Lemma 4.1 containing u 2 r (r, t) is absent when N = 1. In fact, by assuming that V ′ > 0 for a. e. r, we could easily derive from Lemma 4.1 that u ≡ 0 holds, using the potential term in that identity. However, we shall now give a proof that only assumes that V ′ 0 holds for a. e. r. Indeed, since we have H av (r) ≡ 0 (for any bump function η as above), we deduce that H(r) ≡ 0. From (4.8) and the assumption that u(0) = 0, we deduce that
By continuity of u(r, t), this shows that u t (0, t) = 0 for every t > 0. We now prove that this implies that u ≡ 0 as follows. Recall that u(r, t) is given by the s-Poisson extension. Thus, for every t > 0, we have
with some constant c n,s > 0. By assumption u(y) is bounded and vanishes at infinity, which implies that lim t→+∞ u(0, t) = 0 from (4.15). (Indeed, for every ε > 0 there is an R ε > 0 such that |u(y)| M χ {|y| Rε} + εχ {|y|>Rε} . Now plug this into the integral above and use the fact the integral of t 2s (t 2 + y 2 ) −(1+2s)/2 is finite and independent of t.) Recalling that u t (0, t) = 0 for every t > 0, we conclude that u(0, t) = 0 for every t > 0. Thus, by repeated differentiation of (4.15) with respect to t > 0 and choosing t = 1, we obtain that
−(−1+2s)/2 u(y) and change variables to α = 1/(1 + y 2 ). This gives us
(1 + y 2 ) −(1+2s)/2 |u(y)| dy is finite, we see that f (α) dα is a finite signed measure on [0, 1]. By Weierstrass' theorem and the Riesz representation theorem, we conclude from (4.17) that f ≡ 0 holds, which implies that u ≡ 0, as desired.
The proof of Theorem 1 is now complete.
Remark. The proof of Theorem 1 actually shows that u ≡ 0 if and only if u(0) = 0 and V (0) < 0.
Nodal Bounds via Extension to R N +1 +
The present section serves as a preparation for the proof of Theorem 2. We will derive oscillation bounds for radial eigenfunctions for fractional Schrödinger operators
where the potential V is assumed to satisfy a mild condition (i. e., V belongs to an appropriate Kato class.) As in [19] , the strategy in the section is based on a related variational problem posed for functions on the upper half-space R N +1 + . This section follows the related arguments given in [19] for N = 1. Therefore, the following discussion will be rather brief and without details except when necessary.
However, a decisive difference to [19] will be that the oscillation bound for radial eigenfunctions derived in Proposition 5.3 below will be not optimal in N 2 dimensions. The reason for this is of topological nature stemming from the fact that the set R N +1 + \ {(0, t) : t > 0} is connected for N 2 in contrast to the case when N = 1. By an additional strategy, we will improve the oscillation bound stated in Proposition 5.3 in an optimal way, provided that the potential V additionally satisfies the additional conditions (V1) and (V2). This will be carried out in Section 6 below, where the proof of Theorem 2 will be given.
Variational Formulation on R N +1 +
. Let N 1 and s ∈ (0, 1) be given. We consider a general class of fractional Schrödinger operators
where the potential V : R N → R belongs to the so-called Kato class for (−∆) s in R N . We shall denote this condition by V ∈ K s (R N ) in what follows. From [12] we recall that a measurable function V :
For the readers less familiar with Kato classes, we list the following facts (see, e. g. [12] ).
• If V ∈ K s (R N ), then V is infinitesimally relatively bounded with respect to (−∆)
, and the operator H is bounded from below.
, then ψ is bounded and continuous.
Since H = (−∆)
s + V is real operator (mapping real functions to real functions), its eigenfunctions can be chosen real-valued, which we will assume from now on.
Following [19] , we now seek a variational characterization of the eigenvalues of H = (−∆) s + V in terms of a local energy functional by using the extension to the upper halfspace R N +1 +
. From the previous section, we recall the definition
for s ∈ (0, 1) given. We introduce the functional
), where u(x, 0) denotes its trace on ∂R
) is given by
) with respect to the homogeneous Sobolev norm
By Hardy's inequality, we see thatḢ
) is a space of functions if 0 < s < N/2 (note for N 2 this holds true for all s ∈ (0, 1)), whereas for 1/2 s < 1 when N = 1 it is a space of functions modulo additive constants. (See also [19] for more details on this.) By adapting the arguments in [19] , it can be seen that there exists a well-defined trace operator T :
, where we often write (T u)(x) = u(x, 0) for notational convenience. Moreover, we have the sharp trace inequality
As an amusing aside, we remark that the constant on the right-hand side 1/d s does not depend on the dimension N . Finally, we mention the following fact:
. Regarding the proofs of (5.7)-(5.8), we remark that these assertions follow by an adaptation of the discussion in [19] . We omit the details.
Since we are ultimately interested in H = (−∆) s +V with radial potentials V ∈ K s (R N ), it is natural to introduce the closed subspace
Now we are ready to the following characterization of discrete eigenvalues of H = (−∆) s +V in terms of the local energy functional H(u) introduced above. See also [6] for a similar result for √ −∆ on the interval (−1, 1).
. Suppose that n 1 is an integer and assume that H = (−∆) s + V acting on L 2 (R N ) has at least n eigenvalues
spanned by eigenfunctions corresponding to the eigenvalues E 1 , . . . , E n−1 . Then we have
with H(u) defined in (5.4). Moreover, the infimum is attained if and only if u = E a f with f ∈ H s (R N ), where f 2 2 = 1 and f ∈ M ⊥ is a linear combination of eigenfunctions of H corresponding to the eigenvalue E n .
is radial, then the same result holds true with L 2 (R N ) and
), respectively, and the eigenvalues counted in the corresponding subspaces.
Proof. We argue in the same way as in [19] . That is, by (5.7), we see that the infimum on the right-hand side is bounded from below by
where equality is attained if and only if u = E a f , as we conclude from (5.8). The assertions now follow from the usual variational characterization for the eigenvalues of H.
), which follows from the fact that the convolution kernel P s (x, t) is a radial function of x ∈ R N .
With Proposition 5.1 at hand, we now proceed by deriving bounds on the number of nodal domains for extension of eigenfunctions of H to the upper half-space R N +1 +
. Recall that H = (−∆)
s + V is a real operator, and hence any eigenfunction can be chosen realvalued. Furthermore, we recall that any eigenfunction ψ of
) and we can consider its nodal domains, which are defined as the connected components of the open set {(x, t) ∈ R N +1 +
: (E a ψ)(x, t) = 0} in the upper half-space R N +1 + . We have the following result based on [19] . See also [6, 3] for related results for √ −∆ on an interval.
Proposition 5.2. Let N 1, 0 < s < 1, and V ∈ K s (R N ). Suppose that n 1 is an integer and assume that H = (−∆) s + V acting on L 2 (R N ) has at least n eigenvalues
If ψ n ∈ H s (R N ) is a real eigenfunction of H with eigenvalue E n , then its extension E a ψ n , with a = 1 − 2s, has at most n nodal domains on R
is radial, then the same result holds true with
being a radial and real eigenfunction of H for the n-th radial eigenvalue E rad n . Remark. Note that the assertion about the case with radial potentials is an improvement in general:
and acting on L 2 rad (R N ), respectively. Then E n = E rad m for some m n. Proof. This follows from a variational argument in the spirit of Courant's nodal domain theorem. We follow the arguments given in [19] . For the reader's convenience, we provide the details of the proof as follows.
Suppose that E a ψ n has nodal domains Ω 1 , . . . , Ω m ⊂ R N +1 + with m n + 1. Since E a ψ n is continuous up to the boundary and ψ n ≡ 0, we see that Ω j ∩ ∂R N +1 + = ∅ for some j = 1, . . . , m. Without loss of generality, we assume that j = 1 holds. Now, we consider the trial function
where γ j ∈ R are constants and 1 A denotes the characteristic function of a set A ⊂ R
spanned by eigenfunctions of H with eigenvalues E 1 , . . . , E n−1 . We can choose γ j ∈ R such that u(·, 0) ⊥ M and u(·, 0) L 2 = 1. Furthermore, following the arguments in [19] , a calculations yields that
Thus equality is attained in Proposition 5.1 and hence u = E s f , where f ∈ M ⊥ is a linear combination of eigenfunctions of H with eigenvalue E n . In particular, the non-trivial function u = E a f satisfies . But this is a contradiction. Hence E a ψ n has at most n nodal domains on R N +1 + . Finally, we assume that V ∈ K s (R N ) is radial and we consider
. In this case, the previous arguments apply in verbatim way by replacing Definition 5.1. Let ψ ∈ C 0 (R N ) be radial and let M 1 be an integer. We say that ψ(r) changes its sign M times on (0, +∞), if there exist 0 < r 1 < · · · < r M+1 such that ψ(r i ) = 0 for i = 1, . . . , M + 1 and sign(ψ(r i )) = −sign(ψ(r i+1 )) for i = 1, . . . , M .
We can now state the following oscillation estimate.
is a radial and real-valued solution of Hψ 2 = E rad 2 ψ 2 . Then ψ 2 changes its sign at most twice on (0, +∞). Remark. In Section 6 below, we will show that ψ 2 changes its sign exactly once on (0, +∞), provided the potential V satisfies the additional conditions (V1) and (V2). Note that in N = 1 dimension one can deduce a sharper bound as done in [19] .
Proof. We follow the arguments in [19] by using nodal domain bounds for the extension of ψ 2 to the upper half-space R N +1 + . We argue by contradiction. Suppose that ψ 2 (r) changes its sign at least three times on (0, +∞). Thus there exist 0 < r 1 < r 2 < r 3 < r 4 such that (after replacing ψ 2 with −ψ 2 if necessary) we have (5.13) ψ 2 (r i ) > 0 for i = 1, 3 and ψ 2 (r i ) < 0 for i = 2, 4. Now let Ψ 2 = E a ψ 2 with a = 1 − 2s be the extension of ψ 2 to R
, we deduce from (5.13) that Ψ 2 has at least two nodal domains on R N +1 + . Hence, by Proposition 5.2 below, we conclude that Ψ 2 has exactly two nodal domains in R N +1 + , which we denote Ω + and Ω − in what follows. Now we use the radial symmetry of ψ 2 = ψ 2 (|x|) on R N , which implies cylindrical symmetry of Ψ 2 = Ψ 2 (|x|, t) on R N +1 + with respect to the t-axis. Clearly, the nodal domains Ω + and Ω − are cylindrically symmetric sets with respect to the t-axis. Therefore, it suffices to consider the set N = {r 0} × {t > 0} and likewise let Ω rad ± = {(|x|, t) : (x, t) ∈ Ω ± } be the corresponding nodal domains of Ψ 2 on N regarded as a function of r = |x| and t. By continuity of Ψ 2 , we deduce that (5.14)
(r i , ε) ∈ Ω rad + for i = 1, 3 and (r i , ε) ∈ Ω rad − for i = 2, 4, for all ε ∈ (0, ε 0 ), where ε 0 > 0 is some sufficiently small constant. Furthermore, note that the sets Ω rad ± ⊂ N must be arcwise connected. From this fact and (5.14) we conclude that there exist two injective continuous curves γ + , γ − ∈ C 0 ([0, 1]; N ) with N = {r 0} × {t 0} with the following properties.
• γ + (0) = (r 1 , 0), γ + (1) = (r 3 , 0) and γ + (t) ∈ Ω rad + for t ∈ (0, 1).
• γ − (0) = (r 2 , 0), γ − (1) = (r 4 , 0) and γ − (t) ∈ Ω rad − for t ∈ (0, 1). Since r 1 < r 2 < r 3 < r 4 holds, we conclude that the curves γ + and γ − intersect in N ; e. g., this follows from applying [19 
Proof of Theorem 2
Let N 1 and s ∈ (0, 1). Consider the ] such that H κ=0 = (−∆) s + V , whereas H κ=1 = −∆ + W is a classical Schrödinger operator with W being some attractive Gaussian potential to ensure that −∆ + W has to at least two negative radial eigenvalues. Before turning to the actual proof of Theorem 2, we work out the preliminaries of this continuation argument first. 
Here the sub-families {H
and are defined as
Here W denotes the attractive Gaussian potential
where g > 0 the is universal constant taken from Lemma A.1 above. Note that H κ=0 = H 0 and H κ=1 = −∆ + W . By Lemma A.1, the operator H κ = −∆ + W has at least two radial negative eigenvalues. We have the following result. (
Remark. The previous lemma can be obviously generalized to the first radial eigenvalue E rad 1,κ and its corresponding eigenfunction ψ 1,κ (as well as higher eigenvalues and eigenfunctions if present.) However, we shall only need the second eigenfunction/eigenvalue in the proof of Theorem 2 below.
Proof. The proof of Lemma 6.1 is provided in Appendix A below.
6.2.
Completing the Proof of Theorem 2. Let {H κ } κ∈[0,1] denote the family of operators defined above. For notational convenience, we use the following notation
Recall that H κ=0 = (−∆) s + V and H κ=1 = −∆ − ge −x 2 . Let ψ κ denote the second normalized radial eigenfunction of H κ and let E κ = E rad 2,κ denote the corresponding second radial eigenvalue of H κ . We have the following properties.
(i) For κ ∈ [0, 1), the function ψ κ (r) changes its sign exactly once or twice on (0, +∞).
(ii) The function ψ κ=1 changes its sign exactly once on (0, +∞).
Indeed, property (i) follows from observations already made at the beginning of this section. Also, we deduce (ii) from classical ODE arguments, since ψ κ=1 (r) is the second radial eigenfunction of the Schrödinger operator
2 . Property (iii) is given by Lemma 6.1 above.
Suppose now that ψ(r) = ψ κ=0 (r) changes its sign exactly twice on (0, +∞). We define (6.7) κ * := sup κ ∈ [0, 1) : ψ κ (r) changes its sign exactly twice on (0, +∞) .
From properties (i) and (iii), we deduce that if ψ κ (r) changes its sign twice, then ψ κ+ε (r) changes its sign twice for ε > 0 small. In particular, this shows that κ * > 0 holds. Furthermore, we conclude that (6.8) ψ κ * (r) changes its sign exactly once.
If otherwise ψ κ * (r) changed its sign exactly twice, we would get a contradiction from the previous observation and the definition of κ * > 0. Note that ψ κ * ∈ L 1 by Lemma C.2 (i) if κ * < 1 and by Lemma C.5 if κ * = 1. Now, we claim that (6.9) R N ψ κ * dx = 0, and (6.10)
For the moment, let us assume that these identities hold. By combining them, we find (6.11)
where r * > 0 is such that ψ κ * (r) 0 for r ∈ [0, r * ) and ψ κ * (r) 0 for r ∈ [r * , +∞) (and ψ * does not vanish identically on both intervals). But since V λ * is monotone increasing, we obtain a contradiction from (6.11). Thus everything is reduced to proving (6.9) and (6.10).
We begin with the proof of (6.10). Since ψ κ (r) changes its sign twice in (0, +∞) for 0 κ < κ * , we can assume that, for some 0 < r 1,κ < r 2,κ < +∞, (6.12) ψ κ (r) 0 on [0, r 1,κ ), ψ κ (r) 0 on [r 1,κ , r 2,κ ), ψ κ (r) 0 on [r 2,κ , +∞), and ψ κ (r) does not vanish identically on each of these intervals. Since ψ κ ∈ C 0 for all κ ∈ [0, 1] and ψ κ → ψ κ * in L ∞ loc as κ → κ * and ψ κ * (0) = 0 by Theorem 1, we see that r 1,κ → 0 as κ → κ * . Since ψ κ * (r) changes its sign exactly once, we conclude that we must have r 2,κ → +∞ as κ → κ * . Thus, for some 0 < r 1,κ * < +∞, (6.13) ψ κ * (r) 0 on [0, r 1,κ * ), ψ κ * (r) 0 on [r 1,κ * , +∞), where ψ κ * (r) does not vanish identically on each of these intervals. Next we note that V κ (r) → 0 as r → +∞ and E κ < 0. Hence, by Lemma C.2 (ii), the asymptotics of ψ κ (r) for κ ∈ [0, 1) (and hence s κ < 1) are given by (6.14)
with some positive constant A κ > 0. In the case κ = 1, we use Lemma C.5 to obtain the asymptotic formula
as r → +∞, (6.15) with some positive constants C > 0 and c > 0.
In view of (6.14) and (6.15), we deduce for 0 < κ * 1 from (6.12) and (6.13) that (6.16)
Next, we note that (6.17)
Assuming this convergence, we conclude from (6.16) that the claim (6.10) holds. Hence it remains to prove (6.17). We discuss the cases κ * 2/3 and κ * > 2/3 separately as follows. First, assume that κ * ∈ (0, 2/3] holds. In this case, we have s κ = s κ * = s 0 is constant for all κ κ * . Moreover, we have that E κ −λ < 0 with some constant λ > 0, by continuity of κ → E κ and the negativity E κ < 0. Also, we readily see that V κ (x) + λ 0 for all |x| R, where R 0 is some constant independent of κ. Thus we can apply Lemma C.2 to deduce the uniform decay estimate |ψ κ (x)|
∞ , we deduce that (6.17) holds, provided that κ * 2/3. Assume now that κ * ∈ (2/3, 1]. Here we simply note that H κ = (−∆) sκ + W , where the fixed potential W = −ge −x 2 is smooth and of rapidly decaying. Recalling that ψ κ → ψ κ * in L 2 , we directly obtain (6.17) in this case. It remains to prove (6.9). Indeed, we integrate the equation for ψ κ * over R N . This gives us (6.18)
Note that R N (−∆) sκ * ψ κ * dx = 0 holds, which follows from the Fourier inversion formula and the fact that (−∆) sκ * ψ κ * ∈ L 1 . Recalling that E κ * = 0, we infer from (6.10) that (6.9) also holds. This proves (6.11) and leads to the desired contradiction.
The proof of Theorem 2 is now complete.
Nondegeneracy of Ground States
This section is devoted to the proof of Theorem 3 that establishes the nondegeneracy of ground states Q 0 for equation (3.1) . By Proposition 3.1, we can assume that Q = Q(|x|) > 0 is radial without loss of generality. This proof of Theorem 3 will be divided into two main steps as follows. First, we establish the triviality of the kernel of the linearized operator L + in the space of radial functions. Here the oscillation result of Theorem 2 enables us to follow the ideas of [19] given for N = 1 space dimension. Furthermore, to rule out further elements in the kernel of L + apart from ∂ xi Q, with i = 1, . . . , N , we decompose the action of L + using spherical harmonics. In fact, this latter argument is based in spirit on an argument by Weinstein for this nondegeneracy of ground states for NLS in [37] . In our setting, we need certain technical adaptations to the fractional Laplacian using heat kernel and Perron-Frobenius arguments, which are worked out in Appendix C. 7.1. Nondegeneracy in the Radial Sector. First, we show that the restriction of L + on radial functions has trivial kernel.
Proof. We argue by contradiction. Suppose that there is v ∈ L 2 rad (R N ) with v ≡ 0 such that L + v = 0 holds. Recall that, by assumption, the Morse index of L + is one. Hence 0 must be the second eigenvalue of L + . From Theorem 2 we conclude that (up to changing the sign of v) there is some r * > 0 such that (7.1) v(r) 0 for r ∈ [0, r * ), v(r) 0 for r ∈ [r * , +∞), and v ≡ 0 on both intervals [0, r * ) and [r * , +∞). Now, this fact puts us in the same situation, as if Sturm oscillation theory was applicable to the radial eigenfunctions of L + . Therefore we can follow the strategy of [19] based on the nondegeneracy proof for NLS ground states in [13] . First, we note that a calculation shows that
Using the decay and regularity estimates for Q, it is easy to check that R ∈ H 2s+1 (R N ) and hence Q and Q α+1 both belong to ran L + . However, the strict monotonicity of Q together with v ⊥ ran L + leads to a contradiction as follows. For any µ ∈ R, we have orthogonality
But by choosing now µ * = (Q(r * )) α with r * > 0 from (7.1), the fact that Q(r) > 0 is monotone decreasing implies that v(r)(Q α+1 (r) − µ * Q(r)) 0 (with ≡ 0) for all r > 0. But this contradicts (7.4) and completes the proof of Lemma 7.1.
7.2.
Nondegeneracy in the Non-Radial Sector. Since Q = Q(|x|) is a radial function, the operator L + = (−∆) s + 1 − (α+ 1)Q α commutes with rotations on R N . In what follows, let us assume that N 2 holds. (The arguments can be adapted with some modifications to the case N = 1; see [19] for the proof of the nondegeneracy result in the one-dimensional setting.) Using the decomposition in terms of spherical harmonics
we find that L + acts invariantly on each subspace
Here Y ℓ = span {Y ℓ,m } m∈M ℓ denotes space of the spherical harmonics of degree ℓ in space dimension N . Note that the index set M ℓ depends on ℓ and N . Recall also that
For each ℓ ∈ Λ, the action of L + on the radial factor in H ℓ is given by
s is given by spectral calculus and the known formula
Technically, we consider (7.8) as a self-adjoint operator in L 2 (R + ) defined as the Friedrichs extension of the corresponding differential expression acting on C ∞ 0 (R + ). Note that Lemma 7.1 above says that ker L +,0 = {0}. We now derive the following result.
Lemma 7.2. We have ker L +,1 = span {∂ r Q} and ker L +,ℓ = {0} for ℓ 2.
Proof. By differentiating equation (3.1), we see that L + ∂ xi Q = 0 for i = 1, . . . , N . Since
Because of Q ′ (r) < 0 by Proposition 3.1 and the Perron-Frobenius property of L +,1 (see Lemma C.6), we deduce that 0 is the lowest and hence nondegenerate eigenvalue of L +,1 . Thus we conclude that ker L +,1 = span {∂ r Q}.
Finally, by Lemma C.7, we have the strict inequality L +,ℓ > L +,1 in the sense of quadratic forms for any ℓ 2. Since 0 is the lowest eigenvalue of L +,1 , this implies that 0 cannot be an eigenvalue of L +,ℓ for ℓ 2, which completes the proof of Lemma 7.2.
Completing the Proof of Theorem
. By Lemma 7.1 and 7.2, we conclude that ξ ∈ H ℓ=1 and that ξ must be a linear combination of ∂ x1 Q, . . . , ∂ xn Q.
Uniqueness of Ground States
In this section, we give the proof of Theorem 4. Thanks to the nondegeneracy result of Theorem 3, we can now closely follow the strategy developed in [19] , where uniqueness of the ground state Q = Q(r) > 0 was shown for N = 1 space dimension. That is, by starting from a given radial ground state Q s0 = Q s0 (r) with s 0 ∈ (0, 1) given, we construct a branch s → Q s of radial ground state solutions to
The local existence and uniqueness of Q s for s close to s 0 follows from an implicit function argument, based on the invertibility of the linearized operator L + around Q s0 in the radial sector. Then, by deriving a-priori bounds from above and below for Q s we will be able to extend the branch to s = 1, linking the problem to the classical case, where uniqueness and nondegeneracy of Q s=1 is well-known; see [26, 13] . Finally, we show the uniqueness of the branch Q s starting from the ground state Q s0 , which establishes the uniqueness result of Q s0 . For the reader's convenience, the following presentation will be mostly self-contained. Opposed to [19] , the flow argument in s will be carried out with fixed Lagrange multiplier in (8.1). That is, the zeroth order term in (8.1) is Q s instead of λ s Q s as in [19] with some function λ s depending on s. In fact, the approach with λ s ≡ 1 taken here will turn out to be advantageous due to two reasons: First, the derivation of a-priori bounds will become more transparent. Second, the generalization of the flow argument for more general nonlinearities than pure-power nonlinearities will be more straightforward (to be addressed in future work).
8.1. Construction of the Local Branch. We start with some preliminaries. Let N 1, s ∈ (0, 1), and 0 < α < α * (s 0 , N ) be fixed throughout the following. We define the real Banach space
f is radial and real-valued , equipped with the norm
For s ∈ [s 0 , 1), we consider Q ∈ X α that solve in the sense of distributions the equation
By a bootstrap argument, it is easy to see that indeed Q ∈ H 2s+1 (R N ) holds. Nevertheless, we prefer to discuss solutions Q in X α , since the space will be a natural s-independent choice when we below construct a local branch Q s parametrized by s ∈ [s 0 , 1). Note also that, at this point, we do not assume that Q ∈ X α is necessarily a positive solution of (8.4).
Proposition 8.1. Let N 1, 0 < s 0 < 1, and 0 < α < α * (s 0 , N ). Suppose that Q 0 ∈ X α solves equation (8.4) with s = s 0 . Moreover, assume that the linearization
Then, for some δ > 0, there exists a map Q ∈ C 1 (I; X α ) defined on the interval I = [s 0 , s 0 + δ) such that the following holds, where we denote Q s = Q(s) in the sequel.
(i) Q s solves (8.4) for all s ∈ I.
(ii) There exists ε > 0 such that Q s is the unique solution of (8.4) for s ∈ I in the neighborhood {Q ∈ X α : Q − Q 0 X α < ε}. In particular, we have that Q s=0 = Q 0 holds.
Remarks. 1.) By standard arguments, the operator L + has a bounded inverse on X α if L + has trivial kernel on L 2 rad (R N ). 2.) We could also construct a local branch Q s for s ∈ (s 0 −δ, s 0 ] with someδ > 0 small. But since we are ultimately interested in extending the branch Q s to s = 1, we shall only consider the case s s 0 .
3.) Recall that, in contrast to [19] , we do not introduce a Lagrange multiplier function λ s depending on s in (8.4).
Proof. As in [19] , we use an implicit function argument for the map
Clearly, we have that F (Q, s) = 0 if and only if Q ∈ X α solves (8.4) and, by assumption, we have F (Q 0 , s 0 ) = 0. Moreover, following the arguments in [19] , we can show that F is well-defined map of class C 1 . Next, we consider the Fréchet derivative
Note that the operator K is compact on L rad (R N ) and we have that −1 ∈ σ(K), which follows from the fact that 0 is not an eigenvalue of L + = (−∆) s0 + 1 − (α + 1)|Q 0 | α . Moreover, we check that K maps X α to X α and that the bounded inverse (1 + K) −1 exists on X α . Hence the Fréchet derivative ∂ Q F has a bounded inverse on X α at (Q 0 , s 0 ). By the implicit function theorem, we deduce that the assertions (i) and (ii) of Proposition 8.1 hold for some δ > 0 and ε > 0 sufficiently small.
A-Priori Bounds and Global Continuation.
We now turn to the global extension of the locally unique branch Q s , with s ∈ [s 0 , s 0 + δ), constructed in Proposition 8.1 above. Again, we follow the general strategy derived in [19] for the N = 1 case. However, since we work with fixed Lagrange multiplier in (8.1), the arguments below will differ from those in [19] .
For the following discussion, we first recall that N 1, 0 < s 0 < 1, and 0 < α < α * (s 0 , N ) are fixed. Furthermore, we suppose that Q 0 ∈ X α is fixed and satisfies the assumptions of Proposition 8.1. Correspondingly, let denote Q s ∈ C 1 (I; X α ) with I = [s 0 , s 0 + δ) the unique local branch given by Proposition 8.1. We consider the maximal extension of the branch Q s with s ∈ [s 0 , s * ), where s * is given by s * := sup s 0 <s < 1 : Q s ∈ C 1 ([s 0 ,s); X α ) and Q s satisfies the assumptions (8.7) of Proposition 8.1 for s ∈ [s 0 ,s) .
Our ultimate goal will be to show that s * = 1 holds if Q s0 = Q 0 is a ground state solution of (8.4) . To do this, we derive a-priori bounds along the maximal branch Q s with s ∈ [s 0 , s * ). Before we proceed, we introduce some shorthand notation for the rest of this section.
Convention. We write X Y to denote that X CY with some constant C > 0 that only depends on N, α, s 0 , and Q 0 . As usual, the constant C > 0 may change from line to line. Furthermore, we use X ∼ Y to denote that both X Y and Y X hold.
As essential step, we derive the following a-priori bounds.
Lemma 8.1. We have the a-priori bounds
Proof. We divide the proof into the following steps.
Step 1. Lower bounds. It is convenient to use the following notation
for s ∈ [s 0 , s * ). We first claim that
To see this, we integrate equation (8.4) 
Moreover, by using the fact that [∇ · x, (−∆) s ] = −2s(−∆) s , we obtain the Pohozaev-type identity
Combining (8.10) and (8.11), some elementary computations lead to (8.9). Next, from the fractional Gagliardo-Nirenberg-Soblev inequality (3.4) we derive that
which follows from the fact that the optimal constant in (3.4) can be uniformly bounded with respect to s s 0 with s 0 fixed; see, e. g., Lemma A.4 in [19] and its proof for N = 1 dimension; the adaptation to N 2 poses no difficulties. In view of (8.9), we see that
i. e., the quantities are uniformly bounded away from zero. Thus it remains to find an upper bound on M s , say. To do so, we need a uniform regularity result established next.
Step 2. Regularity. We claim that
. (This is a regularity statement since s − αN/4(α + 2) > s/2 for s s 0 , thanks to the condition α < α * (s 0 , N ). However, the point here is that the constant here is independent of s.) Indeed, from the identity Q s = ((−∆) s + 1) −1 |Q s | α Q s and Plancherel's identity, we deduce that (8.14) (
for any t 0. In particular, the choice
satisfies s > t > s − s 0 /2 s 0 /2 thanks to the condition α < α * (s 0 , N ) α * (s, N ) for s s 0 . For this choice of t, the operator (−∆) t−s on R N is given by convolution with |x| −N (α+4)/(2(α+2)) up to a multiplicative constant depending only on α and N . Hence, by the weak Young inequality,
which is the claimed bound. Next, we deduce from (8.13) that
α+2 . Indeed, this simply follows by noting that for our choice of t, the constant C in the inequality (8.18) log(|ξ| 2 ) C|ξ| 4t−2s , can be chosen to depend only on α and s 0 .
Step 3. Upper bounds. To obtain an upper bound on M s , it clearly suffices to prove that
We have
withQ s = dQs ds . Differentiating equation (8.4) , we see thatQ s satisfies the inhomogeneous equation
and self-adjoint, we obtain the identity
A calculation, by using once again regularity and recalling (7.2), shows that
Therefore, we conclude that
In the third step above, we used the self-adjointness of (−∆) s log(−∆); whereas the fourth step follows from Plancherel's identity and a change of variables. Note that all the manipulations here are well-defined, thanks to the regularity of Q s ∈ H 2s+1 (R N ). We observe that the constants 1 2s 4s α + 2s − N and 1 2s are uniformly bounded from above for s ∈ [s 0 , s * ). Therefore the bound (8.13) from Step 2 implies that
In the last step, we used (8.9) together with the lower bound M s 1 derived in Step 1. This finishes the proof of inequality (8.19) , and hence the proof of Lemma 8.1 is now complete.
Remark. By Proposition 3.1, we have the improved bounds
−N −2s . However, the point here is to obtain bounds that are uniform in s.
Proof. The positivity of Q s (|x|) > 0 for s ∈ [s 0 , s * ), provided that Q s0 (|x|) > 0 initially holds, can be inferred from spectral arguments. That is, we note that Q s is the ground state of the linear operator A s = (−∆) s0 + 1 − |Q| α . For s = s 0 , this follows from the assumption that Q s0 (x) > 0 holds and that A s enjoys a Perron-Frobenius property; see Lemma C.6. Since A s ′ → A s as s ′ → s in the norm resolvent sense, we deduce that Q s is the ground state eigenfunction of A s for s ∈ [s 0 , s * ). Hence we deduce that Q s (x) > 0 for s ∈ [s 0 , s * ). See [19, Lemma 5.5] for details in N = 1 dimensions, but the generalization to N 2 is straightforward.
Once the positivity of Q s (x) > 0 is established, we now derive the uniform decay bound
First, recall that Q s ∈ L 1 holds by Proposition 3.1. Integrating equation (3.1) over R N and using the fact that R N (−∆) s Q s = 0 holds, we obtain the identity (8.24)
By Hölder's inequality, we have that
. Using the a-priori bound from Lemma 8.1, we deduce the uniform bound
By Proposition 3.1, the function Q s (x) > 0 is decreasing in |x|. Hence, for any R > 0, (8.26 )
In view of (8.25) we conclude that (8.23) holds, completing the proof of Lemma 8.2.
We conclude this subsection with the following convergence fact.
be a sequence such that s n → s * and suppose that Q sn (|x|) > 0 for n ∈ N. Then, after possibly passing to a subsequence, we have
Moreover, the function Q * (|x|) > 0 is positive and satisfies
Proof. Let Q n = Q sn in the following. Recall the uniform bound Q n H s 0 1 by the a-priori bounds in Lemma 8.1. Passing to a subsequence if necessary, we have Q n ⇀ Q * weakly in H s0 . Furthermore, by local Rellich compactness, we can assume that Q n → Q * in L 2 loc and pointwise a. e. in R N . Thanks to the uniform decay bound in Lemma 8.2, we can upgrade this to Q n → Q * strongly in L 2 . Next, the condition α < α * (s 0 , N ) and Sobolev embeddings ensure that Q n L p 1 with some p > α + 2. Thus, by Hölder's inequality, we deduce that
and satisfies equation (8.27) . Indeed, since Q n (|x|) > 0 and Q n → Q * pointwise a. e. on R N , we deduce that Q * (|x|) 0. Furthermore, thanks to the uniform lower bounds in Lemma 8.1 and Q n → Q * in L 2 , we obtain that Q * ≡ 0. Moreover, by passing to the limit in the equation satisfied by Q n , we deduce that (8.27 ) holds. But this shows that
Since the kernel of ((−∆) s * + 1) −1 is positive (a classical fact for s * = 1; for s * < 1, see Lemma C.1), we obtain that Q * (|x|) > 0 as well.
We conclude this subsection by showing that s * = 1 holds, if the branch Q s starts at a ground state.
Lemma 8.4. Let Q s0 = Q s0 (|x|) > 0 be a ground state solution of (3.1). Then its maximal branch Q s with s ∈ [s 0 , s * ) extends to s * = 1.
Proof. By Lemma 8.2, we have Q s (|x|) > 0 for all s ∈ [s 0 , s * ). We consider the linearized operators along the branch Consider now a sequence s n → s * with s n < s * and let Q n = Q sn . By Lemma 8.3, we see that
and Q * (|x|) > 0 satisfies equation (8.27 ). Suppose now s * < 1 holds. We claim that Q * is a ground state solution for (8.27) , which would yield a contradiction, since the nondegeneracy result in Theorem 3 would imply that the branch Q s can be extended beyond s * < 1.
That Q * is a ground state solution can be directly seen as follows. Let L * denote its corresponding linearization (8.30) L +, * = (−∆) s * + 1 − (α + 1)Q α * . Following the discussion in [19] , we conclude that L +,sn → L +, * in the norm resolvent sense. By the lower semi-continuity of the Morse index with respect to this convergence, this shows
On the other hand, if we integrate equation (8.27 ) against Q * , we see that (Q * , L +, * Q * ) = −α |Q * | α+2 < 0. Thus, by the min-max principle, we conclude that L +, * acting on L 2 rad (R N ) has Morse index equal to one. Hence Q * (|x|) > 0 is a ground state solution to (8.27) in the sense of Definition 3.1. Therefore L * has trivial kernel on L 2 rad (R N ) by Theorem 3. In particular, the branch Q s could be extended beyond s * , if s * < 1 was true. Hence s * = 1 holds.
Completing the Proof of Theorem 4.
Let N 1, 0 < s 0 < 1, and 0 < α < α * (s 0 , N ) be fixed. Suppose that Q s0 = Q s0 (|x|) > 0 andQ s0 =Q s0 (|x|) > 0 are two radial positive ground states for equation (3.1) with s = s 0 and Q s0 ≡Q s0 .
By Theorem 3, we conclude that Q s0 ∈ X α andQ s0 ∈ X α both satisfy the assumptions of Proposition 8.1. By Lemma 8.4, both branches extend to s = 1; i. e., we have
. Moreover, we deduce that Q s ≡Q s for all s ∈ [s 0 , 1) from the local uniqueness in Proposition 8.1. Furthermore, by Lemma 8.3 and
as s → 1 with s < 1. However, it known that uniqueness holds for the positive radial solution
For this result, see Kwong [26] for N 2, whereas for N = 1 the unique solution Q * is in fact known in closed form (see, e. g., [19] ). (Note that a direct bootstrap argument shows that Q ∈ C 2 holds and thus the result [26] is applicable.) Therefore, we have Q * ≡Q * and hence Q s −Q s L 2 ∩L α+2 → 0 as s → 1 with s < 1. But it is also known that Q * has nondegenerate linearization L * = −∆ + 1 − (α + 1)Q α * . In particular, the operator
; see [26, 13] . Thus, by an implicit function argument in the spirit of the proof of Proposition 8.1, there exists a unique branch
The proof of Theorem 4 is now complete.
Appendix A.
Continuation of Eigenfunctions
In this section, we prove some technical results needed in the proof of Theorem 2.
Lemma A.1. Let N 1. There is some constant g > 0 such that, for any s ∈ (0, 1], the operator H = (−∆) s − ge −x 2 has at least two negative radial eigenvalues.
Proof. The variational principle (see, e. g., [29, Theorm 12 .1]) says that if there exist two radial, orthonormal functions ψ 1 , ψ 2 ∈ H s (R N ) such that the two-by-two matrix
has two negative eigenvalues, then also the operator (−∆) s + W has two negative radial eigenvalues and they are bounded from above by the eigenvalues of the matrix.
We take the radial functions
These two functions are orthonormal. (They are the first two radial eigenfunctions of the harmonic oscillator in N 1 dimensions.) Consider the matrices T (s) = (t (s) jk ) and
jk ) with
and note that t kj . By orthonormality, the matrix V (ε=0) is the identity matrix. Since the matrix V (ε) is symmetric and depends continuously on ε, for all ε > 0 sufficiently small, both eigenvalues are strictly positive. From now on, let this value of ε be fixed. We denote the corresponding positive eigenvalues of V (ε) by 0 < µ 0 µ 1 . Next, we observe the simple fact that the entries of T (s) are uniformly bounded with respect to s ∈ (0, 1]. That is, there is a constant C > 0 such that sup 1 i,j k |t κ has at least two radial negative eigenvalues for all κ ∈ [0, 1]. Next, we prove the properties (i) and (ii). Let n ∈ {1, 2} be fixed. For notational convenience, denote E κ = E rad 2,κ and ψ κ = ψ 2,κ in the following. (The proof below identically works for E rad 1,κ and ψ 1,κ , but we do not need this here.) First, we remark that property (i) (i. e. continuity of eigenvalues) follows from standard spectral theory, since the self-adjoint operators converge H κ ′ → H κ in the norm resolvent sense as κ ′ → κ. That is, for any z ∈ C with Im z = 0, we have
We omit the straightforward details of the proof of this fact; see [19] for N = 1 dimension. To show property (ii), let P κ : L 2 → L 2 denote the corresponding projections onto the eigenspaces of H κ with discrete eigenvalues E κ . By Riesz' formula, we have
where Γ κ parameterizes some circle in C around E κ ∈ R with radius r > 0 sufficiently small such that {z ∈ C : |z − E κ | r} ∩ σ(H κ ) = {E κ }. From (A.2), (A.1) and property (i), we can deduce that
Since ran(P κ ) is spanned by ψ κ , it is easy to see that (after changing the sign of ψ κ ′ if necessary) that the L 2 -operator convergence of the eigenprojections P κ imply that the normalized eigenfunctions satisfy
Next, we note that 
The proof of Lemma 6.1 is now complete.
Appendix B. Regularity Estimates B.1. Hölder Estimates. Let N 1 and 0 < s < 1 be fixed throughout the following. We consider the linear equation
We assume that the potential V : R N → R satisfies the regularity condition: Proof. This fact is a direct consequence of Schauder-type estimates for (−∆) s derived in [35] . Indeed, we note that (−∆)
. By [35] , this implies that u ∈ C 1,β (R N ) for any β ∈ (0, 2s − 1), provided that s ∈ ( [35] . Therefore (−∆) s u = w with some w ∈ C 0,α (R N ) with α = min{γ, β}. Furthermore, by [35] , this yields the following.
• If α + 2s 1, then u ∈ C 0,α+2s (R N ).
Since γ > 1 − 2s by assumption, we can repeat the above steps finitely many times to conclude that u ∈ C 1,β (R N ) for some β ∈ (0, 1).
We now turn to regularity properties and decay properties of the extension of u to the upper half-space R N +1 + , which we still denote by u for notational convenience.
be as in Proposition B.1 above. Then its extension u = u(x, t) satisfies the following properties, where C > 0 denotes some constant.
(i) For some 0 < β < 2 min{s, 1 − s},
(ii) For all x ∈ R N and t > 0, 
We have the following Hölder estimate for L 2 -eigenfunction of H. (The conditions on V could be relaxed to unbounded potentials, but we do not need this here.)
solves Hu = Eu with some E ∈ R, then u ∈ C 0,β (R N ) for any 0 < β < 2s 0 2s and we have
by Sobolev embeddings. Moreover, by the Hölder estimates above, the result of Proposition B.3 follows for s 0 > N/4. (A closer inspection of the proofs shows also the uniformity with respect to s s 0 ). However, to deal with the range 0 < s 0 N/4, we have to use some refined and different arguments, which we provide in the proof given below.
To prepare the proof of Proposition B.3, we first need the following local estimate.
Proof. Let 0 η 1 be a smooth function with η(x) ≡ 1 on B 1/2 and supp η ⊂ B 1 . Moreover, let G s denote the fundamental solution {(−∆)
where ϕ s is a (smooth) function satisfying the uniform bound
for all s ∈ [s 0 , 1). To prove (B.5), we first note the δ 0 occurs on the right side in (B.4) because of η ≡ 1 in a neighborhood of the origin. Clearly, we have that ϕ s = {(−∆) s + 1}((η − 1)G s ). From [35] we recall that (−∆) s is a bounded map from C 1,1 to C 1,1−2s . (By inspecting the proof there, we see that the bound can be chosen uniform in s s 0 > 0.) Clearly, the operator (−∆) s + 1 enjoys the same properties, and hence we conclude that
where in the last step we used the uniform bounds in Lemma C.1 together with the fact 1 − η ≡ 0 on B 1 . Next, we claim the decay bound
Since ϕ s ∈ L ∞ , it suffices to derive this bound for |x| > 2. Indeed, by the singular integral representation for (−∆) s , we deduce for x ∈ B 2 that
In the last step, we used that C s s0 1 holds together with the obvious fact that G s L 1 = 1. Furthermore, we have the pointwise bound |(ηG s )(x)| s0 |x| −N −2s by Lemma C.1. Combining these decay bounds, we conclude that (B.7) holds. Finally, we combine (B.6) and (B.7) to deduce the desired bound (B.5). Now, we are ready to come the main point of the proof of Lemma B.
for some function f ∈ L p (B 2 ) and some p ∈ [1, ∞). In what follows, we set f (x) ≡ 0 for |x| > 2. For x ∈ B 1 , we compute
where we used that ηG s is supported in B 1 , and hence η(x−y)G s (x−y)f (y) = 0 for |x| 1 and |y| > 2.
Recalling the bound (B.5), we estimate the second term on right side in (B.8) as follows: 
Because of the range of m, we can obtain any q ∈ [1, p/(1 − 2sp/N )) if 2sp N and q ∈ [1, +∞] if 2sp > N . The proof of Lemma B.1 is now complete.
Proof of Proposition B.3. Note that Hu = Eu can be written as
. By iterating the estimate in Lemma B.1, we obtain that u ∈ L q k loc for an increasing sequence 2 = q 0 < q 1 < · · · < q n = +∞. Thus, after finitely many steps (bounded uniformly in s s 0 ), we obtain that u ∈ L ∞ loc (R N ) with u L ∞ (B1(x0)) C for any x 0 ∈ R N , where C > 0 is independent of x 0 . Therefore, we deduce
Finally, from [35] , we see that (−∆) s u = g with g ∈ L ∞ (R N ) implies the Hölder bound (B.14)
for any β < 2s 0 2s, where the uniformity of these bounds for s s 0 follows again from inspecting the proof in [35] .
The purpose of this section is to derive regularity, decay, and asymptotic estimates for eigenfunctions of H = (−∆) s + V that are uniform with respect to s and V L ∞ .
C.1. Uniform Resolvent Bounds. As a technical result, we first collect some uniform estimates for the kernel of the resolvent ((−∆)
Lemma C.1. Suppose N 1, 0 < s < 1, and λ > 0. Let G s,λ ∈ S ′ (R N ) denote the Fourier transform of (|ξ| 2s + λ) −1 . Then the following properties hold true.
(i) G s,λ (|x|) > 0 is radial, positive, strictly decreasing in |x|, and smooth for |x| = 0.
(ii) For any multi-index ν ∈ N N , the pointwise bound
with some positive constant C N,s > 0 depending only on N and s.
Furthermore, by the fact that the map E → e −E s is completely monotone for E 0 and s ∈ (0, 1) and by Bernstein's theorem (see [19] for details), we can write the fractional heat kernel e
−t(−∆)
s with t > 0 in terms of the subordination formula
with some nonnegative finite measure µ s 0 with µ s ≡ 0. From the known explicit formula for the Gaussian heat kernel e t 2 ∆ in R N with t > 0, we easily derive property (i). To show (ii), we follow an argument used in [19] for N = 1 dimensions. We first consider the case ν = 0. Let p s (t, x) withp s (t, x) = e −t|ξ| 2s denote the heat kernel of e
Recall that p s (t, x) > 0 is positive. Let s 0 ∈ (0, 1) be fixed. We claim the uniform bound for s ∈ [s 0 , 1)
This can be seen as follows. By scaling, we have p s (t, x) = t −N/2s p s (1, t −1/2s x). Thus it suffices to derive corresponding bounds for p s (1, x) . Here, we first observe that
2s dξ s0 1.
Let k = 1, . . . , N be fixed. Using Fourier inversion and integration by parts, we obtain
Therefore the upper bound p s (1, x) s0 |x| −N holds, which completes the proof of (C.3) by scaling. Next, from (C.1) and (C.3) we deduce
Finally, we remark that estimating the derivatives D ν x G s,λ with |ν| 1 follows in a similar fashion, by considering ∂ ν x p s (t, x) which corresponds to i ν ξ νp s (t, ξ) on the Fourier side. We omit the details.
To show (iii), we recall from [7] that
with some positive constant C N,s > 0. Thus, by scaling, we obtain |x| N +2s p s (t, x) → tC N,s as |x| → +∞ by scaling. Thanks to the bounds (C.3) and dominated convergence, we conclude from equation (C.1) that the limit formula in (iii) holds.
To prove (iv), we deduce from (C.6) and scaling that 0 < p s (t, x) 2C N,s for t −1/2s |x| R s with some constant R s > 0. Using this bound and the crude bound p s (t, x) t −1/2s , we can show that G p L p < +∞, by using (C.1) and splitting the t-integral into the regions {t R 2s s |x| 2s } and {t R 2s s |x| 2s } similarly to (C.5). Finally, since G s,λ is positive, we
C.2. Asymptotics of Eigenfunctions. The following result provides some uniform estimates regarding the spatial decay of eigenfunctions of H = (−∆) s + V below the essential spectrum. In fact, the following estimates can be found in the literature (see, e. g., [12] ) without, however, no direct insight into uniformity of these estimates with respect to s and V .
s u + V u = Eu with some E < 0. Furthermore, let 0 < λ < −E be given and suppose that R 0 is such that V (x) + λ 0 for |x| R. Then the following properties hold.
(i) For all x ∈ R N , it holds that
where the positive constant C = C(s, −E, N ) > 0 is constant from Lemma C.1 (iv) above.
Proof. Let s 0 ∈ (0, 1) be fixed in the following. We start by showing part (i). From Lemma B.3 we obtain the uniform bound
By assumption, we have 0 < λ < −E and R 0 be such that V (x) + λ 0 for x ∈ B c R . Furthermore, for any f ∈ H 2s , we have the general (Kato-type) inequality
where (sgn f )(x) =f (x)/f (x) when f (x) = 0 and (sgn f )(x) = 0 when f (x) = 0. Indeed, the estimate (C.8) can be seen be an elementary argument using the singular integral formula for (−∆) s as follows. Note that (C.8) is equivalent to (C.9)
for a. e. x ∈ R N . But this inequality is easily seen to be equivalent to (C.10)
which immediately follows from the fact that 1 − (sgn f )(x)(sgn f )(y) 0 for all x, y ∈ R N . This completes the proof of (C.8).
Now, we return to the proof of Lemma C.2 itself. Since V ∈ L ∞ , we see that u ∈ H 2s . Hence by using (C.8) on the sets B c R ∩ {u 0} and B c R ∩ {u < 0} respectively, we deduce that (C.11) (−∆) s |u| + λ|u| 0 on B c R . Next, we claim that this implies
Indeed, this follows from a comparison argument as follows. Recall that G s,λ denotes the fundamental solution satisfying ((−∆)
|u|(x) for x ∈ B R with some constant C 0 = C(s 0 , λ, R, u L ∞ ) > 0. Now we define the function (C. 13) w := C 0 G s,λ − |u|, which is continuous away from the origin. Note that w 0 on B R holds. We claim that w 0 on B c R as well. Suppose on the contrary that w is strictly negative somewhere in B c R . Since w → 0 as |x| → +∞ and w 0 on B R , this implies that w attains a strict global minimum at some point x 0 ∈ B c R with w(x 0 ) < 0. By using the singular integral expression for (−∆) s , it is easy to see that ((−∆) s w)(x 0 ) < 0. On the other hand, we have (−∆) s w + λw 0 on B c R , which implies that ((−∆) s w)(x 0 ) > 0. This is a contradiction and we conclude that w 0 on R N . From Lemma C.1 (iv), we finally deduce that (C.12) holds. Combining (C.11) and (C.12), we complete the proof of part (i).
To show part (ii), we argue as follows. Since u = −((−∆) s + E) −1 (V u), we can rewrite the equation for u as an integral equation given by (C.14) u = −G s,E * (uψ).
Observe that |V (x)u(x)| s0,E, V L ∞ (1 + |x|) −N −2s because of (i) and V ∈ L ∞ . Since moreover V → 0 as |x| → +∞, we deduce that V (x)u(x) = o(|x| −N −2s ) as |x| → +∞. Using the bounds and the asymptotic formula for G s,E from Lemma C.1, we can apply Lemma C.3 below with β = N + 2s > N to complete the proof of (ii).
The following auxiliary result was used in the previous proof. To see the latter bound, we split I = I 1 + I 2 + I 3 , where I 1 corresponds to the integral restricted to |x| 2|x − y|, I 2 to the region |x| > 2|x − y| and |y| 1 and, finally, I 3 to the remaining region. In the region corresponding to I 1 , we have 1 + |x| 1 + |x − y| 1 + 2|x − y| 1 + |x − y| < 2, and therefore
On the other hand, in the regions corresponding to I 2 and I 3 , we have |x| |x − y| + |y| < |x|/2 + |y| and therefore |x| < 2|y|. In the region of I 2 , we use this in the form Finally, in the region of I 3 we have 1 + |x| < 1 + 2|y| < 3 and, trivially, 1 + |x − y| 1. Therefore,
|k(y)| dy C.
This completes the proof of Lemma C.3.
We have the following analogue of the previous lemma in the setting of exponentially decaying functions. Proof. This can be shown along the same lines as done in the proof of Lemma C.3. We omit the details.
We conclude our discussion of decay estimates for eigenfunctions with the following auxiliary result needed in the proof of Theorem 2. Here A > 0 is some positive constant depending only on E and N .
Proof. By well-known estimates for Schrödinger operators (see, e. g., [29] ), we deduce that ψ ∈ L ∞ . Next, we rewrite the equation for ψ into its integral form:
where G E (x) is the kernel of the resolvent (−∆ − E) −1 on R N with E < 0. From [St] we recall the standard properties that G λ ∈ L 1 and |G λ (x)| e −λ|x| for |x| 1. Using that G E can be expressed in terms of Bessel functions, it can be checked that Here H ℓ acting on L 2 (R + , r N −1 dr) is given by (C. 19 )
where −∆ ℓ is the Laplacian on R N restricted to the sector of angular momentum ℓ, which is known to be (C.20)
We have the following property, which is well-known in the classical case when s = 1.
Lemma C.6. For each ℓ ∈ Λ, the operator H ℓ enjoys a Perron-Frobenius property. That is, if E = inf σ(H ℓ ) is an eigenvalue, then E is simple and the corresponding eigenfunction can be chosen strictly positive.
Proof. From standard arguments, it suffices to show that the heat kernel e −tH ℓ , with t > 0, is a positivity improving operator on L 2 (R + , r N −1 dr). (An operator A is positivity improving if Af > 0 is strictly positive whenever f 0 is nonnegative and f ≡ 0.) Furthermore, we consider the higher dimensional case N 2 in the following. See [19] for the proof in N = 1 dimension.
Assume that N 2 holds. First, we show that e with some nonnegative measure µ s 0. Thus it remains to show that e t∆ ℓ is positivity improving. But adapting the arguments given in [27] for N = 3 to general space dimensions, we see that the kernel of e t∆ ℓ acting on L 2 (R + , r N −1 dr) is given by .
Here c N > 0 is some positive constant (depending only on N ) and I ν (x) denotes the modified Bessel function of the the first kind. Since I ν (x) > 0 for all x > 0 and any index ν, this manifestly shows that e t∆ ℓ is positivity improving and hence the same property follows for e −t(−∆ ℓ ) s from the subordination formula (C.21). Finally, we conclude that e −tH ℓ with H = (−∆ ℓ ) s + V is positivity improving by a perturbation argument based on the Trotter product formula. We omit the standard details of this procedure. See [34] .
Lemma C.7. Let N 2 and ℓ ′ > ℓ 0. Then we have strict inequality H ℓ ′ > H ℓ in the sense of quadratic forms. In particular, if E ℓ ′ = inf σ(H ℓ ′ ) and E ℓ = inf σ(H ℓ ) are eigenvalues, then E ℓ ′ > E ℓ .
Remark C.1. The inequality A > B means that Q(A) ⊂ Q(B) and (φ, Aφ) > (φ, Bφ) for all φ ∈ Q(A) with φ ≡ 0. Here Q(A) and Q(B) denote the quadratic form domains of A and B, respectively.
Proof. Assume that ℓ ′ > ℓ 0. We note the strict inequality −∆ ℓ ′ > −∆ ℓ > 0 in the sense of quadratic forms, which follows from −∆ (ℓ ′ ) − (−∆ (ℓ) ) = δ/r 2 > 0 with some δ = δ(ℓ ′ , ℓ) > 0 if ℓ ′ > ℓ. Next, for 0 < s < 1 and x > 0, we recall the classical formula with the notation used in Section 7. We have that Q ′ (r) 0, since Q(r) is monotone decreasing. By Lemma C.6, we conclude that Q ′ (r) is (up to a sign) the unique ground state of L +,1 . Therefore, we have that either Q ′ (r) < 0 or Q ′ (r) > 0 for r > 0, where the first possibility is clearly ruled out. Hence Q ′ (r) > 0 for all r > 0, which shows that Q(r) is strictly decreasing.
To show that Q ∈ H 2s+1 (R N ) holds, we can simply follow the arguments in [19] where the case N = 1 is considered. The smoothness Q ∈ C ∞ in R N follows from localizing the equation (3.1) on any open ball B R of fixed radius R > 0. By the strict positivity Q = Q(x − x 0 ) > 0, we see that f : B R → R with f (x) = Q α+1 (x) is a smooth function (with bounds depending on R > 0). A bootstrap argument shows that Q ∈ C ∞ on any ball B R .
Finally, we prove the lower and upper pointwise bounds for Q stated in Proposition 3.1. First, we claim that Q ∈ L ∞ . (This is obvious if s > N/2 by Sobolev embedding.) Indeed, this follows from the L p -properties for the resolvent kernel in Lemma C.1 (ii). Using Young's inequality, we can iterate the identity Q = ((−∆) s + 1) −1 Q α+1 finitely many times to conclude that Q ∈ L ∞ holds. Next, by Proposition B.1, we find that Q ∈ C 0,β for any β < 2s. Since Q ∈ L 2 , this shows that Q vanishes at infinity. Now we note that HQ = −Q with H = (−∆) s + V with V = −Q α ∈ L ∞ and V → 0 as |x| → +∞. Hence we can apply Lemma C.2 to find the upper bound Q(x) C x −N −2s . Moreover, by modifying the arguments in the proof of Lemma C.2 and using that Q(x) > 0 is positive, we also obtain the lower bound Q(x) C x −N −2s .
