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The maximum principle in forcing and the axiom of choice
Arnold W. Miller 1
Abstract
In this paper we prove that the maximum principle in forcing is
equivalent to the axiom of choice. We also look at some specific
partial orders in the basic Cohen model.
Lately we have been thinking about forcing over models of set theory
which do not satisfy the axiom of choice (see Miller [7, 8]). One of the first
uses of the axiom of choice in forcing is:
Maximum Principle
p  ∃x θ(x) iff there exists a name τ p  θ(τ).
Recall some definitions. For a partial order P = (P,E) and p, q ∈ P we
say that p and q are compatible iff there exists an r ∈ P with rEp and rE q.
Otherwise p and q are incompatible. A subset A ⊆ P is an antichain iff any
two distinct elements of A are incompatible. It is maximal iff every p ∈ P is
compatible with some q ∈ A.
The standard definition of p  ∃x θ(x) is given by:
p  ∃x θ(x) iff ∀q E p ∃r E q ∃τ r θ(τ)
here p, q, r range over P and τ is a P-name. The usual proof of the maximum
principle is to choose a maximal antichain A beneath p of such r and then
choose names (τr : r ∈ A) such that r θ(τr) for each r ∈ A. Finally name
τ is constructed from (τr : r ∈ A) in an argument which does not use the
axiom of choice. For details the reader is referred to Kunen [6] page 226, who
calls it the Maximal Principle.
Shelah [10] and Bartosyznski-Judah [1] refer to the maximum principle as
the “Existential Completeness Lemma”. Takeuti-Zaring [12] use “Maximum
Principle” to title their Chapter 16.
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Jech [5] uses boolean valued models to do forcing proofs. He refers to
the boolean algebra version of the maximum principle as: “V B is full” , see
Lemma 14.19 p.211. He notes that this is the only place in his chapter where
the axiom of choice is used.
We don’t know if anyone has ever wondered if the axiom of choice is nec-
essary to prove the maximum principle. First note that the axiom of choice
is needed to give the first step of the proof: Finding a maximal antichain.
Theorem 1 The axiom of choice is equivalent to the statement that every
partial order contains a maximal antichain.
Proof
Let (Xi : i ∈ I) be any family of nonempty pairwise disjoint sets. Let
P =
⋃
i∈I
ω ×Xi
strictly ordered by: (n, x)⊳ (m, y) iff n > m and ∃i ∈ I x, y ∈ Xi.
Note that any maximal antichain must consist of picking exactly one
element out of each ω ×Xi. Hence we get a choice function.
QED
The partial order used here is trivial in the forcing sense. What happens
if we only consider partial orders in which every condition has at least two
incompatible extensions?
In the literature on the axiom of choice there is a property called the
Antichain Property (A). However, it is antichain in the sense of pairwise
incomparable not pairwise incompatible. The property (A) states that every
partial order contains a maximal subset A of pairwise incomparable elements
(i.e. for all p, q ∈ A if pE q, then p = q).
In ZF property (A) is equivalent to the axiom of choice (but unlike Theo-
rem 1) property (A) is strictly weaker in set theory with atoms, i.e., it holds
in some Fraenkel-Mostowski permutation model in which the axiom of choice
is false. These two results are due to H.Rubin [9] and Felgner-Jech [3]. See
Chapter 9 of Jech [4].
Theorem 2 The axiom of choice is equivalent to the maximum principle.
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Proof
Let (Xi : i ∈ I) be any family of nonempty pairwise disjoint sets. Let
P = I ∪ {1} strictly ordered by i ⊳ 1 for each i ∈ I and the elements of
I pairwise incomparable. As usual the standard names for elements of the
ground model are defined by induction
xˇ = {(1, yˇ) : y ∈ x}
and
◦
G= {(p, pˇ) : p ∈ P}
is a name for the generic filter.
Then
1 ∃x( ∃i ∈ Iˇ∩
◦
G x ∈ Xˇi)
which we may write as:
1 ∃xθ(x).
Applying the maximum principle, there exists P-name τ such that
1 θ(τ).
Then for each i ∈ I we would have to have a unique xi ∈ Xi such that
i τ = xˇi.
This gives us a choice function.
QED
This partial order is also trivial from the forcing point of view. A non-
trivial partial order which works is
P = (I × 2<ω) ∪ {1}
which is forcing equivalent to 2<ω. In either of these examples one can
show (without using the axiom of choice) that every dense subset contains a
maximal antichain. Hence we can think of them as showing that the second
use of the axiom of choice in the proof of the maximum principle, the choosing
of names, is also equivalent to the axiom of choice.
Note that the maximum principle holds for the suborder I ⊆ P. So
the maximum principle could fail for a partial order but hold for a dense
suborder.
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What can be proved without the axiom of choice in the ground model?
For example, if a partial order can be well-ordered in type κ and choice holds
for families of size κ, then the usual proof of the maximal principle goes thru.
We note a special case for which the maximum principle holds.
Proposition 3 (ZF) Suppose κ is an ordinal and
p ∃α < κˇ θ(α)
then there exists a name τ such that
p θ(τ)
Proof
Take τ to be a name for the least ordinal satisfying θ:
τ = {(q, βˇ) : q E p and ∀γ ≤ β q  ¬ θ(γˇ)}.
QED
Basic Cohen model
The Basic Cohen modelN for the negation of the axiom of choice is described
in Cohen [2] and Jech [4]. It is the analogue of Fraenkel’s 1922 permutation
model.
One could2 ask: In N which partial orders have the maximum principle?
Definition 4 Given infinite sets I and J let Inj(I, J) be the partial order
of finite injective maps from I to J , i.e., r ∈ Inj(I, J) iff r ⊆ I × J is finite
and u, v) It is ordered by reverse inclusion: r1 E r2 iff r1 ⊇ r2.
Recall that in N the failure of the countable axiom of choice is witnessed
by an infinite Dedekind finite X ⊆ P(ω). We consider the following three
partial orders: Inj(ω, ω), Inj(X,X), and Inj(ω,X).
We show that the maximum principle holds for one of these partial orders
and fails for the other two. The easiest case is Inj(ω, ω). The following
lemma takes care of it.
2Since this model is the original and simplest model in which the axiom of choice fails,
we think it is interesting to study its properties just for its own sake.
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Lemma 5 Suppose that the countable axiom of choice fails and P is a non-
trivial partial order which can be well-ordered. Then P fails to satisfy the
maximum principle.
Proof
By nontrivial we mean that every condition has at least two incompatible
extensions. Hence we can find 〈pn ∈ P : n ∈ ω〉 such that pn and pm
are incompatible whenever n 6= m. Suppose {Xn : n ∈ ω} is a family of
nonempty sets without a choice function. Note that
1 ∃x ∀n ∈ ωˇ (pˇn ∈
◦
G→ x ∈ Xˇn).
We claim that this is a witness for the failure of the maximum principle.
Suppose not and let τ be P-name for which
1 ∀n ∈ ωˇ (pˇn ∈
◦
G→ τ ∈ Xˇn).
Since P can be well-ordered, we may choose for each n a qn E pn and
xn ∈ Xn such that
qn τ = xˇn.
But this would give a choice function for the family {Xn : n ∈ ω}.
QED
Theorem 6 In N the maximum principle fails for Inj(ω, ω).
Proof
This follows from the Lemma, since Inj(ω, ω) is well-orderable and nontriv-
ial, and the countable axiom of choice fails in N .
QED
Of course, there are many partial orders for which this applies. We choose
to highlight Inj(ω, ω) because it is simple and superficially similar to the
other two partial orders P0 = Inj(X,X) and P1 = Inj(ω,X).
Theorem 7 In N the maximum principle fails for P0 = Inj(X,X).
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Proof
We start with a description of N . Fix M a countable standard transitive
model of ZFC.
Working in M let P = Fn(ω × ω, 2, ω) be the poset of finite partial
functions, i.e., p ∈ P iff p : D → 2 for some finite D ⊆ ω × ω.
Each bijection p˜i : ω → ω induces an automorphism pi : P → P defined
by: Given p : D → 2 then pi(p) : E → 2 where E = {(p˜i(i), j) : (i, j) ∈ D}
and pi(p)(p˜i(i), j) = p(i, j) for each (i, j) ∈ D.
Let G be the group of automorphisms of P generated by {pii,j : i < j < ω}
where p˜ii,j : ω → ω is the bijection which swaps i and j.
The normal filter F is generated by the subgroups {Hn : n < ω}
where Hn = {pi ∈ G : p˜i ↾ n = id}. For G P-generic over M , we let N
with M ⊆ N ⊆ M [G] be the symmetric model determined by (G,G,F), so
M ⊆ N ⊆ M [G]. The model N is the Basic Cohen model for the negation
of the axiom of choice. In M [G] we define
xn = {k < ω : ∃p ∈ G p(n, k) = 1} and X = {xn : n < ω}.
The set X is in N and N thinks it is Dedekind finite, so no enumeration
of it is there. Recall that in N we define the poset P0 = Inj(X,X) to be
the set of all finite partial one-to-one maps from X to X . If G0 is P0-generic
over N , then
⋃
G0 will be the graph of a bijection from X to X .
In both posets P and P0 the trivial condition is the empty set, i.e., 1 = ∅
and a universal name for the empty set is also the empty set. The standard
names for elements of the ground model are defined by induction as xˇ =
{(1, yˇ) : y ∈ x}. The names for unordered and ordered pairs are
{τ1, τ2}
◦ = {(1, τ1), (1, τ2)} and (τ1, τ2)
◦ = {(1, {τ1}
◦), (1, {τ1, τ2}
◦)}.
Working in N let
Γ = {(r, rˇ) : r ∈ P0}
be the usual name for G0, the P0-generic filter over N .
Working in M let
◦
Γ be a hereditarily symmetric P-name3 for Γ. Let
◦
P0
be a hereditarily symmetric name for P0. Let
◦
xn= {(p, kˇ) : p ∈ P and p(n, k) = 1}.
3Yes, that’s right, the name of a name.
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For each n let
◦
xˇn= {(p, (1,
ˇˇk)◦) : p(n, k) = 1}.
This will be a P-name for xˇn the standard P0-name for xn. This means that
if G is P-generic over M then
◦
xˇ
G
n= xˇn, i.e, the standard name of xn not xn.
Note that if p˜i maps column m to column m′, then
pi(
◦
xm) =
◦
xm′ and pi(
◦
xˇm) =
◦
xˇm′ .
For σ ∈ Inj(ω, ω) (the graph of a finite injection) define
◦
rσ= {(1, (
◦
xi,
◦
xj)
◦) : (i, j) ∈ σ}.
Note that for any p ∈ P and P-name r if p r ∈
◦
P0, then there exists q ≤ p
and σ ∈ Inj(ω, ω) such that q r =
◦
rσ.
Back working in N note that
1 P0∃u (∃v u 6= v and ∃r ∈ Γ (u, v) ∈ r)
write this as
1 P0∃u θ(u,Γ).
We claim that there does not exists a P0-name τ in N such that
N |= “ 1 P0θ(τ,Γ) ”
and hence the maximal principle fails. Suppose not and let
◦
τ be a hereditarily
symmetric P-name for τ .
Take p ∈ G such that
p 
◦
N|= 1  ◦
P0
θ(
◦
τ ,
◦
Γ).
Working in M choose n so that dom(p) ⊆ n × ω and for every pi ∈ Hn
pi(
◦
τ) =
◦
τ and pi(
◦
P0) =
◦
P0.
Working in N let ridn = {(xi, xi) : i < n}. We can find r ≤ ridn and xˇm
such that
r τ = xˇm.
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Note that N will not know which subscript goes with which element of X
but we know that m ≥ n.
Working back in M find q ≤ p and σ ∈ Inj(ω, ω) with σ ⊇ idn such that
q 
◦
N|=
◦
rσ ◦
P0
◦
τ=
◦
xˇm
We write this as:
q ψ(
◦
N ,
◦
rσ,
◦
P0,
◦
τ ,
◦
xˇm)
Now take N > n with dom(q) ⊆ N × ω, n ≤ m < N , and σ ⊆ N × N .
Let pi ∈ G be determined by the bijection p˜i : ω → ω given by swapping the
interval of columns [n,N) with [n+N, 2N), i.e., swap k and N + k for each
k with n ≤ k < N . Note that the corresponding automorphism pi of P has
the property pi(
◦
xˇm) =
◦
xˇm+N . Let
σ′ = idn ∪ {(i+N, j +N) : (i, j) ∈ σ and i, j ≥ n}
and note that pi(
◦
rσ) =
◦
rσ′ . Since pi ∈ Hn it fixes
◦
P0 and
◦
τ so
pi(q) ψ(
◦
N ,
◦
rσ′ ,
◦
P0,
◦
τ ,
◦
xˇm+N ).
But q and pi(q) are compatible so we may find G which is P-generic over
M containing them both. In the model corresponding model N we will get
that
rσ τ = xˇm and rσ′ τ = xˇm+N
but this is a contradiction because rσ and rσ′ are compatible.
QED
Example 8 Recall that Fn(I, J, ω) is the partial order of finite maps from
I to J , i.e. r ⊆ I × J is finite and (u, v) ∈ r and (u, w) ∈ r implies v = w.
Some other posets in N for which the maximum principle fails and for which
some variant of the above argument works are:
1. Fn(X, 2, ω) ∃u (∃r ∈ Γ (u, 0) ∈ r)
2. Fn(X,ω, ω) ∃u (∃r ∈ Γ (u, 0) ∈ r)
A.Miller Maximum Principle 9
3. Fn(X,X, ω) ∃u (∃r ∈ Γ (u, x0) ∈ r)
Proofs are left for the reader. Finally we show that in N the maximum
principle holds for P1 = Inj(ω,X). Recall that this is the partial order of
the finite one-to-one maps from ω into X . The key to the proof is Lemma
11, but first we note some preliminary lemmas.
Define H∞n to be the subgroup of automorphisms of P which are deter-
mined by bijections p˜i : ω → ω which are the identity on n ,i.e., p˜i(i) = i for
all i < n. Hence Hn is G ∩ H∞n . The elements of H
∞
n do not have to be in
the ground model M or even M [G].
Lemma 9 Suppose k > n and pi ∈ H∞n then there exists pi1 ∈ Hn and
pi2 ∈ H∞k such that pi = pi1 ◦ pi2.
Proof
Consider any orbit of p˜i which contains at least one of the j < k. If it is
finite, we set p˜i1 = p˜i on it and put p˜i2 to be the identity. If it is an infinite
orbit, write it as {am : m ∈ Z} where p˜i(am) = am+1. Since there are only
finitely many ai with 0 ≤ ai < k, we may renumber them so that for some
N any ai with 0 ≤ ai < k is in the set a1, . . . , aN−1. On this orbit define p˜i1
to shift the list a1, a2, . . . , aN up one and send the last to the beginning, i.e.,
p˜i1(ai) = ai+1 for 1 ≤ i < N and p˜i1(aN) = a1. Define p˜i2 to shift the Z-chain:
. . . , a−2, a−1, a0, aN , aN+1, . . .
i.e., p˜i2(aj) = aj+1 except when j = 0 and then p˜i2(a0) = aN .
QED
Lemma 10 For any hereditarily symmetric P-name τ , if every pi ∈ Hn fixes
τ , i.e., pi(τ) = τ , then every pi ∈ H∞n fixes τ .
Proof
This is proved by induction on the rank of τ . Suppose that pi ∈ H∞n and
(p, σ) ∈ τ . Choose k > n so that dom(p) ⊆ k×ω and Hk fixes σ. By Lemma
9 there exists pi1 ∈ Hn and pi2 ∈ H∞k such that pi = pi1 ◦ pi2. It follows that
(pi(p), pi(σ)) = (pi1(p), pi1(σ)) since p˜i2 is that identity on k, so pi2(p) = p,
and since by induction on rank pi2(σ) = σ. Since pi1 fixes τ we have that
(pi(p), pi(σ)) ∈ τ . It follows that pi(τ) ⊆ τ . Applying the same argument to
pi−1 shows that pi−1(τ) ⊆ τ and therefore τ ⊆ pi(τ) and so pi(τ) = τ .
QED
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Lemma 11 Suppose G is P-generic over M and N = NG is the symmetric
inner model with M ⊆ N ⊆ M [G]. Working in M [G] define
xi = {j ∈ ω : ∃p ∈ G p(i, j) = 1}
and let
G1 = {r ∈ P1 : ∀i ∈ dom(r) r(i) = xi}.
Then G1 is P1-generic over N and N [G1] =M [G].
Conversely, if G˜1 is P1-generic over N , then
G˜ = {s ∈ P : ∀(i, j) ∈ dom(s) [s(i, j) = 1 iff ∃p ∈ G˜1 j ∈ p(i)]}
is P-generic over M and N = NG˜.
Proof
First we see that G1 is P1-generic over N . In this proof we will use rσ ∈ P1
for σ ∈ Inj(ω, ω) to refer to the condition satisfying rσ(i) = xσ(i) for each
i ∈ dom(σ).
Working in M suppose that
◦
D is a symmetric name and s ∈ P satisfies:
s 
◦
D ⊆
◦
P1 is dense open.
Choose n so that every pi in Hn fixes
◦
D and dom(s) ⊆ n× ω. Choose tE s,
m > n, and a one-to-one σ : m→ ω such that σ ⊇ idn and
t 
◦
rσ∈
◦
D
where
◦
rσ= {(jˇ,
◦
xσ(j))
◦ : j < m}.
Let pi ∈ Hn be an automorphism for which p˜i(σ(j)) = j for every j < m. It
follows that
pi(
◦
rσ) =
◦
ridm
and
pi(t) 
◦
ridm∈
◦
D .
Since pi(t) E s and s and D were arbitrary it follows that G1 meets every
dense subset of P1 in N .
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Since M [G] is the smallest model of ZF containing G and including M
we have that M [G] ⊆ N [G1]. The other inclusion follows since G1 is easily
definable from G.
Next we prove the “Conversely” statement. Suppose that D ⊆ P is dense
and in M . We must show it meets G˜.
Working in N for s ∈ P and q ∈ P1 define s ⊑ q as follows: For any
(i, j) ∈ dom(s) we have that i ∈ dom(q) and (s(i, j) = 1 iff j ∈ q(i)).
We claim that
E = {q ∈ P1 : ∃s ∈ D s ⊑ q}
is dense in P1. Since E is in N we have that E meets G˜1. It follows that D
meets G˜.
To prove E is dense work in M [G]. Fix p ∈ P1. Take pi ∈ G so that
p(i) = xp˜i(i) for each i ∈ dom(p). Since D is dense, so is pi
−1(D). Take
s ∈ G ∩ pi−1(D). Then pi(s) ∈ D and if s0 = s ↾ dom(p), then s0 ⊑ p. By
genericity it is easy to find q E p with pi(s) ⊑ q.
Finally, we show NG = NG˜. Let p˜i : ω → ω be the bijection defined by
p˜i(i) = j iff ∃p ∈ G1 with p(i) = xj . Then pi ∈ H∞0 . Note also that G˜ = pi(G).
It is a standard fact that the hereditarily symmetric P-names in M are
closed under G. Combining Lemmas 9 and 10 gives that the same is true for
any pi ∈ H∞0 . To see this, suppose τ is fixed by Hn. Decompose pi = pi1 ◦ pi2
with pi2 ∈ H
∞
n and pi1 ∈ G. Then pi(τ) = pi1(τ).
Note that we have that
τG = pi(τ)pi(G) = pi1(τ)
G˜
and hence NG ⊆ NG˜. Similarly NG˜ ⊆ NG so they are equal.
QED
Theorem 12 In N the partial order P1 = Inj(ω,X) satisfies the maximum
principle.
Proof
Let (P−names)M be the class4 of P-names in M .
4 This may be assumed to be a definable class in M [G] and in N . It is easy to see
this would be true if we make the additional assumption that M is a model of V = L.
In general one can make it true by adding a unary predicate for M to the models. See
Solovay [11] p.5-6.
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Working in N define a mapping which takes (P−names)M to P1-names
as follows:
τˆ = {(q, σˆ) : ∃r (r, σ) ∈ τ and r ⊑ q}.
The relation ⊑ is defined in the proof of Lemma 11. It then follows that
τˆ G˜1 = τ G˜
for any G˜1 which is P1-generic over N and G˜ defined from it as in Lemma
11.
In N suppose that
p0 P1 ∃x θ(x).
For any G˜1 P1-generic over N with p0 in G˜1, we know that
N [G˜1] |= ∃x θ(x)
by the definition of forcing. By the key Lemma 11, N [G˜1] = M [G˜] and so
for some τ in (P−names)M
M [G˜] |= θ(τ G˜)
and so
N [G˜1] |= θ(τˆ
G˜1).
It follows that in N
∀q E p0 ∃r E q ∃τ ∈ (P−names)
M r P1 θ(τˆ).
By using the replacement axiom in N and the axiom of choice in M we can
find 〈τα : α < κ〉 ∈M ⊆ N such that in N :
∀q E p0 ∃r E q ∃α < κ r P1 θ(τˆα).
But this existential quantifier is essentially over an ordinal, so by a proof
similar to Proposition 3 we can find a name τ such that
p0 θ(τ)
and the maximum principle is proved.
Working in N the name τ can be found as follows. Let
ρ = {(q, τˆα) : q E p0, q θ(τˆα), and ∀β < α q  ¬θ(τˆβ)}.
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Then ρ is the name of a singleton {u} where u satisfies θ. As in the usual
proof of the maximum principle, to remove the enclosing braces note that
u = ∪{u}, so letting
τ = ∪◦ρ = {(q3, σ2) : ∃(q1, σ1) ∈ ρ ∃q2 (q2, σ2) ∈ σ1 q3 E q1, q2}
does the job.
QED
References
[1] Bartoszyn´ski, Tomek; Judah, Haim; Set theory. On the structure of
the real line. A K Peters, Ltd., Wellesley, MA, 1995. xii+546 pp. ISBN:
1-56881-044-X
[2] Cohen, Paul J.; Set theory and the continuum hypothesis. W. A.
Benjamin, Inc., New York-Amsterdam 1966 vi+154 pp.
[3] Felgner, Ulrich; Jech, Thomas J.; Variants of the axiom of choice in set
theory with atoms. Fund. Math. 79 (1973), no. 1, 79-85.
[4] Jech, Thomas J.; The axiom of choice. Studies in Logic and the
Foundations of Mathematics, Vol. 75. North-Holland Publishing Co.,
Amsterdam-London; American Elsevier Publishing Co., Inc., New York,
1973. xi+202 pp.
[5] Jech, Thomas; Set theory. The third millennium edition, revised
and expanded. Springer Monographs in Mathematics. Springer-Verlag,
Berlin, 2003. xiv+769 pp. ISBN: 3-540-44085-2
[6] Kunen, Kenneth; Set theory. An introduction to independence proofs.
Reprint of the 1980 original. Studies in Logic and the Foundations of
Mathematics, 102. North-Holland Publishing Co., Amsterdam, 1983.
xvi+313 pp. ISBN: 0-444-86839-9
[7] Miller, Arnold W.; Long Borel hierarchies, Math Logic Quarterly,
54(2008), 301-316.
[8] Miller, Arnold W.; A Dedekind finite Borel set. Arch. Math. Logic 50
(2011), no. 1-2, 1-17.
A.Miller Maximum Principle 14
[9] Rubin, H.; Two propositions equivalent to the axiom of choice only
under both the axioms of extensionality and regularity, Abstract. Notices
of the American Mathematical Society, (7) 1960 p. 381.
[10] Shelah, Saharon; Proper and improper forcing. Second edition.
Perspectives in Mathematical Logic. Springer-Verlag, Berlin, 1998.
xlviii+1020 pp. ISBN: 3-540-51700-6
[11] Solovay, Robert M.; A model of set-theory in which every set of reals is
Lebesgue measurable. Ann. of Math. (2) 92 1970 1-56.
[12] Takeuti, Gaisi; Zaring, Wilson M.; Axiomatic set theory. With a
problem list by Paul E. Cohen. Graduate Texts in Mathematics, Vol. 8.
Springer-Verlag, New York-Berlin, 1973. vii+238 pp.
Arnold W. Miller
miller@math.wisc.edu
http://www.math.wisc.edu/∼miller
University of Wisconsin-Madison
Department of Mathematics, Van Vleck Hall
480 Lincoln Drive
Madison, Wisconsin 53706-1388
