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ABSTRACT
In this dissertation, we propose a novel method for customizing an assistive
interface on the basis of user dexterity for human-robot interaction (HRI).
Customizing the assistive HRI interface, in practice, is a challenging problem
due to the variety of user's task-performance and task-performing character-
istics. For this reason, we develop a method to assist a user with strategies
of a high-performer who has the most similar task-performing characteristics
to the user. From the experiment evaluating user's task performance, we
observed that our method indeed enhanced the user's performance in terms
of task-completion time and the average velocity during the task.
The backbone of our approach is based on setting virtual xture parame-
ters to yield the assistive control and perceptual (haptic and visual) feedbacks
which are customized for a specic user. First, we model a user as a cost
function using the techniques from inverse optimal control (IOC). With the
underlying assumption { human users are optimizing a cost function while
performing a given task { we infer the unknown parameters of the cost func-
tion from observing the user demonstration. Next, we dene three features
that characterize the user's task-performing characteristics as the balances
of the inferred parameter vectors, and classify the user based on the closest
high-performer in feature space. Finally, we set the virtual xture parame-
ters according to the user's task-performance, class, and features to provide
the user the customized guidance with the high-performer's strategies.
We carry out human subject experiments to evaluate the user performance
in the presence of various assistance modes. The results from the experiments
show that the customized virtual xturing with haptic feedback outperforms
the other types of \virtual xturing and feedback" combinations, and depicts
the enhancement of both high- and low-performing users' performance as
well. Hence, we conclude that our approach is an eective way to improve
the user task performance.
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CHAPTER 1
INTRODUCTION
In this dissertation, we present a method for designing an assistive human-
robot interaction (HRI) interface that provides a customized level of assis-
tance with haptic and visual feedback based on the user dexterity with a
given task. Before discussing our work in theoretical detail in later chap-
ters, we address the general motivation for working on this research and the
description of the chosen approach.
1.1 Why Develop an Assistive HRI Interface that
Provides the Customized Assistance Based on User
Dexterity?
Assistive interfaces are currently prevalent in various applications due to their
unique characteristics of constraining/regulating user-driven control input,
giving more freedom to the users' control [1]. An assistive interface (together
with sensory feedback devices) is known to improve user task-performance,
including telerobotic tasks [2], steering tasks [3, 4], a robot-assisted manipu-
lation [5, 6], assistive medical devices and telesurgery [7{10], and so on. In
the design of assistive interface, setting the proper level of assistance or con-
straint is a crucial factor that aects on the user's task performance [11,12].
While excessive assistance for a skilled user would slow down task completion,
a lack of assistance for a novice user may cause a task failure.
The various applications of assistive interfaces exist for a wide range of
applications, however user's dexterity is rarely considered; the user is typ-
ically assumed to be skilled and familiar to the interface. Even for skilled
users, e.g., skilled drivers or pilots, their task-performance can vary due to
distraction by fatigue, boredom from tedious scenic views, or possible sub-
stance abuse. The user's task-performance, on the other hand, is determined
1
by a strategy (so called know-how or expertise) to complete a given task.
Therefore, the development in this dissertation focuses on customizing the
level of assistance based on the user's task-performance, as well as on guid-
ing a low-performing user with a high-performing user's strategy. This can
be a contribution in both design frameworks and approaches in the eld of
assistive interface.
Although the discussion of this dissertation is focused on specic target ap-
plication in which a human user teleoperates a mobile robot by a haptic input
device while monitoring with a visual display, the approaches and frameworks
through the dissertation can be used for customizing/adjusting/tuning pa-
rameters of generic assistive system, especially for systems that need to be
customized based on user dexterity and task-performing strategy.
1.2 Challenges in Assistive HRI Interface Design and
Customization
Customized assistive HRI interface design is a challenging problem, in prac-
tice, due to the following issues.
 First of all, we should determine a way of blending a human user's
intention with machine assistance under various circumstances in
which the human user and the machine need to cooperate. Especially,
we aim at an assistive interface that never takes control away from the
human user. In other words, system control is not switched completely
to a machine, but the machine provides guidance to the human user.
Therefore, control blending should adjust or modify the balance be-
tween the user's intention and the machine assistance under various
circumstances.
 Second, the developed assistive interface should be able to cope with
a range of user dexterity (task performance) and task-perfor-
ming characteristics. The assistive interface should provide the right
amount level of assistance, as an excessive level of assistance for a high-
performing user would slow down task completion. In contrast, we can
expect that a lack of constraint for a low-performing user may lead to a
2
task failure. Consequently, the assistive interface should provide assis-
tance which is adequate to not only support the human user, but also
refrain from deteriorating the performance based on the user dexterity
and task-performing characteristics.
 Third, the denition and the quantication of the user's task-
performing characteristics should precede the customization of the
level of assistance. Specically, the quantication allows us to de-
ne a metric for classifying the users into groups wherein their task-
performing strategies are akin to each other. Furthermore, we can
investigate the relationship between the group of specic characteris-
tics and task-performance, or the task-performance in between users in
the same group.
 Lastly, it is normally dicult to dene an explicit relationship
between the user's task-performing characteristics and task
performance, e.g., a relationship dened by one-to-one continuous
mapping. This is due to the existence of multiple task-performing
strategies which might result in approximately identical task perfor-
mance. Thus, we need to nd a way to help the users whose task
performance is identical, but whose task-performing characteristics are
dierent.
1.3 Our Approach to Solve the Assistance
Customizing Problem
To overcome the challenges addressed in Section 1.2, our approach employs
a virtual xture of which parameters and a spine are customized based on a
user dexterity and task-performing characteristics, respectively. Specically,
we dene the width, the minimum of active constraint, and the corresponding
intensity of the virtual xture as functions of the user dexterity. The spine
of the virtual xture is chosen based on a high-performer to whom the user's
task-performing characteristics are closest.1
1The high-performer means that a person who has expertise, in both a manual control
skill and strategic knowledge to complete a given task.
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To achieve the parameter customization of the virtual xture and the
choice of its spine, our approach quanties three features of the user's task-
performing characteristics using techniques from inverse optimal control.
This quantication allows us to associate a user to a sample point in the
dened feature space, and also tells us the dierence between the user's task-
performing characteristics.
Our approach provides two kinds of perceptual feedback, haptic and visual
feedback, which are customized as well. A user feels a guiding force when
using the haptic input device, and a visual display adjusts the size of working
eld of view. The purpose of providing the customized perceptual feedback
is to release the user from the pressure of applying the ner control, and
to help him/her to be aware of the environmental condition as well as the
quality of control.
1.4 Summary of Contributions
1. We develop an assistive HRI interface to provide customized assistance
and perceptual feedback based on user dexterity. This development
advances the state of the art in the problem of developing assistive
interfaces by considering assistance customization.
2. We present an approach for modeling user task-performing characteris-
tics using techniques from inverse optimal control. The outcome from
this approach allows to represent a user as a sample point in the dened
feature space.
3. We propose a method to classify a user based on a high-performer to
whom the user has the most similar task-performing strategies. This
classication result is utilized to customize the level of assistance that
guides the user by the high-performer's strategy.
4. We experimentally evaluate the human subject's performance with our
HRI interface to substantiate a set of hypotheses about the eectiveness
of our approach. These evaluations and hypothesis substantiations also
advance the state of the art in perspective of psycho-motor ndings.
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1.5 Dissertation Outline
Chapter 2 provides the background related to this research project. We
present established approaches, and introduce virtual xtures, assistive/coo-
perative control, inverse optimal control, and bilateral teleoperation as key
concepts and utilities for our design approach.
In Chapter 3, we present our approach to designing an assistive human-
robot interaction interface. We adopt the specic application in which a
human user controls a mobile robot by a haptic input device while monitoring
the environment with a visual display. This chapter begins by describing
the developed assistive HRI interface platform in Section 3.1. Specially, we
present the concepts of assistive control and perceptual feedback control in
Section 3.1.2. Then, we introduce our system modeling approach from entire
system model to subsystem model using a top-down approach in Section 3.2.
Section 3.3 explains the role of assistive control. We also discuss a guiding
force that is blended with a control input to assist a user's control, and
utilized as a resource to provide haptic feedback. We discuss the stability
condition for our HRI interface in Section 3.4.
Chapter 4 begins by introducing inverse optimal control (IOC) and its ap-
plication in Section 4.1. We then formally describe the IOC problem state-
ment, step-by-step derivation, and applied numerical method in Section 4.2.
Section 4.3 also describes an experimental setup and procedure to obtain
user-demonstrated data. These descriptions work as a prerequisite to dene
features for modeling user's task-performing characteristics in Section 4.4.
Finally, Section 4.5 discusses a classication method that classies the users
into the classes wherein the user's task-performing characteristics are akin to
each other.
Chapter 5 presents a method for customizing a virtual xture and haptic
feedback. This chapter mainly focuses on describing how we can utilize the
classication result from Section 4.5 to customize the level of assistance for
the users of various dexterities. We begin in Section 5.1 by introducing the
meaning of soft assistance, rm assistance, and the amount of attenuation.
Then, we show that the attenuation term in the original control force can be
regarded as a guiding force in Section 5.2. As the magnitude and direction
of the guiding force are determined by a virtual xture setting, we discuss
our approach to customizing virtual xture parameters based on the user's
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dexterity in Section 5.3.
We discuss an approach to customizing visual feedback in Chapter 6.
We begin by introducing terminologies related to psychology-engineering re-
search: steering law, the index of diculty, and the index of performance in
Section 6.1. In Section 6.2, we discuss the eect of increasing zoom level on
the user's task-completion time and screen velocity in WFoV. Based on the
examination and existing psycho-motor ndings, our assistive HRI system
also modies visual feedback by adjusting the zoom level as dened in Sec-
tion 6.3.1. Accordingly, Section 6.3.2 presents an approach to customizing
visual feedback based on the user's performance.
In Chapter 7, we evaluate user task performance with the developed as-
sistive HRI interface. We rst introduce the experimental apparatus and
protocol, and formulate hypotheses in Section 7.1. Then, in Section 7.2 we
present the resulting evaluation data in terms of task-completion time, av-
erage velocity during the task, and enhancement in both task-completion
time and average velocity according to various assistance modes. We further
investigate the evaluation data to nd a relationship between the assistance
modes and the performance enhancement of the user with dierent skill levels
in Section 7.3. Specically, we test three hypothetical questions, and com-
pare our assistance customization approach to the other types to validate the
eectiveness in Section 7.3.1.
Finally, Chapter 8 concludes this dissertation by providing a discussion of
the outlined work, and suggesting future directions of this research.
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CHAPTER 2
BACKGROUND RELATED TO OUR
DESIGN APPROACH
In this chapter, we present and discuss the background related to this re-
search project. Organizationally, the purpose of this chapter is to present
established approaches, and introduce key concepts and utilities for our de-
sign approach. Specically, a virtual xture, assistive/cooperative control,
inverse optimal control, and bilateral teleoperation will be discussed through-
out the chapter.
The rst half of this chapter is related to approaches to implementing
and providing assistance to a human user. In Section 2.1, we introduce a
denition and historical remarks of a virtual xture. We then present a
virtual xture and an implementation approach, and further discuss the ex-
isting applications in telemanipulation tasks. In Section 2.2, we introduce
basic concepts for assistive/cooperative system and review well-known estab-
lished approaches to implementing assistive control schemes by presenting
existing-applications in various elds. We also discuss the eects on a user's
task-performance of providing feedback as assistance in the later part of the
section.
The second half of the chapter introduces tools which will be used to
model a user's task-performing characteristics, and to guarantee the devel-
oped system's stability. We discuss an inverse optimal control problem and
formulation with the specic example of a quadratic regulator in Section 2.3.
Applied numerical methods that will be used to solve the inverse optimal
control problem in this dissertation are described as well. In Section 2.4, we
present various representations of bilateral teleoperation system architectures
from specic to general cases. Then, we discuss the special case of bilateral
teleoperation that can be regarded as a typical feedback controller with a
desired reference input under specic conditions. We also introduce various
examples and techniques to analyze the stability of bilateral teleoperation
system.
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Lastly, we conclude the chapter with further resources.
2.1 Virtual Fixture as an Approach to Implementing
Assistive Control
In this section, we provide a denition and historical remarks, describe a
guidance Virtual Fixture, and discuss the eect of virtual xturing in tele-
manipulation tasks on a user's performance.
2.1.1 Denition and Historical Remarks
A virtual xture (also known as an active constraint) is a software-generated
user-control constraining strategy in order to improve the safety, accuracy,
and speed of machine assisted manipulation tasks [5,13]. Specically, it helps
a human operator by limiting movement in restricted regions and/or inuenc-
ing movement along desired paths [13]. These restrictions consequently allow
the human operator to perform physical interactions with higher condence
and speed, yet retain direct control of the activity [14]. For two decades,
the virtual xture has been a prevalent strategy as a way of implementing
assistive control in human-machine or human-robot collaborative tasks due
to the unique characteristics of constraining/regulating user-driven control
input, rendering more freedom to the user's control.
The term \virtual xture" originally connoted mechanical characteristics
that constrain tool motion, but now the term refers to the augmentation
of sensory feedback from a slave to a master in a teleoperation system in
order to reduce a human operator's mental workload [1,15]. After the initial
development of concept and terminology, the progression of the virtual xture
was ignited from the eld of robotic surgery wherein the perspectives of
researchers to ensure system safety had been somewhat disparate [1,16]. Due
to the requirement that the system never control surgical tools solely (i.e.,
never take control away from a human surgeon), the virtual xture could be
widely accepted as a suitable control scheme.
Since the concept of virtual xture was born, various techniques and ap-
plications in many elds have been developed as follows: virtual xtures
in telemanipulation [13, 17, 18], dening exible virtual xtures by applying
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machine learning techniques [19], virtual xtures generated by anatomy in
medical robots [20, 21], virtual xtures for multi-robot collaborative teleop-
eration [22], real-time haptic assistance adaptation [11], and virtual xtures
for remotely touching and protecting a beating heart [23].
2.1.2 A Guidance Virtual Fixture and an Implementation
Approach
According to constraining strategies, guidance virtual xtures (GVF) and
forbidden region virtual xtures (FRVF) are the two main types [1]. As their
name implies, GVFs serve as supportive trajectory controllers that assist a
human operator in guiding a controlled object along desired paths, while
FRVFs impose region constraints that help the controlled object avoid certain
regions [5]. Fig. 2.1 illustrates the roles of GVFs and FRVFs respectively.1
From now on, we use the term \virtual xture" to refer to GVF unless its
type is denoted explicitly.
Figure 2.1: (a) Guidance virtual xture. (b) Forbidden-region virtual x-
ture [5].
Among the various proposed ways to implement the virtual xture, we
adopt an approach that is similar to one proposed in [14]. First, from Fig. 2.2,
let x and s be a position vector of controlled object's [x1; x2]
T and the closest
point on a spine (desired path or reference trajectory) from x. We dene e
to be
e(x(t)) = s  x(t) (2.1)
Next, we dene preferred direction and non-preferred direction. Given x,
we can determine the tangent vector h at s. Let f be a force applied to
the controlled object. Following [14], we dene a vector toward the preferred
1For more specic illustrations of active constraint by virtual xturing, see Fig. 6 in [1].
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Figure 2.2: Preferred direction  and non-preferred direction ?.
direction, denoted by , as
(x(t)) = signum
 
fTh(x(t))
 h(x(t))
kh(x(t))k + kee(x(t)) (2.2)
where ke is a positive scaling factor. Accordingly, we refer to a direction that
is orthogonal to the preferred direction as a non-preferred direction, and
denote a vector toward the non-preferred direction by ?. Fig. 2.2 shows the
dened , and ?.
Now, we dene attenuating admittance [14], denoted by c? , as a mono-
tonically non-increasing function with respect to kek
c?(kek) =
8>><>>:
c? ; if kek > d2
c? +
h
d=2 kek

in
(1  c?); if d2    < kek  d2
1; if kek  d
2
  
(2.3)
where d
2
is the half width of a virtual xture, and  determines the width
of an interval (correction zone) in which c? changes its value from 1 to the
lower limit c? . From (2.3), we know the following:
 If the controlled object position x(t) lies outside the virtual xture,
then c?(kek) is set to c? .
 If the position lies in a \correction zone", then c?(kek) is adjusted
based on the error kek.
 If the is near to the spine, then c?(kek) = 1.
The attenuating admittance c? will play an important role to yield an as-
sisted control force by attenuating the non-preferred directional component
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Figure 2.3: An example plot of c?(left) and 1   c?(right). We set the
parameters as kek : [0; 5], d
2
= 4,  = 3, and c? = 0:2. In both graphs, the
origin (0; 0) represents s on the spine.
in the original control force. We will discuss how c? contributes to yielding
the assisted control force in detail in Section 5.2.
Fig. 2.3 shows example plots of c? and 1  c? . Note that it is sometimes
more insightful to take into account for \the amount of attenuation", 1 c? ,
as shown in the right side. For instance, 1   c? = 0 means that a user's
control input is fully preserved without any attenuation. An example of
virtual xturing represented in terms of 1   c? is illustrated as gradation
along the spine in Fig. 2.4.
Figure 2.4: An example of virtual xturing and parameters d
2
and . The
amount of attenutaiton, 1  c? , is illustrated as gradation along the spine.
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2.1.3 Virtual Fixturing in Telemanipulation and User's
Task-Performance
As a virtual xture is one way of implementing a human-robot collaborative
system, it has been used for various application in telemanipulation. In [17],
the experimental 1-DOF bilateral telemanipulation system in which mas-
ter/slave consists of two haptic paddles together with a FRVF was presented.
Afterward, this research led to a method of implementing a stable FRVF for
bilateral telemanipulation [18], and bilateral telemanipulation scheme with a
GVF [13], and robot-assisted manipulation [5].
The literature shows that the enhancement of a user's performance by em-
ploying a virtual xture can be signicant. Therefore, we describe some
related work here. Related to [5, 13], the user's task-performance under
steady-hand teleoperation versus steady-hand cooperative manipulation was
analyzed in [6]. This research shows that cooperative manipulation outper-
formed the other approaches such as teleoperation and free-hand movement.
In [24], it was found that a virtual xture improves a user's task-performance
both in terms of execution time and overall precision for complex tasks in
virtual environments. Human performance improvement in assistive path
following problems in the sense of completion time and number of collisions
was presented in [25].
2.2 Assistive/Cooperative System
This section discusses the basic concept, and existing approaches to blend-
ing user's intention and machine assistance, and the eect of feedback for
assistive/cooperative systems.
2.2.1 A Basic Concept
An assistive system has a controller that takes a user's control input, blends
the control input with machine assistance, and nally generates the assisted
control input. This blending of the user's intention and machine assistance is
called by various names such as control arbitration [2], shared control [26,27],
semi-autonomous control [28], cooperative manipulation [6], and guidance-
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as-needed control [3]. \Shared control" normally refers to control techniques,
in contrast to direct intuition from the name, that allow a machine system to
take control away from a human user (which means the authority of control-
ling a system is switched completely to the a machine) when predetermined
conditions occur [26,27,29]. \Assistive/Cooperative control" is used to mean
a controller adjusts the weights of user's control and machine assisted con-
trol [2, 27]. In this dissertation, therefore, we refer to a system that blends
the user's intention with machine assistance as assistive/cooperative system.
2.2.2 Existing Approaches to Blending User's Intention and
Machine Assistance
In [2], an assistive telerobotic system platform was presented. A torso-type
humanoid robot is teleoperated to perform a user-demonstrated action. With
this platform, the humanoid robot predicts the user's intention, then blends
the user's intention with its own prediction as a convex combination of the
two. The level of assistance was also considered by examining the user's task-
performance under providing over-assistance (providing unwanted assistance)
and under-assistance (failing to provide needed assistance).
In the following approaches, the machine's prediction of either the user's in-
tention/performance or the environmental situation was used as a semaphore
for machine intervention to assist a user. The smart wheelchair system in [30]
calculates the belief histogram of obstacle locations, and uses it to adjust the
speed of the wheelchair. A method in [31, 32], called ability-based control,
adjusts control-to-display (CD) gain based on the deviation of angles sampled
during mouse movement. The CD gain is controlled as inversely proportional
to angular deviation. Another approach to adjusting CD gain was proposed
in [33]. The approach (called motor-model-based dynamic scaling) predicts
the state of motor movement, e.g., ballistic movement, and scales CD gain
dynamically. [3] also uses the deviation from the desired position and angle
to adjust a guidance force applied to user and control gains.
In some medical applications, a human user's movement is physically con-
strained by a specic type of guidance force. An endoscope system using
haptic guidance was presented in [7, 8]. Lane-keeping driver assistance sys-
tems are another example of systems constraining the user's intention [34,35].
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Approaches to learning the user-demonstration for better prediction of user's
intentions were proposed in [36,37].
2.2.3 Eects on a User's Task-Performance with Providing
Feedback as Assistance
According to psychological ndings, it is known that providing haptic feed-
back typically enhances a user's task-performance [11, 15]. The results pre-
sented in [38, 39] show that a user's perceptual motor skill can be enhanced
by training provided with haptic (as well as visual) feedback. In [40], the
user's performance improvement by haptic feedback was discussed in a vir-
tual car-driving task. More recently, the eects of haptic and visual aid
on psychomotor task strategy have been addressed in [41], and the eect
on learning spatio-temporal patterns and optimizing the human user's task
performance and eort was discussed in [42] and [11], respectively.
The eect of visual feedback has been discussed in various literature: CD
gains and user performance [43{45], the user's performance according to dis-
play size [46,47], the dimension of display space, e.g., 2D or 3D display [48],
and techniques for providing visual feedback in telemanipulation [49]. Gen-
erally, increasing a zoom level makes a given task easier in terms of the index
of diculty, and improves the user's performance in various tasks [6, 33].
2.3 Inverse Optimal Control to Model a User's
Task-Performing Characteristics
This section presents the inverse optimal control (IOC) problem. We begin
by introducing a linear quadratic regulator problem. We then discuss inverse
optimal control, a specic case, and a numerical method applied to solve IOC
in this dissertation.
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2.3.1 An Example of Optimal Control: Linear Quadratic
Regulator Problem
Let matrices R and Q be symmetric, and be nonnegative (positive semide-
nite) and positive denite, respectively [50]. Suppose that a continuous time
interval [0; T ] has been discretized into k-steps, where k 2 f0; 1;    ; N   1g,
with sampling time ts. We dene a cost function in terms of a state, xk 2 Rn,
and a control input, uk 2 Rm, thus
L(x; u) =
N 1X
k=0
 
uTkRuk + x
T
kQxk

(2.4)
The linear quadratic regulator (LQR) problem is to choose the optimal con-
trol input, u = (u0; u1;    ; uN 1), to minimize L(x; u); namely
min
u
L(x; u) =
N 1X
k=0
 
uTkRuk + x
T
kQxk

(2.5)
For a robotic system, the LQR problem is normally subject to the constraints
of system equations, e.g., robot's kinematics [51,52], which is represented by
subject to xk+1 = xk + tsf(xk; uk) (2.6)
2.3.2 Inverse Optimal Control Problem
Here, we introduce the general form of the IOC problem formulation. This
generalized formulation in discrete time works as a prerequisite to discuss
implementing a numerical algorithm to solve IOC problem in Section 2.3.4.
Consider the following (forward/direct) optimal control problem:
min
u
N 1X
k=0
cT(xk; uk)
subject to xk+1 = xk + tsf(xk; uk)
x0 = xstart
xN = xgoal
(2.7)
where xk 2 Rn is a state, uk 2 Rm is a control input,  : Rm+n ! R`+
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are known (pre-determined) basis functions, f : Rm+n ! Rn is a kinematic
equation, c 2 R`+ is a unknown parameter vector, and ts is a sampling time.
Now, we dene the inverse optimal control problem [53,54]:
Given: data demonstrated by a user, i.e., state and input (x; u),
which is assumed as locally optimal,
Infer: the user's cost function by inferring the unknown param-
eter vector c.
For instance, in the case of the LQR problem introduced in Section 2.3.1,
the IOC amounts to inferring R and Q matrices given (xk; u

k) for k 2
f0; 1;    ; N   1g.
2.3.3 Specic Case IOC Problem Related to LQR with
Diagonal R and Q Matrices
Suppose that we are given a specic form of (2.4)
L(x; u) =
N 1X
k=0
 
uTkRuk + x
T
kQxk

=
N 1X
k=0
 
c1u
2
1;k +   + cmu2m;k + cm+1x21;k +   + cm+nx2n;k
 (2.8)
where
R =
266664
c1 0    0
0 c2    0
...
...
. . .
...
0 0    cm
377775 and Q =
266664
cm+1 0    0
0 cm+2    0
...
...
. . .
...
0 0    cm+n
377775 (2.9)
are diagonal matrices. The IOC problem related to (2.8) can be represented
as a specic case of (2.7), thus
min
u
N 1X
k=0
cT(xk; uk)
subject to xk+1 = xk + tsf(xk; uk)
x0 = xstart
xN = xgoal
(2.10)
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where  2 fu21;    ; u2m; x2m+1;    ; x2m+ng : Rm+n ! Rm+n+ and c 2 Rm+n+ .
The IOC problem statement is the same as in Section 2.3.2.
2.3.4 Applied Numerical Method to Solve IOC in the
Dissertation
There exist well-known numerical approaches to solving the inverse optimal
control problem: inverse reinforcement learning [54], IOC with linearly solv-
able Markov decision processes [55], continuous IOC [56], maximum margin
planning [57]. In this dissertation, we apply the method developed in [58{60].
Start with recalling an equality constraint for k 2 f0; 1;    ; N   1g
xk+1 = xk + tsf(xk; uk)
We dene discrete time Hamiltonian Hk as [51,61]
Hk(xk; uk; k) = c
T(xk; uk) + 
T
k f(xk; uk) (2.11)
where k 2 Rn is a costate vector at time step k. By applying the Pon-
tryagin's Maximum Principle, we obtain the costate (propagation) equa-
tion [50,62]
@Hk
@xk
= cT
@(xk; uk)
@xk
+ Tk
@f(xk; uk)
@xk
=  k+1   k
ts
(2.12)
Rearranging (2.12) yields
cT
@(xk; uk)
@xk
ts + 
T
k+1I + 
T
k

 I + @f(xk; uk)
@xk
ts

= 0T (2.13)
where I 2 Rnn is an identity matrix. We also have
@Hk
@uk
= cT
@(xk; uk)
@uk
+ Tk
@f(xk; uk)
@uk
= 0T (2.14)
as a necessary condition for optimality [62,63].
Now, we dene a vector zk as
zk =
h
cT Tk+1 
T
k
iT
(2.15)
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then two equations (2.13) and (2.14) can be combined and rewritten in the
form, which gives us a system of equation, rk, thus
rk =
26664
h
@(xk;uk)
@xk
ts
iT
I
h
 I + @f(xk;uk)
@xk
ts
iT
h
@(xk;uk)
@uk
iT
O
h
@f(xk;uk)
@uk
iT
37775 zk
= Akzk
(2.16)
where O 2 Rmn is a matrix of which all element are zero.
Finally, the given discrete time IOC problem becomes identical to solve
the following least square problem:
min
c;
N 1X
k=0
krkk2 (2.17)
equivalently
min
c;
N 1X
k=0
kAkzkk2 (2.18)
where Ak represents the matrix Ak being evaluated at (x

k,u

k). We briey
present the method to solve (2.18) in Algorithm A.1.
2.4 Bilateral Teleoperation
2.4.1 A Brief Historical Review
For the past 50 years, bilateral teleoperation has brought forth results in
both theory and application. In the late 1980s, a design framework and
stability analysis based on the two-port network model was introduced [64,
65]. During that period, the presence of time delay had been the major
impediment blocking the further movement of bilateral teleoperation because
it induced instability [66]. The idea proposed in [67, 68] broke through the
impediment by applying the notion of scattering operator (well-known in
transmission theory) to bilateral teleoperation [66]. Since this breakthrough,
bilateral teleoperation has evolved in several ways: master-slave teleoperation
with various manipulator types and stability [67{70], teleoperation with time
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domain passivity [71{74], supervisory control and human-machine interaction
in telemanipulation [26, 75] and bilateral teleoperation of a wheeled mobile
robot [76{80]. Recently, there has been research considering the inuence
of human operators and their perceptual and motor capabilities in order to
involve the human operator as a part of teleoperation system [9,81].
2.4.2 Representations for Bilateral Teleoperation System
Architecture
For a bilateral teleoperation system architecture, there exist various mod-
els such as position exhange (position-position), position forward/force feed-
back (position-force), and position exchange/force feedback [17, 64, 82]. In
this section, we mainly focus on discussing the position exchange model
shown in Fig. 2.5, and presenting three representations: hybrid matrix,
equivalent circuit, and general bilateral teleoperation system architecture.
Table 2.1 depicts variables and parameters that will be used in this section.
An example system: 2-port position exchange bilateral control
system
Fig. 2.5 depicts an example 2-port position exchange bilateral control system.
For master/slave sides, the system equations are given by
Fh(s)  Fam(s) = Vh(s)Zm(s) (2.19)
Fas(s)  Fe(s) = Ve(s)Zs(s) (2.20)
where two interactive control forces, Fam and Fas, are
Fam(s) = (Bdm +Kpm=s)(Vh(s)  Ve(s)) (2.21)
Fas(s) = (Bds +Kps=s)(Vh(s)  Ve(s)) (2.22)
We now discuss the three representations { hybrid matrix, equivalent circuit,
general teleoperation system architecture { based on this example system.
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Table 2.1: Variables and parameters for a bilateral teleoperation system
representation [82].
Var & Param Description
Zm Master impedance
Zs Slave impedance
Cm Master controller
Cs Slave controller
C1 Velocity channel from master to slave
C2 Force channel from slave to master
C3 Force channel from master to slave
C4 Velocity channel from slave to master
Zh Human operator impedance
Ze Environment impedance
Fh Force applied by human operator to local manipulator
Fe Force from environmental contact to remote telerobot
Fam, Fas Actuator force of master/slave
Vh, vh Velocity of local manipulator
Ve, ve Velocity of remote telerobot
F h Human operator exogenous force input
F e Environment exogenous force input
Mm, Ms Mass, master/slave
Bm, Bs Damper, master/slave
Kpm, Kps Position gain or Stiness of master/slave
Bdm, Bds Derivative gain or Damper of master/slave
Hybrid matrix representation
The rst representation for bilateral teleoperation system is hybrid matrix2
representation in [64]:"
Fh(s)
 Ve(s)
#
=
"
h11(s) h12(s)
h21(s) h22(s)
#"
Ve(s)
Fh(s)
#
(2.23)
2The term \hybrid matrix" comes from H-equivalent 2-port model in which input-to-
output relationship is dened by h-parameters (hybrid parameters).
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Bdm Bds
Zm Zs
Fh FeFam Fas
Vh Ve
KpsKpm
s
1
s
1
Figure 2.5: An example system for three representations.
where
h11(s) =
Fh
Vh

Fe=0
; h12(s) =
Fh
Fe

Vh=0
;
h21(s) =
Ve
Vh

Fe=0
; and h22(s) =
Ve
Fe

Vh=0
(2.24)
The physical interpretation of this matrix is [64,66]
H =
"
Zin ReverseForceScale
VelocityScale Z 1out
#
(2.25)
For an ideal teleoperation system, we want to have
Hideal =
"
0 1
 1 0
#
(2.26)
The hybrid matrix representation also serves as the basis for several theo-
retical contributions such as the scattering operator S [66]
S(s) =
 
1 0
0  1
!
(H(s)  I)(H(s) + I) 1 (2.27)
which can tell us the passivity of a system by examining kS(jw)k1  1,
where kk represents an induced norm (operator norm) [83].
Equivalent circuit representation
A bilateral teleoperation system can also be represented as an equivalent
electrical circuit. This representation allows us to analyze a mechanical sys-
tem with the techniques from circuit analysis, e.g., the node-voltage method
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or mesh-current method. Here we adopt an equivalent circuit representation
presented in [67].
Fig. 2.6 shows the equivalent circuit representation of bilateral teleoper-
ation system with no communication delay between master and slave. Let
xh; xe and vh; ve be positions and velocities of master/slave manipulators.
Then the system equation can obtained by applying the mesh-current method
Fh   Fa = Mm _vh +Bmvh = Mmxh +Bm _xh (2.28)
Fa   Fe = Ms _ve +Bsve = Msxe +Bs _xe (2.29)
where the interactive control force for master/slave, Fa, is given by
Fa = Bd(vh   ve) +Kp
Z
(vh   ve)dt
= Bd( _xh   _xe) +Kp(xh   xe)
(2.30)
From the example system shown in Fig. 2.5, we assume that there exists
no communication delay between master and slave, two actuators at mas-
ter/slave have the same parameters (Bdm = Bds = Bd andKpm = Kps = Kp),
and master/slave impedance consists of mass and damper. Then, we have
Fam(s) = Fas(s) = (Bd +Kp=s)(Vh(s)  Ve(s)) = Fa(s) (2.31)
and
Zm(s) =Mms+Bm; and Zs(s) =Mss+Bs (2.32)
and the two representations in Fig. 2.5 and Fig. 2.6 become identical. Namely,
Figure 2.6: Equivalent circuit representation for the example system.
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the two representations are identical under certain assumptions as presented
above.
General bilateral teleoperation system representation
We have presented two representations, the hybrid matrix and the equivalent
circuit representations. In fact, there exists a general representation which
encompasses the former representations [82,84].
Fig. 2.7 depicts the general bilateral teleoperation system architecture pro-
posed in [82]. By setting the impedance and interactive control/communication
block elements, Z(s) and C(s), we can explicitly obtain a specic type of bi-
lateral teleoperation system. To obtain the example system of Fig. 2.5, for
instance, we need to set [82]
Zm(s) =Mms+Bm; Zs(s) =Mss+Bs;
Cm(s) = Bdm +Kpm=s; Cs(s) = Bds +Kps=s;
C1(s) = Bds +Kps=s; C4(s) =  (Bdm +Kpm=s);
C2(s) = C3(s) = not used
Zh(s) = Ze(s) = not a function of control architecture
(2.33)
and
Bdm = Bds = Bd and Kpm = Kps = Kp (2.34)
Then the architecture satisfying (2.33) becomes identical to the example
system as well as the equivalent circuit representation.
2.4.3 Special Case of Bilateral Teleoperation System:
Passivity-Based PD Controller
Under specic conditions, the bilateral teleoperation system can be inter-
preted as a passivity-based PD controller. This characteristic can be a useful
tool when we want to design a bilateral teleoperation system of which mas-
ter and slave have dierent kinematics, e.g., a bilateral teleoperation for a
wheeled mobile robot.
Recall (2.28) and (2.29) from the equivalent circuit representation. In
addition to the former assumption, no time delay, Bdm = Bds = Bd, and
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Figure 2.7: General bilateral teleoperation system architecture in [82].
Kpm = Kps = Kp, suppose that master and slave have the same mass and
damper, Mm = Ms = M and Bm = Bs = B. Thus, (2.28) and (2.29)
become (we omit the velocity related term in below)
Fh   Fa = M xh +B _xh (2.35)
Fa   Fe = M xe +B _xe (2.36)
To observe the entire system behavior in a perspective of regarding the inter-
active control force Fa as a control input u to the system, we subtract (2.36)
from (2.35)
M(xh   xe) +B( _xh   _xe) = Fh   2Fa + Fe (2.37)
Substituting (2.30) into (2.37) yields
M(xh   xe) +B( _xh   _xe) = Fh   2Bd( _xh   _xe)  2Kp(xh   xe) + Fe (2.38)
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Now, suppose Fh = Fe = 0 which means that neither the human op-
erator applies force to a manipulator at master nor the remote telerobot
touches/contacts the environment. Let e = xh   xe, we have
Me+B _e =  2Bd _e  2Kpe
=: u
(2.39)
which takes the form of a typical system in which a mass-damper system,
M and B, is controlled by passivity-based PD controller u =  2Bd _e  2Kpe
in [85].
In sum, by imposing some specic conditions as (2.35) through (2.39), we
can represent a bilateral teleoperation system as a typical passivity-based PD
controlled system. The usages of the derived fact in above for our system
design are as follows:
 When master/slave kinematics are dierent, e.g., mobile robot tele-
operation with haptic joystick, we rst assume virtual bilateral con-
nection of identical mass-damper values at master/slave together with
damper/spring interactive control.
 Assume that force Fh is applied to set desired velocity _xh. One way
to dene _xh is to simply use a scalar multiple of joystick conguration.
The interactive control force is dened as Fa = Bd( _xh  _xe)+Kp(xh xe),
and no slave-environment contact Fe = 0.
 For the virtual bilateral connection, we can regard master and slave as
a desired velocity setter and a mass-damper system which is controlled
by passivity-based PD control, respectively.
 Convert the velocity of the mass-damper system into the actual velocity
of a real slave system, e.g., a mobile robot.3
3A similar approach can be found in [86].
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2.5 Preview about Relationship between Background
and the Subsequent Chapters
In this chapter, we discussed a virtual xture, assistive/cooperative system,
inverse optimal control, and bilateral teleoperation as the background. Rela-
tionships between the background and the subsequent chapters are as follows:
 First, a bilateral teleoperation architecture will be used to analyze sta-
bility of our developed assistive HRI system in Chapter 3. We will
see that the stability of the developed system can be guaranteed by
showing that it is the cascade connection of two passive systems.
 Second, we will model a user's task-performing characteristics using
the techniques from inverse optimal control in Chapter 4. We will
also discuss a classication method that allows us to categorize human
subjects based on their task-performing characteristics.
 Third, Chapter 5 will describe our approach to employing a virtual
xture to generate assisted control and haptic feedback. We will discuss
our approach to customizing haptic feedback according to the user's
task-performing characteristics and performance.
 Fourth, the eect of feedback that we have discussed in assistive/cooperative
systems will be considered in Chapter 6, where we present a method
to customize visual feedback.
2.6 Further Resources
There has been a large volume of ndings and literature related to back-
ground that we have covered through this chapter. Here we introduce selec-
tive resources that can give the readers more insight. A historical survey of
bilateral teleoperation is presented in [66]. This survey paper covers not only
the history of bilateral teleoperation but also frameworks, representations,
approaches to stability analysis, and extended applications. For virtual x-
tures, [1] introduces history, terminologies and types, and provides a wide
survey of real-world virtual xture applications. In [87], the architecture to
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implement a teleoperation system according to various master/slave manip-
ulator types is described. Lastly, [81] concerns a method to involve human
operator characteristics as a part of assistive teleoperation systems.
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CHAPTER 3
SYSTEM ARCHITECTURE
This chapter presents our approach to designing an assistive human-robot in-
teraction (HRI) interface that provides haptic and visual feedback to enhance
a human user's task-performance. The specic target application, in which
a user controls a mobile robot by a haptic input device along a road while
monitoring the robot with a visual display, will be considered throughout this
chapter. We discuss system apparatus, system modeling, and stability anal-
ysis of the developed interface. Among the background material introduced
in Chapter 2, the system modeling is mainly related to bilateral teleopera-
tion. Specically, a bilateral teleoperation architecture is used as a backbone
of our design approach to generate assisted control, and to provide haptic
feedback by a guiding force.
First, this chapter begins by describing the apparatus of the designed as-
sistive HRI interface. The designed interface consists of an input device, a
display device, a mobile robot, and is equipped with two controllers called an
assistive controller and a perceptual feedback controller, respectively. To en-
hance the user's task-performance, the assistive controller yields the assisted
control by blending a user's control input with the controller's intention which
will be called a guiding force. The perceptual feedback controller provides
haptic (force) feedback and visual feedback to help the user to be aware of
the quality of his/her control.
Second, we introduce our system modeling method following a top-down
approach. We present two representations of the entire system, feedback
control system representation and bilateral teleoperation architecture rep-
resentation, as an overview on our system models. Then, we discuss the
subsystem models: a haptic joystick, a mobile robot, and a virtual omnidi-
rectional mass-damper system which is employed as a surrogate system of the
mobile robot to manage kinematic discrepancy to the haptic joystick. Ac-
cordingly, we explain how the velocity of the omnidirectional mass-damper
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system is converted to the velocity of mobile robot.
Third, we discuss our assistive control scheme and the corresponding per-
ceptual feedback. The user sets desired velocity by the conguration of the
haptic joystick. The interactive controller generates control force so that the
omnidirectional mass-damper system tracks the desired velocity. Then the
assistive controller blends the generated control force with the guiding force
to modify, and hopefully improve, the user's control eort. Both the control
force and the guiding force are used as resources to determine the proper-
ties of haptic feedback, e.g., magnitude and direction, to the user. Visual
feedback is modied based on deviation from the desired path in a given task.
Finally, as our system is designed on a basis of bilateral control architec-
ture, we derive conditions in order to guarantee the stability of the designed
system. After deriving the conditions, the stability can be guaranteed by
showing the system is indeed the cascade connection of two passive systems.
3.1 Assistive HRI Interface Platform
In this section, we discuss our assistive HRI interface platform illustrated
in Fig. 3.1. We introduce the system apparatus, component features and
specications, and two controllers: an assistive controller and a perceptual
feedback controller.
3.1.1 System Apparatus
Haptic interface and visual display
We use a Novint FALCON haptic joystick as an input device. The major
technical specication of Novint FALCON are: 3D touch workspace 4" 
4" 4", force capability 2-lbs, position resolution 400-dpi, size 9" 9" 9",
weight 6-lbs, and servo rate 1-kHz [88].1 A typical display monitor can be
used as a display device.
1For more details about the FALCON, see http://www.novint.com/index.php/novintxio
/41.
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(a) The apparatus of the assistive HRI interface
(b) Assistive control and perceptual feedback control for a human user
Figure 3.1: The assistive HRI interface platform.
Mobile robot
We adopt a Nomad Super Scout II as our controlled object (which will be
simply referred to as the mobile robot). This mobile robot is driven by two
dierential drive wheels, with a caster at rear. Here, we introduce the brief
specication as follows: height 35cm, weight 28kg, diameter 41cm, ground
clearance 1.5cm, maximum speed 1m/s, maximum acceleration 2m/s2, and
battery running time 1-hour [89,90].2
2For a manual and software, visit http://nomadic.sourceforge.net/production/scout/.
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3.1.2 Assistive Control and Perceptual Feedback Control
Fig. 3.1(b) illustrates the assistive control and perceptual feedback pathways.
First, by the term assistive control we mean blending a human user's control
input with assistance of the developed HRI interface. Second, the term per-
ceptual feedback control or controlling perceptual feedback refers to the active
adjustment of two kinds of perceptual feedback { haptic feedback and visual
feedback { based on control input from the human user under the particular
environmental conditions. In other words, our interface adaptively provides
guidance, and helps the user to be aware of the quality of his/her control.
3.1.3 Objectives of This Development
We want to develop an assistive interface with customized feedback for a
specic user to enhance the user's task-performance. We have objectives for
this development as follows : i) help low-performing users by incorporating
strategies of high-performing users into the HRI interface, ii) allow the user
to apply a control input more condently by reducing pressure for the ner
control, and iii) protect people like drivers or pilots who get distracted by
fatigue, boredom, or substance abuse.
3.2 System Modeling
In this section, we describe our modeling approach from entire system model
to subsystem models. For the entire system model, we present two repre-
sentations, a feedback control system representation and a bilateral teleop-
eration architecture representation. As the former representation is a more
familiar form to exemplify a control system with a state feedback, we use it
to explain subsystem models and dynamics. Considering that our system is
indeed a bilateral control system, i.e., providing haptic feedback to the user,
we also present the latter representation, and especially refer to it during the
stability discussion in Section 3.4.
We will see that the roles of both assistive control and perceptual feedback
control are closely related to two blocks which are called guiding force genera-
tor and zoom level adjuster, respectively. Note that we restrict our attention
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to explaining the concepts throughout the section, and will further discuss
our methods to dene a guiding force and a zoom level, and to customize
their values based on the user's task-dexterity in Chapter 5 and in Chapter
6, respectively.
3.2.1 Entire System Model
Feedback control system representation
Fig. 3.2 shows a typical feedback control system representation of the en-
tire system model. We now explain the assistive control pathway and the
perceptual feedback control pathway.
First, the assistive control pathway starts from setting desired velocity _xh
by a haptic joystick conguration q. The error between the desired velocity
and the current velocity, _xh  _xe, goes into a PD-controller, generates control
force f blended with a guiding force f g, and nally f +f g controls an omni-
directional mass-damper system. The omnidirectional mass-damper system
is employed as a surrogate system that manages kinematic discrepancy be-
tween the haptic joystick and the mobile robot. We will discuss the role of
the omni-directional mass-damper system as well as velocity conversion in
Section 3.2.2.
Figure 3.2: A functional block representation of the entire system.
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The perceptual feedback control pathway includes two kinds of feedback:
haptic feedback and visual feedback. The haptic feedback is calculated as
the summation of the two scaled terms  kff and kgf g. The visual feedback
is an image of working eld of view (WFoV) around the mobile robot. The
zoom level adjuster will modify the size of the WFoV by zooming in and out
by a level .
Bilateral teleoperation architecture representation
Fig. 3.3 depicts the bilateral teleoperation architecture represention of the
entire system, which is equivalent to Fig. 3.2. In Section 2.4, we discussed the
special case of bilateral teleoperation: the master works as reference velocity
setter, the interactive controller performs PD-control, and the slave tracks
the reference velocity.
Likewise, we use the haptic joystick as the reference velocity setter by its
conguration. Also, a human user receives haptic feedback fhaptic (same as
Fhaptic(s) in s-domain). We set the impedances and the interactive control
block elements as follows:
Zm(s) = not used; Zs(s) =Mss+Bs;
Cm(s) = Bdm +Kpm=s; Cs(s) = Bds +Kps=s;
C1(s) = Bds +Kps=s; C2 = 1; C4(s) =  (Bdm +Kpm=s);
C3(s) = not used
(3.1)
3.2.2 Subsystem Models
Joystick kinematics and mobile robot kinematics
First, we set joystick conguration, (qx; qy) 2 R2, as follows:3
qx : position on x-axis along left/right direction w.r.t. to the user
qy : position on y-axis along up/down direction w.r.t. to the user
3In fact, the employed Novint FALCON haptic joystick has 3-DOF. As we deal with
the specic application for mobile robot control, however, we disregard z-axis value which
correspond to the depth, near or far from the user's body, of joystick conguration.
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omni-md
(virtual 
slave)
interactive 
controller
haptic joystick as 
velocity setter 
(master)
Figure 3.3: Bilateral control representation of the entire system.
Let vx and vy be two linear velocities that move along with a human user's
hand movements toward the x-y direction, respectively. The joystick kine-
matics is given by "
_qx
_qy
#
= kv
"
vx
vy
#
(3.2)
where kv is positive scalar determined by the joystick encoder specication.
Next, let x, y and  be the position and orientation of a mobile robot,
(x; y; ) 2 R2  S1, respectively. The mobile robot is a nonholonomic dier-
ential drive robot which takes two control inputs, v(speed) and !(steering
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angle). The kinematic equation of the mobile robot is [91]264 _x_y
_
375 =
264 cos  0sin  0
0 1
375" v
!
#
(3.3)
In a typical bilateral system, the kinematics of master/slave systems are
identical. From (3.2) and (3.3), however, we can see that it is not straightfor-
ward to pair up a haptic joystick and a mobile robot as master/slave due to
kinematic discrepancy between them. Therefore, we introduce our method
to manage the kinematic discrepancy below.
Virtual omnidirectional mass-damper system to manage
kinematic discrepancy
We manage the kinematic discrepancy by inserting a virtual omnidirectional
mass-damper system between the haptic joystick and the real mobile robot.
The omnidirectional mass-damper system aims to substitute the real mobile
robot, to work as a virtual remote telerobot, and eventually to obtain a
general bilateral teleoperation architecture by allowing a human operator to
control the real mobile robot via the surrogate system.4 From now on, the
omnidirectional mass-damper will be referred to as omni-md.
Regarding the omni-md as the surrogate system of the real mobile robot
at the slave side, we use subscripts `e' and `s' to represent the variables and
parameters of the omni-md. Fig. 3.4 depicts the control and the simplied
representation of the omni-md. Let xe; ye; _xe; _ye be the position and velocity
of the omni-md. From Fig. 3.4, we know that the omni-md takes the sum-
mation of f = [fx; fy]
T and f g = [fx;g; fy;g]
T as its control input. We call f
and f g a control force and a guiding force, respectively. An intuitive way to
describe the dynamics of omni-md system is { as a ball of Ms and Bs being
either pulled or pushed by f + f g.
4A similar approach using a concept of virtual mass has been proposed in [86]. Here,
we use the term \omnidirectional mass-damper" to prevent the reader's confusion with a
virtual xture, and the overuse of the word \virtual."
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Figure 3.4: The control of omni-md by force f+f g (left) and the simplied
representation (right).
The system equation of the omni-md is given by266664
_xe
_ye
xe
ye
377775 =
266664
0 0 1 0
0 0 0 1
0 0   Bs
Ms
0
0 0 0   Bs
Ms
377775
266664
xe
ye
_xe
_ye
377775+
266664
0 0
0 0
1
Ms
0
0 1
Ms
377775
"
fx + fx;g
fy + fy;g
#
(3.4)
where Ms and Bs are the mass and damping of the omni-md, respectively.
The output from the omni-md block, _xe, is
_xe =
"
0 0 1 0
0 0 0 1
#266664
xe
ye
_xe
_ye
377775 (3.5)
which are x-y direction velocities of the omni-md.
Velocity conversion: Translating omni-md's velocity into a real
mobile robot's velocity
As the real mobile robot is a nonholonomic dierential drive robot taking a
speed v and a steering ! as its control command, we need to convert the two
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Figure 3.5: A linear velocity of the omni-md, ( _xe; _ye), resulted from f +
f g (left), and a speed v and a steering ! control command to the mobile
robot by velocity conversion (right).
linear velocities of the omni-md."
_xe
_ye
#
7 !
"
v
!
#
(3.6)
The velocity conversion is illustrated in Fig. 3.5. Following [86], the velocity
conversion can be achieved by aligning the x-axis to the current heading
direction  of the mobile robot, then scaling the aligned velocity vectors,
denoted by _xe and _ye, of the omni-md:"
v
!
#
= 
"
c _xe 0
0 c _ye
#"
_xe
_ye
#
= 
"
c _xe 0
0 c _ye
#"
cos  sin 
  sin  cos 
#"
_xe
_ye
# (3.7)
Hence, we can dene  as
(a; b) := 
"
c _xe 0
0 c _ye
#"
cos  sin 
  sin  cos 
# 
a
b
!
(3.8)
where c _xe and c _ye are the positive scaling constants that can be determined
by the maximum velocity specication of real mobile robot.
In (3.8), we refer to  as the control command gain, and it is used to sustain
consistent control-to-display (CD) gain with respect to varying zoom level.5
5Control-to-display (CD) gain denes a mapping between a workspace (in meters) and
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We will discuss the explicit denition of  in Chapter 6.
3.3 Assistive Control to Support a Human User
3.3.1 Control Force to the Omni-MD by a Haptic Joystick
In a bilateral control perspective, we can regard the entire system architecture
as if a haptic joystick at the master side provides the desired velocity, and that
an omni-mass at the slave side asymptotically tracks the desired velocity [68].
Inspired by this fact, the control of the omni-md is achieved by the following
procedure. Let xh = [xh; yh]
T be the desired position of the omni-mass. We
dene _xh to be
_xh = kqq (3.9)
where q = [qx; qy]
T is the haptic joystick conguration, and kq is a scalar
which can be determined by haptic joystick specication. We dene control
input force in (3.4) , f = [fx; fy]
T , to the omni-mass as
f = Bd( _xh   _xe) +Kp(xh   xe) (3.10)
where Bd and Kp are position and derivative gain, respectively. We note
that (3.10) is indeed identical to the interactive control force of (2.30) in
Section 2.4.2.
3.3.2 Blending Control Input with Guiding Force
The assistive controller blends a control input set by a user with a guiding
force. After the control blending, the assisted control input, f assisted, becomes
f assisted = f + f g =
"
fx
fy
#
+
"
fx,g
fy,g
#
(3.11)
which is the actual control input to the omni-mass in (3.4).
As we have briey mentioned in Section 3.2.1, haptic feedback to the hu-
a screen (in pixels) [92].
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man user is given by
fhaptic =  kff + kgf g (3.12)
where both kf and kg are positive scalar gain. For our specic application,
we set kf and kg to fulll
fhaptic ' kgf g (3.13)
which makes the user feels the guiding force.
3.4 Stability of the Developed Assistive HRI Interface
In this section, we discuss stability of the developed assistive HRI interface.
To the best of our knowledge, there exist no stability analysis techniques
that concern the stability for a system which is perfectly matched to our
design approach, i.e., master/slave kinematics are not identical, a guidance
virtual xture is adopted, and a guiding force is provided as haptic feedback
as well as assisted control input. Therefore, we rst briey review previous
approaches to show stability in similar applications. Then, we derive the
conditions to guarantee the stability for our HRI assistive interface using a
passivity-based approach.
3.4.1 Previous Approaches to Show the Stability in Similar
Applications
In [18,93] the stability of a telemanipulation system with a forbidden-region
virtual xture (FRVF) was presented. Stability with a guidance virtual x-
ture (GVF) was discussed in [13], however the denition of stability was
characterized in special fashion. Furthermore, in all cases to date, the major
dierence from our system architecture is that master and slave devices are
identical in their system architecture.
The stability of bilateral teleoperation of a wheeled mobile robot was shown
in [76,77]. In their system design, a user was allowed to apply the rotational
movement of haptic manipulator along z-axis, which in turn became the
steering input of the mobile robot. However, the conguration of our haptic
joystick is dened by pure translations.
The closest application that we have found is mobile robot teleoperation
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with varying force feedback gain in [80]. Compared to our design, [80] used
potential-based function to obtain repulsive force feedback. The repulsive
force only acted on the human operator, but the guiding force in our applica-
tion has an eect on the human operator as well as on the control input to the
controlled object. Although there exist dierences in design approaches, [80]
presented a stability analysis based on the Routh-Hurwitz stability criterion.
Recently, stability analysis techniques that do not depend on passivity-
based analysis for bilateral control systems have been proposed in [81, 94].
However, their application design is very dierent from ours.
3.4.2 Stability Condition for Our HRI Interface
Regarding our system as a specic type of bilateral control system, e.g., no
time delay, master as reference velocity setter, etc. We focus on deriving the
conditions that must be imposed to guarantee stability instead of providing
a mathematical derivation. With the derived conditions, we can guarantee
stability as our HRI system is indeed the cascade connection of a haptic
joystick as reference velocity setter, an interactive controller as a passivity-
based PD controller, an omni-md system, and a real mobile robot.
Strictly speaking, our stability analysis approach is deriving the conditions,
and heavily dependent on passivity-based analysis. However, the derived con-
ditions can be used as a basis to implement a stable HRI system in practice.
Condition 1: A human operator is a passive system [84,87].
In other words, the human operator can be modeled as passive system,
e.g., a linear mass-damper-spring system. With this condition, we can re-
gard the connection of a haptic device to a human user in Fig. 3.3 as a passive
system (the haptic joystick has already been assumed as a stable reference
velocity setter).
We have seen in Fig. 3.2 and Fig. 3.3 that the interactive controller works as a
passivity-based PD-controller for the omni-md to track the reference velocity.
Condition 2: Velocity conversion is passive process, and the guiding force
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is bounded. Velocity conversion has been dened in (3.7) as"
v
!
#
= 
"
c _xe 0
0 c _ye
#"
_xe
_ye
#
= 
"
c _xe 0
0 c _ye
#"
cos  sin 
  sin  cos 
#"
_xe
_ye
#
We will dene  as an inverse of a zoom level in Chapter 6, hence 0   < 1.
To nd c _xe and c _ye values that make the velocity conversion process passive,
we use Proposition 2 in [66] introducing the following Lyapunov function:
V ( _xm; _xs) =
1
2
"
_xm
_xs
#"
Mm 0
0 Ms
#"
_xm
_xs
#
(3.14)
where _xm;Mm and _xs;Ms represent the mass and the velocity of master/slave,
respectively. Following [66], we use (3.14) to check the passivity of the system.
By its physical interpretation, if kinetic energy loss occurs during the transfer
between two ports, then we can say the transfer process is passive. Hence,
we can express the passivity condition [86,95] as
1
2
Ms( _x
2
e + _y
2
e ) 
1
2
MRv
2 +
1
2
JR!
2 (3.15)
where MR and JR are the mobile robot's mass and the moment of inertia,
respectively. From (3.7) and (3.15), we nd the condition of c _xe and c _ye values
as [86]
c _xe 
r
Ms
MR
and c _ye 
r
Ms
JR
(3.16)
The guiding force is the attenuated term from an initial control input by
virtual xturing, which will be discussed in Chapter 5; hence it is bounded.
Guranteed Stability: By condition 1 and condition 2, the assistive HRI
system presented in Fig. 3.2 (and equivalently Fig. 3.3) can be regarded as
the cascade connection of passive systems, hence the equilibrium e = _xh  _xe
is asymptotically stable [68,85].
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3.5 Summary
In this chapter, we discussed our approach to designing an assistive HRI
interface, assistive control, and perceptual feedback control. First, we de-
scribed the apparatus of the designed interface platform, which consisted of
a haptic joystick, visual display, mobile robot, assistive controller, and per-
ceptual feedback controller. Second, we introduced our system modeling with
a top-down approach: an entire system model, a haptic joystick, an omnidi-
rectional mass-damper system, a real mobile robot, and velocity conversion.
Specically, the omnidirectional mass-damper system was inserted as a sur-
rogate system of the real mobile robot to manage kinematic discrepancy.
Third, we discussed an assistive control scheme and the corresponding hap-
tic feedback. A control input generated by the user's intention was blended
with assistive force to yield a guiding force, and the scaled guiding force was
also transfered to the user's hand as haptic feedback. Lastly, we discussed the
stability of our HRI system, and showed that our design approach satised
the conditions to have guaranteed stability using a passivity-based analysis.
For the guiding force, haptic feedback, and visual feedback, we have not
yet provided any explicit denition or mathematical expression. The de-
nition and mathematical expression will be given for the guiding force and
perceptual feedback in Chapter 5 and Chapter 6.
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CHAPTER 4
MODELING USER'S TASK-PERFORMING
CHARACTERISTICS
This chapter presents an approach to modeling a user's task-performing char-
acteristics in a mobile robot steering task. Our motivation comes from the
general problem of developing assistive interfaces for human-robot interac-
tion (HRI) that guide low-performing users with a high-performing user's
knowledge. In particular, the modeled task-performing characteristics can
serve as design parameters that are used to customize the assistive HRI inter-
face for the low-performing user. Our focus in this chapter is on introducing
the methods to model the user's task-performing characteristics.
First, we briey overview our approach to modeling the user's task-perfor-
ming characteristics in which inverse optimal control (IOC) is used as a
tool. Second, we concretely discuss a way to model a user's task-performing
characteristics in a mobile robot steering task. Third, we describe the exper-
imental setup and procedures to obtain user-demonstrated data from human
subjects. Fourth, utilizing the obtained data sets, we infer the unknown pa-
rameter vector by solving an IOC problem. Then, the user's task-performing
characteristics are expressed in terms of the balances of the inferred param-
eters, which allows us to investigate the relationship between the modeled
task-performing characteristics and task-completion time. Lastly, we present
a classication method which allows us to classify users relative to a high-
performer whose task-performing characteristics are most similar.
4.1 Approach to Modeling User's Task-Performing
Characteristics: Overview
For a decade, inverse optimal control (IOC) has been applied to a broad range
of elds, e.g., learning a user's driving style [54], operating an autopilot sys-
tem that mimics special maneuvers demonstrated by a human pilot [96], nd-
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ing an optimality principle in human walking [97,98], estimating a cost func-
tion for human arm movement [99], determining a user's driving style with
continuous model [56], and predicting a probabilistic pointing target [100].
Through various applications, IOC has become a powerful tool for nding,
e.g., a cost function for \ying well" or \driving hastily" [54]. Namely, when
user-demonstrated data is given, IOC can be utilized in dening ambiguous
characteristics, such as \driving well" or \steering well", with its capability
to infer the unknown weighting vector for a set of known (pre-determined)
basis functions [54,101].
In modeling the task-performing characteristics, we use techniques from
IOC, where known basis functions (expressed in terms of speed, steering,
and proximities to inner/outer road boundary) are employed to design a cost
function. Specically, we model the task-performing characteristics by solv-
ing the IOC problem in order to infer how a user optimizes the balances
of speed, steering, and proximities to inner/outer road boundary with ob-
served user-demonstrations. To accomplish this, we begin by conducting
experiments on human subjects to obtain the demonstrated data. The ex-
perimental setup consists of a display device and an input device, as the user
(the subject) plays a video game. From the start to the end, the user is
instructed to control a mobile robot under various road conditions. After-
ward, we solve the IOC problem with the user-demonstrated data to infer
the unknown parameter vector for each user.
We nally obtain the modeled user's task-performing characteristics in
terms of the balances of the inferred parameters, which in turn designates
the user's driving style. These balances of the inferred parameters will be
referred to as features. Eventually, the features help us to investigate the
relationship between the modeled task-performing characteristics and task-
completion time. In general, the outcomes from this study will provide an
answer to a class of questions { Are \certain type of driving styles" actually
reected on \paths" and \time" taken by users to reach a destination?
The rest of the chapter is organized as follows: In Section 4.2, we discuss
how we model user's task-performing characteristics using the techniques
from IOC. Section 4.3 describes the experimental setup and the task proce-
dures of the human subject experiments that are employed to obtain user-
demonstrated data. In Section 4.4, we present the modeled task-performing
characteristics for all users, as well as their task-completion times. We dis-
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cuss the relationship between the modeled task-performing characteristics
and task-completion times in Section 4.4.2. Finally, we conclude this chapter
with summary in Section 4.6.
4.2 Modeling User's Task-Performing Characteristics
Using Techniques from Inverse Optimal Control
In this section, we describe how we adopt techniques from inverse optimal
control (IOC) to model user's task-performing characteristics, and applied
numerical method. Throughout the section, we take account of the specic
application in which a user controls a mobile robot along various road shapes
with a visual display.
4.2.1 IOC Formulation: Problem Statement
To model the user's task-performing characteristics in a steering task, we
consider a cost function that represents how the user regulates speed, steer-
ing, and distances to road boundaries. As illustrated in Fig. 4.1, let pib2ib
and pob2ob be the closest points from current mobile robot position x1:2 (in-
spired by [102], we use matlab-like expression x1:2:=[x1; x2]
T ) to inner and
outer side boundaries respectively, and the robot orientation is x3.
u1
u2
x3
(x1; x2)
ob : (pob1; pob2)
ib : (pib1; pib2)
-
.
Figure 4.1: The mobile robot kinematics and the road boundaries at both
sides.
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Consider the following minimization problem:
min
u
Z T
0
uTRu+ (x1:2   pib)TQib(x1:2   pib)
+ (x1:2   pob)TQob(x1:2   pob) dt
subject to _x1(t) = cos (x3(t))u1(t)
_x2(t) = sin (x3(t))u1(t)
_x3(t) = u2(t)
x(0) = xstart
x(T ) = xgoal
(4.1)
where
R =
"
cv 0
0 c!
#
; Qib =
"
cib 0
0 cib
#
; and Qob =
"
cob 0
0 cob
#
(4.2)
The subscripted parameters cv, c!, cib, and cob represent that the parameters
are related to speed, steering, proximity to the inner side, and proximity to
the outer side respectively.
Now, suppose that we have user-demonstrated data, which we assume to
be the locally optimal solution of (4.1) as a set of tuples (x; u). Then, the
IOC problem is [53,56,60]:
Given: data demonstrated by a user, (x; u), which is assumed
to be locally optimal solution of (4.1),
Infer: the user's cost function by inferring the unknown param-
eters, cv, c!, cib, and cob, in matrices R, Qib, and Qob .
46
4.2.2 Discrete Time Formulation and Applied Numerical
Method
Let ts and k be a sampling time and corresponding time step respectively.
We formulate the minimization problem of (4.1) in discrete time [28,59]
min
u
hN 1X
k=0
uTkRuk + (x1:2;k   pib;k)TQib(x1:2;k   pib;k)
+ (x1:2;k   pob;k)TQob(x1:2;k   pob;k)
i
subject to
x1;k+1 = x1;k + ts cos (x3;k)u1;k
x2;k+1 = x2;k + ts sin (x3;k)u1;k
x3;k+1 = x3;k + tsu2;k
9>=>; (N)
x0 = xstart
xN = xgoal
(4.3)
where u = (u0;    ; uN 1), R, Qib, Qob, pib, and pob are the same as before.
Now, to solve the IOC problem of (4.3), we apply the method developed
in [60]. Here, we recapitulate that method, as it applied to our specic cost
function. First, we rewrite the above kinematic equation (N) for clarity as
xk+1 = xk + tsf(xk; uk)
for k = 0;    ; N   1. A discrete time Hamiltonian Hk can be dened [51,61]
Hk(xk; uk; k) = Lk(xk; uk) + 
T
k f(xk; uk) (4.4)
where Lk and k 2 R31 represent a discrete Lagrangian and a costate vector
at time step k, respectively. From (4.3), we have
Hk =
h
uTkRuk + (x1:2;k   pib;k)TQib(x1:2;k   pib;k)
+ (x1:2;k   pob;k)TQob(x1:2;k   pob;k)
i
+ Tk f(xk; uk)
(4.5)
By the Pontryagin's Maximum principle, we have a costate equation [62,63,
47
103], thus
@Hk
@xk
=
264 2(x1;k   pib1;k)cib + 2(x1;k   pob1;k)cob2(x2;k   pib2;k)cib + 2(x2;k   pob2;k)cob
 1;k sin(x3;k)u1;k + 2;k cos(x3;k)u1;k
375
=  k+1   k
ts
(4.6)
Rearranging (4.6) yields264 2ts(x1;k   pib1;k)cib + 2ts(x1;k   pob1;k)cob2ts(x2;k   pib2;k)cib + 2ts(x2;k   pob2;k)cob
ts( 1;k sin(x3;k)u1;k + 2;k cos(x3;k)u1;k)
375+
264 1;k+1   1;k2;k+1   2;k
3;k+1   3;k
375 = 0T
(4.7)
By a necessary condition for optimality [62,63,103], we have
@Hk
@uk
=
"
2u1;kcv + (1;k cos(x3;k) + 2;k sin(x3;k)
2u2;kc! + 3;k
#
= 0T
(4.8)
Finally, if we dene a vector zk as
zk = [cv c! cib cib cob cob 1;k+1 2;k+1 3;k+1 1;k 2;k 3;k]
T (4.9)
then (4.7) and (4.8) can be combined and rewritten in the form of a system
of equations, denoted by rk, thus
rk =
"
A11;k A12;k A13;k A14;k
A21;k A22;k A23;k A24;k
#
zk
= Akzk
(4.10)
where the submatrices in the rst row are
A11;k =
264 0 00 0
0 0
375 (4.11)
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A12;k =
266664
2ts(x1;k   pib1;k) 0 0
0 2ts(x2;k   pib2;k) 0
2ts(x1;k   pob1;k) 0 0
0 2ts(x2;k   pob2;k) 0
377775
T
A13;k =
264 1 0 00 1 0
0 0 1
375
A14;k =
264  1 0 00  1 0
 tsu1;k sin(x3;k) tsu1;k cos(x3;k)  1
375
and in the second row
A21;k =
"
2u1;k 0
0 2u2;k
#
A22;k =
266664
0 0
0 0
0 0
0 0
377775
T
A23;k =
"
0 0 0
0 0 0
#
A24;k =
"
cos(x3;k) sin(x3;k) 0
0 0 1
#
(4.12)
Hence, with the given (x,u), the problem of inferring the unknown parame-
ters, cv; c!; cib; cob (which are involved in z), becomes identical to solving the
following least square problem
min
c;
N 1X
k=0
krkk2 = min
c;
N 1X
k=0
kAkzkk2 (4.13)
where c = [cv; c!; cib; cob] and A

k represents the matrix Ak being evaluated
at (xk,u

k).
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4.3 Experiment with Human Subjects to Obtain User
Demonstration
In this section, we describe the experimental setup and procedure of the
human subject experiment. The objective of the experiment is to obtain the
user-demonstrated data that will be utilized as (x,u) for the IOC problem.
4.3.1 Experimental Setup
A user (a human subject) was provided with an input device and a display,
and instructed to complete a given task. We used a Novint FALCON haptic
joystick controller as the input device. A typical 17-inch monitor was used
as a display device. Fig. 4.2 shows our simulator interface provided to the
user. The interface window size was 15.89cm28.78cm (heightwidth) ap-
proximately in 12801024 display resolution, and provided a global view and
a local view of the environment for the steering task. The other area of the
monitor was lled with uniform gray color to prevent distractions caused by
background contents.
Figure 4.2: Simulator interface: a global view (left window) and a local
working eld of view (right window). The green (solid) line and the check-
board pattern represent the starting line and the goal, respectively. The
track image can be found at http://supertuxkart.sourceforge.net.
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4.3.2 Task Procedure
The experiment was divided into a practice stage and a testing stage. During
the practice stage, the user was asked to familiarize him/herself with the user
interface by driving a mobile robot around either in- or out-side of the road
boundaries. However, we instructed the user that it would be regarded as a
task failure to drive the mobile robot outside of the road boundary during
the testing stage. The testing stage started when the user verbally expressed
that he/she felt familiar with the apparatus and condent with the task.
During the testing stage, the user was instructed to drive the mobile robot
from the starting location to the goal. The simulator provided 4 dierent
task-locations wherein roads had dierent curvatures and turning angles.
Each task was performed 5 times (trials); then the user proceeded to the
next task. The user data of which the task-completion time was a median
among the 5 trials was regarded as (x; u) for a given task. There was a 3-
second interval between every trial. While the user was performing the given
task, a program read the position and the orientation of the mobile robot
every 20 ms, and stored the position, orientation, two control inputs, task
number, trial number, and task result (success or failure). Fig. 4.3 shows
the four tasks that were given to the users to obtain the user-demonstrated
trajectories.
4.4 Inferred Unknown Parameter and Dening
Features
4.4.1 Inferred Unknown Parameter Vector by solving IOC
Let Dj : f(xk; uk)gNjk=1 be a set of user-demonstrated data for task #j, where
Nj is task-completion time for j = 1;    ; 4 (corresponding to four dierent
task-locations). We solve the IOC problem of multiple demonstrations by
applying the method introduced in Section 4.2.2.1
1Also, see [60] for IOC with multiple user-demonstrated trajectories.
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(a) Task #1 (b) Task #2
(c) Task #3 (d) Task #4
Figure 4.3: Four given tasks to obtain the sets of user-demonstrated data.
Recalling the cost function in (4.3), what we want to capture from the
user-demonstrated data is how a user's control regulates speed, steering, and
proximities to inner/outer boundary. Indeed, the balance of these regula-
tions is directly related to a curvature and a route of the user-demonstrated
trajectory, which in turn determines a task-completion time. Table 4.1 shows
the inferred parameter vector, [cv; c!; cib; cob] by solving the IOC problem for
21 user-demonstrations.
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4.4.2 Discussion of the Inferred Parameters and the Task-
Completion Time, and Dening Three Features
We applied various techniques from regression analysis, clustering analysis,
and curve tting to nd a direct relationship in the form of continuous map-
ping function between the inferred parameters and task-completion time in
Table 4.1. It was not so straightforward, however, to nd a precise mapping
function between those two.
Instead, we dene three values with the inferred parameters as follows:
 cv=c! : ratio of linear to angular velocity
 cib=cob : ratio of proximity to inner/outer boundary
 kRQ 1ib kF + kRQ 1ob kF : ratio of control eort to boundary collision
avoidance
In the third value, kkF represents the Frobenius norm, hence
kRQ 1ib kF + kRQ 1ob kF =
s
cv
cib
2
+

c!
cib
2
+
s
cv
cob
2
+

c!
cob
2
=

1 +
1
cib
p
cv2 + c!2
(4.14)
We refer to these three values as the features of user's task-performing char-
acteristics.2 By dening the features, a user can be associated to a sample
point q in feature space R3
q =

cv
c!
;
cib
cob
; kRQ 1ib kF + kRQ 1ob kF

USER#
(4.15)
where the subscript at the end, USER#, represents a user associated with q.
The dened features are shown in Table 4.1 as well.
We investigated the distribution of samples in this feature space, and
found that the samples were grouped around high-performing users, e.g.,
USER10 or USER13. Therefore, we will classify the users by regarding the
high-performing users as centroids for a cluster wherein the samples have the
2In the following chapters, the terms \feature" and \task-performing characteristics"
will be used interchangeably.
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certain type of task-performing characteristics. We will discuss the classi-
cation method in detail in Section 4.5.
4.5 Classify the Users Based on the Closest High-
Performers in Feature Space
4.5.1 A User as a Sample Point in Feature Space
Table 4.2 shows qi for all users who were shown in Table 4.1. Here, we
have sorted the users based on their task-completion times. Accordingly,
the subscript i can be regarded as either the rank of user in task-completion
time or the row index. By investigating Table 4.2, we see that it is possible
for users to have approximately the same task-completion time even if their
task-performing characteristics are located far apart in the feature space.
For instance, both USER14 and USER3 are high-performing users (which will
be referred to as \high-performers" shortly) who completed the task within
13.5 second approximately. However, their task-performing characteristics,
q3 and q4, are unique without sharing any resemblance.
Recalling the main goal of our developed interface { to guide a low-performing
user with a high-performer's knowledge under a newly given task { we clas-
sify the users based on the closest high-performers by regarding them as
centroids in feature space. We call this classication method Closest-High-
Performer-Based (CHPB) classication. Algorithm 4.1 describes the CHPB
classication. Note that we designate USER10, USER13, USER14, and USER3
(associated with q1, q2, q3, and q4) as four high-performers, and use l1-norm
as a (distance) metric.
Fig. 4.4 shows the result of the CHPB classication. The samples in the
same class are connected by a solid line. Table 4.3 depicts the assigned user
class, as well as the corresponding virtual xture parameters which will be
discussed in Section 5.3.
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Algorithm 4.1: CHPB Classification.
Input: f[cv; c!; cib; cob]; task-completion timeg of N -users.
Output: fqi; classig for the sorted N -users.
1. Sort N -user based on task-completion time.
2. Express a user in ith-row as a sample point qi in feature space R3
qi =
 
cv=c!; cib=cob; kRQ 1ib kF + kRQ 1ob kF

USER#
3. Choose M -highest-performer for each class:f q1;    ; qMg.
4. Assign user's class according to qi
for i M + 1 to N do
classi = arg min
j2f1; ;Mg
kqi   qjk1
end
Table 4.3: The assigned user's class by the CHPB classication. A user
with  is the high-performer in a class.
class user# kqi   qk1 jTi   T j
1
USER10 { {
USER20 2.9306 11.98
2
USER13 { {
USER17 1.0663 1.28
USER9 0.5805 1.58
USER4 0.4820 1.80
USER21 0.5377 1.94
USER5 1.1328 2.46
USER18 0.6187 2.48
USER16 0.3706 3.80
USER12 0.6684 4.34
USER19 1.7870 10.28
USER8 0.6207 18.12
USER7 2.1030 22.22
3
USER14 { {
USER1 2.2039 4.48
USER6 0.5339 5.84
4
USER3 { {
USER2 0.2367 0.54
USER11 0.2653 1.44
USER15 0.2480 9.86
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4.6 Summary
In this chapter, we considered the problems associated with modeling a
user's task-performing characteristics in a mobile robot steering task. We
performed human subject experiments, and inferred the unknown parameter
vectors by solving an inverse optimal control problem. Then, we modeled the
user's task-performing characteristics in terms of the balance of the inferred
parameters, which were referred to as features. By designating a user as a
sample in feature space, we observed that the samples were placed around
that of the high-performing users. This observation allowed us to get an
insight into how to classify the users of certain task-performing characteris-
tics. Therefore, we classied the users based on the high-performers whose
task-performing strategies are closest. As a result, the users were classied
into the clusters wherein the user's task-performing characteristics are akin
to each other.
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CHAPTER 5
CUSTOMIZING THE VIRTUAL FIXTURE
AND HAPTIC FEEDBACK
In Chapter 4, we discussed our approach to modeling the user's task-performing
characteristics and dened the three features representing the user's task-
performing characteristics. The main purpose of this chapter is to present
our approach to utilizing the dened features to set the proper level of as-
sistance by customizing virtual xture parameters for a user with certain
characteristics. We begin by introducing the concept of the level of assis-
tance. Second, we dene assisted control and a guiding force under virtual
xturing. Third, we discuss our approach to customizing the virtual xture,
which eventually results in the customized haptic feedback. We conclude this
chapter with a summary.
5.1 The Level of Assistance: Soft and Firm Assistance
In Chapter 2, we introduced that a virtual xture can be dened by atten-
uating admittance [14], denoted by c? , as a monotonically non-increasing
function with respect to deviation kek from a spine
c?(kek) =
8>><>>:
c? ; if kek > d2
c? +
h
d=2 kek

in
(1  c?); if d2    < kek  d2
1; if kek  d
2
  
where the width of virtual xture was specied by d, correction zone by ,
and the default (the lower limit) attenuation by c? . As the level of atten-
uation mainly depends on c? , we will present our approach to customizing
c? to assist a user based on his/her task-performing characteristics and cor-
responding task-performances in Section 5.3.
We refer to the two cases of c?= 0:1 and c?= 0:9 as rm assistance and
soft assistance respectively [3,4]. Accordingly, the more skilled the user, the
60
200 205
210 215
220
160
165
170
175
180
0
0.2
0.4
0.6
0.8
1
x1
x2
1-c?
x
x2
(a) soft assistance c?= 0:9
200 205
210 215
220
160
165
170
175
180
0
0.2
0.4
0.6
0.8
1
x1
x2
1-c?
x
x2
(b) rm assistance c?= 0:1
Figure 5.1: Soft and rm virtual xturings in terms of the amount of at-
tenuation, 1  c? , with respect to kek along the same spine.
softer assistance applied to the control input. Oppositely, the less skilled
the user, the rmer assistance applied. The eect of the virtual xture can
be intuitively seen by plotting \the amount of attenuation" along the spine.
Fig. 5.1 illustrates virtual xturings for the cases of soft assistance and rm
assistance in terms of the amount of attenuation, 1 c? , with respect to kek
along the same spine.
5.2 Assisted Control Force and Guiding Force under
Virtual Fixturing
Let f be a control input to the controlled object as shown in Fig. 5.2. We
start deriving an assisted control force, denoted by f assisted, by decomposing f
into two components. First, we dene a projection operator P that performs
a vector projection f onto 
P =
1
T
T (5.1)
Then, we can express a force input f by decomposing it into the preferred
and the non-preferred direction using P, thus
f = Pf + (I   P)f
= f  + f ?
(5.2)
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Figure 5.2: Assisted control force f assisted and guiding force f g.
Next, the role of c? is to attenuate the non-preferred direction component.
Therefore, the assisted control force f assisted can be expressed as
f assisted = f + c?f? (5.3)
The assisted control force (the attenuated force input) becomes an actual
force input to the controlled object, e.g., an omnidirectional mass-damper
system in Section 3.2.2.
This attenuation eect can be interpreted as a resulting guidance of a
virtual xture as follows. By algebraic manipulation, we can rewrite (5.3) in
terms of the original term and the suppressive term
f assisted = f + c?f ?
= f + f?   (1  c?)f?
= f|{z}
original term
+ [ (1  c?)f? ]| {z }
suppressive term
= f + f g
(5.4)
Hence, the guiding force f g is equivalent to the suppressive term which works
orthogonally to the preferred direction. Furthermore, the guiding force can
be transferred as force feedback fhaptic to the user's hand, thus
fhaptic = kgf g (5.5)
where kg is a positive scaling constant. We note that the direction of f g
is opposite to f? , and the magnitude is proportional to the amount of
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attenuation 1  c? as illustrated in Fig. 5.2.
5.3 Customizing a Virtual Fixture
For newly given tasks, we set a virtual xture for a specic user by the
following procedure. We note that the procedure uses data such as that
presented in Table 4.2 and Table 4.3 of Section 4.5.
Choose a spine: 
We generate a spine for each of the M -classes constructed by the CHPB
classier. Specically, M -spines (denoted by 1;    ; M) are generated by
solving (forward/direct) optimal control with the inferred parameters of the
M -high-performers whose feature were designated for the CHPB classica-
tion in Section 4.5. Then, we choose the spine i for qi among 1;    ; M
according to the assigned class in Table 4.3.
Determine a width: d
The ratio of inner/outer boundary preference is a good cue to determine
the width d of virtual xture. Let q2;i and q2; be the user's and the high-
performer's second feature in the same class, respectively. To assist the user
with high-performer's boundary preference, we dene d as
d = W
h
1 +  (q2;i   q2;)2
i 1
(5.6)
where W is a road width, and  is a positive constant that the developer can
choose. For instance, we set W = 50 (pixels) and  = 1:0 for our developed
system.
Set the softness/rmness of assistance: c?
The default attenuation, c? , is determined by the user's task-completion
time. Let csoft and crm be the attenuating admittance values for \soft" and
\rm" assistance, e.g., csoft = 0:9 and crm = 0:1, respectively. We dene c?
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Algorithm 5.1: Virtual Fixture Customization.
Input: f(x; u)g of N -users
Output: fi; di; c?;ig for the sorted N -users
1. Infer the unknown parameter vector [cv; c!; cib; cob] in cost function
[cv; c!; cib; cob]  SolveInverseOptimalControl((x; u))
2. Sort N-users based on T , and obtain qi and classi
fqi;classig  HpbClassification([cv; c!; cib; cob]; T )
3. Generate M -spines by high-performers' parameters
f1;    ; Mg  SolveFowardOptimalControl([cv; c!; cib; cob])
4. Customize virtual xture parameters for a user associated with qi
for i 1 to N do
i  classi
di  W

1 +  (q2;i   q2;)2
 1
c?;i    (csoft crm)Tthresrm Ti + csoft
end
as
c?(Ti) =  
(csoft   crm)
Tthresrm
Ti + csoft (5.7)
where Ti is the user's (associated with qi) task-completion time, and Tthresrm
is a threshold value so that our HRI interface applies the rm assistance,
crm = 0:1, to the user whose task-complietion time is Ti  Tthresrm.
Algorithm and result table
Algorithm 5.1 describes the total procedure to customize the virtual xture
for a user. Table 5.1 shows the customized virtual xture parameters based
on the user's task-performing characteristics.
5.4 Summary
To customize a virtual xture for a user, we processed in the former chapters
and sections
 Observing the user-demonstration.
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Table 5.1: The customized virtual xture parameters the user's task-
performing characteristics.
class user# jq2;i   q2;j jTi   T j j d c?
1
USER10 { { { 50.0000 0.9000
USER20 0.0739 11.98 1 43.3525 0.5450
2
USER13 { { { 50.0000 0.9000
USER17 0.1059 1.28 2 30.2480 0.8621
USER9 0.3500 1.58 2 39.1870 0.8532
USER4 0.1296 1.80 2 32.3236 0.8467
USER21 0.2437 1.94 2 27.4356 0.8425
USER5 0.0848 2.46 2 36.5373 0.8271
USER18 0.1698 2.48 2 34.7949 0.8265
USER16 0.2857 3.80 2 42.6767 0.7874
USER12 0.0824 4.34 2 40.8837 0.7714
USER19 0.1875 10.28 2 42.4900 0.5954
USER8 0.1987 18.12 2 35.4560 0.1000
USER7 0.0560 22.22 2 44.8402 0.1000
3
USER14 { { { 50.0000 0.9000
USER1 0.2124 4.48 3 44.7364 0.7673
USER6 0.0572 5.84 3 34.0157 0.7270
4
USER3 { { { 50.0000 0.9000
USER2 0.2066 0.54 4 34.3430 0.8840
USER11 0.2161 1.44 4 33.0113 0.8573
USER15 0.2307 9.86 4 33.8073 0.6079
 Inferring the unknown parameters of a cost function by solving inverse
optimal control (Section 4.4.1).
 Dening the features that capture the user's task-performing charac-
teristics (Section 4.4.2).
 Sorting the features/users based on task-completion time, and per-
forming the closest-high-performer-based (CHPB) classication (Sec-
tion 4.5).
In this chapter, we presented our approach to customizing a virtual xture
based on the dened features of the user's task-performing characteristics.
We dened soft and rm assistance according to the amount of attenua-
tion, and discussed asssited control force that results by attenuating a non-
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preferred directional component from an initial control input. We also showed
that the attenuating component against the initial control input can be inter-
preted as a suppressive term, which in turn becomes identical to the guiding
force. We then described the procedure to customize the virtual xture for
a user on the basis of the class, the features, and task-completion time.
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CHAPTER 6
CUSTOMIZING VISUAL FEEDBACK
In this chapter, we introduce our approach to customizing visual feedback
based on user's dexterity. Our assistive HRI interface modies the size of
the working eld of view (WFoV) by adjusting a zoom level to enhance
a user's awareness of the quality of his/her control. First, we introduce
terminology that is used in psychology-engineering-based research: steering
law, the index of diculty (ID), and the index of performance (IP). Next,
we discuss the eect of increasing zoom level on the user's task-completion
time and screen velocity in WFoV. We then calculate the ID for our mobile
robot teleoperation task, and investigate the IP from user performance data.
Finally, we describe our method to modify visual feedback, and to customize
the modication for the users based on their performance.
6.1 Introduction to Steering Law
Since the early 1950s, the human factors that characterize movements and
task-performance have been studied through psycho-motor behavior mod-
els [104]. Quantitative human performance models from those studies con-
tribute not only to characterize human behavior, but also to design a human-
machine interactive system [105]. For a steering task, there exists well-known
models such as \Rashevsky's model" [106], \Drury's model" [107], and \Ac-
cot and Zhai's model" [92].
Fig. 6.1 shows the environment and the WFoV on a display monitor which
will be considered as visual feedback. For our application, we adopt the
Accot and Zhai's steering law. According to the Accot and Zhai's steering
law [105], task-completion time T to successfully steer a controlled object
through a path C is dened as
67
WFoV
GOAL
W : road width
path: C
Figure 6.1: Path C and road width W to calculate ID and rel. IP using
Accot and Zhai's steering law in our application.
T = a+ b
Z
C
ds
W (s)
(6.1)
where W (s) is the path width at s, and a and b are positive coecients that
depend on a user's minimum reaction time and the given task condition,
respectively. In (6.1), we especially consider the integral term as the index
of diculty (ID) [26, 33,104], thus
ID =
Z
C
ds
W (s)
(6.2)
Accordingly, we can dene index of performance (IP) [6, 92]
IP =
ID
T
(6.3)
The IP indicates the level of user's performance for a given task. Thus, the
higher IP indicates that the user is more skilled. Instead of using IP directly,
we dene \relative" ID as
rel. IP =
IP
max IP
(6.4)
which indicates a user's IP relative to the highest-performing user's IP.
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6.2 The Eects of Zooming-in the WFoV to User's
Task-Performance
6.2.1 User's Relative IP with respect to a Zoom level
If a zoom level is increased, then the road width W becomes wider in the
WFoV. Suppose a total path length C = 747 [pixel] and a xed road width
W = 50 [pixel] when zoom level  = 1.0. From (6.2), we can calculate ID
for  = 1.0,  = 2.0, and  = 3.0 as
ID=1:0 = 14:94; ID=2:0 = 7:47; and ID=3:0 = 4:98 (6.5)
which shows that the ID decreases as the zoom level increases due to the
wider W in the WFoV.
Now, we can calculate the relative IP for all users as depicted in Table 6.1
with T in Table 4.2. Table 6.2 shows the mean and standard deviation of
relative IP of Table 6.1. From Table 6.2, we can see that the mean of relative
IP increases, and the standard deviation of relative IP decreases as zoom
level increases. Recall that the IP represents the user's performance for the
given task; the increasing mean of relative IP represent that the average
user's performance is improved. Also, the decreasing standard deviation of
relative IP means that gaps among the user's performance are reduced by
zooming-in the WFoV.
Table 6.2: Mean and standard deviation of relative IP in Table 6.1.
zoom level  = 1:0  = 2:0  = 3:0
rel. IP mean 0.7327 0.7919 0.8226
rel. IP std 0.1994 0.1016 0.0953
6.2.2 Improvement of Screen Velocity in WFoV
By increasing the zoom level, the mobile robot velocity will be seen  times
faster in the WFoV. To sustain consistent control-to-display (CD) gain with
respect to varying zoom level, we multiply control command gain , which
was introduced in Section 3.2.2, as a relative velocity compensating term,
70
thus
 =  1 and 0 <   1 (6.6)
Unfortunately, multiplying  also limits the speed of a controlled object,
and may prevent us from nding potential benets of zooming. To check
the benet of zooming, therefore, we examine the improvement of \average
screen velocity" in WFoV, which indicates that the zooming helps a human
user to apply control more freely and condently by reducing the pressure
for ner control.
The average screen velocity of mobile robot, vs,avg, can be calculated as
vs,avg =  vavg (6.7)
where vavg represents the average velocity with respect to global coordinate.
Table 6.3: The average velocity vavg and the average screen velocity vs, avg.
vavg vs, avg
USER#  = 1:0  = 2:0  = 3:0  = 1:0  = 2:0  = 3:0
USER1 0.962 0.623 0.440 0.962 1.245 1.320
USER2 1.164 0.656 0.451 1.164 1.313 1.354
USER3 1.184 0.712 0.473 1.184 1.423 1.419
USER4 1.195 0.686 0.470 1.195 1.371 1.410
USER5 1.086 0.689 0.488 1.086 1.379 1.465
USER6 0.975 0.635 0.441 0.975 1.270 1.323
USER7 0.311 0.524 0.415 0.311 1.049 1.245
USER8 0.782 0.642 0.453 0.782 1.285 1.360
USER9 1.177 0.712 0.466 1.177 1.425 1.398
USER10 1.219 0.636 0.437 1.219 1.273 1.311
USER11 1.106 0.638 0.424 1.106 1.277 1.271
USER12 1.009 0.644 0.446 1.009 1.288 1.339
USER13 1.222 0.649 0.456 1.222 1.298 1.368
USER14 1.237 0.707 0.478 1.237 1.415 1.435
USER15 0.700 0.537 0.408 0.700 1.075 1.225
USER16 1.035 0.619 0.449 1.035 1.237 1.347
USER17 1.282 0.723 0.497 1.282 1.445 1.490
USER18 1.108 0.683 0.469 1.108 1.366 1.407
USER19 0.758 0.665 0.460 0.758 1.329 1.379
USER20 0.687 0.525 0.384 0.687 1.050 1.151
USER21 1.285 0.719 0.482 1.285 1.437 1.446
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Table 6.3 shows the average velocity vavg and the average screen velocity
vs, avg. Now, we calculate the improvement of vs, avg according to zoom levels
 as
improvement of vs, avg by 
=
(vs, avg at )  (vs, avg at  = 1:0)
(vs, avg at  = 1:0)
 100 [%]
(6.8)
Table 6.4 presents the improvement of vs, avg by . From Table 6.4, we can
see the positive eect of zooming to vs, avg. Therefore, we design our assistive
HRI system so as to modify visual feedback by adjusting a zoom level based
on the quality of the user's control under specic environmental conditions.
Table 6.4: The improvement of the average screen velocity vs, avg by  in
terms of percent [%].
USER#  = 1:0  = 2:0  = 3:0
USER1 0 29.48 37.27
USER2 0 12.74 16.30
USER3 0 20.16 19.85
USER4 0 14.74 18.00
USER5 0 26.99 34.94
USER6 0 30.31 35.72
USER7 0 237.09 300.24
USER8 0 64.40 74.07
USER9 0 21.05 18.74
USER10 0 4.41 7.53
USER11 0 15.49 14.95
USER12 0 27.68 32.80
USER13 0 6.24 11.99
USER14 0 14.40 16.02
USER15 0 53.61 75.12
USER16 0 19.51 30.15
USER17 0 12.74 16.26
USER18 0 23.20 26.90
USER19 0 75.43 81.98
USER20 0 52.85 67.47
USER21 0 11.85 12.51
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6.3 Visual Feedback Modication and Customization
6.3.1 Modifying WFoV by Zoom Level Adjustment
Psycho-motor ndings introduce the idea that changing the level of zooming
aects the user's task-performance in multi-scale navigation [46,47], surgical
robot interface [44], and pointing tasks [45]. Likewise, a perceptual feedback
controller for our assistive HRI interface also modies visual feedback by ad-
justing a zoom level. The purpose of this modication is to provide assistance
by zooming the WFoV based on the high-performing user's routing strategy
by constraining the WFoV, and helping the human user to have an obvious
awareness of the quality of his/her control.1
We dene a zoom level, denoted by , similarly to how attenuating impedance
was introduced in Section 5.1, thus
(kek) =
8>><>>:
; if kek > d
2
+
h
d=2 kek

i
(1  ); if d
2
   < kek  d
2
1; if kek  d
2
  
(6.9)
where  > 1 is the maximum zoom level. From (6.9), we see that if jjejj is
larger than d
2
 , then the zoom level is increased linearly as the mobile robot
further deviates from the spine set by using the result from the CHPB classi-
er. According to the human operator model in Section 3.2.1, consequently,
the increased level of zooming will make the user apply a larger corrective
control action in the preferred direction.
6.3.2 Visual Feedback Customization
From (6.9), we know that  determines the range of the function (kek),
i.e., (1; ], for the deviation within a correction zone, thus kek :  d
2
  ; d
2

.
Suppose that d
2
and  are xed values pre-determined for a road widthW . Let
Ti and Tthresmax be the useri's task-completion time and a threshold value
to set the zoom level as the maximum zoom level, max, if Ti  Tthresmax,
respectively. Now, the following denition of  allows us to provide the
1In fact, this is one of our hypothetical questions that will be validated in Chapter 7
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customized visual feedback
(Ti) =  (max   1:0)
Tthresmax
Ti + 1:0 (6.10)
For our HRI system, we set max to be 2.0.
6.4 Summary
In this chapter, we discussed our approach to customizing visual feedback
based on user's task performance. We rst dened the index of diculty and
the index of performance for a mobile robot teleoperation task. Then, we
investigated the eect of zooming-in the working eld of view on the user's
task-completion time and the screen velocity in WFoV. We observed that
the average screen velocity in WFoV was improved as zoom level increased,
and the standard deviation of the users' performance decreases as well; these
observations provided the cues for improving the low-performing user's per-
formance by providing the customized visual feedback. Lastly, we presented
a method to adjust the zoom level to modify visual feedback, and to cus-
tomize the modication for a specic user. In the next chapter, the results
of user-performance evaluation under the various types of assistance will be
discussed and analyzed.
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CHAPTER 7
EVALUATING USER'S TASK
PERFORMANCE
This chapter presents the results of evaluating user performance with the de-
veloped assistive HRI interface. In Chapters 5 and 6, we described a method
for customizing haptic and visual feedback based on a user's task-performing
characteristics and performance, respectively. For evaluation, 10 assistance
modes are applied to the user. With the results, we validate our assistance
customization approach by comparing the user performance to the other
cases. We begin by introducing the experiment design: experimental appa-
ratus and protocol, assistance modes, and hypothetical questions. Then, we
present user task-completion time and average velocity under various assis-
tance modes. Finally, we investigate the enhancement of user performance,
and answer to our hypothetical questions based on the evaluation results.
7.1 Experiment Design for Evaluating User's
Task-Performance
7.1.1 Experimental Apparatus and Protocol
Subjects were instructed to sit comfortably on an oce chair with wheels
in front of a computer desk, and were provided with an input device and a
display monitor. A Novint FALCON haptic joytick was used as the input
device, and we used a typical 17-inch monitor as the display. Fig. 7.1 shows
the apparatus of the experimental setup.
A brief introduction about the experiment procedure was given to all sub-
jects as well as short demonstration. Then the subjects were given time to
practice, familiarizing themselves with the interface by driving a mobile robot
along a road. We limited the practice time to 5-min to prevent performance
enhancement by learning eects.
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Figure 7.1: The apparatus of the experimental setup. The subject is per-
forming a given task (the photo is used by courtesy of the participant).
After the practice stage, the subjects started the rst stage (testing stage).
During the rst stage, our simulator provided 4 dierent task locations
wherein roads had various curvatures but with the xed width. For each
task, the subjects performed 5 trials. Among the 5 trials, we picked the
median data in terms of task-completion time, and followed the procedure
of solving IOC, classifying the subjects, and customizing the virtual xture
parameters.
Finally, the subjects were instructed to complete an entire lap along a given
race track during the second stage (performance evaluation stage). When
the mobile robot collided with the road boundaries, the task began from the
center of the road at the point of failure. The maximum number of collisions
was limited to ten. There were 10 tasks, according to various assistance
modes, from no-assistance to haptic+visual feedback with potential function-
based guidance.
7.1.2 Acronyms for Representing Assistance Modes
Throughout this chapter, we use acronyms to represent either sole or com-
bined assistance modes as follows:
 V : visual feedback
 H : haptic feedback
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 D : use default parameters for a virtual xture: d = 50:0 and c? = 0:2
were used as the default parameters.
 C : set customized parameters for a virtual xture
 S : spine generated from the highest-performer's cost function.
 P : dene attractive/repulsive potential eld function with respect to
road center/boundaries.
 R : road center was used to dene attractive potential function.
We use XX/YY format in which the rst two capital letters represent
feedback types and the next ones describe virtual xture settings. For in-
stance, VH/CS means \visual + haptic feedback" and a virtual xture with
\customized parameters and spine."
7.1.3 Hypothetical Questions
The three hypothetical questions we want to know are as follows:
 Question 1: (Overall eects) Is performance dierent for dierent
feedback types and dierent active constraint settings?
With question 1, we rst want to verify the main eect and the interaction
eect of assistance mode, respectively.
 Question 2: (Individual eects) What will be the results of examining
each individual assistance mode's eect on performance (either positive
or negative)?
As our assistive HRI interface provides assistive control and a guiding force
for the user's control, we want to know the answer to question 2 to investigate
the enhancement of the subject performance.
 Question 3: (The advantage of haptic assistance customization) Does
H/CS outperform the other assistance modes?
In addition to question 2, the above query veries the advantage of our
approach that provides the customized assistance based on the user dexterity.
We note that \task-completion time" and \average velocity" will be used
as performance criteria.
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7.2 Result Data
Table 7.1 and Table 7.2 show subject task-completion time and average ve-
locity, respectively. We also present the subject performance enhancement
in Table 7.3 and Table 7.4. For task-completion time T , we calculate the
\positive" enhancement in percent as
Enhancement in task-completion time T [%]
=
T with No Assist   T with Asssitance type
T with No assist
 100
(7.1)
which means \decrement" of task-completion time as shown in Table 7.3.
For average velocity, the enhancement is dened by
Enhancement in average velocity vavg [%]
=
vavg with Asssitance type   vavg with No assist
vavg with No Assist
 100 (7.2)
which represents \increment" of average velocity as depicted in Table 7.4.
By glancing at the result data, it can be seen from the results that the
assistance mode H/CS shows the best performance enhancement in both T
and vavg. We will further analyze the result data applying statistical methods
in Section 7.3.
We note that Table 7.1 through Table 7.4 are presented as bar plots for
each user in Appendix B.
7.3 Checking Hypothetical Question and Data
Analysis
In this section, we answer our hypothetical questions that were framed in
Section 7.1.3 and further examine the subject data.
7.3.1 Answers to the Three Hypothetical Questions
To examine the three hypothetical questions, we use the enhancement data
of the task-completion time and the average velocity presented in Table 7.3
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and Table 7.4, respectively. We present the results in APA format introduced
in [108].
Answer to Question 1
The rst hypothetical question that we examined was:
 Question 1: (Overall eects) Is performance dierent for dierent
feedback types and dierent active constraint settings?
To answer the question 1, we applied rANOVA (repeated measures anal-
ysis of variance). We set feedback types (V/H/VH) and active constraint
types (DS/CS /PR) as two repeated-measure factors.
First, we ran the test with the enhancement of T data in Table 7.3. The
rANOVA on task-completion time yielded a main eect for the feedback
types, F (2; 44) = 62:959; p < 0:01, indicating that the mean change score
was signicant. The main eect of the active constraint types was signi-
cant, F (2; 44) = 8:741; p < 0:01. Also, the interaction eect was signicant,
F (4; 88) = 8:951; p < 0:01.
Next, we tested the enhancement of vavg data in Table 7.4. The rANOVA
on average velocity showed a signicant main eect for the feedback types,
F (2; 44) = 87:369; p < 0:01. The main eect of the active constraint types
was signicant, F (2; 44) = 10:915, p < 0:01. Lastly, the interaction eect
was also signicant, F (4; 44) = 10:558, p < 0:01.
Consequently, we answered to the question 1 by showing the main eects
and the interaction eects from rANOVA results.
Answer to Question 2
Second, we investigated the following hypothetical question:
 Question 2: (Individual eects) What will be the results of examining
each individual assistance mode's eect on performance (either positive
or negative)?
We performed one-sample t-test for each assistance mode as presented in Ta-
ble 7.5. First, the results showed that H/CS (signicant for both T and vavg)
and H/PR (signicant for vavg and marginally signicant for T ) enhanced
83
Table 7.5: The eect of overall assistance mode for the enhancement in T
and vavg.
T or vavg assist mode MEAN(STD) t-score p-value enhancement
T
V/DS -11.626(16.292) t(22)=-3.423 0.002 -
H/DS 2.353(14.910) t(22)=0.757 0.457 +
VH/DS -7.324(16.014) t(22)=-2.193 0.039 -
V/CS -10.250(18.437) t(22)=-2.666 0.014 -
H/CS 13.389(15.335) t(22)=4.187 0.001 +
VH/CS -8.119(15.632) t(22)=-2.491 0.021 -
V/PR -1.735(17.316) t(22)=-0.481 0.636 -
H/PR 7.316(19.012) t(22)=1.845 0.078 +
VH/PR -2.908(19.937) t(22)=-0.700 0.491 -
vavg
V/DS -11.023(9.784) t(22)=-5.403 0.001 -
H/DS 4.161(12.790) t(22)=1.560 0.133 +
VH/DS -7.396(12.578) t(22)=-2.820 0.010 -
V/CS -8.679(18.258) t(22)=-2.280 0.033 -
H/CS 17.931(24.561) t(22)=3.501 0.002 +
VH/CS -8.206(13.901) t(22)=-2.831 0.010 -
V/PR 1.122(16.529) t(22)=0.325 0.748 +
H/PR 13.097(23.716) t(22)=2.648 0.015 +
VH/PR 0.228(22.349) t(22)=0.049 0.961 +
user performance. Second, V/DS, VH/DS, V/CS, and VH/CS signicantly
impaired user performance (both in T and vavg). Lastly, there was that H/DS,
V/PR, and VH/PR had a signicant eect on the subject performance.
The result of the second hypothetical question examination is in accordance
with the properties of V (visual feedback), DS (virtual xture set by default
parameters), and PR (potential function-based method). We know that V
not only reduces a user's mental pressure to apply delicate control, but also
slows down the speed of a controlled object (a mobile robot); hence the eect
on user performance is determined by trade-o between those two. To further
investigate this, we performed paired t-test for the average screen velocity
vs, avg of various zoom levels , denoted by v
=level
s, avg , presented in Table 6.3.
First, the paired t-test for v=2:0s, avg (mean=1.298) and v
=1:0
s, avg (mean=1.023)
yielded t(20) = 7:642, p < 0:01, indicating that increasing zoom level from
 = 1:0 to  = 2:0 improves the screen velocity signicantly. The paired
t-test for v=3:0s, avg (mean=1.355) and v
=2:0
s, avg (mean=1.289) resulted in t(20) =
5:080, p < 0:01, which also indicated the screen velocity improvement.
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Answer to Question 3
The third hypothetical question was
 Question 3: (The advantage of haptic assistance customization) Does
H/CS outperform the other assistance modes?
To examine the question 3, we performed paired t-tests for H/CS and H/PR.1
First, the paired t-test for H/CS (mean=13.39, std=15.34) and H/PR (mean=
7.32, std=19.01) on task-completion time yielded t(22) = 2:744, p < 0:05,
indicating that H/CS signicantly outperforms H/PR. We observed the same
result on the average velocity, t(22) = 2:322, p < 0:05 for H/CS(mean=17.93,
std=24.56) and H/PR(mean=13.10, std=23.72); hence, H/CS outperforms
the other assistance modes. Finally, we found the answer to the hypothetical
question 3.
7.3.2 Further Observations
We observed some interesting phenomena in subject data. We rst sorted
the users in ascending order according to their task-completion time under
\No Assist" mode. Then, we investigate the amount of positive enhancement
under various assistance modes for all users. Table 7.6 and Table 7.7 present
positive enhancement in T and vavg under the assistance modes for all users.
In both tables, it can be seen that the more assistive modes become positively
eective as we look up from top to bottom. However, we note that no further
generalization can be made from these observations.
7.4 Summary
In this chapter, we showed the results and data analysis for user perfor-
mance evaluation with our assistive HRI interface and assistance customiza-
tion method. First, we introduced the experimental apparatus and protocol
as well as three hypothetical questions. We then presented task-completion
time and average velocity, and the enhancement in task-completion time and
1From the answer to the question 2, we had found that the best two assistance modes,
H/CS and H/PR, brought force (marginally) signicant enhancement.
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in average velocity for all subjects. Finally, we tested the three hypothetical
questions by rANOVA, one-sample t-test, and paired t-test, respectively.
With the answer to the hypothetical questions, we especially validated the
eectiveness of our assistance customization method by showing that the
resulting performance of assisting the user with haptic feedback and the
customized virtual xture, H/CS, surpassed the other assistance modes.
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CHAPTER 8
CONCLUSION
This dissertation is about developing an assistive human-robot interaction
(HRI) interface that provides the customized assistance based on the user's
dexterity. The backbone of our approach is to customize virtual xture pa-
rameters so that they adjust the level of assistance according to the user's
task-performing characteristics and task-performance. Our approach also
considers providing the customized two types of perceptual feedback, haptic
and visual feedback, as guidance to help low-performing users by incorporat-
ing strategies of high-performing users into the developed HRI interface.
Our approach utilizes inverse optimal control to model a user's task-perfor
ming characteristics. The underlying assumption for this approach is that
the human user is optimizing a cost function during a given task. After
inferring the cost function by solving inverse optimal control with the user-
demonstrated data, we dened three features to capture the user's task-
performing characteristics. We used the high-performing user's features as
centroids for our classication method which allows us to classify users rela-
tive to a high-performing user whose task-performing characteristics are most
similar. The dened features also serve as reasonable cues for customizing
virtual xture parameters, which, in turn, determine the amount of guiding
force and zoom level adjustment.
We evaluated subject performance with our developed HRI interface. Var-
ious assistance modes were applied to the subjects. By examining the three
hypothetical questions, we answered the overall eects of assistance modes,
individual eect of each assistance mode, and the advantage of haptic as-
sistance customization. Especially, we validated the eectiveness of our as-
sistance customization approach by comparing two assistance modes, H/CS
and H/PR, which showed the better enhancement of user task-performance
against the other assistance modes. We concluded that the enhancement
under the assistance mode of \haptic feedback+customized virtual xture"
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outperformed the other assistance modes.
8.1 Future Work
As this research is the rst milestone to apply our assistance customiza-
tion for a specic target application of mobile robot teleoperation, we have
chosen the three intuitive features highly related to car-driving strategies.
Also, by limiting the number of features to three, we could get an insight for
our classication method by visualizing each user's task-performing charac-
teristic in the feature space. Further research should explore ways of both
nding other relative features and determining principle components when
the feature space dimension becomes high.
In human subject experiments for modeling user's task-performing charac-
teristics and evaluating system, our subject pool size was around 20 subjects.
We should increase the size of the subject pool and obtain more various users'
task-performing characteristics. Denitely, we can expect that data analysis
and hypothesis tests with the larger subject pool will yield a more robust
relationship between assistance modes and user performance.
The larger subject pool can also contribute to nding the distribution, e.g.,
Gaussian distribution, of specic task-performing characteristics. This allows
us to dene general (or most typical) user strategies for a specic given task.
Another expected advantage is that we may nd a relationship between task-
performing characteristics and task-performance as a continuous (mapping)
function. The function can be utilized as a powerful tool to customize the
level of assistance.
Lastly, this approach should be applied and tested to more complex real
world applications. For instance, in practice a robot usually sends the human
operator a 3D image instead of a 2D bird view image. Also, most robots are
equipped with multiple types of sensors to obtain more robust information by
sensor-fusioning. Therefore, the future implementation should concern the
perspectives from another basis function for IOC, e.g., depth of the image
or 360 degree range information, to new features related to the user's task-
completing strategies.
90
APPENDIX A
APPLIED ALGORITHM TO SOLVE
INVERSE OPTIMAL CONTROL
Algorithm A.1: Method to Solve (2.18)
Input: (x; u)
Output: c
c; 0  RandomVectors
N  Length(x; u)
oldsum SomeLargeNumber
while do
temp 0
for k  0 to N 1 do
Ak  A

(xk;u

k)
(2.16)
k+1  CostateEvaluation(c; k; xk; uk) (2.13)
zk  

cT Tk+1 
T
k
T
(2.15)
temp  temp + Akzk
end
sum temp
termcond Tolerance(sum; oldsum)
if termcond <  then
return c
else
c; 0  FindMinimizer(sum; oldsum; c; 0)
end
oldsum sum
end
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APPENDIX B
RESULT PLOTS
Fig. B.1 shows the subjects performing given task during the evaluation stage
introduced in Section 7.1. In this appendix, we present Table 7.1 through
Table 7.4 as bar plots. As more than 40-gures are presented, we specify the
gure data as follows:
 Task-completion time with respect to assistance types (Fig. B.2)
 Enhancement in task-completion time T in terms of percent with re-
spect to assistance types (Fig. B.3)
 Average velocity with respect to assistance types (Fig. B.4)
 Enhancement in average velocity vavg in terms of percent with respect
to assistance types (Fig. B.5)
We note that USER4 and USER9z were the highest-performer and the
lowest-performer respectively.
Figure B.1: The subjects are performing given task during the evalua-
tion (the photos are used by courtesy of the participant with agreement).
92
No Assist V/DS H/DS VH/DS V/CS H/CS VH/CS V/PR H/PR VH/PR
0
5
10
15
20
25
30
35
40
45
50
Task−completion N w.r.t assistance−types / VF−setting for USER1
assistance−types / VF−setting
task
−co
mpl
etio
n T 
[sec]
(a) USER1
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Figure B.2: Task-completion time in [second] with respect to feedback
types for USER1 through USER23.
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Figure B.2: Continued.
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Figure B.2: Continued.
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Figure B.2: Continued.
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Figure B.2: Continued.
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Figure B.2: Continued.
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Figure B.2: Continued.
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Figure B.2: Continued.
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Figure B.3: Performance enhancement in task-completion time as percent
with respect to feedback types for USER1 through USER23.
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Figure B.3: Continued.
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Figure B.3: Continued.
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Figure B.3: Continued.
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Figure B.3: Continued.
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Figure B.3: Continued.
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Figure B.3: Continued.
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Figure B.3: Continued.
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(c) USER3
Figure B.4: Average velocity in [pixel/second] with respect to feedback
types for USER1 through USER23.
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(f) USER6
Figure B.4: Continued.
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(i) USER9z
Figure B.4: Continued.
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(l) USER12
Figure B.4: Continued.
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(o) USER15
Figure B.4: Continued.
113
No Assist V/DS H/DS VH/DS V/CS H/CS VH/CS V/PR H/PR VH/PR
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
Average velocity w.r.t assistance−types / VF−setting for USER16
assistance−types / VF−setting
ave
rage
 vel
ocit
y [pix
el/se
c]
(p) USER16
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(r) USER18
Figure B.4: Continued.
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(t) USER20
No Assist V/DS H/DS VH/DS V/CS H/CS VH/CS V/PR H/PR VH/PR
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
Average velocity w.r.t assistance−types / VF−setting for USER21
assistance−types / VF−setting
ave
rage
 vel
ocit
y [pix
el/se
c]
(u) USER21
Figure B.4: Continued.
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(w) USER23
Figure B.4: Continued.
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(c) USER3
Figure B.5: Performance enhancement in average velocity as percent with
respect to feedback types for USER1 through USER23.
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(d) USER4
No Assist V/DS H/DS VH/DS V/CS H/CS VH/CS V/PR H/PR VH/PR
−50
−40
−30
−20
−10
0
10
20
30
40
50
Enhancement in average velocity w.r.t assistance−types / VF−setting for USER5
assistance−types / VF−setting
en
han
cem
ent 
in a
vera
ge v
eloc
ity [%
]
(e) USER5
No Assist V/DS H/DS VH/DS V/CS H/CS VH/CS V/PR H/PR VH/PR
−50
−40
−30
−20
−10
0
10
20
30
40
50
Enhancement in average velocity w.r.t assistance−types / VF−setting for USER6
assistance−types / VF−setting
en
han
cem
ent 
in a
vera
ge v
eloc
ity [%
]
(f) USER6
Figure B.5: Continued.
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(i) USER9z
Figure B.5: Continued.
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(l) USER12
Figure B.5: Continued.
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(o) USER15
Figure B.5: Continued.
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(r) USER18
Figure B.5: Continued.
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(u) USER21
Figure B.5: Continued.
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Figure B.5: Continued.
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