Two techniques are presented for noninvasively determining the intensity field of high-intensity focused ultrasound transducers in a liquid medium. The techniques are based upon the streaming velocity induced in the liquid by the absorbed ultrasound beam. The approaches are similar to an iterative streaming method previously reported, but the present approaches are "direct:" The differential operations of the Navier-Stokes equations are performed directly upon the experimentally measured streaming velocity, rather than through an iterative approach that minimizes the difference between a theoretical estimate of the streaming velocity and the one measured experimentally. As such, the direct methods are much faster than the iterative technique. The price paid for the increase in speed is smaller spatial coverage; the direct techniques are applicable only where accurate streaming velocity is available. Comparisons performed in the range 100-1000 W / cm 2 focal intensity showed differences between the direct methods and the iterative streaming technique to be less than 20%. Similar differences were observed in low-power comparisons with hydrophone measurements.
I. INTRODUCTION
In the safety evaluation of high-intensity focused ultrasound ͑HIFU͒ transducers, an important first step is the determination of the intensity field in a liquid medium. Direct measurement of the pressure or intensity at energy levels used in clinical applications can be difficult, due to the possibility of sensor damage or interference of the sensor with the HIFU beam ͑Shaw and ter Haar, 2006͒. Hence, it is worth pursuing noninvasive methods for characterizing HIFU transducers.
In a previous paper ͑Hariharan et al., 2008͒ , it was shown that acoustic streaming may be employed to characterize transducers without perturbing the acoustic field. The steady flow field induced by the absorbed ultrasound was measured using digital particle image velocimetry ͑DPIV͒. The acoustic intensity giving rise to the measured flow field was then determined through an iterative computational procedure involving repeated solution of the governing equations of ultrasound beam propagation ͑KZK equation͒ and fluid flow ͑Navier-Stokes͒. Pressure predictions from the iterative streaming technique closely matched ͑within 10%͒ hydrophone measurements at low power, where hydrophones can be safely used. A drawback of the iterative streaming technique is the extensive computation time required to repeatedly solve the governing equations during the optimization phase.
An alternative to the iterative streaming method is a "direct streaming method," wherein the velocity field derived from DPIV measurements is inserted directly into the equations governing the streaming motion, in order to determine the intensity contained in the source term. A difficulty with direct streaming calculations is the inherent instability of numerical differentiation of experimental data. In computing a derivative via finite differencing, for example, dividing by the small distance between adjacent velocity values tends to accentuate experimental uncertainties. This magnification of error increases further when second derivatives ͑e.g., those describing the viscous stress͒ are computed.
In this paper we present two direct streaming methods for determining the ultrasound intensity field. The first, the "Gaussian curve fitting" ͑GCF͒ method, fits the streaming velocity data to an analytic expression involving Gaussian functions and their integrals. Errors associated with differentiation of the experimental data are reduced by analytically differentiating the closed-form expressions. Our second technique, the finite difference ͑FD͒ method, uses finite differences to compute the derivatives contained in the NavierStokes operators. Errors are controlled by determining an "optimal" grid spacing-one large enough that experimental uncertainties are not excessively magnified, and small enough that extreme averaging of the field does not occur. If desired, curve fitting of differentiated data can be employed for additional smoothing.
Relative to the iterative approach in Hariharan et al. ͑2008͒, the direct techniques are much faster. Execution times for the direct methods were just seconds on a standard personal computer. The direct methods also require no software for simulating beam propagation or fluid flow. As a result, the direct methods can be cheaper to employ. A drawback of the direct methods is that they can generate reliable intensity estimates only in locations where accurate velocity a͒ Author to whom correspondence should be addressed. Electronic mail: matthew.myers@fda.hhs.gov data are available. With the iterative method, a complete description of the acoustic intensity field is obtained.
The following section describes the direct methods. In Sec. III the methods are applied to sets of experimental data for three different transducers. The experiments were performed using the DPIV method described in Hariharan et al. ͑2008͒ . Comparisons are made with the iterative approach and with experimental hydrophone measurements. In Sec. IV, the advantages and disadvantages of the direct methods are discussed.
II. METHODS
We consider an axisymmetric HIFU transducer radiating into a liquid medium of Newtonian viscosity , ultrasound absorption ␣, density 0 , and speed of sound c 0 . We denote the direction along the axis of symmetry of the transducer the z axis, with the r-coordinate perpendicular to z. The liquid medium may be any Newtonian fluid, such as water, though it was found previously ͑Hariharan et al., 2008͒ that hydrodynamic instabilities at higher intensities can be avoided by using a more viscous medium. In the experiments cited in this paper the streaming fluid will always be a Natrasol-based medium having a Newtonian viscosity of 12 centipoise and an ultrasound attenuation of 0.00055 Np/ cm ͑Hariharan et al., 2008͒.
The HIFU intensity is assumed to be in the "moderate" regime-large enough to be clinically relevant yet low enough that the beam propagation may be adequately described by linear acoustics ͑Hariharan et al., 2008͒. In terms of focal intensity, the upper limit of the range of interest is around 1000 W / cm 2 . Transducer characterization at higher intensities is discussed briefly in Sec. IV.
The steady fluid flow, i.e., the acoustic streaming field, induced by the absorbed ultrasound energy is assumed known from experimental measurements. Our velocity measurements were made using DPIV, though any method possessing sufficient resolution to accurately capture the velocity field in the focal region would suffice. A typical speed contour derived from our DPIV measurements is shown in Fig. 1 . The contour represents the magnitude of the streaming velocity in the focal region of the ultrasound beam. Due to the high intensity, the focal region is the location of primary interest, and the one to which we will confine our attention in this paper. From Fig. 1 it can be seen that the extent of the focal region is a few cm in the axial direction and a few mm radially.
To derive the equation relating the acoustic intensity to the measured streaming velocity, we denote the fluid velocity generated by the ultrasound beam u j . In the most general case, the indices i, j may take on the values 1,2,3 for the different Cartesian coordinate directions. The streaming velocity is u j , with the overbar denoting time averaging. The equation of motion for the streaming velocity is ͑Lighthill, 1978͒:
where
is the force per unit volume arising from the transfer of momentum from the acoustic field to the streaming fluid. As noted by Lighthill ͑1978͒, F j is also the spatial variation of the Reynolds stress u i u j . In the focal region, the HIFU beam may be modeled as a column of locally planar waves traveling parallel to the z axis. In that case the radiation force ͑per unit volume͒ on the fluid may be written ͑Nyborg, 1965͒
where I z is the z component of the time-averaged ultrasound intensity. Upon taking the z component of Eq. ͑2.1͒, incorporating Eq. ͑2.3͒, and solving for I z in cylindrical coordinates, we obtain
In streaming flows located far from boundaries, the mean pressure gradient is typically small and can be neglected ͑Wu and Du, 1993͒. Also, because the radial component of velocity u r is small compared to the axial component of velocity u z in the focal region, and because radial derivatives are constrained to be zero on the z axis, the approximation 
͑2.6͒
In Hariharan et al. ͑2008͒, the intensity was found in an iterative fashion by refining the estimate for the intensity field that gave rise to the experimentally observed velocity field. In the direct approach we perform the operations on the right side of Eq. ͑2.6͒ directly upon the velocity field determined experimentally. Because the differentiated velocity field is less smooth than the velocity ͑and the twicedifferentiated field even less so͒, care must be taken in order to produce intensity estimates with acceptable levels of accuracy. Below we present two techniques for performing the differential operations and smoothing the results.
A. Gaussian curve fitting "GCF… method
If the various derivatives contained in Eq. ͑2.6͒ are extracted from the finite-element calculations performed in the iterative method of Hariharan et al. ͑2008͒ , it can be seen that the second radial derivative possesses an approximately Gaussian shape as a function of radial position. We therefore assume a profile of the form
where the functions A͑z͒, B͑z͒, and C͑z͒ are to be determined. Upon integrating Eq. ͑2.7͒ twice with respect to r and enforcing ‫ץ‬u z / ‫ץ‬r =0 on r = 0, we obtain
where erf is the error function ͑Abramowitz and Stegun, 1972͒. The coefficients A, B, and C are determined for any desired value of z by fitting the form ͑2.8͒ to the streaming velocity data at the desired axial location. Fitting was performed using a least-squares method ͑Mathworks, Inc., 2002͒. A fit of the streaming velocity to the functional form of Eq. ͑2.8͒ is shown in Fig. 2 , for transducer HIFU-2 operating at a power level of 3.6 W. Radial derivatives required by Eq. ͑2.6͒ could be performed by analytically differentiating Eq. ͑2.8͒. Axial derivatives were computed by performing finite-difference operations on the velocity profiles in Eq. ͑2.8͒, since the coefficient functions A͑z͒, B͑z͒, and C͑z͒ were not described analytically. The finite-differencing procedure is described in the following section.
B. Finite difference "FD… method
The derivatives in Eq. ͑2.6͒ can be approximated using a variety of finite-difference ͑FD͒ formulas ͑Gerald, 1978͒. Examples are the following central-difference approximations to the first and second derivatives: 
͑2.10͒
For the FD method, we used Eqs. ͑2.9͒ and ͑2.10͒ to compute the derivatives of Eq. ͑2.8͒ in both the radial and axial directions. The minimum step size h we considered was the grid spacing over which the results from the DPIV method were obtained, approximately 0.1 mm. However, this led to a rather jagged intensity profile, as shown in Fig. 3 . As h was increased, the profile became smoother, as indicated by the curve for h = 0.3 mm in Fig. 3 . Eventually, increases in h caused excessive averaging of the velocity profile. Using h = 0.6 mm resulted in an intensity profile that was 30% lower on axis than the profile for h = 0.3 mm, and absent of any secondary maxima ͑Fig. 3͒. Best agreement between finitedifference results and those obtained using the iterative technique of Hariharan et al. ͑2008͒ was obtained using a step size in the range of 0.3-0.4 mm. Subsequent finitedifference results presented in this paper are based upon h = 0.3 mm.
III. RESULTS
The streaming experiments mentioned in Sec. II, and discussed in more detail in Hariharan et al. ͑2008͒ , were performed using the three HIFU transducers featured in Table I . All experiments were performed in the 12 cP Natrosol medium, using the DPIV protocol described in Hariharan et al. ͑2008͒ . Intensity fields for the three transducers were derived from the streaming velocity fields using the GCF and FD direct methods. Comparisons with hydrophone measurements and the iterative method were performed to evaluate the accuracy of the direct methods. Most of the experiments were performed at low power to enable hydrophone measurements. Figure 4 pertains to the transducer HIFU 1, operated at a power of 5 W. The intensity ͓Fig. 4͑a͔͒ and normalized intensity ͓Fig. 4͑b͔͒ profiles in the focal plane are plotted for the GCF and FD methods, along with the iterative approach. The GCF intensity value on axis is less than that for the iterative method by about 10%, and the FD method is less than iterative by about 6%. The FD profile is not symmetric across the centerline, owing to the asymmetry of the streaming velocity in the illuminated sheet. Several sidelobes ͑at r Ϸ 0.21 mm, 0.33 mm͒ are present in the FD profile, but they do not match the location of the low magnitude lobe captured by the iterative approach at r Ϸ 0.25 mm. From the normalized profile ͓Fig. 4͑b͔͒, it can be seen that the quarterpower ͑−6 dB͒ beam width in the focal plane is approximately 2.1 mm, as predicted by all three streaming methods.
The axial dependence of the intensity for HIFU-1 is portrayed in Figs. 5͑a͒ and 5͑b͒. The amount of velocity data acquired ͑using our camera field of view setting͒ enabled direct intensity calculations only in the focal and postfocal regions. Both direct methods slightly underpredict the inverse-method intensity near the focus and overestimate it beyond about 8 mm from the focus. The axial −6 dB falloff distance postfocally is about 1.2 cm, according to all of the methods ͓Fig. 5͑b͔͒.
In Fig. 6 , the transducer is HIFU-2, operated at a power of 3.6 W. The intensity ͓Fig. 6͑a͔͒ and normalized intensity ͓Fig. 6͑b͔͒ in the focal plane are plotted. The FD approach yields the slimmest radial profile. The GCF and iterative method profiles are similar to each other and wider than FD, but slimmer than the hydrophone measurements. ͑To reduce congestion, the symmetric iterative-method profile is shown only on the right half of the graph.͒ As with HIFU-1, FD shows a secondary maximum ͑r Ϸ 0.17 mm͒ that is not predicted by the other methods. The variation ͑maximum-minimum͒ in the prediction of on-axis intensity for the four methods is about 20%. The −6 dB beamwidths, derived from the relative-intensity profiles of Fig. 6͑b͒ , are about 3.2 mm ͑hydrophone͒, 2.7 mm ͑iterative͒, 2.6 mm ͑GCF͒, and 2.2 mm ͑FD͒.
When compared to hydrophone and iterative-method values, the axial dependence of the intensity is predicted reasonably well by the direct methods within a few mm of the focal region ͑Fig. 7͒. However, both direct methods manifest a much more rapid falloff with axial distance from the focal zone than the iterative or experimental methods. Insufficient data preclude computation of axial beamwidths, but it can be said ͓Fig. 7͑b͔͒ that prefocally the axial intensity is half of its peak value about 8 mm in front of the peak for the hydrophone measurements, 7 mm for the iterative method, and about 6 mm for GCF. For HIFU-3 operated at 5 W of power, all methods were quite close in their predictions of radial intensity profiles in the focal plane ͓Figs. 8͑a͒ and 8͑b͔͒. The hydrophone measurements were about 10% below the three streaming-based methods in the determination of on-axis intensity. FD predicted a noticeable secondary maximum once again, though this time the location better matched the smaller secondary maximum predicted by the iterative method. The −6 dB FIG. 4 . ͑a͒ Acoustic intensity ͑W / cm 2 ͒ as a function of radial distance ͑cm͒ obtained from the finite-difference, Gaussian curve fit, and iterative methods. Acoustic power: 5 W; transducer: HIFU-1. ͑b͒ Normalized acoustic intensity as a function of radial distance ͑cm͒ obtained from the finite-difference, Gaussian curve fit, and iterative methods. Acoustic power: 5 W; transducer: HIFU-1.
beamwidths derived from Fig. 8͑b͒ are 1 .7 or 1.8 mm for the streaming-based methods, and about 2.1 mm for the hydrophone measurements.
The HIFU-3 axial intensity profiles derived from the various approaches also match closely ͓Figs. 9͑a͒ and 9͑b͔͒. The profile for the hydrophone measurements is slightly wider, with a −6 dB width of about 1.4 cm, compared with 1.2 or 1.3 cm for the streaming-based methods. ͑Some extrapolation on the prefocal side is required to estimate −6 dB intensity for FD and GCF.͒
The inherent jaggedness of the direct-method plots can be reduced by fitting the intensity values to a smooth curve at FIG. 5 . ͑a͒ Acoustic intensity ͑W / cm 2 ͒ as a function of axial distance ͑cm͒ obtained from the finite-difference, Gaussian curve fit, and iterative methods. Acoustic power: 5 W; transducer: HIFU-1. ͑b͒ Normalized acoustic intensity as a function of axial distance ͑cm͒ obtained from the finite-difference, Gaussian curve fit, and iterative methods. Acoustic power: 5 W; transducer: HIFU-1. the termination of the FD or GCF procedures. In Fig. 10 , the GCF results from Fig. 9 have been fitted with a fifth-order polynomial. Also shown are the GCF results from Fig. 9 and the hydrophone measurements. Relative to the hydrophone measurements, the fitting polynomial does not produce a substantially more accurate representation. However, the fitting polynomial accurately extends the GCF results prefocally, in the sense of closely following the values derived from the iterative technique. ͓Iterative values shown in Fig.  9͑a͔͒ . FIG. 6 . ͑a͒ Acoustic intensity ͑W / cm 2 ͒ as a function of radial distance ͑cm͒ obtained from the methods: ͑i͒ finite-difference, ͑ii͒ Gaussian curve fit, ͑iii͒ iterative, and ͑iv͒ hydrophone measurement. Acoustic power: 3.6 W; transducer: HIFU-2. ͑b͒ Normalized acoustic intensity as a function of radial distance ͑cm͒ obtained from the methods: ͑i͒ finite-difference, ͑ii͒ Gaussian curve fit, ͑iii͒ iterative, and ͑iv͒ hydrophone measurement. Acoustic power: 3.6 W; transducer: HIFU-2.
The intensity computations thus far have involved transducer powers below 5 W. Streaming measurements were also made at transducer powers between 5 and 30 W. In Fig.  11 , radial intensity profiles in the focal plane are presented for HIFU-3 operated at 30 W of acoustic power. The direct methods yield an on-axis intensity of approximately 1100 W / cm 2 , compared with about 1300 W / cm 2 for the iterative method. Both the direct methods and the iterative FIG. 7 . ͑a͒ Acoustic intensity ͑W / cm 2 ͒ as a function of axial distance ͑cm͒ obtained from the methods: ͑i͒ finite-difference, ͑ii͒ Gaussian curve fit, ͑iii͒ iterative, and ͑iv͒ hydrophone measurement. Acoustic power: 3.6 W; transducer: HIFU-2. ͑b͒ Normalized acoustic intensity as a function of axial distance ͑cm͒ obtained from the methods: ͑i͒ finite-difference, ͑ii͒ Gaussian curve fit, ͑iii͒ iterative, and ͑iv͒ hydrophone measurement. Acoustic power: 3.6 W; transducer: HIFU-2. approach produce −6 dB beamwidths of 1.9 mmϮ 0.1 mm. The FD and GCF profiles match particularly well if the asymmetric FD profile is shifted to the right about 1 mm.
To check the consistency of the direct methods as the streaming speed-and hence the hydrodynamic nonlinearity-was increased, the intensity was computed as FIG. 8 . ͑a͒ Acoustic intensity ͑W / cm 2 ͒ as a function of radial distance ͑cm͒ obtained from the methods: ͑i͒ finite difference, ͑ii͒ Gaussian curve fit, ͑iii͒ iterative, and ͑iv͒ hydrophone measurements. Acoustic power: 5 W; transducer: HIFU-3. ͑b͒ Normalized acoustic intensity as a function of radial distance ͑cm͒ obtained from the methods: ͑i͒ finite-difference, ͑ii͒ Gaussian curve fit, ͑iii͒ iterative, and ͑iv͒ hydrophone measurements. Acoustic power: 5 W; transducer: HIFU-3. a function of acoustic power. As Fig. 12 illustrates, a linear dependence of peak intensity upon acoustic power was observed over the range of powers used in our experiments.
IV. DISCUSSION
Peak intensities and beam widths derived from the FD and GCF direct methods generally matched those derived FIG. 9 . ͑a͒ Acoustic intensity ͑W / cm 2 ͒ as a function of axial distance ͑cm͒ obtained from the methods: ͑i͒ finite-difference, ͑ii͒ Gaussian curve fit, ͑iii͒ iterative, and ͑iv͒ hydrophone measurements. Acoustic power: 5 W; transducer: HIFU-3. ͑b͒ Normalized acoustic intensity as a function of axial distance ͑cm͒ obtained from the methods: ͑i͒ finite-difference, ͑ii͒ Gaussian curve fit, ͑ii͒ iterative, and ͑iv͒ hydrophone measurements. Acoustic power: 5 W; transducer: from the iterative method and hydrophone measurements to within 20%. Even for the larger discrepancies with experiment ͓e.g., Fig. 6͑a͔͒ , it should be kept in mind that the intensities derived from hydrophone measurements can possess uncertainties in excess of 20% ͑Hariharan et al., 2008͒. Given the comparable accuracy of the direct methods to other characterization techniques, their noninvasive nature, and the fact that the direct methods require only seconds of computation time, the direct methods applied to acoustic streaming data provide an attractive option for transducer characterization.
The terms incorporated into the Navier-Stokes operator of Eq. ͑2.6͒ include the convective derivative u z ‫ץ‬u z / ‫ץ‬z. In a successive-approximation treatment of the streaming flow ͑Nyborg, 1998͒, the streaming velocity is formally second order ͑the acoustic quantities of frequency being first order͒, and this convective term is therefore fourth order. In successive-approximation treatments this term is sometimes neglected in the governing equations ͑Nyborg, 1998͒. However, when the governing Eq. ͑2.6͒ is nondimensionalized using the width d s of the streaming jet and a typical velocity U s of the jet, the convective derivative is proportional to streaming Reynolds number U s d s / ͑ being the kinematic viscosity of the streaming fluid͒. Depending upon the viscosity of the streaming medium, the Reynolds number for the streaming jet can be on the order of 100 for ultrasound beams in the moderate-intensity regime. The convective derivative can therefore be significant despite being formally higher order, and, as noted by Lighthill ͑1978͒, should be retained in streaming calculations except at low power. In the case of the focused transducers considered in this paper, and additional factor is present. Near the geometric focus the intensity is maximum and the axial derivative of the intensity is zero. Likewise, the axial derivative of the velocity u z decreases to zero at a location near the focus, thus diminishing the importance of the convective term. In terms of numerical magnitudes, we found the convective term 0 u z ‫ץ‬u z / ‫ץ‬z to be on the order of 10% as large as the viscous stresses in the Navier-Stokes equations, in the region of interest centered around the focus. We feel it is advisable to retain the convective term in the moderate-intensity regime, and higher power levels. Below the moderate-intensity regime, the convective term could likely be neglected near the focal region.
A limitation of the direct methods can be seen in the axial-intensity characterization of HIFU-2 ͓Fig. 5͑a͔͒. Because DPIV data were available over an axial range of only about 2 cm, the prefocal intensity distribution could not be characterized. Generally speaking, a disadvantage of the direct techniques are the requirement of accurate velocity data in the region of interest. With the iterative method, streaming velocity data from the focal region are essentially used to "calibrate" the acoustic propagation code, i.e., select the set of operational parameters ͑transducer power, focal length, steering angle; absorption of medium,…͒ that best predicts the streaming motion. Once calibrated, the propagation code can predict the intensity at any location of interest, even though streaming data may be inaccurate or unavailable at that location. With the direct methods, inaccuracies in the velocity field can yield large inaccuracies in the intensity predictions. If intensity predictions outside of the camera field of view are desired using a direct method, DPIV experiments can be repeated with the camera view centered on the desired location, in order to enhance the accuracy of the streaming measurements.
The optimal step size for finite difference calculations ͓Eqs. ͑2.9͒ and ͑2.10͔͒ correlates well with the size of the interrogation window used to process the PIV images. In the PIV technique, images obtained from the charge coupled device camera are usually divided into small subsections called interrogation areas whose size determines the resolution of the streaming technique. The size of the interrogation area depends on factors such as seeding density, particle size, and the image magnification factor. The requirement for the interrogation spot size is that it should be large enough to contain at least 5-10 particle images with an ideal particle diameter of about 2 pixels ͑Prasad, 2000͒. For this study, the optimal size of the interrogation area is estimated to be around ϳ0.03 cm, the same as the optimal grid size.
Using the optimal grid size, the FD method was able to compute reasonably accurate velocity gradients and intensities within the focal region. However, outside the focal region, oscillations can be noticed in the intensity profiles ͑Figs. 4, 6, and 8͒. These oscillations can be viewed as a consequence of insufficiently accurate velocity data, due to the presence of steep velocity gradients in the streaming field. In PIV, velocity is measured by tracking the particle patterns captured from two successive images which are separated by a preset time interval. Ideally, for accurate measurement of velocity, the particle displacement during the time interval should be around ϳ8 pixels. Usually, the time interval is selected based on the displacement of the fastest moving particle group. In this case, it was selected based on the displacement of particles in the focal region. Consequently, particles in the much lower velocity region outside the focus were not displaced far enough for the crosscorrelation algorithm to calculate the velocity accurately. As noted above, one way to acquire velocity data sufficiently accurate to resolve sidelobes would be to refocus the camera at the sidelobe location and acquire an additional set of data.
A second way to overcome problems imposed by high velocity gradients is to increase the viscosity of the medium. The higher viscosity serves to radially diffuse momentum, thereby reducing the radial velocity gradient. The increased viscosity also reduces the strength of the hydrodynamic nonlinearity in the streaming jet, making it more stable. On the other hand, increasing the viscosity can also increase the acoustic absorption, which enhances the driving force and the streaming velocity. The net effect of increasing the viscosity, therefore, can be difficult to predict ͑Hariharan et al.,
2008͒.
While the FD method can in principal resolve intensity sidelobes, the same is not true for the GCF technique. The Gaussian-based functions ͑2.7͒ and ͑2.8͒ are meant to represent the field only in the focal region. Because no oscillatory behavior is built into the Gaussian functions, they cannot predict the location or magnitude of any sidelobes of the intensity distribution.
The Gaussian function in Eq. ͑2.7͒ models the second derivative of the axial velocity. However, near r = 0, the other radial term in the Laplacian, ͑1 / r͒͑‫ץ‬u z / ‫ץ‬r͒, is also well represented by Eq. ͑2.7͒. ͓Since ‫ץ‬u z / ‫ץ‬r =0 at r = 0, the first term in the Taylor series representation for both ͑1 / r͒͑‫ץ‬u z / ‫ץ‬r͒ and ‫ץ‬ 2 u z / ‫ץ‬r 2 is the same, ‫ץ͑‬ 2 u z ͑r =0͒ / ‫ץ‬r 2 ͒.͔ Additionally, the axial derivatives in Eq. ͑2.8͒ are generally small compared with those in the radial direction. It can be approximately stated, then, that the Gaussian profile models the radial intensity distribution as well as the second derivative.
While the Gaussian-based profile Eq. ͑2.8͒ accurately fits the streaming-velocity distribution ͑Fig. 2͒, other fitting functions can be devised as well. Polynomial functionsincluding quadratic functions-were found to accurately represent the data of Fig. 2 . However, these polynomial functions sometimes yielded very inaccurate intensity predictions. The quadratic function, for example, yields an intensity distribution that is a constant function of radial position. Hence, low mean-square error between the streamingvelocity data and any proposed fitting function cannot be the sole criterion for selection of a fitting function. We recommend that comparisons with the iterative method of Hariharan et al. ͑2008͒ be performed to insure that the derivatives defining the viscous stress are accurately determined.
The lower accuracy of the direct methods applied to HIFU-2 ͑Figs. 6 and 7͒ than the other transducers may be due to the low streaming velocities associated with HIFU-2. The transducer input voltage was the same for the three transducers, but the lower efficiency of HIFU-2 resulted in a lower acoustic power and a slower moving streaming fluid. In our DPIV system, velocities below about 1 cm/ s were probably not resolved with sufficient accuracy to employ finite-differencing approaches. In practice, these limits of applicability of finite-differencing methods can be discerned through comparisons with the iterative method.
Curve fitting after application of the GCF or FD techniques ͑Fig. 10͒ did not seem to appreciably affect the accuracy of the methods, but is visually appealing. It also allows for simple interpolation and extrapolation of the results, e.g., for calculations of heating rates or radiation force.
The agreement between the direct methods and the iterative method for HIFU-3 at high power ͑Fig. 11͒ is not as good as it is at low power ͑Fig. 8͒. At the intensity values of Fig. 11 , which exceed 1000 W / cm 2 , nonlinear acoustic propagation effects are likely emerging. We note that both the iterative method and the direct methods contain a source term ͓proportional to F z defined in Eq. ͑2.3͔͒ that cannot adequately treat significant acoustic nonlinearities; the source should actually be a sum that includes the additional modes generated by nonlinear propagation. The source term should additionally reflect the frequency dependence of the absorption. The effects of acoustic nonlinearities on the direct and iterative approaches is not known and requires further study. Still, the reasonable agreement between the methods featured in Fig. 11 indicates that the direct method remains accurate as the velocity ͑and Reynolds number͒ of the streaming jet increases. In other words, while the importance of the hydrodynamic nonlinearity increases, the direct techniques are able to adequately capture the transfer of momentum from the acoustic field to the hydrodynamic field. This feature is also confirmed by the linearity of the results in Fig. 12 : Provided the acoustic propagation can be assumed linear ͑and locally plane wave͒, we would expect the peak intensity to be proportional to the transducer acoustic power, regardless of the speed of the streaming fluid.
The direct techniques have been presented in the context of axisymmetric transducers. For three-dimensional intensity fields, the FD method can be applied with little modification, as long as three-dimensional velocity information with sufficient accuracy is available. The operators in Eq. ͑2.6͒ need only be written in three-dimensional form, and the finite differencing performed in three coordinate directions. For the GCF method, the Gaussian fitting function might need to be replaced with a function more appropriate for the transducer geometry of interest. With either direct method, little increase in computation time would result. For the iterative method, on the other hand, a substantial increase in computation time would be incurred in moving from axisymmetric to three-dimensional geometries.
V. CONCLUSION
The two direct methods presented in this paper represent additional tools for noninvasively characterizing HIFU transducers. They are much faster than the previously reported streaming technique that utilizes an optimization process. They are also simpler and potentially cheaper, in the sense that no software is required for the solution of the acoustic propagation equations or the equations of fluid flow. A limitation of the direct techniques is that they provide intensity estimates only where accurate streaming velocity is available. They also require some care to limit the instabilities associated with numerical differentiation of experimental data. For example, any changes to the finite differencing interval ͑FD method͒ or the fitting function ͑GCF͒ can significantly increase the error associated with the direct technique.
Any changes to the algorithm parameters should therefore be validated through comparison with the iterative technique or experimental measurements.
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