Abstract. We study associative, basic n×n A-full matrix algebras over a field, whose multiplications are determined by structure systems A, that is, n-tuples of n × n matrices with certain properties.
give an example of a structure system which does not have corresponding tiled D-orders. In Section 4, we show that for an arbitrary permutation σ such that σ(i) = i for all i, there exists a Frobenius A-full matrix algebra with Nakayama permutation σ, which is determined by a special structure system. We give a procedure to find other structure systems of Frobenius A-full matrix algebras for a given permutation.
1. Structure systems for full matrix algebras. Let K be a field and n an integer with n ≥ 2. Let A = (A 1 , . . . , A n ) be an n-tuple of n × n matrices A k = (a (k) ij ) ∈ M n (K) (k = 1, . . . , n), which satisfies the following conditions: It follows from (A2) that
. . , u nn are orthogonal primitive idempotents with 1 = u 11 + . . . + u nn .
It follows from (A3) that u ik u ki = 0 whenever i = k, so that u ii A is not isomorphic to u kk A. Hence A is basic. This completes the proof.
Definition. An n-tuple
is said to be a structure system for a K-algebra A = 1≤i,j≤n Ku ij provided that (A1)-(A3) hold. In this case, we call A an A-full matrix K-algebra.
Next, we examine the Gabriel quiver Q(A) of an A-full matrix algebra A (see [1] ). Since A is basic, the set of vertices is Q(A) 0 = {1, . . . , n}. (2) Note that J 2 = {Ku ij | i = j, and u ik u kj = 0 for some k = i, j}. 
Representation matrices of projectives and injectives. Let
In this section we study representation matrices of right A-modules of dimension type (1, . . . , 1) to distinguish indecomposable projective A-modules and indecomposable injective A-modules.
In this case
Proof. It is well known that a right A-module structure of M is determined by a K-algebra homomorphism ϕ :
, where E n is the identity matrix. Hence for some invertible matrix 
, all other entries are 0. We let s ij be the (i, j)-entry of M ij , and let S be the matrix (s ij ) ∈ M n (K). Since
This completes the proof.
We call the above S= (s ij ) a representation matrix of a right A-module M. Note that
, 1) and representation matrix S = (s ij ). Then M is isomorphic to u ll A if and only if s
(2) The "only if" part follows from (1) and (A2). Assume that
lj . This completes the proof.
We denote the duality functor Hom K ( , K) by ( ) * . As a dual of Proposition 2.2, we have the following. The following example illustrates the above observations. 
Proposition 2.3. (1) For each indecomposable injective right
A-module (Au jj ) * , its representation matrix is given by (a (k) ij ) i,k , i.e., an n × n matrix whose (i, k)-entry is a (k) ij .(
3.
A-full matrix algebras and tiled orders. In this section we study a certain relationship between A-full matrix algebras and tiled orders. We begin with the following simple example. Now we recall the definition of tiled orders (see [4] , [8] , [10] , [11] ) . Let D be a commutative discrete valuation domain with a unique maximal ideal πD. Let n ≥ 2 be an integer. Let {λ ij | 1 ≤ i, j ≤ n} be the set of nonnegative integers satisfying
The following example provides us a prototype of A-full matrix algebras. 
. . . , A n ) is the structure system for the K-algebra A.
In what follows, we assume that every entry of structure systems of A-full matrix algebras is 0 or 1.
When n ≤ 3, for every structure system one can find a corresponding tiled D-order as in Example 3.2. The following example shows that, for n = 4, there exists a structure system which has no corresponding tiled D-orders. Lemma 4.2. Let A be an n × n A-full matrix algebra with structure system A = (A 1 , . . . , A n ) where
Then the following are equivalent.
(1) A is a Frobenius algebra with Nakayama permutation σ.
, it follows from Propositions 2.2 and 2.3 that a Proof. The structure system of Example 3.1 defines a Frobenius A-full matrix algebra with Nakayama permutation σ = (1 2). Proof. For all 1 ≤ i, k, j ≤ n, we put 
kl for all 1 ≤ i, k, j, l ≤ n, we need to check the following.
(
In the case of l = k, we have l = j because j = k, and since σ(k) = k, it follows that l = σ(k). In the case of l = σ(i), we have l = j because j = σ(i), and since i = k, it follows that l = σ(i) = σ(k). Therefore we have a (j) kl = 0, so that (1) has been checked. We can check (2), (3) and (4) in a similar way. This completes the proof.
It is obvious that the structure system given in the proof of Theorem 4.4 is not unique for Frobenius A-full matrix algebras with a given Nakayama permutation. In order to find other structure systems, we use the following lemma.
ij ) be a structure system whose A-full matrix algebra is Frobenius with Nakayama permutation σ. Then the following statements hold.
Then for any
Remark 4.6. When n = 3, the Nakayama permutation is cyclic and hence the set X is empty, so that there is a unique structure system A whose A-full matrix algebra is Frobenius.
In the following example, by applying the bijection ϕ : X → X of Lemma 4.5, we obtain structure systems of Frobenius A-full matrix algebras in the case of n = 4, 5.
Example 4.7. (1) Let n = 4 and σ = (1 2 3 4) . First observe that the set X of Lemma 4.5 has the form X = { (1, 4, 3), (2, 1, 4), (3, 2, 1), (4, 3, 2) }. Next note that X itself is a unique ϕ-orbit, i.e., (1, 4, 3) → (4, 3, 2) → (3, 2, 1) → (2, 1, 4) ( → (1, 4, 3) ).
If we put a = a (1) 15 = 0. Hence a = 0. Therefore the structure system is unique.
We note that there are corresponding Gorenstein tiled orders in each case, which can be found in [9, Examples] .
