Hopf duals, algebraic groups, and Jordan pairs  by Faulkner, John R
Journal of Algebra 279 (2004) 91–120
www.elsevier.com/locate/jalgebra
Hopf duals, algebraic groups, and Jordan pairs
John R. Faulkner
Department of Mathematics, Kerchof Hall, University of Virginia, Charlottesville, VA 22903, USA
Received 20 June 2003
Available online 3 July 2004
Communicated by Susan Montgomery
Abstract
The Hom functor is used to construct various algebras and coalgebras, including the continuous
dual of a Hopf algebra with a residually finitely generated projective linear topology. The dual is used
to construct a k-group scheme. The results are applied to the study of algebraic groups associated
with Jordan pairs.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
In [4], we developed a strong connection between certain Hopf algebras and Jordan
pairs. The Hopf algebras involved are cocommutative, so by taking a suitable dual one
obtains commutative Hopf algebras which can serve as coordinate algebras for algebraic
groups. In developing the results, we need to use different ways of forming the dual of
a Hopf algebra for different purposes. We present here a unified approach based on a
topological formulation. This development gives quite general results about Hopf algebras
and algebraic groups with the applications to Jordan pairs delayed until the final section.
The obstacle to endowing the dualH∗ of a Hopf algebraHwith a Hopf algebra structure
is that, in general, (H⊗H)∗ H∗ ⊗H∗. The multiplication map H⊗H→H induces
a map H∗ → (H⊗H)∗, but we need a coproductH∗ →H∗ ⊗H∗. The usual remedy for
this problem is to use only part ofH∗; e.g., all f ∈H∗ which vanish on a subspace of finite
codimension. There are several other ways of choosing which part of the dual to use, but
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92 J.R. Faulkner / Journal of Algebra 279 (2004) 91–120they can be unified by specifying a topology T on H and taking the continuous dual H∗T ;
i.e., all continuous linear functions on H.
A more general formulation of the obstacle described above is
Hom(V1 ⊗ V2,W1 ⊗W2)  Hom(V1,W1)⊗ Hom(V2,W2).
In Section 2, we observe that we have an isomorphism if each Vi is a finitely generated
projective module. More generally, in Lemma 1, we show that if we equip Vi with a linear
topology which is residually finitely generated projective, and consider only continuous
homomorphisms, then we still have an isomorphism. In Theorem 3, we show, among other
things, that if HT is a residually finitely generated projective Hopf algebra and H′ is a
Hopf algebra, then Hom(HT ,H′) is a Hopf algebra. In particular, we can take H′ = k to
see that H∗T is a Hopf algebra. The remainder of Section 2 is devoted to special examples
giving the standard methods of taking a dual of Hopf algebra and to various consequences
of the construction including a double dual.
In Section 3, we construct group schemes with k[G] = H∗T . We also show how the
construction of the distribution algebra (hyperalgebra) of a group scheme fits into our
framework. In Section 4, we relate vector groups to binomial divided power maps. We
also look at modules for group schemes. In particular, we give the equivalence of km-
modules and Z-gradings and examine the dual of a G-module. In Section 5, we make the
applications to Jordan pairs. On one hand, in Theorem 20, we construct an algebraic group
G from a finite-dimensional Jordan pair V over a field k. We also construct a subgroup H
acting as automorphisms of V . In Theorem 21, we use our methods to prove a result of
Loos [7] constructing a Jordan pair from a group with an elementary action.
2. A Hopf algebra construction
We first set some notation and recall a few results. Let Modk be the category of a
modules over a commutative associative ring k. Recall the functor
Hom : (Modk)op × Modk → Modk
has Hom(α,β)(φ) = β ◦ φ ◦ α for α ∈ Hom(V ′,V), β ∈ Hom(W,W ′), and φ ∈
Hom(V,W). We view V in Modk as either a right or left module and note that the
multiplication maps
ρ :V ⊗ k → V, λ : k ⊗ V → V
are isomorphisms. If V = k, then ρ = λ = µk , the multiplication map for k. The evaluation
map f → f (1) is also an isomorphism
ξV : Hom(k,V) → V .
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Hom(V,W) with (wf )(v) = wf (v) for v ∈ V . We also let
(w1 ⊗ w2)(f1 ⊗ f2) = w1f1 ⊗w2f2.
Recall that V is a finitely generated projective module if and only if there are dual
generating sets; i.e., generators {vi : 1 i  n} of V and {fi : 1 i  n} of V∗ with
n∑
i=1
vifi = IdV .
If φi ∈ Hom(Vi ,Wi ), we shall need to distinguish between
φ1 ⊗ φ2 ∈ Hom(V1,W1)⊗ Hom(V2,W2) and
φ1 ⊗′ φ2 ∈ Hom(V1 ⊗ V2,W1 ⊗W2)
given by
(φ1 ⊗′ φ2)(v1 ⊗ v2) = φ1(v1)⊗ φ2(v2).
Clearly,
χ :φ1 ⊗ φ2 → φ1 ⊗′ φ2
defines a homomorphism. Moreover, if αi ∈ Hom(V ′i ,Vi ) and βi ∈ Hom(Wi ,W ′i ), then
Hom(α1 ⊗′ α2, β1 ⊗′ β2)(φ1 ⊗′ φ2) = (β1 ⊗′ β2) ◦ (φ1 ⊗′ φ2) ◦ (α1 ⊗′ α2)
= Hom(α1, β1)(φ1)⊗′ Hom(α2, β2)(φ2),
i.e.,
Hom(α1 ⊗′ α2, β1 ⊗′ β2) ◦ χ = χ ◦ Hom(α1, β1)⊗′ Hom(α2, β2). (1)
This shows that χ gives a morphism (natural transformation) of functors
χ : Hom(−,−)⊗ Hom(−,−) → Hom(−⊗ −,− ⊗ −).
If V1 and V2 are finitely generated projective modules, then χ is an isomorphism.
Indeed, using dual generating sets vi, fi for V1 and uj , gj for V2, we have
χ−1(φ) =
∑
i,j
φ(vi ⊗ uj )(fi ⊗ gj ).
In general, χ is not an isomorphism, but we can get a more general isomorphism result by
expanding the category.
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is a topological group and k × V → V with (t, v) → tv is continuous using the discrete
topology on k (see [2, Section 6.6]). Let VT be a linear topological k-module; i.e., V is
a topological k-module whose topology T has a linear base B of neighborhoods of 0
consisting of submodules of V . We let Hom(VT ,WS ) consist of the continuous linear
maps from V to W , giving a category LTopModk . We can view Hom as a functor
Hom : (LTopModk)op × LTopModk → Modk .
We view V as a topological module with the discrete topology (with linear base {0}), so
Modk is a full subcategory of LTopModk . If B is a linear base for VT , we note that
Hom(VT ,W) =
{
φ ∈ Hom(V,W): φ(I) = 0 for some I ∈ B}.
If I is a submodule of V , let πI :V → V/I be the canonical homomorphism. If I ⊂ V
and J ⊂W are submodules, set
I ∗ J = ker(πI ⊗′ πJ ) ⊂ V ⊗W .
We note that I ∗ J is the sum K of the images of I ⊗W and V ⊗ J in V ⊗W , since we
can map V/I ⊗W/J → (V ⊗W)/K with (v + I) ⊗ (w + J ) → v ⊗ w + K .
Given VT with linear base B and WS with linear base C , it is easy to see that
B ∗ C = {I ∗ J : I ∈ B, J ∈ C}
is a linear base for a topology U on V ⊗ W . Moreover, U does not depend on the
choice of linear bases for T and S , so we may write VT ⊗ WS for (V ⊗ W)U . If
φi ∈ Hom(ViTi ,WiSi ), then φ1 ⊗′ φ2 is continuous; i.e.,
φ1 ⊗′ φ2 ∈ Hom(V1T1 ⊗ V2T2,W1S1 ⊗W2S2).
If W is a submodule of VT with linear base B, then{
πW(I): I ∈ B
}
is a linear base for a topology U on V/W . Again, U does not depend on the choice of linear
base for T and we write VT /W for (V/W)U .
If VT has a linear base B such that V/I is a finitely generated projective module for
each I ∈ B, we say that VT is a residually finitely generated projective module (or simply
an r.f.g.p. module). We can now generalize the previous isomorphism result.
Lemma 1. If ViTi are residually finitely generated projective modules, then so is V1T1 ⊗
V2T2 and
χ : Hom(V1T1,W1)⊗ Hom(V2T2,W2) → Hom(V1T1 ⊗ V2T2,W1 ⊗W2).
is an isomorphism.
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module for each I ∈ Bi . If Ii ∈ Bi , then
(V1 ⊗ V2)/(I1 ∗ I2) ∼= V1/I1 ⊗ V2/I2
is a finitely generated projective module. Thus, V1T1 ⊗V2T2 is residually finitely generated
projective. We also have by (1) that
Hom(V1/I1,W1)⊗ Hom(V2/I2,W2)
χ
Hom(πI1 ,Id)⊗′Hom(πI2 ,Id)
Hom(V1/I1 ⊗ V2/I2,W1 ⊗W2)
Hom(πI1⊗′πI2 ,Id)
Hom(V1,W1)⊗ Hom(V2,W2)
χ
Hom(V1 ⊗ V2,W1 ⊗W2)
(2)
is a commutative diagram. If
φ =
∑
j
fj ⊗ gj ∈ Hom(V1T1,W1)⊗ Hom(V2T2,W2),
then there are Ii ∈ Bi with fj (I1) = gj (I2) = 0 for all j . Writing fj = fjI1 ◦ πI1 and
gj = gjI2 ◦ πI2 , with fjI1 ∈ Hom(V1/I1,W1) and gjI2 ∈ Hom(V2/I2,W2), we have
φ = (Hom(πI1, Id)⊗′ Hom(πI2, Id))(φ¯)
where φ¯ = ∑j fjI1 ⊗ gjI2 . The isomorphism result for finitely generated projective
modules shows the top-right of (2) is injective. Thus, χ(φ) = 0 implies φ¯ = 0 and φ = 0,
so χ is injective on Hom(V1T1,W1) ⊗ Hom(V2T2,W2).
If θ ∈ Hom(V1T1 ⊗ V2T2,W1 ⊗W2), then θ(I1 ∗ I2) = 0 for some Ii ∈ Bi and we can
write
θ = θ¯ ◦ (πI1 ⊗′ πI2) = Hom(πI1 ⊗′ πI2, Id)(θ¯ )
with θ¯ ∈ Hom(V1/I1 ⊗V2/I2,W1 ⊗W2). Again, the result for finitely generated projective
modules shows that θ is in the image of the top-right of (2) for some Ii ∈ Bi . Thus, χ is
surjective to Hom(V1T1 ⊗ V2T2,W1 ⊗W2). 
We need to consider a formal expression P(α1, . . . , αn) which can be evaluated for
various choices of the homomorphisms α1, . . . , αn. To this end, we consider variables
Mi for modules and variables αj for homomorphisms with each αj mapping a mj -fold
tensor product of the Mi to an lj -fold tensor product of the Mi . We can formally build
expressions αi1 ⊗′ · · · ⊗′ αir and formally compose them provided the appropriate tensor
products match. We say that a resulting formal expression P(α1, . . . , αn) from a m-fold
tensor product to an l-fold tensor product has type (m, l). Let βj be the homomorphism
variable obtained by reversing the domain and codomain of αj and let P op(β1, . . . , βn)
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Clearly, P op has type (l,m). Let
χn :α1 ⊗ · · · ⊗ αn → α1 ⊗′ · · · ⊗′ αn,
so χ1 = Id and χ2 = χ .
Lemma 2. If P is a formal expression of type (m, l), if θj , φj , and ωj are homomorphisms
such that P(θ1, . . . , θn) and P op(φ1, . . . , φn) make sense, and if
Hom(φj , θj ) ◦ χmj = χlj ◦ ωj ,
then P(ω1, . . . ,ωn) makes sense and
Hom
(
P op(φ1, . . . , φn),P (θ1, . . . , θn)
) ◦ χm = χl ◦ P(ω1, . . . ,ωn).
Proof. If θj ∈ Hom(⊗mjk=1 Vik ,⊗ljk=1 Vjk ) and φj ∈ Hom(⊗ljk=1Wjk ,⊗mjk=1Wik ), then
ωj ∈ Hom
( mj⊗
k=1
Hom(Wik ,Vik ),
lj⊗
k=1
Hom(Wjk ,Vjk )
)
so P(ω1, . . . ,ωn) makes sense. For the second claim, it suffices to consider a single factor
of
Hom
(
P op(φ1, . . . , φn),P (θ1, . . . , θn)
)
.
To simplify notation, we write this factor as
Hom(φ1 ⊗′ · · · ⊗′ φn, θ1 ⊗′ · · · ⊗′ θn)
with m =∑mi and l =∑ li . Since χ is a morphism, so is χn; i.e.,
Hom(φ1 ⊗′ · · · ⊗′ φn, θ1 ⊗′ · · · ⊗′ θn) ◦ χn
= χn ◦
(
Hom(φ1, θ1)⊗′ · · · ⊗′ Hom(φn, θn)
)
. (3)
Since
χm = χn ◦ (χm1 ⊗′ · · · ⊗′ χmn), χl = χn ◦ (χl1 ⊗′ · · · ⊗′ χln),
we see that
Hom(φ1 ⊗′ · · · ⊗′ φn, θ1 ⊗′ · · · ⊗′ θn) ◦ χm
= χn ◦
(
Hom(φ1, θ1) ◦ χm1 ⊗′ · · · ⊗′ Hom(φn, θn) ◦ χmn
)
= χn ◦ (χl1 ◦ ω1 ⊗′ · · · ⊗′ χln ◦ ωn) = χl ◦ (ω1 ⊗′ · · · ⊗′ ωn). 
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P(α1, α2, α3) = α1 ◦ (α2 ⊗′ α3), P op(β1, β2, β3) = (β2 ⊗′ β3) ◦ β1
with m1 = m3 = 2 and m2 = li = 1, so m = 3 and l = 1. Let µ :Y ⊗ Y → Y and
∆ :X → X⊗X be linear maps. Taking θ1 = θ2 = µ, θ2 = IdX , φ1 = φ3 = ∆, φ2 = IdY and
using χ1 = Id, we see that Hom(φj , θj ) ◦ χmj = χlj ◦ ωj with ω1 = ω3 = Hom(∆,µ) ◦ χ
and ω2 = IdHom(X,Y ). Thus, Lemma 2 gives
Hom
(
(Id ⊗′ ∆) ◦ ∆,µ ◦ (Id ⊗′ µ)) ◦ χ3
= Hom(∆,µ) ◦ χ ◦ (Id ⊗′ (Hom(∆,µ) ◦ χ)). (4)
We shall use (4) later to illustrate the proof of Theorem 3.
If A is a unital (associative) algebra over k, the multiplication map defined by
µ(a ⊗ b) = ab and the unit map defined by η(t) = t1 satisfy the associative and unit
conditions
µ ◦ (Id ⊗′ µ) = µ ◦ (µ⊗′ Id), (A)
µ ◦ (Id ⊗′ η) = ρ, (R)
µ ◦ (η ⊗′ Id) = λ. (L)
Similarly, a coalgebra C has linear maps ∆ :C → C ⊗ C (coproduct) and ε :C → k
(counit) satisfying
(Id ⊗′ ∆) ◦ ∆ = (∆ ⊗′ Id) ◦∆, (A∗)
(Id ⊗′ ε) ◦ ∆ = ρ−1, (R∗)
(ε ⊗′ Id) ◦∆ = λ−1. (L∗)
A is commutative if
µ ◦ τ = µ (C)
and C is cocommutative if
τ ◦ ∆ = ∆, (C∗)
where τ (x ⊗ y) = y ⊗ x . A Hopf algebra H is both an algebra and a coalgebra such that
∆ and ε are algebra homomorphisms; i.e.,
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ε ◦ µ = µk ◦ (ε ⊗′ ε), (PU∗)
∆ ◦ η = (η ⊗′ η) ◦ µ−1k , (UP∗)
ε ◦ η = Id (UU∗)
and S :H→H is an antipode; i.e.,
µ ◦ (S ⊗′ Id) ◦ ∆ = µ ◦ (Id ⊗′ S) ◦ ∆ = η ◦ ε. (S)
An algebra, a coalgebra, or a Hopf algebra is linear topological if it has a linear topology
such that the defining maps are continuous. Here we take k with discrete topology. An
r.f.g.p. algebra is a linear topological algebra which is a residually finitely generated
projective module, and similarly for a coalgebra or a Hopf algebra.
Theorem 3. The Hom functor for LTopModk induces a functor
Hom :Cop ×D→D
for each of the following pairs of categories:
(i) C= linear topological k-coalgebras,D= k-algebras,
(ii) C= r.f.g.p. k-algebras,D= k-coalgebras,
(iii) C= r.f.g.p. k-Hopf algebras, D= k-Hopf algebras,
(iv) the (co)commutative subcategories of C and D in (i), (ii), or (iii).
The maps on Z = Hom(XT ,Y) are (where applicable)
µZ = Hom(∆X ,µY ) ◦ χ, ηZ = Hom(εX , ηY ) ◦ ξ−1k ,
∆Z = χ−1 ◦ Hom(µX ,∆Y ), εZ = ξk ◦ Hom(ηX , εY), SZ = Hom(SX , SY ).
Proof. Each identity I has the form
P(θ1, . . . , θn) = Q(θ1, . . . , θn),
where P and Q are formal expressions of type (m, l) and each θi is one of the maps
µ, η, ∆, ε, S, Id, τ, ρ, ρ−1, λ, λ−1, µk, µ−1k .
Each θi for Y is paired with a “dual” map φi for XT and we can take
ωi = χ−1 ◦ Hom(φi , θi) ◦ χmili
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pair with li = 1. The only remaining pair is (τX , τY ) for which we take ωi = τZ . If Y
satisfies I and XT satisfies the “dual” identity
P op(φ1, . . . , φn) = Qop(φ1, . . . , φn),
then Lemma 2 shows that
P(ω1, . . . ,ωn) = Q(ω1, . . . ,ωn)
since χl is invertible in each case. This gives I for Z after replacing Hom(k, k) with k and
making suitable adjustments to ωi using ξk . Similarly, we can express the conditions that
θ ∈ Hom(Y,Y ′) is a homomorphism in D in the form
P(θ, θ1, . . . , θn) = Q(θ, θ1, . . . , θn)
for suitable P,Q. Moreover, φ ∈ Hom(X ′T ′ ,XT ) is a homomorphism in C provided
P op(φ,φ1, . . . , φn) = Qop(φ,φ1, . . . , φn).
As before we get
P
(
Hom(φ, θ),ω1, . . . ,ωn
)= Q(Hom(φ, θ),ω1, . . . ,ωn),
so Hom(φ, θ) is a homomorphism in D. 
To illustrate one of the identities in Theorem 3, we note that (4) expresses the left side
(A) for µZ in terms of the left side of (A*) for ∆Y and the left side (A) for µX . Treating
the right sides similarly, we see that (A) for µZ follows from (A*) for ∆Y and (A) for µX .
Corollary 4. For C and D as in Theorem 3, χ gives a morphism of the functor
Hom(−,−)⊗ Hom(−,−) to the functor Hom(−⊗−,−⊗−) which is an equivalence in
(ii) and (iii).
Proof. The maps on Y˜ = Y ⊗Y ′ are given by
µ˜ = (µ⊗′ µ′) ◦ (Id ⊗′ τ ⊗′ Id), η˜ = (η ⊗′ η′) ◦ µ−1k ,
∆˜ = (Id ⊗′ τ ⊗′ Id) ◦ (∆ ⊗′ ∆′), ε˜ = µk ◦ (ε ⊗ ε′), S˜ = S ⊗ S′.
Let θ¯ = θ˜ except η¯ = η ⊗′ η′ and ε¯ = ε ⊗ ε′. Each θ¯ is of the form θ¯ = P(θ, θ ′, . . .) where
P is a formal expression of type (2m,2l) if θ has type (m, l). Also, the corresponding map
for X˜T˜ =XT ⊗X ′T ′ is φ˜ with φ¯ = P op(φ,φ′, . . .). Choosing ω (and ω′) as in the proof of
Theorem 3, we can use Lemma 2 to get
Hom(φ¯, θ¯ ) ◦ χ2m = χ2l ◦ P(ω,ω′, . . .).
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P(ω,ω′, . . .) to get
ωˆ ◦
m︷ ︸︸ ︷
(χ ⊗′ · · · ⊗′ χ) =
l︷ ︸︸ ︷
(χ ⊗′ · · · ⊗′ χ)◦ ω¯.
After adjusting Hom(k, k) and k ⊗ k to k, ωˆ gives the map for Hom(XT ⊗X ′T ′ ,Y ⊗ Y ′)
and ω¯ gives the map for Hom(XT ,Y)⊗Hom(X ′T ′ ,Y ′). Thus, χ is a homomorphism in D
and an isomorphism in the cases (ii) and (iii). 
We now consider some special cases of Theorem 3.
Example 1. If A is an algebra and C is a coalgebra, then we have the well-known result
that Hom(C,A) is an algebra with product
φθ = µ ◦ (φ ⊗′ θ) ◦∆
and unit η ◦ ε. More generally, if CT is a linear topological coalgebra, then Hom(CT ,A)
is a subalgebra of Hom(C,A).
Example 2. We can view k as an object in D in Theorem 3 with ∆ = µ−1k and ε = S = Id.
If XT is in C, then the continuous dual
X ∗T = Hom(XT , k)
is in D.
Corollary 5. For each of the pairs of categories (C,D) in Theorem 3, the maps
ζX ,Y :X ∗T ⊗Y → Hom(XT ,Y)
with ζX ,Y(f ⊗ y)(x) = f (x)y for X ∈ C, Y ∈ D are homomorphisms in D, which are
isomorphisms in the cases (ii) and (iii) of Theorem 3, as well as in the case
(i′) C= r.f.g.p. k-coalgebras,D= k-algebras.
In these cases, ζX ,Y induce an equivalence of the functor (XT ,Y) →X ∗T ⊗Y with Hom.
Proof. One easily checks that the maps ρX , λY , and ξY are isomorphisms in the
appropriate categories. By Corollary 4,
χ : Hom(XT , k)⊗ Hom(k,Y) → Hom(XT ⊗ k, k ⊗Y)
and hence
ζX ,Y = Hom
(
ρ−1, λY
) ◦ χ ◦ IdX ∗ ⊗ ξ−1 (5)X T Y
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an isomorphism, which is true in cases (i′), (ii), and (iii). 
Example 3. If I is an ideal in an algebra A, then
πI ◦ µA = µA/I ◦ (πI ⊗′ πI )
shows that µA(I ∗ I) ⊂ I . Thus, if A has a linear topology T with a linear base B
consisting of ideals, then µA is continuous and AT is a linear topological algebra. If
A = H is a Hopf algebra, we now determine additional conditions on B to make HT a
linear topological Hopf algebra. If I, J are submodules, let
I ∧ J = ∆−1(I ∗ J ) = ker((πI ⊗′ πJ ) ◦ ∆).
The maps ε, ∆, and S for HT are continuous provided
there is K ∈ B with K ⊂ ker(ε), (6)
for I, J ∈ B, there is K ∈ B with K ⊂ I ∧ J, (7)
for I ∈ B, there is J ∈ B with J ⊂ S−1(I). (8)
We say that a linear base B of ideals satisfying the above conditions and with each H/I a
finitely generated projective module is a Hopf dualizing base. Clearly, in this case, HT is
an r.f.g.p. Hopf algebra.
For later use, we record some basic properties of ∧.
Lemma 6. If I, J,K are submodules of a Hopf algebraH, then
(i) (I ∧ J )∧ K = I ∧ (J ∧ K),
(ii) S−1(I ∧ J ) = S−1(J )∧ S−1(I),
(iii) I ∧ J ⊂ I ∩ J , if ε(I) = ε(J )= 0.
If I, J are algebra ideals, then I ∧ J is an algebra ideal.
Proof. Using (A∗), we have (i). Using the Hopf algebra identity (see [1, Theorem 2.1.4])
∆ ◦ S = τ ◦ (S ⊗ S) ◦∆,
we see
ker
(
(πI ⊗′ πJ ) ◦∆ ◦ S
)= ker(τ ◦ ((πJ ◦ S) ⊗′ (πI ◦ S)) ◦ ∆)
showing (ii). If ε(I) = ε(J )= 0, then by (R*),
I ∧ J = (ρ ◦ (Id ⊗′ ε) ◦∆)(I ∧ J ) ⊂ (ρ ◦ (Id ⊗′ ε))(I ∗ J ) ⊂ Iε(H)+Hε(J ) = I
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is an algebra homomorphism. 
Corollary 7. If B is a family of algebra ideals of a Hopf algebraH such that for I, J ∈ B,
(i) there is K ∈ B with K ⊂ I ∧ J ,
(ii) there is K ∈ B with K ⊂ S−1(I),
(iii) ε(I) = 0,
(iv) H/I is a finitely generated projective module,
then B is a Hopf dualizing base.
Proof. Clearly, (6) holds and B is a linear base since I ∧ J ⊂ I ∩ J . 
The conditions of Corollary 7 are similar to Kostant’s definition of an admissible family
of ideals in a Hopf algebra over Z [6, p. 91].
Example 4. If k is a field and S is invertible, it is easy to verify that B consisting of all
proper ideals of finite codimension is a Hopf dualizing base with topology T . We call
H∗T =
{
φ ∈H∗: φ(I) = 0 for some proper ideal of finite codimension},
the finite dual of H.
Example 5. Let
H=
∞⊕
n=0
Hn
be a Z-graded Hopf algebra with each Hn a finitely generated projective module over k.
Let Im =⊕∞n=m+1Hn so
H/Im ∼=
m⊕
n=0
Hn.
It is easy to see that
Im ⊂ ker(ε), Im+n ⊂ Im ∧ In, Im ⊂ S−1(Im).
Thus, by Corollary 7, B = {Im: m > 0} is a Hopf dualizing base. In this case, the
continuous dualH∗T is also the graded dualHg . In general, the graded dual of V =
⊕
i Vi
is Vg =⊕i V∗i , where we view V∗i ⊂ V∗ with V∗i (Vj ) = 0 for j = i . A direct calculation
shows that the identification (H∗i )∗ =Hi gives (Hg)g =H as Hopf algebras.
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∆(I) ⊂ I ∗ I . Since S is an antihomomorphism and ∆ is a homomorphism, we see that
S
(
In
)⊂ In, ∆(In+m−1)⊂ (I ∗ I)n+m−1 ⊂ In ∗ Im.
Thus, if H/In is a finitely generated projective module for each n > 0, then B = {In:
n > 0} is a Hopf dualizing base.
In view of Lemma 6, we can define
n∧
I =
n︷ ︸︸ ︷
I ∧ · · · ∧ I .
Theorem 8. Let F be a family of algebra ideals in a Hopf algebra H such that for all
J,K ∈ F , we have J ∧ K ∈ F and the image of (πJ ⊗′ πK) ◦ ∆ is a direct summand of
H/J ⊗H/K . If I ∈ F is such that ε(I) = 0, S(I) ⊂ I , and H/I is a finitely generated
projective module, then
B(I) =
{ n∧
I : n 1
}
is a Hopf dualizing base with topology T . Moreover, H∗T is generated as an algebra by
ZH∗(I) =
{
f ∈H∗: f (I) = 0}
and is therefore finitely generated as an algebra.
Proof. In general, let ZH∗(J ) = {f ∈ H∗: f (J ) = 0}. We shall first show if J,K ∈ F
and H/J,H/K are finitely generated projective modules, then H/(J ∧ K) is a finitely
generated projective module and
ZH∗(J )ZH∗(K) =ZH∗(J ∧K). (9)
Indeed, let C be the image of H under (πJ ⊗′ πK) ◦ ∆, so H/(J ∧ K) ∼= C . Since C is
a direct summand of the finitely generated projective module H/J ⊗H/K , it is also a
finitely generated projective module.
For arbitrary g = gJ ◦ πJ ∈ZH∗(J ) and h = hK ◦ πK ∈ZH∗(K), we see that
gh = µk ◦ (g ⊗′ h) ◦ ∆ = µk ◦ (gJ ⊗′ hK) ◦ (πJ ⊗′ πK) ◦∆
vanishes on J ∧ K , so ZH∗(J )ZH∗(K) ⊂ ZH∗(J ∧ K). Conversely, we can write f ∈
ZH∗(J ∧ K) as f = f ′ ◦ ((πJ ⊗′ πK) ◦ ∆) with f ′ ∈ C∗, and then f ′ as the restriction to
C of f ′′ ∈ (H/J ⊗H/K)∗. Since (H/J ⊗H/K)∗ ∼= (H/J )∗ ⊗′ (H/K)∗, we can write
f ′′ = µk ◦
∑
giJ ⊗′ hiK
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f = µk ◦
∑
(giJ ⊗′ hiK) ◦ (πJ ⊗′ πK) ◦ ∆ =
∑
gihi ∈ZH∗(J )ZH∗(K),
showing (9).
We haveH/(∧n I) is a finitely generated projective module,
ε
( n∧
I
)
⊂ ε(I) = 0,
n∧
I ⊂
n∧
S−1(I) = S−1
( n∧
I
)
,
by Lemma 6(ii), so B(I) is a Hopf dualizing base by Corollary 7. Moreover, (9) shows that
ZH∗(
∧n
I) = (ZH∗(I))n, so H∗T is generated as an algebra by ZH∗(I) ∼= (H/I)∗, and
hence by a finite number of elements of ZH∗(I). 
For later use, we now describe a double dual if k is a field.
Lemma 9. If HT is an r.f.g.p. Hopf algebra over a field k, then the closure {0} of {0} in
HT is a Hopf ideal. If S is the topology on H∗T with linear base consisting of all
ZH∗T (W) =
{
f ∈H∗T : f (W) = 0
}
,
where W is a finite-dimensional subspace of H, then (H∗T )S is an r.f.g.p. Hopf algebra,
and (H∗T )∗S ∼=H/{0} as Hopf algebras.
Proof. Let B be a linear base for HT with H/I finite-dimensional for each I ∈ B. It is
easy to see that
{0} =
⋂
I∈B
I.
We also note that ZH∗T (W1 +W2) = ZH∗T (W1) ∩ ZH∗T (W2), so the ZH∗T (W) form a
linear base.
If W is a finite-dimensional subspace, we can write W = W ′ ⊕ (W ∩ {0}) and
get ZH∗T (W) = ZH∗T (W ′), since f ({0}) = 0 for f ∈ H∗T . Thus, we may assume that
W ∩{0} = 0. Let I ∈ B with minimal dim(W ∩ I). If 0 = x ∈W ∩ I , we can choose J ⊂ I
with x /∈ J to get dim(W ∩ I) > dim(W ∩ J ). Thus, W ∩ I = 0. Write H=W ⊕ V with
I ⊂ V . We can view W∗ ⊂H∗ with W∗(V) = 0. Since W∗(I) = 0, we have W∗ ⊂H∗T
and H∗T = ZH∗T (W) ⊕W∗. In particular, H∗T /ZH∗T (W) ∼=W∗ is finite-dimensional. To
show that (H∗T )S is an r.f.g.p. Hopf algebra, it remains to show that the operations are
continuous relative to S .
If Wi is a subspace of H, we can identify W1 ⊗W2 with its image in H⊗H, since
k is a field. Given a finite-dimensional subspace W , there are finite-dimensional Wi with
∆(W) ⊂W1 ⊗W2. Thus,
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(ZH∗T (W1) ∗ZH∗T (W2))(∆(W))= 0,
µH∗T
(ZH∗T (W1) ∗ZH∗T (W2))⊂ZH∗T (W),
so µH∗T is continuous. Trivially, ηH∗T is continuous. Given finite-dimensional Wi withH∗T =ZH∗T (Wi )⊕W∗i as above, we have
H∗T ⊗H∗T =ZH∗T (W1) ∗ZH∗T (W2)⊕W∗1 ⊗W∗2
so u ∈H∗T ⊗H∗T is in ZH∗T (W1) ∗ZH∗T (W2) if and only if χ(u) vanishes on W1 ⊗W2.
Let W =W1W2, a finite-dimensional space. We see that
χ
(
∆H∗T
(ZH∗T (W)))(W1 ⊗W2) = µ−1k (ZH∗T (W)(µ(W1 ⊗W2)))= 0,
∆H∗T
(ZH∗T (W))⊂ZH∗T (W1) ∗ZH∗T (W2),
so ∆H∗T is continuous. Since εH∗T (ZH∗T (k1)) = ZH∗T (k1)(1) = 0, we see that εH∗T is
continuous. Finally,
SH∗T
(ZH∗T (S(W)))=ZH∗T (S(W)) ◦ S ⊂ZH∗T (W)
shows that SH∗T is continuous.
For x ∈H, define σx ∈ (H∗T )∗ by σx(f ) = f (x). Since σ−1x (0) =ZH∗T (kx), we see that
σx is continuous; i.e. σ :H→ (H∗T )∗S . Now x ∈ ker(σ ) if and only if fI (πI (x)) = 0 for
all fI ∈ (H/I)∗ and all I ∈ B. Equivalently, πI (x) = 0 for all I ∈ B. Thus, ker(σ ) = {0}.
Also, a straightforward calculation shows that σ is a Hopf algebra homomorphism. Hence,
it suffices to show that σ is surjective.
If φ ∈ (H∗T )∗S , there is a finite-dimensional subspaceW ofH with ZH∗T (W) ⊂ φ−1(0)
and H∗T = ZH∗T (W) ⊕W∗. Now φ restricted to W∗ is in W∗∗, so there is x ∈W with
φ(g) = g(x) for all g ∈W∗. If f ∈ZH∗T (W), then
φ(f + g) = φ(g) = (f + g)(x),
so φ = σx. 
3. Group schemes
We recall a few facts about affine schemes, particularly k-group schemes. See [5] for
details. A functor on commutative k-algebras is a k-functor. A k-functor X is an affine
scheme if there is a commutative k-algebra k[X] such that X is equivalent to Alg(k[X],−),
the subfunctor of Hom(k[X],−) of algebra homomorphisms. We generally identify X with
Alg(k[X],−). An affine scheme X is algebraic if k[X] ∼= k[T1, . . . , Tn]/I where I is a
finitely generated ideal in the polynomial ring k[T1, . . . , Tn]. In particular, if k is a field,
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group functor. A k-group scheme is a k-group functor and an affine scheme. An algebraic
k-group is a k-group scheme which is algebraic as an affine scheme.
If G is a k-group scheme, then k[G] is a Hopf algebra and the product on G(K) is given
by
fg = µK ◦ (f ⊗′ g) ◦ ∆;
i.e., G(K) is a subgroup of the group of units of the k-algebra Hom(k[G],K). Clearly, any
commutative Hopf algebra gives a k-group scheme in this way. If HT is a cocommutative
r.f.g.p. Hopf algebra, then Theorem 3 shows that H∗T is a commutative Hopf algebra, so
that GHT = Alg(H∗T ,−) is a k-group scheme. For H, F , and I as in Theorem 8, we
denote GHT by GH,I . In particular, if k is a field, then we can take F to be all ideals inH.
Lemma 10. If I is an algebra ideal of finite codimension in a cocommutative Hopf algebra
H over a field k with I ⊂ ker(ε) and S(I) ⊂ I , then GH,I is an algebraic k-group. IfH′ is
a Hopf subalgebra ofH and I ′ = I ∩H′, then GH′,I ′ is an algebraic k-subgroup of GH,I .
Proof. The first statement is clear by Theorem 8. For any ideal J of H of finite
codimension, let J ′ = J ∩ H′. The monomorphism H′/J ′ → H/J shows J ′ has finite
codimension. Also, H′/J ′ ⊗H′/K ′ →H/J ⊗H/K is a monomorphism, so J ′ ∧ K ′ in
H′ coincides with (J ∧ K)′. This shows that B(I ′) = {J ′: J ∈ B(I)}. Now the inclusion
ι :H′T ′ →HT is continuous, so the restriction map
ι∗ = Hom(ι, Id) :H∗T →H′∗T ′
is a Hopf algebra homomorphism by Theorem 3. It is easy to see that ι∗ is surjective, so
Hom(ι∗, Id) gives a monomorphism of GH′,I ′(K) into GH,I (K). 
Lemma 11. If H in Theorem 8 is cocommutative and K is a commutative k-algebra, then
GH,I (K) is isomorphic to a subgroup of the group of units of H/I ⊗ K .
Proof. Since πI :HT →H/I is continuous, Theorem 3 shows that
π∗I = Hom(πI , Id) : (H/I)∗ →H∗T
is a coalgebra homomorphism and that
Hom
(
π∗I , Id
)
: Hom
(H∗T ,K)→ Hom((H/I)∗,K)
is an algebra homomorphism for any commutative k-algebra K . Since H/I is a finitely
generated projective module, we can identify ((H/I)∗)∗ with H/I and use Corollary 5 to
see that
ζ :H/I ⊗ K → Hom((H/I)∗,K)
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ζ−1 ◦ Hom(π∗I , Id) : Hom(H∗T ,K)→H/I ⊗ K
restricts to a group homomorphism ψ of GH,I (K) into the group of units ofH/I ⊗K .
If φ ∈ ker(ψ), then
Hom
(
π∗I , Id
)
(φ) = Hom(π∗I , Id)(e),
where e = ηK ◦ εH∗T is the identity of GH,I (K). Since Hom(π∗I , Id)(φ) = φ ◦ π∗I andZH∗(I) = π∗I ((H/I)∗), we see that φ agrees with e on ZH∗(I). Now φ = e follows from
the fact that H∗T is generated as an algebra by ZH∗(I) (see Theorem 8). 
We now consider a dual of the Hopf algebra k[G] for a k-group scheme G. Let I =
ker(ε) and assume that each k[G]/In, n > 0, is a finitely generated projective (equivalently,
finitely presented flat, see [3, pp. 14, 20, 45]) module. By Example 6, B = {In: n > 0} is
a Hopf dualizing base. Following [5, p. 113], we say that G is infinitesimally flat, and we
write Dist(G) = k[G]∗T , the distribution or hyperalgebra of G. It is easy to see that the Lie
algebra of G
Lie(G) = {f ∈ Dist(G): f (1) = f (I 2)= 0}.
coincides with the set of primitive elements in Dist(G), namely{
f ∈ Dist(G): ∆(f ) = f ⊗ 1 + 1 ⊗ f }.
We remark that any algebraic k-group G over a field k is infinitesimally flat. Indeed,
since k[G] = k1 ⊕ I is finitely generated as an algebra, we can choose generators
1, x1, . . . , xm with xi ∈ I . Now 1 and the monomials in xi span k[G]. Moreover, I is
spanned by all monomials, so In is spanned by all monomials of length at least n. Thus,
k[G]/In is finite-dimensional.
4. Vector groups,G-modules, and toral actions
If V is a k-module, let Va denote the k-group functor with Va(K) being the additive
group V⊗K . More generally, if VT is a linear topological module, (VT )a is the topological
k-group functor with (VT )a(K) = VT ⊗ K . We say that (VT )a is a topological vector
group. The symmetric algebra S(V∗) is a commutative and cocommutative Hopf algebra
with
∆(f ) = f ⊗ 1 + 1 ⊗ f, ε(f ) = 0, S(f ) = −f,
for f ∈ V∗. Moreover, S(V∗) is graded with S0(V∗) = k and S1(V∗) = V∗. The k-group
scheme Alg(S(V∗),−) has Alg(S(V∗),K) ∼= Hom(V∗,K) via the restriction map. If V is
finitely generated projective, the isomorphism Hom(V∗,K) ∼= V ⊗ K shows that Va is an
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hence finitely presented as a k-module ([3, p. 20]). Thus, S(V∗) is finitely presented as an
algebra.
We recall the following definition from [4]. If V is a k-module and A is a k-algebra,
then ρn :V →A, n 0, is a sequence of binomial divided power (b.d.p.) maps if
• ρn is homogeneous of degree n,
• ρ0(v) = 1,
• (u, v) → ρi(u)ρj (v) is the (i, j)-linearization of ρn for n = i + j .
Writing ρn(v) = v(n), then [4, Lemma 6] states that ρn is a sequence of b.d.p. maps if and
only if
(i) v(0) = 1,
(ii) (av)(n) = anv(n) ,
(iii) (v + w)(n) =∑i+j=n v(i)w(j),
(iv) [v(k),w(l)] = 0,
(v) v(k)v(l) = (k+l
k
)
v(k+l).
Given V , we can form the unital, associative, and commutative algebra V (∞) generated
by symbols v(n) for v ∈ V and n  0 subject to the relations (i)–(iii), and (v). It is easy
to see that V (∞) is a universal object for sequences of b.d.p. maps; i.e., v → v(n) is a
sequence of b.d.p. maps and given a sequence ρ :V →A of b.d.p. maps there is a unique
algebra homomorphism ρˆ :V (∞) → A with ρˆ(v(n)) = ρn(v). The algebra V (∞) has an
obvious Z-grading with v(n) ∈ V (∞)n = V (n). Moreover, V (∞) is a Z-graded Hopf algebra
with coproduct ∆ = ρˆ for ρ :V → V (∞) ⊗ V (∞) defined by
ρn(v) =
∑
i+j=n
v(i) ⊗ v(j),
counit ε = ρˆ for ρ :V → k defined by ρ0(v) = 1, ρn(v) = 0 for n > 0, and antipode
S = ρˆ for ρ :V → V (∞) defined by ρn(v) = (−v)(n). Recall that a divided power sequence
1 = x0, x1, . . . of elements in a coalgebra C is a sequence satisfying
∆(xn) =
∑
i+j=n
xi ⊗ xj ,
and that the sequence is homogeneous if C is Z-graded and xi ∈ Ci . Clearly, v(0), v(1), . . .
is a homogeneous divided power sequence in V (∞).
Lemma 12. If V is a finitely generated projective module over k, then Va is infinitesimally
flat and Dist(Va) = S(V∗)g is isomorphic to V (∞) as Z-graded Hopf algebras.
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maps. In anticipation of this, for v ∈ V , we define v(0) = Id ∈ S0(V∗)∗ and v(n) ∈ Sn(V∗)∗
by
v(n)(g1 . . . gn) = g1(v) . . . gn(v).
Note that by the definition of S(V∗)g , we have v(n)(Sm(V∗)) = 0 for m = n. Let {vi : 1
i m} and {fi : 1 i m} be dual generating sets for V and V∗ so
g =
m∑
i=1
g(vi)fi
for g ∈ V∗. We can find a set dual to the generating set {f n11 . . . f nmm :
∑
ni = n} of Sn(V∗)
as follows. The m-fold coproduct for S(V∗) has
g1 . . . gn →
∑
P(n,m)
( ∏
i∈P1
gi
)
⊗ · · · ⊗
( ∏
i∈Pm
gi
)
,
for gi ∈ V∗, where P(n,m) is the set of ordered partitions (P1, . . . ,Pm) of {1, . . . , n} with
Pi = ∅ allowed. Thus,
(
v
(n1)
1 . . . v
(nm)
m
)
(g1 . . . gn) =
∑
P(n,m)
v
(n1)
1
( ∏
i∈P1
gi
)
. . . v(nm)m
( ∏
i∈Pm
gi
)
=
∑
P(n,m)
|Pj |=nj
∏
i∈P1
gi(v1) . . .
∏
i∈Pm
gi(vm)
and
g1 . . . gn =
∑
λ∈Mn
g1(vλ1) . . . gn(vλn)fλ1 . . . fλn
=
∑
P(n,m)
( ∏
i∈P1
gi(v1) . . .
∏
i∈Pm
gi(vm)
)
f
|P1|
1 . . . f
|Pm|
m
=
∑
N
(
v
(n1)
1 . . . v
(nm)
m
)
(g1 . . . gn)f
n1
1 . . . f
nm
m
where M = {1, . . . ,m} and where
N =
{
(n1, . . . , nm):
∑
ni = n
}
.
This shows that {v(n1)1 . . . v(nm)m :
∑
ni = n} is dual to the generating set {f n11 . . . f nmm :∑
ni = n} of Sn(V∗), and that Sn(V∗) is a finitely generated projective module.
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Im =
∞⊕
n=m
Sn
(V∗),
for I := ker(ε); i.e., Im = Im−1 as in Example 5. Thus, Va is infinitesimally flat and
Dist(Va) = S(V∗)g as Hopf algebras. Moreover, S(V∗)g is a Z-graded Hopf algebra and
generated as an algebra by all v(n), v ∈ V .
Clearly, (av)(n) = anv(n) and
(w1 +w2)(n)(g1 . . . gn) =
∑
λ∈{1,2}n
g1(wλ1) . . . gn(wλn)
=
∑
P(n,2)
w
(|P1|)
1
(∏
i∈P1
gi
)
w
(|P2|)
2
( ∏
j∈P2
gj
)
so
(w1 + w2)(n) =
∑
i+j=n
w
(i)
1 w
(j)
2 .
Also,
(
v(k)v(l)
)
(g1 . . . gk+l ) =
∑
P(k+l,2)
g1(v) . . . gn(v) =
(
k + l
k
)
v(k+l)(g1 . . . gk+l ).
Thus, v → v(n) is a sequence of b.d.p. maps. Given a sequence of b.d.p. maps ρ : V →A,
we define ρˆ by
ρˆ(φ) =
∑
N
φ
(
f
n1
1 . . . f
nm
m
)
ρn1(v1) . . .ρnm(vm)
for φ ∈ Sn(V∗)∗. If φ′ ∈ Sn′(V∗)∗ and n˜ = n+ n′, we can use
∆
(
f
n˜1
1 . . . f
n˜m
m
)= ∑
ni+n′i=n˜i
(
n˜1
n1
)
. . .
(
n˜m
nm
)
f
n1
1 . . . f
nm
m ⊗ f n
′
1
1 . . . f
n′m
m
and
ρk(v)ρl(v) =
(
k + l
k
)
ρk+l (v)
to compute
ρˆ(φφ′) =
∑(
φφ′
)(
f
n˜1
1 . . . f
n˜m
m
)
ρn˜1(v1) . . .ρn˜m(vm) = ρˆ(φ)ρˆ(φ′).N˜
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ρˆ
(
v(n)
)=∑
N
f1(v)
n1 . . . fm(v)
nmρn1(v1) . . .ρnm(vm) = ρn
(
m∑
i=0
fi(v)vi
)
= ρn(v).
Thus, S(V∗)g is a universal object for b.d.p. maps, so S(V∗)g ∼= V (∞) as Z-graded
algebras. Since for i + j = n
µk
((
v(i) ⊗′ v(j))(g1 . . . gi ⊗ gi+1 . . . gn))= v(n)(g1 . . . gn),
we have
∆S(V∗)g
(
v(n)
)= ∑
i+j=n
v(i) ⊗ v(j),
so the isomorphism respects coproducts. Similarly,
εS(V∗)g
(
v(n)
)= v(n)(1) = 0
for n > 0 and
SS(V∗)g
(
v(n)
)
(f1 . . . fn) =
(
v(n)SS(V∗)(f1 . . . fn)
)= (−1)nv(n)(f1 . . . fn)
show that S(V∗)g ∼= V (∞) as Z-graded Hopf algebras. 
We now turn our attention to group actions. A k-group functor G has a right action on a
k-functor X if there is a morphism X×G → X giving a group action of each group G(K)
on X(K). If G is a k-group scheme and X is an affine scheme, then G has a right action
on X if and only if there is an algebra homomorphism δ : k[X] → k[X] ⊗ k[G] relative to
which k[X] is a right k[G]-comodule and
x · g = µK ◦ (x ⊗′ g) ◦ δ
for g ∈ G(K) and x ∈ X(K) (see [5, p. 31]).
If G is a k-group functor, we say that VT is a G-module if G acts on (VT )a and each
G(K) acts via maps in HomK(VT ⊗ K,VT ⊗ K). In other words, each g ∈ G(K) acts as
a continuous K-linear map. If G is a k-group scheme then VT is a left G-module if and
only if there is a continuous k-linear map δV : VT → VT ⊗ k[G] with respect to which VT
is a right k[G]-comodule and
g · (v ⊗ 1K) = (IdV ⊗′ g)
(
δV (v)
)
for g ∈ G(K) and v ∈ VT . Dropping topological considerations, i.e., using the discrete
topology, this coincides with the usual definition and characterization of a left G-module
(see [5, p. 31]).
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makes k[X] a left G-module. Moreover, since δ is an algebra homomorphism, each G(K)
acts by automorphisms of the K-algebra k[X] ⊗ K . If X is itself a k-group scheme and
each G(K) acts by group automorphisms on X(K), then the multiplication and inversion
maps commute with the action of G. Thus, the coproduct and counit maps for k[X] are
G-module homomorphisms; i.e., G acts on k[X] by Hopf algebra automorphisms.
The k-torus km is the k-group scheme with k[km] = k[T ,T −1] and
∆(T ) = T ⊗ T , ε(T ) = 1, S(T ) = T −1,
so km(K) is isomorphic to the group of units of K . We shall be interested in toral actions.
Lemma 13. A k-module V is a left km-module if and only if V is Z-graded with
g · (vi ⊗ 1K) = t i (vi ⊗ 1K)
for g ∈ km(K) with g(T ) = t and vi ∈ Vi . Moreover, km-homomorphisms coincide with
graded homomorphisms. A Hopf algebra H is Z-graded as a Hopf algebra if and only if
km acts by automorphisms on H. Also, km acts as automorphisms of a k-group scheme G
if and only if k[G] is Z-graded as a Hopf algebra.
Proof. We know that V is a left km-module if and only if V is a right k[T ,T −1]-comodule.
If δ ∈ Hom(V,V ⊗ k[T ,T −1]), define ei ∈ Hom(V,V) by
δ(v) =
∑
i
ei(v) ⊗ T i.
The coassociative condition for δ is(
δ ⊗′ Idk[T ,T −1]
) ◦ δ = (IdV ⊗′ ∆) ◦ δ
or ∑
i,j
ej
(
ei(v)
)⊗ T j ⊗ T i =∑
i
ei (v)⊗ T i ⊗ T i
i.e., the ei are orthogonal idempotent maps. The counit condition
ρV ◦
(
IdV ⊗′ εk[T ,T−1]
) ◦ δ = IdV
is just ∑
ei(v) = v.
i
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δ(vi) = vi ⊗ T i
for vi ∈ Vi . This corresponds to g · (vi ⊗1K) = vi ⊗ t i . Clearly, φ ∈ Hom(V,V ′) commutes
with the action of km if and only if φ(Vi ) ⊂ V ′i .
The torus km acts by automorphisms on H if and only if the defining maps are graded
homomorphisms; i.e., H is Z-graded as a Hopf algebra. We have already noted that km
acts on G by automorphisms if and only if km acts on k[G] by automorphisms. 
We remark that Lemma 13 is a special case of representations of diagonal group
schemes (see [5, p. 35]).
For later use, we now examine the action of km on Va given by the grading on S(V∗).
Lemma 14. If V is a finitely generated projective module, then the standard grading on
S(V∗) corresponds to Va being a right km-module via the action by scalar multiplication.
Proof. Since S(V∗) is Z-graded, it is a left km-module and a right k[T ,T −1]-comodule
by Lemma 13. Moreover, δ(f1 . . . fn) = f1 . . . fn ⊗ T n for fi ∈ V∗. Thus, δ is an algebra
homomorphism. Since S(V∗) = k[Va], we see that Va is a right km-module. Moreover, for
x ∈ Va(K) = Alg(S(V∗),K), g ∈ km(K) = Alg(k[T ,T −1],K) and f ∈ V∗, we have
(x · g)(f ) = (µK ◦ (x ⊗′ g) ◦ δ)(f ) = x(f )g(T ).
Thus, g acts by scalar multiplication by t = g(T ) ∈ K . 
We now look at the transfer of group actions to duals.
Theorem 15. If G is a k-group scheme, then Hom(−, k) induces a functor from r.f.g.p. left
G-modules to right G-modules with the action given by
γK
(
(f ⊗ t) · g)(v ⊗ s) = γK(f ⊗ t)(g · (v ⊗ s))
for f ∈ V∗T , v ∈ V , g ∈ G(K), and s, t ∈ K where
γK(f ⊗ t)(v ⊗ s) = f (v)ts.
Moreover,
Hom(IdV⊗W ,µk) ◦ χ :V∗T ⊗W∗S → (VT ⊗WS )∗
is a G-module isomorphism.
Proof. We shall show that the three K-modules V∗T ⊗ K , (VT ⊗ K)∗ = HomK(VT ⊗
K,K), and Hom(VT ,K) are isomorphic. It is easiest to verify the group action for
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via the isomorphisms. We first get the isomorphisms. We note that
αK : Hom(VT ,K) → (VT ⊗ K)∗
given by αK(f )(v⊗ s) = f (v)s has inverse α−1K (h)(v) = h(v⊗1K). Also, by Corollary 5,
ζV ,K(f ⊗ t)(v) = f (v)t gives an equivalence (V∗T )a → Hom(VT ,−) of k-functors. We
see that γK = αK ◦ ζV ,K .
Clearly, G(K) acts on (VT ⊗ K)∗ with (h · g)(u) = h(g · u) for h ∈ (VT ⊗ K)∗,
g ∈ G(K), and u ∈ VT ⊗ K . Note h · g is continuous since g acts on VT ⊗ K via a
continuous map. The specified action on V∗T ⊗K is obtained by transferring the action via
γK . The action transferred to Hom(VT ,K) via αK has an easy description. If δV :VT →
VT ⊗ k[G] is the coproduct for VT as a k[G]-comodule, then for f ∈ Hom(VT ,K), we
have(
αK(f ) · g
)
(v ⊗ 1K) =
(
αK(f ) ◦ (IdV ⊗′ g) ◦ δV
)
(v) = (µK ◦ (f ⊗′ g) ◦ δV)(v)
so
f · g = µK ◦ (f ⊗′ g) ◦ δV . (10)
We next show that Hom×G → Hom is a morphism of functors. If φ ∈ HomG(WS ,VT )
and θ ∈ Alg(K,K ′), then φ is also a comodule homomorphism, so
(θ ◦ f ◦ φ) · (θ ◦ g) = µK ′ ◦
(
(θ ◦ f ◦ φ)⊗′ (θ ◦ g)) ◦ δW
= θ ◦ µK ◦ (f ⊗′ g) ◦
(
φ ⊗′ Idk[G]
) ◦ δW
= θ ◦ µK ◦ (f ⊗′ g) ◦ δV ◦ φ
= θ ◦ (f · g) ◦ φ.
In particular, Hom(VT ,−) × G → Hom(VT ,−) is a morphism, so (V∗T )a × G → (V∗T )a
is a morphism and V∗T is a G-module. Moreover,
Hom(φ, IdK) : Hom(VT ,K) → Hom(WS ,K)
and hence
Hom(φ, Idk)⊗′ IdK :V∗T ⊗K →W∗S ⊗ K
are G(K)-module homomorphisms. Thus, Hom(−, k) is a functor of G-modules.
Finally, we consider tensor products. The comodule map δV⊗W is given by
δV⊗W(v ⊗ w) =
∑
vi ⊗wj ⊗ aibj ,
i,j
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δV (v) =
∑
i
vi ⊗ ai, δW (w) =
∑
j
wj ⊗ bj .
Thus, for f ∈ Hom(VT ,K) and h ∈ Hom(WS ,K), we have((
µK ◦ (f ⊗′ h)
) · g)(v ⊗ w) =∑
i,j
f (vi)h(wj )g(aibj )
=
(∑
i
f (vi)g(ai)
)(∑
j
h(wj )g(bj )
)
= (µK ◦ (f · g ⊗′ h · g))(v ⊗ w)
so
Hom(IdV⊗W ,µK) ◦ χ : Hom(VT ,K)⊗K Hom(WS ,K) → Hom(VT ⊗WS ,K)
is a G(K)-module isomorphism. It is easy to see that the corresponding map is(
Hom(IdV⊗W ,µk) ◦ χ
)⊗′ IdK : (V∗T ⊗W∗S)⊗ K → (VT ⊗WS )∗ ⊗ K
so Hom(IdV⊗W ,µk) ◦ χ is a G-module isomorphism. 
Corollary 16. If G is a k-group scheme acting on itself by the right regular, left regular, or
conjugation action and if T is a r.f.g.p. topology on k[G] compatible with the action of G,
then
ζk[G],K : k[G]∗T ⊗ K → Hom
(
k[G]T ,K
)
is a G(K)-module isomorphism.
Proof. Since G(K) = Alg(k[G],K) is a subgroup of the group of units in Hom(k[G],K),
the right multiplication action of G(K) on Hom(k[G],K) extends the right regular action
of G on itself. On the other hand, this action defines a left G-module structure on k[G].
If T is a r.f.g.p. topology on k[G] compatible with the action of G; i.e., k[G]T is a left
G-module, then k[G]∗T is a right G-module. Now (10) with δV = ∆k[G] shows that ζk[G],K
is a G(K)-module isomorphism. Similarly, ζk[G],K is a G(K)-module isomorphism for the
left regular action or the conjugation action of G on itself. 
Corollary 17. If VT is a r.f.g.p. left G-module for a k-group scheme G, if W is a G-
submodule of VT , and if VT /W is a r.f.g.p. module, then
ZV∗T (W) =
{
f ∈ V∗T : f (W) = 0
}
is a G-submodule of V∗ .T
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G-module and πW is a homomorphism of r.f.g.p. G-modules. Thus, π∗W is a G-module
monomorphism with image ZV∗T (W). 
Corollary 18. If G is a k-group scheme acting by automorphisms on an r.f.g.p. Hopf
algebra HT , then G acts by automorphisms on H∗T .
Proof. We see that
µH∗T = Hom(∆H, Idk) ◦ Hom(IdH⊗H,µk) ◦ χ,
ηH∗T = Hom(εH, Idk) ◦ ξ−1k ,
∆H∗T = χ−1 ◦ Hom
(
IdH⊗H,µ−1k
) ◦ Hom(µH, Idk),
εH∗T = ξk ◦ Hom(ηH, Idk),
SH∗T = Hom(SH, Idk)
are G-module homomorphisms. 
Corollary 19. If HT is an r.f.g.p. Hopf algebra, if H is Z-graded as Hopf algebra, and if
T has a linear base of graded submodules, then H∗T is Z-graded as Hopf algebra. If W is
a graded submodule of HT , then ZH∗T (W) is a graded submodule of H∗T .
Proof. By Lemma 13, km acts by automorphisms on H. If I is a graded submodule, then
km(K) maps I ∗K to itself. Thus, km(K) acts onHT ⊗K by continuous maps, so km acts
by automorphisms on HT . Now Corollary 18 and Lemma 13 show that H∗T is Z-graded
as Hopf algebra. The last statement follows from Corollary 17. 
5. Jordan pairs
We shall presently apply the results of the previous sections to Jordan pairs. We will
freely use the definitions, notation, and results in [4], but recall a few now. If v → v(n) is a
sequence of b.d.p. maps from V to A, then v → ad(n)v is a sequence of b.d.p. maps from V
to End(A) where
ad(n)v (a)=
∑
i+j=n
v(i)a(−v)(j).
Let V = (V+,V−) be a Jordan pair. A divided power specialization of V is a pair
ρ = (ρ+, ρ−) of sequences of b.d.p. maps ρσn :v → v(n) from Vσ to A such that
ad(i)x
(
y(j)
)= {(Qx(y))(l) for i = 2j,
0 for i > 2j
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representation in [4] but will now reserve that terminology for a divided power
specialization into some End(W). In particular, the TKK-representation of V is a divided
power specialization into the endomorphisms of the Tits–Kantor–Koecher Lie algebra
TKK(V,D0) where D0 = k(IdV+, IdV−)+ Inder(V).
The universal divided power specialization U(V) is a cocommutative Z-graded Hopf
algebra with x(n) ∈ U(V)σn if x ∈ Vσ . Let X be the subalgebra of U(V) generated by all
x(n) with x ∈ V+ and Y the subalgebra for x ∈ V−. The universal property of U(V) gives
an algebra homomorphism U(V) → End(TKK(V,D0)). The kernel J is a graded ideal and
(Vσ )(1) ∩ J = {0}.
If the base ring k is a field, then X and Y are Hopf subalgebras with X ∼= (V+)(∞) and
Y ∼= (V−)(∞). Moreover, U(V) = YHX where H is a Hopf subalgebra generated as an
algebra by certain elements of degree 0 in the Z-grading.
Theorem 20. If V is a finite-dimensional Jordan pair over a field k, J is the kernel of the
TKK-representation, and
I = ker(ε)∩ J ∩ S(J ),
then G = GU(V),I is an algebraic k-group with algebraic k-subgroups
U+ = GX ,I+, U− = GY,I−, H = GH,I 0,
where I+ = X ∩ I , I− = Y ∩ I , and I 0 =H ∩ I . Moreover, Uσ ∼= V σa and H(K) acts as
automorphisms of the Jordan pair VK = (V+ ⊗ K,V− ⊗ K).
Proof. Since TKK(V,D0) is finite-dimensional, J and I have finite codimension. Since
ε ◦ S = ε in any Hopf algebra and since S2 = Id if the Hopf algebra is cocommutative,
we see that S(I) = I . Lemma 10 shows that G is an algebraic k-group with algebraic
k-subgroups U+, U−, and H . We have X ∼= (V+)(∞) as Hopf algebras. Also, if ρ is the
divided power specialization for the TKK-representation, we have ker(ρ+1 ) = 0 and ρ+n = 0
for n > 2. Thus, (V+)(1) ∩ J = {0} and (V+)(n) ⊂ J for n > 2. Since ε((V+)(n)) = 0 for
n > 0, since S((V+)(n)) = (V+)(n), and since J is a graded ideal, we have
I3 ⊂ I+ ⊂ I2
where Im =⊕∞n=m+1(V+)(n). It is easy to check that Ik ∧ Il = Ik+l , so the linear bases{∧n I+} and {In} determine the same topology T + on X . Thus, using Lemma 12, we see
that X ∗T + ∼= (S(V+∗)g)g = S(V+∗), so U+ ∼= V +a and similarly U− ∼= V −a .
Let T be the topology on U(V) determined by I and let S be the topology on U(V)∗T
as in Lemma 9. Since J is a graded ideal and U(V) is a graded Hopf algebra, each∧n I is
graded and U(V)∗T is a graded Hopf algebra by Corollary 19. If W is a finite-dimensional
subspace of U(V), let Wi be the projection of W onto U(V)i . Clearly, Ŵ =∑Wi is a
finite-dimensional graded subspace and ZU(V)∗ (Ŵ) is a graded submodule of U(V)∗ byT T
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subspaces. Thus,
U˜ = U(V)/{0} ∼= (U(V)∗T )∗S
is a Z-graded Hopf algebra. The conjugation action x → g−1xg of G makes k[G] =
U(V)∗T a right k[G]-module with
δ = (Idk[G] ⊗′ µk[G]) ◦ (((Idk[G] ⊗′ S) ◦ τ ◦ ∆k[G])⊗′ Idk[G]) ◦ ∆k[G].
By Lemma 9, (U(V)∗T )S is a r.f.g.p. Hopf algebra, so δ is continuous. Thus, (U(V)∗T )S
is a left G-module and, by Corollary 18, U˜ is a right G-module with G(K) acting as
Hopf algebra automorphisms. SinceH⊂ U(V)0, we see that km fixesH, H∗T 0 , and H . By
Lemma 13, km acts by automorphisms on G, so the action commutes with the conjugation
action of H on G. Thus, km and H commute acting on U˜ ; i.e., H(K) acts as graded Hopf
algebra automorphisms.
The only properties of U(V) used in the proofs of the results in [4] from Lemma 24
through Corollary 28 are that U(V) is a Z-graded Hopf algebra and that the TKK-repre-
sentation factors through U(V). Since J ⊃ {0}, U˜ also has these properties. Thus, we may
replace U(V) by U˜ in [4, Corollary 28] to get
P(U˜) = (V+)(1) ⊕P(H˜)⊕ (V−)(1),
where P denotes the primitive elements of a Hopf algebra and H˜ is the image of H
in U˜ . Since H(K) acts as graded Hopf algebra automorphisms of U˜ ⊗ K , we see that
H(K) stabilizes (Vσ )(1) ⊗K ∼= Vσ ⊗K . The homogeneous divided power sequence over
x ∈ (Vσ )(1) ⊗ K in U ⊗ K gives one in U˜ ⊗ K . Moreover, it is unique by [4, Lemma 4].
Since H(K) acts as Hopf algebra automorphisms, we see that (h(x))(n) = h(x(n)) for
h ∈ H(K). Using [4, Theorem 5], we see that H(K) acts as automorphisms of the Jordan
pair V ′ = ((V+)(1) ⊗K,(V−)(1) ⊗K) with product
Qx(y) = x(2)y − xyx + yx(2).
Using the homomorphism of U˜ to End(TKK(V,D0)), we see that V ′ ∼= VK . 
In [7], Loos defines an elementary action of the torus km on a separated k-group sheaf
G to be an action of km by automorphisms of G with subgroup sheaves H , U+, U− such
that
(i) H is fixed by km;
(ii) U+ and U− are vector subgroups on which km acts by scalar multiplication
(respectively, the inverse of scalar multiplication);
(iii) Ω = U−HU+ is open in G;
(iv) G is generated as a k-group sheaf by H , U+, U−.
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Jordan pair. We get a similar result by our methods.
Theorem 21. If G is an infinitesimally flat affine algebraic group scheme, then every
elementary action of km on G gives a Z-grading of Dist(G) as a Hopf algebra such that
the induced Z-grading of Lie(G) is
Lie(G) = Lie(U−)⊕ Lie(H)⊕ Lie(U+)
and there is a homogeneous divided power sequence {x(n): n 0} over every x ∈ Lie(U±).
Moreover, (Lie(U+),Lie(U−)) is a Jordan pair with Qx(y) = x(2)y − xyx + yx(2).
Proof. By Lemma 13, the action of km on G by automorphisms corresponds uniquely to
a Z-grading of k[G] as a Hopf algebra. Since I = ker(ε) is a graded ideal, each In is
graded and Dist(G) = k[G]∗T is graded by Corollary 19. Lemma 3.4 of [7] states that the
multiplication map
U− ×H ×U+ → G
is an open imbedding, so
Lie(G) = Lie(U−)⊕ Lie(H)⊕ Lie(U+).
Since H is fixed by km, we see that
k[H ] = k[H ]0, Dist(H)= Dist(H)0, and Lie(H)⊂ Lie(G)0.
Since km acts on U+ by scalar multiplication, the grading on
k
[
U+
]= S((Lie(U+))∗)
is the usual one. Thus, Lie(U+) = Dist(U+)1 so Lie(U+) ⊂ Lie(G)1. On the other hand,
the action on U− reverses the roles of T and T −1, so
k
[
U−
]
−n = Sn
((
Lie
(
U−
))∗)
and Lie(U−) ⊂ Lie(G)−1. Lemma 12 shows there is a homogeneous divided power se-
quence over each element of Lie(U±). Finally, [4, Theorem 5] gives the last statement. 
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