Motivated by truncated EM method introduced by Mao (2015) , a new explicit numerical method named modified truncated Euler-Maruyama method is developed in this paper. Strong convergence rates of the given numerical scheme to the exact solutions to stochastic differential equations are investigated under given conditions in this paper. Compared with truncated EM method, the given numerical simulation strongly converges to the exact solution at fixed time T and over a time interval [0, T ] under weaker sufficient conditions. Meanwhile, the convergence rates are also obtained for both cases. Two examples are provided to support our conclusions.
Introduction
Numerical methods for stochastic differential equations (SDEs) have been playing more and more important roles because most equations can not be solved explicitly. In general, there are two kinds of numerical methods, the one is explicit and the other is implicit. The most commonly used explicit numerical method is the well known Euler-Maruyama (EM) method. There are a lot of literature concerning with this method, e.g., [15, 16, 7, 12, 2] . However, as mentioned in [10] , most of the existing strong convergence theory for numerical methods requires the coefficients of the SDEs to be globally Lipschitz continuous(see e.g. [7, 12] ). In 2002, Higham et al. [3] studied the strong convergence for numerical approximations under local Lipschitz condition for the first time plus the bounded condition on the pth moments of both exact and numerical solutions to the underlying SDE. Recently, Hutzenthaler et al. [4] proved, for a large class of SDEs with superlinearly growing coefficient functions, that both the distance in the strong L p -sense and the distance between the pth absolute moments of the Euler approximation and of the exact solution of the SDE diverge to infinity for all p ≥ 1. Therefore, implicit methods have naturally been used to study the solutions to SDEs without the linear growth condition.
Implicit methods, including backward EM scheme, split-step backward scheme and θ-EM scheme have been extensively studied. For example, Higham et al. [3] studied convergence of a split-step backward Euler method for nonlinear SDEs under the assumption that the drift satisfies the one-sided Lipschitz condition and the diffusion is globally Lipschitz, Mao and Szpruch [13] studied strong convergence rates for backward EM scheme for non-linear dissipative-type SDEs with super-linear diffusion coefficients, [1] analyzed strong convergence of split-step backward Euler method for SDEs with non-smooth drift.
Although [4] showed strong and weak divergence in finite time of Eulers method for stochastic differential equations under non-globally Lipschitz condition, some modified EM methods have recently been developed since they have simple algebraic structures, cheap computational costs and acceptable convergence rates. Recently, in [10] , Mao developed a new explicit numerical simulation method, called truncated EM method. Strong convergence theory were established there under local Lipschitz condition plus the Khasminskii-type condition. And then he obtained sufficient conditions for the strong convergence rate of it in [11] . For more results on numerical methods, one can see e.g., [14, 9, 5, 17, 18] and reference therein.
In this paper, we will present another explicit method for nonlinear SDEs. We call it the modified truncated EM (MTEM) method since it is motivated by and different from the truncated EM method introduced by Mao in [10] . Strong convergence rates of the MTEM method to the exact solutions to underlying SDEs are investigated under given condition. Results suggest that less conditions are needed to ensure the strong convergence for the MTEM method than the truncated EM method.
The organization of the paper is as the following. In Section 2, the MTEM method is developed, and main results are presented. In Section 3, some useful lemmas are presented to obtain the convergence theorems. In Section 4, convergence rates at fixed time T are obtained. Then the convergence rates over the time interval [0, T ] will be proved with additional assumption on g in Section 5. In Section 5. Then in Section 6, two examples will be presented to interpret the theory. We will conclude our paper in Section 7.
The settings and main results
Let (Ω, F , (F t ) t≥0 , P ) be a complete filtered probability space satisfying usual conditions. Consider the following stochastic differential equations:
Assume that the coefficients satisfy local Lipschitz condition, that is, for each R > 0 there is L R > 0 (depending on R) such that
for all |x| ∨ |x| ≤ R, where |x| is the Euclidean norm for vector x ∈ R d and |A| = trace(A T A) is the trace norm for a matrix A.
It is obvious that L R is an increasing function with respect to R, we only need to consider that case that L R ↑ ∞ as R → ∞ for simplicity. It is also well known that there is a unique strong solution (might explode at finite time) to equation (2.1) under local Lipschitz condition (2.2) (Indeed, local Lipschitz condition could be relaxed to non-Lipschitz condition, see e.g. [8] ).
Choose ∆ * > 0 small enough and a strictly positive decreasing function h : (0,
Remark 2.1 Such function h always exists for any given Lipschitz coefficient L R . Indeed, we can set l(R) = 1 RL 4 R and h is the inverse function of l. Then h is decreasing and lim ∆→0 h(∆) = ∞ since l is decreasing and
Motivated by Mao [10] , for any fixed ∆ > 0, we define the modified truncated function of f as the following:
g ∆ is defined in the same way as f ∆ .
Notice that the modified truncated functions of f and g defined above are different from Mao [10] (where the truncated functions are bound for any fixed ∆).
For the modified truncated function f ∆ and g ∆ , we have the following Lemma 2.2 Suppose the local Lipschitz condition (2.2) holds. Then for fixed ∆ > 0 (small enough such that f (0) ≤ h(∆) and L h(∆) ≥ 1), the modified truncated functions f ∆ and g ∆ are global Lipschitz continuous with Lipschitz constant 4L h(∆) . That is
Proof For any x,x ∈ R d , there are three cases: x,x are both in the ball B(h(∆)) = {x ∈ R d , |x| ≤ h(∆)}, x,x are both outside the ball B(h(∆)) and one is in the ball and the other is outside the ball.
then we have
Case 3. One is in the ball and the other is outside the ball. Without loss of generality, suppose that |x| ≤ h(∆) < |x|. Then we have
Since |x| ≤ h(∆) < |x|, then |h(∆) − |x|| = |x| − h(∆) ≤ |x| − |x| ≤ |x −x|, and
Therefore,
We complete the proof.
Then we define the modified truncated EM (MTEM) method numerical solutions X 
is the increment of the Brownian motion.
The two versions of the continuous-time MTEM solutions are defined as the following:
and
It is easy to see that
To study the strong convergence of MTEM (2.5), let us consider the following conditions:
Suppose there exists q ≥ 2 and H > 0 such that
for all x, y ∈ R d and there is a pair of constants p > 2 and K > 0 such that
Now we are ready to state our first result on the strong convergence rate for MTEM method at fixed time T. Theorem 2.3 Assume that (2.2), (2.3) and (2.8) hold, and (2.9) holds for 2 < p ≤ 6. If there exists 2 < q < p such that
holds for any ∆ ≤ ∆ 0 (≤ ∆ * ), then the continuous-time MTEM methods satisfy
Remark 2.4 Notice that the set of h(∆) such that (2.10) holds for small ∆ is not empty. For example, let L and h be the same as in Remark 2.1. Then we have
For the convergence rates over the time interval [0, T ], we have to introduce an additional assumption.
Suppose there exist r ≥ 2 andK > 0 such that
Let us now present our second strong converge result for the continuous-time MTEM method. This time, the strong convergence rates over a time interval are obtained under given conditions. Theorem 2.5 Assume that (2.2), (2.3), (2.8), (2.9) and (2.12) hold. If there exist 2 ≤ r < p ≤ 6 and 2 < q ≤ p + 2 − r such that (2.10) holds for ∆ small enough, then there exists
and if further 2 < q ≤ 4, then
3 Some useful lemmas
Firstly, we present a property of f ∆ and g ∆ similar to f and g.
We have used (2.9) and (2.3) in the last two inequalities, respectively. Thus for any x ∈ R d , (3.1) holds. We complete the proof. Now let us state the following two known results as lemmas (see [10, 11] ) for the the proof of Theorem 2.3. First, we have Lemma 3.2 Under conditions (2.2) and (2.9), the SDE (2.1) has a unique global solution x(t) and, moreover, sup
Lemma 3.3 Define the stopping time
Suppose conditions (2.2) and (2.9) hold. Then
As a similar result of Lemma 3.2, we have the following moment property for the MTEM method (2.7).
Lemma 3.4 Assume that conditions (2.2), (2.3) and (2.9) hold for 0 < p ≤ 6. Then there exist 0 < ∆ 0 ≤ ∆ * and a constant C(T, p) > 0 (independent of ∆) such that for any ∆ ∈ (0, ∆ 0 ], the modified TEM method (2.5) satisfies
Proof By definition of (2.5), for any ∆ > 0 and any 0 ≤ k ≤ [
where
Then we have |X
Then for any x ∈ R 1 and p ∈ [4, 6] , by Taylor's expansion,
where θ in the first equation lies between 0 and x.
Then we have
We have used the fact that E(∆B k |F k∆ ) = 0 and E(|∆B k | 2 |F k∆ ) = ∆ in the above equation.
Since f ∆ satisfies the global Lipschitz condition (2.4), then
Here and from now on, o(∆) represents the higher order infinitesimal of ∆ as ∆ → 0. Therefore,
We have used the fact that
Similarly, by (2.3), we have
According to (2.3) and the fact that |x| i ≤ 1 + |x| j , ∀0 < i < j, x ∈ R 1 again, it follows that
and in the same way
Moreover, we can use the same method to derive that
Then for any 0 < ε(< 1), we can choose ∆ 0 small enough such that for any ∆ ≤ ∆ 0 , o(∆) ≤ ε∆. Now by condition (2.9) and Lemma (3.1), we have
Taking expectation on both sides, it follows that
By induction, we have
. We have proved the conclusion for 4 ≤ p ≤ 6. For 0 < p < 4, by Höder's inequality, it follows that
This completes the proof.
Now let us present a lemma which shows that x ∆ (t) andx ∆ (t) are close to each other in the sense of L p .
Lemma 3.5 Assume that (2.2), (2.3) and (2.9) hold for 0 < p ≤ 6. For any ∆ ∈ (0, ∆ * ), there exists C(p, T ) > 0 (independent of ∆) such that
Proof
] such that k∆ ≤ t < (k + 1)∆. Thus
So we have
Since f ∆ and g ∆ satisfy the global Lipschitz condition (2.4), and notice that B(t)−B(k∆) is independent of F k∆ , then
where C p is a positive constant (independent of ∆) which might change the value from line to line. Then by Lemma 3.4, we have
We then complete the proof.
For continuous-time MTEM method (2.7), we also have Lemma 3.6 Assume that conditions (2.2), (2.3) and (2.9) hold for 0 < p ≤ 6. Then for any ∆ ∈ (0, ∆ * ), there exists a constant C(p, T ) > 0 and ∆ * small enough such that the modified TEM (2.5) satisfies
Proof Notice that for any 0 ≤ t ≤ T, there exists k ≤ [
Then (3.3) follows directly by Lemma 3.4 and 3.5.
As a similar result of Lemma 3.3, we have Lemma 3.7 Define the stopping time
Suppose conditions (2.2), (2.3) and (2.9) hold for 0 < p ≤ 6. Then for any R > |x 0 | and ∆ ∈ (0, ∆ * ) (∆ * small enough), we have
Proof We simply write ρ ∆,R = ρ. By Itô formula and Lemma 3.1, for any 0 ≤ t ≤ T,
Where J i denotes the i-th expectation of integral in the above expressions, i = 1, 2, 3, 4.
Notice that by Young's inequality, we have
Moreover,
On the other hand, by using Young's inequality two times, we have
where q > 1 is a constant such that
, then by Lemma 3.4 and 3.5, we have
Gronwall's lemma yields that
This implies the required assertion easily.
Convergence rate at fixed time T
Let us first present a lemma which will play a key role in the proof of the convergence rate.
Lemma 4.1 Suppose (2.2), (2.3), (2.8) and (2.9) hold for 2 < q ≤ p ≤ 6. Set
Then for any ∆ ∈ (0, ∆ * ) and any R ≤ h(∆), there exists
Proof Denote θ = θ ∆,R for simplicity. By Itô formula, we have
By Young's inequality, we have
Notice that q < p, then by Lemma 3.5 and Hölder inequality,
By Gronwall's lemma, we have
This completes the proof. Now we are ready to prove Theorem 2.3.
Proof of Theorem 2.3 Let τ R , ρ ∆,R , θ ∆,R and e ∆ (t) be the same as before. Then by Young's inequality, we have that for any δ > 0,
By Lemma 3.2 and 3.6, we have
while by Lemma 3.3 and 3.7,
Thus,
But by condition (2.10), we have
Then by Lemma 4.1,
The second inequality there follows easily from the first one and Lemma 3.5.
Convergence rates over the time interval [0, T ]
First of all, let us cite a Lemma from [10] .
Lemma 5.1 Let (2.2), (2.9) and (2.12) hold and assume that p > r. Setp = 2 + p − r. 8] since our condition (2.9) and (2.12) are stronger than that of (1.7) in Theorem 1.7 in [8] (notice that p > 2). Indeed, they proved that E(sup 0≤t≤T |x(t)| p ) < C.
For the discontinuous and continuous-time MTEM methods (2.5) and (2.7), we have Lemma 5.3 Let (2.2), (2.3), (2.9) and (2.12) hold and assume that 6 ≥ p > r ≥ 2. Set p = 2 + p − r. Then sup
and therefore, sup
Proof For any ∆ ∈ (0, ∆ * ], by Itô formula and Lemma 3.1, we have
Notice that by Lemma 3.6 and 3.4,
Moreover, since for ∆ > 0 small enough,
then as in the proof of Lemma 3.7, we have
where C is a constant (independent of ∆). By the Burkholder-Davis-Gundy inequality (see e.g. [6] ) and (2.12), we have
Now by Young's inequality, Lemma 3.6 and Lemma 3.5, we have
Since C is independent of ∆, then the required assertion (5.1) follows.
Lemma 5.4 Assume that (2.2), (2.3), (2.8) and (2.9) hold for q ≤ p ≤ 6. Let R > |x 0 | be a positive number and ∆ 0 ≤ ∆ * be sufficiently small such that h(∆ 0 ) > R. Let θ ∆,R and e ∆ (t) be the same as before. Then for any ∆ ∈ (0, ∆ 0 ) there exists C (independent of ∆ and R) such that
Proof Denote θ = θ ∆,R for simplicity. By Itô formula, condition (2.8) and BDG inequality again, we have
Now by BDG inequality again, we have
According to Young's inequality and Lemma 3.5, it follows that
Moreover, as in the proof of Lemma 4.1, we have
Then by (2.2) and Lemma 3.5, we have
Finally, the Gronwall's inequality yields the required assertion.
Lemma 5.5 Assume that (2.2), (2.3), (2.9) and (2.12) hold for 2 ≤ r < p ≤ 6. If q ≤ p + 2 − r, then for any ∆ ∈ (0, ∆ * ), there exists C > 0 (independent of ∆) such that
Then by BDG inequality again, we have
as required. Now let us prove Theorem 2.5.
Proof of Theorem 2.5 Let θ ∆,R and e ∆ (t) be the same as before. As in the proof of Theorem 2.3, by Young's inequality, we have that for any δ > 0,
Then by Lemma 3.3 and 3.7, we have
holds for any ∆ ∈ (0, ∆ * ), δ > 0 and R > |x 0 |. Choosing
For the second assertion (2.14), we can use (2.13) we have just obtained and Lemma 5.5 to get
Then for sufficiently small ∆, we have
Examples
Now let us present two examples to illustrate our theory.
Example 1 Consider the following 1-d SDE:
where a > 0 and B(t) is a scalar Brownian motion. Then neither f (x) = ax − e 3x nor g(x) = e x is polynomial growing (although both are local Lipschitz continuous). However, we can show that conditions (2.9) and (2.8) holds for q = 4 and p = 6. Indeed, in this case, + |x| ≤ 3 + x 2 . For x > 0, there exists sufficiently large C > 0 (independent of x) such that −xe 3x + e 2x ≤ C. So for any x ∈ R 1 , (2.9) holds for p = 6 and K := a + C + 4.
On the other hand, * : = (x − y)(f (x) − f (y)) + q − 1 2 (g(x) − g(y)) 2 = a(x − y) 2 − (x − y)(e 3x − e 3y ) + 3 2 (e x − e y ) 2 .
Choose R 0 > 0 (independent of x) sufficiently large. , then 2x ≤ 3y and therefore * ≤ a(x − y) 2 . If x − y > y 2
, we have * = a(x − y) 2 − e 3y (e 3(x−y) − 1)(x − y) + Thus, * ≤ a(x − y) 2 . We have shown that for any x, y > R 0 , condition (2.8) holds.
Case 3. For y < R 0 < x, if x − y ≤ R 0 , then we have * ≤ a(x − y) 2 + 3 2 e 2y (e x−y − 1) 2 ≤ a(x − y) 2 + 3 2 e 2R 0 e 2θ (x − y) 2 , where 0 ≤ θ ≤ x − y ≤ R 0 . Thus, * ≤ (a + 3 2 e 4R 0 )(x − y) 2 . If x − y > R 0 , similar to case 2, we have * ≤ a(x − y) 2 .
We have shown that condition (2.8) holds for H = a + Moreover, in this case, local Lipschitz condition (2.2) holds for local Lipschitz constant L R = 3e 3R . Then for any 0 < ε < 1, we can choose l(x) = However, Theorem 4.6 in [11] can not be applied here since Assumption 4.1 there does not hold in this case.
Remark 6.1 The above two examples might not be the optimal cases, but they indicate that the modified TEM method needs less conditions than the truncated Euler-Maruyama method introduced by Mao in [10] .
