Parallel file systems have become a common component of modern high-end computers to mask the ever-increasing gap between disk data access speed and CPU computing power. However, while working well for certain applications, current parallel file systems lack the ability to effectively handle concurrent I/O requests with data synchronization needs, whereas concurrent I/O is the norm in data-intensive applications. Recognizing that an I/O request will not complete until all involved file servers in the parallel file system have completed their parts, in this paper we propose a serverside I/O coordination scheme for parallel file systems. The basic idea is to coordinate file servers to serve one application at a time in order to reduce the completion time, and in the meantime maintain the server utilization and fairness. A window-wide coordination concept is introduced to serve our purpose. We present the proposed I/O coordination algorithm and its corresponding analysis of average completion time in this study. We also implement a prototype of the proposed scheme under the PVFS2 file system and MPI-IO environment. Experimental results demonstrate that the proposed scheme can reduce average completion time by 8% to 46%, and provide higher I/O bandwidth than that of default data access strategies adopted by PVFS2 for heavy I/O workloads. Experimental results also show that the server-side I/O coordination scheme has good scalability.
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Industrial LLC, Beijing, China. Email: songhm@sugon.com Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Large-scale data-intensive supercomputing relies on parallel file systems, such as Lustre [1] , GPFS [22] , PVFS [9] , and PanFS [18] for high-performance I/O. However, performance improvements in computing capacity have vastly outpaced the improvements in I/O performance in the past few decades and will likely continue in the future. Many high-performance computing (HPC) applications have become "I/O bounded", unable to scale with increasing compute power. The gap in performance between compute and I/O is amplified further when multiple applications compete for limited I/O and storage resources at the same time, as this leads to thrashing scenarios within the HPC storage system. Parallel file systems have difficulty handling I/O workloads of multiple applications for two primary reasons. First, the file servers perform data accesses in an interleaved fashion, resulting in excessive disk seeks. Second, file servers perform I/O requests independently, without knowledge of the order of requests performed at other servers, whereas HPC applications tend to coordinate I/O across all processes. This scenario leads to under-utilization of compute resources, as all compute processes are held waiting for completion of an I/O request that is delayed by the interleaved scheduling choices made by an individual file server.
In general, data files are striped across all or a part of the file servers in parallel file systems. One I/O request issued from a single client often involves data accesses on multiple servers, and the parallel I/O library has to merge the multiple data pieces from these file servers together. Moreover, collective data access from multiple clients, such as collective I/O in MPI-IO [26] , has to wait for all aggregators to complete. Synchronization of I/O requests across processes is common in parallel computing, and can be classified into the following three categories (as shown in Figure 1 ).
• Intra-request Synchronization: One I/O request issued by one client accesses data in multiple file servers. It needs to gather/scatter data pieces from/to multiple storage nodes and merge them together to complete the I/O request.
• Collective I/O Synchronization: Multiple I/O clients access data from multiple file servers collectively within a single application. It has to wait for all aggregators to complete their collective I/O operations before continuing.
• Inter-request Synchronization: Multiple clients access data from a parallel file system independently, and there is explicit synchronization among these I/O clients. Figure 1 shows the three scenarios of data synchronization. The first two categories are implicit synchronization and the third one is explicit. In a large-scale and high-performance computing system, the parallel file system is often shared by multiple applications. When these applications run simultaneously, each file server may receive multiple I/O requests from different applications. However, these requests are likely to be served in different order on different file servers because they are scheduled independently. Figure 2 is an example of the I/O request scheduling in 4 file servers, and there are 3 applications: A, B and C. Usually, the completion time of each application depends on the completion time of the last file server to finish the request. In the left subfigure, all nodes serve the requests in different orders. The completion times of the I/O requests from the three applications are: TA = 4t; TB = 4t; TC = 4t. Thus the average completion time is: Tavg = 4t. If we re-arrange the requests in the file servers, letting all nodes service the requests in the same order, as shown in right part of Figure 2 , the completion times are: TA = 2t; TB = 3t; TC = 4t. The average completion time is: Tavg = 3t. In other words, after requests re-ordering, the average completion time decreases from 4t to 3t, which reveals a significant potential for shortening average completion time through request re-ordering at the file servers. Existing scheduling algorithms in parallel file systems, such as disk-directed I/O [13] , server-directed I/O [23] , and stream-based I/O [11, 21] , focus on reducing data access overhead on either storage nodes or network traffic, to improve throughput of each file server. These approaches have demonstrated the importance of scheduling in parallel file systems to improve performance. However, little attention has been paid to server-side I/O coordination in order to reduce average completion time of multiple applications competing for limited I/O resources. In this paper, we propose a new server-side I/O coordination scheme for parallel file systems that enables all file servers to schedule requests from different applications in a coordinated way, to reduce the synchronization time across clients for multiple applications.
The contribution of this paper is four-fold. First, we present the data synchronization problems in parallel file systems. Second, we propose an effective server-side I/O coordination scheme for parallel I/O systems to reduce the average completion time of I/O requests, and thus to alleviate the performance penalties of data synchronization. Third, we implement a prototype of the I/O coordination scheme in PVFS2 and MPI-IO. Finally, we evaluate the proposed scheme both analytically and experimentally.
The remainder of this paper is organized as follows. Section 2 examines the overhead of data synchronization without I/O coordination. Section 3 describes the design of I/O coordination algorithm and gives an analysis of completion time. Section 4 presents the implementation of the proposed I/O scheme in PVFS2 and MPI-IO. Experimental and analytical results are discussed in Section 5. Section 6 reviews related work in server-side I/O scheduling and parallel job scheduling. Finally, Section 7 concludes this study and discusses potential future work.
THE IMPACT OF DATA SYNCHRONIZA-TION
Data synchronization is common in parallel file systems, where I/O requests usually consist of multiple pieces of data access in multiple file servers and will not complete until all involved servers have completed their parts. However, due to independent scheduling strategies on file servers, I/O requests with synchronization needs from different applications are very likely to be served in different orders on different file servers. Understanding the impact of data synchronization in parallel I/O systems is critical to efficiently improving completion time. In this section, we evaluate the request completion time when file servers serve requests from multiple applications simultaneously. We employed 8 nodes for PVFS2 file servers. Each file server was installed with a 7200RPM SATA II 250GB hard disk drive (HDD), a PCI-E X4 100GB solid state disk (SSD), and the interconnection was 4X InfiniBand. We adopted the IOR benchmark to simulate the intra-request synchronization scenario and measured the finish time of all requests on different file servers. The number of concurrent IOR instances was 10, to simulate 10 concurrent applications. In these experiments we show only the intra-request data synchronization case, so each instance was configured with only one process, which issued a 4MB contiguous data read request. Figure 3 shows the finish time of different requests on different file servers. From Figure 3 (a) and (c), we can see that, in both HDD and SSD environments, the finish time of every application varies a lot on different file servers. From subfigure (b) and (d), we can see that, the maximum finish time is 4.4 times of the minimum on average in the HDD environment and 3.1 times in the SSD environment. The completion time of one request is equal to the maximum value of all finish times on all involved file servers. Therefore, the significant deviation of finish time on multiple file servers leads to high completion time of data accesses.
The experimental results also indicate that, due to the independent scheduling strategy on each file server, data accesses are finished in different orders for concurrent applications. The difference of service orders on different file servers will become much greater in the inter-request or collective I/O synchronization cases, where each application has multiple processes. As a result, the independent scheduling strategy on file servers introduces a large number of idle CPU cycles waiting for data synchronization on computing nodes, and the case will become even worse for large-scale HPC clusters. The results also reveal that there is a significant potential to shorten completion time by coordinated I/O scheduling on file servers.
I/O COORDINATION
In order to reduce the overhead of data synchronization, we propose a server-side I/O coordination scheme which re-arranges I/O requests on file servers, so that requests are serviced in the same order in terms of applications on all involved nodes. Data synchronization usually explicitly or implicitly exists in parallel processes of parallel applications. The re-ordering aims at scheduling Application ID. We allocate an integer value for each application running on the cluster. The integer is an identification of "which application an I/O request belongs to", and is referred to as Application ID. For each I/O request, it will pass on this integer to the file servers.
According to the definition, all I/O requests from one application have the same 'Application ID'. For applications with multiple parallel processes, such as MPI programs, there might be large amounts of data synchronization. In order to alleviate the performance penalties of synchronization, I/O requests from all processes should have the same 'Application ID', and they should be served in concert in multiple file servers. The 'Application ID' is generated automatically in the parallel I/O library and it is transparent to users. It can be implemented in parallel I/O client libraries or the middleware layer, without modifying application programs.
For fairness, requests in an earlier 'Time Window' will be serviced prior to those in a later one, to avoid starvation. The request time can use either file-server-side time (the arrival time of a request) or client-side time (the issue time of a request). Because of network latency and load imbalance issues, one client side request may have different arrival time on different file servers. In a system with many concurrent clients, a request issued earlier might get a later arrival time on some file servers. For these reasons, in our implementation, we choose client-side time as the request time.
Algorithm
It is not difficult to imagine that in a parallel file system, a large number of I/O requests might be queued on each file server at a time. These I/O requests might come from multiple applications. As all arriving requests are attached with a request time and an 'Application ID', the I/O coordination algorithm can be described as follows. In the same 'Time Window', I/O requests are ordered by the value of 'Application ID'; while in different 'Time Windows', requests in an earlier window would be serviced prior to those in a later one.
The proposed I/O scheduling algorithm is based on the observation that requests from the same application have a better locality and, equally important, the execution will be optimized if these requests finish at the same time. It takes both performance and fairness into consideration. In each time window, requests are served one application at a time in order to reduce the overhead of data synchronization. In addition, none of the requests will be starved, because requests in an earlier time window will always be performed first. The scheduler on each file server maintains a queue for all requests, which determines the service order of I/O requests. When a new I/O request arrives, if the queue is empty, the request will be scheduled immediately. If the queue is not empty, the scheduler will insert the request into the queue in terms of 'Time Window' and 'Application ID'. The scheduler keeps issuing request with the highest priority (i.e. the head of the queue) to the low-level storage devices in current queue on each file server. Since the 'Application ID' and request time are generated at the client side and then passed to the file servers, there is no communication between different file servers while scheduling the requests. The use of 'Application ID' and 'Time Window' has significantly simplified the implementation of the coordination and paved the foundation for good scalability as the number of file servers increases.
Completion Time Analysis
Assume that the number of file servers is n, the number of concurrent applications is m, and that each application needs to access data on all file servers (for simplicity). A collective data access from one application is mapped into n sub-parts to all file servers, and each sub-part is also a request in a file server. The service time on each file server for each sub-part is t.
Without I/O coordination, the sub-parts are served in different file servers independently. As requests are issued simultaneously, the sub-parts may be served randomly without order on all file servers. Hence for each sub-part, the finish time on each file server can randomly fall in {t, 2t, 3t, ..., mt}, and the finish time of data access for one application depends on the latest finish time of all nodes. The expectation of completion time of one data access is equal to the expectation of the maximum finish time on all n file servers. The average completion time can be represented as Formula (1), where F (k) means the probability distribution function and f (x) represents the probability density function. From the formula, we observe that, if there is only 1 file server, the expectation of completion time is m+1 2 t, which conforms to the distribution of our assumption. The formula also indicates that the completion time increases as the number of file servers n increases, and also as the concurrent applications number m increases. When the file server number n is very large,
k n would be close to 0, and then the average completion time would be close to mt.
With the I/O coordination strategy, all file servers serve applications one at a time. I/O requests with synchronization needs will be served at the same time on all file servers. Therefore, the completion times for these applications are: t, 2t, ..., mt, and the average completion time can be represented as Formula (2). The formula indicates that the average completion time is independent of n, the number of file servers. That means the average completion time of the I/O coordination scheme is much more scalable than that of existing independent scheduling strategies. Currently, parallel file systems usually reach up to hundreds of storage nodes or even beyond. The proposed I/O coordination strategy is a practical way to reduce the request completion time for data-intensive applications.
From Formula (1) and (2), we can calculate the reduction of the average completion time as follows.
As can be seen in Formula 3, when the number of file servers n is very big, the reduction of completion time would be close to m−1 2 t, and the decrease rate would be approaching
. As the number of concurrent applications m increases, the decrease rate is approaching 50%.
IMPLEMENTATION
We have implemented the server-side I/O coordination scheme under PVFS2 [9] and MPI-IO. PVFS2 is an open source parallel file system developed jointly by Clemson University and Argonne National Laboratory. It is a virtual parallel file system for Linux clusters based on underlying native file systems on storage nodes. The prototype implementation includes modifications to the PVFS2 request scheduling module and the PVFS2 driver package in ROMIO [26] MPI-IO library.
Implementation in PVFS2
We modified the client interface and server side request scheduler in PVFS2. The client interface passes 'Application ID' and 'Request Time' to the file servers, and then the file servers rearrange requests service orders based on the two parameters.
We utilize the 'PVFS_hint' mechanism to pass the two parameters between I/O clients and file servers. Two new hint types are defined in the PVFS2 source code: 'PINT_HINT_APP_ID' and 'PINT_HINT_REQ_TIME', representing the Application ID and request time respectively. We made a modification of the client-side interface PVFS_sys_read/write(), adding PVFS_hint as a parameter, so that the hint could be passed to the PVFS2 server side.
When a file server receives a request, the scheduler first calculates its priority, and then inserts the request to the request queue in the ascending order of their priorities. The smaller the priority number a request gets, the earlier it would be scheduled. The request priority is calculated as follows. req_prior = req_time / interval * 32768 + app_id;
Here req_time is the issue time of the I/O request from the client side, and it is an integer value referring to the number of milliseconds since '1970-01-01 00:00:00 UTC'. Interval is the width of the 'Time Window', which can be defined as a startup parameter in the PVFS2 configuration file. If interval is not configured, it will use the default value (1000ms for HDD and 250ms for SSD). App_id represents 'Application ID', and it is an integer value in the range 0 to 32767. From the formula we observe that the req_prior of a request in an earlier 'Time Window' is guaranteed to be smaller than a request in a later one. Also in one 'Time Window', a request with a small Application ID will be scheduled prior to that with a large one. Therefore, all the I/O requests in file servers are ordered by the value of req_prior.
In current PVFS2, each file server maintains a set of request queues for different file handles, and services requests in each queue in the FCFS (First Come First Serve) way. A file handle corresponds to a data file on one file server, which is usually a subfile of a whole PVFS2 file. We designed a global shared request queue to store all I/O requests of different jobs in the requests scheduler module. In request post function PINT_req_sched_post(), instead of adding an I/O request to the tail of the request queue of each file handle, the I/O scheduler inserts the request into the shared request queue according to the value of req_prior. The trove module of PVFS2 handles read/write operations on block devices one by one from the head of the shared queue. Therefore, all I/O requests are serviced in the order of req_prior.
Implementation in MPI-IO Library
We also modified the PVFS2 driver in ROMIO [26] to pass 'Request Time' and 'Application ID' via 'PVFS_hint'. 'Application ID' is generated the first time when an MPI program calls function MPI_File_open(), and then it is broadcast to all MPI processes. 'Application ID' is a global variable shared by all MPI processes, so that all processes of an MPI program get the same value of 'Application ID'. It is an unsigned integer value, which is generated randomly between 0 and 32767 by default. For system performance tuning, we also provide a configuration interface for parallel file system administrators. Administrators can specify the value of the 'Application ID' in a global configuration file, either as a fixed number or a range. If it is specified as a range, the value will be generated randomly in the range.
ROMIO [26] is a high-performance, portable implementation of MPI-IO, providing applications with a uniform interface in the top layer, and dealing with data access to various file systems by an internal abstract I/O device layer called ADIO. It provides various types of file system drivers in its internal abstract I/O device layer, including PVFS2. We modified the PVFS2 driver package in ROMIO: for every data access function, it first generates a request time, and adds the request time and global 'Application ID' into a variable of PVFS_hint type, and then passes the hint to file servers by calling modified data access functions. Following is an example of calling the PVFS2 data read interface.
... PVFS_hint chint = PVFS_HINT_NULL; int appid = app_id; struct timeval rtime; gettimeofday(&rtime, NULL); long int req_time = rtime.tv_sec; / * add application id and request time to hint * / PVFS_hint_add(&chint, "pvfs.hint.app_id", sizeof(int), &appid); PVFS_hint_add(&chint, "pvfs.hint.req_time", sizeof(long int), &req_time); / * call new read/write function with the hint parameters. * / ret = PVFS_sys_read2(pvfs_fs->object_ref, file_req, offset, buf, mem_req, &(pvfs_fs->credentials), &resp_io, chint); ... These code modifications in the MPI-IO library are transparent to application programmers and users. There is no need to modify the source code of application; the user can simply relink the program using the modified MPI-IO library.
The request time is one of the primary factors used for request reordering on file servers in the proposed I/O coordination strategy. For this reason, the clock of all machines in the large-scale system must be synchronized. In our implementation, the request time is generated in MPI-IO library at the client side, so all the client machines must adopt the same clock. Clock skew of client nodes may lead to unexpected requests service orders, especially for the collective I/O synchronization and inter-request synchronization cases. Currently, most of the high-performance computing clusters have synchronized clocks using either NTP service or hardware clock synchronization(for example in Blue Gene/P).
EXPERIMENTAL EVALUATION

Experiments Setup
Our experiments were conducted on a 65-node SUN Fire Linuxbased cluster, with one head node and 64 computing nodes. All nodes were equipped with Gigabit Ethernet interconnection. The model of head node was Sun Fire X4240, installed with dual 2.7 GHz Opteron quad-core processors, 8GB memory, and 12 500GB 7200RPM SATA II disk drives configured as RAID5 disk array. The computing nodes were Sun Fire X2200 servers, each with dual 2.3GHz Opteron quad-core processors, 8GB memory, and a 250GB 7200RPM SATA hard drive. All 65 nodes were connected with Gigabit Ethernet. In addition, 17 of these nodes (including the head node) were connected with 4X InfiniBand network, and had a PCI-E X4 100GB SSD. All these nodes ran Ubuntu 9.04 (Linux kernel 2.6.28.10) operating system. We implemented the I/O coordination strategy in MPICH2-1.1.1p1 and PVFS2 2.8.1 file system.
We evaluated the proposed I/O coordination strategy in both 'Gigabit Ethernet + HDD' and 'InfiniBand + SSD' environments. We measured average completion time, system scalability, and bandwidth with IOR, PIO-Bench, MPI-TILE-IO, and Noncontig benchmarks. IOR benchmark is a software used to test random and sequential I/O performance of parallel file systems. PIO-Bench provides a flexible framework for standardized testing of multiple file access methods. MPI-TILE-IO and Noncontig are designed to test the performance of MPI-IO for non-contiguous access workloads. All the tests were repeated 3 times. Before each run, we flushed memory to avoid the impact of memory cache and buffer.
Results and Analysis
First we conducted experiments to evaluate the completion time of I/O requests with the proposed I/O coordination strategy, by comparing with original scheduling strategy (without I/O coordination) in PVFS2. We used the same application scenarios shown in Figure 3 . Figure 5 shows the completion time of different applications on different file servers. From the results we see that the I/O requests from one application were served together, and different applications finished one by one on all file servers. The maximum finish time is reduced from 4.4 to 1.3 times of the minimum finish time in the HDD environment, and from 3.1 to 1.2 times in the SSD environment. The completion time of one application relies on the maximum finish time of all file servers. From the results, we observe that the average completion time of all applications is reduced around 29.8% in the HDD environment and 19.5% in the SSD environment. Compared with the results in Figure 3 , the proposed I/O coordination lets requests from the same application complete together, one at a time, rather than mixed random. We also notice some crossover in the completion time of the requests in subfigure (a) and (c). The reason is that, due to nonuniform network delays, some requests with low priority were already issued to the storage devices in cases when some requests with high priority arrived late on some file servers. The proposed I/O coordination scheme always issues requests with the highest priority to low-level storage devices in the request queue on each file server. Therefore, a small percent crossover is expected. We then compared the average completion time with different number of concurrent applications. We employed 16 file servers, and tested in both HDD and SSD environments. We used multiple instances of IOR to simulate concurrent applications. The numbers of concurrent instances were 2, 4, 6, 8, 10, 12, 14 and 16 respectively, and the number of MPI processes for each IOR instance were 8, 16 and 32, respectively. The width of 'Time Window' was set as 1000 milliseconds. The I/O request size was 128 KB, and the stripe size of PVFS2 was 4 KB. We added an MPI_Barrier operation between two requests and measured the completion time of each I/O request. Figure 6 shows the performance results. The prefix in the legend indicates the number of processes in each application, e.g. '32C' means 32 processes per application. The suffix 'cio' means the proposed I/O coordination strategy, and 'ori' means the original scheduling strategy in PVFS2. From the results we observe that the proposed I/O coordination always achieves lower average completion time, and the decrease in completion time is about 8% to 42% in HDD environment and 11% to 43% in SSD environment. Moreover, as the number of concurrent applications increases, the decrease rate of completion time rises, which matches our previous analysis.
Next we conducted experiments to evaluate the scalability of the proposed I/O coordination strategy. We configured PVFS2 with 2, 4, 8, 16, 32 and 64 file servers in HDD environment and 2, 4, 8, and 16 file servers in SSD environment, respectively. We adopted PIO-Bench instances for applications, and the number of MPI processes for each application were 8, 16, and 32, respectively. In this set of experiments, we measured the completion time of sequential read and write. The request sizes were 8KB * n (the number of file servers) for different runs, so that for each request the data size on all file servers is the same (8KB). We ran 10 concurrent PIO-Bench instances together. Figure 7 shows the results; the X axis represents the number of MPI processes for I/O coordination and original data access strategies. The figure demonstrates that I/O coordination can get a sustained steady completion time as the number of file servers increases, while with the original data access strategy, the average completion time grows as system scale increases. In the case of 2 file servers, the I/O coordination could obtain about 10% reduction of average completion time compared to original scheduling strategy in both HDD and SSD environments. While the number of file servers increases, the completion time decrease is around 46% for 64-node HDD environment and 39% for 16-node SSD environment. The results indicate that, the proposed I/O coordination strategy is effective and even more appropriate for large-scale parallel file systems.
We also conducted experiments to evaluate the effect of different lengths of the time window of the proposed I/O coordination scheme. We set time window sizes as 250ms, 500ms, 1000ms, and 2000ms, and compared their completion time and I/O bandwidth without I/O coordination. The number of file servers was 16 in both HDD and SSD experiments. We adopted 3 IOR, 3 PIO-Bench, 2 MPI-TILE-IO, and 2 Noncontig instances to simulate 10 concurrent applications. The numbers of MPI processes for each application were 8, 16, and 32, respectively (labelled as '8C', '16C', and '32C'). The request sizes of all programs were 128 KB, and the stripe size was 4 KB. 
RELATED WORK
We discuss related work in the area of scheduling in parallel I/O and parallel file systems, and we also discuss coordinated scheduling techniques, and discuss how our work differs from those efforts.
Server-side I/O Scheduling in Parallel File Systems
In order to obtain sustained peak I/O performance, a collection of I/O scheduling techniques have been developed for the server side I/O scheduling of parallel file systems, such as disk-directed I/O [13] , server-directed I/O [23] , and stream-based I/O [11, 21] . These techniques succeed in achieving high bandwidth in disks and networks of file servers, by reducing either the frequency of disk seeks, or the waiting time of socket connections. However, to the best of our knowledge, little effort has been devoted to reducing the average completion time of I/O requests of multiple applications for multiple file servers.
Numerous research efforts have been devoted to improving quality of service (QoS) of I/O requests in distributed or parallel storage systems [4, 8, 10, 12, 19, 29] . Some of them adopted deadlinedriven strategies [12, 19, 31] , that allow the upper layer to specify latency and throughput goals of file servers and schedule the requests based on Earliest Deadline First(EDF) [16] or its variants [19, 20, 31] . Some approaches employed proportional-sharing scheduling strategies [8, 29] between competing I/O workloads. These strategies aim to either provide fairness of sharing of bandwidth for clients, or to control the requests issue queue lengths of I/O clients to guarantee a moderate latency. Our approach is different from these works in that we do not use explicit deadline-driven or throttling control algorithms, making it completely transparent to I/O clients. Moreover, our approach takes into consideration multiple file servers.
Coordinated scheduling
Coordinated scheduling has been recognized as an effective approach to obtain efficient execution for parallel or distributed environments. It has been achieved with gang scheduling [5, 6, 7, 14, 17, 27, 28, 30] and co-scheduling [2, 3, 15, 25, 24] . A large body of research has been devoted to reducing the synchronization time for communication between threads/processes, by scheduling related threads/processes to run simultaneously on different processors in a parallel or distributed system. The scheduler packs synchronized processes into gangs and schedules them simultaneously, to alleviate performance penalties of communicative synchronization. Feitelson et al. [5] made a comparison of various packing schemes for gang scheduling, and evaluated them under different cases. Wiseman et al. [30] matched gangs that make heavy use of the CPU with gangs that make light use of the CPU, and scheduled such pairs together, to improve the throughput by making better utilization of the system resources. Wang et al. [27, 28] presented a mathematical model that can measure system performance with different scheduling parameters, to guide the design of scheduling policies. All these coordinated scheduling techniques focus on the thread, process or job level, either to reduce synchronization time or to better utilize the system resources. However, none of these works focused on I/O request scheduling. Moreover, current coordinated scheduling policies employed centralized or distributed schedulers, both of which are based on communication itself among processors/nodes. In our approach no central control mechanism exists, nor communication between file servers, making it much more suitable for large-scale parallel file systems.
Zhang et al. [32] proposed an inter-server coordination technique in parallel file systems to improve the spatial locality and program reuse distance. They calculated the access distances and group the requests with small distance together, but this optimization does not apply to SSDs. Our approach, on the other hand, is based on the observation that the requests with synchronization needs will be optimized if they finish at the same time. We coordinate among file servers so that they work on one application at a time together. The motivation and methodology of the design and implementation of our and their approaches are very different. In addition, our approach does not require a central control, is simple in implementation, and can be extended to SSDs.
CONCLUSIONS AND FUTURE WORK
Parallel file systems are widely used for data-intensive and highperformance computing applications. However, I/O performance lags far behind the computing capacities in current systems, resulting in processors wasting large numbers of cycles waiting for data to arrive. The situation becomes even worse when multiple applications try to access data concurrently. Existing server-side scheduling algorithms focus on tapping the potential capacity of each single file server to achieve a higher throughput of each storage node, thus to improve overall system throughput. Little has been done to investigate coordinated data access on multiple file servers to reduce the average completion time from the parallel data access point-of-view. This paper targets the problem of reducing the average completion time of I/O requests from multiple applications. This paper proposes a novel server-side I/O coordination scheme in which all file servers serve requests in step to alleviate the impact of data synchronization, and also maintain fairness and simplicity. The proposed scheme lets all file servers work on one application at a time based on a automatically created chronological order recognized within the whole cluster, rather than all servers working independently. This paper makes the following contributions. First, we describe the I/O synchronization problems in parallel I/O systems, and demonstrate that re-arranging service orders on multiple file servers is beneficial. Second, we propose an I/O coordination scheme to let all file servers work in concert. Third, we have implemented the proposed I/O strategy in PVFS2 and MPI-IO. The experimental results demonstrate that, compared to the conventional data access strategy, the proposed I/O coordination scheme can reduce the I/O completion time by up to 46% and provide a comparable I/O bandwidth. Analytical and experimental results confirm that the control mechanism of the proposed I/O coordination scheme is simple and effective, and it is an appropriate choice for large-scale parallel file systems with heavy I/O workloads.
In the future, we plan to investigate optimization of the I/O coordination strategy based on application data access patterns. We also plan to add a minimum group communication in I/O coordination, to explore its feasibility for imbalanced data access workloads.
