Introduction
Let p be a prime, and let RG(p) denote the set of equivalence classes of radically graded finite dimensional quasi-Hopf algebras over C, whose radical has codimension p. In [EG1] , [EG2] we completely describe the set RG(p). Namely, we show that for p > 2, RG(p) consists of the quasi-Hopf algebras A(q) constructed in [G] for each primitive root of unity q of order p 2 , the Andruskiewitsch-Schneider Hopf algebras [AS1] , and semisimple quasi-Hopf algebras H + (p) and H − (p) of dimension p; on the other hand, RG(2) consists of the Nichols Hopf algebras of dimension 2 n , n ≥ 1, and the special quasi-Hopf algebras H(2), H ± (8) = A(±i), and H(32) (of dimensions 2,8,32) constructed in [EG1] .
The purpose of this paper is to classify finite dimensional quasi-Hopf algebras A whose radical is a quasi-Hopf ideal and has codimension p; that is, A with grA ∈ RG(p), where grA is the associated graded algebra taken with respect to the radical filtration on A. The main result of this paper is the following theorem. Theorem 1.1. Let A be a finite dimensional quasi-Hopf algebra whose radical is a quasi-Hopf ideal of prime codimension p. Then either A is twist equivalent to a Hopf algebra, or it is twist equivalent to H(2), H ± (p), A(q), or H(32).
Note that if A is a Hopf algebra (up to twist) then for p = 2 A is a Nichols Hopf algebra of dimension 2 n , while for p > 2 it is the dual to a finite dimensional pointed Hopf algebra with group of grouplike elements Z p . Such Hopf algebras are completely classified for p = 5, 7 in [AS2] (see Remark 1.10(v), [M] ).
Note also that any finite tensor category whose simple objects are invertible and form a group of order p under tensor is the representation category of a quasi-Hopf algebra A as above. Thus this paper provides a classification of such categories.
The organization of the paper is as follows. Section 2 is devoted to preliminaries. In Section 3 we introduce a construction of semidirect products for quasi-Hopf algebras, which is used in the sequel. In Section 4 we consider liftings of the quasiHopf algebras A(q) from [G] , and of H(32). We prove: Theorem 1.2. Let gr(A) be A(q) or H(32). Then A is equivalent to gr(A) as a quasi-Hopf algebra.
In Section 5 we consider liftings of Andruskiewitsch-Schneider Hopf algebras [AS1] . We prove: Theorem 1.3. Let gr(A) be an Andruskiewitsch-Schneider Hopf algebra. Then A is twist equivalent to a Hopf algebra.
By [EG1] , [EG2] , Theorem 1.1 follows from Theorems 1.2 -1.3. 
Preliminaries
All constructions in this paper are done over the field of complex numbers C. We refer the reader to [D] for the definition of a quasi-Hopf algebra and a twist of a quasi-Hopf algebra.
The quasi-Hopf algebras A(q).
Theorem 2.1. [G] Let n ≥ 2 be an integer. There exist n 3 −dimensional quasi-Hopf algebras A(q), parametrized by primitive roots of unity q of order n 2 , which have the following structure. As algebras A(q) are generated by a, x with the relations ax = q n xa, a n = 1, x n 2 = 0. The element a is grouplike, while the coproduct of x is given by the formula
the distinguished elements are α = a, β = 1, and the antipode is S(a) = a −1 ,
2.2. The quasi-Hopf algebra H(32).
Theorem 2.2. [EG1]
There exists a 32− dimensional quasi-Hopf algebra H(32), which has the following structure. As an algebra H(32) is generated by a, x, y with the relations ax = −xa, ay = −ya, a 2 = 1, x 4 = 0, y 4 = 0, xy + iyx = 0. The element a is grouplike, while the coproducts of x, y are given by the formulas
where p + := (1 + a)/2, p − := (1 − a)/2. The associator is Φ = 1 − 2p − ⊗ p − ⊗ p − , the distinguished elements are α = a, β = 1, and the antipode is S(a) = a, S(x) = −x(p + + ip − ), S(y) = −y(p + − ip − ). Thus, H(32) is generated by its quasi-Hopf subalgebras A(i) and A(−i) generated by a, x and a, y, respectively.
Note that S
2 (x) = ix and S 2 (y) = −iy, so S 4 = Ad(a). 
Here q is a primitive root of unity of degree p. 2. Quantum planes (book Hopf algebras) of dimension p 3 (type A 1 × A 1 ). They are generated by a, x, y where
Here q is primitive a root of unity of degree p, and m ∈ Z p is a nonzero element. 3. Algebras of type A 2 , B 2 , G 2 . They are generated by a, x, y satisfying the relations axa −1 = qx and aya −1 = q b y, where b ∈ Z p is a nonzero element, and additional Serre relations coming from the Nichols algebra u + q (of type A 2 , B 2 , or G 2 , respectively) generated by x, y. The element a is grouplike, while the coproducts of x, y are given by the formulas
, and the following conditions hold: 1) The case A 2 : p = 3, or p = 1 modulo 3, and
2) The case B 2 : p = 1 modulo 4, and 2d 2 + 2d + 1 = 0. 3) The case G 2 : p = 1 modulo 3, and 3d 2 + 3d + 1 = 0. Here, as before, q is a primitive root of unity of degree p. 4. Algebras of type A 2 × A 1 (p = 3). They are generated by a, x, y as above (with b = d = 1), and a new element z such that aza
where f = 1 or 2 (subject to appropriate Serre relations). 5. Algebras of type A 2 × A 2 (p = 3). They are generated by a, x, y as above (with b = d = 1), and new elements x ′ , y ′ , such that ax
where f = 1 or 2 (subject to appropriate Serre relations). In all cases the Hopf algebra is isomorphic
is the corresponding Nichols algebra).
2.4.
Deformations. Let A be a finite dimensional quasi-Hopf algebra, in which the radical is a quasi-Hopf ideal. Let A 0 be the associated graded quasi-Hopf algebra of A under the radical filtration. The algebra A 0 has a grading
by nonnegative integers. Thus we have gradings on the spaces of linear maps between tensor powers of A 0 . If f 0 is such a map of some degree d and f is obtained from f 0 by adding terms of degree higher than d, we will write f = f 0 + hdt (where hdt stands for higher degree terms) and say that f is a deformation (or lifting) of f 0 .
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Thus we can talk about deformations of algebra, coalgebra structures, associator, antipode, etc. In particular, we may say that A is a deformation of A 0 , in the sense that A is identified with A 0 as a graded vector space, so that the structure maps of A are given by some deformations of the structure maps of A 0 . This is the way we will think about A in the considerations below.
Quasi-Hopf liftings of Hopf algebras.
Proposition 2.3. Let A be a finite dimensional quasi-Hopf algebra whose radical is a quasi-Hopf ideal, such that A 0 = gr(A) is a Hopf algebra (i.e., the associator of A 0 is equal to 1). If H 3 (A * 0 , C) = 0 then A is twist equivalent to a Hopf algebra. Proof. Let Φ be the associator of A. We have Φ = 1+ hdt. Write Φ = 1 + γ+ hdt, where γ is of degree d. Then γ is a 3−cocycle of A * 0 with coefficients in the trivial
, and the twisted associator Φ 1+j is equal to 1+ terms of degree ≥ d + 1. By continuing this procedure, we will come to a situation where Φ = 1, as desired.
Semidirect products
Let H be a quasi-Hopf algebra with associator Φ, g :
Proof. Using equation (1), we see that there exists a well defined coproduct on the algebra C[g, g −1 ] ⋉ H which extends the coproduct on H and such that ∆(g) =
It is also easy to show that the antipode extends to the semidirect product. The lemma is proved.
Suppose further that g n (h) = aha −1 for some a ∈ H, and that
Lemma 3.2. The ideal generated by g n − a is a quasi-Hopf ideal, so the quotient
Proof. Using condition (2) it is straightforward to see that
It is also straightforward to verify that < g n − a > is invariant under the antipode. Thus < g n − a > is a quasi-Hopf ideal.
4. Proof of Theorem 1.2
, where q is a primitive root of unity of order n 2 , or A 0 = H(32) (in which case we set n = 2). Let A be a lifting of A 0 . We apply the semidirect product construction to the automorphism g := S 2 of the algebra A. Proposition 1.2 of [D] provides a twist K such that ∆ g (y) = K∆(y)K −1 , for all y ∈ A. Let K 0 be the degree zero part of K. Then K 0 commutes with ∆ 0 (y) for any y ∈ A 0 , where ∆ 0 is the comultiplication of A 0 . This implies, using straightforward computations, that K 0 = 1, and hence K = 1+ hdt. On the other hand, from the main result of [ENO] (see also [HN] ) we know that on the category of representations of A there exists an isomorphism of tensor functors θ V : V → χ ⊗ V * * * * ⊗ χ −1 , where χ is a 1−dimensional representation of A. In our case, χ has order n. Therefore there exists a tensor isomorphism c V : V → V * * 2n , and thus S 4n is an inner automorphism of A: S 4n (z) = czc −1 where c ∈ A is the element realizing the automorphism c V (i.e., c V = c| V ). Hence, [S 2n ] = 1 in G and S 2n is inner.
Thus, S 2n (z) = bzb −1 for some element b ∈ A, where b = a+ hdt is a deformation of the grouplike element a ∈ A 0 . Lemma 4.2. The element b can be chosen so that
Proof. Denote the left hand side of (3) by T . Let c be the element defined above such that S 4n (z) = czc −1 . It is easy to check that c = a 2 + hdt. We claim that
where L is the tensor structure on the functor * * 2n . This defines an element
). However, we know from [D] that the tensor structure on * * is given by K −1 , and hence the tensor structure on * * 2n is given by
, as desired. Thus we have that z := b 2 c −1 = 1+ hdt is a central element. Replacing b with bz −1/2 , we may assume without loss of generality that b is chosen to satisfy the condition z = 1, i.e. b 2 = c.
We claim that for this choice of b, equation (3) holds. Indeed, assume the contrary, and let the lowest degree of nontrivial terms in the difference between the two sides of (3) be d. Let γ = 0 be the part of the difference that is homogeneous of degree d; so T = ∆(b)(b −1 ⊗ b −1 ) − γ modulo elements of degree ≥ d + 1. Then modulo elements of degree ≥ d + 1, we have for any y ∈ A,
This means that for any y ∈ A 0 one has [γ, ∆ 0 (y)] = 0, and in particular [γ, a⊗a] = 0. Also, modulo terms of degree ≥ d + 1,
Since b 2 = c, this implies that
Since [γ, a ⊗ a] = 0, this is equivalent to 2γ = 0. Contradiction.
Lemma 3.2 and Lemma 4.2 imply that we can define the semidirect product quasi-Hopf algebraH
it is of dimension n 4 for A = A(q), and 64 for A = H(32). Let J ∈H ⊗H be a deformation of the twist J 0 from [G] . Then it follows from [G] that H :=H J −1 is a quasi-Hopf lifting (=deformation) of a Hopf algebra H 0 . If A 0 = A(q) then H 0 is the Taft Hopf algebra of dimension n 4 . On the other hand, if A 0 = H(32) then H 0 is a book Hopf algebra of dimension 64, generated by g, x + , x − satisfying gx + g −1 = ix + , gx − g −1 = −ix − , x + x − = x − x + . The element g is grouplike and
Theorem 4.3. If H is a basic quasi-Hopf algebra such that H 0 = grH then there exists a quasi-Hopf twist F such that H ∼ = H F 0 and F = 1 modulo higher terms. Proof. Let us first show that H is twist equivalent to a Hopf algebra. By Proposition 2.3, for this it is sufficient to show that H 3 (H * 0 , C) = 0. If H 0 is the Taft algebra then H * 0 ∼ = H 0 and one finds (see [GK] ), that H • (H * 0 , C) is the polynomial algebra on an element of degree 2. In particular, H 3 (H 0 , C) = 0, as required. On the other hand, if H 0 is the book algebra of dimension 64 then H * 0 is generated by g, x, y with g 4 = 1, x 4 = y 4 = xy − yx = 0, gxg −1 = ix, gyg −1 = iy. From this it is easy to obtain using Künneth formula that H
• (H * 0 , C) is the polynomial algebra in two elements of degree 2 (see [GK] ). In particular, again H 3 (H * 0 , C) = 0. Now, it is easy to see, using the methods of [AS2] , that in both cases (the Taft algebra and the book algebra), H 0 has no non-trivial Hopf liftings, so there exists a twist F = 1+ hdt and an isomorphism of quasi-Hopf algebras η : H . Let E be the set of pairs (η, J) satisfying this condition. On E there is an action of the "gauge group" G, generated by the following three types of transformations.
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, where h = 1+hdt is an element of H 0 , and ∆ is the coproduct of H 0 .
3. (η, J) → (η, T J), where T = 1+hdt belongs to η(A 0 ) ⊗2 . It is clear that the transformations from G do not change the equivalence class of the quasi-Hopf algebra η(A 0 ). Thus, Theorem 1.2 follows from the following proposition.
Proposition 4.4. Any pair (η, J) ∈ E is equivalent under G to (η 0 , J 0 ).
Proof. It suffices to prove that for any d > 0, any pair (η, J) ∈ E can be brought by the action of G to a pair equal to (η 0 , J 0 ) modulo terms of degree ≥ d. We will prove it by induction in d. The base of induction is obvious. To prove the induction step, we need to take a pair (η, J) which is equal to (η 0 , J 0 ) modulo terms of degree d, and show it is equivalent to a pair equal to (η 0 , J 0 ) modulo terms of degree d + 1.
Thus, the multiplication in A 0 obtained by pullback of the multiplication of H 0 by η is given by z * w = zw + c d (z, w)+hdt, where zw is the multiplication in A 0 , and c d is a bilinear operator A 0 × A 0 → A 0 of degree d, which is a Hochschild 2-cocycle. Similarly, η(z) = η 0 (z) + η d (z)+ hdt, where η d is a degree d operator A 0 → H 0 , and J = T J 0 , T = 1 + t d + hdt, where t d ∈ H 0 ⊗ H 0 has degree d.
We have η(z * w) = η(z)η(w) which is equivalent to
Taking z of degree d z and w of degree d w , and looking at terms of degree d
. So, using an element g 1 ∈ G of type 1, we can replace (η, J) with an equivalent pair for which c d = 0. Thus in the sequel we may assume that c d = 0. Now, η d is a Hochschild 1-cocycle of A 0 with coefficients in H 0 . Consider the
To prove this, note that since η(A 0 ) is closed under coproduct, for any z ∈ A 0 we have
where ∆ 0 denotes the coproduct of H 
Applying the counit in the second component, we get that ω k (z) = [z, y k ] for some y k ∈ A 0 g k , which implies that ω k is an inner derivation.
, and hence we could have chosen g 1 so that [η d ] = 0. So we may assume [η d ] = 0 and thus η d is the bracketing operator with an element y ∈ H 0 . Thus using an appropriate element g 2 ∈ G of type 2, we can assume in the sequel that η d = 0. Now we will show that in the situation when c d = 0 and η d = 0, we must have t ∈ A 0 ⊗ A 0 . Then by using an element g 3 ∈ G of type 3, we can come to a situation with t = 0 which completes the induction step.
Since the associator Φ := Φ T 0 lies in η(A 0 ) ⊗3 , we find that
be the projection of t to H ′ ⊗ H 0 . Since the first component of t − t ′ is in A 0 , we get from (5):
But out of the four summands in this expression, all but the last one belong to
Hence the last summand is zero and t ′ = 0. Similarly, one shows that the projection t ′′ of t to H 0 ⊗ H ′ is zero. Hence, t ∈ A 0 ⊗ A 0 , as desired.
The theorem is proved.
Proof of theorem 1.3
Let H be a Hopf algebra from the list of Subsection 2.3. Since this list is self-dual, Theorem 1.3 follows from Proposition 2.3 and the following proposition.
Proposition 5.1. We have H 3 (H, C) = 0.
Proof. By a standard argument,
Zp . Let us first assume that p > 3. In this case, according to Section 2.3, the rank of the corresponding simple Lie algebra is ≤ 2, and p is greater than its Coxeter number. Thus we can apply [GK] , Theorem 2.5. In this theorem, it is shown that
, where S(n + ) is the symmetric algebra of the positive part of the associated Lie algebra, sitting in degree 2, W is the Weyl group, and η w has degree l(w) (=length of w) .
The action of the generator a of Z p on H • (u + q , C) is given as follows: a acts trivially on S(n + ) and a • η w = λ w η w , where in the A 1 -case λ w = q −1 for the nontrivial element w ∈ W , and in the other (rank 2) cases λ w = q −(m+nd) , where m, n are determined by writing the weight γ w := α∈R + , w(α)<0 α = ρ − w(ρ) as an integral combination mα 1 + nα 2 of the simple roots (here ρ is half the sum of positive roots, and R + is the set of positive roots; in the non-simply laced case, α 2 always denotes the short root).
We claim that H 3 (u + q , C) Zp = 0. Indeed, since Z p acts trivially on S(n + ), and since λ w = 1 if w is a simple reflection, we have
We will now show that in each of the four cases A 1 × A 1 , A 2 , B 2 and G 2 , λ w = 1, and hence H 3 (u + q , C) Zp = 0. In the case A 1 × A 1 there are no elements w of length 3, so the result is clear. In the case A 2 , there is one element w of length 3 and one computes that γ w = 2α 1 + 2α 2 . Therefore λ w = (q −1 ) 2+2d . Since d 2 + d + 1 = 0, d + 1 = 0, so λ w = 1. In the case B 2 , there are two elements w 1 , w 2 of length 3 and one computes that γ w1 = 3α 1 +3α 2 , γ w2 = 2α 1 +4α 2 . Therefore λ w1 = (q −1 ) 3+3d and λ w2 = (q −1 ) 2+4d . Since 2d 2 + 2d + 1 = 0, we have d + 1, 2d + 1 = 0, so λ w1 , λ w2 = 1. In the case G 2 , there are two elements w 1 , w 2 of length 3 and one computes that γ w1 = 4α 1 +4α 2 , γ w2 = 2α 1 +6α 2 . Therefore λ w1 = (q −1 ) 4+4d and λ w2 = (q −1 ) 2+6d . Since 3d 2 + 3d + 1 = 0, we have d + 1, 3d + 1 = 0, so λ w1 , λ w2 = 1. Thus the result for p > 3 follows.
Finally, let us consider the case p = 3. In the rank 1 case the above argument applies, so we consider rank ≥ 2. Then the argument above does not quite apply, since the rank of the Lie algebra can now be bigger than 2, and p may be equal to the Coxeter number (a case not covered by Theorem 2.5 in [GK] ). Thus we will use a slightly different argument. By [GK] , the Nichols algebra u + q has a filtration under which H
• (gru + q , C) = Λ q ⊗ S(n + ), where Λ q is the q−analogue of the exterior algebra generated by ε α , α a positive root, such that ε α ε β + q <α,β> ε β ε α = 0 for β < α and ε 2 α = 0 for any α. The generator a of Z p acts trivially on S(n + ) and by aε α a −1 = q −(m+nd) ε α , where α = mα 1 +nα 2 . The group G of grouplikes in the Frobenius-Lusztig quantum group acts on both H
• (gru + q , C) and H • (u + q , C), and the second one is isomorphic to a subrepresentation of the first one by a spectral sequence argument [GK] .
In the case A 2 (d = 1) we claim that H 3 (gru + q , C) Z3 = 0. Indeed, we have H 3 (gru + q , C) =< ε α1 ε α2 ε α1+α2 >, and the generator a of Z p acts on this 1− dimensional space by q −(1+d+1+d) = q −4 = 1. In the case A 2 × A 1 (d = 1), we have that the Nichols algebra u + q is generated by x, y, z with aza −1 = q f z. Thus, if β is the simple root corresponding to z, we have, H 3 (gru + q , C) Z3 =< ε β ε α1 ε α2 > if f = 2, and is zero if f = 1. In the case A 2 × A 2 (d = 1), we have that the Nichols algebra u + q is generated by x, y, x ′ , y ′ with axa −1 = qx, aya −1 = qy, ax ′ a −1 = q f x ′ and ay ′ a −1 = q f y ′ . Hence, if β 1 , β 2 are the roots attached to x ′ , y ′ , we find that
Z3 =< ε βi ε α1 ε α2 , ε αi ε β1 ε β2 |i = 1, 2 > if f = 1, and is zero if f = 2. But even in cases where H 3 (gru + q , C) Z3 = 0, this cohomology is killed in the spectral sequence H
• (gru
Z3 since by [GK] , the only weights of terms under G which can survive in this sequence must be of the form w(ρ) − ρ while −(α 1 + α 2 ) = w(ρ) − ρ modulo 3. So in all cases H 3 (u + q , C) Z3 = 0, and the result follows.
