Learning distributed representations for nodes in graphs has become an important problem that underpins a wide spectrum of applications. Existing methods to this problem learn representations by optimizing a softmax objective while constraining the dimension of embedding vectors. We argue that the generalization performance of these methods are probably not due to the dimensionality constraint as commonly believed, but rather the small norm of embedding vectors. Both theoretical and empirical evidences are provided to support this argument: (a) we prove that the generalization error of these methods can be bounded regardless of embedding dimension by limiting the norm of vectors; (b) we show empirically that the generalization performance of existing embedding methods are likely due to the early stopping of stochastic gradient descent. Motivated by our analysis, we propose a new low-norm formulation of the graph embedding problem, which seeks to preserve graph structures while constraining the total squared l 2 norm of embedding vectors. With extensive experiments, we demonstrate that the empirical performance of the proposed method well backs our theoretical analysis. Furthermore, it notably outperforms state-of-the-art graph embedding methods in the tasks of link prediction and node classification.
INTRODUCTION
Graphs have long been considered as one of the most fundamental structures that can naturally represent numerous real-life objects (e.g., the Web, social network, protein-protein interaction network). Graph embedding, which learns distributed representations for graph nodes to preserve structures of the given graph, has recently become an important problem that is attracting increasing research attention. A handful of graph embedding techniques have been proposed in recent years [3, 15, 19] , along with inspiring results Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). achieved in applications like link prediction, text classification [18] , and gene function prediction [23] .
Existing graph embedding methods typically preserve graph structures (e.g., random-walk induced paths [15] , or neighborhood distributions [3, 19] ) by converting the inner products of node embeddings into probability distributions with softmax functions. Since the exact softmax objective is computationally expensive to optimize, most recent works use the negative sampling approach [12] , which maximizes the probability of positive instances while minimizing the probability of negative instances. It has been shown that by using such negative sampling strategy, the graph embedding methods are essentially computing a factorization of the adjacency (or proximity) matrix of graph [8] . Hence, it is commonly believed that the key to the generalization performance of these methods is the embedding dimension restriction.
In this paper, we argue that the actual key factor for these embedding methods to generalize well is not the embedding dimension restriction, but rather the small norm of embedding vectors. We provide both theoretical and empirical evidences to support this argument: (a) we provide generalization error analyses for two different embedding vector learning strategies (restricting dimensionality/norm of embedding vectors), and show that the Rademacher complexity of dimensionality-restricted hypothesis class is much larger than the norm-restricted one; (b) we show that the success of existing graph embedding methods [3, 19] are probably due to the regularization effect of early stopping of stochastic gradient descent (SGD): in most previous graph embedding experiments, SGD is usually stopped after only a few epochs, and we show that if we continue running the SGD procedure, the generalization performance will start to drop.
Motivated by our analysis, we propose a low-norm formulation of the graph embedding problem. Instead of attempting to fit the empirical structure of graph under the constraint of embedding dimensions, we preserve graph structures while constraining the total squared l 2 norm of all embedding vectors, which is achieved by adding a strong l 2 regularization on all embedding vectors. We also suggest replacing the log-sigmoid entries in the optimization objective with hinge-loss entries. The resulting objective function has similar form as SVM, which allows us to adapt the dual coordinate descent (DCD) 1 [5] optimization algorithm for learning graph embeddings. The new training algorithm is much more efficient compared to standard SGD, which will further highlight the importance of vector norm regularization (as early stopping effect of SGD no longer take place).
We have empirically evaluated the proposed low-norm graph embedding method on various real-life data sets. The experimental results demonstrate that our method significantly outperforms stateof-the-art graph embedding methods in link prediction and node classification. Furthermore, its empirical generalization behavior well matches our provided theoretical results.
RELATED WORK
Classical graph embedding algorithms such as multidimensional scaling (MDS) [7] , IsoMap [20] , and Laplacian Eigenmap [2] typically construct an affinity graph with the features of the given data points, and then seek for low-dimensional representations of the data points based on the graph. These methods typically require finding the eigen vectors of the affinity matrix, making them hard to scale to large graphs that have millions of nodes.
In recent years, the success of Word2Vec [12] has inspired a handful of neural-network-based techniques for graph embedding:
• Perozzi et al. [15] propose the DeepWalk method, which first uses random walk to generate a large number of paths from the graph, and then applies the SkipGram model to learn vectorized representations for graph nodes.
• Tang et al. [19] use node embeddings to model the neighborhood distributions of graph nodes, and learn the embeddings such that the embedding-based distributions align well with the empirical distributions.
• Grover et al. [3] propose the Node2Vec method, which uses a biased random walk procedure to obtain expanded neighborhoods for graph nodes instead of the observed neighbors.
All these methods fall within the generic framework of linear graph embedding, with differences primarily on the construction of proximity matrix, so our analysis applies to all these methods. Besides the above linear graph embedding techniques, there are also studies [9, 10, 21, 22] that use deep neural network architectures to preserve graph structures. However, these methods usually require high training time and are sensitive to neural network hyper-parameters. Moreover, it is very difficult to theoretically analyze these methods. Hence, it remains unclear which level of generalization accuracy these methods can achieve.
The idea of using norm-constraint and hinge-loss for learning graph embedding actually dated before the popularization of standard linear graph embedding [15, 19] , and was first proposed by Srebro et al. [17] as an alternative to low-rank factorization (i.e., SVD). The resulting objective function is convex and generic semidefinite programming (SDP) solver was suggested for optimizing it.
Dual Coordinate Descent (DCD) [5] is an optimization algorithm originally designed for solving SVM. Due to the connection between SVM and low-norm embedding, it can also be used for learning graph embedding (details will be discussed in this paper).
PRELIMINARIES 3.1 The Graph Embedding Problem
We consider a graph G = (V , E), where V is the set of nodes in G, and E is the set of edges between the nodes in V . For any two nodes u, v ∈ V , an edge (u, v) ∈ E if u and v are connected, and we assume all edges are unweighted and undirected for simplicity 2 . The task of graph embedding is to learn a d-dimensional (d > 0) vector representation x u for each node u ∈ V such that the structure of G can be maximally preserved. These embedding vectors can then be used as features for subsequent applications (e.g., node classification or link prediction).
Linear Graph Embedding
State-of-the-art graph embedding methods [3, 19] use node embeddings to define the neighborhood distribution for each node, and learn the embeddings by making the embedding-based distributions close to the empirical distribution. Formally, given a node u and its neighborhood N + (u) 3 , the probability of observing node v being a neighbor of u is defined as:
.
By minimizing the KL-divergence between the embedding-based distribution and the actual neighborhood distribution, the overall objective function is equivalent to:
To efficiently optimize the above objective function, existing methods [3, 19] often adopt the negative sampling technique [12] to avoid computing gradients over the full softmax function. Given an edge (u, v), the negative sampling strategy randomly selects a set of nodes N − (u) that are not connected to u as the negative neighbors for node u. As such, the embeddings are usually learned using stochastic gradient descent (SGD) by minimizing the following function for each pair (u, v):
IMPORTANCE OF NORM REGULARIZATION
In this section, we argue that the generalization of linear graph embedding methods are determined by the norm of embedding vectors instead of their dimensions. This section is divided into the following two subsections:
• In Section 4.1, we provide theoretical generalization error analyses for two linear graph embedding method variants, using either low-dimensional or low-norm embedding vectors. Our analyses show that:
-The generalization of embedding vectors can be guaranteed if the sum of their squared l 2 norm is small. -Without norm regularization, the embedding vectors will overfit the training data if their dimensionality is larger than the average degree of graph.
• In Section 4.2, we provide empirical evidence that the generalization of linear graph embedding is determined by vector norm instead of dimensionality. We show that: -In most practical settings, the norm of embedding vectors are small due to the early stopping effect of SGD. -If we run SGD for sufficiently long time, then the generalization of embedding vectors are solely determined by the norm regularization parameter.
Generalization Analysis of Two Linear Graph Embedding Variants
Recall that the goal of graph embedding methods is to learn distributed representation for nodes in the graph, which can then be used in a wide spectrum of applications as features. Thus, it is very difficult to directly analyze these methods without referring to specific downstream applications.
In this paper, we analyze the generalization error of linear graph embedding methods on the link prediction task. By making the error metric align with the training objective, the generalization analysis becomes considerably easier, as we no longer need to dive into the issue of transfer learning. Practically, it is also hard to imagine the embedding methods to perform well on other tasks if it fails to generalize on the basic link prediction task (i.e., overfitting observed edges). Thus, generalization analysis on the link prediction task also provides good insights on the overall utility of embedding methods. More specifically, we consider the following statistical model for graph generation: assume that there exists an unknown probability distribution Q over the Cartesian product V × U of two vertex sets V and U . Each sample (a, b) from Q denotes an edge connecting a ∈ V and b ∈ U .The graph that we observed consists of the first m i.i.d. samples from the distribution P, and the goal is use these m samples to learn a model that generalizes well to the underlying distribution P. Note that in the above notations, we allow either V = U for homogeneous graphs or V ∩ U = ∅ for bipartite graphs.
Define U to be the uniform distribution over V × U for generating the negative edges, and P be the combined distribution over V × U × {±1} that generates both positive and negative edges (i.e., (a, b, +1) indicates that (a, b) is sampled from Q, and (a, b, −1) indicates otherwise). Intuitively, a good graph embedding should be able to distinguish whether a future sample from P is actually sampled from Q or U. Using the above notations, we have the following theorem which bounds the generalization error of linear embedding methods on the link prediction task:
. . , x n be the embedding vectors for nodes v 1 , v 2 , . . . , v n V and t 1 , t 2 , . . . , t k be the embedding vectors for nodes u 1 , . . . , u k in U . Then for any 1-Lipschitz loss function L : R → [0, C] and C x , C t > 0, with probability 1 − δ :
where ||A σ || 2 is the spectral norm of the random matrix A σ defined as follows:
The proof of this theorem can be found in the appendix. Intuitively, Theorem 4.1 states that the number of samples (i.e. observed edges) required for training low-norm embeddings scales as O(C ||A σ || 2 ), where C is the total squared norm of embedding vectors and ||A σ || 2 is the expected spectral norm of the randomized adjacency matrix. Typically, C scales linearly with respect to the graph size (assuming all embedding vectors have constant norm), and ||A σ || 2 scales as O( On the other hand, if we restrict only the embedding dimensionality (i.e., no regularization on vector norms), then it is possible for the embedding vectors to severely overfit the training data, if their dimensionality is larger than the average degree of the graph. This phenomenon is demonstrated in the following claim (the proof can be found in the appendix): Claim 1. Let G = (V , E) be a d-regular graph with n vertices and m = nd/2 labeled edges (with labels y i ∈ {±1}):
Then for all 2 m possible combination of labels, we can always find n d-dimensional embedding vectors x 1 , . . . , x n such that the training error for the link prediction task is zero:
In other words, without norm regularization, the number of training samples required for learning D-dimensional embedding vectors is at least Ω(nD). Considering the fact that many large-scale graphs are sparse (i.e., with average degree < 20) and the default embedding dimensionality setting commonly ranges in 100 − 400 [3, 19] , it is heavily hinted that the generalization performance of linear graph embedding methods are not due to the dimensionality constraint. On the other hand, as we shall see in Section 4.2, the early stopping of SGD would implicitly constrain the norm of embedding vectors, which provides better explanation for the good empirical performance of linear graph embedding methods.
Empirical Study of Generalization Behavior
As we have seen in previous section, the generalization performance of linear embedding methods cannot be explained by the dimensionality constraint. On the other hand, we can expect the embedding vectors to generalize well if they have small norm. Thus, it can be conjectured that the generalization of linear graph embedding methods are due to the small vector norm instead of dimensionality constraint. As we shall see in this section, this is indeed the case: although not explicitly regularized, the norm of embedding vectors are small due to the early stopping of stochastic gradient descent. Furthermore, if we continue running the SGD procedure for longer time (without adding vector norm regularization), then eventually the vector norms will be large enough such that a large gap between the training and testing accuracy would appear.
Remark: Throughout Section 4 and 5, we will only show the experimental results on the Tweet dataset for demonstrative purpose. However, our follow-up discussions are generic and apply to other datasets as well. Detailed dataset description, parameter settings and experimental results on other datasets can be found in Section 6.
Early Stopping of SGD Causes Small Vector Norm.
The first thing we demonstrate is that if we optimize the linear graph embedding objective using stochastic gradient descent, the norm of embedding vectors would continue to increase as we keep running the SGD iterations. More specifically, we use stochastic gradient descent to minimize the following standard linear graph embedding objective:
The learning rate is set to γ t = (t + c) −1/2 , which has the best theoretical convergence rate according to [16] . Figure 1 shows the average l 2 norm of embedding vectors during the course of the SGD optimization with 4 different values of λ r . As we can see, the average norm of embedding vectors would gradually increase as we keep running the optimization procedure, and will only stabilize after sufficiently long time (not shown in the figure). However, in practice the SGD procedure is usually stopped after around 10 epochs, especially for large scale graphs with millions of vertices 5 . As such, the early stopping of SGD coincidentally resulted in the small norm of embedding vectors. Figure 2 shows the resulting generalization performance of embedding vectors. The y-axis is the average precision (AP) 6 score of link prediction task on testing dataset. As we can see, the generalization AP peaks at around 5 ∼ 10 SGD epochs (depending on the value of λ r ) and start to drop rapidly afterwards, indicating that the embedding vectors are overfitting the training dataset from this point. Thus, it is evident that the generalization of existing linear graph embedding methods are caused by early stopping of SGD.
One natural explanation to this phenomenon is that the norm of embedding vectors dictates their generalization performance: the average norm becomes larger as we keep running the SGD algorithm (as shown in Figure 1 ), which coincides with the timing of performance drop in Figure 2 . This behavior also matches our theoretical analysis in Section 4.1, where we have shown that embedding vectors with low norm would generalize better.
Dimensionality vs. Norm.
To answer the key question of whether the dimensionality or norm constraint determines the generalization of linear graph embedding, we run the SGD algorithm for sufficiently long time (100 epochs) to exclude the early stopping effect. Figure 3 shows the resulting training and testing AP score with embedding dimensionality D = 25, 50, 100, 200 and λ r = 0.2, 0.6, 1, 2. As we can see, the generalization AP scores are largely determined by λ r : the average AP scores are 0.602 (λ r = 0.2), 0.688 (λ r = 0.6), 0.734 (λ r = 1), 0.752 (λ r = 2) respectively. Meanwhile, the dimensionality choice has very little effect on the generalization performance: the mean AP standard deviation is only 0.0098 among all λ r settings. It is also worth noting that the discrepancy between training and testing AP score is significantly smaller for larger λ r value: the average differences between training and testing AP scores are 0.35 (λ r = 0.2), 0.251 (λ r = 0.6), 0.176 (λ r = 1), 0.008 (λ r = 2) respectively. From these results, we can conclude that the norm of embedding vectors is indeed the determining factor of generalization performance.
Does dimensionality constraint actually play any role in the generalization performance of linear graph embedding? To answer this, Figure 4 shows the AP score with λ r = 0.2, 2 and embedding dimensionality D = 5, 10, 25, 50, 100, 200, 400, 800. As we can see, the dimensionality constraint only affects the generalization performance when the value of D is extremely small (D = 5), and for every other dimensionality setting there is a consistent gap between the training and testing performance. This result suggests that for most practical settings (D ≥ 100), the generalization of embedding vectors are primarily determined by norm constraint. 6 Average Precision (AP) is a metric for ranking algorithm. By computing a precision and recall at every position in the ranked sequence, one can plot a precision-recall curve, plotting precision p(r ) as a function of recall r , the average precision is then computed as AveP = 
LOW-NORM FORMULATION AND FAST TRAINING ALGORITHM
Recall that the standard linear graph embedding algorithm optimizes the following objective function using SGD:
In this section, we propose a new low-norm linear graph embedding formulation, which replaces the (negative) log-sigmoid entries − log σ (x T u x v ) in the objective function with hinge-loss entries max(0, 1 − x T u x v ) and uses large λ r value to enforce norm constraint. The new objective function bears certain similarity with SVM, which allows us to adapt the dual coordinate descent algorithm for learning graph embeddings. As we shall see, this leads to significant training efficiency improvement, with the side benefit that good generalization performance no longer relies on appropriate early stopping time.
This section is divided into the following two subsections:
• In Section 5.1, we discuss the intuition behind the hinge-loss entries in our low-norm formulation to explain why such replacement is reasonable.
• In Section 5.2, we provide algorithm details of the dual coordinate descent algorithm in the context of graph embedding learning, and experimentally demonstrate the efficiency improvement. We also highlight the importance of choosing appropriate regularization parameter λ r in our low-norm formulation.
Remark: The idea of using hinge-loss in linear graph embedding is not original in this paper and was first proposed by Srebro et al. [17] under the context of collaborative filtering. However, they suggested using semi-definite programming for optimizing the resulting objective function, which only scales up to 100 ∼ 1000 vertices. In this section, we will see that it is possible to adapt Dual Coordinate Algorithm for optimizing the low-norm objective function, which is much more efficient compared to SDP and SGD.
Intuition behind Hinge-Loss
Although the linear graph embedding objective (Eqn (2)) is derived as the negative sampling approximation of softmax likelihood, it can also be viewed as the discriminative objective separating positive and negative edges. To see this, recall that log-sigmoid function is commonly used as the surrogate loss function for 0-1 loss. Therefore, it is also possible to interpret Eqn (2) as approximating the following edge classification objective function:
From this point of view, it is very reasonable to consider another commonly used surrogate loss function, which leads to the following hinge-loss version objective function:
where h(x) = max(0, 1 − x) is the standard hinge-loss function.
Since the hinge-loss function has very similar shape compared to the log-sigmoid function (as illustrated in Figure 5 ), we could expect the resulting embedding vectors to have similar quality. Pairwise Hinge-Loss: It is also possible to use pairwise hingeloss as in RankingSVM [6] , which optimizes the rank of positive edges among all edges. The pairwise hinge-loss objective function is defined as follows:
Kernelized Embedding: Similar to SVM, one can apply the kernel trick on the hinge-loss version objective function. The dual form of Eqn (3) only uses the inner products of embedding vector pairs. As such, we can choose to store the kernel matrix of all pairwise inner products, instead of the embedding vectors themselves. By doing so, the embedding dimensionality is no longer required to be specified beforehand. Unfortunately, since the size of kernel matrix scales as O(n 2 ) w.r.t. graph size n, this approach scales rather poorly to large graphs. We do not elaborate the details of this method here, which can be found in the appendix.
Dual Coordinate Descent Algorithm
The primary reason of replacing log-sigmoid with hinge-loss entries is to improve training efficiency: due to the resemblance between the new objectives and SVM, one can utilize well established SVM training algorithms for optimizing the low-norm objectives (i.e., Eqn (3) and Eqn (4)). In this section, we provide details of the new dual coordinate descent algorithm for graph embedding learning, and experimentally demonstrate the resulting efficiency improvement.
Let us first consider all terms in Eqn (3) that are relevant to a particular vertex u in the graph:
then the expression can be re-written as the following equivalent form:
Note that this objective function is the same as linear soft-margin SVM objective, with x u being the linear coefficients and (x i , y i ) being training data. Therefore, we can use SVM training methods to optimize Eqn (6). When considering Eqn (6) as linear SVM objective, the number of data points is equal to the degree of u (which is usually around 10 ∼ 20) , and the number of linear coefficients is equal to the embedding dimension (which is about 100 ∼ 400 in most practical settings). As such, the dual problem of Eqn (6) has significantly less number of variables, meaning that its optimization would be easier. For reference, the dual problem of Eqn (6) is as follows:
Dual Coordinate Descent [5] (DCD) is a state-of-the-art dual optimization algorithm for SVM, which suits well in our context. Intuitively, DCD algorithm uses the coordinate descent strategy to optimize Eqn (7): in each iteration we optimize one coefficient α i while fixing all others. By fixing all other coordinates, Eqn (7) becomes a simple quadratic form, and the optimal coordinate can be computed analytically.
In the context of graph embedding learning, we apply the DCD algorithm asynchronously on each vertex to update embedding vectors. The whole process is repeated for T epochs where T is predefined parameter, as it is not easy to check the global convergence of Eqn (3). The full pseudo-code of the DCD-based training algorithm for linear embedding can be found in the appendix. The time complexity of each training epoch is O(mD), where m is the number of edges and D is the embedding dimension. Figure 6 demonstrates the empirical comparison of training efficiency between SGD and DCD algorithm (both with optimal parameter configuration). For fair comparison, the x-axis is the total running time (in seconds) and y-axis shows the link prediction AP score on testing dataset. As we can see, DCD algorithm converges much faster than SGD algorithm: it takes only about 15 seconds to converge while SGD algorithm still has not converged even after 30 seconds. Note that after about 100 epochs (not shown in the figure), SGD algorithm could achieve similar performance as DCD algorithm, but it requires significantly longer training time (Figure 6 only shows the trend up to 20 epochs). Figure 7 shows the link prediction AP score of DCD algorithm with varying value of λ r , which demonstrates the importance of choosing appropriate value for this parameter. As we can see, the regularization parameter λ r controls the model capacity of low-norm graph embedding method: with smaller λ r value, the embedding vectors would have larger norm and tend to overfit the training dataset; while with larger value of λ r , the embedding vectors would have smaller norm and the expressiveness of model would suffer. Finding the balance between these two is the key to ensuring optimal generalization performance for low-norm embedding methods. On the other hand, Figure 8 demonstrates that the embedding dimensionality choice is not as impactful: as long as the dimensionality D is reasonably large (≥ 100), the generalization performance is not affected by the exact choice of D value anymore. In such case, the model capacity of linear graph embedding is purely determined by the norm constraints.
Efficiency Comparison.

EXPERIMENTS
In this section, we conduct several experiments to further validate the importance of restricting vector norm in linear graph embedding methods. We also compare the empirical performance of the 
Experimental Settings
Data Sets: We use the following three datasets in our experiments:
• Tweet is an undirected graph that encodes keyword cooccurrence relationships using Twitter data. To construct this graph, we collected ∼1.1 million English tweets using Twitter's Streaming API during 2014 August. From the collected tweets, we extracted the most frequent 10,000 keywords as graph nodes and their co-occurrences as edges. All nodes with more than 2,000 neighbors are then removed as stop words. There are 9,913 nodes and 681,188 edges in total.
• BlogCatalog [24] is an undirected graph that contains the social relationships between BlogCatalog users. It consists of 10,312 nodes and 333,983 undirected edges, and each nodes belong to one of the 39 groups.
• YouTube [13] is a social network among YouTube users. It includes 500,000 nodes and 3,319,221 undirected edges 7 .
There are also 30,085 groups, with each group containing ∼ 9 users on average.
Methods:
The following variants of linear embedding methods are evaluated in our experiments: (1) LogSig uses SGD algorithm to optimize the standard linear graph embedding objective (Eqn (2)) as in LINE [19] . (2) LowNorm uses DCD algorithm to optimize the low-norm objective function (Eqn (3)). (3) LNPair uses DCD algorithm to optimize the pairwise lownorm objective function (Eqn (4)). (4) LNKernel optimizes the dual form of low-norm objective function over the kernel matrix instead of explicit embeddings. Additionally, we also compare against the following baselines:
(1) node2vec [3] is a state-of-the-art graph embedding method. Compared with LINE [19] , it uses random walk to sample nodes as positive neighborhoods for graph nodes, while LINE uses direct neighbors in the original graph. (2) CommonNeighbor [11] is a simple yet strong baseline for link prediction. Given two nodes u and v, it computes the score between u and v as score(u, v) = |N + (u) ∩ N + (v)|, namely the number of common neighbors between u and v.
(3) SVD computes the Singular Value Decomposition of the adjacency matrix to obtain low-dimensional representations for graph nodes. (4) GRF [25] is a semi-supervised learning method for node label classification on graph. It first sets the score of each labeled node as 0 or 1, then repeatedly updates the score of unlabeled nodes as the average score of nodes in its neighborhood until convergence. For node2vec 8 , we obtained the implementation from the original paper. For SVD, we used the Randomized SVD algorithm [4] in Scikit-learn [14] . For all the other methods, we implemented them in C++. All three datasets are partitioned into three parts for training, validating and testing respectively. The size ratio of the three parts are 2:1:1 for all datasets. We conducted all the experiments on a Windows machine with Xeon E3 3.4GHz CPU and 8GB memory. Other details about the experimental protocols and parameter settings are omitted here due to page limitation, and can be found in the appendix.
Additional Experiments on Importance of Vector Norm Restriction
In this section, we conduct several experiments to evaluate LogSig and low-norm methods on datasets BlogCatalog and YouTube. These experiments complements the ones in Section 4 and 5 to further validate the importance of restricting vector norm for linear graph embedding methods.
In the first set of experiments, we further demonstrate the early stopping effect of SGD. As in Section 4, we run the SGD algorithm to optimize LogSig objective and stop the iterations after certain period of time. We then evaluate the performance of embedding vectors on the two tasks. Figure 9a and 9b shows the link prediction AP score and the node classification macro F1 score on BlogCatalog respectively. As we can see, the generalization AP score for link prediction peaks at around 10 epochs, which is similar to what we have observed in Figure 2 in Section 4.2. The early stopping effect on macro-F1 score for node label classification is less apparent, probably due to the post-processing SVM step compensating for it. However, we still observed the performance drop after around 50 epochs (not shown in the figure) . The next set of experiments compare the efficiency of LogSig (SGD) and LowNorm (DCD) on BlogCatalog and YouTube datasets. Figure 10a and 10b shows the testing AP score over the course of training procedure for both datasets respectively. As we can see, DCD algorithm converges faster than SGD algorithm on both datasets, reaching optimal performance at around 6.4 seconds for BlogCatalog dataset and 61 seconds for YouTube dataset. On the other hand, the SGD algorithm has not yet completely converged even after 11.2 seconds for BlogCatalog dataset and 81 seconds for YouTube dataset. In the final set of experiments, we demonstrate the importance of choosing appropriate vector norm regularization parameter λ r . Figure 11a and 11b shows the testing AP score of LowNorm with varying value of λ r on BlogCatalog and YouTube datasets respectively. Similar to what we have observed in Figure 7 in Section 5, the regularization parameter λ r controls the model capacity, which affects the generalization performance. Therefore, finding the optimal value of λ r is the key for achieving good generalization performance for low-norm embedding methods. Table 1 shows the performance of all methods on the link prediction task 9 . As we can see, the linear graph embedding methods consistently outperform all baselines. Among the four linear graph embedding methods, LNPair provides slightly better performance across all datasets. LogSig slightly outperform LowNorm on Tweet and BlogCatalog datasets. However, since SGD algorithm requires both the optimal parameter configuration and sufficiently long training time to achieve optimal performance, LogSig is much less viable compared to LowNorm and LNPair for larger datasets (such as YouTube), as the parameter tuning and actual training would be too costly in such scenario. Table 2 shows the performance on the node label classification task. On BlogCatalog dataset, node2vec achieved the best performance overall, which confirms earlier findings in [3] that adding additional positive neighbors generated from random walk would improve 
Node Label Classification Performance
APPENDIX Experimental Protocols and Parameter Settings
Link Prediction Experimental Protocol: For LogSig, LowNorm, LNPair and LNKernel, we use the inner product of embedding vectors for ranking edges. For other embedding methods, we follow the same protocol as in [3] : We first learn the embedding from training dataset, then train a logistic regression classifier that ranks all the possible candidates for test nodes. To measure the performance of different methods, we first randomly sample 4 negative edges uniformly for each positive edge in the testing dataset, then compute the Average Precision (AP) score as the evaluation metric.
Node Label Classification Experimental Protocol: We use the BlogCatalog and YouTube datasets for this task, and compare our method with LINE, node2vec, SVD and GRF on the performance of predicting the group labels of nodes. For all embedding methods, we first learn distributed representations for all the nodes in the graph, then normalize all embedding vectors as in [19] . After that, we randomly select 50% nodes as training data and train a oneversus-rest RankingSVM [6] classifier for each possible label. We test the performance of different methods on the remaining 50% nodes using the R-precision metric: for each possible label, we treat the top R nodes (R is the total number of nodes in the testing dataset that has this label) as positive, and then compute the macro F1-score.
Parameter Settings: There are four major parameters in our lownorm graph embedding: the latent dimension D, the balancing parameters λ +1 , λ −1 and the regularization parameter λ r . We set D = 100, λ +1 = 1,λ −1 = 0.03 in all datasets, and the optimal value of λ r is found through validation for each dataset. For the compared methods, we set the latent dimension D = 100 for node2vec, and SVD to ensure fair comparison. For LogSig, we try to find the optimal parameter configure (including stopping time) through validation. For node2vec, we use the default parameters for Tweet and the optimal parameters for BlogCatalog as described in their original paper. For LogSig, LowNorm and LNPair, all initial coordinates of embedding vectors are uniformly sampled from [−0.1, 0.1].
Proof of Theorem 4.1
Since E consists of i.i.d. samples from P, by applying the uniform convergence theorem by Bartlett and Mendelson [1, 16] , we can get with probability 1 − δ :
where R E (H C x ,C t ) is the empirical Rademacher Complexity of the hypothesis set H C x ,C t = {x, t : n i=1 ∥x i ∥ 2 ≤ C x , k j=1 ∥t j ∥ 2 ≤ C t }. It has the following explicit form: To analyze the value of R E (H C x ,C t ), we denote X as the nd dimensional vector obtained by concatenating all vectors x i , and T as the kd dimensional vector obtained by concatenating all vectors t i : X = (x 1 , x 2 , . . . , x n ) T = (t 1 , t 2 , . . . , t k )
In this case, the constraints n i=1 ∥x i ∥ 2 ≤ C x , k j=1 ∥t j ∥ 2 ≤ C t becomes ∥X ∥ 2 ≤ √ C x , ∥T ∥ 2 ≤ √ C t . Then we have:
where A ⊗ B represents the Kronecker product of A and B, and ||A|| 2 represents the spectral norm of A (i.e., the largest singular value of A). The last step is due to ||A ⊗ I || 2 = ||A|| 2 . Combining all the results above, we get the desired result in Theorem 4.1.
Proof of Claim 1
Proof. We provide the sketch of a constructive proof here: first let x 1 be a random unit vector. Then for each i ∈ {2, . . . , n}, consider all the relevant constraints to x i : C i = {j ∈ {1, . . . , m} : a j , b j ≤ i; a j = i or b j = i} Since G is d-regular, the cardinality of C i is at most d. Therefore, there always exists vector b ∈ R d satisfying the following |C i | constraints:
∀j ∈ C i , y j x a j x b j = 1 + ϵ as long as all existing x j s are linearly independent. Choose any vector b ′ in a small neighborhood of b that is not the linear combination of any d − 1 existing vectors (this is always possible since the viable set is a d-dimensional sphere minus finite number of d − 1 dimensional subspaces, which is always non-empty), and set x i ← b ′ . Repeat until every x i has been associated with some concrete value and it is easy to verify that all constraints are satisfied. □ Rough Estimation of ||A σ || 2
By the definition of spectral norm, ||A σ || 2 is equal to:
However, as the term at RHS is difficult to evaluate, we consider its following lower bound:
x,y∈R n ,∀i,x i ,y i ∈ {± let t = cm n , then the RHS becomes O(e − c 2 n ). Now, by union bound, the probability that there exists at least one pair of x, y satisfying y T A σ x ≥ t is at most:
