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Abstract. This work compares techniques for clustering metered residential
energy consumption data to construct representative daily load profiles in South
Africa. The input data captures a population with high variability across temporal,
geographic, social and economic dimensions. Different algorithms, normalisation
and pre-binning techniques are evaluated to determine their effect on producing
a good clustering structure. A Combined Index is developed as a relative score
to ease the comparison of experiments across different metrics. The study shows
that normalisation, specifically unit norm and the zero-one scaler, produce the best
clusters. Pre-binning appears to improve clustering structures as a whole, but its
effect on individual experiments remains unclear. Like several previous studies,
the k-means algorithm produces the best results. To our knowledge this is the first
work that rigorously compares state of the art cluster analysis techniques in the
residential energy domain in a developing country context.
Keywords: cluster analysis · machine learning · load profiles · household energy
use · South Africa
1 Introduction
Long term energy planning requires insights into the energy consumption behaviour
of customers, such as residential households, to build demand forecasts. Customer
behaviour is frequently approximated with load profiles or load curves, which are time-
varying energy consumption patterns. A daily load profile captures the average load
drawn from the electrical grid over a metered interval (e.g. 5 minutes). If a daily load
profile averages consumer behaviour for a particular loading condition, such as a year,
season, month or daytype, it is called a representative daily load profile (RDLP).
Clustering techniques are applied in the energy domain to generate RDLPs. Cluster
analysis typically yields good results for consumers in the industrial and commercial
sectors, but granular household energy consumption patterns are inherently noisy, making
it more challenging to produce meaningful clusters in the residential sector [26]. Pre-
binning, which involves applying a two-stage clustering algorithm that first clusters
load profiles by overall consumption and then by load shape, has shown promise for
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clustering highly variable residential consumers [32], but has not been widely adopted.
While both the input data representation and algorithm parameters are known to have a
significant impact on clustering results, the effects of data input and evaluation measures
are not compared rigorously, with most studies in the domain implementing clustering
algorithms on very small datasets. Several studies have found that a single metric on its
own is insufficient to adequately represent cluster performance and suggest a combination
of measures to ensure optimal cluster selection [15][11][9].
This paper provides a rigorous comparison of normalisation techniques, pre-binning
approaches and algorithms for clustering daily load profiles of a highly variable popu-
lation. Section 2 reviews the data representation, clustering algorithms and evaluation
approaches of previous studies that use cluster analysis for generating RDLPs in the
energy domain. Next we present the Domestic Electrical Load Study (DELS) dataset
on which this research is based in Section 3. Section 4 describes the setup of clustering
experiments and the development of the Combined Index, which is used to evaluate
experiments. Finally, the results are presented in Section 6, followed by a discussion and
conclusion work in Section 7.
2 Literature Review
Cluster analysis is an unsupervised machine learning approach that is useful for finding
groups in a dataset when no labelled training observations are available [25]. In the
energy domain cluster analysis is used extensively to segment energy consumers for
targeted energy efficiency campaigns [1], pricing [6], energy forecasts [19] and small-
scale renewable generation [32]. We reviewed studies from the past two decades that
cluster load profiles of energy consumers for the purpose of generating representative
daily load profiles. We discuss and analyse the studies in relation to their input data
and data representation, the clustering algorithms and parameters, and the evaluation
methodologies, as these have a significant impact on achieving good clustering results.
2.1 Data Input and Representation
Load Profile Feature Extraction Fine-grained daily load profiles are frequently re-
duced using Piecewise Aggregate Approximation with 15, 30 or 60 minute windows to
produce input vectors of 96, 48 or 24 dimensions respectively [24][31][9]. Other data
reduction methodologies extract features such as total demand, peak demand and number
of peaks [4][6], or apply dimensionality reduction using Principal Component Analysis
[12] or Self-Organising Maps [23]. [32] represents daily load profiles as a normalised
vector that sums consumption over time, to capture load shape as well as consumption
levels. [14] investigates the impact of temporal resolution on clustering algorithms in the
residential energy domain and suggests that cluster quality is best at a resolution of 8
or 15 minutes. For the k-means algorithm performance is robust in a band of temporal
resolutions between 4 to 60 minutes.
Load Profile Normalisation Most studies normalise input data by scaling vectors with
a min-max scaler so that patterns retain their shape but are scaled to a zero-one range
[9][24][3]. This approach is very sensitive to outliers and appears to be an unvalidated
domain preference. De-minning subtracts the daily minimum demand from each hourly
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value and then divides it by the de-minned daily total [16]. It is proposed as a more
robust form of normalisation, but the authors do not offer a quantitative comparison
against other approaches. De-minning has the drawback that it only considers profile
shape. Considering the importance of normalisation in cluster analysis, it is surprising
that some studies do not provide any details about the normalisation technique applied.
The selection of normalisation algorithms is mostly unsubstantiated. No studies with a
rigorous comparison of different normalisation approaches were found.
Clustering with Pre-binning Pre-binning, or two-stage clustering, is suggested by [7]
and implemented in [4], [32] and [30]. The results and effectiveness of pre-binning as
suggested in [30] are unclear, in part because the input data and data representation have
not been documented. [32] have found that a two-stage approach that first clusters by
overall consumption and then by load shape produces better results than clustering by
load shape only. The influence of different types of pre-binning has not been investigated.
Time Range and Spatial Cover Geographically and temporally most studies cover a
single location and a maximum time period of 18 months. Typically studies first derive
representative daily load profiles (RDLPs) for individual customers at specific loading
conditions and then cluster the RDLPs, which significantly reduces the number of input
patterns. Some studies, such as [15] and [18] cluster all daily load profiles and derive a
set of consumption patterns, described by the cluster centroids, that represents distinct
daily energy usage behaviour for different types of consumers.
2.2 Clustering Algorithms and Distance Measures
The majority of studies that evaluated different clustering techniques found that the k-
means algorithm performed the best [4][15][22][32]. Other studies showed that the SOM
[9][20], k-medoids [15][27] and modified follow-the-leader [7][8] yielded the best results.
Several variations of k-means [3][15][23] and hierarchical clustering [15][8][2] were
identified as the best or amongst the best clustering algorithms in individual studies. In
general, the studies performed no benchmarking and insufficient comparative evaluations.
Results across studies are thus contradictory, inconsistent and inconclusive. Euclidean
distance is used most frequently as distance measure and only a minority of studies
compares distance measures.
2.3 Evaluation Measures
The Davies Bouldin Index (DBI), Cluster Dispersion Index (CDI) and Mean Index
Adequacy (MIA) are used most frequently, with the Similarity Matrix Indicator (SMI)
and Silhouette Index having a couple of use cases. Evaluation of clustering results
remains a challenge [15], which some authors try to overcome by proposing metrics of
their own. Insufficient testing and evaluation of measures such as the Energy Variance
Index presented in [5] however means that their reliability is uncertain and new metrics
are seldomly adopted by other studies. MIA, which is proposed in [6] is an exception
and has been adopted by many subsequent studies. [15] finds that standard performance
metrics pose a trade-off between compactness and distinctness for cluster selection.
[9] concludes that the standard evaluation measures are unreliable due to bias towards
isolating outliers and insufficient penalisation of large, noisy clusters. Furthermore, the
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study suggests that combining measures can help overcome the challenge of representing
cluster performance and selecting the optimal number of clusters with a single measure.
Cluster ranges are typically constrained to small numbers of less than 30 clusters to ease
expert interpretation and to produce clusters that correspond with existing user groups.
Only few studies conclusively suggest the optimal number of clusters.
2.4 Limitations of Existing Clustering Approaches
Most studies are primarily concerned with the comparison of different clustering al-
gorithms, and neglect to investigate the effects of data representation and parameter
selection. The impact of the input dataset on clustering algorithms is largely unacknowl-
edged, with one third of the reviewed studies omitting to specify the data source. Almost
half the studies do not explicitly state the number of patterns in the input dataset and
over half the studies compare clustering algorithms on very small datasets with less
than 500 input patterns. Very few studies explore the effect of the distance measure
on clustering results, with a third of studies omitting to specify the distance measure.
These observations are similar to those made in the review of clustering approaches of
non-residential buildings presented in [21]. This is a wider problem in the data mining
community that has been reported in [17] more than a decade ago.
Considerations for Developing Countries Very few studies were conducted in devel-
oping countries. Certain assumptions around data representation and cleaning must be
reconsidered when clustering energy consumers in this context. Very low consuming
households are frequently treated as outliers and removed from the data [18][4]. While
individual household consumption of these groups is low, they present a significant
percentage of households in the DELS datasets. Moreover, the profiles typically belong
to consumers living in rural or informal settings, and their inclusion is key if energy
access is a concern. Their low consumption base also presents an opportunity for high
growth, which has important implications for utilities.
3 The South African Domestic Electrical Load Study (DELS) Data
This section provides an overview and descriptive statistics of the South African Do-
mestic Electrical Load Study (DELS) datasets and details the input data representation.
The DELS datasets collected from 1994 to 2014 present the most comprehensive source
of observational information on residential energy consumption in South Africa. We
use the raw metering data from the Domestic Electrical Load Metering (DELM) dataset
[13], considering each recorded daily load profile as an independent input pattern and
ignoring long term trends. Households metered for several years are thus treated as
having separate identities for each year of observation. Our data input contains daily
load profiles for a total of 14 945 of such household identities, which we refer to as
households from here on.
3.1 Description of Sample Population
For 58% of the metered households (8656 households) detailed socio-demographic data
was captured in an annual survey4. The majority of households have a low income of less
4 A harmonised version of the survey data used to provide descriptive statistics has been published
as the Domestic Electrical Load Survey - Key Variables (DELSKV) dataset [29]
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than R5000 (about $340) per month. A fraction of households earns up to 50 times that
amount. A similar distribution can be observed for dwelling size, with most households
occupying dwellings between 25m2 and 100m2. Less than half the surveyed households
have access to piped water in the home and less than a quarter of households live in
dwellings with brick walls. More than half the households have a corrugated iron or zinc
roof - a construction material that is particularly popular in rural and informal settlements
due to its availability and low cost. Furthermore, the dataset covers a large number of
newly electrified households. While the affluent households could be seen as outliers, it
is important to include them in the analysis as they are disproportionally large energy
consumers. Appendix A visualises the distribution of income, dwelling floor area, the
number of years electrified and the proportion of wall materials, roof materials and water
access points of survey respondents in Figures 4a, 4b, 4c and 4d.
3.2 Data Representation
The subset of the data used for this research contains metered current readings recorded
at 5 minute intervals. All observations are averaged over 60 minuteS, producing 3 295
848 daily load profiles for 14 945 households5. Invalid and missing observations are
marked in the raw dataset and have been discarded from the analysis. Each interval t is
labeled by the start time, such that t = 0 captures interval 00:00:00 - 00:59:59.
Assume that l(t) is the energy consumption (measured in Amperes) over interval t.
The daily load profile h of household j on day d is:
h
(j)
d = l(t)d, where t = {0, 1...23} (1)
H(j) =
[
h
(j)
d
]
, where d = {1, 2...d days} (2)
H(j) is the array of all 24-element daily load profile vectors h(j)d for household j. d
varies for each household and depends both on the duration for which the household was
observed and on the number of valid readings in that period.
The mean observation duration d for all households is 220 days. 61% of households
were observed for more than half a year (ie d > 183). The maximum number of
households observed on a single day was on 23 August 1999 when the electricity
consumption of 1245 households was recorded. The median daily household count is
399. The distribution of annual mean daily demand of all households is shown in Figure
4e in Appendix A. Half the households consume on average less than 10kWh/day. X is
the input array of all daily load profiles h and has dimensions 3 295 848 × 24.
X =
[
H(j)
]
, where j = {1, 2...14945} (3)
4 Load Profile Clustering
The design of clustering experiments is presented in this section. Figure 1 provides an
overview of the process. All valid daily load profiles are pre-processed as described
5 This aggregated dataset has been published as the Domestic Electrical Load Metering, Hourly
Data (DELMH) [28]
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in Section 3. Depending on the experiment, the input data is further processed by
removing zeros, applying a normalisation algorithm and one of two different pre-binning
approaches. Each algorithm is then initialised with the relevant cluster ranges. Following
this, the experiment’s results are recorded and metrics calculated. Finally the 10 best
experiments are selected.
Fig. 1: Load Profile Clustering Process
4.1 Normalisation and Pre-binning
Normalisation We compare four normalisation algorithms that are used in the energy
domain, i.e. unit norm, zero-one normalisation, de-minning and a normalisation tech-
nique frequently applied by experts in South Africa. Table 4 in Appendix B provides
details on the normalisation algorithms.
Pre-binning by average monthly consumption (AMC) calculates the AMC for house-
hold j over a one year period as follows:
AMC(j) =
1
12
12∑
month=1
monthend∑
d=1
23∑
t=0
230× l(t)d kWh (4)
All the daily load profiles H(j) of household j are then assigned to one of 8 con-
sumption bins based on the household’s AMC(j) value. The bin ranges are listed in
Table 5 in Appendix B and are based on South African electricity tariff ranges used by
experts. Individual household identifiers are removed from X after pre-binning.
Pre-binning by integral k-means is a data-driven approach based on the work of [32].
For the simple case where t represents hourly values, pre-binning by integral k-means
follows these steps:
1. Create a new vector c(t) from the cumulative sum of the normalised profile of h(j)d
2. Append l(t)maxd to c(t) to ensure that both peak demand and relative demand
increase are taken into consideration
3. Gather all features into array XC and remove individual household identifiers
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4. Use the k-means algorithm to cluster XC into k = 8 bins, corresponding to the
number of bins created for AMC pre-binning
Early experiments found unit norm to be a promising normalisation technique. Step
1 of the pre-binning by integral k-means thus normalised profiles with unit norm.
4.2 Clustering Algorithms and Experiments
We implemented k-means, self-organising maps (SOM) and a combination of the two
algorithms to cluster X . Given the large size of the dataset, we choose Euclidean distance
as the distance measure for the k-means algorithm. Each algorithm was initialised with
different sets of parameter values, normalisation and pre-processing steps. Due to South
Africa’s geographic spread and economic inequality, significant variability in national
energy consumption patterns was anticipated. We thus allowed for a maximum of 220
clusters based on population diversity and existing expert models which account for 11
socio-demographic groups, 2 seasons, 2 daytypes and 5 climatic zones. All experiments
are summarised in Table 1.
Table 1: Experiment details
exp. algorithm parameters normalisation pre-bin zeros
1 kmeans m{5, 8, 11, ...136} none
2 kmeans m{5, 8, 11, ...136} none, u, d, z, sa
SOM s{5, 7, 9, ...29} none, u, d, z, sa
SOM+kmeans s{30, 40, ...90},m none, u, d, z, sa
3 kmeans m{5, 8, 11, ...136} none, u, d, z, sa False
SOM s{5, 7, 9, ...29} none, u, d, z, sa False
SOM+kmeans s{30, 40, ...90},m none, u, d, z, sa False
4 kmeans m{2, 3, ...10} none, u, d, z, sa AMC
SOM s{2, 3, 4, 5} none, u, d, z, sa AMC
SOM+kmeans s{4, 7, 11, ...20},m none, u, d, z, sa AMC
5 kmeans m{2, 3, ...19} none, u, d, z, sa AMC
SOM+kmeans s{4, 7, 11, ...20},m none, u, d, z, sa AMC
6 kmeans m{2, 3, ...19} none, u, d, z, sa AMC False
7 kmeans m{2, 3, ...19} none, u, d, z, sa integral kmeans
8 kmeans m{2, 3, ...19} none, u, d, z, sa integral kmeans False
The k-means algorithm was initialised with a range of m clusters, producing k(i) =
{k(i)1 ...k(i)mi} for mi in m. The SOM algorithm was initialised as a square map with
dimensions si × si for si in range s, producing k(i) = {k(i)1 ...ksi×s(i)i } for si in s.
The cluster ranges produced by SOM span a greater range and increase the number of
clusters k in large increments, which has the advantage of testing edge cases, but has the
drawback of making it difficult to discern the best number of clusters k(i). Combining
SOM and k-means first creates a s × s map, which acts as a form of dimensionality
reduction on X . For each s, k-means then clusters the map into m clusters. The mapping
only makes sense if s2 is greater than m. For experiments with pre-binning, clustering is
done independently within each bin, thus performing a two-stage clustering process. The
maximum acceptable number of clusters per bin is considerably smaller and the range of
m was chosen accordingly. The coarse-grained clustering increments of SOM do not
make it well suited to the requirement of fewer clusters and pre-binning was only done
with k-means.
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4.3 The Combined Index Score
Cluster compactness and distinctness are two important attributes that characterise a
good clustering structure. To overcome the challenge of comparing experiments across
metrics, we conducted cluster evaluation on a relative rank basis and combined three
common metrics, the Mean Index Adequacy (MIA), the Davies-Bouldin Index (DBI) and
the Silhouette Index, into a single Combined Index (CI) to ease the evaluation process.
Details on calculating metrics are contained Appendix B. The CI was calculated from
the product of the DBI, MIA and inverse Silhouette Index and provides an indication of
the performance of experiments across all three metrics. It is defined as follows:
CI = log
( bins∑
bin=1
(
Ixbin × Nbin
Ntotal
))
, where N is the count of h(j)d (5)
Ix =

undefined if DBI,MIA, SilhouetteIndex ≤ 0
DBI ×MIA
SilhouetteIndex
otherwise (6)
Ix is an interim score that computes the product of the DBI, MIA and inverse
Silhouette Index. The CI is the log of the weighted sum of Ix across all experiment bins.
A lower CI is desirable and an indication of a better clustering structure. The logarithmic
relationship between Ix and the CI means that the CI is negative when Ix is between 0
and 1, 0 when Ix = 1 and greater than 0 otherwise.
The log function is only defined for values greater than 0. As the lower bound of the
DBI and MIA is 0 and a negative Silhouette Index is an indication of poor clustering, the
Ix score is undefined for all scores equal to or below 0, so that the input to Equation 5 is
valid. The Ix increases linearly with the DBI and MIA. When these scores are low, so
is the Ix. However, as both metrics evaluate cluster compactness, we anticipate them
to increase simultaneously. Thus, if cluster compactness deteriorates, the Ix should be
affected exponentially. Neither DBI nor MIA has an upper bound, which is thus also
true for the Ix. The Silhouette Index on the other hand is inversely related to Ix. When
the Silhouette Index is close to 1, clusters are good and the Silhouette Index has only a
marginal influence on Ix. The closer the Silhouette Index is to 0, the greater Ix becomes.
For experiments with pre-binning, the experiment with the lowest Ix score in each bin
was selected, as it represents the best clustering structure for that bin. For experiments
without pre-binning, bins = 1 and Nbin = Ntotal. Weighting Ix of each bin was
important to account for the size of cluster membership in that bin.
5 Results and Analysis
We implemented our experiments in python 3.6.5 using k-means algorithms from scikit-
learn (0.19.1) and self-organising maps from the SOMOCLU (1.7.5) libraries6. In total
2083 individual experiments were conducted.
The CI scores for all experiments are plotted as a percentage distribution in Figure
2. Scores range from 2.282296 to 9.626502 and lower scores are better. The histogram
6 The codebase is available online at https://github.com/wiebket/del clustering
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Fig. 2: Comparison of clustering techniques for residential load profiles in SA
shows two distinct distributions of experiments. Experiments in the first group have
a score below 4 and constitute 65.5% of experiments. These experiments have been
normalised with unit norm, de-minning or zero-one. Experiments in the second group
have high scores and have not been normalised, or normalised with SA norm. Over
97.1% of experiments have a score below 6.5. Next we present further details on the
distributions of CI scores across normalisation, pre-binning and algorithm types.
5.1 Performance of Normalisation, Pre-binning and Algorithms
From the histograms in Figure 3 it is clear that normalisation and pre-binning improve
clustering results. It is however not immediately evident which normalisation and pre-
binning approaches are best.
(a) Normalisation algorithms (b) Pre-binning approaches
(c) Clustering algorithms
Fig. 3: Distribution of CI scores across normalisation, pre-binning and clustering algorithms
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Normalisation Performance Figure 3a groups the distribution of scores for all experi-
ments across the four normalisation algorithms and experiments without normalisation.
Normalisation clearly improves the CI score. Unit norm has the highest percentage of
experiments with the best CI scores, with a few zero-one outliers also top performing.
While de-minning does not produce the lowest scores, it contains a large percentage of
experiments that have amongst the lowest scores. It is not clear whether normalisation or
some other experimental parameters are responsible for the difference in performance.
SA norm performs worst and shows very limited improvement over unnormalised exper-
iments. Most of the experiments without normalisation have scores above 5.
Pre-binning Performance Figure 3b shows the impact of pre-binning on the CI scores.
Pre-binning by AMC produces the most results with the best scores. Integral k-means
yields a higher percentage of top results, though none are best performing. It is not
possible to determine with certainty which of the pre-binning approaches is better, but it
is clear that pre-binning improves clustering scores as a whole.
Algorithm Performance While Figure 3c clearly shows that the k-means algorithm
outperforms other algorithms, analysing the results in detail revealed some nuances.
Without normalisation, SOM+k-means performs better than k-means on its own, which
could be due to the dimensionality-reducing effect of the SOM. With normalisation
k-means performs best, followed by SOM+k-means and lastly SOM. SOM frequently
had a negative Silhouette Index, which is an indication of incorrect cluster assignment
and the CI score is undefined for those experiments.
5.2 Top 10 Experiments
The ranking of the top ten experiments is shown in Table 2.
Table 2: Top 10 experiments ranked by CI score
# CI DBI MIA Sil. Exp. Alg. m Norm. Run time
1 2.282 2.125 0.438 0.095 2 kmeans 47 unit 40.76
2 2.289 1.616 1.220 0.262 5 kmeans 17 zero-one 15.42
3 2.296 1.616 1.220 0.260 4 kmeans 17 zero-one 14.74
4 2.301 2.152 0.485 0.119 6 kmeans 82 unit 27.04
5 2.316 2.115 0.447 0.093 2 kmeans 35 unit 50.43
6 2.320 2.199 0.486 0.121 5 kmeans 71 unit 19.62
7 2.349 2.152 0.481 0.143 7 kmeans 49 unit 21.82
8 2.351 2.189 0.434 0.090 2 kmeans 50 unit 43.69
9 2.354 2.111 0.476 0.128 8 kmeans 59 unit 20.08
10 2.355 2.173 0.453 0.093 2 kmeans 32 unit 41.14
With the exception of two experiments, all have been normalised with unit norm.
Experiments pre-binned with AMC, integral k-means and without pre-binning are all
included in the top results. K-means is the uncontested best clustering algorithm. For both
the k-means and SOM algorithms the batch fit time increases linearly with dimensionality.
For SOM+k-means the SOM is used for dimensionality reduction and the dimensions
explored are thus considerably greater. This has a significant impact on increasing
experiment run times, as shown in Table 3.
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Table 3: Summary of algorithm CI scores and run times
Algorithm Mean CI score Mean run time (s)
k-means 2.59 44.79
SOM 4.11 39.42
SOM + k-means 3.17 1498.77
6 Discussion and Conclusion
This study presents a rigorous comparison of normalisation, pre-binning and cluster-
ing algorithms for a large, heterogeneous dataset of South African residential energy
consumers. A Combined Index (CI) was developed to effectively compare the results
of 2083 experiments across several metrics. The CI was used as a relative index to
avoid having to interpret individual scores. Even so, the difference between the best
and tenth best experiment is only 3.2 percentage points. The CI score alone is thus
insufficient for selecting the best clustering structure with confidence. This confirms
the conclusions drawn by previous studies, many of which rely on expert judgement to
select the best clusters. A future direction for this work will be to develop qualitative
evaluation measures that can be used together with the CI score, and to assess if this
two-stage evaluation approach yields more usable clusters.
As expected, normalisation significantly impacts clustering results. There is a dis-
tinct difference in performance between experiments normalised with algorithms that
transform daily load profiles to values between 0 and 1 (unit norm, de-minning and
zero-one normalisation) and those that do not (SA norm and unnormalised experiments).
Unit norm was the best normalisation for most experiments. SA norm performed the
worst. This was no surprise, as the Euclidean distance measure and the error metrics are
severely impacted by the larger values that this normalisation permits. While pre-binning
appears promising, more rigorous analysis is warranted to assess its effectiveness.
Comparing the clustering algorithms, k-means outperformed the SOM and SOM+k-
means techniques for almost all experiments. As the dataset was large and high di-
mensional, with fixed time series length and regular sampling intervals, this result
corresponds with the suggestions made in the cluster analysis literature and with the
results of previous studies. The square map initialised with the SOM may have resulted in
a clustering structure too coarse to capture the variability in the dataset. SOM+k-means
had the drawback of slow run times when the SOM dimension was high. Due to the poor
results and slow run times of SOM and SOM+k-means they were not implemented for
most of the experiments with pre-binning. The Euclidean distance measure was used
in all algorithms. While the type of dataset is well suited to clustering with k-means,
alternative partitional clustering algorithms such as k-medoids should be explored, as
well as alternative distance measures such as Dynamic Time Warping.
To our knowledge this is the first work that applies state of the art cluster analysis
techniques to the residential energy domain in a developing country context. While the
analysis is limited to the electricity sector, similar approaches may be promising in other
residential utility domains, such as the water sector.
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A Visualisations of descriptive statistics for input dataset
(a) Monthly income distribution (b) Dwelling floor area distribution (c) Years electrified distribution
(d) Proportioned survey responses for water access, wall and roof materials
(e) Histogram of mean daily household power consumption in 10kWh bins
Fig. 4: Descriptive statistics of DEL survey respondents
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B Supplementary Tables for Clustering Experiments
B.1 Normalisation algorithms
The normalised daily load profile for household j observed on day d is denoted as n(j)d .
Norm Equation Comments
Unit norm (u) n(j)d =
h
(j)
d
|h(j)
d
|
Scales input vectors individually to unit norm
De-minning (d) n(j)d =
l(t)d−l(t)mind
|l(t)d−l(t)mind |
Proposed by [15]. Subtracts daily min. demand from each hourly value,
then divides by the de-minned daily total.
Zero-one (z) n(j)d =
h
(j)
d
l(t)max
d
Also known as min-max scaler. Scales all values to a range [0, 1]. Retains
profile shape. Sensitive to outliers.
SA norm (sa) n(j)d =
h
(j)
d
1
24
×∑23t=0 l(t)d Frequently used by South African experts. Normalises input vectors tomean 1. Retains profile shape. Sensitive to outliers.
Table 4: Data normalisation algorithms and descriptions
B.2 Bin ranges AMC pre-binning
bin AMC
1 0 - 1 kWh no consumption
2 2 - 50 kWh lifeline tariff - free basic electricity
3 51 - 150 kWh
4 151 - 400 kWh
5 401 - 600 kWh
6 601 - 1200 kWh
7 1201 - 2500 kWh
8 2501 - 4000 kWh
Table 5: AMC bins based on South African electricity tariffs
B.3 Clustering metrics
The Silhouette Index for an individual pattern p in the dataset is:
silhouette(p) =
distinctness(p)− compactness(p)
max{distinctness(p), compactness(p)} (7)
Compactness is the average distance between p and all other patterns in the same cluster.
Distinctness is the average distance between p and all remaining patterns that are not in
the same cluster.
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The Davies Bouldin Index (DBI) for two clusters is calculated as the ratio of the sum
of cluster dispersions, and the distance between the two cluster centroids.
DBI(i, j) =
dispersion(i) + dispersion(j)
distance(i, j)
(8)
Cluster dispersion can be calculated using different measures. A simple method for
computing it is as the average distance between the centroid of a cluster and each pattern
in the cluster. The DBI for the dataset is obtained by averaging the similarity measure of
each cluster and its most similar cluster, DBI(i, j)max, for all clusters. A small DBI
value indicates that cluster dispersions are small and distances between clusters are large,
which is desirable. When plotting the DBI against the number of clusters, the optimal
number of clusters can be visually identified. It is possible for the DBI to have several
local minima [10].
