Abstract. We prove the Conley conjecture for cotangent bundles of oriented, closed manifolds, and Hamiltonians, which are quadratic at infinity, i.e., we show that such Hamiltonians have infinitely many periodic orbits. For the conservative systems, similar results have been proven by Lu and Mazzucchelli using convex Hamiltonians and Lagrangian methods. Our proof uses Floer homological methods from Ginzburg's proof of the Conley conjecture for closed symplectically aspherical manifolds.
1. Introduction 1.1. Main results. In the present paper, we establish a version of the Hamiltonian Conley conjecture for cotangent bundles. Let B be a closed, oriented manifold and let M = T * B be the cotangent bundle of B with the canonical symplectic structure ω. For cotangent bundles, a natural class of Hamiltonians to work with, from both technical and conceptual point of view, is that of Hamiltonians quadratic at infinity; cf. [AS] . More concretely, let H : S 1 × M → R be a Hamiltonian on M , satisfying the following conditions:
(H1) there exist constants h 0 > 0 and h 1 ≥ 0, such that dH(t, q, p) p ∂ ∂p − H(t, q, p) ≥ h 0 p 2 − h 1 and (H2) there exists a constant h 2 ≥ 0, such that ∇ q H(t, q, p) ≤ h 2 (1 + p 2 ) and ∇ p H(t, q, p) ≤ h 2 (1 + p ).
In this setting, the main result of this paper is the following theorem:
Theorem 1.1 (The Conley Conjecture). Let M and H be as above and let ϕ be the time-1-map of the Hamiltonian flow of H. Assume that ϕ has only finitely many fixed points. Then ϕ has simple periodic orbits of arbitrarily large period.
This is the cotangent bundle version of a conjecture Conley stated in 1984 in [Co] for the case that M = T 2n is a torus. It has been proven for weakly nondegenerate Hamiltonian diffeomorphisms of tori in [CZ] and of symplectically aspherical manifolds in [SZ] . In [FH] , the conjecture was proven for all Hamiltonian diffeomorphisms of surfaces other than S 2 . In its original form, as stated in [Co] for all Hamiltonian diffeomorphisms of tori, the conjecture was established in [Hi] and the case of an arbitrary closed, symplectically aspherical manifold was settled in [Gi2] . This proof was extended to closed symplectically rational manifolds M with c 1 (M )| π2(M ) = 0 in [GG2] and to general closed symplectic manifolds with c 1 (M )| π2(M ) = 0 in [He] .
The papers of Hingston and Ginzburg provided the tool of symplectically degenerate extrema also utilized here for dealing with the degenerate case of the Conley conjecture for compact manifolds; see [Gi2, GG2, He, Hi] . Our argument also uses recent results on the Floer homology of Hamiltonians on cotangent bundles proven e.g. in [AS, Se, Vi] .
The Lagrangian version of the conjecture has been considered, e.g., in [Lo1, Lu, Ma] . The similarity between the problems can also easily be seen on the level of the proofs, although the methods utilized in [Lo1, Lu, Ma] are quite different from the Floer homological techniques used in the present paper and in the proofs for the case of closed manifolds. The class of Hamiltonians quadratic at infinity includes the Hamiltonians of classical mechanics (see Example 2.1) and convex quadratic Hamiltonians used in [Lo1, Lu] , but does not include all Tonelli Hamiltonians. Namely, Tonelli Hamiltonians are assumed to satisfy a convexity condition and to have superlinear (but not necessarily quadratic) growth, while Hamiltonians quadratic at infinity only need to have quadratic growth outside a compact set. Remark 1.2. The choice of a class of Hamiltonians in these questions is important from at least a technical points of view. The conditions on the Hamiltonian assumed here are used in the proof of Theorem 1.1 only to ensure that the Floer homology is well-defined, independent of the choice of the Hamiltonian H and that HF −n (H) = 0. Under the conditions (H1) and (H2), these properties have been proven in [AS] ; see also [Se, SW, Vi] . One can expect a result similar to Theorem 1.1 to hold for other classes of Hamiltonians. For example, our argument also goes through for Hamiltonians which, at infinity, are autonoumous and fiberwise convex and have superlinear growth; see Remark 1.3. For the classes of convex and quadratic Hamiltonians or Tonelli Hamiltonians, the theorem was proven by means of Lagrangian methods in [Lo1, Lu, Ma] . It is not clear if the Floer homology is defined for Tonelli Hamiltonians, since the Hamiltonian flow is not automatically complete. Note, however, that the Floer homology is defined if the Hamiltonian is autonomous and Tonelli at infinity. But even then, the invariance of filtered Floer homology has not been established, cf. [Se, Vi] . Remark 1.3. Our proof of Theorem 1.1 can also be used in a more general setting. Namely, let (M, ω) be a Liouville domain and let H be a Hamiltonian, which is autonomous and depends only on the "radial variable" at infinity and has superlinear growth. The Floer homology HF(H) of such a Hamiltonian is isomorphic to the symplectic homology SH(M ); see [Se] . This homology is a unital algebra with unit in degree −n in our degree conventions. (Strictly speaking, the cohomology (HF(H)) * is such an algebra.) Hence, HF −n (H) = SH −n (M ) = 0 if and only if SH(M ) = 0. In this case, our proof of Theorem 1.1 goes through and thus the Conley conjecture holds. Strictly speaking, this is not a generalization of Theorem 1.1 since on cotangent bundles most Hamiltonians which are quadratic at infinity are not in the above class.
By a similar argument as in [GG2, He] for compact manifolds, it suffices to prove Theorem 1.1 in the presence of a symplectically degenerate minimum.
In this definition, let ∆ H (x) be the mean index of x and we denote by HF * (H, x) the local Floer homology of H at x. We refer to [GG3] for details on the local Floer homology and to [SZ] for the definition of the mean index. See also Section 2.2 for more details on the mean index and Section 2.3 for the definition of the local Floer homology.
Definition 1.4 is analogous to the notion of a symplectically degenerate maximum used in [Gi2, GG2, He, Hi] . The latter was first utilized in [Hi] when the concept of symplectically degenerate maxima was introduced. It was explicitly formulated and further investigated in [Gi2, GG3] . As we will show, symplectically degenerate minima and symplectically degenerate maxima have very similar geometric properties; see Proposition 3.1 below. Theorem 1.5 (Degenerate Conley Conjecture). Let M = T * B be the cotangent bundle of a closed, oriented manifold B and let H be a Hamiltonian on M satisfying conditions (H1) and (H2). Assume furthermore that ϕ H has only finitely many fixed points, and that H has a symplectically degenerate minimum. Then the Hamiltonian diffeomorphism ϕ H generated by H has simple periodic orbits of arbitrarily large period.
As in [GG2, He] , this theorem implies the Conley conjecture as stated in Theorem 1.1.
Proof of Theorem 1.1. If there is no symplecticaly degenerate minimum, all oneperiodic orbits with non-zero local Floer homology have non-zero mean index. As the mean index ∆ H grows linearly with iteration and is related to the ConleyZehnder index grading the Floer homology, the support of local Floer homology shifts away from the interval [−2n, 0], i.e., the local Floer homology in those degrees eventually becomes zero. It follows then by a standard argument as in [Gi2, GG2, Hi, SZ] that for the kth iteration of H we have 0 = HF −n (H (k) ). On the other hand, as is shown in [AS, SW, Vi] , we have HF −n (H (k) ) ∼ = H n (Λ 0 B) = 0 in our conventions. This contradiction proves the theorem in the absence of a symplectically degenerate minimum. If there is a symplectically degenerate minimum, the theorem follows from Theorem 1.5. Remark 1.6. To prove Theorem 1.1 in the case of a closed manifold M , one could use a symplectically degenerate minimum or a symplectically degenerate maximum, since for a closed symplectic manifold M , we know HF n (H) ∼ = H 2n (M ) = 0 and also HF −n (H) ∼ = H 0 (M ) = 0. The former is used in [Gi2, GG2, He] to prove the existence of a symplectically degenerate maximum by an analog argument to the above. In the case of the cotangent bundle M = T * B, the transition to a symplectically degenerate minimum is necessary to prove Theorem 1.1. The Floer homology for a Hamiltonian on the cotangent bundle is isomorphic to the homology of the free loop space Λ 0 B of the base manifold up to a sign change in degree. A symplectically degenerate maximum would have degree n > 0 in the Floer chain groups and would therefore necessarily be zero in homology, since H −n (Λ 0 B) = 0. Thus we cannot show the existence of an symplectically degenerate maximum by an argument as the above. The existence of a symplectically degenerate minimum, which has negative degree in the Floer homology, follows from the isomorphism HF −n (H) = H n (Λ 0 B) = 0 proven in [AS] . Therefore we can use a symplectically degenerate minimum to show Theorem 1.1 for the cotangent bundle.
The proof of Theorem 1.5 is based on a Floer theoretical argument establishing Theorem 1.7. Let the manifold M = T * B and the Hamiltonian H be as above. Assume that H has a symplectically degenerate minimum at x with A H (x) = c. Then for every sufficiently small > 0 there exists some k such that
Here H (k) denotes the one-periodic Hamiltonian H viewed as k-periodic function for some integer k, see also Section 2.1. This theorem implies Theorem 1.5 and thus also Theorem 1.1.
Proof of Theorem 1.5. Arguing by contradiction, we assume that for every sufficiently large period all periodic orbits are iterated. Let k be a sufficiently large prime. Then every k-periodic orbit is an iterated one-periodic orbit. By Theorem 1.7, there exists a k-periodic orbit y k with
in the Floer chain group in degree −n − 1. The mean index of an iterated orbit growths linearly with iteration. Thus for a one-periodic orbit, the mean indices of the iterations are zero whenever the one-periodic orbit has mean index zero. If a one-periodic orbit has non-zero mean index, then the mean index of an iteration is outside the interval [−2n − 1, −1] for a sufficiently large order of iteration. The assumption that there are only finitely many one-periodic orbits implies that for sufficiently large k, no kth iteration of a one-periodic orbit has mean index in [−2n − 1, −1]. Thus the orbit y k cannot be an iterated one-periodic orbit in contradiction to the choice of k.
1.2. Organization of the paper. In Section 2, we set the notation and conventions used in this paper and discuss some properties of the Floer homology. Theorem 1.7 is proven in Section 3, starting with a geometric description of symplectically degenerate extrema in Section 3.2.
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Preliminaries
In this section we will introduce the notation used in this paper and review some of the basic facts needed in order to prove the theorems.
Let B be a closed, oriented manifold and let M = T * B be the cotangent bundle of B, equipped with the canonical symplectic structure ω.
2.1. Hamiltonian flows. All considered Hamiltonians H on M = T * B are assumed to be one-periodic in time, i.e., functions H : S 1 × M → R whith S 1 = R/Z, and we will set H t (x) = H(t, x). A one-periodic Hamiltonian H can also be viewed as k-periodic for any integer k. For our argument, it is sometimes crucial to keep track of the period we are considering. If a one-periodic Hamiltonian H is viewed as k-periodic, we refer to it as the kth iteration of H and denote it by H (k) . In particular, the function
Throughout the paper, we assume all Hamiltonians to satisfy conditions (H1) and (H2). These conditions imply that H grows quadratically at infinity, i.e.,
for some suitable constant h 3 .
Example 2.1. In particular, the above growth conditions on the Hamiltonian hold for all conservative Hamiltonians describing systems from classical mechanics on B, i.e., Hamiltonians of the form H(t, p, q) = 1 2 p 2 + V (q). More generally, one could also use Hamiltonians of the form H(t, p, q) = 1 2 p 2 t + V (t, p, q), where in every fiber the function V is constant outside a compact set in M = T * B and the metric · t can be chosen to be time-dependent with both V and the metric are periodic in time. The conditions are also satisfied for periodic in time electromagnetic Hamiltonians, i.e., the Hamiltonians describing the motion of a charge in an exact magnetic field and a conservative force field; see, e.g., [Gi1] . For these Hamiltonians, we assume the magnetic field, the metric and the potential to be periodic in time, since we only work with time-periodic Hamiltonians here.
As the symplectic form ω is non-degenerate, the Hamiltonian vector field X H of H is well-defined by the equation i X H ω = −dH. The time-1-map of the flow of X H is called a Hamiltonian diffeomorphism and denoted by ϕ H .
The composition ϕ t H • ϕ t K of two Hamiltonian flows is again the flow of a Hamiltonian vector field. It is generated by the Hamiltonian
In general, this function is not necessarily one-periodic, even if both H and K are one-periodic Hamiltonians. But K#H will be one-periodic if both H and K are one-periodic and in addition K generates a loop of Hamiltonian diffeomorphisms. This will always be the case in this paper.
Periodic orbits and Floer homology. The Hamiltonian action is defined by the functional
on the space of contractible closed loops on M . Here u : D 2 → M is a continuous map with u| S 1 = x. Since the symplectic form ω is exact, the action A H (x) is independent of the choice of the capping disk u. In this paper, we only work with contractible periodic orbits and every periodic orbit is assumed to be contractible, even if this is not explicitly stated.
A one-periodic orbit x of H is said to be non-degenerate if the linearized return map dϕ H : T x(0) M → T x(0) M does not have one as an eigenvalue. Following [SZ] , we call a degenerate orbit weakly non-degenerate if at least one eigenvalue is not equal to one and strongly degenerate otherwise. We refer to a Hamiltonian H as non-degenerate, if all its one-periodic orbits are non-degenerate.
Let ∆ H (x) denote the mean index of a one-periodic orbit x of H. Roughly speaking, the mean index measures the sum of rotations of eigenvalues of d(ϕ t H ) x(t) lying on the unit circle. For exact details on the technical definition and the properties of the mean index, we refer the reader to [Lo2, SZ] . A list of properties of the mean index can also be found in [GG2] .
Up to sign, we define the Conley-Zehnder index as in [Sa, SZ] and use the normalization such that for a non-degenerate minimum x of an autonomous Hamiltonian with small Hessian we have µ CZ (x) = −n, see [GG2] . Together with the growth properties of the mean index, the most crucial property of the Conley-Zehnder index for our argument is the inequality |∆ H (x) − µ CZ (x)| ≤ n for all periodic orbits x and the fact that this inequality is strict, when x is weakly non-degenerate.
The kth iteration of an orbit x is denoted by x k . The mean index and the action are both homogeneous with respect to iteration and satisfy the iteration formulas
We define the Floer homology for a non-degenerate Hamiltonian H as in [Sa, SZ] . The homology is graded by the Conley-Zehnder index. The Floer chain groups are generated by the contractible one-periodic orbits of H and for the definition of the boundary operator, we consider solutions of the Floer equation
2) with finite energy. As is well known, Floer trajectories u for a non-degenerate Hamiltonian H with finite energy E(u) converge to periodic orbits x and y as s goes to ±∞ and satisfy
The Floer boundary operator counts Floer trajectories converging to periodic orbits y and x as s → ±∞. The conditions (H1) and (H2) on the Hamiltonian H imply that solutions to the Floer equation (2.2) connecting two periodic orbits of H are uniformly bounded in the C 0 -norm, if the almost complex structure J is sufficiently close to the standard almost complex structure on M = T * B, see [AS] . Thus the Floer homology is well-defined, since the one-dimensional the moduli spaces are compact by the same argument as in the case of a closed manifold. It is also proven in [AS] that there exists an isomorphism This construction extends by continuity from non-degenerate Hamiltonians to all Hamiltonians satisfying conditions (H1) and (H2), see [Sa] .
For two non-degenerate Hamiltonians H 0 and H 1 , a homotopy from H 0 to H 1 induces a homomorphism of chain complexes which gives an isomorphism between the Floer homology groups HF * (H 0 ) and HF * (H 1 ) which is independent of the choice of homotopy. This map is defined analogously to the Floer boundary operator using the Floer equation (2.2) with the homotopy H s on the right hand side. Again it is proven in [AS] that the trajectories connecting two one-periodic orbits are uniformly bounded and thus the one-dimensional moduli spaces are compact and the homotopy map is well-defined.
As the action decreases along Floer trajectories of a non-degenerate Hamiltonian H, we also have well-defined chain complexes only involving orbits with action in an interval (a, b) for regular values a and b of the action functional A H . The set of critical values of the action is called the action spectrum S(H). This complex gives rise to the filtered Floer homology CF (a, b) * (H). The construction of filtered Floer homology also extends by continuity to degenerate Hamiltonians, since in this case the Floer homology is independent of the choice of a sufficiently small, nondegenerate perturbation. Similarly to above, we get a homomorphism in the filtered homology induced by a homotopy between two non-degenerate Hamiltonians, if the homotopy is monotone decreasing at all point and for all times. This map is referred to as the monotone homotopy map between filtered Floer homology groups.
By construction of the filtered Floer homology for non-degenerate Hamiltonians, we have a long exact sequence of filtered Floer homology groups
for any non-degenerate Hamiltonian K with a, b, c / ∈ S(K). The maps of this exact sequence commute with the monotone homotopy map.
2.3. Local Floer homology. Let x be an isolated one-periodic orbit of a Hamiltonian H : S 1 × M → R. Pick a sufficiently small tubular neighborhood U of x and consider a non-degenerate C 2 -small perturbationH of H supported in U . Every (anti-gradient) Floer trajectory u connecting two one-periodic orbits ofH lying in U is also contained in U , provided that H − H C 2 and supp(H − H) are small enough. Thus, by the compactness and gluing theorems, every broken anti-gradient trajectory connecting two such orbits also lies entirely in U by a similar argument as in Proposition 3.5, see also Remark 3.6. The vector space (over Z 2 ) generated by one-periodic orbits ofH in U is a complex with (Floer) differential defined in the standard way. The continuation argument (see, e.g., [SZ] ) shows that the homology of this complex is independent of the choice ofH and of the almost complex structure. We refer to the resulting homology group HF * (H, x) as the local Floer homology of H at x. Example 2.2. Assume that x is a non-degenerate one-periodic orbit of H with µ CZ (x) = k. Then HF l (H, x) = Z 2 when l = k and HF l (H, x) = 0 otherwise.
By definition, the support of HF * (H, x) is the collection of integers k such that HF k (H, x) = 0. Clearly, the group HF * (H, x) is finitely generated and hence supported in a finite range of degrees, namely in (∆ H (x) − n, ∆ H (x) + n).
For a more detailed definition and a discussion of the properties of local Floer homology, see also [Gi2, GG3, GG2] .
3. Proof of Theorem 1.7 3.1. Outline of the proof. The key to proving Theorem 1.7 is a geometrical description of symplectically degenerate minima given in Proposition 3.1. In particular, we can assume the symplectically degenerate minimum to be a constant orbit x 0 . Furthermore, we can assume that x 0 is a strict local minimum of H and that H has arbitrarily small Hessian at x 0 .
Then we use the squeezing method from [BPS, Gi2, GG1] and construct Hamiltonians H + and H − such that H − < H < H + . It suffices to show that a linear homotopy from H + to H − induces a non-zero map between the filtered Floer homology groups of H ± for the action interval in question. This map factors through the filtered Floer homology group of H, which can therefore not be trivial.
As functions of the distance from x 0 , the functions H + and H − are constructed similarly to the functions used in [Gi2, GG2, He] ; see Section 3.3 for details.
For the Hamiltonians H ± we use the direct sum decomposition from Proposition 3.5, which has been established in [He] . To prove that the monotone homotopy map is non-zero, it suffices to show that the restriction to one of the summands is an isomorphism.
The considered summand HF * (H ± , U ) for a neighborhood U of the symplectically degenerate minimum x 0 depends only on the restriction of the functions H ± to U and the symplectic structure in U and is independent of the ambient manifold. Thus we can view U as an open set in any symplectic manifold of dimension 2n and the theorem follows as in the closed symplectically asherical case in [Gi2] .
3.2. Geometric characterization of symplectically degenerate minima. In this section we state some geometric properties of symplectically degenerate minima. The existence of a symplectically degenerate minimum enters the proof of Theorem 1.7 only via those properties.
For the formulation of the geometric characterization of a symplectically degenerate minimum we first recall the definition of the norm of a tensor with respect to a coordinate system. On a finite-dimensional vector space the norm v Ξ of a tensor v with respect to a coordinate system Ξ is by definition the norm of v with respect to the inner product for which Ξ is an orthonormal basis. For a coordinate system ξ on a manifold M near a point x 0 , the natural coordinate basis in T x0 M is also denoted by ξ.
Proposition 3.1 ( [GG3, GG2] ). Let x be a symplectically degenerate minimum of a Hamiltonian H and let x 0 = x(0) ∈ M . Then there exists a sequence of contractible loops η i of Hamiltonian diffeomorphisms such that x(t) = η (K1) the point x 0 is a strict local minimum of K i t for t ∈ S 1 ; (K2) there exist symplectic bases Ξ i of T x0 M such that
(K3) the loop η −1 i • η j has identity linearization at x 0 for all i and j (i.e. for all t ∈ S 1 we have d (η
= I), and is contractible to id in the class of such loops.
A proof of the analogous proposition for symplectically degenerate maxima can be found in [GG3, GG2] . Here we are only going to show how this proposition follows from the case of a symplectically degenerate maximum.
Definition 3.2. An isolated k-periodic orbit x of a k-periodic Hamiltonian H is called a symplectically degenerate maximum of H if ∆ H (x) = 0 and HF n (H, x) = 0.
When the concept of a symplectically degenerate maximum was introduced in [Hi] by Hingston and the first formal definition given in [Gi2] , the geometric characterization was used as a definition of symplectically degenerate maxima. It is shown in [GG3] that this characterization is equivalent to the definition and also that (K1) and (K2) already imply (K3) as a formal consequence. Let y(t) = x(−t) be the symplectically degenerate minimum traversed in opposite direction. Then y is a 1-periodic orbit of the Hamiltonian H inv t . The properties of the symplectically degenerate minimum x imply that ∆ H inv (y) = −∆ H (x) = 0 and HF n (H inv , y) = HF −n (H, x) = 0. Therefore, y is a symplectically degenerate maximum of H inv and we can use the geometric characterization of symplectically degenerate maxima from [GG3, GG2, He] to construct Hamiltonians G i t and loops γ t i such that (i) the point x 0 is a strict local maximum of
• γ j has identity linearization at x 0 for all i and j and is contractible to id in the class of such loops, (iv) ϕ
. Now we define the loops η i and the Hamiltonians K i by inverting the loops γ i and the flows of the Hamiltonians G i , i.e., η
The properties (K1), (K2) and (K3) of the loops η i and the Hamiltonians K i follow directly from the properties (i), (ii) and (iii) of γ i and G i with the same coordinate systems Ξ i of T x0 M .
Remark 3.3. The equation ϕ
is a modification of the geometric characterization of symplectically degenerate maxima in [GG3, GG2, He] . In those papers and in the definition of a symplectically degenerate maximum in [Gi2] , the requirement takes the form ϕ
But in the construction of the loops and the Hamiltonians, the order of composition is not crucial, see [Gi2] for details. In the proof of Theorem 1.7, we need the order of composition to be η i • ϕ t K i to ensure that a composition η t i • ϕ t F for an autonomous Hamiltonian F is generated by a one-periodic Hamiltonian. This would not necessarily be the case if the order of composition is changed. The construction of the loops γ i in [Gi2] for the case of a symplectically degenerate maximum shows that the loops γ i can be chosen such that γ −1 i
• γ j are supported in an arbitrarily small neighborhood of x 0 . Hence also the loops η i = γ −1 i can be chosen to be supported near x 0 .
3.3. The functions H + and H − . By Proposition 3.1 above, it suffices to prove the theorem for the function K 1 and the constant orbit x 0 as symplectically degenerate minimum. We keep the notation H for K 1 . Fix a neighborhood W of x 0 such that x 0 is a strict global minimum of H on W and that there exist Darboux coordinates for M in W . Furthermore, choose W such that p ≤ C in W for some possibly very large constant C > 0. We also fix now an almost complex structure J on M that is compatible with ω.
Let U and V be balls centered at x 0 and contained in W . We then construct the function H − and an auxiliary function F to be of the form shown in Figure 3. 3.
More concretely, we fix balls
centered at x 0 . In W , the function H − takes the following form as a function of the distance from x 0 :
• on B r+ \ B r− the function H − is monotone increasing;
• on B r \ B r+ the function is constant;
• in the shell B R \B r the function is monotone decreasing, linear as a function of the square of the distance from p with small slope α on V \ U such that there are no one-periodic orbits in V \ B r ; • the function H − is again constant on B R− \ B R with a value less than c;
• it is monotone decreasing on B R+ \ B R− ;
• outside B R+ , the function H − is constant and equal to its minimum. The function H − also has to meet the requirements (H1) and (H2). This can be realized by defining H − to be a positive, non-degenerate quadratic form for p ≥ C i.e. we choose H − to satisfy (2.1) and thus conditions (H1) and (H2). The coefficients of the quadratic form are chosen such that we have H − ≤ H on M . Thus H − is of the general form mentioned in Example 2.1. This function is constructed very similar to the ones used in [Gi2, GG2, He] and the quadratic growth condition, this is the negative of the function H + used in [He] , since we are using a symplectically degenerate minimum here. See also Section 3.4 for details about the choices made in the construction of H − .
Let us now turn to the construction of H + . We use the existence of a symplectically degenerate minimum. The geometrical characterization of symplectically degenerate minima in Proposition 3.1 and Remark 3.4 imply that we have
• a loop η t of Hamiltonian diffeomorphisms fixing x 0 , which is supported in U and • a system of coordinates ξ on a neighborhood W of x 0 such that the Hamiltonian K generating the flow η −t •ϕ t H has a strict local minimum at x 0 and max t d 2 (K t ) x0 ξ is sufficiently small. The loop η is contractible in the class of loops having identity linearization at x 0 . Let G t s be a Hamiltonian generating such a homotopy η t s normalized by G t s (x 0 ) ≡ 0. We then normalize K by the additional requirement that K t (x 0 ) ≡ c (or equivalently that H = K#G 0 ). Then there exists a function F , depending on the coordinate system ξ, such that
To be more precise, in B r the function F is the negative of a bump function centered at x 0 . Furthermore, F is chosen to differ from H − only by a constant in V \ U . The last condition is needed to have the direct sum decomposition in Proposition 3.5 below for the filtered Floer homology groups of H − and F and to ensure that this decomposition is compatible with the monotone homotopy map for a linear homotopy from H − to F . Outside B R and for p ≤ C, we choose F to be constant. As for H − , we define F to be of the form from Example 2.1, i.e., a positive, non-degenerate quadratic form for p > C, to ensure that F satisfies the growth conditions (H1) and (H2). The coefficients of the quadratic form are fixed such that all functions of the homotopy
This is an isospectral homotopy, i.e., a homotopy such that the action spectrum S(F s ) is independent of s. We define the function H + by
Since η is supported in U , the function G 0 is constant outside U and H + differs from F and H − only by the constant value of G 0 onV \ U . Therefore we also have the direct sum decomposition from Proposition 3.5 for H + . It is compatible with the homomorphism induced by the homotopy F s and the monotone homotopy map for a homotopy from H + to H − .
3.4. The Floer homology of H ± and the monotone homotopy map. Consider the splitting of Floer chain groups into the direct sum
where the first summand is generated by the one-periodic orbits in U . The second summand is spanned by all the remaining orbits.
Proposition 3.5. Let K be a Hamiltonian on M satisfying conditions (H1) and (H2) and let U and V be two open sets such that U ⊂ V . Assume that both U and V are bounded by level sets of K and that K is autonomous on V \ U with not one-periodic orbits in this domain. Then there exists an > 0, depending only on J, the open sets U and V and on K| V \U such that (3.1) gives rise to a direct sum decomposition of homology
whenever the action interval (a, b) is chosen such that b − a < .
This proposition is proven in [He] , using an energy bound along the lines of [Us] , in the situation of an arbitrary symplectic manifold. In the case of a symplectically rational manifold, this direct sum decomposition was proven in [GG2] if K is constant on V \ U . This proof relies on energy bounds for J-holomorphic curves. Here we are going to apply Proposition 3.5 to the functions H ± and F . As the cotangent bundle is symplectically aspherical, we could also have taken those functions to be constant on V \ U and used the direct sum decomposition from [GG2] .
Remark 3.6. This direct sum decomposition generalizes the concept of the local Floer homology. Indeed, if x is an isolated periodic orbit with action c, one can find neighborhoods U and V of x containing no other periodic orbits. Then for a sufficiently small > 0, the summand HF (c− , c+ ) * (K, U ) is exactly the local Floer homology HF * (K, x) of the Hamiltonian K at x. Indeed, for sufficiently small nondegenerate perturbationsK of K, the periodic orbits ofK near x have action in the interval (c − , c + ) and therefore are in this summand of the Floer homology.
In the construction of H − , the constants are chosen such that this proposition can be applied. To be more precise, we first choose some small constant α 0 > 0 such that α 0 /π is irrational. Then we fix the Hamiltonian H − on B r and pick > 0 smaller than the energy bound from Proposition 3.5 for a Hamiltonian linear with slope α 0 on V \ U . Using these choices, we take a sufficiently large order of iteration k as in [Gi2, GG2] . Furthermore, we now fix H − outside B r with slope α = α 0 /k on V \ U . We thus have the direct sum decomposition of filtered Floer homology by Proposition 3.5 for H (k) − . At this point we choose some δ k ∈ (0, /2), depending on k, to ensure that the action intervals (kc + δ k , kc + ) and (kc − δ k , kc + δ k ) are sufficiently small for the direct sum decomposition (3.2).
Thus the proposition applies to the functions H ± and F and we can restrict ourselves to the summand of the Floer homology containing the orbits in U . Since U is contained in a Darboux neighborhood of x 0 , this summand does only depend on the restriction of the function to U and is independent of the ambient manifold.
For the calculation of this part of the Floer homology groups, we refer the reader to [Gi2, GG3] . The functions H − and F are autonomous and generate the inverses
