The use of support vector machines (SVMs) for predicting the location and time of tornadoes is presented. In this paper, we extend the work by Lakshmanan et al.
Introduction
In the literature, automated tornado detection or prediction algorithms such as the tornado-vortex-signature detection algorithm , mesocyclone detection algorithm (MDA; Stumpf et al. 1998) , and MDA þ NSE (near-storm environment) neural networks (NNs; Lakshmanan et al. 2005b) , have been based on analysing tornado 'signatures' that appear in Doppler radar velocity data. However, none of those algorithms was sufficiently skillful. Lakshmanan et al. (2005a) formulated the tornado detection/ prediction problem differently following a spatiotemporal approach. This new approach attempted to estimate the probability of a tornado event at a particular spatial location within a given time window. The time window was set to be 30 min. Based on a real-time test of algorithms and displays concepts of the Warning Decision Support System-Integrated Information (WDSS-II), Adrianto et al. (2005) , noted that users of algorithm information prefer algorithms that show information in terms of spatial extent rather than numerical or categorical information. The reasons for this preference might be that a spatial grid provides a better measure of uncertainty and is more amenable to human interrogation and decision making (Lakshmanan et al. 2005a) . Thus, users would probably prefer a tornado prediction algorithm that provides spatial grids of tornado likelihood to classify radar-observed circulations. The initial work by Lakshmanan et al. (2005a) used only three storm days to extract the spatiotemporal tornado prediction data set. In this paper, we continue the work to use 33 storm days to generate a new data set, introduce some variations, and utilize support vector machines (SVMs) to generate the final spatiotemporal probability field. This approach is then implemented under the WDSS-II platform for displaying the results. The WDSS-II, a LINUX-based system developed by researchers at the University of Oklahoma, and the National Severe Storms Laboratory (NSSL), is composed of various machine-intelligent algorithms and visualisation techniques for weather data analysis and severe weather warnings and forecasting (Hondl 2002) .
The SVM algorithm was developed by Vapnik and has become a powerful method in machine learning, applicable to both classification and regression (Boser et al. 1992 , Vapnik 1998 . Our motivation to use the SVM algorithm in our approach is that this algorithm has been used in real-world applications (Burges 1998 , Joachims 1998 , Brown et al. 2000 and is well known for its superior practical results. Application of SVMs in the field of tornado forecasting has been investigated by Trafalis et al. (2003 Trafalis et al. ( , 2004 Trafalis et al. ( , 2005 using the same data set used by Stumpf et al. (1998) . Trafalis et al. (2003) compared SVMs with other classification methods like NNs and radial basis function (RBF) networks and showed that SVMs are more effective in mesocyclone/tornado classification. Trafalis et al. (2004 Trafalis et al. ( , 2005 then suggested that Bayesian SVMs and Bayesian NNs provide significantly higher skills compared to traditional NNs.
The paper is organised as follows. In Sections 2 and 3, SVMs and skill scores for tornado prediction are explained. Section 4 presents the methodology for solving the spatiotemporal tornado prediction/detection problem. Section 5 shows experimental results. Finally, conclusions are drawn in Section 6.
SVMs
In the case of separating the set of training vectors into two classes, the SVM algorithm constructs a hyperplane that has maximum margin of separation (Figure 1 ). The SVM formulation (the primal problem) can be written as follows (Haykin 1999 ):
where w is the weight vector that is perpendicular to the separating hyperplane, b is the bias of the separating hyperplane, j i is a slack variable, and C is a user-specified parameter which represents a trade off between misclassification and generalisation. Using Lagrange multipliers a i , the dual formulation of the above problem becomes (Haykin 1999) :
Then the optimal solution of problem (1) is given by w ¼ P l i¼1 a i y i x i where a ¼ ða 1 ; . . . ; a l Þ is the optimal solution of problem (2). The decision function is defined as:
From the decision function above, we can see that SVMs produce a value that is not a probability. According to Platt (1999) , we can map the SVM outputs into probabilities using a sigmoid function. The posterior probability using a sigmoid function with parameters A and B can be written as follows (Platt 1999) :
For nonlinear problems, SVMs map the input vector x into a higher-dimensional feature space through some nonlinear mapping F (Figure 2 ) and construct an optimal separating hyperplane (Vapnik 1998 ). Suppose we map the vector x into a feature space vector (F 1 (x), . . . ,F n (x), . . . ). An inner product in feature space has an equivalent representation defined through a kernel function K as K(x 1 , x 2 ) ¼ , F(x 1 ),F(x 2 ) . (Vapnik 1998) . Hence, we can introduce the inner-product kernel as K(x i ,x j ) ¼ , Fðx i Þ; Fðx j Þ . (Haykin 1999) and substitute dot-product , x i ; x j . in the dual problem (2) with this kernel function. In this study, three kernel functions are used (Haykin 1999): (1) linear:
p , where p is the degree of polynomial (3) RBF:
, where g is the parameter that controls the width of RBF. 
Skill scores for tornado prediction
In order to measure the performance of a tornado prediction algorithm, it is necessary to compute scalar skill scores such as the probability of detection (POD), false alarm ratio (FAR), Bias, critical success index (CSI), and Heidke's skill score (HSS), based on a 'confusion' matrix or contingency table (Table 1) . Those skill scores are defined as:
The POD gives the fraction of observed events that are correctly forecast (Wilks 1995) . It has a perfect score of 1 and its range is 0 -1. On the other hand, the FAR has a perfect score of 0 with its range of 0 -1 and measures the ratio of forecast events that are observed to be non events (Wilks 1995) . The Bias calculates the ratio of 'yes' forecasts to the 'yes' observations and shows whether the forecast system is under forecast (Bias , 1) or over forecast (Bias . 1) events with a perfect score of 1 (Wilks 1995) . The CSI is a conservative estimate of skill since it does not consider the correct null events (Donaldson et al. 1975) . The HSS (Heidke 1926 ) is commonly used in the rare event forecasting since it considers all elements in the confusion matrix. It has a perfect score of 1 and its range is 2 1 to 1. Therefore, a classifier with the highest HSS is preferred in this paper.
Methodology
In this section, we describe our formulation for solving the spatiotemporal tornado prediction/detection problem. The main difference between the method by Lakshmanan et al. (2005a) with our approach in this paper is that they converted polar radar data onto equi-latitude -longitude grids, whereas in our approach, we operated directly on the polar data. The polar data provides increased spatial resolution close to the radar. Interpolation to latitude -longitude grids causes substantial loss, especially in the shear fields (see Figure 3) . The latitude -longitude information involves subsampling, so measures such as the shear tend to be inaccurate on those grids. Another significant difference is that we implemented SVMs in this paper, whereas Lakshmanan et al. (2005a) used NNs for the classification method. A schematic diagram for constructing the spatiotemporal tornado prediction with SVMs can be found in Figure 4 .
Radar data
This spatiotemporal tornado prediction/detection used polar radar data from the National Climatic Data Center (http://www.ncdc.noaa.gov). We used 33 storm days consisting of 219 volume scans (subsampled to be 30 min apart) that include 20 tornadic and 13 non-tornadic (null) storm days from 27 different Weather Surveillance Radar 88 Doppler (WSR-88D) radars. Fifteen storm days were chosen for the training/validation set and the rest of them were selected for the independent test set.
Creating the tornado truth field
The MDA ground truth database was used to create the tornado truth field where circulations seen on radar were associated to tornadoes observed on the ground within the next 20 min . In this paper, the method to form the truth field is the same as the one used by Lakshmanan et al. (2005a) where the hand-truth circulations were used as a starting point and the radar circulation locations were mapped at every volume scan to the earth's surface. The difference is that instead of using the Manhattan distance to represent the radius of influence of a ground truth observation, we used the Euclidean distance because it leads to accurate spatial distances ( Figure 5 ). The Manhattan distance is not a distance in three-dimensional space. The increased efficiency of the Manhattan distance was not a concern in this work. In Figure 5 , the movement of the tornadic circulation with time is shown where the longer paths indicate tornadic circulations currently strong on radar while the single circle corresponds to a tornadic circulation that will produce a tornado in 20 min. The F-scale intensity also is shown in Figure 5 , but our target field is a spatial field that has only 1 s for tornadic and 2 1 s for non-tornadic regions.
Since the observed data corresponds only with the current time, the data needs to be corrected in time and space using a linear forecast to indicate where the tornado is likely to happen within the next 30 min, based on current observations. Lakshmanan et al. (2003a) suggested that a linear forecast is quite skillful for intervals up to 30 min.
Tornado possibility inputs
The tornado possibility inputs in our approach were derived from the Level II reflectivity and velocity data. The reflectivity data were cleaned up using a NN (Lakshmanan et al. 2003b) . The cleaned up reflectivity data were then used for the computation of reflectivity gradients ( Figure 6 ). Tornadoes are more likely to occur in the areas of a storm that have tight gradients in reflectivity and are in the lagging region of any supercell structures (Lakshmanan et al. 2005a) . For a storm moving north-east, the north-south gradient direction ( Figure 6 ) is more interesting, since tornadoes are more likely to occur in the south-west region of the storm. The local, linear least squares derivatives technique (Smith and Elmore 2004 ) was implemented to estimate the azimuthal shear and radial divergence from velocity data. Decker (2004) found several rotation signatures in the azimuthal shear composites and discovered that tornadoes are more likely to occur in regions exhibiting high positive shear and high negative shear, and proximate to high reflectivity values. The proximity criteria of the azimuthal shear were defined by morphological dilation (Jain 1989 ) of the positive and negative shear field separately at low and mid levels and searching for areas of overlap. The morphological dilation of reflectivity fields at low level and aloft was also applied in our approach. The morphologically dilated azimuthal shear fields at low level and the morphologically dilated reflectivity fields at low level and aloft are shown in Figures 7 and 8 , respectively.
Fuzzy logic combination
The tornado possibility field was created by aggregating spatial fields of areas with tight gradients in the appropriate directions ( Figure 6 ) and of areas proximate to high positive and negative shear (Figure 7) , as well as, high reflectivity (Figure 8 ) values using a fuzzy logic weighted aggregate. The breakpoints for the aggregates were determined by manual comparison of the spatial fields to the ground truth spatial field, such that, a number of pixels in each tornado would achieve high fuzzy possibility values (Lakshmanan et al. 2005a) . The fuzzy tornado possibility field is shown in Figure 9 .
Classification
In order to create tornado possibility regions, the tornado possibility field was clustered using region growing (Jain 1989) . Each tornado possibility region was compared to the tornado truth field. The region was classified as a tornadic region if a corresponding tornado was observed in the ground truth. For training a classifier, we generated the tabular data (data set) relating the attributes of each region to its tornadic (class 1) or non-tornadic (class 2 1) classification. The attributes were local statistics (average, maximum, minimum, and weighted average) of various spatial/input fields in each region computed from the values at each pixel in the region of those input fields.
The data set contained 2008 tornado possibility regions/data points and 53 attributes (Table 2) extracted from 33 different storm days. This data set was then divided into a training/validation and independent test set in the ratio about 55:45. The training/validation set from 15 storm days (Table 3) contained 902 regions of which 55 (6%) were tornadic. Before training the SVM, the input features were normalised so that the inputs have means of zero and standard deviations of one over the entire data set. With the intention of finding the 'best' support vector classifier that has the highest Heidke's Skill Score, we trained the SVM with the bootstrap validation (Efron and Tibshirani 1993) on the training/validation set with 1000 bootstrap replications so that we had 1000 different combinations of training/validation data. In the bootstrap validation, the training/validation set is divided into two bootstrap sample sets; the first set (bootstrap training set to train the SVM) has n instances drawn with replacement from the original training/validation set, and the second set (validation set to test the SVM) contains the remaining instances not being drawn after n samples where n is the number of data points in the training/validation set (Efron and Tibshirani 1993) . Note that, the probability of an instance not being chosen is (1 2 1/n) n < e 21 < 0.368. Hence, the expected number of distinct instances in the bootstrap training set is 0.632n. Anguita et al. (2000) has shown that the bootstrap validation can be used for selecting SVM classifiers with good generalisation properties. The SVM outputs were then mapped into posterior probabilities using a sigmoid function (Platt 1999) . If the probability is greater than or equal to 0.5, the region is considered tornadic. On the other hand, the region is considered non-tornadic if the probability is less than 0.5. Based on these outputs, the performance of a support vector classifier can be determined by computing scalar skill scores commonly used in the weather forecasting, such as POD, FAR, CSI, Bias, and HSS. 
Experimental results
For SVMs, choosing the C and kernel function parameters that give good generalisation properties was a challenging task. In order to find those parameters, several experiments with the bootstrap validation were conducted using different combinations of kernel functions (linear, polynomial, RBF) and C parameter values. The best support vector classifier was chosen in which the classifier has the highest mean Heidke's Skill Score based on the bootstrap validation results after 1000 replications. The best classifier used the RBF kernel with g ¼ 0.001 and C ¼ 100. This classifier was then tested on test cases drawn randomly with replacement using the bootstrap resampling (Efron and Tibshirani 1993) with 1000 replications on the independent test set. Results of training stage and test run with 95% confidence intervals are shown in Table 5 . The displays of the results are shown in Figures 10 and 11 . In Figure 11 , for example, it can be seen that at region no. 111, the probability of this region being tornadic within the next 30 min is 0.79. In the previous paragraph, it has been explained that the selection of the C and kernel function parameters could influence the performance of our SVM-based tornado prediction algorithm. Another relevant factor that might affect the performance was choosing the attributes or variables for the data set that are important for predicting tornadoes. The attributes in our data set were derived from the level II reflectivity and velocity data from WSR-88D radars. For future research, incorporating more spatial inputs and attributes, such as from NSE data, satellite data, dual-polarisation radar data, and multiple radars data, needs to be investigated. Another challenging task in constructing our tornado prediction algorithm was labelling each tornado possibility region into a tornadic or non-tornadic region. This task was time consuming since we had to compare each region with the tornado truth field manually. In a real-time application, if new data are coming online, we can predict the outcomes using the SVM classifier instantly, but we cannot add the new data directly into the training set since we need to label and compare them with the ground truth. The ground truth data are not available directly because these data are obtained after the locations of tornado events have been examined. Therefore, it would take time to update the SVM classifier with new data points added in the training set.
Comparison of the SVM algorithm with NN and linear discriminant analysis (LDA) algorithms for classification can be seen in Table 6 and Figure 12 . The training/validation set and independent test set for NN and LDA were the same as the ones used for SVM training and testing. The experiments for the NN and LDA were performed in Matlab 7.0 using NN and discriminant analysis toolboxes, respectively. We trained several feed-forward NNs (with different numbers of hidden nodes) on the training set. The TRAINGM (gradient descent with momentum back-propagation) network training function was used with a learning rate of 0.01 and a momentum of 0.9. Training stopped when 5000 epoch was reached. The best NN had four hidden nodes at which the HSS was The mean performance scores after 1000 bootstrap replications and the 95% confidence intervals are reported here. maximum. For LDA, we developed prediction equations on the training set that would discriminate between tornadic and non-tornadic regions. The experimental results on the independent test set were reported with 95% confidence intervals after bootstrapping with 1000 replicates. Note that, if the confidence intervals overlap each other, the skill score difference is not statistically significant. The POD results indicated that the LDA classifier has the highest score compared to the SVM and NN classifiers, but the LDA classifier has the worst score on the FAR. Although having a high POD score, the LDA classifier suffers by a high FAR score which is not preferable since it would predict more 'yes' forecast events that are observed to be non events. Decreasing the FAR score and increasing the POD score at the same time is one of the objectives in weather forecasting. The SVM classifier has the best FAR score but, compared to the NN classifier, the difference was not statistically significant since both confidence intervals for the FAR overlapped. However, the mean difference between the SVM and NN by 0.08 was considered a good indication that the SVM classifier performed better than the NN classifier on the FAR. The Bias scores showed that the LDA classifier (Bias of 2.04 . 1) tends to be over forecast compared to the SVM and NN classifiers that both have the Bias scores The italic scores indicate the best mean scores. The mean performance scores after 1000 bootstrap replications and the 95% confidence intervals are reported here. Figure 11 . Tabular data including the properties and tornado probability value of each tornado possibility region from KTLX at 00:02 on May 4, 1999 UTC. Available in colour online.
close to 1. For the CSI and HSS scores, the SVM classifier has better scores than the NN and LDA classifiers but the differences were not statistically significant since all confidence intervals for the CSI and HSS overlapped. In general, the results of the LDA classifier were considered not as good as the SVM and NN classifiers since the LDA classifier would predict more false alarms because of a high FAR score and have a tendency to be over forecast because of a high Bias score. The results also showed that the SVM classifier performed slightly better than the NN classifier. The main advantage of SVMs compared to NNs is that SVM training always finds a global optimum solution, whereas NN training might have multiple local minima solutions (Burges 1998) . Using NNs on the mesocyclone detection and near storm environment algorithms, Lakshmanan et al. (2005b) achieved a HSS of 0.41 using just the MDA parameters, a HSS of 0.45 using a combination of MDA and NSE parameters, a CSI of 0.29 for the MDA-only NN, and a CSI of 0.32 with both MDA and NSE parameters on an independent test set of 27 storm days. Even though our results are better than theirs, we cannot make a direct comparison since we used different approach and data set. However, our approach shows potential to be more intuitive than other tornado detection or prediction algorithms in terms of spatial extent instead of numerical or categorical information that were used by others. The spatial grids of tornado likelihood provided by our approach to classify radar-observed circulations can help users or weather forecasters in their decision-making process in real-time operations. In addition, using the SVM as the tornado possibility region classifier will provide a good tornado prediction since the SVM classifiers performed well compared to the NN and LDA classifiers. Severe weather warnings are issued by the National Weather Service (NWS) Forecast Office for specified geopolitical boundaries (county-based warnings) where the severe weather will occur within this specified geopolitical boundary during the valid time of the warning (Browning and Mitchell 2002) . Browning and Mitchell (2002) also suggested using the polygon-based warnings for a better warning system. Our approach can be easily implemented in these warning systems since it provides the spatial grids of regions that are likely to be tornadic within the next 30 min.
Conclusions
In this paper, we presented the use of SVMs for predicting tornadoes using a spatiotemporal approach. Our work has established that SVMs can be applied in our formulation successfully. Our approach provides tornado prediction in terms of spatial extent instead of numerical or categorical information which is preferred by users of algorithm information and can be used as guidance for county-based or polygon-based tornado warnings. One of the advantages of our approach is that it may increase the lead time of tornado warning since we estimate the probability that there will be a tornado at a particular spatial location in the next 30 min, while the average lead time of a tornado being predicted by the NWS currently is 18 min. The results are promising, but we need to consider more spatial inputs, for example the NSE data, and other classification methods, such as Bayesian SVMs and Bayesian NNs, that can improve the results. A real-time test of the algorithm needs to be investigated as well in order to evaluate the usefulness of the algorithm in the tornado warning decision-making process. 
