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Artificial intelligence (AI) researchers utilize computers to assist in exploring 
human and animal behavior and in automating tasks that have defied traditional 
algorithmic approaches. This work has led to problems in representing and 
executing alternate models, inference strategies, and control regimes that 
embody uncertainty in representation a d reasoning in a manner that exceeds 
traditional notions of alternative cases or error in choice or computation. 
Uncertainty in AI has been the subject of considerable controversy but 
surprisingly little research. 
Logic-based reasoning is fundamental in AI, and logical possible worlds 
representations are a classical uncertainty model. Much effort has been 
expended in development and automation of methods in modal reasoning, 
second-order and default logics, nonmonotonic reasoning, etc. Yet satisfactory 
computable models remain elusive. Discrete-valued logics require that the belief 
in a statement represented in a system be coarsely quantized, typically two- 
valued (true and false). An arguable view is that the generalization f uncertainty 
of beliefs to include continuous-valued spaces such as the real numbers, 
intervals, and arbitrary sets of numbers is the cornerstone of uncertainty 
research in AI. 
There is a vast body of literature in the philosophy of probability and the 
mathematics of belief, but it has not been obvious how to map results in these 
fields into AI. The papers of Kyburg and Pearl address pecific aspects of this 
problem. Kyburg's paper deals with the suggested use of second-order 
prt abilities as beliefs in the state of an inference process, and Pearl's addresses 
the semantics of interval-valued beliefs in AI systems. 
More general issues in the use of various uncertainty representations are 
presented in the papers of Levitt and of Kanal and Perlis. Levitt suggests criteria 
for selecting between uncertainty models, while Kanal and Perlis argue that 
sophisticated AI systems require the integration of multiple uncertainty models 
into a uniform, but as yet undiscovered, framework. 
For some applications the simple presentation of options or of possible 
solutions is a sufficient output. Yet often the purpose of modeling beliefs in 
situations or inferences i to choose an action in the face of inherent uncertainty 
in the available knowledge. From this point of view, belief models are only one 
mechanism for reasoning in the face of uncertainty, and decision making is the 
end in question. Decision theory, sitting on top of Bayesian inference, is a 
natural candidate for control in AI systems. The infusion of the large literature in 
decision theory and analysis into AI has just begun in the last few years. Horvitz, 
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Breese, and Henrion provide us with a broad view of the use of decision theory 
in AI today. 
More generally, control of AI systems can be regarded as the objective of 
uncertainty models in which formal "decision making" is only one particular set 
of methods for effecting control. Cohen and Day present forceful arguments for 
this stance as well as providing a survey of current AI systems for planning in 
uncertain situations. 
For the last three years, researchers in uncertainty in AI have participated in
an annual workshop rior to the AAAI national conference. The 1987 workshop 
focused on the need for rigor, rather than religion, in choosing and executing 
uncertainty models, and on shifting research from abstract argument to making 
points in the context of real-world applications. The abstracts of the workshop 
represent initial steps in these directions. 
The six full papers in this issue are essentially the contents of panel 
discussions and invited presentations given at the 1987 workshop but not written 
up for the proceedings. I wish to express my thanks to the authors of these papers 
for taking the time to write up their work, and to acknowledge their continuing 
contribution toward building foundations in AI and fostering an atmosphere of
intellectual openness and challenge. 
Tod S. Levitt 
