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Abstract
In this paper we show the extension of the Nonlinear-Diffusion Acceleration (NDA) to geometries
containing small voids using a weighted least-squares (WLS) high order equation. Even though the WLS
equation is well defined in voids, the low-order drift diffusion equation was not defined in materials with a
zero cross section.
This paper derives the necessary modifications to the NDA algorithm. We show that a small change
to the NDA closure term and a non-local definition of the diffusion coefficient solve the problems for voids
regions. These changes do not affect the algorithm for optical thick material regions, while making the
algorithm well defined in optically thin ones. We use a Fourier analysis to perform an iterative analysis to
confirm that the modifications result in a stable and efficient algorithm.
Numerical results of our method will be presented in the second part of the paper. We test this
formulation with a small, one-dimensional test problem. Additionally we present results for a modified
version of the C5G7 benchmark containing voids as a more complex, reactor like problem. We compared
our results to PDT, Texas A&M’s transport code, utilizing a first order discontinuous formulation as
reference and the self-adjoint angular flux equation with void treatment (SAAFτ), a different second
order form. The results indicate, that the NDA WLS performed comparably or slightly worse then the
asymmetric SAAFτ , while maintaining a symmetric discretization matrix.
Keywords — Neutron transport, Weighted Least-Squares, Nonlinear Diffusion Acceleration, Voids,
Fourier analysis
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I. INTRODUCTION
Nonlinear Diffusion Acceleration (NDA) is an effective acceleration technique for the SN source iteration
method [1] in optically thick media. The NDA method is especially of interest for reactor physics problems,
since it is easily adopted to solve criticality problems [2]. Additionally, NDA enforces conservation of particles
for the weighted least-squares (WLS) equation [3, 4] and therefore is an important improvement for the WLS
equation even in non-diffusive cases.
Even though the WLS high-order equation is well defined in voids, the low-order drift diffusion equation
is unbounded for both DSA and NDA. This is caused by the standard diffusion coefficient, having the total
cross section in the denominator. Additionally, the standard way to evaluate the drift vector for the NDA
algorithm leads to another division by zero in voids.
The purpose of this paper is to develop a conservative void-compatible NDA scheme for our WLS
transport formulation. While the previous paper [4] focused on the WLS high-order equation of our High-
Order Low-order (HOLO) system, this paper now describes the extension of the NDA low-order equation for
geometries with small voids. The proposed solution includes the use of a non-local diffusion coefficient [5]
and a combination of current formulations for the drift-vector. The latter is a correction term of the diffusion
equation, which is informed by the full angular flux solution. We present numerical results for test problems
containing voids. The test problems are Reed’s problem, a two region, one-dimensional problem and a
modified version of the C5G7 benchmark [6] with a more complex, reactor like geometry.
In this paper we will perform an iterative analysis with a Fourier analysis and numerical results. The
structure of this paper is as follows: we first introduce the WLS form of the transport equation and the
corresponding NDA scheme [3, 4]. In the following chapter we perform a multi-region Fourier analysis with a
general form of the NDA drift vector. This allows us to study the effect of different closure terms and of the
non-local diffusion coefficient on the convergence rate to ensure a stable and efficient algorithm. We compare
our analytical results to a numerical Fourier analysis to confirm our findings. In Section III we present one
dimensional results and analyze the behavior of WLS NDA in void regions. We use a modified version of the
C5G7 benchmark to test our method on a more complex, reactor like problem. Finally, in the last section we
summarize our findings and draw conclusions.
II. THEORY
II.A. Nonlinear Diffusion Acceleration for WLS
The mono-energetic weighted least-squares (WLS) equation, which we derived previously [4], can be
written as
− ~Ω · ~∇
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where
w ≡ min
(
1
σt
,wmax
)
, (1b)
denotes the weight function with σt the total cross section. The corresponding boundary conditions on the
domain boundary ∂D are
ψ
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ψ(~x,~Ω) is the angular flux with ~x ∈ D, ~Ω ∈ 4pi (4pi represents the entire unit sphere), Ypl
(
~Ω
)
are the spherical
harmonics with σl the scattering cross section moments and q is the distributed source.
The left-hand side of this equation is self-adjoint and decouple for all directions, which makes it
compatible with source iterations. wmax denotes a maximum value for the weight function. This definition
will make the WLS equation well defined in voids and maintain the symmetric positive-definite properties of
the resulting discretized matrix.
The resulting mono-energetic WLS weak form used in this paper is defined as follows: Given a trial
space WD, consisting of continuous basis functions and an angular quadrature
{
~Ωm, ωm
}M
m=1
, the weak form
for a specific direction is as follows: Find ψ∗ ∈WD such that(
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)
D
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w q4pi ,
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(2)
where (
·, ·
)
D
≡
∫
D
dV (3)
is the standard spatial inner product and 〈
·, ·
〉
∂D
≡
∮
∂D
dA (4)
is the corresponding surface integral. We chose to use the optional weak boundary condition over ∂D− the
portion of the boundary for which ~Ω · ~n < 0. The boundary weight function is defined as
f ≡ max
(
σt,
1
h
)
, (5)
where h denotes a characteristic length constant of the boundary cell.
We use an inconsistent, but conservative form of the NDA, which enforces conservation for the whole
system [4]. The NDA drift-diffusion equation is
− ~∇ ·
[
D~∇φ
]
− ~∇ · [αˆφ] + σaφ = q. (6)
where the drift vector
αˆ ≡ 1
φ
(
1
σt
M∑
m=1
ωm~Ωm
(
~Ωm · ~∇ψm
)
−D~∇φ
)
(7)
is an additive correction to Fick’s law [7] and the diffusion coefficient is defined as
D ≡ 13σt . (8)
Multiplying Eq. (6) by a test function φ∗ and integrating over the domain gives the corresponding weak
form. Applying integration by parts on the current term gives(
D~∇φ, ~∇φ∗
)
D
+
(
αˆφ, ~∇φ∗
)
D
+
〈
1
4κφ− J
in, φ∗
〉
∂D
+ (σaφ, φ∗)D = (q, φ
∗)D . (9)
with the vacuum boundary coefficient as
κ ≡ 4
φ
∑
~n·~Ωm>0
ωm
∣∣∣~n · ~Ωm∣∣∣ψm (10)
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II.B. Multi-region Fourier Analysis for NDA
In this section we derive the tool to analyze a general form of the discretized NDA WLS equations.
A measure of the efficiency of an iteration scheme is the error reduction per iteration. For the analysis of
the convergence behavior we consider the isotropic case in an infinite medium. Given the exact scalar flux
solution φ the error is obtained by
δφk ≡ φk − φ. (11)
where δφk denotes the scalar flux error at the kth iteration. The error reduction can be expressed asymptotically
with sufficient large k as
ρ ≡ δφ
k+1
δφk
(12)
with ρ the spectral radius. In practice this is seen after a reasonable number of iterations.
For the infinite homogeneous problem with the total cross section σt and the isotropic scattering cross
section σs, the spectral radius of the unaccelerated source iteration scheme is ρ = c [1], where c denotes the
scattering ratio
c ≡ σs
σt
. (13)
Hence for highly diffusive media with σs ≈ σt, the convergence rate of source iterations is not sufficient for an
efficient use in computational applications.
To investigate the convergence properties of a modified scheme we need to be able to handle multiple
material regions, including void regions. Therefore we derive a numerical Fourier analysis with multiple
regions. This tool uses a Fourier transformation to determine the spectral radius for an iterative technique.
Since the discretization can change the spectral radius, especially for a independently differenced acceleration
formulation [1], we study the one-dimensional discretized equations. For this we assume an infinite periodic
mesh with no assumptions regarding the periodicity of the solution. Figure 1 shows a mesh for a problem
with two material regions and 2 cells per region. The mesh extends infinitely beyond the section shown,
repeating the same structure. Nevertheless we do not assume the solution is periodic. The solution has the
form of a vector, i.e. four variable types, multiplied by a complex exponential depending on the position on
the whole, infinite mesh. The exponential allows the solution to be non-periodic.
1 1
hh
Φ2^Φ1^ Φ3^ 2 2Φ4^ Φ1^
h h
Φ3^ 2 2Φ4^
h h
Fig. 1. Section of an infinite mesh for the Fourier analysis with 2 regions and 4 periodic cells.
II.B.1. High-order equation
First we consider the high order WLS equation to be able to derive the NDA closure terms. The
one-dimensional, isotropic equation for WLS, Eq. (1), in the weak form at iteration index k is [4](
wµ ∂
∂x
ψk+
1
2 , µ
∂
∂x
ψ∗ + σtψ∗
)
D
+
(
wσtψk+
1
2 , µ
∂
∂x
ψ∗ + σtψ∗
)
D
=
(
wcσt2 φ
k, µ
∂
∂x
ψ∗ + σtψ∗
)
D
+
(
w q2 , µ
∂
∂x
ψ∗ + σtψ∗
)
D
(14)
with the scattering cross section
σs = cσt. (15)
Using the problem’s exact solution ψ with
ψ = ψk + δψk (16)
5
where δψk is the error in the kth iteration and subtracting it from Eq. (14) gives the WLS equation for the
error(
wµ ∂
∂x
δψk+
1
2 , µ
∂
∂x
ψ∗
)
D
+
(
wµ ∂
∂x
δψk+
1
2 , σtψ
∗
)
D
+
(
wσtδψk+
1
2 , µ
∂
∂x
ψ∗
)
D
+
(
wσtδψk+
1
2 , σtψ
∗
)
D
=
(
wcσt2 δφ
k, µ
∂
∂x
ψ∗
)
D
+
(
wcσt2 δφ
k, σtψ
∗
)
D
. (17)
We apply first order continuous finite elements with the cell index i, where integer indices indicate the
interior of a cell, while half indices denote the mesh vertices, and obtain(
µ2
(
wi
hi
+ wi+1
hi+1
)
+ µ (wiσt,i − wi+1σt,i+1) +
wiσ2t,ihi
3 +
wi+1σ2t,i+1hi+1
3
)
ψ
k+ 12
i+ 12
+
(
−µ
2wi
hi
+
wiσ2t,ihi
6
)
ψ
k+ 12
1− 12
+
(
−µ
2wi+1
hi+1
+
wi+1σ2t,i+1hi+1
6
)
ψ
k+ 12
1+ 32
=
(
µ
wiciσt,i
4 +
wiciσ2t,ihi
12
)
φki− 12 +
(
−µwi+1ci+1σt,i+14 +
wi+1ci+1σ2t,i+1hi+1
12
)
φki+ 32
+
(
µ
wiciσt,i − wi+1ci+1σt,i+1
4 +
wiciσ2t,ihi
6 +
wi+1ci+1σ2t,i+1hi+1
6
)
φki+ 12
. (18)
Based on the Fourier ansatz
δψ (x, µ) =
∫ ∞
0
ψˆ (λ, µ) eıˆλσtx dλ (19)
we use the following discrete ansatz
ψki+ 12
=
∫ λmax
0
ψˆki+ 12
(λ, µ) eıˆλxi+12 dλ (20)
where λmax is the maximal frequency supported by the mesh. The corresponding flux moments are
φˆki+ 12
(λ) =
∫ 1
−1
ψˆki+ 12
(λ, µ) dµ (21)
Jˆki+ 12
(λ) =
∫ 1
−1
µψˆki+ 12
(λ, µ) dµ (22)
ξˆki+ 12
(λ) =
∫ 1
−1
µ2ψˆki+ 12
(λ, µ) dµ. (23)
The periodic geometry gives
ψˆki+ 12
(λ, µ) = ψˆki+ 12+N (λ, µ) (24)
where N denotes the number of cells after which the geometry is repeated. As mentioned above, this condition
does not require the solution for a specific frequency λ to be periodic within N cells due to the complex
exponential. Substituting the ansatz into Eq. (18) gives an equation for a specific frequency λ. Using the
definitions in Eq. (20), Eq. (18) can be written as matrix equation
A ~ˆψk+ 12 = B~ˆφk (25)
with the solution
~ˆ
ψk+
1
2 = A−1B~ˆφk (26)
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where A is the streaming and collision matrix with the entries for i = 1 . . . N, m = 1 . . .M (index si =
m ·N + (i mod N))
asisi−1 = wi
(
−µ
2
m
hi
+
σ2t,ihi
6
)
e−ıˆλhi (27a)
asisi = wi
(
µ2m
hi
+ σt,iµm +
σ2t,ihi
3
)
+ wi+1
(
µ2m
hi+1
− µmσt,i+1 +
σ2t,i+1hi+1
3
)
(27b)
asisi+1 = wi+1
(
− µ
2
m
hi+1
+
σ2t,i+1hi+1
6
)
eıˆλhi+1 (27c)
and B the scattering matrix for i = 1 . . . N,m = 1 . . .M (with the indices si = m · I+ i and ti = (i mod N))
bsiti−1 = wi
(
µm
ciσt,i
4 +
ciσ
2
t,ihi
12
)
e−ıˆλhi (28a)
bsiti = wiciσt,i
(
µm
4 +
σt,ihi
6
)
+ wi+1ci+1σt,i+1
(
−µm4 +
σt,i+1hi+1
6
)
(28b)
bsiti+1 = wi+1
(
−µm ci+1σt,i+14 +
ci+1σ
2
t,i+1hi+1
12
)
eıˆλhi+1 . (28c)
The SN angular discretization gives for the scalar flux Eq. (21)
φˆki+ 12
=
M∑
m=1
ωmψˆ
k
i+ 12 ,m
(29)
which is written in vector form
~ˆ
φk+
1
2 = W0 ~ˆψk+
1
2
= W0A−1B~ˆφk (30)
where W0 is the zeroth moment angular quadrature matrix. Accordingly, the neutron current Eq. (22) is
~ˆ
Jk+
1
2 = W1 ~ˆψk+
1
2
= W1A−1B~ˆφk (31)
and the second moment Eq. (23) is
~ˆ
ξk+
1
2 = W2 ~ˆψk+
1
2
= W2A−1B~ˆφk (32)
with W1 and W2 the first and second moment angular quadrature matrices, respectively.
The spectral radius for source iterations with WLS transport is the absolute value of the eigenvalue
with the largest magnitude of the systems matrix in Eq. (30) with φk+1 = φk+ 12 . It can be easily found using
numerical libraries such as SciPy [8]. The results confirm a spectral radius of c for standard source iterations.
II.B.2. Low order equation
Using the derivation of the NDA the closure term of the drift-diffusion equation contains the Eddington
form of the neutron current (Eq. (7)). This is problematic in voids because of the total cross section in the
7
denominator. The consistent NDA derivation for the SAAFτ equation [9] contains the Eddington form and
the direct form of the neutron current, weighted by a function τ (σt)
αˆk+
1
2 = 1
φk+
1
2
(
τ
M∑
m=1
~Ωm
(
~Ωm · ~∇ψk+
1
2
m
)
−
[
(1− τσt) ~J k+ 12
]
−D~∇φk+ 12
)
. (33)
Both expressions can be expressed using a general, linearized drift vector
αˆk+
1
2φk+1 = p
σt
ξk+
1
2 − p˜Jk+ 12 −D ∂
∂x
φk+
1
2 (34)
where p and p˜ are weights depending on the specific formulation of the drift closure. With this, the general,
linearized low-order error equation becomes(
D ∂
∂x
δφk+1,
∂
∂x
φ∗
)
D
+
(
(1− c)σtδφk+1, φ∗
)
D
= −
(
p
σt
∂
∂x
δξk+
1
2 ,
∂
∂x
φ∗
)
D
+
(
p˜δJk+
1
2 ,
∂
∂x
φ∗
)
D
+
(
D ∂
∂x
δφk+
1
2 ,
∂
∂x
φ∗
)
D
(35)
with the finite-element discretization(
Di
hi
+ Di+1
hi+1
+ (1− ci)σt,ihi3 +
(1− ci+1)σt,i+1hi+1
3
)
φk+1
i+ 12
+
(
−Di
hi
+ (1− ci)σt,ihi6
)
φk+1
i− 12
+
(
−Di+1
hi+1
+ (1− ci+1)σt,i+1hi+16
)
φk+1
i+ 32
= −
((
pi
σt,ihi
+ pi+1
σt,i+1hi
)
ξ
k+ 12
i+ 12
− pi
σt,ihi
ξ
k+ 12
i− 12
− pi+1
σt,i+1hi+1
ξ
k+ 12
i+ 32
)
+ p˜i2
(
δJ
k+ 12
i− 12
+ δJk+
1
2
i+ 12
)
− p˜i+12
(
δJ
k+ 12
i+ 12
+ δJk+
1
2
i+ 32
)
+
((
Di
hi
+ Di+1
hi+1
)
φ
k+ 12
i+ 12
− Di
hi
φ
k+ 12
i− 12
− Di+1
hi+1
φ
k+ 12
i+ 32
)
. (36)
Using the Fourier ansatz Eqs. (21) to (23) we can write this as vector equation
C~ˆφk+1 = E~ˆφk+ 12 + F (p˜) ~ˆJk+ 12 +G (p) ~ˆξk+ 12 (37)
with the entries of the diffusion matrix C for i = 1 . . . N
cii−1 =
(
−Di
hi
+ (1− ci)σt,ihi6
)
e−ıˆλhi (38a)
cii =
Di
hi
+ Di+1
hi+1
+ (1− ci)σt,ihi3 +
(1− ci+1)σt,i+1hi+1
3 (38b)
cii+1 =
(
−Di+1
hi+1
+ (1− ci+1)σt,i+1hi+16
)
eıˆλhi+1 , (38c)
for the zeroth moment drift matrix E
eii−1 = −Di
hi
e−ıˆλhi (39a)
eii =
Di
hi
+ Di+1
hi+1
(39b)
eii+1 = −Di+1
hi+1
eıˆλhi+1 (39c)
and for the first moment drift matrix F
fii−1 =
p˜i
2 e
−ıˆλhi (40a)
fii =
p˜i
2 −
p˜i+1
2 (40b)
fii+1 = − p˜i+12 e
ıˆλhi+1 . (40c)
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TABLE I
Weight factors for the different current formulations for the general drift vector.
Formulation p p˜
Eddington 1 0
Current 0 1
Combined τˆ 1− τˆ
τ σtτ 1− σtτ
Finally we get for the second moment drift matrix G
gii−1 =
pi
σt,ihi
e−ıˆλhi (41a)
gii = − pi
σt,ihi
− pi+1
σt,i+1hi+1
(41b)
gii+1 =
pi+1
σt,i+1hi+1
eıˆλhi+1 . (41c)
Substituting Eqs. (30) to (32) into Eq. (37) and with the angular flux solution in Eq. (26) gives
~ˆ
φk+1 = C−1
(
EW0 + F (p˜)W1 +G (p)W2
)
A−1B~ˆφk (42)
The spectral radius of the acceleration scheme can be found as the absolute value of the eigenvalue with the
largest magnitude of the system matrix in Eq. (42).
II.C. Drift vector formulations
All the formulation for the general, linearized drift vector that we considered can be found in Table I.
The weight function for the combined formulation is defined as
τˆ ≡
{
1, σth ≥ ζˆ
0, σth < ζˆ
(43)
with ζˆ = 10−2 and for the τ -formulation based on the NDA for SAAFτ [9] as
τ ≡
{
1
σt
, σth ≥ ζ
h
ζ , σth < ζ
(44)
with ζ = 0.5. ζˆ and ζ are parameters of the formulations with their default values.
First we compared these formulations in the case of an infinite, homogeneous medium with c = 1. The
spectral radii for the Eddington, Current and Combined formulation are shown in Fig. 2. The results indicate
clearly, that the Current formulation has a loss of efficiency for optical thick cells, while the Eddington
formulation actually increases the convergence for optical thick cells. In the optical thin regime, these
two formulations show the same spectral radius. The difference between the two formulations arise from
the discretization of the drift-vector. Equation (40) will result for a homogeneous medium in a two point
derivative, skipping the center node, whereas Eq. (41) gives a three point discretization. The two point scheme
is known to be problematic for high frequency modes, resulting in a decrease of convergence. From these
observations we derived the Combined formulation, combining the advantages of the other two formulations.
These advantages are the better convergence of the Eddington form for optical thick cells and the better
conditioning for voids and near voids of the Current form. The spectral radius of the Combined formulation
is also shown in Fig. 2. The parameter ζˆ = 10−2 was chosen, so the switch between the two formulations is
sufficient away the increase of the Current formulation, but without the Eddington formulation being already
ill-conditioned.
The spectral radius of the τ -formulations as a function of the parameter ζ is shown in Fig. 3 for the
infinite, homogeneous case. The spectral radius is dependent on ζ, and for ζ > 0.1 the results showed an
increase spectral radius around a cell width of one mean-free path [9].
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Fig. 2. Spectral radius for c = 1 as function of the optical cell thickness for the Eddington, Current and
Combined NDA formulations in an infinite homogeneous material.
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Fig. 3. Spectral radius for c = 1 as function of the optical cell thickness and the threshold parameter ζ for
the τ formulation in an infinite homogeneous material.
II.D. Diffusion coefficient in voids
The classical formulation of the diffusion coefficient (Eq. (8)) is unbounded in voids. If we consider
Eq. (6), we see that in the case of spatial and iterative convergence the diffusion terms cancel, however the
diffusion coefficient has a strong influence on the spectral radius as shown in Fig. 4. In this figure we varied
the factor 1/3 of the diffusion coefficient for an optically thin and an optically thick case, and calculated the
corresponding spectral radius. In this plot, dotted lines indicate the absolute value of a negative eigenvalues,
which means the error (Eq. (11)) oscillates around the exact solution. The result showed that diffusion
coefficients larger than the local diffusion coefficient slowly increase the spectral radius. For smaller diffusion
coefficients the increase of the spectral radius is rapid with small variations from the optimal value. Therefore
we need a method to obtain a diffusion coefficient for voids with only slight effects on the diffusion coefficient
for material regions.
We chose to use a non-local definition of the diffusion coefficient, which is close to the local diffusion
coefficient in optical thick cells and well limited in optical thin cells. The derivation was first proposed by
Morel [5, 10] and later studied by Larsen and Trahan [11, 12] and Schunert [13]. Larsen and Morel [14]
extended the theory recently to anisotropic scattering.
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The non-local diffusion coefficient is a 3× 3 tensor
D ≡ 14pi
∫
4pi
~Ω
∫ `(x,−~Ω)
0
e−
∫ s
0
σt(x−s′~Ω) ds′~Ω d~Ω (45)
where ` is the distance to the boundary in direction ~Ω. With the line integral operator
(
~Ω · ~∇+ σt
)−1
, which
can be found for an arbitrary function h using the method of characteristics as(
~Ω · ~∇+ σt
)−1
h
(
x, ~Ω
)
=
∫ `(x,−~Ω)
0
e−
∫ s
0
σt(x−s′~Ω) ds′g
(
x− s~Ω
)
ds (46)
this equation can be expressed as
Dij ≡ 14pi
∫
4pi
(
~Ω · ~ei
)(
~Ω · ~ej
)
g
(
~Ω
)
d~Ω. (47)
In this equation g
(
~Ω
)
is the solution to an auxiliary transport problem
~Ω · ~∇g + σtg = 1 (48a)
with the vacuum and reflective boundary conditions (~ΩR is the reflected angle for ~Ω)
g
(
xb, ~Ω
)
= 0, ∀xb ∈ ∂DV, ~Ω · ~n < 0 (48b)
g
(
xb, ~Ω
)
= g
(
xb, ~ΩR
)
, ∀xb ∈ ∂DR, ~Ω · ~n < 0. (48c)
This equation can be easily solved using any technique to solve a transport equation. In this study we obtain
the non-local diffusion tensor from a WLS solve. Morel proposed originally reflective boundary conditions for
the whole problem, however in this paper the actual boundary conditions of the problem were used. Note
that the equation does not have a scattering source, therefore no source iterations are necessary. The result is
well defined in finite voids.
For an infinite homogeneous medium, the non-local diffusion coefficient reduced to the classical local
diffusion coefficient. This can easily be shown by using the equilibrium solution
g = 1
σt
(49)
in Eq. (47). The result is a matrix with the local diffusion coefficient on the main diagonal and all other
entries zero.
An example for the non-local diffusion coefficient is shown in Fig. 5. The non-local diffusion coefficient
is well limited in voids, but the actual value is dependent on the adjacent material regions. If the regions
next to a void are optical thin, the value is larger than next to optical thick regions. For optical thick regions
the non-local diffusion coefficient settles fast to the value of the local coefficient. In optical thin regions, this
equilibrium is not reached.
It is of interest how the non-local diffusion coefficient compares in voids to other possible coefficient.
One alternative is to limit the use of the non-local diffusion coefficients to optically thin regions. The resulting
diffusion coefficient is referred to as the joined coefficient and defined as
D ≡
{
Dlocal σth ≥ ζD
Dnonlocal σth < ζD
. (50)
We chose ζD < 10−3 for our test cases, since for this setting the void region always uses the non-local and
the material region always uses the local diffusion coefficient. All larger ζD would give a combination of
these results and the pure non-local case (ζD =∞). The third option is to limit the local diffusion coefficient
Eq. (8) by
D = min
(
1
3σt
,Dmax
)
(51)
where Dmax is a constant. We refer to this as the limited diffusion coefficient. We considered several cases for
Dmax up to 1000.
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II.E. Analysis of heterogeneous test problems for NDA schemes
The combination of the non-local diffusion coefficient and either one of the three drift-vector formulations
Current, Combined or τ allows us now to use the NDA in regions with voids. The heterogeneous Fourier
analysis is now used to study the effects of void regions on the convergence and stability of the NDA algorithm
with these modifications. For this purpose we used four test cases shown in Table II. Each case consists
of four cells with cell width h. The geometry is periodic, but we don’t assume a periodic solution. For all
test cases the cell size h was varied in a range from 10−3 cm to 103 cm. For every h, the eigenvalue for
200 frequencies between λ = 10−4 and λ = pi were calculated. To resolve the eigenvalues for small h better,
more points were calculated for smaller λ, where the spectral radius peaks with a sharp peak (see Fig. 8 in
Section II.F). To prevent numerical instabilities, the lower cutoff for λ was raised for larger cell thicknesses h,
since the peak shifts towards higher frequencies. The non-local diffusion coefficient was calculated using a
WLS solver on the same mesh.
The results for all void cases (Table II) using the three schemes are shown in Fig. 6. For all c the
Combined formulation (Fig. 6(b)) showed a smaller spectral radius than the Current formulation (Fig. 6(a)).
Nevertheless also the spectral radius of the Combined formulation goes to one for large h and c = 1. However,
reducing the scattering ratio only to c = 0.9999 reduced the maximum spectral radius significantly as shown
in Table III. The τ scheme using a WLS transport solution was not unconditionally stable as shown in
Fig. 6(c). Based on these results, the combined current formulation is the best choice for the NDA WLS in
voids. It provides unconditionally stable and efficient acceleration for all physical relevant problems. The
small oscillations for small h are results of the algorithm not finding the highest eigenvalue due to small peaks.
Table IV shows the spectral radii for the different diffusion coefficients, Eqs. (50) and (51), in the void
test cases (Table II). For pure scatterers, all coefficients resulted in a spectral radius of close to 1. The higher
limited coefficients had a lower spectral radius in the intermediate h range, but increased toward ρ = 1 earlier
than the non-local coefficient. For c = 0.9999 the non-local coefficient was significantly better than the limited
schemes. However for c ≤ 0.9 the other schemes started to perform better or equal than the pure non-local
coefficient as can be seen. But in these cases the spectral radii for the non-local cases were well below 0.4,
which results in an efficient acceleration anyways.
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TABLE II
Void test cases for the periodic two region Fourier analysis, each region uses 2 cells.
Case Region 1 Region 2
a σt,1 = 1.0 1cm c1 = 1.0 σt,2 = 0.0
1
cm c2 = 0.0
b σt,1 = 1.0 1cm c1 = 0.9999 σt,2 = 0.0
1
cm c2 = 0.0
c σt,1 = 1.0 1cm c1 = 0.99 σt,2 = 0.0
1
cm c2 = 0.0
d σt,1 = 1.0 1cm c1 = 0.9 σt,2 = 0.0
1
cm c2 = 0.0
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TABLE III
Eigenvalues with the largest magnitude for the void test cases for the NDA formulations (Table II) using the
non-local diffusion coefficient WLS transport solves.
Case c Current Combined τ
a 1.0000 0.9947 0.9939 -9910.0000
b 0.9999 0.9357 0.6468 -313.1000
c 0.99 0.8540 0.4625 -11.3900
d 0.9 0.6159 0.3658 -1.2360
TABLE IV
Comparison of the eigenvalues with the largest magnitude for the void test cases with the combined NDA WLS
formulation (Table II) using the non-local, joined and limited diffusion coefficients with different parameters.
Case c Non-Local Limited local
ζD =∞ 10−3 Dmax = 1 cm 10 cm 100 cm 1000 cm
a 1.0000 0.9939 0.9939 1.0270 0.9988 0.9990 0.9990
b 0.9999 0.6468 0.6660 0.9521 0.8947 0.9644 0.9885
c 0.99 0.4625 0.5354 0.6572 0.4491 0.7223 0.8870
d 0.9 0.3658 0.3267 0.3301 0.1944 0.4092 0.6564
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Fig. 6. Spectral radii for the void test cases (Table II) using the non-local diffusion coefficient for the NDA
schemes and a WLS high order solution.
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Fig. 6. Continued.
For optical thick cells and pure scatterers the void-compatible NDA scheme loses effectiveness. This is
caused by an interface between an optically very thick cell and a very thin cell. To improve convergence we
studied the effect of introducing cells of intermediate optical thickness. The last interface cells in the material
on both sides were increasingly refined towards the void, creating a series of cells with decreasing optical
thickness towards the void region. Every level of feathering means that the cells next to the void is divided
by two, hence a level three feathering produces an interface with cells of σth/2, σth/4 and two with σth/8
thickness. In this study we modified the cross section to maintain a regular mesh. Figure 7 shows that this
procedure moved the practical optical thickness, for which the scheme lost effectiveness to optically thicker
cells. This, however, came with the price of having more spatial cells in the problem. The implemented
feathering scheme was only intended for a test and is by no means optimal.
Nevertheless, the test showed that the use of the non-local diffusion coefficient can lead to unstable
systems (Fig. 7(a)) if the coefficient was calculated on a mesh that is not sufficiently refined. Using the
WLS transport equation resulted in oscillations at the void-material interface in the diffusion coefficient for
unresolved thick cells, which became negative for thicknesses between 10 and 100, degrading the convergence
rate. This results was expected, since the diffusion coefficient is being inaccurately computed. Using the
joined diffusion coefficient (Eq. (50)), these oscillations can be eliminated and the scheme converges again
as can be seen in Fig. 7(b). This shows the importance to obtain a good approximation of the non-local
diffusion coefficient.
II.F. Numerical Fourier Analysis
To verify our finding we use a numerical code to obtain the spectral radii and compare it to the values
obtained from the Fourier analysis. Since the NDA method is a non-linear method, it is not possible to use
the traditional method to converge against a zero solution. Hence we introduce a source q = σa to obtain a
constant solution φ = 1 everywhere in the problem. This limits the number of iterations we can perform
before having problems with machine accuracy. especially for small spectral radii. The calculations were
randomly initialized with values uniformly distributed between 0 and 10 to cover all frequencies. Of interest
were the number of iterations after which the error was reduced by a factor of 10−6 to the initial random guess
and the spectral radius, which was obtained as the ratio of the errors of the last iteration to the previous
iteration. We ran 10 samples for every case and took the average over these for the spectral radii and the
number of iterations to limit the influence of a specific initial guess.
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Fig. 7. Spectral radius for c = 1 as function of the cell thickness for different levels of feathering using the
nonlocal and the joined diffusion coefficient (dotted line indicates negative eigenvalues).
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TABLE V
Average computational spectral radii using the Eddington formulation for the infinite Fourier analysis with
c = 0.9999 compared to the analytical Fourier analysis with all frequencies (Analytic) and with frequencies
restricted to the supported ones on the corresponding mesh (Restricted).
Cell Analytic 100 Mesh Cells 1000 Mesh CellsThickness Restricted Numerical Restricted Numerical
0.001 0.2236 0.0066 0.0063 0.1649 0.1634
0.01 0.2246 0.1631 0.1566 0.2246 0.2144
0.1 0.2246 0.2246 0.2124 0.2246 0.2135
1 0.2246 0.2246 0.2189 0.2246 0.2193
10 0.0289 0.0289 0.0255 0.0289 0.0260
100 0.0003 0.0003 0.0002 0.0003 0.0002
1000 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001
The periodic boundary condition requires that on a mesh with N cells the scalar flux satisfies the
condition
φ0 = φN+1. (52)
This limits the frequencies a mesh with the regular size h can support, since for all frequencies λ must then
hold
φ0 = φN+1eıˆλNh
= φ0eıˆλNh, (53)
which is only true if
λ = kpi
Nh
k ∈ N0. (54)
Therefore a mesh with N cells has only discrete frequencies, but the analytic Fourier analysis gives the
spectral radius over all frequencies. To obtain a better comparison between the analytic and the numerical
Fourier analysis, we restricted the frequencies in the analytic Fourier analysis to the frequencies supported by
the selected mesh. Table V shows the comparison of the spectral radii from the analytic Fourier analysis with
all frequencies (Analytic) to the restricted analytic and the average computational spectral radii for several
mean free path on two different meshes. The results show a good agreement between the restricted spectral
radii and the observed ones for both meshes. Furthermore the fine mesh with 1000 cells agrees well with
the analytic Fourier analysis except for the smallest h. The coarser mesh has larger differences for small cell
thicknesses h ≤ 0.01. The reason that the restricted and numerical spectral radii for small h is smaller than
the predicted is that the eigenvalue peak for these cases is limited to a small range of frequencies as shown in
Fig. 8. The discrete frequencies cannot resolve these small peaks.
The comparison between the spectral radii and average number of iterations for the Eddington and
Current formulation, using the fine mesh with 1000 cells, can be seen in Table VI. The numerical analysis
clearly showed the predicted increase of the spectral radius for optical thick cells for the Current formulation.
Note that for c = 0.9999 the spectral radius of the Current formulation does not go asymptotically towards
one as it does for c = 1, but peaks at approx. h = 10 and goes to zero for optical very thick cells. The results
demonstrates that this increase in the spectral radius causes the a number of required iterations to be two
magnitudes larger than for the Eddington formulation.
We performed the same calculations for test case b (Table II), a void case with a scattering region with
c = 0.9999 using the Combined Formulation with the non-local diffusion coefficient. We used 2000 cells for
the periodic problem, 2 cells per region as we did for the analytic Fourier analysis and repeated this 500
times to obtain a decent sized mesh. Again we ran 10 samples and took the average. The results as shown
in Table VII showed good agreement to the predicted spectral radii except for h = 100. At this thickness
the numerical spectral radius was significantly higher than the analytical, which cannot be explained by the
limitation of frequencies. However the cells are too thick for a reliable calculations of the non-local diffusion
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TABLE VI
Average computational spectral radii and average number of NDA iterations for the infinite Fourier analysis
with c = 0.9999 compared to the analytical Fourier analysis for the Eddington and Current Formulation on a
mesh with 1000 Cells.
Cell Eddington Current
Thickness Analytic Numerical Iterations Analytic Numerical Iterations
0.001 0.2236 0.1634 4.6 0.2236 0.1630 4.5
0.01 0.2246 0.2144 6.0 0.2246 0.2123 5.9
0.1 0.2246 0.2135 6.3 0.2259 0.2143 6.2
1 0.2246 0.2193 7.0 0.3723 0.3651 10.0
10 0.0289 0.0260 3.0 0.9602 0.9590 202.6
100 0.0003 0.0002 2.0 0.7996 0.7943 39.1
1000 < 0.0001 < 0.0001 1.0 0.0385 0.0346 3.0
TABLE VII
Average computational spectral radii and average number of NDA iterations for the two region void problem
with c = 0.9999 (Case 4b, Table II) for Combined Formulation using the non-local and the joined diffusion
coefficient compared to the corresponding analytical Fourier analysis.
Cell Non-local Coefficient Joined Coefficient
Thickness Analytic Numerical Iterations Analytic Numerical Iterations
0.001 0.2233 0.1769 4.3 0.4777 0.1258 3.7
0.01 0.2245 0.2119 5.8 0.4781 0.3277 6.6
0.1 0.2268 0.2142 6.0 0.4799 0.4671 10.8
1 0.4070 0.4267 11.3 0.5751 0.5661 18.0
10 0.4785 0.4531 14.1 0.5452 0.5379 16.6
100 0.6484 0.7867 29.1 0.6377 0.6297 21.0
1000 0.0413 0.0339 4.0 0.0413 0.0340 4.0
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coefficient, which gave negative results in the material region, causing a degrading of convergence. To prove
this, the diffusion coefficient was switched to the joined diffusion coefficient (Eq. (50)) with ζD = 10−3. This
used the local diffusion coefficient in the material region and hence avoids the increase in the spectral radius
as can be seen in the right half of Table VII. Since the non-local diffusion coefficient is constant in the void
region, the result in the void can be used without problems.
III. NUMERICAL RESULTS
III.A. Reed’s Problem
0 1 2 3 4 5 6 7 80
1
2
3
σt,1 = 50
q1 = 50
σt,2 = 5 σt,3 = 0
σt,4 = 1
σs,4 = 0.9999
q4 = 1
σt,5 = 1
σs,5 = 0.9999
x [ cm ] (64 cells)
Sc
al
ar
flu
x
φ
[
1
cm
2
s]
Reference
NDA WLS
NDA SAAFτ
Fig. 9. Solution for the modified Reed’s problem with NDA SAAFτ and NDA WLS. Comparison to a highly
refined WLS reference solution. (Cross sections in 1cmand source strengths in
n
s ).
To test the void NDA modifications, we used a slightly modified version of Reed’s problem, a well
known test problem containing a void region and a highly diffusive region. The Rattlesnake calculations
used both NDA schemes: the NDA WLS and the NDA SAAFτ [9]. The results are shown in Fig. 9 and the
relative error in the scalar flux can be seen in Fig. 10. Both schemes have large errors in the absorber region.
These are mainly due to by the rapid variation of the scalar flux in that region. In the void region the NDA
WLS solution shows a non-constant flux and an incorrect magnitude. This affects the adjacent scattering
region. The NDA SAAFτ solution showed small oscillations at the void’s left boundary and a decrease in the
scalar flux only in the leftmost cell in the void. These inaccuracies in both NDA WLS and NDA SAAFτ
disappear with increasing mesh refinement. Both schemes needed 16 nonlinear Picard iterations to reduce
the error between two consecutive low order solutions below the relative error tolerance of 10−10.
The drift vectors from both WLS and SAAFτ agree well as can be seen in Fig. 11, except for the left
cells in the void region. The SAAFτ drift vector has oscillation on the left side of the void region. The WLS
drift vector is constant throughout the void region.
III.B. Two region problem with void
To further investigate the non-constant flux of the NDA WLS solution in the void region as shown in
Fig. 9 we simplified the problem to an one dimensional two region problem. The left half of the problem
contains a void (σt,1 = 0 1cm ), while the right side contains a strong absorber (σt,2 = 10
1
cm ). On the left
boundary is an incident isotropic flux φinc = 1.0 1cm2s . The problem is 2 cm wide with xL the left boundary,
xR the right boundary and xI = 1 cm the interface between the void and the absorber. We study this pure
absorber problem even though no NDA iterations or acceleration are required to obtain the solution. However,
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Fig. 10. Relative error for the modified Reed’s problem with NDA SAAFτ and NDA WLS to the WLS
reference solution.
the low-order equation also ensures conservation for the WLS scheme, so it is reasonable to use it in the case
of zero or small scattering ratios. Additionally, we avoided feedback from the low-order equation into the
transport equation because of no scattering and were able to isolate the effects of the low-order equation.
This problem uses a mesh with a large grid size. We picked the coarse mesh for two reasons, first to
make the problem obvious. The same problem occurs in finer meshes or with smaller cross sections, but the
error is much smaller. Using a coarse mesh makes the error big enough to be seen easily. The second reason
is, that it is of interest how a method behaves for coarse cells, because in large geometries not all interfaces
can be appropriately resolved.
It is easy to obtain an analytic solution to this simple problem [15]. The analytical solution in the void
with an isotropic incoming flux on the left boundary is given by
φ1 (x) =
φinc
2 (55a)
where the subscript 1 stands for the void left half of the problem and for the absorption region
φ2 (x) =
φinc
2 E2 (σt (x− xI)) (55b)
with subscript 2. En is the exponential-integral function
En (x) ≡
∫ ∞
1
e−xt
tn
dt. (56)
With the analytic solution it is possible to calculate the drift vector αˆ analytically
αˆ1 (x) = −12 (57a)
αˆ2 (x) = − 1E2 (σt (x− xI))
([
1
2E3 (σt (x− xI))
]
−D2 (x) [E1 (σt (x− xI))]
)
. (57b)
The analytic non-local diffusion coefficient has the form
D1 (x) =
xI − xL
2 +
1
2σt
(
1
3 − E4 (σt (xR − xI))
)
(58a)
D2 (x) =
1
3σt
− 12σt
(
E4 (σt (xR − x)) + E4 (σt (x− xI))
)
+ xI − xL2 E3 (σt (x− xI)) (58b)
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Fig. 11. Drift vectors from the WLS and SAAF transport calculation for the modified Reed’s problem.
where the void part is only dependent on the width of the void plus the boundary inflows. For the absorber
region the coefficient is the classical diffusion coefficient with a correction for boundary effects. A SN analytic
solution, employing Gauss-quadrature to integrate over the angle was used as a reference for the transport
solutions and the corresponding NDA solutions.
Clearly in the void region the drift vector αˆ1 = −0.5 and the non-local diffusion coefficient D1 are
constant. Therefore, the drift-diffusion equation Eq. (6) can be simplified to
−D1 ∂
2
∂x2
φ1 − αˆ1 ∂
∂x
φ1 = 0 (59)
The analytical solution to Eq. (59) is
φ1 (x) = A1 +B1e−
αˆ1
D1
x (60)
with A1 and B1 constants to be determined by the boundary and interface conditions. As we can see, the
constant solution is part of the solution space of Eq. (60) but not the exclusive one. For a nonzero constant
B1 the solution can also be exponential.
The problem does not feature scattering, hence no iteration process is required to obtain the solution.
This allowed us to compare the transport solution and the solutions to the drift-diffusion equation using
different drift vectors. These drift vectors were obtained from the analytical solution (Eq. (57)) and from the
WLS and SAAFτ transport solve.
Figure 12 shows the solution to the problem using the WLS and SAAFτ transport solvers in comparison
to the analytic S8 solution. The WLS used a weight function limit of wmax = 1000 cm and the SAAFτ used
ζ = 0.5. These parameters were also used for the remaining results in this section. The result of the WLS
scheme showed a constant flux in the void region. The SAAFτ scheme started oscillating towards the right
side of the void region and dropped significantly in the last cell before the material interface. Both schemes
had a dip after the interface in the material half and continuing oscillations into the material region, which is
a typical behavior on material interfaces of second order equations.
Now that the angular fluxes of the transport solutions were known, we were able to calculate all
correction terms for the NDA. As mentioned before, with the correction terms the low order drift-diffusion
solution can be obtained without any further transport solve. Hence, we can compare the results for the
different drift vectors without any feedback from the drift-diffusion solution, which we would have, if we were
required to iterate.
If we use the drift vectors from the transport solves discussed above, we obtain the NDA solutions
shown in Fig. 13. All calculation used an analytic expression for the non-local diffusion coefficient (Eq. (58)).
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Fig. 12. WLS and SAAFτ transport solutions for the two region problem with a void and an incident isotropic
flux on the left side compared to an analytic reference solution.
The WLS drift vector produced an exponentially decreasing flux in the void regions. As we have shown earlier,
this is part of the solution space of the drift-diffusion equation. The drift vector obtained from the analytical
solution gave the worst result. The scalar flux in the void region was exponentially increasing towards the
material interface. The results show that a more accurate drift vector does not necessarily increase the
accuracy of the NDA solution. As shown in Eq. (60) the interface and boundary conditions of the void region
determine the shape of the scalar flux within the void. The SAAFτ was constant in the left part of the void
region. In the last cell before the interface it decreased strongly. The SAAFτ drift vector is not constant
in voids, hence Eqs. (59) and (60) are not valid. The oscillations of the transport solution forced the NDA
solution to be consistent.
The relative error in the scalar flux is shown in Fig. 14. The largest error showed the NDA with the
analytic drift vector. In the void region the WLS transport solution had the least error. The SAAFτ transport
and the NDA using the SAAFτ drift vector had the same error as expected because of the consistency. All
numerical schemes showed approximately the same error in the material region with strong oscillations.
The described error in the void is a coarse mesh problem. Increasing refinement of the mesh reduced
the error as shown in Fig. 15. All schemes converged spatially with second order.
We also studied the spatial convergence if we kept the number of cells in the void constant (8 cells).
Since void regions normally do not hold many details, refinement might be a waste of computational resources.
The results in Fig. 16 showed, that the spatial convergence is second order to the number of cells in the
material region. This indicates again, that the error in the void region is caused by the error on the material
interface propagated into the void. Improving the error in the material regions hence also improves the error
in the void region.
Finally we were interested in the performance of the non-local diffusion coefficient compared to other
diffusion coefficients. We used the local diffusion coefficient with several constant values in the void region
and compared the results to the non-local diffusion coefficient in Fig. 17. For the NDA WLS the choice of the
diffusion coefficient has a large impact on the scalar flux in the void region. The scheme is independently
differenced for small σt, hence small differences between the transport and NDA solution arise. If the diffusion
coefficient is too large, these differences will be magnified and lead to an incorrect result in the void region
(D ≥ 10 cm). For small diffusion coefficients the result started to oscillate in the void region. The non-local
diffusion coefficient Dnl ≈ 0.25 cm is, in this case, of the right magnitude. However, it is not the optimal choice
to minimize the error. The non-local diffusion coefficient gives reasonable results, but a smaller diffusion
coefficient reduced the error in the void. However, this small diffusion coefficient might have a negative effect
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Fig. 13. NDA solutions to the two region problem with a void and an incident isotropic flux on the left side
using different drift vectors.
on the iterative convergence for cases with scattering.
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Fig. 16. Convergence of the error for the two region problem for transport and NDA solutions with constant
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III.C. C5G7 reactor physics benchmark
The C5G7 MOX benchmark problem is a test without spatial homogenization for modern deterministic
transport codes. We focused on the two dimensional version of the benchmark, for purpose of investigating
the performance of all the schemes. The twenty sets of results that were initially submitted to the benchmark
committee can be found in a special issue of Progress in Nuclear Energy [6]. More recent calculations of the
benchmark with a spatial and angular convergence study were presented by McGraw [16] and Wang [17].
We modified the C5G7 benchmark to test the WLS with or without NDA for voids. We ran two cases
with water and graphite moderator. All guide tubes and the central fission chamber of each fuel assembly
was converted into a void. To quantify the effect of single changes, calculations were also run with moderator
but no voids further denoted by the graphite and water case respectively The case with voids and graphite
moderator will be referenced as C_void case, the case with voids and water moderator as H2O_void. The
result of all cases were compared against PDT [18] calculations provided by McGraw. There are small
differences between the water cases and the original benchmark, the central fission chambers were replaced
by water. The PDT reference was obtained with the same mesh size and angular quadrature.
The mesh was generated using the 2D mesh generator Triangle [19] with a geometry file which is created
by a Rattlesnake mesh generator. The quality of the mesh ensures that no triangle has an interior angle less
than 20 degrees. In order to limit the number of elements in the mesh, the surrounding reflector region is
divided into three separate regions as shown in Fig. 18 employing a coarser mesh far away from the fuel
region, while the same maximum triangle area is applied to all fuel assemblies.
For the calculations we use the mesh with 8 equal sides approximating the circumference of the fuel
pins as described by Wang [17]. The mesh conserve the volume of each fuel pin and hence the mass of fissile
material.
The implementation of the algorithm in Rattlesnake is given in a different paper [4]. This paper also
presented results for the WLS and SAAFτ schemes with corresponding NDA for the original benchmark.
Rattlesnake provides routines to calculate the non-local diffusion coefficient [13]. Two options are
available, the on-the-fly calculation and the prepared calculation. The on-the-fly calculation provides the
non-local diffusion tensor on every quadrature point in the domain. The auxiliary transport system is solved
separately from the main solve and any transport scheme provided by Rattlesnake can be used. The system
for the diffusion tensor is automatically set up and solved prior to the main solve. This method provides the
highest accuracy, however it requires the auxiliary system to be solved before every calculation. This can be
expensive for real world problems.
The second method generates the non-local diffusion tensors in a completely separated calculation and
writes the resulting diffusion tensors into the cross section file. This method eliminates the need to recalculate
the diffusion tensor for every run. The limitation of this methods is, that the information are only available
per homogenized region, so with far less detail than the on-the-fly calculations. Nevertheless we chose to
use this method. The reduction in computational time and the reduced amount of memory necessary to
perform the calculations allowed us to actual run the problem without an excessive amount of computational
resources. Another reason is that the accuracy of the non-local diffusion coefficient, if sufficiently high, has
only a limited influence on the result.
These calculations were performed with Gauss-Chebychev quadrature with 4 polar and 32 azimuthal
angles per octant. For the transport calculations a relative tolerance of 10−8 on L2 norm of residual was used.
The NDA calculations used as convergence criteria the difference between successive scalar flux iterates with
a threshold of 10−8 with a high order relative tolerance of 10−4. These tolerances were used for all following
calculations.
The first thing to establish is the effect of the non-local diffusion coefficient on the results. The non-local
coefficient is necessary for the void calculations, nevertheless it can also be used for the cases without voids.
The local and the non-local diffusion coefficient can hence be compared. Table VIII shows the comparison
for the errors in the eigenvalue and the average and maximal pin power errors. The use of the non-local
diffusion coefficient only affected the result if the NDA scheme was independently differenced (NDA LS).
The reason for this is, that high-order and low-order solution for these schemes were not exactly the same,
consequently the diffusion terms in Eqs. (6) and (7) do not cancel. Nevertheless, the associated error was
approximately 1 pcm or less than 0.1% for the pin powers. The dependently differenced schemes showed
no difference between the calculations using the local coefficient and the ones using the non-local diffusion
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TABLE VIII
Comparison of the local and the non-local diffusion coefficient results for the eigenvalue error and the average
and maximal pin power error for the C5G7 graphite case.
Scheme keff error [pcm] Avg. error [%] Max. error [%]
local non-local local non-local local non-local
NDA LS 70.024 71.104 0.063 0.064 0.815 0.820
NDA WLS 68.653 68.653 0.068 0.068 0.869 0.869
NDA SAAF 68.653 68.653 0.068 0.068 0.869 0.869
NDA SAAFτ 17.316 17.316 0.071 0.071 0.520 0.520
coefficient.
After we established that the non-local diffusion coefficient has only a minimal effect on the independently
differenced LS schemes, we proceeded to the case containing voids. The introduction of the voids instead
of graphite in all guide tubes and the central rod of each fuel assembly had only a small influence on the
eigenvalue of the problem. The reference solution showed a difference of 234 pcm between the two cases.
Table IX shows a comparison of all eigenvalues. The comparison of the errors to the PDT solution are shown
in Tables X and XI. Table X shows the error in eigenvalue and the average and maximal pin power errors for
the graphite cases.
The error in the eigenvalue for the non-conservative LS transport schemes is surprisingly small compared
to the large errors seen in the original benchmark [4] and the water cases (Table XI). We suspect that it is
caused by the error cancellation. This theory is supported by the large average and maximal pin power errors.
These were significantly larger than the errors for the other schemes. The WLS transport scheme showed the
largest error in the eigenvalue for both graphite cases, however for the pure water case it showed the lowest.
The errors for WLS scheme, which is conservative for cases with sufficient large cross sections increased
approximately by one quarter with the introduction of voids. The best transport scheme was SAAFτ . It also
did not show a significant increase in errors when voids were introduced into the problem.
The NDA schemes for LS and WLS are conservative even with geometry containing voids. This can
clearly seen in the results for the error in keff. The NDA LS schemes error in the eigenvalue was larger than
the pure transport but the pin power errors are now comparable with the NDA WLS solution. Again we see
error cancellation for void case in keff for the LS schemes. The average pin power errors increase significantly,
which can be seen in Fig. 19. While for the graphite case the error was limited to the pins close to the
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TABLE IX
Eigenvalues for all C5G7 calculations: Original (original benchmark geometry) Graphite (graphite moderator),
void (graphite moderator and voids), Water (water moderator), Void2 (water moderator and voids).
Scheme Original Graphite C_void Water H2O_void
PDT 1.18646 0.65639 0.65405 1.19862 1.17829
LS 1.34527 0.65657 0.65466 1.35451 1.34532
WLS 1.18558 0.65570 0.65320 1.19845 1.17682
SAAF 1.18558 0.65570 - 1.19845 -
SAAFτ 1.18698 0.65622 0.65391 1.19963 1.17890
NDA LS 1.18593 0.65568 0.65369 1.19900 1.17835
NDA WLS 1.18558 0.65570 0.65349 1.19845 1.17740
NDA SAAF 1.18558 0.65570 - 1.19845 -
NDA SAAFτ 1.18698 0.65622 0.65391 1.19963 1.17890
TABLE X
Errors in keff and the average and maximal error in the pin powers for the graphite (graphite moderator and
no voids) and the C_void case (graphite moderator and voids) of the modified C5G7 benchmark.
Scheme keff error [pcm] Avg. error [%] Max. error [%]
graphite C_void graphite C_void graphite C_void
LS 18.348 61.775 0.372 0.444 1.978 2.118
WLS 68.653 84.537 0.068 0.097 0.869 1.043
SAAFτ 17.316 13.268 0.071 0.075 0.520 0.476
NDA LS 71.104 35.854 0.064 0.120 0.820 0.461
NDA WLS 68.653 55.401 0.068 0.090 0.869 0.695
NDA SAAFτ 17.316 13.268 0.071 0.075 0.520 0.476
TABLE XI
Errors in keff and the average and maximal error in the pin powers for the water (water moderator and no
voids) and the void2 case (water moderator and voids) of the modified C5G7 benchmark.
Scheme keff error [pcm] Avg. error [%] Max. error [%]
water H2O_void water H2O_void water H2O_void
LS 15589.399 16702.573 8.474 8.631 31.698 33.012
WLS 16.420 147.175 0.470 0.435 2.594 2.080
SAAFτ 101.149 60.980 0.307 0.306 1.752 1.718
NDA LS 38.233 5.631 0.467 0.543 2.765 2.844
NDA WLS 16.420 89.650 0.470 0.551 2.594 2.773
NDA SAAFτ 101.149 60.980 0.307 0.306 1.752 1.718
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TABLE XII
Comparison of the eigenvalue, pin power errors (average (AVG), mean relative error (MRE) and maximal
error (MAX)) and relative runtime for increasing WLS weight function limit wmax of the NDA WLS scheme
for the C_void case (graphite moderator and voids).
wmax keff AVG MRE MAX Relative runtime Iterations
[-] [pcm] [%] [%] [%] [-] [-]
1 36.478 0.123 0.122 0.466 1.00 11
10 46.382 0.096 0.096 0.591 1.09 11
100 55.717 0.090 0.091 0.661 1.16 11
500 56.685 0.092 0.093 0.660 1.45 11
1000 56.809 0.092 0.094 0.660 2.93 11
reflector region, in the void case large errors occurred in the central fuel element. Note that for the error plots
the scale is limited to 0.25% to show the distribution of the errors better; the error in single fuel pins can be
larger than this, especially in the lower right corner pin. The plots have the same orientation as Fig. 18. For
the NDA WLS scheme the error in keff decreased but the average error in the pin power increased. Figure 20
show that for the graphite cases the error was located in the pins close to the graphite reflector. For the void
case these errors stretch further towards the center of the core. Additionally, fuel elements close to a void
tube showed larger errors than for the graphite case. These increases were smaller than for the LS cases.
The SAAFτ NDA is consistently differenced with the low-order equation even in the void case. This scheme
showed the lowest errors from all schemes. Figure 21 shows that in the void case the errors close to the
reflector continued further inwards, however no increase in the center of the core can be seen.
To demonstrate, that the non-conservative LS method has a large error, we resubstituted water as
moderator instead of graphite. The results in Table XI show the large errors of the non-conservative schemes.
Even the WLS scheme, which is nonconservative only in the voids and near-voids, showed a large error in the
eigenvalue. The remaining results are similar to the results with graphite moderator.
The condition of the system of the WLS scheme can be affected significantly by wmax, which is indicated
by the increasing CPU time or number of iterations in an iterative solver for the transport update. These
results and the comparison on the accuracy are given in Table XII.
It is shown in Table XII that the accuracy in keff decreased with increasing wmax, but the average pin
power error improves. This is again a case of error cancellation for the eigenvalue as seen already above. The
average pin power error did not improve much for wmax > 10 cm. In graphical plots an improvement can be
seen up to wmax = 100 cm. For this wmax the runtime is still comparable to the NDA SAAFτ scheme.
IV. CONCLUSIONS
We derived a NDA algorithm based on our WLS transport equation which is well defined in geometries
with voided regions. The drift vector was modified to use the direct formulation of the current for optically thin
regions, while continuing to use the default Eddington formulation for optically thick cells. This combination
gave the combined advantages of a well defined drift term in near voids and voids while maintaining the
better convergence properties of the Eddington formulation for thick cells. The τ formulation for NDA WLS
proved itself not to be unconditionally stable for all cell thicknesses.
We employed a non-local definition of the diffusion coefficient, which is well defined in void regions by
a transport solution of the surrounding geometry. This coefficient gives essentially a method to limit the
diffusion coefficient based on the problem, while almost maintaining the local diffusion coefficient for optical
thick regions.
The better performance of the non-local diffusion coefficient in cases with high scattering ratios and
the difficulties to define a problem dependent Dmax convinced us to continue to use the non-local diffusion
coefficient. It offers a method to limit the diffusion coefficient in voids automatically problem dependent. A
wrong guess for Dmax can strongly influence the convergence or make the problem even unstable.
The numerical Fourier analysis confirmed that the void modifications are an unconditionally stable
and efficient scheme. However they also showed that the calculation of the non-local diffusion coefficient
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Fig. 19. Distribution of the pin power errors in percent for the NDA LS scheme, scale limited to 0.25%.
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Fig. 20. Distribution of the pin power errors in percent for the NDA WLS scheme, scale limited to 0.25%.
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Fig. 21. Distribution of the pin power errors in percent for the NDA SAAFτ scheme, scale limited to 0.25%.
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can strongly influence the convergence rate, if the mesh for this calculations is unresolved and the non-local
diffusion coefficient shows oscillations and negativities, that are caused by oscillations of the underlying WLS
solve. Furthermore, the calculations of the non-local diffusion coefficient transforms any problem into a pure
absorber problem, thus if a mesh is refined enough for a diffusive problem, it might not be sufficiently refined
for the calculation of the non-local diffusion coefficient. Hence the non-local diffusion coefficient requires
careful treatment to avoid instabilities in the NDA algorithm.
The NDA results for the WLS showed non-constant behavior in void regions for slab geometries. We
showed that this scalar flux solution is conservative and within the solution space of the drift-diffusion
equation. Improved accuracy of the drift vector does not ameliorate the error in the void region, since it is
caused by an unresolved boundary layer at the interface.
We performed a study on pure absorber problems even though no NDA iterations are required because
the NDA scheme enforces conservation. For these problems the diffusion coefficient is a free parameter.
Any value can be chosen and a solution can be obtained. In problems with scattering, where acceleration
is required, it is not a free parameter, because it can make the iteration scheme unstable. The scalar flux
solution in the void for the NDA WLS is affected by the diffusion coefficient. The results with the non-local
diffusion coefficient indicate that it is an acceptable choice with proven good iterative properties.
The modified NDA scheme with non-local diffusion coefficient and the combined formulation of drift
vectors was fully implemented in Rattlesnake. A modified C5G7 benchmark was used to test the new NDA
scheme on a more complicated problem with voided regions. The comparison to PDT and NDA SAAFτ
showed, that the results are reasonable accurate. While the SAAFτ NDA scheme was comparable in some
cases or slightly better in others, it lacks the symmetric-positive definite properties of the NDA WLS scheme.
Thus the NDA WLS scheme can use the conjugate-gradient method, which requires the storage of only three
solutions vectors. Compared to GMRES, which can require an arbitrary number of solutions vectors or
restarts with degraded convergence properties, this gives the NDA WLS scheme an enormous advantage
regarding memory. Exploiting these advantages with Rattlesnake will be our future work.
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