The centralized power generation infrastructure that defines the U.S. electric grid is slowly moving to the distributed architecture due to the explosion in use of renewable generation and distributed energy resources (DERs), such as residential solar, wind turbines and battery storage. Furthermore, variable pricing policies and profusion of flexible loads entail frequent and severe changes in power outputs required from each generation unit. In view of the above challenges, a fixedtime convergent, fully distributed economic dispatch algorithm for scheduling optimal power generation among a set of DERs is proposed. The proposed algorithm addresses both load balance, as well as generation capacity constraints. The algorithm subsumes and betters the existing economic dispatch algorithms on three fronts: (a) It is shown that the distributed algorithm converges to optimal dispatch solution in a fixed-time, regardless of the initial states of every generation unit. Additionally, the time of convergence can be user-prespecified. (b) Regardless of the physical topology of the power network, the proposed framework allows for time-varying communication topology. (c) Finally, we show that our algorithm is robust to uncertain information resulting from noisy communication with neighbors. Several case studies are presented that corroborate computational and robustness aspects of the proposed distributed economic dispatch algorithm.
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I. INTRODUCTION
E CONOMIC dispatch (ED) is one of the key optimization issues in power systems, and concerns with optimal allocation of power output from a number of generators in order to meet the system load requirements at the lowest possible cost, subject to operation constraints on generators [1] . Various analytical and heuristic techniques have been proposed to address the ED problem including, but not limited to, Newton-Raphson gradient descent [2] , dynamic programming [3] , Hopfield neural networks [4] , genetic algorithms [5] , particle swarm optimization and its variants [6] , [7] , and Monte-Carlo methods [8] . However, these methods address the ED problem in a centralized manner. In a centralized architecture, each generator in the network communicates with M. Baranwal a global control center, which then processes the information and implements the centralized dispatch algorithms. While centralized architectures offer easy implementation of ED algorithms, they are vulnerable to single-point failures [9] , [10] . In addition, centralized ED algorithms do not scale well with the number of generators and need restructuring as the power system evolves with time [11] . Particularly, with the advent of renewable generation and DERs, centralized mechanisms are increasingly unpreferred due to complexities arising from generation variability and geographical communication barriers.
To increase robustness, scalability and efficiency, the centralized power generation infrastructure is slowly moving towards a distributed implementation. As a consequence, several distributed dispatch algorithms have been proposed in the recent years [11] - [18] . Distributed architectures avoid singlepoint failures and offer plug-and-play capabilities, where a DER can be added or removed from an existing power system in a communication agnostic fashion. These distributed designs are primarily motivated from multi-agent consensus and control theory [19] - [22] .
An ED problem with load balance constraint can be formulated as a constrained optimization problem, characterized by a Lagrange multiplier corresponding to the load balance constraint. This Lagrange multiplier is often referred as the incremental cost [23] in the literature. This incremental cost must be equal for all generators at optimality. Thus a centralized ED problem can be addressed in a distributed manner by reaching consensus on incremental cost associated with each generation unit. Several consensus based approaches, namely the incremental cost consensus (ICC) [23] , [24] , the consensus + innovations approach [25] , the ratio consensus method [12] , [13] , and the distributed gradient method [26] , [27] have been proposed as viable alternatives of the centralized ED method. While these methods do alleviate some of the major issues associated with centralized ED algorithms, they have their own disadvantages. For instance, in the algorithm proposed in [12] , global information about power output from each generator, as well as the total load demand is required. Therefore, the method is not fully distributed. Similarly, the value of stepsize, particularly near the constraint bounds, plays a significant role with regards to convergence behavior of distributed gradient method. Moreover, each of the aforementioned distributed ED algorithms only guarantee asymptotic convergence.
As the power systems become more complex due to increased penetration of DERs, flexible loads and dynamic pricing, power outputs required from every generation units undergo frequent and severe changes, and thus it is crucial to investigate distributed ED algorithms with fast convergence characteristics [11] , [18] , [28] , [29] . These algorithms investigate distributed nonlinear protocols that guarantee consensus on incremental costs associated with each generation unit, as well as its convergence to optimal solution in a finite time. The notion of finite-time convergence is related to finite-time stability of dynamical systems [30] . The algorithms proposed in [11] , [18] , [28] , [29] are based either on the finite-time consensus protocol [31] or the finite-time average consensus algorithm (FACA) [32] . However, the time of convergence, even though finite, depends on the initial values of the individual incremental costs. Furthermore, most of these finite-time approaches assume static communication graphs, and except for the algorithm in [18] . Moreover, the existing finite-time approaches do not consider uncertain information arising from communication noise.
In this paper, a distributed fixed-time algorithm is proposed to address the ED problem for time-varying communication graphs and uncertain information scenarios. Fixed-time convergence [33] is a stronger notion than finite-time convergence, where the time of convergence does not depend upon the initial values of the individual incremental costs. In contrast to existing work on finite-time ED algorithm, the key contributions of this paper are summarized as follows:
• Fixed-time convergence: We first describe a novel fixedtime consensus algorithm, and then employ this to solve large-scale distributed ED problem, again within a userspecified fixed-time. • Time-varying communication topology: Different from the physical architecture of the power system, our framework allows for a separate communication network, the topology of which is allowed to vary with time.
The algorithm presented in this paper guarantees fixedtime convergence even under switching communication topologies. • Robustness to noisy communication: The fixed-time consensus algorithm developed in this paper is designed to be robust to noisy communication between different sources. In particular, we show convergence to optimal incremental cost and dispatch values in presence of uniformly bounded uncertainty in communication. • Consistent discretization: While optimization methods in continuous-time are important and have major theoretical relevance, sampling constraints may preclude continuous-time acquisition and updating [11] , [18] , [22] , [28] . Consequently, we suggest a rate-matching discretization scheme, which allow the mentioned convergence properties to be preserved for discretized implementation.
The rest of the paper is organized as follows. Section II describes some preliminaries on mathematical formulation of ED problem, notion of fixed-time stability and useful results from graph theory. In Section III, we describe a distributed fixed-time protocol for ED problem without generation constraints. This is then extended to ED problem with generation constraints in Section IV. Finally, we present a variety of example scenarios in Section V to highlight the effectiveness of the algorithm proposed in this paper. A note on mathematical notations: We use R to denote the set of real numbers and R + to denote non-negative reals. Symbol G = (A, V) represents an undirected graph with adjacency matrix A = [a ij ] ∈ R N ×N , a ij ∈ {0, 1} and set of nodes V = {1, 2, · · · , N }. N i represents the set of 1-hop neighbors of node i. Λ 2 (·) represents the second smallest eigenvalue of a matrix. For a matrix W , its i th row is denoted by (W ) i . Finally, for any x ∈ R, we define function
with sgn(x) sign(x).
II. PRELIMINARIES

A. Fixed-time stability (FxTS)
Consider the following dynamical system:
where
As defined in [30] , the origin is said to be a finite-time stable equilibrium of (2) if it is Lyapunov stable and finite-time convergent, i.e., for all
. The authors in [33] presented the following result for fixed-time stability, where the time of convergence does not depend upon the initial condition.
Lemma 1 ( [33]
). Suppose there exists a positive definite function V for system (2) such thaṫ
with a, b > 0, 0 < p < 1 and q > 1. Then, the origin of (2) is fixed-time stable (FxTS) with settling time function satisfying
.
B. Overview of graph theory
This section presents some Lemmas from graph theory and other inequalities that will be useful later 1 .
Then the following hold:
Lemma 3. Let G = (A, V) be the graph consisting of N nodes located at x i ∈ R d for i ∈ {1, 2, · · · , N } and N i denotes the in-neighbors of node i. Then,
Lemma 4. Let w : R d → R d be an odd function, i.e., w(x) = −w(−x) for all x ∈ R d and let the graph G = (A, V) be undirected. Let {x i } and {e i } be the sets of vectors with i ∈ V and x ij x i −x j and e ij e i −e j . Then, the following holds
a ij e T ij w(x ij ).
Laplacian L A has following properties:
C. Problem formulation
This work concerns with finding optimal power dispatch from a network of N generators in a smart grid, under load balance (equality) and generation (inequality) constraints. Let C i (·) be the cost function associated with power generation for the i th generator. Then, the traditional ED problem can be described as:
where P i , P min i and P max i denote the power dispatched, minimum generation capability and maximum generation capability of the i th generator, respectively. P tot is the total power demanded by a network of m loads, whereas P L j indicates power requirement from the j th load. The equality constraint ensures that the total power generated by all the sources meets the total load power requirement. The generation cost function C i (·) is typically assumed to be of quadratic form [1] , i.e.,
where α i , β i , γ i > 0 are the cost coefficients associated with the i th generator.
D. Optimal solution without generation constraints
To gain relevant insights into the role of incremental cost, we first consider the problem of ED without generation constraints, i.e., P min i = 0 and P max i = +∞ for all 1 ≤ i ≤ N in (EDP). The Lagrangian L(·) associated with ED problem in this case can be formulated as:
where λ is the incremental cost or the Lagrange multiplier associated with the equality constraint. Let {P * i } and λ * denote the optimal dispatch and incremental cost, respectively. Then the first-order condition of optimality yields:
The optimal incremental cost λ * can be obtained from the equality constraint as:
In a distributed setting, different sources seek to estimate optimal incremental cost λ * . Once the optimal incremental cost is known, optimal power dispatch for each generator can be obtained using (10) .
E. Optimal solution with generation constraints
When generation limits are considered, i.e., 0 ≤ P min i < P max i < +∞ for all i = 1, . . . , N , then the optimal dispatch {P * i } and incremental cost λ * satisfy the following relationship [11] , [18] :
Let Θ be the set of generators for which saturated optimal dispatch values, i.e., P * i = P min i or P * i = P max i for all i ∈ Θ. Then, from (12) , it follows that:
is the incremental cost for a related ED problem without generation constraints (11) . The relationship between λ * andλ * is later exploited to extend our main results to address ED problem with generation constraints.
III. DISTRIBUTED FIXED-TIME ALGORITHM FOR ED PROBLEM WITHOUT GENERATION CONSTRAINTS
In this section, we present our main results on solving distributed ED problem without generation constraints in a fixed time. The approach is based on designing a fixedtime consensus protocol on incremental costs {λ i } for all i = 1, · · · , N , such that the for the average consensus, (10) is satisfied. To this end, we make the following assumptions on the communication topology.
Assumption 1. Communication topology between the generator buses A(t)
is connected at all times t ≥ 0, and undirected, i.e., the underlying graph G(t) = (A(t), V) is connected and A(t) is a symmetric matrix for all t ≥ 0. Assumption 2. Each generator bus can exchange information only with its neighboring bus. Furthermore, uncertainty arising from noisy communication between two generator buses is zero-mean and uniformly bounded.
The active power P i dispatched from generator i is updated as follows:
with p > 0, 0 < µ 1 < 1, µ 2 > 1 and P i (0) = m k=1 d i k P L k . Constants µ 1 , µ 2 are chosen such that the functions sgn µ1 (·) and sgn µ2 (·) are odd in their arguments. The function ω i : R + → R models the uncertainty arising at the i th bus due to noisy communication with neighboring buses in N i . Note that the communication topology is allowed to vary with time, and thus the neighborhood set N i is a function of time. It is assumed that there are m load buses in the power system, and the quantity P L k denotes the power demanded by the k th load bus. d i k represents the binary association between the generator bus i and the load bus k, and is defined as:
if buses i and k are neighbors, 0, otherwise.
Remark 1. Inclusion of {d i k } ensures that any load bus is required to communicate its power demand only with its nearest generator bus, i.e.,
Furthermore, from (14), Assumption 2 and Lemma 3, it can be concluded that
Thus the update law (14) ensures that the load balance constraint is satisfied at all times.
In what follows, we will omit the time-variable t for ease of exposition. The incremental cost associated with generator bus i is updated as:
where 0 < ν 1 < 1 and ν 2 > 1. As before, constants ν 1 , ν 2 are chosen such that the functions sgn ν1 (·) and sgn ν2 (·) are odd in their arguments. Note that the update laws (14) and (15) for scheduled dispatch values and incremental costs only require information from the local bus and its neighboring buses. Thus, the proposed approach is fully distributed. We now show that under the proposed update laws, {λ i } and {P i } converge to their optimal values in a fixed-time.
Theorem 1. Let the update equations for scheduled dispatch and incremental costs be given by (14)- (15) . The, there exists
Proof: Let e i = P i − λi−βi 2αi for all i ∈ {1, . . . , N } and consider the candidate Lyapunov function V = 1 2
N i=1 e 2 i . Its time derivative along the trajectories of (14)- (15) 
Hence, per Lemma 1, we obtain that there exists T 1 < ∞ satisfying
such that for all t ≥ T 1 , V (t) = 0, i.e., P i (t) = λi(t)−βi 2αi for all i ∈ {1, 2, · · · , N }, independent of {λ i (0)}. ince the Lyapunov candidate V is radially unbounded, the result hold for all λ i (0), i ∈ {1, 2, · · · , N }.
The following theorem shows that the generator buses reach consensus on incremental costs {λ i } in a fixed-time for timeinvariant topology. Theorem 2 (Fixed-time consensus). Let p be chosen so
Then, under the effect of update laws described by (14)- (15) , there exists T 2 < ∞, such that for all
Proof: From Theorem 1, we obtain that for any t ≥ T 1 , P i (t) = λi(t)−βi 2αi for all i = 1, . . . , N . Thus, (15) reduces tȯ
In what follows, we will only consider trajectories of λ i (t) for t ≥ T 1 . Letλ denote the average of {λ i } weighted by the inverse of the corresponding cost coefficients {α i }, i.e.,
From Lemma 3 and (17), it follows thaṫ
We now show that λ i (t) =λ for all t ≥ T 1 + T 2 , where T 2 < ∞. To this end, we define the consensus errorλ i = λ i −λ, and consider the candidate Lyapunov function V =
Consider the termV 2 . Since ω i and α i are bounded, we can boundV 2 aṡ
T . Hence, we have thaṫ
where α max = max i α i . Now, consider the termV 1 . Note that λ i − λ j =λ i −λ j and denoteλ ij =λ i −λ j . Thus, the termV 1 can be rewritten as:
i a ij (sgn(λ ji ) + sgn µ1 (λ ji ) + sgn µ2 (λ ji ))
Note that N i=1λ i = 0 and N i,j=1 a ijλ 2 ij = 2λL Aλ . Moreover, from Lemma 5, we conclude that
where α min = min i α i . Thus, (21) can be rewritten as:
On combining (20) and (22),V can be bounded as:
Hence, per Lemma 1, we conclude that there exists T 2 satisfying
such that V (t) = 0 for all t ≥ T 1 + T 2 , or equivalently, λ i = λ j =λ for all t ≥ T 1 + T 2 and i, j ∈ {1, . . . , N }.
Remark 2. From Theorems 1 and 2, it follows that (10)- (11) are satisfied for all t ≥ T 1 + T 2 . Thus, the update laws (14)-(15) solve the ED problem without generation constraints in a fixed-timeT = T 1 + T 2 . Furthermore, parameters p, µ 1 , µ 2 , ν 1 and ν 2 can be chosen such that the optimal solution is achieved in a user-specified timeT .
There may exist some communication link failures or additions among generator buses in a network, which results in a time-varying communication topology. We model the underlying graph G(t) = (A(t), V) through a switching signal χ (t) : R + → Ψ as G(t) = Gχ (t) , where Ψ is a finite set consisting of index numbers associated to specific adjacency matrices.
Corollary 1 (Time-varying topology). Theorems 1 and 2 continue to hold even if communication topology between generator buses switches among Ψ for the ED problem without generation constraints.
Proof: From the expression of the Lyapunov functions V in Theorems 1 and 2, it can be observed that V is independent of the choice of the underlying communication topology. Only place where the underlying network topology shows up explicitly is in (22) , and consequently in the expression for the settling time in Theorem 2. Let Λ * 2 denote the minimum of the second smallest eigenvalues of all graph Laplacians of the associated adjacency matrices, i.e., Λ * 2 = min Λ 2 (L A(t) ). Since Ψ is a finite set, the minimum exists. Moreover, the underlying graph is always assumed to be connected, and thus Λ * 2 > 0. Thus, the inequality in (22) holds with Λ 2 (L A ) replaced by Λ * 2 , and thus Theorem 2 holds with suitably modified settling-time coefficients c 1 and c 2 . 
where p, µ 1 , µ 2 are same as defined in Theorem 2 and ω i represents communication noise. Then there exists a time T c < ∞, such that η i (t) = η c (1/N )
The proof follows directly from (17) by substituting λ i = η i and α i = 0.5. A note on discrete-time implementation: Continuous-time algorithms, such as the one proposed here offer effective insights into designing accelerated schemes for distributed optimization. However, sampling and acquisition constraints render implementation of continuous-time algorithms impractical. This note explores discrete analog of (14)- (15) , such that the resulting discrete-time dynamics of scheduled power dispatch and incremental costs are practically fixed-time stable. The origin of a discrete-time dynamical system with state variable x(·) is globally practically fixed-time stable if for every ǫ > 0 there exists N ǫ ∈ N such that any solution x(·, x 0 ) satisfies x(k, x 0 ) ≤ ǫ for k ≥ N ǫ independently of the initial condition x 0 [36] . Our approach to discretization is based on the following observation. Consider the continuous-time dynamical system of the form,ż = −|z|z, where z ∈ R. The semi-implicit Euler-discretization scheme with step-size h > 0 given by
renders origin practically fixed-time stable, since |z(1)| ≤ h −1 independently of z 0 z(0), and |z(k)| ≤ (kh) −1 . The general idea of attack for consistent discretization is to hybridize a fixed-time consensus scheme on incremental cost (15) with a discrete-time update equation on scheduled power dispatch, such that similar to (14) , the following two conditions are satisfied: (1) N i=1 P i (k) = P tot , and (2) origin of discrete-time dynamical system with state-variable
for all i ∈ {1, . . . , N }. To this end, we consider the following discrete-time update-laws for {λ i } and {P i }:
where W k I − c k L A , c k = 1/Λ (k−1)modK+2 , and K is the number of non-zero distinct eigenvalues of L A . It is easy to observe that N i=1 P i (k) = P tot with P i (0) = m j=1 d ij P L j , and z i (k + 1) = z i (k)/(1 + h|z i (k)|), i.e., |z i (k)| ≤ ǫ after 1/(hǫ) iterations. Moreover, the consensus on incremental cost variables occurs in finite iterations per Lemma 6. Note that Lemma 6 is invoked again for calculating optimal dispatch in the constrained ED problem as a discrete analog for (24) (see step 6 in Algorithm 1).
Lemma 6 (FACA [32] ). Let the graph Laplacian L A has K distinct non-zero eigenvalues, given by Λ 2 = Λ 3 = · · · = Λ K+1 = 0. Then the sequence of stochastic matrices W k = I − (1/Λ k )L A , k = 2, . . . , K + 1 achieves average consensus in K steps using the update rule:
x(k + 1) = W k x(k), k = 2, 3, . . . , K + 1, where x [x 1 , x 2 , . . . , x N ] T , and x i is the state of i th agent.
Consistent discretization scheme for general ν 1 , ν 2 in (15) can be addressed similarly with suitable modifications of (26) . Note that the discrete consensus scheme is adopted from Lemma 6, and is not a direct discretization of (14)- (15) . Thus, the discretized scheme does not account for robustness to communication disturbance and time-varying topology. A detailed investigation into direct discretization scheme is beyond the scope of the current work.
IV. EXTENSION TO ED PROBLEM WITH GENERATION
CONSTRAINTS
For the ED problem with generation constraints (EDP), we first solve the related ED problem without generation constraints using the update laws described in (14)- (15) . Since (13) captures the relationship between incremental costs of the constrained and the unconstrained ED problems, (EDP) can also be solved in a fixed-time using Algorithm 1. 
Calculate optimal dispatch using
5: and z c = (1/N ) i / ∈Θ z i (0). In addition, since the number of generator buses are finite, it follows that the number of times the While-loop gets called is also finite. Thus, the entire algorithm gets executed within a fixed-time.
V. CASE STUDIES
In this section, we present numerical examples involving IEEE test cases in order to demonstrate the efficacy of the proposed method. We use semilog-scale to clearly show the variation near the origin, while we show the linear-scale plot in the inset. Simulation parameters in Theorems 1-2 are chosen as: µ 1 = ν 1 = 0.8, µ 2 = ν 2 = 1.2, p = 1485.65 for IEEE-57 bus case and p = 3138.2 for IEEE-300 bus case. All simulations are performed in MATLAB R2018a on a desktop with a 32GB DDR3 RAM and an Intel Xeon E3-1245 processor (3.4 GHz) . It should be noted that MATLAB code used for implementations is not fully optimized (eg. loop-based implementation is used over matrix manipulation), however, our approach still highlights accelerated convergence behavior. In all the example scenarios, solid lines indicate true power dispatch from generators while dotted lines indicate optimal dispatch values obtained using centralized scheme.
A. Without generation constraints
This case study concerns with ED problem without generation constraints for a 57-bus system with 7 buses. The parameters for cost functions are adopted from [37] . The total load demand P tot is set to 987.94 MW, whereas the demands for every load bus are randomly initialized to non-negative values, such that n i=1 m k=1 d i k P L k = P tot . This translates to random initialization of scheduled power dispatch at generator buses, given by P i (0) = m k=1 d i k P L k . Figure 1 shows the convergence behavior of the proposed ED algorithm (14) for various initialization of scheduled power dispatch from different generators. It is evident from the figure that the time of convergence is independent of initialization, and the trajectories of scheduled power dispatch converge to optimal allocation in a fixed-time.
B. With generation constraints
This case study extends the previous case study for solving the ED problem with generation constraints. The generation constraints data is adopted from [37] . We employ Algorithm 1 for the constrained example for random initialization of scheduled power dispatch from generator buses. Figure 2 shows the fixed-time convergence behavior of scheduled power dispatch output for various initialization. Note that the Algorithm 1 proceeds by first solving the unconstrained ED problem (without generation constraints), and then runs a fixed-time consensus protocol for constraint satisfaction. This can be seen in the figure, where the unconstrained ED problem is solved in ∼ 0.02 sec. The algorithm then runs a fixed-time consensus protocol (steps 2-9 in Algorithm 1) to calculate the optimal power dispatch that satisfies generation constraints.
C. Switching communication topology
This case study adds an extra layer of complexity by further incorporating switching communication topology between generator buses. In particular, the communication topology between the generator buses in the specified 57-bus system is switched randomly in every 0.0025 seconds. Figure 3 shows the convergence behavior of scheduled generator power dispatch under switching communication topology for various initial conditions. Recall that from Corollary 1 the proposed ED algorithm is independent of communication topology, and therefore fixed-time convergence guarantees remain unaffected, which is also evident from the figure.
D. Time-varying demand and uncertain information
We now explore the robustness behavior of the proposed ED algorithm. In this case study, a zero mean Gaussian communication disturbance is considered with variance of 0.01. Additionally, the total load demand is varied rapidly with time, between 69.83 MW and 212.81 MW. Figure 4 shows the load demand profile with time. The net load demand in the beginning is 141.13 MW, which then alternates between 69.83 MW and 212.81 MW at time instants 0.66s, 1.1s, 1.31s and 1.75s. Figure 5 shows the scheduled power dispatch from generators as the net load is varied with time. It can be seen that the generators rapidly adjust to variability in total load demand, and converge to optimal dispatch values in a fixed time. The blue curve in Figure 4 indicates total generated output as a function of time. 
E. Large power system
The above case studies deal with various aspects of the 57bus system. However, practical scenarios often involve large power systems with many generator buses. This case study concerns with the IEEE-300 bus system with 69 generator buses. The cost coefficients and generation constraints are again adopted from [37] . The load demand at each generator bus is set to 236.8 MW. Thus, the total load demand is 16, 339.2 MW. Figure 6 shows the evaluation of Algorithm 1 on the test case under consideration. As before, we consider the constrained ED problem with communication disturbance and time-varying communication topology. It is evident from the figure that the proposed ED algorithm scales efficiently with the size of power network, and is robust to communication noise and time-varying topology of the underlying network. The trajectories of scheduled power dispatch of individual generators converge to optimal power allocation in less than 0.02 s.
VI. CONCLUSION AND FUTURE WORK
This paper proposes a novel, fixed-time convergent, distributed algorithm for solving constrained economic dispatch problem subject to communication uncertainties and timevarying topology. A Lyapnuov analysis for the algorithm is presented and the fixed convergence time is derived explicitly in terms of parameters of the algorithm. The algorithm is evaluated on standard IEEE test cases for several challenging scenarios ranging from unconstrained ED problem to constrained ED problem with time-varying load and communication topology, and it shown that algorithm exhibits accelerated convergence behavior. We also suggest a discretization scheme that renders the discrete-time implementation of the proposed continuous algorithm practically fixed-time convergent. A detailed investigation into practical discretization scheme is part of the future work.
