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Abstract
We show how aspects of the R-charge of N = 2 CFTs in four dimensions are
encoded in the q-deformed Kontsevich-Soibelman monodromy operator, built from
their dyon spectra. In particular, the monodromy operator should have finite order if
the R-charges are rational. We verify this for a number of examples including those
arising from pairs of ADE singularities on a Calabi-Yau threefold (some of which are
dual to 6d (2, 0) ADE theories suitably fibered over the plane). In these cases we find
that our monodromy maps to that of the Y-systems, studied by Zamolodchikov in
the context of TBA. Moreover we find that the trace of the (fractional) q-deformed
KS monodromy is given by the characters of 2d conformal field theories associated to
the corresponding TBA (i.e. integrable deformations of the generalized parafermionic
systems). The Verlinde algebra gets realized through evaluation of line operators at
the loci of the associated hyperKa¨hler manifold fixed under R-symmetry action.
Moreover, we propose how the TBA system arises as part of the N = 2 theory in
4 dimensions. Finally, we initiate a classification of N = 2 superconformal theories
in 4 dimensions based on their quiver data and find that this classification problem
is mapped to the classification of N = 2 theories in 2 dimensions, and use this to
classify all the 4d, N = 2 theories with up to 3 generators for BPS states.
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1 Introduction
Supersymmetric gauge theories have very special properties which are “protected”
from quantum corrections by the supersymmetry. There is an interesting spectrum
of possibilities — at one end we have the case of maximal supersymmetry where
the theory is very rigid and almost all quantities are protected, while with lower
supersymmetry quantum corrections affect even the low energy amplitudes. N = 2
supersymmetric gauge theories in four dimensions offer a middle ground where many
quantities are protected, but there is sufficient flexibility to include a wide range of
interesting physical effects. In particular, these theories have a low energy Lagrangian
which is completely specified by holomorphic data, often computable in terms of a
Seiberg-Witten curve [1].
This is also the case where there is a stable class of states, the BPS particles,
whose masses are protected by the supersymmetry algebra. These particles are
generically protected from decay due to the combination of charge conservation and
conservation of energy. However, as one changes the parameters in the theory, BPS
particles can in principle decay, when the phases of the central charges of at least two
of them align in the complex plane. The loci in parameter space where such a decay
occurs are called “walls of marginal stability”, and the problem of determining the
spectrum as one crosses them is the problem of “wall-crossing.” In fact the possibility
of such wall-crossing was essential for a consistent picture of the low energy dynamics
of N = 2 gauge theory [1].
This situation parallels the simpler case of N = 2 theories in 2 dimensions. For
massive N = 2 theories one also has BPS particles, in this case kinks interpolating
between two vacua, whose mass is protected by supersymmetry algebra. The central
charge is again a complex number, and again the BPS particles can decay when
two central charges become aligned as one varies parameters. In that context it was
discovered [2] that the wall-crossing phenomenon can be captured without knowing
many details of the theory: all one needs to know to predict the spectrum of BPS
states after wall-crossing is the spectrum of the BPS states before the wall-crossing
and the ordering of the phases of central charges near the wall. Indeed, the wall-
crossing behavior is captured by the statement that certain product of matrices built
from the soliton numbers do not change as one crosses the wall. This structure has
found a close parallel in d = 4, N = 2 gauge theories. In these theories the jumping
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phenomenon can again be captured in terms of a certain object which does not jump:
in this case rather than a finite-dimensional matrix it turns out to be a symplecto-
morphism of a torus, constructed as a product of elementary symplectomorphisms
coming from the relevant BPS states. This wall-crossing formula was discovered in
the context of Donaldson-Thomas theory by Kontsevich-Soibelman in [3]. In [4] this
formula was proven to give the correct wall-crossing for N = 2 gauge theories. Fur-
thermore, a more refined q-deformed version (taking into account the spin of BPS
states), has been advanced in [5, 6], and proven for N = 2 theories which arise from
M5-branes in [7].
It thus becomes very natural to consider the “BPS monodromy” M(q), a prod-
uct of q-deformed symplectomorphisms corresponding to all of the BPS states of the
theory (or a fraction of them in case there are extra R-symmetries). Up to conjuga-
tion this is a completely wall-crossing invariant object. So we have a simple physical
question: what invariant information is the BPS monodromy capturing?
The analogous question has been answered in the case of N = 2 theories in
d = 2 [2]: viewing the theory we study as a massive perturbation of some CFT,
the BPS monodromy captures the R-charges of the chiral fields of that CFT. This
puts severe restrictions on what the BPS spectrum of N = 2 theories can be. In
particular, the eigenvalues of the monodromy should lie on the unit circle — this
condition already puts strong constraints on the possible BPS spectra. This led to a
classification program for N = 2 theories in d = 2. In particular it was shown that
conformal theories with R-charges less than 1 can be classified using this procedure,
and correspond to A-D-E Dynkin diagrams: the nodes correspond to vacua and the
links correspond to kinks interpolating between the vacua (in some chamber). This
was then related to the minimal N = 2 CFTs in 2 dimensions. It was also shown
how to use this procedure to classify N = 2 theories with up to three vacua.
Given the parallel between the 4d and 2d cases, it is natural to ask whether this
classification program can be imported to the case of N = 2 in d = 4. In particular it
seems natural to imagine that the BPS monodromy operator is related to R-charges
of some N = 2 CFT, and that this could be used for a classification program for
N = 2 theories in 4 dimensions.
This paper takes some first steps toward this program. In particular, we for-
mulate what the trace of M(q), and certain fractional powers of it (such as the
‘half-monodromy’) compute from the perspective of the 4d path integral. We first
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approach this question in the context of 4d theories which arise from M5-branes,
using the connection between the monodromy and the topological string previously
observed for these cases in [7]. We find that the computation of TrM(q)k is related,
at the conformal point, to a path-integral computation:
ZKS(q, k) := ZN=2[MCq × S1gk ] = Tr(M(q)k). (1.1)
Here MCq is the “Melvin Cigar”, defined by
MCq = (C × S1)q,
where C is the topologically twisted cigar (also used in the story of tt∗ geometry) and
as we go around S1 we rotate C by an angle λs, where q = exp(2πiλs). Moreover, the
other circle of the 4d space is also twisted: as we go around it we twist by gk, where
g is an appropriate element of the U(1) R-symmetry group of the N = 2 theory
at the conformal point. Since C is non-compact, the above path-integral requires a
boundary condition, and we show that this indeed matches a similar choice which
arises in the computation of the trace of the monodromy.
However, there are cases of N = 2 gauge theories which are not realized by M5-
branes. Thus the methods of [7] cannot be applied to them directly. For these more
general cases we offer an alternative derivation of (1.1). As a by-product, this also
provides an alternative general derivation of the wall-crossing formula for N = 2
theories in 4 dimensions.
Our path-integral interpretation of the monodromy leads to several predictions.
For example, if we have a conformal N = 2 theory where the denominators of the
R-charges of chiral operators all divide r, (1.1) implies the prediction that insertion
of monodromy operator is periodic:
M r(q) = 1.
(It is believed that some such r exists for any N = 2 conformal theory.) If |q| < 1,
we additionally argue that Tr(M(q)) should give a quasi-modular function of q.
We consider a number of examples to check these predictions. These include the
case of Argyres-Douglas models, corresponding to M5-branes with singularities of
the type y2 = xn. In these cases the R-charges have common denominator r = n+2,
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and the monodromy operator is indeed periodic, in the sense that Mk+r = Mk (at
least up to an overall c-number), as is expected from the path-integral argument.
This investigation, however, reveals a much more detailed story. We find that the
possible choices of R-symmetry invariant boundary conditions on the cigar naturally
correspond with the eigenvectors of a Verlinde algebra for an associated RCFT, and
that the Verlinde algebra itself is generated by the reduction of certain canonical line
operators of the 4d theory. Moreover, by considering the insertion of line operators
Xi along the circle in the Melvin Cigar geometry, we obtain different characters of
RCFT:
Tr
∏
(Xnii )M(q) = χni(q)
In particular, we find that for the 4d CFT corresponding to an M5-brane with the
singularity ym = xn, such computations (with M(q) replaced by its m-th root) give
characters of the level m SU(n) parafermionic systems. When m = 2, using the full
monodromy M(q) instead of its square root, we similarly find characters of (2, n+2)
minimal models for the W sl(n−1) algebra.
We also discuss N = 2 CFTs which do not necessarily come from M5-branes. For
example, consider Type IIB superstring compactification on a Calabi-Yau threefold
X . If X develops an isolated singularity we expect a corresponding N = 2 CFT.
The singularities of the type f(x, y) + uv = 0 correspond to M5-brane CFTs, but
these do not exhaust the possibilities — there are more general singularities which
involve all variables. For example, given a pair (G,G′) of A-D-E groups we can form
a singularity of the type
WG(x, y) +WG′(u, v) = 0.
The BPS spectra of these N = 2 theories have not yet been computed. However,
there is a rather natural conjecture. It was observed in [4] that the BPS spectrum is
naturally associated to a certain integral equation which has the form of a Thermo-
dynamic Bethe Ansatz. From this TBA one can build a discrete dynamical system
known as the Y -system.1 Similar Y -systems have been studied in the theory of
cluster algebras, and in particular there is a family of cluster algebras which are
labeled exactly by pairs (G,G′). These turn out to be related to Zamolodchikov’s
TBA systems [9] describing certain massive integrable deformations of CFT’s in 2
dimensions. If we identify the Y -system associated to these theories with the one
1A closely related Y -system played an important role in [8].
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that would come from [4], we get a prediction for the spectrum of BPS states (in one
chamber), or equivalently for the BPS monodromy M . The common denominator
of the R-charges for these conformal theories divides r = h+ h′, where h, h′ are the
dual Coxeter numbers of G, G′. So combining our conjectures we would predict that
M obeys M r = 1. Exactly this periodicity has very recently been proven [10], and
we take this as an evidence for our picture. To be precise, we identify our operator
M with the h′-th or h-th powers of the operators introduced in [10]. (Incidentally,
assuming this conjecture, we actually know both the BPS spectrum and the central
charge functions for these models — the latter being given by periods of the Calabi-
Yau threefold; applying the methods of [4] to these data, we would expect to get an
explicit construction of a new family of hyperka¨hler metrics, which are not Hitchin
systems as far as we know.)
This mysterious relation with RCFT as well as its connection with TBA can
be explained, at least in some cases, using string dualities. By realizing the gauge
system in terms of M5 branes and applying various dualities, we map the (G,Am−1)
geometry to SU(m) gauge groups on C2/Γ where Γ is the discrete subgroup of
SU(2) leading to G-type singularities. It is known that the instanton partition
function of this theory, according to Nakajima [11], form a representation of the
current algebra of G at level m. This turns out to be consistent with our observation
that computing the trace of the fractional monodromy for (G,Am−1) pairs leads to
parafermions of G at level m. Moreover, in the case G = An−1, applying another
string duality as in [12] maps the system to m D4 branes ending on n D6 branes, and
the bifundamental matter fields gauged by the dynamical SU(m) gauge symmetry
leads to parafermionic system of SU(n) at level m, again matching what we found
in computing the trace of the monodromy. This last duality also suggests how to
identify the 2d space where Zamolodchikov’s TBA system [9] lives, thus demystifying
its appearance in the context of N = 2 theories in 4 dimensions.
Finally we consider the problem we started with: the classification of N = 2
theories in 4 dimensions. Surprisingly, we find that the classification problem is
actually related to the exact classification of N = 2 theories in d = 2 dimensions!
In particular, it seems that some of the results in that context can be borrowed for
our use in 4d. We offer some explanation of this: when the N = 2 theory has a
superstring realization, the quiver which captures its BPS degeneracies is the same
as a quiver governing the N = 2 worldsheet theory. For example, when the N = 2
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theory arises from Type IIB strings on a singular Calabi-Yau, the 2d worldsheet
theory is a certain Landau-Ginzburg model coupled to Liouville fields.
Applying this correspondence, we use the classification program of 2d N = 2
theories in [2] to initiate classification of the quiver types of possible 4d theories. More
specifically for BPS spectra which are generated from up to three basic objects in an
appropriate sense, the classification results of [2] leads to a complete classification
for the 4d case. In particular, we rule out 4d theories whose BPS spectrum is
generated from two basic charges γ1, γ2 for which the electromagnetic inner product
|〈γ1, γ2〉| > 2. Similarly, we classify the allowed N = 2 theories with three BPS
generators. Moreover we find that the 4d theory is conformal if and only if the
corresponding monodromy has finite order. This mirrors the case in 2d, where the
monodromy matrix has infinite order for non-conformal theories such as CPn sigma
models.
So in this paper we have found two apparently different links between N = 2 4d
and 2d physics, where the 2d is either part of the target or on the worldsheet. We
should note that quite a few links between supersymmetric theories in 4 dimensions
and theories in 2 dimensions are known, and more have been appearing recently
— e.g. [13–19] are some prominent examples. While our constructions here involve
ingredients which are certainly familiar (reduction on two circles plays a prominent
role, as does a deformation which resembles the Ω-background), we do not know a
precise connection between our story and previously known ones.
The organization of this paper is as follows: In Section 2 we review aspects of
open A-branes for topological strings and the spacetime interpretation of the open
topological amplitudes. In Section 3 we review aspects of the construction in [7].
Furthermore, we formulate in 4-dimensional gauge theory terms what the (quantum)
monodromy computes. In Section 4 we show how these results can be generalized
to arbitrary N = 2 theories in 4 dimensions, regardless of whether they arise from
M5-branes. In Section 5 we discuss in more detail the structure of the quantum
monodromy operator. In Section 6 we consider the quantum monodromy and the
associated TBA system for the ADE type singularities and verify our conjecture for
this class. In Section 7 we consider a class of examples where the N = 2 CFT’s are
obtained by compactification of type IIB on general hypersurface singular Calabi-Yau
threefolds. In Section 8, we consider the case of pairs of ADE singularities and the
associated quantum monodromy. In Sections 9,10 we study the trace of the quantum
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monodromy operator for both irrational and rational q respectively, for some of the
examples presented. In particular we see the appearance of RCFT characters and the
Verlinde algebra. In Section 11 using string dualities we explain why the RCFT’s,
as well as the corresponding TBA system appear in our theories. In Section 12 we
advance a conjecture relating the 4d and 2d classifications of N = 2 theories. In
Section 13 we use the 2d classification to classify 4d theories with up to 3 generator
for BPS lattices, and identify the corresponding theories. For clarity of presentation,
we postpone various extensions and elaborations of the ideas in the main body of
the paper to the appendices.
2 Open A-branes and the physical interpretation
of topological amplitudes
While the main statements of this paper are formulated independently of the topo-
logical string, we will use topological strings as a tool for finding and proving them.
In this section we therefore review some facts about open topological strings and
their relation to physical superstrings.
2.1 The open topological A model
Consider a Calabi-Yau 3-fold K. For most of our examples K will be non-compact.
Furthermore, consider a Lagrangian submanifold L ⊂ K. We will study the A model
topological string onK, withM A branes supported on L. As has been shown in [20],
the open string sector gives rise in the target space to a U(M) Chern-Simons theory
on L, where λs plays the role of the (quantum corrected) Chern-Simons coupling
constant. The partition function will be expressed in terms of
q = exp(2πiλs).
In the usual approach to Chern-Simons theory with compact gauge group, quantiza-
tion of the coupling implies that q is “rational” in the sense that
qN = 1
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for some integer N . In the context of the topological string we usually consider the
case where q is not rational, corresponding to a more general choice for the Chern-
Simons coupling (see e.g. [21]). The meaning of such irrational q has recently been
clarified from the path-integral viewpoint in [22]. In this paper we will be interested
in both the rational and irrational cases.
Were it not for worldsheet instantons, the partition function of the theory would
simply be
Zopentop = Z
L
CS(q,M)
where
ZLCS(q,M) =
∫
DA exp(CS(A, λs)).
Worldsheet instantons give further corrections to Zopentop [20]. For example, for an
isolated worldsheet instanton given by a holomorphic disc C, with boundary on a
curve γ ⊂ L, the instanton correction produces an insertion of the complexified
holonomy
Uγ = e−
∫
C
k Pexp
(
i
∫
γ
A
)
(2.1)
into the Chern-Simons path integral (where k is the Ka¨hler form on K).
For more general worldsheets with higher genus and many boundaries, the precise
form of the corrections to Chern-Simons theory which arise in this way appears rather
complicated. However, it has been argued [23, 24] that these contributions actually
do admit a simple structure. The simplicity becomes most apparent once we embed
the topological string into the physical superstring, to which we now turn.
2.2 Embedding in the physical superstring
We consider Type IIA string theory on the background
K × R4.
As before we take a Lagrangian submanifold L ⊂ K. We now wrap M D4-branes on
L× R2 ⊂ K × R4.
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The topological string we discussed above computes quantities related to this phys-
ical string theory. For example, topological amplitudes at fixed genus show up as
superpotential terms or gravitational corrections. To see the whole topological par-
tition function appear at once we use the idea in [25] which shows how the partition
function of closed topological string can be reformulated as a computation in a spe-
cific background in M-theory. Below we are interested in the open string version
of the same idea which involves a simple extension of this setup considered, e.g.
in [26, 27].
For this reformulation we need to make a further modification of the target space
of the physical theory. We begin by lifting to M-theory on
K × S1 × R4
so that the D4-branes are replaced by M5-branes on
L× S1 × R2 ⊂ K × S1 × R4.
So far this is not a modification, just another way of describing the same system.
The desired modification is to replace R4 with Taub-NUT space, which we denote
by TN , and in addition make a twist: as we go around the M-theory circle S1, we
rotate TN by λs. (The word “rotate” is used slightly loosely here: in coordinates
(z1, z2) which identify TN with C
2, our action is (z1, z2)→ (qz1, q−1z2).) We denote
this geometry
K × (S1 × TN)q.
The M5-branes now occupy (see [26, 27])
L× (S1 × C)q ⊂ K × (S1 × TN)q
where C is the two-dimensional subspace {z2 = 0} of TN , metrically a “cigar”, and
the rotation acts by z1 → qz1. From now on we call this twisted space (S1 × C)q a
“Melvin cigar,” by analogy to the Melvin universe, and denote itMCq. Let X denote
this M-theory background, i.e. the geometry plus the fivebrane configuration:
X = (L×MCq) ⊂ K × (S1 × TN)q.
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The partition function of M-theory on this twisted background is nothing but the
topological partition function:
ZM−theory(X ; q) = Ztop(K,L; q).
From now on we will focus on the contributions from the open string sector, Zopentop (K,L; q).
2.3 Integrating out the BPS states
As noted before, Zopentop (K,L; q) is the Chern-Simons path integral on L, with inser-
tions corresponding to holomorphic curves C ending on L. We have identified this
with ZM−theory(X ; q), and in that language one can think of the Chern-Simons path
integral as the integral over some light modes living on the M5-brane. How do the
instanton corrections appear in this language? The answer is that the effective La-
grangian for these light modes is not just Chern-Simons: it can receive corrections
from integrating out massive degrees of freedom. Since we are doing a BPS com-
putation the relevant massive objects should be BPS; here they are just M2-branes
ending on the M5-branes.
In general, integrating out such M2-branes would involve a complicated com-
binatorial structure (characterized by Young diagrams), since there are M different
M5-branes among which the various boundaries can be distributed, as has been stud-
ied in [23, 24]. We will be mostly interested in the case M = 1, where the structure
simplifies dramatically.
How do these states contribute to the partition function? We first recall how the
closed M2 branes contribute in the closed string context [25]: One considers the gas
of M2 branes bound to the TN geomery, and take into account how each mode of
the M2 branes constributes to the partition function. The same idea works for the
open string setup, with the only difference that the open M2 branes are restricted
to lie on a 2d cigar-like subspace of TN, where the M5 brane occupies.
So let us consider a single M2-brane, ending on some cycle γ ⊂ L. Upon dimen-
sional reduction, this M2-brane produces a quantum field Φ in the three dimensions
(S1 × C)q, with (left) spin s. At fixed “time” (coordinate along S1), any config-
uration Φ(z1) =
∑
n Φnz
n
1 is BPS. Each mode Φn thus gives an oscillator creating
states in the BPS Hilbert space. First, recall that the partition function is a twisted
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trace over the BPS Hilbert space, because of the rotation by z1 → qz1. This rotation
transforms Φn by a factor q
n+s+1/2. Moreover, the oscillator Φn is charged, which
also affects its path-integral contribution, as follows. The B field on the M5-brane
here is a 2-form on L ×MCq. Reduction to zero modes along L gives b1(L) U(1)
gauge fields; in particular, integration over any specific 1-cycle γ ⊂ L gives a specific
linear combination of gauge fields inMCq, which we call Aγ . Denote its holonomy on
S1 as eiθγ . Then a state containing an M2-brane ending on γ is weighted by a factor
Uγ = exp(iθγ). So altogether Φn creates a state whose path-integral contribution is
weighted by a factor qn+s+1/2Uγ .
The total contribution from our M2-brane is thus2
O(γ, s) =
∞∏
n=0
(1− qn+s+ 12Uγ)(−1)2s . (2.2)
(Note that this is essentially the quantum dilogarithm.) If we reduce on S1 to go
back to Type II, the Uγ appearing here is identified with the holonomy around γ of
the U(1) gauge field on the D4-brane. Our naive action for these light modes was
just Chern-Simons on L; (2.2) gives an operator which gets inserted as a correction
into the Chern-Simons path integral.
Introduce an index α to keep track of the contributions from different M2-branes.
Each one contributes an operator Oα(γ, s) of the form (2.2), with s and γ depending
on α. Then altogether what we have found is
Zopentop = ZM−theory(X) =
〈∏
α
Oα(γ, s)
〉
(2.3)
where 〈· · · 〉 denotes the correlation function of operators in the Chern-Simons theory
on L.
2Note that the top component of the multiplet has spin s + 12 which determines if we have the
partition functions of fermionic or bosonic type characterized by the (−1)2s in the above formula.
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2.4 The case of one M5-brane on Σ× S1
The case of main interest for this paper is when we only have M = 1 M5-brane, and
our Lagrangian submanifold has the topology
L = Σ× S1,
where S1 is non-contractible inside K. In such a situation each holomorphic M2-
brane Cα which ends on L is bounding some cycle of Σ, and sitting at a point tα ∈ S1
(parameterize S1 by 0 ≤ t ≤ 1).
Viewing S1 as the “time” direction for the Chern-Simons theory, we can compute
(2.3) in the Hamiltonian formulation. If we are dealing with the rational case qN = 1,
i.e. U(1) Chern-Simons theory at level N , then the Hilbert spaceH(Σ) has dimension
Ng, where g is the genus of Σ. Let γi ∈ H1(Σ,Z): then the standard quantization of
Chern-Simons [28] gives
Uγ1Uγ2 = q〈γ1,γ2〉Uγ2Uγ1 . (2.4)
So H(Σ) is a representation of this algebra, sometimes referred to as the ‘quantum
torus algebra’.
Then (2.3) becomes
ZM−theory(X) = Tr T
(∏
α
Oα(γ, s)(tα)
)
(2.5)
where T denotes the time-ordered product. This trace does not depend on the precise
values of the tα, but it does generally depend on their ordering: the reason is that if
〈γ1, γ2〉 6= 0 then
[O(γ1, s1), O(γ2, s2)] 6= 0.
3 BPS states and R-twisting
In this section we review and extend the construction of [7]. We will also get our first
payoff: a prediction relating the spectrum of BPS states in certain N = 2 theories
to the spectrum of R-charges of relevant operators at the conformal point.
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3.1 Our setup
Consider M-theory on flat space
C2x,y × (Cz × Rp)× R4
(subscripts give the coordinates we will use on the space), with an M5-brane wrapped
on the locus
Σ× {z = 0, p = 0} × R4
where Σ is a (non-compact) Riemann surface
Σ = {f(x, y) = 0} ⊂ C2x,y.
This gives an N = 2 theory in the last R4 [29, 30], where Σ is the Seiberg-Witten
curve, and λ = ydx is the Seiberg-Witten differential. In what follows we are going
to use the topological string as a way of getting information about this N = 2 theory.
First, consider compactifying on two circles, thus replacing R4 by
R4  S1 × S1 × R2.
Then further modify the geometry as follows. Let g be some symmetry of C2x,y
preserving Σ (which hence also gives a symmetry of the N = 2 theory in R4.) As we
go around the first circle, we make a twist of C2x,y by g. We write the resulting space
as
C2x,y × (Cz × Rp)× S1g × S1 × R2
(a slight abuse of notation since strictly speaking it is not a product.)3 We still have
an M5-brane on
Σ× {z = 0, p = 0} × S1g × S1 × R2.
Let us view the last S1 as the small “M-theory circle.” Then reducing to Type
IIA we get C2x,y × (Cz × Rp)× S1g × R2, with a D4-brane wrapping Σ × {z = 0, p =
0} × S1g ×R2. Now comes the surprising move: we divide our space up into 6 + 4 in
3Since we will use this language frequently, let us spell it out a bit more: by C2x,y × S1g we mean
C2x,y × [0, 1] modulo the identification ((x, y), 1) ∼ (g(x, y), 0). (The rest of the factors are just
bystanders.)
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an unusual way. Write
K = C2x,y × Rp × S1g ,
leaving Cz×R2 as the remaining 4 dimensions. Our D4-brane now wraps the product
of L = Σ × S1g ⊂ K and {z = 0} × R2. We do not yet specify g or the Calabi-Yau
structure on K.
3.2 Topological A model
So far we have arrived at a threefoldK = C2x,y×Rp×S1g with the subspace L = Σ×S1g .
We now consider the topological A model on K, with a brane on L.
As we reviewed in Section 2.4, the topological partition function should have an
expression of the form
Zopentop (K,L) = TrM (3.1)
where
M = T (
∏
α
Oα) (3.2)
and the Oα are the instanton corrections.
If we choose g = 1, then the story would be particularly trivial: the instanton
corrections would actually vanish (one way to understand this is that in the physical
setup we would get higher supersymmetry here), so we would have M = 1.
Now suppose that g is nontrivial but has finite order,
gr = 1.
In this case the instanton corrections are nontrivial, so M 6= 1. Twisting by gk
(k ∈ Z) instead of g similarly defines an operatorMk. Since gr = 1, we have Mr = 1.
On the other hand, we can view the gk-twisted geometry as obtained by gluing
together k copies of the g-twisted geometry, and our computation of the instanton
corrections was purely local in the time direction, so
Mk = M
k.
In particular, it follows that
M r = 1.
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3.3 SCFT
So far we have not chosen a specific g. Now let us specialize to the case where
Σ is singular and our theory in R4 is actually an N = 2 SCFT. We will consider
two particular cases of interest: g may be an appropriate element of the R-symmetry
group of the SCFT, or a certain ‘square root’ thereof — or more generally a fractional
power, when there are extra symmetries.
For concreteness, consider the case
f(x, y) = ym − xn.
It is generally believed that these examples give rise to 4d SCFTs. The case (m,n) =
(2, 3) and its generalization to (2, n) are the original SCFTs studied by Argyres-
Douglas [31]. In this case, following [32] we should assign R-charges to the coordinates
(x, y), in such a way that f is homogeneous (else we will not get a symmetry) and
dx dy has charge 1. This is because dθ has R-charge −1/2 and so the prepotential
F has R-charge 2 (so that ∫ d4θF has R-charge 0), which implies that the BPS
masses related to a, aD = ∂F/∂a, given by integrals of ydx, have R-charge 1. These
conditions fix the R-charges as
[x] =
m
(n+m)
, [y] =
n
m+ n
.
So we will take g to act by
(x, y)→ (ωmx, ωny)
where ωn+m = 1. Then, writing
ζ = ep+iϕ,
K is a C2-bundle over C×ζ , locally identified with C
×
ζ × C2x,y, with the transition
function
(ζ, x, y) ∼ (e2πiζ, ωmx, ωny).
Now we can specify the Calabi-Yau structure of K. We choose local complex
coordinates to be
(w1 = x+ y, w2 = y − x, ζ)
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with the holomorphic 3-form
Ω = dζ dw1 dw2
and Ka¨hler form
k = i
dζdζ
ζζ
+ i dwi dwi.
Note that even though wi are not global coordinates, k is globally defined (because
dwidwi = dxdy + dx¯dy¯ which is invariant under g.)
One can check directly that our brane, given locally by
L = Σ× {|ζ | = 1} ⊂ C2x,y × C×ζ ,
is Lagrangian as it should be.
One can check that the dimensions and R-charges of the CFT operators are all
integral multiples of 1/(n + m). This can be seen by using the assumption that
adding any operator to the action will deform the SW curve. Consider an operator
Oα. Deforming the 4d action by ∫
d4θ
∑
aαOα,
will deform the SW curve in a way depending on aα. Using the dimensions [x], [y]
we can read off the R-charge of aα, then also determines the R-charge of Oα using
[Oα] = 2 − [aα]. Consider for example the cases (2, n). Let us start with the (2, 3)
case. Then the most general deformation we will have is given by
y2 − x3 + g(x, y) = 0.
Using the fact that [dx dy] = 1, we can assign dimensions [y] = 3/5, [x] = 2/5. Note
that this means the coefficient of the constant term 1 in g has dimension 6/5, and
that of x has dimension 4/5. These two are dual: the addition of 1 to g corresponds to
vev of a field of dimension 6/5 and the term linear in x corresponds to the dimension
of the parameter t which couples to. Similarly monomial ak,lx
kyl ⊂ g(x, y) will have
a dimension 6/5 which means that ak,l has dimension
[ak,l] =
6
5
− 2k + 3l
5
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which therefore implies that this should be a mass parameter which couples to a field
Ok,l ∫
d4θ
∑
ak,lOk,l
of dimension
[Ok,l] = 2−
(
6
5
− 2k + 3l
5
)
=
2k + 3l + 4
5
.
However, not all l, k are independent. In fact we can get rid of a lot of them by
field redefinitions. The symmetries of the theory are those which are compatible
with the SW differential, i.e., they should preserve dx ∧ dy, i.e. they are arbitrary
symplectic transformations. Let f(x, y) be any function and use it to generate sym-
plectic transformations on x, y by the usual Poisson bracket. Thus the most general
transformation which should be viewed as trivial is given by
{f, y2 − x3} = 2y∂f
∂x
+ 3x2
∂f
∂y
= 0
If we take f(x, y) = xmyn this implies that
2myn+1xm−1 + 3nxm+2yn−1 = (2my2 + 3nx3)xm−1yn−1 = 0
This means that a basis for the chiral rings of this model correspond to the mass
parameters in front of the monomial given by (using the shift vectors in the monomial
degrees by (−3, 2) and (3,−2))
x, x3, x4, x6, x7, ..., xr, ...
where r = 3k− 1 is eliminated. In the above we did not start with 1 because that is
already the dual vev to x.4 Thus the dimension of the corresponding chiral operators,
as discussed above is given by
6/5, 10/5, 12/5, 16/5, ..., (2r+ 4)/5, ... r 6= −1 mod 3 (3.3)
For the y2 = xn models the generalization of these dimensions are (for n odd):
4Note that this is the same as the space of physical fields of A2 minimal model coupled to
topological gravity in 2d [33] (it would be interesting to ask if the correlations of that 2d theory
have any connection with the 4d CFT correlators).
21
1n+ 2
(n+ 3, n+ 5, .., n+ 2k + 1, ...), except k = (n + 1)/2 mod n
(where the first (n − 1)/2 terms are the relevant ones (analog of 6/5), and the rest
are descendant). A similar expression works for n even:
1
n + 2
(n + 4, n+ 6, .., n+ 2k + 2, ...), except k = n/2 mod n
Thus we see that for n odd the dimension of R-charges are an integral multiple of
1
n+2
and for n even, and integral multiple of 2
n+2
. In other words we learn that the
monodromy operator M r = 1 where
r = (n+ 2) n = odd
r =
(n+ 2)
2
n = even.
Similarly one can extend these to the more general (n,m) theories. Let d = gcd(m,n).
Then we find r = (n +m)/d.
A specially interesting class of theories correspond to where the M5 brane has an
ADE type singularity. For the An−1 type, corresponding to (2, n), we have already
seen that r = n+2 for odd n and r = (n+2)/2 for even n. We can easily generalize
the above analysis for the dimensions [x], [y] and determine the R-charges for the D
and E series:
Dn : x
n−1 + xy2 = 0
E6 : x
3 + y4 = 0
E7 : x
3 + xy3 = 0
E8 : x
3 + y5 = 0.
For the Dn case, we find the common denominator is r = n for n odd and r = n/2
for n even. Similarly, for the E series we find
rE6 = 7
rE7 = 5
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rE8 = 8.
3.4 Deforming away from the SCFT point
We cannot compute the topological partition function directly in the above setup,
because Σ is singular. We would like to deform away from the conformal point,
replacing Σ by
Σ˜ = {ym − xn +
∑
0≤k<n, 0≤l<m
ck,lx
kyl = 0} ⊂ C2x,y. (3.4)
In the four-dimensional language ck,l are parameters which move the theory away
from the conformal point (Coulomb branch vevs and/or mass deformations).
Naively this deformation would not be allowed: Σ˜ is not g-invariant, precisely
because the R-symmetry is only present at the conformal point. The construction
of [34] motivates a way around this difficulty: replace f by
f˜ = ym − xn +
∑
0≤k<n, 0≤l<m
ζ
mn−km−ln
m+n ck,lx
kyl.
The brane L = {f˜ = 0} is nonsingular, so now we can evaluate the contributions
from BPS states. It is convenient to change variables to
x˜ = ζ
m
n+mx, y˜ = ζ
n
n+my.
The new x˜, y˜ are globally defined, and
f˜(x˜, y˜) = ζnm(y˜m − x˜n +
∑
0≤k<n, 0≤l<m
ck,lx˜
ky˜l).
So at any fixed ζ , L looks complex-analytically like a copy of the deformed Seiberg-
Witten curve Σ˜ from (3.4). Moreover, at fixed ζ the Ka¨hler form k restricts to
−i k = dwi ∧ dwi = ζ dx˜ dy˜.
The BPS states correspond to holomorphic curves C ⊂ K ending on L — where
“holomorphic” refers to the complex structure on K, in which w1, w2, ζ are complex
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coordinates. Such a holomorphic curve necessarily sits at some fixed ζ = eit, has
boundary on Σ˜, and has ∫
C
k = i ζ
∫
C
dx˜ dy˜ = i ζ Z > 0, (3.5)
where Z is the BPS central charge. We thus see that the phase of the corresponding
BPS charge correlates with the phase of ζ , i.e. the choice of point θ1 on S
1.
As before, let us label the various holomorphic curves C by the index α; they sit
at various ζα = e
itα . According to (2.5) the topological partition function is
Zopentop (K,L) = TrM
where
M = T
(∏
α
Oα(γ, s)(tα)
)
. (3.6)
Furthermore, the computation of M is topological and does not depend on the size
of the coefficients ck,l which deformed f away from the conformal fixed point. Taking
the limit ck,l → 0 we learn that
M r = 1. (3.7)
Now we come to our first payoff: we ask what is the meaning of this result for
the N = 2 theory on R4. The answer is that the holomorphic curves Cα ending on Σ˜
give rise to BPS states in that theory, with charge γ, spin s, and phase of the central
charge tα (as follows from (3.5)). So the data that goes into M in (3.6) is simply
the BPS spectrum of the N = 2 theory; and we have shown that M so defined
obeys the very nontrivial equation (3.7). This is a remarkable prediction: it says
that a particular product of operators, built from quantum dilogarithms in a manner
dictated by the BPS spectrum, is actually trivial ! Later in this paper we will check
this prediction in various examples.
Finally we should admit to one gap in the above discussion. When Σ is singular
our brane L is Lagrangian. Unfortunately, after the deformation this is no longer
the case. It was argued in [7] that by taking a suitable limit this problem may be
avoided (as the worldsheet configurations which detect it become infinite action). In
later sections of this paper we will propose a scheme for preserving the spacetime
supersymmetry even in the presence of this non-Lagrangian brane, by introducing a
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kind of R-symmetry twist as we go around S1, analogous to a construction performed
in [34] in two-dimensional theories. It is natural to expect that this mechanism for
preserving spacetime supersymmetry also has a manifestation on the worldsheet; in
other words, there should be some way of deforming the A model which makes our
deformed brane admit a supersymmetric boundary condition. It would be important
to clarify this point.
In Appendix B, we generalize the above construction to the case where the am-
bient C2 is replaced with a more general hyperka¨hler manifold.
3.4.1 The half-monodromy Y , and fractional monodromy K
In the previous sections we studied the case where g is given by the R-charge twisting.
More precisely we have
g = (−1)F exp(2πiR)
where we have to insert a (−1)F in the path-integral in order to preserve the super-
symmetry, as exp(2πiR) action on bosons and fermions differ by a sign. This leads to
the insertion of operator M in the topological theory setup. We would be interested
in taking a square root of this twisting. In other words we wish to define a twisting
g˜ satisfying
g˜2 = g.
We will take
g˜ = C exp(iπJ12) exp(iπR)
where C is the charge conjugation operator, and exp(iπJ12) is a 180
◦ degree rotation
in the 2-plane, w → −w (which we identify with the plane of the cigar geometry
C). The insertion of C in the above guarantees that g˜ does not change the central
charge Z of the N = 2 algebra. This is because exp(iπR) will change Z → −Z and
C removes this action.
Note that at the level of the M5-brane in the Calabi-Yau, when we go around the
circle, the action of g˜ takes
dx ∧ dy → −dx ∧ dy,
dw → −dw.
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This combined operation preserves dx∧dy∧dw, which is compatible with preserving
supersymmetry.
The corresponding operator in the topological string setup we will denote by Y .
It is the same as going around half the circle and inserting an operator I. Let S 1
2
−0
denote the contribution of the solitons as we go half the circle around:
S 1
2
−0 = T
( ∏
α∈half circle
Oα
)
Then we have the insertion of the operator I which conjugates it to
I S 1
2
−0I = S1− 1
2
Then the half Monodromy operator is5
Y = S 1
2
−0 I ∼ I S1− 1
2
and M , the full monodromy is represented by
Y 2 = (I S 1
2
−0)(I S 1
2
−0) = S1− 1
2
S 1
2
−0 = S1−0 =M
The structure of this operator and how I acts on the topological string fields and its
generalization to fractional monodromies is discussed in section 5.
While the half-monodromy operator will always exist for arbitrary N = 2 the-
ories due to CPT symmetry, in some cases we can also have fractional monodromy
operators. This can happen if, as we deform the CFT, we can preserve a discrete
subgroup of the R-symmetry. Suppose we have a Zk discrete R-symmetry away from
the CFT point which acts on the central charge Z by Z → exp(2πi/k) Z. In such a
case the BPS spectrum and the S operator can be similarly decomposed in terms of
the contribution of soliton in the pie wedges of size 2π/k, and we would expect that
M = Kk, i.e. the we should be able to take a k-th root of the monodromy operator.
To preserve supersymmetry, this operation will be accompanied by a −2π/k rotation
of the cigar about its tip. The operators Y and K will be discussed in more detail
in §.5.
5 Here and elsewhere ∼ stands for equality up to conjugacy.
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3.5 The four-dimensional perspective
Finally let us reconsider our construction from the purely four-dimensional point of
view.
We identified TrM as the topological partition function Zopentop (K,L), which is a
generating function for certain amplitudes in M-theory on
C2x,y × (Cz × Rp)× S1g × S1 × R2.
However, as we explained in Section 2.2, Zopentop (K,L) can also be understood directly
as the partition function of M-theory on a different background, where we replace
the 4-dimensional space Cz × R2 by Taub-NUT space TN , and additionally twist
by a rotation of TN as we go around the M-theory circle. We can describe this
partition function in purely four-dimensional terms: it amounts to considering the
original four-dimensional N = 2 theory not on R4 but on
X = S1g × (S1 × C)q
where now the twisting by g is just interpreted as an internal R-symmetry twist,
rather than geometrically.
4 A purely four-dimensional approach
Let us briefly recapitulate what we have said so far. Consider anN = 2 field theory in
four dimensions, obtained as the worldvolume theory on an M5-brane whose internal
part is a Riemann surface. We argued that:
• Attached to this theory there is a natural Hilbert space H, which is a repre-
sentation of an algebra (2.4) of operators Uγ (both depending on an auxiliary
parameter q).
• There is a natural operator M acting on H, which is a product of elementary
operators of the form (2.2) corresponding to the various BPS states of the
theory, taken in the order of the phases of their central charges.
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• If the field theory has a conformal point, where the dimensions of all relevant
chiral operators are rational with denominators dividing r, then M r = 1.
• The trace of M is equal to the partition function of the theory considered on
the background S1g ×MCq.
Note that the above statements do not refer to the M5-brane, and therefore it is
reasonable to suspect that they hold generally for any N = 2 theory in d = 4. In
this section we sketch a re-derivation of these statements for general N = 2 theories
using purely four-dimensional arguments. As a byproduct, this gives an alternative
proof of the wall-crossing formula which holds without assuming that the N = 2
theory descends from an M5-brane.
4.1 Hilbert space and operators
We begin with a generic N = 2 supersymmetric gauge theory in d = 4. Compactify
this theory on S1. This yields a three-dimensional field theory, which at low energies
is a sigma model into a hyperka¨hler manifoldM. As discussed at length in [4,35],M
admits important canonically defined coordinate functions Xγ , which can be thought
of as a kind of complexification of the holonomies of the Abelian gauge fields around
S1, or more precisely as the vacuum expectation values of certain supersymmetric
line operators wrapped around S1. From the perspective of the 3d theory, we can
think of each Xγ as a chiral point operator.
We next compactify this three-dimensional theory on the cigar geometry C (with
an appropriate topological twist, embedding the U(1) holonomy in the SU(2)R sym-
metry). So altogether we have replaced R4 by S1 × C × Rt. This compactification
reduces the supersymmetry by 1/2. We end up with an effective one-dimensional the-
ory on Rt with 4 supercharges, with chiral point operators Xγ(z, t) (z ∈ C, t ∈ Rt).
The operators Xγ(z, t) are actually independent of (z, t) (up to exact terms involv-
ing Q-trivial contributions), thanks to the topological supersymmetry. In particular,
their ordering in t is irrelevant, since they can be exchanged without ever colliding,
by displacing them in C.
Next we pass to the quotient
Y := (S1 × C)/G× Rt
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where G is a discrete cyclic group. We will consider the case of G being finite and
infinite. For the finite case, which we take it to be ZN , its generator acts by a shift
of 1/N -th around the circle and at the same time rotating C by 2π/N around its tip
p at z = 0. In the infinite case we replace S1 by R and mod out by simultaneously
translating R by a shift and rotating C by an angle θ. In either case the geometry
is the same as having a C fibered over S1 which rotates by
z → qz
q = e2πiθ.
In other words, (S1 × C)/G is just the Melvin cigar MCq.
In Hamiltonian quantization of the theory, we obtain a Hilbert space of vacuum
states on MCq. This is our desired H.
To get operators onH, we take supersymmetric line operators of the 4-dimensional
theory, wrapped around loops inMCq. π1(MCq) is cyclic, with a generator ρ. Lifted
to S1 ×C, a generic loop in the class ρ looks like a little arc which traverses around
S1 while going around p by an arclength θ. In the rational case, when qN = 1,
note that ρN lifts to the closed loop in S1 × C which just runs around S1, and its
projection on C can be a constant map to any point.
Wrapping supersymmetric line operators around loops in the class ρ gives new
loop operators Uγ . In order to be supersymmetric these operators have to sit at the
tip p of C. One quick way to see this is to think of a stringy realization where they
are F1 or D1 branes, which clearly have to wrap geodesic cycles in order to minimize
their energy: the shortest arc going around p is one which just sits at p.
In the case where the theory we consider comes from an M5-brane, the Uγ should
be identified with the operators we called Uγ in Section 2. In particular, as discussed
there, they are also complexified in the context of topological strings by including
the Ka¨hler class. Moreover, the space we here called Rt is identified with the time
direction in the Hamiltonian quantization of the Chern-Simons theory.
In the Chern-Simons context we know that the ordering of the Uγ(t) in t matters:
indeed they obey the noncommutative algebra (2.4). How could such a noncommuta-
tive algebra arise for the Uγ from the perspective of the 4d theory? The point is that
unlike the Xγ(z, t) which were labeled by points in 3-dimensional space, the Uγ(t) are
labeled just by points on the line. We can use supersymmetry to show that Uγ(t) is
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independent of t, except that we cannot pass through singular configurations where
two of them collide, and now we have no room to move them around one another.
So Uγ need not commute with Uγ′ .
We would like to argue more precisely that the Uγ obey the analog of (2.4):
Uγ1Uγ2 = q〈γ1,γ2〉 Uγ2Uγ1 . (4.1)
We will show (4.1) directly in a moment, but let us first marshal some indirect
evidence. First, we have already shown that this commutation relation arises in
the case where our U(1)r theory that come from M5-branes, but the commutation
relations are an IR question and hence should be independent of the UV details.
Second, as a consistency check, note that the above commutation relations imply
that if qN = 1 then UNγ commutes with all Uγ′ . This fits perfectly with our picture:
a loop operator in the class ρN can be moved away from p, so UNγ depends on (z, t)
rather than just t, and hence we can reorder the t’s without UNγ colliding with Uγ′ .
Now we show (4.1) directly in four-dimensional terms. Without loss of generality
we will consider the case of a single U(1) theory. Let us first consider the theory
before dividing out by the G action. We consider the effective theory on C obtained
by reducing from 4 dimensions to 2 along the internal space Rt×S1. (So we consider
the Euclidean time Rt as a spatial direction; we can also consider replacing Rt by
a circle, but this does not change our argument below.) Let φγ(t, z) = logXγ(t, z)
be the complexified holonomies along S1, which as discussed before are naturally
supersymmetric operators. From the two-dimensional point of view, we can think
of them as an infinite collection of chiral fields corresponding to different values of
t. Choose an electric-magnetic duality frame, so that we have basis elements γe, γm
and corresponding electric and magnetic holonomies φe, φm. The 2d theory then
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contains a superpotential term of the form6∫
d2z d2θ [W ] ∼
∫
C
d2z d2θ
[ ∫
dt φe(t)
d
dt
φm(t)
]
.
It is known that in the presence of such a superpotential, in order to preserve super-
symmetry on a manifold with boundary, we need to include bosonic boundary terms
in the action [37]. This has been discussed in detail in [38] in the case of the cigar;
as shown there the desired boundary term is
δS =
∫
∂C
W =
∫
∂C×Rt
φe(t)
d
dt
φm(t). (4.2)
So we have found that in the theory on Rt×S1×C the action includes the boundary
term (4.2). Let us return to the original context of the Hamiltonian quantization,
viewing Rt as the time. Then the term (4.2) implies that φe and φm are canonically
conjugate, so [φe, φm] = i const. To fix the overall constant we can carefully fix the
constants in all the above equivalences, or use the fact that in this case Ue and Um
should commute, because the line operators are free to move on C. The correct
answer is the minimal one consistent with this commutation relation, i.e.
[φe, φm] = i.
Now let us pass to the quotient by G = ZN . This leads to a boundary term which
is bigger by a factor of N ,
δS = N
∫
∂C×Rt
φe(t)
d
dt
φm(t),
6This is an analog of the statement that 10-dimensional super Yang-Mills, when reduced to
four dimensions and written in N = 1 notation, contains a superpotential which has the form of a
Chern-Simons term [36]; to see that this superpotential is indeed present, note that (labeling the
Rt direction as 0, the S
1 as 1, and the cigar as 23) it would lead to the potential
V ∝
∣∣∣∣δWδφe
∣∣∣∣2 + ∣∣∣∣δWδφe
∣∣∣∣2 = (dφedt
)2
+
(
dφm
dt
)2
= |F e01|2 + |Fm01 |2 = |F e01|2 + |F e23|2
which is part of the gauge theory action.
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and thus to
[φe, φm] = i/N, Ue Um = q Um Ue.
Similarly, taking q = e2πiK/N gives the same story with N replaced by N/K. Fi-
nally, the irrational case (at least for q a pure phase) can be obtained by successive
approximations using the rational case.
4.2 Partition function
Our next step is to compactify time on a circle, and introduce the R-twisting: so
now we consider the theory on
MCq × S1g .
To define precisely what we mean by R-twisting, we apply the approach of [34],
to which we refer for more details. That paper discussed supersymmetric quantum
mechanics with 4 supercharges, which is just what we have here if we dimensionally
reduce along MCq to 1 dimension.
The recipe of [34] for the partition function is, roughly, to compute it in the
Hamiltonian formulation. In fact, we have a time-dependent Hamiltonian, which
includes delta-function instanton contributions at special times. In the IR limit, the
computation is projected to the ground states as usual; so at generic times we have
the trivial evolution in the Hilbert space H of ground states, and at special times tα
we get operators Oα(tα) which mix the different ground states. Setting
M = T
(∏
α
Oα(tα)
)
we then have
Z = TrM.
This is the formula we have been shooting for; it just remains to see why Oα have
the form (2.2).
The relevant instantons here are the Euclidean world-lines of BPS particles of the
4-d field theory, going around the nontrivial loop ρ ⊂ MCq, at some fixed time t. In
the R-twisted background, supersymmetry dictates that t coincides with the phase
of the central charge of the instanton in the sense of the supersymmetric quantum
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mechanics, which in turn coincides with the central charge of the BPS particle in the
sense of the original 4-d field theory. So the Oα correspond to BPS particles, and
appear in the order of the phases of their central charges, as they should.
To see the precise form of Oα, first note that we actually get not just one instanton
for each BPS particle but an infinite tower of them, corresponding to the possible
quantum states of the particles along C: as in [25], these correspond to holomorphic
Fourier modes zn on C for all n ≥ 0. The contribution coming from each such particle
with top component spin s + 1/2 gets weighted in the path-integral by qn+s+1/2 as
well as by Uγ from the transformation of the wavefunction as the particle goes around
the loop.
Now we are essentially ready to apply the machinery of [34] to determine Oα. The
only small additional subtlety here is that we have multiple contributions arising at
the same tα, corresponding to states of a “gas” of modes attached to the tip of the
cigar. As we will argue in Appendix A, in such a case we get a simple generalization
of the result of [34], where all the BPS states contribute independently, generating
bosonic or fermionic Fock spaces depending on their spin:
Oα =
∞∏
n=0
(1− qn+s+1/2Uγ)(−1)2s .
(The rational case is more subtle but can be obtained by taking a suitable limit of
the above formula, as we will discuss later in this paper.) More precisely, for each
N = 2 multiplet of the form
spin(j)⊗ (hypermultiplet)
we obtain the product of 2j + 1 such quantum dilogarithms, one for each value of
−j ≤ s ≤ j.
This is the form we expected; so now we have completed our rederivation of the
statements we listed at the beginning of this section.
4.3 Some further predictions
We can make a number of additional predictions/conjectures about the trace of M ,
based on its path-integral interpretation.
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4.3.1 Rational case
Let us first discuss the case qN = 1. We have been studying the path integral on the
geometry
MCq × S1g
which is non-compact. Thus in order to define H properly, and hence TrM , we
will have to specify the boundary conditions for the fields on MCq. A convenient
way to do this is to do it “upstairs”, i.e. pass from MCq to the N -fold cover C ×
S1 (undoing the quotient), then reduce on S1, and fix boundary conditions in the
resulting effective 3d theory. Recalling that this effective theory is a sigma model
into the hyperka¨hler space M, let us choose Dirichlet boundary conditions specified
by a point of M. This amounts to fixing the values of all the coordinate functions
Xγ, or in the language of the quotient, to fixing the values of UNγ .
Now suppose we are at the conformal point, so that the twisting by g corresponds
literally to twisting by the R-charge. g is realized as a symmetry of M (preserving
the full hyperka¨hler structure). If we choose our boundary condition to correspond
to a point which is not a fixed point of the g-action, then the path integral should
simply vanish (by the arguments of Witten on twisting by an operator which preserves
supersymmetry [39]). Thus, in order to get a non-vanishing partition function, we
will need to choose a boundary condition corresponding to a point of M which is
fixed under the g-action. In the examples we will see how this prediction is realized.
4.3.2 General q
Suppose now we let q be a more general complex number (and it turns out to be
convenient to take it |q| ≤ 1). In this case the story becomes rather interesting.
How should the partition function Z(q) look? Let us view our setup as the
compactification of the N = 2 theory on C down to T 2, where we put twists (q, g)
along the two circles of T 2: as we go around one circle we map z → qz in C, and
as we go around the other circle we do the internal R-twisting. Since our path-
integral computation is supersymmetric, it should localize to configurations which
are constant along T 2 and hence invariant under both twistings. In particular, the
only field configurations Φ on C that contribute should be the ones which satisfy
Φ(z) = Φ(qz).
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This looks a bit as if we are replacing C with a torus with modulus q = exp(2πiτ).
It is then natural to ask whether the partition function
ZY (q) = TrM(q)
should be expected to be a modular function of q. At least it should be invariant
under τ → τ + 1; in examples we will find that this is true, up to an overall factor.
However, symmetry under τ → −1/τ is not at all obvious. The reason for this is
that the field configurations we are considering are really living on the whole cigar
C, there is no symmetry between the A–cycle of the torus, γA ≡ {z → exp(2πi)z},
and the B–cycle, γB ≡ {z → qz}, because the field configurations are inherited from
the ones on cigar. So, in general, TrM(q) will not be modular invariant, nevetheless
it should be close to one, because, were it not for boundary effects at the origin or
the infinity of the cigar, it would have been modular. In the examples we will find
that, up to multiplication by qc for some c, we obtain objects which are modular
with respect to the level r subgroup of SL(2,Z) usually denoted as Γ1(r), where r
is the order of the monodromy operator. We do not have a general explanation of
this fact, apart for the relation with the RCFT models to be discussed in the next
subsection.
One can also consider starting from general q and taking the limit q → 1. In
this case at least formally it looks like we are going back to the rational case, where
(as we just discussed) the Uγ should be localized near the fixed point locus of the
R-symmetry action. In particular we would expect that when we compute
Tr UγM(q)
and take the q → 1 limit, the path-integral should vanish unless 〈Uγ〉 is at the
fixed points of the R-symmetry action. We will see this happening explicitly in the
examples.
4.3.3 Connections with RCFT Models
In both the rational and irrational cases above we have indicated that the fixed
points of the R-symmetry action play an important role. In fact, looking at them
more closely in the examples to follow, we will find a much richer story: the algebra
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of functions on the set of R-symmetry invariant boundary conditions is naturally
identified with the Verlinde algebra of a 2-dimensional rational CFT! Evaluating
these functions on the fixed points thus corresponds to diagonalizing the Verlinde
algebra. We note that the result is reminiscent of a construction given in [38] in the
context of minimal Landau-Ginzburg models. In the irrational case with |q| < 1, we
will find another connection to the same RCFT’s: namely, computing TrM(q), or
its fractional powers, will give their characters!
We do have a partial explanation for why and which RCFT’s appear for us,
at least in some examples, based on various string dualities. We will make these
connections more precise in Section 11, after we have presented the examples in the
following sections.
4.3.4 Action of the monodromy on line operators and quantum Frobe-
nius property
As we take the line operator around the time circle, it does not come back to it-
self. It will get conjugated by the evolution operator, which is represented by the
monodromy:
Uγ →M(q)−1 Uγ M(q)
In the limit that q → 1 we call this the classical action of the monodromy on the line
operators.
Note that the path-integral description of this computation leads to a prediction:
The operator representing Uγ in the irrational case in the limit q → 1 is untwisted
and can be deformed away. In particular that can be identified in the rational case
qN = 1 with the operator UNγ . Therefore we predict that the action of M(q → 1)
on Uγ is the same as the action of M(q) on UNγ when qN = 1. This turns out to
be a highly non-trivial fact and is known as the ‘quantum Frobenius property’ in
the context of cluster algebras and quantum groups [40]. In particular, it gives a
conceptual unification of many properties observed in exactly solvable models, see
e.g. [41]. In this paper we shall discuss the quantum Frobenius property in detail, in
particular for its connections with the Verlinde algebra of RCFTs.
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5 Structure of the quantum monodromy
In the previous sections we have seen that the monodromy operator M has the form
M = T
2π∏
tBPS=0
O(γ, s, q)(tBPS) (5.1)
where the time–ordering corresponds to ordering in the phase ei tBPS of the central
charge of the BPS states. We write
O(γ, s, q) = Ψ(qs Uγ ; q)(−1)2s (5.2)
where the function Ψ(x; q) is the quantum dilogarithm7. Quantum dilogarithm is
uniquely characterized by the q–difference equations
Ψ(qx; q) = (1− q1/2x)−1Ψ(x; q), Ψ(q−1x) = (1− q−1/2x) Ψ(x; q), (5.3)
and normalization condition Ψ(0; q) = 1. This implies the general identity
Ψ(x, q−1) = Ψ(x, q)−1, (5.4)
since both sides satisfy eqn.(5.3). If q = exp(2πiτ) with τ in the upper–half plane,
we can write the solution to eqn.(5.3) in terms of a (convergent) infinite product
Ψ(x; q) =
∞∏
k=0
(
1− qk+1/2x). (5.5)
If q is a root of unity (as in the physical Chern–Simons theory) the solution to
eqn.(5.3) is slightly subtler and is discussed in §. 10.1.
In eqn.(5.2) Uγ is an operator labelled by a point γ in some lattice Γ equipped
with a skew–symmetric integer valued pairing 〈·, ·〉 so that the commutation relation
between the Uγ ’s is given by eqn.(4.1). We shall refer to the non–commutative algebra
generated by the Uγ ’s with the relations (4.1) as the quantum torus algebra.
7 Our definition of the quantum dilogarithm differs slightly from other definitions in the lit-
erature. Explicitly, Ψ(x; q) = Ψ(x/
√
q), where Ψ(·) is the function defined in ref. [42] and
Ψ(x; q) = Ψq2 (−x)−1, where Ψq(·) is the function defined in ref. [40].
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In the physical CS theory the Uγ ’s are unitary and q is a root of unity. In
this case, the quantum torus algebra has an anti–automorphism given by Hermitian
conjugation
Uγ 7→ U−1γ ≡ U−γ , q 7→ q−1. (5.6)
This transformation is an anti–automorphism of the torus algebra even for |q| 6= 1,
although it is not Hermitian conjugation any longer. We shall denote it by a dagger.
The form of the operator M , eqn.(5.1), is further restricted by PCT. Indeed, the
BPS states with phase tBPS + π are the PCT conjugates of those with phase tBPS.
Write S(t′, t) for the time–ordered product
S(t′, t) = T
t′∏
tBPS=t
Ψ(qs Uγ ; q)(−1)2s . (5.7)
Then PCT relates S(t′+π, t+π) with S(t, t′). S(t′, t) is an element of the (quantum
version of the) Kontsevich–Soibelman group [3], and, as discussed in [34] for the 2d
case, the map S(t′, t)→ S(t′ + π, t+ π) should be a group homomorphism which, in
the case of physical CS, is induced by PCT and hence inverts the signs of all charges.
The Hermitian conjugation † is an anti–automorphism, so, just as in 2d, we have to
compose † with the inverse to get a true group automorphism
S(t′ + π, t+ π) =
(
S(t′, t)†
)−1
, (5.8)
and the monodromy M reads
M = S(2π, π)S(π, 0) =
(
S(π, 0)†
)−1
S(π, 0) (5.9)
in terms of the half–circle time–ordered product S(π, 0).
One has
(S(t′, t)†)−1 = T
t′∏
tBPS=t
Ψ(q−sU−γ ; q−1)(−1)2s−1 ≡ T
t′∏
tBPS=t
Ψ(q−sU−γ; q)(−1)2s , (5.10)
where we used the identity (5.4). Thus the net effect of PCT is just to invert the
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charge γ ↔ −γ and the sign of spin s↔ −s.8
5.1 Explicit form of the half-monodromy Y(q)
As already noted in 3.4.1 we can take a square root of M . Here we show how this
is implemented. Since all the BPS operators come with all the allowed values of
s between −j ≤ s ≤ j, the net effect of having the second half of the monodromy
operator is simply to reflect γ → −γ. In particular let us define the operator I acting
on the quantum torus algebra by
I Uγ = U−γI = U−1γ I.
Note that this is the same as the action of the charge conjugation operator C on the
line operators, replacing each particle with the particle in the conjugate representa-
tion. Then the half-monodromy operator Y (q) can be defined by
Y (q) = I · T
[ π∏
tBPS=0
O(γ, s, q)(tBPS)
]
. (5.11)
where Y is well defined up to conjugation. From what was just said, it immediately
follows that
Y 2(q) = M(q).
5.2 Fractional monodromy K(q)
In the above we have used the general CPT symmetries of N = 2 to refine the
monodromy to a half-monodromy. More generally, as already noted in 3.4.1 this
idea can be used to obtain fractional monodromies for special theories with extra
R-symmetries. Suppose we have an N = 2 system which has an extra R-symmetry,
say a Zk symmetry generated by an element h, which acts on the N = 2 central
charge Z by a Zk action:
hZh−1 = exp(2πi/k)Z
8 PCT holds in the physical theory, that is for |q| = 1. We shall use the same expressions for M
(analytically continued) even if |q| < 1, since they correspond to the expressions obtained from the
topological theory in the previous sections.
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Such a symmetry also acts on the line operators Xi by an order k operation,
h(Xi) = hXih
−1
which is not universal and depends on the symmetry in question. Let S(t′, t) be the
time-ordered product of all Ψ’s for BPS states with phase between t and t′. Then
one has
S(t′ + 2π/m, t+ 2π/m) = hS(t′, t)h−1
Let
S = S(2π/m, 0), K = h−1S.
Then it immediately follows that the full monodromy M is given by
M = S(2π, 2π(1− 1/m))S(2π(1− 1/m), 2π(1− 2/m)) · · ·S(4π/m, 2π/m)S(π/m, 0)
= [hk−1Sh1−k][hk−2Sh2−k] · · · [hSh−1]S = (h−1S)k,
that is,
M = Kk.
In other words we can take the k-th root of the monodromy operator in such cases.
This operation will be useful in the context of some of the examples that we will
consider.
In the context of 4 dimensional geometry, just as in the case of half-monodromy,
in order to preserve supersymmetry, as we go around the R-twisted circle, instead
we now include the action h accompanied by rotation of the cigar around its tip by
−2π/k.
5.3 Action of BPS operators on the line operators
From the above expressions it is obvious that the action of the monodromy M on
any line operator, i.e. any operator O in the quantum torus algebra,
O → M−1OM (5.12)
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can be obtained by a (time–ordered) sequence of ‘elementary’ transformations of the
form
O → Ψ(qs Uγ ; q)∓1OΨ(qs Uγ; q)±1. (5.13)
In particular,
Uγ1 → Ψ(qs Uγ2 ; q)∓1 Uγ1 Ψ(qs Uγ2 ; q)±1 =
= Uγ1 Ψ(q〈γ2,γ1〉+s Uγ2 ; q)∓1Ψ(qs Uγ2 ; q)±1 =
=
{
Uγ1 (1− qs+1/2Uγ2)±1(1− qs+3/2Uγ2)±1 · · · (1− qs+〈γ2,γ1〉−1/2Uγ2)±1 〈γ2, γ1〉 ≥ 0
Uγ1 (1− qs−1/2Uγ2)∓1(1− qs−3/2Uγ2)∓1 · · · (1− qs−|〈γ2,γ1〉|+1/2Uγ2)∓1 〈γ2, γ1〉 ≤ 0.
(5.14)
In order to construct the action of the quantum monodromy M , and more gen-
erally the wall–crossing maps, one has to work out the combinatorics of many such
non–commuting ‘elementary’ operations. A priori, for a generic 4d N = 2 theory,
this combinatorics may be quite intricate. However, there exists a large class of in-
teresting models in which the combinatorics may be elegantly organized in terms of
some recently developed mathematics known as cluster algebras.
In this special class of theories, the combinatorics of the wall–crossing jumps may
be re–expressed in terms of the combinatorics of quivers, as discussed in section 6.
It is possible that this elegant class actually exhausts all 4d N = 2 theories.
6 Quivers, ADE, and TBA
Let us first recall the description of a quiver Q attached to a 4d N = 2 theory. The
vertices of Q are labelled by basis elements {γi} of the charge lattice Γ. If 〈γi, γj〉 > 0
we draw 〈γi, γj〉 arrows i→ j, whereas if 〈γi, γj〉 < 0 we draw |〈γi, γj〉| arrows i← j.
The quiver Q is not uniquely defined; it depends on a choice of basis in the charge
lattice Γ. Changing the basis {γi} → {γ′i} we get a different-looking diagram which
encodes the same quantum torus algebra.
Quivers have occurred in the N = 2 literature before: indeed, for many theories
one can write down a supersymmetric quiver quantum mechanics which captures the
spectrum of BPS states. See [43] for a discussion close to our current perspective.
This quiver quantum mechanics has a gauge group for each node and a bifundamen-
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tal matter field for each arrow, as well as (possibly, in the case where the quiver has
closed loops) a superpotential. In other words, we can view the nodes as building
blocks for BPS bound states, and that every BPS states can be labeled by a positive
linear combination of nodes (related to the rank of the gauge group at each node).
These quivers are generically more complicated than the Q we defined above, which
by construction never contains 1-cycles (adjoint fields) or 2-cycles (pairs of arrows
i → j and j → i). However, there is a sense in which we can reduce any quiver
quantum mechanics to one governed by a simple Q: namely, we deform the super-
potential of the model to give mass to as many bifundamentals as possible. This
process eliminates all 1-cycles and 2-cycles, by “cancelling” pairs of arrows running
in opposite directions. This process may change the BPS spectrum, but since the
monodromyM is topological, we expect that it will not be changed. So as long as we
are only interested in M we may as well reduce to the Q. Note that we may thus as-
sociate to such a quiver an integer–valued skew–symmetric matrix Bij , counting the
number of arrows between the nodes, taking into account orientation. Bij is called
the exchange matrix of the quiver. The quantum torus algebra (4.1) is conveniently
encoded exactly by such a quiver Q.
As already noted, Q is not uniquely defined: there is some freedom to choose
the basis of charges. If we are interested in using Q to compute the BPS spectrum,
though, we cannot make completely arbitrary changes of basis: rather we should re-
strict our attention to a special class of basis changes, the so-called quiver mutations,
which physically get interpreted as Seiberg duality (albeit reduced to 1 dimension),
as used e.g. in [44]. Concretely, one defines a basic mutation µk(Q) of the quiver Q
at the k–th vertex by performing the following two operations [45]:
1. reverse all arrows incident with the vertex k;
2. for all vertices i 6= j distinct from k, modify the numbers of arrows between i
and j as shown in the box
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where r, s, t are non-negative integers, and an arrow i
l−→ j with l ≥ 0 means
that l arrows go from i to j while an arrow i
l−→ j with l ≤ 0 means |l| arrows
going in the opposite direction.
Notice that the definition implies that µk is an involution:
(µk)
2 = identity. (6.1)
Two quivers are said to be in the same mutation–class (or mutation–equivalent) if
one can be transformed into the other by a finite sequence of such quiver mutations.
It is interesting that exactly the same type of quiver appears in the discussion of
massive N = 2 theories in 2d [2], and this is one of our motivations to conjecture a
general 4d/2d correspondence in §. 12.
6.1 Mutation operators and cluster algebras
In the 4d case, to each vertex i of the quiver Q there is associated an element of the
quantum torus algebra namely Uγi . Since {γi} is a basis of Γ, the Ui generate the
quantum torus algebra. We focus on the special class of N = 2 models discussed
at the end of Section 5, and make the change of notation from the complexified line
operators Ui → −Xi, which is more customary in the context of cluster algebras.
The mutation of the quiver at the vertex k, µk, corresponds to a change of basis
in Γˆ, hence a change of the associated generators of the torus algebra which explicitly
43
reads9
Xi → X ′i = q−〈γi,γk〉 [〈γi,γk〉]+/2XiX [〈γi,γk〉]+k i 6= k (6.2)
Xk → X ′k = X−1k , (6.3)
where [a]+ = max{a, 0}.
We will be considering ‘cluster mutations in the context of cluster algebra’ [46,47]
(see refs. [45, 48, 49] for reviews), which we will momentarily define. For us it is
especially important to consider the quantum version of these algebras [40, 50–53].
Begin with some quiver Q and the associated generators of the quantum torus algebra
{Xk}. A cluster algebra is the algebra generated by the Xk and all its mutations
by the monodromy operators, as discussed in §. 5.3. For various applications it is
convenient to define combinations of the above change of basis mutation of the quiver,
and the action of the BPS states on the line operators. Namely, the (quantum)
cluster–mutation at the k–th vertex is defined by [40]
Qk : Xj 7→ Ψ(−Xk; q)−1 µk(Xj) Ψ(−Xk; q) (6.4)
(and so it is — up to the change of coordinates µk — precisely our ‘elementary’
quantum transformation (5.14).) The combination of ‘elementary’ quantum trans-
formation and change of coordinates has the property that (Qk)2 = identity, [40]. In
fact, using the Qk’s instead of our old ‘elementary’ quantum transformations simpli-
fies the combinatorics and will make manifest their relation with the Thermodynamic
Bethe Ansatz (TBA). For instance, consider a model with a quiver Q whose vertices
are either sinks (no outgoing arrows) or sources (no ingoing arrows). The monodromy
has typically the form (up to conjugation)
M =
∏
sources
Ψ(−X−1k ; q)
∏
sinks
Ψ(−X−1j ; q)
∏
sources
Ψ(−Xk; q)
∏
sinks
Ψ(−Xj ; q) =
=
( ∏
sources
µˆkΨ(−Xk; q)
∏
sinks
µˆj Ψ(−Xj ; q)
)2
=
( ∏
sources
Qk
∏
sinks
Qj
)2
,
(6.5)
9 The overall power of q1/2 in the rhs of eqn.(6.2) corresponds to the definition of the ‘normal
ordered product’, so that the rhs is just Xγi+[〈γi,γk〉]+γk .
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where µˆk is the operator in the quantum torus algebra such that
µˆkXjµˆk = µk(Xj), (6.6)
(which just inverts Xk if the k–vertex is a source).
The ‘square–root’ of the monodromy,
∏
sourcesQk
∏
sinksQj , may be identified
with the half–monodromy Y (q). Below we shall see how the combinatorics of the
cluster–mutations will automatically organize the monodromy M(q) in the form of
the right power of the fractional monodromy K(q) whenever the 4d SCFT has a
discrete symmetry of the kind discussed in §. 5.2. Thus, the cluster–algebra formalism
seems to capture some of the essential features of the physical system.
6.2 Simply–laced quivers
Assume the quiver Q is simply–laced, that is |〈γi, γj〉| ≤ 1 for all i, j. In this case, the
quantum monodromy has a simpler structure. The case of An−1-quiver, is already
known to arise in the context of Argyres-Douglas theories, of the form y2 = xn. We
suggest that the D and E quivers arise similarly. For the An−1 case there is one
chamber of moduli space where the BPS spectrum can be described elegantly as
follows [54]: the BPS states correspond simply to the nodes of the Dynkin diagram
An−1, and the inner products between their charges are given by the (antisymmetric)
reduction of the Cartan matrix. Thus the quiver Q is the An−1 Dynkin graph with the
arrows oriented in such a way that even (resp. odd) nodes are sources (resp. sinks).
The monodromy then should have the ‘cluster’ form (6.5); the order of factors in
eqn.(6.5) agrees with the BPS phase assignements found in ref. [54] (for y2 = W (x)
with real roots for W (x) = 0).
We conjecture that for the Dn, and similarly the three E cases, there is a chamber
where the BPS states are in 1-1 correspondence with the quiver nodes, and the
ordering of their central charge is such that the BPS states associated to even nodes
appear together, and odd nodes together. For the BPS spectrum in such cases, one
can say something using the approach of [54, 55]: in the dual type IIB setup, the
BPS states are special Lagrangian 3-cycles in the local CY 3-fold geometry given by
f(x, y) + u2 + v2 = 0, and viewing the local threefold as a G singularity fibered over
C (with the generic fiber resolved), one sees that the charges of such 3-cycles belong
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to the root lattice of G. What is not established is whether there is some chamber of
moduli space in which the only charges supporting BPS states are the simple roots.
The An−1 theories were also studied in [35]. In that context the fact that the
classical monodromy has the right order, namely Mn+2 = 1 is a relatively easy
consequence of the description given there (it follows from the geometric realization
of M as a rotation in the plane.) Below we will see that this extends to the quantum
monodromy as well, confirming our prediction. We will also show that with the
assumption of the degeneracy for the D and E series, the quantum monodromy
works as expected also in these cases.10
In the quantum torus algebra we have introduced a ‘normal ordered product’
N [· · · ]
Uγ+γ′ ≡ N [UγUγ′ ] ≡ (q−1/2)〈γ,γ′〉UγUγ′ , (6.7)
which is associative and commutative
N
[Uγ N [Uγ′Uγ′′ ]] = N[N [UγUγ′ ]Uγ′′], N [UγUγ′ ] = N [Uγ′Uγ ]. (6.8)
For |〈γi, γj〉| ≤ 1, eqn.(5.14) reduces to
Uγ1 → N
[
(1− qsUγ2)±〈γ2,γ1〉 Uγ1
]
, (6.9)
where the rational map inside the bracket is the classical ‘elementary’ symplecto-
morphism generated by the element qsUγ2 in the classical torus algebra [3]. Since
the normal ordered product is associative and commutative, this relation between
classical and quantum remains valid for any composition of such ‘elementary’ trans-
formation, and in particular for the monodromy M . Hence, for models associated to
simply laced quivers, the quantum monodromy M has the same action as the classi-
cal monodromy up to the replacement Uγ → qsγUγ ≡ −Xγ and the normal ordered
prescription on the quantum operators.
In particular, if the classical monodromy, seen as a rational map Xγ → X ′γ, has
order r, the quantum monodromy must also have order r. Thus the An−1 case works
as predicted. Below, we will provide an alternative derivation of it which applies to
all the ADE cases using results known for cluster algebras. In order to do this we
10We thank Bernhard Keller for informing us that this is in fact an example of a more general
statement, which holds for any bipartite quiver whose underlying graph is a tree.
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will need some machinary.
In the ADE case, let us consider the chamber where we propose that the BPS
states are in 1-1 correspondence with the nodes of the quiver. Let Xℓ ≡ Xγℓ (ℓ =
1, 2, . . . , m) be the operators associated to a basis of Γ. Write
Rk : Xℓ → Rk(Xj)ℓ
for the map induced by the adjoint action of Ψ(−Xk; q)
Ψ(−Xk; q)−1XℓΨ(Xk; q) = N
[
Rk,ℓ(−Xj)
]
, (6.10)
and I for the inversion rational map I : Xℓ → 1/Xℓ. Then the quantum monodromy
of a simply laced quiver in this basis acts as
M−1XℓM = N
[
(I ◦Rkn ◦Rkn−1 ◦ · · · ◦R1)2
]
ℓ
= N [Y 2], (6.11)
where the Rki are time–ordered according to the BPS phase and the square stands
for the reiteration of the rational map in parentheses. This connection between
half-monodromy Y and full monodromy M was already explained in §.5.1.11
We will first study the simplest Argyres-Douglas theory given by the A2 quiver,
and then generalize it to all the ADE cases.
6.2.1 Example: the A2 model
As a first example, we consider the quiver QA2 whose underlying graph is the A2
Dynkin diagram
Q : 1 2oo . (6.12)
Thus X1X2 = q
−1X2X1, while the quantum monodromy, up to conjugacy, reads
12
M = Ψ(−X1; q) Ψ(−X2; q) Ψ(−X−11 ; q) Ψ(−X−12 ; q). (6.13)
11The quantum monodromy for the non-simply laced case can also be done using a trick known
as diagram folding, which will be discussed in Appendix C.
12 We use the fact that the spin is zero for all BPS multiplets, as follows from [54].
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The corresponding actions of Ψ’s on Xi are given by
R1 : (X1, X2)→
(
X1, X2/(1 +X1)
)
(6.14)
R2 : (X1, X2)→
(
X1(1 +X2), X2
)
(6.15)
I ◦R2 ◦R1 : (X1, X2)→
(
(X2 + 1)/(X1X2), X1/(1 + (X1 + 1)X2))
)
(6.16)
M : (X1, X2)→
(
(1 +X1)X2, X
−1
1
)
. (6.17)
The map (6.17) associated toM is a celebrated rational map appearing in many con-
texts. To set it in a more canonical-looking form, let us define a sequence of rational
functions uk(X1, X2) (where k ∈ Z) by iterating the monodromy transformation:
M−(k−1)X−12 M
k−1 ≡ uk(X1, X2) (normal ordered). (6.18)
One has u1 = X
−1
2 , u2 = X1, and the recursion relation
uk+2uk = (1 + uk+1). (6.19)
The sequence
· · · , u1, u2, 1 + u2
u1
,
1 + u1 + u2
u1u2
,
1 + u1
u2
, u1, u2, · · · (6.20)
repeats after 5 steps, uk+5 = uk. Hence the quantum monodromy has order 5, and
M5 is a central element in the A2 quantum torus algebra. This is as expected for
the Argyres-Douglas theory given by the singularity y2 = x3.
Define (a = 1, 2)
Ya(k) =
{
uk if k = a mod 2
uk+1 if k 6= a mod 2.
(6.21)
Ya(k) is a solution to the Zamolodchikov Y –system associated to the thermodynam-
ical Bethe ansatz (TBA) for the A2 solvable 2d model [9].
The identification between the solution to the Zamolodchikov Y –system for the
solvable model associated to a Dynkin diagram of the ADE type [9] and the rational
map whose normal ordered version gives the quantum monodromy M extends to all
examples as we show in §. 6.3 and §. 8.
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Write Xk (k ∈ Z) for the normal–ordered quantum operator corresponding to the
rational function uk. (These five functions also play a privileged role in the physics
of the corresponding N = 2 theories, namely they correspond to five distinguished
line operators [56].) One has the commutation relation Xk+1Xk = qXkXk+1 and,
from eqn.(6.13),
M = Ψ(−Xk) Ψ(−Xk−1) Ψ(−Xk−2) Ψ(−Xk−3) (6.22)
where the rhs is independent of k thanks to the (quantized version of the) recursion
relations (6.19). Using the independence on k, it is elementary to check
XkM =MXk−4 ≡ MXk+1, since Xk+5 ≡ Xk. (6.23)
The two last equations give an alternative, and more symmetric, way of understand-
ing the action of the monodromy M on the quantum torus algebra.
6.3 The ADE models in the canonical BPS chamber
The above analysis for the A2 model may be extended to a large class of theories
whose quiver is based on an ADE (simply–laced) Dynkin diagram, which arise from
the M5 brane having the corresponding singularity. In a given theory in general
one gets a full class of mutation–equivalent quivers; they correspond to different
BPS chambers separated by walls of marginal stability; one passes from one to the
other with repeated application of elementary mutations. The mutation–class is
finite precisely for the classes of the ADE quivers. In this case there is a ‘canonical’
chamber in which the quiver is the Dynkin graph with only sinks and sources13
to which eqn.(6.5) applies. Formulae for M valid in an alternative chamber are
presented in Appendix D.
An ADE quiver Q is, in particular, a tree and hence a bipartite graph14. In other
words we can assign a parity to each node. Most of the following considerations hold
for any such bipartite quiver. We number the vertices of Q in such a way that even
(resp. odd) ones correspond to V+1 (resp. V−1). We have Q0 = V+1 ∪ V−1. We orient
13 We say that a node k is a source (resp. a sink) if there are no ingoing (resp. outgoing) arrows
to k.
14 Q0 stands for the set of vertices of the quiver Q.
49
the quiver in such a way that the even nodes are sources, while the odd ones are
sinks. Hence the exchange matrix bij has the form
bij =

≥ 0 i even and j odd
≤ 0 i odd and j even
0 otherwise.
(6.24)
The order of the elementary factors in the quantum monodromy is first the Ψ(qskUk; q)
with even k and then those with odd k (notice that even/odd Uk’s commute between
themselves, so there is no need to further specify the order). To simplify the com-
parison with the TBA Y –systems, it is convenient to set
Xk ≡ −qskUk.
Then
M =
( ∏
k=0
mod 2
Ψ(−Xk; q)
∏
k=1
mod 2
Ψ(−Xk; q) I
)2
. (6.25)
To simplify this expression, we enlarge our system, making the central element q of
the quantum torus algebra a dynamical variable (which we shall fix to its numerical
value at the end of the computation). Then the inversion automorphism of the
enlarged algebra, I, may be written as
I = I+1 · I−1 (6.26)
where Iε (ε = ±1) is the enlarged algebra automorphism
Iε : (Xk, q) 7→
(
X
−ε(−1)k
k , q
−1
)
, (6.27)
namely, I+1 (resp. I−1) inverts just the even (resp. odd) variables, while making
q → q−1 to preserve the quantum torus relations. Up to conjugacy, the quantum
monodromy (6.25) may be rewritten as
M =
(
L+1 L−1
)2
, (6.28)
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with
Lε = I−ε
∏
(−1)k=ε
Ψ(−Xk; q)ε (6.29)
where we used the identity (5.4). We define the classical rational maps τε by
τ−ε : Xk → L−1ǫ XkLε
∣∣∣
classical limit
=
=
{
X−1k
∏
(−1)j=ε(1 +Xj)
ε 〈γj ,γk〉 if (−1)k = −ε
Xk otherwise
=
{
X−1k
∏
(−1)j=ε(1 +Xj)
−Ckj if (−1)k = −ε
Xk otherwise,
(6.30)
where we used eqn.(5.14), and Ckj is the (symmetric) Cartan matrix for the ADE
Dynkin diagram
Ckj = 2 δkj − (−1)j〈γj, γk〉. (6.31)
Then the quantum monodromy M for the canonical ADE quiver is
M−1XkM = N
[
(τ−1τ+1)
2(Xk)
]
(6.32)
Setting, for all s ∈ Z≥0,
Yk(s) = τ−1τ+1τ−1τ+1 · · · τ±1︸ ︷︷ ︸
s times
(Xk) (6.33)
we get a solution to the Zamolodchikov Y –system associated to the given Dynkin
diagram [9, 47, 57, 58]
Yk(s+ 1) Yk(s− 1) =
∏
j 6=k
(
1 + Yk(s)
)−Ckj . (6.34)
It is known [9, 47, 57] that the order of the rational map τ−τ+ is (h + 2)/2 if
ω0 = −1 and h + 2 otherwise, where h is the Coxeter number of the given Dynkin
diagram and ω0 is the element of the Weyl group of maximal length. Given that the
physical monodromy M is the square of τ−1τ+1, and that a Lie algebra has ω0 = −1
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algebra h + 2 exponents order M
An n ≥ 2 n + 3 1, 2, 3, . . . , n
{
n + 3 n even
(n+ 3)/2 n odd
Dn n ≥ 3 2n n− 1, 1, 3, 7, . . . , 2n− 3
{
n/2 n even
n n odd
E6 14 1, 4, 5, 7, 8, 11 7
E7 20 1, 5, 7, 9, 11, 13, 17 5
E8 32 1, 7, 11, 13, 17, 19, 23, 29 8
Table 1: Order of the quantum monodromy M for the ADE theories.
iff h is even and all the exponents mj are odd [59], we have the periods in table 1.
This agrees with the predictions made in §. 3. This not only supports our conjecture
for the BPS structure of the D and E series, but it is also a confirmation of our
general picture for the order of the monodromy group and its relation to R-charges.
7 Generalization to Hypersurface CY Singulari-
ties
In Section 3 we focused on N = 2 theories which can be viewed as the theories
on M5-branes with worldvolume Σ × R4. The conformal points in moduli space
correspond to Σ developing singularities.
The same theories could also be obtained as in [29,60] by compactifying type IIB
on local Calabi-Yau 3-folds of the form
f(x, y) + u2 + v2 = 0.
However, this is not the most general form that a local Calabi-Yau threefold can
have, even if we restrict to hypersurfaces in C4. In particular, we are interested in
conformal N = 2 theories. Such a theory would come from a quasi-homogeneous
hypersurface singularity, and more specifically, one which can appear at finite dis-
tance in the moduli space of a compact Calabi-Yau. (As previously, the need for
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quasi-homogeneity follows from the existence of the R-symmetry at the conformal
fixed point.)
So what are the possible such singularities? The answer to this question is known
[61] and also derived in [62] (see also [54]). Consider a threefold given locally by a
hypersurface
W (xi) = 0
where i = 1, . . . , 4. Suppose W is quasi-homogeneous, so that for some qi we have
W (λqixi) = λW (xi).
Then this singularity is at finite distance in Calabi-Yau moduli space if and only if
cˆ := 4− 2
4∑
i=1
qi < 2, i.e.
4∑
i=1
qi > 1.
Note that any quasi-homogeneous singularity of the type f(x1, x2) + x
2
3 + x
2
4 = 0
satisfies this condition (since we will have q3 = q4 = 1/2 in this case). This recovers
the cases we already discussed. But there are more general possibilities. For example,
we can take any pair of A-D-E singularities: letting G stand for some simply-laced Lie
algebra, and WG the corresponding quasihomogeneous polynomial, we may choose
W = WG(x1, x2) +WG′(x3, x4)
since WG and WG′ each separately contribute cˆ < 1. So for each pair (G,G
′) we
expect an N = 2 SCFT in 4d. These are only a subset of the possibilities; for
example,
W = x31 + x
3
2 + x
3
3 + x
N
4
is not of this type for generic N but still satisfies cˆ < 2.
Let us now discuss the R-charges in these examples. Since BPS masses are periods
of the holomorphic 3-form (
∏
i dxi)/dW , we see that this 3-form must have dimension
1, so we can write
[
∏
i
dxi]− [W ] = 1, [xi] = a · qi, [W ] = a,
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which implies a((
∑
i qi)− 1) = 1, so that
a =
1
(
∑
i qi)− 1
.
Now suppose
qi =
ri
d
(and choose the minimal possible d). Then it immediately follows that
[xi] =
qi
(
∑
i qi)− 1
=
ri∑
i ri − d
.
Thus all dimensions, hence all R-charges, have denominator
r =
∑
i
ri − d.
But from our previous discussion in Section 3.4 this implies that the BPS monodromy
should obey
M r = 1.
For example, in the (G,G′) theories just described, we find that the denominator
of R-charges involves h + h′, where h, h′ denote the dual Coxeter numbers of G,G′.
This implies that the order of M is at most h+h′. If the numerator of the R-charges
involve factors which all divide h+ h′ the order will be smaller, as was discussed for
example in the (An−1, Am−1) case (where we found r = (m + n)/ gcd(m,n)). We
leave it as an easy exercise to the reader to find the minimal r for each pair.
Since M is constructed from the BPS spectrum of the theory (after deforming
away from the conformal point), M r = 1 gives a strong constraint on what that BPS
spectrum can look like. It would be desirable to check this condition by explicitly
determining the BPS spectrum of the deformation of the above CFT’s.
For the (G,G′) theories we have at least some partial information. As already
noted the case (G,G′) = (An, A1) the full answer is known [54], and we have already
conjectured the form of the answer for the (G,A1) case, where we get in some chamber
one soliton for each node of G, whose central charge is orderered according to the
parity of the Dynkin node.
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The natural conjecture would be that for (G,G′) the representation theory of the
corresponding tensor product of quivers, will yield this information. In later sections
(leveraging recent work on cluster algebras [10]) we will use this to study the BPS
spectrum for these theories and verify M r = 1.
Note that the labelling of (G,G′) is not unique. For example, we have the iso-
morphism (G,G′) ∼ (G′, G), which is manifest from the viewpoint of the CY3 fold.
In fact we have many additional such equivalences which follow from this picture.
For example we have,
(D4, A3) ∼ (E6, A2), (E8, A3) ∼ (E6, A4), ...
These will turn out to be non-trivial facts in the context of the associated cluster
algebras!
7.1 The gauge theory perspective
It is natural to ask how the SCFTs we are considering can be realized in terms of
purely four-dimensional gauge theories. Thanks to the construction of [30], we know
that M5-branes on Seiberg-Witten curves xm+11 + x
n+1
2 + · · · = 0 (where · · · denotes
deformations by relevant operators) yield points on the Coulomb branch of quiver
gauge theories, where the quiver is the Am Dynkin diagram and each node is an
An gauge theory. More generally, quivers of An gauge theories on affine D or E
Dynkin diagrams were studied in [63], where local Calabi-Yau 3-fold geometries were
identified which replace the Seiberg-Witten curve. Many of the Calabi-Yau 3-fold
singularities we are considering can be identified with special points in the moduli
spaces of these theories. These include examples which are not of the (G,G′) type.
For example, the singularity
x31 + x
3
2 + x
3
3 + x
N
4 = 0 (7.1)
can be obtained as a special limit of a certain product of U(aiN) gauge theories
on an affine E6 quiver, where ai are the Dynkin indices of the E6 affine Dynkin
diagram [63].
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7.2 The 5-brane perspective
Finally it is interesting to ask if we can reformulate the above theories in terms of the
conformal (2, 0) 5-brane theories. As already noted, we can obtain the (An−1, Am−1)
theory by considering a single M5 brane on a curve given by {xn = ym} ⊂ C2. More
generally any singularity of the form
f(x, y) + uv = 0
can be viewed as a single M5 brane. These include all the pairs of the form (G,A1).
These same theories can also be obtained in a different way from multiple M5 branes.
For example, consider the CY singularity of (An−1, Am−1) type:
xn + ym + uv = 0.
This can be viewed as an Am−1 : y
m + uv = a singularity, which is dual to m M5
branes fibered over the x-plane:
ym + uv = xn
where for each x 6= 0 the m M5 branes have been split, and they all come together
at x = 0. It is not possible to get all the rest in terms of only M5 branes, however.
Moreover, M5 brane corresponds only to the A-type (2, 0) CFT in 6 dimensions. We
also can consider D, E 5-brane theories. Indeed the ADE (2,0) 5-brane theories are
defined by type IIB theories compactified on ADE singularities down to 6 dimen-
sions. From the above construction of the CY 3-fold singularities we can take three
coordinates (say the y, u, v) of the singularities as defining the 5-brane theory of G
type and the other one (say the x) as defining how the G type brane fibers over the
x-plane as we go down from 6 to 4 dimensions. These would lead to a description
of all the (G,A) theories. The other three types, (D,D), (D,E) and (E,E), do not
seem to admit such a description.
56
8 Quivers associated to pairs of ADE Dynkin di-
agrams
We would like to predict the form of quivers for the pairs of ADE singularities dis-
cussed in the previous section. Since we can view the nodes of each of the individual
ADE nodes as corresponding to a 3-cycle in the Calabi-Yau geometry, it is natural
to expect that the quiver associated to the pair of the ADE is made up of the tensor
product of the two quivers. We would also need to know the number of arrows be-
tween the nodes. It turns out that these problems are isomorphic to the 2d problem
of the tensor product of two associated N = 2 theories where we identify the LG
superpotential with the defining equation of the hypersurface. We will explain in
section 12 why this is to be expected. Here we will assume this is the case and use it
to construct the corresponding quiver for the N = 2 theory in d = 4. Consider first
an (An, Am) singularity type of the CY 3-fold
W (X, Y ) = Xm+1 + Y n+1 + lower order monomials, (8.1)
which reduces to An in the special case m = 1. We use W (X, Y ) to define a 2d LG
model and a 4d N = 2 gauge theory sharing the same quiver Qn,m.
8.1 Square and triangle products of quivers
We construct the quiver Qn,m starting from the tt
∗ geometry of the associated 2d
model. Of course, the quiver is not unique, and we are interested in obtaining
the simplest possible quiver in its mutation–class, namely the one which makes the
physical properties most manifest. To get this canonical quiver, we use a little
trick. Assume we have two 2d LG models with superpotentials W1(X) and W2(Y ).
Consider now the model with superpotential
W (X, Y, λ) = W1(X) + λW2(Y ) λ ∈ C. (8.2)
The X and Y sectors are decoupled, and the physical Hilbert space is just the tensor
product of the original ones. However, for generic λ, not all the tensors products of
the BPS states of the original theories are BPS states for the diagonal supersymmetry
with supercharges QA1 + Q
A
2 . Indeed, the central charge of the resulting theory is
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related to the central charges of the original ones as Z = Z1 + λZ2. Hence the mass
and the central charge of a state |BPS1〉 ⊗ |BPS2〉 are
M = M1 +M2, Z = Z1 + λZ2, ⇒
⇒ M 6= |Z| unless λ Z2
Z1
is real positive. (8.3)
So, if λ is generic enough, the only BPS states (with respect to the diagonal N = 2
superalgebra) are of the form
|BPS1〉 ⊗ |k2〉 or |k1〉 ⊗ |BPS2〉, (8.4)
where |ki〉 stands for the k–th susy vacuum of the original i–th theory.
The BPS quiver Q corresponding to such a generic λ is called the tensor product
quiver. However we are still free to redefine the susy vacua |ki〉 → ±|ki〉, getting
a different exchange matrix B(k,l)(k′,l′). Starting with the canonically oriented G, G
′
quivers, it is convenient to redefine the signs of vacua as
|ki〉 → (−1)ki+i |ki〉, (8.5)
with the effect
B(j,k)(j±1,k) → (−1)k−1B(j,k)(j±1,k) (8.6)
B(j,k)(j,k±1) → (−1)j B(j,k)(j,k±1). (8.7)
The resulting quiver is called the square tensor product of the original quivers G and
G′ [10], written
GG′.
From eqns.(8.6)(8.7) we see that G′G is the dual quiver to GG′ (namely
the quiver obtained by reversing all the arrows). The two quivers are in the same
mutation–class; indeed one passes from one to the other by applying
∏
(k+l=odd) µk,l.
Physically, reversing all the arrows is equivalent to taking q → q−1.
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1, 1 2, 1 3, 1 4, 1 · · · · · · m, 1
1, 2 2, 2 3, 2 4, 2 · · · · · · m, 2
1, 3 2, 3 3, 3 4, 3 · · · · · · m, 3
1, n 2, n 3, n 4, n m, n
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Figure 1: The AmAn quiver.
Explicitly, for the (Am, An) case we may consider the superpotential
W (X, Y ) =
1
2m
Tm+1(X) +
µn+1
2n
Tn+1(µ
−1Y ), (8.8)
whose tt∗ equations can be explicitly solved in terms of PIII transcendents [64]. For
generic λ ≡ µn+1 we get the quiver AmAn represented in figure 1. From the figure
it is manifest that AnAm differs from AmAn only in the overall orientation.
Special values of λ will give different quivers. In particular, the quiver obtained
by taking λ real (and orienting the resulting 3–loops) is called the triangle tensor
product of the Am, An quivers [10]
Am ⊠An. (8.9)
(see figure 2).
A result in quiver algebras [10] states that square and triangle tensor products
of two quivers with only sources and sinks are mutation equivalent, that is, related
by a chain of 2d wall–crossings. From our point of view, this result is obvious, since
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Figure 2: The Am ⊠ An quiver. Mutation at the nodes ⊗ gives back AmAn.
the two quivers G ⊠ G′ and GG′ are related by a continuous deformation of the
parameter λ in the superpotential.
Given a pair of ADE singularities (G,G′) we define the canonical chamber for
either the corresponding 4d and 2d theories to be the chamber in which the quiver
is given by the square tensor product of the canonical quivers for the two minimal
singularities, GG′.
In particular, our single ADE models of section 6 are to be identified with the
pair of Dynkin diagram model (G,A1) which correspond to the same singularity.
8.2 Grassmannian coordinate rings
A remark that will be relevant below is the following: the quiver Qm,n ≡ AmAn
is the quiver which defines a very specific cluster algebra of the geometric type,
isomorphic to the homogeneous coordinate ring of the Grassmannian G(m,n + m)
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singularity Grassmannian single ADE pair of ADE’s
Y n+1 +X2 G(2, n + 3) An (An, A1)
Y 3 +X3 G(3, 6) D4 (A2, A2)
Y 4 +X3 G(3, 7) E6 (A3, A2)
Y 5 +X3 G(3, 8) E8 (A4, A2)
Table 2: Isomorphisms between the cluster algebras of finite–type.
[65]. From the geometric duality
G(m,n +m) ∼ G(n, n +m) (8.10)
we infer a duality (Am, An) ∼ (An, Am). Moreover, comparing the corresponding
singularities, we have the identifications in table 2 for the Grassmannian cluster–
algebras of finite–type [45, 49, 65] which naturally follows from the CY 3-fold de-
scription.
8.3 Quantum monodromy and the associated Y –systems
The quantum monodromy M(q) for a more general cˆ < 2 singularity is given, in
principle, by the phase–ordered product of the elementary transformations Ψ(Uγ ; q)
associated with each BPS particle (in some reference chamber). Unfortunately, con-
trary to the case of a cˆ < 1 singularity, we have no a priori knowledge of the BPS
data needed to construct M(q) directly.
However, in the particular case of a (G,G′) singularity, we may still use an indirect
strategy to guess M(q). Indeed, TBA and cluster–algebra theories present operators
which are natural monodromy candidates: They are the generalization of the ones
we found above in the single diagram case, and reduce to them for (G,A1). These
operators are canonically defined by the quiver Q of the theory, and their conjugacy
class is an invariant of the mutation–class.
The obvious guess is that (a power of) the canonical operator for a given Q is the
quantum monodromy for a 4d N = 2 model associated with the same quiver. There-
fore we shall proceed in two steps: First we present the evidence for the identification
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of a power of the canonical operator with M(q), and then expand the resulting ex-
pression for M(q) in products of elementary factors Ψ(Uγ ; q) to extract the putative
BPS spectrum (in the canonical chamber) which was not known in advance.
By the previous discussion, the (G,G′) theory in the canonical chamber should
correspond to the canonical square quiver GG′. This quiver is simply–laced, and
so the arguments of section 6 apply. In particular, under the normal ordered symbol,
we may identify the quantum and the classical monodromies.
8.3.1 The (G,G′) Y –system and the operator m̂
We start by reviewing the Y –system associated to a pair of Dynkin quivers [9,10,57,
58, 66–68]. We write (k, l) for the vertex of the quiver GG′ corresponding to the
vertices k ∈ G and l ∈ G′.
Following ref. [10], for ǫ, ǫ′ = ±1, we set
mǫ,ǫ′ =
∏
(−1)k=ǫ
(−1)l=ǫ′
Q(k,l), (8.11)
that is, mǫ,ǫ′ is the product of the elementary mutations Q(k,l) having indices of fixed
parity. Notice that the mǫ,ǫ′ are well–defined since the factors mutually commute.
One defines the cluster–mutation
mGG′ ≡m−1,−1m+1,+1m−1,+1m+1,−1. (8.12)
When there is no danger of confusion, we simplify our notation writing m for
mGG′ . We write m̂ for the quantum operator whose adjoint action induces the
(normal–ordered) mutation m
m̂
−1

Xℓ m̂ = N
[
m(Xℓ)
]
. (8.13)
Notice that this condition fixes m̂ only up to an overall factor which may be a
non–trivial function of q.
In the single Dynkin graph case, (G,A1), we have the equality
M(q) = m̂
2

≡ m̂ h(A1)GA1 , (8.14)
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between the square of the canonical operatorm and the physical monodromyM(q).
In §. 8.3.2 below we argue that a similar relation is true for arbitrary (G,G′).
The operator m acts on the quantum algebra by the normal–ordered version of
the classical rational map defined by the (G,G′) Y –system [9, 10, 57, 58, 66–68]
Yk,a(s+ 1) Yk,a(s− 1) =
∏
j 6=k
(
1 + Yj,a(s)
)−Ckj∏
b6=a
(
1 + Yj,a(s)−1
)−C′ab , (8.15)
where Cjk and C
′
ab are, respectively, the Cartan matrices of the Dynkin diagrams G
and G′. Notice that the interchange G↔ G′ is equivalent to the rational map
Yka(s)←→ 1
Yka(s)
. (8.16)
The relation between the operator m and the solution to the Y –system is [10]
Yk,a(s) =
{
m+1,−1m−1,+1 · Yk,a(s− 1) s odd
m+1,+1m−1,−1 · Yk,a(s− 1) s even.
(8.17)
It has been conjectured by Zamolodchikov [9] in the (G,A1) cases, by Kuniba-
Nakanishi [69] for (G,An), and finally by Ravanini-Tateo-Valleriani [66] for (G,G
′),
that the Y –system (8.15) is periodic of period 2(h+ h′) where h, h′ are the Coxeter
numbers of G and G′, respectively. From eqn.(8.17) we see that this is equivalent
to m having order dividing h + h
′. This conjecture has now been proven in refs.
[10, 57, 58, 66–68], In fact, one has a more precise result [10, 70]: the order of m is
exactly (h+h′)/2 if both Lie algebras G and G′ have ω0 = −1, and h+h′ otherwise.
8.3.2 m̂ and M(q)
On physical grounds, we know from the analysis in section 7 that the order r of
the monodromy M(q) of the (G,G′) theory should divide h + h′. Thanks to the
above periodicity theorem for (G,G′) Y –systems, we know that any power of the
canonically defined operator m̂ has a finite order which divides h + h
′. Then the
natural guess is that M(q) is some power of m̂.
We already know that this is the case if G or G′ is A1, see eqn.(8.14).
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More precisely, it was shown in section 7 that for (An−1, Am−1) the order of the
monodromy must be precisely (m+n)/ gcd(m,n). Thus we expect the right relation
to be
M(q) = (m̂)
m, (8.18)
or, more generally,
M(q) = (m̂GG′)
h(G′), (8.19)
which has the right order. Moreover, equation (8.19) has the correct symmetry under
G ↔ G′, if we recall that the replacement GG′ ↔ G′G inverts the orientation
of the quiver, with the effect
mGG′ ←→ mG′ G ≡ (mGG′)−1.
Indeed, writing explicitly the quiver dependence,
(mGG′)
h(G′) ≡m h(G′)−h(G)−h(G′)

= (m −1

)h(G) ≡ (mG′ G)h(G), (8.20)
which is manifestly symmetric under G↔ G′.
Equation (8.20) is true with m replaced by the quantum operator m̂ with the
modification that, in this case, the equality means that the two sides have the same
adjoint action, but they may differ by an overall ‘trivial’ q–dependent factor.
We shall return to the (G,G′)↔ (G′, G) duality in §. 8.3.4, after developping the
necessary tools.
We may also understand equation (8.18) from the point of view of the fractional
monodromy introduced in §. 5.2. Consider the singular (i.e. conformal) (An−1, Am−1)
SW curve Xn+Y m = 0. Switching on suitable Coulomb branch parameters we may
deform it to the non–singular curve
Xn + Y m = µ, (8.21)
which has a Zn×Zm symmetry. Focusing on the second factor, and using the results
of §. 5.2, we deduce that the M(q) can be written as an m–th power of a natural
operator, in agreement with eqn.(8.18). Furthermore, (8.20) shows that M(q) can
also be written as an n-th power of another natural operator, as is expected.
There is a more conclusive argument showing that the power in the rhs of
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eqn.(8.19) must be h(G′). The point is that not all (ordered) products of Qk’s
may be consistently identified with the monodromy of some (unknown) 4d N = 2
theory. To be a candidate monodromy, an operator needs to have the particular
structure described in section 5: a phase–ordered product of Ψ(Uγ ; q) satisfying the
constraints following from PCT as well as the other discrete symmetries the model
may have.
We claim, in particular, that m̂ is not, in general, a product of only Ψ(Uk; q)
operators, while (m̂)
±h(G′) can always be written in this way. For many pairs
(G,G′) also the PCT structure of M is obvious for the operator (m̂)
±h(G′). For the
other cases the PCT property is also expected to hold, but not manifest from the
explicit expression of m̂; to fully establish PCT requires repeated use of the higher
identities for products of quantum dilogarithms.
In fact, we are informed by Bernhard Keller15 [70] that at the level of adjoint
actions, eqn.(8.19) is known to experts in cluster–algebras and representation theory
as a true mathematical fact.
In the next subsection we explain in down–to–earth terms our claim about the
properties of M(q) = (m̂)
h(G′). Then in §. 8.3.4 we show how the G ↔ G′ duality
works concretely.
8.3.3 Cluster–mutations vs. the quantum KS group
A necessary condition for the k–th power of m̂ to be an N = 2 monodromy is that
there exists an ordered sequence of operators Uγ such that for all γ′ ∈ Γ,
N
[
m
k

(Uγ′)
]
=
(
T
∏
Ψ(Uγ)
)−1
Uγ′
(
T
∏
Ψ(Uγ)
)
(8.22)
that is, the cluster–mutation m
k must be an integral element of the quantum KS
group.
m is a product of the elementary cluster–mutations Qk at each node of the
quiver GG′ (in a specific order, see eqn.(8.12)). TheQk are the product of a quiver–
mutation µk and the adjoint action of Ψ(−Xk; q). Were it not for the insertions of the
15 We thank Bernhard Keller for discussions on cluster–algebras and especially for having repeat-
edly assured us that many of our physically–motivated conjectures were indeed true mathematical
facts.
65
µk’s, m would be trivially the adjoint action of an operator of the form
∏
Ψ(−Xk).
Thus eqn.(8.22) requires the various µk’s to combine into the identity map; then
their net effect is to change some of Xk into more general monomials in the quantum
algebra generators, Uγ , corresponding to BPS particles with composite charges γ ∈ Γ.
To illustrate the idea, let us review the (Am, A1) case in this language. We have
m = m−1m+1 with mε =
∏
(−1)k=εQk. We start from the initial quiver Qm
X1 X2 X3 X4 · · · · · ·oo // oo // (8.23)
The action of m+1 produces two effects: it enforces the rational map
Xℓ →
(∏
even
Ψ(−Xk)
)−1
µeven(Xℓ)
(∏
even
Ψ(−Xk)
)
, (8.24)
where µeven(Xℓ) = X
(−1)ℓ−1
ℓ , (8.25)
and changes the quiver (and basis in Γ) as
X1 X
−1
2 X3 X
−1
4 · · · · · ·// oo // oo (8.26)
Let us apply m−1 to the result. The composite operator m−1m+1 then gives the
rational map
Xℓ →
(∏
odd
Ψ(−Xj)
)−1(∏
even
Ψ(−µodd(Xk))
)−1
µodd µeven(Xℓ)×
×
(∏
even
Ψ(−µodd(Xk))
)(∏
odd
Ψ(−Xj)
)
,
(8.27)
where µodd(Xℓ) = X
(−1)ℓ
ℓ , (8.28)
while the quiver and basis become
X−11 X
−1
2 X
−1
3 X
−1
4 · · · · · ·oo // oo // (8.29)
that is, we return to the initial quiver Am, but with an inverted system of generators
X−1k . If we apply m twice, we return to the original quiver Am and lattice basis,
and the net effect of the µk’s is to change the arguments in the Ψ’s, so that the action
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of m 2

equals the adjoint action of the operator∏
even
Ψ(−X−1k )
∏
odd
Ψ(−X−1j )
∏
even
Ψ(−Xk)
∏
odd
Ψ(−Xj), (8.30)
which we recognize for the correct physical monodromy (computed in the canonical
chamber) with its correct PCT structure.
The general case is similar. The crucial point is that the µk’s will act also on
the arguments Xk of the previous Ψ’s, as in eqn.(8.27). Concretely, one writes a
cluster–mutation as an ordered product ~
∏Qk. Assuming the corresponding ordered
product ~
∏
µk is the identity map, the given cluster–mutation will be equal to the
(normal–ordered) adjoint action of the operator (schematically)
~∏
k
Ψ
(
−
∏
j>k
µj(Xk)
)
, (8.31)
which is an integral element of the KS group.
For a (G,G′) quiver, the cluster–mutationm does not have the property that the
corresponding quiver–mutation µ ≡ ~
∏
µk is the identity. As in the (Am, A1) example
above, it is true that the mutation µ reproduces the original quiver GG
′, but with
a different choice of basis in the lattice Γ (that is, a different set of generators of the
quantum algebra). However, we claim that (m)
h(G′) has the desidered property,
namely
µ
h(G′)

= identity. (8.32)
To prove eqn.(8.32), we start with a general (G,Am) theory (G = ADE) whose
quiver is GAm. The corresponding quantum algebra is generated by the invertible
operators Xk,l, where k = 1, . . . , rankG, and l = 1, 2, . . . , m.
As shown in appendix E, the quiver–mutation µ maps the quiver GAm to
itself, and hence should correspond to an inner automorphism of the quantum algebra
given by the adjoint action of some quantum operator µˆ. More precisely, in the
appendix it is shown that the adjoint action of µˆ generates the (normal ordered
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version of) the following classical rational map:
X2l,2k+1 7→ X2l,2k−1X2l,2kX2l,2k+1X2l,2k+2X2l,2k+3 (8.33)
X2l,2k+2 7→ X−12l,2k+1X−12l,2k+2X−12l,2k+3 (8.34)
X2l+1,2k+1 7→ X−12l+1,2kX−12l+1,2k+1X−12l+1,2k+2 (8.35)
X2l+1,2k+2 7→ X2l+1,2kX2l+1,2k+1X2l+1,2k+2X2l+1,2k+3X2l+1,2k+4 (8.36)
with the convention
Xl,k = 1 for k = 0 or k > m, (8.37)
and the exceptions
• X2l,1 7→ X2l,2X2l,3 (8.38)
•
{
X2l,m 7→ X2l,m−2X2l,m−1 m odd
X2l+1,m 7→ X2l+1,m−2X2l+1,m−1 m even.
(8.39)
A remarkable property of µ is that it maps Xl,k into a rational function of the
Xl,k′’s with a fixed l. Thus, to show that
(µ)
m+1 ≡ µ h(Am)

= 1,
we may work at fixed l. In other words, we may effectively replace G by the trivial
quiver A1. Then, writing ‘ 7→’ for the action of µ, we see that repeated applications
of µ produce the following chains of transformations
m even, l even
Xl,1 7→ Xl,2Xl,3 7→ Xl,4Xl,5 7→ · · · 7→ Xl,m−2Xl,m−1 7→ Xl,m 7→
7→ X−1l,m−1X−1l,m 7→ X−1l,m−3X−1l,m−2 7→ · · · 7→ X−1l,1 X−1l,2 7→ Xl,1
m odd, l even
Xl,1 7→ Xl,2Xl,3 7→ Xl,4Xl,5 7→ · · · 7→ Xl,m−1Xl,m 7→ X−1l,m 7→
7→ X−1l,m−2X−1l,m−1 7→ X−1l,m−4X−1l,m−3 7→ · · · 7→ X−1l,1 X−1l,2 7→ Xl,1,
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l odd
same chain of rational maps as for l even and m of the same
parity, but in the inverse order:
Xl,1 7→ X−1l,1 X−1l,2 7→ · · · 7→ Xl,2Xl,3 7→ Xl,1.
so, in all cases, (µ)
m+1 is the identity map16, and no smaller power of µ has this
property. This establishes eqn.(8.32) for (G,Am).
Finally, we extend our result to arbitrary Dynkin pairs (G,G′). The above anal-
ysis shows that µ is a rational map of the form
µ(X2ℓ,k) = Rk
(
X2ℓ,1, X2ℓ,2, · · · , X2ℓ, rankG′
)
µ(X2ℓ+1,k) = R˜k
(
X2ℓ+1,1, X2ℓ+1,2, · · · , X2ℓ+1, rankG′
) for a fixed ℓ, (8.40)
where the maps Rk, R˜k do not depend on ℓ and are each other inverses. Then the
property µ
h(G′)

= 1 is true for GG′ if and only if it holds for A1G
′, that is, if is
true for the ADE Dynkin quivers with the inverted arrows.
Let Λroot be the weight lattice of G
′. We identify the monomials in the quantum
algebra of A1G
′ with elements of Λroot according to∑
i
ni αi 7→ N
[∏
i
Xniαi
]
, (8.41)
where αi ∈ Λroot are the simple roots. As always, we identify quantum transforma-
tion and classical rational maps via the normal ordered product N [· · · ]. Then the
elementary mutations µk of A1G
′ act on the quantum algebra as the elementary
reflections sk generating the Weyl group W of G
′. The product µ is then identified
with the Coxeter element of W whose order, by definition, is h(G′). This completes
the proof of eqn.(8.32).
Thus
m̂
h(G′)

≡ (m̂GG′)h(G′)
is an integral element of the KS group, and no smaller power has this property.
16 Notice that the above chain of transformations shows that µ m+1

is the identity acting on Xl,1
and Xl,jXl,j+1; this is enough to conclude that it acts as the identity on all variables Xl,k.
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8.3.4 The G↔ G′ duality again
The duality (G,G′) ↔ (G′, G) is easily understood in the language of the previous
section. First of all, we observe that from Q2k = 1, it follows that m −1 is given by
the rhs of eqn.(8.12) with the factors in the inverse order
mG′ G ≡m −1 = m+1,−1m−1,+1m+1,+1m−1,−1. (8.42)
The powers of the rhs of eqn.(8.42) are again products of Qk’s; they may be written
as products of quantum dilogarithms (not inverse quantum dilogarithms !) provided
the corresponding products of µk’s are the identity rational map. We claim that this
property holds for the power
(m −1

)h(G),
therefore establishing equation (8.20).
Indeed, the two transformations m and m
−1

are equivalent up to conjugacy
(m)
−1 = (m+1,−1m−1,+1)m (m+1,−1m−1,+1)
−1, (8.43)
while the quiver–mutation m+1,−1m−1,+1 has precisely the effect
GG′ ↔ G′G (8.44)
(up to some change of basis). Thus, under G↔ G′, m h(G′)

↔ (m −1

)h(G), and
M(q) = m̂
h(G′)

←→ (m̂ −1

)h(G) = M(q) (8.45)
so the physical monodromy M(q) is invariant under the G ↔ G′ duality, as it is
obvious from the geometric description of, say, the SW curve.
Again we stress that (8.45) holds as equality of adjoint actions; the operators has
to be normalized in some canonical way in order to have strict equality.
The two quantum operators (m̂GG′)
h(G′) and (m̂GG′)
h(G′), while having the
same adjoint action on the quantum torus algebra, differ in a crucial way: When writ-
ten as ordered products of elementary wall–crossing operators Ψ(Uγ; q), they have,
respectively, r(G) r(G′) h(G′) and r(G) r(G′) h(G) factors (where r(G) = rankG).
Equating the two expressions give non–trivial quantum dilogarithm identities which,
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under the appropriate circumstances, may be interpreted as wall–crossing formulae
between two dual canonical chambers.
The duality (8.44) amounts to inverting all the arrows of the quiver GG′. This
is the same as
q ↔ q−1, (8.46)
so one expects to relate the two dual pictures as analytic continuations in opposite
half–planes. This will turn out to be essentially correct.
Remark. In the language of algebra representation theory [71–73], the arguments
developed in the present section correspond to the relations between the suspension
functor, the Serre functor, and the Auslander–Reiten translation [10, 70].
8.4 Example: the putative BPS spectra of (Am, A3) theories
To compile exhaustive lists of (putative) BPS spectra of the 4d N = 2 theories is
outside the purposes of the present paper. However, to illustrate the idea, we briefly
discuss the (Am, A3) example.
Using the formulae from the preceding section, we have
m̂ =µˆ
∏
k
Ψ
(−X−12k+1,1X−12k+1,2X−12k+1,3) ∏
k
Ψ
(−X−12k,1X−12k,2)Ψ(−X−12k,2X−12k,3)×
×
∏
k
Ψ
(−X2k,1X2k,2X2k,3) ∏
k
Ψ
(−X2k+1,2X2k+1,3)Ψ(−X2k+1,1X2k+1,2),
where all monomials in the arguments of the Ψ’s are meant to be normal–ordered.
Then
Y (q) = m̂ 2

=
=I ′ ·
∏
k
Ψ(X2k+1,2)
∏
k
Ψ(X2k,1) Ψ(X2k,3)
∏
k
Ψ(X2k,2)
∏
k
Ψ(X2k+1,1) Ψ(X2k+1,3)×
×
∏
k
Ψ
(
X−12k+1,1X
−1
2k+1,2X
−1
2k+1,3
) ∏
k
Ψ
(
X−12k,1X
−1
2k,2
)
Ψ
(
X−12k,2X
−1
2k,3
)×
×
∏
k
Ψ
(
X2k,1X2k,2X2k,3
) ∏
k
Ψ
(
X2k+1,2X2k+1,3
)
Ψ
(
X2k+1,1X2k+1,2
)
,
so the (putative) BPS spectrum in the reference chamber corresponds to one state
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for each of the following charge vectors in Γ (plus their PCT conjugates)
γk,a a = 1, 2, 3, k = 1, 2, . . . , m (8.47)
γk,1 + γk,2 (8.48)
γk,2 + γk,3 (8.49)
γk,1 + γk,2 + γk,3, (8.50)
where {γk,a} is the standard basis in Γ.
Note that the above expression for Y (q) also gives information about the BPS
phases of these states.17
9 Trace of the monodromy for (G,G′) theories I:
The irrational case
In this section we compute TrM(q) (and Tr Y (q), TrK(q)) for some of the theories of
interest as an illustration of the general principles and a check of our conjectures. The
explicit form of TrM(q) will depend, of course, on the particular representation of the
associated quantum torus algebra we consider. When q is an N–th root of unity (a
case to be discussed in the next section) we have finite dimensional representations of
the quantum algebra and the definition of the trace is obvious; in the irrational case
the representations are necessarily infinite dimensional, and we must specify both
the representation and the precise definition of the trace. In section 4.3.2 we saw
17It is tempting to extrapolate from the above example that the BPS degeneracy for the (Am, G)
case is given, in some chamber, by charge vectors of the form γk,b where b denotes a positive root
of G and k = 1, 2, . . . ,m corresponds to a root of Am, which suggests the following derivation:
Compactifying IIB to 6 dimensions with a G singularity leads to tensionless strings in 1-1 corre-
spondence with the positive roots of G. Moreover, the tension of the strings vary over the extra
complex dimension where Am singularity lives; the strings can end on any of the adjacent zeroes of
the corresponding (Chebyshev type) polynomial representing Am, leading to this BPS degeneracy.
This idea is also consistent with the BPS state counting in the canonical AmG chamber.
Indeed, the number of Ψ factors in the operator (m̂Am G)
h(G) is
m · r(G) · h(G) = 2m ·#{positive roots of G},
which is precisely the number of states predicted by the above scenario (counting also the PCT
conjugate states).
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that TrM(q) should be a holomorphic quasi-modular functions of q; correspondingly,
we shall find that the various possible choices of representations and/or traces will
lead to different linear combinations of the same modular blocks. We look at these
blocks as being the fundamental traces, associated to the irreducible realizations of
the system, while the particular linear combination one finds computing the trace in
a specific representation should correspond to a direct sum of the fundamental ones.
We shall find that the TrM(q) blocks correspond to characters of some 2d RCFT. On
the other hand we already saw that the monodromy opeartion (in the classical limit)
gets related to the TBA systems arising from relevant deformations of 2d CFT’s. It
will turn out that the characters we obtain from the traces of the 4d monodromy
operators are characters of the RCFT’s associated to the UV limit of the same 2d
theory! In other words, the trace of q–deformed version of the TBA monodromy
leads to characters of the UV theory they arise from. To the best of our knowledge
this appears not to have been known. We use the path-integral formulation of the
traces we have developed to offer an explanation of this surprising 4d/2d connection.
As we discuss in section 11, it suggests that a particular reduction of the 4d theory
leads to the corresponding CFT.
9.1 TBA’s for ADET pairs
In preparation for computation of monodromy traces to be done later in this section,
here we review some known facts about the TBA systems associated to pairs of
Dynkin diagrams and the predicted conformal theories they arise from.
The quantum 1
h(G′)
–th fractional monodromy K(q) ≡ m̂ has the general struc-
ture
K(q) = µˆ
∏
Ψ(Uγ; q),
with µˆ an operator with only a trivial kinematic q–dependence. From the Euler
identity
Ψ(X ; q) =
∑
k≥0
(−1)kqk2/2
(q)k
Xk, where (q)k =
k∏
m=1
(1− qm), (9.1)
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it is obvious that a general trace
Tr
[
K(q)O ],
with O an element of the quantum algebra, should be a linear combination of func-
tions having the general form
χA(q;B,C) =
∑
m∈Ns
q
1
2
m·A·m+B·m+C
(q)m1 (q)m2 · · · (q)ms
, (9.2)
where s = rankG·rankG′,m = (m1, m2, . . . , ms) is a vector of non–negative integers,
A is a positive–definite symmetric s × s matrix, B a vector and C a scalar. In
particular, B and C have to be seen as ‘sources’ for the operator insertions.
It turns out that, in many models, TrM(q) can be also written in terms of
χA(q;B,C) and η(q) functions.
Remarkably, there is a large class of 2d RCFT which have characters of precisely
this form (with A, B, C rational in general) [74]. For a given RCFT, the matrix A
is unique, while B and C depend on the particular character we consider. Only a
subset of the functions χA(q;B,C) are actually independent, since
χA(q;B,C) = q
C χA(q;B, 0), (9.3)
and we have the recursion relations (for j = 1, 2, · · · , s)
χ
(
q;B + A · ej , C + B · ej + 12ej · A · ej
)
= χ(q;B,C)− χ(q;B + ej, C), (9.4)
where ej = (0, . . . , 0, 1, 0, . . . , 0) with 1 in the j–th position. Eqn.(9.4) just says that
the functions χA(q;B,C) may be expressed as continuous fractions a´ la Ramanujan.
The expression (9.2) for the CFT characters naturally relate to the TBA systems.
One considers an integrable massive deformation of the given CFT, and computes
the partition function using the known elastic S matrix Sij(θ) = exp(i δij(θ)); in the
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UV limit one gets (9.2) with18 [74]
Aij = −δij(−∞)/(2π).
Moreover the expression (9.2) defines the characters of the corresponding CFT that
the TBA system arises from. Indeed it is generally believed [74] that the χA(q;B,C)’s
may have good modular properties only under some special circumstances which are
essentially equivalent to the requirement that the χA(q;B,C)’s arise as traces of
quantum operators having the general structure of a 4d fractional monodromy K(q)
having finite order.
Many examples of 2d physical systems having these properties are known [9,74–
77]. The known models are labelled by a pair (G,G′) of ADET Dynkin diagrams.
Here ADE stands for the usual simply–laced Lie algebra graphs, while the tadpole
diagrams, Tr (r ∈ N), are obtained from the Dynkin diagrams of A2r by folding in
the middle and identifying the vertices pairwise. The Cartan matrix of Tr is the
same one for Ar except that (CTr)rr = 1 instead of 2, and has determinant 1. The
Coxeter number of Tr is the same as that of A2r, i.e. 2r + 1.
The Y –system solving the TBA for the (G,G′) theory is given by eqn.(8.15).
The matrix A giving the characters of the UV fixed point of the integrable model
described by the pair ADET of Dynkin diagrams (G,G′) is [9, 74–77]
A = CG ⊗ C−1G′ (9.5)
where CG stands for the Cartan matrix of G. Notice that A↔ A−1 under G↔ G′;
thus the interchange of the two diagrams establishes a kind of duality between the
corresponding pair of CFT’s.
Examples of known RCFT with characters of this form are:
RCFT (G,G′)
coset Gn+1/U(1)
rankG (G,An)
minimal models WG(2, 2n+ 3) (G, Tn)
minimal models WG(2n + 1, 2n+ 3) (Tn, G)
18 If the 2d theory has ordinary statistics, the entries of Aij are integral. To get more general
rational values one has to incorporate exotic statistics [74].
75
notice that the pairs of RCFT in each block are dual in the present sense. In the
above table WG(p, q) refers to the minimal model for WG algebra of type (p, q) [78]
(the case G = sl(2) is the standard Virasoro minimal models). Note also that the
coset Gn+1/U(1)
rankG, is also known as the CFT of parafermions of level (n+ 1) for
the group G.
It is a longstanding conjecture, recently proven in [79–81], that the corresponding
RCFT for (G,G′) type has central charge (see also [74] and references therein)
ceff =
rGrG′hG
hG + hG′
(9.6)
where r and h refer to rank and dual Coxeter numbers respectively (with the def-
inition of r(Tn) = n, h(Tn) = 2n + 1 for the T series). Moreover the notion of the
‘effective’ central charge is the same as the central charge c in the unitary case, and
c − 24d where d is the lowest dimension operator, in the non-unitary case. Notice
the following relation:
ceff(G,G′) + ceff(G′, G) = rGrG′ (9.7)
suggesting that a suitable tensor product of the two theories gives a free theory
involving rGrG′ bosons. This suggests that the two theories (G,G
′) and (G′, G) are
‘dual’ CFT’s in the sense of level-rank duality and in the known cases they are.
Given the relationship of the 4dmonodromy with the TBA’s Y –systems, eqn.(8.15),
and the general structure (9.2), it is natural to expect that TrM(q) and TrK(q) will
be related to RCFT character of this class. The actual computations confirm the
expectation in many of the cases above, as we will see in the next section.
9.2 Evidence for Tr[K(q)O] ≡ Characters of the (G,G′) RCFT
From the discussion in section 8, we know that the monodromy M(q) for the (G,G′)
theory can be written either as (m̂)
h(G) or (m̂
−1

)h(G
′), the two expressions being
possibly different by overall trivial factors. Comparing with the structure of eqn.(9.6),
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it looks natural to identify
Tr(G,G′)M(q)
1/h(G′) ∼ characters of (G,G′) TBA
Tr(G,G′)M(q
−1)1/h(G
′) ∼ characters of (G′, G) TBA,
modulo some overall trivial factor corresponding, plausibly, to free theories (as the
formula (9.7) for the central charges suggests). Note that on the left side of the above
identifications the N = 2 theories obviously satisfy (G,G′) = (G′, G) and lead to the
same M ; the differences on the RHS arise by which fractional powers of M we take
and whether we consider q or q−1 in the argument for the traces. Furthermore we
find evidence for
Tr(An,A1)M(q) ∼ characters of (An−1, T1) TBA
Tr(An,A1)M(q
−1) ∼ characters of (T1, An−1) TBA.
In particular the trace of the full monodromy M(q) for the 4d Argyres-Douglas CFT
given by y2 = x3, leads to characters of 2d Lee-Yang edge singularity given by the
(2, 5) minimal model. The goal of the present subsection is to present some general
evidence for this identification. In the rest of the section we shall check the proposal
in some concrete examples.
Consider a quantum trace of the form
Tr
[
K(q)
∏
Xbii
]
. (9.8)
It may be written as a periodic path integral. The details of the path integral will
depend on the particular realization of the quantum torus algebra one considers (see
discussion below), but certain aspects are ‘universal’, i.e., representation indepen-
dent.
From the schematic structure of K(q) we know that eqn.(9.8) must be of the
general form χA(q;B,C) with B and C some functions of the bi’s. In terms of the
periodic path integral, the recursion relations (9.4)(9.3) are interpreted as analog of
‘Schwinger–Dyson equations’. We will provide evidence that these equations fix the
quantum amplitudes (9.8) up to an overall bi independent normalization. Hence,
the recursion relations determine the traces up to an overall function of q which is,
typically, a product of free partition functions.
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Therefore, up to elementary factors, what really characterizes the quantum traces
is the matrix A which fixes the form of the recursion relations ≡ Schwinger–Dynson
equations (9.4)(9.3). Thus, to compute the traces is to determine A.
The identification we are suggesting sets the s × s matrix A appearing in the
quantum traces ofK(q) equal to the s×smatrix appearing in the TBA representation
for the CFT characters of the UV limit of the corresponding (G,G′) 2d integrable
model, namely
A = CG ⊗ C−1G′ . (9.9)
The purpose of this subsection is to present convincing evidence for eqn.(9.9).
9.2.1 Quiver duality and χA characters
To be viable, the identification (9.9) has, in particular, to be consistent with the
G↔ G′ duality. This boils down to explaining why, under GG′ ↔ G′G (which
is equivalent to q ↔ q−1), one has
A←→ A−1.
Define the functions
χ˜A(q;B,C) ≡ χA
(
q−1;BA,−C + 1
2
B ·A−1 · Bt) (9.10)
It is easy to check that
χ˜A
(
q;B + A−1ej , C +B · ej + 12ej ·A−1 · ej
)
=
= χ˜A(q;B,C)− χ˜A(q;B + ej , C)
(9.11)
and
χ˜A(q;B,C) = q
C χ˜A(q;B, 0). (9.12)
Eqns.(9.11)(9.12) are precisely the recursion relations (9.4)(9.3) satisfied by the char-
acter
χA−1(q;B,C).
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By the ‘Schwinger–Dyson argument’, i.e. that the traces are characterized ef-
fectively by the above recursion relations we expect χ˜A(q;B,C) to be equal to
χA−1(q;B,C) up to some ‘elementary’, B and C independent, overall normalization
factor.
On the other hand, from eqn.(9.10), it is obvious that the χ˜A’s are related to the
χA’s, apart for a relabelling of the sources B and C, by the operation q ↔ q−1 which
invertes all the arrows of the quiver mapping GG′ ↔ G′G.
Thus we learn that the ‘level–rank’ duality G ↔ G′ must have the following
effects on the traces of K(q):
• A↔ A−1
• a redefinition of the fields/sources B,C
up to (possibly) ‘elementary’ normalization factors, in agreement with the proposed
identification. This is (in general) the only way to preserve the basic recursion
relations under ‘level-rank’ duality. In the next section we give further evidence of
this picture.
9.2.2 Semi–classical limit
In this section we provide further evidence of the above picture, but considering
the semiclassical limit. In doing so we discover important facts about where the
partition function localizes. We have already predicted that this should correspond
to expectation values of the line operators corresponding to fixed points of the R-
transformations; furthermore we shall see later that these classical solutions cor-
respond to diagonalization of the Verlinde algebra associated to the corresponding
RCFT.
Recall that our Chern-Simons theory is characterized by the quantum parameter
q and that the semi-classical limit corresponds to the limit q → 1. The recursion
relations (our ‘Schwinger–Dyson equations’) are the quantum analog of the classical
equations of motion. Thus, in the limit q → 1 they should reduce to the equations
of some classical system. Which system will we get for our case?
Since K(q) = m̂ ≡ e−iH is the quantum operator generating a (discretized)
time evolution whose classical limit is precisely the trajectory of the Y –system, the
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q → 1 limit of the traces
Tr
[
e−iH O
]
≡ Tr
[
K(q)O
]
should satisfy the Y –system evolution equations.
The quantum traces ofK(q) are expected to be exactly given by the semi–classical
approximation (parallel to the fact that its quantum action is the normal–ordered
version of the classical one). Indeed, from the viewpoint of the original 4d N = 2
theory, TrK(q) is a supersymmetric index. Thus, the (semi)classical limit should be
strong enough to uniquely characterize the quantum traces, and hence to establish
our identification (9.9). This follows because q–dependent corrections can be viewed
as ‘gravitational corrections’ and should be equivalent if the underlying gauge systems
are; the latter can be checked by studying the q → 1 limit.
e−iH is the quantum version of the symplectomorphism associated to the Y –
system. Using the Duistermaat–Heckman formula [82–84], we get (schematically)
Tr
[
e−iH O
]∣∣∣
q∼1
∼ (functional determinant)
∑
fixed points of
Y –evolution
O, (9.13)
where we argue that the functional determinant is independent of the fixed point
due to the underlying supersymmetry of the computation.
On the other hand, Tr
[
e−iH O ] is of the form (9.2). Writing Zj = exp(zj),
where zj is the field coupled to the source B = ej, and taking the q → 1 limit of the
recursion relations (9.4), we get the classical equations
(1− Zj) =
∏
k
Z
Ajk
k . (9.14)
It is well known that these classical equations are equivalent to the fixed point equa-
tions for the Y –system if A is equal to CG⊗C−1G′ (or, dually, to CG′⊗C−1G ). To show
this, we introduce the following notation: (f(Y)) stands for the rankG × rankG′
matrix whose (k, l) component is f(Yk,l). Then the fixed point equations for the
Y –system read (
1 +
1
Y
)−1⊗CG′
=
(
1 +Y
)−CG⊗1
. (9.15)
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Write19
Y =
(
1− Z
Z
)
, (9.16)
then eqn.(9.15) becomes
(1− Z)1⊗CG′ = ZCG ⊗1, (9.17)
or, equivalently,
(1− Z) = ZCG ⊗C−1G′ , (9.18)
which is of the form (9.14) with
A = CG ⊗ C−1G′ , (9.19)
in agreement with the identification (9.9). Making Z ↔ 1 − Z, corresponding to
Y ↔ Y−1, implements the ‘level–rank’ duality A↔ A−1.
It is also clear that the ‘level–rank’ duality must be supplemented by a non–trivial
field/source redefinition in order to keep the traces in the canonical χA form.
We consider this argument as further evidence for the correctness of the identifi-
cation (9.9).
Later in this section, we shall check some of these expectactions in simple models.
In particular, we shall see elementary examples of the A ↔ A−1 duality. However,
to check the level–rank duality in full generality is probably quite hard. Indeed,
the relation between the corresponding characters, χA and χA−1 , seen as an identity
between q–series, is in itself a remarkable theorem in combinatorics and Number
Theory which may or may be not known to the math literature. Below we shall
establish some new deep identity of this kind just by considering the very simplest
N = 2 theories. Even to state the precise mathematical equality one has to check
is a rather complicated issue, due to the fact that the ‘trivial’ overall (relative) nor-
malizations appearing in the identifications, while dynamically trivial, as functions
of q are higher transcendental objects.
Luckily, however, there are some examples in which the q–series equalities have
19 This redefinition may seem unnatural at first sight. However, as better explained in section
10.1, one has a full modular trajectory of classical limits corresponding to q → e2piiτ with τ ∈ Q. If
q is a non–trivial root of unity, we get a discrete dilogarithm correction which makes the change of
variables Y → Z look natural, in view of the properties of the discrete dilogarithm [41].
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already been established. For instance, for the dual pair of the (2, m)/(m − 2, m)
minimal models it is known that the respective characters are related by a q ↔ q−1
duality [85]. In these cases one can be very explicit.
In the next subsection we argue that the Verlinde algebra of the corresponding
RCFT is generated by the Xi in the classical limit, in a canonical way. Moreover the
above fixed semi-classical loci diagonalize the Verlinde ring.
9.3 Line operators and Verlinde ring for (G,G′) models
In the previous sections we have seen that the path integral that computes the trace of
the monodromy operators will give rise at least in the (G,G′) theories to characters
of RCFT’s. Moreover the insertion of the line operators Xi in the path integral
corresponds to changing the characters of the RCFT (i.e. shifting the lattice sum by
linear terms in the lattice momentum).
TrK(q)
(∏
Xr
)
 
∑
α
cαχα
and insertion of an extra Xi changes the characters, and so we have roughly the
structure
Xi · χj = Ckij χk
The question is whether this can be made precise, and in particular if the Ckij can
be made to be suitable positive integers as is required for the Verlinde algebra [86].
Though this fact is not known in the full generality, in many cases (e.g. (A,A′) cases)
this turns out to be true, as we will show using the work of Nahm and collaborators
[74, 87], in relation to TBA systems. To make this more clear we consider the limit
q → 1 discussed in the previous section. In this limit we expect Xi to be represented
by c-numbers, consistent with the recursion relations. In particular a suitable basis
for Xi’s were discussed and denoted by Z and were shown to satisfy
(1− Z) = ZCG ⊗C−1G′ , (9.20)
which can be viewed as the equations defining the values of Z fixed by the mon-
odromy. That they should be fixed by the monodromy to contribute to the trace is
clear, as the pieces not fixed by it will give zero contribution, by the trace property.
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The solution to these equation, a question motivated by TBA, has been studied in
the literature and in particular in [74, 87]. Following the approach in [74] we define
a new set of variables
Φ1⊗CG′ = Z−1
which leads to
(1− Φ− 1⊗CG′ ) = Φ−CG⊗ 1.
Multiplying both sides by Φ2 and rearranging terms yields
Φ2 = Φ2(1⊗ 1)− 1⊗CG′ + Φ2(1⊗ 1)−CG⊗ 1. (9.21)
Note that since 2 − C is a positive integral matrix, this equation is a relation with
integral powers and positive terms, which could in principle be a consequence of the
Verlinde algebra, Indeed this relation between the fixed points of the Y –system and
the corresponding Verlinde algebra works as pointed out by Nahm and collaborators,
at least for the (Am−1, An−1) theories. In that context the fields Φa,i, with 1 ≤ a ≤
(m−1) and 1 ≤ i ≤ (n−1), get related to the SU(m)n characters (whcih are the main
building blocks of the corresponding coset SU(m)n/U(1)
m−1 fields) and are labeled
by the Am−1 and An−1 nodes respectively and correspond to representations ρai of
SU(m) in the i-th power of the a-th anti-symmetric fundamental representation [74].
In particular the solutions of the above system are given by
Φa,i = Trρai(g)
where g are particular elements of order (m+n) (or 2(n+m) if m is odd) in SU(m),
as is familiar in the context of diagonalization of the Verlinde algebra. We will see in
the context of some examples, how similar Verlinde algebras arise. For example, we
will show how the Verlinde algebra for the (2, 5) model arises for the full mondromy
in the (A2, A1) models corresponding to the (A1, T1) TBA systems.
9.3.1 The cluster–algebra interpretation
In view of future extensions to theories more general than the (G,G′) ones, we briefly
comment on the interpretation of eqn.(9.21) in the context of cluster–algebras. Let
Q (≡ GG′) be the quiver associated to the given model. We attach a variable Φk
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to each vertex k ∈ Q. Then eqn.(9.21) may be written in the form
Φk · Φk =
∏
arrows
i→k
Φi +
∏
arrows
k→j
Φj , (9.22)
which extends to any quiver Q (without 1– or 2–cycles).
In fact, eqn.(9.22) is the fixed–point version of the basic defining relation of a
cluster–algebra, namely the exchange relation [45, 48, 49, 88], which generalizes the
Ptolemy relation of Euclidean geometry. From the algebraic viewpoint, the exchange
relation is more fundamental than the one associated to the Y –system [45, 88].
Indeed, in the math literature [45,88] the definition of the quiver mutation at the
vertex k, µk, is supplemented by the instruction of changing the associated variable
Φk into Φ
′
k defined by
Φ′k · Φk =
∏
arrows
i→k
Φi +
∏
arrows
k→j
Φj , (9.23)
while Φj remains invariant for j 6= k. These relations can be also be interpreted as
T–system whose relations with TBA and RCFT are known (see ref. [80, 81, 89–91]
and references therein).
In the special case of the G(k, n) cluster–algebras the exchange relations reduce
to the Plu¨cker ones, as we shall see in the explicit examples below.
9.4 Representations and traces for quantum torus algebras
In preparation for the explicit computations, we briefly discuss the meaning of the
trace in our quantum algebras.
There is a canonical definition of a trace over the quantum torus algebra, namely
the unique normalized trace–state in the sense ofC∗–algebras and Non–Commutative
geometry [92]. For the quantum algebra with (invertible) generators Xi and relations
XiXj = q
ǫijXjXi, and any Laurent series
F (Xi) =
∑
ℓi∈Z
aℓ1,ℓ2,··· ,ℓs X
ℓ1
1 X
ℓ2
2 · · ·Xℓss
the canonical trace is
Trcan F (Xi) ≡ a0,0,··· ,0. (9.24)
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When the torus algebra is associated to a bi–partite simply–laced quiver Q with V
vertices (as it happens for the (G,G′) theories), a convenient Hilbert space realization
of the algebra can be given20 in21 L2(RVe). One writes
Xi =
{
exp(ixi) i even
λi exp
(
2π τ ǫij ∂/∂xj
)
i odd.
(9.25)
where q = exp(2πi τ) and λi ∈ (C∗)Vo . The conjugation
X2k+1 →
(∏
j
X
n2j
2j
)−1
X2k+1
(∏
j
X
n2j
2j
)
, (9.26)
sends λ2k+1 into q
ǫ2k+1,2j n2j λ2k+1, so (up to conjugacy
22) the λi’s take value in the
Vo–dimensional complex torus
23 J
J : λ2k+1 ∼ qǫ2k+1,2j n2j λ2k+1 ∀n2j ∈ Z. (9.27)
In the Schroedinger picture (9.25), an operator O is represented by the integral
kernel 〈x2, x4, · · · |O|x′2, x′4, · · · 〉, and the trace is simply the integral of the kernel
along the diagonal subspace, x2ℓ = x
′
2ℓ.
However, L2(R[V/2]) is far from being an irreducible representation of the quantum
algebra. In fact the dual torus algebra generated by the operators [51, 52]
X∨i =
{
exp
(
2π ∂/∂xi
)
i even
exp
(
i τ−1 ǫ−1ji xj
)
i odd.
(9.28)
commutes with the original torus algebra24. Then, in order to extract the irreducible
20 Actually, only for |q| = 1 theXi’s are bounded operators defined on the whole L2(R). Otherwise
they are only densely–defined.
21 We write Ve (resp. Vo) for the number of even (resp. odd) vertices in the bi–partite quiver Q.
22 If |q| = 1, as in the physical theory, this means up to unitary equivalence.
23 If the skew–symmetric pairing 〈γi|γj〉 is degenerate, J has the form T ×Cm, with T a compact
complex torus.
24 This doubled quantum torus algebra would naturally arise if we complete the cigar in our
construction to an S2. It is the algebra associated with the ‘anti-topological sector’ given by the
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trace–blocks, it is convenient to consider more general expressions of the form
TrL2
(
M(q)F (X∨i )
)
=
=
∫
dx2i 〈x2, x4, · · · |M(q)F (X∨i ) |x2, x4, · · · 〉, (9.29)
which we see as ‘generating functions’ for the trace–blocks of M(q).
Finally, one has a path integral representation of the form
Tr
[ · · · ] = ∫
periodic
[∏
dφi
] (
· · ·
)
exp
[
i
4πτ
∫
dt ǫij φ
i dφ
j
dt
]
, (9.30)
which is convenient for general arguments as those in the previous subsection.
9.5 The trivial quiver
The simplest possible example is the trivial quiver, A1A1, consisting of just one
node and no arrows. From the point of view of TBA, (A1, A1) corresponds to a free
fermion (trivial S–matrix). In this case, the quantum algebra is generated by a single
invertible operator Y , and hence it is commutative. The monodromy acts trivially
since all adjoint actions are trivial in a commutative algebra. This makes the (A1, A1)
example somewhat degenerate. In particular, in an irreducible representation Y acts
as a c–number.
However, M(q), while commuting, is not a trivial function of q. Indeed25,
M(q) = q−1/24Ψ(Y ; q) Ψ(Y −1; q) =
1
η(q)
∑
k∈Z
qk
2/2 (−Y )k ≡ Θ(−Y ; q)
η(q)
, (9.31)
which is the partition function of a complex massless free fermion. Since M(q) =
Y (q)2, the halfR–twist Y (q) should correspond to a single (real) massless free fermion
which is the CFT limit of the (A1, A1) integrable theory.
other half of S2.
25 For convenience, we redefines M(q) by multiplying it by q−1/24, which is a pure phase in the
physical situation |q| = 1.
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The canonical trace,
TrcanM(q) =
1
η(q)
. (9.32)
is just a particular sum over the different irreducible representations. The same is
true for the trace of Y (q)
Tr Y (q;λ) = Ψ(λ; q) ≡
∞∏
k=0
(1− qn+1/2λ). (9.33)
This example clarifies which kind of ‘trivial’ factors we shall expect to appear in the
monodromy traces.
9.6 The (A2, A1) theory
The first non–trivial example is A2A1. We shall first check the main themes of
this section on this model, where detailed computations are doable. In this case we
shall find that TrM(q) lead to characters of the (A1, T1) TBA, i.e. (2, 5) minimal
model corresponding to Lee-Yang edge singularity. Furthermore we show q → q−1
leads to characters of (3, 5) model. We also consider the trace Tr Y (q) of the half-
monodromy for the (A2, A1) theory and find that it leads to characters of the A2
level 2 parafermionic system corresponding to the SU(3)2/U(1)
2 coset.
The quantum algebra in this case has just two generators, X , Y , satisfying the
relation XY = q Y X . The monodromy is
M(q) = Ψ(Y ; q) Ψ(X ; q) Ψ(Y −1; q) Ψ(X−1; q), (9.34)
with adjoint action
M(q)−1XM(q) = Y −1 (9.35)
M(q)−1 Y M(q) = (1− q1/2Y )X, (9.36)
of order r = 5.
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9.6.1 Canonical trace → characters of the (2, 5) minimal model
The simplest way to compute the canonical trace is to exploit the following basic
identities for the quantum dilogarithm26 (valid for |q| < 1),
Ψ(X ; q) ≡
∑
k≥0
(−1)kqk2/2
(q; q)k
Xk where (a; q)m =
m−1∏
k=0
(1− aqk) (9.37)
Ψ(X ; q) Ψ(X−1; q) ≡ q1/24 η(q)−1
∑
k∈Z
qk
2/2(−X)k (9.38)
Ψ(X ; q) Ψ(Y −1; q) = Ψ(Y −1, q) Ψ(−q−1/2Y −1X ; q) Ψ(X ; q) (9.39)
Using the third identity to commute the two central factors in eqn.(9.34), we get
q−1/12 η(q)2M(q) =
=
∑
m1,m2∈Z
∑
ℓ≥0
q(m
2
1+m
2
2)/2
qℓ
2/2
(q; q)ℓ
(−Y )m1(XY −1)ℓ(−Y )m2 =
=
∑
a,b∈Z
(−1)a−bGa−b(q) q(a−b)2/2Xb Y a, (9.40)
where the functions Gℓ(q) are defined by
Gℓ(q) =
∞∑
k=0
qk
2+kℓ
(q; q)k
k ∈ Z. (9.41)
satisfy the three–terms recursion rule, as an example of 9.4,
Gℓ+2(q) = q
−(ℓ+1)
(
Gℓ(q)−Gℓ+1(q)
)
, (9.42)
and give the sum of one of the celebrated Ramanujan continuous fractions [94]
Gk+1(q)
Gk(q)
=
1
1 + q
k+1
1+ q
k+2
1+
qk+3
1+···
(9.43)
26 The first identity is the usual Euler product [93], the second one the Jacobi triple product
identity, while the last one is proven in ref. [42].
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One has
G0(q) = G(q), G1(q) = H(q), (9.44)
where G(q) and H(q) are the Rogers–Ramanujan functions [94], which express the
sum of the basic Ramanujan continuous fraction (namely eqn.(9.43) with k = 0).
The celebrated Rogers–Ramanujan identities [95–97] allow to rewrite them as infinite
products (for ℓ = 0, 1)27
Gℓ(q) =
∞∏
j=1
(
1− q5j−1−ℓ)−1 (1− q5j−4−ℓ)−1. (9.45)
From eqn.(9.40) we have
Trcan
[
M(q)Xm
]
= (−1)m q
m2/2+1/12
η(q)2
Gm(q). (9.46)
In particular, for m = 0
TrcanM(q) = q
1/12 G(q)
η(q)2
, (9.47)
which, again, may be written as an infinite product.
To correctly interpret the above equation, we have to recall that the adjoint
action (9.35)(9.36) defines M(q) only up to an overall normalization which may be a
non–trivial function of q. We wish M(q) to be unitary for q a phase (real couplings
of the CS theory), so the overall function should be a power of q. If we redefine
M(q)→ q−1/10M(q) (9.48)
we get
TrcanM(q) =
q−60G(q)
η(q)2
. (9.49)
which is in fact a Γ1(5)–modular function [99].
More physically, apart from the ‘trivial’ factor η(q)−1, the function is the modular
character χ1,3(q) of the (2, 5) minimal model. This model has two independent
27We are informed by Ole Warnaar that this may in fact be done for arbitrary ℓ using results
of [98].
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characters, namely
χ
(2,5)
1,3 (q) = q
−1/60G(q) χ
(2,5)
1,1 (q) = q
11/60H(q), (9.50)
which are transformed one into the the other under modular transformations. Apart
from trivial factors, the two characters are precisely given by
χ
(2,5)
1,3 ∝ Trcan
[
M(q)
]
, χ
(2,5)
1,1 ∝ Trcan
[
M(q)X
]
, (9.51)
while the Ramanujan three–terms recursion relation (9.42) just means that all the
traces
Trcan
[
M(q)XmY n
]
m,n ∈ Z,
are expressed as linear combinations of the two basic characters χ
(2,5)
1,3 and χ
(2,5)
1,1 .
Both characters enter in the expression of TrM(q) on a general representation of the
quantum torus algebra. (Notice that the second (2, 5) character is, essentially, the
coefficient of X in the expansion in the rhs of eqn.(9.40)).
The general recursion relations (9.4) which, as discussed in §. 9.2 define the traces,
in the (A2, A1) case reduces to the Ramanujan one (9.42). In fact the arguments of
§. 9.2 give us a lot more: Let
Φ = −X
and define
〈· · · 〉 = Tr[ · · ·M(q)]
The three term recursion relation then implies that as q → 1:
〈Φ2 · · · 〉 = 〈(Φ + 1) · · · 〉
where · · · stands for any line operators. Mathematically, this is, of course, just the
fixed point equation for (A2, A1) classical monodromy. Physically, this equation says
that the line operator Φ is localized on a subspace which realizes the Verlinde algebra
of the (2, 5) model:
Φ× Φ = 1 + Φ
This is indeed remarkable ! Not only we are getting the characters of the (2, 5) model,
but also we are finding a natural realization of the generators of the Verlinde algebra
in terms of the line operators!
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9.6.2 TrcanM(q) and the quiver of (A2, A1)
There is another (equivalent) way of writing TrcanM(q). The equality of the two
expressions may be regarded as a new identity of the Rogers–Ramanujan type. This
second formulation has the advantage of shedding light on the relation between the
characters of the (2, 5) minimal model and the Dynkin diagram of the A2 Lie algebra.
To get the alternative expression, one starts from the definition (9.34) of M , uses
the Euler identity (9.37) to write each elementary factor as a Laurent series, and
takes the canonical trace. One finds
TrcanM(q) =
∑
m1,m2≥0
qm
2
1+m
2
2−m1m2
(q; q)2m1 (q; q)
2
m2
≡
∑
m∈N2
qm
tC2⊗C
−1
1 m
(q; q)2m1 (q; q)
2
m2
, (9.52)
where C2 (resp. C1) is the Cartan matrix of A2 (resp. A1).
One checks that (9.52) coincides with (9.47).
9.6.3 Duality between the (2, 5) and (3, 5) minimal models
The ‘level–rank’ duality A2A1 ↔ A1A2 maps the (2, 5) minimal model into
the (3, 5) one. The duality of the characters between the minimal models (p, p′)
and (p′ − p, p′) has beeen established, from a purely CFT viewpoint, in ref. [85] (see
also [100] Section 5.6): In a sense, the two set of characters are interchanged by the
formal operation q → q−1. Of course, we have to expect a relation of the characters
only up to overall ‘trivial’ factors.
The operation q → q−1 maps the elementary factors Ψ(X±1; q), Ψ(Y ±1; q) into
their inverses Ψ(X±1; q), Ψ(Y ±1; q). To be a symmetry of the torus algebra, the
inversion of q should be supplemented by X ↔ Y . Then the operation has the
effect28
M(q) = Ψ(Y ; q) Ψ(X ; q) Ψ(Y −1; q) Ψ(X−1; q)→
→ Ψ(X ; q)−1Ψ(Y ; q)−1Ψ(X−1; q)−1Ψ(Y −1; q)−1 ∼
∼ Ψ(X−1; q)−1Ψ(Y −1; q)−1Ψ(X ; q)−1Ψ(Y ; q)−1 ≡
≡M(q)−1. (9.53)
28 As always, ∼ means equality up to conjugacy.
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Therefore, we expect to find the characters of the (3, 5) minimal model in the trace
TrM(q)−1. This would exactly correspond to the analytic relation between the
characters of the (2, 5) and (3, 5) minimal models discussed in ref. [85].
We compute the trace in the L2(R) (reducible) representation with λ1 = 1
X = exp(ix), Y = exp(−2πiτd/dx) (9.54)
We first note that the operator
M = FΨ(Y ; q)−1 = Ψ(X−1; q)−1 F, (9.55)
where F is the Fourier transform normalized as29
Fψ(y) =
1
2π
√
τ
+∞∫
−∞
dx e−ixy/2πτ ψ(x), (9.56)
has the properties
M−1XM = Y −1 (9.57)
M−1YM = (1− q1/2Y )X, (9.58)
and so it may be regarded as a representation of the quantum monodromy in the
L2(R) Hilbert space.
We compute the trace ofM−1 following the strategy outlined around eqn.(9.29).
In order to get more symmetric–looking formulae, we make the special choice for the
function F (X∨, Y ∨) = Ψ(Y ∨; q˜), where q˜ = exp(−2πi/τ) is the S–modular transform
of q. Then
TrL2
(
Ψ(Y ∨; q˜))M−1
)
=
1
2π
√
τ
+∞∫
−∞
dxΨ(eix/τ ; q˜) Ψ(eix; q) exp(ix2/2πτ). (9.59)
The Gaussian factor in the integrand has norm | exp(ix2/2πτ)| = exp ( Im τ
2π|τ |2x
2
)
, so it
is absolutely convergent for Im τ < 0 (as is natural, since we obtained this expression
29 Here and elsewhere q = exp(2πiτ) with Im τ > 0.
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by making, formally, q → q−1). Expanding the Ψ functions in powers using the Euler
identity (9.37) and performing the resulting Gaussian integrals, we get
TrL2
(
Ψ(Y ∨; q˜))M−1
)
=
eiπ/4√
2
∑
k,l≥0
(−1)kl (−1)
kql
2/4
(q; q)l
(−1)lq˜(k2+2k)/4
(q˜; q˜)k
, (9.60)
where the sums now are convergent in the usual upper half–plane. The rhs can be
written as a bilinear in the four blocks (here (q)m ≡ (q : q)m)
χ
(3,5)
1,2 (q) =
∑
m≥0
even
qm
2/4
(q)m
q1/4 χ
(3,5)
1,3 (q) =
∑
m≥0
odd
qm
2/4
(q)m
(9.61)
χ
(3,5)
1,1 (q˜) =
∑
m≥0
even
q˜(m
2+2m)/4
(q˜)m
q˜3/4 χ
(3,5)
1,4 (q˜) =
∑
m≥0
odd
q˜(m
2+2m)/4
(q˜)m
, (9.62)
which are precisely the four conformal blocks of the (3, 5) minimal model [76]. Each
of these characters has an expression as an infinite product, thanks to the generalized
Rogers–Ramanujan identities of Slater [97].
On the other hand, using the Rogers identities [97,101] we may rewrite the above
functions in terms of the Rogers–Ramanujan functions G(·), H(·) of argument q1/4
∑
n≥0
(±1)mqn2/4
(q)n
=
G(±q1/4)
(−q1/2; q1/2)∞ ,
∑
n≥0
(±1)mq(n2+2n)/4
(q)n
=
H(±q1/4)
(−q1/2; q1/2)∞ .
9.6.4 Verlinde algebra for W sl(n)(2, 5)minimal models, (An, A1) theory and
Hyperkahler space
In section 9.6.1 we have shown that the fixed–point equations for the (A2, A1) model
reproduces the Verlinde algebra of the corresponding (2, 5) minimal model. This is
just an example of a general pattern as discussed in §.9.3. In this section we will focus
more generally on the (An, A1) theories, in the context of the full monodromy. We will
give evidence later in this paper that this corresponds to the (An−1, T1) TBA system
which in turn are believed to correspond to deformations of the (2, 5) minimal models
of W sl(n). As we have already noted the expectation values of the line operators
contributing to the trace correspond to R-symmetry invariant configurations, and
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on this subspace they should realize the Verlinde algebra. On the other hand the
line operators can be viewed as coordinates of Hyperkahler manifold corresponding
to compactifications from 4 to 3 dimensions, and R-symmetry should act on this
space. Thus these distinguished coordinates evaluated at the R-symmetric points
should realize the Verlinde algebra. Moreover these points form a basis where the
Verlinde algebra is diagonalized. The Verlinde algebra for the (2, 5) minimal models
of Virasoro is well known and we will recover the algebra for it. We are not aware
of the Verlinde algebra for the (2, 5) minimal models of the W sl(n) model for the
higher n’s, but the result we find suggests that they should have at least a Verlinde
sub-algebra realizing the algebra of the ordinary (2, n + 3) minimal model for the
Virasoro algebra.
We begin by recalling a few basic facts from [35] about the hyperkahler moduli
space M which arises upon compactifying (A1, An) theory, from four to three di-
mensions on the circle (with no twist). In this case, in its generic complex structure,
M can be described as a moduli space of SL(2,C) connections on C = CP1, regular
everywhere except for a certain irregular singularity at ∞. Temporarily fix a point
onM, i.e. a particular flat connection. There is then a two-dimensional space of flat
sections, which is acted on by the SL(2,C) of constant gauge transformations. By
studying the asymptotics of the flat sections near the singularity, one obtains n + 3
distinguished lines in this space — or said otherwise, n + 3 distinguished points zi
on the CP1 of projectively flat sections. As we vary the flat connection these n + 3
points vary arbitrarily, except that consecutive points in the cyclic ordering never
coincide. Conversely such a configuration of n + 3 points actually determines a flat
connection up to gauge. So altogether we find that M is a dense open subset of
(CP1)n+3/SL(2,C). The classical monodromy operatorM acts onM simply, by the
cyclic shift of the n + 3 points by 2 units.
For simplicity we restrict to the case of n even. Write zi,j = zi− zj , and then for
0 ≤ k ≤ n+ 1, define the SL(2,C)-invariant combinations
Lk =
z1,k+2
z2,3z4,5···zk,k+1
z1,2z3,4···zk+1,k+2
k even,
z1,k+2
zk+3,k+4zk+5,k+6···zn−1,n
zk+2,k+3zk+4,k+5···zn,1
k odd.
(9.63)
Here we consider what happens when we restrict these functions to the fixed locus
of M . On this locus zi,j depends only on i − j mod n + 3. Call this quantity pi−j,
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and denote the restriction of Lk to the fixed locus as Φk; then we have simply
Φk =
pk+1
p1
. (9.64)
Note in particular the relations
Φ0 = 1, Φk = −Φn+1−k. (9.65)
So we have nontrivial independent functions Φ0, . . . ,Φn
2
on theM-fixed locus. More-
over, applying the “Plu¨cker” relations
zi,jzk,l + zk,izj,l + zj,kzi,l = 0 (9.66)
with i = 1, j = r + 2, k = 2, l = ℓ+ 3, gives
ΦrΦℓ = Φℓ−r + Φr−1Φℓ+1. (9.67)
Note that for r = l this is exactly the kind of relation we have already anticipated
(9.22). For n = 2 this gives the Verlinde ring of the (2, 5) model (modulo Φ1 → −Φ1).
For the general case, by induction this can also be written
ΦrΦℓ = Φℓ−r + Φℓ−r+2 + · · ·+ Φℓ+r−2 + Φℓ+r. (9.68)
Remarkably, (9.68) is the Verlinde algebra [86] of the (2, n + 3) minimal model.
It would be interesting to see if the algebra of W sl(n)(2, 5), which is the model we
would expect, is ismorphic to this.
9.6.5 The trace of the half monodromy
In all the (G,A1) models, the quantum monodromyM(q) is the square of the operator
Y (q) which generates the solution to the associated Y –system, M(q) = Y (q)2. It is
natural to consider TrY (q).
In the particular case of the (A2, A1) model, one has
30 Y (q)5 = 1. Thus Y (q) =
30 As always in the present paper, the real meaning of this statement is that Y (q)5 is a central
element commuting with all generators of the quantum torus algebra, namely it is the adjoint action
of Y (q)5 which is the identity.
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M(q)−2. Going to the L2(R) representation, we consider
M−2 =
(
Ψ(X−1; q)−1 F2Ψ(Y ; q)−1
)−1
= Ψ(Y ; q)P Ψ(X−1; q), (9.69)
where P = F2 is the parity operation P : x→ −x. Then
TrL2
[
F1(X
∨)M−2 F2(Y ∨)
]
=
=
∫
dx 〈x|Ψ(e−2πτd/dx; q)F1(e−2πd/dx)| − x〉 Ψ(e−ix; q)F2(eix/τ ) (9.70)
From the general identity,∫
dx 〈−x|
∑
n,m
anbm e
−2π(nτ+m)d/dx|x〉H(e−ix)F (eix/τ ) =
=
1
2
∑
n,m
anbmH((−1)m q−n/2)F2((−1)n q∨ m/2) =
= linear combination of
∑
n even
anH(±q−n/2),
∑
n odd
anH(±q−n/2),
we see that the expression (9.70) may be written in terms of the four trace–blocks
χ( ~Q; q) =
∑
(m1,m2)∈N
2
(m1,m2)=
~Q mod 2
q(m
2
1+m
2
2−m1m2)/2
(q; q)m1 (q; q)m2
. (9.71)
Writing m = (m1, m2) and introducing the matrix
A = CA2 ⊗ C−1A1 =
(
1 −1
2
−1
2
1
)
(9.72)
we write the trace–blocks of TrL2 Y (q) in the general form of §§.9.19.2 (see refs.
[75, 76]) namely
χ( ~Q; q) =
∑
m∈N2
m=~Q mod 2
q
1
2
m
tAm
(q; q)m1 (q; q)m2
(9.73)
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which correspond to conformal characters of the coset model [75, 76] (see also [77])
SU(3)2/U(1)
2, (9.74)
which is precisely the UV fixed point of the A2 reflectionless scattering theory whose
TBA is given by the A2 Y –system.
Thus, in the (A2, A1) theory all the expectations of §.9.2 are verified. The traces
of the K(q) give the characters of the unitary CFT theory whose massive integrable
deformation leads to the A2 elastic S–matrix !
Remark. Comparing eqns.(9.72) and (9.52) we see that TrM(q) = TrK(q)2 is
given by double series whose (m1, m2)–th term is the square of the corresponding
term in the double series giving the trace of K(q).
9.7 (G,A1) models
The quiver of the (G,A1) theories (where G = ADE) has the G Dynkin diagram
as underlying graph. We shall write Yj, Xk for the generators of the quantum torus
algebra associated, respectively, to odd and even vertices of G.
9.7.1 Tr Y (q) for the (G,A1) models
One has
Y (q) = I
(∏
Ψ(Yj; q)
)(∏
Ψ(Xk; q)
)
, (9.75)
where I is the inversion (or parity in the Schroedinger picture) automorphism of the
quantum torus algebra.
In the Schroedinger representation of eqn.(9.25) with the λi’s set to 1, for any
normal–ordered Laurent monomial N
[∏
X
mj
j
∏
Y nkk
]
one has the identity:
TrL2
(
I ·N
[∏
X
mj
j
∏
Y nkk
])
= C, (9.76)
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for a constant C that we set to 1 by rescaling the trace. Then
TrL2
[
Y (q)
]∣∣∣
λi=1
=
∑
m∈Zr+
(−1)|m| q
m
t·CG·m/4
(q)m1 (q)m2 · · · (q)mr
=
∑
m∈Zr+
q
1
2
m
t·CG⊗C
−1
A1
·m+B(0)·m
(q)m1 (q)m2 · · · (q)mr
(9.77)
where31 |m| =∑imi and 2τ B(0) = (1, 1, . . . , 1).
Eqn.(9.77) corresponds precisely to our identification (9.9).
To get the full set of χA(q;B,C) characters with A = CG⊗C−1A1 , one must consider
more general traces
Tr
[
Y (q)
∏
X
nj
j
∏
Y mkk
]
.
The recursion relations (9.4) then give all such correlations in terms of a finite number
of linearly independent (over the field C(q)) characters.
TBA identifies the above χA characters with those of the coset model [75, 76]
(G(1))2/U(1)
r where r = rankG, (9.78)
namely the so–called generalized parafermionic theory (G = An gives the standard
Zn+1 parafermions).
9.7.2 Tr Y (q, z) as a function on the torus J
We reintroduce the coordinates λi of the complex torus J , eqn.(9.27). We define the
vector z = {zi}i=1,...,r with components
zi =
{
log λi/(2πiτ) i odd
0 i even,
(9.79)
31 The apparent discrepance in sign with respect to eqn.(9.73) for G = A2, is due to a different
convention for the sign of the square root q1/2; the ‘natural’ convention from the 4d viewpoint is
the opposite one with respect to the usual one for 2d solvable systems; cfr. the sign redefinitions in
the discussion of section 6).
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the zi’s being well–defined up to the identifications
zi ∼ zi +mi/τ + Ωiα nα, mi, nα ∈ Z, (9.80)
with Ωiα the rectangular Vo × Ve matrix 〈γi, γα〉.
Then eqn.(9.77) generalizes to
TrL2
[
Y (q, z)
]
=
∑
m∈Zr+
q
1
2
m
t·A·m/4+(B(0)+z)·m
(q)m1 (q)m2 · · · (q)mr
. (9.81)
We see eqn.(9.81) as a nice confirmation of our general picture.
9.7.3 The canonical trace of M(q)
The monodromy operator for the (G,A1) theory reads
M(q) =
(∏
Ψ(Yj; q)
)(∏
Ψ(Xk; q)
)(∏
Ψ(Y −1l ; q)
)(∏
Ψ(X−1i ; q)
)
. (9.82)
We replace each Ψ in eqn.(9.82) with its Euler expansion (9.37), and take the
term of order zero in Xj, Yk. One gets
32
TrcanM(q) =
∑
m∈Zr+
qm
t·CG·m/2
(q)2m1 (q)
2
m2 · · · (q)2mr
, (9.83)
where r is the rank of G and CG its Cartan matrix.
More generally, one has the formula
Trcan
[
M(q)
∏
i
Xaii
]
= (−1)
∑
i ai qa·a/2
∑
m∈Zr+
qm
t·CG·m/2−a·m
(q)2m1 (q)
2
m2
· · · (q)2mr
(9.84)
where a is an integral vector with vanishing odd entries. Again, we may write a
finite–number–of–terms recursion relation for the traces (9.84), meaning that they
may all be written in terms of a finiter set of trace–blocks (namely characters). For
32
Z
r
+ stands for the r–tupple of non–negative integers.
99
G = An, these correspond to characters of the W
sl(n)(2, 5) model, i.e. the (2, 5)
minimal model for the sl(n) W-algebra [78]. We show this by relating it to the
characters of the (An−1, T1) TBA in the next section.
As in the (A2, A1) example, the terms in the sum (9.84) are, term by term, the
square of the corresponding ones in the sum (9.77), for (G,A1) half-monodromy.
9.8 Wall–crossing and new q–series identities
Comparing the two expressions for the canonical trace of M(q) for the (A2, A1)
theory, eqns.(9.47) and (9.52), we get the identity
∑
m1,m2≥0
qm·CA2 ·m/2
(q)2m1 (q)
2
m2
=
q1/12
η(q)2
G(q). (9.85)
This equation is already a remarkable identity of the Rogers–Ramanujan type which,
to the best of our knowledge, was not known before. In fact, we can use the physical
ideas of the present paper to generate many infinite families of such identities. Given
the interest of q–series identities in Combinatorics and Number Theory, in this sec-
tion we outline a strategy to generate many such identities and give some relevant
example.
We know from physics that the conjugacy class of the monodromyM(q) is a wall–
crossing invariant. Thus, the function TrM(q)k is independent of the BPS chamber
in which we compute it. On the other hand, the explicit expression of TrM(q)k as a
q–series varies enormously from one BPS chamber to the other. Equating the q–series
obtained by computing the trace in different chambers, we get identities between q–
series, as well as identities between q–series and infinite products, which generalize
those of Rogers, Ramanujan, and many other authors. It is conceivable that all the
known such identities are just special instance of 4d wall–crossing; certainly, using
wall–crossing we generate many new identities.
As an example, we present an infinite family of such identities, generalizing
eqn.(9.85).
100
9.8.1 The (An, A1) theory in the linear BPS chamber and (An−1, T1) TBA
In §. 9.7.3 we computed TrM(q) for (in particular) the (An, A1) theory using the
BPS spectrum of the canonical chamber. In appendix D we discuss an alternative
BPS chamber for these models, namely the linear one with quiver
X1 X2 X3 X4 Xnoo oo oo oo , (9.86)
corresponding to the An quantum torus algebra in the form
Xk+1Xk = q XkXk+1 (9.87)
XkXj = XjXk for |k − j| > 1. (9.88)
As a by-product, this will lead to the identification of the trace of the full monodromy
for the (An, A1) theory with the UV characters of the (An−1, T1) TBA system.
The quantum monodromy reads
M(q) = Ψ(X1; q) Ψ(X2; q) Ψ(X3; q) · · ·Ψ(Xn; q)×
×Ψ(X−11 ; q) Ψ(X−12 ; q) Ψ(X−13 ; q) · · ·Ψ(X−1n ; q). (9.89)
Applying recursively the identities (9.37)(9.38)(9.39), we get
q−n/24M(q) =
=
Θ(−X1, q)
η(q)
Ψ(−q−1/2X−11 X2; q)
Θ(−X2, q)
η(q)
Ψ(−q−1/2X−12 X3; q)
Θ(−X3, q)
η(q)
· · ·
· · ·Ψ(−q−1/2X−1n−2Xn−2; q)
Θ(−Xn−1, q)
η(q)
Ψ(−q−1/2X−1n−1Xn; q)
Θ(−Xn, q)
η(q)
where Θ(x; q) =
∑
k∈Z q
k2/2xk. Expanding the functions in the rhs,
(
q−1/24η(q)
)n
M(q) =
∑
k1,··· ,kn∈Z
∑
ℓ1,··· ,ℓn−1≥0
q
∑
i k
2
i /2
(q)ℓ1(q)ℓ2 · · · (q)ℓn−1
×
×Xk1−l11 X l1+k2−l22 X l2+k3−l33 · · ·X ln−2+kn−1−ln−1n−1 X ln−1+knn .
(9.90)
101
Taking the canonical trace of both sides we get
q−n/24 TrcanM(q) =
1
η(q)n
∑
ℓ∈Zn−1+
q ℓ·Cn−1·ℓ/2
(q)ℓ1(q)ℓ2 · · · (q)ℓn−1 (9.91)
where Cn−1 stands for the Cartan matrix of An−1. Then, for all An, we have the
identity
∑
m∈Zn+
qm
t·Cn·m/2
(q)2m1 (q)
2
m2
· · · (q)2mn
≡ q
n/24
η(q)n
∑
ℓ∈Zn−1+
q ℓ
t·Cn−1·ℓ/2
(q)ℓ1(q)ℓ2 · · · (q)ℓn−1
. (9.92)
The n = 1 case of this equality (corresponding to the trivial quiver) is an identity
due to Euler [93]. The identities for n ≥ 2 seem not to have been known previously.33
We have checked this equality using Mathematica for n ≤ 8 (up to order q101 for
n = 2) finding perfect agreement. For instance, for n = 5 both sides of eqn.(9.92)
have the q–expansion
1 + 15 q + 100 q2 + 500 q3 + 2070 q4 + 7546 q5 + 24935 q6 + 76320 q7+
+ 219285 q8 + 597655 q9 + 1556718 q10 + 3898485 q11 +O
(
q12
)
(9.93)
It should be stressed that the series in the rhs of eqn.(9.92) correspond to the
TBA characters associated to the pair of Dynkin diagram (An−1, T1) where Tn are
the tadpole graphs.
The identity (9.92) can be written in a more suggestive way. Introduce a Hilbert
space with basis |0〉, |1〉, · · · , |k〉, · · · , and two operators R(q), L(q) acting on this
space with matrix elements
〈m1|R(q)|m2〉 = q
(m1−m2)2/2
q−1/24η(q) (q)m1
(9.94)
〈m1|L(q)|m2〉 = q
(m1−m2)2/2
(q)m1 (q)m2
. (9.95)
33After posting the first version of this preprint we were advised by Ole Warnaar that these
identities can be proven using standard hypergeometric series techniques.
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Then, the identity (9.92) can be expressed as
〈0|L(q)n+1|0〉 = 〈0|R(q)n|0〉. (9.96)
10 Trace of the monodromy for (G,G′) theories II:
The rational case
If q is an N -th root of unity, the irreducible representations of the quantum torus
algebra have (finite) dimension N̺, where ̺ is half the rank of the skew–symmetric
form 〈γi, γj〉. One may consider the quantum monodromy in this finite–dimensional
setting. There is a subtlety in doing this, related to the‘quantum Frobenius phe-
nomenon’ (§. 10.1 below) which eventually will lead to the Verlinde algebras of the
relevant 2d CTF theories (§. 9.6.4 below). In other words we have already noted that
the line operators Xγ = UNγ are central elements of the quantum torus algebra and
not suprisingly they transform under M according to the classical monodromy oper-
ation. For the supersymmetric amplitudes not to vanish they should localize on fixed
points of the R-symmetry action. Each choice of a fixed point, corresponds to fixing
the boundary conditions on the Melvin cigar. Once localized, we find, in examples
that Xγ realize the Verlinde algebra, and the representations of the cluster algebra
are labeled by diagonlizations of the fusion ring. We then go on to illustrate how the
rational case works in various examples. In some ways, the monodromy operator in
the rational case is mathematically more well-defined as the relevant space is finite
dimensional, due to the uniquness for the choice of the trace operation.
10.1 q a root of unity: the quantum Frobenius property
We specialize the quantum dilogarithm operators we have been discussing in the
irrational case, to the case in which q is an N–th root of unity, qN = 1.
Consider first the particular case in which q = 1. The quantum torus alge-
bra reduces to the classical commuting one, and naively all adjoint actions of the
monodromy and its ‘elementary’ factors, eqns.(5.12)(5.13), become trivial. How-
ever, physically, we know that this is not correct: in the classical limit q → 1 the
quantum monodromy is replaced by the classical monodromy which is a non trivial
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symplectomorphism of the classical torus. In particular, the ‘elementary’ transfor-
mation (5.13) is generated by an Hamiltonian which is given by classical dilogarithms
Li2(Uγ). Indeed, for |q| < 1
− log Ψ(qsx; q) =
∞∑
k=1
1
k
(qs+1/2x)k
1− qk . (10.1)
Writing q = e−ǫ and taking ǫ→ 0,
− log Ψ(qsx; q)
∣∣∣
ǫ→0
=
1
ǫ
∞∑
k=1
xk
k2
+O(1) ≡ 1
ǫ
Li2(x) +O(1), (10.2)
while the quantum commutators go to a classical Poisson structure on the commuting
torus,
[Uγ,Uγ′ ] = ǫ {Uγ,Uγ′}+O(ǫ2) (10.3)
{Uγ,Uγ′} ≡ (±1)〈γ,γ′〉 〈γ, γ′〉 Uγ+γ′, (10.4)
where the sign factor (±1)〈γ,γ′〉 depends on which of the two roots q1/2 → ±1 one
takes in the definition of the ‘normal ordered product’
Uγ+γ′ ≡ (q−1/2)〈γ,γ′〉 UγUγ′ . (10.5)
Dirac’s quantization together with 4d N = 2 index theory imply that the correct
classical limit, for a 4d gauge theory, corresponds to the non-trivial sign q1/2 = −1.
The ǫ in the commutator (10.3) will cancel against the 1/ǫ in front the Hamilto-
nian (10.2), and in the limit ǫ→ 0 we get a non–trivial classical symplectomorphism,
and hence a non–trivial classical monodromy.
The above discussion may be generalized to q an N–th root of unity. From the
Non–Commutative geometry of the quantum torus [92] we know that the two quan-
tum algebras UγUγ′ = q〈γ,γ′〉 Uγ′Uγ and U˜γU˜γ′ = q˜〈γ,γ′〉 U˜γ′U˜γ , where q = exp(2πiτ)
(resp. q˜ = exp(2πiτ˜ )) and
τ˜ =
aτ + b
cτ + d
, with
(
a b
c d
)
∈ SL(2,Z), (10.6)
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are Morita equivqalent. In particular, a quantum torus algebra with τ ∈ Q is Morita
equivalent to the classical (commutative) torus algebra. Here we shall not pursue
this line of thought, but rather use the formulae from the topological string theory,
since they lead to stronger results than plain Morita equivalence.
In order to do this, we write q = exp(2πiτ) with
τ =
k
N
+ i
ǫ
N2
, (k,N) = 1, and ǫ > 0. (10.7)
We define the reduced q as qr ≡ exp(−2πǫ). We have
UNγ UNγ′ = q〈γ,γ
′〉
r UNγ′ UNγ , (10.8)
so the variables UNγ (γ ∈ Γ) generate their own reduced quantum torus algebra which,
as ǫ → 0, becomes the classical torus algebra. In fact, at qN = 1, the variables UNγ
belong to the center of the quantum torus algebra. The map from the quantum torus
algebra to its center given by
Uγ 7→ UNγ ≡ UNγ (10.9)
will be called the quantum Frobenius map.
In order to get the formulae for q a root of unity, we have to consider Ψ(qsUγ ; q)
with q as in eqn.(10.7) and take the limit ǫ→ 0. Write
Ψ(x; q) =
∞∏
n=0
(1− xqn+1/2) =
∏
j≥0
N−1∏
h=0
(
1− x e2πik(h+1/2)/N e−2πǫ(jN+h+(1/2))/N2
)
(10.10)
If ǫ≪ N2, the rhs can be approximated to leading order as∏
j≥0
(1− eπikxN qj+1/2r ) ≡ Ψ(eπikxN ; qr). (10.11)
This result has a simple meaning: it is the quantum dilogarithm on the ‘reduced’
quantum torus algebra (10.11). Its effect, at the operator level, is to implement the
adjoint action (5.13) on the quantum Frobenius subalgebra generated by the oper-
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ators UNγ ≡ UNγ. As ǫ → 0, qr → 1, the Frobenius subalgebra becomes classical
(commuting), and the action of the monodromy reduces to the classical one, as be-
fore. Moreover, the operators UNγ become central elements of the algebra and hence,
by Schur’s lemma, act as c–numbers in any irreducible representation of the torus
algebra. The adjoint action (5.13) maps (generically) the irreducible representation
corresponding to given numerical values of the central elements UNγ to a different
irreducible representation where the central elements UNγ take different values.
More precisely, comparing the actions of the monodromy on the original quantum
torus algebra and on its reduced subalgebra, we get the following
The quantum Frobenius theorem Assume q = exp(2πik/N) with k, N co-
prime integers. Then the quantum monodromy M acts on the central elements of the
quantum torus algebra Xγ = e
2πik(sγ+1/2)UNγ as the classical monodromy Mclas acts
on the Uγ’s.
Applying this result to simple 4d N = 2 theories we reproduce the mathematical
results which go under the name of quantum Frobenius identities [102] [53]. The
above result, which we derived in §.4 using path-integral arguments, is a far–reaching
generalization of these results, generating more such identities.
The Frobenius property is not the end of the story. At q an N–th root of unity, the
quantum monodromy has two effects: it changes (classically) the values of the central
elements UNγ , mapping one irreducible representation into (generically) a different
one, and it acts by an ordinary adjoint action on the finite matrices representing the
operators Uγ in the given irreducible representation. This is the discrete part of the
quantum monodromy at a root of unity.
To get the discrete part, we have just to compute the subleading terms in
eqn.(10.10) as ǫ→ 0. We start from the identity
− logΨ(x; q) =
N−1∑
l=0
∑
r≥1
1
r
e2πkrl/N q˜lr
(
eπik/N q˜1/2x
)r
1− q˜Nr (10.12)
where q˜ = e−2πik/Nq, which is true for all N ’s, k’s and |q| < 1. Setting q˜ =
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exp(−2πǫ/N2), we have
− logΨ(x; q) =
=
1
2πǫ
Li2(e
πikxN ) +
N−1∑
l=0
(
l + 1/2
N
+
1
2
)
log
(
1− e2πik(l+1/2)/Nx)+O(ǫ) (10.13)
The finite part of this expression is the discrete quantum dilogarithm at τ = k/N ,
Ψ(x; k/N)dis. =
N−1∏
l=0
(
1− e2πik(l+1/2)/Nx)−(l+1/2)/N−1/2. (10.14)
Restricting to an irreducible (finite) representation of the quantum torus algebra
at q = exp(2πik/N), our discrete quantum dilogarithm function reduces, up to an
irrelevant overall normalization34, to the discrete quantum dilogarithm defined in
refs. [41, 42]. To see this, it is enough to check that it satisfies the same difference
equation
Ψ(e2πik/N x; k/N)dis.
Ψ(x; k/N)dis.
=
(1− eπikxN)1/N
(1− eπik/Nx) . (10.15)
In conclusion, at q = exp(2πik/N), the adjoint action (5.13) corresponds to
the combined effect of the classical sympectomorphism given by the Hamiltonian
flow generated by Hγ ≡ Li2(eπileπiksγUNγ), which corresponds to the polar term in
eqn.(10.13), together with the adjoint action of the finite matrix Ψ(e2πksα/NUγ ; k/N)dis.
acting on each irreducible representation35 of the quantum torus algebra, which is
induced by the finite part of eqn.(10.13).
In this section we present an illustrative example, to show in concrete terms how
the general principles work for the y2 = x3 Argyres-Douglas theory. More examples
are postponed to Appendix F.
34 The relative normalization constant depends on the particular irreducible representation, that
is, it depends on the numerical value of the central element xN .
35 At q a root of unity, the irreducible representations of the quantum torus algebras are universal
up to a rescaling of the generators (which corresponds to changing the numerical values of the
corresponding Frobenius central elements).
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10.2 The (A2, A1) model
For (A2, A1) the quantum torus algebra is XY = q Y X . If q is a primitive N–th
root of unity, XN and Y N are central elements in the torus algebra. Then, on an
irreducible module, they act as c–numbers XN = λ and Y N = µ. The irreducible
modules Vλ,µ are classified, up to unitary equivalence, by the complex numbers λ, µ.
In Vλ,µ, X , Y are represented by the explicit N ×N matrices
X = (λ)1/Ndiag(1, q2, q4, · · · , q2(N−1)) (10.16)
Yij = (µ)
1/N δN(i− j − 1) (10.17)
where δN(x) =
1
N
∑
k e
2πikx/N is the Kronecker delta mod N . The choice of N–th
roots in eqns.(10.16)(10.17) is irrelevant (up to unitary equivalence). Notice that
det(X) = (−1)N−1 λ, det(Y ) = (−1)N−1 µ. (10.18)
10.2.1 The monodromy M and the quantum Frobenius map
The map
M :
X 7→ Y −1
Y 7→ (1− q1/2Y )X (10.19)
is an automorpshim of the algebra XY = qY X (for both signs of the square–root
q1/2), but not of the irreducible representation Vλ,µ. Indeed
M :
det(X) 7→ det(Y )−1 ⇒ λ 7→ µ−1
det(Y ) 7→ det(1− q1/2Y ) det(X) ⇒ µ 7→ λ (1− qN/2µ), (10.20)
that is the monodromy M acts on36 qN/2XN , qN/2Y N the same way as the classical
monodromy acts on X , Y , in agreement with the quantum Frobenius theorem of
section 10.1 (with sγ ≡ 0). The irreducible representation Vλ,µ is invariant under M
(leading to non-vanishing expectation values in the traces) only if µ = λ−1 and qN/2λ
satisfies the ‘golden ratio’ equation
(qN/2λ)2 − (qN/2λ)− 1 = 0. (10.21)
36 Note that from qN = 1 we have qN/2 = ±1.
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Iterating the map (10.20) five times we get back the original λ and µ. So, in
general, to represent the adjoint action of M we must consider the vector space
4⊕
k=0
VMk(λ),Mk(µ). (10.22)
of dimension 5N . Only if λ = µ−1 and eqn.(10.21) is satisfied we can represent its
action in a shorter module of dimension N . For generic λ, µ we have
Tr(Mk) = 0 if k 6= 0 mod 5. (10.23)
since M permutes the summands in eqn.(10.22).
On the contrary, on the short ‘golden’ representations (for a given q, there are
4 of them, corresponding to the choice of a root qN/2 = ±1 and a solution to the
quadratic equation (10.21)), the monodromy M is represented by an N ×N matrix
of the form
Mmn = Dm q
−mn with Dm+N = Dm. (10.24)
where Dm satisfies the difference equation
Dm−1 = Dm
(
λ2/N − q−m+1/2λ1/N
)
, (10.25)
whose general solution is a constant C times the inverse discrete quantum diloga-
rithm, (see §. 10.1)
Dm =
C
λ2(m+1)/N (λ−1/Nq1/2; q−1)m+1
. (10.26)
The periodicity condition Dm+N = Dm is satisfied given that
Dm+N =
(
(qN/2λ)2 − (qN/2λ)−1Dm ≡ Dm, (10.27)
as a consequence of eqn.(10.21).
M5 commutes with X and Y and hence we must have M5 = (det M)5/N · 1. We
choose the overall factor C so that M5 = 1. This fixes C up to multiplication by a
fifth–root of unity.
109
Then the trace of M(N) in a ‘golden’ representation is
trM(N) = C
N−1∑
n=0
q−n
2
(λ−2/N )n+1
(λ−1/Nq1/2; q−1)n+1
(10.28)
Note that using 10.21, if we let Φ = qN/2XN and as before define the expectation
values as
〈· · · 〉 = Tr[ · · ·M]
Then we have
〈Φ2 · · · 〉 = 〈(Φ + 1) · · · 〉
where ... stands for any line operators. In other words the line operator Φ is localized
on a subspace which realizes the Verlinde algebra of the (2, 5) model:
Φ× Φ = 1 + Φ
exactly as we found in the q → 1 limit of the irrational version of this model.
10.2.2 Eigenvalue multiplicities
Having normalized M(N) such that M(N)5 = 1, its eigenvalues are fifth–roots of
unity, and
Tr(M ℓN ) =
4∑
k=0
Nk(N) e
2πikℓ/5, (10.29)
where Nk(N) are non–negative integers, namely the multiplicities of the eigenvalue
exp(2πik/5) (and
∑
kNk(N) = N). M(N) is well defined up to multiplication by a
fifth–root of unity. The mapM(N)→ e2πim/5M(N) preserves cyclically permutes the
set {N0(N), N1(N), N2(N), N3(N), N4(N)}. Thus we may speak of the eigqnvalue
multiplicities only up to cyclic permutations.
The sets {N0(N), N1(N), N2(N), N3(N), N4(N)}/(cyclic) will depend on finitely
many choices: we have φ(N) choices for the primitive N–th root q, two choices for
the root q1/2, and two choices for the solution to the golden equation (10.21).
Taking a uniform choice of q (q = exp(2πi/N), say), for each selection of q1/2 and
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λ, the set
{N0(N), N1(N), N2(N), N3(N), N4(N)}/(cyclic)
will have the following general properties:
1. Up to cyclic permutations, one has
Nk(N) = [N/5] + ak(N), (10.30)
where the ak(N)’s satisfy
(a) |ai| ≤ 1,
(b) ai < 0 only for N = 0 mod 5;
2. the small deviations from equidistribution, ak(N), are periodic in N mod 10
(mod 5 for some choices).
These properties have been checked explicitly using Mathematica for N up to 50.
The ai(N) for various choices can be worked out. There is an interesting pattern
that emerges for certain choice of q which reflects the R-charge of the chiral operators
associated to xm deformations of the Argyres-Douglas model. As noted in section 3
these are non-trivial only for m 6= 2 mod 3, and lead to R-charges
Rm =
2m+ 4
5
As we increase N by 1, we add one extra eigenvalue to M which ends up being the
exp(2πiR) for the next chiral field.
For simplicity, we restrict ourselves to odd37 N ’s. Consider the subset of the first
N chiral fields starting with x3, and let ̺k(N) (k = 0, 1, 2, 3, 4) be the number of the
fields in this subset with R–charge k
5
mod 1. Choosing q1/2 = exp(2πi/N) (this gives
q a primitive N–th root only for N odd) and the positive root of the Golden ratio
equation we get the results in table 3.
Although the match is perfect, we do not have a deep explanation of this fact.
37 The match works also for N even with a suitable choice of the roots.
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N mod 10 {̺0(N), ̺1(N), ̺2(N), ̺3(N), ̺4(N)} {N0(N), N1(N), N2(N), N3(N), N4(N)}
10m+ 1 {2m+ 1, 2m, 2m, 2m, 2m} {2m+ 1, 2m, 2m, 2m, 2m}
10m+ 3 {2m+ 1, 2m+ 1, 2m+ 1, 2m, 2m} {2m+ 1, 2m+ 1, 2m+ 1, 2m, 2m}
10m+ 5 {2m+ 1, 2m+ 1, 2m+ 2, 2m+ 1, 2m} {2m+ 1, 2m+ 1, 2m+ 2, 2m+ 1, 2m}
10m+ 7 {2m+ 1, 2m+ 1, 2m+ 2, 2m+ 2, 2m+ 1} {2m+ 1, 2m+ 1, 2m+ 2, 2m+ 2, 2m+ 1}
10m+ 9 {2m+ 2, 2m+ 1, 2m+ 2, 2m+ 2, 2m+ 2} {2m+ 2, 2m+ 1, 2m+ 2, 2m+ 2, 2m+ 2}
Table 3: Comparison between the R–charges of the first N chiral fields and the
eigenvalues multiplicities forMN . The set {N0(N), N1(N), N2(N), N3(N), N4(N)} is
well defined only up to cyclic permutations.
11 Towards an explanation of RCFT models in
(G,G′) theories
We have seen in the various examples considered in previous sections deep connec-
tions between the BPS data ofN = 2 theories in d = 4 with RCFT’s in 2 dimensions.
Here we offer an explanation of some of these results. We apply various string dual-
ities to our setup which leads naturally to the corresponding CFT’s.
For N = 2 theories given by pairs of ADE singularities, the trace of the mon-
odromy or fractional monodromy, lead to characters of RCFT’s. Furthermore we
have seen that insertion of line operators corresponds to changing the corresponding
character. In other words we have a structure of the form
Tr(
∏
Xnii )M(q) = χni(q)
where ni form a (redundant) basis of labels for the characters of the conformal theory.
We would like to explain how such a result may come about from the perspective of
the four dimensional theory.
The basic idea for explaining the appearance of RCFT relies on string dualities,
and uses many details of our construction. For simplicity let us consider the case of
(An−1, Am−1):
xn = ym + uv
As discussed in §. 7.2, this corresponds to considering m M5 branes in flat space,
fibered over the Cx plane, where the M5 branes are separated for x 6= 0. Now,
112
according to our prescription, where we replace the 4d spacetime with
R4  T 2 × C.
Let us parameterize the world volume of the m M5 branes by
T 2 × C × Cx,
According to our construction the two cycles of T 2 are twisted: For one of the circles,
as we go around it we mod out by R-twist (or fraction thereof). Let us call that the
R-circle. For the other one we mod out by the action of rotation of C represented
by q (combined with an SU(2)R transformation). Let us call that circle, the q-circle.
Viewing the R-circle as the 11-th circle, and taking it to be small, we obtain an
effective IIA description, where the m M5 branes are replaced by m D4 branes,
whose positions depend on x, captured by the expectation value of an adjoint scalar
in the gauge multiplet. Let Φ be an adjoint scalar in the SU(m) gauge theory on the
brane. Then we can read from the geometry that it has an expectation value which
depends on x:
det(λ− Φ(x)) = λm − xn
According to our construction, in order to get the characters of the SU(n)m/U(1)
n−1
theory we need to use a fractional R-symmetry (see §.5.2), corresponding to modding
out by x→ exp(2πi/n) · x, and at the same time rotating C by exp(−2πi/n). Since
we have taken the R-circle as the 11-th circle, and this is invisible to the D4 brane,
it implies that the D4 brane worldvolume is
S1 × (Cx, C)/Zn
In other words the SU(m) gauge theory of the D4 branes lives on an An−1 singularity.
Even though in the 11 dimensional sense there is no singularity (which is reflected
by some RR-fluxes being turned on in the 4d ALE space [103]) the path-integral of
the M5 branes will localize to configurations as if the space has a singularity, i.e. on
fixed point of the R-symmetry action. In other words, the SU(m) gauge theory of
the D4 brane living in 5 dimension lives on a four dimensional space with an An−1
singularity at (x = 0, p) (where p is the tip of C). Sufficiently close to the origin
where 〈Φ〉 ∼ 0 we have an approximate N = 4 SU(m) theory on a space with An−1
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singularity. The partition function of this theory [104] is captured by Euler class of
moduli space of SU(m) instantons and according to Nakajima [11] these are in 1-1
correspondence with the elements of Hilbert space of characters of SU(n) at level
m. Moreover the choice of which representation of SU(n)m one gets, according to
Nakajima, depends on the choice of boundary conditions, i.e. a flat connection at
infinity, which is in 1-1 correspondence with maps
φ : Zn →U(m)
The space of such φ’s is isomorphic to the choice of characters of SU(n)m. Let us com-
pare these with our predictions. For precisely this theory we had found that TrK(q−1)
gives the characters of SU(n)m/U(1)
n−1. This is very close to the partition func-
tion of instantons: The states of SU(n)m can be decomposed to the representations
of level m parafermions of SU(n) (which make up the states of SU(n)m/U(1)
n−1)
tensored with n− 1 free bosons.
The choice of the characters of the Nakajima theory, is dictated by the choice
of boundary conditions for the gauge field, which matches what we had predicted
for our theory, namely the range of allowed boundary condition leading to non-
vanishing partition function is dictated by fixed points of R-symmetry action which
are in 1-1 correspondence with characters arising from monodromy trace. But we
have seen more is true in our context: The insertion of suitable line operators change
the characters of CFT. Thus, to match how characters arise in Nakajima’s story,
we would predict that insertion of such line operators should change the boundary
conditions of the gauge theory, i.e. it should change the flat connection at infinity for
the D4 brane. We now show how this arises. To do this, it is convenient to deform
the theory so that the geometry is given by Σ : ym = xn − 1. The line operator
we inserted correspond, in this setup to insertions of the B field on M5 brane over
2-cycles consisting of a 1-cycle γ ∈ H1(Σ) times S1q , invariant under the Zn action:
Xγ = exp
(
i
∫
γ⊗S1q
B
)
We insert this operator and ask if the connection on the D4 brane at infinity has
changed. This is the same as asking if
∫
{x=0}×C/Zn
F i has changed, where i denotes
some element of Cartain of SU(m) which can also be identified with the choice of
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the difference of the gauge field between the i-th and i+1-st sheet of Σ as viewed as
an m-fold cover over Cx. Lifting this to the M-theory, implies that in the M5 brane
setup this is the same as asking if∫
S1R⊗({x=0},C/Zn)
dBi
has changed. This has indeed changed by one quantum (for suitable cycles γ) because
the insertion of Xγ in the M5 brane language correspond to having an M2 brane
ending on the cycle γ ⊗ S1q and the flux this induces can be meausured by dB on
the cycle surrounding it, which is S1R ⊗ ({x = 0}, C/Zn). Thus indeed the map of
Nakajima matches what we have found in terms of insertion of line operators.
In the Nakajima approach, which we now see is the same as ours, the characters
of 2d RCFT arises in the Hilbert space of the quantum mechanical system, but the
two dimensional space in which the CFT lives is invisible, and can only be made
visible after applying suitable string dualities, as in [12]. This basically involves an
11/9 flip in which direction we consider the extra dimension of type IIA. So far we
viewed the R-circle of the m M5 branes, whose worldvolume is given by T 2×C×Cx,
as the extra dimension. Following [12] we now consider the circle rotation along the
anti-diagonal circle in C × Cx as the 11-th dimension, replacing C × Cx  R3. We
thus end up with m D4 branes with worldvolume
T 2 × R3
where we mod out by an extra Zn action as we go around the R-circle. Thus the
origin of R3 has ‘effectively’ n D6 branes filling T 2 × R5, where R5 is the space
transverse to the D4 brane. In other words we have m D4 branes intersecting n D6
branes at the origin of R3×R5. This leads to open strings stretched between D4 and
D6 brane leading to fermions in the bifundamental representaions of U(n) × U(m),
i.e. a conformal system realizing U(nm) current algebra at level 1. On the other
hand the gauge theory on the D4 branes is dynamical, leading to gauging the level
U(nm)1:
U(nm)1/U(m)n = SU(n)m
living on T 2. This is the same as the Nakajima system, but now the 2d space is
visible as our T 2. If we take the Cartan U(1)n−1 ⊂ SU(n) to also be dynamical this
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would lead precisely to the parafermionic partition function we have obtained.
There remains some points to clarify: In particular the role of the parameter q.
In the context of Nakjima the parameter q is related to the gauge coupling constant
τ by q = exp(2πiτ). For us the q parameterizes the action of the rotation on C
(as well as an SU(2)R rotation) as we go around S
1. Also in the context of the
brane intersecting on T 2, the partition function of the chiral fermions would give the
corresponding characters only if we identify q = exp(2πiτ) where τ is the modulus
of the T 2. The connection of this with the q rotation of the cigar is a bit mysterious.
It would be interesting to connect the physics of 4d more directly to TBA systems.
So far we have obtained only chiral characters for the CFT, and not the full partition
function. For this to appear we need the anti-chiral characters. This naturally
suggests using the tt* geometry and replacing the cigar C by an S2 (somewhat
reminiscent of the proposal of [17] as to how Liouville characters arise). This would
naturally explain, also the appearance of the doubled commuting torus algebras that
we have noted in this paper, in the context of irrational q. We would thus conjecture
that compactifying the N = 2 theory on an R-twisted circle times an S2×T 2 with a
suitable R-twist on the circle, leads to the quantum mechanics of the TBA system on
T 2. Moreover, certain deformations of the 4d theory, should correspond to integrable
deformations of the CFT leading to TBA systems. It would also be interesting to see
if there is any relation between the way TBA arises here as compared to the setup
of [16]
Even though there are a number of open questions we feel that the basic expla-
nation we have found for our findings is on the right track.
12 4d/2d worldsheet correspondence conjecture
In the previous sections we have seen that there is an interesting correspondence
between 4d CFT’s and 2d CFT’s, roughly related by geometric reduction from 4
dimensions on the Melvin cigar. As already notes, along the way we found an-
other connection with 2d systems: The quivers of the 4d theory and their mutations
matched that encountered for 2d quivers encoding the solitons of N = 2 systems.
In this section we first review how quivers arise naturally both in 4d and 2d N = 2
theories. We then propose a correspondence which is roughly a 2d worldsheet/4d
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target correspondence. We show how this can be used to import the 2d N = 2
classification program into the 4d one.
Similar ideas relating worldsheet dynamics and 4d solitons have also been con-
sidered in [105].
12.1 4d theories, 2d theories and quiver mutations
As already mentioned the structure of the 4d quivers and their transformations mir-
rors that in the quiver diagram summarizing the BPS data of N = 2 theories in
2d. In the 2d context the quiver has one node for each vacuum of the theory, and
arrows representing solitons going from one vacuum to another. More precisely,
Bij is identified with the integral skew–symmetric matrix µij which is defined by
the IR asymptotics of the supersymmetric index Qij [2, 106]. |µij| is the number
of BPS kinks interpolating between the vacua |i〉, |j〉, and the sign of µij is deter-
mined by the Fermi number fractionalization in the given kink sector as explained
in [2]. For example, if we consider a 2d Landau-Ginzburg theory with superpotential
W (X) = Xn+1 + · · · , with suitable choice of couplings (for example W = Tn+1(X)
where Tn+1(X) is the (n + 1)-th Chebyshev polynomial), then from the explicit so-
lution of the tt∗ equations [64] we see that the BPS soliton quiver is exactly the An
Dynkin diagram with alternating sinks and sources.
As in the 4d case, the quiver we attach to a 2d theory is not uniquely determined.
Apart from the trivial possibility of permuting the susy vacua, there are two natural
options. One possibility is to change the sign of a vacuum |i〉 → −|i〉; this has the
effect of inverting all the arrows starting or ending at the i–th vertex of Q. We may
also move in the coupling space (without changing the UV CFT). Sooner or later we
cross some wall of marginal stability at which the BPS multiplicities, and hence the
quiver exchange matrix µij, jump. We thus end up with a different quiver Q
′. As in
the 4d case, remarkably, this transformation of quivers is exactly a quiver mutation
— in other words quiver mutation is identified with 2d wallcrossing!
12.2 The 4d/2d classification correspondence
In this section we explain our conjectured 4d/2d correspondence. Not surprisingly,
the idea is that the 4d theory attached to a given quiver should correspond to a
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2d theory attached to the same quiver. This is a very strong statement. Not only
does this conjecture lead to a classification program for N = 2 theories in 4d based
on the simpler 2d case, it also leads to a number of additional predictions for the
corresponding 4d theory.
We begin by considering Type IIB on a Calabi-Yau with an isolated singularity.
As a warmup, let us take a Calabi-Yau 2-fold (i.e. K3). In this case it is known that
the worldsheet theory of the Type II string has a subsector with a Landau-Ginzburg
potential corresponding to the ADE singularity type [60]. The full N = 2 theory
in this case is composed of the minimal model sector with cˆ < 1 plus a Liouville
sector with cˆ > 1, combining to the critical value 2. Once we deform the singularity
the LG model is deformed to a massive one. (The coefficients of the superpotential
involve Liouville fields to compensate for the deficit in dimension of the relevant LG
operators, so the full worldsheet theory remains conformal.) We thus get a map
associating to each Calabi-Yau a 2d theory on the string worldsheet, whose non-
universal part is a Landau-Ginzburg model. As in [62] one can argue on general
grounds that any isolated singularity would have to lead to a W which has cˆ < d−1,
i.e. cˆ < 1 for d = 2. Thus we recover the classification of ADE singularities of
K3 from the classification of 2d N = 2 models with cˆ < 1. Similarly, for general
Calabi-Yau d-folds, we would expect that the worldsheet theory involves a universal
Liouville sector (with cˆ > 1), coupled to a non-universal part which distinguishes
between different Calabi-Yau’s.
In particular, in the case of Calabi-Yau 3-fold hypersurface singularities, we ex-
pect to find associated worldsheet theories with cˆ < 2. This is our proposed expla-
nation of the 4d/2d correspondence in these cases: the 4d theory coming from IIB
on a Calabi-Yau 3-fold corresponds to a 2d theory coming from the non-universal
part of the string worldsheet theory.
In particular, we propose that if we consider any CY 3-fold developing a hyper-
surface singularity f = 0, the worldsheet theory will contain an LG model with
the superpotential f . At least for the A type singularities this has been stud-
ied, and indeed works as expected [107]. Let us roughly explain why, assuming
this proposal, the quivers appearing in 2d and 4d would be the same. Consider
f(xi) = 0, i = 1, . . . , 4, as a hypersurface singularity deformed by relevant fields,
defining a local, non-singular CY. Let us single out the constant term and write in
fact f(xi)−u = 0. LetW = f(xi). To each critical point (xi) ofW , there is a unique
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associated choice u for which a 3-cycle collapses: just choose u so that f(xi)−u = 0
at the critical point. Generically this gives a conifold singularity, i.e. a collapsing
S3. Thus, at this point, we have a massless BPS state. If we change u a little bit,
this BPS state picks up some mass; we call it a “vanishing cycle.” If we consider
D3-branes wrapped on these vanishing cycles to be our basis of elementary BPS
states, then they will be the nodes of our 4d quiver. On the other hand, the critical
points of W are exactly the nodes of the 2d quiver! Next we may ask what are the
electric-magnetic pairings of the BPS charges, which would give the numbers of ar-
rows in the 4d quiver. In the IIB realization this should be given by the intersection
product of the vanishing cycles. But this intersection product is a familiar object in
the study of LG models: it is simply counting the solitons connecting vacua i and
j [2]— and this is exactly what determines the number of arrows of the 2d quiver.
So the quivers indeed seem to match.
Our conjecture is more general than this example: we do not require that the
worldsheet theory comes from a Calabi-Yau 3-fold singularity — it could be any
conformal field theory with the appropriate central charge. Moreover, the “non-
universal sector” we consider need not be a Landau-Ginzburg model in general.
12.3 Consequences of the 2d classification
We have already noted that quiver mutation corresponds to wall-crossing in 2d, an
operation which does not change the theory. It is thus no surprise that the known
results about the classification of quivers up to mutation are essentially the same
as the results about 2d N = 2 models. Just to mention a few such correspon-
dences: both 2d N = 2 minimal models and finite–type quiver–mutation classes (or
representation–finite path algebras) are classified by finite ADE Dynkin diagrams.
The classification for mutation equivalent quivers with ≤ 3 vertices [45, 108] corre-
sponds to the classification of 2d susy models with at most 3 vacua (see §§.6.2,6.3
of [2]). In fact all of these correspond to theories with cˆ ≤ 2 and so would have to
correspond to some N = 2 system in 4d. We find that this is indeed the case in §.13.
Indeed, the 2d classification program of [2] may be rephrased in purely quiver–
theoretic language as follows: find all mutation–classes of quivers (without 1-cycles
or 2-cycles) whose Coxeter element has eigenvalues which are all roots of unity.38
38The spectrum of the Coxeter element is a mutation–invariant of the quiver class.
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Indeed, the Coxeter element of a quiver [71] is exactly the 2d monodromy of the 2d
N = 2 model with that BPS quiver, which was shown in [2] to have only roots of
unity for eigenvalues. (Although this monodromy is analogous to the M we have
been considering for 4d theories, we emphasize that the two are not the same and in
fact have different orders, and are not identified by our 4d/2d correspondence! M is
a target space monodromy as opposed to worldsheet monodromy.) In addition for
the 2d theory to correspond to N = 2 theory in 4d, its cˆ < 2.
Thus, in the 2d context we have a somewhat non-obvious criterion for what is
an acceptable quiver: If the Coxeter element of the quiver has eigenvalues which are
not pure phase (corresponding to R-charges in the 2d theory not being real), it is
not acceptable! Assuming the validity of our 4d/2d correspondence, this translates
into a rather nontrivial condition on the quivers which can arise in 4d theories. We
will exploit this condition more fully in Section 13 below.
13 Classification and identification of the quivers
In this section we discuss the quivers corresponding to some specific N = 2 theories.
First we use the known classification of 2d models with at most 3 vacua to classify
N = 2 theories where the BPS spectrum is generated by at most 3 objects. Next
we use this correspondence to give examples of quivers associated to a larger class of
known N = 2 theories.
13.1 Theories with 1, 2 and 3 generators
1 generator. In string theory we can get a theory with a single BPS state just by
taking Type IIB on the conifold:
W (xi) = x
2
1 + x
2
2 + x
3
3 + x
2
4 = µ.
The corresponding 2d theory is a Landau-Ginzburg model with superpotentialW (xi),
i.e. it has a vacuum with no solitons.
The trace of the quantum monodromyM in this case is just the partition function
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of a complex fermion:
TrM =
∏
(1− qn+ 12X)(1− qn+ 12X−1)
That this does not correspond to a conformal fixed point can be seen by the fact
that M has infinite order: it acts by39
X → X, Y → q1/2 Y X.
2 generators. This corresponds to quiver diagrams with 2 nodes. If the two
nodes are disconnected we simply have two non-interacting U(1) theories, each with
its own electron. If the quiver diagram is connected, the 2d classification in [2] would
imply that there can be only one or two arrows connecting the two nodes.
1 2oo
The A1 quiver
1
//
// 2
The Aˆ1 (Kronecker) quiver
If there is only one arrow, then this BPS spectrum is that of the first Argyres-
Douglas CFT (in the strong coupling region):
W (xi) = x
2
1 + x
3
2 + x
2
3 + x
2
4 = u.
The corresponding 2d theory is the first non-trivial minimal N = 2 model, given by
the same W . The 4d monodromy in this case has order 5, as we have already seen
(even though the 2d monodromy is order 3).
If there are two arrows, then the quiver is the affine Aˆ1 Dynkin diagram (also
known as the Kronecker quiver [72]). This BPS spectrum corresponds to the pure
SU(2) Yang-Mills theory. The corresponding 3-fold geometry is given by
W (xi) = (e
x1 + x22 + e
−x1) + x23 + x
2
4 = u,
where we recognize the term in parentheses as the Seiberg-Witten curve. The corre-
sponding 2d Landau-Ginzburg is known to be the theory corresponding to the sigma
model on CP1 (where the W is the mirror description of it). The monodromy M in
this case has infinite order, consistent with the fact that the pure SU(2) theory is
39This monodromy is of course closely related to the fact that the theory has a running coupling.
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Figure 3: The allowed quivers with three nodes. (The two A3’s are equivalent).
not conformal.
It is interesting that the conjectured 2d-4d correspondence forbids the existence
of a 4d N = 2 theory with two BPS generators whose charges have DSZ inner
product ≥ 3. For example we cannot have an N = 2 theory in 4d which has only
two solitons with (electric, magnetic) charges (1, 0) and (0, 3). It is reassuring that
no such theories are known.
3 generators. Last, let us look at quivers with 3 nodes. The disconnected ones
correspond to combinations of the cases already discussed. The allowed connected
ones in the 2d setting have been classified in [2]: namely, up to mutations, the number
of arrows (oriented, say, clockwise going around the quiver) can be
(1, 1, 0), (2, y, y), (3, 3, 3),
see figure 3.
The case (1, 1, 0) is known to correspond to the LG model with W = X4; we
immediately infer that this corresponds to the next Argyres-Douglas theory, corre-
sponding to the Calabi-Yau threefold with
W = x21 + x
4
2 + x
2
3 + x
2
4 = u.
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As noted before, this theory has monodromy M of order 3, and should thus corre-
spond to a CFT where all R-charges have denominator 3; it indeed does.
The case (3, 3, 3) is known to correspond to the 2d sigma model into CP2, for
which the mirror superpotential is
W = ex1 + ex2 + e−x1−x2e−t.
We would expect this to correspond to Type IIB on the local 3-fold given by
W = ex1 + ex2 + e−x1−x2e−t + x23 + x
2
4 = 0,
which is indeed the mirror of Y = O(−3)→ CP2 [38,109]. (Note that the quiver we
are discussing is also that for C3/Z3, which is the singular limit of Y .)
Finally, what about the case (2, y, y)? We now argue that this case corresponds
to SU(2) gauge theory coupled to one matter field in the spin-j = y/2 representation
of SU(2). The case y = 0 we already discussed above when we considered two-node
quivers: it indeed corresponds to the pure SU(2) theory in four dimensions. The
case y = 1 corresponds, as discussed in [2], to the 2d Bullough-Dodd LG model,
given by
W = ex1 + e−2x1 .
According to our correspondence, it should then correspond to the 4d theory given
by the local Calabi-Yau
W = ex1 + x22 + e
−2x1 + x23 + x
2
4 = u.
To see the relation to the SU(2) theory with one fundamental hypermultiplet, let us
make the change of variables
x˜2 = (x2 + e
−x1).
This gives
W = ex1 + x˜22 − 2x2e−x1 + x23 + x24 = u,
which is indeed a special case of the SW curve for Nf fundamental hypermultiplets
(with Nf = 1):
W = ex1 + x˜22 + PNf (x2)e
−x1 + x23 + x
2
4 = u.
The monodromy in this case is again of infinite order.
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Next let us consider y = 2. This example was shown in [2] to correspond to a 2d
LG theory with
W = P(X),
where X is a periodic coordinate on the torus, and P(X) is the Weierstrass function.
The 2d-4d relation would map this to a IIB local geometry given by
W (xi) = (P(X1) + x22) + x23 + x24 = u.
We recognize this as the Seiberg-Witten geometry for the SU(2) N = 2∗ theory, i.e.
SU(2) with a massive adjoint field, as expected. The methods of [35] imply that the
quantum monodromy in this case is just 1,40 reflecting the fact that the theory is a
mass deformation of a conformal fixed point with R-charges all integral.
The cases with y > 2 were not fully explored in [2], except to suggest that they
should correspond to 2d theories which are not asymptotically free, and thus are
partially incomplete. This matches our conjectured equivalence with SU(2) theo-
ries with one matter field of spin j = y/2 > 1: these theories are similarly not
asymptotically free, and thus partially incomplete.
It is quite remarkable that all the theories covered by the 2d classification do map
to some known N = 2 theories in 4d. Not only this is a very nice check of the 2d-4d
correspondence, it strongly suggests that we have a complete list of all 4d N = 2
systems in which the BPS spectrum is generated by three objects!
13.2 Quivers for SU(N) Yang-Mills
Exploiting the 2d-4d correspondence and the fact that quivers corresponding to many
LG models are known, we can now propose quivers corresponding to many N = 2
gauge theories. For example, if we consider pure SU(N) Yang-Mills theory, the
Seiberg-Witten curve is known to be
W = ex1 + PN(x2) + e
−x1 .
40This follows from the fact that the theory can be realized in terms of the (2, 0) SCFT on the
torus with only “regular” punctures; nontrivial monodromy arises only in cases where there are
irregular punctures.
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X1,1

X2,1oo // X3,1

X4,1oo // · · · · · · // XN−2,1

XN−1,1oo
X1,2 // X2,2
OO OO
X3,2oo //X4,2
OO OO
· · · · · ·oo XN−2,2oo // XN−1,2
OO OO
Figure 4: The quiver AN−1 Â1
From the perspective of the corresponding 2d LG model, separating this into two
summands, we find that the corresponding quiver is the product of the Aˆ1 Dynkin
diagram and a quiver corresponding to the (LG)N model. (So it has 2 × (N − 1)
nodes, and link structure inherited from the two separate quivers, see figure 4.)
It should be straight-forward to extend these constructions to obtain quiver di-
grams for various N = 2 theories.
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A 2d BPS spectra and tt∗ in the presence of (many)
collinear vacua
In this appendix we extend the arguments already sketched in the appendices of
refs. [2,34] about the subtleties of the quantum 2d amplitudes when many vacua are
aligned in the Z–plane, that is, when many (possibly infinitely many) BPS states are
exactly on their walls of marginal stability. As we shall see in an explicit 2d example
such 2d theories are directly relevant for the 4d gauge theories and, in particular,
the functions expressing the solution to the 2d tt∗ equations are the same entering
in the solution of the corresponding GMN equations [4] for the quantum corrected
hyperKa¨hler metric of the N = 4 σ–model obtained by compactification down to 3d.
We begin by recalling some points discussed in [34].
A.1 The case of collinear vacua with a central charge lattice
In section 4 we reduced the derivation of KS monodromy to the 2d case discussed
in [34], using the Melvin cigar geometry. However in order to apply the results of
that paper we need to extend the discussion there to the case where we have infinitely
many collinear vacua, as will be the case for us: As discussed in section 4 the space
of chiral operators is spanned by Ui which form a quantum torus algebra. Suppose
we have a U(1)n theory. Let us choose a canonical basis for electric and magnetic
charge line operators denoted by Ui,Vi. Then we can choose an n dimensional lattice
to label the electric charges Q where Ui act by
Ui|Q〉 = qQi|Q〉
Vi|Q〉 = |Q+ ei〉
On the other hand when we have a given 4d soliton, say with unit magnetic i-
charge, it contributes to the 2d monodromy by infinitely many instantons, indexed
by n leading to
∏∞
n=0(1 − qn+s+
1
2Vi). For simplicity of notation let us absorb the
s+ 1
2
shift in a redefinition of Vi. In particular let us take one soliton contribution at
a time: For n = 0 we get a contribution to the 2d monodromy operator S given by
S = (1− Vi)
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This operator is given by 1 + T where T counts the electric vacua differing by 1
units of electric charge. Indeed this is what was shown to be the case when we
have one soliton connecting aligned vacua. See in particular the discussion in the
refs. [2, 34]. There are two additional effects: only subtlety here is that we have
infinitely many vacua, instead of finite number of them. Below we confirm through
a concrete example that no subtletly arises due to this additional ingredient. The
other one is that we do not have only 1 soliton in 2d. Namely one 4d soliton gives
infinitely many 2d solitons (of higher spins indexed by qn). Thus adding the effect
of next soliton is
S = (1− Vi)(1− qVi)
this is indeed the effect one would expect from the arguments in [2,34] for two solitons.
Here the extra factors of q refer to taking into account shifting the spin of the vacua
as well. In other words, now we have two solitons connecting the adjacent electric
charge states, one of which shifts the spin, and the other does not. Continuing in
this way, we obtain the full quantum dilogarithm.41
In the next section we check that having infinitely many aligned vacua works as
in the finite dimensional case without leading to additional subtleties.
A.2 A check in a solvable model
We confirm the above expectactions by an explicit computation in a LG model,
having a lattice Z of classical vacua, for which the tt* equations may be integrated
in closed form. This is the LG model with superpotential
W (X) = λ(egX − µX) + const (A.1)
which has an infinite number of physically equivalent (massive) vacua and a spectrum
of the BPS central charges {Zab} = {2(W (Xa)−W (Xb))} equal to Z, up to an overall
complex factor.
41Here we have assumed a fermionic instantonic structure. In the bosonic case we would simply
obtain the bosonic partition function instead.
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A.2.1 The Chiral Ring
The critical points are at
Xk =
1
g
log
µ
g
+
2πi
g
k with k ∈ Z. (A.2)
The corresponding critical values are
Wk :=W (Xk) = −2πi λµ
g
k, (A.3)
where we adjusted the additive constant in W (X) in a convenient way. The Hessian
at the critical points is H(Xk) = gλµ, which is independent of k. In the sector Hkh
the central charge is Zhk = 4πiλµ(h− k)/g, and the BPS mass
mhk = 4π
|µλ|
|g| |h− k|. (A.4)
The model has a lattice–translation symmetry T
T : X → X + 2πi/g. (A.5)
Let lk be the chiral primary associated with the k–th critical point; using the above
symmetry, we can consider the Bloch–wave chiral primary operators
O(θ) =
∑
k∈Z
eik θ lk, 0 ≤ θ ≤ 2π. (A.6)
As θ → 0+, O(θ) → 1, the identity operator, while as θ → 2π− we have O(θ) →
H(X)/(gµλ), where H(X) = W ′′(X) is the Hessian of the super–potential (the
chiral primay of largest charge). Although everything should be periodic in the
angle θ, the above identification of the operators implies that most quantities will be
discontinuous at the point θ = 2π. Under the symmetry T one has O(θ)→ eiθO(θ),
and so the RG flow do not mix the Bloch–wave operators. The chiral ring R is
simply
O(θ)O(θ′) = O(θ + θ′). (A.7)
128
A.2.2 tt∗ Equations
Let Cλ be the matrix representing multiplication in R by
λ−1W (X) = −2πi(µ/g)
∑
k
k lk.
In the Bloch–wave basis it reads
Cλ → −2π µ
g
∂
∂θ
. (A.8)
Consider now the ground–state (tt*) metric gkh¯. Because of the symmetry T , it
depends only on the difference k − h, and hence it has a representation
gkh¯ =
2π∫
0
dθ
2π
ei(h−k)θ G(θ), (A.9)
where G(θ) = 〈O(θ)|O(θ)〉 (vacua with different θ’s are orthogonal, of course). Hence
the function G(θ) is real, positive, and periodic
G(θ + 2π) = G(θ). (A.10)
Since the topological metric is proportional to 1, the reality constraint [64] is very
easy, and it reads
|gλµ|2G(θ)G(−θ) = 1. (A.11)
We write
G(θ) =
1
|gλµ| exp[L(θ)], (A.12)
where
L(θ) = L(θ + 2π) (A.13)
L(θ) = −L(−θ), (A.14)
and we expect L(θ) to be discontinuous (or otherwise non–analytic) at θ = 2π.
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The dependence on λ is governed by the tt∗ equation
∂λ¯∂λL(θ) +
4π2|µ|2
|g|2 ∂
2
θL(θ) = 0, (A.15)
which, for this peculiar model, happens to be linear. Since L(θ) is real, periodic and
odd,
L(θ) =
∞∑
m=1
Lm(λ) sin(mθ). (A.16)
G(θ) depends on λ only trough |λ| = ρ, since its phase can be cancelled by a redefi-
nition of the Fermi fields. Then the tt∗ equation reduces to(
∂2
∂ρ2
+
1
ρ
∂
∂ρ
)
Lm(ρ)− 16π2
∣∣∣∣µg
∣∣∣∣2 m2 Lm(ρ) = 0. (A.17)
Set M = 4πρ|µ/g| (M ≡ mk,k+1, the mass of the basic soliton, eqn.(A.4)). Then the
general solution of eqn.(A.17) can be written in terms of modified Bessel functions
Lm(M) = γmK0(mM) + γ˜mI0(mM)
where γm and γ˜m are real constants to be determined. In the IR limit, M → ∞,
I0(mM) blows up exponentially, which is unphysical, and hence we must set γ˜m = 0.
Thus
L(θ,M) =
∞∑
m=1
γm sin(mθ)K0(mM), (A.18)
and the Q–index is
Q(θ,M) ≡ −M
2
∂L(θ,M)
∂M
=
1
2
∞∑
m=1
γm sin(mθ) (mM)K1(mM). (A.19)
A.2.3 IR Limit
In the point basis the Q index corresponds to the infinite Hermitean matrix
Qkh(M) =
2π∫
0
dθ
2π
ei(h−k)θQ(θ,M). (A.20)
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From the explicit form, eqn.(A.19), we see that
Qkh = −sign(k − h)
4i
γ|k−h| (|k − h|M)K1(|k − h|M). (A.21)
On the other hand, from the theory of the Q–index we know that in a general
N = 2 model, in the IR limit,
Qkh ≃ − iNkh exp(iπfkh) 1
2π
(mkh β)K1(mkh β), (A.22)
where generically42 Nkh is an integer such that |Nkh| is the number of BPS solitons
in the sector Hkh, having mass mkh, and fkh is related to the fractional nature of the
Fermi number in the given non–trivial sector (in the model at hand, fkh = 0 since
H(Z) is proportional to 1). β is the inverse temperature which we have set to 1 in the
above computations. There is, however, an important caveat : eqn.(A.22) is valid un-
der the assumption that there is no (non–trivial) sequence of indices h1, h2, . . . , hl ≡ h
such that
mkh = mkh1 +mh1h2 +mh2h3 + · · ·+mhl−1h
because otherwise in the RHS of eqn.(A.22) we have also the contribution of the
configuration of the l solitons having a total mass degenerate with that of the basic
soliton. Hence, for the model at hand, the formula (A.22) can be trusted only for
k − h = ±1.
Comparing eqns.(A.21) and (A.22) for |k− h| = 1, we get for the first coefficient
γ1 = ±2Nk,k±1
π
(A.23)
A.2.4 UV Regime
One has limz→0(z K1(z)) = 1, and hence
q(θ) := lim
M→0
Q(θ,M) =
1
2
∞∑
m=1
γm sin(mθ). (A.24)
42That is, in absence of vacuum alignement, which is not the case of the present model.
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The function qˆ(θ) := q(θ)− q(0), should correspond to the chiral charge of the chiral
primary operator O(θ) at the UV fixed point (this operator should have a definite
charge, since it is chiral primary and does not mix with the others). Hence, from the
ring structure, eqn.(A.7), we get the constraint
qˆ(θ + θ′) = qˆ(θ) + qˆ(θ′), (A.25)
from which we infer
q(θ) = α(θ − π) for 0 ≤ θ ≤ 2π, (A.26)
for some positive constant α. In particular, q(θ) is discontinuous at θ = 2π, as
expected. Now
θ − π = −2
∞∑
m=1
sin(mθ)
m
for 0 < θ < 2π, (A.27)
that is,
γm = −4α
m
, (A.28)
and, comparing with eqn.(A.23), we get α = N/(2π), where N > 0 is the number of
basic solitons of mass M . Then
q(θ) = N
θ − π
2π
. (A.29)
The WKB method gives N = 1. Indeed, the discontinuity q(2π)−q(0) = 1 should
be equal to the central charge cˆ at the UV super–conformal limit (λ → 0). Hence
cˆ = 1, the right result for a free N = 2 model with one chiral superfield.
Eqn.(A.28) has a natural interpretation. There is no soliton of mass mM for
m 6= 1, and the term in Q(θ,M) proportional to (mM)K1(mM) arises from a chain
of m basic solitons as in eqn.(A.2.3). It appears that such a m soliton contribution
has a relative factor 1/m with respect to the one we would get from a genuine BPS
soliton of mass (mM) soliton.
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A.2.5 Relation with 4d N = 2 QED
We note the identity
∂
∂θ
logG(θ,M) = −2
π
∞∑
m=1
cos(mφ)K0(mM), (A.30)
where the function in the rhs is precisely the one appearing in the wall–crossing
analysis for N = 2 QED in four dimensions [4]. This is not at all an accident. It
is further evidence of the fact that the same structures and geometries control the
wall–crossing in 4d and in 2d.
This is yet another detailed confirmation of the basic 2d/4d correspondence, in
the target sense.
B A generalized twistor construction
In this section we describe a slight generalization of the construction of Section 3.4,
where the ambient space C2 is replaced by a more general hyperka¨hler manifold.
B.1 A simple Calabi-Yau 3-fold
Let Q be a hyperka¨hler 4-manifold, with complex structures Jζ , Ka¨hler forms ωζ,
and normalized holomorphic symplectic forms Ωζ (ζ ∈ CP1). Let
X = Q× C×. (B.1)
The structures (Jζ=1, ωζ=1,Ωζ=1) make Q into a Calabi-Yau manifold. The cylinder
C× is also Calabi-Yau in a standard way. So X is a Calabi-Yau threefold with the
obvious product structure.
B.2 A conformal brane
Let Σ ⊂ Q be a fixed 1-dimensional complex submanifold in complex structure
Jζ=0. Note that since Σ is complex inside (Q, Jζ=0) it is special Lagrangian inside
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(Q, ωζ=1,Ωζ=1). Then define
L0 = (Σ× S1) ⊂ X. (B.2)
This is the product of two special Lagrangian submanifolds and hence it is again
special Lagrangian.
B.3 A non-conformal brane
More generally, let R : U(1)×Q→ Q be an action of U(1) onQ. Write R(ϑ) : Q→ Q
for the action of eiϑ ∈ U(1). Suppose that R(ϑ) is an isometry and R(ϑ)∗Jζ = Je−iϑζ ,
i.e. R(ϑ) rotates the twistor sphere by eiϑ. Then define
L =
⋃
ϑ
(
R(ϑ)Σ× {eiϑ}) ⊂ X. (B.3)
L is “fiberwise special Lagrangian”, i.e. its restriction to the fiber of X over any
ζ = eiϑ ∈ C× is special Lagrangian. The whole L however is not Lagrangian inside
the whole X , unless Σ happens to be fixed by the U(1) action, in which case we
reduce to L = L0 above.
We can consider holomorphic discs D ⊂ X which have boundary along L. Sup-
pose D is contained at a single point eiϑ of the C× fiber of X . Then R(−ϑ)D is a
holomorphic disc on (Q, Jζ=e
iϑ
) with boundary on Σ.
B.4 Examples
• Take C to be a compact Riemann surface, Q a sufficiently small U(1)-invariant
neighborhood of the zero section in T ∗C. Q then admits a unique U(1)-
invariant hyperka¨hler metric [110], with the desired properties. Take Σ any
branched n-fold cover of C in T ∗C. This gives a non-conformal brane, which
should become conformal in the limit where Σ degenerates to n copies of the
zero section.
• Take Q = R4 with its flat metric. Identify it with C2 with coordinates (x, y).
An hyperka¨hler structure is determined by giving the Ka¨hler and holomorphic
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symplectic forms in complex structure ζ = 0: they are
ω3 = dx ∧ dx¯+ dy ∧ dy¯, ω+ = dx ∧ dy. (B.4)
As usual, if we define ω− = ω+ the general holomorphic symplectic form is
̟(ζ) = − i
2ζ
ω+ + ω3 − i
2
ζω−. (B.5)
Then let R(ϑ) act by (x, y) → (emiϑ/(m+n)x, eniϑ/(m+n)y). Note this takes
̟(ζ)→ ̟(e−iϑζ), so it acts in the desired way on the twistor sphere.
Take Σ = {ym = xn} ⊂ Q. This is fixed by all R(ϑ) and hence gives a
conformal brane. This recovers the construction of the main text.
C Diagram folding and non–simply laced Y –systems
Many ADE models have a simpler formulation in terms of non–simply laced Dynkin
diagrams of smaller rank. Here we limit to two simple examples just to illustrate the
technique. In this way, also the Y –system associated to non–simply laced Dynkin
diagrams will play a roˆle for the quantum monodromy theory.
C.1 The A3 → B2 folding
The A3 quantum torus algebra, associated to the quiver 1 2 3oo // , is
generated by three invertible operators Xi (i = 1, 2, 3) satisfying the quantum rela-
tions
X2X1 = qX1X2, X2X3 = qX3X2, X1X3 = X3X1. (C.1)
In particular, the operator Z = X1X
−1
3 commutes with all generators and hence
belongs to the center of the algebra. This also implies that Z is invariant under
monodromy: Z →M−1ZM ≡ Z.
On any irreducible representation of the quantum torus algebra, Z is a c–number.
Then we remain with a reduced algebra with just two generators, X2 and X3, which
then must be associated to a rank 2 Lie algebra. The Dynkin diagram for the reduced
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algebra is obtained by folding the original one:(
1 2 3oo //
)
−→
(
2 +3 3, 1
)
Assume, for simplicity, that Z has the special value −1. Then the quantum mon-
odromy reads
M = Ψ(−X3; q) Ψ(X3; q) Ψ(X2; q) Ψ(−X−13 ; q) Ψ(X−13 ; q) Ψ(X−12 ; q)
∼ Ψ(X2; q) Ψ(X−23 ; q2) Ψ(X−12 ; q) Ψ(X23 ; q2).
(C.2)
where ∼ means equivalence up to conjugacy.
Consider the sequence of operators Yk, k ∈ Z with Y0 = X2, Y−1 = X−23 , satisfying
the quantum relations
Yk+1Yk = q
2YkYk+1 (C.3)
and the recursion relation
Ψ(Yk+1; qk+1) YkΨ(Yk+1; qk+1)
−1 = Y −1k+2, (C.4)
where
qk =
{
q k even
q2 k odd.
(C.5)
Then {
Yk+2Yk = (1− q Yk+1) k even
Yk+2Yk = (1− q1/2 Yk+1)(1− q3/2Yk+1) k odd,
(C.6)
which are eqns.(60) of ref. [40] for the mutations in the B2 cluster algebra
43. In
particular, the sequence is periodic mod 6: Yk+6 = Yk. Notice that 6 is h+ 2 for B2.
The recursion relation implies the following remarkable expression for M
M = Ψ(Yk; qk) Ψ(Yk−1; qk−1) Ψ(Yk−2; qk−2) Ψ(Yk−3; qk−3) ∀ k ∈ Z (C.7)
which, together with eqn.(C.4) gives
YkM ≡MYk−4 ≡MYk+2, (C.8)
43 Up to the redefinition Yk → −Yk.
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so the quantum monodromy M of the A3 model implements Yk → Yk+2 on the
reduced B2 quantum algebra, and hence must have order 3. Of course, this coincides
with the order in table 1 for A3.
The discussion for a generic value of the central element Z is similar.
C.2 The D4 → G2 folding
The D4 quantum torus algebra has four invertible generators Y,Xi (i = 1, 2, 3) with
relations
Y Xi = qXiY, XiXj = XjXi, i, j = 1, 2, 3. (C.9)
Again, the elements XiX
−1
j are central, hence monodromy invariants. Therefore we
have a reduced quantum algebra with only two generators, which should correspond
to the rank 2 Dynkin diagram obtained by folding the D4 one, which is the G2
diagram:
X1
Y
OO
}}{{
{{
{{
{{
!!C
CC
CC
CC
C
X2 X3
−→ Y _*4 X1, X2, X3
For simplicity, assume the numerical values of such central elements is such that
Xk = e
2πik/3X3 (k = 1, 2, 3), and set
qk =
{
q k even
q3 k odd.
(C.10)
Again, we have a sequence {Yk}k∈Z of operators satisying Yk+1Yk = q3YkYk+1 and
the recursion relation
Ψ(Yk+1; qk+1) YkΨ(Yk+1; qk+1)
−1 = Y −1k+2, (C.11)
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which implies
Yk+2 Yk = (1− q3/2Yk+1) k even
Yk+2 Yk = (1− q1/2Yk+1)(1− q3/2Yk+1)(1− q5/2Yk+1) k odd
(C.12)
which are eqns.(60) of [40] for G2 (up to Yk → −Yk). The sequence is periodic mod
hG2 + 2 = 8, while the physical monodromy of the D4 model reads
M = Ψ(Yk+3; qk+3) Ψ(Yk+2; qk+2) Ψ(Yk+1; qk+1) Ψ(Yk; qk), ∀ k ∈ Z, (C.13)
so that M−1YkM ≡ Yk+4, and hence the D4 quantum monodromy has order 2, in
agreement with table 1.
D The (An, A1) theory in the linear BPS chamber
D.1 Quiver mutation–equivalence
In this section we briefly consider the monodromy operator for the (An, A1) theories,
in the alternative “linear” chamber corresponding to the quiver
Xn Xn−1 Xn−2 · · · X2 X1oo oo oo oo oo (D.1)
where we write at each vertex the corresponding quantum algebra generator. This
quiver is mutation–equivalent to the canonical An one with only sink and source
nodes
n n− 1 n− 3 · · · 2 1oo // oo // oo (D.2)
in fact, one can mutate the quiver (D.2) into the (D.1) by a sequence of mutations
at sink/source nodes distint of the n–th one. This can be seen by induction on n.
For n = 2 there is nothing to show. Assume the claim is true for the An quiver
and consider the An+1 one. By mutations at the sinks n − 1, n − 3, n − 5, . . . we
put the full subquiver with the (n + 1)–th node omitted in the canonical An form.
By the induction hypothesis, we can put the subquiver into the linear form by a
sequence of mutations at vertices distinct from the n–th one. Thus, rearranging the
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An subquiver we do not modify the direction of the n + 1 ↔ n arrow, which has
already the right orientation. The resulting quiver is the linear An+1 one.
Therefor the two quivers correspond to the same class of 2d N = 2 models. By
the 2d/4d correspondence discussed in this paper, the corresponding two 4d N = 2
gauge theories should also belong to the same class of the proposed classification.
Indeed, in section 9.8.1 we saw that, thanks to a new magical q–series identity, the
traces of the monodromies of the two model agree.
The phase–ordering of the BPS states is, of course, different in the linear chamber
with respect to the one in the canonical chamber, and apriori their could have been
extra BPS states. However, we will see that with the assumption of the same number
of BPS states, we get consistent results validating the existence of this chamber44.
Furthermore, in general we do not have a simple rule for the phase–order. However,
in the Dynkin diagram models a practical way of finding an ordering which leads to
a consistent monodromy was to select a sequence of elementary cluster–mutations∏
cqk such that the corresponding sequence of quiver–mutations
∏
k µk implements
the inversion I of the quantum algebra, as needed to revover the correct PCT struc-
ture.
Let us consider the linear An quiver (D.1). For graphical convenience we rewrite
(a segment of) the linear quiver in the form
Xk+5 Xk+3 Xk+1
Xk+4 Xk+2 Xk
 




 




__??????????
__??????????
__??????????
(D.3)
Let us try first, e.g., the even/odd order as in the canonical chamber. Then we
perform first the mutations at the even (or odd) nodes which we draw in the lower
44This can in principle be established using the methods of [54].
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position in (D.3) (the ones written in bold face). One would get the quiver
Xk+5Xk+6 Xk+3Xk+4 Xk+1Xk+2
X−1k+4 X
−1
k+2 X
−1
k
$$J
JJ
JJ
JJ
J
$$J
JJ
JJ
JJ
J
oo
$$J
JJ
JJ
JJ
JJ
oo
::tttttttt
::tttttttt
(D.4)
Now the result of the mutation at the upper nodes would depend on their order
since they do not longer commute. However, no choice of order would eliminate the
orizontal arrows in the quiver (D.4) reproducing the original one (D.3).
On the contrary let us perform first µ1, then µ2, after µ3, · · · starting from the
quiver (D.1):
µ1 ⇒ X5 X4 X3 X2 X−11oo oo oo //
µ2 ⇒ X5 X4 X3 X−12 X−11oo oo // oo
µ3 ⇒ X5 X4 X−13 X−12 X−11oo // oo oo
· · · · · · · · · · · ·
µn−1 ⇒ Xn X−1n−1 X−1n−2 X−12 X−11// oo oo
µn ⇒ X−1n X−1n−1 X−13 X−12 X−11oo oo oo ,
so the quiver–mutation ∏
linear order
µk
maps the linear quiver back to itself up to the inversion automorphism I of the
quantum torus algebra. Then the expression
M(q) =
( ∏
linear order
Qk
)2
, (D.5)
has the right PCT structure to be a quantum monodromy. The fact that it has the
right order, traces, and fixed points confirms the identification.
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D.2 Quantum monodromy
From eqn.(D.5) we see that in the linear chamber the quantum monodromy M(q)
has the explicit form
M(q) = Ψ(X1; q) Ψ(X2; q) Ψ(X3; q) · · ·Ψ(Xn; q)×
×Ψ(X−11 ; q) Ψ(X−12 ; q) Ψ(X−13 ; q) · · ·Ψ(X−1n ; q). (D.6)
Since the linear quiver is simply–laced, the adjoint action of this operator can be
computed using the techniques of section (6.2), and turns out to be:
for 1 ≤ k ≤ n− 2 :
Xk → N
[
Xk+2(1−X2 +X2X3 −X2X3X4 + · · ·+ (−1)k−1
∏k
i=2Xi)
1−X2 +X2X3 −X2X3X4 + · · ·+ (−1)k−1
∏k+2
i=2 Xi
]
(D.7)
and
Xn−1 → (−1)nN
[
1−X2 +X2X3 −X2X3X4 + · · ·+ (−1)n
∏n−1
i=2 Xi∏n
i=2Xi
]
,
Xn → N
[
X1 −X1X2 −X1X2X3 + · · ·+ (−1)n
n∏
i=1
Xi
]
,
(D.8)
where N [· · · ] stands for the normal order.
Here we just record the simplest nontrivial example: in case n = 2 this action is
simply
X1 → 1
X2
, (D.9)
X2 → X1(1−X2), (D.10)
and fixed points are at
(X1, X2) =
(
1
x
, x
)
(D.11)
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where x is one of the 2 roots of the golden ratio equation
x2 + x− 1 = 0. (D.12)
E Explicit construction of µ for AmAn quivers
In this appendix we explicitly construct the rational map µ for AmAn quivers,
establishing eqns.(8.33)–(8.39) of the main text. The quiver AmAn is represented
in figure 1.
We consider an inner plaquete of the quiver AmAn:
...
...
· · · X2l+1,2k+1 X2l+2,2k+1 · · ·
· · · X2l+1,2k+2 X2l+2,2k+2 · · ·
...
...

//
OO

oo //
oo //
OO

oo
OO
(E.1)
where at each node we write the corresponding cluster variable.
We perform the sequence of elementary quiver–mutations which defines µ. For
plaquetes on the boundary of the quiver AmAn the following expressions must be
modified in the obvious way.
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The mutation µ+1,−1 produces the following quiver/basis of the algebra:
...
...
· · · X2l+1,2k+1 X−12l+2,2k+1 · · ·
· · · X2l+1,2k+2
3∏
s=1
X2l+2,2k+s · · ·
...
...
$$J
JJ
JJ
JJ
JJ
JJ
JJ
JJ
JJ
JJ
zztt
tt
tt
tt
tt
tt
tt
tt
tt
t
$$J
JJ
JJ
JJ
JJ
JJ
JJ
JJ
JJ
JJ
J
oo //
OO

OO

oo
::tttttttttttttttttt
$$J
JJ
JJ
JJ
JJ
JJ
JJ
JJ
JJ
JJ
J
oo //
::ttttttttttttt
ddJJJJJJJJJJJJ
$$J
JJ
JJ
JJ
JJ
JJ
JJ
JJ
zztt
tt
tt
tt
tt
tt
tt
oo
OO
OO
(E.2)
then the application of µ−1,+1 gives the quiver
...
...
· · ·
2∏
s=0
X2l+1,2k+s X
−1
2l+2,2k+1 · · ·
· · · X−12l+1,2k+2
3∏
s=1
X2l+2,2k+s · · ·
...
...

//oo
OO

oo
//
OO

oo //
OO
(E.3)
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and µ+1,+1
...
...
· · ·
2∏
s=0
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Finally, µ−1,−1 gives back the original quiver with a mutated basis
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In conclusion, µ implements the classical rational map:
X2l,2k+1 7→ X2l,2k−1X2l,2kX2l,2k+1X2l,2k+2X2l,2k+3 (E.6)
X2l,2k+2 7→ X−12l,2k+1X−12l,2k+2X−12l,2k+3 (E.7)
X2l+1,2k+1 7→ X−12l+1,2kX−12l+1,2k+1X−12l+1,2k+2 (E.8)
X2l+1,2k+2 7→ X2l+1,2kX2l+1,2k+1X2l+1,2k+2X2l+1,2k+3X2l+1,2k+4 (E.9)
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with the convention
Xl,k = 1 for k = 0 or k > n, (E.10)
and the exceptions
• X2l,1 7→ X2l,2X2l,3 (E.11)
•
{
X2l,n 7→ X2l,n−2X2l,n−1 n odd
X2l+1,n 7→ X2l+1,n−2X2l+1,n−1 n even
(E.12)
where the conventions and the exceptions follow from the consideration of the bound-
ary plaquetes.
A remarkable property of µ is that it maps Xl,k into a rational function of Xl,k′
with a fixed l. Thus, to show that (µ)
m+1 = 1 we may work at fixed l. In other
words, we may effectively replace G by the trivial quiver A1.
F Rational cases for (A3, A1) and (A4, A1)
In this appendix we discuss two additional examples for rational values of q, which
shows very similar features to the (A2, A1) case already discussed in the main body
of the paper.
F.1 The (A3, A1) model
The (A3, A1) model has a quantum algebra A3 which is generated by three invertible
elements, X , Y and Z with
XY = qY X, Y Z = qZY, XZ = ZX. (F.1)
In particular XZ commutes with everything; therefore XZ is a non–zero complex
number in any given irreducible representation of A3. We call this number ρ,
XZ = ρ, ρ ∈ C∗. (F.2)
146
The central elementXZ is invariant under the monodromyM . Thus we may consider
the monodromy action restricted to Y, Z:
M :
Y 7→ Z−1(1− q1/2Y −1)
Z 7→ ρ (1− q1/2Y + Y Z)Z−1. (F.3)
Iterating three times the quantum monodromy (F.3) one gets the identity map.
Again, we set q equal to a primitive N–th root of unity. Y N and ZN become
central, and act as scalars in any given irreducible representation of the quantum A3
algebra. An irreducible representation is labelled by the values of ρ and these two
central elements that we call, respectively, y and z. Then, up to isomorphism, there
is a unique representation of the A3 algebra (where X ≡ ρZ−1)
Y = y1/Ndiag(qk)k=0,··· ,N−1 (F.4)
Zij = z
1/N δN(i− j − 1) ≡ z
1/N
N
N−1∑
k=0
q(i−j−1)k, (F.5)
the choices of the N–roots in the overall factors being irrelevant up to isomorphism.
Again, one has det[Y ] = (−1)N−1y, det[Z] = (−1)N−1z, and the action of the mon-
odromy M on the central elements is determined by
det[Y ] 7→ det[Z]−1 det[1− q1/2Y −1] = (−1)N−1 1− (q
N/2y)−1
z
det[Z] 7→ (−1)N−1 ρ
N
z
det[1− q1/2Y + Y Z)] = (−1)N−1ρN 1− q
N/2y + yz
z
,
which just says that the central elements qN/2XN , qN/2Y N and qN/2ZN transform
under the quantum monodromy as the classical variables X , Y , and Z, in agreement
with the general result of sect. 10.1.
The (non–singular) fixed points (qN/2y, qN/2z) of the monodromy are
qN/2z =
qN/2y − 1
(qN/2y)2
(F.6)
where (qN/2y)3 + ρ−N = 0. (F.7)
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The monodromy M is defined by the properties
YM =MZ−1(1− q−1/2Y −1) (F.8)
ZM = ρM(1 − q1/2Y + Y Z)Z−1. (F.9)
In the representation (F.4)(F.5), these equations become the recursion relations
Mk,l
Mk,l−1
= (µλ)−1 q−k (1− λ−1q1/2−l) (F.10)
Mk,l
Mk−1,l
=
µ
ρλ
q−l
1− λ qk−1/2 . (F.11)
To solve the recursions (F.10)(F.11), we write M = AFB, with A,B diagonal ma-
trices and Fmn = N
−1/2 q−mn the Fourier transform,
Mk,l =
1√
N
Ak q
−klBl (F.12)
Ak =
(
µ
ρλ
)k k∏
s=1
(1− λ qs−1/2)−1 (F.13)
Bl = (µλ)
−l
l∏
r=1
(1− λ−1q1/2−r). (F.14)
The diagonal matrices, A,B, are just discrete quantum dilogarithms. Again, the
periodicity property Ak+N = Ak and Bl+N = Bl holds if and only if the classical fixed
point conditions (F.6)(F.7) are satisfied by (q1/2λ)N ≡ qN/2y and (q1/2µ)N ≡ qN/2z.
M3 is a central element of the quantum algebra. We normalize it by the condition
M3 = 1, which fixes it up to multiplication by a thrid root of unity. Its eigenvalues
are exp(2πik/3) and
TrN M
ℓ =
2∑
k=0
Nk(N) exp(2πikℓ/3), (F.15)
with the set of eigenvalue multiplicities {N0(N), N1(N), N2(N)} well–defined only
up to cyclic permutations.
As in the (A2, A1) case, we have (finitely) many different realizations of the cluster
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algebra at a given N , corresponding to the choices of the different root choices.
The eigenvalue multiplicities, being integers, are independent of the free paramater
ρ = XZ.
Numerical experiments show that the structure of the sets {N0(N), N1(N), N2(N)}
for the (A3, A1) model is very similar to that of the (A2, A1) model: one has
Nk(N) = [N/3] + ak(N), |ak| ≤ 1, ak(N) = ak(N + 6), (F.16)
(the periodicity being valid for coherent choices of the roots for the different N ’s).
F.2 The (A4, A1) model
The A4 quantum algebra is generated by four (invertible) generators Xk satisfying
XkXk+1 = q Xk+1Xk, XjXk = XkXj if |j − k| ≥ 2. (F.17)
An irreducible representation of the A4 quantum algebra with q a (primitive) N–root
of unity has dimension N2, and it is specified (up to isomorphism) by four (non–zero)
complex numbers x1, x2, x3, x4. The four generators are explicitly
X1 = x
1/N
1 S
−1
N ⊗ 1 X2 = x1/N2 ZN ⊗ 1 (F.18)
X3 = x
1/N
3 SN ⊗ S−1N X4 = x1/N4 1⊗ ZN , (F.19)
where ZN and SN are the N ×N matrices
ZN = diag(ζ
ℓ)ℓ∈Z/NZ, (SN)kl = δN(k − l − 1) ≡ 1
N
N−1∑
r=0
q(k−l−1). (F.20)
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The quantum monodromy M acts on A4 as45
X−11 M =M
(
(1− q1/2X2)X−13 +X2
)
(F.21)
X3M =M
(
X−14 − q−1/2X−13 X−14 + q−1X−12 X−13 X−14
)
(F.22)
X4M =M
(
X1 − q−1/2X1X2 + q−1X1X2X3 − q−3/2X1X2X3X4
)
(F.23)
X2X4M =M
(
(1− q1/2X2)X1X4
)
. (F.24)
One looks for an N2 × N2 matrix, M(k,l)(m,n) (here k, l,m, n = 1, 2, . . . , N) with the
properties (F.21)–(F.24) in the given irreducible representation of A4. As in the
previous examples, these conditions give recursion relations for the entries of the
monodromy matrix. The general solution of the recursion is
M(k,l)(m,n) = C·(x1/x2)m/N (x1x2x3/x4)n/N(x1x2)−k/N(x1x2x3x4)−l/N×
× qm(n−k−l)−nl
m−1∏
r=0
(
1− x1/N2 qr+1/2
)×
×
n−1∏
s=0
1− x1/N4 qs+1/2
1− (x2/x4)1/Nqk−s−1
k−1∏
t=0
1− (x2/x4)1/Nqt
1− x1/N2 qt+1/2
,
(F.25)
which is, of course, a combination of discrete quantum dilogarithms.
The condition of periodicity mod N in the four indices of M(k,l)(m,n) fixes the al-
lowed values of the central elements xk for a consistent representation of the (A4, A1)
quantum cluster algebra:
M(k,l+N)(m,n) =M(k,l)(m,n) ⇒ (qN/2x1)(qN/2x2)(qN/2x3)(qN/2x4) = 1
M(k+N,l)(m,n) =M(k,l)(m,n) ⇒
∣∣∣∣∣ (qN/2x1)(qN/2x2)
(
1− qN/2x2
)
=
=
(
1− (qN/2x2)/(qN/2x4)
)
M(k,l)(m+N,n) =M(k,l)(m,n) ⇒ (qN/2x1)(1− qN/2x2) = qN/2x2
M(k,l)(m,n+N) =M(k,l)(m,n) ⇒
∣∣∣∣∣ (qN/2x1)(qN/2x2)(qN/2x3)
(
1− (qN/2x2)/(qN/2x4)
)
=
=
(
1− qN/2x4)
)
(qN/2x4),
45 This formula was deduced in the linear BPS chamber, see appendix D.
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which gives
(
qN/2x1, q
N/2x2, q
N/2x3, q
N/2x4) =
(
λ− 1
λ
,
1
λ
, λ, λ+ 1
)
(F.26)
where λ is a solution to the cubic equation
λ3 + λ2 − 2λ− 1 = 0
⇒ λ ∈
{
2 cos
2π
7
, 2 cos
4π
7
, 2 cos
6π
7
}
.
(F.27)
Needless to say, eqns.(F.26)(F.27) just state that the central quantity qN/2XNk should
be equal to the classical variable Xk at a fixed point of the (classical) monodromy,
in agreement with the quantum Frobenius theorem.
The N2 × N2 matrix M , eqn.(F.25), satisfies M7 = 1 (for a suitable overall
constant C). Again, one can study the multiplicities Nk(N) of the seven possible
eigenvalues exp(2πiℓ/7) (well–defined up to cyclic permutations).
The numerical experiments show again a strong tendency towards equidistribu-
tion. In the range we explored (N ≤ 13) one has
Nk(N) = [N
2/7] + ak(N), with ak(N) = 0, 1. (F.28)
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