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Abotract - -An exciting discovery has recently been made in the long history of pasaive ranging. The 
simple approach of associative memories has been found to be very effective. Numerical experiments 
show that, through training, a memory matrix can be determined that produces an accurate mitter 
location estimate based on few noisy observations and minimal computing. If these results hold up 
under more stringent tests and for more realistic applications, there will be a great impact on airborne 
passive ranging in the near future. 
INTRODUCTION 
A tactical aircraft flying through enemy defenses makes noisy bearing measurements on a hostile 
radar site. A high altitude aircraft detects infrared signals of multiple aircraft at long range and 
starts to take angular measurements on these emitters. A ship navigates using a lighthouse as a 
beacon. The basic problem of passive ranging is to use angular measurements to estimate range 
to an emitter. It is crucial to estimate this range well and within certain time limits, since early 
warning and survivability may depend upon it [5,6]. 
Passive ranging is now in its third generation. The first was linear passive ranging; the second 
consisted of nonlinear methods uch as nonlinear least squares and nonlinear filtering. This paper 
discusses the third generation: an associative memory artificial neural network approach. 
Nonlinear methods of successive approximations require an initial estimate that is sufficiently 
accurate so that the sequence of approximations will converge. A grave difficulty has been the lack 
of a good method for obtaining such initial estimates. It appears now that the rapidly developing 
field of linear associative memories (LAMs) holds great promise in this critical area. With LAM, 
the location of the emitter can be determined with a few multiplications and additions. 
Let the angular observations be denoted by the stimulus vector s. Then the location esti- 
mate is given by the two-dimensional response vector r, where r is computed from the linear 
transformation, 
r = Ms,  
where M is a matrix of dimension two by the number of observations. The matrix, or memory, 
is determined from training cases, as will be shown below. 
PASSIVE RANGING PROBLEM 
We consider an emitter location process. In the horizontal (z, y) plane, an emitter is located at 
the point (a,/~). An observer moves along the z-axis and observes the angle between the z-axis 
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and the ray to the emitter. At the time of the ith observation, the observer's abscissa is zi, and 
the observed angle is ei ,  i - 1, 2,.. .  , n. On the basis of these observations, the observer wishes 
to estimate the position of the emitter. 
A standard approach [8,9] is to form the expression Q, 
Q -- sum[Oi - arctan(/~/(a - xi)] 2, (1) 
where the summation is over i from 1 to n, and then seek its minimum over a and/~. At the 
minimum we will have the partial derivatives of Q with respect o a and/~ be zero, 
Qo = o, (2) 
= o, (3) 
the first-order necessary conditions, so our task becomes that of solving the nonlinear system of 
equations in (2) and (3). The usual approach would be through the Newton-Raphson succes- 
sive approximation method, which converges rapidly, provided that the initial approximation is
sufficiently accurate. How is this initial approximation to be obtained? 
ASSOCIATIVE MEMORIES 
Numerical experiments have shown that the associative memory concept [3,2,10] from the 
theory of artificial neural networks [1] offers an attractive possibility. The essential idea is to 
exploit the training pair concept. The kth training pair is generated by considering the emitter 
to be at the point (ak,~h) and generating the set of observations Olh...,O~k,... ,Onk which 
would be observed. We regard the transpose of the vector of es  as the/cth stimulus vector for 
which the transpose of the response vector is the/cth correct response vector. Next, we form the 
stimulus matrix S, whose columns are the stimulus vectors, and the response matrix R, whose 
kth column is the kth response vector, k = 1, 2,. . .  ,K, where K is the total number of training 
c~3es .  
We then seek the matrix M which is such that the matrix 
M S approximates R. (4) 
By this we mean that we wish to determine the memory matrix M such that the sum of the 
squares of the differences between the components on the left and those on the right is a minimum. 
According to the theory of least squares, the matrix is 
M = RS-{-, (5) 
where S+ is the Moore-Penrose generalized inverse of the stimulus matrix S. Once the matrix M 
has been determined, when a new stimulus (observation) vector s is received, we simply evaluate 
r = M,,  (6) 
where r is the preliminary estimate of the response vector, the position of the emitter. 
It is important to observe that it is easy to generate the training cases, for we assume a position 
for the emitter and calculate what the observed angles would be. Then, on the basis of an 
appropriate set of training cases, we calculate the matrix M that does the best job of associating 
a set of observations with an emitter location. In this way, when a new set of observations i
received, a matrix multiplication Ms yields the preliminary estimate of the emitter's location. 
In view of the nonlinear transformation i volved in passing from the emitter's location to the 
resulting vector of angular observations, it did not seem likely that this scheme, involving a linear 
transformation of the obserwtions to the emitter's location, would work well. In reality, however, 
it has done well. Now let us consider the results of some numerical experiments, both with and 
without noise in the observations. 
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Fig. 1. Training area and measurements. 
RESULTS OF  NUMERICAL  EXPERIMENTATION 
Many numerical experiments have been performed to test the associative memory approach to 
passive ranging, and the results have been most encouraging. Let us describe one such experiment 
and present some general conclusions. In the training phase an observer moves along the z-axis 
and measures the angles to the emitter. The five observations are made at z -- 2, 4, 6, 8, and 10. 
There are 25 training positions of the emitter. The training area is a rectangle with the southwest 
corner at (20, 20) and the northeast corner at (30, 30); thus, the horizontal and the vertical spacing 
betweening training positions of the emitter is 2.5 (see Fig. 1). 
In this case, the matrix S is 5 by 25, and the matrix R is 2 by 25. The matrix M was found 
to be 
(4278.1 -1156.2 -3999.0 -2897.8 3881.4 
m = \1320.9 -294.4 -1148.4 -859.6 1051.8) '
which is clearly ill-conditioned. When the observations for the training case with the emitter at 
(20, 20) were multiplied by the above matrix M, the estimates returned were (21.1, 19.4). When 
the observations for the emitter location (23, 27) were multiplied by M, the estimates returned 
were (23.2, 27.1); notice that this emitter location was not in the training set, but the results 
were excellent. 
When about fifteen percent Gaussian noise was added to the observations, use of the above 
matrix M provide to be futile. However, if first the training observations themselves were cor- 
rupted with about fifteen percept Gaussian oise, and a new matrix M' was produced, then the 
new matrix M ~ times a noisy observation vector produced excellent emitter position estimates. 
Furthermore, it was found that the elements in the matrix M' were several orders of magnitude 
smaller than those in M so that the matrix is less ill-conditioned. It was also found that if an 
uncorrupted set of observations was multiplied by M ~ a good estimate of the emitter location 
was obtained. This, together with the work of Olivier [14] and Murakami and Aibara [12], shows 
that many different matrices can be used to convert observation vectors into emitter location 
estimates. 
The use of noisy training vectors produces a better conditioned memory matrix. To see this, 
~z12 consider the singular values of S, -.i , where the Ai are the eigenvalues of STs (or ssT). (A 
matrix of the form ATA is positive semidefinite, and thus has nonnegative eigenvalues.) Murakami 
and Aibara showed that for noisy input vectors the noise-induced error is greatly increased when 
at least one small A~ exists (or the Ai have widely varying orders of magnitude). 
Assume that S is of full rank (none of the singular values is zero). If, instead of S, a set of noisy 
training vectors S + N is used, where N is the matrix of noise vectors, a new Moore-Penrose 
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inverse (S + N)+ results, with different singular values. If the noise is unbiased, the expected 
value of (S + N)(S + N) r is 
E[SS T + SN T 4- NS  T + NN T] = SS  T + E[NNT]. 
If, in addition, the noise is white and stationary, E[NN T] will be of the form o'2!, where 0"2 is 
the noise variance and I is the n x n identity matrix. The eigenvalues ofSS T + 0"2I are Ai + 0"2, 
since if zi is an eigenvector corresponding to Ai, then (SS T + 0"~I) z~ = Aizi + 0"2zi. Thus for 
white, stationary, unbiased noise, the expected singular values of S + N are (Ai + 0"2),/2 i.e., 
they are larger than those of S. 
This analysis could be extended to derive the association error expected when M = Y(S+ N)+ 
is presented with noisy observation vectors. It might also be extended to other forms of noise. 
The authors are grateful to John Donnegan for providing the above analysis. 
It is well known that many direction-finding systems contain not just Gaussian oise but con- 
stant or time-varying biases as well. Such noise models are severely nonlinear, making it very 
difficult to estimate mitter locations. Further experiments with this associative memory ap- 
proach showed that it has the capability to estimate a constant bias in the angular measurements 
as well as the location of the emitter - -  even when there was fifteen percent Gaussian oise as 
well. Future experiments will include the study of sinusoidally varying biases, navigational errors, 
etc. 
DISCUSSION 
We now know that it is possible to estimate range and location to within twenty percent of 
the actual values. In some tactical applications, this accuracy will suffice. In others, it will 
be necessary to refine these preliminary estimates using Newton-Raphson [7], extended Kalman 
filter [15,13], and other nonlinear techniques. Alternatively, nonlinear associative memories may 
be used [11,4]. 
This is the beginning of a new era in passive ranging, and many theoretical and practical 
questions still remain. 
• What is the mathematical basis for how the method works, why it works, and what its 
theoretical benefits and limitations are? 
• What are the connections between the matrices M and M' on the one hand and the 
matrices of Olivier and Murakami on the other? 
• How are the memory matrices to be updated uring a mission? 
• Can the size of the observation vector vary during a mission? 
• How can a nested hierarchy of training sets with increasingly finer resolution be employed 
to achieve wide area coverage as well as accuracy within subareas? 
SUMMARY 
In summary we may state that there exist matrices that convert observation vectors into po- 
sition estimates in spite of the fact that the transformation from emitter position to angular 
observation vector is nonlinear. Furthermore, this approach is effective ven when the obser- 
vations are corrupted by noise, provided that the training cases incorporate noise of the same 
magnitude (or greater). Finally, the understanding of associative memory methods is still in its 
infancy and more theoretical nd computational work needs to be done. Nevertheless, these early 
experiments have shown that this is indeed a promising technique for passive ranging. 
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