Background {#Sec1}
==========

Determination of acute toxicity in mammals (e.g. rats or mice) is one of the most important tasks for the safety evaluation of drug candidates. Acute toxicity is usually expressed as median lethal dose (LD~50~), which is the dose amount of a tested molecule to kill 50 % of the treated animals within a given period. According to the regulations and guidelines for the toxicity testing of pharmaceutical substances established by the Organization for Economic Co-operation and Development (OECD), the U.S. Food and Drug Administration (FDA), the National Institutes of Health (NIH), the European Agency for the Evaluation of Medicinal Products (EMEA), etc., the use of alternative in vitro or in silico toxicity assessment methods that avoid the use of animals are strongly recommended \[[@CR1]--[@CR4]\]. Moreover, in vivo testing for acute toxicity is time-consuming and costly, and therefore extensive efforts have been devoted to the development of in silico methods for toxicity.

Over past decades, a number of quantitative structure--activity relationship (QSAR) models have been developed to predict rodent acute toxicity \[[@CR5]--[@CR7]\], It is well-known that acute toxic effect results from multiple potential modes of action (MOA), and it is quite difficult to develop a universal model with reliable prediction accuracy to an extensive data set. Therefore, most QSAR models were built from small data sets of congeneric compounds \[[@CR8]--[@CR10]\] and thus had limited application domains. Recently, several theoretical models were developed based on relatively large-scale data sets with diverse compounds \[[@CR9]--[@CR12]\]. For example, Zhu et al. \[[@CR10]\] developed five QSAR models for 7385 compounds with rat oral acute toxicity data, and the two models developed by *k*NN and RF achieved comparable performance for the test set (*r*^2^ = 0.66 and 0.70, respectively) to TOPKAT. However, in Zhu's study, 997 molecules were identified as outliers and eliminated from the training set. Another study reported by Raevsky \[[@CR13]\] and coworkers proposed a so-called Arithmetic Mean Toxicity (AMT) modelling approach, which produced local models based on a *k*-nearest neighbors approach. This approach gave correlation coefficients (*r*^2^) from 0.456 to 0.783 for 10,241 tested compounds, but the prediction accuracy for a molecule depended on the number and structural similarity of its neighbors with experimental data in the training set \[[@CR13]\]. Recently, Lu et al. \[[@CR14]\] employed local lazy learning (LLL) method to develop LD~50~ prediction models, and the rat acute toxicity of a molecule could be predicted by the experimental data of its *k* nearest neighbors. A consensus model by integrating the predictions of individual LLL models yielded a correlation coefficient *r*^2^ of 0.712 for the test set containing 2896 compounds. Similar to Raevsky's approach \[[@CR13]\], Lu's approach relied on the priori knowledge of the experimental data of a query's neighbors, and therefore, the actual prediction capability of this method was associated with the chemical diversity and structural coverage of the training set \[[@CR15]\].

Due to the complicated mechanisms involved in acute toxicity, it is a difficult task to build a single QSAR model with reliable prediction accuracy by using traditional statistical approaches, such as multiple linear regression (MLR), partial least squares (PLS), principal components regression (PCR), etc. However, machine learning methods have shown promising potential to establish the complex QSARs for the data sets with diverse ranges of molecular structures and mechanisms. Certainly, each machine learning method has its intrinsic advantages, shortcomings, and practical constraints. Moreover, the performance of different machine learning methods depends on the structural diversity and representativeness of the molecules in the data set. Therefore, it is quite important to choose the most suitable machine learning method to develop the prediction model for a specific toxicity data set.

Among all existed machine learning methods, most of them may have the common problem of overtraining and overfitting in solving high-dimensional and complex nonlinear problems because they usually need to estimate and optimize many hyperparameters. It is well-known that the complexity of a model often grows linearly with the dimension of data, and thus some forms of post-processing are required to reduce the computational complexity. In order to solve this problem, the relevance vector machine (RVM) method introduced the Bayesian criteria into learning process, and it employs a sparse prior to reduce the unrelevant support vectors of the decision boundary in feature space and gets a sparser model accordingly. Contrary to the similar algorithm, support vector machine (SVM), the penalty parameter *C* and the insensitive-loss parameter *ε* are automatically valuated and error bars are got through covariance function in the RVM regression. Meanwhile, RVM has a comparable generalization ability, and its non-zero weights reflect prototype of sampling more than SVM. Therefore, RVM may be a good choice for QSAR modelling.

In this study, based on a large public data set containing 7385 rat oral acute toxicity data compiled by the previous study \[[@CR10]\], RVM was employed to establish the regression models for the prediction of oral acute toxicity in rat, and was compared with the other six machine learning methods, including SVM, *k*-nearest-neighbor regression (*k*NN), random forest (RF), local approximate Gaussian process (laGP), multilayer perceptron ensemble (MPLE), and eXtreme gradient boosting (XGBoost). The performance of all the seven machine learning methods was assessed and compared by the predictive power and application domains of the models to the external test set. Moreover, the possibility to achieve better prediction of rat oral acute toxicity by combining the predictions from multiple QSAR models was explored.

Methods {#Sec2}
=======

Data set of rat oral acute toxicity {#Sec3}
-----------------------------------

The rat oral LD~50~ data set with 7385 unique organic molecules reported by Zhu et al. \[[@CR10]\] was used in our study. The quality of the data set, originally collected from different sources, was carefully verified. The acute toxicity of each molecule was expressed as log\[1/(mol/kg)\] (or pLD~50~).

The SMILES of the 7385 structures in the data set were converted into 3-D structures and optimized in Discovery Studio 2.5 molecular simulation package (DS 2.5) \[[@CR16]\]. Here, 68 molecules were eliminated because some molecular descriptors of them could not be successfully generated by Molecular Operating Environment (MOE) 2009 molecular simulation package \[[@CR17]\], and 3 molecules with pLD~50~ values higher than 7.0 or lower than 0, distantly distributed from the other data, were removed. The final data set contained 7314 molecules, which were randomly re-split into a training set with 4938 (67.5 %) molecules and an external test set with 2376 (32.5 %) molecules by weighing the distribution of their pLD~50~ values.

Calculation of molecular descriptors and molecular fingerprints {#Sec4}
---------------------------------------------------------------

Originally, 334 descriptors to characterize the physicochemical properties, molecular representations, and drug-like properties of the studied molecules were calculated by using MOE. The descriptors that had zero values or zero variance were removed. Then, the correlations across all pairs of descriptors were calculated, and the redundant descriptors with the correlation (*r*) higher than the predefined threshold (0.95) to any descriptor were removed. Finally, 230 descriptors were chosen for QSAR modeling. In addition, molecular fingerprints, which characterize the substructure features of a molecule, were used. Two sets of fingerprints, including the PubChem fingerprint (PubchemFP) with 881 substructure patterns, and substructure fingerprint (SubFP) with 307 substructure patterns, were generated by PaDEL-Descriptor software \[[@CR18]\].

Dimension reduction by Chi squared statistics {#Sec5}
---------------------------------------------

Dimension reduction is essential to the regression analysis of high-dimensional data. The idea in dimension reduction is to find a projection *p* to a *k*-dimensional subspace, *k* ≪ *p*, such that less information is lost. Ensemble feature selection is a subset of dimension reduction techniques that apply feature selection algorithms multiple times and combine the results into one decision. The Chi squared statistics, which is one of the most popular ensemble feature selection techniques \[[@CR19], [@CR20]\], was employed here to find a subset of the original descriptors. It is a non-threshold based feature selection technique and has been successfully applied in many fields \[[@CR21], [@CR22]\]. The Chi squared statistics compared the observed distribution of class-feature value pairs to the distribution predicted by a Chi squared random distribution, and those features distinct from this null distribution were preferred. Then, the Chi squared scores *χ*^2^ were transformed into Cramer's *V* coefficients (Eq. [1](#Equ1){ref-type=""}) \[[@CR23]\]. At last, the Cramer's *V* coefficients were ranked and 120 or 150 features with the highest Cramer's *V* coefficients were chosen (Eq. [2](#Equ2){ref-type=""}).$$\documentclass[12pt]{minimal}
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QSAR modeling by machine learning approaches {#Sec6}
--------------------------------------------

A variety of machine learning approaches have been used to develop regression models for the prediction of ADME and toxicities \[[@CR24]--[@CR28]\]. Here, seven machine learning methods, including *k*NN, RF, SVM, RVM, laGP, MPLE, and XGBoost, were employed for model building. Two main packages of machine learning in *R* (version 3.1.3 x64), rminer \[[@CR29]\] and mlr \[[@CR30]\], provide generic and object-oriented interfaces to the employed machine learning methods with good scalability. The important parameters for QSAR modeling are summarized in Table [1](#Tab1){ref-type="table"}.Table 1Some important parameters used in QSAR modelingModelsHyperparameters*k*NNThe number of predictors at each node = 1--10RFThe number of predictors at each node = 105, the number of trees = 230SVM (RBF)The kernel width σ = 0.03125, the penalty parameter *C* = 2, and ε in the loss function = 0.05RVM (Laplace)The kernel width σ = 0.044laGPThe initial values of lengthscale = 5, the initial values of nugget = 0.1MPLEThe number of individual perceptrons = 18, the number of units in the hidden layer = 5--8XGBoostStep size shrinkage = 0.1, maximum depth of a tree = 7, the max number of iterations = 69

### Relevance vector machine (RVM) {#Sec7}

Relevance vector machine (RVM), pioneered by Tipping, is a sparse Bayesian learning algorithm for regression and probabilistic classification developed from the standard SVM \[[@CR31], [@CR32]\]. It has shown better generalization performance than SVM, but it allows avoiding the set of free parameters that SVM has. RVM acquires relevance vectors and weights (*w*) by maximizing a marginal likelihood. The products of weights and kernel functions give the structure of RVM. For a data set of input-target pairs $\documentclass[12pt]{minimal}
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A proper kernel function is selected to create the *N* × (*N* + 1) design matrix **Φ** with $\documentclass[12pt]{minimal}
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Then the posterior distribution over the weights is calculated as:$$\documentclass[12pt]{minimal}
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### Support vector machine (SVM) regression {#Sec8}

Support vector machine (SVM), under the frame of Vapnik--Chervonenkis theory, \[[@CR33], [@CR34]\] is one of the most popular machine learning methods used in QSAR modeling \[[@CR35]\]. Although SVM was originally developed for classification, it can also be used for regression (or function approximation). In the case of regression, the objective is to find a hyperplane with small norm while simultaneously minimize the sum of the distances from the data points to the hyperplane. In this study, the Gaussian radial basis function (RBF) was used as the kernel, and grid search was employed for the optimization of the kernel parameter *σ* \[[@CR36]\]. The penalty parameter *C* of the error term was set to 2, and the insensitive parameter *ε* in the loss function was set to 0.05.

### *k*-Nearest-neighbor (*k*NN) regression {#Sec9}

*k*NN is a non-parametric learning approach for classification and regression based on the closest training examples in the feature space \[[@CR37], [@CR38]\]. The feature selection, the number *k* of nearest neighbors, and the shape of the distance weighting function determine the performance of a *k*NN model. Here, each molecule was eliminated from the training set and its pLD~50~ value was predicted as the inverse distance weighted average activity of the *k* most similar molecules, where the value of *k* was optimized as well (*k* = 1--10).

### Random forest (RF) {#Sec10}

Random forest (RF) is an ensemble learning method by combining multiple decision trees and yields the consensus predictions from individual trees \[[@CR39], [@CR40]\]. It randomly samples the data from the training set to construct individual trees. Each node of the tree is split using the best subset of total descriptors randomly chosen at that node. Here, a 10-puzzle heuristic searching method was used to determine the most optimal parameters in RF modelling. The number of the predictors sampled for splitting at each node was set to 105, and the number of trees to grow was set to 230.

### Local approximate Gaussian process regression (laGP) {#Sec11}

laGP is a parallel approximate Gaussian Process (GP) regression algorithm for big data \[[@CR41], [@CR42]\]. The approximation is based on finding small local designs for independent prediction at particular inputs. A Gaussian process can be used as a prior probability distribution over functions in Bayesian inference, with finite dimensional distributions defined by a mean *µ*(*x*) and positive definite covariance $\documentclass[12pt]{minimal}
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                \begin{document}$$K\left( {x,x^{\prime } } \right)$$\end{document}$ of the isotropic process. The method involves approximating the predictive equations at the local designs *X*~*n*~(*x*) close to a particular generic location *x*, and then calculating the local maximum-likelihood estimation. Two parameters, lengthscale (*θ*) and nugget (*η*), are quite important in Gaussian process predictive modeling. The optimum values of lengthscale and nugget will be reached by looping over each *x* collecting approximate predictive equations to maximize a posterior. In this study, the initial values of lengthscale and nugget were set to 5 and 0.1, respectively.

### Multilayer-perceptron networks ensemble (MPLE) {#Sec12}

Multilayer-perceptron network (MPL) is an artificial feed-forward neural network model where information moves forward from the input nodes, through all hidden nodes, to the output nodes without loops. A MPLE model consists of multiple layers of neuron units, usually interconnected in a feed-forward way \[[@CR43], [@CR44]\]. Each neuron in one layer directly connects to the neurons of the subsequent layer, and each neuron is a perceptron with multiple layers of neuron units. To minimize the loss function, optimization is done via the Broyden--Fletcher--Goldfarb--Shanno (BFGS) algorithm. In this study, a softmax function (log-linear model) was used as the activation function. The number of individual perceptrons was 18, and the number of units in the hidden layer was 5--8.

### eXtreme gradient boosting (XGBoost) {#Sec13}

Gradient boosting algorithm is a machine learning technique to construct an ensemble of decision trees, and XGBoost is an efficient and scalable implementation of the gradient boosting framework \[[@CR45], [@CR46]\]. It develops the model in a sequential stage-wise fashion like other boosting methods do, and generalizes them by allowing optimization of an arbitrary differentiable loss function. In this study, the default parameters (step size shrinkage = 0.1, maximum depth of a tree = 7, and the max number of iterations = 69) were used.

Evaluation and validation of the regression models {#Sec14}
--------------------------------------------------

The statistical significance of each regression model was assessed by adjusted *R*^2^ ($\documentclass[12pt]{minimal}
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                \begin{document}$$q^{2} = \frac{{SST{-}PRESS}}{SST}$$\end{document}$$where *R*^2^ is the square of the Pearson correlation coefficient, *p* is the number of the parameters in the regression equation, *SSE* is the sum of squares of errors, *SST* is the total sum of squared deviations of the dependent variable values from their means, and *PRESS* is the predictive residual sum of squares.

The conventional coefficient of determination *R*^2^ ($\documentclass[12pt]{minimal}
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Moreover, other two parameters, mean absolute error (MAE) and root mean square error (RMSE), were used to evaluate the quality of each model.

Analysis of application domain (AD) {#Sec15}
-----------------------------------

It is well known that the training set for QSAR modelling might only covers a limited fraction of the entire chemical space and the applicability of any model to the query chemicals is limited, and thus the AD for any model should be defined \[[@CR49]\]. As a result, only a certain fraction of the chemicals in any external data set is expected to fall within the AD, and this fraction is therefore referred as the data set coverage. In this study, the Standard Deviation Distance to Model (STD-DM) approach was used to estimate the AD of each model. The detailed description of the algorithm to define AD shown in Eq. ([10](#Equ10){ref-type=""}) has been described in previous literatures \[[@CR50]--[@CR53]\].$$\documentclass[12pt]{minimal}
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                \begin{document}$$STD - DM\left( J \right) = STDEV\left( {y\left( J \right)} \right) = \sqrt {\frac{{\sum \left( {y\left( J \right) - \bar{y}\left( J \right)} \right)^{2} }}{N - 1}}$$\end{document}$$where *y*(*J*) is a quantitative value of prediction for molecule *J*, and *N* is the total number of the molecules in the test set. The margin range of AD was defined as three times of the STD-DM value \[[@CR50]\]. When a molecule is outside the AD, the STD-DM value is high and accordingly the margin range is also high.

Scaffold analysis of molecules with large prediction errors {#Sec16}
-----------------------------------------------------------

The scaffolds for the 249 molecules with large prediction errors (MAE \> 1.0) were examined systematically. The scaffolds for each molecule were characterized by four representations, including Murcko frameworks, ring assemblies, bridge assemblies, and the side chains attached to Murcko frameworks. Murcko frameworks developed by Bemis \[[@CR54]\] were primarily used to characterize cyclic substructures of molecules. The definitions of these four scaffold representations have been described in previous studies \[[@CR55], [@CR56]\]. The scaffolds were generated by using the *Generate Fragments* component in Pipeline Pilot 7.5. The frequency of each scaffold architecture was counted, and the scaffolds were sorted by the scaffold frequency. Finally, for each scaffold with frequency equal or larger than 2, its numbers present in the training and test sets were counted.

Results and discussions {#Sec17}
=======================

Property distributions of rat oral acute toxicity data {#Sec18}
------------------------------------------------------

In our study, 7314 organic molecules collected from the previous literature \[[@CR10]\] were used for model development and validation. The training and test sets contained 4938 and 2376 molecules, respectively (Fig. [1](#Fig1){ref-type="fig"}). The chemical space was characterized by the scattered distributions of the first two principal components derived from the principal component analysis (PCA) for the 334 molecular descriptors and by the scattered distributions of molecule weight and Wildman and Crippen's octanol--water partition coefficient (SlogP) \[[@CR57]\]. As shown in Fig. [2](#Fig2){ref-type="fig"}, the chemical space of the external test set was roughly within the scope of the training set, and therefore it was feasible to predict the acute toxicity of the molecules in the test set with reasonable reliability by using the QSAR models built from the training set.Fig. 1Workflow of combinatorial QSAR modellingFig. 2Diversity distribution of the training set (*n* = 4938) and external test set (*n* = 2376). **a**, **b** Chemical space defined by PCA factorization; **c** chemical space defined by molecular weight (MW) as X-axis and SlogP as Y-axis; **d** comparison of toxicity value distribution in different data sets. *Gray circle* stands for the training set, and black rhombus stands for the test set

The distributions of eight molecular properties for the training and test sets were shown in Fig. [3](#Fig3){ref-type="fig"}, and the correlations between rat oral acute toxicity and molecular descriptors were shown in Fig. [4](#Fig4){ref-type="fig"}. The eight molecular properties studied here, including molecular weight (MW), H-bond acceptor count (a_acc), flexible rotatable bond count (b_rotN), octanol--water partitioning coefficient (SlogP), intrinsic solubility (logS), topological polar surface area (TPSA), van der Waals volume (vdw_vol), molecular flexibility index (KierFlex), have been widely used in the prediction of ADME and toxicity \[[@CR58]--[@CR65]\].Fig. 3Distributions of eight studied propertiesFig. 4Correlations between rat oral acute toxicity and eight studied properties

SlogP and logS were both related to hydrophobicity. As shown in Fig. [3](#Fig3){ref-type="fig"}, the SlogP and logS values for 90 % of the compounds in the data set were less than 8 and 2, respectively. They did not show any correlation with rat oral toxicity (*R*^2^ = 0.039 and 0.057). Meanwhile, 90 % of the compounds in the database had a MW smaller than 500, and the correlation analysis showed that MW had a relatively high impact on rat oral toxicity, indicated by the slightly higher correlation (*R*^2^ = 0.108). a_acc and TPSA were usually used to represent hydrophilicity, and as shown in Fig. [4](#Fig4){ref-type="fig"}, they had worse correlations with rat oral toxicity (*R*^2^ = 0.029 and 0.031) than those related to hydrophobicity. The parameter vdw_vol accounted for the size or bulk of a molecule, and it had low correlation with rat oral toxicity (*R*^2^ = 0.045). KierFlex and b_rotN characterized the flexibility of a molecule, and both of them had no correlation with rat oral toxicity (*R*^2^ = 0.022 and 0.005). Apparently, no single descriptor showed high correlation with rat oral toxicity, and therefore rat oral toxicity could not be reliably predicted by a single or several molecular descriptors.

Comparison of various regression models for rat oral acute toxicity {#Sec19}
-------------------------------------------------------------------

The statistical results for the training and test sets given by the QSAR models based on the MOE descriptors and two different sets of fingerprints were summarized in Tables [2](#Tab2){ref-type="table"}, [3](#Tab3){ref-type="table"}, [4](#Tab4){ref-type="table"}, and [5](#Tab5){ref-type="table"}. According to the tenfold cross validations for the training set and the predictions for the test set, the performances of the seven machine learning approaches were quite different. Apparently, among these models, the RVM models always gave the best predictions for both the training and test sets ($\documentclass[12pt]{minimal}
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                \begin{document}$$q_{ext}^{2} = 0.640\text{--}0.659$$\end{document}$). The prediction capability ($\documentclass[12pt]{minimal}
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                \begin{document}$$q_{ext}^{2} = 0.639\text{--}0.646$$\end{document}$) of the RF models was slightly worse than that of the RVM models but obviously better than those of the other models. The good performance of RF was not surprising because other recent studies showed that RF models generally outperformed other comparable machine learning approaches for QSAR modeling based on extensive data sets \[[@CR39], [@CR66]--[@CR68]\]. When considering the overall statistics and prediction accuracy, RVM and RF were recommended to build the in silico models for the prediction of rat oral acute toxicity.Table 2Statistical results for the QSAR models based on 120 descriptors and Pubchem fingerprints for the test set*R* ~adj~^2^*q* ^2^$\documentclass[12pt]{minimal}
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As shown in Tables [2](#Tab2){ref-type="table"}, [3](#Tab3){ref-type="table"}, [4](#Tab4){ref-type="table"}, and [5](#Tab5){ref-type="table"}, the MPLE models gave the lowest $\documentclass[12pt]{minimal}
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                \begin{document}$$q_{ext}^{2}$$\end{document}$ (0.572--0.596) and the highest RMSE (0.729--0.754) and MAE (0.558--0.580) values for the test set, suggesting that they had the worst prediction capabilities. Meanwhile, their *R*~adj~^2^ (0.633--0.656) for the training set were always the lowest. As far as we know, our study was the first application of MPLE in QSAR modeling, and therefore we could not give our judgment to the predictive power of MPLE to different QSAR problems. However, according to our results, MPLE was not a good choice for this specific toxicity data set.

laGP is a parallelized version of the approximate Gaussian Process algorithm. Based on the molecular descriptors and PubchemFP fingerprint, the predictive power of the laGP models ($\documentclass[12pt]{minimal}
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                \begin{document}$$q_{ext}^{2} = 0.605\,{\text{ or}}\, \, 0.614$$\end{document}$) was slightly better than that of the *k*NN models ($\documentclass[12pt]{minimal}
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                \begin{document}$$q_{ext}^{2}$$\end{document}$ = 0.585 or 0.602) while slightly worse than that of the SVM models ($\documentclass[12pt]{minimal}
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                \begin{document}$$q_{ext}^{2}$$\end{document}$ = 0.606 or 0.627). However, based on the molecular descriptors and SubFP fingerprint, the predictive power of the laGP models ($\documentclass[12pt]{minimal}
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                \begin{document}$$q_{ext}^{2}$$\end{document}$ = 0.634 or 0.635) was slightly worse than that of the *k*NN models ($\documentclass[12pt]{minimal}
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                \begin{document}$$q_{ext}^{2}$$\end{document}$ = 0.636 or 0.642) while slightly better than that of the SVM models ($\documentclass[12pt]{minimal}
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                \begin{document}$$q_{ext}^{2}$$\end{document}$ = 0.617 or 0.638). Therefore, overall, laGP, *k*NN and SVM performed similarly to this specific toxicity endpoint.

The RVM method is quite similar to the SVM algorithm in many aspects, but it can provide a fully probabilistic output. However, up to now, little information on RVM applications in QSAR modeling has been reported in the literature. According to the data shown in Tables [2](#Tab2){ref-type="table"}, [3](#Tab3){ref-type="table"}, [4](#Tab4){ref-type="table"}, and [5](#Tab5){ref-type="table"}, we observed that the RVM models ($\documentclass[12pt]{minimal}
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                \begin{document}$$q_{ext}^{2}$$\end{document}$ = 0.640 or 0.659) were obviously better than the SVM models ($\documentclass[12pt]{minimal}
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                \begin{document}$$q_{ext}^{2}$$\end{document}$ = 0.606 or 0.638). Moreover, we found that the RVM modeling was more computationally efficient than the SVM modeling because RVM did not need to estimate the error/margin tradeoff parameter *C*, which might reduce the computational cost. Due to better prediction accuracy and higher computational efficiency compared with SVM, we believed that RVM should have a promising potential for the practical use in QSAR modeling in the future.

The AD coverages for the established models were summarized in Tables [2](#Tab2){ref-type="table"}, [3](#Tab3){ref-type="table"}, [4](#Tab4){ref-type="table"}, and [5](#Tab5){ref-type="table"}. The *k*NN models always showed the smallest AD coverage for the test set. Compared with the other models, the MPLE and RF models showed relatively larger AD coverages, but the RF models could give better predictions to the test set than the MPLE models. Therefore, according to the $\documentclass[12pt]{minimal}
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                \begin{document}$$q_{ext}^{2}$$\end{document}$ and AD coverage, the RF models would give the best predictions for this data set.

In this study, two well-defined substructural fingerprints (SubFP and PubchemFP) were used. According to the predictions to the test set, the models based on the SubFP fingerprint (Tables [4](#Tab4){ref-type="table"}, [5](#Tab5){ref-type="table"}) were better than those based on the PubchemFP fingerprint (Tables [2](#Tab2){ref-type="table"}, [3](#Tab3){ref-type="table"}). It is possible that some fragments in SubFP were more closely related to acute toxicity than those in PubchemFP.

Accurate prediction of rat oral acute toxicity by consensus modeling {#Sec20}
--------------------------------------------------------------------

The statistical results showed that the theoretical models using different machine learning methods have different prediction capability and model uncertainty. A useful way to reduce the model uncertainty is consensus modeling by averaging the outputs from multiple models \[[@CR69]--[@CR71]\]. Since the consensus prediction is made based on multiple different but comparable QSAR models, it may be capable of capturing the relationship between the chemical structures of the molecules and the endpoint more efficiently than a single model. Here, four consensus models were first developed by simply averaging the predictions for the test set given by the individual models shown in Tables [2](#Tab2){ref-type="table"}, [3](#Tab3){ref-type="table"}, [4](#Tab4){ref-type="table"}, and [5](#Tab5){ref-type="table"}. All the contributions of the individual models were equal, and therefore we could avoid the limitation or overemphasis of any machine learning approach. The statistical results clearly illustrated that the consensus models had higher predictive accuracy ($\documentclass[12pt]{minimal}
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                \begin{document}$$q_{ext}^{2}$$\end{document}$ = 0.669--0.689) than any individual model. In addition, by comparing the MAEs given by the consensus versus individual models using the Wilcoxon test, we found that the improvement of the consensus models compared with all individual models was statistically significant (*p* \< 0.01).

Because the predictions given by the MPLE models were significantly worse than those given by the other models, four consensus models were then developed without considering the predictions given by the MPLE models. As shown in Tables [2](#Tab2){ref-type="table"}, [3](#Tab3){ref-type="table"}, [4](#Tab4){ref-type="table"}, and [5](#Tab5){ref-type="table"}, all the consensus models without the MPLE predictions showed obvious performance improvement to the training set and slight performance improvement to the test set. The scatter plot of the experimental pLD50 values versus the predicted values given by the consensus model without the MPLE predictions (Table [5](#Tab5){ref-type="table"}) for the training and test sets was shown in Fig. [5](#Fig5){ref-type="fig"}. Fig. 5Scatter plot of the experimental pLD~50~ values versus the predicted values for the molecules in the (**a**) training and (**b**) test sets given by the consensus model without the MPLE predictions in Table [5](#Tab5){ref-type="table"}

Analysis of molecules with large prediction errors {#Sec21}
--------------------------------------------------

As mentioned above, most prediction models had good capability for the test set, but some molecules in the test set could not be well predicted by any model or even by all models. If MAE \> 1.0 was used as the criteria, the MAE of chemicals with large prediction errors given by all individual models in Table [5](#Tab5){ref-type="table"} ranged from 1.002 to 3.486 for the test set. In total, 575 molecules could not be well predicted by any individual model in Table [5](#Tab5){ref-type="table"}, and 249 molecules could not be well predicted by the best consensus model in Table [5](#Tab5){ref-type="table"}. For these 249 molecules with large prediction errors, the average experimental pLD~50~ value was 3.321, which was obviously higher than that of the molecules in the training set (2.558). Therefore, the prediction for the molecules with higher pLD~50~ values are worse than those for the molecules with lower pLD~50~ values.
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Analysis of important descriptors and fragments given by RVM regression models {#Sec22}
------------------------------------------------------------------------------

One-dimensional sensitivity analysis was employed to evaluate the importance of the molecular descriptors and fragments for QSAR modeling, and the important descriptors were summarized in Table [8](#Tab8){ref-type="table"} \[[@CR72]\]. The rings descriptor in the RF model had the highest sensitivity (0.075), and a_ICM, E_ele, vsa_pol, opr_brigid, E_nb, dipole, logS, MW, SlogP and vdw_vol were also important, indicated by relatively high sensitivity. The KierFlex descriptor in the RVM model have the highest sensitivity (0.028), and a_nF, MNDO_dipole, pmi, E_stb, E_oob, wienerPath, vsa_pol, a_acc and MW were also important, indicated by relatively high sensitivity. After examining the molecules descriptors shown in Table [8](#Tab8){ref-type="table"}, we found that the molecular descriptors related to molecular polarity, van der Waals surface, molecular flexibility, partial charge distribution and solubility might have more contributions than the other descriptors. Furthermore, the numbers of the descriptors related to frontier molecular orbitals were relatively high, suggesting that rat oral acute toxicity might be related to molecular reactivity and intra-molecular interactions.Table 8Statistical results for the descriptors and fingerprints used in QSAR modellingMolecular descriptorsNumber of descriptors120\
(Descriptor + PubchemFP)120\
(Descriptor + SubFP)150\
(Descriptor + PubchemFP)150\
(Descriptor + SubFP)2D Physical properties6777 Subdivided surface areas891011 Atom counts and bond counts10101011 Kier&Hall connectivity and kappa shape indices7788 Adjacency and distance matrix descriptors11101314 Pharmacophore feature descriptors4455 Partial charge descriptors192025273D Potential energy descriptors2154 Mopac descriptors15151515 Surface area, volume and shape descriptors30303738 Conformation dependent charge descriptors4566Fingerprints (PubchemFP)4--9--Fingerprints (SubFP)--2--4

Moreover, after examining importance of the substructure fingerprints in the RVM models described in the Tables [3](#Tab3){ref-type="table"} and [5](#Tab5){ref-type="table"}, we found that that 9 PubchemFP fragments and 4 SubFP fragments were responsible for rat oral acute toxicity. The *R*~adj~^2^ change in the stepwise regression and Cramer's V coefficient were used to evaluate the importance of the fragments \[[@CR23], [@CR73]\]. The numbers of the molecules with each fragment were counted. If the number of the molecules with pLD~50~ ≥ 3 was more than that with pLD~50~ \< 3, this fragment was considered to have positive contribution to high pLD~50~ and vice versa. Four PubchemFP fragments had negative contributions, and they were PubchemFP15 (the counts of nitrogen atoms ≥2), PubchemFP442 (*N*-ethylimino group), PubchemFP418 (carbon--nitrogen double bond) and PubchemFP14 (the counts of nitrogen atoms ≥1). Meanwhile, five PubchemFP fragments gave positive contributions, and they were PubchemFP400 (aromatic C--NH--C bond), PubchemFP359 (aromatic 1,3-diazacyclo group with 2-carbonous substituent), PubchemFP770 (ortho aryl nitrogen) PubchemFP833 (ortho alicyclic nitrogen) and PubchemFP527 (aromatic C--C--NH bond). On the other hand, all the four SubFP fragments had positive contributions, and they were trifluoromethyl, alkylfluoride, hetero N basic H and heterocyclic. The structures of these representative fragments were summarized in Tables [9](#Tab9){ref-type="table"} and [10](#Tab10){ref-type="table"}.Table 9Nine PubchemFP fragment alerts and representative structuresNo.FingerprintFragmentDescriptionBit substructure*R* ~adj~^2^ changeCramer's VRepresentative structure*Positive fragment alerts*1PubchemFP400![](13321_2016_117_Figaf_HTML.gif){#d30e6692}Detailed atom neighborhoodsN(\~ H)(:C)(:C)0.000860.15810![](13321_2016_117_Figag_HTML.gif){#d30e6710}2PubchemFP359![](13321_2016_117_Figah_HTML.gif){#d30e6723}Simple atom nearest neighborsC(\~ C)(:N)(:N)0.001620.15641![](13321_2016_117_Figai_HTML.gif){#d30e6741}4PubchemFP770![](13321_2016_117_Figaj_HTML.gif){#d30e6754}Complex SMARTS patternsNc1c(N)cccc10.001670.14722![](13321_2016_117_Figak_HTML.gif){#d30e6772}5PubchemFP833![](13321_2016_117_Figal_HTML.gif){#d30e6785}Complex SMARTS patternsNC1C(N)CCCC10.001000.14504![](13321_2016_117_Figam_HTML.gif){#d30e6803}6PubchemFP527![](13321_2016_117_Figan_HTML.gif){#d30e6816}Simple SMARTS patternsC:C:N-\[\#1\]0.000360.13989![](13321_2016_117_Figao_HTML.gif){#d30e6834}*Negative fragment alerts*1PubchemFP15Counts of N ≥ 2Hierarchic element counts≥2 N0.001740.16108![](13321_2016_117_Figap_HTML.gif){#d30e6869}2PubchemFP442![](13321_2016_117_Figaq_HTML.gif){#d30e6882}Detailed atom neighborhoodsC(--C)(=N)0.000240.15474![](13321_2016_117_Figar_HTML.gif){#d30e6900}3PubchemFP418![](13321_2016_117_Figas_HTML.gif){#d30e6913}Simple SMARTS patternsC=N0.000940.13903![](13321_2016_117_Figat_HTML.gif){#d30e6931}PubchemFP14Counts of N ≥ 1Hierarchic element counts≥1 N0.000020.13650![](13321_2016_117_Figau_HTML.gif){#d30e6957}Table 10Four SubFP fragment alerts and representative structuresNo.FingerprintFragmentDescriptionSMILES*R* ~adj~^2^ changeCramer's VRepresentative structure1SubFP294![](13321_2016_117_Figav_HTML.gif){#d30e7022}Trifluoromethyl\[FX1\]\[CX4;!\$(\[H0\]\[Cl,Br,I\]);!\$(\[F\]\[C\](\[F\])(\[F\])\[F\])\](\[FX1\])(\[FX1\])0.001730.15737![](13321_2016_117_Figaw_HTML.gif){#d30e7040}2SubFP9![](13321_2016_117_Figax_HTML.gif){#d30e7053}Alkylfluoride\[FX1\]\[CX4\]0.000240.15386![](13321_2016_117_Figay_HTML.gif){#d30e7071}3SubFP179![](13321_2016_117_Figaz_HTML.gif){#d30e7084}Hetero N basic H\[nX3H1 + 0\]0.001610.14669![](13321_2016_117_Figba_HTML.gif){#d30e7102}4SubFP275![](13321_2016_117_Figbb_HTML.gif){#d30e7115}Heterocyclic\[!\#6;!R0\]0.000020.14306![](13321_2016_117_Figbc_HTML.gif){#d30e7133}

The PubchemFP fragments found in the models are relatively small, but they might be important components for toxicophores that were not defined in the fingerprint dictionary. In the SubFP fragment alerts, trifluoromethyl and alkylfluoride were often constituent parts of toxic substances, but hetero N and heterocycle might be only the background noise of models, or they may be parts of some toxic substructures not defined in the fingerprint dictionary. As been mentioned in the previous literature \[[@CR14], [@CR74], [@CR75]\], some toxic chemicals contained trifluoromethyl and alkylfluoride fragments such as 2-(trifluoromethyl)-benzimidazole, which were not defined in the fingerprint dictionary and were substructures of many antitumor drugs, antibiotics, antiparasitics and ionic liquids \[[@CR76]--[@CR80]\]. In addition, some important substructures in toxicophores, such as organophosphates, organochlorines and norbornene derivates, did not exist in the PubchemFP dictionary. The phosphonic groups could be found in the SubFP dictionary, but they were only found in limited molecules and therefore disappeared through dimension reduction. Our calculations suggested that more specific and diverse fingerprints were essential and important for toxicity QSAR modeling.

Conclusions {#Sec23}
===========

In this study, on the basis of a comprehensive data set of rat oral acute toxicity, the relationships between eight important molecular properties and acute toxicity were examined. We observed that rat oral toxicity could not be reliably predicted by a single or several molecular properties. Then, seven machine learning approaches were used to establish the QSAR models for oral acute toxicity. Considering the overall prediction accuracy for the test set, the RF and RVM methods outperformed the others. The consensus model by integrating the outputs from multiple individual models demonstrated better predictivity ($\documentclass[12pt]{minimal}
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                \begin{document}$$q_{ext}^{2}$$\end{document}$ = 0.669--0.689) than any individual model for the test set. Our study also demonstrated that QSAR modeling based on structure fingerprints could afford potential important substructural fragments as toxicity alerts, but a proper and enough large fingerprint dictionary should be adopted. By scaffold analysis, we found that quite limited numbers of molecules with certain scaffolds in the training set would reduce the prediction accuracy of the models. According to the results of this study, we believed that the successful modeling methods used here could be employed for other toxicity endpoints.
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