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Emer de Jesús Lopera Arias
Trabajo presentado como requisito parcial para optar al t́ıtulo de
Doctor en Ciencias Matemáticas
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Introducción
Esta tesis está dedicada al estudio tanto de la existencia como de la no existencia de soluciones
para problemas de Dirichlet que involucran el operador p-Laplaciano, el cual es definido por
∆p(u) = div(|∇u|p−2∇u), donde p > 1.
Consideramos tres problemas de tipo semipositone (lo cual será precisado más adelante),
dos de ellos en el contexto radial. Los problemas de tipo semipositone surgen de manera
natural en el estudio de estados de equilibrio en procesos de reacción difusión que involucran
cosechas. El hecho de que el término de reacción pueda ser negativo en el origen lo hace un
problema más dif́ıcil cuando se trata de obtener soluciones positivas, como lo puntualizó P.L.
Lions (véanse [29] y [8]). Una dificultad se debe al hecho de que, en el caso semipositone, las
soluciones tienen que vivir en regiones donde el término de reacción es negativo, aśı como
positivo.
Aparte de la importancia natural, el p-Laplaciano surge en el estudio de varios fenómenos.
Uno de ellos es en la mecánica de fluidos no Newtonianos (fluidos dilatantes para p ≥ 2
y pseudoplásticos para 1 < p < 2). Véase por ejemplo, [15]. También surge en el estudio
de aplicaciones cuasiconformes (véase [28]) y otros tópicos en geometŕıa [36]. Las soluciones
positivas son importantes f́ısicamente puesto que ellas son soluciones de mı́nima enerǵıa y
son las más estables.
El caṕıtulo 1 recoge básicamente resultados clásicos necesarios para el desarrollo de este tra-
bajo y que se pueden hallar en la literatura. Se ha decidido hacer un apéndice, caṕıtulo 5, con
algunas demostraciones que tienen como fin facilitar la lectura. Los resultados principales de
esta tesis están contenidos en los caṕıtulos 2, 3 y 4.
En el segundo caṕıtulo se considera el problema
−∆p(u) = λf(u) en Ω, u = 0 en ∂Ω, (1)
donde p > 2, Ω es un dominio en RN abierto acotado y con frontera suave, N ≥ 3, λ es un
número real positivo y f : R → R es una función diferenciable p-superlineal y subcŕıtica en
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el infinito tal que f(0) < 0 (semipositone). Más precisamente, para ciertos números reales
positivos A y B, y q ∈ (p− 1, p∗ − 1) se satisface
A (sq − 1) ≤ f(s) ≤ B (sq + 1) , s ≥ 0 y f(s) = 0, s ≤ −1, (2)
donde p∗ = NpN−p es el exponente cŕıtico de los encajes de Sobolev. Resulta que para λ










definido en el espacio W 1,p0 (Ω), donde F (u) =
∫ u
0 f(s)ds, tiene un punto cŕıtico de tipo paso
de montaña. Tal punto cŕıtico es una solución del problema (1). Luego usando teoŕıa estándar
de regularidad y estimativos a priori contenidos en [18] probamos que dicha solución es en
realidad positiva. Concretamente, se demuestra:
Teorema 0.1. Existe un λ∗ > 0 tal que si λ ∈ (0, λ∗) entonces el problema (2.1) tiene una




para algún β ∈ (0, 1).
En el tercer caṕıtulo se demuestra la existencia de dos soluciones de un solo signo y radial-
mente simétricas para el problema con peso
−∆pu = K(‖x‖)f(u), en Ω; u = 0 en ∂Ω, (4)
donde 2 ≤ p < N y Ω es la bola unitaria en RN , f : R \ {0} → R es p-superlineal en el
infinito y satisface, entre otras, una condición adicional de crecimiento en el infinito la cual
es sugerida por una identidad de tipo Pohozaev. El peso, K, es una función positiva cuyas
propiedades se precisarán luego.






′(r)) +K(r)f(u(r)) = 0, 0 < r < 1
u′(0) = 0, u(1) = 0,
(5)
donde r = ||x||, n := N − 1, ′ = ddr y ϕp : R → R está definida como ϕp(s) = |s|
p−2s, s 6= 0,
ϕp(0) = 0. Se prueba entonces que si el peso es lo suficientemente pequeño en un sentido
que aclararemos más adelante, el problema (5) tiene dos soluciones, de hecho una de ellas
es positiva y la otra negativa. Con el fin de probar la existencia de una solución positiva,
truncamos la no-linealidad de manera adecuada. Una truncación similar de f , nos da una
solución negativa.
Suponemos que la no-linealidad f satisface las siguientes hipótesis:
(F1) f : R \ {0} → R es diferenciable y localmente Lipschitz continua, f ′(t) ≥ 0 para todo
t ≤ v0 < 0 y todo t ≥ u0 > 0, donde v0 y u0 son los únicos ceros de f .
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(F2) f(0−) := ĺımt→0− f(t) es un número positivo y f(0




















donde F (t) =
∫ t
0 f(s)ds.
Con respecto al peso K, suponemos que:
(K1) K ∈ C([0, 1],R+) y K es diferenciable en (0, 1).
(K2) r 7→ N + rK
′(r)
K(r) > θ, es decreciente en (0, 1) y ĺımr→0+
K′(r)
K(r) existe en R.
El resultado principal de este caṕıtulo es el siguiente:
Teorema 0.2. Bajo las hipótesis (F1)–(F4) y (K1)–(K2), existe un número positivo λ0 tal
que si ‖K‖∞ < λ0, entonces el problema (3.1) tiene al menos dos soluciones radiales. Más
aún, una de ellas es positiva, estrictamente decreciente y tiene derivada radial negativa en
‖x‖ = 1 y la segunda solución es negativa, estrictamente creciente y tiene derivada radial
positiva en ‖x‖ = 1.
El caso p = 2 lo estudiaron Castro y Shivaji en [7]. Recientemente, Hakimi y Zertiti, [24], si-
guiendo las ideas en [7] obtuvieron la existencia de soluciones positivas para una no-linealidad
más general que la que consideraron Castro y Shivaji. En ambos trabajos el peso era cons-
tante y la ecuación semilineal. Enfatizamos que en este trabajo nosotros tratamos el caso
2 ≤ p < N y un peso no constante, por tanto estamos generalizando los resultados acabados
de mencionar.
En la literatura hay una vasta cantidad de estudios relacionados con soluciones radiales que
involucran el operador p-Laplaciano, en los cuales se emplean diversas técnicas. La mayoŕıa
de estos estudios están enfocados en la existencia, no existencia y multiplicidad de soluciones
radiales positivas. Por ejemplo, en [9] los autores consideraron la ecuación del problema (4)
con f(u) = uq, q > p−1, en dominios exteriores. Ellos emplearon un teorema de continuación
global y teoŕıa de ı́ndice de punto fijo basado en un espacio con peso como el espacio subya-
cente. Usando este enfoque ellos obtuvieron multiplicidad de soluciones positivas dependiendo
de un cierto parámetro real µ. En [30] los autores presentan un problema de p-Laplaciano con
peso en dimensión uno. Condiciones óptimas para la existencia de soluciones con un número
prescrito de ceros en términos de la razón f(s)/sp−1 en cero y en infinito fueron establecidos
alĺı. Su técnica se basó en el método del disparo junto con la teoŕıa cualitativa para ecuacio-
nes diferenciales semilinelaes. Otros resultados se pueden encontrar en [2, 13, 14, 19, 37] y
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algunas referencias alĺı citadas. Nuestra herramienta principal para resolver el problema (5)
es el método del disparo.
En el cuarto caṕıtulo consideremos la no-existencia de soluciones radiales positivas del pro-
blema
−∆pu = w(‖x‖)f(u) en Ω, u = 0 en ∂Ω, (6)
donde Ω es la bola unitaria en RN y 2 ≤ p < N . La no-linealidad f : [0,+∞) → R es
negativa en 0 y eventualmente creciente. Aunque f puede tener un número finito de ceros,
es clave para los estimativos llevados a cabo que la antiderivada que pasa por el origen, F ,
sea negativa en el último cero de f . El peso w : [0, 1) → R+ satisface ciertas condiciones
relacionadas con f y, esencialmente, su “variación” no es muy grande. Para precisar esto se
introduce una clase de funciones denotada C(T ), donde T > 0. En el caso p = 2 debe hacerse
una restricción adicional sobre el peso, en realidad para este caso sólo consideramos pesos




= −rnw(r)f(u), 0 < r < 1; u′(0) = 0, u(1) = 0.
Se prueba que para una no-linealidad apropiada y un T > 0 dados, si el peso pertenece a la
clase C(T ) y es lo suficientemente “grande”, entonces el problema anterior no tiene solución
radial positiva.
Supongamos que la no-linealidad satisface las siguientes hipótesis.
(F̂1) f : [0,∞) −→ R es una función continua con exactamente tres ceros 0 < β1 < β2 < β3.
(F̂2) f(0) < 0 y f es creciente a partir de β3.
(F̂3) Sea F (t) :=
∫ t
0 f(s)ds. Entonces, β3 < θ1 donde θ1 es el único cero positivo de F .
Fijemos β3 < γ < θ1. Diremos que una función, w, es un peso admisible si satisface las
siguientes condiciones.
(w1) w : [0, 1] −→ (0,∞) es continua y diferenciable en (0, 1).
(w2) w̃(r) := N + rw
′(r)
w(r) está definida a.e. en [0, 1].
(w3) Sean η := sup w̃, η := ı́nf w̃, λ := máx w, λ := mı́n w y C̃λ := λ/λ números reales










f(s)s ≤ C̃λF (γ), para s ≥ θ1.
IX
Para cada T > 0 fijo considérese la clase de pesos
C(T ) :=
{
w : w es un peso admisible, η > 0 y C̃λ ≤ T
}
.
Nótese que esta clase contiene pesos admisibles tales que λ/λ es acotado.
Problemas relacionados con la no-existencia de soluciones radiales positivas han sido estu-
diados, la mayoŕıa de ellos en el caso f(0) ≥ 0. Por ejemplo, en el caso semilineal, en [17]
consideraron f(u) = up y condiciones apropiadas sobre la derivada de w, y p; se presentó un
resultado en RN . Véase también [31] y referencias alĺı mencionadas. El caso f(0) < 0 es más
complicado y en esta dirección, en [25], los autores consideraron la no existencia de soluciones
radiales positivas para un problema semipositone (es decir f(0) < 0) si f no es decreciente
completamnete. La no-linealidad era superlineal y teńıa más de un cero. Alĺı, el dominio era
un anillo y ellos exhibieron un peso constante y positivo. Los autores en [34], estudiaron un
sistema eĺıptico semipositone el cual involucra parámetros positivos acotados lejos del cero,
y las no-linealidades son funciones suaves que satisfacen ciertas condiciones de crecimiento
lineal en el infinito. Ellos establecieron la no existencia de soluciones positivas cuando dos de
los parámetros eran grandes. Otros trabajos pueden encontrarse en [3, 5, 26] pero, referimos
al lector al art́ıculo [8] y referencias alĺı contenidas para una revisión acerca de problemas
semipositone. En el caso cuasilinear, algunos art́ıculos son conocidos en esta dirección. M.
Chhetri et al. [10] mostraron no-existencia considerando una no-linealidad creciente de clase
C1 con un único cero. Los autores extendieron el resultado en [5] para 1 < p <∞. D. D. Hai
[23] también obtuvo un resultado de no-existencia cuando f es localmente Lipschitz continua
y ĺım infs→∞ f(s)/s
p−1 > 0. Un resultado muy simple de no-existencia para un problema
cuasilineal semipositone fue mostrado en [33], donde w = 1 y se consideró una no-linealidad
dada por una función escalón.
El estudio de ecuaciones cuasilinelaes con estructura semipositone está abierto en el caso de
regiones acotadas generales. Más aún, preguntas de unicidad permanecen abiertas aún para
soluciones radiales cuando el dominio es una bola o un anillo. Nos gustaŕıa mencionar que
Castro et al. [8] escribieron: “ En general, el estudio de soluciones positivas para problemas
semipositones es más dif́ıcil comparado con problemas positones. Tal dificultad radica en el
hecho de que en el caso semipositone, las soluciones tienen que vivir en regiones donde término
el de reacción es tanto negativo como positivo”. Enfatizamos que en este trabajo tratamos el
caso 2 ≤ p < N y peso no constante. Por tanto, es una generalización de [25, 33, 10, 23].
Los resultados principales de este caṕıtulo son los siguientes:
Teorema 0.3. Supongamos las hipótesis (F̂1)-(F̂3). Entonces para cada T > 0 existe un
número real positivo λ0 con la siguiente propiedad: Si w ∈ C(T ) y λ ≥ λ0, entonces el
problema (6) no tiene solución radial positiva.
Un segundo teorema se obtiene cuando p = 2 y w es constante.
X
Teorema 0.4. Sea Ω = B1(0). Si p = 2 < N, w ≡ λ y f satisface (F̂2), (F̂3),
F (s)− N − 2
2N
f(s)s ≤ F (γ) ∀ s ≥ γ, para algún γ ∈ (β3, θ1), (7)
(F1)′ f : [0,∞) −→ R pertenece a C1 con exactamente tres ceros 0 < β1 < β2 < β3.
Entonces existe λ0 > 0 tal que el problema (6) no tiene solución radial positiva u ∈ C2(Ω̄)




En este caṕıtulo se presenta un compendio de las definiciones y teoremas necesarios durante
el desarrollo de esta tesis y que pueden ser encontrados en la literatura. También se establece
una identidad de tipo Pohozaev que se usará en los caṕıtulos 3 y 4. Aunque bien este es un
resultado clásico, es presentado aqúı por completitud.
Sea E un espacio de Banach real. Denotemos por C1(E,R) el espacio de las funciones Fréchet
diferenciables y cuyas derivadas de Fréchet son continuas en E.
Definición 1.1. Decimos que I ∈ C1(E,R) satisface la condición de Palais-Smale, por abre-
viación (PS), si toda sucesión {um}m ⊂ E, para la cual {I(um)}m es acotada e
I ′(um)→ 0, tiene una subsucesión convergente.
Teorema 1.1. [32] (Teorema del Paso de la Montaña). Sean E un espacio de Banach real
e I ∈ C1(E,R). Supongamos que I satisface (PS), I(0) = 0,
(I1) existen constantes ρ, α > 0 tales que I|∂Bρ ≥ α,
(I2) existe un e ∈ E r B̄ρ tal que I(e) ≤ 0.






donde {g ∈ C([0, 1], E) : g(0) = 0, g(1) = e}.







denotarán respectivamente el exponente cŕıtico de los encajes de Sobolev, para 1 ≤ p < N , y
el exponente conjugado de p, para p > 1. Ω ⊆ RN denotará un dominio con frontera suave.
Sea W 1,p0 (Ω) el espacio de funciones en L
p(Ω) con derivadas débiles de primer orden en Lp(Ω)
y que se anulan en ∂Ω en el sentido de la traza. Se denotará por ‖·‖1,p la norma en el espacio
de Sobolev W 1,p0 (Ω) y por ‖·‖s la norma en el espacio de Lebesgue Ls(Ω), s > 1.
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Definición 1.2. Sean X y Y espacios de Banach, X ⊂ Y . Decimos que X está compacta-
mente embebido en Y y escribimos X ⊂⊂ Y si,
(i) Existe una constante C, tal que ‖u‖Y ≤ C ‖u‖X para todo u ∈ X y
(ii) cada sucesión acotada en X es precompacta en Y .
Más precisamente, la condición (ii) significa que si {uk}∞k=1 es una sucesión en X con




∥∥ukj − u∥∥X = 0.
A continuación se presenta un teorema ampliamente conocido el cual puede ser consultado
en la Sección 5.7 de [16].
Teorema 1.2 (Teorema de Compacidad de Rellich-Kondrachov). Supongamos que Ω es un
subconjunto acotado de RN y que ∂Ω ∈ C1. Supongamos que 1 ≤ p < N . Entonces
W 1,p(Ω) ⊂⊂ Lq(Ω) para todo 1 ≤ q < p∗.
Definición 1.3. Sea f : Ω×R→ R una función de Carathéodory. Definimos el operador de
Nemytskii de f mediante la fórmula Nf (u)(x) := f(x, u(x)).
Se puede demostrar que Nf env́ıa funciones medibles en medibles. El siguiente resultado
está contenido en el Teorema 3.4.4 de [20].
Proposición 1.1. Sean f : Ω × R → R una función de Carathéodory y r, s ∈ [1,+∞).
Entonces el operador Nf : L
r(Ω) → Ls(Ω) es continuo si y sólo si |f(x, s)| ≤ a(x) + c |s|r/s
para casi todo x ∈ Ω, donde a ∈ Ls(Ω) y c > 0.
Teorema 1.3. Sea f : R → R una función continua tal que |f(s)| ≤ a(|s|q−1 + 1), a > 0,
para todo s ∈ R, donde 1 < q < p∗ y definamos F (t) :=
∫ t
0 f(s) ds. Entonces el funcional
I : W 1,p0 (Ω) → R definido por I(u) =
∫
Ω F (u) dx es de clase C
1. Más aún, la derivada
I ′ : W 1,p0 (Ω)→W−1,p
′
(Ω) está dada por 〈I ′(u), v〉 =
∫
Ω f(u)v dx, ∀ u, v ∈W
1,p
0 (Ω).
Demostración. Debido al crecimiento de f , se ve fácilmente usando el Teorema de la conver-
gencia dominada de Lebesgue que el funcional I es Gâteaux diferenciable con derivada de
Gâteaux I ′ : W 1,p0 (Ω) → W−1,p
′
(Ω) dada por I ′(u)v =
∫
Ω f(u)v dx. Falta ver entonces que
dicha derivada es continua. Para tal fin, observemos que para todo u, v, w ∈ W 1,p0 (Ω) con
‖w‖1,p ≤ 1, se sigue de la desigualdad de Hölder y del Teorema 1.2,∣∣∣∣∫
Ω
(f(u)− f(v))w dx
∣∣∣∣ ≤ ‖Nf (u)−Nf (v)‖q′ ‖w‖q
≤ C ‖Nf (u)−Nf (v)‖q′ .
2
Luego, la continuidad del operador de Nemytskii dada por la Proposición 1.1 nos lleva a∥∥I ′(u)− I ′(v)∥∥
W−1,p′ (Ω)
≤ C ‖u− v‖q .
Usando nuevamente el Teorema 1.2 obtenemos que I ′ es continuo.
El siguiente resultado es la Proposición 3.32 de [4]
Proposición 1.2. Supongamos que E es un espacio de Banach uniformemente convexo. Sea
{xn}n una sucesión en E tal que xn ⇀ x débilmente en σ(E,E∗) y ĺım sup
n→∞
‖xn‖ ≤ ‖x‖.
Entonces xn → x fuertemente.
Se enuncia ahora parte del Teorema 3.6 de [1].
Teorema 1.4. El espacio de Sobolev W 1,p(Ω) es separable, uniformemente convexo y reflexivo
si 1 < p < +∞.
Como consecuencia de la Proposición 1.2 y el Teorema 1.4 se tiene:
Corolario 1.1. Sea {un}n una sucesión en W 1,p0 (Ω) tal que un ⇀ u débilmente y
ĺım supn→∞ ‖un‖1,p ≤ ‖u‖1,p. Entonces un → u fuertemente.
Los estimativos a priori contenidos en la siguiente proposición, son de crucial importancia
para la prueba del Teorema 2.1. Su prueba puede consultarse en [18] (véase Proposición 3.7).
Proposición 1.3. Supóngase que una sucesión uk ∈W 1,p0 (Ω) satisface
−∆puk = hk(x, uk),
donde las funciones de Carathéodory hk satisfacen la condición de crecimiento uniforme
|hk(x, s)| ≤ C1 + C2 |s|p∗−1 .
Supóngase que uk permanece acotada en W
1,p
0 (Ω) y, más aún, que
∫
E |uk|
p∗ → 0 cuando
|E| → 0, uniformemente en k. Entonces uk permanece acotada en C1,α(Ω) para algún
0 < α < 1.




p−2 s, si s 6= 0
0, si s = 0.
Esta función permite cierta comodidad en la escritura cuando se trata con ecuaciones que
involucran el operador ∆p. Algunas propiedades de dichas funciones, las cuales serán usadas
repetidamente son:
3
(a) ϕp : R→ R es un homeomorfismo con inversa ϕ−1p = ϕp′ , donde p′ = p/(p− 1). Si p > 2
entonces ϕp es derivable con derivada ϕ
′
p(s) = (p− 1) |s|
p−2.
(b) ϕp es estrictamente creciente.
(c) ϕp(st) = ϕp(s)ϕp(t), para todo s, t ∈ R.
Sean a, h, h′ ∈ L∞(Ω) no negativas y no idénticamente nulas en Ω . Los siguientes teoremas, los
cuales pueden ser consultados en [35] (Teoremas 5.1 y 5.2 respectivamente), hacen referencia
a los problemas
−∆pu = µa(x)ϕp(u) + h(x) en Ω; u = 0 en ∂Ω, (1.1)
−∆pu′ = µa(x)ϕp(u′) + h′(x) en Ω; u′ = 0 en ∂Ω, (1.2)
y al valor propio principal µ1(a) > 0 correspondiente al problema de valores propios
−∆pu = µa(x)ϕp(u) en Ω; u = 0 en ∂Ω.
Teorema 1.5. Supóngase que Ω es un dominio con frontera ∂Ω ∈ C1,α para algún α ∈ (0, 1),
p ∈ (1,∞) y −∞ < µ < µ1(a). Entonces el problema de valores en la frontera (1.1) tiene
una única solución débil u ∈ W 1,p0 (Ω). Más aún, esta solución satisface u ∈ C1,β(Ω), para
algún β ∈ (0, 1) y también satisface los principios fuerte del máximo y del punto de frontera,
respectivamente,
u > 0 en Ω y
∂u
∂ν
< 0 en ∂Ω,
donde ∂∂ν denota la derivada unitaria normal exterior a ∂Ω.
Teorema 1.6 (Principio de comparación débil). Sean Ω, p y µ como en el teorema anterior.
Supóngase además que u, u′ ∈ W 1,p0 (Ω), son soluciones débiles, respectivamente, de (1.1) y
(1.2), donde 0 ≤ h ≤ h′. Entonces 0 ≤ u ≤ u′ en Ω con u, u′ ∈ C1,β(Ω), para algún β ∈ (0, 1).
Se presenta ahora una identidad de tipo Pohozaev en el contexto radial. Por tanto, empezamos






′(r)) +K(r)f(u(r)) = 0, 0 < r < 1
u′(0) = 0, u(0) = α ∈ R,
(1.3)
donde f : R → R es una función continua y K : [0, 1] → R es una función positiva en [0, 1],
diferenciable en (0, 1) y tal que r 7−→ rK
′(r)
K(r) es integrable en [0, 1]. Sea u(·, α,K), una solución




+ F (u(t, α,K)),
donde F (s) =
∫ s
0 f(t) dt. También se define






Proposición 1.4 (Identidad de Pohozaev). Sean u(·, α,K), una solución del problema de
valor inicial (1.3), y 0 ≤ s ≤ t ≤ 1. Entonces
















Demostración. Es fácil ver que nuestra ecuación diferencial ordinaria se puede escribir como
[rN−1ϕp(u
′)]′ = −rN−1K(r)f(u). (1.5)
















donde b(s, t) = tN−1ϕp(u
′(t))u(t)− sN−1ϕp(u′(s))u(s). Ahora, multiplicando (1.5) por ru′ e
integrando por partes, tenemos
tNϕp(u








De (1.5), encontramos que
ϕp(u























donde a(s, t) := tNϕp(u






































rN−1(NK(r) + rK ′(r))F (u)dr.
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Teniendo en cuenta las definiciones de a(s, t) y b(s, t), podemos ver que
















































































De estas dos últimas ecuaciones se concluye la Identidad de Pohozaev.
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Caṕıtulo 2
Existencia de soluciones positivas
para un problema semipositone con
p-Laplaciano
2.1. Introducción
En este caṕıtulo se estudia la existencia de soluciones débiles positivas para el problema
−∆pu = λf(u) en Ω, u = 0 en ∂Ω, (2.1)
para p > 2. Ω es un dominio abierto acotado y con frontera suave en RN , N > 2. La función
f : R → R es diferenciable con f(0) < 0 (semipositone). Suponemos que existen números
reales q ∈ (p− 1, p∗ − 1), A y B positivos tales que
A(sq − 1) ≤ f(s) ≤ B(sq + 1), para s > 0 y
f(s) = 0, para s ≤ −1.
(2.2)
También suponemos una condición de tipo Ambrosetti-Rabinowitz, a saber, existen números
reales θ > p y M tales que
sf(s) ≥ θF (s) +M para todo s ∈ R, (2.3)
donde F (s) =
∫ s
0 f(t) dt. La hipótesis f(0) < 0 implica que u = 0 no es una subsolución de
(2.1), lo cual hace que encontrar soluciones positivas sea exigente, como fue enfatizado en
[29].
El propósito de este caṕıtulo es probar el siguiente resultado.
Teorema 2.1. Existe un λ∗ > 0 tal que si λ ∈ (0, λ∗) entonces el problema (2.1) tiene una




para algún β ∈ (0, 1).
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Este resultado extiende el Teorema 1.1 de [6] donde los autores estudiaron el caso p = 2.
Extender dicho teorema no es inmediato debido a la falta de regularidad y linealidad del
operador ∆p. A la ecuación (2.1) le asociamos un funcional el cual definiremos en la próxima
sección. Mostraremos que este funcional tiene un punto cŕıtico del tipo Paso de Montaña y, en
consecuencia, una solución débil de (2.1) para valores apropiados de λ. Finalmente, usando
propiedades de orden de −∆p, probamos que restringiendo más aun λ, tal solución realmente
es positiva. Para resultados recientes de problemas semipositones referimos al lector a [11] y
[12].
2.2. Resultados preliminares
Entiéndase por solución débil para (2.1), un elemento u ∈W 1,p0 (Ω) que satisfaga la ecuación∫
Ω




para todo φ ∈W 1,p0 (Ω).
Le asociamos a (2.1) el funcional Jλ : W
1,p









λ F (u(x)) dx, (2.5)
donde F (s) :=
∫ s
0 f(r) dr.
Del Teorema 1.3 se sigue que Jλ es un funcional de clase C
1. Los puntos cŕıticos del funcional
Jλ resultan ser las soluciones débiles de (2.1). En realidad, en vista del Teorema 1.3 la derivada










|∇u(x)|p−2∇u(x) · ∇v(x) dx−
∫
Ω
λ f(u(x))v(x) dx. (2.6)
La prueba del Teorema 2.1 consiste de dos pasos principales: (i) La prueba de existencia de
una solución via el teorema de paso de montaña, (ii) la prueba de que para valores apropiados
de λ la solución es en realidad positiva.
Se sigue de la hipótesis (2.2) que existen números reales positivos A1, B1 tales que
F (u) ≤ B1(|u|q+1 + 1), para todo u ∈ R (2.7)
y
F (u) ≥ A1(|u|q+1 − 1), para todo u ≥ 0. (2.8)
Por simplicidad en la notación, denotaremos r = 1/(q + 1 − p) > 0. Sea ϕ ∈ W 1,p0 (Ω) una






la cual será usada en el siguiente lema. Los siguientes dos lemas prueban que Jλ satisface las
hipótesis del Teorema del paso de la montaña.
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Lema 2.1. Existe un λ1 > 0 tal que si λ ∈ (0, λ1) entonces Jλ(cλ−rϕ) ≤ 0.




























+ λA1 |Ω| .
(2.10)















λ1+rp−r(q+1)) + λA1 |Ω|
= −cpλ−rp 1
p
+ λA1 |Ω| .
(2.11)
Tomando λ1 < mı́n{1, (2pA1|Ω|c−p)−1/(1+pr)}, el lema queda probado. Más aún, hemos de-
mostrado que
Jλ(cλ




Lema 2.2. Existe un τ > 0, c1 > 0, y un λ2 ∈ (0, 1) tal que si ‖u‖1,p = τλ−r entonces
Jλ(u) ≥ c1(τλ−r)p para todo λ ∈ (0, λ2).
Demostración. Por el Teorema 1.2, existe K1 > 0 tal que si u ∈ W 1,p0 (Ω) entonces
‖u‖q+1 ≤ K1‖u‖1,p. Sea
τ = mı́n{(2pKq+11 B1)
−r, c‖ϕ‖1,p}. (2.12)






































donde hemos usado el hecho de que τ ≤ (2pKq+11 B1)−r (ver (2.12)). Tomando c1 = τp/(4p)
y λ2 = τ
p/(1+rp)(4pB1|Ω|)−1/(1+rp), el lema queda probado.
A continuación usando el Teorema del Paso de la Montaña probaremos que (2.1) tiene una
solución uλ ∈W 1,p0 (Ω).
Lema 2.3. Sea λ3 = mı́n{λ1, λ2}. Existe un c2 > 0 tal que para cada λ ∈ (0, λ3), el funcional
Jλ tiene un punto cŕıtico uλ del tipo paso de montaña que satisface Jλ(uλ) ≤ c2λ−pr. Este
punto cŕıtico es una solución del problema (2.1) y además pertenece a C1,α(Ω), para algún
α ∈ (0, 1).
Demostración. Probemos primero que Jλ satisface la condición de Palais-Smale. Para tal fin
supongamos que {un}n es una sucesión en W
1,p
0 (Ω) cuya sucesión de imágenes {Jλ(un)}n es
acotada y J ′λ(un) → 0. Por tanto existe ν > 0 tal que |〈J ′λ(un), un〉| ≤ ‖un‖1,p, para n ≥ ν.
Luego, en vista de (2.6),
−‖un‖p1,p − ‖un‖1,p ≤ −λ
∫
Ω
f(un)un dx, para n ≥ ν.

















F (un) dx ≤ K.













Como θ > p entonces {un} es una sucesión acotada en W 1,p0 (Ω). Por tanto, sin pérdida de
generalidad, podemos suponer que {un} converge débilmente. Sea u ∈ W 1,p0 (Ω) su ĺımite
débil. Dado que q + 1 < p∗, por el teorema de embebimiento de Sobolev podemos suponer
que {un} converge a u en Lq+1(Ω). Esto y la desigualdad de Hölder implican que∫
Ω
λf(un) (un − u) dx→ 0 cuando n→ +∞. (2.14)
En realidad hemos tenido en cuenta que la hipótesis sobre el crecimiento de f , (ver (2.2)),
implica que∣∣∣∣∫
Ω









‖un − u‖q+1 ,
donde B2 es cierta constante. Además, como {un}n es acotada en W
1,p
0 (Ω) entonces también
lo es en Lq+1(Ω). Luego, de (2.14) y ĺımn→+∞ J
′





|∇un|p−2∇un (∇un −∇u) dx = 0. (2.15)
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|∇u|p−2∇u (∇un −∇u) dx = 0. (2.16)






≥ ‖un‖p1,p − ‖u‖1,p ‖un‖
p−1


























lo cual implica que ĺımn→∞ ‖un‖1,p = ‖u‖1,p. Como un ⇀ u, entonces del Corolario 1.1 se
sigue que un → u en W 1,p0 (Ω). Esto prueba que Jλ satisface la condición de Palais-Smale.












máx{Jλ(sϕ) : 0 ≤ s ≤ cλ−r} ≤ c2λ−pr. (2.18)
De este estimativo y los Lemas 2.1 y 2.2 se sigue, por el Teorema del Paso de la Montaña, la
existencia de uλ ∈W 1,p0 (Ω) tal que ∇Jλ(uλ) = 0 y
c1τ
pλ−rp ≤ Jλ(uλ) ≤ c2λ−pr. (2.19)
La solución uλ ∈W 1,p0 (Ω) en realidad pertenece a C1,α(Ω) para algún α ∈ (0, 1), ver [22].
Lema 2.4. Sea uλ como en el Lema 2.3. Entonces existe una constante M0 tal que
M0λ
−r ≤ ‖uλ‖∞ . (2.20)
Demostración. Ya sabemos, por el Lema 2.3, que existe una constante positiva c1 indepen-
diente de λ tal que Jλ(uλ) ≥ c1λ−rp. Teniendo en cuenta además que F (s) ≥ mı́nF > −∞











≥ pc1λ−rp + p |Ω|λmı́nF ≥ C1λ−rp,
(2.21)
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donde C1 es cierta constante positiva independiente de λ. Por tanto
ĺımλ→0 ‖uλ‖∞ = +∞. Por otro lado, de (2.2) se sigue que existe una constante positiva B2




f(uλ)uλ dx ≤ B2λ
∫
Ω








donde hemos usado el hecho de que 0 < λ < 1. Finalmente, de (2.21), (2.22) y tomando
M0 = (C1/2B2|Ω|)
1
q+1 , el lema queda probado.
Lema 2.5. Sea uλ como en el Lema 2.3. Entonces existe c3 > 0 tal que
‖uλ‖p1,p ≤ c3λ
−pr. (2.23)
para todo λ ∈ (0, λ3).






uλf(uλ) dx ≤ λ
∫
Ω











λ−rp + pλ|M ||Ω|/θ
≤ C2λ−rp.
(2.24)
Acá hemos usado 0 < λ < 1. Ahora, tomando c3 = C2θ/(θ−p) el resultado se sigue de (2.24)
y el hecho de que uλ es una solución débil de (2.1).
2.3. Prueba del Teorema 2.1
Probaremos el Teorema 2.1 por contradicción. Supongamos que existe una sucesión {λj}j ,
1 > λj > 0 para todo j, que converge a 0 y tal que para todo ı́ndice j la medida de Lebesgue
del conjunto {x ∈ Ω : uλj (x) ≤ 0}, es positiva. Llamando wj := uλj/‖uλj‖∞ vemos que
−∆p(wj) = λjf(uλj )‖uλj‖
1−p
∞ . (2.25)
De los Lemas 2.4 y 2.5 existe una constante C3 tal que
‖wj‖1,p ≤ C3. (2.26)
Por la Proposición 1.3 la sucesión {wj}j es uniformemente acotada en C1,α(Ω̄) para algún
α ∈ (0, 1). Por tanto para todo β ∈ (0, α), la sucesión {wj}j tiene una subsucesión que
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converge en C1,β0 (Ω̄). Sea w su ĺımite. Luego usando principios de comparación probaremos
que w(x) ≥ 0. En efecto, sea v0 ∈W 1,p0 (Ω) la solución de
−∆pv0 = 1 en Ω, v0 = 0 en ∂Ω. (2.27)
Sea Kj := λj mı́n{f(t); t ∈ R}‖uλj‖
1−p
∞ . Entonces la solución vj de la ecuación
−∆pvj = Kj en Ω, vj = 0 en ∂Ω, (2.28)
está dada por vj = (−Kj)1/(p−1)v0. Dado que λjf(uλj )‖uλj‖
1−p
∞ ≥ Kj , se sigue del Teorema
1.6, que wj ≥ vj . Entonces el hecho de que vj(x) → 0 cuando j → 0, implica que w(x) ≥ 0,
para todo x ∈ Ω.
Sea s > 1 tal que sq < p∗. Debido al embebimiento W 1,p0 ↪→ Lqs, a (2.2) y a los Lemas 2.4 y

























≤ Cλs+rs(p−1)−rqsj = C,
(2.29)
donde C en la anterior cadena de desigualdades a denotado distintas constantes independien-
tes de j y, sin pérdida de generalidad, hemos supuesto que ‖uλj‖∞ ≥ 1. De (2.29) vemos
que la sucesión {λjf(uλj )‖uλj‖
1−p
∞ }j es acotada en Ls(Ω). Podemos suponer entonces que
converge débilmente a cierto z ∈ Ls(Ω). Dado que ‖uλj‖
1−p
∞ λj → 0 cuando j → +∞ y f es
acotada inferiormente, z ≥ 0. Ahora, si φ ∈ C∞0 (Ω) entonces∫
Ω

























Por tanto −∆pw = z. Dado que ‖wj‖∞ = 1, w 6= 0. Debido al Teorema 1.5, w > 0 en Ω
y ∂w∂ν < 0 en ∂Ω. Aqúı
∂
∂ν denota la derivada unitaria normal exterior. Por la Proposición
5.1 (ver apéndice), dado que {wj}j converge en C1,a(Ω̄) a w, para j suficientemente grande,
wj(x) > 0 para todo x ∈ Ω . Luego uλj (x) > 0 para todo x ∈ Ω, lo cual es absurdo. Esta
contradicción prueba el Teorema 2.1.
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Caṕıtulo 3
Soluciones radiales de un sólo signo
para un problema semipositone y
p-superlineal con peso
3.1. Introducción
En este caṕıtulo se considera la existencia de soluciones radiales de un sólo signo para el
problema con valores en la frontera
−∆pu = K(‖x‖)f(u), x ∈ B1(0); u = 0, ||x|| = 1, (3.1)
donde B1(0) ⊂ RN es la bola unitaria y 2 ≤ p < N .
La existencia de soluciones radiales de un sólo signo de (3.1) es equivalente a la existencia de






′(r)) +K(r)f(u(r)) = 0, 0 < r < 1
u′(0) = 0, u(1) = 0.
(3.2)
Suponemos que la no-linealidad f satisface las siguientes hipótesis:
(F1) f : R \ {0} → R es diferenciable y localmente Lipschitz continua, f ′(t) ≥ 0 para todo
t ≤ v0 < 0 y todo t ≥ u0 > 0, donde v0 y u0 son los únicos ceros de f .
(F2) f(0−) := ĺımt→0− f(t) es un número positivo y f(0





















donde F (t) =
∫ t
0 f(s)ds.
Con respecto al peso K, supongamos que:
(K1) K ∈ C([0, 1],R+) y K es diferenciable en (0, 1).
(K2) r 7→ N + rK
′(r)
K(r) > θ, es decreciente en (0, 1) y ĺımr→0+
K′(r)
K(r) existe en R.
Se llama un peso admisible a una función que satisfaga las propiedades (K1) y (K2).
El objetivo de este caṕıtulo es probar que bajo las hipótesis (F1)–(F4) para la no-linelaidad
y (K1)–(K2) para el peso, el problema (3.2) tiene al menos dos soluciones si el peso es lo
suficientemente pequeño en un sentido que aclararemos mas adelante. De hecho una de ellas
es positiva y la otra negativa. Con el fin de probar la existencia de una solución positiva,
modificamos la no-linelaidad de la siguiente manera
f+(t) :=

f(t), si t > 0
f(0+), si t = 0
0, si t < 0.
Modificaciones similares, esta vez anulando la parte positiva de f , nos dan una solución
negativa.






′(r)) +K(r)f(u(r)) = 0, 0 < r < 1
u′(0) = 0, u(0) = α.
(3.3)
Se puede probar (ver apéndice) que este problema tiene una única solución, usualmente
denotada por u(·, α,K), la cual depende continuamente del dato inicial α.
















tN−1K(t)f(u(t))dt, 0 ≤ r ≤ 1. (3.5)
El resultado principal de este caṕıtulo es el siguiente:
Teorema 3.1. Bajo las hipótesis (F1)–(F4) y (K1)–(K2), existe un número positivo λ0 tal
que si ‖K‖∞ < λ0, entonces el problema (3.1) tiene al menos dos soluciones radiales. Más
aún, una de ellas es positiva, estrictamente decreciente y tiene derivada radial negativa en
‖x‖ = 1 y la segunda solución es negativa, estrictamente creciente y tiene derivada radial
positiva en ‖x‖ = 1.
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Este caṕıtulo está organizado de la siguiente manera: En la Sección 3.2 se presentan algunos
hechos que serán de utilidad en la prueba del Teorema 3.1, aśı como algunas consecuencias
de la Identidad de Pohozaev establecida en la Proposición 1.4. Luego, en la Sección 3.3, se
prueba el resultado principal de este caṕıtulo para lo cual se establecen previamente tres
lemas y una proposición. Finalmente, la Sección 3.4 consta de algunos ejemplos de funciones
f y K que satisfacen las condiciones (F1)–(F4) y (K1)–(K2).
3.2. Resultados preliminares
De aqúı en adelante consideramos el problema (3.2) con no-linealidad f+ en lugar de f . Sea
u1 ∈ (u0,+∞) el único cero de F+ donde F+(t) :=
∫ t
0 f



























Para α ≥ u1/k suficientemente grande, donde k está dado por (F4), existe t0 = t0(α) ∈ (0, 1)
tal que u(t0, α,K) = kα y kα ≤ u(t, α,K) ≤ α para todo t ∈ [0, t0), donde u(·, α,K) es la
única solución del problema (3.3).
Además, t0 satisface el estimativo (3.6) lo cual, en particular, muestra que t0(α)→ 0 cuando
α→ +∞. En realidad, como f+ es creciente en [u0,+∞), entonces para t ∈ [0, t0]



















































donde C1 := (p
′(1− k)Np′−1)1/p′ > 0.
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3.2.1. Algunas consecuencias de la Identidad de Pohozaev
En esta subsección presentamos algunas consecuencias de la identidad de Pohozaev estable-











Supongamos que u(·, α,K) es una solución de (3.3). Entonces la Identidad de Pohozaev
(Proposición 1.4), con s = 0 y t = t0, queda aśı:














Dado que f+ y F+ son funciones crecientes y no-negativas en el intervalo [u1,∞), entonces


























De esto y (3.6) encontramos que












Afirmamos que para cada número δ ≥ θ, existe una constante positiva Bδ, tal que
δF+(s)− N − p
p
sf+(s) ≥ −Bδ, para todo s ∈ R. (3.8)
De hecho, (F4) garantiza la existencia de Cδ > 0 el cual satisface
δF+(s)− N − p
p
sf+(s) ≥ δF+(ks)− N − p
p
sf+(s) ≥ 0,
para todo s > Cδ y todo s < 0. Por otro lado, si hacemos Mδ := sups∈[0,Cδ] |f
+(s)|, entonces
































Notemos que Bδ puede suponerse como una función creciente de la variable δ. La razón es que
si δ < δ′, entonces δ′F (ks) ≥ δF (ks) ≥ 0 para todo s ≥ Cδ ≥ u1/k, aśı que puede escogerse
Cδ ≤ Cδ′ . Con lo cualMδ ≤Mδ′ y por consiguiente Bδ ≤ Bδ′ . Ahora, reemplazando t0 por s en
la identidad de Pohozaev (4.7), usando el estimativo (3.8) con δ0 y δ1 y partiendo el intervalo
[t0, t] en A := {r ∈ [t0, t] : F+(u(r, α,K)) ≥ 0} y B := {r ∈ [t0, t] : F+(u(r, α,K)) < 0}
obtenemos
tN−1H(t, α,K)



























































Entonces llegamos al estimativo







donde hemos usado que δ1 = N (notemos que δ1 no depende de K).
3.3. Resultado principal
En esta sección probamos el teorema principal. Para lograr este objetivo establecemos tres
lemas y una proposición preliminares.
Lema 3.1. Existe un número real positivo λ2 con la siguiente propiedad. Para cualquier peso
admisible K, con ‖K‖∞ ≡ λ̄ < λ2, existe un número real α > u1/k, tal que para todo α ≥ α
y todo t ∈ [0, 1], |u(t, α,K)|p + |u′(t, α,K)|p > 0.
Demostración. Dado un peso K con las propiedades (K1) y (K2), existe α > u1/k tal que
para todo α ≥ α (
δ0F










De (3.7) y (3.9) tenemos, para t ≥ t0




























Ahora, existe λ2 > 0 tal que
CN1
Nλ(N+p)/p
− 2MNCN (1 +
N − p
Np
) > 0, (3.11)
para cada λ ∈ (0, λ2). Ahora, si el peso K además satisface ||K||∞ := λ̄ < λ2. Entonces,
de (3.10) y (3.11) tenemos H(t, α,K) > 0 para t ∈ [t0, 1]. Por tanto, para todo t ∈ [t0, 1],
|u(t, α,K)|p + |u′(t, α,K)|p > 0. Claramente, |u(t, α,K)|p + |u′(t, α,K)|p > 0 se tiene para
t ∈ [0, t0].
Lema 3.2. Existe un número real λ1 ∈ (0, λ2] con la siguiente propiedad. Para cada peso
admisible K, con λ̄ < λ1, tenemos u(t, α,K) ≥ u0 para todo t ∈ [0, 1]. Aqúı, α es un número
obtenido en el lema anterior.
Demostración. Dado un peso K, sea
t1 := sup{t ∈ [0, 1] : u(r, α,K) ≥ u0 para todo r ∈ (0, t)}.
Obsérvese que t0 pertenece al conjunto sobre el cual se tomó el supremo. Dado que f
+ es
no-negativo en el intervalo [u0,∞), vemos de (3.5), que
ϕp(u
′(t, α,K)) = −t1−N
∫ t
0
rN−1K(r)f+(u(r))dr ≤ 0, para todo t ∈ [0, t1].
Por tanto, u es decreciente en [0, t1]. Además, para todo t ∈ [0, t1],



























que si λ̄ < λ1, entonces |u′(r, α,K)| ≤ α− u0 para todo t ∈ [0, t1]. Aplicando el Teorema del
valor medio, podemos escoger un número real ξ ∈ (0, t1) tal que
u(t1, α,K)− u(0, α,K) = u′(ξ, α,K)t1 ≥ −(α− u0)t1.
Razonando por reducción al absurdo, supongamos que t1 < 1, entonces u(t1, α,K) > u0, lo
que contradice la definición de t1. Esto completa la prueba.
Lema 3.3. Para todo peso admisible K con λ̄ < λ1, existe un α1 ≥ α tal que u(t, α1,K) < 0
para algún t ∈ [0, 1].
Demostración. Razonamos por contradicción. Supongamos que existe un peso admisible K,
tal que para todo α ≥ α y todo t ∈ [0, 1], u(t, α,K) ≥ 0. Sin pérdida de generalidad podemos
suponer que u(t, α,K) > 0 para todo t ∈ [0, 1). Sea t̄ = t̄(α) el supremo del conjunto
V := {t ∈ [0, 1] : u(·, α,K) es decreciente en [0, t]}.
V es no vaćıo por que contiene a t0. Por otro lado, en vista de las desigualdades (3.7), (3.9) y
la hipótesis (F4), podemos fijar un número real α1 tal que para todo α ≥ α1 y todo t ∈ [0, 1],
tN−1H(t, α,K) > 0. Ahora, afirmamos que u′(t, α,K) 6= 0 para todo t ∈ (0, 1]. La razón
es que si u′(t1, α,K) = 0 para algún t1 ∈ (0, 1] entonces la ecuación diferencial en (3.2)
implicaŕıa que f+(u(t1, α,K)) = 0. Por tanto u(t1, α,K) = u0, pero
0 < tN−11 H(t1, α,K) = t
N
1 K(t1)F




lo cual es una contradicción. Hemos establecido aśı que si α ≥ α1 entonces t̄ = 1. Es decir,
la solución del problema de valor inicial u(·, α,K) correspondiente al dato inicial α ≥ α1 es






′) = −µϕp(v), 0 < r < ρ :=
1
p+ 1
v(0) = 1, v′(0) = 0, v(ρ) = 0, v(r) > 0 para 0 < r < ρ.
(3.12)






La hipótesis (F3) se usa ahora para asegurar la existencia de α0 > u1/k tal que
f+(x)
ϕp(x)
≥ µ/λ̄, para todo x ≥ α0. (3.13)
De las correspondientes fórmulas integrales para las soluciones u y v (ver (3.5) y (3.12))
tenemos que
[rN−1ϕp(u
′)]′ϕp(v) = −rN−1K(r)f+(u)ϕp(v), (3.14)
[rN−1ϕp(v
′)]′ϕp(u) = −µrN−1ϕp(v)ϕp(u). (3.15)
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Sea t1 el supremo del conjunto A := {t ∈ [0, ρ] : v′u(r) ≤ u′v(r)para todo r ∈ (t, ρ]}, el cual
es no vaćıo debido a que 0 < −v′u(ρ) + u′v(ρ). Ciertamente
v′u(t1) = u
′v(t1). (3.16)
Afirmamos que existe un número real t en el intervalo [t1, ρ] que satisface la desigualdad
u(t, α,K) < α0. La prueba de esta afirmación la hacemos argumentando por contradicción.
Supongamos que u(t, α,K) ≥ α0 para todo t ∈ [t1, ρ]. Integrando por partes (3.14) y (3.15),
restando las ecuaciones resultantes y teniendo en cuenta (3.16), vemos que















Dado que |u′v|(t) ≤ |uv′|(t) para todo t ∈ (t1, ρ) y p− 2 ≥ 0, entonces
|u′v|p−2(t)− |uv′|p−2(t) ≤ 0.
En consecuencia, el primer término del lado derecho de (3.17) es no-positivo. Por otro lado,





Por tanto, el segundo término del lado derecho de (3.17) es también no-positivo. Esto es
imposible dado que v′u(ρ) < 0, con lo cual la afirmación se sigue. Por tanto, u(t2, α,K) = α0
para algún t2 ∈ (0, ρ). Como α > u0 y u es decreciente, entonces
u(t, α,K) ≤ α0, para todo t ∈ [t2, 1]. (3.18)
Dado que F+ es creciente en [u0,∞) y u(t, α,K) ≥ αk > u1 para todo t ∈ [0, t0] entonces
E(t, α,K) ≥ F+(u(t, α,K)) ≥ F+(kα).
Por otro lado, para t ∈ (t0, 1], como u(t)u′(t) ≤ 0, entonces





















Luego, K(t)E(t, α,K)→ +∞ cuando α→ +∞, uniformemente en t ∈ [0, 1]. Sea α ≥ α0 tal
que
K(t)E(t, α,K) ≥ λ̄F+(α0) + (p′)p−1αp0 para todo t ∈ [0, 1].
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Teniendo en cuenta esta desigualdad, la definición de E(t, α,K) y que la relación (3.18)
implica F+(α0)− F+(u(t, α,K)) ≥ 0 para todo t en [t2, 1], tenemos
|u′(t, α,K)| ≥ p′α0, para todo t ∈ [t2, 1]. (3.19)
Definimos τ = t2 +
1
p′ y observamos que (t2, τ) ⊆ (0, 1). El Teorema del valor medio aplicado
a u en el intervalo [t2, τ ], nos lleva a la ecuación




para algún ξ ∈ (t2, τ). Como u(t2, α,K) = α0 y por (3.19) u′(ξ, α,K) 1p′ ≤ −α0, entonces
u(τ, α,K) ≤ 0, ¡absurdo!
Proposición 3.1. Bajo las hipótesis (F1)–(F4) y (K1)–(K2), existe un número positivo λ0
tal que si ‖K‖∞ < λ0 entonces el problema (3.1) tiene al menos una solución radial positiva
y decreciente, con derivada radial negativa en ‖x‖ = 1.
Demostración. Sea λ0 = λ1 del Lema 3.2 y α dado por el Lema 3.1.
Según el Lema 3.3, existe α1 > α con su correspondiente solución siendo negativa en algún
punto en [0, 1]. Sea α̃ el supremo del conjunto A definido por
{α ∈ [α, α1] : u(t, α,K) ≥ 0 para todo t ∈ [0, 1]}.
Este supremo tiene sentido porque α pertenece a A (lo cual se sigue del Lema 3.2). Debido a la
continuidad de u como función de α, A es cerrado. Luego, α̃ pertenece a A y por consiguiente
u(t, α̃,K) ≥ 0, para todo t ∈ [0, 1]. Más aún, α̃ < α1. Ahora, veremos que u(·, α̃,K) es una
solución requerida.
(i) u(t, α̃,K) > 0 para todo t ∈ [0, 1). Argumentando por contradicción, si u(τ, α̃,K) = 0
para algún τ ∈ (0, 1), entonces por el Lema 3.1, u′(τ, α̃,K) 6= 0. Luego existe un τ1 ∈ (0, 1),
tal que u(τ1, α̃,K) < 0. ¡Imposible!
(ii) u(1, α̃,K) = 0. Si u(1, α̃,K) > 0, entonces u(·, α̃,K) > 0 en el compacto [0, 1]. Dado que
u depende continuamente del dato inicial, existe algún α, α̃ < α < α1, tal que u(·, α,K) > 0
en [0, 1]. Esto contradice la definición de α̃.
(iii) u′(1, α̃,K) < 0. Debido a los pasos previos, u′(1, α̃,K) ≤ 0. Ahora, el hecho de que
u′(1, α̃,K) es distinto de cero se sigue del Lema 3.1.
(iv) La prueba de que u(·, α,K) es decreciente está contenida en la demostración del Lema
3.3.
En consecuencia la proposición está demostrada.
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Demostración del Teorema 3.1. La existencia de una solución positiva con las demás propie-
dades requeridas es consecuencia de la proposición previa. Sea
f−(t) :=

−f(−t) si t > 0
−f(0−) si t = 0
0 si t < 0.
Una aplicación directa de la Proposición 3.1 con f− nos da una solución negativa con las
propiedades deseadas.
3.4. Ejemplos
El objetivo de esta sección es exhibir algunos ejemplos de funciones f y K que satisfacen las
condiciones (F1)–(F4) y (K1)–(K2).
Ejemplo 1. Sea
f(t) :=
tq − tq−1 − 1 si t > 01 + (−t)q−1 − (−t)q si t < 0,
donde 1 < q < p < q + 1 < p∗ := NpN−p y K cualquier peso constante positivo. Escogiendo
(N−p)(q+1)








Por tanto, para todo δ ≥ θ y α grande




















De lo cual se sigue (F4).
Si consideramos la misma no-linealidad f con 1 < q < p < q + 1 < (N−1)pN−p y K(r) = εe
−r,
donde ε > 0 es fijo y escogemos (N−p)(q+1)p < θ < N − 1, podemos encontrar k ∈ (0, 1) tal
que (3.20) se tiene y por tanto se sigue (F4). Dado que N + rK
′(r)
K(r) = N − r ≥ N − 1 > θ,
obtenemos (K2).
Ejemplo 2. Otro ejemplo está dado por f(t) = tq ln t−1 para t > 0 y f(t) = 1− (−t)q ln(−t)
para t < 0, donde 2 < p < q+1 < p∗ y K cualquier peso positivo constante. Razonando como
antes podemos mostrar que se satisfacen las condiciones (F1)–(F4) y (K1)–(K2). Suponiendo
que p < q+ 1 < (N−1)pN−p , como antes K(r) = εe
−r, donde ε > 0 esta fijo, es un peso admisible.
23
Caṕıtulo 4
No existencia de solución radial




Considérese la no-existencia de soluciones radiales positivas del problema
−∆pu = w(‖x‖)f(u) en B1(0), u = 0 en ∂B1(0), (4.1)
donde B1(0) es la bola unitaria en RN y 2 ≤ p < N . En el caso p = 2 debe hacerse
una restricción adicional sobre el peso, en realidad para este caso sólo consideramos pesos
constantes.




= −rnw(r)f(u), 0 < r < 1, u′(0) = 0, u(1) = 0, (4.2)
donde r = ||x||, n := N − 1 y ′ = ddr . La ecuación diferencial en el problema anterior es
equivalente a
(p− 1)
∣∣u′∣∣p−2 u′′ + n
r
∣∣u′∣∣p−2 u′ + w(r)f(u) = 0, 0 < r < 1. (4.3)
Supongamos que la no-linealidad satisface las siguientes hipótesis.
(F̂1) f : [0,∞) −→ R es una función continua con exactamente tres ceros 0 < β1 < β2 < β3.
(F̂2) f(0) < 0 y f es creciente a partir de β3.
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(F̂3) Sea F (t) :=
∫ t
0 f(s)ds. Entonces, β3 < θ1 donde θ1 es el único cero positivo de F .
Fijemos β3 < γ < θ1. Diremos que una función, w, es un peso admisible si satisface las
siguientes condiciones.
(w1) w : [0, 1] −→ (0,∞) es continua y diferenciable en (0, 1).
(w2) w̃(r) := N + rw
′(r)
w(r) está definida a.e. en [0, 1].
(w3) Sean η := sup w̃, η := ı́nf w̃, λ := máx w, λ := mı́n w y C̃λ := λ/λ, números reales










f(s)s ≤ C̃λF (γ), para s ≥ θ1. (4.5)
Para cada T > 0 fijo considérese la clase de pesos
C(T ) :=
{
w : w es un peso admisible, η > 0 y C̃λ ≤ T
}
.
Nótese que esta clase contiene pesos admisibles tales que λ/λ es acotado.
Los resultados principales de este caṕıtulo son los siguientes:
Teorema 4.1. Supongamos las hipótesis (F̂1)-(F̂3). Entonces para cada T > 0 existe un
número real positivo λ0 con la siguiente propiedad: Si w ∈ C(T ) y λ ≥ λ0, entonces el
problema (4.1) no tiene solución radial positiva.
Un segundo teorema se obtiene cuando p = 2 y w es constante.
Teorema 4.2. Sea Ω = B1(0). Si p = 2 < N, w ≡ λ y f satisface (F̂2), (F̂3),
F (s)− N − 2
2N
f(s)s ≤ F (γ) ∀ s ≥ γ, para algún γ ∈ (β3, θ1), (4.6)
(F1)′ f : [0,∞) −→ R pertenece a C1 con exactamente tres ceros 0 < β1 < β2 < β3,
Entonces existe λ0 > 0 tal que el problema (4.1) no tiene solución radial positiva u ∈ C2(Ω̄)
cuando λ > λ0.
Este caṕıtulo está organizado aśı: En la Sección 4.2 se muestran algunos lemas técnicos que
serán piezas clave en la Sección 4.3 para probar los Teoremas 4.1 y 4.2. La Sección 4.3 contiene
la prueba del Teorema 4.1 y la prueba del Teorema 4.2. En realidad esta última prueba es
sólo una ligera modificación de la prueba del Teorema 4.1. Finalmente, en la Sección 4.4,




En esta sección se supone que existe una solución radial positiva C1 del problema (4.2) (si
existiera), la cual denotamos por u(·,w). Diremos que u es una solución si r 7→ rnϕp(u′) ∈ C1.
Lema 4.1. Sea 2 < p < N . Si u(0,w) > β3, entonces u(·,w) es decreciente en [0, 1].
Demostración. Notemos que debido a la ecuación diferencial (4.3), si u′(r,w) = 0 para algún
0 < r < 1 entonces u(r,w) ∈ {β1, β2, β3}.
Dado que u(0,w) > β3 entonces definimos t3(w) = t3 := mı́n {r ∈ [0, 1] : u(r,w) = β3}. Por
el Teorema del valor medio, u′(ξ,w) < 0 para algún ξ ∈ (0, t3). Dado que u′(·,w) no puede
cambiar de signo en este intervalo entonces u(·,w) es decreciente alĺı.
Ahora afirmamos que u(r,w) ≤ β3 para todo r ≥ t3 . En realidad, si u(r1,w) > β3 para
algún r1 ∈ (t3, 1) entonces existiŕıa un intervalo [r2, r3] ⊆ [t3, 1) tal que u(r,w) > β3 para
todo r ∈ (r2, r3) y u(r2,w) = u(r3,w) = β3. De nuevo, el Teorema del valor medio implicaŕıa
que u′(ξ0,w) = 0 para algún ξ0 ∈ (r2, r3). Por tanto u(ξ0,w) ∈ {β1, β2, β3}, lo cual es una
contradicción y la afirmación queda probada.
Sea t2 := t2(w) := mı́n {r ∈ (t3, 1] : u(r,w) = β2}. Entonces el mismo argumento de arriba
muestra que u(·,w) es decreciente en el intervalo [t3, t2].
A continuación vemos que para todo r ∈ [t2, 1), u(r,w) ≤ β2. Supongamos, por el contrario,
que existe un r1 ∈ (t2, 1) tal que u(r1,w) > β2. Entonces podemos encontrar un intervalo
[r2, r3] ⊆ [t2, 1) tal que u(r,w) > β2 para todo r ∈ (r2, r3) y u(r2,w) = u(r3,w) = β2. La
función v(r,w) := u(r,w)− β2 satisface
−∆p(v) = w(r)f(u), en (r2, r3); v(r2) = v(r3) = 0.
Puesto que u(·,w) ∈ [β2, β3] en (r2, r3) entonces w(r)f(u(r)) ≤ 0. Por consiguiente, el Prin-
cipio de comparación débil, Teorema 1.6, nos lleva a que v(r,w) ≤ 0 para todo r ∈ (r2, r3).
Pero esto significa que u(r,w) ≤ β2 para r en este intervalo, ¡absurdo!
Sea ahora t1 := t1(w) := mı́n {r ∈ (t2, 1] : u(r,w) = β1}. Entonces, el mismo argumento
usado arriba, es decir, usando el Teorema del valor medio, muestra que u(·,w) es decreciente
en [t2, t1]. Afirmamos que para todo r ≥ t1, u(r,w) ≤ β1. Argumentando por contradicción, si
existiera algún r1 ∈ (t1, 1) tal que u(r1,w) > β1 entonces esto forzaŕıa a que u(r,w) ≥ β1 para
todo r ∈ (t1, r1), de lo contrario existiŕıa r0 ∈ (t1, r1) con u(r0,w) < β1 y u′(r0,w) = 0. Por
tanto u(r0,w) ∈ {β1, β2, β3}, lo cual no puede ser. En consecuencia existiŕıa un γ0 ∈ (β1, β2)
tal que β1 ≤ u(r) < γ0 en alguna vecindad (r2, r3) de t1 y u(r2) = u(r3) = γ0. Entonces
w(r,w) := u(r,w)− γ0 satisfaŕıa
−∆p(w) = w(r)f(u(r)), en (r2, r3); w(r2) = w(r3) = 0.
Dado el comportamiento de u(·,w) en (r2, r3), f(u(r)) ≥ 0. Usando otra vez el Principio de
comparación citado anteriormente deducimos que w(r,w) ≥ 0, esto es, u(r,w) ≥ γ0 para
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todo r ∈ (r2, r3). Esta contradicción muestra la afirmación.
Finalmente, usando el Teorema del valor medio como antes se sigue que u(·,w) es decreciente
en [t1, 1]. Luego, el lema queda probado.
Nota 4.1. Si p = 2 la demostración previa no funciona, ya que en este caso u′(r,w) = 0 para
algún 0 < r < 1 no implica u(r,w) ∈ {β1, β2, β3} (obsérvese la ecuación diferencial (4.3)).
No obstante, es bien sabido que cuando p = 2, w ≡ λ (constante) y f ∈ C1, una solución
regular positiva resulta ser radialmente simétrica y decreciente (véase [21]).





+ F (u (t,w)) .
Además








Con esto, la Identidad de Pohozaev (Proposición 1.4) es


























puesto que η > 0 y p < N . En consecuencia la enerǵıa es una función decreciente de la
variable r. Por tanto E(r,w) ≥ E(1,w) = |u
′(1,w)|p
p′w(1) ≥ 0 para todo r ∈ [0, 1]. En particular
E(0,w) = F (u(0,w)) ≥ 0. Luego u(0,w) ≥ θ1. Aśı, en vista de (F3) y el lema previo, cada
solución positiva de nuestro problema es decreciente si p > 2.
Lema 4.2. Sea u(·,w) una solución positiva del problema (4.2) y sea tγ = tγ(w) el único
número en [0, 1] tal que u(tγ ,w) = γ. Entonces existe una constante C independiente de w
tal que |u′(tγ ,w)| tγ ≤ C.
Demostración. Usando la indentidad de Pohozaev (ver (4.7)) con s = 0 y t = tγ tenemos que
tnγ
∣∣u′(tγ ,w)∣∣p−1 [ tγ
p′













dr − tNγ w(tγ)F (γ).
(4.8)
Ahora, de (4.4) y (4.5) tenemos para todo r ∈ [0, tγ ],
w̃(r)F (u)− N − p
p
f(u)u ≤ NC̃λF (γ).
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Teniendo en cuenta que 0 < w(tγ) ≤ C̃λw(r) para todo r ∈ [0, tγ ] (de hecho esto es cierto
para todo r ∈ [0, 1]), F (γ) < 0 y la última desigualdad, tenemos
rnw(r)
(













dr ≤ F (γ)w(tγ)tNγ .
Luego, de (4.8),
tnγ
∣∣u′(tγ ,w)∣∣p−1 [ tγ
p′








∣∣u′(tγ ,w)∣∣ ≤ N − p
p
γ.
De esto, el lema se sigue.
Lema 4.3. Sea α ∈ (0, β1) fijo y sea b = b(w, α) el único número en (0, 1) tal que u(b,w) = α.
Entonces b(w, α)→ 1 cuando λ→∞.
Demostración. Integrando la ecuación en (4.2) sobre [b, 1] obtenemos
ϕp(u











donde −K = −K(α) := máx {f(s) : s ∈ [0, α]} < 0. Multiplicando la ecuación diferencial en
(4.2) por rmu′, con n + m := np′, e integrando por partes el lado izquierdo de la ecuación
que resulta, obtenemos
bn+m












Ahora, integrando por partes el lado derecho de la última ecuación, lo podemos estimar como∫ 1
b















Este estimativo es debido al hecho de que F (α) ≤ F (u(r)) para todo r ∈ (b, 1) y el supuesto
de que w̃ es positivo, lo cual implica que [rn+mw(r)]
′
> 0. En consecuencia,
bn+m














∣∣u′∣∣p−1 [mu′(r) + ru′′(r)] dr,
(4.10)
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donde hemos notado que u′(r) ≤ 0 para todo r ∈ [b, 1]. Por otro lado, de (4.3) y
M = M(α) := máxs∈[0,α] |f(s)| > 0, tenemos para todo r ∈ [b, 1]
(p− 1)
∣∣u′∣∣p−2 u′′ + n
r
∣∣u′∣∣p−2 u′ = −w(r)f(u) = w(r) |f(u)| ≤ λM.




Por tanto, de (4.10),
bn+m
∣∣u′∣∣p − ∣∣u′( 1)|p


















donde C0 = C0(α) > 0. Ahora, de (4.9) y teniendo en cuenta que u
′ ≤ 0,
0 < bnp
′ ∣∣u′(b)∣∣p − ∣∣u′(1)∣∣p . (4.12)
Luego, combinando (4.11) y (4.12),
0 < bnp
′ ∣∣u′( b)|p − ∣∣u′( 1)|p ≤ C0λ.







































donde T > 0 verifica λ/λ ≤ T. El Lema se sigue.
4.3. Prueba de los resultados principales
Prueba del teorema 4.1. Razonemos por contradicción. Por tanto existen un T > 0 y una
sucesión de pesos admisibles {wm}∞m=1 con λm := ‖wm‖∞ −→ +∞ cuando m→∞ y tal que
para todo m el problema (4.1) tiene una solución radial positiva u(·,wm). Si suponemos que
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existe una constante positiva L tal que tγ(m) := tγ(wm) ≥ L para todo m suficientemente
grande, entonces del Lema 4.2, |u′(tγ(m),wm)| ≤ CL =: C1, donde C es independiente del




















Luego, 0 ≤ ĺım supm→∞E(tγ(m),wm) ≤ F (γ) < 0, lo cual es absurdo. En consecuencia
alguna subsucesión de {tγ(m)}∞m=1 (la cual denotaremos de la misma manera) converge a
cero. Fijemos 0 < α < β1 y definamos bm = b(wm) igual que en el Lema 4.3. Entonces en
virtud de ese lema podemos escoger un k > 0 de tal manera que para todo m ≥ k, tγ(m) < 14
y 34 < bm. Sea L̃ := máxs∈[α,γ] F (s) < 0. Por tanto, existe un ξm ∈ (tγ(m), bm) tal que∣∣u′(ξm,wm)∣∣ = |u(tγ(m),wm)− u(bm,wm)||tγ(m)− bm| ≤ 2 (γ + α) =: µ > 0.
Luego, teniendo en cuenta que u(·,wm) es decreciente, tenemos α ≤ u(r,wm) ≤ γ para todo

















Por tanto, 0 ≤ ĺım supm→∞E(ξm,wm) ≤ L̃ < 0. Esto es una contradicción y aśı el teorema
queda probado.
Prueba del Teorema 4.2. Supóngase por el contrario que existe una sucesión λm → ∞ y
soluciones positivas um ∈ C2(Ω̄) del problema
∆u+ λf(u) = 0, en Ω; u = 0 en ∂Ω.
Un célebre resultado en [21] (véase Nota 4.1) implica que um es radialmente simétrica y
decreciente. Ahora, después de una lectura detallada de las pruebas de los Lemas 4.2 y 4.3,
puede verse que sus conclusiones se tienen para p = 2. En este caso debemos usar las hipótesis
(4.6). La prueba sigue los mismos argumentos como en la prueba del Teorema (4.1).
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4.4. Ejemplos
En esta sección exhibimos una no-linealidad f y varios pesos w, que satisfacen todas las
condiciones. Primero consideramos un peso constante.
Ejemplo 1. Sea g : [0, 3]→ R definido por g(t) = (t− 1)(t− 2)(t− 3). Sea
f (t) :=
{
g (t) si 0 ≤ t ≤ 3
(t− 3)q si t > 3,








2 − 6t < 0 para todo t ∈ [0, 3]. Entonces tenemos β3 = 3 y
4 = θ1 > β3. Más aún, un cómputo simple muestra
F (t) = F (γ) +
1
q + 1
[(t− 3)q+1 − (γ − 3)q+1], para todo t ≥ γ, (4.13)
donde γ es un número fijo entre β3 y θ1. Definimos la familia de pesos constantes wλ ≡ λ > 0,






F (t)− F (γ) = (t− 3)








, para todo t ≥ γ.
Esto nos da (4.4) y (4.5). En consecuencia, existe λ0 > 0 tal que para todo λ > λ0, el pro-
blema (4.2) no tiene solución radial positiva.
Ejemplo 2. Para un segundo ejemplo, definamos para cada λ ≥ 1, wλ(r) := λ+ r. Entonces
w̃λ(r) = N+
r
λ+r , C̃λ =
λ+1
λ , η = N and η = N+
1
λ+1 . Primero que todo notemos que debido


































N(λ+ 1)(q + 1)
> 0.
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En este caṕıtulo establecemos tanto la Proposición 5.1, la cual fue usada en la prueba del
teorema principal del caṕıtulo 2, como la existencia local de solución del problema (3.3).
Proposición 5.1. Supongamos que w ∈ C1,α(Ω̄) es una función positiva tal que ∂w∂ν (x) < 0
y w(x) = 0 para todo x ∈ ∂Ω. Sea {wj}j una sucesión en C
1,α(Ω̄) tal que wj(x) = 0 para
x ∈ ∂Ω y la cual converge a w en C1,α(Ω̄). Entonces para j suficientemente grande, wj es
positiva en Ω.
Demostración. Primero veamos que existen un abierto Ω1 ⊂⊂ Ω y un ε > 0 tales que
|∇w(x)| > ε para todo x ∈ Ω r Ω̄1. Sea x ∈ ∂Ω, entonces ∇w(x) 6= 0 pues ∂w∂ν (x) < 0.
Como ∇w es una función continua existe una vecindad B(x, δ(x)) de x tal que ∇w(y) 6= 0
para todo y ∈ B(x, δ(x))∩Ω. La colección {B(x, δ(x)/2)∩∂Ω}x∈∂Ω es un cubrimiento abierto
para ∂Ω. Sea {B(x, δ(xi)/2) ∩ ∂Ω}li=1 un subcubrimiento finito para ∂Ω debido a su com-
pacidad. Haciendo U := ∪li=1B(xi, δ(xi)/2) ∩ Ω, tenemos ∇w(y) 6= 0 para todo y ∈ Ω r Ω1
donde Ω1 := Ω r Ū . Por consiguiente para todo x ∈ Ω r Ω1 se tiene que
|∇w(x)| ≥ mı́n
y∈ΩrΩ1
|∇w(y)| =: ε > 0.
El segundo paso es probar que existe un j suficientemente grande tal que wj(x) > 0 para
todo x ∈ Ω̄1. Sean ε1 := mı́n{mı́nx∈Ω̄1 w(x), ε} > 0 y j tal que ‖w − wj‖C1,α(Ω) <
ε1
2 . En
particular para todo x ∈ Ω̄1, − ε12 < wj(x) − w(x). Por tanto
ε1
2 ≤ w(x) −
ε1
2 < wj(x) para
todo x ∈ Ω̄1.
Finalmente, sólo falta ver que wj(x) > 0 para todo x ∈ Ω r Ω̄1. Si esto no fuera cierto,
entonces wj tendŕıa un mı́nimo en Ωr Ω̄1. Sea x1 un punto de mı́nimo, por tando tendŕıamos
∇wj(x1) = 0. Pero entonces dado que
∑N
k=1 |∂kw(x)− ∂kwj(x)| <
ε1
2 para todo x ∈ Ω, en
particular tendŕıamos
∑N




Proposición 5.2. Sean p ≥ 2, α > 4u1/3 y K un peso que satisfaga las propiedades (K1) y
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(K2) del Caṕıtulo 3. Existe un número real positivo ε tal que (3.3) tiene una única solución
u(·, α,K) en el intervalo [0, ε].
Demostración. Para ε > 0 y R = α/4, sea Y := {u ∈ C([0, ε] : R) : ‖u − α‖∞ ≤ R}.











dr, 0 ≤ s ≤ ε.
Esta definición es sugerida por (3.4). T está bien definido si ε es suficientemente pequeño,
dado que f es Lipschitz continua en [3α/4, 5α/4]. Veremos que T es una contracción. Sean


































Supongamos sin pérdida de generalidad que
∫ r
0 t





N ≤ ξr. Como p′ − 2 ≤ 0,
|ξr|p














′−1dr < Lα‖u− v‖∞,
donde Lα < 1 y Cα es una constante apropiada. Por tanto, T es una contracción. Luego T
tiene un único punto fijo, el cual es la única solución local del PVI (3.3).
Ahora nuestro objetivo es extender esta solución al intervalo [0, 1].
Lema 5.1. Supongamos que u(·, α,K) es una solución de (3.3), restringida a un intervalo
[0, ε). Suponga que ĺım supt→ε− |u(t, α,K)| <∞. Entonces, existe un número positivo ε̄ y una
función ū(·, α,K) : [0, ε+ ε̄)→ R, que resuelve el PVI y tal que ū|[0,ε) ≡ u.
Demostración. Sea {tn}n ⊆ [0, ε) una sucesión creciente tal que tn → ε. Entonces, para
n < m tenemos










ϕp′(r)dr ≤ C|tm − tn|,
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para alguna constante C. Aqúı hemos usado que |u(·, α,K)| es acotada en [0, ε) ya que
ĺım supt→ε− |u(t, α,K)| < ∞. Esta cadena de desigualdades muestra que {u(tn, α,K)}n es
una sucesión de Cauchy. Por tanto, podemos definir u(ε, α,K) := ĺımn→∞ u(tn, α,K). Por
otro lado




≤M |tm − tn|,
dondeM es una constante apropiada. Luego, {tN−1n ϕp(u′(tn, α,K))}n es convergente y aśı mismo







′(r)) +K(r)f(ū) = 0, ε < r < ε+ ε̃
ū′(ε) = u′(ε), ū(ε) = u(ε),
para ε̃ pequeño. Procediendo en la misma manera como lo hicimos con el anterior PVI,
podemos establecer la existencia y unicidad de solución del problema en el intervalo. [0, ε+ ε̄).
Debido a las propiedades de unicidad, ū|[0,ε) ≡ u.
Lema 5.2. La solución local del PVI puede extenderse a [0, 1].
Demostración. Razonamos por contradicción. Como consecuencia del Lema anterior si u(·, α,K)
no puede extenderse entonces explota, esto es, hay una sucesión {tn}n tal que
ĺımn→∞ u(tn, α,K) = +∞. Por el Teorema del valor medio, sin pérdida de generalidad po-
demos suponer que ĺımn→∞ u
′(tn, α,K) = +∞. De la definición de enerǵıa obtenemos
∂
∂t











E(t, α,K) ≤ E(0, α,K) = F (α),
lo cual es una contradicción pues ĺımn→∞ u(tn, α,K) = +∞.
La dependencia continua de u(·, α,K) con respecto a α es consecuencia del estimativo
|u(t, α1,K)− u(t, α2,K)| ≤ |α1 − α2|+ Lα‖u(·, α1,K)− u(·, α2,K)‖∞,
para todo t ∈ [0, 1]. Aśı
(1− Lα)‖u(·, α1,K)− u(·, α2,K)‖∞ ≤ |α1 − α2|.
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