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De nos jours, les objets virtuels sont devenus omniprésents. On les trouve dans de
nombreux domaines comme le divertissement (cinéma, jeux vidéo, etc.), la concep-
tion assistée par ordinateur ou encore la réalité virtuelle. Nous nous intéressons en
particulier à la modélisation d’objets 3D dans le domaine de la création artistique.
Ici, la création d’images riches nécessite de faire appel à des modèles très détaillés et
donc extrêmement complexes.
Les surfaces de subdivision, traditionnellement utilisées dans ces domaines, voient
leur complexité croître rapidement lorsqu’on ajoute des détails, et la gestion de la
connectivité du maillage de contrôle devient trop contraignante. Une approche stan-
dard pour gérer la complexité de tels modèles est d’utiliser des représentations dif-
férentes pour la forme générale de la surface et les détails. Cependant, ces détails
sont représentés par des cartes matricielles qui ne possèdent pas la plupart des avan-
tages des représentations vectorielles, et cela complexifie certaines tâches, comme par
exemple l’animation.
Dans cette thèse, nous proposons deux nouvelles représentations vectorielles, la
première pour les surfaces de base, la deuxième pour les détails. Nous utilisons pour
cette dernière une représentation vectorielle appelée images de diffusion permettant
de créer des variations lisses à l’aide d’un ensemble réduit de contraintes. Cela nous
permet de représenter aussi bien la géométrie que la couleur ou d’autres paramètres
nécessaires au rendu de façon purement vectoriel, en conservant des contrôles de haut
niveau.
Notre première contribution est une représentation de surfaces, baptisée LS3,
issue de la combinaison entre surfaces de subdivision et point set surfaces. Cette
approche réduit notablement les artefacts des surfaces de subdivision aux alentours de
sommets dits extraordinaires, qui sont connus pour poser problème. Nous présentons
une analyse numérique des propriétés de ces surfaces, qui tend à montrer que du
point de vue de la continuité elles se comportent au moins aussi bien que les schémas
de subdivision linéaires traditionnels.
Notre deuxième contribution est un solveur pour les images de diffusion dont
le principal avantage est de produire en sortie une autre représentation vectorielle
légère et très rapide à évaluer. Nous illustrons la force de note solveur sur de nombreux
exemples difficiles ou impossibles à réaliser avec les méthodes précédentes.
Pour conclure, nous montrons comment combiner nos deux contributions pour
obtenir une représentation de surface entièrement vectorielle capable de représenter
des détails sans avoir à manipuler la connectivité d’un maillage.
Mots clefs : Modélisation géométrique, surfaces de sudivision, dessin vectoriel
LaBRI Centre de Recherche
(UMR CNRS 5800) Inria Bordeaux
351, cours de la Libération 200 av. de la Vielle Tour




Hybrid representation for interactive
geometric modeling
Abstract
Nowadays, virtual objects have become omnipresent. We can find them in various
domains such as entertainment (movies, video games, etc.), computer-aided design
or virtual reality. Our main focus in this document is the modeling of 3D objects in
the domain of artistic creation, where rich images creation requires highly detailed
and complex models.
Subdivision surfaces, the most used surface representation in this domain, quickly
become very dense as the user add details, and manual handling of the connectivity
becomes too cumbersome. A standard approach to handle the complexity of such
models is to separate the overall shape of the surface and the details. Although, these
detail maps are often stored in bitmap images that does not provide the advantages
of vectorial representation, which complicate some tasks, like animation.
In this document, we present two new vectorial representations : the first one
for the base surface, the second one for the detail maps. For the later, we use a
vectorial representation called diffusion images that allow to create smooth or sharp
variations from a small set of constraints. This enables us to represent geometry as
well as color or any other parameter required for rendering, while keeping high-level
controls.
Our first contribution is a surface representation, called LS3, based on the combi-
nation of subdivision surfaces and point set surfaces. This approach reduces notably
artifacts that subdivision surfaces produce around so called extraordinary vertices.
We also present a numerical analysis of the mathematical properties of these surfaces,
that show that they behave at least as well as classical subdivision schemes.
Our second contribution is a solver for diffusion images that has the particularity
to produce as output a denser vectorial representation which is light and fast to
evaluate. We show the advantages of this approach on several examples that would
be hard or impossible to produce with former methods.
To conclude, we show how these two contributions can be used together to obtain
a fully vectorial surface representation able to produce detailed surfaces without
needing to deal with complex connectivity.
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De nos jours, les objets virtuels sont devenus omniprésents. Largement
utilisés pour le divertissement, par exemple pour la création d’eﬀets spéciaux,
de ﬁlms d’animations ou de jeux vidéo, ils sont aussi utilisés dans d’autres
domaines comme la conception assistée par ordinateur (CAO), l’architecture,
l’archéologie, la réalité virtuelle et la publicité. Avec la montée en puissance
des ordinateurs, les objets virtuels deviennent de plus en plus complexes. Cela
pose de nombreuses questions : comment acquérir de tels objets, les éditer, les
transmettre ou encore les restituer ?
Nous nous intéressons en particulier à la création et à l’édition d’objets
3D qui trouvent de nombreuses applications, comme la conception d’objets
complexes (carrosseries, fuselages), la création d’images de synthèse de haute
qualité ou la conception de mondes virtuels. Dans toutes ces applications, se
pose la question fondamentale de la représentation numériques de ces objets
3D. D’une manière générale, il n’y a pas de représentation idéale convenant à
toutes les situations, et des compromis doivent être faits entre précision, qualité
et facilité de manipulation. Pour la création de formes 3D, les objets sont le
plus souvent représentés par leur surface déﬁnissant l’interface entre le volume
de l’objet et l’extérieur. Dans le monde de la CAO, il existe généralement de
fortes contraintes sur la qualité des surfaces générées qui doivent présenter
un haut degré de lisseur, être manufacturables, satisfaire certaines contraintes
mécaniques, tout en permettant la représentation exacte de certaines formes
comme des portions cylindriques ou sphériques.
Dans le domaine de la création artistique, les contraintes qualitatives sont
moins fortes : les modèles doivent seulement permettre de synthétiser des
images de haute qualité sans artefact visible. En revanche, aﬁn de produire
des images riches, il est nécessaire de faire appel à des modèles très détaillés
et donc extrêmement complexes. Par exemple, il est possible de trouver des
modèles de personnages modélisés intégralement jusqu’à des détails extrême-
ment ﬁns, comme des rides ou le grain de la peau. Créer et éditer des surfaces
d’une telle complexité nécessite des représentations et des outils adaptés. En
pratique, la facilité d’utilisation des outils permettant de manipuler les sur-
faces est ici primordiale, car cela permet aux artistes de créer des modèles 3D
plus complexes tout en étant plus productifs, ce qui a un impact direct sur la
qualité et le coût des productions.
Dans cette thèse, nous nous intéressons particulièrement aux représenta-
tions dédiées à la création artistique permettant de modéliser des objets riches.
Représentations des objets 3D
Les grilles de voxels font partie des représentations d’objets 3D les plus
simples. Elles sont similaires aux images matricielles mais en trois dimen-
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sions : il s’agit de grilles régulières dont chacune des cellules, appelées voxels,
contiennent des informations comme une couleur, un booléen ou autre sui-
vant l’application. Si ce type de représentations fonctionne bien en 2D, car
il s’agit du format natif de la plupart des dispositifs de restitution (écrans,
imprimantes, etc.) et que le coût en mémoire reste raisonnable, ce n’est pas le
cas pour la 3D.
Des représentations continues et vectorielles sont donc largement préfé-
rables, notamment parce qu’il est possible de les visualiser de diﬀérents points
de vue et à diﬀérents niveaux de zooms sans artefact. Nous qualiﬁons de vecto-
rielles, des représentations légères en mémoire, indépendantes de la résolution
du dispositif sur lequel elle sont restituées et éditables directement. Ces re-
présentations sont basées sur des primitives déﬁnissant des surfaces à l’aide
de modèles mathématiques. Ces primitives sont le plus souvent elles-mêmes
contrôlées par un ensemble de points de contrôle connectés les uns aux autres.
Là encore, un parallèle peut être fait avec les représentations d’images 2D,
puisque cette façon de représenter des surfaces est très similaire au dessin
vectoriel où des formes sont décrites à l’aide de courbes les délimitant et de
primitives de remplissage. Cette façon de représenter des images se retrouve
dans des nombreuses applications graphiques 2D à but artistique comme Adobe
Illustrator, Adobe Flash ou Inkscape, dans les suites de bureautique comme
OpenOﬃce, ou tout simplement dans les formats de ﬁcher décrivant des docu-
ments tel que PDF, Postscript ou SVG.
Les maillages polygonaux sont des représentations vectorielles très simples
composées d’un ensemble de sommets reliés par des faces. Par exemple, avec
cinq sommets, quatre faces triangulaires et une carrée, il est possible de repré-
senter exactement une pyramide. Cependant, cette méthode n’approche des
surfaces lisses qu’au coût d’un nombre élevé de polygones. Les surfaces para-
métriques résolvent ce problème en associant à un point dans un espace para-
métrique de dimension deux une position dans l’espace. Mathématiquement,
ces représentations sont similaires aux représentations des courbes utilisées en
dessin vectoriel. Les plus connues sont les surfaces de Bézier, les B-splines ou
les NURBS [Farin, 2002]. Cependant, de par leur paramétrisation, ces repré-
sentations ne sont capables de représenter que des surfaces homéomorphes à un
plan, ce qui s’avère très contraignant en pratique d’autant plus que la structure
des points de contrôle de la surface est régulière. Il est possible d’assembler plu-
sieurs patchs paramétriques pour représenter des topologies arbitraires, mais
assurer la continuité à leurs jonctions s’avère particulièrement diﬃcile.
Ces limitations ont conduit à la naissance de représentations plus souples.
Notamment, les surfaces de subdivision permettent de créer des surfaces lisses à
partir de maillages polygonaux avec une connectivité arbitraire. Ces représen-




Découplage surface-détails. Avec les approches précédentes, le nombre
de points de contrôle du maillage reste directement corrélé avec la quantité de
détails à représenter. Aujourd’hui, il est possible d’aﬃcher en temps réel des
modèles composés de plusieurs millions de points de contrôle. À ce niveau de
détails, les informations chromatiques peuvent généralement être corrélées avec
la géométrie ce qui a motivé des représentations sans connectivité s’appuyant
sur un simple nuage de points [Grossman et Dally, 1998; Zwicker et al., 2001;
Gross et Pﬁster, 2007]. En revanche, d’un point de vue de la manipulation
de ces surfaces, il n’est plus envisageable de manipuler les points de contrôle
manuellement à cause de leur trop grand nombre ; l’édition passe alors par
l’utilisation d’outils de plus haut niveau modiﬁant plusieurs primitives à la
fois, et qui peuvent, au besoin, mettre à jour la densité et la connectivité.
On peut citer plusieurs exemples, comme les logiciels zBrush ou Sculptris, ou
encore les travaux de Zwicker et al. et ceux de Stanculescu et al.. Ces outils
ressemblent généralement beaucoup aux outils de peinture utilisés dans les
logiciels d’édition d’images matricielles : la surface est “sculptée” à l’aide de
diﬀérentes “brosses”. Clairement, d’un point de vue de l’édition, ces surfaces ne
possèdent plus la majorité des propriétés des représentations vectorielles qui
nous intéressent.
Une approche standard pour gérer la complexité de tels modèles est d’uti-
liser des représentations diﬀérentes pour la forme générale de la surface et les
détails. Les détails eux-mêmes sont souvent avantageusement séparés en diﬀé-
rentes couches correspondant à diﬀérentes fréquences : carte de déplacement
permettant d’ajouter des détails géométriques, carte de normale pour donner
l’illusion de micro-détails, plus diﬀérentes cartes contenant les paramètres des
matériaux (couleur, brillance, etc.). C’est dans ce cadre que se situent nos
travaux.
Représentation de la surface de base. Les surfaces de base étant a priori
relativement simples, elles peuvent être représentées à l’aide de surfaces de sub-
division tout en maintenant un nombre réduit de points de contrôle. Techni-
quement, les surfaces de subdivision sont souvent conçues pour représenter des
surfaces box-splines lorsque le maillage est régulier, mais elles permettent en
plus de gérer les sommets irréguliers. Cela constitue l’une des principales forces
des surfaces de subdivision, mais également la principale limitation puisqu’ils
sont sources de nombreux artefacts. Ces défauts peuvent être masqués manuel-
lement par les graphistes expérimentés, mais cela complique l’utilisation des
surfaces de subdivision.
Les surfaces implicites sont une alternative aux représentations paramé-
triques. Elles sont déﬁnies par l’ensemble des points x satisfaisant une équation
de la forme f(x) = 0, où f est une fonction de potentiel f : R3 → R [Wyvill
et al., 1986; Max, 1983; Blinn, 1982; Bloomenthal et Wyvill, 1997]. Dans l’idéal,
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f déﬁnie un champ de distance signé, ce qui permet de facilement diﬀérencier
l’intérieur de la surfaces (f < 0), de l’extérieur (f > 0). Le principal avantage
de ces représentations est la facilité avec laquelle des opérations booléennes
ou de mélanges sophistiqués peuvent être réalisées[Wyvill et al., 1999; Barthe
et al., 2003; Bernhardt et al., 2010]. De plus, les surfaces produites sont sou-
vent très lisses. Toute la diﬃculté ici est de proposer une méthode simple et
intuitive permettant de déﬁnir et manipuler la fonction de potentiel f .
Une approche intéressante consiste à construire f de telle sorte que la sur-
face implicite correspondante passe à proximité des sommets d’un nuage de
points donné en entrée. Il s’agit de représentations semi-implicites puisque la
surface approche un nuage de points qui lui est explicite. Cela inclue les mé-
thodes à base de Radial Basis Functions (RBF) [Carr et al., 2001; Macêdo
et al., 2009], ou encore les approches variationnelles [Hoppe et al., 1992; Kazh-
dan et al., 2006; Alliez et al., 2007]. Dans les deux cas, une minimisation glo-
bale et coûteuse est requise, ce qui rend ces approches non-appropriées à l’édi-
tion interactive de surfaces. Au contraire, les point set surfaces (PSS) [Alexa
et al., 2003; Amenta et Kil, 2004] reposent sur des minimisations purement lo-
cales ce qui permet de les manipuler et visualiser en temps-réel [Guennebaud
et al., 2008]. Les PSS produisent généralement des surfaces de haute qualité, à
la condition que l’échantillonnage soit suﬃsamment dense et localement uni-
forme. Les nuages de points en entrée doivent donc être assez denses et ne
peuvent pas être manipulés directement. Du point de vue de l’éditabilité nous
ne pouvons donc pas parler de représentation vectorielle. Par exemple, le lo-
giciel expérimental Pointshop 3D [Pauly et al., 2003] utilise des outils de type
sculpture pour éditer la surface.
Représentation des détails Les cartes de détails sont plaquées sur les sur-
faces de base, il s’agit donc d’objets 2D. Elles sont généralement représentées
par des images matricielles, avec tous les défauts qui leur sont propres : coût
en mémoire élevé, impossibilité de représenter des discontinuités exactement
et nécessité d’utiliser des outils de haut niveau pour l’édition en raison d’un
trop grand nombre de paramètres. L’alternative consiste à utiliser des mé-
thodes vectorielles. Cependant, le dessin vectoriel classique est surtout conçu
pour représenter des discontinuités, et oﬀre peu de possibilités pour ce qui est
des variations lisses, telles que les dégradés de couleurs. Depuis quelques an-
nées, des représentations dédiées ont fait leur apparition comme les gradient
meshes [Sun et al., 2007]. Néanmoins, la majorité d’entre elles sont généra-
lement conçues pour la vectorisation automatique [Lecot et Levy, 2006; Liao
et al., 2012] et sont peu pratiques à manipuler. Les images de diﬀusion [Orzan
et al., 2008; Finch et al., 2011] font ﬁgure d’exception : elles permettent de
créer des dégradés complexes avec un nombre réduit de courbes et de points
de contrôle. De plus, elle oﬀrent des contrôles riches et ne nécessitent pas de
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manipuler une quelconque connectivité, ce qui les rend particulièrement faciles
à utiliser. En contrepartie, le calcul de l’image ﬁnale passe par la résolution
d’un problème global qui est assez délicat à résoudre eﬃcacement.
Contributions et organisation du mémoire
Ce mémoire est composé de deux parties correspondant à nos deux contri-
butions principales. Dans la première, présentée chapitres 1 et 2, nous étudions
les représentations utilisables pour créer la surface de base et proposons une
évolution de celles-ci que nous avons baptisée least square subdivision surfaces,
atténuant certains de leurs défauts. Nous proposons d’utiliser cette méthode
pour modeler des surfaces de base ; c’est à dire sans les détails les plus ﬁn, de
façon à garder une complexité raisonnable. Dans la deuxième partie, consti-
tuée des chapitres 3 et 4, nous explorons l’emploi de méthodes basées sur la
diﬀusion pour la représentation des détails colorimétriques et géométriques,
aﬁn d’avoir un paradigme d’édition vectoriel à tous les niveaux.
Chapitre 1 - Représentations des surfaces. Nous présentons ici deux
familles de représentations de surfaces. D’abord, les surfaces de subdivision
qui déﬁnissent une surface de manière explicite à partir d’un maillage en s’ap-
puyant fortement sur sa connectivité. Puis, nous abordons les point set surfaces
qui, au contraire, déﬁnissent une surface implicite à partir d’un nuage de points
non connectés. Nous détaillons les forces et les faiblesses de ces deux approches
qui s’avèrent être complémentaires.
Chapitre 2 - Least square subdivision surfaces. Dans ce chapitre nous
présentons notre nouvelle représentation de surfaces, baptisée LS3, issue de
la combinaison entre surfaces de subdivision et point set surfaces. Dans un
premier temps, nous détaillons le fonctionnement de notre méthode et la com-
parons aux surfaces de subdivision classiques. Finalement, nous présentons une
analyse numérique des propriétés de ces surfaces qui tend à montrer que du
point de vue de la continuité elles se comportent au moins aussi bien que les
schémas de subdivision linéaires traditionnels, tout en réduisant de manière
signiﬁcative les artefacts autour des sommets irréguliers.
Chapitre 3 - Dessin vectoriel par diffusion. Notre méthode LS3 produit
des surfaces de qualité mais présente fondamentalement les mêmes diﬃcultés
que les surfaces de subdivision pour ce qui est de représenter les surface extrê-
mement détaillées. Nous avons choisis de représenter les détails des surfaces via
une autre représentation, et proposons d’utiliser des images de diffusion. Nous
présentons dans un premier temps le principe des images de diﬀusion ainsi
Représentation hybride pour la modélisation géométrique interactive 7
que les nombreuses extensions proposées ces dernières années. Nous étudions
ensuite les diﬀérents solveurs proposés jusqu’alors, et pointons leur limitations.
Chapitre 4 - Solveur vectoriel pour les images de diffusion. Dans
ce chapitre, nous présentons d’abord une classiﬁcation des contraintes de dif-
fusion généralisant les diﬀérents travaux et proposons une nouvelle extension
appelée transmission permettant un contrôle local de la diﬀusion. Après avoir
constaté que les solveurs existants ne sont pas adaptés à une utilisation in-
tensive des images de diﬀusion, nous présentons un nouveau solveur dont le
principal avantage est de produire en sortie une autre représentation vectorielle
légère et très rapide à évaluer. Ce solveur calcule la solution de la diﬀusion sur
une triangulation plutôt qu’une grille de pixels ce qui permet en plus un calcul
rapide et robuste de la diﬀusion. Nous illustrons la force de note solveur sur







1. Représentations de surfaces
La représentation d’objets tri-dimensionnels est devenue un enjeu impor-
tant dans de nombreux domaines comme la conception assistée par ordinateur,
l’imagerie médicale ou l’infographie. Nous nous intéressons particulièrement à
ce dernier domaine, où la qualité visuelle des surfaces, la facilité d’utilisation
et la flexibilité des représentations sont des priorités.
La qualité visuelle est un critère subjectif diﬃcile à évaluer indiquant que la
surface est plaisante à l’œil. Une surface peut être considérée de bonne qualité
en l’absence de défauts visibles, comme de légères déformations.
La facilité d’utilisation dépend des outils utilisés pour manipuler la surface,
cependant, quelle que soit la méthode utilisée, elle doit permettre de modiﬁer
la surface de façon prévisible et intuitive. La possibilité de modiﬁer les sur-
faces de façon interactive simpliﬁe grandement l’édition, ce qui demande des
représentations de surfaces pouvant être calculées et rendues très eﬃcacement.
La ﬂexibilité des représentations correspond à leur capacité à représenter
une vaste gamme de surfaces. Principalement, les représentations doivent per-
mettre de manipuler des surfaces de topologie arbitraire de façon simple, mais
d’autres fonctionnalités comme la possibilité de représenter des arêtes vives
sont fréquemment utilisées.
Dans ce chapitre, nous présentons deux familles de représentations de sur-
faces présentant les qualités sus-citées. Nous présentons d’abord les surfaces de
subdivision section 1.1, qui sont actuellement les plus utilisées dans le domaine
de l’infographie [DeRose et al., 1998], principalement grâce à leur grande ﬂexi-
bilité. Nous discuterons ensuite des point set surfaces (PSS) section 1.2, plus
récentes, qui produisent des surfaces de grande qualité.
1.1 Les surfaces de subdivision
Depuis plus de dix ans [DeRose et al., 1998], les surfaces de subdivision sont
les représentations de surfaces privilégiées pour la modélisation géométrique
interactive lorsque la qualité visuelle et la facilité d’utilisation prévalent sur les
propriétés de continuité théoriques [Zorin et Schröder, 2000]. Elles permettent
de produire des surfaces lisses approchant ou interpolant un maillage polygo-
nal, et sont particulièrement ﬂexibles grâce à leur capacité à représenter des
surfaces de topologie arbitraire, des arêtes vives, etc.
Le principe de la subdivision est de raﬃner un maillage Mk de façon à
obtenir un maillage plus dense Mk+1 dont les sommets sont positionnés de
façon à les rapprocher d’une surface lisse. Les positions des sommets deMk+1
sont calculées à partir d’un nombre limité de sommets de Mk, le plus souvent
à l’aide d’une simple combinaison linéaire. Cette opération peut être répétée
en partant d’un maillage de base (aussi appelé polygone de contrôle)M0 pour
obtenir une série de maillagesM0,M1, . . . de plus en plus denses, convergeant
au ﬁnal vers une surface lisse qui peut, en fonction des pondérations utilisées
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Figure 1.1 – Le principe des surfaces de subdivision. Le maillage de
contrôle M1 (à gauche) est récursivement découpé et lissé jusqu’à tendre vers
une surface lisse M∞ (à droite).
pour le lissage, approcher ou interpoler les sommets de M0 (voir ﬁgure 1.1).
Les surfaces de subdivision présentent de nombreuses propriétés désirables :
Simplicité : le découpage du maillage et le calcul de la nouvelle position des
sommets sont deux opérations relativement simples à mettre en œuvre.
Efficacité : la plupart des schémas de subdivision sont peu gourmands en
calculs. En outre, il est aussi possible de faire du raffinement adaptatif,
c’est à dire de ne subdiviser que les parties du maillage qui n’ont pas
encore atteint un certain critère de qualité. Cela permet d’obtenir des
maillages optimisés pour ce critère sans produire de sur-échantillonage.
Multi-résolution : les raﬃnements successifs produisent naturellement une
structure multi-résolution particulièrement pratique pour le rendu adap-
tatif ou pour éditer des objets simultanément à diﬀérentes échelles.
Support compact : la zone d’inﬂuence d’un sommet est locale, restreinte à
quelques voisins. Ainsi, lorsqu’un sommet est déplacé, la surface n’est
déplacée que localement, ce qui facilite l’édition.
Invariance affine : appliquer une transformation aﬃne T au maillage M0
puis subdiviser donne le même résultat que subdiviser puis appliquer T
dans le cas des schémas linéaires.
Fairness : les surfaces produites sont généralement lisses et agréables à l’œil,
ce qui les rend utilisables dans le domaine de l’infographie.
Notons que certains schémas oﬀrent la possibilité de calculer directement
la position de n’importe quel point sur la surface limite [Stam, 1998]. Ré-
cemment, plusieurs travaux se sont intéressés à l’évaluation des surfaces de
subdivision directement sur GPU aﬁn de permettre la déformation et l’anima-
tion du maillage de contrôle en temps réel [Kovacs et al., 2009; Nießner et al.,
2012].
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1.1.1 Principe
Un schéma de subdivision est la combinaison d’une règle de découpage et
d’une règle de lissage qui est elle-même généralement déﬁnie par un ensemble
de masques de subdivision. En résumé, la règle de découpage modiﬁe la topo-
logie du maillage, alors que la règles de lissage s’occupe de la géométrie.
La règle de découpage
Une règle de découpage déﬁnit la façon dont le maillageMk doit être raﬃné
pour obtenir un maillage plus dense Mk+1. Il existe plusieurs critères permet-
tant de classiﬁer les règles de découpage [Zorin et Schröder, 2000; Oswald et
Schröder, 2003] :
Primal/dual : les méthodes primales découpent les faces ; les méthodes du-
ales découpent les sommets. Chaque méthode primale possède un dual, et
inversement. La ﬁgure 1.2 illustre diﬀérents schémas primaux (à gauche)
et leurs duaux (à droite). Dans le cas primal, les sommets présents au
niveau k sont aussi présents au niveau k + 1, ils sont alors appelés som-
mets pairs. En pratique, les méthodes les plus utilisées sont les méthodes
primales.
Type de maillage : la règle de découpage produit le plus souvent des mail-
lages d’un type bien particulier, constitués uniquement d’un certain type
de polygones ou de sommets ayant tous la même valence. Ainsi, la règle
de découpage déﬁnit le cas régulier, et aucun sommet (ou face) extra-
ordinaire n’est inséré par la subdivision. La ﬁgure 1.2 présente quelques
règles parmi les plus utilisées pour produire des maillages triangulaires
(lignes 2 et 3) ou quadrangulaires (première ligne).
Certaines règles acceptent n’importe quel type de faces en entrée alors
que d’autres sont plus restrictives. Par exemple, le raﬃnement primal
diadique de maillages triangulaires (ﬁgure 1.2.c) n’accepte que des tri-
angles en entrée alors que celui pour les maillages rectangulaires accepte
des maillages arbitraires. Dans ce dernier cas, lors du premier pas de
subdivision, les polygones sont remplacés par un nombre de quadrila-
tères égal au nombre de sommets de la face en question (ﬁgure 1.2.a).
Cette opération insère un sommet extraordinaire pour les faces de va-
lence diﬀérente de quatre, mais cela ne se produit qu’au premier pas de
subdivision car par la suite toutes les faces sont des quadrilatères.
Vitesse de raffinement : les règles de découpage multiplient le nombre de
faces entre deux niveaux de raﬃnements successifs. Les règles les plus
utilisées sont des quadrisections qui multiplient le nombre de faces par
quatre. De manière équivalente, les règles de découpage sont fréquem-
ment caractérisées par le nombre de subdivisions des arêtes à chaque
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(a) Découpage primal de quadrilatères (b) Découpage dual de quadrilatères
(c) Découpage primal de triangles (d) Découpage dual de triangles
(e) Découpage primal
√
3 (f) Découpage dual
√
3
Figure 1.2 – Principales règles de découpages. Découpages pri-
maux/duaux pour la quadrisection de quadrilatères (en haut) et de triangles
(au milieu) et pour la trisection de triangles (en bas). Les maillages de la ﬁ-
gure (a) possèdent une face extraordinaire qui est transformée en un sommet
extraordinaire après subdivision, et inversement pour la subdivision duale (b).
Le découpage primal
√
3 provoque une rotation des faces autour des sommets
pairs. Après deux subdivisions, les faces se réalignent et les arêtes initiales sont
découpées en trois.
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Figure 1.3 – Masques du schéma de subdivision de Loop [1987]. Où










)2). Pour les sommets
de valence 3, on préfère utiliser α = 3/16.
étape. Ainsi, les quadrisections des maillages quadrangulaires et triangu-
laires divisent les arêtes en deux et sont donc souvent qualiﬁées de règles
diadiques.
Notons qu’il existe quelques schémas exotiques ne rentrant pas dans les
critères déﬁnis précédemment. Par exemple, Stam et Loop [2003] ont développé
un schéma de subdivision primal diadique qui produit des maillages mélangeant
triangles et quadrangles en respectant le type des polygones en entrée.
La règle de lissage
La règle de découpage modiﬁe la connectivité du maillage pour y ajouter
de nouveaux sommets sans leur attribuer de position particulière. C’est le rôle
de la règle de lissage qui calcule la position des sommets de Mk+1, le plus
souvent par une simple combinaison linéaire des sommets de Mk voisins. Les
sommets qui entrent en jeux dans ce calcul ainsi que les poids associés sont
déﬁnis par un ensemble de masques adaptés aux diﬀérentes conﬁgurations.
Les surfaces de subdivision sont souvent fondées sur la capacité des (box-)-
splines à être produites par subdivisions successives. Cependant, cela n’est
possible que pour des maillages réguliers. Les maillages réguliers les plus com-
muns incluent les maillages triangulaires où tous les sommets sont de va-
lence six, et les maillages rectangulaires dont les sommets sont de valence
quatre. En revanche les maillages réguliers ne permettent de créer que des
surfaces isomorphes à un plan. Il est par exemple impossible de réaliser des
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surfaces fermées comprenant uniquement des sommets réguliers. Aﬁn de gé-
rer des maillages de topologie arbitraire, les surfaces de subdivision utilisent
des règles spéciales pour les sommets dits extraordinaires dont la valence est
diﬀérente du cas régulier. La gestion des sommets irréguliers est la principale
force des surfaces de subdivision, mais est également à l’origine de nombreux
problèmes.
A titre d’exemple, nous présentons ici le schéma de Loop [1987] utilisant
une règle de découpage diadique sur des maillages triangulaires et les masques
présentés ﬁgure 1.3. Le schéma propose deux masques pour les sommets à
l’intérieur de la surface et deux autres pour gérer les bordures. Dans les deux
cas, il y a un masque pour les sommets pairs et un pour les sommets impairs
qui sont ici insérés au centre des arêtes. Comme c’est le cas avec de nombreux
schémas, les masques de Loop n’utilisent que le 1-voisinage du sommet, de
l’arête ou de la face correspondante dans Mk. Sans cela, de nombreux cas
particuliers peuvent apparaître, principalement près des bordures, comme c’est
le cas pour le schéma Butterﬂy [Dyn et al., 1990; Zorin et al., 1996].
Le schéma de Loop ne gère que les maillages triangulaires, il peut donc
être nécessaire de trianguler un maillage polygonal avant d’y appliquer cette
méthode. Cependant, il existe généralement plusieurs façons de procéder qui
produisent des résultats diﬀérents, et il n’est pas rare qu’aucune triangula-
tion ne donne des résultats totalement satisfaisant. Certains schémas, comme
Catmull-Clark [1978], possèdent des masques pour les faces extraordinaires.
Il est généralement nécessaire que les pondérations de certains masques
dépendent de la valence de certains sommets pour produire des surfaces de
qualité aux alentours des sommets extraordinaires : c’est le cas du masque
pour les sommets internes pairs de Loop. Le choix des pondérations est par-
ticulièrement important car celles-ci inﬂuencent directement, entre autres, la
convergence du schéma, la qualité de la surface limite ainsi que sa continuité.
Il n’existe généralement pas de solution idéale satisfaisant toutes les propriétés
souhaitées, et des compromis doivent être eﬀectués.
Il est possible de créer des surfaces de subdivision approchant le maillage
initial ou bien l’interpolant. Aﬁn de produire un résultat lisse, les surfaces
générées par les méthodes interpolantes doivent sortir de l’enveloppe convexe
du polygone de contrôle. Cela implique des poids négatifs ainsi que des voi-
sinages plus grands. Les méthodes interpolantes sont donc généralement plus
complexes à mettre en œuvre, tout en produisant souvent des surfaces visuel-
lement moins plaisantes que les méthodes approchantes.
1.1.2 Quelques schémas
De nombreux schémas de subdivision ont été développés ces trente dernières
années. Ces méthodes peuvent être classées selon les caractéristiques de leur
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règle de découpage (type de maillage, primal/dual, vitesse de raﬃnement),
mais également selon les caractéristiques de la règle de lissage :
Linéaire : les règles de lissage qui utilisent une combinaison linéaire des som-
mets pour calculer la position des nouveaux sommets sont dites linéaires.
Stationnaire : les schémas stationnaires utilisent les mêmes masques à chaque
pas de subdivision.
Approchant/interpolant : les schémas interpolants produisent des sur-
faces qui passent par tous les sommets du polygone de contrôle, alors
que les surfaces des schémas approchants ne passent qu’à proximité.
Continuité : les propriétés de continuité des surfaces limites varient en fonc-
tion des schémas. Les méthodes approchantes utilisées en pratique pro-
duisent généralement des surfaces C2 sauf aux sommets extraordinaires
où elles ne sont que C1.
Par exemple, le schéma de Loop décrit précédemment est un schéma dia-
dique, stationnaire et linéaire fonctionnant sur des maillages triangulaires uni-
quement et produisant des surfaces approchantes de continuité C2 partout sauf
aux sommets extraordinaires où elles ne sont que C1.
Nous présentons ici les autres principaux schémas approchants, qui nous
serviront de base pour notre méthode LS3 présentée chapitre 2. Catmull-
Clark [1978] est un schéma diadique produisant des maillages quadrangulaires
utilisés dans la majorité des logiciels de modélisation. Finalement
√
3 [Kobbelt,
2000] est un schéma approchant pour maillages triangulaires produisant des
résultats similaires à ceux de Loop, mais possédant des propriétés intéressantes
pour le raffinement adaptatif.
Catmull-Clark
Le schéma de Catmull-Clark [1978] est historiquement l’un des tous pre-
miers proposés, et néanmoins l’un des plus utilisés de nos jours. Il s’agit d’une
généralisation des splines bicubiques conçue pour accepter des sommets extra-
ordinaires (de valence diﬀérente de quatre) et des faces arbitraires. Les faces
régulières sont des quadrilatères, qui sont bien souvent préférés aux triangles
en modélisation, car il est plus aisé de manipuler des arêtes qui se croisent à
angle droit puisque cela permet, par exemple, de les aligner sur les directions
de courbures principales.
La règle de découpage est illustrée ﬁgure 1.2.a : un sommet est ajouté
pour chaque arête et pour chaque face du maillage initial, puis chaque face est
découpée en n quadrilatères, n étant le nombre de côtés de la face d’origine.
Lors du premier pas de subdivision, les faces n’ayant pas quatre cotés sont donc
découpées de façon à produire des quadrilatères et un sommet extraordinaire
est inséré au centre de chaque face. Le reste du temps, seuls des sommets
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de valence quatre et des quadrilatères sont ajoutés, ce qui correspond au cas
régulier, et donc à des B-splines cubiques.
Les masques des cas réguliers sont présentés ﬁgure 1.4. Remarquez que les
masques ne dépassent pas le 1-voisinage, ce qui rend le schéma de Catmull-
Clark relativement simple et eﬃcace. Les surfaces produites par la méthode
de Catmull-Clark sont C2 en tout points, sauf sur les sommets extraordinaires
où elles ne sont que C1. Comme pour le schéma de Loop, ce n’est pas toujours
vrai sur les bordures et une règle particulière peut être instaurée pour corriger







































































Figure 1.4 – Masques du schéma de subdivision de Catmull-
Clark 1978. Où k est la valence du sommet , β = 3
2k








3 [Kobbelt, 2000] produit des surfaces très similaires à celles
de Loop. Il s’agit d’une méthode approchante, réservée aux maillages trian-
gulaires et oﬀrant les mêmes propriétés de continuité. La diﬀérence majeure
vient de la règle de découpage : là où les schémas de Catmull-Clark et Loop
multiplient le nombre de faces par quatre à chaque pas de subdivision,
√
3 le
multiplie par trois. Cette propriété est particulièrement utile pour le raffine-
ment adaptatif car elle permet une meilleur granularité. En eﬀet, le nombre
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Figure 1.5 – Masques du schéma
√
3 [Kobbelt, 2000]. Où k est la
valence du sommet et α = 1
9k
(4 − 2 cos 2pi
k
). Les bordures sont découpées en
trois tous les deux pas de subdivision.
de faces augmentant moins vite, les surfaces
√
3 adaptatives produisent ty-
piquement des maillages avec moins de faces pour un même critère d’arrêt.
En contrepartie, il faut plus de pas de subdivision pour obtenir une certaine
densité, ce qui signiﬁe que le raﬃnement est plus coûteux.
La règle de découpage (ﬁgure 1.2.e) consiste à ajouter un sommet pour
chaque face, les nouvelles faces reliant les sommets pairs aux nouveaux som-
mets des faces. Contrairement aux règles vues précédemment, les arêtes du
maillage d’origine ne se retrouvent pas dans le maillage après raﬃnement : les
triangles eﬀectuent une rotation autour des sommets pairs. Après deux pas de
subdivision, les arêtes sont à nouveau alignées avec celles du maillage d’origine
et sont découpées en trois, là où les méthodes de subdivision diadiques les dé-
coupent en quatre. Le nom de la méthode vient du fait qu’on peut considérer
qu’à chaque pas de subdivision les arêtes sont divisées par
√
3. Utilisée pour
le raﬃnement adaptatif, cette règle de découpage permet d’éviter naturelle-
ment l’insertion de trous, tout en permettant de passer plus rapidement d’un
maillage peu raﬃné à un maillage dense que les schémas diadiques classiques.
Contrairement aux schémas présentés jusqu’ici, le
√
3 n’est pas conçu pour
reproduire un type de spline particulier dans le cas régulier, mais plutôt de
façon à utiliser les plus petits masques possibles pour la règle de découpage
choisie. Ainsi, les sommets impairs n’utilisent que les trois sommets de la face







pairs n’utilisent aussi que leur voisinage direct, ce qui ne laisse qu’un degré de
liberté pour des raisons de symétrie, résolu à l’aide d’un procédé similaire à
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a b c
Figure 1.6 – Surfaces de subdivision interpolantes et approchantes.
Le maillage (a), raﬃné avec le schéma approchant de Loop [1987] et le schéma
de butterﬂy modiﬁé [Zorin et al., 1996]
ceux utilisés pour analyser les surfaces de subdivision. Les masques du schéma√
3 sont illustrés ﬁgure 1.5.
Autres schémas
Il existe bien d’autres schémas. Par exemple, il existe des équivalents in-
terpolants aux schémas présentés ici : Butterﬂy [Dyn et al., 1990; Zorin et al.,
1996] fonctionne avec un découpage diadique de triangles (comme Loop), le
schéma de Kobbelt [1996] est quant à lui destiné au raﬃnement diadique de
quadrilatères et pour ﬁnir, il existe un schéma interpolant pour la subdivision√
3 de triangles [Labsik et Greiner, 2000]. Cependant, les schémas interpolants
génèrent des surfaces de qualité médiocre (voir ﬁgure 1.6), tout en nécessitant
des masques complexes et sont donc peu intéressants dans le cadre de cette
étude.
Il est intéressant de noter l’existence de schémas utilisant les normales [Bier-
mann et al., 2000]. Plus récemment, Cashman et al. [2009] ont mis au point
une méthode permettant de reproduire des surfaces NURBS de degré impair
avec des sommets extraordinaires.
1.1.3 Les artefacts des surfaces de subdivision
Malgré tous les avantages sus-mentionnés, les surfaces de subdivision pré-
sentent de nombreux artefacts que Sabin et Barthe [2002] ont tenté de clas-
siﬁer. Ils déﬁnissent par “artefact” toute caractéristique de la surface qui ne
peut pas être contrôlée en manipulant le réseau de points de contrôle. Cela les
conduit à considérer comme artefact toute composante fréquentielle supérieure
à un cycle tous les deux points de contrôle. Cette déﬁnition des artefacts est
particulièrement large et inclut certains phénomènes qui ne sont pas toujours
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a b c
Figure 1.7 – Artefacts polaires. Comportement des surfaces de Loop [1987]
aux alentours des sommets extraordinaires. Les eﬀets de contraction (a) ou de
dilatation (c) sont appelés artefacts polaires. En comparaison, le cas régulier
(b) ne présente pas ce genre de problèmes.
problématiques en pratique. Par exemple, les artefacts longitudinaux se pro-
duisent lorsque les arêtes du polygone de contrôle ne sont pas alignées avec la
courbure de la surface désirée, ce qui est toujours possible.
En revanche, les sommets extraordinaires sont sources de problèmes bien
plus sérieux et diﬃciles à contourner. Nous pouvons notamment identiﬁer les
quatre types d’artefacts suivants :
Les artefacts polaires sont un problème d’échantillonnage autour des som-
mets extraordinaires, illustrés ﬁgure 1.7. Les sommets de faible valence
ont tendance à attirer les sommets voisins alors que les sommets de forte
valence les repoussent. Bien que ce phénomène n’empêche pas la conver-
gence, ils forcent à eﬀectuer des pas de subdivision supplémentaires pour
obtenir une qualité équivalente aux zones régulières.
La continuité de la surface aux sommets extraordinaires est généralement
inférieure comparée au reste de la surface. C’est une des raisons qui
empêche l’adoption des surfaces de subdivision dans le domaine de la
conception par ordinateur (CAO).
Des oscillations de basse fréquence mais de forte amplitude apparaissent
près des sommets de forte valence comme illustré ﬁgures 1.8 et 1.9.f, par-
ticulièrement lorsqu’ils sont voisins à des sommets de faible valence. En
pratique, ces oscillations apparaissent dès le premier pas de subdivision.
Peu de travaux ont été réalisés sur ce type d’artefacts bien qu’il s’agisse
d’un des plus visible en pratique. Ces oscillations peuvent être réduites
en prenant énormément de précautions lors de la modélisation pour évi-
ter l’introduction de telles situations en favorisant les sommets réguliers
ou quasi-réguliers.
Des déformations apparaissent aux alentours des sommets extraordinaires,
même si leur valence est proche du cas régulier (ﬁgure 1.9). Intuitivement,
ces problèmes sont dus au fait que des sommets de valences diﬀérentes se
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a b
Figure 1.8 –Oscillations dans les cas extrèmes. Ici, le modèle (a) est entière-
ment constitué de sommets extraordinaires de valence 4 et 24, ce qui engendre
de fortes oscillations (b) dans la surface produite avec la méthode de Loop.
comportent de façon légèrement diﬀérente, produisant des surfaces plus
ou moins courbées. Ces déformations sont notamment visibles au travers
des reﬂets.
Pour contourner ces problèmes, les artistes tentent généralement d’isoler les
sommets extraordinaires dans des zones peu visibles ou relativement plates et
peu déformées par les animations, bien que cela rende l’édition très fastidieuse.
De nombreux travaux se sont intéressés à réduire certains de ces artefacts.
En particulier, nous pouvons distinguer les méthodes tentant d’optimiser les
règles de lissage elles-mêmes, et des méthodes plus radicales remplaçant loca-
lement la surface faisant défaut par un autre morceau de surface. Cependant,
comme nous allons le voir, il n’existe pas de méthode miracle permettant d’éli-
miner tous les défauts et des compromis doivent être faits.
Optimisation des règles de lissage
Aﬁn d’étudier le comportement des surfaces de subdivision à la limite au-
tour d’un sommet extraordinaire q, une méthode standard consiste à utiliser
une matrice S, appelée matrice de subdivision associant à un certain voisi-
nage régulier autour d’un sommet qk le même voisinage autour du sommet
correspondant au niveau de subdivision suivant qk+1. Par exemple, dans le
cas des schémas dont les masques n’utilisent que le 1-voisinage, utiliser un 2-
anneau autour d’un sommet suﬃt à calculer les sommets du 2-anneau du pas


















1. Représentations de surfaces
a c e
b d f
Figure 1.9 – Problèmes de fairness aux alentours des sommets extraordi-
naires. Tous les sommets appartiennent à une même sphère et sont réguliers,
à l’exception des sommets centraux, de valence 4, 6 et 12 de gauche à droite.
La ligne du haut représente le maillage d’origine et celle du bas la version lis-
sée par la méthode de Loop, visualisée à l’aide de lignes de réﬂexions. Le cas
régulier (au centre) possède de légères oscillations dues au fait que la méthode
de Loop ne reproduit pas les sphères. Dans le cas de sommets de faible (resp.
forte) valence, un eﬀet de contraction (resp. dilatation) des lignes de réﬂexion
est clairement visible. De plus, de fortes oscillations apparaissent aux alentours
des sommets de forte valence (f.).
où les sommets p1, . . . ,pm représentent les m voisins de q. En appliquant cette
opérateur un nombre inﬁni de fois, nous obtenons une description de la surface
autour de ce sommet. Cela revient à calculer S∞ qui peut être obtenue via une
décomposition en valeurs propres Λ et vecteurs propres V de la matrice S, ce
















Puisque que Λ est une matrice diagonale, Λ∞ peut eﬀectivement être évaluée
facilement. En pratique, l’étude des valeurs propres de S permet donc d’éta-
blir la majorité des informations sur la surface limite autour du point q∞.
Par exemple, il est nécessaire que les valeurs propres soient entre zéro et un
pour que Λ∞ soit calculable, et donc que le schéma converge. Nous nous réfé-
rons à [Barthe et al., 2005] pour plus de détails sur l’analyse des surfaces de
subdivision.
Diﬀérents travaux cherchent à réduire les artefacts en calculant des masques
optimisés de façon à obtenir des matrices de subdivision avec les valeurs
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3 0,32517 0,15658 0,14427
4 0,49954 0,25029 0,12524
5 0,59549 0,34547 0,11182
6 0,625 0,375 0,125
7 0,63873 0,38877 0,14771
8 0,64643 0,39644 0,1768
9 0,65127 0,40132 0,21092
10 0,67358 0,42198 0,20354
11 0,68678 0,43423 0,20505
12 0,69908 0,44579 0,19828
Figure 1.10 – Schéma de Loop modifié avec la méthode de Barthe et




1 dépendent de la valence k des sommets
carrés et , α = (1 − c00)/k et β = 1 − c01 − 2c11. Les poids indiqués dans la
table sont optimisés pour réduire les artefacts polaires.
propres nécessaires pour garantir certaines propriétés [Reif, 1996; Loop, 2002;
Karčiauskas et al., 2004]. Le succès de ces méthodes est cependant mitigé car
ces nouveaux masques font généralement apparaître d’autres comportements
indésirables. Par exemple, il est possible de garantir la propriété de courbure
bornée en ajustant les pondérations de certains schémas [Loop, 2002], mais
ces méthodes ont tendance à aplatir la surface aux alentours des sommets ex-
traordinaires comme noté par Karčiauskas et al. [2004], ce qui provoque des
déformations lorsqu’ils sont utilisés dans des zones courbes.
En particulier, Barthe et Kobbelt [2004] ont proposé une méthode nu-
mérique uniﬁant et généralisant les méthodes précédentes d’optimisation des
règles aux alentours des sommets extraordinaires. Elle se démarque par sa sou-
plesse – il est possible de choisir précisément quelles propriétés privilégier – et
par sa puissance : elle permet de régler plusieurs masques à la fois, ce qui
laisse plus de degrés de liberté à l’optimisation et donc la possibilité de satis-
faire plus de critères. Ils illustrent leur approche avec le schéma de Loop en
proposant deux alternatives. La première élimine les artefacts polaires tout en
diminuant légèrement les problèmes de fairness (ﬁgure 1.11.a). La deuxième
est entièrement consacrée à l’optimisation de la courbure (en la bornant) mais
augmente sensiblement les artefacts polaires tout en produisant plus d’oscil-
lations (ﬁgure 1.11.c). Les masques et les pondérations correspondantes sont
illustrés ﬁgure 1.10.
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a c e
b d f
Figure 1.11 – Comparaison du schéma de Loop (au centre) et ses
versions modifiées [Barthe et Kobbelt, 2004]. Il est possible de corriger
les artefacts polaires (à gauche) ou de garantir la propriété de courbure bornée
(à droite).
Figure 1.12 – Utilisation de patchs pour corriger les surfaces aux alentours
des sommets extraordinaires (b). Images issues de l’article [Levin, 2006].
Utilisation de patchs
Il semble cependant diﬃcile de résoudre certains problèmes sans ajouter
de nouveaux comportements indésirables en utilisant de la subdivision pure.
Cette observation amène à chercher des solutions alternatives. Par exemple,
une approche pour corriger l’absence de continuité C2 aux sommets extraor-
dinaires, proposée par Levin [2006] consiste à mélanger la surface limite avec
une surface polynomiale de faible degré aux alentours des sommets extraor-
dinaires comme illustré ﬁgure 1.12. Si cette méthode produit des surfaces C2
en tout point, elle ne corrige pas la plupart des autres artefacts. Par exemple,
les oscillations typiques aux alentours des sommets de forte valence sont tou-
jours présents, principalement dues au fait que quelques pas de subdivision
sont nécessaires au calcul du patch polynomial.
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1.1.4 Bilan
Les surfaces de subdivision sont des outils puissants, surtout grâce à leur
grande ﬂexibilité. Cependant, leurs défauts aux alentours des sommets extra-
ordinaires les rend inutilisables dans certains domaines comme la CAD. Même
pour les applications où la présence de quelques défauts de surface n’est pas
critique, elles nécessitent un certain temps d’apprentissage et une bonne dose
de patience pour être utilisées à bon escient. Ces défauts proviennent de la dif-
ﬁculté à gérer la connectivité des maillages arbitraires. Comme nous allons le
voir dans la section suivante, les méthodes meshless permettent de contourner
ces défauts.
1.2 Point Set Surfaces
Les représentations dites meshless déﬁnissent une surface à partir d’un
nuage de points non structuré. L’absence d’information de connectivité ap-
porte certains avantages. En eﬀet, manipuler la connectivité d’un maillage
(par exemple), que ce soit à la main ou via des algorithmes, peut rapidement
devenir laborieux. De plus, ces informations ne sont pas toujours disponibles :
c’est notamment le cas des données acquises par le biais de scanners 3D. Ce-
pendant, en l’absence de connectivité, il n’y a aucun a priori sur la surface,
ce qui peut conduire à des situations ambiguës lorsque la densité du nuage
de points est insuﬃsante. Comme nous le verrons plus tard, cela implique des
contraintes fortes au niveau de l’échantillonnage des surfaces.
Parmi l’ensemble des modèles de surfaces meshless, la classe la plus impor-
tante et pertinente pour la modélisation géométrique interactive est de loin les
Point Set Surfaces (PSS), illustrées ﬁgure 1.13, qui allient ﬂexibilité, perfor-
mances et facilité de mise en oeuvre. Une PSS déﬁnit une surface lisse à l’aide
d’approximations locales réalisées au sens des Moving Least Squares (MLS).
L’utilisation des PSS dans le cadre de la modélisation géométrique interactive
a été explorée il y a quelques années, notamment avec le logiciel de recherche
Pointshop3D [Zwicker et al., 2002; Pauly et al., 2003]. Comme souvent avec
les représentations de bas niveau, il n’est pas envisageable de manipuler les
points directement car cela serait trop fastidieux. Pour compenser, des outils
de plus haut niveau sont proposés dans Pointshop3D permettant de manipuler
les surfaces à l’aide, entre autres, d’outils de sculpture. En arrière plan, le logi-
ciel s’appuie sur une PSS pour ajuster la densité du nuage de points pendant
l’édition et ainsi maintenir un échantillonnage suﬃsant.
Dans cette section, nous présentons d’abord le principe des MLS dans le
cas fonctionnel en 1D dans la section 1.2.1 avant d’étudier plus en détail la
reconstruction de variétés, section 1.2.2. Puis nous discutons des contraintes
d’échantillonnage inhérentes à ces méthodes ainsi que des techniques utilisées
pour les amoindrir en section 1.2.3.
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Figure 1.13 – Reconstruction d’un nuage de points avec les PSS. La
méthode employée est celle de Guennebaud et al. [2008].
1.2.1 Principe des MLS
Nous allons commencer par présenter le principe des MLS dans le cas fonc-
tionnel. Pour la simplicité des écritures, nous considérerons le cas 1D, mais le
principe s’étend de manière triviale à la reconstruction de données multi-variées
déﬁnies dans un espace de dimension arbitraire. Nous disposons d’un ensemble
d’échantillons pi = (xi, fi) et nous cherchons une fonction lisse f : R→ R qui
approche au mieux les échantillons pi.
Une première solution consiste à approcher l’ensemble des échantillons à
l’aide d’un modèle simple g (par exemple, un polynôme) au sens des moindres
carrés :





Comme illustré ﬁgure 1.14, la diﬃculté avec cette méthode consiste à choisir un
modèle qui permette d’approcher convenablement les données : un modèle avec
trop de degrés de liberté produit une erreur faible au niveau des échantillons
mais produit de fortes oscillations, alors qu’un modèle doté de trop peu de
degrés de liberté conduit à un lissage excessif.
Le principe des MLS est d’approcher un modèle gx localement autour d’un
point d’évaluation x à l’aide de la méthode des moindres carrés pondérés :





où les poids wi = φ(|xi − x|) sont calculés grâce à une fonction de poids
φ continue, positive et décroissante. La valeur de la fonction f au point x
correspond alors à la valeur de l’approximation locale gx au point x, soit :
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Figure 1.14 – Approximation fonctionnelle à l’aide des moindres
carrés. Le choix du degré du polynôme à approcher est délicat : un degré trop
faible (à gauche) approche les échantillons trop grossièrement, mais un degré
trop élevé provoque des oscillations. Le degré idéal est fortement dépendant
des données.
f(x) = gx(x). Ainsi, lorsque le point d’évaluation x est déplacé de façon conti-
nue, l’approximation locale gx varie elle aussi de façon continue [Levin, 1998].
En pratique, la classe de continuité de f est directement liée à celle de φ.
Comme illustré ﬁgure 1.15, la fonction de poids a une importance majeure




1− (x/r)2)4 si x < r,
0 sinon.
(1.3)
où le paramètre r est appelé rayon d’influence de la fonction de poids. Ce
paramètre permet de contrôler quels échantillons sont pris en compte lors du
de l’ajustement de l’approximation locale, ce qui permet en pratique de lisser
plus ou moins les données. En d’autres termes, la fonction φ joue donc le rôle
d’un ﬁltre passe-bas. Notons qu’une fonction de poids, à support compact et
de rayon trop faible, peut rendre le calcul de l’approximation locale impossible
ou casser la continuité de la surface. Ce problème est abordé plus en détails
section 1.2.3.
Le choix du modèle d’approximation locale joue aussi un rôle important.
En ne considérant que les modèles polynomiaux, il reste le choix de leur degré.
Les détails ﬁns sont diﬃciles à capturer avec des polynômes de très faible degré.
Au contraire, un trop haut degré rend le polynôme extrêmement sensible aux
variations de poids, ce qui provoque des oscillations comme illustré ﬁgure 1.15.
En pratique, nous recommandons des polynômes quadratiques car ce sont les
polynômes de plus faible degré permettant de “sortir” de l’enveloppe convexe ce
qui est indispensable pour s’approcher d’une interpolation lisse sans introduire
d’oscillations.
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Figure 1.15 – MLS fonctionnel 1D. Exemples de reconstructions MLS (en
vert) pour diﬀérents rayons d’inﬂuence de la fonction de poids en utilisant des
polynômes de degré 2 et 4. La courbe en pointillés correspond à l’approxima-
tion locale (en bleu) calculée au niveau de la ligne verticale, et la couleur des
échantillons à leur inﬂuence sur l’ajustement.
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Notons que ces deux paramètres sont interdépendants. En eﬀet, les oscilla-
tions qui apparaissent avec des polynômes de haut degré peuvent être réduites
en augmentant le rayon de la fonction de poids, et un polynôme de faible degré
va approcher les échantillons plus ﬁdèlement en réduisant le rayon. Pour une
reconstruction lisse, le modèle doit être ﬁxé mais le rayon d’inﬂuence de la
fonction de poids peut varier, ce qui permet de contrôler la qualité de l’ap-
proximation. Comme nous le verrons section 1.2.3, cela s’avère indispensable
pour produire une reconstruction correcte des échantillons lorsque la densité
n’est pas uniforme.
1.2.2 Reconstruction MLS des surfaces de formes libres
Le problème de la reconstruction de (d−1)-variétés, c’est à dire de courbes
arbitraires dans le plan, ou de surfaces 2D de formes libres dans un espace 3D
est légèrement diﬀérent du cas fonctionnel. En eﬀet, nous ne cherchons plus à
approcher des valeurs fi, mais à trouver une surface approchant au mieux les
points en entrée. Soit un ensemble d’échantillons pi, pour un point d’évalua-
tion q donné dans l’espace, l’idée générale consiste à approcher les échantillons
localement par une surface analytique Sq au sens des moindres carrés pondé-
rés.Cependant, la procédure de minimisation ainsi que la généralité et stabilité
qui en résultent varient de façon signiﬁcative en fonction de la paramétrisation
dans laquelle Sq est déﬁnie.
Calcul de l’approximation locale
Une paramétrisation 2D globale permet de déﬁnir Sq de manière pa-
ramétrique à l’aide d’une fonction polynomiale bivariée de R2 → R3. Nous
nous retrouvons alors dans le cas fonctionnel précédent où les valeurs à recons-
truire sont simplement les coordonnées des sommets positionnés dans l’espace
paramétrique 2D. Cette approche est notamment utilisée en mécanique pour
discrétiser de manière meshless des problèmes de déformation de membranes
(thin-shell) [Guo et al., 2006]. Elle est en revanche peu intéressante pour nos
objectifs puisqu’elle nécessite une paramétrisation globale du nuage de points.
En outre, avec cette approche, l’approximation locale Sq n’est déﬁnie que pour
un point q dans la paramétrisation. Une opération aussi basique que de pro-
jeter un point arbitraire sur la surface sous-jacente est donc un réel challenge.
Une paramétrisation planaire locale peut être obtenue en approchant
un plan de référence sur le voisinage du point d’évaluation q [Alexa et al.,
2001; Levin, 2003]. Dans cette paramétrisation, le voisinage peut être considéré
comme un champ de hauteur et donc directement approché par un polynôme
bivarié comme dans le cas fonctionnel illustré ﬁgure 1.16. Cependant, une telle
approche nécessite une surface relativement plane localement pour, d’une part,
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Figure 1.16 – Calcul de l’approximation locale à l’aide d’une paramé-
trisation planaire. Un plan de référence (en pointillés rouges) approchant les
échantillons autour du point q est d’abord calculé. Dans ce nouveaux repère,
un polynôme (ici de degré 2, en bleu) est ensuite calculé de façon à approcher
les distances fi séparant les échantillons pi du plan.
pouvoir approcher le plan de référence de manière stable, et, d’autre part,
garantir que le voisinage puisse être correctement représenté par un champ de
hauteur sans repliement.
La paramétrisation cartésienne naturelle permet d’utiliser directement
des surfaces algébriques (i.e. implicites) comme approximation locale [Amenta
et Kil, 2004; Guennebaud et Gross, 2007]. Nous parlons alors de PSS algé-
briques, ou APSS pour Algebraic Point Set Surfaces. Plus précisément, ces
méthodes approchent un champ scalaire trivarié sq : R3 → R tel que la 0-
isosurface Sq = {x ∈ R3; sq(x) = 0} soit la plus proche possible des échan-
tillons :






Aﬁn d’éviter la solution triviale sq = 0, des contraintes de régularisation sup-
plémentaires doivent être ajoutées. En l’absence d’information supplémentaire,
l’idée est de contraindre la norme du gradient de Sq à 1. Cette approche a été
utilisée avec succès avec des plans implicites [Amenta et Kil, 2004; Alexa et
Adamson, 2004] et des sphères algébriques [Guennebaud et Gross, 2007].
L’utilisation de normales ni associées à chaque échantillon pi permet de
simpliﬁer la procédure d’approximation des APSS, tout en la rendant bien
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plus robuste et stable dans les cas extrêmes. La nouvelle procédure consiste à
commencer par calculer le gradient de sq de telle sorte qu’il approche au mieux
les normales données :




wi ‖∇s(pi)− ni‖2 . (1.5)
Une simple intégration permet d’obtenir sq à un paramètre constant C près,
qui est lui même obtenu de telle sorte à minimiser la distance entre l’iso zéro






Cette approche à été utilisée pour obtenir des procédures d’approximation
pour des plans [Alexa et Adamson, 2004] et des sphères [Guennebaud et al.,
2008] très eﬃcaces. En particulier, l’utilisation de sphères algébriques présente
l’avantage d’être bien plus robuste au sous-échantillonage (régions de fortes
courbures, morceaux de surfaces proches) tout en étant très rapide à calculer.
Définition implicite des surfaces MLS
Dans le cadre de la reconstruction de surfaces arbitraires, calculer des ap-
proximations locales déﬁnies dans une paramétrisation planaire locale, ou dans
la paramétrisation cartésienne, ne suﬃt pas à déﬁnir une surface. Deux ap-
proches sont couramment utilisées. La première, illustrée ﬁgure 1.17, consiste
à déﬁnir un opérateur de projection permettant de projeter un point q0 sur
la surface. Projeter q0 sur son approximation locale Sq0 permet d’obtenir un
nouveau point q1. Cependant, contrairement au cas fonctionnel vu précédem-
ment, cela n’est pas suﬃsant car le point q1 n’a généralement pas la même
approximation locale que q0 ; p1 n’appartient donc généralement pas à la sur-
face MLS mais s’en est rapproché. En re-projetant itérativement le point q0
sur l’approximation locale calculée en qi, nous obtenons une suite de points
qui converge rapidement vers la surface. Il s’agit de la déﬁnition initiale des
PSS où un point est considéré sur la surface si il appartient lui même à son ap-
proximation locale : l’ensemble des points {q; q ∈ Sq} déﬁnit alors une surface
lisse.
L’autre approche, qui est bien entendue équivalente, consiste à considé-
rer le champ de potentiel f(x) : R3 → R retournant la distance entre le
point d’évaluation x et son approximation locale associée : dist(x, Sx). Dans
le cas où les approximations locales Sx sont elles-mêmes déﬁnies par une sur-
face algébrique sx, le champ de potentiel global est simplement déﬁni par :
f(x) = sx(x). Cette fonction déﬁnit une surface implicite constituée de tous
les points x où f(x) = 0, ce qui correspond bien à l’ensemble des points ap-
partenant à leur approximation locale. Cette déﬁnition implicite via un champ
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Figure 1.17 – Fonctionnement de l’opérateur de projection MLS à
l’aide une approximation locale planaire. Projeter le point q sur son approxi-
mation locale (en pointillés bleus) ne produit pas un point appartenant à la
surface MLS (à gauche). Le point q est ensuite reprojeté récursivement sur
l’approximation locale correspondant au point calculé précédemment (au mi-
lieu). Cette procédure converge rapidement vers un point appartenant à la
surface MLS (à droite).
de potentiel est particulièrement intéressante lors de l’utilisation d’approxi-
mations locales orientées, c’est à dire diﬀérenciant l’intérieur et l’extérieur de
la surface, puisque cela permet d’obtenir un champ de distance signé. Cette
information ne peut être obtenue que par les méthodes exploitant les normales
des points. Il est alors possible de reconstruire la surface à l’aide de méthodes
bien connues comme les marching cubes [Lorensen et Cline, 1987].
1.2.3 MLS et échantillonnage
Aﬁn de garantir la stabilité de l’ajustement en tout point voisin de la sur-
face, le rayon d’inﬂuence de la fonction de poids r doit être suﬃsant pour
qu’il y ait suﬃsamment de points considérés. D’un autre coté, un rayon d’in-
ﬂuence trop important conduit au mieux à un lissage excessif comme illustré
ﬁgure 1.18, et au pire à des artefacts dus à la prise en compte de points incohé-
rents. Dans le cas d’un échantillonnage non uniforme, le rayon d’inﬂuence doit
alors être ajusté localement. C’est ce que proposent Pauly et al. [2003] en lan-
çant un calcul d’estimation locale de la densité pour chaque point d’évaluation
q à l’aide de la méthode des k-plus-proches voisins. En revanche, la reconstruc-
tion n’est alors plus que C0, et les oscillations présentes dans l’estimation de
densité se retrouvent dans la surface ﬁnale. Une meilleure approche consiste à
assigner un rayon d’inﬂuence ri à chaque échantillon pi qui peut être pre-calculé




où h est un paramètre permettant d’ajuster globalement le degré de lissage.
Une variante consiste à associer des fonctions de poids ellipsoïdales [Adamson
et Alexa, 2006] qui permettent de prendre en compte un échantillonnage dense
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a b c
Figure 1.18 – Influence du rayon de lissage. Le modèle du bunny (a)
reconstruit à l’aide de la méthode de Guennebaud et al. [2008] avec un faible
rayon de lissage (b) et un rayon plus important (c).
dans une direction mais épars dans une direction orthogonale. En pratique,
cette approche n’est envisageable que si le nuage de points a été généré spéci-
ﬁquement pour une telle pondération. Dans le cas contraire, une pondération
isotrope reste préférable.
D’autres problèmes peuvent survenir indépendamment du choix du rayon
d’inﬂuence des échantillons. Dans le cas où deux surfaces sont très proches,
même les meilleures méthodes de pondération ne permettent pas d’isoler les
échantillons des deux surfaces, ce qui perturbe la procédure d’ajustement. C’est
alors à la méthode d’approximation locale d’être capable de gérer ces cas. L’uti-
lisation d’approximations planaires est très instable dans ces situations : soit
les deux surfaces se retrouvent fusionnées, soit le plan calculé ne parvient pas à
approcher convenablement la surface (voir ﬁgure 1.19). Dans ces situations, les
approximations locales capables d’évaluer les deux morceaux de surface, même
de façon très grossière, sont avantagées. C’est notamment le cas des sphères,
qui s’avèrent produire des résultats bien plus robustes que les plans. Dans ce
cas, les méthodes utilisant les normales permettent à la procédure d’ajuste-
ment de plus facilement diﬀérencier les deux surfaces, à condition que celles-ci
aient pu être calculées correctement en premier lieu.
1.3 Bilan
Les surfaces de subdivision sont des outils puissants, surtout grâce à leur
grande ﬂexibilité. Notamment, les possibilités de représenter des objets possé-
dant une topologie arbitraire, de pouvoir aligner les flux (c’est à dire la direc-
tion des arêtes) avec les courbures de la surface désirée et d’adapter la densité
du réseau de points de contrôle en fonction de la quantité de détails désirée ;
tout cela combiné aux possibilités d’édition multi-résolution et au fait que tous
les sommets ont un comportement uniforme, rendent les surfaces de subdivi-
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Figure 1.19 – MLS dans le cas de surfaces proches. L’utilisation de
droites (plans) (a) comme approximation locale est moins robuste que l’utili-
sation de cercles (sphère) (b). Les courbes bleues correspondent à l’approxi-
mation locale au point bleu, les courbes rouges aux méthodes d’approxima-
tion sans normale et les vertes aux méthodes avec normales. Image provenant
de [Guennebaud et Gross, 2007].
sion particulièrement puissantes et intuitives à manipuler. Cependant, leurs
défauts autour des sommets extraordinaires les rendent inutilisables dans cer-
tains domaines comme la CAD et compliquent leur utilisation dans les autres
domaines.
D’un autre côté, les surfaces MLS produisent des surfaces de très bonne
qualité mais sont diﬃciles à évaluer de façon robuste à cause de l’absence d’a
priori sur la surface. Plus précisément, la diﬃculté avec les surfaces MLS vient
du fait que l’absence d’information sur la topologie de la surface oblige à four-
nir un échantillonnage suﬃsant aﬁn de pouvoir retrouver cette information en
analysant localement les échantillons. Dans le cadre de la modélisation géo-
métrique interactive, les surfaces MLS sont peu utilisées : une manipulation
directe serait trop fastidieuse (les points sont trop nombreux) et conduirait
à des problèmes de robustesse étant donné que l’utilisateur peut déplacer les
sommets de façon arbitraire. Cela oblige à les manipuler via des outils de plus
haut niveau, comme des outils de sculpture. Cependant, même dans ce cas,
leur intérêt est moindre : elles ne gèrent pas l’édition multi-résolution aussi na-
turellement que les surfaces de subdivision et les représentations denses sont
assez peu adaptées pour créer des animations complexes. En pratique, les prin-
cipaux outils de sculpture comme ZBrush ou Mudbox produisent des surfaces
de subdivision multi-résolution en sortie. Donc, même si la représentation in-
terne de tels logiciels se fonde sur des surfaces de très bonne qualité comme
les MLS, le résultat ﬁnal possédera les défauts des surfaces de subdivision.
En pratique, l’omniprésence des surfaces de subdivision dans les domaines
de l’infographie peut s’expliquer facilement : malgré leurs défauts, leur ﬂexi-
bilité permet de réduire les coûts de production et améliorent la productivité
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des artistes. En plus de cela, les artistes d’aujourd’hui sont formés à leurs uti-
lisations. Il est donc clair que, pour qu’une nouvelle représentation de surface








2. Least Square Subdivision Surfaces
Comme nous l’avons vu au chapitre précédent, les surfaces de subdivision
sont devenues grâce à leur polyvalence une représentation standard dans le
domaine de l’infographie, depuis plus de dix ans. Cependant, les diﬃcultés liées
à la gestion des sommets extraordinaires – gestion indispensable pour modéliser
des surfaces de topologie arbitraire – conduisent à des artefacts dégradant la
qualité des surfaces générées autour de ces sommets.
D’un autre côté, nous avons vu en section 1.2 que les représentations mesh-
less basées sur les MLS permettent d’obtenir des surfaces d’excellente qualité
à partir de nuages de points non structurés. En contre-partie, la surface doit
être suﬃsamment échantillonnée aﬁn d’éviter toute ambiguïté lors de la re-
construction implicite.
Une idée naturelle est donc d’essayer de combiner ces deux approches aﬁn
de tirer parti au mieux de la ﬂexibilité d’utilisation des surfaces de subdivi-
sion et de la qualité de reconstruction des surfaces MLS. Pour atteindre cet
objectif, deux approches sont envisageables. Notre première idée était de par-
tir des surfaces MLS et de les rendre parfaitement robustes en exploitant un
minimum d’informations topologiques issues du maillage. Rappelons que nous
désirons obtenir une représentation facile à manipuler et ayant un comporte-
ment intuitif et surtout prédictible. Pour cela, il semble intéressant d’essayer de
reproduire le comportement de la subdivision, à savoir que le rayon de lissage
est directement lié à la connectivité, ce qui oﬀre un contrôle purement local, ce
qui est fortement désirable. En eﬀet, une même forme du maillage de contrôle
permet d’obtenir des surfaces diﬀérentes en changeant simplement la connec-
tivité et la densité de celui-ci, comme illustré ﬁgure 2.1. Il s’agit d’un contrôle
explicite qui permet d’obtenir une grande richesse de formes. Intuitivement,
aﬁn d’obtenir un résultat similaire avec une approche MLS, le problème re-
vient donc à associer à chaque sommet d’un maillage une fonction de poids
approchant au mieux son voisinage de sorte que les sommets d’un k-anneau
de voisinage se trouvent sur une même iso de poids. Nous appelons une telle
pondération, une pondération topologique.
Bien qu’il s’agisse d’une approche particulièrement attractive, qui poten-
tiellement permettrait en plus de bénéﬁcier d’une représentation implicite, elle
s’est avérée diﬃcile à concrétiser en pratique. La première diﬃculté consiste à
formuler ces fonctions de poids topologiques, sachant que pour approcher ﬁdè-
lement le maillage, celles-ci doivent pouvoir être arbitrairement compliquées,
comme illustré ﬁgure 2.2, tout en étant au minimum C1, ou mieux C2 conti-
nues. Pour cela une première idée consiste à formuler le problème de manière
variationnel, ce qui nous amène à un problème très similaire à celui des images
de diﬀusion que nous aborderons au chapitre 3. Clairement, résoudre un tel
problème pour chacun des voisinages n’est pas envisageable. Une seconde idée
consisterait à simplement approcher les poids topologiques que l’on cherche
aﬁn d’obtenir une formulation analytique. Cela reste très diﬃcile car certaines
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Figure 2.1 – Comportement de la subdivision, ici illustré avec des splines
cubiques (voir les règles en bordure du schéma de Loop, ﬁgure 1.3). L’impor-
tance du lissage est directement liée à la connectivité : un carré approche
visuellement d’un cercle presque parfait (a), mais l’ajout de sommets sur les
arêtes du carré permet d’obtenir un carré avec les bords plus ou moins arrondis
(b et c).
contraintes ne peuvent être relaxées : il est par exemple nécessaire de faire très
attention à ne pas créer de “trous” où trop peu d’échantillons seraient dispo-
nibles pour le calcul de l’approximation locale, ce qui nécessite de sur-évaluer
la taille de ces fonctions de poids, et donc implique un contrôle moins local.
Quand bien même de telles fonctions peuvent être déﬁnies sur le maillage, se
pose la question de leur “épaisseur”. La ﬁgure 2.2 illustre le problème : des
fonctions de poids trop ﬁnes produisent une fonction dont l’apparence n’est
pas assez lisse et une fonction trop épaisse risque d’interagir avec les surfaces
proches de façon contre-intuitive. Dans tous les cas, il semble impossible d’évi-
ter que des surfaces proches interagissent, ce qui est contraire au principe de
contrôle local. De plus, cette approche possède comme défaut supplémentaire
l’impossibilité de représenter des auto-intersections.
Plutôt que d’utiliser des fonctions de poids dans R3 comme dans les mé-
thodes MLS, nous nous sommes dirigés vers une méthode utilisant des pondé-
rations non seulement topologiques, mais discrètes. En d’autres termes, nous
n’eﬀectuons la projection qu’en des points précis de la surface à l’aide de poids
discrets déterminés par la connectivité. Cela nous a conduit à intégrer l’opé-
rateur de projection qui est au coeur des surfaces MLS directement dans un
processus de subdivision, d’où le nom que nous avons donné à cette méthode :
Least Square Subdivision Surfaces (LS3). Il s’agit en quelque sorte de l’approche
symétrique où nous partons des surfaces de subdivision pour les enrichir avec
ce qui fait la force des méthodes MLS.
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Figure 2.2 – Difficultés pour trouver des pondérations dans R3. (a)
La fonction de poids associée au sommet bleu peut prendre une forme arbitrai-
rement complexe. Ici, on souhaiterai avoir un poids nul au niveau de la courbe
verte et un poids moyen sur la courbe rouge. (b) Quelle épaisseur donner au
fonctions de poids ? Trop épais implique des repliements. Idéalement, la fonc-
tion de poids doit être d’épaisseur nulle pour éviter les interactions, mais cela
est impossible (ou alors la fonction de poids déﬁnie à elle seule la surface).
2.1 L’operateur LS3
La méthode LS3 peut être vue comme une généralisation des surfaces de
subdivision. Étant donné un maillage Mk, l’opérateur LS3 permet d’obtenir
un maillage plus dense et plus lisse : Mk+1. Si l’étape de découpage de notre
méthode est identique à celle des surfaces de subdivision, notre étape de lissage
se compose d’une étape de relaxation destinée à régulariser le maillage, et
d’un opérateur de projection directement inspiré des techniques MLS. Ceci est
illustré par la ﬁgure 2.3 où chaque sommet dk+1j (sans position) issu de l’étape
de découpage est traité par ces deux étapes :
L’étape de relaxation qui a pour but de déplacer les sommets tangentiel-
lement à la surface, de manière à obtenir des faces localement plus uni-
formes. Les coordonnées du sommet rk+1j issu de cette étape sont calculées
à l’aide d’un barycentre pondéré d’un certain voisinage. Cela ressemble
aux règles de lissage des surfaces de subdivision, mais les objectifs sont
diﬀérents : les poids sont choisis dans l’unique but d’obtenir un maillage
régulier plutôt qu’une surface très lisse. Les détails de cette étape sont
présentés en section 2.1.1.
L’opérateur de projection qui est constitué de deux sous étapes : le calcul
d’une approximation locale du maillageMk par une surface simple Sk+1j ,
puis la projection du point rk+1j issu de l’étape de relaxation sur celle-ci
pour obtenir le sommet ﬁnal vk+1j . Cette étape est détaillée en section
2.1.2.




















Figure 2.3 – Aperçu de la méthode LS3. Le maillage Mk passe d’abord
par l’étape de découpage chargée de modiﬁer la topologie, ce qui produit un
ensemble de sommets dk+1j sans position. Les étapes suivantes ont pour but de
modiﬁer la géométrie du maillage et s’appliquent à chaque sommet. L’étape de
relaxation consiste à d’abord calculer les pondérations topologiques associées
à dk+1j , puis à eﬀectuer la relaxation pour obtenir le sommet r
k+1
j . L’étape
de projection utilise les mêmes pondérations que l’étape de relaxation pour
calculer l’approximation locale Sk+1j , sur laquelle est projeté rk+1j pour obtenir
la position ﬁnale vk+1j . L’ensemble des sommets obtenus forme le maillage
Mk+1.
En résumé, l’étape de relaxation peut être vue comme un lissage tangentiel
et l’étape de projection comme un lissage de la forme. Comme nous le ver-
rons, ce découplage de l’opérateur de lissage des surfaces de subdivision oﬀre
de nouvelles possibilités pour mettre au point des opérateurs dédiés et plus
performants.
De prime abord, cette approche semble bien plus proche des concepts des
surfaces de subdivision que des surfaces MLS. En fait, nous pouvons remar-
quer que comme pour la projection d’un point sur une surface MLS, avec
notre méthode, itération après itération, les sommets s’approchent de leur
propre approximation locale. Si cette procédure converge et qu’à la limite les
approximations locales varient de façon continue, nous nous retrouvons alors
avec une surface MLS et ses propriétés puisque la surface limite est constituée
de l’ensemble des points qui appartiennent à leur approximation locale.
Il y a donc deux façons de voir notre méthode : la première consiste à
la considérer comme une méthode de subdivision non-linéaire, la deuxième
comme une méthode MLS particulière utilisant une fonction de poids discrète.
Par la suite, nous expliquons le fonctionnement de notre approche comme celui
d’une méthode de subdivision et utilisons les principes des MLS pour justiﬁer
nos choix.
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Figure 2.4 – Importance de la relaxation pour le rendu. Ces images
sont issues d’un maillage représentant une sphère échantillonnée de façon ir-
régulière, raﬃnée sans relaxation en haut et avec relaxation en bas. Tous les
sommets appartiennent à la sphère et les normales sont exactes.
En pratique, l’étape de relaxation (section 2.1.1) est similaire à de la sub-
division classique. L’opérateur de projection vient donc s’ajouter en tant que
lissage supplémentaire qui parvient à réduire considérablement certains ar-
tefacts comme nous le verrons en section 2.3.2. Nous utilisons les normales
des sommets pour faciliter l’étape de projection (voir section 2.1.2), tout en
ajoutant un contrôle supplémentaire obtenu en manipulant directement les
normales (voir section 2.2). Finalement, nous proposons une méthode pour
gérer également les bordures et les arêtes (semi-)vives en section 2.1.3.
2.1.1 L’étape de relaxation
L’étape de relaxation a pour but de produire des maillages localement plus
uniformes en déplaçant les sommets sur le plan tangent. Cette étape est cru-
ciale pour produire des surfaces de bonne qualité pour plusieurs raisons. Tout
d’abord, de nombreuses applications fonctionnent mieux avec des maillages lo-
calement uniformes. Par exemple, comme illustré ﬁgure 2.4, les algorithmes de
calcul de l’éclairage ont tendance à produire des comportements indésirables en
cas de fortes variations de l’échantillonnage. Ensuite, cela permet de dépeindre
les variations de courbure plus proprement. Finalement, comme nous le ver-
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rons en section 2.1.2, cette étape s’avère également cruciale dans la génération
des pondérations MLS.
Plus précisément, l’étape de relaxation doit idéalement :
– arranger les arêtes de sorte qu’elles produisent des courbes lisses et que
leurs longueurs varient progressivement,
– répartir les voisins d’un sommet de façon à ce qu’ils tendent vers une
ellipsoïde,
– préserver la forme originelle du maillage.
Une approche naturelle pour cela est de repositionner les sommets à l’aide
d’une combinaison linéaire de leur voisinage. Cette façon de faire, combinée
à une reprojection sur le plan tangent, est couramment utilisée pour faire du
lissage tangentiel, c’est à dire du lissage avec préservation du volume [Botsch
et Kobbelt, 2004]. Dans notre cas, l’étape de projection sur le plan tangent
est diﬃcile à réaliser puisque les nouveaux sommets n’ont ni position, ni plan
tangent associé. Une telle étape est de toute façon peu utile en pratique puisque
les sommets seront par la suite reprojetés sur leur approximation locale.









i=1wi,j = 1 où V
k+1
j est l’ensemble des sommets voisins du point
d’insertion de rk+1j ainsi que lui même dans Mk, et wi,j est le poids associé
au sommet vki . Les poids doivent être choisis en accord avec les règles de dé-
coupage aﬁn de considérer un voisinage le plus restreint possible. Comme nous
l’avons vu en section 1.1.3, il est possible d’obtenir des masques de subdivision
optimisés en fonction des propriétés désirées. Dans notre cas, nous souhaitons
avoir un maillage le plus uniforme possible sans nous soucier de la qualité de
la surface obtenue. Un choix logique est donc d’utiliser des optimisations éli-
minant les artefacts polaires. La majorité des exemples que nous présentons ici
utilisent un découpage triangulaire diadique avec les pondérations du schéma
de Loop modiﬁées par Barthe et Kobbelt [2004] pour éliminer les artefacts
polaires (voir ﬁgure 1.10). Nous verrons en section 2.3 des résultats basés sur
le schéma de Catmull-Clark et le schéma
√
3.
2.1.2 L’étape de projection
L’étape de projection a pour but de déplacer les sommets le long de la
normale de la surface pour obtenir une surface lisse. Pour cela, nous utilisons
un opérateur de projection inspiré des techniques utilisant les MLS : l’idée est
de calculer une approximation locale Sk+1j à l’aide de la méthode des moindres
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carrés pondérés, puis de projeter le point rk+1j sur Sk+1j pour obtenir sa position
ﬁnale.
Pondération topologique discrète
Aﬁn d’éviter les diﬃcultés liées au calcul d’une fonction de poids lisse dans
R3 approchant convenablement le maillage , nous proposons d’utiliser des pon-
dérations topologiques discrètes déﬁnies à l’aide de masques en fonction de
l’emplacement du sommet rk+1j . De telles pondérations apportent de nombreux
avantages. Leur simplicité permet de les calculer très eﬃcacement et leur lien
direct avec la connectivité du maillage permet de contrôler précisément l’in-
ﬂuence des sommets. Comme pour les surfaces de subdivision, n’utiliser que
le voisinage direct permet de minimiser la zone d’inﬂuence des sommets tout
en évitant les cas particuliers qui peuvent survenir près des bordures avec de
plus grand masques.
De façon similaire aux surfaces MLS, l’approximation doit être locale par
rapport au point d’évaluation. Dans notre cas il s’agit du point rk+1j qui est
ensuite projeté sur Sk+1j . Il semble donc naturel d’utiliser le même voisinage
V k+1j pour calculer l’approximation locale que pour l’étape de relaxation. En
pratique, en observant l’équation 2.1, on constate que, par construction, les
pondérations wi,j utilisées pour l’étape de relaxation correspondent aux coor-
données barycentriques de rk+1j vis à vis des sommets de Mk. Ces poids sont
donc tout indiqués pour l’étape de projection.
L’approximation locale de la surface
Le calcul de l’approximation se fait à l’aide de la méthode des moindres
carrés pondérés, comme pour les surfaces MLS. Cependant, contrairement aux
surfaces MLS où il est toujours possible d’augmenter le rayon de la fonction de
poids de façon à avoir suﬃsamment d’échantillons pour la procédure d’ajus-
tement, nous utilisons des masques discrets prenant en compte un nombre
restreint de sommets. Pour rester compatible avec la majorité des schémas
de raﬃnement, tout en conservant la possibilité d’utiliser des voisinages mini-
maux, il nous faut donc une méthode capable de calculer l’approximation locale
avec très peu d’échantillons : le raﬃnement
√
3 [Kobbelt, 2000] par exemple,
insère des sommets au centre des faces triangulaires à l’aide d’un masque ne
contenant que les trois sommets, comme nous l’avons vu en section 1.1.2. De
plus le système à résoudre pour calculer l’approximation locale doit être sur-
contraint pour éviter d’eﬀectuer un ajustement exact, auquel cas les poids
n’auraient aucune inﬂuence (voir en section 1.2.3). La position des sommets
seule n’est donc pas suﬃsante pour permettre de calculer une approximation
locale stable dans de nombreux cas. Par exemple, un plan requiert au mini-
mum quatre sommets pour être sur-contraint, et pour une sphère cinq sommets
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sont nécessaires. Comme nous l’avons vu dans la section 1.2.2, les méthodes
MLS s’appuyant sur les informations de normales sont bien plus performantes,
que ce soit en termes de coût de calculs, de stabilité, ou de qualité générale
des surfaces obtenues. L’utilisation des normales des sommets voisins est donc
tout indiquée à notre problématique. Intuitivement, un 1-voisinage équipé de
l’information de normales permet d’obtenir une information similaire à un 2-
voisinage, sans les diﬃcultés associées.
Dans la littérature des MLS, deux procédures d’ajustement exploitant les
normales ont été proposées. La première ajuste des plans et est extrêmement
simple, mais n’a aucun eﬀet dans notre cas : par construction, un plan ap-
proché au sens des moindres carrés passe nécessairement par le barycentre
des sommets approchés qui s’avère être le point rk+1j . Par conséquent, l’étape
de projection n’a aucun eﬀet et la surface obtenue correspond à une surface
de subdivision linéaire classique dans le cas où les pondérations de l’étape de
relaxation ont été choisies comme telles. Néanmoins, cette observation reste
intéressante puisqu’elle montre que notre méthode est bien une généralisation
des surfaces de subdivision. Cette remarque nous conforte encore un peu plus
dans le fait de choisir les mêmes poids pour les étapes de relaxation et de
projection.
La deuxième procédure, qui approche des sphères algébriques, et que nous
appelons Algebraic Sphere Fitting (ASF), permet de calculer une sphère à
partir de seulement deux échantillons (position plus normale) et s’avère donc
robuste avec tous les schémas de raﬃnement que nous avons considérés jusque
là, d’où notre choix de cette méthode.
Ajustement des sphères algébriques
La procédure ASF a été proposée par Guennebaud et al. [2008] pour appro-
cher des sphères algébriques déﬁnies comme étant la 0-isosurface d’un champ
scalaire s(x) = [1,xT ,xTx]u, où u ∈ Rd+2 est un vecteur de paramètres déﬁ-
nissant la forme de la sphère, et d est la dimension de l’espace ambiant (dans
notre cas, d = 3). Cette représentation permet à la sphère de naturellement
dégénérer en un plan, ce qui est nécessaire pour approcher des régions pla-
naires et gérer les points d’inﬂexion de façon robuste. Comme expliqué en
section 1.2.2, l’idée clé des procédures d’approche utilisant des normales est
de d’abord calculer les paramètres [u1, . . . , ud+1] de façon à minimiser l’erreur
pondérée entre ∇s et les normes des sommets. Le coeﬃcient constant u0 est
obtenu en minimisant la contrainte de distance standard (s(pi) = 0). Cela
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où wi sont les poids associés aux sommets pi (tel que
∑
wi = 1), et p˜ est
le barycentre
∑
wipi. Le paramètre β permet de passer d’un ajustement de
sphères standard lorsque β = 1 à un ﬁt de plan avec β = 0 de façon continue.
Cela permet dans notre cas de passer progressivement d’une surface LS3 à une
de surface de subdivision linéaire.
La projection d’un point sur une sphère algébrique est eﬀectuée en la
convertissant préalablement en une sphère explicite ou en un plan, respec-
tivement si |ud+1| > ǫ ou ud+1 = 0. Si ud+1 est proche de zéro, alors quelques
itérations de Newton sont nécessaires pour obtenir une bonne stabilité numé-
rique [Guennebaud et al., 2008].
2.1.3 Bordures et arêtes vives
Les surfaces ouvertes ou présentant des arêtes vives sont fréquemment utili-
sées en modélisation. Les bordures peuvent servir à représenter des objets ﬁns,
comme des vêtements, et les arêtes vives sont tout simplement extrêmement
communes, que ce soit pour de la modélisation organique ou pour représenter
des objets manufacturés. Il est donc indispensable que notre méthode puisse
gérer ces caractéristiques proprement.
Dans le cas des surfaces de subdivision, les bordures sont traitées très sim-
plement avec des masques adaptés, qui produisent généralement une courbe
spline classique en n’utilisant que les sommets en bordure. Cela permet aux
bordures d’être indépendantes des sommets internes. En juxtaposant deux
maillages partageant la même bordure, les bordures des surfaces correspon-
dantes sont donc assurées de coïncider sans aucune contrainte de lisseur entre
les deux ce qui produit une arête vive.
En revanche, dans notre cas, un eﬀet secondaire de l’opérateur de projec-
tion est de décaler la surface de façon à la rapprocher des points de contrôle
(voir section 2.3.2). Si les schémas de bordure des surfaces de subdivision sont
utilisés directement, cela conduit à des résultats incohérents comme illustré ﬁ-
gure 2.5.b. En laissant de côté le problème des arêtes vives, et en se concentrant
sur les bordures, il serait envisageable d’utiliser les sommets internes pour le
calcul d’une approximation locale aux bords, mais les poids ne seraient du
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Figure 2.5 – Gestion des bordures avec LS3. Le maillage (a) raﬃné
avec notre méthode en utilisant des splines pour les bordures produit un dé-
calage entre les bordures et la surface (b). Utiliser l’étape de projection avec
les masques en bordure corrige le problème tout en étant plus cohérent (c).
coup plus cohérents avec ceux de l’étape de relaxation. En fait, les normales
des sommets en bordure apportent déjà suﬃsamment d’informations sur la
surface voisine d’une bordure et comme la procédure ASF est sur-contrainte
avec seulement deux échantillons, il est donc tout à fait possible de l’utiliser
avec les masques de bordure classiques. La ﬁgure 2.5.c illustre les résultats
produits par cette approche.
Ce traitement est suﬃsant pour les bordures, cependant cela complique
le traitement des arêtes vives car le calcul des bordures dépend des normales
des sommets en bordure, et celles-ci sont supposées être diﬀérentes de chaque
coté d’une arête vive. Il n’est donc plus possible de simplement juxtaposer
deux maillages ouverts. Nous proposons donc la solution suivante : lorsque
nous traitons un sommet appartenant à une arête vive, nous calculons deux
approximations locales Sl et Sr correspondant aux deux côtés, puis nous pro-
jetons le sommet sur leur intersection Sl ∩ Sr, comme illustré ﬁgure 2.6. Cela
permet de créer une arête vive cohérente avec les deux surfaces comme illustré
ﬁgure 2.7.
Finalement, il est également possible de représenter des “arêtes douces” à
l’aide de méthodes existantes telle que celle décrite par DeRose et al. [1998].
Cette méthode consiste simplement à considérer les arêtes comme vives durant
quelques pas de subdivision, puis à les traiter normalement par la suite. Les
résultats obtenus en utilisant cette méthode avec les surfaces LS3 sont similaires
à ceux des surfaces de subdivision (voir ﬁgure 2.7).
2.2 Normales
Une caractéristique de notre approche est l’utilisation des normales des
sommets voisins pour le calcul des approximations locales. Par conséquent,
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Figure 2.6 – Approximations locales des arêtes vives. Le sommet issu de
la relaxation est projeté sur l’intersection des approximations locales à gauche
et à droite.
Figure 2.7 – Arêtes vives et semi-vives. Le modèle d’origine est un
dodécaèdre dont les arêtes ont été marquées comme vives (à droite) ou semi-
vives (à gauche).
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le résultat ﬁnal est inﬂuencé par celles-ci. Leur importance est d’autant plus
grande du fait que la procédure d’approximation par des sphères est tout aussi
sensible aux modiﬁcations des normales qu’au déplacement des sommets. Dans
cette section, nous étudions comment les normales peuvent être utilisées pour
manipuler la surface ainsi que les diﬀérentes méthodes permettant de les cal-
culer automatiquement, avec leurs avantages et leurs inconvénients respectifs.
2.2.1 Méthodes d’estimation des normales
Il existe de nombreuses méthodes pour calculer les normales des sommets
d’un maillage [Jin et al., 2005]. Supposons que nous voulons calculer la normale
n d’un sommet de coordonnée q et dont les coordonnées des sommets voisins
sont p0,p1, . . . ,pn−1 dans l’ordre anti-horaire. Aﬁn de simpliﬁer les équations
suivantes, nous pouvons nous centrer sur le sommet q en considérant les coor-
données p¯j = pj−q. Nous rappelons ici les méthodes de calcul des normales les
plus communes, qui, comme nous allons le voir, peuvent toutes être ramenées
à une moyenne pondérée des normales des faces adjacentes.
Pondération par les aires. Cette méthode consiste à pondérer les normales
par l’aire des triangles correspondants. Il s’agit de la méthode la plus
simple à mettre en œuvre car les normales, générées par le produit vec-
toriel de deux arêtes d’un triangle, ont une norme proportionnelle à l’aire
de celui-ci, ce qui nous amène à la formule suivante (en considérant les




p¯j × p¯j+1 (2.3)
où × est le produit vectoriel et le vecteur n˜ correspond à la normale non
normalisée. Cette méthode est la plus rapide à calculer et la plus utilisée
en pratique.
Pondération par les angles. Cette fois, les normales sont pondérées par les




cos−1(p¯j · p¯j+1) p¯j × p¯j+1‖p¯j × p¯j+1‖ (2.4)
où · est le produit scalaire. Cette méthode est peu utilisée en pratique
car elle est plus coûteuse en calcul que la pondération par les aires et ne
présente pas d’intérêt particulier en comparaison.
Méthode de Max [1999]. Cette méthode est conçue pour reproduire la nor-
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Cette méthode peut être intéressante dans le cas où l’on souhaite recons-
truire la normale exacte d’une sphère. Cependant, dans le cadre du rendu
de maillages peu denses, elle ne produit pas de résultats particulièrement
supérieurs à une autre méthode et on lui préfère la pondération par les
aires, plus rapide.
Ces méthodes sont trivialement invariantes aux translations et aux rota-
tions, puisqu’elles reposent uniquement sur les normales, les aires et les angles
du maillage qui sont eux-même invariants à ces transformations. Ce n’est par
contre pas le cas des mises à l’échelle non-uniformes, qui sont pourtant des
opérations communes lors de l’édition de surfaces. Il est facile de montrer que
la méthode de pondération par les aires présente l’avantage d’être invariante
aux transformations aﬃnes.
2.2.2 Calcul des normales pour la méthode LS3
Nous avons trois types de normales à prendre en considération avec notre
méthode : les normales en entrée qui sont soit calculées par un algorithme soit
déﬁnies à la main, les normales intermédiaires qui sont produites en sortie d’un
niveau de subdivision pour servir en entrée du niveau suivant, et les normales
en sortie qui servent principalement au rendu.
Choix des normales en entrée
Deux options sont possibles pour les normales en entrée : les éditer manuel-
lement ou les calculer automatiquement. En pratique, les éditer entièrement
manuellement est rarement envisageable car les sommets sont souvent trop
nombreux. Par contre, il peut être intéressant d’éditer quelques normales pour
corriger localement la surface. Reste à choisir la méthode la plus adaptée pour
calculer les normales en entrée.
Supposons que le maillage M0 est un cube. Les faces et les arêtes étant
toutes identiques et régulières, les diﬀérentes pondérations proposées pour cal-
culer les normales donnent le même résultat (en supposant que le cube ne soit
pas triangulé) qui s’avère correspondre aux normales de la sphère circonscrite.
Dans ce cas, la procédure ASF produit exactement la sphère circonscrite au
cube. En choisissant judicieusement la méthode de calcul des normales inter-
médiaires comme expliqué ci-dessous, celles-ci sont aussi celles de la sphère
circonscrite. Par conséquent, la surface limite s’avère être cette sphère.
La ﬁgure 2.8 illustre le résultat des trois méthodes de calcul des normales
en entrée avec la méthode LS3 sur un parallélépipède qui n’est autre que notre
cube déformé par une mise à l’échelle non-uniforme. La méthode de pondé-
ration par les aires calcule dans ce cas précis les normales de l’ellipsoïde cor-
respondant à la sphère circonscrite du cube après transformation. Le résultat




Figure 2.8 – Différentes méthodes de calcul des normales. Le maillage
(a) peut être vu comme un cube ayant subi une mise à l’échelle non-uniforme,
auquel cas, l’ellipsoïde (d) est la sphère circonscrite du cube ayant subi la même
transformation. Les autres images correspondent au résultat de la méthode
LS3en calculant les normales initiales à l’aide d’une pondération par les aires
(b), les angles (c) ou avec la méthode de Max [1999] (e). Toutes les images
sont à la même échelle et prises du même point de vue.
est donc logiquement une surface assez proche de cet ellipsoïde comme illustré
ﬁgure 2.8.b. La méthode de Max produit les normales de la sphère circons-
crite du parallélépipède. La procédure ASF produit donc exactement la sphère
circonscrite, par conséquent la surface limite est à nouveau une sphère (ﬁgure
2.8.e). Finalement, la méthode de pondération par les angles se situe à mi-
chemin entre les deux pondérations précédentes (ﬁgure 2.8.c). Cela s’explique
par le fait que la méthode de Max et la pondération par les aires produisent
respectivement des normales proches de celles des petites faces et des grandes
faces, alors que la pondération par les angles produit un équivalent de bissec-
trice en 3D et ne favorise aucune face.
La méthode de Max est utile dans les applications où il est nécessaire de
reconstruire des sphères parfaites, ce qui n’est pas commun dans le domaine qui
nous intéresse. Par contre, elle produit clairement un résultat contre-intuitif
lors des mises à l’échelle non-uniformes. Son utilisation est donc déconseillée
dans un cadre général.
La méthode de pondération par les angles ne possède pas de propriété
particulière qui la rende intéressante et est plus compliquée à calculer que la
pondération par les aires ; elle est donc, elle aussi, déconseillée.
La méthode de pondération par les aires semble la plus intéressante : son
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invariance aux transformations aﬃnes garantit que les surfaces produites au-
ront un comportement cohérent vis à vis de ces transformations. De plus, il
s’agit de la méthode la plus simple et eﬃcace à calculer.
Choix des normales intermédiaires
Après chaque étape de subdivision, de nouveaux sommets ont été ajoutés, il
est donc indispensable de leur assigner une normale aﬁn de pouvoir eﬀectuer la
projection lors de l’étape de subdivision suivante. Ces normales intermédiaires,
comme les autres, ont une inﬂuence directe sur les surfaces obtenues avec notre
méthode.
Une première solution consiste à recalculer les normales à l’aide d’une des
méthodes proposées entre chaque pas de subdivision. Cependant cette mé-
thode est lourde car il n’est pas possible de calculer les normales de cette façon
pendant l’étape de lissage puisque celle-ci nécessite de connaître la position
des sommets voisins. Il faut donc eﬀectuer des passes de mise à jour des nor-
males qui viennent s’intercaler entre chaque pas de subdivision. De plus, dans
l’éventualité ou les normales en entrée auraient été éditées, celles-ci se retrou-
veraient ignorées juste après le premier pas de subdivision, ce qui réduirait
considérablement leur impact.
Une bien meilleure stratégie consiste à calculer les normales directement
durant l’étape de lissage. Deux variantes sont possibles pour cela : utiliser une
moyenne pondérée des normales des sommets voisins, ou directement prendre
la normale de l’approximation locale. Cette dernière méthode semble plus in-
téressante car, si les normales et les sommets en entrée appartiennent à une
sphère, elle garantit de la reproduire. Elle n’est de toute façon pas plus coû-
teuse que l’autre, puisque le vecteur normal doit être calculé pour eﬀectuer la
projection.
Choix des normales en sortie
La stratégie que nous suggérons pour le calcul des normales intermédiaires
a pour eﬀet secondaire de les lisser fortement ; les normales obtenues en sortie
reﬂètent donc assez mal la surface réelle et doivent être recalculées. L’étape
de relaxation a pour eﬀet d’uniformiser le voisinage, ce qui réduit fortement
l’inﬂuence des diﬀérentes pondérations existantes. De plus, après quelques pas
de subdivision, le lissage fait que les normales des faces adjacentes tendent à
se rapprocher. La diﬀérence entre deux stratégies de pondération devient donc
minime après quelques pas de raﬃnements ; par conséquent, nous suggérons
d’utiliser la méthode la plus simple et eﬃcace, à savoir la pondération par les
aires.
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a b c
Figure 2.9 – Contrôle manuel des normales. Le maillage (a) est raﬃné
avec notre méthode en utilisant les normales calculées automatiquement (b)
et après édition manuelle des normales (c).
Résumé du choix des normales
En conclusion, nous avons jugé préférable d’utiliser la pondération par les
aires en entrée et en sortie, et la normale des approximations locales au point
de projection pour les normales intermédiaires. Sauf mention contraire, tous
les résultats présentés utilisent cette combinaison.
Il est possible d’inﬂuencer le résultat en modiﬁant les normales comme
illustré ﬁgure 2.9.
2.3 Résultats et discussions
2.3.1 Implémentation et performances
L’implémentation de la méthode LS3 est assez directe. En pratique, il est
très simple d’adapter un code de subdivision existant pour qu’il gère notre mé-
thode, puisqu’il suﬃt d’ajuster le calcul des poids des masques pour optimiser
uniquement la régularité du maillage et de rajouter le calcul de l’approxima-
tion locale et la projection à l’étape de lissage. Nous avons mis en oeuvre notre
méthode dans le logiciel libre Meshlab ainsi que dans la bibliothèque CGAL.
Le pseudocode correspondant à notre méthode est présenté ﬁgure 2.10.
Comparativement aux surfaces de subdivision, notre méthode est bien évi-
dement plus lente puisqu’elle ajoute des étapes de calcul. Le calcul de l’ap-
proximation locale se fait en O(n), avec n le nombre de sommets voisins, ce
qui est la même complexité que l’étape de relaxation. La projection, quant à
elle, s’eﬀectue en O(1). La complexité des surface LS3 est donc du même ordre
que celle des surfaces de subdivision.
Notre implémentation sous Meshlab de la méthode LS3 avec les masques
de Loop [1987] modiﬁés à l’aide de la méthode de Barthe et Kobbelt [2004]
est environ 10% plus lente que la méthode de Loop originale. En pratique,
cette implémentation n’est pas optimisée et la majorité du code de subdivision
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pour chaque sommet v0i de M0 faire
calculer sa normale initiale n0i à l’aide de la méthode de pondération par les
aires
fin pour
pour chaque pas de subdivision k faire
pour chaque sommet et arête o de Mk−1 faire
règle de découpage :
• créer une nouveau sommet dkj associé à o
règle de relaxation :
• calculer sa position intermédiaire rkj à l’aide
d’une moyenne pondérée en utilisant les masques de la figure 1.10
opérateur de projection :
• calculer une sphère algébrique Skj à l’aide de l’équation (2.2) et des masques
de la figure 1.10
• assigner au point vkj la projection de rkj sur Skj
• calculer la normale nkj à partir du gradient de Skj en vkj
fin pour
mettre à jour la topologie pour produire Mk
fin pour
pour chaque sommet vni de Mn faire
re-calculer sa normale finale nni avec la méthode de pondération par les aires
fin pour
Figure 2.10 – Pseudocode de la méthode LS3. Pour plus de clarté, le
code présenté suppose que les masques sont ceux de Loop modiﬁés.
est commun à ces deux méthodes, ce qui peut expliquer un si faible écart de
performances.
2.3.2 Comparaison avec les surfaces de subdivision
Dans le domaine de la création artistique, nous nous intéressons principa-
lement à l’apparence des surfaces. Cette notion est assez subjective et dépend
du contexte d’utilisation. La comparaison entre les surfaces de subdivision et
la méthode LS3 est donc délicate. Nous proposons une série d’exemples où
les surfaces de subdivision ont un comportement indésirable et observons le
comportement de notre méthode sur le même cas :
Les artefacts polaires sont inexistants car nous utilisons des masques op-
timisés pour les éliminer avec la méthode de Barthe et Kobbelt [2004].
En pratique, nous utilisons les poids qu’ils ont calculés dans leur article
pour la méthode de Loop. Des pondérations similaires pourraient être
dérivées pour les autres schémas de raﬃnement comme Catmull-Clark
ou
√
3, cependant les exemples que nous présentons avec ces méthodes
utilisent les pondérations d’origine.
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(a) (b) (c)
Figure 2.11 – Comparaison des effets de réduction et des oscillations.
Le maillage d’origine (a) raﬃné avec la méthode de Loop (b) et LS3 (c). Les
oscillations sont moins marquées avec notre méthode et l’étape de projection
permet de compenser le phénomène de réduction des surfaces de subdivision
approchantes.
La continuité des surfaces LS3 ne peut pas être analysée avec les outils dé-
veloppés pour les surfaces de subdivision du fait que notre opérateur de
projection n’est pas linéaire. La section 2.4 est dédiée à cette étude.
Les oscillations autour des sommets de forte valence sont fortement réduites
sans être totalement éliminées comme illustré ﬁgure 2.11.
Les déformations produites par les sommets extraordinaires sont très forte-
ment réduites. La ﬁgure 2.12 présente un exemple synthétique de point
selle. Le résultat de notre méthode est quasiment indistinguable de la
quadrique de référence utilisée. La ﬁgure 2.13 présente des modèles plus
proches de cas d’utilisation réels. Le gain est moins important – les ar-
tefacts étant à la base moins visibles – mais les artefacts sont tout de
même réduits de manière signiﬁcative. En pratique, nous pensons que
la capacité de notre méthode à réduire ces artefacts constitue un de ses
principaux intérêts.
Les surfaces de subdivision ont la propriété de support compact, à savoir
qu’un sommet n’inﬂuence la surface que sur un voisinage ﬁni. Dans les cas des
schémas de Loop et de Catmull-Clark, cette inﬂuence s’étend sur un voisinage
de deux anneaux. Cependant, même en utilisant les mêmes masques, notre mé-
thode possède des fonctions de base légèrement plus étendues. En eﬀet, notre
méthode ne considère pas seulement la position des sommets, mais aussi les
normales, ce qui signiﬁe que la modiﬁcation d’un sommet entraîne également
la modiﬁcation des normales des sommets voisins. Cette modiﬁcation est pro-
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Figure 2.12 – Reduction des déformations. Le modèle de point selle
(a) correspondant à une quadrique de référence (b) est raﬃné en utilisant
la méthode de Loop (d) et ses versions modiﬁées pour éliminer les artefacts
polaires (e) et améliorer la courbure (f). La méthode LS3 produit une surfaces
très proche de la quadrique de référence (c) et seul un léger artefact est visible
à l’emplacement du sommet extraordinaire.
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a b
c d
Figure 2.13 – Reduction des artefacts sur un modèle complexe, par-
ticulièrement au coin de l’œil et au niveau des lèvres.
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a b c
Figure 2.14 – Zone d’influence d’un sommet. Le maillage (a) est subdi-
visé avec la méthode de Loop (b) et LS3 (c). La couleur correspond à l’altitude.
Notez que LS3 possède une zone d’inﬂuence légèrement supérieure à Loop.
Figure 2.15 – LS3 avec Catmull-Clark et
√
3. Les maillages (à gauche)
sont raﬃnés avec des surfaces de subdivision classiques (au milieu) et avec
notre méthode (à droite). La ligne du haut correspond au schéma de Catmull-
Clark et celle du bas à
√
3.
pagée au fur et à mesure des étapes de subdivision jusqu’à atteindre à la limite
un voisinage de trois anneaux. Ce phénomène est illustré ﬁgure 2.14.
La ﬁgure 2.15 illustre la généralité de notre méthode en utilisant un raﬃ-





Les surfaces de subdivision approchantes utilisent généralement des pondé-
rations positives. Cela signiﬁe que la nouvelle position des sommets se trouve
systématiquement dans l’enveloppe convexe des sommets impliqués dans les
masques de subdivision. Par conséquent, les surfaces de subdivision appro-
chantes classiques sont inclues dans l’enveloppe convexe de leur polygone de
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a b
Figure 2.16 – Comparaison des silhouettes entre la méthode de Loop (a)
et LS3 (b). La ligne bleue correspond à la silhouette du maillage de contrôle.
contrôle. Cela produit un eﬀet secondaire : les surfaces obtenues sont souvent
beaucoup plus petites que le maillage d’origine, particulièrement dans les zones
de fortes courbures, comme nous pouvons le constater ﬁgure 2.11.b.
Au contraire, notre opérateur de projection permet aux sommets de sortir
de l’enveloppe convexe des masques utilisés. L’approximation locale passant
au plus proche possible des sommets, cela a pour eﬀet de rapprocher la surface
des points de contrôle, et donc de mieux préserver le volume initial que les
surfaces de subdivision approchantes (ﬁgure 2.11.c). En pratique, les surfaces
LS3 se situent entre les surfaces de subdivision approchantes et interpolantes.
Cet eﬀet est intéressant lorsqu’on souhaite raﬃner un maillage existant
qui n’a pas été conçu pour cela. Un exemple typique est le raﬃnement de
modèles dans les anciens jeux vidéo pour améliorer leur qualité. Dans une telle
situation, et plus particulièrement en présence de maillages très grossiers, l’eﬀet
de réduction des surfaces de subdivision est trop important. En contrepartie, les
surfaces interpolantes génèrent des oscillations disgracieuses, et peuvent même
produire un léger grossissement des surfaces. Les surface LS3 permettent de
créer des surfaces de qualité tout en produisant des silhouettes très proches de
celles des maillages de contrôle, comme illustré ﬁgure 2.16.
Un eﬀet indésirable, issu du fait que les surfaces LS3 puissent sortir de l’en-
veloppe convexe, est l’apparition de bourrelets survenant lors de l’utilisation
d’arêtes semi-vives, comme illustré ﬁgure 2.17. Les arêtes semi-vives sont gé-
nérées en considérant l’arête comme vive lors des premiers pas de subdivision
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a b c
Figure 2.17 – Bourrelets près des arêtes semi-vives. Un maillage (a)
raﬃné avec la méthode de Loop (b) et LS3 (c). En rapprochant la surface des
sommets du maillage de contrôle, notre méthode provoque des bourrelets dans
certains cas.
(2 dans l’illustration), puis comme lisse pour les pas suivants. Ce bourrelet est
en fait typique des méthodes de subdivision interpolantes : pour produire une
surface lisse qui passe par l’arête vive, la surface doit obligatoirement sortir
de l’enveloppe convexe. Dans notre cas, nous n’obtenons pas une interpola-
tion, mais la surface est tout de même décalée vers l’arête vive ce qui crée le
bourrelet.
2.3.3 Invariance affine
Les surfaces de subdivision linéaires possèdent l’importante propriété d’in-
variance aﬃne qui aﬃrme que, lorsque le réseau de points de contrôle subit
une transformation aﬃne, la surface limite subit exactement la même transfor-
mation. Ce n’est pas le cas des surfaces LS3. En eﬀet, appliquer une transfor-
mation aﬃne sur une sphère produit une ellipsoïde ; les approximations locales
ne peuvent donc pas se déformer comme il faut. Notre méthode est néanmoins
invariante aux transformations rigides et aux homothéties puisque le calcul
de l’approximation locale et la projection le sont. Les transformations non-
supportées sont donc les mises à l’échelle non uniformes et les transvections
(shears).
Une solution envisageable à ce problème serait d’approcher des ellipsoïdes
à la place des sphères. Cependant, celles-ci possèdent beaucoup plus de degrés
de liberté et sont considérablement plus diﬃciles à approcher de manière stable
et robuste. Nous discutons cette problématique plus en détail en annexe 4.6.5.
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2.4 Analyse numérique
Les surfaces de subdivisions sont généralement analysées en étudiant la
structure propre de leurs matrices de subdivision respectives [Zorin et Schröder,
2000]. Cependant, compte tenu de notre étape de projection, la position d’un
sommet ne peut pas être exprimée sous forme d’une combinaison linéaire des
sommets du niveau de subdivision précédent, par conséquent la matrice de
subdivision ne peut pas être constituée.
Intuitivement, notre idée est que, si les voisins d’un sommets q tendent
à former un ellipsoïde, les pondérations à la limite tendent vers des poids
euclidiens, ce qui implique que la surface obtenue est une surface MLS. Toute
la diﬃculté vient de l’évaluation de la continuité de cette “fonction de poids”.
Cela rend l’analyse théorique de notre schéma particulièrement diﬃcile.
Dans le contexte des courbes de subdivision, les schémas non linéaires
peuvent être analysés numériquement en calculant la régularité de Hölder de
plusieurs courbes limites et en retenant le pire cas [Kuijt, 1998; Marinov et al.,
2005]. Bien que cela soit limité aux courbes, cela nous permet tout de même
d’obtenir une intuition sur l’eﬀet de notre opérateur. En utilisant la métho-
dologie décrite par Kuijt et en appliquant notre approche LS3 à des courbes
2D planaires en utilisant les masques de pondération des splines cubiques, on
remarque que notre étape de projection ne dégrade pas la régularité de Hölder
qui est, dans les deux cas, supérieure à deux. Cela nous permet de conclure
que les courbes ainsi déﬁnies sont très probablement C2.
Le cas des surfaces est plus diﬃcile, mais aussi plus intéressant puisqu’il
contient des sommets extraordinaires. Dans ce but, nous avons mis au point
une méthode numérique pour analyser les comportements C0, G1 et G2 de
n’importe quelle surface produite par un processus de subdivision. Aﬁn d’être
totalement générique, notre approche ne nécessite aucune paramétrisation. Le
principe consiste à générer de manière aléatoire un grand nombres de maillages
de contrôle représentant 2-anneaux autour d’un sommet central p d’une va-
lence donnée. Chaque voisinage est subdivisé jusqu’à convergence numérique,
et nous enregistrons certains ratios de convergence pour chacun des degrés de
continuité. Aﬁn d’eﬀectuer un très grand nombre d’itérations, à chaque pas
les deux anneaux les plus extérieurs sont supprimés, ce qui n’aﬀecte pas le
résultat ﬁnal autour du sommet central. Il faut noter que dans tous nos tests,
les itérations ont toujours convergé.
Le comportement C0 est analysé en enregistrant à chaque itération k le
facteur de contraction ρk correspondant au ratio de la longueur maximale des







2. Least Square Subdivision Surfaces
où les sommets pkj sont les voisins du sommet central p
k au niveau k.
Pour que la surface soit C0, ρk doit être strictement plus petit que un. Plus
précisément, pour un schéma diadique, ρk devrait idéalement être égal à 0.5.
S’il est supérieur à 0.5 nous avons une dilatation, et une contraction dans le
cas contraire, ce qui permet d’identiﬁer les artefacts polaires.
Le comportement G1 équivaut à analyser le taux de convergence du voi-
sinage de p vers une conﬁguration planaire. Pour cela, nous proposons de
nous appuyer sur une analyse spectrale de la matrice de covariance Dk =∑
j(p
k − pkj )T (pk − pkj ). Soit λki les trois valeurs propres de Dk ordonnées tel




2. Puisque la magnitude des valeurs propres varie de façon
quadratique par rapport à l’échelle des données en entrée, nous pouvons déﬁnir












Une fois encore, αk doit être strictement inférieur à un et, dans le cas d’un
schéma diadique, αk devrait idéalement être égal à 0.5.
En supposant une continuité G1, c’est à dire αk < 1, nous pouvons assigner
au sommet pk (resp. ses voisins pkj ) une normale n
k (resp. nkj ) qui est le vecteur
propre de la matrice de covarianceDk (resp.Dki ) correspondant à la plus petite
valeur propre. Le comportement G2 peut alors être observé en comparant les
vitesses de convergence des normales des voisins nkj vers la normale n
k du
sommet central, aux vitesses de convergence des positions des sommets :
βk =
arclength(nk,nkj )‖pk−1j − pk−1‖
arclength(nk−1,nk−1j )‖pkj − pk‖
(2.8)
Ici, βk > 1 signiﬁe que les normales autour du sommet p convergent plus len-
tement vers la normale visée que les sommets le font, c’est à dire que la surface
n’est pas G2. D’un autre coté, βk < 1 signiﬁe que les normales convergent trop
vite, et nous sommes a priori en train de générer un point de courbure nulle
aussi appelé flat spot. La valeur idéale pour β est donc 1.
Nous avons utilisé ces mesures numériques pour comparer notre schéma
LS3 au schéma standard de Loop (Std-Loop), et deux autres variantes propo-
sées par Barthe et Kobbelt [2004] présentant respectivement la propriété de
courbure bornée (Curv-Loop) et éliminant les artefacts polaires (Polar-Loop).
Pour les sommets réguliers, de valence 6, et en négligeant les tous premiers pas
de subdivision, dans tous les cas nous trouvons les valeurs idéales ρk = 0.5,
αk = 0.5, and βk = 1, ce qui est cohérent avec notre analyse 2D de la régu-
larité de Hölder. En d’autres termes, notre étape de projection ne semble pas
compromettre la continuité C2 du cas régulier.
La ﬁgure 2.18 montre les graphiques correspondant aux pires scénarios pos-
sibles de ces trois mesures, ρk, αk, et βk, pour des milliers de conﬁgurations
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Figure 2.18 – Analyse des surfaces LS3. Les graphiques correspondent,
de gauche à droite, à nos trois métriques numériques pour étudier les classes de
continuité C0, G1 et G2 de diﬀérents schémas de subdivision. Ils correspondent
au pire cas de 10k conﬁgurations aléatoires autour d’un sommet extraordinaire
de valence 12.
aléatoires générées autour d’un sommet de valence 12. Par curiosité, nous avons
aussi inclus une variante de notre schéma LS3 utilisant les masques optimisés
pour améliorer la courbure pour chacune des étapes de relaxation et de projec-
tion (notée LS3-Curv). Comme on peut le voir, la variante LS3 se comporte
comme ses consœurs linéaires respectives, ce qui signiﬁe que l’étape de projec-
tion a un impact minimal sur la continuité de la surface. Nous pouvons aussi
remarquer que les artefacts polaires sont eﬀectivement détectés par la mesure
C0 ρ tandis que le schéma de courbure bornée montre clairement un meilleur
comportement G2. Cette observation montre que notre méthode numérique
correspond bien aux résultats théoriques.
2.5 Bilan
La méthode LS3 que nous proposons est une généralisation des surfaces
de subdivision qui permet de réduire considérablement certains des artefacts
inhérents à ces dernières. Elle est à la fois simple, eﬃcace et générique. Néan-
moins, elle possède aussi quelques limitations qui lui sont propres, comme les
bourrelets à proximité des arêtes semi-vives ou l’absence d’invariance aﬃne.
Aﬁn de résoudre ces problèmes, nous avons commencé à explorer des procé-
dures d’ajustement d’approximation locale de plus haut degré, ou encore des
méthodes de régression locales plus sophistiquées, que nous décrivons plus en
détail en annexe 4.6.5. Même si ces pistes se sont avérées infructueuses jusqu’à
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présent, elles n’en restent pas moins intéressantes à poursuivre.
Nous n’avons jusqu’à présent testé notre méthode que sur des maillages
statiques, c’est à dire sans animation et nous ne l’avons pas testé non plus
dans le cadre d’une édition interactive. Le meilleur moyen de déterminer si les
surfaces LS3 sont supérieures aux surfaces de subdivision dans une utilisation
courante serait de les mettre en oeuvre dans un logiciel de production, et de
les faire tester par des graphistes expérimentés. Un prototype de plugin pour
Maya a été réalisé avec succès, néanmoins nous n’avons pas pu aller plus loin
par manque de temps et de moyens.
Finalement, l’analyse théorique de ces surfaces s’avère compliquée : les ou-
tils développés pour les surfaces de subdivision ne s’appliquent pas à notre
méthode qui n’est pas linéaire. Nous avons donc développé des outils d’ana-
lyses numériques, aﬁn d’étudier la classe de continuité des surfaces LS3, qui
nous laissent supposer qu’elle est directement héritée du schéma de subdivision
linéaire utilisant les mêmes pondérations. Ceci est en accord avec les proprié-
tés connues des surfaces MLS sur lesquelles notre approche LS3 est basée :
la continuité d’une reconstruction MLS est égale à la continuité des pondéra-
tions. Néanmoins, l’étude théorique des propriétés des surfaces LS3 mériterait
une analyse plus rigoureuse via la mise au point d’outils mathématiques adap-
tés.
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a b c
Figure 3.1 – Primitives de dégradés vectoriels. Les dégradés linéaires
(a) et radiaux (b) sont les seuls dégradés déﬁnis dans la norme SVG [SVG].
Les dégradés coniques (c) sont aussi couramment utilisés.
Depuis les débuts de l’infographie, les méthodes de dessin vectoriel sont
largement répandues et appréciées, principalement pour leur légèreté en mé-
moire et leur indépendance vis à vis de la résolution en sortie. Ces propriétés
permettent de travailler sur de très grandes images avec peu de mémoire tout
en garantissant un résultat net, c’est à dire sans eﬀet d’aliasing quel que soit
le niveau de zoom. Par ailleurs, de nombreux types d’images sont composés
de formes géométriques simples (caractères d’impression, diagrammes, dessins
stylisés, etc.) et s’avèrent beaucoup plus faciles à manipuler à l’aide de pri-
mitives vectorielles qu’avec des représentations de plus bas niveau comme de
simples grilles de pixels.
Traditionnellement, les images vectorielles n’oﬀrent que peu de possibilités
pour représenter des dégradés de couleurs. Les primitives principales sont les
dégradés linéaires, radiaux et coniques, illustrés ﬁgure 3.1. La ﬁgure 3.2 illustre
le fait qu’il soit théoriquement possible d’obtenir des résultats très évolués en
utilisant ces primitives avec du blending, plusieurs calques et des masques de
visibilité, cependant, cela représente un travail fastidieux et peu intuitif.
Récemment, des méthodes ont fait leur apparition pour permettre la repré-
sentation vectorielle de dégradés complexes. Par exemple, les gradient meshes
[Sun et al., 2007], illustrés ﬁgure 3.3, utilisent une grille quadrangulaire dont les
arêtes sont des courbes de Bézier. Les couleurs, déﬁnies sur les sommets de la
grille, sont interpolées dans chaque cellule, souvent à l’aide de patchs de Coons
[1967] ou de Ferguson [1964]. Une autre approche proposée par Lecot et Levy
[2006] pour la vectorisation d’image consiste à découper l’image en cellules
contenant chacune une primitive de dégradé relativement simple (linéaire, ra-
dial ou quadratique). Cependant, ce genre de représentations est généralement
diﬃcile à manipuler car, d’une part, ces représentations sont souvent denses,
et d’autre part, elles mettent en jeu des maillages dont la connectivité doit être
manipulée manuellement (lorsque cela est possible).
Les représentations fondées sur un principe de diffusion [Orzan et al., 2008;
Finch et al., 2011] évitent ces écueils en permettant de diﬀuser des couleurs
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a b
Figure 3.2 – Dégradé complexe à base de primitives simples. En
combinant plusieurs dégradés simple (a), en l’occurence, des dégradés radiaux,
il est possible d’obtenir des résultats complexes (b). Cependant, cette façon de
faire est fastidieuse et peu adaptée pour représenter des discontinuités.
a a
Figure 3.3 – Gradient meshes. Les couleurs sont déﬁnies sur les sommets
du maillage de courbe (a) puis interpolées pour former des dégradés lisses.
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de part et d’autre des courbes de contrôle. Le résultat est une représentation
capable de produire des dégradés très évolués avec peu de primitives, sans
nécessiter de gérer manuellement des informations de connectivité.
Dans ce chapitre, nous présentons un tour d’horizon des diﬀérents travaux
qui ont été réalisés sur ces représentations. Nous verrons d’abord section 3.1 le
principe des images de diﬀusion ainsi que de nombreuses extensions permet-
tant de créer des images plus riches avec moins de courbes. En section 3.2,
nous présentons les diﬀérentes stratégies proposées pour résoudre le problème
de la diﬀusion, c’est à dire de l’interpolation des couleurs. Pour ﬁnir, nous
discuterons en section 3.3 d’une extension récente consistant à utiliser une in-
terpolation bi-harmonique aﬁn de créer des dégradés de couleur plus naturels
tout en oﬀrant des contrôles supplémentaires.
3.1 Images de diffusion
Une image de diffusion est une représentation d’image permettant de gé-
nérer des dégradés de couleur complexes à partir de contraintes de couleur
vectorielles déﬁnies à la main sous forme de courbes de diffusion [Orzan et al.,
2008] (ﬁgure 3.4.a). L’image ﬁnale u est obtenue en interpolant des couleurs
déﬁnies sur les courbes à l’aide d’une diffusion Laplacienne (ﬁgure 3.4.b), ce
qui donne le système d’équation suivant
∆u = 0 (3.1)
u(p) = v(p) si p ∈ S
où v(p) est la couleur contrainte au point p et S est l’ensemble des points
contraints. La solution de la diﬀusion Laplacienne est lisse en tout point, sauf
au niveau des contraintes où elle n’est que C0. Notons qu’une diﬀusion Lapla-
cienne produit une interpolation dite harmonique.
Avec une telle interpolation, les contraintes ponctuelles produisent des “pics”
peu élégants, comme illustré ﬁgure 3.4.c. En pratique, les couleurs sont donc
spéciﬁées uniquement sur les courbes. Il semble donc naturel d’utiliser des
courbes pour contraindre le processus de diﬀusion. Aﬁn de pouvoir représenter
des discontinuités, ces courbes de diffusion peuvent émettre une couleur diﬀé-
rente de chaque côté ; ce qui est équivalent à deux courbes de diﬀusion simples
inﬁniment proches.
Plus formellement, une image de diﬀusion est constituée d’un ensemble de
courbes de diﬀusion paramétriques Ci(t) avec i ∈ [1, n] et t ∈ [0, 1], auxquelles
sont associées deux fonctions vgi (t) et v
d
i (t) correspondant à la couleur émise
respectivement à gauche et à droite. Le plus souvent, les courbes utilisées sont
des courbes de Bézier et les fonctions de couleurs sont de simples dégradés
linéaires.
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a b c
Figure 3.4 – Courbes de diffusion. Une courbe de diﬀusion émet de la
couleur de chaque côté (a) qui est ensuite diﬀusée pour produire des dégradés
lisses (b). Les contraintes ponctuelles produisent des résultats médiocres (c) et
ne sont donc pas utilisées.
Singularités. De par leur déﬁnition, les images de diﬀusion autorisent ce que
l’on appelle des points singuliers, c’est à dire des points où plusieurs couleurs
sont imposées. Les plus communs apparaissent aux extrémités des courbes lors-
qu’une couleur diﬀérente est déﬁnie de chaque côté. Les autres points singuliers
sont les points d’intersection ou les éventuelles discontinuités dans les fonctions
de couleurs déﬁnies sur les courbes. Il peut aussi y avoir des cas clairement
dégénérés où deux courbes aux couleurs diﬀérentes se superposent, mais nous
partons du principe que de tels cas sont issus d’une mauvaise manipulation
et ne considérons donc que les couleurs émises par l’une de ces courbes. Nous
verrons plus tard que les points de singularité sont particulièrement délicats
à évaluer de façon stable et sont la source de nombreuses diﬃcultés dans la
conception des solveurs.
3.1.1 Contraintes avancées
En pratique, la déﬁnition précédente des images de diﬀusion oﬀre un cont-
rôle relativement limité ne permettant pas de représenter aisément des images
complexes. De nombreuses extensions ont été proposées dans un même but :
permettre de produire des résultats plus évolués avec un minimum de courbes.
Cependant, toutes ces extensions ne sont pas forcement compatibles entre elles
et tous les solveurs ne sont pas en mesure de les gérer.
Les courbes bloquantes ou "barrières"
Les courbes bloquantes, aussi appelées barrières [Bezerra et al., 2010b],
bloquent la diﬀusion sans émettre de couleur comme illustré ﬁgure 3.5. Ces
courbes sont particulièrement utiles pour représenter les occlusions qui appa-
raissent fréquemment dans les images : les courbes déﬁnissant la bordure d’un
objet peuvent se représenter en émettant de la couleur du côté intérieur et
en bloquant la diﬀusion de l’autre, ce qui évite d’avoir à éditer la fonction de
couleur (potentiellement complexe) nécessaire pour que l’objet se fonde dans
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a b c
Figure 3.5 – Courbes bloquantes et courbes de contour. Les courbes
bloquantes stoppent la diﬀusion sans spéciﬁer de contraintes d’un côté (a) ou
des deux (b). Les courbes de contour (c) émettent la même couleur tout du
long, mais celle-ci n’est pas déﬁnie manuellement mais calculée automatique-
ment (ici, la courbe centrale).
l’arrière plan. Cependant, l’utilisation de calques, lorsque c’est possible, est
généralement plus ﬂexible. La mise en œuvre de ce type de courbe dépend
fortement du type de solveur.
Les courbes de contour
Les courbes de contour proposées par Finch et al. [2011] consistent à cont-
raindre l’intégralité de la courbe à n’être que d’une seule et même couleur.
Évidement, ce type de courbes n’a de sens que lorsque sa couleur unique est
calculée automatiquement par le système.
L’intérêt pratique de ces courbes réside dans leur capacité à modeler la
forme d’un dégradé sans avoir à placer de contraintes de valeur explicite comme
illustré ﬁgure 3.5.c.
Force de diffusion
Cette extension proposée par Bezerra et al. [2010b] permet de contrôler
l’inﬂuence relative des courbes de diﬀusion à l’aide d’un mécanisme similaire
aux coordonnées homogènes. Une couleur homogène (rh, gh, bh, wh) peut être







La projection de la somme de plusieurs couleurs homogènes correspond à la
somme des couleurs, pondérée par wh ; il est ainsi possible de donner une plus
grande importance à certaines contraintes de couleurs qu’à d’autres. Notons
que l’inﬂuence peut même varier le long d’une courbe.
Ce procédé est facile à mettre en œuvre quel que soit le solveur puisqu’il ne
nécessite que de diﬀuser un canal supplémentaire. En revanche, il s’agit d’un
contrôle très indirect et contrôler individuellement les inﬂuences relatives de
chacun des points de contraintes indépendamment peut rapidement s’avérer
diﬃcile.
Représentation hybride pour la modélisation géométrique interactive 73
3.1. Images de diffusion
Diffusion anisotrope
Bezerra et al. [2010b] proposent de modiﬁer l’équation de Laplace 3.1 de
façon à favoriser la diﬀusion dans une direction plutôt qu’une autre. La direc-
tion de la diﬀusion est contrôlée à l’aide de courbes de direction favorisant la
diﬀusion dans leurs directions tangentes. Ces directions sont d’abord diﬀusées
avec l’équation de Laplace pour obtenir un champ de vecteurs qui est ensuite
utilisé pour eﬀectuer la diﬀusion anisotrope.
Portails
Dans le cadre des images de diﬀusion, le principe des portails [Bezerra et al.,
2010b] est de permettre à la couleur d’un endroit de se diﬀuser à d’autres en-
droits éloignés. Cette extension a été originellement proposée pour gérer les
occlusions : la couleur d’un coté de l’objet au premier plan peut-être directe-
ment transmise de l’autre coté. Cependant, il est considérablement plus simple
et plus robuste d’utiliser des calques pour réaliser cet eﬀet.
Néanmoins, cette extension se trouve être particulièrement utile pour créer
des textures répétitives. Cela est réalisé en transmettant les couleurs qui se
diﬀusent sur un bord de la texture au bord opposé.
Flou
Des courbes de diﬀusion permettent de représenter des discontinuités nettes
mais n’oﬀrent pas de moyen simple de créer des transitions douces, pourtant
utiles, par exemple, pour créer des eﬀets de profondeur de champ. On peut
considérer qu’une courbe de diﬀusion émettant une couleur diﬀérente de chaque
côté est en fait constituée de deux courbes inﬁniment proches émettant chacune
leur propre couleur de part et d’autre. Il est alors possible de simuler un eﬀet
de ﬂou en écartant ces deux courbes [Takayama et al., 2010], cependant la
discontinuités du gradient le long des courbes est clairement visible ce qui ne
produit pas des dégradés élégants (ﬁgure 3.6.a).De plus, écarter les courbes de
manière robuste, c’est à dire sans introduire d’intersections ou d’autres eﬀets
indésirables, est un énorme déﬁ.
Comme illustré ﬁgure 3.6.b, une autre solution consiste à appliquer un ﬁltre
de ﬂou Gaussien a posteriori. Aﬁn de contrôler le rayon de lissage, Orzan et al.
[2008] proposent d’assigner à chaque point d’une courbe un rayon de lissage
qui est interpolé en même temps que les couleurs. Cette méthode possède l’in-
convénient de nécessiter une passe de lissage supplémentaire qui peut devenir
coûteuse lors de l’utilisation de grands rayons, ou d’un fort zoom.
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a b
Figure 3.6 – Flou. Créer un eﬀet ﬂou en séparant la courbe en deux puis en
décalant les deux parties obtenues est peu convainquant car les courbes décalées
sont clairement visibles (a). Eﬀectuer un ﬂou gaussien de rayon variable donne
de meilleurs résultats mais est plus coûteux.
Diffusion de textures
Les textures sont des éléments importants des images qui sont particulière-
ment diﬃciles à réaliser de façon purement vectorielle. C’est pourquoi, le plus
souvent, les textures utilisées sont de simples images bitmaps. Winnemöller
et al. [2009] proposent de texturer des images de diﬀusion à l’aide de textures
elles-même déﬁnies avec des courbes de diﬀusion. Leur système se concentre
sur l’édition des coordonnées de texture aﬁn d’émuler des déformations visibles
lorsqu’une texture est plaquée sur un objet 3D. Cependant, cette méthode ne
permet pas de mélanger plusieurs textures ou de mélanger les textures avec
des courbes de diﬀusion, donc seules des zones fermées peuvent être texturées
de façon uniforme.
Une autre approche consiste à utiliser des textures procédurales dont les
paramètres sont diﬀusés en même temps que les couleurs. Cela a été mis en
œuvre avec succès par Jeschke et al. [2011] à l’aide de bruits de Gabor [Lagae
et al., 2009]. Cependant cette approche est limité en terme d’expressivité.
Contraintes de gradient
Dans le cadre de la génération de terrain, Hnaidi et al. [2010] proposent
l’utilisation de contraintes de gradient. Pour cela, ils ajoutent à l’équation de
Laplace et aux contraintes de valeurs des contraintes de gradient de la forme
∇u(p) = g(p),p ∈ G où g(p) est une contrainte de gradient etG est l’ensemble
des points dont le gradient est contraint. Dans le cadre de l’édition de dégradés
de couleur, les contraintes de gradient sont diﬃciles à manipuler et à concevoir
car il faut ﬁxer un gradient par canal. La seule contrainte pratique à utiliser
est de ﬁxer le gradient à 0. Nous verrons en section 3.3 une autre approche de
la diﬀusion plus adaptée à l’utilisation de contraintes de gradient.
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3.2 Solveurs
Dans la section précédente, nous avons vu qu’une image de diﬀusion était
simplement le résultat d’une ou plusieurs interpolations harmoniques d’un en-
semble de courbes de couleur soumises à des contraintes diverses. Une interpo-
lation harmonique est réalisée en résolvant l’équation de Laplace 3.1 qui inter-
vient dans de nombreux domaines, notamment en physique. Il existe donc une
vaste littérature sur la résolution de cette équation, et les solutions employées
dépendent énormément du contexte applicatif précis, des types de contraintes,
des a priori sur la solution, etc. Ici, notre objectif est de créer des images
visuellement plaisantes et non de calculer précisément le comportement d’un
phénomène physique. Par exemple, la précision du solveur n’est pas fonda-
mentale car les couleurs sont généralement quantiﬁées sur 8 bits par canal. Un
léger biais (décalage entre le résultat et la solution théorique exacte) est même
acceptable à condition qu’il n’introduise pas d’artefacts.
Voici une liste des principales propriétés souhaitables pour un solveur de
diﬀusion de couleur :
Rapidité : le solveur doit être capable de donner un retour quasi-instantané
à l’utilisateur pendant l’édition. En pratique, cela implique un budget
maximal d’environ 100ms pour le calcul de la diﬀusion voir même de
30ms pour permettre une animation ﬂuide en temps-réel.
Qualité : le solveur doit produire des images de qualité. Cela signiﬁe notam-
ment éviter les comportements indésirables couramment appelés arte-
facts.
Généralité : de nombreuses extensions ont été proposées pour les images de
diﬀusion, mais tous les solveurs ne sont pas forcément capables de les
gérer. Dans l’idéal, un solveur doit être suﬃsamment générique pour
s’adapter facilement aux diﬀérents cas d’utilisations en autorisant en
entrée une large palette de contraintes et de contrôles.
Cohérence temporelle : dans le cas d’animations où les données en entrée
varient de façon continue avec le temps, le résultat doit varier de façon
continue. Cela signiﬁe principalement éviter les eﬀets de scintillements.
Nous classons les solveurs existants en deux catégories. La première que
nous présentons section 3.2.1 regroupe les solveurs résolvant directement l’équa-
tion Laplacienne dans une grille de pixels. Comme nous le verrons, cette ap-
proche pose des problèmes diﬃciles tout en étant assez coûteuse en calcul. La
deuxième catégorie, présentée section 3.2.2, regroupe des méthodes cherchant
à approcher le résultat de la diﬀusion Laplacienne en essayant de se ramener
à de simples intégrales sur les contraintes.
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3.2.1 Diffusion Laplacienne en espace image
La première étape pour résoudre une équation aux dérivées partielles (EDP)
telle que l’équation Laplacienne est de discrétiser le domaine. Bien que plu-
sieurs options soient envisageables, l’objectif ici étant d’obtenir une image bit-
map, la méthode la plus simple est de discrétiser le problème directement sur
une grille régulière. C’est la stratégie employée par les solveurs présentés ici.
L’équation de Laplace peut facilement se discrétiser sur une grille de pixels à
l’aide de la méthode des diﬀérences ﬁnies, ce qui conduit au système d’équation
linéaire suivant :
ui−1,j + ui+1,j + ui,j−1 + ui,j+1 − 4ui,j = 0 , (3.2)
où ui,j correspond à la valeur du pixel (i, j). Tous les ui,j pour lesquels la valeur
n’est pas ﬁxée par les contraintes sont des inconnues du système.
Ce système d’équations peut être résolu de diﬀérentes manières : soit sous
une forme matricielle à l’aide d’un solveur linéaire creux, soit directement sur la
grille de pixels à l’aide d’une méthode itérative comme des itérations de Jacobi
ou la méthode de Gauss-Seidel. Cependant, une image contient généralement
plus d’un millions de pixels, et de telles méthodes ne permettent donc pas
d’obtenir les performances voulues, même en exploitant les capacités de calculs
des GPUs. Aﬁn d’accélérer les calculs, deux approches que nous détaillerons
dans la suite ont été proposées : la première se base sur les méthodes multi-
grilles, tandis que la seconde, plus originale, exploite au mieux les capacités de
rastérisation des GPUs.
Solveurs multi-grilles
Les solveurs multi-grilles [Briggs et al., 2000] sont relativement rapides
tant que les images produites sont de taille raisonnable, et sont suﬃsamment
ﬂexibles pour permettre d’implémenter la plupart des extensions présentées
section 3.1.1. Leur fonctionnement est illustré ﬁgure 3.7. Les méthodes multi-
grilles résolvent le problème sur une pyramide de grilles régulières partant
d’une résolution relativement faible jusqu’à la résolution désirée. À la résolution
initiale, la valeur des pixels est calculée à l’aide d’un solveur direct où itératif, ce
qui s’avère assez rapide puisque la grille est de dimension réduite. Les grilles
suivantes sont d’abord initialisées en sur-échantillonnant la grille de niveau
inférieur, ce qui permet à un solveur itératif de converger rapidement.
Dans le contexte des images de diﬀusion, Orzan et al. [2008] utilisent des ité-
rations de Jacobi aussi bien pour l’étape d’initialisation que pour le calcul des
grilles intermédiaires. Les itérations de Jacobi et l’étape de sur-échantillonnage
sont particulièrement faciles à paralléliser, ce qui permet d’implémenter cette
méthode intégralement sur GPU. Comme les itérations de Jacobi convergent
assez lentement sur des images de grandes tailles, la résolution de la grille
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Figure 3.7 – Fonctionnement des solveurs multigrilles. Les contraintes
sont d’abord initialisées sur des grilles de résolution de plus en plus faibles
(en haut). Ensuite, la diﬀusion est d’abord eﬀectuée sur la grille de plus faible
résolution qui sert d’initialisation à la grille suivante. Le processus est répété
jusqu’à obtenir la grille de résolution désirée (en bas).
initiale doit être assez faible, ce qui implique un grand nombre d’étapes de
ré-échantillonage.
Plus récemment, Finch et al. [2011] ont également utilisé un solveur multi-
grilles pour créer des images de diﬀusion. Dans leur cas, un solveur linéaire
direct est utilisé pour calculer la grille initiale à une résolution déjà consé-
quente, à savoir 64 × 64 pour l’interaction, et 128 × 128 pour obtenir des
images de plus haute qualité. Les grilles intermédiaires sont ensuite amenées à
convergence à l’aide d’itérations de Gauss-Seidel réalisées sur le CPU.
Initialisation des contraintes. Pour prendre en compte les contraintes,
celles-ci sont discrétisées sur chaque grille. Cette opération doit être eﬀectuée
avec précaution pour éviter les fuites de couleur sur les courbes diﬀusant une
couleur diﬀérente de chaque côté.
Orzan et al. utilisent la carte graphique pour le rendu des contraintes en
traçant une poly-ligne diﬀérente pour chaque côté des courbes. Cependant,
pour limiter les risques que ces poly-lignes se superposent, ce qui engendrerait
des fuites, ils les séparent de plusieurs pixels (trois dans leur implémentation)
et ajoutent des contraintes de gradient aﬁn d’obtenir des discontinuités plus
nettes.
Pour plus de robustesse, Finch et al. calculent explicitement les intersec-
tions entre chaque courbe et la grille de pixels. Lorsque une courbe entre en
intersection avec une arête de la grille, les pixels à ses extrémités se voient
assigner une couleur en fonction du côté où ils se trouvent. Comparée à la
méthode d’Orzan et al., cette méthode est plus précise, ce qui permet d’éviter
les incohérences lorsque deux courbes sont proches l’une de l’autre, mais aussi
plus coûteuse et diﬃcile à mettre en œuvre sur GPU.
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Solveur de Jeschke et al.
Aﬁn d’oﬀrir de meilleures performances que les solveurs multi-grilles, Jes-
chke et al. [2009a] ont développé un solveur exploitant les capacités de raste-
risation des GPU. Ce solveur repose sur deux idées :
1. utiliser une initialisation de Voronoï consistant à assigner à chaque pixel
de l’image la couleur de la contrainte la plus proche, et
2. appliquer des itérations de Jacobi avec un masque de taille variable pour
accélérer la convergence.
L’initialisation est directement eﬀectuée sur l’image à la résolution désirée
en utilisant les capacités de rasterisation des cartes graphiques modernes :
des polygones inﬁnis sont tracés de chaque côté des courbes et le tampon de
profondeur est utilisé pour stocker la distance à la courbe la plus proche aﬁn
que le test de profondeur ne garde que la couleur de la courbe la plus proche.














où r est le rayon du ﬁltre, qui dépend à la fois de la distance d de la courbe
la plus proche et de l’itération k. Un choix simple pour le rayon du ﬁltre est
d’utiliser r = d à la première étape, puis de diminuer r linéairement jusqu’à
obtenir r = 1 à la dernière itération. Cette stratégie permet d’obtenir des
dégradés lisses en seulement 8 passes.
Il est important de noter que quelques itérations de Jacobi, même en uti-
lisant de larges masques, ne suﬃsent pas à atteindre la convergence, mais
seulement à créer des dégradés lisses. Autrement dit, bien que la solution ob-
tenue puisse être biaisée, les dégradés de couleurs obtenus sont lisses et le
résultat agréable à l’œil. De plus, il s’agit du solveur le plus rapide existant
actuellement. En revanche, il nécessite une carte graphique haut de gamme, et
il s’avère peu ﬂexible car il ne permet pas de gérer la plupart des extensions
présentées section 3.1.1.
Difficultés avec les solveurs en espace image
Contraintes hors champ. Appliquées naïvement, les méthodes en espace
image ignorent les contraintes se trouvant en dehors de la grille de pixels,
comme cela arrive fréquemment lors de zooms. Pour les prendre en compte, la
solution communément utilisée consiste à calculer la diﬀusion sur l’intégralité
du domaine dans une grille grossière puis à utiliser le résultat pour initialiser
les bordures de l’image ﬁnale [Orzan et al., 2008]. Cette solution peut être
appliquée récursivement pour obtenir une meilleure approximation même dans
le cas de zooms importants [Finch et al., 2011]. Cependant, cette méthode
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a b c
Figure 3.8 – Extrémités des courbes avec les solveurs en espace
image. Une courbe (en vert) émet une couleur diﬀérente de chaque côté. Les
contraintes sont discrétisées sur la grille de pixels de façon similaire à [Finch
et al., 2011] : lorsque la courbe entre en intersection avec une arête de la
grille reliant le centre de chaque pixel (en noir), les pixels correspondant à ses
extrémités ( ) sont contraints. A l’extrémité de la courbe, les contraintes rouges
et bleues sont soit l’une sur l’autre (a), soit côte à côte (b). Cela engendre des
résultats très diﬀérents malgré le fait que l’extrémité de la courbe soit déplacée
de moins d’un pixel. L’image (c) correspond à la diﬀérence entre (a) et (b).
est coûteuse puisqu’elle nécessite le rendu de plusieurs grilles et/ou de grilles
plus grandes. Ces méthodes ont donc des performances moindres dès que des
contraintes se trouvent hors champ, ce qui est extrêmement fréquent lors de
l’utilisation d’images vectorielles.
Scintillements. La ﬁgure 3.8 illustre un problème typique des solveurs utili-
sant la grille de pixel comme discrétisation. Lorsqu’une courbe est déplacée, les
pixels à son extrémité passent brusquement de l’état contraint à non-contraint,
ou inversement. Or, le changement d’état d’un seul pixel peut avoir un impact
très important. Cela conduit à des scintillements lorsqu’une courbe est dépla-
cée.
Le solveur de Jeschke et al. [2009a] serait victime de ce problème si les ité-
rations de Jacobi étaient eﬀectuées jusqu’à convergence : le résultat serait alors
entièrement déﬁni par les pixels invariants, c’est à dire ceux qui se trouvent à
une distance de moins d’un pixel d’une contrainte. Cependant, comme seule-
ment quelques passes de ﬁltrage sont eﬀectuées, le résultat est fortement dé-
pendant de l’initialisation de Voronoï, qui s’avère beaucoup plus stable que
celle utilisée avec les solveurs multi-grilles.
Superposition des contraintes. Quelle que soit la méthode utilisée pour
discrétiser les contraintes, il peut arriver que plusieurs contraintes entrent en
intersection avec le même pixel. Il s’agit même d’une situation fréquente dans
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a b c
Figure 3.9 – Fuites de couleurs. Si les contraintes sont initialisées de
manière naïve, c’est à dire en discrétisant les courbes l’une après l’autre indé-
pendamment, cela peut conduire à des fuites de couleur (a et b). En initialisant
les contraintes à la couleur de la courbe la plus proche comme Jeschke et al.
[2009a], le problème peut-être évité (c).
deux cas : lors d’un zoom arrière et dans les grilles de basse résolution des
solveurs multi-grilles. Comme illustré ﬁgure 3.9, cela peut conduire à des fuites
de couleur. Pour éviter cela, il est possible d’initialiser les pixels à la couleur de
la contraintes la plus proche, de façon similaire à la méthode de Jeschke et al.
[2009a], mais sans forcement faire une initialisation globale (voir ﬁgure 3.9.c).
3.2.2 Solveurs approchants
Résoudre le problème globalement sur une grille de pixels comme présenté
précédemment est à la fois lourd en calcul et contraignant. Les solveurs que
nous présentons ici utilisent des méthodes approchant le résultat de la diﬀusion
Laplacienne par une intégrale sur les contraintes aﬁn de réduire le coût en calcul
ou d’apporter plus de ﬂexibilité.
Mean value coordinnates. La plupart des méthodes que nous allons pré-
senter ici s’appuient sur le concept des mean value coordinnates (MVC) [Floa-
ter, 2003]. Les MVC sont des coordonnées barycentriques généralisées 1 qui
permettent de calculer, à partir d’un point q se trouvant à l’intérieur d’un poly-





iwi = 1. Ces pondérations sont positives et varient de manière lisse. Farb-
man et al. [2009] ont remarqué que ces coordonnées peuvent être utilisées pour
produire des interpolations quasiment identiques à une diﬀusion Laplacienne.
1. La généralisation des coordonnées barycentriques à des polygones de plus de trois
sommets possède de nombreuses applications en infographie [Meyer et al., 2002a; Ju et al.,
2005].
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En pratique, les MVC ne sont positives que pour des polygones convexes
et dans notre cas, des valeurs négatives peuvent provoquer une extrapolation
des couleurs qui nous éloigne grandement du comportement de la diﬀusion
Laplacienne. Les positive mean value coordinates (PMVC) [Lipman et al., 2007]
étendent les MVC aux polygones concaves. Supposons que nous disposons d’un








déﬁnit une interpolation des contraintes, avec x(q, θ) le point d’intersection le
plus proche entre les contraintes et la droite partant de q dans la direction θet
w(p) = 1/‖q− p ‖.
Cette approche permet d’imaginer quelques contrôles supplémentaires. No-
tamment, Bowers et al. [2011] proposent d’utiliser w(p) = wc(p)‖q− p‖−e où
l’ajustement de la fonction wc et de l’exposant e permet de réaliser diﬀérents
comportements. Par exemple, choisir wc(p) = 0 implique que la contrainte n’a
aucune inﬂuence, ce qui en fait l’équivalent des courbes bloquantes. Lorsque
wc(p) > 0, ce paramètre permet de contrôler l’importance d’une courbe par
rapport aux autres, ce qui a un eﬀet similaire à l’extension consistant à diﬀu-
ser des couleurs homogènes, présentée section 3.1.1. Le paramètre e contrôle le
comportement de l’interpolation à distance des contraintes. Imaginons que nos
contraintes soient deux droites parallèles de valeur diﬀérentes ; lorsque e = 1
la valeur est interpolée linéairement entre les deux.
Au lieu d’utiliser des contraintes de valeur ﬁxes sur les courbes, Bowers
et al. [2011] proposent de les rendre dépendantes du point d’évaluation q,
c’est à dire de remplacer le terme v(x(q, θ)) par une fonction v′(x(q, θ),q).
Il est ainsi possible de diﬀuser, en plus d’une couleur unie, une texture, un
dégradé analytique ou toute autre fonction calculable à partir de paramètres
déﬁnis sur les contraintes et de la position du point d’évaluation q tel qu’illustré
ﬁgure 3.10. Ces diﬀérents eﬀets, déﬁnis par la fonction v′, sont appelés shaders.
Ce genre d’eﬀets n’est pas réalisable facilement avec une diﬀusion Laplacienne
car cela nécessiterait de diﬀuser un canal supplémentaire par shader (dans le
sens où deux textures diﬀérentes sont deux shaders diﬀérents) pour déterminer
leur inﬂuence relative et ensuite de les fusionner.
Dans les faits, l’attrait principal pour les approches à base de PMVC est le
fait que la valeur de n’importe quel pixel puisse être évaluée directement sans
avoir à résoudre le problème globalement. D’un autre coté, cela transpose la
diﬃculté d’une résolution globale à un problème de calcul de visibilité qui est
tout aussi diﬃcile à résoudre eﬃcacement. Nous allons voir dans la suite les
diﬀérentes stratégies qui ont été expérimentées.
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Figure 3.10 – Shaders de diffusion tels que proposés par Bowers et al.
[2011]. Les encarts présentent les trois types de shaders utilisés dans cette
image. De gauche à droite, un dégradé radial, une texture et une couleur unie.
Image provenant de [Bowers et al., 2011].
Évaluation par rastérisation
Takayama et al. [2010] ont utilisé les PMVC pour calculer des volumes de
diffusion, qui sont l’équivalent des images de diﬀusion en trois dimensions. Les
contraintes sont ici déﬁnies sur des surfaces et non sur des courbes. Ils utilisent
ces volumes de diﬀusion pour décrire l’intérieur d’objets qui sont ensuite vi-
sualisés en coupe. Clairement, l’utilisation d’une grille régulière en 3D serait
beaucoup trop coûteuse et impliquerait de calculer la couleur de nombreux
voxels inutiles pour le rendu ﬁnal car n’appartenant pas à la surface de coupe.
Les PMVC permettent de calculer uniquement les couleurs des points appar-
tenant à la surface de coupe sans se soucier du reste du volume de diﬀusion.
La première étape du rendu consiste à calculer l’intersection entre la surface
de coupe et les surfaces de diﬀusion générant un ensemble de segments de
coupe. La surface de coupe est ensuite triangulée à l’aide d’un raﬃnement de
Delaunay contraint de façon à ce que les segments de coupe soient représentés
dans la triangulation. La couleur des sommets appartenant aux segments de
coupe est directement récupérée de la surface de diﬀusion correspondante. La
couleur des autres sommets est calculée à l’aide des PMVC.
Bien que l’équation 3.4 puisse être évaluée analytiquement, cela nécessi-
terait de construire un polygone correspondant aux faces visibles en chaque
point d’évaluation, ce qui est prohibitif en 3D. Pour obtenir des performances
satisfaisantes, l’intégration est eﬀectuée numériquement sur GPU. Pour cal-
culer la couleur d’un sommet de coordonnées q, les surfaces de diﬀusion sont
rendues dans une cube-map centrée sur q. Le test de profondeur eﬀectue au-
tomatiquement le calcul de visibilité, et le tampon de profondeur contient la
distance à chaque échantillon permettant de calculer les pondérations. La cou-
leur du sommet est alors simplement obtenue par la moyenne des pixels de la
cube-map, pondérée par une des formules vue précédemment.
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D’après les tests eﬀectués par Takayama et al., cette méthode permet un
meilleur rapport qualité/temps que la résolution de la diﬀusion sur un maillage
tétraédrique. Le temps de rendu reste cependant important, s’étalant de 1 à
30 secondes par image suivant la complexité du modèle.
Lancer de rayons
Bowers et al. [2011] ont proposé une méthode évaluant l’équation 3.4 basée
sur un lancer de rayons stochastique : pour évaluer la valeur u(q), n rayons
sont lancés de q vers des directions θi, i ∈ [1 : n] aléatoires. L’intersection
entre le i-ème rayon et la contrainte la plus proche est notée pi. La valeur est
calculée à l’aide d’une simple moyenne pondérée des couleurs des contraintes
aux points pi : u(q) =
∑
iw(pi) · v(pi,q) /
∑
iw(pi), où v(pi,q) est la valeur
contrainte au point pi dans la direction de q.
Ce lancer de rayons est eﬀectué sur GPU et la structure accélératrice utilisée
est une simple grille régulière présentant l’avantage d’être facile à construire.
Dans leur implémentation, Bowers et al. utilisent 128 rayons par pixel en ap-
pliquant un léger décalage (jittering) sur la source des pixels ce qui produit
un eﬀet d’antialiasing. Cette approche reste coûteuse puisque qu’ils arrivent à
calculer des images de 512× 512 à 2-3 fps seulement. Pour de meilleures per-
formances durant l’interaction, l’image est découpée en blocs de 8 × 8 pixels,
la couleur au coins des blocs est calculée en ne lançant que 64 rayons et les
blocs sont remplis à l’aide d’une interpolation bilinéaire. Finalement, les blocs
proches des contraintes sont évalués pixel par pixel. Cela permet d’obtenir
entre 14 et 25 fps.
Intégration analytique
Pang et al. [2012] ont opté pour une intégration analytique de l’équation 3.4.
Pour cela, les courbes sont tout d’abord discrétisées en un ensemble de seg-
ments à l’aide d’un algorithme de subdivision classique. Pour un point d’éva-
luation q donné, les sommets des segments visibles pi sont arrangés dans l’ordre
anti-horaire autour de q. Les coordonnées barycentriques λi de q sont alors






‖pi − q‖ , (3.5)
et αi = p̂iqpi+1. Pour déterminer quels sont les segments visibles, Pang et al.
[2012] utilisent un algorithme parcourant tous les sommets issus de la discré-
tisation des courbes dans le sens anti-horaire en partant du plus proche et en
suivant les segments un à un.
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Cette méthode du calcul de la visibilité n’est pas assez rapide pour évaluer
chacun des pixels d’une image. Pour accélérer les calculs, l’image est triangu-
lée à l’aide d’un raﬃnement de Delaunay contraint ce qui permet de n’évaluer
que les sommets de la triangulation, à la façon de Takayama et al. [2010].
Le raﬃnement de Delaunay ne suﬃt pas à produire une triangulation assez
dense aux extrémités des courbes. Les triangles sont ensuite tracés en utilisant
une interpolation linéaire entre les couleurs des sommets. Cela permet d’obte-
nir des performances similaires aux autres solveurs en utilisant uniquement le
CPU. Cependant, cette méthode manque de ﬂexibilité et produit des images
de qualité médiocre (voir section 4.3).
Limitations des PMVC
Dans la plupart des cas, ce type d’interpolation produit des résultats assez
lisses, avec malgré tout des transitions beaucoup plus franches qu’avec une
diﬀusion Laplacienne puisque contrairement à un vrai processus de diﬀusion, ici
seuls les points directement visibles des contraintes inﬂuencent un pixel donné.
Par exemple, l’extrémité des courbes diﬀuse beaucoup moins dans le cas des
PMVC. Cela est dû au fait que les points dans l’alignement de la courbe n’ont
typiquement que peu de visibilité sur celle-ci, voir pas du tout lorsqu’il s’agit
d’une droite. Un autre problème peut apparaître quand l’utilisateur utilise des
barrières : on peut alors imaginer des points pour lesquels aucune source de
couleur n’est visible, il est alors impossible de calculer leur couleur. Il semble
cependant raisonnable de supposer que ce cas est peu fréquent en pratique.
Bien que l’objectif initial était de s’aﬀranchir d’une étape de résolution glo-
bale et coûteuse, les solveurs à base de PMVC s’avèrent en pratique tout aussi
coûteux en calcul, voir même plus selon les modèles et la qualité souhaitée.
Pour obtenir des performances similaires aux solveurs multi-grilles, ces mé-
thodes doivent utiliser des structures telles que des triangulations pour éviter
d’avoir à évaluer chaque pixel, ce qui complique d’autant plus leur mise en
œuvre.
Une approche diﬀérente utilisant les fonctions de Green a été proposée
récemment par Sun et al. [2012] pour obtenir une solution explicite au pro-
blème de diﬀusion. Cette méthode permet de s’aﬀranchir des problèmes de
visibilité ce qui simpliﬁe les calculs, mais nécessite en contrepartie l’évaluation
d’une intégrale sur toutes les contraintes ce qui peut rapidement s’avérer as-
sez lourd. En outre, il semble diﬃcile d’utiliser la plupart des extensions vues
précédemment avec cette approche. Pour ﬁnir, cette méthode ne fonctionne
théoriquement que pour des courbes fermées, même si elle semble donner des
résultats acceptables en pratique.




Figure 3.11 – Comparaison entre la diffusion Laplacienne et bi-
Laplacienne. Les contraintes ponctuelles (a) produisent des "pics" de couleur
et n’ont quasiment pas d’impact à distance avec la diﬀusion Laplacienne et
produisent un résultat très lisse avec la diﬀusion bi-Laplacienne. Un ensemble
de courbes simples représentant une sphère (d) diﬀusée à l’aide de l’équation
Laplacienne (e) est nettement moins lisse que la version bi-Laplacienne (f).
3.3 Diffusion bi-harmonique
La diﬀusion Laplacienne produit des résultats lisses et plaisants, mais n’est
pas pour autant exempte de défauts :
Continuité. La solution de la diﬀusion Laplacienne est C1 en tout point, sauf
sur les contraintes où elle n’est que C0 sur les courbes émettant la même
couleur des deux côtés, et discontinue sinon. Cela rend les courbes émet-
tant la même couleur des deux côtés diﬃcilement utilisables pour contrô-
ler précisément les dégradés, comme illustré ﬁgure 3.11.e. La discontinuité
du gradient est alors clairement visible, révélant ainsi des courbes qui ne
sont pas destinées à être vues.
Contraintes ponctuelles. Les contraintes ponctuelles (voir ﬁgure 3.11.b) ne
produisent généralement pas le résultat voulu. En pratique, l’inﬂuence
d’une contrainte ponctuelle a tendance à s’estomper très rapidement ce
qui, combiné au fait que les contraintes ne sont que C0, crée un“pic” de
couleur.
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Plutôt que de résoudre l’équation Laplacienne 3.1 et produire une interpo-
lation harmonique, Finch et al. [2011] ont proposé de réaliser une interpolation
bi-harmonique obtenue en résolvant l’équation bi-Laplacienne :
∆2u = 0 (3.6)
Cela produit une interpolation bi-harmonique qui est connue pour produire
des fonctions plus lisses (i.e., C2), qui sont de plus naturellement C1 sur les
contraintes de valeur. Dans notre contexte, cela produit des dégradés qui sont
particulièrement adaptés pour représenter des eﬀets d’ombrage, comme illus-
tré ﬁgures 3.11.c et 3.11.f. Cela permet de réaliser des images à l’apparence
beaucoup plus réaliste que la diﬀusion Laplacienne, qui tend à ne produire que
des dégradés linéaires.
Contraintes de gradient Le comportement de la diﬀusion bi-harmonique
permet de contrôler le gradient au niveau des courbes. Pour les courbes de
diﬀusion, Finch et al. proposent trois types de contraintes. Le premier consiste
à simplement forcer une continuité C1, ce qui est le comportement par défaut.
Le second consiste à contraindre le gradient à être nul perpendiculairement
aux courbes. Ce type de courbes est appelé slope. Le troisième, appelé crease,
consiste à casser la continuité C1 pour obtenir des variations de couleur mar-
quées.
La diﬀusion bi-harmonique oﬀre d’avantage de contrôles de gradient que
la diﬀusion harmonique [Hnaidi et al., 2010]. Par exemple, dans le cas de la
diﬀusion Laplacienne, il n’est pas possible d’avoir une continuité de gradient
de part et d’autre d’une courbe de valeur sans contraindre explicitement la
valeur du gradient, alors que cela se fait naturellement avec la diﬀusion bi-
harmonique.
Contraintes ponctuelles Comme nous l’avons déjà mentionné, l’interpola-
tion bi-harmonique produit des fonctions C1 sur les contraintes. Cela signiﬁe
que les contraintes ponctuelles produisent des dégradés lisses, et non pas des
“pics” comme le fait l’interpolation harmonique. Comme pour les courbes, dans
leur système Finch et al. proposent de soit laisser le gradient des points libre
soit de le contraindre à être nul.
Interpolation bi-harmonique en synthèse d’images Dans le contexte
de la modélisation géométrique, des EDP de quatrième ordre similaires sont
fréquemment employées pour contrôler la déformation de maillages triangu-
laires. Ces EDP sont soumises à des contraintes d’ordre zéro et de premier
ordre [Welch et Witkin, 1992; Botsch et Kobbelt, 2004]. Voir par exemple
[Botsch et Sorkine, 2008] pour un tour d’horizon plus complet de ces tech-
niques. Ici, l’équation bi-harmonique est le plus souvent discrétisée directement
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sur le maillage triangulaire (à la manière des diﬀérences ﬁnies) à l’aide d’ap-
proximations discrètes des opérateurs diﬀérentiels [Meyer et al., 2002b]. Il s’agit
d’une approche simple et eﬃcace, mais ces approximations peuvent conduire à
des artefacts notables [Grinspun et al., 2006]. De plus, les contraintes de pre-
mier ordre (contraintes de tangente) sont spéciﬁés en ﬁxant les valeurs d’une
bande de triangles. Pour contourner ces limitations, Grinspun et al. [2006]
décrivent une approche employant des éléments ﬁnis non conformes quadra-
tiques. Plus récemment, Jacobson et al. [2010] ont présenté une discrétisation
se basant sur une méthode par éléments ﬁnis mixtes qui montre le même ordre
de complexité que les approximations précédentes, mais plus solide d’un point
de vue mathématique tout en permettant de gérer de manière transparente
des contraintes de premier ordre. Néanmoins, toutes ces techniques ont été dé-
veloppées spéciﬁquement pour les maillages linéaires, tandis que, comme nous
le montrons section 4.3, les gradients de couleur requièrent des éléments d’un
ordre supérieur.
3.4 Bilan
Les images de diﬀusion sont des outils puissants permettant de créer une
large variété d’images. De nombreuses extensions ont été proposées aﬁn d’élar-
gir encore leurs possibilités tout en facilitant leurs utilisations. Néanmoins,
leur grand nombre ainsi que la complexité de certaines les rendent diﬃciles à
utiliser en pratique, car elles demandent un temps d’apprentissage non négli-
geable. De plus, certaines extensions proposées semblent surtout exister pour
contourner les limitations des solveurs actuels, comme les portails, qui peuvent
être avantageusement remplacés par des calques bien plus faciles à manipuler.
En eﬀet, la gestion efficace des calques fait cruellement défaut aux images de
diﬀusion, d’autant plus qu’ils sont aujourd’hui standards dans tous les logiciels
d’édition d’images et que les artistes sont habitués à leur utilisation. Cette li-
mitation vient principalement du fait que les solveurs actuels doivent recalculer
l’intégralité de l’image à chaque changement de point de vue : l’utilisation de
n calques divise simplement les performance par n, ce qui est prohibitif.
Le problème de diﬀusion reste un problème diﬃcile à résoudre eﬃcacement.
Le solveur de Jeschke et al. [2009a] est sans nul doute le plus rapide, mais
également le moins ﬂexible puisqu’il ne permet que de réaliser une diﬀusion
Laplacienne de base, tout en nécessitant un GPU haut de gamme. Les autres
solveurs peinent à oﬀrir les performances suﬃsantes pour permettre une édition
interactive. Cela inclut les solveurs à évaluation directe : bien que leur approche
semble séduisante, ceux-ci ne s’avèrent pas plus rapides que les solveurs multi-
grilles tout en étant restreint à une approximation de la diﬀusion Laplacienne.
Finalement, nous avons vu que la diﬀusion bi-Laplacienne produit des dé-
gradés bien plus lisses et plaisants à l’œil, comme illustré ﬁgure 3.12. En com-
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Figure 3.12 – Images de diffusion complexes. Le zephir (a) est produit
à l’aide d’une diﬀusion Laplacienne plus une passe de ﬂou, principalement
utilisée sur le visage. Le neko (b) est, lui, produit à l’aide d’une diﬀusion bi-
harmonique en une seule passe. La diﬀusion bi-harmonique permet de créer
des dégradés proches de ce que produit naturellement l’éclairage d’une scène
ce qui permet de faire des images plus plausibles. L’image (a) est extraite de
[Orzan et al., 2008].
paraison, les images obtenues à l’aide de la diﬀusion Laplacienne semblent
manquer de relief. Pour l’instant, seul un solveur multi-grille a été mis au
point pour ce type d’images de diﬀusion d’ordre supérieur.








4. Solveur vectoriel pour les images de diffusion
Comme nous l’avons vu dans le chapitre précédent, le principe des images
de diﬀusion est un concept très séduisant pour la création d’images vectorielles
“riches”. En revanche, sa non adoption par les logiciels de dessin vectoriel s’ex-
plique principalement par les lacunes des solveurs qui ont été proposés jusqu’à
présent. En eﬀet, d’une part les solveurs à évaluation directe sont limités à une
approximation d’une interpolation harmonique, plus limité que l’interpolation
bi-harmonique, et ceux-ci impliquent des calculs de visibilité coûteux. D’autre
part, les solveurs s’appuyant sur une discrétisation par diﬀérences ﬁnies en es-
pace image gèrent diﬃcilement les contraintes proches (zooms arrières) et les
contraintes hors de l’écran (zoom avant), ce qui les rend diﬃcilement utilisables
en pratique. De plus, la nécessité de recalculer la solution à chaque changement
de point de vue implique des performances inacceptables lors de l’utilisation
de calques, qui sont pourtant omniprésent dans les logiciels de dessin.
Aﬁn de contourner ces diﬃcultés, nous proposons le concept de solveur
vectoriel. Ici, l’idée est de résoudre le problème de la diﬀusion de manière à
produire en sortie une représentation intermédiaire vectorielle possédant toutes
les bonnes caractéristiques des primitives vectorielles traditionnelles : elle est
indépendante de la résolution en sortie, légère en mémoire, adaptative, permet
de représenter les discontinuités ﬁdèlement et peut être aﬃchée très eﬃcace-
ment. L’aspect adaptatif de la représentation intermédiaire signiﬁe qu’elle doit
être capable de représenter ﬁdèlement et eﬃcacement des images contenant à
la fois des motifs grossiers et des détails extrêmement ﬁns. L’indépendance vis
à vis de la résolution (en pixels) de sortie est fondamentale puisque cela permet
de résoudre le problème une fois pour toutes sur l’intégralité du domaine, tout
en autorisant un grand nombre d’opérations sans re-calcul. Par exemple, les
zooms, rotations, translations et autres transformations de l’espace sont ainsi
eﬀectués avantageusement sur la représentation intermédiaire sans problème
de contraintes hors-champs ou de superposition des contraintes. Cela permet
également une gestion eﬃcace de multiples calques (en pratique un seul calque
est modiﬁé à la fois), ainsi que la création d’images complexes peuplées de
diﬀérentes instances d’un même motif.
Une autre diﬃculté majeure des images de diﬀusion est que la diﬀusion
est par déﬁnition globale, ce qui implique que la modiﬁcation d’une contrainte
puisse avoir un impact à très grande distance. Aﬁn d’oﬀrir la possibilité d’une
diﬀusion locale, nous proposons le concept de courbes de transmission qui per-
mettent, entre autre, de contrôler précisément l’inﬂuence d’une primitive.
Dans ce chapitre, nous présentons un nouveau solveur vectoriel utilisant
une triangulation comme représentation locale et une méthode d’éléments ﬁnis
pour le calcul de la diﬀusion. Tout d’abord nous présentons une classiﬁcation
des contraintes qui adressent les limitations de la notation de Finch et al. [2011],
ainsi qu’un nouveau type de courbes appelées courbes de transmission en sec-
tion 4.1. Ensuite nous présentons un bref aperçu de notre nouvelle approche
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pour le calcul des images de diﬀusion en section 4.2. Notre représentation in-
termédiaire est détaillée section 4.3, sa construction section 4.4, et le solveur
FEM section 4.5. Pour ﬁnir, nous présentons les résultats de notre solveur dans
plusieurs cas d’application et discutons des avantages et inconvénients de notre
approche en section 4.6.
4.1 Classification et transmission
4.1.1 Classification des types de courbes
Au vu du nombre d’extensions et des possibilités oﬀertes par la diﬀusion
bi-harmonique, un grand nombre de combinaisons sont possibles et il est dif-
ﬁcile d’avoir une vue d’ensemble des possibilités des méthodes de diﬀusion
récentes. Finch et al. [2011] ont proposé un système de notation consistant à
combiner diﬀérentes courbes élémentaires : les courbes bloquantes indiquant
des discontinuités (T ), les contraintes de valeur (V ), les discontinuités C0 (C),
les courbes forçant la magnitude du gradient dans le sens normal à être nul (S)
et pour ﬁnir les courbes de contour (N). Cependant, ce système de notation
souﬀre d’un certain nombre de lacunes. En eﬀet, certaines combinaisons n’ont
pas de sens, comme par exemple les courbes V N (valeur et contour à la fois).
L’ordre des courbes est parfois important, comme pour les courbes V T et TV
correspondant à une courbe bloquante émettant de la couleur respectivement
à gauche et à droite, mais pas systématiquement comme pour les courbes V C
et CV (dans les deux cas, une courbe de valeur avec une continuité C0). Fina-
lement, il est possible d’imaginer des types de courbes non-représentables avec
cette notation, par exemple, une courbe dont le gradient ne serait contraint
que d’un côté.
Aﬁn de faciliter la navigation dans l’espace des possibilités oﬀertes par les
diﬀérentes combinaisons de contraintes, nous avons mis en place une notation
plus systématique. D’une manière générale, nous disposons de deux types de
contraintes qui peuvent être ﬁxées indépendamment : les contraintes de va-
leur et les contraintes de gradient. En notant uC la contrainte de u le long
d’une courbe C, nous pouvons résumer l’espace des contraintes possibles dans










où l et r représentent les côtés “gauche” et “droit” respectivement. Par exemple,
le côté droit de C peut se voir assigner une fonction scalaire spéciﬁque νr ou bien
être laissé non-spéciﬁé (nous utilisons le symbole ⊗ dans ce cas). De plus, le
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Figure 4.1 – Types de courbes. En combinant les contraintes de va-
leur (colonnes) et de gradient (lignes), nous obtenons un ensemble de courbes
riches. Les points et les lignes pointillées correspondent respectivement aux
contraintes de valeur et de gradient. Cette façon de classer les courbes géné-
ralise les travaux précédents, comme indiqué par les couleurs des cellules qui
correspondent aux types de courbes de Finch et al. [2011] : V1TV2, V T , T , C,
CV , V , V S, S. La courbe nulle n’a aucun eﬀet puisqu’elle ne déﬁnit aucune
contrainte ni aucune discontinuité ; il s’agit du comportement de la diﬀusion
en tout point non-contraint.
côté gauche et le côté droit peuvent être contraints à être égaux (nous écrivons
alors uC = ν). Des choix similaires sont disponibles pour les contraintes de
gradient. L’égalité des contraintes est nécessaire lorsque les valeurs, ou les
normes des gradients, sont laissées non-spéciﬁées et que l’on souhaite forcer la
continuité C0 ou C1. Il est bien sûr possible de faire varier les contraintes de
valeur et de gradient le long des courbes.
Le cas des contraintes ponctuelles est légèrement diﬀérent : elles sont trai-
tées comme des contraintes isotropes et il est possible de contraindre leur va-
leur, la norme de leur gradient, mais aussi la direction du gradient. En d’autres
termes, si nous considérons un champ de hauteur, une contrainte ponctuelle
permet de spéciﬁer (ou non) l’altitude du point, et/ou la normale de la surface
générée.
Ce petit ensemble de paramètres permet d’obtenir un grand nombre de
types de courbes. Ceux-ci sont résumés dans la ﬁgure 4.1 qui illustre toutes
les combinaisons de contraintes de valeur et de gradient possibles, chaque cel-
lule représentant un type de courbe. Cette façon de classiﬁer les contraintes
généralise les courbes de diﬀusion et certaines extensions présentées dans les
travaux précédents, tels que les courbes bloquantes et des contraintes de gra-
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Figure 4.2 – Types de courbes en image. Les quatre dernières lignes de
la ﬁgure 4.1 illustrées avec des dégradés de couleur. Deux courbes, en haut et
en bas, émettent de la couleur et restent inchangées, mais la courbe centrale
est modiﬁée. Les lignes pointillées soulignent les iso-contours des couleurs pour
faciliter la visualisation.
dient. Les types de courbes représentables avec la méthode de Finch et al. sont
indiqués par des couleurs, les cases à fond blanc sont donc les nouveaux types
de courbes que fait apparaître notre classiﬁcation. Il est important de noter que
tous les types de courbes présents dans le tableau peuvent être mis en œuvre
avec un solveur adapté, tel que celui que nous présentons dans ce chapitre. Un
sous-ensemble des diﬀérents types de courbes est illustré ﬁgure 4.2 avec des
dégradés de couleur.
Comparé à la notation proposée par Finch et al., cette classiﬁcation oﬀre
plus de possibilités tout en évitant les cas insensés, mais ne prend pas en
compte les courbes de contour qui sont équivalentes à des contraintes de valeur
calculées automatiquement. Les autres extensions, telles que l’application de
ﬂou en post-traitement ou la diﬀusion de couleurs homogènes, ne sont pas
représentées ici car elles ne créent pas de nouveaux types de contraintes sur le
processus de diﬀusion.
De prime abord, certains types de courbes, que fait apparaître notre clas-
siﬁcation, ne semblent pas très intéressants en pratique. Par exemple, spéciﬁer
des valeurs de gradient n’a que peu de sens dans le cas de l’édition d’images,
sauf dans le cas ∆uC = 0 que nous utilisons régulièrement. En revanche, ces
contraintes s’avèrent particulièrement utiles pour la création de champs de
hauteurs (terrains), puisqu’elles permettent alors de contrôler la normale de
96 Simon Boyé
4. Solveur vectoriel pour les images de diffusion
a b c
Figure 4.3 – Transmission. La courbe centrale est une courbe de transmis-
sion, avec α = −1 (a), α = 0 (b) et α = 1 (c).
la surface sous-jacente. Par ailleurs, il est possible de forcer une continuité
des gradients sans avoir une continuité des couleurs (ligne ⊗, trois premières
colonnes), ce qui semble assez peu utile en pratique, particulièrement dans le
cadre d’édition de dégradés de couleur où cela donne des résultats imprévi-
sibles.
4.1.2 Transmission
Il est souvent utile, en pratique, de limiter précisément la diﬀusion d’une
primitive sans pour autant introduire une discontinuité comme le font les
courbes bloquantes. Pour cela nous proposons un nouveau type de courbes
que nous appelons courbes de transmission. Ces courbes n’émettent pas de
couleur et sont contraintes à être au moins C0 (colonne ⊗ dans notre classiﬁ-
cation). Le but de ces courbes est de bloquer la diﬀusion seulement dans un
sens, mais pas dans l’autre, ce qui permet de contrôler très précisément sur
quelle zone une courbe peut avoir de l’inﬂuence, comme illustré ﬁgure 4.3. La
transmission peut être contrôlée ﬁnement grâce à un paramètre α ∈ [−1, 1] qui
permet de passer de façon lisse d’un blocage total des couleurs provenant du
côté droit d’une courbe (α = −1), à une courbe qui laisse passer la diﬀusion
dans les deux sens (α = 0), puis à un blocage des couleurs provenant du côté
gauche (α = 1).
Cette extension permet un contrôle bien plus précis que la méthode des cou-
leurs homogènes de Bezerra et al. en oﬀrant un vrai contrôle local. Il est impor-
tant de rappeler que bien qu’une courbe de transmission soit particulièrement
utile pour contrôler l’inﬂuence d’une primitive, ces courbes sont complètement
indépendantes et ne sont absolument pas liées à d’autres primitives. Cela oﬀre
énormément de possibilités, mais demande également un usage raisonné. Par
exemple des courbes de transmission ouvertes n’ont que peu de sens, car les
couleurs ont alors tendance à contourner la courbe. D’un point de vue interface
utilisateur, un outil de génération de courbes décalées [Ostromoukhov, 1993]
nous semble particulièrement pertinent pour créer une version initiale d’une
courbe de transmission qui peut ensuite être déformée à souhait pour obtenir
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Figure 4.4 – Exemple de transmission. Les courbes de transmission per-
mettent de contrôler précisément la zone d’inﬂuence d’une courbe (ici en forme
d’étoile) tout en mélangeant le résultat naturellement avec le reste de l’image.
l’eﬀet désiré.
4.2 Aperçu de notre solveur vectoriel
Le solveur que nous proposons ici utilise une triangulation comme repré-
sentation intermédiaire et se base sur une méthode par éléments finis (FEM
pour finite element methods) [Zienkiewicz et al., 2005]. Les FEM déﬁnissent
une classe d’approches généralistes pour la résolution des équations aux dé-
rivées partielles (EDP). Notre solveur fonctionne aussi bien avec la diﬀusion
Laplacienne que bi-Laplacienne.
Notre méthode se divise en deux grandes étapes : premièrement la construc-
tion de la représentation intermédiaire, deuxièmement la résolution du pro-
blème de diﬀusion. Un diagramme représentant les diﬀérentes étapes de notre
méthode est présenté ﬁgure 4.5.
Construction de la triangulation. La qualité du résultat ainsi que les
performances de notre solveur sont directement dépendantes de la qualité de
la représentation intermédiaire. Celle-ci est décrite en section 4.3. Pour obtenir
le meilleur rapport qualité/temps d’exécution, il faut s’assurer que la triangu-
lation soit suﬃsamment dense là où il y a des détails tout en prenant soin
d’éviter de sur-échantillonner le maillage inutilement. En résumé, nous utili-
sons un raﬃnement de Delaunay, qui prend en entrée un ensemble de segments
appelé planar straight-line graph (PSLG) et qui produit une triangulation très
régulière. Aﬁn d’obtenir une triangulation conforme à nos attentes, nous avons
mis au point plusieurs heuristiques pour générer un PSLG optimisé évitant dif-
férents artefacts et les sur-échantillonnages inutiles. Les détails de cette étape
sont donnés en section 4.4.
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Triangulation FEM
PSLG Cons. élements
Contraintes Triangulation Cons. matrice Rep. inter.
Raffinement Solveur lin.
Figure 4.5 – Aperçu de notre solveur vectoriel. Il prend en entrée
l’ensemble des contraintes (courbes et ponctuelles) sous la forme d’un graphe
planaire qui est d’abord discrétisé pour obtenir un PSLG. Aﬁn de garantir
un échantillonnage suﬃsant près des points singuliers, des sommets sont in-
sérés à leurs proximités après triangulation, puis le raffinement de Delaunay
prend place pour uniformiser les triangles. Chaque triangle est alors converti
en élément, opération durant laquelle un certain nombre de nœuds sont créés,
représentant soit des contraintes soit des inconnues. Un système d’équation li-
néaire est alors construit en utilisant la FEM, puis résolu à l’aide d’un solveur
linéaire creux. Le résultat est notre représentation intermédiaire.
Discrétisation du problème de diffusion. Une fois que la triangulation
est construite, nous la transformons en un ensemble d’éléments. Cela consiste
principalement à choisir le type d’élément associé à chaque triangle, et à insérer
des nœuds correspondant aux degrés de liberté des éléments. La valeur d’un
nœud peut être soit ﬁxée par les contraintes en entrée, soit correspondre à une
inconnue de notre problème. Nous discrétisons ensuite le problème de diﬀusion
sur cet ensemble d’éléments à l’aide de la méthode des éléments ﬁnis, ce qui
nous donne un système d’équations linéaires creux résolu à l’aide d’un solveur
direct. Les détails du choix des éléments, de la discrétisation des contraintes
ainsi que les méthodes mises en œuvre pour gérer les courbes de contour et la
transmission sont détaillés section 4.5.
4.3 Représentation intermédiaire
Notre représentation intermédiaire est conçue pour représenter le résultat
de la diﬀusion ∆nu = 0 (n = 1, 2) à l’aide de primitives vectorielles légères et
indépendantes de la résolution. Elle n’est cependant pas destinée à être ma-
nipulée directement car le nombre de paramètres nécessaires pour représenter
convenablement la solution de la diﬀusion est généralement trop important.
Plusieurs choix sont possibles pour une représentation intermédiaire. Par
exemple, les quadtrees permettent de discrétiser un domaine très rapidement
[Frey et Marechal, 1998] mais souﬀrent essentiellement des mêmes limitations
qu’une grille régulière pour s’adapter ﬁdèlement aux courbes de contraintes.
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De même, les représentations meshless [Belytschko et al., 2004; Liu, 2009] sont
faciles à générer et manipuler puisqu’il n’y a pas de connectivité à gérer. De
plus, ces approches sont connues pour produire des résultats très lisses. En
revanche, celles-ci ne sont pas adaptées pour représenter les discontinuités et
sont assez coûteuses à évaluer. Le choix de se baser sur des triangulations
est ﬁnalement assez naturel. Il existe en eﬀet de nombreux outils pour les
générer, et elles permettent de représenter des formes arbitrairement complexes
ce qui nous permet de représenter les contraintes précisément. De plus les cartes
graphiques modernes sont optimisées pour tracer des triangles.
Arêtes courbes. Bien qu’il soit possible d’approcher de manière suﬃsam-
ment ﬁdèle une courbe par une ligne polygonale, cela conduirait à une triangu-
lation excessivement dense à proximité des courbes, ce qui serait extrêmement
coûteux à la fois en terme de consommation mémoire et de temps de calcul.
En pratique, nous avons constaté que la triangulation n’a généralement pas
besoin d’être excessivement dense près des courbes pour produire des dégradés
visuellement plaisants. Nous nous autorisons donc à avoir des arêtes courbes
(représentées par des courbes de Bézier cubiques dans notre implémentation)
nous permettant de représenter les contraintes et les discontinuités très préci-
sément tout en conservant un nombre de triangles relativement faible.
Patch de couleur. À chaque triangle est associé un patch 1 ui interpolant
les couleurs déﬁnies en des points précis appelés nœuds. Formellement, l’image




ui(x) = uidx(x)(x) , (4.1)
où idx(x) correspond à l’index de l’unique triangle contenant le point x. Les
patchs les plus simples possèdent trois nœuds de valeur vj associés aux sommets
pj (voir ﬁgure 4.6.a) qui sont interpolés linéairement par ui(x) =
∑3
j=1 vjLj(x),
où L1, L2, et L3 correspondent aux coordonnées barycentriques du points x
dans le triangle i. De tels patchs ont été utilisés par Pang et al. [2012]. Cepen-
dant, les dégradés linéaires produisent d’importantes discontinuités du gradient
au niveau des arêtes qui sont particulièrement visibles, à moins de créer une
triangulation excessivement dense.
Une meilleure solution consiste à utiliser des patchs d’ordre supérieur. Nous
avons opté pour une interpolation Lagrangienne d’ordre deux où les nœuds sont
placés sur les sommets et au milieu des arêtes de la triangulation tel qu’illustré
1. Les fonctions d’interpolation utilisées pour l’affichage sont appelées patchs par op-
position aux éléments utilisés pour la résolution du problème. Bien que ces notions soient
similaires, nous verrons en section 4.5 que nous ne pouvons pas toujours utiliser le mêmes
fonctions dans les deux cas.
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Figure 4.6 – Patchs de couleur. Les patchs linéaires possèdent trois nœuds
placés au sommets (a), et les patchs Lagrangiens quadratiques (b) en possèdent
six : trois sur les sommets et trois autres au centre des arêtes. Les patchs
incidents à des singularités sont traités spécialement : le sommet singulier p1
est représenté par deux nœuds v1→2 et v1→2 (c). Le point x est évalué comme
les patchs normaux en utilisant v1(x) = v1→2 + αβ (v1→3 − v1→2).
ﬁgure 4.6.b. Nous avons donc ui(x) =
∑6
j=1 vjQj(x), où les fonctions de base
Qj associées aux nœuds vj sont données par :
Qj = (2Lj − 1)Lj, j = 1, 2, 3,
Q4 = 4L2L3, Q5 = 4L3L1, Q6 = 4L1L2 .
Formellement, le gradient de l’image n’est toujours pas continu le long des
arêtes. Cependant, comme illustré ﬁgure 4.7, lorsqu’il s’agit de représenter
des dégradés de couleur, ces patchs produisent des résultats bien supérieurs
à ceux des patchs linéaires, même pour un nombre de nœuds et un temps de
calcul similaire. Nous n’avons pas considéré les patchs d’ordre supérieur car
cela compliquerait fortement le solveur, particulièrement avec la diﬀusion bi-
Laplacienne. De plus, il n’est pas évident que la diﬀérence soit visible étant
donné la qualité déjà obtenue avec des patchs quadratiques.
Représentation des singularités. Les extrémités des courbes et les in-
tersections sont des points singuliers où deux valeurs diﬀérentes peuvent être
contraintes en même temps. Les solveurs existants ne permettent pas de gérer
ces singularités explicitement. Ceux-ci sont donc sources d’artefacts : scintille-
ments dûs à la discrétisation des contraintes dans le cas des solveurs en espace
image, et discontinuités dans les solveurs reposant sur une triangulation, car
ces singularités ne peuvent pas être représentées correctement par des patchs
triangulaires standards. Par exemple, Pang et al. [2012] se contentent de créer
une triangulation très dense autour des singularités pour masquer la discon-
tinuité engendrée par ces sommets. Nous avons préféré mettre au point une
solution plus élégante utilisant des patchs spéciﬁques, ce qui nous permet,




Figure 4.7 – Comparaison des patchs linéaires (a et b) et quadra-
tiques (c et d). Les images (b) et (d) correspondent respectivement aux
images (a) et (c) avec le niveau de gris codé en couleur pour mieux visualiser
les diﬀérences. L’image (a) est constituée de 2400 patchs linéaires et l’image
(c) de 1200 patchs quadratiques, ce qui correspond dans les deux cas à environ
5000 nœuds. Les deux images ont été calculées en environ 60ms chacune.
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Figure 4.8 – Patchs singuliers. Les patchs singuliers (a et b) produisent
un résultat visuellement indistinguable d’un maillage très dense (c et d).
avec très peu de patchs, d’obtenir une qualité équivalant celle d’un maillage
raﬃné inﬁniment comme illustré ﬁgure 4.8. Le nœud de valeur v1 correspon-
dant au point singulier d’un patch singulier est dédoublé en deux nœuds de
valeurs v1→2 et v1→3 correspondant respectivement à la couleur émise dans la
direction de p2 et p3 (voir la ﬁgure 4.6.c). Ils sont évalués comme les patchs
réguliers, en faisant de v1 une fonction dépendante du point d’évaluation x
eﬀectuant une interpolation linéaire entre v1→2 et v1→3 basée sur la position
angulaire relative :
v1(x) = v1→2 +
α
β
(v1→3 − v1→2) , (4.2)
où α = p̂2p1x et β = p̂2p1p3. Bien entendu, la triangulation doit être construite
de manière à ce qu’il n’y ait pas plus d’un nœud singulier par patch.
4.4 Triangulation du domaine
Comme nous l’avons déjà mentionné, la triangulation du domaine est une
étape cruciale de notre approche car elle a un impact direct sur les perfor-
mances et la qualité des résultats. En plus de chercher à construire une trian-
gulation optimisée, vient s’ajouter la nécessité de générer des triangles suﬃ-
samment réguliers aﬁn d’éviter les problèmes d’instabilité numérique. Comme
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Figure 4.9 – Construction de la triangulation. La discrétisation des
courbes produit le PSLG (a, en vert). Les autres ﬁgures présentent une vue
de près de l’étape de triangulation : la triangulation de Delaunay (b) est uti-
lisée pour insérer des sommets à proximité des points d’intérêts (c), puis le
raﬃnement de Delaunay produit un maillage dense et régulier (d).
pour les surfaces de subdivision (chapitre 2, ﬁgure 2.4), des triangles réguliers
améliorent également la qualité visuelle. Ces diﬀérents objectifs sont en conﬂit,
et un compromis doit être fait entre qualité et rapidité des calculs. En pratique,
la méthode de construction de la triangulation que nous présentons ici expose
un certain nombre de paramètres permettant de facilement contrôler la qualité
en sortie.
La triangulation du domaine se déroule en trois étapes illustrées ﬁgure 4.9.
La première, détaillée section 4.4.1, consiste à discrétiser les courbes de façon
à représenter ﬁdèlement les contraintes et contrôler la densité de la triangula-
tion à proximité des courbes, ce qui produit un PSLG. Puis, une triangulation
de Delaunay contrainte est construite à partir du PSLG. Nous expliquons en
section 4.4.2 comment cette triangulation nous permet de détecter facilement
des situations où des raﬃnements spéciﬁques sont nécessaires : extrémités des
courbes, intersections entre les arêtes du PSLG, etc. Pour ﬁnir, la triangu-
lation est raﬃnée à l’aide d’un raﬃnement de Delaunay personnalisé décrit
section 4.4.3. Avant d’étudier en détails chacune de ces étapes, nous allons
motiver et présenter brièvement l’approche par raﬃnement de Delaunay car
ce choix conditionne les autres étapes.
Raffinement de la triangulation. Le problème consistant à mailler un
domaine de façon à obtenir les polygones les plus réguliers possible n’est pas
nouveau et trouve de nombreuses applications en ingénierie, dont notamment
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la génération de maillages pour les FEM. L’objectif est double : insérer des
nœuds dans le domaine de façon à pouvoir approcher ﬁdèlement la solution de
la diﬀusion et éliminer les petits angles qui ont tendance à rendre le solveur
instable.
Plusieurs stratégies existent dans ce but. Une première classe de tech-
niques repose sur un partitionnement par quadtree suivit d’une triangulation
s’adaptant aux contraintes [Frey et Marechal, 1998]. Il s’agit certainement
de l’approche la plus rapide, mais les triangulations obtenues ainsi sont de
très mauvaise qualité et doivent subir un certain nombre de traitements coû-
teux avant d’être exploitables. Des techniques à base de génération d’échan-
tillonages pseudo-aléatoires permettent de générer très rapidement des trian-
gulations [Donohue et Ostromoukhov, 2007]. Cependant, ces méthodes sont
adaptées à la génération d’échantillonages relativement denses, alors que nous
cherchons une triangulation parcimonieuse. Le raﬃnement de Delaunay [Shew-
chuk, 2000; Chernikov et Chrisochoides, 2006] est une méthode incrémentale
produisant des maillages de qualité, insérant des points dans une triangu-
lation de Delaunay contrainte jusqu’à ce que le plus petit angle soit supé-
rieur à un angle paramétrable αmin. Cet algorithme est garanti de terminer
si αmin ≤ 20, 7◦. Comme les sommets de sont jamais supprimés ou déplacés
lors du raﬃnement, cela en fait un algorithme plutôt performant qui peut
même être parallélisé [Nave et al., 2002; Spielman et al., 2002]. D’un autre
coté, la triangulation obtenue n’est généralement pas optimale puisque qu’un
grand nombre d’insertions peut être nécessaire pour atteindre le critère de
qualité, alors que le simple déplacement de certains sommets pourrait être suf-
ﬁsant. Il s’agit précisément de l’objectif des méthodes à base d’optimisations
de maillages qui entrelacent des étapes de subdivisions/contractions avec des
étapes de relaxations [Eppstein, 2001]. La subdivision peut être implémentée
par du simple raﬃnement diadique ou
√
3 comme nous l’avons vu au chapitre 1,
ou de manière plus sophistiquée par du raﬃnement de Delaunay [Chen, 2004;
Tournois et al., 2007]. L’étape d’optimisation repose généralement sur la no-
tion de centroidal Voronoi tessellation [Du et al., 1999; Liu et al., 2009; Rong
et al., 2011] et de l’algorithme de Lloyd [1982]. Dans tous les cas, il s’agit de
minimiser une énergie non linéaire, ce qui en fait donc une procédure coû-
teuse : Tournois et al. reportent des temps de calculs 100 fois plus important
que pour un simple raﬃnement de Delaunay. En conclusion, aﬁn de satisfaire
nos contraintes d’interactivité, le raﬃnement de Delaunay semble de loin le
meilleur compromis.
L’algorithme de raﬃnement de Delaunay fonctionne globalement comme
suit : les triangles sont triés en fonction du ratio entre le rayon de leur cercle
circonscrit et la longueur de leur plus petite arête. Les triangles avec les plus
mauvais ratio sont alors récursivement raﬃnés en insérant un sommet au centre
de leur cercle circonscrit, jusqu’à ce que tous les triangles aient atteint un
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certain ratio, directement lié à l’angle le plus petit pouvant se trouver dans la
triangulation. La principale diﬃculté vient du fait que de petits angles peuvent
exister dans le PSLG, ils sont alors impossibles à éliminer et doivent être traités
spéciﬁquement, comme expliqué dans l’article de Shewchuk [2000].
À proximité des contraintes, le raﬃnement de Delaunay produit générale-
ment des triangles dont la longueur des côtés est similaire à la distance séparant
les éléments du PSLG proches. En s’éloignant des contraintes, la triangulation
devient de moins en moins dense. Ce comportement nous sied pour représen-
ter des images de diﬀusion puisque les variations de couleur à proximité des
contraintes sont généralement plus fortes qu’à distance.Cependant, cela signi-
ﬁe aussi que si deux sommets du PSLG se retrouvent inutilement proches, la
triangulation risque d’être inutilement dense autour de ces points. La qualité
de la triangulation en sortie est donc fortement dépendante de la qualité du
PSLG, sa construction demande donc de prendre certaines précautions.
4.4.1 Discrétisation des courbes
La discrétisation des courbes se fait à l’aide d’un raﬃnement adaptatif, c’est
à dire que les courbes sont récursivement subdivisées en deux tant qu’elles ne
satisfont pas un certain critère (voir plus loin). Cette approche est eﬃcace et
échantillonne les courbes en évitant de placer des sommets trop proches les uns
des autres, ce qui évite au raﬃnement de Delaunay de produire des maillages
inutilement denses. Cependant, pour des raisons de performances, le critère
de raﬃnement des courbes que nous utilisons est intrinsèque, autrement dit il
détermine si une courbe doit être raﬃnée sans prendre en compte les autres
courbes. Comme illustré ﬁgure 4.10, lorsque deux contraintes sont proches
ou en intersection, cela peut engendrer des sommets inutilement proches qui
contraignent la triangulation à être excessivement dense. Pour corriger cela,
nous eﬀectuons d’abord une étape de prétraitement destinée à détecter ces cas
et à subdiviser les courbes de façon à ce que les points d’intersection soient
situés aux extrémités des sous-courbes.
Prétraitements. Les extrémités des courbes et les points d’intersection se
retrouvent obligatoirement dans le PSLG, il est donc nécessaire de les prendre
en considération durant l’étape de discrétisation pour obtenir une triangulation
optimisée. Les intersections ne sont pas prises en compte par l’algorithme de
raﬃnement, qui peut alors insérer des sommets très proches de celle-ci, comme
on peut le constater ﬁgure 4.10.a. Ce problème est résolu facilement en décou-
pant les courbes aux points d’intersection dans une étape de prétraitement, ce
qui produit le PSLG illustré ﬁgure 4.10.c.
Lorsque l’extrémité d’une courbe se trouve à proximité d’une autre courbe,
cela engendre une triangulation très dense. Si en théorie il s’agit d’un com-
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Figure 4.10 – Prétraitement. Le PSLG (a) est issu de courbes non trai-
tées : on peut voir une intersection avec un sommet du PSLG très proche et
une courbe qui s’arrête à proximité d’une autre, ce qui force la triangulation
(b) à sur-raﬃner ces zones. Le prétraitement divise les courbes aux points d’in-
tersection avant la discrétisation et aimante les contraintes proches des courbes
pour produire des intersections propres (c). Le résultat est une triangulation
moins dense (d). Notez que certaines étapes de la génération de la triangula-
tion n’ont pas été utilisées pour produire ces ﬁgures aﬁn de les garder simples
et claires. Notamment, le raﬃnement des extrémités n’a pas été eﬀectué car il
rendrait les triangles de l’extrémité de la courbe de la ﬁgure (b) impossibles à
distinguer.
Représentation hybride pour la modélisation géométrique interactive 107
4.4. Triangulation du domaine
portement désiré car il faut une triangulation dense pour correctement repré-
senter ce détail, en pratique ces situations apparaissent généralement lorsque
l’utilisateur souhaite faire s’arrêter une courbe exactement sur une autre. Ces
situations peuvent être détectées automatiquement durant le prétraitement de
façon à fusionner les extrémités avec les courbes à proximité, comme illustré
ﬁgure 4.10, ce qui simpliﬁe grandement la triangulation tout en évitant toute
fuite de couleur. Cependant, un algorithme ne peut pas déterminer avec certi-
tude si l’utilisateur désire eﬀectuer cette aimantation ; nous considérons donc
que le choix d’eﬀectuer ou non l’aimantation doit être reporté au niveau de
l’interface utilisateur.
Critère de raffinement. Le raﬃnement des courbes a plusieurs objectifs :
1. faire en sorte que les segments du PSLG approchent suﬃsamment bien
les courbes pour limiter l’erreur dûe au fait que le solveur FEM ne prend
pas en compte les arêtes courbes,
2. s’assurer que les dégradés de couleur déﬁnis sur les courbes soient repré-
sentés ﬁdèlement, et
3. raﬃner suﬃsamment les courbes pour que l’étape de raﬃnement de De-
launay ne puisse pas engendrer de repliements.
Le premier objectif est purement géométrique et revient à raﬃner les courbes
jusqu’à ce que les sous-courbes soient quasiment linéaires.
Le deuxième objectif doit prendre en compte la représentation des dégra-
dés : nous utilisons des dégradés linéaires déﬁnis dans la paramétrisation na-
turelle de courbes de Bézier cubiques que nous voulons approcher à l’aide de
patchs cubiques.
Finalement, le dernier objectif vient du fait que le raﬃnement de Delaunay
ne prend pas en compte les arêtes courbes pour des raisons de performances. Il
peut donc arriver qu’il insère des sommets à proximité d’un segment du PSLG
qui, après raﬃnement ou lors du rendu avec des arêtes courbes, se retrouve
du mauvais côté de la courbe. L’algorithme de triangulation de Delaunay de
Shewchuk [2000] dit que lorsqu’un sommet candidat pour être inséré dans
la triangulation est inclus dans le plus petit cercle englobant une contrainte,
celui-ci est rejeté, et la contrainte est raﬃnée à la place. Nous verrons plus
tard que notre version du raﬃnement prend soin de subdiviser les contraintes
correctement lorsque cela est nécessaire. Tout risque de repliement peut donc
être évité en s’assurant que les arrêtes courbes soient intégralement inclues
dans le cercle de diamètre p1p2.
Nous combinons ces diﬀérents objectifs en un seul critère. Soit une courbe
de Bézier B cubique constituée des points de contrôle p1,h1,h2,p2. Sauf sin-
gularité, en raﬃnant suﬃsamment la courbe B, nous convergeons vers une
conﬁguration linéaire de paramétrisation linéaire telle que hi = mi où mi =
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Figure 4.11 – Critère de raffinement des courbes. Pour éviter les re-
pliements, les points de contrôle des arêtes courbes doivent être inclus dans
le cercle diamétral du segment correspondant. Nous utilisons un critère plus
restrictif qui assure en plus que les segments sont assez proches de leur ap-
proximation linéaire en raﬃnant les courbes tant que les poignées ne sont pas
incluses dans le cercle vert correspondant. La courbe de la ﬁgure (a) ne satisfait
pas ce critère et est donc divisée en deux (b).
1
3
(2pi+pj), i 6= j et i, j ∈ 1, 2. Notre critère consiste donc à raﬃner les courbes
tant que ‖hi −mi‖ > ε‖pi−pj‖. Autrement dit la courbe est subdivisée tant
que les sous-courbes ne sont pas suﬃsamment proches d’une conﬁguration li-
néaire, comme illustré ﬁgure 4.11. L’objectif 3 est rempli en s’assurant que
ε ≤ 1
3
, car cela implique que les poignées h1 et h2 se trouvent dans le cercle
diamétral. Cependant, pour éviter que les zones où sont autorisées les poignées
se superposent, on préfère choisir ε ≤ 1
6
. Le paramètre ε peut alors être choisi
librement sous cette borne de façon à contrôler la densité de la triangulation
à proximité des courbes.
Intersection des arêtes du PSLG. Des intersections peuvent être intro-
duites lors de la discrétisation des courbes, même si celles-ci ne sont pas en
intersection à l’origine. En pratique, ces cas sont extrêmement rares car cela
nécessite à la fois des courbes très proches et de fortes courbures. Le pro-
blème peut toujours se corriger en détectant ces intersections et en raﬃnant les
courbes impliquées. La construction de la triangulation de Delaunay contrainte
détecte ces intersections, ce qui nous permet de nous passer d’une structure de
partitionnement de l’espace supplémentaire pour réaliser cette opération.
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4.4.2 Triangulation de Delaunay
Avant d’eﬀectuer le raﬃnement de Delaunay, le PSLG doit être triangulé
à l’aide d’une triangulation de Delaunay contrainte. Cette étape génère des
triangles reliant les sommets du PSLG sans en insérer de nouveaux. Il est
alors possible de parcourir les triangles autour d’un sommet du PSLG pour
déterminer quelle est la contrainte la plus proche.
Nous utilisons cette information de voisinage pour insérer des sommets de
raffinement autour des extrémités des courbes et des autres sommets singu-
liers, qui sont souvent sous-échantillonnés sans cela (voir ﬁgure 4.12.a). Les
sommets de raﬃnement sont insérés uniformément autour des points singu-
liers de façon à ce que l’angle entre deux sommets successifs soit inférieur ou
égal à π/3, comme illustré ﬁgure 4.12.b. La distance d’insertion de ces som-
mets doit évidemment dépendre du voisinage du point considéré. Nous avons
choisi d’insérer les sommets de raﬃnement à une distance l = dmin/3, où dmin
est la distance à la contrainte la plus proche. Ainsi, lorsque deux singulari-
tés sont proches et reliées par une arête après triangulation, cette arête est
approximativement divisée en trois de façon uniforme.
Le même traitement est eﬀectué autour des contraintes ponctuelles pour
les mêmes raisons. Cependant, pour obtenir de bons résultats, la distance l
doit être plus petite. Cela est dû au fait qu’une contrainte ponctuelle peut ne
pas avoir de contraintes à proximité, ce qui peut conduire à une triangulation
très éparse, incapable de correctement représenter les dégradés complexes ap-
paraissant autour de ces sommets. Choisir l = dmin/6 produit généralement
des résultats satisfaisants.
4.4.3 Raffinement de Delaunay
Le raﬃnement de Delaunay est l’étape ﬁnale de la construction de la tri-
angulation. Nous utilisons un critère de raﬃnement personnalisé pour éviter
que deux contraintes ne soient reliées par une arête et proposons de modiﬁer
légèrement l’algorithme pour gérer les arêtes courbes.
Critère de raffinement personnalisé Lorsque deux courbes sont à proxi-
mité l’une de l’autre, le raﬃnement de Delaunay produit souvent des triangles
les reliant directement. Or, les éléments quadratiques que nous utilisons ne
sont pas capables de représenter les inﬂexions qui apparaissent lorsque des
contraintes de valeur et de gradient sont utilisées simultanément, comme illus-
tré ﬁgure 4.13.b. Pour pouvoir représenter ces situations correctement, nous
avons modiﬁé le critère de raﬃnement de façon à assigner un très mauvais
score aux triangles possédant une telle arête. Ainsi, après raﬃnement, il est
impossible que deux contraintes soient reliées par une arête. Le résultat de
cette procédure est illustré ﬁgure 4.13.d.
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Figure 4.12 – Raffinement des extrémités. Les ﬁgures de gauche ont été
réalisées sans raﬃner les extrémités. En ajoutant quelques sommets autour
des extrémités, ici les sommets bleus, on force la triangulation à produire un
maillage plus dense qui permet de représenter ces zones plus ﬁdèlement (à
droite). Les images du bas ont été crées en noir et blanc, puis colorisées pour
mettre en valeur les diﬀérences.
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Figure 4.13 – Critère de raffinement de la triangulation. Avec le cri-
tère de raﬃnement par défaut, la triangulation peut contenir des arêtes reliant
directement deux contraintes, ce qui ne permet pas de représenter correcte-
ment les inﬂexions (à gauche). Notre critère raﬃne les triangles reliant des
contraintes en priorité, ce qui produit un bien meilleur résultat (à droite). Les
images du bas ont été crées en noir et blanc, puis colorisées pour mettre en
valeur les diﬀérences.
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Raffinement des arêtes du PSLG L’algorithme de raﬃnement de De-
launay de Shewchuk [2000] ne prend pas en compte les arêtes courbes, donc
lorsqu’un sommet est inséré sur une arête du PSLG, celui-ci ne se trouve pas
sur la courbe. Il est possible de déplacer de tels sommets à posteriori, mais
cela peut engendrer des repliements. Nous avons donc modiﬁé l’algorithme de
raﬃnement pour placer les sommets issus du raﬃnement d’une arête courbe
sur celle-ci.
4.5 Solveur FEM
La méthode des éléments finis (FEM pour Finite Element Method) déﬁnit
une classe de techniques permettant de résoudre numériquement un système
d’équations aux dérivées partielles. Contrairement à la méthode des diﬀérences
ﬁnies où la solution est discrétisée en un ensemble de valeurs ponctuelles, ici la
solution est discrétisée en ensemble ﬁni et continu de fonctions de base que nous
appelons éléments [Zienkiewicz et al., 2005]. Cette méthode permet de gérer
des domaines arbitraires tout en oﬀrant la possibilité d’adapter la précision en
fonction du besoin. Elle repose sur l’idée qu’un problème complexe peut être
appréhendé en le découpant en plusieurs éléments plus simples. Dans notre cas,
les éléments sont déﬁnis sur les triangles de notre représentation intermédiaire,
et la FEM nous permet de résoudre directement et eﬃcacement le problème
de diﬀusion sur cette représentation.
Comme nous l’avons remarqué section 3.3, des problèmes similaires ont
déjà été étudiés par la communauté graphique [Jacobson et al., 2010]. Cepen-
dant, ces travaux sont généralement développés pour générer des maillages
linéaires, alors que notre application bénéﬁcie grandement de l’utilisation de
patchs quadratiques. Par ailleurs, l’utilisation d’éléments de plus haut degré
permet souvent à la FEM de converger plus rapidement [Zienkiewicz et al.,
2005]. Cela est vériﬁé dans nos expérimentations : pour les dégradés de cou-
leur, les patchs quadratiques produisent de meilleurs résultats que deux fois
plus d’éléments triangulaires pour un temps de calcul similaire (ﬁgure 4.7),
et la diﬀérence de qualité est ampliﬁée lorsque les courbes sont déplacées ou
animées.
4.5.1 Formulation variationelle et forme faible
Les FEM ne résolvent jamais directement la formulation forte de l’équation
diﬀérentielle. Une approche relativement standard dans la littérature consiste
à projeter l’équation sur un ensemble approprié de fonctions de test tj de
façon à réduire les besoins en continuité et donc le degré des éléments, tout en
améliorant la stabilité numérique du schéma [Zienkiewicz et al., 2005]. Dans
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∇u · ∇tj dx dy = 0 . (4.3)
De la même manière, l’équation 3.6 de la diﬀusion bi-Laplacienne mène à




∆u ·∆tj dx dy = 0 . (4.4)
4.5.2 Choix des éléments
La diﬀusion Laplacienne peut s’eﬀectuer avec des éléments polynomiaux
d’ordre un (linéaire) ou plus, et ne nécessite qu’une continuité C0 entre les
éléments. Il est donc possible de la mettre en œuvre directement en utilisant des
éléments similaires aux patchs Lagrangiens utilisés dans notre représentation
intermédiaire. Utiliser des éléments linéaires, quadratiques ou de plus haut
degré se fait alors de façon relativement directe sans diﬃculté particulière.
Le cas de la diﬀusion bi-Laplacienne est plus complexe car elle nécessite
une continuité C1 entre les éléments, ce qui nécessite des éléments polyno-
miaux d’ordre cinq tel que le triangle d’Argyris [Chen, 2005]. Un alternative
consiste à utiliser des éléments non-conformes de plus faible degré. Aﬁn d’obte-
nir un problème bien posé pour de tels éléments, la forme bilinéaire précédente
(équation 4.4) doit être légèrement modiﬁée. Comme expliqué dans un article
de Lascaux et Lesaint [1975], la forme faible de l’équation bi-Laplacienne pour





















dx dy = 0 , (4.5)
où σ est le coeﬃcient de Poisson contrôlant l’inﬂuence du terme de régula-
tion [Ciarlet, 1978]. En pratique, σ doit être choisi dans l’intervalle [1
2
, 1], auquel
cas il n’a aucune inﬂuence sur le résultat. L’élément de Morley [1971], illustré
ﬁgure 4.15.a, est l’élément non-conforme le plus simple, et le plus connu qui
permet de résoudre l’équation 4.5. Il utilise des fonctions de base quadratique
à six degrés de liberté : les valeurs à chaque sommet ainsi que les dérivées




‖vi‖ L1(1− L1) (4.6)
M1 = L
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a b
Figure 4.14 – Éléments pour les patchs quadratiques. Convertir les
éléments de Morley [1971] en patchs quadratiques ne produit pas un résul-
tat satisfaisant (a). En comparaison, les éléments FV permettent de donner
directement les valeurs correspondant aux patchs quadratiques (b).
où v1 = p3 − p2, ∆ est l’aire de l’élément, et M2,M3,M5 et M6 sont obtenus
par permutations cycliques.
En pratique, les éléments de Morley ne sont même pas C0 continus le long
des arêtes et ne sont donc pas utilisables pour le rendu. Il est possible de ne
considérer que les nœuds de valeur aux sommets et d’eﬀectuer le rendu avec des
patchs linéaires, mais comme nous l’avons déjà expliqué, cela ne nous permet
pas d’atteindre la qualité désirée.
Nous avons envisagé la possibilité d’évaluer la valeur des éléments de Morley
au centre des arêtes de chaque côté et de prendre leur moyenne pour initiali-
ser les nœuds vi, i = 4, 5, 6 des patchs Lagrangiens quadratiques. Cependant,
comme illustré ﬁgure 4.14.a, cette stratégie naïve ne produit pas un résultat
statisfaisant.
Aﬁn de permettre l’utilisation de patches quadratiques pour le rendu, nous
proposons d’utiliser les éléments non-conformes cubiques de Fraeijs de Veubeke
[1974] (FV) illustrés ﬁgure 4.15.b. Ces éléments peuvent être vus comme une
variante des éléments de Morley d’ordre supérieur : ils sont contrôlés par six
valeurs nodales dont trois sur les sommets et trois au milieu des arêtes, plus
les valeurs moyennes des dérivées normales le long de chaque arête, que nous
appellerons nœuds de gradient moyen. Les fonctions de base Fi associées sont






















(a) Morley (b) FV
Figure 4.15 – Éléments non-conformes pour l’équation bi-
Laplacienne. L’élément quadratique de Morley [1971] (a) possède trois nœuds
de valeur associés aux sommets et trois autres indiquant la magnitude du gra-
dient dans la direction normale au centre des arêtes. L’élément de Fraeijs de
Veubeke [1974] (FV) (b) possède en plus trois nœuds de valeur associés au
centre des arêtes, et utilise la magnitude du gradient moyenne sur les arêtes.
données par les formules suivantes :
F1 = L1(L1 − 1/2)(L1 + 1) + 3L1L2L3
− d2L2(2L2 − 1)(L2 − 1) + d3L3(2L3 − 1)(L3 − 1)
F4 = 4L1(1− L1)(1− 2L1) + 4L2L3 − 12L1L2L3 (4.7)





où les valeurs d2, d3 et les autres fonctions de base sont obtenues par permuta-
tions cycliques. Comme avec les éléments de Morley, la jonction des éléments
FV n’est pas C0. En pratique, il suﬃt d’ignorer les nœuds de gradient moyen
pour obtenir des patchs Lagrangiens quadratiques C0, ce qui correspond exac-
tement à ce nous cherchions à obtenir.
Un avantage supplémentaire de ces éléments est qu’ils fournissent un cont-
rôle direct sur la longueur du gradient dans le sens normal à une arête. Comme
nous allons le voir dans la suite, cela permet d’assigner les contraintes de
gradient relativement facilement.
Dans ces conditions, nous recherchons une approximation de u de la forme∑
j wjFj où Fj sont les fonctions de base des éléments FV, et wj sont les nœuds
de valeur recherchés. Si m est le nombre total de nœuds dans notre représen-
tation intermédiaire, nous avons wj = vj pour j ≤ m (rappelons que les vj
sont les valeurs nodales des patchs quadratiques de la représentation intermé-
diaire.). Comme cela est souvent eﬀectué avec les FEM, nous prenons pour les
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(a) v = ·/g = · (b) v = ·/g = ·|· (c) v = ·| · /g = · (d) v = ·| · /g = ·|·
Figure 4.16 – Gestion des contraintes. Les diﬀérents types de contraintes
sont obtenus en partageant ou en dupliquant les nœuds de valeur ou de gra-
dient.
fonctions de test tj le même ensemble de fonctions de base Fj. L’équation 4.5
devient alors un problème linéaire creux de la forme Aw = 0, où la matrice A
est appelée la matrice de rigidité dont les coeﬃcients Ai,j sont donnés par :
Ai,j =
∫


















4.5.3 Gestion des contraintes
Les éléments FV nous permettent de contraindre les valeurs et les gradients
directement. Comme illustré ﬁgure 4.16, lorsque les valeurs ou les gradients
ne sont pas contraints à être égaux de chaque côté d’une courbe, les nœuds
correspondants sont dédoublés. Un nœud attaché à une contrainte spéciﬁant
une valeur donnée prend directement sa valeur de la contrainte et est éliminé
de la liste des inconnues. De même, une contrainte de gradient associée à
une courbe est intégrée sur les arêtes correspondantes pour ﬁxer les nœuds
de gradient moyen. Les courbes de contours sont gérées de façon triviale en
utilisant une seule valeur nodale, c’est à dire une seule inconnue, pour tous les
nœuds de valeur appartenant à la même courbe de contour.
Prendre en compte les gradients spéciﬁés à un sommet isolé est légèrement
plus compliqué puisque les élément FV permettent uniquement de contrô-
ler les gradients situés le long des arêtes. Considérons l’élément FV µ(x) =∑9
k=1 Fk(x)wk illustré ﬁgure 4.15.b, et supposons que le sommet p1 soit une
contrainte ponctuelle isolée de gradient g. Soient e2 = p2−p1 et e3 = p3−p1 les
deux arêtes incidentes, et µ2(t), µ3(t) la valeur de l’élément sur ces deux arêtes ;
contraindre ∇µ(p1) = g est équivalent à contraindre [µ′2(0) µ′3(0)]T = g¯, où
g¯ = [e2 e3]
−1g est la projection de g sur la base engendrée par e2,e3. En
observant les fonctions de base des éléments FV (équation 4.7), nous pouvons
remarquer que le nœud de gradient d’une arête donnée n’inﬂuence pas la valeur
de l’élément le long de cette arête. Par conséquent, les contraintes de dérivé
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dans chaque direction peuvent être forcées indépendamment en contraignant











où F 2k = Fk(p1 + te2) sont les fonctions de base de l’élément FV restreintes à
l’arête e2. Ces contraintes sont introduites dans l’équation 4.8 lors de l’assem-
blage de la matrice de rigidité, ce qui a pour eﬀet de supprimer deux degrés
de liberté, et de créer un membre à droite non nul.
4.5.4 Gestion de la transmission
La transmission est une contrainte asymétrique permettant à la couleur
d’un côté de la courbe de se diﬀuser de l’autre côté tout en bloquant com-
plètement ou partiellement la diﬀusion dans la direction opposée. De telles
courbes n’ont pas de contrainte de valeur et la couleur des deux côtés doit
être identique. Nous pouvons observer que l’inconnue wj d’un nœud donné ap-
partenant à une courbe de transmission possède une inﬂuence sur les valeurs
nodales des éléments incidents. Étant donné deux poids βl et βr, l’idée est de
faire en sorte que le nœud j émette βlwj aux nœuds à gauche de la courbe et
βrwj aux nœuds à droite de cette même courbe. En construisant la matrice
de rigidité, cela revient à insérer βlAi,j au lieu de Ai,j si i est à gauche de la
courbe, et βrAi,j au lieu de Ai,j si i est à droite, et directement Ai,j autrement
(i est sur la courbe). Il faut noter que cela conduit à une matrice de rigidité
numériquement asymétrique.
Les poids βl et βr sont calculés à partir du facteur de transmission α :
lorsque α = 0, nous utilisons βl = βr = 1 ce qui produit le comportement par
défaut. Quand α > 0, βr = 1 et βl = 1 − α de sorte que les éléments à droite
de la courbe se comportent normalement, mais que ceux à sa gauche soient
moins inﬂuencés par wj et donc moins inﬂuencés par le côté droit. Au ﬁnal,
avec α = 1, βl = 0, les éléments à gauche de la courbe ne dépendent plus des
éléments à sa droite, ce qui revient à bloquer la diﬀusion de droite à gauche.
Inversement, lorsque α < 0, nous avons βl = 1 et βr = 1 + α.
4.5.5 Gestion des singularités
Comme expliqué en section 4.3, aﬁn de représenter correctement les singula-
rités nous avons introduit des patchs spéciﬁques. Ces patchs jouent pleinement
leur rôle pour l’aﬃchage. En revanche, ils ne peuvent pas être utilisés pour la
résolution de l’équation car ils ne sont pas diﬀérentiables au point de singu-
larité. Nous contournons ce problème en remplaçant un élément singulier par
deux éléments standards superposés connectés aux deux diﬀérents nœuds de
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Figure 4.17 – Gestion des éléments singuliers. Les éléments singuliers
sont remplacés par deux éléments standards superposés, connectés à un nœud
diﬀérent au point singulier (à gauche). Cela donne un résultat indistinguable
de celui obtenu en tesselant fortement la triangulation (à droite).
la singularité comme illustré ﬁgure 4.17. Bien que nous n’ayons pas mené une
étude théorique de l’impact de cette solution sur la convergence de la méthode,
cette approche simple fonctionne remarquablement bien en pratique.
4.6 Résultats et discussions
4.6.1 Mise en œuvre et performances
Notre prototype fonctionne entièrement sur le CPU, et n’exploite que très
peu le multithreading. Il utilise CGAL [CGAL] pour la triangulation et le raf-
ﬁnement de Delaunay, et Eigen [Eigen] pour la résolution directe du système
linéaire creux. Comparé aux méthodes itératives, un solveur direct s’appuie
sur une factorisation de la matrice de rigidité, ce qui permet de résoudre le
problème de diﬀusion très eﬃcacement pour plusieurs jeux de contraintes (en
l’occurrence les diﬀérents canaux de l’image, soit rouge, vert, bleu et alpha) ;
Cela permet de diﬀuser des textures à la façon de Bowers et al. [2011] pour un
coût raisonnable par shader (voir section 3.2.2). De plus la matrice de rigidité
dépend uniquement de la topologie de la triangulation. Ainsi, lorsque seules les
valeurs des contraintes sont modiﬁées, il n’est pas nécessaire de re-factoriser la
matrice. En d’autres termes, notre implémentation permet de régler directe-
ment un ensemble de contraintes riche (tel que le contrôle de la magnitude des
gradients, les courbes de contour ou la transmission asymétrique) directement
dans le système d’équations linéaires.
Bien que notre implémentation actuelle exploite très peu le parallélisme, il
est intéressant de noter que celui-ci peut intervenir à diﬀérents niveaux. Par
exemple, plusieurs calques peuvent être calculés en parallèle. Au niveau d’un
calque, il est fréquent que l’image puisse être divisée en de nombreuses cellules
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Cr N T Ce PSLG Raf. Mat. Sol. Total
Yin-yang (4.8.c) 24 5033 1259 3 3.9 9.6 9.6 32.5 55.6
Arbre (4.20.b) 71 11751 2935 4 5.5 7.9 19.8 22.5 55.7
Parapluie (4.18) 74 24724 6032 9 5.6 24.8 37.3 25.3 93.1
Volcan (4.21) 481 19734 5351 3 34.3 16.1 35.0 49.0 134.5
Fée∗ 423 60016 14330 58 84.0 55.3 97.9 65.0 302.1
192 36334 8805 27 24.1 32.5 59.7 41.9 158.1
Neko∗ (3.12.b) 288 49731 12439 32 64.9 43.6 85.3 42.5 236.3
Elian (4.19) 635 87971 20931 115 177.8 92.7 145.0 78.9 494.4
Rose∗ 576 114592 28514 29 153.1 108.6 198.3 101.7 561.6
Cendrillon (4.19) 1218 147815 34944 231 547.8 161.9 247.3 133.7 1090.7
92 17935 4492 10 9.9 14.6 29.3 28.0 81.8
Perroquet∗ 1724 219773 53028 159 702.6 247.9 382.7 225.1 1558.3
Table 4.1 – Performances du solveur. Les colonnes du premier bloc cor-
respondent à des statistiques sur l’image : dans l’ordre, le nombre de courbes
(Cr) dans le graphe planaire en entrée, le nombre de nœuds (N) et de tri-
angles (T) dans la représentation intermédiaire et le nombre de cellules (Ce)
indépendantes. Les colonnes du deuxième bloc sont les durées des diﬀérentes
étapes en millisecondes : construction du PSLG (toutes les étapes jusqu’au
raﬃnement), Raﬃnement de Delaunay, construction de la matrice et solveur
linéaire. Les illustrations avec plusieurs calques sont présentées sur plusieurs
lignes. ∗ Indique les illustrations de chapitre.
indépendantes (voire table 4.1). Par exemple, 32 zones peuvent être extraites
pour le modèle de la ﬁgure 3.12.b. Actuellement, ces cellules ne sont détectées
qu’une fois la matrice de rigidité assemblée, ce qui nous permet de diviser le
système d’équation en plusieurs systèmes indépendants plus petits qui sont
résolus simultanément. Idéalement, cette détection devrait être réalisée le plus
en amont possible, c’est à dire à partir du simple graphe planaire en entrée. Cela
permettrait de paralléliser eﬃcacement la construction de la représentation
intermédiaire ainsi que l’assemblage du système linéaire. Finalement, chacune
des tâches (triangulation, raﬃnement, assemblage, solveur direct) pourrait-être
elle-même parallélisée en utilisant des algorithmes adaptés.
Des optimisations spéciﬁques pour accélérer le solveur durant l’édition sont
envisageables. Lors de l’édition de la géométrie d’une courbe, il est possible de
ne mettre à jour que les cellules modiﬁées, ce qui peut réduire drastiquement la
zone à trianguler et la taille du système à résoudre. Il est possible de dégrader
la qualité de la triangulation durant l’édition pour un retour plus rapide. En
l’occurrence, nous pouvons exploiter le fait que le point de vue est généralement
ﬁxe pendant l’édition pour fortement dégrader la qualité de la triangulation
hors de l’écran tout en conservant la qualité par défaut dans les parties visibles.
Une fois l’édition terminée, le solveur peut être relancé en haute qualité sur
tout le domaine.
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Nous avons testé notre prototype sur une machine équipée d’un processeur
Intel Core i7-3610QM et obtenons les performances indiqués table 4.1. Dans
l’ensemble, le coût des diﬀérentes étapes est relativement uniforme. Notons que
le solveur linéaire et le raﬃnement de Delaunay sont eﬀectués par des biblio-
thèques tiers qui sont relativement bien optimisées. En revanche, ce n’est pas le
cas de l’étape de construction du PSLG et de la matrice de rigidité. Les mau-
vaises performances de la construction du PSLG pour les images complexes
s’expliquent par une implémentation naïve de la détection des intersections
entre les courbes de Bézier. Une fois optimisée, cette étape ne devrait repré-
senter qu’un faible pourcentage des coûts de calculs globaux. L’assemblage de
la matrices de rigidité est dominée par les évaluations analytiques de l’inté-
grale 4.8 qui actuellement engendre des calculs redondants qui pourraient être
pré-calculés. Il est en eﬀet contre nature que la résolution du système soit plus
rapide que son assemblage.
Il est diﬃcile de comparer nos performances avec celles des méthodes basées
pixel : la complexité de ces solveurs croît avec la résolution en sortie, alors que
notre solveur dépend de la complexité en entrée. Nous pensons que des solveurs
insensibles à la résolution de sortie sont préférables dans le sens où cela nous
permet de conserver la majorité des avantages du dessin vectoriel, comme un
faible nombre de primitives.
On pourrait s’inquiéter du fait que pour des images plus complexes, notre
solveur ﬁnirait par devenir moins performant que les solveurs utilisant des
grilles de pixels pour des images de résolution moyenne. Cependant, nous pen-
sons qu’en pratique cela ne constituera pas un problème. Eﬀectivement, la
majorité des images que nous présentons sont constituées d’un seul calque très
chargé, mais il ne s’agit pas de la méthode la plus intelligente d’utiliser le
principe des images de diﬀusions. Il est en eﬀet souvent préférable d’utiliser
de nombreux calques pour structurer la scène et faciliter son édition. Il s’agit
d’une pratique communément employée par les artistes, que ce soit pour la
création d’images vectorielles ou bitmaps. Dans une telle situation, nous de-
vons calculer la diﬀusion sur plusieurs images simples, ce que notre solveur
peut gérer facilement grâce à son indépendance vis à vis de la résolution en
sortie et qui est facilement parallélisable. De plus, nous pouvons arguer que le
nombre de cellules isolées croît logiquement avec le nombre de primitives en
entrée.
4.6.2 Rendu
Rappelons que notre solveur doit être entièrement mis à jour à chaque
fois qu’un point de contrôle est modiﬁé, et seulement partiellement lorsque les
contraintes sont changées. Cela fait partie intégrante du processus de dessin
et d’édition. C’est à diﬀérencier du rendu, qui consiste principalement à éva-
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Figure 4.18 – Zooms. Un parapluie à diﬀérents niveaux de zoom. La repré-
sentation intermédiaire n’a été calculée qu’une fois pour les trois images.
luer notre représentation intermédiaire en des points spéciﬁques. Comme notre
solution est donnée en forme close, cela simpliﬁe et améliore grandement les
applications faisant usage de dégradés vectoriels comme nous allons le détailler
dans cette section.
Images en couleur
Le rendu de notre représentation intermédiaire revient à tracer des triangles
en évaluant une fonction quadratique pour chaque pixel. Il peut donc facile-
ment être eﬀectué, que ce soit sur le CPU ou sur le GPU. Bien que nous ayons
supposé que les arêtes étaient droites pour la résolution de la diﬀusion, au
moment du rendu les arêtes liées à une courbe doivent être lissées. Pour cela,
la méthode standard consiste à raﬃner les courbes de manière adaptative en
fonction du zoom et des éventuelles autres déformations. Dans notre implémen-
tation, les triangles impliqués sont raﬃnés sur le CPU puis rasterisés à l’aide
d’OpenGL et de shaders pour évaluer les patchs quadratiques. La tesselation
matérielle disponible sur les GPU les plus récents peut bien sur être utilisée à
la place du raﬃnement logiciel pour de meilleures performances. Par ailleurs,
notre représentation intermédiaire étant un ensemble de patchs quadratiques,
il est possible de la stocker directement dans un ﬁchier au format PostScript
ou PDF, ce qui permet de l’imprimer directement.
Plusieurs images générées avec notre méthode sont disséminées dans ce
document. Les illustrations au début de l’introduction, des chapitres 3 et 4
ainsi que de la conclusion ont été réalisées avec notre prototype. La ﬁgure 4.18
illustre le fait qu’une même représentation intermédiaire permet de visualiser
une image de diﬀusion à diﬀérents niveau de zoom. Par ailleurs, la ﬁgure 4.19
présente quelques résultats supplémentaires 2.
2. Ces images ont été dessinées à partir de modèles disponibles sur http://loucie.
artblog.fr/ et http://loucie.deviantart.com/ avec autorisation.
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Figure 4.19 – Résultats supplémentaires.
Notre approche autorise une grande variété de déformations au moment du
rendu : translations, rotations, mises à l’échelle, mais aussi des déformations en
perspectives comme illustré ﬁgure 4.20. Il suﬃt pour cela de déformer la repré-
sentation intermédiaire sans relancer le solveur. Le faible coût du rendu de la
représentation intermédiaire permet de facilement mélanger plusieurs calques,
comme dans la ﬁgure 4.20.a (voir aussi la ﬁgure introductive du chapitre 4).
De même, l’instanciation d’une image est particulièrement facile comme illus-
tré 4.20.b : le solveur n’est exécuté qu’une seule fois, mais la représentation
intermédiaire peut-être utilisée plusieurs fois, avec des transformations diﬀé-
rentes.
Il est également possible d’eﬀectuer des transformations qui ne conservent
pas les lignes droites, auquel cas la représentation intermédiaire peut nécessiter
un raﬃnement pour éviter les artefacts. Il est à noter que dans le cas de trans-
formations non rigides, déformer la représentation intermédiaire ne donne pas
le même résultat que déformer les courbes puis eﬀectuer la diﬀusion. Or, dans
bien des cas, notamment pour l’animation, les déformations sont vues comme
un post-traitement. Il s’agit encore une fois d’une situation où une représen-
tation intermédiaire vectorielle se révèle être indispensable. Par exemple, on
peut imaginer animer un personnage uniquement en déformant la représenta-
tion intermédiaire, auquel cas la diﬀusion n’a besoin d’être eﬀectuée qu’une
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a b
Figure 4.20 – Calques, déformations et instanciation. L’image (a) est
constituée de plusieurs calques et fait usage de transparence et de déforma-
tion en perspective. L’image (b) est constituée de 64 fois le même arbre avec
diﬀérentes transformations aﬁn de produire une forêt. La représentation inter-
médiaire étant particulièrement eﬃcace à rasteriser, le point de vue peut être
modiﬁé en temps réel.
seule fois.
La représentation intermédiaire s’avère particulièrement utile pour l’im-
pression puisque des images de résolution arbitraire peuvent être utilisées en
sortie, pour du copié-collé où chaque copie est traitée comme une instance
(éventuellement déformée) sans avoir à relancer le solveur, et pour le stockage
et la distribution.
Images 2.5D
Si spéciﬁer des contraintes de gradient arbitraires pour des images couleur
n’a pas réellement de sens, cela s’avère particulièrement utile pour travailler
avec des données 2.5D telles que des champs de hauteur. Cela est illustré
ﬁgure 4.21. Cependant, nos patchs ne sont que C0 à leurs jonctions. Bien
que cela s’avère suﬃsant pour le rendu d’images couleur, l’éclairage sur la
surface d’un champ de hauteur peut révéler l’absence de continuité C1. Il est
possible d’améliorer le rendu en appliquant, par exemple, une interpolation
quadratique des normales [Vlachos et al., 2001], cependant, une méthode plus
simple et logique (mais plus coûteuse) consiste à utiliser des patchs linéaires
tout en augmentant la résolution du maillage.
Notre méthode apporte plusieurs avantages comparée aux méthodes précé-
dentes pour la création de champs de hauteur [Hnaidi et al., 2010]. D’abord,
elle fournit un ensemble de contrôles artistiques plus riche grâce à la diﬀusion
bi-Laplacienne et aux extensions que nous gérons. Ensuite, la sortie de notre
solveur est une structure directement utilisable pour le rendu de champs de
hauteur alors que les autres méthodes nécessitent soit un algorithme de rendu
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Figure 4.21 – Édition de height map. Le terrain (a) est généré à partir
des courbes (b). Les courbes vertes sont des contraintes de valeur alors que les
courbes rouges sont des contraintes de gradient pures.
spéciﬁque, soit une conversion en maillage. En eﬀet, notre maillage intermé-
diaire n’a qu’à être “soulevé” en fonction des hauteurs calculées pour pouvoir
être chargé dans un moteur de rendu. Pour la création de champs de hauteur,
notre approche semble comparable à la méthode de Jacobson et al. [2010]
utilisant des éléments mixtes.
Il est aussi possible de générer des cartes de normales. Deux approches sont
envisageables : la première consiste à diﬀuser un champ de hauteur puis à cal-
culer ces normales, mais là encore l’utilisation de patchs C0 à leurs jonctions
pose problème. Une approche plus simple consiste à diﬀuser directement des
normales à la place des couleurs, comme Winnemöller et al. [2009]. Plus préci-
sément, nous ne diﬀusons que les coordonnés x et y des normales et calculons
la coordonnée z à l’aide de la formule z =
√
1− x2 − y2, ce qui nous permet
d’éviter les problèmes lorsque x = y = z = 0. Cependant, pour que cela fonc-
tionne, il faut utiliser la diﬀusion Laplacienne aﬁn d’éviter les problèmes de
saturation. Un exemple de cette méthode est présenté ﬁgure 4.23.a.
4.6.3 Application à la 3D
La représentation intermédiaire peut-être utilisée pour ajouter des détails
sur des surfaces. Il est possible de l’utiliser pour faire du plaquage de texture.
Bien que des méthodes aient déjà été proposées pour cela, celles-ci souﬀrent
soit de problèmes lorsque l’image subit de fortes déformations [Jeschke et al.,
2009b], soit elles sont relativement lourdes en calcul tout en étant approxi-
matives [Sun et al., 2012]. Ensuite, elle peut servir de carte de déplacements.
Dans les deux cas, elle peut être utilisée de diﬀérentes façons oﬀrant diﬀérents
compromis.
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a b c
Figure 4.22 – Plaquage de texture vectorielles. La texture sur le tore (a)
est obtenue en subdivisant le maillage pour y inclure les triangles de la repré-
sentation intermédiaire (b). Les arêtes vertes sont celles du maillage d’origine
et les oranges sont celles ajoutées par ce procédé. La ﬁgure (c) correspond à
l’espace paramétrique.
Triangulations compatibles. La méthode que nous avons implémentée
consiste à rendre les deux triangulations – la représentation intermédiaire et le
maillage dans son espace paramétrique – compatibles. Cela se fait en calculant
les intersections entre elles de façon à découper les triangles du modèle 3D, ce
que nous avons implémenté avec CGAL [CGAL]. La ﬁgure 4.22 illustre cette
méthode dans le cadre du plaquage de texture. Elle produit un ensemble de
patchs quadratiques en 3D, utilisables directement avec les GPU modernes à
l’aide un shader adapté. Cette approche permet de facilement représenter les
discontinuités. Cependant, le calcul de l’intersection entre les triangulations est
une opération coûteuse et délicate à réaliser, et il est nécessaire de l’eﬀectuer
pour chaque modèle et à chaque changement dans la paramétrisation. De plus,
cette solution n’est pas adaptée pour faire de l’accès aléatoire, par exemple,
pour une carte de réﬂexion.
Pour une carte de déplacement, les sommets peuvent simplement être dé-
placés le long des normales et les trous engendrés par les discontinuités bouchés.
Il faut tout de même prendre quelques précautions : d’abord, lorsque les faces
du maillage sont découpées pour rendre les triangulations compatibles, il faut
idéalement projeter les sommets sur une surface lisse. Ensuite, il faut raﬃner
les arêtes courbes et prendre soin de boucher les trous engendrés par les discon-
tinuités. La principale limitation de cette approche est la même que pour les
champs de hauteur : raﬃner les patchs quadratique ne produit pas un résultat
visuellement plaisant à cause de l’absence de continuité C1 entre les patchs.
Il est possible d’utiliser des patchs linéaires, mais cela rend l’intersection des
triangulations plus coûteux.
Dans l’ensemble, cette approche fonctionne bien pour faire du rendu temps-
réel sur carte graphique, mais manque de scalabilité. En particulier, il est diﬃ-
cile d’employer plusieurs couches car il faudrait rendre toutes les triangulations
compatibles ce qui produit typiquement de nombreux petits triangles inutiles
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Figure 4.23 – Carte de normales et de réflexions. La ﬁgure (a) est une
carte de normales crée avec notre méthode. Nous l’utilisons pour réﬂéchir une
autre image de diﬀusion. Il est alors possible de zoomer à volonté sur l’image
en conservant des discontinuités nettes.
pour la qualité ﬁnale. Une solution pourrait être de calculer une seule triangu-
lation pour tous les calques (contenant donc toutes les arêtes nécessaires pour
représenter les contraintes), mais cela produirait une triangulation excessive-
ment dense qui ralentirait le solveur.
Accès aléatoire Dans le cas où une même texture doit être plaquée sur diﬀé-
rents objets ou lorsque l’image de diﬀusion subit de fortes déformations comme
dans le cas de réﬂexions, l’approche proposée précédemment ne fonctionne pas.
On peut alors faire de l’accès aléatoire dans la représentation intermédiaire. Le
problème se résume alors à trouver l’unique triangle contenant le point d’éva-
luation. Nous avons implémenté cela sur CPU pour faire du rendu de cartes
d’environnement vectorielles, comme illustré ﬁgure 4.23. Une implémentation
GPU est envisageable : le problème est similaire au rendu d’image vectorielles
sur GPU pour lequel plusieurs approches ont été proposées [Bruno et Cavin,
2005; Parilov et Zorin, 2008; Nehab et Hoppe, 2008].
4.6.4 Limitations
Scintillements. La triangulation de la représentation intermédiaire est re-
calculée à partir de zéro à chaque fois qu’un point est déplacé. Puisque la
triangulation est eﬀectuée indépendamment de la conﬁguration précédente (ce
qui est souhaitable), celle-ci peut varier de manière signiﬁcative et non conti-
nue lors de l’édition d’une courbe. Dans ces conditions, il est nécessaire que
le résultat obtenu soit suﬃsamment proche de la solution exacte du problème
de diﬀusion pour éviter que des scintillements apparaissent. Bien qu’il s’agisse
d’un problème majeur avec les éléments linéaires, l’utilisation d’éléments qua-
dratiques rend de tels artefacts diﬃcilement remarquables.
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Figure 4.24 – Déviation des couleurs. Ici, l’ellipse émet du noir, et il y
a deux points de contraintes : le plus à gauche est orange, l’autre est gris. A
droite, du bleu apparaît (la couleur complémentaire du orange). Ce comporte-
ment est propre au bi-Laplacien et non à notre solveur.
En pratique, les problèmes de scintillement sont inexistants avec de la dif-
fusion Laplacienne. Avec la diﬀusion bi-Laplacienne des variations de couleur
rapides peuvent se produire à distance des courbes, auquel cas nos heuristiques
ne suﬃsent pas pour créer une triangulation adaptée. Détecter a priori l’em-
placement de tels détails est très diﬃcile, et seule une approche itérative entre-
laçant des passes de résolution avec des passes de re-triangulation/raﬃnement
permettrait de garantir la qualité du résultat. Bien entendu, une telle approche
n’est envisageable que pour générer une version haute qualité car elle viole-
rait nos contraintes de performance lors de l’édition. En pratique, ces cas se
produisent très rarement et sont souvent associés à des situations indésirables,
comme la présence de fortes saturations.
Limitations inhérentes à l’interpolation bi-harmonique La diﬀusion
bi-harmonique possède la capacité d’extrapoler les valeurs. Ainsi, trois cont-
raintes ponctuelles (non colinéaires) produisent un dégradé linéaire s’étendant
à l’inﬁni. Ce comportement est désirable pour la création de cartes de dé-
tails mais pose problème lorsqu’il s’agit d’interpoler des couleurs. Les couleurs
peuvent ainsi saturer, ce qui produit des artefacts visibles. En outre, cette ex-
trapolation se produit séparément sur les diﬀérents canaux de l’image, ce qui
peut faire apparaître des couleurs non présentes dans les contraintes, comme
on peut le voir ﬁgure 4.24.
Dans le cadre d’un outils d’édition interactif, la saturation des couleurs
peut facilement être corrigée par l’utilisateur en ajoutant quelques contraintes
ponctuelles avec un gradient nul.
Dans un contexte diﬀérent, Jacobson et al. [2012] ont récemment mit au
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Figure 4.25 – Mélange des contraintes. Les courbes de la ﬁgure (a)
contraignent une couleur diﬀérente de chaque côté en laissant le gradient libre,
ce qui ne pose pas de problème. Les mêmes courbes avec des contraintes de
gradient (dérivée normale nulle) (b) provoquent un comportement indésirable
autour des extrémités (forte saturation), dont l’intensité dépend de la taille
des éléments incidents.
point une méthode d’interpolation bi-harmonique où des contraintes supplé-
mentaires permettent d’éviter l’insertion de nouveaux extrema. Le principe est
relativement simple : une première étape d’interpolation harmonique permet
d’initialiser en tout point du domaine une direction de gradient. Ensuite, un
processus itératif d’optimisation non linéaire permet de résoudre l’équation bi-
harmonique en contraignant le gradient de la solution ﬁnale à former un angle
inférieur à π/2 avec le gradient de la solution harmonique. Bien entendu, cette
approche s’avère trop gourmande pour notre contexte d’édition interactive.
L’interpolation bi-harmonique présente aussi quelques cas dégénérés. D’une
part, il faut au moins trois contraintes de couleurs non-alignées pour que le
problème ait une solution unique. Finch et al. utilisent une méthode de régu-
larisation pour résoudre ce problème qui amène leur solveur à s’écarter de la
solution de l’équation 3.6 à distance des contraintes. Une solution plus satis-
faisante consiste à ajouter une contrainte de gradient nul dans une direction
donnée, par exemple dans la direction orthogonale de l’alignement des points
de contraintes. D’autre part, mélanger des contraintes de valeur et de gradient
rend la solution instable aux extrémités des courbes ouvertes (ﬁgure 4.25.b).
Il n’y a pas de solution à ce problème actuellement hormis d’éviter ces cas.
En pratique, cela inﬂuence la façon dont l’interpolation bi-harmonique est uti-
lisée : plutôt que d’utiliser des courbes avec des couleurs de chaque côté, il
semble plus intéressant de déﬁnir des courbes sans contrainte de valeur qui
décrivent les discontinuités et d’y ajouter des courbes émettant la même cou-
leur des deux côtés : en évitant les intersections, il est ainsi possible d’éviter
totalement les points de singularité.
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4.6.5 Bilan
Comme nous l’avons vu section 3.2, les solveurs proposés jusqu’à présent
peuvent se classer en deux catégories : la première regroupe les solveurs cher-
chant à résoudre une équation aux dérivées partielles, à savoir l’équation La-
placienne ou bi-Laplacienne. Tous les solveurs de cette catégorie résolvent le
problème de manière globale directement sur la grille de pixels, ce qui engendre
un certain nombre de diﬃcultés : lorsque deux contraintes sont proches, leur
discrétisation peut mener à des fuites de couleur, il est diﬃcile de prendre en
compte les contraintes hors champ et la discrétisation des courbes engendre
des scintillements. De plus, dès que le point de vue est modiﬁé (zoom ou trans-
lation), le solveur doit être relancé, ce qui implique que les performances se
dégradent très rapidement dans le cas d’utilisation de calques.
La seconde catégorie regroupe les solveurs approchants. Ils utilisent une
autre formulation du problème qui permet d’évaluer la solution en un point
arbitraire. Cette propriété est utilisée pour faire du rendu adaptatif, en uti-
lisant une triangulation intermédiaire, ou plus simplement une grille de réso-
lution variable. Cependant, ces solveurs ne peuvent qu’approcher la diﬀusion
Laplacienne et il n’est pas clair qu’une formulation équivalente existe pour
approcher la diﬀusion bi-Laplacienne.
Nous avons présenté un solveur capable de résoudre l’équation voulue sur
une triangulation adaptative. Il en résulte une représentation intermédiaire
légère qui surpasse les solutions proposées précédemment dans de nombreux
cas de ﬁgure. De plus, notre solveur possède un très bon rapport qualité/coût
de calcul, ce qui permet de le faire tourner intégralement sur un CPU grand
public. Notre implémentation actuelle montre déjà des performances compéti-
tives par rapport aux autres solveurs, alors que, comme nous l’avons déjà men-
tionné, nous disposons de nombreuses opportunités pour l’accélérer d’avantage.
Il s’agit principalement d’un travail d’ingénierie.
Plusieurs pistes sont ouvertes pour améliorer notre solveurs et poursuivre
ces travaux. Par exemple, de nombreuse variantes de la FEM existent. En
particulier, il serait intéressant d’étudier la possibilité de dériver une méthode à
base d’éléments ﬁnis mixtes quadratique qui pourrait potentiellement simpliﬁer
le problème et ainsi améliorer encore les performances.
Le choix de l’espace de couleur dans lequel est eﬀectué l’interpolation a une
inﬂuence directe sur le résultat, et il serait intéressant d’étudier quel espace
est le plus adapté. De plus, la diﬀusion de couleur se fait actuellement sur les
diﬀérents canaux indépendamment, mais pourrait bénéﬁcier d’une formulation
les prenant en compte simultanément. De la même manière, la diﬀusion de carte
de normales bénéﬁcierait d’une véritable interpolation sphérique.
Une application plus directe que nous envisageons concerne la vectorisa-
tion pour la compression de cartes d’éclairement et de cartes d’environnement,
qui sont principalement constituées de dégradés très lisses plus quelques dis-
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continuités. Ces cartes sont généralement utilisées pour simuler des réﬂexions,
pour lesquelles une image bitmap doit être de très haute résolution si l’on
veut conserver des variations nettes. Notre représentation intermédiaire per-
met de représenter ces images en étant à la fois peu coûteuse en mémoire et
relativement eﬃcace en calculs. Notons que ces cartes sont généralement des
images à grande dynamique, qui sont tout à fait représentables avec des images
de diﬀusion et compatibles avec notre solveur. En ce qui concerne les cartes
d’environnement, nous pourrions imaginer un outils de création dédié.
Les équations Laplaciennes et bi-Laplaciennes présentent chacune des avan-
tages et des défauts. Une autre formulation du problème de diﬀusion pourrait
peut-être permettre d’obtenir de meilleurs compromis. Actuellement, de nom-
breux travaux sont menés pour trouver des méthodes produisant des résultats
similaires à de la diﬀusion poly-harmonique sans certains de ses défauts, comme
par exemple dans l’article de Jacobson et al. [2012]. Il est possible de s’inspi-
rer de ces travaux pour améliorer le comportement des outils de diﬀusion de
couleur aﬁn de les rendre plus prévisibles et contrôlables.








Représentation de surface vectorielle hybride
Avant de faire un bilan sur nos contributions et de présenter quelques pers-
pectives de recherche, il nous semble intéressant de montrer en quoi nos deux
techniques sont complémentaires. En eﬀet, grâce à notre représentation inter-
médiaire, il est possible de combiner la méthode LS3 et le principe des images
de diﬀusion pour créer des modèles 3D complexes composés d’une surface de
base déﬁnissant la forme générale de l’objet qui est enrichie par des cartes
vectorielles représentant les détails, les micro-variations de normales, et les
textures. Ce procédé fait appel à plusieurs étapes. La première consiste à cal-
culer les représentations intermédiaires correspondant aux diﬀérents calques et
cartes à l’aide de notre solveur présenté au chapitre 4. Le modèle de base est
ensuite raﬃné avec la méthode LS3 aﬁn de produire une surface lisse comme
nous l’avons vu au chapitre 2. En supposant que des détails complexes sont
déﬁnis par plusieurs calques de déplacements et de couleurs, il est diﬃcilement
envisageable de rentre ce maillage compatible avec toutes les triangulations
des diﬀérents calques. À la place, nous envisageons une solution plus légère
consistant à découper le maillage pour le rendre compatible uniquement avec
les discontinuités (de tangentes et de valeurs) de l’image de diﬀusion. Les som-
mets peuvent ensuite être déplacés, et les fragments colorés, en réalisant des
accès aléatoires directs aux diﬀérentes cartes vectorielles. Le résultat est une
surface détaillée et texturée entièrement à l’aide de primitives vectorielles.
Contributions principales
Nous avons d’abord présenté une nouvelle représentation de surface
fondée sur le principe de subdivision, appelée least square subdivision sur-
faces (LS3). La principale originalité provient du découplage de l’opérateur de
lissage traditionnel en une étape de régularisation du maillage (lissage tan-
gentiel), suivi d’un lissage de la forme. Cette approche permet d’imaginer de
nouvelles stratégies pour le lissage. Ici, nous avons opté pour une procédure
de projection sur des sphères approchant localement la surface, directement
inspirée des surfaces MLS. Nous avons aussi présenté des outils d’analyse nu-
mérique des surfaces obtenues par un processus de subdivision que
nous avons utilisé pour étudier le comportement de nos surfaces LS3 à la li-
mite. La méthode LS3 possède la majorité des bonnes propriétés des surfaces
de subdivision tout en produisant des surfaces de meilleure qualité à proximité
des sommets extraordinaires. Elle possède aussi quelques propriétés supplé-
mentaires, comme un contrôle limité à l’aide des normales et une surface plus
proche d’une interpolation.
Dans un second temps, nous nous sommes intéressés au problème de la
représentation et de calculs de dégradés 2D, aﬁn de représenter des détails
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géométriques et des variations de couleurs. Pour cela nous avons généralisé
certains travaux précédents sur les images de diﬀusion via une classification
claire et précise des courbes et contraintes ne contenant pas de cas dégénéré.
Nous avons ensuite introduit la notion de courbes de transmission appor-
tant aux images de diﬀusion un moyen simple et eﬃcace de limiter l’inﬂuence
d’un ensemble de primitives. Il s’agit d’un contrôle local qui faisait cruelle-
ment défaut à ces méthodes. Finalement, notre principale contribution, est
un nouveau solveur vectoriel pour la diﬀusion utilisant une triangulation
associée à des patchs quadratiques comme représentation intermédiaire, et les
FEM avec des éléments non-conformes pour la résolution des EDP. Nous avons
démontré les avantages d’une telle représentation dans de nombreux cas d’uti-
lisation, dont la représentation de détails géométriques et colorimétriques sur
une surface.
Perspectives
Il est intéressant de remarquer que nos deux principales contributions s’at-
taquent toutes deux à des problèmes d’interpolation : dans le premier nous
cherchons une surface approchant un réseau de points de contrôle, et dans
le second nous interpolons des données très éparses et non structurées. Nous
avons opté pour une approche par subdivision et approximation locale pour le
premier, et une approche globale et variationnelle pour le second.
Curieusement, la subdivision a été récemment employée pour représenter
des images vectorielles [Liao et al., 2012], et inversement, les approches va-
riationnelles peuvent également servir à déﬁnir des surfaces lisses [Andrews
et al., 2011]. Comme nous allons le voir, cette observation suggère de nom-
breuses perspectives intéressantes pour la suite de ces travaux.
Surface MLS appliquées aux maillages. Lors de la conception de la mé-
thode LS3, nous avons envisagé plusieurs pistes pour appliquer des surfaces
MLS sur les maillages polygonaux. Ces pistes ont été mises de côté car il
semble a priori diﬃcile d’éviter certains défauts comme les interactions non
désirées entre deux surfaces proches. Elles restent néanmoins intéressantes car
elles oﬀriraient la possibilité de produire une surface implicite lisse à partir d’un
maillage, ce qui permet par exemple d’eﬀectuer des opérations booléennes ef-
ﬁcacement et facilement, opérations très délicates à eﬀectuer avec des surfaces
de subdivision par exemple. De telles surfaces seraient aussi facilement éva-
luable à des positions arbitraires, puisqu’il suﬃt d’appliquer l’opérateur de
projection des surfaces MLS pour cela. Le principal challenge est donc de cal-
culer des fonctions de poids lisses, à support compact se limitant de préférence
au 2-anneau des sommets, et garantissant que l’intégralité de la surface soit
couvert par suﬃsamment d’échantillons pour garantir un ajustement robuste.
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Vers des approches unifiées. L’application d’images de diﬀusion vecto-
rielles sur des modèles 3D n’a été que survolée et pose de nombreux déﬁs.
Dans l’état actuel, nous disposons de deux triangulations ; l’une est la surface
de base, l’autre est une représentation vectorielle dense des détails. Nous avons
montré qu’il est possible de rendre les deux triangulations compatibles en les
superposant, mais cela s’avère assez coûteux et délicat à réaliser de manière
robuste. L’approche par accès aléatoires n’est pas non plus sans poser des diﬃ-
cultés, surtout lorsqu’il s’agit d’appliquer des cartes de déplacement présentant
des discontinuités. De plus, dans les deux cas, une paramétrisation du domaine
est requise.
Une approche plus ambitieuse consisterait à déﬁnir les courbes directement
sur la surface [Li et al., 2005], puis d’eﬀectuer la diﬀusion directement sur la
surface 3D. Ainsi, il ne serait plus nécessaire de paramétrer la surface globale-
ment, ce qui ouvrirait la possibilité d’habiller des surfaces par des textures vec-
torielles pour lesquelles calculer une telle paramétrisation est délicat, comme les
surfaces implicites. De plus, cette approche permettrait de prendre en compte
la forme de la surface durant la diﬀusion via l’opérateur de Laplace-Beltrami,
qui est l’analogue de l’opérateur de Laplace pour les fonctions déﬁnies sur une
surface. Plusieurs déﬁs sont soulevés par cette approche : comment générer ef-
ﬁcacement la triangulation de façon à représenter ﬁdèlement à la fois la surface
et la diﬀusion ? Comment représenter des courbes lisses et vectorielles sur une
surface, de préférence en laissant à l’utilisateur la possibilité d’éditer la surface
et les courbes à volonté ?
Une extension de cette approche consisterait à la combinée avec une tech-
nique de création et de manipulation de surface à partir de courbes [Andrews
et al., 2011]. Cela permettrai d’aboutir à une approche complètement uniﬁée
pour la représentation et manipulation de surfaces et de sont habillages.
En parallèle, il nous semble intéressant d’étudier la possibilité d’utiliser des
surfaces de subdivisions à la fois comme représentation intermédiaire et comme
base de discrétisation pour le solveur FEM [Cirak et al., 2000]. Un avantage
immédiat est de produire un résultat réellement C1 (et même plus), et donc
une qualité accrue notamment lorsqu’il s’agit de créer des champs de hauteurs
ou d’autres surfaces dont les défauts sont révélés par l’éclairement et les ré-
ﬂexions. Dans cette approche, la représentation est eﬀectivement une surface
de subdivision, et le concept des courbes de diﬀusion est alors vu comme une
technique de plus haut niveau permettant de manipuler aisément la représen-
tation sous-jacente.
Vectorisation d’images. Dans cette thèse nous nous sommes concentré sur
les aspects création et manipulation des représentations vectorielles. Un autre
aspect tout aussi important concerne la vectorisation automatique d’images
matricielles. Convertir directement une image matricielle sous la forme de
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courbes de diﬀusion s’avère peu eﬃcace en pratique [Orzan et al., 2008; Jes-
chke et al., 2011]. Une approche inverse de notre solveur inspire une nouvelle
façon de procéder : d’abord trianguler l’image, par exemple via un processus
de subdivision inverse [Liao et al., 2012], puis de convertir cette représenta-
tion intermédiaire en un ensemble de courbes et contraintes permettant de
reproduire ﬁdèlement l’image d’origine tout en étant facilement éditable.
Synthèse de texture Les détails et textures des objets sont souvent com-
posés de motifs répétitifs. Aﬁn d’éviter les répétitions trop marquées, des tech-
niques de synthèse de textures procédurales à partir d’une image bitmap ont
vu le jour [Lefebvre et Hoppe, 2006]. Une piste intéressante serait donc d’étu-
dier la possibilité d’adapter ces techniques à la synthèse de textures vectorielles
à partir de motifs vectoriels. Ici, partir directement de la représentation par
courbes ne semble pas adapté puisque cela impliquerait un calcul de la diﬀu-
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Expériences d’ajustement
Nous avons présenté la méthode LS3 en utilisant des sphères comme ap-
proximations locales. Bien qu’une sphère seule ne permette de capturer ﬁdèle-
ment que des portions de surfaces isotropes, nos résultats montrent qu’une fois
combinées entre elles, cela n’empêche pas la génération de surfaces de qualités
dans des conﬁgurations bien plus complexes comme des selles ou cylindres.
Néanmoins, une extension évidente serait d’utiliser des ellipsoïdes voire même
des quadriques généralisées comme approximation locale, ce qui, à priori, oﬀri-
rait de nombreux avantages. En eﬀet, ajuster des quadriques généralisées per-
mettrait de reproduire exactement non seulement des sphères ou plans comme
nous pouvons le faire actuellement, mais également des ellipsoïdes, cylindres,
paraboloïdes, et hyperboloïdes. De plus, comme la transformation aﬃne d’une
quadrique généralisée est également une quadrique généralisée, cela permet-
trait potentiellement de déﬁnir des surfaces LS3 invariantes aux transforma-
tions aﬃnes. Ce dernier point semble en eﬀet atteignable notamment grâce à
l’utilisation de poids purement topologiques, et du calcul des normales initiales
via la méthode de pondération par les aires qui, comme nous l’avons déjà vu,
possède la propriété d’invariance aﬃne.
Approximation locale de plus haut degré. Pour les deux objectifs, une
attentions particulière doit être portée sur la procédure de minimisation qui
doit être non biaisée et continue par rapport aux données d’entrée.
Une quadrique algébrique est déﬁnie par la 0-isosurface d’un champ de
potentiel de la forme f(x) = xTQx+xTl+c où Q est une matrice symétrique.
Si Q = qI, nous retombons alors sur l’équation algébrique d’une sphère. Les
ellipsoïdes correspondent aux cas où les valeurs propres de Q sont de même
signes et non nulles. Alors que le passage de plans aux sphères n’augmente
le nombre de degrés de liberté que d’une unité, le passage de sphères aux
quadriques généralisées (ou ellipsoïdes) le double. Cela rend l’utilisation des
normales des échantillons encore plus important pour que l’ajustement soit
robuste avec peu d’échantillons. Par ailleurs, les normales sont nécessaires pour
lever certaines ambiguïtés, car sans elles, par exemple, une ellipse très plate
peut être obtenue en approchant un plan bruité, comme illustré ﬁgure 27.a. La




Figure 26 – Ajustement de quadriques. Plusieurs diﬃcultés apparaissent
avec l’ajustement de quadriques en utilisant une approche similaire à ASF.
D’abord, le gradient n’est pas constant, ce qui produit une mauvaise ap-
proximation (a). Il est possible de redimensionner les normales itérativement
pour que leurs magnitudes correspondent à celles du gradient. Cette procédure
converge vers une bien meilleure approximation (b) ; cependant nous pouvons
constater que les quadriques à deux nappes engendrent des "trous" dans la
surface.
étudié régulièrement [Petitjean, 2002]. Cependant, les méthodes existantes sont
fortement biaisées, et n’exploitent que très rarement l’information de normale.
Nous avons donc étudié la possibilité d’adapter la procédure ASF qui re-
vient ici à minimiser
∑
wj(∇f(pi) − nj)2, avec ∇f(pi) = 2Qpj + l − nj,
ce qui permet d’obtenir Q et l. La constante c est obtenue dans un second
temps en minimisant f(pi). Cependant, cette procédure, que nous appellerons
AAQF pour approximative algebraique quadrique fitting, présente de nombreux
raccourcis. En eﬀet, contrairement au cas des sphères où la magnitude du gra-
dient est constante le long de chaque isosurface, dans le cas des quadriques la
norme du gradient est bien plus importante dans les zones de faibles courbures.
En d’autres termes, cela introduit un fort biais que ce soit dans la première
ou même la seconde minimisation (puisque la distance algébrique n’est pas
uniforme). Une telle procédure n’est donc pas capable de reproduire une qua-
drique même si les sommets et normales en entrée correspondent exactement
à une quadrique.
Minimiser les diﬀérences de normales ∇f(pj)/|∇f(pj)| ≈ nj n’est pas une
option envisageable car cela conduit à une minimisation non linéaire. Une piste
plus prometteuse consiste à mettre à l’échelle les normales nj en fonction de
la courbure locale de telle sorte qu’elles correspondent à des vecteurs gradient
d’une quadrique. Plus précisément, la minimisation devient ∇f(pj) ≈ βjnj.
Pour un voisinage donné, les βj peuvent être déterminés relativement aux




Figure 27 – Ajustement d’ellipses et projections. Ajuster une ellipse
sur un nuage de points bruité représentant un plan produit généralement une
ellipse très aplatie (a). La projection (en rouge) d’un point (en vert) se trouve
dans l’alignement du centre de la sphère (en bleu) et du point projeté (b). Dans
le cas d’une ellipse, la projection au point le plus proche (en orange) n’est pas
invariante aux transformations aﬃnes. Il est possible de prendre le point dans
l’alignement du centre de l’ellipse et du point à projeter, mais cela implique
un déplacement tangentiel indésirable.
implicites [Goldman, 2005] aux quadriques. Fixer β0 = 1 par exemple, permet
donc de ﬁxer les autres βj en fonction du ratio entre κ0 et κj. En supposant que
nous soyons capable d’estimer les courbures moyennes de manière satisfaisante,
cette approche souﬀre encore d’un problème fondamental lorsqu’un voisinage
est à cheval sur une zone plane et une zone courbe puisque cela implique
des gradients de magnitudes inﬁnies pour la zone plane. De plus, même si
nos tests ont montré que cette méthode produit des quadriques approchant
raisonnablement bien la surface, elle ne sont pas pour autant optimales.
Une autre solution consiste à calculer une estimation initiale avec la procé-
dure AAQF en utilisant des normales unitaires n0j , puis à itérativement redi-




de cette approche est illustré ﬁgure 26. Cependant, deux problèmes se posent :
d’abord cette méthode converge assez lentement, ensuite il n’est pas garanti
que la solution obtenue ne soit pas un minimum local.
Projection En supposant que nous ayons calculé une quadrique ou un éllip-
soïde, il faut ensuite être capable de projeter le point d’évaluation dessus. Si
l’on souhaite obtenir la propriété d’invariance aﬃne, la projection doit aussi
posséder cette propriété. Ce n’est clairement pas le cas de la projection sur le
point de la surface le plus proche, qui peut être approché à l’aide d’une des-
cente de gradient. Dans le cas des sphères, nous projetons le point d’évaluation
sur la sphère dans l’axe de son centre. Une approche similaire transposée aux
ellipsoïdes est invariante aux transformations aﬃnes, qui conservent les lignes
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droites, si l’approximation locale l’est aussi. Cependant, cette méthode n’est
pas transposable aux quadriques généralisées, qui peuvent représenter des sur-
faces ouvertes : il se peut donc qu’il n’y ait pas de surface dans l’alignement
du "centre" de la quadrique et du point d’évaluation. De plus, cette approche
induit un décalage tangentiel non désiré comme illustré ﬁgure 27. Il est diﬃcile
d’évaluer l’impact d’un tel décalage, car nous ne disposons pas d’une méthode
d’ajustement d’ellipsoïde adaptée.
Pour conclure, nous avons vu que si l’approche d’ellipsoïdes pouvait ap-
porter certains avantages, l’approche de quadrique généralisée ne permet pas
d’obtenir l’invariance aﬃne et peut facilement produire des résultats contre-
intuitifs, comme illustré ﬁgure 27.b à cause de la présence de plusieurs nappes.
Malheureusement, nous ne disposons pas de méthode satisfaisante pour ajuster
des ellipsoïdes. Ainsi, de notre point de vu, l’utilisation de quadriques généra-
lisées ou ellipsoïdes au sein de notre approche LS3, ou de la reconstruction par
MLS en générale, reste un problème ouvert.
154 Simon Boyé
