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Re´sume´
Cet article propose deux contributions pour ame´liorer la phase de
se´lection d’actions dans le cadre de la planification temps re´el. Tout d’abord,
la premie`re ame´lioration s’appuie sur un agenda de buts pour classer les
buts par ordre de difficulte´ croissante et tente ensuite de les re´soudre de
manie`re incre´mentale. La seconde ame´lioration consiste a` effectuer des
sauts, c’est-a`-dire a` choisir a` chaque pas de de´cision une se´quence d’ac-
tions qui sera exe´cute´e et non plus une seule action. Pour e´valuer ces
deux ame´liorations, nous avons de´veloppe´ un algorithme de planification
temps re´el dans lequel la phase de se´lection d’actions peut eˆtre guide´e
par un agenda de buts et e´galement capable d’exe´cuter un saut a` chaque
pas de de´cision. Les re´sultats expe´rimentaux, re´alise´s sur les proble`mes de
planification classiques issus des diffe´rentes compe´titions de planification,
montrent que l’agenda de buts ainsi que les sauts ame´liorent de manie`re
importante la se´lection d’actions dans le contexte de la planification temps
re´el. Utilise´es simultane´ment, ces deux ame´liorations permettent d’aug-
menter de manie`re significative la qualite´ des plans trouve´s ainsi que la
vitesse pour les obtenir.
1 Introduction
Le domaine de la planification peut eˆtre de´coupe´ en deux grandes familles
d’algorithmes que l’on qualifie de « off-line » et de « on-line ». Les algorithmes
off-line cherchent dans un premier temps un plan solution, puis dans un second a`
exe´cuter le plan trouve´. Il est important de noter que de nombreuses heuristiques
performantes, admissibles ou pas, ont e´te´ de´veloppe´es pour guider la recherche
efficacement vers le but pour ce type d’approche. Ces fonctions heuristiques sont
calcule´es pour la plupart en s’appuyant sur une version relaxe´e d’une structure
de donne´e appele´e graphe de planification [2]. La recherche proprement dite
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s’appuie, elle, sur diffe´rentes variantes de recherche de type informe´, e.g., Enfor-
ced Hill Climbing [13], Weighted-A* [19]. Cette premie`re famille d’algorithmes
trouve ge´ne´ralement des plans solutions tre`s rapidement meˆme s’ils ne sont pas
toujours optimaux. Parmi l’ensemble des techniques algorithmiques de´veloppe´s,
une technique particulie`rement efficace est la planification dirige´e par un agenda
de buts [16]. Cette technique effectue une recherche incre´mentale en re´solvant
a` chaque incre´ment un sous ensemble des propositions du buts. Cette approche
qui applique le principe de diviser pour mieux re´gner a e´te´ implante´e dans ne
nombreux planificateurs permettant ainsi d’augmenter de manie`re significative
leur performance [13, 14, 21].
Inversement, les planificateurs on-line n’exe´cutent pas un plan solution mais
choisissent seulement la ou les meilleurs actions a` exe´cuter en temps constant
jusqu’a` ce que le but soit atteint. La litte´rature distingue deux approches : la
premie`re fonde´e sur les processus de´cisionnels de Makov (MDP) et applique´e
aux proble`mes non-de´terministes, e.g., [1, 10] et la seconde s’appuyant sur les
algorithmes de recherche temps re´el (RTS), e.g., [18]. Si la premie`re approche a
e´te´ re´cemment applique´e a` la planification [7], la seconde a toujours e´te´ forte-
ment associe´e au de´veloppement des jeux vide´o et au proble`me de path-finding.
De nombreux algorithmes ont e´te´ de´veloppe´s dans se cadre, e.g., mini-min [18],
B-LRTA* [3], γ-Trap et LRTS [5], LRTA*LS [12], ou encore LSS-LRTA* [17].
Dans ces approches, meilleure est la se´lection d’actions, meilleure est la qualite´
du plan solution trouve´. E´tant donne´ que le temps alloue´ pour choisir l’action
a` exe´cuter est limite´, ces algorithmes explorent un sous-ensemble de l’espace
de recherche autour de l’e´tat courant. Par conse´quent, le plan solution fina-
lement trouve´ et exe´cute´ n’est pas ne´cessairement optimal et le planificateur
peut e´chouer dans sa recherche d’un plan solution, e.g., en exe´cutant une ac-
tion qui le conduit dans un puits de l’espace de recherche. Ces observations
montre qu’il existe une large place a` l’ame´lioration du me´canisme de se´lection
d’actions notamment en l’adaptant et en le ge´ne´ralisant a` la planification. Pour
y parvenir, nous proposons d’utiliser une technique d’agenda de buts afin de
guider le processus de se´lection d’actions. Pour autant que nous le sachions,
cette technique n’a pas encore e´te´ utilise´e dans ce contexte. Dans cet article,
nous nous inte´ressons a` deux ame´liorations du processus de se´lection dans le
cadre de la planification temps re´el. La premie`re ame´lioration, note´e I pour pla-
nification incre´mentale, s’appuie sur un agenda de buts pour classer les buts
par ordre de difficulte´ croissante et les re´soudre de manie`re incre´mentale. La
seconde ame´lioration, note´e J, consiste a` choisir a` chaque pas de de´cision une
se´quence d’actions qui sera exe´cute´e et non plus une seule. On parle alors de
saut. Pour e´valuer ces deux ame´liorations, nous avons de´veloppe´ un algorithme
de planification temps re´el, appele´ LRTP (Learning Real-Time Planning) fonde´
sur le mode`le de LRTS [5]. Les sauts (J) et la planification incre´mentale (I)
peuvent e´tre active´s ou pas pour ame´liorer le processus de se´lection d’actions.
Cet article est organise´ de la manie`re suivante : la section 2 donne une
vue d’ensemble des travaux dans le domaine des algorithmes de type RTS ; la
section 3 pre´sente les principales techniques d’agenda de buts de´veloppe´es et la
section 4 introduit les notations utilise´es et le pseudo-code de LRTP avec les
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deux ame´liorations I et J. La section 5 pre´sente des re´sultats expe´rimentaux
montrant que l’agenda de buts ainsi que les sauts permettent d’ame´liorer de
manie`re significative le processus de se´lection d’actions de la planification temps
re´el. Finalement, avant de conclure, la section 6 discute les re´sultats obtenus.
2 Recherche temps re´el
Par opposition aux algorithmes classiques de recherche off-line qui recherchent
un plan solution avant de l’exe´cuter, les algorithmes RTS entrelacent planifi-
cation et exe´cution. Ces algorithmes ont e´te´ particulie`rement e´tudie´s dans le
contexte de ce que la litte´rature appelle la recherche centre´e agent. Le principe
est le suivant : un agent exe´cute a` plusieurs reprises une taˆche ; a` chaque fois que
la taˆche est exe´cute´e, on parle d’e´pisode ; a` tout moment au cours d’un e´pisode,
l’agent est dans un e´tat, appele´ e´tat courant, et effectue une recherche locale a`
partir de cet e´tat afin de choisir la meilleure action pour atteindre le but qui lui
a e´te´ confie´. Les e´tats construits au cours de la phase de recherche locale sont
appele´s les e´tats explore´s. Il est important de noter que toutes les recherches
locales sont re´alise´es en temps borne´ ce qui confe`re la proprie´te´ temps re´el a` ces
algorithmes. Apre`s avoir se´lectionne´ une action, l’agent l’exe´cute modifiant ainsi
son e´tat courant. L’ensemble des e´tats dans lesquels s’est trouve´ l’agent sont ap-
pele´s les e´tats visite´s. Un e´pisode se termine lorsque l’agent se trouve dans un
e´tat satisfaisant le but ou lorsque l’agent se trouve dans un e´tat puits (l’agent
a e´choue´). Finalement, l’agent relance un nouvel e´pisode et ce tant qu’un plan
solution optimal n’est pas trouve´.
Les algorithmes de recherche temps re´el peuvent eˆtre conside´re´s avec ou sans
apprentissage. Sans apprentissage, l’efficacite´ des algorithmes RTS de´pendent
uniquement de la qualite´ de la recherche locale a` choisir une bonne d’action. En
revanche, avec apprentissage, les algorithmes RTS mettent a` jour la valeur de la
fonction heuristique associe´ aux e´tats visite´s lorsque certaines conditions sont
ve´rifie´es et la qualite´ du plan trouve´ augmente au fur et a` mesure des re´pe´titions.
L’article fondateur des algorithmes de type RTS est [18] intitule´ Real-Time
Heuristic Search. De nombreux algorithmes ont e´te´ de´veloppe´s a` partir de ces
travaux. Nous pouvons citer notamment : Real-Time A* (RTA*) qui construit
un arbre comme A* mais en temps constant ; la version avec apprentissage de
ce meˆme algorithme qui est appele´ LRTA* pour Learning Real-Time A* ; des
travaux plus re´cents qui ont cherche´ en particulier a` ame´liorer les performances
en se concentrant sur l’apprentissage, e.g., FALCONS [9], LSS-LRTA* [17] ; ou
encore γ-Trap and LRTS [5] qui proposent un mode`le unifie´ pour l’apprentissage
dans le contexte de la recherche temps re´el.
3 Planification incre´mentale
Une des manie`res de guider la recherche d’un plan solution consiste a` de´finir
l’ordre dans lequel les propositions atomiques ou sous-buts constituants le but
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global doivent eˆtre atteints. Cette technique, appele´e planification incre´mentale
ou dirige´e par un agenda de buts, ame´liore les performances de la recherche en
guidant le planificateur vers la construction progressive d’un plan solution. Un
ordre ide´al est un ordre dans lequel chaque proposition atomique ne peut pas eˆtre
invalide´e pas une proposition pre´ce´demment ve´rifie´e. Autrement dit, si aucune
des propositions atomiques n’invalide une proposition ordonne´e pre´ce´demment
dans l’agenda de buts au cours de la recherche d’un plan solution, cela si-
gnifie que l’agenda a de´coupe´ le but global en sous-buts pouvant eˆtre re´solus
incre´mentallement de manie`re inde´pendante par ajouts successifs. Inversement,
si plusieurs sous-buts sont invalide´s apre`s avoir e´te´ ve´rifie´s, l’ordre fournit par
l’agenda de buts n’est pas informatif car les efforts consentis pre´ce´demment pour
les atteindre s’ave`rent eˆtre inutiles. Par conse´quent, l’efficacite´ de tout algo-
rithme de planification incre´mentale de´pend fortement de la qualite´ de l’agenda
qui guide la recherche d’un plan solution.
Le proble`me de la construction d’un agenda de but peut se re´sumer de
la manie`re suivante : e´tant donne´ une conjonction de propositions atomiques
repre´sentant le but a` atteindre, est il possible de de´tecter une relations d’ordre
entre les sous-ensembles de propositions atomiques du but ? Un des premiers a`
s’eˆtre penche´ sur cette question est Koehler [16]. Il a introduit la notion d’ordre
raisonnable qui de´finit que deux sous-buts A et B sont raisonnablement ordonne´s
s’il n’est pas possible d’atteindre un e´tat tel que A et B soient ve´rifie´s, a` partir
d’un e´tat ou` seulement B est ve´rifie´, sans avoir temporairement invalide´ B. Dans
une telle situation, A doit eˆtre raisonnablement ordonne´ avant B pour limiter
des recherches inutiles. Trois principales extensions de ce travail pre´liminaire
ont e´te´ propose´es. La premie`re, appele´ landmarks planning, a e´te´ introduite par
[14]. Cette extension n’ordonne pas seulement le but global, mais e´galement les
sous-buts qui apparaissent ne´cessairement au cours de la recherche d’un plan
solution. Les sous-buts sont appele´s des landmarks. La principale caracte´ristique
des landmarks est qu’ils doivent eˆtre ve´rifie´s a` un instant donne´ quel que soit le
chemin solution emprunte´. Cette approche a e´te´ imple´mente´e avec succe`s dans
le planificateur LAMA [21].
La seconde extension a e´te´ pre´sente´e par Hsu [15]. La construction de l’agenda
de buts peut se re´sumer en trois e´tapes : (1) construire un graphe de planifica-
tion G [2] a` partir de l’e´tat initial jusqu’a` ce que le point fixe du graphe soit
atteint sans calculer les exclusions mutuelles ; (2) extraire du graphe G un plan
relaxe´ en ignorant les effets ne´gatifs des actions de manie`re identique au calcul
de la fonction heuristique re´alise´ par le planification FF [13] ; (3) de´terminer un
ordre entre chaque paire A et B de sous-buts en examinant toutes les actions
de G qui rendent B vraie. Il est important de noter que toutes les relations
d’ordre partiel de´tecte´es par l’approche de Koehler [16] le sont e´galement par
cette approche. Cette approche est donc strictement meilleure que la pre´ce´dente.
Finalement, Botea [4] a re´cemment propose´ un algorithme de planification
incre´mentale guide´ par un agenda de buts dans le cadre de la planification
temporelle, avec buts e´tendus et prise en compte d’e´ve`nements externes.
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4 LRTP avec agenda de buts et sauts
Cette section introduit les notations et l’imple´mentation de LRTP (Learning
Real-Time Planning).
4.1 Notations
Nous nous plac¸ons dans le cadre de la planification temps re´el au sens
STRIPS [8]. Tous les ensembles conside´re´s sont suppose´s finis. Un e´tat s est
de´fini par un ensemble de propositions logiques. Une action a est repre´sente´e
par un tuple a = (pre(a), add(a), del(a)) ou` pre(a) de´finit les pre´conditions de
l’action et add(a) et del(a) respectivement ses effets positifs et ne´gatifs. Chacun
des ensembles pre(a), add(a) et del(a) sont des ensembles de propositions. Le
re´sultat de l’application d’une action a, note´e comme une se´quence d’une seule
action, dans un e´tat s est mode´lise´ par la fonction de transition γ comme suit :
γ(s, 〈a〉) =
{
(s− del(a)) ∪ add(a) si pre(a) ⊆ s
inde´fini sinon
Le re´sultat de l’application d’un plan pi, i.e., une se´quence de plus d’une ac-
tion pi = 〈a1, . . . , an〉, a` un e´tat s se de´finit re´cursivement par la fonction
γ(s, 〈a1, . . . , an〉) = γ(γ(s, 〈a1, . . . , an−1〉), 〈an〉). Notons que l’application d’un
plan vide n’a aucune conse´quence, i.e., γ(s, 〈〉) = s. Un proble`me de planification
(A, s0, g) est un tuple ou` A est un ensemble d’actions, s0 l’e´tat initial et g le
but. Un plan pi = 〈a1, . . . , an〉 avec a1, . . . , an ∈ A est solution d’un proble`me de
planification (A, s0, g) si g ⊆ γ(s0, pi). Le temps alloue´ a` la se´lection d’actions
est borne´ par une constante td, appele´ temps de de´cision. Finalement, tg est le
temps global alloue´ a` la recherche.
Dans la suite de cet article, nous nous focalisons uniquement sur la phase
de se´lection d’actions. Par conse´quent, nous ne traitons pas des aspects lie´s a`
l’apprentissage. Le me´canisme d’apprentissage utilise´ dans LRTP est identique
a` celui de [5].
4.2 Algorithme
Le pseudo-code de LRTP est de´crit par l’algorithme 1. Il prend en entre´e
un proble`me de planification (A, s0, g), le temps de de´cision td ainsi que le
temps global alloue´ a` la recherche tg. Dans un premier temps, LRTP exe´cute
une boucle (ligne 1) dans laquelle il exe´cute ite´rativement des e´pisodes tant
que le temps global alloue´ tg n’est pas de´passe´. s0 repre´sente l’e´tat initial a`
partir duquel de´bute les diffe´rents e´pisodes. s repre´sente l’e´tat courant a` partir
duquel la phase de planification est initie´e, et sr est l’e´tat courant du monde a`
partir duquel les actions sont exe´cute´es (ligne 2). Dans un second temps, LRTP
entre dans la boucle de de´cision (ligne 3). A` chaque ite´ration, LRTP cherche
la meilleure se´quence d’actions pi′ = 〈a1, . . . , an〉 qui le conduit au but g. La
recherche est re´alise´e par la proce´dure IASA* avec l’ame´lioration I (ligne 4) et
par la proce´dure ASA* (ligne 5) dans le cas contraire.
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Algorithm 1: LRTP(A, s0, g, td, tg)
1 while elapsed time < tg do
2 pi ← 〈〉, s← s0, sr ← s0
3 while elapsed time < tg and g 6⊆ sr do
4 if I is on then pi′ ← IASA*(A, s, g, td)
5
6 else pi′ ← ASA*(A, s, g, td)
7
8 Let pi′ = 〈a1, . . . , ak〉
9 if J is on then pi ← pi · pi′, s← γ(s, pi′)
10
11 else pi ← pi · a1, s← γ(s, 〈a1〉)
12
13 Execute and remove the first action a of pi
14 sr ← γ(sr, 〈a〉)
Lorsque l’ame´lioration J est active (ligne 7), LRTP concate`ne la se´quence
d’actions pi′ au plan courant pi et met a` jour son e´tat courant s avec la fonc-
tion γ(s, pi′). Avec cette extension, LRTP saute de son e´tat courant a` l’e´tat
re´sultant de l’application de la dernie`re action de pi′ qui devient alors le nouvel
e´tat courant s. Lorsque l’ame´lioration J est inactive (ligne 8), LRTP concate`ne
seulement la premie`re action a1 de pi′ au plan courant pi de l’e´pisode et met a`
jour s en utilisant la fonction γ(s, 〈a1〉). Par la suite, quelque soit l’e´tat d’acti-
vation de l’ame´lioration J, LRTP de´pile et supprime la premie`re action du plan
pi et l’exe´cute. Finalement, sr est mis a` jour (ligne 10).
Lorsque l’ame´lioration J est active, LRTP ne peut pas modifier les actions
qui sont stocke´es dans son tampon. Ceci a pour re´sultat que sr et s peuvent eˆtre
diffe´rents. LRTP tire parti du fait que plusieurs actions aient e´te´ mises en zone
tampon en une seule de´cision pour accumuler un cre´dit de temps qu’il utilisera
pour sa prochaine de´cision. Cette technique permet a` LRTP d’effectuer une
recherche plus approfondie de l’espace de recherche local et d’augmenter ainsi
la qualite´ des se´quences d’actions obtenues.
4.3 Se´lection d’actions
L’objectif de l’e´tape de la se´lection d’actions est de calculer en temps limite´
la se´quence d’actions la plus proche du plan solution optimal pour le proble`me
de planification donne´. Pour atteindre cet objectif, nous nous appuyons sur
l’algorithme A* [11]. Le pseudo-code de´crivant cette proce´dure, appele´e ASA*,
est de´crite par l’algorithme 2. Cet algorithme de se´lection d’actions pre´sente
la proce´dure de se´lection non guide´e par un agenda de buts. Son principe est
simple. Lorsque le temps de de´cision td est e´coule´, ASA* choisit l’e´tat le plus
proche du but parmi la liste des e´tats contenus dans la liste Sopen (ligne 1). La
6
se´quence actions retourne´e est le chemin reliant l’e´tat initial s a` l’e´tat feuille
choisi. La se´lection de l’e´tat le plus proche du but dans Sopen s’effectue en trois
e´tapes. Premie`rement, ASA* se´lectionne les e´tats ayant la valeur de f la plus
basse (ligne 2). Ces e´tats sont stocke´s dans Sf . Puis dans un second temps,
ASA* choisit parmi les e´tats de Sf ceux qui posse`dent la plus petite valeur de g
et les stocke dans Sg (ligne 3). Finalement, ASA* de´signe de manie`re ale´atoire
le nouvel e´tat courant s parmi les e´tats Sg (ligne 4). L’ide´e sous-jacente ici est
de donner la priorite´ aux e´tats les plus proches du but mais e´galement aux e´tats
les plus proches de l’e´tat initial afin d’augmenter la robustesse des se´quences
d’actions retourne´es. Cette technique n’est pas nouvelle [5].
Algorithm 2: ASA*(A, s0, g, td)
1 Sopen ← A*(A, si, gi, td)
2 Let Sf the set of states with the lowest f -value of Sopen
3 Let Sg the set of states with the lowest g-value of Sf
4 Choose randomly a state s from Sg
5 return the plan from s0 to s
Le pseudo-code IASA* de´crit la proce´dure de se´lection d’actions dirige´e par
les buts (cf. Algorithme 3). Dans un premier temps, la proce´dure de se´lection
calcule l’agenda de buts en s’appuyant sur les travaux de Hsu [15], i.e., en
de´terminant toutes les relations d’ordre entre les propositions atomiques du
buts (ligne 2). Le but g est dore´navant une se´quence de propositions atomiques
〈g1, . . . , gn〉 telle que g =
⋃n
i=1 gi. Puis, pour chaque proposition atomique gj et
ce tant que le temps alloue´ a` la recherche locale n’est pas de´passe´, la proce´dure
de recherche locale ASA* est lance´e pour de´terminer un plan ayant pour e´tat
initial si (initialement assigne´ a` s0) et permettant d’atteindre incre´mentalement
le but gi =
⋃i
j=1 gj (lignes 4-5). Le plan solution pour le sous-but gi est alors
ajoute´ a` la se´quence d’actions en cours de construction et l’e´tat si est mis a` jour
en appliquant la fonction γ(si, pi′) (ligne 7). Finalement, si toutes les propositions
atomiques constituant le but sont ve´rifie´es ou si le temps de de´cision alloue´ est
de´passe´, la recherche prend fin et la proce´dure retourne la se´quence d’actions
calcule´e.
5 Expe´riences
L’objectif de ces expe´riences est d’e´valuer les performances de LRTP, avec
ou sans l’ame´lioration I, et avec ou sans l’ame´lioration J, dans des proble`mes
de planification classique tire´s des Compe´titions Internationales de Planification
(IPC). Nous utilisons la fonction heuristique non-adminissible de FF [13] pour
conduire la recherche. L’utilisation d’une heuristique non-admissible pour la
recherche en temps re´el n’est pas nouveau [22]. Nous avons quatre algorithmes
a` e´valuer : LRTP sans ame´lioration, LRTP avec la planification incre´mentale
(LRTP+I), LRTP avec sauts (LRTP+J), et LRTP avec les deux ame´liorations
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Algorithm 3: IASA*(A, s0, g, td)
1 pi ← 〈〉, i← 1, si ← s0
2 〈g1, . . . , gn〉 ← RelaxedPlanOrdering(A, s0, g)
3 while elapsed time < td and i ≤ n do
4 gi ←
⋃i
j=1 gj
5 pi′ ← ASA*(A, si, gi, td − elapsedtime)
6 pi ← pi · pi′
7 si ← γ(si, pi′)
8 i← i+ 1
9 return pi
(LRTP+IJ).
5.1 Description, parame`tres et mesures de performances
Nos expe´riences consistent a` exe´cuter chaque algorithme sur un proble`me
spe´cifique, avec un temps de de´cision de´fini et pour un nombre de´fini d’e´pisodes.
Pour chaque algorithme, une expe´rience fournit les performances suivantes : (i)
le pourcentage de re´ussite, i.e., le pourcentage d’e´pisodes dans lesquels l’objectif
a e´te´ atteint et (ii) la longueur moyenne des plans trouve´s.
Dans un premier temps, les quatre algorithmes sont e´value´s sur un proble`me
spe´cifique issu d’IPC-5, le proble`me 15 du domaine Rovers, choisi pour mettre
en e´vidence la fac¸on dont les diffe´rents algorithmes se comportent selon le temps
de de´cision. Chaque expe´rience comprend 10 e´pisodes. Tout e´pisode se termine
si l’algorithme atteint l’objectif ou a exe´cute´ 400 actions.
Dans un deuxie`me temps, les algorithmes sont e´value´s sur tous les proble`mes
du domaine Rovers avec des temps de de´cision diffe´rents. Chaque expe´rience
contient 100 e´pisodes. Les e´pisodes se terminent si l’algorithme atteint l’objectif
ou si 500 actions ont e´te´ exe´cute´es. Les re´sultats fournis sont les performances
moyennes sur chaque proble`me du domaine.
Enfin, dans un troisie`me temps, nous pre´sentons les re´sultats obtenus par les
quatre algorithmes sur tous les proble`mes de 15 domaines extraits des diffe´rentes
compe´titions de planification. Un temps de de´cision spe´cifique est utilise´ pour
chaque domaine. Comme pre´ce´demment chaque expe´rience contient 100 e´pisodes
et chaque e´pisode se termine si l’algorithme atteint l’objectif ou si 500 actions ont
e´te´ exe´cute´es. Les re´sultats fournis sont les performances moyennes sur chaque
domaine. Dans ces re´sultats, si un algorithme n’a jamais atteint l’objectif en un
proble`me, la longueur de son plan est fixe´ a` 500.
Tous les tests ont e´te´ effectue´s sur un processeur Intel Core 2 Quad 6600
(2,4 GHz) avec 4 Go de RAM.
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Figure 1 – Pourcentage de re´ussite selon le temps de de´cision (pb. 15 de Rovers,
IPC5).
5.2 Rovers 15
Ce paragraphe pre´sente les re´sultats obtenus par les quatre algorithmes pour
le quinzie`me proble`me du domaine Rovers, Rovers 15. Il montre le pourcentage
de re´ussite et la qualite´ de la se´lection d’actions.
5.2.1 Pourcentage de succe`s
La figure 1 montre le pourcentage de re´ussite de chaque algorithme pour
le proble`me 15 du domaine Rovers en fonction du temps de de´cision. Le pour-
centage de re´ussite mesure le pourcentage d’e´pisodes dans lesquels l’algorithme
trouve un plan de solution. LRTP sans ame´lioration obtient 100% de re´ussite
pour certains temps de de´cision spe´cifiques. Toutefois, il ne montre pas un com-
portement stable en fonction du temps de de´cision. Le plus souvent, son pour-
centage de re´ussite reste entre 70% et 90%. LRTP+I obtient 100% de re´ussite
pour tout temps de de´cision supe´rieur a` 130 ms, a` l’exception de trois temps
de de´cision spe´cifiques : 290 ms, 310 ms et 330 ms. LRTP+J obtient 100% de
re´ussite avec plus de 30 ms de temps de de´cision, mais tandis que le temps
de de´cision augmente, une le´ge`re baisse des performances se produit parfois.
Les meilleures performances sont obtenues en utilisant les deux ame´liorations
ensemble : un pourcentage de re´ussite de 100% est obtenu pour des temps de
de´cision supe´rieurs a` 20 ms.
5.2.2 Qualite´ de la se´lection d’actions
La figure 2 montre la longueur du premier plan solution obtenu par chacun
des algorithmes. Nous observons trois plages de temps de de´cision. Pour les
temps de de´cision tre`s petits, le processus de se´lection d’actions se´lectionne une
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Figure 2 – Longueur du premier plan en fonction du temps de de´cision (pb. 15
Rovers IPC5).
action loin d’eˆtre optimale, et la longueur du premier plan solution est e´leve´e.
Pour les temps de de´cision moyens, le processus de se´lection d’actions se´lectionne
une action a` chaque pas de temps re´sultant en des plans solutions plus courts.
Pour les temps de de´cision suffisamment longs, les plans solutions minimaux
sont trouve´s.
Entre 0 et 600 ms, les longueurs des plans obtenus par LRTP et LRTP+J
sont e´leve´es avec une variance e´leve´e parce que 600 ms reste une petite plage de
temps de de´cision pour eux. Inversement, LRTP+I et LRTP+IJ ont un petit
intervalle (entre 50 et 100 ms) dans lequel la longueur de leur plans solutions
baisse. Pour les temps de de´cision supe´rieur a` 100 ms, la longueur des plans
solutions atteint un plateau d’environ 50 actions.
5.3 Domaine Rovers
Ce paragraphe pre´sente les re´sultats obtenus par les quatre algorithmes sur
tous les proble`mes du domaine Rovers. Il indique le pourcentage de re´ussite et
la qualite´ de se´lection de l’action obtenus dans chaque proble`me. Deux cas sont
conside´re´s : un premier cas ou` le temps de de´cision est fixe´ a` 100 ms, et un
second cas ou` le temps de de´cision est fixe´ a` 500 ms.
5.3.1 Pourcentage de re´ussite
La figure 3 montre le pourcentage de re´ussite de chaque algorithme sur les
40 proble`mes du domaine Rovers lorsque le temps de de´cision est fixe´ a` 100
ms. Nous pouvons voir que tous les algorithmes obtiennent 100% dans les cinq
premiers proble`mes. Ensuite, sans ame´lioration, le pourcentage de re´ussite reste
a` plus de 90% jusqu’au proble`me 16. Dans les proble`mes 17, 18 et 19, il atteint
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Figure 3 – Pourcentage de re´ussite dans le domaine Rovers en fonction du
proble`me lorsque le temps de de´cision est fixe´ a` 100 ms.
respectivement 60%, 80% et 33% de re´ussite. Enfin, a` partir du proble`me 20, le
planificateur ne trouve pas un plan de solution.
Avec l’ame´lioration J, le planificateur obtient des re´sultats tre`s proches de
ceux obtenu sans ame´lioration. Le pourcentage reste supe´rieur a` 90% jusqu’au
proble`me 16. Dans les proble`mes 17 et 19, il atteint respectivement 54%, et 57%
de re´ussite. Dans les proble`mes 18, LRTP+J obtient les meˆmes performances
que LRTP+IJ avec 92% de re´ussite, ce qui correspond a` la meilleure performance
des algorithmes de ce proble`me. Enfin, a` partir du proble`me 20, il ne trouve pas
de plan solution.
Avec l’ame´lioration I, le planificateur obtient 100% de re´ussite jusqu’au
proble`me 14. Il reste supe´rieur a` 90% jusqu’au proble`me 17, a` l’exception du
proble`me 15 dans lequel le pourcentage est de 79. Pour les proble`mes 18 et 19,
le pourcentage est infe´rieur a` 20. Enfin, a` partir du proble`me 20, aucun plan
solution n’est trouve´.
Les meilleures performances sont obtenues avec les deux ame´liorations. Nous
pouvons voir que 100% des e´pisodes se terminent avec un plan solution jusqu’au
proble`me 17. Ensuite, le pourcentage diminue a` 92% dans le proble`me 18, et
76% dans le proble`me 19. Comme tous les algorithmes, il ne trouve pas de plan
solution a` partir du proble`me 20.
La figure 4 montre le pourcentage de re´ussite de chaque algorithme sur les
40 proble`mes du domaine Rovers lorsque le temps de de´cision est fixe´ a` 500
ms. Nous pouvons voir que tous les algorithmes obtiennent 100% de re´ussite
dans les quatre premiers proble`mes. Ensuite, sans ame´lioration, le pourcentage
de re´ussite reste a` plus de 75% jusqu’au proble`me 16. Dans les proble`mes 17 et
18, il atteint respectivement 33% et 50%. Dans le proble`me 19, l’algorithme est
incapable d’atteindre le but avec 500ms de temps de de´cision.
Avec l’ame´lioration J, le planificateur obtient des performances le´ge`rement
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Figure 4 – Pourcentage de re´ussite dans le domaine Rovers en fonction du
proble`me lorsque le temps de de´cision est fixe´ a` 500 ms.
meilleures que sans ame´lioration jusqu’au proble`me 16, excepte´ dans le proble`me
9 ou` il atteint 80%. Dans les proble`mes 17, 18 et 19, il obtient respectivement
0%, 75%, 66%. A partir du proble`me 20, le planificateur ne trouve pas de plan
solution.
Avec l’ame´lioration I, le planificateur obtient plus de 90% de re´ussite jusqu’au
proble`me 17. Pour les proble`mes au-dela`, le pourcentage diminue rapidement.
Cet algorithme est le seul qui atteint l’objectif dans les proble`mes 20 et 21,
avec respectivement 66% et 50% de re´ussite. Dans le proble`me 22, aucun plan
solution n’est trouve´.
Les meilleures performances sont globalement obtenues avec les deux ame´liorations.
Nous pouvons voir que 100% des e´pisodes se terminent avec un plan solution
jusqu’au proble`me 17, et 90% jusqu’au proble`me 19. A partir du proble`me 20,
il ne trouve pas de plan solution excepte´ dans le proble`me 23, ou` il est le seul
algorithme qui atteint le but. Dans ce proble`me, son pourcentage de re´ussite est
alors de 66%.
5.3.2 Qualite´ de la se´lection d’actions
La figure 5 montre la taille moyenne des plans solutions obtenus par les
quatre algorithmes dans tous les proble`mes du domaine Rovers lorsque le temps
de de´cision est fixe´ a` 100 ms.
Jusqu’au proble`me 14, et dans le proble`me 16, les plus petits plans sont
trouve´s par LRTP+I et LRTP+IJ avec des performances tre`s proches. Pa-
ralle`lement LRTP et LRTP+J obtiennent des performances similaires avec une
variance plus e´leve´e. Dans les proble`mes 15 et 17, les longueurs moyennes des
plans trouve´s par les algorithmes sont supe´rieures a` 100 excepte´ pour LRTP+IJ
qui obtient respectivement 45 et 54 actions. Dans les proble`mes 18 et 19, les
moyennes des longueurs des plans fournis par tous les algorithmes sont e´leve´es.
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Figure 5 – Longueur moyenne des plans trouve´s dans le domaine Rovers en
fonction du proble`me lorsque le temps de de´cision est fixe´ a` 100 ms.
Dans le proble`me 18, LRTP+IJ obtient les meilleures performances avec une
longueur moyenne de 196 tandis que les autres algorithmes ont des longueurs
moyennes supe´rieures a` 400. Dans le proble`me 19, LRTP+I obtient les meilleures
performances avec des plans contenant 238 actions en moyenne, suivi par LRTP+IJ
avec les plans des 318 actions. Les deux derniers algorithmes fournissent des
plans solutions dont la longueur moyenne est supe´rieure a` 800 actions.
La figure 6 montre la longueur moyenne des plans solutions obtenus par les
quatre algorithmes dans le domaine Rovers lorsque le temps de de´cision est fixe´
a` 500 ms.
Jusqu’au proble`me 18, les plus petits plans sont trouve´s par LRTP+I et
LRTP+IJ avec des performances tre`s proches. Comme dans la figure pre´ce´dente,
LRTP et LRTP+J ont des performances similaires avec une forte variance. Dans
le proble`me 19, seuls LRTP+J et LRTP+IJ atteignent l’objectif, avec des lon-
gueurs moyennes de plans de respectivement 86 et 349 actions. Seul LRTP+I
atteint l’objectif des proble`mes 20 et 21. Seul LRTP+IJ atteint l’objectif dans
le proble`me 23.
5.4 Re´sultats dans diffe´rents domaines
Cette section pre´sente les re´sultats obtenus par les quatre algorithmes sur
tous les proble`mes de tous le domaines conside´re´s. Nous avons fixe´ le temps de
de´cision a` une valeur spe´cifique et avons exe´cute´ les algorithmes dans tous les
proble`mes de 15 domaines issus de IPC-2, IPC-3, IPC-4 et IPC-5. Ensuite, pour
chaque algorithme dans chaque domaine, les mesures des performances fournies
sont des moyennes des performances obtenues dans les proble`mes de chaque
domaine. Chaque expe´rience contient 100 e´pisodes. Les e´pisodes se terminent
si l’algorithme atteint l’objectif ou si 500 actions ont e´te´ exe´cute´es. Si un al-
gorithme ne peut jamais atteindre le but lors d’une expe´rience, la mesure de
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Figure 6 – Longueur moyenne des plans trouve´s dans le domaine Rovers en
fonction du proble`me lorsque le temps de de´cision est fixe´ a` 500 ms.
longueur de plan est alors fixe´e a` 500.
Le temps de de´cision utilise´ de´pend du domaine conside´re´. Il est de´fini suf-
fisamment e´leve´ pour permettre a` l’algorithme de faire face a` la majorite´ des
proble`mes de chacun des domaines. Ainsi, il a e´te´ fixe´ a` 100 ms dans le domaine
DriverLog, 200 ms dans Pathways, 500 ms dans les domaines Blocksworld, De-
pots, Elevator, Freecell, Logistics, Pipesworld-no-Tankage, Rovers, Satellite et
Zenotravel, et finallement a` 1000 ms dans Airport, Opentrack, PSR et TPP.
5.4.1 Pourcentage de re´ussite
La figure 7 montre le pourcentage de re´ussite moyen des algorithmes pour
chaque domaine e´tudie´. Nous pouvons voir que, dans la majorite´ des domaines,
les meilleures performances sont obtenues avec les deux ame´liorations. Cer-
taines exceptions sont observe´es dans Depots, Pipesworld et Blocksworld lorsque
l’ame´lioration J est utilise´e seule, celle-ci donnant des performances le´ge`rement
meilleures que lorsque les deux ame´liorations sont utilise´es. Il peut e´galement
eˆtre observe´ qu’utiliser l’ame´lioration J ame´liore presque toujours les perfor-
mances, avec ou sans l’ame´lioration I. Une exception est observe´e dans Satellite.
Dans ce cas pre´cis, utiliser une des ame´liorations diminue le performances alors
qu’utiliser le deux permet d’obtenir les meilleures performances.
5.4.2 Qualite´ de la se´lection d’actions
La figure 8 montre la longueur moyenne des plans solutions trouve´s en fonc-
tion du domaine. Nous pouvons voir que LRTP+IJ pre´sente le meilleur compor-
tement. LRTP + I obtient des re´sultats me´diocres sur Pipesworld, DriverLog
et Blocksworld.
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Figure 7 – Pourcentage de re´ussite en fonction du domaine.
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Figure 8 – Longueur moyenne des plans trouve´s en fonction du domaine.
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6 Discussion
Tout d’abord, nous souhaiterions commenter les observations globales donne´es
par la figure 7. En effet, LRTP+I n’apparaeˆt pas clairement comme une ame´lioration
en termes de pourcentage de succe`s. Ceci peut s’expliquer par le fait que LRTP
adopte une vue globale du proble`me a` re´soudre. En revanche, LRTP+I suit
l’ordre de re´solution des buts de´fini par son agenda et posse`de une vue tre`s
locale de ce qu’il fait. On constate que les domaines dans lesquels LRTP+I est
plus mauvais que LRTP, sont les domaines ou` l’agenda de buts est tre`s peu
informatif.
Par opposition LRTP+J est clairement une ame´lioration de LRTP en termes
de pourcentage de succe`s. Avec de petits temps de de´cision (suffisamment petit
pour que LRTP soit capables de trouver une solution), agir rapidement apparaˆıt
eˆtre une bonne strate´gie. C’est le cas de LRTP+J puisqu’il s’engage a` exe´cuter
une se´quence d’actions et non une seule action comme LRTP. La se´quence d’ac-
tions peut bien e´videmment eˆtre de bonne ou de mauvaise qualite´ du moment
qu’elle est calcule´e rapidement. Ge´ne´ralement, la se´quence est tre`s e´loigne´e de
l’optimale. En revanche, le fait de s’engager a` exe´cuter plusieurs actions au
cours d’un meˆme temps de de´cision a pour effet d’accorder plus de temps pour
les prochaines de´cisions et par conse´quent leur permettre d’eˆtre de meilleure
qualite´.
Notons e´galement que LRTP+IJ est clairement une ame´lioration de LRTP+J,
de LRTP+I et de LRTP. E´tant donne´ que les temps de de´cision sont courts et
qu’il est inte´ressant d’agir rapidement, les de´cisions re´sultant de la recherche
dirige´e par l’agenda de buts sont de meilleure qualite´ que lorsque la recherche
essaie d’embrasser tout le proble`me de manie`re globale. Ceci montre qu’en ac-
tivant les sauts, il est mieux de s’engager sur une se´quence d’actions. La figure
8 illustre que LRTP+IJ produit des plans solutions plus courts que les plans
produit par LRTP+J. Par conse´quent, LRTP+IJ ge´ne`re des plans plus courts
et plus rapidement tout en obtenant de meilleurs pourcentages de succe`s. Nous
pouvons en conclure que I et J doivent eˆtre utilise´s simultane´ment.
Pour conclure, soulignons que LRTP+J est diffe´rent de l’algorithme LRTS
avec sauts propose´ par [5]. Lorsqu’une se´quence d’actions est trouve´e, LRTS
fait l’hypothe`se que la se´quence d’actions sera exe´cute´e dans le meˆme temps de
de´cision. Cette supposition n’est pas tre`s re´aliste dans la mesure ou` l’exe´cution
d’une action peut ne pas eˆtre instantane´e. Ceci a pour effet que LRTS ne tire
pas parti de ses sauts. Inversement, planifier une se´quence d’actions comme le
fait LRTP en exe´cutant les actions une a` une permet de capitaliser du temps
pour prendre de meilleures de´cisions, trouver des plans solutions plus courts et
indirectement gagner du temps.
7 Conclusion
Dans cet article, nous avons pre´sente´ un mode`le pour la planification temps
re´el, appele´ LRTP, nous permettant de proposer deux ame´liorations pour la
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phase de se´lection d’actions : la premie`re ame´lioration I s’appuie sur un agenda
de buts pour classer les buts par ordre de difficulte´ croissante et tente ensuite de
les re´soudre de manie`re incre´mentale ; la seconde ame´lioration J consiste a` choisir
a` chaque pas de de´cision une se´quence d’actions qui sera exe´cute´e et non plus une
seule. L’ame´lioration I acce´le`re le processus de se´lection d’actions mais diminue
le pourcentage de succe`s. L’ame´lioration J ne modifie ni le pourcentage de succe`s,
ni la qualite´ des plans solutions trouve´s. La contribution majeure de notre travail
est de montrer qu’utilise´es simultane´ment ces deux ame´liorations permettent
a` LRTP d’obtenir des re´sultats qui surpassent les autres versions de LRTP.
Le pourcentage de succe`s est meilleur, les plans solutions plus courts, et par
conse´quent le temps ne´cessaire a` leur exe´cution. En outre, ces deux ame´liorations
combine´es permettent a` LRTP de travailler avec des temps de de´cisions tre`s bas
(de l’ordre de quelque centaines de millisecondes pour LRTP sans ame´lioration a`
quelques millisecondes pour pour LRTP+IJ). Pour autant que nous le sachions,
c’est la premie`re fois que l’agenda de buts est utilise´ avec succe`s dans le cadre
de la planification temps re´el.
Plusieurs pistes inte´ressantes de recherche sont ouvertes par ce travail. Tout
d’abord, il serait inte´ressant d’e´tudier pre´cise´ment l’apprentissage en exami-
nant d’autres me´canismes d’apprentissage pour la fonction heuristique et en
mettant en place un me´canisme d’apprentissage de l’agenda de buts. De plus,
nous n’avons conside´re´ dans nos tests qu’une seule fonction heuristique. Finale-
ment, il serait aussi inte´ressant de proposer et de comparer d’autres me´canismes
de se´lection d’actions s’appuyant par exemple sur la technique de « landmarks
planning » propose´e par [20], ou encore sur des techniques de stratification telle
que [6].
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