Abstract. Entrywise functions preserving the cone of positive semidefinite matrices have been studied by many authors, most notably by Schoenberg [Duke Math. J. 9] and Rudin [Duke Math. J. 26]. Following their work, it is well-known that entrywise functions preserving Loewner positivity in all dimensions are precisely the absolutely monotonic functions. However, there are strong theoretical and practical motivations to study functions preserving positivity in a fixed dimension n. Such characterizations for a fixed value of n are difficult to obtain, and in fact are only known in the 2 × 2 case. In this paper, using a novel and intuitive approach, we study entrywise functions preserving positivity on distinguished submanifolds inside the cone obtained by imposing rank constraints. These rank constraints are prevalent in applications, and provide a natural way to relax the elusive original problem of preserving positivity in a fixed dimension. In our main result, we characterize entrywise functions mapping n × n positive semidefinite matrices of rank at most l into positive semidefinite matrices of rank at most k for 1 ≤ l ≤ n and 1 ≤ k < n. We also demonstrate how an important necessary condition for preserving positivity by Horn and Loewner [Trans. Amer. Math. Soc. 136] can be significantly generalized by adding rank constraints. Finally, our techniques allow us to obtain an elementary proof of the classical characterization of functions preserving positivity in all dimensions obtained by Schoenberg and Rudin.
Introduction and main results
The study of entrywise functions mapping the space of positive semidefinite matrices into itself has been the focus of a concerted effort throughout the past century (see e.g. Schoenberg [32] , Rudin [31] , Herz [22] , Horn [24] , Christensen and Ressel [6] , Vasudeva [34] , FitzGerald and Horn [10] , FitzGerald, Micchelli, and Pinkus [11] , Hiai [23] , Guillot and Rajaratnam [17] , Guillot, Khare and Rajaratnam [13] and others). Following the work of Schoenberg and Rudin, it is well-known that functions f : (−1, 1) → R such that f [A] := (f (a ij )) is positive semidefinite for all positive semidefinite matrix A = (a ij ) of all dimensions with entries in (−1, 1) are necessarily analytic with nonnegative Taylor coefficients, i.e., they are absolutely monotonic on the positive real axis. The converse follows easily from the Schur product theorem.
On the other hand, one is often interested in studying functions that preserve positivity for a fixed dimension n. In this case, it is unnecessarily restrictive to characterize functions that preserve positivity in all dimensions. Results for fixed n are available only for n = 2, in which case entrywise functions mapping 2 × 2 positive semidefinite matrices into themselves have been characterized by Vasudeva (see [34, Theorem 2] ) in terms of multiplicatively mid-convex functions. Finding tractable descriptions of the functions that preserve positive semidefinite matrices in higher dimensions is far more involved -see [24, Theorem 1.2] for partial results for arbitrary but fixed n ≥ 3. To the authors' knowledge, no full characterization is known for n ≥ 3.
The primary goal in this paper is to investigate entrywise functions mapping n × n positive semidefinite matrices of a fixed dimension n and rank at most l, into positive semidefinite matrices of rank at most k for given integers 1 ≤ k, l ≤ n. Introducing such rank constraints is very natural from a modern applications perspective. Indeed, in high-dimensional probability and statistics, it is common to apply entrywise functions to regularize covariance/correlation matrices in order to improve their properties (e.g., condition number, Markov random field structure, etc.) -see [3, 20, 21, 18, 17, 13, 26, 36] . In such settings, the rank of a covariance/correlation matrix corresponds to the sample size used to estimate it. Many modern-day applications require working with covariance/correlation matrices arising from small samples, and so these high-dimensional matrices are very often rank-deficient in practice. Applying functions entrywise is a popular way to increase the rank of these matrices. For many downstream applications, it is a requirement that the regularized covariance/correlation matrices be positive definite. It is thus very important and useful for applications to understand how the rank of a matrix is affected when a given function is applied to its entries, and whether Loewner positivity is preserved.
Our approach yields novel and explicit characterizations for functions preserving positivity for a fixed dimension, under various rank constraints. In particular, we show that a "special family" of matrices of rank at most 2 plays a fundamental role in preserving positivity. Furthermore, our techniques yield solutions to other characterization problems, in particular, those involving rank constraints without the positivity requirement. For instance, we provide characterization of entrywise functions mapping symmetric n × n matrices of rank at most l into matrices of rank at most k (for any 1 ≤ k, l < n).
Finally, our methods can also be used to solve the original problem of characterizing entrywise functions that preserve positivity for all dimensions, thereby providing a more direct and intuitive proof of the results by Schoenberg, Rudin, Vasudeva, and others.
To state our main results, some notation is needed. Definition 1.1. Let I ⊂ R. Define S n (I) to be the set of n × n symmetric matrices with entries in I, and P n (I) ⊂ S n (I) to be the subset of symmetric positive semidefinite matrices. Let rank A denote the rank of a matrix A. Now define: When I = R, we denote S k n (I) and P k n (I) by S k n and P k n respectively. Note that S n (I) = S n n (I), P n (I) = P n n (I), (1.3) and when I ⊂ [0, ∞), S 1 n (I) = P 1 n (I). We now state the three main results of the paper. The first result characterizes entrywise functions mapping rank 1 matrices to rank at most k matrices, under the mild hypothesis that the function f admits at least k nonzero derivatives of some orders at the origin.
Theorem A (Rank one, fixed dimension). Let 0 < R ≤ ∞, I = [0, R) or (−R, R), and f : I → R. Fix 1 ≤ k < n, and suppose f admits at least k nonzero derivatives at 0.
(1) Then f [−] : P 1 n (I) → S k n if and only if f is a polynomial with exactly k nonzero coefficients. Note that throughout this paper, we take the derivatives of f to include the zeroth derivative function f (x). For instance, according to our convention, the function f (x) = 1 + x has two nonzero derivatives at the origin.
The intuitive approach adopted in this paper to prove Theorem A yields rich rewards in tackling more challenging problems. One of the primary goals of this paper is to classify all functions which take n × n matrices with rank at most l, to matrices of rank at most k. Our main theorem in this paper completely classifies the functions f such that f [−] : P l n (I) → S k n or P k n for l ≥ 2, under the assumption that f is C k on I. Surprisingly, when k ≤ n − 3 and f [−] : P l n ([0, R)) → P k n , the C k assumption is not required.
Theorem B (Higher rank, fixed dimension). Let 0 < R ≤ ∞ and I = [0, R) or (−R, R). Fix integers n ≥ 2, 1 ≤ k < n − 1, and 2 ≤ l ≤ n. Suppose f ∈ C k (I). Then the following are equivalent:
(1) f [A] ∈ S k n for all A ∈ P l n (I); (2) f (x) = r t=1 a t x it for some a t ∈ R and some i t ∈ N such that
Similarly, f [−] : P l n (I) → P k n if and only if f satisfies (2) and a i ≥ 0 for all i. Moreover, if I = [0, R) and k ≤ n − 3, then the assumption that f ∈ C k (I) is not required.
Our last main result concerns entrywise functions preserving positivity for all dimensions, as in the classical case studied by Schoenberg, Rudin, Vasudeva, and many others. We demonstrate that functions preserving positivity over a small family of rank 2 matrices of all dimensions are automatically analytic with nonnegative Taylor coefficients. By contrast, classical results are generally proved under the far stronger assumption that the function preserves positivity for all positive semidefinite matrices. Before we state the result, first recall the notion of an absolutely monotonic function. Definition 1.2. Let I ⊂ R be an interval with interior I • . A function f ∈ C(I) is said to be absolutely monotonic on I if f ∈ C ∞ (I • ) and f (k) (x) ≥ 0 ∀x ∈ I • and every k ≥ 0.
Theorem C (Rank two, arbitrary dimension). Let 0 < R ≤ ∞, I = (0, R), and f : I → R. Then the following are equivalent:
(1) For all n ≥ 1, f [a1 n×n + uu T ] ∈ P n for every a ∈ [0, R) and u ∈ R n such that a + u i u j ∈ I.
(2) For all n ≥ 1, f [A] ∈ P n for every A ∈ P n (I); (3) The function f is absolutely monotonic on I.
Theorem C is a significant refinement of the original problem, in which one studies entrywise functions which preserve Loewner positivity among positive semidefinite matrices of all orders, and with no rank constraints. Moreover, condition (1) is a new and much simpler characterization of preserving positivity for all P n , in the sense that it simplifies condition (2) significantly. The equivalence (2) ⇔ (3) has been known for some time in the literature in related settings. Vasudeva showed in [34] that (2) ⇔ (3) for I = (0, ∞), whereas Schoenberg and Rudin showed the same result for I = (−1, 1). See Theorems 2.1 and 2.2.
Remark 1.3. Unlike Theorems A and B, Theorem C makes no continuity or differentiability assumptions on f . Also note that the family of rank 2 matrices in part (1) of Theorem C is a one-dimensional extension of the set of rank 1 matrices. This is in some sense the smallest family of matrices for which the result can hold. More precisely, the corresponding result to Theorem C for the smaller set of rank one matrices is false. For example, f (x) := x α for α > 0 sends P 1 n ([0, ∞)) to P 1 n for all n; however, f is not absolutely monotonic unless α ∈ N. In this sense, Theorem C provides minimal assumptions under which entrywise functions preserving positivity are absolutely monotonic.
The rest of the paper is organized as follows: we begin by reviewing previous work on functions preserving positivity in Section 2, and show how several of these results can be extended to more general settings. In Section 3 we develop a general three-step approach to study entrywise functions mapping P 1 n to S k n , and use it to prove Theorem A. The results of Section 3 are then extended in Sections 4 and 5 to study the general case of entrywise functions mapping P l n into S k n . Finally we demonstrate in Section 6 how our results and techniques can be used to obtain novel and intuitive proofs of the classical results of Schoenberg and Rudin. Along the way, we obtain several characterizations of entrywise functions preserving Loewner positivity in a variety of settings.
Previous results and extensions
We begin by reviewing known characterizations of functions preserving positivity, and extending them to other settings (other domains, Hermitian matrices). We first recall a fundamental result by Schoenberg and Rudin, characterizing entrywise functions preserving all positive semidefinite matrices. This celebrated characterization has been studied and generalized by many authors under various restrictions; only the most general version is presented here. Theorem 2.1 (see Schoenberg [32] , Rudin [31] , Hiai [23] , Herz [22] , Christensen and Ressel [6] ). Given 0 < R ≤ ∞, I = (−R, R), and f : I → R, the following are equivalent:
(1) f [A] ∈ P n for all A ∈ P n (I) and all n ≥ 1.
(2) f is analytic on the disc D(0, R) ⊂ C and absolutely monotonic on (0, R), i.e., f has a convergent Taylor series on D(0, R) with nonnegative coefficients.
Similarly, the following result was shown by Vasudeva [34] for I = (0, ∞), and also follows from Horn [24 [34, Theorem 6] ). Given f : (0, ∞) → R, the following are equivalent:
(1) For all n ≥ 1 and
(2) f can be extended analytically to C, and is absolutely monotonic on (0, ∞).
Note that the assertions in Theorems 2.1 and 2.2 are very similar, but for different domains of definition. We now extend Theorem 2.2 to general intervals. (1) The function f can be extended analytically to D(0, b) and
for some c n ≥ 0; (2) For all n ≥ 1 and A ∈ P n (I), f [A] ∈ P n ; (3) f is absolutely monotonic on I. If furthermore, 0 ∈ I, then (3) ⇒ (1) and so all the assertions are equivalent.
Proof. Without loss of generality, we can assume a and b are finite (otherwise, the result follows by considering bounded intervals contained in I). That (1) ⇒ (2) holds follows by the Schur product theorem.
We now prove (2) ⇒ (3). Consider the function g :
Assume first that I = (a, b). Notice that g maps (−b, b) to (a, b) and that the two coefficients of the linear function that is composed with f in (2.2) are both positive. As a consequence, for all n ≥ 1 and A ∈ P n (−b, b), g[A] ∈ P n . Thus, by Theorem 2.1, g is analytic on D(0, b) and absolutely monotonic on (0, b). It follows that f is analytic on (a, b). Therefore, computing the derivatives of g shows that the function f is absolutely monotonic on ((a + b)/2, b). Repeating the above construction for I = (a, b 0 ) with a < b 0 < b, it follows that f is absolutely monotonic on I = (a, b) as desired. We next assume that I = [0, b) and (2) holds. Then, clearly, (2) also holds for matrices with entries in (0, b). Thus, from above, f is analytic and absolutely monotonic on (0, b). To prove that f is continuous at 0, consider the matrix
and, for t > 0, let A t = tA. Since A t ∈ P 3 , then for t small enough, f [A t ] ∈ P 3 . Also, since f is absolutely monotonic on (0, b), it is nonnegative and increasing there, and so f + (0) := lim x→0 + f (x) exists and is nonnegative. Moreover,
This is possible only if the principal minors of this matrix are nonnegative. It follows that 0 ≤ f (0) ≤ f + (0) and the determinant, which equals −f When the function f is analytic, Theorem 2.1 can be extended to complex-valued functions as well. (1) f [A] is Hermitian positive semidefinite for all Hermitian positive semidefinite matrices A with entries in D(0, R). (2) f is absolutely monotonic on D(0, R) -i.e., f (z) = n≥0 a n z n for some a n ∈ [0, ∞).
Proof. Clearly (2) ⇒ (1) by the Schur product theorem. Conversely, given a Hermitian positive semidefinite n×n matrix A with entries in D(0, R), the diagonal entries are in [0, R), so f : [0, R) → [0, ∞). Now suppose 0 < a < R; then using A = a −a −a a shows that f (−a) = f (−a), whence f : (−R, R) → R. This implies that f [A] ∈ P n (R) whenever A ∈ P n ((−R, R)). By Theorem 2.1, f is absolutely monotonic on (0, R) = (0, ∞) ∩ D(0, R), so we are done by the uniqueness principle for analytic functions.
As mentioned earlier, very few results characterizing functions preserving positivity on P n for a fixed dimension n exist. To our knowledge, the only such known result is for n = 2 by Vasudeva [34, Theorem 2] , and it characterizes functions mapping P 2 (0, ∞) to P 2 . We now review this result, and extend it to more general intervals. (
Moreover f is continuous on (0, ∞) ∩ I.
Note that the condition | inf I| ≤ sup I is assumed in Theorem 2.5 because no 2 × 2 matrix in P 2 (I) can have any entry in (−∞, − sup I). Also see [23, Lemma 2.1] for the special case where I = (0, R) for some 0 < R ≤ ∞.
Proof. Clearly, (1) holds if and only if f (b) 2 ≤ f (a)f (c) whenever b 2 ≤ ac for a, b, c ∈ I, and f (a) ≥ 0 for 0 ≤ a ∈ I. Thus, if (1) holds, then so does (2.5). The second part of (2) follows easily by considering the matrix y x x y for |x| ≤ y ∈ I.
Conversely, assume (2) holds. Setting x = 0 in (2.6) shows that f (y) ≥ |f (0)| ≥ 0 whenever 0 < y ∈ I. Now if b 2 ≤ ac with a, c ≥ 0 and a, b, c ∈ I, then applying (2.6) with x = b and y = |b|, we obtain f (b) 2 ≤ f (|b|) 2 . Therefore, by (2.6) and (2.5),
This proves (2) ⇒ (1). Next, suppose f (x) = 0 for some 0 < x ∈ I. We claim that f ≡ 0 on I ∩[0, sup I), which proves via (2.6) that f ≡ 0 on I \ {± sup I}. To see the claim, first define x 0 := sup{0 < x ∈ I : f (x) = 0}. For any x ∈ (0, x 0 ) ∩ I, there exists x 1 ∈ (x, x 0 ) such that f (x 1 ) = 0 by definition of x 0 . But then f (x) = 0 by (2.6). Thus, f vanishes on [0, x 0 ) ∩ I. We now produce a contradiction if x 0 < sup I, which proves the claim, and hence all of (2). Indeed if x 0 < y ∈ I, then choose any
This contradicts the definition of x 0 , and proves the claim.
Finally, define g(x) := ln f (e x ) for x ∈ J := (0, ∞) ∩ I. It is clear that g is nondecreasing and mid(point)-convex on the interval ln(J) ⊂ R, whenever f satisfies (2.5). Hence by [30, Theorem VII.C], g is necessarily continuous (and hence convex) on ln(J). We conclude that f is continuous on J.
We note that functions preserving other forms of positivity have been studied by various authors in many settings, including by Bharali and Holtz [1] , de Pillis [7] , Hansen [19] , Marcus and Katz [27] , Marcus and Watkins [28] , Michhelli and Willoughby [29] , Thompson [33] , Zhang [37] , and in previous work [14, 16] by the authors.
Preserving positivity under rank constraints I: the rank one case
We begin by studying entrywise functions mapping P 1 n into S k n . In Subsection 3.1 we introduce a three-step approach to study entrywise functions f [−] : P 1 n → S k n for 1 ≤ k < n and use it to prove Theorem A. Next, in Subsection 3.2 we study entrywise functions f [−] : P 1 n → P n and demonstrate important connections with the Laplace transform. Finally, in Subsection 3.3, we study generalizations of Theorem A involving the two-sided extensions of the power functions.
3.1.
A three-step approach: functions preserving positivity of rank 1 matrices. This subsection is devoted to proving Theorem A. To do so, we adopt the following general and intuitive three-step strategy:
(S1) We begin by characterizing entrywise functions mapping
n−1 . Several of our characterization results (including Theorem A) follow by repeatedly applying steps (S2) and (S3) until the result reduces to characterizing functions mapping P 1 n into S 1 n ; and then we apply (S1) to obtain the desired result. We thus prove three propositions in this section, which pertain to the above three steps.
We start by recalling the following basic result from linear algebra which we shall invoke frequently in this paper (see e.g. [8, Theorem IV.16] ). Note that the result is seemingly presented in loc. cit. only over any subfield of C, but in fact holds over any field. . Let A be a symmetric n × n matrix over any field, and let 1 ≤ r ≤ n. Then the following are equivalent:
(1) rank A ≤ r; (2) All (r + 1) × (r + 1) minors of A (when defined) vanish; (3) All (r + 1) × (r + 1) and (r + 2) × (r + 2) principal minors of A (when defined) vanish.
We now characterize functions mapping P 1 n into S 1 n , as in the first step (S1) outlined at the beginning of this subsection. Proposition 3.2. Let I ⊂ R be an interval such that sup I > 0 and ± sup I ∈ I. Let f : I → R. Then
2 for every A ∈ P 1 2 (I) if and only if f (± √ xy) 2 = f (x)f (y) for all 0 ≤ x, y ∈ I such that ± √ xy ∈ I. (2) Suppose 0 ∈ I, f (a) = 0 for some a ∈ I \ {0}, and f [−] : P 1 n (I) → S 1 n for some n ≥ 2. Then f ≡ 0 on I.
Proof. 
shows that f (b) = 0. Thus we suppose f (a) = 0 for a ∈ I \ {0}, and produce a m ∈ I increasing to (sup I) − such that f (a m ) = 0. Define the numbers a m and the matrices A n inductively as follows:
It is easily verified that a m → (sup I) − and A m ∈ P 1 n (I) for all m. Now applying f entrywise to the matrix |a| a a |a| ⊕ 0 (n−2)×(n−2) ∈ P 1 n (I) shows that f (a 1 ) = 0. Next, using that
n implies inductively that f (a m+1 ) = 0 for all m, which shows the assertion.
Remark 3.3. Note that the functions that send P 1 2 (I) to P 1 2 instead of the larger set S 1 2 can be characterized by the same conditions as in Proposition 3.2(1), together with the fact that f ≥ 0 on I ∩ [0, ∞). The proof is similar to the above.
We now present an elegant characterization of continuous functions mapping P 1 n (I) into S 1 n . To state the result, we first define the even and odd extensions of the power functions f α (x) := x α , to the entire real line, as follows:
Lemma 3.4. Let I be an interval containing 0 such that sup I > 0 and ± sup I ∈ I. Let n ≥ 2 and f : I → R be continuous. Then the following are equivalent:
n for all A ∈ P 1 n (I); (3) There exists c ∈ R such that either f ≡ c on I or f (x) ≡ cφ α (x) or cψ α (x) for some α > 0. Moreover, f [−] : P 1 n (I) → P 1 n if and only if (3) holds with c ≥ 0. Proof. Clearly (3) ⇒ (1) ⇒ (2). Now suppose (2) holds. Then the function f satisfies
since P 1 2 (I) embeds into P 1 n (I) via padding by zeros. Since f is continuous on I \ {0}, it follows that for every 0 ≤ λ ≤ 1,
Equivalently, the function g(x) := ln |f (e x )| satisfies
Thus, g(x) = αx + β for some constants α, β ∈ R. As a consequence, f (x) = cx α for all 0 < x ∈ I, where |c| = e β . Next, applying f entrywise to the matrices
shows that f (x) = ±f (|x|) for x ∈ I ∩ (−∞, 0). Now suppose f (x) = cx α on I ∩ (0, ∞), with c = 0 or α = 0. Since f is continuous on I, it is easy to check that f is constant on I. If instead c = 0 and α = 0, then α > 0 as f is continuous on
, hence constant on it. Thus f (x) ≡ c|x| α or −c|x| α for all 0 > x ∈ I, which shows (3). Given these equivalences, it is clear that f [−] : P 1 n (I) → P 1 n if and only if c ≥ 0. Lemma 3.4 addresses the first step (S1) outlined at the beginning of this subsection. The following Proposition will play a central role later, and addresses the second step (S2).
Proposition 3.5. Let 0 < R ≤ ∞, I = [0, R) or (−R, R), and f, g : I → R such that g(x) is nonzero whenever x is nonzero. Assume c := lim x→0,x∈I f (x)/g(x) exists and define
n (I). Proof. We prove the result for I = (−R, R); the proof is similar for I = [0, R). Note that (1) is trivial if k = n; thus, we assume that k < n and prove (1) . First note that if A, B ∈ S n and B is a rank 1 matrix with nonzero entries, then
Now suppose f, g satisfy the assumptions. Then by Proposition 3.2(2) applied to g, g(x) = 0 for all 0 = x ∈ I since g ≡ 0. Thus given c ∈ R, and nonzero u i such that u i u j ∈ I ∀i, j, we have:
Next, suppose u ∈ R n such that u i u j ∈ I ∀i, j, and let 0 < ǫ < √ R. Define u ǫ ∈ R n to be the vector with coordinates u i + ǫδ u i ,0 , where δ a,b denotes the Kronecker delta. Hence by (3.9 
is equal to zero for all ǫ > 0. By the continuity of h c at 0 and continuity of the determinant function, it follows that the same is true for
n (I) → S k n , then using a similar argument as above, we obtain f [−] : P 1 n (I) → P n . We now prove the second part.
∈ P n by (3.8) and the Schur product theorem. The general case follows by a limiting argument, replacing u by u ǫ as above.
Our last Proposition in this section addresses the third step (S3) outlined at the beginning of the present subsection. Proposition 3.6. Let 0 < R ≤ ∞, I = [0, R) or (−R, R), and h : I → R be such that h(0) = 0. Fix integers n ≥ 2 and 1 ≤ k, l ≤ n. Consider the following statements:
( (1) is clear. Now suppose (1) holds and k < n − 1. By Lemma 3.1, (2) holds if and only if every principal (k + i) × (k + i) minor of (h − h(0))[A] is equal to 0 for each A ∈ P l n (I) and i = 0, 1. To show that this is indeed the case, fix A ∈ P l n (I) and without loss of generality, consider the principal submatrix A ′ formed by any fixed set of k + i rows and columns of A. Let A ′′ := A ′ ⊕ 0 (n−k−i)×(n−k−i) ∈ P l n (I). By (1) and Lemma 3.1, the leading principal
Equivalently, subtracting the last column from every other column, we obtain
It follows that every principal (
vanishes for every A ∈ P l n (I) and i = 0, 1. Therefore, by Lemma 3.
for every A ∈ P l n (I), which proves (2). We now show that (1) ⇒ (2 ′ ). Note that the statement is trivial if k = n so we assume 1 ≤ k < n.
As in above arguments in this proof, we conclude that
This concludes the proof of (1) ⇒ (2 ′ ). We now show that (1) ⇒ (2) (when k < n − 1) and (1) ⇒ (2 ′ ) when the S-sets are replaced by the P-sets. We first claim that for all n 1 , n 2 ∈ N, c ∈ R, and B ∈ P n 1 (R),
The claim (3.12) is obvious for c = 0; thus, we now assume that c = 0. Let C := c1 n 2 ×n 2 and D := c1 n 2 ×n 1 . Using Schur complements (see [5, Appendix A.5.5]), the matrix B c is positive semidefinite if and only if c ≥ 0, (Id n 2 −CC † )D = 0, and B − c1 n 1 ×n 1 ∈ P n . Now verify that the second condition holds, using that C † = 1 c·n 2 2 1 n 2 ×n 2 . Thus, B c ∈ P n 1 +n 2 (R) if and only if the first and third conditions hold. This proves the claim.
n−1 . Applying the claim (3.12) with B = h[A] and c = h(0), it follows that (h − h(0))[A] ∈ P n−1 as well, proving that (1) ⇒ (2 ′ ) for the P-sets.
Finally, assume 1 ≤ k < n − 1 and
is singular, it suffices to show that all its n 1 ×n 1 principal minors are nonnegative for 1 ≤ n 1 ≤ n − 1. Let C be any n 1 × n 1 principal submatrix of A. Applying the claim (3.12) with B = h[C] and c = h(0), it follows that (h − h(0))[C] ∈ P n 1 . This concludes the proof.
In the special case where l = 1 and k = 2, Proposition 3.6 immediately characterizes the functions f mapping P 1 n to S 2 n under the assumption f (0) = 0:
Corollary 3.7. Let n ≥ 3, I = [0, R) or (−R, R) for some 0 < R ≤ ∞, f : I → R be continuous and suppose f (0) = 0. Then the following are equivalent:
Proof. Clearly (2) ⇒ (1). To show the converse, apply the implication (1) ⇒ (2 ′ ) of Proposition 3.6, with h replaced by f to obtain that (f − f (0))[−] : P 1 n−1 (I) → S 1 n−1 . The result now follows by Lemma 3.4.
We now have all the ingredients needed to prove the first main result of the paper.
Proof of Theorem A. We show the result for I = (−R, R); the proof is similar for I = [0, R). For r ∈ Z ≥0 , define an operator T r mapping any function h : I → R admitting at least r left and right derivatives at zero, via:
Denote by f (m 1 ) , f (m 2 ) , . . . , f (m k ) the first k derivatives of f that are nonzero at 0, with 0 ≤ m 1 < · · · < m k (where k is taken to be n for the third part). Also define m 0 := 0. Now inductively construct the function
For i = 0, the claim is easily verified using Taylor's theorem. Now apply the operators T m j −m j−1 inductively to verify the claim for each 0 ≤ i ≤ k − 1. It follows from (3.14) that M i is continuous at zero for all 0 ≤ i ≤ k − 1. Next, we claim that for i = 0, . . . , k − 1 and A ∈ P 1 n−i (I), we have
n−i . We will prove the claim by induction on i ≥ 0. Clearly the result holds if i = 0. Now assume it holds for some i − 1 ≥ 0. By definition, for x = 0,
By Propositions 3.5 and 3.6 and the induction hypothesis, it follows that
for all A ∈ P 1 n−i (I). This completes the induction and proves the claim for all 0
n−k+1 for all A ∈ P 1 n−k+1 (I). Moreover, M k−1 is continuous on I by (3.14). We now complete the proofs of the three parts separately.
Proof of (1) By Lemma 3.4, M k−1 (x) = aφ α (x) or aψ α (x) for some α > 0 and a ∈ R. Working backwards, it follows that f (x) = P (x) + cφ γ (x) or f (x) = P (x) + cψ γ (x) where P is a polynomial with exactly k − 1 nonzero coefficients, c ∈ R, and γ ≥ m k−1 . Let m k be the least positive integer such that m k > m k−1 and f (m k ) (0) exists and is nonzero. Then we obtain that γ = m k , so that f is a polynomial with exactly k nonzero coefficients (and hence exactly k nonzero derivatives at zero). This proves the first part of the theorem.
Proof of (2) To show the second part, we claim that
n−i (I) and 0 ≤ i ≤ k − 1. Indeed, the result clearly holds for i = 0. Now assume the result holds for i − 1 ≥ 0. Note first that by applying Proposition 3.5 (2) (3.15) and Propositions 3.5 and 3.6, it follows that
n−i (I). Using a similar argument as in part (1) together with Lemma 3.4, it follows that f is a polynomial with nonnegative coefficients and exactly k nonzero coefficients.
Proof of (3) For the third part, we obtain that h(
. Working backwards and reasoning as in the previous parts, it follows that f (x) = P (x) + x m n−1 h(x) for a polynomial P (x) with exactly k − 1 positive coefficients, and h :
Remark 3.8. Part (3) of Theorem A provides a necessary condition for a function to map every rank one n × n positive semidefinite matrix with positive entries to a n × n positive semidefinite matrix. Note that even when f (x) = N i=0 c i x α i for α i ≥ 0, condition (3) does not imply that all the coefficients c i are nonnegative. Indeed, the function h (in the statement of the theorem) could be a sum of powers containing some negative coefficients, as long as h is nonnegative on I. It can however be shown that the first and last n coefficients of f have to be positive (see [9] for more details).
An important special case of interest in the literature is to study which analytic functions preserve positivity. The following result characterizes the analytic entrywise maps f [−] sending P 1 n (I) to S k n , P k n . Note that the third part of Theorem 3.9 generalizes Theorem A(3). Theorem 3.9 (Rank one, fixed and arbitrary dimension). Let 0 < R ≤ ∞, I = [0, R) or (−R, R), and let f : I → R be analytic on I. Also fix 1 ≤ k < n in N.
(1) Then f [A] ∈ S k n for all A ∈ P 1 n (I) if and only if f is a polynomial with at most k nonzero coefficients.
n for all A ∈ P 1 n (I) if and only if f is a polynomial with at most k nonzero coefficients, all of which are positive.
n (I) and all n ∈ N, if and only if f is absolutely monotonic on I.
Proof. First suppose I = [0, R). The first two parts follow immediately from Theorem A since f is analytic (considering the cases when f has at least k nonzero derivatives at the origin, and when it does not). Next, the sufficiency in the third part follows from the Schur product theorem. To show the necessity, it suffices to show by standard results from classical analysis (see Theorem 6.1) that f (x) = ∞ i=0 a i x i on I, with a i ≥ 0 for all i. Now applying Theorem A(3), it follows that f (i) (0) ≥ 0 for every i ≥ 0, i.e., f is absolutely monotonic on the positive real axis. Finally, if I = (−R, R), then the result follows from the above analysis and the uniqueness principle for analytic functions.
3.2. Preserving positivity of rank 1 matrices and Laplace transforms. We continue our study of rank constrained functions by exploring functions mapping P 1 n into P n for all n ≥ 1. Such functions can be characterized using the Laplace transform via the theory of positive definite kernels, which we recall for the reader's convenience. 
is positive semidefinite. Equivalently, for every finite sequence (x i ) n i=1 ⊂ I of distinct numbers, the matrix (k(x i , x j )) ij is positive semidefinite.
Recall from classical results in analysis that positive definite kernels can be characterized using the Laplace transform: Using Theorem 3.11, we now easily obtain the following characterization of entrywise functions defined on (0, R), which map P 1 n ((0, R)) into P n for every n ≥ 1. Theorem 3.12. Given 0 < R ≤ ∞ and f : (0, R) → R, the following are equivalent:
(1) f is continuous on (0, R) and f [A] ∈ P n for all A ∈ P 1 n ((0, R)) and all n; (2) f is continuous on (0, R) and the kernel k(x, y) = f (e −(x+y−ln R) ) is positive definite on (0, ∞);
is continuous on (− ln R, ∞) and the kernel k(x, y) := g(− ln R + x + y) is positive definite on (0, ∞); (4) There exists a positive measure µ such that the function g(x) := f (e −x ) can be represented as
There exists a positive measure µ such that
Proof. Clearly, (5) ⇔ (4). Now suppose (4) is true and consider the function h(
where dν(α) = R α dµ(α). By Theorem 3.11, the kernel h(x+y) = g(x+y −ln R) is positive definite. This proves (3). Conversely, if (3) is true, then there exists a positive measure ν such that
It follows that
where dµ(α) = R −α dν(α). This proves (4) ⇔ (3). Clearly, (3) ⇔ (2). Finally, (2) is true if and only if the matrix (f (Re −x i e −x j )) ij is positive semidefinite for every
is positive semidefinite for every positive semidefinite matrix A of rank 1 with entries on (0, R). Therefore, (2) ⇔ (1). Finally, that g is analytic also follows from Theorem 3.11.
Recall that part (3) of Theorem 3.9 provides a direct characterization from first principles of the analytic maps sending P 1 n (I) to P n . The same result can also be obtained using deep results about the representability of functions as the Laplace transforms of positive measures, and the uniqueness principle for the Laplace transform (see [35, Chapter VI, Theorem 6a]). Using this power series representation, the function g can be extended analytically to every z in the half-plane {z ∈ C : Re z > − ln R}, i.e., g(z) = ∞ n=0 a n e −nz whenever Re z > − ln R. Since f [A] is positive semidefinite for every positive semidefinite matrix A of rank 1 with coefficients in (0, R) then, by Theorem 3.12, there exists a positive measure µ such that
The function
provides an analytic extension of g to {z ∈ C : Re z > − ln R}. Since g and g are both analytic and coincide on x > − ln R, by the uniqueness principle for analytic functions, g(z) = g(z) for every z ∈ {w ∈ C : Re w > − ln R}. Now, since g and g are both bilateral Laplace transforms and coincide in a common strip of convergence, by [35, Chapter VI, Theorem 6a], the two representing measures must coincide. In other words, µ = ∞ n=0 a n δ n , where δ n denotes the Dirac measure at the integer n. Since µ is positive, it follows that a n ≥ 0 for every n ≥ 0 and so f is absolutely monotonic. The converse follows immediately from the Schur product theorem.
3.3. Two-sided extensions of power functions. Thus far in this section, we have worked mostly with polynomials as the continuous functions sending P 1 n (I) to P k n for integers 1 ≤ k < n, and I = [0, R) or (−R, R) for some 0 < R ≤ ∞. The strategy in proving all of the characterizations obtained above in this section was to subtract the "lowest degree monomial in f " and obtain a function that sends P 1 n−1 (I) to P k−1 n−1 . The final step classified the continuous maps sending P 1 n (I) to S 1 n -and these are precisely the constants and scalar multiples of the maps φ α , ψ α for α > 0. In this subsection, we take a closer look at the above steps, but under less restrictive assumptions. Our main result in this subsection generalizes Theorem A under more relaxed differentiability hypotheses on f . To prove this result, we adopt the three-step approach from Section 3.1.
Theorem 3.14. Let 0 < R ≤ ∞, I = (−R, R), and f : I → R. Fix 1 ≤ k < n, and suppose f admits at least k nonzero left and right derivatives at 0 of the same order that are pairwise equal in absolute value. Assume moreover that f (0) = 0 and either f is continuous on I or k > 1.
n (I) → P k n if and only if f is of the same form with all c i > 0. In particular, f has exactly k nonzero left and right derivatives at 0.
Proof. Let 0 ≤ m 1 < m 2 < · · · < m k denote the orders of the first nonzero left and right derivatives of f at 0. By Taylor's theorem,
and g m i = φ m i if m i is odd. Using this notation, Equations (3.25) and (3.26) can be rewritten as
Note that (3.27) also holds at x = 0 since f (0) = 0 by assumption. For r ∈ Z ≥0 , define an operator T r mapping any function h : I → R admitting at least r left and right derivatives at zero, via:
where
The rest of the proof is now similar to the proof of Theorem A. Note that if f is continuous or k > 1, then M k−1 (x) is continuous and sends P 1 n−k+1 (I) to S 1 n−k+1 . Now apply Lemma 3.4 to conclude the proof of (1). The second part of the theorem follows using an argument similar to the one used in the proof of Theorem A.
We now present an application that further illustrates the power of the three-step approach described in this section. In order to do so, we first extend the definition of the power functions φ α , ψ α introduced in (3.1) to also cover negative powers as follows:
It is easy to verify that for all α ∈ R, the power maps φ α , ψ α are continuous except possibly at 0, as well as multiplicative. In fact, FitzGerald and Horn [10] , Bhatia and Elsner [2] , and Hiai [23] analyzed the set of such power maps which preserve entrywise Loewner positivity (as well as other properties such as monotonicity and convexity). Recently in [13] , we have completed the classification of these maps, which was initiated by FitzGerald and Horn in loc. cit.
The following result generalizes a part of Theorem 3.9 to sums of (possibly non-integer) powers.
Theorem 3.15. Fix 0 < R ≤ ∞, I = [0, R) or (−R, R), integers n ≥ 3 and 1 ≤ k < n, and define the function
where c j ∈ R, α 1 < α 2 < · · · ∈ R, and g α j ≡ φ α j or ψ α j for all j. Assume that f is continuous on I \ {0}. Then the following are equivalent:
∈ S k n for every A ∈ P 1 n (I); (2) c j = 0 for at most k values of j. In particular, if f [A] ∈ P k n for every A ∈ P 1 n (I), then c j ≥ 0 for all j. In order to carry out the first step of the three-step approach for sums of two-sided powers, we need the following preliminary result, which is analogous to Lemma 3.4 but without assuming continuity at the origin. Proof. That (2) ⇒ (1) (and the corresponding implication for n = 2) is clear. We now prove the converse implications. For ease of exposition, we show this result in steps.
Step 1. First note by Proposition 3.2(2) that if f (a) = 0 for some a ∈ I \ {0}, then f ≡ 0 on I and we are done. Thus for the remainder of the proof, we will assume that f is nonzero on (0, R) and f [−] : P 1 n (I) → S 1 n . Our next claim is that there exist c = 0 and α ∈ R such that f (x) = cx α on (0, R).
To see why the claim holds, first note that |f |[−] maps P 1 n (I) into S 1 n , which implies that |f |[−] : P 1 2 (I) → S 1 2 . Now given the values of f at two points 0 < a < b ∈ I ∩ (0, ∞) = (0, R), one shows via a bisection argument that
whenever m, m ′ are nonnegative integers such that 0 ≤ m ′ ≤ 2 m . Reformulating and using the continuity of f on (0, R), we obtain:
. Then the previous equation yields:
We now claim that |f |(x) = c ′ x α for all x ∈ (0, R). To see this, first choose k ∈ N such that √ abt k ∈ (a, b), where
Since f [B 0 ] ∈ S 1 n , we conclude by the above analysis that
Similar reasoning shows that |f |( √ abt
In particular by setting m = k − 2, we obtain:
. Now f is continuous on (0, R), whence so is f /|f | : (0, R) → {±1}. Therefore f /|f | is constant on (0, R), and we conclude that f (x) = cx α for x ∈ (0, R) with c = 0.
Step 2. We next claim that there exists a constant ε ∈ {±1} such that f (x) = εc|x|α for all 0 > x ∈ I. Indeed, given 0 > x ∈ I, applying f entrywise to the matrix |x| x x |x| ⊕ 0 (n−2)×(n−2) ∈ P 1 n (I) shows that f (x) = ±c|x| α . Once again, f /|f | is constant on I ∩ (−∞, 0), from which the claim follows.
It remains to determine the value of f (0). First suppose α = 0. Then choose x > 0 such that f (x) = f (0). Applying f entrywise to the matrix x1 1×1 ⊕0 (n−1)×(n−1) ∈ P 1 n (I) shows that f (0) = 0. Therefore f ≡ cφ α or cψ α on I for all n ≥ 2, if α = 0.
Finally, suppose α = 0. Applying f entrywise to the matrix (R/2)1 1×1 ⊕ 0 (n−1)×(n−1) ∈ P 1 n (I) shows that f (0) = 0 or f (0) = c. This proves the assertion (2) in all cases except when n > 2, I ∩ (−∞, 0) is nonempty, and f ≡ cψ α on I \ {0} with c = 0. In this case, choose x > 0 such that ±x ∈ I, and apply f entrywise to the matrix
It follows that f [A] has rank one, whence its leading principal 3 × 3 minor must vanish. Now this minor equals −4cf (0) 2 = 0, whence it follows that f (0) = 0. This concludes the proof.
In order to prove Theorem 3.15, we also need to extend classical results about Vandermonde determinants to the odd and even extensions of the power functions. (1) The functions {φ α , ψ α : α ∈ R} ∪ {f ≡ 1} are linearly independent on I = (−R, R), while on I = [0, R) the functions {φ α = ψ α = x α : α ∈ R} ∪ {f ≡ 1} are linearly independent. (2) The functions in the previous part are also "countably linearly independent". More precisely, suppose Proof. Proof of (1). This part can be proved using a generalization of the Dedekind Independence Theorem to arbitrary semigroups; see [15, Lemma 5] . 
Proof of (2).

Proof of (3). Fix f
, where l ≤ n and each f i (x) is of the form:
It is easy to show that every f (x) of the above form with all c i ≥ 0 sends P 1 n (I) to P k n . To show the converse, assume first that I = [0, R) and f (x) = l i=1 c i x α i with all c i = 0. Now choose any 0 < x 1 < · · · < x l < √ R and define x := (x 1 , . . . , x l , 0 n−l ) ∈ R n ; then the l vectors x •α i are linearly independent from above. Therefore for every j, there exists a vector β j ∈ R n such that
A similar construction can be carried out when f (x) = c 0 + l−1 i=1 c i x α i . This proves the result for I = [0, R). Finally, we show the result for I = (−R, R). Given f = l i=1 c i f i as above, let S := {α ∈ R : f i = φ α or ψ α }. Then 1 + 2|S| ≥ n ≥ l. Now fix 0 < x 1 < · · · < x |S| < √ R; then the matrix
is nonsingular as above. Now consider the l × (1 + 2|S|) submatrix B formed by the l rows of Ψ(x, α) which correspond to the nonzero coefficients c i . Then B has column rank l. Choose an l × l submatrix B ′ of B that is nonsingular. The result now follows by proceeding as in the I = [0, R) case.
We now have all the ingredients to prove Theorem 3.15.
Proof of Theorem 3.15. Clearly (2) ⇒ (1). Now assume (1) holds. If c j is nonzero for at most k − 1 values of j ≥ 0 then we are done; thus suppose that c j is nonzero for at least k values of j. To simplify the proof, we will assume c 0 , . . . , c k−1 = 0; the proof of the general case is similar. Using the three-step approach as in Section 3.
n−1 by Proposition 3.6. Now applying Proposition 3.5(1) with g(x) := g α 1 (x), c := c 1 , we conclude that
Continuing inductively in this manner, we arrive at f k−1 :
. Moreover, f k−1 is continuous on I \ {0} = (0, R) by construction. There are now two cases:
(1) The first case is when k < n − 1. Then n − k + 1 ≥ 3, so by Lemma 3.16, f k−1 is either a constant or a scalar multiple of φ α or ψ α for some α ∈ R. Evaluating at the origin shows that f k−1 ≡ c k−1 . Now applying Proposition 3.17 shows that c j = 0 for all j ≥ k. This concludes the proof of the first equivalence. (2) The other case is when k = n − 1, i.e., n − k + 1 = 2. Then by Lemma 3.16, either f k−1 is a constant or a scalar multiple of φ α or ψ α for some α ∈ R (in which case the same reasoning as in the previous case yields the result), or else I = (−R, R) and f k−1 ≡ K c on I, where K c (x) ≡ c = 0 on [0, R) and K c ≡ −c on (−R, 0). We now show that this latter possibility cannot occur. Indeed, suppose by contradiction that
Evaluating both sides at zero yields: c k−1 = c, so that when restricted to [0, R), we obtain:
Using Proposition 3.17(2) on [0, R), we conclude that c j = 0 for all j ≥ k, so that f k−1 ≡ c k−1 on I, which contradicts our assumption that f k−1 ≡ K c on I. The final assertion is shown similarly using Proposition 3.5(2) instead of Proposition 3.5(1).
Preserving positivity under rank constraints II: the special rank 2 case
Recall that in Section 3, we had studied functions mapping rank 1 matrices into P k n . We now study the entrywise functions mapping P 2 n to P k n . More precisely, we study functions which preserve positivity on a class of special rank 2 matrices -i.e., matrices of the form
(We abuse notation slightly here, as the matrix a1 n×n + uu T is of rank at most 1 if a = 0.) As we demonstrate in this section, preserving positivity on these special rank 2 matrices greatly constrains the possible entrywise functions. We begin by generalizing a previous result by Horn [24, Theorem 1.2] (attributed to Loewner), which provides a necessary condition for an entrywise function to preserve positivity on special rank 2 matrices. To our knowledge Horn's result is the only known result in the literature involving entrywise functions preserving positivity for matrices of a fixed dimension.
Theorem 4.1 (Necessary conditions, fixed dimension). Suppose 0 < R ≤ ∞, I = (0, R), and f : I → R. Fix 2 ≤ n ∈ N and suppose that f [A] ∈ P n for all A ∈ P 2 n (I) of the form
and f (n−3) is a convex non-decreasing function on I. In particular, if f ∈ C n−1 (I), then f (k) (x) ≥ 0 for all x ∈ I, 0 ≤ k ≤ n − 1. (1) f is no longer assumed to be continuous; (2) f is assumed to preserve Loewner positivity on a far smaller subset of matrices in P 2 n (I); (3) the entries of the matrices can come from (0, R) instead of (0, ∞), for any 0 < R ≤ ∞.
Proof of Theorem 4.1. For the sake of exposition, we carry out the proof in steps.
Step 1: smooth case. First suppose that f ∈ C ∞ (I) is smooth on I = (0, R). The result is then true for all 0 < R ≤ ∞, by repeating the argument in the proof of [24, Theorem 1.2] on I, but using 0 < a < R now.
Step 2: continuous case. Next, suppose f is continuous but not necessarily smooth on I = (0, R).
Fix 0 < ε 0 < R, and choose A = a1 n×n + uu T ∈ P n (0, R − ε 0 ). Then Equation (4.2) shows that for 0 < ε ≤ ε 0 ,
by assumption on f . Then f ε is smooth and satisfies the other assumptions of the theorem on I = (0, R − ε 0 ). Therefore, by the previous step, all of the derivatives of f ε are nonnegative on (0, R − ε 0 ). In particular, all the finite differences of f ε are nonnegative. Since the finite differences of f ε converge to the finite differences of f as ε → 0 + , it follows that the finite differences of f are also nonnegative on (0, R − ε 0 ). Hence by [4, Theorem, p. 497] , f ∈ C n−3 (0, R − ε 0 ). The result now follows for I = (0, R − ε 0 ) by carrying out the steps at the end of the proof of [24, Theorem 1.2]. (We remark that the continuity of f is needed in loc. cit.) Finally, the result holds on all of I = (0, R) because ε 0 was arbitrary.
Step 3: general case. It remains to show that every function f satisfying the hypotheses is necessarily continuous on I = (0, R). Consider any a, b, c ∈ I such that
We first claim that there exists B ∈ P n (I) of the form a ′ 1 n×n +uu T , whose principal 2×2 submatrix is B. To show the claim, define
where E n,n is the elementary matrix with entries δ i,n δ j,n . Now let B := M 1 + M 2 . Note that B ∈ P 2 n (I) since M 1 , M 2 ∈ P 1 n . Moreover, B contains B as a principal submatrix. We now show that B is indeed of the form a ′ 1 n×n + uu T . There are two sub-cases: a+c−2b . It is easy to verify that 0 ≤ a ′ < min(a, c). Therefore B = a ′ 1 n×n + uu T is of the desired form, where
Finally, suppose f [A] ∈ P n for all A ∈ P 2 n (I) of the form a ′ 1 n×n + uu T . Setting A = B for B ∈ P 2 (I), we conclude that f [B] ∈ P 2 for all B ∈ P 2 (I). By Theorem 2.5, f is continuous on I, and the proof is now complete. Remark 4.3. An immediate consequence of Theorem 4.1 is that for all non-integer values t ∈ (0, n − 2), there exists A ∈ P 2 n (I) of the form a ′ 1 n×n + uu T , such that A •t := ((a t ij )) is not in P n . This strengthens [24, Corollary 1.3] . A specific example of such a matrix A was constructed in [10, Theorem 2.2]. More generally for any 2 ≤ l ≤ n, one can produce examples of matrices A ∈ P n (I) of rank exactly l such that A •t ∈ P n ; see [13, Section 6] for more details. Note that Theorem C follows immediately from Theorem 4.1. In Section 6, we also provide an intuitive proof of C that uses the rank techniques developed in this paper to prove Theorems A and B.
Recall that Theorem A shows that functions mapping P 1 n (I) to P k n under some differentiability assumptions were polynomials of arbitrary degree. We now show that the rank two situation is far more restrictive than the rank one case -and it requires no assumptions on f if k ≤ n − 3.
Theorem 4.5 (Special rank two, fixed dimension). Suppose 0 < R ≤ ∞, I = [0, R) or (−R, R), and f ∈ C k (I) for some 1 ≤ k < n.
(1) Then the following are equivalent: (a) f [a1 n×n + uu T ] ∈ S k n for all a ∈ I and all u ∈ R n with a + u i u j ∈ I; (b) f is a polynomial of degree at most k − 1. (2) Similarly, when I = [0, R), we have f [a1 n×n + uu T ] ∈ P k n for all a ∈ [0, R) and all u ∈ R n with a + u i u j ∈ I, if and only if f is a polynomial of degree at most k − 1 with nonnegative coefficients. Moreover if k ≤ n − 3, the assumption that f ∈ C k (I) is not required. Remark 4.6. Note that part (2) of Theorem 4.5 is stated only for I = [0, R) since a1 n×n +uu T ∈ P 2 n in general if a < 0. When I = (−R, R) and f is analytic on I, Theorem 4.5(2) also holds for I = (−R, R) and follows immediately by the uniqueness principle from the I = [0, R) case. The result also holds if I = (−R, R) and f admits at least k nonzero derivatives at the origin, since in that case f is a polynomial by Theorem A.
The following result is crucially used in the proof of Theorem 4.5, as well as in later sections. Proposition 4.7. Let a ∈ R, n ≥ 2, 1 ≤ k ≤ n, 0 < R ≤ ∞, I = (a − R, a + R), and f : I → R. Suppose f admits at least k nonzero derivatives at a. Then there exists u ∈ R n such that a+u i u j ∈ I and f [a1 n×n + uu T ] has rank at least k.
Proof. Suppose to the contrary that f [a1 n×n + uu T ] has rank less than k for all u ∈ R n such that a + u i u j ∈ I. Define g : (−R, R) → R by g(x) := f (a + x). By hypothesis, g[−] : P 1 n ((−R, R)) → S k−1 n . Moreover, g admits at least k nonzero derivatives at 0. Thus, by Theorem A(1), the function g is a polynomial with exactly k − 1 nonzero coefficients, which is impossible. Therefore, there exists u ∈ (−R, R) n such that g[uu T ] = f [a1 n×n + uu T ] has rank at least k.
We now have all the ingredients to prove Theorem 4.5.
Proof of Theorem 4.5. We begin by proving the first set of equivalences.
(a) ⇒ (b) Clearly, (b) holds if f (k) ≡ 0 on I. Thus, assume there is a point a k ∈ I such that f (k) (a k ) = 0. By continuity, there is an open interval I k ⊂ I such that f (k) has no roots in I k . It follows by repeatedly applying Rolle's Theorem, that f (i) has at most k − i roots in I k for all 0 ≤ i < k. Now pick any point a 0 ∈ I k which is not one of these finitely many roots of f (i) for any 0 ≤ i ≤ k, i.e., f (0) (a 0 ), f (1) (a 0 ) , . . . f (k) (a 0 ) = 0. Therefore, by Proposition 4.7, there exists A = a1 n×n + uu T ∈ P 2 n (I) such that f [A] has rank at least k + 1. This is impossible by assumption. Thus f (k) ≡ 0 and f is a polynomial of degree at most k − 1, proving (b).
(b) ⇒ (a) Conversely, suppose f (x) = k−1 m=0 c m x m . Then we compute for a ∈ I and u ∈ R n such that a + u i u j ∈ I:
We now prove the second set of equivalences. Clearly if f is a polynomial of degree ≤ k − 1 with nonnegative coefficients, then f [a1 n×n + uu T ] ∈ P k n for all a ≥ 0 and u ∈ R n such that a + u i u j ∈ [0, R), by the calculation in Equation (4.3). Conversely if (1) holds, the first set of equivalences already shows that f is a polynomial of degree ≤ k − 1. That the coefficients of f are nonnegative follows by Theorem 3.9. Finally, if k ≤ n − 3 then the condition that f ∈ C k (I) actually follows by Theorem 4.1, and hence does not need to be assumed.
Remark 4.8. Note that the implication (a) ⇒ (b) in Theorem 4.5 also holds under the weaker assumption that f [a1 n×n + uu T ] ∈ S k n for all a ∈ I and u ∈ (−ǫ(a), ǫ(a)) n where 0 < ǫ(a) < R − |a|. This observation will be important later in proving Theorem B.
Recall by Theorem 4.5 that polynomials of degree at most k − 1 take special rank 2 matrices to S k n . We now show that this behavior is not shared by arbitrary linear combinations of powers -for instance, if there is even one non-integer power involved. Proposition 4.9. Fix 0 < R ≤ ∞, integers n ≥ 2 and m, and suppose α 1 < · · · < α m ∈ R with α i / ∈ {0, 1, . . . , n − 2} for at least one i.
Proof. We first claim that there exists an open interval (p, q) ⊂ (0, R) such that f, f ′ , . . . , f (n−1) are all nonzero on (p, q). Indeed, let I 0 := (0, R), and note that for any
is nonsingular by [12, Chapter XIII, §8, Example 1]. Hence there exists j such that f (x j ) = i c i x α i j = 0. We conclude by continuity of f that f = f (0) is nonzero on a nonempty open interval I 1 ⊂ I 0 . Repeatedly applying the above arguments, we obtain a nested sequence of nonempty open intervals on which all sufficiently low-degree derivatives of f are nonzero. This shows the existence of the interval I n−1 = (p, q). (We need at least one α i to not lie in {0, . . . , n−2}, otherwise f (n−1) ≡ 0.) Finally, fix a := (p + q)/2 and ǫ = (q − p)/2. The result then follows by Proposition 4.7.
Proposition 4.7 also has the following important consequence, which will be useful later. Recall that f α (x) := x α for α > 0. Corollary 4.10. Let α ∈ (0, ∞) and n ≥ 2. For u ∈ R n , define A u := 1 n×n + uu T . Then the following are equivalent:
(1) there exists u ∈ R n (in fact in (−1, 1) n ) such that the matrix
Proof. Clearly, if α ∈ N, then for any u ∈ R n such that 1
T has rank at most 1 + α. Therefore if (1) holds, then α ∈ N ∩ (0, n − 1) and so (1) ⇒ (2). Conversely, suppose α ∈ N ∩ [n − 1, ∞) or α ∈ N. Then the function f (x) = x α admits at least n nonzero derivatives at x = 1. Thus, by Proposition 4.7, there exists u ∈ R n such that 1 + u i u j ∈ (0, 2) for all i, j and f α [A u ] has full rank. This shows that (2) ⇒ (1) and concludes the proof.
Preserving positivity under rank constraints III: the higher rank case
The goal of this section is to study entrywise functions mapping P l n to P k n for general 1 ≤ k, l ≤ n. The l = 1 case has been explored in Section 3, so we assume throughout this section that l > 1. Note by the results shown in Section 4 that C k functions sending special rank 2 matrices to S k n automatically have to be polynomials. Using the aforementioned results, in Subsection 5.1 we prove Theorem B, which classifies the entrywise maps f which are C k and send P l n to S k n . We then show in Subsections 5.2 and 5.3 that the assumptions on f can be relaxed even further if the rank "does not double". Namely, we obtain a complete classification of the entrywise maps sending P l n to S k n for the special regime where 0 ≤ k < min(n, 2l) -under either continuity assumptions on f , or no assumption at all.
Proof of the Main Theorem B.
Given vectors v 1 , . . . , v l ∈ R N , define l j=1 v j ∈ R N to be their entrywise product. Before proceeding to the proof of Theorem B, we need some preliminary results.
Proposition 5.1. Fix a field F of characteristic zero, as well as N, l ∈ N. Let m i = (m ij ) ∈ F l be distinct vectors for 1 ≤ i ≤ N . Then:
(1) For any r 1 , . . . , r l−1 ∈ N, there exists α = (α 1 , . . . , α l ) ∈ N l ⊂ F l , such that α i+1 > r i α i for all 0 < i < l, and α T m i are pairwise distinct. (2) Suppose m i ∈ Z l ≥0 are distinct for all i, and 0 < v 1 < · · · < v N ∈ Q. Then there exists α ∈ N l , such that defining u j := v •α j for 1 ≤ j ≤ l, the vectors l j=1 u
•m ij j are F-linearly independent for 1 ≤ i ≤ N . If F = R then the result holds even if we assume that m i ∈ [0, ∞) l for all i.
Remark 5.2. Note that the second part generalizes the nonsingularity of generalized Vandermonde determinants -but in Q (and hence, every field of characteristic zero). This is because in the special case of l = 1, we can choose α = α 1 = 1. Moreover, we will show below that Proposition 5.1(2) is in fact equivalent to the nonsingularity of generalized Vandermonde determinants.
Proof of Proposition 5.1. We first claim that if V is a vector space over a field F of characteristic zero, and C is any Q-convex subset of V , then the following are equivalent:
(1) C is contained in a proper subspace of V .
(2) C is contained in a finite union of proper subspaces of V . Clearly (1) implies (2). Conversely, suppose C is not contained in any proper subspace of V . We show that (2) also fails to hold, by induction on the number n of proper subspaces of V . This is clearly true for n = 1. Next, suppose C is not contained in a finite union of n − 1 proper subspaces of V and let V 1 , . . . , V n be proper subspaces of V . Fix elements
V i , then at least two elements of this infinite set lie in some V i , in which case we obtain that v 1 , v 2 ∈ V i . This is false by assumption. It therefore follows by induction that C is not contained in a finite union of proper subspaces of V , and so (2) implies (1) .
We now show the first part. Given r i as above, define
Clearly, C is Q-convex. Moreover, it is easy to check that if C is contained in any F-vector subspace V 0 ⊂ F l , then the standard basis {e i : 1 ≤ i ≤ l} is contained in V 0 , whence V 0 = F l . Hence by the previous part, C is not contained in a finite union of proper subspaces of F l . In particular, C is not contained in the orthogonal complements to the vectors m i − m j (for all i = j in Q l ). Take any point in C that is not contained in the union of these orthogonal complements, and rescale it by a sufficiently large integer M ∈ N. This provides the desired vector α ∈ N l . Now fix 0 < v 1 < · · · < v N ∈ Q ⊂ F and let α ∈ N l be as in the above analysis. Since α T m i are distinct, the generalized Vandermonde matrix B := (v , which concludes the proof. The assertion for F = R is similarly proved.
The next two results are technical tools which will be useful in proving Theorem B when I = (−R, R).
Lemma 5.3. Let 0 < R ≤ ∞, I = [0, R) or (−R, R), and f : I → R. Fix n ≥ 2, 1 ≤ k < n − 1, and 1 ≤ l ≤ n. Then the following are equivalent:
. Now suppose n ′ ≥ max(n + 1, k + 2, l) and let A ′ ∈ P l n ′ (I). Note that every n × n principal submatrix of A ′ belongs to P l n (I). It follows by Lemma 3.1 that all (k + 1) × (k + 1) and (k + 2) × (k + 2) principal minors of f [A ′ ] vanish. Again using Lemma 3.1, we conclude that f [A ′ ] ∈ S k n ′ . Corollary 5.4. Let 0 < R ≤ ∞, I = (−R, R), and f : I → R. Fix n ≥ 2 and 1 ≤ k < n − 1.
n for all a < 0 and all u ∈ R n such that ±a + u i u j ∈ I ∀i, j.
Proof. Let u ∈ R n such that ±a + u i u j ∈ (−R, R) ∀i, j. Define
and consider the matrix n . We now combine the analysis in this and previous sections, to prove our second main result.
Proof of Theorem B. Let i ≥ 0 and A = l j=1 u j u T j ∈ P l n (I). Then n for all a ∈ (−R, R) and all u ∈ R n such that ±a + u i u j ∈ (−R, R). Thus f is also a polynomial of degree at most k − 1 by Theorem 4.5 and Remark 4. 
Thus, by Theorem 3.9, the polynomial f • g α is a linear combination of at most k integer powers. On the other hand, by the choice of α, the function f • g α is a linear combination of exactly r t=1 it+l−1 l−1 distinct integer powers. Therefore (2) follows since the power functions {x n : n ∈ N} ∪ {f ≡ 1} are linearly independent on [0, ∞).
We now prove the second set of equivalences. Clearly if f is a polynomial with nonnegative coefficients which satisfies assertion (2) in the theorem, then f [−] : P l n (I) → P k n by the calculation in Equation (4.3) (and the Schur product theorem). Conversely if (1) holds, the first set of equivalences already shows that f is a polynomial of degree ≤ k − 1 satisfying (1.5). That the coefficients of f are nonnegative follows by Theorem 3.9. Finally, if k ≤ n − 3 then the condition that f ∈ C k (I) actually follows by Theorem 4.1, and hence does not need to be assumed.
Remark 5.5. Note that if l > 1, Theorem B immediately provides a constraint on the degree of a polynomial p(x) mapping P l n to P k n . Indeed, the degree must satisfy
On the other hand, the degree can be arbitrary when l = 1, by Theorem A.
Recall that Theorem A shows that under appropriate differentiability hypotheses, entrywise functions mapping P 1 n (I) into S k n are precisely the set of polynomials with k nonzero coefficients. Similarly, Theorem B shows that an analytic function maps P l n (I) to S k n if and only if it satisfies Equation (1.5). We now prove that the conclusion of the theorems are optimal in the following precise sense. To prove (2), first note that by Proposition 5.1(2), there exist u 1 , . . . , u l ∈ I n such that the vectors {u
are linearly independent. Note that there are
using the multinomial theorem, we obtain a linear combination of the vectors in (5.5) with nonzero coefficients. Using the same argument as in the first part, it now follows that f [A] has rank r t=1 it+l−1 l−1 , as desired. 5.2. The regime 1 ≤ k < l. Recall that the characterization obtained in Theorem B was obtained under the assumption that f ∈ C k . Surprisingly, this assumption can be relaxed significantly if additional constraints are known on (l, k). In this Subsection and Subsection 5.3, we study the cases where 1 ≤ k < l and l ≤ k < 2l respectively. We now demonstrate that when k < l, no assumption on f is required in order to obtain the conclusion of Theorem B.
Theorem 5.7. Suppose 0 < R ≤ ∞, I = [0, R) or (−R, R), and f : I → R with f ≡ 0. Fix integers n ≥ 3 and 1 ≤ k < l ≤ n. Suppose 1 ≤ k < n − 1 when I = (−R, R). Then the following are equivalent: Now suppose I = (−R, R) and k < n − 1. Given a ∈ [0, R), define the following matrices:
Note that A a = 1 −1 −1 1 ⊗ A a , where ⊗ denotes the Kronecker product. Since the eigenvalues of M ⊗ N are the products of the eigenvalues of M and N , it follows that A a ∈ P l 2n (I). Now assume (2) holds. By Lemma 5.3, we have 5.3. The regime l ≤ k < 2l. We now study the regime l ≤ k < 2l. Theorem 5.8 classifies all continuous functions f which send P l n into S k n with l ≤ k < 2l and yields the same classification as in Theorem B.
Theorem 5.8. Fix 0 < R ≤ ∞ and integers 2 < l < k < min(2l, n − 1). Suppose I = [0, R) or (−R, R), and f : I → R is continuous. The following are equivalent:
n for every A ∈ P l n (I); (3) There exists c 1 ∈ R such that f (x) = f (0) + c 1 x for all x ∈ I. Moreover, f [−] : P l n (I) → P k n if and only if f (0) ≥ 0 and f (x) = f (0) + c 1 x for some c 1 ≥ 0 and all x ∈ I. Also, if f [−] : P l n (I) → P k n , I = [0, R), and k ≤ n − 3, the continuity assumption is not required.
Theorem 5.8 addresses the general case 2 < l < k < min(2l, n − 1). Whether or not the theorem holds for the remaining possible values for l, k, and n is discussed in Remark 5.13.
Remark 5.9. Note that when 1 ≤ k < 2l, the combinatorial condition (1.5) implies that f is constant or linear. Theorems 5.7 and 5.8 thus show that the C k assumption in Theorem B can be replaced by continuity when 1 ≤ k < 2l, without changing the characterization.
In order to prove Theorem 5.8, we need the following two preliminary results.
Lemma 5.10. Let A, B, C be three positive semidefinite matrices of dimension n 1 , n 2 , and n 3 respectively. Then the (n 1 + n 2 + n 3 ) × (n 1 + n 2 + n 3 ) matrix
is positive semidefinite and rank M = rank A + rank B + rank C.
Proof. To compute rank M , note that the first half and the second half of the columns of M are linearly dependent. It follows easily that rank M = rank A + rank B + rank C. To prove that M is positive semidefinite, suppose first that A, B, and C are invertible. Clearly, A ⊕ B ⊕ C is positive definite. The Schur complement of the (2,2) block The next preliminary result demonstrates that applying φ 1 entrywise to rank l matrices can double the rank.
Proposition 5.11. Let 0 < R ≤ ∞ and let I = (−R, R). Fix integers l ≥ 2 and k < max(2l, n). Then the function φ 1 [−] does not send P l n (I) to S k n . Proof. It suffices to prove the result for I = R since φ α (ax) = a α φ α (x) for all a > 0. Suppose first that l > k. Let A ∈ P l n ([0, ∞)) have rank exactly l. Then φ 1 [A] = A ∈ S k n and so φ 1 does not map
Remark 5.12. When I = (−R, R), the proof of Theorem 5.8 depends on Lemmas 5.3 and 5.10. We now provide a direct argument that avoids using these lemmas. Let a, b ∈ R such that a 2 , b 2 , ab ∈ I and let u :
if k is even. Note that n ≥ k + 2 since k < n − 1 by hypothesis and so A is well-defined. Also, since k < 2l, then l ≥ (k + 1)/2 if k is odd, and l ≥ (k + 2)/2 if k is even. Therefore, A ∈ P l n (I), which implies that f [A] ∈ S k n if k is odd, and
The proof can now be concluded by using the rest of the argument in the proof of Theorem 5.8. Note that when k is odd and n = k − 1, the proof given above is also valid.
Remark 5.13. Various cases were left unresolved in Theorem 5.8 in order to simplify the statement of the theorem. We now address each one of them separately. Case 4: k = n − 1. In Theorem 5.8, we assume k < min(2l, n − 1). It is natural to ask if the assumption can be relaxed to k < min(2l, n). Note that when I = [0, R), the proof of Theorem 5.8 goes through for k < min(2l, n). The result also holds when I = (−R, R) and k is odd -see Remark 5.12. However, the result fails in general when I = (−R, R) and k is even. For instance, the (2) ⇒ (3) implication in Theorem 5.8 does not hold if k = l = 2, n = 3, and I = (−R, R). In fact, we claim that every function f such that f ≡ 0 on [−R/2, R) automatically satisfies (2) when n = 3. To show the claim, first suppose that at least one of r, s, t lies in [−R/2, R). Now given any matrix 
Preserving positivity and absolutely monotonic functions
In the final section of this paper, we return to the original problem studied by Schoenberg, Rudin, Horn, Vasudeva, Hiai and others, i.e., the characterization of entrywise functions mapping P n (I) to P n for all n. We demonstrate a stronger result, namely, that preserving positivity on P 2 n (in fact on all special rank 2 matrices) for all n ≥ 1 is equivalent to preserving positivity on P n for all n ≥ 1. In particular, we provide a new proof of a generalization of the result by Vasudeva [34] .
First recall some classical results about absolutely monotonic functions. Define the m-th forward difference of a function f , with step h > 0 at the point x, to be We now state two important results about absolutely monotonic functions which will be needed to prove Theorem C. Theorem 6.1 can be used to show the following useful result.
Lemma 6.2. Let 0 < R ≤ ∞ and let f n : [0, R) → R, n ≥ 1, be a sequence of absolutely monotonic functions and assume f n (x) → f (x) for every x ∈ [0, R). Then f is absolutely monotonic on [0, R).
Proof. By Theorem 6.1, the forward differences ∆ k h [f n ](x) of f n are nonnegative for all integers n ≥ 0 and for all x and h such that 0 ≤ x < x + h < · · · < x + nh < R. Since f is the pointwise limit of the sequence f n , the same is true for ∆ k h [f ](x). As a consequence, by Theorem 6.1, the function f is absolutely monotonic.
Recall that Vasudeva [34] proved that functions mapping all positive semidefinite matrices with positive entries into themselves are absolutely monotonic (see Theorem 2.2). Theorem C strengthens Vasudeva's result by working only with special rank 2 matrices. As we noticed before, Theorem C follows immediately from Theorem 4.1 (see Remark 4.4) . Using the techniques developed above, we now provide a more transparent and elementary proof of Theorem C.
Proof of Theorem C. That (3) ⇒ (2) follows from the Schur product theorem, and clearly (2) ⇒ (1). We now show that (1) ⇒ (3). Assume that f ∈ C ∞ (I) and let 0 < a < R. Define f a : [0, R − a) → R by f a (x) := f (a + x). Then f a [A] ∈ P n for every A ∈ P a (0) ≥ 0 for all 0 ≤ i ≤ n − 1, for all n ∈ N, and all a ∈ I. Since f is smooth, it follows from [35, Chapter IV] that f has a power series representation with nonnegative coefficients, which proves the result when f ∈ C ∞ (I). Now assume f is not necessarily smooth and let 0 < b < R. First note by Step 3 of the proof of Theorem 4.1 that f is continuous on I. Now given any probability distribution φ ∈ C ∞ (R) with Note that the integrand is non-negative for every y > 0. It thus follows that β T (f φ )[A]β ≥ 0. Since β is arbitrary, f φ [A] ∈ P n . Now consider a sequence φ m ∈ C ∞ (R) of probability distributions with compact support in (b/R, ∞) such that φ m converges weakly to δ 1 , the Dirac measure at 1. Note that such a sequence can be constructed since b/R < 1. By the first part of the proof, f φm is absolutely monotonic on (0, b) for every m ≥ 1. Therefore by Theorem 6.1, the forward differences ∆ k h [f φm ](x) of f φm are nonnegative for l ≥ 0 and all x and h such that 0 ≤ x < x + h < · · · < x + lh < R. Since f is continuous, f φm (x) → f (x) for every x ∈ (0, b). Therefore ∆ k h [f ](x) ≥ 0 for all such x and h as well. As a consequence, by Theorem 6.1, the function f is absolutely monotonic on (0, b). Since this is true for every 0 < b < R, it follows that f is absolutely monotonic on I.
It is natural to ask if results similar to Theorem C hold when I = [0, R). In other words, can one characterize functions that preserve positivity for all positive semidefinite matrices, or for positive semidefinite matrices of rank at most 2? Before answering this question, we first point out a subtle difference between functions that are absolutely monotonic on (0, R) and [0, R).
Remark 6.3. Recall that f is absolutely monotonic on [0, R) if and only if its derivatives are all nonnegative on (0, R) and f is continuous at 0. If instead f : [0, R) → R satisfies f [A] ∈ P n for all A ∈ P n ([0, R)), then f is absolutely monotonic, nonnegative, and nondecreasing on (0, R). Therefore f has (at most) a removable discontinuity at 0. Redefining f at 0 to be lim x→0 + f (x), we get that f is absolutely monotonic on [0, R).
We now prove two characterization results analogous to Theorem C, but for I = [0, R). Similarly, the following are equivalent. (1) f is right-continuous at 0, and for all n ≥ 1, f [a1 n×n + uu T ] ∈ P n for every a ∈ I and u ∈ [0, √ R − a) n . (2) For all n ≥ 1, f [A] ∈ P n for every A ∈ P n (I). (3) The function f is absolutely monotonic on I.
In particular, the result is more involved for I = [0, R) than for I = (0, R), since functions preserving the set of matrices of the form a1 n×n + uu T need not preserve all matrices in P n for all n.
Proof. If (a) holds, then f is absolutely monotonic on (0, R) by Theorem C, hence nonnegative and nondecreasing. Thus the right-hand limit of f at zero, f + (0), exists and is nonnegative. Now define the matrix A t := t 0 0 0 ∈ P 1 2 . Then lim t→0 + f [A t ] ∈ P 2 , which implies: 0 ≤ f (0) ≤ f + (0), proving (b).
