Resolvent estimates and resonance free domains for Schr\"odinger
  operators with matrix-valued potentials by Assal, Marouane
ar
X
iv
:2
00
9.
03
86
7v
1 
 [m
ath
-p
h]
  8
 Se
p 2
02
0
RESOLVENT ESTIMATES AND RESONANCE FREE DOMAINS FOR
SCHRO¨DINGER OPERATORS WITH MATRIX-VALUED POTENTIALS
MAROUANE ASSAL
Abstract. We establish semiclassical resolvent estimates for Schro¨dinger operators with
long-range matrix-valued potentials. As an application we prove resonance free domains
both in trapping and non-trapping situations. Our results generalize the well-known results
of [Bu, Ma] in the case of scalar Schro¨dinger operators.
1. Introduction and Background
We are interested in resolvent estimates and quantum resonances for Schro¨dinger operators
with long-range matrix-valued potentials in the semiclassical regime. The results established
here are a part of a work in progress [As] where we will give some applications to scattering
theory for matrix Schro¨dinger operators.
1.1. Preliminaries. Consider the semiclassical Schro¨dinger operator on the Hilbert space
L2(Rd;CN ), d ≥ 1,
(1.1) P (h) := −h2∆ · IN + V (x),
where IN is the identity N × N matrix and V : R
d → HN is a smooth N × N hermitian
matrix-valued potential, i.e.,
V (x) = (Vij(x))1≤i,j≤N , Vij(x) = Vji(x),
with long-range behavior at infinity, i.e., there exists a constant matrix V∞ ∈ HN and ρ0 > 0
such that
(1.2) ‖∂αx
(
V (x)− V∞
)
‖N×N = Oα(〈x〉
−ρ0−|α|), ∀x ∈ Rd, α ∈ Nd,
with 〈x〉 := (1 + |x|2)1/2. Here HN denotes the space of N ×N hermitian matrices endowed
with the norm ‖ · ‖N×N defined by (2.1) and h > 0 is the semiclassical parameter. Such
operators arise as important models in molecular physics and quantum chemistry, for instance
in the Born-Oppenheimer approximation which allows for a drastic reduction of problem size
when dealing with molecular systems. In this case, the semiclassical parameter h represents
the square root of the quotient between the electronic and nuclear masses (see e.g. [KMSW,
Je1]).
Set P∞(h) := −h
2∆ ·IN +V∞ and we denote λ1 ≤ · · · ≤ λN the eigenvalues of the constant
matrix V∞. Without loss of generality, we can assume that V∞ is diagonal, i.e.,
V∞ = diag (λ1, ..., λN ).
Key words and phrases. Matrix Schro¨dinger operators, semiclassical resolvent estimates, Carleman esti-
mates, resonance free domains.
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The operator P∞(h) is self-adjoint in L
2(Rd;CN ) with domain the Sobolev spaceH2(Rd;CN ),
and its spectrum coincides with [λ1,+∞). Since V −V∞ is ∆-compact, it follows by the Weyl
perturbation Theorem that the operator P (h) admits a unique self-adjoint realization in
L2(Rd;CN ) with domain H2(Rd;CN ) and for any fixed h > 0, σess(P (h)) = σess(P∞(h)) =
[λ1,+∞). Thus, the operator P (h) may have discrete eigenvalues in (−∞, λ1) and embedded
ones in the interval [λ1, λN ].
Let
Rh(z) := (P (h) − z)
−1 ∈ L(L2(Rd;CN )), ℑz 6= 0,
denotes the resolvent of P (h). It follows by the Limiting Absorption Principle (see e.g. [Ag]),
using the dilation generator as a scalar conjugate operator, that for any E > ‖V∞‖N×N and
any s > 12 , the boundary value of the resolvent
Rh(E ± i0) := lim
ε→0+
Rh(E ± iε)
exists as a bounded operator in L(L2,s(Rd;CN ), L2,−s(Rd;CN )). Here L2,s(Rd;CN ) denotes
the space of CN -valued functions that are square integrable on Rd with respect to the measure
〈x〉sdx, equipped with its natural norm
‖u‖L2,s(Rd;CN ) := ‖〈x〉
su‖L2(Rd;CN ) =
(∫
Rd
|u(x)|2
CN
〈x〉2sdx
) 1
2
.
A natural question is to study the behavior of Rh(E ± i0) as h → 0
+, more precisely, to
estimate the size of the norm
(1.3) ‖Rh(E ± i0)‖L2,s(Rd;CN )→L2,−s(Rd;CN ), s >
1
2
,
with respect to h. This problem is important in scattering theory, for instance, for studying
the behavior of observables like the scattering matrix and the total cross section (see e.g.,
[RT, Na, Mi]). Moreover, it is well known that the semiclassical behavior of the resolvent near
a given energy-level have a deep relationship with the existence or the absence of resonance
near this level. As we shall see later, getting estimates on the size of the above norm entails
important results on the location of resonances of the operator P (h) near the energy-level
E. Let Res (P (h)) denote the set of resonances of P (h) which we will define rigourously in
Section 2.
1.2. Background on the scalar case. In the scalar case N = 1 (and V∞ = 0), it is well
known that the size of (1.3) is O(h−1) in non-trapping situations, that is
(1.4) ‖Rh(E ± i0)‖L2,s(Rd)→L2,−s(Rd) . h
−1, ∀s >
1
2
,
provided that E > 0 is non-trapping for the classical Hamiltonian p(x, ξ) := ξ2 + V (x),
(x, ξ) ∈ T ∗Rd, associated with P (h). We recall that an energy E > 0 is said to be non-
trapping for p if the set of trapped trajectories at E defined by
T (E) :=
{
(x, ξ) ∈ p−1(E); exp (tHp)(x, ξ)9∞ as t→ ±∞
}
is empty. Here exp (tHp) : T
∗
R
d → T ∗Rd is the flow generated by the Hamiltonian vector
field Hp = 2ξ ·∂x−∇xV ·∂ξ. This result was proved by Robert and Tamura [RT] using Mourre
theory and Fourier integral methods. In particular, estimate (1.4) is the key ingredient in
the estimation of the behavior of the scattering cross-section and the complete asymptotic
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expansion in powers of h for the spectral shift function associated to the operator pair (−h2∆+
V (x),−h2∆). A shorter proof using the construction of a global escape function and Mourre
theory was given later by Ge´rard and Martinez [GM].
Another consequence of the non-trapping hypothesis on the energy E > 0 is the following
absence of resonances result due to Martinez [Ma]
Res(P (h)) ∩
{
z ∈ C; Re z ∈ [E − ε0, E + ε0] and Im z ≥ −Ch| lnh|
}
= ∅,
for some ε0 > 0 and all C > 0, h ∈ (0, hC ]. Martinez’s approach is based on some microlocal
weighted estimates combined with the construction of a global escape function associated to
the classical Hamiltonian p. An alternative approach to conjugated operators was introduced
later by Sjo¨strand and Zworski [SZ2].
Now, without any assumption on the set of trapped trajectories (trapping situations), we
have the following estimates for any s > 12 and E > 0,
(1.5) ‖Rh(E ± i0)‖L2,s(Rd)→L2,−s(Rd) . e
C
h ,
(1.6)
∥∥
1{x∈Rd;|x|≥R0}Rh(E ± i0)1{x∈Rd;|x|≥R0}
∥∥
L2,s(Rd)→L2,−s(Rd)
. h−1,
for some constants C,R0 > 0 and h > 0 small enough. Here 1{x∈Rd;|x|≥R0} is the characteristic
function of the set {x ∈ Rd; |x| ≥ R0}. These estimates are originally due to Burq [Bu] in
a more general framework including perturbations of second-order elliptic operators with
smooth coefficients, obstacle scattering and metric scattering. Others proofs was given later
by Vodev [Vo1] and Sjo¨strand [Sj]. Cardoso and Vodev [CV] and recently Rodianski and Tao
[RoTa] established generalizations of these estimates to Schro¨dinger operators on manifolds.
Carleman estimates are the main tool in all these works. Recently, Datchev [Da] provided an
elementary proof of these estimates for scalar Schro¨dinger operators on Rd, d 6= 2 (see [Sh] for
the case d = 2). The proof in [Da] is based on a global weighted Carleman estimate which has
the advantage to be valid under low regularity assumption on the potential V and where the
construction of the weight function is simple and explicit. More precisely, Datchev’s method
only requires that the potential V is bounded on Rd together with its radial derivative, and
they decay like (1 + |x|)−ρ0 and (1 + |x|)−ρ0−1 at infinity, respectively.
The h-dependence in (1.5) and (1.6) is optimal in general, that is without any assumption
on the underlying classical dynamics. Moreover, estimate (1.6) is not true in general when
removing one of the characteristic function 1{x∈Rd;|x|≥R0} (see [DDZ]).
As a consequence of estimate (1.5), Burq [Bu] proved the following resonance free region
Res(P (h)) ∩
{
z ∈ C; Re z ∈ J and Im z ≥ −Ce−C/h
}
= ∅,
for any compact interval J ⊂ (0,+∞) and some constant C > 0, and h > 0 small enough.
1.3. Comments on the matrix-valued case. In the matrix-valued case, that is, when the
considered operator is of the form (1.1), the situation is more complicated. Notice that since
the eigenvalues are not enough regular in general, the usual definition of the Hamiltonian
flow for a matrix-valued Hamiltonian function does not make sense (see [Ka]). The non-
trapping condition in this case is usually characterized by the existence of a global escape
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function associated with the matrix-valued symbol of the operator P (h) at the considered
energy-level.
Let p(x, ξ) := |ξ|2IN + V (x), (x, ξ) ∈ T
∗
R
d, be the matrix-valued semiclassical symbol of
P (h). We denote λ1(x) ≤ λ2(x) ≤ · · · ≤ λN (x) the (real) eigenvalues of V (x), x ∈ R
d. In
general, the functions x 7→ λj(x) are continuous on R
d, j = 1, ..., N . For an energy E ∈ R,
we denote ΣE the corresponding energy surface defined by
ΣE :=
N⋃
j=1
{
(x, ξ) ∈ T ∗Rd; |ξ|2 + λj(x) = E
}
.
A smooth real-valued function G ∈ C∞(T ∗Rd;R) is a global escape function associated with
the classical Hamiltonian p at E if there exists a constant c > 0 such that {p,G}|ΣE ≥ cIN
in the sense of hermitian matrices, i.e.,
(1.7)
(
{p,G}(x, ξ)w,w
)
CN
≥ c|w|2, ∀(x, ξ) ∈ ΣE,∀w ∈ C
N .
Here {p,G} := ∂ξp · ∂xG − ∂xp · ∂ξG denotes the Poisson bracket of p and G, and (·, ·)CN
denotes the inner product in CN .
In the scalar case N = 1, the existence of a global escape function associated with the
symbol p at an energy E > 0 is equivalent to the non-trapping condition (see for instance
[GM]). In [Je3], under the existence condition of a global escape function, Jecko proved that
estimate (1.4) still holds in the case of matrix-valued potentials. With this result at hand, the
main challenge consists in the construction of a global escape function which may be quite
complicated. This question has been the subject of many works (see [Je2, Je3, Je4, FR] and
the references therein) for different type of eigenvalue crossings.
In this note, we provide generalizations of Burq’s estimates (1.5) and (1.6) to the case of
Schro¨dinger operators with matrix-valued potentials using the approach developed in [Da]
and we prove related results on the absence of resonances near the real axis. We refer to [As]
for applications of these results to scattering theory. We also refer to ([Ash, FMW1, FMW2,
FMW3, Hi] and the references therein) for some recent works on the widths of resonances
for systems of coupled Schro¨dinger operators for different potentials and at different energy
levels.
2. Statement of the results
Let HN denotes the space of N ×N hermitian matrices endowed with the norm ‖ · ‖N×N ,
where for M∈ HN ,
(2.1) ‖M‖N×N := sup
{w∈RN ;|w|≤1}
|Mw|.
2.1. Resolvent estimates. Consider the semiclassical Schro¨dinger operator on L2(Rd;CN ),
d 6= 2,
P (h) := −h2∆ · IN + V (x),
where IN is the identity N ×N matrix and h > 0 is the semiclassical parameter. Using the
polar coordinates Rd ∋ x = (r, ω) ∈ R+ × S
d−1, where Sd−1 denotes the unit sphere on Rd,
we assume the following conditions on the potential V .
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Assumption (A1). V : R+×S
d−1 → HN and its distributional derivative ∂rV are bounded
on R+ × S
d−1, i.e.,
(2.2) V, ∂rV ∈ L
∞(R+ × S
d−1;HN ),
and has the following long-range behavior at infinity:
Assumption (A2). There exist a constant hermitian matrix V∞ ∈ HN and ρ0 > 0 such
that
(2.3) ‖V (r, ω)− V∞‖N×N ≤ (1 + r)
−ρ0 , ‖∂rV (r, ω)‖N×N ≤ (1 + r)
−ρ0−1,
for all (r, ω) ∈ R+ × S
d−1.
We have the following resolvent estimates.
Theorem 2.1. Assume (A1) and (A2). For any E > ‖V∞‖N×N and s >
1
2 , there exist
C,R0, h0 > 0 such that for all h ∈ (0, h0] and ε > 0, the following estimates hold
(2.4) ‖Rh(E ± iε)‖L2,s(Rd;CN )→L2,−s(Rd;CN ) ≤ e
C
h ,
(2.5)
∥∥
1{x∈Rd;|x|≥R0}Rh(E ± iε)1{x∈Rd;|x|≥R0}
∥∥
L2,s(Rd;CN )→L2,−s(Rd;CN )
≤ Ch−1.
Here 1{x∈Rd;|x|≥R0} is the characteristic function of the set {x ∈ R
d; |x| ≥ R0}.
Remark 2.2. Estimates on resolvent truncated outside a large compact set are important in
scattering theory. Indeed, the operator 1{x∈Rd;|x|≥R0}Rh(z)1{x∈Rd;|x|≥R0} appears for instance
in the representation of the scattering amplitude for compactly supported perturbations (see
[PZ]). In [As], we apply (2.5) to prove estimates on the scattering amplitude for Schro¨dinger
operators with matrix-valued potentials.
2.2. Resonance free domains. Now, we state our results on the resonances of P (h). To
define the resonances of P (h), we need the following assumption on the potential V .
Assumption (Hol∞). V ∈ C
∞(Rd;HN ) and extends to an analytic function on S ⊂ C
d
(2.6) S := {x ∈ Cd; |Imx| ≤ c0 〈Re x〉, |Re x| > κ},
for some constants c0, κ > 0. Moreover, there exist ρ0 > 0 and a constant C > 0 such that
for all x ∈ S
(2.7) ‖V (x)− V∞‖N×N ≤ C〈x〉
−ρ0 , 〈x〉 := (1 + |x|2)
1
2 .
Under this assumption, we can define the resonances of P (h) near the real axis by the
method of complex distortion as it was done in [Hu, Ne] (see also [AC, SZ1] for an alternative
approach). Let A ≫ 1 be a large constant, and let F : Rd → Rd be a smooth vector-field
such that
(2.8) F (x) =
{
0 for |x| ≤ A
x for |x| ≥ A+ 1.
We introduce the one-parameter family of unitary distortion
C∞0 (R
d;CN ) ∋ f 7−→ Uωf(x) := |Jφω(x)|
1
2 f(φω(x)), ω ∈ R,
where φω(x) := x+ ωF (x) and Jφω(x) := det(1 + ω∇F (x)) is the Jacobian of φω(x).
For ω ∈ R small enough, Uω extends to a unitary operator on L
2(Rd;CN ). We define
(2.9) Pω(h) := UωP (h)(Uω)
−1.
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Under the assumption (Hol∞) on the potential V , the operator Pω(h) is a differential operator
with analytic coefficients with respect to ω, and can therefore be continued in a unique way
to small enough complex values of ω. Therefore, the distorted operator
(2.10) Pθ(h) := UiθP (h)(Uiθ)
−1
is well defined for θ > 0 small enough. By Weyl perturbation theorem its essential spectrum
is given by
σess(Pθ(h)) =
N⋃
j=1
(λj + e
−2iθ
R+).
Hence, the spectrum of Pθ(h) in the complex sector
Sθ :=
(
λ1 + e
−2i[0,θ)
R
∗
+
)
\
(
∪Nj=1(λj + e
−2iθ
R+)
)
is discrete, consists on isolated eigenvalues with finite multiplicities. Moreover, standard
arguments (see e.g. [HM]) show that σ(Pθ(h))∩Sθ does not depends on the particular choice
of the vector-field F and for any 0 < θ < θ′ small enough and h > 0 fixed, we have
σ(Pθ(h)) ∩ Sθ = σ(Pθ′(h)) ∩ Sθ.
The resonances of P (h) in Sθ are defined as the eigenvalues of Pθ(h) in Sθ, or equivalently
as the eigenvalues of Pθ′(h) in Sθ for all 0 < θ < θ
′ small enough. In the following, we denote
Res (P (h)) the set of resonances of P (h).
The estimate (2.4) entails the following result on the absence of resonances in an exponen-
tially small band below (‖V∞‖N×N ,+∞).
Theorem 2.3. Assume (Hol∞). For any compact interval J ⊂ (‖V∞‖N×N ,+∞), there exist
a constant C > 0 and h0 ∈ (0, 1] such that for all h ∈ (0, h0], we have
Res(P (h)) ∩
{
z ∈ C; Re z ∈ J and Im z ≥ −Ce−C/h
}
= ∅.
Remark 2.4. Notice that assumption (Hol∞) and the Cauchy formula imply assumptions
(A1) and (A2).
In our proof of Theorem 2.3, we shall use the following result which generalizes the well-
known result of [Ma] to the case of Schro¨dinger operators with matrix-valued potentials.
Theorem 2.5. Assume (Hol∞). Let E0 > ‖V∞‖N×N and suppose that there exists G ∈
C∞(T ∗Rd;R) such that (1.7) holds on ΣE0 . Then there exists ε0 > 0 such that for all C > 0,
there exists hC ∈ (0, 1] such that for all 0 < h ≤ hC , we have
Res(P (h)) ∩
{
z ∈ C; Re z ∈ [E0 − ε0, E0 + ε0] and Im z ≥ −Ch| lnh|
}
= ∅.
Remark 2.6. In the scalar case N = 1, a quantitative version of the previous result in terms
of an estimate on the distorted resolvent was proved in [NSZ] (see also [SZ2]). More precisely,
if Pθ(h) denotes the distorted operator with θ = θ(h) = C
′h| ln h|, C ′ ≫ C, then for any
C > 0 there exist a constant C ′′ > 0 and hC > 0 such that
(2.11) ‖(Pθ(h)− z)
−1‖ ≤
C ′′
h
exp(C ′′|Im z|/h),
uniformly for z ∈ {z ∈ C; Re z ∈ [E0 − ε0, E0 + ε0] and Im z ≥ −Ch| lnh|} and h ∈ (0, hC ].
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In Lemma 4.1, we prove a weaker estimate (see (4.2)) on the distorted resolvent which
coincides with (2.11) for Im z = Ch| ln h|. As in [NSZ], using a version of the non-trapping
estimate and the semiclassical maximum principle, we can prove the same estimate (2.11) for
our matrix-valued operator. This will be proved in details in [As].
3. Resolvent estimates
In this section, we present the main ideas of the proof of Theorem 2.1 referring to [As]
for the details. We follow the approach developed in [Da] which we adapt in our context
of matrix-valued operator. The main step in the proof of estimates (2.4) and (2.5) is the
following global weighted Carleman estimate. In the following s > 12 and E > ‖V∞‖N×N are
fixed.
Proposition 3.1. There exist R0, h0, C > 0 and a positive radial function ϕ = ϕ(r) ∈
C∞(R+;R+) with ϕ
′ ≥ 0 and suppϕ′ = [0, R0] such that the following estimate holds
(3.1)
h2
∥∥eϕ/hv∥∥2
L2,−s(Rd;CN )
≤ C
∥∥eϕ/h(P (h) − (E + iε)IN )v∥∥2L2,s(Rd;CN ) + Cεh∥∥eϕ/hv∥∥2L2(Rd;CN ),
for all ε ≥ 0, h ∈ (0, h0] and v ∈ C
∞
0 (R
d;CN ).
The proof of this result relies mainly on two steps.
Step 1. The first step consists in the construction of a weight function ϕ ∈ C∞(R+;R+)
such that for some 0 < R < R0, ϕ increases linearly on [0, R], ϕ increases slowly on [R,R0]
and ϕ = Cste on [R0,+∞) (see Figure 1), so that it satisfies a nice estimate in relation with
the potential V , more precisely,
(3.2)
(
1
m′(r)
∂r
[
m(r)
(
EIN − Vϕ(r, ω;h)
)]
w,w
)
CN
≥ C|w|2
CN
for some constant C > 0, uniformly with respect to (r, ω) ∈ (0,+∞) × Sd−1, h ∈ (0, h0] and
w ∈ CN , where m(r) := 1− (1 + r)1−2s and
(3.3) Vϕ(r, ω;h) := V (r, ω) −
(
(ϕ′(r))2 − hϕ′′(r)
)
IN .
Here (·, ·)CN and | · |CN denote the hermitian inner product and norm in C
N .
0 R R0
r
ϕ(r)
ϕ
ϕ(R0)
Figure 1. The weight function ϕ
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Step 2. Now, using the weighted function ϕ constructed above, we introduce the conjugated
operator
Pϕ = Pϕ(h) := e
ϕ/hr(d−1)/2
(
P (h)− (E + iε)IN
)
r−(d−1)/2e−ϕ/h.
We have
Pϕ =
(
− h2∂2r + 2hϕ
′(r)∂r +Q
)
· IN + Vϕ(r, ω;h) − (E + iε)IN ,
where Vϕ is the effective potential defined by (3.3) and
Q = Q(h) :=
{
0 (d = 1),
h2r−2
(
−∆Sd−1 +
(d−1)(d−3)
4
)
(d ≥ 3).
Here ∆Sd−1 denotes the Laplacian on the unit sphere S
d−1.
Passing to polar coordinates using that L2(Rd, dx) = L2(R+×S
d−1, rd−1drdω), the estimate
(3.1) is equivalent to the following one
(3.4)
∫∫
r,ω
m′(r)|u(r, ω)|2
CN
drdω ≤
C
h2
∫∫
r,ω
|Pϕu(r, ω)|
2
CN
m′(r)
drdω+
Cε
h
∫∫
r,ω
|u(r, ω)|2
CN
drdω,
for all u ∈ eϕ/hr(d−1)/2C∞0 (R
d;CN ).
Let 〈·, ·〉Sd−1 and ‖ · ‖Sd−1 denote the inner product and norm in L
2(Sd−1;CN ), and we
introduce the functional
Lh(r) := ‖hu
′(r, ω)‖2
Sd−1
−
〈
(Q · IN + Vϕ(r, ω;h) − EIN )u, u
〉
Sd−1
, r > 0,
where here and in the sequel prime notation always denote differentiation with respect to r,
for instance u′ := ∂ru. Using the self-adjointness of
Q · IN + Vϕ − EIN = Pϕ −
(
− h2∂2r + 2hϕ
′(r)∂r − iε
)
· IN ,
we get
L′h(r) =− 2Re 〈Pϕu, u
′〉Sd−1 + 4hϕ
′(r)‖u′‖2
Sd−1
+ 2ε Im 〈u, u′〉Sd−1
+ 2 r−1〈Q · INu, u〉Sd−1 − 〈V
′
ϕu, u〉Sd−1 .
It follows that
(mLh)
′(r) =− 2mRe 〈Pϕu, u
′〉Sd−1 + (4h
−1mϕ′ +m′)‖hu′‖2
Sd−1
+ 2mε Im 〈u, u′〉Sd−1
+ (2mr−1 −m′)〈Q · INu, u〉Sd−1 +
〈
∂r
[
m(EIN − Vϕ)
]
u, u
〉
Sd−1
.
First, using the fact that
mϕ′ ≥ 0, m′ > 0, Q ≥ 0, 2mr−1 −m′ > 0,
we obtain
(mLh)
′(r) ≥− 2mRe 〈Pϕu, u
′〉Sd−1 +m
′‖hu′‖2
Sd−1
+ 〈∂r
[
m(EIN − Vϕ)
]
u, u〉Sd−1
+ 2mε Im 〈u, u′〉Sd−1 .
Then, using the inequality −2Re 〈a, b〉+ ‖b‖2 ≥ −‖a‖2, we get
(mLh)
′(r) ≥ −
1
h2m′
‖Pϕu‖
2
Sd−1
+ 2mε Im 〈u, u′〉Sd−1 + 〈∂r
[
m(EIN − Vϕ)
]
u, u〉Sd−1 .
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By integrating with respect to r using the fact that
∫ +∞
0 (mLh)
′(r)dr = 0 and the Cauchy-
Schwarz inequality, we obtain∫∫
r,ω
(
∂r
[
m(EIN − Vϕ)
]
u, u
)
CN
drdω ≤
1
h2
∫∫
r,ω
|Pϕu|
2
CN
m′(r)
drdω + 2ε
∫∫
r,ω
|u|CN |u
′|CNdrdω.
It follows from estimate (3.2) that
(3.5) C
∫∫
r,ω
m′(r)|w|2
CN
drdω ≤
1
h2
∫∫
r,ω
|Pϕu|
2
CN
m′(r)
drdω + 2ε
∫∫
r,ω
|u|CN |u
′|CNdrdω,
for some constant C > 0. On the other hand, it is not difficult to prove that there exists a
constant C ′ > 0 such that
(3.6) 2ε
∫∫
r,ω
|u|CN |u
′|CNdrdω ≤
C ′ε
h
∫∫
r,ω
|u|2
CN
drdω +
C ′ε
h
∫∫
r,ω
|Pϕu|
2
CN
drdω.
Putting together (3.5) and (3.6) we obtain (3.4). This ends the proof of Proposition 3.1.

Now, using the fact that ϕ(r) = C02 for r ≥ R0, with C0 = 2max(0,+∞) ϕ, and estimate
(3.1), we obtain
e−C0/h‖1{x∈Rd;|x|≤R0}v‖
2
L2,−s + ‖1{x∈Rd;|x|≥R0}v‖
2
L2,−s ≤
C
h2
∥∥(P − (E + iε)IN )v∥∥2L2,s + Cεh ∥∥v∥∥2L2 ,(3.7)
for some constant C > 0, uniformly for v ∈ C∞0 (R
d;CN ), ε ≥ 0 and h > 0 small enough. On
the other hand, using the selfadjointness of P and the Cauchy-Schwarz inequality, we get, for
any ε ≥ 0, C ′ > 0 and h > 0 small enough,
2ε‖v‖2L2 = −2 Im 〈
(
P − (E + iε)IN
)
v, v〉L2
≤
C ′
h
‖1{x∈Rd;|x|≥R0}
(
P − (E + iε)IN
)
v‖2L2,s +
h
C ′
‖1{x∈Rd;|x|≥R0}v‖
2
L2,−s
+ e2C0/h‖1{x∈Rd;|x|≤R0}
(
P − (E + iε)IN
)
v‖2L2,s + e
−2C0/h‖1{x∈Rd;|x|≤R0}v‖
2
L2,−s .(3.8)
Combining (3.7) and (3.8), we get
e−C/h‖1{x∈Rd;|x|≤R0}v‖
2
L2,−s + ‖1{x∈Rd;|x|≥R0}v‖
2
L2,−s ≤
eC/h
∥∥
1{x∈Rd|x|≤R0}
(
P − (E + iε)IN
)
v
∥∥2
L2,s
+
C
h2
∥∥
1{x∈Rd;|x|≥R0}
(
P − (E + iε)IN
)
v
∥∥2
L2,s
,
uniformly for v ∈ C∞0 (R
d;CN ), ε ≥ 0 and h > 0 small enough.
Using this estimate, the proof can be finished by the density argument of [Da].

4. Resonance free domains
This section is devoted to the proofs of Theorems 2.3 and 2.5. We use the ordinary notations
and some basic results of semiclassical analysis referring for example to the textbooks [DiSj,
Zw] for a clear presentation of this theory.
We first prove Theorem 2.5 using the approach to conjugate operators developed in [SZ2].
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4.1. Proof of Theorem 2.5. Fix E0 > ‖V∞‖N×N , and let
p(x, ξ) := |ξ|2IN + V (x), (x, ξ) ∈ T
∗
R
d,
be the semiclassical symbol of P (h). Let G ∈ C∞(T ∗Rd;R) be an escape function associated
with p at E0, i.e., G satisfies (1.7) on ΣE0 . For |(x, ξ)| large enough, the function T
∗
R
d ∋
(x, ξ) 7→ x · ξ is an escape function associated with p at E0. Indeed, we have
{p, x · ξ}(x, ξ) = 2|ξ|2IN − x · ∇xV (x), (x, ξ) ∈ T
∗
R
d.
The assumption (Hol∞) and the Cauchy formula imply that x · ∇xV (x) → 0 as |x| → +∞.
On the other hand, by the assumption (Hol∞), |ξ|
2 ≥ (E0 − ‖V∞‖N×N )/2 on the energy
surface ΣE0 for |(x, ξ)| large enough. Therefore,
{p, x · ξ}(x, ξ) ≥ (E0 − ‖V∞‖N×N )/2,
for all (x, ξ) ∈ ΣE0 ∩{|(x, ξ)| ≫ 1}. Thus, without any loss of generality, we may assume that
G(x, ξ) = x · ξ for |(x, ξ)| large enough.
We set
G(x, ξ) := G(x, ξ)− F (x) · ξ ∈ C∞0 (R
d;R),
where F is the vector field used in the complex distortion (see (2.8)). Let Gh := Op
w
h (G) be
the pseudodifferential operator with symbol G.
Let M > 0 be independent of h and set θ1 = θ1(h) = iMκ(h) with κ(h) := h| ln h|. We
introduce the conjugated operator
P˜θ1(h) := e
−
Mκ(h)
h
GhPθ1(h)e
Mκ(h)
h
Gh .
Since G is compactly supported it follows by the Caldero´n-Vaillancourt theorem (see for
instance [DiSj, Chapter 7]) that Gh is bounded in L
2(Rd;CN ) and then the operators e±
Mκ(h)
h
Gh
are well defined.
Let ε0 > 0 be small enough such that (1.7) holds on ΣIε0 :=
⋃
E∈Iε0
ΣE, i.e., there exists
C > 0 such that
(4.1) {p,G}(x, ξ) ≥ C, ∀(x, ξ) ∈ ΣIε0 ,
in the sense of hermitian matrices, where Iε0 := [E0 − ε0, E0 + ε0]. For η > 0, we introduce
the complex region
Γη := Iε0 − i[0, ηκ(h)].
Our objective is to prove the following Lemma from which Theorem 2.5 follows.
Lemma 4.1. There exists a constant c > 0 such that for all M > 0, there exists hM ∈ (0, 1]
such that the operator P˜θ1(h)−z is invertible for every z ∈ ΓcM and h ∈ (0, hM ], and we have
‖(P˜θ1(h)− z)
−1‖ = O(κ(h)−1),
uniformly for z ∈ ΓcM and h ∈ (0, hM ].
Remark 4.2. In particular, from the above Lemma we get immediately that the operator
Pθ1(h) − z is invertible for every z ∈ ΓcM and h ∈ (0, hM ], hence P (h) has no resonances
in ΓcM for all M > 0 and h ∈ (0, hM ]. Furthermore, we have the following estimate on the
distorted resolvent
(4.2) ‖(Pθ1(h)− z)
−1‖ = O(h−C),
uniformly for z ∈ ΓcM and h ∈ (0, hM ], for some constant C > 0.
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Proof. We have
P˜θ1(h) = e
−
Mκ(h)
h
adGhPθ1(h) ∼
+∞∑
k=0
(−Mκ(h))k
k !
( 1
h
adGh
)k
Pθ1(h),
where here we use the usual notation adAB := [A,B] for the commutator. The fact that G
is scalar-valued and compactly supported ensures that adGhPθ1(h) = [Gh, Pθ1(h)] = O(h) (in
norm L(L2)) and then the previous asymptotic expansion makes sense since κ(h) → 0 as h
tends to 0. In particular, we have
P˜θ1(h) = Pθ1(h)−
Mκ(h)
h
[Gh, Pθ1(h)] +O(M
2κ(h)2).
Let pθ1 , p˜θ1 be the semiclassical symbols corresponding to Pθ1(h) and P˜θ1(h) respectively. By
the h-pseudodifferential symbolic calculus (see for instance [DiSj, Zw]), we have
(4.3) p˜θ1(x, ξ) = pθ1(x, ξ)− iMκ(h){G, pθ1}(x, ξ) +O(M
2κ(h)2).
On the other hand, by Taylor’s expansion of pθ1 with respect to θ1, we get
(4.4) pθ1(x, ξ) = p(x, ξ)− iMκ(h){p, F (x) · ξ}(x, ξ) +O(M
2κ(h)2).
Combining (4.3) and (4.4), we obtain
(4.5) Im p˜θ1(x, ξ) = −Mκ(h){p,G + F (x) · ξ}(x, ξ) +O(M
2κ(h)2),
Re p˜θ1(x, ξ) = p(x, ξ) +O(Mκ(h)).
According to (4.1), there exists C > 0 such that
(4.6) − Im p˜θ1(x, ξ) ≥ CMκ(h), ∀ (x, ξ) ∈ ΣIε0 .
We write P˜θ1(h) − z = Aθ1(h) − Re z + i(Bθ1(h) − Im z), where Aθ1(h) and Bθ1(h) are the
self-adjoint operators given by
Aθ1(h) :=
1
2
(
P˜θ1(h) + (P˜θ1(h))
∗
)
, Bθ1(h) :=
1
2i
(
P˜θ1(h)− (P˜θ1(h))
∗
)
.
Let ψ1, ψ2 ∈ C
∞(R2d;R) be such that, for I ⋐ Iε0 ,
(4.7)
{
ψ21 + ψ
2
2 = 1 on R
2d
ψ1 = 1 on ΣI and supp(ψ1) ⊂ ΣIε0 .
According to Lemma 3.2 in [SZ2], there exist two self-adjoint operators Ψ1 and Ψ2 with
principal symbols respectively ψ1 and ψ2 such that
(4.8) (Ψ1)
2 + (Ψ2)
2 = Id +O(h∞) in L(L2(Rd;CN )).
We denote by the same letters the operators Ψi := ΨiIN , i = 1, 2. On the support of ψ1,
we see from (4.6) that the principal symbol of −Bθ1(h) is bounded from below by CMκ(h).
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Thus, by G˚arding’s inequality (see e.g. [DiSj, Zw]), we have for all u ∈ L2(Rd;CN )
‖(P˜θ1(h)− z)Ψ1u‖ · ‖Ψ1u‖ ≥ 〈(P˜θ1(h)− z)Ψ1u,Ψ1u〉
≥ 〈(Im P˜θ1(h)− Im z)Ψ1u,Ψ1u〉
= 〈(Im z −Bθ1(h))Ψ1u,Ψ1u〉
≥ (Im z + CMκ(h)−O(h))‖Ψ1u‖
2
≥
C
3
Mκ(h)‖Ψ1u‖
2,(4.9)
uniformly for ℑz > −C3Mκ(h).
On the other hand, since Aθ1(h) − Re z is uniformly elliptic on the support of ψ2 and
Re z ∈ Iε0 , the symbolic calculus permits us to construct a parametrix R ∈ S
0(〈ξ〉−2) of
Aθ1(h)− Re z such that, in the sense of corresponding symbols,
R#(Aθ1(h)− Re z)ψ2 = ψ2 +O(h
∞),
where # stands for the Weyl composition of symbols. As a consequence, we obtain
‖(P˜θ1(h)− z)Ψ2u‖ ≥
1
C ′
‖Ψ2u‖ − O(h
∞)‖u‖2.(4.10)
for all u ∈ L2(Rd;CN ). Furthermore, by means of standard elliptic arguments, one can easily
prove the following semiclassical inequality, for i = 1, 2,
(4.11) ‖[P˜θ1(h),Ψi]u‖ ≤ C2h(‖P˜θ1(h)u‖ + ‖u‖), ∀u ∈ H
2(Rd;CN ).
Combining (4.8), (4.9), (4.10), and (4.11) with the estimate
(4.12) ‖(P˜θ1(h) − z)u‖
2=
2∑
i=1
‖Ψi(P˜θ1(h) − z)u‖
2 −O(h∞)‖(P˜θ1(h)− z)u‖
2
≥
1
2
2∑
i=1
‖(P˜θ1(h)− z)Ψiu‖
2 −
2∑
i=1
‖[P˜θ1(h),Ψi]u‖
2 −O(h∞)‖(P˜θ1(h)− z)u‖
2,
we deduce, for z ∈ ΓcM := {z ∈ C; Re z ∈ Iε0 and Im z ≥ −cMκ(h)} (with c > 0 independent
of M and h) and sufficiently small h,
(4.13) ‖(P˜θ1(h)− z)u‖ ≥
κ(h)
C
‖u‖.
By the same arguments, we prove an estimate similar to (4.13) for the adjoint operator(
P˜θ1(h)
)∗
− z and we conclude that P˜θ1(h)− z is invertible for every z ∈ ΓcM . Hence, P˜θ1(h)
has no spectrum in ΓcM and we have the estimate
(4.14) ‖(P˜θ1(h) − z)
−1‖ ≤ Cκ(h)−1,
uniformly for z ∈ ΓcM . 
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4.2. Proof of Theorem 2.3. We start by proving the following estimate on the distorted
resolvent.
Lemma 4.3. Assume (Hol∞) and let ‖V∞‖N×N < α < β < +∞, η > 0 and θ = h| ln h|.
Then, there exist a constant C > 0 and h0 ∈ (0, 1] such that
(4.15) ‖(Pθ(h)− z)
−1‖ = O(eC/h),
uniformly for z ∈ [α, β] − i[0, ηh| ln h|], z /∈ Res (P (h)) and h ∈ (0, h0].
Proof. Let ψ ∈ C∞0 (R
d; [0, 1]) be such that ψ(x) = 1 for |x| ≤ 1 and ψ(x) = 0 for |x| ≥ 2. We
introduce the Schro¨dinger operator
A(h) := −h2∆ · IN + Vr(x), with Vr(x) :=
(
1− ψ
(x
r
))
V (x), r > 0.
Let ar(x, ξ) := |ξ|
2IN + Vr(x) be the semiclassical symbol of A(h) and set
ΣrE :=
N⋃
j=1
{
(x, ξ) ∈ R2d; |ξ|2 +
(
1− ψ
(x
r
))
λj(x) = E
}
, Σr[α,β] :=
⋃
E∈[α,β]
ΣrE .
where we recall that the λj(x)’s are the eigenvalues of V (x), x ∈ R
d. From (Hol∞), for
r > 0 large enough, we have |ξ|2 > α/2 on piξ(Σ
r
[α,β]). Here piξ denotes the spatial projection
(x, ξ) 7→ ξ. On the other hand, using that x · ∇xV (x) → +∞ as |x| → +∞ according to
(Hol∞) and the Cauchy formula, we get
{ar, x · ξ}(x, ξ) = 2|ξ|
2IN +
x
r
∇xψ
(x
r
)
V (x)−
(
1− ψ
(x
r
))
x∇xV (x)
≥ α/2,
for (x, ξ) ∈ Σr[α,β] and r > 0 large enough. Thus, we deduce that R
2d ∋ (x, ξ) 7→ x · ξ is an
escape function associated with ar on Σ
r
[α,β] for r > 0 large enough.
Let Aθ(h) be the distorted operator associated with A(h), obtained by replacing P (h) with
A(h) in (2.10). Let χ ∈ C∞0 (R
d; [0, 1]) such that χ(x) = 1 for |x| < 2r. In particular, we have
χ(V − Vr) = χψrV = (V − Vr).
Using the resolvent identity, we get for z /∈ Res (P (h)),
(Pθ(h)− z)
−1 =(Aθ(h)− z)
−1 − (Pθ(h)− z)
−1(V − Vr)(Aθ(h)− z)
−1
=(Aθ(h)− z)
−1 − (Aθ(h) − z)
−1(V − Vr)(Aθ(h) − z)
−1
+(Aθ(h)− z)
−1(V − Vr)(Pθ(h)− z)
−1(V − Vr)(Aθ(h)− z)
−1
=(Aθ(h)− z)
−1 − (Aθ(h) − z)
−1(V − Vr)(Aθ(h) − z)
−1
+(Aθ(h)− z)
−1(V − Vr)χ(P (h) − z)
−1χ(V − Vr)(Aθ(h) − z)
−1.
According to the non-trapping estimate (4.2), there exists a constant C ′ > 0 such that
(4.16) ‖(Aθ(h) − z)
−1‖ = O(h−C
′
),
uniformly for z ∈ [α, β] − i[0, ηh| ln h|] and h > 0 small enough. It follows that
(4.17) ‖(Pθ(h) − z)
−1‖ = O
(
h−2C
′
+ h−2C
′
‖χ(P (h) − z)−1χ‖
)
,
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uniformly for z ∈ [α, β] − i[0, ηh| ln h|], z /∈ Res (P (h)) and h > 0 small enough. On the
other hand, the weighted estimate (2.4) clearly implies the same estimate for the truncated
resolvent, that is
(4.18) ‖χ(P (h) − z)−1χ‖ = O(eC
′′/h),
for some constant C ′′ > 0, uniformly for z ∈ [α, β] − i[0, ηh| ln h|] and h > 0 small enough.
Putting together (4.17) and (4.18), we obtain the desired estimate (4.15). 
End of the proof of Theorem 2.3. Let J = [α, β] ⊂ (‖V∞‖N×N ,+∞) and let θ = h| ln h|.
For z ∈ C with Re z ∈ J , we write
Pθ(h)− z = (Pθ(h)− Re z)(I −K(z;h)) with K(z;h) := iIm z(Pθ(h)− Re z)
−1.
According to Lemma 4.3, there exists a constant C > 0 such that for h small enough,
‖(Pθ(h)− Re z)
−1‖ ≤ CeC/h.
It follows that for h small enough, Re z ∈ J and |Im z| < 1C e
−C/h, we have
‖K(z;h)‖ ≤ CeC/h|Im z| < 1.
Therefore Pθ(h)− z is invertible for z ∈ J − i[0,−
1
C e
−C/h], hence P (h) has no resonances in
this region. This ends the proof of Theorem 2.3.

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