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We utilize machine learning models which are based on recurrent neural networks to optimize
dynamical decoupling (DD) sequences. DD is a relatively simple technique for suppressing the
errors in quantum memory for certain noise models. In numerical simulations, we show that with
minimum use of prior knowledge and starting from random sequences, the models are able to
improve over time and eventually output DD-sequences with performance better than that of the
well known DD-families. Furthermore, our algorithm is easy to implement in experiments to find
solutions tailored to the specific hardware, as it treats the figure of merit as a black box.
I. INTRODUCTION
A major challenge of quantum information process-
ing (e.g. quantum computation and communication) is
to preserve the coherence of quantum states. While in
principle we can build a fault-tolerant quantum memory
or universal quantum computer once the error rate of
the device is below a certain threshold, it is still beyond
nowadays experimental capacity to build a decent size
quantum computer. One less explored area is the op-
timization of implementing a fault-tolerant protocol on
a concrete experimental setting. This is often a tedious
problem, due to the amount of details in the real devices,
and the fact that the architectures of both experimental
devices and theoretical protocols are still rapidly chang-
ing. Thus, an attractive approach is to automatize this
optimization task. Apart from convenience, it is conceiv-
able that with less human intuition imposed, the upper
bound of the performance will be higher. This has previ-
ously been proven to be true in fields such as computer
vision where artificial neural network (ANN) models that
try to solve tasks without using hand-crafted representa-
tions of data have overtaken approaches based on human
insight in tasks like image classification and object recog-
nition [1]. Another interesting recent example is the abil-
ity of ANNs to learn how to play games on a human or
even super-human level without any or just little prior
knowledge about the respective games [2, 3].
Automatically optimizing parameters in real (or nu-
merical simulations of) experiments is not a new idea.
For example, it has been applied to optimizing the pulse
shape of a laser, the parameters of Hamiltonians to
achieve certain unitary operations or parameters of dy-
namical decoupling and cold atom experiments. Most
works that attempt to obtain optimal parameters use
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genetic algorithms [4–7] (and to some degree [8]) or lo-
cal searches such as gradient descent [7, 9–12] and the
Nelder-Mead simplex method [13–15]. It is argued that
by using these optimization methods directly on the ex-
periments, we can avoid the hardness of modelling the
imperfect control and the system-environment interac-
tion. However, one possible weakness of these optimiza-
tion methods is that they generate new trials only by
looking at a fixed number of previous ones, and often
they need to restart once they reach a local minimum.
Thus, in the long run, they do not fully utilize all the
data generated by the experiments. Conceptually, the
works listed above resemble more moutain climbing than
the learning processes that we have in mind as physicists.
In this work, we propose an orthogonal approach,
where we try to mimic the structure of good parameters
by building a model that approximates the probability
distribution of these parameters. After an initial opti-
mization, this model can then be used to efficiently gen-
erate new possible trials and can be continuously updated
based on new data. In particular, based on the problem
we attempt to solve, we choose this model to be a vari-
ant of the recurrent neural network (RNN), which makes
our approach very similar to the way in which natural
languages or handwriting are currently modelled. This
ansatz enables us to exploit the models and insights de-
veloped by the machine learning community and possibly
translate further progress there into the field of quan-
tum control. It is worth pointing out that the machine
learning part of this work is purely classical; only the
(classical) data are related to quantum time evolution.
Among the previous work, the approach in [16] is the
most similar to ours, as they attempt to build a model
from the data and utilize the model to perform optimiza-
tion. (Classical) machine learning is also used in [17–19]
to characterize the error models in quantum error correc-
tion and to react accordingly.
To demonstrate the feasibility of using our method to
help optimizing quantum memory, we consider the prob-
lem of automatically learning and optimizing dynamical
decoupling sequences (almost) without using any prior
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2knowledge. Dynamical decoupling (DD) [20] is a tech-
nique which combats certain noise by applying a sequence
of unitary operations on the system (see [21, 22] for a
review). It has a less stringent requirement compared
to general error correction protocols, which allows it to
be demonstrated in experiments [13, 21, 23] in contrast
to other methods. Moreover, known classes of good DD-
sequences have a relatively simple and well-defined struc-
ture. Based on the assumption that this holds true also
for yet unknown and possibly better classes of sequences,
it is conceivable that a learning algorithm could eventu-
ally sample them without the need of using heavy math-
ematics.
To clarify, we do NOT attempt to solve the following
questions
• What do RNNs try to learn? It is known that
RNNs can incorporate both short and long range
correlation, which is desirable in our case, but it
is unclear which one the gradient training method
prioritizes. Indeed, it is an ongoing study to under-
stand the behavior of RNNs [24]. Nevertheless, we
choose to use RNNs since there are heuristic argu-
ments on the advantage of them compared to simi-
lar models [25], and they benefit a lot from modern
machine learning libraries and hardwares.
• What is the optimal machine learning algorithm to
find the best DD sequences? It is clear that we can-
not claim our algorithm is the best one as there is
not much theoretical understanding on RNNs. In-
deed, the authors believe there is much room for
improvement, possibly by using better heuristics
or take into account more prior knowledge of DD.
However, our work demonstrates that with a gen-
eral model and a small amount of human effort, we
can already achieve non-trivial results for certain
problems.
II. BACKGROUND
A. Dynamical decoupling
The majority of dynamical decoupling schemes are de-
signed for error models where the system-environment
interaction can be described by a Hamiltonian. We will
use HS and HB to denote the Hilbert space of the system
and environment (often called bath), respectively. The
difference between system and environment is that the
former represents the part of the Hilbert space we can
apply the Hamiltonian on and in which we store quan-
tum information. The total noise Hamiltonian is
H0 = HS ⊗ IB + IS ⊗HB +HSB .
Without intervention, in general H0 would eventually de-
stroy the quantum states we store on HS . To suppress
this noise, we could apply a time dependent Hamiltonian
HC(t) to the system, which makes the total Hamiltonian
H(t) = H0 + HC(t). In the ideal case, we can control
HC(t) perfectly and reach very high strength (i.e. norm
of the Hamiltonian), which allows the ideal pulse
V (t) = Oδ(t− t0).
It applies a unitary operator e−iO to the system for an
infinitely small duration (we set ~ = 1 in this work).
A very simple DD-scheme for a qubit (a two level sys-
tem S) is the XY4 sequence: it applies pulses of the
Pauli-matrices X and Y alternatingly with equal time
interval τd in between. A complete cycle consists of four
pulses XYXY , thus the total time period of a cycle is
Tc = 4τd. In the limit of τd → 0, the qubit can be
stored for an arbitrarily long time. The intuition be-
hind DD-sequences is the average Hamiltonian theory.
Let UC(t) = T exp{−i
∫ t
0
dt′HC(t′)} be the total unitary
applied by HC(t
′) up to time t. In the interaction pic-
ture defined by UC(t), the dynamics is governed by the
Hamiltonian H˜(t) = U†C(t)H0UC(t). If the time interval
τd between pulses is much smaller than the time scale de-
fined by the norm of ‖H0‖, it is reasonable to consider the
average of H˜(t) within a cycle. The zeroth-order average
Hamiltonian in Tc (with respect to τd) is
H¯(0) =
1
Tc
∫ Tc
0
dt′U†C(t)H0UC(t) .
For the XY4 sequences introduced above, it is easy to
compute H¯(0) = 14
∑
σ∈{I,X,Y,Z} σH0σ. Since the map-
ping O → ∑σ∈{I,X,Y,Z} σOσ maps any 2 × 2 matrix to
0, by linearity we know H¯(0) = 0.
Here we are going to list several classes of DD-
sequences. We will first explain how to concatenate two
sequences, as most long DD-sequences are constructed
in this manner. Given two DD-sequences A = P1 · · ·Pm
and B = Q1 · · ·Qn, the concatenated sequence A[B] is
A[B] = (P1Q1)Q2 · · ·Qn(P2Q1)Q2 · · ·Qn · · · (PmQ1)Q2 · · ·Qn
As an example, when we concatenate the length-2
and length-4 sequences XX and XYXY , we obtain
IY XY IY XY .
We will use Pi to represent any Pauli matrix X, Y or
Z, and for i 6= j, Pi 6= Pj . The families of DD-sequences
can then be listed as the following:
DD4: length-4 sequences P1P2P1P2.
DD8: length-8 sequences IP2P1P2IP2P1P2.
EDD8: length-8 sequences P1P2P1P2P2P1P2P1
CDD16: length-16 concatenated sequences DD4[DD4]
CDD32: length-32 concatenated sequences DD4[DD8] and
DD8[DD4]
CDD64: length-64 concatenated sequences DD4[CDD16]
and DD8[DD8]
3Longer DD-sequences can again be obtained by the con-
catenation of the ones listed above, and in the ideal sit-
uation they provide better and better protection against
the noise. However, with realistic experimental capa-
bility, the performance usually saturates at a certain
concatenation-level. Since at this moment we are only
optimizing short DD-sequences, the listed ones are suffi-
cient to provide a baseline for our purpose. One impor-
tant family we did not include here is the “Knill DD”
(KDD) [26], because it requires the use of non-Pauli
gates.
However, we cannot expect these requirements to be
met in all real world experiments. The two major imper-
fections that are often studied are the flip-angle errors
and the finite duration of the pulses. Flip-angle errors
arise from not being able to control the strength and
time duration of HC(t) perfectly, thus the intended pulse
V (t) = Oδ(t) becomes V (t) = (1 ± )Oδ(t). And since
zero-width pulses Oδ(t) are experimentally impossible,
we must consider finite-width pulses which approximate
the ideal ones. In this paper, we will only consider the im-
perfection of finite-width pulses. However, it is straight-
forward to apply our algorithm to pulses with flip-angle
errors.
B. Measure of performance
There are multiple ways to quantify the performance of
DD-sequences. In practice, we choose different measures
to suit the intended applications. Here we use the same
measure as in [22], which has the advantage of being (ini-
tially) state-independent and having a closed formula for
numerical simulation:
D(U, I) =
√
1− 1
dSdB
‖TrS(U)‖Tr
where U represents the full evolution operator generated
by H(t), dS and dB are the dimensions of the system
and environment Hilbert space HS and HB , respectively.
‖X‖Tr = Tr(
√
X†X) is the trace-norm, and TrS(·) is the
partial trace over HS . The smaller D(U, I) is, the better
the system preserved its quantum state after the time
evolution. For example, the ideal evolution U = IS ⊗UB
has the corresponding D(U, I) = 0.
In experiments, it is very hard to evaluate D(U, I),
as we often do not have access to the bath’s degree of
freedom. Instead, the performance of DD-sequences is
often gauged by doing process tomography for the whole
time duration where DD is applied [23, 27]. Although
it is a different measure compared to our choice above,
the optimization procedure can still be applied as it does
not rely on the concrete form of the measure. Moreover,
for solid state implementations such as superconducting
qubits or quantum dots, a typical run of initialization,
applying DD-sequences and measurements can be done
on the time scale of 1 ms or much faster. Thus, it is
realistic that on the time scale of days we can gather
a large dataset of DD-sequences and their performance,
which is needed for our algorithm.
C. Recurrent Neural Networks
Sequential models are widely used in machine learn-
ing for problems with a natural sequential structure, e.g.
speech and handwriting recognition, protein secondary
structure prediction, etc.. For dynamical decoupling, not
only do we apply the gates sequentially in the time do-
main, but also the longer DD sequences are often formed
by repetition or concatenation of the short ones. More-
over, once the quantum information of the system is com-
pletely mixed into the environment, it is hard to retrieve
it again by DD. Thus, an educated guess is that the per-
formance of a DD-sequence largely depends on the short
subsequences of it, which can be modelled well by the
sequential models.
Since our goal is not simply to approximate the dis-
tribution of good dynamical decoupling sequences by
learning their structure but to sample from the learned
distribution to efficiently generate new good sequences,
we will further restrict ourselves to the class of gener-
ative sequential models. Overall, these models try to
solve the following problem: given {xi}i<t, approximate
the conditional probability p(xt|xt−1, . . . , x1). As a sim-
ple example, we can estimate the conditional probability
p(xt|xt−1) from a certain data set, and use it to gener-
ate new sequences [28]. For more sophisticated problems
(e.g. natural language or handwriting), it is not enough
to only consider the nearest neighbour correlations as
simple models like Markov-chains of order one do.
The long short-term memory (LSTM) network, a vari-
ation of the recurrent neural network (RNN), is a state-
of-the-art technique for modelling longer correlations [29]
and is comparably easy to train. The core idea of
RNNs is that the network maintains an internal state in
which it encodes information from previous time steps.
This allows the model to, at least theoretically, incorpo-
rate all previous time steps into the output for a given
time. Some RNNs have even been shown to be Turing-
complete [30]. In practice, however, RNNs often can only
model relatively short sequences correctly due to an in-
herently unstable optimization process. This is where
LSTMs improve over normal RNNs, as they allow for
training of much longer sequences in a stable manner.
Furthermore, LSTMs, like all ANNs, are based on ma-
trix multiplication and the element-wise application of
simple non-linear functions. This makes them especially
efficient to evaluate.
From the machine learning perspective, we treat the
problem at hand as a supervised learning problem where
we provide the model with examples that it is to repro-
duce according to some error measure. It is also possi-
ble to formulate our problem in the framework of rein-
forcement learning. However, since we only compute the
performance of a whole DD sequence, there is no imme-
4Algorithm 1: Optimization Algorithm
Input : Number of initial models to train: n,
Number of models to keep: k, Percentage of
data to keep: p, Set of possible topologies:
M, Size of data: d
D ← generateRandomData(d) ;
D, 〈ςs〉 ← keepBestData(D,p) ;
M ← trainRandomModels(n, D,M) ;
M ← keepBestKModels(M,k) ;
while 〈ςs〉 not converged do
M ← trainBestModels(D) ;
D ← generateDataFromModels(M, d) ;
D, 〈ςs〉 ← keepBestData(D,p) ;
end
Output: 〈ςs〉, D,M
diate reward when choosing a gate in the middle of the
sequence. Given the length of the sequences we are op-
timizing, it is likely a reinforcement learning algorithm
will need help from certain (un)supervised learning, sim-
ilar to the way in [3]. A short introduction to machine
learning, LSTMs and their terminology can be found in
the appendix. More exhaustive discussions can be found
in [31–33].
III. ALGORITHM
The algorithm presented in this section is designed
with the goal in mind to encode little prior knowledge
about the problem into it, in order to make it generally
applicable to different imperfections in the experiment.
Following this idea, the method is agnostic towards the
nature of the considered gates, the noise model and the
measure of performance. To implement this, the algo-
rithm assumes that
• the individual gates are represented by a unique
integer number such that every sequence s ∈ G⊗Ls
with G denoting the set of the unique identifiers
and Ls being the length of s.
• it is provided with a function f(s) to compute the
score ςs of a given sequence s, taking into account
the noise model.
The optimization problem we want to solve is
min
s
f(s) = min
s
ςs.
By assumption, we have no information about f but can
efficiently evaluate it. We do furthermore assume the set
of good sequences to exhibit common structural proper-
ties that can be learned well by a machine learning model.
So, we propose to solve it indirectly by training a gen-
erative model m ∈ M to approximate the distribution
of good sequences, M being the set of possible models.
That means we assume st ∼ pm(st−1, . . . , s1) with st be-
ing the gate at time t and pm denoting the distribution
learned by m. Then, we want to find an optimal m that
ideally learns a meaningful representation of the struc-
ture of good sequences. In this work we choose the type
of model to be the LSTM. We now tackle this surrogate
problem by alternatingly solving
max
m∈M
L(m|T ),
where L denotes the likelihood and T the training data,
and then sampling sequences from the model m to gener-
ate a new T consisting of better solutions. The algorithm
hence consists of two nested optimization loops, where
the inner loop fits a number of LSTMs to the current data
while the outer loop uses the output of the inner loop to
generate new training data. This scheme of alternat-
ingly fixing the data to optimize the models and consec-
utively fixing the models to optimize the data resembles
the probabilistic model building genetic algorithm [34]
and to some extent the expectation-maximization algo-
rithm [35]. The method is shown in Algorithm 1. Partial
justification of this heuristic algorithm is given in the ap-
pendix C. However, it is easy to see that the algorithm
will not always find the global optimum. For example, it
is conceivable that for certain problems the second to the
100-th best solutions share no common structure with the
first one. In that case, it would be unlikely for the ma-
chine learning approach to find the optimal one. There
is however likely no universal method to bypass this ob-
struction, as unless we know the best sequences already,
it is impossible to verify that they exhibit some structure
similar to the training sets. This obstruction seems nat-
ural since many optimization problems are believed to be
computationally hard. Thus, we should not assume be
able to solve them by the above routine.
We will now explain the most important aspects of the
algorithm in more detail:
a. Choice of LSTMs The data we want to generate
in our application is of sequential nature. This makes
employing LSTMs an obvious choice as they pose one of
the most powerful models available today for sequential
data. Furthermore, the known well-performing families
of DD sequences are constructed by nested concatena-
tions of shorter sequences and hence show strong local
correlations as well as global structure. LSTMs and es-
pecially models consisting of multiple layers of LSTMs
are known to perform very well on such data and should
therefore be able to learn and reproduce this multi-scale
structure better than simpler and shallow models.
b. Generation of the initial training data The size
d and the quality, i.e. the percentage p of the initial
data to be kept, are the parameters which we can specify.
The data are then generated by sampling a gate from
the uniform distribution over all gates for each time-step.
The average score of the initial data can then be used as
a baseline to compare against in case no other reference
value is available. We would like to point out that in the
application considered in this work, an alternative way
to generate the initial data might be to use the models
trained on shorter sequences. This approach could lead
5to an initial data set with much higher average score, but
at the price of introducing the bias from the previously
trained RNNs.
c. Training of the LSTMs To reduce the chance of
ending up in a bad local optimum, for each training
set several different architectures of LSTMs are trained
(see D 2 for detailed description of LSTMs). These mod-
els are independently sampled M. More precisely, for
the first generation of models, we sample a larger set
of n models from M and train them. We then se-
lect the best k models and reuse them for all follow-
ing generations. While it might introduce some bias
to the optimization, this measure drastically reduces
the number of models that need to be trained in to-
tal. The training problem is defined by assuming a
multinoulli distribution over the gates of each time step
and minimizing the corresponding negative log-likelihood
−∑t δst,i log pm,i(st−1, . . . , s1), where i is the index of
the correct next gate, pm,i is its predicted probability
computed by the LSTM m and δst,i = 1 iff st = i.
This error measure is also known as the cross-entropy.
To avoid overfitting, we use a version of early stopping
where we monitor the average score 〈ςs〉pm of sequences
generated by m and stop training when 〈ςs〉pm stops im-
proving. We employ the optimizer Adam [36] for robust
stochastic optimization.
d. Selecting the best models As we employ early stop
based on the average score 〈ςs〉pm , we also rank every
trained model m according to this measure. One could
argue that ranking the models with respect to their best
scores would be a more natural choice. This however
might favour models that actually produce bad sequences
but have generated a few good sequences only by chance.
Using 〈ςs〉pm is hence a more robust criterion. It would
of course be possible to also consider other modes of the
pm, like the variance or the skewness. These properties
could be used to assess the ability of a model to generate
diverse and good sequences. We find however that the
models in our experiments are able to generate new and
diverse sequences, thus we only use the average score as
benchmark for selecting models.
e. Generation of the new training data The selected
models are used to generate d new training data by
sampling from pm. This is done by sampling st from
pi(st−1, . . . , s1) beginning with a random initialization
for t = 1 and then using st−1 as input for time step
t. We combine the generated sequences with the previ-
ous training sets, remove any duplicates, and order the
sequences by their scores. We then choose the best p
percent for the next iteration of the optimization. This
procedure ensures a monotonic improvement of the train-
ing data. Note that all selected models contribute equally
many data to strengthen the diversity of the new train-
ing data. A possible extension would be to apply weight-
ing of the models according to some properties of their
learned distributions. Note though that ordering the gen-
erated sequences by their score is already a form of im-
plicit weighting of the models.
IV. NUMERICAL RESULTS
A. Noise model and the control Hamiltonian
Throughout the paper, we will use the same noise
model as in [22]. We consider a 1-qubit system and a
4-qubit bath, namely dim(HS) = 2 and dim(HB) = 16.
The small dimension of the bath is for faster numerical
simulation, and there is no reason for us to think that
our algorithm would only work for a small bath as the
size of the bath enters the algorithm only via the score-
computation function. The total noise Hamiltonian con-
sists of (at most) 3-body interactions between the system
and bath-qubits with random strength:
H0 =
∑
µ∈{I,X,Y,Z}
σµ ⊗Bµ , (1)
where σµ is summed over Pauli-matrices on the system-
qubit. And Bµ is given by
Bµ =
∑
i6=j
∑
α,β
cµαβ
(
σαi ⊗ σβj
)
,
where i, j is summed over indices of the bath qubits, and
σ
α(β)
i is the Pauli-matrix on qubit i of the bath. We
consider the scenario where the system-bath interaction
is much stronger than the pure bath terms. More pre-
cisely, we set cµαβ ≈ 1000cIαβ for µ ∈ {X,Y, Z}. Apart
from this constraint, the absolute values |cµαβ | are cho-
sen randomly from a range [a, b], where we set b ≈ 3a
to avoid too many terms vanishing in (1). The result
Hamiltonian has a 2-norm ‖H0‖ = 20.4.
For the control Hamiltonian, we consider the less ex-
plored scenario where the pulse shape have finite width
but no switch time between them (100% duty cycle). In
other words, the control Hamiltonian is piecewise con-
stant
HC(t) = Hk , for kτd ≤ t < (k + 1)τd ,
where τd is a small time period with respect to the norm
of H0, and e
−iHkτd ∈ {I,X, Y, Z}. This is a good toy
model for experimental settings whose DD-performance
is mainly limited by the strength of the control Hamilto-
nian, but not the speed of shifting between Hamiltonians.
Since this regime is less explored in theoretical studies, it
is an interesting scenario to explore via machine learning.
Another restriction we put on HC(t) is
HC(t) = −HC(T − t) ,
where T is the total evolution time. This condition en-
sures UC(T ) = T exp{−i
∫ T
0
dt′HC(t′)} = I, and it al-
lows us to apply the same code on the setting where the
system has more than one qubit. It is known that this
family of symmetric Hamiltonians can remove the first
order terms of τd in the average Hamiltonian[20, 37].
So strictly speaking, this should be counted as prior
6knowledge. However, when we compare the known DD-
sequences with the numerically found ones, we also use
the symmetric version of the known DD-sequences. Thus,
we perform the comparison on equal terms.
In the following, we present the results of a number of
experiments we have conducted to evaluate the perfor-
mance of our method. We consider sequences consisting
of 32, 64 and 128 gates for varying values of τd. This
translates to having to optimize the distribution of the
first 16, 32 and 64 gates respectively. To compute ςs,
we use the figure of merit D as defined in Section II A.
Thus, a lower score is better. For M, we consider mod-
els with two or three stacked LSTM-layers followed by a
final softmax layer. The layers comprise 20 to 200 units
where layers closer to the input have a higher number
of units. We allow for peephole connections and linear
projections of the output of every LSTM-layer to a lower
number dimensions [32]. The optimization parameters
are also randomly sampled from sets of reasonable val-
ues. We choose the step rate to be in {10−1, 10−2} and
the batch size to take values in {200, 500, 1000}. The
parameters specific to the Adam optimizer β1, β2 and
, we sample from {0.2, 0.7, 0.9}, {0.9, 0.99, 0.999} and
{10−8, 10−5} respectively. We perform a truncation of
the gradients to 32 time steps in order to counter insta-
bilities in the optimization (see D 3). As we have stated
above, we also employ early stopping in the sense that,
for every optimization of a model, we keep the param-
eters that generate the sequences with the best average
score. The algorithm was run until either the best known
score was beat or the scores converged, depending on the
goal of the respective experiment. We will now briefly list
the concrete experiment settings and discuss the results.
f. Exp. E1: Length 32 In this first experiment, we
considered sequences of 32 gates with τd = 0.002. We let
the algorithm train n = 30 models initially and set the
number of models to be kept k to 5. We combined the
data generated by the LSTMs with the previous training
set after each generation, and chose the best 10% as the
new training data, consisting of 10,000 sequences for each
generation. We let every model train for 100 epochs.
g. Exp. E2: Length 64 In our next experiment, we
tackled a more difficult scenario with 64 gates and a
larger τd = 0.004. We set n = 50 and k = 5. Again,
we used the best 10% of both generated and previous
data as new training data which consists in total 10,000
sequences for each training set.
h. Exp. E3: Length 128 In the third experiment we
tried our method on even longer sequences of 128 gates
with τd again being 0.004. Due to the very large sequence
space, we set the size of the training sets to 20,000, again
using the best 10% of sequences generated by the selected
models and the previous training set. The number of
epochs was increased to 200. We set n = 30 and k = 5.
Here, we let the algorithm run until both average and
best score converged to examine its behaviour in long
runs.
TABLE I: A comparison of the results obtained in
experiments E1, E2, E3 and E4 to the best theoretically
derived DD families. For each experiment, the average
and best score of the last training data and the average
score of the best model of the last generation are shown.
They are compared to random sequences and the two
DD classes that yield the best average and overall best
score respectively. The best results are printed bold.
(a) Experiment E2
Sequences 〈ςs〉 min ςs
EDD8 0.002398 0.002112
CDD32 0.053250 0.000803
Last training set E2 0.000712 0.000381
Best model E2 0.016692 -
Random 0.341667 -
(b) Experiment E3
Sequences 〈ςs〉 min ςs
EDD8 0.004793 0.004222
CDD64 0.031547 0.001514
Last training set E3 0.000827 0.000798
Best model E3 0.029341 -
Random 0.44918 -
(c) Experiments E1 and E4
Sequences 〈ςs〉 min ςs
EDD8 0.000151 0.000133
CDD16 0.010699 0.000074
Last training set E1 0.000112 0.000070
Last training set E4 0.007178 0.000082
Best model E1 0.003089 -
Random 0.125371 -
i. Exp. E4: Length 32 with Random Gates Fi-
nally, we tested the performance of Algorithm 1 in the
case where we replaced the Pauli gates {I,X, Y, Z} with
ten randomly chosen gates. More precisely, we chose
each gate gj to be a randomly generated single two-
dimensional unitary operator with eigenvalues 1 and −1,
i.e. gj = U
†
jXUj , where Uj is a random unitary. All
other parameters were kept as in experiment E1.
In the Tables Ib, Ia and Ic, we compare the last
training data and the best model of the last generation
of E1-E4 against the two DD families that achieve the
best average and minimal scores for the given experi-
ment respectively. We also plot the convergence of the
training data of E3 and E1 with E4 in the Figures 1a and
1b respectively. In general, the results for E1, E2 and E3
clearly show that our method outperforms DD, achieving
a better minimal score of the generated data in a moder-
ate number of iterations and with a relatively small set of
models. The results of E4 will be discussed below. These
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FIG. 1: Two figures showing the convergence of the
algorithm a) in E3 compared to the case where LSTMs
are replaced by 5/6-gram models and b) in E1
comparted to E4 as both consider the same problem
setting. In a) it is clearly visible that LSTMs
outperform the n-gram models while b) reflects the
physical knowledge that the Pauli unitaries are a better
choice than random gates. As a reference, we show the
score of the best DD sequence obtained from the known
DD classes.
findings indicate that our method converges to good local
optima and that the models are able to learn a meaning-
ful internal representation of the sequences that allows
for efficient sampling of good sequences. There is how-
ever a noticeable gap between the scores of the training
data and the models. A possible remedy for this could be
an increase of the training data size or an adjustment of
the model parameters in later stages of the optimization
to account for the change in the structure of the data.
To assess the importance of LSTMs for the perfor-
mance of our algorithm, in experiment E3, we also ran
a different version of our method where we replaced the
LSTMs by simple 5/6-gram models, which only model
and generate sequences based on local correlations (see
Appendix A 2 for the definition). The convergence plots
in Figure 1a show that LSTMs are indeed superior to the
simpler models. They are able to improve the average
and best scores faster and ultimately let the algorithm
converge to a better local optimum. This advantage most
likely results from the fact that the LSTM-models are
able to leverage information about longer range correla-
tions in the data. These results hence justify our choice
of LSTMs as machine learning model to optimize DD-
sequences.
We also compared the results of experiments E1 and E4
to examine the importance of using the Pauli group as the
gate set. Figure 1b shows that while for E1 the average
score quickly becomes very good and the best score ex-
ceeds the best known result after a few generations, in E4
the average score of the data improves much slower and
remains significantly worst than that of E1. Although
the best score exhibits a much stronger improvement, it
eventually converges to a value slightly worse than that
of the best theoretical DD-sequence and the one found
in E1. This is expected since with the Pauli group we
can achieve first-order decoupling with DD sequences of
length 4, which is the shortest. On the other hand, with
random unitaries, in general it will take much longer se-
quences to have approximate first-order decoupling, dur-
ing which the system and environment can become fairly
entangled.
Another interesting aspect to note is the rather strong
improvement of the average scores occurring in E3 and
E1 between generations 8 to 10 and 2 to 3, respectively.
These jumps can be explained by the known existence of
several strictly separate regimes in sequence space that
differ strongly in their performance. The results indi-
cate that our algorithm is able to iteratively improve the
learned distributions to eventually capture the regime of
very good sequences.
In order to verify that sampling the initial training
data from the distributions learned for shorter sequences
is a viable alternative to uniform sampling, we let the
best model obtained in E2 generate an initial data set for
the problem setting of E3. The obtained data was found
to have an average score of 0.037175, which is about one
order of magnitude better than the average of the initial
training data generated by uniform sampling.
V. CONCLUSION
We have introduced a novel method for optimizing dy-
namical decoupling sequences, which differs from previ-
ous work by the ability to utilize much larger datasets
generated during the optimization. Its ability to effi-
ciently generate large sets of good sequences could be
8used along with other optimization methods to cover
their weaknesses or to perform statistical analysis of these
sequences. We showed that for certain imperfect con-
trol Hamiltonians, our method is able to outperform (al-
most all) known DD-sequences. The little prior knowl-
edge about DD we use is (1) choosing Pauli operators as
pulses in the sequences (see experiment E4 and its discus-
sion), (2) choosing specific lengths for the DD-sequences
and (3) enforcing the reversal symmetry, as discussed in
section IV A. However, we do not need to initialize the
dataset in a specific way as in the Appendix C.5.a of [22],
which actually contains a certain amount of prior knowl-
edge of DD. Also, our method does not fundamentally
rely on the prior knowledge stated above. It is conceiv-
able that the use of this prior knowledge can be lifted,
at the price of a possibly much slower optimization pro-
cedure. For example, the KDD scheme helps to further
increase the performance of CDD-sequences in some ex-
periments [21]. Thus, an interesting question is when
given the freedom of applying non-Pauli gates and choos-
ing variable lengths of the sequences, whether our algo-
rithm could discover a similar strategy. Thus, a possible
direction of future research is to see how we can minimize
the slow-down when not incorporating any prior knowl-
edge and whether we can obtain good DD-sequences with
non-Pauli pulses.
While we have applied the algorithm to the case of
quantum memory and compared it to dynamical decou-
pling, it is of general nature. It can in principle be applied
to every problem where the optimization of a sequence
of gates with respect to some well-defined figure of merit
is desired and where it is feasible to evaluate this perfor-
mance measure for larger numbers of sequences. How-
ever, due to the nature of the underlying machine learn-
ing model, good results will likely only be obtained for
problems whose solution depends strongly on local cor-
relations in the sequences.
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Appendix A: Analysis
1. Local correlations of DD sequences
As we suggested earlier, the reason we use RNNs as the
probabilistic model is that the performance of dynami-
cal decoupling sequences heavily depends on their local
correlations. To illustrate this fact, we can count the
frequency of length-2 (3) subsequences from the train-
ing set of the 30th generation in Experiment 3. We can
then compare these statistics to the ones of the sequences
generated by the LSTM, which is trained based on the
training set. We can see indeed the percentages match
very well. To get more detail about local correlations, we
could also count the frequency of length-3 subsequences
(see table III). Note that since the table is based on the
datasets in the late stage of the optimization, the dis-
tribution of the subsequences are already very polarized.
However, we observe the same behavior (the percentages
matches well) in other experiments at different stages of
the optimization as well.
However, RNNs do not only take into account local
correlations, as we show in Figure 1 that they perform
better compared to the n-gram models, which we will
introduce in the next subsection.
2. n-gram models
n-grams are the simplest sequential models that treat
the sequences as stationary Markov chains with order
n − 1. Operationally, given a set of sequences, we first
estimate the conditional probability distribution
pxn,xn−1···x1 = Pr(Xt = xn|Xt−1 = xn−1, . . . Xt−n+1 = x1).
Note that we assume the conditional probability is in-
dependent of t (hence stationary Markov chain). The
estimation is done by counting over the whole set of se-
quences. The generation of new sequences based on the
conditional probability pxn,xn−1···x1 is straightforward, as
we can repeatedly sample from it based on the previous
n − 1 items. This behavior is different compared to the
RNNs’, which have memory units that can store infor-
mation for arbitrary long time in theory.
3. Optimization without reusing data from
previous training sets
During the optimization processes in the main text,
we always reuse the data from previous training sets, in
the sense that we first add the new sequences generated
by the models to the training sets and then delete the
worst sequences. An interesting question is what will
happen if we generate new training sets completely from
the trained models. In Figure 2, we plot the counterpart
of Figure 1a with this modification (as well as not delet-
ing duplicated sequences from the training set). We can
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FIG. 2: Experiment 3 and 5/6-gram without data
reusage. Otherwise, the experiments are done in the
same way as in Figure 1a.
see that for the LSTMs experiment, the final minimum
score gets slightly worse, which is 0.000874. However, the
5/6-gram experiments actually performs better when not
reusing data. While it seems counterintuitive, this can be
possibly explained by the fact that in the case of reused
data with unique sequences the higher diversity of the
data might make it harder for the models to find local
correlations which then in turn slows down the optimiza-
tion. There is other interesting information contained in
the plot. For example, we can see the minimum scores
almost always decrease, which implies that the LSTMs
are able to learn new information about good sequences
in most generations.
4. Performance of the obtained sequences with a
larger heat bath
In the main text, all the numerical simulations are done
on a randomly generated noise Hamiltonian with the di-
mension of the bath being dim(HB) = 16. The small
dimension of the bath is used in order to have a fast sim-
ulation. Here, we test the performance of some obtained
sequences from the experiment 2, in the presence of a
larger bath with dim(HB) = 128. Apart from the change
of dimension, the Hamiltonian H0 is again randomly gen-
erated according to the description in IV A, which has a
2-norm ‖H0‖ = 24.0. We then computed the scores of
the top 500 DD sequences in the last generation of Ex-
periment 2. The results are shown in Table IV. While the
best score of the obtained sequences is worse than best
score of CDD32, it is clear that on average, the obtained
sequences still work fairly well. This also suggests that
our algorithm is potentially capable of adapting to the
particular noise Hamiltonian, as the learned sequences
outperform known DD-families in Experiment 2.
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Previous
Next gate
I X Y Z
I 0.00% (0.00%) 0.04% (0.08%) 0.15% (0.68%) 0.02% (0.08%)
X 0.05% (0.22%) 5.38% (5.04%) 30.53% (30.47%) 1.39% (1.26%)
Y 0.07% (0.20%) 30.17% (30.47%) 18.40% (18.61%) 5.84% (5.50%)
Z 0.01% (0.02%) 1.90% (1.68%) 5.75% (5.42%) 0.30% (0.27%)
TABLE II: The frequency of length-2 subsequences, from the training set and the set generated by the trained LSTM
(given in parentheses) at the generation 30 of Experiment 3. The total number of subsequences is around 1.2 million
Second
Last gate
I X Y Z
I 0.00% (0.00%) 0.02% (0.05%) 0.12% (0.55%) 0.00% (0.01%)
X 0.00% (0.00%) 1.40% (1.22%) 11.99% (11.52%) 0.32% (0.32%)
Y 0.15% (0.47%) 44.79% (45.09%) 33.39% (33.54%) 4.11% (3.85%)
Z 0.01% (0.01%) 2.38% (2.14%) 1.05% (0.98%) 0.28% (0.26%)
TABLE III: The frequency of length-3 subsequences started with the gate X, from the training set and the set
generated by the trained LSTM (given in parentheses) at the generation 30 of Experiment 3. The total numbers of
the subsequences started with X are around 450 thousands.
Sequences 〈ς〉 min ς
EDD8 0.002781 0.002203
CDD32 0.053753 0.000432
Top 500 sequences 0.001081 0.000626
TABLE IV: A comparison between the scores of the top
500 DD sequences in the last generation of Experiment
2 and some DD families for the larger bath
dim(HB) = 128. The best score of the 500 sequences is
worse than best score of CDD32. However, it is clear
that on average, the obtained sequences still work fairly
well.
Appendix B: Best Sequences
We list here the best sequences we found in Experiment
1,2 and 3 from the numerical results section. We denote
the identity by I, X,Y, Z refer to the respective Pauli-
matrices. Note that we show only the first half of the
complete sequence as the second one is just the first half
reversed.
Experiment 1 X, Y, X, Z, X, Y, X, Z, Z, X, Y, X, Z,
X, Y, X
Experiment 2 Z, Z, X, Z, Z, Z, X, Z, Z, X, Z, X, X, X,
Z, X, X, X, Z, X, X, Z, X, X, X, Z, X, Z, Z, X, Z, Z
Experiment 3 Z, X, Z, Z, Y, X, Y, Z, Y, X, Y, X, Y,
Y, X, Y, Y, Y, Y, X, Y, Y, Y, X, Y, Y, X, Y, X, Y, X,
Y, Y, Z, X, Z, Y, Z, X, Z, Y, X, Y, X, X, Y, X, Y, X, Y,
X, Y, Y, X, Y, Y, Y, X, Y, X, X, Y, X, X
Appendix C: Comparison of optimization algorithms
In this section, we will give a comparison between sev-
eral optimization algorithms applied to black-box prob-
lems. In other words, the algorithm needs to optimize
(minimize) the objective function f only by looking at
the values of f(x) (without knowing the concrete for-
mula of it). We are going to look at the following types
of algorithms:
• Gradient-based algorithms (when we can access the
gradient of f), e.g. Newton’s method, variants of
gradient descent.
• Metropolis-Hasting algorithms and its variants, e.g.
simulated annealing
• Genetic algorithm and its variants, e.g. probabilis-
tic model building genetic algorithm (PMBGA).
The performance of an optimization algorithm depends
heavily on the class of the problems it is applied to. (This
fact is remotely related to the “no free lunch theorem
for optimization”). Thus in the following, we will use
different objective functions to illustrate the strong and
weak points of those algorithms.
1. Gradient based algorithms
To understand the idea of these algorithms, it is
enough to consider f : R → R defined on a single vari-
able. The simplest gradient descent for finding the min-
imum of f is the following iterative algorithm: starting
12
10 5 0 5 10
X
2.0
1.5
1.0
0.5
0.0
0.5
1.0
1.5
2.0
Y
A fast oscillating function
FIG. 3: The plot of function (C1).
from a random number x0 and successively computing
xn+1 = xn − αf ′(xn). Gradient based algorithms per-
form well on functions with non-vanishing gradients al-
most everywhere and very few local minima, and likely
have a poor performance otherwise. For example, the
above algorithm would perform very well on a simple
function f(x) = x2, but much worse on the following fast
oscillating function
f(x) = sin(8x) + 0.5 sin(4x) (C1)
+ 0.3 sin(2x) + 0.1 sin(x)
We plot the above function in Figure 3. It is easy to see
we can construct f(x) =
∑N
i=1 ai sin(2
ix) such that the
chance of finding the global minimum is arbitrarily small.
2. Simulated annealing
Simulated annealing (SA) and its variants stem from
the Metropolis-Hastings algorithm. The main idea is
constructing a family of probability distribution p(x, T )
based on the values of the objective function f(x), with
the requirement p(x, 0) > 0 only when x is a global mini-
mum of f . Then we repeatedly sample from p(x, T ) while
slowly decreasing T . In practice, simulated annealing is
also an iterative algorithm, i.e. it chooses xn+1 based on
xn. Since SA uses the Metropolis-Hastings algorithm as
a subroutine, there is a non-zero chance to choose xn+1
such that f(xn+1) > f(xn). So in principle, SA could
escape from local minima, which is an advantage com-
pared to gradient descent. SA also works for functions
with discrete variables. As a trade-off, it is likely to be
slower compared to gradient descent when f has very
few local minima. Moreover, while SA has the mecha-
nism to escape from local minima, in practice it could
work poorly on functions with many local minima and
high barriers between them, e.g. the Function (C1).
3. Genetic algorithms and beyond
In this subsection we will assume f has the form
f : RN → R. A common feature in all versions of genetic
algorithms (GA) is that they maintain a population of
solutions {~xi, 1 ≤ i ≤ M}, where ~xi = (xi1, . . . , xiN ).
For the first generation, a number of M ′ > M solutions
is randomly generated, then we pick the ~xi with the M
smallest f(~xi) as the population. To generate new poten-
tial solutions for new generations, several different oper-
ations are introduced. In the original genetic algorithm,
the two such operations are crossover and mutation. The
effect of the mutation operation on a solution ~x is
(x1, . . . , xj , . . . , xN )→ (x1, . . . , x′j , . . . , xN ) ,
where x′j is a random number. The crossover operation
acts on two solutions ~x and ~y
(~x, ~y)→ (x1, . . . , xj , yj+1, . . . , yN ) ,
where the position j is picked randomly. Then we can use
these two operations to generate M ′′ new test solutions
from the first generation, combine them with the M old
solutions and pick the top M solutions as the popula-
tion of the second generation. Later generations can be
obtained by repeating these steps.
To illustrate the advantage of the (original) genetic al-
gorithm, we can consider the following objective function
f
f(~x) =
∑
j
fj(xj) .
In this case, if f(~x) is (relatively) small, then either∑k
j=1 fj(xj) or
∑N
j=k+1 fj(xj) is (relatively) small. Thus
the crossover operations serve as non-local jumps, while
the mutation operations help to find local minimum.
However, in general, it is not clear for what kind of func-
tion f the inclusion of the crossover operations could
provide an advantage. It is easy to construct counter-
examples such that the crossover operations deteriorate
the performance, such as
f(~x) = f(~xa, ~xb) = ‖~xa − ~xb‖ ,
where ~xa, ~xb has equal dimension, and ‖ · ‖ is the Eu-
clidean norm. Clearly, in most cases, the crossover of
two good solutions will only produce inferior new solu-
tions.
It turns out that the most important feature of ge-
netic algorithms is the use of a population. In compar-
ison, other optimization methods we mentioned previ-
ously only keep track of the last test solution. If we
are willing to believe that good solutions of the function
f have a certain structure (thus partially dropping the
black-box requirement of f), it is possible that we can
identify this structure from the solutions in the popula-
tion, and then generate new test solutions. This idea has
led to the so-called probabilistic model building genetic
algorithm (PMBGA) and its variants [34, 39]. The op-
timization algorithm we introduced in the main text is
also closely related to this idea.
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A
(a) Correct hypothesis allows us to sample from a
smaller region. (Red points correspond to smaller
f(x, y))
S0
S1
S2
S3
(b) Concatenating the operation performed in
Figure (a) allows us to sample from sets Si with
better and better solutions.
FIG. 4: These two figures can be viewed as an outline
of our algorithm. Figure (a) demonstrates that if we
can model the distribution correctly, then we will be
able to sample from good solutions more efficiently.
Figure (b) illustrates the idea of concatenating the step
performed in Figure (a) in order to achieve an
exponential speedup compared to random search.
Instead of going through the details of these algo-
rithms, we will explain the idea using a simple example,
as illustrated in Fig 4. Suppose that we want to minimize
a function f(x, y) with two variables which defined on a
finite region of R2, and prior knowledge of f allows us to
make the hypothesis h that all points {(x, y)} with values
f(x, y) < M live in a certain region A (e.g. the rectan-
gular in Fig 4a). By sampling random points from the
domain of the function, we can verify or refute the hy-
pothesis h. For simplicity, we assume h is satisfied for all
sampled points and N of them is inside the region, then
the opposite hypothesis “an α fraction of points {(x, y)}
with values f(x, y) < M live outside the region A” will
give the observed data a likelihood of (1−α)N . Thus, we
can just optimize f over the region A by ignoring a very
small fraction of the good solutions. It is easy to see that
we can iterate this process, as long as we can formulate
a small number of hypothesis such that one of them will
describe the good solutions correctly. Our algorithm in
the main text resembles this toy example. However, for
functions in high dimension and sophisticated generative
models such as RNNs, it is hard to give a mathematical
justification like in the above example.
It is natural to concatenate the above process (see Fig-
ure 4b). Let S0 be the domain of f , and S1 be the points
in region A. By sampling enough points from S1, we
might be able to build a model and sample from a even
smaller set S2 with the good solutions (e.g. find a re-
gion B ⊂ A). This way we will introduce a series of sets
{Si}i≤K that we can sample from. Assuming the order
of these subsets satisfies |Si+1| < 12 |Si|, then in the ideal
scenario the above iterative algorithm would provide an
exponential speedup with respect to K. However, it is
worth pointing out that automatically building a model
from a data set is, in general, a difficult task (if possible
at all).
As another concrete example, we can consider the ob-
jective function (C1) and a routine which looks for the
periodicity of the data and then generates new test solu-
tions accordingly. After we go through multiple genera-
tions, it is likely that the population would converge to
the correct periodic subset that has the minimum f(x).
4. Summary
As seen in the discussion above, each of these optimiza-
tion methods has its strong and weak points. Thus differ-
ent methods are chosen depending on the prior knowledge
we have on the concrete problems. It should be empha-
sized that we should not consider these methods as in a
pure competition; instead, they can be used in comple-
ment with each other. For example, stochastic gradient
Langevin dynamics (SGLD) [40] can be viewed as a com-
bination of gradient descent and annealing, and in [41],
it is mentioned that inclusion of the deterministic hill
climber (discrete version of gradient descent) can lead to
a substantial speedup in the PMBGA.
Appendix D: Machine Learning
This section will give a brief overview over the subfield
of machine learning known as supervised learning and in-
troduce a model for time-series data, known as Recurrent
Neural Networks (RNN). Furthermore, some aspects of
the optimization of this class of models will be elaborated
on.
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1. Supervised Learning
The field of machine learning can be divided into three
main subfields: supervised learning, unsupervised learn-
ing and reinforcement learning. These branches differ
from each other by the way in which the respective mod-
els obtain information about the utility of their generated
outputs.
In the case of supervised learning, it is assumed that
for every input that a model shall be trained on, a ”su-
pervisor” provides a target, corresponding to the desired
output of the model for the given input. These pairs of
inputs and desired outputs are then used to make the
model learn the general mapping between input and out-
put.
More formally and from a Bayesian perspective, one
assumes to have a dataset D of size N , consisting of sev-
eral tuples of i.i.d. observations x ∈ Cl and correspond-
ing targets y ∈ Ck, such that
D = {(xi, yi)|Ni=1}
where xi and yi are instances of two random variables X
and Y respectively. These random variables are assumed
to be distributed according to some unknown probability
distribution pGen, the so-called data-generating distribu-
tion,
X,Y ∼ pGen(X,Y ).
The goal of any supervised learning method now is to
approximate the conditional distribution pGen(Y |X) in
a way that allows for evaluation in some new observation
x∗ /∈ {xi}|Ni=1. Since pGen is not available, one resorts
to fitting the empirical distribution pEmp given by D as
surrogate problem.
A typical way of deriving a concrete optimization-
problem from this is to make an assumption regarding
the form of pGen and treating the model at hand as a
distribution pM (Y |X,Θ) of this kind, parametrized by
the parameters of the model Θ that are also often called
the weights of the model. Now, the fitting of the model
can be perceived as a maximum-likelihood problem and
hence the supervised learning problem can be formulated
as
max
Θ
L(Θ|D) = max
Θ
∏
i
pM (yi|xi,Θ),
making use of the i.i.d.-assumption. A commonly em-
ployed trick to obtain a more benign optimization prob-
lem is to instead optimize the negative log-likelihood. As
the logarithm is a monotonic function, this transforma-
tion does not change the location of the optimum in the
error landscape, but turns the product of probabilities
into a sum over the tuples in D. This step then yields a
minimization problem, given by
min
Θ
− 1
N
∑
i
log pM (yi|xi,Θ)
which is also called empirical risk minimization (ERM).
These statements of the problem can now be tackled
with the optimization methods appropriate for the given
model. In the case of the RNN, gradient-based optimiza-
tion is the state-of-the-art approach and will be explained
in Section D 3.
While it is obvious that fitting a model with respect
to pEmp is identical to fitting it to pGen as long as every
tuple in D is only considered once, this is not necessar-
ily true anymore when considering each tuple multiple
times. This however is needed by many models in order
to fit their parameters to a satisfying degree. In order
to prevent the model from learning characteristics of the
empirical distribution that are not present in the data-
generating distribution, a phenomenon commonly known
as over-fitting, often some form of regularization is ap-
plied. This may be done by punishing too large parame-
ter values, stopping the training after performance starts
to decrease on some hold-out data set or by averaging
over multiple models. Note that in the Bayesian picture
some penalty-terms can be perceived as the logarithm
of a prior distribution over Θ, hence turning the opti-
mization problem into finding the maximum a-posteriori
parameters.
2. Recurrent Neural Networks
In this section, the Recurrent Neural Network model
will be introduced. We will start with an introduction of
the standard version of the model and based upon this,
explain the advanced version of the model employed in
this work in a second step.
a. The Standard RNN Model
In many areas of application, the data can be perceived
as, often non-Markovian, discrete time-series data, such
that an observation xt ∈ Rl at some time t depends on
the previous observations xt−1, . . . , x1 or with respect to
the framework introduced above,
Xt ∼ p(Xt|Xt−1, . . . , X1).
While Markov Chains have been the state-of-the-art ap-
proach for this kind of data during the last decades, with
the recent rise of artificial neural networks, RNNs [42, 43]
have also gained momentum and are now generally con-
sidered to be the most potent method.
A RNN is defined by the two non-linear maps st : Rl →
Rh and ot : Rh → Ro given by
st = fs(Uxt +Wst−1 + bs)
ot = fo(V st + bo),
where U ∈ Rh×l, W ∈ Rh×h, V ∈ Ro×h, bs ∈ R1×h,
bo ∈ R1×o and the trainable parameters of the mod-
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FIG. 5: The standard model of a Recurrent Neural
Network shown for three time-steps.
els are constituted by Θ = {U, V,W, bs, bo}. The non-
linear function fs is often chosen to be tanh, the rectifier-
function given by
rect(x) = max(0, x)
or the sigmoid-function given by
sigm(x) =
1
1 + e−x
.
The function fo must be chosen according to the distri-
bution that is to be approximated by the model. For
the case of a multinoulli distribution as assumed in this
work, the corresponding function would be the softmax,
defined as
softmax(x)j =
exj∑
k e
xk
,
the superscripts in this case denoting the single elements
of the vector x.
The intuition behind this simple model is that it com-
bines its information about the input at a given time
step with a memory of the previous inputs, referred to as
state of the network. The precise nature of this combina-
tion and the state depends on the weight matrices U and
V and the bias-vector bs. The combined information is
then used as input of the chosen non-linear function fh
to generate the next state. From this state, the output ot
is then computed as defined by W , bo and fo. The effect
of an RNN acting on the sequence {xt} is illustrated in
Figure 5.
From the above explanation, it is clear that the power
of the model depends strongly on the size of the hid-
den state h. It should however also be noted that an-
other effective way of increasing the expressive power of
an RNN is to construct a composition of multiple func-
tions of the form of st, see Figure 6. In the machine
learning terminology, the respective functions are called
the layers of an artificial neural network and the number
of composed functions is referred to as the depth of a
network. The layers between the input and the output
are referred to as hidden layers. The common intuitive
reasoning behind stacking multiple layers is that it will
ot 1 ot ot+1
xtxt 1 xt+1
… …
FIG. 6: An illustration of an RNN with 3 hidden layers.
allow the network to learn a hierarchy of concepts, called
features, from the initial input data. Thereby, the fea-
tures are assumed to be of increasing complexity with
every layer, as they are based on a linear combination
of the features learned by the layer below. Apart from
this intuitive reasoning, also more rigorous work on the
benefits of using at least one hidden layer between input
and output can be found in the literature[44–46]. This
ansatz of increasing the power of neural network mod-
els via deepening their architecture is publicly known as
Deep Learning and has led to a drastic increase in suc-
cess of machine learning methods during the last decade.
However, having a composition of many state-computing
functions of similar size can slow down the optimization
process. This is why, when forming such a composition,
each pair of functions is often connected via a simple lin-
ear projection from the space of the state of the earlier
function onto some lower-dimensional space that is then
used by the following function. Note that while all the
above claims seem natural and lead to a good enough per-
formance for our paper, more benchmarking is needed to
really confirm them.
Now, in the case of supervised learning, one assumes
to be in possession of a set of time-series x1, . . . , xn that
shall be used to let the RNN learn to predict series of
this kind. The natural way of doing this is to define the
pairs (xi, yi) := (xt, xt+1). While in principle the model
is capable of taking into account all previous time steps,
in practice it shows that optimization is only feasible for
a relatively short number of steps. This is mainly due to
the fact that the gradients that are needed to optimize
the parameters of an RNN tend to grow to infinity or
zero for higher numbers of steps. This will be discussed
more in-depth below.
b. Long Short-Term Memory Networks
In order to improve upon the standard RNN, Hochre-
iter et. al. introduced the Long Short-Term Memory net-
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FIG. 7: The Long Short-Term Memory model
illustrated in a schematic way. In addition to the
diagram above, the input gate i, the forget gate f and
the output gate o all depend on the current input xt
and previous state of the network st−1, as described
in (D1).
work (LSTM) [47], which provides a different way of com-
puting the state of an RNN. Hence the following set of
equations can be perceived as a replacement for st from
the previous section. The main advantage of the ap-
proach is that it drastically mitigates the problem of un-
stable gradients by construction. It is defined by the
following set of equations,
it = sigm(U
ixt +W
ist−1 + bi)
ft = sigm(U
fxt +W
fst−1 + bf )
ot = sigm(U
oxt +W
ost−1 + bo)
c˜t = tanh(U
c˜xt +W
c˜st−1 + bc˜)
ct = ct−1 ∗ ft + c˜t ∗ it
st = tanh(ct) ∗ ot
(D1)
where again xt is the input at time step t, st−1 is the
previous state of the network and ct is the state of the
cell. U i, Uf , Uo, U c˜ ∈ Rh×l, while W i,W f ,W o,W c˜ ∈
Rh×h, bi, bf , bo, bc˜ ∈ R1×h and ∗ denotes the element-
wise multiplication.
As it can be seen from the equations, the way in which
an LSTM computes the state is a bit more involved. If
needed, it may however just be treated as a black box
and can be stacked just in the same manner as it was
described for the plain RNN model. The general idea of
an LSTM is to give the model a higher degree of control
over the information that is propagated from one time
step to the next. This is achieved by making use of so-
called gates that control the information flow to and from
the network and cell state. These gates, by taking into
account the previous state and the new input, output
vectors of values in [0, 1] that determine how much infor-
mation they let through. In the equations given above,
it is called the input gate, ft is referred to as the forget
gate and ot denotes the output gate. Now, the mechanism
works as follows:
• For a given time step t, the new input and previ-
ous network state are processed by c˜t like for the
standard RNN and the output values are squashed
to the interval [−1, 1] to yield candidate values for
the next cell state.
• The input gate it determines how to manipulate
the information flow from the candidate cell state.
Likewise, the forget gate ft determines how to affect
the information flow form the old cell state. The
gated previous cell state and the gated input are
then added to form the new cell state ct.
• Finally, the output gate ot determines what to out-
put from the new cell state. The new cell state
is then also projected onto the interval [−1, 1] and
put through the output gate to become the network
state.
The whole process is shown in Figure 7.
Naturally, there exists a plethora of possibilities to
adapt the normal LSTM as explained above. One im-
portant enhancement is commonly referred to as peep-
holes, which allows the gates to incorporate the cell state
via an extra term in the sum, in addition to the input
and the network state. One other popular possibility in-
troduced in [48] is the use of projection layers between
different time steps of LSTM. In this case, we replace
st−1 by rt−1 in the equations for it, ft, ot and c˜t and add
the simple equation
rt = W
pst
where W p ∈ Rk×h is the projection matrix. In this work,
we have made use of both of these extensions of the nor-
mal LSTM. For an exhaustive overview over the known
variants of the LSTM, we refer the interested reader
to [32].
3. Optimization of RNNs
As the optimization problem described in the begin-
ning of this section can not be solved analytically for
the models considered in this work, gradient-based ap-
proaches have established themselves as the state of the
art. However, in the case of fitting the parameters of
neural network models, three main restrictions need to
be accounted for:
1. The number of parameters for neural network mod-
els easily exceeds 100,000 and can for larger ar-
chitectures go up to several tens or even hundreds
of millions. Hence, computing the Hessian (or its
inverse) explicitly is not tractable and so, one is
limited to first-order or approximative second-order
methods.
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2. As the error function that is minimized is only a
surrogate error function, its global optimum is not
necessarily the optimum of the error function one
actually wants to minimize.
3. For many real-world data sets, computing the gra-
dient of the complete sum of the error function over
all samples is not feasible. Hence, the sum is nor-
mally split up into smaller parts called mini batches
and these batches are looped over. A complete loop
over D is then called an epoch.
These restrictions have led to the rise of an own sub-
field of machine learning that is concerned with the par-
allelization of gradient computations in the mini batch
case, the approximation of second-order information and
the formal justification for the splitting up of the error
function. All of the currently available methods are nev-
ertheless extensions of the simplest method for gradient-
based optimization known as steepest gradient descent :
At iteration i in the loop over the batches, the parame-
ters Θ are updated according to
Θi+1 = Θi − γ ∂E
∂Θi
where E(D,Θ) is the respective error function and γ is
called the step rate. The most straight forward natural
adaption is to make γ depend on the iteration and slowly
decrease it over time, following the intuition that smaller
steps are beneficial the closer one gets to the respective
optimum. In addition to that, many methods employ
some kind of momentum term [49] or try to approximate
second order information and scale the gradient accord-
ingly [36, 50].
Besides this, the size of the batches also has an influ-
ence on the performance of the respective optimization
method. In the extreme case where each batch only con-
sists of one sample, the gradient descent method is known
to converge almost surely to an optimum under certain
constraints [51]. As picking individual samples for op-
timization can be perceived as sampling from the em-
pirical distribution to approximate the overall gradient,
this method is called stochastic gradient descent (SGD).
Using single data points however is computationally in-
efficient and by definition leads to heavily oscillating op-
timization, so it is common practice to resort to larger
batches. Following the ERM-interpretation, batches B
consisting of SB samples are often used to compute an
approximation of the mean gradient over D given by
〈 ∂E
∂Θi
〉D ≈ 〈 ∂E
∂Θi
〉B = 1
SB
∑
(x,y)∈B
∂E(x,y)
∂Θi
where obviously
lim
|B|→|D|
〈 ∂E
∂Θi
〉B = 〈 ∂E
∂Θi
〉D.
This interpretation is used, e. g. by the recently proposed
algorithm Adam which has been shown to yield very good
local optima while being very robust with respect to noisy
gradients and needing comparatively little adjustment of
its parameters. We have employed Adam for fitting the
models used in this work.
While the approach to optimizing artificial neural net-
works is well established, this does not change the fact
that the optimization problems posed by them are inher-
ently difficult. It is well known that the error landscape
becomes less smooth the more layers one adds to a net-
work. This results in error surfaces with large planes
where ∂E∂Θ ≈ 0 that are followed by short but very steep
cliffs. If the step rate is not adapted correctly, the opti-
mization procedure is very likely to get stuck in one these
planes or saddle points and to jump away from an opti-
mum in the vicinity of Θ if evaluated on one of the cliffs.
The phenomena of the frequent occurrence of very large
or very small gradients are referred to in the literature
as the exploding gradient or vanishing gradient problem
respectively. To get a better understanding of why these
problems exist, it is instructive to examine how the gra-
dients for a given model are obtained.
As has been explained above, multi-layer neural net-
work models are a composition of non-linear functions
Rik → Rok : xk+1 = fk(Wkxk + bk), where Wk is the
weight-matrix, bk the bias-vector, x0 the input data and
xK the final output of the network. From this definition
it is clear that ok = ik+1. For convenience, we define
yk ≡ Wkxk + bk. In order to obtain the gradient for a
specific Wk or bk one must obviously make use of the
chain rule, such that
∂E
∂Wk
=
∂E
∂xk+1
∂xk+1
∂yk
∂yk
∂Wk
=
∂E
∂xK
 K−1∏
j=k+1
∂xj+1
∂xj
 ∂xk+1
∂yk
∂yk
∂Wk
and
∂E
∂bk
=
∂E
∂xk+1
∂xk+1
∂yk
∂yk
∂bk
=
∂E
∂xK
 K−1∏
j=k+1
∂xj+1
∂xj
 ∂xk+1
∂yk
∂yk
∂bk
where ∂∂Wk is the shortcut of doing the derivative
element-wise: [
∂
∂Wk
]
ab
=
∂
∂[Wk]ab
The same convention applies to ∂∂bk . As
∂
∂Wk
and ∂∂bk
depend on all the gradients of the later layers, this for-
mulation yields an efficient method of computing the gra-
dients for all layers by starting with the uppermost layer
and then descending in the network, always reusing the
gradients already computed. Together with the fact that
many of the commonly used non-linearities have an easy
closed-form expression of the first derivative, this allows
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FIG. 8: An illustration of how we truncate the gradient
computation for long sequences. Here we divide the
sequences into two halves. As the first step, we compute
the gradient of the error function E(~x1, ~o1) with respect
to the parameters U, V,W , while ignoring the other half
of the network. In the second step, we compute the
gradient of E(~x2, ~o2), while treating the final state of
the network st of the first half as a constant. The final
gradients are approximated by the sums of these two
constituents. Thus, we are able to avoid the instability
of computing gradients, but still capture the correlation
between two halves, since we feed the final network
state st into the second half.
for fully automatic computation of the gradients as it is
done in every major deep learning framework. This dy-
namic programming method of computing the gradients
is known in the literature as Back-Propagation. The van-
ishing (exploding) gradient problem arises because of the
product
∏K−1
j=k+1
∂xj+1
∂xj
in the above equations. For exam-
ple, if one of the
∂xj+1
∂xj
≈ 0 in the product, then likely
we have ∂E∂Wk ≈ 0, which leads to an ineffective gradi-
ent descent. Similarly, if many of the terms
∂xj+1
∂xj
have
large norms, then there is a possibility that ∂E∂Wk becomes
too large, which often causes the optimization method to
jump out of a local optimum.
In the case of an RNN as defined in Section D 2, the
above generic equations for the derivative become a lit-
tle more involved, as in addition to the term for possibly
multiple stacked layers, a term accounting for states of
previous times has to be added. Nevertheless, at the
heart of the problem, it is still about computing deriva-
tives of composite functions. This slightly more involved
back-propagation method is known as Back-Propagation
through Time and can also be fully automatized. Simi-
lar to the multi-layer neural network models mentioned
above, the gradient computation of RNNs also has these
instability issues. As can be seen from Figure 5, the same
matrix W is used in all time step of an RNN. Thus, a tiny
change of W could affect the output ot drastically when
the time step t gets big. In other words, the derivative
of the error function E with respect to W could again
become very large or very small in certain situations. To
deal with this issue, we could truncate the number of time
steps during the computation, as described in Figure 8.
More discussion on this topic can be found in Section 3.2
of [29].
Appendix E: Technical Aspects
For the implementation of this work, we have made use
of Python with the numerical libraries NumPy, SciPy and
TensorFlow [52–54]. All experiments were run on single
workstations with up to 8 threads and a GeForce Titan
X. The runtime of the experiments varied, depending on
the optimization parameters, from a few hours to several
days.
