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A simple scanning-type binary logical computer starts by assigning 
the truth-value 0 to all the variables (propositions) and systemati- 
cally executes a binary count until the truth value 1 is assigned to 
all variables. With n variables a scan of 2 ~ steps is then needed. At 
each step, all the logical constraints usually are tested simultaneously 
and only when all are satisfied is a solution to the problem obtained. 
The principle, and the machine, described here give a greatly com- 
pressed procedure; they are such that the constraints are examined 
individually, not simultaneously; if one or more is unsatisfied, a 
simple criterion is acted upon which greatly reduces the total number 
of steps required to find the first solution or any number of solutions. 
A further criterion is established when the last solution has been 
found, and the machine may be stopped. 
It is thought hat this short-cut procedure may be of value to 
scanning-type logical computers for working with large numbers of 
variables. 
I. INTRODUCTION 
We shall be concenled here with problems in logic, rather than with 
problems involving arithmetic operations; that is, with problems in- 
volving the connectives not, and, or, i f . . .  then, if and only if, or else. 
Further, two-valued logic only is considered, with propositions having 
one of two truth-values--true or false; many-valued logics may of course 
be reduced to two-valued (Rose, 1958) though in practice this may 
greatly increase the labor. 
The sort of practical problems which are described more naturally by 
propositional logic, rather than by arithmetic, are typified by switching 
systems, by air-traffic control, by railway signaling systems, by time- 
tables of all kinds, etc. In nearly all these problems the main difficulty 
lies in the great number of variables (propositions) involved, rather than 
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in the number of equations (logical constraints). For example, an ordi- 
nary school timetable involving the variables of classes, teachers, times, 
and rooms can readily involve a thousand or more two-state variables. 
It  is frequently the ease that only one, or perhaps a few, solutions are 
required, since these may be adequate for many practical design pur- 
poses. But the solution of logical problems normally involves an ex- 
haustive procedure, which presents all possible solutions, at the cost of 
enormous analytical labor. 
It would be of inestimable value if there could be developed a hybrid 
logic-algebra, by which means approximate solutions to logical problems 
would be found--with some appropriate measure of the error, because 
there are numerous practical problems for which we might be content 
with solutions which are "good enough," but which involve some sacri- 
flee. Alternatively, we might find that an adequate solution quickly 
offers itself if we can afford to relax one constraint. Unfortunately, no 
such body of theory is known to us. 
Even worse than this; if we regard the solutions to a two-valued logicM 
problem as lying at certain vertices of a hypercube (n-space, for a prob- 
lem with n propositions, each true or false) then there is no known way 
of measuring the "logical distance" of any vertex from any one of these 
solution-vertices, nor its direction. If there were, then we might perhaps 
make a machine which "gropes its way" towards a solution under the 
fed-back control afforded by systematic measurement of such a distance, 
with a direction. But we cannot do this} 
The solution of logical problems with large numbers of variables, rep- 
resenting many practical situations, presents great difficulties at present 
owing to the lack of a theoretical framework. The computer described in 
this paper aims to make a small contribution to this field. I t  has been 
designed to deal with only 16 variables (propositions); a small number, 
maybe, but sufficient to illustrate the principles and adequate to provide 
an estimate of the economics of a larger machine. 
I I. PROBLEMS IN TWO-VALUED PROPOSITIONAL LOGIC 
Elementary propositions are symbolized by letters, A, B, C etc. and 
they are to be taken as true (1) or false (0). Practical examples of propo- 
sitions are unlimited, and may be exampled by the following: 
(A) The railway signal is set at danger. 
1 The situation may be different with multivalued logics and has been con- 
sidered by Cowan (1959). 
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TABLE I 
LOGICAL CONNECTIVESAND TRUTH VALUES 
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ElementarYA andPr°P°siti°nsB A or B A implies B A if ifandB only A or else B 
A B A.B  AvB A DB A-~B A~B 
1 1 1 1 1 1 0 
1 0 0 1 0 0 1 
0 1 0 1 1 0 1 
0 0 0 0 1 1 0 
(B) The geography class is held on Mondays. 
(C) Park Lane is a one-way street. 
Elementary propositions are combined together by logical connectives 
to form complex propositions, or logical constraints.  A set of such con- 
straints represents a logical problem; a solution is then represented by 
an assignment of truth-values 1 or 0 to every elementary proposition 
such that all constraints are satisfied simultaneously. 
The logical connectives we use are given in Table I, with their truth- 
values. 
IIl. SOLUTION BY  EXHAUSTIVE  SCANNING PROCEDURES 
We are not concerned here with the formal solution of logical problems, 
using the method of construction of true-tables and all the devices of the 
logician, but strictly with a special type of scanning procedure. For the 
simple exhaustive scanning procedure the various elementary proposi- 
tions A, B, C, .-- , n are listed in some specific order and all assigned 
the truth value 0. This array is then regarded as a binary number of n 
digits and is progressively counted upon the binary scale until an array 
of l's is reached. In this way every conceivable combination of l 's and 
O's is assigned to the propositions A, B, C, .-- , n. At each step, the 
logical constraints are tested to see if they are satisfied; only if all are 
satisfied simultaneously is a solution said to be found. 
This exhaustive scanning procedure is unnecessarily engthy, and we 
shall describe here proposals for shortening it considerably. 
There have been several machines constructed in the past for carrying 
out such exhaustive scanning procedures (Gardner, 1958); in particular 
that of McCallum and Smith--a relay machine dealing with problems 
having up to 7 logical variables (McCallum and Smith, 1951). The 
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logical constraints were set up by interconnecting logical connective 
boxes with a series of plug-leads, and the machine scanned through a 
("reflected") binary scale from 0000000 to 1111111, stopping at any 
stage at which all the constraints were simultaneously satisfied. 
We shall now discuss a major modification of this procedure whereby 
the constraints are examined individually instead of simultaneously. 
IV. A PRACTICAL SHORT-CUT SCANNING PROCEDURE 
The proposMs to be made are best explained by means  of an example. 
Suppose we have 7 logical variables (propositions) A, B, C, D, E, F, G 
with the following constraints between them: 
Constraint 1 
Constraint 2 
Constraint 3 
Constraint 
Constraint 5 
CDG 
~.~A ~ (F~-~C)  
B .F - -A  .~G 
D =- (B ~ F) 
(A v Dv  F) D~.~C.E  
(1) 
The constraints above are listed in arbitrary order. Suppose we now list 
the variables in alphabetic order (i.e., arbitrarily) and, assigning the 
truth-vMue 0 to all of them, procede to count up in a binary seMe. 
Table I I  shows the first few steps of such a totally arbitrary scanning 
procedure. 
Notice that 5 binary steps are taken before we make a change even 
in the variable E. Yet, note, no single constraint in our problem (1) con- 
rains only these variables (F, G or E, F, G). These steps are therefore 
purposeless. Consider instead a slightly less-purposeless ordering of the 
variables A, B, C, etc, as illustrated by Table III. We shall denote the 
left-hand side variables in a scan table, such as Table I I  or Table III, as 
the most significant and the right-hand side variables as the least-signifi- 
cant. Now, take constraint 1 from the list (1); it contains variables, 
C, G. Put these at the most significant end. Next, constraint 2 contains 
the additional variables A, F; list these next. Again, constraint 3 con- 
rains a further variable B; list this next. Continue down the list of con- 
straints until all variables are listed. The order is now C, G, A, F, B, D, E 
(still arbitrary inasmuch as the constraints (1) are themselves arbi- 
trarily ordered). 
Listed in this way, the variables are now arranged in groups, such that 
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TABLE II 
AN ARBITRARY BINARY-CoI3NTING SC2~N OF THE LOGICAL PROPOSITIONS 
A B C D E F G 
0 0 0 0 0 0 0 
0 0 0 0 0 0 1 
0 0 0 0 0 1 0 
0 0 0 0 0 1 1 
0 0 0 0 1 0 0 
: etc. 
TABLE  I I I  
A SYSTEMATIC ORDERING OF THE VARIABLES 
Groups  
/Only  these  5. - 
I var iab les  4. 
conta ined  3. 
! in const ra in t  no: 2. - 
CG, AF, B, D, E. 
"Most  s igni f icant  . . . .  Least  s ign i f i cant"  
constraint (1) contains variables in group 1; constraint (2) the variables 
only in group 2 ; . . .  etc. Table I I I  represents the arrangement. 
Table IV shows an exhaustive binary scan, of 2 ~ = 128 steps, of these 
7 variables ordered as in Table III, together with arrows indicating the 
steps followed by our compressed scan procedure, to be described next. 
The scanning commences with the truth-value 0 assigned to all these 
variables. 
In the actual eomputor (Vaswani, 1960) (to be described in Section 
VI), these truth values are represented by the on/off states of electrical 
relays. Electrical plug-in units are also provided, which can be inter- 
connected so as to represent the constraints. Again, automatic hecking 
is provided at every step of the scan to determine which of the various 
constraints remain unsatisfied. The constraints are tested individually 
now, not simultaneously. 
Correspondingly we do not now require an exhaustive binary scan. 
Instead, the machine observes which constraints are unsatisfied, with, 
initially, the truth value assignment 0000000 given to the variables. In 
our example, it is found that only constraint 2 is unsatisfied; conse- 
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quently it is known to be purposeless to continue binary scanning from 
the least-significant end, as in Table II, because constraint 2 will remain 
unsatisfied. 
Instead, the machine changes the state of variable F, from 0 to 1, 
being the least significant variable of the unsatisfied constraint 2. The 
state of the scan is now 0001000 so that 24 binary steps have been 
bridged in one big overstep. These overstepped binary numbers will not 
be required at any stage, since the machine "knows" that all will leave 
constraint 2 unsatisfied. 
Scanning continues: it is found that with this state 0001000, con- 
straints 2, 4, 5 are not satisfied. Consider the next transition. Although 
constraints 4 and 5 might possibly be satisfied by adding unity to E or 
D the machine "knows" that constraint 2 will continue to be unsatisfied 
(as stated in the last paragraph). Consequently the next step is to add 
unity to the state of F, giving the next truth value assignment 0010000. 
At this stage, constraints 3 and 5 remain unsatisfied. In the next 
transition, therefore, unity is added to the least significant variable in 
constraint 3, giving the assignment 0010100. (Note we do not add rarity 
to the least significant variable of constraint 5 because, although this 
constraint 5 may then be satisfied, it is known that constraint 3 will not 
be satisfied--and far more binary numbers are overstepped by adding 
1 to a variable of this "more significant group." 
The machine continues. At every transition, the constraints are tested 
individually and the unsatisfied ones noted. Then unity is added to the 
least significant digit of the most left-hand group representing an un- 
satisfied constraint. In this way the biggest oversteps are made, giving 
the quickest route to a solution. Eventually all constraints are found to 
be satisfied simultaneously and the first solution is found. Table IV 
shows g complete binary scan containing 27 -- 128 entries, whilst the 
arrows show the oversteps which represent our abbreviated scan. The 
four solutions to the problem (1} are shown boxed. Note that the first 
solution 0011101 is reached in only 6 steps, as opposed to the 29 steps 
required by the exhaustive binary scan. Again, the 4 solutions to problem 
(1) are seen to be found in 18 steps (arrowed), instead of 59 steps. 
By the procedure described the machine finds all the solutions. How- 
ever, unless precautions are taken the machine will continue scanning 
until the end. But, using this shortened scanning method, a criterion can 
be set up whereby the machine "knows" when no further solutions re- 
main to be found. We describe this next. 
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TABLE V 
GROUPS AND SETS OF  VARIABLES 
ABC, DE, 
Set number 1 2 
F~ . . .~ . . . ,  e tc .  
3 5, . . .  
FIG. 1. Block schematic diagram of abbreviated-scan logical computer. 
V. RECOGNITION THAT THE LAST SOLUTION HAS BEEN FOUND 
The last arrow in Table IV indicates the state 1111000, which is not 
boxed, but only underlined. It  is not a solution but, at that state, the 
machine "knows" no further solutions exist and stops itself. To see how 
this recognition takes place, consider the example again. 
At the penultimate scan-stage the state is 1110111. At this stage, con- 
straint 5 is unsatisfied. Hence unity is added to the least significant end 
of group 5, (which is E) bringing the scan-state to 1111000. At this state, 
constraints 2, 4, and 5 are found to be unsatisfied. If we apply the rule 
of changing the least significant digit of the most significant group 
(group 2) we see that no further changes are possible, since the digits 
involved are all 1. Thus no further solutions exist; the machine then 
stops scanning. 
VI. BLOCK SCHEMATIC DIAGRAM OF EXPERIMENTAL MACHINES 
The machine constructed for experimental purposes was relay- 
operated and capable of solving problems involving 16 logical variables 
and not more than 100 logical connectives (Vaswani, 1960). 
Referring to the block diagram of Fig. 1 it is seen that the heart of the 
machine is a 16-stage binary counter into which digits (pulses) may be 
added at any stage. The binary variables of a problem are set out in this 
counter, as in Table I I  above. The machine operates synchronously, 
being controlled by the clock-pulse generator. 
The truth-value assigned to an elementary proposition (binary 
variable) is represented by the state of the output wire of the corre- 
sponding stage of this binary counter which is held at a positive potential 
to represent truth and at earth potential to represent falsity. 
Plug-in units are interconnected according to the problem constraints. 
The truth-value of each constraint is represented by the state of an out- 
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put wire which is fed back to control the routing of the clock pulses to 
the correct stages of the binary counter, in order to generate the form of 
abbreviated scan described in Section IV. 
The presence of a solution to the problem is indicated by a positive 
potential appearing on the output wire of the final AND gate. It is ar- 
ranged that the action of the clock-pulse generator is inhibited when a 
solution occurs, thus causing the machine to cease scanning until it is 
manually restarted. 
The termination of the scan is brought about by the emission of a 
carry pulse from the numerically most significant stage of the binary 
counter. 
I CLOCK-PUL,~E~ l 
GENERATOI~ 1 
CIRCUITRY T0 EXAMINE THE 
OUTPUTS OF THE LOGICAL 
CONSTRAINT UNITS TO ,SEE 
WHICH CONSTRAINTS ARE 
NOT ~AT/SFIF--D AND TO 
ROUTE THE. CLOCK-PULSE,.% 
TO THE CORRECT ,.STAGES 
OF THE BINARY COUNTER 
ill 
WITH LOGICAL CON,STRAIKIT~ 
~NPUT WIRES 
TO COUNTER. 
i I6-STAGE I~INARY COUNTER I -THE..STATE OF" THESE. 
1 [ ~ I I I W~RES REPRESENTS THE. 
~L ~ ~, ~/ . . . . . . . . . .  ~ ' - -  - -ASS IGNMENT OF" TRUTH-  
ACCORDANCE ! 
] Thi..F_ STATE OF EAC..J40l ~ 
t THESE WIRE5 REPRESENTS 
- -  THE TRUTH-VALUE OF ONE 
LOGICAL COMSTRA IN"l" 
I FINAL (AND GATE ] AN OUTPUT FROM TWE- 
FINAL. ~AND' GATE iNDICATES 
THE OCCURRENCE OF 
A ,SOLUTION 
Fro. 1. Block schematic diagram of abbreviated-scan logical computer. 
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VII. ORDERING THE LOGICAL CONSTRAINTS AND VARIABLES 
The method of ordering the logical variables explained in Section IV 
does not produce a unique ordering since (a) the ordering of constraints 
is, as yet, arbitrary, and (b) given a particular ordering of the constraints, 
the ordering of the variables within any group is not unique. One purpose 
of this experimental machine has been to investigate the way in which 
the total number of steps in the abbreviated scan varies with alternative 
orderings, and to see if any rules could be established for ordering the 
constraints and variables o as to achieve a scan of minimal ength. No 
general rules have been found, but it is found that the following em- 
pirical rules exercise considerable control: 
(a) Order the constraints by choosing first that constraint containing 
the fewest variables (or one of these if there are several containing an 
equal number of variables) and then select successive constraints so as 
to minimize the number of additional variables introduced at each stage. 
Thus, the successive groups of variables are formed by adding as few 
variables as possible each time (see Table III). 
(b) From experience it often proves possible to estimate, by consider- 
ing the logical form of the constraints, the proportion of truth-value 
assignments to the variables of each constraint which satisfy that con- 
strMnt alone. If, for some constraints, this proportion ismuch lower than 
for the remaining constraints then these constraints hould be given 
priority in the ordering. 
The first of these rules was found to be the overriding rule leading, in 
general, to orderings of the constraints and variables for which the 
length of scan was far shorter than for most arbitrarily chosen orderings. 
With some of the problems tried rule (b) led to a slight improvement 
though this was not invariably the case. More often than not the extra 
work involved in applying rule (b) was not justified by the slight im- 
provement that resulted. 
The following points should be noted :-- 
1. These rules do not, in general, lead to a unique ordering of the 
variables and constraints. When a number of alternative orderings result 
some of these will produce a shorter scan than others, though generally 
they will all be much better than most arbitrary orderings. 
2. It is sometimes possible to hit upon a completely arbitrary ordering 
which is better than any of those produced according to the above em- 
pirical rules. This seems to be a feature of the kind of logical problem 
studied. 
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VIII. COMPRESSION FACTOR OF THE ABBREVIATED SCAN 
The compression factor is defined as the ratio: 
number of truth-value assignments u ed with exhaustive scan 
number of truth-value assignments u ed with abbreviated scan. 
We have solved many problems using this machine and, on an average, 
the compression factor obtained for 16-variable problems was of the 
order of 100. The problem chosen for illustrating our argument in this 
paper (Table IV), was deliberately selected to have few variables and 
so has a poor compression ratio of only 4. 
It is extremely difficult to predict what compression factor might be 
obtained with more complex problems involving much larger numbers 
of variables; this depends upon the logical form of the constraints, the 
proportion of truth-value assignments satisfying each constraint, and 
the way the variables group when ordered. Unfortunately, so many of 
our logical problems in real life (e.g., fimetabling, signaling etc.) are 
characterized by having very large numbers of variables. The most im- 
portant hing, we suggest, is to estimate whether the compression factor 
increases linearly or exponentially with the number of logical variables. 
Thus, with the fastest computer today we cannot, in any reasonable 
time, deal with logical problems, by exhaustive scanning, involving more 
than 40 variables (24o steps). Does our reduced scanning procedure 
merely reduce this by a factor or by orders of magnitude? 
In the Appendix, admittedly after imposing some rather severe re- 
strictions upon the logical constraints of a problem, an expression is de- 
rived for the compression factor that would be obtained using the abbre- 
viated scanning techniques. 
If, in addition to the above mentioned restrictions, we assume that: 
(i) each constraint is satisfied by one half of the truth-value combina- 
tions that may be assigned to its variables, and (ii) when ordering the 
constraints and variables, two variables are introduced by each succes- 
sive group, so that the number of groups is half the total number of 
variables in the problem, then a compression factor of 2 "/2 would be ob- 
tained, where v is the total number of variables in the problem. 
This means that, whatever the largest problems may be that can be 
solved in a given time and with given computing facilities, problems in- 
volving twice as many variables can be solved in the same time with the 
same facilities if the abbreviated scanning technique is used. Our 40 
variables, mentioned above, become 80. 
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Although the restrictions imposed to obtain these results may seem 
severe, it should be remembered that we are trying only to distinguish 
between a linear and an exponential law. 
APPENDIX 
POSSIBLE COMPRESSION FACTORS 
We should like to be able to predict, for any given problem, the factor 
by which the number of steps in our abbreviated scan is smaller than the 
number of steps in an exhaustive scan. We call this ratio the "compres- 
sion factor." 
Consider as an example the logical problem consisting of the following 
set of logical constraints: 
Constraint 1 involving variables A, B, C 
Constraint 2 involving variables B, C, D, E 
Constraint 3 involving variables A, D, F, etc. 
To solve this problem by the method we have described, the variables 
are ordered and arranged into groups as in Table III. Let us refer to the 
variables added to form the successive groups as sets (see Table V). 
In the above example, constraint 2 involves the variables B, C in 
set 1. This means that the number of truth-value assignments to D, E 
which satisfy constraint 2 depends upon the truth-values that have been 
assigned to B, C. The following calculation of the number of steps in 
the abbreviated scan assumes that this is not the case. It therefore applies 
only to the class of problems in which the proportion of truth-vMue as- 
signments to the variables in set i which satisfy constraint i is inde- 
pendent of the truth-values that have been assigned to the variables in 
se ts l to i -  1. 
Let the number of truth-value assignments o the variables in set 1 
which satisfy constraint i be S.~ and let N~ be the number of assignments 
not satisfying constraint i. 
Then, since the variables of set i are scanned only when constraints 
1 to i - 1 are all satisfied the total number of moves, M, in the scan can 
be expressed as follows, where r is the number of constraints: 
M = N~ + S~ (N2 + S2(N~ + . . .  + Sr_2(N~.-~ + S~._~(N~. + St) . . .  ) 
= N1 + $1N2 + $1S2N3 + . . .  + $1S2 . . .  S,,-1Nr + $1S2 . , .  S~.-ISr .
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If it is further assumed that: 
& = 52 = & = S 
N1 = N2 = N~ = N 
then, 
31 = N + SN + S2N-F  " "  -F ST-1N-?  S ~. 
Therefore, 
M=Sr(S  +N-1) -N  
8 - 1 (1)  
Let f,  be the proportion of truth-value assignments o group i satisfying 
constraint i. Similarly let f~ be the proportion ot satisfying constraint i.
thus, 
S 
f~ - 2v~ 
N 
f~ - 2,~ 
where  v~ is the number of variables in set i. If it is assumed that all the 
sets are of equal size such that 
then 
M='"~ , ( f -1 ) - .5 .2  
f~-2 ~-  1 
if f~.2" >> 1 (v = variables per set). 
M ~'L~'2~ -A~ .~:-~'~'r- . (2) 
L 
Now, 2 "~ is the number of moves in an exhaustive scan (since v-r is the 
number of variables in the problem). Hence the compression factor is 
given by 
(1y-* 
F = \L/ (a) 
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where f~ is the proportion of truth-value assignments to the variables in 
each group satisfying the corresponding constraint, and r is the number 
of constraints. 
Thus, for a given number of sets of variables, the compression factor is 
independent of the size of the sets. However, for a given problem the 
compression factor increases according to the power of the number of 
sets of variables. 
Although very high compression factors can be obtained with large 
problems the number of moves in the abbreviated scan will usually re- 
main too large for practical purposes. 
Example 
Suppose that a problem has 100 variables and that these are arranged 
in 10 sets with 10 variables per set. Let the proportion of truth-value 
assignments to the variables of each set which satisfy the corresponding 
constraint be 1/t0. Thus, 
v = 10; r = 10; f~ = 0.1. 
The compression factor in this ease is F = 10 9. However, the number of 
steps in the abbreviated scan is still 
21°° lOa°= 102~ 
M =@~1~ ~ 
This scan could not be performed exhaustively on any existing computer, 
although it is conceivable that the first solution might be found, if this 
would be acceptable. 
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