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Abstract
The non-equivariant topology of Stiefel manifolds has been studied extensively,
culminating in a result of Miller demonstrating that a Stiefel manifold splits sta-
bly to a wedge of Thom spaces over Grassmannians. Equivariantly, one can con-
sider spaces of isometries between representations as an analogue to Stiefel man-
ifolds. This concept, however, yields a different theory to the non-equivariant
case. We first construct a variation on the theory of the functional calculus
before studying the homotopy-theoretic properties of this theory. This allows
us to construct the main result; a natural tower of G-spectra running down
from equivariant isometries which manifests the pieces of the non-equivariant
splitting in the form of the homotopy cofibres of the tower. Furthermore, we
detail extra topological properties and special cases of this theory, developing
explicit expressions covering the tower’s geometric and topological structure.
We conclude with two detailed conjectures which provide an avenue for future
study. Firstly we explore how our theory interacts with the splitting of Miller,
proving partial results linking in our work with Miller’s and conjecturing even
deeper connections. Finally, we begin to calculate the equivariant K-theory of
the tower, conjecturing and providing evidence towards the idea that the rich
topological structure will be mirrored on the K-theory level by a similarly deep
algebraic structure.
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Chapter 1
Introduction
1.1 Motivation - The Miller Splitting Theorem
Let Vn(C
n+t) be the Stiefel manifold of n-frames in Cn+t. One can also think
of Vn(C
n+t) as the space of all linear isometries Cn → Cn+t. In particular, the
unitary group U(n) is the Stiefel manifold Vn(C
n).
For an unbased space X we use the notation X∞ for the Alexandroff one-
point compactification of X , which we think of as a based space based at the
added point at infinity. Using this terminology we can study the homotopy the-
ory of Vn(C
n+t)∞, the based version of the naturally unbased space Vn(C
n+t).
The stable homotopy theory of these spaces was first studied by James, who in
[11] demonstrated that the suspension spectrum Σ∞ΣCPn−1∞ splits off stably
from the spectrum Σ∞U(n)∞.
This result prompted many interesting avenues of research, for example the
development of a stable splitting of the loop space of the unitary group, ΩU(n).
Moreover, the result led to calculations regarding the homotopy theory of the
classifying space of the unitary group, BU(n).
Further research came from the study of the part left when one splits off
Σ∞ΣCPn−1∞ from Σ
∞U(n)∞. This idea was studied by Miller, who in [20]
proved that Stiefel manifolds have a stable splitting. The proof of this result
can also be found in the survey article [5], within the paper [13] and in Appendix
A of this document.
In order to state the Miller splitting we first need to establish some notation.
Firstly we let Gk(C
n) denote the Grassmannian of k-dimensional subspaces of
Cn. Further, we let T be the tautological bundle over Gk(C
n):
T := {(V, v) : V ∈ Gk(C
n), v ∈ V }.
We also wish to define one other bundle over Gk(C
n). Firstly we note that
the unitary group U(k) has as its associated Lie algebra the space u(k) of skew-
Hermitian k × k matrices. Also note that u(k) has an action of U(k) via the
adjoint representation. We take the bundle T to have structure group U(k)
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and we denote the principal bundle by P . Hence via the Borel construction we
define the following bundle over Gk(C
n):
u(T ) := P ×U(k) u(k).
Finally, we use the notation XV to denote the Thom space of the vector
bundle V → X .
Theorem 1.1.1 (Miller). There is a stable homotopy equivalence:
Σ∞Vn(C
n+t)∞ ≃
n∨
k=0
Σ∞Gk(C
n)u(T )⊕Hom(T,C
t).
Let I be a choice of inclusion Cn → Cn+t. The proof of the Miller splitting
begins with the definition of the Miller filtration:
Fk(Vn(C
n+t)) := {A ∈ Vn(C
n+t) : rank(A− I) 6 k}.
Miller first demonstrated that the space Fk(Vn(C
n+t))\Fk−1(Vn(C
n+t)) is
in fact diffeomorphic to the total space of the bundle u(T ) ⊕ Hom(T,Ct) over
Gk(C
n) and that this diffeomorphism is compatible with the projection maps
down to the base space. Hence he extends this to the following based homeo-
morphism:
Fk(Vn(C
n+t))
Fk−1(Vn(Cn+t))∞
∼= Gk(C
n)u(T )⊕Hom(T,C
t).
Thus there is a collapse Fk(Vn(C
n+t))∞ → Gk(C
n)u(T )⊕Hom(T,C
t). Miller
then builds a stable map Σ∞Gk(C
n)u(T )⊕Hom(T,C
t) → Σ∞Fk(Vn(C
n+t))∞ such
that composition with the stabilization of the collapse map gives the identity
self-map of Σ∞Gk(C
n)u(T )⊕Hom(T,C
t). This map is referred to in the literature as
the splitting map. This is then enough to prove the splitting via some standard
results in homotopy theory.
Moreover, this splitting also appears in cohomology. The result below is well
known for ordinary integral cohomology, it was proved by Kitchloo in [13] for
the stated level of generality:
Theorem 1.1.2 (Kitchloo). Let E be a multiplicative complex oriented coho-
mology theory. Then E˜∗(U(n)∞) is an exterior algebra of dimension n over
E∗(pt) generated by E∗(CPn−1). Moreover, we have the following cohomology
level composition of the splitting map with the inclusion Fk(U(n))∞ → U(n)∞:
E˜∗(U(n)∞)→ E˜
∗(Fk(U(n))∞)→ E˜
∗(Gk(C
n)u(T )⊕Hom(T,C
t)).
Then the cohomology of E˜∗(Gk(C
n)u(T )⊕Hom(T,C
t)) is isomorphic to the kth
exterior power of the exterior algebra and the map above is the projection to this
exterior power. Similar results hold for Vn(C
n+t).
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This was then extended by Strickland in Section 4 of [29] to cover unitary
bundles. Overall, this gives a rather satisfying picture of the homotopy theory
of Vn(C
n+t) - the space splits up stably into finite geometrically nice pieces in
a natural way, further this splitting can be identified in cohomology. The goal
of this document is to explore an equivariant generalization of these ideas.
Normally with equivariant topology the first thing to do is see what happens
in the na¨ıve case, fix a group G, put G in front of everything and hope things
work. Within this framework it is possible to do this, however, this loses some
information. The equivariant analogue of Vn(C
n+t) is not just Vn(C
n+t) with an
action, rather it is something slightly different which cannot be studied simply
by studying an equivariant form of the above theory. However, results similar
to those depicted above can be found using different techniques, and the spirit
of Miller’s and Kitchloo’s results motivate study of the equivariant question.
1.2 How to Generalize
Throughout this section and most of the rest of the document we let G be a
fixed compact Lie group and work G-equivariantly; we take all our actions to be
from the left. In order to equivariantly generalize the Miller splitting we need
to come up with an equivariant analogue of Vn(C
n+t). As mentioned earlier,
one can consider Vn(C
n+t) as a space of isometries. This leads us towards the
following definition:
Definition 1.2.1. Let V0 and V1 be two complex G-representations of finite di-
mension with invariant inner product. We let d0 := dim(V0) and d1 := dim(V1),
then we restrict to the case where d0 6 d1. The other case is easily observed to
be trivial. Define L(V0, V1) to be the space of isometric linear maps from V0 to
V1 with the following group action:
g.θ(v) = gθ(g−1v).
Here g ∈ G, θ ∈ L(V0, V1) and v ∈ V0.
Remark 1.2.2. L(V0, V1) is compact. Hence the based space L(V0, V1)∞ has
an isolated basepoint.
This gives us our equivariant analogue for Vn(C
n+t). Sadly, however, we
cannot simply repeat Miller’s process for L(V0, V1). In the first stage of the
splitting proof one built a filtration of Vn(C
n+t) using a canonical choice of
inclusion I : Cn → Cn+t. Equivariantly, however, we may well not have this
choice. If V0 and V1 have unmatching group actions then there is no equivariant
inclusion V0 → V1 and thus no starting filtration. In order to include V0 into
V1 in any reasonable way one would require V0 to be a subrepresentation of V1.
In this case we have a filtration and it is easy to see that an equivariant Miller
splitting follows, the proofs in the cited texts or in Appendix A are natural
enough to preserve any group actions. If the actions are incompatible, however,
then this approach is simply unworkable and we need a new angle of attack.
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In lieu of the above, L(V0, V1) will not in general split stably in a fashion
matching the non-equivariant case. However, equivariant analogues of the Thom
spaces in the non-equivariant splitting do play a role in the equivariant stable
homotopy theory around L(V0, V1). Before stating the main result we first make
a single technical change.
Definition 1.2.3. Let V be a finite dimensional Hermitian vector space. Then
by choosing an orthonormal basis for V one can write an endomorphism of V as
a matrix α. Set the adjoint matrix of α to be α† := α¯t, the conjugate-transpose
of α.
Now let s(V ) denote the space of selfadjoint endomorphisms of V :
s(V ) := {α ∈ End(V ) : α = α†}.
Elements of s(V ) are called positive if their eigenvalues are positive real
numbers. Let s+(V ) be the space of weakly positive (i.e. nonnegative) self-
adjoint endomorphisms of V and let s++(V ) be the space of strictly positive
endomorphisms of V . We also note here that s(V ) carries the structure of a
real vector space, thus we can think of s(V )∞ as a sphere and for convenience
of notation set Ss(V ) := s(V )∞.
Finally for any Hermitian space W we have the bundle s(T ) over Gk(W )
given by:
s(T ) := {(V, α) : V ∈ Gk(W ), α ∈ s(V )}.
Miller’s work was phrased in terms of the unitary Lie algebra u(V ) and it’s
associated bundles; we choose to switch to phrasing things in terms of s(V ) as it
proves to be more compatible with the functional calculus techniques we use in
Chapter 3. This is easily done as multiplication by the imaginary number i gives
a homeomorphism u(V ) ∼= s(V ). Moreover, the Miller splitting can be reproved
using s(V ) from the start rather than just using the above homeomorphism at
the end of the proof; we do this in Appendix A.
We note two more things before stating the main result. Firstly, we use the
term ‘G-spectrum’ in the below statement. We refer the reader to Section 2.1
to detail precisely what we mean but we note here that our G-spectra are ones
indexed on a chosen complete G-universe and that an equivariant suspension
spectrum functor Σ∞ does exist. We also note a single convenience of notation.
We use as a shorthand Hom(T, V1 − V0) for the virtual bundle Hom(T, V1) −
Hom(T, V0) over Gk(V0). We can now state the theorem:
Theorem 1.2.4. There is a natural tower of G-spectra from Σ∞L(V0, V1)∞ to
the sphere spectrum S0:
Σ∞L(V0, V1)∞
pid0→ Xd0−1
pid0−1→ . . .
pi2→ X1
pi1→ S0.
Further, the map Σ∞L(V0, V1)∞ → S
0 comes from the projection L(V0, V1) →
pt. and the homotopy cofibre of the map πk is the suspension of the below Thom
spectrum; equivalently in the stable category the homotopy fibre of πk is the below
spectrum:
Σ∞Gk(V0)
Hom(T,V1−V0)⊕s(T ).
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The word natural here means that all steps taken in the proof are natural
enough to preserve the group action and associated structures. This gives us
something similar and yet different from Miller’s result. The same pieces of
information as in the splitting, the Thom spectra, appear. However, they occur
in a slightly different form to how they do in the non-equivariant case. The
majority of this document is dedicated to constructing this tower and proving
this theorem.
Following on from this, we choose to explore certain topological properties
of the theorem. Our goal is to document a complete picture of the general
geometry and topology surrounding the tower, which we achieve through explicit
statements regarding the maps and homotopies involved.
Finally, we consider two follow-up conjectures to our work. Firstly, if V0
is a subrepresentation of V1 then Miller’s result does follow, so we explore our
theorem in this setting:
Conjecture 1.2.5. In the case where V0 is a subrepresentation of V1 the tower
of Theorem 1.2.4 suitably degenerates to produce an equivariant stable splitting
which interacts well with the geometry and topology used in Miller’s work.
This claim is still unproven, however, we detail evidence strongly suggesting
that the claim is correct. Further, we can prove the result in the special case
where d0 = 2. Finally, as Kitchloo demonstrated the Miller splitting in coho-
mology, so too do we wish to demonstrate that our tower’s properties transfer
across to equivariant cohomology. We work in reduced complex equivariant
topological K-theory as the theory is highly calculable.
We apply K-theory to various portions of the tower. We note here that
a calculation over the whole tower would be an extremely in-depth exercise,
however, the local calculations at least suggest a way forward. The results
imply the following claim, which we conjecture in more detail in Chapter 8. If
this claim were to be true then we would retrieve a suitable equivariant extension
to the splitting exhibited by Kitchloo:
Conjecture 1.2.6. The equivariant K-theory of the tower resembles a Koszul
complex, with the differentials running between the equivariant K-theory of
each Σ∞Gk(V0)
Hom(T,V1−V0)⊕s(T ). Moreover, the equivariant K-theory of each
Σ∞Gk(V0)
Hom(T,V1−V0)⊕s(T ) is an exterior power of some exterior algebra over
the representation ring of G. Finally if V0 is a subrepresentation of V1 the
differentials are zero and the equivariant K-theory of L(V0, V1) is an exterior
algebra.
We conclude with a remark that we also believe that this result holds for
other equivariant cohomology theories. We limit ourselves to working in K-
theory, however, as it offers us a lot of scope for direct calculations and ‘brute
force methods’. Moreover, in the equivariant world the concept of ‘any’ equiv-
ariant cohomology theory is hard to pin down, as for truly universal statements
in cohomology one needs to make certain restrictions and assumptions about
the group involved. Studying this claim in more generality and for other coho-
mology theories is a future goal of the author.
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1.3 Chapter Layouts
The work proceeds in the following way. Firstly we conclude Chapter 1 with two
sections on notation, conventions and technicalities. Section 1.4 is a centralized
reference point for much of our notational and other conventions. Further, we
finish the chapter with a technical section compiling together many standard
continuity and properness results that we will need. This section, 1.5, is not
original.
Chapter 2 is our first background chapter, all of the work is previously
known. Section 2.1 details the categories of G-spaces and G-spectra that we
will work in. In particular, this section discusses the equivariant suspension
spectrum functor and notes how certain space-level constructions behave when
transferred to spectra. Section 2.2 then covers the basic theory of homotopy
cofibre sequences, the topological construction we will be using as part of our
main result. This is extended in Section 2.3 where we detail a method of building
cofibre sequences via NDR pairs, another topological construction which we
also define. We then spend a section detailing how cofibre sequences interact
with quotients - the results in Section 2.4 will allow us to simplify the proof of
Theorem 1.2.4 by taking a quotient at a certain point. This section also includes
a brief exposition of the theory of cubical diagrams and total cofibres. Finally
in Section 2.5 we cover how to retrieve stable splittings from cofibre sequences
with certain properties; this theory is used in the proof of the Miller splitting
and we will use it to conjecture certain results in Chapter 7.
Chapter 3 is our final background chapter. This chapter deals with the
functional calculus, a theory from functional analysis. The standard theory is
found in Section 3.1, none of this chapter is original. In Section 3.2, however,
we expand and generalize the functional calculus to a more general context;
this theory is prevalent throughout the rest of the document. We then use the
expanded theory in Section 3.3 to build various NDR pairs and cofibre sequences
which will be used in the proof of the main theorem. Finally, in Section 3.4 we
cover the homotopy classification of maps built from our functional calculus
extension, proving a nice classification result which determines when two maps
of this type are homotopic.
We state the main theorem in Chapter 4. Section 4.1 details a statement of
the main result as well as defining sets that will become the spectra in our tower.
These sets are then topologized in Section 4.2 - the interesting topology they
hold will be used in many continuity arguments. This section also explicitly
defines the spectra in our tower. We then take a detour into the topology
and equivariance of bundles over Grassmannians in Section 4.3. This section is
unoriginal but we gather together the results to be complete and to be rigourous
when defining certain G-spaces that will build the G-spectra that we claim are
the cofibres of the tower. We construct the spectra from the spaces in Section
4.4. Finally, in Section 4.5 we write down unstable maps which will stabilize to
become the maps in our tower. We do not prove here, however, that these maps
are well-defined - this will be exhibited for one map in Chapter 5 and proved
for the other map in Chapter 6.
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We prove the meat of the result - that the cofibres of the maps in our tower
are as claimed - in Chapter 5. This is done firstly for the top of the tower
in Section 5.1 by proving that the top of the tower is isomorphic to a cofibre
sequence built in Chapter 3. We then explain a method of generalization in
Section 5.2 before using this to prove the result for the whole tower in Section
5.3 - in this section we simplify the proof somewhat by taking a global quotient
as discussed in 2.4.
Chapter 6 then covers further topological properties of the tower. Section
6.1 remedies the problem of taking a quotient by giving explicit lifts of the maps
involved - this section demonstrates that one of the maps in the general cofibre
sequence is as described in Section 4.5. Section 6.1 completes the work on defin-
ing explicit unstable maps to build the tower of Theorem 1.2.4, we then spend
Section 6.2 explicitly writing down the null-homotopies of each composition in
each cofibre sequence. Finally the bottom portion of our tower holds nice extra
geometric and topological properties, this is explored in Section 6.3.
Chapter 7, our first conjectural chapter, covers the special case of our work
when the Miller splitting can also be built. Section 7.1 conjectures how our
spectra and the spectra in the Miller filtration are related, providing evidence
suggesting that our claims are true. The consequences of this conjecture are
explored in Section 7.2 to derive Conjecture 1.2.5, further the evidence provided
in Section 7.1 allows us to prove Conjecture 1.2.5 in the dimension 2 special case.
We then state an equivalent conjecture in Section 7.3; again we provide evidence
that this conjecture is true. That all these conjectures are equivalent is then
proved in Section 7.4.
Our final chapter, Chapter 8, conjectures details about the equivariant K-
theory of the tower built in Theorem 1.2.4. Section 8.1 covers the basic results
in equivariant K-theory that we will need, this section is unoriginal. Section 8.2
then applies this theory to partially calculate the K-theory of the bottom of the
tower. Finally, we conjecture in Section 8.3 a more detailed conjecture similar
to Conjecture 1.2.6. To do this we use the evidence of the previous section,
while also noting the obstructions that prevent the general calculation following
through directly from the results concerning the bottom of the tower.
Finally, we present as an appendix a proof of the Miller splitting. Appendix
A is unoriginal, but we include the work to establish our conventions and to
allow easy referral to the various maps and spaces involved in the proof of the
Miller splitting.
1.4 Conventions
We conclude this chapter with two sections on notational conventions and conti-
nuity notes that we will use throughout the document. This section supplements
the notation and conventions already laid out in the proceeding sections and is
gathered together to act as a centralized reference point for the reader. Firstly
we note a stylistic tendency. When defining certain spaces we will occasion-
ally use a dash as a notational convention for the unbased space, for example in
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defining certain based spaces X˜k in Chapter 4 we first define unbased spaces X˜
′
k
and set X˜k := (X˜
′
k)∞. This notational style occurs throughout the document.
On equivariance, the one notational convention we take is writing U 6 V
to denote that U is a subrepresentation of a representation V . We also use
this notation in the non-equivariant case to denote vector subspace, we rely on
context to determine which meaning we mean at any given time.
Regarding suspensions, we use the standard notation Σ for reduced suspen-
sion. We want to be consistent, however, on how Σ is parameterized. As a
standard we will be taking the ‘coordinate’ in Σ to lie in R - we will explicitly
mention when this is not the case. Regarding maps involving suspensions, we
use the notation below for maps of the form f : X → ΣY :
f : X © // Y.
We next explicitly define two particular subspaces of homomorphisms that
will occur throughout:
Definition 1.4.1. Let V and W be vector spaces. Define:
Inj(V,W ) := {γ ∈ Hom(V,W ) : γ is injective},
Inj(V,W )c := {γ ∈ Hom(V,W ) : γ is not injective}.
At various points we will both implicitly and explicitly use choices of home-
omorphisms between R, (0,∞) and (0, 1). We always take R ∼= (0,∞) via the
exponential map which we denote by both exp(x) and ex depending on context;
we use e for the exponential of a number but tend to use exp when we mean the
exponential of a matrix or similar. In both cases log is our standard notation
for the inverse. We also make the below choice:
Definition 1.4.2. Whenever we consider (0, 1) ∼= R we do so via the function
log(x/(1 − x)).
Finally, we make a single remark on our conventions concerning categories,
suspending further discussion until Section 2.1:
Remark 1.4.3. For a space X we use the notation X not only to refer to
the space, but also to the suspension spectrum Σ∞X . We rely on context to
determine whether we mean the space or spectrum at any one time.
1.5 Notes on Continuity and Properness
As we are mostly dealing with compactified spaces we need to be careful regard-
ing a lot of continuity arguments. In particular the properness of certain maps
tends to come into play. Hence we conclude Chapter 1 with a detour covering
various standard results from general topology that will be used throughout the
document. The first lemma is standard:
Lemma 1.5.1. Let f : X → Y be a continuous map. Then f has a continuous
extension f∞ : X∞ → Y∞ if and only if f is proper.
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This indicates the importance of proper maps in the based case. A useful
tool is the following lemma:
Lemma 1.5.2. Let X, Y and Z be locally compact Hausdorff spaces, f : X → Y
and g : Y → Z. If g ◦ f is proper then f is proper.
Proof. Let U be a compact subset of Y , we wish to show that f−1(U) is compact.
The space g(U) is compact as it is the continuous image of a compact space.
The map g ◦ f is proper, thus (g ◦ f)−1(g(U)) is a compact subset of X . This,
however, is f−1(g−1(g(U))). The space f−1(U) is a subspace of this, we claim
that f−1(U) is closed and thus compact as it is the closed subspace of a compact
space. This is true as f is continuous and U is a compact subspace of a Hausdorff
space, and thus closed. Hence f−1(U) is closed and hence compact as required.
As demonstrated above, being closed is intrinsically linked to being compact
for Hausdorff spaces. Hence knowledge of a map being closed is useful in certain
properness arguments. The below result, Proposition 8.2 in Chapter 1 of [4],
is useful for constructing properness arguments involving Cartesian products
when combined with Tychonoff’s Theorem:
Lemma 1.5.3. The projection map π0 : X × Y → X is closed if Y is compact.
We now cover a nice general result which allows us to equip a space with
two seemingly different equivalent topologies - this will prove useful in many of
the later continuity arguments.
Lemma 1.5.4. Let X and Z be locally compact and Hausdorff and let f :
X → Z be a continuous proper map. Setting Y := f(X), we have an obvious
inclusion of sets j : Y ֌ Z and surjection p : X ։ Y . Moreover, as f is a
proper map of locally compact Hausdorff spaces we have the continuous extension
f∞ : X∞ → Z∞. Setting Y∞ := f∞(X∞), we again have an obvious inclusion
of sets j∞ : Y∞ ֌ Z∞ and surjection p : X∞ ։ Y∞. These fit into the below
diagram of sets:
X
p // //

iX

Y //
j //

iY

Z

iZ

X∞ p∞
// // Y∞ // j∞
// Z∞
Then there are unique topologies on Y and Y∞ such that:
1. Y is locally compact and Hausdorff and Y∞ is its one-point compactifica-
tion.
2. p is a proper quotient map.
3. j is a proper closed inclusion.
4. p∞ is a quotient map.
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5. j∞ is a closed inclusion.
6. iY is an open inclusion.
Proof. We first prove that the quotient topology on Y∞ from p∞ and the sub-
space topology on Y∞ from j∞ are equivalent. Moreover, in doing this we will
demonstrate that j∞ is closed under this topology. Let U ⊆ Y∞ be closed in the
quotient topology. Then p−1∞ (U) is a closed subspace of the compact space X∞
and hence compact. Further, f∞(p
−1
∞ (U)) is the continuous image of a compact
set and hence compact, hence closed in Z∞ as Z∞ is a Hausdorff space. As f∞
is surjective onto Y∞, the above remarks imply that j∞(U) is closed and thus
U is closed in the subspace topology.
Now let U be open in the subspace topology on Y∞. By assumption U =
j−1∞ (V ) for some open subset V of Z∞. One can observe that p
−1
∞ (U) = f
−1
∞ (V )
which is open as f is continuous. Thus U is open in the quotient topology. We
have thus proved that the quotient and subspace topologies on Y∞ are the same
and that j∞ is closed.
We now equip Y with three topologies - the subspace of Y∞ topology, the
subspace of Z topology and the quotient of X topology. We prove that the three
topologies are equivalent. Let τq be the quotient topology, τs the subspace of Z
topology and τ∞ the subspace of Y∞ topology. Similarly, let τ
∞
q and τ
∞
s be the
quotient and subspace topologies on Y∞. Let U ∈ τ∞, then U = U∞ ∩ Y for
some U∞ open in Y∞. Then U∞ ∈ τ
∞
q and thus p
−1
∞ (U∞) is open in X∞. As a
set, it is clear that p−1∞ (U∞) ∩ X = p
−1(U). Moreover, p−1∞ (U∞) ∩X is easily
observed to be open in X , hence U ∈ τq.
Similarly, we also note that U∞ ∈ τ
∞
s and thus there is a V∞ open in Z∞
such that V∞ ∩ Y∞ = U∞. Setting V := V∞ ∩ Z it is clear to see that as sets
V ∩ Y = U and that V is open in Z. Thus U ∈ τs.
We now wish to show that if U ∈ τq then U ∈ τ∞. As U ∈ τq then p
−1(U)
is open in X and hence open in X∞. This is enough to show that U ∈ τ∞.
Similarly, if U ∈ τs then there exists V open in Z such that V ∩Y = U . That V
is open in Z, however, implies that V is open in Z∞ and from here it is simple
to see that U ∈ τ∞. This proves the equality of the three topologies.
We now equip Y with this topology.With it Y is the quotient of a locally
compact space and the subspace of a Hausdorff space and hence Y is locally
compact and Hausdorff. That Y∞ is the one-point compactification of Y is easy
to see from the equivalence of all the topologies. The claimed properties then
all follow.
Finally, many of the spaces we work with are topologized via a norm. We
would like to get a handle on what compactness means in this case, which we
do with the below standard lemma:
Lemma 1.5.5. Let V be a finite dimensional normed space. Then a subset U
is compact if and only if it is closed and bounded.
Proof. We first note that via the Heine-Borel Theorem the closed unit ball of
a finite dimensional normed vector space is compact. Thus via noting that
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scaling is a continuous self-map we have that any closed ball in V is compact.
A bounded set by definition is a set contained within a closed ball, so a closed
and bounded set U will be a closed subset of a compact closed ball. V is
Hausdorff as standard, hence U is compact. Conversely, let U be compact. By
the Heine-Borel Theorem U is complete and totally bounded but this implies
the result as completeness implies that U is closed and U being totally bounded
implies that U is bounded.
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Chapter 2
Cofibre Sequences and
NDR Pairs
2.1 On Categories of Spaces and Spectra
We open this chapter by remarking briefly on the categories we choose to work
in. Firstly when we say space, we actually mean G-equivariant compactly gen-
erated weak Hausdorff space. We let Map(X,Y ) denote the space of maps from
X to Y equipped with the compact-open topology and group action given by
conjugation, g.f(x) := gf(g−1x). One can also consider a based version of this
theory by requiring G-fixed basepoints. We use CGWH to denote the category
with objects based G-equivariant compactly generated weak Hausdorff spaces
and morphism sets Map(X,Y ). The non-equivariant version of this category is
built from a modification of the category CGH of compactly generated Haus-
dorff spaces first introduced in [28]; this modification was originally made by
McCord in Section 2 of [19]. This category is the standard ‘space-level’ cate-
gory, it is used as such in both [15] and [17] and as noted in [9] it has a model
structure and hence we can take the homotopy category. We use this category
to exploit its rich structure, CGWH is a Cartesian closed category. General
information on Cartesian closed categories can be found in Chapter 4 Section 6
of [16]. In particular we have the below adjunction:
Map(X ∧ Y, Z) ∼= Map(X,Map(Y, Z)).
This bijection will be used often in continuity arguments - we will demon-
strate that a map is continuous by demonstrating that what would be its adjoint
is continuous. How the adjoint works in this particular case is described in great
detail in [28].
We finally note one other space category we work in. We denote by GCW
the subcategory of CGWH whose objects are based finite G-CW -complexes.
We make this distinction in certain places to ease the transition from G-space to
G-spectrum. We finally note here that GCW has the standard model structure
and hence we can consider the associated homotopy category.
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Let U be a choice of complete G-universe. We now define the homotopy
category FG of finite G-CW -spectra indexed over U . Objects of FG consist of
expressions of the form Σ−UX for U a finite dimensional subrepresentation of
U and X a based finite G-CW -complex. We then define morphisms as below,
recalling [A,B]G to denote based G-homotopy classes of maps from A to B and
recalling that for U a subrepresentation of W we have an honest representation
W ⊖ U :
FG(Σ
−UX,Σ−V Y ) = lim
−→
U,V6W6U ,dim(W )<∞
[
ΣW⊖UX,ΣW⊖V Y
]
G
.
This gives us a well-defined category of finite G-CW -spectra to work from
which is defined relatively easily due to the finiteness conditions. Moreover,
this category has a well-defined smash product given by Σ−UX ∧ Σ−V Y :=
Σ−(U⊕V )X∧Y . There is also a suspension spectrum functor given in the obvious
way that allows us to pass from G-spaces to G-spectra in this case:
Σ∞ : Ho(GCW )→ FG.
As the category FG has morphisms arising from homotopy classes any con-
structions that apply on the space-level homotopy category also exist in FG.
Moreover one can transfer a homotopy construction to FG via Σ
∞. In partic-
ular the homotopy-invariant constructions built throughout this chapter also
appear in FG; there is a well-defined notion of cofibre sequence in this category.
Finally, we remark that we could have chosen to work in the more detailed
categories of general G-spectra, the category in [15] or one of the more highly
structured categories, for example the category of EKMM spectra or the cat-
egory of orthogonal spectra. We do not do so, however, for simplicities sake,
instead noting here that FG is a subcategory of the homotopy category of any
reasonable category ofG-spectra. Moreover, for a chosenG-universe upon which
to index, all the stable categories are equivalent. The stable category has cofi-
bre sequences which are constructed by the same method as we take in this
chapter for spaces, this is noted at the beginning of Chapter 1 Section 6 of [15].
Moreover, cofibre sequences and fibre sequences dualize in the stable category,
as noted in Chapter 3 Section 2 of [15] and generate the distinguished triangles
of the equivariant stable homotopy category. That this category is triangulated
was explicitly proved as Theorem 9.4.3 in [10].
2.2 The Basic Theory of Cofibre Sequences
We now cover some of the standard theory of cofibre sequences (occasionally
referred to in the literature as Puppe or cofibration sequences). The results
are standard and can be found in many basic sources, for example there is a
detailed account of the space-level theory in Chapter 8 of [18]. We include the
detail to achieve consistency in our conventions and for completeness. Most of
the theory we give in this chapter is for spaces, but can equally be applied in
the categories CGWH , GCW or FG from Section 2.1.
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Let f : X → Y be a map of based spaces and consider the unit interval [0, 1]
as a based space with basepoint {0}.
Definition 2.2.1. Let C(X) := [0, 1] ∧ X be the cone on X . The mapping
cone or (homotopy) cofibre of f is given by Cf := C(X) ∨ Y/ ∼ where ∼ is
the equivalence relation identifying (1, x) with f(x). We also use the notation
C(X) ∪f Y for Cf .
Remark 2.2.2. We remark here that in the cited text [18] the basepoint of
[0, 1] is taken to be at {1} rather than {0}; our choice only makes aesthetic
changes to the theory.
Remark 2.2.3. Although we used spaces in the above definition we could
equally use G-spaces and G-maps, equipping [0, 1] with the trivial action. Using
this set-up all of the following theory applies in CGWH or GCW . We can also
make this definition in FG but we have to be careful as our morphisms in this
category are in some sense homotopy classes so we also need certain homotopy
invariance properties which we cover below.
The main aim of this document is to construct certain cofibre sequences.
A cofibre sequence is going to be a sequence of spaces of the form X → Y →
Cf → . . .. In order to build them we need the following lemma. We defer notes
on the proof as it will follow from a later stated result but we choose to present
this result first as we feel it provides more motivation for the later topological
constructions. For the below statement we take suspension to have coordinate
values in (0, 1) using the homeomorphism 1.4.2.
Lemma 2.2.4. Let f : X → Y be a map of based spaces, and let i : Y → Cf be
the obvious inclusion map. Then the map β : Ci = C(Y )∪iCf :→ ΣX collapsing
Cf to ΣX and collapsing C(Y ) to the basepoint is a homotopy equivalence β :
Ci ≃ ΣX.
The above lemma suggests that we should be able to construct sequences of
the following form:
X
f
→ Y
if
→ Cf → ΣX → ΣY → . . . .
To do this we can extend the sequence X
f
→ Y
if
→ Cf → . . . in the obvious
way:
X
f
→ Y
if
→ Cf
iif
→ Cif → Ciif → . . . .
We have the above lemma giving homotopy equivalences Cif ≃ ΣX , Ciif ≃
ΣY and similar. However, if we wish to match the two sequences up via these
homotopy equivalences we need to insert a twist into the sequence. This can
occur in different places, we will take the twist as indicated by the following
proposition.
Definition 2.2.5. Let f : X → Y be a map of based spaces. Taking suspension
coordinates in (0, 1), let −Σf : ΣX → ΣY be the map given by (−Σf)(t∧ x) =
(1− t) ∧ f(x).
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Proposition 2.2.6. For any based map f : X → Y the following diagram
commutes up to homotopy:
X
f // Y
if // Cf
df !!C
CC
CC
CC
C
iif // Cif
βX

dif
""D
DD
DD
DD
D
iiif // Ciif
βY

ΣX
−Σf
// ΣY
Here βX and βY are the homotopy equivalences from Lemma 2.2.4 and the maps
df and dif are the obvious collapse maps.
Proof. It is clear that the left-hand triangle and right-hand triangle strictly
commute. Thus the only issue is showing that the middle triangle commutes
up to homotopy, i.e. that dif ≃ −Σf ◦ βX . These two maps factor as below:
dif : Cif = C(Y ) ∪if (Cf )
coll.
→
Cif
Cf
∼= ΣY
−Σf ◦ βX : Cif = C(Y ) ∪if (C(X) ∪f Y )
coll.
→
Cif
C(Y )
∼= ΣX
−Σf
→ ΣY.
It is easy to observe that −Σf ◦ βX is equivalent to applying −Cf to C(X)
before collapsing out. As C(X) is collapsed out, precomposing by −Cf on
C(X) does not affect the map dif . Thus we can consider the space Z given by
applying −Cf to Cif - it is trivial to see that Z is homeomorphic to the space
[0, 2]×Y/ ∼ where here ∼ quotients out the two end copies of Y and the copy of
[0, 2] affixed to the basepoint. We note that the twist in the map −Cf is needed
to do this. Thus finding a homotopy between dif and −Σf ◦ βX is equivalent
to finding a homotopy between two maps Z → ΣY , the first collapsing out
[1, 2]× Y and the second collapsing out [0, 1]× Y . This homotopy, however, is
simply the homotopy that slides the copy of the product of the unit interval with
Y that will remain along the interval [0, 2], starting at [0, 1] and ending at [1, 2].
This then produces a homotopy between dif and −Σf ◦ βX as required.
This gives us the following sequence:
X
f
→ Y
if
→ Cf
df
→ ΣX
−Σf
→ ΣY
−Σif
→ ΣCf
−Σdf
→ Σ2X
Σ2f
→ Σ2Y
Σ2if
→ . . . .
Note that we only need to consider the X
f
→ Y
if
→ Cf
df
→ ΣX portion of
the sequence as it contains all the necessary information. We can also denote a
sequence as a triangle:
Y

X
foo
Cf
©
}}}
>>}}}
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The next definition covers what we mean when we say something ‘is’ a
cofibre sequence; the concept is fairly clear on the space level but importantly
it implies that cofibre sequences are actually constructions in the homotopy
category. Hence the analogous construction in FG is well-defined. Moreover,
this definition makes it clear that a cofibre sequence of CW -complexes is a
cofibre sequence in FG after one applies Σ
∞. Also, all the constructions and
modifications of cofibre sequences proved for spaces throughout the rest of the
document hold in FG by simply replacing the word ‘space’ with ‘spectrum’;
this definition of isomorphic sequences allows this. Finally, we note that this
definition also hints to the fact that in the stable category cofibre sequences
are distinguished; the definition resembles one of the axioms of a triangulated
category.
Definition 2.2.7. We say X → Y → Z → ΣX is isomorphic to a cofibre
sequence A
f
→ B → Cf → ΣA if we have the following homotopy commutative
diagram, where the downward maps are all homotopy equivalences:
X
∼

// Y
∼

// Z
∼

// ΣX
∼

A
f
// B // Cf // ΣA
Lemma 2.2.8. Using the above definition, Lemma 2.2.4 and Proposition 2.2.6
we note that if X → Y → Z → ΣX is a cofibre sequence, then so is any portion
of the long sequence X → Y → Z → ΣX → . . .. For example if f : X → Y
then Y
if
→ Cf
df
→ ΣX
−Σf
→ ΣY is a cofibre sequence.
We also add two lemmas to give us a little more flexibility in building cofibre
sequences.
Lemma 2.2.9. Let X → Y → Z → ΣX be a cofibre sequence. Then X ∧ A→
Y ∧ A→ Z ∧ A→ ΣX ∧ A is a cofibre sequence.
Proof. We have a map f : X → Y such that Z ≃ Cf . Consider the map
f ∧ 1 : X ∧A→ Y ∧A. The below sequence of equivalences is then sufficient to
prove the result:
Cf∧1 =
([0, 1]×X) ∧ A
∼
∪f∧1 (Y ∧ A)
=
[0, 1]×X
∼
∧A ∪f∧1 (Y ∧ A)
=
(
[0, 1]×X
∼
∪f Y
)
∧ A
= Cf ∧ A
≃ Z ∧ A.
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Lemma 2.2.10. Let A be a space and let Xa, Ya and Za be families of based
spaces parameterized over all a ∈ A equipped with the following structure:
• Total spaces X :=
⋃
a∈AXa, Y :=
⋃
a∈A Ya and Z :=
⋃
a∈A Za.
• Projections X
pi1→ A, Y
pi2→ A and Z
pi3→ A that send points in each Xa, Ya
and Za to a.
• Sections A
σ1→ X, A
σ2→ Y and A
σ3→ Z sending a to the basepoints in Xa,
Ya and Za respectively.
Let ΣAX :=
⋃
a∈A ΣXa be the union of all spaces ΣXa. Suppose also that
we have a sequence of continuous maps X
f
→ Y
g
→ Z
h
→ ΣAX arising from
fibrewise sequences Xa
fa
→ Ya
ga
→ Za
ha→ ΣXa. Moreover, assume that each
fibrewise sequence is a cofibre sequence. Then we can add basepoints via our
sections, giving us the following based sequence:
X/σ1(A)→ Y/σ2(A)→ Z/σ3(A)→ ΣX/σ1(A).
This is a cofibre sequence.
Proof. Firstly note that ΣAX contains a copy of A via the section σ send-
ing a to the basepoint of ΣXa. From here it is pretty simple to observe that
ΣX/σ1(A) ∼= ΣAX/σ(A) and thus we can take sections and build the based se-
quence. That it’s a cofibre sequence will then follow from demonstrating that if
f ′ : X/σ1(A)→ Y/σ2(A) then Cf ′ ∼= Z/σ3(A). This, however, follows from the
following set of equivalences; the key issues involve noting that the Cartesian
product distributes over union and keeping track that the basepoints collapse
out as expected:
Cf ′ =
[0, 1]×X/σ1(A)
∼
∪f ′ Y/σ2(A)
=
[0, 1]×
(⋃
a∈AXa
)
/σ1(A)
∼
∪f ′
(⋃
a∈A
Ya
)
/σ2(A)
≃
(⋃
a∈A
Za
)
/σ3(A)
= Z/σ3(A).
This gives us enough theory to build various cofibre sequences from a given
sequence. It does not, however, give us a reasonable method of building cofibre
sequences from scratch, barring first principles. To give us a way to do this, we
turn to the theory of NDR pairs.
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2.3 NDR Pairs
One standard method of building cofibre sequences is via neighbourhood de-
formation retract pairs, or NDR’s. We now detail the method of construction;
in Chapter 3 we will use this to build an explicit cofibre sequences used in the
proof of the main theorem. The definition and results are standard, and can be
found in Chapter 6, Section 4 of [18] for example.
Definition 2.3.1. Let X be a space and A a closed subspace. We say A is an
NDR of X or that (u, h) represents (X,A) as an NDR pair if:
1. u : X → [0, 1] is continuous.
2. h : [0, 1]×X → X is continuous.
3. h1(x) = x for all x ∈ X .
4. ht(a) = a for all t and for all a ∈ A.
5. h0(x) ∈ A for all x such that u(x) < 1.
6. u−1(0) = A.
Proposition 2.3.2. Let A
i
→ X be an NDR pair represented by (u, h). Let r˜
be the following map:
r˜ : X → [0, 1]×X
x 7→ (u(x), h0(x)).
Then quotienting by A throughout gives a continuous map r : X/A → Ci.
We thus also have the following sequence:
A
i
→ X
p
→
X
A
e
→ ΣA.
Here p is the evident collapse and e is the composition X/A
r
→ Ci
d
→ ΣA with
d defined to be the standard collapse map. This is a cofibre sequence.
Proof. Referring to the NDR definition in 2.3.1, we note that condition 5 implies
that r˜(X) ⊆ [0, 1]×A∪i{1}×X . We also note that r˜(A) ⊆ {0}×A by conditions
4 and 6. This is enough to show that the map r exists as claimed.
We now construct the following homotopy commutative diagram:
A
i //
=

X
f //
=

Ci
q

d // ΣA
=

A
i
// X p
// X
A e
// ΣA
Here f is the standard inclusion and q is the quotient map Ci → Ci/C(A) ∼=
X/A. We claim that q is a homotopy equivalence with homotopy inverse r - this
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will then prove the claim as with this fact all squares will trivially commute up
to homotopy.
We first show that q ◦ r is homotopy equivalent to the identity. Note that
the map comes from the map X → X given by x 7→ h0(x). Thus by noting that
ht(A) ⊆ A by condition 4 we have a well-defined map h˜t : X/A → X/A. This
gives a homotopy between h0 = q ◦ r and h1 = idX by condition 3.
We now prove that r◦q is homotopy equivalent to the identity by construct-
ing an explicit homotopy. We do this by building a family of maps out of the
mapping cylinder, which we define as Mi := ([0, 1]× A) ∪ ({1} ×X) equipped
with the appropriate basepoint identifications. We note here that we can col-
lapse Mi into Ci. Now define a map k˜ : [0, 1]×Mi → [0, 1]×X as follows, this
will be the basis for our homotopy:
k˜(s, 1, x) =
{
(u(x) + 2s, h0(x)) 0 6 s 6
1
2 (1 − u(x))
(1, h(2s−1+u(x)1+u(x) , x))
1
2 (1− u(x)) 6 s 6 1
k˜(s, t, a) =
{
(2st, a) 0 6 s 6 12
(t, a) 12 6 s 6 1.
We first check that this definition is internally consistent and well-defined.
Firstly it is easy to see that k˜(12 (1−u(x)), 1, x) always outputs (1, h0(x)) whether
whether we use the first clause of the definition or the second clause. It is also
clear that k˜(12 , t, a) = (t, a) when considering either the third or fourth clause.
Now consider k˜(s, 1, a) for a ∈ A. This is (min(2s, 1), a) according to the second
half of the definition, we wish to check that this is true according to the first
half of the definition. As a ∈ A we note that u(a) = 0 from condition 6 of 2.3.1.
Thus the first half of the definition degenerates to the below special case:
k˜(s, 1, a) =
{
(2s, h0(a)) 0 6 s 6
1
2
(1, h(2s− 1, a)) 12 6 s 6 1.
Condition 4 of the NDR definition clarifies that this gives (min(2s, 1), a) as
required. This checks that k˜ is well-defined and internally consistent.
We now additionally claim that the image of k˜ in fact lies in Mi. To check
this, we first note that the bottom half of the definition has image in [0, 1]×A
and the second clause in the top half of the definition has image in {1}×X . Thus
the only possible issue is the first clause of the definition. From condition 5 of
2.3.1 we are fine if u(x) is less than 1 as then h0(x) is in A. Letting u(x) = 1 we
consider the first cause of the definition precisely when s = 0, this is observable
by looking at the inequality subdivision. Finally, noting that in this case the
image is (1, h0(x)) is enough to show that the image of k˜ is in Mi.
We now further claim that the map restricts to a map k : [0, 1]× Ci → Ci.
To see this observe that k˜(s, 0, a) = (0, a) - this allows us to suitably quotient
out. We now take k as our candidate homotopy, to observe that k0 is r ◦ q and
that k1 is the identity it is enough to observe the behaviour of k˜ at 0 and 1 -
the below four properties of k˜ are enough to show that the homotopy is the one
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we want:
k˜(0, 1, x) = (u(x), h0(x))
k˜(0, t, a) = (0, a) = (u(a), h0(a))
k˜(1, 1, x) = (1, h1(x)) = (1, x)
k˜(1, t, a) = (t, a).
Finally we note that all of the above work interacts well with basepoints.
Thus k provides a homotopy between r ◦ q and the identity; combining this
with the result that q ◦ r is homotopic to the identity and the earlier homotopy
commutative diagram is enough to prove the claim.
We can also build cofibre sequences from inclusions which are also classical
cofibrations by noting that they are equivalent to NDR pairs. We take the
definition of a cofibration here to be as follows:
Definition 2.3.3. Let inc : A → X be a continuous inclusion. We say inc
has the homotopy extension property if given any space Y and any two maps
f : X → Y and g : A → Y such that f |A ≃ g then there is an extension
g˜ : X → Y of g which is homotopic to f and such that g˜|A = g. We say that a
map A→ X is a cofibration if it has the homotopy extension property.
The next result is then standard, a proof is included in Chapter 6 Section 4
of [18].
Proposition 2.3.4. (X,A) is an NDR pair if and only if inc : A → X is
a cofibration. In particular this condition implies that the standard collapse
Cinc → Cinc/C(A) ∼= X/A is a homotopy equivalence.
We remark here that this result proves Lemma 2.2.4. This gives us a rea-
sonable method of building cofibres which we will use liberally in proving the
main theorem.
2.4 Taking Quotients Throughout Cofibre Se-
quences
In order to prove the main theorem we wish to construct certain cofibre se-
quences; however, it will turn out to be more convenient to construct simpler,
related cofibre sequences by globally taking a quotient. In this section we detail
how to do this. We firstly prove the following proposition:
Proposition 2.4.1. Let X, Y and Z be such that Z includes into both X and
Y and that the inclusions are cofibrations. Moreover let f : X → Y be such
that f factors as f¯ : X/Z → Y/Z. Then the homotopy cofibre of f is homotopy
equivalent to the homotopy cofibre of f¯ .
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Proof. We have the below diagram of cofibre sequences:
Z


1 // Z


// C(Z)
X

f // Y

// Cf
X
Z f¯
// Y
Z
// Cf¯
It is easy to see that the cofibre of f¯ is naturally homeomorphic to Cf/C(Z).
Moreover the map C(Z) → Cf is a cofibration; this is due to the assumption
that the two inclusions are cofibrations. Hence by 2.3.4 the cofibre of the map
C(Z)→ Cf is Cf/C(Z) ∼= Cf¯ . Thus the map Cf → Cf¯ fits in a cofibre sequence
with C(Z). As C(Z) is contractible we get that the map C(Z) → Cf is null-
homotopic and thus its cofibre is Cf ∧ ΣC(Z). We again observe that C(Z) is
contractible and it follows that Cf → Cf¯ is a homotopy equivalence.
The above result demonstrates that it is possible to take a quotient through-
out a cofibre sequence without affecting the cofibre. We briefly note here that
there is also a shortcut for this proof when working in the stable category; this
uses the octahedral axiom of a triangulated category. We have the following
commutative diagram, the edge maps defined by the axiom:
Cf
©
}}
}
~~}}
}
©

X //
}}{{
{{
{{
{{
Y
!!C
CC
CC
CC
C
``AAAAAAA
X/Z © // 33Z
>>~~~~~~~~
``AAAAAAAA
Y/Z©oo
hh
By the axiom the outer maps form a cofibre sequence. We now extend the
above result to remove the cofibration conditions. This will be accomplished
via a brief discussion of a generalization of the notion of a cofibre, that of the
total cofibre. This mirrors a result surveyed by Goodwillie in Section 1 of [7] -
we prove dual results to those given for total fibres.
Let S be a finite set. In most usual cases S is going to be the set n =
{1, 2, . . . , n}. We have the power set of S, P(S), partially ordered under inclu-
sion. Now let C be any category.
Definition 2.4.2. A cubical diagram is a functor X : P(S)→ C. We say that
X is as an S-cube, or if S = n an n-cube.
Remark 2.4.3. An n-cube X can be thought of as a map Y → Z of (n − 1)-
cubes Y and Z - within each n-cube one can choose two disjoint (n− 1)-cubes
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and there are n different ways making this choice. This thus gives us n different
decompositions of an n-cube into a map of (n− 1)-cubes.
Homotopy cofibres generalize in a natural way to objects of C called total
cofibres, wherein you associate to each cube X a total cofibre c˜X. A lemma
proved below then allows you to transfer work with total cofibres up and down
different sizes of cubes.
Now take C to be T , the category of topological spaces, though we note here
that we could substitute T with CGWH or any model category of spectra with
no change to the theory. There are many equivalent definitions of total cofibres,
the first we give is defined through the theory of homotopy colimits defined in
Chapter 12 of [3]; note that these are referred to as homotopy direct limits in
the reference.
Firstly let X be an S-cube of spaces and let P1(S) be the poset of all T ⊂ S
such that T 6= S. Then we have the composed functor P1(S) → P(S) → T .
Define h1(X) to be the homotopy colimit of this composed functor, h1(X) :=
hocolim(X|P1(S)).
We have the inclusion h1(X) → hocolim(X) and this inclusion is also a
cofibration. Now note that S is terminal in P(S). Thus the homotopy colimit
of X : P(S)→ T is homotopy equivalent to X(S). Combining these two results
allows us to construct the following composition:
h1(X) = hocolim(X|P1(S))
cofib.
→ hocolim(X)
∼
→ colim(X) = X(S).
Denote this map by b(X).
Definition 2.4.4. The total cofibre of X, c˜X, is defined to be the homotopy
cofibre of the map b(X) above, c˜X := Cb(X).
There is an alternate definition of total cofibre for when X is an n-cube
expressed as a map of (n− 1)-cubes Y → Z. We have the following 2-cube A,
using Y(n− 1) and Z(n− 1) to denote the objects in T arising from applying
the functors Y and Z to the terminal object of P(n− 1):
h1(Y) //
b(Y)

h1(Z)
b(Z)

Y(n− 1) // Z(n− 1)
Alternative Definition 2.4.5. The map b(X) is the map b for the above
2-cube A. Thus c˜X := c˜A.
These two definitions are easily observed to be the same: when considering
the map b(A), one must look at h1(A) and A(2). Observe that h1(A) is the
homotopy colimit of the following diagram:
Y(n− 1)← h1(Y)→ h1(Z).
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The observation that X(n) = Z(n − 1) allows us to see that the homotopy
colimit of the above diagram will naturally be the homotopy colimit of X|P1(n),
which by definition is h1(X). Also note that A(2) is just Z(n − 1), which is
X(n) by the same observation. It is trivial from here to observe that b(A) is the
same map as b(X).
This alternate construction allows us to prove the following lemma:
Lemma 2.4.6. Let X be an n-cube and let Y and Z be (n− 1)-cubes such that
X is built from a map Y → Z. Then c˜X ≃ cof(c˜Y → c˜Z), where cof indicates
the homotopy cofibre of the map of spaces.
Proof. This result essentially follows from the two equivalent constructions of
total cofibres given above. Build c˜X from Definition 2.4.5, giving:
c˜X ≃ C(h1(A)) ∪b Z(n− 1)
≃ C
(
Y(n− 1) ⊔ h1(Y)× I ⊔ h1(Z)
∼
)
∪b Z(n− 1).
Here (x, 0) ∼ b(Y)(x) and h1(Y) × {1} is adjoined to h1(Z) via X. Now c˜Y =
C(h1(Y)) ∪b Y(n− 1) and c˜Z = C(h1(Z)) ∪b Z(n− 1). This gives:
cof(c˜Y → c˜Z) = C(C(h1(Y)) ∪b Y(n− 1)) ∪X (C(h1(Z)) ∪b Z(n− 1)).
In these forms the cofibre and total cofibre are easily observed to be the same.
This allows us to calculate homotopy cofibres using total cofibres - there
are n − 1 ways of building an n-cube from two (n − 1)-cubes which will allow
us to ‘work backwards’ somewhat, calculating total cofibres via the homotopy
cofibres we know and then calculating homotopy cofibres we don’t know via the
new total cofibre information. In particular we prove the following lemma:
Lemma 2.4.7. Let X and Y be connected and simply connected based CW -
complexes such that a simply connected CW -complex Z includes into both. Fur-
ther, let f : X → Y be such that there is an associated map f¯ : X/Z → Y/Z.
Then the homotopy cofibre of f is equivalent to the homotopy cofibre of f¯ .
Proof. Let pt. denote the single point space. We have a 3-cube:
Z //

>
>>
>>
>>
>
pt.
!!D
DD
DD
DD
D

X //

X/Z

Z //
>
>>
>>
>>
>
pt.
!!D
DD
DD
DD
D
Y // Y/Z
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The top and bottom faces are both homotopy pushouts and thus have zero
total cofibre. Thus by Lemma 2.4.6 the total cofibre of the front face is equal to
the total cofibre of the back face. The maps pt. → pt. and Z → Z are identity
maps and have zero cofibres, giving the rear face zero total cofibre. By the
lemma the front face must now have zero total cofibre; thus another application
of the lemma gives us that the cofibre of the natural map Cf → Cf¯ is zero. We
thus have as standard the following exact sequence of homotopy classes for any
space A, this is covered in more detail in Chapter 8 section 4 of [18]:
pt→ [Cf¯ , A]→ [Cf , A].
It follows that Cf and Cf¯ have the same integral cohomology and hence by
the Universal Coefficient Theorem the same integral homology. Due to the
assumptions both Cf and Cf¯ will be connected and simply connected so by the
Whitehead Theorem for spaces (we refer the reader to Theorem 9 in 7.5 of [27]
for the exact formulation we want) the natural map between Cf and Cf¯ gives
an isomorphism of homotopy groups, and due to the connectedness assumption
there is no issue with connected components. Both our cofibres are CW -type by
assumption, hence by another application of the Whitehead Theorem (this time
the unstable and nonequivariant form of the result stated in 2.5.5) the natural
map is a homotopy equivalence.
We note here that it is a triviality to extend this result to G-CW -complexes.
This now gives us the means to take quotients in cofibre sequences, which will
prove useful in the proof of the main theorem.
2.5 Splittings via Cofibre Sequences
We finally detail how certain cofibre sequences stably split, allowing us to derive
results of the form B ≃ A ∨ C from cofibre sequences A→ B → C → ΣA with
certain properties. Ideas of this kind are standard and will be used in Appendix
A to build the splitting of Miller. Moreover, we will use the theory in Chapter
7 to explore the consequences should certain conjectures hold. For this section
we restrain ourselves to working with G-spectra.
Proposition 2.5.1. Let A
f
→ B
g
→ C
h
→ ΣA be a cofibre sequence of finite
G-CW -spectra such that either of the following holds:
• There is a map f ′ : B → A such that f ′ ◦ f is an isomorphism in FG on
A.
• There is a map g′ : C → B such that g ◦ g′ is an isomorphism in FG on
C.
Then B is isomorphic in FG to A ∨ C.
Remark 2.5.2. In particular, if A
f
→ B
g
→ C
h
→ ΣA is a cofibre sequence of
finite G-CW -complexes such that, for example, there exists a map f ′ : B → A
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such that f ′ ◦ f ≃ IdA then the associated map of spectra gleaned by applying
Σ∞ would be an isomorphism and hence there would be a stable splitting.
In order to prove this we first prove the below lemma:
Lemma 2.5.3. Under one of the conditions above the map h is null.
Proof. First consider the case where f ′ exists. From the detail of §2.2 it is clear
that the composition Σf ◦ h : C → ΣB is null. Thus Σf ′ ◦Σf ◦ h is null, but as
f ′ ◦ f is an isomorphism this implies that h is null.
For the case where g′ exists, we note that similar to above the composite
h◦ g is null. Thus h◦ g ◦ g′ is null and g ◦ g′ being being an isomorphism implies
that h is null.
We now move to a homotopy groups argument. As noted in Chapter 3,
Section 2 of [15] for any subgroup H we have the below long-exact sequence of
homotopy groups. This only applies in the stable case:
. . .→ πHn (A)
f∗
→ πHn (B)
g∗
→ πHn (C)
h∗→ πHn−1(A)→ . . . .
As h is null the maps h∗ are all zero. Thus we can replace this sequence with
the following short exact sequences:
0→ πHn (A)
f∗
→ πHn (B)
g∗
→ πHn (C)→ 0.
We now recall the Splitting Lemma, a basic result found in many sources, for
example it is stated in Section 2.2 of [8]:
Lemma 2.5.4. Let 0→ X
a
→ Y
b
→ Z → 0 be a short exact sequence of abelian
groups. Then the following are equivalent:
1. There exists a′ : Y → X such that a′ ◦ a : X → X is the identity.
2. There exists b′ : Z → Y such that b ◦ b′ : Z → Z is the identity.
3. There exists an isomorphism f : Y → X ⊕ Z such that f(a(x)) = (x, 0)
and b(f−1(x, z)) = z for all x ∈ X and z ∈ Z.
We apply this to the short exact sequences of homotopy groups to retrieve
result 3, noting that we can do this because the either/or condition in the
statement of Proposition 2.5.1 gives us either one or the other of the inverses
needed. We now apply an equivariant form of the Whitehead Theorem, which
we state below. Non-equivariantly this can be found in many standard reference
books, the result is 3.5 of Part III in [1] for example, while an equivariant form
is included as 5.10 in Chapter 1 of [15]:
Proposition 2.5.5. Let X and Y be finite G-CW -spectra. Then f : X → Y is
an isomorphism in FG if and only if π
H
∗ (f) : π
H
∗ (X)
∼= πH∗ (Y ) for all H 6 G.
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An application of this theorem to the split exact sequences above thus pro-
duces a proof of Proposition 2.5.1. We also note here that using similar tech-
niques we can prove another useful result. It is clear that the cofibre of A
id.
→ A
is isomorphic to a point in FG, we prove the converse:
Proposition 2.5.6. Let A and B be two finite G-CW -spectra and f : A→ B
be such that the map has zero cofibre. Then A is isomorphic to B via f .
Proof. We have a long exact sequence of homotopy groups:
. . . πHn+1(Cf )→ π
H
n (A)
f∗
→ πHn (B)→ π
H
n (Cf )→ . . . .
As Cf is zero the sequence thus gives us the following short exact sequences:
0→ πHn (A)
f∗
→ πHn (B)→ 0.
Thus A and B have matching homotopy groups and the result follows from the
Whitehead Theorem 2.5.5.
We will be able to use these results throughout the rest of the document to
derive splittings and equality from the homotopy cofibre sequences we build.
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Chapter 3
Functional Calculus
3.1 The Standard Theory
The functional calculus is a technique from analysis used to study maps from
one vector space to another. Morally, it allows us to build new maps from old
ones by applying functions to spaces of eigenvalues. In this section we state the
basic result and discuss its implications for our goal - all of this is standard and
can be found throughout the literature.
Throughout this chapter and beyond V and W will tend to refer to finite
dimensional vector spaces equipped with a Hermitian inner product from which
we also retrieve norms given by ‖v‖ :=
√
〈v, v〉. This structure also allows us
to define an adjoint γ† ∈ Hom(W,V ) from γ ∈ Hom(V,W ); by the Riesz rep-
resentation theorem this construction is characterized by 〈γ(v), w〉 = 〈v, γ†(w)〉
for all v ∈ V and w ∈ W . In the most part we will be using the functional
calculus to study the spaces Hom(V,W ) and End(V ) = Hom(V, V ). We equip
these spaces with the following norm:
Definition 3.1.1. The operator norm on Hom(V,W ) is given by:
‖γ‖ = sup{‖γ(v)‖ : ‖v‖ = 1}.
Definition 3.1.2. Let V be Hermitian and let γ ∈ End(V ). The (analytic)
spectrum of γ is given as follows:
σEnd(V )(γ) := {λ ∈ C : λ− γ is not invertible}.
For V finite dimensional the spectrum of γ precisely corresponds to the set of
eigenvalues of γ.
Manipulation of the analytic spectrum of an endomorphism of certain type
leads to many interesting and fundamental results within functional analysis.
Definition 3.1.3. We say that an endomorphism γ is normal if it commutes
with its adjoint. In particular we recall s(V ) from Definition 1.2.3 to be the space
of all selfadjoint endomorphisms of V , noting that our old and new definitions
for adjoint do coincide. We note that every α ∈ s(V ) is normal.
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It is a standard result that γ is normal if and only if it is diagonalizable.
Study of the spectral theory of normal maps leads towards a deep and interesting
facet of analysis framed around a group of results known as the functional
calculus. One of these results is stated below, variations of the Lemma can be
found in many basic sources on functional analysis. The opening chapters of the
book [6], for example, detail the general theory; appendix A of [29] demonstrates
the result applied to a topological context.
Lemma 3.1.4. Let γ ∈ End(V ) be normal, let X ⊆ C be such that σEnd(V )(γ) ⊆
X and let f : X → C be a continuous function. Then there exists a normal
endomorphism f(γ) of V determined by f as discussed in the remark below and
such that id(γ) = γ, (f + g)(γ) = f(γ) + g(γ), (fg)(γ) = f(γ)g(γ), f ◦ g(γ) =
f(g(γ)), c(γ) = c for c a constant map and f¯(γ) = f(γ)† where bar is complex
conjugation. Moreover, this construction is continuous in the following sense.
Let K be a closed subset of C. Denote by C(K,C) the space of continuous
functions from K to C. Then the below map is continuous:
C(K,C)× {γ ∈ End(V ) : γ†γ = γγ†, σEnd(V )(γ) ⊆ K} → End(V )
(f, γ) 7→ f(γ).
Remark 3.1.5. If γ is an endomorphism with eigenvalues {λ} and corre-
sponding eigenspaces {〈v〉} then f(γ) is the endomorphism with eigenvalues
{f(λ)} and eigenspaces {〈v〉}. For example exp(γ) has eigenvalues {eλ} and
log(γ) has eigenvalues {log(λ)}. Moreover it is easy to see that exp(log(γ)) =
log(exp(γ)) = γ.
Although we have defined the above for general normal operators, we will
tend to only consider selfadjoint elements of End(V ). Doing this specializes our
results via the below lemma:
Lemma 3.1.6. Let γ ∈ End(V ). Then γ ∈ s(V ) if and only if the eigenvalues
of γ are real. Now let γ ∈ Hom(V,W ) and recall the notation defined in 1.2.3
for selfadjoint endomorphisms with positive eigenvalues. Then γ†γ ∈ s+(V ).
Thus if we want to use Lemma 3.1.4 to build new selfadjoint endomorphisms
from old we need to restrict to the case where the domain of the function f is
a suitable subset of R. Moreover if we want f(γ) to be selfadjoint then by
Lemma 3.1.6 and Remark 3.1.5 we need f to have codomain R. Similarly we
can further restrict ourselves to looking at functions f : R+ → R+ to give us
maps s+(V )→ s+(V ), for example if γ is selfadjoint and positive then there is
a well-defined positive selfadjoint endomorphism given by γ
1
2 . Two immediate
corollaries of this restriction are stated below:
Corollary 3.1.7. For any Hermitian space V we have s(V ) ∼= s++(V ) via the
following maps:
exp : s(V )→ s++(V )
γ 7→ exp(γ)
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s(V )← s++(V ) : log
log(γ)←[ γ.
Corollary 3.1.8. We have a well-defined continuous map ρ : Hom(V,W ) →
s+(V ) for any Hermitian spaces V and W given by ρ(γ) = (γ
†γ)
1
2 .
We now note a few standard properties of the map ρ above. We first observe
that for all v ∈ V we have ‖ρ(γ)(v)‖ = ‖γ(v)‖. This makes it trivial to see that
Ker(ρ(γ)) = Ker(γ). It is also easy to see that Im(ρ(γ)) is contained within
(Ker(γ))⊥ and thus by a simple application of rank-nullity that Im(ρ(γ)) =
(Ker(γ))⊥. Restricting ρ(γ) to (Ker(γ))⊥ then clearly gives an isomorphism
(Ker(γ))⊥ → (Ker(γ))⊥ via the first isomorphism theorem. This crucially gives
us a domain upon which ρ(γ) has an inverse and also allows us to define the
following map σ:
Proposition 3.1.9. For each γ ∈ Hom(V,W ) there is a well-defined continuous
map σ(γ) : (Ker(γ))⊥ →W given by:
σ(γ) :=
(
(Ker(γ))⊥
ρ(γ)−1
−→ (Ker(γ))⊥
γ
−→W
)
.
Moreover, σ(γ) is a linear isometry and γ = σ(γ) ◦ ρ(γ).
Proof. That the map is well-defined follows from the above remarks on the
existence of an inverse to ρ(γ)|(Ker(γ))⊥ . Continuity of σ(γ) will then follow
from the observation that this restriction of ρ(γ) is a homeomorphism onto
(Ker(γ))⊥. This follows for functional calculus reasons from the observation
that the map below is a homeomorphism:
f : (0,∞)→ (0,∞)
ι 7→ ι1/2.
To show σ(γ) is an isometry we consider (σ(γ))†σ(γ); we wish to show
that this is the identity. Naively this can be thought of as ρ(γ)−1 ◦ γ† ◦ γ ◦
ρ(γ)−1|(Ker(γ))⊥ , however, this is not as stated correct. We need to be clear
about the domains and codomains of the left-hand ρ(γ)−1 and the middle γ
and γ†, specifying them exactly in order to make this expression correct.
Firstly, we let i : (Ker(γ))⊥ → V be the inclusion, then we have i† : V →
(Ker(γ))⊥ the projection. We let ρ1(γ) be the unique restriction filling in the
following commutative square:
V
i† 
ρ(γ) // V
(Ker(γ))⊥
ρ1(γ)
∼= // (Ker(γ))⊥
OO i
OO
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Thus ρ(γ) = i ◦ ρ1(γ) ◦ i
†. It is also easy to see that σ(γ) is γ ◦ i ◦ ρ1(γ)
−1.
We thus check the following calculation:
(σ(γ))†σ(γ) = ρ1(γ)
−1 ◦ i† ◦ρ(γ)2 ◦ i◦ρ1(γ)
−1 = ρ1(γ)
−1 ◦ρ1(γ)
2 ◦ρ1(γ)
−1 = id.
This demonstrates that σ(γ) is an isometry. Finally, the last claim is trivial
to observe.
There is an immediate corollary to the above in the special case when γ†γ
is strictly positive. In these circumstances we can define ρ(γ)−1 = (γ†γ)−
1
2
globally using Lemma 3.1.4; the problem point of the spectrum potentially
containing 0 is avoided. This allows us to define the map σ(γ) globally if
γ†γ ∈ s++(V ).
Combining some of the ideas above we can build the following homeomor-
phism; this will be used in the construction of the main result. We note here
that there appears to be a trivial minus sign in the formulation. This exists
for technical reasons - it is needed so that we can link the result back in with
the Miller splitting and induce an identity homotopy later. We recall the nota-
tion SV for the one-point compactification of a vector space V , thought of as a
sphere.
Proposition 3.1.10. Let V and W be Hermitian and such that dim(V ) 6
dim(W ). We have the following homeomorphism:
κ′ : s(V )× L(V,W ) ∼= Inj(V,W )
(α, θ) 7→ −θ ◦ exp(α).
We thus have a continuous extension κ giving a homeomorphism on the one-
point compactifications, κ : Ss(V ) ∧ L(V,W )∞ ∼= Inj(V,W )∞. Finally we also
have a collapse map κ! : SHom(V,W ) → Ss(V ) ∧ L(V,W )∞.
Proof. We build this homeomorphism in two stages. Firstly from Corollary
3.1.7 we have a homeomorphism s(V ) ∼= s++(V ) given by α 7→ exp(α). To
build κ′ we compose with the map s++(V )× L(V,W ) → Hom(V,W ) given by
(β, θ) 7→ −θ ◦ β. We wish to check that the image of this map is in Inj(V,W )
and that κ′ has a continuous inverse.
Now let γ ∈ Im(κ′), i.e. γ = −θ◦exp(α) for some θ ∈ L(V,W ) and α ∈ s(V ).
Then γ†γ = (exp(α))2 which is invertible, thus showing that γ ∈ Inj(V,W ) as
required.
We proceed to show κ′ is a homeomorphism by building a continuous inverse.
γ†γ is selfadjoint and strictly positive and thus we can use Corollary 3.1.7,
Corollary 3.1.8 and Proposition 3.1.9 to build the below continuous map:
Inj(V,W )→ s(V )× L(V,W )
γ 7→ (log(ρ(γ)),−σ(γ)).
We now check that this map is well-defined. This, however, follows from
earlier remarks. We have already noted that σ(γ) will be an isometry if it can
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be built as a map out of V , this is fine as γ is injective. That log(ρ(γ)) ∈ s(V )
follows from Corollary 3.1.7 and from noting that ρ(γ) ∈ s++(V ).
Observing that the map is an inverse to κ′ is also simple. We have one
composition given by σ(γ) ◦ exp(log(ρ(γ))) and another given by (log(ρ(−θ ◦
exp(α))),−σ(−θ ◦ exp(α))) - recalling from above that ρ(γ) = (γ†γ)1/2, that
σ(γ) = γ ◦ (γ†γ)−1/2 and that if γ = −θ ◦ exp(α) then γ†γ = (exp(α))2 allows
one to check that both compositions degenerate to the identity.
The second claim then follows trivially from the first. Finally observe that
there is an open embedding Inj(V,W ) →֒ Hom(V,W ) and hence κ′ gives an
embedding s(V ) × L(V,W ) →֒ Hom(V,W ). Thus the required collapse map κ!
can be constructed.
There is another method of building new maps from selfadjoint endomor-
phisms, this time using the selfadjoint property rather than relying on the
weaker concept of normal operators. Let α be a selfadjoint endomorphism
of a finite dimensional Hermitian space V , then it has real eigenvalues which
can be ordered via the standard 6 ordering on R. Set ej(α) as the (j + 1)
th
eigenvalue under this ordering, j running from 0 to dim(V ) − 1. We also use
etop(α) as a notation of convenience for the top eigenvalue edim(V )−1(α) under
this ordering. Then define the function ej : s(V ) → R to be the map which
sends α to ej(α). Furthermore, denote by η
′ : s(V ) → Rn the map sending
α to its eigenvalues (e0(α), e1(α), . . . , etop(α)). We claim that these eigenvalue
functions are continuous, though the result is standard we choose to detail the
proof for completeness. We first need the lemma below, called the Courant-
Fischer Min-Max Theorem, which can be found in [25] as Theorem XIII.1, for
example. We recall the notation S(V ) for the unit sphere of a vector space V
and Gj(V ) for the j
th dimensional Grassmannian on V .
Lemma 3.1.11. Let V be Hermitian of dimension d, then for α ∈ s(V ):
ej(α) = max
W∈Gd−j(V )
min
w∈S(W )
〈α(w), w〉.
Lemma 3.1.12. The eigenvalue functions ej are continuous.
Proof. From first principles of the continuity of metric spaces ej is continuous if
for every α selfadjoint and every ǫ > 0 there exists δ > 0 such that if ‖α−β‖ < δ
then |ej(α)− ej(β)| < ǫ. Fix ǫ > 0 and let ‖α−β‖ < ǫ. Then continuity follows
if we can show that |ej(α)− ej(β)| < ‖α− β‖.
To show this, fix W,W ′ ∈ Gd−j(V ). Then for any fixed ǫ
′ > 0 one can
choose a w′ ∈ S(W ′) such that 〈α(w′), w′〉−minw∈S(W )〈α(w), w〉 < ǫ
′, i.e. that
〈α(w′), w′〉 < ǫ′ + minw∈S(W )〈α(w), w〉. Now consider minw∈S(W ′)〈β(w), w〉.
For our choice of w′ we have the below inequality:
min
w∈S(W ′)
〈β(w), w〉 6 〈β(w′), w′〉 = 〈(α+ β − α)(w′), w′〉.
It is standard from the Cauchy-Schwartz inequality that for any v such that
‖v‖ = 1 then 〈γ(v), v〉 6 ‖γ‖. Using this and the above inequality we retrieve
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the following inequality:
min
w∈S(W ′)
〈β(w), w〉 6 min
w∈S(W )
〈α(w), w〉 + ‖α− β‖+ ǫ′.
This is true for any fixed ǫ′. Hence the following statement holds:
min
w∈S(W ′)
〈β(w), w〉 6 min
w∈S(W )
〈α(w), w〉 + ‖α− β‖.
The work above is symmetric in α and β. Thus the below statement is true:∣∣∣∣ minw∈S(W )〈α(w), w〉 − minw∈S(W ′)〈β(w), w〉
∣∣∣∣ 6 ‖α− β‖.
Taking maximums and re-equating the eigenvalues via the Courant-Fischer The-
orem retrieves that |ej(α) − ej(β)| < ‖α − β‖. This implies continuity in the
eigenvalue functions.
There is one other result we wish to note regarding the behaviour of the
eigenvalues of selfadjoint endomorphisms. This can be found throughout the
literature, for example in [22], and details how the operator norm simplifies
using some of the machinery we have covered.
Lemma 3.1.13. Let γ ∈ Hom(V,W ). Then ‖γ‖ = etop(ρ(γ)). In particular if
γ is a selfadjoint endomorphism then ‖γ‖ is equal to the spectral radius of γ,
i.e. ‖γ‖ = max(|ei|) for ei the i
th eigenvalue of γ.
This machinery is all we need to now, for example, write down continuous
maps of the form α 7→ α− e0(α) or α 7→ α
−1/2. Note the principle behind these
constructions; we apply functions to spaces of eigenvalues to build new maps.
We now take this principle and construct a variation on the functional calculus
theory.
3.2 Variations
In order to build a variation of the functional calculus we first need a model of
a space of eigenvalues.
Definition 3.2.1. We make the following definitions:
• Set D′(d) := {(t0, . . . , td−1) ∈ R
d : t0 6 t1 6 . . . 6 td−1}. Moreover
denote D′(d)∞ by D(d).
• Set Fi(D
′(d)) := {t ∈ D′(d) : ti = ti+1} and Fi(D(d)) := (Fi(D
′(d)))∞
for i ∈ {0, . . . , d− 2}; call these subsets the faces of D(d).
• A based map f : D(d) → D(d) is facial if it preserves faces, let F (d) be
the space of facial maps D(d) → D(d) equipped with the compact-open
topology.
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• Set D′+(d) to be the subspace of D
′(d) that takes non-negative values in
all coordinates, set D+(d) := D
′
+(d)∞.
• Set D′0(d) := {(t0, . . . , td−1) ∈ D
′
+(d) : t0 = 0} and put D0(d) := D
′
0(d)∞.
Similar to the above we also have faces Fi(D+(d)) for i ∈ {0, . . . , d− 2}.
• A based map f : D+(d)→ D+(d) is facial if it preserves faces and preserves
D0(d). Denote by F+(d) the space of facial maps D+(d) → D+(d) with
the compact-open topology.
• For any based space X let FMap(D(d), D(d) ∧X) be the space of maps
f : D(d)→ D(d)∧X such that f(Fi(D(d))) ⊆ Fi(D(d))∧X ; we equip this
space with the compact-open topology. Such maps f : D(d)→ D(d) ∧X
are referred to as facial. In more generality, FMap(Y, Z) will be used
in similar situations to refer to spaces of ‘facial’ maps from Y to Z; Y
and Z in this case are any based spaces such that consistent with the
definitions above there is a reasonable notion for a map Y → Z to be
termed facial. Further for any based space Y with a definition of a ‘facial’
self-map Y → Y we set FMap(Y ) to be the space of facial self maps of Y
with the compact-open topology. We rely on the context of each situation
to indicate what we mean by facial map at any given time.
Remark 3.2.2. We note here that the above definitions resemble simplicial
complexes somewhat. In fact the work below can be rephrased in terms of
simplicial complexes rather than these spaces D(d). However, we choose not
to do this for three reasons. Firstly if we were to rephrase this in simplicial
language we don’t quite get ordinary simplices. In fact D(d) is the following,
where Σ˜ is unreduced suspension based at an endpoint and ∆n is the standard
n-simplex:
D(d) ∼= ΣΣ˜∆d−2.
Although we do retrieve that the faces of the simplex correspond to our defini-
tion of faces above, that we have these extra suspensions cropping up when we
phrase the work in terms of simplicial complexes is undesirable. Secondly it is
harder to see how universal the work is in this language. Many of the results
proved using these definitions rely on rather simple face-preserving homeomor-
phisms, for example 3.4.11. When written in terms of simplices these homeo-
morphisms are far harder to write down. Finally, the simplicial phrasing looks
less obviously like a space modeling eigenvalues. Although this is a mostly
aesthetic issue it is still one that we feel is important.
This definition mirrors the idea of the analytic spectrum from Section 3.1,
D(d) is going to in some way model eigenvalues in our variation.
Lemma 3.2.3. Let V be Hermitian of dimension d and let η′ : s(V ) → D′(d)
be the eigenvalue map. Then η′ is proper and hence we have an extension
η : s(V )∞ → D(d). Moreover, η
′ is surjective and hence η is a quotient map.
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Proof. Take C a compact subset of D′(d) - as we are working within Euclidean
space this is a closed and bounded set by the Heine-Borel Theorem. Its inverse
image is closed due to the continuity of η′ inherited from the continuity in its
factors. Moreover, the inverse image is also clearly bounded - by Lemma 3.1.13
if α ∈ s(V ) then ‖α‖ = ‖η′(α)‖ and hence if η′(α) ∈ C then there is a bound on
‖α‖. Thus the preimage is compact due to Lemma 1.5.5 and η′ is proper. The
rest of the result follows from the standard claim that a continuous surjection
from a compact space to a Hausdorff space is a quotient map.
Lemma 3.2.4. For t ∈ D′(d) set ∆(t) to be the diagonal matrix with entries t.
Let V again be Hermitian and of dimension d and let ν′ be the following map:
ν′ : L(Cd, V )×D′(d)→ s(V )
(α, t) 7→ α∆(t)α†.
Then ν′ is proper and hence there is a map ν : L(Cd, V )∞ ∧ D(d) → s(V )∞.
Moreover, ν′ is surjective and hence ν is a quotient map.
Proof. The composition ν′ ◦ η′ : L(Cd, V ) × D′(d) → D′(d) is patently the
projection, and as previously observed L(Cd, V ) is compact. Hence the inverse
image of a compact set C ⊆ D′(d) under this projection will be L(Cd, V ) × C
which is compact. This is enough to show that the composition is proper and
thus via Lemma 1.5.2 the map ν′ is proper. That ν′ is surjective is a standard
result of linear algebra following from the diagonalizability of all normal and
hence all selfadjoint matrices. The rest of the result follows.
We are now in a position to construct our first functional calculus variation.
Proposition 3.2.5. Let X be a based space, let f : D(d)→ D(d)∧X be facial
and let V be a Hermitian space of dimension d. There exists a unique map
Af : s(V )∞ → s(V )∞ ∧X making the diagram below commute:
L(Cd, V )∞ ∧D(d)
1∧f

ν // s(V )∞
Af

η // D(d)
f

L(Cd, V )∞ ∧D(d) ∧X ν∧1
// s(V )∞ ∧X
η∧1
// D(d) ∧X
Moreover:
• The map A : FMap(D(d), D(d)∧X)→ Map(s(V )∞, s(V )∞∧X) given by
f 7→ Af is continuous.
• Af(α) can be expressed explicitly for a given α. Choose an orthonormal
basis of eigenvectors v0, . . . , vd−1 of α with eigenvalues e0 6 . . . 6 ed−1;
then if f(e0, . . . , ed−1) = (s0, . . . , sd−1)∧x we have Af (α) = f(α)∧x where
f(α) denotes the endomorphism with eigenvectors vi and eigenvalues si.
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Proof. We have a characterization of a possible map Af above, we first check
that this characterization is reasonable, i.e. that it is possible to put a map
in the place of Af to fill in the square. To do this we need to check that
if ν(α, t) = ν(α′, t′) then ν(α, f(t)) = ν(α′, f(t′)). From the condition that
ν(α, t) = ν(α′, t′) we have that (α†α′)−1∆(t)α†α′ = ∆(t′) which demonstrates
that t = t′ and α†α′ is in the centralizer of ∆(t). We now note that the
centralizer of ∆(t) depends only on repeating values of ti in t. Let f(t) =
s ∧ x, then f is facial if and only if the centralizer of ∆(t) is a subgroup of the
centralizer of ∆(s). Hence α†α′ centralizes ∆(s) and from this it is easy to show
that ν(α, f(t)) = ν(α′, f(t′)) as required. Thus having a map Af filling in the
square is reasonable, and it is simple to observe that the characterization of Af
in the statement of the proposition makes the diagram commute. We now wish
to show that Af is continuous, that it is unique and that f 7→ Af is continuous.
That Af is unique follows from ν being surjective, as noted in 3.2.4. To
show Af is continuous, we simply observe that Af ◦ ν is the continuous map
ν ◦ (1 ∧ f) by commutativity. This is enough to prove that Af is continuous as
ν is a quotient map - continuous compositions where one precomposes with a
quotient automatically induce continuity in the postcomposition function.
Finally we wish to show that the map A below is continuous:
A : FMap(D(d), D(d) ∧X)→ Map(s(V )∞, s(V )∞ ∧X)
f 7→ Af .
We recall that we are working in CGWH as detailed in §2.1. We have the
below adjunction:
Map(FMap(D(d), D(d) ∧X),Map(s(V )∞, s(V )∞ ∧X))
∼=
Map(FMap(D(d), D(d) ∧X) ∧ s(V )∞, s(V )∞ ∧X)
Therefore it is enough to show that the adjoint map A# : FMap(D(d), D(d)∧
X)∧s(V )∞ → s(V )∞∧X is continuous - here A
# is characterized by A#(f, g) =
Af (g), how to build the adjoint in this case is explicitly detailed in [28].
Let eval. be the continuous map below:
eval. : FMap(D(d), D(d) ∧X) ∧ L(Cd, V )∞ ∧D(d)→ L(C
d, V )∞ ∧D(d) ∧X
(f, α, t) 7→ (α, f(t)).
We have the following commutative diagram:
FMap(D(d), D(d) ∧X) ∧ L(Cd, V )∞ ∧D(d)
eval. //
1∧ν

L(Cd, V )∞ ∧D(d) ∧X
ν∧1

FMap(D(d), D(d) ∧X) ∧ s(V )∞
A#
// s(V )∞ ∧X
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This demonstrates that A# ◦ (1 ∧ ν) is continuous as it is equal to the
continuous composition (ν ∧ 1) ◦ eval.. It follows that A# is continuous as
(1 ∧ ν) is a quotient map. This proves that A is continuous and hence proves
the proposition.
We can further extend this result by a simple restriction. The proof of the
below is identical to the result above:
Corollary 3.2.6. The maps given in the above lemmas 3.2.3 and 3.2.4 factor
in the following way:
η′ : s+(V )→ D
′
+(d)
ν′ : L(Cd, V )×D′+(d)→ s+(V ).
Thus if f : D+(d) → D+(d) ∧ X is facial then we have a unique map Af
making the below diagram commute, such that A is continuous and such that
the characterization of Af coincides with the one given in Proposition 3.2.5:
L(Cd, V )∞ ∧D+(d)
1∧f

ν // s+(V )∞
Af

η // D+(d)
f

L(Cd, V )∞ ∧D+(d) ∧X ν∧1
// s+(V )∞ ∧X η∧1
// D+(d) ∧X
Thus we can build maps out of s+(V )∞ by considering maps on a space
modeling eigenvalues of selfadjoint maps. We now wish to extend this further
one stage, building self-maps of spaces of homomorphisms.
Lemma 3.2.7. Let W be Hermitian of dimension d and V Hermitian and such
that dim(V ) > d. The map ρ : Hom(W,V ) → s+(V ) as defined in 3.1.8 is a
proper surjection and hence extends to a quotient map on compactifications.
Proof. The only issue is showing that ρ is proper, but this follows from 3.1.13
and the characterization of compact sets as closed and bounded sets from 1.5.5.
Lemma 3.2.8. Again, let W be Hermitian of dimension d and V Hermitian
and such that dim(V ) > d. We have the map µ′ below:
µ′ : L(W,V )× s+(W )→ Hom(W,V )
(θ, α) 7→ −θ ◦ α.
Then µ′ is proper and thus there exists an extension µ : L(W,V )∞∧s+(W )∞ →
SHom(W,V ). Moreover µ′ is surjective and hence µ is a quotient map.
Proof. We note that µ′ ◦ρ : L(W,V )× s+(W )→ s+(W ) is the projection. This
is proper due to L(W,V ) being compact and by the same techniques used in the
proof of 3.2.4. Thus by Lemma 1.5.2 µ′ is a proper map. The only other issue is
its surjectivity. Let γ ∈ Hom(W,V ). Then recalling σ from 3.1.9 we can extend
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σ(γ) to an isometry ς(γ) :W → V by taking any choice of isometry i : Ker(γ)→
V \ Im(γ) and setting ς(γ) := i⊕σ(γ). Taking (−ς(γ), ρ(γ)) ∈ L(W,V )×s+(W ),
we note that by remarks in 3.1.9 we will have µ′(−ς(γ), ρ(γ)) = γ and hence µ′
is surjective. The rest of the result follows.
Proposition 3.2.9. Let X be a based space, f : D+(d)→ D+(d)∧X be facial,
W Hermitian of dimension d and V Hermitian and such that dim(V ) > d.
Then there uniquely exists a map Bf : S
Hom(W,V ) → SHom(W,V )∧X making the
diagram below commute:
L(W,V )∞ ∧ s+(W )∞
1×Af

µ // SHom(W,V )
Bf

ρ // s+(W )∞
Af

L(W,V )∞ ∧ s+(W )∞ ∧X µ∧1
// SHom(W,V ) ∧X ρ∧1
// s+(W )∞ ∧X
Moreover:
• Let F (A) be the space of all maps s+(W )∞ → s+(W )∞∧X of the form Af
as defined in 3.2.6. Then B : F (A) → Map(SHom(W,V ), SHom(W,V ) ∧ X)
given by f 7→ Bf is continuous.
• Bf (γ) can be expressed explicitly for a given γ. Choose an orthonormal
basis of eigenvectors v0, . . . , vd−1 for γ
†γ with eigenvalues e20 6 . . . 6 e
2
d−1
and such that γ(vi) = eimi with the mi being orthonormal in V . Then
if f(e0, . . . , ed−1) = (s0, . . . , sd−1) ∧ x we have Bf (γ) = f(γ) ∧ x, where
f(γ) denotes the homomorphism sending each vi to simi.
Proof. Let µ(θ, α) = µ(θ′, α′). We wish to show that adding a Bf would be
internally consistent, i.e. that µ(θ,Af (α)) = µ(θ
′,Af(α
′)). First note that if we
restrict ourselves to looking at the case of strictly positive elements of s(W ) by
restricting µ to a map out of s++(W ), then we have that µ is injective for the
same reasons as to why injectivity holds in 3.1.10. This thus means there are
no issues, µ(θ,Af (α)) = µ(θ
′,Af(α
′)) as required. Hence we turn our attention
to the case where α and α′ both have eigenvalues equal to zero. It is clear
that in this case µ(θ, α) being equal to µ(θ′, α′) indicates that α = α′ but also
that θ and θ′ may not agree on Ker(α) - they need only match on the image
of α. This is all we need, however, as f being facial implies in particular that
Ker(α) ⊆ Ker(Af (α)) and thus that µ(θ,Af (α)) = µ(θ
′,Af (α
′)). This implies
that a map Bf would therefore be reasonable and internally consistent.
We now define a map Bf given by the description above - this commutes
when fitted into the diagram. As in the earlier proof Bf is unique by the
surjectivity of µ. Also as beforeBf fitting into the commutative diagram implies
continuity as µ is a quotient map, thus Bf ◦ µ being continuous implies Bf is.
Finally, to prove B is continuous we again work with the adjunction in
CGWH . We wish to show B : F (A) → Map(SHom(W,V ), SHom(W,V ) ∧ X) is
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continuous. We have an adjunction:
Map(F (A),Map(SHom(W,V ), SHom(W,V ) ∧X))
∼=
Map(F (A) ∧ SHom(W,V ), SHom(W,V ) ∧X)
Hence continuity of B follows from continuity of the adjoint B# : F (A) ∧
SHom(W,V ) → SHom(W,V ) ∧X . Let eval. be the continuous map below:
eval. : F (A) ∧ L(W,V )∞ ∧ s+(W )∞ → L(W,V )∞ ∧ s+(W )∞ ∧X
(Af , θ, α) 7→ (θ,Af (α)).
We have the following commutative diagram:
F (A) ∧ L(W,V )∞ ∧ s+(W )∞
eval. //
1∧µ

L(W,V )∞ ∧ s+(W )∞ ∧X
µ∧1

F (A) ∧ SHom(W,V )
B#
// SHom(W,V ) ∧X
Thus by the diagram B# ◦ (1 ∧ µ) is continuous. The map µ is a quotient
and hence so is (1 ∧ µ). It follows that B# and hence B is continuous - this is
enough to give us the result.
This builds the required variation of functional calculus - we will tend to
take the standard case where X is S0, thus letting us look at self maps of
D(d) or D+(d). We now mention one further construction as a way of building
maps from the very simple starting level of self-maps of D+(2). Let f : D+(2)→
D+(2) be facial. Then f(t0, t1) can be expressed in the form (g(t0, t1), g(t0, t1)+
h(t0, t1)) for some g, h landing in the positive reals and such that h(t, t) = 0.
We set fˆ : D+(d + 1) → D+(d + 1) to be given by fˆ(t0, . . . , td)i = g(t0, td) +
ti−t0
td−t0
h(t0, td) where this makes sense, i.e. where t0 < td and fˆ(t0, . . . , td)i =
g(t0, td) when t0 = td; we map fˆ(∞) to ∞. To make this work we need the
following lemma:
Lemma 3.2.10. fˆ is continuous, f 7→ fˆ gives a continuous map from facial
maps on D+(2) to facial maps on D+(d+ 1).
Proof. We first check that if f is facial then so is fˆ . We check to see that
fˆ preserves D0(d), i.e. that fˆ(0, . . . , td)0 = 0. This is equivalent to checking
that g(0, td) +
0−0
td−0
h(0, td) is zero - the other case is simply g(0, 0) = 0 as
required. This, however, is g(0, td) which is 0 as f is facial. Next we require
that fˆ preserves Fi(D+(d)). Let ti = ti+1 = t, we now wish to check that
g(t0, td) +
ti−t0
td−t0
h(t0, td) is equal to g(t0, td) +
ti+1−t0
td−t0
h(t0, td) but this is trivial,
as is the other case where g(t0, td) is patently equal to g(t0, td). It follows that
fˆ is facial.
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Continuity of fˆ is clear away from td − t0 = 0, it is inherited from the
continuity of f and by extension of g and h. We have (ti − t0)/(td− t0) ∈ [0, 1],
near td − t0 = 0 we also have h(t0, td) approaching 0 and hence a limiting
argument demonstrates continuity at the point td − t0 = 0.
We now wish to check that the map hat : F+(2)→ F+(d+ 1) is continuous.
We have an adjunction given below:
Map(F+(2),Map(D+(d+ 1), D+(d+ 1)))
∼=
Map(F+(2) ∧D+(d+ 1), D+(d+ 1))
We observe that F+(d+1) is actually a subspace of Map(D+(d+1), D+(d+
1)), thus from the above adjunction we can show hat is continuous if we show
the adjoint hat# is. Let ∆d−1 be the standard (d− 1)-simplex which we take to
be parameterized by d− 2 increasing coordinates in [0, 1]. Define λ′ as follows:
λ′ : D′+(2)×∆d−1 → D
′
+(d)
(t0, t1, s1, . . . , sd−1) 7→ (t0, t0 + s1(t1 − t0), . . . , t0 + sd−1(t1 − t0), t1).
The map λ′ is easily demonstrated to be proper and a surjection, hence λ,
the map on compactifications, is a quotient. Let eval. be the map below:
eval. : F+(2) ∧D+(2) ∧ (∆d−1)∞ → D+(2) ∧ (∆d−1)∞
(f, t, s) 7→ (f(t), s).
We have the following commutative diagram:
F+(2) ∧D+(2) ∧ (∆d−1)∞
eval. //
(1∧λ)

D+(2) ∧ (∆d−1)∞
λ

F+(2) ∧D+(d+ 1)
hat#
// D+(d+ 1)
As before, this gives us that hat# ◦ (1 ∧ λ) is continuous, hence so is hat# and
hence so is hat. This completes the proof.
We now wish to use this variation to build certain NDR pairs that will be
used in the later work - we do this in the next section.
3.3 Building NDR Pairs Using Functional Cal-
culus
We now use the theory from the above section to build (SHom(W,V ), Inj(W,V )c∞)
into an NDR pair for Hermitian spaces V and W , with dim(W ) = d + 1 and
dim(V ) > d+1. This will be of relevance in Chapter 5 when we come to calculate
the homotopy cofibres needed to prove the main theorem; we shall demonstrate
that the sequences we build are isomorphic to the cofibre sequence generated
from (SHom(W,V ), Inj(W,V )c∞). We start with the following two results:
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Proposition 3.3.1. Let X be the upper half disc {z ∈ C : |z| 6 1, Im(z) > 0}
and let Y be the upper semicircle {z ∈ X : |z| = 1}. Then (X,Y ) is an NDR
pair via:
u′′(reiθ) := min(1, 2− 2r)
h′′t (re
iθ) := min(1, (2− t)r)eiθ .
Proof. We check conditions 1 to 6 from Definition 2.3.1. The continuity of u′′
and h′′t is clear and hence 1 and 2 hold. The map h
′′
1 is evaluated as h
′′
1(re
iθ) =
min(1, (2 − 1)r)eiθ = reiθ, from this it is clear that 3 holds. If z ∈ Y then z
is of the form eiθ. Thus h′′t (z) = min(1, 2 − t)e
iθ = eiθ and we observe that 4
holds. Regarding condition 5, if u′′(z) < 1 then 2 − 2r < 1, i.e. r > 1/2. In
this case h′′0(z) = min(1, 2r)e
iθ = eiθ, thus h′′0(z) is in Y as required. Finally,
let z be such that u′′(z) = 0, i.e. 2 − 2r = 0. This occurs if and only if r = 1,
showing that z is in Y as required for condition 6 to be satisfied; thus (X,Y ) is
an NDR pair.
Proposition 3.3.2. The map φ as defined below gives us a relative homeomor-
phism (D+(2), D0(2)) ∼= (X,Y ):
φ(t0, t1) =
i− (t1 + it0)
2
i+ (t1 + it0)2
.
Proof. This map can be built up using basic complex analysis. We first consider
the map out of D+(2) given by (t0, t1) 7→ (t1, t0). Denoting this map by z 7→ z˙,
this gives us the homeomorphism below, the bold line representing D0(2):
∪{∞}
∪{∞}
∼=
z 7→ z˙
z˙ ←[ z
We now apply the map z 7→ z2 to build another homeomorphism:
∪{∞}
∪{∞}∼=
z 7→ z2
z
1
2 ←[ z
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Finally, we apply the map sending z 7→ (i−z)/(i+z) and the basepoint∞ to
−1. This is a homeomorphism with codomainX and inverse z 7→ i(1−z)/(1+z);
note this sends −1 to ∞. The bold line is sent to Y , as observed below.
∪{∞}
the basepoint ‘∞’
∼=
z 7→ i−zi+z
i(1−z)
1+z ←[ z
The above composition gives a homeomorphism (D+(2), D0(2)) ∼= (X,Y ).
It is trivial to observe that this composition can be explicitly written down as
φ stated above. Finally, we note that this maps F0(D+(2)) homeomorphically
onto the base of X , the set of z ∈ X such that Im(z) = 0.
This now allows us to build an NDR pair out of (D+(2), D0(2)) in an obvious
way:
Proposition 3.3.3. (D+(2), D0(2)) is an NDR pair via:
u′(t0, t1) := u
′′ ◦ φ(t0, t1)
h′t(t0, t1) := φ
−1 ◦ h′′t ◦ φ(t0, t1).
Proof. We again check the points from Definition 2.3.1. As φ is a homeomor-
phism we are considering continuous maps and thus 1 and 2 hold. That h′′1
is the identity on X trivially implies that h′1 is the identity on D+(2) and
thus condition 3 also holds. If y ∈ D0(2) then from above φ(y) ∈ Y and thus
h′′t ◦φ(y) ∈ Y . This then shows h
′
t(y) ∈ D0(2) as φ
−1 maps Y homeomorphically
to D0(2), proving that 4 holds. If u
′(t) < 1 then 2− 2|φ(t)| < 1 or |φ(t)| > 1/2;
thus h′′0 ◦φ(t) is in Y and thus h
′
0(t) ∈ D0(2) so 5 is satisfied. Finally, if u
′(t) = 0
then |φ(t)| = 1, i.e. φ(t) ∈ Y and thus t ∈ D0(2) as required for condition 6 to
hold. Thus (D+(2), D0(2)) is an NDR pair.
Finally, we use this combined with the functional calculus variation above
to prove the following, constructing the needed NDR pair and cofibre sequence:
Proposition 3.3.4. (SHom(W,V ), Inj(W,V )c∞) is an NDR pair via:
u(γ) := u′(e0(ρ(γ)), ed(ρ(γ)))
ht := Bĥ′t
.
Proof. Again we refer to Definition 2.3.1. Continuity of ht follows from the
continuity of the constructions 3.2.9 and 3.2.10, while continuity of u follows
from Lemma 3.1.12, Corollary 3.1.8 and the continuity of u′; thus 1 and 2 hold.
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Now let γ : W → V be a homomorphism, we wish to show that B
ĥ′1
(γ) =
γ. Note that h′1(t0, t1) = (t0, t1). Thus applying construction 3.2.10 gives us
ĥ′1(t0, . . . , td)i = t0 + (
ti−t0
td−t0
)(td − t0) = ti. Thus by the explicit expression of
B
ĥ′1
from Proposition 3.2.9 we have B
ĥ′1
(γ) = γ, and condition 3 is satisfied.
For condition 4, let γ be non-injective. We wish to show that B
ĥ′t
(γ) = γ
for all t. By Proposition 3.2.9 there is an orthonormal basis of eigenvectors
v0, . . . , vd−1 for γ
†γ with eigenvalues e2i such that γ(vi) = eimi for some mi
orthonormal inW . As γ is non-injective it follows that e0 = 0. Then if ĥ′t(e) = s
we have B
ĥ′t
(γ)(vi) = simi. We claim that ĥ′t(e) = e, which would be sufficient
to prove that 4 holds.
We can write h′t(t0, t1) in the form (g(t0, t1), g(t0, t1) + h(t0, t1)) for some g
and h. First consider the case where ei = 0 for all i. If so, then (ĥ′t)i(0) = g(0, 0)
by definition. We have φ(0, 0) = 1 and h′′t (1) = 1 so h
′
t(0, 0) = (0, 0). Thus
g(0, 0) = 0 and we have (ĥ′t)i(0) = 0.
Now consider the case where ed 6= 0. Then (ĥ′t)i(e) = g(0, ed)+h(0, ed)ei/ed.
We claim that g(0, ed) = 0 and h(0, ed) = ed, i.e. that h
′
t(0, ed) = (0, ed).
As φ maps D0(2) to Y we have that h
′′
t (φ(0, ed)) = φ(0, ed) and thus that
h′t(0, ed) = (0, ed) as required, proving that 4 holds.
For condition 5, let γ be such that u(γ) < 1. We wish to show that B
ĥ′0
(γ)
is non-injective, i.e. that if vi is an orthonormal basis for γ
†γ with eigenvalues
e2i then (ĥ
′
0)0(e) = 0. If all ei = 0 this is trivial from above, if not then observe
that e0 = e0(ρ(γ)) and ed = ed(ρ(γ)) so by the assumption that u(γ) < 1 we
have u′(e0, ed) < 1 and therefore h
′
0(e0, ed) ∈ D0(2) by Proposition 3.3.3. Thus
h′0(e0, ed) = (0, h(e0, ed)) for some h, so (ĥ
′
0)0(e) = 0 + h(e0, ed)(e0 − e0)/(ed −
e0) = 0 as required, hence condition 5 holds.
Finally we consider condition 6. Let γ be such that u(γ) = 0. We wish
to show that γ is non-injective. Note u(γ) = u′(e0(ρ(γ)), ed(ρ(γ))) = u
′′ ◦
φ(e0(ρ(γ)), ed(ρ(γ))). This is zero if and only if 2− 2|φ(e0(ρ(γ)), ed(ρ(γ)))| = 0
which occurs when |φ(e0(ρ(γ)), ed(ρ(γ)))| = 1. By the definition of φ, this
implies that (e0(ρ(γ)), ed(ρ(γ))) ∈ D0(2) which in turn shows that e0(ρ(γ)) = 0
which proves that γ is non-injective as required. Thus (SHom(W,V ), Inj(W,V )c∞)
is an NDR pair.
Corollary 3.3.5. The following is a cofibre sequence, with i, p and e being as
defined from Proposition 2.3.2:
Inj(W,V )c∞
i
→ SHom(W,V )
p
→ Inj(W,V )∞
e
→ Σ Inj(W,V )c∞.
We will use this sequence throughout the rest of the document.
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3.4 The Homotopy Type of Spaces of Maps in
Functional Calculus
To prove the theorem stated at the beginning of the next chapter we will show
that other sequences we construct are isomorphic to the cofibre sequence con-
structed at the end of the previous section; key to this will be showing that
certain other maps are homotopic to the map e in Corollary 3.3.5. These other
maps, however, will also turn out to arise from the construction Bf , thus we
wish to explore the homotopy type of maps arising from our functional calculus
constructions. We start out by making the following observation, the proof is
clear:
Lemma 3.4.1. Let f and g be facial maps such that f ≃ g through a facial
homotopy ht. Then Af ≃ Ag via Aht and Bf ≃ Bg via Bht .
Thus we want to look at the facial homotopy type of facial maps. We look
at the basic case, that of facial self-maps D(d)→ D(d). We first easily observe
the below homeomorphisms:
Lemma 3.4.2. D(1) ∼= S1 and D(d) ∼= Bd for d > 1. Moreover Fi(D(d)) ∼=
D(d − 1) via the homeomorphism (t0, . . . , td−1) 7→ (t0, . . . , ti−1, ti+1, . . . , td−1)
and we deduce that each face is also homeomorphic to either Bn for some n or
S1.
We now consider this more generally, looking at intersections of faces.
Definition 3.4.3. Let σ ⊆ {0, . . . , d − 2}. Then set B¯σ to be the intersection
of faces
⋂
i/∈σ Fi(D(d)).
Remark 3.4.4. If σ ∪ {d− 1} = {i0, . . . , im−1} then the map (t0, . . . , td−1) 7→
(ti0 , . . . , tim−1) is a homeomorphism between B¯σ and D(m). Hence B¯∅
∼= S1
and B¯σ ∼= B
|σ|+1 for σ nonempty.
Thus intersections of faces are balls unless we consider the intersection of all
faces, which is a sphere embedded in D(d). Moreover, facial maps by definition
preserve B¯σ for each σ. This suggests the following claim:
Proposition 3.4.5. Let f, g : D(d) → D(d) be facial and such that f and g
have the same degree on B¯∅. Then f ≃ g through facial maps.
To prove this we choose to induct on some concept of dimension. To make
this rigourous we define the following subspaces of D(d):
Definition 3.4.6. Let B¯[k] be the union of all B¯σ with |σ| 6 k. We say that
a self map of B¯[k] is facial if it preserves each B¯σ.
Note that B¯[0] = B¯∅ and B¯[d − 1] = D(d). We now proceed to prove the
below lemma. Note here that should this result hold then Proposition 3.4.5 will
follow by induction on the dimension of B¯[k] - assumption that f and g have
the same degree on B¯∅ gives us the assumption that they are homotopic on
B¯[0] and thus homotopic via facial maps on B¯[0] as the only facial intersection
contained in B¯[0] is B¯∅ = B¯[0] itself.
48
Lemma 3.4.7. Let f, g : D(d) → D(d) be facial maps such that f |B¯[k] is
homotopic to g|B¯[k] through facial maps. Then this homotopy can be extended
to a facial homotopy f |B¯[k+1] ≃ g|B¯[k+1].
To prove this, we need another small lemma and brief corollary.
Lemma 3.4.8. Suppose that X is homeomorphic to a ball of dimension n+ 1
and Y homeomorphic to a ball of dimension n, X ∼= Bn+1 and Y ∼= Bn, and
let p be a map ∂X → Y . Then there exists an extension p˜ : X → Y of p.
Proof. Without loss of generality we can assume that X = Bn+1 and Y = Bn.
In this case, we can thus parameterize X by coordinates (x, t) for x a point on
the boundary and t a scalar. Under this, we build the required extension p˜ via
p˜(x, t) := tp(x).
Corollary 3.4.9. Suppose Y ∼= Bn and f, g : Y → Y are maps such that
h : [0, 1]× ∂Y → Y gives a homotopy from f |∂Y to g|∂Y . Then there exists an
extension h˜ : [0, 1]× Y → Y that provides a homotopy between f and g.
Proof. Set X := [0, 1]× Y then it is a trivial exercise to show that X is home-
omorphic to Bn+1. Now define a map p : ∂X → Y in the following way. Note
that ∂X is ([0, 1]× ∂Y ) ∪ ({0, 1} × Y ) - set p therefore to be h on [0, 1]× ∂Y ,
f on {0}× Y and g on {1} × Y ; note this is consistent. Then use Lemma 3.4.8
to extend p to a map h˜ : [0, 1]× Y → Y giving the required homotopy.
We now have enough machinery to prove Lemma 3.4.7. Let f and g be the
two maps and set hk to be the facial homotopy [0, 1] × B¯[k] → B¯[k] agreeing
with f on 0 and g on 1. Now let B¯σ be such that |σ| = k + 1. Then we have
that B¯σ, a (k + 2)-ball, is contained within B¯[k + 1] while its boundary ∂B¯σ,
a (k + 1)-sphere, is contained within B¯[k]. Restrict f and g to two maps f |B¯σ
and g|B¯σ and restrict hk to a homotopy f |∂B¯σ ≃ g|∂B¯σ . This extends to give a
homotopy hk+1,σ : [0, 1]× B¯σ → B¯σ via Corollary 3.4.9 which agrees with hk on
the boundary, f |B¯σ on 0 and g|B¯σ on 1. Moreover, performing this for all face
intersections of dimension k+1 gives us a family of maps hk+1,σ. If B¯σ and B¯τ
are two different face intersections of this type, then note that B¯σ ∩ B¯τ ⊂ B¯[k].
Thus the two homotopies hk+1,σ and hk+1,τ agree on the intersection as they are
both extensions of hk out of B¯[k]. Therefore we can patch these maps together
to get a homotopy hk+1 : [0, 1]×
⋃
B¯σ →
⋃
B¯σ. Noticing that
⋃
B¯σ = B¯[k+1]
allows us to write this as hk+1 : [0, 1] × B¯[k + 1] → B¯[k + 1], a homotopy
between f and g extending hk. Finally, we need to check that this is facial,
but this follows instantly for face intersections of dimension up to k as hk is
facial and furthermore follows for face intersections of dimension k + 1 via the
method of construction of patching together homotopies hk+1,σ which satisfy
hk+1,σ([0, 1]×B¯σ) ⊆ B¯σ. Thus we have extended the homotopy, proving Lemma
3.4.7 as required and thus proving Proposition 3.4.5 via induction.
Hence we now have a criterion for when f ≃ g : D(d) → D(d). There are
induced maps f ′ : S1 → S1 and g′ : S1 → S1 given by t 7→ f(t, . . . , t) and
t 7→ g(t, . . . , t). If these maps have the same degree then f ≃ g through facial
maps. Moreover, we can apply this to more specific cases.
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In the last section we defined a map e : Inj(W,V )∞ → Σ Inj(W,V )
c
∞ as
Bf for a certain facial map f : D+(d) → ΣD+(d). We want to apply the
homotopical information above to this case. We start with the below lemma,
the proof is clear:
Lemma 3.4.10. Let f : D+(d)→ ΣD+(d) be facial, consider the induced map
Bf : S
Hom(W,V ) → SR⊕Hom(W,V ). Then Bf factors through Inj(W,V )∞ →
Σ Inj(W,V )c∞ if and only if f factors through D+(d)/D0(d)→ ΣD0(d).
Hence we want to look at facial maps D+(d)/D0(d) → ΣD0(d). This is
equivalent to the above work via the two homeomorphisms below, the proof is
standard to check:
Lemma 3.4.11. We have the below face-preserving homeomorphisms:
• D+(d)/D0(d) ∼= D(d) via the map t 7→ log(t).
• ΣD0(d) ∼= D(d) via the map (s, t0 = 0, . . . , td−1) 7→ (s+ t0, s+ t1, . . . , s+
td−1).
Hence the facial homotopy type of facial maps D+(d)/D0(d) → ΣD0(d) is
determined by degree. This works as follows:
Remark 3.4.12. Via the identifications above, the S1 in D+(d)/D0(d) is given
by the intersection of faces and thus is achieved when considering points in
D+(d)/D0(d) of the form (t, . . . , t) for t in the strictly positive real numbers. The
copy of S1 in ΣD0(d) also arises from the intersection of faces - in this case the
S1 is from points (s, 0, . . . , 0) for s the suspension coordinate taken over the real
numbers. Thus observing the degree of the map f : D+(d)/D0(d)→ ΣD0(d) is
given by considering the map S1 → S1 given by f(t, . . . , t), with the initial S1
running over the positive real numbers and the final S1 running over R.
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Chapter 4
Building the Tower
4.1 The Tower
We now state Theorem 1.2.4 in more detail. Most of this chapter is then ded-
icated to defining the spectra and maps used in the construction of the tower;
the topological claims in the result are proved in Chapter 5. We recall most of
the notation laid out throughout Chapter 1.
Theorem 4.1.1. There is a natural tower of finite G-CW -spectra:
L(V0, V1)∞ = Xd0
pid0

Gd0(V0)
Hom(T,V1−V0)⊕s(T )
φd0oo
Xd0−1
©hhhhhhhhhhhh
δd0
33hhhhhhhhh
pid0−1

Gd0−1(V0)
Hom(T,V1−V0)⊕s(T )
φd0−1oo
Xd0−2
©hhhhhhhhhhhh
δd0−1
33hhhhhhhhh
Gd0−2(V0)
Hom(T,V1−V0)⊕s(T )
φd0−2oo
X1
pi1

G1(V0)
Hom(T,V1−V0)⊕s(T )
φ1oo
S0 = X0
©hhhhhhhhhhh
δ1
33hhhhhhhh
This tower has the following properties:
1. The composition π : L(V0, V1)∞ → S
0 of the maps πk is the projection.
2. Each triangle is a cofibre triangle.
We have not specified in the above statement what any of the spectra or
maps actually are. We spend this section defining sets that will become the
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Xk after a desuspension before topologizing these sets in §4.2. We then spend
the rest of this chapter showing that the Thom spaces in the above statement
are well-defined virtual G-vector bundles that lie in FG before concluding the
section by defining the maps. The first step in proving this theorem is building
a tower of G-spaces from Ss(V0) ∧ L(V0, V1)∞ to S
s(V0).
Let α ∈ s(V0). Then as discussed in §3.1 α has real eigenvalues which can
thus be ordered. Hence this ordering passes to the eigenspaces of α.
Note 4.1.2. Recall ek(α) to be the k
th eigenvalue of α. Then the eigenspace
associated to ek(α) can be thought of as Ker(α−ek(α)); this is a vector subspace
of V0. Hence the k
th eigenspace of α is the space Ker(α− ek(α)).
Definition 4.1.3. Define Pk(α) - a vector subspace of V0 - to be the orthogonal
complement in V0 of the direct sum of the first d0 − k eigenspaces of α under
the eigenspace ordering:
Pk(α) :=
 ⊕
j+k<d0
(Ker(α− ej(α)))
⊥ .
Remark 4.1.4. Let ed0−k−1(α) 6= ed0−k(α). Then in this case Pk(α) is the
direct sum of the top k eigenspaces of α. In general, Pk(α) is the largest direct
sum of top eigenspaces of α such that dim(Pk(α)) 6 k.
It is easy to see from the definition that P0(α) = 0, and Pd0(α) = V0. We
also note here that Pd0−1(α) = (Ker(α − e0(α)))
⊥ and that Pk(α) includes
into Pk+1(α) in the obvious way. We now define sets X˜
′
k using this Pk(α)
construction:
Definition 4.1.5. The set X˜ ′k is defined as follows:
X˜ ′k := {(α, θ) : α ∈ s(V0), θ : Pk(α)→ V1 is isometric}.
Remark 4.1.6. For any representation V the space s(V ) is a G-space with
conjugation action g.α(v) := gα(g−1v). Hence we can equip X˜ ′k with the action
g.(α, θ) := (g.α, g.θ). We need to check that this action is well-defined, i.e.
that g.θ is an isometry from Pk(g.α) to V1. This boils down to checking that
g−1(Pk(g.α)) = Pk(α) but this easily follows from the definition of the action
on α. Thus X˜ ′k is a G-set.
It can be immediately noted from the remarks concerning P0(α) and Pd0(α)
that X˜ ′d0 = s(V0)×L(V0, V1) and that X˜
′
0 = s(V0). We now define the following
map of sets:
Definition 4.1.7. We have a surjection of G-sets as follows:
π˜′k : X˜
′
k → X˜
′
k−1
(α, θ) 7→ (α, θ|Pk−1(α)).
This map is constructed from the inclusion Pk−1(α)→ Pk(α).
The G-set X˜ ′k will eventually be built into the G-spectrum Xk. There is one
thing we have not mentioned, however, and that is the topology on X˜ ′k. We
now choose to discuss this in detail.
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4.2 Topologizing the Tower
We wish to suitably topologize the sets X˜ ′k. The topology is clear for the cases
k = d0 and k = 0 as they are the classical spaces s(V0) × L(V0, V1) and s(V0)
which have a standard topology; moreover equipped with this topology the two
spaces become G-spaces. For the rest of the tower, however, we have to be
more subtle. When topologized, we wish for the maps π˜′k to be continuous.
This suggests that we should take the following topology:
Remark 4.2.1. There is a surjection s(V0)×L(V0, V1)→ X˜
′
k given by (α, θ) 7→
(α, θ|Pk(α)). This allows us to topologize X˜
′
k as a quotient of s(V0)×L(V0, V1).
Under this topology the sets X˜ ′k become G-spaces and the maps π˜
′
k are
continuous quotient G-maps. Further, we have the following standard result:
Lemma 4.2.2. The spaces s(V0) and L(V0, V1) have the homotopy type of finite
G-CW -complexes. Hence each G-space X˜ ′k has the homotopy type of a finite
G-CW -complex as the quotient of a finite complex.
We now have a way of topologizing X˜ ′k, however there is another way to do
so. We choose to present another, equivalent, topology for X˜ ′k as this alternate
topology eases many of the continuity arguments used later; as it is a subspace
topology we use it for continuity proofs for functions mapping into the space.
Let 0 6 k < d0, then for any α ∈ s(V0) we have a defined ed0−k−1(α). Via
3.1.12 we have the below continuous map:
s(V0)→ s(V0)
α 7→ α− ed0−k−1(α).
Further, the following is a continuous function:
f : R→ [0,∞)
x 7→ max(0, x).
Thus the below construction follows by the functional calculus 3.1.4:
Proposition 4.2.3. We have a continuous map λk : s(V0) → s+(V0) given by
λk(α) := f(α−ed0−k−1(α)) for the function f above. The map λk(α) : V0 → V0
is zero on the bottom d0 − k eigenspaces of α and α− ed0−k−1(α) on the other
eigenspaces.
When restricted to Pk(α) the map λk(α) will provide an automorphism of
Pk(α) as standard. Away from Pk(α), however, λk(α) is zero by definition.
Hence the image of λk(α) is Pk(α). We can use this construction to topologize
X˜ ′k as follows:
Proposition 4.2.4. Recalling ρ from 3.1.8, we have a bijection of sets:
X˜k
′
−→ {(α, β) : α ∈ s(V0), β : V0 → V1, ρ(β) = λk(α)}
(α, θ) 7→ (α,−θ ◦ λk(α)).
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Proof. First we check that the map is well-defined. The image of λk(α) is
Pk(α) so −θ ◦ λk(α) is reasonable; θ never ends up mapping out of too big a
domain. Now we check that ρ(β) is λk(α) as specified - noting that β
†β =
λk(α)
† ◦ θ† ◦ θ ◦ λk(α) = λk(α)
† ◦ λk(α) and that λk(α) is as proved above
selfadjoint and nonnegative is all that is required here. This checks that the
map is well-defined.
Regarding injectivity, let (α, θ) and (α′, θ′) have the same image. Clearly
α = α′ in this case and as −θ ◦λk(α) = −θ
′ ◦λk(α) then θ and θ
′ must agree on
the image of λk(α) which is Pk(α); thus θ and θ
′ agree and the map is injective.
To prove surjectivity we consider the pair (α, β) in the target set; we wish
to build a suitable isometry θ from them. Our candidate isometry in this case
is −σ(β) as defined in 3.1.9. This has already been shown to be a well-defined
isometry, therefore we only need to demonstrate that its domain is Pk(α) and
that σ(β) ◦ λk(α) is β. For the first point, we wish to show that (Ker(β))
⊥ =
Pk(α). This, however, follows from the identity (Ker(β))
⊥ = (Ker(ρ(β)))⊥ =
Im(ρ(β)) = Im(λk(α)) = Pk(α); this result was discussed in the paragraph
following 3.1.8. Regarding the second point, recalling again that λk(α) = ρ(β)
and that σ(β) ◦ ρ(β) = β is enough to prove the claim.
Remark 4.2.5. The bijection of Proposition 4.2.4 allows us to topologize X˜ ′k
as a subspace of s(V0) × Hom(V0, V1) by demanding that the bijection be a
homeomorphism. Further, it is clear that the action on X˜ ′k defined earlier
matches up with the standard diagonal-conjugation action on the subspace of
s(V0)×Hom(V0, V1).
We now have two topologies on X˜ ′k, we claim these are the same:
Lemma 4.2.6. The following map is continuous and proper:
s(V0)× L(V0, V1)→ s(V0)×Hom(V0, V1)
f : (α, θ) 7→ (α,−θ ◦ λk(α)).
Hence X˜ ′k has the same topology as a quotient of s(V0) × L(V0, V1) or as a
subspace of s(V0)×Hom(V0, V1).
Proof. The map as stated is continuous because of the continuity of λk(α);
thus we only need to show that it is proper. Let U be a compact subset of
s(V0) × Hom(V0, V1). We claim that f
−1(U) is a closed subset of a compact
space and hence compact. Let π : s(V0)×Hom(V0, V1)→ s(V0) be the projection
to the first factor. π(U) is the continuous image of a compact set and hence
compact. It is easy to observe from here that f−1(U) ⊆ π(U) × L(V0, V1) and
that π(U) × L(V0, V1) is a compact space by Tychonoff’s Theorem. Hence we
only need to demonstrate that f−1(U) is closed. This is standard, however,
as U is a compact subspace of a Hausdorff space and thus closed. The second
claim then follows immediately from the first claim and from Lemma 1.5.4 in
an obvious way.
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We now have G-spaces X˜ ′k. One thing to note here, however, is that the Xk
and πk we are required to define are based - thus we should check that what
we’ve defined is compatible with adding a basepoint. Let X˜k be the one-point
compactification of X˜ ′k.
Lemma 4.2.7. The maps π˜′k are proper.
Proof. We claim that the projection X˜ ′k → s(V0) is proper, then the result
will follow from Lemma 1.5.2. Let U be a compact subset of s(V0), as s(V0) is
Hausdorff we note that this set is closed. The pre-image of U in s(V0)×L(V0, V1)
is U×L(V0, V1) which is compact. The continuous image of U×L(V0, V1) in X˜
′
k
under the quotient map is thus also compact, and finally it is easy to observe that
this space is the same as the preimage of U in X˜ ′k. This proves the result.
This lemma means we have extensions π˜k : X˜k → X˜k−1. This allows us to
construct the following unstable tower of G-spaces with the homotopy type of
finite based G-CW -complexes:
Ss(V0) ∧ L(V0, V1)∞ → X˜d0−1 → X˜d0−2 → . . .→ S
s(V0).
It is clear that the composition down this tower is just the projection Ss(V0)∧
L(V0, V1)∞ → S
s(V0). Recalling the categorical notes in §2.1 we can apply Σ∞
and pass to the category FG. There is a finite G-CW -spectrum S
−s(V0) :=
Σ−s(V0)S0. Thus we smash by S−s(V0) throughout and making the definition
Xk := S
−s(V0) ∧ X˜k we get the following tower in FG:
L(V0, V1)∞ → Xd0−1 → Xd0−2 → . . .→ S
0.
We have already noted that Ss(V0) ∧ L(V0, V1)∞ → S
s(V0) is just the pro-
jection, hence the map L(V0, V1)∞ → S
0 is the projection. Part 1 of Theorem
4.1.1 then follows; we have constructed a suitable stable tower such that the
map running down the whole tower is the projection.
4.3 The Topology of Bundles Over Grassmanni-
ans
We now turn our attention to defining the G-spectra that will become the
cofibres of the maps πk. To do this, we need to take a detour into the topology
of Grassmannians and of bundles over Grassmannians. The general theory is
standard, for example the non-equivariant theory is covered in [21] in the setting
of real Grassmannians. We include the detail, however, to cover results specific
to our purpose - we wish to be clear on the subjects of equivariance, topology
and continuity when it comes to the bundles we use.
Definition 4.3.1. We take Gk(V0) to be the Grassmannian of all k-dimensional
vector subspaces of V0. We then equip Gk(V0) with the standard G-action
inherited from the action on V0.
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In order to topologize Gk(V0) effectively, we first make the following defini-
tion:
Definition 4.3.2. Set G(V0) :=
∐d0
k=0Gk(V0). We also define the space G
′(V0)
as {π ∈ End(V0) : π
2 = π, π† = π}. Finally set G′k(V0) to be the subspace of
π ∈ G′(V0) with trace equal to k.
G′(V0) and its associated subspaces can then be topologized as closed sub-
spaces of s(V0). We now note that there are bijections between Gk(V0) and
G′k(V0) given by W 7→ 1W ⊕ 0W⊥ and Im(π) ←[ π; these are mutually inverse.
This allows us to topologize Gk(V0) by making the bijections into homeomor-
phisms and setting that U is open in Gk(V0) if and only if its image is open in
G′k(V0). Under this topology Gk(V0) is a G-space.
Lemma 4.3.3. Gk(V0) is compact.
Proof. If π ∈ G′k(V0) then π is of the form 1W ⊕0W⊥ for someW . If k 6= 0 then
it is simple to see that ‖π‖ = 1 and thus that G′k(V0) is closed and bounded in
s(V0), hence compact by Lemma 1.5.5. For k = 0 we have ‖π‖ = 0, the proof
then follows.
Similar to results in the previous section we also note that there is another
way of topologizing Gk(V0), this time via quotients. Let i : L(C
k, V0)→ Gk(V0)
be the map given by i(α) := Im(α). This is continuous as it corresponds to
the continuous i′ : L(Ck, V0)→ G
′
k(V0) given by i
′(α) := αα†. The map is also
surjective via a standard linear algebra argument. Thus as i is a continuous
surjection from a compact space to a Hausdorff space it is a quotient map and
we have a different way of equipping Gk(V0) with the above topology.
We now show that the map Pk : α 7→ Pk(α) mapping into Gk(V0) is contin-
uous under this topology. This will be one of the cornerstones of the maps we
will build in the next chapter. To do this we need the following lemma:
Lemma 4.3.4. Let s(V0)
× be the space of injective selfadjoint endomorphisms,
or equivalently {α ∈ s(V0) : ei(α) ∈ R
×∀i}. Then the map f : s(V0)
× → G(V0)
sending α to the sum of the positive eigenspaces of α is continuous.
Proof. Define f ′ : R× → {0, 1} sending all negative numbers to 0 and all positive
numbers to 1. This is clearly continuous under any topology one can give {0, 1},
self-conjugate and such that f ′(t)2 = f ′(t) for all t. Thus by Lemma 3.1.4 we
have a map f : s(V0)
× → G′(V ) and it is simple to check that this map behaves
as stated in the claim.
Corollary 4.3.5. Let sk(V0) be the subspace of s(V0) given as follows:
sk(V0) := {α ∈ s(V0) : dim(Pk(α)) = k}.
Then Pk : sk(V0)→ Gk(V0) is continuous.
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Proof. Firstly if k = 0 then P0(α) = 0 and the claim follows trivially. Now if
k = d0 then Pd0 : sd0(V0)→ Gd0(V0) is the continuous map sd0(V0)→ pt.. Let
0 < k < d0, then ed0−k and ed0−k−1 are well-defined continuous maps and we
have sk(V0) = {α ∈ s(V0) : ed0−k−1(α) < ed0−k(α)}. Define a map sk(V0)→ R
given as follows:
α 7→ 1/2(ed0−k−1(α) + ed0−k(α)).
This is clearly a continuous map and 1/2(ed0−k−1(α) + ed0−k(α)) is not an
eigenvalue of α, thus α − 1/2(ed0−k−1(α) + ed0−k(α)) is in s(V0)
×. The claim
then follows by observing that Pk(α) is f(α− 1/2(ed0−k−1(α) + ed0−k(α))) for
the function f defined in 4.3.4.
This map will prove to be useful in constructing some of the later continuity
arguments. Another useful ingredient is the following observation:
Note 4.3.6. Gk(V0) is homeomorphic to Gd0−k(V0) viaW 7→W
⊥. This follows
from the homeomorphism G′k(V0)
∼= G′d0−k(V0) sending π to 1V0 − π.
We define the following sets:
Zk := {(W,γ) : W ∈ Gk(V0), γ ∈ Hom(W,V1)},
Z˜k := {(W,γ, ψ) :W ∈ Gk(V0), γ ∈ Hom(W,V1), ψ ∈ s(W
⊥)}.
We wish to equip the above sets with a suitable topology. This is done as
follows:
Lemma 4.3.7. We have a bijection between Zk and the space Z
′
k := {(π, β) :
π ∈ G′k(V0), β ∈ Hom(V0, V1), β ◦ (1 − π) = 0} given by the below maps:
(W,γ) 7→ (1W ⊕ 0W⊥ , γ ◦ (1W ⊕ 0W⊥))
(Im(π), β|Im(pi))←[ (π, β).
This lets us topologize Zk as a subspace of G
′
k(V0)×Hom(V0, V1). Moreover we
have the following surjection onto Zk:
L(Ck, V0)×Hom(C
k, V1)→ Zk
(ζ, γ0) 7→ (Im(ζ), γ0 ◦ ζ
†).
Thus Zk can also be topologized as a quotient of L(C
k, V0)×Hom(C
k, V1). The
composition L(Ck, V0) × Hom(C
k, V1) → G
′
k(V0) × Hom(V0, V1) is continuous
and proper and hence by Lemma 1.5.4 the two topologies are the same.
Proof. The proof is simple barring demonstrating that the below composition
is proper:
f : L(Ck, V0)×Hom(C
k, V1)→ G
′
k(V0)×Hom(V0, V1)
(ζ, γ0) 7→ (ζζ
†, γ0 ◦ ζ
† ◦ (ζζ†)).
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First note that ζ† ◦ (ζζ†) = ζ†. Let C be a compact subset of G′k(V0) ×
Hom(V0, V1). We need to check that the inverse image of C is closed in each
factor and bounded in the Hom-factor. By Tychonoff’s Theorem and 1.5.5 this
will be enough to show that f−1{C} is compact. Firstly consider the projection
from L(Ck, V0) × Hom(C
k, V1) down to Hom(C
k, V1), this is a closed map via
1.5.3 as L(Ck, V0) is compact. Now let (ζ, γ0) ∈ f
−1{C}. We claim that there is
a bound on the norm of γ0. As C is compact we are given that ‖γ0 ◦ζ
†‖ 6 R for
some real number R, the bound on γ0 then follows by a standard observation
that ‖γ0‖ = ‖γ0 ◦ ζ
†‖. Thus f−1{C} is compact in the second factor. Another
application of 1.5.3 gives us that the projection of f−1{C} down to L(Ck, V0) is
closed and hence compact as L(Ck, V0) is compact. This is enough to show that
f−1{C} is compact and hence f is proper. The rest of the claim follows.
Corollary 4.3.8. There is a bijection between Z˜k and the following space, π
and β satisfying the same conditions as in Lemma 4.3.7 above:
{(π, β, ξ) : ξ ∈ s(V0), ξ ◦ π = 0, Im(ξ) ⊆ Im(1V0 − π)}.
This is given by:
(W,γ, ψ) 7→ (1W ⊕ 0W⊥ , γ ◦ (1W ⊕ 0W⊥), ψ ◦ (1W⊥ ⊕ 0W ))
(Im(π), β|Im(pi), ξ|Im(1V0−pi))←[ (π, β, ξ).
Hence we can topologize Z˜k as a subspace of G
′
k(V0) × Hom(V0, V1) × s(V0).
Moreover we have the below surjection onto Z˜k:
L(Ck ⊕ Cd0−k, V0)×Hom(C
k, V1)× s(C
d0−k)→ Z˜k
((ζ, η), γ0, ψ0) 7→ (Im(ζ), γ0 ◦ ζ
†, η ◦ ψ0 ◦ η
†).
Thus Z˜k can also be topologized as a quotient. The composition of the above
maps L(Ck ⊕Cd0−k, V0)×Hom(C
k, V1)× s(C
d0−k)→ G′k(V0)×Hom(V0, V1)×
s(V0) is continuous and proper and hence by Lemma 1.5.4 the two topologies
are the same.
Proof. Note that ‖ψ0‖ = ‖η ◦ψ0 ◦ η
†‖. The result can then easily be proved by
following the method and style of the previous proof and recalling that compact
subsets of spaces of selfadjoints are closed and bounded subsets as noted in
1.5.5.
We can also topologize subspaces of Z˜k in a similar fashion. We now prove
that the space Zk is a vector bundle over Gk(V0) by demonstrating how Zk
under this topology satisfies local triviality. We note here that this result easily
generalizes using the same techniques as below to give similar results for other
cases; for example Z˜k is a vector bundle.
First fix W ∈ Gk(V0) and set πW as its image in G
′
k(V0). We now define the
following set:
U ′ := {π ∈ G′k(V0) : πW ◦ π|W :W →W is an isomorphism}.
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We set U to be the image of U ′ in Gk(V0). We first claim that U
′ is open
in G′k(V0). Choose 1 > ǫ > 0 and let π be such that ‖π − πW ‖ < ǫ. The map
π − πW is 1 on some subset of V0 and 0 everywhere else, thus the value of the
norm ‖π − πW ‖ is either 0 or 1. As ǫ < 1 then ‖π − πW ‖ = 0, hence πW ◦ π|W
is an isomorphism and thus π ∈ U ′; this demonstrates that U ′ and U are open.
The set U will be our neighbourhood around W satisfying the properties of the
local triviality condition.
Now for α ∈ Hom(W,W⊥) set αˆ : W → W ⊕W⊥ = V0 to be given by
αˆ(w) = w + α(w). We also give this map an adjoint by αˆ† := 1 + α†. This
allows us to define a map g′ out of Hom(W,W⊥):
g′(α) :=
(
V0
αˆ†
→W
(1+α†α)−1
→ W
αˆ
→ V0
)
.
This is well-defined as (1 + α†α) = αˆ†αˆ is strictly positive and thus has an
inverse. Its easy to see that g′ actually maps into G′(V0); the map g
′(α) is
patently selfadjoint and idempotent. Moreover, asW is a dimension k subspace
and αˆ† is surjective it is easy to see that g′(α) has trace k and thus lies in
G′k(V0).
There is hence also a map g : Hom(W,W⊥)→ Gk(V0), from the surjectivity
of αˆ† it follows that Im(g′(α)) = Im(αˆ). Thus we have that g(α) = Im(αˆ). We
now claim that g′ actually lands in U ′ and moreover gives a homeomorphism
between U ′ and Hom(W,W⊥). That g′ lands in U ′ follows from observing the
behaviour of g′(α)|W , it can then further be observed that πW ◦ g
′(α)|W is an
isomorphism as required. Continuity of g′ is also easy to observe, thus we only
need to demonstrate the existence of a continuous inverse to g′.
To do this, we first note that V0 ∼= W ⊕W
⊥ and hence g′(α) :W ⊕W⊥ →
W ⊕W⊥ can be decomposed into a 2× 2 matrix. This is a standard technique
used in functional analysis, for example it is prevalent throughout [31]. In our
case the matrix is below, it takes values along the top row in Hom(W,W ) and
Hom(W,W⊥) and along the bottom row in Hom(W⊥,W ) and Hom(W⊥,W⊥):
g′(α) =
(
α(1 + α†α)−1α† α(1 + α†α)−1
(1 + α†α)−1α† (1 + α†α)−1
)
.
Using the same decomposition as above let g′′ : U ′ → Hom(W,W⊥) be built
as follows:
g′′
[(
π11 π12
π21 π22
)]
:= π12 ◦ π
−1
22 .
This is patently continuous and moreover one can easily observe that it
provides the required inverse to g′. Thus g′ is a homeomorphism, a fact which
is key towards proving the below result:
Proposition 4.3.9. Zk is a vector bundle over Gk(V0).
Proof. Let W be a point in Gk(V0), take U as defined above and let q : Zk →
Gk(V0) be the bundle projection. We wish to show the following triangle com-
59
mutes for Φ a homeomorphism and p1 the projection to the first factor:
U ×Hom(W,V1)
p1
''PP
PP
PP
PP
PP
PP
P
Φ // q−1(U)

U
This will prove that Zk satisfies local triviality and the claim will follow.
However, commutativity of the above diagram follows immediately if the map
g˜ fitting into the below commutative diagram is a homeomorphism:
Hom(W,W⊥)×Hom(W,V1)
p1

g˜ // q−1(U)

Hom(W,W⊥) g
∼= // U
Here g˜(α, β) := (g(α), g(α)
σ(αˆ)−1
→ W
β
→ V1) recalling σ from 3.1.9 - we intro-
duce σ here to produce an isometric trivialization. This is clearly continuous,
with continuous inverse given by (V, θ) 7→ (g−1(V ), θ◦σ(̂g−1(V ))) - this is easily
checked to be well-defined and moreover it can also be checked that it gives the
required two-sided inverse. Thus Zk is a fibre bundle of vector spaces and hence
a vector bundle over Gk(V0).
There is also a similar result proving that Z˜k is a vector bundle over Gk(V0).
Moreover, reintroducing the tautological bundle notation from Chapter 1 and
using E as notation for the total space of a vector bundle it is clear that we can
use the following notation for Zk and Z˜k:
Zk = E(Hom(T, V1))
Z˜k = E(Hom(T, V1)⊕ s(T )).
As we are working with vector bundles there is a well-defined concept of a
Thom space. Moreover since Gk(V0) is compact the Thom space is just the one-
point compactification of the base space. Hence we have the following Thom
spaces:
Gk(V0)
Hom(T,V1) = (Zk)∞
Gk(V0)
Hom(T,V1)⊕s(T
⊥) = (Z˜k)∞.
We conclude this section by reintroducing equivariance. A similar result also
holds for Zk:
Lemma 4.3.10. The following is a well-defined G-action on Z˜k, recalling the
action on Gk(V0) and the conjugation action on spaces of maps:
g.(W,γ, ψ) := (g.W, g.γ, g.ψ).
This action makes Z˜k into both a G-space and a G-vector bundle over Gk(V0).
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Proof. The only issue is checking that the action is well-defined, the rest of the
claims are standard. To check that the action is well-defined we first need
to check that g.γ and g.ψ have domain g.W . This involves checking that
g−1(g.W ) = W but this is clear. We also note that g.ψ clearly has codomain
g.W by the nature of the action. This is enough to prove the result.
Hence we have Gk(V0)
Hom(T,V1)⊕s(T
⊥) = (Z˜k)∞, a well-defined based G-
space. Moreover, the topological analysis above will allow us to construct var-
ious technical continuity arguments in Chapter 5. We conclude this section
by stating a lemma that will allow us to stabilize this Thom space and in the
next section build the spectra that will become our cofibres. The proof is fairly
simple and follows from the finite CW -structure possessed by Gk(V0).
Lemma 4.3.11. Gk(V0)
Hom(T,V1)⊕s(T
⊥) has the homotopy type of a finite based
G-CW -complex.
4.4 Stabilizing the Cofibres
When we turn to calculating the cofibre of the map πk we instead will wish
to calculate the homotopy cofibre of the map π˜k. This cofibre will turn out to
be Gk(V0)
R⊕Hom(T,V1)⊕s(T
⊥). Thus the stable cofibre of πk will be S
−s(V0) ∧
Gk(V0)
R⊕Hom(T,V1)⊕s(T
⊥). However, this spectrum can be re-written in a nicer
form.
All the standard categories of general spectra contain virtual vector bundles,
formal differences V −W for vector bundles V and W . This is not immediately
noticeable in FG as virtual bundles don’t explicitly take the form of a desus-
pension of a space but it can easily shown to be true. We use the shorthand
Hom(T, V1 − V0) for the virtual bundle Hom(T, V1) − Hom(T, V0); further we
note here that this bundle is the honest bundle Hom(T, V1 ⊖ V0) in the case
where V0 6 V1. This virtual bundle has a G-action given in a similar fashion
to the action on Z˜k in the previous section. Then via the below lemma we can
rewrite our stable cofibre in the following form:
S−s(V0) ∧Gk(V0)
R⊕Hom(T,V1)⊕s(T
⊥) ∼= Gk(V0)
R⊕Hom(T,V1−V0)⊕s(T ).
Lemma 4.4.1. As G-bundles over Gk(V0) we have:
Hom(T, V1 − V0)⊕ s(T )⊕ s(V0) ∼= Hom(T, V1)⊕ s(T
⊥).
Proof. Firstly we have that if W is a subspace of V0 then s(V0) can be decom-
posed into parts in s(W ), s(W⊥) and Hom(W,W⊥); this gives us the bundle
identification s(V0) ∼= s(T )⊕ s(T
⊥)⊕Hom(T, T⊥). This is easiest to see when
α ∈ s(V0) is written down as a 2×2 matrix using the techniques used in the last
section or in [31], for example. Via this technique the selfadjoint endomorphism
α takes the form below for β ∈ s(W ), γ ∈ s(W⊥) and δ ∈ Hom(W,W⊥); it
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is clear that this implies the above bundle isomorphism and further that this
bundle isomorphism is equivariant:
α =
(
β δ†
δ γ
)
.
Next we note that if A ∈ End(V ) then there is a classical decomposition of
A into the sum of two selfadjoint endomorphisms. This is given by A 7→
(1/2(A+A⊥), i/2(A−A⊥)) and has inverse (α, β) 7→ α⊕ iβ. Thus we get the
bundle identification Hom(T, T ) ∼= 2s(T ), further this identity is again clearly
equivariant. This allows us to make the following bundle identifications:
Hom(T, V0) ∼= Hom(T, T )⊕Hom(T, T
⊥)
∼= 2s(T )⊕Hom(T, T⊥).
The result follows from this and the earlier statement that s(V0) ∼= s(T ) ⊕
s(T⊥)⊕Hom(T, T⊥).
Thus, we wish to construct cofibre sequences that take the below form:
X˜k
p˜id0

Gk(V0)
Hom(T,V1)⊕s(T
⊥)oo φ˜koo
X˜k−1
©nnnnnn
δ˜k
66nnnnn
In particular, the top of the unstable tower should be:
X˜d0
p˜id0

SHom(V0,V1)
φ˜d0oo
X˜d0−1
©ssss δ˜d0
99sssss
We now explicitly state candidates for φ˜k and δ˜k.
4.5 Candidate Maps
We now state what will eventually be shown to be φ˜k and δ˜k. To do this we will
have to first deal with the top triangle, before moving on to consider the rest of
the tower. While we remark that this seems somewhat unsatisfactory at first it
will become clear in the chapters following that the cofibre sequences will fall
out from this in a somewhat natural way.
Throughout this section we recall ρ, σ and λk from 3.1.8, 3.1.9 and 4.2.3.
We make the following definition:
Definition 4.5.1. Set the map φ˜d0 : S
Hom(V0,V1) → Ss(V0) ∧ L(V0, V1)∞ to be
the collapse κ! from Proposition 3.1.10.
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This is patently a G-map. To build δ˜d0 we need a similar result to Proposi-
tion 3.1.10. This turns out to be the below proposition:
Proposition 4.5.2. There is a homeomorphism:
τ : X˜ ′d0−1 = {(α, θ) : α ∈ s(V0), θ ∈ L(Pd0−1(α), V1)}
∼=
→ R× Inj(V0, V1)
c
(α, θ) 7→ (e0(α),−θ ◦ (α− e0(α))).
Thus we have X˜d0−1
∼= Σ Inj(V0, V1)
c
∞.
Proof. We build this map in two stages. Firstly we note that in this case
the map λd0−1(α) is given by α 7→ α − e0(α). From Proposition 4.2.4 we
have a homeomorphism between X˜ ′d0−1 and {(α, β) : α ∈ s(V0), β : V0 →
V1, ρ(β) = α − e0(α)}. We then define a map out of this homeomorphic space
and into R × Inj(V0, V1)
c given by (α, β) 7→ (e0(α), β). It is clear that τ is
this composition. Thus all that is required is proof that the second map in the
factorization is a homeomorphism.
Firstly we check that this map is well-defined, i.e. that β in this case is non-
injective. This is clear, however, as if v is an eigenvector of α with eigenvalue
e0(α) then β will send v to 0. We also note that this map is patently continuous
via previous remarks. We next build a continuous inverse of the map, this will
therefore be enough to show that the map is a homeomorphism and hence that
τ is a homeomorphism.
Define the map out of R × Inj(V0, V1)
c given by (t, δ) 7→ (ρ(δ) + t, δ). We
claim that this is a well-defined continuous inverse. On the first point, note that
ρ(δ) + t is patently selfadjoint. We now just need to check that if α = ρ(δ) + t
then ρ(δ) is α − e0(α). Firstly note that e0(α) is going to be t - the lowest
eigenvalue of ρ(δ) will be zero as δ is non-injective. Thus α− e0(α) will be ρ(δ)
as required and the map is well-defined, landing in the right domain. We also
note here that the map is continuous via Lemmas 3.1.4 and 3.1.12.
Finally, we check that the two given maps are self-inverses. This, however,
follows immediately from the lowest eigenvalue of ρ(δ) + t being t. Thus the
map is a homeomorphism and thus τ is, proving the claim.
Definition 4.5.3. The map δ˜d0 : X˜d0−1 → S
R⊕Hom(V0,V1) is given by composi-
tion of the homeomorphism X˜d0−1
∼= Σ Inj(V0, V1)
c
∞ with the twisted inclusion
−Σid0 : Σ Inj(V0, V1)
c
∞ → S
R⊕Hom(V0,V1), recalling −Σ from Definition 2.2.5.
This map is again patently a G-map; both parts of the composition are easily
observed to be G-maps. We now state what we will later demonstrate to be φ˜k
and δ˜k for k < d0.
Definition 4.5.4. φ˜k is the extension of the below proper map:
Z˜k → X˜
′
k
(W,γ, ψ) 7→ (ψ|W⊥ ⊕ (ρ(γ) + etop(ψ))|W ,−σ(γ)).
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Definition 4.5.5. Set Y ′k to be the following subspace of X˜
′
k:
Y ′k := {(α, θ) ∈ X˜
′
k : dim(Pk(α)) < k}.
Abusing notation somewhat, this can be considered as both a subspace of
X˜ ′k and of X˜
′
k−1. We put Yk := (Y
′
k)∞.
Definition 4.5.6. δ˜k is the composition of the collapse map X˜k−1 → X˜k−1/Yk
with the map X˜k−1/Yk → Gk(V0)
R⊕Hom(T,V1)⊕s(T
⊥) built out of the below
proper map:
X˜ ′k−1\Y
′
k → R× Z˜k
(α, θ) 7→
(
ed0−k(α), Pk(α),−θ ◦ λk−1(α)|Pk(α),− log((ed0−k(α) − α)|Pk(α)⊥)
)
.
Finally, we insert a suspension twist −Σ as detailed in Definition 2.2.5.
This gives us definitions for all of the maps in the tower. We note, however,
that again one important issue has yet to be dealt with - barring the top tri-
angle we have yet to demonstrate whether these maps are continuous, proper,
equivariant or even well-defined. We will do this for δ˜k in the next chapter,
while we hold off the work on φ˜k until Chapter 6 wherein we equate the cofibre
sequences back to the map above.
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Chapter 5
The Cofibres
5.1 The Top Triangle
In §4.5 we defined candidate maps for the top of the tower. Recalling the
definitions from the previous chapter, we now wish to show that the following
triangle is a cofibre sequence:
X˜d0
p˜id0

SHom(V0,V1)
φ˜d0oo
X˜d0−1
©ssss δ˜d0
99sssss
In defining φ˜d0 and δ˜d0 we first demonstrated homeomorphisms X˜d0
∼=
Inj(V0, V1)∞ and X˜d0−1
∼= Σ Inj(V0, V1)
c
∞. Further, it is easy to observe that
these homeomorphisms are equivariant when Inj(V0, V1) and Inj(V0, V1)
c are
equipped with the conjugation group action. We thus have a unique map χ that
completes the following strictly commutative square, recalling κ from 3.1.10 and
τ from 4.5.2:
X˜d0 ∼=
κ //
p˜id0

Inj(V0, V1)∞
χ

X˜d0−1
∼=
τ
// Σ Inj(V0, V1)c∞
By chasing the various definitions one can check that χ is explicitly given
by the below formulation, recalling ρ and σ from 3.1.8 and 3.1.9:
χ(γ) = (e0(log(ρ(γ))), σ(γ) ◦ (log(ρ(γ))− e0(log(ρ(γ))))) .
Again, it is simple to see that χ is a G-map. We wish to show that the
cofibre of π˜d0 , or equivalently the cofibre of χ, is S
Hom(V0,V1)⊕R. Corollary
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3.3.5, however, gives us the following cofibre sequence. The maps e, −Σi and
−Σp are defined in the corollary and again the maps are G-maps:
Inj(V0, V1)∞
e
→ Σ Inj(V0, V1)
c
∞
−Σi
→ SHom(V0,V1)⊕R
−Σp
→ Σ Inj(V0, V1)∞.
Thus by the definition of isomorphisms of cofibre sequences 2.2.7 we just
need to show that e and χ are homotopic - this will then allow us to replace
e in the above sequence with χ, proving that the homotopy cofibre of χ is
SHom(V0,V1)⊕R as claimed. To show this, we first note that by construction the
map e is actually of the form Bf , a map built using the extended functional
calculus of Proposition 3.2.9. We recall u′ and h′0 as defined in 3.3.3, as well
as the construction 3.2.10. The codomain of u′ naturally runs over [0, 1] so
in the below map we have a suspension taking coordinates in (0, 1), thus we
also recall our choice of homeomorphism 1.4.2 and abusing notation somewhat
assume that the suspension coordinate in the below map actually runs over R.
The following map f : D+(d0)→ S
1 ∧D+(d0) is used to build e:
f : t 7→ (u′(t0, td−1)) ∧ ĥ′0(t).
The map e has domain Inj(V0, V1)∞ and codomain Σ Inj(V0, V1)
c
∞ so by
Lemma 3.4.10 the domain and codomain of the facial map f are D+(d0)/D0(d0)
and ΣD0(d0) respectively. Similarly, however, χ can be written as Bg for some
facial map g : D+(d0)/D0(d0)→ ΣD0(d0).
Proposition 5.1.1. χ is Bg for a facial map g : D+(d0)/D0(d0) → ΣD0(d0)
given as follows:
g : t 7→ (log(t0)) ∧ (log(t1)− log(t0), ..., log(td0−1)− log(t0)).
Proof. We first note that by Proposition 3.2.5 we have a map Ag : s+(V0)∞ →
S1 ∧ s+(V0)∞ built from g. We claim that χ = Bg, which instantly follows by
observing that the diagram below commutes and by noting the uniqueness of
Bg from Proposition 3.2.9:
L(V0, V1)∞ ∧ s+(V0)∞
µ //
1∧Ag

SHom(V0,V1)
vvvvlll
lll
lll
lll
l
Bg

Inj(V0, V1)∞
χ

Σ Inj(V0, V1)
c
∞((
((RR
RRR
RRR
RRR
RR
L(V0, V1)∞ ∧ s+(V0)∞ ∧ S
1
µ∧1
// SHom(V0,V1) ∧ S1
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Thus e and χ come from facial maps f and g which as detailed in §3.4
are classified up to homotopy by degree. Hence all we need to show is the
following proposition, while observing that homotopies built out of the extended
functional calculus of §3.2 will be equivariant in this case:
Proposition 5.1.2. Referring to the concept of degree detailed in Remark
3.4.12 the maps f and g are both of degree 1. Thus via Proposition 3.4.5 modi-
fied as discussed in Remark 3.4.12 f is homotopic to g through facial maps and
thus e is homotopic to χ.
Proof. Via 3.4.11 we have an inclusion S1 ֌ D+(d0)/D0(d0) given by t 7→
(et, . . . , et). We also have an inclusion S1 ֌ ΣD0(d0) given by t 7→ t ∧ 0.
Considering g first, we have a map g′ : S1 → S1 given by t 7→ t. This map then
makes the below diagram strictly commute:
S1 // //
g′

D+(d0)
D0(d0)
g

S1 // // ΣD0(d0)
Comments in Remark 3.4.12 detail why the degree of g is given by the degree
of g′. The map g′ is the identity, thus the degree of g is 1 as claimed.
We now consider the map f . Define the map f ′ : S1 → S1 as follows:
t 7→
{
log
(
8et
1−6et
)
t < − log(6)
∞ otherwise.
This map then makes the below diagram strictly commute, this can be ob-
served by chasing through the definition of u′ back through the definitions of
u′′ from 3.3.1 and φ from 3.3.2 before applying the homeomorphism 1.4.2. The
collapse occurs because we take minimums when considering u′′.
S1 // //
f ′

D0(d0)
D0(d0)
f

S1 // // ΣD0(d0)
Thus to calculate the degree of f we calculate the degree of f ′. We claim
this map is degree 1. We first observe that we have the below map:
f ′′ : R→ R
t 7→ log
(
et
8 + 6et
)
.
It is easy to see that f ′ is the collapse corresponding to this embedding, f ′ =
(f ′′)!. Further f ′′ is strictly increasing. Define a homotopy hs : R→ R given by
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hs(t) = (1− t)f
′′(t) + st. Then hs is again a strictly increasing embedding and
thus we have collapse maps h!s : S
1 → S1. These provide a homotopy between
f ′ and the identity. Hence f ′ has degree 1. The rest of the proposition then
follows from Proposition 3.4.5, Lemma 3.4.1 and Remark 3.4.12.
Thus we have the below cofibre sequence:
X˜d0
p˜id0→ X˜d0−1 → S
Hom(V0,V1)⊕R → ΣX˜d0 .
By the discussion in §2.1 we get a cofibre sequence in FG by applying the
suspension spectrum functor Σ∞ throughout. Finally, we smash through the
whole sequence by S−s(V0) to get the following cofibre sequence in FG:
Xd0
pid0→ Xd0−1 → S
Hom(V0,V1−V0)⊕s(V0)⊕R → ΣXd0 .
This proves part 2 of Theorem 4.1.1 for the top triangle. Finally, we equate
the result with our explicit maps via the proposition below, which is clear:
Proposition 5.1.3. We have an isomorphism of cofibre sequences, with the left
and right squares commuting strictly:
SHom(V0,V1)
1 =

φ˜d0 // X˜d0
κ ∼=

p˜id0 // X˜d0−1
τ ∼=

δ˜d0 // SHom(V0,V1)⊕R
1 =

SHom(V0,V1) p
// Inj(V0, V1)∞ e
// Σ Inj(V0, V1)c∞ −Σi
// SHom(V0,V1)⊕R
5.2 Generalizing the Top of the Tower
We now discuss how this work all generalizes up to the level of bundles via
Lemma 2.2.10. Let W and V be bundles over a base space X . Then we have
Inj(Wx, Vx)∞, Σ Inj(Wx, Vx)
c
∞ and S
Hom(Wx,Vx)⊕R as X-parameterized based
families of spaces. We have cofibre sequences on each fibre by Corollary 3.3.5
and we have sections σi that send x to the basepoint of each space. Thus
by Lemma 2.2.10 we have the below cofibre sequence. Note that we are being
deliberately vague here about topology and equivariance, we wish in this section
to simply detail the method of generalization - how we concretely use this will
be covered in the next section:
Inj(W,V )∞
σ1(X)
→
Σ Inj(W,V )c∞
σ2(X)
→
ΣHom(W,V )∞
σ3(X)
→
Σ Inj(W,V )∞
σ1(X)
.
Assume each Wx is of dimension d and each Vx is such that dim(Vx) > d.
We have a well-defined facial map g : D+(d)/D0(d)→ ΣD0(d) given as follows,
a simple dimension modification of the map g defined in Proposition 5.1.1:
g(t) := (log(t0)) ∧ (log(t1)− log(t0), . . . , log(td−1)− log(t0)).
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This map is used to build maps χx : Inj(Wx, Vx)∞ → Σ Inj(Wx, Vx)
c
∞ which
take similar explicit formulations to that of the map χ introduced in the previous
section. Each χx will lie in a cofibre sequence exactly as χ did - χx will be
homotopic to the map ex as defined in Corollary 3.3.5 when applied to the pair
(Wx, Vx). Thus we have another family of based cofibre sequences over X and
hence we have the below cofibre sequence:
Inj(W,V )∞
σ1(X)
χX
→
Σ Inj(W,V )c∞
σ2(X)
→
ΣHom(W,V )∞
σ3(X)
→
Σ Inj(W,V )∞
σ1(X)
.
Finally, we note here that there is one further generalization we can take,
that of ‘smashing’ throughout by a bundle. Let U be an arbitrary fibre bundle
of based spaces over X , then one can smash by Ux in each cofibre sequence via
Lemma 2.2.9. We still have sections etc and the process detailed above follows
through exactly as previously detailed, giving us the following cofibre sequence:
Inj(W,V )∞ ∧ U
σ1(X)
χX→
Σ Inj(W,V )c∞ ∧ U
σ2(X)
→
ΣHom(W,V )∞ ∧ U
σ3(X)
→
Σ Inj(W,V )∞ ∧ U
σ1(X)
.
This thus gives a systematic method of approach - we identify a base space
that will (with a smash) yield the right cofibre, prove that our spaces are in fact
the bundles Inj(W,V )∞∧U/σ1(X) and Σ Inj(W,V )
c
∞∧U/σ2(X) and prove that
the map is of the form χX , i.e. that the map on each fibre is χx. We now do
this explicitly.
5.3 The Other Triangles
We now consider the map π˜k : X˜k → X˜k−1 for k < d0. For now we forget that
we have stated maps δ˜k and φ˜k and concentrate simply on finding the cofibre of
π˜k. We will exhibit δ˜k naturally in the proof and lift to φ˜k in the next chapter
when we detail how to bypass certain technical necessities we encounter.
We want our cofibres to be Gk(V0)
R⊕Hom(T,V1)⊕s(T
⊥). This suggests taking
Gk(V0) as the base space in the systematic approach put forward at the end of
the last section. Further, take the bundle denoted byW in the last section to be
the tautological bundle T , and V to be the representation V1. We also have the
bundle s(T⊥), each fibre can be given a one-point compactification which will
allow us to smash with ΣHom(T, V1)∞ as noted. It is then easy to see that we
topologize one of the spaces in the sequence in the previous section as follows:
Gk(V0)
R⊕Hom(T,V1)⊕s(T
⊥) =
ΣHom(T, V1)∞ ∧ s(T
⊥)
σ3(Gk(V0))
.
Thus we can follow the systematic approach of §5.2 and build a cofibre
sequence; our aim is to show that X˜k, X˜k−1 and π˜k fit into this idea in some way.
We can simplify the problem, however. We recall the space Y ′k defined in 4.5.5
and note here that it is both a subspace of X˜ ′k and of X˜
′
k−1 and it is closed under
the action of G. Thus we can consider the induced map X˜k/Yk → X˜k−1/Yk -
this will naturally have the same cofibre as π˜k by the theory of §2.4.
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Hence we wish to look at X˜k/Yk, X˜k−1/Yk, and the associated unbased
spaces X˜ ′k\Y
′
k and X˜
′
k−1\Y
′
k. Identifying X˜k/Yk and X˜k−1/Yk back into the
ideas of §5.2 follows from the below two homeomorphisms:
Proposition 5.3.1. Note that:
X˜ ′k\Y
′
k = {(α, θ) : α ∈ s(V0), dim(Pk(α)) = k, θ ∈ L(Pk(α), V1)}.
Define the space I ′k by:
I ′k := {(W,γ, ψ) :W ∈ Gk(V0), γ ∈ Inj(W,V1), ψ ∈ s(W
⊥)}.
Then we topologize I ′k as a subspace of Z˜k using the method of §4.3. We
set Ik to be the one-point compactification (I
′
k)∞ and note that this space has
a G-action inherited from the action on Z˜k. Now note that as sets we have the
following identification, we topologize to make this into a homeomorphism:
Ik ∼=
Inj(T, V1)∞ ∧ s(T
⊥)
σ1(Gk(V0))
.
Recalling ρ and σ from 3.1.8 and 3.1.9, the maps qk : X˜
′
k\Y
′
k → I
′
k and
rk : I
′
k → X˜
′
k\Y
′
k stated below are well-defined continuous G-maps that are
inverses of each other.
qk : (α, θ) 7→
(
Pk(α),−θ ◦ exp(α|Pk(α)),− log((ed0−k(α)− α)|Pk(α)⊥)
)
((log(e0(ρ(γ)))− exp(−ψ))|W⊥ ⊕ log(ρ(γ))|W ,−σ(γ))←[ (W,γ, ψ) : rk.
Thus we have that X˜ ′k\Y
′
k
∼= I ′k and hence that X˜k/Yk
∼= Ik.
Proof. To prove this we need to check that qk and rk are both well-defined, that
they are inverses of each other and that they are both continuous; that they are
G-maps is standard to check. Throughout we implicitly assume use of Lemma
3.1.4 in order to write down the needed expressions, we note where any issues
crop up when using this.
First consider the map qk, we wish to check that the map lands in the
specified domain. The only issue for this is checking that − log((ed0−k(α) −
α)|Pk(α)⊥) is selfadjoint and lands in Pk(α)
⊥ - the first factor is patently an
element of the Grassmannian and the map −θ ◦ exp(α|Pk(α)) is injective by
similar techniques to those used in 3.1.10. Firstly, we note that (Pk(α))
⊥ is the
sum of the first d0−k eigenspaces of α. Thus (ed0−k(α)−α)|Pk(α)⊥ has positive
eigenvalues, the bottom d0 − k eigenvalues of α are the only ones which come
into play and all are less than or equal to ed0−k. Moreover, as Pk(α) has been
assumed to have dimension precisely k we have that ed0−k−1 is strictly less than
ed0−k. Thus it follows that (ed0−k(α) − α)|Pk(α)⊥ is strictly positive. It is also
clearly selfadjoint by the distributivity of † over addition. Finally it is clear that
the domain of (ed0−k(α) − α)|Pk(α)⊥ is Pk(α)
⊥. Thus we have an element of
s++(Pk(α)
⊥) which by Corollary 3.1.7 maps to a general element of s(Pk(α)
⊥)
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under log. Further, there is no issue with the minus sign as this provides a
self-homeomorphism of s(Pk(α)
⊥). This proves that qk is well-defined.
To check that rk is well-defined we first need to show that if we set α
′ to be
as below then Pk(α
′) has dimension k:
α′ = (log(e0(ρ(γ))) − exp(−ψ))|W⊥ ⊕ (log(ρ(γ)))|W .
We note that α′ in this case is trivially seen to be selfadjoint using Lemma
3.1.4 so it has ordered eigenvalues and the concept of Pk makes sense. To
calculate the dimension of Pk(α
′) we show that Pk(α
′) = W . First note that
(log(e0(ρ(γ))) − exp(−ψ)) has d0 − k eigenvalues that are all strictly less than
log(e0(ρ(γ))), the minimal eigenvalue of α
′|W . Hence Pk(α
′) = W and thus
Pk(α
′) has the right dimension.
We also check −σ(γ) is well-defined, but from all the earlier remarks this is
a trivial exercise - we have the identification W = Pk(α
′) from above and we
also note that that as γ is injective ker(γ) is zero. Thus −σ(γ) is a reasonable
isometry out of W . This checks that rk is well-defined.
We now prove that qk ◦ rk is the identity on I
′
k. Set θ
′ := −σ(γ) and set α′
as above. We have already demonstrated that Pk(α
′) is W , next note that by
definition α′|Pk(α′) = log(ρ(γ)) and thus that the following holds:
−θ′ ◦ exp(α′|Pk(α′)) = σ(γ) ◦ exp(log(ρ(γ))) = σ(γ) ◦ ρ(γ) = γ.
Finally we note that we have set α′|Pk(α′)⊥ to be log(e0(ρ(γ))) − exp(−ψ).
We also have log(e0(ρ(γ))) = ed0−k(α
′). Thus the below expression holds:
− log((ed0−k(α
′)− α′)|Pk(α)⊥) = − log(exp(−ψ)) = ψ.
This proves that qk ◦ rk is the identity. We now check that rk ◦ qk is the
identity on X˜ ′k\Y
′
k. To do this, set γ
′ to be −θ ◦ exp(α|Pk(α)), set ψ
′ to be
− log((ed0−k(α) − α)|Pk(α)⊥) and set W
′ to be Pk(α). First consider the ex-
pression log(ρ(γ′))|W ′ - recall that ρ(γ
′) = (γ′†γ′)1/2 gives ρ(γ′) = exp(α|Pk(α))
by noting that θ is an isometry. Thus log(ρ(γ′))|W ′ = α|Pk(α). Similarly we
note that exp(−ψ′) = (ed0−k(α)−α)|Pk(α)⊥ and that log(e0(ρ(γ
′))) is ed0−k(α).
This makes the below identity hold:
(log(e0(ρ(γ))) − exp(−ψ))|W⊥ = α|Pk(α)⊥ .
To conclude we observe that −σ(γ′) is by definition −γ′◦(γ′†γ′)−1/2, this is well-
defined as γ′ is injective. The (γ′†γ′)−1/2 part is easily seen to be exp(α|Pk(α))
−1
when you recall the definition of γ′ from above, thus we conclude that σ(γ′) = θ.
Combined with the above remarks, this shows that rk ◦ qk is the identity.
To check that rk and qk are continuous we must be concrete in our topology
on I ′k. Define a subspace topology on I
′
k inherited from Corollary 4.3.8 as I
′
k is a
subspace of Z˜k, this makes I
′
k into a subspace of Gk(V0)×Hom(V0, V1)× s(V0).
We now claim that qk is continuous. First equip X˜
′
k\Y
′
k with the quotient
topology. Under this it is sufficient to show that the map below is continuous,
as continuity will then be inherited from taking the quotient and the subspace:
{(α, θ) ∈ s(V0)×L(V0, V1) : dim(Pk(α)) = k} → Gk(V0)×Hom(V0, V1)× s(V0)
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(α, θ) 7→ (Pk(α),−θ ◦ exp(α),− log(ed0−k(α)− α)).
The eigenfunctions have been shown to be continuous in Lemma 3.1.12 and
exp and log are continuous in this context via Lemma 3.1.4. Finally the map
to the first factor (α, θ) 7→ Pk(α) inherits continuity from the continuous map
Pk : sk(V0)→ Gk(V0) as given in Corollary 4.3.5.
Regarding the continuity of rk, consider the subspace topology on X˜
′
k\Y
′
k.
This allows us to instead consider the continuity of the following map:
Gk(V0)×Hom(V0, V1)× s(V0)→ s(V0)×Hom(V0, V1)
(W,γ, ψ) 7→ ((log(e0(ρ(γ)))− exp(−ψ))|W⊥ ⊕ log(ρ(γ))|W , γ).
It is easy to see that under the identifications made this gives the map rk
on the required subspaces. It is also simple to see from here that the map into
the second factor comes from the identity. Thus continuity will follow from the
continuity of the below map:
Gk(V0)×Hom(V0, V1)× s(V0)→ s(V0)
(W,γ, ψ) 7→ ((log(e0(ρ(γ)))− exp(−ψ))|W⊥ ⊕ log(ρ(γ))|W ).
To show continuity here, consider instead the identification of Gk(V0) with
G′k(V0). If π ∈ G
′
k(V0) then by Note 4.3.6 we can instead think of the map
below:
(π, γ, ψ) 7→ ((log(e0(ρ(γ)))− exp(−ψ)) ◦ (1V0 − π)⊕ log(ρ(γ)) ◦ π).
This is continuous by the standard functional calculus and continuous eigen-
value lemmas. Thus continuity of rk follows. This then proves all that is required
to prove the proposition.
Proposition 5.3.2. Note that:
X˜ ′k−1\Y
′
k = {(α, θ) : α ∈ s(V0), dim(Pk(α)) = k, θ ∈ L(Pk−1(α), V1)}.
Define the space J ′k by:
J ′k := {(W, δ, ψ) :W ∈ Gk(V0), δ ∈ Inj(W,V1)
c, ψ ∈ s(W⊥)}.
Then we topologize J ′k as a subspace of Z˜k using the method of §4.3. We
set Jk to be the one-point compactification (J
′
k)∞ and note that this space has
a G-action inherited from the action on Z˜k. Now note that as sets we have the
following identification of Jk, we topologize to make this into a homeomorphism:
ΣJk ∼=
Σ Inj(T, V1)
c
∞ ∧ s(T
⊥)
σ2(Gk(V0))
.
Recalling ρ, σ and λk−1 from 3.1.8 and 3.1.9 and 4.2.3, the maps fk :
X˜ ′k−1\Y
′
k → R × J
′
k and gk : R × J
′
k → X˜
′
k−1\Y
′
k stated below are well-defined
continuous G-maps that are inverses of each other.
fk : (α, θ) 7→
(
ed0−k(α), Pk(α),−θ ◦ λk−1(α)|Pk(α),− log((ed0−k(α)− α)|Pk(α)⊥)
)
((t− exp(−ψ))|W⊥ ⊕ (ρ(δ) + t)|W ,−σ(δ))← [ (t,W, δ, ψ) : gk.
Thus we have that X˜ ′k−1\Y
′
k
∼= R× J ′k and hence that X˜k−1/Yk
∼= ΣJk.
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Proof. Again, we note that throughout we implicitly invoke Lemma 3.1.4 and
related results in order to write down certain identifications. To build the two
maps we proceed in two stages. Firstly we note that we have a homeomorphism
onto the space below given by (α, θ) 7→ (α,−θ ◦ λk−1(α)):
X˜ ′k−1\Y
′
k
∼= {(α, β) : α ∈ s(V0), β : V0 → V1, ρ(β) = λk−1(α), dim(Pk(α)) = k}.
We take the map out of this space given by:
f′k : (α, β) 7→ (ed0−k(α), Pk(α), β|Pk(α),− log((ed0−k(α) − α)|Pk(α)⊥)).
It is easy to see that this composition is fk. We claim that it is a reasonable
map. We also note that we can consider the map below, this maps into the
space above identified as homeomorphic to X˜ ′k−1\Y
′
k. Again, it can easily be
seen that composing this map with the above homeomorphism retrieves gk:
g′k : (t,W, δ, ψ) 7→ ((t− exp(−ψ))|W⊥ ⊕ (ρ(δ) + t)|W , δ|W ⊕ 0|W⊥).
We claim that gk too is reasonable, that both are inverses of each other
and that both are continuous. Again, checking that both maps are G-maps is
standard.
We firstly consider the above factorization of fk, which we refer to as f
′
k. We
need to check that f′k lands in the right domain, this is clear for the projec-
tion onto the first two factors and by the previous proof it also follows for the
projection to the last factor. Thus the only issue is to show that β|Pk(α) is a
non-injective map out of Pk(α). To do this, note that Ker(β) = Ker(ρ(β)) =
Ker(λk−1(α)). The image of λk−1(α) is Pk−1(α) which we note is strictly smaller
than Pk(α) as we have conditioned that dim(Pk(α)) = k. Thus the kernel of
β contains something in Pk(α) - the bit that is not in Pk−1(α) and thus the
restriction is non-injective.
We now check that g′k, the map stated above as being equivalent to gk via
the homeomorphism, is well-defined. To do this, set α′ := (t− exp(−ψ))|W⊥ ⊕
(ρ(δ)+t)|W and β
′ := δ|W⊕0|W⊥ . We need to prove that Pk(α
′) is of dimension
k and that ρ(β′) = λk−1(α
′) - the rest is trivial. For the first point we prove that
Pk(α
′) is actually W . Note that t− exp(−ψ) has d0 − k eigenvalues all strictly
less than t as exp(−ψ) is strictly positive. Moreover, note that (ρ(δ) + t)|W
has k eigenvalues all greater than or equal to t as ρ(δ) is weakly positive. This
allows us to conclude that Pk(α
′) is W and thus that its dimension is k.
We now wish to prove that ρ(β′) = λk−1(α
′). To do this, recall that λk−1(α
′)
is zero on the bottom d0−k+1 eigenspaces of α
′ and is α′−ed0−k(α
′) otherwise.
From the remarks above, the eigenvalue ed0−k(α
′) is the lowest eigenvalue of
(ρ(δ)+ t) which is t as δ is non-injective. Thus it is easy to see that λk−1(α
′) =
ρ(δ)⊕ 0|W⊥ which is ρ(β
′). Thus g′k is well-defined.
We now prove that f′k ◦ g
′
k is the identity. Let α
′ and β′ be given by (t −
exp(−ψ))|W⊥ ⊕ (ρ(δ) + t)|W and δ|W ⊕ 0|W⊥ respectively. We first note that
ed0−k(α
′) is going to patently be t for the reasons outlined above. Similarly,
from the above we can also conclude that Pk(α
′) will map to W and thus that
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β′|Pk(α′) will map to δ. Finally we check that − log((ed0−k(α
′)− α′)|Pk(α′)⊥) is
just ψ but this follows as detailed below from what has already been shown:
− log((ed0−k(α
′)− α′)|Pk(α′)⊥)
∼= − log(t− t+ exp(−ψ)) ∼= ψ.
This proves that f′k ◦ g
′
k is the identity. To check that g
′
k ◦ f
′
k is the identity
we set t′, W ′, δ′ and ψ′ to be ed0−k(α), Pk(α), β|Pk(α) and − log((ed0−k(α) −
α)|Pk(α)⊥) respectively. We first claim that the map β|Pk(α) ⊕ 0|Pk(α)⊥ is just
the map β, but this follows from the remarks above on the kernel of β - it is
Pk−1(α)
⊥ which contains Pk(α)
⊥. We now consider t′ − exp(−ψ′) and wish
to show this is α|Pk(α)⊥ , but this follows immediately from the identifications
given above. Finally, we wish to show that ρ(δ′) + t′ is α|Pk(α) but this follows
from the below identity:
ρ(δ′) + t′ = ρ(β|Pk(α)) + ed0−k(α) = (λk(α) + ed0−k(α))|Pk(α) = α|Pk(α).
Thus f′k ◦ g
′
k is the identity.
We now check the continuity of fk and gk. Firstly, we note that R × J
′
k
is topologized by Corollary 4.3.8 similarly to the topology on I ′k - R × J
′
k is a
subspace of R × Gk(V0) × Hom(V0, V1) × s(V0). To check the continuity of fk,
equip X˜ ′k−1\Y
′
k with the quotient topology. Again, it is sufficient to prove that
the below map is continuous - the restriction to subspace and quotient then
produces continuity on the level we desire:
{(α, θ) ∈ s(V0)×L(V0, V1) : dim(Pk(α)) = k} → R×Gk(V0)× Hom(V0, V1)× s(V0)
(α, θ) 7→ (ed0−k(α), Pk(α),−θ ◦ (α− ed0−k(α)),− log(ed0−k(α)− α)).
As in the previous proof, continuity follows from Lemmas 3.1.4 and 3.1.12
and Corollary 4.3.5.
Regarding the continuity of gk, equipping X˜
′
k−1\Y
′
k with the subspace topol-
ogy allows us to observe that continuity follows from the continuity of the below
map:
R×G′k(V0)×Hom(V0, V1)× s(V0) 7→ s(V0)×Hom(V0, V1)
(t, π, δ, ψ) 7→ ((t− exp(−ψ)) ◦ (1V0 − π)⊕ (ρ(δ) + t) ◦ π, δ).
Similar to the previous proof this is patently going to restrict to the map gk
by Note 4.3.6 and it is patently continuous by Lemmas 3.1.4 and 3.1.12. Thus
continuity on gk follows and this is enough to prove all that is claimed in the
proposition.
Now note that there is a unique G-map χ′ making the below diagram strictly
commute:
X˜k
p˜ik

collapse // X˜k
Yk ∼=
qk //
proj.

Ik
χ′

X˜k−1 collapse
// X˜k−1
Yk
∼=
fk
// ΣJk
74
As discussed during the conclusion of the previous section, we have the
following cofibre sequence, moreover with the equipped actions the maps are
G-maps:
Ik → ΣJk → Gk(V0)
R⊕Hom(T,V1)⊕s(T
⊥) → ΣIk.
We can also build a commutative diagram as follows:
X˜k/Yk
∼=

// X˜k−1/Yk
∼=
 ))
Ik
χ′
// ΣJk // Gk(V0)R⊕Hom(T,V1)⊕s(T
⊥) // ΣIk
We now deduce Theorem 4.1.1 by proving the following proposition:
Proposition 5.3.3. The map χ′ is built from maps χW : Inj(W,V1)∞ →
Σ Inj(W,V1)
c
∞ for each W ∈ Gk(V0). Hence via the construction detailed in
§5.2 the sequence below is a cofibre sequence:
Ik
χ′
→ ΣJk → Gk(V0)
R⊕Hom(T,V1)⊕s(T
⊥) → ΣIk.
From the diagram above and Definition 2.2.7 we conclude that the cofibre of
the map X˜k/Yk → X˜k−1/Yk is Gk(V0)
R⊕Hom(T,V1)⊕s(T
⊥) and thus by Lemma
2.4.7 the cofibre of π˜k is Gk(V0)
R⊕Hom(T,V1)⊕s(T
⊥).
Proof. Fixing W ∈ Gk(V0), we have the maps χ
′
W : Inj(W,V1)∞ ∧ s(W
⊥)∞ →
Σ Inj(W,V1)
c
∞ ∧ s(W
⊥)∞ given by:
(γ, ψ) 7→ (e0(log(ρ(γ))), σ(γ) ◦ (log(ρ(γ))− e0(log(ρ(γ)))), ψ) .
These maps are clearly built from maps χW : Inj(W,V1)∞ → Σ Inj(W,V1)
c
∞
as constructed in the previous section. The rest of the result then follows from
the previously cited results and discussion.
This thus proves part 2 of Theorem 4.1.1 - apply Σ∞ and smash by S−s(V0)
to get the following cofibre triangles in FG:
Xk
pik

Gk(V0)
Hom(T,V1−V0)⊕s(T )oo
Xk−1
©mmmmmm
66mmmmmm
These are precisely the triangles in the tower of 4.1.1 and that they are
cofibre sequences follows from the discussion in §2.1. Theorem 4.1.1 then follows.
Moreover, we can equate one of our explicit map statements to the above proof
in the following way:
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Proposition 5.3.4. The map δ˜k : X˜k−1 → Gk(V0)
R⊕Hom(T,V1)⊕s(T
⊥) as stated
in 4.5.6 is the composition below, −Σik being the twisted suspension of the
standard fibrewise inclusion map ik : Jk → Gk(V0)
Hom(T,V1)⊕s(T
⊥):
δ˜k : X˜k−1
coll.
→
X˜k−1
Yk
fk
∼= Jk
−Σik→ Gk(V0)
R⊕Hom(T,V1)⊕s(T
⊥).
Moreover the composition X˜k−1/Yk → Gk(V0)
R⊕Hom(T,V1)⊕s(T
⊥) coincides with
the map in the cofibre sequence constructed above, and hence δk := Σ
−s(V0)δ˜k is
the map in the stable cofibre sequence.
This is clear to observe. In particular, it demonstrates that δ˜k is a well-
defined continuous G-map. We now proceed to look at the further topological
properties of the result, starting with equating the results above to our state-
ment of a candidate map φ˜k.
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Chapter 6
Further Topological
Properties
6.1 Lifting the Tower
We have constructed the below diagram, the right triangle being the cofibre
sequence constructed in §5.3. We recall from that section the definitions of rk,
fk and −Σik and their relationship with the map δ˜k. We denote by pk the
fibrewise collapse map Gk(V0)
Hom(T,V1)⊕s(T
⊥) → Ik and also choose to label
the top collapse map X˜k → X˜k/Yk by ck:
Yk // //
1

X˜k
p˜ik

ck
// // X˜k
Yk

Gk(V0)
Hom(T,V1)⊕s(T
⊥)
φ˜k?
{{ rk◦pkoo
Yk // // X˜k−1
©
δ˜k
GG
// // X˜k−1
Yk
©oooooo
−Σik◦fk
77oooooo
By the theory of §2.4 the map rk ◦ pk lifts to some map j and j, π˜k and δ˜k
with X˜k, X˜k−1 and Gk(V0)
Hom(T,V1)⊕s(T
⊥) form a cofibre sequence. We wish to
prove that j is the map φ˜k from 4.5.4. We first check that φ˜k is a reasonable
choice of map.
Proposition 6.1.1. Recall Z˜k from Corollary 4.3.8. Let φ˜
′
k be the map below:
φ˜′k : Z˜k → X˜
′
k
(W,γ, ψ) 7→ (ψ|W⊥ ⊕ (ρ(γ) + etop(ψ))|W ,−σ(γ)).
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Then φ˜′k is a continuous proper G-map and hence the map φ˜k := (φ˜
′
k)∞ exists
and is well-defined.
Proof. Firstly equip Z˜k with the quotient topology and equip X˜
′
k with the sub-
space topology. Then demonstrating continuity in φ˜′k is equivalent to demon-
strating continuity in the map below:
L(Ck ⊕ Cd0−k, V0)×Hom(C
k, V1)× s(C
d0−k)→ s(V0)×Hom(V0, V1)
((ζ, η), γ0, ψ0) 7→ ((η ◦ ψ0 ◦ η
† ⊕ (ρ(γ0 ◦ ζ
†) + etop(η ◦ ψ0 ◦ η
†))), γ0 ◦ ζ
†).
For standard functional calculus reasons this is continuous. Now let proj. :
X˜ ′k → s(V0) be the projection to the first factor and let C be a compact subset
of s(V0). We wish to demonstrate that (proj. ◦ φ˜
′
k)
−1{C} is compact - this will
demonstrate that φ˜′k is proper by Lemma 1.5.2. The compact subsets of Z˜k are
known as the compact subsets of Gk(V0)×Hom(V0, V1)× s(V0) are known - by
Tychonoff’s Theorem and 1.5.5 they are the closed subsets bounded in the two
vector space coordinates. The space Z˜k is a subspace of this, hence we observe
that under the vector bundle characterization of Z˜k compact subsets are closed
and fibrewise bounded.
Now let (W,γ, ψ) ∈ (proj. ◦ φ˜′k)
−1{C}. It will be enough to show that there
is a bound on the norms of γ and ψ - the inverse image of C is clearly closed.
By the compactness of C we know that there is a positive real number R such
that γ and ψ satisfy the following conditions:
• ‖ψ‖ 6 R.
• ‖ρ(γ) + etop(ψ)‖ 6 R.
We immediately get the bound on ‖ψ‖. For the other bound, let e be an
eigenvalue of ρ(γ), it is sufficient to show that there is a positive upper bound
on e. From the second condition we have that e 6 R − etop(ψ). Now from
the first condition −R 6 etop(ψ) 6 R and hence −R 6 −etop(ψ) 6 R. Thus
e 6 R − etop(ψ) 6 2R, giving an upper bound on e as required. This implies
properness of φ˜′k. Moreover, observing that φ˜
′
k is a G-map is standard. The
claim then follows.
Thus φ˜k is at least well-defined. To show that it is our lift we attempt to
further extend the functional calculus to maps which take the below form:
Gk(V0)
Hom(T,V1)⊕s(T
⊥) → X˜k.
This will then let us, as earlier, classify maps that arise from the functional
calculus up to homotopy. We first fix k to be strictly less than d0 - the d0 = k
case is trivial. The below statement will lead to a definition of facial in the case
we want, the proof is standard:
Lemma 6.1.2. There is a homeomorphism f : D(d0 − k) ∧ D+(k) → D(d0)
given as follows:
(s, t) 7→ (s, stop + t).
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Definition 6.1.3. We say a map g : D(d0−k)∧D+(k)→ D(d0) is facial if the
composite D(d0)
f−1
→ D(d0 − k) ∧D+(k)
g
→ D(d0) is facial.
In particular, the map f is facial under this definition. We now set up
machinery to extend the functional calculus ideas from §3.2. In a similar fashion
to the constructions 3.2.5 and 3.2.9 we will construct maps p, q and Cg such
that the below diagram commutes:
L(Cd0 , V0)∞ ∧ L(C
k, V1)∞ ∧D(d0 − k) ∧D+(k)
1∧1∧g

p // Gk(V0)Hom(T,V1)⊕s(T
⊥)
Cg

L(Cd0 , V0)∞ ∧ L(C
k, V1)∞ ∧D(d0) q
// X˜k
We first consider the maps p and q:
Definition 6.1.4. Let i : Ck → Cd0 be the choice of inclusion sending Ck to
the last k copies of C in Cd0 . We recall Z˜k from 4.3.8 and ∆ from 3.2.4 and
define the map p′ as follows:
p′ : L(Cd0 , V0)× L(C
k, V1)×D
′(d0 − k)×D
′
+(k)→ Z˜k
(λ, µ, s, t) 7→ (λ(i(Ck)),−µ ◦∆(t)λ−1|λ(i(Ck)), λ∆(s)λ
−1|λ(i(Ck))⊥).
Lemma 6.1.5. The map p′ is a well-defined proper surjection and thus the map
p := (p′)∞ is well-defined.
Proof. The only real issue with this claim is properness, the map is pretty easily
observed to be well-defined and continuous and moreover surjectivity can be
shown via a standard linear algebra argument similar to the surjectivity claims
in 3.2.5. To prove that p′ is proper, consider the map below:
η′′ : Z˜k → D(d0 − k)×D
′
+(k)
(W,γ, ψ) 7→ (e0(ψ), ..., ed0−k−1(ψ)), (e0(ρ(γ)), ..., ek−1(ρ(γ))).
Then we claim that η′′ ◦ p′ is proper. One can observe that this composition
is just the projection to D′(d0 − k) × D
′
+(k). Let U be a compact subset of
D′(d0 − k)×D
′
+(k), then the inverse image of C under η
′′ ◦ p′ is L(Cd0 , V0)×
L(Ck, V1) × U . This is compact, thus the composition is proper and hence by
Lemma 1.5.2 p′ is proper.
Definition 6.1.6. Define the map q′ as follows:
q′ : L(Cd0 , V0)× L(C
k, V1)×D
′(d0)→ X˜
′
k
(λ, µ, t′) 7→ (λ∆(t′)λ−1,−µ ◦ λ−1|Pk(λ∆(t′)λ−1)).
Lemma 6.1.7. The map q′ is a well-defined proper surjection and thus the map
q := (q′)∞ is well-defined.
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Proof. Again, the only real issue is demonstrating that q′ is proper. To prove
this we first take η′ : X˜ ′k → D
′(d0) to be the first factor eigenvalue map - we
then claim that the composition η′ ◦ q′ is proper. This, however, follows from
the observation that η′ ◦ q′ is just the projection onto the factor D′(d0), thus
the inverse image of a compact set U is L(Cd0 , V0) × L(C
k, V1) × U which is
compact. Thus η′ ◦ q′ is proper and hence so is q′ by Lemma 1.5.2.
We are now ready to construct another functional calculus variation:
Proposition 6.1.8. There is a unique continuous map Cg making the below
diagram commute:
L(Cd0 , V0)∞ ∧ L(C
k, V1)∞ ∧D(d0 − k) ∧D+(k)
1∧1∧g

p // Gk(V0)Hom(T,V1)⊕s(T
⊥)
Cg

L(Cd0 , V0)∞ ∧ L(C
k, V1)∞ ∧D(d0) q
// X˜k
Moreover:
• The below map is continuous:
C : FMap(D(d0 − k) ∧D+(k))→ Map(Gk(V0)
Hom(T,V1)⊕s(T
⊥), X˜k)
g 7→ Cg.
• There is a characterization of Cg(W,γ, ψ) as follows. Let v0, ..., vd0−k−1
be an orthonormal basis for W⊥ of eigenvectors of ψ with eigenvalues
e0, ..., ed0−k−1 and let vd0−k, ..., vd0−1 be an orthonormal basis of W of
eigenvectors of γ†γ with eigenvalues e2d0−k, ..., e
2
d0−1
. Moreover, let mi be
the vectors of V1 given by γ(vi) = eimi. Then if g(e) = s, then Cg(W,γ, ψ)
maps to (α, θ) where α is the selfadjoint transformation of V0 with eigen-
vectors vi and eigenvalues si and θ is the isometry on the top eigenspaces
of α given by θ(vi) = −mi. Further, θ can additionally be characterized
as θ = −σ(γ) where here σ is as in 3.1.9.
Proof. We firstly want to check that a map Cg of this form is reasonable. The po-
tential issue is that neither p nor q are injective - thus we need to check whether if
p(λ, µ, s, t) = p(λ′, µ′, s′, t′) = (W,γ, ψ) then q(λ, µ, g(s, t)) = q(λ′, µ′, g(s′, t′)).
Firstly set ζ := λ−1λ′ : Cd0 → Cd0 . Then as λ(i(Ck)) = λ′(i(Ck)) we have
ζ(i(Ck)) = i(Ck) and thus ζ splits into ζ0 : C
k → Ck and ζ1 : C
d0−k → Cd0−k,
we suppress the notation of i from this point though we use the function im-
plicitly. Now as −µ ◦ ∆(t)λ−1|W = −µ
′ ◦ ∆(t′)λ′−1|W = γ we have that
γ†γ = λ∆(t2)λ−1|W = λ
′∆((t′)2)λ′−1|W and hence ρ(γ) = λ∆(t)λ
−1|W =
λ′∆(t′)λ′−1|W . This demonstrates that ζ
−1
0 ∆(t)ζ0 = ∆(t
′), hence t = t′ and ζ0
is in the centralizer of ∆(t).
Similarly ψ = λ∆(s)λ−1|W⊥ = λ
′∆(s′)λ′−1|W⊥ implies that ζ
−1
1 ∆(s)ζ1 =
∆(s′) and hence that s = s′ and ζ1 is in the centralizer of ∆(s). Now, let
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∆(s ⊕ t) denote the diagonal matrix with the entries s and then t. The above
demonstrates that ζ is in the centralizer of ∆(s ⊕ t). Now, in order to prove
that q(λ, µ, g(s, t)) = q(λ′, µ′, g(s′, t′)) on the first factor we need to show that
ζ is in the centralizer of ∆(g(s, t)). We note, however, that the centralizer only
depends on repeating values down the matrix, and as g is facial we note that
this implies that the centralizer of ∆(s ⊕ t) is a subgroup of the centralizer of
∆(g(s, t)). Hence ζ is in the centralizer of ∆(g(s, t)) and equality on the first
factor follows.
For equality on the second factor it is clear that this will follow if µ−1µ′ =
ζ0. This, however, follows if ∆(t) is invertible from µ
−1µ′∆(t) = ∆(t)ζ0 =
ζ0∆(t), which follows from looking at the two identifications of γ. If ∆(t) is
not invertible, however, then we’re still okay here. We want to show that −µ ◦
λ−1|Pk(λ∆(g(s,t))λ−1) = −µ
′ ◦ λ′−1|Pk(λ′∆(g(s′,t′))λ′−1) so can concern ourselves
with just showing that µ−1µ′ agrees with ζ0 on the restriction to the top n
copies of C in Ck for some n - we determine n by taking the maximal value such
that ∆(t)|Cn is invertible. Thus equality in the second factor follows for the
same reasons as above. Hence having a map Cg making the square commute is
reasonable; moreover, it is clear to see that the choice for Cg as detailed above
is one that would work to make the diagram commute.
Uniqueness of Cg follows from the surjectivity of p. We now check the
continuity of Cg by showing that Cg◦p is continuous - this then implies continuity
in Cg as p is a quotient. We can show that Cg ◦ p is continuous, however, by
noting that it is equal to the continuous map (1 ∧ 1 ∧ g) ◦ q.
Finally we wish to show that the below map is continuous, i.e. a morphism
in CGWH :
C : FMap(D(d0 − k) ∧D+(k))→ Map(Gk(V0)
Hom(T,V1)⊕s(T
⊥), X˜k).
We have a standard adjunction:
Hom(FMap(D(d0 − k) ∧D+(k)),Map(Gk(V0)
Hom(T,V1)⊕s(T
⊥), X˜k))
∼=
Hom(FMap(D(d0 − k) ∧D+(k)) ∧Gk(V0)
Hom(T,V1)⊕s(T
⊥), X˜k)
Thus if we show that C# from FMap(D(d0−k)∧D+(k))∧Gk(V0)
Hom(T,V1)⊕s(T
⊥)
to X˜k given by C
#(g,W, γ, ψ) := Cg(W,γ, ψ) is continuous, then continuity of
C follows.
Take the shorthand L := L(Cd0 , V0)∞ ∧ L(C
k, V1)∞. Let eval. be the map
below:
FMap(D(d0 − k) ∧D+(k)) ∧ L ∧D(d0 − k) ∧D+(k)
eval.
→ L∧D(d0)
(g, λ, µ, s, t) 7→ (λ, µ, g(s, t)).
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We have the following commutative diagram:
FMap(D(d0 − k) ∧D+(k)) ∧ L ∧D(d0 − k) ∧D+(k)
eval. //
1∧p

L ∧D(d0)
q

FMap(D(d0 − k) ∧D+(k)) ∧Gk(V0)
Hom(T,V1)⊕s(T
⊥)
C#
// X˜k
Observe from the diagram that q ◦ eval. = C# ◦ (1 ∧ p) is continuous and
hence so is C# as (1 ∧ p) is a quotient map. Continuity of C follows.
We can immediately state the below lemma, the proof is simple to observe:
Lemma 6.1.9. φ˜k = Cf for the facial map f defined in 6.1.2.
Further, we can extend our functional calculus to the below result. The
proof is clear from the proof of 6.1.8:
Corollary 6.1.10. Let g′ : D(d0−k)∧D+(k)/D0(k)→ D(d0)/Fd0−k−1(D(d0))
be facial. Recalling I ′k from 5.3.1 we can restrict p
′ and q′ to the below maps:
p′ : L(Cd0 , V0)× L(C
k, V1)×D
′(d0 − k)×D
′
+(k)\D
′
0(k)→ I
′
k
q′ : L(Cd0 , V0)× L(C
k, V1)× (D
′(d0)\Fd0−k−1(D
′(d0)))→ X˜
′
k\Y
′
k.
There is a unique continuous map Dg′ making the below diagram commute:
L(Cd0 , V0)∞ ∧ L(C
k, V1)∞ ∧D(d0 − k) ∧
D+(k)
D0(k)
1∧1∧g′

p // Ik
Dg′

L(Cd0 , V0)∞ ∧ L(C
k, V1)∞ ∧
D(d0)
Fd0−k−1(D(d0)) q
// X˜k
Yk
We also have the following two lemmas, the proofs are yet again easy to
observe:
Lemma 6.1.11. Let h : D(d0) → D(d0)/Fd0−k−1(D(d0)) be the standard col-
lapse map. Then the below diagram commutes:
L(Cd0 , V0)∞ ∧ L(C
k, V1)∞ ∧D(d0)
q //
1∧h

X˜k
ck

L(Cd0 , V0)∞ ∧ L(C
k, V1)∞ ∧
D(d0)
Fd0−k−1(D(d0)) q
// X˜k
Yk
Lemma 6.1.12. Let h′ : D(d0 − k) ∧D+(k)→ D(d0 − k) ∧ (D+(k)/D0(k)) be
the standard collapse map. Then the below diagram commutes:
L(Cd0 , V0)∞ ∧ L(C
k, V1)∞ ∧D(d0 − k) ∧D+(k)
1∧1∧h′

p // Gk(V0)Hom(T,V1)⊕s(T
⊥)
pk

L(Cd0 , V0)∞ ∧ L(C
k, V1)∞ ∧D(d0 − k) ∧
D+(k)
D0(k) p
// Ik
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We need one more piece of technology before we can phrase our work in
functional calculus, the below lemma. Again, the proof is clear:
Lemma 6.1.13. Let g and g′ be such that h◦g = g′◦h′. Then Dg′ ◦pk = ck◦Cg.
This allows us to switch to working in the functional calculus if the map rk
comes from Dg′ for some g
′.
Lemma 6.1.14. Let g′ : D(d0 − k) ∧D+(k)/D0(k) → D(d0)/Fd0−k−1(D(d0))
be given by the homeomorphism below:
(s, t) 7→ (log(t0)− exp(−s), log(t)).
Then Dg′ = rk.
Proof. This follows immediately from the uniqueness of Dg′ and the below com-
mutative diagram:
L(Cd0 , V0)∞ ∧ L(C
k, V1)∞ ∧D(d0 − k) ∧
D+(k)
D0(k)
1∧1∧g′

p // Ik
rk

L(Cd0 , V0)∞ ∧ L(C
k, V1)∞ ∧
D(d0)
Fd0−k−1(D(d0)) q
// X˜k
Yk
This thus reduces the problem. We have the below diagram, recalling the
maps from the discussion above:
D(d0)
h

D(d0 − k) ∧D+(k)
g′◦h′
//
f
66mmmmmmmmmmmmmmm
D(d0)
Fd0−k−1(D(d0))
If we can show this diagram commutes up to facial homotopy then by the
fact that facial homotopies pass through the functional calculus and by the
machinery set up above we will have the map Dg′ ◦ pk ∼= rk ◦ pk lifting to
the map Cf ∼= φ˜k; moreover it is clear that the restrictions and homotopies
arising from this method will be equivariant. We note that there is a map
f¯ : D(d0 − k) ∧ D+(k)/D0(k) → D(d0)/Fd0−k−1(D(d0)) given by the same
formulation as f which makes the below diagram strictly commute:
D(d0 − k) ∧D+(k)
h′

f // D(d0)
h

D(d0 − k) ∧
D+(k)
D0(k) f¯
// D(d0)
Fd0−k−1(D(d0))
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Thus it follows that if g′ and f¯ are homotopic through facial maps, then φ˜k is
good for our candidate lift.
We wish to study the facial homotopy type of the below space of maps:
FMap(D(d0 − k) ∧D+(k)/D0(k), D(d0)/Fd0−k−1(D(d0))).
We firstly recall that f from 6.1.2 is a facial homeomorphism which moreover
factors to f¯ above, which is also a facial homeomorphism. Hence we can use f to
rephrase the problem yet again, to looking at the facial homotopy type of self-
maps of D(d0−k)∧D+(k)/D0(k). Next, recall the first face-preserving homeo-
morphism from Lemma 3.4.11. Applying this allows us to actually consider the
facial homotopy type of self-maps of D(d0 − k) ∧D(k). This, however, we can
classify using the theory of the facial homotopy type of self-maps of D(d) as de-
tailed through §3.4. The proof of the below claim follows from this previous work
and by noting that facial maps a : D(d0−k)∧D(k)→ D(d0−k)∧D(k) will by
necessity of the facial structure come from facial maps a0 : D(d0−k)→ D(d0−k)
and a1 : D(k)→ D(k):
Proposition 6.1.15. Let a, b : D(d0− k)∧D(k)→ D(d0− k)∧D(k) be facial.
Then there is a copy of S2 embedded in D(d0−k)∧D(k) arising from the copies
of S1 that lie in D(d0 − k) and D(k) as the intersections of all faces. Assume
that the self-maps of S2 coming from a and b have the same degree. Then a ≃ b
through facial maps.
We thus have a homotopical classification in this case. Further, we can
pull this classification back through the homeomorphisms to FMap(D(d0−k)∧
D+(k)/D0(k), D(d0)/Fd0−k−1(D(d0))) and thus we have a criterion for g
′ and f¯
to be homotopic - equality in the degree of each induced map S2 → S2 gleaned
by considering what happens to the intersection of faces, i.e. points of the form
((s, ..., s), (t, ..., t)).
Proposition 6.1.16. The maps g′ and f¯ are both of degree 1.
Proof. First consider g′, we have the map g′′ : S2 → S2 given below:
g′′(s, t) := (t− e−s,−s).
We note that g′′ makes the below diagram strictly commute:
S2
g′′

// // D+(k)
D0(k)
∧D(d0 − k)
g′

S2 // //
D(d0)
Fd0−k−1(D(d0))
Now, g′′ is injective almost everywhere, so by a local degree argument, for
example as in 2.2 of [8], it can only be degree 1 or −1. To check which it is,
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we look at the underlying map R× R→ R× R given by (s, t) 7→ (t− e−s,−s).
This map’s derivative matrix is given as follows:(
e−s 1
−1 0
)
.
This has determinant 1 and thus the underlying map is orientation pre-
serving. This demonstrates that g′′ has degree 1 and thus that g′ is of degree
1.
For f¯ , let f¯ ′ : S2 → S2 be the identity map. The map f¯ ′ makes the below
diagram strictly commute:
S2
f¯ ′

// // D+(k)
D0(k)
∧D(d0 − k)
f¯

S2 // //
D(d0)
Fd0−k−1(D(d0))
As f¯ ′ is the identity, it follows that it patently has degree 1. Thus f¯ has
degree 1 and the claim follows.
This result makes g′ and f¯ homotopic through facial maps via Proposition
6.1.15. Thus this proves the following proposition:
Proposition 6.1.17. We have an explicit lift of rk ◦pk given by Cf for the map
f : D(d0−k)∧D+(k)→ D(d0) defined in 6.1.2 which sends (s, t) to (s, stop+t).
Moreover, this lift is actually the map φ˜k defined in 4.5.4. Hence the map φk
completes the stable cofibre sequence as claimed.
6.2 Explicit Null-Homotopies
A combination of the results in Chapter 5 and in the previous section allows us
to declare that the below diagram is a cofibre sequence for the stated maps π˜k,
φ˜k and δ˜k:
X˜k
p˜id0

Gk(V0)
Hom(T,V1)⊕s(T
⊥)oo φ˜koo
X˜k−1
©nnnnnn
δ˜k
66nnnnn
We note, however, that the proof of this is somewhat roundabout - we prove
that something else is a cofibre sequence which then implies the result. Thus
we take an aside to explicitly demonstrate why certain key properties held by
cofibre sequences apply in this case. In particular, cofibre sequences are easily
observed to have null composites along the sequence. We choose to spend this
section writing down the null-homotopies; we note here that all homotopies and
maps we write down in this section will be G-maps as standard.
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Firstly we consider the top triangle:
X˜d0
p˜id0

SHom(V0,V1)
φ˜d0oo
X˜d0−1
©ssss δ˜d0
99sssss
The composite Σφ˜d0 ◦ δ˜d0 is easily seen to be strictly null; the map composes the
collapse to injectives with the inclusion of non-injective maps and this is patently
null. We now look at the other two composites, recalling the definitions of ρ, σ,
and λk from 3.1.8, 3.1.9 and 4.2.3.
Proposition 6.2.1. π˜d0 ◦ φ˜d0 is null-homotopic.
Proof. This composition is the below map:
γ 7→
{
(log(ρ(γ)),−σ(γ)|Pd0−1(log(ρ(γ)))) if γ is injective
∞ otherwise.
Define the map h′ and space U as follows:
U := {(t, γ) ∈ [0,∞)×Hom(V0, V1) : t+ e0(γ) > 0}
h′ : U → X˜ ′d0−1
(t, γ) 7→ (log(ρ(γ) + t),−σ(γ)|Pd0−1(log(ρ(γ)))).
We claim this is well-defined, continuous and proper. If this is true then the
one-point compactification h : U∞ → X˜d0−1 will be our required null-homotopy.
We only have to check that Pd0−1(log(ρ(γ))) = Pd0−1(log(ρ(γ)+t)) to make the
map well-defined but this is standard as adding t changes the eigenvalues but
not the eigenvectors and hence not the eigenspaces. For properness, let C be a
compact subset of X˜d0−1 and let (t, γ) ∈ h
′−1{C}. We need a positive bound on
t, an upper bound on the eigenvalues of ρ(γ) and a strictly positive lower bound
on t+ e0(ρ(γ)) for this to be proper - everything else is standard to check. By
assumption we have ‖ log(ρ(γ) + t)‖ 6 R for some positive real number R. Let
e be an eigenvalue of ρ(γ). Then the inequality gives us that | log(e + t)| 6 R
and hence that e−R 6 e + t 6 eR. As e and t are positive this gives us that
e 6 eR and t 6 eR and hence we have upper bounds as required. For the lower
bound we have 0 < e−R 6 e + t which is enough. Finally continuity is easy to
see when Xd0−1 is embedded into s(V0)×Hom(V0, V1).
Proposition 6.2.2. δ˜d0 ◦ π˜d0 is null-homotopic.
Proof. Consider the map h′ and space U below:
U := {(t, α, θ) ∈ [0,∞)× s(V0)× L(V0, V1) : e1(α)− e0(α) + t > 0}
h′ : U → R×Hom(V0, V1)
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(t, α, θ) 7→ (e0(α),−θ ◦ (α− e0(α) + t)).
That this is well-defined and continuous is trivial. If it is proper, then h : U∞ →
SR⊕Hom(V0,V1) is easily seen to generate our null-homotopy when composed with
a suspension twist. To show that this is proper let C be a compact subset of
R × Hom(V0, V1) and let (t, α, θ) ∈ h
′−1{C}. We need bounds on t and the
eigenvalues of α, this will be enough to imply that the map is proper. By
assumption we have ‖−θ◦(α−e0(α)+t)‖ 6 R and |e0(α)| 6 R for some positive
real number R. Let e be an eigenvalue of α, then we have that |e−e0(α)+t| 6 R
by assumption. As t and e − e0(α) are positive this immediately gives us that
t 6 R and e − e0(α) 6 R, giving one of the bounds. For the other, |e0(α)| 6 R
gives that e0(α) 6 R, hence e 6 R + e0(α) 6 2R, giving the final bound. This
is enough to show the result.
This gives null-homotopies in the top of the tower. We now proceed to
calculate the null-homotopies for 1 6 k < d0.
Proposition 6.2.3. π˜k ◦ φ˜k is null-homotopic.
Proof. This composition is the below map:
(W,γ, ψ)→
(
δ := ((ρ(γ) + etop(ψ))|W ⊕ ψ|W⊥),−σ(γ)|Pk−1(δ)
)
.
Consider the map h′ defined as follows, recalling Z˜k from 4.3.8:
h′ : [0,∞)× Z˜k → X˜k−1
(t,W, γ, ψ) 7→
(
δt := ((ρ(γ) + etop(ψ) + t)|W ⊕ ψ|W⊥),−σ(γ)|Pk−1(δ)
)
.
We claim h′ is well-defined, continuous and proper. It will hence generate the
right null-homotopy on one-point compactifications. We first check that the map
is well-defined, i.e. that Pk−1(δ) = Pk−1(δt). This, however, is easy to observe
as both spaces will just be Pk−1(ρ(γ)) contained inW . We now check continuity.
Equipping Z˜k with the quotient topology and X˜k−1 with the subspace topology
reduces the argument down to demonstrating continuity in the below map:
[0,∞)× L(Ck ⊕ Cd0−k, V0)×Hom(C
k, V1)× s(C
d0−k)→ s(V0)×Hom(V0, V1)
(t, (ζ, η), γ0, ψ0) 7→
(
(ρ(γ0 ◦ ζ
†) + etop(η ◦ ψ0 ◦ η
†) + t)⊕ η ◦ ψ0 ◦ η
†
σ(γ0 ◦ ζ
†) ◦ λk−1(ρ(γ0 ◦ ζ
†))
)
.
For functional calculus reasons this is continuous. We finally demonstrate that
the map is proper. Let C be a compact subset of X˜k−1 and let (t,W, γ, ψ) ∈
h′−1{C}. Then properness follows if we can demonstrate bounds on |t|, ‖γ‖ and
‖ψ‖. By assumption we have that there exists a positive real number R such
that ‖ψ‖ 6 R and ‖ρ(γ)+etop(ψ)+ t‖ 6 R. Let e be an eigenvalue of ρ(γ), then
the second condition gives that e + etop(ψ) + t 6 R, i.e. e + t 6 R − etop(ψ).
Now ‖ψ‖ 6 R gives that −R 6 etop(ψ) 6 R and hence −R 6 −etop(ψ) 6 R.
Thus as t and e are positive we deduce that t 6 2R and e 6 2R. This combined
with ‖ψ‖ 6 R demonstrates properness in the map, and the claim follows.
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Proposition 6.2.4. δ˜k ◦ π˜k is null-homotopic.
Proof. Consider the map h′ below:
h′ : [0,∞)× X˜k\Yk → R× Z˜k
(t, α, θ) 7→ (ed0−k(α), Pk(α),−θ◦(λk−1(α)+t)|Pk(α),− log(ed0−k(α)−α)|Pk(α⊥)).
We first check that the map is well-defined. The only potential issue is −θ ◦
(λk−1(α)+t), but this is reasonable as θ is coming from X˜k. To check continuity,
equip Z˜k with the subspace topology and X˜k with the quotient topology. Then
continuity follows from the standard continuity of the below map, recalling the
notation of sk(V0) from Corollary 4.3.5:
[0,∞)× sk(V0)× L(V0, V1)→ R×Gk(V0)×Hom(V0, V1)× s(V0)
(t, α, θ) 7→ (ed0−k(α), Pk(α),−θ ◦ (α− ed0−k(α) + t),− log(ed0−k(α)− α)).
We finally check that the map is proper. Let C be a compact subset of R× Z˜k
and let (t, α, θ) ∈ h′−1{C}. For this map to be proper, we need a bound on t and
‖α‖ and we need to keep ed0−k(α) and ed0−k−1(α) apart. By assumption there
is a positive real number R which bounds |ed0−k(α)|, ‖−θ◦ (λk−1(α)+ t)|Pk(α)‖
and ‖ − log(ed0−k(α)− α)|Pk(α⊥)‖. The second bound gives us that ed0−1(α) +
t − ed0−k(α) 6 R. This will give a bound on t for similar reasons to previous
properness arguments, as well as a bound ofR on ed0−1(α)−ed0−k(α). Moreover,
the final assumption gives us that −R 6 log(ed0−k(α) − ed0−k−1(α)) 6 R and
hence e−R 6 ed0−k(α) − ed0−k−1(α); the right eigenvalues are suitably kept
apart. We can repeat a similar process with e0(α) to get ed0−k(α)−e0(α) 6 e
R,
i.e. that e0(α) > ed0−k(α)− e
R. Combining this with ed0−1(α)− ed0−k(α) 6 R
gives max(|e0(α)|, |ed0−1(α)|) 6 R+e
R. This gives a bound on ‖α‖. Hence h′ is
proper. It is easy to see that from here the map h on one-point compactifications
can be suitably modified and twisted across the suspension to make the required
null-homotopy.
Proposition 6.2.5. Σφ˜k ◦ δ˜k is null-homotopic.
Proof. First set j := d0 − k. We note that the composite resembles the map
below, once a suspension twist has been factored in:
X˜k−1 →
X˜k−1
Yk
→ ΣX˜k
(α, θ) 7→ (ej(α),− log(ej(α)−α)|Pk(α)⊥ ⊕ (α− ej(α)− log(ej(α)− ej−1(α)))|Pk(α), θ).
Firstly define the selfadjoint endomorphism βt as follows:
βt := − log(ej(α)− α+ t)|Pk(α)⊥ ⊕ (α− ej(α)− log(ej(α)− ej−1(α) + t))|Pk(α).
Now set U and h′ to be the following space and map:
U := {(t, α, θ) ∈ [0,∞)× X˜ ′k−1 : ej(α) − ej−1(α) + t > 0}
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h′ : U → R× X˜ ′k
(t, α, θ) 7→ (ej(α), βt, θ).
We check this map is well-defined, continuous and proper. The map h on
one-point compactifications can then be modified to build the required null-
homotopy. Firstly, for well-definedness we need to check that θ is well-defined,
i.e. that Pk(βt) is Pk−1(α). This is possible to see, however, by first observing
that it is true for β0 via the construction of the composite. Adding t in such
a way as we do should not affect eigenvectors, only eigenvalues; however, we
have to be careful as intrinsic to this is the ‘collapsing out Pk(α)’ condition
that holds at t = 0. We’re fine, however, by shifting the collapse by t as we do
via setting that ej(α) − ej−1(α) + t > 0. This is enough to demonstrate that
Pk(βt) = Pk−1(α) as required, and hence the map above is reasonable.
We note here that the map is easily seen to be continuous. Finally, we
need to check that the map is proper. Let C be a compact subset of R × X˜ ′k
and let (t, α, θ) ∈ h′−1{C}. For properness in this case we require bounds
on t and ‖α‖ and a strictly positive lower bound on ej(α) − ej−1(α) + t. By
assumption we have a positive real number R such that |ej(α)| 6 R and ‖βt‖ 6
R. Firstly note that the second condition gives that if e is a top eigenvalue of
α then e − ej(α) − log(ej(α) − ej−1(α) + t) 6 R. We know that e − ej(α) is
positive, hence − log(ej(α) − ej−1(α) + t) 6 R. Multiplying by −1 and taking
exponentials gives ej(α) − ej−1(α) + t > e
−R giving a strictly positive lower
bound on ej(α)− ej−1(α) + t as required.
We also have from this condition that if e′ is a low eigenvalue then −R 6
− log(ej(α) − e
′ + t) 6 R and hence e−R 6 ej − e
′ + t 6 eR. We first use this
to note that t 6 eR and hence we have an upper bound for t. We now seek out
a lower bound for e′. We have ej(α) − e
′ 6 eR and hence e′ > eR − ej(α). We
have a bound −R 6 ej(α) 6 R by assumption and hence e
′ > eR − R for a
lower bound.
Finally, we return to looking at e a high eigenvalue. We wish to find an
upper bound for e, this will then be enough to imply a bound on ‖α‖. Firstly
we note from the above paragraph we have −R 6 − log(ej(α) − ej−1(α) + t).
We also note that −ej(α) 6 R from the first assumption. Now recall that we
can also write down the inequality e 6 R − ej(α) + log(ej(α) − ej−1(α) + t).
Combining these give e 6 3R and hence we have a bound on ‖α‖. This gives
us that h′ is proper and hence we can build the required null-homotopy.
6.3 The Bottom of the Tower
We have built the below stable G-map as part of our construction of the tower,
noting here that s(T ) ∼= R for T the tautological line bundle over complex
projective space:
δ1 : S
0 → PV
R⊕Hom(T,V1−V0)⊕s(T )
0
∼= Σ2PV
Hom(T,V1−V0)
0 .
We claim further that this map possesses extra geometric structure - it can be
built from a Pontryagin-Thom collapse map for the right choice of embedding.
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Let j : PV0 →W be an equivariant embedding of PV0 into a representation
W . Details on the Pontryagin-Thom construction can be found amidst much
of the literature, we note here that a brief description of it lies in B.2 of [24] -
this book also includes a list of other references that cover the theory. Working
initially in G-spaces we have the following Pontryagin-Thom collapse map; this
map is a G-map:
j! : SW → PV
νj
0 .
Here νj is the normal bundle τW − τPV0 . As W is a vector space we can
rewrite PV
νj
0 as Σ
WPV
−τPV0
0 . Pass to G-spectra via Σ
∞ and smash by S−W
to get the below stable G-map:
Σ−W j! : S0 → PV
−τPV0
0 .
We now take the lemma stated below as fact, the result is discussed in §14
of [21], for example.
Lemma 6.3.1. The bundle τPV0 is the bundle Hom(T, T
⊥).
Using this and the bundle identities used in Lemma 4.4.1 allows us to see
that we have a stable G-map as follows:
Σ−W j! : S0 → PV
2s(T )−Hom(T,V0)
0
∼= Σ2PV
−Hom(T,V0)
0 .
Finally, we compose with the zero-section map PV0 → PV
Hom(T,V1)
0 and add
in a twist t 7→ (1− t) to the first suspension coordinate to get the map δj below:
δj : S0 → Σ2PV
Hom(T,V1−V0)
0 .
Proposition 6.3.2. The map δj corresponds to the map δ1 for the choice of
embedding j : PV0 → s(V0) given by j : L 7→ 0L ⊕−1L⊥.
Proof. First note that this embedding is easily seen to be equivariant. We prove
this unstably, first explicitly describing the map δ˜1. Let p0 : S
s(V0) → Ss(V0)/ ∼
be the quotient map of the equivalence relation given by α ∼ α′ if and only
if ed0−1(α) = ed0−2(α) and ed0−1(α
′) = ed0−2(α
′) - this is a G-map and is the
equivalent of taking the quotient of X˜0 by Y1 as described in Definition 4.5.5 and
§5.3. We now note that in the case k = 1 the map λk−1(α) recalled from 4.2.3
is the zero map. This allows us to split up δ˜1 into the following composition.
First define m to be the map below:
m : Ss(V0)/ ∼→ ΣPV
s(T⊥)
0
α 7→ (ed0−1(α),Ker(α− ed0−1(α)),− log(ed0−1(α)− α)|Ker(α−ed0−1(α))⊥).
We then compose with the zero-section:
ΣPV
s(T⊥)
0 → ΣPV
Hom(T,V1)⊕s(T
⊥)
0 .
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Finally, we twist the suspension coordinate with a t 7→ (1− t) twist to maintain
the cofibre sequence structure. Pre-composing with p0 gives us a map below,
this is δ˜1:
Ss(V0) → ΣPV
Hom(T,V1)⊕s(T
⊥)
0 .
Thus by noting the description of the build of j! it is clear that the claim follows
from the equivalence of the two maps below:
j! : Ss(V0) → PV
s(V0)−Hom(T,T
⊥)
0
∼= ΣPV
s(T⊥)
0
m ◦ p0 : S
s(V0) → ΣPV
s(T⊥)
0 .
To show this we first put s0(V0) to be the space of selfadjoint endomorphisms
with zero top eigenvalue, we have a G-homeomorphism Ss(V0) ∼= Σ(s0(V0)∞)
given by the map α 7→ (ed0−1(α), α − ed0−1(α)). We next note that j actually
provides an equivariant embedding into s0(V0). It’s clear that from here j
! can
be desuspended to Σ−1j! : s0(V0)∞ → PV
s(T⊥)
0 by including the top eigenvalue
as the suspension coordinate.
We now note that by choosing an embedding j which outputs a selfadjoint
that sends precisely one line to zero it becomes clear that j! will give Ker(α −
ed0−1(α)) as the base-value of the Thom space. Moreover is is also clear from this
that j! will collapse out precisely the selfadjoints that have top two matching
eigenvalues. Thus j! will incorporate the collapse p0 as claimed. Finally, it
suffices to show that the bundle factors match up. This is again clear, however,
by looking at Σ−1j!. This has to send a selfadjoint β with top eigenvalue 0 to a
general selfadjoint element βj on Ker(β)
⊥; moreover this map must be injective
and maintain the local eigenvalue order structure, i.e. if ek(β) 6 ek(γ) then
ek(βj) 6 ek(γj). A standard degree argument will show that this is fibrewise G-
homotopic to − log(β|Ker(β)⊥) as required. This is enough to show that δ
j ≃ δ1
as claimed.
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Chapter 7
The Subrepresentation Case
7.1 The Conjecture
We now conjecture what we believe to happen to Theorem 4.1.1 should V0 6 V1.
For a more precise framework, let V1 = V0 ⊕ V2 for some Hermitian representa-
tion V2, here ⊕ is orthogonal direct sum with respect to the Hermitian structure.
Further, let I : V0 → V1 to be the standard inclusion. Miller previously defined
the following filtration of L(V0, V1):
Fk(L(V0, V1)) := {α ∈ L(V0, V1) : rank(α− I) 6 k}.
It has been demonstrated that the based quotients of this filtration form a
stable splitting of L(V0, V1)∞; we refer the reader to Appendix A, [20], [13] or
[5] for a proof. We believe our work links in with the work of Miller via the
below conjecture:
Conjecture 7.1.1. Let i : Fk(L(V0, V1))∞ → L(V0, V1)∞ be the standard in-
clusion. Let π : L(V0, V1)∞ → Xk be the stable projection onto the spectrum
Xk from Theorem 4.1.1. Then denote the composite Fk(L(V0, V1))∞ → Xk by
resk. The map resk is an equivalence.
We so far have been unable to prove this, however, we have been able to
glean some evidence towards it and have proved certain special cases. Firstly
we have the below result:
Proposition 7.1.2. resk provides a homeomorphism when restricted to certain
open dense subsets.
Proof. We prove this unstably, considering the below map, which abusing no-
tation somewhat we also call resk:
Ss(V0) ∧ Fk(L(V0, V1))∞ → X˜k
(α, ϕ) 7→ (α, ϕ|Pk(α)).
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Next note that for each fixed α we can decompose V0 into Pk(α)⊕Pk(α)
⊥ and V1
into Pk(α)⊕Pk(α)
⊥ ⊕V2. Hence we can rewrite (α, ϕ) ∈ s(V0)×Fk(L(V0, V1))
as (α, (ϕij)) where (ϕij) is the below 3× 2-matrix: ϕ11 : Pk(α)→ Pk(α) ϕ12 : Pk(α)⊥ → Pk(α)ϕ21 : Pk(α)→ Pk(α)⊥ ϕ22 : Pk(α)⊥ → Pk(α)⊥
ϕ31 : Pk(α)→ V2 ϕ32 : Pk(α)
⊥ → V2
 .
Similarly we can rewrite (α, θ) ∈ X˜ ′k as (α, (θi)) where (θi) is the below vector: θ1 : Pk(α)→ Pk(α)θ2 : Pk(α)→ Pk(α)⊥
θ3 : Pk(α)→ V2
 .
Under this identification it is clear that resk is the map sending the matrix (ϕij)
to its first column. Let A and B be the following spaces:
A := {(α, ϕ) ∈ s(V0)× Fk(L(V0, V1)) : dim(Pk(α)) = k, ϕ11 − I is invertible}
B := {(α, θ) ∈ X˜ ′k : dim(Pk(α)) = k, θ1 − I is invertible}.
A and B are open and dense in s(V0) × Fk(L(V0, V1)) and X˜
′
k. Moreover resk
clearly restricts to a map A → B. We show that this is a homeomorphism,
taking basepoints will then complete the proof. Let (α, θ) ∈ B, we show that
it comes from an element of A. Since θ1 − I is invertible so is θ
†
1 − I. Let
ξ := (θ†1 − I)
−1θ†2. We can now define ξ1 : Pk(α)
⊥ → Pk(α) by ξ1 := (θ1 − I)ξ.
Similarly, set ξ2 : Pk(α)
⊥ → Pk(α)
⊥ by ξ2 := θ2ξ + I and ξ3 : Pk(α)
⊥ → V2 by
ξ3 := θ2ξ. Then we claim the below pair is in A:α,
 θ1 ξ1θ2 ξ2
θ3 ξ3
 .
We want to check firstly that the matrix is an isometry. Following through
with the definitions and calculating the algebra easily demonstrates the below
identity, which is enough to prove the claim:(
θ†1 θ
†
2 θ
†
3
ξ†1 ξ
†
2 ξ
†
3
)
.
 θ1 ξ1θ2 ξ2
θ3 ξ3
 = ( I 0
0 I
)
.
We now need to check that the matrix is in Fk(L(V0, V1)), i.e. that the rank
of the below matrix is at most k: θ1 − I ξ1θ2 ξ2 − I
θ3 ξ3
 =
 θ1 − I (θ1 − I)ξθ2 θ2ξ
θ3 θ3ξ
 .
Let (x, y) ∈ V0 = Pk(α)⊕Pk(α)
⊥. Then applying the matrix above to (x, y)
is easily seen to be the same as applying θ− I to (x, ξ(y)). Hence it is clear that
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the matrix above has image (θ − I)(W ) which is of dimension k. This shows
that our built pre-image is in A as claimed. Hence resk : A→ B surjective.
We now show the map is injective. This will then prove the claim. Let (α, ϕ)
map to (α, θ). Then ϕ must be of the form below: θ1 ϕ12θ2 ϕ22
θ3 ϕ32
 .
Moreover, as θ1 − I is invertible then θ1 − I has rank k. As ϕ − I has rank at
most k we observe that it factors through θ − I and hence uniquely takes the
form below for some ξ′:  θ1 − I (θ1 − I)ξ′θ2 θ2ξ′
θ3 θ3ξ
′
 .
Chasing the definitions, calculating ϕ†φ and recalling that this is I leads to
the conclusion that ξ′ must actually be (θ†1 − I)
−1θ†2. This shows that resk :
A→ B is injective and the proposition follows.
This is not quite enough to prove the conjecture, but it does reduce it some-
what. Consider the map res′k, the restriction of resk away from where it is
a homeomorphism. Then if we can show that res′k is an equivalence we can
retrieve by a standard cofibre sequences argument that resk is a homotopy
equivalence. We can prove this in a special case:
Proposition 7.1.3. Let V0 = V1 be dimension 2. Then res
′
1 and hence res1
are homotopy equivalences.
Proof. We again work unstably, let V0 = V1 = V . Consider res
′
1 : ((s(V ) ×
F1(L(V, V )))\A)∞ → (X˜
′
1\B)∞. It is easy to see that the below identification
holds:
(s(V )× F1(L(V, V )))\A ∼= {(α, ϕ) ∈ s(V )× F1(L(V, V )) : ϕ11 = I}.
Denote this space by Ac. Moreover, consider (α, θ) ∈ X˜ ′1\B. If P1(α) is empty
then θ is zero. Also, if P1(α) is nonempty then θ is forced to be IP1(α). Thus
we can identify X˜ ′1\B with s(V ). Hence we are looking at the map below:
res′1 : A
c
∞ → S
s(V )
(α, ϕ) 7→ α.
From here we can trivially remove a suspension from the s(V )-coordinate.
We refer back to the proof of Proposition 6.3.2 - we take again the definition of
s0(V ) to be the space of selfadjoints of V that have zero top eigenvalue. Thus
we instead consider the following map:
res′′1 : A¯∞ := {(α, ϕ) ∈ s0(V )× F1(L(V, V )) : ϕ11 = I}∞ → s0(V )∞.
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Let su(1) denote the unit complex numbers. We now define a map g :
[0,∞] × su(1) × PV → A¯∞ given by (t, λ, L) 7→ (0L ⊕ −tIL⊥ , IL ⊕ λIL⊥) and
(∞, λ, L) 7→ ∞. This is surjective, and away from the endpoints of [0,∞] is
injective. At t = 0 it is again injective away from λ = 1, but (0, 1, L) has the
image (0, I) independent of L. We thus have the below pushout:
({0} × {1} × PV )
∐
({∞} × su(1)× PV )

// [0,∞]× su(1)× PV

{0}
∐
{∞} // // A¯∞
There is also a standard map [0,∞] × PV → Ss0(V ) given by (t, L) 7→
0L ⊕−tIL⊥ . We can thus also form another pushout:
{0,∞}× PV

// [0,∞]× PV

{0}
∐
{∞} // // Ss0(V )
We can collapse out along the top of the first pushout to get the second
pushout, which demonstrates the equivalence of res′′1 via comparing the two
squares. This implies that res′1 and hence res1 are equivalences.
Finally, we demonstrate one other equivalence. We note that this covers
the result above, technically, but we include both due to the slightly tangential
nature of the below proof.
Proposition 7.1.4. resd0−1 is a stable equivalence.
Proof. We use a shorthand of Gd0 for Gd0(V0)
Hom(T,V1−V0)⊕s(T ) for notational
convenience. Recall three maps, firstly we recall our stable map φd0 : Gd0 →
L(V0, V1)∞ from Theorem 4.1.1. Next we have from the proof of the Miller
splitting the below collapse and homeomorphism. Details of these maps are
found in the usual literature, we label the maps to be consistent with Appendix
A:
hd0 : L(V0, V1)∞ →
L(V0, V1)
Fd0−1(L(V0, V1))∞
τd0 :
L(V0, V1)
Fd0−1(L(V0, V1))∞
∼= Gd0 .
We hence have the composition τd0 ◦hd0 ◦φd0 : Gd0 → Gd0 . We claim this is the
identity. This is easy to see, however, as φd0 matches exactly the description of
Miller’s top-level splitting map and hence the composite is the identity - this is
intrinsic to the proof of Miller’s theorem. We can thus put together the below
diagram of cofibre sequences, pt. representing the contractible cofibre of the
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identity map:
pt.
©
KK
KK
K
%%KK
KK
Gd0
99ssssssssss
©
oo
oo
oo
wwooo
oo
Gd0
id.oo
φd0yysss
ss
ss
ss
s
Fd0−1(L(V0, V1))∞
resd0−1
22// L(V0, V1)∞
τd0◦hd0
eeKKKKKKKKKK
// Xd0−1
©FFFF
ccFFFF
We can build this diagram in the equivariant stable homotopy category.
There, we can use the the octahedral axiom to add morphisms around the edge
of the diagram and build the below cofibre sequence:
Fd0−1(L(V0, V1))∞
resd0−1−→ Xd0−1 −→ pt..
Hence the map resd0−1 has contractible cofibre. It follows from Proposition
2.5.6 that it is an equivalence.
7.2 Conjecture Follow-up
We now follow up with what would happen should Conjecture 7.1.1 hold. We
firstly prove the below lemma:
Lemma 7.2.1. Recall from the Miller splitting the below collapse and home-
omorphism. As we have done previously we use the labels of Appendix A for
these maps:
hk : Fk(L(V0, V1))∞ →
Fk(L(V0, V1))
Fk−1(L(V0, V1))∞
τk :
Fk(L(V0, V1))
Fk−1(L(V0, V1))∞
∼= Gk(V0)
Hom(T,V1−V0)⊕s(T ).
Further, recall the stable map φk : Gk(V0)
Hom(T,V1−V0)⊕s(T ) → Xk. Finally, as-
sume resk is a homotopy equivalence and let res
−1
k denote the homotopy inverse.
Then we have the below equivalence:
τk ◦ hk ◦ res
−1
k ◦ φk ≃ id : Gk(V0)
Hom(T,V1−V0)⊕s(T ) → Gk(V0)
Hom(T,V1−V0)⊕s(T ).
Proof. We again make notation simplifications, we write Gk as a shorthand for
Gk(V0)
Hom(T,V1−V0)⊕s(T ) and f as shorthand for the map τk ◦ hk ◦ res
−1
k ◦ φk.
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We now have the below diagram of cofibre sequences:
Cf
©
PPP
PPP
P
''PP
PPP
PP
Gk
77nnnnnnnnnnnnnnn
©
pp
pp
pp
wwpppp
p
Gk
foo
φkwwnnn
nn
nn
nn
nn
nn
Fk−1(L(V0, V1))∞ // Fk(L(V0, V1))∞ ≃ Xk
τk◦hk
ggPPPPPPPPPPPPP
// Xk−1
©DDD
bbDDD
Via the octahedral axiom we can put arrows around the diagram and form
the cofibre sequence below:
Fk−1(L(V0, V1))∞ → Xk−1 → Cf .
It is a trivial exercise to observe that in this case the map Fk−1(L(V0, V1))∞ →
Xk−1 is resk−1. This, however, is an equivalence and so has contractible cofibre.
Thus Cf is contractible and by Proposition 2.5.6 this gives that f ≃ id.
In particular this result would demonstrate that should resk be an equiv-
alence then φk has a one-way inverse. We now recall the theory from §2.5.
Applying this allows us to conjecture Claim 7.2.2 below; if Conjecture 7.1.1
holds then the claim would follow:
Claim 7.2.2. Let V0 6 V1 and recall the tower constructed in Theorem 4.1.1.
Then we have the following stable equivalences for all 0 < k 6 d0:
Xk ≃ Xk−1 ∨Gk(V0)
Hom(T,V1−V0)⊕s(T ).
These imply the equivariant splittings given below, this includes an alterna-
tive method to building the equivariant Miller splitting:
Xk ≃
k∨
r=0
Gr(V0)
Hom(T,V1−V0)⊕s(T )
L(V0, V1)∞ ≃
d0∨
r=0
Gr(V0)
Hom(T,V1−V0)⊕s(T ).
We can, however, prove a special case of this claim. Firstly we note that the
map res0 : S
0 → S0 is the identity. Combining this with Proposition 7.1.4 and
§2.5 proves the below theorem:
Theorem 7.2.3. Let V0 and V1 be such that V0 6 V1 and V0 is dimension 2.
Then we have the stable equivalences below and hence retrieve a dimension 2
equivariant Miller splitting:
X1 ≃ S
0 ∨G1(V0)
Hom(T,V1−V0)⊕s(T )
L(V0, V1)∞ ≃ X1 ∨G2(V0)
Hom(T,V1−V0)⊕s(T )
L(V0, V1)∞ ≃
2∨
r=0
Gr(V0)
Hom(T,V1−V0)⊕s(T ).
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7.3 An Equivalent Conjecture
We now state an alternate to Conjecture 7.1.1. The below claim is equivalent
to the earlier conjecture; we demonstrate why in the next section.
Conjecture 7.3.1. Let σk denote the splitting map built by Miller, this notation
matches that used in Appendix A. Then the two maps below are homotopic:
resk ◦ σk : Gk(V0)
Hom(T,V1−V0)⊕s(T ) → Fk(L(V0, V1))∞ → Xk
φk : Gk(V0)
Hom(T,V1−V0)⊕s(T ) → Xk.
The rest of this section is dedicated to providing evidence for this claim.
Firstly, we consider the two maps unstably by suspending by Ss(V0). For any
fixedW ∈ Gk(V0) and any γ ∈ Hom(W,V1) we can decompose γ into α+β, with
α ∈ Hom(W,W⊥) and β ∈ Hom(W,V1\W
⊥). From here it is a simple exercise
to untangle the definitions to find that the two maps are explicitly given by the
formulations below. We use the matrix notation as discussed in the proof of
Lemma 4.4.1. We also have ρ and σ defined previously in 3.1.8 and 3.1.9:
g0, g1 : Gk(V0)
Hom(T,V1)⊕s(T
⊥) → X˜k
g0(W,α+β, ψ) =


(
δ :=
(
log(ρ(β)) α†
α ψ
)
, (−σ(β)⊕ IW⊥)|Pk(δ)
)
β injective
∞ otherwise
g1(W,α+ β, ψ) = ((ρ(α + β) + etop(ψ))|W ⊕ ψ|W⊥ ,−σ(α+ β)).
We note that checking equivariance for g0 is a potential issue here asW is not
necessarily going to be a subrepresentation. This doesn’t cause any issues, how-
ever, as the group actions respect the matrix decomposition and the conjugation
action on the maps α, β and γ interacts well with the action onW - it is easy to
observe that g0(g.W, g.(α+β) = g.α+g.β, g.ψ) = (g.δ, g.(−σ(β)⊕IW⊥)|Pk(g,δ))
using similar techniques to equivariance arguments from earlier. We now con-
sider the projections of both maps down to s(V0), call these g
′
0 and g
′
1. We can
build a number of proper homotopies between them using the functional calcu-
lus. Firstly let U˜ := {(x, t) : x > 0, t ∈ [0, 1], x+ t > 0}. Then let f : U˜ → R be
given by the below integral:
f(x, t) :=
∫ x
1
ut−1du =
{
xt−1
t t 6= 0
log(x) t = 0.
This is continuous and thus we can use it in conjunction with the functional
calculus. Recall Z˜k from 4.3.8 and define the space U and map h
′ as follows:
U := {(t,W, α+ β, ψ) ∈ [0, 1]× Z˜k, t+ e0(ρ(β)) > 0}
h′ : U → s(V0)
(t, w, α + β, ψ) 7→
(
f(ρ(tα+ β), t) + t(etop(ψ) + 1) (1 − t)α
†
(1− t)α ψ
)
.
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Lemma 7.3.2. h′ is continuous and proper and hence the one-point compacti-
fication h provides a homotopy between g′0 and g
′
1.
Proof. The only issue here is the question of properness. Let C ⊆ s(V0) be a
compact set. Then let (t, w, α+ β, ψ) ∈ h′−1{C}. We can trivially assume that
t ∈ (0, 1). We need a bound on ‖α+ β‖ and a bound on ‖φ‖. Firstly note that
seeking a bound on ‖α+ β‖ is equivalent when t ∈ (0, 1) to seeking a bound on
‖ρ(tα + β)t‖. By assumption we have that there is a positive real number R
such that ‖ψ‖ 6 R, ‖(1− t)α‖ 6 R and ‖f(ρ(tα+ β), t) + t(etop(ψ) + 1)‖ 6 R.
The first assumption immediately gives us the first bound we seek. For the
second, let e be an eigenvalue of ρ(tα+ β)t. We are given the below inequality
via the third assumption:
(e− 1)/t+ t(etop(ψ) + 1) 6 R.
We wish to show that there is a real number S such that e 6 S. We first
rearrange the above inequality:
e 6 1 + tR− t2 − t2etop(ψ).
Note that 1 − t2 6 1 for t ∈ [0, 1]. Next note that as R is positive we have
tR 6 R. Finally, note that as ‖ψ‖ 6 R we have −R 6 etop(ψ) 6 R and hence
that −R 6 −etop(ψ) 6 R. It follows that −t
2etop(ψ) 6 t
2R 6 R. Combining
the above inequalities gives us the below inequality:
e 6 1 + 2R.
This is enough to show that h′ is proper and the claim follows.
Thus the problem reduces to modifying h′ so that it lifts to X˜k. We im-
mediately remark that isometry factors of the maps g0 and g1 already look
very similar. Maneuvering from −σ(β) to −σ(α + β) can be done essentially
instantly with the homotopy tα + β. Both isometries, however, have their is-
sues. For −σ(β) ⊕ IW⊥ when we move away from β being injective, as we do
immediately in the above homotopy, then we have −σ(β) ⊕ IW⊥ undefined on
Ker(β)⊕ 0 ⊆W ⊕W⊥. For σ(α+β) the problem in W is less of an issue as the
only problem area is Ker(α) ∩Ker(β); however, σ(α + β) is undefined on W⊥.
We can circumvent this a little via extending σ(α+ β) to σ(α + β)⊕ IKer(α†).
Hence to solve this problem we need to suitably modify h′ into producing a
selfadjoint endomorphism δt that keeps one of the two below maps injective at
all times:
1. (−σ(β)⊕ IW⊥)|Pk(δt).
2. (−σ(α+ β)⊕ IKer(α†))|Pk(δt).
We note that we only require injectivity as another application of σ will turn
our maps into isometries. We also note that we can easily move from 1 to 2
via the homotopy −σ(tα + β)⊕ IKer(tα)† . The required modification of h
′ has,
however, so far proved elusive.
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7.4 Follow-up to the Second Conjecture
We now survey what happens should Conjecture 7.3.1 hold. This is to demon-
strate that it is equivalent to Conjecture 7.1.1.
Proposition 7.4.1. Assume Conjecture 7.3.1 is true. Then the maps resk are
equivalences and the maps τk ◦hk ◦ res
−1
k provide one-sided inverses to each φk.
Proof. We prove this by downward induction. We only state the inductive step,
the initial step follows from 7.1.4. Assume that resk gives an equivalence with
inverse res−1k . Then we first consider τk ◦hk ◦res
−1
k ◦φk, from the assumption of
Conjecture 7.3.1 we have φk ≃ resk ◦ σk. Thus we have the below equivalence:
τk ◦ hk ◦ res
−1
k ◦ φk ≃ τk ◦ hk ◦ res
−1
k ◦ resk ◦ σk ≃ τk ◦ hk ◦ σk.
That this is the identity is given in the proof of the Miller splitting. We now
prove that resk−1 gives an equivalence. Using the shorthand Gk from the proof
of Lemma 7.2.1 we have the below diagram of cofibre sequences:
pt.
©
PPP
PPP
P
((PP
PPP
PP
Gk
66nnnnnnnnnnnnnnn
©
pp
pp
pp
wwppp
pp
Gk
id.oo
φkwwnnn
nn
nn
nn
nn
nn
Fk−1(L(V0, V1))∞
resk−1
11// Fk(L(V0, V1))∞ ≃ Xk
τk◦hk
ggPPPPPPPPPPPPP
// Xk−1
©DDD
bbDDD
That resk−1 is an equivalence then follows from Proposition 2.5.6 and the
result follows by downward induction.
Thus Conjecture 7.3.1 proves Conjecture 7.1.1 and moreover proves Claim
7.2.2. It is trivial to see that Conjecture 7.1.1 proves Conjecture 7.3.1. Hence
proving either one will exhibit the Miller splitting in the subrepresentation spe-
cial case of Theorem 4.1.1. This is a future goal of the author.
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Chapter 8
The Equivariant K-Theory
of the Tower
8.1 Basic Results
We now begin to calculate algebraic invariants associated to our tower 4.1.1. In
particular, we aim to calculate the reduced equivariant complex topological K-
theory of the diagram. We claim that the diagram in K-theory holds a certain
nice algebraic structure that interacts well with the topological structure. We
will not prove this, however, we will conjecture the result in §8.3 after providing
evidence for the claim. We open with an overview of the basic K-theory results
we will need, we claim no originality for these results. Good surveys of the
theory can be found in [26] and Chapter 14 of [17], while [2] gives an overview
of the non-equivariant theory while alluding to the equivariant extensions. The
basic building block of equivariant K-theory, and indeed of any cohomology
theory, is the K-theory of a point:
Definition 8.1.1. Let R(G) denote the complex representation ring of G.
This is the starting point of equivariant K-theory, it is easy to see that
K0G(pt.) = R(G) as bundles over a point are representations. Further, we can
switch to reduced K-theory K˜∗G and observe the below lemma:
Lemma 8.1.2. K˜0G(S
0) = R(G) and K˜1G(S
0) = 0.
This is the K-theory of the bottom level of the tower. To calculate the
next stage it is clear that we will need to know the equivariant K-theory of a
projective representation. The result with proof is found as Proposition (3.9)
in [26]:
Proposition 8.1.3. Let V be a representation of dimension d, and let fV (t) ∈
R(G)[t] be the polynomial given by:
fV (t) :=
d∑
k=0
td−k(−1)k.λk(V ).
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Here λk(V ) is the kth exterior power of V . Further let TV be the tautological
bundle over PV . Then the equivariant K-theory of PV is as follows:
K0G(PV ) =
R(G)[TV , T
−1
V ]
fV (TV )
K1G(PV ) = 0.
For higher levels of the tower we will need to know the equivariant K-theory
of Grassmannians. We do not provide the calculations here but we note that we
can extend the standard non-equivariant theory detailed in many sources - for
example result 2.7.14 in [2] or result 3.12 in Chapter 4 of [12] - via the techniques
laid out by Segal in Section 3 of [26]. This will yield results generalizing the
proposition above. For the calculated portion of the tower, however, the explicit
statement of the result for projective representations is all that is required.
Noting that the theory is similar for Grassmannians, however, provides further
motivation for the conjecture which follows in §8.3.
Finally, we will have to deal with the K-theory of Thom spaces over vector
bundles. In particular wish to know how to deal with sums and differences of
these bundles. The two results below deal with this problem; the first calculates
the K-theory of sums of bundles while the second covers the K-theory of virtual
vector bundles.
Lemma 8.1.4. Let V and W be G-vector bundles over compact base X such
that K1G(X) = 0. Then:
• K˜0G(X
V⊕W ) ∼= K˜0G(X
V )⊗K0
G
(X) K˜
0
G(X
W ).
• K˜1G(X
V⊕W ) ∼= 0.
Proof. The first result is built via the Thom homomorphism, details of which
are found in the sourced text. We first note that we have the following Thom
homomorphisms:
φV∗ : K
0
G(X)→ K
0
G(V )
φW∗ : K
0
G(X)→ K
0
G(W ).
As X is compact we have that K0G(V )
∼= K˜0G(X
V ) and K0G(W )
∼= K˜0G(X
W ).
Thus we have the below pushout:
K0G(X)
φW∗

φV∗ // K˜0G(X
V )

K˜0G(X
W ) // K˜0G(X
V )⊗K0
G
(X) K˜
0
G(X
W )
We also note that V ⊕W is a bundle over both V andW so we have the following
Thom homomorphisms:
φVW∗ : K
0
G(V )
∼= K˜0G(X
V )→ K0G(V ⊕W )
∼= K˜0G(X
V⊕W )
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φWV∗ : K
0
G(W )
∼= K˜0G(X
W )→ K0G(V ⊕W )
∼= K˜0G(X
V⊕W ).
If φ∗ : K
0
G(X) → K˜
0
G(X
V⊕W ) is the Thom homomorphism associated to the
Whitney sum V ⊕W of V and W then by result (3.4) in [26] we have that φ∗
commutes with φVW∗ ◦φ
V
∗ and φ
WV
∗ ◦φ
W
∗ . Thus we have the below commutative
diagram:
K0G(X)
φ∗
&&NN
NN
NN
NN
NN
N
φW∗

φV∗ // K˜0G(X
V )
φVW∗

K˜0G(X
W )
φWV∗
// K˜0G(X
V⊕W )
Via the universal property of pushouts we have a map K˜0G(X
V ) ⊗K0
G
(X)
K˜0G(X
W ) → K˜0G(X
V⊕W ). This becomes an isomorphism if we can show that
there exists a unique map j which makes the diagram below commute:
K0G(X)
φV∗ //
φ∗ &&NN
NN
NN
NN
NN
N
φW∗

K˜0G(X
V )
φVW∗
uukkkk
kkk
kkk
kkk
kk

K˜0G(X
V⊕W )
j ))SSS
SSS
SSS
SSS
SS
K˜0G(X
W )
φWV∗
88qqqqqqqqqqq
// K˜0G(X
V )⊗K0
G
(X) K˜
0
G(X
W )
We have a unique map j, however - such a map can be built from the two bundle
projections V ⊕W → V and V ⊕W → W . Further, this will be unique. That
it also makes the above diagram commute is implicitly covered in (3.4) of [26].
Thus the first claim follows from the universal property of pushouts.
For the second claim we note that the Thom homomorphism φ1∗ : K
1
G(X)→
K˜1G(X
V⊕W ) gives an isomorphism via multiplication by some element, as de-
tailed in the literature. As K1G(X) is zero, however, this gives K˜
1
G(X
V⊕W ) = 0
as required.
Lemma 8.1.5. With the same set-up as 8.1.4 we can calculate the K-theory of
the virtual bundle XV−W :
• K˜0G(X
V−W ) ∼= HomK0
G
(X)(K˜
0
G(X
W ), K˜0G(X
V )).
• K˜1G(X
V−W ) ∼= 0.
Proof. Firstly we note that although we did not explicitly mention it the above
Lemma 8.1.4 holds for virtual vector bundles - in the stable case we still have
a Thom homomorphism which has the factoring properties used in the above
proof. Note that XV ∼= XV−W⊕W , then via an application of Lemma 8.1.4 we
have:
K˜0G(X
V ) ∼= K˜0G(X
V−W )⊗K0
G
(X) K˜
0
G(X
W ).
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Taking adjoints then gives us the first claim. The second claim is standard
and follows as per above from the Thom homomorphism actually being an
isomorphism.
8.2 The K-Theory of the Bottom of the Tower
We now partially calculate the equivariant K-theory of the bottom of the tower;
we wish to provide evidence for a detailed conjecture on the K-theory of the
tower. We first consider general Thom spaces of the form PV Hom(TV ,W ). We
have the below equivariant identification:
PV Hom(TV ,W ) ∼=
P (V ⊕W )
PW
.
Let iVW : PV → P (V ⊕W ) be the inclusion. Then the following identity is
easily observable:
K˜∗G(PV
Hom(TV ,W )) ∼= Ker(i∗VW : K
∗
G(P (V ⊕W ))→ K
∗
G(PW )).
It is clear that i∗VW is the evident restriction. We note one further detail
before we begin the calculations:
Lemma 8.2.1. Recall the polynomials fV (t) defined in Proposition 8.1.3. Then
we have:
fV⊕W (t) = fV (t).fW (t).
Proof. We state a single simple fact from the theory of exterior algebras, that
λ∗(V ⊕W ) ∼= λ∗(V )⊗ λ∗(W ). The result then trivially follows from this.
We can now calculate K˜∗G(PV
Hom(T,V1)
0 ) and K˜
∗
G(PV
Hom(T,V0)
0 ). The first
calculation goes as follows:
K˜0G(PV
Hom(T,V1)
0 ) = Ker
(
R(G)[TV0⊕V1 ,T
−1
V0⊕V1
]
fV0⊕V1 (TV0⊕V1 )
i∗V0V1→
R(G)[TV1 ,T
−1
V1
]
fV1 (TV1 )
)
= Ker
(
R(G)[TV0⊕V1 ,T
−1
V0⊕V1
]
fV0 (TV0⊕V1 ).fV1 (TV0⊕V1 )
i∗V0V1→
R(G)[TV1 ,T
−1
V1
]
fV1 (TV1 )
)
=
R(G)[T,T−1].fV1 (T )
R(G)[T,T−1].fV0 (T ).fV1 (T )
.
The last step follows from observing that i∗V0V1 is the restriction. In the
final step here we use T as a dummy variable; under the projection onto PVi
we have TV0⊕V1 mapping to TVi so we switch to T to represent both TV0⊕V1
and its projection. Thus we have that K˜0G(PV
Hom(T,V1)
0 ) is a free module of
rank 1 over K0G(PV0). It is also clear to see that K˜
1
G(PV
Hom(T,V1)
0 ) is zero as
K1G(P (V0⊕V1)), K
1
G(PV0) and K
1
G(PV1) are all zero. We now perform a similar
calculation for K˜0G(PV
Hom(T,V0)
0 ), noting that K˜
1
G(PV
Hom(T,V0)
0 ) will again be
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zero:
K˜0G(PV
Hom(T,V0)
0 ) = Ker
(
R(G)[TV0⊕V1 ,T
−1
V0⊕V1
]
fV0⊕V1 (TV0⊕V1 )
i∗V0V0→
R(G)[TV0 ,T
−1
V0
]
fV0 (TV0 )
)
= Ker
(
R(G)[TV0⊕V1 ,T
−1
V0⊕V1
]
fV0 (TV0⊕V1 ).fV1 (TV0⊕V1 )
i∗V0V0→
R(G)[TV0 ,T
−1
V0
]
fV0 (TV0 )
)
=
R(G)[T,T−1].fV0 (T )
R(G)[T,T−1].fV0 (T )
2 .
Again we switch to T as a dummy variable. We now combine the two
calculations with Lemma 8.1.5 to give:
K˜0G(PV
Hom(T,V1−V0)
0 )
∼=
R(G)[T, T−1]
fV0(T )
⊗
fV1(T )
fV0(T )
K˜1G(PV
Hom(T,V1−V0)
0 )
∼= 0.
Finally, we note that over PV0 the bundle s(T ) is just the trivial bundle R.
Now recall the map δ1 in the tower of Theorem 4.1.1:
δ1 : S
0 → ΣPV
Hom(T,V1−V0)⊕s(T )
0
∼= Σ2PV
Hom(T,V1−V0)
0 .
We have the map δ∗1 on K-theory. Using Bott periodicity, this map has
domain and codomain as follows:
δ∗1 : K˜
∗
G(Σ
2PV
Hom(T,V1−V0)
0 )
∼= K˜∗G(PV
Hom(T,V1−V0)
0 )→ K˜
∗
G(S
0).
This map involves already calculated K-theory groups. We first note that
all K˜1G groups have been zero, thus δ
∗
1 is the trivial map 0→ 0 on K˜
1
G. We can
also observe that on K˜0G the map δ
∗
1 has the following domain and codomain:
δ∗1 : K˜
0
G(PV
Hom(T,V1−V0)
0 )→ K˜
0
G(S
0)
δ∗1 :
R(G)[T, T−1]
fV0(T )
⊗
fV1(T )
fV0(T )
→ R(G).
Note we are implicitly suppressing here that K˜0G(Σ
2PV
Hom(T,V1−V0)
0 ) is not
strictly K˜0G(PV
Hom(T,V1−V0)
0 ), rather it is more correctly the below module:
R(G)[T, T−1]
fV0(T )
⊗
fV1(T )
fV0(T )
.ω.
Here ω is the Bott element in K˜2G(S
2); Bott periodicity gives an isomorphism
K˜0G(PV
Hom(T,V1−V0)
0 )
∼= K˜0G(Σ
2PV
Hom(T,V1−V0)
0 ) via multiplication with this ω.
We are now in a position to describe how the map δ∗1 acts in certain special
cases:
Proposition 8.2.2. For G a finite abelian group the map δ∗1 is the residue map.
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Proof. Recalling Section 6.3 we observe that δ∗1 is the composition of the stable
Pontryagin-Thom collapse map Σ−s(V0)j! : S0 → PV
−τPV0
0 with the twisting
zero-section map g : PV
−τPV0
0 → Σ
2PV
Hom(T,V1−V0)
0 . Hence in cohomology we
have a Gysin map (Σ−s(V0)j!)∗ : K˜∗G(PV
−τPV0
0 )→ K˜
∗
G(S
0). As we are working
over a finite abelian group this is the residue map by a result of Strickland,
Theorem 21.35 in [30]. That the composition is the residue map easily follows
from here.
We conjecture that this result holds in the more general setting of compact
Lie groups. Non-equivariantly, Quillen in [23] stated that Gysin maps of the
form above are residue maps in complex cobordism. From this it is not a far
stretch to hypothesize that the above proposition holds in more generality. A
toric version of the result is an immediate future goal of the author and a
generalization to all compact Lie groups would produce a complete calculation
of the K-theory of the bottom of the tower. We can offer no proof to this
conjecture, however.
The result does, however, construct the bottom of the tower in some gen-
erality. We now check one further result, that of the subrepresentation case.
Similar to our conjecture in Chapter 7, we expect the algebraic invariants to
suitably degenerate to mirror the non-equivariant case when both theories are
applicable. Non-equivariantly we have the result 1.1.2 of Kitchloo from [13].
We conjecture, as stated briefly in 1.2.6 and to be stated in more detail in the
next section, that the tower is a Koszul complex. In order for the result to
suitably retrieve the Miller splitting on the cohomological level, we require that
the following result holds:
Proposition 8.2.3. For G a finite abelian group the map δ∗1 is zero if and only
if V0 6 V1.
Proof. Let V0 6 V1, we claim that the meromorphic function fV1(T )/fV0(T ) has
no singularities. As G is abelian, note that any representation V of dimension
d decomposes into a sum of 1-dimensional representations L1 ⊕ . . . ⊕ Ld; this
follows from (3.7) of [26]. Under this decomposition the polynomial fV (t) can
take the below form, this is covered in detail in 2.5.3 and 2.7.1 of [2]:
fV (t) =
d∏
i=1
(t− [Li]).
With this identification it is clear that fV1(T )/fV0(T ) will have no singu-
larities - it will take the form of
∏
(t − [Li]) for each line that is part of the
decomposition of V1 but not part of the corresponding decomposition of V0.
This is enough to show that δ∗1 is zero.
For the converse, if δ∗1 is zero then it follows that fV1(T )/fV0(T ) has no singu-
larities. Using the line decomposition above it is easy to see that fV1(T )/fV0(T )
having no singularities implies that for every (T− [L])-component of the polyno-
mial fV0(T ) there is a corresponding component of (T − [L]) in fV1(T ) to cancel
and make fV1(T )/fV0(T ) nonsingular. This gives V0 decomposed into a sum of
lines which all lie in the decomposition of V1, thus V0 6 V1 as required.
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This gives a partial description of the equivariant K-theory of the bottom
of the tower, suggesting a pattern which we now proceed to hypothesize.
8.3 The K-Theory of the Tower - Conjecture
After detailing the K-theory of the bottom of the tower, the next logical goal
would be to extend the K-theory results up the tower to try and build meaning-
ful structure. An obstruction to this generalization following through, however,
is the behaviour of the K-theory of the Gk(V0)
s(T )-part.
Previously, we built the K-theory of PV
Hom(T,V1)
0 and similar out of equiv-
ariant identities; we then used the lemmas detailed at the end of §8.1 to combine
everything together. We can somewhat repeat this process up the tower - we
have already noted that there will be a resemblance between the constructions
of K∗G(PV0) and K
∗
G(Gk(V0)). Furthermore, we can modify the techniques used
throughout §8.2 in ways that will hopefully follow through towards a more gen-
eral result. However, in the detailed case we completely circumvented the issue
of the s(T )-bundle by noting that if T is a line bundle then s(T ) ∼= R. For higher
tautological bundles, however, we simply cannot do this. Thus one of the issues
becomes detailing K˜∗G(Gk(V0)
s(T )) and combining it into our calculations above
via Lemma 8.1.4.
The other obstruction to our progress is the reliance on Gysin maps for
our dimension 2 proof. Further up the tower we do not have access to such a
nice geometric structure. Thus we would have to find another way to suitably
describe the maps.
For reasons of time, we are unable to include these calculations within the
document. We can, however, note certain things about the issues at hand and
disseminate the evidence towards producing a conjecture. Firstly, we note that
what we wish to regard are the groups and maps below, recalling δk and φk−1
from Theorem 4.1.1:
K˜∗G(Gk(V0)
s(T )⊕Hom(T,V1−V0))
(δk◦φk−1)
∗
−→ K˜∗G(Gk−1(V0)
s(T )⊕Hom(T,V1−V0)).
We immediately note that we have suppressed that δ∗k is actually a map to
suspension. It is clear that from K1G(Gk(V0)) being zero we will have one of the
two groups of K˜∗G(Gk(V0)
s(T )⊕Hom(T,V1−V0)) also being zero. The suspension in
the δ∗k will make these zeroes match up - the addition of the bundle s(T ) will
amongst other things add in a K-theory dimension shift for k odd, this is easy
to see by recalling that for V a representation of dimension n we have s(V ) as
a real representation of dimension n2. Thus we know that what we will have
are maps between the ‘interesting’ K-groups in this case, which matches with
the behaviour at the bottom.
We also recall one other piece of evidence we have, that of the subrepre-
sentation case. Geometrically, we conjecture that we can link in and retrieve
the work of Miller from our construction. Moreover non-equivariantly we know
what happens regarding the cohomology of the picture, Kitchloo detailed in
[13] that it becomes an exterior algebra with interesting additional structure.
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Passing to an equivariant theory in this case should also behave in a similar
fashion; if the subrepresentation conjecture were to hold as we believe it does
then we would expect to retrieve the algebraic equivalent in K-theory.
Combining the evidence regarding the subrepresentation case with the bot-
tom of the tower results allows us to confidently conjecture an algebraic struc-
ture to be held by the K-theory of the tower. We take the definition of a Koszul
complex to be as follows, this will be the structure our tower will hold. One of
a number of references covering the structure is Chapter XXI, §4 of [14]:
Definition 8.3.1. Let R be a ring and (x1, . . . , xr) a sequence of elements in
R. Then a Koszul complex is given by the following information:
1. Modules Ki for i = 0, . . . , r given by setting K0 to be R, K1 to be the free
R-module generated by elements e1, . . . , er and eachKi to be λ
i
R(K1), the
ith exterior power of K1 over R.
2. Differential maps di : Ki → Ki−1 given by d1(ej) = xj and di sending
(ej1 ∧ . . . ∧ eji) to
∑i
k=1(−1)
k−1xjk(ej1 ∧ . . . ∧ êjk ∧ . . . ∧ eji).
The notation ej1 ∧ . . .∧ êjk ∧ . . .∧ eji refers to the exterior product achieved by
removing the ejk -element from the product. We note that the above definition
gives a complex with d2 = 0 and refer to the cited text for the theory behind
the construction.
We conclude by stating in detail what we believe to be true for the equiv-
ariant K-theory of the tower built in 4.1.1. A proof of the conjecture below is
one of the goals of the author in follow-up to this document.
Conjecture 8.3.2. Applying K˜∗G to the tower detailed in 4.1.1 will produce the
structure of a Koszul complex as follows:
• The base-ring will be R(G).
• K1 will be up to isomorphism K˜
0
G(PV
Hom(T,V1−V0)
0 ), the isomorphism aris-
ing from a double suspension and Bott periodicity.
• Each Kr ∼= K˜
∗
G(Gr(V0)
s(T )⊕Hom(T,V1−V0)) will be isomorphic to the kth
exterior power of K1.
• The differential d1 : K1 → K0 = R(G) will be δ
∗
1 , a residue map.
• The differentials dn : Kn → Kn−1 will be (δn ◦ φn−1)
∗.
Moreover, V0 6 V1 if and only if each differential is zero. Thus if V0 6 V1 the
complex has zero differentials and we retrieve that K∗G(L(V0, V1)) is an exterior
algebra generated over R(G) by K˜∗G(PV
s(T )⊕Hom(T,V1−V0)
0 ) with each exterior
power being the equivariant K-theory of each component in the splitting.
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Appendix A
A Proof of the Miller
Splitting
As an appendix we present details of a proof of the Miller splitting of L(V0, V1)
as first proved in [20]. The mathematics is unoriginal but we choose to present
the result in terms of our language and style so we can refer when needed in the
main document to parts of the proof. In particular we will be explicit about the
change from u(T ) to s(T ). Due to this focus we will only briefly address aspects
of the proof not pertinent to our work; we refer the reader to the previous
literature where needed. Familiarity with some of the notation and results in
the main document is assumed. Other proofs of this result can be found in [5]
and [13].
Let V0 6 V1 via the map I : V0 → V1, i.e. V1 ∼= V0 ⊕ V2 for some rep-
resentation V2 and I is the inclusion. We define a filtration on L(V0, V1) as
follows:
Fk(L(V0, V1)) := {α ∈ L(V0, V1) : rank(α− I) 6 k}.
We first note that Fk(L(V0, V1)) is a submanifold of L(V0, V1). Moreover, it
is clear that when based the inclusion ik : Fk−1(L(V0, V1))∞ → Fk(L(V0, V1))∞
is a cofibration; it is a closed inclusion between Hausdorff spaces. Let hk be
the corresponding collapse map, then we have the below cofibre sequence by
Proposition 2.3.4:
Fk(L(V0,V1))
Fk−1(L(V0,V1))∞
©
RRR
RR
ηk
((RRR
RRR
R
Fk(L(V0, V1))∞
hkoo
Fk−1(L(V0, V1))∞
ik
OO
Two results then imply the splitting:
Proposition A.1. There is a homeomorphism:
τk :
Fk(L(V0, V1))
Fk−1(L(V0, V1))∞
∼= Gk(V0)
Hom(T,V1−V0)⊕s(T ).
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Proposition A.2. There are stable maps σk as below:
σk : Gk(V0)
Hom(T,V1−V0)⊕s(T ) → Fk(L(V0, V1))∞.
These are such that the composition τk ◦ hk ◦ σk is fibrewise homotopic to the
identity.
These two results are enough to imply the Miller Splitting Theorem via the
information detailed in §2.5:
Theorem A.3 (Miller). L(V0, V1)∞ splits stably as:
L(V0, V1)∞ ≃
n∨
k=0
Gk(V0)
Hom(T,V1−V0)⊕s(T ).
We first prove Proposition A.1. Let Γk be the submanifold of L(V0, V1) ×
Gk(V0) given by:
{(ψ,W ) : ψ ∈ L(V0, V1),W ∈ Gk(V0), ψ|W⊥ = I|W⊥}.
Now setting π0 and π1 to be the two evident projections it is clear that
the image of π0 is Fk(L(V0, V1)) and that π1 makes Γk into a fibre bundle over
Gk(V0). Moreover, there is a section ιk sending W 7→ (−I|W ⊕ I|W⊥ ,W ) and
thus we have a concept of basepoint for Γk, we refer to this based version as
Γ∞k .
We now claim the following:
Lemma A.4. There is a diffeomorphism of bundles over Gk(V0) between Γk
and the below bundle, we leave the details as to why this is a bundle to the
previously cited papers:
{(W,φ) :W ∈ Gk(V0), φ ∈ L(W,W ⊕ V2)}.
We note here that as V1 ∼= V0 ⊕ V1 and V0 ∼= W ⊕W
⊥ we can also denote
W ⊕ V2 as V1\W
⊥. Using this notation we refer to the above as L(T, V1\T
⊥).
This diffeomorphism is given by the map below:
Γk → L(T, V1\T
⊥)
(W,ψ) 7→ (W,ψ − (0W ⊕ IW⊥)).
We now note that this diffeomorphism is filtration preserving when composed
with π0. Thus we have the below relative diffeomorphism:
(L(T, V1\T
⊥), Fk−1(L(T, V1\T
⊥))) ∼= (Fk(L(V0, V1)), Fk−1(L(V0, V1))).
We partner this result with the following lemma:
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Lemma A.5. Let W ∈ Gk(V0). We have the following Cayley transform:
s(W )⊕Hom(W,V1 − V0) ∼= L(W,V1\W
⊥)\Fk−1(L(W,V1\W
⊥)).
This is given in the case V0 = V1 by the map and inverse as follows - the
generalization is detailed in [5]:
δ 7→
((−iδ/2)− 1)
((−iδ/2) + 1)
2
i
(φ+ 1)
(φ− 1)
←[ φ.
Combining the lemma with the relative diffeomorphism gives the homeo-
morphisms τk as required and proves Proposition A.1.
We now construct the maps of Proposition A.2. For the top map σd0 :
Gd0(V0)
Hom(T,V1−V0)⊕s(T ) → L(V0, V1)∞ we take as an unstable representative
the collapse map κ! : SHom(V0,V1) → Ss(V0)∧L(V0, V1)∞ from Proposition 3.1.10.
We have in the main document observed the below bundle identity:
Ss(V0) ∧Gd0(V0)
Hom(T,V1−V0)⊕s(T ) ∼= SHom(V0,V1).
Thus we look at the composition (1∧(τd0◦hd0))◦κ
!, a self map of SHom(V0,V1).
This map is homotopic to the identity, which is easiest to see if V0 = V1. In
that case this map is the collapse corresponding to the embedding:
S2s(V0) → S2s(V0) ∼= SEnd(V0)
(δ, α) 7→ −
((−iδ/2)− 1)
((−iδ/2) + 1)
exp(α).
That the composition is the identity then follows from the above map having
the identity as its derivative at (0, 0). Thus we have constructed a map σd0 with
the required properties.
For σk we again note an observation made in the main document:
Ss(V0) ∧Gk(V0)
Hom(T,V1−V0)⊕s(T ) ∼= Gk(V0)
Hom(T,V1)⊕s(T
⊥).
Thus we can build σk unstably, mapping out of Gk(V0)
Hom(T,V1)⊕s(T
⊥). We
introduce the space K′k to be the fibre bundle given below, with one-point com-
pactification Kk:
{W ∈ Gk(V0), γ ∈ Inj(W,V1\W
⊥), β ∈ Hom(W,W⊥), ψ ∈ s(W⊥)}.
We define a map K˜ : Gk(V0)
Hom(T,V1)⊕s(T
⊥) → Kk as follows. First we
note that when fixing W we can standardly decompose f ∈ Hom(W,V1) ∼=
Hom(W,W⊕W⊥⊕V2) into (g, h) with g ∈ Hom(W,W⊕V2) ∼= Hom(W,V1\W
⊥)
and h ∈ Hom(W,W⊥). This gives us a homeomorphism from Gk(V0)
Hom(T,V1)
to Gk(V0)
Hom(T,V1\T
⊥)⊕Hom(T,T⊥). We then compose fibrewise with collapse
maps built via Proposition 3.1.10; we have collapses which we apply on each
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fibre given by κ!W : S
Hom(W,V1\W
⊥) → Inj(W,V1\W
⊥)∞ for each fixed W . We
then take the identity on each s(W⊥) and Hom(W,W⊥) to build the map K˜.
We now note that for W ∈ Gk(V0) we have fibrewise identifications from
Proposition 3.1.10 given as follows:
L(W,V1\W
⊥)× s(W ) ∼= Inj(W,V1\W
⊥).
We can apply these fibrewise onKk. This allows us to mapKk homeomorphi-
cally onto Ss(V0)∧Γ∞k via the bundle identity s(T )⊕s(T
⊥)⊕Hom(T, T⊥) ∼= s(V0)
from the proof of Lemma 4.4.1 and via the diffeomorphism A.4, call this map
jk. We then take as an unstable representative of σk the following composite:
Gk(V0)
Hom(T,V1)⊕s(T
⊥) K˜→ Kk
jk
∼= Ss(V0) ∧ Γ∞k
1∧pi0→ Ss(V0) ∧ Fk(L(V0, V1))∞.
When composed with (1∧(τk◦hk)) this is fibrewise homotopic to the identity
for similar reasons to why (1∧(τd0 ◦hd0))◦κ
! is homotopic to the identity. Thus
we have built stable σk proving Proposition A.2 - from here it is simple to
retrieve a proof of The Miller Splitting Theorem A.3.
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