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PROPAGATION OF SINGULARITIES ON ADS SPACETIMES FOR
GENERAL BOUNDARY CONDITIONS AND THE HOLOGRAPHIC
HADAMARD CONDITION
ORAN GANNOT AND MICHA L WROCHNA
Abstract. We consider the Klein-Gordon equation on asymptotically anti-de Sitter
spacetimes subject to Neumann or Robin (or Dirichlet) boundary conditions, and
prove propagation of singularities along generalized broken bicharacteristics. The
result is formulated in terms of conormal regularity relative to a twisted Sobolev
space. We use this to show the uniqueness, modulo regularising terms, of parametrices
with prescribed b-wavefront set. Furthermore, in the context of quantum fields,
we show a similar result for two-point functions satisfying a holographic Hadamard
condition on the b-wavefront set.
1. Introduction & main results
The Klein-Gordon equation on asymptotically anti-de Sitter (aAdS) spacetimes was
studied in a number of works in the last several years. We refer the reader to [YG,
Gal, Bac, Hol, War1, HS3, EK, HW, HS1, HS2] to mention only a few. Notably,
the results include well-posedness for the Klein–Gordon equation by Vasy [Vas4] and
Holzegel [Hol] in the case of Dirichlet boundary conditions, as well as well-posedness
for Neumann and Robin boundary conditions by Warnick [War1].
In applications to Quantum Field Theory the main objects of interest are propaga-
tors, which are singular distributions in the two spacetime variables. The key additional
ingredient that is needed is a microlocal propagation of singularities theorem. In the
case of Dirichlet boundary conditions, this was established by Vasy [Vas4], and applied
in [Wro] to yield a result on distinguished parametrices largely analogous to that of
Duistermaat and Ho¨rmander [DH].
The goal of the present paper is to provide these type of theorems in the case of
Neumann and Robin boundary conditions on the boundary ∂X of an aAdS space-
time (X, g). These boundary conditions appear frequently in the physics literature;
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see e.g. [DF2, DFM]. Further motivation comes from the study of the Dirichlet-to-
Neumann operator, which was recently shown to coincide with a power of the wave
operator in the case of a static metric [EdMGV].
The main difficulties are two-fold. First of all, the positive commutator estimates in
[Vas4] have no direct generalization outside of the Dirichlet case, for the same reason
that the associated energy is ill-defined for Neumann and Robin conditions. Secondly,
the boundary conditions must be understood in terms of weighted traces γ± related to
the polyhomogeneous expansions of solutions to the Klein–Gordon equation near the
boundary (the corresponding elliptic setting is well-understood thanks to [Maz, MV]
and [Gan]).
In [Vas4], Vasy proves propagation of conormal regularity relative to a scale of 0-
Sobolev spaces whose weights (or lack thereof) correspond directly to the form domain
of the wave operator. Unless one introduces additional weights, it is not possible to
pose the Neumann or Robin problems in these spaces. The use of weighted 0-Sobolev
spaces in turn makes it difficult to apply the quadratic form techniques first developed
in [Vas2] (and subsequently applied applied in [MVW, Vas3, Vas4]). To circumvent
these problems we adopt an approach based on microlocalizing a certain twisted Sobolev
space H1loc(X) ⊂ x
−1L2loc(X, dg), introduced in the present context by Warnick [War1].
We show that b-pseudodifferential operators have good mapping properties on these
Sobolev spaces. This allows us to consider a b-wavefront set WF1,sb (u) which microlo-
calizes the space H1,sloc(X) of conormal distributions of order s with respect to H
1
loc(X)
(i.e., the subspace of H1loc(X) stable under applications of at most s vector fields tan-
gent to the boundary).
On an aAdS spacetime (X, g) of dimension n ≥ 2 (see Section 4.1 for the precise
definition), we consider the Klein-Gordon operator
P = g −
(n−1)2
4
+ ν2, ν > 0. (1.1)
The condition ν > 0 corresponds to the well-known Breitenlohner–Freedman mass
bound. Let ν± =
n−1
2
± ν denote the indicial roots of P . The definition of H1loc(X)
(which depends on the Klein–Gordon parameter ν) is based on stability under first
order differential operators Q on X◦ which are twisted in the sense that x−ν−Qxν−
is smooth up to the boundary for any boundary defining function (bdf) x. In other
words, we work with the largest space of first-order differential operators preserving
xν−C∞(X). This is motivated by the following observation: if F ∈ xν−C∞(X) is any
function satisfying
F−1P (F ) ∈ x2C∞(X), (1.2)
then one has
P = −(F−1DziF )
†gij(FDzjF
−1) + F−1P (F ),
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where † refers to the dg-adjoint. Following the terminology in [HW], we call F an
admissible twisting function (the existence of admissible twisting functions is discussed
in Section 4.3). Thus, modulo zeroth order terms, P is the sum of twisted derivatives
composed with their adjoints.
Compared with (1.1), one gains two powers of x in the zeroth order terms, which
turns out to be crucial. This observation was first employed systematically in the
study of AdS spacetimes by Warnick [War1], and also appeared earlier in the closely
related asymptotically hyperbolic setting [GNQ, CdMG]. We then associate to P a
Dirichlet form on H1loc(X), and following the philosophy of [Vas2] carry out a positive
commutator argument at the level of quadratic forms.
For x a bdf, the Dirichlet data γ−u of u is simply x
−ν−u restricted to the boundary;
this restriction exists as a distribution (and transforms simply under changes of bdf).
The Neumann data γ+u is slightly more difficult to define; this is achieved in Sections
4.4 and 4.5 for ν ∈ (0, 1). When ν ∈ (0, 1), we consider the Robin or Neumann
realization PR, corresponding to
γ+u− βγ−u = 0
for β ∈ C∞(∂X) real-valued. When ν > 0, we can also consider the Dirichlet realization
PD of P , corresponding to imposing γ−u = 0. We prove the following propagation of
singularities theorem.
Theorem 1 (Propagation of singularities). Let ν ∈ (0, 1). If u ∈ H1,mloc (X) for some
m ≤ 0 and s ∈ R ∪ {+∞}, then WF1,sb (u) \WF
−1,s+1
b (PRu) is the union of maximally
extended GBBs within the compressed characteristic set N˙ .
The same result holds for all ν > 0 if u ∈ H˙1,mloc (X) and we consider PD instead of
PR.
The notions of compressed characteristic set and generalized broken bicharacteristics
(or GBBs, see Definition 6.1) are defined relative to the conformally rescaled metric
gˆ = x2g, and are exactly the same as used to describe propagation of singularities
for smooth boundary value problems. Results analogous to Theorem 1 were obtained
in those settings by Melrose, Sjo¨strand, and Taylor [Tay, MS1, Sjo¨, MS2]; cf. the
works of Lebeau [Leb] and Vasy [Vas1] for the case of manifolds with corners, and
of Melrose, Vasy and Wunsch [MVW] for edge manifolds. Here, the behaviour of P
at the boundary and the different nature of the boundary conditions pose particular
difficulties, which we cope with by a systematic study of continuity properties of γ±
and of the interactions of the b-pseudodifferential calculus with twisted derivatives.
Theorem 1 encodes the law of reflection when a GBB from the interior (where it
is just an ordinary null-bicharacteristic of g up to reparametrization) is transversally
incident upon the boundary. In the case of tangential incidence our theorem is likely
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not optimal in the sense that it does not rule out null-bicharacteristics with finite-
order contact sticking to the boundary (this problem was studied in a model case by
Pham [Pha] for Dirichlet boundary conditions). The latter propagation phenomenon
is automatically ruled out when g is a solution of the Einstein equations with negative
cosmological constant, since the boundary is necessarily conformally totally geodesic
(for null-geodesics, which is a conformally invariant notion).
Our framework allows us to define an operatorial b-wave front set WFOpb (Λ) for
continuous operators Λ : H˙−1,−∞c (X)→H
1,−∞
loc (X), and to study the wave front set of
induced operators on the boundary, i.e. of the form γ±Λγ
∗
±.
In Quantum Field Theory, one is particularly interested in two-point functions, which
in the setting of Robin or Neumann boundary conditions are pairs of continuous op-
erators Λ±R such that
PRΛ
±
R = Λ
±
RPR = 0, Λ
±
R ≥ 0, Λ
+
R − Λ
−
R = iGR,
where GR is the difference between the retarded and advanced propagators (fundamen-
tal solution) for PR. Following [Wro], we introduce a condition on the b-wave front set
of Λ±R which we call the holographic Hadamard condition, namely:
WFOpb (Λ
±
R) ⊂ N˙
± × N˙±.
Here N˙± are the future- and past-directed components of N˙ relative to a given time-
orientation (the additional global geometric hypotheses are described in Section 7.1;
note that these are not needed for Theorem 1, which is purely local). We show:
Theorem 2 (cf. Theorems 5 and 7). Two-point functions Λ±R satisfying the holographic
Hadamard condition exist and are unique modulo terms whose Schwartz kernels are
smooth in the interior of X. Furthermore, γ−Λ
±
Rγ
∗
− and γ+Λ
±
Rγ
∗
+ are unique modulo
terms with smooth Schwartz kernels.
This extends the results of [Wro] to Neumann and Robin boundary conditions, and
thus provides the fundamental ingredients for constructing linear quantum fields and
renormalized non-linear quantities in our setting. We remark that local conditions on
singularities of two-point functions in the interior X◦ were studied on special examples
of aAdS spacetimes by several authors [KW, BFQ, DF1]. Our holographic Hadamard
condition has, however, the advantage of giving enough information to define and study
the induced operators on the boundary, γ−Λ
±
Rγ
∗
− and γ+Λ
±
Rγ
∗
+. We also stress that the
proof of the existence statement in Theorem 2 crucially relies on the fact that the
holographic Hadamard condition propagates well thanks to Theorem 1.
Finally, we obtain a similar result on the uniqueness modulo b-regularising terms of
parametrices for PR; see Theorem 6 for the precise statement.
The paper is structured as follows. In Section 2 we recall elementary definitions and
facts on the b-pseudodifferential calculus. Section 3 introduces the weighted Sobolev
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spaces and reviews continuity results for the weighted trace γ−. In Section 4 we
discuss Green’s formula for the Klein-Gordon operator and asymptotic expansions for
approximate solutions, which allow us to define the weighted trace γ+. In Section 5
we introduce the Dirichlet, Neumann and Robin problems and derive some microlocal
estimates. The main steps of the proof of Theorem 1 are contained in Section 6.
Section 7 is devoted to propagators and their operatorial b-wave front sets, and in
particular to the proof of Theorem 2.
2. b-Pseudodifferential operators
2.1. Basic definitions. In this section we briefly discuss the theory of b-pseudo-
differential operators, mostly to fix the relevant notation. The presentation closely
follows [Vas2, Sections 2, 3], where additional details and complete proofs can be
found.
If X is a manifold with boundary, let Ψmb (X) denote the algebra of properly sup-
ported b-pseudodifferential operators of order m. If k ∈ N, then Diffkb(X) ⊂ Ψ
k
b(X).
The corresponding symbol space is Sm(bT ∗X), where bT ∗X is the b-cotangent bundle
over X . A priori, we consider A ∈ Ψmb (X) as a continuous map
A : C˙∞(X)→ C˙∞(X) (2.1)
which extends to a continuous endomorphism of C∞(X).
The abstract sesquilinear pairing of u ∈ C−∞(X) with ϕ ∈ C˙∞(X) (or more generally
for the pairing between a space and its anti-dual) will be written 〈u, ϕ〉. For the
remainder of this section we fix a positive C∞ density µ on X in order to trivialize the
density bundle. Then u ∈ L2loc(X) determines an element of C
−∞(X) by
〈u, ϕ〉 =
∫
X
u · ϕ¯ dµ
As discussed below, Ψmb (X) is closed under adjoints, so A ∈ Ψ
m
b (X) also extends to
continuous endomorphisms of C−∞(X) and C˙−∞(X). The fact that the action of A on
C˙−∞(X) extends that on C∞(X) comes from the fact that
〈Au, v〉 = 〈u,A∗v〉
for u, v ∈ C∞(X); in other words, there are no boundary terms when integrating by
parts.
We recall the symbol isomorphisms for b-pseudodifferential operators. There is a
principal symbol map σb,m : Ψ
m
b (X)→ S
m(bT ∗X) which descends to an isomorphism
σb,m : (Ψ
m
b /Ψ
m−1
b )(X)→ (S
m/Sm−1)(bT ∗X).
The symbol map can be inverted explicitly by fixing a non-canonical quantization map
Opb : S
m(bT ∗X)→ Ψmb (X) such that σb,m(Opb(A)) = a in (S
m/Sm−1)(bT ∗X).
6 ORAN GANNOT AND MICHA L WROCHNA
If A ∈ Ψmb (X) and B ∈ Ψ
m′
b (X), then AB ∈ Ψ
m+m′
b (X) with principal symbol
σb,m+m′(AB) = σb,m(A) · σb,m′(B).
Furthermore their commutator satisfies [A,B] ∈ Ψm+m
′−1
b . To describe the princi-
pal symbol of [A,B], observe that the Poisson bracket of a ∈ Sm(bT ∗X) and b ∈
Sm
′
(bT ∗X) restricted to the interior T ∗X◦ extends by continuity up to the bound-
ary as an element of Sm+m
′−1(bT ∗X). In local coordinates (x, y1, . . . , yn−1) with dual
b-momenta (σ, η1, . . . , ηn−1), this is just the expression
{a, b} = ∂σa · x∂xb− x∂xa · ∂σb+
n−1∑
i=1
∂yia · ∂ηib− ∂ηia · ∂yib.
Then σb,m+m′−1([A,B]) = {σb,m(A), σb,m′(B)}. If A
∗ denotes the formal adjoint of A
with respect to µ, then A∗ ∈ Ψmb (X), and σb,m(A
∗) = σb,m(A). Finally, if x is a bdf,
then x−sAxs ∈ Ψmb (X) for each s ∈ C, and σb,m(x
−sAxs) = σb,m(A).
We will frequently use the following terminology: a continuous map C˙∞(X) →
C−∞(X) is said to be supported in U ⊂ X if its Schwartz kernel has support in U ×U .
Then any compactly supported operator A ∈ Ψ0b(X) defines a bounded map
L2loc(X)→ L
2
c(X).
More precisely, suppose that A is supported in K for K ⊂ X compact and U ⊂ X
is a neighborhood of K. Then there exists χ ∈ C∞c (U) and a compactly supported
A′ ∈ Ψ−∞b (X) such that
‖Au‖L2(X) ≤ 2 sup |σb,0(A)|‖χu‖L2(X) + ‖A
′u‖L2(X).
Since Ψ0b(X) is invariant under conjugation by powers of a bdf x, the same result is
true if L2loc(X) is replaced by any weighted space x
rL2loc(X), where r ∈ R.
2.2. Microlocalization. We say that A ∈ Ψmb (X) is elliptic at a point q0 ∈
bT ∗X \ 0
if there exists b ∈ S−m(bT ∗X) such that
σb,m(A) · b− 1 ∈ S
−1(bT ∗X)
in a conic neighborhood of q0. The set of elliptic points of A will be written ellb(A) ⊂
bT ∗X \ 0. We say that A is elliptic on a conic set U ⊂ bT ∗X \ 0 if U ⊂ ellb(A).
Next, we define the operator b-wavefront set (or microsupport) of B ∈ Ψmb (X).
Following [Vas2, Section 3], it is important to give a uniform definition for bounded
families of operators (since b-pseudodifferential operators have conormal Schwartz
kernels on a certain blow-up of X ×X , there is a natural Fre´chet topology on Ψmb (X)
which roughly corresponds to symbol seminorms. Thus it makes sense to speak of
bounded subsets of Ψmb (X)).
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If B ⊂ Ψmb (X) is bounded, we say that q /∈WF
′
b(B) if there exists A ∈ Ψ
0
b(X) with
q ∈ ellb(A) such that AB is bounded in Ψ
−∞
b (X). This agrees with the usual definition
of WF′b(B) when B = {B} consists of a single operator. For bounded families A,B we
have the usual relations
WF′b(A+ B) ⊂WF
′
b(A) ∪WF
′
b(B),
WF′b(AB) ⊂WF
′
b(A) ∩WF
′
b(B).
(2.2)
Furthermore, for operators,
WF′b(A
∗) = WF′b(A), WF
′
b(x
−sAxs) = WF′b(A). (2.3)
Next, we introduce some useful but non-standard terminology: if S ⊂ Ψmb (X) is a
closed subspace, we say that a bounded linear map M : S → Ψkb(X) is microlocal if
WF′b(M(A)) ⊂WF
′
b(A)
for all A ∈ S. A typical S is the set of operators with support in a fixed compact set.
Note that M necessarily preserves bounded families as well. According to (2.2), (2.3),
multiplication by a fixed operator, taking adjoints, and conjugation by a bdf are all
microlocal maps.
Let A ∈ Ψmb (X) and B ∈ Ψ
m′
b (X). If A is elliptic on WFb(B), then the standard
symbolic parametrix construction yields F ∈ Ψm
′−m
b (X) and R,R
′ ∈ Ψ−∞b (X) such
that
B = AF +R = FA+R′.
We also need to mention the indicial family of A ∈ Ψmb (X). For a fixed bdf x and
v ∈ C∞(X), define
N̂(A)(s)v = x−isA(xisu)|∂X,
where u ∈ C∞(X) is any function restricting to v. This definition is independent of
the choice of extension u, and depends only mildly on x. Given u ∈ xisC∞(X),
(x−isAu)|∂X = N̂(A)(s)(x
−isu|∂X).
The indicial family N̂(s) is an algebra homomorphism; in particular it satisfies
N̂(AB)(s) = N̂(A)(s) ◦ N̂(B)(s).
Furthermore, N̂(A∗)(s) = N̂(A)(s¯)∗. Here the adjoint on the left is with respect to a
C∞ density µ on X , whereas the adjoint on the right is with respect to the pullback
µ|∂X . This can also be rewritten as
N̂(A∗)(s) = N̂(x−2 Im sAx2 Im s)(s)∗.
Using the indicial family it is possible to prove the following facts: let U be a boundary
coordinate patch with coordinates (x, y1, . . . , yn−1), and suppose A ∈ Ψmb (X) has sup-
port in a compact set K ⊂ U . As emphasized in [Vas2, Section 2] (see [Vas2, Lemma
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2.2] in particular), there exist A′, A′′ ∈ Ψmb (X) such that
DxA = A
′Dx + A
′′. (2.4)
Indeed, one can take A′ = x−1Ax and A′′ = x−1[xDx, A], the key here being that
[xDx, A] ∈ xΨmb (X), as seen by analyzing its indicial family. In particular, the maps
A 7→ A′ and A 7→ A′′ are microlocal. Since σb,m(A′) = σb,m(A), one deduces as in
[Vas2, Lemma 2.8] that the commutator [Dx, A] can be written in the form
[Dx, A] = A1Dx + A0, (2.5)
where Aj ∈ Ψ
m−j
b (X). Here σb,m−1(A1) = (1/i)∂σa and σb,m(A0) = (1/i)∂xa. Again,
the maps A 7→ A0 and A 7→ A1 are microlocal.
3. Function spaces
3.1. Twisted derivatives. Let X be an n-dimensional manifold with boundary. It
will also be convenient to fix some bdf x. Motivated by [War1], we define certain
twisted differential operators. Given ν ∈ R, define ν± =
n−1
2
± ν, and then set
Diff1ν(X) = {x
ν−Bx−ν− : B ∈ Diff1(X)}.
This space is independent of the choice of bdf x. The dimension-dependent shift
between ν and ν± is merely due to our eventual choice of weighted L
2 space.
Of course Diff1ν(X) ⊂ Diff
1(X◦), but twisted differential operators do not necessarily
have coefficients that are smooth up to ∂X . On the other hand, if Q ∈ Diff1ν(X), then
Q : C−∞(X)→ C−∞(X)
is continuous, since this is true for multiplication by any power of x. One should think
of Diff1ν(X) as the largest space of differential operators preserving x
ν−C∞(X). This is
in contrast to the much smaller space Diff1b(X), which preserves x
sC∞(X) for every s.
More precisely, we have the following:
Lemma 3.1. Diff1b(X) ⊂ Diff
1
ν(X) ⊂ x
−1Diff1b(X) for each ν ∈ R.
Proof. For the first inclusion, any A ∈ Diff1b(X) can be written as
A = xν−(x−ν−Axν−)x−ν− ∈ Diff1ν(X).
For the second inclusion it suffices to work in local coordinates (x, y1, . . . , yn−1) near
the boundary, where this is just the observation that x(xν−∂xx
−ν−) = x∂x − ν− ∈
Diff1b(X). 
Finally, notice that Diff1ν(X) is a C
∞(X)-module under both left and right multi-
plication, hence also closed under commutators. Since every operator in Diff1(X) is
the sum of a vector field and a multiplication operator, and since the space of C∞
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vector fields is finitely generated over C∞(X), it follows that Diff1ν(X) is also finitely
generated.
3.2. Twisted Sobolev spaces. We now restrict to ν ∈ (0, 1) and define the relevant
function spaces. Given a C∞ density µ0 (to be fixed later on) on an n-dimensional
manifold X with boundary, define µ = x2−nµ0 and set
L2(X) := x(n−2)/2L2(X, µ0) = L
2(X, µ),
where x is a fixed global bdf. This space depends on µ and x, but of course the local
versions L2loc(X) or L
2
c(X) do not. We also sometimes write H
0
loc(X) for L
2
loc(X).
The twisted Sobolev spaces corresponding to Diff1ν(X) are defined by the following
condition: given u ∈ C−∞(X),
u ∈ H1loc(X)⇐⇒ Qu ∈ L
2
loc(X) for all Q ∈ Diff
1
ν(X).
Given a compact subset K ⊂ X write H1(K) for the set of u ∈ H1loc(X) with support
in K. We also set
H1c(X) = H
1
loc(X) ∩ C
−∞
c (X).
Note that H1loc(X) is a local space in the sense that u ∈ H
1
loc(X) implies φu ∈ H
1
loc(X)
for every φ ∈ C∞c (X).
As noted in the previous section, Diff1ν(X) is finitely generated over C
∞(X). Fixing
a generating set Q1, . . . , QN , we equip H1loc(X) with the family of seminorms
u 7→ ‖φu‖L2(X) +
N∑
i=1
‖φQiu‖L2(X), φ ∈ C
∞
c (X).
The restriction of these seminorms to H1(K) for K ⊂ X compact defines a Hilbert
space topology; we write
‖u‖2H1(X) = ‖u‖
2
L2(X) +
N∑
i=1
‖Qiu‖
2
L2(X)
when u has compact support. Then H1c(X) is equipped with the inductive limit topol-
ogy corresponding to H1(K) as K ranges over all compact subsets of X . Because we
are assuming ν ∈ (0, 1),
xν−C∞(X) ⊂ L2loc(X).
Since by construction Diff1ν(X) preserves x
ν−C∞c (X), it follows that x
ν−C∞(X) ⊂
H1loc(X).
Remark 3.2. Sometimes it is useful to have a globally defined Hilbert space, at least
when X = Rn+. We use standard coordinates (z
0, . . . , zn−1) on Rn+ = R+×R
n−1, where
z0 = x ∈ R+, and define
L2(Rn+) = x
(n−2)/2L2(Rn+)
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with respect to Lebesgue measure. Consider the coordinate vector fields conjugated
by xν− ,
Qi = x
ν−Dzix
−ν−. (3.1)
Along with the constant function these generate Diff1ν(R
n
+). Of course in this case
Qi = Dzi for i 6= 0.
We say that u ∈ H1(Rn+) if u ∈ L
2(Rn+) and Qiu ∈ L
2(Rn+) for each i = 0, . . . , n− 1.
This is a Hilbert space under the obvious norm. Note that u ∈ H1(Rn+) is equivalent
to
u ∈ xrL2(R+;H
1(Rn−1)), (xDx + iν−)u ∈ x
r+1L2(R+;L
2(Rn−1)) (3.2)
when r = (n− 2)/2 and the Euclidean L2 spaces are defined with respect to Lebesgue
measure. If u ∈ C−∞(X) has compact support in a boundary coordinate patch Uκ,
then u ∈ H1loc(X) is equivalent to u ◦ κ ∈ H
1(Rn+).
Next, we discuss the relationship between H1loc(X) and some weighted Sobolev
spaces. For simplicity we first consider the case X = Rn+. If u ∈ H
1(Rn+), then
setting v = x−ν−u we have
v ∈ x−ν−L2(Rn+), Dziv ∈ x
−ν−L2(Rn+)
for i = 1, . . . , n. Weighted Sobolev spaces of this kind are well studied; see [Gri] for
example. In particular C∞c (X) is dense in the corresponding weighted space by the
usual translation, truncation, and mollification arguments. Since H1(Rn+) is a local
space, this implies the density of xν−C∞c (X) in H
1
c(X) for an arbitrary manifold with
boundary X , hence also in H1loc(X).
From the identification with a weighted space as in the previous paragraph, it is
possible to show that u ∈ H1loc(R
n
+) admits a weighted trace
(x−ν−u)|∂X ∈ H
ν(Rn+), (3.3)
extended by continuity from xν−C∞c (R
n
+). We give an alternative proof in Lemma 3.3
below, since the same methods will be used later on.
Lemma 3.3. Let ν ∈ (0, 1), and set r = (n−2)/2. If u ∈ H1(Rn+), then the restriction
of u to any half-space {x < ε} admits an asymptotic expansion
u = xν−u− + x
r+1H1b([0, ε);L
2(Rn−1)), (3.4)
where u− ∈ H
ν(Rn−1). The map u 7→ γ−u := u− is continuous H
1(Rn+)→ H
ν(Rn−1).
Proof. Given ε > 0, let φ ∈ C∞c (R+) be such that φ = 1 near {x < ε}. Replacing u with
φu ∈ H1(Rn+), we can assume u has compact support. Taking the Mellin transform, it
follows from the second equation in (3.2) that
Mu(s) = (s+ iν−)
−1Mv(s),
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where v = (xDx + iν−)u ∈ xr+1L2(R+;L2(Rn−1)) has compact support. Thus Mv(s)
is holomorphic in {Im s > r − 1/2}.
If ν ∈ (0, 1), then (s + iν−)−1Mv(s) has precisely one pole at s = −iν−, so by
standard contour deformation arguments we obtain
u = xν−u− + x
r+1H1b([0, ε);L
2(Rn−1))
when x < ε. Note that u− ∈ L2(Rn−1) is just a scalar multiple of Mv(−iν−). By
the complex interpolation method as described in [Maz], one actually has that u− ∈
Hν(Rn−1).
Continuity of the map u 7→ γ−u follows by the closed graph theorem. Indeed,
suppose that uj → u in H1(Rn+) and γ−uj → u˜ in H
ν(Rn−1) (hence in distributions).
If φ1 ∈ C∞c (R+) is identically on on supp φ, then we can replace uj with φ1uj (which
also converges to u), and hence assume uj has compact support. As noted above,
γ−(uj − u) is a multiple of M(vj − v)(−iν−), where
vj = (xDx + iν−)uj,
and vj → v in xr+1L2(Rn+). Since vj − v has compact support, it follows by the
Cauchy–Schwarz inequality that
|M(vj − v)(−iν−)(y)| ≤
∫
R+
xν−1/2|x−1−r(vj − v)(x, y)| dx
≤ C‖x−1−r(vj − v)(·, y)‖L2(R+)
for ν ∈ (0, 1), which shows that γ−uj → γ−u in L2(Rn−1), hence also in distributions.
This implies u˜ = γ−u, completing the proof. 
If u admits a partial asymptotic expansion as in (3.4), then the coefficient u− is
uniquely determined by u in the sense that
u = 0 =⇒ u− = 0.
Since elements of xν−C∞c (R
n
+) certainly have an expansion as in (3.4), the map γ−
agrees with the extension by continuity of the weighted restriction (3.3).
Passing from Rn+ to an arbitrary manifold with boundary X by a partition of unity,
Lemma 3.3 shows the existence of a continuous trace map
γ− : H
1
c(X)→ H
ν
c (∂X),
hence also between the corresponding local spaces, extending u 7→ (x−ν−u)|∂X when
u ∈ xν−C∞c (X). When ν 6= 1/2, the map γ− on H
1
loc(X) depends on the choice of bdf
x, but only in the mildest way: if x˜ = ax is another bdf with a ∈ C∞(X) and a > 0,
then
γ˜−u = (a|∂X)
−ν− · γ−u.
Here γ− and γ˜− are the traces defined with respect to x and x˜, respectively.
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Lemma 3.4. There exists a continuous right inverse
ρ : Hνloc(∂X)→ H
1
loc(X)
for γ−, which restricts to a continuous map H
ν
c (∂X) → H
1
c(X), and moreover takes
C∞c (∂X) into x
ν−C∞c (X).
Proof. First we construct a continuous right inverse ρ0 : H
ν(Rn+) → H
1(Rn+) for γ−
on Rn+ as follows: let φ ∈ C
∞
c ([0, ε)) be one near x = 0, and then specify the Fourier
transform of ρ0(v) by
F(ρ0(v))(x, ζ) = v̂(ζ) · φ(〈ζ〉x)x
ν−.
Standard manipulations using a partition of unity allows for the construction of a
suitable extension ρ on a general manifold as well. 
From (3.4), the kernel of γ− on H1loc(X) is just
ker γ− = H
1
loc(X) ∩ xL
2
loc(X),
and this latter space is independent of ν ∈ (0, 1) (cf. (3.2)). In particular, taking
ν = 1/2,
H1loc(X) ∩ xL
2
loc(X) = x
n/2H1loc(X) ∩ xL
2
loc(X),
where H1loc(X) is the ordinary space of extendible Sobolev distributions on X . In
view of Hardy’s inequality in one dimension, this equality also holds at the level of
topologies. Applying Lemma 3.3 again,
H1loc(X) ∩ xL
2
loc(X) = x
n/2H˙1loc(X)
by the well-known characterization of H˙1loc(X) as the kernel of the usual smooth trace
γ : H1loc(X)→ H
1/2
loc (∂X).
Indeed, if ν = 1/2, then γ− agrees with γ ◦ x−n/2. If we let H˙1loc(X) denote the closure
of C˙∞c (X) in H
1
loc(X), it follows that
ker γ− = H˙
1
loc(X).
We then let H˙1c(X) = H˙
1
loc(X)∩ C
−∞
c (X) as a subspace of H
1
c(X). We also obtain the
following corollary of Hardy’s inequality:
Lemma 3.5. If x ∈ C∞(X) is any bdf, then multiplication by x−1 defines a bounded
linear map H˙1loc(X)→ L
2
loc(X).
We will also need a trace interpolation inequality. From [Gan, Lemma 4.2], if u ∈
H1c(X), then
‖γ−u‖L2(∂X) ≤ C‖u‖
ν
L2(X)‖u‖
1−ν
H1(X), (3.5)
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where C > 0 depends only on the support of u. Using Young’s inequality we conclude
that for any ε > 0 there exists Cε > 0 such that
‖γ−u‖
2
L2(∂X) ≤ ε‖u‖
2
H1(X) + Cε‖u‖
2
L2(X). (3.6)
For a different proof of (3.6) see [War2, Appendix B.2]. We will use (3.6) frequently.
Remark 3.6. In the smooth setting one gets an even stronger version of (3.5) by
noting that for u, v ∈ C∞c (X),
〈γu, γv〉L2(∂X) = 〈R0u, v〉L2(X) − 〈u,R1v〉L2(X) (3.7)
for suitable R0, R1 ∈ Diff
1(X). Suppose that A ∈ Ψmb (X) is formally self-adjoint and
v = Au. Trivially estimating (3.7) by Cauchy–Schwarz yields an upper bound of the
form
‖u‖H1(X)‖Au‖L2(X) + ‖u‖L2(X)‖Au‖H1(X).
On the other hand, one can also commute A through R1 to bound (3.7) (modulo
lower order terms) by ‖u‖H1(X)‖Au‖L2(X) alone. One cannot obtain an analogous type
of estimate in the twisted setting from (3.5) directly, which will cause some slight
complications later on.
One can also define the spaces H1loc(X) for ν ≥ 1 in exactly the same way, the
important observation being that H1loc(X) = H˙
1
loc(X) since x
ν− is not square integrable
for ν ≥ 1.
3.3. Dual spaces. For the dual spaces, we define
H˙−1c (X) = [H
1
loc(X)]
′, H−1c (X) = [H˙
1
loc(X)]
′
with their strong dual topologies. The duals of the spaces with compact supports
are defined by exchanging the roles of the subscripts c and loc. We use the notation
H˙−1(X) in analogy with the smooth setting, where the dual of H1loc(X) is H˙
−1
c (X) ⊂
C˙−∞c (X), the corresponding space of supported distributions. In this slightly more
general setting, when ν ∈ (0, 1),
H˙−1c (X) ⊂ x
−ν− C˙−∞c (X)
by transposition of the dense inclusion xν−C∞(X) ⊂ H1loc(X). Similarly, there is an
inclusion H˙−1loc(X) ⊂ x
−ν− C˙−∞(X). Identifying L2(X) with its own anti-dual gives rise
to inclusions
L2c(X) ⊂ H˙
−1
c (X), L
2
loc(X) ⊂ H˙
−1
loc(X).
The situation for H−1loc(X) is simpler, since it can be identified with a subspace of
C−∞(X) by transposing the dense inclusion C˙∞c (X) ⊂ H
1
c(X). A similar comment
applies to H−1c (X) ⊂ C
−∞
c (X). Given a compact set K ⊂ X , we write H˙
−1(K) and
H−1(K) for the subsets of elements with compact support in K.
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3.4. Interaction with the b-calculus. In this section we discuss the interaction
between Diff1ν(X) and Ψ
m
b (X). Throughout, we will use the notion of a smooth twisting
function F , meaning that
F ∈ xν−C∞(X ;R), x−ν−F > 0 on X.
Note that F itself is not a smooth function, but rather its polyhomogeneous expansion
is smooth in the sense of not containing any logarithmic terms. Thus Q ∈ Diff1ν(X)
if and only if it is of the form Q = FBF−1 for some B ∈ Diff1(X). Of course xν− is
itself a valid smooth twisting function.
We also introduce some notation for the coordinate vector fields twisted by F (cf. Re-
mark 3.2). Given fixed local coordinates (z0, . . . , zn−1) on a local coordinate patch
U ⊂ X (not necessarily a boundary coordinate patch) we use the notation
Qi = FDziF
−1.
Suppose that A ∈ Ψmb (X) has compact support in U . First, note that
[Qi, A] = F (DziF
−1AF − F−1AFDzi)F
−1
= F [Dzi, F
−1AF ]F−1.
(3.8)
Because F is a smooth twisting function, F−1AF ∈ Ψmb (X) with the same principal
symbol as A. Now consider the special case of boundary coordinates (x, y1, . . . , yn−1),
so that Q0 = FDxF
−1 in the notation above. Combined with (2.5), we obtain the
following:
Lemma 3.7. Let A ∈ Ψmb (X) have compact support in U with a = σb,m(A). There
exist A1 ∈ Ψ
m−1
b (X) and A0 ∈ Ψ
m
b (X) such that
[Q0, A] = A1Q0 + A0,
where σb,m−1(A1) = (1/i)∂σa and σb,m(A0) = (1/i)∂xa. The maps A 7→ A0 and
A 7→ A1 are microlocal. Furthermore,
Q0A = A
′Q0 + A
′′ (3.9)
for some A′, A′′ ∈ Ψmb (X). The maps A 7→ A
′ and A 7→ A′′ are microlocal.
Recall in the next lemma that all pseudodifferential operators are assumed to have
proper support.
Lemma 3.8 (cf. [Vas2, Lemma 3.2, Corollary 3.4]). Each A ∈ Ψ0b(X) defines a con-
tinuous linear map
H1loc(X)→ H
1
loc(X), H˙
1
loc(X)→ H˙
1
loc(X).
By duality, A extends to a continuous map
H˙−1c (X)→ H˙
−1
c (X), H
−1
c (X)→H
−1
c (X).
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The same result holds with the roles of the subscripts loc and c reversed.
Here the action of A ∈ Ψ0b(X) on H
−1
c (X) is by duality, namely 〈Af, v〉 = 〈f, A
∗v〉
for v ∈ H1loc(X). This is just the restriction of the action of A on the larger space
C−∞(X). The action of A on H˙−1c (X) is also by duality. Recall that for ν ∈ (0, 1)
there is an identification
H˙−1c (X) ⊂ x
−ν− C˙−∞c (X),
and any A ∈ Ψmb (X) acts on x
−ν− C˙−∞c (X) by the formula
A(x−ν−v) = x−ν−(xν−Ax−ν−)v.
In this sense the action of A on H˙−1c (X) is given by restriction from the larger space
x−ν− C˙−∞(X).
The proof of Lemma 3.8 gives even more information: if A ∈ Ψ0b(X) has compact
support in U ⊂ X , then there exists χ ∈ C∞c (U) such that
‖Au‖Hk(X) ≤ C‖χu‖Hk(X) (3.10)
for every u ∈ Hkloc(X) with k = ±1, where the constant C > 0 is bounded by a
seminorm of A in Ψ0b(X). Similar estimates holds for H˙
k spaces, again with constants
bounded by a seminorm of A in Ψ0b(X).
In exact analogy with [Vas2, Definition 3.5], for k = 0,±1 we define subspaces of
Hk(X) (or H˙k(X)) with additional regularity as measured by operators in Ψmb (X).
Definition 3.9. Let k = 0,±1 and m ≥ 0. Given u ∈ Hkloc(X), we say that u ∈
Hk,mloc (X) if Au ∈ H
k
loc(X) for all A ∈ Ψ
m
b (X). When m =∞, we define
Hk,∞(X) =
⋂
m
Hk,m(X).
The spaces H˙k,m(X) for k = ±1 are defined analogously.
For finite m it suffices to check that u ∈ Hkloc(X) and Au ∈ H
k
loc(X) for a single
elliptic A (cf. [Vas2, Remark 3.6]). The corresponding spaces with compact supports
are defined in the obvious way; for u ∈ Hk,mc (X) with m ≥ 0 we set
‖u‖Hk,m(X) = ‖u‖Hk(X) + ‖Au‖Hk(X),
for a choice of elliptic A, with the analogous definition for u ∈ H˙k,mc (X).
It is also true that the weighted trace γ− maps H
1,m
loc (X) into H
ν+m
loc (X) (with con-
tinuity following by the closed graph theorem) for m ≥ 0. This follows from
γ−(Au) = N̂(A)(−iν−)(γ−u) (3.11)
and the fact that N̂(A)(−ν−) ∈ Ψ
m(∂X) is elliptic whenever A ∈ Ψmb (X) is elliptic.
Indeed, (3.11) holds when m = 0 by the density of xν−C∞(X) in H1loc(X), and for
m > 0 by a regularization argument.
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One can also give a definition of the spaces Hk,m(X) or H˙k,m(X) for m < 0 as
follows:
Definition 3.10. Let k = ±1 andm < 0; fix an elliptic A ∈ Ψ−mb (X). We let H
k,m
loc (X)
denote the set of u ∈ C−∞(X) of the form
u = u1 + Au2,
where u1, u2 ∈ H˙kloc(X). The same definition applies to H˙
k,m
loc (X), where H˙
−1,m
loc (X) is
considered as a subspace of x−ν− C˙−∞(X).
This definition is independent of the choice of elliptic A. Again the spaces with
compact supports are defined in the obvious way; in that case one can choose u1, u2
with compact support (for a more detailed analysis of supports, see the discussion
preceding [Vas2, Definition 3.17]). For u ∈ Hk,mc (X) with m < 0 we set
‖u‖Hk,m(X) = inf{‖u1‖Hk(X) + ‖u2‖Hk(X) : u = u1 + Au2},
taking u1, u2 with compact supports, with the analogous definition for u ∈ H˙k,mc (X).
Extending Lemma 3.8, one can show that any A ∈ Ψ0b(X) defines a continuous map
between the spaces
Hk,mloc (X)→H
k,m
loc (X), H˙
k,m
loc (X)→ H˙
k,m
loc (X)
for k = 0,±1 and any m ∈ R (cf. [Vas4, Lemma 5.8]). Furthermore, the analogue of
(3.10) holds. For instance, if A ∈ Ψ0b(X) has compact support in U ⊂ X , then there
exists χ ∈ C∞c (U) such that
‖Au‖Hk,m(X) ≤ C‖χu‖Hk,m(X)
for every u ∈ Hk,mloc (X), where the constant C > 0 is bounded by a seminorm of A in
Ψ0b(X).
We will also need to extend the definition of γ− to H
1,m
loc (X) for m < 0. It is easy
to see that xν−C∞(X) is dense in H1,mloc (X) since A as in Definition 3.10 preserves the
former space. Furthermore, the restriction of γ− to x
ν−C∞(X) extends to a continuous
map
H1,mloc (X)→ H
ν+m
loc (X),
which follows immediately from the definition of the H1,m(X) norm and the fact that
N̂(A)(−iν−) ∈ Ψ−m(∂X) is elliptic on ∂X . In analogy with [Vas2, Remark 3.16],
given u = u1 + Au2 ∈ H
1,m
loc (X) with A ∈ Ψ
−m
b (X) elliptic and u1, u2 ∈ H
1
loc(X), we
equivalently have
γ−u = γ−u1 + N̂(A)(−iν−)(γ−u2) ∈ H
ν+m
loc (∂X). (3.12)
In particular, this definition is independent of the choice of A and u1, u2.
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With these definitions H˙−1,mc (X) is identified with the dual of H
1,−m
loc (X) via the
L2(X) inner product for each m ∈ R; similarly H−1,mc (X) is the dual of H˙
1,−m
loc (X).
One also shows that Q ∈ Diff1ν(X) defines a bounded map
H1,mloc (X)→H
0,m
loc (X)
for each m ∈ R. This follows from the comments following Lemma 3.7. Since this is
also true for the spaces with compact support, by duality (replacing m with −m) the
transposition Q∗ defines a bounded map
Q∗ : H0,mloc (X)→ H˙
−1,m
loc (X).
In particular, any operator of the form L =
∑
iR
∗
iQi with Qi, Ri ∈ Diff
1
ν(X) defines a
bounded map L : H1,mloc (X)→ H˙
−1,m
loc (X) for each m ∈ R:
〈Lu, v〉 :=
∑
i
〈Qiu,Riv〉,
where u ∈ H1,mloc (X) and v ∈ H
1,−m
c (X).
There is a natural wavefront set corresponding to Hk,m(X):
Definition 3.11. Let k = 0,±1, and assume u ∈ Hk,rloc(X) for some r ∈ R. Given
q ∈ bT ∗X \ 0, we say that q /∈WFk,mb (X) if there exists A ∈ Ψ
m
b (X) such that
q ∈ ellb(A), Au ∈ H
k
loc(X).
When m = +∞, we say that q /∈ WFk,∞b (X) if there exists A ∈ Ψ
0
b(X) such that
q ∈ ellb(A) and Au ∈ H
k,∞
loc (X).
This wavefront set is microlocal in the sense that
WFk,mb (Au) ⊂WF
k,m−s
b (u) ∪WF
′
b(A)
for each A ∈ Ψsb(X); the proof is identical to that of [Vas2, Lemma 3.9]. From the
construction of microlocal parametrices, one also obtains the following quantitative
version:
Lemma 3.12. Let A be a bounded family in Ψsb(X) and G ∈ Ψ
s
b(X) be such that
WF′b(A) ⊂ ellb(G).
Suppose further that A and G have compact support in U ⊂ X. Let m ∈ R. Then
there exists χ ∈ C∞c (U) and C > 0 such that
‖Au‖H1(X) ≤ C(‖Gu‖H1(X) + ‖χu‖H1,m(X))
for every u ∈ H1,mloc (X) with WF
1,s
b (u) ∩WF
′
b(G) = ∅ and every A ∈ A.
We also make the following useful observation:
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Lemma 3.13. Let A be a bounded family in Ψsb(X) and G ∈ Ψ
s−1
b (X) be such that
WF′b(A) ⊂ ellb(G).
Suppose further that A and G have compact support in U ⊂ X. Let m ∈ R. Then
there exists χ ∈ C∞c (U) such that
‖Au‖L2(X) ≤ C(‖Gu‖H1(X) + ‖χu‖H1,m(X))
for every u ∈ H1,mloc (X) with WF
1,s−1
b (u) ∩WF
′
b(G) = ∅ and every A ∈ A.
Proof. By a microlocal partition of unity, we can assume that U is a coordinate
patch with coordinates (x, y1, . . . , yn−1), and that at least one of the vector fields
{xDx, Dy1 , . . . , Dyn−1} is elliptic on WF
′
b(A). Then we can write
A =
n−1∑
i=0
QiGi +R
where Gi ∈ Ψ
s−1
b (X) has WF
′
b(Gi) ⊂ ellb(G), and R ∈ Ψ
−∞
b (X). Since Qi ∈ Diff
1
ν(X),
the proof is complete. 
The point of this lemma is that G has one order lower than the family A.
3.5. Logarithmic twisting functions. We will also need to consider more general
twisting functions with logarithmic corrections. It should be stressed, however, that
the material in this section is not needed in the any of the following three situations:
(1) ν ∈ (0, 1) \ {1/2},
(2) ν = 1/2 and a certain mean curvature assumption along ∂X is satisfied,
(3) ν > 0 but one is only interested in propagation of singularities with Dirichlet
boundary conditions.
The first two conditions are explained in more detail in Section 4.3 below, and the
third in Section 5.1. We say that
F ∈ xν−C∞(X) + (xν+ log x)C∞(X)
is a logarithmic twisting function if x−ν−F > 0. This is in contrast to the notion of
a smooth twisting function from the previous sections, where the logarithmic terms
were absent. Throughout this section we assume ν ∈ (0, 1). First we work on Rn+
with standard coordinates (z0, . . . , zn−1), where x = z0 ∈ R+ and y
α = zα for α =
1, . . . , n− 1.
Lemma 3.14. If g ∈ L∞(Rn+) satisfies D
α
y g ∈ L
∞(Rn+) for |α| ≤ 1 and
xν−‖Dxg(x, ·)‖L∞(Rn−1) ∈ x
(n−2)/2L2(R+),
then multiplication by g defines a bounded map H1(Rn+)→H
1(Rn+).
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Proof. It is clear that Dαy g : H
1(Rn+) → L
2(Rn+) is continuous for |α| ≤ 1. Next, let
u ∈ H1(Rn+) and let un ∈ x
ν−C∞c (R
n
+) converge to u inH
1(Rn+). We can use the Sobolev
embedding from [Gri, Proposition 1.1’] to conclude that
sup
x
x−ν−‖un(x, ·)‖L2(Rn−1) < C‖un‖H1(Rn
+
),
where C > 0 is independent of n. Now write
‖xν−Dx(x
−ν−gun)‖L2(Rn
+
) ≤ C‖un‖H1(Rn
+
) + ‖Dx(g)un‖L2(Rn
+
).
The last term on the right hand side is estimate by
‖Dx(g)un‖
2
L2(Rn+)
≤
∫
R
(
x−2ν−‖un(x, ·)‖
2
L2(Rn−1)
)(
x2ν−‖Dxg(x, ·)‖
2
L∞(Rn−1)
)
x2−ndx.
By hypothesis, we conclude that
‖xν−Dx(x
−ν−gun)‖L2(Rn
+
) ≤ C‖un‖H1(Rn
+
).
In particular, the left-hand side is uniformly bounded n, since un → u in H1(Rn+).
Passing to a subsequence shows that xν−Dxx
−ν−u ∈ L2(Rn+), and continuity of
xν−Dxx
ν−g : H1(Rn+)→ L
2(Rn+)
then follows from the closed graph theorem. 
Next, consider a logarithmic twisting function F on Rn+, and assume that x
−ν−DαyF
is bounded for |α| ≤ 1. We show that the function xν−F−1 satisfies the hypotheses of
Lemma 3.14. Since (x−ν−F )−2 is bounded it suffices to show that
xν−‖Dx(x
−ν−F )‖L∞(Rn
+
) ∈ x
(n−2)/2L2(R).
We can write x−ν−F = F0 + (x
ν+−ν− log x)F1 with F0, F1 ∈ C∞(X), and the proof
follows since ν ∈ (0, 1). Thus multiplication by x−ν−F is a multiplier on H1(Rn+). The
following result is an immediate corollary
Lemma 3.15. If F is a logarithmic twisting function and B ∈ Diff1(X), then
FBF−1 : H1loc(X)→ L
2
loc(X)
is bounded.
Next we consider what happens when we conjugate A ∈ Ψmb (X) by a logarithmic
twisting function F . This necessitates the use of b-pseudodifferential operators with
conormal coefficients. A function a ∈ L∞loc(
bT ∗X) is said to be a symbol with conormal
coefficients if in local coordinates (x, y, σ, η) it satisfies
|(x∂x)
k∂αy ∂
ℓ
σ∂
β
η a(x, y, σ, η)| ≤ Ckℓαβ〈(σ, η)〉
m−|β|−ℓ.
Roughly speaking, the conormal calculus consists of the quantizations of conormal
symbols; we denote by Ψmb,c(X) ⊃ Ψ
m
b (X) the corresponding operators of order m.
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These operators form a filtered ∗-algebra just as in the case of smooth coefficients.
Furthermore, each A ∈ Ψ0b,c(X) defines a bounded operator on L
2
loc(X).
The only subtlety arises in the definition of the normal operator or the indicial family
of A ∈ Ψmb,c(X). This will not pose a problem here, since we only consider operators
A ∈ Ψmb (X) + x
δΨmb,c(X).
for some δ > 0. If A = B + C with B ∈ Ψmb (X) and C ∈ x
δΨmb,c(X), then we set
N̂(A) := N̂(B). With this definition (3.11) still holds.
Lemma 3.16. If A ∈ Ψmb (X) and F is a logarithmic twisting function, then
FAF−1 ∈ Ψmb (X) + x
2ν−εΨmb,c(X)
for each ε > 0.
Using Lemma 3.14, it is easy to see that A ∈ Ψ0b(X) + x
2ν−εΨ0b,c(X) maps H
1
loc(X)
to itself. This is because given such an A, we can still find A′ ∈ Ψ0b(X)+x
2ν−εΨ0b,c(X)
such that
DxA = A
′Dx + A
′′,
the only difference being that now A′′ ∈ Ψ0b(X) + x
2ν−ε−1Ψ0b,c(X). This is because the
commutator of xDx with an element of x
2ν−εΨ0b,c(X) does not gain an extra order of
vanishing. On the other hand, x2ν−1−ε maps H1loc(X) to L
2
loc(X) by arguing as in the
proof of Lemma 3.14 since ν ∈ (0, 1) and ε > 0 is arbitrary.
Also note that the union of Ψmb (X) + x
2ν−εΨmb,c(X) over m ∈ R forms a filtered
∗-algebra, which is moreover closed under taking parametrices of invertible elements.
Thus if A as above is elliptic on WFb(B) for some B ∈ Ψ
k
b(X), then the microlocal
parametrix one obtains dividing B by A can also be taken in Ψk−mb (X)+x
2ν−εΨk−mb,c (X),
and similarly for the residual terms. This makes it possible to test for WFk,mb using
these operators for k = 0,±1.
Lastly, consider the analogue of Lemma 3.7. The simplest way to generalize the
latter is to note that it holds for operators of the form A = FBF−1 with B ∈ Ψmb (X).
This means that when carrying out commutator arguments with a chosen commutant
A, it should actually be applied with FAF−1 (which has the same principal symbol).
4. Asymptotically anti-de Sitter spacetimes
4.1. Basic definitions. Let X be an n-dimensional manifold with boundary ∂X .
Suppose that X◦ is equipped with a smooth Lorentzian metric g of signature (1, n−1).
Assume that the following conditions are satisfied near ∂X :
(A) If x ∈ C∞(X) is a bdf, then gˆ = x2g extends smoothly to a Lorentzian metric
on X .
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(B) The pullback gˆ|∂X of gˆ to the boundary has Lorentzian signature.
(C) gˆ−1(dx, dx) = −1 on ∂X .
These properties are independent of the choice of bdf. When all three are satisfied
we say that (X, g) is an asymptotically anti-de Sitter (aAdS) spacetime. The pullback
gˆ|∂X is only determined by g up to a conformal multiple (corresponding to a change
of bdf), hence ∂X is referred to as a conformal boundary.
4.2. Special bdfs. At various points it will be convenient to use a special bdf x ∈
C∞(X) such that
gˆ(dx, dx) = −1 (4.1)
in a neighborhood of ∂X . In fact, if k0 is a representative of the conformal class of
boundary Lorentzian metrics, then x is uniquely determined near ∂X by specifying that
k0 = gˆ|∂X. The existence of such an x is well known. For a proof in the Riemannian
(conformally compact) setting, see [GL, Lemma 5.2]; the proof applies verbatim in the
Lorentzian case.
Given U ⊂ ∂X with compact closure, we can always choose a collar neighborhood
of U diffeomorphic to [0, ε)× U in which the special bdf x ∈ C∞(X) is identified with
projection onto the first factor. Since ∂X will typically be non-compact, we make no
claim about the uniformity of ε = ε(U) > 0 as U varies. With this identification near
U ,
g =
−dx2 + k
x2
,
where x 7→ k(x) is a family of Lorentzian metrics on ∂X depending smoothly on
x ∈ [0, ε) such that k(0) = k0. In particular, one can choose local coordinates
(x, y1, . . . , yn−1) such that x is a special bdf, and
gˆ−1(dx, dyα) = 0 near ∂X,
where α = 1, . . . , n− 1. We call coordinates of this form special coordinates.
We say that g is even modulo O(x2k+1) (in the sense of Guillarmou [Gui]) if the
Taylor expansion of k at x = 0 contains only even terms modulo O(x2k+1). This con-
dition is independent of the choice of special bdf (cf. [Gui, Lemma 2.1]). Furthermore,
as shown in [Gui, Section 2], any two special coordinate systems (x, y) and (x˜, y˜) on
overlapping coordinates patches are related by
x˜ = x
k+1∑
j=0
aj(y)x
2j + x2k+4C∞(X), y˜ =
k+1∑
j=0
bj(y)x
2j + x2k+3C∞(X). (4.2)
Evenness of g modulo O(x3) is implicit in the works of [Hol, War1, HW], and is
verified for solutions to the Einstein equations. In particular, it implies that ∂X is
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totally geodesic with respect to the conformal metric gˆ. In this paper we do not insist
on evenness assumptions for the metric.
4.3. The Klein–Gordon operator. Let (X, g) be an asymptotically AdS spacetime,
and consider the Klein–Gordon operator
P = g − λ, λ <
(n−1)2
4
.
It is convenient to parametrize λ = (n−1)
2
4
− ν2, with ν > 0. As in Section 3.1, set
ν± =
n−1
2
±ν. Fixing an arbitrary representative k0 in the conformal class of boundary
Lorentzian metrics, we use the special bdf x as in the previous section.
Since det g = x−n det gˆ, it follows that in special coordinates on a coordinate patch
[0, ε)× U ,
g = −(x∂x)
2 + (n− 1)x∂x + (xE)x∂x + x
2P˜,
where P˜ = k is a family of second order differential operators on ∂X depending
smoothly on x ∈ [0, ε), and E ∈ C∞(X) is given by
E = −∂x(log |det gˆ|). (4.3)
Observe that up to a scalar multiple, E|∂X is the mean curvature of ∂X with respect to
gˆ. Using the product structure near the boundary, we can identify the normal operator
N(P ) of P with an operator on X . Thus
N(P ) = (xDx)
2 + i(n− 1)xDx − λ.
In this case the indicial family N̂(P )(s) = s2 + i(n− 1)s− λ can be identified with a
scalar multiplication operator.
In general, the difference between P and N(P ) in an operator in xDiff1b(X). How-
ever,
P −N(P ) = i(xE)xDx + x
2Diff2b(X), (4.4)
so if ∂X has zero mean curvature with respect to gˆ, then actually P − N(P ) ∈
x2Diff2b(X).
There are two important L2 spaces on X . The first is L2(X, dg) = xn/2L2(X, dgˆ),
and the second is L2(X, x2dg). It is this second space that is compatible with the
normalization in Section 3.1, and unless specified explicitly, we use
L2(X) = L2(X, x2dg) = x−1L2(X, dg).
The inner product of u, v ∈ L2(X) will be denoted by 〈u, v〉, whereas the induced
inner product of f, g ∈ L2(∂X) coming from the volume density dk0 will be denoted
by 〈f, g〉∂X .
Recall the notion of a twisting function, either smooth or logarithmic, as in Section
3.4. For the next definition we fix such a function F .
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Definition 4.1. Given u ∈ C˙∞(X), define the twisted differential dFu ∈ C˙
∞(X ;T ∗X)
by
dFu = Fd(F
−1u) = du+ uF−1 · dF.
The one-form F−1 · dF ∈ x−1C∞(X ;T ∗X) can be thought of as a singular magnetic
potential. Note that dFu continues to make sense as a T
∗X-valued distribution on X
when u ∈ C−∞(X). In local coordinates (z0, . . . , zn−1), set
Qi = FDziF
−1,
so that −i · dFu = (Qiu)dzi. We define the twisted Dirichlet form for the metric by
setting
E0(u, v) = −
∫
G(dFu, dF v¯) dg = −
∫
Gˆ(dFu, dF v¯) x
2dg,
where G is the induced inner product on the fibers of T ∗X . Thus in coordinates, we
have
G(dFu, dF v¯) = −g
ijQiu ·Qj v¯.
If u, v ∈ H1loc(X), at least one of which has compact support, then E0(u, v) is finite.
We now come to the main reason for introducing the twisting function: as observed in
this context by [War1] and [HW],
P = −(dF )
†dF + F
−1P (F ),
where (dF )
† : C˙∞(X ;T ∗X) → C˙∞(X) is the dg adjoint of dF . This is useful provided
F is chosen so that multiplication by the function
SF = F
−1P (F ) ∈ C∞(X◦)
is bounded L2(X)→ x2L2(X). For instance, SF = O(x2) is sufficient. We thus make
the following definition:
Definition 4.2. We say that a twisting function, either smooth or logarithmic, F is
admissible if SF ∈ x2L∞loc(X).
We now discuss conditions under which it is possible to choose an admissible twisting
function, which plays an important role when considering Neumann or Robin boundary
conditions; for Dirichlet boundary conditions any smooth twisting function suffices,
essentially due to Lemma 3.5 (for more details, see Section 5.1). In particular, we only
need to consider the case ν ∈ (0, 1).
First suppose that ν 6= 1/2, so the difference between the indicial roots ν+−ν− = 2ν
of P is not an integer. Then there always exists an admissible smooth twisting function,
which can actually be chosen to satisfy
SF ∈ C˙
∞(X).
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(Cf. [Vas4, Lemma 4.13]). The terms in the polyhomogeneous expansion of F are
uniquely determined by specifying x−ν−F |∂X (which should be non-vanishing) for some
choice of bdf x. More explicitly, let x be a special bdf. Then in special coordinates,
we can take
F (x, y) = xν−(1 + xf(y)), f(y) =
ν−E(0, y)
N̂(P )(−i(1 + ν−))
.
We can simply multiply this F by a function of y to specify the restriction x−ν−F |∂X .
On the other hand, if ν = 1/2, then ν+ − ν− = 1 differ by an integer. We can still
find a logarithmic twisting function, but not necessarily a smooth one. Following the
arguments in [Vas4, Lemma 4.12] and referring to (4.4), the existence of an admissible
smooth twisting function when ν = 1/2 is equivalent to the vanishing of the mean
curvature of ∂X with respect to gˆ. This condition is independent of the choice of
special bdf.
For simplicity, we henceforth focus on the case where there exists an admissible
smooth twisting function. This is just to avoid some of the technicalities associated
with operators with conormal coefficients as discussed Section 3.5.
Hypothesis 4.3. If ν = 1/2, then the mean curvature of ∂X with respect to gˆ
vanishes. In other words, there exists a function F ∈ xν−C∞(X) satisfying x−ν−F > 0,
such that
SF ∈ x
2C∞(X).
It will also be convenient to define a sesquilinear pairing on one-forms relative to a
fixed C∞ positive-definite inner product H . We use this to measure the inner product
of differentials twisted by a fixed twisting function F (to be chosen). Introduce the
Dirichlet form associated to H by
Q(u, v) =
∫
H(dFu, dF v¯) x
2dg.
Thus the H1 norm-squared of u ∈ H1c(X) can be taken to be Q(u, u) + ‖u‖
2
L2(X).
4.4. Asymptotic expansions. Next, we discuss asymptotic expansions of solutions
to the Klein–Gordon and related equations. Given an aAdS spacetime (X, g) and
k ∈ R ∪ {±∞}, define the spaces
X k = {u ∈ H1,kloc(X) : Pu ∈ x
2H0,kloc(X)}.
We also abbreviate X = X 0. For finite k we equip these spaces with the seminorms
u 7→ ‖φu‖H1,k(X) + ‖x
−2φPu‖H0,k(X),
and when k = ∞ we use the collection of all seminorms for all finite k. The main
technical difficulty is that X k is not closed under applications of A ∈ Ψ0b(X). In fact,
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it is not closed under multiplication by arbitrary C∞c (X) functions either. However,
it turns out that closedness does hold if we work with b-pseudodifferential operators
satisfying certain evenness properties with respect to a special bdf.
Given an aAdS spacetime that is even modulo O(x2k+1), we introduce in Appendix
B a class of b-pseudodifferential operators Ψmb,even(X) ⊂ Ψ
m
b (X) whose coefficients are
even modulo O(x2k+3). Note that every aAdS spacetimes is even modulo O(x), so
this construction is always non-trivial. The definition mirrors a similar construction
by Albin within the 0-calculus [Alb]. The key property of Ψb,even(X) is the following:
Lemma 4.4. Let B ∈ Ψmb,even(X) have compact support in a boundary coordinate patch
with special coordinates (x, y1, . . . , yn−1). There exists B′ ∈ Ψmb (X) and B
′′ ∈ xΨmb (X)
such that
Q0FBF
−1 = B′Q0 +B
′′
Proof. Recall that Q0 = FDxF
−1. It suffices to show that (2.4) holds with A′′ ∈
xΨmb (X), since the result follows by conjugating (2.4) by F . Tracing through the
proof of (2.4) in [Vas2, Section 2], one can take
A′′ = x−1[xDx, B].
The key here is that [xDx, B] has a vanishing indicial family, and hence lies in xΨ
m
b (X)
in general. However, since xDx ∈ Ψ1b,even(X) and we are assuming that B ∈ Ψ
m
b,even(X),
it follows that
[xDx, B] ∈ x
2Ψmb (X)
according to Lemma B.6. This shows that A′′ ∈ xΨmb (X). 
The additional order of vanishing when A ∈ Ψmb,even(X) is crucial when considering
the action of A on X k.
Lemma 4.5. If B ∈ Ψmb,even(X), then A = FBF
−1 maps X k → X k−m for each k ∈ R.
Proof. Since A maps H1,kloc(X)→H
1,k−m
loc (X), the only additional point to verify is that
Pu ∈ x2H0,kloc(X) =⇒ PAu ∈ x
2H0,k−mloc (X).
Now PAu = APu+ [P,A]u, and since APu ∈ x2H0,k−mloc (X), it suffices to consider the
commutator. Also,
x−2[P,A] = [x−2P,A]− [x−2, A]P
and [x−2, A] ∈ x−2Ψm−1b (X), so [x
−2, A]Pu ∈ H0,k−mloc (X). Recall that the distribu-
tional action of x−2P is given by
x−2P = Q∗0Q0 +K,
26 ORAN GANNOT AND MICHA L WROCHNA
where K = Q∗αgˆ
αβQβ + x
−2SF ∈ Ψ2b(X). Thus [K,A] ∈ Ψ
m+1
b (X), so [K,A]u ∈
H0,k−mloc (X). As for the final term,
[Q∗0Q0, A] = Q
∗
0[Q0, A] + [Q
∗
0, A]Q0
= Q∗0[Q0, A]− [Q0, A
∗]∗Q0.
Now use Lemma 4.4 to write [Q0, A] = A1Q0 + A0, where A0 ∈ xΨmb (X) and A1 ∈
Ψm−1b (X). As a consequence, we can write
Q∗0[Q0, A] = Q
∗
0(A1Q0 + A0) = (A
′Q∗0 + A
′′)Q0 +Q
∗
0A0,
where now A′, A′′ ∈ Ψm−1b (X). For the term Q
∗
0A0, we use the fact that Q
∗
0x =
Q0x+Ψ
0
b(X) to see that Q
∗
0A0u ∈ H
0,k−m
loc (X). We can also write
(A′Q∗0 + A
′′)Q0 = A
′x−2P −A′K + A′′Q0,
so when applied to u this is also inH0,k−mloc (X). In conclusion, Q
∗
0[Q0, A]u ∈ H
0,k−m
loc (X).
The term [Q0, A
∗]∗Q0 is handled analogously. 
One application of Lemma 4.5 is when A is multiplication by a cutoff function
χ ∈ C∞c,even(X) (see Appendix B for notation). We can always find a partition of unity
{χi} subordinate to a covering of X by either interior or special boundary coordinates
patches, such that χi ∈ C∞c,even(X) in the latter case. This allows us to reduce the study
of X k to a local one.
First we work locally, assuming that X = Rn+. Assume that g is an aAdS metric
given in standard coordinates (x, y) by
g =
−dx2 + kαβ(x, y)dyαdyβ
x2
. (4.5)
We show that any u ∈ H1(Rn+) with compact support and satisfying Pu ∈ x
2L2(Rn+)
admits a partial asymptotic expansion. Fix an admissible twisting function on Rn+
satisfying x−ν−F = 1 when x = 0.
Lemma 4.6. Let g be an asymptotically AdS metric on Rn+ of the form (4.5), and set
r = (n− 2)/2. If
u ∈ H1,kc (R
n
+), Pu ∈ x
2H0,kc (R
n
+)
for k ≥ 0, then the restriction of u to any half-plane {x < ε} admits an asymptotic
expansion
u = Fu− + x
ν+u+ + x
r+2Hk+2b ([0, ε);H
k−3(Rn−1)), (4.6)
where u− ∈ Hν+k(Rn−1) and u+ ∈ H−1−2ν+k(Rn−1). Furthermore u− = γ−u.
Proof. Assume that k = 0; the general case is proved analogously. We have that P is
a differential operator of the form
P = (xDx)
2 + i(n− 1)xDx + i(xE)xDx + x
2P˜,
PROPAGATION OF SINGULARITIES ON ADS SPACETIMES 27
with E ∈ C∞(Rn+) and P˜ ∈ Diff
2
b(R
n
+). Since P − N̂(P ) ∈ xDiff
2
b(X), it follows that
N̂(P )u ∈ xr+1L2(R+;H
−1(Rn−1)).
Applying the Mellin transform (which is uniformly square integrable on horizontal lines
with Im s > r+ 1
2
) and deforming the contour to any horizontal line with Im s > r− 1
2
,
we obtain
u = xν−u− + u1 (4.7)
when x < ε, where u1 ∈ xr+1H2b([0, ε);H
−1(Rn−1)) and u− ∈ H−1(Rn−1). As in
Lemma 3.3, by interpolation u− ∈ H
2ν−1(Rn−1). On the other hand, u− = γ−u, where
γ− is the trace from Lemma 3.3, since u− in a partial expansion of the form (4.7) is
unique. This shows that in fact u− ∈ Hν(Rn−1), which is a stronger statement since
ν ∈ (0, 1).
Let φ = φ(x) ∈ C∞c (R+) be identically one on supp u. Replacing u1 with φu1, we
can write u = xν−φu− + u1 on R+, with u1 of compact support. Then
N̂(P )u1 = Pu1 − i(xE)xDxu1 − x
2P˜ u1,
and the latter two terms lie in xr+2L2(R+;H
−3(Rn−1)) by the properties of u1. On the
other hand,
Pu1 = Pu− P (x
ν−φu−) = −P (x
ν−φu−) + x
2L2(Rn+).
Thus the only obstruction to having N̂(P )u1 ∈ xr+2L2(R+;H−3(Rn−1)) is the term
P (xν−φu−), which a priori is merely in x
r+1L2(R+;H
−1(Rn−1)).
This is remedied by replacing u− with Fu−, which corresponds to replacing u1 with
u1 + (x
ν− − F )φu−. Thus
u = Fφu− + u1,
where we still have u1 ∈ xr+1H2b(R+;H
−1(Rn−1)). Now we repeat the same argument
to obtain an asymptotic expansion for u1. When x < ε, this yields
u = Fu− + x
ν+u+ + u2,
where u2 ∈ xr+2H2b([0, ε);H
−3(Rn−1)) and u+ ∈ H−3(Rn−1). The a priori regularity of
u+ can be improved by interpolation to give u+ ∈ H−1−2ν(Rn−1). 
Suppose that in Lemma 4.6 we can take k = ∞. Then the residual term on the
right-hand side of (4.6), denoted in the proof by u2, is in x
2H0,∞loc ([0, ε) × R
n−1). By
Sobolev embedding, this implies that
Lu2 ∈ x
(n+1)/2L∞loc([0, ε)× R
n−1) (4.8)
for each b-differential operator L. Next, we show that X∞ is dense in X k for each
k ∈ R.
Lemma 4.7. Let (X, g) be an aAdS spacetime. If ν ∈ (0, 1) and k ∈ R, then X∞ is
dense in X k.
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Proof. The proof is standard, making sure to use regularizers in Ψ−∞b,even(X). Let
{Ar ∈ Ψ
−∞
b (X) : r ∈ (0, 1)}
be a compactly supported bounded family in Ψ0b(X) such that Ar → 1 in Ψ
δ
b(X) for
each δ > 0. We may furthermore arrange that
Ar = FBrF
−1, Br ∈ Ψ
−∞
b,even(X).
According to Lemma 4.5, Aru ∈ X∞. Tracing through the proof of Lemma 4.5 also
shows that [P,Ar] converges to zero strongly on X k, and so Aru → u in the graph
norm of X k. 
For simplicity, to define γ− on H
1
loc(X) (which recall depends on the choice of bdf)
let us fix once and for all a reference special bdf x. Given this choice of x, we also fix
an admissible twisting function F normalized by x−ν−F |∂X = 1. We then define the
second trace γ+ on X∞ by
γ+u = x
1−2ν∂x(F
−1u)|∂X .
This is well defined in light of Lemma 4.6 which shows that the restriction of u to a
special coordinate patch can be written in the form
u = xν−Fu− + x
ν+u+ + u2, u2 ∈ x
2H0,∞loc ([0, ε)× R
n−1).
Appealing to (4.8) shows that
x1−2ν∂x(F
−1u2) ∈ x
1−νL∞loc([0, ε)× R
n−1),
which therefore vanishes when x = 0. Thus, in these coordinates, γ+u = 2νu+. In the
next section we extend γ+ to X k.
4.5. Green’s formula. Let ν ∈ (0, 1), and suppose that u ∈ X∞ and v ∈ xν−C∞c (X).
If either γ+u = 0 or γ−v = 0, then∫
Pu · v¯ dg = E0(u, v) +
∫
SFu · v¯ dg. (4.9)
Because X∞ is dense in the graph space X , if v ∈ H˙1c(X) is fixed, then (4.9) is also
valid for arbitrary u ∈ H1loc(X) satisfying Pu ∈ x
2L2loc(X). More generally, however,
there are boundary terms, and the correct Green’s formula is∫
Pu · v¯ dg = E0(u, v) +
∫
SFu · v¯ dg +
∫
γ+u · γ−v¯ dk0 (4.10)
for u ∈ X∞ and v ∈ H1c(X). This formula can be extended to more general u as
follows.
Lemma 4.8. Given k ∈ R, the map γ+ extends to a bounded map X k → H
k−ν
loc (X).
Moreover, if u ∈ X k, then Green’s formula (4.10) holds for every v ∈ H1,−kc (X).
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Proof. We focus on the case k = 0. Notice that the proof of Green’s formula would
be trivial if we a priori knew that γ+ maps continuously into H
−ν
loc (X). As it stands,
however, we must proceed differently. Given u ∈ H1loc(X) with Pu ∈ x
2L2loc(X),
consider the linear functional ℓ defined on v− ∈ C∞c (∂X) given by
ℓ(v−) =
∫
Pu · v¯ dg − E0(u, v)−
∫
SFu · v¯ dg,
where v ∈ xν−C∞c (X) is any element such that v− = γ−v. This is well defined in view
of (4.9). In particular, it is possible to take v = ρv−, where
ρ : Hνc (∂X)→H
1
c(X)
is a continuous extension that maps C∞c (∂X) onto x
ν−C∞c (X) (as in Lemma 3.4). If
φ ∈ C∞c (X) is such that φ = 1 on supp ρv−, then
|ℓ(v−)| ≤ C
(
‖x−2φPu‖L2(X) + ‖φu‖H1(X)
)
‖ρv−‖H1(X) ≤ C‖v−‖Hν(∂X).
By Hahn–Banach, there exists an element of H−νloc (X), which we denote by u˜+, such
that ℓ(v−) = 〈u˜+, v−〉∂X , and furthermore
‖φu˜+‖H−ν(∂X) ≤ C
(
‖x−2φPu‖L2(X) + ‖φu‖H1(X)
)
.
This shows that u 7→ u˜+ is a continuous map from the graph space to H
−ν
loc (X), and
that (4.10) holds for arbitrary u in the graph space, provided γ+u is replaced with u˜+.
It therefore remains to show that γ+u = u˜+. This is true if u ∈ X∞ by (4.10), and
thus also holds for u ∈ X by the density of X∞. 
5. The boundary value problem
5.1. The Dirichlet form. The Dirichlet problem is given a weak formulation in the
usual way. For a fixed smooth twisting function F , define
ED(u, v) = E0(u, v) +
∫
SFu · v¯ dg.
For an arbitrary F , in general one only has SF ∈ xC
∞(X). By Hardy’s inequality
in one dimension, this is enough to guarantee that multiplication by SF is bounded
H˙1loc(X)→ x
2L2loc(X). We then define the map PD : H˙
1
loc(X)→H
−1
loc(X) by
〈PDu, v〉 = ED(u, v).
This agrees with the distributional action of P on H˙1loc(X). As in the discussion
following 3.10, we can also extend PD to a map H˙
1,m
loc (X)→ H
−1,m
loc (X) for each m ∈ R.
The only additional ingredient needed is an extension of Lemma 3.5 to spaces with
general conormal regularity. This latter statement is deduced from Lemma 3.5 by
writing xA = A′x, where A′ = xAx−1 ∈ Ψmb (X) whenever A ∈ Ψ
m
b (X).
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Next we consider the Robin problem under the assumption that an admissible twist-
ing function exists. Formally, we consider u ∈ H1loc(X) satisfying the boundary condi-
tions
γ+u− βγ−u = 0, (5.1)
where β ∈ C∞(∂X). Eventually we will restrict to the case where β is real-valued.
These boundary conditions are well-defined in the strong sense provided Pu ∈ x2L2loc(X).
For the weak formulation, set
ER(u, v) = E0(u, v) +
∫
SFu · v¯ dg +
∫
βγ−u · γ−v¯ dk0.
Note the importance of the requirement that SF ∈ x2L∞loc(X): the weaker condition
SF ∈ xC∞(X) does not guarantee that SF is bounded H˙1loc(X)→ x
2L2loc(X), unlike in
the Dirichlet case. We then define PR : H1loc(X)→ H˙
−1
loc(X) by
〈PRu, v〉 = ER(u, v).
If f ∈ L2loc(X) ⊂ H˙
−1
loc(X), then PRu = f implies that x
−2Pu = f in distributions and
that the Robin boundary conditions (5.1) is satisfied in the strong sense.
Remark 5.1. We like to think of the distributional action of P as extending to a
map X → x2L2loc(X). Note, however, that X ⊂ L
2
loc(X), and in this sense P acts on
L2-based spaces with different weights. On the other hand, when defining the Robin
(or Dirichlet) realization of P via a sesquilinear form, we have that PR maps H1loc(X)
to a dual space relative to the x2dg inner product. Since L2loc(X) embeds in H˙
−1
loc(X), it
makes sense to solve equations of the form PRu = f with f ∈ L2loc(X). This inevitably
leads to statements like
PRu = f =⇒ x
−2Pu = f in C−∞(X)
above with weights that at first glance appear contradictory.
Just as for the Dirichlet problem, we can also extend PR : H
1,m
loc (X) → H˙
−1,m
loc (X).
In this case we must also show that the boundary pairing makes sense; this follows
from the regularity γ−u ∈ H
ν+m
loc (X), valid with any m ∈ R for which u ∈ H
1,m
loc (X).
5.2. Microlocal estimates. We give some microlocal estimates for the Dirichlet form.
We always work with b-pseudodifferential operators having compact support in a fixed
coordinate patch. Near the boundary, it is convenient to use special coordinates
(x, y1, . . . , yn−1), where x is our fixed special bdf.
Lemma 5.2. Let U ⊂ X be a boundary coordinate patch and m ≤ 0. Let A = {Ar :
r ∈ (0, 1)} be a bounded subset of Ψsb(X) with compact support in U , such that
Ar ∈ Ψ
m
b (X) for each r ∈ (0, 1).
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Let G1 ∈ Ψ
s−1/2
b (X) be elliptic on WF
′
b(A), with compact support in U . Then there
exists C0 > 0 and χ ∈ C∞c (U) such that
E0(Aru,Aru) ≤ E0(u,A
∗
rAru) + C0(‖G1u‖
2
H1(X) + ‖χu‖
2
H1,m(X))
for every r ∈ (0, 1) and every u ∈ H1,mloc (X), provided WF
1,s−1/2
b (u) ∩WF
′
b(G1) = ∅.
Proof. Note that A∗rAru ∈ H
1,−m
c (X) for r ∈ (0, 1), hence the pairing E0(u,A
∗
rAru) is
well-defined (the precise order of each individual Ar does not play an important role,
and is simply chosen to justify the pairings; the order of the family A is the crucial
point). Commuting twice,
E0(u,A
∗
rAru) = 〈Argˆ
jkQju,QkAru〉+ 〈gˆ
jkQju, [Qk, A
∗
r ]Aru〉
= E0(Aru,Aru) + 〈[Ar, gˆ
jkQj ]u,QkAru〉+ 〈gˆ
jkQju, [Qk, A
∗
r]Aru〉.
The two commutator terms are of lower order; since both can be treated in the same
way we focus on the first of them. Here it is convenient to distinguish the commutators
with Qj in the cases j = 0 or j 6= 0. Thus we write
〈[Ar, gˆ
jkQj ]u,QkAru〉 = 〈[Ar, Q0]u,Q0Aru〉+ 〈[Ar, gˆ
αβQα]u,QβAru〉 (5.2)
where α, β range only over 1, . . . , n− 1. The second commutator term in (5.2) can be
handled entirely within the b-calculus, so we consider only the first term.
Let Λ1/2 ∈ Ψ
1/2
b (X) be everywhere elliptic, and let Λ−1/2 ∈ Ψ
−1/2
b (X) be a para-
metrix, so that 1 = Λ1/2Λ−1/2 +R where R ∈ Ψ
−∞
b (X); in that case,
〈[Ar, Q0]u,Q0Aru〉 = 〈Λ
∗
1/2[Ar, Q0]u,Λ−1/2Q0Aru〉+ 〈〈[Ar, Q0]u,RQ0Aru〉. (5.3)
Now for any A ∈ Ψsb(X) with compact support in U , repeated applications of Lemma
3.7 show that the first term on the hand side of (5.3) can be written as
〈Λ∗1/2[A,Q0]u,Λ−1/2Q0Au〉 = 〈(Q0A
′ + A′′)u, (Q0B
′ +B′′)u〉,
for some A′, B′ ∈ Ψs−2b (X) andA
′′, B′′ ∈ Ψs−1b (X), where the maps A 7→ (A
′, A′′, B′, B′′)
are microlocal. Applying this in particular to A = Ar ∈ A, it follows that the corre-
sponding families
A′ = {A′r : r ∈ (0, 1)}, A
′′ = {A′′r : r ∈ (0, 1)}
are bounded in Ψs−1b (X) and Ψ
s
b(X) respectively, and
WF′b(A
′) ∪WF′b(A
′′) ⊂WF′b(A) ⊂ ellb(G1).
Since the same is true of the families formed by B′r and B
′′
r , we can bound
|〈Λ∗1/2[Ar, Q0]u,Λ−1/2Q0Aru〉| ≤ C0(‖G1u‖
2
H1(X) + ‖χu‖
2
H1,m(X))
with C0 > 0 independent of r, for a suitable cutoff χ ∈ C∞c (U). The second term in
(5.3) involving R can be bounded by ‖χu‖2H1,m(X) itself. 
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Now we consider the Robin problem, always assuming the existence of an admissible
twisting function F with SF ∈ x2C∞(X).
Lemma 5.3. Let U ⊂ X be a boundary coordinate patch and m ≤ 0. Let A = {Ar :
r ∈ (0, 1)} be a bounded subset of Ψsb(X) with compact support in U , such that
Ar ∈ Ψ
m
b (X) for each r ∈ (0, 1).
Let G0 ∈ Ψsb(X) and G1 ∈ Ψ
s−1/2
b (X) both be elliptic on WF
′
b(A), with compact support
in U . Then there exists Cε > 0 and χ ∈ C∞c (U) such that
E0(Aru,Aru)− εQ(Aru,Aru)
≤ Cε(‖χu‖
2
H1,m(X) + ‖χPRu‖
2
H˙−1,m(X)
+ ‖G1u‖
2
H1(X) + ‖G0PRu‖
2
H˙−1(X)
)
for every r ∈ (0, 1) and every u ∈ H1,mloc (X), provided
WF
1,s−1/2
b (u) ∩WF
′
b(G1) = ∅, WF
−1,s
b (PRu) ∩WF
′
b(G0) = ∅.
Proof. Let f = PRu. By definition ER(u,A∗rAru) = 〈Arf, Aru〉, and according to
Lemma 3.13,
|〈Arf, Aru〉| ≤ ‖Arf‖H˙−1(X)‖Aru‖H1(X)
≤ ε‖Aru‖
2
H1(X) + Cε(‖G0f‖
2
H˙−1(X)
+ ‖χu‖2H1,m(X))
≤ εQ(Aru,Aru) + Cε(‖G0f‖
2
H˙−1(X)
+ ‖G1u‖
2
H1(X) + ‖χu‖
2
H1,m(X)).
It remains to bound the difference between ER(u,A
∗
rAru) and E0(Aru,Aru). First
consider
ER(u,A
∗
rAru)− E0(u,A
∗
rAru) = 〈x
−2SFu,A
∗
rAru〉+ 〈βγ−u, γ−(A
∗
rAru)〉∂X .
By Lemma 3.13, we have
|〈x−2SFu,A
∗
rAru〉| ≤ C0(‖χu‖
2
H1,m(X) + ‖G1u‖
2
H1(X)).
This estimate would be true even with G1 ∈ Ψ
s−1
b (X). Next, we must handle the
boundary terms. Recall that for any B ∈ Ψmb (X),
γ−(Bu) = (x
−ν−Bu)|∂X = N̂(B)(−iν−)(γ−u).
As in Section 2.2, we have
N̂(A∗rAr)(−iν−) = N̂(A˜r)(−iν)
∗N̂(Ar)(−iν),
where A˜r = x
2ν−Arx
−2ν− , and the adjoint on the right is with respect to the induced
density dk0. Extend β arbitrarily to a C∞ function on X , so multiplication by β on
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the boundary can be written as N̂(β)(−iν−). Then
〈βγ−u,γ−(A
∗
rAru)〉∂X = 〈N̂(A˜rβ)(−iν−)γ−u, N̂(Ar)(−iν−)γ−u〉∂X
= 〈γ−(A˜rβu), γ−(Aru)〉∂X
= 〈γ−(βA˜ru+ [A˜r, β]u), γ−(Aru)〉∂X .
Note that A˜r has the same principal symbol as Ar, so by (3.6),
|〈βγ−u,γ−(A
∗
rAru)〉| ≤ εQ(Aru,Aru) + Cε(‖G1u‖
2
H1(X) + ‖χu‖
2
H1,m(X))
for every ε > 0, Again, this would even be true with G1 ∈ Ψ
s−1
b (X). Combining these
facts with Lemma 5.2 finishes the proof. 
Lemma 5.3 also holds for the Dirichlet problem, this time taking u ∈ H˙1,mloc (X) with
m ≤ 0. Here it suffices to work with an arbitrary twisting function. There are two
differences: firstly, there is no boundary integral to estimate, and secondly, because
SF ∈ xC∞(X),
|〈Arx
−2SF , Aru〉| = |〈(xArx
−1)x−1SFu, x
−1Aru〉|
≤ C(‖G1u‖H1(X) + ‖χu‖H1,m(X))‖Aru‖H1(X)
by Hardy’s inequality in one dimension. Therefore
|〈Arx
−2SF , Aru〉| ≤ εQ(Aru,Aru) + Cε(‖G1u‖
2
H1(X) + ‖χu‖
2
H1(X))
by Cauchy–Schwarz and Lemma 3.13.
Next, we consider properties of Im E0(u,A∗Au). This will be used in the positive
commutator arguments. If u ∈ H1loc(X) and A ∈ Ψ
0
b(X) has compact support, then
E0(u,Au)− E0(Au, u) = 〈gˆ
ijQju,QiAu〉 − 〈gˆ
ijQjAu,Qiu〉
= 〈gˆijQju, [Qi, A]u〉 − 〈[gˆ
ijQj , A]u,Qiu〉
+ 〈(A∗ − A)gˆijQju,Qiu〉.
(5.4)
If A is replaced with A∗A, then the third term vanishes. Therefore we have
2i Im E0(u,A
∗Au) = 〈gˆijQju, [Qi, A
∗A]u〉 − 〈[gˆijQj , A
∗A]u,Qiu〉
= 〈Q0u, [Q0, A
∗A]u〉 − 〈[Q0, A
∗A], Q0u〉+ 〈[Qαgˆ
αβQβ, A
∗A]u, u〉.
With a = σb,0(A),
〈Q0u, [Q0, A
∗A]u〉 − 〈[Q0, A
∗A], Q0u〉 = 〈Q0u,Q0A1u〉 − 〈Q0A1u,Q0u〉
+ 〈Q0u,A0u〉 − 〈A0u,Q0u〉,
where σb,−1(A1) = (1/i)∂σ(a
2) and σb,0(A0) = (1/i)∂x(a
2).
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6. Propagation of singularities
6.1. The characteristic variety and bicharacteristics. The principal symbol of
x−2P , as a function on T ∗X◦ \ 0, is given by pˆ = −gˆijζiζj, where we have written
covectors in coordinates (z0, . . . , zn−1) as ζi dz
i. Note that the mass parameter λ plays
no role in this expression. Furthermore, pˆ extends smoothly to a function on T ∗X \ 0.
Let
N = {pˆ = 0} ⊂ T ∗X \ 0
denote the characteristic set of pˆ. The compressed characteristic set N˙ is the image
of N in bT˙ ∗X \ 0 under the quotient map π : T ∗X → bT˙ ∗X . We equip N˙ with the
subspace topology inherited from bT ∗X . This is the same as the quotient topology;
cf. [Vas2, Lemma 5.1].
There is a natural decomposition of bT˙ ∗X\0 into its elliptic, hyperbolic, and glancing
components. Thus,
E = {q ∈ bT˙ ∗X \ 0 : π−1(q) ∩N = ∅},
G = {q ∈ bT˙ ∗X \ 0 : |π−1(q) ∩N | = 1},
H = {q ∈ bT˙ ∗X \ 0 : |π−1(q) ∩N | = 2}.
Let U be a boundary coordinate patch with coordinates (x, y1, . . . , yn−1), where x is
a special bdf and dx is orthogonal to each dyi. If (x, y, σ, η) are the corresponding
canonical coordinates on bT ∗UX , then a point
q0 = (x0, y0, σ0, η0) ∈
bT˙ ∗UX
is in H precisely if q0 ∈ T ∗∂X (namely x0 = σ0 = 0) and
gˆαβ(0, y0)(η0)α(η0)β > 0.
Similarly, a point q0 ∈ T ∗∂X is in G when gˆαβ(0, y0)(η0)α(η0)β = 0. There are several
equivalent definitions of GBBs in this setting, but we choose the following:
Definition 6.1. If I ⊂ R is an interval, we say that a continuous map γ : I → N˙ is
a GBB if the following two conditions are satisfied for each s0 ∈ I:
(1) If q0 = γ(s0) ∈ G, then for every f ∈ C∞(bT ∗X),
d
ds
(f ◦ γ)(s0) = {pˆ, π
∗f}(η0),
where η0 ∈ N is the unique point for which π(η0) = q0.
(2) If q0 = γ(s0) ∈ H, then there exists ε > 0 such that 0 < |s − s0| < ε implies
that x(γ(s)) 6= 0.
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Continuity of γ implies that tangential momentum is conserved upon interaction
with the boundary. The second condition, at hyperbolic points, says that GBBs reflect
instantaneously.
Since pˆ is a smooth function on T ∗X , various properties of GBBs that are true in
the setting of smooth boundary value problems are also valid here. In particular, the
entire discussion in [Vas2, Section 5] applies verbatim.
6.2. Elliptic estimates. It is convenient to introduce a normal coordinate system
as follows: given a point p ∈ ∂X , fix a spacelike surface in ∂X (with respect to k0)
passing through p. We can then choose coordinates (y1, . . . , yn−1) such that k−10 is of
the form
k−10 = ∂
2
yn−1 −
∑
hab∂ya∂yb ,
where a, b range over 1, . . . , n − 2 and hab is positive definite. Transporting these
coordinates to a collar neighborhood of X using the product structure, we see that
g−1 = x2(−∂2x − h
ab∂ya∂yb + ∂
2
yn−1 +O(x)).
This is useful for the following reason: if v has support in {|x| < δ}, then
E0(v, v) = ‖Q0v‖
2
L2(X) + 〈gˆ
αβQαv,Qβv〉
≥ ‖Q0v‖
2
L2(X) − (1 + Cδ)‖Qn−1v‖
2
L2(X) + (1− Cδ)〈h
αβQαv,Qβv〉,
(6.1)
where C > 0 is independent of δ > 0. Furthermore, the principal symbol pˆ restricted
to T ∗YX is just
pˆ|T ∗
Y
X = ξ
2 + habηaηb − η
2
n−1.
Let q0 ∈ bT ∗YX \ 0 be such that q0 /∈ N˙ . Thus there are two possibilities: either q0 is
not in the compressed b-cotangent bundle, or if it is, then habηaηb > η
2
n−1 at q0. This
observation is rephrased as follows:
Lemma 6.2. If q0 ∈
bT ∗YX \ 0, then there is a conic neighborhood V of q0 in which
one of the following is true:
(1) There is ε > 0 such that σ2 < ε2(η2n−1 + h
abηaηb) and h
abηaηb > (1 + ε)η
2
n−1.
(2) There is C > 0 such that |ηn−1| < C|σ|.
Using this observation, it is simple to prove the following elliptic regularity for
either the Dirichlet or Robin (Neumann) problem. Since the proofs are identical upon
substituting the appropriate function spaces, we focus on the Robin case.
Theorem 3. Let u ∈ H1,mloc (X) for some m ≤ 0, and q0 ∈
bT ∗YX \ 0. If s ∈ R∪ {+∞}
and
q0 ∈WF
1,s
b (u) \WF
−1,s
b (PRu),
then q0 ∈ N˙ .
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Proof. Assume that q0 /∈ N˙ . We show that if q0 /∈WF
−1,s
b (PRu) and q0 /∈WF
1,s−1/2
b (u),
then
q0 /∈WF
1,s
b (u).
The proof is then finished by induction; the inductive hypothesis is satisfied for any
s ≤ 1/2 + m by the assumption that u ∈ H1,mloc (X). Let A = {Ar : r ∈ (0, 1)} be a
bounded subset of Ψsb(X) such that Ar ∈ Ψ
m−1
b (X) for each r ∈ (0, 1). We assume
that WF′b(A) is contained in a sufficiently small neighborhood of V so that
WF
1,s−1/2
b (u) ∩WF
′
b(A) = ∅.
Fixing a boundary coordinate patch U containing q0, assume in addition that A has
compact support in this patch. We consider two cases corresponding to those of Lemma
6.2, letting V be a conic neighborhood of q0 as in the lemma.
(1) If C > 0 and δ > 0 is sufficiently small, then
(1− Cδ)habηaηb − (1 + Cδ)η
2
n−1 = (1− Cδ)(h
abηaηb − η
2
n−1)− 2Cδη
2
n−1
> (ε(1− Cδ)− 2Cδ) η2n−1
> (ε/2)η2n−1
on V . This implies that (1−Cδ)habηaηb− (1+Cδ)η2n−1 is elliptic near V . If the family
A has support in {|x| < δ}, we can choose B ∈ Ψ1b(X) with WF
′
b(A) ⊂ ellb(B) such
that
WF′b((1− Cδ)h
abQ∗aQb − (1 + Cδ)Q
∗
n−1Qn−1 −B
∗B + T ) ∩ U = ∅,
where T ∈ Ψ1b(X). Therefore, for each r ∈ (0, 1),
E0(Aru,Aru) ≥ ‖Q0Aru‖
2
L2(X) + ‖BAru‖
2
L2(X) − 〈TAru,Aru〉
≥ C−1Q(Aru,Aru)− 〈TAru,Aru〉.
Note that this pairing makes sense since Ar ∈ Ψmb (X) and T ∈ Ψ
1
b(X), using that
u ∈ H1,mloc (X).
(2) The second case is similar, noting that for v with support in {|x| < δ},
‖Q0v‖
2
L2(X) ≥ δ
−2‖xQ0v‖
2
L2(X).
Consider the operator (2δ2)−1(xQ0)
∗(xQ0) − (1 + Cδ)Q∗n−1Qn−1, which is in Ψ
2
b(X)
with principal symbol
σ2
2δ2
− (1 + Cδ)η2n−1 > cη
2
n−1
on V . In particular, (2δ2)−1(xQ0)
∗(xQ0)− (1+Cδ)Q∗n−1Qn−1 is elliptic on V , so again
we can find B ∈ Ψ1b(X) with V ⊂ ellb(B) such that
WFb((2δ
2)−1(xQ0)
∗(xQ0)− (1 + Cδ)Q
∗
n−1Qn−1 − B
∗B + F ) ∩ U = ∅,
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where T ∈ Ψ1b(X). Again we find that for each r ∈ (0, 1),
E0(Aru,Aru) ≥
1
2
‖Q0Au‖
2
L2(X) + (1− Cδ)〈h
αβQαv,Qβv〉+ ‖BAru‖
2
L2(X) − 〈TAru,Aru〉
≥ C−1Q(Aru,Aru)− 〈TAru,Aru〉.
Let Λ1/2 ∈ Ψ
1/2
b (X) be elliptic with Λ−1/2 ∈ Ψ
−1/2
b (X) a parametrix. Then in both
cases we can write
〈TAru,Aru〉 = 〈Λ
∗
−1/2TAru,Λ1/2Aru〉+ 〈TAru,RAru〉
with R ∈ Ψ−∞b (X), which shows that |〈TAru,Aru〉| is uniformly bounded in r ∈ (0, 1)
by Lemma 3.13 and the a priori hypothesis on u.
Finally, we choose the family A. Let A ∈ Ψsb(X) be elliptic at q0, with compact
support in U ∩ {x < δ}. Let {Jr : r ∈ (0, 1)} be a bounded family in Ψ
0
b(X) such that
Jr ∈ Ψ
m−s−1
b (X) for each r ∈ (0, 1), converging to the identity in Ψ
1
b(X) as r → 0. We
then let
Ar = JrA,
so that in particular Aru→ Au in C−∞c (X). Taking ε > 0 sufficiently small in Lemma
5.3, combined with Lemma 3.13, shows that Aru is uniformly bounded in H1(K) for a
suitable compact set K ⊂ X . Extracting a weakly convergent subsequence in H1(K)
shows that Au ∈ H1(K). 
Combined with standard elliptic regularity away from ∂X , we have shown the fol-
lowing:
Corollary 6.3. If u ∈ H1,mloc (X) for some m ≤ 0 and s ∈ R ∪ {+∞}, then
WF1,sb (u) \WF
−1,s
b (PRu) ⊂ N˙
The same result holds for the Dirichlet problem, now taking u ∈ H˙1,mloc (X).
6.3. The hyperbolic region. Now we focus on the hyperbolic region. Fix a boundary
coordinate patch U with coordinates (x, y1, . . . , yn−1), and let q0 ∈ H ∩ bT ∗UX . In
coordinates (x, y, σ, η), this means that
q0 = (0, y0, 0, ζ0), gˆ
αβ(0, y0)(η0)α(η0)β > 0.
Let u ∈ H1,mloc (X) for some m ≤ 0, and suppose that q0 /∈WF
−1,s+1
b (PRu). In order to
prove propagation of singularities through hyperbolic points, it suffices to show that
q0 ∈WF
1,s
b (u) implies q0 is an accumulation point of WF
1,s
b (u) ∩ {σ < 0}.
Proposition 6.4. Let u ∈ H1,mloc (X) for some m ≤ 0, and suppose that
q0 /∈WF
−1,s+1
b (PRu).
If there exists a conic neighborhood W ⊂ T ∗X \ 0 of q0 such that
W ∩ {σ < 0} ∩WF1,sb (u) = ∅,
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then q0 /∈WF
1,s
b (u).
It suffices to prove the proposition with any conic subset W0 ⊂W containing q0. If
W0 is sufficiently small, we can assume W0 ∩WF
−1,s+1
b (PRu) = ∅. In particular,
W0 ∩WF
1,s
b (u) ⊂ N˙
by elliptic regularity, so x 6= 0 on W0 ∩ {σ < 0} ∩WF
1,s
b (u). Thus, if q0 ∈ WF
1,s
b (u),
then q0 is the limit of points in the wavefront set intersected with the interior.
The rest of this section is dedicated to the proof of Proposition 6.4. The proof
proceeds iteratively, increasing the regularity by 1/2 at each step. Thus we assume
that the hypotheses of the proposition hold, and that q0 /∈ WF
1,s−1/2
b (u). We then
show that q0 /∈ WF
1,s
b (u). Note that the inductive hypothesis is always satisfied for
s ≤ 1/2 +m.
As in Section 6.2, we can further choose coordinates (y1, . . . , yn−1) such that
gˆαβ(0, y)ηαηβ = η
2
n−1 − h
ab(y)ηaηb.
In particular, ηn−1 is non-vanishing at q0. If κ :
bT ∗X \ 0 → bS∗X is the canonical
projection1, then in a sufficiently small neighborhood of κ(q0) in
bS∗X we may use
projective coordinates
x, y, σˆ = ρ−1σ, ηˆa = ρ
−1ηa,
where we define ρ = |ηn−1|. Closely following [Vas2, Section 6], define the functions
ω = |x|2 + |y − y0|
2 +
∑
|ηˆa − (ηˆ0)a|
2, φ = σˆ +
1
β2δ
ω.
The parameters δ, β will be chosen later; β > 0 will be chosen as an overall large
parameter, whereas δ > 0 will be chosen small to localize near q0. Choose cutoff
functions χ0, χ1 with the following properties:
• χ0 is supported in [0,∞), with χ0(s) = exp(−1/s) for s > 0.
• χ1 is supported in [0,∞), with χ1(s) = 1 for s ≥ 1, and χ′1 ≥ 0.
In a small neighborhood of κ(q0) define the functions
a = χ0(2− φ/δ)χ1(2 + σˆ/δ). (6.2)
For each fixed β > 0, the support of a is controlled by the parameter δ > 0 as in
the following lemma; in particular, we can extend a to a globally defined symbol in
S0(bT ∗X).
Lemma 6.5. Given a neighborhood V ⊂ bS∗X of κ(q0) and β > 0, there exists δ0 > 0
such that supp a ⊂ V for each δ ∈ (0, δ0).
1Recall that bS∗X is the b-cosphere bundle, obtained by quotienting bT ∗X \ 0 by the fiberwise R+
action of dilations.
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Proof. Necessary conditions to lie in the support of a are φ ≤ 2δ and −2δ ≤ σˆ. From
the definition of φ,
|σˆ| ≤ 2δ, 0 ≤ ω ≤ β2δ(2δ − σˆ) ≤ 4β2δ2
on supp a, i.e.,
supp a ⊂ {|σˆ| ≤ 2δ, ω1/2 ≤ 2βδ}. (6.3)
Finally, observe that any neighborhood of V of κ(q0) contains a set of the form {|σˆ| ≤
2δ, ω1/2 ≤ 2βδ} provided δ is sufficiently small. 
Fix a conic neighborhood V0 of q0 having compact closure in which gˆ
αβηαηβ > 0. If
ψ0 ∈ C∞c (
bS∗X) is identically one V0 with support in a sufficiently small neighborhood
of V0, then
ηn−1 6= 0 on suppψ0.
To facilitate the regularization argument, fix a bounded family of operators {Jr : r ∈
(0, 1)} in Ψs+1/2b (X) such that Jr ∈ Ψ
m
b (X) for r ∈ (0, 1). We choose Jr so that its
principal symbol jr = σb,0(Jr) is given by
jr = ψ0 · ρ
s+1/2〈rρ〉−s−1/2+m.
In particular, Jr is elliptic near V0. We then define Ar = AJr, which is bounded in
Ψ
s+1/2
b (X).
We also need some additional auxiliary operators. Let B ∈ Ψ−1/2b (X) have principal
symbol
b = ρ−1/2δ−1/2(χ′0χ0)
1/2χ1.
Here the arguments of χ0, χ1 are as in (6.2). Let Br ∈ Ψ
s+1
b (X) have principal symbol
σb,s+1(Br) = ρjrb, and let B˜r ∈ Ψsb(X) have principal symbol σb,s(B˜r) = jrb. Finally,
let C ∈ Ψ0b(X) have principal symbol
σb,0(C) = ρ
−2(gˆαβηαηβ)
1/2ψ0. (6.4)
This makes sense, since gˆαβηαηβ > 0 near suppψ0. In order to handle terms bounded
by the inductive hypothesis, fix G1 ∈ Ψ
s−1/2
b (X) and G0 ∈ Ψ
s+1
b (X) such that
WF′b(G1) ∩WF
1,s−1/2
b (u) = ∅, WF
′
b(G0) ∩WF
−1,s+1
b (PRu) = ∅
and q0 ∈ ellb(G1) ∩ ellb(G0).
Throughout the rest of this section there appear various operators with wavefront
sets contained in {σˆ < 0}. Given β, δ, we use the notation Er to denote a generic
operator such that E = {Er : r ∈ (0, 1)} forms a bounded family (in a space of
operators of fixed order, to be specified) and
WF′b(E) ⊂ {−2δ ≤ σˆ ≤ −δ, ω
1/2 ≤ 2βδ}. (6.5)
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Similarly, we denote by Tr a generic operator such that
WF′b(T ) ⊂ {|σˆ| ≤ 2δ, ω
1/2 ≤ 2βδ}, (6.6)
where we set Tr = {Tr : r ∈ (0, 1)}. Terms of the form Tr will arise as lower order errors
bounded by the inductive hypothesis. For notational flexibility we allow the operators
Er, Tr to change from line to line, but their orders will always be made explicit.
Lemma 6.6. Let g ∈ Sk(bT ∗X). Given β > 0 and c > 0, there exists δ0, C0 > 0 such
that for each δ ∈ (0, δ0),
|∂xφ|+ ρ
1−k|{φ, g}| ≤ C0(δ + βδ + β
−1)
whenever |σˆ| < cδ and ω1/2 ≤ cβδ.
Proof. Note that we must take δ0 > 0 sufficiently small even to make sense of φ, since
it is only locally defined near q0. First consider the Poisson bracket {φ, g}, consisting
of three terms
{φ, g} = {ρ−1, g}σ + {σ, g}ρ−1 + (β2δ)−1{ω, g}.
The term ρ1−k|{ρ−1, g}σ| is bounded by a constant times δ. Furthermore, because
ρ1−k|{ω, g}|+ ρ−k|x∂xg| ≤ Cω
1/2
locally uniformly, the desired bound holds. Similarly, |∂xω| ≤ Cω1/2, which completes
the proof. 
Lemma 6.6 can be applied to compute the commutator [A∗rAr, G] for G ∈ Ψ
k
b(X).
Recall the convention regarding generic operators Er, Tr discussed before Lemma 6.6.
Lemma 6.7. Let G ∈ Ψkb(X). Given β > 0, there exists δ0 > 0 such that for each
δ ∈ (0, δ0),
i[A∗rAr, G] = B
∗
rDrBr + Er + Tr,
where Er ∈ Ψ
2s+k
b (X), Tr ∈ Ψ
2s+k−1
b (X), and Dr ∈ Ψ
k−2
b (X). Moreover, there exists
C0 > 0 such that for every r ∈ (0, 1),
ρ2−k|σb,k−2(Dr)| ≤ C0(βδ + δ + β
−1).
Proof. Let g = σb,k(G), so the principal symbol of i[A
∗
rAr, G] ∈ Ψ
2s+k
b (X) is 2ar{ar, g}.
The claim is that we can write
{a2r, g} = drb
2
r + er
with dr, er representing the principal symbols of the operators Dr, Er. The lower order
term Tr then arises since we have arranged equality at the level of principal symbols.
Recall that
ar = χ0(2− φ/δ)χ1(2 + σ/δ)jr,
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so the Poisson bracket with g is a sum of terms with derivatives landing on either
χ0, χ1, or jr.
Fix a cutoff ψ ∈ C∞c (
bS∗X) such that ψ = 1 on {|σˆ| ≤ 2δ, ω1/2 ≤ 2βδ} and
suppψ ⊂ {|σˆ| < 3δ, ω1/2 < 3βδ}.
(1) When χ0 is differentiated we obtain a term −2ρ−1{φ, g}b2r. Now set
d1,r = −2ψρ
−1{φ, g},
to which Lemma 6.6 applies. The term d1,r will partly comprise dr; note that d1,r is in
fact independent of r.
(2) The second constituent of dr, in addition to d1,r above, arises when jr is differ-
entiated. Thus we have a term of the form a2{j2r , g}. By construction χ0(s) = s
2χ′0(s)
for s > 0, so
ρ1/2a = ρ1/2(2− φ/δ)(χ′0χ0)
1/2χ1 = δ
1/2(2− φ/δ)ρb.
Also note that |2 − φ/δ| < 4 on supp b. Using that jr is elliptic on V0, given δ0 > 0
sufficiently small we can write
a2{j2r , g} = d2,rb
2
r ,
where ρ2−k|d2,r| ≤ C0δ. Finally, we let dr = d1,r + d2,r.
(3) The term er arises when χ1 is differentiated, hence has the desired support
properties. 
Now we expand 2i Im E0(u,A∗rAru), recalling from the end of Section 5.2 that
2i Im E0(u,A
∗
rAru) = 〈Q0u,Q0A1,ru〉 − 〈Q0A1,ru,Q0u〉
+ 〈Q0u,A0,ru〉 − 〈A0,ru,Q0u〉
+ 〈[Qαgˆ
αβQβ , A
∗
rAr]u, u〉,
(6.7)
where σb,−1(A1,r) = (1/i)∂σ(a
2
r) and σb,0(A0,r) = (1/i)∂x(a
2
r).
Lemma 6.8. There exist C1, c, β, δ0 > 0, a cutoff χ ∈ C∞c (X), and an operator G2 ∈
Ψsb(X) with
WF′b(G2) ⊂W ∩ {σ < 0},
such that
c‖B˜ru‖
2
H1(X) ≤ −2 Im E0(u,A
∗
rAru) + C1‖G2u‖
2
H1(X)
+ C1(‖G0PRu‖
2
H˙−1(X)
+ ‖G1u‖
2
H1(X) + ‖χu‖
2
H1,m(X) + ‖χPRu‖
2
H˙−1,m(X)
)
for every δ ∈ (0, δ0).
Proof. Note that WF′b(G2)∩WF
1,s
b (u) = ∅ by the hypotheses on u. According to (6.1),
Q(B˜ru, B˜ru) ≤ C(‖Bru‖
2
L2(X) + E0(B˜ru, B˜ru) + ‖G1u‖
2
H1(X))
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provided δ > 0 is sufficiently small. Here we used the fact that Br and Dηn−1B˜r have
the same principal symbol (up to a sign which is irrelevant when taking norms). On
the other hand, Lemma 5.3 applies to the family {B˜r : r ∈ (0, 1)}, and thus
Q(B˜ru, B˜ru) ≤ C‖Bru‖
2
L2(X)
+ C1‖G0PRu‖
2
H˙−1(X)
+ ‖G1u‖
2
H1(X) + ‖χu‖
2
H1,m(X) + ‖χPRu‖
2
H˙−1,m(X)
).
Therefore it suffices to bound ‖Bru‖L2(X) using (6.7).
Arguing as in Lemma 6.7, we can expand iA1,r = B˜
∗
r B˜r+Er+Tr, where Er ∈ Ψ
2s
b (X)
and Tr ∈ Ψ
2s−1
b (X). Therefore
〈Q0u, iQ0A1,ru〉 = 〈Q0u,Q0(B˜
∗
r B˜r + Er + Tr)u〉.
The pairing involving B˜∗r B˜r can be re-expressed in terms of the Dirichlet form itself:
〈Q0, iQ0A1,ru〉 = E0(u, B˜
∗
r B˜ru)− 〈gˆ
αβQαu,QβB˜
∗
r B˜ru〉+ 〈Q0u,Q0(Er + Tr)u〉, (6.8)
recalling that Er, Tr are allowed to change from line to line. The last term on the
right hand side of (6.8) is bounded by a constant times ‖G1u‖2H1(X) + ‖G2u‖
2
H1(X) +
‖χu‖2H1,m(X). As for E0(u, B˜
∗
r B˜ru), it is bounded by acceptable terms by arguing as in
Lemmas 5.2 and 5.3. Finally, we can write
〈gˆαβQαu,QβB˜
∗
r B˜ru〉 = ‖CBru‖
2
L2(X).
modulo acceptable errors, where C has principal symbol (6.4).
It remains to consider the second and third lines of (6.7). For the third term, we
apply Lemma 6.7 to write
〈i[Qαgˆ
αβQβ , A
∗
rAr]u, u〉 = B
∗
rDrBr + Er + Tr,
where Dr ∈ Ψ0b(X) satisfies
|σb,0(Dr)| ≤ C0(βδ + δ + β
−1).
Given ε > 0, we can first fix β > 0 large and then take δ1 > 0 sufficiently small so that
|〈[Qαgˆ
αβQβ, A
∗
rAr]u, u〉| ≤ ε‖Bru‖
2
L2(X)+C(‖G1u‖
2
H1(X) + ‖G2u‖
2
H1(X)+ ‖χu‖
2
H1,m(X)).
As for the term 〈Q0, iA0,ru〉, note that we can write iA0,r = B∗rD
′
rBr + Tr, where
Tr ∈ Ψ2sb (X) and D
′
r ∈ Ψ
0
b(X) satisfies
|σb,0(D
′
r)| ≤ C0βδ.
Thus we can similarly bound
|〈Q0, iA0,ru〉| ≤ ε‖Bru‖
2
L2(X) + C(‖G1u‖
2
H1(X) + ‖G2u‖
2
H1(X) + ‖χu‖
2
H1,m(X)).
We can now take ε sufficiently small, noting that C is elliptic on WF′b(B), where
B = {Br : r ∈ (0, 1)}. 
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The final step in the proof of Proposition 6.4 is to bound Im E0(u,A∗rAru).
Lemma 6.9. Given ε > 0, there exists β > 0 and δ0 > 0 such that
Im E0(u,A
∗
rAru) ≤ ε‖B˜ru‖
2
H1(X) + C1‖G2u‖
2
H1(X)
+ C1(‖G0PRu‖
2
H˙−1(X)
+ ‖G1u‖
2
H1(X) + ‖χu‖
2
H1,m(X) + ‖χPRu‖
2
H˙−1,m(X)
)
for every δ ∈ (0, δ0).
Proof. Let Λ−1/2 ∈ Ψ
1/2
b (X) be elliptic. First, we bound ER(u,A
∗
rAru) similar to the
beginning of proof of Lemma 5.3:
|ER(u,A
∗
rAru)| ≤ ε‖Λ−1/2Aru‖
2
H1(X)+Cε(‖G0f‖
2
H˙−1(X)
+ ‖G1u‖
2
H1,m(X)+ ‖χu‖
2
H1,m(X)).
On the other hand, as in the proof of Lemma 6.7 we can write Λ−1/2Ar = LBr + Tr
with L ∈ Ψ0b(X) and Tr ∈ Ψ
s−1
b (X); thus we can bound
‖Λ−1/2Aru‖
2
H1(X) ≤ C(‖B˜ru‖
2
H1(X) + ‖G1u‖
2
H1(X)).
It thus remains to bound the difference between Im ER(u,A∗rAru) and Im E0(u,A
∗
rAru).
There are two terms to consider. Since SF is real-valued, the first is
〈Arx
−2SFu,Aru〉 − 〈Aru,Arx
−2SFu〉 = 〈A
∗
r[Ar, x
−2SF ]u, u〉 − 〈u,A
∗
r[Ar, x
−2SF ]u〉.
Note that A∗r [Ar, x
−2SF ] is uniformly bounded in Ψ
2s
b (X), so if G1 ∈ Ψ
s−1/2
b (X) is
elliptic on WF′b(A), then
| Im〈x−2SFu,A
∗
rAru〉| ≤ C(‖G1u‖
2
H1(X) + ‖χu‖
2
H1,m(X)).
Of course this actually true if the order of G1 is merely s− 1.
Next, we must consider the boundary terms. In the setting of smooth boundary
value problems, it is easy to see that the analogous boundary terms are bounded by
(the appropriate analogue of) a multiple of ‖G1u‖2H1(X)+‖χu‖
2
H1,m(X); see Remark 3.6.
Unfortunately, it is not obvious how to do this in general. Instead, write
〈βγ−u, γ−(A
∗
rAru)〉∂X − 〈γ−(A
∗
rAru), βγ−u〉∂X
= 〈γ−([A
∗
rAr, β]u), γ−u〉∂X + 〈βγ−((A˜
∗
rA˜r − A
∗
rAr)u), γ−u〉∂X ,
where A˜r has the same principal symbol as Ar. Here we have extended β arbitrarily to
a function onX ; it is particularly convenient to choose this extension to be independent
of x. Now consider [A∗rAr, β] ∈ Ψ
2s
b (X). Lemma 6.7 applies to this commutator with
m = 0. Because we are assuming that β is independent of x, we can take Er = 0.
Thus we can write
i[A∗rAr, β] = B˜rD˜rB˜r + Tr, (6.9)
where Tr ∈ Ψ
2s−1
b (X), and D˜r ∈ Ψ
0
b(X). Then
〈γ−([A
∗
rAr, β]u), γ−u〉∂X = 〈γ−(D˜rB˜ru), γ−(B˜ru)〉∂X.
44 ORAN GANNOT AND MICHA L WROCHNA
modulo terms bounded by ‖G1u‖2H1(X) + ‖χu‖
2
H1,m(X). Now write
〈γ−(D˜rB˜ru), γ−(B˜ru)〉∂X = 〈N̂(−iν−)(D˜r)N̂(−iν−)(B˜r)γ−u, N̂(−iν−)(B˜r)γ−u〉∂X.
In coordinates (x, y, σ, η), the total symbol of N̂(−iν−)(D˜r) ∈ Ψ0(∂X) is just
σb,0(D˜r)(0, y,−iν−, η) ∈ S
0(T ∗∂X),
hence N̂(−iν−)(D˜r) forms a bounded family. Using (3.5), we can bound
|〈γ−(D˜rB˜ru), γ−(B˜ru)〉∂X| ≤ ε‖B˜ru‖
2
H1(X) + C(‖G1u‖
2
H1(X) + ‖χu‖
2
H1,m(X)).
Notice that the supremum of |σb,0(D˜r)| can in fact be made small by choosing β, δ
appropriately, but that is not needed here.
Next, consider 〈βγ−((A˜∗rA˜r − A
∗
rAr)u), γ−u〉∂X. Note that A˜
∗
rA˜r = x
2ν−A∗rArx
−2ν− ,
and hence
A˜∗rA˜r − A
∗
rAr = x
2ν−[A∗rAr, x
−2ν−].
Thus the principal symbol of A˜∗rA˜r − A
∗
rAr ∈ Ψ
2s
b (X) is just 2iν−∂σ(a
2
r), and we can
write
A˜∗rA˜r − A
∗
rAr = (2iν−)B˜
∗
r B˜r + Er + Tr (6.10)
as in Lemma 6.8. Again using (3.5), the corresponding boundary term can be estimated
by ε‖B˜ru‖2H1(X) + C(‖G2u‖
2
H1(X) + ‖G1u‖
2
H1(X) + ‖χu‖
2
H1,m(X)). 
Combining Lemmas 6.8 and 6.9 shows that B˜ru is uniformly bounded in H
1(K) for
an appropriate compact set K ⊂ X . Since the limiting operator B0 ∈ Ψsb(X) as r → 0
is elliptic at q0, it follows that q0 /∈ WF
1,s
b (u) by the same argument as in the proof
of Theorem 3. Arguing inductively, this establishes Proposition 6.4 for finite s. For
infinite s one merely needs to be more careful in choosing the operators G0, G1, G2 at
each step of the induction, and is done exactly as in the proof of [Vas2, Proposition
6.2]. 
6.4. The glancing region. Next we consider the glancing set G. Fix a boundary
coordinate patch as in Section 6.3. If q0 ∈ G ∩ T
∗∂X ∩ bT ∗UX , then in coordinates
(x, y, σ, η),
q0 = (0, y0, 0, η0), gˆ
αβ(0, y0)(η0)α(η0)β = 0.
Since ηn−1 6= 0 at q0, we continue to use projective coordinates (x, y, σˆ, ηˆa) on bS∗X
near κ(q0). We need the following result for the Dirichlet form:
Lemma 6.10. Let U ⊂ X be a boundary coordinate patch, and m ≤ 0. Let A = {Ar :
r ∈ (0, 1)} be a bounded subset of Ψsb(X) with compact support in U such that
Ar ∈ Ψ
m
b (X) for each r ∈ (0, 1).
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Let Vδ = {q ∈ bT ∗UX \ 0 : gˆ
αβζαζβ ≤ δ|ζn−1|2}, and assume that WF
′
b(A) ⊂ Vδ. Let
G0 ∈ Ψsb(X) and G1 ∈ Ψ
s−1/2
b (X) both be elliptic on WF
′
b(A), with compact support
in U . Then there exists Cε > 0 and χ ∈ C∞c (U) such that
‖Q0Aru‖
2
L2(X) − εQ(Aru,Aru) ≤ 2δ‖Qn−1Aru‖
2
L2(X)
+ Cε(‖χu‖
2
H1,m(X) + ‖χPRu‖
2
H˙−1,m(X)
+ ‖G1u‖
2
H1(X) + ‖G0PRu‖
2
H˙−1(X)
)
for every r ∈ (0, 1) and every u ∈ H1,mloc (X), provided
WF
1,s−1/2
b (u) ∩WF
′
b(G1) = ∅, WF
−1,s
b (PRu) ∩WF
′
b(G0) = ∅.
Proof. We have ‖Q0Aru‖2 = 〈gˆαβQαAru,QβAru〉+E0(Aru,Aru). According to Lemma
5.3,
‖Q0Aru‖
2 − εQ(Aru,Aru) ≤ 〈Qβ gˆ
αβQαAru,Aru〉
+ Cε(‖χu‖
2
H1,m(X) + ‖χPRu‖
2
H˙−1,m(X)
+ ‖G1u‖
2
H1(X) + ‖G0f‖
2
H˙−1(X)
).
Choose F ∈ Ψ0b(X) such that WF
′
b(Qn−1FQn−1 + Qβ gˆ
αβQα) ∩ WF
′
b(A) = ∅ and
WF′b(F ) ⊂ Vδ. In particular
sup |σb,0(F )| ≤ δ,
which implies that |〈Qβ gˆαβQαAru,Aru〉| ≤ 2δ‖Qn−1Aru‖2L2(X) + C‖χu‖
2
H1,m(X) as de-
sired. 
To formulate the relevant estimates in the glancing region, we follow [Vas2, Section
7] and introduce in local coordinates the map π˜ : T ∗UX → T
∗(U ∩ ∂X) given by
π˜(x, y, ξ, η) = (y, η).
Let W denote the “gliding vector field” on T ∗(U ∩ ∂X) given in coordinates by
W(y, η) =
n−1∑
i=1
(∂ηi pˆ)(0, y, 0, η)∂yi − (∂yi pˆ)(0, y, 0, η)∂ηi.
Note that W is just the b-Hamilton vector field of gˆαβηαηβ ∈ S2(bT ∗X) (which is hence
tangent to T ∗∂X) restricted to T ∗∂X .
We then prove the following analogue of [Vas2, Proposition 7.3]:
Proposition 6.11. Let u ∈ H1,mloc (X) with m ≤ 0. If K ⊂
bS∗UX is compact and
K ⊂ (G ∩ T ∗∂X) \WF−1,s+1b (PRu),
then there exist C0, δ0 > 0 such that for each q0 ∈ K and δ ∈ (0, δ0) the following
holds. Let α0 ∈ N be such that π(α0) = q0. If the conditions
α ∈ N , |π˜(α)− exp(−δW )(π˜(α0))| ≤ C0δ
2, |x(α)| ≤ C0δ
2 (6.11)
imply π(α) /∈WF1,sb (u), then q0 /∈WF
1,s
b (u).
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The proof Proposition 6.11 goes through nearly exactly as in [Vas2, Section 7],
working directly with the Dirichlet form, just as we did in Section 6.3. For this reason
we only briefly sketch a proof of the proposition, referring to [Vas2, Section 7] for more
details.
Fix q1 = (0, y1, 0, η1) ∈ K. Note that ρ−1W descends to a vector field on S∗∂X ,
at least near (y1, η1), recalling that ρ = |ηn−1|. Note that ρ
−1
W does not vanish near
(y1, η1), since
ρ−1Wyn−1 = 2 sgn(ηn−1)
near q1. Thus in a neighborhood of (y1, (ηˆ1)a) ∈ S∗∂X we straighten the ρ−1W flow,
finding homogeneous degree zero functions ρ1, . . . , ρ2n−3 on T
∗∂X with linearly inde-
pendent differentials such that
ρ−1Wρ1 = 1, ρ
−1
Wρi = 0 for i = 2, . . . , 2n− 3.
In fact, since W annihilates pˆ(0, y, 0, η), and since this function has a non-vanishing
differential, we can always take
ρ2(y, η) = pˆ(0, y, 0, η)
The functions ρ1, . . . , ρ2n−3 are then extended to be independent of (x, σ), so that
(x, σˆ, ρ1, . . . ρ2n−3) form a valid coordinate system near κ(q1), say in some neighborhood
V . Now for q0 ∈ K ∩ V , introduce the function
ω0 =
2n−3∑
i=1
(ρi − ρi(q0))
2, ω = x2 + ω0.
We then define φ0 = ρ1 + (β
2δ)−1ω0 and φ = ρ1 + (β
2δ)−1ω. With χ0, χ1 denoting the
same cutoff functions as in Section 6.3, set
a = χ0(2− φ/δ)χ1(1 + (ρ0 + δ)/(βδ)).
Note that when a is differentiated, any derivatives falling onto χ1 yield a term sup-
ported on
{−δβ ≤ ρ1 ≤ −δ, ω
1/2 ≤ 2βδ}. (6.12)
Suppose we take β = c0δ for some fixed c0 > 0. If α ∈ N and π(α) is contained in the
set (6.12), then α satisfies (6.11) for C0 > 0 sufficiently large depending on c0.
Recall that the restriction of the Poisson bracket ρ−1{gˆαβηαηβ, φ} to
bT ∗∂XX is
ρ−1Wφ = 1. Since |x| ≤ ω1/2,
|ρ−1{gˆαβηαηβ , φ} − 1| ≤ C1(1 + β
−2δ−1ω1/2)ω1/2.
Observe that C1 > 0 is not only uniform on V for q0 fixed, but it is also uniform on
V as q0 ranges over V0 ∩ K, where V0 ⊂ V is a neighborhood of κ(q1). Since K is
compact, it suffices to prove Proposition 6.11 with V0∩K replacing K, and as we shall
see, the uniformity of C1 implies the uniformity of c0 in the preceding paragraph.
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Let A have principal symbol a. With Jr denoting the same operator as in Section
6.3, let Ar = AJr. Also define Br and B˜r as in Section 6.3. We let Er, Tr denote
operators as in (6.5), (6.6), except that everywhere σˆ should be replaced with ρ1, and
the right hand side of (6.5) should be replaced with (6.12). Finally, let G0, G1 be the
same as in Section 6.3. We then have the analogue of Lemma 6.8:
Lemma 6.12. There exist C1, c, β, δ0 > 0, a cutoff χ ∈ C∞c (X), and an operator
G2 ∈ Ψ
s
b(X) with
WF′b(G2) ⊂W ∩ {−2δβ < ρ1 < −δ/2, ω
1/2 < 3βδ}
such that
c‖B˜ru‖
2
H1(X) ≤ −2 Im E0(u,A
∗
rAru) + C1‖G2u‖
2
H1(X)
+ C1(‖G0PRu‖
2
H˙−1(X)
+ ‖G1u‖
2
H1(X) + ‖χu‖
2
H1,m(X) + ‖χPRu‖
2
H˙−1,m(X)
)
for every δ ∈ (0, δ0) and c0δ < β < 1.
Proof. As in the proof of Lemma 6.8, consider the expansion (6.7). In this case, since
a is independent of σ, we can write A1,r = Tr with Tr ∈ Ψ
2s−1
b (X). As for A0,r, we
have that σb,2s+1(A0,r) = (1/i)∂xar, and since the only dependence on x is through φ,
we can write
iA0,r = B˜
∗
rDrQn−1B˜r + Tr,
where Tr ∈ Ψ2sb (X) and Dr ∈ Ψ
0
b(X). Furthermore, since |x| ≤ ω
1/2,
sup |σb,1(Dr)| ≤ Cβ
−1
Finally, consider the term i[Qαgˆ
αβQβ , A
∗
rAr] ∈ Ψ
2s+2
b (X), which in analogy with
Lemma 6.7 we can write as
i[Qαgˆ
αβQβ , A
∗
rAr] = B
∗
r (1 +D
′
r)B
∗
r + Er + Tr.
As in Lemma 6.7, D′r has principal symbol d1,r + d2,r, corresponding to when χ0 or jr
is differentiated. When χ0 is differentiated we are left with a term
−2ρ−1{gˆαβηαηβ , φ}b
2
r,
and hence sup |d1,r| ≤ C(βδ + δ); in this case d1,r can be taken independent of r.
To handle the terms where jr is differentiated we argue as in Lemma 6.8 to see that
sup |d2,r| ≤ Cδ.
As observed in Lemma 6.8, it suffices to control ‖Bru‖
2
L2(X). Write
〈i[Qαgˆ
αβQβ, A
∗
rAr]u, u〉 = ‖Bru‖
2
L2(X) + 〈D
′
rBru,Bru〉+ 〈Eru, u, 〉+ 〈Tru, u〉.
Modulo error terms bounded by the a priori hypotheses, we can write
|〈Q0u, iA0,ru〉| = 〈B˜rQ0u,DrQn−1B˜ru〉 = 〈Q0B˜ru,DrQn−1B˜ru〉
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and hence
|〈Q0u, iA0,ru〉| ≤ ‖Q0B˜ru‖L2(X)‖D˜rQn−1B˜ru‖L2(X) + C(‖G1u‖
2
H1(X) + ‖χu‖
2
H1,m(X))
Now WF′b(B˜r) ⊂ {ω
1/2 ≤ 2βδ}, and since |ρ2(y, η)| = |pˆ(0, y, 0, η)| ≤ ω1/2 and |x| ≤
ω1/2, it follows that |gˆαβηαηβ| ≤ βδ on WF
′
b(B˜r). If we are given ε > 0 and let
c0δ < β < 1 for c0 > 0 sufficiently large, then an application of Lemma 6.10,
|〈Q0u, iA0,ru〉| ≤ εQ(B˜ru, B˜ru) + Cε‖G2u‖
2
H1(X)
+ Cε(‖χu‖
2
H1,m(X) + ‖χPRu‖
2
H˙−1,m(X)
+ ‖G1u‖
2
H1(X) + ‖G0PRu‖
2
H˙−1(X)
).
Since we have controlled ‖Bru‖2L2(X) − εQ(B˜ru, B˜ru), the proof is complete. 
The proof of Proposition 6.11 now follows by combining Lemma 6.12 and the ana-
logue of Lemma 6.9. Note that estimating the boundary terms as in the latter lemma
is done slightly differently. For the analogue of (6.9) there appears an extra term
Er ∈ Ψ2sb (X) (which is of course harmless). The analogue of (6.10) is simpler: since
ar is independent of σ,
A˜∗rA˜r − A
∗
rAr = Tr
with Tr ∈ Ψ
2s−1
b (X).
We now proceed inductively, the difference being that at each step of the iteration
the commutant must be modified slightly. This is done exactly as in [Vas2, Section 7].
6.5. Propagation of singularities. Combining Theorem 3 and Propositions 6.4, 6.11
allows us to prove Theorem 1.
Given the ingredients discussed above, the details of proof are identical to those of
[Vas2, Theorem 8.1], hence are omitted.
7. Propagators and their singularities
7.1. Retarded and advanced propagators. We begin by discussing well-posedness
for the Klein–Gordon equation on an aAdS spacetime. In the case of Dirichlet bound-
ary conditions, well-posedness for the forward problem was first studied by Vasy [Vas4]
(see also [Hol] for a related study of the Cauchy problem). In the setting of Robin
boundary conditions, well-posedness of the Cauchy problem was studied by Warnick
[War1], including certain results on higher-order conormal regularity. It should also
be noted that [War1] considers the situation where the metric is even modulo O(x3),
whereas [Vas4] does not.
We will need a more refined study of the forward Klein–Gordon problem, akin to the
results of [Vas4], in the case of Robin boundary conditions. In order to give a global
formulation we make the following assumptions as in [Vas4, Wro] (cf. [Ho¨r, Section
24.1]):
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Hypothesis 7.1. We assume (X, g) is an aAdS spacetime with the following proper-
ties.
(TF) There exists t ∈ C∞(X ;R) such that the level sets of t are spacelike with respect
to gˆ.
(PT) The map t : X → R is proper.
Given a choice of t, we orient N by declaring dt to be future-oriented. Let N±
denote the corresponding future/past light-cones. This yields a decomposition
N˙ = N˙+ ∪ N˙−
of the compressed characteristic set. The main well-posedness result we need is the
following:
Theorem 4. Let s, t0 ∈ R. If f ∈ H˙
−1,s+1
loc (X) is supported in {t ≥ t0}, then there
exists a unique u ∈ H1,sloc(X) supported in {t ≥ t0} such that
PRu = f.
Furthermore, for each K ⊂ X compact, there exists K ′ ⊂ X compact and C > 0 such
that
‖u‖H1,s(K) ≤ C‖f‖H˙−1,s+1(K).
Observe that Theorem 4 exhibits the loss of one conormal derivative from the source
term to the solution. Now H1,sc (X) ⊂ H
0,s+1
c (X) for each s ∈ R, so by transposition
H0,sloc(X) ⊂ H˙
−1,s+1
loc (X).
In particular, given f ∈ L2loc(X), we obtain a solution u ∈ H
1
loc(X) of x
−2Pu = f
satisfying Robin boundary conditions in the strong sense. Replacing t with −t yields
a result for the backward problem as well.
We sketch a proof of this result adapting the approach of [Vas4], which along the way
gives a different perspective on the twisted stress-energy tensor introduced in [HS3].
As usual, the key step is an appropriate energy estimate.
We make a preliminary reduction: we will need that the level sets of t meet ∂X
orthogonally with respect to gˆ. Note that the level sets of t automatically meet ∂X
transversally, but since t is provided by the problem there is no reason to assume the
intersection is orthogonal. On the other hand, to prove Theorem 4, given δ > 0 it
suffices to replace t′ with an analogous function t′ satisfying the required orthogonality
property, such that
∣∣t− t′∣∣ < δ on any given compact subset of X . This is arranged in
[Vas4, Lemma 4.9], and we henceforth assume dt and dx are orthogonal along ∂X .
Let u ∈ H1,1loc(X). Given an appropriate real b-vector field V ∈ Vb(X) with compact
support, set V ′ = FV F−1 ∈ Diff1b(X) and compute 2Re〈PRu, V
′u〉; note that this
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pairing makes sense by our assumption on the conormal regularity of u. For illustrative
purposes, let us assume that the Robin function β and SF both vanish identically; these
terms can easily be handled in general. In particular 〈PRu, v〉 = E0(u, v). Setting
A = iV ′ and applying (5.4),
2 ReE0(u, V
′u) = 〈gˆijQju, [Qi, V
′]u〉+ 〈gˆij[Qj , V
′]u,Qiu〉
+ 〈[gˆij, V ′]Qju,Qiu〉+ 〈(V
′ + (V ′)∗)gˆijQju,Qiu〉.
The commutator [Qi, V
′] can be computed exactly using (3.8): if V = V j∂zj , then
[Qi, V
′] = F [Dzi, F
−1V ′F ]F−1
= F [Dzi, V ]F
−1
= ∂zi(V
k)Qk.
It is interesting to observe that if one instead uses V rather than its twisted version
V ′ (despite the fact that both are b-operators), there arise error terms that cannot be
estimated appropriately.
We also have [gˆij, V ′] = [gˆij, V ]. Finally, (V ′)∗ = F−1V ∗F , and since the adjoint is
taken with respect to x2dg,
(V ′)∗ = −F−1V F − divgˆV + (n− 2)x
−1V (x)
= −V + FV (F−1)− divgˆV + (n− 2)x
−1V (x).
In particular, this shows that
2ReE0(u, V
′u) = 〈BijQiu,Qju〉 (7.1)
where
B = (divgˆV + 2FV (F
−1) + (n− 2)x−1V (x)) · gˆ−1 −LV gˆ
−1
is symmetric. Now we take V = fW for a suitable function f and a real b-vector field
W ; expanding out the tensor B yields
B = (Wf + f · divgˆW + 2FfV (F
−1) + (n− 2)fx−1W (x))gˆ−1
− fLW gˆ
−1 − 2(∇gˆf)⊗s W,
where ⊗s denotes the symmetric tensor product. Observe that all the terms in B
where f is differentiated can be written in the form −2Tgˆ(W,∇gˆf), where
Tgˆ(W,∇gˆf) = (∇gˆf)⊗s W −
1
2
gˆ(∇gˆf,W ) · gˆ
−1
is the stress-energy tensor (with respect to gˆ) of a scalar field associated to W and
∇gˆf .
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We make our choices of W and f as follows. First, set W = ∇gˆt, which is indeed in
Vb(X) by the assumption that the level sets of t meet ∂X orthogonally. Fix t0 < t1,
and let δ > 0 be small. Assume that u ∈ H1,1loc(X) satisfies
supp u ⊂ {t0 + δ ≤ t ≤ t1}.
Let χ ∈ C∞c (R) satisfy the following properties:
• suppχ ⊂ [t0, t1 + δ],
• χ ≥ 0 everywhere and χ(s) > 0 for s ∈ [t0 + δ, t1],
• χ′(s) ≤ 0 for s ∈ [t0 + δ, t1 + δ].
We then set f = e−2γt(χ ◦ t). Notice that ∇gˆf = (χ′ ◦ t− 2γχ ◦ t)e−2γt∇gˆt. Since ∇gˆt
is strictly timelike, the stress-energy tensor term controls
γ
∫
X
e−2γtH(dFu, dF u¯) x
2dg.
We can also control the L2(X) norm of u by writing
2Re〈u, V u〉 = −〈divgˆ(V )u+ (2− n)x
−1V (x)u, u〉.
Again using that −divgˆV = −Wf − f · divgˆW , we can bound the first term on the
right-hand side
−Wf = −gˆ(∇gˆt,∇gˆf) ≥ c0γe
−γt(χ ◦ t).
This allows us to control γ‖e−γtu‖2L2(X), and hence γ‖e
−γtu‖2H1(X) as well. All of the
remaining terms can be absorbed into the latter positive term for large γ > 0 by
Cauchy–Schwarz. Thus we obtain an estimate of the form
γ‖e−γtu‖H1(X) ≤ Cγ
−1‖e−γtPRu‖H˙−1,1(X).
Equipped with this energy estimate, standard functional-analytic arguments as in
[Vas4, Section 4 & Theorem 8.12] and Theorem 1 on propagation of singularities allow
one to deduce Theorem 4.
Let us denote by H1±(X) the space of future/past supported elements of H
1
loc(X),
i.e.
H1±(X) =
{
u ∈ H1loc(X) : supp u ⊂ {±t ≥ ±t0} for some t0 ∈ R
}
, (7.2)
and let us define H˙−1± (X) analogously. By hypothesis (PT), the elements of the inter-
section H1+(X) ∩H
1
−(X) are compactly supported in X .
Corollary 7.2. There exist unique retarded/advanced propagators P−1R,±, i.e. contin-
uous operators
P−1R,± : H˙
−1,s+1
± (X)→ H
1,s
± (X) (7.3)
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such that PRP
−1
R,± = 1 on H˙
−1
± (X) and P
−1
R,±PR = 1 on H
1
±(X). Furthermore, P
−1
R,±
maps continuously
P−1R,± : H˙
−1,∞
c (X)→H
1,∞
loc (X).
By uniqueness, the formal adjoint of P−1R,± equals P
−1
R,∓.
7.2. Symplectic space of solutions. We continue to focus on Robin (or Neumann)
boundary conditions. The difference of the two propagators,
GR := P
−1
R,+ − P
−1
R,− : H˙
−1,s+1
c (X)→ H
1,s
loc(X) (7.4)
will be called the causal propagator (associated to the choice of boundary conditions).
A natural space of solutions is given by{
u ∈ H1,∞loc (X) : PRu = 0
}
.
Exactly as in [Wro] we can show that this space is the range of GR acting on a quotient
space which is suitable for field quantization. A similar statement is true for Dirichlet
boundary conditions.
Proposition 7.3. The causal propagator (7.4) induces a bijection
[GR] :
H˙−1,∞c (X)
PRH
1,∞
c (X)
−→
{
u ∈ H1,∞loc (X) : PRu = 0
}
. (7.5)
Moreover, i(·|GR·)L2 induces a non-degenerate Hermitian form on the quotient space
H˙−1,∞c (X)/PRH
1,∞
c (X).
We remark that a similar statement was obtained in [DF2, Section 4] in the case of
the Poincare´ patch of AdS; cf. [DDF, Proposition 34] for static spacetimes with smooth
timelike boundary.
Remark 7.4. We can use the present framework and Proposition 7.3 to extend the re-
cent results in [DW] on quantum holography to the case of Neumann and Robin bound-
ary conditions. This can be done by replacing the space H−1,∞0,b,c (X), resp. H
1,∞
0,b,c(X)
considered therein by H˙−1,∞c (X), resp. H
1,∞
c (X), and by replacing the map ∂+ therein
by the pair of trace maps (γ−, γ+). In this way one obtains a direct analogue of [DW,
Theorem 3.7], the statement of which is non-trivial if one has the following unique con-
tinuation property for some open set O ⊂ ∂X : for any u ∈ H1,−∞loc (X) solving PRu = 0,
if γ−u = 0 and γ+u = 0 then u = 0 on some non-empty V (O) ⊂ X . Results of this
type were obtained by Holzegel and Shao [HS1, HS2] in the case of high regularity
solutions.
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7.3. Microlocal regularity of traces. We will need more precise mapping state-
ments for γ± in the case of high conormal regularity. We show that as in the case of
conventional traces, the wavefront set of γ±u is controlled in term of the b-wavefront
set of u; cf. [Wro, Proposition 3.9] for a similar result, proved therein only in the
Dirichlet case and assuming Pu = 0. Here we are assuming ν ∈ (0, 1).
To handle the γ+ case, we need the following observation: if u ∈ X
∞ and B ∈
Ψ0b,even(X), then FBF
−1u ∈ X∞ as well by Lemma 4.5. In particular, γ+(FBF−1u)
can be computed by the formula
γ+(FBF
−1u) = x1−2ν∂x(BF
−1u)|∂X .
Now write
x−2νx∂xBF
−1 = x−2ν([B, x∂x]F
−1 +Bx∂xF
−1)
= x2−2νB′F−1u+B′′x1−2ν∂x(F
−1u),
where B′ = x−2[B, x∂x] ∈ Ψ0b(X) since B ∈ Ψ
0
b,even(X), and B
′′ = x−2νBx2ν ∈ Ψ0b(X).
Since u ∈ X∞ and ν ∈ (0, 1),
x2−2νB′F−1u|∂X = 0
by (4.6) and (4.8). Furthermore, B′′x1−2ν∂x(F
−1u)|∂X = N̂(B)(−2iν)(γ+u). Since
X∞ is dense in X k, we conclude that if B ∈ Ψ0b,even(X) and u ∈ X
k, then
γ+(FBF
−1u) = N̂(B)(−2iν)(γ+u). (7.6)
The other observation we need is the following:
Lemma 7.5. Let u ∈ X−∞, and suppose that q /∈ WF1,∞b (u) ∪WF
0,∞
b (x
−2Pu). If
B ∈ Ψ0b,even(X) and WF
′
b(B) is a sufficiently small conic neighborhood of q, then
x−2PAu ∈ H0,∞loc (X)
if we set A = FBF−1.
Proof. By taking WF′b(B) to be a sufficiently small conic neighborhood of q, we may
assume that Au ∈ H1,∞loc (X). Tracing through the proof of Lemma 4.5 and further
shrinking the microsupport of B as necessary, we see that x−2PAu ∈ H0,∞loc (X) as well;
this is a consequence of the microlocality the operations involved in Lemma 4.5. 
Lemma 7.6. If u ∈ H1loc(X), then
WF(γ−u) ⊂WF
1,∞
b (u) ∩ T
∗∂X. (7.7)
Moreover, if Pu ∈ x2L2loc(X), then
WF(γ+u) ⊂ (WF
1,∞
b (u) ∪WF
0,∞
b (x
−2Pu)) ∩ T ∗∂X.
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Proof. The proof for γ− is standard: let q ∈ T ∗∂X , and suppose that q /∈ WF
1,∞
b (u),
meaning that there exists B ∈ Ψ0b(X) elliptic at q such that Bu ∈ H
1,∞
loc (X). Then
N̂(B)(−iν−)γ−u = γ−Bu ∈ C
∞(X),
which finishes the argument since N̂(B)(−iν−) is elliptic at q.
Now consider the γ+ case. Let q ∈ T ∗∂X , and suppose that q /∈ WF
1,∞
b (u) ∪
WF0,∞b (x
−2Pu). By Lemma 7.5 we may find B ∈ Ψ0b,even(X) elliptic at q such that
FBF−1u ∈ X∞.
In particular, γ+(FBF
−1u) ∈ C∞(∂X) by Lemma 4.8. Finally, according to (7.6),
N̂(B)(−2iν)(γ+u) = γ+(FBF
−1u) ∈ C∞(∂X),
which shows that q /∈WF(γ+u). 
7.4. Holographic Hadamard condition. Let ν ∈ (0, 1). We denote by W−∞b (X)
the set of bounded operators from H˙−1,−∞c (X) to H
1,∞
loc (X). Following [Wro] (though
using different spaces of distributions) we introduce an operatorial b-wave front set
which is a subset of bS∗X × bS∗X .
Definition 7.7. Suppose Λ : H˙−1,−∞c (X) → H
1,−∞
loc (X) is continuous. We say that
(q1, q2) ∈ bS∗X × bS∗X is not in WF
Op
b (Λ) if there exist Bi ∈ Ψ
0
b(X), elliptic at qi
(i = 1, 2), and such that B1ΛB
∗
2 ∈ W
−∞
b (X).
The notion of holographic Hadamard two-point functions introduced in [Wro] has
the following straightforward adaptation to the present case.
Definition 7.8. We say that two continuous operators Λ±R : H˙
−1,−∞
c (X)→ H
1,−∞
loc (X)
are (Robin) two-point functions if:
i) PRΛ
±
R = Λ
±
RPR = 0,
ii) Λ+R − Λ
−
R = iGR and Λ
±
R ≥ 0 on H˙
−1,∞
c (X).
(7.8)
We say that Λ±R are holographic Hadamard two-point functions if in addition they
satisfy
WFOpb (Λ
±
R) ⊂ N˙
± × N˙±. (7.9)
The first definition is a direct adaptation of the standard definition of two-point
functions to the setup provided by Proposition 7.3. We refer to e.g. [GOW, Section
7.1] for a brief introduction to two-point functions, field quantization and for remarks
on the relation with the more commonly used real formalism. We point out that once
some two-point functions Λ± are given, the general formalism of quasi-free states and of
the GNS representation applies, and as an outcome one obtains quantum fields (which
are not discussed here in any detail).
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The second definition provides a replacement for the celebrated Hadamard condition,
which is widely used on globally hyperbolic spacetimes, and which is formulated in
terms of the (usual, smooth) wave front set since the work of Radzikowski [Rad]. The
main interest for Hadamard two-point functions comes from Radzikowski’s theorem,
which asserts their uniqueness modulo smoothing operators. Thus, their singularities
have a universal form that comes from the local geometry and which can be subtracted
by a renormalization procedure. In our setup, Radzikowski’s theorem is replaced by
the following result.
Theorem 5. Holographic Hadamard two-point functions exist and are unique modulo
W−∞b (X).
Proof. The proof is largely analogous to that of [Wro, Theorem 5.11] and [Wro, Propo-
sition 5.13], so we only sketch it.
As in [Wro, Theorem 5.9], one can reduce the existence problem to a neighborhood
of a time slice. By a spacetime deformation argument, this allows one to reduce the
problem further to the case of a standard static spacetime. By the same argument one
can assume without loss of generality that SF ≥ λx2 for some λ > 0 and that β = 0.
Then P equals f1(∂
2
t + L)f2, for some smooth multiplication operators f1, f2 ∈
C∞(X), where the spatial part L is a differential operator on S associated with a qua-
dratic form like E0, except that the signature is Riemannian. We can associate to L
a positive self-adjoint operator consistent with Neumann boundary conditions, as dis-
cussed in Appendix A. From this point on, the construction of Λ± can be done exactly
as in [Wro, Lemma 4.5] and the proof of the holographic condition from [Wro, Theo-
rem 5.9] can be repeated verbatim. The only subtle point is the mapping properties
of L−1/2 on H1,∞(S), which is discussed in Lemma A.1 
We now turn our attention to singularities of parametrices for P . If q1, q2 ∈ bS∗X ,
then we write q1∼˙q2 if q1, q2 ∈ N˙ and q1, q2 can be connected by a GBB. We can also
define the backward flow-out of a point q ∈ N˙ to be
Fq = {q
′ ∈ N˙ : q′∼˙q, t(q′) ≤ t(q)}.
Since GBBs exhibit possible branching behavior at glancing points, it is not completely
trivial that Fq is closed; this instead follows from the compactness of the set of GBBs
with values in a fixed compact subset of bS∗X (as discussed in [Vas2, Proposition 5.5]).
With our new propagation of singularities result at hand, it is straightforward to
repeat the proof of [Wro, Theorem 5.12] to obtain the following result. In this setting,
by parametrices we mean bounded operators from H˙−1,−∞c (X) to H
1,−∞
loc (X) that are
inverses of P modulo errors in W−∞b (X).
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Theorem 6. If ν ∈ (0, 1), then:
WFOpb (P
−1
R,±) \ diag
∗ ⊂ {(q1, q2) : q1∼˙q2, ±t(q1) > ±t(q2)}, (7.10)
where diag∗ = {(q1, q1) ∈ bS∗X × bS∗X}. Furthermore, suppose that Λ
±
R are holo-
graphic Hadamard two-point functions. Then
WFOpb (Λ
±
R) ⊂ {(q1, q2) ∈ N˙
± × N˙± : q1∼˙q2}. (7.11)
Moreover, setting P−1R,F := i
−1Λ+R + P
−1
R,− and P
−1
R,F
:= −i−1Λ−R + P
−1
R,−, we have
WFOpb (P
−1
R,F) \ diag
∗ ⊂ {(q1, q2) : q1∼˙q2, and ± t(q1) < ±t(q2) if q1 ∈ N˙
±},
WFOpb (P
−1
R,F
) \ diag∗ ⊂ {(q1, q2) : q1∼˙q2, and ∓ t(q1) < ∓t(q2) if q1 ∈ N˙
±}.
(7.12)
Furthermore, the respective condition in (7.10) or (7.12) characterizes P−1R,+, P
−1
R,−,
P−1R,F and P
−1
R,F
uniquely modulo terms in W−∞b (X) among parametrices of PR.
The analogue of this theorem also holds for the Dirichlet realization PD (and any
ν > 0).
7.5. Induced two-point functions at the boundary. We continue to assume ν ∈
(0, 1). Any continuous operator Λ : H˙−1,−∞c (X) → H
1,−∞
loc (X) induces an operator on
the boundary:
γ−Λγ
∗
− : E
′(X)→ D′(∂X).
Defining γ+Λγ
∗
+ is more delicate and requires additional hypotheses; sufficient condi-
tions are given in the next lemma. Observe that X∞ is dense in H1,∞loc (X), so we can
view H˙−1,−∞c (X) as a dense subspace of the dual (X
∞)′.
Lemma 7.9. Let ν ∈ (0, 1), and suppose that
PΛ : H˙−1,−∞c (X)→ x
2H0,−∞loc (X), PΛ
∗ : H˙−1,∞c (X)→ x
2H0,∞loc (X),
P (PΛ)∗ : x−2H0,∞c (X)→ x
2H0,∞loc (X).
Then Λ extends to a continuous map (X∞)′ → X−∞.
Proof. First observe that Λ∗ : H˙−1,∞c (X)→ H
1,∞
loc (X), so by the mapping properties of
PΛ∗ we conclude that
Λ∗ : H˙−1,∞c (X)→ X
∞.
This shows that Λ admits an extension
Λ : (X∞)′ → H1,−∞loc (X).
Similarly, the mapping properties of PΛ and P (PΛ)∗ imply that in fact Λ : (X∞)′ →
X−∞. 
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Since γ+ : X∞ → C∞(∂X), we can view γ∗+ : E
′(∂X) → (X∞)′, which allows us to
define
γ+Λγ
∗
+ : E
′(∂X)→ D′(∂X).
We show that the wave front sets of γ±Λγ
∗
± can be estimated in terms of WF
Op
b (Λ).
Lemma 7.10. Let ν ∈ (0, 1) and Λ : H˙−1,−∞c (X) → H
1,−∞
loc (X) be a continuous
operator. Then
WF′(γ−Λγ
∗
−) ∩ (S
∗∂X × S∗∂X) ⊂WFOpb (Λ) ∩ (S
∗∂X × S∗∂X). (7.13)
Furthermore, if Λ restricts to a continuous map H˙−1,∞c (X)→H
1,∞
loc (X) and satisfies
PΛ : H˙−1,−∞c (X)→ x
2H0,∞loc (X), PΛ
∗ : H˙−1,−∞c (X)→ x
2H0,∞loc (X),
P (PΛ)∗ : x−2H0,−∞c (X)→ x
2H0,∞loc (X),
then the γ+ analogue of (7.13) is true.
Proof. We focus on the more delicate γ+ case, which is essentially the microlocalization
of the proof of Lemma 7.9. Notice that we are assuming stronger mapping properties
as compared to Lemma 7.9. Now suppose (q1, q2) /∈ WF
Op
b (Λ) ∩ (S
∗∂X × S∗∂X), so
that there exists Bi ∈ Ψ0b,even(X) elliptic at qi such that
A1ΛA
∗
2 ∈ W
−∞
b (X),
where we have set Ai = FBiF
−1. Note that Λ : (X∞)′ → X−∞, hence the same is true
of A1ΛA
∗
2. The claim is that A1ΛA
∗
2 extends to a map (X
∞)′ → X∞. First, we show
that the range of A1ΛA
∗
2 in this extended sense is contained in H
1,∞
loc (X). To see this,
note that
(A1ΛA
∗
2)
∗ = A2Λ
∗A∗1 : H˙
−1,−∞
c (X)→H
1,∞
loc (X)
since A1ΛA
∗
2 ∈ W
−∞
b , and then Lemma 7.5 shows that (A1ΛA
∗
2) has its range contained
in X∞. Thus A1ΛA∗2 maps (X
∞)′ →H1,∞loc (X). It then suffices to show that
PA1ΛA
∗
2 : (X
∞)′ → x2H0,∞loc (X).
Again applying Lemma 7.5, we see that PA1ΛA
∗
2 maps H˙
−1,−∞
c (X)→ x
2H0,∞loc (X). It
then suffices to show that
P (PA1ΛA
∗
2)
∗ : x−2H0,−∞c (X)→ x
2H0,∞loc (X). (7.14)
Using our previously established mapping properties, we can write this composition as
PA2(PA1Λ)
∗ = PA2(PΛ)
∗A∗1 + PA2([P,A1]Λ)
∗.
According to Lemma 7.5, we see that PA2(PΛ)
∗A∗1 has the requisite mapping proper-
ties. Now following the proof of Lemma 4.5, we can write [P,A1] = B
′P +QB′′ +B′′′,
where
B′ ∈ Ψ−1b (X), B
′′ ∈ x2Ψ0b(X), B
′′′ ∈ x2Ψ1b(X), Q ∈ Diff
1
ν(X).
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We then write
([P,A1]Λ)
∗ = ((B′P +QB′′ +B′′′)Λ)∗ = (PΛ)∗B′ + Λ∗(B′′Q)∗ + Λ∗(B′′′)∗. (7.15)
Write B′′′ = B′′′C +x2R, where C ∈ Ψ0b(X) satisfies WF
′
b(1−C)∩WF
′
b(B
′′′) = ∅ and
R ∈ Ψ−∞b (X). Consider the term
Λ∗(B′′′)∗ = Λ∗C∗(B′′′)∗ + Λ∗R∗x2.
Note that (B′′′)∗ maps x−2H0,−∞c (X)→ H˙
−1,−∞
c (X), and that
A2Λ
∗C∗ = (CΛA2)
∗ : H˙−1,−∞c (X)→ H
1,∞
loc (X)
if C has sufficiently small wavefront set near q1, which can be arranged by choosing
A1 appropriately. Similarly,
A2Λ
∗R∗ = (RΛA2)
∗ : H˙−1,−∞c (X)→H
1,∞
loc (X).
This shows that A2Λ
∗(B′′′)∗ maps x−2H0,−∞c (X) → H
1,∞
loc (X), and since PΛ
∗(B′′′)∗
maps x−2H0,−∞c (X)→ x
2H0,∞loc (X), a final application of Lemma 7.5 shows that
PA2Λ
∗(B′′′)∗ : x−2H0,−∞c (X)→ x
2H0,∞loc (X).
The desired mapping properties of the other terms arising from (7.15) are obtained
similarly, which establishes (7.14).
We have shown that A1ΛA
∗
2 extends to a map (X
∞)′ → X∞. In particular,
γ+(A1ΛA
∗
2)γ
∗
+ : E
′(∂X)→ C∞(∂X).
Finally, notice that we can use (7.6) to write γ+Ai = N̂(Bi)(−2iν)γ+ on X∞, where
B˜i = N̂(Bi)(−2iν) ∈ Ψ0b(∂X) is elliptic at qi. Thus
B˜1γ+Λγ
∗
+B˜
∗
2 ∈ Ψ
−∞(∂X),
which finishes the proof. 
We can now conclude as in [Wro, Theorem 5.16] the following result, which applies
to holographic Hadamard two-point functions of the form Λ±R.
Theorem 7. Suppose (X, g) is an asymptotically AdS spacetime and ν ∈ (0, 1). If Λ±R
is a pair of holographic Hadamard two-point functions then
WF′(γ+Λ
±
Rγ
∗
+) ∩ (S
∗∂X × S∗∂X) ⊂WFOpb (Λ
±
R) ∩ (S
∗∂X × S∗∂X)
⊂ (N˙± × N˙±) ∩ (S∗∂X × S∗∂X),
and the same is true for γ−Λ
±
Rγ
∗
−. Furthermore, if Λ˜
±
R is another pair of holographic
Hadamard two-point functions then γ+(Λ˜
±
R − Λ
±
R)γ
∗
+ and γ−(Λ˜
±
R − Λ
±
R)γ
∗
− have smooth
Schwartz kernel.
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The operators γ−Λ
±
Rγ
∗
− and γ+Λ
±
Rγ
∗
+ are interpreted as two-point functions of an
induced theory at the boundary, in the formalism of generalized free fields, see [San] (the
word “generalized” refers to the fact that they are not solutions of a natural differential
equation). Theorem 7 asserts that these two-point functions satisfy a generalized
version of the Hadamard condition which is nevertheless sufficient in applications (see
also [San]).
Appendix A. The elliptic setting
A.1. Mapping properties. In this appendix we consider the analogue of the operator
PR in the Euclidean signature. The manifold with boundary will be denoted by S
and will be assumed compact. With x ∈ C∞(S) a boundary defining function, fix
F ∈ xν−C∞(S). Given a smooth Riemannian metric h on S, we then consider the
quadratic form
L(u, v) =
∫
H(dFu, dFv) + αuv¯ x
2dh,
where H is the sesquilinear pairing on one-forms induced by the metric, and α > 0 is
a constant chosen to make L coercive on H1(S). We can associate to L an operator
L : H1(S)→ H˙−1(S),
which extends to a positive self-adjoint operator L : D(L) → L2(S) with form do-
main D(L1/2) = H1(S). The key mapping property we need is that L−1/2 preserves
conormality:
Lemma A.1. The operator L−1/2 maps H1,∞(S)→H1,∞(S) continuously.
Proof. First, note that for u ∈ H1,∞(S) we have a trivial estimate
‖u‖H1(S) ≤ ‖(L+ µ)u‖H˙−1(S)
for µ > 0. Arguing as in Lemma 5.3, induction then shows that for each integer s ≥ 0,
‖u‖H1,s(S) ≤ ‖(L+ µ)u‖H˙−1,s(S). (A.1)
We also have the estimate
‖(L+ µ)−1‖H1(S)→H1(S) ≤ Cµ
−1, (A.2)
since L±1/2 commutes with the resolvent and the estimate is clearly true for L2(S)
replacing H1(S). The claim is that for each s ≥ 0 an integer we also have
‖(L+ µ)−1‖H1,s(S)→H1,s(S) ≤ Cµ
−1, (A.3)
for some C > 0 depending on s. Notice that the analogue of Theorem 3 (in Riemannian
signature) applied to L shows that L + µ is invertible H˙−1,s(S) → H1,s(S) for each
s ∈ R, so (A.3) is well-defined. Let As ∈ Ψsb(S) be elliptic and A−s ∈ Ψ
−s
b (X) be a
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parametrix, so AsA−s +R = 1 and A−sAs + R
′ = 1 for some R,R′ ∈ Ψ−∞b (S). Given
u ∈ H1,∞(S),
‖(L+ µ)−1u‖H1,s(S) ≤ C‖As(L+ µ)
−1u‖H1(S) + C‖(L+ µ)
−1u‖H1(S).
The second term on the right-hand side we bound by µ−1‖u‖H1(S) ≤ µ
−1‖u‖H1,s(S),
using (A.2). Now write u = (A−sAs +R
′)u. We then bound
‖As(L+ µ)
−1A−sAsu‖H1(S) ≤ ‖As(L+ µ)
−1A−s(L+ µ)‖H1(S)→H1(S)‖(L+ µ)
−1Asu‖H1.
Now write
As(L+ µ)
−1A−s(L+ µ) = As(L+ µ)
−1A−sL+ AsA−s − As(L+ µ)
−1LA−s,
and apply (A.1) to see that this operator mapping H1(S) → H1(S) is uniformly
bounded in µ. On the other hand, ‖(L+ µ)−1Asu‖H1 ≤ Cµ
−1‖u‖H1,s(S), which shows
that
‖As(L+ µ)
−1A−sAsu‖H1(S) ≤ Cµ
−1‖u‖H1,s(S).
The term ‖As(L+ µ)R′u‖H1(S) is bounded similarly.
Since we can write
L−1/2 =
1
π
∫ ∞
0
µ−1/2(L+ µ)−1/2 dµ,
the estimate (A.3) shows that L−1/2 indeed maps H1,∞(S)→H1,∞(S) 
Appendix B. Even b-calculus
B.1. Even b-pseudodifferential operators. Let (X, g) be an aAdS spacetime which
is even modulo O(x2k+1). We sketch a construction of the b-pseudodifferential opera-
tors of order m on X that are even modulo O(x2k+3), which we denote by Ψmb,even(X);
the construction closely mirrors that of an even subcalculus by Albin in the 0-calculus
[Alb]. The operators we consider are described in terms of their Schwartz kernels, and
for this reason we assume familiarity with the construction of the usual b-calculus in
terms of conormal distributions on the b-stretched product [Mel, Chapter 4, 5].
Definition B.1. We say that f ∈ C∞(X) is even modulo O(x2k+3), written f ∈
C∞even(X), if in any special coordinate system (x, y) the Taylor of expansion of f at ∂X
contains only even terms modulo O(x2k+3)
This space is well defined (i.e., independent of the choice of special coordinates) in
view of (4.2). Similarly, we can define the space C∞odd(X) of odd functions modulo
O(x2k+4).
Next we consider b-pseudodifferential operators. We write X2b for the b-stretched
product, which recall is obtained by blowing up the corner ∂X × ∂X in X ×X . For
simplicity we will neglect various b-half-density factors. Let (x, y) and (x′, y′) be special
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local coordinates on X , such that x = x′. Thus (x, y, x′, y′) are valid local coordinates
on X2 near ∂X × ∂X . Near the front face in X2b , local coordinates are given by
τ =
x− x′
x+ x′
, r = x+ x′, y, y′,
where r is a bdf for the front face.
Definition B.2. We say that a smooth function f ∈ C∞(X2b) is even modulo O(r
2k+3),
written f ∈ C∞even(X
2
b), if the Taylor expansion of f at the front face {r = 0} in
coordinates (τ, r, y, y′) contains only even terms modulo O(r2k+3).
In other words, f ∈ C∞(X2b) is even modulo O(r
2k+3) if we can write
f(τ, r, y, y′) = f0(τ, r
2, y, y′) + r2k+3f ′(τ, r, y, y′)
for smooth functions f0, f
′. Again by (4.2), this definition is independent of the
choice of special coordinates in either factor. We can now define the space of even
b-pseudodifferential operators, recalling that that elements of Ψmb (X) have Schwartz
kernels on X2b that are conormal to the lifted diagonal. In local coordinates (τ, r, y, y
′),
we can view these as distributions conormal to {τ = 0, y = y′} with smooth parametric
dependence on r.
Definition B.3. If A ∈ Ψmb (X), then we say that A ∈ Ψ
−∞
b,even(X) if its Schwartz kernel
KA in local coordinates (τ, r, y, y′) as above has a Taylor expansion at the front face
{r = 0} containing only even terms modulo O(r2k+3).
The Schwartz kernel KA also has the usual infinite order of vanishing at the side
faces. Roughly speaking, this definition means that the total symbol of KA in local
coordinates (r, y, σ, η) is even in r modulo O(r2k+3).
Next, we discuss composition of even b-pseudodifferential operators. First, we note
that
C∞even(X
2
b) · C
∞
even(X
2
b) ⊂ C
∞
even(X
2
b),
and that the lifts of C∞even(X) functions to X
2
b from either the left or right factors land
in C∞even(X
2
b). Using partitions of unity χi ∈ C
∞
even(X), one can reduce to composition of
even operators with localized Schwartz kernels, just as considered in [Mel, Section 5.9].
It is then straightforward to see that even operators are closed under composition:
Proposition B.4. A ∈ Ψmb,even(X) and B ∈ Ψ
m′
b,even(X), then AB ∈ Ψ
m+m′
b,even(X).
On Rn+ consider the quantization procedure given by
Opb(a)u(x, y) =
∫
ei((x/x
′−1)σ+〈y−y′,η〉)φ(x/x′)a(x, y, σ, η)
dx′
x′
dy′dσdη,
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where φ ∈ C∞c (R) satisfies supp φ ⊂ (1/2, 2) and φ(s) = 1 near s = 1. If a ∈ S
m(Rn+)
is of the form
a(x, y, σ, η) = a0(x
2, y, σ, η) + x2k+3a′(x, y, σ, η),
then Opb(a) ∈ Ψ
m
b,even(R
n
+) irrespective of the choice of aAdS metric on R
n
+ of the form
−dx2 + kαβ(x, y)dyαβ
x2
.
By using an even partition of unity to patch these local quantization procedures to-
gether, we can quantize even symbols on an arbitrary aAdS spacetime (X, g). In
particular, we can always construct elliptic operators A ∈ Ψmb,even(X).
B.2. The indicial family. Apart from composition and the existence of elliptic el-
ements, the other key property of even b-pseudodifferential operators is an improved
statement about the kernel of the indicial family map. Given A ∈ Ψmb (X), recall that
N̂(A)(s) is defined invariantly as follows: first, one restricts the kernel KA to the front
face in X2b. The front face is then identified with the inward pointing spherical normal
bundle to ∂X×∂X , which is identified with ∂X×∂X×R+. Finally, the indicial family
is the Mellin transform of the resulting function in the R+ factor. The vanishing of
N̂(A) is thus equivalent to the statement that A ∈ xΨmb (X).
Now suppose that (X, g) is an aAdS spacetime; in particular, it is trivially even mod-
ulo O(x). The even calculus on X is thus defined modulo cubic terms. In particular,
we have the following:
Lemma B.5. If A ∈ Ψmb,even(X) and N̂(A) = 0, then A ∈ x
2Ψmb (X).
This implies the following corollary:
Lemma B.6. Let (X, g) be an asymptotically AdS spacetime. If A ∈ Ψmb (X) has
compact support in a coordinate patch with special coordinates (x, y1, . . . , yn−1), then
[xDx, A] ∈ x
2Ψmb (X).
Proof. The operator xDx is always even, which implies that xDxA, AxDx and hence
[xDx, A] are also even. The proof is finished by observing that N̂([xDx, A]) = 0. 
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