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Kalandriranje je industrijski proces, ki se zadnje čase veliko uporablja za izdelavo 
polimernih folij. Pri tem procesu zmehčan polimer ali polimerna talina vstopa v kalander, 
običajno sestavljen iz treh (ali več) gretih valjev. Valji v zaporedju z izbrano silo in 
temperaturo delujejo na vstopni polimer ter ga preoblikujejo v folijo želenih mehanskih 
lastnosti. Na mehanske lastnosti polimerne folije, ki so pomembne za nadaljnje 
preoblikovanje folije v končne izdelke, poleg številnih parametrov značilno vplivamo s 
krmiljenjem temperature valjev, ki določa temperaturo materiala v času potovanja med valji. 
V nalogi smo raziskali vpliv temperature valjev na mehanske lastnosti, kot sta elastični 
modul in trdota polipropilenske folije, ki smo ju določili s pomočjo nanoindentacije. Vpliv 
temperature valjev na mehanske lastnosti folije smo potrdili s statistično metodo ANOVA. 
Z uporabo nevronskih mrež večplastnega perceptrona in radialne bazne funkcije smo izdelali 
empirični model vpliva temperatur valjev na končne mehanske lastnosti izdelka. Potrjena 
možnost modeliranja lastnosti kalandiranega izdelka z nevronskimi mrežami je osnova za 
nadaljnje izboljšave in optimizacijo parametrov procesa kalandriranja.  
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Calendering is an industrial process, recently abundantly employed for production of 
polymer foils. Main characteristic of this process is that a softened polymer or a polymer 
melt enters a device, called calender, that is usually composed of three (or more) heated 
rollers. In a series and with a chosen force they effect on an entering polymer and reform it 
into a foil with desired mechanical properties. The latter are important for further formation 
of foil into final product. In addition to numerous parameters, the mechanical properties of 
polymer films, which are important for the further transformation of the film into finished 
products, are also significantly influenced by the control of the calendering temperature, 
which determines the temperature of the material during travel between the cylinders. In this 
masters thesis we investigated the influence of the temperature of the cylinders on 
mechanical properties, such as the elastic modulus and hardness of the polypropylene film, 
which were determined by means of nanoindentation. The influence of the temperature of 
the rollers on the mechanical properties of the film was confirmed by the statistical method 
ANOVA. Using neural networks of multilayered perceptron and radial base function, we 
created an empirical model of the influence of cylinder temperatures on the final mechanical 
properties of the product. The confirmed possibility of modeling the properties of the 
calandered product with neural networks is the basis for further improvements and 
optimization of the parameters of the calendering process. 
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𝜗  / faktor množenja koeficienta regulacije pri LMA 
ι / imenovalec nadzora kompleksnosti rešitve mreže 
κ / hitrost učenja 
λ / lastne vrednosti 
μ / koeficient regulacije hitrosti učenja pri LMA 
̃  / element matrike ?̃? 
ν / Poissonovo število 
ξ / razmernik dušenja 
ρ / razmerje gladkosti odziva mreže 
σ / bazna funkcija 
ς kg/s koren karakteristične enačbe 
τ s čas 
υ N/nm elastična stična trdota 
ϕ (rad) fazni kot 
χ / eksponencialna prilagoditvena konstanta 
ψ kg/s2 prilagoditvena konstanta 
ω s-1 frekvenca 
 xxv 
Oznaka Enota Pomen 
ϖ / zgornja meja kriterija zaustavitve 
Indeksi  
I izhoda 
M končne plasti mreže 
N indeks seštevanja 
R število vhodnih elementov/stolpcev 
S število izhodnih elementov/stolpcev 
T transponirano 
V vhoda 
c kristalizacije (angl. crystallization) 
g steklastega prehoda (angl. glassy) 
h indeks seštevanja 
i indeks seštevanja 
j indeks seštevanja 
k končni, koračne funkcije, indeks seštevanja 
l indeks seštevanja 
m taljenja (angl. melting) 
m dotična plast mreže 
n naravna, indeks seštevanja pri nevronskih mrežah 
os oscilacije, nihanja 
p pogreza 




0 začetni, ničelni, točnost pri t 
 
*Vektorji in matrike so v tem delu označeni s krepko pisavo, skalarji z ležečo. 
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Seznam uporabljenih okrajšav 
Okrajšava Pomen 
AFP avtomatsko polaganje vlaken (angl. Automatic Fibre Placement) 
ANOVA analiza variance (angl. Analysis of Variance) 
ASTM ameriško združenje za preizkušanje in gradiva (angl. American Society for 
Testing and Materials) 
AVR algoritem vzvratnega razširjanja 
BKK Bussova mesila (angl. Buss Ko-Kneader) 
CB črni ogljik (angl. Carbon Black) 
(C3H6)x makromolekulska formula polipropilena 
CNT karbonske nanocevke (angl. Carbon Nanotube) 
CSKN ciljna srednja kvadratna napaka 
CSM nepretrgano merjenje trdote (angl. Continuous Stiffness Measurement) 
DLC diamantu podoben ogljik (angl. Diamond-Like Carbon) 
DSC primerjalni kalorimeter (angl. Differential Scanning Calorimeter) 
DT dinamska togost 
FCM Farrelov kontinuirni mešalnik (angl. Farrel Continuous Mixer) 
ESI etilen-stiren interpolimer (angl. Ethylene-Styrene Interpolymer) 
iPP izotaktični polipropilen 
ISO Mednarodna organizacija za standardizacijo (angl. International 
Organization for Standardization) 
kv. kvadratov 
LMA Levenberg-Marquardov algoritem 
LVQ učeča vektorska kvantizacija (angl. Learning Vector Quantization) 
MEMS mikro elektromehanski sistemi (angl. Microelectromechanical Systems) 
MSE angleška kratica za srednjo kvadratno napako (angl. Mean Square Error) 
NARX nelinearno autoregresivne dinamične mreže (angl. Nonlinear 
autoregressive exogenous model) 
NPS število prostostnih stopenj 
NSK najmanjši srednji kvadrat 
NSP število (dovoljenih) nevronov v skriti plasti 
NUE število učnih enačb 
NVK napaka vsote kvadratov 
ONK ortogonalni najmanjši kvadrati 
PD,L-LA poli- desno-levi laktid (angl./lat. Poly Dexter Laevus Lactide) 
PGE ekstrudor na planetno gonilo (angl. Planetary Gear Extruder) 
PLA polilaktična kislina (angl. Polylactic Acid) 
PK povprečni kvadrat 
Povpr. povprečje 
PP polipropilen 
p.s. prostostnih stopenj 
PVC polivinil klorid (angl. Polyvinil Chloride) 
raz. razdalja 
RBF radialna bazna funkcija 
REX reaktivna ekstruzija (angl. Reactive Extrusion) 
RNV relativna napaka validacije 
 xxviii 
Okrajšava Pomen 
RSKN relativna srednja kvadratna napaka 
SKN srednja kvadratna napaka 
SKNCM srednja kvadratna napaka ciljne množice 
SVK skupna vsota kvadratov 
TMDSC temperaturno modulirani primerjalni kalorimeter (angl. Temperature 
Modulated Differential Scanning Calorimeter) 
TPS termoplastični škrob (angl. Thermoplastic Starch) 
USKNV učinek srednje kvadratne napake validacije 
VK vsota kvadratov 





1.1. Ozadje problema 
Priče smo eksponentnemu naraščanju proizvodnje in vse večji potrošnji plastičnih 
materialov, še posebej v prehranski industriji. Narašča procesiranje polimerov na vseh 
področjih, med njimi najbolj polipropilena (PP) [1]. 
 
Med vsemi procesi, s katerimi polimere predelujemo, je najširše uporabno ekstrudiranje. 
Uporablja se med drugim tudi v kombinaciji s kalandriranjem, nadaljnjim procesom 
predelave, ki talino stanjša in oblikuje med pari (gretih) valjev. S samim procesom 
kalandriranja sicer predelujemo tudi druge materiale kot so papir, les ali kovine. 
 
Ker gre za proizvodnjo v velikih količinah, pri tem nastaja tudi velika količina odpadnega 
materiala, ki je posledica različnih napak, neželenih lastnosti končnega izdelka ali pa, če 
izdelek preprosto ne zadosti kateremu od zahtevanih kriterijev. Pri velikih količinah 
proizvodov se to odraža tudi v visokih stroških. 
 
Najpogosteje tokom proizvodnega procesa prihaja do napak na izdelkih zaradi 
nestacionarnosti procesa ali nepravilno nastavljenih parametrov. 
 
Da bi zagotovili kakovosten potek procesa, je potrebno dobro poznavanje proizvodnega 
procesa od surovine do končnega izdelka v smislu vseh fizikalnih in kemijskih procesov, 
pripadajočih procesnih spremenljivk ter njihovih medsebojnih vplivov. Med pomembnejše 
spremenljivke, ki vplivajo na proces kalandriranja in lastnosti nastalega materiala, sodijo 
tudi mehanske sile in tlaki, ki nastajajo tekom procesa kalandriranja. Poleg tega ima na 
lastnosti nastalega materiala pomemben vpliv hitrost ohlajanj, ki vpliva na spremembe 
viskoznosti, in s tem napetosti v materialu med in po sami predelavi. 
 
Prehod od taline do trdne snovi lahko dosežemo z različnimi načini oz. hitrostjo ohlajanja, 
ki vpliva tudi na sproščanje notranjih napetosti, te pa lahko vodijo do neželenih deformacij 
pri ohlajanju. Hitrost ohlajanja je zato izrednega pomena zaradi vpliva na kristalizacijo 
materialov, ki v trdnem stanju izkazujejo kristalinične lastnosti. Polimeri, konkretno najbolj 
uporabljani PP, je primer omenjenega materiala. Različna hitrost ohlajanja pomeni različne 




ki jih lahko material prenese ob nadaljnji predelavi ali uporabi, vpliva pa tudi že na sam 
izgled (npr. napaka v prozorni plastični posodi se pokaže kot mat področje). 
 
Pri kalandriranju PP stopnjo hlajenja določamo z nastavljanjem razlik med temperaturami 
valjev, kar spreminja temperaturni gradient. Teoretični model za njegov izračun ne obstaja. 
Zanima nas torej, kako so mehanske lastnosti končnega izdelka odvisne od temperatur 
valjev. V našem primeru je končni izdelek folija iz PP. Mehanske lastnosti sicer lahko 
ugotavljamo z dragimi in dolgotrajnimi preizkusi, ki pa se jim želimo izogniti tako, da 
najdemo teoretični model, ki bo te lastnosti lahko predvidel. Takšnega, ki ga bo moč razviti 
za uporabo pred samim procesom, da bi določili lastnosti materiala v naprej in ne bi tratili 
časa in materiala s poskusnimi iteracijami s katerimi fino nastavljamo stroje, da dobimo 
želene lastnosti. 
 
Statistična metoda za zaznavanje takih povezav že obstaja (npr. vira [55], [56]) in se imenuje 
analiza variance (ANOVA). Gre za metodo s katero smo preverili ali obstajajo vplivi oz. 
povezave med vhodnimi in izhodnimi količinami. ANOVA nam pove, ali so rezultati sploh 
razločljivi in ali je mogoča povezava med temperaturama valjev in trdoto oz. modulom 
elastičnosti materiala. 
 
Tudi metode za modeliranje povezav že obstajajo (npr. vira [24], [25]). Med številnimi se 
zaradi svoje univerzalnosti v ta namen pogosto uporabljajo nevronske mreže. Uporabne pa 
so še za reševanje mnogih drugih problemov, kot npr. modeliranje nelinearnih problemov, 
aproksimiranje še tako kompleksnih funkcij, klasificiranje, iskanje (ponavljajočih) vzorcev 
itd. Obstaja mnogo vrst nevronskih mrež in niso vse enako primerne za vsako nalogo. 
Njihovo učenje in izbira topologije pa je tudi sama po sebi izziv, še posebej, če imamo veliko 
vhodnih in izhodnih spremenljivk. V našem primeru smo se odločili za  uporabao nevronskih 
mrež, ker zagotavljajo izredno računsko moč. Z njimi smo modelirali povezavo med 
vhodnimi temperaturami valjev in izhodnima mehanskima lastnostma trdoto (H) in 
elastičnim modulom (E), ki smo ju določili s pomočjo nanoindentacijskih meritev na 




Problem je bil izpostavljen pri sodelovanju s podjetjem Panplast d.o.o. Zanimalo jih je ali 
obstaja in kakšen je vpliv temperatur valjev na mehanske lastnosti mikro-trdote in mikro-
modula kalandiranega izdelka, kar sodi v problematiko modeliranja. Za dosego ciljev smo 
tako najprej morali izdelati vzorce iz polipropilena pri različnih procesnih pogojih 
kalandriranja. Izdelali smo devet folij z enako nastavitvijo debeline, pri enakih hitrostih in 
različnih temperaturnih pogojih, ki jih uporabljajo pri izdelavi polipropilenske folije. 
Spreminjali smo samo temperaturi prvega in drugega (najvplivnejših) valja, temperatura 
tretjega kalandrirnega valja pa je ostala konstantna. 
 
Folijam, ki so bile pripravljene pri različnih temperaturah prvih dveh valjev, smo pomerili 
mehanske lastnosti z nanoindentacijo. Rezultati v obliki mehanskih lastnosti trdote in 
modula elastičnosti so kasneje služili kot ciljna množica pri uporabi nevronskih mrež za 





Pred modeliranjem povezav smo najprej preverili vplivnost oz. statistično razločljivost 
podatkov, s statistično metodo analize variance ANOVA. Uporabili smo mehanske lastnosti, 
ki so bile določene s pomočjo nanoindentacije. 
 
Ko smo z metodo ANOVA potrdili statistično značilen vpliv temperature valjev na 
mehanske lastnosti, smo za izgradnjo empiričnega modela vpliva uporabili nevronsko mrežo 
večplastni perceptron in nevronsko mrežo z radialnimi baznimi funkcijami. Cilj je bil 
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2. Teoretične osnove in pregled literature 
Za začetek bomo v pričujočem poglavju teoretično predstavili kalandriranje kot industrijski 
proces, PP kot uporabljani material, nanoindentacijo, kot proces, s katerim smo dobili 
eksperimentalne podatke za mehanske lastnosti, ANOVO – statistično metodo za 
ugotavljanje statistične verjetnosti povezav ter nevronske mreže kot matematično orodje za 
modeliranje podatkov. Še prej pa si bomo pogledali literaturo na temo kalandriranja. 
 
Za proces sta v splošni rabi pravzaprav dva izraza: kalandiranje in kalandriranje. V tem delu 
bomo uporabljali izraz kalandriranje, kalander in njune slovnične izpeljanke. V angleščini, 
jeziku v katerem je dostopna večina literature, procesu pravimo calendaring ali calendering. 
Pomensko izhaja iz grščine – kylindros (cilinder) in pomeni uporabo stroja s pari nasprotno 
vrtečih se valjev oz. nizom valjev med katerimi se premika material, da bi ga oblikovali, 
zgladili in/ali stanjšali. 
 
 
2.1. Pregled literature 
Moderen tehnološki razvoj kalandriranja termoplastičnih materialov je izpeljan iz postopkov 
kalandriranja tkanin in gume iz 19. stoletja. Raziskave in izboljšave procesa kalandriranja se 
osredotočajo predvsem na kvaliteto pole ali filma, ki jo določajo s fizikalnimi procesi 
pretoka materiala in termodinamiko v špranji med dvema valjema, nadalje pa tudi z drugimi 
metodami. Vprašanja v zadnjem času se pojavljajo predvsem v smeri možnosti kalandriranja 
kompozitov, nanokompozitov in biokompozitov, kot okolju prijaznejših in 
visokotehnoloških materialov in izdelkov. Raziskave možnosti pa gredo seveda z roko v roki 
z raziskavami matematičnih metod, kot so nevronske mreže in njihove aplikabilnosti na 
problem kalandriranja, kakor tudi raziskave mehanskih lastnosti materialov. 
 
 
2.1.1. Kalandriranje do sedaj 
E. Mitsoulis [1] je leta 2009 v 11. poglavju z naslovom Kalandriranje polimerov knjige o 
napredkih v procesiranju polimerov povzel vse dotlej znane tehnike modeliranja in 
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eksperimentalnega preiskovanja kalandriranja. Na str. 314 pri svojem pregledu literature 
navaja članek R. V. Tornerja Grundprozesse der Verarbeitung von Polymeren iz leta 1974, 
v katerem so predstavljeni eksperimentalni rezultati in numerični izračuni razvoja 
temperatur v samem materialu zaradi viskozne disipacije. Enako na str. 315 omenja izsledke 
treh del J. F. Agassanta, v katerih predstavlja metodo za izračun povprečnega 
temperaturnega prirasta in več izračunov ločevalnih sil, navorov in kritičnih pogojev za 
pojav defektov v kalandriranih folijah. Na isti strani v zadnjem odstavku omenja delo J. 
Vlachopoulosa in A. N. Hrymaka iz 1980 z naslovom Calendering poly(vinyl chloride): 
Theory and experiments, v katerem avtorja predstavita meritve razporeditev tlaka in navora 
v togem PVC in meritve prave viskoznosti in hitrosti zdrsa za širok nabor temperatur. Sam 
Mitsoulis se je osredotočil na teorijo približnosti mazanja in njeno zmožnost predvidevanja 
defektov na površini, debeline folije in mehanskih lastnosti splošnih primerov 
psevdoplastičnih in viskoplastičnih tekočin. Obravnaval je dvo- in tridimenzionalno analizo 
na osnovi metode končnih elementov. Ugotovil je, da te metode lahko predvidijo vrtinčne 
vzorce in vijačne tokove na način, ki se je skladal z eksperimentalnimi rezultati. Temperature 
valjev je predpostavil kot znane, nespremenljive in konstantne robne pogoje. V svojem delu 
je tudi predstavil, da PVC izkazuje določene kristalinične strukture pod vplivom povišane 
temperature in tlaka, kar lahko vodi do oblikovanja defektov v kalandriranih folijah ali 
filmih. 
 
Od takrat dalje je izšlo le malo zanimivih člankov na temo preiskovanja samega procesa 
kalandriranja, nekaj objav pa je izšlo na temo raziskav materialov, ki bi jih lahko kalandrirali. 
Tako je leta 2012 izšel članek Karla Adameka in Jana Kolarja o vplivih induciranega 
zračnega toka na kalandriranje [2]. Delo predstavlja iskanje mogoče povezave med 
uporabnimi značilnostmi tekstilne plasti, ki je v zaključni fazi obdelana s kalandriranjem, in 
tokovnim poljem, ki nastane z rotacijo kalandrirnih bobnov v nemotenih okoliščinah. 
Avtorja sta uporabljala metode numerične simulacije toka, pri čemer je imel eden od valjev 
majhne izbokline. Dinamični tlak kompliciranega tokovnega polja, ki nastane, bi lahko imel 
vpliv na procesirani material. Vplive dinamičnega tlaka kompliciranega tokovnega polja 
lahko poveča globalni vpliv nadtlaka na vhodni strani para valjev. Natančnejšo analizo je 
omejevala natančnost mreže končnih elementov. Kontaktno območje kalandrirnih valjev 
namreč ni dostopno za postavitev merilnih senzorjev, zato je numerična tokovna simulacija 
edina možnost opisa tokovnega polja. Hitrostne komponente dinamičnega tlaka prav tako 
ustvarijo nekaj udarne sile na procesirani material. 
 
Naslednje leto (2013) je izšel članek J. Caillouxa in sodelavcev o polah razvejane 
polilaktične kisline, ki so jih pridobili z enostopenjskim reaktivnim procesom ekstruzijskega 
kalandriranja. Izvedli so analizo reoloških lastnosti taline [3]. Proces enostopenjskega 
reaktivnega ekstruzijskega kalandriranja (angl. REX-Calendering) je bil uporabljen za 
proizvodnjo 1 mm folij iz dveh PD,L-LA ekstruzijskih stopenj, modificiranih s stiren-
akrilnim, multifunkcionalnim oligomernim agensom. V pripravljalni študiji notranjega 
mešanja so spremljali navor v odvisnosti od časa, da bi določili razmerja verižnih podaljškov 
in reakcijske čase. Ko so optimizirali vse parametre, so izvedli reaktivne ekstruzijske 
eksperimente. Neodvisno od uporabljene procesne metode (a pod istimi procesnimi pogoji) 
je PD,L-LA z nižjo molarno vsebnostjo D enantiomera [3] pokazala višjo reaktivnost na 
reaktivni agent, ki se je sprožila ob višji termični občutljivosti. REX-kalandrirni proces 
zmanjša degradacijske reakcije med procesiranjem, vendar pa se pojavi tekmovanje med 
reakcijama degradacije in podaljševanja verig oz. razvejanja v obeh procesih. Reološka 
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karakterizacija je na koncu pokazala višjo stopnjo modifikacije v reološkem obnašanju taline 
pri REX-kalandriranih vzorcih. 
 
Raziskave so tekle tudi v smeri kalandriranja za proizvodnjo nanomaterialov. Leta 2014 je 
izšel članek [4], ki primerja zmožnosti ocene strukturne integritete dveh nanokompozitov: 
epoksi-črnega ogljika in epoksi-ogljičnih nanocevk. Gre za predstavitev nove metode za 
primerjavo strukturne integritete različnih tipov krhkih epoksidnih nanokompozitov 
polnjenih s karbonskimi nanostrukturiranimi polnili. S kalandriranjem in termičnim 
utrjevanjem so pripravili nanokompozitne palice iz epoksi in 0,2 vol. % črnega ogljika (angl. 
carbon black – CB) oz. 0,2 vol. % ogljikovih nanocevk (angl. carbon nanotube – CNT). 
Mehanske lastnosti nanokompozitnih palic so določili po Vickersovi metodi z indenterjem 
z diamantno glavo, da bi povzročili podpovršinske poškodbe. S štiri-točkovno metodo so 
analizirali električno prevodnost, da bi ocenili strukturne poškodbe, ki jo je povzročila 
indentacija. Za bolj izčrpno primerjavo so analizirali še lomno žilavost in prag pronicanja. 
Zaradi sistematično povzročenih indentacijskih poškodb so opazili 89% upad električne 
prevodnosti epoksi-CNT nanokompozita v primerjavi s 25% upadom epoksi-CB 
nanokompozita. CNT-ji se tako ponašajo z veliko boljšo zaznavo poškodb v krhkih 
nanokompozitnih strukturah v primerjavi s CB zaradi višjega razmerja (vlaknaste narave) in 
višje električne prevodnosti. 
 
Proces kalandriranja pa obeta tudi izdelavo okolju prijaznejših biokompozitov. 2016 so C. 
Baley, D. Cartié, P. Davies in sodelavci z avtomatskim plasiranjem vlaken (angl. automatic 
fibre placement – AFP) prvič izdelali biokompozit iz platna in polipropilena [5]. To je 
zahtevalo pripravo traku s kalibrirano širino iz impregniranih vlaknenih plošč. Enosmerni 
trakovi so imeli polimerno bogata področja na površini. Med izdelavo so polipropilen (PP) 
lokalno natalili z laserjem. Utrjevalni korak je bil izveden z vročo stiskalnico, da so 
zmanjšali količino praznin. Vlakna platna iz polisaharidov imajo omejeno toplotno 
odpornost, zato je bila potrebna optimizacija toplotnega cikla. Nadaljnja karakterizacija 
mehanskega obnašanja sicer ni pokazala poslabšanja lastnosti, ne glede na dodatni cikel 
taljenja. Izdelava platnenih polipropilenskih polproduktov s kalandriranjem vlaknenih plasti 
s polipropilenskim filmom je omogočila, da je kompozit pripravil robot s polaganjem trakov 
(AFP). Ta polprodukt je bil na začetku delno impregniran, a je imel površinske plasti PP, 
kar je bilo prikladno za varjenje trakov med seboj. Poroznost ni povsem izginila med AFP 
zaradi prenizkega tlaka pri kalandriranju, zato je bil potreben konsolidacijski korak. Zaradi 
omejene temperaturne odpornosti platnenih vlaken so kar se da zmanjšali toplotne cikle 
(časovno izpostavljenost temperaturi), da bi se izognili degradaciji. Izdelali so referenčni 
material z uporabo enakega polprodukta, a direktno v stiskalnici. Ta referenčni material je 
bil podvržen dvema toplotnima cikloma kalandriranja in stiskanja, z AFP izdelani materiali 
pa trem ciklom kalandriranja in stiskanja. Primerjava nateznih napetosti in strigov med 
ravninami je pokazala, da dodatni toplotni cikel ne vpliva na lastnosti kompozita. AFP se je 
pokazal kot obetavna metoda proizvodnje biokompozitov in odprla se je pot proizvodnji 
kompleksnejših komponent z okolju prijaznejšimi materiali. 
 
Leta 2016 je M. A. Shirai s sodelavci izvedla raziskavo [6] o učinkih adibatnih estrov na 
morfološke in mehanske lastnosti ter lastnost paro-neprepustnosti za folije iz polilaktične 
kisline/termoplastičnega škroba. Za izdelavo folij so tako uporabili zmes polilaktične kisline 
(ang. polylactic acid – PLA) in termoplastičnega škroba (ang. thermoplastic starch – TPS). 
Plastično so jo naredili z adibatnimi estri z različnimi molekulskimi masami (diizodecil 
adibat – DIA in dietil adibat – DEA). Material so procesirali z ekstruzijo in kalandriranjem 
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na pilotnem nivoju. Opravili so mehansko, morfološko karakterizacijo in karakterizacijo 
neprepustnosti tako dobljenih materialov. Povečanje vsebnosti TPS je vplivalo na mehanske 
lastnosti folij s povečanjem dolžine vzorcev in zmanjšanjem njihove togosti. TPS je dal 
folijam tudi bolj hidrofilen značaj, kar so opazili po izvedenem preizkusu prepustnosti vodne 
pare. Folije, plastificirane z DIA (z višjo molekulsko maso), so imele boljše mehanske in 
zaporne (za vodno paro) lastnosti kakor z DEA plastificirane folije, kar nakazuje, da je DIA 
učinkovitejši plastifikator. Mikrografi, dobljeni s konfokalno lasersko mikroskopijo in 
presevno elektronsko mikroskopijo, so pokazali različne morfološke lastnosti pri različnih 
razmerjih PLA in TPS (dispergirane ali sočasno neprekinjene strukture). Te morfologije so 
bile močno povezane z mehanskimi in zapornimi lastnostmi. 
 
Najnovejša raziskava na temo procesa ekstrudiranja s kalandriranjem za proizvodnjo 
plastike za prehransko industrijo (ki je bil uporabljen tudi v naši raziskavi), je članek (izšel 
2017) A. P. de Oliveira Pizzolijeve o učinkih količin želatine na lastnosti 
PLA/TPS/želatinskih ekstrudiranih in kalandriranih folij [7]. Torej, ali bi lahko s 
kalandriranjem proizvedli biorazgradljive ovitke za hrano. Ugotovili so, da je to mogoče in 
izdelali so nekaj folij na pilotnem nivoju. Vključki želatine v PLA/TPS mešanicah so se 
precej vmešavali v mikrostrukturne, mehanske in vodoodporne lastnosti, a niso imeli vpliva 
na permeabilnost vodne pare in gostoto. 
 
Kot lahko zaključimo iz zgornjih prispevkov, so kalandriranje kot kompleksen proces 
raziskovali mnogi predvsem kot možnost procesiranja materiala. Raziskovali so, kaj se z 
določenimi materiali dogaja med samim kalandriranjem in ali jih je sploh mogoče 
kalandrirati. pri nekih v naprej določenih pogojih. Sam proces kalandriranja v smislu 
razmerij med vhodnimi in izhodnimi parametri pa še ni povsem dobro modeliran, zato se 
končnih mehanskih lastnosti izdelanega produkta ne da v celoti napovedati. 
 
 
2.1.2. Kalandriranje in nevronske mreže 
 
V smislu uporabe nevronskih mrež kot matematičnega orodja za analizo pri procesu 
kalandriranja v literaturi zasledimo izredno malo objavljenih rezultatov. Leta 1992 so T. 
Sorsa, H. N. Koivo in R. Korhonen objavili članek, v katerem nevronskih mrež sicer niso 
uporabili za analizo samega procesa, pač pa za zaznavanje okvar v kalandru za papir. 
Ukvarjali so se z metodami zaznavanja situacije, pri kateri je verjetnost okvare posebno 
visoka. Operaterji imajo običajno občutek, ki temelji na izkušnjah situacij z visoko 
verjetnostjo okvare, a do tedaj je bilo nemogoče najti edinstveno množico pojavov, ki so 
povzročali okvare. Točke opazovanja sta avtorja raziskave zbrala s pomočjo izkušenega 
osebja. Ker je bilo o okvarah zelo malo znanega, sta uporabila nenadzorovane nevronske 
mreže za klasifikacijo izmerjenih podatkov in določanje situacij, pri katerih je stroj občutljiv 
na določeno okvaro. Kohonenove samo-organizirajoče značilnostne mape so se pokazale kot 
primerne zaradi ustvarjanja klasifikacij v katerih so razredi podobnih značilnosti, ki jih te 
mreže združujejo. Članek [8] prispeva dvoje. Najprej opiše matematične rezultate za 
zaznavanje okvar in na to konkretne aplikacije, in ne simulacijske študije, uporabe umetnih 
nevronskih mrež. 
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Leta 2003 je izšel članek A. Kostanjevca, M. Fajdige, T. Jurjevčiča in Z. Majcna o 
modeliranju testnih krivulj vročega stiskanja za kalandriranje tesnilnih materialov [9]. 
Poročali so o uporabi nevronskih mrež za oceno krivulj, pridobljenih z vročo kompresijo, za 
kalandriranje tesnilnih materialov na osnovi njihovih formul. Nevronske mreže so uporabili 
za predstavitev njihovega potenciala pri optimiziranju formul za nove kalandirane tesnilne 
materiale. V preteklosti, v veliki meri pa tudi zdaj, je optimizacija novega kalandriranja 
tesnilnega materiala temeljila na iteracijah poskušanja in popravljanja napak, kar traja dalj 
časa in je drago zaradi ponavljanja eksperimentalnih poskusov. Tudi po končanju testov pa 
končna formula tesnilnega materiala ni nujno optimalna. Dokazali so, da je s pomočjo 
nevronskih mrež, učenih s primernimi podatki iz majhnega števila krivulj, mogoče 
zadovoljivo raziskati veljavne obsege vhodnih podatkov. Na osnovi teh raziskav so dobili 
nekaj dragocenih informacij, ki bodo omogočale lažji razvoj novih kalandriranih tesnilnih 
materialov. Z uporabo mrež je hitrost konvergence do končne formule kalandriranih 
tesnilnih materialov lahko veliko višja, ker ni potrebno opraviti toliko eksperimentalnih 
testov visoke kompresije. 
 
Leta 2005 je bila objavljena raziskava o modeliranju gube v večplastnem kartonu [10], ki so 
jo izvedli G. Bortolin, P. O. Gutman in B. Nilsson. Opisuje model sive škatle za gubo in 
pregib kartonske plošče, ki jih proizvajajo pri Assi Domän Frövi na Švedskem s 
kalandriranjem. Glavne enačbe temeljijo na klasični teoriji laminacije kompozitnih 
materialov. Vsako plast smatrajo kot makroskopski, homogeni, elastični medij. Podatke za 
model so pridobivali od junija do septembra 2004 in kažejo splošno skladnost med 
napovedanimi in izmerjenimi krivuljami. Podatke, ki so preveč odstopali, so očistili s 
Hampelovim filtrom. Gre za filter v obliki nelinearnega premičnega okna. Očistili pa so jih 
tudi z metodo, osnovano na modelu sive škatle. Regularizacija in povratna eliminacija sta 
bili uporabljeni zaradi nizke prepoznavnosti problema. Model je bil dopolnjen s pod-
modelom nemerljivih oz. nemodeliranih motenj, ki so jih ocenili z razširjenim Kalmanovim 
filtrom. 
 
Iz zgornjih del sledi, da nevronske mreže niso bile širše uporabljane za analizo procesnih 
parametrov kalandriranja ampak kvečjemu za pojave napak na končnem izdelku ali strojnih 
delih pri samem procesu. 
 
 
2.1.3. Raziskave lastnosti polimerov 
 
V naši raziskavi nas je kot kalandirani material zanimal predvsem polipropilen, konkretneje 
njegove mehanske lastnosti po izpostavljenosti toplotnim obremenitvam, ki močno vplivajo 
na proces kristalizacije. Kako so raziskovali njegove lastnosti pri kristalizaciji, opisuje nekaj 
naslednjih del. 
 
1983 je H. Janeschitz-Kriegl, s sodelavci izdal članek o kinetiki kristalizacije polimerov, 
izpostavljenih strigu [11]. Predstavili so novo tehniko merjenja za rast plasti kristalov, v 
kateri so se izognili vplivu strižnega toka na lateralni prevod toplote vsaj do prvega približka 
(ločitev energijskih in gibalnih enačb). Pod okoliščinami, ki so jih ustvarili s to tehniko, so 
uspešno napovedali razvoj dveh stopenj rasti plasti: (i) rast v podhlajeno talino pri kratkih 
stičnih časih, (ii) omejitev rasti s hitrostjo hlajenja pri dolgih stičnih časih. Dejanska rast 
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plasti je bila izmerjena za talino industrijskega izotaktičnega polipropilena s pomočjo spletne 
mehanske meritve in potrjena z mikroskopskimi meritvami na mikrotomskih rezinah, 
narejenih iz povsem strjenega filma, kakršen je izšel iz strižne enote, posebej za preizkuse 
izdelane naprave (več o sami napravi v viru [11]). Opisali so tudi več različnih vidikov 
morfologije, kristalnih sprememb in rasti kristalov in podali nekaj mogočih trendov za 
prihodnje raziskave. 
 
V delu G. Ederja in H. Janeschitz-Kriegla o teoriji strižno inducirane kristalizacije 
polimernih talin, izdanem 1988 [12], so združili elemente reoloških lastnosti polimerne 
taline in kinetike kristalizacije polimerov. Konkretno, nagnjenost taline k posebnemu tipu 
kristalizacije, ki je karakteristična pri strigu, naj bi se postopoma pojavila med strižnim 
tokom. Sledili so Avramijevim zgodnjim idejam o kristalni rasti in predstavili indukcijski 
čas. V principu je mogoče pripisati model kateremu koli toku in toplotni zgodovini. Zelo 
podrobno so obravnavali poseben primer izotermnega toka pri konstantni hitrosti striga. 
Primerjava z eksperimentalnimi rezultati, kot sta jih objavila Lagasse in Maxwell, je bila 
ugodna. 
 
M. Elmajdoubi in T. Vu-Khanh sta leta 2003 raziskala učinke hitrosti hlajenja na obnašanje 
polipropilena pri lomu [13]. Namen njunega dela je bil raziskati vpliv morfologije, ki jo pri 
litju povzroči hitrost hlajenja, na časovno-temperaturno odvisnost obnašanja PP pri lomu. 
Izvedli so porušitvene teste pri obremenitvenih hitrostih na intervalu od 0,2 mm/min do 2,5 
m/s z uporabo vzorca z zarezo z enim robom, ki so ga upognili z upogibnim preizkusom. 
Rezultati kažejo, da prehodna temperatura od krhkega do duktilnega obnašanja narašča s 
padajočo hitrostjo hlajenja. Pri zelo nizki hitrosti obremenjevanja (0,2 mm/min) pa je opaziti 
obraten učinek. Prehodna temperatura med krhkim in duktilnim stanjem se niža z nižjo 
hitrostjo hlajenja. Pri nizkih hitrostih testa se učinek loma zmanjšuje z nižjo hitrostjo 
hlajenja. Nasprotno pa se ob udarcu lomna žilavost PP poveča z nižanjem hitrosti hlajenja. 
To sta razložila z mehanizmom otopitve dna razpoke zaradi adiabatnega segrevanja pri 
visokih hitrostih obremenjevanja. Učinek otopitve ima za rezultat znatnejšo plastično 
deformacijo kristaliničnega dela, za kar porabi več energije. Prehod med krhkostjo in 
duktilnostjo okarakterizira proces aktivacije energije, ki ga izraža Arrheniusova enačba. 
Zmanjšanje hitrosti hlajenja se odraža v zmanjšanju tako pred-eksponencialnega faktorja, 
kakor tudi energijske meje, ki določa časovno-temperaturno odvisnost obnašanja loma. 
Zmanjšanje pred-eksponencialnega faktorja ustreza bolj urejeni morfologiji zaradi znižanja 
entropije in višji kristaliničnosti. Zmanjšanje aktivacijske energije z višjo stopnjo 
kristaliničnosti navaja na to, da prehod med krhkostjo in duktilnostjo prav tako vključuje 
primarni proces relaksacije in prehod postane bolj odvisen od sekundarnega gibanja 
segmentov verig PP. Njuni rezultati so pokazali, da odnosa med hitrostjo deformacije, 
temperaturo in mehanskimi učinki PP ne nadzira samo molekularna relaksacija, pač pa je 
tudi močno odvisen od morfologije. 
 
Naslednje leto (2004) je izšel članek A. Genoveseja in R. A. Shanksa o kristalizaciji in 
taljenju izotaktičnega PP (iPP) kot odziv na temperaturne modulacije [14]. Kristalizirala sta 
ga z uporabo temperaturne modulacije v primerjalnem kalorimetru (angl. differential 
scanning calorimeter – DSC), da bi odebelila kristale, ki so se oblikovali ob hlajenju iz stanja 
taline. Uporabila sta metodo modulacije hladno-vroče pri pripravi vzorcev pod serijo 
različnih pogojev. Spremljala sta učinek modulacijskih parametrov, kot sta temperaturna 
amplituda in perioda, pri hitrosti segrevanja, ki je sledila. Odebelitev lamel, kot rezultat 
kristalizacijske obravnave, omogočene s hladno-vročo metodo, je privedla do povišanja 
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najvišje temperature taljenja in končnih sledi taljenja. Talilni vrh iPP se je npr. zvišal za 
3,5°C s temperaturno amplitudo 1,0°C, medtem, ko se je kristaliničnost zvišala iz 0,45 
(linearno hlajena) na 0,53. V nekaterih primerih je bilo moč opaziti več talilnih endoterm, 
kar pa je bilo občutljivo na temperaturne spremembe pri hlajenju. Tudi s počasnejšo hitrostjo 
hlajenja v ozadju in majhnimi temperaturnimi amplitudami se je zgodilo nekaj kristalizacije 
in reorganizacije med naslednjim testom. Kristaliničnost se je znatno povečala, kar je bilo 
moč pripisati popolnosti kristala pri površini rasti kristala. Dodatno sta s temperaturno 
modulirano DSC (TMDSC) preučevala taljenje iPP za različne kristalizacije. Povratni in 
nepovratni prispevek pod časovno skalo eksperimenta je bil modificiran z relativno kristalno 
stabilnostjo, ki se je oblikovala med kristalizacijo. Večina taljenja iPP je bila nepovratna. 
 
Leta 2005 je izšla raziskava kristalizacije PP pri različnih hitrostih hlajenja A. Gradysa, A. 
A. Minakova, T. Hashimota in sodelavcev [15]. Kristalizacija PP se lahko torej odrazi v 
oblikovanju različnih kristalnih modifikacij odvisno od zunanjih pogojev. Mehanizmi 
oblikovanja različnih kristalnih modifikacij PP so še vedno stvar debate. Raziskali so 
neizotermno kristalizacijo taline iPP pri hitrostih hlajenja od 1 do 180.000 K/min z uporabo 
dveh tipov primerjalnih kalorimetrov: standardne naprave Perkin-Elmer DSC Pyris-1 in ultra 
hitrega kalorimetra. Dodatne rezultate so pridobili s širokokotnim razprševanjem žarkov X 
in optično mikroskopijo. Pri hladilnih hitrostih pod 6000 K/min je samo en eksotermni vrh, 
ki ustreza sočasni kristalizaciji α- in β-modifikacije. Pri višjih hitrostih hlajenja od 6000 
K/min je še en vrh DSC pri nizkih temperaturah, ki ustreza oblikovanju mezomorfne faze. 
Pri višjih hitrostih od 36.000 K/min ni sledu o oblikovanju faze katerega koli reda. Po 
njihovem mnenju lahko to kompleksno obnašanje, opaženo med kristalizacijo iPP, 
pojasnimo z uporabo koncepta metastabilne faze. Povečanje β vsebnosti v vzorcih s 
pigmentom kinakridona so opazili samo pri zelo nizkih hitrostih hlajenja, kar je ustrezalo 
visoki temperaturi kristalizacije in nizki hitrosti homogene tvorbe jeder. 
 
O kristaliničnosti kot pojavu je bilo napisanega precej, vendar ta ni bil v zadostni meri vezan 
na mehanske lastnosti kot povzročitelj različnih mehanskih karakteristik materiala s takšno 
ali drugačno vsebnostjo kristaliničnih struktur. 
 
Iz do sedaj zbrane literature smo ugotovili, da ne obstaja veliko literature, ki bi preučevala 
mehanske lastnosti, dobljene s kalandriranjem. Kalandriranje je kompleksen proces, ki so ga 
do sedaj modelirali s pomočjo enega samega materiala, pa še tu ne popolnoma, saj so uspeli 
fizikalno pojasniti zgolj kaj se v materialu med kalandriranjem dogaja, ne pa tudi, kakšne 





Kalandriranje kot proces se pojavlja v mnogo industrijah, kot je npr. industrija plastike, 
gume, papirja, kompozitov, lesa, kovin. S pomočjo postopka se izdelujejo ali končno 
obdelajo plošče, navite pole, folije ali filmi določene debeline, končnega izgleda in 
površinskih lastnosti, kot je gladka, svetleča, glazirana ali vzorčasta površina. Pri 
termoplastih gre za proces za proizvodnjo kontinuirane pole ali filma s stiskanjem taline med 
pari nasprotno vrtečih se ogrevanih valjev, s čimer pretvorimo termoplastičen material v 
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kontinuirano folijo, film ali ga dovedemo za nanašanje plastičnih prevlek tekstilom, papirju 
in drugim nosilnim materialom. 
 
 
2.2.1. Proces kalandriranja 
Sam proces predstavlja alternativo ekstrudiranju, pri katerem ima običajni film lahko tudi 
debelino npr. samo 75 mikronov. Končni proizvod je lahko poliran ali z vzorcem na površini, 




Namen kalenderja je dovesti dovolj energije za pretvorbo testaste polimerne mase v film ali 
polo z mešanjem, stiskanjem in prehajanjem med tremi ali več zaporednimi gretimi, visoko 
poliranimi jeklenimi valji z nadzorovano hitrostjo, pri čemer mora biti dodajanje toplote 
pazljivo, da ne bi povzročili degradacije materiala. Obstaja mnogo variacij, katerim so 
skupni valji, ki stisnejo plastično talino z velikimi silami v tanek film ali zamreženo 





Slika 2.1: Shema kalandra s predstavitvijo postavitve valjev in njihovim namenom 
 
Prvi kalanderji so bili vertikalni, trivaljni in so bili namenjeni predelavi gume. Pojavile pa 
so se težave s kalandriranjem polimernih materialov: zagotavljanje dovajanja materiala v 
horizontalno špranjo, razlike v debelinah, temperaturne razlike zaradi uporabe valjev s 
polnimi sredicami, nobene možnosti nastavitev križanja osi ali upogiba valjev za 
kompenzacijo sil dovedenega materiala na valje, pa tudi nestabilnost postavitve valjev zaradi 
spreminjanja tlaka v dovodni špranji. Te izzive so s časom odpravili, še posebno na manjših 
kalanderjih. Izdelali so valje z zamiki, da bi odstranili veliko težavo horizontalnega 
dovajanja s tem, da material gravitacijsko pada v vertikalni prehod, kar prihrani delovno 
mesto ali strojno podajanje. Zmanjšali so tudi tlačna nihanja dotoka do naslednjih špranj s 
konstrukcijskimi rešitvami določenih prostostnih stopenj posameznih valjev v določenih 
smereh. Variacije v debelini folije so zmanjšali s prilagodljivimi ležaji valjev, možnostjo 




valja, ki določata debelino 
odjemni (hladilni) valj 
ožanje (rezanje) po 
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Talina polimera pride v kalander iz mešalca materiala in dvovaljnega mlinskega sistema ali 
iz velikega ekstrudorja (slednje je tudi primer pri kalandru, uporabljenem v tem delu). 
Kalander lahko polnimo direktno iz ekstrudorja ali preko dodatnega polnilnega mehanizma 




Slika 2.2: Shema ekstrudorja. Prirejeno po viru [17] 
 
Pred prvim parom valjev so lahko dodani še kakšni detektorji kovin ali drugih trdih nečistoč, 
ki bi lahko povzročile poškodbe na valjih – najdražjih delih kalandra. Pomembno je, da je 
hala, v kateri stoji kalander, relativno čista in dovajani material ni s čimer koli kontaminiran. 
Valji kalanderjev (lahko jih je do 6) tvorijo I, L ali Z razporeditve, ki pa imajo tudi svoje 
variacije glede na orientacijo »črke« valjev. Nekaj najpogostejših razporeditev prikazuje 
slika 2.3. Večje število valjev omogoča boljše, bolj natančne končne obdelave izdelka. 
Kalander s tremi valji običajno zadostuje, če hočemo npr. foliji dodati prevleko na eni strani. 
Štiri valje pa potrebujemo pri zelo tankih prevlekah. S štirimi valji prav tako lahko simultano 
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Značilnosti posameznih, bolj priljubljenih konfiguracij/razporeditev valjev: 
 Z – zmanjšanje višine postrojenja, s tem zmanjšanje potrebnega prostora in stroškov 
gradnje; nižje izgube toplote filma zaradi krajše poti od enega do drugega valja; in 
preprostejše gradnje stroja; manj kompenzacij za upogibanje valjev saj v nobeni smeri 
nista več kot dva valja; težavno dostopanje do 2. in 3. valja pri nagnjeni konfiguraciji; 
težji dovod veliko materiala pri nagnjenem Z, saj špranja ne zadrži toliko materiala. 
 L – trije valji vertikalno pomeni precej porabe prostora, več kompenzacije zaradi upogiba 
treh ali več zaporednih valjev; najbolj pogosta je različica obrnjenega L. 
 
Osnovna operacija oblikovanja je do samega kalandra lahko tudi končana (kalandriranje 
samo kot glajenje npr.), vendar glavno operacijo kalandriranja izvedejo ti greti valji. Prvi 
par valjev predstavlja začetni nadzor dovajanja materiala v sistem valjev (presežek materiala 
ostaja pred špranjo). Vmesni valji po parih zagotavljajo postopno tanjšanje debeline filma in 
njegovo širjenje. Končno debelino določa špranja zadnjega para valjev, ki jih včasih 
imenujejo valja za nadzor mer [17]. 
 
Reliefno, vzorčasto površino lahko proizvedemo z uporabo graviranih valjev. Folija lahko 
vanje dobesedno pade vertikalno. Po navadi imajo tri valje: sam gravirni valj, hladilni 
gumijasti valj in še enega, hlajenega, stičnega v paru z gumijastim. Temperaturo je tu 
potrebno nadzirati do ±1°C natančno. 
 
Vroča plastika se lahko še drži zadnjih kalandrirnih valjev, zato film ne pade z njih. 
Enakomerno ga je treba po širini potegniti dol. To storimo z lupilnim valjem, ki običajno 
stoji 75 mm do 150 mm od zadnjega valja, na višini, ki film obrne za okoli 270° okoli 
zadnjega kalandirnega valja. Ker vroča plastika vstopa v stik z relativno hladnim lupilnim 
valjem, lahko pride do težav z vlago zaradi kondenzacije na površini ne samo v obliki 
rjavenja, pač pa kemične reakcije z določenimi polimeri, kar poškoduje površino valja. Da 
bi to preprečili, je telo valja oblečeno z visoko vpojnim materialom (tekstilom). Lahko pa 
sledijo še dodatni hlajeni valji z natančno določeno površino in temperaturo. Tanjši kot je 
film, bolj se drži valja. Zato je potrebno tudi hitrost lupilnega valja prilagajati glede na hitrost 
kalandriranja. Ko je enkrat vzpostavljeno razmerje hitrosti, ga je treba vzdrževati. Če se 
spremeni hitrost kalandriranja, je potrebno za konstantno razmerje spremeniti tudi hitrost 
lupilnega valja. 
 
Precejšen del postrojenja zavzamejo še dodatni valji, ki jih je od 2 do 20, odvisno od debeline 
filma in hitrosti linije. Tu dopuščamo počasnejše hlajenje na sobno temperaturo in se s tem 
izognemo situaciji hlajenja s šokom. Slednje lahko pri določenih plastikah zmanjša fizikalne 
oz. mehanske lastnosti (npr. pri togem PVC). 
 
Obrezovanje po širini se lahko izvaja na samem kalandru ali tik pred navijanjem. Bolj 
ekonomično je obrezovati pri kalandru, saj lahko tople odrezke odvedemo direktno nazaj v 
dovajalni sistem. Po hlajenju plastiko obrežemo na robovih in navijemo. Glede na 
učinkovitost linije lahko prirezani material znaša 5% širine folije. Zaželjeno je seveda, da je 
obrezovanja čim manj. 
 
Pred končno operacijo navijanja gre po navadi material še skozi hladilni stolp, kjer se film 
ovesi. Na koncu sledi valj za navitje pol, folij ali filmov. Valj za navitje je lahko uporabljan 
tudi za nadzor natega filma, ki se giba skozi kalandirne valje. Do navitja mora biti folija 
dovolj ohlajena, sicer pride do premikov zaradi sproščanja notranjih napetosti, kar lahko 
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rezultira v blokiranju navitega ali uničenju profila, če je bil ta vtisnjen. Idealno naj bi se 
navijalo plastične folije pri okoli 10°C [17]. Dve običajni metodi navijanja sta centrirno 
navijanje in delanje svežnjev po površinah. Končni produkti pa niso vedno naviti. Lahko so 
rezani v plošče z rotacijskimi rezalniki ali avtomatskimi giljotinami, ki se jih namesti 
namesto opreme za navijanje. Pri centrirnem navijanju se en konec vretena vpne v gnano 
jamico. Potrebna je enakomerna napetost filma, sicer izdelek ne bo enakomerne debeline. S 
povečevanjem role se veča vztrajnostni moment in prevzemna sila na vsak obrat. Če pogon 
ne more kompenzirati tega povečevanja sile, pride do spremenljive navojne napetosti skozi 
celotno rolo. S pravilno napetostjo pri navijanju lahko navijamo tako toge kot prožne 
plastike. Težavam z napetostjo se izognemo z uporabo drseče sklopke med vretenom in 
pogonom, običajneje pa je pogon sicer direktno priklopljen na nadzorovan elektromotor. To 
zagotavlja napetost na foliji s prej določeno vrednostjo ne glede na povečevanje premera 
med navijanjem role. Da bi lahko rolo zamenjali, imamo podvojeno postrojenje za navijanje. 
Dokler se ena rola navija, drugo odstranjujemo. 
 
Dodana je lahko še druga pomožna oprema. Lahko je dodan sistem za orientiranje z 
raztegovanjem v smeri postrojenja in/ali prečno z uporabo hladilnih valjev ali postrojenje za 
raztegovanje v obeh smereh, postrojenja za ponovno zagrevanje, okraševanje, paranje na 
trakove, zatesnjevanje s toploto, ovešanje, itd. 
 
Kalanderji so izdelani v skladu s potrebami naročnika, zato so pogosto dokaj unikatni. Ko 
pa so enkrat postavljeni in začnejo nepretrgano delovati, je cena po enoti filma ali folije nižja 
od drugih proizvodnih procesov, kot je npr. ekstrudiranje. Kalandriranju lahko sledi dodatna 
obdelava plastične pole ali filma (barvanje, vtiskovanje vzorcev,…). 
 
Kalandrirni valji so povprečno veliki do 90 cm premera in 250 cm širine. Kapaciteta prehoda 
materiala znaša nekje do 4 t/h, pri čemer lahko hitrosti vrtenja znašajo tudi do 2 m/s za 
določene tanke upogljive filme, debeline manj kot 0,1 mm. 
 
Z nadzorne postaje lahko nadziramo številne mehanske parametre procesa, kot so širine 
špranj, upogib valjev, razmerja tanjšanja, itd. Pravilna uporaba razmerij tanjšanja npr. 
dovoljuje hitrejše končno navijanje. 
 
Kalandirne linije so drage v smislu kapitalnega vložka v stroje. Cene se vrtijo okoli 10 
milijonov evrov oz. stanejo vsaj nekaj milijonov evrov. Do sedaj verjetno največjo linijo so 
zgradili Kleinewefers Kunststoffanlagen GmbH v Münchnu, v Nemčiji, za procesiranje 
PVC-ja [17]. Cena za 5 valjno L-konfiguracijo je bila okoli 30 milijonov evrov (1999). 
Telesa valjev so bila v tej liniji široka 350 cm, s premerom 77 cm in kapaciteto predelave 4 
t/h. 
 
Procesu kalandriranja je konkurenčna ekstruzija filmov in pol, saj je vložek kapitala v sam 
ekstrudor majhen v primerjavi z deležem vložka v kalander. A vendar so visoka kvaliteta, 
količine in raznovrstnost produktov tisto, kar daje prednost kalandriranju, še posebno, ko gre 
za temperaturno občutljive materiale. Poleg elastomerov je najbolj uporabljani material za 
kalandriranje polivinil klorid (PVC), v zadnjem času pa se zaradi reciklabilnosti uveljavljajo 
tudi etilen-stiren interpolimeri (ESI) in termoplastični olefini (TPO). Kalandira pa se tudi 
polimerne mešanice in kompozite, kar predstavlja svojevrstne izzive zaradi zapletene narave 
teh materialov. Pogosto se predeluje tudi vinilne plastike. 
 




2.2.1.2. Vpliv postrojenja na material 
V tem podpoglavju bomo opisali kako postrojenje vpliva na sam material. Izdatnejši opisi 
so z raznimi matematičnimi modeli podrobneje dostopni v virih [1], kjer je podan tudi opis 
do tedaj znanih matematično-fizikalnih modelov dogajanja v materialu, in [17], ki ga 
povzemamo v nadaljevanju. Pred špranjo parov valjev se nakopiči material, kar je navadno 
vidno samo pred prvim parom valjev. Gre za odebeljen del, iz katerega se napaja špranja. V 
primeru nepravilnega delovanja lahko nastanejo na končnem izdelku napake v obliki 
neenakomerne površine. Do tega pride zaradi nepravilne temperature valjev ali napačnega 
dotoka materiala. Napake zmanjšamo z optimizacijo dotoka, hitrostjo kalandriranja in 
temperaturami valjev. S tem spravimo pod nadzor količino materiala, ki se nabira pred 
špranjo. Zadrževanje materiala v tej odebelitvi je lahko precej dolgo, saj z vsako rotacijo v 
špranjo pride le majhen delež materiala naenkrat. Material je zato tam izpostavljen 
dolgotrajnim povišanim temperaturam. Tem je izpostavljen zelo kratko, ko enkrat preide v 
špranjo, a tam nanj delujejo povečane strižne razmere. Območje zadnje špranje je 
najpomembnejše za hidrodinamske analize in določanje spremenljivk toka (npr. tlaki in sile), 
ki vplivajo na končne lastnosti filma. Dobra izvedba kalandriranja zahteva natančen nadzor 
nad vsemi parametri: temperaturami valjev, tlaki in hitrostjo rotacij. Kalandriranje mešanice 
granul, plastičnih drobcev in različnih barv ima lahko nenavadne (včasih tudi želene) 
dekorativne učinke (npr. marmorizacijo). 
 
Ko material preide drugi in vse morebitne nadaljnje pare valjev, se debelina folije stanjša. 
Začetni trije (naš primer) ali štirje valji so ogreti z notranjim virom toplote (npr. dovodom 
vode, ki se greje z grelci). Razliko v hitrostih med dvema valjema imenujemo trenje (pri nas 
te razlike ni, celotna linija ima konstantno določeno hitrost s kalandrirnimi valji). Slednje v 
kombinaciji s temperaturo povečuje strižno mešanje in prenaša talino od enega para valjev 
k drugemu. Lastnosti, kot so adhezivnost na valje in trdnost taline, sta tudi pomembni, ko 
material zapušča zadnjo špranjo in ga odjemni valj (ki je lahko tudi hlajen) potegne do 
naslednjega. Nadaljnji valji so namenjeni hlajenju filma na sobno temperaturo. 
 
Plastike, ki se talijo do nižjih viskoznosti, niso primerne za kalandriranje. Na zmožnost 
procesiranja imajo lahko velik vpliv razni aditivi. Z njimi lahko dosežemo tudi povečanje 
kalandrirnih hitrosti. Prav tako omogočajo proizvodnjo filmov s strožjimi tolerancami glede 
debeline, izboljšajo uniformnost in omogočajo učinkovitejšo izdelavo debelejših folij. 
 
Pri procesu kalandriranja se lahko pojavijo izredno visoki tlaki na telo valja (tudi do 40 
MPa), kar lahko valj upogne ali ga odmakne od drugega. Tlake povzroča material, ki teče 
med valji. Če ne kompenziramo tlakov, je rezultat folija, ki je debelejša na sredini in tanjša 
ob robovih. Količina potiska materiala je odvisna od metode dovajanja materiala, 
temperature, obnašanja toka plastike, potrebne debeline in širine ter hitrosti linije. Valji se 
ne upogibajo kakor preprost nosilec, podprt na vsaki strani in enakomerno obremenjen, saj 
se premer spreminja – veča proti sredini. Zaradi tega je neenaka tudi razporeditev tlaka. 
Oblika upogiba je tako bližja črki omega, če bi ga skalirali. Spreminjajoč premer se kot 
korekcijski ukrep uporablja skupaj s križanjem osi in upogibanjem preko dodatnih ležajev 
med podpornimi in telesom valja, preko katerih s pomočjo hidravličnih cilindrov dovedemo 
silo na os. Poleg tega so sama telesa valjev izdelana iz bolj trdih jekel, z višjim modulom 
elastičnosti ali z dvokomponentno jekleno konstrukcijo. Obremenitve valjev na material se 
v povprečju gibajo nekje med 175 kN/m pa do 875 kN/m. 




Kalandriranje zahteva visoke, stalne temperature s čim manj nihanji preko valjev ob 
apliciranju tlaka na talino. Tok materiala je povezan s trenjem med materialom in valji, 
viskoelastičnostjo materiala in tlakom na plastiko. Nastavitve temperatur in hitrosti 
nadzirajo dimenzije končnega izdelka. Hitrosti se gibajo od 0,03 m/s do 0,15 m/s, 
temperature so odvisne od tališča materiala. Poleg različnih tlakov in temperatur lahko na 
debelino folije vplivajo še nehomogenosti, težave z mazavostjo materiala, okvare na tlačnih 
in temperaturnih senzorjih, druge okvare nadzora linije, poškodovani valji, ipd. 
 
Procesne razmere in s tem končne lastnosti so drugačne za vsak tip polimernih materialov 
zaradi količine njihovih aditivov, polnil, ojačitvenih struktur, ipd. Zato je pomembno 
pravilno pripraviti zalogo materiala in dodatkov glede na masovni delež, kakor tudi po 
zaporedju mešanja. Temu sledi priprava sistema, izmera začetne debeline kalandriranja, 
zahteve navijanja in hitrost linije. Na pripravo materiala vplivajo še končni izgled (prosojno, 
mat, sijoče, prozorno,…), če ga je potrebno obleči ali laminirati na substrat (tkanino, 
plastični film ali folijo, kovinsko folijo, mrežo, itd.), če ga je potrebno gravirati oz. vtisniti 
vzorec, morda zagotoviti različna zamreženja ob hlajenju. Lahko so zahtevane posebne 
lastnosti izdelka, kot so optična čistost, eno- ali dvoosna orientacija struktur, ipd. 
 
Včasih se dodajajo tudi toplotni stabilizatorji za zagotovitev pravilnega procesiranja. 
Zagotavljajo dovolj mazanja, da bi preprečili ali vsaj nadzirali toploto, ki nastane zaradi 
trenja. Stabilizatorji so tudi zelo učinkoviti za preprečevanje lepljenja materiala na valje, ki 
bi z njim s časom postali oblečeni, to pa bi motilo pravilnost končnih lastnosti površine in 
debeline folije. Tako odloženi material je na začetku mehak in voskast. Komaj se ga vidi na 
kovinski stični površini valjev. Ko pride do t.i. oploščenja (angl. plate-out), je potrebno linijo 
ustaviti ter očistiti kontaminacijo. 
 
 
2.2.2. Procesiranje materiala 
Naslednji dve podpoglavji smo povzeli po virih [17] in [18], kjer so tudi podrobneje podane 
specifike za nekaj konfiguracij postrojenj. Tu podajamo zgolj značilnosti procesiranja, ki 
veljajo za kalander, uporabljen v tej raziskavi. Polimerni material procesiramo med 
zahtevano temperaturo in kritično temperaturo za degradacijo. Čas toplotne obremenjenosti 
zato postane posebno pomemben za celoten proces. Procesor zmanjša količino taline v 
špranji valjev, saj je treba zadrževanje plastičnega toka pri visoki vročini nadzirati in omejiti. 
To storimo s procesnimi spremenljivkami kot so tok, toplotna stabilnost in točka mehčanja. 
Nanje vpliva polimerizacijska tehnika, doseg katere koli stopnje polimerizacije in 
porazdelitev molske mase. 
 
Zaradi viskoznosti polimera se med procesom razvije strig v talini. Ta je velikega pomena 
med valji. Kalander oblikuje mrežo kot bi jo kontinuirano ekstrudiral med valji. Za razliko 
od procesiranja z navadno ekstruzijsko linijo, se polimerne mase pri kalandriranju ne da 
omejiti. Zaradi tega sta osnovnega pomena učinek striga in širok pas taline. 
 
Da pelete polimera stalimo in premešamo, uporabljamo: 
 Banburyjeve mešalnike, 
 Farrelove kontinuirne mešalnike (angl. Farrel continuous mixer – FCM), 
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 Bussova mesila (angl. Buss Ko-Kneader – BKK), 
 Ekstrudorje (na planetna gonila, angl. Planetary gear extruder – PGE). 
 
Pravilno mešanje in čim krajše zadrževanje materiala na vročini doprinesejo h kvalitetnemu 
izdelku. Staljena masa je lahko potisnjena še na dvovaljni mlin. S tem dobimo dodatno 
regulacijo toka, če pričakujemo dodatne ostanke ali pa imamo zgolj blažilno komponentno 
pred vhodom v kalandirne valje. Material mora biti do prve špranje kalandra že dobro zlit, 
homogen v sestavi in relativno enotne temperature. Optimalna povprečna temperatura za 
dobro zlitje je odvisna od materiala. 
 
 
2.2.3. Proizvodi kalandriranja 
Proizvedene plošče, pole, folije ali filmi služijo za mnoge končne proizvode, katerih del so: 
 kartice (bančne, identifikacijske, idr.), 
 prevleke in tekstil, 
 prtljaga, ročne torbe, 
 napihljive igrače, 
 knjige in vezava za knjige ter industrija tiska, prožni material na površini tiskarskih 
valjev, ali valjev tekstilne, jeklarske industrije, pisarniških strojev, strojev za proizvodnjo 
plastičnih izdelkov, 
 produkti industrije oblek in obutve (obleke za dež, nepremočljiva obutev,…), 
 posode za prehrambeno, farmacevtsko in kemično industrijo, 
 etikete in lepilni trakovi – električarski in vodovodarski, 
 avtomobilska industrija (interier in oprema, blažilniki udarcev pri vratih, prevleka 
oblazinjenja stropa v avtomobilu, zadnja okna strehe kabrioletov), 
 sestavni deli gradbenih objektov in pohištva (kemična izolacija, hidroizolacija, talne 
obloge, obloge bazenov, jarkov in zbiralnikov tekočin, pokrivni elementi za poljedelske 
pridelke in tople grede, zavese za tuš, prevleke oblazinjenega pohištva, na tlak občutljivi 
adhezivi,…). 
 
Namen uporabe je lahko: kompresija, vodilo, vzorčenje, prenos, zaščita, barvilo, sposobnost 
absorpcije, zdravljenje, konzerviranje, tiskani medij. 
 
V podjetju Panplast d.o.o., s katerim smo pri tej raziskavi sodelovali, za kalandriranje folij 
kot polizdelkov uporabljajo plastične granule in razne dodatke, ki so prav tako v obliki 
granul (barvila, ipd.), ali pa so dodatki že v osnovnih granulah materiala. Primere teh surovin 
prikazuje slika 2.4. Vidimo lahko, da so granule različnih oblik (zrna, kroglice, peleti, 








Slika 2.4: Granulati raznih materialov [52] 
 
Kalandirane folije nato s termoformiranjem pretvorijo v končne izdelke – prehransko 
embalažo, kot so npr. te na sliki 2.5: zgoraj levo za (pol)pripravljene jedi, spodaj levo za 




Slika 2.5: Primeri prehranske embalaže, izdelane s kalandriranjem in štancanjem [52] 
2.3. Polipropilen 
Polipropilen (PP) je trd polimerni material, makromolekula, ki je produkt polimerizacije 
propilena z makromolekulsko formulo (C3H6)x. Kot surovina v industrijskih procesih se dobi 
v obliki belega prahu, kroglic ali granul, ki jih stabilizira in modificira proizvajalec 
materiala. Zanimiv za proces kalandriranja je postal kot eden od poliolefinov konec 
sedemdesetih let. Pokazal je velik potencial, da na obstoječih trgih nadomesti (in prodre na 
nove) do tedaj najbolj uporabljani polivinil klorid (PVC), ki je bil več desetletij kalandiran 
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z le malo težavami in katerega proces kalandriranja je bil dodobra uveljavljen. Proces ima z 
uporabo novega materiala (PP) potencial biti bolj okolju prijazen [18]. 
 
PP ne potrebuje predhodnega mešanja, ker lahko smolo (in obarvane mešanice v primeru 
barvanih produktov) doziramo neposredno v talilni mešalec, ki je največkrat planetni ali 
dvovijačni ekstrudor. Namen koraka mešanja taline pri kalandriranju PP je umešati 




2.3.1. Lastnosti kalandirnega polipropilena 
PP je semikristaliničen material (slika 2.4). Kristaliničen material načeloma pomeni 
neprozorno strukturo, semikristaliničen prosojno, amorfen pa prozorno. Zaradi kristalinične 
strukture ima PP veliko razliko v gostoti med trdnim in stanjem taline, njegov temperaturni 
obseg pa je v primerjavi z amorfnimi materiali, kot je PVC, zelo ozek. Med hlajenjem se v 
kristalizirajočem PP tvorijo visoke mehanske napetosti, ki lahko povzročijo defekte v 
končnem izdelku. Iz tega sledi, da je nadzor hlajenja med kalandriranjem PP ključnega 
pomena. Tipične delovne temperature se za PP gibljejo med 170°C in 200°C [18]. 
Temperatura procesiranja je močno odvisna od tipa PP, prav tako pa je pomemben čas 
izpostavljenosti temperaturnemu procesiranju. Za razliko od PVC, pri PP med 
kalandriranjem ne nastajajo strupeni hlapi, saj PP ne degradira tako zlahka in ne vsebuje 
hlapljivih plastifikatorjev. PP nikoli v svojem življenjskem ciklu ne oddaja vonja. Ko se ga 




Slika 2.6: Shema prikazuje semikristaliničen material, ki nima samo kristalne sestave, pač pa ima 
tudi amorfna področja. Prirejeno po viru [19] 
2.3.2. Učinki temperature na PP 
Ker je PP semikristaliničen material [53], pomeni, da ima dva tipa področij: 
 Amorfna, pri katerih so molekule razporejene naključno in prepletene. Če je material 
samo amorfen, ima steklast, prosojen izgled. Nima točno določene točke tališča, ampak 
se postopno mehča z naraščajočo temperaturo. Ti materiali spremenijo viskoznost pri 
segrevanju, a redko tečejo tako zlahka kot semikristalinični. Njihov tok je izotropen, se 
kristalno področje amorfno področje 
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enakomerno krčijo v smeri in prečno na smer toka. Amorfni materiali zato izražajo nižje 
krčenje v smeri in prečno na smer toka in so manj nagnjeni k torzijskemu sukanju kot 
semikristalinični. 
 Kristalinično, pri katerih so molekule zložene tesno skupaj v prepoznavnem vzorcu. 
Kristaliničnemu področju pravimo kristalit ali lamela znotraj amorfne matrice. Stopnja 
kristaliničnosti lahko zelo niha znotraj istega polimera v odvisnosti od molekulske mase, 
stopnje razvejanosti, itd. Povečana stopnja kristaliničnosti poveča gostoto, togost in 
odpornost, a zmanjša prožnost in natezno trdnost. Ko se tak material hladi iz staljenega 
stanja, začnejo rasti kristali okoli posameznih jeder in se širiti navzven. Ker se širijo na 
vse strani, oblikujejo t.i. sferulite. 
 
PP tako združuje moč kristaliničnega polimera s fleksibilnostjo amorfnega. Tak material je 
žilav in se lahko upogiba brez porušitve. 
 
Vsak polimer je okarakteriziran s temperaturo, pod katero se mobilnost njegovih molekul 
drastično zmanjša, material pa postane krhek in steklast. Tej temperaturi pravimo 
temperatura steklastega prehoda. Izmerjena temperatura steklastega prehoda (Tg) je 
odvisna od molekulske mase, toplotne zgodovine, starosti, merilne metode in hitrosti 
segrevanja ali ohlajanja. Termodinamski prehodi so lahko prvega ali drugega reda. 
Termodinamski prehod prvega reda označuje prenos toplote med sistemom in okolico, pri 
čemer se sistemu naglo spremeni volumen. Pri prehodu drugega reda ni prenosa toplote, 
se pa spremeni toplotna kapaciteta. Volumen se spremeni kot odziv na povečano gibanje 
molekul verig, a se ne spremeni diskontinuitetno. 
 
Steklasti prehod [54] je lastnost samo amorfnega dela PP. Med tem ostane kristalinični del 
kristaliničen. Pri nizki temperaturi molekule samo rahlo vibrirajo. Manj kot so mobilne, višja 
je vrednost Tg. V steklastem stanju bodo amorfni deli trdi, togi in krhki. Nad Tg bodo deli 
verig postali mobilni, material pa mehkejši in duktilnejši. Pravimo, da je polimer vstopil v 
gumijasto fazo. Vpliv kristaliničnosti na mehanske lastnosti se izraža kot sprememba 
modula elastičnosti za faktor okoli 100 od trdnega do staljenega stanja. Mehanska trdnost 
vlaken je posledica vpliva orientiranih kristaliničnih področij. 
 
Talilno-kristalizacijski proces sistema majhnih molekul opisujemo kot prehod prvega reda. 
Za enokomponentni sistem pri konstantnem tlaku velja, da je temperatura prehoda odvisna 
od obilja ene od dveh faz v ravnovesju. Taljenje kristalov je zelo ostro. Karakteristična 
temperatura ravnotežja je definirana kot temperatura tališča (angl. melting temperature – 
Tm). V obratnem redu pravimo tej temperaturi temperatura kristalizacije (angl. 




 za oba realna tipa urejenosti molekul: amorfnega in semikristaliničnega. 
 
 








V tem podpoglavju bomo obravnavali metodo določevanja trdote. Predstavili bomo princip 
merjenja Oliver-Pharr [20], tipe indenterjev, procese izračunov modula elastičnosti in trdote 
in nepretrgano merjenje trdote. 
 
Nanoindentacija je bila razvita za merjenje mehanskih lastnosti materiala na nivoju zelo 
majhnih dimenzij in je standardizirana po ISO 14577. Preiskovanega materiala se 
dotaknemo z indenterjem oz. nanoindentacijsko glavo različnih oblik in merimo mehanske 
lastnosti na površini materiala. Postopek je postal priljubljen z razvojem strojev, ki lahko 
proizvedejo in merijo majhne obremenitve in pomike z veliko natančnostjo ter z razvojem 
analitičnih modelov, ki omogočajo določanje trdote, elastičnega modula in drugih 
mehanskih lastnosti materialov. Tu iskane lastnosti primerjamo z znanim materialom. Od 
klasičnega preizkusa trdote se nanoindentacija razlikuje po: 
 Razredu velikosti penetracije, ki je tu merjena v nanometrih (10-9 m); 
 Stično površino med indenterjem in vzorcem večinoma merimo indirektno. Izmerimo 
globino indentacije v površino in obremenitev. Znana je tudi geometrija indenterja. 
 
 
2.4.1. Princip merjenja Oliver-Pharr 
Trdoto H posredno izmerimo (izračunamo iz υ, elastične stične trdote, odvoda sile po 
pomiku) in elastični modul E izračunamo iz istih podatkov, oboje znotraj 10% za izotropne 
materiale brez časovne odvisnosti in brez kopičenja. Slika 2.8 prikazuje graf odvisnosti 
obremenitve proti premiku indenterja. Iz te slike lahko razberemo sledeče količine: 
 F [N] – sila, 
 Fmax [N] – maksimalna sila, 
 h [nm] – pomik indentacijske konice, 
 hmax [nm] – maksimalni premik indentacijske konice, 
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 hk [nm] – končni premik oz. položajno stanje indentacijske konice po razbremenitvi 
vzdolž osi obremenjevanja, 
 ε – konstanta geometrijske oblike (tipa) indenterja (preglednica 2.2), 
 hs [nm] – globina zadnjega popolnega stika (od tu dalje stična globina) površine 




Slika 2.8: Shematski prikaz obremenjevanja proti premiku indenterja. Povzeto po viru [20] 
 
Pri pogrezanju indenterja v material prihaja do elastične in plastične deformacije. Ko se 
indenter izvleče, se povrne samo elastični del premika in določimo lahko elastične lastnosti 
preskušanega materiala. Kaj se pri tem točneje dogaja, lahko vidimo na sliki 2.9, kjer poleg 
nekaterih prej naštetih količin lahko razberemo še: 
 hp [nm] – globino, ki predstavlja razliko med maksimalno in stično globino (pomembna 
iz računskega stališča kot pokazano v nadaljevanju), 












Slika 2.9: Prikaz preseka skozi indentacijo. Povzeto po viru [21] 
 
Vtis je nekoliko večji kot konica indenterja, kar jasno kaže na to, kako plastičnost učinkuje 
na interpretacijo podatkov razbremenjevanja. 
 
Pomembni premisleki: 
 Obremenitev in razbremenitev je potrebno izvesti večkrat preden obremenjevanje in 
premik postaneta povratna. 
 Med začetnimi stadiji razbremenjevanja je elastično obnašanje indentacijskega kontakta 
podobno ravnemu cilindričnemu udarcu. To je moč opaziti na sledeče načine: 
 Z linearno ekstrapolacijo začetnega linearnega dela razbremenjevalne krivulje do 
ničelne obremenitve (poševna črtkana črta na Sliki 2.8). 
 Ekstrapolirana globina in oblikovna funkcija indentacijske konice določita stično 
površino. 
 Ekstrapolirana globina omogoča boljšo oceno trdote kot globina pri vrhu obremenitve 
ali končna globina. 
 Nelinearnost razbremenilne krivulje je potrebno upoštevati. Pomembne so sledeče 
predpostavke: 
 Količino pogrezanja lahko opišemo z modeli indentacije ravnih elastičnih površin s 
preprostimi geometrijskimi vtisi. 
 Kopičenje materiala ni opisano. 
 
 
2.4.2. Proces izračuna modula elastičnosti 
Velja sledeča enačba: 










F površina pred obremenitvijo 
r 
profil površine pod 
polno 
obremenitvijo 
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Količini ψ in χ v tej enačbi predstavljata prilagoditveni konstanti močnostnega zakona. V 
preglednici 2.1 najdemo prikazane vrednosti konstante χ za nekatere običajne oblike vtisnih 
konic, ki jih opišemo kot vrtenine gladkih funkcij. 
 
Preglednica 2.1: Vrednosti eksponenta χ za nekatere običajne oblike vtisnih glav [21] 
Oblika indenterja ploski valj stožec 




χ 1 2 1,5 1,5 
 
 















Pri tem sta: 
 Er – reducirani modul elastičnosti, 
 A=f(hs) – projecirano stično območje, ki je funkcija stične globine (Slika 2.9) in je 
predstavljeno s sledečo enačbo: 














Zgornja enačba je izbrana zaradi zmožnosti prilagajanja podatkov. Koeficienti ζn nimajo 
fizikalnega pomena. 
 
Modul elastičnosti preskušanega materiala lahko dobimo preko reduciranega modula (Er) in 
njegove povezave z indenterjem (E' s Poissonovim številom ν') in materialom (E s 





















2.4.3. Postopek izračuna trdote 
Iz Slike 2.9 lahko s pomočjo eksperimentalno izmerjenega pomika h, stične globine hs in 
njune razlike hp sestavimo sledečo enačbo: 
ℎ = ℎ𝑠 + ℎ𝑝 ⇒ ℎ𝑠 = ℎ − ℎ𝑝 (2.5) 
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Kakor omenjeno, je hs odvisna od geometrijske konstante ε, ki znaša 1 za ploske vtisne 
površine. Njene vrednosti pri najpogostejših geometrijskih oblikah vrha indentacijske igle 
najdemo v spodnji preglednici. 
 













     
ε 0,75 0,75 0,75 0,72 0,72 
 
 
V našem primeru smo za nanoindentacijo izbrali Berkovichevo piramido. Je najpogosteje 
uporabljana za merjenje mehanskih lastnosti na nanoskali [59], precej odporna na poškodbe 
(in enostavnejša za izdelavo v primerjavi z drugimi). Povzroči plastično deformacijo 
nanoindentiranca pri nizkih obremenitvah iz česar dobimo dobre meritve trdote. Prav tako 
proizvajalec posebej priporoča uporabo Berkovicheve piramide za tanke filme in polimere 
[59]. 
  






Od tod računamo po naslednjem zaporedju: 
ℎ𝑠 = ℎ − 𝜀
𝐹
𝜐





Ko izračunamo stično globino ℎ𝑠, izračunamo funkcijsko površino oz. oblikovno funkcijo 
indenterja A. Iz slednje in obremenitve dobimo trdoto H. 
 
 
2.4.4. Kontinuirno merjenje trdote 
Metodo v angleščini imenujemo Continuous Stiffness Measurement, ali kratko CSM. Trdoto 
merimo med indentacijo z obremenitvijo z majhnim nihanjem signala sile pri relativno veliki 
hitrosti. Senzorji sile zaznajo harmonično obremenjevanje, ki je potrebno za to, da konica 
niha z določenimi parametri med prodiranjem v površino. Glede na vrednost harmoničnega 
obremenjevanja lahko določimo trdoto stika v vsakem trenutku. Določitev trdote stika 
zahteva razumevanje odziva celotnega dinamskega sistema, katerega shemo lahko vidimo 
na sliki 2.10 levo, ki pa ga lahko poenostavimo v model na sliki 2.10 desno. 
 





Slika 2.10 : Dinamski model sistema levo in poenostavljeni model desno. Povzeto po viru [21]. 
 
V tem primeru je koeficient vzmeti povezan s koeficienti na osnovnem modelu preko vsot 
elastičnih modulov vzmetnih elementov povezanih zaporedno in njihovih recipročnih 





+ 𝐾 (2.8) 
 
V tej enačbi predstavljajo: 
 k – reducirana konstanta trdote vzmeti, ki je idealno elastična z m = 0; 
 C – podajnost nosilnega okvirja; 
 K – togost podpornih vzmeti stebrička. 
 
Iz poenostavljenega modela na sliki 2.10 lahko izpeljemo sledečo gibalno enačbo: 
𝑚?̈?(𝜏) + 𝐷?̇?(𝜏) + 𝑘𝑥(𝜏) = 𝑓(𝜏) (2.9) 
V njej so sledeče količine: 
 𝑥(𝜏) – odgovarjajoči odziv v obliki pomika; 
 𝑓(𝜏) – časovno odvisna vzbujevalna funkcija; 
 𝐷 – koeficient dušenja idealno viskoznega blažilnika vibracij brez mase; 
 𝑚 – neskončno toga konstantna masa, ki predstavlja vztrajnost; 
 
Zanjo veljajo sledeči začetni pogoji: 
𝜏 = 0, 𝑥(0) = 0, ?̇?(0) = 0, 𝐷 = 𝑘𝑜𝑛𝑠𝑡. (2.10) 
 
Iz enačbe (2.9) dobimo podlago za analizo (Priloga A), ki podaja dan sistem gibanja konice 
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pogled na enačbe za primer dinamskega ravnovesja. V obzir vzamemo dinamske lastnosti 








(𝑘 − 𝜔2𝑚) + 𝑖𝜔𝐷
 (2.11) 
 
Kompleksno funkcijo frekvence, ki jo označuje 𝑂(𝜔), imenujemo funkcija frekvenčnega 
odziva (angl. Frequency Response Function – FRF) in jo lahko predstavimo na več načinov. 
Eden od njih je sprejemnost (angl. receptance), ki jo običajno označimo z 𝛼(𝜔) ali 𝛼(𝑖𝜔). 
Ta kompleksna veličina v popolnosti opiše odnos med odzivom kot pomikom in vzbujevalno 
silo, ki jo uporabimo na sistemu, in s tem povsem okarakterizira njegove dinamske lastnosti. 
Njeno inverzno, zastarelo obliko imenujemo dinamska togost (DT). Odnos med 




| = √((𝜐−1 + 𝐶)−1 + 𝐾 − 𝑚𝜔2)2 + (𝜔𝐷)2 (2.12) 
 
Tu predstavljajo: 
 𝐹𝑜𝑠 – velikost nihanja sile; 
 𝑜(𝜔) = ?̅? – velikost rezultirajočega nihanja pomika; 
 𝜔 – frekvenca nihanja; 
 𝜙 – fazni kot med signali sile in pomika; 
 𝑚 – masa. 
 
Modul in trdoto torej tu merimo kontinuirano skozi globino indentacije. Zanesljive podatke 
vzamemo na intervalu globine, ki se določi za vsak material posebej. Dobljeni podatki se 







2.5. Statistična metoda ANOVA in primerjalni testi 
 
Analiza variance (angl. Analysis of Variance – ANOVA, [55], [56]) je postopek, s katerim 
določimo, če odstopanje v spremenljivki odziva nastane znotraj ali med drugimi 
populacijskimi skupinami. Z drugimi besedami gre za postopek za dodeljevanje variance 
vzorca različnim virom in odločanje, ali spremembe nastanejo znotraj ali zunaj preiskovanih 
skupin. Vzorce opišemo s pojmi variacije okoli skupinskih povprečij in variacije skupinskih 
povprečij okoli skupnega povprečja. Če so variacije znotraj skupin majhne glede na variacije 
med skupinami, lahko sklepamo, da gre za sredine različnih skupin. Odločitev kvantiziramo 
s preizkusi hipotez. 
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Koncept ANOVA izhaja iz linearnega regresijskega modela, katerega poseben primer je 
najprej enosmerna ANOVA, katere posplošitev sta dvosmerna in n-smerna ali večsmerna 
ANOVA. Regresijski model opisuje odnos med odvisno spremenljivko in neodvisno 
spremenljivko. Odvisni spremenljivki pravimo tudi odzivna spremenljivka oz. odziv. 
Neodvisna spremenljivka pa je razlagalna ali napovedovalna spremenljivka. Kontinuirane 
spremenljivke se imenujejo kovariate, kategorične napovedovalne spremenljivke pa imajo 
drugo ime faktorji. Matriki opažanj o napovedovalnih spremenljivkah se običajno pravi 
matrika zasnove. V tem delu smo uporabili dvosmerno Anovo z neuravnoteženo zasnovo. 
Dvosmerno zato, ker preverjamo dve vhodni lastnosti (temperaturi valjev), neuravnoteženo 
pa zato, ker nizi uspelih meritev na posameznem vzorcu niso enako dolgi. 
 
Pri dvosmerni Anovi nas zanima vpliv dveh faktorjev na spremenljivko odziva. Ta faktorja 
sta lahko neodvisna in nimata interakcijskega učinka ali pa je lahko vpliv enega od faktorjev 
na odzivno spremenljivko odvisen od skupine (nivoja) drugih faktorjev. Če faktorja nimata 
medsebojnega vpliva, modelu pravimo aditivni. Učinek medsebojnega vpliva se pojavi, ko 
imajo nekateri elementi med faktorjema iste vrednosti. Število takih elementov faktorjev 
dobimo z večimi opazovanji, ki jim v takem primeru pravimo ponavljanje (konstanta N). 
 
Matematična oblika dvosmerne Anove se glasi: 
𝑦𝑖𝑗ℎ = 𝜂 + 𝛽𝑖 + 𝛿𝑗 + (𝛽𝛿)𝑖𝑗 + 𝜃𝑖𝑗ℎ (2.13) 
 
Količine v tej enačbi označujejo: 
 𝑦𝒊𝒋𝒉 je opažanje odzivne spremenljivke, kjer: 
 Indeks i predstavlja skupino i vrstičnega faktorja Ξ, i = 1, 2, …, ik; 
 Indeks j predstavlja skupino j stolpčnega faktorja Φ, j = 1, 2, …, jk; 
 Indeks h predstavlja (pri neuravnoteženi Anovi povprečno) število ponavljanj, h =1, 
2, …, hk; 
 η je skupno povprečje faktorjev. 
 𝛽𝑖 so deviacije skupin vrstičnega faktorja Ξ glede na skupno povprečje  zaradi vrstičnega 
faktorja Ξ. Vsota vrednosti 𝛽𝑖 je enaka nič: ∑ 𝛽𝑖
𝑖𝑘
𝑖=1 = 0. 
 𝛿𝑗 so deviacije skupin stolpčnega faktorja Φ glede na skupno povprečje  zaradi 
stolpčnega faktorja Φ. Vsota vrednosti 𝛿𝑗 je enaka nič: ∑ 𝛿𝑗
𝑗𝑘
𝑗=1 = 0. 
 (𝛽𝛿)𝑖𝑗 je interakcijski člen med fakorjema Ξ in Φ. Njegova vsota je nič v vsaki vrstici in 
vsakem stolpcu: ∑ (𝛽𝛿)𝑖𝑗
𝑖𝑘
𝑖=1 = ∑ (𝛽𝛿)𝑖𝑗
𝑗𝑘
𝑗=1 = 0. 
 𝜃𝑖𝑗ℎ so naključne motnje, ki jih predpostavimo kot neodvisne, normalne razporeditve in 
s konstantno varianco. 
 
Za opažanja velja, da jih je N = ik*jk*hk. Njihovo število ni nujno enako za vsako kombinacijo 
skupin faktorjev. 
 
Dvofaktorska ANOVA preskuša hipoteze o učinkih faktorjev Ξ in Φ in njihovih interakcijah, 
na odzivno spremenljivko y. 
 
Hipoteze (ničle) o enakosti povprečnih odzivov za skupine faktorja Ξ so: 
 Θ0: 𝛽1 = 𝛽2 = ⋯ = 𝛽𝐼; 
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 Θ1: vsaj ena 𝛼𝑖 je različna, če je i = 1, 2, …, ik. 
 
Hipoteze o enakosti srednjih odzivov za skupine faktorja Φ so: 
 Θ0: 𝛿1 = 𝛿2 = ⋯ = 𝛿𝐽; 
 Θ1: vsaj ena 𝛽𝑗 je različna, če je j = 1, 2, …, jk. 
 
Hipoteze o interakcijah faktorjev so: 
 Θ0: (𝛽𝛿)𝑖𝑗 = 0, 
 Θ1: vsaj ena (𝛽𝛿)𝑖𝑗 ≠ 0. 
 
Dvofaktorska ANOVA razdeli skupno variacijo v naslednje komponente: 
 Odklon povprečij skupin vrstičnega faktorja od skupnega povprečja, ?̅?𝑖.. − ?̅?… 
 Odklon povprečij skupin stolpčnega faktorja od skupnega povprečja, ?̅?.𝑗. − ?̅?… 
 Odklon skupnega povprečja, plus povprečje ponovitev iz povprečja skupin faktorjev v 
stolpcu, plus povprečje ponovitev skupin faktorjev v vrstici, ?̅?𝑖𝑗. − ?̅?𝑖.. − ?̅?.𝑗. + ?̅?… 
 Odklon opažanj od povprečnega števila ponovitev opažanj, 𝑦𝑖𝑗ℎ − ?̅?𝑖𝑗. 
 
ANOVA razdeli skupno vsoto kvadratov (SVK), v vsoto kvadratov zaradi vrstičnega 
faktorja Ξ (VKΞ), vsoto kvadratov zaradi stolpčnega faktorja Φ (VKΦ), vsoto kvadratov 
zaradi medsebojnega vpliva Ξ in Φ (VKΞΦ) in napako vsote kvadratov (NVK). 
SVK = VK𝛯 + VK𝛷 + VK𝛯𝛷 + NVK, 




































ANOVA primerja odklon zaradi faktorja medsebojnega vpliva z odklonom zaradi napake. 
Če je razmerje obeh odklonov veliko, potem je učinek faktorja ali medsebojnega učinka 
faktorjev statistično pomembna. Statistično pomembnost lahko merimo z uporabo 
statističnega preizkusa s Fisher–Snedecorjevo ali F-porazdelitvijo. Za ničto hipotezo, da so 








Za ničto hipotezo, da so povprečni odzivi za skupine stolpčnega faktorja Φ enaki, se testna 
statistika glasi: 



















Če je vrednost p za F-statistiko manjša od nekega smiselnega nivoja, potem ANOVA zavrne 
ničto hipotezo. Najobičajnejša nivoja smiselnosti sta 0,01 in 0,05. 
 
Anova preizkusi ali so povprečja skupin enaka ali ne. Zavrnitev hipoteze ničle privede do 
zaključka, da niso vsa povprečja skupin enaka. Ta rezultat pa ne poda nadaljnjih informacij 
o tem, katera povprečja skupin so različna. 
 
Da bi vzeli v obzir več različnih testov, smo uporabili še večprimerjalne postopke (angl. 
multiple comparison procedures). Za to lahko v MATLAB-u uporabimo funkcijo 
multcompare, ki izvede primerjave po parih skupin povprečij. S tem potem vidimo, katera 
povprečja skupin so različna. 
 
 
2.6. Nevronske mreže 
Gre za matematično orodje, ki jemlje navdih iz biološkega nevrona. Biološki nevron 
predstavlja osnovno celico živčnega sistema živih organizmov. Človek jih ima približno 
1011, med katerimi je približno 1015 povezav. Vsaka povezava ima utežno funkcijo, ki se 
spreminja z razvojem organizma. Nevron je sestavljen iz treh glavnih sekcij: dendritov 
(vhod), telesa celice (procesne enote) in aksona (izhod), ki so med seboj funkcijsko 
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Med aksoni ene in dendriti druge celice so sinapse, ki predstavljajo stik med celicami in od 
koder potujejo signali do celičnega telesa. Celično telo povpreči signal z ostalimi podobnimi 
signali. Če je to povprečje dovolj veliko v določenem časovnem intervalu, potem celica 
»vžge«. To pomeni, da ustvari impulz, ki ga usmeri vzdolž aksona, preko sinapse na dendrite 
naslednje celice. Poleg nevronov s pragovnim načinom delovanja obstajajo nevroni, ki tudi 
slabo stimulirani prenašajo elektrokemične signale po svoji notranjosti. Ti so sicer znatno 
šibkejši in lokalni, zato kmalu »ugasnejo«, ker kmalu ne zmorejo več prehajati visokih 
celičnih pregrad. Vsako razširjanje na več poti ima namreč za posledico upad energije 
prehoda (tak je npr. periferni živčni sistem pri človeku). Nevronov je več različnih vrst glede 
na konfiguracijo telesa celice in s tem funkcionalno specializacijo. 
 
 
2.6.1. Umetni nevron 
Ravno tako je več vrst umetnih nevronov. Ti posnemajo konfiguracijo in delovanje 
bioloških. Umeten nevron sta ustvarila že McCulloch in Pitts leta 1943 ter s tem postavila 
temelje orodja umetnih nevronskih mrež. Gre za pragovni element, katerega v tehniki 
poznamo iz teorije preklopnih vezij. Kakor njegov biološki ekvivalent, ima tudi ta nevron 
vhode z ustreznimi utežmi, ki so sumarno združeni in diskreten izhod, ki je odvisen od 
primerjave vsote delnih produktov s posebno vrednostjo, ki se imenuje prag. Delovanje 
nevrona tako lahko matematično zapišemo z izrazom: 
𝑎 = 𝑓(𝑛) = 𝑓 (∑𝑤𝑖𝑝𝑖
𝑖
± 𝑏) , 𝑖 = 1,… , 𝑖𝑘 (2.18) 
 
Tu predstavljajo: 
 𝑝𝑖 – primarne spremenljivke digitalnih ali analognih vhodnih vrednosti, 
 𝑤𝑖 – uteži vhodnih spremenljivk, 
 𝑏 – prag elementa oz. pragovna vrednost (ponavadi 1), 
 𝑓 – akcijska, izhodna ali prenosna funkcija (na sliki 2.12 je npr. sigmoidna), 
 𝑎 – od akcijske funkcije odvisen izhod nevrona, 
 𝑛 – inducirano lokalno polje nevrona, ki predstavlja aktivacijski potencial, 
 𝑖𝑘 – končni element vsote. 
 
Umetni nevron je nota, ki procesira informacije in je osnovni element nevronske mreže. 
Vhod je lahko samo en skalar, vektor ali celo matrika. V nadaljevanju bomo predstavili 
njegovo delovanje kot samostojne entitete, nato pa ga bomo nadgrajevali do mreže za lažje 
razumevanje koncepta. 
 




Slika 2.12: Umeten nevron. Prirejeno po viru [27]. 
 
Glede na dokumentacijo programa MATLAB [25], ki ga bomo uporabljali pri tem delu, 




Slika 2.13: Osnovni nevron s skalarnim vhodom v programu MATLAB. Prirejeno po viru [25]. 
 
Program zahteva tri ločene operacije za tak nevron. Najprej pomnožimo skalarni vhod p s 
skalarno utežjo w, ki tvorita skalarni zmnožek wp. Sledi seštevanje obteženega vhoda s 
pragovno vrednostjo b. Ta je podobna uteži le, da ima konstanten vhod npr. 1. Na koncu 
preide vhod mreže skozi prenosno funkcijo f, ki ustvari skalarni izhod a. Imena operativnih 
procesov so torej: utežna funkcija, vhodna mrežna funkcija in prenosna funkcija. Nastavljiva 
skalarna parametra nevrona sta torej w in b. Osnovna ideja je namreč programirati nevronsko 
mrežo tako, da lahko prilagajamo parametre z namenom, da bi ta izkazovala neko zaželjeno 
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Namesto skalarnega ima lahko nevron vektorski vhod (slika 2.14). Gre za razširitev 
prejšnjega nevrona tako, da ta obravnava vhode, ki so R-elementni vektorji. Posamezni 
vhodni elementi so tako označeni kot vektor p z elementi p1, p2,…, pR, ki ga nato skalarno 
množimo z enovrstično matriko W uteži w1,1, w1,2,…, w1,R. K sumacijskemu vozlišču so tako 
privedene obtežene vrednosti. R predstavlja število elementov v vhodnem vektorju. Slika 
nevrona na levi strani slike 2.14 sicer dobro predstavlja matematiko v ozadju, vendar vsebuje 
ogromno podrobnosti. Rišemo lahko skrajšano obliko, ki je bila kasneje uporabljana pri 




Slika 2.14: Nevron z vektorskim vhodom v programu MATLAB levo, desno skrajšana oblika 
zapisa. Prirejeno po viru [25]. 
 
Nevron ima tudi pragovno vrednost b, ki se sešteje z obteženimi vhodi, da tvori skupen vhod 
mreže n, ki je argument prenosne funkcije f: 
𝑛 = 𝑤1,1𝑝1 + 𝑤1,2𝑝2 + ⋯ + 𝑤1,𝑅𝑝𝑅 + 𝑏 (2.19) 
 
Na sliki 2.14 desno je vhodni vektor p predstavljen kot temen vertikalen pas na levi. 
Dimenzije vektorja p so prikazane pod simbolom vektorja kot Rx1, kar pomeni, da ima 
vhodni vektor R elementov. Ta vhodni vektor nato pomnoži enovrstično, R-stolpčno matriko 
W. Kakor prej, vztopi v nevron konstanta 1, ki je nato pomnožena s skalarno pragovno 
vrednostjo b. Mrežni vhod v prenosno funkcijo f znaša n in predstavlja vsoto skalarnega 
produkta Wp in pragovne vrednosti b. Ta vsota se nato podaja prenosni funkciji f, od koder 
pridobimo izhod nevrona a, ki je v tem primeru skalar. Če bi bilo nevronov več, bi bil izhod 
vektor. 
 
Pri veliko tipih nevronskih mrež pomeni utežna funkcija zgolj zmnožek uteži in vhoda, 
vendar pa se uporabljajo tudi druge, kot absolutna razdalja med utežjo in vhodom: |w-p|. 
 
 
2.6.2. Prenosne ali akcijske funkcije 
 
Vhod      Nevron z več vhodi  Vhod      Nevron z vektorskim vhodom 
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Prenosna funkcija je lahko katera koli funkcija, ki definira izhod nevrona v smislu 
induciranega lokalnega polja n. V tej magistrski nalogi smo glede na uporabljena tipa mrež, 
opisanih v nadaljevanju, uporabili dva tipa prenosnih ali akcijskih funkcij: sigmoidno in 
radialno bazno funkcijo, ki ju podrobneje obravnavamo v nadaljevanju. 
 
 
2.6.2.1. Sigmoidna funkcija 
Ima ime po svojem grafu v obliki črke »S«. Je daleč najobičajnejša funkcija v uporabi pri 
konstrukciji nevronskih mrež. Definirana je kot striktno rastoča funkcija, ki izkazuje 
elegantno ravnotežje med linearnim in nelinearnim obnašanjem. Primer take funkcije je t.i. 










Ko se parameter nagiba približuje neskončnosti, postane sigmoidna funkcija v limiti koračna 
funkcija. Slednja zavzema zgolj diskretni vrednosti 0 in 1, medtem ko zavzema sicer 
sigmoidna funckija zvezen nabor funkcij od 0 do 1. Sigmoidna funkcija je odvedljiva, kar jo 





Slika 2.15: Sigmoidna akcijska funkcija. 
 
Zgornja akcijska funkcija je opisana na intervalu od 0 do 1. Včasih je zaželeno, da je ta 
funkcija definirana od -1 do +1. V tem primeru akcijska funkcija zavzame antisimetrično 
obliko glede na izhodišče. Akcijska funkcija tako postane liha glede na inducirano lokalno 





smer naraščanja l 




   1;   𝑛 > 0
   0;   𝑛 = 0
−1;   𝑛 < 0
 (2.21) 
 
Temu izrazu pravimo funkcija signum. Odgovarjajoča oblika sigmoidni funkciji je tudi 
tangens hiperbolikus, definiran kot: 
𝑓(𝑛) = tanh(𝑛) (2.22) 
 
Sigmoidno funkcijo bi lahko predstavili s sintakso a=logsig(n). Vzame matriko RxS z R 
stolpci vhodnih podatkov z i elementi in vrne RxS matriko a izhodnih vektorjev, kjer je vsak 
element i stisnjen z intervala [-∞,∞] na interval [0,1] s funkcijo v obliki črke »S«. Pragovno 
vrednost b za pridobitev Slike 2.16 nastavimo na +½, w naj bo precej velik (>2). 
 
 
2.6.2.2. Radialna bazna funkcija 
Označuje družino funkcij za uporabo z istoimensko mrežo, od katerih se najpogosteje 
uporablja Gaussovo funkcijo, katere ključna lastnost je lokalnost. Izhod gre proti 0, če se 
oddaljimo v katero koli smer osi n od izhodišča. Kadar uporabimo Gaussovo prenosno 
funkcijo, je pragovna vrednost s standardno deviacijo povezana s sledečo definicijo in 










Slika 2.16: Izgled običajno uporabljene Gaussove prenosne funkcije. 
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2.6.3. Splošno o umetnih nevronskih mrežah 
Običajno en nevron ne zadošča ne glede na možne variacije funkcij in števila vhodov. Zato 
uvajamo dodatne nevrone zaporedno in vzporedno. Kasneje bomo pokazali, da obstaja 
močna povezava med arhitekturami mrež in t.i. učnimi algoritmi. Večino nadaljnje 
obravnave nevronskih mrež povzemamo po virih [6] in [25]. 
 
 
2.6.3.1. Plast nevronov 
Vzporedno vezana dva ali več nevronov imenujemo plast (slika 2.17). Vhode lahko 
obravnavamo tudi posebej kot vhodno plast, vendar bomo tu kot plast obravnavali le izhodno 
plast, ki je računska plast. V principu se vhodna plast vozlišč virov projecira na izhodno plast 
nevronov. Plast nevronske mreže lahko definiramo že po slikah nevrona (npr. slika 2.14). 
Plast vključuje uteži, operaciji seštevanja in množenja (skalarni produkt Wp), pragovno 
vrednost b in prenosno funkcijo f. Vektor p se ne obravnava kot plast. Kakor prej, imamo 
tudi tu enake tri operacije kot v nevronu. Vsakič, ko je prikazana shema, kakor na sliki 2.17 
levo, so velikosti matrik prikazane takoj pod imeni spremenljivk matrik. Plast lahko prav 
tako narišemo okrajšano (slika 2.17 desno). Za to plast je p vektor dolžine R, izhodni vektor 
a in vektor pragovnih vrednosti b oba dolžine S, W matrika uteži S x R, vsebuje pa še 




Slika 2.17: Plast S nevronov povezanih z R vhodi levo in matrična oblika zapisa iste desnoPrirejeno 
po viru [25]. 
 
Matrika uteži W ima po indeksih R stolpcev in S vrstic. Vrstični indeksi tako označujejo 
ciljni nevron povezan z dotično utežjo, stolpčni indeksi pa vir vhoda za to utež: 
Vhod        Plast S nevronov 
Vhod  Plast S nevronov 














Indeksi v npr. 𝑤5,7 povejo, da ta utež predstavlja povezavo s 5. nevronom iz 7. vira. Tako 
matrika povezuje vsakega od S nevronov z vsakim od R vhodov. Z njo vhodni vektor vstopa 
v nevronsko mrežo. Vhodni vektor p ima pR vhodnih elementov, vektor pragovnih 
vrednosti b sestavljajo nevronske pragovne vrednosti bi, izhodni vektor a je sestavljen iz 
















] , (𝑅 ≠ 𝑆) (2.25) 
 
Sumatorji združijo vse elemente, ki jih nato obdela prenosna funkcija: produkt matrike uteži 
in vhodnega vektorja ter jim prištejejo pragovne vrednosti. Prenosne funkcije f so »srce« 
vsakega nevrona. Ni nujno, da so vse prenosne funkcije v plasti enake. To potem 
obravnavamo kot kombinacijo vzporednih nevronskih mrež z enakimi vhodi, vsaka pa 





2.6.3.2. Več plasti nevronov 
Pri več plasteh ima vsaka plast svojo matriko uteži W, vektor pragovnih vrednosti b, vhodni 
vektor mreže n in izhodni vektor a. Da bi razlikovali med plastmi, uvedemo zaporedno 
številko plasti v eksponentu za vse količine (slika 2.18). Tako je npr. f 3 prenosna funkcija 
druge plasti. Imamo R vhodov, S1 nevronov v prvi plasti, S2 v drugi in S3 v tretji, saj imajo 
različne plasti različno število nevronov. Če v tej triplastni mreži izvzamemo drugo plast kot 
enoplastno mrežo, potem je izhod 2. plasti a2 vhod v 3., izhod iz 1. a1 pa predstavlja vhodni 
vektor 2. Mreža ima R=S1 vhodov, S=S2 nevronov in težnostno matriko W2 z S2xS1 
dimenzijami. Plast katere izhod je tudi izhod mreže, imenujemo izhodna plast (na sliki 2.20 
je to 3.). Ostale plasti imenujemo skrite plasti (v našem primeru 1. in 2. plast). 
 
 




Slika 2.18: Triplastna mreža. Prirejeno po viru [25]. 
 
Slika 2.19 prikazuje po do sedaj uporabljenih principih okrajšano verzijo mreže na sliki 2.18. 
Podatki tečejo striktno v eni smeri: od vhoda proti izhodu. Ni povratnih tokov informacij in 




Slika 2.19: Okrajšani prikaz triplastne nevronske mreže s povezavami naprej. Povzeto po viru [25]. 
 
Večplastne mreže so praviloma močnejše po računski moči, saj lahko npr. dvoplastno mrežo 
s sigmoidno prvo plastjo in linearno drugo plastjo naučimo vsaj arbitrarne aproksimacije 
večine funkcij oz. lahko obravnavamo statistiko višjih redov. Enoplastne mreže tega ne 
zmorejo. Specifikacije problema nam pomagajo določiti arhitekturne elemente: 
 Število vhodov in izhodov nam določajo zunanji pogoji naloge. Če imamo tri zunanje 
spremenljivke, imamo tri vhode v mrežo. Enak princip velja za iskane količine. 
 Funkcijo izhodne plasti vsaj delno izberemo na podlagi karakteristik izhodnega signala 
problema. Število nevronov v izhodni plasti je enako številu izhodov. 
Vhod             Prva plast            Druga plast          Tretja plast 
Vhod             Prva plast           Druga plast         Tretja plast 
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 Število nevronov je predmet raziskave pri tvorbi mreže. Plasti prav tako, po navadi sta 
dve ali tri, redko več. 
 Pragovna vrednost predstavlja v mreži dodatno spremenljivko, kar naredi mrežo računsko 
močnejšo. S pragovno vrednostjo se lahko izognemo temu, da bi imel nevron brez 
pragovne vrednosti skupni vhod n vedno nič, ko bo p enak nič. 
 
V tem poglavju predstavljen razvoj od sestavnih delov nevrona do arhitektur mrež 
predstavlja predvsem način zapisa, ki ga bomo nadalje uporabljali in osnovne elemente, ki 
so potrebni za razumevanje koncepta orodij nevronskih mrež. 
 
 
2.6.4. Vrste nevrnonskih mrež 
Poznamo več vrst mrež. Klasificiramo jih lahko na različne načine ali po različnih ključih 
(topologija, tipi aktivacijskih funkcij, učni principi, ipd.). Doslej niso bile nikjer zbrane vse 
njihove modifikacije in oblike, ki zaradi njihove fleksibilnosti tudi sproti nastajajo. Tu bomo 
predstavili klasifikacijo po arhitekturi [46], ki pa je sama po sebi neločljivo povezana z 
načinom učenja mrež. Klasifikacija gotovo ni popolna, a vsebuje večino najbolj uporabljanih 
tipov mrež: 
 Mreže, ki se učijo nadzorovano, so pripravne za modeliranje in nadzor dinamskih 
sistemov, klasificiranje podatkov s šumom in predvidevanje dogodkov. Najpogostejše 
štiri so: 
 Mreže s povezavami naprej imajo enosmerne povezave do izhodnih plasti. 
Najpogosteje jih uporabljamo za napovedovanje, prepoznavanje vzorcev in 
prilagajanje nelinearnim funkcijam. Pod te mreže spadajo take s povezavami naprej in 
vzvratnim razširjanjem kot učnim algoritmom, kaskadne s povezavami naprej in 
vzvratnim razširjanjem, s povezavami naprej a zamaknjenim vhodom in vzvratnim 
razširjanjem, linearne in perceptronske. 
 Mreže radialne bazne funkcije so alternativna, hitra metoda za izdelavo nelinearnih 
mrež s povezavami naprej. Njihove različice so mreže, učene s posplošeno regresijo 
in verjetnostne nevronske mreže. 
 Dinamične mreže uporabljajo spomin in povratno odzivne povezave za prepoznavo 
prostorskih in začasnih vzorcev v podatkih. Običajno jih uporabljamo za 
napovedovanje časovnih zaporedij, modeliranje nelinearnih dinamskih sistemov in 
sredstva nadzornih sistemov. Sem spadajo mreže osredotočenega časovnega zamika, 
razporejenega časovnega zamika, nelinearno autoregresivne (NARX), plastno 
povratne, Elmanove in Hopfieldove mreže. Njihova različica so tudi take, ki imajo 
samo arbitrarne povezave elementov. 
 Učeča vektorska kvantizacija uporablja istoimensko metodo (angl. learning vector 
quantization – LVQ) za klasificiranje vzorcev, ki niso linearno razločljivi. Z LVQ 
lahko določamo razredne meje in zrnatost klasifikacije. 
 Mreže, ki se učijo nenadzorovano (samostojno). Te mreže se učijo tako, da jih pustimo 
neprestano prilagajati se novim vhodom. Odkrijejo razmerja znotraj podatkov in lahko 
samostojno definirajo klasifikacijske obrazce. Poznamo dve večji vrsti samo 
organizirajočih, nenadzorovanih mrež: 
 Mreže s tekmovalnimi plastmi prepoznavajo in tvorijo skupine podobnih vhodnih 
vektorjev in jim omogočajo avtomatsko razporejanje vhodov v kategorije. Običajno 
jih uporabljamo za klasifikacijo in prepoznavanje vzorcev. 
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 Samo-organizirajoče mape se naučijo klasificirati vhodne vektorje glede na 
podobnost. Tako kot tekmovalne plasi tudi njih uporabljamo za klasifikacijo in 
prepoznavo vzorcev. Od mrež s tekmovalnimi plastmi se ločijo po tem, da so sposobne 
ohraniti topologijo vhodnih vektorjev in pripisujejo bližnje vhode bližnjim 
kategorijam podatkovnih skupin. 
 
 
2.6.5. Večplastni perceptron 
Je nadgradnja Rosenblattovega perceptronskega učnega pravila in Widrow-Hoffovega 
algoritma najmanjšega srednjega kvadrata (NSK). Slednja sta primerna za učenje 
enoplastnih perceptronu podobnih mrež. Te so sicer sposobne reševati samo linearno 
razločljive razvrstitvene naloge. V tem poglavju bomo nadgrajeno različico – večplastni 
perceptron (VPP) z učnim algoritmom vzvratnega razširjanja (povzeto po viru [25]). Slednji 
učni algoritem je osnova za razumevanje Levenberg-Marquardtovega algoritma, ki smo ga 
sicer uporabili za učenje VPP v nalogi. 
 
 
2.6.5.1. Strukturne značilnosti večplastnega perceptrona 
VPP (predstavljamo si ga lahko kot mrežo na slikah 2.18 in 2.19) je tesno povezan z 
algoritmom vzvratnega razširjanja (AVR), ki je posplošitev algoritma NSK. Gre za najbolj 
razširjeno nevronsko mrežo in njen učni algoritem. Kakor NSK, je AVR približni algoritem 
najhitrejšega padca, katerega delovanje ovrednotimo z srednjo kvadratno napako (SKN). 
Razlika med NSK in AVR je v načinu izračuna odvodov. Za enoplastno linearno mrežo je 
napaka eksplicitna linearna funkcija uteži in njene odvode je glede na uteži enostavno 
izračunati. V večplastnih mrežah z nelinearnimi prenosnimi funkcijami je odnos med utežmi 
in napako kompleksnejši. Da bi izračunali odvode, potrebujemo verižno pravilo izračuna. 
 
Mreže lahko poleg razvrščanja uporabljamo tudi za aproksimacijo funkcij. V nadzornih 
sistemih je namreč treba kdaj poiskati primerno funkcijo, ki bo dajala povratne informacije 
in mapirala izmerjene izhode s kontrolnimi (ciljnimi) vhodi. Aproksimiramo lahko skoraj 
vsako funkcijo, če le imamo dovolj nevronov v skriti plasti. 
 
Za tako fleksibilno orodje je potrebno razviti učni algoritem. Najprej moramo z enačbo 
opisati, kako izhod ene plasti postane vhod naslednje: 
𝐚𝒎+𝟏 = 𝐟𝒎+𝟏(𝐖𝒎+𝟏𝐚𝒎 + 𝐛𝒎+𝟏), 𝑚 = 0,1, … , 𝑀 − 1 (2.26) 
 
Tu je M število plasti mreže. Nevron v prvi plasti dobi zunanji vložek, ki predstavlja začetni 
pogoj zgornje enačbe, izhod nevronov v zadnji plasti pa predstavlja izhod mreže, s katerim 
razširjamo »signal« naprej po VPP: 
𝐚0 = 𝐩, 𝐚 = 𝐚𝑀 (2.27) 
 




2.6.5.2. Učenje večplastnega perceptrona 
V tem podpoglavju bomo predstavili AVR in njegovo izboljšavo Levenberg-Marquardtov 
algoritem (LMA), kot najhitrejši algoritem za učenje VPP. 
 
 
Algoritem vzvratnega razširjanja 
 
Da bi ovrednotili delovanje mreže, uporabimo srednjo kvadratno napako (SKN). V algoritem 
vnesemo množico primerov pravilnega delovanja mreže: 
{𝐩𝟏, 𝐭𝟏}, {𝐩𝟐, 𝐭𝟐}, … , {𝐩𝑄, 𝐭𝑄} (2.28) 
 
Tu predstavlja 𝐩𝑄 vhod v mrežo in 𝐭𝑄 odgovarjajoči ciljni izhod. Vsakič, ko v mrežo 
vnesemo vhod, njen izhod primerjamo s ciljnim izhodom. Algoritem mora prilagoditi 
parametre mreže, da bi kar se da zmanjšal srednjo kvadratno napako: 
𝑌(𝐱) = SKN[𝑒2] = SKN[(𝑡 − 𝑎)2] (2.29) 
 
Tu je x vektor mrežnih uteži in pragovnih vrednosti (spremenljivk). Če ima mreža več 
izhodov, lahko zadeve posplošimo na: 
𝑌(𝐱) = SKN[𝒆𝑇𝒆] = SKN[(𝐭 − 𝐚)𝑇(𝐭 − 𝐚)] (2.30) 
 
Srednjo kvadratno napako za našo uporabo določimo kot približno: 
?̂?(𝐱) = (𝐭(𝑘) − 𝐚(𝑘))
𝑇
(𝐭(𝑘) − 𝐚(𝑘)) = 𝐣𝑇(𝑘)𝐣(𝑘) (2.31) 
 
Tu smo pričakovanje kvadratne napake nadomestili s kvadratno napako pri k-ti iteraciji. 
 
Algoritem najstrmejšega padca za približno srednjo kvadratno napako (stohastični padec 
gradienta) se glasi: 
𝑤𝑖,𝑗











Tu predstavlja κ hitrost učenja. Ker je napaka indirektna funkcija uteži v skritih plasteh, 
uporabimo verižno pravilo za izračun odvodov. Izpeljava izračuna približnega algoritma 
najstrmejšega padca je podana v prilogi B. Izraženo v matrični obliki na koncu postopka 
dobimo: 
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𝐖𝑚(𝑘 + 1) = 𝐖𝑚(𝑘) − 𝜅𝚪𝑚(𝐚𝑚−1)𝑇 , 𝐛𝑚(𝑘 + 1) = 𝐛𝑚(𝑘) − 𝜅𝚪𝑚 (2.33) 
 
































Zdaj moramo vzvratno razširiti občutljivosti za kar moramo zopet uporabiti verižno pravilo. 
Za Izpeljava izraza vračanja za občutljivosti uporabljamo Jacobijevo matriko (priloga B). 
Izraz vračanja za občutljivosti, dobljen z uporabo verižnega pravila se v matrični obliki glasi: 
𝚪𝑚 = ?̇?𝑚(𝐧𝑚)(𝐖𝑚+1)𝑇𝚪𝑚+1, 𝑚 = 𝑀 − 1,… ,2,1 (2.35) 
 



























𝑚  (2.36) 
 
Ta proces da celotnemu načinu učenja mreže ime vzvratno razširjanje, ker opisuje odnos 
vračanja, v katerem občutljivost v plasti m izračunamo iz občutljivosti v plasti m+1. 
Občutljivosti se vzvratno razširjajo skozi mrežo od zanje plasti do prve: 
𝚪𝑀 → 𝚪𝑀−1 → ⋯ → 𝚪2 → 𝚪1 (2.37) 
 
Da bi zaključili algoritem vzvratnega razširjanja, potrebujemo še začetno točko 𝚪𝑀 za 
vrnitveno relacijo pri (2.37), ki jo dobimo z zadnjo plastjo: 
𝐬𝑀 = −2?̇?𝑀(𝐧𝑀)(𝐭 − 𝐚) (2.38) 
 
Izpeljava začetne točke vračanja se prav tako nahaja v prilogi B. Zgoraj opisani algoritem je 
stohastični algoritem gradientnega padca, ki vključuje inkrementalno učenje (linijsko), po 
katerem se uteži in pragovne vrednosti posodobijo vsakič, ko se jim vnese vhodni argument. 
Omogoča pa tudi množično učenje s katerim izračunamo celoten gradient, ko smo vnesli vse 
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argumente in preden se posodobijo uteži in pragovne vrednosti. Če se npr. vsak vhod zgodi 
z enako verjetnostjo, lahko zapišemo indeks učinka srednje kvadratne napake kot: 





























Torej je skupni gradient srednje kvadratne napake sredina gradientov posameznih kvadratnih 
napak. Da bi izvedli takšno vzvratno razširjanje z množico, moramo skozi vse zgornje 
enačbe, vse vhode v učni množici. Potem bi posamezne gradiente povprečili, da bi dobili 
skupni gradient. Za ta način računanja z gradienti bi se enačbi posodobitev uteži in 
pragovnih vrednosti približnega najstrmejšega padca glasili: 


















Običajno večplastno mrežo učimo s končnim številom primerov pravilnega delovanja 
mreže. Ta učna množica je običajno predstavnik veliko večjega razreda parov vhodov in 
izhodov. Pomembno je, da mreža uspešno posploši, kar se je naučila, na celotno populacijo. 
Dobro posploševanje pomeni, da je odziv funkcije dovolj blizu ne samo učnim podatkom, 
pač pa katerim koli iz ciljne populacije. 
 
Da bi mreža dobro posploševala, mora imeti manj spremenljivk (uteži in pragovnih 
vrednosti) kot podatkovnih točk v učni množici. Tudi pri nevronskih mrežah želimo 
uporabiti najenostavnejšo mrežo, ki lahko dovolj dobro predstavi učno množico. Ne 
uporabimo večje mreže, ko zadostuje manjša. Temu konceptu pravimo Ockhamova britev. 





Sam algoritem vzvratnega razširjanja je prepočasen pri konvergiranju k rešitvam za 
praktično aplikacijo. Vzvratno razširjanje je algoritem približnega najstrmejšega padca, kar 
je najpreprostejša in najpočasnejša minimizacijska metoda. Raziskave hitrejših algoritmov 
padejo v dve kategoriji: 
 Razvoj hevrističnih tehnik, ki izhajajo iz preučevanja standardnega algoritma 
vzvratnega razširjanja, pri čemer se spreminja hitrost učenja, uporablja moment in 
skalira spremenljivke (algoritma gradientni padec z momentom in vzvratno 
razširjanje s prilagodljivo hitrostjo učenja). 
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 Standardne numerične optimizacijske tehnike. Učenje nevronskih mrež s 
povezavami naprej je numerični optimizacijski problem minimiziranja kvadratne 
napake. Kot ena najuspešnejših tehnik pri učenju VPP se je pokazal poleg različic 
konjugiranega gradientnega algoritma Levenberg-Marquardtov algoritem, ki ga 
bomo predstaviti v nadaljevanju. 
 
Gre za variacijo t.i. Newtonove metode, ki je narejena za minimizacijo funkcij, ki so vsote 
kvadratov drugih nelinearnih funkcij, kar je zelo primerno za učenje mrež, kjer je indeks 
učinka srednja kvadratna napaka. 
 
Pri Newtonovi metodi je indeks učinka vsota kvadratov. Za optimiranje indeksa učinka Y(x) 
se glasi: 
𝐱𝑘+1 = 𝐱𝑘 − 𝐆𝑘
−1𝐠𝑘 (2.42) 
 





















































Gradient gk, ocenjen pri predhodnem xk, pa je definiran kot: 






























Gradient lahko torej v matrični obliki zapišemo na sledeči način, kjer je J Jacobianova 
matrika: 
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V matrični obliki Hessianovo matriko zapišemo kot: 






Če predpostavimo, da je G(x) majhen, potem lahko Hessianovo matriko zapišemo kot 
sledeči približek: 
∇2𝑌(𝐱) ≅ 2𝐉𝑇(𝐱)𝐉(𝐱) (2.49) 
 
Enačbi (2.46) in (2.48) vstavimo v enačbo (2.42). Dobimo Gauss-Newtonovo metodo: 
𝐱𝑘+1 = 𝐱𝑘 − [2𝐉
𝑇(𝐱𝑘)𝐉(𝐱𝑘)]




Prednost Gauss-Newtonove metode pred Newtonovo je, da ne potrebujemo izračunov 
drugih odvodov. Težava pri Gauss-Newtonovi metodi je v tem, da matrika H = JTJ mogoče 
ni obrnljiva. To lahko rešimo tako, da uporabimo sledečo modifikacijo približne Hessianove 
matrike: 
𝐆 = 𝐇 + 𝐈 (2.51) 
 
Poglejmo, kako lahko naredimo to matriko obrnljivo. Naj bodo za H lastne vrednosti {λ1, 
λ2,…, λn} in lastni vektorji {z1, z 2,…, z n}.  Potem velja: 
𝐆 = [𝐇 + 𝐈]𝐳𝑖 = 𝐇𝐳𝑖 + 𝐳𝑖 = 𝜆𝑖𝐳𝑖 + 𝐳𝑖 = (𝜆𝑖 + )𝐳𝑖 (2.52) 
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Torej so lasni vektorji G enaki kot lastni vektorji H. Lastne vrednosti G so (𝜆𝑖 + ). G lahko 
naredimo pozitivno definitno tako, da povečujemo  dokler (𝜆𝑖 + ) > 0 za vse i in postane 
matrika obrnljiva. To nas privede do definicije algoritma Levenberg-Marquardt: 











Uporabna lastnost algoritma je njegovo približevanje algoritmu najstrmejšega spusta z nizko 
hitrostjo učenja, ko se 𝑘 povečuje: 
𝐱𝑘+1 ≅ 𝐱𝑘 −
1
𝑘





Ko gre 𝑘 proti nič, pa algoritem postaja Gauss-Newtonov. 
 
Algoritem začnemo z nastavitvijo 𝑘 na neko majhno vrednost (npr. 𝑘 = 0,01). Če v prvem 
koraku ne dobimo manjše vrednosti za Y(x), korak ponovimo z 𝑘 pomnoženo za nek faktor 
𝜗 > 1 (npr. 𝜗 = 9). Y(x) bi se moral sčasoma zmanjšati, saj naj bi šli z majhnimi koraki proti 
najstrmejšemu spustu. Če pa prvi korak da manjšo vrednost za Y(x), 𝑘 delimo s 𝜗 za 
naslednji korak, kar algoritem približa Gauss-Newtonovemu in posledično hitrejši 
konvergenci. Algoritem je kompromis med hitrostjo Newtonove metode in zagotovljeno 
konvergenco najhitrejšega padca. 
 
Kako to apliciramo na učenje večplastnih mrež? Indeks učinka učenja takih mrež je srednja 
kvadratna napaka. Če se vsak cilj zgodi z enako verjetnostjo, je srednja kvadratna napaka 
proporcionalna vsoti kvadratnih napak preko Q tarč v učni množici: 





















Pri tem je 𝐞𝑗,𝑞 j-ti element napake za q-ti par vhod-izhod. Enačba pri vzvratnem razširjanju 
je enaka indeksu učinka pri zadnji enačbi, za katero je bil narejen algoritem Levenberg-
Marquardt. 
 
Ključen korak v algoritmu je izračun Jacobijeve matrike za kar se uporablja različica 
algoritma vzvratnega razširjanja. V njegovi standardni izvedenki računamo odvode 
kvadratnih napak glede na uteži in pragovne vrednosti mreže. Za tvorbo Jakobijeve matrike 
moramo zdaj izračunati odvode napak namesto odvodov kvadratnih napak. 
 
Vektor napake je definiran kot: 
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𝛄𝑇 = [𝛾1 𝛾2 ⋯ 𝛾𝑁] = [𝑗1,1 𝑗2,1 ⋯ 𝑗𝑆𝑀,1 𝑗1,2 ⋯ 𝑗𝑆𝑀,𝑄] (2.57) 
 
Vektor spremenljivk je: 








𝑁 = 𝑄 × 𝑆𝑀, 𝑛 = 𝑆1(𝑅 + 1) + 𝑆2(𝑆1 + 1) + ⋯ + 𝑆𝑀(𝑆𝑀−1 + 1) 
(2.58) 
 
Na podlagi zgornjih dveh enačb, dobimo Jacobijevo matriko za učenje večplastnih mrež: 














































































Člene matrike izračunamo z majhno modifikacijo algoritma vzvratnega razširjanja. 









Za elemente Jakobijeve matrike, ki jih potrebujemo za Levenberg-Marquardtov algoritem 









Uporabimo lahko enak koncept računanja občutljivosti preko vzvratnih razmerij od zadnje 
plasti nazaj proti prvi kot pri procesu vzvratnega razširjanja. Člene Jakobijeve matrike 








𝑚  (2.62) 
 
V tej enačbi je indeks ℎ = (𝑞 − 1)𝑆𝑀 + 𝑘. Elementi Jakobijeve matrike (uteži) so sledeči: 















































Marquardtove občutljivosti računamo na enak vzvratni način kakor standardne občutljivosti, 














𝑀 ), 𝑖 = 𝑘
0,  𝑖 ≠ 𝑘
 (2.65) 
 
Ko v mrežo vnesemo vhod 𝐩𝑞 in izračunamo pripadajoči izhod mreže 𝐚𝑞
𝑀, začnemo z 





Pri tem je ?̇?𝑀(𝐧𝑞
𝑀) enako definiran kot v enačbi (2.38). Vsak stolpec matrike ?̃?𝑞
𝑀 moramo 







Skupne Marquardtove občutljivostne matrike za vsako plast sestavimo s povečanjem matrik, 
izračunanih z vsakim vhodom: 
?̃?𝑚 = [?̃?1
𝑚| ?̃?2
𝑚| … | ?̃?𝑄
𝑚] (2.68) 
 
Za vsak zajeti vhod povratno razširimo občutljivostne vektorje 𝑆𝑀 zato, ker računamo 
odvode vsake posamezne napake namesto vsot kvadratov napak. Za vsak vhod bo 𝑆𝑀 napak 
(ena za vsak element vhoda mreže). Za vsako napako bo ena vrstica Jakobijeve matrike. Ko 
so občutljivosti vzvratno razširjene, izračunamo Jakobijevo matriko z enačbama (2.63)in 
(2.64). 
 
Iteracije celotnega algoritma gredo takole: 
 Vnesemo vse vhode v mrežo in izračunamo odgovarjajoče izhode in napake 𝐣𝑞 = 𝐭𝑞 −
𝐚𝑞
𝑀. Izračunamo vsoto kvadratnih napak preko vseh vhodov, Y(x) z uporabo enačbe 
(2.56). 
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 Izračunamo Jakobijevo matriko po enačbi (2.59), občutljivosti z vzvratnimi relacijami po 
enačbah (2.66) in (2.67). Povečamo posamezne matrike v Marquardtove občutljivosti z 
uporabo (2.68). Izračunamo elemente Jacobijeve matrike z (2.63) in (2.64). 
 Rešimo enačbo (2.54), da dobimo ∆𝐱𝑘. 
 Ponovno izračunamo vsoto kvadratnih napak z uporabo 𝐱𝑘 + ∆𝐱𝑘. Če je ta nova vsota 
kvadratov manjša od izračunane v prvem koraku, delimo  z 𝜗 in se vrnemo na prejšnjo 
alinejo. 
 
Algoritem predvidoma konvergira, ko je norma gradienta po enačbi  manjša od neke prej 
določene vrednosti ali, ko se je vsota kvadratov zmanjšala do neke ciljne napake. 
 
 
2.6.6. Radialna bazna funkcija 
Večplastni perceptron je le ena od struktur primernih za aproksimacijo funkcij in 
prepoznavanje vzorcev. V tem poglavju bomo obravnavali še en tip univerzalne 
aproksimatorske mreže, radialno bazno funkcijo. Lahko jo učimo enako z algoritmi, ki 
temeljijo na gradientih s tem, da odvode izračunamo z obliko vzvratnega razširjanja. Učimo 
pa jo lahko tudi z dvostopenjskim procesom v katerem izračunamo uteži prve plasti 
neodvisno od uteži v drugi plasti. To mrežo lahko gradimo na inkrementalen način, en po en 
nevron, kar smo v tej nalogi tudi počeli (poglavje 3.2.2.2). 
 
Nevronske mreže pogosto uporabljamo na podatkih s šumi. To pomeni, da se eksaktna 
interpolacija pogosto izide v prenasičenosti kadar učna množica vsebuje šume. Radi bi 
uporabili radialne bazne funkcije za robustne aproksimacije neznanih funkcij na podlagi 
splošno omejenih meritev s šumom. V naslednjem podpoglavju bomo obravnavali samo 
strukturo nevronske mreže radialne bazne funkcije in pokazali njene zmožnosti, v 




2.6.6.1. Strukturne značilnosti nevronske mreže radialne bazne funkcije 
Gre za dvoplastno mrežo, ki se od dvoplastne perceptronske mreže (VPP) razlikuje po 
naslednjih dveh bistvenih lastnostih: 
 V 1. plasti radialne bazne funkcije (RBF) izračunamo razdaljo med vhodnim vektorjem 
in vrsticami matrike uteži namesto matričnega množenja med utežmi in vhodom. 
 Namesto, da bi pragovno vrednost prišteli, z njo množimo. 
 
Skupni vhod za i-ti nevron v prvi plasti torej izračunamo na naslednji način: 
𝑛𝑖




Vsaka vrstica matrike uteži deluje kot središčna točka, kjer bo skupna vrednost vhoda enaka 
nič. Pragovna vrednost, ki jo tu imenujemo tudi raztros (angl. spread) skalira prenosno bazno 
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funkcijo (jo raztegne ali skrči). Dela o RBF uporabljajo zanjo tudi izraze kot so standardna 
deviacija, varianca ali konstanta razširjanja. Tu bomo vseeno uporabljali izraz pragovna 
vrednost zaradi konsistentnosti primerjave z VPP ali raztros, kakor jo imenuje MATLAB. 
Prenosne funkcije v prvi plasti RBF so drugačne od sigmoidnih funkcij, ki se običajno 
uporabljajo v skritih plasteh VPP. Če primerjamo RBF z VPP, so pri slednjih sigmoidne 
funkcije obratne – globalne. Njihovi izhodi ostanejo blizu ena, ko skupni izhod raste preko 
vseh meja. VPP ustvari porazdeljeno predstavitev, ker se vse prenosne funkcije prekrivajo 
ob svoji aktivnosti. Pri vsaki vhodni vrednosti bo imelo mnogo sigmoidnih funkcij v prvi 
plasti znatne izhode. V drugi plasti se morajo sešteti ali izničiti, da bi se ustvaril ustrezen 
odziv v vsaki točki. Pri RBF je vsaka bazna funkcija aktivna samo na majhnem obsegu 
vhoda. Za kakršen koli dani vhod bo aktivnih le nekaj baznih funkcij. Druga plast RBF je 
standardno linearna (slika 2.20): 




Slika 2.20: Dvoplastna mreža radialne bazne funkcije. Povzeto po viru [25]. 
 
Uporaba RBF ali VPP ima svoje prednosti in slabosti. Globalni pristop VPP običajno 
potrebuje manj nevronov v skriti plasti, ker vsak nevron prispeva k odzivu preko velikega 
dela izhodnega prostora. Pri RBF pa morajo biti sredine podlage razporejene po območju 
vhodnega prostora, da bi pridobili natančno aproksimacijo. To privede do t.i. problema 
»prekletstva dimenzionalnosti«, ki ga bomo obravnavali v naslednjem podpoglavju. Če 
uporabimo več nevronov in s tem več parametrov, potem je večja verjetnost, da bo prišlo do 
prekomernega prileganja pri učnih podatkih in mreža ne bo dobro posploševala novih 
situacij. 
 
Po drugi strani lokalni pristop v splošnem vodi do hitrejšega učenja, še posebno, če 
uporabimo dvostopenjske algoritme (o tem več v naslednjem podpoglavju). Lokalni pristop 
je lahko tudi zelo uporaben za prilagoditveno učenje pri katerem se mreža postopoma uči 
med tem, ko jo uporabljamo. Tak primer so adaptivni filtri ali krmilniki. Če se v določenem 
obdobju učni podatki pojavijo samo v določenem območju vhodnega prostora, bo globalna 
predstavitev po navadi izboljšala njihovo natančnost v teh območjih na račun njihove 
predstavitve v drugih območjih. Lokalna predstavitev ne bo imela teh težav v enakem 
Vhod       Plast radialne bazne funkcije           Linearna plast 
raz. 
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obsegu. Ker je vsak nevron aktiven samo v majhnem območju vhodnega prostora, se njegove  
uteži ne bodo prilagodile, če vhod pade izven tega območja. 
 
 
2.6.6.2. Učenje nevronskih mrež radialne bazne funkcije 
RBF lahko učimo z več različnimi pristopi za razliko od VPP, ki se jih skoraj vedno uči z 
neko obliko gradientnega algoritma (najstrmejši padec, konjugirani gradient, Levenberg-
Marquardtov, itd.). Tudi RBF lahko sicer učimo z gradientnimi algoritmi, vendar bo lahko 
precej več nezadovoljivih lokalnih minimumov v površinah napakah RBF mrež v primerjavi 
z VPP zaradi lokalne narave prenosnih funkcij prvih in načina na katerega operirajo uteži in 
pragovne vrednosti v prvi plasti. Iz tega razloga so gradientni algoritmi pogosto nezadostni 
za popolno učenje RBF. Prilično se uporabljajo za fino nastavljanje mrež po začetnem 





Najobičajnejši učni algoritmi za RBF imajo dve stopnji, ki ločeno obravnavata plasti (Priloga 
C). Algoritmi se v glavnem razlikujejo po tem, kako so v prvi plasti izbrane uteži in pragovne 
vrednosti. Enkrat, ko je to storjeno, lahko uteži v drugi plasti izračunamo v enem koraku z 
uporabo linearnim algoritmom najmanjših kvadratov. 
 
Najpreprostejši med dvostopenjskimi algoritmi linearnih najmanjših kvadratov – LNK 
uredi sredine pri utežeh prve plasti v vzorec rešetke preko vsega obsega vhoda in nato izbere 
konstantno pragovno vrednost, da imajo bazne funkcije določeno stopnjo prekrivanja. Ta 
proces ni optimalen, ker bi najbolj učinkovita aproksimacija postavila več baznih funkcij v 
območja vhodnega prostora, kjer je funkcija, ki jo bomo aproksimirali, najbolj kompleksna. 
Obstajajo tudi praktični razlogi, da polni obseg vhodnega prostora ni uporabljen in tako bi 
lahko zapravili veliko baznih funkcij. Ena od slabosti RBF, še posebno, ko so sredine izbrane 
na rešetki je, da trpijo za prekletstvom dimenzionalnosti. Kakor se večajo dimenzije 
vhodnega prostora, tako se število potrebnih baznih funkcij geometrično poveča. Če imamo 
eno vhodna spremenljivko in določimo rešetko petih baznih funkcij, ki so enakomerno 
razporejene preko obsega in povečamo število vhodnih spremenljivk na 3, bomo za 
vzdrževanje enakega pokritja rešetke za vse tri vhodne spremenljivke potrebovali 53=125 
baznih funkcij. 
 
Druga metoda za izbiro sredin je, da izberemo naključno podmnožico vhodnih vektorjev v 
učni množici. To zagotavlja, da bodo sredine podlag v območjih, kjer bodo uporabna za 
mrežo. Zaradi naključnosti izbire tudi ta proces ni optimalen. Učinkovitejši pristop je 
uporaba metode kot je Kohonenova tekmovalna plast ali mapa značilk za združevanje 
vhodnega prostora. Sredine teh gruč potem postanejo sredine baznih funkcij. To zagotavlja, 
da so bazne funkcije v območjih z znatno aktivnostjo. Teh metod sicer nadalje ne bomo 
obravnavali v tem delu. 
 
Postopek, ki smo ga uporabili v praktičnem delu, se imenuje ortogonalni najmanjši 
kvadrati. Temelji na splošni metodi za izgradnjo linearnih modelov, ki ji pravimo izbira 
podmnožic. Metoda se začne z velikim številom možnih sredin, kot so npr. vsi vhodni 
vektorji učnih podatkov. Na vsaki stopnji procesa je izbrana ena sredina, ki je dodana uteži 
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v prvi plasti. Izbira je osnovana na tem, koliko bo novi nevron zmanjšal vsoto kvadratne 
napake in se jih dodaja dokler niso izpolnjeni določeni pogoji. Ti so po navadi izbrani tako, 
da kar se da povečajo posploševalno sposobnost mreže. 
 
Poleg teh obstaja še mnogo drugih načinov učenja. Pogosta sta  še gručenje in nelinearna 
optimizacija. V tem delu zaradi preproste narave problema teh metod nismo uporabili, so 
pa predstavljene podrobneje v prilogi C. 
 
 
Ortogonalni najmanjši kvadrati 
 
Za razliko od učenja po npr. linearnih najmanjših kvadratih, kjer smo predpostavili fiksne 
uteži in pragovne vrednosti za izbiro sredin preko rešetke ali naključnega izbora iz vhodnih 
vektorjev učne množice podatkov, bomo tu predpostavili, da obstaja več potencialnih sredin. 
Te bi lahko vključevale celo množico vhodnih vektorjev v učni množici, vektorje izbrane po 
vzorcu rešetke, ali vektorje izbrane po katerem koli procesu. Temu bo sledilo izbiranje enega 
po enega vektorja iz množice potencialnih sredin dokler ne bo učinkovitost mreže 
zadovoljiva. Gradimo torej mrežo nevron po nevron. 
 
Osnovna ideja je metoda izbire podmnožic in prihaja iz statistike. Njen splošni namen je 
izbira primerne podmnožice neodvisnih spremenljivk, da bi zagotovili  najbolj učinkovito 
napoved spremenljivke odvisne od cilja. Ortogonalni najmanjši kvadrati (ONK) so posebna 
oblika metode vnaprejšnje izbire. Pri njej začnemo s praznim modelom in nato dodajamo 
eno po eno spremenljivko. Na vsaki stopnji dodamo neodvisno spremenljivko, ki zagotovi 
največje zmanjšanje kvadratne napake. Proces ustavimo, ko je učinkovitost dovolj dobra. 
Glavna značilnost ortogonalnih najmanjših kvadratov je učinkovit izračun zmanjšanja 
napake, ki ga zagotovi dodajanje vsake potencialne sredine RBF mreži. 
 
Z razvojem algoritma začnemo pri enačbi (C.14) v prilogi C, ki jo zapišemo v obliki t.i. 
standardnega linearnega regresijskega modela. Matrika U je regresijska matrika, njeni 
stolpci pa so regresijski vektorji: 
































= [𝐮1 𝐮2 … 𝐮𝑛] (2.71) 
 
Vsaka vrstica matrike U predstavlja izhod 1. plasti RBF za en vhodni vektor iz učne množice. 
Stolpec matrike U za vsak nevron oz. bazno funkcijo v 1. plasti plus izraz pragovne vrednosti 
(𝑛 = 𝑆1 + 1). Za ONK so potencialne sredine baznih funkcij pogosto izbrane kar kot vsi 
vhodni vektorji učne množice. V tem primeru bo 𝑛 = 𝑄 + 1, ker je konstanta »1« že 
vključena v vhodne vektorje q, kakor pove enačba (C.9). 
 
Cilj ONK je določiti koliko stolpcev U (nevronov ali baznih funkcij) naj bi uporabili. Prvi 
korak: izračunati koliko bi vsak stolpec zmanjšal kvadratno napako. Težava je v tem, da so 
stolpci v splošnem povezani drug z drugim, zato je težko določiti, koliko bi vsak posamezno 
zmanjšal napako. Zato moramo stolpce najprej ortogonalizirati kar pomeni, da U razstavimo 
s pomočjo zgornje trikotne matrike R z enkami na diagonali: 
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M predstavlja matriko z ortogonalnimi stolpci ?̃?𝑖, kar pomeni, da ima sledeče lastnosti: 







































Enačba (2.71) dobi obliko: 

















Iz ?̃?∗ lahko izračunamo 𝐱∗, ker je R zgornja trikotna matrika, lahko drugo enačbo pri (2.74) 
izračunamo s povratno substitucijo in ne potrebujemo inverzije matrike. Obstaja več načinov 
za določitev ortogonalnih vektorjev ?̃?𝑖. Uporabili bomo Gram-Schmidtov 
ortogonalizacijski proces, začenši z izvornimi stolpci U: 








, 𝑖 = 1,… , k − 1 (2.76) 
 
Ortogonalizacija stolpcev U omogoči učinkovito izračunati prispevek kvadratne napake 
vsakega baznega vektorja. Skupna vsota kvadratne vrednosti ciljev je dana z: 
𝐭𝑇𝐭 = [𝐌?̃? + 𝐣]
𝑇
[𝐌?̃? + 𝐣] = ?̃?𝑇𝐌𝑇𝐌?̃? + 𝐣𝑇𝐌?̃? + ?̃?𝑇𝐌𝑇𝐣 + 𝐣𝑇𝐣 (2.77) 
 
Vzemimo drugi člen vsote: 
𝐣𝑇𝐌?̃? = [𝐭 − 𝐌?̃?]
𝑇
𝐌?̃? = 𝐭𝑇𝐌?̃? − ?̃?𝑇𝐌𝑇𝐌?̃? (2.78) 
 
Če uporabimo optimalni ?̃?∗ iz enačbe 2.78, dobimo: 
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𝐣𝑇𝐌?̃?∗ = 𝐭𝑇𝐌?̃?∗ − 𝐭𝑇𝐌?̃?−1𝐌𝑇𝐌?̃?∗ = 𝐭𝑇𝐌?̃?∗ − 𝐭𝑇𝐌?̃?∗ = 0 (2.79) 
 
Torej postane skupna vsota kvadratne vrednosti iz enačbe (102) enaka: 







Prvi člen v zgornji vsoti  vplivajo regresorji, na drugega ne. Torej regresor (bazna funkcija) 
i prispeva h kvadratni vrednosti člen pod vsoto v enačbi 2.84. Za toliko lahko tudi 
zmanjšamo kvadratno napako, če vključimo odgovarjajočo bazno funkcijo v mrežo. To 
številko bomo uporabili po normalizaciji s skupno kvadratno vrednostjo, da bi določili 








To število se vedno giblje med 0 in 1. Vse te izsledke zdaj uporabimo pri oblikovanju 
algoritma OKN za izbiranje sredin. Začnemo z vsemi potencialnimi baznimi funkcijami 
vključenimi v regresijsko matriko U. Če jemljemo v obzir vse vektorje v učni množici kot 
potencialne sredine baznih funkcij, potem je U dimenzij Q krat Q+1 in predstavlja samo 
možnosti, ki jih imamo, ker nimamo nobene bazne funkcije vključene v mrežo. Prvo stopnjo 
ONK sestavljajo sledeči trije koraki, ki veljajo za i = 1,…, Q: 
?̃?1


















Izberemo bazno funkcijo, ki najbolj zmanjša napako: 
𝜎𝑖 = 𝜎1
(𝑖1) = 𝑚𝑎𝑥 {𝜎1
(𝑖)} , ?̃?1 = ?̃?1
(𝑖1) = 𝐮𝑖1 (2.83) 
 
Ostale iteracije algoritma se nadaljujejo na sledeči način pisano za k-to iteracijo, če velja 𝑖 =







, 𝑗 = 1,… , 𝑘 − 1 (2.84) 
?̃?𝑘

























(𝑖𝑘) = 𝑚𝑎𝑥 {𝜎𝑘
(𝑖)} , 𝑅𝑗,𝑘 = 𝜎𝑗,𝑘
(𝑖𝑘), 𝑗 = 1, … , 𝑘 − 1 (2.86) 
 
Iteracije se nadaljujejo, dokler ne dosežemo nekega kriterija, ki jih ustavi. Ena od možnih 




< ϖ (2.87) 
 
Pri tem je ϖ neka majhna številka. Če je ta izbrana številka premajhna, lahko pride do 
prenasičenja in mreža bo prekompleksna. Alternativa temu je uporaba validacijske množice. 
Ustavimo se, ko se napaka na validacijski množici poveča. Ko algoritem konvergira, lahko 
izvorne uteži x izračunamo iz transformiranih uteži ?̃?. To da s povratno substitucijo: 









2.6.7. Posploševanje mreže 
Ena od ključnih stvari je določiti število nevronov v mreži. Če je nevronov preveč, bo mreža 
prenasitila učne podatke. To pomeni, da bo napaka na učnih podatkih zelo majhna, a mreža 
ne bo dobro delovala tudi, ko dobi nove podatke. Mreža, ki dobro posplošuje, bo dobro 
delovala tako na novih podatkih kakor na učnih. Kompleksnost mreže določa število 
neodvisnih spremenljivk (uteži in pragovnih vrednosti), kar pa povratno določa število 
nevronov. Če je mreža za učno množico prekompleksna, bo postala prenasičena in bo slabo 
posploševala. 
 
Najpreprostejši model mreže vsebuje najmanjše število neodvisnih spremenljivk ali 
najmanjše število nevronov. Obstaja najmanj pet različnih pristopov, ki so jih uporabljali za 
pridobitev najenostavnejše mreže: 
 Metoda rasti se začne brez nevronov in jih dodaja, dokler mreža ne deluje dovolj dobro. 
Z njo smo zgradili nevronsko mrežo radialne bazne funkcije. 
 Metoda obrezovanja se začne z velikimi mrežami, ki bodo najverjetneje prenasičene in 
začne odstranjevati nevrone (ali uteži) enega po enega dokler se delovanje mreže znatno 
ne zmanjša. 
 Metoda globalnega iskanja, kot so npr. genetski algoritmi, iščejo po prostoru vseh 
mogočih arhitektur, da bi našli najenostavnejši model, ki razloži podatke. 
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 Regularizacija in zgodnje ustavljanje držita mreže majhne z omejevanjem veličine 
uteži namesto števila. Pri VPP smo uporabili različico metode zgodnjega ustavljanja – 
navzkrižno validiranje. 
 
Najenostavnejša metoda je metoda zgodnjega ustavljanja. Ko se mreža uči, uporablja čedalje 
več uteži dokler niso vse uporabljene, ko učenje doseže minimum površine napake. S 
povečevanjem števila učnih iteracij povečujemo kompleksnost rezultirajoče mreže. Če je 
učenje ustavljeno preden dosežemo minimum, bo mreža uporabila manj spremenljivk in bo 
manj verjetno nasičena. Kdaj ustavimo učenje, nam pove metoda navzkrižnega 
validiranja. Uporablja množico za preverjanje, da se odloči kdaj ustaviti učenje. Podatke, 
ki jih imamo na voljo po odstranitvi testne množice, razdelimo na dva dela: učno množico 
in množico za preverjanje. Učno množico uporabljamo za izračun gradientov ali Jacobianov 
in za določanje posodobitev uteži pri vsaki iteraciji. Množica za preverjanje predstavlja 
indikator, ki pove, kaj se dogaja s funkcijo mreže med učnimi točkami, njeno napako pa 
nadziramo med učnim procesom. Kadar napaka pri množici za preverjanje več iteracij 
narašča, se učenje ustavi in uteži, ki so dale minimalno napako v množici za preverjanje so 
tiste, ki se uporabijo pri naučeni nevronski mreži. 
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Ta stran je namenoma puščena prazna.  
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3. Metodologija raziskave 
Problem so posredovali iz podjetja Panplast d.o.o., kjer s kalandriranjem predelujejo plastiko 
v polizdelke, kot so plošče, in navite folije ter filmi za nadaljnjo predelavo v embalažo za 
prehrambno industrijo. Do sedaj so kalanderje nastavljali s poskušanjem in popravljanjem, 
kar pa seveda vzame ogromno časa in sredstev. Kljub neprekinjeni proizvodnji in to 
posledično pomanjkanju časovnih oken, smo uspeli izvesti eksperiment na kalandru. Želja z 
njihove strani je, da bi fizikalno in matematično okarakterizirali proces. Za začetek smo se 
posvetili temperaturam valjev. Te namreč skupaj s časom, ko je material izpostavljen 
toplotnim obremenitvam, po predpostavki najbolj znatno in očitno vplivajo na končne 
lastnosti izdelka. 
 
Eksperimentalni del je zajemal izdelavo folij s postopkom kalandriranja v podjetju Panplast 
d.o.o. pri različnih procesnih pogojih. Iz folij smo naredili vzorce in jih analizirali s pomočjo 
metode nanoindentacije. S tem smo določili elastični modul in (nano)trdoto površine. V 
nadaljevanju smo s statistično metodo ANOVA ovrednostili povezavo med temperaturama 
valjev in mehanskimi lastnostmi, dobljenimi z nanoindentacijo. Nazadnje smo se lotili 
sestavljanja (klasičnih) nevronskih mrež, da bi preverili, če se z njimi kot metodo da 
okarakterizirati proces kalandriranja. 
 
3.1. Eksperimentalni del 
Praktični del je bil sestavljen iz izdelave polipropilenskih folij pri različnih nastavitvah 
temperature valjev kalandra in izdelave vzorcev iz teh folij za nadaljnjo nanoindentacijsko 




3.1.1. Značilnosti kalandirnega stroja 
Kot omenjeno v teoretičnem delu je vsak kalandrirni stroj praktično unikaten oz. ima vsaj 
vsak svoje posebnosti. Pri nas je šlo za stroj s konfiguracijo, kot je prikazana na shemi v 
podpoglavju 2.2.1.1 Postrojenje (Slika 2.1) – trivaljni, poševni I kalander (Slika 3.1). 
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Material je preko ekstrudorja (Slika 3.2) in stroja za razporejanje taline doveden pod kotom 
na prvi, najnižji valj pri temperaturi 235 °C. Kapaciteta kalandriranja je znašala 402 kg/h, 
hitrost linije je bila 24 m/min. Kristalizacija po izkušnjah proizvajalca poteče že po 0,5 m, 








Slika 3.2: Ekstrudor. Material je avtomatsko dovajan v lijak iz zalogovnika. 
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stroj za razporeditev 
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Folije, ki jih izdelujejo, so široke 70 cm, kalandrirni valji pa so široki 1m in debeli 0,5m. Ker 
so relativno debeli, glede na dolžino, kompenzacija upogiba ni potrebna, saj jih smatramo 
kot toge. Prav tako so nespremenljivega preseka, čisti cilinder. Na spodnji skici so prikazani 
parametri špranj zaradi zamika valjev, kar zagotavlja strižno gnetenje materiala in s tem 
kalandriranje (Slika 3.3). Tlak na talino in velikosti špranj so zagotovljene s štirimi 




Slika 3.3: Shema prednastavljenih vrednosti veličin špranj. 
 





Slika 3.4: Sistem za prilagajanje položaja valjev. 
 
Drugih posebnosti stroj nima in je v vseh ostalih pogledih enak tistim, opisanim v 
teoretičnem podpoglavju 2.2.1.1 Postrojenje. 
 
 
3.1.2. Metodologija kalandriranja 
V sodelovanju z vodstvom podjetja smo se odločili izvesti preizkus pri naslednjih pogojih: 
 Konstantna velikost špranj med valji. 
 Linearnost osi valjev. 
0,87 mm 0,68 mm 








 Nespremenljiv presek valjev. 
 Konstantna hitrost valjev. 
 Konstanten tlak valjev na talino PP (120 bar v pnevmatskih cilindrih, variacije tlaka so 
po izkušnjah proizvajalca zanemarljive). 
 Spreminjanje temperature prvih dveh valjev med 30°C, 55°C in 80°C. 
 
Menjavali smo temperature prvih dveh valjev, ker najznatneje vplivata na mehanske 
lastnosti folije. Po izkušnjah podjetja namreč prehod morebitne temperature kristalizacije 
poteče že na prvem valju. Menjavanja temperature smo izvedli na tak način, da smo 
vsakokrat na posameznem valju izvedli najmanjši možen korak spremembe temperature 
(preglednica 3.1) in nikoli nismo prešli iz najvišje na najnižjo nastavitev ali obratno (iz 80 
na 30°C npr.). S tem smo si zagotavljali hitrejšo stabilizacijo procesa in možnost hitrejšega 
vzorčenja. Stabilizacijo procesa smo predvideli po 3 minutah stabilizacije temperatur valjev. 
Temperatura tretjega valja je bila konstantna. Za lažjo predstavo je potek temperaturnih 
sprememb grafično prikazan na sliki 3.5 (koda programa v Prilogi D). 
 
Preglednica 3.1: Spreminjanje temperatur valjev glede na zaporedno številko vzorca. 
Št. vzorca T1 [°C] T2 [°C] T3 [°C] 
1 80 80 50 
2 80 55 50 
3 80 30 50 
4 55 30 50 
5 55 55 50 
6 55 80 50 
7 30 80 50 
8 30 55 50 









Na koncu postrojenja smo odrezali približno 70 x 70 cm velike folije, debeline 0,46 mm pred 
navitjem na eno od dveh vreten za navijanje (slika 3.6). Dokler smo na enem vretenu rezali 








Kakor že rečeno v teoretičnem delu, polipropilen postaja čedalje bolj priljubljen in lahko 
dostopen material za predelavo. V tej raziskavi smo uporabili polipropilen izdelovalca 
LyondellBasell, s komercialnim imenom Moplen HP640J. Gre za jedrast homopolimer, 
primeren za ekstruzijo in termoformiranje. Po navedbah proizvajalca izraža srednje dobro 
trdoto in prozornost. Proizvajalec priporoča uporabo polipropilena za košarice za sadje, 
pladnje, prozorne plastične kozarce in škatle za hrano. V nadaljevanju v preglednici 3.2 
navajamo tehnične podatke, kot jih je podal proizvajalec z datumom 06.05.2017. Ta 















Enota Preizkuševalna metoda 
Fizikalne značilnosti 
Hitrost taljenja, (230°C/2,16kg) 3,2 g/10 min ISO 1133-1 
Gostota 0,90 g/cm3 ISO 1183-1 
Mehanske značilnosti 
Natezni modul 1600 MPa ISO 527-1, -2 
Natezna napetost pri popustitvi 37 MPa ISO 527-1, -2 
Raztezek pri lomu >50 % ISO 527-1, -2 
Raztezek pri popustitvi 9 % ISO 527-1, -2 
Odpornost na udarce 
Charpyjeva udarna trdnosti – z zarezo 
(23°C, Tip 1, Edgeweise, Zareza A) 
4 kJ/m2 ISO 179 
Trdota 
Trdota po indentaciji s kroglico (H 358/30) 78 MPa ISO 2039-1 
Termične značilnosti 
Vicantova temperatura mehčanja (A50) 154 °C ISO 306 
Temperatura odklona toplote B (0,45 MPa, 
neanilano) 
90 °C ISO 75B-1, -2 
Optične značilnosti 
Megličasto (1mm) 30 % ASTM D1003 
Blesk (60°) 113 % ASTM D2457 
 
 
Po koncu faze kalandriranja smo naredili 9 folij velikosti približno 70cm x 70cm. Že na teh 
folijah je bilo v nekaterih primerih opaziti natančno takšne nepravilnosti, kot so tiste opisane 
in prikazane v viru [1] od str. 346 do str. 348. Cilj namreč ni bil pridobiti »lepih« (optimalno 
gladkih in prozornih) folij, pač pa preveriti vpliv temperature na mehanske lastnosti pri 
različnih temperaturnih nastavitvah. Zato samim napakam nismo posvečali večje pozornosti 
razen, da smo morali najti primerno mesto na foliji in izrez vzorca med temi defekti. Slednji 
je lahko pri nanoindentaciji zelo majhen (manj od 5 mm x 5 mm). S primernim mestom 




Vzorecem, ki smo jih dobili po po procesu kalandriranja, smo analizirali površino z metodo 
nanoindentacije, ki smo jo izvedli na stroju Agilent G200 z Berkovičevim indenterjem (slika 
3.7), proizvajalca Agilent Technologies. Set stroja vključuje: standardno XP indentacijsko 
glavo (slika 3.8), modul za CSM, profesionalno programsko opremo NanoSuite 6.0 






Slika 3.7: Nanoindentacijsko preizkuševališče. 
 
Na sliki 3.8 lahko vidimo sestav indentacijske glave, ki zagotavlja pomike indentacijske 
konice ali indenterja. Gre za mehanizem, ki se premika in je reguliran s pomočjo elektro-



















s 3 različnimi 
vzorci PP folij mizica za vzorce 
miza za vibracijsko 
izolacijo odra 












Slika 3.8: Shema sestava indentacijske glave 
 
Glede na dokumentacijo proizvajalca se nanoindenter Agilent G200 uporablja za 
preizkušanje polprevodnikov, tankih filmov, mikro elektromehanskih sistemov (MEMS-ov), 
trdih prevlek, filmov iz diamantu podbnega ogljika (DLC, angl. Diamond-Like Carbon), 
kompozitnih materialov, vlaken, polimerov, kovin, keramik, biomaterialov in bioloških 
materialov. Tipi preizkusov, ki jih lahko izvajamo na njem, so naslednji: 
 Standardni preizkusi: 
 Osnovna trdota, modul na globini – metoda, ki predpisuje en cikel obremenjevanja in 
razbremenjevanja do določene globine. 
 Osnovna trdota, modul, kalibracija konice, nadzor obremenitve – ta metoda predpisuje 
serijo ciklov obremenitev/razbremenitev v enem indentacijskem eksperimentu. 
 CSM standardna trdota, modul in kalibracija konice – ta metoda poda trdoto in modul 
kot neprekinjeno funkcijo  penetracije v površino preizkušanca. (Uporabljena v tej 
raziskavi.) 
 Preizkusi s praskami: 
 Praska z nagibom obremenitve – metoda predpisuje specificirano linearno 
spreminjanje obremenitve. 
 Praska z nagibom obremenitve s kompenzacijo topografije – metoda izvede preizkus 
z linearno spreminjajočo obremenitvijo, predhodno pa enkratno v liniji pregleda 
originalno topografijo preizkušanca; na koncu enkratno v liniji pregleda deformacije, 













Sestav magneta in navitja 
Metodologija raziskave 
67 
 Obrabni preizkusi 
 Več cikelni obrabni preizkus – metoda predpisuje konstantno obremenitev obrabnega 
testa vzdolž ene poti in je namenjena več ciklom za obrabo (do 100 ciklov). 
 Obrabni test prehoda in vrnitve – metoda s konstantno obremenitvijo obrabnega 
preizkusa vzdolž enega tira tako v prehodu, kot ob vračanju po isti poti (do 99 ciklov). 
 Enosmerni obrabni preizkus – metoda predpisuje konstantno obremenitev obrabnega 
testa vzdolž enega tira in samo enosmerno (do 99 ciklov). 
 
V preglednici 3.3 podajamo merilne možnosti standardne XP indentacijske glave. 
 
Preglednica 3.3: Značilnosti standardne XP indentacijske glave 
Korak pomika < 0,01 nm 
Celotna pot indenterja 1,5 mm 
Maksimalna globina indentacije > 500 m 
Vnašanje obremenitve Sestav z navitjem in magnetom 
Merjenje pomika Merilnik kapacitete 
Možnosti obremenjevanja: 
Maksimalna (standardna) obremenitev 500 mN 
Korak obremenitve 50 nN 
Stična sila < 1,0 N 
Togost obremenilnega okvirja ~ 5 x 106 N/m 
Postavitev indentacije 
Uporabna površina 100 x 100 mm 
Nadzor pozicije Avtomatski z miško 
Natančnost pozicije ± 1 m 
Mikroskop 
Velikost video slike (25x) x (povečava objektiva) 
Objektiv 10x in 40x 
 
 
3.1.4.1. Izdelava vzorcev 
Naslednji korak po kalandriranju je bil iz folij izrezati vzorce za nanoindentacijo. Folijo ali 
film smo narezali na drobne koščke, izrezali pa iz področja, kjer je kalandirana folija gladka, 
čista in prozorna. Te vzorce smo nato prilepili na poseben cilindričen nosilec z lepilom, ki 
smo ga najprej natalili na površino s segrevanjem. Pri tem smo uporabili sledeče 
pripomočke: 
 rokavice iz lateksa, da ne kontaminiramo površine vzorca, ko delamo z njim, 
 aceton, 99,8%, proizvajala Sigma-Aldrich, 
 škarje, 
 pinceto, 
 3x cilindrični nosilec nanoindenterja Agilent G 200, 
 lepilo Crystalbond 509 Amber, proizvajalca Aremco Products inc., 
 grelnik, 
 debele rokavice za uporabo z grelnikom, 
 vatirane paličice, 




Tako vzorce kot pripomočke v stiku z njimi smo morali najprej očistiti z acetonom. Vzorce 
je bilo potrebno nalepiti na valjaste nosilce vzorcev za nanoindentacijo. Cilindrični nosilec 
smo položili na grelnik. Pri tem smo morali paziti, da nosilca nismo pregreli, da ne bi 
poškodovali vzorca. Temperaturo grelnika smo zato vzdrževali med 121 °C (temp. tališča 
lepila) in 154 °C (Vicatova temp. mehčanja PP), v povprečju na okoli 135°C. Ko je bil 
nosilec segret, smo nanj nanesli tanko plast oz. film lepila. S pinceto smo nanj položili 
vzorec. Pri tem smo morali paziti, da je bila površina vzorca vzporedna s površino nosilca 
ter da pod vzorcem ni bilo zračnih mehurčkov. Težava je nastala z upogibanjem segretih 
vzorcev, ki jih je bilo na mehki plasti lepila precej težko poravnati (odrezane folije so bile 
namreč naravno upognjene) in hkrati zagotoviti, da se pod njimi ni ujel zračni mehurček. Ko 
smo vzorček postavili na nosilec, smo ga nato s pinceto obtežili, ali pa smo si pomagali kar 
z naslednjim nosilcem in utežjo, oz. objektnim stekelcem in utežjo. Nosilec smo vzeli z 
grelnika ter med hlajenjem na opisani način še naprej ravnali vzorec. Izrezke folij smo lepili 
tako, da smo testirali zgornjo stran folije, kot je bila obrnjena v procesu kalandriranja. Na 
vsak cilinder smo nalepili po 3 vzorce iz 3 različnih folij. Na koncu smo dobili za 




Slika 3.9: Priprava vzorcev za nanoindentacijo 
 
 
3.1.4.2. Nanoindentacijski parametri 
Vzorce torej vpnemo v mizico in mizico vstavimo v nanoindenter. Še prej moramo fiksirati 
občutljivo vzmeten oder. Pri vstavljanju mizice moramo še paziti, da je glava indenterja 
odmaknjena in igla vpeta. Ko mizico vpnemo, sprostimo oder in primaknemo glavo nad 
mizico ter izvlečemo varovalni igli indentacijske konice. Napravo pred merjenjem še 
kalibriramo s pomočjo referenčnega vzorca, kar storimo z že integriranim programom. Zdaj 
lahko začnemo nastavljati parametre procesa. CSM meritve so omejene s specifikacijami 









Preglednica 3.4: Specifikacije za CSM 
Frekvenčni razpon 0,001 Hz do 120.000 Hz 
Frekvenčni razpon pri obremenjevanju 0,001 Hz do 1.000 Hz 
Napetostna občutljivost 2 nV do 1 V v celoti 
Tipični frekvenčni razpon delovanj 1 Hz do 300 Hz 
Minimalna in maksimalna amplituda obremenitve 
XP max 5,0 mN < 1,0 N 
XP min 1,0 nN ~ 5 x 106 N/m 
 
 
Nastavili smo 6 x 6 = 36 meritev (vbodov) na vsaki od 9 folij. Razdalja med vbodi je bila 
100 m. Skupno je bilo izvedenih 324 meritev. Na vsaki foliji moramo najprej poiskati 
primerno mesto za izvedbo meritev. Iščemo dovolj veliko, čisto površino, na katero 
postavimo začetno točko. Program generira ostalih 35 točk, ki jih lahko preverimo. Če 
vidimo, da katera od točk pade na problematično mesto, jo izbrišemo in premestimo na 
boljše mesto. CSM meritve lahko izvajamo na različnih globinah. V našem primeru so bile 
meritve izvedene na globini 2000 nm s frekvenco oscilacije 45 Hz. Amplituda oscilacije je 
bila nastavljena na prednastavljeno vrednost 2 nm. Poissonov koeficient PP je bil privzet kot 
0,36. 
 
Vseh 9 meritev smo povezali v serijo in zagnali proces, ki je trajal ves dan. Proces je zaradi 
majhnega velikostnega reda meritev občutljiv na tresljaje (npr. promet v bližnji garaži), zato 
smo pričakovali, da nekaj meritev ne bo izvedenih primerno, ali se sploh ne bodo izvedle (v 
veliki večini primerov se enostavno ne izvedejo). Vedno je nekaj takšnih meritev, še posebej, 
ko jih izvajamo več hkrati. Neizvedenih meritev zato ne upoštevamo. 
 
3.1.4.3. Rezultati nanoindentacije 
Indentacija je bila uspešno izvedena. Neuspešnih je bilo manj od 5% meritev. Razpon 
globine pri izvajanju meritev je bil od 800 pa do največ 2000 nm. Rezultate smo zato najprej 
provprečili po globini. Drugo povprečenje je bilo izvedeno preko števila zadovoljivo 
izvedenih vbodov pri vsakem vzorcu. Slednje končno povprečene rezultate nanoindentacije 
podajamo v preglednici 3.4. 
 
Preglednica 3.5: Modul elastičnosti in trdota, pridobljena z nanoindentacijo 
Št. vzorca 









1 (80, 80) 2,0044 0,0307 0,1105 0,0024 
2 (80, 55) 1,7929 0,0223 0,1002 0,0020 
3 (80, 30) 1,7865 0,0267 0,0965 0,0021 
4 (55, 30) 1,7478 0,0291 0,0923 0,0027 
5 (55, 55) 1,8289 0,0189 0,1037 0,0022 
6 (55, 80) 1,9220 0,0382 0,1029 0,0033 
7 (30, 80) 1,9773 0,0208 0,1082 0,0021 
8 (30, 55) 1,7340 0,0571 0,0932 0,0061 




Rezultati so že na prvi pogled stabilni (majhna odstopanja med meritvami, majhni standardni 
odkloni), kar postane še bolj očitno, če narišemo nekaj grafov v nadaljevanju. Programska 
koda zanje se nahaja v Prilogi D. Najprej si poglejmo gibanje modula elastičnosti po 
posameznih temperaturnih kombinacijah valjev. Iz slike 3.10 in preglednice 3.5 lahko 
razberemo sledeče značilnosti: 
 Najvišji modul elastičnosti dosežemo v prvem primeru (meritev 1), ko imata oba valja 
80°C in znaša 2,0044 GPa, najnižjo vrednost pa smo izmerili v primeru, ko sta bila oba 
valja na temperaturi 30°C (zadnja meritev) in znaša 1,5967 GPa. 
 Največji standardni odklon ima meritev 8 (0,0571 GPa), najmanjšega pa meritev 5 
(0,0189 GPa). V povprečju so bili standardni odkloni meritev elastičnega modula manjši 
pri folijah, kalandriranih z enakima temperaturama valjev. 
 Ne moremo govoriti o tendenci naraščanja ali padanja modula od prve do zadnje meritve 
saj je odnos kompleksnejši. 
 Za visok modul elastičnosti se kaže kot pomembnejša visoka temperatura drugega valja 
saj so vse tri najvišje vrednosti dobljene pri najvišji temperaturi drugega valja 80°C. 
Podoben odnos se kaže za nizek modul elastičnosti, vendar se tu med najnižjimi štirimi 
moduli pojavi še meritev 8, pri kateri je bil izmerjen modul z drugo najnižjo vrednostjo. 
Res pa je, da ima ta meritev precej velik standardni odklon in bi v svojih zgornjih 
vrednostih prav lahko izpadla iz treh najnižjih temperatur. 
 Pri parih modulov elastičnosti, kjer sta temperaturi valjev samo zamenjani (npr. par 2 s 
T1=80°C, T2=55°C in par 6 s T1=55°C, T2=80°C), lahko opazimo, da v dveh primerih 
velja, da je modul elastičnosti višji, ko je višja izmed temperatur temperatura drugega 
valja. To ne velja za par meritev 4 in 8, kjer je obratno. Res pa je, da ima ravno meritev 
8 največji standardni odklon. 
 Absolutna razlika temperatur med valjema nima trenda, vidimo pa lahko, da v primeru, 
ko je temperatura prvega valja konstantna, modul elastičnosti pada z zniževanjem 
temperature drugega valja. Enak trend je pri konstantni temperaturi drugega valja 30°C – 
modul elastičnosti pada z nižanjem temperature prvega valja. Tega trenda pri drugih 
temperaturah drugega valja ni opaziti. 
 V primeru, ko imata valja enako temperaturo, znižanje temperature (vzorci 1, 5, 9) skoraj 






Slika 3.10: Moduli elastičnosti za vse temperaturne kombinacije valjev 1 in 2. 
 
Graf na sliki 3.11 prikazuje izmerjene trdote površin folij. Razberemo lahko sledeče 
značilnosti: 
 Najvišja trdota površine je bila dosežena s folijo 1, kjer sta imela oba valja temperaturo 
80°C. Znaša 0,1105 GPa. Folija 9 s temperaturama valjev 30°C ima najnižjo trdoto 
površine in znaša 0,0795 GPa. 
 Največji standardni odklon ima zopet vzorec 8 in znaša 0,0061 GPa, najnižjega vzorec 2, 
0,0020 GPa. Ravno tako kot pri modulu elastičnosti tudi tu velja, da so imeli vzorci, 
dobljeni z enako temperaturo valjev v povprečju manjše standardne odklone kot tisti 
dobljeni z različnima temperaturama valjev. 
 Gibanje vrednosti trdote od vzorca do vzorca je zelo podobno gibanju vrednosti 
elastičnega modula, izjema je le višja vrednost trdote vzorca 5. 
 Za doseganje višje trdote površine se zopet kaže pomembnejša temperatura drugega valja. 
Meritve trdot na folijah, kjer je bila temperatura drugega valja 80°C, so namreč med 
najvišjimi. Kot tretja najvišja se sicer kaže folija, dobljena s temperaturo obeh valjev 
55°C. Prav tako imajo med najnižjimi trdotami folije s temperaturo drugega valja 30°C. 
Tretjo najnižjo trdoto ima sicer folija 8, vendar pa ima ta zopet precej velik standardni 
odklon. 
 Pri parih trdot, kjer sta temperaturi valjev samo zamenjani (npr. par 2 s T1 = 80°C, T2 = 
55°C in 6 s T1 = 55°C, T2 = 80°C), lahko opazimo, da velja, da je trdota višja, ko je višja 
izmed temperatur temperatura drugega valja. 
 Absolutna razlika temperatur med valjema nima trenda, vidimo pa lahko, da v primeru, 
ko je temperatura prvega valja 30°C ali 80°C, trdota pada z zniževanjem temperature 
drugega valja. Za temperaturo 55°C to težko trdimo, čeprav bi glede na raztros podatkov 
to lahko držalo tudi v tem primeru. Enak trend je pri konstantni temperaturi drugega valja 
30°C – trdota pada z nižanjem temperature prvega valja. Tega trenda pri drugih 
temperaturah drugega valja ni opaziti. 






Slika 3.11: Vrednosti trdote za vse temperaturne kombinacije valjev 1 in 2 
 
Kaže, da na izmerjene vrednosti modula elastičnosti in trdote vpliva temperatura vsakega 
posameznega valja, vpliv pa ima tudi kombinacija temperatur obeh valjev. Na naslednjih 
grafih smo zato izrisali, kako vpliva spreminjanje temperature posameznega valja na modul 
oz. trdoto, če obravnavamo temperaturo drugega izmed valjev kot konstantno. 
 
Levi graf na sliki 3.12 prikazuje spreminjanje modula elastičnosti v odvisnosti od 
temperature 1. valja. Vidimo lahko, da modul elastičnosti pri nizki temperaturi drugega valja 
močneje narašča z naraščajočo temperaturo. Pri višjih temperaturah drugega valja je 
naraščanje modula manj izrazito. Pri temperaturi drugega valja 55°C dobimo maksimum 
modula za primer, ko ima prvi valj enako temperaturo (55°C). Pri najvišji temperaturi 
drugega valja (80°C) pa je v primeru, ko je temperatura prvega valja enaka 55°C modul 
elastičnosti najmanjši. 
 
Desni graf slike 3.12 prikazuje spreminjanje trdote v odvisnosti od temperature 1. valja. 
Vidimo, da poteka na podoben način kot modul elastičnosti le, da višje temperature drugega 






Slika 3.12: Elastični modul (levo) in trdota (desno) v odvisnosti od temperature prvega valja 
 
Na sliki 3.13 je prikazana odvisnost modula elastičnosti in trdote od temperature drugega 
valja pri različnih temperaturah prvega valja. Na levem grafu modula elastičnosti v 
odvisnosti od temperature drugega valja lahko vidimo, da modul z naraščajočo temperaturo 
narašča vendar ne za vsak primer temperature prvega valja na enak način. Naraščanje 
modula v odvisnosti od temperature drugega valja je najbolj izrazito pri nizki temperaturi 
prvega valja, medtem ko višja temperatura (55°C in 80°C) prvega valja na modul elastičnosti 
nima tako izrazitega vpliva. 
 
Desni graf slike 3.13 prikazuje odvisnost trdote od temperature drugega valja. Trdota narašča 
z naraščajočo temperaturo in podobno kot pri modulu elastičnosti, tudi v primeru trdote višje 
temperature prvega valja nimajo izrazitega vpliva na vrednost trdote. Pri T1=55°C prvega 
valja lahko zopet vidimo maksimalno vrednost ravno pri T2=55°C drugega valja. 
 
Iz dobljenih rezultatov lahko sklepamo, da je odnos med temperaturama valjev in trdoto oz. 
modulom elastičnosti precej kompleksen. Za povezave med točkami na 3.12 in 3.13 smo se 
odločili za daljice. Dve točki lahko najbolj korektno povežemo na ta način saj so ostale točke 
prostora med njima neznane. To sicer ni najboljši način, saj tako predpostavimo linearno 
zvezo med dvema točkama, ki pa ni nujno pravilna. Iz dobljenih slik je mogoče sklepati, da 
bi več podatkov tvorilo krivulje. Te točke bi ob več znanih podatkih lahko morda povezali 
tudi s prilagajanjem potenčnih krivulj (kvadratne, kubične,…) ali spline-ov, vendar bi s tem 
tvegali določeno stopnjo popačenja slike med podatki in s tem tendence gibanja podatkov. 
Del krivulje lahko npr. leži nižje med dvema točkama, krivulja se lahko tudi drugače upogne 
med njima (iz konveksne v konkavno), ipd. Temperaturi smo z obravnavanima dvema 
slikama predstavili kot dve neodvisni vhodni spremenljivki. Spremembe vsake od njiju 
posebej nam dajejo drugačne rezultate. To nas privede do zamisli, da izrišemo rezultate 
nanoindentacije tridimenzionalno. Vsaka od vhodnih spremenljivk je neodvisna in z izhodno 
tvori trojko po predpostavki linearno neodvisnih spremenljivk: vhodni temperaturi in modul 





Slika 3.13: Elastični modul (levo) in trdota (desno) v odvisnosti od temperature drugega valja 
 
Na sliki 3.14 lahko vidimo površino, ki jo temperaturi valjev tvorita z modulom elastičnosti. 
Neravna oz. »valovita« površina nam pove, da gre za neuravnotežen sistem, kar se tiče 
nadaljnje obravnave rezultatov z analizo variance. Enako velja za temperaturi in trdoto na 
sliki 3.15. Vidimo, da sta površini tudi relativno stabilni v smislu, da nimata velikih 










Slika 3.15: Površina, ki jo s temperaturama tvori trdota 
 
 
3.2. Analiza produktov kalandriranja in rezultati 
Grafa v prejšnjem podpoglavju pokažeta, da je odnos med temperaturama in modulom 
elastičnosti oz. trdoto dokaj stabilen pri danih točkah. Vprašanji, ki se pri tem porajata sta, 
ali je povsod tako in ali sta površini z danimi tremi neodvisnimi spremenljivkami sploh realni 
v smislu obstoja povezav med spremenljivkami in njihovo neodvisnostjo. Zato smo najprej 
z metodo ANOVA preverili ali sta temperaturi od dveh lastnosti res ločeni, ali nista morda 
povezani in s tem soodvisni ter v kakšni meri. Če predpostavimo, da povezave veljajo, potem 
ne bi smeli imeti težav s sestavljanjem nevronskih mrež, ki bodo precej enostavne. Radi bi, 
da bi naša nevronska mreža prepoznavala povezave med temperaturama valjev in trdoto, oz. 
temperaturama valjev in modulom. Zato smo ločili problem napovedi teh dveh lastnosti na 
napoved vsake posamezne. Gradili smo dve mreži naenkrat. Eno za prepoznavanje modula 
in eno za prepoznavanje trdote, za kateri pa smo sicer predpostavili, da sta analogni, glede 
na grafa v prejšnjem podpoglavju. Vsaka mreža je imela tako dva vhoda (T1 in T2) in en 




Najprej moramo pokazati, da so temperaturi kot vhodna parametra in elastični modul oz. 
trdota kot izhodna parametra statistično povezani. To lahko potrdimo s statistično metodo 
ANOVA. Kakor omenjeno v teoretičnem delu, je ta lahko eno- ali večsmerna. Ker 
preverjamo interakcijo dveh vhodnih količin, bi sprva rekli, da moramo uporabiti dvosmerno 
Anovo, vendar pa zaradi neuravnoteženosti vzorca (različno število uspešnih meritev za 
vsakega od vzorcev) uporabimo večsmerno, saj je v programu funkcija anovan za n-smerne 




Preden se posvetimo posameznim rezultatom, si poglejmo še, kako brati preglednici na 
Slikah 3.11 in 3.12 v nadaljevanju, ki ju med rezultati izpiše program MATLAB. kaz anovan 
nam vrne celični niz s šestimi stolpci (preglednica 3.6). Izraze smo naknadno smiselno 
slovenili. 
 
Preglednica 3.6: Preglednica analize variance programa MATLAB. Povzeto po virih [55], [56] 
Source Sum Sq. d. f. Mean Sq. F Prob>F 
Columns 
VK𝛯  
𝑗𝑘 − 1 PK𝛯  
PK𝛯
NVK
 p(F𝑗𝑘−1,𝑖𝑘𝑗𝑘(ℎ𝑘−1)) > F 
Rows 
VK𝛷  
𝑖𝑘 − 1 PK𝛷  
PK𝛷
NVK
 p(F𝑖𝑘−1,𝑖𝑘𝑗𝑘(ℎ𝑘−1)) > F 
Interaction 
VK𝛯𝛷 
(𝑖𝑘 − 1)(𝑗𝑘 − 1) PK𝛯𝛷 
PK𝛯𝛷
NVK
 p(F(𝑖𝑘−1)(𝑗𝑘−1),𝑖𝑘𝑗𝑘(ℎ𝑘−1)) > F 
Error NVK 𝑖𝑘𝑗𝑘(ℎ𝑘 − 1) NPK   
Total SVK 𝑖𝑘𝑗𝑘ℎ𝑘 − 1    
 
 
Vsebino preglednice 3.6 pojasnjujemo v Preglednici 3.7. 
 
Preglednica 3.7: Pojasnila pomenov stolpcev preglednice 3.6. Povzeto po virih [55], [56] 
Stolpec Pomen v 
angleščini 
Slovenska kratica in 
njen pomen 
Prevod v slovenščino in definicija 
Source / Vir Vir variabilnosti. 
Sum Sq.  Sum of 
Squares 
Vsota kv. = Vsota 
kvadratov 
Vsota kvadratov zaradi vsakega od virov. 
d. f. degrees of 
freedom 
p.s. = prostostne stopnje Prostostne stopnje povezane z vsakim virom. Naj bo 
𝑗𝑘  število skupin v stolpčnem, 𝑖𝑘 število skupin v 
vrstičnem faktorju in ℎ𝑘 število ponovitev. Potem je 
skupno število opažanj 𝑖𝑘𝑗𝑘ℎ𝑘  in skupno število 
prostostnih stopenj 𝑖𝑘𝑗𝑘ℎ𝑘 − 1. Pri tem je 𝑖𝑘 − 1 
število prostostnih stopenj za vrstični faktor, 𝑗𝑘 − 1  
število prostostnih stopenj za stolpčni faktor, (𝑖𝑘 −
1)(𝑗𝑘 − 1) je interakcijsko število prostostnih stopenj, 
𝑖𝑘𝑗𝑘(ℎ𝑘 − 1) pa je število prostostnih stopenj napake. 
Mean Sq. Mean 
Squares 
Povpr. kv. = Povprečni 
kvadrati 
Povprečni kvadrati za vsak vir, ki je vsota kvadratov 
deljena s številom prostostnih stopenj.  
F F-statistic F Fisher(-Snedecor)jeva statistična porazdelitev, ki je 
kvocient s povprečnimi kvadrati. 
Prob>F p-value p>F Vrednost verjetnosti. Izraža verjetnost, da F-statistika 
lahko zavzame vrednost, ki je večja, kot izračunana 
vrednost meritvene statistike. 
 
 
Vrstice tabele analize variance kažejo na variabilnost podatkov, ki so razdeljeni na vire. 








Preglednica 3.8: Pojasnila vsebine prvega stolpca preglednice 3.6 
Vrstica (vir) Oznaka v slovenščini Definicija 
Columns Stolpci Variabilnost zaradi stolpčnega faktorja. 
Rows Vrstice Variabilnost zaradi vrstičnega faktorja. 
Interaction Medsebojni vpliv Variabilnost zaradi medsebojnega vpliva med vrstičnim in 
stolpčnim faktorjem. 
Error Napaka Variabilnost zaradi razlik med podatki v vsaki skupini in 
povprečjem te skupine (variabilnost znotraj skupin). 
Total Skupaj Skupna variabilnost. 
 
 
Količine iz teoretičnega poglavja o Anovi tako predstavljajo: 
 𝛯 = T1 = 𝑇1: temperature prvega valja predstavljajo vrstični faktor; 
 𝛷 = T2 = 𝑇2: temperature drugega valja predstavljajo stolpčni faktor; 
 Indeksa i in j tečeta od 1 do 3 (tri različne temperature 30, 55 in 80 °C tvorijo tri različne 
skupine faktorjev za analizo), torej 𝑖𝑘 = 3 in 𝑗𝑘 = 3; 
 Indeks h teče od 1 do 29,7̅; ta številka predstavlja povprečno število uspelih meritev 
nanoindentacije na posameznem vzorcu oz. 268 meritev, deljeno na 9 vzorcev, torej ℎ𝑘 =
29, 7̅; 
 y predstavlja naši odzivni spremenljivki – modul elastičnosti E oz. trdoto H, analizo 
variance smo namreč izvedli za vsako od njiju. 
 
V enačbi 2.13 so tako: 
 𝛽𝑖 deviacije skupin vrstice faktorja T1 glede na skupno povprečje η zaradi vrstice faktorja 
T1. Vsota vrednosti 𝛽𝑖 je enaka nič: ∑ 𝛽𝑖
𝑖𝑘
𝑖=1 = 0. 
 𝛿𝑗 deviacije skupin stolpca faktorja T2 glede na skupno povprečje η zaradi vrstice faktorja 
T2. Vsota vrednosti 𝛿𝑗 je enaka nič: ∑ 𝛿𝑗
𝑗𝑘
𝑗=1 = 0. 
 (𝛽𝛿)𝑖𝑗 interakcijski člen med fakorjema T1 in T2. Njegova vsota je nič v vsaki vrstici in 
vsakem stolpcu: ∑ (𝛽𝛿)𝑖𝑗
𝑖𝑘
𝑖=1 = ∑ (𝛽𝛿)𝑖𝑗
𝑗𝑘
𝑗=1 = 0. 
 𝜃𝑖𝑗ℎ ustreza pogojem neodvisnosti (posamezna meritev izvedena vsaka posebej), 
normalne porazdeljenosti in imajo konstantno varianco (so konstante že same, torej bo 
njihova varianca enaka nič). 
 
Enačbe 2.14 do 2.17 pa lahko zapišemo kot: 















































































(3 − 1)(3 − 1)
NVK












Te enačbe se računajo v ozadju programov, katerih kodi se nahaja v prilogi E. Programa sta 
funkcijsko identična le, da smo v prvem kot odzive oz. opažanja upoštevali meritve modula 





Najprej smo preverili, ali sta temperaturi valjev statistično povezani z elastičnim modulom 
in ali to velja za vse nivoje faktorjev. Podatke smo uredili v 3 vektorje: T1, T2, E. Vsak je 
vseboval 268 elementov, kolikor je bilo uspešnih meritev. Vsaki uspešni meritvi (izvedeni 
nanoindentaciji) modula elastičnosti je tako na nižjem nivoju odgovarjala kombinacija 
temperatur. V preglednici, ki jo ob analizi generira MATLAB (slika 3.16) vidimo, da so 
vrednosti p (Prob>F) zelo majhne. To pomeni, da so povprečni odzivi (moduli elastičnosti) 
zelo različni pri posamezni temperaturi. V tretji preglednici na sliki preverjamo medsebojno, 
dvosmerno interakcijo temperatur. Vrednost je zelo majhna, kar kaže na razliko v 




Slika 3.16: Analiza variance pri parametrih temperature za modul 
 
Da bi videli, katere skupine faktorjev se bistveno razlikujejo med seboj, smo izvedli še 
večprimerjalni test (slika 3.17). Prva skupina na sliki 3.17 je označena z modro, prav tako 
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cel njen interval. Ker druge skupine niso v preseku z intervalom prve, so označene rdeče 
(sicer bi bile sive, če bi kliknili nanje v interaktivnem oknu programa). Test je pokazal, da 
so posamezne kombinacije temperatur praktično neodvisne saj imajo ostale skupine povsem 
drugačne populacijske meje povprečja kot katera koli skupina v vprašanju. Nekoliko 
podobne oz. blizu so si bili zgolj skupine T1=55,T2=30 in T1=30,T2=55, T1=55,T2=55 in 
T1=55,T2=80 ter T1=30,T2=80 in T1=80,T2=80. Te podobnosti skupin pripisujemo 
predvsem merilnim napakam nanoindentacije. 
 
V primeru modula elastičnosti lahko tako z veliko verjetnostjo trdimo, je tako dvosmerna 
neuravnotežena ANOVA z večprimerjalnim testom potrdila neodvisnost odzivov 
posameznih kombinacij temperatur med seboj. To pomeni, da bo ena kombinacija 
temperatur valjev povzročila na končnem izdelku drugačen elastični modul materiala kot 




Slika 3.17: Večprimerjalni test verjetnosti unikatnega odziva kombinacij T na E. 8 skupin ima 





Enak postopek smo ponovili še za trdoto. Najprej smo preverili, ali sta temperaturi valjev 
statistično povezani s trdoto in ali to velja za vse nivoje faktorjev. Podatke smo uredili v 3 
vektorje: T1, T2, H. Vsak je vseboval 268 elementov, kolikor je bilo uspešnih meritev. Vsaki 
uspešni meritvi (izvedeni nanoindentaciji) trdote je tako na nižjem nivoju odgovarjala 
kombinacija temperatur. V preglednici, ki jo ob analizi generira MATLAB (slika 3.18) 
vidimo, da so vrednosti p (Prob>F) zelo majhne. To pomeni, da so povprečni odzivi (trdote) 
zelo različni pri posamezni temperaturi. V tretji vrstici preglednice na sliki preverjamo 
medsebojno, dvosmerno interakcijo temperatur. Vrednost je zelo majhna, kar kaže na razliko 






Slika 3.18: Analiza variance pri parametrih temperature za trdoto 
 
Tudi tu smo izvedli večkratni primerjalni test z multcompare, da smo primerjali kombinacije 
skupin (nivojev) dveh spremenljivk, ki tvorita skupine T1 in T2. 
 
 
Da bi videli katere skupine faktorjev se bistveno razlikujejo med seboj, smo izvedli še 
večprimerjalni test (slika 3.19). Prva skupina na sliki 3.19 je označena z modro, prav tako 
cel njen interval. Ker druge skupine niso v preseku z intervalom prve, so označene rdeče 
(sicer bi bile sive, če bi kliknili nanje v interaktivnem oknu programa). Test je pokazal, da 
so posamezne kombinacije temperatur praktično neodvisne saj imajo ostale skupine povsem 
drugačne populacijske meje povprečja kot katera koli skupina v vprašanju. Nekoliko 
podobne oz. blizu so si bili zgolj skupine T1=55,T2=30 in T1=30,T2=55, T1=55,T2=55 in 
T1=55,T2=80 ter T1=30,T2=80 in T1=80,T2=80. Te podobnosti skupin pripisujemo 
predvsem merilnim napakam nanoindentacije. 
 
V primeru trdote lahko prav tako z veliko gotovostjo trdimo, je tako dvosmerna 
neuravnotežena ANOVA z večprimerjalnim testom potrdila neodvisnost odzivov 
posameznih kombinacij temperatur med seboj. To pomeni, da bo ena kombinacija 
temperatur valjev povzročila drugačno trdoto površine materiala na končnem izdelku kot 






Slika 3.19: Večkratni primerjalni test verjetnosti unikatnega odziva kombinacij T na H. 8 skupin 
ima populacijske meje povprečja povsem različne od T1=30,T2=30. 
 
Rezultati ANOVA-e in večprimerjalnega testa so potrdili, da res obstaja povezava med 
temperaturama valjev in modulom elastičnosti oz. trdoto, ki smo jo v nadaljevanju modelirali 
z nevronskima mrežama VPP in RBF. 
 
 
3.2.2. Nevronske mreže 
Na podlagi opisanega v teoretičnem delu in dobljenih podatkov (izrisanih na slikah 2.9 in 
2.10) smo se odločili, da bomo raziskave nevronskih mrež začeli z najenostavnejšimi – 
mrežami s povezavami naprej. Kot najpogosteje uporabljano mrežo [26] smo najprej 
preizkusili VPP. Za izgradnjo mrež smo si pomagali z že vgrajenimi funkcijami v 
MATLAB-u. To je pri uporabi RBF pomenilo, da je ta imela tudi že vgrajen učni algoritem. 




3.2.2.1. Večplastni perceptron 
Za začetek smo vzeli VPP za katerega smo sestavili program v Prilogi F. Ta mreža dovolj 
dobro popisuje funkcije in ob pravilnem učenju k njim dobro konvergira. Arhitektura naše 
mreže je imela dva vhoda (T1, T2) in en izhod (E oz. H). Imamo torej 9 podatkovnih točk za 
vsako temperaturo. Glede na povedano v teoretičnem delu, lahko preprečimo, da bi se mreža 
prenasitila tudi tako, da omejimo število nevronov v skriti plasti. Teh mora biti načeloma 
manj kot je podatkov na vhodu, ki tudi določajo število uteži in pragovnih vrednosti, drugače 
se mreža prenasiti. Za njeno učenje smo si izbrali najbolj splošno uporabljan in najmočnejši 
[26] algoritem – Levenberg-Marquardt. Kako dobro se mreža prilagaja ciljnim podatkom, 
nam pove srednja kvadratna napaka (SKN, angl. Mean Square Error – MSE, enačba 2.32). 
Manjša kot je, bolje se mreža prilagodi ciljni množici podatkov. Zmožnost geralizacije oz. 
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posploševanja smo preverili s navzkrižnim validiranjem (angl. cross-validation, 
podpoglavje Posploševanje mreže). Izvedli smo samo validacijo 9 krat tako, da je bil vsak 
niz podatkov (9 vzorcev) uporabljen kot validacijski niz. Vsak od korakov je bil tudi 
preverjen, zato smo alocirali po en niz za testiranje delovanja pri dotični razporeditvi 
podatkov. 
 
Sestavili smo MATLAB-ov program (Priloga F) glede na dejstva podana v teoretičnem 
podpoglavju 2.6 o nevronskih mrežah. Zastavili smo nekaj robnih pogojev za delo in nekaj 
odločitev o značilnostih VPP: 
 Nevronov v skriti plasti bo nekje med 1 in 8. Vsak je povezan z vsakim vhodom in 
izhodom in ima pragovno vrednost. 
 Upoštevamo tudi splošno razdelitev podatkov za katero velja, da gre 70% podatkov za 
učenje, 15% podatkov za validacijo in 15% podatkov za testiranje. 
 Zaradi lažjega soočanja z negativnimi vrednostmi tokom računanja naj bo sigmoidna 
funkcija v skriti plasti tansig. 
 Še en pomemben parameter preizkusa je bil, da smo fiksirali začetne pogoje. Mreža bi 
sicer ob vsakem zagonu naključno uporabila druge začetne pogoje, kar pa bi povsem 
spreminjalo rezultate in onemogočalo primerjavo. 
 Število prehodov smo omejili na 300, saj pričakujemo, dokaj hitro konvergiranje. 
Verjetno bo proces zato ustavljen že prej glede na število podatkov. 
 Učenje na podlagi algoritma Levenberg-Marquardt se ustavi, ko je izpolnjen kateri koli 
od sledečih pogojev: 
 Doseženo je maksimalno število epoh (iteracij), torej 300. 
 Dosežen je ciljni učinek (prileganje točk). 
 Gradient učinka postane manjši od minimalnega gradienta. 
 Koeficient  preseže maksimalni dovoljeni k, ki naj bo 10.000 (prednastavljen). 
 So se validacijske performanse povečale več kot 6 krat (prednastavljeno). Validacijski 
vektorji ustavijo učenje prej, če učinek mreže na validacijske vektorje ne uspe ali 
ostane enak 6 epoh zaporedoma. 
 Ciljno SKN (CSKN) določimo na podlagi produkta razmerja med številom prostostnih 
stopenj sistema (NPS) in številom učnih enačb (NUE) ter srednjo kvadratno napako ciljne 
množice (SKNCM; predstavlja jo vsota, normirana s številom podatkov v enačbi 3.5). 
Zahtevamo, da znaša 1% produkta. 
 Minimalni gradient se v praksi jemlje kot desetina ciljne SKN in toliko je bil tudi naš. 
 Ker je srednja kvadratna napaka (pri posamezni iteraciji) odvisna od reda velikosti ciljnih 
izhodnih podatkov, smo jo za lažjo primerjavo med mrežama za H in E normirali s srednjo 
kvadratno napako ciljne množice (z 9 normirana vsota podatkov v imenovalcu enačbe 
3.6). 
 
V nadaljevanju navajamo primere omenjenih enačb. Cilji t so v našem primeru vrednosti 
vektorjev meritev H in E: 
CSKN = 0,01 ∙
NPS
NUE

























Pri navzkrižnem validiranju ovrednotimo delovanje mreže na podlagi napake validacije. Za 
lažjo primerjavo med mrežama za trdoto in elastični modul, smo tudi to napako normirali in 
jo predstavljamo kot relativno napako validacije (RNV) s sledečo enačbo: 





Pri tem je USKNV učinek srednje kvadratne napake validacije. Najbolje je, če je čim bližje 
1. To namreč pomeni, da je kvocient USKNV in SKNCM v enačbi 3.7 izredno majhen. 
USKNV je namreč celo še veliko manjši od SKNCM. Če je RNV negativna, pomeni, da je 
USKNV večji od SKNCM in torej učinek mreže nezadovoljiv. Napaka je z vsako iteracijo, 
z vsako spremembo skupine podatkov za validacijo drugačna, zato smo rezultate povprečili: 















V preglednici 3.9 podajamo vrednosti povprečne RNV glede na posamezno topologijo 
(število nevronov v skriti plasti – NSP), ki smo jo zaokroževali na 4 decimalke (natančnost 
podatkov). Zraven podajamo še prevladujoči kriterij ustavitve pri iteracijah. Na sliki 3.20 
podajamo še graf RNV̅̅ ̅̅ ̅̅  v odvisnosti od števila nevronov v skriti plasti. S točko na tem grafu 
je označena topologija, ki je najbližje vrednosti 1. Kot lahko vidimo, je to topologija z dvema 
nevronoma v skriti plasti. 
 
 
Preglednica 3.9: Prileganja topologij nevronskih mrež ciljni površini. 
NSP 1 2 3 4 5 6 7 8 
































Slika 3.20: Topologija z dvema nevronoma v skriti plasti je najbližje vrednosti 1. 
 
Iz zgornje preglednice in grafa vidimo, da se je najbolje prilagodila mreža z dvema 
nevronoma v skriti plasti, najslabše pa tista s sedmimi. Topologijo z dvema nevronoma torej 
vzamemo kot delujočo topologijo za računanje trdote s pomočjo VPP. Slika 3.21 prikazuje 
odziv pri tej topologiji. Vidimo, da se površini precej dobro prilegata v večini točk. Na sliki 










Slika 3.22: Shema topologije VPP z 2 vhodoma, 2 nevronoma v skriti plasti, enim izhodom. 
 







1 ] =  [
1,6673 −1,6421
1,7421 1,1786
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1,6254






V preglednici 3.10 podajamo vrednosti povprečne RNV glede na posamezno topologijo 
(število nevronov v skriti plasti – NSP), ki smo jo prav tako zaokroževali na 4 decimalke. 
Podajamo tudi prevladujoči kriterij ustavitve pri iteracijah. Na sliki 3.23 podajamo graf RNV̅̅ ̅̅ ̅̅  
v odvisnosti od števila nevronov v skriti plasti za modul elastičnosti. S točko na tem grafu 
je označena topologija, ki je najbližje vrednosti 1. Kot lahko vidimo, je to tokrat topologija 
s tremi nevroni v skriti plasti. V splošnem pa je gibanje RNV̅̅ ̅̅ ̅̅  precej podobno tistemu na 
grafu trdote (slika 3.20). 
 
 
Preglednica 3.10: Prileganja topologij nevronskih mrež ciljni površini. 
NSP 1 2 3 4 5 6 7 8 



































Slika 3.23: Topologija s tremi nevroni v skriti plasti je najbližje vrednosti 1. 
 
Iz zgornje preglednice in grafa vidimo, da se je najbolje prilagodila mreža s tremi nevroni v 
skriti plasti, najslabše pa tista s sedmimi. Topologijo s tremi nevroni torej vzamemo kot 
delujočo topologijo za računanje modula elastičnosti s pomočjo VPP. Slika 3.24 prikazuje 
odziv pri tej topologiji. Vidimo, da se površini zopet precej dobro prilegata v večini točk. Na 











Slika 3.25: Shema topologije VPP z 2 vhodoma, 3 nevroni v skriti plasti, enim izhodom. 
 










































3.2.2.2. Radialna bazna funkcija 
 
Pri učenju RBF (Priloga G) smo uporabili drugačne metode. Algoritem newrb ima že vgrajen 
način učenja od spodaj gor. Ustvari dvoplastno mrežo. Prva plast ima nevrone z radialno 
bazno funkcijo, druga plast pa je linearna – enako kot pri VPP. Obe plasti imata svojo 
pragovno vrednost. Na začetku plast z RBF nevrnoni ne vsebuje nobenega nevrona. Nato se 
ponavljajo sledeči koraki dokler povprečna SKN ne pade pod določeno ciljno vrednost: 
 Algoritem simulira mrežo. 
 Poišče vhodni vektor z največjo napako. 
 Doda nevron z utežmi enakimi vektorju z največjo napako. 
 Uteži za linearno plast se preuredijo tako, da kar se da zmanjšajo napako. 
 
Pri konstruiranju mreže smo upoštevali še naslednje: 
 Za lažjo primerjavo z VPP smo CSKN izračunali na enak način kot pri VPP. NUE je 
vedno enako 7 že pri VPP, zato smo ga v kodi (Priloga G) zamenjali s to konstanto. 
 Raztros (spread) smo določili kot območje med najmanjšo oddaljenostjo dveh sosednjih 
(zaporednih) vhodov in intervalom pojava vseh vhodnih podatkov [24]. Naš raztros je bil 
torej med 25 in 50. Če je namreč raztrosna konstanta premajhna, mreža ne posplošuje 
dobro. Če je konstanta raztrosa prevelika, bodo nevroni RBF dajali večje vrednosti za vse 
vhode, ki smo jih uporabili za izdelavo mreže. Optimalni raztros je torej določen tako, da 
priogramska koda išče relativno srednjo kvadratno napako (RSKN), ki je najbližje 
vrednosti 1. Tako za dano topologijo določi optimalen raztros. 
 Funkcija newrb za izgradnjo mreže RBF uporablja povsem drugačen sistem dela, kjer ni 
možno izvesti navzkrižnega validiranja direktno. Algoritem uporablja metodo rasti – 
Vhod 




dodaja nevrone dokler mreža ne začne optimalno delovati [24]. Metoda ustavljanja, 
kamor spada navzkrižno validiranje pa že ima prej določeno količino nevronov in 
razdelitev podatkov. Algoritem newrb se torej ustavi, ko doseže maksimalno dovoljeno 
količino nevronov (od 1 do 8 v našem primeru) oz., ko SKN pade pod CSKN. 
 Da bi preverili posploševanje mreže smo zato že prej izločili naključni validacijski 
podatek pri vsaki iteraciji. Za primerljivost z VPP smo tako izvedli naključno permutacijo 
in vsakič izpustili enega od podatkov, na preostalih pa izvedli izgradnjo mreže. Na 
izostalem podatku smo izvedli validacijo. Če smo prej preprosto izbrali najboljši učinek 
na validacijskem setu in učinke povprečili, ker je le-ta potekala tokom izgradnje mreže, 
zdaj tega ne moremo storiti, ker ima newrb svoj način izbora napake za naslednjo iteracijo 
izgradnje. Zato smo ob naši simulaciji, ki služi preverjanju [24] delovanja mreže 
programiramo na naslednji način: 
 Povprečimo izhode in relativne srednje kvadratne napake glede na različne množice 
podatkov, ki smo jih uporabili za validacijo (9 različnih skupin permutiranih testnih in 
validacijskih podatkov tako, da pride vsak od 9 podatkov na vrsto za validacijo). 
 Iz RNV nam program računa RNV̅̅ ̅̅ ̅̅  za vsak raztros od 25 do 50 pri vsakem 
maksimalnem dovoljenem številu NSP. 
 V naslednjem koraku smo izračunali minimalni RNV̅̅ ̅̅ ̅̅ , da smo dobili pri katerem 
raztrosu je RNV̅̅ ̅̅ ̅̅  najmanjša. To smo storili za vsako maksimalno dovoljeno število 
nevronov v skriti plasti. S tem smo dobili 8 različnih RNV̅̅ ̅̅ ̅̅ . Tisti RNV̅̅ ̅̅ ̅̅  od 8 topologij, 
ki je najbližje 1 predstavlja najboljšo topologijo za našo RBF. 
 Iz mreže ekstrahiramo še najboljši raztros, s katerim je ta mreža nastala. 
 Zgradimo RBF s tema podatkoma in vsemi vhodi, da vidimo, kako se taka mreža 
odziva. Ker smo uporabili rng('default'), si je računalnih zapomnil stanje s katerim je 
gradil mrežo za trening in validacijo, zato bo tudi tokrat uporabil iste začetne uteži kot 





Da bi ovrednotili delovanje RBF pri raznih konfiguracijah, moramo gledati vrednosti RNV̅̅ ̅̅ ̅̅  
pri posameznem raztrosu in posameznem maksimalno dovoljenem številu nevronov v skriti 
plasti. Vemo, da mora biti RNV̅̅ ̅̅ ̅̅  blizu 1, kar pomeni, da je algoritem kar se da zmanjšal 
USKNV v enačbi 3.8. Če je vrednost blizu 0, pomeni, da se je algoritem ustavil blizu CSKN. 
Negativen razultat pomeni, da je USKNV še vedno večji od CSKN. Iz tega sledi, da je 
algoritem prej dosegel dovoljeno maksimalno število nevronov v skriti plasti kot je uspel 
zmanjšati napako oz. je mreža prenasičena in nezmožna posploštevanja. Rezultate za 
posamezno konfiguracijo pri trdoti podajamo v preglednici 3.11, kjer je s krepko pisavo 
označen optimalni rezultat pri maksimalno 4 nevronih v skriti plasti in raztrosu 27. Vidimo 
lahko, da je veliko vrednosti negativnih. Nekatere, posebno pri 6, 7 in 8 nevronih v skriti 








Preglednica 3.11: Povprečna RNV pri vseh konfiguracijah mreže RBF za trdoto. 
𝐑𝐍𝐕̅̅ ̅̅ ̅̅  
Število nevronov v skriti plasti 































25 -0,4676 -0,6402 -1,1603 0,0645 -0,5470 -2,4211 -2,4220 -2,4220 
26 -0,4746 -0,6258 -1,2083 0,0302 -0,6338 -4,1035 -8,3980 -8,3980 
27 -0,4810 -0,6092 -1,2489 0,0861 -0,5594 -7,1477 -14,667 -14,667 
28 -0,4870 -0,6390 -1,2880 -0,0698 -0,5719 -12,600 -12,611 -12,600 
29 -0,4924 -0,6287 -1,3296 -0,1199 -0,5964 -23,934 -24,171 -24,171 
30 -0,4975 -0,6177 -1,3601 -0,0831 -0,7312 -49,411 -49,869 -49,869 
31 -0,5021 -0,6064 -1,3774 -0,1019 -0,7241 -115,87 -116,29 -116,29 
32 -0,5064 -0,5950 -1,3912 -0,1174 -0,7130 -362,22 -362,66 -362,66 
33 -0,5103 -0,5834 -1,4260 -0,4269 -0,8234 -2887,7 -2733,0 -2733,2 
34 -0,5139 -0,5720 -1,4328 -0,4359 -0,8077 -13493 -12837 -12838 
35 -0,5172 -0,5606 -1,4376 -0,4409 -0,7921 -45,059 -3,4482 -2,6637 
36 -0,5202 -0,5495 -1,4088 -0,4040 -0,7818 -1,5432 -437,23 -436,06 
37 -0,5230 -0,5385 -1,4107 -0,4022 -0,7494 -1,7116 -313,50 -246,31 
38 -0,5256 -0,5278 -1,4330 -0,4183 -0,7946 -1,4880 -4,2741 -2,8522 
39 -0,5280 -0,5173 -1,4326 -0,4132 -0,7696 -1,4980 -4,6083 -2,9904 
40 -0,5302 -0,5071 -1,4312 -0,4070 -0,5341 -0,8592 -5,8667 -2,5081 
41 -0,5323 -0,4972 -1,4291 -0,4000 -0,5304 -0,8646 -4,2910 -2,6886 
42 -0,5342 -0,5270 -1,5065 -0,3860 -0,5260 -0,8640 -4,2170 -2,5063 
43 -0,5360 -0,5184 -1,5044 -0,3788 -0,5272 -0,8692 -4,5076 -2,6848 
44 -0,5376 -0,5101 -1,5019 -0,4673 -0,6453 -0,4872 -5,0863 -2,9435 
45 -0,5391 -0,5021 -1,4990 -0,4529 -0,6331 -0,4777 -5,3405 -3,0978 
46 -0,5406 -0,4943 -1,4957 -0,4395 -0,6214 -0,4688 -5,5922 -3,1993 
47 -0,5419 -0,4867 -1,4922 -0,4268 -0,6104 -0,4817 -13,059 -3,3490 
48 -0,5432 -0,4794 -1,4885 -0,4150 -0,5999 -0,4732 -12,586 -3,4970 
49 -0,5443 -0,4724 -1,4847 -0,4039 -0,7240 -0,4614 -21,329 -12,758 
50 -0,5454 -0,1150 -0,2197 0,0705 -0,5647 -0,2133 -20,266 -12,164 
 
 
Za lažjo predstavo je gibanje napake prikazano na sliki 3.26. Interval prikaza smo za lažjo 
predstavo omejili in poteka od -0,75 do 0,25. V tem območju se namreč gibljejo željeni oz. 
relevantni rezultati, ki so blizu CSKN, ali jo presegajo proti 1. Nekoliko bolj v minus smo 
šli, ker je tam največja množica podatkov. Na sliki 3.26 lahko vidimo, da zelo malo primerov 
mrež dobro posplošuje. Zelo malo jih je v bližini črne površine, ki predstavlja relativno 
CSKN (1 – CSKN = 0). Najbolje se je odrezala površina z maksimalno dovoljenimi 4 
nevroni v skriti plasti pri raztrosu 27. Sama napaka validacije znaša 0,0861, torej le slabih 






Slika 3.26: Gibanje povprečne RSKN pri validaciji RBF za trdoto. Le malo rezultatov je blizu ali 
višje od relativne CSKN. 
 
Kako izgleda njeno prilagajanje na površine ciljnih podatkov, je prikazano na sliki 3.27. 
Vidimo, da je skoraj povsem zadela le 3 od 9 ključnih točk: (T1=80, T2=80), (T1=80, T2=55) 




Slika 3.27: Odziv mreže s 4 nevroni v skriti plasti se le delno ujema s ciljno površino. 
 
Shemo same mreže lahko vidimo na sliki 3.28. Skrita plast ima 4 nevrone, v linearni 
(izhodni) je nevron le eden za en izhod. Vhoda sta dva. 
 
 




Slika 3.28: Shema topologije najprimernejše RBF za modeliranje trdote z dvema vhodoma, 4 
nevroni v skriti plasti in enim izhodom. 
 


























































































Na enak način kot pri trdoti smo postopali tudi pri modulu elastičnosti in opazovali RNV̅̅ ̅̅ ̅̅ . 
Rezultate podajamo v preglednici 3.12. Napako najbližje 1 je prav tako izkazala 
konfiguracija mreže z maksimalno dovoljenimi 4 nevroni v skriti plasti a pri višjem raztrosu 




















Preglednica 3.12: Povprečna RNV pri vseh konfiguracijah mreže RBF za modul elastičnosti. 
𝐑𝐍𝐕̅̅ ̅̅ ̅̅  
Število nevronov v skriti plasti 































25 -0,4847 -0,5572 -1,1096 -0,2036 -0,5764 -2,1429 -3,0448 -0,7054 
26 -0,4949 -0,6149 -1,1670 -0,1853 -0,3912 -3,5176 -4,6536 -3,2701 
27 -0,5042 -0,5969 -1,1028 -0,1921 -0,3721 -5,7307 -7,6174 -5,9892 
28 -0,5128 -0,6130 -1,0888 -0,0686 -0,4650 -9,9625 -12,364 -12,364 
29 -0,5205 -0,5974 -1,0879 -0,0455 -0,4191 -18,668 -22,270 -22,270 
30 -0,5275 -0,5812 -1,0836 -0,1150 -0,4064 -37,265 -43,509 -43,509 
31 -0,5339 -0,5647 -1,0699 -0,0785 -0,4096 -85,876 -97,775 -97,775 
32 -0,5396 -0,5483 -1,0969 -0,0076 -0,2444 -264,42 -259,92 -260,00 
33 -0,5448 -0,5321 -1,0933 -0,0112 -0,2341 -1970,1 -1947,8 -1947,9 
34 -0,5496 -0,5162 -1,0900 -0,0039 -0,2174 -9148,7 -9094,0 -9094,0 
35 -0,5539 -0,5009 -1,0860 0,0034 -0,1587 -670,02 -669,02 -670,31 
36 -0,5577 -0,4861 -1,0815 0,0107 -0,1421 -252,69 -253,29 -253,00 
37 -0,5613 -0,4719 -1,0769 0,0180 -0,1258 -141,77 -142,58 -141,71 
38 -0,5645 -0,4975 -1,0125 0,2594 0,0248 -101,83 -95,146 -94,680 
39 -0,5675 -0,4857 -1,0367 0,2070 -0,0089 -5,1635 -74,731 -74,486 
40 -0,5702 -0,4743 -1,0429 0,2019 -0,0073 -3,8612 -59,665 -59,559 
41 -0,5726 -0,5133 -1,0606 0,1176 -0,0337 -3,0401 -49,791 -49,779 
42 -0,5749 -0,5037 -1,0643 0,1155 -0,0302 -2,4783 -42,899 -42,954 
43 -0,5770 -0,4944 -1,0676 0,1141 -0,0259 -2,0775 -37,556 -37,962 
44 -0,5790 -0,4855 -1,0705 0,1132 -0,0210 -1,7711 -33,781 -34,178 
45 -0,5807 -0,4769 -1,0730 0,1127 -0,0205 -1,5442 -31,055 -31,032 
46 -0,5824 -0,4686 -1,0752 0,1126 -0,0338 -1,2278 -1,7978 -1,7859 
47 -0,5839 -0,4319 -1,1315 0,0621 -0,3877 -1,5278 -0,5922 -0,5811 
48 -0,5854 -0,4276 -1,1335 0,0644 -0,3751 -1,4091 -0,5818 -0,5713 
49 -0,5867 -0,4235 -1,1353 0,0668 -0,3626 -1,3106 -0,5718 -0,5514 
50 -0,5879 -0,4197 -1,1370 0,0692 -0,3503 -1,2279 -0,5759 -0,5622 
 
 
Tudi tokrat smo se odločili za enak razpon prikaza rezultatov preglednice 3.12 na intervalu 
RNV̅̅ ̅̅ ̅̅  -0,75 do 0,25. Na sliki 3.29 lahko tako vidimo njen položaj v odnosu do drugih izidov 
SKN validacije. Najvišji vrh te komplicirane površine znaša 0,2594. Napaka je bližje 1 kakor 
v prejšnjem primeru in bolj oddaljena od CSKN. To pomeni, da je pri zadnji iteraciji 
validacije mreže SKN padla globje intenzivneje kot v primeru trdote. Od CSKN zdaj odstopa 
za skoraj 26%. V primeru modeliranja modula elastičnosti RNV̅̅ ̅̅ ̅̅  na sliki 3.29 kaže, da je 
veliko več rezultatov bližje CSKN kot pri modeliranju trdote (slika 3.26). Razlika pri 
modeliranju teh dveh procesov je v tem, da so vrednosti ciljnih podatkov pri modulu 
elastičnosti za več kot red velikosti, ponekod skoraj dva, višji kot pri trdoti. S tem so bližje 
redu velikosti vhodnih podatkov. Ta razlika je najverjetnejši vzrok različnim rezultatom. 
Primerno višjim vrednostim ciljev je tudi optimalni raztros nekoliko višji, število nevronov 
v skriti plasti pa ostaja enako. RBF tako verjetno lažje priredi točnejši izhod vhodu, ki mu je 






Slika 3.29: Gibanje povprečne RSKN pri validaciji RBF za modul elastičnosti. Znatno število 
rezultatov je blizu ali višje od relativne CSKN. 
 
Povprečna RNV bližje 1 pomeni tudi veliko boljše prileganje odzivne površine RBF za 
modul elastičnosti ciljni površini, kar lahko vidimo na sliki 3.30. Večino ključnih 9 točk 
mreža ni v popolnosti zadela, so si pa po večini veliko bližje. Najbolje je zadela točko 
(T1=80, T2=30). 
 
Slika 3.30: Odziv mreže s 4 nevroni v skriti plasti se precej dobro ujema s ciljno površino. 
 
Na sliki 3.31 je prikazana še topologija mreže za modeliranje modula elastičnosti. Vidimo, 
da je topološko povsem enaka tisti na sliki 3.28. Razlika je v b skrite plasti, ki je tokrat višji 
in znaša 38. 
 
 






Slika 3.31: Shema topologije najprimernejše RBF za modeliranje modula elastičnosti z dvema 
vhodoma, 4 nevroni v skriti plasti in enim izhodom. 
 
























































































Primerjava VPP in RBF 
 
Zdaj, ko smo opisali vse rezultate in kriterije, ki so privedli do njih, si poglejmo, katera 
rešitev je najprimernejša za modeliranje trdote in katera za modeliranje modula elastičnosti. 
Ali je mogoče z enim tipom mreže zadovoljivo popisati oba izhoda? Ker smo pri obeh 
uporabili enako metodo vrednotenja rezultatov, jih zdaj lahko primerjamo med seboj. 
Preglednici 3.13 in 3.14 prikazujeta vrednosti modula elastičnosti in trdote (v tem zaporedju) 
pri posamezni nevronski mreži in ciljni množici podatkov ter razlike med njimi v obliki 
relativne napake, odstopanja pa so izražena tudi v odstotkih. (-) pomenijo zgolj oznako, da 
je izračunana relativna napaka negativna. Pri računanju povprečne vrednosti relativne 
napake smo uporabili absolutne vrednosti posameznih relativnih napak, saj nas je zanimala 
povprečna velikost relativne napake, ki priča o natančnosti prilagajanja površine mreže ciljni 
površini. To pomeni, da točka mreže odstopa navzgor pri – in navzdol pri + (smer E oz. H 
na tridimenzionalnih grafih na slikah 3.21, 3.24, 3.27, 3,30). Majhna relativna napaka torej 









Pri tem je t0 točnost, t ciljna vrednost točke, a pa vrednost točke, ki jo izračuna nevronska 
mreža. Če je točnost negativna pomeni, da v povprečju mreža mapira točke nižje od cilja 
glede na os E ali H iz grafov na slikah 3.21, 3.24, 3.27, 3,30, če pa je pozitivna pa, da mapira 
Vhod 




točke višje od cilja. Absolutna vrednost točnosti je merilo za primerjavo točnosti mreže pri 
prilagajanju naših 9 točk. Idealna točnost je nič. Bližje, kot je ničli vrednost točnosti mreže, 
bolj točno mreža prilagaja površino v prostoru E-T1-T2 oz. H-T1-T2. Kako izgleda 
prilagajanje modula elastičnosti nevronskih mrež ciljnim točkam je prikazano na slikah 3.32 
in 3.33 (program zanju v Prilogi H). 
 
Iz preglednice 3.13 lahko razberemo, da je VPP natančnejši (četudi z nevronom manj v skriti 
plasti) a nekoliko manj točen od RBF, saj mapira površino nekoliko pod ciljno površino. 
Vendar pa je netočnost zanemarljiva v luči njenega reda velikosti. Glede na to, da ima VPP 
natančnost skoraj dvakrat boljšo od RBF kljub dejstvu, da ima nevron manj (potrebuje manj 
računske moči), lahko rečemo, da je VPP s teh stališč primernejša mreža za modeliranje 
modula elastičnosti od RBF. Kljub nižji točnosti ima mreža toliko boljšo natančnost, da je 
njen raztros modeliranih točk še vedno manjši od raztrosa RBF. Največja relativna napaka 
pri VPP (7.) je še vedno manjša od dveh relativnih napak RBF (2. in 4.). 
 





















(80,80) 2,0044 1,9795 0,0124 1,2% 1,9534 0,0254 2,5% 
(80,55) 1,7929 1,8106 (-)0,0099 (-)1,0% 1,8664 (-)0,0410 (-)4,1% 
(80,30) 1,7865 1,7731 0,0075 0,8% 1,7951 (-)0,0048 (-)0,5% 
(55,30) 1,7478 1,7152 0,0187 1,9% 1,6798 0,0389 3,9% 
(55,55) 1,8289 1,8227 0,0034 0,3% 1,7984 0,0167 1,7% 
(55,80) 1,922 1,923 (-)0,0005 (-)0,1% 1,9544 (-)0,0169 (-)1,7% 
(30,80) 1,9773 1,918 0,0300 3,0% 1,9497 0,0140 1,4% 
(30,55) 1,734 1,7686 (-)0,0200 (-)2,0% 1,7678 (-)0,0195 (-)1,9% 
(30,30) 1,5967 1,6138 (-)0,0107 (-)1,1% 1,6256 (-)0,0181 (-)1,8% 
Povprečne 
vrednosti 
- - 0,0126 1,3% - 0,0217 2,2% 
Točnost [GPa] - - -0,0073 - - 0,0000 - 
 
 
Slika 3.32 prikazuje grafično primerjavo nevronskih mrež s področjem standardnega 
odklona točk dobljenih z nanoindentacijo (ciljnih točk). VPP je najslabše modeliral 7. točko 
(30,80), kjer je vrednost izven območja standardnega odklona vrednosti ciljne točke. 
Najbolje pa je prilagodil 6. točko (55,80). Razen 7. (30,80) in 4. točke (55,30) je vseh ostalih 
7 točk znotraj standardnega odklona točk cilja. Pri RBF je takšnih točk manj – zgolj 3 (3., 6. 
in 8.). Kot lahko vidimo, so tudi odstopanja od srednje vrednosti cilja v posamezni točki 
znatnejša. Pravzaprav je RBF uspelo biti boljša opcija zgolj v točkah 3 in 8. RBF je najbolje 






Slika 3.32: Prilagajanje posameznih točk nevronskih mrež ciljnim točkam modula elastičnosti. 
Uspešnejši je VPP. 
 
Pri modeliranju trdote so relativne napake večje kot pri modeliranju modula elastičnosti in 
to za obe mreži. Zopet je VPP natančnejša kjub manjši računski moči z dvema nevronoma 
manj od RBF. Je manj točna za 0,3 MPa, kar pa lahko zanemarimo v luči reda velikosti 
natančnosti obeh mrež  in dejstva, da je VPP skoraj 2x bolj natančen in ima 2x nižjo potrebno 
računsko moč v smislu števila nevronov. Kljub nižji točnosti ima mreža toliko boljšo 
natančnost, da je njen raztros modeliranih točk še vedno manjši od raztrosa RBF. Največja 
relativna napaka pri VPP (1.) je še vedno manjša od največje relativne napake RBF (3.). 
 
Preglednica 3.14: Preglednica vrednosti trdote v ključnih točkah cilja in mrež 
Temperaturne 
kombinacije 
















(80,80) 0,1105 0,1046 0,0534 5,3% 0,11 0,0045 0,5% 
(80,55) 0,1002 0,1011 (-)0,0090 (-)0,9% 0,0992 0,0100 1,0% 
(80,30) 0,0965 0,0965 0,0000 0,0% 0,088 0,0881 8,8% 
(55,30) 0,0923 0,0931 (-)0,0087 (-)0,9% 0,0934 (-)0,0119 (-)1,2% 
(55,55) 0,1037 0,1037 0,0000 0,0% 0,1009 0,0270 2,7% 
(55,80) 0,1029 0,1048 (-)0,0185 (-)1,8% 0,1079 (-)0,0486 (-)4,9% 
(30,80) 0,1082 0,103 0,0481 4,8% 0,1041 0,0379 3,8% 
(30,55) 0,0932 0,0952 (-)0,0215 (-)2,1% 0,096 (-)0,0300 (-)3,0% 
(30,30) 0,0795 0,0823 (-)0,0352 (-)3,5% 0,0875 (-)0,1006 (-)10,1% 
Povprečne 
vrednosti 
- - 0,0216 2,2% - 0,0399 4,0% 
Točnost [GPa] - - -0,0003 - - 0,0000 - 
Kakor slika 3.32 tudi slika 3.33 prikazuje grafično primerjavo nevronskih mrež s področjem 
standardnega odklona točk dobljenih z nanoindentacijo (ciljnih točk). Tu je VPP najslabše 
modeliral 1. točko (80,80), kjer je vrednost izven območja standardnega odklona vrednosti 
ciljne točke. Najbolje pa je prilagodil 3. (80,30) in 5. (55,55) točko, ki ju je povsem zadel. 
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Tu so 3 točke (1. (80,80), 7. (30,80) in 9. (30,30)) izven območja standardnega odklona točk 
cilja, torej ena več kot pri modeliranju modula elastičnosti in jih je le 6 znotraj območja. Pri 
modeliranju trdote je v tem pogledu VPP zopet boljši od RBF, ki ima 5 točk zunaj območja 
standardnega odklona točk cilja (3. (80,30), 5. (55,55), 6. (55,80), 7. (30,80) in 9. (30,30)). 
Kot lahko vidimo, so tudi odstopanja od srednje vrednosti cilja v posamezni točki znatnejša. 
RBF je uspelo biti boljša opcija zgolj v točkah 1 (80,80) in 7 (30,80). RBF je najbolje 




Slika 3.33: Prilagajanje posameznih točk nevronskih mrež ciljnim točkam trdote. Zopet je bil 
spešnejši VPP. 
 
Iz povedanega lahko zaključimo, da je za modeliranje modula elastičnosti in trdote 
primernejši VPP kljub manjši računski moči (3 nevroni v skriti plasti za modul elastičnosti 
in 2 za trdoto) saj je natančnejši od RBF. Mrežama je skupno, da slabše modelirata trdoto 
kakor modul elastičnosti. Predvidevamo, da igra pri tem poglavitno vlogo red velikosti 




Ta stran je namenoma puščena prazna. 
 99 
4. Diskusija 
V tem poglavju bomo povzeli celoten proces raziskave in podali vpliv temperatur valjev na 
mehanski lastnosti – elastični modul in trdoto. Komentirali bomo vsak korak raziskave in 
podali povezave ter pomisleke na potek in rezultate. 
 
Raziskava nevronskih mrež po metodi od enostavnejših h kompleksnim je dala rezultat v 
enoplastni nevronski mreži VPP. Ta mreža se je pokazala kot sposobna precej dobro 
posnemati ciljno množico podatkov, ki smo jih povezali v tridimenzionalni problem dveh 





Pri kalandriranju smo se odločili za menjavanje temperatur prvega in drugega valja, gledano 
od spodaj navzgor (1 in 2 na sliki 3.1). Po nastavitvi želenih temperatur valjev smo morali 
najprej počakati, da so se temperature valjev stabilizirale, po cca. 3 min se je stabiliziral 
proces in je material z novo nastavljeno temperaturno kombinacijo zanesljivo prišel do 
konca linije. Odrezali smo vzorec folije, spremenili vhodni temperaturi in ponovili postopek. 
Na omenjenih dveh valjih smo kombinirali tri različne temperature (30 °C, 55°C, 80°C), ki 
so bile ravno dovolj, da smo lahko preverili nelinearnost odvisnosti izhodnih mehanskih 
lastnosti, saj tri točke lahko popišejo krivuljo. S tem smo skupno izvedli devet različnih 
kombinacij temperatur. Vsi ostali pogoji so bili konstantni (tlak valjev na talino, 
geometrijska postavitev valjev, hitrost linije, dotok materiala, temperatura dotečenega 
materiala). 
 
Vseh devet, s kalandriranjem dobljenih, folij je imelo različen modul elastičnosti in trdoto, 
kot smo videli pri rezultatih nanoindentacije, naslednjem koraku raziskave. Mehanske 
lastnosti pa se na teh folijah ne razlikujejo le po temperaturi, pač pa tudi po tem, katero stran 
folije gledamo. Ločimo ju na spodnjo in zgornjo. Zgornja stran folije je bila pri 
horizontalnem potovanju po hladilnih valjih obrnjena navzgor (slika 3.1 desno). Strani folije 
imata namreč zaradi izpostavljenosti različnim temperaturam in zaporedjem nategov in 
tlakov na površinah različno zgodovino obremenjevanja in s tem nekoliko različne lastnosti. 
Mi smo pri vseh vzorcih preizkušali le zgornjo stran vzorca. Ni nas namreč toliko zanimala 
sama folija, pač pa ali je njene mehanske lastnosti možno modelirati z nevronskimi mrežami 




Opaziti je bilo mogoče, da so imele nekatere folije tipične napake, kot so bile opisane in 
prikazane v Mitsoulisovem Kalandriranju polimerov [1] in Prenticeovih Površinskih 
nepravilnostih kalandiranega polipropilena [27]. Predvidevamo lahko, da so napake nastale 
zaradi različne rasti kristalov in stopnje kristalizacije pri različnih temperaturah. Področje 
kristalizacije je s temperaturami menjalo tudi položaj na kalandrirnih valjih in s tem je v 
drugo špranjo z vsako novo temperaturno kombinacijo vstopal material v drugem 
kristalizacijskem stanju (velikost, razporeditev kristalov, temperatura in s tem viskoznost), 
ker pa je kristalizacija potekla do različne stopnje (rast, količina kristalov), so se na koncu 
folije razlikovale tudi po transparentnosti in ne samo po mehanskih lastnosti. Ta videz folij 
je tudi znak, da kalandriranje ni pravilno nastavljeno, ali pa se mehanske karakteristike 
pokažejo kot nezadovoljive kasneje pri izdelovanju embalaže za hrano. »Vogali« (ostrejši 
prehodi med stenami in dnom posodice) se strgajo, ali spremenijo barvo. To pa pomeni škart 
izdelka in s tem izgubo za podjetje. Ugotavljanje zaželenih mehanskih lastnosti in 
kalibriranje kalandriranja je zato ključnega pomena za dobre lastnosti preoblikovanja folije 
in kvaliteto končnega izdelka. Te lastnosti smo lahko do sedaj pridobili le s poskušanjem in 
preizkusi materiala (kot npr. z nanoindentacijo) po končani izdelavi folije. ANOVA in 





Za potrebe te naloge smo se odločili izvesti nanoindentacijo na zgornji strani folije. Na 
kalandriranih folijah – sploh tistih z napakami, je bil prvi izziv najti primerno mesto (čisto, 
gladko površino) za izrez vzorca. Tu je v polnosti prišla do izraza prednost nanoindentacije 
kot preiskovalnega postopka – vzorci so bili lahko izredno majhni (0,5 x 0,5 cm, slika 3.9) 
v primerjavi z napako, ki se kaže kot področje drugačne teksture preko celotne površine 
folije, prečno na smer kalandriranja. 
 
Po pripravi vzorcev smo zastavili 36 nanoindentacijskih postopkov na vsaki foliji (36 
vbodnih mest). Maksimalna relativna napaka vseh meritev za modul elastičnosti je znašala 
0,0798 oz. 7,98%, za trdoto pa 0,1612 oz. 16,12%, torej je bilo variiranje rezultatov 
nanoindentacije relativno nizko. Neuspešnih je bilo 56 oz. cca. 17% meritev, ki se niso 
izvedle zaradi vplivov površinskih napak, pa tudi zaradi zaznanih vibracij okolice ali 
nezmožnosti stroja, da bi zaznal površino, kar povzroči, da stroj preskoči merilno mesto in 
nadaljuje izvajanje meritev na naslednjem mestu označenem za vbod. Ravno zato smo 
naredili 36 točk na posamezni vzorec, saj smo predvidevali, da se kakšna ne bo izvedla. 
Pridobili smo dovolj uporabnih podatkov (268 od 324) za zadovoljivo statistično analizo 
variance in seveda za izračun povprečnih vrednosti trdote in modula elastičnosti pri različnih 
temperaturah za uporabo v obliki ciljne podatkovne množice pri nevronskih mrežah. Pri 
nekaterih vzorcih je prišlo do znatnejšega standardnega odklona (7. npr. na sliki 3.33) kar pa 
je lahko posledica kakšne nepravilnosti v površini. Ugotovili smo, da je najugodnejša 
predstavitev povezave med podatki tridimenzionalni model površine v prostoru, ki ga tvorijo 
ena mehanska lastnost in temperature dveh valjev. To odvisnost smo morali potrditi s 









Z metodo večstrane analize variance smo preverili, statistično značilnost vpliva temperature 
kalandrirnih valjev na modul elastičnosti in trdoto kalandriranih folij. Meritve mehanskih 
lastnosti materiala pri posamezni temperaturni zgodovini so bile precej enoznačne. V 
posameznih primerih so si bile sicer paroma podobne, vendar to lahko pripišemo bolj 
standardnemu odklonu rezultatov na posameznem vzorcu oz. merilnim napakam kakor 
dejanski različnosti. Analiza je pokazala, da je vpliv temperature na izbrani mehanski 
lastnosti statistično značilen. Verjetnost naključja je izredno majhna tako pri modulu 





Pri izgradnji modelov z uporabo nevronskih mrež VPP in RBF standardnega odklona 
meritev nanoindentacije nismo upoštevali. Vzeli smo samo povprečne vrednosti pri 
posameznih primerih folij kot ciljne vrednosti, s katerimi smo učili mreže, jih preizkušali in 
navzkrižno validirali. Iz dveh temperatur in ene mehanske lastnosti smo lahko formirali z 
Anovo preverjen, relativno enostaven in lahko predstavljiv problem površine v prostoru. To 
je omogočalo tudi lažjo vizualizacijo modeliranja ciljne množice podatkov. Cilj mrež je bil 
naučiti se čim bolje modelirati funkcijsko povezavo oz. površini, ki sta jih tvorili trdota oz. 
modul v odvisnosti od temperatur T1 in T2. Zaradi enostavnosti problema in majhnega števila 
podatkov smo smatrali, da je uvajanje dodatne plasti mreže nepotrebno. 
 
VPP je pokazal odlično prilagajanje pri treh nevronih v skriti plasti za elastični modul in 
dveh za trdoto. V dostopni literaturi na temo nevronskih mrež pogosto najdemo trditev (npr. 
[25], str. 11-41, prvi odstavek), da lahko dvoplastna mreža s sigmoidno funkcijo v skriti 
plasti aproksimira katero koli praktično funkcijo z dovolj nevroni v tej plasti. To je bil tudi 
eden od razlogov (poleg od enostavnega h kompleksnemu) za VPP kot prvi tip mrež, ki smo 
jih preizkušali. Za učenje smo uporabljali Levenberg-Marquardtov algoritem kot 
najmnožičneje uporabljanega. Razlog njegove priljubljenosti je ravno prilagodljiva hitrost 
in tip učenja preko spremenljivke . Ker gre za hiter algoritem, obstaja nevarnost, da zanj 
navzkrižno validiranje kot metoda preverjanja generalizacije ni primerna, saj se lahko zgodi, 
da učni algoritem kakšen podatek preskoči. Pomislek je sicer na mestu, a za nas ta nevarnost 
zaradi majhnega števila podatkov (samo 9) in relativno enostavnega problema ni velika in 
predstavlja sprejemljivo tveganje. Poleg tega smo to preprečili tako, da smo vzeli  nekoliko 
večji, kot je sicer v praksi. Kombinacija Levenberg-Marquardtovega algoritma in 
navzkrižnega validiranja je sicer precej priljubljena v splošni praksi. Algoritem je omogočal, 
da smo izvajali klasično k-kratno navzkrižno validiranje, kjer smo na koncu povprečili 
rezultate k-tih permutacij in s tem k-tih validacijskih rezultatov relativne SKN učinka mreže. 
 
Mreža RBF se je izkazala kot slabša opcija s stališča natančnosti prilagajanja površini in za 
to potrebne računske moči. Že sicer je praviloma potrebnih več nevronov v skriti plasti RBF 
kot pri VPP za dobro delovanje mreže, kar se v nekaterih primerih izkaže kot dobro. V našem 
primeru se ni. Mreža je bila učena z metodo prirasta nevronov v kombinaciji s prilagojenim 
navzkrižnim validiranjem, ki pa se je pokazala kot dovolj učinkovita. Učenje je potekalo 
tako, da je mreža začela brez nevrona v skriti plasti, vzela največjo SKN, nato dodala nevron 
in prilagodila uteži, da je SKN kar se da zmanjšala. Sledilo je ponovno merjenje največjega 
odstopanja in dodajanje nevronov dokler SKN mreže ni padla pod predpisano vrednost, ki 
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smo jo za lažjo primerjavo izračunali na enak način kot pri VPP, kljub temu, da nismo 
izvajali takojšnje delitve podatkov in validacije, ker algoritem programske funkcije za 
izgradnjo RBF tega ne omogoča. Na koncu smo izvedli prilagojeno validacijo s tem, da smo 
iz osnovne množice podatkov izpustili enega za validacijo. Učnih 8 podatkov in enega 
validacijskega smo permutirali z enakim algoritmom kot pri VPP. 
 
Pri obeh mrežah smo zaradi lažje ponovljivosti vnesli v kodo programa funkcijo ki omogoča 
ponovljivost rezultatov. Pomeni, da si bo program zapomnil začetno stanje strojne opreme 
in s tem zagotovil enako izbiro začetnih uteži mrež pri vsakem zagonu programske kode. 
 
Glede na relativno majhna odstopanja točk, ki so jih generirale mreže, lahko potrdimo, da 
so nevronske mreže primerno orodje za modeliranje odzivnih mehanskih lastnosti trdote 
površine in modula elastičnosti. Pri kalandriranju folije iz PP tako lahko z relativno majhnim 
VPP s precej veliko natančnostjo in točnostjo predvidimo rezultat trdote oz. modula 
elastičnosti. Nadalje je stvar raziskav, kako te nevronske mreže optimirati za nastavljanje 





V tem delu smo predstavili možnosti analize vplivnosti in modeliranja vpliva temperature 
kalandrirnih valjev na izida procesa kalandriranja iz vidika izbranih mehanskih lastnosti 
izdelka. Pri tem smo za analizo vpliva uporabili statistično metodo ANOVA, za modeliranje 
vpliva pa nevronske mreže. Celotno raziskavo lahko povzamemo v naslednjih točkah: 
1) Obravnavali smo proces kalandriranja polipropilenske folije pri različnih temperaturnih 
kombinacijah T1 in T2 prvih dveh ključnih kalandrirnih valjev, pri čemer so bili ostali 
procesni pogoji konstantni. S tem smo dobili folije, ki so bile že na pogled med seboj 
razične, nekatere so imele že tipične vidne napake kalandriranja kot posledico različne 
kristalizacije zaradi različne temperaturne zgodovine. 
2) Za namen analize vplivnosti temperatur T1 in T2 ter modeliranje povezav med T1 in, T2 
in H ter T1, T2 in E smo izmerili pripadajočo trdoto H in elastični modul E kalandriranih 
folij z nanoindentacijo in s tem dobili referenčni, eksperimentalno izmerjeni mehanski 
lastnosti zgornje površine folije pri temperaturah valjev T1 in T2. Meritve so bile 
neuspešne v 17% primerov, kar je pričakovan odstotek glede na motnje okolice, ki lahko 
zmotijo napravo (nanoindenter) pri njihovem izvajanju. Dobljenih meritev je bilo sicer 
dovolj za nadaljno statistično analizo in modeliranje. 
3) Z metodo analize variance smo potrdili statistično značilen vpliv temperature valjev T1 
in T2 na mehanske lastnosti oz. modul elastičnosti E in trdoto H folije. 
4) Preizkušanje nevronskih mrež smo začeli z (glede na kriterije izbire mrež) 
najenostavnejšim VPP, za primerjavo smo izdelali še RBF z metodo učenja ortogonalni 
najmanjši kvadrati. Pokazali smo, da je z nevronsko mrežo mogoče izdelati ustrezen 
model, ki omogoča dovolj natančno oceno obeh mehanskih lastnosti, katerih analitična 
povezava sicer ni znana. Raziskali smo tudi vpliv različnih topologij in parametrov 
nevronske mreže ter učenja na kakovost ocene mehanskih lastnosti. Pri tem smo za 
vrednotenje uspešnosti modeliranja uporabili metodo navzkrižne validacije. Izkazalo se 
je, da je mreža VPP z Levenberg-Marquardtovim algoritmom učenja in k-kratnim 
navzkrižnim validiranjem (zmožnost posploševanja) za nalogo primernejša. 
5) Na osnovi rezultatov lahko sklepamo, da je mehanske lastnosti kalandriranega izdelka 
mogoče predvideti na osnovi empiričnega modela povezav med vhodnimi parametri 




Iz dobljenih rezultatov je razvidno, da je mogoče na podlagi željenih mehanskih lastnosti 
kalibrirati vhodne parametre kalandra brez dolgotrajnega in dragega poskušanja, 
eksperimentalnega testiranja in popravljanja. To velja najmanj za trdoto in elastični modul 
polipropilena na podlagi temperaturne zgodovine materiala. 
 
 
Predlogi za nadaljnje delo 
 
V tem delu smo le delno popisali kalandriranje kot vzročno-posledično zvezo med vnesenimi 
parametri in dobljenimi lastnostmi (pol)izdelka. Pokazali smo, da se te povezave da potrditi 
s statističnimi metodami in modelirati z uporabo nevronskih mrež. Za nadaljnje delo pa kljub 
temu ostaja veliko odprtih možnosti. 
 
Prvo vprašanje, ki ga je na podlagi naših rezultatov mogoče zastaviti je, ali je možna, in v 
kakšni meri, optimizacija modeliranja obstoječih dveh ciljnih površin z raziskavo ostalih 
nevronskih mrež, algoritmov učenja in metod preverjanja zmožnosti posploševanja? Nadalje 
se poraja vprašanje, ali je mogoče sestaviti nevronsko mrežo, klasičnega ali generičnega tipa, 
ki bi bila sposobna temperaturi povezati z modulom in trdoto? Se pravi, da bi imela dva 
izhoda. Če je to mogoče, je takoj naslednje vprašanje, ali je mogoče povezati vhodne 
parametre z izhodnimi mehanskimi lastnostmi v eno samo veliko nevronsko mrežo, ki bi 
bila sposobna predvideti katero koli in vse mehanske lastnosti izdelka samo na podlagi vseh 
možnih vhodnih parametrov? Seveda bi morali z večstrano analizo variance najprej preveriti, 
koliko in kateri vhodni parametri so in s kakšno verjetnostjo odvisni oz. povezani z 
izhodnimi parametri. Izgradnja takšne vseobsegajoče mreže pa bi bila tudi zapletena s 
stališča uporabe pravega učnega algoritma in metode preverjanja zmožnosti posploševanja.  
 
Ko bi enkrat dobili takšno nevronsko mrežo, bi nam to omogočilo optimizacijo procesa. 
Nevronska mreža pa je seveda samo eno od matematičnih orodij. Vprašanje je, kako bi 
problem povezave vhodnih parametrov in izhodnih mehanskih lastnosti učinkovito izvedli s 
kakšnimi drugimi statističnimi metodami in seveda – ali obstaja analitična povezava? 
 
Nevronske mreže kot del umetne inteligence so seveda neločljivo povezane z možnostmi 
avtomatizacije industrijskega procesa, kot stalnim trendom napredka. V prihodnje je torej 
pričakovati s konstrukcijskimi rešitvami zagotovljeno avtomatsko optimiranje želenega 
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Priloga A 
Ta priloga vsebuje izpeljavo enačbe za izračun funkcije frekvenčnega odziva za nihanje 
konice pri nanoindentaciji. Iz teorije diferencialnih enačb vemo, da je rešitev gibalne enačbe 
vsota odgovarjajoče homogene enačbe z določenim integralom nehomogene. Če je 𝑓(𝜏) =
0 (prosto nihajoč sistem), je homogena oblika enačbe (2.9) dana z: 
𝑚?̈?(𝜏) + 𝐷?̇?(𝜏) + 𝑘𝑥(𝜏) = 0 (A.1) 
 
Določiti moramo splošno rešitev zgornje enačbe preko nastavka z s kot kompleksno 
Laplaceovo spremenljivko: 
𝑥(𝜏) = 𝑋𝑒𝑠𝜏  (A.2) 
 
Če nastavek (A.2) vztavimo v homogeno obliko gibalne enačbe, dobimo (za netrivialno 
rešitev – trivialna pomeni mirovanje) karakteristično enačbo: 
𝑚𝑠2𝑋𝑒𝑠𝜏 + 𝐷𝑠𝑋𝑒𝑠𝜏 + 𝑘𝑋𝑒𝑠𝜏 = 0 ⇒ (𝑚𝑠2 + 𝐷𝑠 + 𝑘)𝑋𝑒𝑠𝜏 = 0 
⇒ 𝑚𝑠2 + 𝐷𝑠 + 𝑘 = 0 
(A.3) 
 





















V enačbi (A.5) sta 𝜁1 in 𝜁2 konstanti, ki ju določimo preko začetnih pogojev pri 𝜏 = 0. Glede na 
vir [1], je sistem močno dušen, zato sta korena s1 in s2 oba realna. Vzeti moramo v obzir, da 












Vsak nihajoč sistem ima kritični koeficient dušenja. V našem primeru označimo to vrednost 










⇒ 𝑐 = 2√𝑘𝑚 = 2𝑚√
𝑘
𝑚
= 2𝑚𝜔𝑛 (A.7) 
 
Tu predstavlja 𝜔𝑛 = √
𝑘
𝑚
 nedušeno naravno frekvenco. V naslednjem koraku definiramo 
brezdimenzijsko veličino ξ – razmernik dušenja in upoštevajoč jo zapišemo korena 




⇒ 𝑠1,2 = −𝜔𝑛ς ± 𝜔𝑛√ς2 − 1 (A.8) 
 
Za močno dušen sistem torej velja ξ > 1. Odgovarjajoča rešitev v časovni domeni 
homogenega dela gibalne enačbe za močno dušen sistem z začetnimi pogoji ima tako obliko: 
𝑥(𝜏) = 𝑒−ς𝜔𝑛𝜏 [𝑥(0) cosh (𝜔𝑛𝜏√ς2 − 1) +
?̇?(0) + p𝜔𝑛𝑥(0)
𝜔𝑛√ς2 − 1
sinh (𝜔𝑛𝜏√ς2 − 1)] (A.9) 
 
Predpostavimo, da ima funkcija sile obliko: 
𝑓(𝜍) = 𝐹𝑒𝑖𝜔𝜏 (A.10) 
 
Tu predstavljajo: 
 F – konstantna amplituda sile harmoničnega vzbujanja; 
 ω – konstantna frekvenca vzbujanja, 
 τ – čas. 
 
Partikularno rešitev zapišemo kot: 
𝑥(𝜏) = ?̅?𝑒𝑖𝜔𝜏  (A.11) 
 
Pri tem je ?̅? kompleksna (fazna) amplituda, ki dovoljuje vključitev faznega kota odziva (gibanja) 
glede na funkcijo sile 𝑓(𝜏): 
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?̅? = 𝑋𝑒𝑖𝜙 (A.12) 
 
Če vstavimo enačbo (A.11) v prvotno enačbo gibanja (2.9), dobimo: 
−𝑚𝜔2?̅?𝑒𝑖𝜔𝜏 + 𝐷𝑖𝜔?̅?𝑒𝑖𝜔𝜏 + 𝑘?̅?𝑒𝑖𝜔𝜏 = 𝐹𝑒𝑖𝜔𝜏 (A.13) 
 
Izrazimo neznano količino kot kompleksno število: 
?̅? =
𝐹(𝑘 − 𝑚𝜔2)
(𝑘 − 𝑚𝜔2)2 + 𝜔2𝐷2
− 𝑖
𝐹𝜔𝐷
(𝑘 − 𝑚𝜔2)2 + 𝜔2𝐷2
 (A.14) 
 
Zdaj pretvorimo zgornjo kompleksno obliko na znan način: 










√(𝑘 − 𝑚𝜔2)2 + (𝜔𝐷)2





Prva od enačb (A.16) nam da partikularno rešitev gibalne enačbe, kar je harmonska funkcija 
s konstantno amplitudo. Drugo lahko preuredimo v obliko, ki nam omogoča izračun S iz 
razlike med silo in signali pomika pri nizki trdoti. Upoštevati moramo začetno poenostavitev 
modela in pozitivni tangens: 
𝑥(𝑡) =
𝐹
√(𝑘 − 𝑚𝜔2)2 + (𝜔𝐷)2
𝑒𝑖(𝜔𝑡+𝜙), tan(𝜙) =
𝜔𝐷
(𝜐−1 + 𝐶)−1 + 𝐾 − 𝑚𝜔2
 (A.17) 
 
Zgornji enačbi povesta, da je odziv 𝑥(𝜏) zakasnel glede na funkcijo sile 𝑓(𝜏). To zakasnitev 
opiše 𝜙 v smislu kota. To je rešitev stabilnega stanja za stanje dinamičnega ravnovesja. 
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Priloga B 
Ta priloga vsebuje izpeljave enačb, ki pojasnjujejo koncept algoritma vzvratnega razširjanja. 
 
Izpeljava izračuna približnega algoritma najstrmejšega 
padca 
Naj bo f funkcija, ki je eksplicitna samo za spremenljivko n. Odvod f želimo vzeti glede na 





































𝑚 zlahka izračunamo, ker je skupni vhod v plast z indeksom m eksplicitna funkcija 
uteži in pragovne vrednosti v tej plasti: 
𝑛𝑖





















Za lažji zapis definirajmo t.i. občutljivost srednje kvadratne napake na spremembe i-tega 


















Zdaj lahko izrazimo približni algoritem največjega padca kot: 
𝑤𝑖,𝑗








Izraženo v matrični obliki na koncu postopka (k-ta iteracija) dobimo: 
𝐖𝑚(k + 1) = 𝐖𝑚(k) − 𝜅𝚪𝑚(𝐚𝑚−1)𝑇 , 𝐛𝑚(k + 1) = 𝐛𝑚(k) − 𝜅𝚪𝑚 (B.8) 
 
 
Izpeljava izraza vračanja za občutljivosti 


































































































𝑚  (B.11) 
 
Jacobijevo matriko lahko torej zapišemo kot: 
𝜕𝐧𝑚+1
𝜕𝐧𝑚
















































Izpeljava začetne točke vračanja 






𝜕(𝐭 − 𝐚)𝑇(𝐭 − 𝐚)
𝜕𝑛𝑖
𝑀 =

























Zaradi B.15 in B.16 lahko zapišemo: 
𝛤𝑖




To lahko v matrični obliki izrazimo kot: 
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Ta priloga vsebuje nekaj najpogostejših dvostopenjskih algoritmov za učenje radialne bazne 
funkcije poleg ortogonalnih najmanjših kvadratov. 
 
 
Linearni najmanjši kvadrati 
 
Privzemimo, da so uteži in pragovne vrednosti prve plasti RBF fiksne. To lahko storimo s 
fiksiranjem sredin na rešetko ali tako, da naključno izberemo sredine iz vhodnih vektorjev v 
množici učnih podatkov ali uporabimo kakšno od metod ustvarjanja gruč, ki tu sicer niso 
obravnavane. Kadar so sredine izbrane naključno, lahko vse pragovne vrednosti izračunamo 







Pri tem je 𝑑𝑚𝑎𝑥 največja razdalja med sosednjimi sredinami. Enačba zagotavlja primerno 
stopnjo prekrivanja med funkcijami podlage. S to metodo so vse pragovne vrednosti enake. 
Nekatere druge metode uporabljajo različne vrednosti za vsako pragovno vrednost. O taki 
metodi več v podpoglavju Gručenje. Učenje uteži in pragovnih vrednosti druge plasti je 
enako učenju linearne mreže enkrat, ko smo postavili spremenljivke v prvi plasti. 
Privzemimo sledeče učne točke: 
{𝐩1, 𝐭1}, {𝐩2, 𝐭2}, … , {𝐩𝑄, 𝐭𝑄} (C.2) 
 
Tu je 𝐩𝑞 vhod v mrežo in 𝐭𝑞 odgovarjajoči ciljni izhod. Izhod prve plasti za vsak vhod 𝐩𝑞 v 
učni množici lahko izračunamo kot: 
𝑛𝑖,𝑞













Pri čemer je radbas okrajšava za funkcijo, ki jo MATLAB uporablja kot radialno bazno 
funkcijo. Ker uteži in pragovne vrednosti v prvi plasti ne bodo prilagojene, bodo učni podatki 
za drugo plast: 
{𝐚1
1, 𝐭1}, {𝐚2
1 , 𝐭2}, … , {𝐚𝑄
1 , 𝐭𝑄} (C.5) 
 
Odziv druge plasti je linearen: 
𝐚2 = 𝐖2𝐚1 + 𝐛2 (C.6) 
 
Želimo izbrati uteži in pragovne vrednosti v tej plasti, da bi kar se da zmanjšali vsoto indeksa 
učinkovitosti kvadratne napake preko učne množice: 









Da poenostavimo nadaljnje postopke, privzemimo, da je cilj skalaren, vse spremenljivke, ki 














Izhod mreže običajno zapišemo kot: 
𝑎𝑞
2 = ( 𝐰21
0 )𝑇𝐚𝑞
1 + 𝑏2 (C.10) 
 



































































Napako lahko zdaj zapišemo kot: 
𝐣 = 𝐭 − 𝐔𝐱 (C.14) 
 
Pri tem indeks učinka postane: 
𝑌(𝐱) = (𝐭 − 𝐔𝐱)𝑇(𝐭 − 𝐔𝐱) (C.15) 
 
Da bi izboljšali zmožnost posploševanja mreže in preprečili prenasičenje, uporabimo 
metodo regularizacije. Modificiramo enačbo (C.12) oz. (C.15) tako, da vključuje izraz, ki 
kaznuje kompleksnost mreže. Dodamo t.i. kazen ali regularizacijo, ki vključuje odvode 
aproksimacijske funkcije (torej nevronske mreže), ki prisilijo izhodno funkcijo v gladkost. 
Pod določenimi pogoji lahko ta regularizacijski izraz zapišemo kot vsoto kvadratov uteži 
mreže: 













Pri tem razmerje 
𝛼
𝜄
 nadzira efektivno kompleksnost rešitve mreže. Večje ko je razmerje, bolj 
gladek je odziv mreže. Ta izsledek uporabimo zato, da dobimo sledečo obliko indeksa učinka 
iz enačbe (C.15): 




= (𝐭 − 𝐔𝐱)𝑇(𝐭 − 𝐔𝐱) + 𝜌𝐱𝑇𝐱 (C.17) 
 
Pri tem je 𝜌 =
𝛼
𝜄
. Če enačbo (C.17) razširimo, dobimo: 
𝑌(𝐱) = (𝐭 − 𝐔𝐱)𝑇(𝐭 − 𝐔𝐱) + 𝜌𝐱𝑇𝐱 = 𝐭𝑇𝐭 − 2𝐭𝑇𝐔𝐱 + 𝐱𝑇𝐔𝑇𝐔𝐱 + 𝜌𝐱𝑇𝐱









𝐱𝑇𝐏𝐱 + 𝐝𝑇𝐱 + 𝑐 (C.19) 
 
Tu predstavlja G simetrično matriko. Če zdaj primerjamo funkciji (C.18) in (C.19) 
ugotovimo: 
𝐆 = 2[𝐔𝑇𝐔 + 𝜌𝐈], 𝐝 = −2𝐔𝑇𝐭, 𝑣 = 𝐭𝑇𝐭 (C.20) 
 
Značilnosti kvadratne funkcije so v prvi vrsti odvisne od Hessianove matrike G. Če so lastne 
vrednosti G vse pozitivne, bo imela funkcija edinstven globalni minimum. V tem primeru 
lahko pokažemo, da je matrika ali pozitivno definitna ali pozitivno semidefinitna. To 
pomeni, da ne more nikoli imeti negativnih lastnih vrednosti. Imamo le dve možnosti: 
 Če ima matrika samo pozitivne lastne vrednosti, bo imel indeks učinkovitosti en globalni 
minimum. 
 Če ima matrika nekaj ničelnih lastnih vrednosti, ima indeks učinkovitosti šibak minimum 
ali nima minimuma, odvisno od vektorja d. 
 
V našem primeru ima gotovo minimum, ker je 𝑌(𝐱) funkcija vsote kvadratov, ki ne more 
biti negativna. Stacionarno točko indeksa učinkovitosti lahko določimo z gradienti: 
∇𝑌(𝐱) = ∇ (
1
2
𝐱𝑇𝐆𝐱 + 𝐝𝑇𝐱 + 𝑣) = 𝐝 + 𝐆𝐱 = −2𝐔𝑇𝐭 + 2[𝐔𝑇𝐔 + 𝜌𝐈]𝐱 (C.21) 
 
Gradient stacionarne točke mora biti nič: 
−2𝐔𝑇𝐭 + 2[𝐔𝑇𝐔 + 𝜌𝐈]𝐱 = 0 ⇒ [𝐔𝑇𝐔 + 𝜌𝐈]𝐱 = 𝐔𝑇𝐭 (C.22) 
 
Optimalne uteži x* lahko torej izračunamo iz: 
[𝐔𝑇𝐔 + 𝜌𝐈]𝐱∗ = 𝐔𝑇𝐭 (C.23) 
 
Če je Hessianova matrika pozitivno definitna, bomo imeli stacionarno točko, ki bo močan 
minimum: 









Gre za še en način izbire uteži in pragovnih vrednosti v prvi plasti mrež RBF. Če vzamemo 
vhodne vektorje iz učne množice in na njih izvedemo operacijo gručenja, bomo morda lahko 
prototipe oz. sredine gruč uporabili kot sredine RBF. Poleg tega lahko izračunamo variance 
vsake posamezne gruče in uporabimo to številko za izračun primerne pragovne vrednosti za 
uporabo v odgovarjajočem nevronu. 
 
Vzemimo zopet sledečo učno množico: 
{𝐩1, 𝐭1}, {𝐩2, 𝐭2}, … , {𝐩𝑄, 𝐭𝑄} (C.25) 
 
Radi bi izvedli gručenje vhodnih vektorjev iz sledeče učne množice: 
{𝐩1, 𝐩2, … , 𝐩𝑄} (C.26) 
 
Naučili bomo uteži prve plasti RBF, da bi izvedli gručenje teh vektorjev z uporabo 
Kohonenovega učnega pravila: 
𝐰1𝑖∗
0 (𝑞) = 𝐰1𝑖∗
0 (𝑞 − 1) + 𝛼 (𝐩(𝑞) − 𝐰1𝑖∗
0 (𝑞 − 1)) (C.27) 
 
Tu predstavlja 𝐩(𝑞) enega od vhodnih vektorjev v učni množici, 𝐰1𝑖∗
0 (𝑞 − 1) pa vektor 
uteži, ki je bil najbližje 𝐩(𝑞). Enačbo (C.27) ponavljamo, dokler uteži ne konvergirajo. 
Rezultirajoče konvergirane uteži bodo predstavljale sredine gruč vhodnih vektorjev učne 
množice. To bo zagotovilo položaj baznih funkcij tam, kjer se bodo vhodni vektorji 
najverjetneje pojavili. 
 
Poleg izbire uteži prve plasti nam proces gručenja lahko pomaga z metodo za določanje 
pragovnih vrednosti prve plasti. Za vsak nevron (bazno funkcijo) moramo najti nV vhodnih 
vektorjev iz učne množice, ki so najbližje odgovarjajočemu utežnemu vektorju (sredini). 













𝑖  vhodni vektor, ki je najbližje 𝐰1𝑖
0 , 𝐩2
𝑖  pa naslednji najbližji vhodni vektor. 









Kadar je gruča široka, bo široka tudi odgovarjajoča bazna funkcija. V tem primeru je vsaka 
pragovna vrednost v prvi plasti drugačna. Takšna mreža je bolj učinkovita pri uporabi baznih 
funkcij kakor mreža z enakimi pragovnimi vrednostmi. Ko so določene uteži in pragovne 
vrednosti v prvi plasti, uporabimo najmanjše kvadrate za določitev le-teh v drugi plasti. 
 
Potencialna slabost gručenja za določitev prve plasti RBF je v tem, da metoda upošteva 
porazdelitev vhodnih vektorjev, ne pa tudi ciljev. Lahko se zgodi, da je funkcija, ki so 
poskušamo aproksimirati, bolj kompleksna v območjih za katera imamo manj vhodov. 
Metoda torej ne bo primerno razporedila sredin. Po drugi strani pa vedno uporabimo takšne 
učne podatke, ki se nahajajo v območjih, kjer bo mreža najbolj uporabljana in bo torej 





RBF lahko učimo tudi na enak način kot VPP z nelinearnimi optimizacijskimi tehnikami, 
kjer so vse uteži in pragovne vrednosti prilagojene istočasno. Kakor rečeno so bolj uporabne 
za optimizacijo po učenju s prej navedenimi dvostopenjskimi metodami. V tem podpoglavju 
bomo samo nakazali, kako lahko osnovni algoritem vzvratnega razširjanja za izračun 
gradienta VPP modificiramo za RBF. 
 
Razlika je med osnovnim in modificiranim algoritmom. Skupni vhod za drugo plast RBF 
ima isto obliko kot druga plast VPP a skupni vhod prve plasti se razlikuje: 
𝑛𝑖

































1 = ‖𝐩 − 𝐰
1
𝑖
0 ‖ (C.32) 
 



















Če torej primerjamo VPP in RBF ugotovimo, da so enačbe različne za indeks m = 1, za m = 
2 pa ostajajo enake. 
 
Druge učne tehnike 
 
Obravnavali smo le nekaj glavnih učnih tehnik za RBF. Obstaja tudi precej variacij zgornjih. 
Npr. ONK lahko razširimo, da vzame v obzir več izhodov in regulariziranih indeksov 
učinkovitosti. Uporablja se tudi z genetskim algoritmom, ki je izbral pragovne vrednosti prve 
plasti in regularizacijske spremenljivke. Za optimizacijo lokacij sredin je bil uporabljan še 





Ta stran je namenoma puščena prazna.  
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Priloga D 
%% Programska koda grafov analize nanoindentacije 
clc; clear all; close all 
  
%% Podatki 
T1=[80 80 80 55 55 55 30 30 30]; 
T2=[80 55 30 30 55 80 80 55 30]; 
T3=[50 50 50 50 50 50 50 50 50]; 
St=[1 2 3 4 5 6 7 8 9]; 
  
%% Metodologija kalandriranja 
figure('Units','centimeters','InnerPosition',[0 0 15.5 7.5]) 
line(St,T1,'Marker','.','Color',[.0 .0 .0],... 
    'MarkerSize',12,'LineWidth',1.25); hold on; 
line(St,T2,'Marker','.','Color',[.0 .0 .0]+.5,... 
    'MarkerSize',12,'LineWidth',1.25); 
line(St,T3,'Marker','.','Color',[.0 .0 .0]+.7,... 
    'MarkerSize',12,'LineWidth',1.25); grid on; 
title('Zaporedje sprememb temperatur valjev',... 
    'FontSize',12,'FontName','Times New Roman'); 
l1=legend('\itT\rm_1','\itT\rm_2','\itT\rm_3','Location','Best'); 
set(l1,'FontSize',10,'FontName','Times New Roman'); 
xlabel('Zaporedna številka vzorca',... 
    'FontSize',12,'FontName','Times New Roman'); 
ylabel('Temperatura [°C]','FontSize',12,'FontName','Times New Roman'); 
  
%% Graf modula elastičnosti v odvisnosti od temperature 
E=[2.0044 1.7929 1.7865 1.7478 1.8289 1.9220 1.9773 1.7340 1.5967]; 
sdE=[0.0307 0.0223 0.0267 0.0291 0.0189 0.0382 0.0208 0.0571 0.0212]; 
figure('Units','centimeters','InnerPosition',[0 0 15.5 8]) 
errorbar(St,E,sdE,'.','MarkerSize',12,'Color', [.75 0 0]); grid on 
title('Spreminjanje modula elastičnosti skozi proces vzorčenja',... 
    'FontSize',12,'FontName','Times New Roman'); 
xlabel('Št. vzorca (temperaturna kombinacija)',... 
    'FontSize',12,'FontName','Times New Roman'); 
xlim([0.01 9.99]); ylim([1.4 2.2]); 
ylabel('\itE\rm [GPa]','FontSize',12,'FontName','Times New Roman'); 
temp1 = sprintf('T_{1}=80°C\nT_{2}=80°C'); 
temp2 = sprintf('T_{1}=80°C\nT_{2}=55°C'); 
temp3 = sprintf('T_{1}=80°C\nT_{2}=30°C'); 
temp4 = sprintf('T_{1}=55°C\nT_{2}=30°C'); 
temp5 = sprintf('T_{1}=55°C\nT_{2}=55°C'); 
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temp6 = sprintf('T_{1}=55°C\nT_{2}=80°C'); 
temp7 = sprintf('T_{1}=30°C\nT_{2}=80°C'); 
temp8 = sprintf('T_{1}=30°C\nT_{2}=55°C'); 
temp9 = sprintf('T_{1}=30°C\nT_{2}=30°C'); 
text(St(1),E(1)+sdE(1),temp1,'FontName','TimesNewRoman','FontSize',8,... 
    'HorizontalAlignment','center','VerticalAlignment','bottom'); 
text(St(1),E(1)-sdE(1),'{\Delta}T=0°C','FontName','TimesNewRoman',... 
    
'FontSize',8,'HorizontalAlignment','center','VerticalAlignment','top'); 
text(St(2),E(2)+sdE(2),temp2,'FontName','TimesNewRoman','FontSize',8,... 
    'HorizontalAlignment','center','VerticalAlignment','bottom'); 
text(St(2),E(2)-sdE(2),'{\Delta}T=25°C','FontName','TimesNewRoman',... 
    
'FontSize',8,'HorizontalAlignment','center','VerticalAlignment','top'); 
text(St(3),E(3)+sdE(3),temp3,'FontName','TimesNewRoman','FontSize',8,... 
    'HorizontalAlignment','center','VerticalAlignment','bottom'); 
text(St(3),E(3)-sdE(3),'{\Delta}T=50°C','FontName','TimesNewRoman',... 
    
'FontSize',8,'HorizontalAlignment','center','VerticalAlignment','top'); 
text(St(4),E(4)+sdE(4),temp4,'FontName','TimesNewRoman','FontSize',8,... 
    'HorizontalAlignment','center','VerticalAlignment','bottom'); 
text(St(4),E(4)-sdE(4),'{\Delta}T=25°C','FontName','TimesNewRoman',... 
    
'FontSize',8,'HorizontalAlignment','center','VerticalAlignment','top'); 
text(St(5),E(5)+sdE(5),temp5,'FontName','TimesNewRoman','FontSize',8,... 
    'HorizontalAlignment','center','VerticalAlignment','bottom'); 
text(St(5),E(5)-sdE(5),'{\Delta}T=0°C','FontName','TimesNewRoman',... 
    
'FontSize',8,'HorizontalAlignment','center','VerticalAlignment','top'); 
text(St(6),E(6)+sdE(6),temp6,'FontName','TimesNewRoman','FontSize',8,... 
    'HorizontalAlignment','center','VerticalAlignment','bottom'); 
text(St(6),E(6)-sdE(6),'{\Delta}T=25°C','FontName','TimesNewRoman',... 
    
'FontSize',8,'HorizontalAlignment','center','VerticalAlignment','top'); 
text(St(7),E(7)+sdE(7),temp7,'FontName','TimesNewRoman','FontSize',8,... 
    'HorizontalAlignment','center','VerticalAlignment','bottom'); 
text(St(7),E(7)-sdE(7),'{\Delta}T=50°C','FontName','TimesNewRoman',... 
    
'FontSize',8,'HorizontalAlignment','center','VerticalAlignment','top'); 
text(St(8),E(8)+sdE(8),temp8,'FontName','TimesNewRoman','FontSize',8,... 
     'HorizontalAlignment','center','VerticalAlignment','bottom'); 
text(St(8),E(8)-sdE(8),'{\Delta}T=25°C','FontName','TimesNewRoman',... 
    
'FontSize',8,'HorizontalAlignment','center','VerticalAlignment','top'); 
text(St(9),E(9)+sdE(9),temp9,'FontName','TimesNewRoman','FontSize',8,... 
    'HorizontalAlignment','center','VerticalAlignment','bottom'); 
text(St(9),E(9)-sdE(9),'{\Delta}T=0°C','FontName','TimesNewRoman',... 
    
'FontSize',8,'HorizontalAlignment','center','VerticalAlignment','top'); 
  
%% Graf trdote v odvisnosti od temperature 
H=[0.1105 0.1002 0.0965 0.0923 0.1037 0.1029 0.1082 0.0932 0.0795]; 
sdH=[0.0024 0.0020 0.0021 0.0027 0.0022 0.0033 0.0021 0.0061 0.0020]; 
figure('Units','centimeters','InnerPosition',[0 0 15.5 8]) 
errorbar(St,H,sdH,'.','MarkerSize',12,'Color', [.75 0 0]); grid on 
title('Spreminjanje trdote skozi proces vzorčenja',... 
    'FontSize',12,'FontName','Times New Roman') 
xlabel('Št. vzorca (temperaturna kombinacija)',... 
    'FontSize',12,'FontName','Times New Roman'); 
xlim([0.01 9.99]); ylim([0.075 0.12]); 
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ylabel('\itH \rm[GPa]','FontSize',12,'FontName','Times New Roman'); 
temp1 = sprintf('T_{1}=80°C\nT_{2}=80°C'); 
temp2 = sprintf('T_{1}=80°C\nT_{2}=55°C'); 
temp3 = sprintf('T_{1}=80°C\nT_{2}=30°C'); 
temp4 = sprintf('T_{1}=55°C\nT_{2}=30°C'); 
temp5 = sprintf('T_{1}=55°C\nT_{2}=55°C'); 
temp6 = sprintf('T_{1}=55°C\nT_{2}=80°C'); 
temp7 = sprintf('T_{1}=30°C\nT_{2}=80°C'); 
temp8 = sprintf('T_{1}=30°C\nT_{2}=55°C'); 
temp9 = sprintf('T_{1}=30°C\nT_{2}=30°C'); 
text(St(1),H(1)+sdH(1),temp1,'FontName','TimesNewRoman','FontSize',8,... 
    'HorizontalAlignment','center','VerticalAlignment','bottom'); 
text(St(1),H(1)-sdH(1),'{\Delta}T=0°C','FontName','TimesNewRoman',... 
    
'FontSize',8,'HorizontalAlignment','center','VerticalAlignment','top'); 
text(St(2),H(2)+sdH(2),temp2,'FontName','TimesNewRoman','FontSize',8,... 
    'HorizontalAlignment','center','VerticalAlignment','bottom'); 
text(St(2),H(2)-sdH(2),'{\Delta}T=25°C','FontName','TimesNewRoman',... 
    
'FontSize',8,'HorizontalAlignment','center','VerticalAlignment','top'); 
text(St(3),H(3)+sdH(3),temp3,'FontName','TimesNewRoman','FontSize',8,... 
    'HorizontalAlignment','center','VerticalAlignment','bottom'); 
text(St(3),H(3)-sdH(3),'{\Delta}T=50°C','FontName','TimesNewRoman',... 
    
'FontSize',8,'HorizontalAlignment','center','VerticalAlignment','top'); 
text(St(4),H(4)+sdH(4),temp4,'FontName','TimesNewRoman','FontSize',8,... 
    'HorizontalAlignment','center','VerticalAlignment','bottom'); 
text(St(4),H(4)-sdH(4),'{\Delta}T=25°C','FontName','TimesNewRoman',... 
    
'FontSize',8,'HorizontalAlignment','center','VerticalAlignment','top'); 
text(St(5),H(5)+sdH(5),temp5,'FontName','TimesNewRoman','FontSize',8,... 
    'HorizontalAlignment','center','VerticalAlignment','bottom'); 
text(St(5),H(5)-sdH(5),'{\Delta}T=0°C','FontName','TimesNewRoman',... 
    
'FontSize',8,'HorizontalAlignment','center','VerticalAlignment','top'); 
text(St(6),H(6)+sdH(6),temp6,'FontName','TimesNewRoman','FontSize',8,... 
    'HorizontalAlignment','center','VerticalAlignment','bottom'); 
text(St(6),H(6)-sdH(6),'{\Delta}T=25°C','FontName','TimesNewRoman',... 
    
'FontSize',8,'HorizontalAlignment','center','VerticalAlignment','top'); 
text(St(7),H(7)+sdH(7),temp7,'FontName','TimesNewRoman','FontSize',8,... 
    'HorizontalAlignment','center','VerticalAlignment','bottom'); 
text(St(7),H(7)-sdH(7),'{\Delta}T=50°C','FontName','TimesNewRoman',... 
    
'FontSize',8,'HorizontalAlignment','center','VerticalAlignment','top'); 
text(St(8),H(8)+sdH(8),temp8,'FontName','TimesNewRoman','FontSize',8,... 
     'HorizontalAlignment','center','VerticalAlignment','bottom'); 
text(St(8),H(8)-sdH(8),'{\Delta}T=25°C','FontName','TimesNewRoman',... 
    
'FontSize',8,'HorizontalAlignment','center','VerticalAlignment','top'); 
text(St(9),H(9)+sdH(9),temp9,'FontName','TimesNewRoman','FontSize',8,... 
    'HorizontalAlignment','center','VerticalAlignment','bottom'); 
text(St(9),H(9)-sdH(9),'{\Delta}T=0°C','FontName','TimesNewRoman',... 
    
'FontSize',8,'HorizontalAlignment','center','VerticalAlignment','top'); 
  
%% Grafa E in H v odvisnosti od temperature 1. valja 
T1k=[30 55 80]; 




ET230=[1.5967 1.7478 1.7865]; % 9., 4., 3. meritev 
ET230n=[0.0212 0.0291 0.0267]; 
errorbar(T1k,ET230,ET230n,'Color','black','Marker','.',... 
    'MarkerSize',12); hold on 
ET255=[1.7340 1.8289 1.7929]; % 8., 5., 2. meritev 
ET255n=[0.0571 0.0189 0.0223]; 
errorbar(T1k,ET255,ET255n,'Color',[0 0 0]+0.5,'Marker','.',... 
    'MarkerSize',12); hold on 
ET280=[1.9773 1.9220 2.0044]; % 7., 6., 1. meritev 
ET280n=[0.0208 0.0382 0.0307]; 
errorbar(T1k,ET280,ET280n,'Color',[0 0 0]+0.7,'Marker','.',... 
    'MarkerSize',12); 
xlim([25 85]); 
xlabel('\itT\rm_1 [°C]','FontSize',12,'FontName','Times New Roman'); 
ylabel('\itE\rm [GPa]','FontSize',12,'FontName','Times New Roman'); 
title('\itE\rm v odvisnosti od temp. 1. valja',... 
    'FontSize',12,'FontName','Times New Roman'); 
l2=legend('\itT\rm_2=30°C','\itT\rm_2=55°C','\itT\rm_2=80°C',... 
    'Location','southeast'); 
set(l2,'FontSize',10,'FontName','Times New Roman'); 
subplot(1,2,2); 
HT230=[0.0795 0.0923 0.0965]; % 9., 4., 3. meritev 
HT230n=[0.0020 0.0027 0.0021]; 
errorbar(T1k,HT230,HT230n,'Color','black','Marker','.',... 
    'MarkerSize',12); hold on 
HT255=[0.0932 0.1037 0.1002]; %  8., 5., 2. meritev 
HT255n=[0.0061 0.0022 0.0020]; 
errorbar(T1k,HT255,HT255n,'Color',[0 0 0]+0.5,'Marker','.',... 
    'MarkerSize',10); hold on 
HT280=[0.1082 0.1029 0.1105]; % 7., 6., 1. meritev 
HT280n=[0.0021 0.0033 0.0024]; 
errorbar(T1k,HT280,HT280n,'Color',[0 0 0]+0.7,'Marker','.',... 
    'MarkerSize',10); 
xlim([25 85]); 
xlabel('\itT\rm_1 [°C]','FontSize',12,'FontName','Times New Roman'); 
ylabel('\itH\rm [GPa]','FontSize',12,'FontName','Times New Roman'); 
title('\itH\rm v odvisnosti od temp. 1. valja',... 
    'FontSize',12,'FontName','Times New Roman'); 
l3=legend('\itT\rm_2=30°C','\itT\rm_2=55°C','\itT\rm_2=80°C',... 
    'Location','southeast'); 
set(l3,'FontSize',10,'FontName','Times New Roman'); 
  
%% Grafa E in H v odvisnosti od sprememb temperature 2. valja 
T2k=[30 55 80]; 
figure('Units','centimeters','InnerPosition',[0 0 15.5 8]) 
subplot(1,2,1); 
ET130=[1.5967 1.7340 1.9773]; % 9., 8., 7. meritev 
ET130n=[0.0212 0.0571 0.0208]; 
errorbar(T2k,ET130,ET130n,'Color','black','Marker','.',... 
    'MarkerSize',12); hold on 
ET155=[1.7478 1.8289 1.9220]; % 4., 5., 6. meritev 
ET155n=[0.0291 0.0189 0.0382]; 
errorbar(T2k,ET155,ET155n,'Color',[0 0 0]+0.5,'Marker','.',... 
    'MarkerSize',12); hold on 
ET180=[1.7865 1.7929 2.0044]; % 3., 2., 1. meritev 
ET180n=[0.0267 0.0223 0.0307]; 
errorbar(T2k,ET180,ET180n,'Color',[0 0 0]+0.7,'Marker','.',... 
    'MarkerSize',12); 
xlim([25 85]); 
xlabel('\itT\rm_2 [°C]','FontSize',12,'FontName','Times New Roman'); 
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ylabel('\itE \rm[GPa]','FontSize',12,'FontName','Times New Roman'); 
title('\itE\rm v odvisnosti od temp. 2. valja',... 
    'FontSize',12,'FontName','Times New Roman'); 
l4=legend('\itT\rm_1=30°C','\itT\rm_1=55°C','\itT\rm_1=80°C',... 
    'Location','southeast'); 
set(l4,'FontSize',10,'FontName','Times New Roman'); 
subplot(1,2,2); 
HT130=[0.0795 0.0932 0.1082]; % 9., 8., 7. meritev 
HT130n=[0.0020 0.0061 0.0021]; 
errorbar(T2k,HT130,HT130n,'Color','black','Marker','.',... 
    'MarkerSize',12); hold on 
HT155=[0.0923 0.1037 0.1029]; % 4., 5., 6. meritev 
HT155n=[0.0027 0.0022 0.0033]; 
errorbar(T2k,HT155,HT155n,'Color',[0 0 0]+0.5,'Marker','.',... 
    'MarkerSize',10); hold on 
HT180=[0.0965 0.1002 0.1105]; % 3., 2., 1. meritev 
HT180n=[0.0021 0.0020 0.0024]; 
errorbar(T2k,HT180,HT180n,'Color',[0 0 0]+0.7,'Marker','.',... 
    'MarkerSize',10); 
xlim([25 85]); 
xlabel('\itT\rm_2 [°C]','FontSize',12,'FontName','Times New Roman'); 
ylabel('\itH\rm [GPa]','FontSize',12,'FontName','Times New Roman'); 
title('\itH\rm v odvisnosti od temp. 2. valja',... 
    'FontSize',12,'FontName','Times New Roman'); 
l5=legend('\itT\rm_1=30°C','\itT\rm_1=55°C','\itT\rm_1=80°C',... 
    'Location','southeast'); 
set(l5,'FontSize',10,'FontName','Times New Roman'); 
  
%% 3D izris E in H 
E=[2.0044; 1.7929; 1.7865; 1.7478; 1.8289; 1.922; 1.9773; 1.734; 1.5967]; 
H=[0.1105; 0.1002; 0.0965; 0.0923; 0.1037; 0.1029; 0.1082; 0.0932; 
0.0795]; 
T1=[80; 80; 80; 55; 55; 55; 30; 30; 30]; 
T2=[80; 55; 30; 30; 55; 80; 80; 55; 30]; 
figure('Units', 'centimeters', 'OuterPosition',[0 0 15.5 10]) 




Emr=f(T1mr,T2mr); grid on; 
surface(T1mr,T2mr,Emr,'LineWidth',0.10); alpha(.7) 
xlabel('\itT\rm_1, [°C]','FontSize',12,'FontName','Times New Roman'); 
ylabel('\itT\rm_2, [°C]','FontSize',12,'FontName','Times New Roman'); 
zlabel('Modul, \itE\rm [GPa]','FontSize',12,'FontName','Times New 
Roman'); 
title('Elastični modul v odvisnosti od temperatur valjev',... 
    'FontSize',12,'FontName','Times New Roman'); 
hold on 
plot3(T1,T2,E,'MarkerFaceColor',[1 1 1],'MarkerEdgeColor',[0 0 0],... 
    'MarkerSize',4,'Marker','o','LineWidth',0.5,'LineStyle','none') 
view(-15,30) 





Hmr=f(T1mr,T2mr); grid on 
surface(T1mr,T2mr,Hmr,'LineWidth',0.10); alpha(.7) 
xlabel('\itT\rm_1, [°C]','FontSize',12,'FontName','Times New Roman'); 
ylabel('\itT\rm_2, [°C]','FontSize',12,'FontName','Times New Roman'); 
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zlabel('Trdota, \itH\rm [GPa]','FontSize',12,'FontName','Times New 
Roman'); 
title('Trdota v odvisnosti od temperatur valjev',... 
    'FontSize',12,'FontName','Times New Roman'); 
hold on 
plot3(T1,T2,H,'MarkerFaceColor',[1 1 1],'MarkerEdgeColor',[0 0 0],... 
    'MarkerSize',4,'Marker','o','LineWidth',0.5,'LineStyle','none') 
view(-15,30) 
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Program analize variance za modul elastičnosti: 
%%  Dvosmerna fiksna neuravnotežena ANOVA za modul elastičnosti E 
clc; clear all; close all; 
  
% Niz temperaturnih kombinacij: 
% - Prva vrstica predstavlja temperaturo prvega valja, druga drugega. 
% - Stolpci predstavljajo posamezne teste od 1 do 9. 
Tkomb=[80 80 80 55 55 55 30 30 30; 
       80 55 30 30 55 80 80 55 30]; 
%Vrednosti modula elastičnosti za vsako uspelo nanoindentacijo v GPa.  
E{1}=[2.0411 1.9884 2.0199 1.9937 1.9978 1.9838 2.0088 2.0506 2.0218... 
    2.0024 1.9857 1.9482 1.9853 2.0095 2.0345 2.0184 1.9837 1.9693... 
    1.9514 2.0313 2.0662]; 
E{2}=[1.8236 1.7893 1.7962 1.7738 1.766 1.7391 1.7497 1.7891 1.7852... 
    1.795 1.8129 1.8297 1.7829 1.8025 1.7659 1.7908 1.7775 1.7915... 
    1.7803 1.798 1.7982 1.8346 1.8056 1.8256 1.7741 1.8438 1.7919... 
    1.7963 1.7906 1.7901 1.7667 1.7913 1.7972 1.8058 1.8007]; 
E{3}=[1.8168 1.8138 1.8233 1.7581 1.787 1.771 1.721 1.8116 1.8028... 
    1.8192 1.8215 1.8031 1.7458 1.7578 1.75 1.7916 1.7799 1.8099 
1.8117... 
    1.7739  1.7843  1.7791  1.7739  1.7772  1.7969  1.7678]; 
E{4}=[1.7664 1.7478 1.7588 1.7738 1.7594 1.7339 1.7437 1.7731 1.7314... 
    1.7582 1.739 1.7338 1.7872 1.7727 1.7257 1.7819 1.7764 1.7985 
1.7606... 
    1.7425 1.7375 1.7118 1.7363 1.7557 1.7562 1.638 1.7354 1.7212 
1.7294... 
    1.7612  1.7355]; 
E{5}=[1.8264 1.8531 1.8345 1.8097 1.8153 1.8384 1.8273 1.8219 1.8208... 
    1.8546 1.8198 1.8316 1.8437 1.8334 1.8377 1.8489 1.8186 1.7927... 
    1.8221 1.827 1.7839 1.8281 1.8322 1.8721]; 
E{6}=[1.9828 1.9461 1.9888 1.9662 1.9871 1.9768 1.9592 1.8994 1.9216... 
    1.9285 1.7757 1.9175 1.9467 1.9254 1.9434 1.9213 1.9379 1.9224 
1.945... 
    1.9091 1.9188 1.8795 1.8914 1.9103 1.9127 1.9355 1.9036 1.9016... 
    1.9106 1.9022 1.9023 1.9343 1.8989 1.9022 1.9033 1.8834]; 
E{7}=[1.9503 1.979 1.9598 1.9645 1.9465 1.9291 1.9717 1.9528 1.9658... 
    1.9658 2.001 1.9788 1.937 1.9868 1.9849 1.9779 1.9762 1.9971 
1.9913... 
    1.9816 1.9995 1.9839 1.9795 1.9682 2.0187 1.9968 1.991 1.9915 
1.9817... 
    2.0099]; 
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E{8}=[1.7605 1.7708 1.7761 1.7524 1.7352 1.7518 1.7883 1.7895 1.8254... 
    1.7956 1.7509 1.7961 1.7638 1.6972 1.7368 1.759 1.8002 1.7726 
1.7928... 
    1.8004 1.7663 1.7361 1.7691 1.7623 1.5957 1.6898 1.7106 1.663 
1.6649... 
    1.6646 1.6375 1.6911 1.6688 1.6872 1.6479 1.6544]; 
E{9}=[1.5616 1.5873 1.6025 1.6043 1.5701 1.5956 1.5835 1.5572 1.5695... 
    1.567 1.571 1.6143 1.6066 1.5987 1.6031 1.6037 1.5694 1.6363 
1.6101... 
    1.5942 1.6236 1.6193 1.6099 1.5871 1.6126 1.5929 1.6323 1.6059 
1.615]; 
  
%Skupna dolžina vzorčnih podatkov (odzivov) zapišemo v en vektor. 
[m,n]=size(E); 
%Dobimo vektor s podatkoma o dimenzijah: m=1 (vektor), n=9 (št. vzorcev). 
for i=1:n%Zanka ustvari vektor št. uspelih meritev na vsakem od 9 
vzorcev. 
    D(i)=length(E{i});%Število uspelih testov na vsakem od 9 vzorcev. 
end 
N=sum(D);%Skupno število vseh uspelih meritev - odzivov 
Evse=zeros(N,1);%Priprava matrike ničel za vektor meritev. 
%Dvojna zanka za vsakega od 9 vzorcev, ki ustvari 268 elementne vektorje. 
d=0; 
for i=1:n%Dvojna zanka, ki tvori tri vektorje velikosti uspelih meritev. 
for j=(1+d):(D(i)+d) 
    Evse(j)=E{i}(j-sum(D(1:(i-1)))); 
    T1(j)=Tkomb(1,i); 




figure('Units','centimeters','InnerPosition',[0 0 15.5 7.5]) 
[p,tbl,stats]=anovan(Evse,{T1,T2},'model','interaction','varnames',... 
     {'T1', 'T2'}) 
rezultat=multcompare(stats,'Dimension',[1,2]) 
 
Program analize variance za trdoto: 
%%  Dvosmerna fiksna neuravnotežena ANOVA za trdoto H 
clc; clear all; close all 
  
% Niz temperaturnih kombinacij: 
% - Prva vrstica predstavlja temperaturo prvega valja, druga drugega. 
% - Stolpci predstavljajo posamezne teste od 1 do 9. 
Tkomb=[80 80 80 55 55 55 30 30 30; 
       80 55 30 30 55 80 80 55 30]; 
%Vrednosti trdote za vsako uspelo nanoindentacijo v GPa.  
H{1}=[0.1115 0.1081 0.111 0.1085 0.1101 0.1086 0.111 0.114 0.1104 
0.1084... 
    0.1095 0.1067 0.1086 0.1117 0.1136 0.1119 0.1095 0.1093 0.1071... 
    0.1143 0.1156]; 
H{2}=[0.1044 0.1 0.1018 0.0978 0.0992 0.096 0.0971 0.1002 0.1008 0.102... 
    0.104 0.1007 0.1015 0.1027 0.0989 0.1023 0.0998 0.1013 0.0991 
0.1004... 
    0.0993 0.1024 0.0991 0.1015 0.0982 0.1022 0.1006 0.1005 0.0989... 
    0.0969 0.0969 0.1003 0.0994 0.1018 0.0985]; 
H{3}=[0.0977 0.0975 0.0994 0.0946 0.0968 0.0962 0.0906 0.0979 0.0985... 
    0.0984 0.1006 0.0983 0.0928 0.0942 0.0935 0.0968 0.0967 0.0968 
0.098... 
    0.0948 0.0957 0.0963 0.0964 0.0965 0.098 0.0963]; 
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H{4}=[0.0938 0.0908 0.0928 0.0948 0.0918 0.0909 0.0923 0.0944 0.0914... 
    0.0936 0.091 0.0904 0.0954 0.0949 0.0894 0.0954 0.0949 0.0967 
0.0931... 
    0.0925 0.0924 0.0889 0.0918 0.0922 0.0933 0.0819 0.092 0.091 
0.0913... 
    0.0953 0.0926]; 
H{5}=[0.1035 0.1053 0.1045 0.101 0.1002 0.1036 0.1019 0.1028 0.1032... 
    0.1048 0.1038 0.1051 0.1043 0.1048 0.1066 0.1059 0.1022 0.1002... 
    0.1042 0.1032 0.099 0.1042 0.1045 0.1094]; 
H{6}=[0.1055 0.106 0.1034 0.106 0.1048 0.109 0.1063 0.1007 0.1038 
0.1046... 
    0.0884 0.1012 0.1022 0.102 0.1046 0.1041 0.1028 0.1031 0.1066 
0.102... 
    0.1035 0.0973 0.1001 0.1012 0.1028 0.1055 0.1031 0.1013 0.1039... 
    0.1026 0.1026 0.1041 0.1021 0.1029 0.1043 0.1009]; 
H{7}=[0.1054 0.1081 0.1061 0.1064 0.1057 0.1036 0.1073 0.1059 0.1068... 
    0.1068 0.1104 0.108 0.1046 0.1092 0.1087 0.1084 0.1082 0.1104 
0.1098... 
    0.1085 0.1106 0.1104 0.1077 0.1074 0.1129 0.1117 0.1087 0.1093... 
    0.1087 0.1108]; 
H{8}=[0.098 0.0976 0.0977 0.0948 0.0944 0.0964 0.0978 0.1018 0.0999... 
    0.0987 0.0968 0.0996 0.0971 0.0885 0.0927 0.0948 0.0991 0.0967... 
    0.0998 0.1 0.0966 0.0954 0.0988 0.0942 0.0782 0.0887 0.0901 0.0865... 
    0.0851 0.0865 0.084 0.0893 0.0861 0.0856 0.0836 0.0852]; 
H{9}=[0.076 0.0788 0.079 0.0804 0.0784 0.0788 0.0774 0.0739 0.0778 
0.077... 
    0.0773 0.0804 0.0801 0.0799 0.0804 0.0798 0.0779 0.0824 0.0809... 
    0.0798 0.0819 0.0807 0.0812 0.0795 0.0807 0.0798 0.0827 0.0803 
0.0831]; 
  
%Skupna dolžina vzorčnih podatkov (odzivov) zapišemo v en vektor. 
[m,n]=size(H); 
%Dobimo vektor s podatkoma o dimenzijah: m=1 (vektor), n=9 (št. vzorcev). 
for i=1:n%Zanka ustvari vektor št. uspelih meritev na vsakem od 9 
vzorcev. 
    D(i)=length(H{i});%Število uspelih testov na vsakem od 9 vzorcev. 
end 
N=sum(D);%Skupno število vseh uspelih meritev - odzivov 
Hvse=zeros(N,1);%Priprava matrike ničel za vektor meritev. 
%Dvojna zanka za vsakega od 9 vzorcev, ki ustvari 268 elementne vektorje. 
d=0; 
for i=1:n%Dvojna zanka, ki tvori tri vektorje velikosti uspelih meritev. 
for j=(1+d):(D(i)+d) 
    Hvse(j)=H{i}(j-sum(D(1:(i-1)))); 
    T1(j)=Tkomb(1,i); 




figure('Units','centimeters','InnerPosition',[0 0 15.5 7.5]) 
[p,tbl,stats]=anovan(Hvse,{T1,T2},'model','interaction','varnames',... 
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Priloga F 
%% Večplastni perceptron 
clc; clear all; close all; format short 
E=[2.0044 1.7929 1.7865 1.7478 1.8289 1.922 1.9773 1.734 1.5967]; 
H=[0.1105 0.1002 0.0965 0.0923 0.1037 0.1029 0.1082 0.0932 0.0795]; 
T1=[80 80 80 55 55 55 30 30 30]; 
T2=[80 55 30 30 55 80 80 55 30]; 
kol=input('Vnesite željeno količino (E ali H) in pritisnite Enter: '); 
t=kol;%Ciljna množica. 
k=9;%k=#vhodnih primerov podatkov - navzkrižno validiranje. 
v=[T1; T2];%Vhodni množica podatkov. 
[vh,pod]=size(v); %Vhodni podatki =2, podatki =9 
[izh,pod]=size(t); %Izhodni podatki =1, podatki=9. 
rng('default')%Si zapomni stanje stroja pred naključnimi izbirami. 
indpod=randperm(pod);%Izvede naključno permutacijo podatkovnih elementov. 
rng('default') 
Nvt=floor(pod/k); %Št. el. vektorja validacijskih in testnih podatkov. 
for nsp=1:1:8%Število nevronov v skriti plasti. 
Nup=pod-2*Nvt; %Št. el. vektorja učnih podatkov. 
Nue=Nup*izh; %Št. učnih enačb 
Nut=(vh+1)*nsp+(nsp+1)*izh; %Št. neznanih uteži. 
Nps=abs(Nue-Nut); %Št. ocenjenih prostostnih stopenj sistema. 
SKNCM=var(t',1); %Srednja kvadratna napaka ciljne množice. 
CSKN=0.01*Nps*SKNCM/Nue; %Ciljna srednja kvadratna napaka. 
MinGrad=CSKN/10; %Minimalni gradient. 
for i=1:k%Zanka izvaja navzkrižno validiranje. 
rng('default'); 
net=newff(v,t,nsp,{'tansig'},'trainlm');%Ustvari VPP z Levenberg-
Marquardt. 
net.performFcn='mse';%Performančna funkcija - srednja kvadratna napaka. 
net.trainParam.max_fail=300;%Maksimalno število epoh določimo pri 300. 
net.trainParam.goal=CSKN;%Ciljna srednja kvadratna napaka mreže. 
net.trainParam.min_grad=MinGrad;%Minimalni gradient mreže naj bo 0. 
net.trainParam.mu_max=1e10;%Maksimalni dovoljeni mi L-M algoritma. 




if i==k %Zanka, ki določi podatke za uporabo pri verifikaciji. 
tstind=1:Nvt;%Indeks podatkov za testiranje. 








trnInd=indpod(trnind);%Indeksira podatke za trening. 
valInd=indpod(valind);%Indeksira podatke za validacijo. 





a(:,i)=ai%Matrika izhodov mreže. 
SKNv{i}=mse(net,t,ai);%Srednja kvadratna napaka validacijske iteracije. 
SKN{i}=SKNv{i}/SKNCM%Normalizirana srednja kvadratna napaka. 
ku{i,1}=tr.stop;%Ustavitveni kriterij validacije. 
najepoha(i,1)=tr.best_epoch;%Najboljša epoha glede na i. 
rntr(i,1)=1-abs(tr.best_perf)/SKNCM;%Relativna napaka učenja. 
rnv(i,1)=1-abs(tr.best_vperf)/SKNCM;%Relativna napaka validacije. 




rez=[najepoha rntr rnv rnts]; 
prnv(:,nsp)=mean(rnv); 
apov=mean(a,2) 
%Izris odzivne površine s točkami 
figure('name','Zaporedna št. slike pove št. nevronov v skriti plasti',... 




[T1mr,T2mr]=meshgrid(T1rob,T2rob); amr=f(T1mr,T2mr); grid on 
pc=surface(T1mr,T2mr,amr,'LineWidth',0.50,'FaceColor',[1 0 0],... 
    'FaceAlpha',.6,'EdgeAlpha',.6); 
xlabel('\itT\rm_1, [°C]','FontSize',12,'FontName','Times New Roman'); 
ylabel('\itT\rm_2, [°C]','FontSize',12,'FontName','Times New Roman'); 
if kol==H 
zlabel('Trdota \itH\rm, [GPa]',... 
    'FontSize',12,'FontName','Times New Roman'); 
else 
zlabel('Modul elastičnosti \itE\rm, [GPa]',... 
    'FontSize',12,'FontName','Times New Roman'); 
end 
title('Modeliranje odziva na temperature valjev z VPP',... 
    'FontSize',12,'FontName','Times New Roman');hold on 
tc=plot3(T1',T2',t','MarkerFaceColor',[1 1 1],'MarkerEdgeColor',[0 0 
0],... 






amr=f(T1mr,T2mr); grid on 
pm=surface(T1mr,T2mr,amr,'LineWidth',0.05,'FaceColor',[.1 0 .9],... 
   'FaceAlpha',.3,'EdgeAlpha',.3); 
hold on 
tm=plot3(T1',T2',apov,'MarkerFaceColor',[1 1 1],'MarkerEdgeColor',... 





   {'Površina ciljne množice podatkov','Površina nevronske mreže'}); 
hold off 
end 
%Izris gibanja povprečne relativne napake validacije. 
figure('name','prnv skozi validacijo',... 
    'Units','centimeters','OuterPosition',[0 0 15.5 7.5]) 
nsp=[1 2 3 4 5 6 7 8]; 
[maxprnv,indnsp]=max(prnv); maxnsp=nsp(indnsp); 
plot(nsp,prnv); hold on; 
plot(maxnsp,maxprnv,'Marker','.','MarkerSize',15,'Color',[0 0 1]); 
xlabel('Število nevronov v skriti plasti',... 
    'FontSize',12,'FontName','Times New Roman'); 
ylabel('Povprečna rel. nap. val.',... 
    'FontSize',12,'FontName','Times New Roman'); 
title('Gibanje povprečne relativne napake skozi validacijo',... 
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Priloga G 
%% Radialna bazna funkcija 
clc; clear all; close all; format short 
E=[2.0044 1.7929 1.7865 1.7478 1.8289 1.922 1.9773 1.734 1.5967]; 
H=[0.1105 0.1002 0.0965 0.0923 0.1037 0.1029 0.1082 0.0932 0.0795]; 
T1=[80 80 80 55 55 55 30 30 30]; 
T2=[80 55 30 30 55 80 80 55 30]; 
kol=input('Vnesite željeno količino (E ali H) in pritisnite Enter: '); 
t=kol;%Ciljna množica. 
k=9;%k=#vhodnih primerov podatkov - običajno navzkrižno validiranje. 
v=[T1; T2];%Vhodni množica podatkov. 
[vh,pod]=size(v); %Vhodni podatki =2, podatki =9 
[izh,pod]=size(t); %Izhodni podatki =1, podatki=9. 
rng('default')%Si zapomni stanje stroja pred naključnimi izbirami. 
indpod=randperm(pod);%Izvede naključno permutacijo podatkovnih elementov. 
rng('default') 
Nvt=floor(pod/k); %Št. el. vektorja validacijskih podatkov. 
for NSP=1:1:8%Maksimalno dovoljeno število nevronov v skriti plasti. 
Nut=(vh+1)*NSP+(NSP+1)*izh; %Št. neznanih uteži. 
NPS=abs(7-Nut); %Št. ocenjenih prostostnih stopenj sistema. 
SKNCM=var(t',1); %Srednja kvadratna napaka ciljne množice. 
CSKN=0.01*NPS*SKNCM/7; %Ciljna srednja kvadratna napaka. 
for indraz=1:1:26%Zanka nastavlja  
for i=1:k%Zanka izvaja navzkrižno validiranje. 
simind=1+Nvt*(i-1):Nvt*i;%Validacijski indeks. 
if i==k %Zanka, ki določi podatke za uporabo pri verifikaciji. 




trnInd=indpod(trnind);%Indeksira podatke za trening. 






rng('default')%Si zapomni stanje stroja pred naključno izbiro uteži. 
raztros=24+indraz; 
net=newrb(vtrn,ttrn,CSKN,raztros,NSP,1);%Ustvari VPP z Levenberg-
Marquardt. 

















[mpRNV(:,NSP),inda(:,NSP)]=min(abs(1-pRNV));%Poišče pRNV, ki je najbližje 
1. 





%% Najboljša topologija in odziv podatkov nanjo 
  
[pRNVmins, maxnsp]=min(1-pRNVmin); 
minpRNVs=1-pRNVmins %Najmanjša povprečna relativna SKN validacije. 
mdnsp=maxnsp %Maksimalno dovoljeno število nevronov v skriti plasti. 










%Izris odzivne površine s točkami 
figure('name','RBF v odvisnosti od T1 in T2',... 




[T1mr,T2mr]=meshgrid(T1rob,T2rob); amr=f(T1mr,T2mr); grid on 
pc=surface(T1mr,T2mr,amr,'LineWidth',0.50,'FaceColor',[1 0 0],... 
   'FaceAlpha',.6,'EdgeAlpha',.6); hold on; 
tc=plot3(T1',T2',t','MarkerFaceColor',[1 1 1],'MarkerEdgeColor',[0 0 
0],... 
   'MarkerSize',4,'Marker','o','LineWidth',0.5,'LineStyle','none'); hold 
on 
view(-15,30); hold on 
f=scatteredInterpolant(T1',T2',as','linear','none'); hold on 
T1rob=floor(min(T1)):1:ceil(max(T1)); 
T2rob=floor(min(T2)):1:ceil(max(T2)); 
[T1mr,T2mr]=meshgrid(T1rob,T2rob); amr=f(T1mr,T2mr); grid on 
pm=surface(T1mr,T2mr,amr,'LineWidth',0.05,'FaceColor',[.1 0 .9],... 
   'FaceAlpha',.3,'EdgeAlpha',.3); hold on 
tm=plot3(T1',T2',as','MarkerFaceColor',[1 1 1],'MarkerEdgeColor',... 




xlabel('\itT\rm_1, [°C]','FontSize',12,'FontName','Times New Roman'); 
ylabel('\itT\rm_2, [°C]','FontSize',12,'FontName','Times New Roman'); 
if kol==H 
zlabel('Trdota \itH\rm, [GPa]','FontSize',12,'FontName','Times New 
Roman'); 
else 
zlabel('Modul elastičnosti \itE\rm, [GPa]','FontSize',12,'FontName',... 
    'Times New Roman'); 
end 
title('Modeliranje odziva na temperature valjev z RBF',... 
    'FontSize',12,'FontName','Times New Roman'); hold on 
l1=legend([pc pm],'Location','Best',... 
   {'Površina ciljne množice podatkov','Površina nevronske mreže'}); 
hold off 
  
%Izris povprečne RSKN v odvisnosti od števila nevronov in raztrosa. 
[raz,mdn] = meshgrid(25:1:50,1:1:8); vPRNV=size(pRNVs'); 
nul=zeros(vPRNV); 
figure('name','PRSKNV',... 
    'Units','centimeters','OuterPosition',[0 0 15.5 10]) 
prn=surface(raz,mdn,pRNVs','LineWidth',0.5,'FaceColor','red',... 
    'FaceAlpha',.7,'EdgeAlpha',.7);hold on;grid on 
pcn=surface(raz,mdn,nul,'LineWidth',0.5,'FaceColor','black',... 
    'FaceAlpha',.5,'EdgeAlpha',.5);hold on 
ylim([1,8]); zlim([-.75,.25]);  
grid on 
xlabel('Raztros','FontSize',12,'FontName','Times New Roman'); 
ylabel('Maks. dovoljeno št. nev.','FontSize',12,'FontName',... 
    'Times New Roman'); 
zlabel('Povprečna RSKN val.','FontSize',12,'FontName','Times New Roman'); 
if kol==H 
    title('Gibanje povprečne RSKN validacije za \itH\rm, [GPa]',... 
    'FontSize',12,'FontName','Times New Roman'); 
else 
    title('Gibanje povprečne RSKN validacije za \itE\rm, [GPa]',... 
    'FontSize',12,'FontName','Times New Roman'); 
end 
l2=legend([prn pcn],'Location','Best',... 
    {'Površina pov. RSKN val.','Površina relativne CSKN'}); 
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Priloga H 
clc; clear all; close all; 
St=[1 2 3 4 5 6 7 8 9]; 
  
%% Graf modula elastičnosti v odvisnosti od temperaturnih kombinacij 
  
E=[2.0044 1.7929 1.7865 1.7478 1.8289 1.9220 1.9773 1.7340 1.5967]; 
EVPP3=[1.9795 1.8106 1.7731 1.7152 1.8227 1.9230 1.9180 1.7686 1.6138]; 
ERBF4=[1.9534 1.8664 1.7951 1.6798 1.7984 1.9544 1.9497 1.7678 1.6256]; 
sdE=[0.0307 0.0223 0.0267 0.0291 0.0189 0.0382 0.0208 0.0571 0.0212]; 
figure('Units','centimeters','InnerPosition',[0 0 15.5 8]) 
errorbar(St,E,sdE,'.','MarkerSize',12,'Color',[.75 0 0]); grid on; 
hold on; 
plot(St,EVPP3,'.','MarkerSize',12,'Color',[0 0 .75]); hold on; 
plot(St,ERBF4,'.','MarkerSize',12,'Color',[0 .75 0]); 
title('Prilagoditev modula elastičnosti z nevronskimi mrežami',... 
    'FontSize',12,'FontName','Times New Roman'); 
xlabel({'Temperaturna kombinacija (\itT\rm_1,\itT\rm_2) [°C] po zaporedni 
št. vzorca'},... 
    'FontSize',12,'FontName','Times New Roman'); 
xticklabels({'(80,80)','(80,55)','(80,30)','(55,30)','(55,55)',... 
    '(55,80)','(30,80)','(30,55)','(30,30)'}); 
xtickangle(45); 
xlim([0.01 9.99]); ylim([1.4 2.2]); 
ylabel('\itE\rm [GPa]','FontSize',12,'FontName','Times New Roman'); 
legend('Rezultati nanoindentacije','VPP, 3 nevroni v skriti plasti',... 
    'RBF, 4 nevroni v skriti plasti','Location','southwest'); 
  
  
%% Graf trdote v odvisnosti od temperaturnih kombinacij 
  
H=[0.1105 0.1002 0.0965 0.0923 0.1037 0.1029 0.1082 0.0932 0.0795]; 
HVPP2=[0.1046 0.1011 0.0965 0.0931 0.1037 0.1048 0.1030 0.0952 0.0823]; 
HRBF4=[0.1100 0.0992 0.0880 0.0934 0.1009 0.1079 0.1041 0.0960 0.0875]; 
sdH=[0.0024 0.0020 0.0021 0.0027 0.0022 0.0033 0.0021 0.0061 0.0020]; 
figure('Units','centimeters','InnerPosition',[0 0 15.5 8]) 
errorbar(St,H,sdH,'.','MarkerSize',12,'Color',[.75 0 0]); grid on; 
hold on; 
plot(St,HVPP2,'.','MarkerSize',12,'Color',[0 0 .75]); hold on; 
plot(St,HRBF4,'.','MarkerSize',12,'Color',[0 .75 0]); 
title('Prilagoditev trdote z nevronskimi mrežami',... 
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    'FontSize',12,'FontName','Times New Roman') 
xlabel('Št. vzorca (temperaturna kombinacija)',... 
    'FontSize',12,'FontName','Times New Roman'); 
xlim([0.01 9.99]); ylim([0.075 0.12]); 
xlabel({'Temperaturna kombinacija (\itT\rm_1,\itT\rm_2) [°C] po zaporedni 
št. vzorca'},... 
    'FontSize',12,'FontName','Times New Roman'); 
xticklabels({'(80,80)','(80,55)','(80,30)','(55,30)','(55,55)',... 
    '(55,80)','(30,80)','(30,55)','(30,30)'}); 
xtickangle(45); 
ylabel('\itH\rm [GPa]','FontSize',12,'FontName','Times New Roman'); 
legend('Rezultati nanoindentacije','VPP, 2 nevrona v skriti plasti',... 
    'RBF, 4 nevroni v skriti plasti','Location','southwest'); 
 
