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Abstract—In this paper we propose a distributed algorithm for
the estimation and control of the connectivity of ad-hoc networks
in the presence of a random topology. First, given a generic
random graph, we introduce a novel stochastic power iteration
method that allows each node to estimate and track the algebraic
connectivity of the underlying expected graph. Using results from
stochastic approximation theory, we prove that the proposed
method converges almost surely (a.s.) to the desired value of
connectivity even in the presence of imperfect communication
scenarios. The estimation strategy is then used as a basic tool to
adapt the power transmitted by each node of a wireless network,
in order to maximize the network connectivity in the presence of
realistic Medium Access Control (MAC) protocols or simply to
drive the connectivity toward a desired target value. Numerical
results corroborate our theoretical findings, thus illustrating the
main features of the algorithm and its robustness to fluctuations
of the network graph due to the presence of random link failures.
Index Terms—Spectral graph theory, random graph, stochastic
power iteration, algebraic connectivity, Fiedler vector, topology
control, stochastic approximation, distributed computation.
I. INTRODUCTION
Ad-hoc wireless networks are composed of a set of nodes
that exchange data with each other through wireless links with-
out relying on any pre-existing infrastructure [1]. Typically, the
network topology follows a nearest neighbor criterion to allow
for low-power communications. The diffusion of information
through a network presumes connectivity of the network. Fur-
thermore, many distributed algorithms running over a graph,
such as consensus, diffusion, or swarming algorithms, have a
convergence time strictly dependent on the graph connectivity
[2]-[9]. For example, highly connected networks generally
have significantly faster convergence thanks to a more efficient
in-network information diffusion. In many practical examples,
connectivity can only be assumed to hold in probability
because the links among the nodes may be on or off depending
on channel conditions. In most applications, channel variability
may depend on several factors, such as mobility of the nodes,
as in vehicular networks, channel fading due to propagation
over multipath channels, or packet collisions due to random
MAC strategies working on a collision avoidance regime.
It is then of interest to look at distributed mechanisms to
estimate and control the network connectivity in the presence
of realistic channel models.
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Spectral graph theory [10] has been demonstrated to be a
very powerful tool for topology inference. The eigenvalues
and/or eigenvectors of the Laplacian matrix of the graph
have been exploited, e.g., to estimate the connectivity of
the network [11]-[21], to find densely connected clusters of
nodes [23]-[24], and to search for potential links that would
greatly improve the connectivity if they were established
[25]. A recent tutorial work that gives an excellent view
of this topic is [15]. In all these works, it was shown that
the connectivity properties of a graph can be assessed by
looking at the second smallest eigenvalue of the Laplacian
matrix, also known as the algebraic connectivity, whereas a
significant role in graph partitioning is plaid by the eigenvector
associated to the algebraic connectivity, also known as Fiedler
vector [11]. It is then important to find efficient algorithms
to compute these connectivity parameters. The problem of
distributed estimation of the eigenvalues of the Laplacian
matrix has been considered in several previous works, e.g.,
[12]-[15]. In [12] a distributed algorithm is proposed to find the
n eigenvectors corresponding to the n largest eigenvalues of
the Laplacian matrix or the (weighted) adjacency matrix, based
on power iteration and random walk techniques. The work
in [13] evaluates the eigenstructure of the Laplacian matrix
by letting the nodes oscillate at the eigenfrequencies corre-
sponding to the network topology. A distributed algorithm that
computes the Fiedler vector and the algebraic connectivity,
with application to topology inference in ad hoc networks, has
been also proposed in [14]-[15]. The algorithms in [13]-[15]
allow to estimate the algebraic connectivity and the Fiedler
vector without the need for nested consensus iterations, thus
significantly reducing the communication burden. Distributed
methods aimed at controlling the algebraic connectivity for
flocking maintenance have also been proposed in [16]-[19]. In
[16], the authors propose a distributed algorithm that allows
each node to estimate and track the algebraic connectivity of
the graph in mobile wireless sensor networks. Then, based
on this estimator, a decentralized gradient controller for each
agent helps maintain global connectivity during motion. The
work in [18] enforces network connectivity by means of
distributed topology control that decides on both deletion and
creation of communication links between agents. With this
protocol ensuring network connectivity, a decentralized motion
controller aligns agent velocity vectors and regulates inter-
agent distances to maintain existing network links. In [19],
a theoretical framework for controlling graph connectivity in
mobile robot networks is given, thus providing centralized
and distributed algorithms to maintain, increase, and control
connectivity. Finally, references [20]-[22] propose distributed
2methods for estimating the algebraic connectivity with the
aim of optimizing the performance of average consensus
algorithms. In [20] a consensus method using Chebyshev
polynomials is considered and the authors proposed a dis-
tributed algorithm to compute the parameters that enable the
method to maximize the convergence rate. Then, the work in
[21] proposes a distributed algorithm to estimate the algebraic
connectivity of a graph, thus applying this method to an event-
triggered consensus scenario, where the most recent estimate
of the algebraic connectivity is used for adapting the behavior
of the average consensus algorithm. Finally, in [22] the authors
proposed a topology-aware distributed algorithm for on-line
adaptation of the Laplacian weighting rule, when applied in
an in-network averaging procedure.
All these previous works assumed ideal communications
among the network nodes. However, in a realistic scenario,
the wireless channels are affected by random fading and
additive noise, which induce errors in the received packets.
Furthermore, realistic random MAC protocols may determine
packet collisions during the exchange of data among the
nodes. In such a case, the receiving node could request
the retransmission of the erroneous packets, but this would
imply random delays in the communication among the nodes
and it would be complicated to implement over a totally
decentralized system. It is then of interest to analyze networks
where the erroneous packets are simply dropped, without
requiring a retransmission. Random packet dropping can be
modeled as having random switching graph topologies. The
effect of random graphs on distributed algorithms has been
thoroughly studied in a series of works, mainly focused on
the convergence of consensus algorithms, e.g., [31]-[39], and
of swarming algorithms for radio resource allocation [40].
In this work, we propose a distributed algorithm, based on
a stochastic power iteration method, whose aim is to estimate
the algebraic connectivity and the related Fiedler vector of the
expected Laplacian matrix of a random graph, incorporating
random impairments in the exchange of data among the nodes.
The basic contributions of this paper are the following: 1) a
novel algorithm to estimate in a distributed fashion the spectral
connectivity parameters of the expected Laplacian matrix of a
random graph; 2) the derivation of the convergence properties
of the proposed algorithm in the presence of random link
failures in the communications among nodes; 3) the control of
the expected connectivity through the adaptation of the power
transmitted by each node, in order to maximize the network
connectivity in the presence of realistic MAC protocols or
simply to drive it toward a desired target value.
The paper is organized as follows. In section II we first
recall some basic concepts from algebraic graph theory that
will be used throughout the paper. Then, we describe the
proposed stochastic power iteration method for estimating the
connectivity of a random graph, thus illustrating the distributed
implementation based on consensus algorithms to decentralize
the computation. The convergence properties of the proposed
algorithm in the presence of random link failures are also
investigated. In Section III, exploiting the proposed strategy
for connectivity estimation, we propose a simple power control
method aimed at controlling the expected connectivity of a
network. Section IV then shows the effect of collisions, which
are induced by a realistic random medium access control
protocol, on the network connectivity. In particular, it is shown
how, by choosing a too large transmission power, the network
connectivity may be heavily degraded due to an increase in the
collision probability. Then, we propose a distributed algorithm
to evaluate the optimal transmission power that maximizes
the connectivity in the presence of realistic MAC protocols.
Finally, Section V draws some conclusions.
II. ESTIMATION OF ALGEBRAIC CONNECTIVITY OVER
RANDOM GRAPHS
A. Algebraic Graph Theory
We consider a network composed of N nodes interacting ac-
cording to a communication topology. The interaction among
the nodes is modeled as an undirected graph G = (V,E),
where V = 1, 2, ..., N denotes the set of nodes and E ⊆ V ×V
is the edge set. The structure of the graph is described by
a symmetric N × N adjacency matrix A := {aij}, whose
entries aij are either positive or zero, depending on wether
there is a link between nodes i and j or not, i.e., if the distance
between nodes i and j is less than a coverage radius, which is
dictated by nodes’ transmit power and the channel between
them. The set of neighbors of a node i is Ni, defined as
Ni = {j ∈ V : aij > 0}. Node i communicates with node
j if j is a neighbor of i (or aij > 0). The graph has no self
loops, i.e., aii = 0 for all i. Denoting by dii =
∑N
j=1 aij the
degree of node i, the degree matrix D is a diagonal matrix
with entries dii that are the row sums of the adjacency matrix
A. The graph Laplacian L is an N ×N matrix defined as
L = D −A. (1)
The spectral properties of L have been shown to be critical
in many multiagent applications, such as formation control
[26], consensus seeking [27] and direction alignment [28]. We
denote by λi(L), i = 1, . . . , N , the eigenvalues of L, ordered
in increasing sense. The matrix L always has, by construction,
a null eigenvalue λ1(L) = 0, with associated eigenvector 1
composed of all ones. For a connected graph, the nullspace
of L has dimension 1 and it is spanned by the vector 1. The
second smallest eigenvalue λ2(L) is known as the algebraic
connectivity of the graph. This eigenvalue is greater than 0 if
and only if G is a connected graph. The magnitude of this
value reflects how well connected the overall graph is. For
this reason, it has been used for example in analysing the
synchronizability of networks [4]-[5], [26]-[27], in maintaining
stable flocking [28], and for routing optimization in cognitive
radio ad-hoc networks [29].
Random link failures: In a realistic communication scenario,
the packets exchanged among the nodes may be received with
errors, because of collisions, channel fading or noise. The
retransmission of erroneous packets can be incorporated into
the system, but packet retransmission introduces a nontrivial
additional complexity in decentralized implementations and,
more importantly, it also introduces an unknown delay and
delay jitter. It is then of interest to examine protocols where
erroneous packets are simply dropped. We take into account
3random packet dropping by modeling the coefficient aij
describing the network topology as statistically independent
random variables. Then, the Laplacian of the graph varies with
time as a sequence of i.i.d. matrices {L[k]}, which can be
written, without any loss of generality, as
L[k] = L¯+ L˜[k] (2)
where L¯ = {l¯ij} denotes the expected matrix and L˜[k] =
{l˜ij [k]} are i.i.d. perturbations around the mean. The i.i.d.
fluctuations l˜ij [k] affect only the active links, i.e. the links for
which aij 6= 0; for all other inactive links, the perturbations are
equal to zero. We do not make any assumptions of symmetry
of the failures, i.e. l˜ij [k] may be not equal to l˜ji[k], or about the
link failure model. Although the link failures are independent
over time, during the same iteration, the link failures can still
be spatially correlated. It is important to remark that, in the
ensuing analysis and derivations, we do not require the random
instantiations G[k] of the graph be connected for all k. We only
require the graph to be connected on average. This condition
is captured by requiring λ2(L¯) > 0.
B. Stochastic Power Iteration
In this section, we propose a novel algorithm aimed at
assessing the connectivity of a random graph by estimating the
second smallest eigenvalue of the expected Laplacian matrix
L¯. Since in our setting the network graph is random due to
the presence of link failures, we introduce a stochastic power
iteration method to handle the randomness introduced by the
graph fluctuation.
Let us introduce the matrix W [k] given at time k by:
W [k] = I − ε¯L[k] = W¯ + W˜ [k] (3)
where ε¯ is a positive parameter, W¯ = I − ε¯L¯ is the mean
matrix, and W˜ [k] = −ε¯L˜[k] are i.i.d. fluctuations around the
mean. The matrix W [k] in (3) was used, for example, as the
iteration matrix of consensus algorithms over random graphs,
see e.g. [35]-[36], [38]-[39]. From (3), the eigenvalues of the
expected Laplacian matrix L¯ are directly related to those of
the expected matrix W¯ in (3) through the relation
λi(L¯) =
1− λN+1−i(W¯ )
ε¯
, i = 1, . . . , N. (4)
In particular, the algebraic connectivity is given by λ2(L¯) =
(1 − λN−1(W¯ ))/ε¯. Furthermore, the eigenvector uN−1(W¯ )
associated to the second largest eigenvalue of the expected
matrix W¯ coincides with u2(L¯), which is the one associated
to the second smallest eigenvalue of the expected Laplacian
matrix L¯, also known as the Fiedler vector. The coefficient ε¯
in (3) satisfies
0 < ε¯ <
2
λN (L¯)
, (5)
which, combined with the condition λ2(L¯) > 0, ensures that
the mean matrix W¯ is a Perron matrix having a single unitary
eigenvalue [4]. Since we want to track the second largest
eigenvalue of the mean matrix W¯ , we deflate the original
matrix W [k] by removing its largest eigenvalue, thus obtaining
the matrix B[k] given by:
B[k] = W [k]− 1
N
11
T := B¯ + B˜[k] (6)
where B¯ = W¯ − 1
N
11
T and B˜[k] = W˜ [k] = −ε¯L˜[k]. In
this way, the maximum eigenvalue of the deflated expected
matrix B¯ coincides with the second largest eigenvalue of W¯ .
To handle the randomness of the graph, we introduce also the
deflated matrix
B2[k] = I − ε[k]L[k]− 1
N
11
T = W 2[k]− 1
N
11
T , (7)
where W 2[k] = I − ε[k]L[k], with ε[k] denoting a positive
diminishing sequence that we will choose in the sequel. The
matrices B2[k] and B[k] have exactly the same eigenvectors,
but different eigenvalues, at each time k, due to the time-
varying sequence ε[k].
We consider first a centralized implementation of the
stochastic power iteration algorithm, whose main steps are
listed in Table 1. A distributed implementation of the algorithm
will be illustrated later on.
Table 1: Centralized Stochastic Power Iteration
Initialize x[0], y[0], and z[0] randomly. Then, set k = 0 and
perform the following steps:
1) Build the deflated matrices
B[k] = I − ε¯L[k]− 1
N
11
T (8)
B2[k] = I − ε[k]L[k]− 1
N
11
T (9)
where ε¯ and ε[k] satisfy (5) and (14), respectively;
2) Evaluate the estimate y[k + 1] of λN−1(W¯ ) as:
y0[k] =
xT [k]B[k]x[k]
xT [k]x[k]
(10)
y[k + 1] = y[k] + α[k] (y0[k]− y[k]) (11)
where α[k] is a time varying step-size satisfying (15);
3) Compute the estimate z[k + 1] of λ2(L¯) as:
z[k + 1] =
1− y[k + 1]
ε¯
; (12)
4) Perform the power iteration step
x[k + 1] =
B2[k]x[k]
‖B2[k]x[k]‖ ; (13)
5) If convergence is achieved stop, otherwise set k = k+1
and go to step 1.
The aim of the stochastic power iteration steps in (10)-
(13) is to estimate the largest eigenvalue of the expected
matrix B¯ (i.e. λN−1(W¯ )), which is directly related to the
second eigenvalue λ2(L¯) of the expected Laplacian through
(12). To achieve this goal, the power iteration in (13) runs
over the matrix B2[k], thus providing an estimate x[k] of
the eigenvector u2(L¯) associated to the largest eigenvalue of
the expected matrix B¯ (remember that B2[k] and B[k] have
4the same eigenvectors). The eigenvector estimate x[k] is then
used in the Rayleigh ratio (10) to provide an estimate y0[k] for
λN−1(W¯ ). In both adaptations, it is fundamental to choose the
step sizes ε[k] in (7) and α[k] in (11). In particular, we make
the following assumptions, which are standard in stochastic
approximation and adaptive signal processing [42]-[43]:
Assumption A.1 : (Persistence) The sequence ε[k] in (7) and
the step-size sequence α[k] in (11) satisfy the conditions
ε[k] > 0,
∞∑
k=0
ε[k] =∞,
∞∑
k=0
ε2[k] <∞, (14)
α[k] > 0,
∞∑
k=0
α[k] =∞,
∞∑
k=0
α2[k] <∞. (15)
Conditions (14)-(15) ensure that the step size sequences decay
to zero, but not too fast. An example of sequences satisfying
(14)-(15) is
ε[k] =
ε0
(k + 1)γ
, α[k] =
α0
(k + 1)β
, (16)
ε0, α0 > 0, 0.5 < β, γ ≤ 1.
We are now able to state the main theorem on the convergence
of the proposed stochastic power iteration method.
Theorem 1 : Let z[k] and x[k] be the sequences generated in
(12) and (13) by the stochastic power iteration. If λ2(L¯) > 0,
and condition (5) and Assumption A.1 hold, we have
lim
k→∞
z[k] = λ2(L¯), and lim
k→∞
x[k] = uˆ2(L¯), (17)
almost surely (w.p.1), where uˆ2(L¯) denotes the normalized
Fiedler vector of the expected Laplacian matrix L¯.
Proof: See Appendix B.
Theorem 1 establishes the almost sure convergence of
the stochastic power iteration method to the Fiedler vector
uˆ2(L¯) and to the algebraic connectivity λ2(L¯). As shown
in Appendix C, an upper bound on the slowest (undesired)
decaying mode cr[k] of the algorithm is given by
cr[k] ≤ exp
(
−
(
λ3(L¯)− λ2(L¯)
) k∑
l=0
ε[l]
)
. (18)
From (18), we see how the convergence rate depends on the
difference between the third and the second eigenvalues of the
expected Laplacian L¯, and on the sequence ε[k]. In particular,
(18) makes clear that, because of (14), the slowest decaying
mode goes to zero as k→∞.
Remark: As mentioned in the introduction, the eigenvectors
of the Laplacian matrix give useful information about how
the network can be partitioned, i.e., how to find clusters of
nodes in the network. It has been shown in several works,
e.g., [23]-[24], that spectral clustering can infer more topo-
logical properties of the graph if more eigenvectors of the
Laplacian matrix, besides the one associated to the algebraic
connectivity, are known. Up to now, it was shown how the
proposed stochastic power iteration can compute only the
second smallest eigenvalue and the corresponding eigenvector
of the expected Laplacian matrix of the graph. However, the
trick of deflating the matrix W [k] in (6) can be sequentially
iterated in order to estimate the third order eigenvalue and
the associated eigenvector. As an example, once the algebraic
connectivity λ2(L¯) and the Fiedler vector u2(L¯) have been
estimated through a first stage power iteration, the third order
eigenparameters can be estimated by applying again power
iteration using the pair of deflated matrices
C[k] = B[k]− (1− ε¯λ2(L¯))u2(L¯)uT2 (L¯),
C2[k] = B2[k]− (1− ε[k]λ2(L¯))u2(L¯)uT2 (L¯),
which take the role of B[k] and B2[k] in Table 1, respectively.
In a similar way, we can estimate also the higher order eigen-
parameters by sequential deflation and power iteration.
Distributed implementation : The stochastic power iteration
method described before requires a centralized implemen-
tation. In the following, we propose a decentralized im-
plementation based on average consensus [4],[27]. The two
operations to be distributed are the Rayleigh ratio in (10) and
the power iteration in (13), whereas all other computations
can be performed locally. Setting b[k] = B[k]x[k] and
b2[k] = B2[k]x[k], the i-th components bi[k] and b2,i[k] of
the vectors b[k] and b2[k] can be evaluated locally. In fact,
exploiting the structure of the matrices in (6) and (7), we have
bi[k] = xi[k] + ε¯
N∑
j=1
aij [k](xj [k]− xi[k])−m[k] (19)
b2,i[k] = xi[k] + ε[k]
N∑
j=1
aij [k](xj [k]− xi[k])−m[k] (20)
where m[k] = 1
N
1
Tx[k] is a global parameter. The value
m[k] is given by the average of the values xi[k] stored locally
at each node, and can be computed in a decentralized fashion
using a round of average consensus protocol. The next step is
to evaluate the Rayleigh ratio in (10) in a distributed fashion.
To this end, we notice that expression (10) can be recast as
xT [k]B[k]x[k]
xT [k]x[k]
=
∑N
i=1 xi[k]bi[k]∑N
i=1 x
2
i [k]
, (21)
where both numerator and denominator are written as inner
products. This notation is convenient because it enables us to
compute this expression through a step of weighted average
consensus [4],[27], which evaluates in a distributed manner the
ratio in (21). Thus, at this stage, each node is able to compute
(10) and (11) locally. To complete the series of operations
of the stochastic power iteration algorithm, node i still needs
to evaluate (13) in a distributed fashion. Then, each node i
computes the ith component of vector x[k + 1] in (13) as:
xi[k + 1] =
b2,i[k]
‖b2[k]‖ . (22)
Since the numerator has been already computed through
(20), we only need to compute the denominator of (22). In
particular, we consider the evaluation of
1√
N
‖b2[k]‖ =
√√√√ 1
N
N∑
i=1
b22,i[k], (23)
which is a scaled version of ‖b2[k]‖, and can be computed in a
distributed fashion by taking the square root of the output of an
5average consensus step. Each node then computes xˆi[k+1] =√
N
b2,i[k]
‖b2[k]‖ , which is a scaled version of the true value xi[k]
that the algorithm should compute in (22). However, even in
the presence of such update, the method still works correctly
because, at time k + 1, the step in (10) is a Rayleigh ratio,
whose result is not affected by the scaling
√
N , thus leading
to the correct update of the algorithm.
The main steps of the decentralized implementation are
summarized in Table 2. We also define δ-convergence of a
sequence c[k] the event |c[k + 1]− c[k]||c[k]| ≤ δ.
Table 2: Distributed Stochastic Power Iteration
Each node initializes xi[0], y[0], and z[0] randomly. Then, set
k = 0 and performs the following steps:
1) Run a consensus round to get m[k] = 1Tx[k]/N until
δ1-convergence;
2) Evaluate bi[k] and b2,i[k], ∀i, using (19)-(20);
3) Run a consensus round to compute the Rayleigh ratio
in (21) (i.e. y0[k] in (10)) and the scaled norm in (23)
until δ2-convergence;
4) Compute the estimate y[k+1] of λN−1(W¯ ) using (11);
5) Compute the estimate z[k + 1] of λ2(L¯) using (12);
6) Perform the power iteration in (22), ∀i.
7) If convergence is achieved stop, otherwise set k = k+1
and go to step 1.
Remark 2 : The distributed implementation of the stochastic
power iteration proposed in Table 2 is based on the use of two
rounds of average consensus algorithm [4],[27], which allow
the computation of the global quantities in the steps 1 and 3
in Table 2. Of course, also the consensus algorithm will be
affected by the presence of random link failures. However, if
the expected graph is connected (i.e., λ2(L¯) > 0) and the
matrices W [k] in (3) are doubly stochastic for every k, it is
well known that consensus algorithm is robust to the presence
of link failures [35]-[39], thus guaranteing convergence to the
desired average value. Thus, differently from the centralized
case in Table 1, where no symmetry assumptions are required
on the link failures, in the distributed implementation the
network graph must be balanced at every iteration. Regard-
ing the communication demands of the proposed distributed
implementation, in the first consensus round each node must
broadcast a scalar value to its neighbors, whereas in the second
round it is necessary to transmit two scalar values. Thus,
letting C be the cost associated to the transmission of a
scalar value, the communication cost per iteration k of the
power iteration algorithm is equal to (N1 + 2N2)C, where
N1 and N2 are the number of iterations needed by the first
and second consensus rounds to converge within prescribed
accuracies δ1 and δ2, respectively. The communication demand
is then determined by the convergence rate of the consensus
algorithm, which depends on the value of λ2(L¯), as shown in
several previous works, see, e.g., [38], [39]. In particular, the
more connected is the expected graph (i.e., larger values of
λ2(L¯)) the faster is convergence of consensus, as illustrated
Fig. 1: Network topology
in the following numerical examples.
Numerical example - Convergence: The aim of this example
is to corroborate the theoretical results in Theorem 1, which
establishes the almost sure convergence of the stochastic power
iteration method in Table 1. We consider a connected network
composed of 20 nodes, whose ideal topology (in the absence
of link failures) is shown in Fig. 1. The communication
among nodes is impaired by random link failures so that each
link in Fig. 1 is on with a certain probability pc, which is
here assumed to be constant over all links. In Fig. 2, we
report the behavior of the estimate of five components of
the Fiedler vector u2(L¯) versus the iteration index, obtained
setting pc = 0.8. The theoretical value of each component is
also reported as a horizontal dashed line. The sequences α[k]
and ε[k] are chosen as in (16), with α0 = 1.5, β = 0.51,
ε0 = 0.4, γ = 0.51, in order to satisfy (15). As we can
notice from Fig. 2, the algorithm asymptotically converges
to the theoretical value of Fiedler vector, thus confirming the
theoretical results obtained in Theorem 1. Moreover, in Fig.
3, we report the behavior of the estimate of λ2(L¯) versus the
iteration index, considering different probabilities to establish
a communication link. The theoretical values of λ2(L¯) are
also reported as horizontal dashed lines. The parameters are
the same as in the previous simulation. As we can notice
from Fig. 3, the algorithm converges to the theoretical value
of the algebraic connectivity. To validate the almost sure
convergence claimed in Theorem 1 numerically, in Fig. 4,
we report the behavior of the mean square error (MSE) on
the estimate of λ2(L¯), i.e. E{(z[k] − λ2(L¯))2}, considering
different probabilities to establish a communication link. The
results are averaged over 100 independent realizations. The
parameters are chosen as α0 = 1.5, β = 0.9, ε0 = 0.6,
γ = 0.9. The ideal case, corresponding to pc = 1, is also
reported as a benchmark. From Fig. 4, we notice how the
MSE goes to zero as k →∞, for any value of the probability
pc to establish a link. As expected, we can also see how,
reducing the probability to establish a communication link,
the convergence rate of the algorithm decreases.
Numerical example - Adaptation to time-varying scenarios: In
many practical applications, the connectivity may change over
time due to many factors like, e.g., nodes’ mobility, nodes’
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Fig. 3: Estimate of λ2(L¯) versus iteration index, for different
probabilities to establish a communication link.
failures, variation of channel conditions, etc. It is then of
interest to devise adaptive techniques that are able to track the
temporal variation of the expected graph’s connectivity. The
stochastic power iteration in (10)-(13) converges to the desired
eigenvalue almost surely thanks to the effect of the diminishing
sequences in (15)-(16), which asymptotically drives to zero
the noise variance. However, this method is not adaptive since
the use of a diminishing step-size would make impossible a
short-term adaptation to temporal variations of the expected
graph connectivity. It is then of interest to check the tracking
capabilities of the algorithm, assuming constant step sizes, i.e.
α[k] = α0 in (11) and ε[k] = ε¯ in (7). To assess the adaptation
capability of the proposed method to temporal changes in
the algebraic connectivity of the network expected graph, we
consider a scenario where the ideal connectivity of the graph
varies with time between three different values. The probabil-
ity to establish a communication link is kept fixed at pc = 0.5,
and ε¯ = 0.1. In Fig. 5 we illustrate the behavior of the estimate
of λ2(L¯) versus the iteration index, considering the adaptive
stochastic power iteration method with two different constant
step-size values α. The theoretical value of λ2(L¯) is also
reported to illustrate the convergence properties. As we can
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Fig. 4: MSE versus iteration index, for different probabilities
to establish a communication link.
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Fig. 5: Adaptive estimate of λ2(L¯) versus iteration index.
see from Fig. 5, the adaptive implementation allows online
tracking of the algebraic connectivity of the expected graph.
In particular, we can notice from Fig. 5 how a larger step-size
leads to a better adaptation capability, at the cost of larger
variance of the estimation error.
Numerical example - Performance of the distributed imple-
mentation: The distributed implementation of the stochastic
power iteration method in Table 2 relies on two nested
consensus loops per iteration. Each of them runs until it
reaches a certain precision determined by the parameters δ1
and δ2. Since this premature stop inevitably introduces an
approximation error in the evolution of the stochastic power
iteration, it is of interest to evaluate the effect of such an
error on the performance of the algorithm. Then, in Fig. 6,
we illustrate the behavior of the MSE on the estimate of
λ2(L¯) versus the iteration index, achieved by the distributed
stochastic power iteration algorithm in Table 2, considering
different values of the approximation parameter δ2. The results
are averaged over 100 independent simulations. The network
topology is achieved from the one in Fig. 1 by increasing the
algebraic connectivity of the ideal graph (with no failures) to
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Fig. 6: MSE versus iteration index, for different values of δ2.
λ2(L) = 1.08. The link failure probability is set to pc = 0.9,
and the approximation parameter δ1 = 0.1. The sequences
α[k] and ε[k] are chosen as in (16), where α0 = 1, β = 0.8,
ε0 = 0.35, γ = 0.51. From Fig. 6, we notice how the
MSE converges to a finite value due to the presence of a
bias introduced by the approximation errors in the estimate
of λ2(L¯). As expected, we can see how, using a smaller value
of δ2 (higher precision in the final consensus value), the bias
is reduced and the algorithm shows better performance in
terms of MSE. However, this benefit does not come without
a price as, reducing the value of the approximation parameter
δ2, the inner consensus loops will require more iterations to
converge with the desired accuracy. To give an example of
the overall communication burden, in Fig. 7 we report the
number of communication rounds, needed by the proposed
distributed algorithm to converge, versus the approximation
parameter δ2. We consider different values of the algebraic
connectivity of the expected graph, which are obtained by
varying the connectivity of the underlying ideal graph while
keeping fixed the link failure probability to pc = 0.9. The
behaviors are averaged over 200 independent simulations. To
obtain these results, we have defined a convergence criterion
also for the sequence z[k] in (12). In particular, we consider
a δ3-convergence criterion, with δ3 = 5 × 10−4. As we can
notice from Fig. 7, reducing the value of δ2, the algorithm
requires a larger communication burden to converge within
the desired accuracy. Furthermore, increasing the algebraic
connectivity of the expected graph, the overall number of
communication decreases due to the improved convergence
rate of the power iteration and the inner consensus loops. In
summary, the choice of the precision parameters δ1, δ2, and
δ3 introduces a tradeoff between achievable performance at
convergence and communication burden of the algorithm.
III. CONNECTIVITY CONTROL
The proposed algorithm can be applied to estimate the
connectivity of all kinds of random networks. Assuming the
nodes are deployed according to a random geometric graph
(RGG) [46], the stochastic power iteration method can be
used to adapt the power transmitted by each node in order
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Fig. 7: Average number of communication rounds versus δ2,
for different values of λ2(L¯).
to drive the network connectivity toward a desired value. This
can be obtained through a power control step, where each node
updates its transmission power as:
PT [k + 1] = PT [k] + µ (λ
∗ − z[k + 1]) (24)
for k ≥ 0, where λ∗ is a positive constant used to enforce a
desired connectivity value, µ is a positive step-size, and z[k+
1] is the estimate of λ2(L¯), at time k + 1, carried out by
the stochastic power iteration method in (12). Intuitively, the
proposed controller increases the power transmitted by each
node if the current estimated value of λ2(L¯) is lower than the
desired value, whereas it reduces the transmitted power in the
opposite case. The power update in (24) can be inserted as
fifth step of the stochastic power iteration in (10)-(13), thus
leading to a dynamic change of the network topology toward
a desired connectivity value.
Numerical example : In this example we combine the stochas-
tic power iteration step in (10)-(13) with the power control step
in (24), thus illustrating the capability of the resulting strategy
to control the connectivity of the network random graph. As a
starting point, we consider a network composed of 25 nodes
deployed over a geographic area of 1600 m2 according to
a certain initial topology having an initial value of algebraic
connectivity λ2(L) = 0.0599. The initial power transmitted by
each node is pi[0] = 1 mW, whereas the minimum received
power needed to establish a communication link among two
nodes is Pth = 0.01 mW. We assume a free-space path loss
as a propagation environment, i.e. ξ = 2. Our goal is to
use the proposed algorithm to drive the connectivity of the
expected graph toward a desired value λ∗ = 0.15, considering
two different values of probability to establish a link, e.g.,
pc = 1, and pc = 0.5. In Fig. 8, we report the behavior
of the estimate of λ2(L¯) in (12) versus the iteration index.
The continuous curve illustrates the case pc = 1, whereas the
dashed curve the case pc = 0.5. The step-sizes are chosen as
in (16), where α0 = 1, β = 0.55, ε0 = 0.1, γ = 0.55, and
µ = 0.05. As we can notice from Fig. 8, the value of the
algebraic connectivity of the expected graph converges very
close to the desired value λ∗ for both values of pc. In Fig. 9,
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we illustrate the temporal behavior of the power transmitted by
each node. Form Fig. 9, we can see how the power converges
to a fixed value, which depends on the probability to establish
a communication link. In particular, reducing the probability to
establish a communication link with respect to the ideal case,
the algorithm will increase the number of links of the resulting
network in order to counteract the effect of failures and reach
the target value of connectivity. Then, each node will transmit
more power to enlarge its own subset of neighbors.
IV. CONNECTIVITY OF WIRELESS AD-HOC NETWORKS
WITH REALISTIC MAC
In a realistic communication scenario, nodes communicate
with each other by accessing to a shared channel according to a
specified MAC protocol. Let us assume that, in the considered
wireless ad-hoc scenario, each node has M wireless channels
that are dedicated to the exchange of data with its own neigh-
bors. To establish a communication, a node randomly selects
one of these channels independently of the choices of its
neighbors. Let us further assume that the nodes are deployed
according to an RGG. It is well known that asymptotically,
as the number of nodes goes to infinity, RGG networks tend
to satisfy a regularity condition, i.e., each node has the same
number d of neighbors on average [46]. The average number
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Fig. 10: Behavior of λ2(L¯) versus the power transmitted by
each node, for different number M of available channels.
d of neighbors depends on the covering radius of each node,
which is dictated by the transmitted power and the channel
conditions. Let us assume a simple free-space propagation
model so that the power received by a node is related to the
transmitted power as PR = PT /r2, where r is the covered
distance. Now, setting a minimum threshold value Pth for the
power at the receiver node, the covering radius is just obtained
by inverting the previous expression as r2 = PT /Pth. The
average number d of neighbors is then related to the covering
radius and, consequently, to the transmitted power PT , as
d = πr2̺ = π
PT
Pth
̺ (25)
where ̺ is the spatial density of nodes inside a circle of
area πr2. In this setting, it is clear that the number M of
channels used to establish a communication must be designed
with respect to the average number d of neighbors, in order to
keep the probability to have a collision among the communica-
tions of two nodes sufficiently small. Assuming independence
among the channel selections of different nodes and exploiting
(25), the probability that a packet is correctly exchanged over
the selected channel is given by
pc(M,PT ) =
(
M − 1
M
)d
=
(
1− 1
M
)ζPT
(26)
where ζ = π̺/Pth. As expected, the probability to establish
correctly a communication link in (26) gets worse by increas-
ing the transmitted power PT , because it translates in having
more neighbors to communicate with, whereas, for a fixed
transmitted power, it of course improves by taking a larger
number of channels M .
In an ideal communication case where no collisions occur,
the increment of the power transmitted by each node leads to
a monotonic increment of the network connectivity. Thus, in
an ideal case, it is always convenient to increase the power
in order to increase the connectivity of the network, until full
connectivity is reached. Nevertheless, in a real communication
case, the presence of collisions due to the adoption of a random
medium access protocol, e.g. the one introduced before, makes
9the graph describing the network a random graph, where each
link is on with a probability given by (26). It is then of interest
to check the effect of collisions on the connectivity of the
expected graph, which is actually the effective connectivity
of the network. An example is given in Fig. 10, where we
show the behavior of the algebraic connectivity of the expected
graph λ2(L¯) versus the power transmitted by each node, for
different number M of available channels. The simulation
considers a network composed of N = 400 nodes randomly
deployed over a geographic area of 104 m2. The threshold
power value at the receiver node is given by Pth = 0.01 mW.
As we can notice from Fig. 10, λ2(L¯) shows approximatively
a quasi-concave behavior with respect to the transmitted power
PT . In fact, at low power values, the algebraic connectivity of
the expected graph increases due to an increment of the links
among neighbor nodes, whereas, at high power values, the
number of neighbors becomes too large and the probability
of having a collision increases, thus leading to a reduction
of the overall connectivity of the network. From Fig. 10,
as expected, we also notice how, increasing the number of
available channels M for a fixed transmitted power, the
connectivity of the expected graph improves. The behavior
of λ2(L¯) shows that there is an optimal transmitted power
that nodes should use to maximize the connectivity of the
expected graph. An increment of the power with respect to
this threshold value would lead to a waste of energy due to
the effect of collisions, which becomes the dominant effect
that drives to zero the connectivity. In summary, while in an
ideal communication scenario nodes would always improve
the network connectivity by increasing their transmitted power,
considering a realistic random MAC, a too large transmission
power may degrade the connectivity due to an increase in the
collision probability.
Distributed Connectivity Maximization: In the previous sec-
tion, we have shown that, for a sufficiently large number of
nodes composing the network, the behavior of the algebraic
connectivity of the expected graph λ2(L¯) versus the power
PT transmitted by each node is unimodal, thus leading to the
presence of a unique maximum point (see Fig. 10). The goal
of this section is to find the optimal power value P ∗T that
maximizes the connectivity of the expected graph, without
assuming knowledge of the analytical relation between λ2(L¯)
and PT . The method is based on a stochastic algorithm
that approximates the derivative of the function on the basis
of noisy measurements of λ2(L¯). For a given power value
PT , using the stochastic power iteration method in (10)-
(12), it is possible to get an estimate zˆ(PT ) of the second
smallest eigenvalue of the expected Laplacian matrix in a
totally distributed fashion. In practice, stopping the iterative
method in (10)-(13) at a finite number of iterations, induces
an inevitable estimation error, so that we can write
zˆ(PT ) = λ2(L¯(PT )) + υ (27)
where υ is a realization of a zero-mean random variable with
bounded variance σ2υ . Now, exploiting the noisy measurements
in (27), we can use a Kiefer-Wolfowitz (KW) stochastic ap-
proximation method [43] to find the maximum of the function
λ2(L¯(PT )). The algorithm runs in parallel over each node,
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which updates its own transmitted power according to the
recursive rule:
PT [t+ 1] = PT [t] + q[t]
zˆ(PT [t] + c[t])− zˆ(PT [t]− c[t])
2c[t]
(28)
t ≥ 0, where PT [0] is chosen at random, and q[t] and c[t]
are two positive sequences that satisfy (15) and the further
conditions c[t] → 0, and ∑∞t=0 q2[t]c2[t] < ∞. For any t, the
stochastic power iteration method in (10)-(12) must be run
twice in order to get zˆ(PT [t] + c[t]) and zˆ(PT [t]− c[t]). The
procedure in (28) is then repeated until convergence.
A numerical example is shown in Fig. 11, where we
illustrate the behavior of the algebraic connectivity of the
expected graph λ2(L¯) versus iteration index, for different
values of the number of network nodes N , obtained by
using the KW method in (28). The maximum values of
the algebraic connectivity are also reported for comparison
purposes. The simulation considers a network composed of
N nodes randomly deployed over a geographic area of 104
m2. The threshold power value at the receiver node is given
by Pth = 0.01 mW. The number of channels is set to
M = 15. The step-size sequences are chosen as q[t] = 1/t,
and c[t] = 1/ 3
√
t. As we can notice from Fig. 11, when
the number of nodes is sufficiently large, the KW method
in (28) is able to find the maximum of λ2(L¯(PT )) in a
few iterations. At the same time, reducing the number of
nodes in the network, the behavior of λ2(L¯(PT )) looses its
unimodality. This implies that the algorithm in (28) can get
stuck in some local maximum, thus explaining the gap between
the maximum connectivity value and the KW method in Fig.
11, at low number of nodes N .
V. CONCLUSIONS
In this paper we have proposed a stochastic power iteration
algorithm aimed at estimating the algebraic connectivity of
an ad-hoc network in the case the communication among
nodes is affected by random link failures. We have proved that
the algorithm converges almost surely to the second smallest
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eigenvalue of the expected Laplacian of the network graph and
to its related eigenvector. Several numerical results confirm
our theoretical findings. A distributed implementation of the
proposed algorithm based on nested consensus loops is also
proposed, and its performance is analyzed through several
numerical simulations. The proposed estimation method is
then coupled with a power adaptation mechanism to imple-
ment a network connectivity control used to drive connectivity
to a desired value. Finally, the behavior of the connectivity
of the expected communication graph over a realistic MAC
has been investigated. An interesting result is that, contrarily
to what happens in the absence of packet collisions, in a
realistic scenario the nodes should not increase too much
their transmission power, because this might heavily degrade
the network connectivity due to an increase of collisions.
Building on such a result, we have proposed a distributed KW
stochastic approximation algorithm to find the transmit power
that maximizes the connectivity in the presence of collisions.
APPENDIX A
STOCHASTIC APPROXIMATION THEORY
In this section we report two theorems from stochastic
approximation theory [43],[38], concerning the convergence
properties of stochastic recursive procedures. We start intro-
ducing the notation from [43], which is instrumental for the
definition of the theorems. Let w = {w[k]} be a Markov
process on RN . Given a nonnegative function V (k,w), the
generating operator LV (k,w) is defined as
LV (k,w) = E [V (k + 1,w[k + 1])|w[k] = w]− V (k,w) (29)
k ≥ 0, w ∈ RN , provided the conditional expectation exists.
We say that V (k,w) ∈ DL in a domain A, if LV (k,w) is
finite for all (k,w) ∈ A. Denoting the Euclidean distance
between two points x and y by ρ(x,y), the ∆-neighborhood
of a set S and its complement are defined as
U∆(S) = {w| infy∈S ρ(w,y) < ∆} ,
Q∆(S) = R
N\U∆(S).
(30)
We recall next two Theorems from [43] that will be useful
in the sequel.
Theorem 2 : Let w be a Markov process with generating oper-
ator L. Let there exist a nonnegative function V (k,w) ∈ DL
in the domain k ≥ 0, w ∈ RN , with the following properties:
inf
k≥0,w∈Q∆(S)
V (k,w) > 0, ∀∆ > 0 (31)
V (k,w) = 0, w ∈ S (32)
lim
w→S
sup
k≥0
V (k,w) = 0 (33)
LV (k,w) ≤ g[k](1 + V (k,w))− β[k]φ(k,w) (34)
where
inf
k≥0,w∈Q∆(S)
φ(k,w) > 0, ∀∆ > 0 (35)
β[k] > 0,
∑
k≥0
β[k] =∞ (36)
g[k] > 0,
∑
k≥0
g[k] <∞ (37)
Then, the Markov process w = {w[k]}k≥0 with arbitrary
initial distribution converges a.s. to S as k →∞, i.e.
P
(
lim
k→∞
ρ(w[k], S) = 0
)
= 1, (38)
with P(E) denoting the probability of the event E.
Proof: The proof can be found in [43],[38].
Theorem 3 : Let {z[k]}k≥0 be a random vector generated by
a Markov process defined by the difference equation
z[k + 1] = z[k] + α[k]
[
h(z[k]) +ϕ(k, z[k], ω)
] (39)
with initial condition z[0] = z0, where h(·) : RN → RN
is Borel-measurable, ϕ(k, z[k], ω) is a family of zero-mean
random vectors in RN , defined on some probability space
(Ω,F ,P), and ω ∈ Ω is a canonical element of Ω. Consider
the following set of conditions:
Condition C.1 : There exists a nonnegative function V (z) ∈
C2 with bounded second-order partial derivatives and a point
z∗ ∈ RN satisfying the conditions
V (z∗) = 0, V (z) > 0 for z 6= z∗ (40)
lim
‖z‖→∞
V (z) =∞ (41)
sup
µ<‖z−z∗‖<1/µ
(h(z),∇zV (z)) < 0, ∀ µ > 0, (42)
where (·, ·) denotes the inner product operator.
Condition C.2 : There exist two constants k1, k2 > 0 such that
‖h(z)‖2 + E‖ϕ(k, z, ω)‖2 ≤ k1(1 + V (z))
− k2(h(z),∇yV (z)) (43)
Condition C.3 : The step-size sequence {α[k]}k≥0 satisfies the
persistence conditions in (15).
Let the conditions C.1-C.3 hold for the process {z[k]}k≥0
given by (39). Then, {z[k]}k≥0 is a Markov process and,
starting from an arbitrary initial condition z0, it converges
almost surely to z∗ as k →∞.
Proof: The proof can be found in [43].
APPENDIX B
PROOF OF THEOREM 1
The first part of the proof shows that the sequence x[k] in
(13) converges a.s. to the normalized Fiedler vector uˆ2. The
power iteration in (13) can be cast as:
x[k + 1] =
∏k
l=0B2[l]x0∥∥∥∏kl=0B2[l]x0∥∥∥ (44)
where x0 is the initialization and B2[k] is given by (7). Let
us focus on the numerator of (44), which can be rewritten as:
w[k + 1] =
k∏
l=0
(
W 2[l]− 1
N
11
T
)
x0. (45)
We first prove the boundness of the sequence w[k] in (45).
Exploiting the fact that W 2[k] is a sequence of right stochastic
matrices, we have
w[k + 1] =
(
W 2[0]− 1
N
11
T
)( k∏
l=1
W 2[l]
)
x0. (46)
11
Since W 2[k] is a sequence of finite, primitive, (right) stochas-
tic matrices, the sequence
∏k
l=1W 2[l] in (46) has a finite limit
as k → ∞, [4],[44]. Thus, assuming a finite initial value x0,
from (46) we have
‖w[k]‖ ≤ c, ∀k, (47)
where c is a positive, finite constant. Let us now introduce
the notation span{x} = {xˆ ∈ RN×1 : xˆ = ζx, ζ ∈ R}.
The proof follows by showing that the sequence w[k] in (45)
converges a.s. to span{u2(L¯)}, as k →∞, thus guaranteeing
the a.s. convergence of the sequence x[k] in (44) to the
normalized Fiedler vector uˆ2(L¯), thanks to the presence of
the normalization in (44). The sequence w[k+ 1] in (45) can
be equivalently recast as the following recursive rule:
w[k + 1] =
(
I − ε[k]L¯− 1
N
11
T − ε[k]L˜[k]
)
w[k], (48)
with w[0] = x0. We will now use Theorem 2 to prove that
the sequence in (48) converges to span{u2(L¯)}. To avoid
overcrowding of formulas, in what follows we use the notation
ui = ui(L¯) and λi = λi(L¯), i = 1, . . . , N , for the eigenpa-
rameters of the expected Laplacian, whereas the dependency
is explicitly written in the case of other matrices. Under the
assumption of temporal independence of the sequence L˜[k],
the sequence w[k] in (48) is a Markov process. Let us define
the potential function (independent of k):
V (w) = wTFw, (49)
where
F := L¯+
1
N
11
T − λ2u2uT2 (50)
is a positive semi-definite matrix such that its nullspace
satisfies Null{F } = span{u2}. Let us then introduce the set
S = span{u2}. The potential function V (w) ∈ DL is non-
negative. Since Null{F } = S, we have
V (w) = 0, w ∈ S, lim
w→S
V (w) = 0. (51)
The second condition in (51) comes from the continuity of the
potential V (w). Let us consider the orthogonal decomposition
w = wS+wS⊥ . Then, ρ(w, S) = ‖wS⊥‖. By the definitions
in (30), we have that w ∈ Q∆(S) implies ‖wS⊥‖ ≥ ∆.
Hence, we obtain
inf
w∈Q∆(S)
V (w) ≥ λ2(F )‖wS⊥‖2 ≥ λ2(F )∆2 > 0,
with λ2(F ) = min(1, λ3). Now, consider LV (x) in (29).
Exploiting (48) and (49) in (29), and since E{L˜[k]} = 0,
we obtain
LV (w) = E [V (w[k + 1])|w[k] = w]− V (w)
= wT
(
I − ε[k]L¯− 1
N
11
T
)
F
(
I − ε[k]L¯− 1
N
11
T
)
w
+ ε2[k]wTPw −wTFw (52)
with P = E
{
L˜
T
[k]F L˜[k]
}
. Let us now consider the follow-
ing relations
F1 = 1, 1TF = 1T , (53)
F L¯ = L¯F = L¯
2 − λ22u2uT2 , (54)
L¯F L¯ = L¯
3 − λ32u2uT2 , (55)
wTPw ≤ λmax(P )‖w‖2 ≤ η‖w‖2, (56)
− 1
N
11
T ≤ −ε[k] 1
N
11
T . (57)
The relation in (56) holds true by the Gershgorin Theorem
[45], because the elements of the matrix L˜[k] (thus, P ) are
taken from a finite set. Under assumption A.1, the sequence
ε[k] is positive and diminishing, and the inequality in (57)
holds true, for all k, if ε[0] ≤ 1. Otherwise, even if ε[0] > 1,
it exists a finite instant k0 such that, for k ≥ k0, the inequality
in (57) is satisfied. Then, exploiting (47) and (53)-(57) in (52),
we get
LV (w) ≤ ε2[k](wTF 3w + η · c)− 2ε[k]wTF 2w, (58)
where
F 2 = L¯
2 − λ22u2uT2 +
1
2N
11
T , (59)
F 3 = L¯
3 − λ32u2uT2 , (60)
are positive semidefinite matrices. Considering the orthogonal
decomposition w = wS + wS⊥ and since Null{F } =
span{u2} = S, we have
wTF 3w ≤ λ3N‖wS⊥‖2 and ‖wS⊥‖2 ≤
wTFw
λ2(F )
. (61)
Thus, exploiting (61), the inequality in (58) can be recast in
the form of (34), where β[k] = ε[k], and
φ(w) = 2wTF 2w, (62)
g[k] = ε2[k] max
(
λ3N
λ2(F )
, η · c
)
. (63)
It is easy to see how the conditions of Theorem 2 on the
sequences β[k] and g[k] are guaranteed by the choice of the
sequence ε[k] in (14) made in Assumption A.1. Finally, since
w ∈ Q∆(S) implies ‖wS⊥‖ ≥ ∆, we obtain
inf
w∈Q∆(S)
φ(w) ≥ λ2(F 2)‖wS⊥‖2 ≥ λ2(F 2)∆2 > 0,
with λ2(F 2) = min(1/2, λ23). All the conditions of Theorem
2 are then satisfied, thus guaranteing that the sequence w[k]
in (48) converges almost surely to S = span{u2} as k →∞.
This result, combined with (44), ensures that
lim
k→∞
x[k] = uˆ2, (64)
almost surely (w.p.1), where uˆ2 denotes the normalized
Fiedler vector of the expected Laplacian matrix L¯. This
completes the first part of the proof.
The second part of the proof aims to show the con-
vergence of the sequence of estimates z[k] in (12) to the
algebraic connectivity λ2. To prove it, we notice that, since
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limk→∞ x[k] = uˆ2, and further we have ‖uˆ2‖2 = 1, the
behavior of (10) at time k can be written w.l.o.g. as
y0[k] =
xT [k]B[k]x[k]
xT [k]x[k]
= uˆ2B[k]uˆ2 + e[k] (65)
where e[k], such that
|e[k]| ≤ e0 <∞ ∀k, and lim
k→∞
e[k] = 0, (66)
is a random error due to the fact that, at time k, the power
iteration in (13) has not converged yet. Now, since B[k] =
W¯ − 1
N
11
T − ε¯L˜[k] and 1T uˆ2 = 0, from (65) we have
y0[k] = uˆ
T
2 W¯ uˆ2 − ε¯ · uˆT2 L˜[k]uˆ2 + e[k]
= λN−1(W¯ ) + e[k]− ε¯ · uˆT2 L˜[k]uˆ2 (67)
Then, letting n˜[k] = −uˆT2 L˜[k]uˆ2, the a.s. behavior of the
recursion in (11) is given by
y[k + 1] = y[k] + α[k]
(
λN−1(W¯ )− y[k] + e[k]− ε¯n˜[k]
)
(68)
From (68), exploiting expression (12), it is possible to derive
the recursion for the sequence z[k] as:
z[k + 1] = z[k]+α[k] (λ2 − z[k] + n˜[k] + eε[k]) (69)
where eε[k] = e[k]/ε¯. Since eε[k] is a random quantity, it can
be written w.l.o.g. as eε[k] = e¯ε[k] + e˜ε[k], where e¯ε[k] is the
mean part and e˜ε[k] is a zero-mean random fluctuation. Thus,
(69) can be recast in the notation of Theorem 3, where:
h(z[k]) = λ2 − z[k] + e¯ε[k] (70)
ϕ(k, z[k], ω) = n˜[k] + e˜ε[k] (71)
The proof follows by showing that the process {z[k]}k≥0,
generated by the recursion in (68), satisfies the conditions C.1-
C.3 of Theorem 3. Consider the filtration of the σ-algebra gen-
erated by the initial point z[0] and the stochastic error sequence
{L˜[l]}, for 0 ≤ l < k, i.e., Fk = σ
(
z[0], {L˜[l]}0≤l<k
)
.
The random family ϕ(k, ·, ·) in (71) is Fk+1 measurable,
zero mean and independent of Fk, thus making the random
process {z[k],Fk}k≥0 a Markov process. We will show now
the existence of a potential function V (z[k]) such that the
recursion in (68) satisfies the conditions C.1-C.3. To this end,
we define
V (z[k]) = (λ2 − z[k])2 . (72)
It is easy to see how V (z[k]) ∈ C2 and is non-negative. Fur-
thermore, setting z∗ = λ2, we have V (z∗) = 0, V (z[k]) > 0
for z[k] 6= z∗, lim
|z[k]|→∞
V (z[k]) =∞, and
sup
µ<|z[k]−z∗|<1/µ
(
h(z[k]),
dV (z[k])
dz
)
(73)
= sup
µ<|z[k]−z∗|<1/µ
−2(z∗ − z[k])2 − 2e¯ε[k](z∗ − z[k])
< −2µ2 + 2
µ
e¯ε[k]
Since lim
k→∞
e¯ε[k] = lim
k→∞
e¯[k]/ε¯ = 0 due to (66), it exists a
finite time instant kµ such that, for k ≥ kµ, the Lyapunov
condition in (73) is always satisfied, for any choice of the
positive parameter µ. To check condition C.2, we note that
E|ϕ(k,ω)|2 ≤ 2E |n˜[k]|2 + 2E |e˜ε[k]|2 (74)
From (66), the error sequence |e˜ε[k]|2 = |e˜[k]|2/ε¯2 is upper
bounded by a finite constant. Furthermore, the matrix L˜[k]
takes values from a finite set, thus implying that its eigenvalues
are finite [45]. Thus, the variance in (74) can be upper bounded
by a positive constant c2, i.e., E|ϕ(k, ω)|2 ≤ c2. Then, we have
|h(z[k])|2 + E|ϕ(k, ω)|2 ≤ (z∗ − z[k])2 + e¯2ε[k]
+ 2e¯ε[k](z
∗ − z[k]) + c2
= c2 + e¯
2
ε[k] +
1
2
(z∗ − z[k])2 + 1
2
(z∗ − z[k])2
+ 2e¯ε[k](z
∗ − z[k])
≤ k1(1 + V (z[k]))− k2
(
h(z[k]),
dV (z[k])
dz
)
(75)
where k1 = max
(
c2 +
e2
0
ε¯2 ,
1
2
)
> 0 and k2 = 1. This verifies
also condition C.2 of Theorem 3 and condition C.3 is satisfied
by the choice of {α[k]}k≥0 in (15) made in Assumption A.1.
The previous analysis shows that there exists a finite time
instant kµ such that, for k ≥ kµ, all the conditions of Theorem
3 are satisfied, thus ensuring the convergence result
lim
k→∞
z[k] = z∗ = λ2 a.s. (76)
This concludes the proof of Theorem 1.
APPENDIX C
EXPECTED CONVERGENCE RATE
Let us consider the behavior of Ew[k] in (45):
Ew[k+1] =
k∏
l=0
B¯2[l]x0 =
k∏
l=0
(
W¯ 2[l]− 1
N
11
T
)
x0 (77)
Now, since we have
W¯ 2[l]− 1
N
11
T = σN−1[l]uN−1uN−1 +
N−2∑
i=1
σi[l]uiu
T
i
where σi[l] = λi(W¯ 2[l]) = 1 − ε[l]λN−i+1 and ui =
ui(W¯ 2[l]) = uN−i+1 is the corresponding eigenvector, the
expression in (77) can be recast as
Ew[k + 1] =
(
k∏
l=0
σN−1[l]
)
·
(
u2u
T
2
+
N−2∑
i=1
k∏
l=0
(
σi[l]
σN−1[l]
)
uN−i+1u
T
N−i+1
)
x0 (78)
From (78), neglecting the shrinking factor
(∏k
l=0 σN−1[l]
)
that is canceled by the normalization of the power iteration,
the slowest mode in (78) is given by
cr[k] =
k∏
l=0
(
σN−2[l]
σN−1[l]
)
=
k∏
l=0
(
1− ε[l]λ3
1− ε[l]λ2
)
. (79)
13
Since (1 − xa)/(1 − xb) ≤ exp(−(a − b)x), for x ≥ 0 and
a > b, the slowest mode cr[k] is bounded as:
cr[k] ≤
k∏
l=0
exp
(
− (λ3 − λ2)ε[l]
)
= exp
(
−(λ3 − λ2)
k∑
l=0
ε[l]
)
(80)
ACKNOWLEDGEMENTS
The authors thank the anonymous reviewers for the detailed
suggestions and corrections that improved the manuscript.
REFERENCES
[1] S. Barbarossa, S. Sardellitti, and P. Di Lorenzo, “Distributed Detection
and Estimation in Wireless Sensor Networks,” E-Reference Signal Pro-
cessing, R. Chellapa and S. Theodoridis, Eds., Elsevier, 2013.
[2] L. Xiao and S. Boyd, “Fast linear iterations for distributed averaging,”
Systems and Control Letters, vol. 53, no. 1, pp. 65–78, 2004.
[3] R. Olfati-Saber, “Ultrafast consensus in small-world networks,” Proc. of
the American Control Conf., pp. 2371–2378, Pasadena, CA, USA, 2005.
[4] R. Olfati-Saber, J. A. Fax, R. M. Murray, “Consensus and cooperation in
networked multi-agent systems,” in Proc. of the IEEE, vol. 95, no. 1, pp.
215–233, Jan. 2007.
[5] G. Scutari, S. Barbarossa, and L. Pescosolido, “Distributed decision
through self-synchronizing sensor networks in the presence of propa-
gation delays and asymmetric channels,” IEEE Transactions on Signal
Processing, vol. 56, no. 4, pp. 1667–1684, 2008.
[6] G. Mateos, I. D. Schizas, and G. B. Giannakis, “Performance analysis
of the consensus-based distributed LMS algorithm,” EURASIP Journ. on
Adv. in Signal Processing, vol. 57, no. 6, pp. 2365–2382, June 2009.
[7] F. S. Cattivelli and A. H. Sayed, “Diffusion LMS strategies for distributed
estimation,” IEEE Transactions on Signal Processing, vol. 58, no.3, pp.
1035–1048, March 2010.
[8] P. Di Lorenzo and S. Barbarossa, “A bio-inspired swarming algorithm
for decentralized access in cognitive radio,” IEEE Trans. on Signal
Processing, vol. 59, no. 12, pp. 6160–6174, December 2011.
[9] P. Di Lorenzo, S. Barbarossa, and Ali H. Sayed, “Bio-inspired de-
centralized radio access based on swarming mechanisms over adaptive
networks,” IEEE Transactions on Signal Processing, Vol. 61, no. 12, pp.
3183–3197, 15 June 2013.
[10] F. Chung, Spectral Graph Theory. American Mathematical Society,
1997.
[11] M. Fiedler, “Algebraic connectivity of graphs,” Czechoslovak Mathemat-
ical Journal, vol. 23, no. 98, pp. 298–305, 1973.
[12] D. Kempe and F. McSherry, “A decentralized algorithm for spectral
analysis,” in Proc. ACM symposium on Theory of computing, New York,
NY, USA, 2004, pp. 561–568.
[13] M. Franceschelli, A. Gasparri, A. Giua, and C. Seatzu, “Decentralized
laplacian eigenvalues estimation for networked multi-agent systems,” in
Proc. IEEE Conf. on Decision and Control, dec. 2009, pp. 2717–2722.
[14] A. Bertrand and M. Moonen, “Distributed computation of the Fiedler
vector with application to topology inference in ad hoc networks,” Signal
Processing, vol. 93, no. 5, pp. 1106–1117, 2013.
[15] A. Bertrand and M. Moonen, “Seeing the bigger picture: How nodes
can learn their place within a complex ad-hoc network topology,” IEEE
Signal Processing Magazine, vol. 30, no. 3, pp. 71-82, 2013.
[16] P. Yang, R. A. Freeman, G. J. Gordon, K. M. Lynch, S. S. Srinivasa, R.
Sukthankar, “Decentralized estimation and control of graph connectivity
in mobile sensor networks,” Proc. American Control Conference, pp.
2678-2683, 11–13 June 2008, Evanston, IL.
[17] A. Simonetto, T. Keviczky, R. Babuska, “On distributed maximization of
algebraic connectivity in robotic networks ,” Proc. of American Control
Conference, pp. 2180–2185, June-July 2011, San Francisco, California.
[18] M.M. Zavlanos, H.G. Tanner, A. Jadbabaie, and G.J. Pappas, “Hybrid
control for connectivity preserving flocking,” IEEE Transactions on
Automatic Control, vol. 54, no. 12, pp. 2869–2875, 2009.
[19] M.M. Zavlanos, M.B. Egerstedt, and G.J. Pappas, “Graph-Theoretic
Connectivity Control of Mobile Robot Networks,” Proceedings of the
IEEE, vol. 99, no. 9, pp. 1525–1540, Sept. 2011.
[20] E. Montijano, J.I. Montijano, C. Sagues, “Adaptive consensus and
algebraic connectivity estimation in sensor networks with Chebyshev
polynomials,” IEEE Conference on Decision and Control and European
Control Conference, pp. 4296–4301, Orlando, Florida, Dec. 2011.
[21] R. Aragues, G. Shi, D. V. Dimarogonas, C. Sagues, and K. H. Johansson,
“Distributed algebraic connectivity estimation for adaptive event-triggered
consensus,” in Proc. of the American Control Conference, pp. 32–37,
Montreal, Canada, June 2012.
[22] A. Bertrand and M. Moonen, “Topology-aware distributed adaptation of
Laplacian weights for in-network averaging,” Proc. of the European signal
processing conference (EUSIPCO), Marrakech, Morocco, Sept. 2013.
[23] M. Bojan, “Laplace eigenvalues of graphs - A survey,” Discrete Math-
ematics, vol. 109, no. 13, pp. 171–183, 1992.
[24] L. Hagen and A. Kahng, “New spectral methods for ratio cut partitioning
and clustering,” IEEE Trans. on Computer-Aided Design of Integrated
Circuits and Systems, vol. 11, no. 9, pp. 1074–1085, sep 1992.
[25] A. Ghosh and S. Boyd, “Growing well-connected graphs,” in IEEE Conf.
on Decision and Control, dec. 2006, pp. 6605–6611, San Diego, CA.
[26] J. A. Fax and R. M. Murray, “Information flow and cooperative control
of vehicle formations,” IEEE Transactions on Automatic Control, vol. 49,
no. 9, pp. 1465–1476, Sept. 2004.
[27] S. Barbarossa and G. Scutari, “Bio-inspired sensor network design: dis-
tributed decision through self-synchronization,” IEEE Signal Processing
Magazine, Vol. 24, no. 3, pp. 26–35, May 2007.
[28] A. Jadbabaie, J. Lin, and A. S. Morse, “Coordination of groups of mobile
autonomous agents using nearest neighbor rules,” IEEE Transactions on
Automatic Control, vol. 48, no. 6, pp. 988–1001, June 2003.
[29] A. Abbagnale, F. Cuomo, “Leveraging the Algebraic Connectivity of a
Cognitive Network for Routing Design,” IEEE Transactions on Mobile
Computing, vol. 11, no. 7, pp. 1163–1178, July 2012.
[30] S. Chatterjee and E. Seneta, “Towards consensus: Some convergence
theorems on repeated averaging,” Journal of Applied Probability, vol. 14,
no. 1, pp. 89–97, Mar. 1977.
[31] Y. Hatano, A. K. Das, and M. Mesbahi, “Agreement in presence of
noise: pseudogradients on random geometric networks,” in Proc. IEEE
Conf. on Decision and Control, Seville, pp. 6382–6387, December 2005.
[32] E. Oja and J. Karhunen, “On Stochastic approximation of the eigenve-
cotrs and eigenvalues of the expectation of a random matrix,” Journal of
Mathematical Analysis and Applications, vol. 106, no. 1, Feb. 1985.
[33] T. C. Aysal, M. J. Coates, and M. G. Rabbat, “Distributed average
consensus with dithered quantization”, IEEE Transactions on Signal
Processing, vol. 56, no. 10, pp. 4905–4918, Oct. 2008.
[34] M. Huang and J. Manton, “Stochastic approximation for consensus
seeking: mean square and almost sure convergence,” in Proc. IEEE Conf.
on Decision and Control, New Orleans, pp. 306–311, Dec. 2007.
[35] A. Tahbaz Salehi and A. Jadbabaie, “On consensus over random
networks,” Proc. of 44th Allerton Conference, USA, Sept. 2006.
[36] A. Tahbaz Salehi and A. Jadbabaie, “Consensus over ergodic stationary
graph processes,” IEEE Transactions on Automatic Control, vol. 55, no.
1, pp. 225–230, Jan. 2010.
[37] S. Kar and J.M.F. Moura, “Sensor networks with random links: Topology
design for distributed consensus,” IEEE Transactions on Signal Process-
ing, vol. 56, no. 7, pp. 3315–3326, July 2008.
[38] S. Kar and J.M.F. Moura, “Distributed consensus algorithms in sensor
networks with imperfect communication: link failures and channel noise,”
IEEE Trans. on Signal Processing vol. 57, no. 5, pp. 355–369, Jan. 2009.
[39] S. Kar and J.M.F. Moura, “Distributed consensus algorithms in sensor
networks: quantized data and random link failures,” IEEE Transactions
on Signal Processing, vol. 58, no. 3, pp. 1383–1400, March 2010.
[40] P. Di Lorenzo, S. Barbarossa, and Ali H. Sayed, “Decentralized resource
assignment in cognitive networks based on swarming mechanisms over
random graphs,” IEEE Transactions on Signal Processing, Vol. 60, no.
7, pp. 3755–3769, July 2012.
[41] C. Godsil, G. Royle, Algebraic Graph Theory, Springer, NY, 2001.
[42] A. H. Sayed, Adaptive Filters, Wiley, NJ, 2008.
[43] M. Nevelson and R. Hasminskii, Stochastic approximation and recursive
estimation, Providence, Rhode Island: American Math. Society, 1973.
[44] J. Wolfowitz, “Products of indecomposable, aperiodic, stochastic matri-
ces,” in Proceedings of the American Mathematical Society, vol. 15, pp.
733–736, 1963.
[45] R. Horn, C. R. Johnson, Matrix Analysis, Cambridge Univ. Press, 1985.
[46] M. Penrose, Random Geometric Graphs, Oxford University Press, 2003.
[47] P. Di Lorenzo and S. Barbarossa, “Decentralized estimation and control
of algebraic connectivity of random ad-hoc networks,” Proc. of the IEEE
International Conference on Acoustics, Speech, and Signal Processing
(ICASSP), pp. 4474–4478, Vancouver, May 2013.
