Accurate detection and classification of wafer defects constitute an important component of the IC production process because together they can immediately improve the yield and also provide information needed for future process improvements. One class of inspection procedures involves analyzing surface images. Because of the characteristics of the design patterns and the irregular size and shape of the defects, linear processing methods, such as Fourier transform domain filtering or Sobel edge detection, are not as well suited as morphological methods for detecting these defects. In this paper, a newly developed morphological gradient technique using directional components is applied to the detection and isolation of wafer defects. The new methods are computationally efficient and do not rely on a priori knowledge of the specific design pattern to detect particles, scratches, stains, or missing pattern areas. The directional components of the morphological gradient technique allow direction specific edge suppression and reduce the noise sensitivity. Theoretical analysis and several examples are used to demonstrate the performance of the directional morphological gradient methods.
INTRODUCTION
With the increasing gate density of very large scale integration (VLSI) designs, defects in a wafer are more likely to cause failures of chip production and lower yields, which is a significant problem considering the substantial financial investment in fabrication plants. Intensive defect control procedures during integrated circuit (IC) production can help improve yields in several ways. Early detection of defects can be used to predict the yield. For wafers that have so many defects that the predicted yield would be unacceptably low, further processing can be terminated. In addition, analysis of the defects to identify the type and probable sources can be used to improve the production process. A great variety of process defects may occur over all technological steps in VLSI and application specific integrated circuit (ASIC) production. Well-known examples are oxidation stacking faults, spikes, residues from chemicals, etching defects, and different kinds of particles [1] . This paper applies detection methods to defects that result in scratches or spots due to particles, stains, or missing pattern areas.
A variety of methods and technologies have been applied to defect inspection of wafers [1, 2, 3, 4, 5, 6, 7, 8, 9] . Visual inspection with a microscope can take advantage of an experienced operator's ability to detect and classify defects. However, effective automated analysis is more desirable because it can be scaled up to the desired level of testing without exhausting the limited resource of human inspectors. In addition, different inspectors will make different judgments in some cases, and this may cause inconsistent feedback for process improvement.
Automated analysis methods include raster scans with laser illumination, frequency domain filtering using optical methods, and a variety of digital image processing techniques applied to wafer surface images acquired with a charge coupled device (CCD) camera. These methods are used either to detect things that should not be present, such as particles or scratches, or to detect missing parts of the expected design.
If the specific design is known, then design rule checking or image comparison may be used. However a more general technique can be based on the known design feature size of the technology and the expected characteristics of the defects.
Driven by shrinking design rules, the traditional optical imaging detection technologies have limited capability to detect physical defects within high aspect ratio structures and electrical defects within interconnect structures [10] . Electron beam technology overcomes the limitation of resolution, depth of focus, and the detection of subsurface interconnect structure defects, and it is now moving onto the production floor. With the new copper process emerging, scanning electron microscope (SEM) review stations have become essential and integral parts of wafer production [11, 12, 13] . In addition, the adoption of 300 mm wafer production has made automation an obligatory requirement. It is no longer sufficient to simply detect 10,000 defects; most production requires the defects to be classified automatically to quickly determine the root cause. Thus automatic defect classification (ADC) has become a mandatory option in inspection and review stations [14, 15, 16, 17, 18, 19] . For the purpose of detecting defects without losing throughput, inline automatic defect classification (IADC) or even on the fly (OTF-ADC) defect classification are required for deposition of bad wafers at an early stage. Furthermore, the root of cause of the defect or the defect source identification becomes important for locating the source of the defect, defect elimination, and the prediction of yield [8, 20, 21, 22, 23, 24, 25] .
Defect detection and classification may be accomplished in multiple stages [2] . Early detection may rely on simply subtracting the image from an aligned reference image and treating any difference as a defect. The location of these potential defects can be used by a later analysis stage to extract the geometric features of defects, including size, shape, and orientation. Edge detection operators are usually applied to obtain this information [2, 26, 27, 28, 29, 30] . The Sobel operator and the first or the second order differential operators such as the Laplacian of Gaussian (LOG) are well understood and often used for this purpose. However, for several reasons these methods are not well matched to the detection of defects with irregular size, shape, and edges in the context of regular high-contrast geometric patterns. These differential operators will amplify noise in the image [26, 27, 28, 29] , and their response to irregular defect edges will be weak compared to the design pattern response. A first stage of low pass filtering can be used to reduce noise and to suppress the sharp edges of the design features, but this weakens the less distinct edges of the irregular defects even more. Morphological filters may also be used in this processing [2, pages 117-119], [29] , but the conventional morphological gradient operator does not provide edge orientation information which may be needed for detection of scratches. The morphological gradient also has a higher noise sensitivity than the Sobel operator [31, 32, 33, 34] .
In this paper, directional morphological gradient operators are defined [33, 34] and then applied to defect detection. The proposed operators detect edges and provide both edge strength and edge orientation information. The sensitivity to noise is significantly reduced compared to the simple morphological gradient. In addition, the properties of the morphological filter allow it to respond to defects of different sizes and irregular shapes even if they are blurred by preprocessing. The performance of the proposed operator is compared with the Sobel, LOG [35] , and Canny [36] operators for several wafer defect images. It has been assumed that the image acquisition process will produce design pattern components with a pixel dimension of approximately three or four to avoid oversampling while guaranteeing adequate resolution. It is also assumed that the defects are larger than the design feature dimension, irregular in shape, and positioned randomly with respect to the design pattern. Since these assumptions are based on measures relative to pixel dimensions, this method can continue to be used, as design feature size is further reduced and circuit density is increased as long as effective image acquisition can be accomplished. The experimental results for scratch and spot defects show that proposed operators can detect these defects and suppress the design pattern to allow geometric shape analysis of the defects. The proposed morphological gradient technique using directional components discussed in this paper is well suited for defect redetection and ADC for review stations.
GRAY SCALE MORPHOLOGICAL GRADIENT OPERATORS

Gray scale erosion and dilation
The basic operations for morphological filtering are erosion and dilation [31, 37] . Let F = f (x, y) be a gray scale image of domain D f , and let B = b(x, y) be a structuring element of domain D b , where x and y are the pixel indices.
The structuring element has a size and shape appropriate for the geometric features of interest. For a structuring element (SE) with positive values, the dilation operation enlarges the bright image areas while reducing the darker areas. Erosion has the opposite effect. The dilated gray scale image f d (x, y) and the eroded image f e (x, y) are defined by (1) and (2), respectively, [29, 31] :
When a structuring element has a constant value of zero over its domain, it is called a flat structuring element [31] . When a flat structuring element is used in (1), the dilated image value at each pixel position is the maximum of all the pixel values of the original image over a region defined by b(−x, −y) shifted to that pixel position. Similarly, the eroded image value at each pixel position is the minimum of all the pixel values in a region defined by b(x, y) shifted to that pixel position. All values in the dilated and eroded images are values of some pixel in the original image. Using (1) and (2), we define (3) and (4) as the dilated and eroded images for the special case of a flat structuring element:
f e (x, y, B) = min f (i + x, j + y)
The dilated and eroded images can be computed by scanning the list of pixel values for each shifted position of the structuring element domain and determining the maximum and minimum values in the list. When a large structuring element can be created by a sequence of dilations using smaller structuring elements, the dilation and erosion computation can also be implemented as a sequence of dilation or erosion operations using the smaller structuring elements. This decomposition property, or chain rule, is defined in (5) and (6) [31] . Let the structuring element B 3 be formed by the dilation of two smaller structuring elements B 1 and B 2 . Then dilation or erosion with B 3 can be implemented with sequence of the corresponding operations using B 1 and B 2 :
For example, if the domains of B 1 and B 2 are both 2 × 2 pixel squares, then the domain of B 3 would be a 3 × 3 pixel square. A roughly circular structuring element can be created with a sequence of dilations alternately using a square and diamond shaped structuring element. This method can be advantageous for hardware implementations and is efficient when the intermediate products or multiple sizes for structuring elements are needed.
Morphological gradients
The difference between the dilated image and the eroded image can be defined as the basic morphological gradient g m (x, y, F, B) given by (see [37] )
For a flat structuring element, the value of this gradient will always be nonnegative, so it cannot be used to distinguish between rising and falling edges. Variations of this definition include the erosion residue and the dilation residue defined, respectively, as the difference between the original image and the eroded image, and the difference between the dilated image and the original image [28, 29] . If the foreground object is brighter than the background, then the dilation residue pushes the edges of the object outward while the erosion residue pushes the edges inward. Further variations of these methods, which are defined to avoid biases in the position of the edges [38] , include gradients defined as the maximum, the minimum, and the average of the erosion and dilation residues. Because the erosion residue and dilation residue edges are offset in different directions, the minimum of the two will be zero for very sharp edges. Thus, some blurring is necessary for effective use of the minimum residue.
The erosion and dilation operations capture the extreme values within a neighborhood defined by the structuring element. This allows these operators to be effective for irregular objects, but it also results in sensitivity to noise [34, 38, 39] . Noting this, many investigators have proposed improvements to reduce the noise sensitivity [38, 39] . The blur-minimum-operator (BMO) proposed by Lee [38] first blurs the image f (x, y) with blurring function h s (x, y) to create f s (x, y) and then computes the gradient as the minimum of the erosion and dilation residues of the blurred image. This operation is defined as
(8) The blurring suppresses high frequency noise and spreads sharp edges so they will not be missed when the minimum is taken. Because the minimum of the residues is used, this operator will usually have a significantly weaker response than the basic morphological gradient defined by (7).
DIRECTIONAL MORPHOLOGICAL GRADIENTS
The orientation of an edge segment can be used by higher level segmentation processes to make decisions about connecting adjacent edge segments with compatible orientations to form a boundary or rejecting edge segments that are inconsistent in orientation estimates. For example, the Canny edge detector uses two thresholds and accepts edge segments at the lower threshold only when they are connected to edges at the higher threshold [36] . In applications such as defect detection for wafer inspection, the orientation of the edge may be as significant an indicator for defect isolation as the edge magnitude.
Operators such as the Sobel and Prewitt operators determine orientation information by separately computing horizontal and vertical differences. The Sobel operator uses the two linear separable filters defined by the vector outer products, 0.25
, to create two orthogonal difference components at each pixel location. These components are interpreted as vector components to compute a gradient magnitude and angle for each pixel position. The Robert's cross computation is similar except that a 2 × 2 region is used instead of a 3 × 3 region.
A similar approach can be applied to morphological gradients to estimate the orientation of the gradient [32, 33, 34] . The directional morphological gradient (DMG) is developed from the basic MG of (7) and the directional blur-minimum operator (DBMO) is developed from the BMO of (8) . Since the development of these two new methods involves similar analysis, we adopt the notation of (9) to represent either type of directional morphological gradient,
DMG and DBMO operators
The directional morphological gradient operator uses several one-dimensional flat structuring elements [32, 33, 34] . Let these structuring elements be called B θ,l , where l is the length of the structuring element in pixels and θ is the orientation. To have overlapping center reference points, l should be an odd integer. The four structuring elements of length 3 shown in Figure 1 provide horizontal, vertical, and diagonal domains. The gradient component values for each direction are calculated using (10), with gradient operators defined in (9),
There are two major advantages of using several onedimensional structuring elements to compute morphological gradients. One is to produce orientation information in a manner similar to the Sobel and other related operators. Another is to reduce the noise sensitivity, which increases as the size, in pixels, of the structuring element increases [32, 34] . The four separate SEs of size l will have a lower noise sensitivity than one SE of size l 2 . When l = 3 and the four angles 0, π/4, π/2, and 3π/4, are used, all pixels in a 3 × 3 neighborhood can contribute to the gradient calculation. A third advantage when using four rather than two SE orientations is that the two angle estimates can be combined to give a more accurate orientation estimate than the Sobel operator. The two angle estimates also allow additional noise suppression capability if incompatible estimates are taken as an indicator of noise, and the corresponding segment may be rejected even when the edge magnitude is significant.
Application to ideal step edge and constant gradient models
Although using the one-dimensional structuring elements to create directional components for morphological gradient methods is similar in approach to the Sobel and related methods, the computation of the magnitude and the orientation of the morphological gradient requires a method different from the vector component method. This will be developed by first considering the response to a noiseless constant gradient image. Then an ideal step edge at arbitrary orientation and offset from the pixel grid axes will be considered. It will be assumed that the aperture function of the image acquisition device is known. An example of these two edge models is shown in Figure 2 . Figure 2a shows an ideal step edge and Figure 2c shows a surface with a constant gradient. These two edge models are applicable to defect detection because the design pattern will consist primarily of sharp welldefined edges. Defects will generally be less well defined, and defect boundaries may be similar to the gradual ramp model. Application examples will demonstrate the importance of accurate and consistent angle estimation made by the directional morphological gradient when used to determine the orientation of scratches. A constant gradient source can be modeled by the continuous function
for continuous variables x and y. This represents a ramp surface with the parameter a determining the slope and the parameter θ determining the direction of the steepest change.
The constant s 0 is the value at the origin of the x-y coordinate system. If the aperture function of the image acquisition system is symmetric, the acquired digital image, f (x, y), will be a scaled copy of s(x, y) for values of x and y corresponding to pixel centers. For this image model, the horizontal and vertical components from the Sobel operator will be 2a cos(θ) and 2a sin(θ). These values are independent of the coordinates x and y because the constant gradient model has no localization to any specific position. A magnitude of 2a and an angle of θ will be computed from the two vector components. Using (3), (4), and (7) for a DMG with two perpendicular structuring elements of length 3, the gradient components are g 0,3 = |2a cos(θ)| and g π/2,3 = |2a sin(θ)|. Both the Sobel operator and the morphological gradient results are independent of the constant offset value s 0 . From the definitions of (3), (4), and (7), a morphological gradient component value must always be a nonnegative difference between a maximum and minimum value over a region specified by the structuring element. Clearly, from these two components, an angle and a magnitude could be computed using the same vector interpretation of the components as the Sobel method. However, without the sign information, the angle could be in any of the four quadrants. The DBMO gradient is computed in the same manner. If its smoothing is symmetric the constant gradient image will not be changed by the smoothing operation. The component values will be half of the DMG component values because the minimum residue is used. When the length of the structuring element, l, is increased, the angle estimated by both the DMG and DBMO for the constant gradient image will not change. The magnitude computed by the DMG will be a * (l − 1). When comparing the performance of gradient estimators, all are normalized to provide a unit output for a vertical ideal step edge.
Computation of edge segment orientation with the Sobel operator is well understood, but orientation estimation is 
a new capability for the DMG based on directional structuring elements. The angle estimation error for the DMG will be shown to be similar to that of the Sobel operator, and the four-component DMG will offer additional features not available from the two-component Sobel operator. When the two components at π/4 and 3π/4 are added to the DMG, the orientation can be determined over a range of −π/2 ≤ θ ≤ π/2 rather than just over one quadrant. However a rising edge and falling edge at the same orientation will still not be distinguished. For imaging relative to wafer defect detection and isolation, this ambiguity is not a problem. Let the gradient component ratios q 1 and q 2 be defined by (12) . The octant of the angle can be determined based on whether each ratio is greater than or less than one, as summarized in Table 1 , and arctangents can be used to determine the angle value
Although the orientation estimates for the constant gradient model will always be correct, the results for an ideal step edge will have variability depending on the location of the edge relative to the pixel grid. The ideal step edge is modeled as an abrupt localized change in value defined by (13) ,
The angle of the edge is θ and the distance of the edge from the origin of the coordinate system is d. The step edge can be interpreted as a thresholded ramp from the definition of (11) . Unlike the constant gradient case, the acquired digital image f (x, y) is not the same as s(x, y) due to the blurring of the sharp edges by the aperture function. In addition, the edge response here will depend on the coordinates x and y and will be strongest at coordinates close to the abrupt change. Figure 2b shows the ideal step edge of Figure 2a after blurring by an aperture of width 7. Figure 2d shows the gradient of the blurred edge computed using the DMG.
When the Sobel operator is used on f (x, y), an edge at a specific orientation can generate a range of values for the edge magnitude and orientation. This range will depend on θ, the true orientation of the ideal edge, on the shape and size of the aperture of the image acquisition device, and on ρ, the distance of the edge from to the pixel center. For flat apertures of about one pixel in size, the error in the Sobel orientation estimate for an ideal step edge is limited to roughly 3
• . Figure 3 shows the orientation error from the Sobel operator for the ideal step edge with position offsets of ρ = 0.0, 0.25, and 0.5 pixel widths relative to the nearest pixel center. Figure 3a shows results for a circular aperture of radius = 0.707 pixel widths and Figure 3b shows the same results for a circular aperture with a radius of one pixel width. A straight edge with an orientation of θ typically will have individual pixel length segments which have offsets from the nearest pixel center spanning the full range possible. When the aperture size is known, a table lookup method could reduce the error for edges with ρ = 0.0, but a table could not compensate for estimate variations due to variations in the value of ρ along the edge. As the amount of blurring increases due to convolution of the step edge image source with a larger aperture function, the ideal edge will have an extended area of gradual change and less localization.
Using the DMG instead of the Sobel operator, compensation for variations due to edge position offsets can be made with the four-component morphological gradient method [34] using a small table and interpolation. For very sharp edges with no added noise, this table can also be used to estimate the relative position of the ideal edge and the pixel center. When the length of the one-dimensional filters is 3, a reasonable estimate of the angle can be made by averaging the arctangents of q 1 and q 2 . This is shown in Figure 4 where it can be seen that the error is limited to 4.5
• . It is significant that these angle errors are so similar to the Sobel angle errors shown in Figure 3 because the basic morphological gradient provides no orientation information. By using a two-dimensional table lookup for a known aperture and interpolation rather than the average of the arctangents, the DMG angle error can theoretically be reduced as much as desired by adding more data to the table. However, other factors such as added noise will still limit accuracy.
Since two different estimates of the orientation are available, inconsistency in the estimates can be used to reject some noise that creates false edges [32, 33, 34] . Thus, some edge segments with a significant gradient magnitude can be rejected as noise if the two estimates are not compatible. Consider for example an impulsive noise sample on a constant amplitude background. This will result in both q 1 and q 2 having the same values, which is not consistent with an edge. In a similar fashion, gradients from a checkerboard pattern would also be rejected for inconsistency.
Addition of low pass and median filters
The Sobel and Prewitt operators use separable filters for each gradient component which perform a three-coefficient smoothing in the direction perpendicular to the differencing filter direction. The Robert's cross filter can also be interpreted in a similar way for a 2 × 2 neighborhood rather than a 3 × 3 neighborhood. Since these operations are linear, the order of the smoothing and difference operations does not matter. By definition, the morphological gradient methods include only a difference operation, and performance might be improved by adding smoothing either before or after the difference is taken. The effect of smoothing operations used with morphological gradients will depend both on the order in which the smoothing and differencing are done and also on whether the smoothing uses a linear filter or a median filter. A class of morphological filters with linear post smoothing is called DMGF [34] . The performance of the combination of the DMG with smoothing filters can be analyzed for the constant gradient model and the step edge model. Linear smoothing before the DMG differencing operation is equivalent to modifying the aperture function of the image acquisition system. For the constant gradient model linear smoothing with a symmetric filter will not change the function. The effect of increasing the aperture for the step edge has already been discussed and demonstrated in Section 3.2. A median filter applied to either edge model will not change the function since both edge models are either monotonically nondecreasing or monitonically nonincreasing in any direction. Thus, the value at the center will always be the median value. Smoothing filters may also be applied after the DMG. The monotonic behavior of both edge models causes the length 3 DMG to produce the same result as the differencing part of the Sobel operator.
Thus linear post filtering applied to DMG results from either edge model could reproduce the Sobel or Prewitt smoothing operations. However, the DMG can also use longer structuring elements and larger filters. A one-dimensional median filter applied to the DMG results for either model will not change the output. For defect detection and isolation from the design pattern, filters designed to attenuate the design pattern relative to the defect have been used [2] . For design pattern structures that are about four pixels in width, this type of smoothing filter would be much larger than the three pixel width Sobel filter. It will be shown in the next section that although such filters do suppress the design pattern to some extent, they do not provide reliable separation of the defect and the design. The defect is also blurred by the filtering, and, as a result, its edge strength is distributed over a fixed spatial interval. However, the DMG responds to difference anywhere within a fixed length defined by its SE, rather than to fixed spatial frequency. This allows the DMG to detect the larger irregular defects more effectively than the Sobel operator after an initial smoothing operation has been applied to the images.
The next section will demonstrate this capability on several examples and Section 5 will use analytical methods and additional examples to determine the range of effectiveness of the method.
APPLICATION TO DEFECT IMAGES
Several 256 × 256 sections of larger inspection images were analyzed using the directional morphological gradients and results were compared to other well-known methods. Although the pixels were represented by 8 bits, only 6 or 7 bits were needed for the full range of values used. The defects shown here are due to scratches and particles, but the missing pattern defect images have characteristics similar to the particle defects. The objective of the processing is to separate the defects from the expected design pattern without a priori knowledge of the design details. It is assumed that the surface image of a design pattern free of defects would consist primarily of horizontal and vertical edges with sharp boundaries or arrays of connection points. Lines in the design are expected to be about four pixels in width in the inspection images to provide adequate resolution for the design inspection. In contrast, the defects are assumed to have random orientations with less distinct boundaries and irregular shapes and sizes.
The upper half of Figure 5 shows three examples of defects. Figure 5a shows a scratch and Figure 5b shows a spot on a relatively simple design pattern. Spots on completely regular arrays of connection points or lines were not considered because many methods based on periodic pattern analysis will easily separate the defect in that context. Similarly, defects on a uniform background were not considered here because many methods would work in that case. Figure 5c shows a more diffuse defect on a more complex design pattern. In all three examples it is clear that the pixel intensity levels cannot be used to separate the defects from the design pattern. The dark values associated with the defects are the same as those associated with connection points or the edges of the design pattern. By viewing the corresponding spatial frequency domain images shown in the lower half of Figure 5 , it is also clear that there is no reasonable spatial frequency separation between the spot defects and the design pattern. Low pass filtering will reduce the high frequency components, but this will blur both the design pattern edges and the defect edges. This is confirmed by the images shown in Figure 6 in which 7 × 7 and 15 × 15 uniform averaging filters have been applied to the images of Figures 5b and 5c. The design pattern is attenuated relative to the defect, but it is not completely eliminated. A comparison of the histograms of the original images and the smoothed images would show, as predicted, that the dynamic range of the intensity values is reduced by the filtering operation. The scratch however is easily visible in the transform domain. The coherent edge at an unusual orientation is seen as a line through the origin of the transform domain at the angle corresponding to the gradient direction. Thus scratches should be detectable based on the orientation of the gradient responses as long as the scratches are not aligned with the horizontal or vertical pattern directions.
Applying the well-known Sobel operator and Canny edge detector to the images of Figure 5 does not separate the defect from the design pattern. Although gradient-based edge detectors will be used to detect and isolate defects, it is not necessary, or even desirable, to locate all edges in an image. The Canny method is very effective for detecting edges [36] , and it will be used to demonstrate that spatial filtering alone (a) (b) (c) Figure 7 : Canny edge detector output after 7 × 7 averaging of images from Figure 5 . is not sufficient. When the Canny edge detector is applied to the images shown in Figures 5a, 5b , and 5c almost all of the design features and defect features are identified. However, the edges belonging to the design pattern cannot be easily separated from the edges belonging to the defect. After smoothing the original images with a 7 × 7 filter, application of the Canny edge detector creates the results shown in Figure 7 . Figure 7a has lost some design detail relative to the unfiltered version, which is not shown, but the scratches are still present, and Figure 7b has lost only a small amount of design detail due to the image smoothing filter. In Figure 7c , there is no way to distinguish design edges from defect edges. When the size of the smoothing filter is doubled to 15 × 15, there is even less possibility of separating the defects from the design based on edges. The scratch is almost completely lost and only the most distinct design features remain in the scratch image. Similar experiments with the well-known Sobel edge detector showed even worse results. A directional morphological gradient is much more effective at separating the defect from the design pattern than separation methods based on image pixel intensity, spatial frequency, or application of simpler well-known edge detectors. The main reason that the approach demonstrated in Figure 7 fails is that the spatial frequencies of the design and the defect overlap, and the smoothing operations cannot filter out or reduce the design pattern while leaving the defect untouched. The defect boundaries, which may be less distinct than the design pattern in the original image, are blurred further. The characteristic that distinguishes the defect is that it is larger, but not predictable in size compared to the design features. Because of this, after smoothing the larger extent of the defect edge makes a stronger contribution to the morphological gradient than to the Sobel gradient components. By using a morphological gradient filter to find the maximum difference over a region regardless of the spatial separations within the region, the defect edges will be stronger than the design pattern edges. In contrast, an operator such as the Sobel operator, which is defined by spatial frequency response, cannot make this distinction.
This process is demonstrated in Figure 8 for the two images shown in Figures 5b and 5c . The images were created by computing the magnitude of the gradient and then thresholding the result at a level determined by the dynamic range of the input image and the size of the filters. The image intensity scale was then reversed so that darker values correspond to higher values of the gradient magnitude. Prior to edge detection, the images on the left were smoothed using a 7 × 7 pixel filter. The magnitude of the Sobel edge detector results were thresholded to produce Figures 8a and 8e. These results are almost indistinguishable from using a DMG with a length of 3 instead of the Sobel operator. However, when a DMG with length 7 is used instead, as shown in Figures 8b  and 8f , the design pattern is greatly reduced compared to the defect boundary. The same procedure was repeated to produce the images on the right, except that the prefilter used a 15 × 15 smoothing filter in place of a 7 × 7 smoothing filter. Using the DMG with a length of 7, as shown in Figures 8d and 8h , retains the defects and suppresses the design pattern.
The histograms of the intensity values of the gradient images prior to thresholding, which are shown in Figure 9 , clearly demonstrate that the morphological gradient produces a wider range of intensity values than the Sobel operator. All the images produced by the Sobel operator in Figure 8 all used a threshold level of 7. In Figures 8c and 8g this resulted in some loss of the defect definition while parts of the design pattern remain. Increasing the threshold causes additional loss of both the defect and the design pattern. There is no threshold for the two Sobel images which completely suppresses the design pattern while leaving a recognizable and measurable portion of the defect. The images produced by the DMG all used a threshold of 20, but a reasonable variation of this level does not cause much change in the images. If the DMG threshold level is increased by 20% from 20 to 24, all of the design pattern is still suppressed. There is a small loss of definition of the defects so that they are similar to the defects shown in the Sobel results with the best threshold in Figures 8c and 8g . If the DMG threshold is reduced by 20% to 16, the defect image becomes stronger and the amount of undesired design pattern that is present is similar to that of the best threshold for Sobel operator results shown in Figures  8c and 8g . It should be noted that these threshold values were determined by the properties of the input data range and the filter definitions, not by the shape of the histogram. A similar variation of 20% in the threshold value for the Sobel operator does not produce usable results. Figure 9 : Pixel intensity histograms for the gradient images that were thresholded to create the corresponding images in Figure 8 .
While the gradient magnitude method described above is effective at detecting spots that are larger than design features, it will not effectively separate scratches. The gradient orientation information must be used to detect the presence of long lines at an unexpected orientation relative to the design pattern. Both the Sobel edge detector and the DMG have reasonably accurate orientation estimators, so a simple first approach might accept individual edge segments only if their orientations were not near the horizontal and vertical lines of the design pattern and then examine the resulting image for remaining long lines. This method was not successful. It effectively erased most of the horizontal and vertical design pattern lines, but it also took out some of the edge segments associated with the scratch because the scratch has an irregular edge boundary. What was left was a scratch that had an edge strength similar to the weak horizontal and vertical edges and to all the other parts of the design pattern that had any curvature. Thus, in the resulting image the edge of the scratch was not easily separated from the design pattern. Further, when this method was applied to the images from Figures 5b and 5c, which do not have scratches, there was a significant residue of edge elements that exceeded the amount left in the scratch image.
Detection of the scratch requires the detection of a coherent set of edge segments with similar orientation, so detection from a histogram of image edge orientations will be more effective. Figure 10 shows histograms of the orientation of edge segments when the Sobel operator and the DMG3 operator are applied to the images of Figure 5a , which has a scratch, and Figure 5b which does not. Note that the Sobel operator identifies the edge orientation over all four quadrants while the DMG3 specifies the orientation only within a two-quadrant range. All of the histograms show the expected strong response due to horizontal and vertical lines from the design pattern. However, in the upper plots of Figure 10 , which came from the scratch image of Figure 5a , the histograms also show an additional strong peak due to the scratch. Once this peak has been located in the orientation histogram, edge segments near that particular orientation can be separated and the scratch can be located using a Radon or Hough transform [26] .
It is significant that the DMG provides orientation with suitable accuracy for this task. The traditional morphological gradient provides no orientation information and it is only through the use of the directional structuring elements that accurate angle estimates are possible. The angle estimates are made using SEs of length 3. Using the decomposition property of (5) and (6), three consecutive operations using a length 3 element is equivalent to one operation using a length 7 element. Thus the gradient components used for the angle estimate are available from the early processing stages and require no additional computation.
For comparison, the image from Figure 5b was used to generate the lower histograms of Figure 10 . These histograms show identifiable peaks for the horizontal lines and a much smaller peak for the vertical lines. The remaining edge segments associated with the spot and the connection points in the image are distributed relatively evenly over all of the angles. Although the image has a significant number of edge segments which are not horizontal or vertical, there is no indication of a peak which could be misinterpreted as a scratch. This method is effective for the location of scratches which are not aligned with the axes of the design pattern and which are long enough to generate a detectable concentration of edge segments at the orientation angle of the scratch.
The peaks of the angle histograms can be found using conventional histogram peak finding techniques, but for purposes of scratch detection, it is only necessary to detect a coherent edge at an angle that is not 0 nor 90 degrees. A number of peak detection techniques will find the peaks associated with the scratch in Figures 10a and 10b . One simple method would compute a coarse histogram with 10 degree wide bins and a 5 degree overlap. Any angle with a population significantly above the floor value would be considered a coherent edge. The classic peak detection methods usually start with a lowpass filter applied to smooth the histogram. Then the first order derivative or gradient is used for the one-dimensional histogram array. Corresponding zero-crossing points are taken as peak points. Once peak points are located, a sorting process in terms of voting number will be used to find higher peaks and lower peaks. With the orientation information of the design pattern, the peak of the orientation for the defects can be found. Since the angle estimated for a scratch will typically represent a small range of angles, tolerance factors will be used to group them together.
Although classic peak finding algorithms may be used to detect the peaks associated with the scratch orientation in Figure 10 , it is easier to locate these peaks if the large peaks associated with horizontal and vertical lines are first eliminated. Although this was ineffective in the image space analysis, it works well on the histogram. Figure 11 shows the modified histograms from the upper half of Figure 10 after elimination of all angles within ten degrees of horizontal or vertical. In Figure 12 , a second image with a scratch is analyzed using the gradient orientation histogram. As in the example from Figure 10 , the modified histogram with horizontal and vertical gradients removed shows a clear peak associated with the scratch, while the gradients associated with the circular pattern structures are spread over all angles.
PERFORMANCE EVALUATION
Performance of the DMG demonstrated in the previous section can be predicted based on models of the images of the design pattern structures and defects. It has been assumed that the image acquisition process will produce design pattern components with a pixel dimension of approximately three or four so that the design pattern can be observed in the image. A smoothing filter that would significantly attenuate the variability due to the design pattern should have a minimum size of twice the feature dimension, so a 7 × 7 smoothing filter was tested first. However, the periodicity of the array of design elements is also important, and a larger smoothing filter of 15 × 15 would be expected to cause greater attenuation. Smoothing filters of size 7, 15, and 21 are investigated.
For this analysis it is useful to define a rectangular function rect(x), which has a value of 1 for −0.5 < x ≤ 0.5 and is 0 elsewhere. A vertical pattern stripe of infinite height and width a centered at x = x c can be written as f (x, y) = rect((x − x c )/a) while a square aperture function of size b centered at the origin can be written as by s(x, y) . The resulting blurred stripe has a trapezoidal intensity pattern with a central width of (1 + |b − a|) and a complete width of (a + b − 1). The slope on the rising and falling edges of the trapezoid has a magnitude of (A/b) per pixel, and for all b larger than a, the maximum value in the central width is Aa/b. Thus, as b increases, the value of both the slope and the central maximum decrease. The Sobel operator will have a response of 2/b for a unit height stripe of width 3 or larger, while the DMG7 will have a response of a/b for a unit height stripe of width a < 7 and a response of 7/b for a > 7.
The same blurring will be applied to defects as well as the pattern structures. However, the DMG can respond to the maximum difference over a range defined by the structuring element, while a linear operator like the Sobel operator responds only to difference at fixed spatial separations. This allows the DMG to have a stronger response to the defect than the Sobel operator. Several examples of this effect on performance are shown in Figure 13 . Each of the four defect images shown on the left is smoothed by a 15 × 15 filter. The gradient computed using the Sobel operator is shown in the center and the gradient computed using the DMG is shown on the right. The image defect in the top row has well-defined edges and appears on a design pattern with densely packed small features. In this case the smoothing filter suppresses most of the design pattern and both gradients show the boundary of the defect. The Sobel operator result has a small amount of design pattern remaining. The second and third rows show less well-defined defects against a more open design pattern with larger features. In both cases, the gradient intensities computed by the Sobel operator for the design pattern and for the defect had overlapping values and could not be separated by thresholding. In contrast, the DMG produced nonoverlapping gradient intensities for the defect and the pattern which allowed separation. It should be noted that the edge effects of the image processing, which frame the images, were left to facilitate alignment when most structures were suppressed. The fourth row shows a defect with very diffuse boundaries. The DMG gradient produces a more reliable boundary for it than the Sobel operator, but both methods miss the lightest part of the defect edge.
In Figure 14 , the effect of increasing the size of the smoothing filter is explored. The results from the two examples in the middle of Figure 13 are shown with gradient magnitudes computed after smoothing by a 7 × 7 filter on the left, by a 15 × 15 filter in the center, and by a 21 × 21 filter on the right. In both examples, the DMG performs well for all three filter sizes, though the edges of the defect start to break up for the largest filter. For the 7 × 7 filter, the Sobel operator retains a significant amount of the design pattern structure. For the 21 × 21 filter, most of the design pattern is suppressed but the defect boundary is also diminished. This demonstrates that the DMG gives more reliable performance than the Sobel operator over a wider range of input and image processing variability. Figures 15 and 16 show two examples that are problematic for both the Sobel operator and the DMG. The first example shows a very small defect against a high contrast pattern structure. The DMG is better able to separate it from the design than the Sobel operator, but some definition of the defect is lost. The second example shows a very diffuse defect with very little contrast compared to the background. The higher contrast design pattern dominates the defect for both methods over all three filter sizes.
CONCLUSION
A new directional morphological gradient method has been presented and applied to the automatic detection and isolation of particle, spot, and scratch defects visible in surface images. For particle and spot detection, the separation of the design pattern elements from defects based on image intensity levels, spatial frequencies, and linear filtering is not effective. The new directional morphological gradient method presented has a computational complexity similar to the Sobel operator. It can more reliably detect spots and particles that are larger than the design feature size because the response of the morphological gradient is not tied to specific spatial frequencies. The irregular diffused boundaries of the defects are more reliably captured by the one-dimensional morphological gradient components which respond to the maximum change anywhere within the region defined by the structuring element regardless of the interval over which the maximum change occurs. The size of the structuring element is easily modified to adapt to new applications. This method can continue to be applied as the feature size decreases and circuit density increases as long as imaging technology is available to provide surface images with sufficient resolution that design features span three or four pixels.
The same directional morphological gradient methods used to detect the particle defects can also be used to detect a large number of scratch defects. This application uses the orientation information that was added to the basic morphological gradient by using small one-dimensional structuring elements. Since the new directional morphological gradient produces accurate orientation information for edge segments, a histogram of edge angles can be used to find a set of edge segments aligned with a direction other than the vertical and horizontal axes of the design pattern. This approach is effective for all scratches that are long enough to create an identifiable concentration of edge segments at an unexpected orientation. Breaks in the irregular edges of the scratches will not affect this approach since the histogram contains no information about connectivity of the edge segments. Also nonrectangular structures such as connection points will not cause problems with the scratch detection histogram. Their edge segments will have orientation values distributed over the full range of angles. For design patterns which have significant edges that are not horizontal or vertical, specific exclusion of these particular angles would also be necessary.
The new directional morphological gradient method presented in this paper uses the basic operations of morphological filtering and simple structuring elements. However, these operations are combined in a new way which provides important orientation information that has not typically been used with morphological methods. Because the decomposition property allows intermediate results from simple structuring elements to be used for more complex structuring elements, these methods can be used easily with a wide variety of other established morphological filtering methods.
