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Abstract
We use an appropriate factorization of the Ap weights to give another proof of the extrapolation theo-
rem of Rubio de Francia. It provides sharp bounds in terms of the Ap-constant of the weights. Then we
extend the result to more general settings including off-diagonal and partial range extrapolation. Among
the applications, we prove by iteration a multivariable extrapolation theorem and give a sharp bound for
Calderón–Zygmund operators on Lp(w) for weights in Aq (q < p).
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1. Introduction
A weight is a nonnegative locally integrable function. A weight is in Ap(Rn) for p > 1 if
[w]Ap := sup
Q
(
1
|Q|
∫
Q
w
)(
1
|Q|
∫
Q
w1−p′
)p−1
< +∞, (1.1)
where the supremum is taken over all cubes Q in Rn. The value [w]Ap is the Ap-constant of w.
For p = 1, we say that w is in A1(Rn) if Mw(x) Cw(x) a.e., where M is the Hardy–Littlewood
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follows we write simply Ap instead of Ap(Rn).
These classes of weights were introduced by B. Muckenhoupt [23], who proved the following
well-known fundamental result: M is bounded on Lp(w) if and only if w ∈ Ap (1 < p < ∞), and
is of weak-type (p,p) with respect to the measure w(x)dx if and only if w ∈ Ap (1 p < ∞).
For more information on Ap weights the reader can consult [13,9] or [14], among other refer-
ences.
An important property of the Ap weights is the extrapolation theorem of Rubio de Francia,
announced in [25] and given with a detailed proof in [26]. In its first version the extrapolation
theorem says that if for some p0 a sublinear operator is bounded from Lp0(w) to Lp0(w) for
all w ∈ Ap0/λ with 1  λ < ∞ and λ  p0 < ∞, then it is bounded from Lp(w) to Lp(w) for
all w ∈ Ap/λ and λ < p < ∞. The second proof of the theorem was later supplied by J. García-
Cuerva in [12], reproduced in [13, Chapter 4, Theorem 5.19]. Another version of the proof is in
[9, Theorem 7.8]. In all those proofs there are two cases depending on whether p is smaller or
greater than p0. A unified approach treating both cases together is due to Cruz-Uribe, Martell and
Pérez (see [5]). More recently, due to the interest in studying the sharp dependence of the norms
of several operators in terms of the Ap-constant of the weights, O. Dragicˇevic´, L. Grafakos,
M.C. Pereyra, and S. Petermichl gave in [7] a version of the extrapolation theorem with sharp
bounds following the approach of García-Cuerva. A different version of the proof is in [14,
Theorem 9.5.3].
Although originally given for sublinear operators, it was realized that sublinearity was not
necessary. Actually even the operator itself does not play any role and all the statements can be
given in terms of families of pairs of nonnegative measurable functions. This was observed in
[6, Remark 1.11] and is the setting adopted in [4]. In this paper we also stick to this point of view
and write the theorems for pairs of functions.
The fact that uv1−p is an Ap weight for u,v ∈ A1 has been used in a crucial way in the
proofs of the extrapolation theorems. We use a different way of factorizing weights to give in
Section 3 a proof that provides sharp bounds. Previously, in Section 2, we introduce the three
basic ingredients of the proof: factorization, construction of A1 weights and sharp bounds for the
Hardy–Littlewood maximal function.
Since Aq ⊂ Ap for q < p with [w]Ap  [w]Aq , we can expect a better exponent in the bound
of the norm in terms of [w]Aq . We consider this question in Section 4 in two ways, depending
on whether the basic estimate is for p0 > p or for p0 < p. In particular, for Calderón–Zygmund
operators, we extend to Aq weights an estimate for A1 weights due to Lerner, Ombrosi and
Pérez [22].
In Section 5 we generalize the extrapolation to the off-diagonal case in which the inequalities
are from Lp(wp) to Lq(wq) for appropriate w and possibly different values for p and q . It seems
that only the case p  q appears in the literature but there is no reason for such a restriction.
Even more, we show that any q > 0 is acceptable and that in fact q does not play any role in the
statement, except for defining the right exponent in terms of p. The interest of the generalization
to the off-diagonal case for any q > 0 will be apparent in Section 6 where it is used to obtain by
iteration a multivariable extrapolation theorem of Grafakos and Martell [15].
In Section 7 we consider another version of the extrapolation theorem, the limited-range ex-
trapolation considered in [1] (and also to some extent in [10] and [18]).
Although the classical extrapolation theorem is a particular case of both Theorems 5.1 and 7.1,
we consider that it is worth writing its proof independently because even without taking care of
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ones.
Rubio de Francia’s original paper already proposed a setting more general than the Ap weights
of Muckenhoupt. An account of several extensions is in [5]. In Section 8, we shall focus on two
of the possible extensions.
2. Preliminaries
The proofs of the theorems in Sections 3, 5 and 7 will be based on three results: factorization,
construction of A1 weights, and sharp bounds for the Hardy–Littlewood maximal operator on
Lp(w). They are contained in the three lemmas we present in this section.
The (usual) factorization theorem for Ap weights states that w is in Ap if and only if w =
uv1−p for some u,v ∈ A1. The “if” part is easily obtained from the definition (1.1), while the
“only if” part is harder and was first proved by P. Jones. From this factorization theorem it is
easy to deduce that one can multiply Ar and As weights each one raised to an appropriate power
to get Ap weights. In the following lemma we give the two factorization results needed in our
proofs. We remark that only the easy part of the factorization is used to prove the extrapolation
theorems.
Lemma 2.1 (Factorization). (a) Let 1 p < p0 < ∞. If w ∈ Ap and u ∈ A1, then wup−p0 is in
Ap0 and
[
wup−p0
]
Ap0
 [w]Ap [u]p0−pA1 . (2.1)
(b) Let 1 < p0 < p < ∞. If w ∈ Ap and u ∈ A1, then (wp0−1up−p0)
1
p−1 is in Ap0 and
[(
wp0−1up−p0
)1/(p−1)]
Ap0
 [w]
p0−1
p−1
Ap
[u]
p−p0
p−1
A1
. (2.2)
Proof. Use the definition, Hölder’s inequality and the fact that
1
|Q|
∫
Q
uMu(x) [u]A1u(x) for almost every x ∈ Q. 
J.L. Rubio de Francia introduced in [26] a construction of A1 weights, now known as Rubio
de Francia algorithm.
Lemma 2.2 (Rubio de Francia algorithm). Let p > 1. Let f be a nonnegative function in Lp(w)
and w ∈ Ap . Let Mk be the k-th iterate of M , M0f = f , and ‖M‖Lp(w) be the norm of M as a
bounded operator on Lp(w). Define
Rf (x) =
∞∑
k=0
Mkf (x)
(2‖M‖Lp(w))k . (2.3)
Then f (x)  Rf (x) a.e., ‖Rf ‖Lp(w)  2‖f ‖Lp(w), and Rf is an A1 weight with constant
[Rf ]A  2‖M‖Lp(w).1
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‖M‖kLp(w) and sum a geometric series. For the last one observe that
M
(
Rf (x)
)

∞∑
k=0
Mk+1f (x)
(2‖M‖Lp(w))k  2‖M‖L
p(w)
∞∑
k=1
Mkf (x)
(2‖M‖Lp(w))k . 
Lemma 2.3. Let f ∈ Lp(w) with p > 1 and w ∈ Ap . Then
‖Mf ‖Lp(w)  C[w]1/(p−1)Ap ‖f ‖Lp(w), (2.4)
where C depends only on p and the dimension.
If q < p and w ∈ Aq , then
‖Mf ‖Lp(w)  C[w]1/pAq ‖f ‖Lp(w), (2.5)
where C depends only on p, q and the dimension.
The bound (2.4) was obtained by S. Buckley in [2]; a simple proof was given by A. Lerner
in [20]. The improvement of the exponent for w ∈ Aq also appears in [2]. It is a consequence of
the fact that the weak-type inequality corresponding to (2.4) holds with constant C[w]1/pAp [23,2]
together with the Marcinkiewicz interpolation theorem.
3. The extrapolation theorem of Rubio de Francia with sharp bounds
Theorem 3.1. Assume that for some family of pairs of nonnegative functions, (f, g), for some
p0 ∈ [1,∞), and for all w ∈ Ap0 we have
( ∫
Rn
gp0w
)1/p0
 CN
([w]Ap0
)( ∫
Rn
f p0w
)1/p0
, (3.1)
where N is an increasing function and the constant C does not depend on w. Then for all 1 <
p < ∞ and all w ∈ Ap we have
( ∫
Rn
gpw
)1/p
 CK(w)
( ∫
Rn
f pw
)1/p
,
where
K(w) =
⎧⎨
⎩
N([w]Ap(2‖M‖Lp(w))p0−p), if p < p0;
N([w]
p0−1
p−1
Ap
(2‖M‖
Lp
′
(w1−p′ ))
p−p0
p−1 ), if p > p0.
(3.2)
In particular, K(w) C1N(C2[w]max(1,
p0−1
p−1 )
) for w ∈ Ap .Ap
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algorithm as in (2.3). Then
∫
Rn
gpw =
∫
Rn
gpw(Rf )
p
p 0
(p−p0)(Rf )
p
p 0
(p0−p)

( ∫
Rn
gp0w(Rf )p−p0
) p
p 0
( ∫
Rn
(Rf )pw
)1− p
p 0
 CN
([
w(Rf )p−p0
]
Ap0
)p( ∫
Rn
f p0w(Rf )p−p0
) p
p 0
( ∫
Rn
|f |pw
)1− p
p 0
 CN
([w]Ap [Rf ]p0−pA1
)p ∫
Rn
|f |pw
 CN
([w]Ap(2‖M‖Lp(w))p0−p)p
∫
Rn
|f |pw,
where we applied Hölder’s inequality, part (a) of the Factorization Lemma 2.1, the inequality
f (x)Rf (x) (in the form Rf (x)−1  f (x)−1), (2.1), and [Rf ]A1  2‖M‖Lp(w).
This gives (3.2) for p < p0. We can use then (2.4) from Lemma 2.3 to obtain the bound
C1N(C2[w]
p0−1
p−1
Ap
).
Case p > p0. We use duality to write
( ∫
Rn
gpw
) p0
p = sup
{∣∣∣∣
∫
Rn
gp0hw
∣∣∣∣: h ∈ L
p
p−p0 (w) with norm 1
}
.
Fix such a function h, which we can assume nonnegative, and define H such that Hp′w1−p′ =
h
p
p−p0 w. Then H is in Lp′(w1−p′) with norm 1. Building the A1 weight RH given by the Rubio
de Francia algorithm and using the pointwise inequality H(x) RH(x) a.e., we have
∫
Rn
gp0hw 
∫
Rn
gp0w
p0−1
p−1 (RH)
p−p0
p−1
 CN
([
w
p0−1
p−1 (RH)
p−p0
p−1
]
Ap0
)p0 ∫
Rn
f p0w
p0−1
p−1 (RH)
p−p0
p−1
 CN
([w] p0−1p−1Ap
(
2‖M‖
Lp
′
(w1−p′ )
) p−p0
p−1 )p0( ∫
Rn
f pw
) p0
p
·
( ∫
n
(RH)p
′
w1−p′
)1− p0
p
,R
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Lemma 2.2, (2.2), and Hölder’s inequality. Note that the case p0 = 1 is simpler because several
terms disappear.
This gives the case p > p0 of (3.2) and we obtain from (2.4) the bound in terms of [w]Ap . 
The sharp form of the extrapolation theorem in terms of [w]Ap is useful to deduce the sharp
dependence of the Ap-constants for the norms of several classical operators like the Hilbert,
Riesz and Beurling transforms. See [7] for examples and references.
4. Lp(w) bounds for w ∈Aq with q < p
Let q < p. When we insert the bound (2.5) into (3.2) we get K(w)  C1N(C2[w]p0/pAq ).
Nevertheless, in the case p < p0, we can get a better bound by modifying the previous proof.
For this, we shall consider another way of building A1 weights, namely, that if Mf (x) is finite
almost everywhere and s > 1, then (Mf )1/s is an A1 weight with constant depending on s but
not on f (see [9, Theorem 7.7]).
Theorem 4.1. Under the hypotheses of Theorem 3.1, if w ∈ Aq for some q < p < p0 we have
( ∫
Rn
gpw
)1/p
 C1N
(
C2[w]Aq
)[w] 1p − 1p0Aq
( ∫
Rn
f pw
)1/p
.
Proof. In the first part of the proof of Theorem 3.1 instead of Rf we use Mf to get
∫
Rn
gpw 
( ∫
Rn
g
p
0 w(Mf )
p−p0
) p
p 0
( ∫
Rn
(Mf )pw
)1− p
p 0
. (4.1)
Set u = (Mf )(p0−p)/(p0−q). Since p0 − p < p0 − q , u is an A1 weight with constant inde-
pendent of f . Then wuq−p0 is an Ap0 weight with constant bounded by C(p,q)[w]Aq . Inserting
this into (4.1) we get
∫
Rn
gpw  CN
([
wuq−p0
]
Ap0
)p( ∫
Rn
f
p
0 w(Mf )
p−p0
) p
p 0
( ∫
Rn
|Mf |pw
)1− p
p 0
 CN
(
C(p,q)[w]Aq
)p‖M‖p(1− pp0 )Lp(w)
∫
Rn
|f |pw
 CN
(
C(p,q)[w]Aq
)p[w]1− pp0Aq
∫
Rn
|f |pw. 
When the function N appearing in (3.1) is of the form N(t) = tα , then from (3.2) we get
C[w]αp0/pAq , while Theorem 4.1 gives the exponent α + 1/p − 1/p0, which is better if αp0 > 1.
This condition is satisfied at least in all the examples for which the sharp bound is known.
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extrapolation theorem for Ap weights, regardless of the size of the constants.
The (apparently) more general statement of Rubio de Francia in [25] in which (3.1) is assumed
only for w ∈ Ap0/λ for some λ 1 can be obtained as a corollary to Theorem 3.1.
Corollary 4.2. Let 1 λ < ∞ and λ p0 < ∞. Assume that for w ∈ Ap0/λ we have
( ∫
Rn
gp0w
)1/p0
 CN
([w]Ap0/λ
)( ∫
Rn
f p0w
)1/p0
. (4.2)
Then for λ p < ∞ and w ∈ Ap/λ we have
( ∫
Rn
gpw
)1/p
 C1N
(
C2[w]max(1,
p0−λ
p−λ )
Ap/λ
)( ∫
Rn
f pw
)1/p
.
To prove this corollary it is enough to write gp0 = (gλ)p0/λ and f p0 = (f λ)p0/λ in (3.1), and
apply Theorem 3.1 with p0/λ as the starting exponent.
As an application of Corollary 4.2 we obtain an estimate for Lp(w) norms with Aq weights,
q < p. Applied to Calderón–Zygmund operators, this answers a conjecture of Lerner and Om-
brosi in [21] (Conjecture 1.3).
Corollary 4.3. Let T be an operator such that
‖Tf ‖Lp(w)  CN
([w]A1)‖f ‖Lp(w), (4.3)
for all w ∈ A1 and all 1 < p < ∞, with C independent of w. Then we have
‖Tf ‖Lp(w)  CN
([w]Aq )‖f ‖Lp(w) (4.4)
for all w ∈ Aq and 1 q < p < ∞, with C independent of w.
In particular, (4.4) holds with N(t) = t if T is a Calderón–Zygmund operator.
Proof. Given q ∈ (1,p), set p0 = p/q . Then (4.2) holds for λ = p0. Applying Corollary 4.2 we
obtain (4.4).
For Calderón–Zygmund operators, the estimate (4.3) was proved in [22] with N(t) = t . Then
(4.4) holds linearly in [w]Aq . 
5. Off-diagonal extrapolation
Muckenhoupt and Wheeden proved in [24] that the fractional integral Iα (convolution with
|x|α−n) is bounded from Lp(wp) to Lq(wq) for 1/q = 1/p − α/n if and only if w satisfies
[w]Ap,q := sup
Q
(
1
|Q|
∫
wq
)(
1
|Q|
∫
w−p′
)q/p′
< +∞, (5.1)Q Q
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is called Ap,q and [w]Ap,q given by (5.1) is the Ap,q constant of w. It is convenient to observe
that w ∈ Ap,q is equivalent to wq ∈ A1+q/p′ with the same constants.
The extrapolation theorem of Rubio de Francia was extended by Harboure, Macías and
Segovia to these classes of weights in [16]: if an operator is bounded from Lp0(wp0) to Lq0(wq0)
for some couple (p0, q0) and all w ∈ Ap0,q0 , then it is bounded from Lp(wp) to Lq(wq) when-
ever 1 < p,q < ∞, 1/q − 1/p = 1/q0 − 1/p0 and w ∈ Ap,q .
The sharp dependence on the Ap,q constant of the weight for the boundedness of Iα was
settled by Lacey, Moen, Pérez and Torres in [19]. In their approach they needed and proved the
extrapolation theorem of Harboure, Macías and Segovia with sharp bounds.
We shall write the proof of the extrapolation theorem for Ap,q classes using the method of the
previous section. Actually, we prove it in a more general setting than that of [16] and [19], in the
sense that it holds for any q > 0 and we allow different values for the exponent in the target space
and the second index in the weight class. The advantage of this generalization is that we want to
apply the theorem in two different situations: fractional integrals and multivariable extrapolation
(see the next section).
Theorem 5.1. Let 1 p0 < ∞ and 0 < q0, r0 < ∞. Assume that for some family of nonnegative
couples (f, g) and for all w ∈ Ap0,r0 we have
( ∫
Rn
gq0wq0
)1/q0
 CN
([w]Ap0,r0
)( ∫
Rn
f p0wp0
)1/p0
, (5.2)
where N is an increasing function and the constant C does not depend on w. Set γ = 1/r0 +
1/p′0. Then for all 1 < p < ∞ and 0 < q, r < ∞, such that
1
q
− 1
q0
= 1
r
− 1
r0
= 1
p
− 1
p0
, (5.3)
and all w ∈ Ap,r we have
( ∫
Rn
gqwq
)1/q
 CK(w)
( ∫
Rn
f pwp
)1/p
,
where
K(w) =
⎧⎨
⎩
N([w]Ap,r (2‖M‖Lγr (wr ))γ (r−r0)), if q < q0;
N([w]
γ r0−1
γ r−1
Ap,r
(2‖M‖
Lγp
′
(w−p′ ))
γ (r−r0)
γ r−1 ), if q > q0.
In particular, K(w) C1N(C2[w]
max(1, r0p
′
rp′0
)
Ap,r
) for w ∈ Ap,r .
The condition 1/q − 1/p = 1/q0 − 1/p0 imposes some restrictions on the values of p when
1/q0 − 1/p0 is positive.
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in the theorem also satisfy γ = 1/r + 1/p′, and [w]Ap,r = [wr ]Arγ .
Case q < q0 (p < p0, r < r0). Let f be in Lp(wp). Define H so that Hrγwr = f pwp . Then
H is in Lrγ (wr). Built the weight RH given by the Rubio de Francia algorithm and use Hölder’s
inequality to write
∫
Rn
gqwq =
∫
Rn
gqwq(RH)qγ (r−r0)/r0(RH)qγ (r0−r)/r0

( ∫
Rn
gq0
(
wr(RH)γ (r−r0)
) q0
r0
)q/q0( ∫
Rn
(RH)γ rwr
)1−q/q0
. (5.4)
(In the last term we use the first equality of (5.3).)
Part (a) of the Factorization Lemma 2.1 implies that wr(RH)γ (r−r0) is in Ar0γ and
[
wr(RH)γ (r−r0)
]
Ar0γ

[
wr
]
Arγ
[RH]γ (r0−r)A1 .
Using the hypothesis (5.2) we obtain
( ∫
Rn
gq0
(
wr(RH)γ (r−r0)
) q0
r0
)1/q0
 CN
([
wr(RH)γ (r−r0)
]
Ar0γ
)
·
( ∫
Rn
f p0
(
wr(RH)γ (r−r0)
) p0
r0
)1/p0
.
We insert this bound into (5.4) and use the properties of the Rubio de Francia algorithm:
(RH)−1 H−1, ‖RH‖Lγr (wr )  2‖H‖Lγr (wr ) = 2‖f ‖p/rγLp(wp), [RH]A1  2‖M‖Lγr (wr ). Thus we
get
( ∫
Rn
gqwq
)1/q
 CN
([
wr
]
Arγ
(
2‖M‖Lγr (wr )
)γ (r−r0))( ∫
Rn
f pwp
)1/p
.
Using (2.4) we obtain the bound N([wr ]
r0γ−1
rγ−1
Arγ
) = N([wr ]
r0p′
rp′0
Arγ
) for wr ∈ Arγ .
Case q > q0 (p > p0, r > r0). To use duality, consider a nonnegative function h in L
q
q−q0 (wq)
with unit norm.
Observe that w ∈ Ap,r is also equivalent to w−p′ ∈ Ap′γ and [w]Ap,r = [w−p′ ]p
′γ−1
Ap′γ . Define
H ∈ Lp′γ (w−p′) by setting Hp′γ w−p′ = hq/(q−q0)wq . Then we can built the A1 weight RH
given by the Rubio de Francia algorithm and use H  RH to get
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∫
Rn
gq0hwq =
∫
Rn
gq0
(
Hp
′γ w−(p′+q)
) q−q0
q wq

∫
Rn
gq0wq0p
′/p′0(RH)
rγ (q−q0)
q(rγ−1) .
The weight in the last integral is the q0/r0 power of an Ar0γ weight. Indeed, from (5.3) and
the definition of γ we can see that it is the q0/r0 power of
w
p′r0
p′0 (RH)
p′γ (r−r0)
r = (wr) r0γ−1rγ−1 (RH) γ (r−r0)rγ−1 ,
which is in Ar0γ according to part (b) of the Factorization Lemma 2.1. Moreover,
[(
wr
) r0γ−1
rγ−1 (RH)
(r−r0)γ
rγ−1
]
Ar0γ

[
wr
] r0γ−1
rγ−1
Arγ
[RH]
(r−r0)γ
rγ−1
A1
. (5.5)
Then we can apply the hypothesis (5.2) to get
∫
Rn
gq0hwq  CN
([(
wr
) r0γ−1
rγ−1 (RH)
(r−r0)γ
rγ−1
]
Ar0γ
)q0
·
( ∫
Rn
f p0wp
′(p0−1)(RH)
p0γ (r−r0)
r0(rγ−1)
) q0
p0
.
Using Hölder’s inequality with exponents p/p0 and its dual, inserting the bound from (5.5), and
taking into account that [RH]A1  ‖M‖Lp′γ (w−p′ ) we get the second part of the theorem.
Finally, we can use Lemma 2.3 to get K(w) C1N(C2[wr ]Arγ ). 
In the theorem of Harboure, Macías and Segovia, r = q > p. In the next section we shall need
the case r = p > q .
6. Multivariable weighted inequalities
L. Grafakos and J.M. Martell proved in [15] an extrapolation theorem for multivariable oper-
ators (see also [3] for a two variable version). We give another proof of the theorem by iterating
the off-diagonal extrapolation of the previous section.
Theorem 6.1. Let T be an operator defined on m-tuples of functions. Let 1  r1, . . . , rm < ∞
and 1/r = 1/r1 + · · · + 1/rm. Assume that
∥∥T (f1, f2, . . . , fm)∥∥Lr(wr1···wrm)  C
m∏
‖fj‖Lrj (wrjj ) (6.1)
j=1
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. . . ,Arm), with a constant C depending on the values of [wrjj ]Arj , but not otherwise on the
weights. Then, for every 1 < p1, . . . , pm < ∞, there exists a constant K such that
∥∥T (f1, f2, . . . , fm)∥∥Lp(wp1 ···wpm) K
m∏
j=1
‖fj‖Lpj (wpjj ) (6.2)
holds with 1/p = 1/p1 + · · · + 1/pm, for all tuples of weights (wp1 , . . . ,wpm) ∈ (Ap1 , . . . ,Apm)
and all functions fj ∈ Lpj (wpjj ).
Proof. Fix the functions f2, . . . , fm, the exponents r2, . . . , rm, and the weights w2, . . . ,wm. De-
fine the operator T (1) as follows:
T (1)(g) = T (g,f2, . . . , fm)w2 · · ·wm
m∏
j=2
‖fj‖−1
L
rj (w
rj
j )
.
Then (6.1) says that T (1) satisfies
∥∥T (1)(g)∥∥
Lr(wr1)
 C‖g‖
Lr1 (w
r1
1 )
for wr11 ∈ Ar1 and for some constant C depending on [wr11 ]Ar1 . We apply Theorem 5.1 to deduce
that T (1) is bounded from Lp1(wp11 ) to L
p(w
p
1 ) when 1 < p1 < ∞ and wp11 is in Ap1 , with
1/p = 1/p1 + 1/r2 + · · · + 1/rm.
Iterating this process for the other components we get the full range of exponents 1 <
p1, . . . , pm < ∞. 
Remark 6.1. We can use the bound given by Theorem 5.1 to estimate K of (6.2) in terms of C
of (6.1) in the following sense: if there exist functions Nj such that
C  C0
m∏
j=1
Nj
([
w
rj
j
]
Arj
)
,
with C0 independent of the weights, then
K K0
m∏
j=1
Nj
(
Kj
[
w
pj
j
]max(1, rj −1pj −1 )
Apj
)
.
7. Limited range extrapolation
For operators that are unbounded outside a range of the form (p−,p+) with 1 < p− <
p+ < ∞ we cannot expect the assumptions (3.1) or (4.2) to hold. Instead, we could have
weighted inequalities for weights satisfying conditions of the type wα0 ∈ Aq0 for some α0 > 1,
for instance. We treat such situation in the following extrapolation theorem, although the state-
ment is more general and even values of p smaller than 1 are allowed.
J. Duoandikoetxea / Journal of Functional Analysis 260 (2011) 1886–1901 1897Theorem 7.1. Let p0 ∈ (0,∞), q0 ∈ [1,∞) and α0  1. Assume that for some family of nonneg-
ative couples (f, g) and for all w such that wα0 is in Aq0 we have
( ∫
Rn
gp0w
)1/p0
 C
( ∫
Rn
f p0w
)1/p0
, (7.1)
where C depends on [wα0]Aq0 , but not otherwise on w. Let qp and αp be defined by
q0
qp
− 1 = α0
(
p0
p
− 1
)
and
αp
qp
= α0p0
q0p
. (7.2)
Set
p− = α0p0
α0 + q0 − 1 and p+ =
α0p0
α0 − 1 . (7.3)
Then for p− < p < p+ and all w such that wαp is in Aqp we have
( ∫
Rn
gpw
)1/p
 C
( ∫
Rn
f pw
)1/p
. (7.4)
Proof. We shall not assume the values of αp and qp of (7.2) as given, but as part of the conclu-
sion of the theorem. The proof will show how they are deduced.
Case p < p0. Let qp > 1 and let w be a weight such that wαp is in Aqp . Let f be in Lp(w).
Define H as Hqpwαp = f pw so that H is in Lqp(wαp). Thus we can built the A1 weight RH
using the Rubio de Francia algorithm. On the other hand, since wαp is in Aqp , Lemma 2.1 implies
that wαp(RH)qp−q0 is in Aq0 , so that this weight to the power 1/α0 can be used in (7.1). Thus we
write
∫
Rn
gpw =
∫
Rn
gp
(
w
αp
α0 (RH)
qp−q0
α0
) p
p0 w
1− pαp
p0α0 (RH)
q0−qp
α0
p
p0

( ∫
Rn
gp0w
αp
α0 (RH)
qp−q0
α0
) p
p0
( ∫
Rn
(RH)
(q0−qp)p
α0(p0−p) w
α0p0−pαp
α0(p0−p)
)1− p
p0
where we applied Hölder’s inequality.
We use (7.1), RH−1  H−1, and ‖RH‖Lqp (wαp )  2‖H‖Lqp (wαp ). This gives (7.4) if the ex-
ponents match. Since H = (f pw1−αp )1/qp , we see that this holds if
p
qp
qp − q0
α0
= p − p0 and αp
α0
+ 1 − αp
qp
qp − q0
α0
= 1,
which are the conditions in (7.2). On the other hand, we need qp > 1 and this is achieved if
p > p−, for the value of p− given in (7.3).
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p
p−p0 (w) with unit norm, for wαp ∈ Aqp .
Since w
αp
1−qp is in Aq ′p , we define H such that H
q ′pw
αp
1−qp = h
p
p−p0 w, so that the Rubio de Francia
algorithm yields the A1 weight RH. Then
∫
Rn
gp0hw 
∫
Rn
gp0
(
w
αp
1−qp −1(RH)q
′
p
) p−p0
p w. (7.5)
Let us observe that according to part (b) of Lemma 2.1,
w
αp
q0−1
qp−1 (RH)
qp−q0
qp−1 ∈ Aq0 .
We identify this weight raised to the power 1/α0 with the weight appearing in (7.5) so that (7.1)
can be applied. This requires
q ′p
p − p0
p
= 1
α0
qp − q0
qp − 1 and
(
αp
1 − qp − 1
)
p − p0
p
= αp
α0
q0 − 1
qp − 1 ,
which gives again (7.2).
After applying (7.1), use Hölder’s inequality and the properties of RH to end the proof.
The condition qp < ∞ demands p < p+ for the value of p+ appearing in (7.3). 
Remark 7.1. This theorem was proved by P. Auscher and J.M. Martell in [1, Theorem 4.9],
although their statement looks different because it is given in terms of reverse Hölder inequalities.
The equivalence with powers of weights in the corresponding Ap classes is mentioned in [1] and
was obtained by R. Johnson and C. Neugebauer in [18]. It reads
Asr = A1+ r−1
s
∩ RHs ,
where Asr = {w: ws ∈ Ar}. Here we say that w ∈ RHs for s > 1 if there exists C such that for
every cube Q
(
1
|Q|
∫
Q
ws
) 1
s
 C|Q|
∫
Q
w.
We easily check that Aα0q0 = A p0
p−
∩ RH( p+
p0
)′ and A
αp
qp = A pp− ∩ RH( p+p )′ , as stated in [1].
The particular case p0 = q0 = 2 was proved in [10].
Remark 7.2. It is apparent from the proof that we can keep track of the bounds in terms of the
constants of the weights as in the previous theorems.
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The extrapolation theorems obtained in the paper are based on the lemmas given in Section 2,
but Lemma 2.3 is only needed to give precise bounds in terms of the Ap-constant. The extrap-
olation results can be adapted to any situation in which factorization and the Rubio de Francia
algorithm are available. Several possible extensions can be found in [5]. We show in this section
two examples: weights associated to Muckenhoupt bases and to rough operators.
8.1. Muckenhoupt bases
Let B be a collection of open sets in Rn (a basis). Define the maximal operator associated to
B as
MBf (x) = sup
x∈B∈B
1
|B|
∫
B
|f |
if x belongs to some set in B, and MBf (x) = 0 otherwise. The theory of weights for maximal
operators associated to bases was studied by B. Jawerth in [17].
The weights associated to B are defined as the usual Ap weights: w ∈ Ap,B if
[w]Ap,B := sup
B∈B
(
1
|B|
∫
B
w
)(
1
|B|
∫
B
w1−p′
)p−1
< +∞, (8.1)
and w ∈ A1,B if MBw(x) Cw(x) a.e. In this case, [w]A1,B is the smallest constant fulfilling the
inequality. With these definitions it is immediate to see that the Factorization Lemma 2.1 holds.
We say that a basis is a Muckenhoupt basis if MB is bounded on Lp(w) whenever w ∈ Ap,B ,
for all 1 < p < ∞. Then the Rubio de Francia algorithm (Lemma 2.2) can be carried out for
Muckenhoupt bases.
With both lemmas we can obtain the extrapolation theorem corresponding to Theorem 3.1
with bounds similar to (3.2). We cannot use the bounds of Lemma 2.3, because they are specific
to the usual Hardy–Littlewood maximal operator. Similarly, Theorems 5.1, 6.1 and 7.1 can be
written in terms of Ap,B weights.
8.2. Rough operators
Weighted inequalities for rough operators such as homogeneous singular integrals, Hilbert
transforms and maximal functions along curves, and the dyadic spherical maximal function were
studied by D. Watson in [28]. An abstract formulation is in [8]. The extrapolation theorems given
by D. Watson follows the method of [12]; in [8], the theorem is stated but no proof is supplied.
The setting can be described as follows. There exist sublinear positive operators M and M∗,
bounded on L∞ and such that
M(uv)M(up)1/pM(vp′)1/p′
for 1 < p < ∞, with a similar property for M∗. Define
W1 =
{
w: M∗w(x) Cw(x) a.e.},
1900 J. Duoandikoetxea / Journal of Functional Analysis 260 (2011) 1886–1901and, for 1 < p < ∞,
Wp =
{
w: M is bounded on Lp(w)},
and similarly W ∗p (1 p < ∞). Note that M∗ appears in the definition of W1, and conversely.
Let AWp be the subset of non-extremal weights in Wp , that is,
AWp =
{
w ∈ Wp: ws ∈ Wp for some s > 1
}
.
The class AWp can be strictly contained in Wp , as is the case for the dyadic spherical maximal
operator [11].
For the rough operators considered in [28] and [8], M is the sum of the Hardy–Littlewood
maximal operator and a rough maximal operator given as the supremum of convolutions with
positive measures, and M∗ is analogous to M but with the adjoints of such convolutions. Then
the following factorization result holds: w is in AWp if and only if there exist w0 ∈ AW∗1 and w1 ∈
AW1 such that w = w0w1−p1 . Even without a description like (8.1), this is enough to factorize
AWp weights as in Lemma 2.1 (without considering (2.1) and (2.2), of course).
On the other hand, we need the Rubio de Francia algorithm to build AW1 and AW∗1 weights
rather than W1 and W ∗1 weights. This can be done as follows. From the non-extremality of the
weights it follows that if w ∈ AWp , then w ∈ AWp/s for some s > 1. Given f ∈ Lp(w), de-
fine Msf = (Mf s)1/s and built the weight Rf given by the algorithm when applied with the
iterations of Ms . We get Ms(Rf ) CRf , that is, Rf ∈ AW∗1.
Once the lemmas are available, we can prove the extrapolation theorem for AWp weights
(Theorem 3 of [28]). Theorems like those in Sections 5 and 7, for instance, are also feasible.
Remark 8.1. For other examples of the presence of two positive operators in the factorization
and extrapolation of weights, the reader can consult [5, Section 2.5]. The weights associated to
the one-sided Hardy–Littlewood maximal operator (see [27]) yield a familiar example.
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