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THE´ORE`ME D’EILENBERG-ZILBER EN HOMOLOGIE
CYCLIQUE ENTIE`RE
A. BAUVAL
Re´sume´. Pour des modules simpliciaux, le the´ore`me d’Eilenberg-Zilber clas-
sique e´nonce l’existence d’un produit sh : M⊗N →M×N (le shuffle) et d’un
coproduit AW : M×N → M⊗N (l’application d’Alexander-Whitney), quasi-
inverses. Une version cyclique de ce the´ore`me a e´te´ e´tablie ([HJ]), prouvant
l’existence de “coextensions” sh∞ et AW∞ de sh et AW , par une me´thode
de mode`les acycliques. Par ailleurs, une formule explicite pour sh∞ a e´te´
de´couverte par divers auteurs.
Nous re´solvons le proble`me restant : expliciter de meˆme AW∞, ainsi que
les homotopies par lesquelles sh∞ et AW∞ sont quasi-inverses et quasi-(co)-
associatifs, puis montrons que toutes les applications explicite´es s’e´tendent
continuˆment aux complexes cycliques entiers (associe´s a` des alge`bres norme´es).
Introduction.– Pour des modules simpliciaux, le the´ore`me d’Eilenberg-Zilber clas-
sique e´nonce l’existence d’un produit sh : M ⊗ N → M × N (le shuffle) et d’un
coproduit AW : M × N → M ⊗ N (l’application d’Alexander-Whitney), quasi-
inverses.
Une version cyclique de ce the´ore`me a e´te´ e´tablie par Hood-Jones [HJ] : ils
prouvent l’existence de ≪ coextensions ≫ sh∞ et AW∞ de sh et AW , par une
me´thode de mode`les acycliques. Par ailleurs, une formule explicite pour coe´tendre
sh (la version normalise´e de sh) a e´te´ de´couverte par divers auteurs ([L], biblio-
graphie du chapitre 4) : sh∞ est simplement constitue´ du shuffle sh et du shuffle
cyclique sh
′
.
Mais la question d’expliciter de meˆme AW∞, ainsi que les homotopies par les-
quelles sh∞ et AW∞ sont quasi-inverses et quasi-(co)-associatifs restait ouverte. Or
elle se pose de fac¸on cruciale lorsqu’on veut passer a` l’homologie cyclique entie`re ou
asymptotique, donc ve´rifier la continuite´ de ces applications. Nous fournissons une
solution comple`te a` ce proble`me (≪ rede´couvrant ≫ au passage le shuffle cyclique),
puis montrons que toutes les applications explicite´es s’e´tendent continuˆment aux
complexes cycliques entiers (associe´s a` des alge`bres norme´es A et B), pour donner
un quasi-isomorphisme
Ωε(A)⊗ Ωε(B) ≃ Ωε(A⊗B).
Cette solution est une e´tape vers une reformulation simplifie´e de l’homologie
cyclique asymptotique de Puschnigg ([P1]), dont la construction d’un produit et
d’un coproduit ([P2]) est radicalement diffe´rente.
Plan.– Les six sections de l’article sont, dans la mesure du possible, inde´pendantes,
de manie`re a` permettre au lecteur presse´ de se limiter, en premie`re lecture, aux trois
sections essentielles qui sont :
– I.– Rappels (principalement I.1 et I.2), ou` l’on reformule le proble`me et le
lemme de perturbation de Brown, et les solutions (partielles) ante´rieures.
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– IV.– Coextensions explicites de sh et AW , ou` l’on utilise ce lemme de per-
turbation pour construire sh∞, AW∞, et l’homotopie prouvant qu’ils sont
quasi-inverses (on montre ensuite qu’ils sont quasi-(co)-associatifs mais non
quasi-(co)-commutatifs).
– VI.– Produit et coproduit en homologie cyclique entie`re, ou` l’on prouve la
continuite´ des applications ci-dessus.
Dans les sections ≪ facultatives ≫ on re´sout (sections II et V) le meˆme proble`me
de coextensions (si possible de longueur 2) dans le cadre non normalise´, et on montre
(section III) comment e´tendre a` tous les modules cycliques les proprie´te´s obtenues
dans le cadre des modules cycliques d’alge`bres.
Notations.– k est un anneau commutatif unitaire. Les (k-) alge`bres seront toujours
suppose´es unitaires. Pour tout ensemble E, on notera k[E] le k-module libre sur E.
Pour tout entier naturel p, Λ[p] de´signera l’ensemble cyclique Λop(p,−), et λ[p] =
k[Λ[p]] le k-module cyclique engendre´. La k-alge`bre libre sur un ensemble a` n +
1 e´le´ments {a0, . . . , an} sera note´e Tn (on peut aussi la de´finir comme l’alge`bre
tensorielle T (kn+1)). Le normalise´ d’un module simplicial (e´ventuellement cyclique)
P∗ sera note´ P ∗ ([L] 1.6.4). En particulier pour P∗ = C∗(A) (associe´ a` une alge`bre
A), C¯n(A) = A ⊗ (A¯)⊗n = Ωn(A). Dans Ω(A ⊗ B), on notera abusivement a au
lieu de a⊗ 1 et b au lieu de 1⊗ b (pour a ∈ A et b ∈ B). Les ope´rateurs usuels b¯ et
B¯ (sur les complexes normalise´s) seront note´s simplement b et B.
I. Rappels
I.1. Formulation du proble`me. Soient P et Q deux modules simpliciaux. On
note P∗, Q∗ les complexes associe´s (munis de la diffe´rentielle de Hochschild b :
Pn → Pn−1). Les applications
AW : (P ×Q)∗ → P∗ ⊗Q∗
sh : : P∗ ⊗Q∗ → (P ×Q)∗
sont des quasi-isomorphismes naturels, inverses l’un de l’autre, et sh est associa-
tive et (avec la graduation) commutative. De plus, ces deux applications passent
aux normalise´s, et de´finissent des quasi-isomorphismes AW, sh entre (P ×Q)∗ et
P∗ ⊗Q∗ ([L] 1.6.4–1.6.12). On peut aussi remarquer que AW est coassociative.
Pre´cisons ce qu’on entend par ≪ sh est (avec la graduation) commutative ≫ .
On introduit deux ope´rateurs σ (qui commutent a` b) en posant
σ : P ⊗Q → Q⊗ P
xp ⊗ yq 7→ (−1)pqyq ⊗ xp
σ : P ×Q → Q × P
xn ⊗ yn 7→ yn ⊗ xn
(pour xp ∈ Pp, yq ∈ Qq, xn ∈ Pn et yn ∈ Qn), et l’on ve´rifie que σsh = shσ.
Si P,Q sont des modules non seulement simpliciaux mais cycliques, P∗, Q∗ sont
e´galement munis de l’ope´rateur de Connes B : Pn → Pn+1 (qui passe aux nor-
malise´s). On pose C−d (P∗) =
∏
i Pd+2i et on munit C
−
∗ (P∗) de la diffe´rentielle
b + B : C−d (P∗) → C−d−1(P∗). He´las, AW et sh ne commutent pas a` B (meˆme
sur les normalise´s) et meˆme, les (b, B)-bicomplexes (P × Q)∗ et P∗ ⊗ Q∗ ne sont
ge´ne´ralement pas quasi-isomorphes. Mais on peut, pour prouver que C−((P ×Q)∗)
et C−(P∗⊗Q∗) le sont ne´anmoins, construire ce que Hood et Jones ([HJ]) appellent
des coextensions de AW et sh (et de AW et sh). On suppose dans la de´finition
suivante que P∗, Q∗ (∗ ≥ 0) sont munis de diffe´rentielles b de degre´ −1, B de degre´
+1, telles que bB = −Bb.
De´finition I.1. Soit f : P∗ → Q∗ un morphisme de b-complexes. Une coextension
de f est une suite f∞ = (fk)k≥0, avec f0 = f , fk : P∗ → Q∗+2k, telle que [b +
B, f∞] = 0, c’est-a`-dire
[b, fk] + [B, fk−1] = 0
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(par convention, f−1 = 0). Cette coextension sera dite de longueur 2 si fk = 0 pour
k ≥ 2.
I.2. Lemme de perturbation et normalisation. Avant de rappeler les me´thodes
de Hood-Jones et de Kassel pour construire de telles coextensions, mentionnons
(en le particularisant a` notre contexte) un lemme de Brown, remis a` l’honneur
par Kassel dans le cadre cyclique ([K1] lemme 1.3 et proposition 7.1), et dont
une premie`re application imme´diate donne un quasi-isomorphisme naturel entre
C−(Q∗) et C
−(Q∗) [K1], application 7.3.a). On adopte les meˆmes hypothe`ses et
notations que dans la de´finition I.1.
Lemme I.2. Soient f : P∗ → Q∗, g : Q∗ → P∗, morphismes de b-complexes tels
que gf = 1 et ϕ : Q∗ → Q∗+1 une homotopie telle que fg = 1 + bϕ+ ϕb. On pose
ϕ∞ = ϕ
∑
m≥0(Bϕ)
m =
∑
m≥0(ϕB)
mϕ,
f∞ = (1 + ϕ∞B)f,
g∞ = g(1 +Bϕ∞),
b∞ = b+ gB(1 + ϕ∞B)f = b+ g(1 +Bϕ∞)Bf.
Alors,
b2∞ = 0,
f∞b∞ = (b+B)f∞,
g∞(b +B) = b∞g∞,
f∞g∞ = 1 + (b+B)ϕ∞ + ϕ∞(b +B).
Si de plus ϕ est ≪ spe´ciale ≫ , c’est-a`-dire ve´rifie
ϕf = 0, gϕ = 0, ϕ2 = 0,
alors g∞f∞ = 1 et ϕ∞ est spe´ciale.
(ϕ peut toujours eˆtre rendue ≪ spe´ciale ≫, [K1] remarque 1.2). Le quasi-iso-
morphisme (naturel) entre C−(Q∗) et C
−(Q∗) s’obtient en appliquant ce lemme a`
P∗ = Q∗ et g = j : Q∗ → Q∗ la projection canonique. Il existe en effet i : Q∗ → Q∗
et ϕ ve´rifiant les hypothe`ses du lemme. Or j commute a` B (par de´finition de B sur
Q∗), d’ou` b∞ = b+B (et j∞ = j).
D’apre`s ce re´sultat, si des coextensions AW∞, sh∞ existent, on peut en de´duire
des coextensions AW∞ := (j∞⊗ j∞)AW∞i∞ et sh∞ := j∞sh∞(i∞⊗ i∞) (on aura
bien AW 0 = (j⊗j)AWi = AWji = AW , et sh0 = jsh(i⊗i) = sh(j⊗j)(i⊗i) = sh.
On pourrait croire ([HJ], proof of theorem 2.3.a) que la re´ciproque est aussi simple :
si des coextensions AW∞, sh∞ existent, on a, certes ([GJ1]), un quasi-isomorphisme
g∞ := (i∞ ⊗ i∞)AW∞j∞, f∞ := i∞sh∞(j∞ ⊗ j∞), mais ces g∞ et f∞ ne sont
que des coextensions de g0 = (ij ⊗ ij)AW 6= AW et de f0 = ijsh 6= sh (on a donc
seulement (j ⊗ j)g0 = (j ⊗ j)AW et jf0 = jsh). Ce proble`me sera re´solu au §V.
D’autre part, le lemme ci-dessus sera re´utilise´ au §IV.
I.3. Me´thode de Hood-Jones. J’exposerai uniquement la me´thode de [HJ] pour
co-e´tendre un f0 : P∗ ⊗ Q∗ → (P ×Q)∗, car la solution pour un g0 : (P ×Q)∗ →
P∗ ⊗Q∗ est analogue, et car il faut un argument supple´mentaire (cf. § ci-dessus et
§V) pour passer aux non-normalise´s. Soit donc f0 : P∗⊗Q∗ → (P ×Q)∗, un quasi-
isomorhisme (naturel) de b-complexes, e´gal a` id en degre´ 0. (Ou plus ge´ne´ralement :
un morphisme homotope a` sh).
On construit les fk par re´currence sur k puis par sous-re´currence sur le degre´
total d = p+q de l’e´le´ment x¯⊗ y¯ ∈ P p⊗Qq auquel fk s’applique. Puisqu’on veut fk
naturel, on va de´finir fk(x¯ ⊗ y¯) uniquement pour x = 1p ∈ λ[p], y = 1q ∈ λ[q], puis
e´tendre fk a` P,Q, x, y quelconques en utilisant l’universalite´ des λ[n] ([HJ] lemme
2.1), qui n’est en fait qu’un avatar du lemme de Yoneda.
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La` encore, un proble`me se pose (a` moi) dans la me´thode de [HJ] : si z = fk(1p⊗
1q), et si ix : λ[p] → P, iy : λ[q] → Q sont les morphismes canoniques de modules
cycliques tels que ix(1p) = x et iy(1q) = y, on voudrait que
fk(x¯⊗ y¯) = (ix × iy)(z).
Or rien a priori n’assure que cette de´finition soit possible : il faudrait pour cela que
lorsque x ou y est de´ge´ne´re´, (ix× iy)(z) le soit aussi. Nous verrons (remarque III.8)
qu’en fait cette condition est automatiquement re´alise´e pour k = 1, et que pour
k ≥ 2 on a meˆme fk = 0. Par contre, le proble`me se pose re´ellement dans l’autre
sens, lorsqu’on veut coe´tendre un g0 : (P ×Q)∗ → P∗ ⊗Q∗.
Pour e´viter les deux proble`mes ci-dessus, reprenons la me´thode de [HJ] mais
sans passer par les normalise´s, et construisons directement une coextension f∞
d’un f0 : P∗ ⊗Q∗ → (P × Q)∗. L’e´tape de re´currence, c’est-a`-dire la construction
d’un z ∈ k[(Λ[p] × Λ[q])d+2k] tel que b(z) = Z := (fkb − [B, fk−1])(1p ⊗ 1q) se fait
en remarquant que (par hypothe`se de re´currence) bZ = 0 donc (par acyclicite´ de
(λ[n], b) en degre´s ≥ 2) z existe de`s que d + 2k − 1 ≥ 3. Il suffit donc d’initialiser
la re´currence, en construisant ≪ a` la main ≫ fk(1p ⊗ 1q) pour k = 1 et d ≤ 1.
Dans leur contexte (normalise´), Hood-Jones exhibent une telle initialisation pour
sh1, puis en de´duisent une initialisation pour un f0 ≪ quelconque ≫ , c’est-a`-dire
de la forme sh + bh + hb, en posant f1 = sh1 + Bh + hB. Pour adapter cela au
cadre non normalise´, il suffit d’initialiser sh1, puis d’appliquer leur argument pour
f0 = sh+ bh+ hb.
Nous donnerons au §V (par une autre me´thode) une preuve de l’existence de
sh∞, ce qui prouve que l’initialisation de sh1 est possible (remarque V.5).
Remarquons qu’une fois sh∞ construit (par la me´thode ci-dessus, ou par celle du
§V), il est en re´alite´ inutile, pour co-e´tendre f0, d’initialiser f1 puis d’appliquer (de
nouveau) la me´thode des mode`les acycliques : il suffit de poser f1 = sh1+Bh+hB
et fk = shk pour k ≥ 2. Dans le contexte normalise´, le raisonnement serait le meˆme
pour coe´tendre sh+ bh+ hb, a` partir d’une coextension de sh que nous fournirons
au §IV.
I.4. Me´thode de Kassel. Quelques mois auparavant, dans le cadre a priori plus
restreint (mais voir §III) des modules cycliques associe´s a` des alge`bres, et pour
coe´tendre seulement sh (et pas AW ), Kassel [K2] utilisait une me´thode voisine.
Les ≪ mode`les acycliques ≫ λ[n] sont remplace´s, dans ce contexte, par les modules
cycliques C∗(Tn).
Kassel cherchait shk sous la forme F
(k) ◦ sh (ce qui n’est pas restrictif puisque
AW sh = 1), les F (k) e´tant constitue´s des F
(k)
d : C¯d(A ⊗ B) → C¯d+2k(A ⊗ B).
L’e´tape de re´currence (sur k et d) consiste alors a` trouver
F
(k)
d ((a0 ⊗ b0)d(a1 ⊗ b1) . . . d(ad ⊗ bd)) = z ∈ C¯d+2k(Td ⊗ Td)
tel que bz = Z, ou` Z est (par hypothe`se de re´currence) un certain cycle dans
C¯d+2k−1(Td ⊗ Td). Par acyclicite´ des C∗(Tn) en degre´s ≥ 2, z existe de`s que d +
2k− 1 ≥ 3, et il suffit donc de construire a` la main l’initialisation F (1)0 et F (1)1 . (bZ
est bien nul seulement dans le complexe associe´ a` Td⊗Td, et non dans celui associe´
a` T2d+1, dont l’alge`bre pre´ce´dente n’est qu’un quotient ; a` cause probablement de
cette confusion, Kassel n’explicite que F
(1)
0 ; nous comple`terons son initialisation
dans la remarque IV.9).
Mais a` nouveau (comme au §I.3), le proble`me de compatibilite´ avec la norma-
lisation se pose, pour e´tendre F
(k)
d a` un e´le´ment quelconque de degre´ d : lorsqu’on
conside`re z comme une fonction multiline´aire des variables a0, b0, . . . , ad, bd et qu’on
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remplace ai⊗ bi par 1⊗ 1 pour un certain i ≥ 1, rien ne garantit que le re´sutat soit
nul (sauf pour d < 2k : cf. remarque III.8).
Retenons cependant de cette me´thode l’ide´e de chercher sh∞ sous la forme F ◦sh
(cf. §IV), et celle de restreindre (en apparence) le contexte aux modules cycliques
d’alge`bres (cf. §III).
I.5. Shuffles cycliques. Divers auteurs ont, inde´pendamment, trouve´ une coex-
tension de sh, explicite, et meˆme de longueur 2 (cf. [L], bibliographical comments
on chapter 4). De´crivons donc leur sh1.
Un (p, q)-shuffle cyclique est une permutation σ sur p + q e´le´ments, telle que
σ(a1, . . . , ap, b1, . . . , bq) s’obtienne en effectuant (inde´pendamment) une permuta-
tion circulaire sur les ai et une sur les bj , puis (tout en conservant l’ordre obtenu
sur les ai et celui sur les bj), en me´langeant les deux suites de telle fac¸on que a1
reste avant b1. Notons S
′
p,q l’ensemble des (p, q)-shuffles cycliques.
Si l’on note, comme dans [L] 4.2.1, l’action a` gauche du groupe syme´trique Sn
sur C¯n(A) par τ • a0da1 . . . dan = a0daτ−1(1) . . .daτ−1(n), et qu’on pose
(a0da1 . . . dap) ⊥ (b0db1 . . . dbq) =
∑
σ∈S′p,q
ε(σ) σ−1 • (a0⊗ b0)da1 . . .dapdb1 . . .dbq,
alors sh1 : C¯p(A)⊗ C¯q(B)→ C¯p+q+2(A⊗B) peut eˆtre choisi e´gal a` :
sh
′
(xp ⊗ yq) := (−1)p(dxp) ⊥ (dyq).
(Les deux formules ci-dessus rectifient la confusion entre σ et σ−1 et l’oubli du
(−1)p, dans les deux formules correspondantes de [L] 4.3.2).
Plus directement (et sans utiliser la notation •)
sh
′
(xp ⊗ yq) = (−1)p
∑
σ∈S′
p+1,q+1
ε(σ) σ(dxpdyq).
Ce sh
′
re´apparaˆıtra naturellement au §IV. D’autres choix sont bien suˆr possibles
pour sh1, mais les ≪ initialisations ≫ de Hood-Jones et de Kassel correspondaient
a` celui-ci (cf. remarque IV.9). Quels que soient ces choix, shk peut eˆtre pris nul
pour k ≥ 2. Ce (petit) miracle sera e´clairci au §III (remarque III.8).
I.6. Re´sultats de Puschnigg. Puschnigg a, le premier, construit un produit
et un coproduit suffisamment explicites, en homologie cyclique pe´riodique, pour
en controˆler la continuite´ et en de´duire les meˆmes ope´rations en homologie cy-
clique entie`re. (Tant qu’ils restaient dans le cadre purement alge´brique, les auteurs
pre´ce´dents se souciaient peu du caracte`re explicite de sh∞, AW∞, et meˆme ([K2],
[L]) – graˆce au lemme des 5 – de l’existence de AW∞).
Alors que les rappels des paragraphes pre´ce´dents seront des ingre´dients tech-
niques du pre´sent travail, la contribution de Puschnigg en a e´te´ l’ingre´dient essen-
tiel : motivation, espoir, et strate´gie (a contrario). En effet, dans son introduction
[P2], il
– pre´tend qu’il est impossible d’expliciter les re´sultats ante´rieurs : “ It is known
that a homotopy inverse to the shuffle map exists but cannot be described
explicitely ” , et souligne l’aspect crucial d’une telle explicitation pour passer
a` l’homologie cyclique entie`re ;
– se limite, partant de ce constat d’e´chec, a` travailler sur les complexes pe´rio-
diques : “ To overcome these difficulties we want to develop product operations
from a completely different point of view, due to Cuntz and Quillen [. . .] in a
purely Z/2Z-graded context ” ;
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– explique pourquoi sa strate´gie donne fatalement un produit peu calculable,
bien qu’ ≪ explicite ≫ (compose´ de six applications explicites) : “ the tensor
product of two [quasi-free] algebras will be of cohomological dimension two [. . .]
their periodic cyclic (co)-homology can still be calculated by a small quotient of
the periodic cyclic complex [. . .]. All calculations become much more elaborate
however due to the lack of a lifting property [. . .] the construction of a product
map will be considerably harder than that of the coproduct map ” .
Il est par exemple (possible mais) tre`s pe´nible de se convaincre que ce produit
est, pour des alge`bres commutatives, compatible (par passage aux quotients) avec
le produit usuel sur les complexes de De Rham commutatifs (comparer avec notre
remarque IV.10).
II. Coextension de longueur 2 pour sh
Le shuffle cyclique (§I.5) donne une coextension de longueur 2 du shuffle sh,
c’est-a`-dire que l’application
sh
′
: C¯p(A)⊗ C¯q(B)→ C¯p+q+2(A⊗B)
(naturelle en les k-alge`bres A et B) ve´rifie :
[sh,B] + [sh
′
, b] = 0, [sh
′
, B] = 0.
Nous verrons (§III) comment e´tendre ces e´quations a` la cate´gorie des k-modules
cycliques, et surtout (§V) comment en de´duire, sur les complexes non normalise´s,
une coextension de sh, le prix a` payer e´tant de perdre la proprie´te´ ≪ de longueur
2 ≫ (remarque V.5). Cependant, si l’anneau k (est de caracte´ristique 0 et) contient
Q, cette longueur 2 est pre´serve´e par une construction directe. L’objet du pre´sent
paragraphe est en effet la proposition suivante.
Proposition II.1. Sur les Q-modules cycliques, sh admet une coextension naturelle
de longueur 2.
Preuve. La me´thode est un raffinement de celle de Hood-Jones (§I.3). Le but est de
construire des applications sh′n : (P∗ ⊗ Q∗)n → (P × Q)n+2 (n ≥ 0) naturelles en
les Q-modules cycliques P,Q, ve´rifiant :
bsh′n = Zn := sh
′
n−1b+ shn+1B −Bshn (n ≥ 0) (1)n
sh′nB = Bsh
′
n−1 (n ≥ 1) (2)n
(avec (P∗ ⊗Q∗)−1 = 0, donc sh′−1 = 0).
Posons
Tk := 1− (−1)ktk
et rappelons que
B = TrN, avec rk := tk+1sk et Nk =
k∑
i=0
(−1)kitik.
J’en de´duis l’e´quation :
d0B = 2N.
(Si l’on pre´fe`re les conventions de Connes, il faut choisir rk = (−1)ksk, et donc rem-
placer d0 par (−1)kd0tk+1 = b′ − b). Sur Q, on dispose classiquement d’ope´rateurs
h′k :=
1
k+1 et hk tels que
hT = Th = 1− h′N.
Posons alors
L := h′
d0
2
, K := 1−BL.
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On remarque que hT , h′N , K, 1 − K sont idempotents, et ve´rifient les relations
utiles suivantes :
h′N = LB, KB = 0, hT (1−K) = 1−K, hT 2 = T.
Les sh′n vont eˆtre construits par re´currence sur n. Il est ne´cessaire pour cela
d’ajouter l’e´quation
Bsh′n(T ⊗ T ) = 0 (n ≥ 2) (3)n
car (2)n ⇒ (3)n−1. (Pour n = 0 ou 1, T ⊗ T = 0 car T0 = 0).
Pour n ≥ 2, voici l’e´tape de re´currence de la construction de sh′n, c’est-a`-dire
d’e´le´ments sh′p,q ∈ λ[p]n+2 ⊗ λ[q]n+2 pour p+ q = n, ve´rifiant les e´quations
bsh′p,q = Zp,q (0 ≤ p ≤ n) (1)p,q
sh′p,q(B ⊗ 1) = α := (−1)psh′p−1,q+1(1 ⊗B) +Bsh′p−1,q (1 ≤ p ≤ n) (2)p,q
Bsh′p,q(T ⊗ T ) = 0 (1 ≤ p ≤ n− 1) (3)p,q
auxquelles il est ne´cessaire de rajouter
sh′p,q(T ⊗B) = β(T ⊗ 1) avec β := (−1)pBsh′p,q−1 (1 ≤ p ≤ n− 1) (4)p,q
car (2)p,q ⇒ (4)p−1,q+1.
Pour n fixe´, les sh′p,q (p + q = n) sont construits par re´currence sur p. Par
hypothe`se de re´currence sur n, bZp,q = 0 donc (par acyclicite´ de Λ[p] × Λ[q] en
degre´ n + 1 ≥ 3) il existe Yp,q ∈ λ[p]n+2 ⊗ λ[q]n+2 tel que bYp,q = Zp,q. On peut
donc poser sh′0,n = Y0,n, mais pour p > 0 il faut modifier Yp,q de fac¸on a` satisfaire
aussi les e´quations (2)p,q et (si p < n) (3)p,q et (4)p,q. On va pour cela chercher une
solution γ de ces trois e´quations, puis la ≪ recoller ≫ avec Yp,q.
Simplifions d’abord (2)p,q et (4)p,q. Par hypothe`se de re´currence, α(T ⊗ 1) = 0
(d’apre`s (4)p−1,q+1) et β(T ⊗ T ) = 0 (d’apre`s (3)n−1). Donc α = α0(B ⊗ 1) et
β(T ⊗ 1) = β0(T ⊗B), en posant α0 := α(L⊗ 1) et β0 = β(1 ⊗ L), d’ou` :
(2)p,q ⇐⇒ (sh′p,q − α0)(B ⊗ 1) = 0 et
(4)p,q ⇐⇒ (sh′p,q − β0)(T ⊗B) = 0.
Posons alors
γ = α0((1 −K)⊗ 1) + β0(hTK ⊗ (1−K)).
Ainsi, γ est solution de (2)p,q, mais aussi de (3)p,q (car par construction,
Bα(1⊗T ) = 0 et Bβ = 0). D’autre part α(1⊗B) = β(B⊗1) (d’apre`s (2)n−1), d’ou`
α0(B⊗B) = β0(B⊗B), ou encore : α0((1−K)⊗ (1−K)) = β0((1−K)⊗ (1−K)),
si bien que γ peut aussi s’e´crire :
γ = α0((1 −K)⊗K) + β0(hT ⊗ (1−K)),
qui est solution de (4)p,q.
A` pre´sent, ≪ recollons ≫ γ avec Yp,q. Par hypothe`se de re´currence,
BZ(Tp⊗Tq) = 0 (d’apre`s (3)n−1) d’ou`, en posant Y ′ = Yp,q(Th⊗ Th) : BbY ′ = 0,
donc NbY ′ = d02 BbY
′ = 0 donc (puisque Hλn+2(Λ[p]⊗ Λ[q]) = 0) il existe U, V tels
que Y ′ = TU + bV . Posons
sh′p,q := γ + TU(ThK ⊗ ThK) + Y (ThK ⊗ h′N + h′N ⊗ 1).
Les e´quations (2)− (3)− (4)p,q, satisfaites par γ, le sont encore par sh′p,q. Reste a`
ve´rifier (1)p,q. Par hypothe`se de re´currence, bα = Z(B⊗1) et bβ(T ⊗1) = Z(T ⊗B)
(d’apre`s (1)n−1, (2)n−1, et (1)p−1,q+1). On en de´duit facilement que bγ = Z((1 −
K) ⊗ K + Th ⊗ (1 − K)). D’autre part, par choix de U , bTU(ThK ⊗ ThK) =
bY (ThK ⊗ ThK). Donc sh′p,q est bien solution de (1)p,q, puisque
(1−K)⊗K + Th⊗ (1 −K) + ThK ⊗ ThK + ThK ⊗ h′N + h′N ⊗ 1 =
(1−K)⊗K + Th⊗ (1 −K) + ThK ⊗K + h′N ⊗ 1 =
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Th⊗ (1−K) + Th⊗K + h′N ⊗ 1 =
Th⊗ 1 + h′N ⊗ 1 = 1.
Pour finir, initialisons la re´currence sur n, en montrant qu’il existe sh′0,0, sh
′
1,0,
sh′0,1 ve´rifiant les e´quations (1)0,0, (1)0,1, (1)1,0 et (2)1,0. Le seul proble`me est
l’e´quation (2)1,0 puisque les e´quations (1)n correspondent simplement a` la recherche
d’une coextension de sh de longueur quelconque (e´ventuellement infinie), qui sera
re´solue au §V. Autrement dit : il nous reste a` modifier une solution donne´e Y0, Y1 (cf
remarque V.5) de (1)0 et (1)1 de fac¸on a` obtenir sh
′
1B = Bsh
′
0. Il suffit pour cela de
modifier Y1,0 comme dans le cas ge´ne´ral ci-dessus. En effet, dans cette e´tape de la
construction par re´currence, le fait que n ≥ 2 n’avait pas servi. Plus explicitement :
on pose sh′0,0 := Y0,0, sh
′
0,1 := Y0,1 et sh
′
1,0 := α0((1 −K)⊗ 1) + Y1,0(K ⊗ 1) avec
α0 = α(L⊗ 1) et α = −Y0,1(1⊗B) +BY0,0. En effet, dans le cas (p, q) = (1, 0), la
solution ge´ne´rale est simplifie´e par les remarques suivantes : β = 0 (donc β0 = 0),
T1 ⊗ T0 = 0 (donc Y ′ = 0, donc U = 0, V = 0 conviennent), h′0N0 = 1 (donc
ThK ⊗ h′0N0 + h′N ⊗ 1 = K ⊗ 1) et K0 = 1. 
III. Ge´ne´ricite´ des modules cycliques d’alge`bres
Les coextensions sh∞, AW∞ du §IV seront construites a` partir d’une homotopie
naturelle ϕ entre sh AW et id. Pour trouver ϕ, nous utiliserons les ≪ mode`les
acycliques ≫ de Kassel (§I.4) plutoˆt que ceux de Hood-Jones (§I.3), donc nous nous
restreindrons aux modules cycliques d’alge`bres (ceci afin de disposer de l’outil des
re´solutions pour construire les homotopies).
Mais le ϕ : C¯n(A ⊗ B) → C¯n+1(A ⊗ B) que nous obtiendrons (naturel en les
alge`bresA et B) sera ≪ cyclique≫, c’est-a`-dire exprimable (line´airement) en termes
de morphismes de la cate´gorie Λop. Or l’objet du pre´sent paragraphe peut s’e´noncer
informellement comme suit.
Principe III.1. Si une proprie´te´ cyclique est vraie pour les modules cycliques
d’alge`bres alors elle est vraie pour tous les modules cycliques.
En particulier, nous disposerons d’une homotopie ϕ : (P ×Q)n → (P ×Q)n+1
(naturelle en les modules cycliques P,Q) entre sh AW et id, comme re´sultat du
§III.1 ci-dessous. Le §III.2 ne sera pas utilise´ dans la suite, mais illustre une autre
facette du principe III.1.
III.1. Prolongement des e´galite´s. Ce principe sera pre´sente´ dans le cas de
k-modules simpliciaux, pour alle´ger l’expose´, mais la preuve s’adapte sans au-
cune difficulte´ aux k-modules cycliques, et aux produits de deux tels modules.
Soit F : Cm(A) → Cn(A) une application naturelle en la k-alge`bre A. Notre
but est d’identifier les F qui s’e´tendent en une application f : Pm → Pn natu-
relle en le k-module simplicial P (un tel F sera dit ∆-repre´sentable), de montrer
qu’alors le repre´sentant f est unique, et de ≪ lire sur F ≫ a` quelle condition f
passe aux quotients, c’est-a`-dire de´finit une application f¯ : P¯m → P¯n (f sera
alors dite ≪ normalisable ≫) . On identifiera f avec son repre´sentant canonique
f(1m) ∈ k[∆op(m,n)] = k[∆[m]n], et de meˆme F avec F (a0 ⊗ . . .⊗ am) ∈ Cn(Tm).
Remarquons que Cn(Tm) = k[M
n+1
m ], ou` Mm est le mono¨ıde libre sur l’ensemble
{a0, . . . , am} ; ou encore :
Cn(Tm) = k[Cn(Mm)],
en appelant C∗(M) l’ensemble simplicial naturellement associe´ a` un mono¨ıde M .
Etudier le morphisme de k-modules (libres)
k[∆[m]n] → Cn(Tm)
f 7→ F = f(a0 ⊗ . . .⊗ am)
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se rame`ne donc a` e´tudier l’application
∆[m]n → Cn(Mm)
(c’est-a`-dire en fait : le morphisme d’ensembles simpliciaux ∆[m]→ C(Mm) cano-
niquement associe´, par proprie´te´ universelle de ∆[m], a` l’e´le´ment (a0, . . . , am) de
Cm(Mm)).
Lemme III.2. (i) L’application naturelle ∆[m]n → Cn(Mm) est injective.
(ii) Son image est constitue´e des e´le´ments de la forme
(m0, . . . ,mn) = (a0 . . . ai0 , ai0+1 . . . ai1 , . . . , ain−1+1 . . . ain)
avec 0 ≤ i0 ≤ i1 ≤ . . . ≤ in = m.
(iii) Un tel e´le´ment est l’image d’un e´le´ment de´ge´ne´re´ de ∆[m]n si et seulement
s’il existe ℓ > 0 tel que mℓ = 1.
Preuve. Un e´le´ment de ∆[m]n s’e´crit de manie`re unique sous la forme
f = sk1 . . . skpd
jn−p
n−p . . . d
j0
0
avec p ≥ 0 (p > 0 si et seulement si f est de´ge´ne´re´), 0 =: k0 ≤ k1 ≤ . . . ≤
kp+1 := n− p, j0, . . . , jn−p ≥ 0, et n+ j0 + . . .+ jn−p = m+ p. L’image de f dans
Cn(Mm) est alors de la forme e´nonce´e dans i) avec, pour kt + t ≤ s ≤ kt+1 + t,
is = j0 + . . . + js−t + s − t. En particulier, les ℓ tels que mℓ = 1 sont les ℓ de la
forme kt + t pour 1 ≤ t ≤ p, d’ou` iii). Re´ciproquement un (m0, . . . ,mn) comme
dans i) admet un unique ante´ce´dent f (d’ou` i) et ii)) : d’abord, p et (k1, . . . , kp)
son de´termine´s par la suite ℓ1 < . . . < ℓp ≤ n des indices ℓ > 0 tels que mℓ = 1 ;
on peut ensuite se ramener au cas p = 0, or dans ce cas, j0, . . . , jn sont simplement
de´termine´s par : j0 = i0 et pour 1 ≤ s ≤ n, js = is − is−1 − 1. 
Proposition III.3. (i) Un e´le´ment F ∈ Cn(Tm) est ∆-repre´sentable si et seule-
ment s’il est combinaison line´aire d’e´le´ments de la forme
(m0, . . . ,mn) = (a0 . . . ai0 , ai0+1 . . . ai1 , . . . , ain−1+1 . . . ain)
avec 0 ≤ i0 ≤ i1 ≤ . . . ≤ in = m, et
(ii) son repre´sentant f est alors unique.
(iii) De plus, f est normalisable si et seulement si
∀i ∈ {1, . . . ,m}, F (a0 ⊗ . . .⊗ ai−1 ⊗ 1⊗ ai+1 ⊗ . . .⊗ am) = 0
dans C¯n(Tm), donc si et seulement si F est normalisable,
(iv) et dans ce cas, f¯ = 0 si et seulement si F¯ = 0.
Preuve. Les points i) et ii) re´sutent imme´diatement des points correspondants du
lemme. Dans les point iii) et iv) la partie ≪ seulement si ≫ est imme´diate. Reste
donc a` prouver :
– iv’) si F ∈ k[X ], ou` X de´signe l’ensemble des e´le´ments de´ge´ne´re´s de Cn(Mm),
alors f est de la forme
∑
sjgj avec gj ∈ k[∆op(m,n− 1)]
– iii’) meˆme chose en remplac¸ant F (resp. f) par les F ◦ si (resp. f ◦ si) et m
par m− 1.
Il suffit e´videmment de prouver iv’). Supposons donc F ∈ k[X ], et notons Y
l’image de ∆[m]n dans Cn(Mm). Alors F ∈ k[X ] ∩ k[Y ] = k[X ∩ Y ]. Or d’apre`s
le point iii) du lemme, X ∩ Y est l’image dans Cn(Mm) des e´le´ments de´ge´ne´re´s de
∆[m]n, c’est-a`-dire des e´le´ments de la forme sj ◦ g avec g ∈ ∆[m]n−1. Il existe donc
des gj ∈ k[∆op(m,n − 1)] tels que F =
∑
sj ◦ gj(a0 ⊗ . . . ⊗ am) donc (d’apre`s le
point ii) de la proposition) tels que f =
∑
sj ◦ gj . 
Re´sumons la proposition pre´ce´dente :
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Corollaire III.4. Soit F : Cm(A)→ Cn(A) une application naturelle en l’alge`bre
A telle que F (a0⊗. . .⊗am) soit combinaison line´aire (a` coefficients fixe´s) d’e´le´ments
de la forme
a0 . . . ai0 ⊗ ai0+1 . . . ai1 ⊗ . . .⊗ ain−1+1 . . . am.
Alors F admet un ∆-repre´sentant (unique) f : Pm → Pn (naturel en le module
simplicial P∗). Si de plus F est normalisable alors f l’est aussi, et F¯ = 0 =⇒ f¯ = 0.
On laisse au lecteur l’exercice de de´montrer, par la meˆme me´thode, les trois
corollaires suivants.
Corollaire III.5. Soit F : Cm(A)→ Cn(A) une application naturelle en l’alge`bre
A telle que F (a0 ⊗ . . .⊗ am) soit combinaison line´aire d’e´le´ments de la forme
ain−q+1 . . . ain−q+1 ⊗ . . .⊗ . . . am ⊗ a0 . . . ai0 ⊗ ai0+1 . . . ai1 ⊗ . . .⊗ . . . ain−q .
Alors F admet un Λ-repre´sentant (unique) f : Pm → Pn (naturel en le module
cyclique P∗). Si de plus F est normalisable alors f l’est aussi, et F¯ = 0 =⇒ f¯ = 0.
Corollaire III.6. Soit F : Cm(A⊗B)→ Cn(A⊗B) une application naturelle en
les alge`bres A,B telle que F ((a0 ⊗ b0)⊗ . . .⊗ (am ⊗ bm)) soit combinaison line´aire
d’e´le´ments de la forme
(ain−q+1 . . . ain−q+1 ⊗ . . .⊗ . . . am ⊗ a0 . . . ai0 ⊗ ai0+1 . . . ai1 ⊗ . . .⊗ . . . ain−q )⊗
(bjn−r+1 . . . bjn−r+1 ⊗ . . .⊗ . . . bm ⊗ b0 . . . bj0 ⊗ bj0+1 . . . bj1 ⊗ . . .⊗ . . . bjn−r).
Alors F admet un Λ-repre´sentant (unique) f : (P ×Q)m → (P ×Q)n (naturel en
les modules cycliques P,Q). Si de plus F est normalisable alors f l’est aussi, et
F¯ = 0 =⇒ f¯ = 0.
Corollaire III.7. Soit F : (C∗(A) ⊗ C∗(B))m → (C∗(A) ⊗ C∗(B))n une appli-
cation naturelle en les alge`bres A,B admettant un Λ-repre´sentant (ne´cessairement
unique) f : (P ×Q)m → (P ×Q)n (naturel en les modules cycliques P,Q). Si F est
normalisable alors f l’est aussi, et F¯ = 0 =⇒ f¯ = 0.
Remarque III.8. Une simple observation comme dans [G] (proof of theorem
II.4.2) montre que dans les corollaires 4 et 5, F (ou f) est automatiquement norma-
lisable de`s que n > m, et F¯ (ou f¯) est automatiquement nulle de`s que n > m+ 1.
Dans le corollaire 6, ces conditions sont a` remplacer respectivement par n > 2m et
n > 2m + 2, et dans le corollaire 7, par n > m + 1 et n > m + 2. On trouverait
d’ailleurs les meˆmes conditions en remplac¸ant 6 par ≪ 6bis≫ avec F : Cm(A⊗B)→
(C∗(A) ⊗ C∗(B))n, et 7 par ≪ 7bis ≫ avec F : (C∗(A) ⊗ C∗(B))m → Cn(A ⊗ B).
En particulier toute coextension de sh est normalisable, en une coextension de sh,
et toute coextension de sh est de longueur 2.
III.2. Ge´ne´ralisation de certains re´sultats de Cuntz-Quillen. Les corollaires
6 et 7 ci-dessus s’appliqueront respectivement dans les lemmes IV.5 et IV.1 ; le
corollaire 5 va s’appliquer ici. Le pre´sent paragraphe est une digression qui illustre
une autre facette du principe III.1, en e´tendant aux modules cycliques des re´sultats
de [CQ1], [CQ2] sur les modules cycliques d’alge`bres.
Rappelons (preuve de la proposition II.1) la de´finition de r (r¯ de´signera sur Ω(A)
l’ope´rateur usuellement note´ d) :
rn = tn+1sn,
et de´finissons l’ope´rateur de Karoubi κ par :
br + rb = 1− κ
(donc κ commute a` b).
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Proposition III.9. r et κ sont normalisables, r¯2 = 0, [κ¯, r¯] = 0,
κ¯n+1r¯n = (−1)nrntn, κ¯n+1n+1r¯n = r¯n, κ¯nn = 1 + bn+1κ¯nn+1r¯n,
κ¯nn−1bn = bn, κ¯
n+1
n = 1− r¯n−1bn, (κ¯n − 1)(κ¯n+1n − 1) = 0,
Bn =
∑n
j=0 κ¯
j
n+1r¯n, r¯B = Br¯ = B
2 = 0,
Bκ¯ = κ¯B = B, κ¯
n(n+1)
n − 1 = bB = −Bb.
Preuve. Ces proprie´te´s ont e´te´ de´montre´es ([CQ1] p. 81–83 ou [CQ2] p. 387–389)
pour P∗ = C∗(A) (A alge`bre unitaire) donc se ge´ne´ralisent a` tout module cyclique
P∗ d’apre`s le corollaire III.4. On peut bien suˆr aussi les rede´montrer par un calcul
direct dans Λop. Par exemple : r est normalisable car ∀i ∈ {0, . . . , n}, rn+1si =
si+1rn ; r¯
2 = 0 car rn+1rn = s0rn ; κ est normalisable parce que r et b le sont (ou
directement : parce que
κn = (−1)ntn(1− sn−1dn),
d’ou` κn+1si = −si+1κn pour i < n et κn+1sn = 0). Mais le calcul dans Λop devient
plus pe´nible au fil des e´quations, d’ou` l’inte´reˆt du principe III.1. 
Si k contient Q, on peut enchaˆıner sur la ≪ de´composition spectrale relative a`
κ¯ ≫ en remplac¸ant partout, dans [CQ1] (p. 84-85) et [CQ2] (p. 389-392), Ω(A) par
P¯∗, pour un module cyclique quelconque P∗. Mais une proprie´te´ essentielle de Ω(A),
utilise´e dans les conse´quences de cette de´composition, est : Hn(Ω(A), r¯) = 0 pour
n ≥ 1. Or cette proprie´te´ ne se ge´ne´ralise pas a` tout module cyclique, ce qui met
en e´vidence (sans le contredire) les limites du principe III.1. Les modules cycliques
λ[n] ne fournissent pas un contre-exemple a` cette proprie´te´, donc la me´thode la
plus naturelle, pour construire un module cyclique P tel que H1(P¯ , r¯) 6= 0, est de
quotienter λ[1] en ≪ forc¸ant ≫ r1(11) a` eˆtre de´ge´ne´re´, et de ve´rifier que dans ce
quotient P , [11] /∈ Im(r¯0).
Proposition III.10. Soit P le module cyclique quotient de λ[1] par la relation :
(1− s1d1)(1− s0d0)r1(11) = 0. Alors H1(P¯ , r¯) 6= 0.
Preuve. Nous allons montrer bien plus que la proposition, en explicitant comple`te-
ment P . Il faut pour cela de´crire le sous-module cyclique Q de λ[1] engendre´ par
l’e´le´ment (1− s1d1)(1− s0d0)r1(11). Introduisons quelques notations : F := d0(11),
G := d1(11), Ei := s
i
0(11), s := sn ∈ Λop(n, n+ 1),
f1 := sF + tsG− (1 + t)E0;
si n ≥ 2, fn := snF + tn(sn−2E1 − sn−1E0)− sn−1E0,
en,n := s
nG− (1 + t+ . . .+ tn−1)(sn−2E1 − sn−1E0)− sn−1E0;
si 0 < i < n, ei,n := s
n−1−iEi − (1 + . . .+ ti−1)(sn−2E1 − sn−1E0)− sn−1E0.
(En particulier e1,n = 0). Soit R le sous-module de λ[1] line´airement engendre´ par
les fn, ei,n et leurs images par les puissances de t. Nous allons prouver que Q = R.
On a de´ja` (1 − s1d1)(1 − s0d0)r1(11) = −tf2 ∈ R. Il suffit ensuite de ve´rifier qu’a`
l’aide des sj , dj , t, on peut engendrer, a` partir de f2, tous les fn, ei,n (ce qui donnera
R ⊂ Q), et que toute image par sj ou dj d’un fn ou d’un ei,n appartient a` R (ce
qui prouvera que R est un sous-module cyclique).
Ces proprie´te´s se de´duisent facilement des e´quations suivantes :
d0fn = dnfn = 0, s0fn = fn+1 + t
n+1e2,n+1, snfn = fn+1 + t
ne2,n+1,
0 < j < n⇒ [djfn = fn−1 et sjfn = fn+1]
et pour 2 ≤ i ≤ n :
s0(ei,n) = ei+1,n+1 − e2,n+1, d0(ei,n) = ei−1,n−1,
0 < j < i⇒ [sj(ei,n) = ei+1,n+1 − (tj−1 + tj)e2,n+1 et dj(ei,n) = ei−1,n−1 + tjfn−1
]
,
si(ei,n) = ei+1,n+1 − ti−1e2,n+1, di(ei,n) = ei−1,n−1,
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j > i⇒ [sj(ei,n) = ei+1,n+1 et dj(ei,n) = ei,n−1] .
On a donc P = λ[1]/R. Or tout e´le´ment de Λ[1] s’e´crit de fac¸on unique sous la forme
tmskEi ou t
mskF ou tmskG. Vue la forme des ge´ne´rateurs de R, on en de´duit donc
une base de P :
P0 = k[F ]⊕ k[G], P1 = k[E0]⊕ k[tE0]⊕ k[sF ]⊕ k[sG], et
pour n ≥ 2, Pn =
⊕
0≤m≤n
(k[tmsn−1E0]⊕ k[tmsn−2E1]).
Par construction, r¯1([E0]) = 0, mais [E0] n’est pas combinaison line´aire de r0[F ] =
[E0] + [tE0]− [sG], de r0[G] = [E0] + [tE0]− [sF ], et des de´ge´ne´re´s [sF ], [sG]. 
IV. Coextensions explicites de sh et AW .
Les (b-) quasi-isomorphismes sh et AW (inverses l’un de l’autre a` homotopie
pre`s) ve´rifient les hypothe`ses du lemme de perturbation (lemme I.2) car on a de
plus :
AW sh = 1.
Malheureusement, aucun des deux ne commute a` B (sinon, le proble`me de coex-
tension serait imme´diatement re´solu, par le meˆme raisonnement qu’au §I.2). Mais
nous sommes sauve´s par une proprie´te´ providentielle (et a` ma connaissance, ignore´e
jusqu’a` pre´sent) :
Lemme IV.1. On a AWBsh = B.
Preuve. Soient x = a0da1 . . . dap ∈ Ωp(A), y = b0db1 . . . dbq ∈ Ωq(B) (pour deux
alge`bres unitaires quelconques A,B). Il suffit (corollaire III.7) de prouver que
AWBsh(x⊗y) = B(x⊗y). Or sh(x⊗y) =∑σ∈Sp,q ε(σ)(a0⊗b0)σ(z), ou` z de´signe
la suite da1, . . . , dap, db1, . . . , dbq a` laquelle s’applique le (p, q)-shuffle σ ∈ Sp,q, donc
Bsh(x⊗y) =∑p+qk=0(−1)(p+q)k
∑
σ∈Sp,q
ε(σ)tk(d(a0⊗b0), σ(z)), ou` t de´signe la per-
mutation circulaire t(w0, . . . , wp+q) = (wp+q , w0, . . . , wp+q−1).
Puis on applique AW p+q+1, qui va ≪ tuer ≫, dans cette somme, tous les per-
mute´s ou` un db apparaˆıt devant un da. En effet, AWn(d(u1⊗ v1) . . . d(un⊗ vn)) =∑n
k=0(uk+1 . . . undu1 . . . duk)⊗ (v1 . . . vkdvk+1 . . .dvn), donc s’il existe un i < j tel
que ui = 1 et vj = 1 alors les termes pour k ≥ i seront nuls parce que dui = 0, et
ceux pour k ≤ i aussi parce que dvj = 0.
Dans AWBsh(x⊗ y), AW ne s’applique donc de fac¸on non nulle qu’a` des produits
de la forme dai1 . . . d(a0 ⊗ b0) . . . daipdb1 . . . dbjq (dans ce produit, d(a0 ⊗ b0) peut
eˆtre inse´re´ n’importe ou`). Un tel produit, figurant dans Bsh(x ⊗ y), ne peut eˆtre
qu’un permute´ circulaire tk de
d(a0 ⊗ b0)σi(z) = d(a0 ⊗ b0)da1 . . . daidb1 . . . dbqdai+1 . . . dap
avec i ≥ 1, k = p− i,
ou de d(a0 ⊗ b0)τj(z) = d(a0 ⊗ b0)db1 . . .dbjda1 . . . dapdbj+1 . . . dbq
avec j ≥ 1, k = p+ q − j.
Donc AWBsh(x⊗ y) =
p∑
i=1
ε(σi)(−1)(p+q)(p−i)dai+1 . . . dapda0 . . .dai ⊗ b0db1 . . . dbq +
q∑
j=1
ε(τj)(−1)(p+q)(p+q−j)a0da1 . . . dap ⊗ dbj+1 . . . dbqdb0 . . . dbj .
Or ε(σi)(−1)(p+q)(p−i) = (−1)q(p−i)+(p+q)(p−i) = (−1)p(i+1)
et ε(τj)(−1)(p+q)(p+q−j) = (−1)pj+(p+q)(p+q−j) = (−1)q(j+1)+p,
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dou` le re´sultat :
AWBsh(x⊗ y) = (Bx) ⊗ y + (−1)px⊗ (By) = B(x ⊗ y). 
Lemme IV.2. Soit ϕ une homotopie (naturelle) telle que sh AW = 1 + bϕ+ ϕb.
En appliquant le lemme I.2, on obtient : b∞ = b +B.
Preuve. La composante de degre´ −1 de b∞ est b par de´finition. Celle de degre´ 1 est
B d’apre`s le lemme IV.1. Les suivantes sont nulles quel que soit le choix de ϕ, pour
des raisons de degre´ (remarque III.8). 
Si de plus ϕ est choisie spe´ciale, le lemme I.2 donne donc :
The´ore`me IV.3. Le lemme de perturbation fournit des coextensions AW∞ et
sh∞, mutuellement quasi-inverses en homologie cyclique ne´gative.
Remarque. On a de´ja` vu (remarque III.8) que sh∞ e´tait automatiquement de lon-
gueur 2. Par contre,
ϕk : Ω
n(A⊗B)→ Ωn+2k+1(A⊗B)
n’est nul que pour 2k > n+ 1, et
AW k : Ω
n(A⊗ B)→ (Ω(A) ⊗ Ω(B))n+2k
n’est nul que pour 2k > n+ 2.
Reste a` construire un ϕ de manie`re a` rendre ce the´ore`me explicite, et en particu-
lier a` identifier sh1 = ϕBsh. Nous allons pour cela utiliser une me´thode de mode`les
acycliques comme dans [HJ] (cf. notre §I.3, et notre §II qui s’en inspire), ou plutoˆt
comme dans [K2] (cf. notre §I.4), puisque nos ≪ mode`les≫ seront les alge`bres libres
Tn (de´ja` rencontre´es au §III).
On veut construire, par re´currence sur n,
ϕn : Ω
n(A⊗B)→ Ωn+1(A⊗B)
naturelle en les alge`bres A et B – donc repre´sente´e par un Φn ∈ Ωn+1(Tn ⊗ Tn) –
telle que bϕn = sh AW − 1− ϕn−1b (avec ϕ−1 = 0), ou encore :
b(Φn) = Zn := (sh AW − 1− ϕn−1b)(a0 ⊗ b0d(a1 ⊗ b1) . . . d(an ⊗ bn)).
Supposons ϕ0, . . . , ϕn−1 construits, avec n ≥ 2 (le proble`me de l’initialisation sera
re´gle´ facilement). Pour construire Φn ∈ Ωn+1(Tn ⊗ Tn) il suffit de remarquer que
par hypothe`se de re´currence b(Zn) = 0, et d’utiliser l’acyclicite´ de Ω(Tn ⊗ Tn) en
degre´s ≥ 3. Mais pour ve´rifier que le ϕn associe´ est normalisable, il faut l’expliciter
(sinon, on retombe sur le proble`me e´voque´ aux §I.3 et I.4). Il faut donc d’abord
construire une homotopie h qui te´moigne de cette acyclicite´ de Ω(Tn ⊗ Tn).
Nous allons calculer h a` l’aide de re´solutions. C’est ce qui nous a conduits a`
nous restreindre aux modules cycliques d’alge`bres. Mais graˆce au corollaire III.6,
le ϕ que nous obtiendrons sera (vue sa forme) Λ-repre´sentable et son repre´sentant
ve´rifiera la meˆme e´quation, et de meˆme pour les applications qui s’en de´duisent
dans le the´ore`me IV.3.
Lemme IV.4. Soient V,W deux k-modules et A := T (V ), B := T (W ) leurs
alge`bres tensorielles. On a
hb+ bh = 1− k,
avec hn : Ω
n(A⊗B)→ Ωn+1(A⊗B), kn : Ωn(A⊗B)→ Ωn(A⊗B) de´finies par :
k0 := 1, kn := 0 pour n ≥ 2, et si ui, vj ∈ V , wk ∈W , a ∈ A, b ∈ B et c ∈ A⊗B,
k1(cd(v1 . . . vq⊗w1 . . . wr)) :=
r∑
k=1
(v1 . . . vq⊗wk+1 . . . wr)c(1⊗w1 . . . wk−1)d(1⊗wk)
+
q∑
j=1
(vj+1 . . . vq ⊗ 1)c(v1 . . . vj−1 ⊗ w1 . . . wr)d(vj ⊗ 1),
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k2(cd(v1 . . . vq ⊗ b)d(a⊗ w1 . . . wr)) :=
r∑
k=1
q∑
j=1
(vj+1 . . . vqa⊗ wk+1 . . . wr)c
(v1 . . . vj−1 ⊗ bw1 . . . wk−1)[d(vj ⊗ 1)d(1 ⊗ wk)− d(1⊗ wk)d(vj ⊗ 1)],
hn(ωn−2d(u1 . . . up ⊗ b)d(v1 . . . vq ⊗ w1 . . . wr)) :=
(−1)n+1
r∑
k=1
p∑
i=1
(ui+1 . . . upv1 . . . vq ⊗ wk+1 . . . wr)ωn−2
d(u1 . . . ui−1 ⊗ bw1 . . . wk−1)[d(ui ⊗ 1)d(1⊗ wk)− d(1⊗ wk)d(ui ⊗ 1)]
+(−1)n
r∑
k=2
(v1 . . . vq ⊗wk+1 . . . wr)ωn−2d(u1 . . . up ⊗ b)d(1⊗w1 . . . wk−1)d(1⊗wk)
+(−1)n
q∑
j=1
(vj+1 . . . vq ⊗ 1)ωn−2d(u1 . . . up ⊗ b)d(v1 . . . vj−1 ⊗ w1 . . . wr)d(vj ⊗ 1)
(en particulier h0 = 0 et dans h1 seules les deux dernie`res lignes interviennent).
Preuve. Posons C = A⊗B, Ce = C ⊗Cop et Nn(C) = Ce ⊗ C¯⊗n = C ⊗ C¯⊗n ⊗C.
Alors Ωn(C) = C ⊗Ce Nn(C), or (Nn(C), b′) est une re´solution libre du Ce-module
C ([CE] p. 176). On construit une autre re´solution libre M∗(C) de C, de longueur
2, en tensorisant deux re´solutions libres de longueur 1 de A et B. Celle pour A, par
exemple, est donne´e par M0(A) = A⊗A = N0(A), M1(A) = A⊗ V ⊗A ⊂ N1(A),
avec une homotopie contractante s, de´finie par : s est A-line´aire a` droite, s−1(1) = []
et s0(v1 . . . vq[]) =
∑q
j=1 v1 . . . vj−1[vj ]vj+1 . . . vq. La re´solution M∗(C) obtenue est
donc de´finie par M0(C) = C ⊗C, M1(C) = C ⊗ (W ⊕ V )⊗C, M2(C) = C ⊗ (V ⊗
W ) ⊗ C, avec comme diffe´rentielle b′, et comme homotopie contractante σ de´finie
par : σ est C-line´aire a` droite, σ−1(1C) = [],
σ0((v1 . . . vq ⊗ w1 . . . wr)[]) =
r∑
k=1
(1A ⊗ w1 . . . wk−1)[wk](v1 . . . vq ⊗ wk+1 . . . wr)
+
q∑
j=1
(v1 . . . vj−1 ⊗ w1 . . . wr)[vj ](vj+1 . . . vq ⊗ 1B),
σ1((v1 . . . vq ⊗ b)[w]) =
q∑
j=1
(v1 . . . vj−1 ⊗ b)[vj , w](vj+1 . . . vq ⊗ 1B)
et σ1(c[v]) = 0.
Par la me´thode de [CE] p. 76-77, on de´finit explicitement deux morphismes (Ce-
line´aires) F : M∗(C) → N∗(C), G : N∗(C) → M∗(C), au-dessus de idC , et une
homotopie H∗ : N∗(C) → N∗+1(C) entre leur compose´ K := FG et l’identite´ (de
N∗(C)). Pre´cisons les re´sultats interme´diaires pour F et G :
F0 = G0 = idC⊗C , F1([w]) = [1A ⊗ w], F1([v]) = [v ⊗ 1B],
F2([v, w]) = [v ⊗ 1B, 1A ⊗ w]− [1A ⊗ w, v ⊗ 1B],
G1([v1 . . . vq ⊗ w1 . . . wr ]) =
r∑
k=1
(1A ⊗ w1 . . . wk−1)[wk](v1 . . . vq ⊗ wk+1 . . . wr)+
q∑
j=1
(v1 . . . vj−1 ⊗ w1 . . . wr)[vj ](vj+1 . . . vq ⊗ 1B),
G2([v1 . . . vq ⊗ b, a⊗ w1 . . . wr]) =
r∑
k=1
q∑
j=1
(v1 . . . vj−1 ⊗ bw1 . . . wk−1)[vj , wk](vj+1 . . . vqa⊗ wk+1 . . . wr).
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Il suffit de tensoriser H et K par 1C au-dessus de C
e pour en de´duire h et k. 
On calcule ensuite ϕ a` partir de h comme explique´ juste avant le lemme ci-dessus,
et l’on trouve :
Lemme IV.5. L’application ϕn : Ω
n(A ⊗B) → Ωn+1(A⊗ B) suivante (naturelle
en les alge`bres A et B et Λ-repre´sentable) ve´rifie : sh AW = 1 + bϕ+ ϕb.
ϕn :=
∑
0<p≤r≤n
(−1)n+rϕr,pn , avec
ϕr,pn (ωd(a1 ⊗ b1) . . . d(ar ⊗ br)) :=
(ap+1 . . . ar ⊗ 1B)ωd(b1 . . . bp)Shp,r−p(da1, . . . , dap, dbp+1, . . . , dbr),
ou` Shp,q de´signe la somme de tous les (p, q)-shuffles multiplie´s par leur signature.
De plus, cette homotopie est spe´ciale.
Preuve. Par re´currence, on calcule Zn := (sh AW − 1 − ϕn−1b)(a0 ⊗ b0d(a1 ⊗
b1) . . . d(an ⊗ bn)), Φn := hn(Zn), et ϕn (de´duit de Φn par universalite´), et l’on
ve´rifie que ϕn est normalisable, que b(Zn) = 0, et que kn(Zn) = 0 (meˆme si n ≤ 2,
valeurs pour lesquelles kn 6= 0), donc b(Φn) = (bh+ hb)(Zn) = (1 − k)(Zn) = Zn,
d’ou` bϕn = sh AW − 1− ϕn−1b. On ve´rifie facilement que le ϕ obtenu est spe´cial,
et Λ-repre´sentable (corollaire III.6). 
Comparons notre sh∞ avec la coextension ≪ classique≫ de sh (§I.5), c’est-a`-dire
notre sh1 = ϕBsh avec le shuffle cyclique sh
′
. Rappelons qu’on a introduit au §I.1
deux ope´rateurs σ, permettant d’exprimer la commutativite´ de sh par : σshσ = sh.
Ces σ commutent non seulement a` b mais aussi a` B, et sont normalisables (leurs
normalise´s seront encore note´s σ).
Proposition IV.6. On a ϕBsh = σsh
′
σ.
Preuve. Calculons ϕp+q+1Bp+qshp,q(a0da1 . . . dap⊗b0db1 . . .dbq), c’est-a`-dire appli-
quons (−1)p+q+1+rϕr,p′p+q+1, pour 0 < p′ ≤ r ≤ p+q+1, aux expressions de la forme
ε(σ)(−1)(p+q)idxp+q+1−i . . . dxp+qdx0 . . . dxp+q−i, pour 0 ≤ i ≤ p+ q, x0 = a0⊗ b0,
et (x1, . . . , xp+q) = un (p, q)-shuffle σ de (a1, . . . , ap, b1, . . . , bq). Posons n = p+ q,
q′ = r − p′, et
u1 = xn+1−i, . . . , ui = xn, ui+1 = x0, ui+2 = x1, . . . , un+1 = xn−i.
Pour que ϕr,p
′
n+1(du1 . . . dun+1) 6= 0 il faut, vue la forme de ϕr,p
′
n+1 et puisque ui+1 =
x0 = a0 ⊗ b0 est le seul terme ≪ mixte ≫, que :
⋆ (n+ 1)− r + 1 ≤ i+ 1 ≤ (n+ 1)− q′,
⋆ u(n+1)−r+1, . . . , ui et ui+2, . . . , u(n+1)−q′ soient des a et
⋆ u(n+1)−q′+1, . . . , un+1 soient des b.
De plus, comme u1, . . . , un+1 est le i-permute´ cyclique du shuffle σ, les a et b
e´voque´s sont ne´cessairement :
(ui+2, . . . , u(n+1)−q′) = (a1, . . . , an−q′−i) et (un+2−r, . . . , ui) = (a2n+2−r−i, . . . , ap)
(ce qui implique n− q′ − i < n+ p+ 2− r − i), et
(un+2−q′ , . . . , un+1) = (b1, . . . , bq′) (ce qui implique q
′ ≤ q).
Autrement dit, en posant j = n − q′ − i et k = n + p + 1 − r − i, le shuffle est
ne´cessairement de la forme
σ = (a1, . . . , aj , b1, . . . , bq′ , σ
′(aj+1, . . . , ak, bq′+1, . . . , bq), ak+1, . . . , ap),
ou` σ′ est un (k − j, q − q′)-shuffle. Les signatures de σ et σ′ sont donc relie´es par :
ε(σ) = (−1)q(p−j)+(q−q′)(k−j)ε(σ′).
ϕr,p
′
n+1(du1 . . . dun+1) est alors e´gal a` :
σ′(daj+1, . . . , dak, dbq′+1, . . . , dbq)db0Shp′,q′(dak+1 . . . dapda0 . . . daj , db1 . . .db
′
q)
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= σ′′(db0, . . . , dbq, da0, . . . , dap),
ou` σ′′ est un (q+1, p+1)-shuffle cyclique (cf. §I.5). Les signatures de σ′ et σ′′ sont
donc relie´es par : ε(σ′′) = (−1)q(q−q′)+p(p−j)+q′(p+1)+(k−j)(q−q′+1)ε(σ′).
Les conditions sur (i, r, q′) : 0 ≤ q′(≤ r−1 ≤ n), (0 ≤ i ≤ n), n+1−r ≤ i ≤ n−q′,
n − q′ − i < n + p + 2 − r − i, q′ ≤ q sont redondantes et e´quivalent simplement
a` : 0 ≤ q′ ≤ q, q′ + i ≤ n, r ≤ q′ + p + 2, n < r + i. Elles e´quivalent donc a` :
0 ≤ q′ ≤ q, 0 ≤ j ≤ k ≤ p. Les σ′′ obtenus sont donc tous les (q + 1, p+ 1)-shuffles
cycliques possibles (une fois chacun) de db0, . . . , dbq, da0, . . . , dap.
Compte tenu des liens entre les signatures de σ, σ′, σ′′, le coefficient de σ′′ dans
ϕBsh(a0da1 . . .dap ⊗ b0db1 . . . dbq) est (−1)ni+n+1+rε(σ) = (−1)qp+qε(σ′′). On
aboutit donc a` :
ϕBsh(a0da1 . . .dap ⊗ b0db1 . . . dbq) =
(−1)qp+q
∑
σ′′∈S′
q+1,p+1
ε(σ′′)σ′′(db0, . . . , dbq, da0, . . . , dap),
ce qui (§I.1 et I.5) correspond bien a` la de´finition de σsh′σ. 
Remarques.
– Contrairement a` sh, AW n’est pas commutatif. On avait donc en fait le choix,
dans l’explicitation du the´ore`me IV.3, entre deux quasi-inverses naturels (et
homotopies associe´es) pour sh, donnant deux coextensions diffe´rentes de sh,
conjugue´es l’une de l’autre par σ : le quasi-inverse que nous avons choisi,
(AW,ϕ), a donne´ une coextension par ϕBsh, l’autre, (σAWσ, σϕσ), aurait
donne´ une coextension par sh
′
.
– Le the´ore`me IV.3 et la proposition IV.6 fournissent donc une autre preuve de
[L] 4.3.3 (en tenant compte de la rectification signale´e au §I.5), c’est-a`-dire de
[B, sh] + [b, sh
′
] = 0.
Proposition IV.7. sh∞ est associatif a` homotopie pre`s, et AW∞ est coassociatif
a` homotopie pre`s.
Preuve. Il suffit e´videmment de prouver l’associativite´ (a` homotopie pre`s) de sh∞.
Par associativite´ de sh et par des raisonnements sur les degre´s (comme dans la
remarque III.8), il suffit en fait de trouver (pour tous p, q, r ≥ 0) un ψ : Ωp(A) ⊗
Ωq(B)⊗ Ωr(C)→ Ωp+q+r+3(A⊗B ⊗ C) tel que
sh(sh1 ⊗ 1) + sh1(sh⊗ 1)− sh(1 ⊗ sh1)− sh1(1⊗ sh) = bψ + ψb.
Le lecteur est invite´, a` titre d’exercice, a` utiliser, pour construire un tel ψ, la
meˆme me´thode que celle pre´sente´e pour construire ϕ (lemmes IV.4 et IV.5). Mais
la proposition pre´ce´dente permet d’e´viter ces calculs, en utilisant les ope´rateurs
B2, B3 de [GJ2]. En effet, le B2 de Getzler-Jones n’est autre que sh
′
au signe pre`s :
sh
′
p,q = (−1)pB2, donc l’e´quation de [GJ2], lemma 4.3,
−bB3(α, β, γ) = (−1)ε0B3(bα, β, γ) + (−1)ε1B3(α, bβ, γ) + (−1)ε2B3(α, β, bγ)
+α ⋆ B2(β, γ) + (−1)ε1B2(α ⋆ β, γ) + (−1)ε2B2(α, β ⋆ γ)− (−1)ε2B2(α, β) ⋆ γ
avec α, β, γ de degre´s p, q, r et ε0 = 0, ε1 = p − 1, ε2 = p + q, devient, en posant
ψ(α, β, γ) = (−1)qB3(α, β, γ) :
sh(sh
′ ⊗ 1) + sh′(sh⊗ 1)− sh(1⊗ sh′)− sh′(1 ⊗ sh) = bψ + ψb. 
On pourrait espe´rer, puisque sh est commutatif, que sh∞ le soit a` homotopie
(naturelle) pre`s, c’est-a`-dire que les deux coextensions sh∞ et σsh∞σ de sh soient
(naturellement) homotopes. C’est ce qu’affirme le the´ore`me 2.3 de [HJ], mais nous
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allons prouver que ce the´ore`me est faux. (Les coextensions de sh a` homotopie pre`s
forment en re´alite´ une droite affine, de direction H2(Λ[0]× Λ[0]) = k[B ⊗B]).
Proposition IV.8. sh∞ et σsh∞σ ne sont pas (naturellement) homotopes.
Preuve. Montrons que ψ∞ := AW∞(σsh∞σ − sh∞) n’est pas (naturellement) ho-
motope a` 0. Si elle l’e´tait, il existerait des applications (naturelles)
h
(i)
k : (Ω(A) ⊗ Ω(B))k → (Ω(A) ⊗ Ω(B))k+2i+1 (pour i, k ≥ 0) telles que
ψ
(i)
k = bh
(i)
k + h
(i)
k−1b+Bh
(i−1)
k + h
(i−1)
k+1 B.
Mais pour des raisons de degre´s (remarque III.8), de tels h
(i)
k seraient nuls pour
i ≥ 1, donc il ne resterait que les hk := h(0)k . D’autre part, σshσ = sh, donc
ψ(0) = 0 et
ψ(1) = AW
(1)
.0 +AW (σsh
(1)
σ − sh(1)) = AW sh′ − (AWϕ)Bsh = AW sh′,
en particulier ψ
(1)
0 (a⊗b) = AW sh
′
(a⊗b) = AW (dadb) = da⊗db. On aurait donc :
bhk = −hk−1b et da⊗ db = (Bh0 + h1B)(a⊗ b).
Or h0 := h0,0 et h1 := (h1,0, h0,1) sont a priori de la forme suivante :
h0,0(a⊗ b) = αda⊗ b+ βa⊗ db
h1,0(ada
′ ⊗ b) = (α1dada′ + α2da′da)⊗ b+
(β1ada
′ + β2a
′da+ γ1d(aa
′) + γ2d(a
′a))⊗ db
h0,1(a⊗ bdb′) = a⊗ (α3dbdb′ + α4db′db)+
da⊗ (β3bdb′ + β4b′db+ γ3d(bb′) + γ4d(b′b)),
avec, pour que bh1,0 = −h0,0(b1 ⊗ 10) et bh0,1 = −h0,0(10 ⊗ b1) :
−α2 = α1 = α, −α4 = α3 = β, β1 − β2 = −β, β3 − β4 = +α.
D’autre part, pour que −h1,0(b2 ⊗ 10) et −h0,1(10 ⊗ b2) puissent se mettre respec-
tivement sous la forme bh2,0 et bh0,2, il faut (et il suffit) que
−α2 = α1, −α4 = α3, γ1 + γ2 = −β2, γ3 + γ4 = −β4.
On aurait alors :
da⊗ db = (Bh0+ h1B)(a⊗ b) = (−α+ β+ β1+ γ1+ γ2+ β3+ γ3+ γ4)da⊗ db = 0,
d’ou` la contradiction. 
Remarque IV.9. Calcul des ≪ initialisations ≫ de sh et AW (cf. §I.3 et I.4).
Posons F (1) = σϕσB (de manie`re a` avoir sh
′
= F (1)sh). Alors F
(1)
0 (a⊗ b) = dadb,
ce qui correspond bien a` l’initialisation donne´e dans [K2] p. 208, qu’il faut comple´ter
par
F
(1)
1 (a⊗ bd(a′ ⊗ b′)) = d(a′a)dbdb′ − d(a′a)db′db + db′d(a′a)db
−dada′d(bb′) + da′dad(bb′) + dad(bb′)da′.
A partir de F (0) et F (1) on (re)trouve :
sh
′
0,0(a⊗ b) = dadb,
sh
′
1,0(ada
′ ⊗ b) = −dada′db + da′dadb+ dadbda′,
sh
′
0,1(a⊗ bdb′) = dadbdb′ − dadb′db + db′dadb,
ce qui est conforme a` notre de´finition du shuffle cyclique (§I.5) et correspond bien a`
l’initialisation donne´e (sous forme de Λ-repre´sentants) dans [HJ] p. 371. Par contre
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la formule correspondante de [HJ] p. 373 pour AW
(1)
est fausse. On peut la rem-
placer par notre AW
(1)
:= AWBϕ, qui donne
AW
(1)
0 (a⊗ b) = 0,
AW
(1)
1 (a⊗ bd(a′ ⊗ b′)) = ada′ ⊗ dbdb′ + da′da⊗ bdb′
(ou, en termes de Λ-repre´sentants : AW
(1)
1 = 1⊗ t2s1 + t22s0 ⊗ 1).
Remarque IV.10. Soient A une alge`bre commutative et (Λ(A), d) son complexe
de De Rham commutatif. L’application π : ω 7→ ω¯n! est un morphisme de (Ω(A), B, b)
sur (Λ(A), d, 0) ([CQ2], §13). Pour A et B commutatives, le produit sh∞ passe aux
quotients, et est compatible avec le produit usuel. Plus pre´cise´ment :
πsh∞(ωp ⊗ ωq) = π(ωp) ∧ π(ωq)± (−1)
p
2
dπ(ωp) ∧ dπ(ωq),
avec ± = + si l’on a choisi sh′ et ± = − si l’on a choisi σsh′σ (pour coe´tendre sh),
mais peu importe, puisqu’on ve´rifie facilement que xp ⊗ yq 7→ (−1)
p
2 dxp ∧ dyq est
homotope a` 0.
Il resterait, pour comple´ter le tableau, a` expliciter le lien avec le produit en
cohomologie cyclique de´fini par Connes.
V. De´normalisation d’une coextension.
Les deux e´quations AW sh = 1, AWBsh = B qui ont permis, au paragraphe
pre´ce´dent, de construire des coextensions AW∞, sh∞ de AW et sh, ne sont satis-
faites que dans les complexes normalise´s. Donc la me´thode du paragraphe pre´ce´dent
n’est pas applicable a` AW et sh. Par contre, nous allons ≪ relever ≫ AW∞, sh∞
en des coextensions AW∞, sh∞ des b-morphismes AW , sh (corollaire V.2). Plus
ge´ne´ralement, la proposition suivante montre comment relever une coextension g∞
d’un b-morphisme g0 a` valeurs dans un complexe normalise´, sans supposer a priori
que g0 se rele`ve en un b-morphisme (a` valeurs dans le complexe non normalise´). On
peut remarquer (en vue d’un e´nonce´ plus ge´ne´ral) que la seule proprie´te´ de la nor-
malisation j : Q∗ → Q¯∗ qu’on utilise est que c’est une re´traction par de´formation
qui commute a` B. Dans la proposition et le corollaire suivants, ϕ de´signera une
homotopie ≪ spe´ciale ≫ associe´e a` j (cf. §I.2).
Proposition V.1. Soient f (k) : P∗ → Q∗+2k des applications telles que les g(k) :=
jf (k) : P∗ → Q¯∗+2k ve´rifient [b, g(k)] + [B, g(k−1)] = 0. Alors les h(k) : P∗ → Q∗+2k
de´finies par
h(k)n := f
(k)
n + ϕ(bf
(k)
n − h(k)n−1b+ [B, h(k−1)]n)
ve´rifient : jh(k) = g(k) et [b, h(k)] + [B, h(k−1)] = 0.
Preuve. On pose bien suˆr h
(k)
n = 0 si k ou n < 0, ce qui initialise cette de´finition
par re´currence (en particulier, on aura h
(0)
0 = f
(0)
0 ). Puisque jϕ = 0, on a de´ja`
jh = jf = g. Posons alors x
(k)
n := ([b, h(k)] + [B, h(k−1)])n (dont on veut montrer
qu’il est nul) et y := x− bh+ bf . On a donc : (1 + bϕ+ ϕb)y = 0 et by = bx, d’ou`
bh = b(f +ϕy) = bf − (1+ϕb)y = bf −y−ϕbx = bh−x−ϕbx, donc (1+ϕb)x = 0.
Or
bx(k) = −bh(k)b−Bbh(k−1) − bh(k−1)B =
([B, h(k−1)]−x(k))b−B(x(k−1)+h(k−1)b+h(k−2)B)−(x(k−1)+h(k−1)b−Bh(k−2))B
= −x(k)b−Bx(k−1) − x(k−1)B.
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On a donc x
(k)
n = −ϕbx(k)n = ϕ(x(k)n−1b+Bx(k−1)n + x(k−1)n+1 B), d’ou` l’on de´duit (par
re´currence sur (k, n)) que x
(k)
n = 0. 
Corollaire V.2. Soient f (k) : P∗ → Q∗+2k des applications telles que les g(k) :=
jf (k) : P∗ → Q¯∗+2k ve´rifient [b, g(k)] + [B, g(k−1)] = 0, et telles que [b, f (0)] = 0.
Alors les h(k) : P∗ → Q∗+2k de´finies par
h(k) := f (k) + ϕ
k∑
i=1
(Bϕ)k−i([b, f (i)] + [B, f (i−1)])
ve´rifient : jh(k) = g(k), [b, h(k)] + [B, h(k−1)] = 0, et h(0) = f (0).
Preuve. Il suffit de montrer que graˆce a` l’hypothe`se supple´mentaire sur f (0), ces
h co¨ıncident avec les pre´ce´dents. La ve´rification (par re´currence sur (k, n)) est
imme´diate (en utilisant ϕ2 = 0). 
Remarque V.3. Si g∞ est de longueur 2, c’est-a`-dire si f
(k) peut eˆtre suppose´e
nulle pour k ≥ 2 (ce qui sera le cas pour g∞ = sh∞), son ≪ de´normalise´ ≫ h∞ ne
le restera pas : on aura seulement, pour k > 0, h(k) = f (k) + ϕ(Bϕ)k−1([b, f (1)] +
[B, f (0)]), d’ou` l’inte´reˆt du §II.
Remarque V.4. Le corollaire ci-dessus peut en fait se de´duire directement du
lemme de perturbation (§I.2) qui, applique´ a` (j, ϕ), donne b∞ = b + B et j∞ = j.
En effet, la de´finition des h(k) s’e´crit h∞ = f∞ + ϕ∞[b∞, f∞] et l’hypothe`se sur
les f (k) donne (1 + b∞ϕ∞ + ϕ∞b∞)[b∞, f∞] = i∞j[b∞, f∞] = 0 donc [b∞, h∞] =
[b∞, f∞]+b∞ϕ∞[b∞, f∞]−ϕ∞[b∞, f∞]b∞ = −ϕ∞b∞[b∞, f∞]−ϕ∞[b∞, f∞]b∞ = 0.
De plus, d’apre`s notre reformulation (lemme I.2), il est en re´alite´ inutile ici de
supposer que ϕ est spe´ciale. On a juste besoin (pour que jh∞ = jf∞) que jϕ = 0,
mais pas que ϕ2 ni ϕi soient nulles.
Remarque V.5. On peut appliquer le corollaire ci-dessus pour ≪ de´normaliser≫AW
et sh. Il n’est pas ne´cessaire pour cela d’expliciter i et j : il suffit de ϕ. D’apre`s la
fin de la remarque pre´ce´dente, on peut choisir (en s’inspirant de [M] p. 94–95)
ϕn = −s0 + s1(1 − s0d0)− s2(1 − s1d1)(1 − s0d0) + . . .
+(−1)n+1sn(1− sn−1dn−1) . . . (1 − s0d0).
On en de´duit en particulier une de´normalisation des initialisations de la remarque
IV.9 :
sh
(1)
0,0(a⊗ b) = (1, a, b) + (ab, 1, 1),
sh
(1)
1,0((a, a
′)⊗ b) = −(1, a, a′, b) + (1, a′, a, b) + (1, a, b, a′)+
(a′, 1, 1, ab)− (a′b, 1, 1, a) + (ab, 1, 1, a′)− (ab, 1, a′, 1) + (ab, a′, 1, 1)− (aa′b, 1, 1, 1),
sh
(1)
0,1(a⊗ (b, b′)) = (1, a, b, b′)− (1, a, b′, b) + (1, b′, a, b)+
(b′, 1, 1, ab) + (ab, 1, 1, b′)− (ab′, 1, 1, b)− (ab, 1, b′, 1) + (ab, b′, 1, 1)− (abb′, 1, 1, 1).
(AW
(1)
0 = 0, et on laisse au lecteur le soin de calculer AW
(1)
1 ).
VI. Produit et coproduit en homologie cyclique entie`re.
Une b+B-cochaˆıne (ϕ2n)n∈N (resp. (ϕ2n+1)n∈N) sur une alge`bre de Banach A est
dite entie`re si et seulement si ∀µ > 0,∑n ‖ϕ2n‖µn n! <∞ (resp.
∑
n ‖ϕ2n+1‖µn n! <
∞), ou encore si et seulement si ∀µ > 0, la suite ‖ϕ2n‖µn n! (resp. ‖ϕ2n+1‖µn n!)
est borne´e . (La de´finition originelle de la cohomologie cyclique entie`re – [C1]
– e´tait en termes de d1 + d2-cochaˆınes, avec d1 := (n + 1)b : C
n → Cn+1 et
d2 :=
1
nB : C
n → Cn−1, mais un tableau de conversion est fourni dans [C2],
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p. 371). Donc en unifiant les cas pair et impair : (ϕn)n∈N est entie`re si et seulement
si ∀r > 0, ‖ϕn‖r−n
√
n! est borne´e. En homologie, le b+B complexe entier (norma-
lise´), est donc ([GS]) Ωε(A) := le syste`me inductif, pour r→ 0+, des Ωr(A), de´finis
comme comple´tions de Ω(A) pour les normes
‖
∞∑
n=0
ωn‖r =
∞∑
n=0
rn‖ωn‖√
n!
(On ve´rifie sans peine que b et B sont bien des endomorphismes du Ind-objet
Ωε(A)). J’insiste sur le choix d’arreˆter la construction aux Ind-objets au lieu de
passer a` la limite inductive, qui n’est pas compatible au produit tensoriel projectif.
La preuve du the´ore`me ci-dessous est essentiellement combinatoire, donc
s’adapte verbatim aux variantes naturelles de cette de´finition pour des alge`bres
localement convexes ([C2] p. 370), et aux the´ories cycliques (pe´riodique, entie`re,
asymptotique) e´tudie´es par Puschnigg [P1].
The´ore`me VI.1. Le produit et le coproduit sh∞, AW∞ de´finissent des quasi-
isomorphismes, quasi-inverses mutuels,
shε : Ωε(A⊗B)→ Ωε(A)⊗ Ωε(B),
AW ε : Ωε(A)⊗ Ωε(B)→ Ωε(A⊗B).
Il est facile de ve´rifier que ϕ, sh, AW sont continues. Par exemple, la continuite´
de ϕ vient du fait que ϕn est une somme de
∑
0<p≤r≤n C
p
r = 2(2
n− 1)− n termes.
Vues les formules du lemme I.2, le seul proble`me est donc de prouver la continuite´ de
l’application
∑
k>0(ϕB)
k, de Ωε(A⊗B) dans lui-meˆme. Dans cette se´rie, applique´e
a` un e´le´ment ωn de degre´ n, les termes de degre´s > 2n + 3 sont nuls (remarque
III.8) donc la somme est en re´alite´ finie (pour k de 1 a` ⌊n+32 ⌋), mais la majoration
pre´ce´dente du nombre de termes dans ϕn est trop grossie`re, car elle ne donne,
pour le nombre de termes de (ϕB)k(ωn), qu’un majorant de l’ordre de 2
k(n+k), en
particulier, pour k = ⌊n+32 ⌋, de l’ordre de 2(3n
2/4), qui n’est pas majore´ par une
expression de la forme Cn
√
(2n+3)!
n! .
Pour affiner la majoration de ϕB, introduisons quelques remarques et notations.
Rappelons (lemme IV.5) que sur Ωn(A⊗B), ϕn :=
∑
0<p≤r≤n(−1)n+rϕr,pn avec, si
ω ∈ Ωn−r(A⊗B) et mi = ai ⊗ bi,
ϕr,pn (ωdm1 . . . dmr) :=
(ap+1 . . . ar ⊗ 1B)ωd(b1 . . . bp)Shp,r−p(da1, . . . , dap, dbp+1, . . . , dbr).
Pour que cette expression soit non nulle il faut que
⋆ a1, . . . , ap soient diffe´rents de 1 et l’un au moins desm1, . . . ,mp soit ≪ mixte≫ ,
c’est-a`-dire ve´rifie e´galement bi 6= 1, et
⋆ bp+1, . . . , br soient diffe´rents de 1.
On en de´duit la proprie´te´ suivante. Appelons ≪ mot autorise´ ≫ un
m0dm1 . . . dmn ou` (m0, . . . ,mn) est constitue´ (a` permutation circulaire pre`s) d’une
succession de ≪ blocs vivants ≫ (c’est-a`-dire de suites αpµqβr de p+ q + r termes,
les p premiers de la forme a⊗ 1, les q suivants (q > 0) mixtes, et les r derniers de la
forme 1⊗ b), alternant avec des ≪ blocs inertes ≫ (c’est a` dire vides, ou compose´s
uniquements de termes α et β, avec un α au de´but et un β a` la fin). Alors ϕB
transforme un mot autorise´ en une somme (signe´e) de mots autorise´s, obtenue en
disloquant (un par un) chaque bloc vivant et en faisant la somme.
Pre´cisons la dislocation d’un tel bloc αpµqβr :
– on choisit dans αpµqβr un sous-bloc a` disloquer, c’est-a`-dire le nombre (i) de
α et (k) de µ e´carte´s a` gauche, et le nombre (j) de β et (m− k) de µ e´carte´s
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a` droite, avec 0 ≤ i ≤ p, 0 ≤ j ≤ r,0 ≤ k ≤ m < q, et k > 0 ⇒ i = p,
k < m⇒ j = r
– puis on ame`ne ce sous-bloc αp−iµq−mβr−j en queue (par permutation cir-
culaire due a` B) et on fait agir les ϕr
′,p′ de manie`re a` remplacer (a` per-
mutation circulaire pre`s dans le mot, et aux signes pre`s) ce sous-bloc par :
βShp′,r′−p′(α
p′βr
′−p′)α
– on ≪ gomme ≫ , dans chaque mot de la somme obtenue, des α, β devenus
≪ inertes ≫ .
Associons, a` tout mot (signe´) sur l’alphabet α, β, µ, le monoˆme XqY s, ou` q
de´signe le nombre des µ, et s la longueur du mot. Par exemple, au bloc vivant
αpµqβr a` disloquer par ϕB est associe´ le monoˆme XqY p+q+r , et au re´sultat de cette
dislocation (apre`s gommage de certains α, β inertes) est associe´ un polynoˆme a` co-
efficients positifs. L’inte´reˆt de ce polynoˆme est que sa valeur pour X = Y = 1 donne
le nombre de termes de la somme obtenue par dislocation. Nous allons majorer ce
polynoˆme (au sens : majoration coefficient par coefficient), par un polynoˆme expli-
cite ne de´pendant que de (q, p+ q + r), que nous noterons donc (Bϕ)(XqY p+q+r).
Lemme VI.2. Il existe des constantes universelles K,L,M telles que :
(ϕB)(XqY s) ≤ Kq
∑
0≤m≤n,m<q,n≤s+2
Lq−mM s−nXmY n.
Preuve. Lors de la dislocation du sous-bloc αp−iµq−mβr−j , de longueur r′ :=
p + q + r − i − j − m, le bloc αpµqβr est remplace´ par une somme (signe´e) de
blocs, de la forme
∑
p′ α
iµkβShp′,r′−p′(α
p′βr
′−p′)αµm−kβj . Dans une telle expres-
sion, les seules lettres e´ventuellement vivantes d’un (p′, q′)-shuffle sont ses β les
plus a` gauche et ses α les plus a` droite, et l’on peut meˆme effectuer des ≪ gom-
mages ≫ supple´mentaires, lorsque i > 0 et k = 0, ou lorsque j > 0 et k = m. Il
convient donc de distinguer les 3 cas
(k = i = 0) ou (0 < i < p et k = 0) ou (i = p et k > 0),
et dans chaque cas, les 3 sous-cas
(m− k = j = 0) ou (0 < j < r et k = m) ou (j = r et k < m),
soit au total 9 cas. Notons sh(β, α) ce qui reste de Shp′,q′(α
p′βq
′
) quand on ne re-
tient dans chaque shuffle que les β de gauche et les α de droite, et de meˆme sh(β),
sh(α), sh(∅) quand on ne retient que les β de gauche, ou les α de droite, ou aucun
α ni β.
Apre`s gommage de lettres inertes, l’expression αiµkβShp′,q′(α
p′βq
′
)αµm−kβj de-
vient, selons les cas :
1.1 (k = i = j = 0,m = 0) βsh(β, α)α = Y 2sh(β, α)
1.2 (k = i = 0, 0 < j < r,m = 0) βsh(β) = Y sh(β)
1.3 (k = i = 0, j = r,m > 0) βsh(β, α)αµmβr = XmY m+r+2sh(β, α)
2.1 (k = 0, 0 < i < p, j = 0,m = 0) sh(α)α = Y sh(α)
2.2 (k = 0, 0 < i < p, 0 < j < r,m = 0) sh(∅)
2.3 (k = 0, 0 < i < p, j = r,m > 0) sh(α)αµmβr = XmY m+r+1sh(α)
3.1 (k = m, j = 0, i = p,m > 0) αpµmβsh(β, α)α = XmY m+p+2sh(β, α)
3.2 (k = m, i = p, 0 < j < r,m > 0) αpµmβsh(β) = XmY m+p+1sh(β)
3.3 (0 < k < m, i = p, j = r)αpµkβsh(β, α)αµm−kβr = XmY m+p+r+2sh(β, α).
(Remarquons au passage – bien que cela ne soit pas utile dans la suite – qu’un
bloc vivant est donc remplace´, lors de sa dislocation par ϕB, par une somme de
concate´nations de 0, 1, ou 2 bloc(s) vivant(s), intercale´s e´ventuellements avec des
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blocs inertes). En utilisant les coefficients binoˆmiaux, on peut majorer grossie`rement
les sh par :
sh(β, α) ≤
∑
0≤u≤p′,0≤v≤q′
βvαuCq
′
−v
r′−u−v =
∑
w
Y w
∑
0≤w−v≤r′−q′,0≤v≤q′
Cq
′
−v
r′−w =
∑
w
Y w
∑
w−p′≤v≤w,0≤v≤q′
Cq
′−v
r′−w ≤
∑
0≤w≤r′
Y w2r
′−w,
sh(β) ≤
∑
0≤v≤q′
Y vCq
′−v
r′−v , sh(α) ≤
∑
0≤u≤p′
Y uCp
′−u
r′−u , sh(∅) = Cq
′
r′ .
Dans chacun des 9 cas, en sommant sur les valeurs possibles de i, j, k, p′, q′ (avec
p′+ q′ = r′ = p+ q+ r− i− j−m, et p− i < p′ ≤ p+ q−m− i ou, ce qui revient au
meˆme, r − j ≤ q′ < r+ q −m− j), le nombre T (m,n) de termes de bidegre´ (m,n)
obtenus est donc majore´ par :
(1.1) 1(m=0)
∑
r≤q′<r+q,0≤w≤p+q+r,n=w+2
2p+q+r−w =
1(
m = 0, 2 ≤ n ≤ p+ q + r + 2) q2
p+q+r−n+2,
(1.2) 1(m=0)
∑
0<j<r,r−j≤q′<r+q−j,0≤v≤q′,n=v+1
Cq
′−v
p+q+r−j−v =
1(m=0,0<n)
∑
0<j<r,r−j≤q′<r+q−j,n−1≤q′
Cq
′−n+1
p+q+r−j−n+1 ≤
1(m=0,0<n)
∑
0<j<r,j≤r+q−n
2p+q+r−j−n+1 ≤
1(
m = 0, 0 < n < r + q, r > 1
) 2p+q+r−n+1,
(1.3) 1(m>0)
∑
0≤q′<q−m,0≤w≤p+q−m,n−m=w+r+2
2p+q−m−w =
1(
0 < m < q, m+ r + 1 < n ≤ p+ q + r + 2) (q −m)2
p+q+r−n+2,
(2.2) 1(m=n=0)
∑
0<i<p,0<j<r,r−j≤q′<r+q−j
Cq
′
p+q+r−i−j ≤
1(m=n=0)
∑
0<i<p,0<j<r
2p+q+r−i−j ≤
1(
m = n = 0, p > 1, r > 1
) 2p+q+r,
(2.3) 1(m>0)
∑
0<i<p,p−i<p′≤p+q−m−i,0≤u≤p′,n−m=u+r+1
Cp
′−u
p+q−m−i−u =
1(m>0,r<n−m)
∑
0<i<p,p−i<p′≤p+q−m−i,n−m−r−1≤p′
Cp
′+m−n+r+1
p+q+r−n−i+1 ≤
1(0<m<q,r<n−m)
∑
0<i<p,i≤p+q+r−n+1
2p+q+r−i−n+1 ≤
1(
0 < m < q, p > 1, m+ r < n ≤ p+ q + r) 2
p+q+r−n+1,
(3.3)
∑
0<k<m,0≤q′<q−m,0≤w≤q−m,n−m=w+p+r+2
2q−m−w =
1(
1 < m < q, p+m+ r + 1 < n ≤ p+ q + r + 2) (m− 1)(q −m)2
p+q+r−n+2
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et de meˆme,
(2.1) 1(
m = 0, 0 < n ≤ p+ q, p > 1) 2
p+q+r−n
(3.1) 1(
0 < m < q, p+m+ 1 < n ≤ p+ q + r + 2) (q −m)2
p+q+r−n+2
(3.2) 1(
0 < m < q, r > 1, m+ p < n < p+ q + r
) 2p+q+r−n+1.
En re´sume´,
(ϕB)(XqY s) ≤
∑
0≤m≤n,m<q,n≤s+2
T (m,n)XmY n,
avec, en notant x = q −m, y = s− n :
T (0, n) ≤ (4q + 3)2y
T (m,n) ≤ (1 + xq)2y+2 pour m > 0
donc dans les deux cas, T (m,n) ≤ q(1 + x)2y+2 ≤ q2y+2+ x+12 , d’ou` le re´sultat en
posant K = 25/2, L = 21/2,M = 2. 
Preuve du the´ore`me VI.1. Jusqu’a` pre´sent, XqY s de´signait (le monoˆme associe´ a`)
l’un des blocs vivants du mot a` transformer par ϕB. Conside´rons a` pre´sent un mot
comportant k blocs vivants (associe´s a`) XqiY si (i = 1, . . . , k), et notons ce mot
XqY s (avec 0 ≤ q := ∑ qi ≤ s :=
∑
si), et (ϕB)(X
qY s) son image. D’apre`s le
lemme,
(ϕB)(XqY s) ≤
k∑
i=1
Xq−qiY s−siKqi
∑
0≤m≤n,m<qi,n≤si+2
LqiM si(
X
L
)m(
Y
M
)n =
KLqM s
k∑
i=1
qi
∑
0≤m≤n,m<qi,n≤si+2
(
X
L
)m+q−qi(
Y
M
)n+s−si ≤
KLqM s
k∑
i=1
qi
∑
0≤u≤v,u<q,v≤s+2
(
X
L
)u(
Y
M
)v =
KLqM sq⌊(X
L
)q−1(
Y
M
)s+2P (
X
L
)P (
Y
M
)⌋,
en posant P (Z) = 1+Z−1+Z−2+ . . ., et en de´signant par ⌊ ⌋ la partie de bidegre´s
(u, v) tels que 0 ≤ u ≤ v. On peut donc, en ≪ oubliant ≫ les ⌊ ⌋ interme´diaires,
majorer les ite´re´es de ϕB par :
(ϕB)k(XqY s) ≤ KkLqM s q!
(q − k)!⌊(
X
L
)q−k(
Y
M
)s+2kP k(
X
L
)P k(
Y
M
)⌋.
Or pour k ≥ 1,
P k(Z) =
∞∑
i=0
Ck−1i+k−1Z
−i ≤
∞∑
i=0
2i+k−1Z−i = 2k−1
∞∑
i=0
(
2
Z
)i.
D’ou`
(ϕB)k(XqY s) ≤ KkLqM s q!
(q − k)!
q−k∑
i=0
(
X
L
)q−k−i
s−q+3k+i∑
j=0
(
Y
M
)s+2k−j2i+j+2k−2 =
XqY s
4
(
4KLY 2
M2X
)k
q!
(q − k)!
q−k∑
i=0
(
2L
X
)i
s−q+3k+i∑
j=0
(
2M
Y
)j .
En particulier pour un ωn ∈ Ωn(A ⊗ B) ge´ne´rique, c’est-a`-dire de la forme
a0 ⊗ b0d(a1 ⊗ b1) . . . d(an ⊗ bn) avec ai ∈ A, bi ∈ B quelconques, tous de norme
1, on applique la formule avec 1 ≤ k ≤ q = s = n + 1 : on peut toujours supposer
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(c’est d’ailleurs le cas pour les constantes trouve´es dans la preuve du lemme) que
2M > 1 et 4LM > 1. Alors, (ϕB)k(ωn) est une somme de termes de Ω
n+2k(A⊗B),
de normes ≤ 1, dont le nombre est borne´ par :
1
4
(
4KL
M2
)k
q!
(q − k)!
q−k∑
i=0
(2L)i
3k+i∑
j=0
(2M)j
≤ M
2(2M − 1)(32KLM)
k q!
(q − k)!
q−k∑
i=0
(4LM)i
≤ M
2(2M − 1)(4LM − 1)(4LM)
q+1(8K)k
q!
(q − k)!
=
8L2M3
(2M − 1)(4LM − 1)(4LM)
n(8K)k
(n+ 1)!
(n+ 1− k)!
≤ 8L
2M3
(2M − 1)(4LM − 1)
(4LM)n√
n!
(8K)k
√
(n+ 2k)!.
La norme de
∑
k>0(ϕB)
k(ωn) dans Ωr(A⊗B) est donc majore´e par :
8L2M3
(2M − 1)(4LM − 1)
(4LMr)n√
n!
n+1∑
k=1
(8Kr2)k
≤ 64KL
2M3r2
(2M − 1)(4LM − 1)(1− 8Kr2)
(4LMr)n√
n!
,
pourvu que 8Kr2 < 1. Pour tout r′ > 0,
∑
k>0(ϕB)
k de´finit donc bien, pour r assez
petit (en fait : pour r tel que 4LMr ≤ r′ et 8Kr2 < 1), une application continue de
Ωr′(A⊗B) dans Ωr(A⊗B) (et meˆme : quand r → 0, la norme de cette application
tend vers 0). 
Corollaire VI.3. shε est associatif a` homotopie pre`s et AW ε est coassociatif a`
homotopie pre`s.
Preuve. L’associativite´ (a` homotopie pre`s) de shε se de´montre comme dans la pro-
position IV.7 (on ve´rifie facilement que l’ope´rateur B3 de Getzler-Jones est continu,
de Ωε(A) ⊗ Ωε(B) ⊗ Ωε(C) dans Ωε(A ⊗ B ⊗ C)). La coassociativite´ a` homotopie
pre`s de AWε s’en de´duit graˆce au the´ore`me ci-dessus. 
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