Abstract. This paper discusses the role of gestural vs auditive components of a piano performance when the performer is prompted to portray a specific emotion. Pianist William Westney was asked to perform a short passage from a specific piece of music 6 times, 3 times without making any deliberate changes, and 3 times where the music was intended to portray the emotions happy, sad and angry, respectively. Motion-capture data from all of the performances was recorded alongside the audio. We analyze differences in the data for the different emotions, both with respect to the size and shape of the pianist's movements and with respect to the sonic qualities of the performances. We discuss probable explanations of these differences. Although differences are found in both the gestural and auditive components of the performance, we argue that the gestural components are of particular importance to the performer's shaping of a musical expression.
Introduction
Several studies have been concerned with how music communicates emotions. According to Juslin [1] , music elicits emotional responses in listeners, and performers are able to communicate anger, sadness, happiness and fear to listeners through tempo, sound level, frequency spectrum, articulation and articulation variability. It has also been shown [2] that the gestures of musicians communicate emotions efficiently. The current study proposes to compare the auditive aspects of a music performance with the gestural, analyzing how both vary across different music performances intended to communicate different emotions. While the present study concerns piano performance, the movements described here have a lot in common with the movements of performers playing percussive instruments and to a large extent with the movements of musicians in general. Gestures are by definition movements that are expressive, but the way they are expressive varies. In relation to music, some gestures, which we will denote as expressive gestures, express something in addition to the produced musical sounds, they may emphasize certain moods or add a dramatic pathos to the performance. Gestures in a performance can, however, also be effective in the sense defined by Wanderley [3]:
An effective gesture participates in defining the sound. (In this sense, one can say that it is not an expressive movement in itself, but the movement participates in producing music, which is, strictly speaking, a means of expression) As an example of effective gestures, Dahl [4] has investigated the preparatory gestures of drummers and showed that the drummers move the hand and the tip of the drumstick in a fishtail movement in order to gain the necessary height to perform certain notes. Many performance gestures, e.g. the movements of the pianists' arms and hands, are at the same time expressive and effective in the sense that they are both practically needed for the performance of certain notes and give the impression of being infused with a certain energy or emotion. Other gestures, such as head and facial ones may, however, primarily be regarded as expressive -they are apparently mainly part of a visual communication process with the audience. In the work of Davidson [5] (as well as the related work she provides a review of), facial gestures are argued to be an 'added value' on the emotions expressed by the pianist's entire torso, which, however, also seems to trace the phrase structure, dynamics and rhythm of the piece played. In this study, we consider gestures that may be both expressive and effective, but also comment on certain gestures that are arguably only expressive.
In February 2010, the Nordic Network for the Integration of Music Informatics, Performance and Aesthetics 1 held a workshop in Oslo, involving a session at the fourMs laboratory (Department of Musicology, University of Oslo) hosted by Professor Rolf Inge Godøy and postdoctoral researcher Alexander Refsum Jensenius. During this session, Pianist William Westney was prompted by the workshop participants (including the authors of this paper) to perform a short passage from "That Old Black Magic" (written by Harold Arlen, arranged for the piano by Cy Walter 2 ) 6 times, 3 times without making any deliberate changes (denoted normal in the following), and 3 times where the music was intended to portray the emotions happy, sad and angry, respectively 3 . The performances were made on a Yamaha Disklavier. Motion-capture data from all of the performances was recorded alongside the audio. In this paper, we analyze differences in the data for the different emotions, both with respect to the pianist's movements, with the hand movements as an example, and with respect to the sonic qualities of the performances. When relevant, the emotions chosen are classified according to a two dimensional model [6], with arousal (the level of energy in the emotion) and valence (whether the emotion is positive or negative).
The motion capture equipment was a Qualisys motion capture system consisting of a nine-camera Oqus 300 system and a 200 fps grayscale Point Grey camera. Data was streamed in real time through OSC-protocol via UDP/IP to MAX/MSP/Jitter software and synchronized through a MOTU timepiece allowing synchronous playback of 1 See www.nnimipa.org for more information on this research network. 2 Sheet music for this passage can be found here: http://www.cywalter.com/ archives/SheetMusic/ThatOldBlackMagic/HTMLs/Page2.htm (retrieved by April 29, 2013) . 3 Videos, alongside MoCap visuals of the three emotion-laden performances can be found under part 3 of [11] , http://nnimipa.org/JWG.html
