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Es wird gezeigt, daß man gewisse Matrizen als Summe zweier Matrizen von sehr 
einfacher Bauart darstellen kann. Hieraus ergeben sich unmittelbar Normabschät­
zungen. Als Folgerung erhält man, daß für die freie Gruppe mit zwei Erzeugenden 
die verallgemeinerte Fourier-Stieltjes-Algebra BfiG) im Sinne von Herz [5], von 
der Fourier-Stieltjes-Algebra B(G) im Sinne von Eymard [3], verschieden ist.
Sei K der Körper der reellen oder der komplexen Zahlen. Für x 
= (x15 ...,x„)eK" ist |x|p= |x;|pj1/p, wenn 1 Ap< oo, und |x|00=max|xj. Für eine
n x n-Matrix A über K bezeichnet ||A\\ die Operatornorm von A auf (K", | |p). Das 
komponentenweise Produkt zweier nxn-Matrizen A = (aik) und B = (bik) ist die 
Matrix A ■ B = (aikbik). Mit |||A||| bezeichnen wir die Norm des Operators B^A-B 
auf dem Raum der n x n-Matrizen über K mit der Norm || || Für l^p^oo 
bezeichnen wir mit q den zu p konjugierten Index. Ist G eine diskrete Gruppe, so 
bezeichnet e das neutrale Element von G und K(G) den Raum aller komplexwerti­
gen Funktionen/auf G, deren Träger supp(/) endlich ist. Für f eK(G) ist \f\CVp die 
Norm des durch gt-+f *g auf ZP(G) definierten Operators.
(1) Definition. Wir sagen, eine n x n-Matrix A sei vom Typ Z (oder: eine 
Zeilenmatrix), wenn in jeder Spalte von A höchstens ein Eingang von null 
verschieden ist, d. h. wenn die Zeilen von A paarweise orthogonal sind, auch wenn 
man die Eingänge von A zuvor mit irgendwelchen Skalaren multipliziert. Entspre­
chend sei A vom Typ S (oder: eine Spaltenmatrix), wenn in jeder Zeile höchstens 
ein Eingang von null verschieden ist, wenn also die Spalten, auch nach vorheriger 
Multiplikation der Eingänge von A mit beliebigen Skalaren, paarweise orthogonal 
sind.
Ist A = (affc) eine n x n-Matrix vom Typ Z und setzen wir I = {1,..., n} sowie / 
n
= {ke/|aifc=|=0} für jedes iel, so gilt l.nl;, = 0 für i=f=z' und natürlich ID (J /. Wir 
erhalten deshalb für x = (Xj)eKn und I<p<oo: 1
i | k I i \keli ) \keli /




aIS0 IMIIp = max^ |aikpy/9, und da die umgekehrte Ungleichung für beliebige 
Matrizen gilt,
(2)
i \ k )
Die entsprechende Aussage ist auch für p= 1 richtig. Im Falle p = oo gilt (2) für alle 
n x n-Matrizen.
Ist A = (aik) eine Matrix vom Typ S, so erhalten wir für l<p<oo durch
Dualität aus (2) oder auf direktem Wege unter Benutzung von |^a;kxklp
= E laikxklP (die Summe enthält höchstens einen Summanden 4=0) 
k
||4||p = max[X KlpV/p. (3)
fc \ i /




i \ k )
und
für alle nx n-Matrizen B — (bik) gelten, erhalten wir aus (2) und (3)
|||A|||p = max|a;J (4)
i,k
für jede Matrix A vom Typ Z oder vom Typ S. In den Fällen p = 1 und p = oo ist (4) 
für alle n x n-Matrizen richtig.
Folgerung. Läßt sich eine n x n-Matrix A als Summe von k Matrizen vom Typ Z und / 
Matrizen vom Typ S schreiben, so gilt
M || p k • max / £ |a. 1/9 + Z • max |u;j.|p)1 /p
‘ \ j / J \ i /
und
|||A|||p^(/c + Z) max|aj.
Beweis. Man kann die beteiligten Matrizen (außer A) als „disjunkt” voraussetzen 
(d. h. keine zwei dieser Matrizen haben an der gleichen Stelle etwas von Null 
verschiedenes stehen), denn dies läßt sich durch Abändern der Summanden stets 
erreichen, ohne daß die Typ Z- oder Typ S-Eigenschaft zerstört würde. Nun folgt 
die erste Ungleichung aus (2) und (3), die zweite aus (4).
Bemerkung. Die Gleichung (4) gilt unabhängig von der Größe der Matrix (d. h. von 
n). Wenn wir beliebige n x n-Matrizen A betrachten, gilt natürlich immer noch
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|||A||| <C„max |n;fc|, aber die Konstante Cn strebt für n->oo gegen Unendlich. Man 
i,k
sieht dies am folgenden
Beispiel. Sei keN und n = 2k. Es gibt eine n x n-Matrix A = (aik) mit paarweise 
orthogonalen Zeilen, deren Eingänge nur + 1 oder — 1 sind:
; erfüllt die Matrix A die Bedingun-
. Sei nun n = 2fc fest
/A Ä 
gen für n = 2k, so nehme man für n = 2k+r die Matrix ä
\A -A
/I 1
Für n = 2 nehme man die Matrix I
und A eine nx n-Matrix der soeben konstruierten Art. Die Matrix B =—~A ist 
u
dann unitär, hat also Norm ||ß||2 = l. Sei P die Matrix ß l diejenige
Matrix, die man aus A erhält, wenn man in A die Eingänge — 1 durch 0 ersetzt. Sei 
l<p^2. Wir wollen |||P||L abschätzen und betrachten dazu B und P B. Für x 
= (Xj)eKn gilt wegen |x|2A|x|p und |x|p^b„|x|2, wo bn = ni,p~1/2, die Ungleichung 
\Bx\p^bn\Bx\2ßbn\\B\\2\x\2^bn\x\p, also ||B||p^h„.
Für y = (n~1/p, ...,n~ 1/p)eK" erhalten wir, da die Matrix P- A in der ersten Zeile 




mit z1=n-n 1/2-n llp




also, da |y|p = l ist, ||P-B||p^|n1/2. Folglich gilt
\\\P\\\p^\\P-B\\p/\\B\\p^^nll2-nrl2~llp = ^n1~1,p,
und da das Maximum der Eingänge von P gleich 1 ist, ist damit gezeigt, daß die 
oben erwähnte Konstante C„ mit n^>co gegen Unendlich strebt. Natürlich gilt das 
auch für 2^p<oo (durch Dualität).
Sei ne ]N fest, und sei I — {1, Sei H = (fiik) eine n x n-Matrix über K.
(5) Definition. Sind i,j,kel, so sagen wir, die i-te und diej-te Spalte von H seien k- 
zusammenhängend (oder kurz: i und j seien ^-zusammenhängend), in Zeichen i ~j, 
wenn hki, hkj^0. Wir sagen, die i-te und diej-te Spalte (oder kurz: i und j) seien 
zusammenhängend, in Zeichen i~j, wenn es ein kel mit i~j gibt.
(6) Definition. Für iel ist die Zusammenhangskomponente ZL von i die Menge
aller jel, für die es eine endliche Folge j0,..,,jm in I gibt, mit j0 = i,jm=j und jk 
~jk+i für k = 0, — 1.
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Offensichtlich gibt es eine Teilmenge Tel mit ZrmZs = 0 für r,sel', r^s, und
J=Uz,.
rel'
(7) Definition. Die Matrix H = (hik) erfüllt die Bedingung (B), wenn gilt: Ist 
(ip/cj, ...,(im,km) eine endliche Folge in Z x I mit hirk fi=Q für alle re{l, ...,m} und 
(z1,/c1) = (zm,/cm), und gilt ir = ir+1 für alle ungeraden r sowie kr = kr + 1 für alle 
geraden r, so gibt es ein je {1, ...,m-1} mit (f,kf = (ij+l,kj+f).
(8) Lemma. Eine äquivalente Formulierung von Bedingung (B) lautet: Ist kr, ...,km 
eine endliche Folge in I mit kj^kj+1 für je{l, ...,m — 1} und gilt k1~k2^k3 
~k4... ,”1~1 km sowie k1=km, so gibt es ein je {1, ...,m — 2} mit ij = ij+l.
Beweis, a) Erfülle die Matrix H Bedingung (B) und sei kr, ...,km eine endliche Folge 
in I mit kj^kj+1 für je{l, 1}, kr = km und kx ~/c2~ ... km. Es gilt also
/z; /1; fc +0, ik ,k + 0.
Wir betrachten die Folge
(z15 /cj, (ip kfi, (i2, kfi, (i2, kfi,..., (im_ p km_ J, (zm_ p km)
der Länge 2(m— 1), wobei offenbar das r-te Folgenglied in der ersten Koordinate 
mit seinem Nachfolger übereinstimmt, falls r ungerade, in der zweiten Koordinate 
mit seinem Nachfolger übereinstimmt, falls r gerade ist. Wenn im_l =Mp fügen wir 
noch als letztes Folgenglied (z15 km) hinzu. Nun läßt sich Bedingung (B) anwenden : 
für ein geeignetes; gilt z- = z-+1 oder kj — kj + 1; aber der letztere Fall tritt nach 
Voraussetzung nicht ein, also z. = z.+ 1.
b) Erfülle nun H die zweite Bedingung, und sei (z\, kf),..., (im, km) eine Folge der 
in Bedingung (B) beschriebenen Art. Gilt kr — kr+1 für ein ungerades r, so sind wir 
fertig, gelte also Zcr =|=Zcr+ j für alle ungeraden r. Wir erhalten
k^k^k^k^- ... -1 ks,
wobei s = m— 1 oder s = m. Ist s = m— 1, also m ungerade, so gilt km_1=km = k1, wir 
können somit in beiden Fällen die zweite Bedingung anwenden und erhalten z; 
= ij+2 für ein gewisses ungerades j, also z'7 = z'j+1 =ij+2- Das impliziert (ij+ pkj+ J 
= (lj+2’ ^-j+2^-
(9) Satz. Ist nE IN und H = (fiik) eine n x n-Matrix, die Bedingung (B) erfüllt, so gilt:
(i) II läßt sich als Summe H = Hl+H2 mit einer Zeilenmatrix Hr und einer 
Spaltenmatrix H2 schreiben.
(ii) ||H||pmax/£ \hik\qV,q + max|/z;/V/p.
i \ k ) k \ i /
(iii) |||H|||^2max|M
i,k
(iv) H hat höchstens 2n — 1 von null verschiedene Eingänge.
Beweis. Wegen (2), (3) und (4) folgen (ii) und (iii) aus (i). Für den Beweis von (i), der 
mit dem Beweis von Satz 1 in [6] verwandt ist, benutzen wir zwei Lemmata.
(10) Lemma. Die Matrix H erfülle Bedingung (B). Seien u, v, weI mit u + v, u=ü w und 
u~v^w, u~w. Dann gilt k = k'.
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Beweis. Es gibt ein k"el mit u~w. Aus erhalten wir wegen Bedingung
(B) k — k' oder k' = k". Im ersten Fall sind wir fertig, sei also k' = k". Dann gilt u~v 
~u, also auch in diesem Falle k = k’.
(11) Lemma. Die Matrix H erfülle Bedingung (B). Sei ielfest und Zi = {z1, ...,zr} die 
Zusammenhangskomponente von i, wobei die zk voneinander verschieden seien und 
die Numerierung so gewählt sei, daß es für jedes xg{2, ...,r} einen Index y<x mit zy 
~zx gibt. Sind j,f,sel mit j,j'<s und gilt Zj~zs sowie zy~zs, so folgt k = k'.
Beweis. Es gibt zwei endliche Folgen j0, ...,jp und i0, ...,iq in {1, ...,r} mit
(a) 1=JO<Ä<...<JP=J
1 = i'o < i i < ••• —j
und
(b) z- ~z-. O^y^p-1
ziw ~ ziw + 1, — 1,
und wir können annehmen, daß beide Folgen minimal sind, also nicht verkürzt 
werden können, ohne daß die Eigenschaft (b) verlorengeht. Es gilt
Z, =Z;„ ~Z;, ~ ... ~Z; =Z;~Z.~Zf =Z; ~ ... ~Z; ~Z. =Z. .
1 JO J1 Jp J s J lq lO 1
Offenbar ist jedes Glied zp dieser Kette von seinem Vorgänger verschieden. Im 
Falle, daß z; ~zv bzw. z ~z; , verkürzen wir die Kette durch Weglassen von 
Z; bZW. Z; .
Jp Lq . k k' ’ h
Wegen Lemma (10) gilt dann z. , ~ z, bzw. z ~ z; Wir haben z, ~z; ,
mit hpk bzw. z; _i~zi _2 mit h'^k', wegen der Minimalität der Folgen j0, ...,jp 
und z0, ...,i. Die Bedingung (B) impliziert k = k', womit das Lemma bewiesen ist.
Nun zum Beweis von (i) des Satzes:
Wir definieren eine Matrix P = (pik\ keI. Ist geP [/' wie vor (7)] und Zg 
= {z15..., zr}, wie in Lemma (11), so erklären wir pik für keZg folgendermaßen : für 
iel, 1 <jpjr sei
(1 wenn h- =|=0
p. = 1
Flzl [0 sonst
(1 wenn hiz. =|= 0, hiz, = 0 für alle f mit 1^/ <j 
PiZj\0 sonst.
In jeder Zeile der Matrix P steht höchstens eine Eins.
Wir definieren Q=(qik\>keI durch
_jl wenn hik^0 und pik = 0
Cpk |0 sonst.
Aus Lemma (11) folgt, daß in jeder Spalte von Q höchstens eine Eins steht. Mit 
= Q-H und H2 = P-H gelten offenbar die Behauptungen (i) und (iv) des Satzes.
Wir wollen die Definition von Bp(G) in [5] für den Fall einer diskreten Gruppe
G in Erinnerung rufen. Ist fc:G x G->C ein endlicher Kern, d.’h. gilt k(x, y)=b0 nur 
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für endlich viele Punkte (x,y), so bezeichne \\k\\p die Norm des durch k auf /P(G) 
definierten Operators f ^Kf mit K/(x)= £k(x,y)/(y).
y
Für jede Funktion g:G-»(F definieren wir Mg:G x G-^-C durch Mg(x,y) 
= gf(xy-1). Wenn es eine Konstante C>0 gibt mit ||Mg-k||p^ C||k||p für jeden 
endlichen Kern k, so gehört g zu Bp(G), und die kleinste solche Konstante wird mit 
I17Ibp(G) bezeichnet. (Bp(G), | |B (G)) ist mit punktweise definierten Operationen eine 
kommutative Banach-Algebra mit Eins. Für amenable Gruppen ist bekannt (siehe 
[5]), daß B2(G) mit der Fourier-Stieltjes-Algebra im Sinne von Eymard [3] 
übereinstimmt.
(12) Korollar. Ist G die freie Gruppe mit zwei Erzeugenden, so gilt - in den 
Bezeichnungen von Herz [5] - B2(G) + FS(G), d. h. B2(G) ist von der Fourier- 
Stieltjes-Algebra von G verschieden.
Beweis. Sei TCG eine unendliche Teilmenge, welche die folgende Bedingung erfüllt 
(vgl- [6]):
(*) Für alle nelN und xv ...,x2neT mit x(Wx;+1 für
z = l,...,2n—1 gilt x^1x2...x2n1_1x2n=|=e.
Sei g die charakteristische Funktion von T und h die durch /?(x, y) = g(xy~G 
definierte Funktion auf G x G. Ist k eine komplexwertige Funktion auf G x G mit 
endlichem Träger, so läuft das Berechnen von ||k||2 und ||/ik||2 darauf hinaus, die 
Operatornorm || ||2 zweier genügend großer n x n-Matrizen K und H K zu 
ermitteln.
Sei
= {xeG| es gibt ein yeG mit k(x, y)T0},
J2 = {ye G| es gibt ein xeG mit k(x, y) =|= 0},
J = J1w>J2 = {x15 ...,x„} mit x;=|=x7 für i=|=J,
/ = {l,...,n}.
Wir definieren hik = h(xi,xk) für i,kel. Sei nun (i^kj, . ..,(zm, km) eine endliche Folge 
in I x I mit (z1,k1) = (zm,km) und hijk 4=0 für alle j sowie ir = ir+1 für alle ungeraden 
r,kr = kr+1 für alle geraden r.
Mit tj = xixf1 gilt tv...,tmeT und für gerades m
t~rt 1 ...tklt1=e,
für ungerades m
G 1GG -1G - 2 • • • G G = e •
Da tm = G, erhalten wir, gleich ob m gerade oder ungerade ist, aus Bedingung (*), 
daß tj = tJ+r für ein je{l, — 1}.
Das impliziert xi.xk.lxk.+ lxf.f=e, und da ij = ij+l oder kj = kj+1, folgt 
= (z7+1,k7+1). Die Matrix H = (hik) erfüllt also die Bedingung (B). Wir definieren 
die Matrix K = (krs) durch k„ = k(xr,xs) für r,sel. Aus Satz (9) erhalten wir ||/zk||2 
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= IIH-K||2^2||K||2 = 2||k||2, somit gilt gcB2(G) und \g\ß2(G)^2. Da g^FS(G) (vgl. 
[6]), ist der Beweis beendet.
(13) Bemerkung. Aus dem Beweis des vorangegangenen Korollars folgt offenbar, 
daß für 1 <p< oo jede beschränkte Funktion f auf G, deren Träger die Bedingung 
(*) erfüllt, zu Bp(G) gehört und Norm \f\B (G)^2-sup |/(x)| hat.
xeG
Das folgende Ergebnis ist bekannt (vgl. [1, 2, 4, 6]):
(14) Korollar. Ist veK(G) und erfüllt supp(u) die Bedingung (*), so gilt
\v\Cv2^\v\2-
Beweis. Sei ueK(G). Da v*u(x) = x)u(y), setzen wir h(x, y) = u(xy-1) für
yeG
x, ye I = supp (u)u(supp (t>) supp (u)).
Aus dem Beweis des vorangegangenen Korollars wissen wir, daß die Matrix H 
= (h(x,y))x } die Bedingung (B) erfüllt. Wegen Satz (9) gilt also für 1 <p< oo
\v*u\p^\\H\\p\u\p^(\v\q + \v\p)\u\p. (15)
Insbesondere |r|c ^2|u|2.
(16) Bemerkung. Ist 1 ^p^2 und T eine Teilmenge von G, die Bedingung (*) erfüllt, 
so ist nach (15) für Funktionen mit Träger in T die Faltungsnorm | |CPp mit der 
Norm | | äquivalent:
oder genauer (durch Interpolation)
l/lpSI/lc.,S22'VIP-
Wenn p > 2, gilt, wie man leicht sieht, die Äquivalenz der Normen | | und | |Cy für 
Funktionen mit Träger in T nur, wenn T endlich ist.
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