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Abstract
WSBPEL [2] opens up the possibility of applying a
range of formal techniques to the verification of Web
service behaviors from two points of view: constraints
between activities within the same process and depen-
dencies between activities of different processes. In
a previous work, we have described an approach for
the verification of Web service compositions defined by
a set of BPEL processes. The key aspect of such a
verification task is the model adopted for representing
the communications among the services participating
to the composition. In this paper, we propose to extend
this approach to handle dependencies between activi-
ties of different process orchestrations through message
exchanges. Our aim is to enable supporting models of
service choreography with multiple interacting Web ser-
vices compositions, from the perspective of a collabora-
tive distributed composition development environment.
The process of behavior analysis moves from a single lo-
cal process to that of modelling and analyzing the behav-
ior of multiple processes across composition domains.
1 Introduction
The ability to compose complex Web services from a
multitude of available component services is one of the
most important problems in service-oriented comput-
ing paradigm. Web service composition is the ability to
aggregate multiple services into a single composite ser-
vice that would provide a certain functionality, which
otherwise cannot be provided by a single service.
While the technology for developing basic services
and interconnecting them on a point-to-point basis has
attained a certain level of maturity, there remain open
challenges when it comes to engineering services that
engage in complex interactions that go beyond simple
sequences of requests and responses or involve large
numbers of participants.
In practice, there are two different (and competing)
notions of modeling Web service compositions: orches-
tration and choreography. Orchestration describes how
multiple services can interact by exchanging messages
including the business logic and execution order of the
interactions from the perspective of a single endpoint
(i.e., the orchestrator). It refers to an executable pro-
cess that may result in a persistent, multi step interac-
tion model where the interactions are always controlled
from the point of view of a single entity involved in the
process. Choreography, on the other hand, provides a
global view of message exchanges and interactions that
occur between multiple process endpoints, rather than
a single process that is executed by a party. Thus,
choreography is more akin to a peer-to-peer (P2P) ar-
chitecture and offers a means by which the rules of
participation for collaboration are clearly defined and
agreed upon. Even though there exists competing stan-
dards for both the models of composition, namely WS-
BPEL [16] for orchestration and WS-CDL [3] for chore-
ography, it is widely accepted that both orchestration
and choreography can (and should) co-exist within one
single environment.
Concerning WS-CDL, as discussed in [3], there are
several places where its specification is not yet fully
developed and a number of known issues remain open.
Some issues of a more fundamental or practical nature
are difficult to address and are likely to require a signif-
icant review of the language’s underlying meta-model
and implied techniques. These issues primarily stem
from three factors: (i)lack of separation between meta-
model and syntax,(ii) lack of direct support for certain
categories of use cases and ,(iii)lack of comprehensive
formal grounding (see [3] for details).
On the contrary, BPEL is quickly emerging as the
language of choice for Web service composition. It
opens up the possibility of applying a range of for-
mal techniques to the verification of the behavior of
Web services (see, e.g.[11, 13, 20]). For instance, it
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is possible to check the internal business process of a
participant against the external business protocol that
the participant is committed to provide; or, it is pos-
sible to verify whether the composition of two or more
processes satisfies general properties (such as dead-
lock freedom) or application-specific constraints (e.g.,
temporal sequences, limitations on resources). These
kinds of verifications are particularly relevant in the
distributed and highly dynamic world of Web services,
where each partner can autonomously redefine business
processes and interaction protocols.
However, one common problem of the different tech-
niques adopted is related to the model used for repre-
senting the communications among the Web services.
Indeed, the actual mechanism implemented in the ex-
isting BPEL execution engines is both very complex
and implementation dependent. More precisely, BPEL
processes exchange messages in an asynchronous way;
incoming messages go through different layers of soft-
ware, and hence through multiple queues, before they
are actually consumed in the BPEL activity; and over-
passes are possible among the exchanged messages. On
the other hand, the semantics for how to translate the
connectivity and communication between activities of
the partner processes rather than from a single process
focus are not taken into account.
To address these shortcomings, we propose in this
paper a semantic framework that provides a founda-
tion for addressing the above limitations by supporting
models of service choreography with multiple interact-
ing Web services compositions, from the perspective
of a collaborative distributed composition development
environment. The process of behaviour analysis moves
from a single local process to that of modelling and an-
alyzing the behavior of multiple processes across com-
position domains. We show also how to translate the
connectivity and communication between activities of
the partner processes rather than from a single process
focus. These may also contain communication actions
or dependencies between communication actions that
do not appear in any of the service’s behavioral in-
terface(s). This is because behavioral interfaces may
be made available to external parties, and, thus, they
should only show the information that actually needs
to be visible to these parties.
The remainder of this paper is structured as follows.
Section 2 describes the background and the issues in-
volved in Web service compositions verifications. In
Section 3, we detail our approach and explain the dif-
ferent steps for getting our communication model. The
implementation of the approach is discussed in Section
4. Finally, Section 5 summarizes the ideas explained in
the paper and outlines some future directions.
2 Background
Standards for service composition cover three dif-
ferent, although overlapping, viewpoints: Choreogra-
phy, Behavioral interface (also called abstract process
in BPEL), and Orchestration (also called executable
process in BPEL).
While a choreography model describes a collabora-
tion between a collection of services in order to achieve
a common goal, an orchestration model describes both
the communication actions and the internal actions in
which a service engages. Internal actions include data
transformations and invocations to internal software
modules (e.g., legacy applications that are not exposed
as services). An orchestration may also contain com-
munication actions or dependencies between communi-
cation actions that do not appear in any of the service’s
behavioral interface(s). This is because behavioral in-
terfaces may be made available to external parties, and,
thus, they should only show the information that ac-
tually needs to be visible to these parties.
With respect to Web service analysis approaches,
in particular BPEL processes, several works were de-
scribed to capture the behavior of BPEL [1] in some
formal way. Some advocate the use of finite state ma-
chines [10], others process algebras [9], and yet others
abstract state machines [8] or Petri nets [19, 18, 23].
But they mainly focus on introducing a semantic dis-
covery service and facilitating semantic translations.
Other attempts to formalize BPEL specification and
a detailed comparison between them can be found in
[25, 24]. [24] is a tutorial that provides an overview of
the different models of BPEL that have been proposed.
Furthermore, the authors discuss the verification tech-
niques for BPEL that have been put forward and the
verification tools for BPEL that have been developed.
In terms of choreography and Web service conver-
sations, work on asynchronous Web service communi-
cation has been described in [13, 12], with an exam-
ple focus on the BPEL4WS specification reported in
[13]. A formal specification framework is described
to analyze the conversations proposed by the asyn-
chronous communication channels utilized on the Inter-
net. The technique proposed appears more useful for
modelling general Web service communications, rather
than that of compositional specifics. Both the work on
asynchronous and BPEL4WS interaction modelling is
achieved through the use of Guarded Finite State Au-
tomata (GFSA) which enables data dependencies to
be modeled alongside process transitions. In [6] the
authors describe an approach to formalizing conversa-
tions, by way of mapping the WSCI standard to CCS
for Web service choreography descriptions. The tech-
nique is similar to that of formalizing compositions by
way of mapping each of the actions and data parame-
ters between two or more partnered services in chore-
ography. The conversation is traced by modelling the
Web service invocations with that of the receive and re-
ply actions of the partnered service. The authors call
for a common view of representing both composition
and choreography models, such that fluid design and
maintenance of individual specifications are not detri-
mental to the development effort.
[14] describes an approach for the verification of Web
service compositions defined by a set of BPEL4WS pro-
cesses. The key aspect of such a verification task is the
model adopted for representing the communications
among the services participating to the composition.
Indeed, these communications are asynchronous and
buffered in the existing execution frameworks, while
most verification approaches adopt a synchronous com-
munication model for efficiency reasons.
Berardi and al. [5, 4] also provide a formal frame-
work where services are represented using transition
systems. The approach assumes that the services ex-
change messages according to a pre-defined communi-
cation topology (referred to as the linkage structure),
which is expressed as a set of channels.
Manolescu and al. [17] present a high-level language
and methodology for designing and deploying Web ap-
plications using Web services. In particular, the au-
thors extend WebML [7] to support message-exchange
patterns present in WSDL and use the WebML hyper-
text model for describing Web interactions and defining
specific concepts in the model to represent Web service
calls. Consequently, the Web service invocation is cap-
tured by a visual language representing the relation-
ships between the invocations and the input/output
messages.
A common pattern of the above attempts is that the
orchestration and the choreography are not usually ex-
pressed within one single environment and therefore
the verification techniques must be modified before us-
ing them. Instead, in our research work, we aim to
provide a uniform framework that is capable of address-
ing this shortcoming by providing a guide on how to
translate the semantics of the BPEL specification to
EC and map implementation abstractions which pre-
serve the interaction behaviour between services, yet
also disposing of process characteristics which are not
required in the analysis. Then, we elaborated these
models to analyze the conversations of compositions
across choreography scenarios, providing both interface
and behavioral compatibility verification processes.
3 Communication semantics for WS-
BPEL processes
To illustrate our ideas, we refer to a running exam-
ple implemented as a BPEL process realizing a Car
Rental Agency service (a complete description can be
found in [21]). It interacts with a Car Broker Service
(CRS), which controls the operations of the branch;
with a User Interaction Service (UIS), through which
customers can make car rental requests; with a Car In-
formation Service (CIS), which maintains a database of
cars availability and allocate cars to customers; with a
Car Park Sensor Service, which exposes as a Web ser-
vice the sensor that senses cars as they are driven in
or out of the car park of the branch. Each of the com-
ponent services can also be implemented as a BPEL
process since it needs some other processes to ensure
its role in the collaboration.
3.1 Event-driven specification
Given the fact that we consider communications ac-
tions where ordering and timing are relevant and we
adopt an event driven reasoning, the Event Calculus
(EC) [15] seems to be a solid basis to start from. An-
other key element of this choice is that orchestration
and choreography should co-exist within one single en-
vironment, and in our case the orchestration verifica-
tion framework is based on EC logic.
EC is a temporal formalism based on a first order
logic, that can be used to specify the events that ap-
pear within a system and the effect (or the fluents)
of these events. It includes an explicit time struc-
ture that dates the system changes caused by the oc-
currence of the events. EC includes the predicates
Happens, Initiates, Terminates and HoldsAt, as well
as some auxiliary predicates defined in terms of these.
Happens(a, t) indicates that event (or action) a ac-
tually occurs at time-point t. Initiates(a, f, t) (resp.
Terminates(a, f, t)) means that if event a were to oc-
cur at t it would cause fluent f to be true (resp.
false) immediately afterwards. HoldsAt(f, t) indi-
cates that fluent f is true at t. The auxiliary predicate
Clipped(t1, f, t2) expresses whether a fluent f was ter-
minated during a time interval [t1, t2].
To formally specify and reason about the interac-
tions between a set of BPEL processes, we use four
different types of events showed in Figure 1.
1. invoke input : The invocation of an opera-
tion by the composition process of the sys-
tem in one of its partner services. The term
invoke ic(PartnerService,Op(oId, inV ar)) rep-
resents the invocation event. In this term,
Type Event
invoke input Happens(invoke ic(PartnerService,Op(oId,inVar)),t)
invoke output Happens(invoke ir(PartnerService,Op(oId)),t)
receive Happens(invoke rc(PartnerService,Op(oId)),t)
reply Happens(reply(PartnerService,Op(oId,outVar)),t)
Figure 1. Events expressed in Event Calculus
Op is the name of the invoked operation,
PartnerService is the name of the service that
provides Op, oId is a variable whose value de-
termines the exact instance of the invocation of
Op within a specific instance of the execution of
the composition process, and inV ar is a variable
whose value is the value of the input parameter of
Op at the time of its invocation.
2. invoke output : The return from the execu-
tion of an operation invoked by the com-
position process in a partner service. The
term invoke ir(PartnerService,Op(oId)) in
this predicate represents the return event.
PartnerService, Op and oId in this term
are as defined in (1). In cases where Op
has an output variable outV ar, the value
of this variable at the return of the oper-
ation is represented by the predicate: Ini-
tiates(invoke ir(PartnerService,Op(oId)),
equalTo(outVar1, outVar), t). This predicate
expresses the initialization of a fluent variable
(outV ar1) with the value of outV ar. The fluent
equalTo(V arName, val) signifies that value of
V arName is equal to val.
3. receive: The invocation of an operation in the
composition process by a partner service. The
term invoke rc(PartnerService, Op(oId)) in this
predicate represents the invocation event. Op and
oId are as defined in (1) and PartnerService is
the name of the service that invokes the opera-
tion. In cases where Op has an input variable
inV ar, the value of this variable at the time of
its invocation is represented by the predicate
Initiates(invoke rc(PartnerService,Op(oId)),
equalTo(inVar1, inVar), t). This predicate
expresses the initialization of a fluent variable
inV ar1 with the value of inV ar.
4. reply : The reply following the execution of an
operation that was invoked by a partner ser-
vice in the composition process. The term
reply(PartnerService, Op(oId, outV ar)) in this
predicate represents the reply event. In this term,
Op and oId are as defined in (1), PartnerService
is the name of the service that invoked Op, and
outV ar is a variable whose value is the value of
the output parameter of the operation at the time
of the reply.
3.2 The approach
As mentioned so far, our objectif is to provide a
model of service choreography with multiple interact-
ing Web services compositions, from the perspective
of a collaborative distributed composition development
environment. The process of behaviour analysis moves
from a single local process to that of modelling and
analyzing the behaviour of multiple processes across
composition domains. We look also for translating the
connectivity and communication between activities of
the partner processes rather than from a single process
focus (see Figure 2). These may also contain communi-
cation actions or dependencies between communication
actions that do not appear in any of the service’s be-
havioral interface(s). In this section, we discuss how to
realize this objective.
Figure 2. Web Service Compositions Interac-
tions
To start, we require a process to analyze which ac-
tivities are partnered in the composition. For example,
invoke from the UIS service (a rental request) will be
received by the CRS process (receive a rental request).
Equally, the CRS invoke activity, to check the avail-
ability of cars by contacting CIS, will be aligned with
receive in the CRS process. In WSBPEL, the commu-
nication is based upon a protocol of behavior for a local
service. However, the partner communication can con-
cisely be modeled using the synchronous event passing
model, described in [16]. The Sender-Receiver exam-
ple discussed uses Channels to facilitate message/event
passing between such a sender and receiver model. The
representation of a channel in WSBPEL is known as a
port. The significant element of this discussion used
in our process is that of synchronization of the invok-
ing and receiving events within compositions between
ports and whether this has been constructed concur-
rently (flow construct in WSBPEL) or as a sequence
(sequence construct in WSBPEL) of activities.
In the following, we seek to further our modelling of
WSBPEL interactions through two viewpoints. First,
we examine the interactions within the choreography
layer of Web service compositions collaborating in a
global goal. Secondly, through further behaviour anal-
ysis, we model the interaction sequences built to sup-
port multiple-partner conversations across enterprise
domains and with a view of wider goals.
Our approach relies on four steps: (1) identifying
services conversations, (2) identifying partners involved
in the composition and their respective roles, (3) link-
ing composition interactions by revealing the invoca-
tion style, points at which interaction occurs and link-
ing between partners using port connectors. We in-
troduce, also, the interaction modelling algorithm, we
proposed, in details and (4) building interaction models
using our formalism.
3.3 Service conversations
Events exchange is a basic concept of Web ser-
vice composition interactions. In this sense, Web ser-
vice modelling involves interactions and their interde-
pendencies description from structural and behavioral
point of view. In this step, we mainly identify conver-
sations between two or more participants. Note that a
service may be engaged simultaneously in several con-
versations with different partners. A conversation de-
fines how interactions can start and end depending on
the goal of conversation. It specifies also the order in
which several scenarios could occur.
To model these conversations in the context of sev-
eral Web service compositions, we perform an analysis
process on all the implementation processes and use
an algorithm as part of this analysis to semantically
check and link partner process interactions. The al-
gorithm takes as inputs the partner service interfaces
(WSDL documents) and the implementation models
(BPEL documents). The output of this phase is a list
of interaction activities.
3.4 Service partners and roles
An important requirement for realistic modelling of
business processes is the ability to model the required
relationship with a partner process. WSDL already
describes the functionality of a service provided by a
partner, at both the abstract and concrete levels. The
relationship of a business process to a partner is typi-
cally peer-to-peer, requiring a two-way dependency at
the service level. In other words, a partner represents
both a consumer of a service provided by the business
process and a provider of a service to the business pro-
cess. In this sense, a partner may be considered to
have one or many roles depending on what behaviour
the partner’s service provides. The role indicator is
used primarily to distinguish what the business pro-
cess is referencing as part of the collaborative business
process.
3.5 Linking composition interactions
To model interacting Web service compositions
there is clearly a need to elaborate our analysis of
implementations by linking compositional interactions
based upon: (i) activities within the process (identi-
fying invocation style (rendez vous or request only),
identifying and recording the points at which interac-
tion occurs), (ii) the abstract interface (linking between
the private process activities and the public communi-
cation interface declared in the abstract WSDL service
description).
To model the semantics of linking interactions be-
tween processes requires a mapping between activities
in each of the processes translated and building an
event port connector for each of the interaction activ-
ities linking invoke (input) with receives, and replies
(output) with the returned message to an invoke.
Before introducing our choreography modelling al-




1- Let O be the set of all operations provided by a
Web service in the choreography.
2- Let Cw be the BPEL process of the partner W .
3- A BPEL process Cwi is a quadruple (In, P, A,Wi)
where
– In ⊂ O represents the WSDL process inter-
face: In = {wi.on | O ≤ n ≤ nwi}
– Wi the set of partners defined in the process
Cwi
– P ⊂ O the set of the operations of part-
ner wj of wi (j ∈ I), such as P =
{wj .o | wj 6= wi and ∃j ∈ I, wj .o ∈ Inj}
– A is the set of the invocation activities such
as ∀ a ∈ A:
∗ a.o represents the invoked operation
∗ a.p represents the invoked partner
Algorithm The physical linking of partnerlinks,
partners and process models is undertaken as follows.
For each invocation in a process, a messaging port is
created. WSBPEL defines communication in a syn-
chronous messaging model. WSBPEL process instance
support in the specification specifies that in order to
keep consistency between process activities, a syn-
chronous request mechanism must be governed. The
synchronous model can be formed by the following pro-
cess.
Algorithm 1: Interactions modelling algorithm
for each Composition Cwi do















for each Inwj (wj ∈ Wi) do




Lookup wj .o ∈ Pwj such as
wj .o = a.o
if a.o.output is in (rendez-vous style)
then





For every composition process selected for modelling
we extract all the interaction activities in this process.
Interaction activities are service operation invocations
(requests), receiving operation requests and replying
to operation requests. In addition to an invocation re-
quest, we also add an invocation reply to synchronize
the reply from a partner process with that of the re-
questing client process. The list is then analyzed for
invocation requests, and for each one found a part-
ner/port lookup is undertaken to gather the actual
partner that is specified in a partnerlink declaration.
To achieve this, a partner list is used and the partner
referenced in the invocation request is linked back to
a partnerlink reference. The partnerlink specifies the
porttype to link operation and partner with an actual
interface definition. To complete the partner match,
all interface definitions used in composition analysis
are searched and matched on porttype and operation
of requesting client process. This concludes the part-
ner match. A port connector bridge is then built to
support either a simple request invocation (with no re-
ply expected) or in “rendez-vous” style, building both
invoke/receive and reply-invoke output models. This
supports the model mapping. The sequence is then
repeated for all other invocations in the selected com-
position process, and then looped again for any other
composition processes to analyze. We therefore spec-
ify an algorithm that will enable mechanical linking
between activities, partners and process compositions.
The algorithm supports a mechanical implementation
of linking composition processes together based upon
their interaction behaviour. Two build phases are re-
quired as part of the algorithm, being that of building a
reply-invoke output port and invoke-receive connector
between partnered processes.
In summary, the algorithm described provides a port
connector based implementation of the communication
between two partner processes. Where multiple part-
ners communication is undertaken in a composition,
a port connector is built between each instance of a
message (and optionally a reply if used in rendez-vous
interaction style). In the following, we explain how to
construct our port connector model.
3.6 Building interaction models
The activity of building port connectors for our inte-
gration mapping is based on the basic concept of event
passing in the formation of Web service composition
communication. The essence of this work is that events
are passed through channels. A channel connects two
and only two processes, in which a single process can
receive from a channel. The term channel is used to
symbolize that an one-to-one channel is used in pro-
cess synchronization. A connector is the implementa-
tion between port and channel, in that a sender port is
connected to a sender-receiver channel.
3.6.1 Event Invocations Connectors
To build connected composition interactions, port con-
nector channels are used for each of the invocation
styles between two or more partnered compositions.
The algorithm is used from the viewpoint of a pro-
cess composition at the “center of focus”, that is, the
one in which initial process analysis is being consid-
ered. The interface of subsequent partner interactions
is used in the algorithm to obtain a link between two
Figure 3. Channels and Interaction Activities
of Web Service Compositions
partners and an actual operation. For example in Fig-
ure 3, two WSBPEL processes interact using both a re-
quest only invocation (Channel A) and a Rendez-vous
style (Channel A and B). Our model of interactions us-
ing channels takes into consideration both synchronous
and asynchronous interactions between partners. The
model produced from analysis of the compositions is
from the viewpoint of the composition performing as
part of a role in choreography. This makes the model
providing an abstract view of interactions for the pur-
pose of linking invocations and not on the actual order
of messages received by the process host architecture
(synchronous and asynchronous messaging models for
Web services can be referred in [13]).
Request only invocation (Channel A) Web ser-
vice compositions specified with the invoke construct
and only an input container attribute declare an inter-
action on a request only basis (there is no immediate
reply expected). More generally this requirement is
for a reliable message invocation without any output
response from the service host (other than status of re-
ceiving the request). The model for this is illustrated
in Figure 4.
Rendezvous style invocation (Channels A and
B) “Rendezvous” (Request and Reply) invocations
are specified in WSBPEL with the invoke construct,
with both input and output container attributes. To
model these types of interactions, we use a generic
port model for each process port. A synchronous
event model in Web services compositions (such as
WSBPEL) requires an additional activity of an “in-
put output” to link a reply in a partnered process to
that of the caller receiving the output of the invoke,
however, this is necessary only if the invocation style






Invoke (client) Invoke input invoke client CRS CarRequest





reply CRS client CarRequest
output CRS client CarRequest
Table 1. Mapping Process Activities to Port
Connectors
this port model is shown in Figure 5.
Coming back to the CRS example introduced so far,
Figure 6 shows an interaction scenario to illustrate how
the previous interactions can be established.
Figure 6. Event Invocation Connectors
3.6.2 Mapping Process Activities to Port Con-
nectors
The next step in the port connector modelling process
is to map the activities of the WSBPEL process to
the port connector activities. This is achieved using
the semantics of WSBPEL for the interaction activi-
ties discussed earlier and replacing the port connector
activities appropriately.
The invoke activity in BPEL4WS is mapped from
the client process to the invoke input action of the port
connector - this represents the initial step of a request
between Web service partners.
The associated receiving action of the WSBPEL
partner process is mapped to the receive activity in
the port connector. The reply from the partner pro-
cess to the client process is mapped to the reply in the
partnered process. Both receive and reply activities
in the WSBPEL are discovered as part of the interface




ic(PartnerService, Operation(oId, inV ar)), t1)=⇒
(∃t2)Happens(invoke
−
rc(PartnerService, Operation(oId)), t2) ∧
Initiates (invoke
−
rc(PartnerService, Operation(oId)), equalTo(inV ar1, inV ar), t2)) ∧ (t1 < t2).
∀(t2:time)Happens (invoke
−
rc(PartnerService, Operation(oId)), t2)) ∧
Initiates( invoke
−
rc(PartnerService, Operation(oId)), equalTo(inV ar1, inV ar), t2) =⇒
(∃t1)Happens(invoke
−
ic(PartnerService, Operation(oId, inV ar)), t1) ∧ (t1 < t2).
Figure 4. Request only invocation
∀(t1:time)Happens(invoke
−
ic(PartnerService, Operation(oId1, inV ar)), t1)=⇒
( ∃t2)Happens(invoke
−
rc(PartnerService, Operation(oId1)), t2) ∧
Initiates (invoke
−
rc(PartnerService, Operation(oId1)), equalTo(inV ar1, inV ar), t2) ∧ (t1 < t2).
∀(t2:time) Happens(invoke
−
rc(PartnerService, Operation(oId)), t2)) ∧
Initiates (invoke
−
rc(PartnerService, Operation(oId)), equalTo(inV ar1, inV ar), t2) =⇒
( ∃t1)Happens(invoke
−




ir(PartnerService, Operation(oId2)), t4) ∧
Initiates (invoke
−
ir(PartnerService, Operation(oId2)), equalTo(outV ar1, outV ar), t4) ∧ (t3 < t4).
∀(t4:time)Happens(invoke
−
ir(PartnerService, Operation(oId2)), t4)) ∧
Initiates (invoke
−
ir(PartnerService, Operation(oId2)), equalTo(outV ar1, outV ar), t4) =⇒
(∃t3)Happens(reply(PartnerService, Operation(oId2, outV ar)), t3) ∧ (t3 < t4).
Figure 5. Rendez-vous style invocation
4 Implementation
As a verification back-end, we have used an auto-
mated induction-based theorem prover SPIKE [22].
More details about the verification process and the en-
coding ingredients can be found in [22].
Then, to support the choreography aspects intro-
duced in this paper, we have extended our BPEL2EC
tool presented in [21]. The BPEL2EC tool is built as a
parser that can automatically transform a given WS-
BPEL process into EC formulas according to the trans-
formation scheme. It takes as input the specification
of the Web service composition as a set of coordinated
Web services in WSBPEL and produces as output the
behavioral specification of this composition in Event
Calculus. The description of this implementation is
beyond the scope of this paper and may be found in
[21].
However, this tool already supports the orchestra-
tion aspect model of BPEL and does not provide any
support for the choreography level. In this section, we
would like to focus on the basic structure of our exten-
sion to the BPEL2EC tool depicted in Figure 7.
The tool was developed using Java programming
language. Since BPEL and WSDL are xml specifica-
tions, we have implemented two xml parsers. The both
were developed using the application programming in-
terface JDOM (Java Document Object Model).
The starting point is a set of Web service com-
Figure 7. Basic structure of BPEL2EC tool
positions specifications in BPEL and all interfaces
of the Web services participating in the collabora-
tion. Interactions detection module serves to reveal
all inter-compositions interactions using BPEL and
WSDL parsers. The output of this step is a set of
all peer-to-peer relationships between the actual part-
ners. The mapping step, use the EC translation rules
defined in section 3.6 to model interactions previously
identified and build port connectors between every two
interacting partners. Those models are saved into log
files which will be useful for both verification and vali-
dation by measuring the actual run time deviation with
Figure 8. A screenshot of the BPEL2EC tool
respect to the models.
Figure 8 shows a snapshot of BPEL2EC in action.
The BPEL and WSDL specifications are loaded into
BPEL2EC tool which generates the formal models in
terms of rules expressed in EC language. Note that the
tool saves automatically the results in log files. This
enables the designer to check the translation process.
5 Conclusion
In this paper, we have described an elaboration of
composition models to support a view of interacting
Web service composition processes extending the map-
ping from BPEL4WS to EC discussed in our previ-
ous work [22], and introducing Web service interfaces
for use in modelling between services. The ability to
model these conversations is important to discovering
how Web service interactions fulfill a choreography sce-
nario and if the conversation protocol implement is
compatible with that of partnered services. In essence,
our view of modelling has moved from analyzing a lo-
cal process, or in other word a single composition, with
that of other services and their interactions. We have
also extended the BPEL2EC tool to support multiple
process conversations as an implementation of our ap-
proach.
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