The weak crossed product algebra was studied first by Haile, Larson, and Sweedler [Amer. J. Math. 105 (1983) 689]. They gave interesting properties for such an algebra, one of which is that if A f is a weak crossed product induced by a weak 2-cocycle f defined on a Galois group G = Gal(K/F ), and H is the inertial subgroup of G, then A f has a Wedderburn splitting, that is A f = B ⊕ J where J is the radical of A f and B is a K H -central simple algebra. The purpose of this paper is to give the necessary and sufficient condition for a weak crossed product to be Frobenius and to describe an algorithm for constructing lower subtractive graphs from a finite group G and a generating set S. A special case of this construction is the so-called weak Bruhat ordering on a Coxeter group (G, S). We show that the nilCoxeter algebra associated to (G, S) is a special case of the restricted algebra associated to a lower subtractive graph.  2004 Published by Elsevier Inc.
Introduction
Let K/F be a Galois extension of fields, G = Gal(K/F ). A weak 2-cocycle is a function f : G × G → K such that f σ (τ, γ )f (σ, τ γ ) = f (σ, τ )f (σ τ, γ ) and f (1, σ ) = f (σ, 1) = 1 for all σ, τ, γ ∈ G. Notice that f can take the value 0 ∈ K. In the classical case the values of f are always invertible. A K-algebra can be obtained from f in the following manner: let A f be the K-vector space with basis {x σ | σ ∈ G}, so A f = s∈G Kx σ , and define the product in A f by (1) x σ x τ = f (σ, τ )x σ τ , (2) k σ x σ = x σ k for k ∈ K.
This algebra is called the Weak Crossed Product associated to f . Define a relation on G by σ τ if and only if f (σ −1 , σ τ ) = 0. The inertial subgroup H is defined by H = {σ ∈ G | σ 1}. It has been shown that A f can be written as a direct sum σ ∈H Kx σ ⊕ σ / ∈H Kx σ where the first part is a K H -central simple algebra denoted by B and the second part is the radical of A f denoted by J . This splitting is known as the Wedderburn splitting. On G/H we define an induced relation by σ H τ H if and only if σ τ . This is a partial order on G/H with unique least element H , and it satisfies the following property which is called lower subtractivity: if σ H τ H then
So, we obtain a graph Γ L f on G/H associated with f and rooted at H , called the left graph of f . If the original relation is changed to σ τ if and only if f (τ σ −1 , σ ) = 0, then we get the right graph on H \G in an analogous way. We denote the right graph of the cocycle f by Γ R f . To each weak 2-cocycle f is associated an idempotent weak 2-cocycle e taking the values 0 and 1, and defined by e(σ, τ ) = 0 if and only if f (σ, τ ) = 0.
These two 2-cocycles have the same lower subtractive graph [4, 5] .
An F -algebra A is called Frobenius if there is a non-degenerate bilinear form T : A × A → F such that T (ab, c) = T (a, bc) for all a, b, ∈ A. Most references call the bilinear form associative if the later property holds. Equivalently, A is Frobenius if there is a linear map λ : A → F whose kernel does not contain any non-trivial one-sided ideal. Frobenius algebras satisfy the double annihilator statements which are .ann(r.ann(I )) = I and r.ann( .ann(I r )) = I r where I is any left ideal and I r is any right ideal [2] .
For a Frobenius algebra A with bilinear form T , there is a unique automorphism ϕ of A satisfying
This automorphism is called the Nakayama automorphism for T . The Frobenius algebra A with bilinear form T is called symmetric if T (x, y) = T (y, x) for all x, y ∈ A, or equivalently if the Nakayama automorphism of T is inner. A standard example for a symmetric algebra is the group algebra. (For more about Frobenius algebras, see [7, 8] .) This paper consists of three sections in addition to the introduction. In the first section we give the necessary and sufficient condition for the weak crossed product A f to be Frobenius. A sub-algebra of A e where e is an idempotent weak 2-cocycle, is the restricted algebra that we study in Section 2. In Section 3, we introduce an algorithm by which we always get a lower subtractive graph with special properties over a given finite group and generating set. A part of this section is devoted to showing a connection between the restricted algebra and the so-called nilCoxeter algebra in case of Coxeter group.
When is A f Frobenius?
The Frobenius property of the weak crossed product A f depends completely on the graph of f . We shall prove that A f is Frobenius if and only if the graph of f has a unique maximal element. Lemma 1.1. Let f be a weak 2-cocycle defined on G with inertial subgroup H and let A f = B + J be the Wedderburn splitting of A f , then
where {σ s} = S is a set of representatives of the cosets H \G. 
Proof. Notice that
the set of all elements in G preserving the order. Observe that P is indeed a subgroup of G. Moreover, since H is the unique least element of the partial order, P is a subgroup of the normalizer of H in G(N G (H )). 
Proof. Observe that
So γ −1 ∈ P and thus γ ∈ P . 
Proof. (⇐).
We have A f = σ ∈S Kx σ by Lemma 1.1. Let γ H be the unique maximal element in the graph of f, S and define a linear map λ :
where Tr B/L is the reduced trace for the element b γ , Tr L/F is the field extension trace, and
. It is easy to check linearity. We claim that ker λ does not contain any non-zero one-sided ideal: let y ∈ ker λ − {0}, we proceed to show that yA f ker λ. 
∈ ker λ or yA f ker λ and ker λ does not contain any non-zero right ideal. The left ideal case is similar.
(⇒). Assume the graph of f has two maximal elements γ H and γ H . Consider the left ideal A f x γ . Since x γ x σ = 0 if and only if σ / ∈ H ⇒ r.ann(A f x γ ) = J . Notice also that x γ ∈ .annJ since γ is maximal ⇒ x γ ∈ .ann(r.ann(A f x σ )) ⇒ if A f is Frobenius, x γ ∈ A f x γ by the double annihilator statement. Likewise, we get x γ ∈ A f x γ . Thus, A f x γ = A f x γ which is not true by Lemma 1.5. So A f is not Frobenius. 2
The following consequences are true for any Frobenius algebra (see [2, 7] ). In particular, they are true for A f where the graph of f has a unique maximal element γ H . Corollary 1.7. Let f be a weak 2-cocycle whose graph has only one maximal element, then:
Proposition 1.8. Let f be a weak 2-cocycle having a unique maximal element γ H in its graph, with inertial subgroup
Proof. The two annihilators in the statement are 2-sided ideals. Assume that
∈ H . If t = γ , we can take σ = γ t −1 , in particular, to get γ t −1 γ which contradicts the maximality of γ H . Now, we show that t = γ . If x σ x γ = 0 for some σ / ∈ H , then f (σ , γ ) = 0 or σ σ γ and hence σ σ γ γ . By lower subtractivity, σ −1 σ γ σ −1 γ or γ σ −1 γ which contradicts the maximality of γ . So t = γ and r.annJ = x γ A f . If now x t x σ = 0 for all σ / ∈ H then f (t, σ ) = 0 so t / ∈ H and t tσ for all σ / ∈ H . In particular, by taking
∈ H since γ cannot be less than γ σ for any σ / ∈ H . Hence .annJ = A f x γ . But we showed in Corollary 1.4 that
Let the group G act on the monoid M 2 (G, K) in the following way:
Lemma 1.9. If σ ∈ G satisfies σ * f ∼ f , then σ preserves the order on the graph of f .
Assume that a b and σ aσ −1 qσ bσ
Under this action, let P be the isotropy subgroup fixing f . Lemma 1.9 shows that P is a subgroup of P . 
On the other hand,
This statement tells us that
σ . This shows that the maximal element γ must belong to the subgroup P (the isotropy subgroup) defined after Lemma 1.9.
To find k σ , notice that
We have now all the ingredients to write down the Nakayama automorphism for our linear map λ explicitly:
Here are some consequences of this derivation.
Corollary 1.11. Let f be a weak 2-cocycle whose graph has a unique maximal element γ H . Then γ ∈ P . Moreover, if b is any invertible element in
is a Nakayama automorphism for some associative non-degenerate bilinear form on A f .
Corollary 1.12. Let f be a graph with a unique maximal element γ H
, H = G, k σ as given in (1.2). Let ψ : A f → A f be a Nakayama F -automorphism. Then (i) ψ / ∈ Aut K A f . (ii) ψ is not inner. (iii) ψ(K) = K if and only if ψ = ϕ h x h λ for some h ∈ H , h ∈ K * ,
and in this case
Remark 1.13. On the set of all Nakayama automorphisms, we define an equivalence relation by ψ 1 ∼ ψ 2 if and only if ψ 1 (a) = k −1 ψ 2 (a)k, for some k ∈ K * . Then, Corollary 1.12(iii) establishes a 1-1 correspondence between the set of all equivalence classes and the coset γ H . In particular, if H = {1} then ϕ is unique up to conjugation by a non-zero element of K. Example 1.1. The graph (Fig. 1) on the Dihedral group of order 8, D 4 = s, r | s 2 = srsr = r 4 = 1 , which is arising from an idempotent weak 2-cocycle e is lower subtractive, and has a unique maximal vertex r 3 . If f is a weak 2-cocycle associated to e, then A f = σ ∈D 4 Kx σ is Frobenius, and the Nakayama automorphism which takes K to itself can be given by ϕ(kx sr j ) = k r 3 f sr j (sr j −3 , sr j ) f (sr j −2 , sr j −3 ) x sr j −2 and ϕ(kx r j ) = k r 3 f r j (r 3−j , r j ) f (r j , r 3−j ) x r j .
Proposition 1.14. Let f be a weak 2-cocycle whose graph has a unique maximal element γ H , where H is the inertial subgroup. The algebra A f is symmetric if and only if H = G.

Proof. (⇒).
If H = G then we have seen that the Nakayama automorphism can be given by ϕ(kx σ ) = k γ k σ x γ σ γ −1 and by Corollary 1.12(ii) ϕ is not inner so A f is not symmetric.
(⇐).
If H = G then A f is a central simple F -algebra and therefore is symmetric. 2
The restricted subalgebra A e
With inessential changes, one can follow the proof of Theorem 1.6 and show that if T is a subgroup of G and f is a weak 2-cocycle satisfying Proof. As we saw before,
If ker λ contains a left ideal I and a ∈ I − {0}, then as we did in the proof of Theorem 1.6 we can find an element y ∈ A e such that ya
ya) = 0. The other direction can be shown exactly as we did in the proof of Theorem 1.6. 2
Theorem 2.2. Let e be an idempotent whose graph has a unique maximal element γ H , H the inertial subgroup. Then A e is symmetric if and only if there exists
h 0 ∈ H with γ h 0 ∈ center G.
Proof. (⇐).
Assume that γ h 0 ∈ center(G) for some h 0 ∈ H , then we choose γ h 0 to be a representative for γ H in the definition of λ above and define 
(⇒). Assume γ h /
∈ center(G) for all h ∈ H . So for each h ∈ H there exists σ h ∈ G such that γ hσ h = σ h γ h. We may pick the representative γ h 0 in the definition of λ to be γ h. Consider the elements
Thus λ(ab) = λ(ba) and A e is not symmetric. 2
Remark 2.3.
The results remain true if we use the order on the right graph instead.
Corollary 2.4. The restricted algebra A e , for an idempotent e whose graph has unique maximal element, is symmetric if G is Abelian.
Let A be Frobenius containing an ideal I . Under which circumstances is A/I Frobenius? Jans answered this question in general in his paper [7] . He showed that A/I is 
Define the stable set in G, St(G) to be the set {σ ∈ G | σ L τ if and only if σ R τ for all τ ∈ G} where L is the order in the left graph and R is the order in the right graph. Clearly x σ A f = A f x σ if and only if σ ∈ St(G). We formulate the following proposition. 
Proposition 2.5. If f is a weak 2-cocycle whose graph has a unique maximal vertex γ , let I be a two-sided ideal in A, then A f /I is Frobenius if and only if
I = .ann n i=1 k i x σ i A f ,where σ i ∈ St(G), G = Gal(K/F ) and k i ∈ K.
An application
From now on, we assume the inertial subgroup is trivial.
Standard graph and Bruhat ordering
Let (G, S) be a group with a finite generating set S = {s 1 , s 2 , . . . , s k }. Here, we suppose that S generates G as a semigroup which means every element in G can be expressed as a product of some elements in S without using the inverses of the elements of S. There is a natural way to construct a lower subtractive graph on G in the following manner: put 1 ∈ G in the zero level, that is, put 1 as a unique root of the graph. In the first level, right above 1, put all generators s 1 (G, S) , or LSG(G, S). The right standard graph associated to (G, S) (the RSG(G, S)) is defined in a similar way. We give a simple example. Fig. 2 . Definition 3.1. In the LSG(G, S), we define the length of g ∈ G by
Example 3.1. Consider the Abelian group (G, S)
From the definition of the construction, if g, g ∈ G and there are two maximal chains from g to g in the graph, then this means g = gs i 1 s i 2 · · · s i r and g = gs j 1 s j 2 · · · s j t . Now if r < t, (g ) < (g) + t and g would have appeared in a lower level. Similarly, we get (g ) < (g) + r if t < r. So t = r and we get that all maximal chains from g to g have 
Proof. Let
(⇒). Since gg lies above g in the LSG, let r be the smallest integer such that gg = s 1 s 2 · · · s i s 1 s 2 · · · s r (reduced expression). We always have (gg ) (g) + (g ) so r j . On the other hand, if r < j then (g ) would be less than j which contradicts the assumption.
( 
Subtract (3.2) from (3.1) and then subtract (3.3) from the resulting equation to get
. Let (3.1) and (3.4) be given. It is true in general that 
2) and (3.4)):
The LSG(G, S) appears in the theory of Coxeter group. We give some basic definitions and results which are well-known and can be found in [6] . In case (G, S) is a Coxeter group, the well-known Weak Bruhat Ordering by definition is exactly the LSG(G, S) in our terminology, where The Bruhat Ordering is constructed in the same method as in the LSG(G, S) except we allow multiplication from the left by not only generators but conjugates of generators.
In the Bruhat ordering, since gys i y −1 = gys i (gy) −1 g for any conjugate ys i y −1 of s i , we could have defined the Bruhat ordering by multiplying the conjugates from the left. This property does not hold for the weak Bruhat ordering and we get two weak graphs according to which side we multiply the generators from. Multiplying the generators from the right (left) gives the left standard graph-LSG (right standard graph-RSG) which is precisely Γ L (Γ R ). The union of these two weak Bruhat orderings in the sense that σ U τ if and only if σ x 1 · · · x i τ where is either in LSG or RSG, is a subgraph of the Bruhat ordering. In the case that S = {s, t} with order (st) = m and st = ts, we get the Dihedral group of order 2m, and in this case the union of the LSG and RGS is identical with the Bruhat ordering. In [1] , it was shown that the weak Bruhat graph is a lattice and it has a unique maximal element of order 2. So, we have the following corollary. If we take a s = b s = 0 for all s, we get the so-called nilCoxeter algebra A 0 . It can be characterized by
See [3] . Notice that the length (level) in the LSG is the same as the length in the Bruhat ordering.
Theorem 3.5. The nilCoxeter algebra A 0 is isomorphic to the restricted algebra A e as F -algebras.
Proof. Proposition 3.2 shows that x g x g = x gg in the nilCoxeter algebra A 0 if and only if x g x g = x gg in the restricted algebra A e where the idempotent weak 2-cocycle e is given by the weak Bruhat ordering (LSG) and hence they are isomorphic. 2
Corollary 3.6. The nilCoxeter algebra is Frobenius. Moreover, it is symmetric if and only if the maximal element in its graph belongs to the center of the Coxeter group.
Based on Theorem 3.5, one can generalize the notion of nilCoxeter algebra to be the same as the restricted algebra A e for a general standard lower subtractive graph.
