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Abstract
We generalise the exponential Ax-Schanuel theorem to arbitrary
linear differential equations with constant coefficients. Using the anal-
ysis of the exponential differential equation by J. Kirby ([Kir06, Kir09])
and C. Crampin ([Cra06]) we give a complete axiomatisation of the
first order theories of linear differential equations and show that the
generalised Ax-Schanuel inequalities are adequate for them.
1 Introduction
In [Lan66] Serge Lang mentions that Stephen Schanuel conjectured that for
any Q-linearly independent complex numbers z1, . . . , zn one has
tdQQ(z1, . . . , zn, e
z1 , . . . , ezn) ≥ n. (1.1)
This is now known as Schanuel’s conjecture. It generalises many results
and conjectures in transcendental number theory and is wide open.
Schanuel’s conjecture (and its real version) is closely related to the model
theory of the complex (real) exponential field Cexp = (C; +, ·, exp) (respec-
tively, Rexp = (R; +, ·, exp), see [MW96]). Most pertinent here is Boris Zil-
ber’s approach. He noticed that the inequality (1.1) states the positivity of
a predimension in the sense of Hrushovski. More precisely, Schanuel’s con-
jecture is equivalent to the following statement: for any z1, . . . , zn ∈ C the
inequality
δ(z¯) := tdQQ(z¯, exp(z¯))− l. dimQ(z¯) ≥ 0 (1.2)
∗E-mail: vahagn.aslanyan@gmail.com
1
holds, where td and l. dim stand for transcendence degree and linear dimen-
sion respectively. Here δ satisfies the submodularity law which allows one
to carry out a Hrushovski construction. In this way B. Zilber constructed
pseudo-exponentiation on algebraically closed fields of characteristic zero.
He proved that there is a unique model of that (not first-order) theory in
each uncountable cardinality and conjectured that the model of cardinality
2ℵ0 is isomorphic to Cexp. Since (1.2) holds for pseudo-exponentiation (it is
included in the axiomatisation given by Zilber), Zilber’s conjecture implies
Schanuel’s conjecture. For details on pseudo-exponentiation see [Zil04, Zil05,
Zil02, Zil16].
Though Schanuel’s conjecture seems to be out of reach of modern methods
in mathematics, James Ax proved its differential analogue in 1971 ([Ax71]).
It is now known as the Ax-Schanuel theorem or inequality.
Theorem 1.1 (Ax-Schanuel). Let K = (K; +, ·,D) be a differential field with
field of constants C. If (x1, y1), . . . , (xn, yn) are non-constant solutions to the
exponential differential equation D y = yDx then
tdC C(x¯, y¯)− l. dimQ(x¯/C) ≥ 1, (1.3)
where l. dimQ(x¯/C) is the dimension of the Q-span of x1, . . . , xn in the quo-
tient vector space K/C.
Here again we have a predimension inequality, which will be part of the
first order theory of the reduct KExp = (K; +, ·,Exp) of K where Exp is a bi-
nary predicate for the set of solutions of the exponential differential equation,
i.e. it is interpreted in a differential field K as
Exp(K) = {(x, y) ∈ K2 : D y = yDx}.
Therefore a natural question arises: if one carries out a Hrushovski con-
struction with this predimension and class of reducts, will one end up with
a similar reduct of a differentially closed field?1 Zilber calls predimensions
with this property adequate.
Definition 1.2 ([Asl17a]). A predimension inequality on the set of solutions
of a differential equation E(x, y) is adequate, if the models of the theory
of E-reducts (K; +, ·, E) of differential fields (K; +, ·,D) satisfy the strong
amalgamation property, and the Hrushovski construction yields an E-reduct
1This question arises from similarity to the pseudo-exponentiation.
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of a differentially closed field, that is, the Hrushovski-Fraïssé limit U is iso-
morphic to such a reduct.2
Thus the question is whether the Ax-Schanuel inequality is adequate.
Cecily Crampin studied the exponential differential equation in her PhD
thesis [Cra06] and gave a criterion for a system of exponential differential
equations to have a solution (analogous to pseudo-exponentiation), known
as existential or exponential closedness (in fact, it is a special case of the full
existential closedness property proved by Kirby). She also considered the
predimension function and proved some form of strong existential closedness
for reducts of differentially closed fields. Her results can be used to show that
Ax-Schanuel is adequate, though it is not explicit in her work as she does
not construct the strong Fraïssé limit.
Jonathan Kirby considered the same problem in a much more general
context. He studied exponential differential equations for semiabelian vari-
eties, observed that Ax-Schanuel holds in this setting too and proved that
it is adequate along with giving an axiomatisation of the complete theory of
the reducts (see [Kir06, Kir09]). The axiomatisation is again very similar to
pseudo-exponentiation. An important property that implies adequacy of Ax-
Schanuel is the strong existential closedness which means that models of TExp
are existentially closed in strong extensions (see Section 6 for the definition
of strong extensions). More details on this, in particular an axiomatisation
of TExp, will be presented in Section 2.
Once this is done, one naturally asks the question of whether something
similar can be done for other differential equations.3 In other words, one
wants to find adequate predimension inequalities for differential equations.
In this paper we show that this can be done for any linear differential equa-
tions with constant coefficients (the exponential differential equation being
a special case of it).
We formulate our main results below. For a differential field K and a non-
constant element x ∈ K define a derivation ∂x : K → K by ∂x = (Dx)
−1 ·D.
Then consider the differential equation
(Dx)2n−1
[
∂nxy + cn−1∂
n−1
x y + . . .+ c1∂xy + c0y
]
= 0, (*)
where the coefficients are constants with c0 6= 0. The role of the factor
(Dx)2n−1 is that it clears the denominator of the left hand side of (*), making
2This corresponds to strong adequacy in [Asl17a], and there adequacy means that U
is elementarily equivalent to an E-reduct of a differentially closed field. However, in this
paper we do not need this weaker notion and prefer the term “adequate” to “strongly
adequate” for simplicity.
3This is the main question of my PhD thesis posed by my supervisors Boris Zilber and
Jonathan Pila. See [Asl17a] for more details.
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it a differential polynomial. Let λ1, . . . , λn be the roots of the characteristic
polynomial p(λ) = λn +
∑
0≤i<n ciλ
i. Then the Ax-Schanuel theorem for (*)
is as follows.
Theorem 3.4. Let (xi, yi), i = 1, . . . , m, be non-constant solutions to the
equation (*) in a differential field K such that yi, ∂xiyi, . . . , ∂
n−1
xi
yi are linearly
independent over C for every i. Then
tdC C(x¯, y¯, ∂x¯y¯, . . . , ∂
n−1
x¯ y¯) ≥ l. dimQ(λ1x¯, . . . , λnx¯/C) + 1, (**)
where ∂jx¯y¯ := (∂
j
x1
y1, . . . , ∂
j
xm
ym).
Our problem is to axiomatise the complete theory of the equation (*). As
the inequality (**) suggests, it will be natural to work with reducts of differ-
ential fields with an (n+1)-ary relation En(x, y, y1, . . . , yn−1) for the set of all
(n+1)-tuples (x, y, y1, . . . , yn−1) where (x, y) is a solution of (*) and yi = ∂
i
xy.
Then (**) can be written in a first-order way. For the complete axiomatisa-
tion we will need an important axiom scheme called Existential Closedness.
For a structure F in our language it can be formulated as follows.4
EC’ For each En-Exp-rotund variety V ⊆ F
m(n+1) the intersection V (F ) ∩
Emn (F ) is non-empty.
We will see that this axiom scheme along with the inequality (**) and
some basic axioms (which reveal the relationship between En and Exp) will
axiomatise the first order theory TEn of reducts of differentially closed fields
in the corresponding language.
Our results rely heavily on the aforementioned analysis of the equation
D y = yD x. In particular, we use the Ax-Schanuel theorem to prove Theo-
rem 3.4. Then we use the axiomatisation of TExp to obtain an axiomatisation
of TEn. In fact the exponential differential equation can be defined in our
reducts which means that one can simply translate the axioms of TExp to ob-
tain an axiomatisation of TEn. However we give an axiomatisation based on
the predimension inequality (**) and show the adequacy of that predimen-
sion, which means that the En-reduct of a countable saturated differentially
4For the definition of En-Exp-rotundity see Section 4. Let us just mention here that
it is an analogue of rotundity which is called Exp-rotundity in this paper. Exp-Rotundity
(first defined by Zilber under the name normality) of a variety means that the variety is
not “too small” in terms of the algebraic dimensions of its projections and some “twisted”
projections. It is a sufficient condition for a variety to have a non-empty intersection
with Exp in a differentially closed field. The appropriate conditions are dictated by the
functional equation of the exponential function, namely exp(x + y) = exp(x) · exp(y),
and by Ax-Schanuel. Note also that Exp-rotundity and En-Exp-rotundity are first-order
properties in the language of rings.
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closed field can be constructed by a Hrushovski construction with that pred-
imension.
Let us also note that the problem of finding adequate predimension in-
equalities proved to be closely related to the problem of definability of the
derivation of our differential field in its reducts. We have studied this ques-
tion in [Asl17b]. In particular, the results of the current paper, with the
analysis carried out in [Asl17b], will show that D is not definable from linear
differential equations.
Finally, we remark that Kirby’s work on the exponential differential equa-
tion is the functional analogue of Zilber’s work on Schanuel’s conjecture and
complex exponentiation. Furthermore, Ax-Schanuel can be applied to deduce
a weak version of Schanuel’s conjecture. Namely, Kirby proved in [Kir10] that
Schanuel’s conjecture has at most countable many “essential” counterexam-
ples. This being said, it would be natural to ask if we can connect our results
on linear differential equations with some number theoretic problems. The
answer is that complex solutions of linear differential equations with constant
coefficients are just linear combinations of exponential functions. Thus, we
do not get any “new” functions and, therefore, it is unlikely that our theorems
will yield a transcendence result beyond the original Ax-Schanuel.
Acknowledgements. I am very grateful to my supervisors Boris Zilber
and Jonathan Pila for many helpful discussions.
This research was supported by the University of Oxford Dulverton Scholar-
ship.
2 The exponential differential equation
In this section we give an axiomatisation of the theory of the exponential
differential equation. We will work in the language LExp := {+, ·, 0, 1,Exp}
where Exp is a binary predicate which will be interpreted in a differential
field K = (K; +, ·, 0, 1,D) as the set {(x, y) ∈ K2 : D y = yDx}. In this
case the reduct of K to the language LExp will be denoted by KExp. For a
differentially closed field K we denote the complete first-order theory of KExp
by TExp. For an LExp-structure FExp
5 and for a natural number n we let
Expn(F ) := {(x¯, y¯) ∈ F 2n : FExp |= Exp(xi, yi) for each i}.
5We will normally add a subscript Exp in the notations of LExp-structures to empha-
sise the fact that they are LExp-structures and to distinguish them from LEn -structures
considered later. It does not mean that they are reducts of some differential fields unless
we explicitly state that they are.
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As we already mentioned, an axiomatisation of TExp has been given by
Kirby [Kir06, Kir09] and partially by Crampin [Cra06] (Kirby’s work is much
more general, he studies exponential differential equations of semiabelian
varieties). The original idea of such an axiomatisation is due to Zilber in
the context of pseudo-exponentiation [Zil04]. We refer the reader to [Kir09,
BK16, Zil04, Cra06] for details and proofs of the results presented in this
section.
Throughout the paper K = (K; +, ·,D, 0, 1) will be a differential field and
C will denote its field of constants.
Theorem 2.1 ([Ax71], Theorem 3). For any xi, yi ∈ K, i = 1, . . . , n, if
K |=
∧n
i=1 Exp(xi, yi) and tdC C(x¯, y¯) ≤ n then there are integersm1, . . . , mn,
not all of them zero, such that m1x1 + . . . + mnxn ∈ C or, equivalently,
ym11 · . . . · y
mn
n ∈ C.
This can be given a geometric formulation. For a field we let Ga be
its additive group and Gm be the multiplicative group. Also for a natural
number n we denote Gn := G
n
a ×G
n
m. Observe that for a differential field K
the set Exp(K) ⊆ K2 is a subgroup of G2(K). Notice that
∏
ymii = c ∈ C
means that (y1, . . . , yn) lies in a C-coset of the subgroup of G
n
m(K) defined
by
∏
ymii = 1. Similarly,
∑
mixi = c ∈ C means that (x1, . . . , xn) lies in a
C-coset of the subgroup of Gna(K) defined by
∑
mixi = 0.
The tangent space of Gnm at the identity can be identified with G
n
a . For an
algebraic subgroup H of Gnm its tangent space at the identity, denoted TeH ,
is an algebraic subgroup of Gna . The tangent bundle of H will be denoted
by TH . Also, for an integer n we let Expn(K) := {(x¯, y¯) ∈ K2n : K |=∧n
i=1 Exp(xi, yi)}.
These observations allow one to reformulate Theorem 2.1 in a geometric
language.
Theorem 2.2 (Ax-Schanuel - version 2). Let V ⊆ Gn(K) be an algebraic
variety defined over C with dim(V ) ≤ n. If (x¯, y¯) ∈ V (K) ∩ Expn(K) then
there is a proper algebraic subgroup H of Gnm such that (x¯, y¯) lies in a C-
coset of TH, that is, y¯ ∈ γH and x¯ ∈ γ′ + TeH for some constant points
γ ∈ Gnm(C) and γ
′ ∈ Gna(C).
If V is a variety as above and V (K)∩Expn(K) 6= ∅ then we say V has an
exponential point. The Ax-Schanuel theorem can be thought of as a necessary
condition for a variety to have an exponential point. We will shortly present
the existential closedness statement, which is a sufficient condition for this.
But for now we consider some basic axioms for an LExp-structure FExp.
A1 F is an algebraically closed field of characteristic 0.
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A2 C := CF = {c ∈ F : FExp |= Exp(c, 1)} is an algebraically closed
subfield of F .
A3 Exp(F ) = {(x, y) ∈ F 2 : Exp(x, y)} is a subgroup of G1(F ) containing
G1(C).
A4 The fibres of Exp in Ga(F ) and Gm(F ) are cosets of the subgroups
Ga(C) and Gm(C) respectively.
AS For any xi, yi ∈ F, i = 1, . . . , n, if FExp |=
∧n
i=1 Exp(xi, yi) and
tdC C(x¯, y¯) ≤ n then there are integers m1, . . . , mn, not all of them
zero, such that m1x1 + . . .+mnxn ∈ C.
NT F ) C.
Note that AS can be given by an axiom scheme. A compactness argument
gives a uniform version of the Ax-Schanuel theorem in differential fields. That
is, given a parametric family of varieties V (c¯) over C, there is a finite number
N , such that if for some c¯ we have (x¯, y¯) ∈ V (c¯) and dim V (c¯) ≤ n then
m1x1+ . . .+mnxn ∈ C for some integers mi with |mi| ≤ N . Thus, AS above
should be understood as this uniform version of Ax-Schanuel.
These axioms basically constitute the universal part of TExp with the
exception that A1 is ∀∃ and NT is existential. Models of the theory A1-
A4,AS will be called Exp-fields.
Now we turn to existential closedness. For a k × n matrix M of integers
we define [M ] : Gn(F ) → Gk(F ) to be the map given by [M ] : (x¯, y¯) 7→
(u1, . . . , uk, v1, . . . , vk) where
ui =
n∑
j=1
mijxj and vi =
n∏
j=1
y
mij
j .
Definition 2.3. An irreducible variety V ⊆ Gn(F ) is Exp-rotund if for any
1 ≤ k ≤ n and any k × n matrix M of integers dim[M ](V ) ≥ rankM . If for
any non-zero M the stronger inequality dim[M ](V ) ≥ rankM +1 holds then
we say V is strongly Exp-rotund.
The definition of Exp-rotundity is originally due to Zilber though he ini-
tially used the word normal for these varieties [Zil04]. The term rotund was
coined by Kirby in [Kir09].
Strong Exp-rotundity fits with the Ax-Schanuel inequality in the sense
that it is a sufficient condition for a variety defined over C to contain a non-
constant exponential point. More precisely, if F is differentially closed and
V ⊆ Gn(F ) is a strongly Exp-rotund variety defined over the constants, then
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the intersection V (F )∩Expn(F ) contains a non-constant point. This is a form
of an existential closedness statement, and the existential closedness property
that we will use for the axiomatisation of TExp generalises this considering
varieties that are not necessarily defined over C.
The existential closedness property for an Exp-field FExp is as follows.
EC For each irreducible Exp-rotund variety V ⊆ Gn(F ) the intersection
V (F ) ∩ Expn(F ) is non-empty.
As noted above, V is not necessarily defined over C and the point in the
intersection may be constant.
Exp-rotundity of a variety is a definable property in the language of rings.
This allows one to axiomatise the above statement by a first-order axiom
scheme. Reducts of differentially closed fields satisfy EC and it gives a com-
plete theory (in the language of reduct LExp = {+, ·, 0, 1,Exp}) together with
the axioms mentioned above.
Theorem 2.4 ([Kir09]). The theory TExp is axiomatised by the following
axioms and axiom schemes: A1-A4, AS, EC, NT.
We also define free varieties ([Kir09, Zil04]) and present a result from
[Kir09] below. Although this is not essential for our main results, we will use
it to establish a similar fact for linear differential equations of higher order
(Section 5) which nevertheless contributes to our understanding of the general
picture. Indeed, for free varieties Exp-rotundity is a necessary condition for
having an Exp-point, and we will see that a similar fact holds for higher order
linear equations too.
Definition 2.5. An irreducible variety V ⊆ Gn(K) (defined over C) is Exp-
free if it does not have a generic (over C) point (a¯, b¯) for which∑
miai ∈ C or
∏
ykii ∈ C
for some integers mi and ki (not all of them zero).
Note that this notion corresponds to absolute freeness in [Kir06, Kir09].
Proposition 2.6 ([Kir06, Kir09]). Let V be an Exp-free variety defined over
C. If V has a generic (over C) exponential point then it is strongly Exp-
rotund.
Finally let us make an easy observation which will be useful later.
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Lemma 2.7. Let K be a differentially closed field. If V ⊆ Gn(K) is Exp-
rotund then for any constant c ∈ C× there is a point (a¯, b¯) ∈ V (K) such that
KExp |= Exp(cai, bi) for all i.
Proof. Let L : K2n → K2n be the map (x¯, y¯) 7→ (cx¯, y¯). It is easy to check
that V ′ := L(V ) is Zariski closed and Exp-rotund. Therefore there is a point
(u¯, v¯) ∈ V ′(K) ∩ Expn(K). If ai = c
−1ui, bi = vi, then (a¯, b¯) ∈ V (K) and
Exp(cai, bi) holds.
3 Higher order linear differential equations
In this section we will use some facts and notions from the theory of abstract
linear differential equations in differential fields (see [Mar05], Section 4).
Let us start with a motivating example which will make it clear which
differential equations we will consider. If x(t) and y(t) are complex analytic
functions with y(t) = exp(x(t)) then they satisfy the differential equation
d
dt
y(t) = y(t) · d
dt
x(t). Since we are interested in non-constant solutions, this
equation can be written as dy
dx
=
d
dt
y
d
dt
x
= y. Now if we replace d
dt
with D,6
we will obtain the abstract exponential differential equation D y
D x
= y. Here
we could also argue as follows. In the differential equation dy
dx
= y replace
differentiation with respect to x, that is, d
dx
with 1
D x
· D to get D y
Dx
= y. If
x ∈ K is a non-constant element then ∂x =
1
D x
· D is a derivation of K and
the exponential differential equation can be written as ∂x(y) = y. Here ∂x
can be thought of as abstract differentiation with respect to x. Observe also
that for each x ∈ K \ C the field of constants with respect to ∂x coincides
with the field of constants with respect to the original derivation D, which is
denoted by C.
Now we want to generalise this to higher order linear differential equations
with constant coefficients. Consider the equation
dny
dxn
+ cn−1
dn−1y
dxn−1
+ . . .+ c1
dy
dx
+ c0y = 0. (3.1)
Its solutions are complex linear combinations of exponential functions.
We want to form the corresponding abstract differential equations whose
solutions will be analogues of those combinations. As above we replace d
dx
by ∂x to obtain the equation
∂nxy + cn−1∂
n−1
x y + . . .+ c1∂xy + c0y = 0.
6Recall that we work in a differential field K = (K; +, ·,D) with a single derivation D
and field of constants C.
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The left hand side of this equation is a differential rational function with
denominator (Dx)2n−1. We multiply through by this factor to make the left
hand side into a polynomial. This will also be useful later when we define the
field of constants in the appropriate reduct. Thus we consider the abstract
differential equation
∆(x, y) := (Dx)2n−1
[
∂nxy + cn−1∂
n−1
x y + . . .+ c1∂xy + c0y
]
= 0 (3.2)
in a differential field K. We assume the coefficients ci ∈ C are constants.
The notation ∂x may misleadingly suggest that x is fixed in the equation
(3.2) which is not the case. It should be considered as a two-variable equa-
tion. We prefer this way of writing our equation since otherwise it would
be cumbersome. Note however that ∆(x, y) is not linear as a two-variable
differential polynomial, it is linear with respect to y only. We will assume
that c0 6= 0 in order to avoid any possible degeneracies (like D y = 0).
Observe that by introducing new variables z0, . . . , zn we can write (3.2)
as the following system of equations

zn + cn−1zn−1 + . . .+ c1z1 + c0z0 = 0,
z0 = y,
D zi = zi+1Dx, i = 0, . . . , n− 1.
(3.3)
Let p(λ) = λn + cn−1λ
n−1 + . . . + c0 be the characteristic polynomial of
(3.2). Let λ1, . . . , λn be its roots and let µ1, . . . , µk be its distinct roots with
multiplicities n1, . . . , nk respectively. Since we have assumed c0 is non-zero,
λi’s are also non-zero.
Now we establish some auxiliary results which will be used in the proof
of the Ax-Schanuel theorem for the equation (3.2). Since it is a universal
statement, we can assume without loss of generality that K is differentially
closed. This is not very important but makes our arguments easier as we do
not have to worry about the existence of solutions of differential equations.
Lemma 3.1. Let x be a non-constant element of K and let yi ∈ K \ {0} be
such that ∂xyi = µiyi for i = 1, . . . , k. Then
⋃k
i=1{yi, xyi, . . . , x
ni−1yi} forms
a fundamental system of solutions7 to ∆(x, y) = 0.
Though the proof is very similar to that in the complex setting (see, for
example, [BR78]), we nevertheless present it here for completeness.
7This means that those solutions form a C-linear basis for the space of all solutions.
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Proof. Since x is non-constant, the equation (3.2) can be written as p(∂x)y =
0. The operator p(∂x) can be factored as
p(∂x) =
k∏
i=1
(∂x − µi)
ni .
It is easy to see that for any 0 ≤ l < ni
(∂x − µi)
ni(xlyi) = 0.
Hence we have p(∂x)(x
lyi) = 0 and thus we have n solutions to ∆(x, y) = 0.
Now we prove they are linearly independent.
Assume
k∑
i=1
ni−1∑
j=0
aijx
jyi = 0 (3.4)
for some constants aij . Let i be such that there is a non-zero coefficient aij .
Let t be the biggest number with ait 6= 0. Consider the operator
q(∂x) = (∂x − µi)
t
∏
s 6=i
(∂x − µs)
ns.
Clearly
q(∂x)(x
jyr) =
{
0, if r 6= i or j < t,
t! ·
∏
s 6=i(µi − µs)
ns · yi 6= 0, if r = i, j = t.
Now applying q(∂x) to (3.4) we get ait = 0, a contradiction.
Thus, we found n linearly independent solutions. Since the order of the
equation is n, the set of solutions is an n-dimensional C-vector space, there-
fore the above solutions form a basis for that vector space.
If y1, . . . , yk are as in Lemma 3.1, then for any non-zero constants aij the
set
⋃k
i=1{ai0yi, ai1xyi, . . . , ai,ni−1x
ni−1yi} is a fundamental system of solutions
to our equation. This kind of fundamental systems will be called canonical.
There is a unique such system up to multiplication by constants. Note also
that we will treat canonical fundamental systems as ordered tuples, rather
than as sets. Thus if we say v1, . . . , vn is a canonical fundamental system,
then we mean that the first n1 elements coincide (up to constants) with
y1, xy1, . . . , x
n1−1y1 respectively, and so on. Of course we assume a certain
ordering µ1, . . . , µk of different eigenvalues is fixed.
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Definition 3.2. Given a non-constant x ∈ K, let v1, . . . , vn be a canonical
fundamental system and let y ∈ K be such that ∆(x, y) = 0. Then y (or the
pair (x, y)) is said to be a proper solution if y =
∑
aivi with ai ∈ C
×, that
is, if y is not in the linear span of a proper subset of {v1, . . . , vn}.
A solution is proper if and only if it does not satisfy a linear differential
equation of lower order.
Lemma 3.3. A pair (x, y) ∈ K2 is a proper solution to (3.2) if and only if
y, ∂xy, . . . , ∂
n−1
x y are C-linearly independent.
Proof. Let v1, . . . , vn be as above and y =
∑
aivi. Since v1, . . . , vn are C-
linearly independent, the Wronskian W (v¯) = det(∂lxvi) is non-zero. It is
easy to check that ∂lx(vi) = fli(x)vi where fli is a rational function over
Q(µ1, . . . , µk). Furthermore, none of the fli(x) is zero (as x is non-constant).
LetHx be the n×nmatrix with entries fli(x). ThenW (v¯) = det(Hx)·
∏m
i=1 vi.
Consider the following system of equations with respect to v’s:
∂lx(y) =
m∑
i=1
aifli(x)vi, l = 0, . . . , n− 1.
Its determinant is det(Hx) ·
∏m
i=1 ai which is non-zero if and only if none of
the ai’s is zero. This finishes the proof.
Let (x, y) be a proper solution. Then we can assume y = v1 + . . . + vn.
Let Hx be as in the proof and denote its rows by H
l
x. It is an invertible linear
transformation of Kn. Let Lx be its inverse with coordinate functions (rows)
Lix : K
n → K. Thus
∂lx(y) = H
l
x(v1, . . . , vn) and vi = L
i
x(y, ∂xy, . . . , ∂
n−1
x y).
It is also worth mentioning that when p(λ) does not have multiple roots,
Hx and Lx do not depend on x, they depend only on λi’s. Note also that
if ∆(x, y) = 0 and x is non-constant then ∆(x, ∂xy) = 0. In particular, if
(x, y) is a proper solution then y, ∂xy, . . . , ∂
n−1
x y form a fundamental system
of solutions. These considerations will be useful in Section 5.
Now we are ready to prove the Ax-Schanuel inequality for (3.2).
Theorem 3.4. Let (xi, yi), i = 1, . . . , m, be proper solutions to the equation
(3.2) in K. Then
tdC C(x¯, y¯, ∂x¯y¯, . . . , ∂
n−1
x¯ y¯) ≥ l. dimQ(λ1x¯, . . . , λnx¯/C) + 1, (3.5)
where ∂jx¯y¯ = (∂
j
x1
y1, . . . , ∂
j
xm
ym)
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In particular, if we assume λ1x¯, . . . , λnx¯ are Q-linearly independent mod-
ulo C then tdC C(x¯, y¯, ∂x¯y¯, . . . , ∂
n−1
x¯ y¯) ≥ mn + 1. This is possible only if
λ1, . . . , λn are linearly independent over Q. In fact we can always assume it
is the case; otherwise both the transcendence degree and the linear dimension
will decrease and we will be reduced to the same inequality for a smaller n.
Note also that the case n = 1 is exactly Ax’s theorem for the exponential
differential equation.
Proof of Theorem 3.4. For each i let vij ∈ K
×, j = 1, . . . , n, be a canonical
fundamental system of solutions to ∆(xi, y) = 0. Then for every i the C-
linear span of vi1, . . . , vin is the same as that of yi, ∂xiyi, . . . , ∂
n−1
xi
yi, for (xi, yi)
is a proper solution. In particular, the field C(x¯, y¯, ∂x¯y¯, . . . , ∂
n−1
x¯ y¯) is equal
to the field extension of C generated by x¯ and all the vij . Therefore
tdC C(x¯, y¯, ∂x¯y¯, . . . , ∂
n−1
x¯ y¯) = tdC C(µ1x¯, . . . , µkx¯, v¯1, . . . , v¯n)
≥ l. dimQ(µ1x¯, . . . , µkx¯/C) + 1
= l. dimQ(λ1x¯, . . . , λnx¯/C) + 1
where v¯j is the tuple (v1j , v2j, . . . , vmj). The inequality follows from Ax’s the-
orem applied to the tuple (µ1x¯, . . . , µkx¯) taking into account that (v¯1, . . . , v¯n)
contains a solution yij for each of the equations Exp(µixj , yij).
Let us also note that one can prove (with a similar argument) an ana-
logue of Theorem 3.4 for fields with several commuting derivations (using the
corresponding version of Ax’s theorem). Nevertheless, we prefer working in
differential fields with a single derivation for simplicity and do not consider
a multi-derivative version of the above theorem.
4 The complete theory
Having established a predimension inequality (see Section 6 for details on
predimensions) for higher order linear differential equations, we want to find
an appropriate existential closedness property and thus give an axiomatisa-
tion of the complete theory of the corresponding reducts.
First, let us see which language we should work in. An obvious option
would be simply taking a binary predicate for the solutions of the equation
(3.2). But the inequality (3.5) cannot be written as a first order statement
(axiom scheme) in this language. This is because derivatives of yi’s are
involved in (3.5). Therefore we need to take a predicate of higher arity
which will have variables for the derivatives of y’s as well. Thus we will
work in the language LEn = {+, ·,En, 0, 1, λ1, . . . , λn} where λ1, . . . , λn are
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constant symbols for the eigenvalues and En(x, z0, z1, . . . , zn−1) is an (n+1)-
ary predicate. It will be interpreted in a differential field K as the set{
(x, z¯) ∈ Kn+1 : ∃zn
[
zn +
n−1∑
i=0
cizi = 0 ∧
n−1∧
i=0
D zi = zi+1Dx
]}
.
Note that since λ1, . . . , λn are in the language, the coefficients c0, . . . , cn−1
are ∅-definable. The theory of reducts of differentially closed fields to the
language LEn will be denoted by TEn. Also the field of constants can be
defined as C = {c : En(c, 0, 1, 0, . . . , 0)}.
Observe that Exp can be defined in an En-reduct of a differential field.
Namely,
K |= Exp(λix, y)↔ En(x, y, λiy, . . . , λ
n−1
i y)
for any i ∈ {1, . . . , n}. Indeed, if Exp(λix, y) holds then by Lemma 3.1
∆(x, y) = 0 and ∂jxy = λ
j
iy for each j and so (x, y, λiy, . . . , λ
n−1
i y) ∈ En.
Conversely, if (x, y, λiy, . . . , λ
n−1
i y) ∈ En then y can be written as a C-linear
combination of the fundamental system of solutions. Moreover, we must
have ∂jxy = λ
j
iy for j = 0, . . . , n − 1. This system of equations implies that
∂xy = λiy and so Exp(λix, y) holds.
In fact Exp and En are interdefinable. So we can just translate the ax-
iomatisation for the exponential differential equation to the language LEn and
get an axiomatisation of TEn. However we want an axiomatisation based on
the Ax-Schanuel inequality proved in Section 3. In other words, we want to
understand which systems of equations in LEn-reducts of differentially closed
fields have solutions, and prove that (3.5) is an adequate predimension in-
equality.
Notation. If ∂xyi = µiyi then let gijl(X) be the algebraic polynomial (over
Q(µi)) for which ∂
l
x(x
jyi) = gijl(x)yi. In particular gi0l = µ
l
i. Also denote
Ni := 1 +
∑
j<i nj .
Now we formulate a number of axioms and axiom schemes for an LEn-
structure FEn . In such a structure we let Exp(x, y) be the relation defined
by the formula En(λ
−1
1 x, y, λ1y, . . . , λ
n−1
1 y).
A1’ F is an algebraically closed field.
A2’ C := {c ∈ F : FEn |= En(c, 1, 0, . . . , 0)} is an algebraically closed
subfield of F and λ1, . . . , λn are non-zero elements of C satisfying the
appropriate algebraic relations. In particular λNi = λNi+1 = . . . =
λNi+ni−1 =: µi for every i.
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A3’ En(x, z0, . . . , zn−1) holds if and only if there are y1, . . . , yk ∈ F
× with
Exp(µix, yi) and elements aij ∈ C such that
zl =
k∑
i=1
ni−1∑
j=0
aijgijl(x)yi,
for l = 0, . . . , n− 1.
A4’ Exp(F ) = {(x, y) ∈ F 2 : Exp(x, y)} is a subgroup of G1(F ) containing
G1(C).
A5’ The fibres of Exp in Ga(F ) and Gm(F ) are cosets of the subgroups
Ga(C) and Gm(C) respectively.
AS’ Let xi, zij ∈ F \ C, 1 ≤ i ≤ m, 0 ≤ j < n, be such that zi0, . . . , zi,n−1
are C-linearly independent and
FEn |=
∧
i
En(xi, zi0, . . . , zi,n−1).
Then for each 1 ≤ d ≤ mn if l. dimQ(λ1x¯, . . . , λnx¯/C) ≥ d then
tdC C(x¯, z¯0, z¯1, . . . , z¯n−1) ≥ d+ 1.
NT’ F ) C.
As in the case of AS, a compactness argument can be used here as well to
show that AS’ can be expressed as a first-order axiom scheme. Observe also
that C-linear independence of zi0, . . . , zi,n−1 is first-order here (as opposed to
Q-linear independence), for C is definable in the reduct.
Definition 4.1. An En-field is a model of A1’-A5’,AS’.
Lemma 4.2. Let FEn be a model of A1’-A5’. Then it satisfies AS’ iff the
relation Exp(x, y) satisfies AS.
Proof. Let x1, . . . , xm ∈ F be Q-linearly independent modulo C. Then
µ1x1, . . . , µ1xm are such as well. Denote µsxi =: um(s−1)+i for i = 1, . . . , m, s =
1, . . . , k. If l. dimQ(u1, . . . , umk/C) = d ≥ m then assume without loss of gen-
erality that u1, . . . , ud are linearly independent over the rationals modulo C.
Let vi ∈ F be such that FEn |= Exp(ui, vi). Then AS’ implies that
tdC C(x1, . . . , xm, v1, . . . , vmk) ≥ d+ 1.
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For each i > d there are integers mi, mi1, . . . , mid such that miui +mi1u1 +
. . .+midud = c ∈ C.
Denote v = vmii
∏d
j=1 v
mij
j . By A4’ we have Exp(c, v). But also Exp(c, 1)
holds and using A5’ we deduce that v ∈ C. Hence v1, . . . , vd, vi are alge-
braically dependent over C. Therefore
tdC C(x¯, v1, . . . , vd) ≥ d+ 1.
Now we can easily deduce that tdC C(x¯, v1, . . . , vm) ≥ m+1 and we are done.
The converse follows from the proof of Theorem 3.4.
Notation. Let prj : K
m(n+1) → K2m be defined as
prj : (x¯, v¯0, . . . , v¯n−1) 7→ (x¯, v¯j),
where v¯j = (v1j , . . . , vmj).
Also we will denote the set {(x¯, z¯0, . . . , z¯n−1) ∈ F
m(n+1) : FEn |=
∧m
i=1 En(xi, z¯
i)}
by Emn (F ) where z¯
i = (zi0, . . . , zi,n−1).
Definition 4.3. An irreducible variety V ⊆ Km(n+1) is called En-Exp-rotund
if V1 := pr1(V ) ⊆ Gm(K) is Exp-rotund and
(x¯, y¯) ∈ V1 =⇒ (x¯, y¯, µ1y¯, . . . , µ
n−1
1 y¯) ∈ V. (4.1)
We could of course replace µ1 in (4.1) by any µi. As Exp-rotundity is a
definable property, so is En-Exp-rotundity (in the language of rings).
Now we formulate the existential closedness property for an En-field FEn .
EC’ For each irreducible En-Exp-rotund variety V ⊆ F
m(n+1) the intersec-
tion V (F ) ∩ Emn (F ) is non-empty.
This statement can be given by a first-order axiom scheme in the language
LEn, for En-Exp-rotundity is a first-order property.
Lemma 4.4. If K is a differentially closed field then KEn satisfies EC’.
Proof. Let V ⊆ Km(n+1) be an En-Exp-rotund variety. Then V1 = pr1(V )
is an Exp-rotund variety. So by Theorem 2.4 and Lemma 2.7 there is a
point (x¯, y¯) ∈ V1 such that KEn |= Exp(µ1xi, yi) for each i = 1, . . . , m. By
definition we have
(x¯, y¯, µ1y¯, . . . , µ
n−1
1 y¯) ∈ V.
It is also clear that
KEn |= En(x¯, y¯, µ1y¯, . . . , µ
n−1
1 y¯)
and we are done.
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Lemma 4.5. If FEn satisfies A1’-A5’, AS’, EC’ then Exp(x, y) satisfies EC.
Proof. Suppose W ⊆ Gm(F ) is an Exp-rotund variety defined over a set
A ⊆ F . Let F ⊇ F be a saturated algebraically closed field and pick
(a¯, b¯) ∈ F2n a generic point of W . Let V ⊆ Fm(n+1) be the algebraic lo-
cus of (µ−11 a¯, b¯, µ1b¯, . . . , µ
n−1
1 b¯) over Aµ1. Then V is En-Exp-rotund and
hence V (F ) ∩ Emn (F ) 6= ∅. By our construction of V we also know that
any point in that intersection must be of the form (µ−11 x¯, y¯, µ1y¯, . . . , µ
n−1
1 y¯).
Then (x¯, y¯) ∈ W and by A3’ FEn |= Exp(x¯, y¯). So W (F )∩Exp
n(F ) 6= ∅.
Finally, we can deduce that the given axioms form a complete theory.
Theorem 4.6. The axioms and axiom schemes A1’-A5’, AS’, EC’, NT’ ax-
iomatise the complete theory TEn.
Proof. Indeed, Lemmas 4.2, 4.4 and 4.5 show that an LEn-structure FEn sat-
isfies A1’-A5’, AS’, and EC’ if and only if the relation Exp(x, y) satisfies the
axioms A1-A4, AS, and EC. The latter collection of axioms axiomatises the
theory TExp by Theorem 2.4. Now the desired result follows as the relations
Exp and En are interdefinable due to A3’.
5 Rotundity and freeness
Though EC’ is an appropriate existential closedness property for En-fields,
our definition of En-Exp-rotundity is not that natural. Indeed, the inequality
given by AS’ is not reflected in it and also the notion of En-Exp-rotundity
is far from being a necessary condition for a variety to intersect En. As we
saw, En-Exp-rotund varieties have a very special En-point, which is essen-
tially (constructed from) an exponential point. For these reasons we define
another notion of rotundity (and strong rotundity), called En-rotundity (re-
spectively, strong En-rotundity)
8, which will be more intuitive and natural.
(That definition will not be as simple as Definition 4.3 though.) We will see
in particular that strongly En-rotund varieties will contain proper En-points.
Recall that µ1, . . . , µk are the distinct eigenvalues of our differential equa-
tion. As before, for zij, i = 1, . . . , m, j = 0, . . . , n−1, denote z¯
i = (zi0, . . . , zi,n−1)
and z¯j = (z1j , . . . , zmj). Define the map
L˜ : Km(n+1) → Km(n+1)
8Dropping the Exp from the term En-Exp-rotundity indicates that the new notion of
rotundity is “more independent” from Exp.
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by
L˜ : (x¯, z¯0, . . . , z¯n−1) 7→ (x¯, L
1
x1
(z¯1), . . . , L1xm(z¯
m), . . . , Lnx1(z¯
1), . . . , Lnxm(z¯
m)),
where Ljxi is as in Section 3. Let H˜ be its inverse map. Recall that for
1 ≤ i ≤ k we denoted Ni = 1+
∑
j<i nj . Define maps R : F
m(n+1) → Fm(k+1)
and R˜ : Fm(n+1) → F 2km as follows:
R : (x¯, v¯1, . . . , v¯n) 7→ (x¯, v¯N1 , . . . , v¯Nk),
R˜ : (x¯, v¯1, . . . , v¯n) 7→ (µ1x¯, . . . , µkx¯, v¯N1, . . . , v¯Nk).
Definition 5.1. An irreducible variety V ⊆ Fm(n+1) is called (strongly) En-
rotund if V ′ := R˜ ◦ L˜(V ) ⊆ Gkm(F ) is (strongly) Exp-rotund and V
′′ :=
R(L˜(V )) satisfies the following property:
(x¯, y¯1, . . . , y¯k) ∈ V
′′ ⇒ H˜(x¯, y¯1, xy¯1, . . . , x
n1−1y¯1, . . . , y¯k, xy¯k, . . . , x
nk−1y¯k) ∈ V.
One can use this notion of rotundity to formulate an appropriate existen-
tial closedness statement (that is, the above EC’ but for En-rotund varieties
instead of En-Exp-rotund ones) which, with A1’-A5’ and AS’, axiomatises
TEn. The following result shows that this notion of rotundity fits better with
our differential equation.
Proposition 5.2. Let K be a differentially closed field. If V ⊆ Km(n+1) is a
strongly En-rotund variety defined over C then V (K) has a proper En-point.
Proof. Indeed strong Exp-rotundity of V ′ implies that it has a non-constant
Exp-point. This point obviously gives rise to a proper En-point on V .
In sufficiently saturated models of TEn every (strongly) En-rotund variety
contains a generic (proper) En-point. The converse holds for “free” varieties:
(strong) En-rotundity is a necessary condition for a free variety to have a
generic (proper) En-point. We give precise definitions below.
In the rest of the section we assume that these are linearly independent
over Q. The general case involves no significant additional ideas (after taking
a basis), but is notationally messier.
Definition 5.3. 9 An irreducible variety V ⊆ Fm(n+1) is called En-free if
V ′ := R˜ ◦ L˜(V ) ⊆ Gkm(F ) is Exp-free.
9Note that if we do not require µ1, . . . , µk to be linearly independent over Q (as we
assumed) then the above definition would not make sense. Of course in that case we could
just change the definition of the map R appropriately and get the same notion of freeness.
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The next result follows from Proposition 2.6 and some standard observa-
tions on generic points. It can also be proven using Theorem 3.4.
Proposition 5.4. Suppose V ⊆ Fm(n+1) is an irreducible and free variety
defined over C. If V has a proper generic (over C) En-point then it must be
strongly En-rotund.
6 Predimension
We denote by T 0Exp the LExp-theory given by the axioms A1-A4, AS. Similarly,
T 0En is the LEn-theory consisting of the axioms A1’-A5’, AS’. The results of
Section 4 show that T 0Exp and T
0
En (as well as TExp and TEn) are essentially
the same theory given in two different languages. In particular, every model
FEn of T
0
En (or TEn) can be canonically made into a model FExp of T
0
Exp
(respectively TExp) and vice versa. This relationship allows us to deduce that
the predimension inequality (3.5) is adequate. We proceed towards this goal
in this section.
We will first prove that an embedding of En-fields is the same as an
embedding of the corresponding Exp-fields. For an En-field FEn (or an Exp-
field FExp) we let CF denote its field of constants.
Lemma 6.1. Let KEn and FEn be two En-fields with an embedding of fields
f : K →֒ F . Then f : KEn →֒ FEn is an embedding of En-fields if and only
if it is an embedding of Exp-fields f : KExp →֒ FExp.
Proof. Since Exp is quantifier-free definable in an En-field, we only need to
show that an embedding of Exp-fields is also an embedding of the corre-
sponding En-fields. Identifying K with f(K) we can assume KExp ⊆ FExp.
Let a, b0, . . . , bn−1 ∈ K be such that
FExp |= En(a, b0, . . . , bn−1).
We shall show that
KExp |= En(a, b0, . . . , bn−1).
We can assume that a is non-constant. By A3’ we know that there are
e1, . . . , ek ∈ F
× with Exp(µia, ei) and elements aij ∈ CF such that
bl =
k∑
i=1
ni−1∑
j=0
aijgijl(a)ei,
for l = 0, . . . , n− 1 (here gijl is as in Section 4). If Exp(u, v) holds for some
u, v then Exp(u, cv) holds as well for any constant c. Hence we can assume
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without loss of generality that aij is either 0 or 1. As gijl(X) ∈ CK [X ], we
can express all ei’s with ai0 = 1 in terms of gijl(a) and bl (this is because the
corresponding determinant does not vanish). Hence ei ∈ K and we are done
by A3’ again.
This lemma shows that the category of En-fields with morphisms being
embeddings is isomorphic to the category of Exp-fields again with embed-
dings as morphisms.
Let C be a countable algebraically closed field with td(C/Q) = ℵ0 and
let CExp be the class of all countable models of T 0Exp having C as field of
constants. Further, denote the subclass of CExp, consisting of Exp-fields
which have finite transcendence degree over C as a field, by CExpf.g. .
10
Following [Kir09] for KExp ∈ C
Exp
f.g. (with domain K) define
σExp(KExp) := max{n : there are ai, bi ∈ K, i = 1, . . . , n, with ai’s
linearly independent over Q mod C and KExp |= Exp(ai, bi)}
and
δExp(KExp) := tdC(KExp)− σExp(KExp).
Firstly note that σExp is well defined and finite since the Ax-Schanuel
inequality bounds the number n in consideration by tdC C(a¯, b¯) which, in its
turn, is bounded by tdC(KExp).
Secondly, the Ax-Schanuel inequality is equivalent to saying that δExp(KExp) ≥
0 for all KExp ∈ C
Exp
f.g. where equality holds if and only if K = C.
The function δExp is a predimension in the sense of Hrushovski (see [Kir09,
Asl17a]). In particular, it can be used to define strong extensions.
Definition 6.2. Let A,B ∈ CExp with A ⊆ B. Then we say A is a strong
substructure of B or B is a strong extension of A, denoted A ≤ B, if for
every X ∈ CExpf.g. with X ⊆ B we have δExp(X ∩A) ≤ δExp(X).
Kirby proved in [Kir09] that the class CExp satisfies the strong amalgama-
tion property and is an ℵ0-amalgamation category (see [DG92, Kir06, Kir09]
for details). So one can carry out an (uncollapsed) Hrushovski construction
and end up with a unique (up to isomorphism) countable Exp-field UExp
which is universal and saturated with respect to strong embeddings. This
strong amalgam UExp also satisfies the strong existential closedness property,
10The subscript f.g. here stands for finitely generated, and it means that the structures
of CExpf.g are finitely generated as algebraically closed fields over C, that is, they have finite
transcendence degree over C.
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that is, it is existentially closed in strong extensions. Furthermore, the fol-
lowing result holds showing that the Ax-Schanuel inequality is adequate for
Exp.
Theorem 6.3 ([Kir06, Kir09]). Let F be the countable saturated differentially
closed field. Then UExp is isomorphic to FExp. In particular, the Exp-reduct
of any differentially closed field is elementarily equivalent to UExp.
In order to define the predimension for En-fields we first observe that
Theorem 3.4 can be reformulated to give a lower bound for transcendence
degree not only for proper solutions but for arbitrary ones. Recall that
µ1, . . . , µk are all the distinct eigenvalues of our equation with multiplicities
n1, . . . , nk respectively. Let v1, . . . , vn be a canonical fundamental system of
solutions of ∆(x, y) = 0. For a solution (x, y) (with x non-constant) we have
a unique representation y = c1v1 + . . .+ cnvn with ci ∈ C. For 1 ≤ i ≤ k we
define
ǫi(y) :=
{
1, if for some j with Ni ≤ j < Ni+1 we have cj 6= 0,
0, otherwise.
Then set ǫ(y) := (ǫ1(y), . . . , ǫk(y)) and denote ǫ(y)x := (ǫ1(y)µ1x, . . . , ǫk(y)µkx).
Now it is easy to see that Theorem 3.4 is equivalent to the following.
Theorem 6.4. Let (xi, yi), i = 1, . . . , m, be solutions to the equation (3.2)
in K with xi ∈ K \ C. Then
tdC C(x¯, y¯, ∂x¯y¯, . . . , ∂
n−1
x¯ y¯)− l. dimQ(ǫ(y1)x1, . . . , ǫ(ym)xm/C) ≥ 1. (6.1)
Now we define the predimension. As above, fix a countable algebraically
closed field C with td(C/Q) = ℵ0 and let C
En be the collection of all En-fields
with field of constants C. Further, CEnf.g. consists of those structures from C
En
which have finite transcendence degree over C. For KEn ∈ C
En
f.g. (with domain
K) define
σEn(KEn) := max{ l. dimQ(ǫ
1a1, . . . , ǫ
mam/C) : where ǫ
i ∈ {0, 1}k, ai ∈ K such that
there are b0i , . . . , b
n−1
i ∈ K with ǫ(b
0
i ) = ǫ
i and
KEn |= En(ai, b
0
i , . . . , b
n−1
i ), i = 1, . . . , m}
and
δEn(KEn) := tdC(KEn)− σEn(KEn).
Then the inequality (6.1) states precisely that δEn(KEn) ≥ 0 for all KEn ∈
Cf.g. and equality holds if and only if KEn = C. One can also define strong
embeddings of En-fields by replacing δExp with δEn in Definition 6.2.
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Lemma 6.5. For an En-field KEn ∈ Cf.g. we have
σEn(KEn) = σExp(KExp), δEn(KEn) = δExp(KExp).
Hence an embedding of En-fields KEn →֒ FEn is strong if and only if it is
strong as an embedding of the corresponding Exp-fields KExp →֒ FExp. Fur-
thermore, the category of En-fields with morphisms being strong embeddings
is isomorphic to the category of Exp-fields with strong embeddings.
Proof. We only need to show that σEn(KEn) = σExp(KExp). Letm = σExp(KExp)
and (a1, . . . , am) ∈ K
m be linearly independent over Q mod C such that
for some b1, . . . , bm ∈ K
× we have KExp |= Exp(µ1ai, bi) for each i. Then
KEn |= En(ai, bi, µ1bi, . . . , µ
n−1
1 bi). Clearly, ǫ(bi) = 1 only for i = 1. Hence
l. dimQ(ǫ
1a1, . . . , ǫ
mam/C) = m and so σEn(KEn) ≥ m = σExp(KExp). A
similar argument shows that σExp(KExp) ≥ σExp(KEn).
This lemma shows that we can carry out a Hrushovski construction with
the class CEn and predimension δEn . Then we will end up with a strong
amalgam UEn . The above results imply that UExp and UEn correspond to
each other in the Exp ↔ En correspondence described at the beginning of
this section. Therefore we deduce from Theorem 6.3 that δEn is adequate.
Theorem 6.6. Let F be the countable saturated differentially closed field.
Then UEn is isomorphic to FEn. In particular, the En-reduct of any differen-
tially closed field is elementarily equivalent to UEn.
We conclude our paper with a final observation. The axiomatisation
of TEn given in Section 4 is ∀∃. One can also notice that TEn is not model
complete since otherwise TExp would be model complete too, which is not the
case (note nevertheless that TEn is nearly model complete). In this situation
one can apply Theorem 8.1 of [Asl17b] to conclude that D is not definable
in TEn. One could also prove this using the fact that TExp does not define D
(which can be found in [Kir06] and [Asl17b]).
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