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Abstract
We consider the problem of time-optimal boundary control of a one-dimensional vibrating system subject to a control
constraint that prescribes an upper bound for the L2-norm of the image of the control function under a Volterra operator.
For the solution of this problem, we propose to use Newton’s method to compute the zero of the optimal value func-
tion of certain parametric auxiliary problems, where the steering time is the parameter. The formulation of the auxiliary
problems, which are problems of norm-minimal control, is based on the method of moments. For a xed parameter, these
problems have a simple structure. We present convergence results with respect to the discretization parameters, where
the discretization is done by truncating the system of moment equations. We prove that the optimal value function of
the discretized parametric auxiliary problem is dierentiable and show how the derivative can be computed, so that
Newton’s method can be used. We present numerical examples for the problem of time-optimal control of the rotation of
an Euler{Bernoulli beam that illustrate the fast convergence of the algorithm with respect to the time-parameter.
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1. Introduction
We consider a distributed parameter system with boundary control. We want to steer the system
from a given initial state in nite time to a desired terminal state.
The set of controls that achieve this aim is the solution set of a certain moment problem. This
fact has been described by many authors, e.g. Russel [11], Krabs [5], Avdonin and Ivanov [1].
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The moment problem requires that for the solution a sequence of moment equations holds. For
the numerical solution, we truncate this system.
We consider a problem of time-optimal control with an inequality constraint that prescribes an
upper bound for the L2-norm of the image of the control function under a certain Volterra operator.
This is motivated by a problem described in [4], where a rotating Euler{Bernoulli beam is con-
sidered. In this paper, the problem is to steer the beam to a position of rest in minimal time such
that the torque at the axis as a function of time has minimal L2-norm. The torque is given by a
Volterra operator applied to the control function, which is the angular acceleration.
For our algorithm, we introduce a parametric auxiliary problem where we x the controlling time,
take the function from the inequality constraint as the objective function and the moment equations
as constraint functions.
In [10] it is pointed out that the smallest root of the optimal value function of this parametric
auxiliary problem is the minimal controlling time. In [2], we have shown that the optimal value
function of the parametric auxiliary problem is continuous. Moreover, we have shown that the
sequence of optimal value functions of the discretized auxiliary problems with the truncated system
of moment equations converges uniformly and pointwise monotone to the optimal value function of
the complete problem.
In this paper we show that the optimal value functions of the discretized problems are dieren-
tiable and that the derivative can be evaluated quite easily using the solution of the problem. So
it makes sense to use Newton’s method for the computation of the zeros of the value functions
of the discretized problems. In this way, approximations of the minimal controlling time and of
the time-optimal control are obtained. The proof of the dierentiability uses the implicit function
theorem and a result about the dierentiability of the solution of a Volterra equation with respect to
a certain parameter.
The purpose of this paper is to propose the use of Newton’s method in this context and to illustrate
the behaviour of the method in practice with some numerical examples. Since the evaluation of
the optimal value function of the time-parametric auxiliary problem is very costly compared with
the evaluation of the derivative, the fast convergence of Newton’s method can save much computing
time, compared for example with the secant method. In the algorithm, certain Volterra equations
have to be solved. For the example of the rotating Euler{Bernoulli beam, we point out how this is
done by solving an equivalent initial value problem.
2. The problem
2.1. An evolution equation
Consider the motion of a one-dimensional medium of length 1, whose displacement y(x; t) at
x2 (0; 1) and for t 2 (0; T ) is governed by the equation
ytt(x; t) + Ly(x; t) = Bu(t); t>0; x2 (0; 1); u2L2(0; T ) (1)
with initial conditions
y(x; 0) = y0; yt(x; 0) = y1; x2 (0; 1): (2)
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Let (j)j 2 N be an orthonormal Schauder basis of L2(0; 1). Let (j)j2N be a sequence of real numbers
with j > 0; j2N. For r 2R, dene the space of sequences
l2r =
8<
:(cj)j2N 2RN : kckr :=
0
@ 1X
j=1
jcjj2(j)r
1
A
1=2
<1
9=
; :
Dene the function space
Wr =
(
f2L2(0; 1): f =
1X
j=1
cjj; kfkWr := k(cj)j2Nkr <1
)
:
In most applications, r will be in the interval [0;1). We consider a linear operator L from Wr to
Wr−2 that is given by
L
0
@ 1X
j=1
cjj
1
A= 1X
j=1
jcjj:
For all h2Wr we have kLhkWr−2 = khkWr : The operator L has a pure point spectrum and the eigen-
functions (j)j2N with the corresponding strictly positive eigenvalues (j)j2N.
In the applications the operator L is usually given as a dierential operator for example from a
Sturm{Liouville problem (see [8]) and the spectrum has to be computed. The presentation of the
initial value problem in this section follows the approach in [1].
For T > 0, dene the space L2(0; T ;Wr) of measurable functions g : (0; T )! Wr with
kgkL2(0;T ;Wr) :=
Z T
0
kg(t)k2Wr dt
1=2
<1
and the space C(0; T ;Wr) of continuous functions d : [0; T ] ! Wr with the norm kdkC(0;T ;Wr) :=
maxt 2 [0;T ]kd(t)kWr .
Let B be a bounded linear operator from R to Wr−1. Then we have the adjoint operator B:Wr−1 !
R with
R 1
0 (Br)(x)j(x) dx = rB
j, for r 2R. Functions y2L2(0; T ;Wr) can be represented in the
form
y =
1X
j=1
gj(t)j 2L2(0; T ;Wr);
with gj 2L2(0; T ) and P1j=1 kgjk2L2(0; t)rj <1. Then ytt =P1j=1 d2gj=dt2(t)j, where (d2gj=dt2) is the
second derivative in the sense of distributions.
The following theorem guarantees the existence of a unique solution y2C(0; T ;Wr) of problem
(1), (2).
Theorem 1 (see Avdonin and Ivanov [1, Theorem III.2.1, p. 154]). Let u2L2(0; T ); y0 2Wr and
y1 2Wr−1. Then there exists a unique solution of problem (1); (2) in the sense that the sum
ytt + Ly is an element of L2(0; T ;Wr−1) and equal to Bu and that the initial conditions hold as
equalities in the spaces Wr and Wr−1 respectively. The map (u; y0; y1) 7! (y; dy=dt) of the space
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L2(0; t)Wr Wr−1 to C(0; T ;Wr) C(0; T ;Wr−1) is continuous. Let
ylj =
Z 1
0
yl(x)j(x) dx; l2f0; 1g; uj(t) = u(t)Bj:
The solution has the series representation
y(x; t) =
1X
j=1
yj(t)j(x); t>0; x2 [0; 1]
with
yj(t) = y0j cos(
q
jt) +
y1jp
j
sin(
q
jt)
Z t
0
uj()
sin(
p
j(t − ))p
j
d
2.2. End conditions and moment problems
We are looking for a control function u for which at a time T , the system satises the end
conditions
y(x; T ) = 0; yt(x; T ) = 0; x2 [0; 1]:
It is well known (see, e.g., [1]) that due to the series representation of the solution, this requirement
is equivalent to the statement yj(T )=0; y0j(T )=0 (j2N) which is in turn equivalent to the statement
that u is a solution of the moment problemq
jy0j = B
j
Z T
0
sin(
q
j)u() d; (3)
− y1j = Bj
Z T
0
cos(
q
j)u() d: (4)
Thus the feasible controls must satisfy the above trigonometric moment equations for all j2N.
The above equations can also be considered as a sequence of equality constraints for the control
functions. The question of controllability is equivalent to the question whether the corresponding
moment problem is solvable.
2.3. Time-optimal control
Let T > 0 be given. For all T1; T2 2 [0; T ]; T1 6= T2 let
Z(T1; T2) = L2(minfT1; T2g; maxfT1; T2g)
be the space of real-valued square integrable functions on the interval (minfT1; T2g; maxfT1; T2g).
The usual scalar product in Z(T1; T2) is denoted by h; i(T1 ;T2) and the corresponding norm by kk(T1 ;T2).
Let h; i(T1 ;T1) = k  k(T1 ;T1) = 0.
Dene zj(t)=sin(
p
(j+1)=2t) if j is odd, zj(t)=cos(
p
j=2t) if j is even. Let q2N[f0g be given.
If q>1, let (zj)0j=−q+1 denote a nite number of functions contained in Z(0; T ) and (cj)
0
j=−q+1 denote
a nite number of real numbers. Let c2 l2 = l20 be given. Let I = f−q+ 1;−q+ 2;−q+ 3; : : :g. We
consider control functions u2Z(0; T ) that satisfy the moment equations
hu; zji(0;T ) = cj; j2 I:
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Hence the control functions solve problem (3), (4) and possibly a nite number of additional moment
equations, for example (see Section 5)Z T
0
u(t) dt = c−1;
Z T
0
tu(t) dt = c0:
For (3), (4) the assumption c2 l2 is an assumption on the regularity of the functions y0; y1 and
means that
1X
j=1
(y0j =B
j)j 2W1 and
1X
j=1
(y1j =B
j)j 2W0 = L2(0; 1):
Let > 0 and a continuous kernel K 2C(0; T ) be given. For u2Z(0; T ) dene
(STu)(t) = u(t)−
Z t
0
K(t − s)u(s) ds:
For the adjoint operator, we have
(ST u)(t) = u(t)−
Z T
t
K(s− t)u(s) ds:
Let > 0 and b2Z(0; T ) be given. Dene the set
U (T ) = fu2Z(0; T ): kSTu− bk2(0;T )62 and hu; zji(0;T ) = cj for all j2 Ig:
Let T 2 (0; T ) be given. We consider the time-minimal control problem
T  = inffT 2 [T ; T ]: U (T ) 6= ;g; (5)
so we want to nd the shortest time T 2 [T ; T ] for which we can nd a control function that is
contained in the set U (T ), that is that steers the system to rest and satises the inequality constraint
and if q>1 also the additional moment equations.
We make the following assumptions:
A0. The set U (T ) is nonempty.
A1. There exist constants M > 0; P> 0 such that, for all N 2N; (a−q+1; : : : ; aN )T 2RN+q we have
1
M
0
@ NX
i=−q+1
a2i
1
A
1=2
6
∥∥∥∥∥∥
NX
i=−q+1
aizi
∥∥∥∥∥∥
(0;T )
6
∥∥∥∥∥∥
NX
i=−q+1
aizi
∥∥∥∥∥∥
(0;T )
6P
0
@ NX
i=−q+1
a2i
1
A
1=2
:
A2. The functions z−q+1j[S;T ]; : : : ; zN j[S;T ] are linearly independent for all N 2N; S 2 [0; T ],
T 2 [T ; T ]; S <T .
Remark 2. Assumption A1 is equivalent to the statement that for all T 2 [T ; T ], the functions zi
(i2 I) form a Riesz basis of the closure of their linear span in Z(0; T ) (see [14]).
For T 2 [T ; T ] dene the parametric optimization problem P1(T ):
min kSTu− bk2(0;T ) − 2 s:t: hu; zji(0;T ) = cj for all j2 I:
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Let !(T ) denote the optimal value of P1(T ). For T 2 [T ; T ]; N2N dene the discretized parametric
optimization problem PN (T ):
minkSTu− bk2(0;T ) − 2 s:t: hu; zji(0;T ) = cj for all j2f−q+ 1; : : : ; Ng:
Let !N (T ) denote the optimal value of PN (T ). Then for all T 2 [T ; T ], we have !(T )>!N+1(T )
>!N (T ). The solution of problem PN (T ) is characterized in the following lemma:
Lemma 3. Let T 2 [T ; T ]; N2N. For j2f−q+1; : : : ; Ng; dene Hj(T )= (ST )−1zj. Dene N (T )=
(Ni (T ))
N
i=−q+1 2RN+q as the solution of the linear system
(hHi(T ); Hj(T )i(0;T ))Ni; j=−q+1N (T ) = (ci − hb; Hi(T )i(0;T ))Ni=−q+1:
Then uN (T ) = S−1T (
PN
i=−q+1 
N
i (T )Hi(T ) + b) is the unique solution of problem PN (T ).
The proof is given in [2]. Concerning the solution of problem P1(T ), we have the following
lemma:
Lemma 4. For all T 2 [T ; T ] there exists an element v(T ) of the closure of span fHi(T ): i2 Ig
such that for all i2 I the equality
hv(T ); Hi(T )i(0;T ) = ci − hb; Hi(T )i(0;T ) (6)
is valid. Moreover; u(T ) = S−1T (v(T ) + b) is the unique solution of problem P1(T ).
Again the proof can be found in [2] where also the following result about the optimal value
functions is shown.
Theorem 5. For all N 2N; the optimal value functions !N of the discretized problems are con-
tinuous. The value function ! of the original problem is also continuous. The sequence (!N )N 2N
converges uniformly and monotone to ! on [T ; T ]. If T >T then !(T ) = 0.
To compute T  numerically, we consider the sequence (T N )N 2N dened as
T N = inffT 2 [T ; T ]: !N (T )60g (N 2N): (7)
Since !N6!N+16!, for all N 2N we have T N6T N+16T . Hence limN!1T N6T .
If T >T , the sequence (T N )N 2N converges monotonically to T
 and for N large enough, we
have !N (T N ) = 0.
3. Dierentiability of the value function for the discretized problem
In the sequel we assume that the function b is continuous.
We show that this continuity assumption on b implies that for all N 2N, the optimal value function
!N is continuously dierentiable. Moreover, we show that the derivative !0N (T ) can be computed
easily if the solution of problem PN (T ) is known.
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As before, let Hj(T )= (ST )
−1zj. We prove that for all t 2 (0; T ), the derivative 9THj(T )(t) exists.
Moreover, we show that this parameter derivative 9THj(T ) can be computed as the solution of
a Volterra equation, which diers from the Volterra equation for Hj(T ) only in the right-hand
side.
We give a formula for the derivative !0N (T ) of the optimal value function, where the functions
Hj(T ) and 9THj(T ) appear. For the proof of the dierentiability of the optimal value function !N ,
we use the fact that the coecient vector N (T ) is the solution of a system of linear equations which
depend dierentiably on the parameter T . In our proof, we apply the implicit function theorem to
this system. If K(0) = 0, the derivative 9THj(T ) is zero so in this case, the computation of the
derivative is simpler.
We give results about the higher-order derivatives of !N whose existence depends on the regularity
of the function b.
3.1. The parameter derivative of Hj(T )
Theorem 6. Let z2C(0; T ) be given. For T 2 [0; T ]; let G(T; t) be the solution of the Volterra
equation
G(T; t)−
Z T
t
K(s− t)G(T; s) ds= z(T )K(T − t)=; t 2 [0; T ]
and H (T; t) be the solution of the Volterra equation
H (T; t)−
Z T
t
K(s− t)H (T; s) ds= z(t); t 2 [0; T ]:
Then for all T 2 [0; T ]; for all t 2 [0; T ] the function H (; t) is continuously dierentiable and
@TH (T; t) = G(T; t):
Proof. Since the functions K and z are continuous, the functions H (T; ) and G(T; ) are well-dened
as the unique continuous solutions of the corresponding Volterra equations (see Theorem 3:1 in [9]).
First we show that the function G(; t) is continuous on [t; T ]. The function v(T; t) = G(T; T − t)
is the solution of the equation
v(T; t)−
Z t
0
K(t − s)

v(T; s) ds=
z(T )
2
K(t):
This equation denes the function v(T; ) on the interval [0; T ]. According to Theorem 3:5 in [9],
the solution of this problem can be expressed using the resolvent kernel R for the dierence kernel
K=, namely as
v(T; t) =
z(T )
2
K(t) +
Z t
0
R(t − s)z(T )
2
K(s) ds
where R is the solution of
R(t)−
Z t
0
K(t − s)

R(s) ds=
K(t)

:
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Thus we have v(T; t) = R(t)z(T )=. Hence for all T 2 [0; T ] we have
lim
h!0
max
t 2 [0;T ]
jv(T + h; t)− v(T; t)j= 0;
where for T 2f0; Tg the corresponding one-sided limits are used. Since the function v(T; ) is con-
tinuous, this implies that the function G(; t) is continuous on [t; T ], because we have
jG(T + h; t)− G(T; t)j = jv(T + h; T + h− t)− v(T; T − t)j
6 max
s2 [0;T ]
jv(T + h; s)− v(T; s)j
+jv(T; T + h− t)− v(T; T − t)j:
Dene
I(T; t) =
Z T
t
G(s; t) ds+
z(t)

:
Then we have
I(T; t) = 
Z T
t
G(s; t) ds+ z(t):
Moreover, the Volterra equation dening G implies

Z T
t
G(s; t) ds=
Z T
t
z(s)

K(s− t) ds+
Z T
t
Z s
t
K(u− t)G(s; u) du ds
=
Z T
t
z(s)

K(s− t) ds+
Z T
t
Z T
u
K(u− t)G(s; u) ds du
=
Z T
t
z(s)

K(s− t) ds+
Z T
t
K(u− t)
Z T
u
G(s; u) ds

du
=
Z T
t
K(s− t)I(T; s) ds:
Hence we have
I(T; t) =
Z T
t
K(s− t)I(T; s) ds+ z(t);
which implies I(T; t) = H (T; t). Hence @TH exists and we have
@TH (T; t) = G(T; t):
So the assertion follows.
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3.2. The derivative of the value function
Now we consider the dierentiability of the optimal value function !N of the discretized problem
PN . According to Lemma 3 we have
!N (T ) =
∥∥∥∥∥∥
NX
j=−q+1
Nj (T )Hj(T )
∥∥∥∥∥∥
2
L2(0;T )
=
NX
k=−q+1
NX
l=−q+1
Nk (T )
N
l (T )hHk(T ); Hl(T )i(0;T ):
Let AN (T ) be the positive-denite matrix
AN (T ) = (hHk(T ); Hl(T )i(0;T ))Nk;l=−q+1:
Dene
rN (T ) = (cj − hb; Hj(T )i(0;T ))Nj=−q+1:
Then by Lemma 3 we have
!N (T ) = (N (T ))TAN (T )N (T )− 2 = (N (T ))TrN (T )− 2: (8)
With this representation of the function !N we can prove the following lemma.
Theorem 7. The function !N is continuously dierentiable on [0; T ] and
!0N (T ) = 2(N (T ))
Tr0N (T )− (N (T ))TA0N (T )N (T ): (9)
Let Gj(T ) = 9THj(T ). The map rN is continuously dierentiable on [0; T ] and
r0N (T ) = (−b(T )zj(T )= − hb; Gj(T )i(0;T ))Nj=−q+1:
The map AN is continuously dierentiable on [0; T ] and
A0N (T ) = (zi(T )zj(T )=
2 + hHi(T ); Gj(T )i(0;T ) + hGi(T ); Hj(T )i(0;T ))Ni; j=−q+1:
Proof. According to Theorem 6, Gj(T ) is well dened and continuous. Let
akl(T ) = hHk(T ); Hl(T )i(0;T ):
Then the function akl is dierentiable and
a0kl(T ) = Hk(T )(T )Hl(T )(T ) + hHk(T ); Gl(T )i(0;T ) + hGk(T ); Hl(T )i(0;T ):
The denition of Hj(T ) implies the equation
Hj(T )(T ) = zj(T )=:
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Hence A0N (T ) exists and the representation that is given in the statement of the lemma follows.
Analogously, the assertion for r0N (T ) follows. According to Lemma 3 we have the equation
AN (T )N (T )− rN (T ) = 0:
The matrix AN (T ) is regular. Thus the implicit function theorem implies that the map N is contin-
uously dierentiable and
0N (T ) = A
−1
N (T )(r
0
N (T )− A0N (T )N (T )):
The representation (8) of !N yields
!0N (T ) = (
0
N (T ))
TrN (T ) + N (T )Tr0N (T )
= (r0N (T )− A0N (T )N (T ))TA−1N (T )rN (t) + N (T )Tr0N (T )
= (r0N (T )− A0N (T )N (T ))TN (T ) + N (T )Tr0N (T )
= 2N (T )Tr0N (T )− (N (T ))TA0N (T )N (T ):
Hence from the vectors N (T ); r0N (T ) and the matrix A
0
N (T ) the derivative !
0
N (T ) can be computed
without solving a system of linear equations. To compute the derivative 0N (T ), the solution of a
system of linear equations is necessary.
Lemma 8. If the kernel K satises the equation K(0) = 0; then Gj(T ) = 0. Hence in that case
r0N (T ) = (−b(T ) zj(T )=)Nj=−q+1;
A0N (T ) = (zi(T ) zj(T )=
2)Ni; j=−q+1:
Proof. Theorem 6 implies that the functions Gj(T ) are continuously dierentiable with respect to T
and that the derivative 9TGj(T ) is the solution of the Volterra equation
@TGj(T )(t)−
Z T
t
K(s− t)@TGj(T )(s) ds= z(T )K(0)K(T − t)=2:
If K(0) = 0, this yields 9TGj(T ) = 0. This implies that for all T 2 (0; T ) t 2 (0; T ) we have
Gj(T )(t) = Gj(T )(T ) = z(t)K(0)=2 = 0:
Now the remaining assertions follow from Theorem 7.
Lemma 9. If the function b and zj are (continuously) dierentiable; the function !N is twice
(continuously) dierentiable on [0; T ]. The maps rN and AN are also twice (continuously) dieren-
tiable on [0; T ].
Proof. In the proof of Lemma 8, we have seen that the derivative 9TGj(T ) exists.
Theorem 7 implies that the map rN is twice dierentiable on [0; T ] and
r00N (T ) =
 
−b
0(T )zj(T )

− b(T )z
0
j(T )

− b(T )Gj(T )(T )− hb; @TGj(T )i(0;T )
!N
j=−q+1
:
M. Gugat / Journal of Computational and Applied Mathematics 114 (2000) 103{119 113
The map AN is also twice dierentiable on [0; T ] and
A00N (T ) =
 
z0i (T )zj(T )
2
+
zi(T )z0j(T )
2
+ 2hGi(T ); Gj(T )i(0;T )
+Hi(T )(T )Gj(T )(T ) + Gi(T )(T )Hj(T )(T )
+hHi(T ); 9TGj(T )i(0;T ) + h9TGi(T )Hj(T )i(0;T )
!N
i; j=−q+1
:
The representation of !0N (T ) given in Theorem 7 implies
!00N (T ) = 2(
0
N (T ))
Tr0N (T ) + 2(N (T ))
Tr00N (T )
−2(0N (T ))TA0N (T )N (T )− (N (T ))TA00N (T )N (T ):
Remark 10. If K(0) = 0 we have
r00N (T ) = (−b0(T )zj(T )= − b(T )z0j(T )=)Nj=−q+1;
A00N (T ) = (z
0
i (T )zj(T )=
2 + zi(T )z0j(T )=
2)Ni; j=−q+1:
So in this case the derivative !00N (T ) is easy to compute: Only to obtain 
0
N (T ) the system of linear
equations
AN (T )0N (T ) = r
0
N (T )− A0N (T )N (T )
has to be solved. The matrix and the right-hand side of this system is not costly to compute.
If b is suciently regular, the following Lemma is interesting.
Lemma 11. Let n2N. If the functions b and zj are n-times (continuously) dierentiable; the
function !N and the maps rN ; N and AN are (n+ 1)-times (continuously) dierentiable on [0; T ].
Proof. By induction, Theorem 6 implies that the functions Gj(T ) are innitely often dierentiable
and that the derivative 9(n)T Gj(T ) is the solution of the Volterra equation
@(n)T Gj(T )(t)−
Z T
t
K(s− t)@(n)T Gj(T )(s) ds= z(T )K(0)nK(T − t)=n+1:
Hence the denition of rN (T ) implies that rN is (n+1)-times (continuously) dierentiable, and this
is also true for AN (T ).
The equation AN (T )N (T )− rN (T ) = 0 implies that N (T ) is (n+ 1)-times (continuously) dier-
entiable on [0; T ]. Now the assertion follows from the equation !N (T ) = (N (T ))TrN (T )− 2.
4. Newton's method for time-optimal control
For the solution of problem (5), we propose the following basic algorithm.
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Algorithm 1. Choose a strictly increasing sequence of discretization levels (Nk)k 2N 2NN and a
sequence of accuracies (k)k 2N 2 (0;1)N with limk!1k = 0.
Step k: Compute a number ~TNk 2 [T ; T ] with
06!Nk ( ~TNk )6k : (10)
Theorem 12. If for all k; the inequality !Nk (t)>0 implies t6T

Nk ; the sequence ( ~TNk )k 2N dened
in Algorithm 1 converges to T .
Proof. Let LS = lim supk!1 ~TNk and LI = lim inf k!1 ~TNk . Due to (10), our assumption implies that
for all k 2N we have
~TNk6T

Nk6T
:
Hence LS6T . Theorem 5 implies that
!(LI) = lim
k!1
!Nk ( ~TNk ) = 0:
Hence LI>T . Thus we have LS = LI = T .
Remark 13. If b=0, we have r0N (T )= 0 for all N 2N, T 2 [T ; T ]. If in addition, the matrix A0N (T )
is positive semidenite (Lemma 8 implies that this is the case if K(0) = 0), (9) implies that
!0N (T ) =−(N (T ))TA0N (T )N (T )60:
Hence the function !N is decreasing. In this case the assumption of Theorem 12 is valid. Moreover,
the function ! is also decreasing. If in addition, we have c 6= 0 and for T 2 [T ; T ] the matrices
A0N (T ) are regular, then !
0
N (T )< 0 and the function !N is strictly decreasing.
For the computation of the number ~TNj in step j of Algorithm 1 in the case that the function !Nj
is decreasing, we propose to use Newton’s method, if necessary combined with a bisection method
that assures global convergence. Let s= T Nj as dened in (7).
Algorithm 2 (Newton bisection). Step 0: Find an interval E0=[a0; b0] containing s. Choose 0 2fa0; b0g.
Step k: Given an interval Ek = [ak ; bk] containing s and k 2fak ; bkg.
If !0Nj(k) 6= 0, compute nk = k − !Nj(k)=!0Nj(k), else let nk = ak .
If nk 2Ek compute !Nj(nk). Take the left interval [k ; k]2f[ak ; nk]; [nk ; bk]g with s2 [k ; k],
which is determined by the sign of !Nj(nk).
If nk 62Ek , let [k ; k] = [ak ; bk].
Compute the midpoint ck=(k+k)=2 and !Nj(ck). Take the left interval Ek+1=[ak+1; bk+1]2f[k ; ck];
[ck ; k]g with s2Ek+1.
If nk6ak+1, let k+1 = ak+1. If nk>bk+1, let k+1 = bk+1.
Remark 14. In Algorithm 2, the function !Nj is evaluated as in (8) and the derivative !
0
Nj(nj) is
computed as in (9).
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Lemma 15. For all k 2N we have s2 [ak ; bk] and (bk+1−ak+1)6(bk−ak)=2. Moreover; the sequence
(k)k 2N converges to s. If !0Nj( s) 6= 0 and for all k; k 6= s then
lim
k!1
k+1 − s
k − s = 0;
that is the sequence (k)k 2N converges superlinearly to s. If the function b is continuously
dierentiable; then
lim
k!1
k+1 − s
(k − s)2 <1;
that is the sequence (k)k 2N converges quadratically to s.
Proof. For all k we have k 2Ek . Since Ek+1Ek and bk+1−ak+16(bk−ak)=2 the sequence (k)k 2N
is convergent. For all k we have s2Ek , hence limk!1k = s.
For all k we have jk+1 − sj6jnk − sj. If !0Nj( s) 6= 0, the denition of nk implies that for k
suciently large
nk − s
k − s =
k − !Nj(k)=!0Nj(k)− s
k − s =
1
!0Nj(k)

!0Nj(k)−
!Nj(k)
k − s

:
This yields limk!1(nk − s)=(k − s) = 0. On account ofk+1 − sk − s
6
nk − sk − s

the superlinear convergence follows. If b is continuously dierentiable, then Lemma 9 implies that
!Nj is twice dierentiable. Hence
lim
k!1
1
!0Nj(k)

!0Nj(k)−
!Nj(k)
k − s

(k − s) = 0
and the quadratic convergence follows as above.
5. The rotating Euler{Bernoulli beam
As an example, consider the problem of the time-optimal control of a rotating Euler{Bernoulli
beam. This problem has been described in [4] for D = 1 and a similar problem has been studied
in [12].
We want to control the rotation of a exible arm about an axis that is orthogonal to the arm. The
axis is driven by a motor, whose torque is controlled. Let  (t) denote the angle of rotation at time
t. The following initial conditions are given:
 (0) =  0;  0(0) =  1: (11)
We assume that the movement of the arm can be described by the model of the Euler{Bernoulli
beam of unit length. Hence for this example the evolution equation (1) is
ytt(x; t) + Dyxxxx(x; t) = xu(t); t>0; x2 (0; 1);
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where y(x; t) denotes the displacement of point x of the arm at time t from the rotating zero line and
u(t)=  00(t) is the angular acceleration. The number D> 0 corresponds to the stiness of the beam.
The beam is clamped at the axis and the other end is free, which leads to the boundary conditions
y(x; t) = yx(0; t) = yxx(1; t) = yxxx(1; t) = 0; t>0:
At the beginning of the movement, the arm satises the initial conditions
y(x; 0) = y0(x); yt(x; 0) = y1(x); x2 (0; 1):
We are looking for a control that steers the beam to a position of rest with angle zero, so that at a
time T>0 the following end conditions hold:
y(x; T ) = 0 = yt(x; t);  (T ) = 0 =  0(T ): (12)
Eq. (12) is equivalent to the moment equationsZ T
0
u(t) dt =− 1;
Z T
0
tu(t) dt =  0:
So we choose q = 2 and dene z0(t) = 1; z−1(t) = t and c0 = − 1; c−1 =  0. In this example, for
f2fg2C(4)(0; 1): g(0)=g0(0)=0; g00(1)=g000(1)=0g we have Lf=Df0000. Let (j)j2N denote the
positive solutions of the equation
cos(j) + 1=cosh(j) = 0:
Then the eigenvalues (j)j 2 N are given by j = D4j . The numbers j can be computed using
Newton’s method applied to the function
cos(j− =2 + ) + 1=cosh(j− =2 + )
with the zero as the starting point. Note that for j>2 we have
jj − (j− =2)j6arcsin(1=cosh((j − 1)− =2)):
Theorem 1:2:17 from [6] implies that the functions (zi)1i=−1 satisfy A1. The proof uses a trigonometric
inequality by Ingham (see [3]). For the eigenfunctions (j)j2N we have
j(x) = jsin(jx)− cos(jx) + 1 + j2 exp(−jx) +
1− j
2
exp(jx)
with j = tanh(j=2) if j is odd and j = coth(j=2) if j is even. The functions (j)j2N form an
orthonormal Schauder basis of L2(0; 1) (see [8]). For the numbers Bj we have
Bj =
Z 1
0
xj(x) dx = 2=2j :
Hence the assumption c2 l2 means that y0 2W2 and y1 2W1. Note that using integration by parts it
can be shown that
ff2C(4)(0; 1) : f(0) = f0(0) = 0 = f00(1) = f000(1)gW2:
For the problem of time-optimal control, we introduce an upper bound for the L2-norm of the torque
function at the axis of the beam corresponding to the control function u. This torque function M is
given by a Volterra operator applied to the control function:
M (t) = ( + 1=3)u(t) +
Z 1
0
xytt(x; t) dx
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= u(t)− Dyxx(0; t)
= u(t)−
Z t
0
K(t − s)u(s) ds− b(t);
with K(t) =−4pDP1j=1 sin(pD2j t)=2j (hence K 2C[0;1)) and
b(t) =
1X
j=1
(2D2j y
0
j cos(
p
D2j t) + 2
p
Dy1j sin(
p
D2j t))
(see [7]). Thus the continuity of the function b is secured if the functions y0 and y1 are suciently
regular.
Note that K(0) = 0. Hence Lemma 8 is applicable so that r0N (T ); A
0
N (T ) and hence also !
0
N (T )
can be computed easily if N (T ) is known.
5.1. Numerical examples
For the computations, we used the truncated kernel
KJ (t) =−4
p
D
JX
i=1
sin(
p
D2i t)=
2
i :
Note that a trigonometric identity implies that
KJ (t − s) = 4
p
D
JX
i=1
(cos(
p
D2i t) sin(
p
D2i s)− sin(
p
D2i t) cos(
p
D2i s))=
2
i ;
hence KJ is a nite rank kernel. Now we want to point out how we computed the functions Hj(T )
(j2 I) as solutions of the equations
STHj(T ) = zj (j2 I): (13)
For this purpose, we start with a lemma about the transformation of (13) to the standard form of
Volterra equations of the second kind.
Lemma 16. If v2C(0; T ) is the continuous solution of the linear Volterra equation of the second
kind
v(x)−
Z x
0
K(x − y)

v(y) dy =
zj(T − x)

; x2 [0; T ] (14)
then u(x) := v(T − x) satises the equation (ST u)(x) = zj(x); x2 [0; T ].
Proof. Since the functions K and zj are continuous, Eq. (14) has a unique continuous solution v
(see Theorem 3:1 in [9]), that satises the following equation:
v(T − x) =
Z T−x
0
(K(T − x − y)=)v(y) dy
= u(x)−
Z x
T
(K(s− x)=)v(T − s) (−ds)
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Fig. 1. The graph of the value functions !8 on [1; 2].
= u(x)−
Z T
x
(K(s− x)=)u(s) ds
= zj(x)=
Hence the assertion is valid.
Since KJ is a nite rank kernel, the solution of (14) can be computed via the solution of an initial
value problem in R2J (see Theorem 1.1 in [9]). Moreover, as pointed out in [13], Problem 7, the
fact that the matrix A(t) of the corresponding dierential equation
y0(t) = r(t)− A(t)y(t)
is a rank one matrix can be exploited in the numerical solution of the initial value problem by the
implicit trapezoidal method, since the appearing system of linear equations can be solved explicitly.
Fig. 1 shows the optimal value functions !8 + 60 for 2 = 60 and D2f1; 10; 100; 1000g on the
interval [1; 2] for  = 1;  0 = −2;  1 = 0; y0 = y1 = 0. (The numbers on the abscissae denote the
grid points.) In this case, we have b= 0.
Fig. 1 gives the impression that the function !8 is convex and strictly decreasing. For such
functions, Newton’s method converges globally. This suggests that for the example of the rotating
Euler{Bernoulli beam, it is possible to work with Newton’s method without a combination with a
bisection method. So we used the iteration
nk+1 = nk − !8(nk)=!08(nk) (15)
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Table 1
D i ~T 8
1 9 1.54887
10 5 1.13476
100 6 1.12674
1000 7 1.12496
for the computation of approximations of T 8 . We worked with the truncated kernel K100. The val-
ues of the functions Hi(T ) were computed on an equidistant grid of 4097 points on the interval
[0; T ] using the trapezoidal method for the numerical solution of the corresponding initial value
problem. The integrals in the Gram matrices A8(T ) were computed with a generalized Simpson rule
using the same grid points. The linear systems for the computation of 8(T ) were solved using
the QR-decomposition of A8(T ).
To stop the interation (15), we used the termination criterion: Stop in step i if
j!8(ni)j610−8: (16)
We chose 2 = 60 and started with the point n0 = 1 for D2f1; 10; 100; 1000g. Table 1 contains
the number of iteration i where (16) was satised and the computed approximations of T 8 .
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