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ABSTRACT
Sound localization in 3D space relies on a variety of auditory cues
resulting from the encoding provided by the lower and higher re-
gions of the auditory path. During the last 50 years different the-
ories and models have been developed to describe psychoacoustic
phenomena in sound localization inspired by the processing that is
undertaken in the human auditory system. In this paper, a biologi-
cally inspired model of human sound localization is described and
the encoding of the known auditory cues by the model is explored.
In particular, the model takes as an input binaural and monaural
stationary signals that carry information about the Interaural Time
Difference (ITD), the Interaural Level Difference (ILD) and the
spectral variation of the Head Related Transfer Function (HRTF).
The model processes these cues through a series of linear and non-
linear units, that simulate the peripheral and the pre-processing
stages of the auditory system. The encoded cues, which in the
model are represented by excitation-inhibition (EI) and the time
average (TA) activity patterns, are then decoded by a central pro-
cessing unit to estimate the ﬁnal location of the sound source.
1. INTRODUCTION
Sound localization is a perceptual process that in contrast to other
sensory systems, like vision and taste, there is no point-to-point
correspondence between a sound event and the perceived locus
of an acoustic image at the lower peripheral stages of the human
hearing system [1]. Instead, it is believed that the localization of
sound events occur entirely as a consequence of neural processing
of monaural and binaural signals. The ITDs (interaural time dif-
ferences), the ILDs (interaural level differences), and the monaural
spectral cues, that occur due to the spectral changes of the pinna,
are three of the most salient auditory cues that are used by a human
listener in order to characterize the locus of a sound event.
During the last 50 years different techniques have been devel-
oped to predict the statistical properties of human sound localiza-
tion in the horizontal plane. Some of these theories rely only on
stimulus statistics, while others are based on neuroscientiﬁc ﬁnd-
ings. The last one has led to the development of so called bio-
⇤ This work was supported by Meridian Audio Ltd.
logically inspired models and to three of the most established and
well-known theories, i.e. the Jeffress’s coincidence detector [2],
that is based on coincidence counter hypothesis, Durlach’s EC
(equalization-cancellation) theory [3], that was developed to in-
terpret phenomena in the detection of binaural sounds masked by
a masking noise, and the count-comparison principle introduced
by von Békésy (1930) [4] that resembles the neural activity of the
higher regions of the auditory path.
At the same time only recently, a variety of different models
have been developed for the prediction of human sound localiza-
tion in sagittal planes [5, 6]. These models are based mainly on the
neural integration hypothesis, which states that for moderate in-
tensities the localization system requires an input of at least 80 ms
broadband sound to give a stable estimation of the sound-source
elevation [7, 8].
Having such models, i.e. a model that is able to predict suc-
cessfully under certain conditions, human modes of listening, can
be beneﬁcial not only for the better understanding of the underly-
ing mechanisms of human reactions but also for their application
in audio quality assessment, robotics and cochlear implants, avoid-
ing costly and time-consuming experiments.
The current paper aims to combine two well established mod-
els for the prediction of human localization in horizontal and sagit-
tal planes in order to predict human localization in 3D space. The
paper is divided into ﬁve main sections. In the ﬁrst section a gen-
eral introduction to sound localization and to perceptual models is
given and in the second section, a biologically inspired model is
described for the prediction of human sound localization for sta-
tionary signals in 3D space (excluding distance). In the third sec-
tion, different parameters of the model are explored, and in the
third section, simulation results are compared with previous lis-
tening tests. In the last part the conclusions and future work are
given.
2. DESCRIPTION OF THE MODEL
The model that has been used in this paper is based on EC theory
for the production of the excitation-inhibition (EI) pattern in bin-
aural processing [9], which is mainly responsible for the encoding
of the ITD and ILD cues, and a time average (TA) representationProc. of the EAA Joint Symposium on Auralization and Ambisonics, Berlin, Germany, 3-5 April 2014
of a narrow band ﬁltered signal for the production of the monaural
processing [6], which is responsible for the encoding of the spec-
tral variations of the HRTFs.
In particular, the model consists of three main stages, each of
which corresponds to different (and more or less known) opera-
tions of the human auditory system in spatial hearing. The model
starts with the peripheral processor, which takes binaural signals
as an input. This stage consists of a unit which corresponds to
a time-invariant band pass ﬁlter from 1 kHz - 4 kHz with a roll-
off of 6 dB/octave below 1 kHz and -6 dB/octave above 4 kHz,
which represents the response of the human middle ear. This is fol-
lowed by a fourth-order gammatone ﬁlterbank with 100 channels
between 100 Hz and 20 kHz [10], which represent the frequency
selectivity of the basilar membrane. Each gammatone ﬁlter output
is processed by a half-wave rectiﬁer, a ﬁfth-order low pass ﬁlter
with a cut-off frequency at 770 Hz, and a square root compressor,
which respectively represents the organ of Corti [11], the gradual
loss of the phase-locking in neural ﬁring [12], and the nonlineari-
ties of the basilar membrane in steady state conditions[13].
The model continues with the pre-processor, which consists of
one binaural and two monaural units. Each of these units creates
three types of patterns (EIk,⌧,↵, TA Lk and TA Rk) correspond-
ingly, that are compared in the central-processor with a database
of patterns by applying a comparison metric which consists of fre-
quencyindependentfunctions(mbin, mL andmR), calledsimilar-
ity measure (SM) functions [14]. A mapping function is applied
to transform mbin, mL and mR into the transformed similarity
measure function sbin, sL and sR. All these functions are then
combined to give a single function that represents the likelihood
of subject localization of the virtual source.
More speciﬁcally, in the pre-processor, the binaural unit, as
described by Park et al. [9], is based on the EC theory for the ex-
traction of the excitation-inhibition (EI) cell activity patterns (EI-
patterns) and is responsible for the characterization of the position
of a lateralized sound source. Given that Lk(t) and Rk(t) are the
input signals from the left and the right peripheral processor from
the k-th channel of the gammatone ﬁlterbank, then each EI unit is
characterized by the equation
EIk,⌧,↵(t)=
⇣
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where ⌧ is the characteristic ITD in seconds and ↵ the character-
istic ILD in dB that occur due to the comparison of the signals of
the left and the right ear. At 44.1 kHz sampling frequency the dy-
namic range is ±700µsec for the characteristic ITD and ±10 dB
for the characteristic ILD, with a resolution of 45 µsec and 1 dB
respectively.
Thereafter, the EI-cell activity is normalised by the energy of
the input signals associated with a speciﬁc snapshot in time, so as
to remove any dependency of the amplitude of the input signal. In
this case the binaural unit is described by the equation
EI
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where eL and eR are the energy of the left and the right input sig-
nals correspondingly and EI
0
k,⌧,↵ is an integrated weighted snap-
shot over the time t, deﬁned as
EI
0
k,⌧,↵(t)=
ˆ
EIk,⌧,↵(t + t
0)w(t
0)dt
0 (3)
and w(t) is a double-sided exponential window that takes into ac-
count the ﬁnite binaural temporal nature of the EI-cell activity [9].
The two monaural units are based on the hypothesis that a
time average (TA) representation of the narrow band ﬁltered signal
that arrives from the peripheral processing unit can be used for the
representation of the spectral variations that are necessary for the
characterization of an elevated sound source. In this case each unit
is characterized by the equation
yk(t)=
1
T
ˆ T
0
xk(t)dt (4)
where xk(t) is the output of each of the k gammatone ﬁlters for the
left (Lk(t)) and the right ear (Rk(t)) integrated over a snapshot of
the signal of duration T, which for the current paper the whole du-
ration of the signal has been taken, and yk(t) is the corresponding
monaural pattern for the left (TA Lk) and the right (TA Rk) ear.
The model ends with the central processing unit which is a
decision making device that uses a simple pattern matching pro-
cess in order to characterize the location of the sound source in 3D
space. More speciﬁcally, the EI-patterns and the TA-patterns that
have been produced by a sound source from an unknown location
are compared with a bank of EI- and TA-pattern templates in order
to produce a SM that quantiﬁes the degree to which the patterns
produced by a given source matches the stored patterns.
Given the stationarity and the uniqueness of the sound source,
a pattern-matching procedure has been applied for measuring the
similarity of the EI-patterns at each channel k of the gammatone
ﬁlterbank and is deﬁned as
⇢bink( ,✓)=
hEI
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where   and ✓ are the azimuth and elevation angle of the sound
source in the interaural-polar coordinate system (ﬁg. 1), EI
00
k,⌧,↵ is
the EI-patterns of eq. 2 of the target source for a speciﬁc azimuth
(ˆ  ) and elevation angle (ˆ ✓), EI
00
k,⌧,↵( ,✓) is the template of the
EI-patterns of eq. 2 for all possible azimuth ( ) and elevation (✓)
positions at the same snapshot, h·i is the inner product and k · k is
the L
2 norm of the EI
00 over ⌧ and ↵.
Figure 1: The interaural-polar coordinate system is a head-related
spherical coordinate system whereby different azimuth angles  
deﬁne a cone of confusion. Its range for the azimuth angle is   2
[ 
⇡
2,
⇡
2] and for the elevation angle ✓ 2 [ ⇡,⇡) or ✓ 2 [ 
⇡
2,
3⇡
2 )
[15, 16].
The frequency dependent SM is then weighted in order to give
the total SM for the binaural cues, deﬁned asProc. of the EAA Joint Symposium on Auralization and Ambisonics, Berlin, Germany, 3-5 April 2014
mbin( ,✓)=
X
k
⇢bink( ,✓)qk (6)
where qk is a weighting coefﬁcient that depends on the frequency
of the gammatone ﬁlter and which varies smoothly with frequency
butwhichreﬂectsthedominanceofthebinauralcuesaround600Hz
[17].
Finally, a mapping function is applied which gives the trans-
formed SM for the binaural cues, deﬁned as
sbin( ,✓)=mbin( ,✓)
 bin (7)
where  bin modiﬁes the transformed SM, and as demonstrated in
sections 3.3 and 4, this will allow comparison with experimental
data.
Figure 2: The vertical-polar coordinate system is a head-related
coordinate system which is a sub-category of the spherical coordi-
nate system. Its range for the azimuth angle is   2 [ ⇡,⇡) and
for the elevation angle ✓ 2 [ 
⇡
2,
⇡
2) [15].
The SM that has been used for the monaural cues is that sug-
gested by Baumgartner et al. [6] and is the standard deviation of
the interspectral differences, deﬁned for the left monaural proces-
sor as
mL( ,✓)=
s
1
N
X
k
⇣
dLk( ,✓)   dLk( ,✓)
⌘2
(8)
where N is the number of the gammatone ﬁlters that has been
used in the peripheral processing units, dLk( ,✓)=TA Lk  
TA Lk( ,✓) is the interspectral difference between the TA pat-
terns (TA Lk) of the target source (eq. 4) for a speciﬁc azimuth
(ˆ  ) and elevation angle (ˆ ✓) and the template of the TA-patterns
(TA Lk( ,✓)) of eq. 4 for all available positions in the interau-
ral coordinate system, and dLk( ,✓) is the average value. Simi-
lar to eq. 8 , mR( ,✓) gives the SM for the right monaural pre-
processing unit.
FurthermoretheSMofthemonauralcuesarecombinedthrough
a weighted function as described by
smon( ,✓)=b( )sL( ,✓)+b(  )sR( ,✓) (9)
where b( ) is a weighting function that is based on the assumption
that the contralateral ear contributes less to the perception of sound
localization than the ipsilateral ear [18], and
sL/R( ,✓)=
1
 mon
p
2⇡
e
 
mL/R( ,✓)
2 2
mon (10)
isthemappingfunction, wheremL/R( ,✓)istheSMofthemonau-
ral cues for the left (mL( ,✓)) and the right ear (mR( ,✓)), and
 mon again, as shown in sections 3.3 and 4, modiﬁes the mapping
function in a way that will allow comparison of the likelihood of
localisation with experimental results.
By analogy with the laws of probability we multiply the two
transformed SM (smon( ,✓) and sbin( ,✓)), as described by
s( ,✓)=sbin( ,✓)smon( ,✓) (11)
to obtain a representation of the likelihood of the subject’s local-
ization of the virtual source.
3. EXPLORING THE LOCALISATION CUES
Two of the main characteristics of the model described in sec. 2
are the TA and EI patterns that are constructed through a process
that attempts to emulate the human auditory path. These patterns
contain information of the static cues associated with the ITD, the
ILD and the spectral variations induced by the two pinnae and as a
consequence information on the location of a given sound source.
Theaimofthefollowingsectionsistoanalyzesomeofthefeatures
of the TA and the EI patterns by using the HRTFs of a KEMAR
with a small pinna from the CIPIC database (subject 165) [16].
Figure 3: The results of the comparison of the EI patterns at f =
100 Hz for a sound source at ˆ   = ˆ ✓ =0
  by using the vertical-
polarcoordinatesystem. Thecolourbarindicatesthevalueofeq.5
normalised by its maximum value.
3.1. Binaural cues
The localization ambiguity arising from the cone of confusion can
be resolved quite readily by head motion [1]. However, even if
the head is restrained, partial resolution is still possible on the ba-
sis of the static spectral cues [19]. Resolution of the ambiguity
is further improved if the listener has a priori information which
restricts the possible source locations. For example, if the subject
knows in advance that the sound source is in the horizontal plane
in front. Considering these factors, it was necessary to verify the
ability of the binaural unit of the model to resolve any static cuesProc. of the EAA Joint Symposium on Auralization and Ambisonics, Berlin, Germany, 3-5 April 2014
of elevation, i.e. whether the EI-patterns are able to give any infor-
mation of the location of an elevated source given that they only
characterize the ITD and ILD cues.
Considering that the EI patterns depend on the frequency of
the gammatone ﬁlterbank channel (k) of the peripheral process-
ing unit, the azimuth (ˆ  ) and elevation angle (ˆ ✓) of a target sound
source, and the ITD (⌧) and the ILD (↵) that occurs due to the
comparison of the signals of the left and the right ear, we com-
pared the EI patterns created by a given ˆ   and ˆ ✓ with all the EI
patterns for all possible   and ✓ in 3D space by using eq. 5.
InFigure3therearesomerepresentativeresultsofthecompar-
ison of the EI patterns created by a white noise sound source at a
given location ˆ  , ˆ ✓ in the vertical-polar coordinate system (ﬁg. 2).
From visual observation we can see that at low frequencies a clear
circle is formed, which indicates a cone of confusion, and as a
consequence, the inability of EI patterns to predict the location
of elevated sources. Similar results have been obtained for fre-
quencies up to 4kHz. This indicates that in low and middle range
frequencies where the ITD cues are prominent, the EI patterns are
not able to predict the location of elevated sources, however they
give a clear indication of the lateralized sources. At higher fre-
quencies as in ﬁgure 4 the circle is deformed. This indicates that
at middle high frequencies where the ILD cues are more promi-
nent, the EI patterns indicate a dependency on the elevated sources
which could be explained by the fact that short-wavelength sounds
are not diffracted around the head to the same extent as long wave-
lengths.
Figure 4: The results of the comparison of the EI patterns at f ⇡
9.4 kHz for a sound source at ˆ   = ˆ ✓ =0
  by using the vertical-
polarcoordinatesystem. Thecolourbarindicatesthevalueofeq.5
normalised by its maximum value.
3.2. Monaural cues
One of the main characteristics in the analysis of the head related
transfer functions (HRTFs) is the spectral colouration introduced
by the outer ear. Prominent peaks and notches can be found at dif-
ferent frequency ranges that are considered potential cues for ele-
vation. For instance, the ambiguity on a cone of confusion can be
discriminated with the appropriate spectral cues that reside mainly
at 8 - 16 kHz [20], while for up-down location the appropriate
spectral cues reside mainly at 6 - 12 kHz [20].
Additionally, it has been shown that the tonotopic organization
in the cochlea is preserved in the higher regions of the auditory
pathsuchasinthecochleanucleus(CN)[21]. Asaconsequence, it
was considered necessary to check whether the peaks and notches
of the HRTFs could be preserved in the TA patterns (eq. 4).
In Figures 5, 6 we can see
1 from visual observations that all
the pinna resonances and pinna nulls of the HRTFs are preserved
in the TA patterns but in a rather smoothed out representation.
This smooth representation of the TA patterns is due to the lower
frequency resolution of the channels of the gammatone ﬁlterbank
(100 frequency channels) compared to the ﬁnest resolution of the
HRTFs and the compressive character of the square root compres-
sor in the peripheral processing unit which changes the dynamic
range of the signal.
Figure 5: The HRTF of a KEMAR with a small pinna from the
CIPIC database (subject 165, right ear) [16] in the median plane
(  =0
 ) in the interaural-polar coordinate system.
Figure 6: The TA patterns as they have been created by the HRTF
of a KEMAR with a small pinna from the CIPIC database (subject
165, right ear) [16] in the median plane (  =0
 ) in the interaural-
polar coordinate system.
1Although the results depict the monaural processor produced by the
right ear, similar results could also be found at the corresponding TA pat-
terns of the left ear.Proc. of the EAA Joint Symposium on Auralization and Ambisonics, Berlin, Germany, 3-5 April 2014
3.3. Decision making device
Considering that the SM of the monaural and binaural cues have
been combined as indicated in eq. 11 it was considered neces-
sary to further explore the inﬂuence of the  bin (eq. 6) and  mon
(eq. 9) parameters in the ﬁnal stage of the model independently.
Figures 7 - 10 illustrate the effect of the  bin and  mon in the bin-
aural and monaural SMs for very high and very low values at a
position exactly in front of a KEMAR (ˆ   = ˆ ✓ =0
 ), for a sound
source as described in sec. 4. For the binaural SM, eq. 6, (Fig-
ures 7, 8), which is responsible for giving the highest similarity to
all the points around the target azimuth angle independent of the
elevation angle, it can be noticed that the  bin parameter spreads
the values around the target azimuth angle ˆ   =0
 . This implies
that the binaural SM is roughly independent of the elevation an-
gle (sbin( ,✓) ⇡ sbin( )) which indicates the lack of EI cues to
match to all the EI patterns along the median plane.
In contrast, the monaural SM shows a different behavior. For
high values of  mon (Figure 9), the TA cues around the median
plane match with all the TA patterns indicating in this way a high
chance the sound source is located at a position outside that region.
Nevertheless at all locations the SM has a rather low value which
ranges from 0.85-1.0. In cases where  mon is less than one (Figure
10) the performance of the monaural processor improves, and for
extremely low values, the monaural processor gives the highest
similarity at the point where a sound source is located.
Based on the behavior of the  bin parameter and the fact that
the EI patterns are associated with the ITD and ILD cues, we could
conclude that the binaural SM (sbin( ,✓)) is able to give an esti-
mation of the position of the sagittal plane with the  bin parameter
restricting or expanding the predicted region around the estimated
sagittal plane. In addition, considering that TA patterns are asso-
ciated with the spectral cues, the monaural SM is able to predict
the exact location of a sound source with the  mon parameter re-
stricting or expanding the predicted region around the estimated
location. However, this is not only limited to the target position
but it expands to other locations as well, where the TA patterns are
quite similar. This is associated with the lack of the spectral cues
to resolve the exact location of a sound source on a cone of confu-
sion as indicated in Figure 10 where there is a high probability for
a sound source at ˆ ✓ =1 8 0
 .
Figure 7: The prediction of the binaural pattern matching process
(eq. 7) normalized by its maximum value for a white noise sound
source as described in [22] at ˆ   =0
  and ˆ ✓ =0
  in the interaural-
polar coordinate system and for a high value of the  bin parameter
( bin   1).
Figure 8: The prediction of the binaural pattern matching process
(eq. 7) normalized by its maximum value for a white noise sound
source as described in [22] at ˆ   =0
  and ˆ ✓ =0
  in the interaural-
polar coordinate system and for a low value of the  bin parameter
( bin ⌧ 1).
Figure 9: The prediction of the monaural pattern matching pro-
cess (eq. 10) normalized by its maximum value for a white noise
as a sound source at ˆ   =0
  and ˆ ✓ =0
  in the interaural-polar
coordinate system and for a high value of the  mon parameter
( mon   1).
4. COMPARISON TO LISTENING TESTS
In order to validate the performance of the proposed model, the
experimental data of Makous and Middlebrooks [22] have been
used. In the particular listening test six listeners with normal hear-
ing had to identify the actual location of a sound source at differ-
ent locations in 3D space at a ﬁxed distance of 1.2m in an acoustic
environment with 40 dB SPL ambient noise and a room that can
be considered anechoic for frequencies above 500 Hz. The sound
source had a sound pressure level that ranged randomly for each
trial from 40 to 50 dB sensation level and a frequency range be-
tween 1.8 kHz and 16 kHz. From the two experiments that were
conducted we are mainly interested in the so called open-loop tri-
als, in which the duration of the stimulus was 150ms and the sub-
ject had his/her head at a ﬁxed position. In this way any dynamic
cues that could have been created were excluded. Finally across all
subjects, each stimulus location was tested in total 31 times giving
an azimuth and elevation mean error and standard deviation for
each subject.
Figures 11 - 13 illustrate the prediction of the model for a vir-Proc. of the EAA Joint Symposium on Auralization and Ambisonics, Berlin, Germany, 3-5 April 2014
Figure 10: The prediction of the monaural pattern matching pro-
cess (eq. 10) normalized by its maximum value for a white noise
as a sound source at ˆ   =0
  and ˆ ✓ =0
  in the interaural-polar
coordinate system and for a low value of the  mon parameter
( mon ⌧ 1).
tual sound source
2 with the same speciﬁcations of the listening
test
3 at three different positions. The center of the ellipses on the
Figures indicate the average error of the detected sound source po-
sition in the listening tests and it has been calculated by averaging
the mean error of the response of each subject. The average error
is characterized by its mean value, which is the center of the el-
lipses, and the standard deviation about the mean value, which is
not indicated. The length of transverse and conjugate diameters in-
dicate the average standard deviation about the mean response for
each subject for the azimuth and elevation angle correspondingly
and it has been calculated by averaging the standard deviation of
the response of each subject. The average standard deviation of
the azimuth and the elevation angle is characterized by it’s mean
value, which is the length of transverse and conjugate diameters
correspondingly, and a standard deviation about this value, which
is not indicated. The parameters  bin and  mon of the model have
been adjusted in such a way to ﬁt as closely as possible to the lis-
tening test results, where  bin =1 .82 and  mon =0 .3.
Although the performance of the model, from visual observa-
tion of the ﬁgures 11 - 13, seem to give quite a good prediction
of the results of the listening tests, some other aspects should be
considered. Due to the fact that the frequency range of the sound
source is between 1.8 kHz and 16 kHz all the information that is
hidden in the low frequencies for the ITDs has been eliminated.
This results in the total SM being spread along the estimated sagit-
tal plane, something that is inﬂuenced by the fact that the EI pat-
terns are only using the ILDs and the envelope of the ITD cues.
Despite the fact that the average error and the average standard
deviation of the detected sound source position have been used for
the creation of the ellipses of the listening tests, the actual errors
are even higher. For instance for a sound source in the median
plane at an elevated position at ˆ ✓ =4 5
  (Figure 11), the aver-
age error can vary from 2.7
  ± 4.1
  for the horizontal dimension
4
and  5.9
  ± 10.6
  for the vertical dimension while the average
standard deviation can vary from 3.0
  ± 2.3
  for the horizontal
2The HRTFs that have been used are from the CIPIC database[16].
3The sound pressure level has been considered to be on average 45 dB
SPL.
4In the notation m ±   the ﬁrst value indicates the mean value, while
the second the standard deviation around this value.
dimension and 7.9
  ±2.0
  for the vertical dimension. This means
that in general the error of the estimated location of the horizontal
dimension can vary from  2.1
  to 12.1
  and from 18.6
  to 59.6
 
for the vertical dimension. Furthermore, these estimated values
do not consider the front-back confusion errors, something that is
depicted by the prediction of the model.
Figure 11: The prediction of the perceptual model (eq. 11) nor-
malized by its maximum value for a sound source at ˆ   =0
  and
ˆ ✓ =4 5
  in the interaural-polar coordinate system and the listening
test results (ellipse) of Makous and Middlebrooks [22].
Figure 12: The prediction of the perceptual model (eq. 11) nor-
malized by its maximum value for a sound source at ˆ   =2 0
  and
ˆ ✓ =4 5
  in the interaural-polar coordinate system and the listening
test results (ellipse) of Makous and Middlebrooks [22].
5. CONCLUSIONS
The aim of the current study was to explore some of the charac-
teristics of a biologically inspired model and to illustrate its per-
formance in comparison to real listening tests. The results of the
listening test indicate that the current model is able to predict, at
least qualitatively, the human performance in localization tests of
stationary sounds. Nevertheless, further investigation is necessary
for a quantitative analysis of the model and a better quantiﬁcation
of the range that  bin and  mon should vary to predict the human
performance in the localization of broadband sound sources with
individualized or generalized HRTFs.Proc. of the EAA Joint Symposium on Auralization and Ambisonics, Berlin, Germany, 3-5 April 2014
Figure 13: The prediction of the perceptual model (eq. 11) nor-
malized by its maximum value for a sound source at ˆ   =2 0
 
and ˆ ✓ =1 3 5
  in the interaural-polar coordinate system and the
listening test results (ellipse) of Makous and Middlebrooks [22].
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