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Abstract. The paper considers the problem of accelerating the convergence of
stochastic gradient descent (SGD) in an automatic way. Previous research puts forward
such algorithms as Adagrad, Adadelta, RMSprop, Adam and etc. to adapt both the
updates and learning rates to the slope of a loss function. However, these adaptive
methods do not share the same regret bound as the gradient descent method. Adagrad
provably achieves the optimal regret bound on the assumption of convexity but
accumulates the squared gradients in the denominator that dramatically shrinks the
learning rate. This research is aimed at introducing a generalized logistic map directly
into the SGD method in order to automatically set its parameters to the slope of the
logistic loss function. The optimizer based on the logistic map may be considered as a
meta-learner that learns how to tune both the learning rate and gradient updates with
respect to the rate of population growth. The present study yields the “growing”
descent method and a series of computational experiments to point out the benefits of
injecting the logistic map.
1. Introduction
The ability to rapidly adapt from small pieces of data to current tasks is essential to effective
learning. However, deep learning algorithms traditionally require big datasets to learn tasks by
fitting a deep neural network over them through extensive incremental updates of SGD. This
approach seems time-consuming and even more challenging if fast adaptation is crucial.
Meta-learning has opened a door for learning optimizers to exploit problems structure in an
automatic way [1–19]. This suggests that optimizers which are used to be hand-designed can
serve as meta-learners by moving the learning level up from data to tasks.
While SGD is usually considered as a meta-learner, the algorithm itself still needs improvements.
For example, it is advisable to adapt larger learning rates for smaller gradients and smaller
learning rates for larger gradients to balance their respective influences. A number of adaptive
methods were proposed to overcome this weakness of SGD such as Adagrad, Adadelta, RMSprop,
Adam and etc. [20,21]. However, even if these methods do speed up the convergence rate, they
nevertheless result in worse generalization error compared to the SGD with a single learning rate
[22].
The aim of this study is to propose a meta-learner based on the SGD method that could
adapt the learning rate as well as gradient updates to the slope of the logistic loss function with
better generalization error than the plain SGD. For this purpose, we suggest to “grow” descent
of stochastic gradient by embedding the generalized logistic map directly in the SGD method.
This allows us to:
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(i) guarantee the same regret bound as the gradient descent method;
(ii) introduce deterministic chaos that may greatly assist in improving the convergence rate of
gradient methods [30–33];
(iii) learn how to tune both the learning rate and gradient updates with respect to the rate of
population growth automatically.
In addition, the parameters of logistic map have a clear interpretation in biological and ecological
systems that may bring the potential advantage to modelling the nature-inspired framework of
meta-learning.
2. Problem statement










In equation (2) it is assumed that all the labels are positive: ∀i : yi = 1, ‖xi‖ < 1, the dataset is
linearly separable: ∃ θ∗ such that ∀i : θ∗Txi > 0 and ∀t: `(t) is differentiable and monotonically
decreasing to zero




and its derivative is β-Lipshitz: `(t′) ≤ `(t) + 〈∇`(t), t′ − t〉+ β2 ‖t
′ − t‖2, β > 0.
2.1. Stochastic gradient descent
The solution to the problem (1) can be found as the iterates of gradient descent with a full
batch [20,21]:




where η is the learning rate. In the stochastic setting, gradient descent updates the weight
vector for each ith mini-batch dataset such as




The equation (3) implies that only the partial information of the loss function for ith batch data 
guides the gradient direction for each iteration.
The regret bound of gradient descent algorithm with a full batch is bounded by a constant that
entails the loss function at a certain step that is bounded by the inverse of the number of
iterations. The SGD method shares the same regret bound as it modifies the basic structure of the
gradient descent.
In the following section we define the logistic map for insertion into the SGD method.
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2.2. The generalized logistic map





where r ≡ b − d is the per capita rate of population growth, b and d are respective per capita
rates of birth and death.
Let us introduce the generalized logistic equation and its solution [23]:
dP (t)
dt















q , q 6= 0;
ln(x), q → 0,
(5)













where q is the generalization parameter, 0 ≤ A < K, K is the upper asymptote or the carrying
capacity of population; A is the lower asymptote that indicates critical population thresholds
below which a population crashes to extinction. The asymptote A serves as a substitute for the
Allee effects [24] which are broadly defined as a decline in individual fitness at low population size
or density. Even if modelling these effects is beyond the scope of this paper, it draws promising
directions for further research. Given that [23] :
(i) q = 1 and K →∞: the generalized model reduces to the Malthus model that describes the
exponential growth of a population [25];
(ii) q = 1: the generalized model reduces to the Verhulst model that describes the logistic
growth of a population [26];
(iii) q → 0: the generalized model reduces to the Gompertz model that also describes the
logistic growth of a population, but it is more flexible in the way of approaching these
asymptotes [27,28].
A discrete-time population model (the logistic map) at the time k is given by [29]:
∆Pk = rPk(1− Pk),
where Pk ∈ [0, 1], k ∈ N and r ∈ (0, 4]. Let ∆t = 1, `′r(P ) = rP (1 − P ). Then Pk+1 = `′r(Pk)
and the composition of k functions `r(P ) can be represented by:
Lk′r (P ) =
{





(P ), k > 1.
(7)
The equation (7) describes the dynamics of a population. If the growth rate 0 < r ≤ 1, the 
population dies out and goes extinct. Increasing the rate of growth allows the population to settle 
at the stable value or fluctuate across booms and busts. Finally, at a relatively high values of 
growth rate, the logistic equation produces chaos [29].
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3. Growing descent of stochastic gradient
Let us extend the definition `(t) taking into account the generalized logistic equation (4) and
its solution (6):
`′r(t; a, b, q) = r(`r(t; a, b, c, q)− a) lnq
(




`r(t; a, b, q) = a+
b− a









, P0 < K − 2A, c(a, b) < 0. Here u ≡ t,
k = 1, r ∈ (0, 4].
The logistic loss and its derivative with regard to (9) and (8) can be given as follows:
ln L (θ; xi,L
′k
r (a, b, q)) = −
i∑
l=1
ln `(θTxl; a, b, q), (10)
−∇ ln L (θ; xi,L
′k




1− `(θTxl; a, b, q)











gives the derivative of the sigmoid function `(θTxl) with a = 0 and b = 1.
Then, the growing descent method based on the generalized logistic map with reference to (10) 
and (11) can be defined as




where the adaptive step size ηr = (b − a)c(a, b)rkη.
In the following section we present the experimental evidence on the improved convergence 
rate of proposed growing descent method.
4. Results
We conducted a series of computational experiments on a linear separable dataset modelled with 
N (0, 1) subject to m = 5000, n = 10, nepochs = 100, the mini-batch size mbatch = 100 and the 
growth parameters a = 0, b = 1, q = 1. A simple model of neural network consists of one hidden 
layer with different number of neurons nneuron = 4 (see Fig. 1 a)) and nneuron = 1 (see Fig. 1 
b)).
Fig. 1 a) shows the advantage of Adagrad with the adaptive learning rate over other methods. 
Fig. 1 b), in turn, reveals the Adagrad’s main weakness: the result of the accumulation of the 
squared gradients in the denominator. This practically leads to a dramatic decrease in the 
learning rate for which the algorithm is no longer able to gain additional knowledge. Adadelta 
is an extension of Adagrad that is aimed at reducing its aggressive, steadily decreasing learning 
rate. However, it gives worse results than the proposed SGD+LogMap (see Fig. 1). We can 
also see that the growing descent algorithm SGD+LogMap improves the SGD convergence rate: 
it requires smaller number of iterations to achieve the same regret bound for both nneuron = 4 if 
n′ > 10 (see Fig. 1 a)) and nneuron = 1 if n′ > 25 (see Fig. 1 b)).
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a) nneuron = 4, r = 2.8
















b) nneuron = 1, r = 3.8
Figure 1. The results of computational experiments.
5. Conclusions
The proposed meta-learner is based on the plain SGD method and the generalized logistic map. It 
shares the same regret bound as the SGD and learns how to adapt both the learning rate and the 
gradient updates with the rate of population growth in an automatic way. In addition, the 
proposed approach to growing descent of stochastic gradient allows one to introduce deterministic 
chaos that improves the convergence rate. In a series of computational experiments the validity of 
the proposed approach has been confirmed.
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