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Abstract
A descriptive approach for automatic generation of visual
blends is presented. The implemented system, the Blender,
is composed of two components: the Mapper and the Visual
Blender. The approach uses structured visual representations
along with sets of visual relations which describe how the el-
ements – in which the visual representation can be decom-
posed – relate among each other. Our system is a hybrid
blender, as the blending process starts at the Mapper (concep-
tual level) and ends at the Visual Blender (visual representa-
tion level). The experimental results show that the Blender is
able to create analogies from input mental spaces and produce
well-composed blends, which follow the rules imposed by its
base-analogy and its relations. The resulting blends are visu-
ally interesting and some can be considered as unexpected.
Cite as: Cunha, J. M.; Gonc¸alves, J.; Martins, P.;
Machado, P.; and Cardoso, A. 2017. A pig, an angel and
a cactus walk into a blender: A descriptive approach to vi-
sual blending. In: Proceedings of the Eighth International
Conference on Computational Creativity (ICCC 2017).
Introduction
Conceptual Blending (CB) theory is a cognitive framework
proposed by Fauconnier and Turner (2002) as an attempt to
explain the creation of meaning and insight. CB consists in
integrating two or more mental spaces in order to produce
a new one, the blend(ed) space. Here, mental space means
a temporary knowledge structure created for the purpose of
local understanding (Fauconnier 1994).
Visual blending, which draws inspiration from CB the-
ory, is a relatively common technique used in Computa-
tional Creativity to generate creative artefacts in the visual
domain. While some of the works are explicitly based on
Conceptual Blending theory, as blending occurs at a con-
ceptual level, other approaches generate blends only at a rep-
resentation/instance level by means of, for example, image
processing techniques.
We present a system for automatic generation of visual
blends (Blender), which is divided into two different parts:
the Mapper and the Visual Blender. We follow a descriptive
approach in which a visual representation for a given con-
cept is constructed as a well-structured object (from here
onwards when we use the term representation we are re-
ferring to visual representations). The object can contain
Figure 1: Examples of produced blends.
other objects and has a list of descriptive relations, which
describe how the object relates to others. The relations de-
scribe how the representation is constructed (example: part
A inside part B). In our opinion, this approach allows an eas-
ier blending process and contributes to the overall sense of
cohesion among the parts.
Our system can be seen as a hybrid blender, as the blend-
ing process starts at the conceptual level (which occurs in
the Mapper) and only ends at the visual representation level
(which occurs in the Visual Blender). We use an evolution-
ary engine based on a Genetic Algorithm, in which each
population corresponds to a different analogy and each indi-
vidual is a visual blend. The evolution is guided by a fitness
function that assesses the quality of each blend based on the
satisfied relations. In the scope of this work, the focus is
given to the Visual Blender.
Related Work
In terms of the type of rendering, current computational ap-
proaches to visual blending can be divided into two groups:
the ones which attempt to blend pictures or photorealistic
renderings; and the ones that focus on non-photorealistic
representations, such as pictograms or icons.
The Boat-House Visual Blending Experience (Pereira and
Cardoso 2002) is, to the best of our knowledge, one of the
earliest attempts to computationally produce visual blends.
The work was motivated by the need to interpret and visu-
alize blends produced by a preliminary version of the Di-
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vago framework, which is one of the first artificial creative
systems based on CB theory (Pereira 2007). In addition to
a declarative description of the concepts via rules and con-
cept maps (i.e., graphs representing binary relations between
concepts), Pereira and Cardoso also considered a domain of
instances, which were drawn using a Logo-like program-
ming language. To test the system, the authors performed
several experiments with the house and boat blend (Goguen
1999) considering different instances for the input spaces.
Ribeiro et al. (2003) explored the use of the Divago
framework in procedural content generation. In this work,
the role of Divago was to produce novel creatures at a con-
ceptual level from a set of existing ones. Then, a 3D in-
terpreter was used to visualize the objects. The interpreter
was able to convert concept maps from Divago, representing
creatures, into Wavefront OBJ files that could be rendered
afterwards.
Steinbru¨ck (2013) introduced a framework that formalises
the process of CB while applying it to the visual domain.
The framework is composed of five modules that com-
bine image processing techniques with gathering semantic
knowledge about the concept depicted in an image with the
help of ontologies. Elements of the image are replaced with
other unexpected elements of similar shape (for example,
round medical tablets are replaced with pictures of a globe).
Confalonieri et al. (2015) proposed a discursive approach
to evaluate the quality of blends (although there is no ev-
idence of an implementation). The main idea was to use
Lakatosian argumentative dialogue (Lakatos 1976) to itera-
tively construct valuable and novel blends as opposed to a
strictly combinatorial approach. To exemplify the argumen-
tative approach, the authors focused on icon design by in-
troducing a semiotic system for modelling computer icons.
Since icons can be considered as a combination of signs that
can convey multiple intended meanings to the icon, Con-
falonieri et al. proposed argumentation to evaluate and refine
the quality of the icons.
Xiao and Linkola (2015) proposed Vismantic, a semi-
automatic system aimed at producing visual compositions
to express specific meanings, namely the ones of abstract
concepts. Their system is based on three binary image oper-
ations (juxtaposition, replacement and fusion), which are the
basic operations to represent visual metaphors (Phillips and
McQuarrie 2004). For example, Vismantic represents the
slogan Electricity is green as an image of an electric light
bulb where the wire filament and screw base are fused with
an image of green leaves. The selection of images as well as
the application of the visual operations require user’s inter-
vention.
Correia et al. (2016) proposed X-Faces, which can be
seen as a data augmentation technique to autonomously gen-
erate new faces out of existing ones. Elementary parts of the
faces, such as eyes, nose or mouth, are recombined by means
of evolutionary algorithms and computer vision techniques.
The X-Faces framework generates unexpected, yet realis-
tic, faces by exploring the shortcomings and vulnerabilities
of computational face detectors to promote the evolution of
faces that are not recognised as such by these systems.
Recent works such as DeepStyle (Gatys, Ecker, and
Bethge 2015) can also be seen as a form of visual blend-
ing. DeepStyle is based on a deep neural network that has
the ability to separate image content from certain aspects of
style, allowing to recombine the content of an arbitrary im-
age with a given rendering style (style transfer). The system
is known for mimicking features of different painting styles.
Several other authors have seen the potential of deep
neural networks for tasks related to visual blending (Berov
and Kuhnberger 2016; McCaig, DiPaola, and Gabora 2016;
Heath and Ventura 2016). For instance, Berov and
Ku¨hnberger (2016) proposed a computational model of vi-
sual hallucination based on deep neural networks. To some
extent, the creations of this system can be seen as visual
blends.
The approach
Having the organization of mental spaces as an inspiration,
we follow a similar approach to structure the construction of
the visual representations, which are considered as a group
of several parts / elements. By focusing on the parts instead
of the whole, there is something extra that stands out: not
only is given importance to the parts but the representation
ceases to be a whole and starts to be seen as parts related to
each other. As our goal is to produce visual results, these
relations have a visual descriptive nature (i.e. the nature of
the relation between two elements is either related to their
relative position or to their visual qualities). This allows the
generation of visual blends, guided and evaluated by criteria
imposed by the relations present in the base-representations
(see Fig.3) used in the visual blend production.
In addition, by using a representation style that consists
of basic shapes, we reduce the concept to its simplest form,
maintaining its most important features and thus, hopefully,
capturing its essence (a similar process can be seen in Pi-
casso’s The Bull, a set of eleven lithographs produced in
1945). As such, our approach can be classified as belonging
to the group of non-photorealistic visual blending. This sim-
plification of concepts has as inspiration several attempts to
produce a universal language, understandable by everyone –
such as the pictographic ISOTYPE by Otto Neurath (1936)
or the symbolic Blissymbolics by Charles Bliss (1965).
As already mentioned, our main idea is centered on the
fact that the construction of a visual representation for a
given concept can be approached in a structured way. Each
representation is associated with a list of descriptive rela-
tions (e.g.: part A below part B), which describes how the
representation is constructed. Due to this, a visual blend
between two representations is not simply a replacement of
parts but its quality is assessed based on the number of re-
lations that are respected. This gives much more flexibility
to the construction of representations by presenting a ver-
sion of it and also allowing the generation of similar ones, if
needed.
The initial idea involved only a representation for each
concept. However, a given concept has several possible vi-
sual representations (e.g. there are several possible ways
of visually representing the concept car), which means that
only using one would make the system very limited.
Figure 2: On the left is a the representation drawn with the
elements identified; On the right is the result of the conver-
sion into fully scalable vector graphic.
In order to avoid biased results, we decided to use several
versions for each concept. Each visual representation can
be different (varying in terms of style, complexity, number
of characteristics and even chosen perspective) and thus also
having a different set of visual relations among the parts.
In comparison to the systems described in the previous
Section, we follow a different approach to the generation of
visual blends by implementing a hybrid system and giving
great importance to the parts and their relations – such tends
to be overlooked by the majority of the reviewed works in
which an unguided replacement of parts often leads to a lack
of cohesion among them. This approach allows us not only
to assess the quality of the blends and guide evolution but
also to easily generate similar (and also valid) blends based
on a set of relations.
Collecting data
The initial phase of the project consisted in a process of data
collection. Firstly, a list of possible concepts was produced
by collecting concepts already used in the conceptual blend-
ing field of research. From this list, three concepts were
selected based on their characteristics: angel (human-like),
pig (animal) and cactus (plant) – collected from Keane and
Costello (2001). The goal of this phase was to collect vi-
sual representations for these concepts. An enquiry to col-
lect the desired data was designed, which was composed of
five tasks:
T1 Collection of visual representations for the selected con-
cepts;
T2 Identification of the representational elements;
T3 Description of the relations among the identified ele-
ments;
T4 Identification of the prototypical elements – i.e. the
element(s) that most identify a given concept (Johnson
1985). For instance, for the concept pig most participants
considered nose and tail as the prototypical elements;
T5 Collection of visual blends for the selected concepts.
The data was collected from nine participants who were
asked to complete the required tasks. In the first task (T1),
the participants were asked to draw a representation for each
concept avoiding unnecessary complexity but still represent-
ing the most important elements of the concept. In order to
achieve intelligible and relatively simple representations, the
Figure 3: Representations used as a base.
participants were suggested to use primitives such as lines,
ellipses, triangles and quadrilaterals as the basis for their
drawings. After completing the first version, a second one
was requested. The reason for two versions was to promote
diversity.
In the second task (T2), the participants identified the el-
ements drawn using their own terms (for example, for the
concept angel some of the identified elements were head,
halo, legs).
After completing the previous task, the participants were
asked to identify the relations among elements that they con-
sidered as being essential essential (T3). These relations
were not only related to the conceptual space but also (and
mostly) to the representation. In order to help the partici-
pants, a list of relations was provided. Despite being told
that the list was only to be considered as an example and not
to be seen as closed, all the participants used the relations
provided – this ensured the semantic sharing between par-
ticipants. Some participants suggested other relations that
were not on the list – these contributions were well-received.
The identified relations are dependent on the author’s in-
terpretation of the concept, which can be divided into two
levels. The first level is related to how the author interprets
the connections among the concepts of the parts at a con-
ceptual level (for example car, wheel or trunk). The second
level is related to the visual representation being considered:
different visual representations may have different relations
among the same parts (this can be caused, for example, by
the change of perspective or style) – e.g. the different posi-
tioning of the head in the two pig representations in Fig.3.
Task four (T4) consisted in identifying the prototypical
parts of the representations – the parts which most identify
the concept (Johnson 1985). These will be used for inter-
preting the results obtained and for posterior developments.
In the last task of the enquiry (T5), the participants were
asked to draw representations for the blends between the
three concepts. As a blend between two concepts can be in-
terpreted and posteriorly represented in different ways (e.g.
just at a naming level a blend between pig and cactus can
be differently interpreted depending on its name being pig-
cactus or cactus-pig). For this reason, the participants were
asked to draw one or more visual representations for the
Figure 4: Structure of the implemented Blender. The
Blender consists of a Mapper and a visual Blender. The fig-
ure also shows the input spaces (1), the visual representa-
tions and list of relations (2), the produced analogies (3) and
the produced blends (4).
blend. These visual representations were later used for com-
paring with the results obtained with the Visual Blender.
Post-enquiry
After the conduction of the enquiry, the data was treated in
order to be used by the Visual Blender. Firstly, the repre-
sentations collected for each of the concepts were converted
into fully scalable vector graphics (see Fig. 2) and prepared
to be used as base visual representations (see Fig.3) for the
Visual Blender (using layer naming according to the data
collected for each representation – each layer was named af-
ter its identified part). In addition to this, the relations among
parts were formatted to be used as input together with their
corresponding representation.
The Visual Blender
As already mentioned, the Blender has two different com-
ponents: the Mapper and the Visual Blender (see Fig.4).
The Mapper receives two input spaces (represented as 1 in
Fig.4), one referring to concept A and the other one to con-
cept B. It produces analogies (3 in Fig.4) that are afterwards
used by the Visual Blender component. The Visual Blender
also receives visual representations and corresponding list of
relations among parts (2 in Fig.4) that are used as a base and
data for producing the visual blends (4 in Fig.4).
As this paper is focused on the Visual Blender component,
the Mapper is only briefly described (subsection Generating
the blends: structural mapping). Despite being related, the
two components have different implementation details (e.g.
object structure).
Generating the blends: structural mapping
In Conceptual Blending theory, after the selection of input
spaces, the subsequent step is to perform a partial matching
between elements of the given mental spaces. This can be
seen as establishing an analogy between the two inputs. Our
input spaces are in the form of semantic maps composed of
Nc concepts and Nt triples, with Nt, Nc ∈ N. The triples
are in the form<concept0, relation, concept1>. Each con-
cept corresponds to a vertex in a generic graph and the rela-
tion represents a directed edge connecting both concepts.
The Mapper iterates through all possible root mappings,
each composed of two distinct concepts taken from the in-
put spaces. This means that there is a total of
(
Nc
2
)
iter-
ations. Then, the algorithm extracts two isomorphic sub-
graphs from the larger input space. The two sub-graphs
are split in two sets of vertices A (left) and B (right). The
structural isomorphism is defined by the sequence of relation
types (pw, isa,...) found in both sub-graphs.
Starting at the root mapping defined by two (left and right)
concepts, the isomorphic sub-graphs are extracted from the
larger semantic structure (the input spaces) by executing two
synchronised expansions of nearby concepts at increasingly
depths. The first expansion starts from the left concept and
the second from the right concept. The left expansion is
done recursively in the form of a depth first expansion and
the right as a breadth first expansion. The synchronisation is
controlled by two mechanisms:
1. the depth of the expansion, which is related to the number
of relations reached by each expansion, starting at either
concept from the root mapping;
2. the label used for selecting the same relation to be ex-
panded next in both sub-graphs.
Both left (depth) and right (breadth) expansions are al-
ways synchronized at the same level of deepness (first mech-
anism above).
While expanding, the algorithm stores additional associa-
tions between each matched relations and the corresponding
concept which was reached through that relation. In reality,
what is likely to happen is to occur a multitude of isomor-
phisms. In that case, the algorithm will store various map-
pings from any given concept to multiple different concepts,
as long as the same concepts were reached from a previous
concept with the same relation. In the end, each isomor-
phism and corresponding set of concept mappings gives rise
to an analogy. The output of the Mapper component is a list
of analogies with the greatest number of mappings.
Generating the blends: construction and relations
The Visual Blender component uses structured base-
representations (of the input concepts) along with their set
of relations among parts to produce visual blends based on
analogies (mappings) produced by the Mapper component.
The way of structuring the representations is based on
the Syntactic decomposition of graphic representations pro-
posed by von Engelhardt (2002) in which a composite
graphic object consists of: a graphic space (occupied by the
object); a set of graphic objects (which may also be com-
posite graphic objects); and a set of graphic relations (which
may be object-to-space and/or object-to-object).
The objects store several attributes: name, shape, posi-
tion relative to the father-object (which has the object in the
set of graphic objects), the set of relations to other objects
and the set of child-objects. By having such a structure, the
complexity of blending two base representations is reduced,
as it facilitates object exchange and recursive changing (by
moving an object, the child-objects are also easily moved).
A relation between two objects consists of: the object A,
the object B and the type of relation (above, lowerPart, in-
side, ...) – e.g. eye (A) inside head (B).
Generating the blends: visual blending
The Visual Blender receives the analogies between two
given concepts produced by the Mapper component and the
blend step occurs during the production of the visual rep-
resentation – differently from what happens in The Boat-
House Visual Blending Experience (Pereira and Cardoso
2002), in which the blends are merely interpreted at the vi-
sual representation level.
The part of the blending process that occurs at the Visual
Blender produces visual representations as output and con-
sists of five steps:
S1 An analogy is selected from the set of analogies pro-
vided by the Mapper;
S2 One of the concepts (either A or B) is chosen as a base
(consider A as the chosen one, as an example);
S3 A visual representation (rA) is chosen for the concept A
and a visual representation (rB) is chosen for the concept
B;
S4 Parts of rA are replaced by parts of rB based on the anal-
ogy. For each mapping of the analogy – consider for ex-
ample leg of A corresponds to arm of B – the following
steps occur:
S4.1 The parts from rA that correspond to the element in
the mapping (e.g. leg) are searched using the names
of the objects. In the current example, the parts found
could be left leg (left is a prefix), right leg 1 (right is
a prefix and 1 a suffix) or even leftfront leg;
S4.2 For each of the found parts in S4.1, a matching part
is searched in rB using the names of the objects. This
search firstly looks for objects that match the full name,
including the prefix and suffix (e.g. right arm 1) and, if
none is found, searches only using the name in the map-
ping (e.g. arm). It avoids plural objects (e.g. arms). If
no part is found, it proceeds to step S4.4;
S4.3 The found part (pA) of rA is replaced by the match-
ing part (pB) of rB, updating the relative positions of
pB and its child-objects, and relations (i.e. relations
that used to belong to pA now point to pB);
S4.4 A process of Composition occurs (see examples in
Fig.5 – the tail and the belly / round shape in the tri-
angular body are obtain using composition). For each
of the matching parts from rB (even if the replacement
does not occur) a search is done for parts from rB that
Figure 5: The “face expressions” of the angel-pigs – given
the same or similar rules, the produced results are still quite
diverse. The tail and the belly / round shape in the triangular
body are obtain through a process of composition (S4.4).
have a relation with pB (for example, a found part could
be hand). It only accepts a part if rA does not have a
part with the same name and if the analogy used does
not have a mapping for it. If a found part matches these
criteria, a composition can occur by copying the part
to rA (in our example, depending on either the replace-
ment in Step S4.3 occurred or not, rA would have either
hand related to arm or to leg, respectively);
S5 The rA resulting from the previous steps is checked for
inconsistencies (both in terms of relative positioning and
obsolete relations – which can happen if an object does
not exist anymore due to a replacement);
After generating a representation, the similarity to the
base representations (rA and rB) is assessed to avoid pro-
ducing representations visually equal to them. This assess-
ment is done by using a Root Mean Square Error (RMSE)
measure that checks the similarity on a pixel-by-pixel basis.
Evolutionary Engine
The main goal of the Visual Blender component is to pro-
duce and evolve possible visual blends based on the analo-
gies produced by the Mapper. In order to achieve this and
promote diversity while respecting each analogy, an evolu-
tionary engine was implemented. This engine is based on
a Genetic Algorithm (GA) using several populations (each
corresponding to a different analogy), in which each indi-
vidual is a visual blend.
In order to guide evolution, we adopt a fitness function
that assesses how well the the existing relations are re-
spected. Some of the relations, e.g. the relation above, have
a binary assessment – either 0, when the relation is not re-
spected, or 1 when it is respected. Others yield a value be-
tween 0 and 1 depending on how respected it is – e.g. the
relation inside calculates the number of points that are inside
and returns #PointsInsidetotal#Points .
The fitness function for a given visual blend b is as fol-
lows:
f(b) =
#R(b)∑
i=1
v(ri(b))
#R(b)
, (1)
where #R(b) denotes the number of relations present in b
and v is the function with values in [0, 1] that indicates how
much a relation r is respected (0 – not respected at all, 1 –
fully respected).
The evolutionary engine includes five tasks which are per-
formed in each generation for each population:
T1 Produce more individuals when the population size is
below the maximum size;
T2 Store the best individual to avoid loosing it (elitism);
T3 Mutate the individuals of the population. For each indi-
vidual, each object can be mutated by changing its posi-
tion. This change also affects its child-objects;
T4 Recombine the individuals: the parents are chosen using
tournament selection (with size 2) and a N-point crossover
is used to produce the children. In order to avoid the gen-
eration of invalid individuals, the crossover only occurs
between chromosomes (objects) with the same name (e.g.
a head is only exchanged with a head). If this rule was not
used, it would lead to the production of descendants that
would not respect the analogy followed by the population;
T5 Removal of identical individuals in order to increase
variability.
In the experiments reported in this paper the mutation
probability was set to 0.05, per gene, and the recombina-
tion probability to 0.2, per individual. These values were
established empirically in preliminary runs.
Results and discussion
In this section we present and discuss the experimental re-
sults. We begin with a general analysis. Afterwards, we
analyse the resulting visual representations comparing them
with the data collected in the initial enquiry. Then, we anal-
yse the quality of the produced blends by presenting the re-
sults of a final enquiry focused on perception.
Overall, the analysis of the experimental results indicates
that the implemented blender is able to produce sets of
blends with great variability (see Fig.5 for an example of
the results obtained for the same analogy and the same rela-
tions) and unexpected features, while respecting the analogy.
The evolutionary engine is capable of evolving the blends
towards a higher number of satisfied relations. This is veri-
fiable in numerical terms, through the analysis of the evolu-
tion of fitness, and also through the visual assessment of the
results. Figure 6 illustrates the evolution of a blend: the legs
and tail are iteratively moved towards the body in order to
increase the degree of satisfaction of the relations.
We can also observe that the system tends to produce
blends in which few parts are exchanged between concepts.
This can be explained as follows: when the number of parts
increases the difficulty of (randomly) producing a blend with
adequate fitness drastically decreases. As such, blends with
fewer exchanges of parts, thus closer to base representa-
tion (in which all the relations are satisfied), tend to become
dominant during the initial generations of the evolutionary
runs. We consider that a significantly higher number of runs
would be necessary to produce blends with more exchanges.
Figure 6: Evolution of a blend: the legs and tail come closer
to the body, guided by the fitness function.
Figure 7: Comparison between hand-drawn blends and
blends generated by the implemented Blender, organised
by groups: group 1 corresponds to pig-cactus blends; 2
corresponds to angel-cactus; groups 3-5 correspond to pig-
angel (the figure on the left of each group is the hand-drawn
blend).
Furthermore, valuing the exchange of parts, through the
modification of the fitness function, may also be advisable
for promoting the emergence of such blends.
As the blends are being produced as a visual representa-
tion which works as a whole as well as a set of individual
parts, the Principle of Integration is being respected by de-
sign – from the Optimality Principles presented by Faucon-
nier and Turner (1998).
Comparison with user-drawn blends
During the initial phase of the project, we conducted a task
of collecting visual blends drawn by the participants. A to-
tal of 39 drawn blends were collected, from which 14 corre-
spond to the blend between cactus and angel, 12 correspond
to the blend between cactus and pig and 13 correspond to
the blend between pig and cactus. The implemented blender
was able to produce visual blends similar to the ones drawn
by the participants (see some examples in Fig. 7). After
analysing the produced blends, the following results were
obtained:
• 23 from the 39 drawn blends (DB) were produced by our
Blender;
Figure 8: Examples of the visual blends presented in the
second enquiry. On the left are the “good” blends (one for
each) and on the right are the “bad” blends (1 corresponds
to cactus-pig, 2 to angel-cactus and 3 to angel-pig).
• 2 are not possible to be produced due to inconsisten-
cies (e.g. one drawn blend from angel-pig used a map-
ping from wing-tail and at the same time maintained the
wings);
• 6 were not able to be produced in the current version due
to mappings that were not produced by the Mapper (e.g.
head from angel with body from cactus);
• 5 were not able to be produced because not all of the
collected drawn representations were used in the exper-
iments.
According to the aforementioned results, the imple-
mented Blender is not only able to produce blends that are
coherent with the ones drawn by participants but is also able
to produce novel blends that no participant drew, showing
creative behaviour.
Evaluating perception
In order to assess if the produced blends could be correctly
perceived, a second enquiry was conducted. The main goal
was to evaluate whether or not the participant could identify
the input spaces used for each blend (i.e. if it was possible to
identify pig and cactus in a blend produced for pig-cactus).
This is related to the Unpacking Principle (Fauconnier and
Turner 1998).
In the first enquiry, the fourth task (T4) consisted in col-
lecting the prototypical parts for each concept – these are
the parts that most identify the concept (e.g. wing for angel).
We used the data collected for producing the second enquiry.
For each blend (angel-pig, cactus-pig or angel-cactus), four
visual blends were selected (two considered “good” and two
considered “bad”, see Fig. 8). The quality evaluation (“bad”
or “good”) was based on two criteria: fitness of the individ-
ual and presence or legibility of the prototypical parts (i.e. a
“good” exemplar is an individual with the prototypical parts
clearly identifiable; a “bad” exemplar is an individual with
fewer prototypical parts or these are not clearly identifiable).
Table 1: Number of correct names given (input spaces’
names) for each of the blends (percentage of answers).
0 1 2
cactus-pig Good 20 50 30Bad 50 50 0
angel-pig Good 10 20 70Bad 40 50 10
angel-cactus Good 0 60 40Bad 10 80 10
Table 2: Number of correct names given (input spaces’
names) for each of the blends (number of answers).
# R. 0 1 2
cactus-pig
Good 1 1 2 22 1 3 1
Bad 3 1 4 04 4 1 0
angel-pig
Good 5 0 1 46 1 1 3
Bad 7 2 3 08 2 2 1
angel-cactus
Good 9 0 4 110 0 2 3
Bad 11 0 5 012 1 3 1
A total of 12 visual blends were used and the enquiry
was conducted to 30 participants. Each visual blend was
tested by 5 participants. In order minimise the biasing of
the results, each participant evaluated two visual represen-
tations (one “bad” and one “good”) of different blends (e.g.
when the first was of cactus-pig, the second could only be
of angel-pig or angel-cactus). The “bad” blends were eval-
uated first to further minimise the biasing.
The results (Table 1 and Table 2), clearly show that the
“good” blends were easier to be correctly named (the per-
centage of total correct naming is always higher for the
“good” examples; the percentage of total incorrect naming is
always higher for the “bad” blends). In addition to this, the
names of the input spaces were also easier to be identified in
some of the representations than in others (e.g. the “good”
blends for angel-pig received more totally correct answers
than the rest of the blends, as shown in Table 2).
Overall, the majority of the participants could identify at
least one of the input spaces for the “good” exemplars of vi-
sual blends. Even though some of the participants could not
correctly name both of the input spaces, the answers given
were somehow related to the correct ones (e.g. the names
given for the input spaces in the first “bad” blend of 3 in Fig.
8 were often pig and lady/woman, instead of pig and angel –
this is due to the fact that no halo nor wings are presented).
Conclusions and future work
We presented a descriptive approach for automatic genera-
tion of visual blends. The approach uses structured repre-
sentations along with sets of visual relations which describe
how the parts – in which the visual representation can be
decomposed – relate among each other. The experimen-
tal results demonstrate the ability of the Blender to produce
analogies from input mental spaces and generate a wide va-
riety of visual blends based on them. The Visual Blender
component, in addition to fulfilling its purpose, is able to
produce interesting and unexpected blends. Future enhance-
ments to the proposed approach include:
(i) exploring an island approach in which exchange of indi-
viduals from different analogies may occur if they respect
the analogy of the destination population;
(ii) exploring the role of the user (guided evolution), by al-
lowing the selection of individuals to evolve;
(iii) considering Optimality Principles in the assessment of
fitness (e.g. how many parts are exchanged) and explor-
ing which of them may be useful or needed – something
discussed by Martins et al. (2016);
(iv) using relations such as biggerThan or smallerThan to
explore style changing (e.g. the style of the produced
blends will be affected if a base visual representation has
head biggerThan body);
(v) exploring context in the production of blends (e.g. stars
surrounding the angel).
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