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On associative algebras, modules and twisted
modules for vertex operator algebras
Jinwei Yang
Abstract
We give a new construction of functors from the category of modules for the as-
sociative algebras An(V ) and Ag(V ) associated with a vertex operator algebra V , de-
fined by Dong, Li and Mason, to the category of admissible V -modules and admissible
twisted V -modules, respectively, using the method developed in the joint work [HY1]
with Y.-Z. Huang. The functors were first constructed by Dong, Li and Mason, but
the importance of the new method, as in [HY1], is that we can apply the method to
study objects without the commutator formula in the representation theory of vertex
operator algebras.
1 Introduction
This paper is a continuation of the paper [HY1]. The aim is to prove results in the repre-
sentation theory of vertex operator algebras, in particular, for modules, without using the
standard commutator formula. The commutator formula for vertex operators plays a very
important role in the representation theory of vertex operator algebras since it allows one to
apply many techniques in Lie algebra representation theory to study vertex operator alge-
bras and their modules. However, for some important objects in the representation theory
of vertex operator algebras such as intertwining operators (or more generally, logarithmic
intertwining operators), there is no commutator formula for two intertwining operators and
therefore we have to use the associativity of intertwining operators.
In [HY1], jointly with Y.-Z. Huang, the author gave a formula for the residues of certain
formal series involving iterates of vertex operators obtained using the weak associativity and
the lower truncation property of vertex operators. We proved that the weak associativity
for an admissible module is equivalent to this residue formula together with a formula that
expresses products of components of vertex operators as linear combinations of iterates of
components of vertex operators given in [DLM1] and [L]. We applied this result to give a
new construction of admissible modules for an N-graded vertex algebra V from modules for
its Zhu algebra A(V ).
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In this paper, we use the method in [HY1], but in more general settings, to construct a
functor from the category of modules for the associative algebra An(V ), defined in [DLM1],
generalizing the Zhu algebra associated with a vertex operator algebra V for n ∈ N, to
the category of admissible V -modules. We also use the method in [HY1] to construct a
functor from the category of modules for the “twisted” generalization of the Zhu algebra
Ag(V ), defined in [DLM2], associated with a vertex operator algebra V and a finite order
automorphism g of V , to the category of admissible g-twisted V -modules.
The associative algebra An(V ) plays an important role in the representation theory of
vertex operator algebras. One example is the study of logarithmic intertwining operators
among generalized modules for a vertex operator algebra. In [HY2], jointly with Y.-Z. Huang,
the author proved that the space of logarithmic intertwining operators among generalized
modules is naturally isomorphic to the space of homomorphisms between suitable modules
for An(V ).
The twisted generalization of the Zhu algebra Ag(V ) was introduced to study twisted
modules for a vertex operator algebra with an automorphism of finite order. In [H], Y.-
Z. Huang generalized the notion of twisted module for a vertex operator algebra with a
finite-order automorphism to the notion of generalized twisted module for a vertex operator
algebra with an automorphism of not necessarily finite order, using logarithmic conformal
field theory. It is natural to define a suitable associative algebra, generalizing the Zhu
algebra, associated with a non-finite-order automorphism of V , and to construct generalized
twisted modules in the sense of [H] from certain modules for that associative algebra. For
these generalized twisted modules, the twisted vertex operators involve the logarithm of the
variable and thus do not have a commutator formula. This motivates us in the present
paper to discover a new construction of twisted V -modules from Ag(V )-modules without
using commutator formula.
The formula for the residues of certain formal series involving iterates of vertex opera-
tors, discovered in [HY1], has two undetermined parameters satisfying the lower truncation
property. By specializing the parameters to suitable values in the residue formula, we obtain
the actions of the relations used to define associative algebras An(V ), as well as Ag(V ), on
the admissible V -module. This coincidence motivates us to discover the fact that the rela-
tions for defining various generalizations of the Zhu algebra are special cases of the residue
formula, and hence are implied by the weak associativity, straightforwardly. Based on this
fact, we construct functors from the category of modules for the associative algebra to the
categories of suitable modules and twisted modules for vertex operator algebras. The most
technical part that we prove in this paper is the converse of the fact, that is, that the relations
for defining various generalizations of the Zhu algebra imply the residue formula, provided
that the lower truncation property and the formula that expresses products of components
of vertex operators as linear combinations of iterates of components of vertex operators,
mentioned above, hold.
The functors we have constructed in this paper satisfy the same universal property as the
functors constructed in [DLM1] and [DLM2]. The importance of our construction is that it
allows us to use the method in the present paper to give constructions and prove results in
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the cases where there is no commutator formula.
There are various other generalizations of the Zhu algebra associated with a vertex op-
erator algebra in the literature, such as those in [DLM3], [MT] and [VE]. The actions of the
relations used to define these associative algebras on certain V -modules can be obtained from
the residue formula by specializing the parameters to suitable values. It is expected that we
can use the method in [HY1] and the current paper to give new constructions of functors
between module categories for these associative algebras and suitable module categories for
the vertex operator algebra.
This paper is organized as follows: We recall the main theorem of [HY1] and deduce
some corollaries to motivate this work in Section 2. In Section 3, we recall definitions and
properties of the associative algebras An(V ) and Ag(V ). In Section 4 and 5, we use the
main theorem to construct a functor from the category of An(V )-modules to the category of
admissible V -modules and prove a universal property of this functor. In Section 6, we apply
the main theorem to the twisted module case and construct a functor from the category of
Ag(V )-modules to the category of admissible g-twisted V -modules.
Acknowledgments I would like to thank Prof. Yi-Zhi Huang for inspiring me to think
about this direction and thank Profs. James Lepowsky, Haisheng Li and Katrina Barron
for helpful suggestions. I also would like to express my gratitude to Prof. Ping Li for his
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2 An equivalent condition for the associativity
Throughout this paper, we will let (V, Y, 1, ω) denote a vertex operator algebra. We state
the following theorem from [HY1], using a more general setting:
Theorem 2.1 Let V be a vertex operator algebra, W a vector space and YW a linear map
from V ⊗W to W ((x)). For v ∈ V and w ∈ W , as for a V -module, we denote the image of
u⊗ w under YW by YW (u, x)w and Resxx
nYW (u, x)w by unw. Let u, v ∈ V and w ∈ W and
let k, l ∈ R such that
vnw = 0 for n ≥ k (2.1)
and
unw = 0 for n ≥ l. (2.2)
Then the weak associativity for W in the sense that
(x0 + x2)
lYW (u, x0 + x2)YW (v, x2)w = (x2 + x0)
lYW (Y (u, x0)v, x2)w (2.3)
is equivalent to the following two properties: For any p ∈ l + Z, q ∈ k + Z,
Resx0Resx2(x0 + x2)
pxq2YW (u, x0 + x2)YW (v, x2)w
= Resx0Resx2f(x0, x2)x
q
2(x2 + x0)
lYW (Y (u, x0)v, x2)w, (2.4)
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where
f(x0, x2) =
k−q−1∑
i=0
(
p− l
i
)
xp−l−i0 x
i
2, (2.5)
and
Resx0Resx2x
p−l−i
0 x
q+i
2 (x2 + x0)
lYW (Y (u, x0)v, x2)w = 0 (2.6)
for i ≥ k − q.
Proof. The statement is slightly different from Theorem 3.1 in [HY1] because here k, l
can be real numbers instead of only integers. The proof for “only if” part is the same as
[HY1], we give a proof for the “if” part here.
The Laurent polynomial p(x0, x2) is in fact the first k − q terms of the formal series
(x0 + x2)
p−l. But from (2.6), we obtain
Resx0Resx2((x0 + x2)
p−l − f(x0, x2))x
q
2((x2 + x0)
lYW (Y (u, x0)v, x2))w = 0. (2.7)
Combining (2.4) and (2.7), we obtain
Resx0Resx2(x0 + x2)
p−lxq2((x0 + x2)
lYW (u, x0 + x2)YW (v, x2))w
= Resx0Resx2(x0 + x2)
p−lxq2((x2 + x0)
lYW (Y (u, x0)v, x2))w.
On the other hand, we have
Resx0Resx2x
p−l−i
0 x
q+i
2 (x0 + x2)
lYW (u, x0 + x2)YW (v, x2)w = 0 (2.8)
for i ≥ k − q. From (2.6) and (2.8), we obtain
Resx0Resx2x
p−l−i
0 x
q+i
2 (x0 + x2)
lYW (u, x0 + x2)YW (v, x2)w
= Resx0Resx2x
p−l−i
0 x
q+i
2 (x2 + x0)
lYW (Y (u, x0)v, x2))w (2.9)
for i ≥ k − q. Combining (2.5) and (2.9), we obtain
Resx0Resx2
k−q−1∑
i=0
(
p− l
i
)
xp−l−i0 x
q+i
2 (x0 + x2)
lYW (u, x0 + x2)YW (v, x2)w
= Resx0Resx2
k−q−1∑
i=0
(
p− l
i
)
xp−l−i0 x
q+i
2 (x2 + x0)
lYW (Y (u, x0)v, x2)w. (2.10)
We now use induction on k − q − 1 to prove
Resx0Resx2x
p−l
0 x
q
2(x0 + x2)
lYW (u, x0 + x2)YW (v, x2)w
= Resx0Resx2x
p−l
0 x
q
2(x2 + x0)
lYW (Y (u, x0)v, x2))w (2.11)
for p ∈ Z and q < k. When k − q − 1 = 0, (2.10) becomes
Resx0Resx2x
p−l
0 x
q
2(x0 + x2)
lYW (u, x0 + x2)YW (v, x2)w
= Resx0Resx2x
p−l
0 x
q
2(x2 + x0)
lYW (Y (u, x0)v, x2))w.
4
Assume that (2.11) holds when 0 ≤ k− q−1 < n. When k− q−1 = n, 0 ≤ k− q− i−1 < n
for i = 1, . . . , n = k − q − 1. Since p is arbitrary, we can replace p by p− i for any i ∈ Z in
(2.11). Thus by the induction assumption,
Resx0Resx2x
p−l−i
0 x
q+i
2 (x0 + x2)
lYW (u, x0 + x2)YW (v, x2)w
= Resx0Resx2x
p−l−i
0 x
q+i
2 (x2 + x0)
lYW (Y (u, x0)v, x2)w. (2.12)
for i = 1, . . . , n = k − q − 1. From (2.12) for i = 1, . . . , n = k − q − 1 and (2.10), we obtain
Resx0Resx2x
p−l
0 x
q
2((x0 + x2)
l(YW (u, x0 + x2)YW (v, x2))w
= Resx0Resx2
k−q−1∑
i=0
(
p− l
i
)
xp−l−i0 x
q+i
2 (x0 + x2)
lYW (u, x0 + x2)YW (v, x2)w
−Resx0Resx2
k−q−1∑
i=1
(
p− l
i
)
xp−l−i0 x
q+i
2 (x0 + x2)
lYW (u, x0 + x2)YW (v, x2)w
= Resx0Resx2
k−q−1∑
i=0
(
p− l
i
)
xp−l−i0 x
q+i
2 (x2 + x0)
lYW (Y (u, x0)v, x2)w
−Resx0Resx2
k−q−1∑
i=1
(
p− l
i
)
xp−l−i0 x
q+i
2 (x2 + x0)
lYW (Y (u, x0)v, x2)w
= Resx0Resx2x
p−l
0 x
q
2(x2 + x0)
lYW (Y (u, x0)v, x2)w
proving (2.11) in this case.
Taking i = 0 in (2.6), we see that (2.11) also holds for p ∈ Z and q ≥ k. Thus (2.11)
holds for p, q ∈ Z. But this means that
(x0 + x2)
lYW (u, x0 + x2)YW (v, x2)w = (x2 + x0)
lYW (Y (u, x0)v, x2)w,
that is, (2.3) holds.
The following theorem from [LL] says that the Jacobi identity for the module follows
from weak associativity for the module and skew symmetry for the vertex operator algebra:
Theorem 2.2 ([LL]) Let (V, Y, 1) be a triple that satisfies all the axioms in the definition
of the notion of vertex algebra, in particular the skew symmetry property. Let W be a vector
space and let YW (·, x) be a linear map from V to (End W )[[x, x
−1]] such that YW (1, x) = 1
and YW (v, x)w ∈ W ((x)) for v ∈ V and w ∈ W . Assume that weak associativity holds for
any u, v ∈ V and w ∈ W , in the sense that there exists l ∈ N (depending on u and w) such
that
(x0 + x2)
lYW (u, x0 + x2)YW (v, x2)w = (x2 + x0)
lYW (Y (u, x0)v, x2)w. (2.13)
Then the Jacobi identity holds for u, v ∈ V and w ∈ W .
5
Therefore, by providing the two properties equivalent to the weak associativity for the
module, given in Theorem 2.1, as well as the truncation properties and skew symmetry for
the vertex operator algebra, we can obtain the major axiom –Jacobi identity for the vertex
operator algebra modules:
Theorem 2.3 Let V be a Z-graded vertex algebra, W =
∐
n∈NW(n) an N-graded vector space
and YW a linear map from V ⊗W to W ((x)). For v ∈ V and w ∈ W , we denote the image
of u⊗w under YW by YW (u, x)w and Resxx
nYW (u, x)w by unw. Assume that un maps W(k)
to W(k+m−n−1) for u ∈ V(m) and n ∈ Z and YW (1, x) = 1W . Also assume that for u, v ∈ V ,
w ∈ W , there exist k, l ∈ Z such that (2.1) and (2.2) hold, and for p, q ∈ Z, u, v ∈ V ,
w ∈ W , the formulas (2.4) and (2.6) hold. Then (W,YW ) is an admissible V -module.
By a similar proof as Theorem 2.2, we can also show the twisted analogue of Theorem
2.2:
Theorem 2.4 Let (V, Y, 1) be Z-graded vertex algebra. Suppose that V has an automorphism
g of order T and V has an eigenspace decomposition with respect to the action of g as
V =
T−1∐
r=0
V r,
where
V r = {v ∈ V |gv = e2piir/Tv}.
Let W be a vector space and let YW (·, x) be a linear map from V to (End W )[[x
1
T , x−
1
T ]]
such that YW (1, x) = 1 and YW (v, x)w ∈ W ((x
1
T )) for v ∈ V and w ∈ W . Assume that
weak associativity holds for any u ∈ V r, v ∈ V and w ∈ W , in the sense that there exists
l ∈ r
T
+ N (depending on u and w) such that
(x0 + x2)
lYW (u, x0 + x2)YW (v, x2)w = (x2 + x0)
lYW (Y (u, x0)v, x2)w. (2.14)
Then the twisted Jacobi identity holds for u, v ∈ V and w ∈ W .
Theorem 2.5 Let V be a Z-graded vertex algebra with a finite order automorphism g, W =∐
n∈ 1
T
N
W(n) be a
1
T
N-graded vector space and YW be a linear map from V ⊗W to W ((x)).
For u ∈ V r and w ∈ W , we denote the image of u ⊗ w under YW by YW (u, x)w and
Resxx
nYW (u, x)w by unw. Assume that un maps W(k) to W(k+m−n−1) for u ∈ V(m) and
n ∈ r
T
+ Z and YW (1, x) = 1W . Also assume that for u, v ∈ V , w ∈ W , there exist k, l ∈
1
T
Z
such that (2.1) and (2.2) hold, and for p ∈ l + Z, q ∈ k + Z, u, v ∈ V , w ∈ W , the formulas
(2.4) and (2.6) hold. Then (W,YW ) is an admissible g-twisted V -module.
The component form of (2.6) is
∞∑
j=0
(
l
j
)
(uj+p−l−iv)q−j+l+iw = 0 (2.15)
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for i ≥ k − q. Set N = p+ q + 2 and m = p− l − i, (2.15) becomes
∞∑
j=0
(
l
j
)
(uj+mv)N−j−m−2w = 0 (2.16)
for m ≤ N − k − l − 2. We set o(a) = a(wt a− 1) for homogeneous a ∈ V . Then by taking
N = wt u+ wt v in (2.16), we have
o
( ∞∑
j=0
(
l
j
)
uj+mv
)
w = 0, (2.17)
where m ≤ wt u+ wt v − k − l − 2.
Corollary 2.6 Let W be an admissible V -module, u, v ∈ V and w ∈ W(n) for n ∈ N. Then
o
(wt u+n∑
j=0
(
wt u+ n
j
)
uj+mv
)
w = 0,
where m ≤ −2n− 2.
Proof. In equation (2.17), let k = wt v + n and l = wt u+ n.
Corollary 2.7 Suppose that V has an automorphism g of order T and an eigenspace de-
composition with respect to the action of g as
V =
T−1∐
r=0
V r,
where
V r = {v ∈ V |gv = e2piir/Tv}.
Let W be an admissible g-twisted V -module, u ∈ V r, v ∈ V and w ∈ W(0). Then
o
( ∞∑
j=0
(
wt u− 1 + δr +
r
T
j
)
uj+mv
)
w = 0
for m ≤ −δr − 1.
Proof. In equation (2.17), let k = wt v − r
T
and l = wt u− 1 + δr +
r
T
.
The product formula (2.4) will be used to calculate the product of operator components
acting on the module:
Lemma 2.8 In the setting of Theorem 2.1. The product formula (2.4) is equivalent to
upvqw = Resx0Resx2
(
k−q−1∑
i=0
(
p− l
i
)
xp−l−i0 x
i
2
)
xq2(x2 + x0)
lYW (Y (u, x0)v, x2)w.
(2.18)
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3 Zhu algebra
In this section, we will recall the definition and some properties of the Zhu algebra introduced
in [Z], a generalization of the Zhu algebra An(V ) defined in [DLM1] for n ∈ N and twisted
generalization of the Zhu algebra Ag(V ) defined in [DLM2] for a finite order automorphism
g of V .
We first recall the definition of the Zhu algebra A(V ) for a vertex operator algebra V .
Definition 3.1 ([Z]) Let O(V ) be the subspace of V spanned by elements of the form
Resx
(1 + x)wt uY (u, x)v
x2
for homogeneous u, v ∈ V . Zhu algebra A(V ) is defined to be the quotient space V/O(V ).
The Zhu algebra was then generalized to an associative algebra An(V ) for n ∈ N and to
a twisted Zhu algebra Ag(V ) for an automorphism g of V .
Definition 3.2 ([DLM1]) For n ∈ N, let On(V ) be the subspace of V spanned by elements
of the form
Resx
(1 + x)wt u+nY (u, x)v
x2n+2
for homogeneous u, v ∈ V . An(V ) is defined to be the quotient space V/On(V ).
The subspace On(V ) is a two-sided ideal of V and An(V ) is an associative algebra under
the multiplication ∗ defined by
u ∗n v =
n∑
m=0
(−1)m
(
m+ n
n
)
Resx
(1 + x)wt u+nY (u, x)v
xn+m+1
,
for homogeneous u, v ∈ V , and for general u, v ∈ V , ∗ is defined by linearity. Also, for every
homogeneous element u ∈ V and m ≥ k ≥ 0, elements of the form
Resx
(1 + x)wt u+n+kY (u, x)v
xm+2n+2
(3.1)
lie in On(V ).
Let W be an admissible V -module and let Ωm(W ) denote the subspace consisting of mth
lowest weight vectors in W , that is
Ωm(W ) = {w ∈ W |unw = 0 if wt un < −m}.
It was shown in [DLM1] that Ωn(W ) is an An(V )-module via the action o(v + On(V )) =
vwt v−1 for v ∈ V . The first necessary condition to prove is that o(On(V )) annihilates
Ωn(W ). Corollary 2.6 gives an alternating proof of this condition and also motivates us to
give another construction of functors between categories of An(V )-modules and categories
of admissible V -modules (see Section 4 and 5 for the detail).
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Definition 3.3 ([DLM2]) For an automorphism g of V of finite order T , let Og(V ) be the
subspaceof V spanned by elements of the form
Resx
(1 + x)wt u−1+δr+
r
T Y (u, x)v
x1+δr
for homogeneous u ∈ V r, v ∈ V , where
V r = {v ∈ V |gv = e2piir/Tv}.
The twisted Zhu algebra Ag(V ) is defined to be the quotient space V/Og(V ).
The subspace Og(V ) is a two-sided ideal of V and Ag(V ) is an associative algebra under
the multiplication ∗ defined by
u ∗g v =
{
Resx
(1+x)wt uY (u,x)v
x
if r = 0,
0 if r > 0.
for homogeneous u ∈ V r, v ∈ V , and for general u, v ∈ V , ∗g is defined by linearity. Also,
for every homogeneous element u ∈ V r and m ≥ k ≥ 0, elements of the form
Resx
(1 + x)wt u−1+δr+
r
T
+kY (u, x)v
xm+δr+1
(3.2)
lie in Og(V ).
The subspace V r ⊂ Og(V ) for r 6= 0 and Ag(V ) is a quotient of A(V
0). Therefore, an
Ag(V )-module can be lift to an A(V
0)-module.
Let W be an admissible twisted V -module and let Ω(W ) denote the subspace consisting
of lowest weight vectors in W , that is
Ω(W ) = {w ∈ W |unw = 0 if wt un < 0}.
It was shown in [DLM2] that Ω(W ) is an Ag(V )-module via the action o(v+Og(V )) = vwt v−1
for v ∈ V 0. The first thing to show is that o(Og(V )) annihilates Ω(W ). Corollary 2.7 gives an
alternating proof of this fact and also motivates us to give another construction of functors
between categories of Ag(V )-modules and categories of admissible g-twisted V -modules (see
Section 6 for the detail).
4 A functor Sn from the category of An(V )-modules to
the category of V -modules
In the remaining part of this paper, we will assume the vertex operator algebra V is N-graded.
In this section, we will start from an An(V )-module W and construct a vector space
Sn(W ) with a linear map YSn(W ) from V ⊗Sn(W ) to Sn(W )((x)). Then we use Theorem 2.1
9
to show that weak associativity holds for the pair (Sn(W ), YSn(W )) and hence the pair is an
admissible V -module by Theorem 2.3.
Consider the affinization V [t, t−1] = V ⊗C[t, t−1] of V and the tensor algebra T (V [t, t−1])
generated by V [t, t−1]. For simplicity, we shall denote u⊗ tm for u ∈ V and m ∈ Z by u(m)
and we shall omit the tensor product sign ⊗ when we write an element of T (V [t, t−1]). Thus
T (V [t, t−1]) is spanned by elements of the form u1(m1) · · ·uk(mk) for ui ∈ V and mi ∈ Z,
i = 1, . . . , k.
Consider T (V [t, t−1]) ⊗W . Again for simplicity we shall omit the tensor product sign.
So T (V [t, t−1]) ⊗ W is spanned by elements of the form u1(m1) · · ·uk(mk)w for ui ∈ V ,
mi ∈ Z, i = 1, . . . , k and w ∈ W and for any u ∈ V , m ∈ Z, u(m) acts from the left on
T (V [t, t−1])⊗W . For homogeneous ui ∈ V , mi ∈ Z, i = 1, . . . , k and w ∈ W , we define the
degree of elements in T (V [t, t−1])⊗W as follows:
deg u1(m1) · · ·uk(mk)w = (wt u1 −m1 − 1) + · · · (wt uk −mk − 1) + n.
For any u ∈ V , let
Yt(u, x) : T (V [t, t
−1])⊗W −→ T (V [t, t−1])⊗W [[x, x−1]]
be defined by
Yt(u, x) =
∑
m∈Z
u(m)x−m−1.
For a homogeneous element u ∈ V , let
ot(u) = u(wt u− 1).
Using linearity, we extend ot(u) to non-homogeneous u.
Let ρ : An(V ) → End W be a representation of associative algebra An(V ). Let I be
the Z-graded T (V [t, t−1])-submodule of T (V [t, t−1])⊗W generated by elements of the forms
u(m)w (u ∈ V , wt u−m− 1 + degw < 0, w ∈ T (V [t, t−1])⊗W ), ot(u)w − ρ(u+On(V ))w
(u ∈ V , w ∈ W ) and
u(p)v(q)w −
wt v+degw+n−q−1∑
i=0
wt u+degw+n∑
j=0
(
p− wt u− degw − n
i
)
·
(
wt u+ degw + n
j
)
(up−wt u−degw−i+j−nv)(q + wt u+ degw + i− j + n)w
(4.1)
(u, v ∈ V , q ∈ Z such that wt v − q − 1 + degw ≥ 0, w ∈ T (V [t, t−1]) ⊗W ). Note that
relation (4.1) is derived from formula (2.18) (also (2.4)) when k = wt v + degw + n and
l = wt u+ degw + n.
Let S˜n(W ) = T (V [t, t
−1]) ⊗W/I. Then S˜n(W ) is also a Z-graded T (V [t, t
−1])-module.
In fact, by definition of I, we see that S˜n(W ) is spanned by elements of the form u(m)w+I
10
for homogeneous u ∈ V , m ∈ Z such that m < wt u + n − 1 and w ∈ W . In particular, we
see that S˜n(W ) has an N-grading. Note that I ∩W = {0}, W can be embedded into S˜n(W )
and (S˜n(W ))n =W .
Let J be the N-graded T (V [t, t−1])-submodule of S˜n(W ) generated by
wt u+degw+n∑
j=0
(
wt u+ degw + n
j
)
(uj+mv)(N − j −m− 2)w (4.2)
(u, v ∈ V , w ∈ S˜n(W ), N ∈ Z, m ≤ N − 2 − wt u − wt v − 2n − 2 degw). Note that
relation (4.2) comes from the formula (2.16) by specializing k = wt v + degw + n and
l = wt u+ degw + n.
Let Sn(W ) = S˜n(W )/J . Then Sn(W ) is also an N-graded T (V [t, t
−1])-module. We can
still use elements of T (V [t, t−1]) ⊗W to represent elements of Sn(W ). But note that these
elements now satisfy relations. We equip Sn(W ) with the vertex operator map
YSn(W ) : V ⊗ Sn(W ) −→ Sn(W )[[x, x
−1]]
given by
u⊗ w → Y (u, x)w = Yt(u, x)w.
Theorem 4.1 The pair (Sn(W ), YSn(W )) is an admissible V -module.
Proof. As in S˜n(W ), for u ∈ V and w ∈ Sn(W ), we also have u(m)w = 0 when m >
wt u+ degw − 1. Clearly,
Y (1, x) = ISn(W ),
where ISn(W ) is the identity operator on Sn(W ).
Since Sn(W ) satisfies the product formula and iterate formula in Theorem 2.1, where we
specialize k = wt v + degw + n and l = wt u+ degw + n, by definition of I and J , Sn(W )
is an admissible weak V -module.
Let W1 and W2 be an An(V )-modules and f : W1 → W2 a module map. Then f induces
a linear map from T (V [t, t−1])⊗W1 to T (V [t, t
−1])⊗W2. By definition, this induced linear
map in turn induces a linear map Sn(f) from Sn(W1) to Sn(W2). Since YSn(W1) and YSn(W2)
are induced by Yt on T (V [t, t
−1])⊗W1 and T (V [t, t
−1])⊗W2, respectively, we have
Sn(f)(YSn(W1)(u, x)w1) = YSn(W2)(u, x)Sn(f)(w1)
for u ∈ V and w1 ∈ Sn(W1). Thus Sn(f) is a module map. The following result is now clear:
Corollary 4.2 Let V be an N-graded vertex algebra. Then the correspondence sending an
An(V )-module W to an admissible V -module (Sn(W ), YSn(W )) and an An(V )-module map
W1 → W2 to a V -module map Sn(f) : Sn(W1) → Sn(W2) is a functor from the category of
An(V )-modules to the category of admissible V -modules.
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5 A universal property for Sn
In this section, we prove that Sn satisfies a natural universal property and thus is the same
as the functor constructed in [DLM1]. In particular, we achieve our goal of constructing
admissible V -modules from An(V )-modules without dividing relations corresponding to the
commutator formula for weak modules.
We use the following two lemmas to prove that J ∩ W = 0 in S˜n(W ) and hence
(Sn(W ))n = W .
Lemma 5.1 Let M ∈ N and M ≤ n. Then in S˜n(W ),
a(wt a−M − 1)
(wt u+n∑
j=0
(
wt u+ n
j
)
(uj+mv)(wt uj+mv +M − 1)
)
w = 0,
where w ∈ W and m ≤M − 3n− 2.
Proof. We apply formula (2.18) to
a(wt a−M − 1)

wt u+n∑
j=0
(
wt u+ n
j
)
(uj+mv)(wt u+ wt v − j −m+M − 2)

w
by specifying
p = wt a−M − 1
q = wt u+ wt v − j −m+M − 2
k = wt u+ wt v − j −m− 1 + 2n
l = wt a + 2n,
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we have
a(wt a−M − 1)

wt u+n∑
j=0
(
wt u+ n
j
)
(uj+mv)(wt u+ wt v − j −m+M − 2)

w
= Resx0Resx2
2n−M∑
i=0
wt u+n∑
j=0
(
−M − 2n− 1
i
)(
wt u+ n
j
)
x−M−2n−i−10 x
wt u+wt v−j−m+M−2+i
2
·(x2 + x0)
wt a+2nYS˜n(W )(Y (a, x0)(uj+mv), x2)w
= ResyResx0Resx2
2n−M∑
i=0
(
−M − 2n− 1
i
)
(1 + y)wt u+nymx−M−2n−i−10
·(x2 + x0)
wt a+2nYS˜n(W )(Y (a, x0)x
L(0)+M−1+i
2 Y (u, y)v, x2)w
= ResyResx0Resx2
2n−M∑
i=0
(
−M − 2n− 1
i
)
(1 + y)wt u+nymx−M−2n−i−10 x
wt u+wt v+M−1+i
2
·(x2 + x0)
wt a+2nYS˜n(W )(Y (a, x0)Y (u, x2y)v, x2)w
= ResyResx0Resx2
2n−M∑
i=0
(
−M − 2n− 1
i
)
(1 + y)wt u+nymx−M−2n−i−10 x
wt u+wt v+M−1+i
2
·(x2 + x0)
wt a+2nYS˜n(W )(Y (u, x2y)Y (a, x0)v, x2)w
+ ResyResx0Resx2Resx1
2n−M∑
i=0
(
−M − 2n− 1
i
)
(1 + y)wt u+nymx−M−2n−i−10
·xwt u+wt v+M−1+i2 (x2 + x0)
wt a+2nx−10 δ(
x2y + x1
x0
)YS˜n(W )(Y (Y (a, x1)u, x2y)v, x2)w.
By examining the monomials in y in the first term of the right-hand side, we know that
the first term of the right-hand side is a sum of elements of form
o

wt u+n∑
j=0
(
wt u+ n
j
)
(uj+ma˜)

w
with m ≤ M − 3n − 2 for some a˜ ∈ V . Hence the first term is an action of elements in
On(V ) on w which is 0. We only need to prove the second term is also an action of a sum
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of elements of form On(V ) on w. The second term equals
ResyResx0Resx2Resx1
2n−M∑
i=0
(
−M − 2n− 1
i
)
(1 + y)wt u+nymx−M−2n−i−10
·xwt u+wt v+M−1+i2 (x2 + x0)
wt a+2nx−10 δ(
x2y + x1
x0
)YS˜n(W )(Y (Y (a, x1)u, x2y)v, x2)w
= ResyResx2Resx1
2n−M∑
i=0
(
−M − 2n− 1
i
)
(1 + y)wt u+nym(x2y + x1)
−M−2n−i−1
·xwt u+wt v+M−1+i2 (x2 + x2y + x1)
wt a+2nYS˜n(W )(Y (Y (a, x1)u, x2y)v, x2)w
= ResyResx2Resx3
2n−M∑
i=0
(
−M − 2n− 1
i
)
(1 + y)wt u+wt a+3n+1ym(x2y + x3(1 + y))
−M−2n−i−1
·xwt u+wt v+M−1+i2 (x2 + x3)
wt a+2nYS˜n(W )(Y (Y (a, (1 + y)x3)u, x2y)v, x2)w
= ResyResx2Resx3
2n−M∑
i=0
∞∑
j=0
(
−M − 2n− 1
i
)(
−M − 2n− i− 1
j
)
(1 + y)wt u+wt a+3n+1+j
·ym−M−2n−i−j−1xwt u+wt v−2n−j−22 x
j
3(x2 + x3)
wt a+2nYS˜n(W )(Y (Y (a, (1 + y)x3)u, x2y)v, x2)w
= ResyResx2Resx3
2n−M∑
i=0
∞∑
j=0
(
−M − 2n− 1
i
)(
−M − 2n− i− 1
j
)
xwt u+wt v−2n−j−22 x
j
3
·(x2 + x3)
wt a+2nYS˜n(W )(y
m−M−2n−i−j−1Y ((1 + y)L(0)+3n+1+jY (a, x3)u, x2y)v, x2)w.
Since m ≤M − 3n− 2 and i, j ≥ 0, we obtain that it is an action of elements of the form
Resyy
m′Y (1 + y)L(0)+3n+1+j(Y (a, x3)u, y)v
on w, where m′ = m−M − 2n− i− j− 1 ≤ −5n− i− j − 3. Apparently, this is an element
in On(V ), the action equals 0.
We proceed to prove the next proposition:
Proposition 5.2 Let M,N ∈ Z such that 0 ≤ N + n and M ≤ N + n. Then in S˜n(W ),
a(wt a−M +N − 1)
·

wt u+N+2n∑
j=0
(
wt u+N + 2n
j
)
(uj+mv)(wt u+ wt v − j −m+M − 2)


·b(wt b−N − 1)w = 0 (5.1)
where m ≤M − 2N − 4n− 2 and w ∈ W .
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Proof. By Lemma 5.1, it suffices to show that the element
wt u+N+2n∑
j=0
(
wt u+N + 2n
j
)
(uj+mv)(wt u+ wt v − j −m+M − 2)

·b(wt b−N−1)w
for m ≤M − 2N − 4n− 2, is of the form
wt u˜+n∑
j=0
(
wt u˜+ n
j
)
(u˜j+mv˜)(wt u˜+ wt v˜ − j −m+M −N − 2)w
for m ≤M −N − 3n− 2, u˜, v˜ ∈ V .
We apply formula (2.18) to
wt u+N+2n∑
j=0
(
wt u+N + 2n
j
)
(uj+mv)(wt u+ wt v − j −m+M − 2)

 b(wt b−N−1)w
by specifying
p = wt u+ wt v − j −m+M − 2
q = wt b−N − 1
k = wt b+ 2n
l = wt u+ wt v − j −m− 1 + 2n,
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we have
wt u+N+2n∑
j=0
(
wt u+N + 2n
j
)
(uj+mv)(wt uj+mv +M − 1)b(wt b−N − 1)w
= Resx0Resx2Resy
2n+N∑
i=0
(
M − 2n− 1
i
)
xM−2n−i−10 x
wt b−N−1+i
2 (1 + y)
wt u+N+2nym
·YS˜n(W )(Y ((x2 + x0)
L(0)+2nY (u, y)v, x0)b, x2)w
= Resx0Resx2Resy
2n+N∑
i=0
(
M − 2n− 1
i
)
xM−2n−i−10 x
wt b−N−1+i
2 (1 + y)
wt u+N+2nym
·(x2 + x0)
wt u+wt v+2nYS˜n(W )(Y (Y (u, (x2 + x0)y)v, x0)b, x2)w
= Resx0Resx2Resx3
2n+N∑
i=0
(
M − 2n− 1
i
)
xM−2n−i−10 x
wt b−N−1+i
2 (x2 + x0 + x3)
wt u+N+2n
·xm3 (x2 + x0)
wt v−N−m−1YS˜n(W )(Y (Y (u, x3)v, x0)b, x2)w
= Resx0Resx2Resx1
2n+N∑
i=0
(
M − 2n− 1
i
)
xM−2n−i−10 x
wt b−N−1+i
2 (x2 + x1)
wt u+N+2n
·(x1 − x0)
m(x2 + x0)
wt v−N−m−1YS˜n(W )(Y (u, x1)Y (v, x0)b, x2)w
− Resx0Resx2Resx1
2n+N∑
i=0
(
M − 2n− 1
i
)
xM−2n−i−10 x
wt b−N−1+i
2 (x2 + x1)
wt u+N+2n
·(−x0 + x1)
m(x2 + x0)
wt v−N−m−1YS˜n(W )(Y (v, x0)Y (u, x1)b, x2)w
By examining the monomials in x0 in the second term of the right-hand side, it is a sum of
elements of the form
wt v−N−m−1∑
j=0
(
wt v −N −m− 1
j
)
(vj+m′u˜)(wt v + wt u˜− j −m+M −N − 2)
acting on w for some u˜ ∈ V and m′ ≤ m+M − 2n− 1. Since
−N −m− 1 ≥ −M +N + 4n+ 1 ≥ n,
this element is of the form
wt v+n∑
j=0
(
wt v + n
j
)
(vj+m′′ u˜)(wt v + wt u˜− j −m+M −N − 2)
for m′′ = m′ −N −m− n− 1 ≤M −N − 3n− 2 and u˜ ∈ V . It is easy to see by examining
the monimials in x1 in first term of the right-hand side that the first term is also a sum of
elements of this form.
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The following theorem is an easy consequence of Proposition 5.2:
Theorem 5.3 In S˜n(W ),
J ∩W = 0.
The embedding of W to S˜n(W ) induces an injection eW of An(V )-modules from W to
Ωn(Sn(W )).
Theorem 5.4 The functor Sn has the following universal property: Let W be an An(V )-
module. For any admissible V -module W˜ and any An(V )-module map f : W → Ωn(W˜ ),
there exists a unique V -module map f˜ : Sn(W )→ W˜ such that f˜ |eW (W ) = f ◦ e
−1
W .
In [DLM1], a functor, denoted by M¯n, was constructed explicitly and was proved to satisfy
the same universal property above. The following result achieves our goal of constructing
this functor without dividing relations corresponding to the commutator formula for weak
modules:
Corollary 5.5 The functor Sn is equal to the functor M¯n constructed in [DLM1].
Proof. This result follows immediately from the universal property.
6 A functor Sg from the category of Ag(V )-modules to
the category of twisted V -module
In this section, we assume the vertex operator algebra V has an automorphism g with finite
order T and an eigenspace decomposition with respect to the action of g as
V =
T−1∐
r=0
V r,
where
V r = {v ∈ V |gv = e2piir/Tv}.
We shall start with an Ag(V )-moduleW and construct a vector space Sg(W ) with a linear
map YSg(W ) from V ⊗ Sg(W ) to Sg(W )((x
1
T )). Then we show that the pair (Sg(W ), YSg(W ))
is an admissible twisted V -module by verifying that weak associativity holds on the pair.
Consider the affinization V g[t, t−1] =
∐T−1
r=0 V
r⊗ tr/TC[t, t−1] of V and the tensor algebra
T (V g[t, t−1]) generated by V g[t, t−1]. For simplicity, we shall denote u ⊗ tm for u ∈ V r and
m ∈ r
T
+ Z by u(m) and we shall omit the tensor product sign ⊗ when we write an element
of T (V g[t, t−1]). Thus T (V g[t, t−1]) is spanned by elements of the form u1(m1) · · ·uk(mk) for
ui ∈ V
ri and mi ∈
ri
T
+ Z, ri = 0, 1, . . . , T − 1 for i = 1, . . . , k.
Consider T (V g[t, t−1]) ⊗W . Again for simplicity we omit the tensor product sign. So
T (V g[t, t−1]) ⊗ W is spanned by elements of the form u1(m1) · · ·uk(mk)w for ui ∈ V
ri,
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mi ∈
ri
T
+ Z, i = 1, . . . , k and w ∈ W and for any u ∈ V r, m ∈ r
T
+ Z, u(m) acts from the
left on T (V g[t, t−1])⊗W . For homogeneous ui ∈ V
ri , mi ∈
ri
T
+ Z, i = 1, . . . , k and w ∈ W ,
we define the degree of elements in T (V g[t, t−1])⊗W as
deg u1(m1) · · ·uk(mk)w = (wt u1 −m1 − 1) + · · · (wt uk −mk − 1).
For any u ∈ V r, define
Yt(u, x) : T (V
g[t, t−1])⊗W −→ T (V g[t, t−1])⊗W [[x
1
T , x−
1
T ]]
to be
Yt(u, x) =
∑
m∈ r
T
+Z
u(m)x−m−1.
For a homogeneous element u ∈ V 0, let
ot(u) = u(wt u− 1).
Using linearity, we extend ot(u) to non-homogeneous u ∈ V
0.
Let ρ : Ag(V )→ End W be a representation of associative algebra Ag(V ). Let I be the
Z-graded T (V g[t, t−1])-submodule of T (V g[t, t−1]) ⊗W generated by elements of the forms
u(m)w (u ∈ V , wt u−m−1+degw < 0, w ∈ T (V g[t, t−1])⊗W ), ot(u)w−ρ(u+Og(V )∩V
0)w
(u ∈ V 0, w ∈ W ) and
u(p)v(q)w −
wt v+degw−q−1∑
i=0
∞∑
j=0
(
p− wt u− degw − δr −
r
T
i
)(
wt u+ degw + δr +
r
T
j
)
·(up−wt u−degw−δr− rT −i+j
v)(q + wt u+ degw + δr +
r
T
+ i− j)w
(u ∈ V r, v ∈ V , q ∈ Z such that wt v − q − 1 + degw ≥ 0, w ∈ T (V g[t, t−1])⊗W ).
Let S˜(W ) = T (V g[t, t−1])⊗W/I. Then S˜(W ) is also a 1
T
Z-graded T (V g[t, t−1])-module.
In fact, by definition of I, we see that S˜(W ) is spanned by elements of the form u(m)w+ I
for homogeneous u ∈ V r, m ∈ r
T
+ Z such that m < wt u− 1 and w ∈ W . In particular, we
see that S˜(W ) has an 1
T
N-grading. Note that I ∩W = {0}, W can be embedded into S˜(W )
and (S˜(W ))0 = W .
Let J be the 1
T
N-graded T (V g[t, t−1])-submodule of S˜(W ) generated by
∞∑
j=0
(
wt u+ degw + δr +
r
T
j
)
(uj+mv)(N − j −m− 2)w
(u ∈ V r, v ∈ V s, w ∈ S˜(W ), N ∈ r+s
T
+ Z, m ≤ N − 2− wt u− wt v − 2 degw − δr −
r
T
).
Theorem 6.1 Let J be the 1
T
N-graded T (V g[t, t−1])-submodule of S˜(W ) defined above.
Then in S˜(W ),
J ∩W = 0.
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Proof. It suffices to prove the element of the form
a(wt a−M +N − 1)
·
(
∞∑
j=0
(
wt u+N + δr +
r
T
j
)
(uj+mv)(wt u+ wt v − j −m+M − 2)
)
·b(wt b−N − 1)w (6.1)
equals 0 in S˜(W ), where a ∈ V d, u ∈ V r, v ∈ V s, b ∈ V t (d+ r+ s+ t ≡ 0 mod T ), w ∈ W ,
M ∈ r+s
T
+ Z, N ∈ T−t
T
+ Z,
m ≤ −N − 2− (N −M)− δr −
r
T
.
We will prove the claim in the following cases:
(i)N < 0. Since the element b(wt b − N − 1)w has negative grading N , the expression
(6.1) lies in I and is 0 in S˜(W );
(ii)N ≥ 0 and M > N . Applying formula (2.18) to the expression(
∞∑
j=0
(
wt u+N + δr +
r
T
j
)
(uj+mv)(wt u+ wt v − j −m+M − 2)
)
b(wt b−N − 1)w,
it becomes an element with negative grading N −M , which lies in I and hence equals 0 in
S˜(W ).
(iii)N ≥ 0 and N ≥M . We will show this in the remaining of the proof.
It is easy to see that formula (2.18) holds for S˜(W ). We will use formula (2.18) to simplify
(6.1) and show that it is actually an element of Og(V ) acting on w ∈ W and hence equals 0
in S˜(W ). Note that
Resy(1 + y)
wt u+N+δr+ rT ymY (u, y)v =
∞∑
j=0
(
wt u+N + δr +
r
T
j
)
uj+mv.
For simplicity, we say an element is of form ON if it can be written as a linear combination
of elements of the form:
∞∑
j=0
(
wt u˜+N + δr˜ +
r˜
T
j
)
(u˜j+nv˜)(wt u˜j+nv˜ +N − 1)w˜
with n ≤ −N − δr˜ −
r˜
T
− 2 for some u˜ ∈ V r˜, v˜ ∈ V .
Applying formula (2.18) to
a(wt a−M +N − 1)
·
(
∞∑
j=0
(
wt u+N + δr +
r
T
j
)
(uj+mv)(wt u+ wt v − j −m+M − 2)
)
w˜,
(6.2)
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where w˜ = b(wt b−N − 1)w ∈ S˜(W ), by specializing
p = wt a−M +N − 1
q = wt u+ wt v − j −m+M − 2
k = wt u+ wt v − j −m+N − 1
l = wt a+N + δd +
d
T
,
we have
a(wt a−M +N − 1)
·
(
∞∑
j=0
(
wt u+N + δr +
r
T
j
)
(uj+mv)(wt u+ wt v − j −m+M − 2)
)
w˜
=
∞∑
j=0
(
wt u+N + δr +
r
T
j
)
Resx0Resx2
N−M∑
i=0
x
−M−i−δd−
d
T
−1
0
·(x2 + x0)
wt a+N+δd+ dT xwt u+wt v−j−m+M−2+i2 YS˜(W )(Y (a, x0)(uj+mv), x2)w˜
= ResyResx0Resx2
N−M∑
i=0
(1 + y)wt u+N+δr+
r
T ymx
−M−i−δd−
d
T
−1
0
·(x2 + x0)
wt a+N+δd+ dT YS˜(W )(Y (a, x0)x
L(0)+M−1+i
2 Y (u, y)v, x2)w˜
= ResyResx0Resx2
N−M∑
i=0
(1 + y)wt u+N+δr+
r
T ymx
−M−i−δd−
d
T
−1
0 x
wt u+wt v+M−1+i
2
·(x2 + x0)
wt a+N+δd+ dT YS˜(W )(Y (u, x2y)Y (a, x0)v, x2)w˜
+ ResyResx0Resx2Resx1
N−M∑
i=0
(1 + y)wt u+N+δr+
r
T ymx
−M−i−δd−
d
T
−1
0 x
wt u+wt v+M−1+i
2
·(x2 + x0)
wt a+N+δd+ dT x−10 δ(
x2y + x1
x0
)YS˜(W )(Y (Y (a, x1)u, x2y)v, x2)w˜.
By examining the monomials in y in the first term of the right-hand side, we know that
the first term of the right-hand side is a sum of elements of form ON . We only need to prove
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the second term is also a sum of elements of form ON . The second term equals
ResyResx0Resx2Resx1
N−M∑
i=0
(1 + y)wt u+N+δr+
r
T ymx
−M−i−δd−
d
T
−1
0 x
wt u+wt v+M−1+i
2
·(x2 + x0)
wt a+N+δd+ dT x−10 δ(
x2y + x1
x0
)YS˜(W )(Y (Y (a, x1)u, x2y)v, x2)w˜
= ResyResx2Resx1
N−M∑
i=0
(1 + y)wt u+N+δr+
r
T ym(x2y + x1)
−M−i−δd−
d
T
−1xwt u+wt v+M−1+i2
·(x2 + x2y + x1)
wt a+N+δd+ dT YS˜(W )(Y (Y (a, x1)u, x2y)v, x2)w˜
= ResyResx2Resx3
N−M∑
i=0
(1 + y)wt u+wt a+2N+δr+δd+
r+d
T
+1ym(x2y + x3(1 + y))
−M−i−δd−
d
T
−1
·xwt u+wt v+M−1+i2 (x2 + x3)
wt a+N+δd+ dT YS˜(W )(Y (Y (a, (1 + y)x3)u, x2y)v, x2)w˜
= ResyResx2Resx3
N−M∑
i=0
∞∑
j=0
(
−M − i− δd −
d
T
− 1
j
)
(1 + y)wt u+wt a+2N+δr+δd+
r+d
T
+1+j
·xj3y
m−M−i−δd−
d
T
−1−jx
wt u+wt v−δd− dT −2−j
2 (x2 + x3)
wt a+N+δd+ dT
·YS˜(W )(Y (Y (a, (1 + y)x3)u, x2y)v, x2)w˜
= ResyResx2Resx3
N−M∑
i=0
∞∑
j=0
(
−M − i− δd −
d
T
− 1
j
)
·xj3x
wt u+wt v−δd− dT −2−j
2 (x2 + x3)
wt a+N+δd+ dT
·YS˜(W )(y
m−M−i−δd−
d
T
−1−jY ((1 + y)L(0)+2N+δr+δd+
r+d
T
+1+jY (a, x3)u, x2y)v, x2)w˜.
By checking the monomial in y of the right-hand side, it is the sum of elements of the form
Resyy
m′Y (1 + y)L(0)+2N+δr+δd+
r+d
T
+1+j(Y (a, x3)u, y)v, (6.3)
where m′ ≤ m−M − i− δd −
d
T
− 1− j ≤ −2N − δr − δd −
r+d
T
− 3− j. Note that
2N + δr + δd +
r + d
T
+ 1 + j ≥ N + δr+d +
r + d
T
,
here we use r + d to denote the residue of r+ d modulo T , the element (6.3) can be written
as an element of the form
Resyy
m′′Y (1 + y)L(0)+N+δr+d+
r+d
T (Y (a, x3)u, y)v,
where m′′ ≤ m′ + 2N + δr + δd +
r+d
T
+ 1 + j − (N + δr+d +
r+d
T
) ≤ −N − δr+d −
r+d
T
− 2.
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Thus the element (6.3) is of form ON . We proved that
a(wt a−M +N − 1)
·
(
∞∑
j=0
(
wt u+N + δr +
r
T
j
)
(uj+mv)(wt u+ wt v − j −m+M − 2)
)
w˜
is a sum of elements of the form
∞∑
j=0
(
wt u˜+N + δr˜ +
r˜
T
j
)
(u˜j+nv˜)(wt u˜j+nv˜ +N − 1)w˜
with n ≤ −N − δr˜−
r˜
T
−2 for some u˜ ∈ V r˜, v˜ ∈ V . For simplicity, we still write this element
as
∞∑
j=0
(
wt u+N + δr +
r
T
j
)
(uj+mv)(wt uj+mv +N − 1)b(wt b−N − 1)w (6.4)
for m ≤ −N − δr −
r
T
− 2, u ∈ V r and w ∈ W .
We shall prove that (6.4) is 0 in S˜(W ). Applying formula (2.18) to the expression (6.4),
by specializing
p = wt uj+mv +N − 1
q = wt b−N − 1
k = wt b
l = wt uj+mv + δr+s +
r + s
T
,
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here we use r + s to denote the residue of r + s modulo T , we have
∞∑
j=0
(
wt u+N + δr +
r
T
j
)
(uj+mv)(wt uj+mv +N − 1)b(wt b−N − 1)w
= Resx0Resx2Resy
N∑
i=0
x
N−i−δr+s−
r+s
T
−1
0 x
wt b−N−1+i
2 (1 + y)
wt u+N+δr+ rT ym
·YS˜(W )(Y ((x2 + x0)
L(0)+δr+s+
r+s
T Y (u, y)v, x0)b, x2)w
= Resx0Resx2Resy
N∑
i=0
x
N−i−δr+s−
r+s
T
−1
0 x
wt b−N−1+i
2 (1 + y)
wt u+N+δr+ rT ym
·(x2 + x0)
wt u+wt v+δr+s+ r+sT YS˜(W )(Y (Y (u, (x2 + x0)y)v, x0)b, x2)w
= Resx0Resx2Resx3
N∑
i=0
x
N−i−δr+s−
r+s
T
−1
0 x
wt b−N−1+i
2 (x2 + x0 + x3)
wt u+N+δr+ rT xm3
·(x2 + x0)
wt v−N+δr+s+ r+sT −δr−
r
T
−m−1YS˜(W )(Y (Y (u, x3)v, x0)b, x2)w
= Resx0Resx2Resx1
N∑
i=0
x
N−i−δr+s−
r+s
T
−1
0 x
wt b−N−1+i
2 (x2 + x1)
wt u+N+δr+ rT (x1 − x0)
m
·(x2 + x0)
wt v−N+δr+s+ r+sT −δr−
r
T
−m−1YS˜(W )(Y (u, x1)Y (v, x0)b, x2)w
− Resx0Resx2Resx1
N∑
i=0
x
N−i−δr+s−
r+s
T
−1
0 x
wt b−N−1+i
2 (x2 + x1)
wt u+N+δr+ rT (−x0 + x1)
m
·(x2 + x0)
wt v−N+δr+s+ r+sT −δr−
r
T
−m−1YS˜(W )(Y (v, x0)Y (u, x1)b, x2)w
By checking the monomials involving x1 in the first term of the right-hand side of the
equation above, the first term is an action of elements in Og(V ) on w, that is 0 in S˜(W ).
For the second term, we shall check the monomials involving x0. It is the action of an
element of the form
Resx0(1 + x0)
wt v−N+δr+s+ r+sT −δr−
r
T
−m−1xm
′
0 Y (v, x0)u˜ (6.5)
on W , where m′ ≤ m+N − i− δr+s −
r+s
T
− 1. Note that
−N + δr+s +
r + s
T
− δr −
r
T
−m− 1 ≥ δs +
s
T
− 1,
the element (6.5) can be written as an element of the form
Resx0(1 + x0)
wt v+δs+ sT −1xm
′′
0 Y (v, x0)u˜,
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where m′′ = m′−N + δr+s+
r+s
T
− δr−
r
T
−m− 1− δs−
s
T
+1 ≤ −1− δs, hence the element
(6.5) lies in Og(V ) and the second term is 0 in S˜(W ).
Let Sg(W ) = S˜(W )/J . Then Sg(W ) is also a
1
T
N-graded T (V g[t, t−1])-module. We can
still use elements of T (V g[t, t−1])⊗W to represent elements of Sg(W ). But note that these
elements now satisfy relations. We equip Sg(W ) with the vertex operator map
YSg(W ) : V ⊗ Sg(W ) −→ Sg(W )[[x
1
T , x−
1
T ]]
given by
u⊗ w → Y (u, x)w = Yt(u, x)w.
Theorem 6.2 The pair (Sg(W ), YSg(W )) is an admissible g-twisted V -module such that
(Sg(W ))0 =W .
Proof. As in S˜(W ), for u ∈ V and w ∈ Sg(W ), we also have u(m)w = 0 when m >
wt u+ degw − 1. Clearly,
YSg(W )(1, x) = ISg(W ),
where ISg(W ) is the identity operator on Sg(W ).
By Theorem 2.1, where we specialize k = wt v+degw and l = wt u+degw+ δr +
r
T
for
u ∈ V r, Sg(W ) satisfies weak associativity and hence is an admissible g-twisted V -module
by Theorem 2.5. The claim that (Sg(W ))0 = W follows from Lemma 6.1.
Theorem 6.3 The functor Sg has the following universal property: Let W be an Ag(V )-
module. For any admissible twisted V -module W˜ and any Ag(V )-module map f : W →
Ω(W˜ ), there exists a unique V -module map f˜ : Sg(W )→ W˜ such that f˜ |W = f .
In [DLM2], a functor, denoted by M¯ , was constructed explicitly and was proved to satisfy
the same universal property above. The following result achieves our goal of constructing
this functor without dividing relations corresponding to the commutator formula for weak
modules:
Corollary 6.4 The functor Sg is equivalent to the functor M¯ constructed in [DLM2].
Proof. This result follows immediately from the universal property.
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