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CHAPTER 1
What is a Manifold
1.1. Introduction
The starting point of the theory of 2-dimensional manifolds was the Euler-theorem.
Euler’s famous formula for a polyhedron is: v − e + f = 2, where v is the number of
vertices, e is the number of edges and f is the number of faces of the polyhedron.
A manifold is a figure or a space as a geometric object and is an important notion in
modern mathematics. Examples of manifolds are curves, surfaces etc, beside they might
be of higher dimensions. The dimension of a manifold is the number of independent
parameters needed to specify a point on it. Since a point on a curve can be described
by a single parameter, it is called a 1-dimensional manifold. The simplest example of
a 1-manifold is the real line, a point on the real line is a real number. Other examples
include graph of a real valued continuous function taking real values, or a circle, we can
specify a point on the circle by its angle.
Manifolds of dimension two are called surfaces. We see examples of surfaces in our
daily life. Balloons, cylindrical cans, doughnut shaped surface, called a torus, soap films
etc. In surfaces two coordinates are needed to determine a point. For instance, if we cut
a cylinder lengthwise, then we can unroll it, to lie flat on a plane. This indicates that
surfaces are inherently 2-dimensional objects and should be described by two coordinates.
Although a parameter value determines a point, different parameter value may correspond
to the same point. In general, it is impossible to obtain the whole surface, however we
round a region in the plane. But in every case, as long as we stay close to any point, there is
a one to one correspondence between nearby points on the surface and the corresponding
parameter. Then every surface can be parameterized locally by a small region in the
plane.
There are different kind of manifolds, but the simplest are the topological manifolds,
which we only require to be looks like Rn locally. As a preliminary definition, we can
1
2 1. WHAT IS A MANIFOLD
define an n-dimensional manifold as a topological space which is locally homeomorphic
to a subset of Rn. A connected 2-manifold is called a surface.
In geometry one develops a definition of when figures are geometrically same or con-
gruent. Congruent figures will have same geometric properties such as lengths, angle
measurement, areas, volumes etc. Topology is the branch of mathematics that is con-
cerned with properties of spaces which are left unchanged by continuous deformations
that we have called a homeomorphism, defined below. The geometric properties such as
length of curve, areas, surface areas or volumes are not preserved by homeomorphisms in
general. A standard problem in topology is the classification of spaces upto homeomor-
phisms. Such a classification is known for curves, manifolds of dimension 1:
Theorem 1.1.1. (see [17].) A connected 1-manifold is homeomorphic to a circle S1
if it is compact or to real line R1 if it is not.
Although the classification of surfaces was already completed in the beginning of twen-
tieth century. A rigorous proof requires a precise definition of a surface, a precise notion
of triangulation and a precise way of determining whether two surfaces are topologically
same or not. This requires the notion of Euler-characteristic and orientability of surfaces
and some notions of algebraic topology such as fundamental group and homology groups.
Definition: Let X and Y be two topological spaces. A function f : X → Y is
continuous if the inverse image of each open set of Y is open in X. Moreover, f is a
homeomorphism if it is one-one, onto and has continuous inverse. Such spaces are called
topologically equivalent or same.
In 1860s A. F. Mo¨bius and C. Jordan independently gave the classification of compact
orientable surfaces. The classification of compact nonorientable surfaces was published in
the paper of W. van Dyck in 1888. The first rigorous proof of the classification theorem
for compact surfaces was given in 1907 by Max Dehn, a student of Hilbert, and Poul
Heegard. After Brahana’s exact algebraic proof in 1921, (see [3]), some additional proofs
were made in the twentieth century (see [18], [1], [20]).
Every proof of the classification theorem for surfaces requires that every surface can
be triangulated. All the papers written before 1930, assumed all surfaces were triangu-
lated. The first rigorous proof that surfaces can be triangulated was published by Tibor
Rado´ in 1925 (see [23]). Intuitively, a surface can be triangulated if it is homeomorphic
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to a space obtained by pasting triangles (2-simplexes) together along edges. Any such
homeomorphism is called a triangulation of the surface, and any surface that admits such
a homeomorphism is said to be triangulable. For this we have to define the notion of a
simplicial complex. These are spaces constructed from simplexes which are points, line
segments and triangles etc. They provide a highly useful way of constructing topological
spaces and play a fundamental role in geometry and algebraic topology.
The main problem for the the classification of surfaces is to find invariants to decide
whether two surfaces are homeomorphic or not. Here we study various properties of
surfaces and classify them accordingly. For this we search for topological invariants of
surfaces, that is preserved under homeomorphisms, together with technique of calculating
them. The invariants describe the structure of surfaces in terms of numbers. We can
assign a numerical invariant to every compact surface, its Euler characteristic. For a
triangulated surface, if |V | is the number of vertices, |E| is the number of edges, and |F |
is the number of faces in any triangulation of the surface. Then its Euler characteristic is
given by
χ = |V | − |E|+ |F | .
We can show that homeomorphic surfaces have the same Euler characteristic. For proving
that the Euler characteristic is a topological invariant of surfaces, we will have to define
homology groups.
It is not easy to define precisely the notion of orientability of a surface and to prove that
it is topologically invariant. Johann Listing, a student of Gauss, published his description
of the Mo¨bius band in 1861-1862, but A. F. Mo¨bius independently described its properties
Figure 1.1
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in terms of nonorientability in 1865. In 1882 Felix Klein described the Klein bottle, one
of the most famous nonorientable surface which cannot be embedded in R3 without self
intersection, see Figure 1.1.
Consider a transparent surface and place a small circle on it, so that it is visible
on both sides. Assign a direction on it, clockwise or anti-clockwise. On one side it is
clockwise and on the other side it is anti-clockwise. Consider an ant that travels on this
surface, started out at any point on this circle with a choice of direction on the circle and
carried this direction with him. After traveling along any closed curve, when he comes
back to initial point, either the direction of circle is opposite or same. If it is possible to
travel along a closed path in such a way that when it returns to its original position, the
direction is reversed, then the surface is nonorientable.
The problem of noncompact surfaces did not occur in the nineteenth century. In 1923,
B. V. Kere´kja´rto´ gave the classification theorem of noncompact surfaces (see [15]), which
is known as Kere´kja´rto´’s theorem. Kere´kja´rto´’s main idea was that he defined the ideal
boundary of a noncompact surface with this he compactify the noncompact surface to
a compact surface. Later, in 1963 I. Richards and in 1971 M. E. Goldman proved the
result more precisely. There the case of surfaces without boundaries were considered. In
2007, K. I. Mischenko and A. O. Prishlyak gave a complete classification of noncompact
surfaces with boundary.
1.2. Definition and Examples of Manifolds
Definition: Let M be a topological space. The conditions for M to be a manifold
are as follows.
First, M should satisfies the Hausdorff axiom. That is, for any two distinct points
p, q ∈ M , there exist disjoint neighborhoods U and V of p and q respectively in M . Such
a space is called a Hausdorff space.
The second condition is that for any arbitrary point p of M , there exist an open
neighborhood U of p homeomorphic to an open set V of Rn. Such a neighborhood is
called a Euclidean neighborhood of p. In this case ‘n’ is called the local dimension of M
at p. If M is connected then the local dimension is constant and is called the dimension
of M .
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The third condition, is the second countability, claims that there exist a countable
basis for M . That is there exist countably many open sets {Ui}i of M such that for
each open set U of M and for each p ∈ U , there is some natural number i such that
p ∈ Ui ⊂ U . Whereas the Hausdorff axiom ensures that there are enough open sets,
second countability ensures that they are not too many.
A topological space satisfying the above three conditions is called an n-dimensional
manifold or simply an n-manifold. In particular a connected 2-manifold is called a surface.
Also a compact connected 2-manifold is called a closed surface whereas a noncompact
connected 2-manifold is called an open surface.
Examples:
(1) The most trivial example of an n-manifold is Rn itself. Infact any open subset of Rn
is an n-manifold. More generally, any open subset of any n-manifold is an n-manifold.
(2) Another example of an n-manifold is surface of an n-sphere, Sn = {(x1, x2, . . . , xn+1) ∈
Rn+1| x21 + x22 + . . . + x2n+1 = 1}. One way to see that it is locally Euclidean is by
stereographic projection. Let p+=(0,0,. . . ,0,1) and p−=(0,0,. . . ,0,−1) be the north and
south pole of Sn. Then the stereographic projection from U+ = Sn \ p+ and U− = Sn \ p−
onto Rn are homeomorphisms defined as:
f : U+ → Rn
f(x1, x2, . . . , xn+1) =
1
1− xn+1 (x1, x2, . . . , xn) .
Similarly we can define a homeomorphism from U− to Rn. It is Hausdorff and second
countable being a subset of Rn+1, and hence an n-manifold.
Figure 1.2
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(3) If M1 and M2 are manifolds of dimension n1 and n2, then the product M1 ×M2 is
again a manifold and the dimension adds up. Given any p = (p1, p2) ∈ M1 ×M2, there
exists a neighborhood Ui of pi and a homeomorphism Φi from Ui to an open subet of Rni ,
for each i = 1, 2. Then the product map Φ1 × Φ2 is a homeomorphism from U1 × U2 to
a neighborhood of Rn1+n2 . A particularly important example is of a torus T2 = S1 × S1
which is a 2-manifold.
(4) Next consider the real projective plane P2. It is the set of all lines through the origin
in R3. P2 can be interpreted as the quotient, P2 = R3\{0}/ ∼, where ‘∼’ denotes the
equivalence relation of points lying on the same line through origin: for x, y ∈ R3, we
have x ∼ y if and only if x = λy, for some nonzero real number λ. The equivalence classes
are regarded as the points of space P2. The point x = (x1, x2, x3) ∈ P2, where atleast
one of the coordinate must be non zero, is usually denoted by one of its representative as
follows:
[x1 : x2 : x3] = {λ(x1, x2, x3)| λ 6= 0}.
We topologize P2 by giving it the quotient topology with respect to the map q : R3\{0} →
P2. Then a subset U of P2 is open if and only if its inverse image q−1(U) is open in R3\{0}.
Consider the set Ui = {[x1 : x2 : x3] ∈ P2| xi = 1}. Then sets Ui, for i = 1, 2, 3 covers
P2 and each of the set Ui is homeomorphic to R2. We can define a homeomorphism as
follows: for i = 1 the map f1 : U1 → R2 is defined by
f1([x1 : x2 : x3]) = (x2, x3).
Figure 1.3
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Similarly we can define for other U ′is. Since this quotient map ‘q’ is both an open
map as well as closed map, one can show that P2 is second countable Hausdorff space
and hence a 2-manifold. On the same line we can define an n-dimensional real projective
space Pn.
At the same time one can define P2 to be the quotient space of S2 obtained by iden-
tifying each point x with its antipodal point −x and let p : S2 → S2/ ∼ denotes the
quotient map. It makes exactly the same identification as q|S2 . Also one can go a
step further to define P2 as a quotient of a closed unit disk D2 ⊂ R2 by identifying
the antipodal points on S1. For D2 is homeomorphic to the closed upper hemisphere
S2+ = {(x1, x2, x3) ∈ S2 : x3 ≥ 0}. And p|S2+ is the quotient map that identifies only the
antipodal points of the equator S1 × {0}.
Manifolds with boundary: An n-manifold with boundary is a second countable
Hausdorff space in which every point p ∈M has a neighborhood homeomorphic to
(N1) either an open subset of Rn; or
(N2) a neighborhood of origin in the upper half space Hn = {(x1, x2, ..., xn) ∈ Rn : xn ≥ 0}
with p mapped to origin.
Any point p ∈ M with neighborhood of type (N2) is called a boundary point. We
denote the set of all points of M that are mapped to ∂Hn under the homeomorphism by
∂M . If ∂M 6= φ we say that M is a manifold with boundary. A surface with boundary is
called a bordered surface. The interior of M is denoted by int(M) = M \ ∂M .
Examples:
(1) The upper half space Hn is obviously a manifold with boundary, as is any closed ball
in Rn or a closed interval [a, b] for a, b ∈ R.
(2) Disks and cylinders are all 2-manifolds with boundary homeomorphic to a space
obtained by removing open disk(s) from surface of a sphere S2, one in case of a disk and
two in case of a cylinder.
(3) The space obtained by removing an open disk from the projective plane P2 is a
bordered surface homeomorphic to the Mo¨bius band, we shall explore this space in detail
later.
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Figure 1.4
Theorem 1.2.1. Let M be an n-manifold with boundary. Then either ∂M is empty
or a manifold of dimension (n-1).
Proof. If ∂M is empty then by definition of ∂M each point has a neighborhood of
type (N1). In that case M will be a manifold .
Now let ∂M 6= φ. Then for each x ∈ ∂M , there is a neighborhood U of x of type
(N2), that is, there is a homeomorphism f : U → V , where V is a neighborhood of origin
in Hn. Put U ′ = f−1(V ∩ (Rn−1×{0})). Then U ′ = ∂M ∩U is open in ∂M and g = f |U ′
is a homeomorphism from a neighborhood of x to an open subset of Rn−1. Thus ∂M is a
(n-1)-manifold.
Remark: A manifold is a manifold with boundary such that ∂M = φ, but a manifold
with boundary such that ∂M 6= φ is not a manifold.
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Theorem 1.2.2. The boundary of a compact manifold has a finite number of compo-
nents.
Proof. Let M be a compact n-manifold with boundary. Since boundary is a closed
subset of the compact space M and so is a compact set. It follows from Theorem 1.2.1
that N = ∂M is a compact (n-1) manifolds. For each point x ∈ C a component of N ,
there is a connected open set U ⊂ C ⊂ N and x ∈ U , so every component of N is an
open set of N . Since N is compact the components are finite.

CHAPTER 2
Triangulation of 2-Manifolds
2.1. Simplicial Complex
A set X = {x0, x1, . . . , xk} of points of Rn is said to be linearly independent if for
any arbitrary reals α0, α1, . . . , αk,
α0x0 + α1x1 + . . .+ αkxk = 0
⇒ αi = 0, for i = 0, 1, . . . , k.
We say that k+ 1 points {x0, x1, . . . , xk} are in general position (or affinely indepen-
dent) if the set {x1 − x0, x2 − x0, . . . , xk − x0} is linearly independent.
Definition: Given a set A = {a0, a1, . . . , ak} of points in general position in Rn, n ≥ k,
the k-dimensional simplex or k-simplex σk = < a0, a1, . . . , ak > is the convex hull of A
given by
σk = {
k∑
i=0
βiai |
k∑
i=0
βi = 1 and 0 ≤ βi ≤ 1, for each i = 0, 1, . . . , k}
The points ai ∈ σk are called vertices of the k-simplex σk.
Examples:
(1) The 0-simplex consist of one point only.
(2) The 1-simplex σ1 =< a0, a1 > spanned by two distinct points of Rn is a line segment
with end points a0 and a1.
(3) The 2-simplex σ2 =< a0, a1, a2 > spanned by 3 non-collinear points a0, a1 and a2 is
the triangle with the vertices a0, a1, a2.
(4) The 3-simplex σ3 =< a0, a1, a2, a3 > spanned by 4 non-planar points is a tetrahedron
with vertices a0, a1, a2, a3.
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Figure 2.1
Let B be a subset of A. For p ≤ q, the convex hull σp of B is called a p-face of σq, we
denote it by σp ≤ σq. A 0-face is simply a vertex whereas a 1-face is an edge. If σp 6= σq
we say that σp is a proper face of σq.
One can see that every k-simplex is homeomorphic to Dk, thence a k-manifold with
boundary. Thus the boundary of a k-simplex is the union of its (k − 1) faces and its
interior (also called open k-simplex) is the simplex minus its boundary.
Remark: It is convenient to regard the empty set as the unique (−1)-dimensional
simplex.
Definition: A Euclidean complex or Simplicial complex K is a collection of sim-
plexes in Rn, which satisfies the following conditions:
(1) If σ ∈ K, then all faces of σ are also in K.
(2) If σ, τ ∈ K then either σ ∩ τ = φ or σ ∩ τ is a common face of both σ and τ .
(3) Any x ∈ σ in K lies in an open set U that intersects only finite number of simplexes
in K.
Example: Let σ2 =< a0, a1, a2 > be a 2-simplex. The set
K = {< a0 >,< a1 >,< a2 >,< a0, a1 >,< a0, a2 >,< a1, a2 >,< a0, a1, a2 >}
of all faces of σ2 is a simplicial complex.
The dimension of a simplicial complex K is defined to be the maximum dimension of
any simplex in K. A subset L of K is said to be a subcomplex of K if L contains all the
faces of every simplex in L, that is, L is itself a simplicial complex. The vertices of every
2.1. SIMPLICIAL COMPLEX 13
Figure 2.2
simplexes of simplicial complex K are briefly referred as the vertices of K. Also for any
natural number i, Ki, the i-skeleton of K, is the subcomplex consisting of all simplexes
of K having dimension less than or equal to i.
Given a simplicial complexK, let |K| denotes the union of all the simplexes ofK. Then
|K| with the subspace topology induced from Rn is a topological space. A topological
space M for which there exist a simplicial complex K such that |K| is homeomorphic
to M is called a polyhedron, in this case M is said to be triangulable and K is called a
triangulation of M . Evidently a polyhedron may have several triangulations.
Examples:
(1) Consider the 2-simplex σ2 =< a0, a1, a2 >. Then the set of all faces of σ
2
K = {< a0 >,< a1 >,< a2 >,< a0, a1 >,< a0, a2 >,< a1, a2 >,< a0, a1, a2 >}
is a simplicial complex. Then |K| is a triangle homeomorphic to a unit disk D2 in R2. In
general the complex K consisting of all faces of some n-simplex σn is a triangulation of
unit disk Dn ⊂ Rn.
(2) Let σk+1 be a (k + 1)-simplex and K be the complex consisting of all faces of σk+1.
Then the subcomplex Kk consists of all proper faces of σk+1 is a triangulation of Sk.
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Figure 2.3
2.2. Subdivisions of a Complex
We begin by defining the notion of subdivision or refinement of a complex. It gives
very simple idea to transform a simplicial complex to obtain another one.
Definition: A complex K is called a subdivision of the complex L if
(1) |K| = |L|; and
(2) for every simplex σ′ ∈ K there is a simplex σ ∈ L such that σ′ ⊂ σ.
Suppose that K is a subdivision of L. We say that it is an elementary subdivision if
K contains exactly one more vertex than L see Figure 2.4 below. If L is a finite complex
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Figure 2.4
and K is any subdivision of L, there is a finite sequence L=L0, L1, . . . , Lk=K of complexes
such that Li+1 is an elementary subdivision of Li, for i = 0, 1, 2, . . . , k − 1.
Barycentric Subdivision: Given any n-simplex σn =< v0, v1, . . . , vn >⊂ Rm. The
barycentric coordinates of any point p ∈ σn is (α0, α1, . . . , αn) where
p =
n∑
i=0
αivi ,
n∑
i=o
αi = 1, αi ≥ 0 for each i.
The barycenter bσn of σ
n is the point of σn, all of whose barycentric coordinates are equal,
and is given by
bσn =
n∑
i=0
1
n+ 1
vi
The barycenter of a vertex v is v itself. The barycenter of an edge is simply its
midpoint.
Definition: Let K be a Euclidean complex. We define a complex bK called the
barycentric subdivision of K by induction on the dimension of K as follows
(1) Set bK0 = K0.
(2) Assuming that bKi is defined, bKi+1 is the union of bKi and the set of all simplexes
of the form vσi =< v, v0, . . . , vi >, where v is the barycenter of a simplex σ
i+1 of K and
< v0, . . . , vi >= σ
i ∈ bKi, σi ⊂ σi+1.
Since the dimension of the simplexes in a Euclidean complex is bounded, so this process
terminates resulting bK.
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Figure 2.5
Definition: In a complex K, for each vertex v, St(v), the star of v in K, is the
complex consisting of all simplexes of K that contain v together with all their faces. Also
for v ∈ K the barycentric star of v denoted by b(St(v)) is the complex consisting of all
simplexes of bK that contain v, together with all their faces.
Definition: Let K be a triangulation of M and A be a subcomplex of K. Then the
union of all simplexes of b(bK) = b2K that intersect A is called the second barycentric
neighborhood (or SB-neighborhood) of A in K, and is denoted by N(A).
Consider a 2-simplex σ =< v0, v1, v2 > and let e0 = < v0, v1 >, e1 = < v0, v2 >, e2 =
< v1, v2 > be the edges. Then σ can be expressed as a union
σ = N(v0) ∪N(v1) ∪N(v2) ∪N(be0) ∪N(be1) ∪N(be2) ∪N(bσ) .
Each of them is homeomorphic to a closed disk with disjoint interior.
Theorem 2.2.1. If a simplicial complex K is a triangulation of a compact surface M
(with or without boundary) then
(1) every simplex of K is a face of a 2-simplex.
(2) every edge of K is the common face of at most two 2-simplexes.
(3) given any two 2-simplexes σ′ and σ′′ ∈ K there is a sequence of 2-simplexes σ′ =
σ1, σ2, . . . , σn = σ
′′ such that σi and σi+1 have a common edge ei for i=1,2,. . . ,n−1.
(4) the edges of K which are the faces of precisely one 2-simplex of K, together with all of
their vertices form a triangulation of the boundary ∂M of M.
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The result is practically evident and we have the following
Proof. (1) Let σ ∈ K be a k-simplex which is not a proper face of any simplex of K.
Let bσ be the barycenter of σ, then bσ lies in the interior of σ. Also there exist an open
set U , such that bσ ∈ U , homeomorphic to B2, open disk in R2. It follows that k = 2.
(2) Suppose that the 2-simplexes σ1 and σ2 have a common edge e. It is easy to see that
C2 = int(σ1) ∪ int(e) ∪ int(σ)
is homeomorphic to the interior of a 2-simplex and is an open subset of M . It follows
that e is not a face of any 2-simplex other than σ1 and σ2.
(3) Suppose σ′ ∈ K is a 2-simplex and K ′ denotes the subcomplex of K consisting of
all those 2-simplex σ′′ together with all the faces such that there is a sequence of 2-
simplexes σ′ = σ1, σ2, . . . , σn = σ′′ ∈ K and σi+1 has an edge ei common with σi for
i = 1, 2, . . . , n − 1. Let if possible there exist a 2-simplex σ /∈ K ′ then σ has no edge in
common with K ′. It follows that |K ′| contains all or none of each set int(|St(v)|), interior
of |St(v)| for v ∈ K0. Since M is connected we have |K ′| = |K|.
(4) Since the boundary ∂M of M is a 1-manifold and so is contained in |K1| union of
1-skeleton of K. Let e′1, e
′
2, . . . , e
′
p denote the edges of the complex K which are the faces
of precisely one 2-simplex of K and e′′1, e
′′
2, . . . , e
′′
q denote the edges of the complex K which
are the faces of exactly two 2-simplexes of K.
If x ∈ int(e′i), 1 ≤ i ≤ p, then evidently x ∈ ∂M so that
⋃p
i=1 int(e
′
i) ⊂ ∂M . Since
∂M is compact we have
⋃p
i=1 e
′
i ⊂ ∂M . On the other hand, if x ∈ ∂M \
⋃p
i=1 e
′
i,then
x ∈ e′′k for some 1 ≤ k ≤ q. And if x ∈ int(e′′k), then there are two 2-simplexes σ1 and σ2
whose common face is e′′k, thus we obtain the open set int(σ1)∪ int(e′′k)∪ int(σ2) which is
homeomorphic to B2 and contains the point x so that x ∈ int(M) a contradiction. Hence
∂M \
p⋃
i=1
e′i ⊂
q⋃
i=1
∂e′′i .
Since ∂M is a 1-manifold whereas
⋃q
i=1 ∂e
′′
i is of dimension 0, we have ∂M =
⋃p
i=1 e
′
i.
Definition: Let K and L be two simplicial complexes. A map f : K → L is called a
simplicial map if f maps K0 to L0 such that whenever < a0, a1, . . . , an > is a simplex of
K, then {f(a0), f(a1), . . . , f(an)} determine a simplex in L, that is, cancelling repetitions,
< f(a0), f(a1), . . . , f(an) > is a simplex in L. Moreover if f : K
0 → L0 is a bijection and
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< a0, a1, . . . , an > is a simplex of K if and only if < f(a0), f(a1), . . . , f(an) > is a simplex
in L, then f is said to be an isomorphism.
Definition: If K and L are two complexes, and have subdivisions K ′ and L′ which
are isomorphic, then K and L are combinatorially equivalent or simply equivalent.
Intuitively, K and L are equivalent if it is possible to pass from one to the other by
a sequence K=K1, K2, . . . , Kn=L of complexes, where either Ki+1 is a subdivision of Ki,
or Ki is a subdivision of Ki+1.
A simplicial map f : K → L induces a continuous map |f | : |K| → |L| defined
as follows: for the restriction f : < a0, a1, . . . , an > → < f(a0), f(a1), . . . , f(an) > the
coordinates of a point |f |(x) are linear functions of those of x. Moreover, if f : K → L is
an isomorphism then |f | : |K| → |L| is a homeomorphism.
2.3. Existence of Triangulation
The problem of classification of surfaces requires that all surfaces are triangulable.
In this section we shall discuss the existence of triangulation of a surface or a bordered
surface. The proof of the existence of triangulation on a surface is due to Rado´ (see [23]).
Also E. Hartman in [10] introduces a procedure to build a mesh of triangles successively by
starting with a point or a prescribed polygon. For the proof of existence of a triangulation
we shall need the Jordan-Scho¨nflies Theorem:
Theorem 2.3.1. Let J be a 1-sphere in R2. Then every homeomorphism of J into R2
can be extended to give a homeomorphism of R2 onto R2.
Definition: A Jordan arc f is a homeomorphism of the closed unit interval [0,1] into
a topological space S. It is a Jordan curve when the end points of [0,1] are identified. By
the interior of an arc we shall mean the open arc obtained by restricting f to (0,1).
An open set G on a surface S is called a Jordan region if its closure can be mapped
topologically onto a closed disk, in such a way that G corresponds to the open disk. The
boundary of a Jordan region is thus a Jordan curve. A cross-cut of a Jordan region G is
the interior of an arc γ in G such that γ∩∂G = ∂γ. As a consequence of Jordan-Scho¨nflies
Theorem we have
Lemma 2.3.2. A cross-cut of a Jordan region divides it into two Jordan regions.
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Definition: An open covering of a surface S by Jordan regions {Jn} is said to be of
finite character if
(1) each Jn intersects at most finitely many others.
(2) the intersection of any two boundaries consists of at most a finite number of points
or arcs.
Lemma 2.3.3. On a surface S there are sequences {Vn} and {Wn} of Jordan regions
such that V n ⊂ Wn and {Vn} covers S with the condition that no point belongs to infinitely
many W n.
Proof. Since S is locally Euclidean and second countable it has a countable basis
of Jordan regions {Ui}. Also, each Ui is a countable union of Jordan regions {Uij} such
that U ij ⊂ Ui. Similarly each Uij is a countable union of Jordan regions {Uijk} such that
U ijk ⊂ Uij. Rearrange the {Uijk} in a sequence {Vjk} and if Vjk = Uijk set Wj = Uij.
Then every open set F is a union of sets Vjk with V jk ⊂ Wj ⊂ W j ⊂ Ui ⊂ F .
Take n1 = 1 and nk, (k > 1) is the least integer such that
V 1 ∪ . . . ∪ V nk−1 ⊂ V1 ∪ . . . ∪ Vnk .
Since V 1 ∪ ... ∪ V nk−1 is compact, such an nk will always exist. Also nk ≤ nk−1 implies
V 1 ∪ . . . ∪ V nk−1 ⊂ V1 ∪ . . . ∪ Vnk−1 ⊂ V 1 ∪ . . . ∪ V nk−1 .
Thus V1 ∪ . . . ∪ Vnk−1 is both open and closed and therefore equal to S. This implies
S is compact and V1, . . . , Vnk−1 and W1, . . . ,Wnk−1 are finite sequences with the desired
properties. If nk > nk−1 for each k then set Gk = V1 ∪ . . . ∪ Vnk . Thus Gk−1 ⊂ Gk. Each
Gk is compact and {Gk} covers S. The set Gk+2 \Gk−1, being open, can be represented
as union of sets Vjk ⊂ W j ⊂ Gk+2 \ Gk−1. Since Gk+1 \ Gk ⊂ Gk+2 \ Gk−1 is compact it
is covered by a finite number of these sets. We denote the sets in this finite covering by
Vkl, and the corresponding Wj by Wkl.
Since W kl ∩ Gk−1 = φ, for i ≤ k−3 the set W ij does not intersect with W kl, for
W ij ⊂ Gi+2 ⊂ Gk−1. Hence every W ij intersects finitely many W kl. Finally a suitable
rearrangement of {Vkl} and {Wkl} gives the desired sequences.
Definition: A set Γ of Jordan arcs on a surface S is said to be discrete if every point
on S has a neighborhood which meets finitely many arcs in Γ.
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Proposition 2.3.4. The intersection of the arcs in Γ with a region G ⊂ S will also
form a discrete set on G
Proof. For x ∈ G, let U be a neighborhood of x such that U ⊂ G and U meets
only finitely many arcs in Γ. If infinitely many arcs in Γ ∩G meet U then it follows that
there is atleast one arc say γ ∈ Γ such that infinitely many components of γ ∩ G meet
U . Starting at some point on γ and moving along γ, we can obtain a sequence of distinct
points on γ say x1, y1, x2, y2, . . . such that xi ∈ G and yi /∈ G. Since γ is compact, the
sequence has an accumulation point z. But this point is the limit of {xi} it is in U . Also
it being the limit of {yi} it cannot be in open set G. This contradict that U ⊂ G. Hence
U meets only finitely many arcs of Γ ∩G.
Lemma 2.3.5. Let Γ be a discrete set of Jordan arcs γ in a Jordan region G and
suppose that p1, p2 ∈ G are not on any γ ∈ Γ. Then p1 and p2 can be joined by a Jordan
curve, whose interior lying in G, with only a finite number of points on
⋃
γ∈Γ{γ}.
Proof. Let σ be any arc in G that joins p1 to p2. Because of discreteness only finitely
many γi ∈ Γ meet σ. We denote the set of remaining arcs by Γ′ and replace G by the
component G \ Γ′ that contain σ. Then it is sufficient to prove the lemma when Γ is a
finite set. We shall assume that Γ = Γ1 ∪ . . . ∪ Γn where the arcs in Γi are mutually
disjoint. Let P n be the assertion of the lemma for all Γ of this form, and let P nm be the
same assertion with the assumption that Γ1 contains at most m arcs.
Then P 0 is trivial, and P n0 is same as P
n−1. We shall show that P n−1 and P nm−1 imply
P nm. Thus P
n−1 imply P nm for all m, and P
n follows by the same reduction to the finite
case as above.
Let us assume that P n−1 and P nm−1 holds. If some γ
′ ∈ Γ1 does not separate p1 and
p2, then by P
n
m−1 we get an arc in G \ γ′ that joins p1 to p2. Otherwise consider an arc
γ1 ∈ Γ1 that divides G into G1 and G2 with p1 ∈ G1 and p2 ∈ G2. Since Γ is discrete in G,
we can choose a point q ∈ γ1 and a neighborhood U in G that intersects only those arcs
of Γ to which q belongs. By the choice of q there exists a sub arc σ1 at q in U that meets
no γ in G1. By P
n
m−1 its endpoint in G1 can be joined to p1 by a Jordan arc σ2 in the
above manner. Then σ1 ∪ σ2 is a Jordan arc from p1 to q in G1. By similar construction
for G2, we can obtain an arc from p1 to p2.
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Theorem 2.3.6. For any surface S, there exists an open covering by Jordan regions
of finite character.
Proof. Consider the sequences {Vn} and {Wn} as in the Lemma 2.3.3. We shall find
a covering of S of finite character by Jordan regions Jn such that Vn ⊂ Jn ⊂ Wn, for all
n.
Take J1 = V1 and assume that J1, . . . , Jn−1 have already constructed. We shall find Jn
such that γn = ∂Jn intersects γ1 ∪ γ2 ∪ . . .∪ γn−1 at a finite number of points. If ∂Vn has
this property then we can choose Jn = Vn. Otherwise we represent W n homeomorphically
as a closed disk whose center corresponds to a point of Vn. Let Γ = γ1 ∪ γ2 ∪ . . . ∪ γn−1.
Since Γ has empty interior, we can find two points p1 and p2 in Wn \ Vn on distinct radii,
which do not lie on Γ. Let s1 and s2 be the radial segments through p1 and p2 to the
boundary of Wn \ Vn. Then s1, s2 and the boundary arcs of Vn between p1 and p2 cut
Wn \V n into two Jordan regions G1 and G2. Then by Lemma 2.3.5 join p1 and p2 by two
Jordan arcs σi in Gi which meet Γ in a finite number of points. Then γn = σ1 ∪ σ2 is a
Jordan curve which bounds a Jordan region Jn ⊂ Wn.
Figure 2.6
Since Jn has no boundary point in Vn, either Vn ⊂ Jn or Vn lies in the complement
of Jn. In the latter case whole G1 would belong to the outside region determined by γn,
except p1 and p2 that lie on its boundary. Thus G1 has no boundary point in Jn, so
that G1 ∩ Jn = φ. This is contradiction to the fact that σ1 ∈ G1 ∩ Jn. Thus we have
Vn ⊂ Jn ⊂ Wn.
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Theorem 2.3.7. Every surface S is triangulable.
Proof. Let {Jn} be an open covering of S of finite character. From the covering we
discard all those Jn, which are contained in Jm for some m 6= n. The remaining collection
will still form a covering.
If γn ⊂ Jm for some m 6= n, it means the Jordan region which γn encloses in Jm must
be complementary to Jn, as Jn is not contained in Jm. In that case Jn ∪ Jm is both open
and closed in S. Since S is connected S = Jn ∪ Jm. Hence the surface S is a sphere and
we know sphere is triangulable.
Now each γi intersects Jm along a finite number of cross-cuts. We begin by considering
the cross-cuts on γ1, if any. The first cross-cut divides Jm into two Jordan regions. One
of these subregions is divided in the same way by the second cross-cut, and so on. The
γ1 divides Jm into finite number of Jordan regions. Next, if γ2 intersects Jm then either
these regions does not meet γ2 or γ2 divides them in finite number of Jordan regions.
Since Jm meets only finitely many γn, this process terminates in finite number of steps.
Let Jmi are the closed subregions of Jm obtained above. Then any two Jmi and Jnj
are either identical or have disjoint interiors.
At the same time the arc γm is divided by the points on some γi or the end points of
arcs that are common to γm and γi. Let γmi denote the sub arcs of γm. Any two γmi and
γnj are either identical or have at most end points in common. Evidently the boundary
of each Jmi is a union of arcs γnj.
Figure 2.7
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For the triangulation of the surface S, we consider a complex K whose vertices are
the end points of the arcs γmi and an interior point of each Jnj and each γmi. The interior
point of Jnj can be joined to the vertices on the boundary of Jnj by the Jordan arcs.
They divide Jnj into closed triangular regions, see Figure 2.7. Thus we can define the
corresponding 1-simplexes and 2-simplexes of K associated with the triangular regions.
Thus S is triangulable and K is a triangulation of S.
Theorem 2.3.8. Let K1 and K2 be triangulations of a surface S. Then K1 is equivalent
to K2.
Proof. Since K1 and K2 are two simplicial complexes, their 1-simplexes will form a
discrete set. Therefore, as in Theorem 2.3.6, we can construct a covering of finite character
by Jordan regions {Jn} with the condition that ∂Jn intersects 1-simplexes of K1 and K2
in a finite number of points.
Now we shall construct a new triangulation of S whose 1-simplexes intersect those
of K1 and K2 in a finite number of points. Following the proof of the Theorem 2.3.7,
we consider a complex K where the interior points of γmi and Jnj are taken such that
they are not on any 1-simplexes of K1 and K2. Then by Lemma 2.3.5, the interior point
of Jnj can be joined to the vertices on the boundary of Jnj by Jordan arcs intersecting
1-simplexes of K1 and K2 in finite number of points. If some end point q of γmi ,which
is a vertex of K, lies on 1-simplex of K1 or K2 then we consider a sub arc near q in the
corresponding Jnj that intersects no other 1-simplexes of K1 and K2 so that its end point
can be joined to the interior point of Jnj in the above manner.
To show that K1 and K2 are equivalent it is sufficient to show that K is equivalent to
both K1 and K2. For this we construct a common subdivision K
′
1 of K and K1. And in
similar manner a common subdivision K ′2 of K and K2 can be constructed.
Consider a covering of S by closed Jordan regions {Jm} and {J ′n} which are 2-
simplexes of K and K1 respectively. As in proof of Theorem 2.3.7, we denote by Jmi
(and J
′
nj) the closed subregions of Jm(and J
′
n) obtained by subdivisions of Jm(and J
′
n)
by the cross-cuts formed by boundaries of J
′
n(and Jm). Any two regions Jmi and J
′
nj are
either identical or have disjoint interior.
Also we consider the arcs γmi (and γ
′
nj) into which γm which are 1-simplexes of K
(and γ′n which are 1-simplexes of K1) is divided by the points on γ
′
n (γn) or the end points
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of arcs that are common to both γm and γ
′
n. Any two γmi and γ
′
nj are either identical or
have at most end points in common.
We introduce the complex K ′1 whose vertices are the end points of the arcs γmi and/or
γ′nj(it will include all the vertices of K and K1) and an interior point of each Jmi and/or
J
′
nj and each γmi and/or γ
′
nj. The interior point of Jnj (and/or J
′
nj) can be joined to the
vertices on the boundary of Jnj (and/or J
′
nj) by the Jordan arcs. Again the subdivision
will provide closed triangular regions and we can define the corresponding 1-simplexes
and 2-simplexes of K ′1 associated with the closed triangular regions.
Remark: If S is a bordered surface we construct a surface Ŝ. For Ŝ we construct
a covering of finite character with the additional property that each γn intersects the
boundary ∂S in a finite number of points. This can be done by including the boundary
curves of S in Γ. Further in the proof of Theorem 2.3.7, we need to subdivide each Jm
by the cross cuts on ∂S also. For the construction of Ŝ, we consider S1 a copy of S and
a homeomorphism φ : S → S1. Then Ŝ is the space obtained by identifying each p ∈ ∂S
with its image φ(p) ∈ ∂S1. The space Ŝ is called double of S.
CHAPTER 3
A Brief Incursion in Algebraic Topology
3.1. Homotopy
This chapter provides a brief introduction to algebraic topology. We begin with the
notion of homotopy and fundamental group of a topological space X. The closed unit
interval [0,1] will be denoted by I.
Definition: Let f and g be two continuous maps of a topological space X to a
topological space Y , and let H : X × I→ Y be a continuous map such that
H(x, 0) = f(x)
and
H(x, 1) = g(x)
for each x ∈ X. Such a map H is called a homotopy between f and g also we say f is
homotopic to g.
For each t ∈ I, the map ht : X → Y given by ht(x) = H(x, t) is continuous. Now H
becomes a family of continuous maps ht, also h0 = f and h1 = g. Thus a homotopy is
simply a family of continuous maps from X to Y which starts from f changes continuously
with respect to t and terminates into the map g.
Proposition 3.1.1. Homotopy of maps is an equivalence relation on the space of
continuous maps from X to Y.
Proof. Let f : X → Y be a continuous map. Clearly f is homotopic to itself because
the map H : X × I→ Y defined by H(x, t) = f(x) is a homotopy.
If f and g are continuous maps from X to Y and H is a homotopy between f and g
then the map G : X × I → Y defined by G(x, t) = H(x, 1 − t) is a homotopy between g
and f .
Also if f , g and h are continuous maps from X to Y such that H ′ is a homotopy
between f and g. And H ′′ is a homotopy between g and h then the map G : X × I→ Y
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given by
G(x, t) =
H
′(x, 2t), 0 ≤ t ≤ 1/2
H ′′(x, 2t− 1), 1/2 ≤ t ≤ 1
is the homotopy between f and h. As the two definitions agree for t = 1
2
and G is
continuous on two closed subsets X× [0, 1
2
] and X× [1
2
, 1], it is continuous on all of X× I,
by the pasting lemma.
Thus the relation of being homotopic to is an equivalence relation.
Now we consider the special case in which f is a path in X. By a path in X we mean
a continuous map f : I→ X. The idea of continuously deforming a path, keeping its end
points fixed, is made precise by the following
Definition: Two paths f and g from I to X are said to be path homotopic if they
have the same initial point (that is f(0) = g(0)) and the same terminal point (that is
f(1) = g(1)) and if there is a continuous map H : I× I→ X such that
H(s, 0) = f(s)
H(s, 1) = g(s)
H(0, t) = f(0) = g(0)
and
H(1, t) = f(1) = g(1)
for each s ∈ I and each t ∈ I. The map H is called a path homotopy between paths f
and g.
As in the Proposition 3.1.1, we can show that being path homotopic to is an equivalence
relation. If f is a path, we shall denote its path homotopy equivalence class by [f ].
Given two paths f, g : I → X such that f(1) = g(0) we define the product f ∗ g of f
and g to be the path by
f ∗ g(t) =
f(2t), 0 ≤ t ≤ 1/2g(2t− 1), 1/2 ≤ t ≤ 1
The product path f ∗ g traverses first f and then g, it is a path in X from f(0) to g(1).
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Figure 3.1
It is well defined and continuous by the pasting lemma, which states that if a space
X can be written as union of two closed subsets A1 and A2 of X and F : X → Y is a
map such that F |A1 and F |A2 are continuous then the map F itself is continuous.
Proposition 3.1.2. If a path f is path homotopic to f ′ and a path g is path homotopic
to g′ in X, and the product path f ∗ g exists then f ′ ∗ g′ exists and is homotopic to f ∗ g.
Proof. Since the product f ∗ g is defined, we have f(1) = g(0). As f is path
homotopic to f ′ we get f(1) = f ′(1) similarly we have g(0) = g′(0). Therefore the
product f ′ ∗ g′ is defined.
Let H ′ be a path homotopy between f and f ′ and let H ′′ be a path homotopy between
g and g′. Then the homotopy between f ∗ g and f ′ ∗ g′ is the map H : I× I→ X defined
as
H(s, t) =
H
′(2s, t), 0 ≤ t ≤ 1/2
H ′′(2s− 1, t), 1/2 ≤ t ≤ 1.
Clearly H is continuous by the pasting lemma.
Now we can define the product of homotopy classes of paths f and g as the homotopy
class of f ∗ g, that is [f ] ∗ [g] = [f ∗ g] provided that f ∗ g is defined.
3.2. The Fundamental Group
In this section we shall consider the path f : I→ X with the same initial and terminal
point, that is, f(0) = x0 = f(1). Such paths are called loops and the common initial and
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terminal point x0 is referred to as the base point. The set of all homotopy classes [f ] of
loops f : I→ X at the base point x0 is denoted by pi1(X, x0).
Theorem 3.2.1. The set pi1(X, x0) is a group with respect to the binary operation
product of paths [f ] ∗ [g] = [f ∗ g].
Proof. By considering loops with a fixed base point x0 ∈ X we guarantee that the
product f ∗ g of any two such loops is defined. Now we shall verify the three axioms for
a group.
Associative: Let [f ], [g], [h] ∈ pi1(X, x0). Since
([f ] ∗ [g]) ∗ [h] = [(f ∗ g) ∗ h]
and
[f ] ∗ ([g] ∗ [h]) = [f ∗ (g ∗ h)],
we shall show that (f ∗ g) ∗ h is path homotopic to f ∗ (g ∗ h). By definition
((f ∗ g) ∗ h)(s) =

f(4s), 0 ≤ s ≤ 1/4
g(4s− 1), 1/4 ≤ s ≤ 1/2
h(2s− 1), 1/2 ≤ s ≤ 1
and
(f ∗ (g ∗ h))(s) =

f(2s), 0 ≤ s ≤ 1/2
g(4s− 2), 1/2 ≤ s ≤ 3/4
h(4s− 3), 3/4 ≤ s ≤ 1
Now the map H : I× I→ X given by
H(s, t) =

f( 4s
1+t
), 0 ≤ s ≤ (t+ 1)/4
g(4s− 1− t), (t+ 1)/4 ≤ s ≤ (t+ 2)/4
h(4s−2−t
2−t ), (t+ 2)/4 ≤ s ≤ 1
is the required homotopy.
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I× I
Figure 3.2
Existence of identity: Consider the constant loop ex0 : I → X. Then [ex0 ] ∈
pi1(X, x0) is the identity element. For if [f ] ∈ pi1(X, x0) we shall show that
(1) [ex0 ] ∗ [f ] = [f ]
(2) [f ] ∗ [ex0 ] = [f ]
Define a map H : I× I→ X by
I× I
Figure 3.3
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H(s, t) =
x0, 0 ≤ s ≤ (1− t)/2f(2s−1+t
1+t
), (1− t)/2 ≤ s ≤ 1
Then H is a path homotopy between ex0 ∗ f and f . Similarly the map G : I× I→ X
defined by
G(s, t) =
f(
2s
1+t
), 0 ≤ s ≤ (1 + t)/2
x0, (1 + t)/2 ≤ s ≤ 1
is the path homotopy between f ∗ ex0 and f .
I× I
Figure 3.4
Existence of inverse: Let [f ] ∈ pi1(X, x0). The inverse of f is a loop f¯ : I → X
defined by f¯(t) = f(1− t). We shall show that
(1) [f ] ∗ [f¯ ] = [ex0 ]
(2) [f¯ ] ∗ [f ] = [ex0 ]
The map H : I× I→ X given by
H(s, t) =

f(2s), 0 ≤ s ≤ (1− t)/2
f(1− t), (1− t)/2 ≤ s ≤ (1 + t)/2
f¯(2s− 1), (1 + t)/2 ≤ s ≤ 1
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I× I
Figure 3.5
is the required path homotopy between f ∗ f¯ and ex0 .
Since f¯ = f , replacing f by f¯ gives f¯ ∗ f is path homotopic to ex0 .
The group pi1(X, x0) is called the fundamental group of space X based at x0. In
general, the fundamental group of a space X depends on the choice of the base point.
However, if X is path connected then for any x0 and x1 in X, the fundamental groups
pi1(X, x0) and pi1(X, x1) are isomorphic. For if X is path connected, there is a path
α : I→ X from x0 to x1. Then the map αˆ : pi1(X, x0)→ pi1(X, x1) defined by
αˆ([f ]) = [α¯] ∗ [f ] ∗ [α]
is a group isomorphism, where α¯ is the inverse path defined by α¯(t) = α(1− t).
Definition: A space X is said to be simply connected if it is path connected and
pi1(X, x0) is the trivial group for some x0 ∈ X and hence for every x0 ∈ X.
Example: The fundamental group of a convex setX in Rn is trivial, that is pi1(X, x0) =
0 for x0 ∈ X. Given any two loops f, g : I → X based at x0, we can define a homotopy
H : I× I→ X by
H(s, t) = (1− t)f(s) + tg(s).
Such a homotopy is called the linear homotopy.
Suppose Φ : (X, x0) → (Y, y0) is a continuous map taking the base point x0 ∈ X to
the base point y0 ∈ Y . Then Φ induces a homomorphism Φ# : pi1(X, x0) → pi1(Y, y0).
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Let f : I → X be a loop in X based at x0. Then the induced homomorphism Φ# :
pi1(X, x0)→ pi1(Y, y0) is defined by composing loop ‘f ’ based at x0 with Φ, that is
Φ#([f ]) = [Φ ◦ f ].
The map Φ# is well defined. For if f is any loop in X based at x0, then Φ◦f is a loop
in Y based at y0. Also if f is homotopic to g by a homotopy H then (Φ ◦ f) is homotopic
to (Φ ◦ g) by the homotopy Φ ◦H.
Theorem 3.2.2. If Φ : (x, x0)→ (Y, y0) and Ψ : (Y, y0)→ (Z, z0) are continuous then
(Ψ ◦ Φ)# = Ψ# ◦ Φ#. If i : (X, x0) → (X, x0) is the identity map then i# is the identity
map.
Proof. Let f : I→ X be a loop in X based at x0. Then by definition we have
(Ψ ◦ Φ)#([f ]) = [(Ψ ◦ Φ) ◦ f ]
= [Ψ ◦ (Φ ◦ f)]
= Ψ#[Φ ◦ f ]
= Ψ#[Φ#([f ])]
= Ψ# ◦ Φ#([f ]) .
Hence (Ψ ◦ Φ)# = Ψ# ◦ Φ#.
Similarly i#([f ]) = [i ◦ f ] = [f ].
Corollary 3.2.3. If Φ : (X, x0)→ (Y, y0) is a homeomorphism then Φ# : pi1(X, x0)→
pi1(Y, y0) is an isomorphism.
Proof. Let Ψ : (Y, y0) → (X, x0) be the inverse of Φ. Then Ψ# ◦ Φ# = (Ψ ◦ Φ)# =
(iX)# (iX denotes the identity map of X) and Φ# ◦Ψ# = (Φ ◦Ψ)# = (iY )# (iY denotes
the identity map of Y ). Since (iX)# and (iY )# are the identity homomorphisms of the
groups pi1(X, x0) and pi1(Y, y0) respectively, we have Ψ# is the inverse of Φ#.
Thus the fundamental group of a topological space is a topological invariant.
Definition: Let A ⊂ X, a retraction of X onto A is a continuous map r : X → A
such that r|A is the identity map of A. If such a map exists, we say that A is a retract
of X. Moreover, A is a deformation retract of X if A is a retract of X and there is a
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homotopy between iX and a continuous map that carries X into A such that points of A
remains fixed during the homotopy. That is , there is a continuous map H : X × I→ X
such that
H(x, 0) = x
H(x, 1) ∈ A
for each x ∈ X and
H(a, t) = a
for each a ∈ A.
Theorem 3.2.4. Let A be a deformation retract of X and x0 ∈ A. Then the inclusion
map j : (A, x0) ↪→ (X, x0) induces an isomorphism of fundamental groups.
Proof. Let r : X → A be a retraction such that iX is homotopic to j ◦ r via the
homotopy H. If f is a loop in X based at x0 then the map G : I× I→ X defined by
G(x, t) = H(f(x), t)
is a homotopy between f and (j◦r)◦f . Hence (j◦r)# = (ix)# that is j#◦r# = (iX)#. Also
r ◦ j = iA gives r# ◦ j# = (iA)#. Therefore j# : pi1(A, x0)→ pi1(X, x0) is an isomorphism
with r# as its inverse.
3.3. The Fundamental Group of Spheres
Consider the unit circle S1 = {(x, y) | x2 + y2 = 1} in R2 or S1 = {z | |z| = 1} in C.
Let p : R → S1 denotes the exponential map defined by p(t) = ei2pi1t. It is continuous
and surjective map which simply wraps the real line onto S1 infinite number of times.
Definition: Given a continuous map f : X → S1, a lifting of f is a continuous map
f˜ : X → R such that p ◦ f˜ = f , that is the following diagram commute
R
f˜ ↗ y p
X −→ S1
f
To carry out lifting process we need to examine the properties of the exponential map
p : R→ S1. Let U be the open set in S1 given by U = S1 \ {−1} and consider the inverse
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image p−1(U) of U in R. This is precisely the union of all open intervals of the form
(n− 1/2, n+ 1/2), n ∈ Z. These intervals are pairwise disjoint and the restriction of p to
any one of them is a homeomorphism of the interval with U . Similarly if V = S1 \ {1},
the inverse image of V breaks up a disjoint union of open intervals (−n, n), n ∈ Z in such
a way that the restriction of p to any one of the open interval is a homeomorphism. Also
U ∪ V = S1.
Theorem 3.3.1. Let X be a convex compact subspace of Rn, and 0 ∈ X. If f : X → S1
is a continuous map such that f(0) = 1, then for each m ∈ Z, there exist a unique
continuous map f˜ : X → R such that pf˜ = f and f˜(0) = m.
Proof. Since X is compact, f is uniformly continuous. So there is a δ > 0 such that
|f(x) − f(x′)| < 2 whenever ||x − x′|| < δ. Since X is bounded we can find a positive
integer n such that ||x|| < nδ for all x ∈ X . Then for every x ∈ X and for each
i = 0, 1, . . . , n− 1, we have ∥∥i+ 1
n
x− i
n
x
∥∥ < δ.
So, ∣∣f(i+ 1
n
x)− f( i
n
x)
∣∣ < 2
implies they are not the end points of a diameter and we have f( i+1
n
x)/f( i
n
x) 6= −1 for
all x ∈ X and for each i = 0, 1, . . . , n − 1. For 0 ≤ i < n define gi : X → S1 \ {−1} by
gi(x) = f(
i+1
n
x)/f( i
n
x). Then each gi is continuous, gi(0) = 1 and f = g0g1 . . . gn−1. Since
the mapping q = p|(−1/2,1/2) is a homeomorphism between (−1/2, 1/2) and S1 \ {−1},
q−1 : S1 \ {−1} → (−1/2, 1/2) is continuous. Therefore the mapping f˜ : X → R given by
f˜(x) = m + q−1(g0(x)) + . . . + q−1(gn−1(x)) is continuous. Also pf˜(x) = f(x) for every
x ∈ X and f˜(0) = m.
For the uniqueness of f˜ , suppose that there is a continuous map g˜ : X → R such that
pg˜ = f and g˜(0) = m. Then the mapping h˜ : X → R defined by h˜ = g˜ − f˜ is continuous
and satisfies ph˜(x) = p(g˜(x) − f˜(x)) = 1 for all x ∈ X and h˜(0) = 0. This means that
h˜(x) ∈ p−1(1) = Z for every x ∈ X . Since X is connected, and h˜ is continuous this
implies that h˜(x) = 0 for all x ∈ X. Hence f˜ = g˜.
Corollary 3.3.2. If f : I → S1 is a path with f(0) = 1 , then there exists a unique
path f˜ : I→ R such that pf˜ = f and f˜(0) = 0.
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Corollary 3.3.3. If F : I× I → S1 is a homotopy with F (0, 0) = 1, then there is a
unique homotopy F˜ : I× I→ R such that pF˜ = F and F˜ (0, 0) = 0.
Theorem 3.3.4. Let f, g : I → S1 are two loops based at 1 such that f is path
homotopic to g and let f˜ and g˜ be their respective lifting in R beginning at 0. Then f˜ and
g˜ end at the same point.
Proof. Let F be a path homotopy between f and g. By the Corollary 3.3.3, there
is a homotopy F˜ : I × I → R such that F˜ (0, 0) = 0 and pF˜ = F . We have pF˜ (0, t) = 1
for every t ∈ I, this means that F˜ (0, t) is an integer for each t. Since {0}× I is connected
and F˜ (0, 0) = 0, we must have F˜ (0, t) = 0 for every t ∈ I. Similarly F˜ (1, t) is also a fixed
integer m (say).
The restriction F˜ |I×{0} of F˜ is a path beginning at 0, that is a lifting of F |I×{0}. By
uniqueness of path liftings we must have F˜ (s, 0) = f˜(s). Similarly F˜ |I×{1} of F˜ is a
path beginning at 0, that is a lifting of F |I×{1}. By uniqueness of path liftings we get
F˜ (s, 1) = g˜(s). Therefore both f˜ and g˜ end at m.
Definition: Let f : I→ S1 be a loop in S1 at 1 and f˜ : I→ R be the lifting of f such
that f˜(0) = 0. The degree of f denoted by deg(f) is the integer f˜(1).
Theorem 3.3.5. The fundamental group of S1 is isomorphic to the additive group of
integers.
Proof. We show that the degree map deg : pi1(S1, 1) → Z defined by deg([f ]) =
deg(f) is an isomorphism. Given [f ] and [g] in pi1(S1, 1), let f˜ and g˜ be their respective
lifting in R beginning at origin. Define a path h˜ : I→ R by
h˜(t) =
f˜(2t), 0 ≤ t ≤ 1/2f˜(1) + g˜(2t− 1), 1/2 ≤ t ≤ 1.
Then h˜ is a lifting of f ∗g and h˜(0) = 0. And by definition deg([f ]∗[g]) = deg([f ∗g]) =
h˜(1) = f˜(1) + g˜(1) = deg([f ]) + deg([g]).
Now to show that deg is one to one, suppose that deg([f ]) = deg([g]) for [f ] and [g] in
pi1(S1, 1). If f˜ and g˜ be respective liftings of f and g beginning at origin then f˜(1) = g˜(1).
Consider the linear homotopy H : I× I→ R defined by
H(s, t) = (1− t)f˜(s) + tg˜(s).
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Then f˜ is homotopic to g˜ . It follows that p ◦ H is the homotopy between f and g,
that is [f ] = [g].
To show that deg is onto, let n be any integer and consider the path f˜ : I→ R defined
by f˜(t) = nt. Then f = pf˜ is a loop in S1 based at 1 with deg([f ]) = f˜(1) = n. Thus deg
is onto.
Now we state the famous theorem of algebraic topology called the Seifert-Van Kampen
Theorem. It expresses the fundamental group of the space X, which is decomposed as the
union of a collection of path connected open subsets Aα (each of which contains the base
point x0 ∈ X), in terms of the free product of the fundamental groups of Aα, ∗αpi1(Aα, x0).
Consider homomorphisms jα : pi1(Aα, x0)→ pi1(X, x0) induced by the inclusions from Aα
to X and the homomorphisms iαβ : pi1(Aα∩Aβ, x0)→ pi1(Aα, x0) induced by the inclusions
from Aα ∩ Aβ to Aα.
Theorem 3.3.6. (see [11].) If X is the union of path connected open sets Aα each
containing the base point x0 ∈ X and if each intersection Aα ∩ Aβ is path connected,
then the homomorphism Φ : ∗αpi1(Aα, x0) → pi1(X, x0) is surjective. If in addition each
intersection Aα∩Aβ ∩Aγ is path connected then the kernel of Φ is the normal subgroup N
generated by all elements of the form iαβ([f ])iβα([f ])
−1, and so Φ induces an isomorphism
between pi1(X, x0) and ∗αpi1(Aα, x0)/N.
Examples:
(1) The fundamental group of Sn, for n ≥ 2 is trivial. Let p = (0, 0, . . . , 0, 1) ∈ Rn+1
and q = (0, 0, . . . , 0,−1) ∈ Rn+1 be the north and south pole of Sn respectively. Take
A1 = Sn \ {p} and A2 = Sn \ {q}. Each of A1 and A2 are homeomorphic to Rn and so is
simply connected. Hence the fundamental groups of A1 and A2 are trivial. Also A1 ∩ A2
is path connected. Hence it follows from the above theorem that the fundamental group
of Sn is trivial for n ≥ 2.
(2) For x ∈ Rn+1, the space Rn+1 \ {x} is homeomorphic to X = Rn+1 \ {0}. Infact X is
a deformation retract of Sn. The homotopy H : X × I→ X defined by
H(x, t) = (1− t)x+ t x‖x‖
is a deformation retraction. Hence the fundamental group of Rn+1 \ {x} is Z for n = 1
and is trivial for n > 1.
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(3) Consider the wedge sum
∨
αXα of a collection of path connected spaces Xα with base
points xα ∈ Xα to be the quotient space of the disjoint union
⊔
αXα in which all the
base points xα are identified to a single point. If each xα is a deformation retract of an
open neighborhood Uα in Xα containing xα, then Xα is a deformation retract of its open
neighborhood Aα = Xα
∨
β 6=α Uβ. The intersection of two or more distinct A
′
αs is
∨
α Uα,
which deformation retracts to a point. Then by above theorem the fundamental group of∨
αXα is isomorphic to free product of the fundamental groups of Xα.
3.4. Simplicial Homology
For a finite simplicial complex K, its simplicial homology group H∗(K) is defined
as follows. We consider an ordering of the vertices v0, v1, . . . , vn of each n-simplex σ
n =
< v0, v1, . . . , vn >. Two orderings are said to be equivalent if they can be transformed
into each other by even permutations. An equivalence class of ordering of vertices is
called an orientation of the simplex. If n ≥ 1, there are exactly two orientation in each
n-simplex. When we consider the simplex σn together with the equivalence class of all
even permutations of its vertices, we say that σn is positively oriented and write the pair
as +σn. On the other hand, when σn is negatively oriented we write this as −σn.
Figure 3.6
Consider the 2-simplex σ2 =< v0, v1, v2 >. If we order the vertices as v0, v1, v2, then
+σ2 =< v0, v1, v2 >=< v1, v2, v0 >=< v2, v0, v1 > and −σ2 =< v1, v0, v2 >=< v0, v2, v1 >
=< v2, v1, v0 >. In fact, orienting a simplex means fixing the positive direction of its
vertices, and then the negative direction is automatically fixed.
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Definition: A simplex with a specified orientation is called an oriented simplex.
And a simplicial complex K is said to be oriented if each of its simplexes is assigned an
orientation.
Note that if an n-simplex σn = < v0, v1, . . . , vn > is oriented by the ordering v0, v1, . . . ,
vn then all of its faces are automatically oriented by the ordering induced by the above
ordering. A 0-simplex < v0 > is always taken to be positively oriented.
We now assign an orientation to each n-simplex σnα of a simplicial complex K. We de-
note the free abelian group generated by each positively oriented n-simplex σnα by Cn(K).
Elements of Cn(K), called n-chains, can be written as finite sums c =
∑
α nασ
n
α with coef-
ficients nα ∈ Z. A homomorphism ∂n : Cn(K)→ Cn−1(K) called the boundary operator
is defined as follows: on generator σn = < v0, v1, . . . , vn > of Cn(K), we define
∂n(σ
n) =
n∑
i=1
(−1)i < v0, . . . , vˆi, . . . , vn > .
Figure 3.7
Here, vˆi means that vi is omitted. Then we linearly extend it over Cn(K) , that is,
∂n(
∑
α
nασ
n
α) =
∑
α
nα∂n(σ
n
α).
The important thing here is that if we apply the boundary operator twice, the value
is always a 0, that is, ∂n−1 ◦ ∂n = 0. By virtue of this fact, if we let Zn(K) = {c ∈
Cn(K) : ∂n(c) = 0} and Bn(K) = {∂n+1(c) : c ∈ Cn+1(K)} then Bn(K) ⊂ Zn(K).
We denote the quotient group Zn(K)/Bn(K) by Hn(K) and call it the n-dimensional
homology group of K. The homology group H∗(K) refers to the integral homology group.
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Any element of Zn(K) is called an n-dimensional cycle, and any element of Bn(K) is
called a boundary cycle of K. The homology class represented by a cycle z ∈ Zn(K) is
usually denoted by [z] ∈ Hn(K). Also any two cycles z, z′ ∈ Zn(K) are called homologous
if they represent the same homology class, that is, there exists a chain c ∈ Cn+1(K) such
that z′ − z = ∂(c).
Observe that for n < 0 or n > dimK, all Cn(K) are evidently zero groups and therefore
Hn(K) = 0 for all such n. Possibly the non trivial homology group Hn(K) of K can occur
only when 0 ≤ n ≤ dim K. Moreover, for m = dimK, Bm(K) = 0 and Z0(K) = C0(K).
Note that an n-simplex σn has exactly two orientations and a simplicial complex K is
oriented by assigning an arbitrary orientation to each of the simplexes of K. Therefore,
simplicial complex can be oriented in several different ways. Suppose K1 and K2 denote
the same simplicial complex K equipped with different orientations. Then Hn(K1) =
Hn(K2) for each n ≥ 0 (see [6]).
3.5. Singular Homology
For any integer n ≥ 0, let 4n denote the Euclidean simplex < e0, e1, . . . , en >, where
e0 = 0 and ei = (0, . . . , 1, . . . , 0), for 1 ≤ i ≤ n, is the vector with a ‘1’ at the ith place
and zero elsewhere. This is called the standard n-simplex. Let X be a topological space.
A continuous map σ : 4n → X is called a singular n-simplex in X. The word ‘singular’
is used here to express the idea that σ need not be a nice embedding, so its image does
not look at all like a simplex.
Figure 3.8
Note that since 4n is compact connected space, the image set σ(4n) in X must be
compact and connected. Thus a singular 0-simplex in X is just a point in X whereas a
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singular 1-simplex in X is simply a path in X. A singular 2-simplex in X will be a curved
triangle or region with its interior.
Let Cn(X) be the free abelian group generated by the set of all singular n-simplexes
in X. Elements of Cn(X), called the singular n-chains can be written as finite sums
c =
∑
α nασ
n
α with coefficients nα ∈ Z and σnα : 4n → X.
Now we define the boundary homomorphism from Cn(X) to Cn−1(X) for all n ≥ 1.
For each 0 ≤ i ≤ n, let F in : 4n−1 →4n be the map such that
F in(ej) =
ej, j < iej+1, j ≥ i
that is the map F in map the vertices (e0, . . . , en−1) to the set of points (e0, . . . , eˆi, . . . , en),
where eˆi means the point ei is omitted. The map F
i
n is called ith face map of n-simplex
4n and it map 4n−1 to the boundary face of 4n opposite to the vertex ei. First we note
that the face maps F in, F
j
n−1, 0 ≤ j < i ≤ n satisfy the commutative relation
(3.5.1) F in ◦ F jn−1 = F jn ◦ F i−1n−1.
For any singular n-simplex σ : 4n → X, the boundary ∂n(σ) of σ is given by
∂n(σ) =
n∑
i=0
(−1)iσ ◦ F in.
Since Cn(X) is free abelian group generated by the set of all singular n-simplexes in X,
we can extend ∂n linearly to a homomorphism ∂n : Cn(X) → Cn−1(X), that is for any
singular chain c =
∑
α nασ
n
α we define
∂n(c) =
∑
α
nα∂n(σ
n
α).
This is called the boundary operator. The boundary of any 0-chain is defined to be
zero. By using the commutative relation 3.5.1 of face maps here also we can see that
∂n−1 ◦ ∂n = 0 for all n ≥ 1.
As in previous section, we let Zn(X) = {c ∈ Cn(X) : ∂n(c) = 0} and Bn(X) =
{∂n+1(c) : c ∈ Cn+1(X)}, then Bn(X) ⊂ Zn(X). Again element of Zn(X) is called
an n cycle and an element of Bn(X) is called a boundary. The n-dimensional singular
homology group of X is defined to be the quotient group Hn(X) = Zn(X)/Bn(X). Also
if two n-cycles determine the same homology class, they are said to be homologous.
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Next we compute the zero dimensional homology group of a space X.
Theorem 3.5.1. If X is path connected, then H0(X) is isomorphic to Z.
Proof. Since the boundary operator is the zero map in dimension 0, every 0-chain
is a cycle and we have Z0(X) = C0(X). Also a singular 0-chain is a linear combination
of points in X with integer coefficients : c =
∑
α nαxα. Define a map f : C0(X)→ Z by
f(
∑
α
nαxα) =
∑
α
nα.
Clearly f is a surjective homomorphism.
Next we show that Kerf = B0(X), that gives H0(X) = C0(X)/B0(X) is isomorphic
to Z. Now if σ is a singular 1-simplex we have, by definition, ∂(σ) = σ(1)− σ(0), so that
f(∂(σ)) = 1− 1 = 0. Therefore B0(X) ⊂ Kerf .
Also for c =
∑
α nαxα in Kerf , that is f(
∑
α nαxα) =
∑
α nα = 0, take any point
x0 ∈ X and for each x ∈ X, let αx : I → X be a path from x0 to x. This is a singular
1-simplex and ∂(αx) = αx(1)− αx(0) = x− x0. Thus
∂(
∑
α
nααxα) =
∑
nαxα −
∑
nαx0
= c− x0
∑
nα
= c
then c ∈ B0(X), which shows that Kerf ⊂ B0(X).
Infact one can show in general, that for any topological space X, H0(X) is the direct
sum of Z′s one for each path component of X.
The significance of the homology groups derives from the fact that they are topological
invariant. The proof is very easy consequence of the fact that continuous maps induces
homology homomorphisms.
Let f : X → Y be a continuous map. If σ : 4n → X is a singular n-simplex in X then
clearly f ◦ σ : 4n → Y is a singular n-simplex in Y . Thus, for every n ≥ 0, f induces a
homomorphism f# : Cn(X)→ Cn(Y ) defined by composing each singular n-simplex σ in
X with f to get a singular n-simplex in Y , then extending f# linearly to Cn(X), that is
f#(
∑
α
nασα) =
∑
α
nαf ◦ σα
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The key fact is that f# commutes with boundary operator ∂, since
f#(∂(σ)) = f#(
∑
(−1)iσ ◦ F in)
=
∑
(−1)if ◦ σ ◦ F in
= ∂(f ◦ σ)
= ∂(f#(σ)).
This implies that f# maps Zn(X) to Zn(Y ) as ∂c = 0 implies ∂(f#(c)) = f#(∂c) = 0.
Also f# mapsBn(X) toBn(Y ) since f#(∂c) = ∂(f#c). Hence f# induces a homomorphism
f∗ : Hn(X)→ Hn(Y ), for every n ≥ 0, defined by
f∗[z] = [f#z].
where z ∈ Cn(X) is a cycle. Two important properties of induced homomorphism are:
(1) If iX : X → X is the identity map, then the induced homomorphism (iX)∗ : Hn(X)→
Hn(X) is also identity map, for every n ≥ 0.
(2) If f : X → Y and g : Y → Z are continuous maps then, for every n ≥ 0, the induced
homomorphisms satisfy
(g ◦ f)∗ = g∗ ◦ f∗.
Theorem 3.5.2. If f : X → Y is a homeomorphism then for every n ≥ 0, f∗ :
Hn(X)→ Hn(Y ) is an isomorphism.
Proof. Let f−1 denote the inverse of the homeomorphism f . Then the induced
homomorphism f−1∗ : Hn(Y ) → Hn(X) satisfies f∗ ◦ f−1∗ = (f ◦ f−1)∗ = (iY )∗ and
f−1∗ ◦ f∗ = (f−1 ◦ f)∗ = (iX)∗. This implies f−1∗ is the inverse of f∗ and thus f∗ is an
isomorphism.
3.6. Homology and Fundamental Group
Now we show that there is a nice relationship between the first homology group of a
path connected space and its fundamental group. The former is just the abelianization
of the latter. This will enable us to compute the first homology group of all the path
connected spaces whose fundamental groups are known.
Given a group G, the commutator subgroup of G, denoted by G′, is the subgroup
generated by elements of the form αβα-1β-1 for α, β ∈ G. The quotient group G/G′ is
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always abelian, and the commutator subgroup is trivial if and only if G itself is abelian.
This quotient group is denoted by Ab(G) and called the abelianization of G. It is clear
that isomorphic groups have isomorphic abelianization.
Let X be a topological space and x0 ∈ X. A map f : I→ X can be viewed as either
a path or a singular 1-simplex. If f is a loop, then this singular 1-simplex is a cycle since
∂f = f(1)−f(0) = 0. Also if f is a constant path at x0 then f is not only a cycle being a
loop but it is the boundary of a constant singular 2-simplex. Consider a singular 2-simplex
σ : 42 → X which maps whole of 42 to x0. Then by definition ∂(σ) = f − f + f = f.
Lemma 3.6.1. Suppose f , g : I → X are paths in X from a to b such that f is path
homotopic to g. Then the singular 1-chain f − g is a boundary.
Proof. Let H : I×I→ X be a path homotopy between f and g. Since H is constant
on {0} × I, let q : I× I→42 be the continuous map defined as
q(x, y) = (x− xy, xy)
which maps {0} × I to the vertex e0 and each horizontal line segment linearly to a radial
line segment. Then q is a quotient map and there is a unique continuous map σ : 42 → X
such that H = σ ◦ q :
I× I
q
y ↘ H
42 −→ X
σ
By the definition of boundary operator we have
∂(σ) = eb − g + f
where eb is the constant path at b. Since constant path eb is already a boundary, it follows
that f − g is a boundary.
Since a loop in X based at any point x0 corresponds to a cycle and Lemma 3.6.1 shows
that the homology class depends only on the path homotopy class of f , let us define a
map
Φ : pi1(X, x0)→ H1(X)
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Φ([f ]pi1) = [f ]H
where [f ]pi1 denotes the homotopy class of a loop and [f ]H denotes the homology class of
1-cycle f . Infact the next lemma shows that Φ is a homomorphism.
Lemma 3.6.2. If f, g : I→ X are paths in X such that f(1) = g(0), then the 1-chain
f ∗ g is homologous to f + g, that is f + g − f∗ g is a boundary in X.
Proof. Given f, g : I → X such that f(1) = g(0), define a singular 2-simplex
σ : 42 → X by
σ(x, y) =
f(x+ 2y), x ≤ 1− 2yg(x+ 2y − 1), x ≥ 1− 2y
Figure 3.9
This is constant on lines parallel to the line joining e1 with mid point of the edge
[e0, e2], and is continuous by the pasting lemma. Also
∂(σ) = g − f ∗ g + f.
Theorem 3.6.3. Let X be a path connected space and x0 ∈ X. Then Φ : pi1(X, x0)→
H1(X) is surjective whose kernel is the commutator subgroup of pi1(X, x0). So Φ induces
an isomorphism from the abelianization of pi1(X, x0) onto H1(X).
Proof. Since X is path connected space, for each x ∈ X let αx : I→ X be a specific
path from x0 to x and αx0 is the constant path. Since each path αx is a 1-chain the map
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x goes to αx extends uniquely to a group homomorphism α : C0(X) → C1(X). For any
path σ in X, define a loop σ˜ based at x0 by
σ˜ = ασ(0) ∗ σ ∗ α¯σ(1).
where α¯ denote the inverse path of α.
Then
Φ([σ˜]pi1) = [ασ(0) ∗ σ ∗ α¯σ(1)]H
= [ασ(0)]H + [σ]H + [α¯σ(1)]H
= [ασ(0)]H + [σ]H − [ασ(1)]H
= [σ]H − [α(∂σ)]H .
Suppose c =
∑k
i=1 niσi is an arbitrary 1-chain and let f be the loop given by
f = (σ˜1)
n1 ∗ . . . ∗ (σ˜k)nk .
Since Φ is a homomorphism, we have
Φ([f ]pi1) =
k∑
i=1
ni([σi]H − [α(∂σi)]H)
= [c]H − [α(∂c)]H .
Now if c is a cycle, then Φ([f ]pi1) = [c]H , hence Φ is surjective.
Since H1(X) is abelian, KerΦ will contain the commutator subgroup of pi1(X, x0).
Let G = Ab(pi1(X, x0)) be the abelianization of pi1(X, x0) and for any loop f based
at x0, let [f ]G denote the equivalence class of [f ]pi1 in G. Because the product in G is
induced by path multiplication, we will indicate it with a ‘ ∗ ’. For any singular 1-simplex
σ, let β(σ) = [σ˜]G ∈ G. Because G is abelian this extends uniquely to a homomorphism
β : C1(X)→ G. We will show that β takes all 1-boundaries to the identity element of G.
Since B1(X) is generated by all elements of type ∂(σ) where σ : 42 → X is a singular
2-simplex. Let σ be be an arbitrary singular 2-simplex and vi = σ(ei). Put σ
(i) = σ ◦ F i2,
so that ∂σ = σ(0) − σ(1) + σ(2). Then
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Figure 3.10
β(∂σ) = [σ˜(0)]G ∗ ([σ˜(1)]G)−1 ∗ [σ˜(2)]G
= [σ˜(0) ∗ (σ˜(1))−1 ∗ σ˜(2)]G
= [αv1 ∗ σ(0) ∗ α¯v2 ∗ αv2 ∗ σ¯(1) ∗ α¯v0 ∗ αv0 ∗ σ(2) ∗ α¯v1 ]G
= [αv1 ∗ σ(0) ∗ σ¯(1) ∗ σ(2) ∗ α¯v1 ]G
= [αv1 ∗ ev1 ∗ α¯v1 ]G
= [ex0 ]G .
Hence B1(X) ⊂ Kerβ.
Also for [f ]pi1 ∈ KerΦ, [f ]H = 0 that is f is a boundary. Since β takes boundary
to identity of G, it follows that [f ]G = β(f) = 1. Thus [f ]pi1 is in the commutator
subgroup.
CHAPTER 4
Geometry of Surfaces
4.1. Polygonal Presentation
In this section we shall construct a number of compact surfaces as the quotient space
obtained from a polygonal region in the plane by identifying its edges together. A subset
P of the plane is a polygonal region if it is a compact connected subset whose boundary
is a finite 1-dimensional simplicial complex satisfying the following conditions:
(1) each point q of an edge other than a vertex has a neighborhood U in R2 such that
P ∩ U is equal to the intersection with U of some closed half plane.
(2) each vertex v has a neighborhood V in R2 such that P ∩ V is homeomorphic to the
intersection of V with 2 closed half planes whose boundaries intersect only at v.
Let P be a 2n-sided polygonal region. A labelling of the edges of P is a map from the
set of edges of P to a set L of labels and giving each edge an arrow pointing towards one
of its vertex in such a way that edges with the same label are to be identified with the
arrows indicating which way the vertices match up. With each such labelling of a polygon
we associate a sequence of symbols obtained by reading off the boundary labels counter-
clockwise from the top. Label ai in the sequence if the arrow points counterclockwise and
a−1i if it points clockwise. The quotient space obtained by pasting the edges of P together
according to the given orientation and labelling determines a connected topological space,
being quotient of a single connected polygon.
Example:
(1) Consider the polygon P = I × I with the orientation and labelling of the edges as
specified in the Figure 4.1. The quotient space obtained by identifying the corresponding
edges according to the equivalence relation given by (s, 0) ∼ (s, 1) and (0, t) ∼ (1, t) for
all s, t ∈ I. The resulting space is homeomorphic to S1 × S1, the torus.
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Figure 4.1
(2) Also the quotient space of a polygon P = I×I obtained by means of the orientation
and labelling abab−1 as indicated in the Figure 4.2 below is called a Klein bottle. This
space can not be embedded in R3. However Figure 4.2 depicts an immersion of this space
in R3 with self intersection.
Figure 4.2
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4.2. Connected Sum
Let M1 and M2 be two surfaces. The connected sum of M1 and M2 is formed by
cutting out a small open disk from each surface and then gluing the resulting spaces to-
gether along their boundary. To be precise, let B1 ⊂M1 and B2 ⊂M2 are open disks and
α : ∂B1 → ∂B2 be a homeomorphism (both being homeomorphic to S1). Let M ′i = Mi\Bi
and define a quotient space of disjoint union of M ′1 and M
′
2 by identifying each x ∈ ∂B1
with α(x) ∈ ∂B2. The resulting quotient space is called connected sum of M1 and M2
and is denoted by M1#M2.
Figure 4.3
Theorem 4.2.1. Connected sum of two connected 2-manifolds is a 2-manifold.
Proof. Let M1 and M2 be 2-manifolds and let Bi ⊂ Mi, i = 1, 2 be open disks.
Then M ′i = Mi \ Bi are connected 2-manifolds with boundary. Let pi : M ′ → M be the
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quotient map, where M ′ = M ′1 unionsqM ′2 and M = M1#M2, and let D = ∂M ′1 unionsq ∂M ′2. Since
pi is a quotient map therefore pi|M ′\D is a homeomorphism. Thus, for each p ∈ M\pi(D)
there exist an open neighborhood homeomorphic to an open subset of R2.
Also any p ∈ pi(D) has exactly two inverse images pi ∈ ∂Mi. Since each M ′i is a 2-
manifold with boundary, there exist disjoint neighborhoods Ui of pi and homeomorphisms
αi taking Ui to a half disk in the upper half plane and maps pi to the origin. But we
can consider α2(U2) be a half disk in the lower half plane with p2 goes to the origin and
identifying the boundary of αi(Ui). Define α : U1∪U2 → B2 by setting α = αi on Ui. Now
α is continuous and closed map. Shrinking Ui if necessary, we can ensure that U1∪U2 = U
is a saturated open set in M ′ . Thus we have the map α˜, so that the following diagram
commutes:
U
pi
y ↘ α
α˜ : pi(U) −→ B2
Since U is a saturated open set in M ′, pi(U) is open and α˜ is the desired homeomor-
phism.
To show that M is Hausdorff, we shall consider the following cases:
(1) For p ∈ M \ pi(D) and q ∈ pi(D), let pi−1(q) = qi ∈ Mi for i = 1, 2. Since each Mi is
Hausdorff, for pi−1(p) = p′ ∈ M1 (or M2) there exist disjoint neighborhoods Up′ and Uq1
of p′ and q1 respectively. Let Uq2 be a neighborhood of q2 in M2. Shrinking Uq1 and Uq2 if
necessary, we can assume Uq1 ∪Uq2 is a saturated open set. Then pi(Up′) and pi(Uq1 ∪Uq2)
are the desired disjoint neighborhoods of p and q.
(2) For p, q ∈ pi(D), let pi−1(p) = pi ∈ Mi and pi−1(q) = qi ∈ Mi for i = 1, 2. As in the
previous case, we will get disjoint saturated open sets Up1 ∪ Up2 and Uq1 ∪ Uq2 so that
pi(Up1 ∪ Up2) and pi(Uq1 ∪ Uq2) are the disjoint neighborhoods of p and q.
(3) For p, q ∈M \ pi(D), since pi|M ′\D is a homeomorphism the result holds.
To show that M is second countable, consider a covering U of M by open Euclidean
disks. The collection {pi−1(U) : U ∈ U} is an open cover of M ′, which has a countable
subcover. Let U′ be a countable subset of U such that {pi−1(U) : U ∈ U′} covers M ′, then
U′ is a countable cover of M by Euclidean disks. Each such disk has a countable basis
and the union of all these bases is a countable basis for M .
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The notion easily gets extended to the case when manifolds are not connected, since
only one component from each of them will be involved in the entire operation.
4.3. Genus of a Surface
A handle H is a space obtained from torus by deleting an open disk. A handle is
shown in Figure 4.4 below. Given a surface M we can attach a handle to M by cutting
a hole in the surface and gluing the ∂H to the hole.
Figure 4.4
If we consider attaching a handle to a sphere, we could appeal to the Jordan curve
theorem, which states that any homeomorphic image of a circle on the sphere separates
it into two disjoint regions each homeomorphic to an open disk. We then remove one
of these disk and glue the torus with a hole along the boundary circle. A sphere with
k holes is a space obtained by deleting k disjoint open disks from a sphere. If a handle
is attached to the boundary of each of the holes, the resulting space is a sphere with k
handles. Evidently such a space will be homeomorphic to connected sum of k tori.
Figure 4.5
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Attaching a Mo¨bius band to the sphere is carried out by removing an open disk from
the sphere and then gluing its boundary circle to the boundary circle of the Mo¨bius band.
Attaching a Mo¨bius band to the sphere results in the projective plane. One can also
obtain this by removing a disk from the sphere and then identifying antipodal points
on the boundary. The space obtained by attaching a Mo¨bius band to each boundary
component of a sphere with k holes is called a sphere with k cross-caps. The resulting
space will be homeomorphic to a connected sum of k projective planes. In particular
connected sum of two projective planes is homeomorphic to the Klein bottle.
Definition: The genus of a surface is an integer representing the maximum number
of cutting along non intersecting consecutive simple closed curves without rendering the
resultant manifold disconnected.
For example, the genus of a sphere is 0. Since any closed circular cut separates the
sphere into two components. A surface in which every Jordan curve seprates it, is said to
be planar. On the other hand, the genus of a torus is 1 as there is only one circular cut
possible on the torus that will not separate it into two parts. Evidently any two consec-
utive circular cuts would disconnect the torus see Figure 4.6 below. Alternatively genus
of an orientable surface is the number of handles on it. Also the genus of a nonorientable
Figure 4.6
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Figure 4.7
surface is the number of Mo¨bius bands attached to a sphere. The genus of a surface with
boundary is defined to be the genus of the surface obtained by capping off a disk to each
of the boundary component.
We denote the orientable surface obtained by taking the connected sum of g copies
of a torus by Σg , g ≥ 0, that is Σg is a surface obtained by attaching g handles to the
sphere and Σ0 is simply a sphere. Also we denote an orientable surface of genus g with k
boundary components obtained by making k holes in Σg by Σg,k.
And we denote the nonorientable surface obtained by taking connected sum of g copies
of a projective plane by Ug , g ≥ 1, that is Ug is a surface obtained by attaching g Mo¨bius
bands to the sphere. Similarly we denote a nonorientable surface of genus g with k
boundary components by Ug,k.
4.4. Euler Characteristic
Let K be a finite complex of dimension less than or equals to two. Then χ(K) =
|V | − |E| − |F | is called the Euler characteristic of K, where |V |, |E| and |F | are the
number of vertices, edges and 2-faces of K respectively. In general the Euler characteristic
for a complex with finitely many simplexes is defined to be the sum of number of even
dimensional simplexes minus the number of odd dimensional simplexes.
Examples:
The Euler characteristic of some of the surfaces is given below:
(1) A triangulation of a 2-sphere S2 is given in the Figure 4.8 below. It has 4 vertices, 6
edges and 4 faces. Hence the Euler characteristic of a sphere is given by
χ = 4− 6 + 4
= 2
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Figure 4.8
(2) Another example is of a torus. One of its triangulation given in Figure 4.9 has 9
vertices, 27 edges and 18 faces. And the Euler characteristic is
χ = 9− 27 + 18
= 0
Figure 4.9
(3) A triangulation of a projective plane has 7 vertices, 18 edges and 12 faces, its Euler
characteristic is
χ = 6− 15 + 10
= 1
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Figure 4.10
The Euler characteristic of a compact bordered surface can be obtained in the same
way. Infact if the components of ∂M are J1, J2, . . . , Jn and for each i let Bi be a disk with
∂Bi = Ji such that
M ′ = M ∪ (
n⋃
i
Bi)
is a surface. Then
(4.4.1) χ(M) = χ(M ′)− n.
Theorem 4.4.1. Let M1 and M2 be two compact surfaces. The Euler characteristic
of M1#M2 is given by
(4.4.2) χ(M1#M2) = χ(M1) + χ(M2)− 2.
Proof. Let M1 and M2 be two compact surfaces. Then M1#M2 is formed by re-
moving from each surface the interior of a disk and then identifying the boundaries of the
removed disks. And the result follows by the formula.
From Equation 4.4.1 and Equation 4.4.2 we can express the Euler characteristic of a
2-manifold with or without boundary of genus g with k boundary components as follows
χ(Σg,k) = 2− 2g − k
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and
χ(Ug,k) = 2− g − k.
We shall discuss an alternative proof of this later in next chapter.
Recall that, if dimK = 2, then there are no n-simplexes for n > 2. There are only
finite number of n-simplexes in K and consequently Cn(K) is a finitely generated free
abelian group of rank equal to the number of n-simplexes in K. Because Zn(K) and
Bn(K) are subgroups of Cn(K) and any subgroup of a free abelian group is free abelian
of rank less than or equal to that of the group. The factor group Hn(K) = Zn(K)/Bn(K)
must be finitely generated abelian group which may or may not be free. Also for any finite
complex K, the simplicial homology group Hn(K) is isomorphic to the singular homology
group Hn(|K|) for all n. Then from the following theorem we can conclude that the Euler
characteristic is a topological invariant of |K|.
Theorem 4.4.2. The Euler characteristic of a finite complex K of dimension 2 is
given by
χ(K) = rankH0(|K|)− rankH1(|K|) + rankH2(|K|).
Proof. Let cn denote the number of n-simplexes in K, then
χ(K) = c0 − c1 + c2.
Also rank of Cn(K) = cn. Since Bn−1(K) is isomorphic to Cn(K)/Zn(K) we have
rankBn−1(K) = rankCn(K)− rankZn(K)
also
rankHn(K) = rankZn(K)− rankBn(K)
we get
rankCn(K) = rankBn−1(K) + rankHn(K) + rankBn(K).
Since B2(K) = 0 = B−1(K). Therefore
χ(K) = c0 − c1 + c2
= rankC0(K)− rankC1(K) + rankC2(K)
= rankH0(K)− rankH1(K) + rankH2(K) .
Because rankHn(|K|) = rankHn(K), this completes the proof.
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4.5. Orientation
We now compare a Mo¨bius band which is a famous bordered surface where we can not
distinguish the two faces, with a cylinder where we can distinguish them. The Mo¨bius
band is the topological space obtained by identifying two edges of the square I×I according
to the relation (0, t) ∼ (1, 1−t). It is a manifold with boundary. It has the curious property
that it is impossible to consistently pick out which is the front side and which is the back
side.
Figure 4.11
The essential point is whether, when a surface is constructed by gluing, we can distin-
guish the two faces. A surface on which this can be done is called an orientable surface.
We will make this notion precise and define orientation at each point on the surface and
there are exactly two. We shall present them by two kinds of arrows clockwise and an-
ticlockwise, we call them opposite orientations. When an orientation is specified at a
point, the same orientation is specified at an arbitrary point in a neighborhood of the
point. This is called the coherent orientation. We specify an orientation at a point on
the surface and choose the coherent orientation at each point on a curve starting from
the point. If the curve goes back to the starting point then the original orientation at
that point may or may not coincide with the orientation propagated along the curve. A
surface is called orientable if the orientation propagated along any curve always comes
back to the starting orientation. In this case we can assign an orientation to all points on
the surface in such a way that near points have mutually coherent orientations.
However we define the Mo¨bius band, the center line of the rectangular strip becomes
a circle after the gluing. Suppose that P is a point on it. From a purely local point of
view there is a corresponding point P ′ on the surface. But since Mo¨bius band is a one
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sided surface, it is possible to draw a continuous path from P to P ′ without crossing the
boundary curve. Such a path is depicted in the Figure 4.12 below. If the small oriented
closed curve drawn around P is now slide along the path PP ′ and when it eventually
arrives at P ′ its orientation reversed.
Figure 4.12
Now the projective plane is easily seen to be nonorientable, infact it contains a subset
homeomorphic to a Mo¨bius band. Projective plane is obtained from the closed upper
hemisphere of S2 as quotient space obtained by identifying diametrically opposite points
on the boundary. Consider a thin strip ‘S’ made up of open segments of meridian whose
center lay on half an equator. Under identification of antipodal points, clearly ‘S’ becomes
an open Mo¨bius band in projective plane. Thus projective plane is nonorientable.
Figure 4.13
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By a similar argument it can be shown that the Klein bottle is also nonorientable.
Moreover, as every surface is triangulable, we say that a surface S with a triangulation
K is orientable if it is possible to orient all the triangles of K in a compatible manner,
that is in such a way that any two adjacent triangles always induce opposite orientation
on their common edge as depicted in Figure 4.14 below. In the next chapter we shall show
that the condition of orientability is independent of the choice of triangulation. That is,
if S is a surface triangulated by K in compatible manner, then any other triangulation of
S must also be compatible.
Figure 4.14

CHAPTER 5
Classification of Compact 2-Manifolds
5.1. Decomposition of Surfaces
Two manifolds are homeomorphic if and only if there exist a one to one correspondence
between their components such that the corresponding components are homeomorphic.
Thus, for classification of 2-manifolds it suffices to classify only surfaces. In this chapter
we shall prove the following classification
Theorem 5.1.1. Let M1 and M2 be compact surfaces with boundary. Then M1 and
M2 are homeomorphic if and only if
(1) they are both orientable or nonorientable;
(2) they have same Euler characteristic or genus;
(3) they have the same number of boundary components.
Let K be a triangulation of a compact surface M . Since M is compact and connected
by Theorem 2.2.1 there is an open set F given by
F =
n⋃
i=1
int(σi) ∪
n−1⋃
i=1
int(ei)
where M =
⋃n
i=1 σi and ei is a common edge of σi and σi+1. Put
D′ =
n⋃
i=1
N(bσi) ∪
n−1⋃
i=1
N(bei)
which is homeomorphic to a disk.
Let G be the 1-dimensional subcomplex of K such that |G| = ∂F . Since ∂F is
connected, |G| is a connected simple graph. A graph which does not contain any loops is
called a tree. If |G| is not a tree then it contains an edge whose removal produces a graph
|G′| which is still connected. Continue like this since |G| is finite the process terminates
after removing finitely many edges e1, e2, . . . , es, s ≥ 0, resulting a tree |T | that contains
every vertex of G and has fewer edges than G.
61
62 5. CLASSIFICATION OF COMPACT 2-MANIFOLDS
Theorem 5.1.2. Let T be a tree which is a subcomplex of K. Then SB-neighborhood
N(T) of T is homeomorphic to a closed disk .
Proof. If T has a single vertex with no edge, then the result is clear. Suppose that
every tree in K with k vertices has a SB-neighborhood in K homeomorphic to a disk. Let
a tree T in K has k + 1 vertices and let v be a leaf and w be the parent of v. Removing
from T the vertex v and the edge e connecting v to w, to produce a tree T ′ in K with k
vertices. Then by induction hypothesis N(T ′) is homeomorphic to a disk. And
N(T ) = N(T ′) ∪N(be) ∪N(v).
Thus N(T ) is homeomorphic to a disk.
Let D = N(T ) so that D is homeomorphic to a closed disk and let Si = N(bei). Then
M ′ = D ∪
s⋃
i=1
Si = N(G)
is a bordered surface having one boundary component. The sets Si will be called strips
and M ′ will be called a disk with strips attached. Thus
M = D′ ∪N(G)
= D′ ∪D ∪
s⋃
i=1
Si
with disjoint interiors such that
(1) Si ∩D and Si ∩D′ is the union of 2 disjoint arcs for each i = 1, 2, . . . , s.
(2) D ∩D′ is the union of 2s disjoint arcs.
The above discussion gives a new decomposition K ′ of M such that K ′ has exactly one
face F and has fewer edges than K. Suppose K ′ has n vertices, infact these are the vertices
of the tree T so that K ′ has (n−1) edges of the tree plus the edges e1, e2, . . . , es, s ≥ 0
which were removed from G. Hence the total number of edges are (n− 1 + s). Thus
χ(M) = χ(K ′)
= |V | − |E|+ |F |
= n− (n− 1 + s) + 1
= 2− s
= 2− no. of strips attached.(5.1.1)
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Thus we have the following
Theorem 5.1.3. The Euler characteristic of a compact surface M is not greater than
2. If χ(M) =2, then M is homeomorphic to S2.
5.2. Representation of Surfaces
In the earlier chapter we have presented the polygonal representation of surfaces. Now
from the above discussion, we have got another representation of a compact surface M .
By removing a disk D′ from M it reduces to M ′ a surface with a boundary component
that can be expressed as a union
M ′ = D ∪
s⋃
i=1
Si.
Since each strip Si is homeomorphic to a disk, there exists an ordinary rectangular
strip Ri in R3 and a homeomorphism of Si onto Ri. We can assume that the strips
R1, R2, . . . , Rs are pairwise disjoint otherwise we can translate some of them. Also we
have a disk D˜ in R3 homeomorphic to D.
Since D ∩ Si is the union of 2 disjoint arcs, we will form a quotient space of D˜ ∪ Ri
by identifying the corresponding pair of opposite edges of Ri with two disjoint arcs of D˜.
This can be done in two ways depending upon the orientability of surface:
(1) Attaching oriented strip: If M is orientable then the 2-simplexes in the triangu-
lation of M having common face contained in D∩Si should have compatible orientation.
Figure 5.1
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Figure 5.2
Attach the rectangle Ri to D˜ so that opposite edges are identified with disjoint segments
of D˜ both in orientation reversing way. In that case Si ∪D or Ri ∪ D˜ is an annulus and
Si will be called annular strip see Figure 5.1.
(2) Attaching unoriented strip: If M is nonorientable then there are 2-simplexes
in the triangulation of M that do not have compatible orientation and their common face
lie in one of the component of D ∩ Sj. Attach the rectangle Rj to D˜ so that one pair of
opposite edges are identified with disjoint segments of D˜, one in orientation reversing way
and the other in orientation preserving way. In that case Sj ∪D or Rj ∪ D˜ is a Mo¨bius
band and Sj will be called twisted strip or a cross-cap see Figure 5.2.
Note:
(1) Since boundary of M ′ is connected and homeomorphic to S1, if there is an an-
nular strip Si, then there must be another annular strip (or Mo¨bius band) Sj, which is
intertwined with Si as in Figure 5.3 below. One can easily see that, in Figure 5.3 (a)
Figure 5.3
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D ∪ Si ∪ Sj is homeomorphic to a torus with a disk removed and will be called a handle
(or a Klein bottle with a disk removed in (b)).
(2) Also M is orientable if and only if no cross-cap is attached to D˜ in the above
representation of M ′.
Thus such a M ′ can always be embedded in R3 and can be represented as in the Figure
5.4 below.
Figure 5.4
Example:
(1) A representation for torus can be seen in the Figure 5.5 below, where a pair of
intertwined annular strips are attached to a disk.
Figure 5.5
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Figure 5.6
(2) Let M be the Klein bottle obtained by identifying the edges of the square I × I,
as discussed earlier. Consider a triangulation of M given in Figure 5.6. We shall express
M as a union of disjoint disk as discussed above. For this we take the second barycentric
subdivision of the triangulation of M and follow the procedure described above.
Figure 5.7
Now we simplify the above representation homeomorphically to show that M is home-
omorphic to P 2#P 2. Slide the strip R2 along the boundary of D ∪ R1. Then R2 will
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be twisted as shown in Figure 5.8. Now consider a simple closed curve OPQ and a cor-
responding curve OP′Q in D′ as shown in Figure 5.9. Then D ∪ R1 ∪ R2 reduces to 2
disjoint Mo¨bius bands and D′ is a union of 2 disks D1 and D2. Identifying the correspond-
ing segments of each Mo¨bius band with the segments of D1 and D2 we get two disjoint
Mo¨bius band immersed in R3 with self intersection and a boundary circle OPQP′O. Iden-
tifying the boundary circles in two Mobius band we can conclude that a Klein bottle is
homeomorphic to the connected sum of two projective planes.
Figure 5.8
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Figure 5.9
We shall now simplify the representation of M in Figure 5.4 with the help of following
operations:
(1) Operation α: Suppose that Ri and Rj are intertwined annular strips so that
D ∪ Si ∪ Sj is a handle and boundary of D ∪ Si ∪ Sj is a circle.
Figure 5.10
As in the above example, we can replace the old representation by the new homeomor-
phically, by sliding the strips Rd, (d 6= i, j) along the boundary so as to get a situation in
which D˜ ∩ (Ri ∪Rj) lies in a segment in ∂D˜ which intersect no Rd, (d 6= i, j). We do this
for each such handle. If we have no twisted strips, that is M is orientable then the new
representation will be as in the Figure 5.11 below. Now cutting along the dotted curve
and identifying the corresponding segments of D′, we have the following:
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Figure 5.11
Theorem 5.2.1. A compact orientable surface without boundary is homeomorphic to
Σg for some g ≥ 0.
Otherwise if M happens to be nonorientable then consider
(2) Operation β: Suppose Ri and Rj are two intertwined strips, one annular say Ri
and another twisted say Rj. In that case D ∪Ri ∪Rj is a Klein bottle.
Figure 5.12
Then proceed as in above example, replacing the old representation by new homeo-
morphically by sliding that strip Ri along the boundary of D˜ ∪ Rj. Then Ri will be no
longer annular and we get a new twisted strip. We replace each such pair of intertwined
strips and the new representation will have more twisted strips and fewer annular strips.
The new representation will be as in the Figure 5.13 below.
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Figure 5.13
Consider a pair of intertwined annular strips R1 and R2 and a twisted strip R3. Since
D˜ with a pair of intertwined annular strip is homeomorphic to a torus with a disk removed.
So where the twisted strip R3 is attached to the boundary component doesn’t matter, we
can slide the twisted strip along the boundary and make it intertwined with an oriented
strip. Then we have the following representation.
Figure 5.14
By an operation of type β we slide oriented strips along the boundary of D˜ ∪ R3 one
by one so that R1 and R2 will be twisted and the representation reduces as in Figure 5.15.
Thus we have the following
Theorem 5.2.2. The connected sum of a torus and a projective plane is homeomorphic
to the connected sum of three projective planes.
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Figure 5.15
At the final stage we have the following representation
Figure 5.16
Again cutting along the dotted curve and identifying the corresponding segments of
D′, we have the following
Theorem 5.2.3. A compact nonorientable surface without boundary is homeomorphic
to Ug for some g ≥ 1.
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Also any compact surface with boundary can be represented by attaching as many
disjoint oriented strips on the boundary segments of D˜ as there are boundary components
see Figure 5.17 and Figure 5.18 below.
Figure 5.17
Figure 5.18
Theorem 5.2.4. χ(Σg,k) = 2− 2g − k and χ(Ug,k) = 2− g − k.
Proof. We know that χ(Σ0) = 2. Also χ(Σg,k) is the surface homeomorphic to
connected sum of g copies of torus and k boundary components. And corresponding to
each torus in the above representation, we have a pair of intertwined annular strips and for
each boundary component we have an annular strip attached to it. Thus from Equation
5.1.1 we have
χ(Σg,k) = 2− no. of strips attached
= 2− 2g − k.
Similarly we have χ(Ug,k) = 2− g − k.
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5.3. The Fundamental Group of Compact Surfaces
With the help of above representation we can compute the fundamental group of
compact surfaces with or without boundaries. We define an open cell decomposition of
a surface M . An n-cell is a space homeomorphic to an n-simplex. We choose a point p
in the interior of D and define a collection {Ci} of 1-cell for each strip such that each of
them initiates from p through the corresponding strip and then terminates at p, and each
of them has a single point p in common. Finally a 2-cell is given by M \ {∪Ci}.
In case, if M is a bordered surface with k boundary components we define a cell
decomposition of M as follows. Consider the 0-cell and 1-cells defined above. In addition,
we take vertices {pi}i=1,k on each boundary component and insert a collection {Hi}i=1,k
of 1-cell corresponding to each boundary component that join pi to p. And a collection
{Bi}i=1,k of 1-cells that initiates and terminates at pi as in Figure 5.19 and in Figure 5.20
below. Also a 2-cell is given by M \ [∪Ci
⋃∪Bi⋃∪Hi].
Figure 5.19
Figure 5.20
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With the help of the following theorem and the above cell decomposition of M we
shall determine pi1(M), the fundamental group of M .
Theorem 5.3.1. (see [27].) Let M be the space obtained by attaching a disk D2 to a
path connected Hausdorff space X by a continuous map f : S1 → X. Let j : X ↪→ M be
the canonical embedding. If z0 ∈ S1 and x0 = f(z0). Then pi1(M, j(x0)) is isomorphic
to the quotient group pi1(X, x0)/Ker(j#) and Ker(j#) is the smallest normal subgroup
containing the image of f# : pi1(S1, z0)→ pi1(X, x0).
Since Σ0 is simply connected pi1(Σ0) is trivial. Now if M = Σg,k, a compact orientable
surface with genus g and k boundary components. This has a cell decomposition with
(1 + k) 0-cells, (2g + 2k) 1-cells and one 2-cell. As in above theorem take X to be a
wedge of 2g circles and k copies of space Q which is a one point union of a circle and a
line segment see Figure 5.21 below. And for attaching a disk D2 to X, we shall ignore an
open disk B from the interior of D2 and attach the remaining annulus A = D2 \ B onto
X via the map f : ∂D2 → X so that X ∪A can be embedded in R3 and M can be realize
by adding B onto the boundary of X ∪ A.
Figure 5.21
Since pi1(S1) = Z, let {ai, bi} denotes the generator for each g pairs of circles. Also
pi1(Q) = {ci, di|di}, let {ci, di} denotes the generator for each k copies of Q space in X
with the specified orientation as indicated in the Figure 5.22 below.
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Figure 5.22
Then A is attached onto X mapping S1 along X as described in the Figure 5.23 below.
Now if α represents a generator of pi1(S1) then
f# ◦ α = a1b1a−11 b−11 . . . agbga−1g b−1g d1c1d−11 . . . dkckd−1k .
Thus by Theorem 5.3.1 pi1(M) is the quotient of the free group on the 2g+k generators
a1, b1, . . . , ag, bg, c1, . . . , ck by the normal subgroup generated by the element a1b1a
−1
1 b
−1
1 . . .
agbga
−1
g b
−1
g d1c1d
−1
1 . . . dkckd
−1
k , that is,
Figure 5.23
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pi1(M) = < a1, b1, . . . , ag, bg, c1, d1, . . . , ck, dk |
a1b1a
−1
1 b
−1
1 . . . agbga
−1
g b
−1
g d1c1d
−1
1 . . . dkckd
−1
k , d1, d2, . . . , dk >
or
pi1(M) = < a1, b1, . . . , ag, bg, c1, . . . , ck | a1b1a−11 b−11 . . . agbga−1g b−1g c1 . . . ck >
Thus pi1(M) is a group with 2g + k − 1 generators.
Similarly if M = Ug,k, a compact nonorientable surface with genus g and k boundary
components. This has a cell decomposition with (1 + k) 0-cells, (g + 2k) 1-cells and one
2-cell. As done above taking X to be wedge of g circles and k copies of Q space, we attach
the annulus A = D2 \B onto X so that X ∪ A can be embedded in R3.
Let ai denotes the generator for each g circles and {ci, di} denotes generator for each
k copies of Q space in X with specified orientation as in the Figure 5.24 below.
Figure 5.24
We attach A onto X as indicated in the Figure 5.25. Again if α represents a generator
of pi1(S1) then
f# ◦ α = a21a22 . . . a2gd1c1d−11 . . . dkckd−1k .
Thus by Theorem 5.3.1 pi1(M) is the quotient of the free group on the g+k generators
a1, . . . , ag, c1, . . . , ck by the least normal subgroup generated by the element a
2
1a
2
2...a
2
gd1c1d
−1
1
. . . dkckd
−1
k , that is,
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Figure 5.25
pi1(M) = < a1, . . . , ag, c1, d1, . . . , ck, dk |
a21a
2
2 . . . a
2
gd1c1d
−1
1 . . . dkckd
−1
k , d1, d2, . . . , dk >
or
pi1(M) = < a1, . . . , ag, c1, . . . , ck | a21a22 . . . a2gc1 . . . ck >
Thus pi1(M) is a group with g + k − 1 generators.
Having determined the fundamental group of a compact surface we can write its first
homology group by making the fundamental group abelian and writing it additively using
Theorem 3.6.3.
If M = Σg.k the homology group is thus a abelian group with 2g + k − 1 generators,
the generators will now satisfy the relation c1 + . . .+ ck = 0. If k = 0 the homology group
is a free abelian group with 2g generators and is isomorphic to Z2g.
In case M = Ug,k the homology group is a abelian group with g + k − 1 generators,
that satisfy the relation 2a1 + . . . + 2ag + c1 + . . . + ck. If k = 0 then the relation
2(a1 + . . . + ag) = 0 shows that M has a torsion element of order 2, since there is no
other relation the homology group is isomorphic to Z2⊕Z⊕ . . .⊕Z (g−1 copies of Z) or
Z2 ⊕ Zg−1.
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First note that if M = Ug, then its first homology group contains a torsion element of
order two, whereas the first homology group of Σg is torsion free. Therefore, no Ug can
be homeomorphic to a Σg. Thus if a surface admits an oriented presentation then it is
homeomorphic to a sphere or a connected sum of tori.
Next if M = Σg, then its first homology group is Z2g. Thus if Σg is homeomorphic to
Σk then
2g = 2k
that is
g = k.
Similarly, if Ug is homeomorphic to Uk then again we have g = k.
Thus orientability, genus and Euler characteristic of a compact surface is topological
invariant. Since the number of connected components of the boundary is topological
invariant, we have the following
Theorem 5.3.2. Let M be a compact surface witk k, (k ≥ 0) boundary components.
Then M is homeomorphic to precisely one of the following:
(1) Σg,k g, k ≥ 0
(2) Ug,k g ≥ 1, k ≥ 0
.
CHAPTER 6
Classification of Noncompact 2-Manifolds
6.1. Introduction and Basic Definitions
In this chapter we shall discuss a topological classification of noncompact surfaces.
We begin by defining the ideal boudary of a surface.
Definition: Let S be a noncompact surface then S can be written as an increasing
sequence of its compact subspaces
C1 ⊂ C2 ⊂ . . . ⊂ S
with Ci ⊂ int(Ci+1). Each connected component Q of Ccn, complement of Cn in S,
is contained in some component of complement of Cn−1 in S. A decreasing sequence
q = Q1 ⊃ Q2 ⊃ Q3 ⊃ . . . of connected components of Cc1 ⊃ Cc2 ⊃ Cc3 ⊃ . . . respectively,
whose closure in S is not compact but has a compact boundary, is called an end of S.
The above definition is independent of the choice of sequence of compact sets Cn.
Infact if there is another sequence {Dk} of compact subsets then there is a unique sequence
p = P1 ⊃ P2 ⊃ P3 ⊃ . . . with respect to Dn such that for any p there exists a q such that
Pq ⊂ Qp and vice versa. And we say that the two ends are equivalent. Let q∗ denotes the
equivalence class of end containing q.
Another equivalent definition is given by Ahlfors as follows
Definition: An end is a non empty collection q of non empty regions Q, connected
open sets, in S, whose closure in S is not compact but has a compact boundary, which
satisfies the following conditions
(1) If Q0 ∈ q and Q ⊃ Q0 , then Q ∈ q.
(2) If Q1, Q2 ∈ q, there exists a Q3 ⊂ Q1 ∩Q2 such that Q3 ∈ q.
(3) The intersection of all closures Q, Q ∈ q is empty.
It is evident from the above definitions that for any compact subset A of S, there
exists some Qi such that Qi ∩ A = φ. In other words, the sequence of regions does not
have any common point.
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Definition: The ideal boundary B(S) of a surface S is the topological space having
the equivalence class of ends of S as elements.
For any region Q ⊂ S whose boundary in S is compact, we define B(Q) to be the set
of all equivalence classes of ends q∗ ∈ B(S) such that Qn ⊂ Q for some Qn ∈ q. Also if
Q is contained in a compact set of S then B(Q) = φ. For M = S ∪B(S), a basis for the
topology of M consists of all open sets of S and all sets of the form Q ∪B(Q).
Example: Examples of open surfaces include: the Euclidean plane, a sphere punc-
tured at a point, a sphere with infinite handles attached, the Euclidean plane with one
cross cap, etc.
We can construct every open surface from the following five bordered surfaces, three
sphere with one, two and three holes and a torus and projective plane, each with two
holes.
Figure 6.1
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Figure 6.2
Definition: A q∗ ∈ B(S) represented by q is called planar if the sets Qn ∈ q are
planar for all except finitely many n. And q∗ is called orientable if the sets Qn ∈ q are
orientable for all except finitely many n.
Definition: A surface S is of infinite genus if there is no compact subset A of S such
that S \ A is of genus zero. In contrary, if S \ A is of genus zero, then the genus of M is
defined to be the genus of A.
Definition: We define four orientability classes of a surface S as follows:
(1) Orientable: If S is orientable.
(2) Infinitely nonorientable: If there is no compact subset A of S such that S \ A is
orientable.
(3) Odd nonorientability: If S \ A is orientable for some A ⊂ S, and the number of
cross-caps in any compact subsurface containing A is always odd.
(4) Even nonorientability: If S \ A is orientable for some A ⊂ S, and the number of
cross-caps in any compact subsurface containing A is always even.
6.2. Some Preliminary Lemmas
Definition: A compact bordered subsurface S ′ of S is called a canonical subsurface
if it has the following properties:
(1) The closure of each component U of S \S ′ is noncompact and meets S ′ in exactly one
simple closed curve ∂(U).
(2) Every component of S \S ′ is either planar or of infinite genus and is either orientable
or infinitely nonorientable.
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From (2) it follows that, if S has finite genus, then S ′ has the same genus and is
orientable if and only if S is. Whenever, S is of odd or even nonorientability class then
S ′ will contain a projective plane or a Klein bottle respectively, with boundary.
Theorem 6.2.1. Every open surface has a canonical exhaustion that is a collection
S1, S2, S3, . . . of canonical subsurfaces of S such that S1 ⊂ S2 ⊂ . . . ⊂ S, each contained
in the interior of the one following it.
We shall construct a sequence of compact subsurfaces of S satisfying the condition (1)
above. And condition (2) can be satisfied by arbitrary Sn, because if a component U of
S \ Sn were of finite but non zero genus and/or finitely nonorientable we could add some
compact portion of U to Sn.
Lemma 6.2.2. Let S be an open surface and A be a finite connected subcomplex of a
triangulation K of S. Then there is a compact bordered subsurface of S containing |A|.
Proof. Let P be the union of the b(St(v)), barycentric star of v, of the vertices of
A. Then P is compact connected subcomplex of bK containing bA. Thus the polyhedron
|P | is the desired subsurface of S.
Lemma 6.2.3. Let S and A be as above then there exist a compact bordered subsurface
L of S satisfying the condition (1) in the above definition.
Proof. For every n consider the set Q of all polyhedrons |Pα| such that each Pα is a
subcomplex of bnK and contains bnA. By above lemma Q is non empty. Take |P | ∈ Q
be the polyhedron with the minimum number of boundary components. Let P be the
subcomplex of biK containing biA for some i. Also all the components of S \ |P | are
noncompact otherwise a compact component could be added to |P | reducing the number
of boundary components.
Now if two boundary components B1 and B2 of P belong to the same complementary
component U then we can choose vertices b1 and b2 on B1 and B2 respectively and join
them by a simple polygon σ, where σ \ {b1, b2} ⊂ U . Consider L = B1 ∪ σ ∪ B2 as a
1-dimensional subcomplex of biK.
As in Lemma 6.2.2 taking bP ∪ bL as a subcomplex of bi+1K, there is a subsurface
of S. Let P ′ be the corresponding subcomplex of bi+2K. Writing K for biK and A for
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P ∪L we can see that P ′ = N(A), second barycentric neighborhood of A in K. Then the
boundary of N(L) in U has a single component.
Thus P ′ has fewer boundary components than P which is a contradiction as P has
the minimal number of boundary components. Hence |P | satisfies condition (1).
Proof of the theorem
Proof. For the construction of sequence {Si} of canonical subsurfaces, we first find
a sequence of triples {Ai, ni, Pi}, where Ai is a finite connected subcomplex of K, and
ni ∈ N, satisfying the following properties:
(a) |Pi| satisfies condition (1)
(b) bniAi ⊂ Pi
(c) Pi ⊂ bniAi+1
(d) |Pi| is contained in interior of |Pi+1|
We begin by choosing A1 as a single vertex. Then by Lemma 6.2.3, given Ai there
exists a compact bordered subsurface Si of S satisfying condition (1) with the polyhedron
|Pi| and Pi contains bniAi. Also we define Ai+1 = {σ2 ∈ K|bniσ2 ∩ Pi 6= φ}. Thus
Pi ⊂ bniAi+1. And from (b) and (c) we have (d).
We now show that the space M = S ∪ B(S) is compact. It follows that B(S) is
compact, being a closed subset of M .
Theorem 6.2.4. The space M is compact.
Proof. Suppose M has an open covering by the sets {Uα}, and {Si} be a canonical
exhaustion of S. If M were not compact there is a component Q1 of S
c
1 which does not
have a finite subcovering. Similarly we can find a component, Q2 ⊂ Q1, of Sc2 with the
same property. In this way we obtain a sequence Q1 ⊃ Q2 ⊃ Q3 ⊃ . . . of components
that have no finite subcovering. This defines an end q (say).
But q ∈ Uα for some α. This implies q ∈ Q ∪ B(Q) ⊂ Uα (some basic neighborhood
of q). By definition some Qn ∈ q is contained in Q ⊂ Uα, a contradiction to construction
of Qn.
Lemma 6.2.5. Let U and V be subsets of a surface S whose boundaries in S are
compact. Then B(U ∪ V ) = B(U) ∪B(V ) and B(U ∩ V ) = B(U) ∩B(V ).
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Proof. Let q∗ ∈ B(U ∪ V ) then for some Qn ∈ q, Qn ⊂ U ∪ V . Since boundary of U
is compact there is a Qi ⊂ Qn and Qi ∈ q which does not intersects with boundary of U .
Thus Qi is contained in U or V , and q
∗ ∈ B(U) ∪ B(V ). Also if q∗ ∈ B(U) ∪ B(V ) then
some Qn ∈ q is contained in U or V , that is, Qn ⊂ U ∪ V , so that q∗ ∈ B(U ∪ V ).
Also q∗ ∈ B(U ∩V ) if and only if some Qn ⊂ U ∩V for some Qn ∈ q, that is, Qn ⊂ U
and Qn ⊂ V this implies q∗ ∈ B(U) and q∗ ∈ B(V ). Thus we have q∗ ∈ B(U ∩ V ).
Lemma 6.2.6. If S ′ is a subsurface of an open surface S, Then B(S ′) contains non
planar and/or nonorientable ends if and only if S ′ is of infinite genus and/or infinitely
nonorientable.
Proof. Suppose B(S ′) contains some non planar end q∗ represented by q = Q1 ⊃
Q2 ⊃ Q3 ⊃ . . . . Then Qn are non planar for all n. Then there does not exist any compact
set A ⊂ S ′ such that S ′ \ A is of genus zero. Thus S ′ is of infinite genus.
Similarly if B(S ′) contains some nonorientable end q∗. Then Qn will be nonorientable
for all n and S ′ will be infinitely nonorientable.
Definition: LetK be a triangulation of an orientable surface S, orient all its simplexes
in a compatible manner. Suppose |f | : |K| → |K| be a simplicial homeomorphism and a
simplex σ2 is oriented by the ordering < a0, a1, a2 >, whose image |f |(σ2) occurs with the
orientation < f(a0), f(a1), f(a2) > induced by f , then the same hold for any other simplex
of K, and we call |f | orientation preserving. And for any homeomorphism g : |K| → |K|,
which need not be induced from a simplicial map, we call g to be orientation preserving
if g is homotopic to some orientation preserving simplicial map.
Definition: Let f, g : X → Y be two homeomorphism. An isotopy between f and g
is a homotopy H : X × I→ Y such that for each t ∈ I the map Ht : X → Y , defined by
Ht(x) = H(x, t) is a homeomorphism.
Theorem 6.2.7. (Isotopy Extension Theorem) (see [8], [12], [26]). Let H : N ×
I→M be an isotopy of a compact manifold N into a manifold M. If either H(N×I) ⊂ ∂M
or H(N × I) ⊂ M \ ∂M , then H can be extended to an isotopy of M, that is there is an
isotopy G : M × I → M such that G0 = iM and Ht = GtH0, and Gt is the identity map
outside a compact subset of M .
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Lemma 6.2.8. If f : S1 → S1 is an orientation preserving homeomorphism then f is
isotopic to the identity of S1
Proof. If f has no fixed point then we can take a rotation map of S1, g : S1 → S1
such that g(f(1, 0)) = (1, 0).
Then (g ◦f) : S1 → S1 is an orientation preserving homeomorphism with a fixed point
(1,0). Now g ◦ f can be lifted to a map fˆ : [0, 1] → R such that fˆ(0) = 0, making the
diagram commute
fˆ
I −→ R
p
y y p
S1 −→ S1
g ◦ f
where p : R→ S1 is the exponential map defined as p(t) = (cos2pit, sin2pit).
Since g ◦ f is orientation preserving homeomorphism fˆ is order preserving and we get
fˆ(1) = 1. Then fˆ : I → I is a homeomorphism. Consider the function H : I × I → I
defined as
H(x, t) = (1− t)fˆ((x) + tx.
This is an isotopy between fˆ and iI (identity of I). It defines an isotopy G : S1 × I→ S1
between g ◦ f and iS1 (identity of S1) making the diagram commutative
H
I× I −→ I
p× (iI)
y y p
S1 × I −→ S1
G
Now the map G1 : S1× I→ S1 defined by G1(x, t) = g−1 ◦G(x, t) is an isotopy between f
and g−1. Since g is a rotation of S1 so is g−1, that is, g−1(cosθ, sinθ) = (cos(θ+s), sin(θ+
s)) for some s. Define G2 : S1 × I→ S1 as
G2[(cosθ, sinθ), t] = [cos(θ + st), sin(θ + st)].
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Here, for each t, G2 is a rotation of S1. Hence G2 is an isotopy between g−1 and iS1 .
Since being isotopic to is an equivalence relation, we have, by transitivity, f is isotopic to
iS1 .
Lemma 6.2.9. Let S be compact bordered surface, C is a simple closed curve in ∂S
and f : C → C is any homeomorphism. Then f can be extended to a homeomorphism of
S onto itself so that every curve in ∂S is invariant.
Proof. If f : C → C is an orientation preserving homeomorphism. Let h : C → S1
be a homeomorphism. Then h−1 : S1 → S is an embedding.
Since hfh−1 : S1 → S1 is an orientation preserving homeomorphism, by Lemma 6.2.8,
there is an isotopy H : S1 × I→ S1 such that H(x, 1) = hfh−1(x) and H(x, 0) = x.
Define H1 : S1 × I→ S as H1(x, t) = h−1(H(x, t)).
Then by ‘isotopy extension theorem’ there is an isotopy
G : S × I→ S
such that G(x, 0) = x, ∀x ∈ S and H1t = GtH10 . Furthermore, the isotopy Gt is identity
map on the complement of a compact neighborhood of C.
Thus G1 : S → S is the required homeomorphism, where G1 = G|S×{1} .
If the map f : C → C is orientation reversing, we will take a copy S ′ of S and a
homeomorphism
Φ : S → S ′
such that, each boundary component of S is preserved, and for Φ(C) = C ′ in ∂S ′, the
map Φ|C is orientation reversing. Also consider a homeomorphism
Ψ : S → S ′
such that, each boundary component of S is preserved as above, and for Ψ(C) = C ′ in
∂S ′, the map Ψ|C is orientation preserving. Then the map
ΨfΦ−1 : C ′ → C ′
is an orientation preserving homeomorphism and we proceed as above.
Lemma 6.2.10. Let S be a compact bordered surface of genus g and let Γ1,Γ2, . . . ,Γp
be a partition of ∂S. Then for any k < g there exist p − 1 non intersecting simple
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closed curves C1, C2, . . . , Cp−1 in S which divide S into p components U1, U2, . . . , Up so
that Γi ⊂ Ui for each i. Also U1 is of genus k and Ui is of genus zero for 1 < i < p. If S
is nonorientable and k is even, then U1 can be made either orientable of genus k/2.
Proof. Consider the representation of surfaces as discussed in Chapter 5.
Figure 6.3
We shall work out the proof for the nonorientable case, and the other case can be
done on the same line. Let cardinality of Γi = li. If k = 0 then C1 is an arc joining l1
boundary curves of Γ1 as shown in Figure 6.4 below and the complete closed curve C1 is
this arc with the corresponding arc on D′ (the disk removed from S, described in Chapter
5). Similarly all other closed curves will be completed like this and here we shall draw
arcs only.
Figure 6.4
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Figure 6.5
Now if k > 0 then C1 will join k twisted strips with l1 boundary curves of Γ1 and
corresponding component will be U1
Also for each 1 < i < p, arc Ci will join only li boundary curves of Γi and corresponding
component will be called Ui.
And the set
Up = S \ {
p−1⋃
i=1
Ui} .
Now if k is even and as k < g by Theorem 5.2.2 we can simplify the representation of
Figure 6.6
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Figure 6.7
U1 by turning each pair of twisted strips into a pair of intertwined annular strips making
U1 orientable and reducing its genus to k/2.
6.3. Kere´kja´rto´’s Theorem
Now we shall discuss the classification theorem for noncompact surfaces given by B.
V. Kere´kja´rto´ (see [15]).
Theorem 6.3.1. Let S and S ′ be two open surfaces of the same genus and orientabil-
ity class. Then S and S ′ are homeomorphic if and only if their ideal boundaries are
homeomorphic, and the sets of planar and orientable ends are homeomorphic too.
Proof. Suppose that S and S ′ are of same genus and orientability class and let
h : B(S)→ B(S ′) be the homeomorphism between their ideal boundaries.
Let {Ki} and {K ′i} be canonical exhaustions of S and S ′. In particular take K0 (and
K ′0) having only one boundary component. If S has infinite genus and S is orientable or
infinitely nonorientable take K0 (and respectively K
′
0) to be a disk. If S is of odd or even
nonorientability class, take K0 (and respectively K
′
0) to be a projective plane or a Klein
bottle respectively with an open disk removed. Then by the classification theorem for
compact bordered surface we have a homeomorphism f0 : K0 → K ′0 and f ∗0 : ∂K0 → ∂K ′0
where f ∗0 = f0|∂K0 .
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Since K0 and K
′
0 are compact we have B(S) = B(K
c
0) and B(S
′) = B(K ′c0 ), we have
the homeomorphism h : B(Kc0)→ B(K ′c0 ).
For the construction of the homeomorphism F : S → S ′ we replace the exhaustion
{Ki} and {K ′i} by the canonical exhaustions {Li} and {L′i} of S and S ′ respectively. Also
for each n ∈ N construct a homeomorphism gn : Ln → L′n extending gn−1, satisfying the
condition that if U and U ′ are the corresponding components of S \ Ln and S ′ \ L′n such
that gn(∂(U)) = ∂(U
′) then B(U) will be homeomorphic to B(U ′).
For the construction of desired exhaustion we proceed by induction. Let L0 = K0
and L′0 = K
′
0 and g0 = f0. Furthermore if n is even, we make Ln large enough so that
Kn ⊂ Ln and if n is odd we alternate the process and make K ′n ⊂ L′n.
Let n is even and suppose that we have gn : Ln → L′n be a homeomorphism of canonical
subsurfaces. For the construction of L′n+1 , pick a K
′
p containing both L
′
n and K
′
n+1 in its
interior and let L′n+1 = K
′
p.
Claim 1: For sufficiently large M , their is a KM containing Ln in its interior such
that if U and U ′ are corresponding components of S \ Ln and S ′ \ L′n then
(i) if U ′ ∩ (L′n+1 \ L′n) is nonorientable then U ∩ (KM \ Ln) is nonorientable.
(ii) if genus of U ′ ∩ (L′n+1 \L′n) is some m ∈ N then genus of U ∩ (KM \Ln) is more than
2m.
If U ′∩ (L′n+1 \L′n) is nonorientable then U ′ is infinitely nonorientable, then by Lemma
6.2.6, B(U ′) contains nonorientable component. Since B(U) is homeomorphic to B(U ′),
it also contains nonorientable component and hence again by Lemma 6.2.6, U is infinitely
nonorientable. Thus there is a canonical subsurface L containing Ln in its interior such
that U ∩ (L \ Ln) is nonorientable.
If U ′ ∩ (L′n+1 \L′n) has positive genus then U ′ has infinite genus and by Lemma 6.2.6,
B(U ′) contains non planar component and so is B(U). Again Lemma 6.2.6 implies that
U has infinite genus. Thus there is a canonical subsurface N containing Ln in its interior
such that genus of U ∩ (N \ Ln) is more than twice of the genus of U ′ ∩ (L′n+1 \ L′n).
TakeKM to be large enough containing Ln and all L
′s andN ′s (one for each component
U) in its interior.
Claim 2: For M sufficiently large, there is a partition P = {P} of the set of compo-
nents of S \KM such that members of P are in 1-1 correspondence with the components
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of S ′ \ L′n+1 as follows: if P ∈ P corresponds to the component U ′ ⊂ S ′ \ L′n+1 then
h−1(B(U ′)) = {B(U)| U ∈ P}.
Also if P corresponds to U ′ ⊂ V ′ ⊂ S ′ \ L′n and V is a component of S \ Ln corre-
sponding to V ′ ( that is, gn(∂(V )) = ∂(V ′)) then every U ∈ P is contained in V .
For each m ∈ N let {Umi } be the components of S\Km. Then open sets {B(Umi )} form
a basis for B(S). Also let {U ′j} be the components of S ′ \ L′n+1. Since L′n+1 is compact
B(L′n+1) = φ and the collection {B(U ′j)} covers B(S ′). Thus {h−1(B(U ′j))} covers B(S)
and each h−1(B(U ′j)) is union of elements from the collection {B(Umi )}. Since B(S)
is compact a finite collection Q of open sets from {B(Umi )} which in turn lies in some
h−1(B(U ′j)) covers B(S). Let
M = max{m| B(Umi ) ∈ Q}.
And corresponding to each component U ′ of S ′ \ L′n+1 take
P = {U | U is a component of S \KM , B(U) ⊂ h−1(B(U ′))}.
Also U ∈ P implies B(U) ⊂ h−1(B(U ′)) ⊂ h−1(B(V ′)) = B(V ). Thus we have
U ⊂ V .
Let M to be large enough so that both of the above claim holds. Then we shall remove
certain part of each component of KM \ Ln to get the desired set Ln+1.
By claim 1 each component of KM \ Ln is of sufficiently large genus and right ori-
entability so that, using Lemma 6.2.10, we can diminish KM to a bordered subsurface
Ln+1 containing Ln so that each component of Ln+1 \ Ln has the same genus as the cor-
responding component of L′n+1 \ L′n and is orientable if and only if the latter is. Also
several components of S \ KM corresponds to one component of S ′ \ L′n+1. Because of
claim 2 we can assume, by diminishingKM \ Ln, that each element of P contains exactly
one component of S \Ln+1, that is for every component U ′ of S ′ \L′n+1, the corresponding
P ∈ P will consist of single component U of S \ Ln+1 and h−1(B(U ′)) = B(U).
Now each component Ui of Ln+1 \ Ln has the same genus and number of boundary
components as the corresponding component of L′n+1 \ L′n and is orientable if and only
if the latter is. Hence by the classification theorem of compact bordered surface there
are homeomorphisms θi : U i → U ′i, for each component. We can take the homeomor-
phisms such that θi(U i ∩ Ln) = U ′i ∩ L′n and θ(∂(U)) = ∂(U ′) where U ⊂ S \ Ln+1
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and h(B(U)) = B(U ′). Then θ : (Ln+1 \ Ln) → (L′n+1 \ L′n) is a homeomorphism where
θ|U i = θi. Also we may assume that each curve in the boundary ∂(Ln) is invariant under
the map θ−1gn : ∂(Ln)→ ∂(Ln). Let φ = θ−1gn on ∂(Ln) and extend φ to (Ln+1 \ Ln) by
Lemma 6.2.9. Define gn+1 : Ln+1 → L′n+1 as follows
gn+1(x) =
θφ(x), x ∈ Ln+1 \ Lngn(x), x ∈ Ln.
Thus we have exhaustions {Ln} and {L′n} and homeomorphisms gn : Ln → L′n extend-
ing gn−1. Hence the required homeomorphism F : S → S ′ is given by F |Ln = gn.
6.4. Noncompact Surfaces with Boundary
The components of boundary of noncompact surfaces includes circles (compact) and
open intervals (noncompact). In the case of circles, they can be contractible to a point
or glued up by a disk. By gluing them by disks we get a noncompact surface, provided
the boundary consists of circles only. Thus classification of noncompact surfaces with
boundary reduces to a classification of noncompact surfaces without boundary, and two
surfaces are homeomorphic if and only if the corresponding set of compact boundary
components are homeomorphic too.
While dealing with open intervals in the boundary, we represent these components as
circles which are punctured at finite or infinite number of points. The ends corresponding
to punctured points are called boundary ends or ends of boundary component. Two
boundary ends are adjacent if there exists a boundary component for which they are the
ends of it.
We can subdivide the noncompact boundary components and boundary ends into
finite or infinite cyclic sequence in which any two consecutive element make a boundary
component and its corresponding boundary end. Such a sequence is called a boundary
cycle which is same as circle with punctured point(s).
Let C(S) denotes the set of boundary ends of S. Define an equivalence relation ‘∼’
on the set C(S) as follows: any two boundary ends are in same equivalence class if they
are in same boundary cycle. Thus, D(S) = C(S)/ ∼ is a set of boundary cycles.
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Theorem 6.4.1. Let S and S ′ be two noncompact surfaces with boundary, having
same genus and orientability class. Then S and S ′ are homeomorphic if and only if their
ideal boundaries, set of compact boundary components, C(S) with C(S ′) and D(S) with
D(S ′) are homeomorphic and the set of planar and orientable ends and boundary ends are
homeomorphic too.
Proof. Given S and S ′ are of same genus and orientability class, also the set of
compact boundary components are homeomorphic. Then by gluing the boundary circles
by disk, the noncompact surfaces int(S) and int(S ′) are homeomorphic. Consider the
canonical exhaustions {Ln} and {L′n} of int(S) and int(S ′) respectively, as constructed
in Theorem 6.3.1 and homeomorphisms gn : Ln → L′n extending gn−1 for each n.
We shall extend the exhaustion {Ln} to {L˜n} such that each Ln is homeomorphic
to L˜n and {L˜n} covers S. The same can be done for S ′. Then for each n there is a
homeomorphism g˜n : L˜n → L˜′n extending g˜n−1. This defines a homeomorphism F : S → S ′
such that F |L˜n = g˜n.
Let {αk} be the noncompact boundary components of S. Then we can arrange them
in circles with punctured points. Each αk can be represented as an increasing sequence
of closed segments {βik}i, each contained in the interior of the one following it. We con-
tinuously connect βik with compact bordered surfaces Li, for each i ≥ k, by a path γk
Figure 6.8
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joining βkk with Lk. We require that crossing at boundary of every Li be transversal in
one point only. Also if a path goes out from the boundary of any Lk, then it crosses the
boundary of Ln for every n > k. To get a surface with boundary, we extend this path
to a closed (planar) neighborhood containing βik. This can be done in such a way that a
neighborhood of γk in each Li would contain the previous one, see Figure 6.8. At every
step of gluing of the strips we have only finite number of segments. Let L˜i be the compact
bordered surface obtained by attaching the closed strips to Li.
By a similar construction on S ′ we can construct {L˜′i}. For this, we first rearrange
the noncompact boundary components {α′k} of S ′ such that the adjacent boundary ends
of each αk corresponds to adjacent boundary ends of α
′
k and proceed as above.
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