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Preface
The electron-positron linear collider project stems from the Japanese High Energy
Committee’s recommendation made back in 1986 as the post-TRISTAN program for
energy-frontier physics. Following the recommendation a 5-years R&D program was set
up to address key issues in basic component technologies and to formulate the project
as a whole. The R&D program crystallized into the first project design in 1992 which
elucidated physics prospects and novel detector concepts matching the opportunities, and
outlined the accelerator complex including its application to X-ray laser production.
The basic physics that motivated the project is intact and the principal guideline
shown there for the project promotion remains unchanged or even enforced especially
in the necessity for further internationalization of the project. In this respect, the 1997
endorsement of the JLC as one of the major future facilities in the Asia-Pacific region is a
remarkable milestone made by the Asian Committee for Future Accelerators (ACFA) and
was an important step towards its realization in this region. The inter-regional cooperation
also became more important than ever, which is reflected in recent close cooperation with
European and North American regions to promote R&D’s for the JLC facility which is,
in its first stage, to cover center of mass energies up to about 500 GeV with a luminosity
in the 1034cm−2sec−1 range.
The JLC, being an unprecedentedly high luminosity e+e− collider, is capable of pro-
ducing more than 0.5 million light Higgs bosons, if any, and top quarks, for sure, within
5-6 years, and naturally serves as a Higgs and top factory. In addition it has a remark-
able physics potential as a W and Z factory equipped with highly polarized beams and
a two-orders of magnitude higher luminosity than those of existing facilities. Precision
study of these particles at the JLC is a crucial step to establish the standard model and
will pave the way to go beyond it.
In response to the ACFA statement of the linear collider project, a study group, Joint
Linear Collider Physics and Detector Working Group, has been set up under ACFA. The
charge of the working group is to elucidate physics scenario and experimental feasibilities.
The working group has been subdivided, according to physics topics and detector com-
ponents and many institutions in Asia are participating in various subgroups, expanding
their research activities at home institutes. The subgroup activities in different part of
Asia are discussed and exchanged over Internet and have been summarized annually at a
series of ACFA workshops.
Taking into account the scale of and the worldwide interests in linear collider projects,
it is highly desirable that actual studies be carried out in a more global scope in spite
of the regional nature of ACFA’s initiative. In this respect, it should also be noted that,
although the body of the JLC project promotion lies in Asia, there have always been ac-
tive participants from Europe and North America in the framework of the inter-regional
cooperation. Reciprocally Asian colleagues have been contributing to the workshops of
the other regions, and all of these regional activities are reported and discussed at a series
of worldwide linear collider workshops.
This report is a result from the past few years of the working groups’ activities, and is
intended to bring back and further enforce the importance of the physics that motivates
vthe project, as well as to detail the technical feasibility of the experimentation that is
involved in it.
The report is organized in the following format: in Chapter 1, we first detail the mis-
sion imposed upon the working group, and overview physics prospects and the detector
model. We then list up basic sets of parameters of the JLC machine, on which all the
studies are based. The subsequent chapters are grouped into three parts. First two of
them are for physics and detectors, which are subdivided, according to the subgroups
formation, and devoted to summaries of subgroups’ activities. The last chapter describes
optional experiments using γγ/e−γ/e−e− collisions.
We are convinced that the JLC is a reasonable next step for the Asian high energy
physics community well motivated by our present knowledge of particle physics. We have
been integrating outcomes from the accelerator, physics, and detector studies to realize
the project in Asia through healthy collaboration among Asian laboratories and univer-
sities.
We are willing to host this challenging large-scale inter-regional facility in the 21st
century and we believe the project would be a model case for the promotion of accelerator-
based science in Asia.
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1.1 Statement of the Mission
Clearly our goal is to build a linear e+e− collider and to open up a new era of high
energy physics through the experiments there-at. As a necessary step toward this goal,
the ACFA requested us to prepare a written report on the physics and detectors at the
collider[1, 2]. The document should identify important physics targets and, by doing so,
clarify required machine parameters such as beam energy and its spread, beamstrahlung,
luminosity, background, etc. and detector parameters such as momentum resolution for
tracking, energy resolution for calorimetry, impact parameter resolution for vertexing,
minimum veto angle, and so on.
The best map of the world for the linear collider to explore is called the standard
model Lagrangian, consisting of three parts: gauge, Higgs, and Yukawa sectors. While
the gauge sector has been investigated in depth by experiments in the last century, only a
very little is known about the remaining two, the Higgs and the Yukawa sectors, reflecting
the fact that there are two particles, the Higgs boson and the top quark, of which we do
not know very much yet. The situation was more or less the same back in 1992 with the
exception that there was no top quark discovered at that time.
The most important parameters that determine the overall scale of the project are
naturally the masses of these two particles, since they decide the required beam energy
for their direct productions. Although we had, already at that time, a fairly good estimate
of the top quark mass, its recent direct measurement at Tevatron is far much better and
gives us confidence to set our initial target machine energy to cover 350 to 400 GeV in
the center of mass frame. As for the Higgs mass, we now have an indirect measurement,
Mh < 215 GeV at the 95% confidence level, thanks to the direct top mass measurement at
Tevatron and various precision electroweak measurements at LEP and SLC, in particular.
This again points us to the energy range: 300 to 400 GeV. It is thus very important
for us to elucidate all the conceivable physics in this initial energy range of the project.
The next key issue to constrain the machine is the luminosity requirement. Past studies
showed that a luminosity of 5× 1032cm−2sec−1 is enough for most discovery physics, and
at least 5 × 1033cm−2sec−1 is needed for precision studies. This statement is still valid,
but we definitely need more if we are to define the JLC as a Higgs/Top/W/Z factory.
How much more should be answered in the report.
As a working assumption, this report assumes that the JLC can cover an energy range
2
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of 250 < Ecm < 500 GeV with a luminosity up to 1.5× 1034cm−2sec−1.
The detector parameters should be decided so as to make maximal use of the poten-
tial of the collider. It is thus very important to understand new features expected for
the future linear collider experiments. Firstly, since jets become jettier and calorimet-
ric resolutions improve with energy, we will be able to identify heavy ”partons” such as
W/Z bosons and t-quarks by reconstructing their hadronic decays with jet-invariant-mass
method. Full reconstruction of final states in this way is possible only in the clean envi-
ronment of an e+e− collider and will allow us to measure the four-momenta of final-state
”partons”, where ”partons” include light quarks, charm, bottom, and top quarks, charged
leptons, neutrinos as missing four-momenta, photons, W , Z, and gluons. For the heavy
”partons” which involve decays, we may even be able to measure their spin polarizations.
This is perhaps the most important new feature which makes unique the future linear
collider experiments: the Feynman diagrams behind a reaction become almost directly
observable. The detector must take advantage of this and, therefore, has to be equipped
with high resolution tracking and calorimetry for the jet-invariant-mass method, high res-
olution vertexing for heavy-flavor tagging, and hermeticity for indirect neutrino detection
as missing momenta.
Another remarkable advantage of the future linear collider experiments is the availabil-
ity of a highly polarized electron beam. For instance, let us consider the reaction: e+e− to
W+W−. In the symmetry limit where the gauge boson masses are negligible, we can treat
this process in terms of weak eigen states. This process then involves only two diagrams:
an s-channel diagram with a triple gauge boson coupling and a t-channel diagram with a
neutrino exchange. Notice that only W 0 (the neutral member of SU(2)L gauge bosons)
can appear in the s-channel since B, belonging to U(1)Y , has no self-coupling. Because
of this the cross section for this process will be highly suppressed at high energies, when
the electron beam is polarized right-handed. We can say that Feynman diagrams are not
only observable, but also selectable.
There are, however, some drawbacks inherent in linear collider experiments. Since the
collider operates in a single pass mode, one has to squeeze the transverse size of its beam
bunches to a nano-meter level to achieve the luminosity we required above. Such high
density beam bunches produce an electro-magnetic field which is strong enough to signif-
icantly bend the particles in the opposing bunches and thereby generating bremsstrahlung
photons. This phenomenon is called beamstrahlung. Because of this, electrons or positrons
in the beam bunches lose part of their energies before collision. When plotted as a function
of the effective center of mass energy, the differential luminosity distribution thus shows a
long tail towards the low energy region in addition to a sharp peak (delta-function part)
at the nominal center of mass energy, corresponding to collisions without beamstrahlung.
The existence of this sharp peak implies that for most physics programs we can benefit
from the well-defined initial state energy, a good tradition of e+e− colliders. In some
particular cases, however, the finite width of the delta-function part, which is determined
by the natural beam energy spread in the main linacs, and the beamstrahlung tail can be
a potential problem. Top pair production at threshold is a typical example.
There is yet another potentially serious problem inherent in linear collider experiments,
which is new kinds of background induced by beam-beam interactions. The beam-beam
background includes low energy e+e− pairs and so called mini-jets. One of the most im-
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portant tasks of the working group is to carefully design background mask system and
detectors with good time resolution.
Any detector design should take these new features into account. We can summarize
the performance goals as:
• Efficient and high purity b/c/(u, d, s, g) tagging for top and higgs studies.
• Recoil mass resolution limited by natural beam energy spread but not by trackers
for the reaction: e+e− to Zh followed by Z to l+l−. This is necessary to confirm
the narrowness of the higgs width.
• 2-jet invariant mass resolution comparable with the natural widths of W and Z for
their separation in hadronic final states.
• Hermeticity to indirectly detect invisible particles such as neutrinos, LSP, etc.
• A well designed BG masking system and time stamping capability
The first of these requirements sets a performance goal for a vertex detector, while
the second imposes the most stringent constraint on the tracking system. It should be
emphasized that the third point not only requires a good calorimeter, but also a good
track-cluster matching capability to enable good energy flow measurements.
The possible detector system that we proposed in 1992[3] was designed to satisfy
the above requirements, and contains both the central tracking chamber (CDC) and the
calorimeter (CAL) in a solenoidal magnetic field of 2 Tesla to achieve good resolution
and hermeticity. The design also required that final focus quadrupole magnets and a
background mask system be supported by a support cylinder installed in the detector.
The final focus magnets and the mask system should, thus, be considered as part of the
detector system. Although there is no immediate need to change the design principle of
the detector system, this design is almost 8 years old now and parameters of each detector
component should be reexamined carefully, taking into account achievements in the past
detector R&D’s. 3 Tesla option is definitely one of the most important study items for
the working group.
1.2 Physics Overview
1.2.1 The Standard Model
The goal of elementary particle physics is to identify the ultimate building blocks of Nature
and the interactions among them, and find their simple description. Primary means of
this endeavor is high energy accelerators. Advance of accelerator technology has been
enabling us to probe ever-higher energy and thus ever-shorter distance, thereby leading
us to deeper understanding of Nature. Over the past decades, we have learned that
Nature consists of a small number of matter particles and among these matter particles
lies a beautiful symmetry that is deeply connected with their interactions, and that the
microscopic world of these elementary particles can be described by quantum field theory.
The matter particles here are two kinds of spin 1/2 fermions, quarks and leptons, and the
symmetry here is called gauge symmetry.
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Conversely, we can start from the gauge symmetry and demand that any matter par-
ticle has to belong to some multiplet that is allowed by the gauge symmetry. A set of
particles that comprise a multiplet mutually transform each other by gauge transforma-
tions and thus have to be regarded as different states of a single particle. Their distinction
thus loses its absolute meanings, which naturally leads us to demand invariance of physics
by any gauge transformations made independently at different points in space-time. The
key point here is that this requirement of local gauge invariance forces us to introduce spin
1 gauge particles (gauge bosons) and, moreover, it dictates the form of the interaction
mediated by them. This is called gauge principle.
The first and most important question in any model building guided by the gauge
principle is the choice of the gauge symmetry (or corresponding gauge group). The gauge
field theory that is based on the SU(3)C ⊗ SU(2)L ⊗ U(1)Y is the Standard Model[4].
The standard model succeeded in describing all but one of the four known interactions—
electromagnetic, weak, and strong—and has been tested to a great precision in particular
in the last decade mainly through collider experiments. The test has reached a quantum
level and firmly established the gauge principle. It is remarkable in this respect that the
top quark, which was missing when the first JLC project design was drawn in 1992[3],
was discovered[5] in the mass range that had been predicted[6] through the analysis of the
quantum corrections. This filled the last empty slot of the matter multiplet of the Stan-
dard Model. Although the recent discovery of neutrino oscillation[7] requires extension of
its particle contents[8], the other part of the Standard Model is still intact.
Nevertheless, there is a good reason for the Standard Model still being called a model.
This is primarily because its core ingredient, the mechanism that is responsible for the
spontaneous breaking of the gauge symmetry[9] hence for the generation of the masses of
otherwise massless matter and force carrying particles, is left untested. In the Standard
Model, a fundamental scalar (Higgs boson) field plays this role. Because of a new self-
interaction (a four-point self-coupling hereafter called Higgs force), a Higgs field condenses
in the vacuum and spontaneously breaks the SU(2)L⊗U(1)Y gauge symmetry. The masses
of the matter and force carrying particles are generated through their interactions with the
Higgs field condensed in the vacuum, and are consequently proportional to their coupling
strengths to and the density (the vacuum expectation value) of the condensed Higgs field.
The masses of the gauge bosons, W and Z, could be predicted, since their interaction
with the Higgs field that is responsible for the mass generation is the universal gauge
interaction. The discovery of W and Z at the predicted masses[10] is a great triumph of
the Standard Model. On the other hand, the masses of quarks and leptons are generated
through yet another new interaction (hereafter called Yukawa force) that is arbitrarily
put in by hand to parametrize the observed mass spectrum and mixing of the matter
particles; more than half of the 18 parameters of the Standard Model are thus used for
this parametrization.
We can summarize the current situation as follows. There is no doubt about the
gauge principle on which the Standard Model is based and thus its breaking has to be
spontaneous and caused by ”something” that condenses in the vacuum. But the nature
of this ”something” still remains mysterious. Without revealing its nature, it will be
difficult to understand real implications of the data on CP violation and flavor mixing to
be accumulated at various laboratories in this decade. It should be stressed that, since
the coupling of this ”something” with a matter particle is proportional to the mass of the
matter particle, the heaviest matter fermion found so far, the top quark, might hold the
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key to uncover the nature of this ”something”. In order to understand the Higgs and the
Yukawa forces, therefore, we need not only to find the Higgs boson but also to study both
the Higgs boson and the top quark in detail.
It is remarkable that just like the analysis of the quantum corrections enabled us to
predict the mass range of the top quark before its discovery, the advance of the precision
measurements in the last decade now allows us to indirectly measure the mass of the
Higgs boson in the framework of the Standard Model. The data tell us that the mass of
the Standard Model Higgs boson is less than 215 GeV at the 95% confidence level[11].
Recall that the mass of the Higgs boson is related to its four-point self-coupling, which
becomes stronger at higher energies. This upper bound is surprisingly consistent with the
picture that the Higgs self-coupling stays perturbative up to very high energy near the
Planck scale and also with the recent indication of a possible Higgs signal at LEP[12].
Such a light Higgs boson lies well within the reach of the JLC in its startup phase and
can be studied in great detail as we shall see in Chapter 2. We will be able to verify its
quantum numbers and its couplings as well as to precisely determine its mass. If the Higgs
boson mass is less than 150 GeV, we should be able to test the mechanism of the fermion
mass generation. The top quark threshold region is sensitive to the Yukawa potential
due to the Higgs boson exchange and at higher energies we will be able to measure the
top Yukawa coupling directly as discussed in Chapter 4. The study of the Higgs boson
branching ratios[13] can also tell us if the Yukawa coupling constants are proportional
to the fermion masses. Such tests can be performed only at e+e− colliders with a clean
environment. In this way, the JLC is able to thoroughly establish the Standard Model.
1.2.2 Problems with the Standard Model
Once the SU(3)C ×SU(2)L×U(1)Y gauge structure and the mass generation mechanism
are established this way, we may start seriously asking many unresolved questions within
the Standard Model. Why do the electric charges of electron and proton exactly balance?
Why are the strengths of the gauge interactions so different? Why is the number of
generations three? Why do the seemingly independent anomalies from the quark sector
and lepton sector cancel? Where do the fermion masses come from? Why is the CP
invariance broken? And many others. Among them, the far most important question is:
Why is the electroweak symmetry broken, and why at the scale 〈H〉 = 246 GeV?
The Standard Model cannot answer any of these questions. This is exactly why we
believe that there lies a more fundamental physics at a higher energy scale which leads
to the unanswered characteristics of the Standard Model. Then all the parameters and
quantum numbers in the Standard Model can be derived from the more fundamental
description of Nature, leading to the Standard Model as an effective low-energy theory.
In particular, the weak scale itself 〈H〉 = 246 GeV should be a prediction of the deeper
theory. The scale of the fundamental physics can be regarded as a cutoff to the Standard
Model. Above this cutoff scale, the Standard Model ceases to be valid and the new physics
takes over.
The mass term of the Higgs field is of the order of the weak scale, whereas the natural
scale for the mass term is, however, the cutoff scale of the theory, since the quantum
correction to the mass term is proportional to the cutoff scale squared because of the
quadratic divergence. This problem, so-called the naturalness problem, is one of the main
obstacles we encounter, when we wish to construct realistic models of the “fundamental
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physics” beyond the Standard Model. If the cutoff scale of the Standard Model is near the
Planck scale, one needs to fine-tune the bare mass term of the Higgs potential to many
orders of magnitude to keep the weak scale very tiny compared to the Planck scale. There
are only two known possibilities to solve this problem. One is to assume that the cutoff
scale of the Standard Model lies just above the weak scale and the other is to introduce
a new symmetry to eliminate the quadratic divergence: supersymmetry. In the former
scenario the Higgs boson mass tends to be heavy, if any, while in the latter it is expected
to be light.
1.2.3 Supersymmetry
The existence of a light Higgs boson below the experimental upper bound mentioned above
thus makes the latter possibility more plausible. Supersymmetry (SUSY)[14] is a sym-
metry between bosons and fermions and imports chiral symmetry that protects fermion
masses from divergence into scalar fields, thereby eliminating the quadratic divergence
of scalar mass parameters. Since the principal origin of the naturalness problem in the
Standard Model is the quadratic divergence of the Higgs mass parameter, its absence in
the supersymmetric models allows us to push the cutoff up to a very high scale[15]. This
possibility, that the cutoff scale may be very high, provides us an exciting scenario, that
all the weak scale parameters are determined directly from those at the very high scale
where the supersymmetry is naturally understood in the context of supergravity. Stated
conversely, we can probe the physics at the very high scale from the experiments at the
weak scale.
Supersymmetry is, however, obviously broken, if it exists at all. Nevertheless, it should
not arbitrarily be broken, as long as it is meant to solve the naturalness problem: only
Soft Supersymmetry Braking (SSB) terms are allowed and the mass difference between
any Standard Model particle and its superpartner should not exceed O(1) TeV. Most of
more detailed analyses along this line put upper mass bounds on some SUSY particles
that make their pair productions at the JLC possible[16]. Turning our attention to the
theoretical aspect of the above restriction to the SUSY breaking mechanism, we can
classify phenomenologically viable models in terms of how the SSB takes place and how
it is transmitted to our observable sector. Various SSB parameters at the high scale of
SUSY breaking are determined by the choice of the SSB mechanism and the mediation
mechanism.
In the early days of SUSY model building there existed essentially only one class of
models, where the SSB is transmitted via gravity to the low energy world. While these
models still being valid, the past few years changed the situation drastically and now we
have a set of different models that include the aforementioned gravity-mediated models,
Anomaly-Mediated SUSY Breaking (AMSB) models[17], Gauge-Mediated SUSY Breaking
(GMSB) models[18], and models where the SSB mediation is dominated by gauginos[21].
In any case, the low energy values of the SSB parameters are derived from those at the
high scale by evolving them down to the weak scale via renormalization group equations.
Consequently the SUSY particle masses and, in cases where mixing occurs, even their
couplings are given in terms of the SSB parameters at the high scale, depending on the
SSB mechanism. As we shall see in Chapter 3, once the first SUSY particle is found, we
can carry out a consistent SUSY study program to step through the spectrum of SUSY
particles and measure their properties in detail with the help of the clean environment
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and the powerful polarized beam that is available only at the e+e− linear colliders[19, 20].
Once these low energy values of SUSY particle properties are measured, we can then in
principle point towards the physics at the high scale and hence at the SUSY breaking
mechanism.
The idea that the weak scale parameters are directly determined from a very high
energy scale has naturally led us to the concept of the grand unified theory (GUT)[22].
It is well known that the three gauge coupling constants of the Standard Model do not
unify, when extrapolated to the high scale using the Renormalization Group Evolution,
while they do to a good approximation, if the Standard Model is supersymmetrized. The
supersymmetric GUT models thus quantitatively explain the relative strengths of the
three gauge coupling constants of the Standard Model. Furthermore, the baroque struc-
ture of the fermion quantum numbers in the Standard Model can be naturally embedded
into a GUT gauge group, leading to the exact quantization of the electric charge and
the precise cancellation of the anomalies. It is also worth mentioning that the heavy top
quark naturally fits in the supersymmetric models, since its Yukawa coupling can drive
the Higgs boson mass squared to negative at the weak scale thereby radiatively breaking
the SU(2)L ⊗ U(1)Y as needed[23].
1.2.4 Alternative Scenarios
Although the experimental data prefer the former light Higgs scenario, there is logical
possibility that Nature had taken the latter path. Technicolor scenario, which is based
on a new strong interaction, belongs to this class, solving the naturalness problem by
setting the cutoff just above the TeV scale. The elementary Higgs field is replaced by
the Nambu-Goldstone bosons associated with a dynamical chiral symmetry breaking in
the techni-fermion sector[24]. Unlike the early models of supersymmetry, however, all
the early models in this category have been excluded experimentally and the remaining
models have lost most of the original beauty that motivated the scenario. Nevertheless, if
no light Higgs boson is found, we will have to abandon the former scenario and seriously
confront this latter possibility. In this sense, this is the crucial branch point to decide the
future direction of high energy physics and the JLC can clearly show us which way to take
by unambiguously testing the existence of the light Higgs boson as described in Chapter
2. If we are to take the latter path, we will need to scrutinize the W and Z bosons as
well as the top quark in great detail to spot any deviation from the Standard Model in
order to get insight into the underlying dynamics that is responsible for the spontaneous
breaking of the electroweak gauge symmetry. The JLC’s ability in such measurements
are elucidated in Chapters 4 and 6.
The study of the top quark has, however, fundamental importance in its own right as
described in Chapter 4. First of all, a precise measurement of its mass, ∆mt <∼ 100 MeV, is
found possible at the tt¯ threshold thanks to the recent progress in the nonrelativistic QCD.
The large width of the top quark acts as an infrared cutoff to the QCD interaction[26],
allowing us to make definite theoretical predictions using perturbative QCD. This re-
markable feature provides a new and clean test of perturbative QCD as well as a precise
measurement of the strong coupling constant αs[25]. Both of these measurements together
with the W mass determination discussed in Chapter 6 will be indispensable when one
tries to probe the physics beyond the Standard Model from the analysis of the radiative
corrections. Search for possible CP violation in the top quark system also deserves special
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mention since its discovery immediately signals physics beyond the Standard Model.
Finally, speaking of the physics beyond the Standard Model that may put the cutoff
scale just above the weak scale, we cannot but mention the recent remarkable proposals
that have literally added extra dimensions to the possible scenarios[27]. These extra
spatial dimensions may give rise to new states that would appear as Z ′ bosons or spin-2
resonances, depending on the models. In the brane world scenarios, which embed our
world as a four-dimensional membrane in a space with higher dimensions, gravity would
become strong at TeV energies. In these models, gravitons could be radiated into the bulk
and would leave missing energy signals for the process like e+e− → γG. It is also possible
that the effect of the virtual graviton exchange would show up as a deviation from the
Standard Model. The sensitivity of the 500 GeV linear collider is expected to reach a
few TeV[28], which seems enough to find some positive signal if the extra dimensions are
somehow related to the naturalness problem.
We have seen above that there are many possibilities and we do not know which way
to take for sure, but one thing is clear. Whatever new physics lies beyond the Standard
Model, the key to open it is the understanding of the electroweak symmetry breaking, and
the clean environment, high luminosity, and the large beam polarization at the JLC will
give us a definite answer for it, thereby leading us to make an entirely new step towards
the deeper understanding of Nature.
1.3 Detector Model
The first design of the JLC detector was made in 1991 as a part of the JLC-I study
report[3]. It was a large-volume general-purpose detector aiming at the highest perfor-
mance with rather conventional technology. The design criteria adopted that time are
still valid even now since motivating physics has not been changed up to now.
The design criteria in terms of event-reconstruction performance are as follows:
• Two-jet mass resolution be as good as natural widths of weak bosons;
• Mass resolution of the recoil system to a muon pair be as good as beam-energy
spread for Higgs-strahlung events followed by Z-decay to muons;
• Vertex resolution be capable of reconstructing cascade decays.
How these criteria are translated into performance of each sub-detector under linear-
collider environment is described in the detector chapters (Part III of this volume) in
detail.
There has been a great progress in evaluating backgrounds to the tracking detectors
these years. As a result, the magnetic field of 2 Tesla in the original design is now thought
to be a little too weak to suppress backgrounds to the vertex detector (VTX) and the
central drift chamber (CDC) in the case of high-luminosity operation (parameter set Y)
of 2.5×1034cm2sec−1. We therefore started studies for a new detector design with 3 Tesla
magnetic-field, and consequently with smaller dimensions. This is why, for some sub-
detectors described in the detector chapters, both the 2 Tesla- and the 3 Tesla-designs are
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Figure 1.1: Configuration of the baseline JLC detector.
discussed in parallel. Inner detectors, on the other hand, have common designs, regardless
of the field choice, as far as the aforementioned two options are concerned.
As a matter of fact, there has been a proposal to go to much higher magnetic field and
much smaller size. However, studies on this compact-detector option are yet very limited,
and thus are omitted in this report.
In designing the 3 Tesla-version, some detector parameters have been revised in ac-
cordance with progress in each sub-detector R&D and of simulation studies. There has
also been significant advance in detector technologies as consequences of SSC, Tevatron,
and LHC studies. Some sub-detector designs have been revised to utilize these new tech-
nologies.
Fig. 1.1 shows a cut view of the present (revised) JLC detector of the 3 Tesla design.
From inside to outside in the radial direction, it is composed of VTX, an Intermediate
Silicon Tracker (IT), the CDC, a Calorimeter (CAL), a Superconducting Solenoid, and
Muon Counters (MU) interleaved with flux-return iron yokes. There is a supporting tube
between the IT and the CDC, which supports inner detectors and Interaction Region
(IR) devices such as VTX, the IT, Luminosity and Pair Monitors (LM and PM), final Q-
magnets, conical masks with active energy taggers (AM) on their tips, and compensating
solenoids. There is no design for forward trackers (FT) yet. The overall dimension of the
3 Tesla design is about 14m× 14m× 13m, and weighs about 13 kilo-tons. This volume is
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slightly smaller than that of the CMS detector at LHC.
Key parameters and expected performances of the sub-detectors are summarized in
Table 1.1. Notation of sub-detectors in the table follows the abbreviations given above.
Key points of the sub-detector R&D’s are very briefly listed below.
IR
The most important tasks of the IR study are:
• to design beam line devices which minimize backgrounds to the detectors,
• to estimate the backgrounds to the detectors reliably,
• to design a radiation-resistant detector for the pair monitor, and
• to design a stable support system for the IR devices.
Though there remains some technical issue to be solved, most of these tasks are satisfac-
torily achieved as described in Chapter 7.
Trackers
The most crucial R&D item on the VTX detector is radiation hardness of CCD.
The most up-to-date technologies such as two-phase operation and notch structure seem
promising to enable operation of a few years to several years. However, further estab-
lishment is needed. Other R&D items such as position resolution, room-temperature
operation, and fast readout are shown to be of no problem. Detail will be presented in
Chapter 8.
Many R&D items of the CDC are related to the feasibility of a 4.6m-long chamber:
wire creep, wire sag, stereo-cell geometry, or a thin mechanical structure which can sup-
port huge wire tension. These problems may disappear in the case of the 3 Tesla design.
However, the 3 Tesla-field raised a new problem: large Lorentz angle. Some of the prob-
lems above are almost solved, while others need further studies.
Generic studies such as gas gain, position resolution, and two-track separation, on the
other hand, are straightforward tasks, and seem to be almost established. These items
will be described in Section 8.3.
Studies on the IT are yet rather limited. Simulation studies on its performance are in
progress with a 1st trial set of parameters. Hardware design studies, however, are very
primitive. The description of the IT given in Section 8.2 is, therefore, mostly on the
simulation results.
Studies on the forward trackers have not yet started.
PID
Studies are rather limited up to now about dedicated detectors for particle identifi-
cation, especially for π/K separation. Though it was reported that dE/dx measurement
with pressurized gaseous tracking detectors can provide good π/K separation for mo-
mentum region below 30 GeV [29], this momentum region may not be high enough to
improve W -charge determination via jet-mode at the highest energy. Furthermore, in our
current scope, the JLC-CDC will not be pressurized. In such cases, challenging detectors
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Table 1.1: Parameters and Performances of the baseline JLC detector.
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such as a focusing DIRC [30] would be helpful. However, since there have been almost
no systematic studies about possible impact of such detectors on physics sensitivity, no
dedicated chapter for particle identification is given in this report.
CAL
Calorimeter design has been changed significantly since the JLC-I study report. Finer
granularity is aimed at while keeping the best energy resolution. The latter has been
established by series of test beam measurements, while optimization of granularity is still
underway. Studies on photo-detectors and engineering issues are also in progress. The
detail of the study including historical review is presented in Chapter 9.
MU
Requirements on muon detectors are neither so severe nor unique under linear collider
environment. We therefore think that muon detectors developed for B-factories or for
LHC experiments will be usable for linear collider experiments. Applicability of such
muon detectors is examined in Chapter 10.
DAQ
The number of read-out channels and average data size are listed in Table 1.1. Zero-
suppression-on-board is assumed for the data-size estimation.
The CCD-VTX detector was once thought to be too slow to finish readout within the
bunch-train crossing-interval of 6 msec, and various pre-processing schemes were investi-
gated. Recent studies have shown that it is feasible to read-out all the CCD data during
the train-crossing interval. Therefore all the data from all the sub-detectors can directly
be transfered to a CPU farm for judgement. Since there is no complicated architecture
in the DAQ design, dedicated chapter is not given in this report.
Structure
In Chapter 11, design of the solenoid structure and its engineering studies on mechan-
ical and magnetic properties are described. Because of the huge magnetic force on the
endcaps we may end up with reducing the number of super-layers of the muon detector
interleaved with the endcap iron yokes in the case of the 3 Tesla design. Otherwise there
is no foreseen difficulty, and one possible solution, though not yet final, is presented.
Simulation Tools
Two kinds of detector simulators, QuickSim and JIM, have been used for our stud-
ies. QuickSim is a simple but fast simulator mostly used for physics studies. JIM is a
full detector simulator based on the Geant3 packages and used for studies of detector
performance. These tools are described in Chapter 12, together with tools for event gen-
erations. Recently, we started developing a new full detector simulator, JUPITER, using
object oriented technology based on Geant4. Short report on its status is also given there.
1.4 Accelerator Overview
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Figure 1.2: Schematic Layout of JLC. Not to scale. DR: Damping Ring, BC:
Bunch Compressor, FFS: Final Focus System, IP: Interaction Point.
1.4.1 Accelerator Complex
A detailed report on the R&D status as of 1997 was published as ‘JLC Design Study’[31]
and recent updates are described in ‘ISG Progress Report’[32]. Look at the web pages[33]
for the latest status. Here, we shall summarize the machine aspects very briefly.
The whole accelerator complex is schematically depicted in Figure 1.2.
Injectors1
The e+e− beams to be injected to the main linacs have the following properties:
• The beam energy 10 GeV.
• One pulse consists of 95 bunches with the separation 2.8 nsec in-between (190
bunches × 1.4 nsec when upgraded).
• Each bunch contains ∼ 1010 particles. The r.m.s. bunch length is ∼ 100 µm.
• The pulse is repeated at 150 Hz.
The electron beam is created in the following scenario:
1Here we give parameters based on X-band main linac. There are minor differences for C-band up to
a factor of 2.
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Table 1.2: Main Linac RF System.
Overall parameters
Unloaded gradient G0 72 MV/m
RF System Efficiency ηAC→RF 38 %
Repetition rate frep 100 or 150 Hz
Modulator
Efficiency ηmod 75 %
Klystron
Klystron Peak Power 75 MW
Klystron Pulse Length 1.5 µs
Efficiency ηkly 60 %
Pulse Compressor
Pulse compression method 2 mode 4/4 DLDS
Pulse compression power gain 3.4
Efficiency ηcompr 85 %
Accelerating Structure
Structure type RDDS 2π/3 mode
Structure length Ls 1.80 m
Number of cells 206
Average iris radius 〈a/λ〉 0.18
Attenuation parameter τ 0.47
Shunt impedance rs 90 MΩ/m
Fill Time Tf 103 ns
Q-factor Q 7800
• The beam generated by the electron gun is accelerated to 1.98 GeV by an S-band
linac and cooled to the required emittance in the damping ring (DR).
• The bunch length is ∼5 mm when extracted from DR. It is compressed by the first
bunch compressor BC1 to ∼ 500 µm.
• Accelerated to 10 GeV by another S-band linac (pre-linac).
• The bunch is compressed to the desired length in the second bunch compressor BC2.
BC2 is a fairly large structure, consisting of a large arc (∼300 m long), RF cavities
(∼300 m long), and a chicane. This makes a 180-degree turn so that the pre-linac
and the main linac can be accommodated in the same tunnel.
For the positron beam some more facilities are needed:
• A high intensity electron beam is accelerated to ∼10 GeV and is led to a target to
generate positrons.
• This positron beam is collected and accelerated to 1.98 GeV.
• Since the emittance is much larger than that of the electron beam from the gun,
this positron beam is once cooled in the pre-damping ring before it is injected to
DR.
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Main Linac
The acceleration scheme of the main linac is a conventional one: The electric power from
commercial line is converted to a high-voltage (a few hundred kilo-volts), short (a few
microseconds) pulse by klystron modulators. This pulse is converted into microwave by
high-power klystrons and is led to normal-conducting accelerating structures. What is
not conventional is that a very high accelerating gradient is required to make the whole
system reasonably short. Generally speaking, a higher accelerating frequency of microwave
is better for higher gradient but is more difficult technologically. There are at present two
possible choices of the main accelerating frequency, X-band (11.424 GHz) and C-band
(5.712 GHz), both being higher than conventional frequencies for linacs. The latter is
considered to be a backup scheme in case the X-band R&D would delay or fail.
The development of high-power klystrons is going well but the technological limit of
the klystron peak power is far below the value needed to reach the desired accelerating
gradient (over 50 MV/m for X-band and over 30 MV/m for C-band). On the other
hand it is relatively easy to obtain a long klystron pulse. Therefore, one should compress
the pulse to obtain a higher peak power with shorter length. The pulse compression
scheme is different between X- and C-band designs. The X-band design adopts the DLDS
(Delay Line Distributed System) as the effective pulse compression method. The output
microwaves (1.5 µsec long) from 8 klystrons are combined and cut into four in time. Each
time slice is delivered to different accelerating structures upstream. The C-band design
adopts a disk-loaded structure made of 3-cell coupled-cavity. The power efficiency is lower
than the DLDS but the system is much more compact. In the following we shall describe
the X-band design. The parameters related to the X-band RF system are summarized in
Table 1.2.
1.4.2 Overview of JLC Parameters
The latest parameter sets are available in the ISG (International Study Group) Progress
Report[32]. Here, we shall briefly summarize the major points and add some more detailed
description on the issues related to the beam properties at the collision point.
Standard Parameter Sets
During the ISG study we have put emphasis on the cost and power minimization and the
relaxation of the tolerances against various errors. As a result we decided not to give one
single parameter set but to give a range of parameters in the form of three different sets
A, B, and C. These do not mean three different designs but three different operation
modes of the same machine. Basically, A adopts a low-current and small-emittance beam
and C a high-current and large-emittance (i.e., accepts larger emittance growth). We
demand that any of these operation modes (actually continuously from A to C) can be
realized. For example the injector system should be able to deliver the highest current
assigned for C and the bunch compressors can produce the shortest bunch for A.
Table 1.3 shows the parameter sets A, B, and C at the center-of-mass energy Wcm ≃
500 GeV.2
2 Since the three sets of parameters refer to the same machine length with different loading, the
center-of-mass energies are not exactly the same. Several typos in [32] have been fixed. There are
slight differences from [32] in the number of beamstrahlung photons, luminosity, etc., because here we
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The luminosity values in Table 1.3 do not include the crossing angle at the collision
point. To avoid background events we are thinking of a (full) crossing angle φc = 7 mrad,
which will cause a luminosity reduction of about a factor 0.6. This reduction can be
avoided by introducing the so-called crab crossing.
The SLC has provided a polarized electron beam (∼80%). This will also be possible
in JLC. The polarized electron gun for multi-bunch operation is not ready yet but is
expected to be feasible by the time of JLC completion. The depolarization by the beam-
beam interaction will be a few percent.
Upgrade of Luminosity
When the machine is well tuned after several years of operation, we may hope that the
machine can be operated at a high current like C with a small emittance like A giving a
very high luminosity. This parameter set is not consistent in that (1) the beamstrahlung
would be too strong and (2) the alignment tolerance too tight. However, we can overcome
these difficulties if we split the charge of each bunch into two bunches. We cannot change
the total train length because of the pulse compression system already built. Thus, we
have to halve the distance between bunches keeping the total train length. Thus, we come
to the parameter set X shown in Table 1.3. The changes from A to X are to
• Increase the number of bunches from 95 to 190 and halve the bunch distance to
1.4 nsec. (To do so an absolute constraint in the design stage is that the RF
frequencies lower than 714 MHz must not be used.)
• Set the bunch charge to 0.55×1010 so that the total charge in a train is the same as
in C.
• Improve the vertical emittance from the damping ring by a factor 2/3 and keep the
same emittance blowup ratio in the main linac as in A (absolute blowup is smaller).
• Slightly shorten the bunch length.
• Slightly improve the beta functions at the IP, which is expected to be feasible at
energies much lower than the highest design energy (1 to 1.5 TeV).
The beamstrahlung and alignment tolerance of accelerating structures are better than in
the standard sets owing to the greatly reduced bunch charge. Thus, a further upgrade
of luminosity will be possible if we can increase the bunch charge back to that in A,
resulting in the parameter set Y. (Note that the linac must slightly be lengthened to
achieve Y due to the lower loaded gradient.) However, this parameter set demands very
high beamloading everywhere in the system. Also, a higher production rate of positrons
(factor 1.27 over C) is required.
Scaling to Lower Energies
For given normalized emittance γǫx and γǫy, the beam size at the IP scales as 1/
√
Wcm
so that the luminosity is simply proportional to Wcm. This is not correct, however, if
one lowers the energy by reducing the accelerating gradient. The beam loading effect is
used computer simulations of the beam-beam interaction for beamstrahlung, pinch-enhancement of the
luminosity, etc., instead of using simplified analytic formulas.
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Table 1.3: Parameters for the JLC at ECM ≃500 GeV
A B C X Y
Beam parameters
Center-of-mass energy ECM 535 515 500 497 501 GeV
Repetition rate frep 150 Hz
Number of particles per bunch N 0.75 0.95 1.10 0.55 0.70 1010
Number of bunches/RF Pulse nb 95 190
Bunch separation tb 2.8 1.4 ns
R.m.s. bunch length σz 90 120 145 80 80 µm
Normalized emittance at DR exit γεx 300 300 10
−8m·rad
γεy 3.0 2.0 10
−8m·rad
Main Linac
Effective Gradient1) Geff 59.7 56.7 54.5 54.2 50.2 MV/m
Power/Beam PB 4.58 5.58 6.28 6.24 7.99 MW
Average rf phase φrf 10.6 11.7 13.0 deg.
Linac Tolerances yc 16.1 15.2 14.6 18. 14. µm
Number of DLDS nonets 23 25
Number of structures per linac 2484 2700
Number of klystrons per linac 1656 1800
Active linac length 4.47 4.86 km
Linac length 5.06 5.50 km
Total AC power PAC 118 128 km
IP Parameters
Normalized emittance at IP γεx 400 450 500 400 400 10
−8m·rad
γεy 6.0 10 14 4.0 4.0 10
−8m·rad
Beta function at IP βx 10 12 13 7 7 mm
βy 0.10 0.12 0.20 0.08 0.08 mm
R.m.s. beam size at IP σx 277 330 365 239 239 nm
σy 3.39 4.88 7.57 2.57 2.55 nm
Disruption parameter Dx 0.0940 0.117 0.136 0.0876 0.112
Dy 7.67 7.86 6.53 8.20 10.43
Beamstrahlung param 〈Υ〉 0.14 0.11 0.09 0.127 0.163
Beamstrahlung energy loss δB 4.42 4.09 3.82 3.49 5.22 %
Number of photons per e−/e+ nγ 1.10 1.20 1.26 0.941 1.19
Nominal luminosity L00 6.82 6.41 4.98 11.15 18.20 1033cm−2s−1
Pinch Enhancement2) HD 1.444 1.392 1.562 1.389 1.483
Luminosity w/ IP dilutions L 9.84 8.92 7.77 15.48 27.0 1033cm−2s−1
1) Effective gradient includes rf overhead (8%) and average rf phase 〈cosφrf 〉.
2) HD includes geometric reduction (hour-glass) and dynamic enhancement. The focal points
of the two beams are made separated to each other by about 1σz for higher HD (∼10%)
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Figure 1.3: Schematic layout of the bypass
characterized by the ratio of the beam-induced field to the external field (by klystron).
Therefore, when one reduces the accelerating gradient, one has to reduce the charge
proportionally for avoiding too large beam loading. Thus, the luminosity would scale as
W 3cm, which is not acceptable for low energy experiments. For high luminosities we have to
keep the gradient as high as possible. One might think that one can accelerate the beam
to the desired energy and let the accelerated beam go through the empty accelerating
cavities. This does not work because the beam-induced field in the empty cavities will
destroy the beam quality. Thus, to get the luminosity scaling ∝Wcm, one has either
• to perform low energy experiments during the construction stage when the unnec-
essary accelerating structures have not yet been installed
• or to construct a bypass system such that the beam accelerated to a desired energy
skips the rest of the linac and is directly transported to the final focus system. (See
Figure 1.3)
Obviously neither of these can be continuous: the construction stage is discrete and the
bypass line as well. Thus, large changes of energy should be made by the above ways and
fine adjustment by changing the gradient. Table 1.4 shows the scaling of parameters (for
each of A,B,C,X,Y) under the two conditions: (a) constant gradient and (b) constant
active linac length. For example, if one wants Wcm=250 GeV but only a bypass for
300 GeV is available, the luminosity will be (300/500)× (250/300)3 times the luminosity
at 500 GeV. We do not have a design of the bypass system yet.
Beam Energy Spread
The beam energy spread before collision is normally a small fraction of a percent and
is much smaller than the effect of the beamstrahlung. Nonetheless, the beam energy
spread can be important, depending on the type of experiments, because the high-energy
spectrum edge still remains under the beamstrahlung but will be blurred by the energy
spread of the input beam.
The beam energy spread within a bunch comes from
• effect of the short-range longitudinal wake (beam-induced field within a bunch)
• energy spread before the main linac
The latter is small (≤ 2% × 10 GeV/E) except for experiments at very low energies.
We can minimize the former, which causes more energy loss at the bunch tail than at
the head, by placing the bunch at the optimum phase of the sinusoidal curve of the
accelerating field. The phase angle is also used for other purpose (to control the transverse
CHAPTER 1. OVERVIEW 20
Table 1.4: Energy scaling of parameters for (a) constant gradient and (b)
constant active linac length. The numbers are the power of Wcm. The
luminosity(†) is not rigorous due to the change of pinch enhancement fac-
tor. Beamstrahlung energy loss and the number of beamstrahlung photons(‡)
are not rigorous due to the change of Υ.
(a) (b)
Luminosity L (†) 1 3
Bunch charge N 0 1
Bunch length σz 0 0
IP beam size σx, σy -0.5 -0.5
Disruption parameters Dx, Dy 0 1
Upsilon parameter Υ 1.5 2.5
Beamstrahlung energy loss (relative) (‡) 2 4
Number of beamstrahlung photons (‡) 0.5 1.5
instability) but a control of the energy spread can still be possible by changing the phase
in upstream and downstream parts of the linac separately, since the instability is severer in
the low energy part. In general, an under-correction (small phase) causes a doubly-peaked
distribution with a short tail and an overcorrection causes a sharp single peak with a long
tail. Figure 1.4 shows an example of the energy spectrum at various RF phases for the
parameter set A at the beam energy 250 GeV. The vertical scale is normalized for each
curve. An initial energy spread of 1.5% (rms) at 10 GeV has been added in this figure.
In addition to the above spread within a bunch, there will be a fluctuation of average
energy from bunch to bunch and from pulse to pulse. The possible reasons are:
• miss-compensation of beam loading
• jitter of the klystron power and phase
• change of beam loading due to the fluctuation of the pulse charge
• jitter of the longitudinal bunch position when the bunch enters the linac.
We shall try to keep them within ±0.1%. The measurement of the average beam energy
over each pulse will be possible at the linac exit with an accuracy better than 0.1%. It
will also be possible to measure the energy of each bunch by using improved fast position
monitors. Then the effects of the energy fluctuation listed above (but not the spread
like the wake effect) can effectively be eliminated in the software level (i.e., the collision
energy of each bunch is known although it fluctuates).
An energy feedback is possible if the fluctuation is slow enough (lower than ∼10 Hz)
but the energy spread within a bunch cannot be corrected.
Luminosity Spectrum
The electrons(positrons) emit synchrotron radiation during the collision due to the elec-
tromagnetic field (several kilo Tesla) created by the opposing beam. This phenomenon
CHAPTER 1. OVERVIEW 21
Figure 1.4: An example of beam energy spread at 250 GeV changing the RF
phase. An initial spread of 1.5% (rms) at 10 GeV has been added.
is called ‘beamstrahlung’. Due to the beamstrahlung the particles loose a few percent
of their energies on the average. This causes a spread in the center-of-mass energy in
addition to the initial beam energy spread from linacs.
The expected luminosity spectrum dL/dWcm is plotted in Figure 1.5 forA andY. The
high-energy end is shown in Figure 1.6. For these figures Wcm is adjusted to 500 GeV for
the convenience of comparison so that the luminosities are slightly different from those in
Table 1.3. (Linear Wcm scaling rather than W
3
cm is used here.) The beam energy spread
before collision is not included. In Figure 1.6 the highest bin (499.75 ≤Wcm ≤ 500 GeV)
contains 49% (46%) for A (Y) of the total luminosity.
Both the luminosity and the average loss by beamstrahlung is proportional to the
bunch population squared. When the parameter set A is achieved and if a much nar-
rower energy spread is desired, one can reduce the beamstrahlung loss by a factor of four
by making the bunch population half but with pulse structure the same as in Y. The re-
duction of luminosity from A is only a factor of two rather than four. This is technically
even easier than A (same loading, relaxed tolerances).
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Figure 1.5: Luminosity spectrum at Wcm=500 GeV for the parameter set A
(thin solid) and Y (solid). The beam energy spread before collision is not
included.
Figure 1.6: High-energy end of the luminosity spectrum at Wcm=500 GeV for
the parameter setA (thin solid) andY (solid). The beam energy spread before
collision is not included.
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We report Higgs physics at JLC based on the recent progress in the experimental and
theoretical studies. We focus on the discoveries and measurements expected to be achieved
at the first phase of the JLC project
√
s =250–500 GeV, especially at the early stage of
low energies at
√
s ≈ 300 GeV. The key measurements and the problems to be solved
before the experiment are discussed. We first start from the astonishing Higgs discovery
sensitivity at JLC, followed by discussions how to define the quantum number for the
found new particle in order to confirm it is indeed Higgs particle. Next step is to measure
the Gauge coupling. The measurements of Yukawa couplings with leptons and quark
flavours including top are one of the highlights of the Higgs study. The experimental
studies are based on detector performance expected in the JLC-I detector. Based on the
results obtained so far in the simulation studies, impacts on the physics and models are
discussed from theoretical view points. The studies of the Higgs boson [1] is the key to
open the future generation of the particle physics. Our understanding of nature based
on the local gauge principle demands a scheme to make gauge boson and quark/leptons
massive. The origin of the mass is either fundamental scaler particle, Higgs boson, or new
interaction such as technicolor.
The existence of the Higgs boson is of course the first question to be answered by ex-
periments. If it is found to exist, the next essential questions are how many Higgs bosons,
and how the relations are between couplings and masses of quark/lepton/gauge-bosons.
The Standard Model (SM) [2] assumes a single Higgs field doublet, hence the single physi-
cal state H0 generates masses of quark/lepton and Z/W with completely defined couplings
except for the Higgs boson mass itself. There are also varieties of models in extensions of
the SM in the Higgs sectors, and nobody knows the answer to the questions.
As one knows the SM Higgs sector has various problematic issues inside such as the
fine-tuning problem. The Higgs couplings and their evolutions are significantly sensitive
to the fundamental structure of interaction and contents of particles up to GUT scale
(∼ 1016 GeV) via loop effects, which becomes one of the strong motivations to introduce
the supersymmetry (SUSY). Even in the Standard Model, the mass of the Higgs has both
upper and lower values by vacuum stability and self-coupling evolution depending on the
cutoff scale. Hence the Higgs study is a strong tool to look into physics up to GUT scale.
Currently running B-factories in Japan and US measure the CKM matrix parame-
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ters in order to investigate the origin of CP violation. Also neutrino physics studied at
SuperKamiokande together with K2K project in Japan look into the mass and mixing
in the lepton sector. The mass matrix in quark and lepton sectors is an obvious key,
hence the origin of the mass of the fundamental particles investigated at JLC, together
with the results to be obtained at B-factory and SuperKamiokande/K2K, would give us
a comprehensive views for the origin of the flavour mixing, CP violation, and a road to
understand why 3 generations exist in our Nature.
Possible scenario for the first discovery depends on the Higgs in models. At LEP in
2000, an indication of possible signal has already obtained at a mass of 115 GeV [3]. If
this signature indeed comes from a Higgs boson, it would be confirmed at Tevatron [4]
and/or LHC [5] in years around 2007 since it is the SM-like Higgs boson. So far the lower
mass bound of the SM Higgs is around 113 GeV and about 90 GeV for the Higgs in the
minimal supersymmetric extension of the SM (MSSM) [6] (h0, A0) at the 95 % CL from
LEP-II [3, 7]. Tevatron run2 in the following years is expected to be sensitive to discover
the SM Higgs of its mass up to 120 GeV or more [4] provided the integrated luminosity
exceeds a few fb−1. At forthcoming LHC, there are varieties of channels in the SM and
MSSM in which we have large discovery potential with significance 5–10σ in wide range
of the mass of the Higgs bosons [5], while the detectable channels are limited due to huge
backgrounds in the pp collisions and also the production yield and detection efficiency
could be much lower if nature is further beyond the MSSM. Note that the experimental
boundary in the extension of the SM in general two Higgs field doublet models (2HDM)
is much weaker [9] than that of the SM or MSSM Higgs. For the charged Higgs boson
predicted in the 2HDM has been looked for only up to around 80 GeV [7].
The Higgs discovery itself is significantly easier at LC than Tevatron/LHC, provided
that we establish JLC with luminosity of order of 1034 cm−2s−1 at the beam energy high
enough to produce Higgs boson kinematically,
√
s > mZ + mH. We need only “one
day” running to discover the SM-like Higgs, which is extremely different situation from
other experiments like LHC. Even for the SUSY models beyond the MSSM, there always
exist the lower limits of the production cross-section for at least one CP-even Higgs.
Extremely less and well defined background at JLC compared to hadron colliders enables
us to discover Higgs boson, even if the cross-section is 10 times smaller than the lower
limits predicted by SUSY models.
The possible mass regions of the lightest Higgs boson differ model by model. There are,
however, strong indications that the mass is lower than 250 GeV where the first phase of
JLC project covers well without questions. The indirect measurements of the electroweak
parameters at LEP/SLC/Tevatron with recent measurements of hadronic cross-section at
BEPC [10] in China give an upper mass bound of about 215 GeV at the 95% CL [8] for
the SM Higgs. When we assume the MSSM, the mass must be lower than 140 GeV. With
an additional SU(2) singlet to the MSSM (NMSSM), the upper bound is about 140 GeV
assuming the finite Higgs coupling up to GUT scale [11], and even in more general scheme
in SUSY the bound does not exceed 210 GeV [12]. Hence the observation of at least one
Higgs is guaranteed unless our understanding of the nature is completely wrong. One can
say, in other words, it is really a “big discovery” when we find no Higgs at JLC phase-I.
At the first phase of JLC, apparently the target Higgs mass is from 100 GeV (just
above the current LEP boundary) to 250 GeV. Our purpose of the experiment at JLC is
not only to judge the existence of the light Higgs predicted in the SM or SUSY, while we
may have an opportunity to reject some of above models of Higgs sectors only from the
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observed mass of the Higgs as are discussed above.
The real Higgs physics starts after the discovery, in order to define the Lagrangian, and
to scope the physics up to GUT scale. The important feature in JLC is its well defined
background, and high purity of the signal. We expect to select more than 105 Higgs events
in 3–5 years running with background contamination less than 20%. The JLC gives us the
unique opportunity to measure the cross-section and the branching ratio in percent order
or even per-mill level in its error, which results in the precise measurements of the Higgs
gauge coupling, Yukawa-coupling, and furthermore derivation of Higgs self-couplings in
multi-Higgs production. All of these measurements can be made in model independent
fashion. And then, relations among the couplings predicted in models can be cross-checked
in various measurements. The scenario of the CP-even Higgs hunting/measurements at
JLC is as follows; the first we start from model independent measurements:
1. If Tevatron or LHC missed it, JLC discovers Higgs.
2. Mass measurement.
3. Cross-section measurement.
4. CP, spin determination by the angular distributions, energy scan with/without po-
larized beam option.
5. Establishment of ZZH coupling.
6. Gauge coupling (FZZH, FWWH) measurements.
7. Yukawa coupling (λτ , λb, λc, λt) measurements.
8. Natural width (ΓH) measurement.
9. Self-coupling (λ) measurement.
Even after the discovery of a Higgs particle, many unexpected discovery which means
further beyond SM/SUSY might yet wait for us at JLC. In the SM and SUSY models,
there always have numbers of relations in couplings. We ask; if coupling to Z and W
relates as expected from SU(2)×U(1) symmetry breaking?; if ratio of Yukawa coupling
for tau and b is really the ratio of these masses?; if all 3 generations of up (down) type
quarks have the same coupling normalized with mass?; and if CP is conserved in Higgs
sector?
These precisely measured values are also used to severely check the SM, SUSY models
and others. In the SM, the couplings are completely determined by the measured SM
parameters. Once we put the mass of the Higgs, all are calculable. Thanks to the complete
initial state of e+e− collision at JLC, the cross-section for the SM is theoretically known
within less than 1% accuracy. Yukawa coupling for tau has been constrained within
per-mill. Yukawa coupling for b-decay is known within a few %, and the accuracy will
increase furthermore by data from the B-factories. If one measures the couplings within
percent level, we can severely check the SM at the level of the virtual effect from other
Higgs or SUSY particles. We also translate the precisely measured model-independent
values to other model parameters such as tanβ or α for MSSM as an example. We
check the internal consistency (universality) in the translated parameters from various
measurements. If we have other Higgs mass lighter than TeV, we would have such effects
at percent level or more. In other words we can measure the mass of the other Higgs
depending on the models. At next phase of JLC, LHC or even already in JLC phase-I,
we look into the predicted mass, and can determine the final Lagrangian of the Higgs
sector. The couplings and other physics parameters are finally examined in the models of
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the Grand Unification using renormalization group evolution. Precise measurements of
Higgs properties at JLC are essential tool to give definite answers to physics models and
to determine the fundamental structure of the interaction in nature up to GUT scale.
This report discuss the recent Higgs studies at JLC which have been made in ACFA
Higgs working group [13, 14] and as a regional studies for the world-wide LC Higgs
cooperation [15]. The studies in experimental feasibility does depend significantly on the
accelerator and detector performance. Hence in this report as a first priority we made
following direction:
• Studies based on recent JLC-I [17] detector design (see Part III) as a model detector,
using the fast [18] and full [19] detector simulation softwares (see Chapter 12).
• Recent accelerator parameters, such as beamstrahlung [21, 20].
• Concentrate on the JLC phase-I energy (250–500 GeV), especially for the energy at
early stage (
√
s ≤ 350 GeV).
• Studies on light Higgs (mH < 210 GeV) predicted in the SM and SUSY models,
especially for 120–140 GeV region where the variety of decay branch can be simul-
taneously studied.
• Emphasize on the measurements independent to models, since nobody knows the
true model.
• Simulation tests in the realistic experimental environment [22].
The important but missing ingredients in this report for the Higgs studies at JLC
program such as multi-Higgs production, Heavy Higgs, measurements of coupling with
SUSY particles, precise measurement of top-Yukawa coupling, self-coupling and its run-
ning measurements, are only simply described. The direction and feasibility of these
studies depends on the physics results at the initial stage of the JLC phase-I. The energy
and luminosity should be optimized for these studies; either quick upgrade of the energy,
or concentrate on the lower energy and accumulate the integrated luminosity furthermore.
The studies are open for the next ACFA report.
2.2 Theoretical Overview
In the minimal SM, we introduce only one Higgs doublet field. The Higgs potential is
given by
V = −µ2|H|2 + λ|H|4. (2.1)
Through the electroweak symmetry breaking, the gauge bosons, fermions and the Higgs








g + g′v for the Z boson, mf =
yf√
2
v for fermions and mH =
√
λv,
where v(≃ 246 GeV) is the Higgs vacuum expectation value, g and g′ are SU(2) and U(1)
gauge coupling constants, and yf is the Yukawa coupling constant for the fermion f . These
expressions imply that a particle mass is determined by the strength of its interaction to
the Higgs field, therefore the measurement of the coupling constants related to the Higgs
boson is an important check of the mass generation mechanism in the SM.
In particular, the formula mH =
√
λv suggests that the mass of the Higgs boson
reflects the strength of the electroweak symmetry breaking dynamics. The heavy Higgs
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boson implies the strongly-interacting dynamics and the light Higgs boson is consistent
to the weakly interacting scenario such as grand unified theory (GUT) or supersymmetric
(SUSY) unified models. Although the Higgs boson mass is a free parameter within the
minimal SM, we can determine the upper and lower bound of its mass, if we require that
the SM is valid up to some cut-off scale, beyond which the SM should be replaced by a
more fundamental theory. If the cut-off scale is taken to be the Planck scale (∼ 1019)
GeV, the possible mass range is 135 - 180 GeV. For a larger mass the Higgs self-coupling
constant blows up below the Planck scale, and for a lower mass the vacuum stability is
not guaranteed.
There are many possibilities to extend the Higgs sector of the minimal SM. Because
the ρ parameter determined from the electroweak measurements is close to unity, the
dominant contribution to the electroweak breaking should come from weak-doublet fields.
Two Higgs doublet model is one of the simplest extensions. In this case, there are two
CP-even Higgs bosons (h,H), a CP-odd Higgs boson (A) and a pair of charged Higgs
bosons (H±). If we require the two Higgs doublet model is valid up to the cut-off scale,
the mass range of the lighter CP-even Higgs boson (h) is determined in a similar way to
the SM case. For the case that the Planck scale is the cut-off scale, the upper-bound is
180 GeV, just like the SM. The lower bound can be smaller than the corresponding mass
bound in the SM. In particular, the lower-bound is about 100 GeV in the case that the
only one SM-like Higgs boson becomes light compared to other Higgs states.
Since the present electroweak measurements are precise enough to be sensitive to
virtual loop effects, we can put a useful bound on the Higgs boson mass, independent of
the theoretical assumption on the validity of the theory up to some high energy scale.
Within the minimal SM, the 95 % upper bound on the Higgs boson mass is about 210
GeV[8] using the direct measurements of the W boson and top quark mass in addition
to various electroweak data at LEP and SLD experiments. For more general model, for
example in the two Higgs doublet model, this kind of strong bound is not obtained only
from the electroweak data.
Since the end of 1970’s, it has been known that supersymmetry (SUSY) can be a
solution of the naturalness problem in the SM. If we consider the cut-off scale of the SM is
the Planck or the GUT scale, we need extremely precise fine-tuning in the renormalization
of the Higgs mass term to keep the weak scale much smaller than the cut-off scale. There
is no such problem in SUSY models because the problematic quadratic divergence in the
scalar mass renormalization is absent. Motivated by this observation, SUSY extensions
of the SM and the GUT were proposed, and many phenomenological studies have been
done. For the last ten years, SUSY models has become the most promising candidate of
physics beyond the SM, because the gauge coupling constants determined at LEP and
SLD experiments turned out to be consistent with the prediction of the SUSY GUT
scenario.
The simplest SUSY extension of the SM is called the minimal supersymmetric standard
model (MSSM). The Higgs sector of the MSSM is the type-II two Higgs doublet model,
where Higgs doublet fields H1 and H2 are introduced for the down-type quark/lepton
Yukawa coupling and the up-type quark Yukawa coupling, respectively. We define two
angle variables to parameterize the Higgs sector. One is the vacuum mixing angle given
by tan β ≡< H02 > / < H01 >. The other is the mixing angel between two CP-even Higgs
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Table 2.1: The coupling constant in the MSSM normalized by the correspond-
ing coupling constant in the SM. In the Yukawa coupling for the CP-odd Higgs
boson (A), the fermion current is of the pseudo-scalar type.
hWW, hZZ HWW,HZZ htt¯ hbb¯, hτ τ¯ Htt¯ Hbb¯, Hτ τ¯ Att¯ Abb¯, Aτ τ¯








cot β tan β
bosons h and H , (mh < mH).
ReH01 = (v cosβ − h sinα +H cosα)/
√
2, (2.2)
ReH02 = (v sin β + h cosα +H sinα)/
√
2, (2.3)
where H01 and H
0
2 are the neutral components of two Higgs doublet fields. The ratio of
various tree level coupling constants in the MSSM and those in the SM are listed in table
2.1.
In the MSSM, we can derive the upper-bound of the the lightest CP-even Higgs boson
mass (mh) without reference to the cut-off scale of the theory. This is because the self-
coupling of the Higgs field is completely determined by the gauge coupling constants at
the tree level. Although h has to be lighter than Z0 boson at the tree level, contribution
from the loop effects by the top quark and stop squark can extend the possible mass
region [23]. Taking into account the top and stop one-loop corrections, mh is given by









where we assume that two stop mass states have the same mass. More precise formula is
available in the literature. It is concluded that mh is bounded by about 130 GeV, even if
we take the stop mass to be a few TeV. The upper-bound of mh is shown in Fig 2.1.
The radiative correction can also change the mass formulas of the heaver Higgs bosons.
The Higgs potential is parametrized by three mass parameters, gauge coupling constants
and the parameters of the top and stop sector through the one-loop correction. The
independent parameters can be taken as tan β, and one of Higgs boson masses, which is
usually taken as the CP-odd Higgs boson mass (mA) and the top and the stop masses.
More precisely, the parameters appearing in the formula of the radiative correction are
not just one stop mass, but two stop masses, trilinear coupling constant for stop sector
(At), the higgsino mass parameter µ, and sbottom masses, etc. (If we use more precise
formula, we need to specify more input parameters.) Once these parameters are specified,
we can calculate the mass and the mixing of the Higgs sector. The Higgs boson masses
are shown as a function of the CP-odd Higgs mass in Figure 2.2. It is important to
distinguish two regions in this figure. Namely, when mA is much larger than 150 GeV,
H,A and H± states become approximately degenerate and the mass of h approaches to
its upper-bound value for each tan β. This limit is called the decoupling limit. In this
limit, h has properties similar to the SM Higgs boson, and the coupling of the heavy Higgs
bosons to two gauge-boson states is suppressed. On the other hand, if mA is less than
150 GeV, the lightest CP-even Higgs boson has sizable components of the SM Higgs field
and the other doublet field.
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Figure 2.1: The upper bounds of the mass of the lightest CP-even Higgs boson
in MSSM and NMSSM calculated by Y. Okada et al [11]. (Left) Upper bounds
as a function of the top quark mass in the MSSM, with various MSSM param-
eters as shown in the plot. (Right) Upper bound for MSSM and NMSSM with
additional constraints of the finite Higgs coupling up to GUT scale. The top
quark mass measured at Tevatron is indicated by the grey bands.
Figure 2.2: Higgs boson masses as a function of the CP-odd Higgs boson mass
in MSSM.
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Besides the Higgs potential, there is a case where radiative correction becomes poten-
tially important for the MSSM Higgs boson phenomenology. For a large value of tanβ,
SUSY correction can generate contributions to the bottom-higgs Yukawa coupling which
is not present at the tree level[24]. The top and bottom Yukawa couplings with the neutral
Higgs fields are given by






2 + h.c. (2.5)
The ǫb term is induced by loop diagrams with internal sbottom-gluino and stop-chargino.
The bottom mass is then expressed by mb = yb(1 + ǫb tanβ)v cosβ/
√
2. Although ǫb
is typically O(10−2), the correction to mb enters with a combination of ǫb tanβ which
can be close to O(1) for a large value of tanβ. Because of this correction, the ratio of
B(h→ τ+τ−) and B(h→ bb¯) is modified to








where Rττ/bb(SM) is the same ratio evaluated in the SM. Rττ/bb is the same as Rττ/bb(SM)
if the SUSY loop effect to the bb¯H0∗2 vertex is negligible. Notice that in the decoupling
limit with mA → ∞, tanα is approaching to −1/ tanβ, so that the ratio reduces to the
SM prediction. In actual evaluation, however, the approach to the asymptotic form is slow
for large tan β, so that deviation from the SM prediction can be sizable for tan β >∼ 30.
In extended versions of SUSY model, the upper-bound of the lightest CP-even Higgs
boson can be determined only if we require that any of dimensionless coupling constants
of the model does not blow up below some cut-off scale. For the SUSY model with
an extra gauge singlet Higgs field, called the next-to-minimal supersymmetric standard
model (NMSSM), the bound is a slightly larger than the upper-bound for the MSSM case.
Because there is a new tree level contribution to the Higgs mass formula, the maximum
value corresponds to a lower value of tanβ, which is quite different from the MSSM case
where the Higgs mass becomes larger for large tanβ. The upper-bound for the lightest
CP-even Higgs boson in the NMSSM is shown in Fig 2.1. In Ref. [12] the upper-bound of
the lightest CP-even Higgs boson was calculated for SUSY models with gauge-singlet or
gauge-triplet Higgs field and the maximal possible value was studied in those extensions
of the MSSM. It was concluded that the mass bound can be as large as 210 GeV for a
specific type model with a triplet-Higgs field for a stop mass of 1 TeV. The mass bound
was also studied for the SUSY model with extra matter fields. In this model the upper-
bound becomes larger due to loop corrections of extra matter multiplets. If the extra
fields have 5¯ + 10 + 5+ 1¯0 representations in SU(5) GUT symmetry, the maximum value
of the lightest CP-even Higgs boson mass becomes 180 GeV for the case that the squark
mass is 1 TeV [25].
As we show above, it is very likely that the scalar boson associated with the electroweak
symmetry breaking exists below 200 GeV, as long as we take a scenario that the Higgs
sector remains weakly-interacting up to the GUT or the Planck scale, where the unification
of gauge interactions, or gauge and gravity interactions may take place. In particular,
there is a strict theoretical mass bound for the lightest CP-even Higgs boson in the
MSSM. The precise determination on properties of a light Higgs boson is one of the most
important tasks of the LC experiment.
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Figure 2.3: Diagrams of CP-even higgs production expected at JLC phase-
I in (a) Higgs-strahlung (Bijorken) h0Z0 production, (b) WW-fusion and (c)
ZZ-fusion process.
2.3 Higgs Production, Decay, Background Processes
2.3.1 Higgs Production
In the e+e− collision, the CP-even Higgs (h0), either in SM or other models such as SUSY,
can be produced via Higgsstrahlung (Bijorken) process, e+e−→Z0∗→h0Z0, and WW(ZZ)-
fusion process [26], e+e−→νν¯W∗W∗→νν¯h0 (e+e−→e+e−Z∗Z∗→e+e−h0) as shown in Fig-
ure 2.3. The ZZH coupling generates Higgsstrahlung and ZZ-fusion processes, and WWH
coupling generates WW-fusion process. These processes yields final state of Higgs decay
products and a fermion pair either from the associated Z boson’s decay or νν¯ (e+e−) in
WW(ZZ)-fusion. In general, the coupling between ZZH and WWH relates in SU(2)×U(1)
symmetry breaking which is one of the experimental target to verify at the early stage of
JLC phase-I. The ZZ-fusion process is suppressed by one order of magnitude compared to
WW-fusion, mainly due to ratio between neutral and charged currents, 16cos4θW . How-
ever the channel is important in electron-electron collider option at the JLC where we
have significantly less backgrounds similar to the signal while one order of magnitude less
luminosity is expected due to the repulsive force between two electron beams.
The Higgsstrahlung process is dominant at lower energy. In the Higgsstrahlung pro-
cess, there are 4 modes according to the final state of the associated Z boson, namely
qq¯ (∼70%), νν¯ (∼20%), τ+τ− (∼3%), e+e− or µ+µ− (∼6%). The signature of the Hig-
gsstrahlung process is the invariant mass of qq¯, lepton pairs (or the missing mass due to
νν¯) around Z-pole, and invariant mass of Higgs decay products to a mass of the Higgs.
This process is cleanly identified at JLC thanks to the well-defined initial states, and
hence, strong kinematic constraints are available such as recoil mass of the qq¯ or leptons
from Z to be equal to the invariant mass of the Higgs decay products. The Higgsstrahlung
process can be isolated from WW-fusion if we select Hqq¯, Hτ+τ− or Hµ+µ−. In the final
state of Hνν¯ and He+e−, both Higgsstrahlung and the fusion processes contribute with
non-negligible interference. The WW-fusion process becomes important at high energy
for light Higgs. In the process, in principle, the kinematic boundary of the Higgs boson
mass to be produced can be extended up to the e+e− center-of-mass energy. This pro-
duction has unique feature, since it provides us the direct and precise measurement of the
coupling of the Higgs with W-boson.
One more important channel is the Higgs production radiated off fermions with Yukawa
coupling, e+e−→f f¯→f f¯h0. The channel is especially important at JLC to measure top-
quark Yukawa coupling.
In the SM Higgs, the production cross-section is completely determined for a given
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Figure 2.4: Production cross-section of the SM Higgs. (Left) The production
cross-section of h0Z0 process (solid lines), and all h0f f¯ process including fusion
processes (dotted lines) for 120–200 GeV SM Higgs as a function of the center-
of-mass energy in the range for the JLC phase-I. (Right) The cross-section for
wider range in center-of-mass energies.
Higgs boson mass. No free parameter exists except for the Higgs boson mass itself.
Figure 2.4 shows the production cross-section. With a naive calculation we have approx-
imately 105 Higgs events in 5 years for 120 GeV Higgs if we have the luminosity of 1034
cm−2s−1, with 107 seconds running per year. Note that the current JLC design expects
to have much larger duty factor (live running-time).
For the MSSM, the production cross-section of the h0Z0 process σMSSMhZ can be written
as σMSSMhZ = sin
2(β−α)×σSMHZ , where σSMHZ is the SM Higgs cross-section. The β is defined by
tanβ=v1/v2, the ratio of the vacuum expectation values of two Higgs field doublets. The
α is the mixing angle of the two CP-even Higgs states. Note that the α and β are related
in the MSSM in terms of CP-odd Higgs boson (A0) mass and other SUSY parameters.
In more general SUSY Higgs models such as NMSSM, the cross-section depends on more
parameters. However, there exist absolute lower limits of the cross-section (σminimum).
Figure 2.5 shows the σminimum as a function of center-of-mass energy of e
+e− collision for
the NMSSM, taken from Ref. [11], which is valid also for the MSSM Higgs.
The other Higgs expected in the multi Higgs models such as MSSM might be dis-
covered even in the first phase of JLC project at
√
s lower than 500 GeV. The one of
the important measurements would be A0 (H0) production radiated off the b quark or
top quark, for example e+e−→tt¯→tt¯A0, via Yukawa-coupling. Also other channels with
multi-Higgs production could be observed via Higgs self-coupling. The strategy and sce-
nario at the next step depend on the results of the first phase. For MSSM (or general two
Higgs doublets scenario), there is an additional important channel, which is e+e−→A0h0.
However, if we stick to the MSSM, the production cross-section of the A0h0 process is
expected to be considerably small, if the h0 mass exceed 110 GeV, where LEP-II sensi-
tivity ends. The heavier Higgs such as A0 and H0 would be the essential subjects to be
investigated at later stage of JLC phase-I (
√
s > 350 GeV), the second phase of the JLC
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Figure 2.5: The minimum cross-section of the CP-even Higgs production in
the NMSSM calculated by Y. Okada et al [11]. The two lines correspond to
the top quark mass of 150 and 180 GeV.
at
√
s higher than 500 GeV, and/or γγ option of the JLC (see Chapter IV).
2.3.2 Higgs Decay
The decay branching ratio of the SM Higgs is shown in figure 2.6. The Higgs boson couples
to mass of the particle (coupling determines mass of the particle via Higgs mechanism).
In the SM, coupling with fermion, namely Yukawa coupling, is mf/v and M
2
g/v with weak
gauge bosons where mf , Mg are fermion mass and W or Z masses, respectively, and v is the
vacuum expectation value v ≈246 GeV. If the Higgs is of the SM like, the dominant decay
branch is bb¯ for Higgs mass of lighter than 130 GeV. However, once the decay channel
into W pair open, the most of the Higgs is expected to decay to W pair. The decay of the
MSSM Higgs depends also on α and β. For the first target mass region between 100 and
140 GeV where we expect the lightest Higgs in MSSM and NMSSM, again the bb¯ branch
dominates in wide range of the parameter space. A good b-flavour tagging is one of the
essential techniques to discover and precisely measure the Higgs boson.
2.3.3 Physics Backgrounds
Figure 2.7 shows the cross-section of the SM background processes at energies of LEP-II
and JLC region. For example, at
√
s = 300 GeV, the dominant backgrounds are; qq¯(γ)
(35 pb), W+W− (17 pb), Z0Z0 (1.0 pb) Weν (2.0 pb), and Z0e+e− (1.2 pb). Once the
center-of-mass energy exceeds the top-quark pair threshold, the process e+e−→tt¯ also
contributes as one of the main background. At
√
s ≈ 350 GeV, e+e−→tt¯ cross-section is
approximately 0.7 pb (see Chapter4).
The qq¯(γ) background is relatively easy to be reduced by analyses in the event topol-
ogy. The most severe background is the W pair production. In case mass of the Higgs
boson is close to mZ, the e
+e−→Z0Z0 process with heavy flavour or tau lepton in the final
states could be irreducible backgrounds while angular distribution can help to reduce the
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Figure 2.6: The branching ratio (Left) and the total decay width (Right) of
the SM Higgs as functions of the Higgs mass.
Figure 2.7: Cross-section of the physics background as a function of center-
of-mass energy up to 1 TeV.
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contamination. The situation is much better than LHC where several order of magnitude
higher background level is expected and the systematical control of the background is dif-
ficult. However our ultimate purpose of the Higgs study is not only the Higgs discovery,
but also to measure the Higgs properties precisely, in order to determine the direction of
the future physics. The requirements of the purity and accuracy are far beyond those at
LHC. Note that the physics background can be strongly suppressed furthermore by the
polarized beam option [27], which is one of the big advantages of the linear collider.
2.4 Experimental Considerations
At JLC phase-I, the numbers of essential programs are waiting for us in the Higgs studies.
In order to evaluate the experimental feasibilities, we use a model detector, i.e. JLC-I
design. The details of JLC-I detector and its simulation methods are found elsewhere in
this report. The detector has the expected performance high enough to satisfy the most
of the requirements of the Higgs measurements as follows;
• Good energy measurements of charged tracks, neutral particles, and jets, in order
to reconstruct Higgs boson mass.
• Precise positioning of the primary and the secondary vertices in order to tag the b-
quark and c-quark from Higgs decay. The primary vertex resolution is good enough
at LC since the beam size of less than µm is used in the primary vertex fitting.
To establish the Higgs tagging with more than 80 % for bb¯ decay with reasonable
purity against background process we need to tag the secondary vertex with its
decay length less than 1 mm. Furthermore, the c-quark tagging might require more
accuracy. The dominant part of the charged particle from the b-hadron decay have
its momentum less than 3 GeV. The detector is required to have less materials in
vertex detectors.
• Good hermeticity of the detector. It is essential especially for the neutrino channel,
e+e−→h0νν¯. It is also important for detection of Higgs decay to W-pair for the
h0→WW(∗)→lνqq¯ events.
• Particle identification especially for leptons. The τ -identification performance is
one of the keys for the Higgs studies. A fine segmentation of the calorimetry with
enough neutral hadron/γ discrimination might help.
Here we review the detector performance expected at JLC phase-I based on the sim-
ulation studies of the detector. We show energy-momentum measurement for jets and
leptons, and heavy flavour tagging such as b-tagging, which are crucial in the light Higgs
studies, based on the preliminary simulation studies with the current JLC-I detector as a
basic model.
2.4.1 Jet Energy Momentum Measurements
The one of the keys of the Higgs studies is the jet energy measurements. In most of the
cases, the Higgs is expected to decay hadronically. Jet energies are measured by the central
tracker system and calorimeters. The γ’s mainly from π0 decay and long-lived neutral
hadrons such as neutrons and K0L are measured by the calorimetry. Charged particles are
detected both by trackers and calorimetry. In order to obtain the good resolution, the
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double counting in the detectors are suppressed using the information of the geometrical
matching between tracks and clusters in the calorimetry systems. The double counting
suppression is the one of the essential techniques for the Higgs study. The method to
achieve the best jet-energy resolution (energy-flow calculation) is under development and
open for the future studies.
Figure 2.8 shows the reconstructed mass distribution with JLC-I simulation with the
current energy-flow calculation for Higgs signals in e+e−→νν¯h0→νν¯cc¯, νν¯gg(gluons) and
νν¯bb¯. For the plot, the visible masses without rescaling or kinematic fit are used. The
bottom lego plot shows the correlation between missing mass, which corresponds to Z0
mass due to missing neutrino from Z decay, and the visible mass corresponding to Higgs
boson mass. The reason why the bb¯ decay has wider resolution is mainly due to additional
neutrinos in b-hadron semi-leptonic decays.
2.4.2 Lepton Momentum Measurements
In the Higgs-strahlung process, the leptonic decay (e+e− or µ+µ−) in the associated Z
boson plays a special role. The channels are the most clean ones in all final states of h0Z0.
Event-topology for the signal is high energy e+e− or µ+µ− with the invariant mass of lepton
pair similar to Z. Although the branching ratio in the Z decay to e+e− or µ+µ− is limited
(∼ 6%), the background similar to the signal is only those of the e+e−→Z0Z0→e+e−X or
µ+µ−X. Recoil mass of the two leptons corresponds to the Higgs mass without dilution
by the Z natural width. The recoil mass distributions of e+e−→µ+µ−X simulated with
JLC-I detector for background and signal is found in Figure 2.9.
2.4.3 Heavy Flavour Tagging
As we have discussed, if the Higgs boson has mass of less than 140 GeV, the dominant
decay mode is expected to be bb¯. Hence the b-flavour tagging is the essential technique
in the light Higgs study. Figure 2.10 shows a schematic view of the cascade decay of the
b-hadron. The b-hadron tends to decay sequentially to c-hadron and to hadrons with
strangeness. The lifetime of the b-hadron is long enough (βγcτ ∼3–5 mm) to be observed
as a displaced vertex in the detector.
At JLC, the position resolution of the initial production of an event (primary vertex)
is expected to be much better than that of LEP, since the beam size of less than µm at
JLC can be used as constraints of the primary vertex fitting. Several properties of the bb¯
decay of the Higgs signal can be seen in Figure 2.11. The dominant part of the charged
particle from the b-hadron decay have its momentum less than 3 GeV. Hence the low
momentum track is important for the efficient Higgs tagging. One can see, to establish
the Higgs tagging with more than 80 % for bb¯ decay, we need to tag the secondary vertex
for that with decay length less than 1 mm. In order to purify the b against c-quarks,
the vertex mass and tagging of the 3rd vertex are powerful. The distance between b and
c decay in a decay sequence is also less than 1 mm as shown in the figure. Kinematics
of the jet and vertex is also the discriminatories of the b-hadron against lighter flavours.
The b-hadron tends to decay with large multiplicity and large jet invariant mass due to
heavy mass of the b-quark.
The distributions of the obtained normalized impact parameter, impact parameter
divided by the expected resolution, are shown in the bottom-left plot. In the plot, the
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Figure 2.8: The visible mass distribution of the process e+e−→νν¯h0→νν¯cc¯
(a), νν¯h0→νν¯gg (b) and e+e−→νν¯h0→νν¯bb¯ (c) reconstructed in detector sim-
ulation for 120 GeV Higgs. The bottom plot shows the correlation between
visible mass and the missing mass.
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Figure 2.9: The distribution of the recoil mass of µ+µ− pair in e+e−→µ+µ−X
normalized to 500 fb−1 at
√
s = 300GeV. The background of Z-pair production
process, e+e−→Z0Z0→µ+µ−X, and the SM Higgs boson signals of 120, 140,
160, 180 and 200 GeV are shown. The full simulation program JIM (see
Chapter 12) is uses for the simulation.
Figure 2.10: Schematic view of the cascade decay of the b-hadron (Left) and
the scheme of the definition of the impact parameters (Right) for the heavy-
flavour tagging.
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Figure 2.11: Properties of the b and c-hadrons and decay products from Higgs
boson and background W pair production: (a) The momentum distribution of
the heavy-flavour hadrons. (b) Distributions of the track momentum originat-
ing the b-hadron decay. (c) Distributions of decay length (the distance from
the event production point to the decay point. (d) Rate (tagging efficiency) in
integration of events as a function of the cut position of the decay length from
the event production point.
distributions for the tracks from the b-hadrons decay in the Higgs event and those from
the charm hadron in the W-decay are seen, together with the distribution for the tracks
produced at the primary vertex. Note that the track fitting has been made with the
correct association of the hits, hence no effects of the mis-assignment of the hits are
included.
There are many methods for efficient b-tagging developed and used in the experiments
so far. SLD experiment at SLC extensively uses the combined information of the vertex
decay length and its mass (SLD mass tagging). At LEP, sophisticated methods combining
several discriminant variables are used. For example OPAL experiment uses tagging based
on long lifetime combined in a likelihood method with high pt lepton tagging and jet
kinematics. The feature of the tagging methods can be seen in Ref. [13].
Figure 2.12 shows the performances expected with the JLC-I detector with simulations.
The left plot shows the expected impact parameter distribution for the signal process and
background process of W-pair production. The right plot shows the results obtained for
the impact parameter resolution for each flavour of the decay from the Higgs.
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Figure 2.12: Performances obtained in the smearing simulation.
2.5 Experimental Overview; Higgs Detection and Mea-
surement
The essential measurements of the Higgs is the mass and the coupling to other particles
and to Higgs particle itself. These can be achieved by the precise measurements of the
Higgs production and the decay. The key measurements at the first phase of the JLC
would be as follows;
• Mass of the Higgs.
• Production and decay angular distribution and their correlations.
• Cross-section in Z0h0 and WW-fusion as a function of √s with/without polarized
beam.
• Branching ratio to bb¯ (Br(h0→bb¯)).
• Br(h0→W+W−).
• Br(h0→τ+τ−)/Br(h0→bb¯).
• Br(h0→cc¯)/Br(h0→bb¯), Br(h0→gg)/Br(h0→bb¯), Br(h0→cc¯ + gg))/Br(h0→bb¯).
The important thing is that we can establish/measure the properties of the Higgs
particle model-independently in following things:
• Mass, which is final inputs in the SM.
• Establishment of quantum numbers (CP, spin) and s-channel production of h0Z0
final states through angular distributions and/or energy-scan
• Establish the Z mediation in h0Z0 production with polarized beam option
• SU(2)×U(1) universality of HZZ and HWW comparing h0Z0 production and h0νν¯
production which contains WW-fusion process.
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• Absolute strength of gauge coupling to Z and to W via cross-section measurements.
• Total decay width of Higgs which is significantly sensitive to SUSY via Higgs decay
branching ratio into W or Z together with the measured absolute strength of the
coupling between Higgs and weak bosons.
• Absolute strength of Yukawa couplings to quarks and leptons via branching ratio to
fermions together with the measured total decay width. The feasible flavour is b, c
quarks, and tau.
• Self-coupling via multi Higgs production either in e+e−→Z0h0h0 and/or e+e−→νν¯h0h0.
In addition to these, top Yukawa coupling is measured directly from a measurement of
the process e+e−→tt¯→tt¯h0. In case we neglect the new particle (such as SUSY) loops, the
decay branching to gluons are also used to determine the top Yukawa coupling assuming
the dominant contribution is a top quark loop. In other words the comparison between
top Yukawa coupling and gluonic decay measures new particles with QCD color charge.
2.5.1 Discovery Potential and Sensitive Signal Cross-Section
In order to demonstrate the clean experimental environment compared to Hadron collid-
ers, we first describe the Higgs discovery potential.
h0Z0 Production
In the e+e− collider, the Higgs signal is cleanly identified. The Higgsstrahlung produc-
tion process is the most clean channel to be sought. In the Z0h0 production, the event
topologies are categorized by the final state of the associated Z0 boson, namely qq¯, τ+τ−,
νν¯, e+e− and µ+µ−.
One of the realistic estimates of the detector effects for Higgs hunt would be made by
a simulation study of existing detector known to precisely follow the detector responses,
while the expected performance of the detector at JLC is much better than that of the old
detectors. Full simulation code of the OPAL detector at LEP was used to simulate the SM
physics at center-of-mass energy of 250 GeV together with 120 GeV Higgs. The tagging of
the Higgs event uses the energy-flow and b-tagging algorithms actually used in the OPAL
physics at LEP-II including Higgs searches. The figure 2.13 shows the reconstructed mass
distribution for the events after selection. The effective cross-section after the selection is
28.2 fb for the signal in the mass window indicated in Figure 2.13. The background has
been reduced to 7.2 fb after the selection. At a glance, even with the integrated luminosity
of 1 fb−1, which corresponds to only about one day (or shorter) running of JLC, we can
discover Higgs easily, even with the performance of the detector at LEP.
At JLC, in order to definitely answer to the existence of the light Higgs predicted by
the SM and SUSY, we must have the sensitivity down to σ ∼ 10 fb level which is one
order of magnitude less than that of the SM Higgs. Once we know the efficiency and
recoil mass distribution after a selection for backgrounds and a signal at certain mass, we
can easily estimate the discovery sensitivity.
As an example the sensitivity is studied at 300 GeV, which is the early stage of the
JLC phase-I using the JLC quick simulator. Figure 2.14 shows the discovery sensitivity
for 500 fb−1 in channels.
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Figure 2.13: Demonstration of Higgs hunt with OPAL detector at
√
s = 250
GeV. The SM Higgs of 120 GeV is assumed.
Figure 2.14: JLC-I sensitivity for the CP-even Higgs: Production cross-section
sensitive at JLC-I at 300 GeV with 500 fb−1 at more than 5σ are shown
as a function of the Higgs mass, with and without b-flavour tagging for the
Higgs decay products. The line indicated by “Any decay 5σ sensitivity” shows
the JLC-I sensitivity only with leptonic channel e+e−→ℓ+ℓ−h0 independent to
decay of the Higgs. The cross-section for the SM Higgs, minimum cross-section
for NMSSM are also shown to be compared. To compare the sensitivity for
exclusive channel h0→bb¯ for σ×Br(h0→bb¯), the SM Higgs σ×Br(h0→bb¯), and
expected sensitivity at JLC are also shown.
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Figure 2.15: Higgs signal significance for the SM Higgs in H0Z0 channels: Three
methods are shown; 1) only lepton channel independent to Higgs decay, 2)
using b-tagging enrich h0→bb¯ signal expected for light Higgs, and 3) analysis
optimized for h0→W+W−∗ decay.
We first check the simplest mode, e+e−→h0Z0 and Z0→e+e− or µ+µ−. These channels
are only 6% of the produced h0Z0 due to the branching ratio of the Z. The Z0Z0 process
is almost all the background. Only the recoil mass is used in the analysis in order to have
the sensitivity independent to the decay of the Higgs. As shown in the figure, we are
sensitive up to more than 200 GeV for the CP-even Higgs with cross-section similar to
the SM model even at
√
s = 300 GeV only from the lepton spectra independent to decay
of the Higgs.
When we utilize the b-tagging, we can suppress the huge background from W+W−
production, which enables us to use hadronic decay of Z, h0Z0→h0qq¯, which carries 70%
(Br(Z0→qq¯)) of the h0Z0 signal process. While the signal of h0Z0→bb¯Z0 also reduces the
efficiency, the sensitivity to σ×Br(bb¯) reaches down to less than 2 fb as shown in the
figure.
The luminosity necessary to discover the SM Higgs is shown in Figure 2.16 as a func-
tion of the SM Higgs mass. Note that the data correspond to 1 fb−1 is expected to be
accumulated in less than one day at the JLC.
A0h0 Production
Let’s consider the two Higgs field doublets (2HDM) type-II including MSSM. We assume
here CP conservation in the Higgs sector. We have 5 physical states, two CP-even h0 and
H0, CP-odd A0 and positively and negatively charged Higgs. A0 mass is unknown and
possible mass is from 90 to 2 TeV or more in the MSSM. CP-odd nature of A0 inhibits
the decay to pair of gauge bosons. In general A0 decay to heavy quarks in wide range
of 2HDM parameters. Kinematical accessible mass is mA <
√
s −mh, hence we have a
potential to produce A0h0 in the case such as mh = 120 GeV, mA = 300 GeV at
√
s = 500
GeV. At that time, the CP-even light Higgs is measured already by h0Z0 production at
JLC. For the branching ratio of h0 to bb¯, we assume 70%. In this benchmark case, A0
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Figure 2.16: Integrated luminosity necessary to discover (5σ) the SM Higgs at
JLC phase-I
√
s = 300 GeV. Luminosity of 1 fb−1 correspond to about “one
day” running at JLC.
cannot decay to top quark, and we assume here the decay to bb¯ has branching ratio more
than 80%. The production cross-section depends on tanβ and α. The analysis can be
made in two steps; the first clean four jet topology with b quark signature in all jets to
be selected, then next choose a jet-pair which corresponds to CP-even Higgs mass. The
other jets are combined to measure A0 mass.
The dominant backgrounds are; 1) Z0Z0 process with b-quark decay of both Z, 2)
bb¯ production together with multi hard gluon radiation followed by b production, 3)
top-quark pair production followed by tt¯→bWbW→bqqbqq, and 4) production of h0
signal itself in the Higgsstrahlung process. The top quark pair and bb¯ backgrounds
are suppressed by its event topology and four b quark requirement. The Z0Z0→bb¯bb¯
background is further suppressed by a veto for the events which corresponds to ZZ in a
jet combination. Finally the jet pair mass is checked if the accumulation exist compared
to background. The selection efficiency for the process is 20% with selected background
cross-section of about 0.05 fb from non-Higgs background. The most sever background
might be Higgsstrahlung signal itself. It corresponds to about 0.1 fb if the h0 is of SM-like
(sin2(α− β) ∼ 1). At 1000 fb−1, we have 50 event non-Higgs background and 100 events
from Higgsstrahlung in the mass window. It means 5σ corresponds to signal cross-section
of about 0.4 fb.
If we have a sensitivity down to 0.4 fb, we can estimate the sensitivity to cos2(α− β)
in mh-mA plane. In all cases, h
0 is assumed to be SM-like in order to check the sensitivity
to cos2(α− β), hence SM Br is used for h0.
Yukawa Production of h0, A0
The cross-section for the SM Higgs is shown in figure??? for the processes e+e−→tt¯→tt¯H0
and e+e−→bb¯→bb¯H0 for √s =500, and 1000 GeV as a function of the SM Higgs mass.
The measured error ∆σ/σ linearly depend on the inverse of the square root of the cross-
section times the integrated luminosity, in case the background is negligible. The sensitive
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cross-section is about 0.1 fb for 1000 fb−1.
2.5.2 Mass Measurements
The Higgs boson mass is the fundamental value which might give us information up to
GUT scale as we discussed above. A precise measurement of the Higgs mass with an
accuracy of about 100 MeV or less is necessary in order to obtain fruitful results from the
other measurements such as branching ratio especially for Higgs around 120–150 GeV.
The Higgs branching ratio is a strong function of its mass mainly due to kinematic phase
space factor of Higgs decay into W-pair.
The Higgs mass can be obtained either with direct reconstruction of the jets from
Higgs, or with recoil mass in case the associated Z0 decays to e+e− or µ+µ−, or with
all information combined with fitting with energy-momentum (and Z0 mass) constraints.
It can be compared to the W boson mass measurement (∆m ∼ 40 MeV) at LEP using
the similar technique of the event-by-event direct reconstruction with about 50000 WW
events in LEP which is approximately the same order as the expected Higgs signal. What
is different with WW measurements at LEP and Higgs mass measurement at JLC are;
• wider beam energy spread (∼ 0.5%)
• better detector resolution
• smaller (negligible) natural width of Higgs
• precise knowledge of Z mass can be used
Precise calibration of the detector and beam energy measurement are essential as of W
mass measurement. Calibration runs at Z0 pole might be helpful [28]. It should be
noted that the actual e+e− collision energy has a relatively large spread in linear colliders
compared to circular colliders like LEP. Also there we expect significant beamstrahlung
effect [21] in exchange for the high luminosity. These make a distortion of the recon-
structed Higgs mass as well as the background processes when we use the beam energy
constraints. In case we use the recoil mass or constraint fitting, also the ISR at the
physics collision affects the mass resolution if the center-of-mass energy is significantly
higher than mH +mZ. These effects are seen in Figure 2.17 for e
+e−→Z0h0→µ+µ−h0 for
the SM Higgs with its mass of 120 GeV at
√
s = 250 GeV.
The simplest way to determine the Higgs mass is to use lepton final state of the
associated Z (lepton channel). In this case, we measure the mass of the Higgs as the
recoil mass of the leptons. For the light Higgs of 120–140 GeV, our first target, we have
production cross-section more than 100 fb−1 at JLC phase-I for the SM-type Higgs. The
selected event rate for the lepton channel is about 2000 events per 500 fb−1, and the mass
resolution per event is ∼2 GeV at 300 GeV. With design beam parameter at JLC, and
including ISR, we expect 80 MeV for the precision of the mass from the lepton channels.
Note that the precise calibration for the electron energy scale in detector response is
important for electron channel. In order to avoid the possible bias in the energy scale, we
may use the kinematic fitting.
If we utilize other channels, the statistics of the Higgs signal jumps up. In the missing
energy channel, the visible mass correspond to Higgs boson. JLC detector has jet-jet
invariant mass resolution of around 3 GeV for 120 GeV Higgs at 300 GeV. Hence if we
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Figure 2.17: The distribution of the recoil mass of µ+µ− pair in e+e−→µ+µ−h0
for the 120 GeV SM Higgs normalized to 500 fb−1 at
√
s = 250 GeV. Different
beam parameters are used.
know the detector energy scale precisely enough we may measure the Higgs in this channel
with the similar level as leptonic channel or even less. The precision is determined by the
error in the energy scale in detector. The constraints fit of the missing mass to Z does not
gain. If we calibrate the detector response in jet energy scale either using Z0 calibration
and/or energy scaling by visible energy peak to Z0 mass using Z0Z0→qq¯νν¯ especially for
Z0Z0→bb¯νν¯, we may achieve the necessary precision.
Also we can use the four quark final states e+e−→Z0h0→qq¯bb¯. In this channel, the
Higgs mass is in principle deducible from the jet-jet invariant mass for jets assigned to
Higgs, and/or recoil mass of the jet pair associated to Z. However the jet clustering of
decay products from Higgs and Z mixes each other. A possible way is to use the constraints
fit or scaling with energy-momentum constraints. In this case the jet direction, which is
not affected much by the mixing, can be used strongly. The mass of the Higgs is assigned
event by event asM12+M34−mZ whereMij is the jet-pair invariant mass after the fitting.
It is almost equivalent to 5-constraints fitting (Z0 constraints for a jet pair in addition to
the energy-momentum conservation). The mass resolution is governed mostly by the Z0
natural width (∼ 2 GeV) and the beam energy spread. In this case, again the knowledge
of the absolute central beam energy and spread is essential. Also the effect of the ISR has
to be controlled theoretically.
Through these measurements, we expect to be able to measure the Higgs mass within
accuracy of 40 MeV assuming the central beam energy is known to less than the error,
which is roughly the same size as LEP WW mass as we expected.
Note that the effects of the ISR and beamstrahlung on the mass measurement signifi-
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cantly depend on the center-of-mass energy. Cross-section and the momentum resolution
also depend on the center-of-mass energy. The dependence of the center-of-mass energies
for the Higgs mass reconstruction is shown in Figure 2.18 for the muon channel. As shown
in the figure, for 120 GeV Higgs, we have a recoil mass resolution of about 0.8, 1.0 and
1.8 GeV for
√
s = 240, 250 and 300 GeV, respectively. Once we discover Higgs, beam
parameters should be re-optimized.
Figure 2.18: The distribution of the recoil mass of µ+µ− pair in e+e−→µ+µ−h0
for the 120 GeV SM Higgs normalised to 500 fb−1 at
√
s = 240, 250 and 300
GeV.
2.5.3 Quantum Numbers and Verification of ZZH Coupling
It is essential to verify the particle found is produced via ZZH coupling. If we establish
the coupling, and verify the spin 0 scalar particle, then it is a direct evidence that the
particle should have a vacuum expectation value from the requirement of gauge coupling.
The final state of ZH is considered. The verification is easily made via three steps;
1. s-channel production is verified from the production angle measurement.
2. The particle spin and parity is established also from the production angle together
with the decay angle, and also from the energy scan.
3. Then finally the question if the intermediated particle is Z or not is verified for
example with polarized beam option.
2.5.4 Higgs strahlung and WW(ZZ)-fusion Cross-section Mea-
surements
The cross-section measurements of the Z0h0 (and WW-fusion) process mean the direct
determination of the coupling between Higgs and weak bosons. The measurement is
significantly important. If we find the cross section even slightly different from what we
expect from the SM, it means we have more than one Higgs in the Universe. In MSSM or
type-II 2HDM, the cross-section normalized to the SM value is sin2(α−β). If heavier Higgs
is found in JLC or LHC, we are already able to check the MSSM using the relation between
light Higgs mass, heavier Higgs mass and α − β measured above. The ZZh coupling
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is directly measured with Higgs-strahlung process using e+e−→qq¯h0, µ+µ−h0, τ+τ−h0
or e+e−h0 (with small contribution from ZZ-fusion). The neutrino channel e+e−→h0νν¯
is important to measure WWh coupling via WW-fusion process [29]. The comparison
between ZZh and WWh couplings verify the SU(2)×U(1) structure, which is essential to
establish the Higgs mechanism. Once the SU(2)×U(1) coupling is established, all channels
are combined to precisely determine both ZZh and WWh couplings.
HZ Cross-section measurement
As we’ve described above, in the Z0h0 production, the event topologies are categorized
by the final state of the associated Z0 boson, namely qq¯, τ+τ−, νν¯, e+e− and µ+µ−.
In order to measure the cross-section independently of the Higgs decay branching, the
simplest way is to use e+e−→Z0h0→µ+µ−h0 channel in the recoil mass distribution of
the muon pairs. We assume HZ cross section of 200 fb which is similar to SM optimizing
the beam energy, and 500 fb−1 integrated luminosity. We have about 1500 selected signal
events in the mass window with background of 400 events for 120 GeV. It corresponds
to about 3% error on ∆σ/σ. We add the statistics with electron channel which includes
small contribution from the ZZ-fusion to be corrected. These two lepton channels already
reach to 2% level. Systematic errors are the uncertainties in the selection efficiency of
the signal due to acceptance such as isolation requirement of lepton and jets, that in the
background and signal shapes especially due to uncertainty of the tail in the beam energy
spectrum. These errors can be controlled in the data itself using similar event topology
like ZZ process for which the cross-section is known already at the 1–2 % level at present,
and theoretical works are in progress.
These leptonic channels have small branching compared to all Z0h0 production due
to only 3 % of the branching from Z0 to each lepton flavour. Hence the inclusion of the
other channels may be helpful. However the current analysis for other channels needs
requirements to the Higgs decay products in order to purify the signal. Once we measure
the branching ratio in dominant modes such as to bb¯ (or W+W− for higher mass), the
other channels might also be used to determine the cross-section more precisely. In this
case, however, the precision of the cross-section measurement is determined by that of
the Br-measurements in this case, which is expected to be the same level. See below.
WW-fusion Cross-section measurement
The WW-fusion process is a key to establish the universality between WWH and ZZH
coupling in SU(2)×U(1) symmetry breaking. The WW-fusion happens for final state of
h0νν¯ for the electron neutrino. The interference between fusion and Higgsstrahlung is
not negligible, and the cross-section for the WW-fusion process increase quite rapidly as
a function of the beam energy. In this final state, h0νν¯, all the visible particles are the
decay products of the Higgs. The first signature of this final state is the large missing
energy due to the escaping neutrino. In order to free from the Z-mediated or WW-fusion,
we do not require the missing mass to be Z mass. The main background at
√
s < 350
GeV is the WW background with leptons from a W untagged by the detector. One of
the case is the lepton going inside beam pipe direction, and in case the lepton is tau with
its decay products close to other jet. Detector hermeticity, lepton tagging even inside the
jets, and tau tagging are essential. The visible mass of the event is the most essential.
There are many ways to investigate the h0νν¯ final state for the WW fusion.
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Table 2.2: The expected number of signal and background events at the cen-
ter of mass energy of 300 GeV, Higgs mass of 120 GeV and an integrated
luminosity of 500 fb−1 which corresponds to several years JLC running.
Process Selected Number of Events
HZ(ννbb) 7015
WW fusion(ννbb) 3580






• simple counting experiment with tight selection
• shape fits in the missing mass and/or production angle
• energy-scan
• polarized beam
So far we have studied the h0νν¯ signal detection in the JLC-I simulation in a sim-
ple counting experiment, using a loose b-quark tagging based on the impact parameter
to further suppress the background, especially WW process. First attempt was made
neglecting the interference between WW-fusion and Higgsstrahlung. The center-of-mass
energy and Higgs mass are set to
√
s=300 GeV and mh=120 GeV. The analysis uses a
standard set of cuts like acoplanarity, multiplicity. Finally a rather wide range of the
mass from 100–130 GeV are sought to count the number of events.
The expected number of signal and background events are summarized in the table 2.2.
A total signal selection efficiency is estimated to be ∼ 50 %. A statistical error of the
measurement of the Higgs production cross-section times branching ratio to bb¯ in h0νν¯
final states including HZ and WW fusion process is found to be δσ/σ = 1.2% at an
integrated luminosity of 500 pb−1.
An attempt was also made to suppress the Higgs strahlung with a requirement on
the missing mass to be larger than 140 GeV. The 2480 events of WW fusion process
are expected to pass the additional cut, while the other Higgs process events and the
total backgrounds are suppressed to be 1030 and 2475, respectively. An error of the
measurement of the Higgs production cross-section for WW fusion process times b-quark
decay branching is obtained to be about 3.1% in this case.
The better selection using likelihood or neural network may help. In order to deduce
the absolute cross-section independent to branching ratio, we again need the accurate
measurement of the branching ratio to bb¯ in this case as well as the accurate estimate
of the signal and background selection efficiency. Fitting in shape of the missing mass
and production angle may be much powerful than the method described above in order to
check the contribution of theWW-fusion in h0νν¯ process, since the absolute strength of the
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HZ process can be normalized to what we obtained by the HZ cross-section measurement
in other channels mentioned above. We also have many other ways to investigate the
contribution from the WW-fusion process as are mentioned above.
2.5.5 Branching Ratio Measurements
Outlook
The measurements of the branching ratio (Br-measurement) of the Higgs is one of the
keys to distinguish the SM and other models such as SUSY. Once we determine the Higgs
mass, the branching ratio of the SM Higgs is completely determined by the known SM
parameters. On the other hand, for SUSY Higgs, the branching can be affected by other
SUSY parameters such as A0 mass or tanβ, which result in the different branching ratio
from the SM case.
The measurements of the branching ratio (Br) of the Higgs is one of the keys to
distinguish the SM from other models such as SUSY. Once we determine the Higgs mass,
the branching ratios of the SM Higgs are calculable with the known SM parameters. On
the other hand, for SUSY Higgs or other Higgs models, the branching can be affected by
other model parameters such as A0 mass or tanβ, which result in the different branching
ratio from the SM.
When we assume heavy (∼ 2 TeV) mass for A0 and other SUSY particles, the branch-
ing ratios in MSSM are very similar to those of the SM by the decoupling theorem. There
are a lot of Br-measurements. Of these the most interesting are the Br-measurement of
Higgs decaying into bb¯, τ+τ− and W+W−.
When we combine the Br(h0→W+W−) with the cross-section measurement, the total
width of the Higgs can be deduced. The absolute coupling of Higgs and W boson can be
determined by the cross-section measurement either of Z0h0 production with SU(2)×U(1)
coupling assumed, or of the WW-fusion process. The partial width of the Higgs to WW ,
Γh0→W+W− , is calculable from the coupling strength obtained by the cross-section mea-
surement. It can be written as






h0→W+W− is the partial width of the h
0→W+W− in the SM, σh0Z0 is the
production cross-section obtained in the experiment, and the σSM
h0Z0
is that for the SM.















is the total width for the SM Higgs.
In a similar manner, the absolute strength of the Yukawa-couplings λf of the Higgs
boson to fermions can be deduced in a model independent fashion, using the relative




BR(h0→f f¯) · σHZ · BRSM(h0→W+W−)
BRSM(h0→f f¯) · σSMHZ · BR(h0→W+W−)
, (2.9)
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Figure 2.19: The ratio Br(h0→cc¯+gg)/Br(h0→bb¯) predicted by J. Kamoshita
et al [30] in MSSM, as a function of the mass of the CP-odd Higgs (A0). From
the top, the set of parameters (mh,MSUSY , At, µ) are (130, 5000, 10000, 500),
(130, 10000, 20000, 500), (120, 1000, 2000, 300), (120, 5000, 5000, 300), (110,
1000, 0, 300), and (110, 500, 750, 300) in GeV, and tanβ is solved to fix mh.
The ratio Br(h0→τ+τ−)/Br(h0→bb¯) is also the one of the essential measurements.
In SM, various SUSY, and also in more general type-II two Higgs doublets model, an
universal coupling to the charged lepton and down-type quarks are assumed at tree level,
Br(h0→τ+τ−)/Br(h0→bb¯)=m2τ/m2b . While the different absolute values of the Yukawa-
coupling strength are expected in models, the ratio Br(h0→τ+τ−)/Br(h0→bb¯) is the same
in the SM and type-II models. This is the key measurement to make a definite answer in
the origin of the mass in the lepton sector. On the other hand, if we assume the Type-II
coupling like SM or MSSM, the measurement serves as the precise measurement of the
running b-quark mass at the Higgs mass. Note that the loop effects by SUSY particles
especially scalar top/bottom quarks and gluinos could make a significant correction in the
decay branch into quarks. Hence the measurement is one of the key to determine SUSY
parameters as described later if we live in the SUSY world.
The measurements of Br(h0→cc¯)/Br(h0→bb¯) is also the important to measure the
Yukawa-coupling for up-type quarks. Br(h0→gg)/Br(h0→bb¯) or Br(h0→cc¯+gg))/Br(h0→bb¯)
are also to be used to determine the Yukawa-coupling for up-type quarks since the gluonic
decay occurs mainly via the top quark loop in most of the models.
In SUSY, the gluonic decay can happen also via scalar top or scaler bottom loops, hence
comparison between gluonic decay branching and Yukawa coupling to be directly mea-
sured at LHC and/or by the e+e−→tt¯→tt¯h0 at JLC could give us information in the scaler
quark sector. The ratios relative to those of the SM are proportional to tan−2α×tan−2β
which can be approximated as [(mA
2 −mh2)/(mA2 −mZ2)]2 for large tanβ, which leads
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the indirect estimation of CP-odd Higgs A0 mass [30, 31]. However one should note that
the theoretical ambiguities is large due to uncertainty of αs and running c-quark mass.
Theoretical and experimental improvements are awaited.
The measurements of Br(h0→cc¯)/Br(h0→bb¯), Br(h0→gg)/Br(h0→bb¯) or Br(h0→cc¯+
gg)/Br(h0→bb¯) have interesting feature. The gluonic decay occurs mainly due to the top
quark loop, and it has similar SUSY-parameter dependence to the Higgs decay to c-
quarks. J. Kamoshita et al [30] calculated the effects of the SUSY-parameters in MSSM
as shown in Fig 2.19.
The expected value of Br(h0→cc¯ + gg)/Br(h0→bb¯) for 110 GeV Higgs in the SM is
about 15 %. The ratios are sensitive to A0 mass in MSSM, with little dependence on other
SUSY parameters such as scalar top mass. The figure indicates that we can discriminate
SM and MSSM in case A0 mass less than 500 GeV with the Br-measurement accuracy
of 10 %. Preliminary expectation of the experimental sensitivity of the Br-measurement
are found in Ref [32] and [31]. However one should note that the line in the figure have,
in relative, about 10 % ambiguity due to the uncertainty of the c-quark mass and strong
coupling constant which affect the gluon radiation rate, while we expect more precise
measurement of the αs at JLC. Theoretical improvements are awaited.
When we assume a model such as MSSM, the results of the various decay modes can
be combined to estimate the masses of the other Higgs and other model parameters in
the model assumed, like mA, mH and tanβ of the MSSM. These estimated values would
be examined in comparison with results from LHC and/or those from the next stage of
the JLC, from which we could obtain the answer for the physics up to GUT scale.
Current Analysis Procedure
Here we discuss the results of the simulation studies, which are very preliminary in the
sense that the analysis is not optimized yet, that the b-tagging, tau, and other flavour
tagging is simple and very primitive ones without using vertex reconstruction which is
known to be much powerful than those of simple impact parameter used in the present
analyses. Also the helpful signal contribution from the WW-fusion process at higher
energy is neglected. Hence the results is to be considered as a conservative estimates in
the analyses procedure, while the degradation of the performance due to accelerator noise
and two-photon [33] events overlap are neglected.
The selection of the events are made using a simple likelihood method combining the
kinematical information and flavour-tagging. The most major background is ZZ process in
bb¯ decay. For the rare decay process such as h0→cc¯ or gluons, the dominant background
is the Higgs signal itself with different decay modes.
As an initial studies, the benchmark Higgs mass of 120 and 140 GeV are considered.
The HZ production processes as well as the background processes are simulated using JSF
quick simulator. The analysis start from the event topology classification, followed by the
Higgs tagging. Since we can use the mass determined by JLC itself, the Higgs mass can
be used as an additional constraints in the selection.
The W decay of the Higgs was studied in the sequence e+e−→Z0h0→qq¯WW ∗→qq¯lνqq¯,
e+e−→Z0h0→ℓ+ℓ−WW ∗→ℓ+ℓ−lνqq¯. The most important key in the analysis is the good
energy-momentum measurements of the jets and an event. In often cases, one of the
W from Higgs decay has mass close to the W-pole (∼on-shell). In case the W decays
hadronically, the jet-jet invariant mass is to be requested to be close to W mass. For case
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Figure 2.20: h0→W+W−: (Left) e+e−→h0Z0→W+W−ℓ+ℓ− topology in lep-
tonic channel (Z0→e+e− or µ+µ−). (Right) Invariant mass of 3rd lepton and
pmiss normalized to 10 fb
−1 (about 10 days running at JLC). For signal, plots
for 100% decay of the h0→W+W− for 120 GeV Higgs with production cross-
section of the SM Higgs.
the W decays to lepton and neutrino, we can also demand similarly since the momentum
carried by the neutrino can be measured as the missing one in the events in the final state
above. In these channels, the Higgs mass is calculated by the invariant mass of the four
momenta of the two W’s. We may improve the resolution by a kinematic fitting requiring
the total energy-momentum, negligible neutrino mass, W mass for one of the W’s, etc..
This is also the next subject to study.
Note that the recent studies by A. L. C. Sanchez, J. B. Magallanes et al in chan-
nel e+e−→Z0h0→qq¯WW ∗→qq¯qq¯qq¯, is also on going [34]. The important other channel
e+e−→Z0h0→νν¯WW ∗→νν¯qq¯qq¯ should also be studied. In this case the 4 jet topology
with huge missing mass should be the initial request, and one of the jet-pair invariant
mass close to W may be added. An anti-b tagging may also be helpful to suppress the
background from bb¯ decay of the Higgs with multi hard gluon radiation. Also the process,
e+e−→Z0h0→ℓ+ℓ−WW ∗→ℓ+ℓ−qq¯qq¯, should be studied.
For the qq¯ or gluonic decay of the Higgs, the selection were made imposing the mZ
and known Higgs mass. Finally the flavour of the jets assigned to the Higgs are examined
and measure the relative branching ratio for the Higgs decay into quarks or gluons. The
signature of the gluonic decay is the rather spherical shape of the jets and high multiplicity,
while the c-quark decay tends to have sharp jets with much less multiplicity.
In case the Z decays to muons, electrons or quarks, the tau decay is feasible to identify.
The tau identification is the key of the measurement. Recoil mass of the leptons or jets
originating from the Z also represents the Higgs mass. The direction of the decay products
of the taus well represents the direction of the taus. Hence either constraint fits or scaling
can be used to have better mass resolution of the invariant mass of the tau-pairs which is
to be requested close to Higgs mass. There are many rooms to improve the analyses.
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Table 2.3: The simulation results for selection optimized for h0→bb¯ at JLC√
s = 300 GeV: Number of events selected for 120 GeV. The SM Higgs cross-
section and the branching ratio is used as an input. Event counts are nor-
malized to L=500 fb−1. Fusion process, which is helpful to increase the signal
statistics, is not included in the analysis.
Selection qq¯qq¯ νν¯qq¯ ℓ+ℓ−qq¯ Total
h0→bb¯ 6880 1580 1129 9590
h0→cc¯ 95 28 15 139
h0→gg 63 29 12 104
h0→W+W− 67 31 18 116
h0→τ+τ− 0 0 0 0
non-Higgs SM Bkg 869 374 134 1734
Table 2.4: The simulation results for selection optimized for h0→W+W− at
JLC
√
s = 300 GeV: Number of events selected for 120 GeV. The SM Higgs
cross-section and the branching ratio is used as an input. Event counts are
normalized to L=500 fb−1.
h0Z0→W+W−Z0→ ℓνqq¯qq¯ ℓνqq¯ℓ+ℓ− Total
Efficiency for h0Z0→W+W−qq¯ 5.8% —
Efficiency for h0Z0→W+W−ℓ+ℓ− — 17.3%
Selected Signal 497 142 689
Bkg from other Higgs decay 44 40 84
Bkg from non-Higgs SM 397 77 474
Total Bkg 440 117 557
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Table 2.5: Accuracy in the branching ratio obtained in the analysis for L=500
fb−1, and for 120 GeV Higgs. Note that the WW-fusion process, which in-
creases the signal statistics significantly at higher energy, is not used in the
analysis so far.
√
s 300 GeV 400 GeV 500 GeV
∆Br/Br
h0→bb¯ 1.1% 1.3% 1.7%
h0→W+W− 5.1% 12% 16%
h0→τ+τ− 4.4% — —
h0→cc¯+gg 6.3% — —
h0→cc¯ 22% 23% 27%
h0→gg 10% 11% 13%
h0→γγ — — —
h0→Z0γ — — —
Table 2.6: Accuracy in the branching ratio obtained in the analysis for L=500
fb−1, and for 140 GeV Higgs. Note that the WW-fusion process, which in-
creases the signal statistics significantly at higher energy, is not used in the
analysis so far.
√
s 300 GeV 400 GeV 500 GeV
∆Br/Br
h0→bb¯ 2.1% 2.3% 2.6%
h0→W+W− 2.0% 3.3% 4.5%
Results of the preliminary simulation studies
Many studies have been done for varieties of decay channels with simulation with JLC-I
model detector, at the typical benchmark points in center-of-mass energies and Higgs
masses. Some of the results are summarized in Tab 2.5 and 2.6. Figure 2.21 shows
the expected accuracies of the cross-section and branching ratio measurements. The
dependence of the center-of-mass energy on the sensitivity of the branching ratio and
Yukawa-coupling are shown in figures 2.22 and 2.23, respectively. Note that we neglect
the huge signal contribution especially at higher energy from the WW-fusion process.
Hence the signal events used in these analyses are considerably less at higher energies
(400 and 500 GeV) than 300 GeV, which leads the worse sensitivity at higher energies.
When we include the WW-fusion process, the sensitivity is expected to be similar at 300–
500 GeV. Table 2.7 summarizes the accuracies of the measurements obtained in these
studies so far for
√
s =300, 400 and 500 GeV, for a Higgs boson mass of 120 GeV, with
L =500 fb−1.
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Figure 2.21: (Top) Production cross-section (for MH=120 and 140 GeV) as a
function of
√
s. The accuracy in the cross-section measurement in h0Z0 process
are shown at 300, 400 and 500 GeV as error bars, assuming 200 fb−1 at each√
s point. (Bottom) Branching ratio of the SM Higgs as a function of the
Higgs mass. The measurements errors obtained in the simulation studies done
so far are also shown in error bars. Note that the theoretical errors are not
shown in this plot.
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Figure 2.22: Expected measurement error ∆Br/Br in Br(h0→bb¯) and
Br(h0→W+W−), for 120 and 140 GeV SM Higgs as a function of √s. Lu-
minosity of 500 fb−1 (∼3 years JLC-I running) is used: Note that the huge
contribution from the WW-fusion especially at the high energy is neglected in
this analysis. Including the process, the sensitivity at 500 GeV is expected to
be similar to that of 300 GeV.
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Figure 2.23: (Top) expected measurement error in Yukawa-coupling to b-
quark, ∆λb/λb, for 120 and 140 GeV SM Higgs as a function of
√
s. Luminosity
of 500 fb−1 (∼3 years JLC running) is used: (Bottom) necessary luminosity for
measurement of λb to achieve 5% error which is similar to current knowledge of
the b-quark mass. The luminosity of less than 160 fb−1 is necessary to achieve
the 5% accuracy for 120–140 GeV Higgs. Note that the huge contribution
from the WW-fusion especially at the high energy is neglected in this analysis.
Including the process, the sensitivity at 500 GeV is expected to be similar to
that of 300 GeV.
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Table 2.7: Accuracy at
√
s =300, 400 and 500 GeV with L=500 fb−1 for 120
GeV CP-even Higgs at JLC. The Higgs boson of SM-like is used as an input.
√
s 300 GeV 400 GeV 500 GeV
∆mh (lepton-only) 80 MeV — —
∆mh 40 MeV — —
∆σ/σ (lepton-only) 2.1% 2.5% 2.9%
∆σ/σ 1.3% — —
∆(σhνν¯ ·Br(bb¯) 2.0% — —
ZZH-coupling ∆ZZH/ZZH 1.1% 1.3% 1.5%
WWH-coupling ∆WWH/WWH 1.6% — —
∆Γh0/Γh0 5.5% 12% 16%
Yukawa coupling ∆λ/λ
λb 2.8% 6.1% 8.1%
λτ 3.5% — —
λc 11.3% 13% 15%
λb/λτ 2.3% — —
λb/λc 11% 12% 14%
λup−type 4.1% — —
λdown−type/λup−type 3.2% — —
∆(σ·Br)/(σ·Br)
h0→bb¯ 1.1% 1.3% 1.7%
h0→W+W− 5.1% 12% 16%
h0→τ+τ− 4.4% — —
h0→cc¯+gg 6.3% — —
h0→cc¯ 22% 23% 27%
h0→gg 10% 11% 13%
h0→γγ — — —
h0→Z0γ — — —
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2.6 Physics Outputs and Impacts in Models
In this section, we discuss impacts of the Higgs boson studies at JLC. Using the production
cross section and the branching ratios of the Higgs boson, we show how and to what
extent the SM is distinguished from other models like two Higgs doublet model and
MSSM. Within the context of the MSSM, we can determine the parameters of the model,
especially the heavy Higgs boson mass from the properties of the lightest Higgs boson.
We also discuss the implications of the Higgs study when the heavy Higgs bosons or SUSY
particles are discovered at LHC and JLC experiments.
2.6.1 Model-independent Analysis for the Higgs Boson Cou-
plings
In order to distinguish various models, we first introduce a model-independent parame-
terization for various couplings to Higgs boson. The following four parameters represent
the multiplicative factors in the Higgs-boson coupling constants with down-type quarks,





















where the coupling with light quarks and leptons are suppressed. This is, of course, not
general way to parameterize the coupling constants. We can introduce different parame-
ters for charm and top quarks, and W and Z bosons, and flavour-changing couplings are
also possible. The above parameterization is still useful because models such as MSSM,
NMSSM and multi-Higgs doublet model without tree-level flavour changing neutral cur-
rent fall into this category.
In Figure 2.24, we show the expected accuracy of the parameter determination in
four dimensional space at the JLC experiment with an integrated luminosity of 500 fb−1.
We use the production cross section and branching ratios listed in Table 2.5 for the
case of
√
s = 300 GeV and mh = 120 GeV. The input point is taken to be the SM
point. We can see that the u and x parameters are determined to a few % level, and
y and z are constrained to less than 10 %. x, y, z, and u in various models are given
by model parameters as listed in Table 2.8. In the MSSM model, in addition to the
tree level coupling constants, we take into account the correction to the hbb¯ coupling
constant denoted by ǫb defined in section 2.1, whose effect becomes significant only for
large values of tanβ. We also assume that the coupling of the Higgs boson with two
gluons is dominated by the internal top-quark loop diagram, although the SUSY loop
corrections become sizable in some parameter space. In the figure we also show points
corresponding to several input parameters in the MSSM. From the correlation of the four
parameters determined at the LC experiment, it is possible to distinguish various models.
For example, Type-I Higgs doublet model and MSSM have different relation in the x− y
space. For a large tan β value, the allowed range of the x− z plane can deviate from the
x = z line for the MSSM because of the SUSY correction to the hbb¯ vertex, as shown for
the point E.
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Figure 2.24: Experimental statistical accuracy of the parameter determination
in u − x, y − x, and z − x space at the JLC experiment with an integrated
luminosity of 500 fb−1 and
√
s = 300 GeV. The inner (outer) contour is the 1
σ (95% CL) curve. The input point is the SM point (x = y = z = u = 1). The
Higgs boson mass is 120 GeV. The points A - E correspond to the projections
on each plane of the x, y, z, and u values evaluated in the following parameter
sets of the MSSM. (mA (GeV), MS (GeV), Xt, tanβ) are (1000, 500, 0, 10),
(600, 550, -2, 10), (550, 1430, 2, 5), (450, 25430, 0, 4) and (500, 4810, 2, 30)
for A - E, respectively. We also take the gluino mass (M3) and the higgsino
mass parameter (µ) as 300 GeV.
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Table 2.8: The parameters x, y, z, and u in various models. Two choices of
the parameters are shown for the Type I two Higgs doublet model.
model x y z u

































sin (β − α)
2.6.2 Determination of Heavy Higgs Boson Mass in MSSM
As we discuss in section 2.5.5 we can put constrains on the CP-even Higgs boson mass
(mA) from the branching ratios of the lightest CP even Higgs boson in the MSSM. Within
the approximation that the stop mixing is neglected in the one-loop Higgs potential
and the hbb¯ vertex correction is small, we can derive the following formulas for y2/x2,
y2/z2, u2/x2, and u2/z2, which corresponds to (B(h → cc¯) + B(h → gg))/B(h → bb¯),
(B(h → cc¯) + B(h → gg))/B(h → τ+τ−), B(h → W (∗)W (∗))/B(h → bb¯), and B(h →
W (∗)W (∗))/B(h→ τ+τ−), respectively.


























1 + tan2 β
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. (2.12)
FormA >∼ 200 GeV, the first equation shows that y2/x2 and y2/z2 are approximately given
by (m2A −m2h)2/(m2A +m2Z)2 because of the small factor of (m2h −m2Z)/(m2A−m2h). From
the second equation, we see that u2/x2 and u2/z2 are also given by the same quantity if
tan β is not small. This should be a good approximation because the Higgs boson search
at LEP already excluded the region of tanβ <∼ 2. If we take into account the stop mixing
effects in the one-loop Higgs potential and the hbb¯ vertex correction denoted by ǫb, the
above approximate formulas receive corrections.
In order to show numerical impacts of these corrections we present (B(h → cc¯) +
B(h→ gg))/B(h→ τ+τ−) and B(h→ τ+τ−)/B(h→ bb¯) for different choices of tan β in








= M2S and the squark mixing parameter At = XtMS and Ab = 0. We set the gluino
mass (M3) as 300 GeV and the higgsino mass parameter (µ) as 300 GeV (-300 GeV) and fix
the Higgs boson mass as 120 GeV and solveMS in term of tan β, Xt andmA. The possible
range of the ratios are shown as a function of mA by changing the parameter Xt. Notice
that B(h→ τ+τ−)/B(h→ bb¯) is the same as the SM prediction and therefore independent
of mA if ǫb vanishes. In Figure 2.25 and Figure 2.26, the plots (b) and (d) show that the
effect of ǫb on this ratio is tiny for tanβ <∼ 10. On the other hand, for large tanβ, e.g. the
plot (h), the deviation of this ratio from the SM value can be significant. Furthermore,
by comparing Figure 2.25(h) and Fig 2.26(h), we can see that the effect of ǫb enhances or
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Figure 2.25: (B(h → cc¯) + B(h → gg))/B(h → τ+τ−) and B(h →
τ+τ−)/B(h → bb¯) of the 120GeV lightest CP-even Higgs boson for tanβ =
3, 10, 30, and 50.
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Figure 2.26: The same as Figure 2.26, except µ = −300 GeV.
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Figure 2.27: The ratio B(h → W+(∗)W−(∗))/B(h → τ+τ−) of the 120 GeV
lightest Higgs boson for tanβ = 6, µ = 300 GeV, and Xt = ±2 as a function
of mA. The shaded area shows the mA determination from the ratio, obtained
by the assumption that B(h → W+(∗)W−(∗))/B(h → τ+τ−) is determined in
6.7% accuracy (see Table2.9).
suppresses the ratio depending on the sign of µ. In the plots (e) and (g) of Figure 2.25 and
Figure 2.26, we can see that the deviation of y2/z2 from the above approximate formula
is large for tan β >∼ 30. Since y and z are independent of ǫb, this deviation is due to the
stop mixing effects on the one-loop Higgs potential. On the other hand, the correction is
small for tanβ <∼ 10. Because it is likely that the only one light Higgs boson is found in
the LHC experiment for 3 <∼ tanβ <∼ 10, the indirect determination on mA could become
very important in such parameter space. Note, however, that the deviation from the
approximate formula depends on the magnitude of µ. For larger |µ| the deviation can be
significant even for tan β <∼ 10.
The ratio of the branching ratios is useful to constrain mA as shown in Figure 2.27.
In Figure 2.28, we show the precision of the indirect determination on mA from the
above branching ratios at the JLC experiment with integrated luminosity of 500 fb−1
at
√
s = 300 GeV. The Higgs boson mass is taken to be 120 GeV. The theoretical
uncertainty of the branching ratio calculation in the SM and the estimated experimental
statistical errors are summarized in Table 2.9. The combined error to determine mA from
(B(h→ cc¯)+B(h→ gg))/B(h→ bb¯) andB(h→W (∗)W (∗))/B(h→ bb¯) is 7.0 %, and that
from (Br(h→ cc¯)+Br(h→ gg))/Br(h→ τ+τ−) and Br(h→W (∗)W (∗))/Br(h→ τ+τ−)
is 5.3%. In order to draw the upper and lower limits of mA, we use the 5.3% error and
assume that these ratios normalized by the SM values are given by (m2A−m2h)2/(m2A+m2Z)2.
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Figure 2.28: Accuracy of the mA determination as a function of mA from
branching ratio measurements. The dark area corresponds to the error of mA
from B(h→ cc¯)+B(h→ gg), B(h→ τ+τ−), and B(h→W (∗)W (∗)) measure-
ments at the JLC experiment. The light area is obtained by the assumption
that Γ(h → W (∗)W (∗))/Γ(h → τ+τ−) is determined in 15% accuracy, which
corresponds to an estimated statistical error at the LHC experiment.
Table 2.9: The errors of the double ratios for the 120 GeV SM Higgs bo-
son due to the theoretical uncertainties of input parameters and experimental
statistical errors (%) for JLC with an integrated luminosity of 500 fb−1 and√
s = 300 GeV. For theoretical errors, we take into account the uncertainty
from the strong coupling constant and the bottom and charm quark masses
as αs(mZ) = 0.1181± 0.002, mMSb (mb) = 4.20± 0.13 GeV (±3%), mMSc (mc) =
1.25± 0.06 GeV (±5%).
Theoretical error Experimental error Total error
Br(h→cc¯)+Br(h→gg)
Br(h→bb¯) 8.6 6.4 10.7
Br(h→W (∗)W (∗))
Br(h→bb¯) 7.6 5.2 9.2
Br(h→cc¯)+Br(h→gg)
Br(h→τ+τ−) 4.1 7.7 8.7
Br(h→W (∗)W (∗))
Br(h→τ+τ−) 0 6.7 6.7
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Notice that for the ratios normalized by Br(h→ τ+τ−), there is no correction from the ǫb
term. We can see that the useful upper bound of the heavy Higgs boson mass is obtained,
if the true value of mA is less than 600 GeV. Even if the branching ratio is consistent to
the SM value, the lower bound will be determined. This is compared with the precision
of the ratio of partial decay widths Γ(h → W (∗)W (∗))/Γ(h → τ+τ−) at LHC. Using the
weak boson fusion process for Higgs boson production, the statistical error is estimated
to be 15% for the integrated luminosity of 200 fb−1[35].
When tanβ is large, we may be able to determine the parameter ∆b ≡ ǫb tanβ from
production cross section and branching ratios. As an example we show the experimental
statistical accuracy of the MSSM parameter determination including ∆b. We present the
χ2 contour in 1/(tanα tanβ), sin (β − α), and ∆b space for tanβ = 10 (Figure 2.29) and
tan β = 50 (Figure 2.30). We can see that non-zero ∆b can be clearly distinguished in
the case of tanβ = 50. Establishing the non-vanishing ∆b is very interesting because it is
induced by virtual correction due to SUSY particles.
2.6.3 Possible Scenarios of SUSY Parameter Determination
If the heavy Higgs bosons or SUSY particles are found in the LHC experiment and the JLC
experiment, we can perform many consistency checks, coupling constant determinations,
and model discrimination with help of the Higgs boson studies. Possible scenarios are as
follows:
• If the heavy Higgs bosons (A and H) are found, we can compare their masses with
the value determined from branching measurement of the lightest Higgs boson. This
is an important test of the MSSM because two values are not necessarily the same
for two Higgs doublet model in general.
• If the stop sectors are determined from the direct SUSY search in addition to the
information onmA from either direct discovery of the heavy Higgs bosons or indirect
determination from the branching measurements, we can determine tanβ from the
mass formula of the lightest CP-even Higgs boson in the MSSM. In order to do so,
it is important to determine two masses and the left-right mixing of the stop sector,
because the mixing parameter gives a sizable correction to the lightest Higgs boson
mass.
• If tan β value is obtained from other sectors of the SUSY model, we can compare
it with tan β inferred from the studies on the lightest Higgs boson. For possibilities
of other tanβ measurements, we can consider the stau decay[36], the heavy Higgs
production and decay[37], and the chargino and neutralino production[38]. The
consistency of tan β determination is in fact the direct confirmation of the MSSM
Higgs mass formula, and tells us that the Lagrangian of the Higgs sector is likely to
be that of the MSSM. If there is a deviation we have to extend the Higgs sector. For
example, we may be able to give a constraint on the additional coupling constant














where λ is a new coupling constant associated with a singlet Higgs field. It is
conceivable that the upper bound is saturated for the lightest CP-even Higgs boson
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Figure 2.29: Experimental statistical accuracy of the 1/(tanα tan β),
sin (β − α), and ∆b determination for tanβ = 10 in the MSSM. The dark-
est (second darkest) area corresponds to the 1σ (95% CL) region. No solution
is obtained in the white area. The input point is 1/(tanα tanβ) = −0.852,
sin (β − α) = 0.99985, and ∆b(≡ ǫb tanβ) = 0.08, corresponding to SUSY pa-
rameters, mA=400 GeV, MS=654 GeV, Xt=2, µ =300 GeV, and M3 = 300
GeV.
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Figure 2.30: The same figure as Figure 2.29 for the case of tan β = 50. The
input point is 1/(tanα tanβ) = −0.793, sin (β − α) = 0.999986, and ∆b(≡
ǫb tanβ) = 0.58, corresponding to SUSY parameters, mA=400 GeV, MS=462
GeV, Xt=2, µ =300 GeV and M3 = 300 GeV.
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and therefore its properties are not much different from the SM Higgs boson. From
precise determination of the Higgs boson properties, the stop sector, and tanβ from
other processes, we may be able to distinguish NMSSM from MSSM and determine
the parameter λ.
In this way, studies of the Higgs boson properties are useful to determine the Lagrangian
of the SUSY model. Through the Higgs mass formula, we can obtain information on
various SUSY parameters. The precision studies of the Higgs boson, therefore, play an
important role in distinguishing and establishing different models, even after the discovery
of SUSY particles.
2.7 Further Experimental Considerations
In studies of the Higgs particles at JLC, accurate tracking and event kinematic recon-
structions are essential. One needs to investigate the performances of such key techniques
under very realistic experimental environments. The extremely high luminosity of order
of 1034 cm−2s−1, which is about 2 order higher than that at LEP, and the beam structure
necessary for the acceleration in the linear collider JLC, make the experimental situation
more severe than that at LEP and SLC in the following points;
• Large number of noise hits on the vertex detectors due to huge number of e+e− pairs
created by beam-beam interactions [21]. It makes proper associations of the hits
for the tracking difficult especially for the low momentum tracks, which are rather
important for b tagging, due to multiple Coulomb scatterings and energy losses in
detector materials;
• Overlap of two or more physics events, especially two-photon backgrounds [33], in
a same bunch collision with a signal or other hard scattering event due to very high
integrated luminosity per bunch. It might reach to 1 µb−1 level at JLC which is
2–3 order higher than that at LEP/SLC. The average rate of the overlap of the two
photon process on signal events might reach to about 10 % or more
• Degradation of the collision energy due to beamstrahlung.
The studies have been made with the current design of the detector at JLC [17] as a
model detector.
Studies of the Higgs measurements with such expected experimental condition have
been attempted [22]. The most inner layer of the vertex detector might have the noise
hit density of about 1 hits/mm2, which makes proper associations of the hits difficult
especially for the low momentum tracks. For the event overlapping, there are two major
effects in the measurements. One is the effect on the kinematics such as reconstructed
mass of the Higgs and the selection bias. The other effect is on the flavour tagging which
relies on the tracks displaced from the event primary vertex.
2.7.1 Noise Hits on Vertex Detector due to Beam-beam Inter-
action
The beam at JLC has 50–100 of bunches in a beam train with bunch spacing of 1.4 to 5.6
nsec and the repetition rate of 50–150 Hz. Since the present design uses CCD readout for
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Table 2.10: Detector parameters which are relevant to this analysis. Magnetic
field of 2 T is used.
Detector No. of Radius of layers [cm] Half-z Resolution [µm]
Name Layers Inner Outer Length [cm] r-φ z
CT 100 45 230 125 100 2000
IT 5 10 38 21-79 20 20
VX 4 2.4 6.0 5-12.5 4 4
the vertex detector, the hits from multi-bunches in a train overlap each other. In single
train collision, the expected rate of the noise hits due to the beam-beam interaction is
about 30–100 hits/cm2 on the inner most layer of the vertex detectors. Studies have been
made with full simulation program JIM [19] based on the GEANT3 package. Tracking
devices in the JLC detector are: central tracker (CT), intermediate tracker (IT) and
vertex detector (VX). Detector parameters are summarized in Tab 2.10.
Single µ track generated with flat distribution in polar angle in cosθ±0.8 with mo-
mentum ranging from 0.5 to 50 GeV, are used as a “signal” track to study the proper
track finding efficiency. Two kinds of backgrounds are considered in this analysis. One
is the low energy e+e− pairs induced by the beam-beam interactions. This background
is simulated by the CAIN code [39], and generated e+e− pairs are also processed through
the same full detector simulation program. The simulated detector response from the
e+e− pairs, corresponding to numbers of bunch collisions (100 bunches as a default), are
overlapped to each signal event. Another background source added are low momentum
charged tracks from two-photon process (corresponding to 10 events as a default).
First step of the analysis starts from the reduction of the noise hits with cluster shape
analyses. Almost all the background hits in the VX detector are generated by very low
momenta e+e−’s which are curling as a helix with small radius within the VX detector
region. Thus the shape of the cluster of the noise hits on the VX tends to be longer
than that of hits generated by “signal” charged tracks. By applying cuts on shapes of
VX hit cluster, number of background hits has been reduced to 1/3 keeping the signal hit
efficiency to be more than 98 %.
We start the tracking from the fitting of the hits in the CT. Then the hits in IT
are associated to these tracks. Since most of the problematic e+e−pairs have very low
momenta, the hit density in IT region is already low enough. Hence the association of
the hits on the IT is rather easy. Then analysis proceeds to the association of the tracks
obtained from CT and IT (CT+IT track) to the clusters found in the VX. We have
compared the following two methods for the association;
1. a conventional “Road Method”: The positions predicted by the CT+IT track are
compared with those of VX clusters in each VX layer, and nearest clusters are
retained.
2. “Local Tracking”: first, candidates of track segments are locally made only with
the VX clusters. In order to reduce the combinatorial associations, accumulated
distribution of VX hits in all layers in the φ-z plane is used, and peaked clusters
in the plane are defined as a local track segments. Then the track parameters of
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Figure 2.31: Momentum dependence of proper track reconstruction efficiency.
the local segments are compared with those of CT+IT tracks, and associated to the
most appropriate tracks from the CT+IT. Finally re-fits are made globally for all
hits found in CT, IT and VX.
To check the tracking performance, we define the proper tracking as the track having
correct hit association for all layers of VX. Dependence of the proper tracking efficiency
on the momentum of the signal µ is shown in Fig 2.31. As a default, the e+e− pairs from
100 bunch-interactions and charged tracks from 10 two-photon events are overlapped.
Especially for charged tracks with momentum below 1 GeV, difference of efficiencies be-
tween two methods mentioned above are fairly large. Fig2.32 shows the proper track
reconstruction efficiencies as functions of the amount of overlapped background of; (up-
per) e+e− pairs indicated by the number of bunches in a train, and (lower) two-photon
processes. The signal µ momentum is fixed to 1 GeV. For both cases, amount of the other
background is fixed to the default values.
Efficiencies obtained by two track finding methods do not depend on amount of over-
lapped two-photon background significantly. The degradation of the efficiency obtained by
the “Local Tracking” method is found to be small even at the extremely high background
rate, while the efficiency by the simple “Road method” decreases rapidly as amount of
background from e+e− pairs grows. In order to perform a good tracking, a self-fit capa-
bility in vertex detector is found to be very helpful. Parameters in this method should be
optimized further. Also an interpolation of tracks taking into account energy losses and
multiple-scatterings should be used, especially for lower momentum charged tracks found
in the CT detector. These improvements are addressed in the future studies.
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Figure 2.32: Noise hit rate dependence of track reconstruction efficiency for 1
GeV single muon.
2.7.2 Overlap with Two-photon Processes
The effective cross-section σeff of the overlapping events
1 can be written as σeff =
σ1 × σ2 ×Lbunch, where σ1,2 are the production cross-section of each physics process, and
Lbunch is the integrated luminosity in a bunch (luminosity per bunch). At the future
linear collider, the luminosity per bunch can reach up to 1 µb−1 level, which is 2–3 order
of magnitude higher than that at LEP/SLC. The most severe overlap comes from two-
photon backgrounds. Roughly speaking, its cross-section is around 100 nb, while the
cross-section depends on the cut in the kinematics, and the calculated cross-section has
large uncertainty by nearly factor two 2. Hence the average overlap rate could reach to 10
% or more for the luminosity per bunch of 1 µb−1, even if we assume that we have perfect
identification of the bunch of the event. The assumption in the bunch identification may
have to be relaxed when we have short bunch spacing of 1.4 nsec at JLC.
In case two or more events happen in single bunch collision, the separation of the
events is extremely difficult. The separation is almost impossible for the neutral particles
like γ or KL. Some of the charged tracks might be rejected looking into the production
point in beam direction, however such rejection might make significant bias in the Higgs
precise measurements since the displaced vertex may come from the heavy quark decay
of the Higgs.
Several simulation studies have been attempted. The simulation overlaps the hard
1 It has to be modified with Poisson probability for only one two-photon overlap, two two-photon
overlap, three or more etc.. for large overlapping rate.
2 Note that the two-photon processes include “normal” two-photon process in which the two virtual
photon interacts, and interaction between a virtual photon and real photon induced by the beamstrahlung
effect, which may roughly doubles the cross-section.
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Figure 2.33: Distributions of the reconstructed mass of the Higgs in
e+e−→νν¯h0 process. Upper plots are for the mass with hits observed in the
detector acceptance |cosθ| ≤ 0.98, and bottom plots are for ≤ 0.90. Left plots
are those for none, one, two two-photon events overlapped. The dotted lines in
the right side plots are the reconstructed mass in case 0.5 events are expected
in average for the overlap.
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Figure 2.34: Degradation of the detection efficiency for the e+e−→h0νν¯ process
as a function of the number of two-photon processes overlapped to the signal
event. Three lines correspond to different decay of the Higgs.
scattering events of signal or background processes, with one or more two-photon events.
We have used the JSF Quick-simulator [18] for this purpose. The data base are sepa-
rately generated for the hard processes and the two-photon backgrounds. Afterward they
are overlapped each other with event production points displaced according to the as-
sumed beam spread at the interaction point. One of the significant effect is found in the
reconstructed mass of the Higgs in e+e−→νν¯h0 process.
Figure 2.33 shows the reconstructed mass with/without two-photon overlap. No event
selection is made for the plots. The distributions are shown for the different detector
acceptance to be used in the mass reconstruction. Since the two-photon background
tends to make energy-flow in the forward region, the bias in the mass reconstruction
could be reduced if we use the detector information only from the central part, while the
signal tagging efficiency in a mass window is reduced as shown in the figure.
The effect on the signal tagging efficiencies is shown in Fig2.34. The vertical axis
is the efficiency normalized to that without two-photon overlap. Significant degradation
of the tagging efficiency is found. The main reason of the loss of the efficiency is the
distorted mass distribution with overlapping two-photon events. Also the other kinematic
values such as missing momentum direction are affected significantly. Furthermore the
background contamination especially Weν events increases rapidly as two-photon overlap
rate grows.
The other effect is that in the flavour tagging which relies on the tracks displaced from
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the event primary vertex. The overlapping event has, in general, its event-production-
point different from the original event, since the beam has a finite width. If we use the
information only in r-φ projection, the effect can be minimized thanks to the tiny width
of the beam in the projection. However the beam spread is larger in the beam-direction.
Simulation studies have been made also for the flavour tagging. Possible bias has been
checked with different assumptions for the beam spread in beam direction. As we have
expected, the effects are found to be negligible in r-φ projection. The results obtained
in the 3-dimensional tagging show a small effects for 80 µm spread in z-direction at the
interaction point which is the current design value at JLC. When we increase the beam
spread, the bias increases almost linearly.
Although the studies have just started and the analyses are not optimized for the
two-photon overlapping, the results indicate the several important issues for the acceler-
ators, detectors and monitoring systems. Note that our aimed precisions for the Higgs
measurements are percent order or less. We need good “time-stumps” for each hits in the
detectors to identify the corresponding bunch. Both trackers and calorimetry are required
to have good time resolution. Since the overlapping rate depends on the luminosity per
bunch, the operation of the accelerators are required to be stable bunch by bunch, and the
monitoring of the luminosity per bunch might be necessary. One may use the data at low
luminosity to investigate the effects in real data, overlapping the hits from hard scattering
events with minimum-bias events including two-photons. Many studies are addressed in
the future.
Here we summarize the conclusion obtained so far.
• The effect of the two photon background can be minimized if we use the central
part of the detector in order to avoid the bias due to two photon yields.
• The systematics can be minimized by the studies in data itself using the overlapping
events in hit level for events obtained at lower luminosity data.
• The effects in flavour tagging needs care. For small beam size in beam direction in
JLC the current design is good in order to avoid the bias. If we make larger σz, we
may need special tricks to reject tracks from two-photon.
2.7.3 Requests to Detector
Through above discussion, here we list requests to detector design optimizations.
1. Vertex detector should have at least 4 layers, each with r-φ and z coordinates, in
order to assure the local tracking capability.
2. To deal with two-photon overlap, the central tracker (CT) should have the bunch
identification (time stamp) performance of 1 nsec.
3. It would be very helpful to have a fast detector for the intermediate tracker (IT) to
help the bunch identification.
4. Calorimeter should have a time resolution of less than 1 nsec for a given hit. This re-
quest is very important especially for the endcap region. Granularity of the calorime-
ter also should be optimized.
Above requests are serious especially for high luminosity option of the JLC accelerator.
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2.8 Future Studies to be Made
Here we summarize the the high priority studies which should be made in ACFA for JLC
projects.
Physics channels
In this report we focus on the physics at JLC-I especially the SM Higgs and the lightest
CP-even Higgs. Important channels which are not described in detail in this report are
as follows.
• The Yukawa processes such as e+e−→tt¯→tt¯h0, and also heavier Higgs such as tt¯A0
and tt¯H0, have to be studied in detail.
• Multi-Higgs production such as h0h0Z0 and direct measurement of the self-coupling
strength.
• The heavy Higgs pair production, A0H0.
• Charged Higgs in e+e−→H+H− and the single production such as e+e−→τνH± [40].
These studies should be extended also at higher energies in a TeV and multi-TeV regions
which is the one of the options at later stages of the JLC project.
Analyses Techniques
The sensitivity to Higgs bosons are determined not only by the accelerators and detec-




The current studies uses rather simple and old-fashion procedures. For example, in this
study we use the simple likelihood calculation for the flavour-tagging based on the impact
parameters of the tracks. At recent experiments like LEP/SLC, various more sophisticated
methods with much higher performance have been developed using more information such
as secondary vertex reconstruction. Multi-variables have been combined using neural-
network techniques or likelihood combinations. These experience should be applied for
the next steps. Above these crucial issues are under development and open for the future
studies.
More studies in the real experimental situation
As we have described above, the experimental situation at JLC is much cleaner than
the hadron colliders. We have described the effects of the beam-beam interaction and
mini-jet (two-photon) event overlaps, which are major issues at high luminosity operation
at JLC. As is discussed, these are expected not to be serious at JLC. In order to obtain
better performance and feed-back to final designs of the accelerator and detector, further
studies are addressed.
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2.9 Summary
The future linear e+e− collider, JLC, gives us fantastic occasions to investigate the physics
up to GUT scale through studies of Higgs production and decay properties.
In this report we studied varieties of Higgs physics based on the recent progress in
theoretical and experimental sides.
The experimental feasibilities and sensitivities are investigated especially for physics
at early stage of the JLC phase-I. We discussed the sensitive signal cross-section, model-
independent measurements, and expected accuracy in physics parameters such as Yukawa-
coupling. Full simulation studies for the tracking as well as the effect of the event over-
lapping expected at JLC has been started already.
The existence of the light Higgs predicted in SUSY models is first to be clarified. At
JLC, we may need only a few days to discover (at least one of) the Higgs bosons if the
current design luminosity value of JLC is realized. There is always a potential for us to
find unexpected “big things” through Higgs hunting and measurements even at very early
stage of the JLC experiment.
We have enough sensitivity even to the worst case with the lowest cross-section in
SUSY models. The physics background processes which have event topologies similar
to those of Higgs signals have cross-section just one or two orders of magnitude higher
than the signal. The backgrounds are well under control thanks to the well defined initial
states, which is necessary for the precise measurement of the Higgs and in order to be
sensitive to new particle production with tiny cross-section. We are sensitive to a cross-
section down to 1 fb level. One can say, in other words, it is really a “big discovery” when
we find no Higgs at JLC phase-I.
Varieties of discoveries are yet waiting for us. For instance, if Br(h0→bb¯)/Br(h0→ττ)
is found to be different from m2b/m
2
τ , all models belonging to SM or type-II 2HDM, such
as SUSY models, are excluded. If Yukawa couplings of top and charm normalized to its
mass are found to be different, we need completely new theory for the fermion generation.
If the measured cross-section is smaller than the minimum cross-section [11, 12] expected
in SUSY models, it means new physics further beyond SUSY between EW and GUT
scale. We may discover CP-mixing in Higgs sector. We also may discover other Higgs
with tiny cross-section at JLC even at phase-I.
Our purpose of the experiments at JLC is not only to judge the existence of the light
Higgs, but also to measure the Higgs properties precise enough if it exists. We would
measure the cross-section, the branching ratio, natural width in percent order or less
in its error at JLC based on more than 105 Higgs events in a few years running which
results in the precise measurements of the Higgs gauge coupling and Yukawa-coupling,
and furthermore derivation of Higgs self-couplings in multi-Higgs production. These can
be made model independent fashion.
From these measurements, we further measure various model parameters, and test in
the internal consistency. The precise values of the Higgs properties, we are also sensitive
to a loop effect of new particles such as scaler top quark. The mass of the other Higgs
and properties are indirectly measured if we missed it at JLC phase-I, and can be tested
at the next step of the JLC. The information from LHC are also helpful. All of those,
which are expected to be done only with the next e+e− Linear Collider, JLC, are essential
to give definite answers to physics models and to determine the fundamental structure
of the interaction in nature up to GUT scale. JLC is a big step to definitely answer the
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Table 2.11: Accuracy at
√
s =300, 400 and 500 GeV with L=500 fb−1 for 120
GeV CP-even Higgs at JLC. The Higgs boson of SM-like is used as an input.
√
s 300 GeV 400 GeV 500 GeV
∆mh (lepton-only) 80 MeV — —
∆mh 40 MeV — —
∆σ/σ (lepton-only) 2.1% 2.5% 2.9%
∆σ/σ 1.3% — —
∆(σhνν¯ ·Br(bb¯) 2.0% — —
ZZH-coupling ∆ZZH/ZZH 1.1% 1.3% 1.5%
WWH-coupling ∆WWH/WWH 1.6% — —
∆Γh0/Γh0 5.5% 12% 16%
Yukawa coupling ∆λ/λ
λb 2.8% 6.1% 8.1%
λτ 3.5% — —
λc 11.3% 13% 15%
λb/λτ 2.3% — —
λb/λc 11% 12% 14%
λup−type 4.1% — —
λdown−type/λup−type 3.2% — —
∆(σ·Br)/(σ·Br)
h0→bb¯ 1.1% 1.3% 1.7%
h0→W+W− 5.1% 12% 16%
h0→τ+τ− 4.4% — —
h0→cc¯+gg 6.3% — —
h0→cc¯ 22% 23% 27%
h0→gg 10% 11% 13%
h0→γγ — — —
h0→Z0γ — — —
question whether we live in SUSY world or SM-like world, or completely new unexpected
world.
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The existence of a light neutral Higgs boson strongly indicates supersymmetry but it is by
no means a solid proof. It is definitely necessary to discover at least one supersymmetric
particle to prove it. We have emphasized that there are a lot of chances to discover at
least one SUSY particle at the JLC[1]. Although which is the first to be discovered is
model-dependent, the SUSY search methods to be invoked at the JLC is largely model-
independent and, once we find one SUSY particle, it will guide us to discover the next.
More important than discoveries are the precision measurements of the masses and cou-
plings of these SUSY particles, which can be carried out model-independently, thereby
allowing us to test model assumptions. It should also be noted that the polarized electron
beam will play an essential role, in the course of the SUSY searches and studies.
Basically, these statements made back in 1992[2] are still valid except for the fact that
the only SUSY breaking scheme available at that time was the one exploiting gravity
to transmit the spontaneous breaking of supersymmetry in some hidden sector to our
world. In the past few years, there has been tremendous progress and now we have a set
of different models for such SUSY breaking transmission. The subgroup’s first mission is
thus to list up currently available SUSY breaking schemes and clarify their experimental
implications. For theorists, this means to try to exhaust possible SUSY breaking mecha-
nisms and examine their characteristic features in terms of collider phenomenology and,
for experimentalists, this means to identify possible new signatures of SUSY and investi-
gate their detectability at the JLC[3]. The other lines of studies carried out in the ACFA
studies include reexamination of the simplifying assumptions we made in our past stud-
ies: studies of R-parity breaking phenomena and special corners of the parameter space
leading to some experimentally difficult situation such as the lighter chargino decaying
into a stau plus a neutrino[4].
As already stated, even more interesting than the mere discovery of SUSY particles are
precision measurements of their masses and couplings. The past JLC studies assumed an
integrated luminosity of a couple of tens of fb−1. Recent advance in accelerator physics has,
however, opened up possibility of some really high luminosity which was unconceivable at
the time of the green book being written[2]. The subgroup’s next task is thus to clarify
what we can learn from first a couple of SUSY particles, given a real high integrated
luminosity such as 1 ab−1, quantify required precisions for model discrimination for various
observables, and translate them into required detector performance.
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In this chapter, we first quickly review the phenomenological consequences of vari-
ous SUSY breaking scenarios and experimental expectations from the next generation
colliders. We then perform simulated experiments in the framework of the minimal su-
persymmetric standard model, in order to demonstrate basic experimental techniques to
study SUSY particles at the JLC: measurements of masses, mixings, and quantum num-
bers of SUSY particles. This will be followed by discussions on possible complications and
ways out, expected for some particular corner of the parameter space or from the other
scenarios including gauge or anomaly mediated SUSY breaking as well as R-parity viola-
tion. We then examine the physics demands on the detector performance. The precision
measurements of SUSY particles at the JLC will serve as a telescope to look into physics
at really high scale. We conclude this chapter by showing how and to what extent we can
carry out this very ambitious program.
3.2 SUSY Breaking Scenarios
It is clear that the SUSY is a broken symmetry, if it exists at all. It should not arbitrarily
be broken, however, as long as it is meant to solve the naturalness problem: only Soft
Supersymmetry Braking (SSB) terms are allowed to tame the quadratic divergence of
the Higgs mass correction1. Phenomenologically viable models can thus be classified in
terms of how the SSB takes place and how it is transmitted to our observable sector.
In almost all of the models, SUSY is broken dynamically at a high scale and then this
breaking is mediated to our low energy world. Various SSB parameters at the high scale
of SUSY breaking are determined by the choice of the SSB mechanism and the mediation
mechanism. Various theoretical and experimental considerations restrict the scale to a
rather big range 104 GeV < MSSB < MP l. The low energy values of the SUSY breaking
parameters are then decided by evolving them back to the weak scale via renormalization
group equations. Consequently the sparticle masses and, in cases where mixing occurs,
even their couplings depend on the SSB mechanism. Once these low energy values of
sparticle properties are measured, therefore, we can in principle point towards the physics
at high scale and hence at the SUSY breaking mechanism.
As already mentioned, in the early days of SUSY model building there existed essen-
tially only one class of models where the SSB is transmitted via gravity to the low energy
world. The past few years changed the situation drastically and now we have a set of
different models that include the following:
1) Gravity mediated models that include (minimal) SUGRA (mSUGRA), (constrained)
MSSM (cMSSM), etc., where supergravity couplings of the fields in the hidden
sector with the SM fields are responsible for the SSB terms. The difference between
mSUGRA and cMSSM lies in the fact that the former fixes the Higgsino mixing
mass parameter µ by demanding the radiative breaking of the EW symmetry, while
the latter leaves it as a free parameter. Both assume universality of the gaugino
and sfermion masses at the high scale. These models always have extra scalar
mass parameter m20 which needs fine tuning so that the sparticle exchange does not
generate FCNC effects, at an unacceptable level.
1 Of course, ‘warped large’ extra dimensions [5] might obviate the hierarchy problem completely.
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2) Anomaly Mediated Supersymmetry Breaking (AMSB) models, for which supergravity
couplings that induce mediation are absent and the SSB is caused by loop effects.
The conformal anomaly, which is always present, generates the SSB terms and
the sparticles acquire masses due to the breaking of scale invariance. Note that
this contribution exists even in the case of mSUGRA/MSSM, but is much smaller
in comparison with the tree level terms that exist in those models. This mecha-
nism becomes a viable one for solely generating the SSB terms, when the quantum
contributions to the gaugino masses due to the ‘superconformal anomaly’ can be
large [6, 7], hence the name Anomaly mediation for them. The slepton masses in
the simplest model of this kind are tachyonic and require some other SUSY breaking
mechanism to obtain phenomenologically acceptable mass spectrum. One way to
fix this problem is to introduce a scalar mass parameter m20.
3) Gauge Mediated Supersymmetry Breaking (GMSB) models [8], where the SSB is
transmitted to the low energy world via a messenger sector through messenger fields
which have gauge interactions. These models have no problems with the FCNC and
do not involve any scalar mass parameter.
4) Models where the SSB mediation is dominated by gauginos [9]. These models are
based on the brane world scenarios, where the brane (our world) on which the
matter particles and their superpartners live is separated in the bulk from the one
that is responsible for the SUSY breaking. Consequently, the wave functions of
the matter particles and their superpartners on the SUSY breaking brane are sup-
pressed, whereas those of the gauginos are substantial, due to the fact that the gauge
superfields live in the bulk. Hence the matter sector feels the effects of SUSY break-
ing dominantly via gauge superfields. As a result, in these scenarios, one expects
m0 ≪ m1/2, reminiscent of the ‘no scale’ models.
All of these models clearly differ in their specific predictions for various sparticle spectra,
features of some of which are summarized in Table 3.1[10], where the usual messenger
scale parameter Λ had been traded for M2 for ease of comparison.
As one can see, the expected gravitino mass varies widely in different models. The
SUSY breaking scale
√
F in GMSB model is restricted to the range shown in the table by
cosmological considerations. Since SU(2) and U(1) gauge groups are not asymptotically
free, i.e., bi are negative, the slepton masses are tachyonic in the AMSB model, without
a scalar mass parameter, as can be seen from the third column of the table. The minimal
cure to this is, as mentioned before, to add an additional parameter m20, not shown in
the table, which however spoils the RG invariance. In the gravity mediated models like
mSUGRA, cMSSM, and most of GMSB models, gaugino masses unify at high scale,
whereas in the AMSB models the gaugino masses are given by RG invariant equations
and hence are determined completely by the values of the couplings at low energies and
become ultraviolet insensitive. Due to this very different scale dependence, the ratio of
gaugino mass parameters at the weak scale in the two sets of models are quite different:
gravity mediated models and GMSB models have M1 : M2 : M3 = 1 : 2 : 7, whereas
the AMSB model has M1 : M2 : M3 = 2.8 : 1 : 8.3. The latter therefore, has the
striking prediction that the lightest chargino χ˜±1 and the lightest supersymmetric particle
(LSP) χ˜01, are almost pure SU(2) gauginos and are almost mass-degenerate. The expected
sparticle spectra in any given model can vary a lot. But still one can make certain general
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Table 3.1: Predictions of different types of SUSY breaking models for grav-
itino, gaugino, and scalar masses. αi = g
2
i /4π (i=1,2,3 corresponds to U(1),
SU(2) and SU(3), respectively), bi are the coefficients of the −g2i /(4π)2 in the
expansion of the β functions βi for the coupling gi and ai are the coefficients
of the corresponding expansion of the anomalous dimension. The coefficients
Gi are the squared gauge charges multiplied by various factors which depend
on the loop contributions to the scalar masses in the different models.
Model mG˜ (mass)
2 for gauginos (mass)2 for scalars
mSUGRA M2SSB/
√





cMSSM MSSB ∼ 1010 − 1011 GeV
GMSB (
√










F < 104 TeV




statements, e.g. the ratio of squark masses to slepton masses is usually larger in the
GMSB models as compared to mSUGRA. In mSUGRA one expects the sleptons to be
lighter than the first two generation squarks, the LSP is expected mostly to be a bino and
the right-handed sleptons are lighter than the left-handed sleptons. On the other hand, in
the AMSB models, the left- and right-handed sleptons are almost degenerate. The above
mentioned degeneracy between χ˜±1 and χ˜
0
1 is lifted by the loop effects [11]. For ∆M =
mχ˜±1
- mχ˜01 < 1 GeV, the phenomenology of the sparticle searches in AMSB models will
be strikingly different from that in mSUGRA, MSSM, etc. In the GMSB models, the LSP
is gravitino and is indeed ‘light’ for the range of the values of
√
F shown in Table 3.1.
The candidate for the next lightest sparticle, the NLSP, can be χ˜01, τ˜1, or e˜R depending
on model parameters. The NLSP life time and hence the decay length of the NLSP in lab




F )4. Since the theoretically allowed values of
√
F
span a very wide range as shown in Table 3.1, so do those for the expected life time and
this range is given by 10−4 < cτγβ < 105 cm. Since the crucial differences in different
models exist in the slepton and the chargino/neutralino sector, it is clear that the leptonic
colliders which can study these sparticles with the EW interactions, with great precision,
can really play a crucial role in model discrimination.
The above discussion, which illustrates the wide ‘range’ of predictions of the SUSY
models, also makes it clear that a general discussion of the sparticle phenomenology at any
collider is far too complicated. This makes it even more imperative that we try to extract
as much model independent information as possible from the experimental measurements.
This is one aspect where the JLC can really play an extremely important role.
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3.2.1 SUSY Questions to be Answered by Next Generation Col-
liders
The existence of a sparticle is a qualitative evidence for the existence of a supersymmetric
part (LSUSY ) in the Lagrangian of the world (Lworld). The Lagrangian of the world
must contain, however, a soft SUSY breaking part (LSSB), which determines masses and
mixings of sparticles. As stressed above, this SSB part is believed to be determined by
physics at high scale: such as GUT or Planck scale physics, and its studies will enable us to
make a first realistic step towards the ultra-high energy physics. As illustrated in Fig. 3.1,
experimentalists’ tasks can, therefore, be summarized as follows: (i) search for a sparticle
Figure 3.1: A schematic diagram showing the relation between the SUSY
studies at the JLC and physics at high scale. The dashed arrows indicate the
logical flow of theoretical implications, while the solid arrows show that of
experimental inputs.
to qualitatively prove the existence of LSUSY , and (ii) determine masses and mixings of
sparticles through the measurements of various differential cross sections, thereby testing
SUSY quantitatively and uncovering the structure of LSSB. More specifically, we need to
1) Find the sparticles and establish their quantum numbers by checking their inter-
actions.
2) Establish coupling equalities implied by the SUSY, thereby proving SUSY quanti-
tatively.
3) Determine the scalar masses, gaugino masses, and gaugino-higgsino mixing.
4) Measure the properties of the third generation sfermions including the L-R mixing.
The measurements mentioned in (3) above can give information about µ, tan β, and
some of the soft SUSY breaking parameters, whereas (4) above can further add to the
determination of µ, tanβ, trilinear A parameters, and the scalar mass parameters.
The LHC will be able to achieve the goals given in ‘bold face’ in the list above; for
the remaining tasks we need the clean environment of the e+e− collider.
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3.2.2 What LHC Can Do
Let us start with a summary of major hopes [12, 13, 14, 15] from the LHC for SUSY
enthusiasts. Various versions of ‘naturalness’ arguments [16, 17, 18] indicate that if the-
ories are ‘natural’, at least some of the sparticles, notably the gauginos/higgsinos, must
be accessible at the LHC. Thus if SUSY is realized in nature, the LHC should be able to
provide some proof for it.
Being a hadronic collider, the LHC is best suited for the search of strongly interacting
particle sector. The heavier ‘strongly interacting’ sparticles will be produced first and the
lighter sparticles with EW interactions only in the decay. The very high rates [19] (e.g.,
even for a gluino mass of 2 TeV, the expected cross-section is ∼ 10 fb, giving about 1000
events for the high luminosity option) make discovery easy.
Methods have been developed to make accurate measurements of different sparticle
masses; a nontrivial task as the worst background for SUSY searches is SUSY itself [20].
Depending on the point in mSUGRA parameter space chosen for analysis, a determination
of mq˜L, mg˜ up to an accuracy of 5− 7% is possible, whereas the masses mχ˜01 , mχ˜02 can be
determined with < 10% accuracy [13, 14, 19, 20]. For some of the points chosen for studies
high accuracies ∼ 1−2% are also possible for neutralino mass determination. The heavier
gauginos are, however, inaccessible in general since the rates for direct EW production
are very low. The reach for sleptons at the LHC is also limited as compared to that for
the strongly interacting particles and is ml˜ ≤ 360 GeV unless it is produced in cascades
of squarks; a model dependent fact. Their mass measurements are thus difficult, if not
impossible. Ingenious methods have been developed to get an idea of the effective SUSY
breaking scale [20]. However, accurate information about the SUSY breaking scale and
mechanism generally does not seem easily extractable. Further, a direct determination
of quantum numbers and couplings of the sparticles is not possible. It has been shown
that many SUSY model parameters such as µ, tanβ, M2, M3 can be determined with an
accuracy of a percent level [20, 21], within a model. However, model independent analyses
do not yet promise similar accuracy [22].
There is another point to make. The lightest SUSY particle is a good candidate of
the cold dark matter in the universe. It is thus desirable that collider measurements
provide us with a clue about the nature of the dark matter. Such an analysis essentially
needs determinations of the chargino/higgsino content of χ˜0i and the slepton masses.
At the LHC, however, this is, so far, only shown to be possible for ml˜R < mχ˜02 [23].
On the other hand, a lepton collider can provide the necessary information on these
sparticles, once produced, thereby making very crucial contributions. As a matter of fact,
this information, if available, can play a very useful role in LHC analyses, too. Thus
information obtained from the JLC can feed back into the LHC analyses.
3.2.3 What We Expect from JLC
The above discussion identifies the areas in which we expect significant contributions from
the linear collider:
1) The JLC should provide precisionmeasurement of sparticle masses and mixing. Since
the machine energy limits the sparticle spectrum that we can cover, it is desirable
that the JLC shall eventually reach the TeV region.
CHAPTER 3. SUPERSYMMETRY 93
2) The linear collider should be able to pin down quantum numbers such as spin, hyper-
charge and establish the equality of couplings predicted by SUSY.
3) Information from the LHC, along with measurements in (2) can then be used to get
information about the SUSY breaking at high scale.
As seen before, the LHC can achieve the first goal only partially and the second one
only indirectly. The information on sparticle masses obtained from the LHC can serve as
an important input to guide energy upgrade strategy of the JLC. The tunable energy of
the e+e− linear collider allows for sequential production of various sparticles and hence a
better control of the possible SUSY background to SUSY searches.
Since SUSY involves chiral fermions and their super-partners, The polarization of the
initial e+/e− beams can be used very effectively to project out information about sparticle
spectra and couplings. Appropriate choice of the polarization can also reduce effectively
the background due to W+W− production which has a very high rate. Fig. 3.2 taken
from Ref. [24] shows the cross-sections for different SM processes and the corresponding
Figure 3.2: Cross sections of different SM processes as well as the
chargino/neutralino production. Model parameter values are shown in the
figure.
ones for the SUSY model dependent chargino/neutralino pair production, at a chosen
point in the mSUGRA parameter space. From the figure it is clear that with a judicious
choice of polarization of e−/e+ beam, the SM background can be handled and precision
measurements of chargino/neutralino sector are possible. The e+e− collider produces
democratically all the sparticles that have EW couplings. Hence it is better suited than the
LHC to study the gauginos/higgsinos and sleptons and will complement the information
in these sectors from the LHC very effectively. The correlation between properties of
gluino that will be obtained from the LHC and those of chargino/neutralino sector from
LHC/JLC can disentangle the various gaugino mass parameters Mi at weak scale. For
reasons outlined above knowledge about the relative values of Mi(i = 1, 3) at the weak
scale, from independent sources, contains crucial clues to the physics at high scale. This
also shows how truly the LHC and the JLC are complementary to each other and thus
how necessary both are to solve the puzzle of EWSB.
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3.3 Simulated Experiments
3.3.1 Model Assumptions
To be specific, we will work within the framework of supergravity (SUGRA) models
with the “GUT-condition”s, although the search and study methods are largely model-
independent. These models involve, in general, the following parameters: (m0, M2,
µ, tan β), which determine the mass spectra and the interactions of supersymmetric
particles[26]. µ is the higgsino mixing mass parameter and tanβ is the ratio of the
two vacuum expectation values of two Higgs doublets. m0 is the scalar mass parameter,
which is common to all the scalar particles in the case of SUGRA models. M2 is the












under the GUT conditions. As already mentioned in the previous section, this means,
numerically,
M1 :M2 :M3 ≃ 1 : 2 : 7, (3.1)
which implies the following inequality between the lighter chargino and the gluino masses:
mχ˜±1
<∼ 13mg˜. (3.2)
As demonstrated later, these SUGRA-GUT assumptions can be tested to a high precision.







where the first term on the right-hand side is the contribution from the common scalar
mass (m0). The coefficient of the gauge term (Gf˜) is controlled by the size of the gauge
group to which the sfermion belongs and the coefficient of the D-term (Df˜ ) depends on
tan β and is of O(1) or less. When M22 ≫ m2Z , the sfermion mass spectrum is thus largely
determined by the gauge term in the gravity-mediated SUSY breaking models. Taking
into account the above two mass relations (Eqs.(3.2) and (3.3)), we can conclude that
colored sparticles are heavier than colorless ones and right-handed sfermions are lighter
than left-handed ones, in the gravity-mediated SUSY breaking models.
In order to avoid unnecessary complications, we will make the following simplifying
assumptions: a) the R-parity is exactly conserved which implies that SUSY particles can
only be pair-produced and the lightest SUSY particle (LSP) is absolutely stable and b) the
LSP is the lightest neutralino to be consistent with cosmology. Complications expected
when these simplifying assumptions are lifted and possible ways out will be discussed
later. Our first SUSY particle (FSP) candidates are thus the lighter chargino (χ˜±1 ) or
the right-handed sleptons (l˜±R), except for the light third generation case. The low lying
SUSY particles accessible for the JLC usually have a reasonable branching fraction for
direct decays into the LSP[27]. Therefore, the signal for SUSY particle productions is a
missing transverse momentum or a large acoplanarity.
Taking these into account, we will focus our attention on chargino and slepton pair
productions. In any case, it is usually straightforward to discover these SUSY particles
at the JLC, once their thresholds are crossed. Moreover, we will be able to study their
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properties in detail. It should be emphasized that detailed studies of the first SUSY
particle alone can teach us a lot about the model parameters and will guide us to the
discovery of the next.
In what follows we will demonstrate how a typical SUSY study program goes[28],
taking a sample case:
(m0,M2, µ, tanβ) = (70 GeV, 250 GeV, 400 GeV, 2)
unless otherwise stated2. This parameter set gives the following sparticle mass spectrum:
(mχ˜01 , mχ˜02 , mχ˜±1
, ml˜R, ml˜L , mν˜L) = (118, 222, 220, 142, 236, 227) GeV.
Thus the first SUSY particle (FSP) in this case is the right-handed sleptons pair-produced
in e+e− collisions. The third generation sleptons will be treated separately, since for them
we expect significant left-right mixing.
3.3.2 Study of l˜±R (l 6= τ )
Slepton Signature
Since a right-handed slepton decays directly into a lepton plus an LSP, the signal to
look for is an acoplanar lepton pair: e+e− → l˜+R l˜−R → l+χ˜01l−χ˜01. On the other hand, the
background to this reaction is standard model (SM) processes with neutrinos which mimic
the LSP. The key point here is the power of a highly polarized electron beam available only
at linear colliders. For instance, one can eliminate the largest SM background (e+e− →
W+W− withW → lν) very effectively, using a right-handed electron beam: the transverse
W -pair production vanishes in the symmetry limit since the s-channel diagram involves
a W3, the third component of the SU(2)L gauge multiplet, and the t-channel diagram
exchanges a νe, both of which only couple to left-handed electrons. On the other hand,
the signal cross section will be enhanced because of the weak hypercharge difference
between e−L and e
−
R: σR = 4σL in the symmetry limit. Figs. 3.3-a) and -b) are examples
of acoplanarity distributions for selectron and smuon pair productions, respectively, after
the accumulation of 20 fb−1 at
√
s = 350 GeV. We can see that the signals can be
effectively enhanced over the background mainly consisting of W pairs, by applying a cut
on the acoplanarity angle. A detection efficiency of ǫ >∼ 50 % is easily achieved with a
signal to background ratio of S/B >∼ 1.6 even for smuons. As stressed above, the signal
to background ratio can be further improved by using a right-handed electron beam as
shown in fig. 3.3-c), resulting in a very clean event sample suitable for precision studies.
Mass Determination
Using this clean sample, we can determine the masses of the LSP and the right-handed
slepton through the measurement of the final-state lepton energy distribution. The two-
body decay of any spinless particle gives a flat energy distribution with its end points
kinematically fixed by the masses of the parent and the daughter particles: in the case of
2 The value of tanβ has been excluded by the current higgs mass bound, but increasing it will not
alter the following discussions in any significant manner.
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Figure 3.3: Examples of acoplanarity distributions for (a) selectron pair and
(b) smuon pair productions. The Monte Carlo data correspond to an integrated
luminosity of 20 fb−1 at
√
s = 350 GeV with an unpolarized electron beam.
The solid histograms are for the signal events, while the dashed histograms
are the background from W+W− productions. The effect of the right-handed
electron beam is demonstrated in (c).












 γ(1 + β), (3.4)
where γ = Ebeam/mµ˜R and β =
√
1− (mµ˜R/Ebeam)2.
Fig. 3.4-a) is the energy distribution of muons from smuon decays for an integrated
luminosity of 20 fb−1 with a right-handed electron beam. Though the distribution is a
little bit different from the expected rectangular shape due, primarily, to selection cuts,
the lower and the higher edges are sharp enough. These end points of the energy spectrum
determine mµ˜ andMχ˜01
. Fig. 3.4-b) shows the contours obtained from the fit to the Monte
Carlo data. We can determine the smuon and the LSP masses to a 1% level.
Test of Generation Independence of Sfermion Masses
With the right-handed selectron and smuon masses determined this way, we can make a
very important test of the SUSY breaking sector, which is a test of generation indepen-
dence of sfermion masses. The gravity-mediated SUSY breaking implies the universality
of scalar masses at the GUT scale, which leads to the mass degeneracy of the first and
the second generations. Fig. 3.5 is an example of the test of the generation independence,
demonstrating potential precision available at the JLC.
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Figure 3.4: (a) The energy distribution of muons from smuon decays for the
same Monte Carlo parameters as with Fig.3.3-b). The solid line corresponds
to the best fit curve, letting mµ˜R and mχ˜01 move freely. (b) The contours in
the mµ˜-Mχ˜01 plane obtained from the fit to the energy distribution.
Figure 3.5: The expected ∆χ2 = 1 contour in the mµ˜R-me˜R plane.
Measurements of Differential Cross Sections
Now that we know the masses of the LSP and the sleptons, we can solve kinematics up to 2-
fold ambiguities. Fig. 3.6-a) plots the two solutions for the cosine of the smuon production
angle. Comparison of this with the corresponding generated one (histogram) suggests that
the wrong solution makes a flat background. After the background subtraction, we get
the plot in Fig. 3.6-b), which shows a sin2 θ distribution characteristic of s-channel pair
productions of a spinless particle. In this way we can confirm that our smuon is really a
scalar particle.
On the other hand, the right-handed selectron pair production has t-channel neutralino-
exchange diagrams in addition. Notice that only their bino (B˜) components contribute
here, since the wino component does not couple to the right-handed sleptons and the
higgsino couplings are proportional to the electron mass. The t-channel diagram, if ac-
tive, will produce a forward peak if significant. Figs. 3.6-c) and -d) are similar plots to
Figs. 3.6-a) and -b) for the right-handed selectron pair production. The forward peak
indicates that the LSP in our sample case is bino-dominant. The JLC’s polarized electron
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Figure 3.6: (a) Production angle distribution of µ˜−R with respect to the elec-
tron beam axis. The points with error bars are the distribution of the two
solutions reconstructed from the selected sample corresponding to Fig. 3.4-a).
The histogram is the generated cos θ distribution for the selected sample. (b)
Production angle distribution after the background subtraction compared with
the scaled generated distribution before selection cuts. No acceptance correc-
tion is applied to the reconstructed distribution. (c) and (d) are similar plots
to (a) and (b) for e+e− → e˜+R e˜−R.
beam will, again, play a crucial role here since the t-channel diagrams exist only for the
selectron with the same chirality as the beam electron.
Test of Supersymmetry
Up to now, we have been implicitly assuming that the discovered sparticles obey super-
symmetry. In this subsection, we turn our attention to how we can quantitatively test
supersymmetry.
Supersymmetry not only demands existence of a super-partner for each of the standard
model particles but also requires the supersymmetric relations among couplings that are
related by supersymmetry. Because of this, the fermion-sfermion-gaugino coupling, for
instance, has the following relation with the fermion-fermion-gauge coupling in the lowest
order of perturbation theory:
gB˜e˜ReR =
√




If we can test such a SUSY relation, we can quantitatively prove that there is indeed
supersymmetry in nature. Here, we discuss to what extent we can test the SUSY relation
for the e-e˜R-B˜ coupling, using the selectron pair production.




and consider the constraint on YB˜ from the e˜Re˜R production. In the limit that the beam
energy is high enough and the neutralino mixing is negligible:
√
s ≫ mZ and M1 ≪ µ,
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1− 2 cos θβf + β2f4M21 /s
]
,
where θ is the selectron production angle measured from the electron beam axis. Notice
that the s(t)-channel particle that contributes to the right-handed selectron pair produc-
tion is only B (B˜), and consequently the cross section only depends on the hyper-charge.
The formula tells us that we can constrain YB˜ by measuring the differential cross
section: dσ(e+e− → e˜+Re˜−R)/d cos θ (we have already demonstrated that the selectron
production angle can be reconstructed from the daughter e+ and e− momenta. Fig.3.7 is
the constraint shown in the M1-YB˜ plane from Monte Carlo data sample corresponding
to 100 fb−1. We used the information on the selectron and the neutralino masses, and
the selectron differential cross section, and assumed the GUT relation between M1 and
M2. Notice that once we find the charginos or the other neutralinos, we can use them
Figure 3.7: The ∆χ2 = 1 contour in the M1-YB˜(≡ gB˜e˜Re/g′
√
2) plane for
pairs of e˜R with a mass of 200 GeV generated at
√
s = 500 GeV with
∫
Ldt =
100fb−1. Input parameters are µ = 300 GeV, M1 = 99.57, and tanβ = 2.
to constrain the ino mass matrices, and further improve the constraint on YB˜ and other
couplings.
On the other hand, YB˜ = 1 holds only at the lowest order of perturbation and is
expected to deviate from 1 through radiative corrections. In the case of mq˜ ≫ ml˜, the
sizes of the radiative corrections are
δYB˜e˜Re ∼ 0.007 log10(mq˜/ml˜) (3.7)
δYW˜ ν˜e ∼ 0.02 log10(mq˜/mν˜) (3.8)
and their effects on the cross sections are expected to be 2.8% and 8.2%, respectively, for
mq˜/mν˜ ∼ 10. If we have enough statistics for e˜L,R, ν˜L we can thus put some limit on mq˜
through the measurements of the sizes of the radiative corrections.
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3.3.3 Study of χ˜±
1
The charginos χ±1 , χ
±
2 are the mixtures of charged wino W˜
± and charged higgsino H˜±
obtained from the diagonalization of the mass matrix











Notice that this mass matrix is given in terms of the three SUSY parameters: (M2, µ,
tan β) of which M2 and µ mainly control the mixing between the weak eigenstates. When
the splitting between M2 and µ is large, the mixing is small and the pure states, the
charged wino and higgsino, essentially become mass eigenstates.
From the slepton studies, we can determine the mass of the LSP(χ˜01) to better than
1 %. From this and the mass formula above, we can set an upper limit on the lighter
chargino mass, assuming the GUT relation among the gaugino mass parameters. This
upper limit corresponds to the gaugino-dominant case (mχ˜±1 ≃ 2 ×mχ˜01), while the LSP
and the lighter chargino will be almost mass-degenerate in the higgsino-dominant case.
The upper limit is plotted in Fig. 3.8 as a function of the LSP mass.
Chargino Signature
We thus set our center of mass energy just above 4×mLSP and look for χ˜±1 pair produc-
tions. In our sample case, the chargino decays into a real W and an LSP (χ˜±1 →W±χ˜01).
The signal to look for will thus be an acoplanarW pair in 4-jet final states. Fig. 3.9 shows
Figure 3.8: Upper limit on the lighter
chargino mass as a function of the LSP
mass, assuming the GUT relation.
Figure 3.9: Acoplanarity angle distri-
bution for e+e− → χ˜+1 χ˜−1 together with
major standard-model backgrounds.
the acoplanarity angle distribution for the signal events (solid histogram) together with
major standard-model backgrounds: the W+W− (dash), the e+e−W+W− (dot), and the
sum of the e±
(−)
νe W
∓Z0, W+W−Z0, and νeν¯eW+W− (dot-dash) productions, after de-
manding two W candidates in the final states. A cut at θA = 30
◦ will give us a fairly
clean sample with a selection efficiency in excess of 10 % including the branching fraction
to the 4-jet final states.
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Mass Determination
As we did to the sleptons, we can first use this clean sample to determine the chargino
mass. Fig. 3.10-a) plots the expected energy distribution of the final-state W ’s from the
Figure 3.10: (a) Energy distribution of final-state W ’s from chargino decays:
χ˜±1 → W±χ˜01 (points with error bars) for the sample shown in Fig. 3.9 after
the acoplanarity angle cut at θA = 30
◦. The solid curve is the best-fit curve
to determine mχ˜±1
and mχ˜01 . The other curves correspond to the histograms in
Fig. 3.9. (b) Resultant contours from the 2-parameter fit.




move freely. Notice that the fit includes the standard-model backgrounds
shown as dashed, dot-dashed, and dotted curves, corresponding to those in Fig. 3.9.
Fig. 3.10-b) is the resultant contour plot in the mχ˜±1
-mχ˜01 plane, which tells us that we
can determine the chargino mass to ∆mχ˜±1
≃ 8 GeV. If we use the LSP mass constraint
from the slepton study, we can improve this to ∆mχ˜±1
≃ 5 GeV.
Measurement of Differential Cross Section
The clean sample can also be used to study the angular distribution of χ˜±1 ’s as has been
done to the right-handed slepton-pair production. One can determine the four-momenta
of the charginos up to a two-fold ambiguity, once their masses are known. Fig.3.11-a) plots
the angular distribution with the two-fold ambiguity unresolved. The “wrong” solutions
again give an almost flat distribution, which can be subtracted to reproduce the real
angular distribution as shown in Fig.3.11-b)3. The event excess in the forward region
suggests that there is some diagram with t-channel particle exchange. The only particle
exchanged in the t-channel here is the electron sneutrino ν˜eL.
3 We assumed here that we can determine the charge of at least one W candidate in a reconstructed
event by using, for instance, the charge of a lepton from charm decay or the reconstruction of a charmed
meson or both. This is one of the most important cases in which a good particle ID system is essential.
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Figure 3.11: (a) An example of the reconstructed production angle distri-
bution (data points) compared with the generated angle distribution of the
selected sample (histogram). The Monte Carlo events were generated at√
s = 500 GeV and correspond to an integrated luminosity of 50 fb−1. We
have assumed a 100% charge ID efficiency for W ’s here. The two solutions
were plotted in the same figure. (b) Same as (a) but after the subtraction of
the background due to wrong solutions. The histogram is the scaled generated
angle distribution for the initial sample before selection cuts, while the data
points are the reconstructed without acceptance correction.
Test of SUGRA-GUT Relation
More interesting is the measurement of the production cross section for the polarized
electron beam. Notice that, for the right-handed electron beam, only higgsino components
contribute to the chargino pair production in the symmetry limit, since the gauge boson
exchanged in the s-channel is B (U(1)Y gauge boson), while the t-channel sneutrino
exchange diagram is absent. By measuring the production cross section for the right-
handed electron beam, we can thus determine the composition of χ˜±1 .
We now know the LSP (χ˜01) and the chargino (χ˜
±
1 ) masses, which constrain the
chargino and neutralino mass matrices, the production cross section for e+e−R → e˜+Re˜−R,
which depends on the bino component of the LSP, and the production cross section for
e+e−R → χ˜+1 χ˜−1 , which provides information on the chargino composition. Combining
these measurements together, we can carry out a global fit to determine SUSY breaking
parameters: (M1,M2, µ, tanβ). Notice that we did not assume the GUT relation between
M1 and M2 here, thereby testing it to get insight into the SUSY breaking mechanism.
Fig. 3.12 is the result from such a global fit to Monte Carlo data generated with the GUT
relation indicated as a dashed line. In this way, we can test the GUT relation.
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Figure 3.12: Constant χ2 contours in
theM2-M1 plane obtained from the global
fit explained in the text. The dotted line
shows the GUT relation.
Figure 3.13: Contours of the cross sec-
tions σL{11}, σR{11} and σT{11} in the
cos 2φL-cos 2φR plane for tan β = 3, m0 =




Full Reconstruction of the Chargino Mass Matrix
The analysis presented above can be worked out further[29] to fully reconstruct the






2mW sin β µ
)
Notice that the mass matrix, being asymmetric, requires two unitary matrices for diago-
nalization. We thus have two (real) mixing angles, φL and φR, which are given in terms of
M2, µ, and tanβ. These SUSY parameters are, in general, complex, implying a possible
non-trivial CP phase which cannot be removed by field redefinitions. Without loss of
generality, we can attribute this phase to the µ parameter.
As mentioned above, only the s-channel B exchange diagram contribute to e+e−R →
χ˜+1 χ˜
−
1 , thereby singling out the higgsino component of the chargino. Because of this the
corresponding cross section (σR{11}) is symmetric with respect to cos 2φL and cos 2φR
and is independent of the mass of the sneutrino that could be exchanged in the t-channel if
the electron beam were left-handed4 On the other hand, the left-handed (σL{11}) and the
transverse (σT{11}) cross sections vary with the sneutrino mass and the eν˜W˜ Yukawa cou-
pling (geν˜W˜ ). When mapped into the cos 2φL-cos 2φR plane, these cross sections comprise
elliptic or parabolic contours, which may cross each other up to four times. Remember
that σR{11} is invariant against any change of mν˜e or geν˜W˜ , while σL{11} and σT{11}
move with them. Since the three cross section measurements meet at a single point in the
cos 2φL-cos 2φR plane only for the correct solution, we can thus decide the mixing angles
by changing mν˜e provided that the eν˜W˜ Yukawa coupling is identified with the gauge
coupling as dictated by the supersymmetry. Fig. 3.13 demonstrate this.
Instead of using beam polarizations, we can also use the final-state polarization of
charginos, which can be extracted by measuring the distributions of their decay daughters.
4 We assume here that the chargino mass is known either from the end-point method as explained
above or by threshold scan, which can pin down the gaugino mass to per mil level for 100 fb−1[30].
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It has been shown that we can reconstruct the polarization vectors of the charginos and
their spin-spin correlation tensor dynamics-independently, and use them to decide the
mixing angles[29]. Note also that these additional measurements, including the differential
cross section measurements, can be used, in combination with the beam polarizations, to
check the equality of the eν˜W˜ Yukawa coupling to the gauge coupling (a quantitative test
of supersymmetry)[31].
When the machine energy reaches the pair production threshold for the heavier chargino,
we will be able to study all of the three combinations:
e+e− → χ˜+1 χ˜−1
→ χ˜+1 χ˜−2
→ χ˜+2 χ˜−2 .
This will allow us to measure the masses of the two charginos, the production cross
sections for the left- and right-handed electron beams for the three processes, and various
decay distributions. These measurements can then be use to unambiguously determine
all of the chargino mass matrix parameters, including CP phase. Figure 3.14 shows the
Figure 3.14: Contours of the cross sections (a) σL/R{11}, (b) σL/R{12}, and (c)
σL/R{22} in the cos 2φL-cos 2φR plane for tanβ = 3, m0 = 100 GeV,M1/2 =
200 GeV] at
√
s = 800 GeV[29].
cross section contours in the cos 2φL-cos 2φR plane for the three processes with different
beam polarizations. We can see that the three figures uniquely select a single point
(cos θL, cos θR) = (0.645, 0.844) in the mixing angle plane. In this way, we can thus decide
the mixing angles with a statistical error of a percent level or better, given an integrated
luminosity of 1 ab−1. Notice also that the mass matrix is clearly over-constrained by the
measurements, we can relax the supersymmetry condition on the eν˜W˜ Yukawa coupling,
and test it instead of assuming it. The ratio of the eν˜W˜ Yukawa coupling to the gauge
coupling can thus be tested at per mil level. Table 3.2 compares the input and output
values of the masses, mixing angles, and the Yukawa coupling for 1 ab−1[29]. On the other
hand Table 3.3 summarizes the input and extracted values of the fundamental parameters
of the chargino mass matrix. Note that the expected precisions are remarkable except
for the large tan β case. This is easy to understand since all the chargino variables are
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Table 3.2: Comparison of the input and output values of the mixing angles in





= 128 GeV, mχ˜±1
= 128 ±0.04GeV,
mχ˜±2
= 346 GeV. mχ˜±2
= 346 ±0.25 GeV.
cos 2φL = 0.645, cos 2φL = 0.645± 0.02,
cos 2φR = 0.844. cos 2φR = 0.844± 0.005.
geν˜W˜/geνW = 1 geν˜W˜/geνW = 1± 0.01
Table 3.3: The input and output values of M2, µ and tan β for two input
points for an integrated luminosity 1ab−1[29].
parameter Input Extracted Input Extracted
M2 152 152± 1.75 150 150± 1.2
µ 316 316± 0.87 263 263± 0.7
tan β 3 3 ± 0.69 30 > 20.2
proportional to cos 2β whose dependence on β becomes flat as 2β goes to π (i.e. tan β
increases).
Extraction of Sneutrino Mass
The chargino pair production for a left-handed electron beam involves a t-channel ex-
change of ν˜e, which destructively interferes with the s-channel gauge boson exchange
diagrams. Since we already know the lighter chargino mass and composition, the only
unknown parameter in the cross section is the mass of ν˜e. The solid curve in Fig. 3.15
shows the cross section for the unpolarized electron beam as a function of the mass of
ν˜e, while the dot-dashed lines indicate the 1-σ bound from the global fit explained above.
We can see that the total cross section measurement constrains the sneutrino mass fairly




≤ m2ν˜e + 0.77m2Z , (3.10)
we can set an upper limit on the left-handed selectron mass. We can thus go and look for
the left-handed selectron in e+e−R → e˜+L e˜−R5.
5 Another strategy is to go directory to the energy just above the pair production thresholds for ν˜e or
e˜L. Their cross sections are large, in particular when the gaugino mass is small and thus the t-channel
diagram dominates. We can then carry out similar analyses as we have done to the right-handed sleptons
(see, for instance, Ref.[32]).
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Figure 3.15: Lighter chargino pair production cross section as a function of






The associate production of e˜L with e˜R proceeds via t-channel exchange of neutralinos,
to which only the B˜ components contribute. The decay of the left-handed slepton may
be a little complicated, since they tend to decay in cascade as the scalar mass becomes
heavier. Nevertheless, the branching fraction for the direct two-body decay into the LSP:
l˜±L → l±χ˜01 usually exceeds 10 %. For our parameter set, the l˜±L → l±χ˜01 decay is actually
dominant. The signal for this process is therefore an acoplanar e+e− pair. When we
use the right-handed electron beam to suppress standard-model backgrounds, the major
background is our previous signal: e+e−R → e˜+Re˜−R. Notice that the use of the right-handed
electron beam selects the e+ in the final state as a carrier of the e˜L information. Fig. 3.16
plots the final-state electron energy against that of the positron, clearly demonstrating
this fact.
Mass Determination
Projecting Fig. 3.16 to the Ee+ axis, we obtain the distribution shown in Fig. 3.17-a), from
which we can extract the sparticle masses as before. The contours from a 2-parameter fit
are shown in Fig. 3.17-b), which tells us that we can determine the left-handed selectron
mass to an accuracy better than 1 % with 20 fb−1.
Test of Left-Right Universality of Scalar Masses
Knowing both the right-handed and left-handed selectron masses enables us to make
another test of the universal scalar mass hypothesis. The squared mass difference of the
right-handed (belonging to 5∗) and left-handed (belonging to 10) selectrons is related
through the following scalar mass formula:
m2e˜L −m2e˜R = m20(5) −m20(10) + 0.5M22 − 0.04 ·m2Z cos 2β. (3.11)
CHAPTER 3. SUPERSYMMETRY 107
Figure 3.16: Distribution of final-state electron energy against that of the
positron for e+e−R → e˜+L e˜−R (signal) and e˜+Re˜−R (background) at
√
s = 400 GeV
with an integrated luminosity of 20 fb−1.
The universal scalar mass hypothesis implies the representation independence (m0(5) =
m0(10)), which can be tested as shown in Fig. 3.18: compare the ∆χ
2 = 1 contour with
the prediction of the universal scalar mass hypothesis (dashed lines for tan β = 0 and 30).
Notice that the last term (tanβ-dependent term) of the above equation is small and only
makes slight difference, allowing us a clean test of the representation independence.
Once the GUT relation is confirmed and the universal scalar mass hypothesis is verified
in the slepton sector, we can set, with confidence, the next target energy for q˜ pair
production.
3.3.5 Study of q˜G(G 6= 3)
Squark Signature
A squark may decay into a quark plus an LSP or into a quark plus a chargino or heavier
neutralino, depending on the SUSY breaking parameters. In the former case, the signal
for squark pair production is an acoplanar 2-jet final state, while in the latter case it
is a final state consisting of two jets plus one or two W/Z bosons from the cascade
decays of the charginos or neutralinos, respectively. Potential backgrounds to this process
thus include e+e− → W+W−, e± (−)νe W∓, νν¯Z, χ˜+1 χ˜−1 , and χ˜0i χ˜0j . Notice that the 2-
jet systems in the final states of these background processes are all from W (∗)/Z(∗)’s,
thereby having invariant masses smaller than 100 GeV. We can therefore very effectively
eliminate them by requiring mqq¯ > 100 GeV, together with usual acoplanar 2-jet selection
criteria like 6 pT > 35 GeV, and θA > 30◦. We can thus use both e−L and e−R beams
without suffering from these would-be serious backgrounds. It should also be emphasized
that the chirality selection of the final-state squarks works better than the slepton case:
σR(q˜R¯˜qR) : σR(q˜L¯˜qL) ≃ σL(q˜L¯˜qL) : σL(q˜R¯˜qR) ≃ 9 : 1, if mq˜L ≃ mq˜R . By controlling the
electron beam polarization, we can thus select the chirality of the final-state squarks and,
consequently, study their properties separately.
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Figure 3.17: (a) Energy distribution of positrons from e˜+L decays for the same
Monte Carlo parameters as with Fig.3.16. The solid line corresponds to the
best fit curve, letting me˜L and mχ˜01 move freely. (b) Contours in the me˜L-mχ˜01
plane obtained from the fit to the energy distribution.
Figure 3.18: ∆χ2 = 1 contour from the selectron mass measurements, com-
pared with the prediction from the universal scalar mass hypothesis, indicated
as dotted lines for tanβ = 0 and 30.
Mass Determination
Let us first consider the mass determination in the case of the direct decay. In this case,
we can use the end-point method as with l˜± and χ˜±1 . There is, however, a better quantity
called minimum squark mass (mminq˜ )[33]. defined by(
mminq˜
)2
= E2beam − |p1|2max = E2beam − |p2|2 − |p3|2 + 2|p2||p3| cos(δ + γ), (3.12)
where the momenta and angles are defined in Fig. 3.19. Notice that the two angles δ and
γ and the magnitude of the LSP momentum are calculable, provided that the LSP mass
is known. Notice also that mminq˜ makes use of the information contained in the relative
configuration of the final-state q and q¯ unlike in the end-point method. Fig. 3.20 shows an
example of expected mminq˜ distributions for parameters shown in the figure. We can see
that the Jacobian peaks are good measures of the squark masses and allow their precision
measurements: ∆mq˜ ≃ 1 GeV at the 95 % confidence level. The effects of the radiative
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Figure 3.19: Definitions of the mo-
menta and angles used to define the
minimum squark mass. The LSP mass
is assumed to be known precisely.
Figure 3.20: Expected mminq˜ distribu-
tions for left- and right-handed squarks
cited from Ref.[33].
corrections to production and decay as well as the effects of the ISR have been studied
separately[34] and found to be harmless: the peak of the mminq˜ distribution is essentially
unaffected as shown in Fig. 3.21 and still allows us to measure the squark mass to a
percent level with 50 fb−1.
Figure 3.21: Accuracy of determination of the squark mass using the mminq˜
estimator. The input squark mass is 300 GeV and Monte Carlo data were
generated at
√
s = 0.8 TeV and correspond to 50 fb−1
If cascade decays dominate the direct decay, we select final-states with two jets plus
leptons and pretend to be blind to the leptons. Notice that these leptons are end-products
of the chargino (χ˜±1 ) or heavier neutralino (χ˜
0
2), whose masses are almost degenerate and
presumably known from the earlier measurements. We can thus change the role of the
LSP in the direct decay case by that of the chargino or second neutralino, by ignoring
the final-state leptons. In this way, we can again calculate the minimum squark mass for
each event and carry out the squark mass measurement at a 1 % level, provided that mχ˜±1
and mχ˜01 are known.
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3.3.6 Study of Third Generation Sleptons
For the first and second generation, we could ignore the left-right mixing. This is due to







−mf (Af + µ tanβ)
−mf (Af + µ tanβ) m2f˜R
)
, (3.13)
which is responsible for the left-right mixing is proportional to the corresponding fermion
mass. For the third generation, since the tau mass (mτ ) is much heavier than the other
leptons, this off-diagonal element can be substantial, if the soft SUSY-breaking trilinear
scalar coupling (Aτ ) or µ tanβ or both are large. The mass eigen states therefore become






cos θτ sin θτ






where mτ˜1 < mτ˜2 by definition.




which becomes non-negligible for a large tanβ. The correction to the diagonal elements
is proportional to Y 2τ log(MGUT /MW ) and makes mτ˜L(R) smaller than those of the first
and second generations. If tanβ is large, µ tanβ that controls the off-diagonal element
becomes substantial and consequently lowers the lighter stau mass further. In SUGRA,
we thus expect that the lighter stau is lighter than the other sleptons.
Conversely, once the masses of the two staus, their mixing angle, and the tau Yukawa
coupling are determined, we can calculatemτ˜L(R) thereby testing the prediction of SUGRA.
It has been pointed out that the determination ofmτ˜L(R) is crucial for testing grand unified
theories: in GUTs a heavy colored Higgs boson with a mass of O(MGUT ) couples to the
stau leptons via strong Yukawa interactions and further reduces mτ˜L,R .
In this way, the stau can be the first slepton to be discovered at the JLC and, once
it is found, its detailed studies may provide us an evidence of grand unification at high
scale.
Stau Signature
The lighter stau τ˜1 decays into a chargino (χ
+
i ) and a tau neutrino (ντ ) or into a neutralino
(χ0i ) and a tau (τ). The latter decay mode leaves an acoplanar tau pair in the final state
and provides a signature of the stau production. In particular when τ˜1 is the lightest
charged SUSY particle, it decays into the lightest neutralino and a tau. The taus in
the final state further decay into e(µ)ν¯e(µ)ντ , πντ , ρντ → π+π0ντ , etc. Consequently,
the stau pair production results in an acoplanar event consisting of a pair of leptons or
low multiplicity hadron jets. The most serious background in the search of the stau pair
production is the two-photon process: e+e− → e+e−τ+τ−, which mimics the stau pair
production when the final-state e+ and e− escape from detection into the beam-pipe. Note
that for this background, the missing transverse momentum (PT ) cut is not that effective,
because of the neutrinos from the tau decays always carrying away significant fraction
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of PT . Simultaneous cuts on the polar angles of the jets, cos θjet, and the acoplanarity,
θacop, are effective but still not enough to reduce the huge background for signal events
with a missing PT that is similar to the PT ’s carried away by the escaping e
+ and e−. It
is essential to be able to veto low angle electrons and positrons to reduce the two-photon
background. We will return to this point later.
Polarization Measurements
Since the stau decays in cascade, its analysis is complicated. Its detailed study, however,
provides us with another handle to uncover the nature of the LSP. Namely, we can study
the polarization of the tau leptons by measuring the energy distribution of the tau’s decay
products[35]. Fig. 3.22 plots the distribution of Eπ±/Eρ for the cascade decay: τ˜1 → τχ˜01
followed by τ → ρντ , ρ → π±π0, when the intermediate tau has the right-handed or
left-handed polarization. We can see that the right-handed tau tends to give most of
its energy to one of the π+, π0, while the left-handed tau tends to equally distribute its
energy to both of them. Given 104 stau pairs, the Monte Carlo simulations tells us that
the tau polarization can be measured to an accuracy of 8%.
Figure 3.22: zc = Eπ±/Ejet distribution of the selected candidates of the cas-
cade decay: τ˜1 → τχ˜01 followed by τ → ρν for 104 Monte Carlo stau pair events.
The histograms are the results of the fits to determine the tau polarization.
The tau polarization provides a very important piece of information for the determi-
nation of the stau’s Yukawa coupling. Let us now consider the τ˜R(L)- χ
0
1-τ coupling which
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2 ), whose mass matrix is given by
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Fig. 3.23 illustrates the right-handed stau’s interaction with the bino and higgsino
components. Notice that the interaction differs not only in its strength but also in the
resultant polarization of the final-state tau.
Figure 3.23: Feynmann diagarams for τ˜R decaying into a tau and a bino (B˜
0)
or a higgsino (H˜01 ). The white arrows indicate chirality flow.
In general, interaction of matter fermions with gauge bosons preserves chirality, while
that with the Higgs bosons flips it. By supersymmetry, therefore, τ˜R(L) interacts with a
gaugino (higgsino) and turns into a τR(L)(τL(R)). The polarization of the daughter tau is
determined by the neutralino mixing angles, Nij , and the stau mixing angle, θτ˜ , and, in
the limit that the neutrarino is a pure bino and the stau is a weak eigen state, i.e. either
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.
Notice that, unless the neutralino is a pure bino, the polarization depends on the Yukawa
coupling. We shall discuss later how this can be exploited to determine the Yukawa
coupling, when the neutralino and stau mixing angles can be constrained.
Mass Determination
The masses of the first and second generation sleptons and the lightest neutralino could be
determined by measuring the end points of the square-shaped energy distribution of the
daughter leptons from the slepton decays. For the stau, however, since the daughter tau
from its decay further decays into a neutrino and hadrons, the mass determination must
rely not merely on the end points but the shape of the distribution of the energy of the
decay products from the tau decay. Fig. 3.24 shows the energy distributions of the final-
state hadrons for the τ → ντ + π−/ρ− decays. The higher end point of the distribution is
equal to that of the tau energy distribution, while the peak of the energy distribution of
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the ρ’s corresponds to the lower limit of the tau energy distribution. If we can determine
these two values, we can thus obtain the stau and the neutralino masses. The energy
distribution depends on the tau polarization, but it can be measured as explained above.
Figure 3.24: Energy distributions of ρ(π)’s from τ˜ → τL(R) → ρ(π) decays for
mτ˜ = 150 GeV, mχ˜01 = 100 GeV, and
√
s = 500 GeV. Eτmax and E
τ
min are the
upper and lower limits of the tau energy.
Fig.3.25-a) shows the tau energy distribution for Monte Carlo data with background
events, when 104 stau pairs are produced. The expected resolution for the stau mass is
2.6%, while that for the χ˜01 mass is 2.8%. These accuracies are worse than what we expect
for the first and second generation sleptons, which is due to the fact that the tau energy
end points are more difficult to measure. Note that, if the other sleptons are already
found, we can use the χ01 mass from the end point measurements for them to improve the
measurement.
Determination of Mixing Angle
Once the cross section and the stau mass are measured, we can determine the stau mixing
angle. Fig.3.26 shows the expected contour of ∆χ2 = 1, 4 in the mτ˜1-sin θτ˜ plane for mτ˜ =
150 GeV and mχ˜01 = 100 GeV, when the production cross section is 50 fb (corresponding
to sin θτ˜ = 0.7526) and an integrated luminosity of 100 fb
−1 is accumulated at
√
s = 500
GeV. In this case, sin θτ˜ can be determined to 6.5%.
Determination of Yukawa Coupling
As mentioned above, the tau polarization carries information on the stau’s Yukawa cou-
pling. In order to extract the information on the stau’s Yukawa coupling, we need to
determine the mixing angles of the stau and the neutralino. The stau’s mixing angle can
be determined by measuring the production cross section. Combining the information
from the productions of the other sleptons, we can further decide the neutralino mixing,
and consequently obtain the information on the stau’s Yukawa coupling.
Fig. 3.27 shows the tau polarization in the M1-tan β plane, when the τ˜R decays into a
tau and a 100 GeV neutralino. We assumed the GUT relation forM1 andM2. Notice that
the neutralino mass matrix is completely determined by M1, M2, µ, and tanβ. Once the
CHAPTER 3. SUPERSYMMETRY 114
Figure 3.25: a) energy distribution of the final-state hadrons selected as ρ’s
from stau decays shown together with the best fit, when 104 τ˜1 stau pairs are
produced and decay in the χ˜01τR mode. b) ∆χ
2 = 1, 4 contour in the mχ˜01-mτ˜1
plane.
Figure 3.26: The ∆χ2 = 1, 4 contour in the mτ˜1-sin θτ˜ plane obtained from
a fit of 5000 Monte Carlo stau pair events generated at
√
s = 500 GeV for
mτ˜ = 150 GeV, mχ˜01 = 100 GeV, Pτ = 0.6788, and sin θτ˜ = 0.7526. The
Monte Carlo statistics is
∫ Ldt = 100fb−1 equivalent. The tau polarization
corresponds to the case in which the stau decays into a tau and a bino.
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Figure 3.27: The neutralino-mixing dependence of the tau polarization
in the τ˜1 → τχ˜01 decay. The neutralino mixing angle is determined by
(M1,M2, µ, tanβ) in general. If we assume the GUT relation, M1 = 5/3 ·
tan2 θWM2, and mχ˜01 = 100 GeV, we can eliminate two of the four parameters.
The tau polarization is thus shown in the M1 − tan β plane.
neutralino mass is given, therefore, the neutralino properties are completely determined
by the two parameters.
Fig. 3.28, on the other hand, demonstrates how the tau polarization and the selectron
and stau cross section measurements constrain tanβ in the M1-tanβ plane, where we
assumed that the measurement errors are dominated by statistical ones and that the GUT
relation between M1 and M2 holds
6. The points in the figure indicate the input model
parameter sets and the curves surrounding them are the expected ∆χ2 = 1 contours.
The neutralino, stau, and selectron masses are fixed at 100 GeV, 150 GeV, and 200 GeV,
respectively. Notice that tanβ determination becomes less accurate asM1 decreases. This
is because χ˜01 becomes more and more B˜-like, as M1 approaches mχ˜01 , and consequently
loses the tanβ dependence of the tau polarization. On the other hand, in the large M1
and tanβ region, we can determine tanβ reasonably well.
There are other possibilities to determine tanβ. The tanβ measurement using the
stau production is, however, particularly useful when tanβ > 10. On the other hand,
the determinations using the e˜L-ν˜L mass difference or the forward-backward asymmetry
of the chargino pair production are very effective for tanβ <∼ 5. The Higgs production is
also effective for tan β <∼ 10 (See Fig.3.29).
3.4 Other Scenarios
Up to now we have been concentrating our attention on typical SUGRA scenarios. We
now turn to other scenarios and examine expected complications and possible ways out.
We will first study a particular case where the lighter chargino decays into τ˜1 + ντ and
therefore the end-point method we used for the χ˜±1 → W±χ˜01 decay is not applicable.
Effects of possible CP phases will be described after this. We then move on to exam-
6As mentioned above, it is possible to determine M2 and M1 separately by studying chargino pair
productions. Here, however, we assumed the GUT relation for simplicity.
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Figure 3.28: The 1σ error contours in the M1-tanβ plane expected from
the measurements of the selectron and stau productions. The contours are
plotted for mτ˜1 = 150 GeV, sin θτ˜ = 1 (τ˜1 = τ˜R), mχ˜01 = 100 GeV(µ > 0), and
me˜R = 200 GeV.
Figure 3.29: The constraint on tan β from the measurement of the forward-
backward asymmetry of the chargino production forM2 = 210 GeV, µ = −195
GeV, and mν˜e = 500 GeV. The error on the two chargino masses is assumed
to be common and 2%.
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ine other SUSY breaking schemes: Gauge Mediated Supersymmetry Breaking (GMSB)
and Anomaly Mediated Supersymmetry Breaking (AMSB), which will be followed by
discussions on R-parity violation.
3.4.1 Chargino Decaying into Stau plus Neutrino
As we have seen above, if tan β is large, it is quite possible that the stau is the first
SUSY particle to be discovered at JLC. If the mass hierarchy (expected at large tan β
in (M)SUGRA scenario as well) is such that ml˜ > mχ˜±1
> mτ˜1 > mχ˜01, then the lighter
chargino almost 100 % decays into τ˜1+ντ , through the left-handed component due to the
stau’s left-right mixing. The signature of the chargino pair production becomes a pair of
acoplanar tau leptons. The background processes thus include the former signal process:
e+e− → τ˜+1 τ˜−1 , and the standard model ones: eeττ , WW , and ZZ. Nevertheless, it has
been shown that we can determine the chargino mass by measuring the τ -jet energy. In
this scenario, the chargino mass determination based on the end-point measurement of
the daughter W ’s from the χ˜±1 → W±χ˜01 decay will be useless. For the mass hierarchy
given above, however, we can assume that mτ˜1 and mχ˜01 to be known from the studies
of τ˜+1 τ˜
−
1 production. Using the Ejet distribution (τ is detected as a low multiplicity
jet), therefore, we can still determine the chargino mass: for an integrated luminosity of
200 fb−1, with inputs mχ˜+1 = 172.5 GeV, mτ˜1 = 152.7 GeV, and mχ˜01 = 86.8 GeV, the
fit to the Ejet distribution yielded mχ˜+1 = 171.8± 0.5 GeV (see Fig. 3.30-(a) for the ∆χ
2
curve). This value is obtained, assuming that the errors on the stau and the LSP masses





ντ , (b) contours of the ∆χ
2, when the stau and the neutralino
masses are changed. Input masses are mχ˜+1
= 172.5 GeV, mτ˜1 = 152.7 GeV,
and mχ˜01 = 86.8 GeV. An integrated luminosity of 200 fb
−1 is assumed.
are negligible. In order to estimate their effects on the chargino mass determination, their
χ2 contribution to the Ejet fit has been estimated, which is shown in Fig. 3.30-(b). which
is shown in Fig. 3.30-(b). If the error on these masses are less than 3 GeV, as expected
from Fig. 3.25, the effect will not be a problem.
CHAPTER 3. SUPERSYMMETRY 118
3.4.2 CP Violating Phases
As already exemplified in the previous section (8), the new mass parameters introduced
in association with supersymmetry contain CP phases that cannot be eliminated by field
redefinitions. We have not yet examined their effects in any detail and that is what we
will turn our attention to here. Firstly, it should be noted that the CP phases can modify
not only the couplings but also the sparticle mass spectrum significantly[36]. Secondly,
although there are potentially many CP violating phases in the full MSSM Lagrangian,
it is known that only two CP -odd rephase-invariant phases:
µ = |µ| expiφµ and M1 = |M1| expiφ1 ,











The good place, where we can study the effects of the CP -violating phases, is the following
associated neutralino production process: e+e− → χ˜01χ˜02, followed by χ˜02 → χ˜01l+l−[37, 38],
since it is likely that this is the first process to access the gaugino sector, and that the final-
state leptons allow us to construct clean and useful observables for the study of the CP
phases. First such an observable is the dilepton invariant mass (mll). It is note worthy that
the distribution shape of this observable is independent of the production mechanism of
the decaying neutralino, which is because the invariant mass does not involve any angular
variables describing the decays so that the polarization of the decaying neutralino is
irrelevant. In Ref.[38], two scenarios (S1 and S2) are considered that satisfy the electron
EDM constraints:
S1 : M2 = 100 GeV, |µ| = 200 GeV, me˜ = 10 TeV
S2 : M2 = 100 GeV, |µ| = 700 GeV, me˜ = 200 GeV.
Figs.3.31-a) and -b) show the invariant mass distributions for the two cases. We can see
that the mll distribution is sensitive to the CP phases.
The final-state lepton angular distribution is also known to be useful. Unlike the
dilepton invariant mass this variable is crucially dependent on the production-decay spin
correlations, and its distribution shape sensitively reflects the slepton mass and the neu-
tralino mixing[37].
The two observables discussed above are CP -even and only indirectly depends on the
CP phases. It is possible, however, to construct a T -odd, thus CP -odd, observable:
OT = pe · (pl− × pl+),
whose expectation value can be sizable in scenario S2, thereby directly signaling the CP
phases at work[38]. Fig. 3.32 is an expected exclusion plot for the CP phases from the
measurement of OT at
√
s = 500 GeV with an integrated luminosity of 200 fb−1. One
can see that the OT measurement is complementary to the EDM measurement shown as
shaded regions.
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Figure 3.31: Dilepton invariant mass distributions for the process: e+e− →
χ˜01χ˜
0
2 → χ˜01χ˜01l+l− in (a) scenario S1 and (b) S2 for five combinations of the





In the light of possible CP phases that may appear in the scalar sector, e+e− → t˜1t˜∗1h
is interesting, since the stop can be light enough to make this process useful already at√
s = 500 GeV. The CP violating phases in At and µ affects not only the masses and
the mixings of the stops and the Higgs bosons but also the t˜t˜∗h coupling, which has been
studied in Ref.[39]. In order to satisfy the neutron electric dipole constraints as well as
cosmological ones[40], the following conditions are imposed in the study: i) Arg(µ) < 10−2,
ii) mg˜ > 400 GeV, iii) |Ae|, |Au,c|, |Ad,e| < 10−3|µ|, and iv) maximal mixing in the stop
sector |At| = |µ cotβ|. Fig. 3.33 shows σL+R(e+e− → t˜1t˜∗1) and σL+R(e+e− → t˜1t˜∗1h) in the
left and the right panels, respectively. We see that though the loop effects are minimal
in t˜1t˜
∗
1 production, the dependence on Arg(At) is quite strong. This strong dependency
comes from the strong dependence of the stop mass mt˜1 on Arg(At). On the other hand
for e+e− → t˜1t˜∗1h the cross sections are rather small (a few fb level) but loop effects are
substantial and can be as much as 100 %. This is because the light Higgs boson mass can
be strongly affected by loop corrections with the complex trilinear coupling At. though
the neutral Higgs boson mixing can hardly be changed significantly. It is in principle
possible to extract |At|, Arg(At) by combining the measurements of these cross-sections
with the knowledge of higgs masses[39].
3.4.3 Gauge Mediated Supersymmetry Breaking










whereMP l is the reduced Planck mass given byMP l = (8πGN)
−1/2. As already mentioned
in Section 3.2, the GMSB thus predicts a very light gravitino mass for the theoretically
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Figure 3.32: Expected 95%-confidence-level excluded regions of the φµ-φ1
plane by the EDM constraints (shaded) and by the OT measurement at
√
s =
500 GeV with 200 fb−1.
Figure 3.33: Effect of loop corrections on σ(t˜1t˜
∗
1) (left) and σ(t˜1t˜
∗
1h) (right)
as a function of Arg(At) for
√
s = 500 GeV, µ = 500 GeV, |At| = 250 GeV,
MA ≃ 194 GeV, tanβ = 2, and MSUSY = 500 GeV[39].
allowed range of the SUSY breaking scale: 10 <
√
F < 104 TeV shown in Table 3.1.
In the GMSB models, therefore, the LSP is always the gravitino. Since the longitudinal
component of the now massive gravitino, being the goldstino originally, has an effective






















which can be much larger than one would expect for gravitational interaction7 This makes
the NLSP decay into the gravitino relevant to collider phenomenology. The decay length
is given by





7 This is in contrast to the gravity-mediated soft SUSY breaking scenarios, where
√
F ≃ 1010-
1011 GeV, which makes the gravitino interaction with other MSSM fields phenomenologically irrelevant.
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and depends on the model parameters. Since
√
F spans a very wide range (see Table 3.1),
so does the expected decay length:
10−4 < L < 105 cm.
Since the GMSB models preserve the GUT relation among the gauginos and usually
predict light sleptons lighter as compared with the SUGRA models, the NLSP will be χ˜01,
or τ˜1, or l˜R(l 6= τ), depending on the model parameters. There are thus logically nine






L≪ RL <∼ R
L≫ R
 (3.15)
where R is the detector radius. If the decay length is much bigger than the detector
radius (L≫ R), the signatures of the sparticle productions will stay the same as with the
gravity-mediated models.
If the decay length is much shorter than the detector radius (L≪ R), the final-state
NLSP’s decay and leave a missing PT signal with two isolated energetic photons in the
case of the χ˜01 NLSP, or two isolated energetic taus or electrons or muons in the cases of
the τ˜1 NLSP or the l˜R NLSP. In the case of the χ˜
0
1 NLSP, the signatures of the sparticle
productions are then missing PT and extra isolated energetic photons in addition to those
final-state particles expected for the gravity-mediated models, if any. It should also be
noted that we can now detect the χ˜01 pair production as an acoplanar photon pair. On
the other hand, the slepton NLSP cases will have the same signatures as the massless
χ˜01 limit of the gravity-mediated cases. In such a case, the study of the chargino will be
similar to the one discussed above in Subsection 3.4.1.
If the decay length is comparable with the detector size (L <∼ R), one or both of
the NLSP’s can decay inside the detector volume after flying over finite lengths. In the
case of the χ˜01 NLSP, this will result in one or two extra energetic photons which do
not point to the interaction point (IP). The χ˜01 pair production can then be detected as
an acoplanar photon pair with displaced vertices. In the case of the slepton NLSP, we
might even be able to see their tracks, and possibly kinks also, in the tracking detector.
They will appear as heavily ionizing stable particles, provided that dE/dx measurement is
available[41]. The mass determination for the NLSP can be carried out by measuring the
high end of the photon or lepton energy distribution by virtue of the simple kinematics
of the two-body decay into two practically massless particles. It has been shown that χ˜01
mass can be determined to 0.2 % for mχ˜01 = 200 GeV with an integrated luminosity of
200 fb−1[42]. Note also that when the displaced vertices are detectable, the so determined
mass, together with the decay length measured, will constrain the SUSY breaking scale
F .
Once the NLSP is identified and its decay pattern established, we can carry out analy-
ses similar to those described above for the MSSM case, by ignoring decay products from
the NLSP’s in the final states.
3.4.4 Anomaly Mediated Supersymmetry Breaking
Anomaly mediation is a special case of gravity mediation where there is no direct tree level
coupling that transmits the SUSY breaking in the hidden sector to the observable one. In
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this case the masses of the gauginos are generated at one-loop, while those of the scalars
are generated at two-loop level, because of the superconformal anomaly that breaks scale
invariance[6, 7]. Since the anomaly is topological in origin, it naturally conserves flavor,
thereby inducing no new FCNC amplitudes. AMSB models thus preserve virtues of the
gravity-mediated models with the FCNC problem resolved. The scale invariant one-loop















where bi’s are related to the one-loop beta functions through βi = −big3i /(4π)2 and nu-
merically b1 = 33/5, b2 = 1, b3 = −3. In the minimal AMSB model, however, the sleptons

















where af˜ ,i’s are related to the RG functions through γf˜ = −af˜ ,ig2i /(4π)2.
As already stressed in Section 3.2, the first and the most important message from the
gaugino mass formula above is the hierarchy:
M1 :M2 :M3 = 2.8 : 1 : 8.3
as opposed toM1 :M2 :M3 = 1 : 2 : 7 that is expected for the gravity- or gauge-mediated
models. This implies that the lightest neutralino (χ˜01) and the lighter chargino (χ˜
±
1 ) are
almost pure winos and consequently mass-degenerate8. This degeneracy is lifted by the
tree-level gaugino-higgsino mixing and loop corrections, resulting in a small but finite
mass splitting as depicted in Fig. 3.34 for tanβ = 10, 30, µ > 0, and m0 = 450 GeV.
The lighter chargino thus decays mostly (96-98 %) into the lightest neutralino and a soft
Figure 3.34: Mass difference ∆M ≡ mχ˜±1 −mχ˜01 as a function of the gravitino
mass for tanβ = 10 (upper curve) and tan β = 30 (lower curve), µ > 0, and
m0 = 450 GeV.
π±, possibly with a visibly displaced vertex. Ref. [43] discusses search strategies for the
8 The lighter chargino and the lightest neutralino can be almost mass-degenerate also in the MSSM
models. In such a case, however, they are almost pure higgsinos instead of winos.
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chargino pair production: e+e− → χ˜+1 χ˜−1 (γ), where the additional photon will be very
useful to suppress the huge two-photon ππ background expected for the ∆M range shown
above, or to tag the chargino pair production when the final-state pions are too soft to
be detected. When the decay length is comparable or larger than the detector size, the
charginos will appear as heavily ionizing particles as in the case of the slepton LSP in the
GMSB models. If the daughter pions are too soft to be detected, one may observe abruptly
terminating tracks in the central tracker. Fig. 3.35 summarizes the search methods and
corresponding discovery limits shown in themχ˜±1
-∆M plane. The figure tells us that, with
Figure 3.35: Viable search modes in different regions in the mχ˜±1
-∆M (≡
mχ˜±1
− mχ˜01) plane. Discovery reach is given for 50 fb
−1 and also for 1 ab−1
accumulated at
√
s = 600 GeV. The vertical band and vertical line (the band
for 50 fb−1 and the line for 1 ab−1) is the reach of the γ+ 6M detection mode,
which is relevant only if the π’s are too soft to detect[43].
all the methods combined, one can cover the parameter space almost to the kinematical
limit.
The scalar mass formula also contains a phenomenologically important message that
is the near degeneracy of the left- and right-handed sleptons, which means that left-
and right-handed sleptons can be produced simultaneously, with relative rates controlled
by the beam polarization. Slepton productions are studied[44, 45] in the context of the
AMSB models assuming
√
s = 1 TeV9.
For instance, let us consider the left-handed selectron pair production:e+e− → e˜+L e˜−L






1 decaying slowly into





∓. The signal is a fast e±+ 6ET
and a soft π∓. The soft π can give rise to a visibly displaced vertex, if the decay length
of the chargino is less than 3cm. If it is longer than 3cm, then one sees a heavily ionizing
track of the chargino as discussed above. Fig. 3.36 shows the effective cross sections after
cuts to select the signal events as contours in the m3/2-m0 plane. Note that the effective
9 The sleptons are expected to be heavy on the basis of the required absence[46] of charge and color
violating minima in the one-loop effective potential.
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∓ signal from e+e− → e˜+L e˜−L at
√
s = 1 TeV: (a) tan β = 3, and
(b) tanβ = 30. The shaded regions are ruled out by various constraints[45].
cross sections include branching fraction as well as the selection efficiency due to the
selection cuts. We can see that large regions, allowed by all the current constraints, have
large effective cross sections ∼ 10− 100 fb at √s = 1000 GeV.
3.4.5 R-Parity Violation
Although we have been assuming exact conservation of R-parity (Rp) in the discussions
so far, this symmetry is not automatic in the MSSM. Without R-parity conservation, the
















The λ- and λ′-terms violate lepton number (L), while the λ′′-terms break baryon number
(B). In order to avoid unacceptably rapid proton decay, the 6B and the 6L terms should
not be made finite simultaneously. The µi terms are also lepton-number violating, but
can be rotated away at tree level.
Here, we assume that these R-parity violating couplings are strong enough to make
the LSP (χ˜01) decay promptly in the detector volume, but other than that they are too
weak to participate in the observable phenomena10. Let us then consider e+e− → χ˜+i χ˜−j
and e+e− → χ˜0i χ˜0j [47]. Once the LEP constraints on mχ˜±1 are imposed, it is found that
over a large part of the region of parameter space which allows χ˜+1 within the reach of




2 are almost always beyond its reach, at least
in the framework of the (c)MSSM. Hence it is sufficient to consider i) e+e− → χ˜01χ˜02,
ii)e+e− → χ˜02χ˜02, and iii) e+e− → χ˜+1 χ˜−1 . Further, using the approximate degeneracy
of χ˜±1 and χ˜
0
2, the number of decay chains to be considered are reduced to manageable
10 When the R-parity violating terms are large, we may expect new SUSY signals that are absent from
the R-parity conserving scenarios: for instance, if the λ-coupling is sizable we may see a spectacular
s-channel resonance production of a sneutrino.
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numbers. The final-state χ˜01’s decay via R-parity violating terms:
LLec(λ) : χ˜01 → l+1 l−2 + 6ET
LQdc(λ′) : χ˜01 → l±+ 6ET or l± + 2 Jets
ucdcdc(λ′′) : χ˜01 → 3 Jets,
where 6 ET ’s are due to neutrinos. For the 6 L λ-couplings the final state will consist
of m leptons and 6 ET ; for the 6 L and 6 B λ′-couplings it will consist of m leptons, n
jets and 6ET , whereas 6B λ′′-couplings give rise to a final state with only jets. Potential
standard model backgrounds include: e+e− → W+W−, e± (−)νe W∓Z, ZZ, tt¯(g),W+W−Z,
e+e−Z, etc. Table 3.4 shows, for a particular point (point A), results of the Monte Carlo
Table 3.4: Contributions (in fb) of different (light) chargino and neutralino
production modes to multi-lepton signals in the case of λ-couplings for point
A of the five points studied[47]: M2 = 100 GeV, µ = −200 GeV, tanβ = 2,

















A 1ℓ+ 6ET 1.1 0.4 0.2 1.5 3.2 8272.5
2ℓ+ 6ET 14.9 5.2 1.8 15.3 37.2 2347.4
3ℓ+ 6ET 91.7 25.3 7.2 71.6 195.8 1.5
4ℓ+ 6ET 212.8 49.6 13.6 152.8 428.8 0.4
5ℓ+ 6ET 0.0 37.8 19.3 113.5 170.6 -
6ℓ+ 6ET 0.0 39.6 21.6 26.9 88.0 -
7ℓ+ 6ET 0.0 0.0 11.9 0.0 11.9 -
8ℓ+ 6ET 0.0 0.0 8.0 0.0 8.0 -
analysis for the case of λ-couplings. We can see that the requirements of three or more
isolated energetic leptons in the final states retains a large fraction of signal events, while
suppressing the background to a negligible level. In the case of the λ′-couplings, we can
still use the same strategy but with significant loss of signal events due to the smaller
expected number of leptons in the final states. Although detailed simulations are yet to
be done, the cleanness of the final sample seems to allow mass determinations: we can
carry out similar analyses as with the R-parity conserving cases by ignoring the decay
products of the LSP or, if there is no missing neutrino in the LSP decay, we can directly
reconstruct the masses involved in the decay chains.
In the case of λ′′-couplings, we can no longer rely on leptons. The final states involve
a large number of partons with or without leptons. Some of these partons may merge
together in jet definitions, removing the connection between the jet multiplicity and the
number of initial partons in the final state. Nevertheless, it is pointed out that kinematic
mass reconstructions can be used to study the multi-jet events and identify those coming
from 6 B couplings. Fig. 3.37 shows the distributions of the invariant mass constructed
from the hardest jet and all the other jets in the same hemisphere, and the same for the
hardest jet in the opposite hemisphere. The distribution shows clear peaking at mχ˜01 as
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Figure 3.37: Distribution of invariant mass reconstructed from (a) the hardest
jet and all jets in the same hemisphere, and (b) the hardest jet in the opposite
hemisphere and all remaining hadronic jets, when all contributions are summed
over (signal only), for a chosen point in the parameter space[47].
well as a sharp cutoff at mχ˜±1
≈ mχ˜02 . Thus kinematic distributions can be used quite
effectively even for the case of the multi-jet events.
3.5 Requirements to Machine and Detector
Most of the studies presented above assumed an integrated luminosity ranging from 20
to 100 fb−1, where measurement accuracy is largely limited by statistical errors. Recent
progress of machine technology, however, allows us to think about much higher luminosity
than one could hope at the time of the green book writing[2]. In this context, we will
examine here how the detector resolution or the machine energy uncertainty might affect
the SUSY study scenarios we discussed so far.
Major roles of the detector components are listed below:
VTX Heavy flavor ID. Particularly important, if one wants to fully reconstruct chargino
pair production in the 4-jet mode in combination with particle ID information. It is
also important for detecting visibly displaced decay vertices of the LSP as expected
in GMSB models.
CDC Good end-point energy resolution for leptons. The central tracker will also be es-
sential to achieving good energy flow measurement for end-point energy resolution
for jets. Energy loss measurement for GMSB staus. Some care must be taken for
triggering such heavy and therefore slowly moving stable particles.
CAL Good energy flow measurement for end-point energy resolution for jets. Vertex
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pointing resolution for the GMSB neutralino. Low angle coverage to push θmin as
much as possible down to the beam line.
P-ID K/π separation might be important to decide the charge of a c(c¯)-jet from, for
instance, W bosons produced in the chargino decays: full reconstruction of the
chargino pair production then becomes possible.
Taking into account that the SUSY studies we have discussed above are largely based
on the precision measurements of the masses and polarization-dependent cross sections
(mixings) of the sparticles, we focus, in what follows, our attention on effects of the
detector and machine performance on these measurements.
3.5.1 End-Point Measurements
Let us begin with the end-point measurement, since it is not only one of the most impor-
tant experimental techniques but also a typical place where detector and machine energy
resolutions might play some important role, once the integrated luminosity well exceeds
100 fb−1.
First of all, it should be noted that initial-state radiation (ISR) and beamstrahlung
do not change the end-point locations, since the reduction of the effective beam energy,
if sizable, makes the higher end-point (E+) lower and the lower end-point (E−) higher.
Fig. 3.38 clearly demonstrates this fact. Consider a two-body decay of a particle with
Figure 3.38: Muon energy distributions for e+e− → µ˜+Rµ˜−R followed by µ˜±R →
µ±χ˜01 (dotted) with neither ISR nor beam effects (BM), (dot-dashed) with ISR
only, and (solid) with both ISR and beam effects. The Monte Carlo data
correspond to Fig. 3.4 and were generated at
√
s = 350 GeV with m0 =
70 GeV, M2 = 250 GeV, µ = 400 GeV, and tanβ = 2.
mass M to a lepton (muon in our case) and a massive daughter with mass m. Ignoring
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where E is the beam energy. This leads, for instance, to the following formula for the

















Since the lepton energy will be measured by the central tracker that has energy (mo-














Using this formula, we can translate the current performance goal of the central tracker,
a ≃ 5× 10−5 GeV−1, to the σM of about 0.1 GeV for the example shown in Fig. 3.4 or in
Fig. 3.38. This value should be compared with σM ≃ 0.7 GeV expected for 20 fb−1 (see
Fig. 3.4). Assuming that this statistical error scales as 1/
√
N , we expect σM ≃ 0.1 GeV
for an integrated luminosity of 1 ab−1, which is comparable with the detector resolution.
This means that the tracker resolution is good enough for the measurement, provided
that we understand the detector performance well11.
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The detector resolution is already important for the integrated luminosity of 50 fb−1
assumed in Fig. 3.10, even if we assume currently conceivable best energy flow resolution:
b ≃ 0.1 GeV−1/2 corresponding to σM ≃ 8 GeV. This means that we need to understand
the resolution function to the accuracy that stands up to the expected statistical error.
11 Note also that if we reach this level of precision, we may start worrying about the effect of the finite
width of the parent particle. As a matter of fact, the width of the right-handed smuon in our example is
about 0.7 GeV, which is indeed comparable with the ultimately expected precision.
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On the other hand, the mass determination by means of threshold scan will be rather
insensitive to the detector resolution and potentially more accurate in particular for spin
1/2 particles with rapidly rising cross sections[48]. This technique might, however, be
affected by the natural beam energy spread and beamstrahlung. Fig. 3.39 shows the
effects of ISR and the beam effects on the threshold shape of the e+e− → µ˜+Rµ˜−R process.
If we are to carry out threshold scan we need to understand the energy distribution of the
Figure 3.39: Production cross sections for e+e− → µ˜+Rµ˜−R (dotted) with neither
ISR nor beam effects (BM), (dot-dashed) with ISR only, and (solid) with both
ISR and beam effects. The SUSY parameters are the same as with Fig 3.38:
with m0 = 70 GeV, M2 = 250 GeV, µ = 400 GeV, and tanβ = 2.
collider very well. It should also be noted that the branching fraction to the final states
to be used for a threshold scan is not a priori known, which forces us to make the overall
normalization a free parameter in the fit. Moreover, the cross sections in particular for
the second and the third-generation sneutrinos are not necessarily large enough to carry
out their threshold scan with a practicable luminosity[49].
3.5.2 Beam Polarization
It has been stressed many times that the beam polarization plays a crucial role in sorting
out the sparticle mixings. For instance, let us recall the mixing angle determination for
the stau. The production cross section for the e+e− → τ˜+1 τ˜−1 process depends on the
electron beam polarization, as well as on the stau mixing angle θτ as shown in Fig. 3.40.
This suggests that, even if we perfectly understand the effective center of mass energy
distribution (beam effects) of the machine, there can still be some uncertainty due to
the error in the beam polarization measurements. The expected error on the mixing
angle was estimated to be ∆ sin θτ/ sin θτ ≃ 0.065 (see Section 3.3.6) for an integrated
luminosity of 100 fb−1. This implies that for 1 ab−1, the statistical error reaches 2 %
level. The error on the beam polarization must thus be controlled down to 1 % level or
less. It should also be pointed out that the higher the beam polarization, the easier the
mixing angle determinations through polarization-dependent cross section measurements.
In this respect, the positron beam polarization is useful. The power of the positron
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Figure 3.40: The mixing angle (θτ ) dependence of the production cross section
of τ˜1τ˜1 for mτ˜ = 150 GeV and
√
s = 500 GeV. The cross section is heavily
dependent on θτ for the right-handed electron beam (Pe = 1).
beam polarization is, however, further enhanced for the SUSY processes with t-channel
neutralino exchanges, since the neutralinos, being of Majorana type, do not respect the
automatic helicity selection rule between the electron and the positron beams. As we
have seen in the CP violation studies, transverse beam polarization is also a useful option
to consider.
3.5.3 Forward/Backward Detector to Veto Low Angle e+e−
For detecting missing PT signals of sparticle productions, it is essential to be able to
veto low angle e+/e−’s to suppress two-photon backgrounds. Fig. 3.41 shows the PT
distributions of the signal (e+e− → τ˜+1 τ˜−1 ) and the background (e+e− → e+e−τ+τ−), for
θacop > 30
◦ and | cos θjet| < 0.8. When the minimal veto angle (θvetoe ) for forward and
backward electrons and positrons is 150 mrad, the background rate is intolerable high up
to PT < 35 GeV.
If θvetoe = 150 mrad we thus need to require PT > 35 GeV, which distorts the energy
distribution significantly and reduces the reliability of the mass determination in this
method (see Fig. 3.42). On the other hand, for θvetoe = 50 mrad, the cut on PT can
be lowered to about 15 GeV, which makes the resultant energy distribution much less
affected. It is thus essential to push the minimum veto angle down to at least 50 mrad.
3.6 Tests of SUSY Breaking Mechanisms
We have seen above that the precision measurements of the masses and the mixings in the
sfermion and the chargino/neutralino sector will certainly allow us to quantitatively test
various supersymmetry relations, thereby firmly establishing the existence of supersym-
metry as a dynamical symmetry of particle interactions. More importantly, the precision
we expect for these measurements at the JLC is so high that we will be able to infer the
SUSY breaking scale and the values of the SUSY breaking parameters at this high scale.
Since these SUSY breaking parameters are presumably determined by the physics at the
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Figure 3.41: PT distributions for the
signal and the background e+e−τ+τ−
events at
√
s = 500 GeV after the cuts:
| cos θjet| < 0.8 and θacop > 30◦, for dif-
ferent minimum veto angles. 104 signal
events were generated withmτ˜ = 150 GeV
and mχ˜01 = 100 GeV, corresponding to∫
Ldt = 100 fb−1.
Figure 3.42: PT cut dependence of the en-
ergy distribution of the final-state hadrons
from the stau decays. The PT cut at 35
GeV significantly distorts the energy dis-
tribution near its peak.
high scale, this will open up a first realistic way to systematically study the physics at
this high scale experimentally.
Some examples of such studies are already mentioned above, including tests of univer-
sality among scalar masses and gaugino mass unification expected in the SUGRA models.
These tests can be carried out step by step in the course of the SUSY discovery and study
scenarios. We can hope that, eventually, we will be able to determine all the masses and
the mixings of the sparticle spectrum, thereby fixing all of the Lagrangian parameters
such as M1,M2, µ, tanβ at the electroweak (EW) scale. In this section, we review what
and to what extent we can learn then from these precision measurements of the masses
and the mixings.
One can use these accurately determined Lagrangian parameters at the EW scale to fit
their values at the high scale. It has been shown [48] in this approach, that the projected
accurate measurements of the various sparticle masses through an energy scan for each
sparticle’s threshold, using ten energy points with 10 fb−1 each, allows one to determine
M1,M2, m0, µ, and tanβ at the high scale to an accuracy better than 1%
12. The accuracy
is much worse, however, for higher values of tanβ. The expected accuracy for the trilinear
term is rather poor as shown in Tables 3.5 and 3.6 taken from Ref. [48], which is due to
the fact that most of the physical observables are rather insensitive to the parameters Ak.
In this approach model selection will be made on the basis of goodness of the fit.
There is, however, a totally different approach to test the SUSY breaking mechanisms,
the bottom up approach[50], where one starts with these Lagrangian parameters extracted
at the EW scale and extrapolates them to the high scale using the renormalization group
evolution (RGE). As explained in Section 3.2, different SUSY breaking mechanisms pre-
12 It has recently been pointed out[49] that the quoted accuracy in Ref.[48] might be too optimistic in
particular for the third generation sneutrino, though to what extent this will affect the results including
those in Tables 3.5, 3.6, and Fig. 3.43 is still an open question.
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dict different relations among these parameters at the high scale. In the bottom up
approach, one can test these relations directly by reconstructing them from their low en-
ergy values using the RGE. In Ref.[50], experimental values of the various sparticle masses
are generated in a given scenario (mSUGRA, GMSB etc.), by starting from the universal
parameters at the high scale appropriate for the model under consideration and evolving
them down to the EW scale. These masses are then endowed with experimental errors
expected to be reached eventually in the combined analyses of data from LHC and a TeV
scale linear collider with an integrated luminosity of 1ab−1. These measured values are
then evolved back to the high scale. The left two plots in Fig. 3.43 show results of such an
Figure 3.43: Bottom up approach of the determination of the sparticle mass
parameters for mSUGRA and GMSB[50]. Values of the model parameters as
given there.
exercise for the gaugino and sfermion masses, respectively, for the mSUGRA case, while
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the one on the right for sfermion masses in GMSB. The width of the bands indicates 95%
C.L. limits.
We can see that with the projected accuracies of measurements, the unification of
the gaugino masses will be indeed demonstrated very clearly in the mSUGRA case. The
extrapolation errors for the evolution of the slepton masses are also small, since only the
EW gauge couplings contribute to it, and allows one to test the unification of the slepton
masses at the high scale. This is in contrast to the squark and higgs masses, for which
the extrapolation errors are rather large. In the case of the Higgs mass parameters this
insensitivity to the common scalar mass m0 is due to an accidental cancellation between
different contributions in the loop corrections to these masses which in turn control the
RG evolution. In the case of the squarks the extrapolation errors are caused by the
stronger dependence of the radiative corrections on the common gaugino mass, due to the
strong interactions of the squarks. As a result of these the small error at the EW scale
expands rapidly, when extrapolated to the unification scale. It should also be noted that
the trilinear A coupling for the top shows a pseudo fixed point behavior, which also makes
the EW scale value insensitive to m0. If the universal gaugino mass m1/2 is larger than
the m0 then this pseudo fixed point behavior increases the errors in the determination
of the third generation squark mass at the EW scale. This picture shows us clearly the
extent to which the unification at high scale can be tested. If we compare this with the
results of Tables 3.5 and 3.6, we see that with the bottom up approach we have a much
clearer representation of the situation. It should be stressed that the 95% C.L. bands
on the squark and the higgs mass parameters become much wider if one only assumes
the accuracies expected to be reached at the LHC[51]. The linear collider’s precision
measurements are indispensable to get a clearer picture of the SUSY breaking mechanism
at the high scale.
The right-most plot in Fig. 3.43 shows the results of a similar exercise but for the
GMSB model, where with the assumed values of the model parameters, one would need
to have a 1.5 TeV linear collider to access the full sparticle spectrum. In this case the
doublet slepton mass and the Higgs mass parameter are expected to unify at the messenger
scale, which the data show quite clearly. It is remarkable that the extrapolation of the
reconstructed slepton and squark masses to the high scale is stable enough to reveal the
entirely different unification patterns expected in this case as opposed to the mSUGRA
case. The bottom up approach of testing the structure of the SUSY breaking sector
definitely requires the high accuracy that can be achieved only with the linear collider[51].
All of these discussions assume that most of the sparticle spectrum are accessible
jointly by the LHC and a TeV scale linear collider. If we are unlucky and the squarks are
super-heavy13, then perhaps the only clue to their existence can be obtained through the
analogue of precision measurements of the oblique correction to the SM parameters at the
Z pole. These super-oblique corrections [53] modify the tree-level supersymmetry relations
between various couplings as already mentioned in Section 3.3.2. These modifications














which amounts to about 0.7%, if the mass splitting is a factor of 10. We have shown in
13 In the focus point SUSY scenarios the entire scalar sector might be beyond a few TeV[52, 18].
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the previous sections that it might well be possible to make a measurement with such
accuracy at the JLC.
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Among all the fermions included in the Standard Model (SM), the top quark plays a
very unique role. The mass of the top quark is by far the largest and approximates the
electroweak (EW) symmetry breaking scale. The recent reported value from the CDF
and D0 collaborations reads
mt = 174.3± 3.2(stat)± 4.0(syst) GeV (CDF+D0 combined[1]). (4.1)
In fact the top quark is the heaviest of all the elementary particles discovered up to now.
It means that in the SM Lagrangian the top quark mass term breaks the SU(2)L×U(1)Y
symmetry maximally. This fact suggests that the top quark couples strongly to the physics
that breaks the EW symmetry. It is therefore important to investigate properties of the
top quark in detail, for the purpose of probing the symmetry breaking physics as well as to
gain deeper understanding of the origin of the flavor structure. The standard procedures
for investigating top quark properties are: measurements of fundamental quantities such
as its mass and decay width; detailed examinations of various interactions of top quark
to see if there are signs of new physics.
Studies of various properties of the top quark have been started at Tevatron. For
example, the polarization of W bosons from the decay of top quarks has been measured.
More detailed properties will be investigated further in future experiments at Tevatron
Run II, at LHC and at JLC. In particular, experiments at JLC will be able to uncover
detailed properties through precision measurements of various top quark interactions.
For example, another fundamental parameter of the top quark, its decay width Γt, can
be measured accurately. Within the SM the top quark decays almost 100% to the b
quark and W . The width can be predicted as a function of mt, αs, MW , etc. Already a
fairly precise theoretical prediction at the level of a few percent accuracy is available [2].
Here, we only note that Γt ≃ 1.5 GeV for the above top quark mass range. This value
deviates with simple extensions of the SM: e.g. Γt ∝ |Vtb|2 can be smaller if there is a
fourth generation, whereas it will be greater if there are additional decay modes such as
t→ bH+ or t→ t˜χ˜. Thus, it is important to measure Γt precisely. An important property
of the top quark, besides its heaviness, is that it decays so quickly that no top-hadrons
will be formed. Therefore all the spin information of the top quark will be transferred
to its decay daughters in its decay processes [3], and the energy-angular distributions of
the decay products are calculable as purely partonic processes. In fact we may take full
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advantage of the spin information in studying the top quark properties through its decay
processes [4].
In this chapter we review the studies of top quark physics at JLC. We will first focus on
the prospects in the tt¯ threshold region in three steps: In Subsection 4.2.1 we clarify the
physics motivation and goals; In Subsection 4.2.2 we discuss the precision measurements
of the top quark mass; In Subsection 4.2.3 we discuss the relevant observables; Subsection
4.2.4 is devoted to the sensitivity studies on various top quark couplings. In the rest, we
will discuss the physics in the open top region. In Section 4.3 we discuss a measurement
of mt from the dilepton events. In Section 4.4 measurement of the top-Yukawa coupling
is studied. In Section 4.5 anomalous couplings of the top quark with the Higgs boson are
studied. In Section 4.6 anomaly in the Standard-Model top quark interactions is studied
through the decay processes of the top quark. In Section 4.7 we study how to probe
CP violation in the open top region, using both e+e− → tt¯ and γγ → tt¯ processes. On
the other hand, Section 4.8 examines the possibility to observe R-parity violating SUSY
interactions using the top quark. We summarize our studies in Section 4.9.
4.2 Top Quark Threshold Region
An experiment in the top quark threshold region (
√
s ≈ 2mt) is considered as a serious
candidate for the first stage operation of JLC. In this section we review the subjects that
can be covered in experiments in the tt¯ threshold. We will be able to extract rich physics
and test properties of the top quark in detail.
4.2.1 Physics Motivations and Goals
The major three goals that should be achieved in the experiment in the tt¯ threshold region
will be as follows:
1) A precision measurement of the top quark mass.
2) To elucidate dynamics involved in formations and decays of (remnants of) the to-
ponium resonances.
3) Tests of the various top quark interactions: search for anomalies in the tt¯γ, tt¯Z,
tbW , ttg and ttH couplings and possibly for other non-SM interactions.
Here, we briefly explain the physics motivation for each of these goals.
1) Top Mass Determination
The top quark mass mt is one of the fundamental parameters of the SM. It is conceivable
that, in the future, to know its precise value will be crucial to achieve a high predictive
power in precision physics. In fact some important observables depend on mt sensitively
through radiative corrections, when mt acts as a non-decoupling parameter. Then it is
required that mt should be known more precisely than other parameters of the theory.
For example, suppose that the Higgs boson is discovered in the future, and suppose that
we want to test predictions of its mass by the Minimal Supersymmetric Model within
50 MeV accuracy. Then we need to know the top quark mass with a similar accuracy
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2) Testing Dynamics of tt¯ Resonances
On the one hand, we will be able to observe intriguing phenomena of the (remnants
of) tt¯ resonances which are quite different from the phenomenology of charmonium and
bottomonium. This is because: (1) The top quarks decay via the EW interaction very
quickly, and the decay daughters carry the information on the dynamics of the top quarks
inside the resonances. (2) The interplays of the QCD and EW interactions induce unique
phenomena. On the other hand, due to the large mass and the large decay width of the
top quark, high precision theoretical predictions based on the first principles are available.
Therefore we will be able to make detailed tests of the dynamics of the boundstate forma-
tion and decays. This aspect is important since predictability of the theory on the quarko-
nium physics has improved dramatically recently. For example, so far the quarkonium
wave functions calculated in perturbative QCD have never been tested experimentally,
and this will be possible for the tt¯ resonances.
3) Examinations of Various Top Quark Interactions
Studies of various top quark interactions will be pursued both in the open top region,
where we can explore more deeply into the structures of many of the interactions, and
in the tt¯ threshold region. There are specific advantages in each case. The advantages
in the tt¯ threshold region are as follows. First, to study the decay properties of the
top quark, the threshold region will be optimal. This is because: the top quark can be
polarized maximally by polarizing the electron beam; we are guaranteed to be (almost)
in the rest frame of the top quark without need to reconstruct its momentum; we do not
gain resolving power by raising the c.m. energy. In particular, the top quark decay width
can be measured most precisely in the threshold region. Secondly, we can test not only
the EW interactions of the top quark but also the QCD interactions. Since the threshold
cross section includes an infinite number of ttg couplings at leading order, it has a high
sensitivity also to the anomalous ttg couplings.
4.2.2 Top Quark Mass
How to Determine the Mass
The top quark mass will be determined to high accuracy from the shape of the tt¯ total
production cross section in the threshold region [5]. If the top quark were stable, the
cross section would show distinct resonance peaks in this region. Due to the large decay
width of the top quark, Γt ≃ 1.5 GeV, however, these peaks will be smeared out. The
resonances merge with one another, leading to a broad enhancement of the cross section
over the threshold region; see Fig. 4.1. Still, the location of the sharp rise of the cross
section is determined mainly from the mass of the lowest-lying (1S) tt¯ resonance. Since the
mass of the resonance can be calculated as a function of the top quark mass and αs from
perturbative QCD, we will be able to extract the top quark mass from the measurement
of the 1S peak position of the cross section.
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Figure 4.1: The total cross section vs. energy, E =
√
s− 2mt. The solid curve
is calculated from the Green function. The dashed curve shows the tree-level
total cross section for a stable top quark.
In the beginning of the studies of the threshold cross section, people planned to extract
the pole-mass of the top quark from the cross section. This is because the position of the
“threshold” is determined as twice the top quark pole-mass, and it was considered most
natural to relate this mass parameter directly to the threshold cross section or the reso-
nance spectrum. On the other hand, existence of the pole-mass of a quark contradicts the
confinement picture of QCD and this mass is most likely to be ill-defined beyond pertur-
bation theory; even within perturbative QCD we face a problem in any attempt to define
this quantity to O(ΛQCD) = O(300 MeV) or better. Recently there has been significant
progress in our theoretical understanding of heavy quarkonia such as Υ’s and (remnant
of) toponium resonances. Developments in technologies of higher-order calculations and
the subsequent discovery of renormalon cancellation enabled extractions of the top quark
mass with high accuracy in future experiments. It became clear that we have to relate
the threshold cross section to a short-distance mass, such as the MS mass, in order to
extract a precise and physically meaningful mass parameter.
The upshot of the theoretical studies up to now is as follows. The series expansion
of the mass of (remnant of) the 1S tt¯ resonance in αs becomes much more convergent
when we express the series in terms of the MS mass of the top quark instead of the pole-
mass. At the present situation, theoretical uncertainty of the MS mass mt ≡ mMSt (mMSt )
is about 150 MeV when we determine it from the threshold scan. Also, concerning future
prospects, there seems to be a good chance to reduce the theoretical uncertainty to about
50 MeV by the time of the JLC operation.
Simulation Studies on Expected Precision
There have been a number of simulation studies which incorporate realistic experimental
conditions expected at JLC. Here, we quote the result of the study [5] on the determination
of the peak position of the tt¯ production cross section, from which the MS mass of the top
quark mt can be extracted. The effects of the beam energy spread and the beamstrahlung
as well as those of the initial state radiation are important when studying the threshold
cross section. In particular the beam energy spread smears out the 1S peak of the cross
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section. In order to determine the peak position of the original cross section, we convolute
the original cross section with the radiator function and with the beam energy spectrum,
and then we fit it to the measured cross section. Selection of top quark events can be
performed with high efficiency and good background suppression. (More details will be
explained in Subsection 4.2.4.) Taking these into account, a simulation study of the energy
scan of the cross section was performed. Using 11 energy points with 1 fb−1 each, we can
determine the peak position with a statistical error ≈ 200 MeV, which translates to a
statistical error on the top quark MS mass of ∆mt ≈ 100 MeV.
4.2.3 Observables
In this subsection we discuss the observables which contain interesting information close
to the top quark threshold. Here, we restrict ourselves to qualitative arguments. More
quantitative analyses will be given in the next subsection.
A) Production Process of Top Quarks
Total Cross Section
The first observable we measure in the tt¯ threshold region will be the total cross section.
The total cross section can be written as [6, 7]
σtot(e
+e− → tt¯) ∝ −Im∑
n
|ψn(0)|2
E −En + iΓt . (4.2)
One sees that the energy dependence of the total cross section is determined by the
resonance spectra. Due to the large width Γt of the top quark, however, distinct resonance
peaks are smeared out. The resonances merge with one another, leading to a broad
enhancement of the cross section over the threshold region as seen in Fig. 4.1. (We will
show explicitly the resonance spectra below.) In the same figure, the tree level cross
section is also shown as a dashed curve. Despite the disappearance of each resonance
peak, one sees that the cross section is indeed largely enhanced by the QCD interaction,
and that inclusion of the QCD binding effect is mandatory for a proper account of the
cross section in the threshold region.
Top Momentum Distribution
Next we consider the top-quark momentum (|pt|) distribution near tt¯ threshold [8, 9].
It has been shown that experimentally it will be possible to reconstruct the top-quark
momentum pt from its decay products with reasonable resolution and detection efficiency.
Fig. 4.2(a) shows a comparison of reconstructed top momenta (solid circles) with that of
generated ones (histogram), where the events are generated by a Monte Carlo generator
and are reconstructed after going through detector simulators and selection cuts; see
Subsection 4.2.4 for details. The figure demonstrates that the agreement is fairly good.








E −En + iΓt
∣∣∣∣2+(sub-leading). (4.3)
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Figure 4.2: (a) Reconstructed momentum distribution (solid circles) for
the lepton-plus-4-jet mode, compared with the generated distribution (his-
togram). The Monte Carlo events were generated with αs(MZ) = 0.12 and
mt = 150 GeV [5]. (b) Top-quark momentum distributions dσ/d|pt| for vari-
ous c.m. energies measured from the lowest lying resonance, ∆E =
√
s−M1S,
taking αs(MZ) = 0.118 and mt = 175 GeV.
The |pt|-distribution is thus governed by the momentum-space wave functions of the
resonances. By measuring the momentum distribution, essentially we measure (a super-
position of) the wave functions of the toponium resonances. Shown in Fig. 4.2(b) are the
top momentum distributions for various energies. One may also vary the magnitude of
αs and confirm that the distribution is indeed sensitive to the resonance wave functions
[8, 9]. Hence, the momentum distribution provides information independent of that from
the total cross section.
Forward-Backward Asymmetry
Another observable that can be measured experimentally is the forward-backward asym-
metry of the top quark [10]. Generally in a fermion pair production process, a forward-
backward asymmetric distribution originates from an interference of the vector and axial-
vector f f¯ production vertices at tree level of electroweak interaction. One can show from
the spin-parity argument that in the threshold region the tt¯ vector vertex creates S-wave
resonance states, while the tt¯Z axial-vector vertex creates P-wave states. Therefore, by
observing the forward-backward asymmetry of the top quark, we observe an interference
of the S-wave and P-wave states.
In general, S-wave resonance states and P-wave resonance states have different energy
spectra. So if the c.m. energy is fixed at some resonance in either one of the spectra, there
would be no contribution from the other. However, the widths of resonances are large for
the toponium in comparison to their level splittings, which permit sizable interferences of
the S-wave and P -wave states. Fig. 4.3 shows the pole position En−iΓt of these states
on the complex energy plane. One sees that the widths of the resonances are comparable
to the mass difference between the lowest lying S-wave and P-wave states, and exceeds
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Figure 4.3: The positions of poles of the S-wave and P-wave states on the
complex energy plane, together with the forward-backward asymmetry as a
function of the energy, taking αs(MZ) = 0.118 and mt = 175 GeV. The right-
axis is for the forward-backward asymmetry.
by far the level spacings between higher S-wave and P-wave states. This gives rise to
a forward-backward asymmetry even below threshold, and provides information on the
resonance level structure which is concealed in the total cross section. Shown on the same
figure is the forward-backward asymmetry as a function of the energy. It is seen that the
asymmetry takes its minimum value at around the lowest lying S-wave state, where the
interference is smallest, and increases up to ∼ 10% with energy as the resonance spectra
appear closer to each other. One may also confirm that essentially the forward-backward
asymmetry measures the degree of overlap of the S-wave and P-wave states by varying
the coupling constant αs or the top quark decay width Γt.
B) Decay of Top Quarks and Final-State Interactions
We turn to decay processes of the top quark near threshold. The top quarks produced via
e+e− → tt¯ in the threshold region will be highly polarized [3]. Therefore, the threshold
region can be an ideal place for studying properties of the top quark through decay
processes, using the highly polarized top quark sample.
Decay of Free Polarized Top Quarks
Detailed studies of the decay of free polarized top quarks have already been available
including the full O(αs) corrections [12, 13, 14]. The best example is the energy-angular
distribution of charged leptons l+ in the semi-leptonic decay of the top quark. At leading




= h(El) (1 + |S| cos θl) + [O(αs) correction ]. (4.4)
Here El, Ωl, and θl denote, respectively, the l
+ energy, the solid angle of l+, and the angle
between the l+ direction and the top polarization vector S, all of which are defined in the
top-quark rest frame. Hence, we may measure the top-quark polarization with maximal
sensitivity using the l+ angular distribution.
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Effects of Final-State Interactions
Close to threshold, the above precise analyses of the free top-quark decays do not apply
directly because of the existence of corrections unique to this region. Namely, these are
the final-state interactions due to gluon exchange between t and b¯ (t¯ and b) or between
b and b¯. The size of the corrections is at the 10% level in the threshold region, hence it
is necessary to incorporate their effects in precision studies of top-quark production and
decay near threshold.
Here, we present the formula for the charged lepton energy-angular distribution in
the decay of top quarks that are produced via e+e− → tt¯ near threshold. First, without
including the final-state interactions, the differential distribution of t and l+ has a form











Namely, the cross section is given as a product of the production cross section of unpo-
larized top quarks and the differential decay distribution of l+ from polarized top quarks.
The above formula holds even including all O(αs) corrections other than the final-state
interactions.
Including the final-state interactions, the factorization of production and decay pro-











× [1 + ξ(|pt|, E, El, cos θlt)] .
(4.6)
Here, the first line on the right-hand-side shows that there are corrections to the top-quark
production cross section, while the second line shows that the correction to the decay
distribution of l+ is accounted for by a modification of the parent top-quark polarization
vector, and finally there is a non-factorizable correction ξ which cannot be assigned either
to the production or the decay process alone.
The top momentum distribution is modified by δ0 to take a lower average momen-
tum. The forward-backward asymmetric distribution and the top polarization vector get
corrections as
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Figure 4.4: A three-dimensional plot of ξ as a function of 2El/mt (x-axis)
and cos θte (y-axis).
We show the cos θlt and El dependences of the non-factorizable correction ξ as a 3-
dimensional plot in Fig. 4.4. One can see that ξ takes comparatively large positive values
for either “small El and cos θlt ≃ −1” or “large El and cos θlt ≃ +1”. Oppositely, in the
other two corners of the El–cos θlt plane ξ becomes negative. The typical magnitude of ξ
is 10–20%.
4.2.4 Measurements of Top Quark Couplings
As we have seen so far, studying various top quark properties in the tt¯ threshold region
is promising and interesting. Regarding the energy upgrading scenario of JLC, it is likely
that the machine will operate first in the tt¯ threshold region for a significant amount of
time, while measuring the top quark mass precisely, etc., before the beam energies are
increased to the open-top region. Therefore it is desirable that measurements of the vari-
ous top quark couplings can be performed concurrently with other unique measurements
near threshold, with sensitivities comparable to those in the open-top region.
Thus, systematic simulation studies on sensitivities to all the top quark couplings or
the form factors in the tt¯ threshold region are requested, which are not yet complete. Up
to now, sensitivity studies in the threshold region were performed on the top quark width
[5], on the top-Higgs Yukawa coupling [5, 18], as well as on the strong coupling constant
αs. Also, there exists a theoretical study on the CP violating couplings of the top quark.
We review the present status of these studies below.
A) Measurements of Γt, gtH , αs
Among various observables in the top quark threshold region, the height (normalization)
of the 1S peak of the threshold cross section is most sensitive to the top quark decay
width Γt, the top-Higgs Yukawa coupling gtH , and the strong coupling constant αs. This
is because: (1) according to Eq. (4.2), the peak height is inversely proportional to Γt in
the narrow width limit; (2) the effect of Higgs exchange enhances the cross section; (3)
the wave function at origin |ψn(0)|2 is proportional to α3s; when we take into account the
smearing effect by the large decay width the sensitivity reduces to ∼ α2s. Nevertheless,
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extracting these quantities requires a precise theoretical prediction for the normalization
of the threshold cross section. In view of the present large theoretical uncertainty, accurate
measurements of gtH and αs seem to be difficult, whereas we will still be able to measure
Γt relatively accurately. Also, the top momentum distribution and forward-backward
asymmetry of the top quark depend on Γt and αs. Theoretical predictions for these
observables are expected to be more stable, but some more calculations are needed for
accurate predictions.
Total tt¯ Cross Section
Let us first discuss the results of the simulation studies, which set a benchmark of mea-
surements in future experiments.
It is well known that the initial state radiation has to be properly taken into account
in the vicinity of a resonance state. Also, in order to study experimental feasibilities in
a realistic environment, we need to include the effects due to the beam energy spread
and beamstrahlung (a bremsstrahlung from beam particles due to the strong electromag-
netic fields produced by opposing beam bunches). These effects can be incorporated by
convoluting the original cross section with the radiator function and the beam spectrum.
The beam spectrum is machine dependent, and in our study below we use the parameters
given in [5].
The effects on the cross section can be summarized as follows (see Figs. 4.5). (i)
The initial state radiation and the beamstrahlung reduce usable luminosity in the thresh-
old region. The usable part is essentially restricted to the δ-function part of the beam
spectrum. Therefore, we need to know the height of the δ-function part accurately for
precision measurements. (ii) The beam energy spread is the major source of the peak
smearing. When the energy spread is less than 0.4%, the cross section shape is practi-
cally independent of the structure inside the δ-function part. If we cannot achieve such
a narrow band beam, it is important to measure the spectrum inside the δ-function part
with a high-energy resolution.
The signature of a tt¯ pair production is two b quarks and two W bosons in the final
state. The two W bosons decay into either qq¯′ or ℓν. Therefore the final state configu-
rations are (i) two b jets and four jets from W ’s (45%), (ii) two b jets, two jets, and one
charged lepton (44%), and (iii) two b jets and two charged leptons (11%). All three cases
can be used for the measurement of the total cross section. Case (i) and (ii) are useful for
the measurements of the top momentum distribution and top quark forward-backward
asymmetry.1 The basic cuts used in the event selection can be classified into four groups:
(a) event shape cuts such as those on the number of charged particles, the number of
jets, and thrust, (b) mass cuts to select W ’s and t’s by jet-invariant-mass method, (c)
requirements of leptons in cases (ii) and (iii), and (d) b taggings.
In order to measure the total tt¯ cross section reliably, we need to select tt¯ events
with a good signal-to-background ratio. The largest background comes fromW+W− pair
productions, whose cross section is larger by a factor ∼ 103. We take case (i) as an
example and show the result of a Monte Carlo simulation study. We require 20 or more
charged tracks and impose cuts on the visible energy (the energy sum of all the detected
particles including neutral ones) and the total transverse momentum: Evis ≥ 250 GeV
1 A recent study shows that the charge of b can be identified efficiently from a measurement of the
vertex charge of b jets. In this way t and t¯ can be distinguished even in case (i) [19].
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Figure 4.5: (a) Effects of the initial state radiation (ISR) and the beam en-
ergy spread and beamstrahlung on the threshold shape for mt = 175 GeV and
αs(MZ) = 0.12: with no ISR and no beam effects (dash), with ISR but with-
out beam effects (dotdash), and with both ISR and beam effects (solid). (b)
Threshold cross section including the effects of ISR and natural beam energy
spread but leaving out the effect of beamstrahlung. Two kinds of spectra,
flat-top (dot) and double-peaked (solid), which is more realistic, are examined
for various beam energy spread: 0.1%, 0.4%, 0.7%, 1.0%, 1.4%.
and pT ≤ 50 GeV. The remaining events must contain six or more hadronic jets after jet
clustering with ycut = 5× 10−3, where ycut is the cut on jet-invariant-masses normalized
by the visible energy. If there are more than six jets, we increase the ycut value so as to
make the event yield exactly six jets. Two pairs of jets out of these six jets must have
2-jet invariant masses consistent with MW . These two W candidates are then required
to make invariant masses consistent with mt, when combined with one of the remaining
two jets. Finally we impose a cut on the event thrust: thrust ≤ 0.75. After the final cut,
the detection efficiency is 29%, while the signal-to-background ratio is greater than 10.
This detection efficiency translates to about 63% when the branching ratio for W → qq¯′
of 67% is taken into account. We can select events with similar efficiencies and signal-to-
background ratios for cases (ii) and (iii) as well.
Using the tt¯ samples so obtained, we can determine the parameters Γt, gtH , αs. 11
points with 1 fb−1 each were generated with the inputsmt,pole = 170 GeV, αs(MZ) = 0.12,
mH = ∞ (no Higgs effects) and the SM value for Γt. By fitting these data points
to the theoretical prediction for the total tt¯ production cross section, convoluted with
the beam spectrum, we obtained the following estimates of the statistical errors on the
above parameters: ∆Γt/Γ
SM
t = 0.18, ∆gtH/g
SM
tH = 0.3 in the case MH = 115 GeV, and
∆αs(MZ) = 0.002. Each error is given for a measurement of each parameter, assuming
that the other parameters are known from other sources.
While the above errors serve as measures for potential sensitivities of the threshold
measurements, as long as the theoretical uncertainty on the normalization of the cross
section remains at the present level, theoretical errors on these parameters can be much
larger.2 For example, the induced theoretical error on the strong coupling constant is
2 An attempt at solving this problem has been given recently in [20].
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Figure 4.6: The dependence of the cross section as Γt ∝ |Vtb|2 is varied. An ex-
ample of energy scan is superimposed, where each point corresponds to 1 fb−1.
∆αs(MZ) ≃ 0.01. As for Γt, we may consider a strategy to determine it to a good
accuracy, nonetheless. Since the effect of the variation of Γt appears only in the vicinity
of the 1S peak3 (see Fig. 4.6), we may use, for instance, the ratio of the tt¯ total cross
section at
√
s ≃ M1S and at
√
s ≃ M1S + 3 GeV. This ratio is much less affected by
the normalization uncertainty, and the statistical error on ∆Γt/Γt will be determined by
the luminosity we invest at
√
s ≃ M1S and
√
s ≃ M1S + 3 GeV. We expect that an
accuracy better than 15% (both theoretical and statistical) would be achievable with a
moderate integrated luminosity. On the other hand, extraction of the Yukawa coupling
requires, at the present status, a more accurate theoretical prediction. This is because
its effect is to enhance the cross section almost energy independently in the threshold
region, and disentanglement from the normalization uncertainty is difficult. To match the
above statistical accuracy of the Yukawa coupling, the theoretical accuracy should become
smaller than 4%. For the same reason, a precise measurement of αs will also be difficult.
A better strategy would be to determine the value of αs(MZ) in other experiments and
to use it as an input of the theoretical predictions in the top quark threshold region.
Top Momentum Distribution
By virtue of the large top quark width, we can measure the top quark momentum by
reconstructing the 3-jet decay of a top quark, even below the tt¯ threshold. This is in con-
trast to the charmonium and bottomonium cases, where the annihilation modes dominate.
We assume that the program of JLC is such that the machine first scans the threshold
shape with a relatively low integrated luminosity and determines the top quark mass
accurately, then the c.m. energy is fixed at some point in the threshold region and we
invest more luminosity to perform the measurements of the top momentum distribution,
etc. The choice of the c.m. energy should be made from the viewpoint of insensitivity
3 In the limit
√
s≫ 2mt, the normalization of the cross section becomes independent of Γt.
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to theoretical ambiguities and beam effects and of sensitivities to physical parameters to
be determined. Since the momentum distribution depends heavily on the c.m. energy,
the initial state radiation and beam effects must be properly taken into account. From
the study in [5], we find that the position of the peak momentum |p|peak is fairly sta-
ble against these effects, although the distribution itself is quite affected. An optimal
c.m. energy, which maximizes the sensitivity to αs(MZ) and Γt, while keeping small the
beam effects and theoretical uncertainties, is chosen as 2 GeV above the 1S peak energy,
∆E ≡ √s−M1S = 2 GeV. For simplicity, we assume that M1S is known in what follows.
In order to measure the top momentum, we need to select top quarks which are well-
reconstructed as 3-jet systems from t → bW decays. This requires final states with at
least one t or t¯ quark decaying into three jets: the configurations (i) and (ii) discussed
above. The 6-jet mode [case (i)] is advantageous from the statistical point of view, since
both t and t¯ quarks in a single event can be used for the momentum measurement. This
mode, however, tends to suffer from combinatorial background: even if we have a perfect
b-tagging capability, some ambiguity would still remain in assigning other four jets to two
W ’s. The lepton-plus-4-jet mode [case (ii)] is cleaner in this respect.
The selection of top quark events goes similarly to the one discussed in the total
cross section analysis. In the present case, however, we have to make sure that the
momentum of a reconstructed top quark is well measured. Rejection of events with
energetic missing neutrinos is thus necessary. The main differences are the cut values
which must be much tighter to require four-momentum balance, well reconstructed W ’s
and t’s. The b tagging and the cut on the b-W angle are necessary in addition. (See
[5] for details.) In case (ii) Monte Carlo simulations resulted in a detection efficiency of
4% including the branching fraction to the lepton-plus-4-jet mode. The systematic shift
between the peak momentum of the generated events and that of the reconstructed events
is less than 1 GeV. The momentum resolution is 3–4 GeV in the relevant range, which
is much smaller than the width of the momentum distribution. In case (i) the detection
efficiency is 2%, including the branching fraction to the 6-jet mode. Since both t and t¯ can
be used for the momentum measurement, effective selection efficiency is twice this value.
The agreement of the reconstructed momentum distribution with the generated one is
not as good as in the lepton-plus-4-jet case, because of the combinatorial background. A
further study to gain in the detection efficiency using a kinematical fitting procedure is
now underway.
We can estimate the statistical error on |p|peak from the width of the expected momen-
tum distribution and the expected number of reconstructed top quarks. Using the events
reconstructed from the lepton-plus-4-jet mode at ∆E = 2 GeV withmt,pole = 170 GeV, the
1σ bound corresponding to an integrated luminosity of 100 fb−1 is ∆|p|peak ≃ 200 MeV.
This value translates to sensitivities to Γt and αs(MZ) of ∆Γt/Γt = 0.03 and ∆αs(MZ) =
0.002, when each parameter is varied while the other is fixed and assuming M1S is known.
Forward-Backward Asymmetry
As we have seen in Subsection 4.2.3, interference of the S- and P -wave resonances pro-
duces a forward-backward asymmetry of the top quark. The spectrum of the would-be
toponium resonances is such that the lowest-lying S-wave resonance (1S state) stands
alone, while the higher S-wave resonances are accompanied by nearly degenerate P -wave
resonances. The level spacings are determined by αs while the resonance widths are de-
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termined mainly by the top quark width. The relative size of the two determines the size
of the interference. Therefore, we expect that the forward-backward asymmetry provides
additional information on the top quark width.
The c.m. energy is chosen in the same strategy as in the momentum distribution mea-
surement. The asymmetry depends fairly strongly on the c.m. energy. As a consequence,
the beam effects are sizable in the entire threshold region, and a good understanding or
control of these effects will be mandatory in the asymmetry measurement. In consid-
eration of the sensitivity to Γt, we chose the c.m. energy as ∆E = 1 GeV. Since the
asymmetry is quite small, the systematic error due to the detector asymmetry must be
carefully studied in actual experiments. We expect collider operations at the Z pole (Giga
Z) will be very useful, since the experimental limit on the measurable asymmetry will be
determined by the number of events available for the detector calibration. We assume
that a sample of 40,000 reconstructed events is given and estimate the expected statistical
errors on αs and Γt. The sample corresponds to 200 fb
−1 even if the detection efficiency
is as high as 40%. For mt,pole = 170 GeV, the sensitivity to the strong coupling constant
is ∆αs(MZ) = 0.004 if M1S and Γt are known. On the other hand, the sensitivity to the
top quark width is ∆Γt/Γt = 0.06 if M1S and αs(MZ) are known.
B) CP Violating Couplings
Here, we review the recent theoretical study on probing the anomalous CP violating
interactions of the top quark in the threshold region [21]. Besides its own interest, it also
serves as a case study for the analyses of top quark properties using its production-decay
chain.
Among various interactions of the top quark, testing the CP-violating interactions is
particularly interesting due to following reasons:
• Within the SM, CP-violation in the top quark sector is extremely small. If any
CP-violating effect is detected in the top quark sector in a near-future experiment,
it immediately signals new physics.
• There can be many sources of CP-violation in models that extend the SM. Besides,
the observed baryon asymmetry in the Universe suggests existence of CP violating
mechanisms beyond the SM.
• In relatively wide class of models beyond the SM, CP violation emerges especially
sizably in the top quark sector.
In this analysis we consider CP-violating interactions of top quark with γ, Z, and g. In














[γµ, γν ], (4.10)
where e = gW sin θW and gZ = gW/cos θW . These represent the interactions of γ, Z, g
with the EDM, Z-EDM, chromo-EDM of top quark, respectively.4 As stated, the SM
4 The magnitudes of these EDMs are given by edtγ/mt, gZdtZ/mt, gsdtg/mt, respectively. dtγ = 1
corresponds to e/mt ∼ 10−16 e cm, etc.
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tg ∼ 10−14. Our
concern is in the anomalous couplings which are induced from some new physics. We
assume that generally the couplings dtγ, dtZ , dtg are complex.
Which CP-odd observables are sensitive to the CP-violating couplings dtγ, dtZ , dtg? For
the process e+e− → tt¯, we may conceive of the following expectation values of kinematical
variables for CP-odd observables:
〈 (pe − p¯e) · (st − s¯t) 〉 ,
〈 (pt − p¯t) · (st − s¯t) 〉 , (4.11)
〈 [(pe − p¯e)× (pt − p¯t)] · (st − s¯t) 〉 ,
where the spins and momenta are defined in the c.m. frame. The above quantities are the
three components of the difference of the t and t¯ spins. All the other CP-odd observables
for e+e− → tt¯ are bilinear in st and s¯t. Since analyses of spin correlations are complicated,
we focus on the difference of the polarization vectors.
Practically we can measure the t and t¯ polarization vectors efficiently using ℓ± angular
distributions. It is known that the angular distribution of the charged lepton ℓ+ from the
decay of top quark is maximally sensitive to the top quark polarization vector. In the






1 + S cos θℓ+
2
(4.12)
at tree level, where S is the top quark polarization and θℓ+ is the angle of ℓ
+ measured
from the direction of the top quark polarization vector, cf. Eq. (4.4). Indeed the ℓ+
distribution is ideal for extracting CP-violation in the tt¯ production process; the above
angular distribution is unchanged even if anomalous interactions are included in the tbW
decay vertex, up to the terms linear in the decay anomalous couplings and within the
approximation mb = 0 [37]. Therefore, if we consider the average of the lepton direction,
for instance, we may extract the top quark polarization vector efficiently:
〈n · nℓ〉Lab ≃
1
3
n · S. (4.13)
The average is to be taken at the top quark rest frame, but in the threshold region, we
may take the average in the laboratory frame barely without loss of sensitivities to the
anomalous couplings.
From rough estimates, we estimated the statistical errors to the anomalous CP-
violating couplings of the top quark with γ, Z and g in the tt¯ threshold region: δdtγ,
δdtZ , δdtg ∼ 10% corresponding to an integrated luminosity of 50 fb−1. In Table 4.1 we
summarize the results of the sensitivity studies performed so far, including the results of
our present study. We may compare the sensitivities of experiments in the tt¯ threshold
region at e+e− colliders (JLC) with others. The sensitivities to dtγ and dtZ are comparable
to those attainable in the open-top region at e+e− colliders. The sensitivity to dtg is worse
than that expected at a hadron collider but exceeds the sensitivity in the open-top region
at e+e− colliders. (It should be noted, however, that although a hadron collider has a
high sensitivity to this quantity, accuracy of its measurement is not very good, and vice
versa for e+e− colliders.)
Qualitatively, the characteristics of the tt¯ region are summarized as follows.
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Table 4.1: The results of studies of sensitivities to the anomalous couplings
expected in future experiments. For e+e− linear colliders (LC), “open top”
denotes the results of studies performed at
√
s = 500 GeV.
δdtg δdtγ δdtZ
LHC (10 fb−1) 10−2 – a few×10−3 - -
e+e− LC open top O(1) 10−1 – a few×10−2 10−1 – a few×10−2
(50 fb−1) tt¯ threshold 10−1 10−1 10−1
(1) We can measure the three couplings dtγ , dtZ , dtg simultaneously and we can disen-
tangle each contribution.
(2) Typical sizes of components of the difference of the t and t¯ polarizations are given
by
|δS⊥|, |δSN| ∼ (5–20%)× (dtγ, dtZ , dtg).
They can be extracted efficiently from the directions of charged leptons from decays
of t and t¯:




(3) We can measure the complex phases of the couplings dtγ , dtZ , dtg. Since the strong
phases can be modulated at our disposal, a single observable (δS⊥ or δSN) probes
the phases of the couplings.
We note that if one of the couplings is detected in the future, we would certainly
want to measure the others in order to gain deeper understanding of the CP-violating
mechanism. This is because one may readily think of various underlying processes which
give different contributions to the individual couplings.
Regarding (1) and (2) above, QCD interaction is used as a controllable tool for the
detection of the anomalous couplings. This would be the first trial to use QCD interaction
for such a purpose without requiring any phenomenological inputs.
4.3 Top Quark Mass Measurement from tt¯ Dilepton
events
The top quark mass can also be determined from direct reconstruction of
tt¯→W+bW−b¯→ ℓ+ℓ−νν¯bb¯
Dilepton events at JLC, in addition to the mass determination from the tt¯ threshold
scan. CDF and D0 have determined the top quark mass to be 174.3± 5.1 GeV/c2 from
direct reconstruction of tt¯ events. The top quark mass is expected to be determined to a
precision of 1 to 2 GeV/c2 at the Tevatron and the LHC. For direct reconstruction, the
Dilepton channel has the smallest systematic uncertainty, in comparison with the Lepton
+ Jets and Multi-jet channels. In contrast to the hadron colliders, the beam energy at
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the Linear Collider provides constraints in the kinematic reconstruction. A precision of
200 MeV/c2 on the top quark mass can be achieved at JLC [22].
4.4 Measurement of Top-Yukawa Coupling
4.4.1 Theoretical Background
At higher energies, where e+e− → tt¯H is open, we can carry out a more direct measure-
ment of the top Yukawa coupling. There are two kinds of diagrams to the e+e− → tt¯H
process at the tree level. The first kind includes diagrams where a Higgs boson is radiated
off the final-state top or anti-top legs (H-off-t) and is thus proportional to the top Yukawa
coupling. The second kind consists of the one with a Higgs boson from the s-channel Z
(H-off-Z) and is independent of the top Yukawa coupling.
Figures 4.7-a) and -b) plot the contributions of these two kinds of diagrams in terms
of the production cross section for (a) mH = 100 GeV and (b) mH = 150 GeV. The cross
sections are calculated for mt = 170 GeV with the initial state radiation but without
beam effects which are heavily machine-dependent. The key point here is that the H-off-
t diagrams dominate the H-off-Z diagram, so that the total cross section is essentially
proportional to β2H . A simple counting experiment thus serves as a direct top Yukawa
coupling measurement.
4.4.2 Event Selection
The question is how well we can separate signal from background, since the production
cross section is not very large. The signal for tt¯H production is 2 W ’s and 4 b’s, where
the W ’s decay into either qq¯′ or lν. Depending on how the two W ’s decay, we have three
modes: (1) 8 jets (38%), (2) a lepton plus 6 jets (37 %), and two leptons + 4 jets (the
rest). Here, we consider the modes (1) and (2). The background, on the other hand, can
be classified into two groups: (i) irreducible ones containing the e+e− → tt¯Z followed
by Z → bb¯ (separable if mH is far from mZ) and the H-off-Z diagram which is tiny, (ii)
reducible ones of which the biggest is e+e− → tt¯ with gluon emissions.
Basic cuts to select signal events from the background consist of event shape cuts
requiring 8 or 6 jets in the final state and small thrust (e.g. thrust < 0.8), mass cuts
demanding m2J ≃ mW/mH and m3J ≃ mt, and, in the case of the 8-jet mode, four-
momentum balance: PT < 50 GeV and ∆Evis < 200 GeV. In addition, the b-tagging
requiring more than two b-jet candidates in the final state is crucial. Here, we conser-
vatively assume the base-line JLC-I values for the tagging efficiencys: ǫb = 0.78 and
ǫc = 0.38. The resultant signal-to-noise ratio heavily depends on the b-tagging perfor-
mance as well as on the Higgs mass which controls the background from the e+e− → tt¯Z
process.
In order to study the event selection feasibility, we have generated the tt¯H events and
the tt¯ and tt¯Z background events formt = 170 GeV andmH = 100 GeV at
√
s = 700 GeV,
with the beam width and beamstrahlung as given in Ref.[35]. These events were fed into
the JLC-I detector simulator[35] and processed through the event selection described
above. Scatter plots of 2-jet invariant masses for W and H candidates in the signal
events after the above selection is shown in Figs. 4.8-a) and -b) for the 8-jet and the
lepton-plus-6-jet modes, respectively.
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Figure 4.7: The production cross sections for e+e− → tt¯H withmt = 170 GeV
as functions of
√
s: (a) mH = 100 GeV and (b) mH = 150 GeV, both with
initial state radiation, leaving out the beam effects. The dot-dashed lines
are the contributions from the H-off-t diagrams (signal diagrams), while the
dashed lines are from the H-off-Z diagram (background).
Next we discuss the S/N ratio. Figs. 4.9-a) and -b) are the thrust distributions for
the signal (tt¯H) and the background (tt¯) events for the 8-jet and lepton-plus-6-jet modes,
respectively. We can see that the signal events are more spherical than the background
and consequently have smaller thrusts. The cut at 0.8 thus removes the background
very effectively. Nevertheless, the tt¯ background is still large even after the rather tight
selection described above. The situation can be improved significantly by the use of a
better vertex detector: in principle, the requirement of more than two b-jets in the final
state reduces the tt¯ background to a negligible level, as long as the b-purity is near 100%.
We will, however, assume this S/N ratio and examine the sensitivity to the top Yukawa
coupling in this conservative case.
4.4.3 Determination of Top Yukawa Coupling
With the initial state radiation and beam effects, the signal cross section at
√
s = 700 GeV
for mt = 170 GeV and mH = 100 GeV is σtt¯H ≃ 3.0 fb. The overall selection efficiencies
for the 8-jet and the lepton-plus-6-jet modes are 0.23 and 0.16, respectively, including the
branching fractions. The total selection efficiency thus amounts to
ǫtt¯H = 0.23 + 0.16 = 0.39.
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Figure 4.8: A scatter plot of 2-jet invariant masses for W and H candidates
in the signal events shown together with its projection to the two axes: (a)
8-jet mode and (b) lepton-plus-6-jet mode.
On the other hand, the effective background cross sections are σtt¯Z ≃ 4.2 fb and σtt¯ ≃
402 fb, including the initial state radiation and beam effects. The corresponding overall
detection efficiencies for the background events are
ǫtt¯Z = 0.088(8J) + 0.048(L + 6J) = 0.14
ǫtt¯ = 0.0009(8J) + 0.0010(L + 6J) = 0.0019.
The expected number of the signal events for 100 fb−1 is S = 114 while that for the
background is B = 133, resulting in a signal-to-noise ratio of 0.86. Making use of the
fact that the number of the signal events is essentially proportional to the square of the
normalized top Yukawa coupling (β2H), we can translate these numbers to the error on
βH : ∆βH/βH ≃ 0.14 for 100 fb−1 at
√
s = 700 GeV.
4.5 Probe for anomalous tt¯H couplings at JLC
In this section, we review the recent theoretical study on probing the anomalous tt¯H
couplings in the process of the Higgs boson and top-quark associated production [23]
e+e− → tt¯H. (4.14)
By scrutinizing this process in detail, one would hope to reveal the nature of the Higgs
and top-quark interactions and hopefully gain some insight for physics beyond the SM.
4.5.1 Effective Interactions
As a model-independent approach, anomalous couplings of the top quark can be pa-
rameterized by a low-energy effective Lagrangian. Such an approach has been taken in
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Figure 4.9: Thrust distributions for the signal tt¯H (solid) and the background
tt¯ (hatched) events: (a) 8-jet mode and (b) lepton-plus-6-jet mode.
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Ref. [24] in a non-linear realization of the gauge symmetry, and in Refs. [25, 26] in a linear
realization with an explicit scalar (Higgs boson) field.
In the latter case, the anomalous couplings are parameterized by a set of higher di-
mensional operators which contain the SM fields and are invariant under the SM gauge
group, SUc(3)×SUL(2)×UY (1). Below the new physics scale Λ, the effective Lagrangian
can be written as







where Λ is a cutoff scale above which new physics sets in, and L0 is the SM Lagrangian.
Oi are dimension-six operators and Ci represent the coupling strengths of Oi [25].
Following Refs. [26, 27], we find that there are seven dimension-six CP-even operators
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where Φ is the Higgs doublet with Φ˜ = iσ2Φ
∗, and q¯L = (t¯L, b¯L). Similarly, there are
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Operators (4.16)−(4.29) contribute to both the three-point coupling tt¯H as well as
four-point couplings tt¯HZ and tt¯Hγ beyond the SM. Operators Ot1 and Ot1 give the
direct corrections to the top-quark Yukawa coupling and is energy-independent. Only
ODt and ODt contribute to both three-point and four-point couplings and the three-point
couplings are quadratically dependent on energy, due to the nature of double-derivative
couplings.
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Figure 4.10: Feynman diagrams for e+e− → tt¯H production. (a)-(c) are those















Figure 4.11: Total cross section for e+e− → tt¯H production versus mH for√
s = 500 GeV. The dashed curves are for the SM expectation.
4.5.2 tt¯H Production with Non-standard Couplings
The relevant Feynman diagrams for e+e− → tt¯H production are depicted in Fig. 4.10,
where (a)−(c) are those in the SM and the dots denote the contribution from new inter-
actions. For the purpose of illustration, we will only present results for the operators Ot1
(energy-independent) and ODt (most sensitive to energy scale) and hope that they are
representative to the others with similar energy-dependence based on the power-counting
behavior. For simplicity, we assume one operator to be non-zero at a time in our study.
In Fig. 4.11 we show the Higgs boson mass dependence of the cross section for
√
s = 500
GeV. A few representative values of the couplings Ct1 and CDt are illustrated. The thick
solid curves are for the operator Ot1, while the thin solid ones are for ODt. Fig. 4.12 shows
the behavior of the cross sections as functions of the anomalous couplings.
To establish the sensitivity limits on the non-standard couplings that may be probed
at JLC experiments, one needs to consider the identification of the final state from tt¯H ,
including the branching ratios and the detection efficiencies. For a light Higgs boson of
current interest, its leading decay mode is H → bb¯. The branching ratio for this mode
is about 80% ∼ 50% for the mass range of 100 ∼ 130 GeV. To assure a clear signal
identification, we require to identify four b-jets in the final state. We assume a 65%
efficiency for single b-tagging [31]. As for the decays of W± from tt¯, to effectively increase
the signal rate, we include both the leptonic decay (e±, µ±) [29] and the pure hadronic
































Figure 4.12: Total cross section for e+e− → tt¯H production versus the cou-
plings (a) for Ot1 and (b) for ODt at
√
s = 500 GeV with mH = 100, 120, 140
GeV.
decay [30]. These amount to about 85% of the tt¯ events. With the above event selection
and imposing certain selective acceptance cuts, one expects to significantly suppress the
QCD and EW background processes e+e− → gtt¯, Ztt¯ [29, 30]. We estimate an efficiency
factor ǫ for detecting e+e− → tt¯H to be
ǫ = 10− 30%,
and a factor ǫ′ for reducing QCD and EW background to be
ǫ′ = 10%,
in our further evaluation. The background cross sections for QCD, electroweak and
e+e− → tt¯H in the SM at √s = 500 GeV without branching ratios and cuts included are
0.84, 0.19, 0.38 fb respectively for mH = 120 GeV, which are consistent with those in
[30].
To estimate the luminosity (L) needed for probing the effects of the non-standard
couplings, we define the significance of a signal rate (S) relative to a background rate (B)





for which a signal at 95% (99%) confidence level (C.L.) corresponds to σS = 2 (3).
4.5.3 CP-even Operators
In the presence of the CP-even operators, the tt¯H cross section (σ) would be thus modified
from the SM expectation. The event rates in Eq. (4.30) are calculated as
S = L(|σ − σSM |)ǫ and B = L [σSMǫ+ (σQCD + σEW )ǫ′] . (4.31)















Figure 4.13: Sensitivity to the anomalous couplings Ot1 versus the integrated
luminosity for a 95% confidence level limits at
√
s = 500 GeV.
We then obtain the luminosity required for observing the effects of Ot1 at 95% C.L. at
500 GeV, which is shown in Fig. 4.13, where the two curves are for 10% and 30% of signal
detection efficiency, respectively. We see that at a 500 GeV collider, one would need a
high integrated luminosity to reach the sensitivity to the non-standard couplings.
4.5.4 CP-odd Operators
If there exist effective CP-odd operators besides the SM interaction, then CP will be
violated in the Higgs and top-quark sectors. Similarly to the discussion in the previous
section, one can try to observe the effects of the operators beyond the SM.
To unambiguously establish the observation of CP violation, one needs to examine CP-
violating observables. The CP-violating effect can be parameterized by a cross section
asymmetry as
ACP ≡ σ((p1 × p3) · p4 < 0)− σ((p1 × p3) · p4 > 0)
σ((p1 × p3) · p4 < 0) + σ((p1 × p3) · p4 > 0) (4.32)
where p1, p3 and p4 are the momenta of the incoming electron, top quark and anti-top
quark, respectively. Unfortunately, it requires a higher luminosity to detect the CP-
violating effects.
4.6 Probe for Anomalous tγ, tZ, tW Couplings
The discovery of the top-quark completed the fermion list required in the standard EW
theory (SM). However it is still an open question whether this quark interacts with the
others the standard way or there exists any new-physics contribution to its couplings. It
decays immediately after being produced because of the huge mass. Therefore this process
is not influenced by any hadronization effects and consequently the decay products are
expected to tell us a lot about parent top property.
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Next linear colliders (NLC) of e+e− will give us fruitful data on the top through
e+e− → tt¯. In particular the final lepton(s) produced in its semileptonic decay(s) turns
out to carry useful information of the top-quark couplings [36]. Indeed many authors have
worked on this subject (see the reference list of Ref.[37]), and we also have tackled them
over the past several years.
Here we would like to show some of the results of our latest model-independent analyses
of the lepton distributions for arbitrary longitudinal beam polarizations [37], where we
have assumed the most general anomalous couplings both in the production and decay
vertices in contrast to most of the existing works. What we actually studied are the lepton
angular-energy distribution and the angular distribution, both of which would enable us
to perform interesting tests of the top-quark couplings.
4.6.1 Framework












in the me = 0 limit, where g denotes the SU(2) gauge coupling constant and v = γ/Z.
Among the above form factors, Aγ,Z , Bγ,Z and Cγ,Z are parameterizing CP -conserving
interactions, while Dγ,Z is CP -violating one.
On the other hand, we adopted the following parameterization of the tbW vertex
suitable for the t→W+b and t¯→W−b¯ decays:






























where k is the W -boson momentum and PL/R = (1 ∓ γ5)/2. This is also the most
general form as long as we treat W as an on-mass-shell particle, which is indeed a good
approximation. It is worth mentioning that these form factors satisfy fL,R1 = ±f¯L,R1
and fL,R2 = ±f¯R,L2 , where upper (lower) signs are those for CP -conserving (-violating)
contributions.
4.6.2 Angular-energy distributions













[ Re(δAv)FAv(x, θ) + Re(δBv)FBv(x, θ) + Re(δCv)FCv(x, θ)
+Re(δDv)FDv(x, θ) ] + Re(fR2 )F2R(x, θ)
]
, (4.36)
5 Throughout this report, we use simplified expressions. Here, for example, Av means Av+ δAv in our
original papers.
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where β (≡
√
1− 4m2t/s) is the top-quark velocity, B denotes the appropriate branching
fraction (=0.22 for e/µ), x means the normalized energy of ℓ defined in terms of its energy
E as x ≡ 2E
√
(1− β)/(1 + β)/mt, θ is the angle between the e− beam direction and the
ℓ momentum, all in the e+e− CM frame, S(0) is the SM contribution, δAv ∼ δDv express
non-SM part of Av ∼ Dv (i.e., δBγ, δCv and δDv are equivalent respectively to Bγ, Cv and
Dv), and F are all analytically-expressed functions of x and θ, which are independent of
each other. A similar formula also holds for the final b-quark.

































dxΘ0,1,2(x) and x± define the kinematical range of x.
Surprisingly enough, the non-SM decay part, i.e., fR2 term completely disappears
through this x integration, and the angular distribution depends only on the whole pro-
duction vertex plus the SM decay vertex [37, 38]. This never happens in the final b-quark
distribution.
4.6.3 Analyzing the results
First, we could determine δAv ∼ δDv and fR2 simultaneously using the angular-energy
distribution (4.36) via the optimal-observable procedure [39], since these anomalous pa-
rameters are all coefficients of independent functions. In the second paper of Ref.[37], we
explored the best e± polarizations which minimize the expected statistical uncertainty
(1σ) for each parameter.
On the other hand, we can perform another interesting test via the angular distribu-






































where dσ± are for ℓ± respectively and cm expresses an experimental angle cut, are a pure
measure of the CP -violating anomalous tt¯γ/Z parameters.
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using the ℓ± energy correlation d2σ/dxdx¯, where x and x¯ are the normalized energies
of ℓ+ and ℓ− respectively. Generally this is also an asymmetry very sensitive to CP
violation. However, when we have no luck and two contributions from the production
and decay vertices cancel each other, we get little information. This comparison lightens
the outstanding feature of ACP (θ) and ACP more clearly.
To summarize, we showed here some results of our latest work on the angular and
energy distributions of the lepton (e or µ) produced in e+e− → tt¯ → ℓ±X. There the
most general covariant forms were assumed both for the tt¯γ/Z and tbW couplings, which
makes our analysis fully model-independent.
The angular-energy distribution d2σ/dxd cos θ enables us to determine in principle all
the anomalous parameters in the general tt¯γ/Z and tbW couplings simultaneously. Al-
though extremely high luminosity is required to achieve good precision, it never means our
analysis is impractical. We could get better precision when we have any other independent
information on those anomalous parameters.
On the other hand, the angular distribution dσ/d cos θ is completely free from the
non-SM decay vertex. Therefore, once we catch any non-trivial signal of non-standard
phenomena, it will be an indication of new-physics effects in tt¯γ/Z couplings. This is quite
in contrast to asymmetries using the single or double energy distributions of e+e− → tt¯→
ℓ±X / ℓ+ℓ−X ′, where cancellation between the production and decay contributions could
occur.
4.7 CP violation in the open tt region
Linear colliders can provide a clean environment for the study of CP violation in top-
quark couplings in the process e+e− → tt and also in γγ → tt. CP violation in the
production process can lead to a definite pattern of deviation of t and t polarizations from
the predictions of SM. A specific example is the asymmetry between the rate of production
of tLtL and tRtR, where L,R denote helicities. Since top polarization is measured only by
studying distributions of the decay products, it is advantageous to make predictions for
these distributions, as far as possible, without reference to details of top reconstruction.
The usual procedure is to study either CP-violating asymmetries or correlations of CP-
violating observables to get a handle on the CP-violating parameters of the underlying
theory. For a given situation, correlations of optimal CP-violating variables correspond
to the maximum statistical sensitivity. It is however convenient sometimes to consider
variable which are simpler and can be handled more easily theoretically and experimen-
tally.
CP-violation can be studied in e+e− collisions as well in the γγ collider option. Both
these approaches are outlined below. In either case, it is seen that polarized beams help
to increase the sensitivity.
4.7.1 CP violation studies in e+e− → tt
CP violation in e+e− → tt can mainly arise through the couplings of the top quark to
a virtual photon and a virtual Z, which are responsible for tt production, and the tbW
coupling responsible for the dominant decay of the top quark in to a b quark and a W .
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iγ5 (pt − pt)µ, j = γ, Z, (4.42)
where ecγd/mt and ec
Z
d /mt are the electric and “weak’ dipole couplings. The tbW vertex
is parametrized as in eqs. (1.34) and (1.35).
While these CP-violating couplings may be studied using CP-violating correlations
among momenta and spins which include the t and t momenta and spins [42], it may be
much more useful to study asymmetries and correlations constructed out of the initial
e+/e− momenta and the momenta of the decay products, which are more directly observ-
able. In addition, the observables using top spin depend on the basis chosen [43, 42], and
would require reconstruction of the basis which has the maximum sensitivity. In studying
decay distributions, this problem is avoided.
Correlations of optimal CP-violating observables have been studied by Zhou [44]. Us-
ing purely hadronic or hadronic-leptonic variables, limits on the dipole moment of the
order of 10−18 e cm are shown to be possible with
√
s = 500 GeV and integrated lumi-
nosity of 50 fb−1.
Examples of CP-violating asymmetries using single-lepton angular distributions and
the lepton energy correlations have been discussed in Sec. 1.6.3. In addition, we have
studied, in [45], additional CP-violating asymmetries which are functions of lepton en-
ergy. Using suitable ranges for the lepton energy, it is possible to enhance the relative
contributions of CP violation in production and CP violation in decay.
One-loop QCD corrections can contribute as much as 30% to tt production cross
section at
√
s = 500 GeV [46]. It is therefore important to include these in estimates of
sensitivities of CP-violating observables. The effect of QCD corrections in the soft-gluon
approximation in decay lepton distributions in e+e− → tt were discussed in [47]. These
were incorporated in CP-violating leptonic angular asymmetries and corresponding limits
possible at JLC with longitudinal beam polarization were presented in [48]. These are in
the laboratory frame, do not need accurate detailed top energy-momentum reconstruction,
and are insensitive to CP violation (or other CP-conserving anomalous effects) in the tbW
vertex.
Four different asymmetries have been studied in [48]. In addition to two asymmetries
where the azimuthal angles are integrated over, and which are exactly the ones defined
in [49], there are two others which depend on azimuthal distributions of the lepton. A
cut-off θ0 in the forward and backward directions is assumed in the polar angle of the






















Here up/down refers to (pl±)y >< 0, (pl±)y being the y component of ~pl± with respect to
a coordinate system chosen in the e+ e− center-of-mass (cm) frame so that the z-axis is
along ~pe, and the y-axis is along ~pe × ~pt. The tt¯ production plane is thus the xz plane.
Thus, “up” refers to the range 0 < φl < π, and “down” refers to the range π < φl < 2π.
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Table 4.2: Simultaneous limits on dipole couplings combining data from
polarizations Pe = 0.9 and Pe = −0.9, using separately Aud and Alr. Values of√
s and integrated luminosities as in the previous tables.
Aud Alr√









500 25◦ 0.031 0.045 35◦ 0.031 0.056
1000 30◦ 0.0085 0.013 60◦ 0.028 0.052
Here left/right refers to (pl±)x >< 0, (pl±)x being the x component of ~pl± with respect
to the coordinate system system defined above. Thus, “left” refers to the range −π/2 <
φl < π/2, and “right” refers to the range π/2 < φl < 3π/2.
The simultaneous independent 90% CL limits on the couplings cγ,Zd which can be
obtained at a linear collider with
√
s = 500 GeV with integrated luminosity 200 fb−1, and
for
√
s = 1000 GeV with integrated luminosity 1000 fb−1 and using only e− longitudinal
beam polarization ±0.9 are given in Table 4.2.
As can be seen from the table, the limits on the dipole couplings are of the order of a
few times 10−17 e cm for
√
s = 500 GeV.
4.7.2 CP violation studies in γγ → tt
Asakawa et al. [50] study the possibility of determining completely the effective couplings
of a neutral Higgs scalar to two photons and to tt when CP is violated. They study
the effects of a neutral Higgs boson without definite CP parity in the process γγ → tt
around the pole of the Higgs boson mass. Near the resonance, interference between Higgs
exchange and the continuum SM amplitude can be sizeable. This can permit a mea-
surement in a model-independent way of 6 coupling constant combinations by studying
cross sections with initial beam polarizations and/or final t, t polarizations. Using general
(circular as well as linear) polarizations for the two photons, and different longitudinal
polarizations for the t and t, in all 22 combinations could be measured, which could be
used to determine the 6 parameters of the theory. Of these, half are CP-odd, and the
remaining are CP-even. They also consider a specific example of MSSM, where CP-odd
measurements are sensitive to the case of low tan β.
In an earlier work, Ma et al. [51] discussed the CP-violating couplings of neutral Higgs
in the context of a two-Higgs doublet model. They studied the CP-violating asymmetries
ξCP =
σtL t¯L − σtR t¯R
σtt¯
, (4.45)
for the case of unpolarized photon beams, and
ξCP,1 =
σ++tL t¯L − σ−−tR t¯R






σ++tR t¯R − σ−−tL t¯L
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for the case of circularly polarized photon beams, where the superscripts on σ denote
the signs of the photon helicities, and the subscripts L and and R denote left- and right-
handed polarizations for the quarks. They found that asymmetries of the order of 10−4 –
10−3 can get enhanced to the level of a few percent in the presence of beam polarization,
for reasonable values of the model parameters. Similar CP-violating observables have
been identified in the MSSM by M.-L. Zhou et al.[52].
CP-violating dipole couplings of the top quark to photons can be studied at γγ collid-
ers. The advantage over the study using e+e− collisions is that the electric dipole moment
is obtained independent of the weak dipole coupling to Z. Choi and Hagiwara [53] and
Baek et al. [54] have proposed the study of the number asymmetry of top quarks with
linearly polarized photon beams, and found that a limit of about 10−17 e cm can be put
on the electric dipole moment (edm) of the top quark with an integrated e+e− luminosity
of 20 fb−1 for
√
s = 500 GeV. Poulose and Rindani [55] studied asymmetries of charged
leptons from top decay in γγ → tt with longitudinally polarized photons. These asymme-
tries do not need full reconstruction of the top or anti-top. Limits at the 90% confidence
level of the order of 2×10−17 e cm on (the imaginary part of) the top edm can be obtained
with an e+e− luminosity of 20 fb−1 and cm energy
√
s = 500 GeV and suitable choice of
electron beam and laser photon polarizations. The limit can be improved by a factor of
8 by going to
√
s = 1000 GeV. It should be emphasized that the method relies on direct
observation of lepton asymmetries rather than top polarization asymmetries, and hence
does not depend heavily on the accuracy of top reconstruction.
Poulose and Rindani [56] have also considered the asymmetries discussed in [55] to
study the simultaneous presence of the top edm and an effective CP-violating Zγγ cou-
pling. By using two different decay-lepton asymmetries, the top edm coupling and the
Zγγ coupling can be studied in a model-independent manner.
4.8 Probe for R-violating top quark decays
In this section we review the possibility of observing exotic top quark decays via R-Parity
violating SUSY interactions in e+e− collisions at
√
s = 500 GeV [57]. We present cross-
sections for tt¯ production followed by the subsequent decay of either the t or t via the R-
Parity violating interaction while the other undergoes the SM decay. We discuss kinematic
cuts that allow the exotic SUSY decays to be detected over standard model backgrounds.
Discovery limits for R-Parity violating couplings in the top sector are presented assuming
an integrated luminosity of 100 fb−1.
4.8.1 R-violating top quark decays
In the minimal supersymmetric model (MSSM), R-parity violation can induce exotic top
decays. As an example, we examine the feasibility of detecting B violating R-parity
interactions (i.e. λ
′′
couplings only) in top production and decay in e+e− collisions at√
s = 500 GeV . Unlike the case of a hadron collider, where B violating couplings lead
to new tt production mechanisms, at an e+e− collider the effect of B violating couplings
has no effect on top pair production. We thus focus on exotic top decay modes induced
by B violating couplings. Furthermore, we assume that the decay of either the t or the
t proceeds via the R-parity Violating interactions; one quark thus decays via Standard
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Model channels. With the restriction to B-Violating couplings only, the possible exotic
decay modes are
t→ ˜¯did¯j, ˜¯djd¯i → d¯id¯jχ˜01 (4.48)
Among the decay modes which are relatively easy to detect are those induced by λ
′′
3j3. To
keep the analysis simple we assume that either one, but not both, of the tri-linear coupling
just mentioned takes a non-vanishing value. In our analysis we focus on the case of where
λ′′313 is non-vanishing. As shown in eq.(4.48), the decay t → b¯d¯χ˜01 can proceed through
exchange of a sbottom (b˜) or a down squark (d˜). Since among the down-type squarks
the sbottom is most likely to be significantly lighter than others, we assume the channel
of exchanging a sbottom gives the dominant contribution. Since only a light sbottom is
meaningful to our analysis, the dominant decay mode of the sbottom is b˜ → bχ˜01. The
charged current decay mode b˜→ tχ˜+1 is kinematically forbidden for a light sbottom in our
analysis. We do not consider the strong decay mode b˜ → bg˜ since the gluino g˜ is likely
to be heavy. Note that the LSP (χ˜01) is no longer stable when R-parity is violated. In
case just one R-violating top quark coupling does not vanish, the lifetime of the LSP will
be very long, depending on the coupling and the masses of squarks involved in the LSP
decay chain. So we assume the LSP decays outside the detector.
4.8.2 Signal and backgrounds
The final state in the exotic decay of the t or t will consist of two jets accompanied by
missing energy. If in addition we consider purely hadronic standard model t(t) decays,
we will have a very distinctive signal consisting of five jets and missing energy. (The
inclusion of semi-leptonic standard model decays not only does not increase the signal by
much but also complicates the reconstruction of the top pair due to multiple sources of
missing energy.)
The main standard model backgrounds are
• W+W−Z production with the subsequent decay of W+W− to five partons and Z → νν
• Z + 5jets production.
In order to isolate the signal we impose the following phase space cuts:
• Each jet must have an energy of at least 20 GeV
• There must be a missing pt of at least 20 GeV
• The invariant mass of at least one combination of three jets must lie within 10 GeV of
mt, and the invariant mass of two of the these three jets must lie within 5 GeV of mW .
• The invariant mass of the remaining two jets and the invisible particles must lie within
10 GeV of mt.
• The absolute value of the cosine of the angle made by any jet with the beam axis must
be larger than 0.9.




j )(1− cos θij)
s
where i and j denote jet indices and run from 1 to 5.
With the cuts listed above, WWZ production gives a background of less than one
event with a luminosity of 100fb−1 and is thus small. Estimating the background from
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(Z +5 jet) production is more tricky due to the huge number of different graphs involved.
Furthermore, large NLO QCD corrections may be expected in multi-parton final states
[58]. Rather than attempt an exact calculation, we will use the numerical results for 6 jet
production [58] to put an upper bound on this background. The cross-section for 6 jet
production at
√
s = 500 GeV with the y cut alone is 22 fb, adding the other cuts listed
above reduces the phase space by a factor of 200. We may thus use as an upper limit on
the cross-section for (Z + 5 jet) production a value of about .15 fb, including a K-factor
of 1.5 to be conservative. Taking into account the Z branching fraction to neutrino, leads
us to a cross-section of .03 fb, corresponding to an irreducible background of 3 events
with an integrated luminosity of 100 fb−1. Combining the two backgrounds gives a total
of four events.
4.8.3 Numerical results
For a representative set of SUSY parameters: M = 150 GeV, µ = 300 GeV, tanβ = 10,
the values of λ
′′
313 and mb˜ corresponding to the discovery level (5σ) are displayed in Fig. 1.
For comparison, the results of Tevatron Run 2 (2 fb−1), Run 3 (30 fb−1) and LHC (100
fb−1) are also presented, which are taken from [59], but renewed by using the new SUSY
parameter values. The current upper bounds on λ′′313, obtained from Z decays at LEP I
[60], are about 0.5 at 1σ level and 1.0 at 2σ level for squark mass of 100 GeV. For heavier
squarks, the bounds get weaker because of decoupling property of the MSSM. So one sees
from Fig. 1 that for 0.1 < λ
′′
313 < 1, the signal is observable for a sbottom lighter than
about 160 GeV.
Figure 4.14: The discovery (5σ) limits of λ′′313 versus sbottom mass. The
region above each curve is the corresponding region of discovery.
Note that the signal contains like sign b quarks, in contrast to the background. In case
of a positive signal, b tagging will present additional evidence for non-standard physics.
The results can also be applied to the case of the presence of λ′′312 with sbottom replaced
by strange-squark.
To summarize, we have calculated the cross-section for R-parity violating t decays in
e+e− collisions at
√
s = 500GeV. The standard model backgrounds can be minimized
with suitable cuts leading to discovery bounds about as stringent as at the LHC[59].
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4.9 Summary
In this chapter we have collected the research results of the ACFA Top Quark Working
Group during the period 1998–2001.
Physics studies in the tt¯ threshold region will be one of the major subjects of future
experiments at JLC. Accordingly there have been extensive studies in the working group.
Especially theoretical understandings of the physics in this region have developed remark-
ably. Also, we have initiated detailed Monte Carlo studies focusing in this energy region
and they are still on-going. The most important outcome up to now is the establishment
of a future prospect that we will be able to measure the top quark MS mass precisely
(δmt ≈ 50–150 MeV). Furthermore, we have clarified that a unique study of various
properties of the top quark will be possible.
Studies of the top quark properties in the energy region far above the threshold extend
to wide varieties. A possibility of the top quark mass determination from the dilepton
channel, under a fairly clean experimental environment, is demonstrated. The Monte
Carlo study on the measurement of the top quark Yukawa coupling has put a benchmark
of achievable accuracy of this coupling. The theoretical study on probing the anomalous
tt¯H coupling has elucidated an interesting possibility of probing the electroweak symmetry
breaking physics through the top quark interactions with the Higgs boson. Even through
detailed study of the Standard-Model vertices of the top quark, which can be extracted
from the decay processes of the top quark, JLC will enable us to provide hints to new
physics. The study of CP -violating interactions of the top quark is interesting in its own
right. Sensitivity studies to these interactions have been performed and reviewed. Also,
the top quark can be used as a probe for R-parity violating SUSY interactions.
Thus, we have shown that from the detailed studies of the top quark physics at JLC,
we will be able to study deeply into the the Standard-Model physics and beyond.
Bibliography
[1] CDF and D0 Collaborations, Talk given at 14th Rencontres de Physique de la Valle
d’Aoste: Results and Perspectives in Particle Physics, La Thuile, Valle d’Aoste, Italy,
27 Feb - 4 Mar 2000 (hep-ex/0005030).
[2] M. Jez˙abek and J.H. Ku¨hn, Phys. Rev. D 48 (1993) R1910; erratum Phys. Rev. D
49 (1994) 4970; and references therein.
[3] J.H. Ku¨hn, Acta Phys. Polonica B 12 (1981) 347.
[4] M. Peskin, in Proceedings of Workshop on Physics and Experiments with Linear Col-
liders, Saariselka, Finland, 1991, edited by R. Orava, P. Elrola and M. Nordbey (World
Scientific, Singapore, 1992).
[5] K. Fujii, T. Matsui and Y. Sumino, Phys. Rev. D50 (1994) 4341; Y. Sumino, Acta
Phys. Polonica B25 (1994) 1837; P. Comas, R. Miquel, M. Martinez and S. Orteu, in
“e+e− Collisions at TeV Energies”, edited by P. Zerwas, DESY 96-123D, (1996).
[6] V.S. Fadin and V.A. Khoze, JETP Lett. 46 (1987) 525; Sov. J. Nucl. Phys. 48 (1988)
309.
[7] M. Strassler and M. Peskin, Phys. Rev. D43 (1991) 1500.
[8] Y. Sumino, K. Fujii, K. Hagiwara, H. Murayama, and C.-K. Ng, Phys. Rev. D47
(1993) 56.
[9] M. Jez˙abek, J.H. Ku¨hn and T. Teubner, Z. Phys. C 56 (1992) 653; M. Jez˙abek and
T. Teubner, Z. Phys. C 59 (1993) 669.
[10] H. Murayama and Y. Sumino, Phys. Rev. D47 (1993) 82.
[11] M. Jez˙abek and J. Ku¨hn, Phys. Lett. B316 (1993) 360.
[12] A. Czarnecki, M. Jez˙abek and J.H. Ku¨hn, Nucl. Phys. B 351 (1991) 70; A. Czarnecki
and M. Jez˙abek, Nucl. Phys. B 427 (1994) 3.
[13] M. Jez˙abek, Nucl. Phys. 37 B (Proc.Suppl.) (1994) 197.
[14] M. Jez˙abek, Acta Phys. Polonica B 26 (1995) 789.
[15] J. Ku¨hn and K. Streng, Nucl. Phys. B198 (1982) 71; M. Jez˙abek and J. Ku¨hn,
Nucl. Phys. B320 (1989) 20.
[16] M. Jez˙abek and J.H. Ku¨hn, Nucl. Phys. B 320 (1989) 20.
171
BIBLIOGRAPHY 172
[17] M. Peter and Y. Sumino, Phys. Rev. D57 (1998) 6912.
[18] R. Guth and J. Ku¨hn, Nucl. Phys. B368 (1992) 38; R. Harlander, M. Jez˙abek and
J. Ku¨hn, Acta Phys. Polonica, 27 (1996) 1781.
[19] M. Iwasaki, hep-ex/0102014.
[20] A. Hoang, A. Manohar, I. Stewart and T. Teubner, hep-ph/0011254.
[21] M. Jez˙abek, T. Nagano and Y. Sumino, Phys. Rev. D62 (2000) 014034.
[22] J. Antosˇ and G.P. Yeh, LCWS99, Sitges, Barcelona, Spain (1999); Fermilab-Conf-
99/260
[23] T. Han, T. Huang, Z.-H. Lin, J.-X. Wang and X. Zhang, Phys. ReV. D61 (2000)
015006.
[24] R.D. Peccei and X. Zhang, Nucl. Phys. B337 (1990) 269; R.D. Peccei, S. Peris and
X. Zhang, Nucl. Phys. B349 (1991) 305.
[25] C.J.C. Burgess and H.J. Schnitzer, Nucl. Phys. B228 (1983) 454; C.N. Leung,
S.T. Love and S. Rao, Z. Phys. C31 (1986) 433; W. Buchmuller and D. Wyler, Nucl.
Phys. B268 (1986) 621; K. Hagiwara, S. Ishihara, R. Szalapski and D. Zeppenfeld,
Phys. Rev. D48 (1993) 2182.
[26] K. Whisnant, J.M. Yang, B.-L. Young and X. Zhang, Phys. Rev. D56 (1997) 467.
[27] G.J. Gounaris, D.T. Papadamou, F.M. Renard, Z. Phys. C76 (1997) 333.
[28] J.M. Yang and B.-L Young, Phys. Rev. D56 (1997) 5907.
[29] S. Moretti, Phys. Lett. B452 (1999) 338.
[30] H. Baer, S. Dawson and L. Reina, Phys. Rev. D61 (2000) 013002.
[31] C. Damerall and D. Jackson, p.442, in the Proceedings of the 1996 DPF/DPB Sum-
mer Study on High-Energy Physics, Snowmass, Colorado.
[32] CDF collaboration, Phys. Rev. Lett. 74 (1995) 2626; D0 collaboration, Phys. Rev.
Lett. 74 (1995) 2632.
[33] T. Tauchi, K. Fujii, and A. Miyamoto, KEK Preprint 90-148 (1990).
[34] T. Tsukamoto, KEK Preprint 91-17 (1991).
[35] JLC Group, KEK Report 92-16 (1992).
[36] C.R. Schmidt and M.E. Peskin, Phys. Rev. Lett. 69 (1992) 410.
[37] B. Grzadkowski and Z. Hioki, Phys. Lett. B 476 (2000) 87 (hep-ph/9911505);
Nucl. Phys. B 585 (2000) 3 (hep-ph/0004223).
[38] S. Rindani, Pramana 54 (2000), 791 (hep-ph/0002006).
BIBLIOGRAPHY 173
[39] J.F. Gunion, B. Grzadkowski and X-G. He, Phys. Rev. Lett. 77 (1996) 5172
(hep/ph-9605326).
[40] R. Frey, Proceedings ofWorkshop on Physics and Experiments with Linear Colliders,
Iwate, Morioka-APPI, Japan, 8-12 Sep. 1995, ed. by A. Miyamoto, Y. Fujii, T. Matsui
and S. Iwata, (World Scientific, 1996), pp.144-178 (hep-ph/9606201).
[41] B. Grzadkowski and Z. Hioki, Phys. Lett. B 391 (1997) 172 (hep-ph/9608306).
[42] Z.-H. Lin, T. Han, T. Huang, J.-X. Wang and X. Zhang, hep-ph/0106344.
[43] S. Parke and Y. Shadmi, Phys. Lett. B 387 (1996) 199; Y. Kiyo, J. Kodaira, K. Morii,
T. Nasuno and S. Parke, Nucl. Phys. Proc. Suppl. 89 (2000) 37; Y. Kiyo, J. Kodaira
and K. Morii, Eur. Phys. J. C 18 (2000) 327.
[44] H.-Y. Zhou, Phys. Lett. 439 (1998) 393.
[45] S.D. Rindani, Pramana J. Phys. 54 (2000) 791.
[46] J. Kodaira , T. Nasuno and S. Parke, Phys. Rev. D 59 (1999) 014023.
[47] S.D. Rindani, Phys. Lett. B 503 (2001) 292.
[48] S.D. Rindani, hep-ph/0105318, to be published in the proceedings of the The-
ory Meeting on Linear Colliders, KEK, Japan, March 16-23, 2001; S.D. Rindani (in
preparation).
[49] P. Poulose and S.D. Rindani, Phys. Rev. D 54 (1996) 4326; 61 (2000) 119901 (E);
Phys. Lett. B 383 (1996) 212.
[50] E. Asakawa, S.Y. Choi, K. Hagiwara and J.S. Lee, Phys. Rev. D 62 (2000) 115005.
[51] W.-G. Ma et al., Commun. Theor. Phys. 26 (1996) 455; 27 (1997) 101.
[52] M.-L. Zhou et al., J. Phys. G 25 (1999) 27.
[53] S.Y. Choi and K. Hagiwara, Phys. Lett. B 359 (1995) 369.
[54] M.S. Baek, S.Y. Choi and C.S. Kim, Phys. Rev. D 56 (1997) 6835.
[55] P. Poulose and S.D. Rindani, Phys. Rev. D 57 (1998) 5444; 61 (2000) 119902 (E).
[56] P. Poulose and S.D. Rindani, Phys. Lett. B 452 (1999) 347.
[57] K. Abraham, K. Whisnant, J. M. Yang, B.-L. Young, hep-ph/0104184.
[58] S. Moretti, Phys. Lett. B 420 (1998) 367.
[59] K. Abraham, K. Whisnant, J.M. Yang, B.-L. Young, Phys. Rev. D63 (2001) 034011.
[60] J. M. Yang, hep-ph/9905486.
Chapter 5
QCD and Two Photon Physics
5.1 Introduction
Gauge theory is well known from QED and non-Abelian gauge theories contributed much
to the unification of electromagnetic and weak interactions[1]. After the renormalization
of unified theory was carried out by t’Hooft and others, people gave serious considerations
to the non-Abelian gauge theory in the strong interactions of hadrons and finally found
the asymptotic freedom of this theory[2]. It has been proved that only non-Abelian gauge
theories are asymptotically free and several coupling types were studied within the newly
introduced color gauge group.
Before the advent of the non-Abelian gauge theory, Gell-Mann proposed a mechanism
for quark imprisonment and the concept of color was introduced to explain some difficulties
of the quark model. He named this model the quantum chromodynamics(QCD). Here
gluons mediate the strong force and these gluons can be made to be the non-Abelian gauge
fields. The infrared behavior of the non-Abelian gauge theory attracted much interests
because of the possible relations to quark confinement. However, in this infrared region,
perturbation theory fails and the problem of infrared slavery is not completely resolved.
The non-perturbative features are closely related to bound state problems formed by
strong forces such as mesons and baryons which are present in the final states of high
energy scattering experiments. In this way, the gluonic behaviors come to the focus of
many theoretical attempts resulting in various phenomenological models.
In QED, bound state problems can be solved exactly and predictions can be made
explicitly by calculating spin-dependent forces since the potential form is well-known. On
the other hand, the potential form for bound states is not known in QCD, and so there ex-
ist various potential models[3]. Moreover, the conventional perturbation theory in powers
of inverse quark mass and strong coupling constant αs cannot be applied securely for low
mass hadrons. Therefore the non-relativistic systems of J/ψ and Υ′s were important in
confirmation of the QCD calculations concerning spin-dependent forces[4]. Although the
explicit form of confining potential cannot be obtained from a first principle formalism
such as Wilson loop, the spin-dependent corrections to the static energy have been ob-
tained by considering relativistic propagator expansions. The obtained spin-dependences
can be used to classify and predict hadronic mass spectra, where the variation of αs can
be confirmed. Of course, the variations of αs in high energy region have been checked by
many experiments which are the supporters of the asymptotic freedom.
Deep inelastic scatterings in processes such as electro-production, lepton-hadron, e+e− →
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hadrons and ν or ν¯ scatterings have shown scaling phenomena. In order to explain these
phenomena, Feynman has made an induction about the hadronic structure that at ex-
treme energies hadrons would behave like a composite object of free point-like particles
called partons[5]. Theoretically Wilson considered the descriptions of scale breaking by
exploiting the idea of renormalization group and finally suggested the concept of momen-
tum dependent coupling constant[6]. After the two phenomenological and field theoretical
approaches to explain the scaling behavior were attempted, Lagrangian field theories were
examined to combine the two aspects. The combination of these two aspects can be done
by finding out a Lagrangian which becomes asymptotically free. A theory is called asymp-
totically free if it has a fixed point as the momentum goes to infinity and if the coupling
constant vanishes at this point. Various attempts were made and it became clear that
the non-Abelian gauge theory had to be considered because it contributed much to the
unification of the weak and the electromagnetic interactions. In the long run, it has
been proved that no renormalizable field theory without non-Abelian gauge fields can
be asymptotically free if the Bjorken scaling is accepted as the evidence for asymptotic
freedom. Thus there results the quark-gluon model for hadrons.
In a conventional quark parton model, infinite number of quarks are embeded in the
nucleons and these quarks are separated into valence and sea parts. This is the dual
valence-plus-sea model and infinite number of uncorrelated quark-antiquark pairs are
introduced. However, the gluons which are known to carry about half of the nucleon mo-
mentum and play essential roles in asymptotically free theories had been simply ignored.
If the non-Abelian guage theories are to be considered more seriously, the gluons must
have some contributions to experimental observations and so it has been proposed that
the vaguely assumed sea of quark-antiquark pairs have to be replaced by the effects of the
gluon partons. This modified quark parton model assumes that the hadrons are composed
of valence quarks and gluons only and the sea shows up via the pair production of the
gluons. In order to find the gluon distribution compared with the quark distributions, it
is necessary to consider processes in which contributions both from gluon and quark com-
ponents appear explicitly. For example, one photon inclusive processes in proton-proton
collision have the desired feature[7], and in this way the shape and the momentum de-
pendences of gluon distributions have been investigated. The resulting successes of these
approaches and the remaining problems will be discussed in the following sections.
5.2 Perturbative QCD
5.2.1 Quark-Gluon Model
The quark-gluon model of hadrons can be applied to fix the initial states of hadronic
scatterings and to predict the final states formed via fragmentations and hadronizations.
For initial states, main researches have been concentrated on the determinations of quark
and gluon distributions in a proton since the proton is the most suitable one to accelerate.
Since the first proposal of partons in connection with scaling phenomena, many detailed
arguments have been made by Feynman and scattering experiments have been suggested
to test models. The simplest model to give the partons suitable quantum numbers is
the quark model, however, the proton cannot be explained simply by 3 valence quarks.
To describe the proton structure, sea quarks were introduced rsulting in six distribution
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functions u(x), d(x), s(x), u¯(x), d¯(x), s¯(x) in case of 3-quark model[8]. These functions are
representing the numbers of quarks and antiquarks in a proton with momentum between x
and x+dx. From the condition that proton has unit charge, 1
2
isospin and zero strangeness,
we can show that the net number of each kind of quark is just the number of that kind
in conventional 3-quark model. The detailed forms of the dsitribution functions were
derived from experimental comparisons and modified repeatedly by new data. To test the
models of this type, Drell suggested two kinds of experiments ; lepton pair production in
proton-proton collisions and the e+e− annihilation into hadrons. Lepton pair production
will be discussed in the next section, and there appears one more serious contribution.
In the quark-parton model analysis, it had been found that about half of the proton
momentum must be carried by neutral particles, for example, the gluons. These gluon
contributions were thought to be of the same form as the quark contributions, but concrete
calculations were not possible before the advent of asymptotically free theories of strong
interactions. For the non-Abelian gauge theory, the gluons mediate the strong force, and
for sufficiently high energies the effective gluon coupling constant becomes small enough
so that perturbative calculations can be carried out.
For quark partons, the Q2 dependences of the distribution functions have been inves-
tigated in asymptotically free theories. The results can be summarized with increasing
Q2 as[9]
(1) The momenta carried by valence quarks decrease, and those carried by sea
quarks increase.
(2) The average value 〈x〉 decreases for both valence and sea quark distribu-
tions.
(3) Both valence and sea quark distributions decrease at large x.
(4) There is a strong(weak) increase of the sea(valence) distribution at small
x.
The momentum dependences of gluon distributions have been investigated by comparing
with the quark distributions, and the sea quark contributions had been shown to be
replaced by gluon contributions.
5.2.2 Drell-Yan Process
Lepton pair can be produced only via a virtual photon when two protons collide, and it has
been suggested that one quark in one proton and one antiquark in the other annihilate
into a photon which then creates a lepton pair. This mechanism has been named as
Drell-Yan process[10], however, sea contributions are inevitable to introduce antiquarks.
In quark-gluon model, a nucleon is taken to be composed of valence quarks and gluons
only, and the sea of quark-antiquark pairs in conventional quark parton model can be
produced by gluonic interactions. In this model, a gluon parton in one proton and a
quark parton in the other produce a virtual photon via Compton-like scattering, and the
produced photon subsequently decays into a lepton pair. With appropriate introduction
of gluon and quark distributions in a proton, the calculated results have been shown to
agree very well with experimental data[11].
The differences between conventional quark parton model and the new quark-gluon
model exist in the coupling types between constituent partons. In a conventional model,
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quark partons are taken to be free from each other resulting in scaling behavior. As
a matter of fact, scaling behaviors in experimental data led to the idea of free partonic
picture. On the other hand, gluons are interacting with other gluons and quarks in quark-
gluon model, and these interactions become larger for lower energy scales. These effects
have been checked as logarithmic violation of scaling in the calculation of cross sections
for Drell-Yan process. The scaling violation becomes larger in lower energy region. These
variations are due to the couplings between partons, and the coupling effects have been
analyzed systematically resulting in the introduction of splitting functions[12]. These
splitting functions are used to define fragmentation functions which play important roles
in predicting hadronic final states in high energy scatterings.
5.2.3 Direct Photon Production
Since gluons constitute hadrons in quark-gluon model, it is important to check the gluon
distributions in hadrons. The checking process had been started from a process in which
the gluon distributions can be compared with those of quarks. Direct photon production
processes in proton-proton collisions[13] are suitable ones not only to check the gluon
distribution functions but also to get information about the strong coupling constant
αs. By taking the quark distributions obtained from deep inelastic scatterings, we can
calculate the cross sections for three different final states γ + γ +X, γ+ gluon jet +X,
and γ+ quark jet +X. The first two processes have nearly the same form of cross sections
except the fact that instead of one photon in the first one, a gluon couples with different
coupling constant in the second process. Therefore we can get information about αs
by comparing these two processes. The predictions for αs can be made conveniently by
choosing the special case of both the photon and the gluon jet coming out at 90◦ in the
center of mass system.
The information about gluon distribution functions can be obtained by comparing the
gluon jet case with that of quark jet. The quark jet case corresponds to inverse Compton
scattering with initial gluon so that the ratio of two cross sections including quark jet and
gluon jet depends explicitly on the gluon distribution. Of course, the functional form of
gluon distribution changed from time to time by the effects of experimental data. As the
scattering energy goes up, the functional form at smaller x values becomes on the focus
and the more precise values of αs needed. The relation between αs and g(x), the gluon
distribution function, is well-known, and we need to analyze evolution equations estab-
lished by exploiting the splitting functions introduced to account for scaling violations[14].
The perturbative features appearing in high energy and large x region gradually change
into non-perturbative ones as the related momentum decreases and the value of x be-
comes smaller. The transition region has been studied extensively resulting in extraction
of g(x) for very small x values[15]. However, the intrinsic form of g(x) for small x values
is unknown in these perturbative approaches.
5.2.4 Hadron Spectra
Perturbative QCD calculations are very useful in estimating the spin splittings of hadronic
masses. In order to calculate hadronic masses, we need to adopt a formalism which can be
applied to the treatment of bound states between quark and antiquark. The description
of bound states between a quark and an antiquark cannot be done as in QED because the
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exact form of confining potential has not been obtained from first principles. In QCD,
the static potential results from an infinite set of graphs through the interactions of full
Yang-Mills couplings, and therefore we have to introduce an approximation method to
treat these infinite graphs. One method is to calculate directly by computers on suitably
chosen lattices[16]. This method turns out to be quite successful, however, there exist
restrictions on the number of lattice sites and critically this theory becomes confining
even in QED case.
Another approximation method to account for the confinement is to introduce a bound-
ary which forms a bag containing quark, antiquark, and gluons. In this bag model, the
quarks move freely and relativistically and are described by eigenmodes determined by
the form and the size of the bag. Hadron spectra can be calculated and fitted fairly well
to the observed values, but if we want to calculate diagrams containing internal propa-
gators such 0as annihilation diagrams, we have to write down the propagators as sums
over bag-model eigenmodes. These propagators result not only in algebraic complexity
but also in some ambiguity concerning the bound state description connected with the
boundary conditions imposed on the eigenmodes.
The other method to account for the confining potential is to assume an appropriate
potential form. This method is known to be convenient for quantitative calculations of
mass spectra and decay processes. The non-relativistic potential model calculations were
first carried out for charmonium system (cc¯) just after the J/ψ state had been observed.
Later, the same calculations were applied to the heavier bottomonium system (bb¯) and
it was realized that the spin dependences between the quark and the antiquark should
be accounted for in a systematic description of quarkonium systems[17]. Although there
had been several attempts to derive spin-dependent forces, the derivations of Eichten and
Feinberg have provided a clear basis for other calculations[4]. They used the Wilson loop
formalism and obtained the spin-dependent potentials up to order 1
m2
and αs. These first-
order results can be used to explain nearly all the meson masses except for several states
including the lowest-lying isoscalar-pseudoscalar mesons. The successful account for spin-
dependences can be made possible by considering gluonic exchanges between quarks with
perturbative expansion in αs .
We can estimate the values of αs for different combinations of quark flavors by com-
paring observed mass spectra with the theoretical predictions[18]. The estimated values
seem to fulfill the condition of running in low energy region. However, the related energy
scales could not be easily fixed in bound state problems in contrast to the high energy
scattering cases. One possibility is to use the calculated effective quark masses which
contain averaged momentum values in bound states for given quark combinations.
5.2.5 Fragmentations and Jets
In high energy scattering experiments, the multiparticle distributions associated with jets
have important information about QCD behavior such as the running of strong coupling
constant αs, higher order contributions, fragmentation schemes, discrimination of gluon
jet from quark jets, and so on. The information can be converted into physical insights
by comparing with theoretical predictions. However, in theoretical viewpoints, the pre-
dictions for QCD processes at large momentum transfer are given only by factorization
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scheme like[19]
dσ = dσˆ(Q, µ)⊗ F (µ,ΛQCD) +O(ΛQCD
Q
), (5.1)
where Q is the momentum transfer and µ is the relevant scale. Here dσˆ can be calculated
perturbatively as functions of αs treating the scattering process in terms of quark-gluon
interactions. The second factor F (µ,ΛQCD) contains all long distance effects which are
essential in experiments because every measurement is done macroscopically. Of course F
also depends on αs, but in this case αs becomes large enough resulting in non-perturbative
situation.
The perturbative processes have been calculated by considering more loops and legs
with the improvements on scale variations included. For QCD β-function and quark mass
anomalous dimension, 4-loop calculations have been carried out by automated computer
programs treating as much as 104 Feynman diagrams[20]. These calculations are closely
related to higher order predictions of jets, but jet calculations become more difficult
because the final state kinematics are complicated for many jet systems. For example,
NLO corrections to e+e− → 4 jets and e+e− → 3 jets with quark mass effects have been
estimated recently. The NNLO jet calculations are the subjects of forefront researches
dealing with several steps related to the whole picture of jet phenomena. They provide
detailed insights into jet structure and can be used to reduce the error bar in αs, which
are both important in understanding the factorization scheme.
For event shape observables such as thrust, jet masses, C parameter, and so on, we















In this way, DELPHI group, for example, obtained[21]
αs(Mz) = 0.1173± 0.0023 (5.4)
by considering 18 shape variables. However, the value of αs is somewhat unstable if we
fit the value to each R, and we need more study on the non-perturbative features of
hadronization processes.
5.3 Transition to Non-perturbative Region
5.3.1 Loop Corrections and Multi-jets
Perturbative expansions depend critically on the value of expansion parameter which is αs
in QCD. Since this parameter is well-known to be running, we have to fix the momentum
scale for each physical process. However, this procedure cannot be carried out easily
because there occur loop corrections which split the related momentum. Moreover, even
in the case of fixed αs, it is impossible to confirm the convergence of expanded series since
the number of diagrams increases rapidly as the number of corrected loops increases.
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These problems are closely related to the transition to non-perturbative region where αs
becomes large as the related momentum reduces to small values. This region occupies
large part of hadronization processes which result in observable jets in colliders.
In order to account for multi-jet configurations, we need to analyze loop corrections
to each basic channels. Let’s consider many jet configurations in turn. The simplest case
is that of 2 jets which are in linear configuration and have no problem of jet definitions
or overlapping. The next 3 jet case becomes planar and one jet is generated by radiated
gluon. The distinction between quark jet and gluon jet is an important issue to be resolved
in analyzing 3 jet events. There occur some overlapping effects between two nearest jets,
that is, usually between one quark jet and the gluon jet. In general, gluon jet has broader
shape in particle distributions and this broadness sometimes results in overlapping effects
which are related to the so-called string effects[22].
The 4 jet configurations become 3-dimensional and the analysis of final phase space is
not trivial. First of all, there exist various ways of generating 4 jets. In JLC case, 4 jets
can be generated from different initial states such as qq¯QQ¯, qq¯gg,W+W−, and ZH . In
order to predict the directions and the total energies of jets, we need to analyze the initial
creation processes related to each channel. For qq¯QQ¯ channel, tree diagram correspond
to a quark pair creation and one gluon radiation which results in another quark pair
creation, and the resulting 4 quarks are assumed to generate one jets respectively. To
identify Higgs particle, for example, from 4 jet events via ZH , we need to analyze other
4 jet events in a precise manner. The one-loop corrections to the e+e− → qq¯QQ¯ process
had been calculated in 1997[23] and the corrections to e+e− → qq¯gg had been estimated
later[24]. The number of diagrams increases as the number of loops inserted increases.
Approximately the number of one-loop diagrams is of order 10 and two-loop diagrams
are of order 102. More loop diagrams can be drawn by computer programs[25] and some
4-loop diagrams of order 104 have been calculated. Of course, these calculations are useful
only in perturbative region and the series are not convergent. In low energy region, which
is reached in the final stage of fragmentation and hadronization, the situation becomes
non-perturbative mainly due to the non-linear gluonic interactions. Since we have not
solved the problem of QCD with these non-perturbative features, we have to introduce
phenomenological models to describe the low energy final states. These models are closely
related to the descriptions of jets and we need to study more on many jet systems such
as 10 or 20 jets in case of high energy linear collider. In order to describe such complex
situations, we have to devise new method and as one possible choice we will introduce
momentum space flux-tube model[26].
5.3.2 αs for Light Quarks








The value of α¯0 turns out to be around 0.5 at µI = 2GeV when we compare event
shapes in fragmentation with theoretical predictions. However, the change of αs into
the non-perturbative region can be explicitly shown by analyzing meson spectra. Since
the spin-dependent forces between quark and antiquark in a meson can be expanded as
functions of αs, we can fit the observed mass spectra by varying the value of αs.
CHAPTER 5. QCD AND TWO PHOTON PHYSICS 181
The spin splittings of hadronic spectra result from gluon exchanges which can be
calculated by considering relativistic propagator corrections in a Wilson loop. For each
gluon exchange, one strong coupling constant αs appears, and we can estimate the mag-
nitude of αs for each quarkonium system by comparing theoretical spin splittings with
those observed in experiments. Although the spin dependences have been calculated to
higher orders in αs, they cannot be safely applied to the analyses of quarkonium systems
because of the appearance of complex problems at second order in αs, such as mixings,
annihilation contributions, and glueball effects. These effects are closely related to the
solution of QCD which remains as an important problem to be resolved in the future. In
order to extract physically comparable values of αs, it is better at this point to use the
first-order form of spin-dependent forces comparing different quark systems composed of
various flavor components.






















































where si are the quark spins and L ≡ r × p1 = −r × p2. The parameters rq and
r0 are introduced to smooth the potential so that we can evaluate the eigenvalues of the
equation
Hψ = Eψ (5.7)









2 + ǫ(r) + VSD. (5.8)
Since the form of the spin-independent potential ǫ(r), which is related to the unknown










with two other parameters a and b. The linear part accounts for the confining features in
the long-distance region, and the Coulomb part corresponds to the short range potential,
which has been changed many times and has been fixed to the above form by many
authors.
Now, we need to approximate the square-root operators in Eq.(5.8) in order to avoid









However, in relativistic cases, such as light quark systems or highly excited states of heavy
quark systems, it is better to define the expansion parameter M by
M =
√
〈p2i 〉+m2i , (5.11)
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Now, the two expanded forms, Eq. (5.10) and (5.12), are equivalent if we consider the
fact that the spin-independent potential ǫ(r) contains a constant term as in Eq.(5.9).
We can use the same second-order differential equation to solve Eq.(5.7) for any system
from the lightest one to the heaviest one, and the differences between various systems are
represented by the magnitudes of the momentum expectations in Eq.(5.11).
The mass parameters m1 and m2 appearing in the Hamiltonian H cannot be easily
fixed because the behaviors of quarks in a bound state are not fully understood yet. Gen-
erally used values of quark masses are deduced from some features related to low-lying
hadronic states. For example, current quark masses are introduced to account for weak
interaction features, and constituent quark masses are used to explain mass spectroscopy
and high energy scattering results. In some cases, the larger values of dynamical quark
masses are used to account for experimental data. However, in order to estimate the
magnitudes of momenta in quarkonium states, which are important to fix down the mo-
mentum dependences of αs, it is better to consider the effective quark masses defined in
Eq.(5.11) with the momentum expectation values included. We will take this point of
view in this report so that all the mass parameters in the Hamiltonian H are taken to
be effective quark masses. When we deduce the magnitudes of the momenta from the
determined mass parameters, we need the original quark masses as in Eq.(5.11) and we
will take the original values as being equal to the constituent quark masses.
The determination of the free parameters in the Hamiltonian H can be carried out by
comparing the calculated and the observed masses for given combinations of quarks. Since
there exist seven parameters in H, we have to reduce the number of free parameters by
several methods. Firstly, the two parameters rq and r0 can be fixed to some values which
do not affect the final results. We have tested various values for the cases of isosinglet
and isotriplet states, and we will use the same values for these parameters. The results
are
rq = 10
−7 GeV−1, r0 = 1.0 GeV
−1. (5.13)
Secondly, the constant parameter b can be determined by the mass of 1S triplet state
for each combination of quarks. Then, the remaining four parameters are the effective
quark masses M1 and M2, the potential parameter a, and the strong coupling constant







(Ecali − Eobsi )2 (5.14)
becomes a minimum, where Ecali and E
obs
i represent the calculated and the observed masses
and N is the number of observed states. However, if all four of these parameters are varied
freely, the parameter space becomes too large to be covered easily; therefore, we need to
reduce the number of parameters. One possibility is to consider the relationship between
M1 and M2. Since we are considering quarkonium states, the momentum expectation
values can be assumed to satisfy
〈p21〉 = 〈p22〉 (5.15)
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for each given state. Then, we can vary only this magnitude of the momentum expectation
in M1 and M2 instead of treating M1 and M2 as independent parameters. For example,






where ms and mu are the constituent quark masses. We will assume that the constituent
quark masses are
mu = md = 0.33, ms = 0.45, mc = 1.5, mb = 4.5 (5.17)
in units of GeV. In fact, the magnitude of the momentum expectation varies from state
to state, and the assignment of an average value to a given quarkonium system may
contradict the behavior of variations. However, in this way, we can reduce the number of
parameter by one, and the remaining three parameters 〈p2〉, a, and αs can be varied to
figure out the minimum value of ∆m .
Another method for fixing the values ofM1 andM2 is to use the effective masses deter-
mined from the analyses of isosinglets and isotriplets. In this case, only two parameters a
and αs are varied, and the minimum ∆m can be found easily. The used values of effective
masses in units of GeV are
Mu,d = 1.5400, Ms = 1.7710, Mc = 1.8777, Mb = 5.4300. (5.18)
In this way, we can get 4 αs values corresponding to qq¯ combinations and 5 αs values
corresponding to Qq¯ with different quark masses. The results are shown in Fig. 5.1[18].
Figure 5.1: αs values deduced from meson masss spectra.
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With these results, we can say safely that ∆αs
<
= 0.001 at Q = 500GeV so that all
kinds of QCD calculations can be carried out within 1% level at this energy. On the
other hand, αs becomes greater than 0.5 in low energy region corresponding to light
quark hadrons, where perturbative calculations break down. The smooth transition from
perturbative region into non-perturbative one cannot be clearly cut off at some point, and
there remain some uncertainties in defining the related factorization scales.
5.4 Non-perturbative Topics
5.4.1 Jet Overlapping
In order to describe the non-perturbative features of hadronization processes, we usually
assume two generalities ; one is the local parton-hadron duality and the other is the
universality of αs in low energy region. With these assumptions we can construct models
for hadronizations resulting in various jet generating algorithms such as HERWIG from
cluster model, JETSET or UCLA from string model, PYTHIA, PANDORA, ISAJET,
SUSYGEN etc. with appropriate corrections. For these algorithms, one important point
is that there exist differences between quark jet and gluon jet. These differences could
be critical in analyzing many jet systems resulting from high energy, e+e− linear collider.
Another point to be considered in analyzing many jet systems is jet overlapping. For
2 jet system, there exists no problem since the configuration of 2 jets is linear. For 3
jets, the differences between quark jet and gluon jet turn out to be string effects with
slight overlapping effects. However, for 4 jet system, the overlapping probability becomes
significant. For example, let’s estimate the probability to overlap by assuming jet shapes
of cone structure with subtending solid angle π
16
, which corresponds approximately to a
cone with side angle π
6
. For a fixed cone, the total solid angle for another cone to overlap
becomes 9
16
π. Then the probability for 3 fixed cones to overlap with the remaining one is
27
64
, which is larger than 1
3
. This probability becomes 9
16
for 5 jet system and increases to
45
64
for 6 jets. Since tt¯ processes in linear collider correspond to 6 jet system, it becomes
problematic to analyze tt¯ by just counting particle trajectories. The situation becomes
worse if we want to get some information about particle polarizations. Moreover, the tt¯H
processes result in 8 jets for which the overlap probability becomes 63
64
. In our simple
estimation, jets cannot be separately observed in 8 jet system so that it is meaningless to
follow particle trajectories to define jets.
Since we have to be prepared to account for many jets such as 10 or 20 jets in high
energy linear collider, we need to construct new theoretical models which can be used to
analyze jet overlapping. One possibility is the momentum space flux-tube model which
will be explained in the following sections. We can classify flux-tubes and construct
topological spaces and then it is possible to define probability amplitude to have quark
pairs which can be used to predict particle multiplicities in jets. In this way, we can
account for string effects in 3-jets by considering appropriate differences between quark
and gluon jets.
5.4.2 Flux-Tube Model
The flux-tube model was originally considered in order to account for the mass spectra
of hadrons and their strong decay processes which are related to quark pair creations.
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At first, the creations of quark pairs were assumed arbitrarily with appropriate operators
resulting in models such as the 3P0 or the
3S1 model. However, it was thought later
that the quark pair creations were controlled by gluonic degrees of freedom. It is well
known that the gluonic degrees of freedom in bound state problems are not so simple as
to be described by perturbative calculations only. The non-perturbative feature of gluonic
interactions is one of the motives for consideration of the simple flux-tube formalism.
The description of gluonic flux-tube was firstly attempted by a string picture. In quark
pair creation model, the created quark pair breaks a flux-tube with equal probability
amplitude anywhere along the string and in any state of string oscillation. The amplitude
to decay into a particular final state is assumed to depend on the overlap of original wave
functions of quarks and string with the final two state wave functions separated by the
pair creation. For ground state strings connecting quark and antiquark in mesons, the
amplitude γ(ξ~r, ~ω) to break at point ~r
2
+ ~ω was first assumed to be[28]




where γ0 and b are parameters and
~r
2
+ ~ω = ~rq¯ + ξ~r + ~ωmin (5.20)
with ~r = ~rq − ~rq¯ being the difference between the quark and the antiquark position
vectors. ~ωmin is the vector with the shortest distance between any point on the vector ~r
and the pair creation point, and ξ measures the ratio of the distances from the original
antiquark and quark positions to the projection point of the created quark pair along the
vector ~r . The shape of equi-γ surface looks like a cigar which is appropriate to describe
a flux-tube of constant width with end caps.






Although it has been found that physical results are nearly independent of f(ξ) for
1
3
< f < 3, the arbitrariness of f(ξ) raises the problem of theoretical basis for the
derivation of flux-tube overlap function γ. In fact, the form in Eq.(4-2-3) was derived by
using harmonic oscillator wave functions for discrete string components. The form was
even changed into the spherical one[29]




which is convenient for calculating physical amplitudes expanded in the harmonic oscil-
lator wave function basis. The changes in the form of γ indicate the fact that no firm
theoretical grounds exist for treating gluonic flux-tubes.
5.4.3 Construction of Topological Spaces
In order to deduce flux-tube overlap functions systematically from a well-defined set of
assumptions, we need to devise a framework for the description of gluonic flux-tubes.
Since the QCD bound-state problem with strong couplings has not been solved as yet,
we have to assume the existence of gluonic flux-tubes and their interactions. The most
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fundamental interactions between flux-tubes are their joining and breaking processes, and
these two processes with the existence assumption make it possible to devise a topological
approach to the description of flux-tubes[30]. To construct topological spaces, we need
to classify the flux-tubes, and it can be done by counting the number of boundary points
which are occupied by a quark or an antiquark behaving as a source or a sink. The
classified sets of flux-tubes can be represented as Fa,b¯ which means the flux-tube set with
a quarks and b anti-quarks sitting at boundary points. For convenience, we omit the
number if it becomes zero except for F0 which represents the set with no boundary point,
that is, the flux-tube set corresponding to glueballs.
We can construct topological spaces on the classified flux-tube sets with the following
assumptions :
(1) Open sets are stable flux-tubes.
(2) The union of stable flux-tubes becomes a stable flux-tube.
(3) The intersection between a connected stable flux-tube and disconnected
stable flux-tubes is the reverse operation of the union.
There are two possible senarios distinguished by the condition whether the set F0 is
included or not. If F0 is included, the loop structure can be added to any flux-tube by
the union operation. Then, the loop can be broken by the intersection operation with
one quark-antiquark pair created as new boundaries. When we exclude four-junction
structures in flux-tubes, inclusion of F0 corresponds to the creation of two three-junctions.
In this case, we can conclude that all kinds of flux-tube sets are interrelated through
the union and intersection operations if the condition of baryon number conservation is
satisfied. Therefore, topological spaces have to be formed with all these sets under the
restriction of baryon number conservation.
When F0 is not included in the construction of topological spaces, we can exclude three-
junction creations by assuming the existence of only non-excited flux-tubes. For this case,
we can construct various topological spaces such as meson, baryon-meson, antibaryon-
meson, baryon-meson-baryon systems, and so on. Let’s consider first the meson system
F1,1¯. A meson can decay into several mesons by repeated pair creations and if we represent
n meson states by F n1,1¯, the simplest non-trivial topological space is given by
T0 = {φ, F1,1¯, F 21,1¯, · · · , F n1,1¯, · · · } (5.23)
Since F1,1¯ represents the set of all possible flux-tubes with two boundary points, there is
no confusion in writing
F 21,1¯ = F1,1¯ (5.24)
Then T0 becomes
T0 = {φ, F1,1¯} (5.25)
If we accept that F1,1¯ can be multiplied at any time without violation of baryon number
conservation, the topological space for baryon-meson system can be written as
T1,0 ≡ T1 = {φ, F3, F3F1,1¯} = {φ, F3} (5.26)
and in general, we get
Ti,j¯ = {φ, F i3F j3¯ , F i−13 F j−13¯ F2,2¯, · · · } (5.27)
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5.4.4 Connection Amplitude
For the defined topological spaces, we can consider the connection amplitude A for a
quark to be connected to another quark or anti-quark through the given flux-tube open
set. In general, we can assume the existence of a measure M of the connection amplitude
A satisfying the conditions that
(1) M(A) decreases as A increases,
(2) M(A1) +M(A2) =M(A1A2) when A1 and A2 are independent.
The multiplication of two independent amplitudes A1 and A2 is induced by the union
operation. The above two conditions for the measure of the connection amplitude lead to
the solution
M(A) = −k ln A
A0
(5.28)
where A0 is a normalization constant and k is an appropriate parameter. In order to
get coordinate dependences, we consider the measure M as a metric through a flux-tube
between two points occupied usually by quark or antiquark. If we consider the simplest
flux-tube type F1,1¯ the metric can be thought of as functions of |~x−~y| with ~x and ~y being
the positions of the two boundary points. In general, the distance function |~x − ~y|ν can
be made metric if it satisfies the triangle inequality
|~x− ~z|ν + |~z − ~y|ν >= |~x− ~y|ν (5.29)
The set of points ~z not satisfying this triangle inequality can be taken as forming the
inner part of the flux-tube where it is impossible to define a metric from boundary points
with given ν. With this metric condition, we can figure out the shape of flux-tube, and we
can take |~x− ~y|ν as an appropriate measure to deduce a concrete form for the connection
amplitude A. The lower limit of ν can be fixed to be 1 because there exists no point ~z
satisfying the triangle inequality with ν < 1 . In order to account for various possibilities,
we need to sum over contributions from different ν’s. For a small increment dν, the
product of the two probability amplitudes for |~x−~y|ν and |~x−~y|ν+dν to satisfy the metric
conditions can be accepted as the probability amplitude for the increased region to be







where all possibilities from the line shape with ν = 1 to the arbitrary shape with ν = α
have been included. The weight factor F (ν) has been introduced in order to account for
possible different contributions from different ν’s. When we consider the case of α = 2,







Slight changes can be made if we replace A into rβA, for which the conditions on M still
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5.4.5 Gluonic Structures in Hadrons
In order to describe the non-perturbative gluonic structures in hadrons by using flux-tube
model, it is necessary to deduce the relationships between the connection amplitude and
the long range gluonic distributions. The gluonic contents of hadrons can be probed by
estimating the probability amplitudes for quark pair creations because the quark pairs are
created by the gluons inside hadrons. If we assume that the probabilities for quark pair
creations are proportional to the gluon densities, the gluonic structures of hadrons can be
deduced from the flux-tube overlap functions defined by the connection amplitudes. The
probability amplitude to have a quark pair at a given position is taken to be equal to the
overlap of connection amplitudes calculated for the initial and the final boundary points.
The overlap function γ can be written as
γ = AiAf (5.33)
where Ai and Af represent the connection amplitudes before and after quark pair creation.
Although the gluonic densities are closely related to physically observable quantities, it
is impossible to observe directly the gluonic densities because gluons are confined. During
the formation process of final hadrons, quark pairs are created by confined gluons. The
confined structures of gluons can be probed only through the created quark pairs, and
the probability amplitude to have a quark pair at a specified position is proportional to
the overlap function γ that can be used to describe gluonic behaviors. We can calculate
the overlap function γ for various configurations of boundary points.
As the first example, let’s consider the case of a proton accelerated in the positive
direction of z-axis. We can assume that electric fields are applied along positive z direction
during the acceleration. Then the three boundary quarks will be oriented in such a way
that the two positively charged up quarks go ahead pulling the other negatively charged
down quark. If the flux-tubes connecting the three boundary quarks do not break, the
distance between the up quarks and the down quark will be contracted along the direction
of z-axis. The relative positions of three boundary quarks will change according to the
Lorentz boosts, and the corresponding gluonic structures will change. If we take different
connection amplitudes with different values of β, the gluonic structures turn out to be
deformed from one to another[31]. These structures can be Fourier transformed resulting
in gluon distribution functions in momentum space.
In the case of a neutron, the three boundary points are occupied by one up quark and
two down quarks. Since the total charge of these three quarks is zero, a neutron cannot be
accelerated as for a proton. However, the three quarks can be aligned in an electric field,
and if we fix the three boundary points we can calculate the flux-tube overlap functions.
We can easily check that the shapes of gluon distribution functions for a proton and for
a neutron are different even if we change the velocity of the neutron.
For quarkonium mesons, the situation changes into one with only two boundary points.
For example, if we consider the case of π+ accelerated along z direction, the gluon densities
along z direction turn out to be symmetric about the axis through the center point between
the u quark and the d¯ quark. All the other quarkonium mesons have the similar form.
5.4.6 Momentum Space Formulation
The necessity to transform coordinate space distributions into those in momentum space
originates from the nature of scattering processes. In particle scattering processes, the
CHAPTER 5. QCD AND TWO PHOTON PHYSICS 189
initial and the final states are defined by the momenta of each particle and the final data
can be obtained by analyzing particle trajectories. Because the quarks cannot exist alone,
hadronization processes are essential to form particles that can generate such trajectories.
These hadronization processes cannot be described by perturbative QCD, and we need
to construct models to account for non-perturbative features of QCD. In our flux-tube
model, we can account for these non-perturbative features which are related to quark pair
creations leading to final jets observed in high energies. Since the created quark pairs
have to be specified in momentum space for scattering states, we need to formulate our
model in momentum space.
Because the connection amplitudes have been defined between two boundary points,
it is possible to consider the same amplitudes in momentum space. The connection





G(ν)|~p1 − ~p2|νdν} (5.34)
where G(ν) and α are an appropriate weight factor and the boundary value of ν respec-






with p = |~p1 − ~p2|. We can apply this amplitude to describe fragmentation processes
resulting in jets.
As an example, we choose the 3-jet events formed from fragmentation processes of Z0
′
s
produced by e+e− collisions. For Z0 fragmentations, no initial state uncertainties exist,
and the final quark jets and antiquark jets can be identified by lepton-tagging methods.
For non-trivial 3-jet events, the other gluon jet can be identified clearly and we can
compare different properties between quark jet and gluon jet. The gluonic effects appear
as the probability amplitudes for creation of quark pairs which generate many hadrons
resulting in jets. For the above A(p), the probability amplitude for a created quark pair
















where a and b are the distances in momentum space from the created quark pair to gluon
and quark boundaries, and c is the distance between gluon and antiquark boundaries. The
other amplitude C2 for the created quark pair to be connected to the antiquark and the
gluon boundaries has the same form with the interchanged roles of quark and antiquark




|C1 + C2|2dR (5.37)
where h is determined by phase space configurations. The shape of momentum phase
space can be determined by using parton model assumptions. Longitudinal components
are taken to be proportional to the total parton energy which becomes generally the total
jet energy. On the other hand, transverse components are assumed to be small resulting
from uncertainties in momentum specifications. With appropriate choice of phase space,
we can predict the particle multiplicities for jet configurations[32]. For 6 data samples
from the OPAL group, we have fixed parameters to the first data and then predicted the
other 5 samples quite well.
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5.5 Summary
Quantum chromodynamics is taken to be the right theory of strong interaction, which
is responsible for the formation of hadrons. Since the final states of high energy linear
collider will be mostly composed of hadrons, it is important to check the hadronization
processes with the viewpoints based on QCD.
The initial particle creation processes can be described by perturbative gauge theories,
whereas there exists a transition point from perturbative viewpoints to non-perturbative
model constructions. Perturbative QCD calculations are carried out by expanding with
respect to αs, and it is expected that these expansions can be done within 1% level in the
energy range of 500GeV. Higher order calculations can be checked with some corrections
such as exponentiation or resummation included. However, there exists uncertainty in
choosing the transition point from perturbative formalism to non-perturbative one, and
we need to study more on this subject. For the non-perturbative hadronization processes,
we have to construct models resulting in jet generating algorithms. Although there exist
many models, we need more systematic formalism which can be used to explain many
jet system such as 10 or 20 jets with overlapped configurations. One possibility is the
momentum space flux-tube model which can be applied to explain particle multiplicities,
string effects, angular ordering, and so on. However, we have to study more on topics
such as color rearrangement, baryon production, and spin polarization.
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Total cross sections of standard model processes below 1 TeV are shown in Fig. 6.1.
As seen in the figure, productions of multiple gauge bosons are characteristic feature
of experiments at JLC. Precise measurements of their properties, such as masses and
couplings, allow us to test models at higher order and serve as tools to probe physics
at high energy scale. A clean environment, polarized beams, variable collision energies
and high luminosities at JLC are essential ingredients for precise measurements. When
operated at the Z pole and just above theW pair threshold, Giga Z and MegaW samples
can be accumulated. These statistics are two orders of magnitude more than LEP-I/II.
At 500 GeV and above, gauge cancellation among diagrams of the e+e− → W+W−
process becomes severer, which allows us a direct measurement of triple-gauge-boson
couplings at a precession required to probe loop effects. At higher energies, processes
which involve t-channel diagrams increase cross sections with energy, from which WW
scattering processes could be measured. In general, models without elementary Higgs
bosons predict strong interaction among longitudinal polarized W bosons. Such effects
would be observed through the final-state interaction of W ’s in the e+e− → W+W−
process or resonance production in processes such as e+e− → νν¯W+W−.
In the following subsections, we discuss topics on measurements of the W boson mass
and triple-gauge-boson couplings.
6.2 W Boson Mass Determination
The masses of W , t, and Higgs are related through loop corrections. Their relations are
shown in Fig. 6.2. As seen from the figure, the loop effects of the masses of W and t to
that of Higgs are quite different in size: if we require the same size, precisions of the t
and W masses should satisfy σmW ∼ 0.7× 10−2σmt . At JLC, σmt ∼ 100 MeV is expected
for 100 fb−1, which corresponds to 0.7MeV for σmW . Fig. 6.3, on the other hand, shows
1-σ contours in the plane of mt-mH for several values of precision for the top quark mass
measurement. From this figure, the importance of precise mass determination of the top
quark is evident. Since the expected precision of the top quark mass is less than 0.15
GeV, the error on the estimated Higgs mass is dominated by the error of the W mass
measurement.
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Figure 6.1: Cross sections of the standard model processes at energies below
1 TeV.
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Figure 6.2: The mass of the standard model Higgs boson as a function of the
W mass for different top quark masses.
Figure 6.3: 1-σ contours in the plane of mt-MH for three values of top quark
mass error. We used mt = 170GeV and MH = 500GeV here.
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The current world average for mW is 80.448 ± 0.034 GeV, which is the average of
the LEP2 average of 40 MeV precision and the pp¯ average of 62 MeV precision. The pp¯
error is expected to be reduced to 30 MeV by Tevatron Run-II and to 15 MeV at LHC.
However, the error is still larger than that required by the expected top quark mass error
as far as the contribution to the loop effect is concerned. Further improvement of the mW
measurement is desirable. If no Higgs boson is discovered at any colliders including the
JLC, the precise mW measurement is of vital importance, since the loop effect would be
the only way to estimate the Higgs mass. In Fig. 6.4, we show the error in the Higgs mass
estimation from the quantum effect as a function of the Higgs mass. If the Higgs boson
is there in the JLC energy region , its mass will be measured with a precision similar to
the mass of the top quark, as described in the Higgs chapter. The precise determinations
of the W , t, and Higgs masses will enable us to test the standard model at the loop level,
thereby allowing us to probe new physics in the loop effect.
Figure 6.4: 1σ bounds of the mass of Higgs as a function of the mass of Higgs,
the precision of W mass is 10 MeV.
At JLC the W mass could be measured at
√
s = 500 GeV, using the process e+e− →
eνW , since it has a large cross section and that there is no ambiguity in selecting particles
from theW decay. If we require | cos θ| < 0.8 to select events well contained in the detector
acceptance, about 80k events are expected to be observed for 100fb−1[1]. On the other
hand, 40k events of e+e− → γZ process can be observed under the same condition.
This process can be used for detector calibration. The invariant mass resolution for the
Higgs mass of 100 GeV is expected to be less than 4 GeV. If similar resolution can be
achieved for W ’s, we can expect the statistical error of the W mass to be about 20MeV.
If the integrated luminosity is 400 fb−1, which is less than two years of running with
JLC-Y parameters, the statistical error of the W mass becomes about 10 MeV. In this
measurement, there is no systematic error due to ambiguity in jet clustering or color
recombination. If the statistics of the e+e− → γZ process is not sufficient for calibration,
we might run at the Z pole for higher statistics. We need, however, a serious study to
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find out possible source of detector systematics.
6.3 Triple and Quartic Gauge Boson Couplings
In the standard model, electroweak gauge bosons are introduced to preserve the local
SU(2)L × U(1)Y symmetry. As a result, there is a universality among the couplings
of fermions to the gauge boson, the three gauge bosons, and the four gauge bosons.
This universality forms the basis of the success of the standard model ( see Ref.[9] for
example ). So far the fermion-gauge-boson couplings were tested precisely at various
colliders, however the direct measurement of the self couplings of the gauge bosons is not
precise enough to test the standard model at loop level.
In order to formulate the test of the self couplings of the gauge bosons, we usually intro-
duce a Lagrangian containing non-standard-model interactions, assuming some symmetry
for them. The most general Lagrangian assuming the electro-magnetic gauge invariance,
the Lorentz symmetry, and C and P conservation is given by[10]








where V ≡ Z or γ andWµν ≡ ∂µWν−∂νWµ, Vµν ≡ ∂µVν−∂νVµ, gWWγ = −e, and gWWZ =
−e cot θW . In the standard model, gV1 = κV = 1 and λV = 0. The static properties of
the W , the magnetic dipole moment (µW ) and the electric quadrupole moment (QW ), are








(λγ − κγ). (6.3)
Since gγ1 = 1 by the electro-magnetic gauge invariance, five anomalous couplings are
involved in Eq. (6.1): ∆gZ1 ≡ gZ1 − 1, ∆κγ ≡ κγ − 1, ∆κZ ≡ κZ − 1, λγ , and λZ . If
we require the global SU(2)L symmetry for Lagrangian (6.1), we are left with only one
non-zero coupling: λ ≡ λγ = λZ . Since the λ term has an energy dimension of 6, the
requirement of the renormalizability leads us to the standard model Lagrangian. If we
require an intrinsic SU(2)L symmetry, we are left with four independent couplings with
the relation,




The number of independent couplings becomes two if, in addition, we allow only dimension-
4 couplings. If we further require the most divergent quartic one-loop contribution to the
ρ parameter be absent, we will get an additional constraint,
∆gZ1 cos
2 θW = ∆κγ, (6.5)
which will lead us to only one coupling of dimension 4.
Lagrangian of Eq. (6.1) is adequate for the study of anomalous triple-gauge-boson
couplings at tree level, but it is not adequate for the study of loop effects and the process
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involving both triple- and quartic-gauge-boson couplings because it does preserve local
SU(2)L × U(1)Y gauge invariance[11]. One approach to overcome this problem is to use
the most general SU(2)L × U(1)Y gauge invariant effective Lagrangian of dimension 6,
assuming a Higgs boson, in the studies of the possible low energy effects of new physics at
high energy. Another approach is to use the gauged chiral Lagrangian without introducing
the Higgs field.
In the locally-SU(2)L × U(1)Y -gauge-invariant dimension-6 effective Lagrangian, the





















Φ is a Higgs doublet field, Dµ is the covariant derivative as given by





W aµ , (6.8)
and the hatted field operators are defined as [Dµ, Dν ] = Wˆµν+Bˆµν . Since the operators in
Lagrangian (6.6) have dimension 6, it is unrenormalizable and the scale Λ can be identified
as the cut-off energy. fWWW , fW , and fB are the anomalous couplings of corresponding
terms.





















Because of Eqs. (6.9) - (6.12), only three of the five couplings in Eq. (6.1) are independent.
Here the above constraints are consequences of the electroweak gauge invariance and
the restriction to the dimension-6 operators[12]. Since Lagrangian (6.1) involves only the
terms relevant to the triple-gauge-boson couplings, we shall use Lagrangian (6.6) for the
study of self-couplings in the JLC energy region, where the quartic-gauge-boson couplings
are equally important at tree level.
In the following discussion, we use ∆κγ , ∆κZ , and λ to parametrize the three free
parameters of Lagrangian (6.6) unless otherwise stated, where λ ≡ λγ = λZ which is
proportional to fWWW as Eq. (6.12), and
∆gZ1 = ∆κZ + tan
2 θW∆κγ , (6.13)
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Table 6.1: Processes and couplings at tree level.
e+e− → γγ →
Vertex Couplings WW eνW νν¯γ νν¯Z WWZ WWγ eeWW WW
WWγ λ,∆κγ © © © © © © ©
WWZ λ,∆κZ © △ © © © ©
WWγγ λ © © ©
WWγZ λ, fW © © ©
WWZZ λ, fW © © △
WWWW λ, fW ©
σ at
√
s = 500 GeV (fb) 8× 103 6× 103 103 350 60 80 400 50× 103










It should be noted that in this convention[12], a given set of the anomalous couplings
(∆κγ , ∆κZ , λ) should necessarily contain the ∆g
Z
1 term (6.13) as well as the quartic
couplings in (6.6).
The standard model processes at JLC which involve the triple- and quartic-gauge-
boson couplings at tree level are summarized in Table 6.1. First and second columns
show vertices and couplings. The vertices WWγZ, WWZZ, and WWWW involve ∆κγ
and ∆κZ couplings. But, since they are proportional to ∆κγ −∆κZ , they are indicated
by fW ( ≡ 2Λ2m2Z (∆κγ − ∆κZ)). ©’s in the rest of the columns indicate processes which
involve the relevant vertices. The processes marked by △ involve corresponding vertices,
but the sensitivities are limited. The last row of the table shows the total cross sections
at
√
s = 500 GeV, where Eγ > 25 GeV and | cos θγ | < 0.85 are required for the processes
νν¯γ and WWγ, and | cos θ| < 0.9 is assumed for γγ →W+W−[13].
In the approach using the chiral Lagrangian[2, 3, 4], the physical Higgs field is dropped
while the Goldstone fields are included to give masses to the gauge bosons. To this end,
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Bµν ≡ ∂µBν − ∂νBµ,
DµU ≡ ∂µU + ig2WµU − igY UBµ. (6.18)
W aµ and Bµ are SU(2)L and U(1) gauge fields, respectively.
If new physics at some high energy scale affects properties of the gauge boson at
low energy, it will produce non-standard terms in the Lagrangian. The general terms of











U † [Vµ, Vν ]UBµν
)
+ iα3g2tr ([Vµ, Vν ]Wµν)
+ α4tr(VµVν)tr(V























where Vµ ≡ DµU · U †, T ≡ Uτ 3U †, and ǫ0123 = −ǫ0123 = 1. β1 is the chiral coupling
of energy dimension 2 and α1 ∼ α11 are dimension-4 chiral couplings. Among the 12
couplings in Eq. 6.19, β1 and α6 ∼ α10 violate custodial symmetry. α11 conserves CP but
violates P invariance.
The triple- and quartic-self-coupling vertices of the gauge bosons, the chiral couplings
involved, and the processes involving these vertices are shown in Table 6.2.
Table 6.2: The chiral couplings involved in the triple- and quartic-gauge-
boson vertices. A © is shown if the corresponding coupling is involved in the
vertices. The processes which are sensitive to the vertices are shown in the
right-most column.
vertex α1 α2 α3 α4 α5 α6 α7 α8 α9 α10 α11 β1 processes
WWγ © © © © © →WW , eνW
WWZ © © © © © © © →WW , eνW
ZZWW © © © © © → WWZ
ZWZW © © © © © → WWZ
ZγWW © © © →WWγ
ZZZZ © © © © © → ZZZ
α1, α8, and β1 are included in two-point function and expressed in terms of S, T , and
U parameters as follows[2]:
α1 = − S
16π






Using the PDG values of S, T , and U [18], we get
α1 = 0.00139± 0.0022 (6.21)
α9 = −0.0022± 0.0030 (6.22)
β1 = −0.003± 0.0005 (6.23)
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If we neglect the terms including α1, β1, and α8, the anomalous triple-gauge-boson cou-
plings, ∆κγ , ∆κz, and ∆g
Z











(α3 + α9) (6.24)
∆gZ1 =
e2
sin2 θW cos2 θW
α3.
Since the α9 coupling violates the custodial SU(2) symmetry, genuine triple-gauge-boson
couplings are α2 and α3, if the custodial symmetry is imposed.
6.4 Sensitivity to the Anomalous Gauge Boson Cou-
plings
The sensitivities to the triple and quartic couplings at JLC were studied in Ref. [1].
Results are summarized in Table. 6.3. In the table,
√
s = 500 GeV and the integrated
luminosity of 50fb−1 are assumed. The limits in the plane of ∆κγ and λ are shown in
Fig. 6.5. In the table and the figure, the couplings other than under study are set to zero
to derive the limits.
Among the processes studied, the process e+e− → W+W− gives the most stringent
bounds. Nevertheless, since the WW process involves all the three couplings, the bounds
from the processes eνW , νν¯γ, and νν¯Z will provide complementary information. Limits
obtained from the processes e+e− → eνW , and e+e−W+W− will improve if polarization
information of W is used. In the single parameter case, the bounds on ∆κγ and ∆κZ are
less than 1%, and we may have some sensitivity to new physics that gives rise to these
effective interactions.
Sensitivities to the chiral couplings, α4 and α5, through the process, e
+e− →W+W−Z,
were studied in Ref.[5]. Assuming the integrated luminosity of 50 fb−1 at
√
s = 500 GeV,
sensitivities of about 0.5 at the 95% C.L. are expected. These couplings are sensitive to
scalar resonances and higher energy is preferred to get higher sensitivities.
6.5 Heavy Higgs and WW Scattering
Even if no light Higgs boson is observed at JLC experiment at the center of mass en-
ergy below 500 GeV, its mass could be estimated from the precise measurements of the
electroweak interaction. If the expected mass is less than 1 TeV, JLC could increase the
energy and the luminosity to cross the threshold. If the Higgs boson is heavy, the ma-
jor diagram for Higgs boson production is the W fusion process shown in Fig.6.6. The
background processes to the W fusion process are
e+e− → W+W− (6.25)
→ νeν¯eZ0Z0 (6.26)
→ e± (−)νe W∓Z0 (6.27)
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Table 6.3: Summary of sensitivities of various processes to anomalous couplings at the
95 % CL, assuming
√
s = 500 GeV and 50 fb−1 integrated luminosity. In the table,
XW ≡ cosΘW , Xq ≡ cos θq, and Xl ≡ cos θl.
Process ∆κγ ∆κZ λ method
e+e− →
W+W− −0.0052 ∼ 0.0057 −0.0064 ∼ 0.0062 −0.012 ∼ 0.021 dσ/dXW d|Xq|dXl
eνW −0.021 ∼ 0.020 − −0.039 ∼ 0.038 dσ/d|Xq |
νν¯γ −0.071 ∼ 0.075 − −0.044 ∼ 0.079 dσ/dEγ
νν¯Z − −0.29 ∼ 0.25 −0.46 ∼ 0.17 σtot
W+W−γ −0.020 ∼ 0.016 −0.018 ∼ 0.025 −0.025 ∼ 0.028 dσ/dEγ
W+W−Z −0.053 ∼ 0.041 −0.071 ∼ 0.15 −0.050 ∼ 0.030 σtotal
e+e−W+W− −0.032 ∼ 0.039 − −0.084 ∼ 0.12 σtotal
Figure 6.5: Comparison of contours for various processes at the 90% CL in the plane of
∆κγ vs λ.
Figure 6.6: A Feynman diagram for the W fusion process.
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→ e+e−Z0Z0 (6.28)
→ W+W−. (6.29)
The cross sections of these processes were calculated by GRACE[7]. In these calcula-
tions, a care has to be taken so as not to violate the unitarity of the scattering amplitudes,
as the couplings of heavy Higgs boson are strong. We thus enlarge the width of the Higgs
boson artificially to keep the amplitude below the unitarity limit. This method leads to
a conservative estimate of the Heavy Higgs signal.
The Heavy Higgs boson predominantly decays to a W pair, thus a Higgs resonance
is expected to be observed as a peak in the WW mass distribution. The invariant mass
distributions of WW for several Higgs mass values are shown in Fig.6.7. As seen from
Figure 6.7: (a) invariant mass distributions of WW at
√
s=1 TeV for Higgs
masses of 0, 400, 600, and 700 GeV. (b) similar plots at
√
s=1.5 TeV for Higgs
masses of 1.0 TeV and 0 TeV.
the figure, the width of Higgs boson increases with mass and for the Higgs mass of 1 TeV,
no clear peak structure in the WW invariant mass distribution can be seen.
We studied the heavy Higgs signal using the Monte Carlo detector simulation[16]. We
studied two cases, one at
√
s = 1 TeV and a Higgs mass of 0.7 TeV, the other at
√
s = 1.5
TeV and a Higgs mass of 1.0 TeV. We selected hadronic decays of W as follows. First,
we required four jets be observed in the detector and both masses of two jet-pairs be
consistent with the W mass. Backgrounds at this stage of selection were 4-jet events
from e+e− → e+e−W+W− and e+e−Z−Z0 processes. These processes were rejected by
vetoing energetic e±. When e±’s are undetected as they escaped into the uncovered region
around the beam pipe, the remaining W pair can not have a large missing pt. We could
thus eliminate most of the background events by requiring that the W pair system had
to have a large missing transverse momentum. The W ’s from Higgs decays have high
longitudinal polarization, while those from other sources do not. The Higgs signal could
hence be enhanced if we required jet production angle in the W rest frame be large.
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The invariant mass distributions of theW pairs in the selected events for the integrated
luminosity of 200fb−1 are shown in Fig. 6.8. For both of the cases, we could see Higgs
Figure 6.8: The invariant mass distribution of W pairs at (a)
√
s =1.0 TeV
and the integrated luminosity of 200fb−1 and (b) 1.5 TeV. Histograms are for
the Higgs mass of 0 TeV and data points are for 0.7 TeV(a) and 1.0 TeV(b),
respectively.
effect at statistical significance of 3-sigma[14].
The studies of the WW fusion processes are sensitive to J=0 and J=1 components of
the WW scattering amplitude. If new strong interaction is responsible for the W mass
generation, it may produce resonances in J=1 channel, which can be probed by a study
of the e+e− → W+W− process[4]. Since the center of mass energy of the WW system is
larger than that of the WW fusion process for a given
√
s, higher sensitivity to the J=1
channel is expected.
A study was performed assuming a vector resonance strongly coupled to the longi-
tudinally polarized WLWL[16]. If its mass is low enough, its effect could be observed as
anomalous behavior when WLWL is produced in the e
+e− → W+W− process. For sim-
ulation study, we introduce the effect by a form factor, F (q2), in the WLWL amplitude.
With this form factor, the cross section is expressed as






(LL) × F (q2)|, (6.30)
where MJ=k(i,j) is the scattering amplitude of the e
+e− →W+W− process and the subscript
(i, j) is the polarization of the W ’s and the superscript (J = k) is the angular momentum
of the W pair.
Two types of form factors were investigated: the Breit-Wigner type and those cal-
culated based on the N/D method[15]. The Breit-Wigner-type form factor is expressed
as
F (q2) = − m
2
V
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where mV and ΓV are the mass and the width of the vector resonance, respectively. It
turns out that at
√
s = 500 GeV, the ΓV dependence of the Breit-Wigner form factor is
negligible if the mass is greater than 1 TeV and the width is, say, below 400 GeV. We
therefore fixed the width at 100 GeV in the analysis. In the case of the N/D method
the form factor is expressed as a function of the masses of the scalar resonance (mS),
the vector resonance(mV ), and the ratio (r) of the contribution of the scalar and vector
resonances[15]. Since the scalar resonance does not contribute to the J = 1 channel of
the e+e− →W+W− process, we fixed mS = 1 TeV.
With the detector simulation, we studied the e+e− → W+W− process where one W
decays to e or µ and the other decays hadronically. This mode has a large branching
ratio(∼ 27%). W ’s produced in the backward direction can be detected efficiently from
lepton charge measurement, and angular analysis of quarks and leptons maximize the
sensitivity to W polarization.
The effect of the vector resonance in the WLWL amplitude is to increase the cross
section especially in the backward region, as the forward region is dominated by the
transversely polarized W due to the t-channel neutrino exchange diagram. The increase
of the cross section in the angular range −0.8 < cos θW < 0.2 relative to the standard
model cross section is shown in Fig.6.9 as a function of the mass of the vector resonance.
In this figure, the solid lines correspond to the Breit-Wigner resonance formula and those
Figure 6.9: Excess of the signal as a function of the vector resonance mass. The vertical
axis is the excess of the cross section in the given angular range normalized to the standard
model cross section.
calculated based on the N/D method with r = 0.0, 0.5, and 0.95, respectively. The
statistical limits at the 95% CL are shown by dashed lines for integrated luminosities of
10, 50, and 250 fb−1. The shaded area is the region to be explored by the direct search
at LHC[17]. We can see that JLC at
√
s = 500 GeV with an integrated luminosity of
50 fb−1 is sensitive to the vector resonance of mass up to about 2 TeV, which is similar to
the sensitivity expected with the direct search at LHC. With five times more luminosity
we may be sensitive to masses larger than 2.5 TeV. If we measure polarization of W from
angular analysis of decay daughters, higher sensitivity is obtained. Sensitivity based on
the N/D method is shown in Fig.6.10.
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Figure 6.10: Contour plot of the sensitivity to the vector resonance based on the N/D
method, in the plane of r and the vector resonance mass.
In summary, the vector resonance in the WLWL amplitude has significant effect at√
s = 500 GeV even if the mass of the resonance is as high as 2 TeV, and its effect can
be observed at JLC.
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In this chapter we examine various aspects of experimentation that directly interacts with
the accelerator design. Of particular concern in this area is the background to the physics
experiments that are caused by the beams passing through the detector.
The characteristics of background events at JLC will be very different from those at
typical e+e− colliders, except the SLC. The features of the background strongly depend
on numerous operational parameters of the accelerator, such as the beam aspect ratio
(typically σ∗x/σ
∗
y = 0(100) ), a high beam intensity (10
10particles/bunch) and possible tails
in the particle distribution that deviates from a Gaussian distribution. The population
of low energy e± pairs that are created during collisions are directly related to the beam
aspect ratio, while the tail is mostly responsible for synchrotron radiation and muon
background. The optimization of the machine operational parameters must be considered
by taking this “interaction” between the experimentation and the machine into account.
The highest-priority goal here is, of course, to maximize the luminosity while min-
imizing the background. With such a motivation in mind, the effects of e± pairs have
been estimated by detailed Monte Carlo simulations with various configurations of mask-
ing system, in addition to simulations of synchrotron radiations and the attenuation of
the muon flux that are produced by interactions of the beams with upstream collimator
materials. Performances of luminosity monitor and active mask are demonstrated under
the huge pair background. Preliminary design of dump line is also presented, where a
possibility of beam-energy spectrum is discussed with an accuracy of ≤ 0.1% and a beam
loss is estimated for the major source of neutron-backgrounds at the interaction point(IP).
Another important issue is a stabilization of final quadrupole magnets to keep ”head-
on” collisions between nano-meter beams. A detailed analysis of the support system is
presented especially on the oscillation properties. A real-time measurement of the beam
size is vital part of such a stabilization process. As the most promising detector, a pair
monitor has been proposed and its expected performances are described.
7.2 Backgrounds
To illustrate where the background particles can originate, the beam line from the exit
of the main linear accelerator (linac) to the interaction point (IP) is schematically shown
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in Figure 7.1. A +7 mrad bending magnet section (200 m long) downstream of the
collimation section is needed in order to create a sufficient amount of separation for two
experimental halls and to prevent the background from the upstream linac from directly
hitting the detector. In the final focus system, beams are gradually deflected so as to
have a horizontal beam crossing angle of ±4 mrad at IP.
There are two major sections for beam collimation (1200 m long) and a final focus
system (1800m long) in the beam line to handle beam energies up to 0.75 TeV. While
their main purposes are to clip the beam tails, secondary particles are inevitably produced,
namely: (1) muons and (2) synchrotron radiation photons, respectively. In addition at
the IP, (3) e+e− pairs and (4) mini-jet are created through beam-beam interactions. They
all cause background hits in the detector facility.
In subsequent sections the first three kinds of background are discussed together with
a possible design of the interaction region.
Figure 7.1: Top view of the beam line from the exit of the main linac to the
interaction point (IP) at Ecm = 0.5− 1.5 TeV.
7.2.1 Collimation and Muons
In this section we discuss the production of muons through the interaction of particles in
the beam tails when they are collimated at the upstream collimation sections.
Generally, the transverse profile of the beam does not exactly follow a Gaussian dis-
tribution at linear colliders. The beams can be accompanied by long tails according to
experience from experiments at SLC [5]. While the origin of these tails is not thoroughly
understood at present, we shall conservatively assume that the beam has a flat tail beyond
±3σx(y) in both the horizontal(x) and vertical(y) directions with a relative intensity of
0.1 ∼ 1%.
The beam must be collimated within ±6σx and ±40σy in order to keep the background
due to synchrotron radiation at a manageable level. Since the typical size of the beam
core is on the order of a few µm, collimating such beams is a seriously non-trivial task. A
work-around is to expand only the tail part sufficiently by using a non-linear collimation
technique, as discussed in Chapter 13. This is part of the reason why a 1200 m-long
collimator section is required for collimating a 0.75 TeV beam.
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One RF pulse will accelerate a bunch train which contains up to 95 bunches separated
by 2.8 nsec at a repetition rate of 150Hz. Since each bunch consists of 7.5× 109 electrons
(or positrons) at the IP, about 108(1%tail)×102(bunches) electrons may hit collimators
at 150 Hz. In the interactions of the beam tails with the collimators a large number
of muons are produced through the Bethe-Heitler process, e±N → e±µ+µ−N . Without
suitable measures these muons would traverse through the tunnel and create a large
amount energy deposit within the detector facility. They would cause serious background
problems for conducting high-energy physics experiments.
Figure 7.2: Original idea of a muon attenuator. Two iron pipes are magnetized
axially in opposite directions for both charged muons, which can be trapped,
where the 120m length of the iron pipe corresponds to a mean range of 250GeV
muons.
There are eight collimators upstream of the big bend, which are located at 1840.3 ∼
2855.6 m from IP as shown in Fig.7.3 (a). Two of them (col.-1 and -2) are set in the
linac. They doubly collimate the beams in momentum space(∆p/p < ±2%) and phase
space of transverse profile and divergence (6σ(′)x × 40σ(′)y ). During the collimation, a lot of
secondary particles would be produced. Among them high energy muons would create the
most severe backgrounds. A rate of muons depends on a population in a tail of beam. For
the conservative estimation, we assume that the tail is 0.1 ∼ 1% of the bunch population
for this simulation study.
In the simulation muons were tracked down to the detector of 16 × 16 × 16m3 with
various configurations of muon attenuation in a tunnel. The present simulation does not
take account of optical elements except for bending magnets (Fig.7.3(a)) at the beam
line. The muon attenuator is a magnetized iron cylinder of 1 < r < 30cm, which actually
comprises two cylinders of 1 < r < 10cm (inner) and 10 < r < 30cm (outer) as shown
in Fig. 7.2. The axis of cylinders corresponds to the beam line. The two cylinders are
magnetized circularly in opposite directions to confine positive and negative muons in
each. The muon attenuator is assumed to cover from the big bend through the whole
collimation system, which is 1510 to 2856m from IP. Figure 7.3(b) shows the number of
electrons (e/µ) at 8 collimators to produce one muon in the detector [7]. Open arrows
indicate the lower limits since no muon was observed within the simulation statistics.
The best configuration (solid triangles) was the muon attenuator magnetized at 10KG to
confine positive muons ( 10 KG, µ+ inside ) in the inner cylinder, where the beam particles
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were 250GeV electrons. It attenuates muons by 4 order of magnitudes more than a case
with no muon-shield (open circles). The oppositely magnetized attenuator( open triangles,
10 KG, µ− inside ) has less shielding power than the best case for col.6-8 since the negative
muons can be transported to the detector in the same way as the beam. The magnetization
effect is clearly seen by comparing them with the no magnetized attenuator (solid circles,
0 KG). With the best configuration and the 0.1 ∼ 1% beam tail, a few muons would hit
the detectors per pulse for the pulse population of (0.71 ∼ 1.33)× 1012 corresponding to
A∼Y in Table 1.3. In this case the muons should not be a serious background.
Figure 7.3: (a) Locations of bending magnets and collimators in the beam
delivery system. (b) The number of collimated electrons (positrons), which
give one muon in a detector of 16 × 16 × 16m3, at eight collimators. Open
circles are simulation results with no muon shield, and the others are those
with muon attenuators at 1510∼2856m from IP (Y. Namito, Jan.1999).
7.2.2 Synchrotron Radiation
Since the intensity of synchrotron radiation is on the same order as the intensity of the
beam, itself, it would be very harmful to the experimentation if they are scattered at the
pole tips of the nearest quadrupole magnet QC1. It is also very difficult to shield them
near to the IP. The amount of synchrotron radiation is determined by the maximum size
and angular divergence of the beam profile. Both the maximum beam size (x, y) and the
divergence (x′, y′) shall be well defined and controlled by the collimators.
The divergences can be expressed by σθx(y) =
√
ǫx(y)/βx(y), where βx(y) is a (optical)
beta function in the final focus system and ǫx(y) is an emittance of beams. The beam
size and the divergence are related by ǫx(y) = σθx(y) · σx(y). If we can not control them
by some means, we must change the optics to enlarge βx(y) so that σθx(y) decreases. We
may thus even have to sacrifice the luminosity because of σx(y) =
√
ǫx(y) · βx(y). A similar
situation would likely occur at the beginning of operation with a larger emittance than
the expected one, as happened in the SLC experiments.
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Figure 7.4: Horizontal(6σx) and vertical(40σy) beam envelopes through the last
bending magnet and five final focus quadrupole magnets(QC1,QC2,QC3,QC4
and QC5). The maximum divergences of the synchrotron radiation are also
drawn by arrows.
Figure 7.5: Profiles of the synchrotron radiation at QC1;right figure shows the
magnified view around the center of QC1. The profile at the center accompa-
nies the in-coming beam. The two right-hand side ones are passing through
QC1 of 2.2m long after a collision with a 8mrad horizontal crossing.
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Figure 7.4 shows the development of transverse beam envelops that correspond to
6σx × 40σy. Figure 7.4 covers the region from the IP up to the nearest dipole bend
magnet. Here the smearing effect due to collimation is not taken into account, since it
was estimated to be very small(10−8) as mentioned earlier.
With a mask of 8 mmφ radial aperture that is located at 30 m from the IP, synchrotron
radiation from upstream magnets beyond the last bending magnet can be completely
masked. Any synchrotron radiation that passes through the aperture of 8 mmφ mask
would pass through the final quadrupole magnet (QC1) without scattering. The half
aperture of QC1 is chosen to be 6.85 mm. As can be clearly seen in Figure 7.4, the
radiation from QC3 and QC2 provides the maximum divergence at the IP in the horizontal
and vertical directions, respectively. The profiles of the radiation at the QC1 are shown in
Figure 7.5. The length and inner aperture of QC1 are 2.2 m and 13.7 mmφ, respectively.
The front face of QC1 is located 2.0 m from the IP. The in-coming radiation passes through
the central axis of QC1. After colliding with the opposing beam at a horizontal crossing
angle of 8 mrad, the out-going radiation passes off-axis through the QC1 magnet on the
other side. The location of the out-going radiation is depicted as two elliptic profiles on
the right-hand side of Figure 7.5.
As described above, it is expected that there should be no background problems due
to the synchrotron radiation if we carefully optimize the collimation and the optics simul-
taneously.
7.2.3 e+e− pairs
An enormous amount of e+e− pairs will be created during collisions, for instance a few
times 105 pairs per bunch crossing. While their vast majority are scattered into extremely
forward angles, some can be greatly deflected by the strong magnetic field that is produced
by the in-coming beam. In such cases they can enter the detector region and can create
background noise to the detector facility. Figure 7.6 shows the angular distributions of
pair-produced electrons and positrons after the beam-beam interaction. The calculation
was made using ABEL[9]. Many particles (electrons or positrons) are scattered at large
angles exceeding 200 mrad. We can also clearly see an asymmetry in their azimuthal
distribution. More particles are deflected in the vertical direction than in the horizontal
because of a very flat transverse beam profile (σ∗x/σ
∗
y = 260nm/3.0nm). Since the energies
of the particles are relatively small, and are at a few hundreds MeV, most of these particles
are confined near the beam axis due to the detector solenoid magnetic field. However,
when they hit QC1 in the out-going side, many secondary photons are back-scattered
uniformly into the detector region. They can become serious background.
7.3 Layout
IP layout is shown in Fig.7.7. Nearest final quadrupole magnet (QC1) is located at 2m
from IP, where the QC1 is shielded against a solenoid field of 2 Tesla by a superconducting
compensation magnet. A huge number of X rays, which are created in electromagnetic
showers of e± pairs at QC1, are absorbed in conical and cylindrical tungsten masks.
Angular coverage of the conical mask ranges from 0.15 to 0.2 radian, leaving a small dead
cone angle, but the front part of the conical mask could be instrumented as a calorimeter.
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Figure 7.6: Electrons and positrons scattered by beam-beam interaction at
IP. The vertical and horizontal axes denote the scattering angles in the vertical
and horizontal directions, respectively. The left- and right-hand figures show
the distributions of the positrons and electrons, respectively, downstream of the
electron beam. Since the positrons have the same sign charge as the in-coming
(positron) beam, they are scattered by larger angles than the electrons.
Figure 7.7: Interaction region.
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There is the luminosity monitor covering an angular region between 0.05 and 0.15 radian
inside the mask. The carbon mask in front of the QC1 is very effective to absorb low energy
back-scattered electrons. The 4-layer vertex detector (VTX) is located at radial distance
from 2.4 to 6.0cm, followed by an intermediate tracker to link charged tracks between
the central drift chamber (CDC) and the VTX. All these instruments are installed in a
support tube of 80cm diameter[10].
The interaction region has been updated since the 1st ACFA-LC (Beijing) workshop[11]
in order to further reduce e± pair backgrounds in VTX and CDC, especially X-rays in the
CDC. The major changes are in the beam pipes and the locations of the carbon mask and
the pair monitor. The beam pipe inside the VTX is made of 0.5mm thick beryllium, 4cm
in diameter, while the major part is a 15cm diameter beam pipe of 2mm thick aluminum
in the mask. These two beam pipes are connected with a conical beryllium pipe of 2mm
thickness. The 15 cm diameter is large enough for e± pair particles to curl inside the
beam pipe without interactions. The pair monitors consisting of active pixel device are
now located at 176cm from IP, i.e. inside of luminosity monitor. In the previous design,
they were closer to IP and were one of the sources of X rays.
7.4 Estimation of background hits
7.4.1 e+e− pairs
There is a desire to increase the detector magnetic field (B) from 2 to 3 Tesla. The
motivations are to reduce backgrounds and to place a vertex detector closer to beam line
as well as to reduce the overall detector size. We study a case of B =3Tesla in terms
of backgrounds in two major detectors, which are CDC filled with 1atm CO2/isobutane
(90%/10%) and VTX of 25 × 25µm2 pixels. Inner and outer radii of the CDC are 0.45
and 2.3m, respectively, and the length is ±2.3m. The VTX is assumed to be consisted
of three layers ( r=2.5, 5.0, 7.5 cm and z=±7.5, 15.0, 22.5cm, respectively) in this study.
Background hits were also simulated with detailed geometries by JIM, where photons and
electrons(positrons) are tracked down to their energies of 10keV and 200keV, respectively.
The major backgrounds are secondary photons in the CDC although the CDC is
shielded against them by the masks. For an estimation of the photons entering the CDC,
we counted the number of photons traversing a surface of 60cmφ × ±1m long cylinder.
Figure 7.9 shows the results at B =2 and 3 Tesla for 10 bunch crossings. Most of the
photons are created by low energy electrons (or positrons) hitting the 4cmφ beam pipe
very near IP . We can see an apparent advantage of higher magnetic field in Fig.7.9 because
of stronger confinement of the electrons(positrons) around the beam line at B =3 Tesla.
On the other hand, the main backgrounds to VTX are primary electrons(positrons).
Rates of background hits are summarized both at B =2 and 3 Tesla in Table 7.1.
As mentioned above, the backgrounds hits in CDC are proportional to the numbers of
photons, which are one order of magnitude less at B =3 Tesla than those at B =2
Tesla. The CDC hit rates were estimated to be 1210 and 120 hits per a train crossing
at B =2 and 3 Tesla, respectively. Assuming that the total number of CDC readout
channels is 10000, corresponding occupancy rates are 12 and 1.2 % at B = 2 and 3 Tesla,
respectively. In the VTX the most severe backgrounds were observed at the innermost
layer, where the hit densities are estimated to be 0.9 and 0.4 /mm2/train at B =2 and
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Figure 7.8: Pair samples in the sup-
port tube at B =2 Tesla by JIM simu-
lation, where photons of > 100MeV and
electrons(positrons) of > 10MeV are only
shown for display purpose.
Figure 7.9: Number of photons traversing
a cylinder of 60cmφ× ± 100cm long as a
function of z at B =2 and 3 Tesla for the
CDC background estimation.
3 Tesla, respectively. We also simulated backgrounds for the case of the high luminosity
option specified as JLC-Y. The results are also listed in Table 7.1. For the JLC-Y, the
background rates per bunch crossing increase by 1.3∼3 times because of smaller beam
sizes as seen in Table 1.3. Doubling the number of bunches per train crossing at the
JLC-Y, the CDC occupancy and the VTX hit density can be estimated to be 47 (7.4)%
and 2.8(1.0)/mm2/train, respectively, at B =2 (3) Tesla.
Setting background tolerances for 10% occupancy and 1/mm2/train hit density in the
CDC and VTX, respectively, the backgrounds with B = 2 Tesla are marginal at the JLC-
A and they may overwhelm the detectors at the luminosity-upgraded JLC-Y. For the case
of B = 3 Tesla, there seems to be a possibility of placing the VTX closer to the beam
line at least for the JLC-A. Therefore two configurations of the VTX and beam pipe have
been studied by the JIM simulation. The first comprises the VTX of 1.5cm minimum
radius (rvtx1) and 2cmφ beam pipe, while the second comprises the VTX of rvtx1=1.8cm
and 3cmφ beam pipe. Radii of the second and third layer of the VTX are 2.5cm and
5.0cm, respectively, for both configurations. The simulation results are summarized in
Table 7.2. From the point view of the background tolerances, the second configuration is
only allowed for the CDC occupancy of 7.2% and the VTX hit density of 1.6/mm2/train.
At the JLC-Y, a more elaborate study shall be needed on a detailed geometry of beam
pipe as well as a tracking algorithm in the CDC with the ”exceeded” occupancy even if
the innermost layer of the VTX may be overwhelmed by backgrounds.
7.4.2 Neutrons
We estimated the neutron background produced through photo-nuclear reaction. The
pair background particles hit the QC1 and make the EM shower, and the photons in the
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Table 7.1: Pair backgrounds for 4cmφ beam pipe atB =2 and 3 Tesla for beam
parameters of the basic JLC-A(95 bunches/train) and the high luminosity
option of JLC-Y(190 bunches/train), where numbers are for 10 bunch crossings
if there is no specification.
r z B = 2 Tesla B = 3 Tesla
cm cm JLC-A JLC-Y JLC-A JLC-Y
photons 30 ±100 3076 6082 371 946
vtx-1:hits 2.5 ±7.5 2186 3279 900 1205
/mm2/train 0.9 2.8 0.4 1.0
vtx-2:hits 5.0 ±15.0 720 920 104 306
vtx-3:hits 7.5 ±22.5 406 545 34 138
CDC:hits(tracks) 45∼230 ±230 121(101) 235(194) 12(9) 37(28)
Table 7.2: Pair backgrounds for 2 and 3 cmφ beam pipes at B = 3 Tesla
for the JLC-A, where numbers correspond to 10 bunch crossings if there is no
specification.
r z B = 3 Tesla
cm cm 2cmφ 3cmφ
photons 30 ±100 5857 1626
vtx-1:hits 1.5 ±4.5 3065 -
/mm2/train 3.6 -
1.8 ±5.4 - 1906
/mm2/train - 1.6
vtx-2:hits 2.5 ±7.5 680 804
vtx-3:hits 5.0 ±15.0 402 208
CDC:hits(tracks) 45∼230 ±230 259(217) 72(63)
shower cause the photo-nuclear reaction. The neutrons produced here can spread over
the entire detector inside the iron structure.
The pair background particles which can go through the QC1 cannot be transported
along the same line as the main extracted beam and will hit the components of the
extraction beam line resulting the EM shower. The beamstrahlung photons have the very
small angular divergence but eventually hit the beam-dump and also produce neutrons.
These neutrons can come back to the IP region through the hole for the beam pipe.
In order to study the neutron background produced at the QC1, we used a computer
code written by Dr.T. Maruyama at SLAC for the neutron generation built into GEANT3.
For the neutron transportation in GEANT3, FLUKA(for En > 20 MeV) or MICAP(for
En < 20 MeV) was used. The cut-off energy for neutral hadrons was 1 keV. We counted
the number of neutrons passing the z = 0 plane in the simulation. We found 66 neutrons
passing the plane in r < 10 cm area for 1000 bunch crossing. This number corresponds
to 3 × 107/cm2y near interaction point. As the main tracker the central drift chamber
(CDC) with gas mixture of CO2:Isobutane(C4H10)=90:10 is being considered. Since this
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gas mixture contains hydrogen atoms, neutrons can make background hits by elastic
scattering. The number of the background hits in the CDC we obtained by the simulation
is 800 hits/train.
We have also estimated neutron backgrounds using Fluka98 program. In this calcu-
lation, we used the magnetic field consisted of the detector solenoid of 2 Tesla, the QCS
magnets, and the compensation magnets to cancel out the solenoid field in QCS region.
In this configuration, the magnetic field vector which points along beam direction at IP
region changes the direction to perpendicular to the beam axis. Since the Z components of
the magnetic field which could trap soft e± was reduced, more e± hit the inner surface of
QCS. However, neutrons which returned to IP were produced mostly at the front surface
of QC1, the large increase of neutron yield by this effect was not observed.
In FLUKA simulation, the cut off energy for neutron transport was 1 keV while those
for e+/e− and photons were 10.511 MeV an 4 MeV, respectively. As seen in Fig. 7.10,
the only few neutron had energy less than 10 keV.
Figure 7.10: The energy spectrum of neutron which return to at IP. Note
that the scaling of upper and lower figure is different: Upper figure is log Y
scaling, and lower figure is log X scaling.
From the Fluka simulation, we obtained the number of neutron distribution at Z=0
as shown in Fig. 7.11. From this figure we got the total number of neutron within the
radius of 10 cm is 292 for 1000 bunch crossing (BX) ( entries in the figures are doubled to
count backgrounds by e− and e+). If uniform neutron distribution is assumed the average
neutron flux is 0.93×10−3 n/cm2 per bunch crossing. For 1 year ( 107sec ), we get 13×107
n/cm2/year at IP. The result is consistent with the GEANT3 simulation within a factor
of 4, if we neglect a difference of magnetic field distribution used for the simulations.
At present it is difficult to make a reliable estimation on the neutron background
from the downstream because we don’t have the design of the beam extraction line of
the JLC yet. So we made a very rough estimation on it. By the detector simulation
it was found that among the total energy of 100 TeV of the pair background particles
in one bunch crossing, 13 TeV is absorbed in the QC1 and 87 TeV goes downstream.
By scaling the neutron background from the QC1 with the deposited energy, we get the
upper limit of the neutron background produced by pair background particles at the QC1
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Figure 7.11: The number of neutrons as a function of radius at Z=0 (IP). The
vertical axis is scaled so that it gives the number of neutron for 1000 bunch
crossing.
and other beam line components downstream of the QC1 as 1.5× 107× 100 TeV/13 TeV
∼ 1× 108/cm2/year.
For the estimation of the neutron background from the beamstrahlung photons, we
assumed all photons lose their energy in the water beam dump located at 300 m from the
IP. The electron/positron beam was assumed to be bent before the water beam dump and
dumped elsewhere so that the neutrons from the e± dump can be shielded sufficiently.
Using the GEANT3 simulation with the neutron generation code we found that 6×1020
neutrons are produced in one year which is reduced to 1×1017 at the surface of the beam
dump on the IP side owing to the self shielding by the water. If the solid angle acceptance
at the IP is simply multiplied, the resulting neutron yield at the IP is 2×107n/cm2/year.
According to the Fluka98 simulation, the neutron yield at the surface of water dump
is 2.8× 1017 neutrons per year which corresponds to 5× 107n/cm2/year at IP if we take
into account the acceptance of solid angle and contribution from two water dumps are
added.
7.5 Background hits in different detector models
So far the final focus quadrupole magnets(QC1) are assumed to be located 2 m away from
the interaction point(l∗=2 m). Recently a new idea of final focus optics is proposed [12]
which makes longer l∗ of 4.3 m possible. With this optics, the background particles (γ, e±,
neutron) due to back-scattering from QC1 would be reduced. In this section, we present
the results of simulation studies on the pair-background in several detector models which
have different magnetic field, mask design, and l∗.
Background hit rate has been studied for four detector models (table 7.3). The layout
CHAPTER 7. INTERACTION REGION 222
Figure 7.12: Schematic views of model c) and d) detectors in the 3 T model.
and background estimations in the previous sections are based on 2 T model [1]. Compared
with the 2 T model, the outer radius of the central drift chamber (CDC) and inner radius
of the barrel calorimeter of the 3 T models are reduced in order to keep the minimum
pt of charged particles which reach the barrel calorimeter constant. The length in z
direction of the CDC and the z position of the endcap calorimeter are also reduced in 3 T
models. In models a) and b), large conical tungsten masks are placed to shield the back-
scattered particles produced by the pair-background particles hitting the QC1 as shown
in Fig.7.7. Instead, smaller conical masks are used for the model c). Model d) is for the
case of l∗=4.3 m. Two sets of forward calorimeters work as active masks in this model.
Schematic views of model c) and d) are shown in Fig. 7.12. The pair-background particles
were generated using a program code CAIN [13] for the JLC-A. These particles were put
into a full detector simulation program JIM which is based on GEANT3. Magnetic fields
of the QC1 and the compensation magnets were taken into account. The cut-off energy
was set to 10 keV for γ’s and 1 keV for neutrons.
Table 7.3: Detector models and expected background hits per beam crossing:
track density at the innermost layer (r=24 mm) of vertex detector(VTX), a
number of hits in the central tracker(CDC) by γ and neutron, and an energy
deposit in calorimeter(CAL), where models a) and b) are called as 2 T model
and models c) and d) are called as 3 T model.
Model B(T) l∗(m) Mask VTX(/cm2) CDC(γ) CDC(n) CAL(MeV)
a 2 2 150 – 200 mrad 0.7 2 30 600
b 3 2 150 – 200 mrad 0.4 1 2 900
c 3 2 70 – 100 mrad 0.4 2 2 900
d 3 4.3 – 0.4 1 0.1 30
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The results of the simulation are given in table 7.3. Background hit rate of CDC by
neutrons in the 2 T model is quite high because 10 cm thick tungsten mask is not enough
to stop neutrons. In the 3 T models, the CDC hit rate by neutrons is reduced because the
neutron source (QC1) is surrounded by the endcap calorimeter which works as a neutron
shield. With l∗=4.3 m optics, the background source is located farther from the detector
components and the background hit rate of the detectors get even less. The simulation
was also performed with the JLC-Y. The result shows about two times more background,
while the luminosity is 3 times more than that of the JLC-A.
7.6 Pair monitor
The disk-shaped pair monitor comprises double layers of active pixel sensors whose pixel
size and thickness are 100 × 100µm2 and 300µm of silicon, respectively. The inner and
outer radii are 2 and 8.5cm, respectively. The pair monitor should measure positions and
energy deposits of electrons or positrons and secondary photons. Figure 7.13 shows the
energy deposits simulated with detailed geometries by JIM, where the pairs have been
generated with beam parameters of JLC-A by CAIN21d[13]. Many of them hit only
one cell and, as clearly seen in this figure, a very sharp peak appears around 100keV.
Therefore, they can be effectively discriminated from the secondary backgrounds simply
by a 70 keV threshold in energy deposits.
In order to see how we can measure the beam sizes, pairs have been generated with
five different vertical beam sizes at IP by CAIN[13], i.e. σy = σ
o
y(basic), 2 × σoy , 3 × σoy,
4×σoy and 10×σoy for the statistics of 20, 40, 60 50 and 110 bunch crossings, respectively,
while the other beam parameters are the same as the basic ones. The minimum energy
of the pair particles was 3 MeV.
Radial distributions of the pairs are shown in Fig.7.14, where the number of hits are
normalized at 20 bunch crossings for realistic statistical comparisons. All five histograms
have sharp shoulders, while negligibly small tails are due to those scattered inherently at
large angles. As clearly seen in this figure, positions of the shoulders do not depend on the
vertical beam size(σy) indeed as described in [14]. Since they depend on the horizontal
beam size(σx) as well as well-known beam intensities, the horizontal beam size can be
estimated by the radial distribution.
The most interesting observable is the distribution of azimuthal angles, since the angles
carry an information of the vertical beam size as a function of aspect ratio,A ≡ σx/σy.
Among the pair particles, particles of the same charge as the incoming beam must be
deflected with large angles because of repulsive Coulomb forces. When the incoming beam
has a large aspect ratio, the particles are scattered asymmetrically due to the asymmetric
Coulomb potential, that is, more vertically than horizontally. Figure 7.15 shows a scatter
plot of hits in the pair monitor on a plane of azimuthal angle and radial position. Two
dense bands can be seen, which are made of particles deflected upward or downward and
swum helically in the 2 Tesla solenoid field. In order to quantify the asymmetry, we set
four regions (H2, L1, H1, L2) as shown in Fig.7.15. Area of H2 and L2 is larger than that of
H1 and L1 because of left-right asymmetry with 8 mrad crossing angle. Then, we defined
a ratio, R ≡ (L1 + L2)/(H1 + H2) as proposed[14], where L1, L2, H1, H2 represent the
number of hits in each region. It is expected that R becomes smaller as A increases while
R = 1 for round beams. The simulation results are shown for beams with five different
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Figure 7.13: Energy deposits in the
pair monitor. The solid and dashed his-
tograms show energy deposits in each cell
and those by a track, respectively. The
black one show those of secondary back-
grounds in each cell.
Figure 7.14: Hit distributions normal-
ized at 20 bunch crossings as a function
of r for energy deposits of >70keV, where
histograms correspond to 5 vertical beam
sizes at IP; i.e. basic (σoy), 2×, 3×, 4× and
10× σoy
.
Figure 7.15: Scatter plot of hits with >70
keV energy deposits in the pair monitor on
a plane of azimuthal angle(x) and radial
position (y), where four sensitive areas are
also depicted in order to calculate a ratio
of (L1 + L2)/(H1 +H2)
.















n  ( s y = n x s yo )
Figure 7.16: Ratio of (L1+L2)/(H1+H2)
as a function of vertical beam size (σy =
n× σoy) at IP, where error bars are statis-
tical corresponding to 20, 40, 60, 50 and
110 bunch crossings for n=1,2,3,4 and 10,
respectively.
CHAPTER 7. INTERACTION REGION 225
Table 7.4: Energy deposits in the luminosity monitor (LM) and active mask
(AM) per 100 bunch crossings.
B=2T e+e− pairs 50GeV e 250GeV e 250GeV µ
AM 264MeV 120.4MeV 541.0MeV 0.48MeV




σy’s in Fig.7.16. Up to 4× σoy, we observed a linear relation between R and the vertical
beam size. Under the basic beam condition, the vertical beam size could be measured for
100 bunch collisions with < 10% statistical accuracy. Since this method, i.e. counting hit
numbers in specific regions with energy deposits of greater than 70 keV, is very simple,
the pair monitor can be a feedback device for beam tuning in realtime. With the fast
gate, the pair monitor should detect the pairs in specific bunches in order to investigate
a variance of beam size in a bunch-train.
7.7 Luminosity Monitor and Active mask
Luminosity monitor is located at 163cm from the interaction point (IP), which is made of
tungsten (W) of 15cm thickness (42.86Xo) and the (polar) angular coverage ranges from
0.05 to 0.15 radian. It is segmented into 32, 16 and 128 divisions in radius (r), azimuthal
angle (φ) and longitudinal coordinate (z), respectively. The physical dimensions are 5mm,
3.2-9.7cm and 1.17mm in r, φ and z, respectively. At present, all the tungsten segments
are treated as sensitive detectors; that is, energy deposits in all segments are calculated
in simulations. A real detector must have some sensitive layers made of active material
such as scintillator, silicon pad, or crystal (e.g. BGO) instead of tungsten.
A front part of the conical mask is instrumented to measure energy deposits in elec-
tromagnetic showers. The mask is made of tungsten. The longitudinal position is 30cm
from IP and the angular coverage is from 0.15 to 0.2 radian. The active mask consists
of 8 layers of silicon pads ( Si(200µm) + G10(300µm) ), where the first W layer is 5mm
thick and the other W layers are 1cm thick. In simulations, energy deposits in silicon
pads are calculated. The active mask is segmented into 8-10 and 32 divisions in r and φ,
respectively. The physical dimensions are 2mm and 0.9-1.2cm in r and φ, respectively.
The e+e− pairs were generated with a statistics corresponding to 100 bunch cross-
ings (∼1 train crossing) by cain21d, where the nominal JLC-A machine parameters at√
s=500GeV were used. They should always overlap on any physics event at JLC. For the
signals, electrons of 50 or 250GeV were generated into the front center of the luminosity
monitor and the active mask. Their energy deposits were calculated by the JIM simula-
tion, and they are listed in Tab.7.4 ,where energy deposits due to 250GeV muons are also
listed. As clearly seen, energy deposits of e+e− pairs decreases at higher magnetic field
(B=3T). The luminosity monitor contains all electromagnetic shower while the active
mask has shower leakage of ∼10% in radial direction for a 250GeV electron compared
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with a 50GeV electron. The longitudinal leakage in the active mask with 21.4Xo was
estimated to be ∼1% even for a 250GeV electron.
Although the total energy deposits of e+e− pairs are very large, the spatial distri-
butions are very different from those of electrons as seen in Fig. 7.17 and 7.18 for LM
and AM, respectively. The simulations show that most of the pairs are absorbed near
the surfaces of ∼ 1Xo depth because of their low energies while the 50GeV and 250GeV
electrons have shower maxima at 5Xo and 8Xo, respectively.
Among the total energy deposit of 152 (46.7) GeV/train in LM due to e+e− pairs, only
54∗(14∗) GeV comes from the front at B=2(3)T, while most comes from the inner-back.
(∗ sum of incoming energies). The φ-segmentation (16 div.) is important for angular
resolution, and the r-segmentation (32 div.) is desired to determine polar angle with an
accuracy of a few milli-radian. So, a fine-segmented W/Silicon calorimeter seems to be
ideal. The thickness of tungsten layers must be optimized for energy-resolution.
For AM, first layer (5mm thick W) has ∼50% energy deposit for e+e− pairs. Again,
φ segmentation (32 div.) is important for angular resolution. Eight layers of W/Si-pad
calorimeter (21.4Xo) works very well for vetoing high energy electrons.
7.8 Support system
To support the components at the interaction region, 80 cm diameter with 10mm thick
of support tube made of CFRP was proposed. The support tube is usually acted on
self-weight of the components and vibrations from the ground. One of the important
requirements is that relative displacement between QC1 separated by 4 m has to be kept
less than 1 nm. Therefore, to optimize the support tube configuration, static analysis
and dynamic analysis were carried out. And to realize these analyses, the excitation test
using prototype model is being done.
At the initial concept of support tube, 12 m long single CFRP tube is provided and
it is supported on the both of iron end yokes. Analysis in terms of this configuration
was studied and reported at the 2nd ACFA-LC workshop in Seoul. It showed that rel-
ative displacement to be excited by ground motions were completely negligible between
QC1’s. Since then, a new analysis has been executed on a system, where the two final
focus doublets are independently supported by two identical cantilevers. If the system is
stable in terms of ground motions, it is experimentally more preferable because of less
material in detectors as well as easier assembling of the doublets and more straightforward
installation.
In the calculations for the support tube, stiffness of the support tube was ignored.
The bending stiffness can be defined to D=EI, where D is the bending stiffness, E is
Young’s modulus and I is moment of inertia. Moment of inertia is proportional to 104
of the thickness. Thus, compared to the bending stiffness between 10mm thick of CFRP
support tube and tungsten mask, stiffness of the tungsten mask is to be 25 times larger. So,
only the stiffness of the 10 cm thick tungsten mask was taken into account. The tungsten
mask consists of 4 pieces in the longitudinal direction and 2 pieces in the circumferential
direction as shown in Fig. 7.19. Overall length after assembling is 8 m and load conditions
are self-weight of 32 tons for tungsten mask and other components of 9 tons, respectively.
The mechanical properties of tungsten are, Young’s modulus is 415 GPa, density is 19.3
and tensile strength is 900 MPa, respectively.
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Figure 7.17: Energy deposit of a 50 GeV electron together with e+e− pairs
whose statistics corresponds to 100 bunch crossings in LM. Left and right
figures are plotted in r-z and φ-z planes, respectively.
Figure 7.18: Energy deposit of a high energy electron together with e+e−
pairs whose statistics corresponds to 100 bunch crossings in AM. The electron
energies are 50 and 250 GeV in left and right figures, respectively.
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Figure 7.19: Configuration of the tungsten mask.
Figure 7.20 shows the results of static analysis. The gravitational sag due to load of
41 tons was calculated to be 1.6 mm at the top of tungsten mask when it assumed that
the tungsten mask is fixed to two points where 7 m far and 8 m far from the interaction
point. Stress level was to be 23 MPa that is sufficient low against the tensile strength.
This deformation is not accepted. If the mask is additionally fixed at 3.85 m far from the
interaction point, the gravitational sag can be improved to 0.09 mm. This indicates that
the mask is supported at the back end and the iron yoke.
Figure 7.20: Deformation of the tungsten mask due to a load of 41 tons.
To know the behavior against vibration such as ground motion, dynamic analysis was
carried out. Kinds of dynamic analysis are modal analysis to know the natural frequency
and mode shape of structure, harmonic response analysis to know the amplitude at the
resonant frequency and spectrum analysis to know the amplitude by input the combined
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different vibration characteristics. In the dynamic analysis, two analysis models were
assumed. One is the support is fixed to the rigid base so called “rigid case”. And the
other is the support is fixed to the soft base whose natural frequency is 15 Hz, “soft case”.
Usually, natural frequency of large structure is supposed to be relatively low, and from
the viewpoint of the seismic design, natural frequency of large structure is to be around
15 Hz. Constraint points are 3 points where 3.85m, 7 m and 8 m from the interaction
point, respectively.
As shown in Fig. 7.21, the result of modal analysis on the rigid case is calculated to
natural frequency of 71 Hz at first mode, 179 Hz at second mode and 202 Hz at third
mode, respectively. In the soft case, natural frequencies are calculated to be 15 Hz at first
mode, 54 Hz at second mode and 93 Hz at third mode, respectively.
Figure 7.21: Mode shapes by the modal analysis at the first, second and
third natural frequencies. Left and right figures show rigid and soft cases,
respectively.
As the next step of dynamic analysis, harmonic response analysis was done. This
calculation is a technique used to determine the steady-state response of structure to
loads that vary harmonically with time. Applied acceleration was determined from data of
grand motion measured in the TRISTAN tunnel. Correlation of amplitude and frequencies
are 3 µm at 3 mHz, 1 µm at 0.1 Hz, 10 nm at 1 Hz and 5nm at 3 Hz, respectively[15].
From these data, acceleration forces can be converted to 1× 10−7, 4× 10−4, 4× 10−5 gal
and 2 × 10−4 gal, respectively. So acceleration force of 2 × 10−4 gal was chosen because
of the largest value. Dumping ratio was set to 2 %. The calculation results of the rigid
case is about 0.2 nm as shown in Fig. 7.22. Responded deformation at the soft case is to
be 6 nm.
At the spectrum analysis, three kinds of measured amplitude are input to the con-
straint points, and then vertical deformations at each resonant frequency are calculated.
Figure 7.23 shows the calculation results. The deformation of rigid case at each mode is
calculated to be from 3 nm to 8 nm. The soft case was turned out to be more stable then
the rigid case since the structure was so rigid that it would not be deformed locally. For
the soft case, the largest movement was smooth shift by 2.5 ± 0.2 nm at the first mode
of 15Hz. Good coherency of ground motions has been observed at such short distance
between two points in many places. Therefore, the results are encouraging. Since the co-
herency generally diminishes at higher frequencies, an oscillation proof must be essential
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Figure 7.22: Results of the harmonic response analysis , where peaks are at
the first natural frequencies.
for the support system at f ≥ 10 Hz.
Vibration test using prototype model is just in process. The main purpose is to
evaluate a validity of calculations by measuring oscillation properties of the prototype
model. In the prototype model design, natural frequency resembles to the real support
tube as possible. Two kinds of prototype models are provided those are cantilever type and
both ends fixed type. Size of the prototype model is 800mm long and square aluminum
bar(100 mm wide and 20 mm thick). They are excited by maximum strength of 10kg
long stroke shakers. Input signals are provided by manual sine controller. In the test,
some study items are planed; (a) measurement of natural frequencies and amplitudes
of the oscillations, (b) measurement of amplitudes with different phases at both ends,
(c) comparison between both-ends and cantilever support cases, (d) effects of supporting
methods, that is, number of bolts and its sizes (e) measurement of dumping coefficients.
Configuration of the data taking as shown in Fig. 7.24 is two laser position meters are set
to the fixed end and free end of the bar, and velocity sensor (Geophone) and G-sensor are
placed on the fixed end. Then those data is taken by the data logger and they are sent
to the PC computer. Data from Geophone can be analyzed by FFT too.
7.9 Dump line
Preliminary design of the dump line, beam line after the interaction point, was studied.
SAD [16] was used for this design. In the beam line, energy distribution of the beam after
the collision should be measured with resolution less than 0.1% for δE/E > −1% where
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Figure 7.23: Deformations of the tungsten mask between 2 and 7 m from
IP by the spectrum analysis. Left and right figures show rigid and soft cases,
respectively. Mode shapes are similar to those of the modal analysis.
Figure 7.24: Test configuration of the prototype in a cantilever case.
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δE/E is the relative energy deviation from the nominal energy. On the other hand, beam
loss in the line should be as little as possible to reduce background for the detector. In
order to measure beam energy distribution, beam is focused again at the second focal
point, FP2. And vertical bending is introduced to make vertical dispersion at FP2. The
optics of the beam line is shown in Fig. 7.25. Four quadrupole magnets, two sets of
doublet, are used for re-focusing. Two vertical bending magnets are used for introducing
dispersion. Magnetic fields of the two final quadrupole magnets of the opposite main
(incoming) beam line were also considered. Transverse distribution of monochromatic
beams at FP2 are shown in Fig. 7.26. Each cluster of the distribution represents a
distribution of electrons in a monochromatic beam of −δE/Eobeam=0, 0.2, 0.4, 0.6, 0.8 or
1.0%, where the beam energy (Eobeam) is 250GeV. Here, we assume the transverse beam
parameters after collision as follows; normalized emittance ǫx/y=1600/20(×10−8 m) and
beta function βx/y=4/0.15(mm), which have been estimated for the JLC-C parameters
by CAIN. Energy distribution will be measured, for example, scanning a horizontal laser
beam with small vertical size, detecting gamma rays produced by Compton scattering.
And, roughly speaking, the resolution would be less than 0.1% for δE/E > −1%.
Figure 7.25: Optics of the beam ex-
traction line.
Figure 7.26: Transverse distribution
of monochromatic beams at FP2.
To study beam loss, a tracking was performed using SAD, where 40000 macro particles
were used. The initial conditions of the macro particles were also calculated using the
CAIN. Some simple aperture at each magnet was assumed and particles went out of it
was assigned to be lost at the position. Figure 7.27 shows the energy distribution of
survived particles (solid) and that of lost particles (dashed). About 0.9% of the total
particles (which had low energy) were lost. Figure 7.28 shows the rate of neutron dose at
the interaction point. We assumed that one neutron would be created per 10 GeV beam
loss. The neutron dose was calculated considering the distance between the IP and the
lost position assuming no shielding between them. In total, 4 × 1011/cm2 neutron dose
is expected in one year. This result may not be acceptable. But it should be noted that
the self-shielding effect or additional shield is not included in this study. In addition,
more realistic (and complicated) assumption of the aperture may reduce the beam loss.
If we loosen the requirement for the resolution of the energy distribution measurement,
the beam line optics may be modified to reduce the beam loss.
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Figure 7.27: Energy distribution of
survived particles (solid) and lost par-
ticles (dashed).
Figure 7.28: Rate of neutron dose
at the interaction point (/cm2/bunch
crossing).
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The primary role of the vertex detector is to reconstruct the secondary and tertiary
decay vertices of B and D meson decays and tag bottom(b) and charm(c) quark jets.
Distinguishing heavy flavor (b and c) jets from light flavor(u, d, and s) jets is relatively
easy. It can be achieved by looking for tracks which have impact parameters significantly
greater than zero. In precision measurements of some physics processes at the linear
collider, discrimination between b and c quark jets is required. In this case reconstruction
of secondary and tertiary vertices is necessary for efficient discrimination of b jets from c
jets. Better spatial resolution and tracking efficiency are required for the vertex detector
to obtain better tagging efficiency of the jet flavor.
The vertex detector consists of several layers of sensors surrounding the interaction
point concentricaly. Vertex reconstruction is performed by extrapolating tracks measured
by several layers of the sensors. In order to get better vertex resolution and better flavor
tagging efficiency, the vertex detector should have the following features:
• The length of the extrapolation should be as short as possible, i.e., the innermost
layer should be as close to the interaction point as possible.
• To minimize the effect of multiple scattering, the thickness (in radiation length) of
the sensors and supporting ladders, particularly that of the inner most layer, should
be as thin as possible.
• The sensors should be two-dimensional (pixel type) sensors with high granularity
in order to separate near-by tracks in a collimated jet. Of course better spatial
resolution is desirable.
When we try to satisfy these requirements, we are faced with several difficulties. As
discussed in section 7.4 the track density of the pair background particles increases near
the interaction point. High background hit rate causes the problems of wrong tracking
due to fake hits leading to poor vertex resolution, and radiation damage of the sensors.
Therefore there is a limit on the minimum radius of the inner most layer. The existence
of the beam background gives rise to another requirement for the vertex detector:
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• The sensors used for the vertex detector should have enough radiation immunity so
that the first layer can be located in the vicinity of the interaction point.
Possible Options
The vertex detector has to consist of pixel type sensors not only for the separation of
tracks in a collimated jet but also for the detection of tracks in the environment where
a large number of the beam background hits exist. The following technologies can be
candidates for the sensors used for the vertex detector.
• CCD: CCD (Charge Coupled Device) is an established technology widely used also
in commercial products. The thickness of the sensitive region is about 20 µm. The
wafer thickness can be thinned down to 20 µm provided that the mechanical strength
is assured with an adequate method. Large size chips (1.6× 8 cm2 for SLD [1]) can
be made. Relatively sensitive to radiation damage.
• CMOS pixel sensor: In CMOS pixel sensors, each pixel has a sensor diode and
a read-out amplifier. Signals from the pixels are read out by x-y addressing. The
thickness of the sensitive region is about 20 µm. The radiation immunity is better
than that of CCDs.
• Hybrid pixel sensor: Hybrid pixel sensors have a sensor diode wafer and a readout
wafer connected by bump bonding technique. This structure inevitably makes them
thicker than CCDs or CMOS sensors. The radiation hardness is excellent.
Among the options listed above, we regard the CCD as a primary candidate for the
sensor used for the vertex detector at JLC. We have been studying on the properties of
CCD sensors extensively in order to demonstrate the feasibility for the vertex detector at
the linear collider experiment. The detail will be described in subsections 8.1.2 and 8.1.3.
Detector Configuration
One possible schematic design of the CCD vertex detector, which is put in the JLC
detector full simulator (JIM), is shown in Fig. 8.1. Main parameters of the detector are:
• Four layers of CCDs placed at r =24, 36, 48, and 60 mm.
• Each layer has an angular coverage of | cos θ| < 0.9.
• The thickness of each layer is 300 µm.
• The pixel size of the CCD is 25 µm square.
Hit density of the vertex detector is quite high due to collimated jets and the pair-
background hits. In such a situation, at least four layers are necessary for local track
finding and self calibration using the vertex detector alone.
In a simple model of the vertex detector which has two layers at rin and rout with the
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Figure 8.1: Schematic design of the CCD vertex detector for JLC.
where Xr is the thickness of the inner layer in radiation length, p, β, and θ are momentum,
velocity, and polar angle of the charged particle, respectively. Outer radius of the vertex
detector has less importance on the impact parameter resolution as long as rout ≫ rin is
satisfied. In the case of the JLC detector model, the impact parameter resolution for high
momentum particles better than the expression 8.1 is achieved by combining the vertex
detector and the CDC. The reason of this fact is that taking four layers of the vertex
detector together as the “in” layer and the CDC as the “out” layer in the expression 8.1
gives smaller value for the first two terms in equation 8.1. Then important parameters
for the vertex detector are rin(radius of the innermost layer), σin(spatial resolution), and
Xr(detector thickness).
The innermost layer of the vertex detector is conservatively located at r = 24 mm
in the present design. With this configuration, e± dose of ∼ 1.5 × 1011/cm2 is expected
in one year at the innermost layer with the solenoid magnetic field of 2 Tesla and with
the accelerator parameter set of “A” described in section 1.4.2. As will be shown in
subsection 8.1.3, the CCDs of the innermost layer would stand operation of more than 3
years under this rate of radiation dose. If stronger magnetic field is employed, the pair-
background particles are confined in the region of smaller radius and the first layer of the
vertex detector can be placed closer to the interaction point. The same background rate
is expected at r = 20 mm with B = 3 Tesla. If still smaller radius is required, or if the
luminosity of the machine is increased (the machine parameter set “Y” in section 1.4.2,
for example), more frequent replacement of the damaged CCDs, still stronger magnetic
field, or devices more radiation hard are required.
One of the advantages of the CCD as a tracking device is its excellent spacial resolution.
Structure of a CCD sensor is schematically shown in Fig. 8.2. The epitaxial layer of
∼ 20 µm thick is the sensitive region. Since most of the epitaxial layer is not depleted,
the signal charge (electrons of e/h pairs) diffuses thermally in the epitaxial layer and
spreads over several pixels even for the normal incident particles. Consequently, high
precision position measurement can be achieved by the charge sharing.
As shown in Fig. 8.2, normal CCDs have thick insensitive substrate. When used for
the vertex detector, this part should be thinned as much as possible to reduce the multiple
scattering of charged particles. On the other hand, it becomes more difficult to keep thin
silicon wafers flat, particularly operated at low temperature [1]. We have measured the
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Figure 8.2: Structure of a CCD sensor.
flatness of CCDs using a laser displacement meter and an x-y scanner (Fig. 8.3). We show
in Fig. 8.4 a result of the flatness measurement of a commercially available CCD which
has thinned sensitive area for the purpose of the back-illumination. A sizable bowing
presumably due to the temperature difference between at the fabrication process and at
the room temperature can be seen. From this point of view, operation of the vertex
detector at near room temperature is desirable to minimize the distortion of the CCD
wafers. The mechanical structure which can keep the thin CCD wafers flat has to be
studied.
Figure 8.3: Measurement system of CCD flatness.
Each CCD wafers will have multiple readout nodes so that all pixels can be read out
during the train crossing interval of 6.7 msec. If we conservatively assume the readout
frequency of 10 MHz, each readout channel can read out the area of about 0.4 cm2
between the train crossings. Since the total area of the CCDs in the vertex detector is
about 2000 cm2, about 5000 readout channels are needed. Higher readout frequency or
longer readout period by vetoing next collision(s) can reduce the number of the readout
channels.
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Figure 8.4: Measured surface flatness of a back-thinned CCD sensor. (units in µm)
R& D Status
So far, our R&D effort has been devoted mainly to the study of the spatial resolution
and the radiation hardness of CCD sensors. In the following subsections, we will describe
results of the study in detail and demonstrate the feasibility of the CCD vertex detector.
In particular, with the conservative design described above (machine parameter set “A”
and rmin = 24 mm), it will be shown that the operation of CCD vertex detector near
room temperature (∼ 0◦C) is feasible.
8.1.2 Study of Spatial Resolution
Factors Affecting the Spatial Resolution
The most important parameter for the vertex detectors is the spatial resolution. Quite a
number of factors can affect the spatial resolution. The most obvious is the pixel pitch,
but other intrinsic effects can be very important. In the case of an analogue readout
system, the spatial resolution of CCD detectors depends on the following parameters:
1. Signal to Noise ratio (S/N).
2. Charge sharing due to carrier diffusion.
3. Digitization resolution in readout system.
We have carried out test beam to measure the spatial resolution in CCD detector.
The influence of those parameters to the spatial resolution are presented here.
Test Beam
We have tested three types of CCD detectors in Multi Pinned Phase(MPP) operation [2].
In the MPP mode, the array clocks are biased sufficiently negative to invert all phases
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Figure 8.5: Setup of the CCD tracker.
and the surface potential is “pinned” to substrate potential. As a result, the thermal
excitation of electrons is extremely suppressed. It reduces the dark current by a factor
of 20 compared with normal non-inverted operation mode. Table 8.1 is a list of the test
samples with important parameters. Two of the three CCDs were S5466 [3] fabricated
by Hamamatsu Photonics K.K. (HPK) , but with different depth of epitaxial layers,
10µm (HPK10) and 50µm (HPK50), respectively. HPK10 is a commercially available,
but HPK50 is specially fabricated for this experiment. Those consists of 512 × 512 pixels
and the pixel size is 24 µm × 24 µm. Another one was CCD02-06SIS [4] fabricated by
EEV Company and is also commercially available. The CCD02-06SIS consists of 385 ×
578 pixels and the pixel size is 22 µm × 22 µm. It has epitaxial depth of 20µm (EEV).
HPK devices are two-phase CCD, while EEV device is a three-phase CCD.
Table 8.1: Test Samples.
Test CCD Image Pixel Pixel Epitaxial Amplifier
sample type area pitch format layer sensitivity
[mm] [µm] (H×V) [µm] [µV/e]
HPK10 S5466 12.29×12.29 24×24 512×512 10 2.0
HPK50 S5466(Special) 12.29×12.29 24×24 512×512 50 2.0
EEV CCD02-06 8.5×12.7 22×22 385×578 20 1.0
A CCD tracker (Fig. 8.5) was set up at the T1 test beam line of the 12-GeV proton
synchrotron (PS) at High Energy Accelerator Research Organization (KEK) as shown
in Fig. 8.6. The negative pion beam was used in the experiment. The momentum
of the beam was chosen to be 2.0 GeV/c, 1.0 GeV/c, 0.7 GeV/c, and 0.5 GeV/c. The
normal axis of the CCD tracker was aligned to the beam. The tracker consisted of four
layers of CCDs as shown in the figure. First and second layers of CCDs are reference
detectors for precise reconstruction of a particle track. The CCD in third layer is the
sensor under test in this experiment. Another reference CCD was located at the end of
the tracker for the reduction of accidental tracks. The reference CCDs were HPK/S5466
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Figure 8.6: Schematic view of the setup. Both CCD1 and CCD2 were ref-
erence CCDs for tracking. CCD3 was the test sample. CCD4 was used for
reduction of the accidental tracks, and the measurement of the efficiency.
with epitaxial depth of 10µm and were same type with HPK10. All of the CCDs were
driven at a rate of 250 kpixels/s, and operated in a full-frame readout mode. The CCD’s
were read out every three seconds to synchronize with the PS cycle using 12-bit analog-
to-digital converter(ADC). The sensitivities of the test samples including the gain of
amplifier are 61.7±0.03µV/electron, 23.99±0.03µV/electron, and 34.63±0.02µV/electron,
for HPK10, HPK50, and EEV, respectively. The details of this experiment are described
in elsewhere [5].
Signal to Noise Ratio
The charge created by a penetrating particle is collected generally by several consecutive
pixels, which form a cluster. In order to find the cluster, we first look for a leading pixel
whose charge is higher than the threshold and is highest in the adjacent 6×6 pixel region.
The threshold was defined as 13, 7, and 15 times of the noise level, for EEV, HPK10, and
HPK50, respectively, in order to reduce the noise contribution with keeping the efficiency
good.
Total charge of the cluster is sum of the charges of the leading pixel and neighboring
pixels. Fig.8.7 shows a typical event of a minimum ionizing particle which was detected
in HPK10.
Fig.8.8 shows clustering size dependence of the total charge at −15◦C, where clustering
size is defined as N×N pixels. As shown in the figure, almost all the deposited charges
are collected in the cluster size of 2×2 pixels for HPK10 and EEV. For HPK50, however,
more than 5×5 pixels are necessary to collect all of the deposited charges. Approximately
920 electrons/10µm [6] is expected to be produced by a minimum ionizing particle in
silicon, which is consistent with the observed charge by taking into account the depth of










Figure 8.7: Typical event by a minimum ionizing particle detected in HPK10,
where the height is a collected charge in the unit of electrons after the correction
of the sensitivity of the detector including the gain of the amplifier.
epitaxial layers.
Fig.8.9 shows the temperature dependence of S/N for 2×2 pixel clustering. The S/N
is defined as the most probable value of the collected signal charge distribution divided
by the r.m.s. of the noise charge distribution. As temperature is raised, the S/N for HPK
CCDs significantly degraded due to the increase of the dark current, while the S/N of
EEV has very small temperature dependence in the range from −15◦C to +15◦C. This
is because the noise caused by the dark current is not a dominant source in the total
noise for EEV. The main source is considered to be an external noise which comes from
the cooling system. The degradation of the S/N for HPK50 in this range was larger
than that for HPK10, since the dark current for HPK50 increases more rapidly than that
for HPK10 as temperature rises. In the previous paper [7], the operational condition at
higher temperature was discussed with the dependence of dark current on temperature
and readout drive frequency. When CCD is driven at faster rate, the noise due to dark
current is suppressed. Then, the S/N values are expected to improve.
Charge Sharing and Position Determination
Since the charge sharing among adjacent pixels depends on the hit position of the particle
passing through the detector, it is possible to obtain better resolution by taking into
account a charge sharing characterization which is the effect of the lateral charge diffusion.
The position of the cluster was determined using the 2×2 pixels. In this report, we adopted
two ways of determination for comparison.
• The Analog-Centroid Method
In the Analog-Centroid-Method (AC-method)[8], the hit position is reconstructed
as the charge weighted average of the 2×2 pixels as
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Figure 8.8: Collected charge for a minimum ionizing particle as a function of
clustering size, where clustering size was defined as N×N pixels. The horizontal
axis represents a number of N and vertical axis is a collected charge in the unit
of electrons after the correction of the sensitivity of the detector including the





where Qi and Xi represent a charge deposit and pixel position defined at the center
of i-th pixel, respectively. In this method we assume a linear relation of charge
deposit to the pixel position.
• The Ratio location mapping method
In the Ratio-Location-Mapping method(RLM-method), the relation between the
position x of the cluster and the charge ratio Rx of adjacent pixel was derived from
the data, where x was calculated by extrapolating the track from the upstream
reference CCDs and normalized by the pixel pitch. The Rx is defined using the





where Qmax and Qx are a charge deposited in the leading pixel and in the adjacent
pixel to x-direction, respectively.
Since the particle distribution within a pixel is uniform, we can assume dN/dx is
constant, where N is a number of incoming particles. From this assumption, we
can get the relation of x with Rx as dx/dlog(Rx) ∝ dN/dlog(Rx). Taking initial
conditions as x → 0.0 at log(Rx) → −∞ and x = 0.5 at log(Rx) = 0, we obtain
following formula,
















Figure 8.9: Signal-to-Noise ratio as a function of temperature, where cluster-
ing size was chosen to be 2×2 pixels. In this experiment, the CCD’s were read
out every three seconds to synchronize with the PS cycle. In the JLC project,
however, the read out cycle of 6.7ms is planned. It is consequence of operating
faster read out cycle that the noise due to dark current is suppressed and the









where dN/dlog(r) is a Rx distribution which is obtained from the data. The initial
conditions correspond to the center of leading pixel, and the middle point of the
gap between two pixels, respectively.
Fig. 8.10(a) shows data points derived by Eq.8.4 and RLM function obtained by
fitting to the data with six order polynomial function. Fig. 8.10(b) shows a linear
relation which is defined as x = 0.5Rx and allowed region of the AC-method with
2×2 clustering which is obtained from Monte Carlo simulation.
The position of the cluster was then calculated from the measured charge ratio
by using the RLM function. The RLM function represents a spread of charges
produced by incident particle. For example, if a particle hits the position x=0.3,
the charge sharing to the adjacent pixel is about 8%, 13%, and 25% of the leading
pixel, for EEV, HPK10, and HPK50, respectively. HPK50 has more spread signal
than HPK10, since the epitaxial depth of HPK50 is larger than that of HPK10. The
charge sharing of EEV is smallest among all samples. This reason is considered that
the EEV has different structure from HPK type of CCDs.
In the AC-method, the linear relation between the position of the cluster and the
charge ratio of the four pixels is assumed. However, the relation between Rx and
x is not linear as shown in Fig. 8.10. Therefore, we can expect to obtain better
position resolution by using the RLM-method.
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Figure 8.10: The relation between the cluster position x and the charge ratio
Rx, where x is the position of the cluster normalized by pixel pitch. (a)RLM
function, where symbols represent measured data and lines are obtained RLM
function. (b)Linear function, where boxes region shows the allowed region of
the AC-method which uses 2×2 pixels. Solid line represents a linear relation
x = 0.5Rx.
Measured Spatial Resolution
The spatial resolution was derived from the residual distributions, which is the devia-
tion of the cluster in the test sample from the extrapolated hit position from the up-
stream reference CCDs. The residual resolution (σresidual) was obtained by fitting
this distribution with the Gaussian distribution. The σresidual contains the contribu-
tions from multiple Coulomb scattering (MCS) and the finite resolution of the reference
CCDs. The MCS effect is suppressed by the factor (βcp)−1, where βc and p is a velocity
and momentum of incoming particle. We derived the residual resolution at infinite mo-
mentum by fitting the momentum dependence of residual resolutions with the function
σresidual =
√
A2 + (B/βcp)2, where A and B are fitting parameters, and A represents
residual resolution at infinite momentum. Fig. 8.11 shows the momentum dependence of
residual resolution with fit result.
Then the contribution from the ambiguity of the extrapolated hit position due to the
finite resolution of the reference CCDs are estimated by taking the propagation of errors,
and subtracted from the data. Here, we assumed spatial resolutions of reference CCDs
were same as HPK10, because the reference CCDs were same type with HPK10.
The obtained spatial resolutions for normal incidence are listed in the Table 8.2, for
the AC-method and the RLM-method, respectively. At −15◦C, the spatial resolutions
for HPK10 and EEV were improved about 20% by taking the nonlinear charge sharing
characteristics by the RLM-method into account. When the temperature was raised
from −15◦C to +5◦C, the spatial resolutions obtained by using the RLM-method were
changed its values according to the variation of the S/N value, i.e. about 20% worse
for HPK10, and almost unchanged for EEV. On the other hand, the spatial resolutions


























































b) RLM-method at 258K
Figure 8.11: The momentum dependence of the residual resolutions for a)AC-
method and b)RLM-method. The lines are results of fit to data.
derived from the AC-method were almost same, even if the temperature was changed
from −15◦C to +5◦C. Since the charge sharing is small in adjacent pixels for HPK10
and EEV, the resolution of Rx is deteriorated by the noise. This is the reason why the
RLM-method is more sensitive to the S/N value than the AC-method. This conjecture
explains the temperature dependence for HPK10 and EEV as well. For HPK50, the
spatial resolutions obtained by the RLM-method and the AC-method were almost same
value at both −15◦C and +5◦C, because the RLM function is similar to the function
in the AC-method as shown in Fig. 8.10(b). The spatial resolution becomes worsened
about 30% if the temperature was raised from −15◦C to +5◦C. This is caused by the 50%
degradation of S/N ratio.
Table 8.2: Spatial resolution in µm.
Temperature Method HPK10 HPK50 EEV
−15◦C AC 3.56±0.02 2.67±0.09 3.71±0.08
RLM 2.76±0.03 2.79±0.09 2.94±0.10
+5◦C AC 3.68±0.03 3.34±0.10 3.84±0.08
RLM 3.46±0.04 3.67±0.12 2.59±0.16
Efficiency
Efficiency was measured by looking for the existence of associated cluster in the inter-
polated region on the test sample, for the tracks which have a cluster in three reference
CCDs. We require that the reference CCD at the end of tracker must have a associated
cluster within 5 times of alignment errors from extrapolated hit position, for the reduction
of the accidental tracks. The threshold for a leading pixel were applied as 13, 7, and 15
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times of the noise level, for EEV, HPK10, and HPK50, respectively. Efficiencies at −15◦C








The result from the test beam shows the degradation of the spatial resolution due
to the increase of noise. We have estimated the influence of noise on the spatial
resolution. The signals from CCDs are smeared with pseudo-noise that was gener-
ated according to the deviates drawn from a Gaussian distribution. Fig. 8.12 shows
the dependence of the resolution on the 2×2 clustered signal-to-noise ratio. The
RLM-method is sensitive to the S/N value, but it can improve resolution if the S/N
is good enough. On the other hand, the AC-method is less sensitive to the S/N
value than the RLM-method. In the case of EEV, the AC-method shows that the
spatial resolution is almost unchanged even if the S/N is decreased from 19 to 7.
The RLM-method requires the S/N about more than 10 for EEV and HPK10, to
obtain better spatial resolution than the AC-method.
• Digitization resolution dependence
An analog readout is a preferred solution for several reasons, including more effective
monitoring of the stability of the detector properties and improvement in the spatial
resolution. We need to know how many bits are required for quick extraction of the
digitized information and reduction of the data size. We have investigated the
spatial resolution by varying the digitization accuracy. Since we have used a 12-bit
linear ADC for this experiment, we varied the digitization accuracy by using only
higher bit information, while the dynamic range was unchanged.
Fig. 8.13 shows the digitization accuracy dependence of spatial resolutions, for the
RLM-method and the AC-method, respectively. The spatial resolutions are almost
unchanged even if the digitization accuracy is reduced to 10 bits. If the accuracy
was reduced less than 10 bits, the spatial resolution become worse. Fig. 8.14 shows
the considerable event pattern and its observed pattern when the ADC accuracy
is reduced. The worst spatial resolution at 6 bits is explained by the “symmetry”
observed pattern that is described in Fig. 8.14(c). In this case, there is the ambiguity
of choice of clustering. The cluster can be one of two types of clustering, and loose
direction information. Fig. 8.15 shows the mean value of output signals in units
of ADC counts. The points shown in the figure are output level of horizontal over
clock(HOC), dark charge which was derived with 12 bit resolution, the leading pixel
in the cluster(Pmax), the pixel which is the adjacent pixel to x-direction inside the
cluster(Px), and the pixel which is in the opposite side of the Px(Popp). We used
average of HOC output as a baseline for calculation of the signals so that the HOC
also affect to the other signal levels.
As shown in the figure, Px and Popp is almost same as dark charges for EEV and
HPK10, and is disappeared as reduction of ADC resolution. Then the event type
become single event.
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Both of Px and Popp are separated even at the 8 bit resolution for HPK50. However,
at 6 bit resolution, both signals are recognize as identical , while those are separated
from dark charge. This is the case of symmetry event type and loose the direction
information.
In the case of AC-method, the signal used for position determination is defined by
sum of two pixels. The reason for distortion of the spatial resolution at 6 and 4 bit
ADC accuracy for HPK50 is same as that of RLM-method. But the reason is quite
different for the HPK10. The distortion of the spatial resolution at 6 bit, is due to
the minus signal at the adjacent pixel. The calculated position become opposite to
the correct position if the adjacent signals were minus values. While the calculated
position constrains to the center of the maximum pixel in RLM-method. Fig. 8.16a)
shows the correlation of the ratio for cluster side and for the opposite side of the















































































Figure 8.12: Signal to noise ratio dependence of spatial resolution for (a)EEV,
(b)HPK10, and (c)HPK50, respectively. Black symbols represent the data
measured at -15C◦ and +5C◦. Open symbols represent the simulated data by
smearing the data measured at -15C◦.
Test with Laser Scanner System
The stability and excellent overall response of the detector are well known. Less widely
described is the fact that the internal structure of the pixel gives rise to intra-pixel vari-
ations in response. These response modulations are particularly relevant to obtain the
best spatial resolution.
We have made detail measurements of the response variations within a CCD, using
a laser scanner system that gave a 2 micron resolution. Optical response of the CCD








































m) b) RLM Method
Figure 8.13: Digitization accuracy dependence of spatial resolution for (a)The
RLM-method and (b)The AC-method.
Figure 8.14: Considerable event pattern and its observed pattern.
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Figure 8.15: The mean value of output signals as a function of ADC bit
resolution, for the horizontal over clock(HOC) (black circle) which was used
for the offset of the output, dark charge obtained with 12 bit accuracy (open
circle), maximum signal in the cluster (black square), the signal used for the
calculation of R (black triangle), and the signal of the pixel in the opposite
direction of R (reversed black triangle). The solid and dashed lines represent
6 bit and 8 bit ADC accuracy, respectively. For the EEV, dark charge is very
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Figure 8.16: a) Charge ratio of the cluster side and opposite of the cluster side
for HPK50 at 6 bit ADC resolution. b) The residual distribution for HPK10 at
6 bit ADC resolution, where the open area represents all tracks, and hatched
area represents the tracks with minus value of the charge ratio.
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has been determined at all sample points within a pixel at wavelengths of 523 nm and
1064 nm whose absorption length is about 3 µm and 300 µm, respectively. Since the
thickness of the epitaxial layer of CCDs is typically 10∼50 µm, the pulsed laser of 1064
nm wavelength induces electron-hole pairs along the passage of the light nearly uniformly
in the epitaxial layer of CCDs. The Laser light of 1064 nm is suitable for simulating the
signal generated by charged particles in a CCD.
Fig. 8.17 shows the schematic view of the experimental arrangement. The system
consists of YAG laser, optics, xyz moving stage, and temperature box. A CCD is set on
the xyz moving stage that can move with an accuracy of about 1µm. The CCD and xyz
moving stage are in the temperature box, and kept at 0◦C. The laser power is adjusted
to simulate a pulse height of minimum ionizing particles by using ND filter. The spot
size of laser light is about 2µm×2µm on the surface of a CCD. Fig. 8.18 shows the result
of the measurement fro EEV. The charge ratio was calculated as signal charge in a pixel
normalized by total charge of the cluster, where cluster was defined by adjacent three
pixels. The result of 532 nm shows rather narrow charge sharing region, because of the
short absorption length which makes the effect of the lateral charge diffusion small. We
observed a broad charge sharing region with a triangle shape for 1064 nm. Also there
is some different property in horizontal and vertical scanning. These results are used to
investigate a charge sharing property and obtain a precise RLM-function. Also, this laser
scanner system will be used for the calibration of the CCDs.
Figure 8.17: The schematic view of the laser scanner system.
Summary
We have studied the spatial resolution of a CCD. Three types of CCD detectors which
have different structures were tested.
The present series of test showed that:
1) S/N ratio of more than 10 can be achieved even at +5◦C and at accumulation time of
3 s including readout time, by successful operation in the MPP mode. In the JLC
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Figure 8.18: The charge sharing ratio for EEV. (a) and (b) show the charge
ratio in the horizontal scanning with the wavelength of 532 nm and 1064 nm,
respectively. (c) and (d) show same figures in the vertical scanning. The three
sets of symbols are observed charge ratio on three adjacent pixels.
project, the readout cycle is much faster than this experiment. We expect the S/N
become better, because noise due to the dark current is largely suppressed.
2) The spatial resolutions were improved for HPK10 and EEV by taking the nonlinear
charge sharing characteristics into account by the RLM-method.
3) The temperature dependence of the spatial resolution in the AC-method was small for
HPK10 and EEV samples, while spatial resolution become worse about 30% if the
temperature was changed from −15◦C to +5◦C for HPK50.
4) The RLM-method needs S/N more than 10 for EEV and HPK10 to keep the spatial
resolution better than the AC-method.
5) More than 10 bits digitization accuracy is needed to keep the spatial resolution better.
6) The precise measurement of the charge sharing property was studied using laser scan-
ner system. This system will make it easier to measure CCD property.
8.1.3 Radiation Hardness of CCD Sensors
The backgrounds at the future LC pose significant challenges to the radiation hardness
of CCD sensors. The main component of the background comes from e+e− pairs with
estimated 10-year fluence of ≈ 1.5×1012 cm−2. Neutron background from (γ, n) reactions
is also present, reaching ≈ 5 × 109 cm−2 for the same period. The electron background
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is expected to affect mainly the CCDs in the innermost layer, because it is closest to the
beam pipe. The neutron irradiation is almost uniformly distributed in the volume of the
vertex detector and affects all CCD chips.
Study of commercially available CCDs is required to build a model for the radiation
damage effects, which can be used for estimation of the device lifetime in the expected en-
vironment. Radiation hardness studies of CCDs can provide valuable information on the
preferable device architecture, chip geometry and operating conditions, which ultimately
determine the vertex detector design, performance and cost. Much of this study was
concentrated on the device application at near-room temperature because of the advan-
tages of this operation. Operation at low temperatures is usually required to suppress the
radiation damage effects in CCDs [9]. By avoiding cooling to cryogenic temperatures it is
possible to decrease the thermal distortions of the supporting CCD ladders and to sim-
plify their design, which results in better detector geometry and increased measurement
precision. Although attractive from designer’s point of view, operation at elevated tem-
peratures faces problems from radiation damage effects, which are addressed in this study.
Both surface and bulk damage effects are expected to take place in the CCD sensors
because of the type and the energy spectrum of the radiation background. Ionizing
radiation creates electron-hole pairs in silicon dioxide, which is used as gate and field
dielectric in CCDs. Charge carriers drift in the electric field (externally applied or built-
in) to the corresponding electrode. Electrons quickly reach the positive electrode, but
some of the holes remain trapped in the oxide and give rise to radiation-induced trapped
positive oxide charge, which can be stable for long time. At any Si-SiO2 interface there
are a number of interface traps, which result from the strained or dangling silicon bonds
at the boundary between the two materials. Ionizing radiation causes the density of
these traps to increase, generating radiation-induced interface traps. The formation of
radiation-induced trapped oxide charge (or flat band voltage shift) and interface traps is
referred under the term surface damage.
Radiation with sufficiently high energy can displace Si atoms from their lattice po-
sitions, creating displacement damage. This process affects the properties of the bulk
semiconductor and is known as bulk damage. Low energy electrons and X-rays can
deliver only small energy to the recoil Si atom and mainly isolated displacements, or
point defects, can be created. On the other hand, heavier particles, such as protons and
neutrons can knock out silicon atoms which have sufficient energy to displace other atoms
in the crystal. The secondary displacements form defect clusters, which have high local
defect density and can be tens of nanometers wide. Defect clusters often have compli-
cated behavior and more damaging effect on the properties of semiconductor devices than
point defects. The energy threshold for displacement of a Si atom has been estimated
to be about 260 keV for electrons and 190 eV for neutrons, therefore in the expected
radiation environment bulk defects can be generated by both particles. Cluster damage is
also expected, because the threshold for cluster production is known to be ≈5 MeV and
≈15 keV for electrons and neutrons [10], respectively.
Trapped holes in the oxides change the parameters of MOS structures in a way identical
to applying an external voltage to the gates. Small flat band voltage shifts, in the order
of few volts, can be accommodated by adjustment of the amplitude of the gate bias and
drive voltages. A limitation may arise from the maximum allowed power dissipation in
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the gate drivers and in the CCD chip, because the dissipated power is proportional to
the voltage amplitude squared. If the flat band voltage shifts are higher, the device can
stop to function properly because of parasitic charge injection from the input structures,
incomplete reset of the output node or distortion of the shape of the potential wells [11].
However, as long as no parasitic effects from the increased pulse amplitudes appear, the
shifts are not a limitation for the device operation.
Interface traps are the dominant source of dark current in modern CCDs, because the
generation rate at the Si-SiO2 interface is usually higher than that in the epitaxial bulk
silicon. Increase of the surface dark current is the main effect expected from radiation-
induced interface defects.
Radiation-induced bulk defects cause the dark current in CCDs to increase, which is
well known phenomenon [12] [13]. Dark current is an issue only for near-room temper-
ature operation or long integration times, because it can be reduced to negligible values
by cooling. Irradiation with heavy particles (e.g. protons, neutrons) often creates large
non-uniformities in the dark current spatial distribution in the CCDs [14]. These non-
uniformities, also known as “dark current spikes” or “hot pixels” manifest themselves as
pixels with much higher dark current than the average value for the CCD. Their presence
has been connected with the high electric fields caused by the device architecture and
field-enhanced emission, the cluster nature of the radiation damage and crystal strains
in the silicon material. Dark current spikes have big consequences for high temperature
applications. Additionally, some of them show random fluctuations of the generated cur-
rent, or Random Telegraph Signals (RTS) [15].
Another important bulk damage effect is the loss of signal charge during transfer,
or Charge-Transfer Inefficiency (CTI). Charge losses occur when bulk defects capture
electrons and emit them at a later moment, so that the released charge cannot join the
original signal packet from which it has been trapped. The basic mechanism can be
explained by the different time constants and temperature dependencies of the electron
capture and emission processes. In the presence of bulk defects electrons are trapped with
a capture time constant of τc and consequently released with an emission time constant of

















σn = electron capture cross section,
Xn = entropy change factor by electron emission,
vth = thermal velocity for electrons,
Nc = density of states in the conduction band,
k = Boltzmann’s constant,
T = absolute temperature,
ns = density of signal charge.
The capture time constant is typically of the order of several hundred nanoseconds
and has weak temperature dependence, whereas the emission time constant changes many
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orders of magnitude because of the exponential temperature behavior. At low temperature
the defects can be considered almost permanently occupied with electrons, because the
emission time constant of the defects can be very large, of the order of seconds. The
defects cannot capture signal electrons and the CTI at low temperature is small. At
high temperature the emission time constant becomes small and comparable with the
charge shift time. Trapped electrons are able to join their signal packet, because most of
them are emitted already during the charge shift time, and charge losses are small. At
temperatures between the two extremes these is a peak of the CTI value.
Figure 8.19: Schematic representation of the mechanism of charge transfer
losses. For simplicity it has been assumed, that only one pixel contains defects.
The mechanism of charge transfer losses is illustrated on Fig. 8.19. When the signal
packet encounters traps, some of its electrons are captured and later released. Those
electrons, which are released in the trailing pixels do not join their original signal packet
and account for the CTI. If a charge packet enters a pixel, in which part of the traps are
occupied, less signal electrons can be trapped and therefore less charge can be lost.
We are often interested not only in the CTI value, but in the total losses the charge
suffers after all the transfers it takes to reach the output. For a generated charge Cgen,
transferred n times, the output charge Cout is given by
Cout = Cgen(1− CTI)n. (8.7)
This dependence shows, that CTI and the number of transfers are the two important
parameters that need to be considered for minimizing the charge transfer losses.
Dark Current and Flat-Band Voltage Shift
For near-room temperature applications one is particularly concerned with the dark cur-
rent of the CCD sensors. Multi Pinned Phase (MPP) mode CCDs [16] were used in
our experiments because they feature much lower dark current than standard devices.
In MPP CCDs the Si-SiO2 interface is biased into inversion and populated with holes,
leading to suppression of the carrier generation from interface defects. With the surface
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inverted, only bulk defects contribute to the dark current. Since in contemporary buried
channel CCDs current generation from defects at the Si-SiO2 interface is dominant, MPP
mode operation can reduce the device dark current by more than one order of magnitude.
This method has the ability to suppress the dark current from the interface states formed
during irradiation and can offer increased radiation hardness [17].
The radiation hardness of two types of buried channel, MPP mode CCDs was studied.
The S5466 CCD, manufactured by Hamamatsu Photonics is 2-phase device with 10µm
epitaxial layer and 512×512 active pixels with size 24µm×24µm. Three other types of
S5466-based CCDs were studied, including high speed device (10 Mpix/s), notch CCD
and device with SiO2-Si3N4-SiO2 gate (ONO) dielectric. A three-phase CCD, manufac-
tured by EEV Ltd. was investigated as well. The device CCD02-06 has 20µm epitaxial
layer and 385×578 active pixels with size 22µm×22µm.
Several devices were exposed to electron irradiation from a 90Sr source and 2 CCDs
were irradiated by neutrons from a 252Cf source. The change of the voltage needed to
achieve MPP mode operation was used as a measure of the flat band voltage shifts. The
dark current of the devices was measured in the temperature range from −100◦C to +20◦C
by averaging the dark charge over several frames. The CTI of the horizontal (serial) and
the vertical (parallel) registers of the CCD was measured in the same temperature range
by observing the charge and the position of isolated pixel events (IPE), created by the
5.9 keV Mn-Kα line of a
55Fe source. After sufficient averaging, the dark signal of each
pixel was stored into memory and this dark frame was then subtracted pixel by pixel dur-
ing the X-ray exposure. The readout speed was usually 250 kpixels/s. For the high-speed
Hamamatsu CCD the speed was raised to 2 Mpixels/s.
The change of the MPP threshold voltage in electron-irradiated S5466 CCD, irradiated
unbiased, is shown in Fig. 8.20. Due to the SiO2-Si3N4 gate dielectric in the EEV devices,
the change of the MPP threshold is slightly smaller than than in Hamamatsu CCDs. In
biased and clocked S5466 CCD higher shift was observed (Fig.8.21), which is explained
by the lower ratio of recombining holes in biased oxides. The flat band voltage shifts were
estimated to be 0.02 V/krad for unbiased devices and 0.07 V/krad for biased Hamamatsu
CCDs. The flat band voltage shift of electron-irradiated Hamamatsu ONO CCD was also
measured, however it was higher that in standard S5466 devices, on the contrary to the
expectations. In neutron-irradiated devices such shifts were not expected and were not
observed.
The dark current in MPP mode in both electron and neutron irradiated devices in-
creased after irradiation, which is attributed to creation of bulk traps. The CCD demon-
strates effective suppression of the surface component of the dark current by almost 3
orders of magnitude (Figs. 8.20 and 8.21) when |VVee |>|VMPPee | and the interface is pop-
ulated with holes. In that condition the dark current is limited by carrier generation in
the bulk.
Spurious dark charge, which was superimposed on the bulk current, was observed in
electron irradiated Hamamatsu CCDs. This spurious current, which was named “dark
current pedestal” (DCP) does not depend on the accumulation time of the readout cycle
[18]. Because it is produced by the clocking, dark current measurements are not affected.
However, the DCP provides background charge in the CCD and decreases the measured
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Figure 8.20: Average dark current density
as a function of the electron irradiation flu-
ence and of the negative drive pulse voltage
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Figure 8.21: Average dark current density
as a function of the electron irradiation flu-
ence and of the negative drive pulse voltage
VVee at T = −26◦C. The device #JS8/053
was biased and clocked during irradiation.
CTI through the “fat zero” effect. It was found, that the spurious current was caused by
impact ionization by holes, returning to the channel stops and to the adjacent gates after
the surface potential has been switched from inversion to depletion [19]. The temperature
dependence of the DCP is shown on Fig. 8.22. In the low temperature region holes are
provided by tunneling from near-interface traps, while at higher temperatures carriers
are released by thermal excitation from interface defects. The DCP severely limits the
application of Hamamatsu devices because it is much larger than the bulk dark current
at the same temperature.
Investigation of dark current spikes was performed on both Hamamatsu and EEV de-
vices, which showed very similar results. No increase of the dark current non-uniformities
was observed in electron irradiated devices (Fig. 8.23(a)–8.23(d)). Neutron irradiated
CCDs however, showed significant creation of dark current spikes (Fig. 8.23(e)) after
irradiation with fluence as low as 2.4× 108 neutrons/cm2. After subtraction of the dark
frame pixel by pixel, the resulting distribution (Fig. 8.23(f)) is close to that of a electron-
irradiated CCD. This subtraction shows an efficient way to correct for the large dark
current non-uniformities in CCDs, irradiated by heavy particles. During operation, the
dark current map should be updated regularly to include the contribution of the newly
created defects.
Random telegraph signals (RTS) were observed in many hot pixels when their current
was recorded for sufficiently long time (Fig. 8.24). During the typical time, required for
one CTI measurement (≈ 5 min), these fluctuations are difficult to notice and they have
small effect on the subtraction of the dark frame. In a long time scale, it is not possible
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Figure 8.22: Temperature dependence
of the average DCP density in device
#JS14/026 as a function of the electron
irradiation. Dashed line shows the calcu-
lated temperature dependence of the hole
ionization rate at 105 V/cm.
Figure 8.23: Dark current distribution at
+10◦C in S5466 CCDs before irradiation
(a), (b); in an electron irradiated to 1.7 ×
1011 cm−2 CCD (c), (d); and in a neutron
irradiated to 2.4× 108 cm−2 CCD (e), (f).
The gain is ≈ 6.0 electrons/ADC channel.
to correct for the dark current of such pixels as was shown on Fig. 8.23 because of the
random fluctuations of the pixel current. The RTS can generate false signals, similar to
those created by X-rays or MIPs, and can be a source of erroneous track reconstruction. A
measurement to find isolated pixel events, caused by RTS was performed on Hamamatsu
and EEV CCDs, with similar results. The number of false IPE greatly depends on the
threshold, which is imposed for the search of signal. The same threshold of 600 electrons,
used for the CTI measurements was employed in the measurement. The ratio of false IPE
per CCD readout frame (i.e. the pixel occupancy), caused by RTS is shown in Fig. 8.25.
The RTS amplitude depends on the temperature and the integration time ti and these
two parameters were varied during the measurement. Although about 40% of the hot
pixels exhibit RTS, most of them are rejected by the applied threshold for IPE search.
When the integration time is short, a ratio of false IPE signals of less than 10−4 can be
achieved even in the temperature range above 0◦C.
CTI
Much attention was paid to the measurement of radiation-induced CTI, because it is the
main factor that requires low temperature operation [9]. A model for the charge transfer
in 2- and 3-phase CCDs was developed [19], which allows one to calculate the CTI as a
function of the temperature, timing of the transfer, concentration of background charges,
signal size and pixel occupancy.





























Figure 8.24: Time variation of the dark
current at −1.6◦C in hot pixels, showing
RTS behavior. The measurement was car-
ried out on Notch CCD #P4 1-5B1-4, irra-
diated to 5.7×109 neutrons/cm2. Pixel F is
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Figure 8.25: Ratio of false IPE per CCD
frame, caused by RTS, at 4 different in-
tegration times ti. The measurement was
performed on Notch CCD #P4 1-5B1-4, ir-
radiated to 5.7 × 109 neutrons/cm2. The
threshold is set at 600 electrons.
The results from the CTI measurements on electron irradiated S5466 CCD, together
with modeled results are shown in Fig. 8.26. Modeling was performed using the experi-
mental values of the dark current and of the DCP, presented in the previous paragraphs.
The modeling on electron irradiated CCDs showed that a trap at Ec−0.37 eV with σn
= 4×10−15 cm2 is responsible for the observed increase of the vertical CTI. Additional
pre-irradiation defect was identified at Ec−0.44 eV. The energy position of the main
defect, derived from the model, varies between Ec−0.37 eV and Ec−0.39 eV in three
samples. The simulated results in Fig. 8.26 are based on the presence of two traps at
Ec−0.37 eV and Ec−0.44 eV. The concentration of the trap at Ec−0.44 eV, obtained
from the model increases insignificantly under irradiation. The CTI of the horizontal
register is less than 10−4 in the whole temperature range. As explained by the model, the
peak in the HCTI, which would have occurred at high temperatures is suppressed by the
dark current pedestal and the exponentially increasing dark current.
Similar result was obtained in electron-irradiated EEV CCD, however the VCTI in
that device was about 4 times higher than in S5466 devices. Numerical simulations
showed, that under equal conditions the 3-phase CCDs has about 2.5 times larger CTI
than 2-phase devices, because of the higher signal density in 2-phase CCDs. The greater
than expected difference can be explained mostly by the DCP in Hamamatsu devices,
which decreases the measured CTI values by the “fat zero effect” [18]. Two-phase devices
are superior to 3-phase CCDs in term of CTI and should be preferred for applications in
radiation environment.
The VCTI of neutron-irradiated to 8.9×109 cm−2 S5466 CCD is about 4×10−4, and
VCTI peak of 3×10−4 was measured in an EEV CCD, irradiated with approximately
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Figure 8.26: CTI as a function of the tem-
perature and of the electron irradiation flu-
ence in S5466 CCD. Symbols are the ex-
perimental data; solid lines represent the
modeled VCTI for the combination of two




















Figure 8.27: CTI of 2-phase (Hama-
matsu S5466) and 3-phase (EEV CCD02-
06) electron-irradiated CCDs.
the same fluence. The same defect at Ec−0.37 eV, derived from the model, was found
responsible for the CTI increase in neutron-irradiated devices. In all CCDs the HCTI
is significantly smaller than the VCTI, which is explained by the different timing of the
transfer in the registers.
The defect at Ec−0.37 eV was identified from annealing studies and additional mea-
surements as contribution from both E and V − V − centers [19]. The E center, which
anneals out at 150◦C was found to be dominant, contributing to ≈ 60% of the CTI peak.
The measured energy position of the defects is reduced by the Frenkel-Pool effect. This
effect is also responsible for the thermal activation of the dark current in most of the hot
pixels.
Modeling showed, that in the accumulated 10-year background from e+e− pairs of
1.5×1012 cm−2 the VCTI will reach 1.5 × 10−1 in 3-phase EEV-like CCD. Safe margin
is included in this calculation by considering the bulk damage from e+e− pairs to be 10
times larger than that from 90Sr electrons. Neutron-induced CTI is much smaller than
those generated by electrons, and only the latter is being considered. Such a high CTI
value is unacceptable, because the charge will be lost only after a few transfers. Measures
have to be taken to decrease the VCTI, including better CCD design and appropriate
device operating conditions, in order to extend the lifetime of the CCDs.
One important method to improve the CTI is to use an additional narrow implant
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Figure 8.28: Schematic and potential pro-
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Figure 8.29: CTI of notch and standard
S5466 CCDs.
in the CCD channel (Fig. 8.28). This implant forms a sub-channel, or “notch” in the
potential profile of the transport channel, confining the signal charge into a fraction of
the pixel volume. CTI depends on the concentration of signal electrons ns as
CTI ∝ nt/ns, (8.8)
where nt is the defect concentration, therefore increasing the signal density by forcing the
same charge into a smaller volume can improve the CTI.
The radiation-induced CTI was measured in electron- and neutron-irradiated notch
CCD, based on the S5466 design. Due to the additional 3µm-wide notch channel, its CTI
is about 3 times lower than that in conventional S5466 device (Fig. 8.29). In neutron-
irradiated to 5.7×109 cm−2 notch CCD the peak CTI was below 10−4.
A calculation of the frequency dependence of the CTI was carried out to study the pos-
sible improvement by varying the readout speed of the CCDs. At speeds higher than sev-
eral Mpix/s, horizontal CTI decreases rapidly because charge dwell time becomes shorter
than the capture time constant of the defects. Vertical CTI is much less influenced, be-
cause charge spends longer time in the imaging section. Increasing the readout speed has
relatively small ability to control the the VCTI and other methods to reduce it should
be chosen. At high readout speed the horizontal CTI becomes more than an order of
magnitude smaller than the VCTI.
It was not possible to back this calculation by experimental data from the high-speed
Hamamatsu CCD, because of the dependence of the DCP on the width of the shift pulses
[19]. The frequency dependence of the CTI was masked by the “fat zero” effect from the
DCP and a definite conclusion could not be drawn.
One of the most powerful methods, that can be used for CTI improvement is injection
of a sacrificial charge, or “fat zero” into the CCD registers. This charge reduces the CTI
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Figure 8.31: Measurement of CTI reduc-
tion by “fat zero” effect in EEV CCD02-06.
in two ways: by increasing the signal charge density (8.8), as it is transported together
with the signal; and most importantly, by filling the traps in front of the signal packet,
so that less electrons can be captured.
Experimental and theoretical studies of several devices have shown, that the CTI
of the vertical register dominates the charge losses in the CCD. Introducing additional
charge in the vertical register through the injection port is not a trivial task because of
the large non-uniformity of the injected charge [20]. We have developed another method
to inject “fat zero”, which employs the dark current characteristics of MPP mode CCDs.
By varying the negative gate bias voltage of the vertical register Vee, the CCD can be
driven into semi-MPP mode and its dark current can be controlled between the MPP
mode value and ≈100 times that value (Fig. 8.30). At high temperatures, this current
can be sufficient to provide charge of the order of 1000 electrons even if the CCD readout
cycle is very short. The proposed method works on any type of MPP CCD, because the
“fat zero” is generated thermally. The amount of injected charge can be controlled either
by adjusting the Vee, or by setting Vee to some low value and adjusting the time, during
which the CCD is out of MPP mode. Practical implementation of the proposed method
depends on the irradiation level and requires precise adjustment.
Another important feature of this method is that it has the ability to self-adjust for
non-uniformities of surface damage. If in some pixels the flat band voltage shift is higher,
corresponding to higher surface and bulk damage, the interface component of the dark
current will be higher than for the rest of the CCDs at the same setting of Vee. Therefore,
larger dark current is generated automatically, which compensates for the higher CTI in
those pixels.
The experimental data in Fig. 8.31 is obtained by changing the Vee voltage. It shows,
that the CTI can be reduced several times by injecting “fat zero” of approximately 1000
electrons, which is almost half the number of signal electrons. The additional charge
increases the noise of the device, however this does not degrade the performance of the
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high-speed CCDs, for which the readout noise is of the order of 100e− RMS. Estima-
tions of the radiation-induced dark current after receiving combined electron and neutron
irradiation at the expected 10-year levels show that dark current generation of > 1000
electrons can be achieved by this method at temperatures > 5◦C and integration time of
6.7 ms.
As shown in the previous paragraphs, the VCTI is the main point of concern, because
the HCTI can be reduced to less than 10% of VCTI. Using all the options for CTI
improvement described above, the VCTI can be reduced more than 60 times, as shown in
Table 8.3. However, this may not be sufficient, and the number of transfers in the vertical
direction (i.e., the vertical chip size) may have to be reduced in accordance with (8.7) to
limit the charge losses.
Table 8.3: Vertical CTI improvements.
Option VCTI improvement
Raise the output speed to >5 Mpix/s ≈1.3 times
Use 2-phase CCD ≈2.5 times
Use notch CCD 3 to 4 times
Inject “fat zero” >1000 e− 6 to 8 times
Total improvement ≈ 60 to 100 times
Speaking only of the CTI, the CCD lifetime in a radiation environment depends on
the chosen value of charge transfer losses. Some example parameters of the CCD can be
calculated if 25% lost charge is considered acceptable and the HCTI is taken as 10% of
the VCTI. As was mentioned before, the VCTI of a 3-phase EEV-like CCD is expected
to reach 1.5× 10−1 after 10 years of operation in the radiation environment of the future
linear collider. A CCD, which contains 2 Mpixels and 12 outputs, each reading 250 ver-
tical and 667 horizontal pixels, will have 23% transfer losses after ≈3 years of operation.
Although all the measures from Table 8.3 with improvement of 60 are applied in this
calculation, the main contribution (18%) comes from the VCTI. Assuming pixel size of
24µm, the chip has dimensions 96mm×12mm, and can be read out completely between
two pulses (6.7 ms) at 25 Mpix/s.
Another possible method for reduction of the radiation-induced CTI is device anneal-
ing. It is known, that the P − V center, which is the dominant bulk defect in n-type
buried channel CCDs [15] anneals at about 150◦C. By periodically heating of the CCD it
is possible to restore the pre-irradiation CTI, provided that the mechanical support and
mounting are designed to withstand such a temperature cycle.
An annealing experiment was performed on both electron irradiated Hamamatsu and
EEV devices [21]. In the EEV chip the CTI decreased almost to its pre-irradiation level
after 2 hours at 150◦C (Fig. 8.32). Similar experiment on a Hamamatsu device showed
CTI improvement of about 60%.



















Figure 8.32: Temperature dependence of the CTI in electron-irradiated to
8.5 × 1011 cm−2 EEV CCD02-06 (#A4003-18) before and after annealing at
150◦C for 2 hours.
Conclusions
The most important results from the radiation damage studies of CCDs can be summa-
rized as follows:
• The radiation hardness of 2- and 3-phase MPP mode CCDs from different manu-
facturers has been extensively studied;
• A model for the charge transfer losses in the CCDs has been developed and applied
in good agreement with the experimental data;
• Two-phase, notch CCDs should be used because of the greatly reduced CTI in
comparison to 3-phase and standard devices;
• Thermal charge injection is the major factor for reducing the CTI and promises
successful near-room temperature operation in harsh radiation environment;
• Device annealing can be used for restoring the CTI to sufficiently low levels. It can
be performed periodically when the detector is not working;
• Large flat band voltage shifts and spurious dark charge in Hamamatsu CCDs are
the main limitations at the moment. These issuies can be solved by more advanced
radiation-hard devices, currently under development.
8.2 Intermediate Tracker
The distance between the last layer of VTX and the first layer of CDC is about 39cm.
The gap is filled by an Intermediate Tracker(IT). The intermediate tracker consists of five
layers of silicon detectors placed at radii of 9.0, 16.0, 23.0, 30.0, and 37.0 cm and covers
| cos θ| < 0.90, which coincides with the region covered by VTX. The material thickness
of each layer is 0.6% radiation lengths, and the spatial resolution is 40µm each for rφ and
z.
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residual vs momentum for pi+
Figure 8.33: The rφ residual at the last layer of IT(r=37cm) and that of
VTX(r=6cm) for pion momenta: 0.5, 1.0, 5.0, and 10.0 GeV.
The roles of the intermediate tracker are to improve
• the linking efficiency of a CDC track to the corresponding VTX track,
• the reconstruction efficiency of particles which decay between VTX and CDC,
• the reconstruction efficiency of low momentum tracks, and
• time stamping capability to discriminate background tracks created by off-timing
bunches, which is impossible with the CCD vertex detector, since it does not provide
signal timing information.
To study the efficiency to link a CDC track to the corresponding IT and VTX hits,
we generated single π+ events at cos θ = 0 and studied the residuals of the CDC tracks at
the last layer of IT (at r = 37 cm) and the last layer of VTX (at r = 6 cm), as shown in
Fig. 8.33. Since the residuals at IT are considerably smaller than those at VTX, IT will
help in extrapolating CDC tracks to the VTX region.
We also studied residuals of tracks in Higgs events. The scatter plots of residuals in
the rφ plane against those in the z direction are shown in Fig. 8.34. The residuals for
a CDC z-resolution of 0.1cm is also shown for comparison. Again, we see the reduction
of residuals at IT compared to those at VTX. The z-residual at IT is mainly due to the
z-resolution of CDC. It is thus desirable to reduce it to 1mm or less. There are tails in
the distribution at IT. They are caused by multiple scattering of low momentum tracks.
By Gaussian-fitting to the central part of the distribution, we obtained the standard
deviations of the residuals as summarized in Table 8.4.
The distance (d) among hits in Higgs events is plotted in Fig. 8.35, at the outer-most
VTX layer (r=6cm) and IT (r=37cm). The events were generated at
√
s = 300 GeV with
a Higgs mass of 120 GeV. As seen in the figure, the numbers of hits near d=0 increase
linearly with d, which indicates that the hit density is uniform locally. From these figures
we conclude that the density of hits at the IT position (r = 37cm) is about 0.11 hits/mm2,
while that at the VTX position (r =6cm) is 0.66 hits/mm2. In the case of qq¯ events at√
s=500 GeV, those are 0.06 hits/mm2 at IT and 0.34 hits/mm2 at VTX. If hit densities
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Figure 8.34: The residuals of CDC tracks at IT(r=37cm) and VTX(r=6cm)
positions, for Higgs events. Upper two figures are for the case where the Z
resolution of CDC is 3mm, while the bottom two figures are for 1mm.
Table 8.4: Summary of residuals of Higgs events at IT and VTX position.
Position σz(mm) σrφ (mm) σZ (mm)
IT 3 0.021 0.137
1 0.023 0.055
VTX 3 0.039 0.187
1 0.038 0.073
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Figure 8.35: The distance among hits of Higgs events at (a) VTX posi-
tion(r=6cm) and (b) IT position(r=37cm).
are high, it is difficult to associate hits with tracks extrapolated from CDC. Residuals
shown in Table 8.4 represent well that extrapolated CDC tracks can resolve hits in IT
or VTX. Assuming three times the residual value for the size of the window for unique
hit-to-track association, the average number of false hits in that window can be obtained
using the hit density. Those are 0.035(0.016) hits at IT and 0.54(0.21) at VTX when σz
of CDC is 3mm(1mm) in the case of Higgs events. Improvement of hit-track linking is
clear when IT is installed.
8.3 Central Tracker
8.3.1 Overview of CDC
We start our discussion with general design principle of a central tracker in order to trans-
late the physics requirements to concrete chamber parameters. A possible set of chamber
parameters for the central tracker is given according to the general design principle. We
then list up our R&D items that include mechanical and operational stability issues, fea-
sibility studies of required chamber performance, and effects of space charge and magnetic
field. Finally we summarize our R&D and discuss future direction.
8.3.2 Design principle
Outline of Geometrical Parameters Decision Process
The parameters that determine the geometrical configuration of a small-jet-cell cylindrical
drift chamber can be classified into two groups: (1) global parameters that specify the
size and layout of axial and stereo super-layers, and (2) local parameters that describe the
geometry of a jet cell in each super-layer. The first class includes the length, the inner and
outer radii, and the stereo angle1 of each super-layer. If there is a layer of shielding wires
between adjacent super-layers, its radius and stereo angle also belong to this class. The
1 Strictly speaking, stereo angle, which is defined as the wire angle measured from the axial direction,
slightly varies even within a single jet cell: it increases linearly with the radial position of a wire. As
discussed later, the stereo angle of the innermost wire is the most important in deciding the stereo
geometry.
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parameters in the second class are, essentially, the relative locations of wires that comprise
a single jet cell, and determine the local properties of the chamber. These parameters
are optimized to achieve performance goals such as required spatial resolution, two-hit
separation capability, etc, together with other non-geometrical parameters including wire
high voltages, gas mixture, magnetic field, and so on.
Basic Chamber Parameters in Terms of Physics Requirements
Now let us outline a typical parameters decision process. The chamber performance
goals required by physics of interest are often expressed in terms of transverse momentum
resolution, dip angle resolution, two-track separation capability, polar angle coverage, etc.
In our case the most stringent requirement comes from the recoil mass measurement for
e+e− → Zh followed by Z → l+l−. In order to confirm the narrowness of the Higgs
boson, the recoil mass against the lepton pair from the Z decay should be measured to
an accuracy only limited by the natural beam energy spread. This sets the following
performance goal for the momentum measurement: σpl±/pl±
<∼ 0.4 % at pl± = 50 GeV/c.
Separation of W and Z through jet invariant mass measurements demands a resolution
comparable with the gauge boson natural widths. This necessitates good track-cluster
matching: σZ ≃ 1 mm and 2-track separation better than 2 mm.






















σrφ = spatial resolution in the r-φ plane per wire
n = the number of sampling points
α′ = 333.56 (cm · T · (GeV/c)−1)
C = 0.0141 (GeV/c)
(X/X0) = thickness measured in radiation length units
l = lever arm length (cm)
B = magnetic field (T)
. (8.10)
The number of sampling points is practically determined by the lever arm length and
the minimum possible wire-to-wire distance. The best result is thus expected for the
largest possible B field and lever arm length with the smallest possible spatial resolution.
Since the required polar angle coverage determines the wire length when the lever arm
length and the radial position of the innermost wires are given, the lever arm length is
limited by the maximum possible wire length for stable chamber operation2. The B field
essentially determines the Lorentz angle given a chamber gas mixture[25] and, if a tilted
cell structure is adopted, it imposes a limit on the two-hit separation capability. There
will also be a technical limit to the maximum possible B field attainable with a super-
conducting solenoid from the mechanical strength and the stored energy to be released
upon quench.
2 There are some external constraints on the radial positions of the inner- and outermost wires: the
radial position of the innermost wires is constrained, in the case of the present JLC design, by the size
of the support tube for the final focusing quadrupole magnets that reside in the detector system. The
radial position of the outermost wires has to be consistent with the surrounding barrel calorimeter.
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where σz is the spatial resolution per wire in the axial direction which is given by
σz = σrφ/ tanα (8.12)
in the case of stereo wires with a stereo angle α. Provided that l and B are predetermined
by the requirement on the transverse momentum resolution, the only free parameter left
here is the stereo angle. Apparently the larger the stereo angle becomes the better the
dip angle resolution. There are, however, various restrictions to the stereo angle.
The two-hit separation capability is controlled by the width of a sense wire signal
which is determined by the arrival time distribution of drift electrons, space charge effects
in the avalanche formation, and the subsequent readout electronics. Apart from the
optimization of the readout electronics, appropriate choices of the drift line configuration
and chamber gas are thus important. In any case, the relation of the two-hit separation
capability issue to the stereo geometry is at most indirect and can be treated separately
as a problem concerning local properties of the chamber[27].
Stereo Wires and Super-layer Structure
At this point we have a rough idea about basic parameters describing the chamber: the
inner and outer radii, the length, the number of sampling points, and the rφ spatial
resolution per wire. In order to decide the stereo geometry, we further need to know the
super-layer layout of the chamber and problems introduced by the use of finite stereo
angles. A stereo layer can be formed by rotating the end point of each wire belonging to
this layer by a small angle (∆φ) with the other end point fixed. As illustrated in Fig.8.36,














which suggests α being r-dependent even within a single stereo jet cell as mentioned
earlier.
The otherwise cylindrical surface of this wire layer turns into a hyperboloidal surface
as shown in Fig.8.37. As a result, both the azimuthal angle and the radial position of the
stereo wire becomes z-dependent:












(r(z = 0))2 + (z tanα)2
=
√
(r(z = ±L/2))2 + (z2 − (L/2)2) tan2 α,
(8.14)
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Z =   L/2
Figure 8.36: 3-dimensional view of a
single stereo wire.
Figure 8.37: Formation of a hyper-
boloidal surface due to stereo wires.
where z is measured from the middle of the chamber along the chamber axis 3.
This inhomogeneity distorts the electric field to some extent and limits the maximum
possible stereo angle, thereby restricting the z resolution σz. Fig.8.38 demonstrates how a
single stereo cell structure deforms as one moves from one endplate to the other. This z-
dependent geometrical deformation of the stereo cell is parametrized by a so called shrink
factor and imposes another important restriction on the possible range of stereo angles.
The shrink factor f(z) is defined to be the ratio A2B2(z)/AB(z = ±L/2) in Fig.8.38
and is readily derived from Eqs.8.13 and 8.14:
f(z) =
rB(z)− rA(z)
rB(z = ±L/2)− rA(z = ±L/2)
=














where R = r(z = ±L/2) and f(z = ±L/2) = 1 by definition.
It is a common practice to use pairs of stereo super-layers (V and U) with alternating
stereo angles (±α) interleaved with axial super-layers (A)4. In this case, the inhomo-
geneity is more serious for the gap between a stereo super-layer (V ) and the adjacent
3 The azimuthal wire position becomes a linear function, and the radial wire position a quadratic










to the lowest order of αz.
4 The axial super-layers greatly facilitate track finding in the r-φ projection, since stereo super-layers
alone cannot provide any absolute coordinate before its z coordinate is determined through tracking.
There is, however, a logical possibility to do away with axial layers.





















Figure 8.38: Exaggerated illustration of the stereo-cell formation
through rotation by an angle ∆φ and its deformation along the
wires. ABCD and A1B1C1D1 are the cross sections of a single
stereo cell at the end plates (z = ±L/2). A2B2C2D2 is that of the
same stereo cell in-between (−L/2 < Z < + L/2).
axial super-layer (A) just inside. The minimum gap attained at the middle point of the
chamber has to be large enough for stable operations of the chamber.
8.3.3 A Possible Central Tracker
Chamber Design
Applying the general design principle explained above to the JLC case, we obtained the
following basic parameters for a possible JLC central tracker: B = 2 T , rin = 45 cm,
rout = 230 cm, L = 460 cm, n = 80, and σrφ = 100 µm. The tracker consists of 6
axial and 10 stereo super-layers, each having 5 anode wires, arranged with increasing r
in the following order: AV UAV UAV UAV UA, where A, V , and U again denote an axial
super-layer, stereo super-layers with stereo angles of +α and −α, respectively. The gap
between adjacent super-layers is correlated with the stereo angle and is equal to either 4.0
or 5.0 cm at the endplates, depending on its radial location: the U -to-A and the V -to-U
gaps are equal to 4.0 cm, while the A-to-V is set at 5.0 cm (see Fig.8.39)5.
In the current design, there is a layer of shielding wires in each gap between adjacent
super-layers, in order to electrostatically isolate different super-layers. These shielding
wires in a V -to-U gap will have the same stereo angle (α) with the V wires. On the other
hand, the shielding wires in A-to-V or U -to-A gaps will have half the stereo angle of the
adjacent stereo super-layers (±α/2). Note also that the stereo angle varies even within a
single jet cell, according to Eq.8.13.
A possible cell design is shown in Fig. 8.40. The cell has 5 sense wires spaced 1 cm,
with each surrounded by ground wires in the sense wire plane and grid wires placed 5 mm
away from it. The two dummy sense wires at the both ends of the sense wire plane are
placed to stabilize the upper- and the lower-most sense wires. The maximum drift length
depends on the radial position of each sense wire and has a typical value of 5 cm. The drift
5 We can further optimize the inter-super-layer distances.
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= 230 cm





















Figure 8.39: A possible super-layer lay-
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Figure 8.40: A typical geometry of a
single cell: the circles (◦) and (•) cor-
respond to sense and potential wires,
respectively.
field is produced by 10 field shaping wires whose potentials change linearly and cathode
wires that cover the end of the drift region. The high voltages on the wires will be chosen
so as to get as uniform a drift field as possible with minimum electrostatic forces, while
keeping a reasonable gas gain for a chamber gas mixture of 90%CO2 and 10% Isobutane.
Questions to be Answered
The chamber parameters described above lead us to the following list of questions:
1. Can we control gravitational and electrostatic sags for 4.6m-long wires?
2. Is tension drop controllable for Al wires?
3. Can we stably operate 4.6m-long stereo cells?
4. Can we achieve a spatial resolution of 100µm everywhere in this big chamber?
5. Can we achieve 2-track separation better than 2mm?
6. Is gas gain saturation observed for cool gas mixtures no problem?
7. Is Lorentz angle small enough to allow straight cells?
8. Is neutron background (∼2k hits/train for B = 2T[34]) no problem? How big is the
signal charge for a single neutron hit? Is there any dead time expected?
These questions naturally comprise our R&D items.
Let us begin with the first two questions which have to do with mechanical stability
of the chamber.
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Figure 8.41: 4.6 m CDC test
chamber with wire position mea-
surement system. Figure 8.42: Cell layout of our
4.6 m long test chamber.
Mechanical Stability
In order to investigate mechanical stability of a drift chamber with very long wires, we have
built a 4.6 m long test chamber (see Fig. 8.41). We have also been developing a software
program to predict wire displacement, knowing the cell structure, wire tension, and high
voltage on each wire. The validity of the prediction has to be proved experimentally.
We have developed a wire tension and position measurement system and measured wire
tensions, gravitational and electrostatic sags for the 4.6 m long test chamber. The results
of the measurements were then compared with the predictions.
Our 4.6 m long test chamber has seven identical cells with the cell parameters which
approximate those of the aforementioned possible JLC central tracker. The layout of the
seven cells is shown in Fig. 8.42.
The cell design is shown in Fig. 8.43-(a) which also specifies our wire naming convention
to be used hereafter. The cell has 5 sense wires (S1 to S5) held at 2.5 kV and spaced 1 cm,
Figure 8.43: (a) possible small jet cell structure and (b) corresponding drift lines (B = 0
T).
with each surrounded by ground wires (G1 to G6) in the sense wire plane and grid wires
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(GL1 to GL6 and GR1 to GR6) at −0.5 kV placed 5 mm away from it. The two dummy
sense wires (D1 and D2) at the both ends of the sense wire plane are held at 2.15 kV
and stabilize the upper- and the lower-most sense wires (S1 and S5). The maximum
drift length is 5 cm where the drift field is produced by 10 field shaping wires (F1 ∗ ∗ to
F10 ∗ ∗) whose potentials change linearly in this order from −0.5 kV to −4.6 kV, and
by left and right edge field wires held at −4.6 kV. The wire diameter is 30 µm for sense
wires and 125 µm for the others. The high voltages on the wires were chosen so as to
get as uniform a drift field as possible with minimum electrostatic forces, while keeping a
reasonable gas gain for a chamber gas mixture of 90%CO2 and 10% Isobutane. Fig. 8.43-
(b) plots the drift lines and isochrones calculated with a drift chamber simulation program
GARFIELD [31]. Unless otherwise stated, wires we are going to deal with belong to the
central cell (C4).
Before stringing wires, we surveyed the endplates to check their machining precision
and found that the standard deviation of the actual wire hole positions from the nominal
ones to be less than 8.2 µm. The sense wires are gold-plated tungsten and all the other
wires are gold-plated aluminum. The reason for this choice of Al as the wire material is
to minimize the total wire tension so as to reduce the thickness of the chamber endplates
as required by endcap calorimeters. The wire stringing took us three weeks.











Figure 8.44: Principle of gravitational sag measurements.
Fig. 8.44 illustrates our measurement scheme of the gravitational sag of a wire. The
measurement goes as follows. Using the vertical camera, we first put fiducial marks on
the chamber windows in such a way that the line connecting them passes through the
wire in question (configuration 1 in Fig. 8.44). Then we rotate the test chamber by 90◦
and determine the wire deflection due to gravitational sag by measuring the wire position
relative to the line connecting the fiducial marks, using the horizontal camera (config.2
in Fig. 8.44). We measured the gravitational sags 1.5 years after the wire stringing. The
average gravitational sags for field and sense wires were 600µm and 353µm, respectively.
Our measurement scheme of electrostatic sag is sketched in Fig. 8.45. We first get a
wire in sight on both the horizontal and vertical cameras with high voltages off. Then we
measure the horizontal (∆X) and vertical (∆Y) displacements in the camera screens after
turning on the high voltages. Notice that the camera stays at rest during the measurement
and the measurement accuracy is determined completely by the wire image resolutions
on the screens (there is no tilt angle effect here). The overall accuracy for the electric
sag measurement was estimated to be 5 µm. The wire stability in the electrostatic field
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Figure 8.45: Schematic view of the electrostatic sag measurements.
has been checked by turning on and off the high voltages several times. We found no
instability, meaning that the wires always return to the same positions of equilibrium.
Figs.8.46 and 8.47 illustrate the wire deflections in our 4.6 m test chamber due to
gravitational and electrostatic forces. In the figures an original position (▽) is the initial
position of a wire at the end plates. On the other hand, denoted as gravitational sag
( ) and electric sag (⋆) are the measured positions of the wire under the gravitational
force before and after applying high voltages, respectively. Called ⁀first iteration (◦) is the
calculated value of the wire deflection in the electrostatic field when other wires are at
the positions after the gravitational sags. The input parameters for the second iteration
(•) are the new wire positions from iteration 1.
In Fig.8.46 we compare the measurements and predictions for a few field wires which
are on the left and right sides of the sense wire plane. There is a good agreement not only
in the magnitude of deflection but also in its direction for each one of these field wires. It
is clear that the prediction from the second iteration is better.
Results of the predictions and measurements for sense wires S1 and S2 are shown in
Fig.8.47. There is a noticeable left-right asymmetry in the measurements with respect to
the original sense wire plane, which could not be reproduced by the calculation. Probably
the source of such an asymmetry can be attributed to the influence of the other cells
which might have some asymmetry in wire tensions, since they were strung over a finite
period of time.
wire tension drop problem
Almost all methods of wire tension measurements are based on the same basic princi-
ple [28] and ours is no exception. We excite oscillations of a wire at its resonant frequency,
and then determine the tension T by using the following relation:
T = 4ρ · L2 · f 2, (8.17)
where f is the fundamental resonant frequency. The results are shown in Figs. 8.48-(a)
and -(b) for field and sense wires, respectively, as functions of the time measured from
the day of wire stringing. There is still a tension drop of about 10%/year for gold-plated
Al field wires unlike gold-plated W sense wires which now reach a tension plateau. Since
this poses a potential problem and requires a better wire material, we are continuing wire
material studies.



















































































Figure 8.46: Measured positions of some representative field wires at the
endplates (▽), with gravitational sags ( ) before and (⋆) after electrostatic
sags, compared with calculations: iterations 1(◦) and 2 (•).










































Figure 8.47: Same as Fig. 9 for the worst (S1) and a typical (S2) sense wires.






































Figure 8.48: Tension versus time for (a) field and (b) sense wires.
We now move on to question 3 which is the operational stability issue discussed in
detail in [24] [29].
Operational Stability
surface field variation due to stereo wires
As shown earlier, the wires belonging to a stereo layer form a hyperboloidal surface.
Consequently, any stereo cell shrinks as one moves from an endplate to the middle of
the wires. The resultant shrink factor is shown in Fig.8.49 for all of the 10 (V ,U) stereo




























Figure 8.49: Shrink factor (f) as a
function of z for all of the 10 super-
layers: from the bottom to the top, the
lines correspond to super-layers ordered























R = 68 cm
Superlayer
Figure 8.50: Surface field as a function
of z for a sense wire in the innermost
stereo super-layer at r = 68 cm.
The variation of the shrink factor ∆f/f is at most 3 % observed for the innermost
stereo super-layer which has r = 68 cm and α = 75 mrad. The z
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deformation of the stereo cell induces variation of the surface field on the sense wires in it,
thereby introducing gain nonuniformity along the wires. We calculated the surface field
variation on the sense wires, using the drift chamber simulation program, GARFIELD.
The size of the cell structure depends on the shrink factor f and varies also with the
radial position or the super-layer that the cell belongs to. Fig.8.50 plots the calculated
surface fields against the z coordinate. The maximum variation of the surface field is
∆E/E ≃ 0.43 %.
surface field variation due to wire sags
In addition to the stereo geometry, there is another source of geometrical deformation
of the cell structure that is the wire sags due to gravitational and electrostatic forces
on the wire. These gravitational and electrostatic sags also contribute to the surface
field variation and are common to both axial and stereo wires. It suffices to investigate
the effects of these wire sags for axial wires only. We, therefore, calculate the surface
field variation with GARFIELD, using as input the electrostatic and gravitational sags
actually measured as the difference of the wire coordinates at z = ±L/2 (wire ends) and
z = 0 (mid point) for a 4.6 m-long test chamber[22]. The maximum wire-sag-induced
variation of the surface field is ∆E0/E0 ≃ 1.4 %. It should be emphasized that the fact
that the field variation is comparable with those from the stereo geometry for our example
is largely due to the use of Aluminum field wires. We can in principle reduce the field
variation from the gravitational and electrostatic sags, by optimizing the wire materials
and by stringing these wires with higher tensions. On the other hand, the limitation
coming from the stereo geometry is inherent in any stereo chamber and is unavoidable.
gas gain variation along the wires
Now that we know the surface field variation along any wire, we can study its z-dependent
gas gain variation and discuss the operation feasibility of the chamber, provided that the
relation of the surface field to the gas gain is known. Conversely, the stereo angle should
be so determined to make the gain variation acceptable.
We have measured the gas gain for the CO2(90%)-Isobutane (10%) mixture, by using
a single wire proportional counter[29]. The counter is made of an aluminum cathode
tube with a 10 mm inner diameter and a gold-plated tungsten anode wire with a 30 µm
diameter. For the 55Fe X-rays (5.9 keV) and 90Sr β-rays, the charges collected on the
anode within 1 µsec were measured as a function of the applied voltage.
Gas gain measurements for different Isobutane concentrations (5%, 10%, and 15%)
have been made. The results for X-rays are shown in Fig.8.51. The gas gain increases as
the Isobutane concentration becomes bigger.
The measured data on the gain variation as a function of the surface field are fitted
in Fig.8.52 to the following empirical formula:
lnG = a + bE0, (8.18)
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Figure 8.51: HV dependence of the
charges collected in 1.0 µs for X-rays












































Figure 8.52: Gas gain as a func-
tion of the surface field for the Sin-
gle Wire Tube with the CO2(90%)-
Isobutane (10%) gas mixture.
around E0 ≃ 300 kV/cm, where the gas gain is about 105.
By combining these results with the surface field variations calculated above, we esti-
mate the gain variation of the stereo wire due to the stereo geometry to be at most 8 %
which is acceptable.
The surface field variation due to the wire displacements induced by gravitational and
electrostatic forces for our 4.6 m test chamber could give rise to some additional gain
variation as large as 25 % at worst. The wire displacements can, however, be reduced by
appropriate choices of wire materials enduring higher tensions, a higher gain gas mixture
allowing lower high voltages on sense wires, etc. On the other hand, the gas gain variation
due to the stereo geometry is irreducible without geometry redesigning.
Finishing up with the stability questions, let us move on to questions 4 and 5 concern-
ing required chamber performance [23].
Expected Chamber Performance
spatial resolution
Can we actually achieve the required spatial resolution over the full length of the 4.6 m-
long chamber? In order to confirm this, we studied the performance of the test chamber
using cosmic rays [23]. Here again we concentrate our attention on the central cell. Signals
from the 5 sense wires belonging to the central cell were amplified by a pre-amplifier,
which is mounted on an end-plate of the test chamber, and by a post-amplifier after
passing through a 5 m-long twisted pair cable. The gains of the pre-amplifier is about
200 mV/pC for the short pulse. The signal from the post-amplifier is fed to an 8-bit
flash-ADC (REPIC RPC-250), which has a 500 MHz sampling frequency over a 16 µsec
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time window. Any pulse from 0 to −1 V is chopped into 2 nsec time slots and converted
to a train of digits in the interval of 0 to 255 counts by this flash-ADC. The flash-ADC
fully covers the maximum drift time of the test chamber (about 6 µsec) and provides a
high enough sampling frequency to ensure a good enough resolution (2 nsec corresponding
to 16 µm drift equivalent).
The digitized pulse form is read out and recorded on a disk by a computer (NEC
PC98) through a CAMAC system. Any pulse which continues longer than 120 nsec above
the threshold (pedestal+3 counts) was regarded as a signal pulse. The arrival time of
the signal pulse was determined by its leading edge at which the pulse height exceeded
the threshold. To convert the drift time to the drift length, we use the x-t relation
calculated with GARFIELD for each wire. The validity of the calculated x-t relation
was experimentally confirmed by comparing the drift velocity given by GARFIELD with
independent drift velocity measurements.
We selected events demanding that the 4 out of the 5 sense wires excluding the one
to study had to have hits and made a reference track. We then calculated, on an event-
by-event basis, the residual of each hit on the wire to look at as the distance from the
reference track consisting of the 4 hits. The so-obtained residual distribution for the
central wire (S3) is plotted in Fig. 8.53-(a) against the drift length for tracks passing
through the central cell (C4) in the middle of the wires, with the two trigger counters
vertically aligned so as to primarily sample tracks perpendicular to the sense wires (for
our naming convention, see Fig. 8.43(a)). Fig. 8.53-(c) shows the one-standard-deviation
(1-σ) width of the residual distribution as a function of the drift distance. The width is
less than 100 µm for a drift length less than 2.5 cm, except for the vicinity of the sense
wire6. It becomes, however, gradually worse up to about 200 µm towards the edge of the
drift volume. Fig. 8.53-(b) is the projection to the vertical (residual) axis, demonstrating
the overall residual distribution.
The edge wires (S1 and S5) have wider distributions. This is due to the reference track
extrapolation error for S1 and S5 being much larger than the interpolation error for S2
to S4. In order to estimate the intrinsic spatial resolution of each wire we calculated the
track error as a function of the drift distance and subtracted it in quadrature on a bin-by-
bin basis. We then averaged the resultant resolution over the drift distance to compensate
the acceptance non-uniformity. The so-obtained overall intrinsic spatial resolutions for
individual sense wires are summarized in Table 8.5. Inspection of the table tells us that
the overall resolutions are around 100µm, approximately satisfying our performance goal
at least locally.
A similar analysis was carried out for tracks passing though the central cell near the
both ends of the wires, in order to make sure that the performance goal be satisfied over
the full length of the chamber. Though the spatial resolutions became slightly worse, they
are still close to 100 µm as listed in Table 8.5.
The intrinsic resolutions may also depend upon the incident angle of a track to the
sense wires. In order to investigate this effect, we set the two trigger counters in the middle
of the chamber but slightly displaced so as to primarily sample inclined tracks having an
incident angle of around 45◦ to the wires. This incident angle (45◦) corresponds to the
maximum dip angle with the full number of sense wires for the possible JLC central
tracker. The width of the residual distributions were translated into overall intrinsic
6 The apparent degradation of the resolution near the sense wire is not only coming from primary
ionization statistics but also from left-right ambiguity.
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Figure 8.53: Residual for S3 at the center of the test chamber (a) plotted
against drift length, (b) its projection to the vertical axis, and (c) the standard
deviation of the residual distribution as a function of the drift length.
Table 8.5: Summary of spatial resolutions.
Wire Number Center Ends Inclined
S1 117 ± 23(µm) 163 ± 75(µm) 94± 38(µm)
S2 103± 7(µm) 136 ± 52(µm) 95± 15(µm)
S3 103± 9(µm) 120 ± 22(µm) 102 ± 19(µm)
S4 98 ± 9(µm) 119 ± 22(µm) 90± 19(µm)
S5 109 ± 16(µm) 132 ± 45(µm) 105 ± 39(µm)
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Figure 8.54: Efficiency of the central sense wire (S3) as a function of the drift distance.
spatial resolutions after the track error and acceptance corrections, and are summarized
also in Table 8.5. We thus confirmed that a spatial resolution of about 100µm up to an
incident angle of 45◦.
The efficiency for each wire was calculated as a function of the drift distance to be the
fraction of tracks with actual hits on the wire in a 5-σ window. Fig. 8.54 is the results
of the calculations, for an oxygen contamination in the chamber gas of about 60 ppm.
The efficiency stays flat above 95% except in the last several bins close to the edge of the
drift volume. The slight drop towards the edge is primarily coming from the drift electron
absorption due to the oxygen contamination.
To investigate the effect of the oxygen contamination in the chamber gas, we compared
the chamber performance for two different oxygen contaminations, 60 ppm and 120 ppm.
The oxygen molecules, being electro-negative, capture some electrons drifting towards a
sense wire and make the signal pulse smaller as the drift length gets longer. We chose
the chamber gas with a slow drift velocity to reduce the effect of the diffusion of the drift
electrons. This choice made the chamber more sensitive to a small contamination from
electro-negative gases.
The pulse hight becomes smaller with the drift distance due to the diffusion. However,
the total charge of the pulse must stay the same, as long as there is no drift electron loss.
Plotted in Fig. 8.55-(a) is the integrated signal charge on S3 against the drift distance for
an oxygen contamination of 60 ppm. The signal charge gets smaller as the drift distance
becomes longer, indicating that an electro-negative gas at work. In order to confirm this
effect, we intentionally increased the oxygen contamination to 120 ppm and measured the
drift-length dependence of the signal charge. As seen in Fig. 8.55-(b), the pulse charge
rapidly decreases with the drift distance and vanishes down below the threshold at the
large drift distance, suggesting a total loss of drift electrons.
This effect not only diminishes the wire efficiencies but may also deteriorate the spa-
tial resolutions in the large drift-length region. As a matter of fact, Fig. 8.53 shows a
resolution increment with the drift distance larger than naively expected from diffusion.
It may be explained by the drift electron loss due to the oxygen contamination. A better
performance can thus be expected if the oxygen contamination is reduced.
In order to verify this expectation, we studied the effect of the oxygen contamination
with a smaller test chamber for which further reduction of oxygen contamination is pos-
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Figure 8.55: (a) Pulse charge on the central sense wire (S3) as a function of
the drift distance for an oxygen contamination of 60 ppm. (b) Same as (a) but
for an oxygen contamination of 120 ppm.
sible. The smaller test chamber, hereafter called ”baby chamber” has three jet-cells with
the same wire layout as the 4.6 m chamber but with a shorter wire length of 40 cm (see
Fig. 8.56).
Figure 8.56: Baby chamber
Using the baby chamber and essentially the same data taking system as used above
for the 4.6 m test chamber, we took cosmic ray data. We then followed the same data
analysis procedure as above and calculated the wire efficiency for the cosmic ray tracks
that passed the chamber with an incident angle of nearly 90◦. Fig. 8.57 shows the efficiency
of the central sense wire as a function of the drift distance for oxygen contaminations of
120 ppm and 20 ppm, respectively. In the case of 120 ppm we see a sharp efficiency drop
towards the edge while for the oxygen contamination of 20 ppm the efficiency stays almost
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Figure 8.57: Efficiency of the central sense wire (S3) as a function of the drift
distance (baby chamber): O2 contaminations of 120 ppm (left) and 20 ppm
(right).
Figure 8.58: Pulse charge on the central sense wire (S3) of the baby chamber
as a function of the drift distance for oxygen contaminations of 120 ppm (left)
and 20 ppm (right).
100% everywhere. The sharp efficiency drop observed for 120 ppm is coming from the drift
electron absorption due to the relatively high oxygen contamination, which is obvious from
Fig. 8.58 showing the integrated signal charge on the central sense wire as a function of the
drift distance: the signal charge gets significantly smaller for 120 ppm than for 20 ppm as
the drift distance becomes longer. We obtained similar results for other sense wires. The
attachment rate of drift electrons was evaluated from the observed charge attenuation as
a function of drift distance and the known drift velocity. In Fig. 8.59 our measurement is
compared with that calculated using the three-body attachment coefficient measured by
J.L. Pack and A.V. Phelps [30].
Being encouraged by the drift-distance dependence of the wire efficiency for 20 ppm,
we then studied the spatial resolution per wire. The analysis procedure was the same as
with the 4.6 m test chamber: we calculated the residual for the wire in question on the
event-by-event basis, using a reference track drawn with the hits on the other 4 wires. We
then subtracted the track error from the standard deviation of the residual distribution
to obtain the spatial resolution. Fig. 8.60 plots the spatial resolution of the central sense
wire against the drift length for 20 ppm, which shows much more reasonable drift length
dependence compared to Fig. 8.53.
The oxygen contamination of the gas would not be a serious problem in the real
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Figure 8.59: Attachment rate as a function of oxygen concentration (prelim-
inary).
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Figure 8.60: Spatial resolution of the central wire of the baby chamber as a
function of the drift length (preliminary).

























Figure 8.61: (a) FADC signals as a function of time (500 ns/division) for a typical
2-track event. The arrows indicate the drift direction. (b) 2-hit separation efficiency
as a function of 2-track distance (preliminary).
chamber since the oxygen level is planed to be kept lower than 10 ppm with better gas
tightness.
two-track separation
Next question is whether we can reproduce the single track results above in a multi-track
environment. In order to answer this question, we have carried out beam tests of the baby
chamber, using e+e− pairs produced by gamma conversions at an Al converter. The e+e−
pairs provided closely spaced 2 tracks at our disposal in the chamber and their signals
were read out with the same readout electronics as used for the cosmic ray tests described
above.
Fig. 8.61-(a) shows FADC signals from 10 wires, 5 of which belongs to the upstream
and the other 5 to the downstream cells, for a typical 2-track event. We can see two
closely spaced hits on each wire. We calculated the 2-hit separation efficiency for each
wire in a cell, demanding two reference tracks made of hits on the 4 reference wires other
than the wire to study. The two tracks define the 2-track distance and the expected hit
position for the second track on the wire in question. Figure 8.61-(b) plots the efficiency
for the second hit as a function of the 2-track distance in the case of normal incidence.
Although the result looks promising, it is still preliminary and more studies are needed
to investigate possible space charge effects due to the small diffusion nature of our gas
mixture. We will return to this problem later in the subsection for space charge effect.
particle identification
Particle identification through energy loss (dE/dx) measurements in a drift chamber is
a well established technique and could be additional information provided by the JLC-
CDC. However the primary demand to the CDC is high spatial resolution to be achieved
with a wire gain as high as 105 while dE/dx measurements require a low gain in order to
assure the proportionality of the collected charge to the total number of ionization acts
by a charged particle. When the wire gain is high this proportionality is lost because the
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Figure 8.62: Relative energy loss as a function of βγ. The dE/dx values
are normalized to that of 0.5 GeV/c pions and corrected for incident angles
(preliminary).
positive ions created in the avalanche process initiated by a given drift electron effectively
reduce the electric field near the sense wire surface and then prevent the normal growth
of avalanches initiated by subsequent electrons (space charge effect). In addition, the
small diffusion of drift electrons (especially along the wire direction) in a CO2-based gas
mixture may cause a severe space charge effect since the drift electrons get amplified in
small surface area on the sense wire.
In order to evaluate the particle identification capability of the JLC-CDC, we carried
out dE/dx measurements by irradiating the baby chamber with particle beams (e, π and
p) at the 12-GeV KEK proton synchrotron (KEK-PS). Fig. 8.62 shows the normalized
energy loss as a function of βγ for different beam incident angles. The beam is parallel
with the sense-wire plane and the incident angle (θ) here is defined to be 0◦ when the
beam is perpendicular to the wire direction. The energy loss was determined by averaging
80%-retained truncated means of 10 samples. The normalized dE/dx decreases for smaller
beam angles especially in the low βγ region. This indicates that the space charge effect
does affect the dE/dx measurements for highly ionizing tracks nearly perpendicular to
the sense wires.
Since the present design of the JLC-CDC assumes 16 layers of the 5-sense-wire jet
cells in the radial direction, 80 samples of dE/dx measurement are expected for a single
track. In order to estimate the particle identification capability with this configuration,
we applied the 80%-retained truncated mean method to the 80 dE/dx measurements in a
set of 8 consecutive events (tracks), each with 10 samples, recorded by the baby chamber.
The result for π−p separation at 1 GeV/c and θ = 0◦ is shown in Fig. 8.63. The obtained
figure of merit of separation is S ≡ 2 · |(dE/dx)A − (dE/dx)B| /(σA + σB) = 4.6.
In spite of the possible space charge effect, the dE/dx information may still provide a
useful means for particle identification.
Space Charge Effect
local space charge effect
However, not to mention two-track separation capability, the space charge effect in multi-
track environment may significantly affect the chamber performance including spatial
resolution and particle identification by dE/dx measurements.
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Figure 8.64: Wave forms for double laser beams.
We thus studied the effect of local space charge on gas amplification with parallel laser
beams (λ = 266 nm) created by a splitter (quartz plate), which simulate two closely spaced
strings of ionizations produced by two charged particles in a jet. The beam distance was
controlled by changing the thickness of the quartz plate. The laser beams were injected
into a single-wire drift chamber with a 50-mm drift space used originally for the Lorentz
angle measurement [25]. In Fig. 8.64, typical wave forms for double laser beams at x1 =
10 mm is shown for ∆x = 2.2 mm and ∆z = 0 mm, where x1 denotes the drift distance for
the first signal, ∆x (∆z) is the beam distance in the drift (wire) direction, and the beams
are parallel with the y-axis. The two laser tracks are clearly separated. The FWHM of
the signal is 80 ns, which corresponds to the electron drift distance of 600 µm.
The signal charges were obtained by integrating the wave form. It should be noted
that intensities of the two laser beams are different because of the unequal splitting. The
gain reduction factor of the second signal due to the existence of the first one was obtained
as Q2(Q1)/Q2(Q1 = 0), where Q1 and Q2 are the integrated charges for the first and the
second signals, respectively. Q2(Q1 = 0) was obtained by blocking the first laser beam.
The values of Q1 and Q2 were measured for each event and the mean values of 300 events
were used to obtain the reduction factor. In Fig. 8.65, we plot it as a function of the
first signal charge for different beam distances in the drift direction. On the other hand,
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Figure 8.65: Gain reduction factor of the second signal as a function of Q1
for ∆z = 0 mm and ∆x = 6.1 mm, 5.3 mm, 4.6 mm, 3.0 mm and 2.2 mm,
measured with x1 = 10 mm and E (electric field strength on the sense wire
surface) = 273 kV/cm (preliminary).
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Figure 8.66: Gain reduction factor of the second signal as a function of ∆z
measured with x1 = 10 mm, ∆x ∼ 4 mm and E = 238 kV/cm. (preliminary)
Fig. 8.66 shows the reduction factor as a function of the distance along the wire. These
figures tell us that
• The gain reduction due to the space charge depends on the size of the first signal
as naively expected;
• This gain reduction is a local effect on the sense wire surface which appears only
within a limited distance from the first avalanches;
• This local paralysis is sustained for a long time because of the low mobility of
positive ions.
The timing quality of the second signal, which is directly reflected to the spatial
resolution, is now under study.
global space charge effect
Another category of the space charge effect may set in when the beam background is
severe and positive ions are accumulated in the sensitive volume of the chamber. Not
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to mention the wire gain reduction, the positive ions would cause significant distortion
of the otherwise uniform electric field in the drift space. In that case the measured
coordinates on charged tracks deviate from those which would result under circumstances
free from positive ions (global space charge). It should be noted that the drift velocity in
a CO2-based gas is sensitive to the local electric field strength. These deviations would
be dependent on both position and time, and could be comparable to, or larger than the
spatial resolution expected of the JLC-CDC. Therefore it is possible that the global space
charge effect devastatingly degrade the chamber performance.
In order to study the global space charge effect, we are now planning a small experiment
using the baby chamber and a laser beam at KEK-PS. In the experiment the movement
of the laser beacon tracks will be observed under the controlled intensity of defocused
particle beam.
So much for the performance issues, let us now move on to question 7, concerning the
magnitude of the magnetic field and how it affects the cell design.
Magnetic Field Effect
2 tesla design
The Lorentz angle, which is the angle between the drift direction of electrons under the
influence of magnetic field and the direction of electric field, is one of the key parameters
to determine the jet cell design. The existence of the magnetic field tilts drift lines by
the Lorentz angle with respect to the electric field direction. If this angle is too big, drift
lines for the edge wires hit top or bottom walls of the drift cell, thereby leading us to loss
of detection efficiency.
Fig. 8.67 shows electron drift lines in a jet cell calculated by the chamber simulation
program GARFIELD [31] (a) without and (b) with the magnetic field. The results indi-
cates that the drift lines are completely contained in the cell at least up to a magnetic
field of 2 T. There is, however, no systematic experimental data published for the Lorentz
angles of CO2/isobutane gas mixtures, which makes difficult for us to test the reliability
of our calculations using the GARFIELD program. In order to confirm the results of the
GARFIELD calculations and to verify the validity of our cell design, we have developed
a Lorentz angle measurement system for cool gas mixtures, which have small Lorentz
angles, and carried out systematic measurement for CO2/isobutane gas mixtures. The
measurement system is characterized by the use of two laser beams to produce primary
electrons and flash ADCs to read their signals simultaneously.
We measured the Lorentz angles for different CO2/isobutane gas mixtures. The results
are shown in Figs. 8.68-(a), -(b), and -(c) as a function of the electric field for three mixing
ratios: (85 : 15), (90 : 10), and (95 : 5). At each electric field value in each figure, seven
points are plotted, corresponding to, from bottom to top, seven magnetic field values:
0.0, 0.3, 0.5, 0.75, 1.0, 1.2,, and 1.5 T, respectively.
Curves in Figs. 8.68-(a), -(b), and -(c) are predictions obtained with MAGBOLTZ-1
(version 1.16) through its GARFIELD interface, although its accuracy for the random
velocity distribution of electrons is known to be limited under certain circumstances[32].
The loss of accuracy is caused by a decomposition of the velocity distribution function
in Legendre polynomials, in which the lowest two or three terms are retained in the
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Figure 8.67: GARFIELD results of electron drift lines and
isochrones in the JLC-CDC for the CO2/isobutane(90:10) gas mix-
ture.
Figure 8.68: Tangent of the Lorentz angle (tanα) as a function of the electric
field for CO2/isobutane mixtures of (a) (95:5), (b) (90:10), and (c) (85:15).
Smooth curves are GARFIELD/MAGBOLTZ predictions.











CO   / isobutane (90:10)    B = 1.5 T 2
Figure 8.69: Magnetic deflection coefficient at B = 1.5T as a function of the
electric field for the CO2/isobutane(90:10) mixture.
calculation. Therefore results given by the program may not be precise enough when
the velocity distribution deviates far from isotropy or it has no axial symmetry as in
the case of crossed electric and magnetic fields. On the other hand, our experimental
condition seems to be favorable for application of MAGBOLTZ-1: electrons in CO2-based
gas mixtures under a low electric field are nearly thermal, i.e. the velocity distribution
is close to Maxwellian, and the axial symmetry of the velocity distribution holds to a
good extent, because the momentum transfer cross section is fairly constant over the
main portion of the electron velocity (energy) distribution. To confirm this we ran the
Monte Carlo version (MAGBOLTZ-2, version 2.2[33]), which is free from the problems
stated above though time-consuming, to simulate Lorentz angles for several electric and
magnetic field combinations. The results were found to be consistent with those obtained
with MAGBOLTZ-1.
We calculated the magnetic deflection coefficient (ψ) from the measured Lorentz angles
and the drift velocities obtained without magnetic field. Fig. 8.69 shows the resultant ψ
as a function of electric field strength for the CO2/isobutane(90:10) mixture at B = 1.5 T,
while Fig. 8.70 shows the drift velocity in the absence of magnetic field(v0D). The values of
ψ were found to be close to unity within ± 5% for the whole range of the applied electric
and magnetic fields and for all the gas mixtures used. The gas dependence of the Lorentz
angle is shown in Fig. 8.71. The observed increase of the Lorentz angle with isobutane
concentration is consistent with the increase of drift velocity and with ψ = 1.
The current design of the JLC-CDC assumes operation under a magnetic field of 2.0 T.
Figure 8.72 plots the Lorentz angle as a function of the magnetic field. The Lorentz angle
is proportional to the magnetic field as long as ψ = 1. We thus fit the data points below
1.5 T to a straight line passing through the origin and extrapolate the line to 2.0 T, in
order to estimate the Lorentz angle for the JLC-CDC. At E = 1 kV/cm and B = 2 T
the extrapolated Lorentz angle is tanα = 0.159 ± 0.002 for the CO2/isobutane(90:10)
mixture. The shaded band above 1.5 T indicates 1-σ extrapolation error interval. The
solid line in the figure is the prediction of GARFIELD/MAGBOLTZ which is consistent
with the extrapolation for 2 T.
higher magnetic field option
Motivated mainly by recent studies of beam-induced background[34], possibility of higher
magnetic field is now under serious considerations. Our current cell design allows a mag-
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Figure 8.71: Isobutane concentration dependence of tanα at E = 1.0 kV/cm.
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Figure 8.72: tanα at E = 1.0 kV/cm plotted against the magnetic field
for the CO2/isobutane(90:10) mixture. The shaded band above B = 1.5 T is
the 1-σ bound for the straight-line extrapolation, while the solid line is the
GARFIELD/MAGBOLTZ simulation.
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netic field up to about 3 T. Since GARFIELD/MAGBOLTZ reproduces our Lorentz
angle data very well, it is plausible that it continues to work well at around 3 T, too. It
is, however, desirable to confirm this experimentally. We are thus planning to measure
Lorentz angles at higher magnetic fields.
8.3.4 Summary
We have given affirmative answers to most of the basic R&D questions we raised in the
introduction: in particular, we have demonstrated the possibility to achieve an average
spatial resolution of σxy <∼ 100 µm. Still remaining are those related to the gas gain
saturation and space charge effects inherent in the gas mixtures having small diffusion
coefficients, and the tension drop problem for Al wires. The space charge effects are being
studied using laser beams as well as charged particles, while wire material studies are in
progress.
As discussed in the beginning of this chapter, there is a demand for a higher magnetic
field from beam-related background reduction point of view. We are thus investigating
possibilities to increase the magnetic field from 2 T to 3 T. If we could scale all the chamber
parameters that have the dimension of length by a factor of 2/3, the chamber performance
would stay unchanged. This is, however, impracticable since wire spacing, spatial resolu-
tion, and inner radius are difficult to scale, if not impossible. The expected performance
of a 3 T design, where these three parameters are kept unchanged, is discussed at the end
of this chapter. In any case, any design change should be made consistently to the whole
detector system, and should be justified by physics simulation studies. For this purpose,
we started developing a full detector simulator with GEANT4, while brushing up the one
based on GEANT3.
8.4 Performances of Tracking System
Vertexing Performance
Using a quick simulator, performance of the topological vertexing and the mass tagging
method was studied. The topological vertexing algorithm was developed by the SLD
group[35]. In this method, a tube of probability is defined along a particle trajectory.
Since the probability is high when trajectories overlap, such points are selected as vertices.
When a secondary or tertiary vertex is found, the pt corrected mass (Mcorr) is calculated
from the vertex mass (Mvtx) and the vertex momentum transverse to the flight direction
of the vertex (PT ):
For the study, we generated quark pair events at the Z pole. The events were clustered
to two jets by using the JADE clustering algorithm. Ycut was varied so as to force clustering
to two jets. When the production angle of the jet satisfied | cos θjet| < 0.8, the tagging
method was applied and efficiencies and purities were studied.
Fig. 8.73 shows the probability to find secondary vertices for bb¯ events. The efficiency
was about 90% and flat for a decay length greater than about 0.1 cm. The distribution
of Mcorr is shown in Fig. 8.74 for jets whose secondary decay lengths are greater than 300
µm. We can see clear separation between b quark jets and c quark jets.
We tagged jets as b when the decay length was greater than 300 µm and Mcorr was
greater than the cut value. The purity and the efficiency of the b tagging is shown
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Figure 8.73: The efficiency to find secondary vertices in b-quark jets as a
function of decay length (cm).
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Figure 8.74: The pt corrected secondary mass (Mcorr) distribution for each
quark.
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b tag efficiency

































Figure 8.75: The upper figure is a b tag efficiency and purity for the JLC
detector (open square) and for additional CCD layer at 1.2 cm (dots). The
lower one is for c tag.
in Fig. 8.75, which was obtained by changing the cut value from 1.0 GeV to 5.0 GeV.
The open-square points are for the JLC 3T detector. For comparison, we defined a new
geometry with an additional CCD layer at 1.2 cm and the beam pipe at 1.0 cm. The purity
and the efficiency in that case is shown in the same figure. In this case, the requirement
to the decay length was reduced to 150µm, thanks to the improved vertex resolution. As
a result, the efficiency was increased about 10% for the selection of purity greater than
95%.
In the case of c tagging, we required the decay length to be greater than 150µm and
Mcorr between 0.55 GeV and the cut value, which was changed from 1.0 GeV to 5.0
GeV. The result is also shown in Fig. 8.75 for the case of the JLC detector and with the
additional CCD layer. The c-tagging efficiency is about 30% with the purity of about
50% in the case of the JLC detector. Both the efficiency and the purity will be improved
by using additional conditions such as vertex momentum, etc.
The Tracking Performance
With VTX and CDC combined, we studied the overall performance of the tracking system,
in terms of the momentum resolution, the impact parameter resolution, and the missing
mass resolution for the e+e− → ZH process using the JIM Full simulator.
To study the momentum resolution, we generated single µ events by JIM. Generated
exact hit points were smeared by assumed resolution. In each event, hit points were
fitted by a helix separately for CDC and VTX. After moving the pivot of the CDC
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Figure 8.76: The pt resolution by a fit to CDC hits only and by a CDC and
VTX helix average
helix parameters to that of the VTX ones, taking into account energy loss and multiple
scattering by materials between them, they were averaged with weights of error matrices
to get a CDC-VTX combined helix parameter vector. This method does not require any
cpu-time-consuming minimization procedure such as kink-fitting but yields reasonable
results since both of multiple scattering and energy loss in the materials can well be
approximated by Gaussian. The obtained pt resolution is shown in Fig. 8.76. The pt
resolution was σpt/pt = 0.9× 10−4pt[GeV/c] at high momentum.
The impact parameter resolution as a function of pt is shown Fig. 8.77, which is about
25 µm at 1 GeV and about 3µm at high momentum.
The missing mass resolution was also studied using the process e+e− → µ+µ−X. This
is a channel to search the Higgs boson independently of its decay mode and the width of
the Higgs boson can be measured if it is large enough. The beamstrahlung spectrum of
JLC-I[17] X-band 300 GeV parameters with ±0.5% initial energy spread was included in
the simulation. The center-of-mass energy was 250 GeV.
The events were selected by requiring two good charged tracks (the number of sampling
in CDC is equal to 50) with an invariant mass between 80 to 100 GeV. The obtained
missing mass spectrum for an integrated luminosity of 100 fb−1 is shown in Fig. 8.78.
The spectrum was fitted by the curve given by




2σ2 dt+NZ · FZ(m), (8.20)
where FZ(m) is the scaled missing energy with respect to Z( FZ(m) = 1− m−MZ√s−MZ ), and
FH(m, t) is that to Higgs (FH(m, t) = Max(0, 1 − m−MH+t√s−MH )). From the fit, we obtained
the missing mass resolution of 1.0 GeV. The main contribution to the width is the initial
energy spread of ±0.5%, but the resolution could be slightly improved to 0.9 GeV if the
measurement is performed at 240 GeV.


















Figure 8.77: The 2D impact parameter resolution as a function of Pt by a fit
to CDC hits only, VTX hits only and CDC-VTX helix average.
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Figure 8.78: The missing mass spectrum of the two tracks for e+e− → ZH(red)
and ZZ(green) processes, where Z decays to µ+µ−. The center of mass energy
is 250 GeV, and the integrated luminosity is 100 fb−1. The solid line is a fit
by a function as described in the text.
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One of the most important physics to study at linear colliders is precision study of Higgs
boson produced in a reaction e+e− → Z0H . Large backgrounds to this process from
W+W− and Z0Z0 pair productions should be removed by b-tagging and reconstructed
2-jet masses. Precision study of weak couplings and top properties also need precise event
reconstruction using 2-jet masses under up to 8-jet environment. We therefore set a design
criteria for the calorimeter system in combination with the central tracker such that the
2-jet mass resolution be as good as the natural width of weak bosons for excellent W/Z
identification. Based on this criteria, the baseline detector model has been made and
simulation studies have been carried out.
In order to achieve the required 2-jet mass resolution, we set target energy resolution












⊕ 2% for hadrons,
with reasonably fine granularity. Here ⊕ means quadratic sum. In addition, the calorime-
ter should have cluster-position resolution better than 1 mm to achieve precise track-
cluster association for precise energy reconstruction.
Fig.9.1 shows an example of 2-jet mass resolution obtained by quick simulation with
the baseline detector of 2Tesla design for the reaction e+e− → W+W− at √S = 400 GeV.
Obtained mass resolution of 2.9 GeV with kinematical fit is reasonably good taking into
account that analysis algorithm and parameters are not yet optimized very well. Various
origins of the width are decomposed in the table 9.1. Each contribution was calculated
by replacing each information with generator information.
It has been widely known since the early days of e+e− collider experiments that in order
to achieve the best event reconstruction, tracking information should be used for charged
particles, while calorimeter information should be used only for neutral particles. For this
purpose, calorimeter hits generated by charged particles should be precisely identified and
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Figure 9.1: An example of reconstructed-mass resolution for W with kinemat-
ical fit for the reaction e+e− → W+W− at √S = 400 GeV, obtained by quick
simulation with the baseline detector of 2Tesla version.
Table 9.1: Various contributions to the width of reconstructed W mass for
the reaction e+e− → W+W− at √S = 400 GeV.
Natural width of W ∼ 1.6 GeV ( in terms of σ )
Neutrino escape ∼ 0.8 GeV
CDC momentum resolution ∼ 1.3 GeV
CAL energy resolution ∼ 1.2 GeV
Cluster-track association ∼ 1.9 GeV
Jet clustering ∼ 1.1 GeV
Total Width ∼ 3.3 GeV ( without kinematical fit )
deleted. Therefore, excellent clustering followed by precise track-cluster association plays
essential role in analysis. This conventional method has been used for analysis of quick-
simulation data. Existence of neutral objects are identified solely by energy-momentum
unbalance of associated cluster and track for overlapping clusters, which does not not
require very fine granularity.
From the table, it is seen that more improvements in track-cluster association algo-
rithm, and consequently in hadron clustering, should further improve this result. Needless
to say, however, verification with full simulation is indispensable to validate/optimize the
baseline parameters.
9.2 Baseline Design
The baseline calorimeter system is characterized by :
• excellent hadron energy resolution;
• reasonably fine granularity;
• whole calorimeter system inside of the superconducting solenoid.
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Required hadron energy resolution of 40%/
√
E can only be achieved with compensation,
which means that calorimeter signals for EM particles and for hadrons of the same energy
have the same amplitude. There are two ways to achieve the compensation; one is hard-
ware compensation and the other is software compensation. Software compensation, first
adopted by H1 liq.Ar calorimeter [1], requires very fine granularity to apply to linear col-
lider detectors aimed at precision physics, and thus results in very high cost. On the other
hand, hardware compensation can be achieved by simply adjusting the calorimeter compo-
sition, and requires no additional effort/cost. We therefore chose hardware-compensation
with tile/fiber technique as the baseline design. By adopting hardware compensation,
we can de-couple energy resolution and granularity ; the best energy resolution can be
achieved regardless the granularity, and granularity can be determined only by the criteria
from topological reconstruction.
The tile/fiber technique, which will be described in detail in the following sections, has
following features:
• Essentially crack less hermeticity;
• Capability for very fine longitudinal segmentation;
• Easy to design projective tower layout;
• Easy to integrate pre-shower and shower-max detectors;
• Reasonable transverse segmentation;
• Less expensive than crystals and liq.Ar.
In addition, the hardware compensation results in following features:
• Excellent hadron energy resolution and linearity;
• High density;
• Reasonable EM energy resolution;
• Relatively low light yield.
Our analysis based on quick simulations indicates that very fine granularity is not
necessary for event reconstruction. Therefore present baseline design is considered to be
almost optimum for the hadron calorimeter (HCAL). For the EM calorimeter (EMC),
on the other hand, very fine granularity might be required for precise event topology
reconstruction, even though quick simulation tells us that present granularity shows high
performance. In that case software compensation would be another option. Further
simulation analysis will answer this question.
We also need excellent pre-shower detector (PSD) and shower-max detector (SMD) for
e/γ/π±/π0 separation, two-cluster identification, and track-cluster association. To have
plural layers of shower position detectors (SPD) in EMC enables precise measurement of
off-vertex photon direction.
All the calorimeter system, including the photon detectors, are designed to be located
inside of the 3Tesla (or 2Tesla) magnetic field. We therefore need high-gain high-sensitivity
CHAPTER 9. CALORIMETRY 304
photon detectors operational in the strong magnetic field, since hardware compensation
results in relatively poor photon yield compared to the usual sampling calorimeters. We
discuss such photon detectors in a separate section.
Figure 9.2: Configuration of the baseline design of barrel calorimeter system
(x-y cross section) implemented into a full simulator.
The GEANT3 drawing of the baseline-design barrel calorimeter is shown in Fig.9.2.
There are 2Tesla option and 3Tesla option. Sizes of the calorimeter are smaller for the
latter, but configuration is almost the same.
In the case of the 3Tesla design, inner and outer radii of the barrel calorimeter are
160 cm and 340 cm, respectively, and the length is ±180 cm. Inner radius of the endcap
calorimeter is 50 cm, and the front face locates at z = ±190 cm. Angular coverage
of the endcap calorimeter with full-thickness therefore extends to |cosθ |< 0.966, while
partial-thickness coverage extends to |cosθ |< 0.991.
The calorimeter is an array of super-towers with pointing geometry with small offset.
One super-tower is composed, from the inner-radius to the outer-radius, of PSD (3×3 in a
super-tower), SMD, EMC-1(3×3), SPD, EMC-2(3×3), HCAL-1, HCAL-2, HCAL-3, and
HCAL-4. There are about 2000 super-towers in the barrel calorimeter, and about 3000
in total in the endcap calorimeters. One super-tower has readout channels of 31 and 48
for calorimetric measurement and for position measurement, respectively.
Parameters of these sub-detectors are summarized in Table 9.2. All the parameters in
the table are the first trials, and optimization with full simulation is needed.
9.2.1 EM Calorimeter (EMC)
EMC is a sampling calorimeter composed of 4mm-thick lead plates and 1mm-thick plastic
scintillator plates. Photons from the scintillator plates (tiles) are read out via wavelength
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Table 9.2: Parameters of the calorimeter system implemented into a full sim-
ulator. 2Tesla option is a revision of the previous large detector option, and
3Tesla option is a new detector design.
shifting fibers (WLS fibers) embedded in the tiles. Each WLS fiber is connected to a clear
fiber at the exit of the tile, and photons are transfered through the clear fibers to photon
detectors (tile/fiber technique). There are several ways to layout the clear fibers. Here we
adopted CDF-type[2] ; additional 1mm-thick acryl plates are stacked on the tile assembly
to accommodate clear fibers. This sampling frequency is expected to achieve stochastic
term of the EM energy resolution of 15%/
√
E, provided that photon statistics does not
contribute.
EMC is longitudinally divided into PSD, EMC1 and EMC2, to improve hadron/electron
identification. Thicknesses of these sections are 4.3 X0 (radiation length), 8.6 X0, and
14.3 X0, respectively. We expect pion rejection better than 1/1000 with electron efficiency
of 98% when used with HCAL information. Transverse cell size of EMC is 4cm×4cm in
the baseline design of 3Tesla-version, and 3×3 EMC cells cover one HCAL cell. This
transverse size is limited by the cost and technical feasibility of small tiles, or to be more
precise, bending radius of WLS fibers at corners.
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9.2.2 Hadron Calorimeter (HCAL)
HCAL is composed of 8mm-thick lead plates, 2mm-thick plastic scintillator plates, and
2mm-thick fiber-routing acryl plates. HCAL also has tile/fiber configuration. This sam-
pling frequency was expected to achieve stochastic term of the hadron energy resolution
of 40%/
√
E, provided that photon statistics did not contribute.
HCAL is longitudinally divided into four sections with thicknesses of 1.25 λ0 (inter-
action length), 1.5 λ0, 1.75 λ0, and 2.0 λ0. Total thickness including EMC is 7.5 λ0.
Transverse segment size of HCAL is 72 mrad at θ = 90◦ seen from the interaction point,
which corresponds to 14cm at the front face of HCAL section in the case of 3Tesla-design.
Number of longitudinal segmentation is limited only by number of photon-detector
channels. Improvement in multi-channel photon detectors enables much finer longitudinal
segmentation, and thus enables more sophisticated clustering and two-cluster separation
algorithms. Transverse segment size, on the other hand, is limited by cost, and it seems
difficult to make it much smaller.
9.2.3 Shower-Max Detector(SMD) and Shower-Position Detec-
tor(SPD)
The purpose of SMD is π0/γ identification, precise measurement of cluster position for
track-cluster association, and two-cluster recognition. SMD also improves e/π± separation
by transverse signal distribution. For this purpose, fine segmentation is necessary for
SMD. Also needed is wide dynamic range to detect minimum-ionizing particles (MIP)
and developing EM showers simultaneously.
The baseline design for SMD is an arrays of plastic scintillator strips. Strip size of
1cm-wide and 5mm-thick is assumed at present. An array of 12 strips covers one super-
tower in the case of 3Tesla design, and 18 strips in the case of 2Tesla design. Two
orthogonal layers give θ − ϕ position information with accuracy of better than 1 mm for
e/γ of energy greater than a few GeV. Ghosts are removed, though not completely, by
pulse-height analysis.
In the baseline design, photons from the scintillator strips are read out by WLS-fibers,
similar to the tile/fiber technique. Another option is under study to read out photons
using photo-diodes directly attached on the strips.
Another shower position detector (SPD) is installed between EMC-1 and EMC-2. SPD
has the same configuration as SMD. The purpose of SPD is to measure the direction of
the isolated off-vertex photons. SPD also helps hadron shower position measurement by
measuring early stage of hadron shower development, and thus improves track-cluster
association for charged hadrons.
The baseline design has only one set of SPD. Whether we need more layers or not
should be investigated.
9.2.4 Photon Detectors
Photon detectors for scintillating light are designed to sit at the end of the calorimeter
assembly in the magnetic field, rather than stretching the clear fibers to the outside of the
iron yoke of the whole detector. Therefore high-sensitivity photon detectors operational
inside of 3Tesla (or 2Tesla) magnetic field are necessary. At present, we assume that;
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• Both EMC and HCAL are read out by multi-channel HPDs;
• PSD are read out either by multi-channel HPDs or multi-channel HAPDs;
• SMD and SPD are read out either by multi-channel HAPDs or EBCCDs.
Here HPD, HAPD and EBCCD stand for Hybrid Photo-Diode, Hybrid Avalanche Photo-
Diode, and Electron-Bombarded CCD, respectively. Though some fine-mesh photo-multiplier
tubes show quite high gain even in 2.5 Tesla, we decided not to use them. Detailed R&Ds
are further needed to decide which option is the optimum.
There are 125k , 19k, and 223k channels of EMC, HCAL, and SMD/PSD to read out,
respectively. Therefore, it is impractical to use single-channel photon detectors. With
multi-channel HPDs and EBCCDs under study at present, only one multi-channel HPD
and one EBCCD can read out of all the calorimetric signals and position detector signals
from one super-tower, respectively.
9.2.5 Other Detector Options
There are several calorimeter schemes other than the baseline-design tile/fiber scheme.
The features of various detector schemes are summarized in Table 9.3. The listed features
are just potentials, and whether constructed detectors really have such features or not is
a different question. For the energy resolution, resolutions of typical EM calorimeters are
quoted. Hadron energy resolution strongly depends on the detailed structure and analysis
algorithm, and thus is not quoted. It should be stressed that longitudinal segmentation
is essentially important for e/π separation.
Table 9.3: Properties of various detector schemes for EM calorimetry.
Detector
Scheme
Crystal SPACAL Shashlik W/Si Liq/Ar Tile/Fiber
EM Energy
Resolution
Excellent Good Good Good Good Reasonable
Transverse
Segmentation
Good Good Good Excellent Excellent Reasonable
Longitudinal
Segmentation
Poor Poor Poor Excellent Excellent Excellent
Hermeticity Good Good Good Excellent Reasonable Excellent


















Besides the properties in the table, cryo-liquid calorimeters have additional features
inadequate for precision physics such as:
• Cryogenic pipes and walls tend to behave as anomaly (or a hole at the worst case);
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Figure 9.3: Schematical drawing of ZEUS-type test module.
• Materials and gap between inside tracker and EMC deteriorate track-cluster asso-
ciation and EMC performance.
Nevertheless, liq.Ar calorimeter has been adopted by ATLAS EMC due to its high resis-
tance against radiation damage, which is not the case for linear collider environment. For
large-scale general-purpose detectors at linear colliders, therefore, tile/fiber scheme has
the best-balanced features.
9.3 Hardware Study
9.3.1 ZEUS-type Test Module
We first investigated the possibility of ZEUS-type sandwich calorimeter because it was
the best-operating hadron calorimeter in the collider detectors when we started R&Ds.
We built four hadron calorimeter test modules with similar configuration to the ZEUS
test modules[3]. It was composed of 10mm-thick lead plates and 2.5mm-thick plastic
scintillator plates as shown in Fig.9.3. This volume ratio was expected to achieve hardware
compensation. Photons were read out by WLS plates attached on the both sides of the
stack. Photon collection efficiency was higher than the tile/fiber scheme. Number of layers
was 80, which corresponds to the total thickness of 5λ0. This simple structure realizes
low-cost and easy assembling, but at the same time results in a massless gap between
modules.
A test beam measurement was carried out at KEK π2 beamline[4] using 1-4 GeV
beams with a PSD, an SMD, and a SPACAL-type test module, which is described in
the next section. Measured energy resolution is shown in Fig.9.4. The results were as
expected except the large constant term for pions, which was due to transverse shower
leakage caused by small detector assembly cross section of 60cm×60cm. An e/π ratio, a
measure of compensation, was obtained to be 1.01. Also obtained was photo-electron yield
of the module to be 160 p.e./GeV on average as shown in Fig.9.5. This photo-statistics




E. This is not a problem
for hadron calorimetry.
In order to test the response to electrons, another ZEUS-type EM calorimeter test
module was made with 4mm-thick lead plates and 1mm-thick plastic scintillator plates.
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Figure 9.4: Energy resolutions of ZEUS-type hadron calorimeter test modules
for electrons (left) and for pions (right).
Figure 9.5: Photo-electron yield of ZEUS-type hadron calorimeter test modules
for electrons. The same amount is expected for pions since the module was
hardware-compensating.
Beam test was carried out at KEK π2 beamline with 1-4 GeV beams. Measured energy
resolution and photo-electron yield are shown in Fig.9.6. Obtained energy resolution of
15.4%/
√
E + 0.2% satisfies expected resolution. The measured photo-electron yield of





E. Though this would be acceptable, photon readout scheme with
better photon collection efficiency might be preferred for EMC.
Though measured energy resolutions were quite satisfactory, we decided not to con-
tinue R&Ds of ZEUS-type sandwich calorimeter due to following reasons:
• Longitudinal segmentation is difficult;
• Massless gap made by WLS plates running radially introduces significant response
anomaly.
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Figure 9.6: Energy resolution (left) and photo-electron yield (right) of ZEUS-
type EM test module.
9.3.2 SPACAL-type Test Module
We studied SPACAL-type calorimeter in parallel with the ZEUS-type calorimeter at the
first stage of the R&D because the SPACAL-type calorimeter was the best-performance
calorimeter that time, even though there was no running experiment using SPACAL.
Since SPACAL-type calorimeter was quite expensive and extremely elaborating, we built
only one module with sizes of 20cm×20cm×130cm as shown in Fig.9.7. Pure lead plates
with grooves were stacked, and 1 mmφ scintillating fibers were embedded in the grooves.
The volume ratio of lead to scintillator was 4:1 for hardware compensation. One module
was read out by 16 PMTs to have 4× 4 sub-tower structure for transverse shower profile
measurement.
Beam test was done at KEK π2 beamline using 1-4 GeV beams[4]. The setup is also
shown schematically in Fig.9.7. One SPACAL-type module at the center was surrounded
by four ZEUS-type calorimeter modules, and a PSD was set in front of the SPACAL
module for several measurements.












⊕ (11.6± 1.4) % for pions.
These resolutions were very good except the large constant term due to transverse shower
leakage. We also obtained pion rejection factor of 1/200 with electron efficiency of 98%
using PSD pulse height and transverse shower profile. This rejection score is not very
high because it is difficult to separate e/π with transverse shower profile at low energies.
In conclusion of the series of R&Ds, we decided not to continue R&Ds of SPACAL-type
calorimeter due to following reasons:
• Longitudinal segmentation is very difficult;
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Figure 9.7: Schematical drawing of the SPACAL-type test module (left) and
setup of the combined beam test of ZEUS-type and SPACAL-type test modules
at KEK-π2 beamline (right).
Figure 9.8: Energy resolutions of SPACAL-type test module for electrons (left)
and for pions (right). Bottom figures are for measurements with PSD in front,
and top ones are without PSD. Dotted lines are results of GEANT simulation.
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• Pre-shower and shower-max detectors can not be integrated naturally;
• Really expensive and elaborating.
9.3.3 Tile/Fiber Test Module
Tile/fiber structure is characterized by a wavelength shifting fiber embedded in a plastic
scintillator tile. This enables compact optics for light collection and transfer from scin-
tillators to photon detectors without sacrificing photon yield so much. This scheme was
extensively studied by SDC group[5], and then by CDF group[2] with slightly different
fiber layout. The tile/fiber calorimeters have been widely adopted by CDF, STAR[6],
CMS[7], and so on. For the JLC calorimeter, the tile/fiber structure with hardware com-
pensation was adopted as a revised baseline design in 1996, and systematic R&Ds were
initiated. Following bench tests of each component, test modules were constructed for
generic shower study and realistic performance study, and series of beam tests were carried
out at KEK and at FNAL. In the following sections, detail of the R&Ds are described.
Figure 9.9: Schematical view of straight-groove hanging-file test module (left),
and optical readout scheme (right).
1) Generic Studies with Straight-groove Module
Though extensive R&Ds had been carried out by SDC/CDF group before 1996, combi-
nation with hardware compensation raised two open questions:
• Possibility of hardware compensation itself with tile/fiber configuration must have
been established. There were several calculations and measurements on compensa-
tion with lead and plastic scintillator sampling calorimeters[4, 8, 9]. However those
results had significant discrepancies with each other. Addition of fiber-routing plates
for tile/fiber configuration was another unknown factor on compensation. This
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might affect the compensation condition. Those problems must have been exam-
ined before making calorimeter module of tile/fiber design.
• In order to realize required energy resolution with hardware-compensating compo-
sition using lead absorber, very thin scintillator plates of 1mm-thickness should be
used for EM calorimeter, and 2mm for hadron calorimeter. Photon yield, unifor-
mity, and mechanical feasibility must have been examined for such thin scintillator
plates.
A test module with hanging-file structure was constructed to examine possibility of
hardware compensation. The structure is schematically shown in Fig.9.9. Lead plates
and scintillator plates, and acryl plates if necessary, were hung over a pair of supporting
beams to enable re-configuration for generic studies. As absorbers, 4mm-thick lead plates
and 2mm-thick lead sheets were used to change the lead thickness from 4 mm to 16 mm
by 2mm-step. The thicknesses of plastic scintillator plates and acryl plates, on the other
hand, were fixed to be 2 mm. Transverse size of the plates were 1m×1m for good shower
containment.
Figure 9.10: A scintillator plate with WLS fibers. Blue lines on the scintillator
are the grooves. Green part of the fibers are WLS fibers to be embedded in
the grooves. A clear fiber is connected to each WLS fiber by heat-fusing with
a protective sleeve.
Photon-readout scheme is shown in Fig.9.9 and in Fig.9.10. The scintillator plates had
six straight grooves of key-hole cross section, where 1 mmφ WLS fibers were embedded.
Distance between the grooves, 20cm, was determined to re-use the scintillator plates for
the tile/fiber module. Fibers from five successive scintillator plates on each side were
ganged to form a super layer, and were read out by one PMT. There were 42 super layers
in the configuration with 4mm-thick lead plates, and detailed study on longitudinal shower
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profile was carried out. In the case of 8mm-thick lead plates, there were 24 super layers,
resulting in the total thickness of 6λ0.
Figure 9.11: Non-uniformity of photo-electron yield over one scintillator plate
(left), distributions of its average (right-top) and RMS (right-bottom) for 199
plates.
Response of scintillator plates were measured with an RI source before assembling.
Non-uniformity of photo-electron yield over one scintillator plate and distributions of its
average and RMS for 199 plates are shown in Fig.9.11. Since the WLS-fiber distance is
rather large, average photo-electron yield is only 1.6 p.e./MIP. Measured response map
shows prominent peaks at the embedded WLS locations. Effects of both measured non-
uniformity and distribution of average photo-electron yield on calorimeter responses were
examined by GEANT simulation, and concluded not to be significant for hadrons[10].
Energy Measurement
Series of beam tests were carried out at KEK π2 beamline with beam energies from
1 GeV to 4 GeV[10]. The setup of the beam test is shown in Fig.9.12. Fig.9.13 shows
energy resolution for pions and e/π response ratio versus lead plate thickness. Target
energy resolution is achieved with lead plates of 8mm-thick or thinner. The hadron
energy resolution of 33.6%/
√
E achieved with 4mm-thick lead plates are one of the best
hadron energy resolution achieved so far. In Fig.9.13, dependence of energy resolution on







the constant term. Intrinsic hadron shower fluctuation was obtained to be 24.4±0.7%
as a result of the fitting. This is significantly larger than previously reported value of
13.4±4.7% by ZEUS [11], which was derived only from two sampling frequencies. However
this could simply be due to the difference of incident energy.
It is concluded from the fitting of e/π ratio in Fig.9.13 that hardware compensation
should be achieved with 9mm-thick lead plates in the case of 2mm-thick plastic scintillator
plates.
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Figure 9.12: Setup of the beam test of hadron calorimeter test module at
KEK.
Figure 9.13: Energy resolution for pions (left) and e/π ratio (right).
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Table 9.4: Energy resolutions and e/π ratios with and without acryl plates
for 4 GeV/c electrons and pions.
lead thickness position of acryl σE/E for electrons σE/E for pions e/pi ratio
8mm No acryl plates (12.0±0.5)% (20.5±0.4)% 1.03±0.02
Acryl plates upstream (11.6±0.5)% (22.7±0.4)% 1.07±0.02
Acryl plates downstream (12.0±0.5)% (22.8±0.4)% 1.01±0.02
16mm No acryl plates (18.1±1.1)% (27.1±0.7)% 0.90±0.04
Acryl plates upstream (18.1±1.1)% (28.1±0.7)% 0.95±0.04
Acryl plates downstream (18.1±1.1)% (28.8±0.7)% 0.87±0.04
In order to check effect of fiber-routing acryl plates on compensation, three configura-
tions are tested in the case of 8mm-thick and 16mm-thick lead plate configurations:
• no acryl plates were used (lead and scintillator only);
• an acryl plate was put upstream-side of every scintillator plate;
• an acryl plate was put downstream-side of every scintillator plate.
The motivation of measurement with 16mm-thick lead plates was such that compensation
might be achieved with 16mm-thick lead plates + 2mm-thick scintillator plates + 2mm-
thick acryl plates, resulting in the volume ratio of lead to total plastic to be 4:1.
Effects of acryl plates on the energy resolution and e/π ratio is summarized in Ta-
ble 9.4. It is seen from the results of 8mm-thick lead-plate case that acryl plates does
not destroy the hardware compensation if they are placed downstream-side of scintillator
plates. Hadron energy resolution, however, gets slightly worse by their presence regardless
of their location. These behaviour is not clear in the case of 16mm-thick lead-plate case
due to large error. However it is clear that compensation was not achieved, meaning that
acryl plates do not contribute to the volume-ratio counting.
Shower Fluctuation Analysis
Longitudinal shower profile and its event-by-event fluctuation have been studied with
configuration of 4mm-thick lead plates, which had 42 longitudinal samplings (super lay-
ers). The purposes of this study are;
• Improve hadron energy resolution (software weighting);
• Construct parametric hadron shower generator with realistic fluctuation;
• Obtain e/π separation capability as a function of the longitudinal segmentation of
the calorimeter.
Analysis has been done for both EM and hadron showers following the work by CDF for
EM shower analysis[12]. Correlation between pulseheight fluctuations for different super
layers are shown in Fig.9.14. Upper plots are for raw fluctuations δi from average shower
shape, where i means i-th super layer.
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Figure 9.14: Correlation between pulseheight fluctuations for different super
layers for electrons (left) and for pions (right). Upper distributions are for raw
fluctuations, and lower ones are after orthogonalization.
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Figure 9.15: Shape of the orthogonalized fluctuation mode (eigen vectors) for
4 GeV pion shower. Five major modes are shown. Horizontal axis is super
layer number, and vertical axis is amplitude of deviation (arbitrary unit).
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Figure 9.16: e/π separation by deviation of pulseheight fluctuation from tem-
plate fluctuation distributions for electrons and pions. Left histogram is elec-
tron probability distribution for electron and pion samples, and right plot is
pion rejection factor as a function of number of modes (used eigen vectors).









where k means k-th events. As the eigen vectors and eigen values of the diagonalized
matrix, we obtain orthogonalized fluctuation modes and their amplitude δ˜, respectively.
Fig.9.15 shows five major eigen vectors (orthogonalized fluctuation modes) for 4GeV pion
shower. Horizontal axis is super layer number. Lower plots in Fig.9.14 are correlation
between fluctuation of amplitudes δ˜i and δ˜j for i-th and j-th orthogonalized fluctuation
mode. In the case of electrons (left), no correlation is seen between amplitudes of the
orthogonalized eigen vectors. On the other hand, δ˜i for pions (right) have correlation even
after orthogonalization procedure, meaning that orthogonalization of hadronic fluctuation
is not yet successful. This is because hadronic fluctuation is not Gaussian due to its two-
component nature; global hadronic fluctuation and local π0 generation. An attempt has
been under study to decompose two fluctuations. Therefore parameterization of hadron
shower fluctuations with orthogonal parameter set has not been completed yet.
Pulseheight fluctuation can be used to improve e/π identification, which is usually
done by shower profile only. Deviations of measured pulseheights from electron profile
template and from pion profile template are normalized by typical fluctuation for each
particle, and likelihood to each particle are calculated. Distribution of electron-ness and
pion rejection capability are shown in Fig.9.16. Number of mode in the right figure is
number of eigen vectors of pulseheight fluctuation used in the analysis. Since there are 42
super layers, there are 42 orthogonal eigen vectors to represent pulseheight fluctuation.
Using six or seven major eigen vectors achieves almost the best score ; higher minor eigen
vectors are noisy, and using them does not improve the score. For single-particle e/π
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Figure 9.17: Schematic view of the tile/fiber test module (left) and layout of
fibers and tiles (right).
separation, therefore, six or seven longitudinal segmentation should be good enough if
they are segmented in optimum way.
2) Study of Tile/Fiber Module
Based on the results of the generic studies and tile bench tests, the straight-groove module
was rebuilt to be a tile/fiber calorimeter module. The design of the module is schemati-
cally shown in Fig.9.17. The module was composed of a front section (FCAL) and a rear
section (RCAL).
In the FCAL part, the 1m×1m plastic scintillator plate was modified to be a scintillator
tile assembly as shown in Fig.9.17. Twenty-five tiles with size of 20cm×20cm×2mm-thick
were arranged on a fiber-routing acryl plate to form 5×5 tower structure. Four sides of
the tiles were painted white with TiO2-based emulsion, and the assembly was covered
with white PET films for better light collection efficiency as shown in Fig.9.18. The tile
had a σ-shaped groove with a key-hole cross section, where a WLS fiber was embedded.
The WLS fiber was connected to a clear fiber by heat splicing at the exit from the tile.
The clear fiber then ran in the groove on the fiber-routing acryl plate to exit from the
detector assembly, and was connected to a photon detector.
Prior to assembling to 5×5 matrix, photo-electron yield uniformity over a tile were
measured with β rays from an RI source for several tiles. Then after assembling to 5× 5
matrix, photo-electron yield at the center of each tile was measured for all 2000 tiles.
The setup of the measurement system is shown in Fig.9.19, and the results are shown in
Fig.9.20. Obtained photo-electron yield is translated to the calorimeter response of 83
p.e./GeV for 8:2 configuration, about the half of the ZEUS-type modules. This slightly





is not a problem for hadron calorimetry. The measured non-uniformity was estimated
using GEANT3 simulation to introduce systematic uncertainty of 0.3% on average on
energy resolution measurement. This, again, is not significant.
These tile assemblies were interleaved with 8mm-thick lead plates. There were 80
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Figure 9.18: Scintillator tiles arranged as 5×5 on the fiber-routing plate, and
covered with white PET films.
Figure 9.19: Automatic measurement stage for photo-electron yield unifor-
mity.
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Figure 9.20: Average photo-electron yield for tiles (left-top), average photo-
electron yield for straight-groove plates (left-bottom), uniformity over one tile
(right-top), and distribution of photo-electron yield for 100 sampling points
over one tile (right-bottom).
Figure 9.21: Setup of the beam test at KEK (left) and at FNAL (right).
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Figure 9.22: Energy resolution (left) and linearity (right) of the tile/fiber test
module.
layers of the tile assemblies in FCAL in total. They were divided into four sections
longitudinally, each of which contained 20 layers. One quadrant of a tower was read out
by one PMT.
Following the tile/fiber part, unmodified straight-groove section remained as RCAL.
There were two super layers in RCAL in the case of low energy beam test at KEK. In the
case of high energy beam test at FNAL, ten super layers were installed, the last of which
did not have lead absorbers to be used for muon tagging. RCAL also had 8mm-thick lead
plates as absorber.
The layouts of the beam tests at KEK and at FNAL are schematically shown in
Fig.9.21. Both setups are quite similar except for that there were momentum-analyzing
devices at FNAL beam test, and that SRD was used for electron identification at FNAL
instead of Cherenkov counters. Details of the setup and analysis are given elsewhere[10,
13]. Energy of the beam was 1-4 GeV and 10-200 GeV at KEK and at FNAL, respectively.
The beam was unseparated, and particle identification was done off-line. In the case of
FNAL test, however, electron-rich and pion-rich conditions were realized by selecting
appropriate converters/absorbers on the beamline. Tower-to-tower gain calibration was
done using penetrating muons.
Energy Measurement
Measured energy resolution, linearity, and e/π ratio are shown in Figs.9.22 and 9.23.
The energy resolution is slightly worse than those shown in Fig.9.13, and is consistent with
that of the straight-groove module with acryl plates interleaved shown in the Table 9.4.
We can therefore conclude that acryl plates used for fiber-routing do deteriorate the energy
resolution, regardless their location. On the other hand, the e/π ratio is consistent with
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Figure 9.23: e/π response ratio of the tile/fiber test module. T411 and T912
denote beam test at KEK and at FNAL, respectively.
1.0, and hardware compensation is established to be retained in the case of the tile/fiber
structure if each acryl plate is located downstream-side of each scintillator assembly.
If we stick to the hadron energy resolution of 40%/
√
E, sampling frequency of the
HCAL should be finer than 8mm-thick lead plates plus 2mm-thick plastic scintillator.
However measured hadron energy resolution of 46%/
√
E may be acceptable for physics
analysis. This should be examined by further simulation study.
Tower Property
Cross-talk between towers measured with electron central injection are shown in
Fig.9.24. Amount of cross talk to adjacent towers are 1%-level. This is consistent with the
optical crosstalk at the bench test measured with an RI-source. Cross talk of this level is
negligible to hadron shower analysis. For EMC of finer-granularity option, however, cross
talk may have significant impact, and needs to be examined.
Response at the tower boundary are shown in Fig.9.25. Energy measurement for pions
may have enhancement of about 3% at the region where WLS fibers are embedded. This is
consistent with the non-uniformity at the bench test shown in Fig.9.20. This enhancement
is not significant when EMC is located before the HCAL and response smears out. On
the other hand, energy measurement for electrons has prominent enhancement at the
boundary. This must be equalized by adjusting reflection index of tile surface around the
WLS when EM modules are constructed.
3) EMC R&Ds at Testbench
Photo-electron yield of 1mm-thick scintillator for EM calorimeter was measured for
10cm×10cm tiles. It also had a σ-groove, and 0.7 mmφ WLS fiber was used. The average
photo-electron yield was obtained to be three as shown in Fig.9.26. This corresponds to
350 p.e./GeV for compensating calorimeter, and is not sufficient for EM calorimetry. Com-
parison between 20cm×20cm×2mm-thick tiles and 10cm×10cm×1mm-thick tiles suggests
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Figure 9.24: Cross talk between towers for the tile/fiber test module.
that photo-electron yield is inversely proportional to the area of tiles, since we know from
independent measurement that photo-electron yield is proportional to the tile thickness.
Smaller tiles such as 5cm×5cm is considered to have sufficient photo-electron yield. This,
together with non-uniformity, should be established by further measurement.
R&Ds on another option of finer-granularity EMC, made of stacks of scintillator strip
arrays like SMD, are in progress. This option requires huge number of photo-detector
channels, and has become possible by recent advances in multi-channel HPD and EBCCD.
Whether we can remove ghosts efficiently or not must be investigated with a full simulator.
Bench tests on strip properties were carried out for various strip sizes with thickness
of 2 mm. Non-uniformity of photo-electron yield over a strip was measured to be 4.8% at
most for 1cm-wide strips as shown in the Fig.9.27, and is acceptable for EMC. Average
photo-electron yield, on the other hand, is 4.6 p.e./MIP. This corresponds to 260 p.e./GeV
in the case of compensating EMC, and needs further improvement. However, if software
compensation is possible even with the orthogonal θ − ϕ strip layout, thicker strips can
be used, and photo-electron yield will not be a problem. Detailed full simulation studies
are again needed to examine applicability of software compensation for this scheme.
9.3.4 Preshower and Shower-max Detectors
The purpose of PSD and SMD are to identify e/π±/γ/π0, and improve cluster separation
and track-cluster association. For this purpose, fine segmentation is necessary for SMD.
First we studied SMD of Si-pad array as HES[14] of ZEUS. Test modules were made with
Si-pad array firstly with pad size of 1cm×1.5cm and array size of 18×12, then secondly
with pad size of 1cm×1cm and array size of 16×16 with improved readout electronics.
Beam tests were carried out in combination with PSD and hadron calorimeter modules[15].
Later on, we moved to the scintillator-strip option since:
• Si-pad SMD was thought to cost too much;
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Figure 9.25: Tower boundary response of the tile/fiber test module. Top
figures are responses for electrons, and bottom ones are for pions. Left figures
are energy measurement, while right ones are energy resolutions.
CHAPTER 9. CALORIMETRY 327
Figure 9.26: Photo-electron yield of 10cm×10cm×1mm-thick tiles.
Figure 9.27: Photon yield uniformity over a 1cm-wide strip.
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Figure 9.28: Schematical drawing of PSD (left) and SMD (right).
• Scintillator-strip SMD used the same technique as the tile/fiber calorimeter, and
was easily integrated with calorimeter.
Since the size of the 3Tesla-version baseline JLC calorimeter is now much smaller than
the previous one, the first reason may be no more true. However re-examination of the
possibility of Si-pad option has not yet started.
According the the baseline design, we built test modules of PSD and SMD, and carried
out a beam test at FNAL in combination with the tile/fiber hadron calorimeter[16]. The
designs of PSD and SMD modules are schematically shown in Fig.9.28. Photons from
scintillators were read out by WLS fiber assembly in both PSD and SMD. In the case
of SMD, fibers were connected to multi-channel PMTs, and each strip was read out
separately.
In order to separate electrons from pions, three variables are defined:





• D is a measure of longitudinal shower distribution defined as D = ∑j zjEj/Etot
• R is a ratio of energy in PSD to total energy.
Examples of e/π separation capability of S and D variables are shown in in Fig.9.29.
It is seen that D-variable has excellent performance in e/π separation, and thus that
longitudinal segmentation is quite important. Measured e/π separation capabilities are
shown in Fig.9.30 and summarized in Table 9.5. Obtained score of mostly better than
1/1000 are comparable to other measurements [17], and is satisfactory.
Hit multiplicity of SMD can also be used to identify electrons. By requiring more
than 10 hit-strips out of 40 strips, pion rejection factor of about 10 can be achieved with
electron efficiency of 98%. However this has strong correlation with R-value, and is not
included in the table 9.5.
Measured position resolution is shown in Fig.9.31. Present result is significantly worse
than the baseline requirement of better than 1 mm for energies higher than a few GeV.
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Figure 9.29: e/π separation capability of S-variable (left) and D-variable
(right).
Figure 9.30: e/π separation capabilities using combinations of S, D, and R
variables..
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Figure 9.31: Position resolution of SMD.
Table 9.5: Pion rejection factors with the combinations of RPS2, S and D
values.
Method S value and RPS2 D value and RPS2 D and S values
ǫe (%) 90 95 98 90 95 98 90 95 98
rπ at 50 GeV 473 312 180 1274 1104 720 1183 828 753
rπ at 75 GeV 657 487 343 1258 1162 944 1510 1162 888
rπ at 100 GeV 984 656 281 1640 1406 1406 984 820 656
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This is due to saturation and cross talk of multi-channel PMTs, and should be solved
before going to the next step.
The WLS fiber assembly costs significant amount of the total cost of scintillator-array
SMD. In order to reduce the total cost of SMD, an option which use photo-diodes (PDs)
instead of WLS fiber assembly are being studied. Silicon PIN PDs or APDs are attached
at the both end of the strips, and photons are directly read out by the PDs. Direct
punch-through of charged particles will be identified by double-layer scheme; a blind PD
is pasted behind the detector PD.
Studies so far indicates that PIN PDs do not have enough sensitivity, and studies
with APDs are in progress. Much more studies are needed to get some conclusion on this
option.
9.3.5 Photon Detectors
The whole calorimeter system is designed to be located inside the superconducting solenoid.
Thus photon detectors operational in strong magnetic field are needed. In the case of crys-
tal calorimeter, the light yield is large and popular PIN silicon photodiode or APD can be
used. On the other hand, in the case of sampling calorimeters, especially compensating
calorimeters, the light yield is relatively poor and high-gain high-sensitivity photo-detector
is needed.
One conventional solution is fine-mesh photomultiplier tubes (FMPMTs). This has
been widely used for magnetic field below 1 Tesla. Possibility to improve its performance
at higher magnetic field was first investigated.
Another option is hybrid devices such as Hybrid Photodiodes (HPDs) or Hybrid
Avalanche Photodiodes (HAPDs). Performances of such devices have been extensively
studied so far. As the result, these hybrid devices are thought to be the best option at
present.
1) FMPMT
In order to keep high gain even in the magnetic field of higher than 1 Tesla, high-gain
FMPMTs with 24-stages of dynodes (Hamamatsu H2611SXA) were made and tested
with magnetic field up to 2.5 Tesla using SKS spectrometer at KEK [18]. Fig.9.32 shows
magnetic field dependence of the gain. It still had gain of 3× 105 at 2.5 Tesla when the
angle between the PMT axis and magnetic field was 30◦ even after rapid drop of gain
with magnetic field. By extrapolation, it was expected to have gain of 3× 104 at 3 Tesla.
However the gain variation with respect to field strength and PMT angle to the field
direction is quite steep. This feature is not desirable, though is not fatal. We therefore
concluded that FMPMT can not be the primary solution.
2) Hybrid Devices
HPD consists of a photo-cathode and a PIN photodiode facing to each other with a narrow
vacuum gap in between. This is essentially insensitive to the axial magnetic field as is
easily seen from the structure shown in Fig.9.33. High-voltage is applied between the
photocathode and the PIN silicon diode. Emitted photoelectrons are accelerated by this
field, and injected to the PIN diode. Those photoelectrons deposits their energy when
CHAPTER 9. CALORIMETRY 332
Figure 9.32: Magnetic field dependence of FMPMT gain. Horizontal axes are
magnetic field strength (left) and angle between magnetic field and PMT axis
(right).
Figure 9.33: Schematic view of the HPD structure.
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Figure 9.34: Gains of high-gain HPD out of (left) and in (right) a magnetic
field.
Figure 9.35: HAPD gain in a magnetic field for API 748-73-75-631 (left) and
for Hamamatsu R7110U. Solid line in the left figure is result of calculation.
they pass the depletion layer and create electron-positron pairs. Roughly speaking, since
excitation energy of one electron-position pair is 3.6 eV, gain of 3000 is expected with
photo-cathode voltage of -11 kV. Actual gain is slightly lower due to the surface layer of
the diode.
HAPD uses APD instead of PIN photodiode, and has higher gain due to the gain of
APD itself. With an APD of gain 100, HAPD would achieve total gain comparable to
PMTs.
Properties of HPDs and HAPDs have been extensively studied so far [18, 19]. Gains
of an HPD (Delft PP350F) in and out of magnetic field are shown in Fig.9.34. The gain
in the magnetic field with VPC=-15 kV was measured to be 4000. If we assume the photo-
electron yield of EMC to be 260 p.e./GeV, preamp noise to be 1000 e−, and HPD gain of
4000, we can achieve readout noise of about 1MeV.
Though the gain of HPDs is high enough for calorimetry, it is not high enough for
PSD and SMD. We therefore studied performances of HAPDs. The gains of HAPDs were
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Figure 9.36: Single photo-electron peak measured outside of magnetic field by
Hamamatsu R7110U.
Figure 9.37: Single-photo-electron peak measured with electro-focus EBCCD
by RD46.
measured for 748-73-75-631 made by Advanced Photonix and for Hamamatsu R7110U
in magnetic field. The results are shown in Fig.9.35. It is clearly seen that HAPDs are
operational in a magnetic field with high gain. It was also established that HAPDs had
sensitivity to measure single photon as shown in Fig.9.36. Therefore HAPDs can be a
good candidate for PSD readout.
Scintillator-strip SMD requires ultra-multi-channel photon detectors. Though once
Advanced Photonix made 9-pixel HAPDs, it is not so easy to make multi-pixel HAPDs.
Multi-channel HPDs are available with order of 100 channel/device at present. However
sensitivity of HPDs are not high enough to use for SMD. Recently developed EBCCDs
are ultra-multi-pixel devices naturally, and can achieve single-photon sensitivity [20, 21].
This is thought to be the best candidate for SMD, and basic surveys have been initiated.
RD46 collaboration has succeeded to observe single photo-electron peak with an EBCCD
as shown in Fig.9.37. However it is an electro-focus type like image intensifiers, and can
not be used in a magnetic field. We therefore started performance study on proximity-
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Figure 9.38: Gain vs. photo-cathode voltage (left) and noise vs. temperature
(right) for proximity-focused EBCCD N7220.
focused EBCCDs[20]. Structure of proximity-focused EBCCD is quite similar to that of
HPDs shown in Fig.9.33, replacing PIN silicon photodiode by a CCD. Photo-electrons
bombard back-side of CCD, where substrait is thinned to enable photo-electrons to reach
to the epitaxial layer. Fiber bundle with appropriate fiber spacing is attached to the
photocathode window, and hits are reconstructed by clustering algorithm. Fig.9.38 shows
gain curve with respect to the applied photo-cathode voltage and noise vs. temperature.
Measured sensitivity is yet unable to detect single photon, and further studies are in
progress.
9.3.6 Engineering R&Ds
There are several engineering issues related to the actual construction of the calorimeter
system:
• Rigid and strong lead alloy;
• Mass production scheme and cost of tiles;
• Mass production scheme and cost of WLS assembly;
• Overall structure.
Most of these are yet open questions.
Lead Alloy
Our baseline design is to use lead alloy as absorber material because of its high-Z,
density and cost. However lead is very soft metal, and development of rigid and hard lead
alloy is indispensable.
Lead with Sb or with Ca/Sn are the most popular hard lead alloys. It is also well
known that heat treatment and/or mechanical treatment improves mechanical feature for
some lead alloys. In order to study these properties, test pieces made of Pb(Ca/Sn) and
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Figure 9.39: A photo of the setup to measure mechanical properties of lead
alloys. Broken test piece after measurement is seen.
Figure 9.40: Elongation vs. applied weight for a Ca-doped lead alloy. Left
figure shows whole curve which gives yield tensile strength, and right figure
shows rising region which gives Young modulus.
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Figure 9.41: Elongation vs. applied weight for mechanicaly-treated lead
alloy. Elastic region extends to higher tension region, while slope itself (Young
modulus) stays the same.
Pb(Sb) alloys of several different concentrations have been made, and measurement of
strength, Young’s modulus, and creep are in progress. Properties of heat treatment and
mechanical treatment are also under study.
Fig.9.39 and Fig.9.40 show the measurement system and a result of strength mea-
surement for a Ca-doped lead alloy, respectively. Tensile strength (yield) of this sample
is measured to be 49MPa, which is 7 times stronger than pure lead. However measured
Young modulus of 13GPa is almost the same as that of pure lead.
Improvement of tensile strength itself is not an important result because one can not
use material beyond elastic region. Fig.9.41 shows how mechanical treatment improves
elastic region of lead alloy.
Studies on heat treatment is in progress.
Feasibilities of other options such as tungsten, copper, stainless steel or hybrid material
such as CFRP-sandwiched lead are yet open questions.
Mass-Production of Tiles and WLS Assemblies
Machining of σ-grooves on tiles costs about $10/tile for fabrication scale of a few
thousand pieces. Since there are 2.2 million tiles in total, machining cost is significantly
high and should be decreased. This can be solved by making tiles with casting. However,
casting of tiles with σ-grooves seems very complicated, though is not thought to be im-
possible. On the other hand, the strip-EMC option enables quite easy casting. Drastic
cost reduction is expected by mega-strip casting ; casting of the strip array as a whole.
This possibility should seriously be pursued.
Cost reduction of WLS assembly is yet an open question. Direct readout by attached
photo-diode, which is under study as a part of the shower-max detector R&D, may enable
us to avoid this problem.
Structural Study
There are two major ways to build the barrel calorimeter assembly. One is a stack
of doughnuts, and the other is an assembly of orange sectors. Orange sector assembly
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Figure 9.42: Conceptual layout of constant-sampling barrel calorimeter.
is a natural solution for z-insertion of mega-tiles. In this case, however, absorber plate
orientation can not be perpendicular to the polar angle direction. Therefore sampling
frequency, and accordingly energy resolution, becomes θ-dependent. One way to avoid
this problem is to make a structure as shown in Fig.9.42. This layout enables constant
sampling frequency and at the same time reserving room for clear fibers, which increases as
θ increases. However mechanical strength should be a very difficult problem. Simulation
study is needed to estimate the effect of θ-dependent resolution on physics capabilities.
9.4 Simulation Study
A full simulator (named JIM) based on GEANT3 was constructed for detector parameter
optimization and performance study. Calorimeter geometry and parameters listed in the
Table 9.2 are implemented, together with all other detectors and structural components.
Calorimeter signal normalization, response mapping, linearity and energy resolution ex-
aminations have been done by comparing with the beam test results. Development of
hadron-shower clustering algorithm is in progress
Simulator Tuning
Linearity of calorimeter response is shown in Fig.9.43. It has an excellent linearity of
less than 0.3% from 2GeV up to 250GeV, while 1GeV data has slightly large deviation
probably due to cross section of hadronic reaction and low multiplicity of shower at low
energy.
Fig.9.44 shows full simulation result of the energy resolution of barrel calorimeter for
electrons and for pions. Obtained hadron energy resolution of 43.3%/
√
E ⊕ 6.1% for
pions has much worse constant term than our beam test results shown in Fig.9.22. It has
already been shown that this is not due to shower leakage in the simulation. More tuning
of detailed geometry and/or cross section of physics processes are necessary to reproduce
measured results.
Response mapping was also done using electrons with respect to the polar angle as
shown in Fig.9.45, and to the azimuthal angle. We observe a dip in energy measurement at
the super-tower boundary. The beam test data, on the other hand, shows enhancement
rather than dip as shown in Fig.9.25. This difference is considered to be caused by
two reasons: 1)non-uniformity of photo-electron yield over a tile is not implemented
into the full simulator, and 2)there exists unexpected gap between supertowers in the
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Figure 9.43: Linearity of the calorimeter implemented in a full simulator.
Red, green, blue, and yellow lines indicates barrel CAL response to electrons,
barrel CAL response to pions, endcap CAL response to electrons, and endcap
CAL response to pions, respectively.
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Figure 9.44: Energy resolution of barrel calorimeter implemented in a full
simulator. Top is for electrons, and bottom is for pions
Figure 9.45: Calorimeter response vs polar angle obtained by 10 GeV elec-
tron injection. Dips in the left and right figures show boundary between the
endcap and barrel calorimeters and boundary between barrel super-towers,
respectively.
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Figure 9.46: Hit-cell distribution for one-pion injection (left) and for two-pion
injection (right), and results of 3-D contiguous clustering. One box corresponds
to one calorimeter cell, but longitudinal layers are projected to 2-D. The size of
the boxes correspond to the energy in log-scale. Overlapped numbers indicate
serial cluster number.
geometry definition. The latter was found by difference of response map between electron
injection and positron injection, and should be fixed. Impact of non-uniformity on physics
analysis should be investigated to know necessity to implement non-uniformity into the
full simulator.
Hadron Shower Clustering
Clustering of hadron shower is essentially important for precise track-cluster associa-
tion. Conventional clustering (JADE algorithm) for EM shower does not work very well
for hadron showers because it tends to split one shower into plural clusters, and thus
leaves excessive neutral energy undeleted.
There are two possibilities to avoid this problem; one is to make large contiguous
cluster with plural peaks in it, and the other is to make ’super-cluster’, a cluster of single-
peak clusters. The former method with two-dimensional clustering is very successful for
quick-simulation results, but does not work well for full-simulation data. Extension of
this method to 3-dimensional clustering is first tried. The latter, which has been studied
by TESLA group, has not yet been tried.
Fig.9.46 shows how this clustering works on a hadron shower induced by one 100GeV-
pion (left), and two 100GeV-pions (right). Boxes indicate a tower, and the sizes represent
the energy. Numbers overlapped on boxes are cluster ID numbers. Some contiguous
towers have different cluster ID, which means that individual cells in the towers are not
contiguous in 3-D space.
Several satellite clusters are made around/apart from the main cluster. These satellite
cluster are not deleted at the track-cluster association stage, and thus result in excessive
neutral energy. The fraction of the energy summed over satellite clusters to the total
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Figure 9.47: The fraction of the energy summed over satellite clusters to the
total measured energy.
energy are shown in Fig.9.47 for one-pion events. There are four events with large satellite
energy. However total satellite energy is only 1.6% of the total energy even with the four
events, and most of the energy are collected by the main cluster.
Right figure of Fig.9.46 shows merit of contiguity check in 3-D space. Two clusters
looks contiguous in 2-D projection, but are not in 3-D space, and thus correct clustering is
performed. Figure 9.48 shows separation capability of two pion clusters made by 100GeV
pions. Two clusters can be reconstructed separately down to about 50cm-distance, which
corresponds to four hadron cells. It means at least one vacant cell is needed between two
3× 3 clusters. Thus present score is almost at the geometrical limit.
Two pions with less distance mostly result in one cluster in this 3-D contiguous clus-
tering. In this case, existence of two pions must be identified by shower-max detectors,
and energy decomposition may be done by momentum-energy subtraction. This, however,
gives worse energy resolution than geometrical cluster decomposition. To avoid this de-
terioration, conventional JADE algorithm can be tried only for such cases. This method
is yet under development.
Study of effect on physics sensitivity be forthcoming.
9.5 Future Prospect
Results of quick simulation for various physics processes have demonstrated that the
baseline calorimeter system can realize excellent physics sensitivity. However, validation
with a full simulation is essentially important, especially for optimization of granularity.
This must be completed urgently.
Extensive hardware studies have proven the technical feasibility and performance of
tile/fiber scheme with hardware compensation. There are still open questions in high-
granularity EMC option and in photon detector options. These issues are also related to
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Figure 9.48: Energy of the primary cluster as a function of distance between
two pions of 100GeV. 200GeV means two pions formed one connected cluster.
the total cost, and thus should be solved before moving to the proto-type R&D stage.
Engineering studies including the heavy metal choice should also be finished before the
proto-type stage.
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The muon momentum can be precisely measured by the inner tracking detectors. There-
fore the muon detector should only have many position measurements to obtain good
matching with the tracks, where modest position resolution is required. Modest timing
resolution is also required to reject cosmic ray backgrounds. As the requirements are much
looser than those for the LHC experiments, we think that we can construct the muon de-
tector with existing detector technologies. We may apply new technologies developed for
LHC if required.
Fig. 10.1 is a cross sectional view of the standard detector, where the muon detector
layout is shown. In the barrel region the solenoid magnet is surrounded by one layer of
plastic scintillator counters, followed by six muon detector layers; one layer just inside the
return yoke, four layers in the return yoke, and one layer just outside the return yoke.
The endcap muon detectors have a similar detector configuration. The total area of the
muon layers amounts to about 4,000 m2.
10.2 Material Effect
We studied the effect of the detector material to the muon detector. Table 10.1 summarizes
the amount of material of the standard JLC detector in front of the return yoke and in the
return yoke itself at θ = 90◦. The muon momentum is required to be more than 2.2 GeV
to reach the return yoke, and to be more than 5.2 GeV to fully penetrate the return yoke.
Table 10.1: Material thickness of the detector at θ = 90◦. Those in front of the return
yoke, in the return yoke itself, and the total thickness are listed.
In front Return Yoke Total
Weight 1.09 kg/cm2 1.51 kg/cm2 2.60 kg/cm2
Radiation length 158 X0 109 X0 267 X0
Interaction length 5.6 λ0 11.2 λ0 16.8 λ0
Multiple scattering due to the material in front of the muon detector is simulated by
JIM [2], the full simulation program of the JLC detector. In the simulation, muons are
345
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Figure 10.1: Layout of the muon detector.
generated at the interaction point with a momentum of (px, 0, 0) where the +z direction
is along the electron beam. The hit positions at the inner surface of the return yoke
(x = 500 cm) are recorded.
Fig. 10.2 shows the distributions of the z-coordinate for muons with initial momentum
of 5, 10, 20, and 50 GeV. The distributions of the y-coordinate are very similar to those
of the z-coordinate. Fig. 10.3(a) shows the standard deviation of the z-coordinate (σz)
due to multiple scattering as a function of the muon momentum. This result is similar to
that obtained for the TESLA detector [3]. Fig. 10.3(b) shows the momentum distribution
of muons in the b-quark pair production at
√
s = 500 GeV. As seen in this histogram
the majority of muons have momentum below 50 GeV, for which σz is larger than 1 cm.
We thus conclude that the position resolution of about 1 cm is sufficient for the muon
tracking device.
10.3 Detector Options
The JLC muon detector should have position resolution of 1 cm or better, and should be
constructed with a well-established technology. In addition, as the muon detector covers
a very large area, the technology must be inexpensive. Single-cell drift chambers, resistive
plate chambers, and thin gap chambers are currently considered as the candidates.
10.3.1 Single Cell Drift Chambers
The first candidate, single-cell drift chambers (SCDCs), is described in the JLC-I re-
port [1]. A SCDC super-layer has four layers with xx’yy’ wire configuration to measure
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Figure 10.2: Distributions of the z-coordinate at the return yoke surface
(a) pµ = 5 GeV, (b) pµ = 10 GeV, (c) pµ = 20 GeV, and (d) pµ = 50 GeV.
both φ and z coordinates. The cell size of the SCDC is 10× 5 cm2, and the wire length
is 10 ∼ 15 m. A wire support is located at the middle of the wire to reduce the wire sag.
The expected position resolution is about 500 µm dominated by the gravitational wire
sag. Once the hit coordinate along the wire is known, the position resolution can be much
improved. The number of readout channels is relatively small, about 10,000 in total.
10.3.2 Resistive Plate Chambers
The second candidate is resistive plate chambers (RPCs). Large area RPC systems are
used by experiments at B-Factories [4, 5], and will also be used by experiments at LHC
[6, 7]. Such a large area RPC system can be constructed with a very low cost, because of
their simple structure with no wires. The RPC can be very thin, for example, the total
thickness of an RPC doublet for the BELLE KLM detector is only 3.2 cm. The position
resolution is determined by the dimensions of readout cathode strips, and a resolution
of 1 cm can easily be achieved. RPC is a very promising candidate for the JLC muon
detector.
10.3.3 Thin Gap Chambers
The third candidate is thin gap chambers (TGCs), a kind of MWPC with a very thin
gap (∼ 3 mm). TGC is highly efficient except for the dead space due to wire supports.
The signal is fast enough for our purpose. The position resolution of 1 cm is easily
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Figure 10.3: (a) The standard deviation of the z-coordinate at the return yoke
surface as a function of the muon momentum, and (b) the distribution of the
muon momentum in the b-quark pair production at s = 500 GeV.
achieved, similar to the case of RPC. TGC can be operational at a very high particle rate
of 1 kHz/cm2. The only demerit is the higher construction cost than that of RPC, as
TGC uses a huge number of wires.
The endcap muon trigger system for the ATLAS experiment uses the TGC tech-
nology [6]. To this purpose intensive R&D works were performed in Israel and Japan.
Production of a total of 1,000 large TGC doublets/triplets are in progress at KEK. Ac-
cording to the ATLAS TGC schedule, the production will be completed in 2003, and then
installed at the LHC experimental hall by the end of 2004. Through the TGC produc-
tion we will at least gain an excellent experience to construct a large area muon detector
system.
10.4 Summary
A simulation study is made to investigate the effect of the detector material to the muon
detector. The position resolution required for the muon tracking device is found to be
about 1 cm.
The detector technology is still to be determined, We have currently three possible
candidates for the muon tracking device; single-cell drift chambers, resistive plate cham-
bers, and thin gap chambers. The technology will be determined by further simulation
studies, together with experiences obtained at B-factories and LHC.
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A superconducting solenoid magnet has been studied for the JLC detector. The JLC
superconducting solenoid magnet is shown in Fig. 11.1. The magnet provides a central
magnetic field of 3T at nominal current of 4725A in a cylindrical volume of 8m in diam-
eter and 6.8m in length. It placed outside the calorimeter to achieve good hermetic. The
coil consists of double layer aluminum-stabilized superconductor wound around the inner
surface of an aluminum support cylinder made of JIS-A5083. At the both of the end
part, four layers of coil will be wounded to improve field uniformity in the CDC volume.
Length of the end part is 1.1m. Indirect cooling will be provided by liquid helium circu-
lating through a single tube welded on the outer surface of the support cylinder. Since
the magnet is located outside of the calorimeter, it is not necessary to design as a thin
superconducting solenoid magnet. Therefore, a thickness of outer/inner wall of cryostat
can be thick as much as sub-detectors are necessary.
Figure 11.1: Configuration of the JLC superconducting solenoid magnet.
350
CHAPTER 11. DETECTOR MAGNET 351
It was considered about a superconducting wire for the JLC solenoid based on the
ATLAS superconducting wire. The size is 4.3mm width and 30mm height. On design
of a superconducting solenoid, it is required to be reliable two main mechanical stresses,
hoop stress and axial stress in a coil. The evaluation is done by calculated combined stress.
Even though the yield strength of superconducting wire is achieved to around 250MPa at
recent R&D of high strength superconducting wire, it assumed to yield strength of 150MPa
in our design. The combined stress, Von Mises, in the coil when the central magnetic field
of 3T is shown in Fig. 11.2. Since the calculation result, required thicknesses to keep
within yield strength in the coil are to be 110mm for support cylinder and 60mm for coil,
respectively. From these required thickness, the cold mass is approximately to be 95tons.
The stored energy is calculated to be 985MJ.
Figure 11.2: Stress and deformation shape due to magnetic force in the coil.
To protect the coil due to the magnet quench is one of the most important issues for
solenoid design. Figure 11.3 shows the temperature rise and current decay after magnet
quench in case of mounting pure aluminum strips. In this calculation, total magnetic
energy is dumped entirely into the superconducting wire, and it assumed that the pure
aluminum strips are mounted on the inner/outer surface of the solenoid. By mounting
pure aluminum strips, the quench propagation velocity can be increased drastically. As
the calculation results, the maximum temperature rise after quench is to be around 80K,
and the magnet current is decayed within 80 second from the nominal current of 4725A.
Radiation shields consist of 20K-shield and 80K-shield are placed between the coil
and the vacuum vessel. These shields have to be decoupled electrically from both the
coil and the vessel walls in order to avoid the effects of the eddy current induced by the
fast current discharge of the coil. The vacuum vessel for this solenoid magnet consists of
inner and outer coaxial cylinders that are connected by flat annular bulkheads at each
end. The solenoid magnet will be supported at the innermost layers of barrel iron yoke
by fixing the support structure on the outer vacuum vessel. The coil support system has
to be transmitting both the weight of cold mass and the magnetic de-centering forces.
If the geometrical center of the solenoid and the iron yoke are deviated each other, the
magnetic force is generated. This force has to be taken into account on the coil support
design.
11.2 Iron structure
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Figure 11.3: Quench behavior of the coil with pure aluminum strips.
11.2.1 Introduction
An iron structure for the JLC detector has been studied and designed. Figure 11.4 shows
the basic configuration of the JLC iron yoke structure. The structure consists of the barrel
and two end-yoke sections. The overall height is about 16m from the floor level; the depth
is about 13m. The iron structure will be made from low-carbon steel (JIS-S10C: 0.008
0.012 wt% carbon). The total weight except for sub-detectors is approximately 11,000tons,
and it will be placed on a transportation system for roll-in/out. Assembling of the iron
yoke and installation of the sub-detector will be carried out at the roll-out position and
then move to the roll-in position for the experiment. The end-yoke separates at its center
and then opens to access to the sub-detectors.
Some kinds of design studies are required to optimize the iron yoke configuration.
Those are the influence of the magnetic field, stability against the acted forces such as
self-weight of iron yoke (mechanical design) and assembling/maintenance consideration.
In the magnetic field study, the iron yoke is acted on the magnetic field of 3T from
the JLC solenoid magnet, amount of iron have to be determined for improving the field
uniformity in the CDC volume, and leakage field outside of the iron yoke is kept minimize
by absorbing the flux return. In the mechanical design, it is required to study on the
deformation and stress level against heavy self-weight of iron yoke and strong magnetic
force. As the other important issue for the mechanical design, an earthquake resistant
design is required. In these studies, way of iron yoke assembling, access to the sub-
detectors and cables pass have to be taken into account.
11.2.2 Magnetic Field Design
The criteria for the magnetic design to determine the iron yoke structure are around field
uniformity of 1% in the CDC volume, and an allowable leakage field at 10m far from
the solenoid center is less than 100 gauss. To set the tolerance against leakage field, an
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Figure 11.4: Basic configuration of the JLC iron yoke.
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important criterion is to work an electromagnetic valve. With keeping these requirements,
thickness of the iron plates were tried to minimize as possible. Permeability of iron plate
for calculation is shown in Fig. 11.5. This is the measurement data of the BELLE iron
yoke, which is the same material as the planning JLC iron yoke. The ways to improve
the field uniformity without increasing the amount of iron are coil thickness at the end
of the solenoid is thicker, and the inner diameter of the end-yoke is smaller. The results
of magnetic field calculation when the central magnetic field of 3T is shown in Fig. 11.6.
In this calculation, the end part of the coil is two times thicker than the other part. The
maximum magnetic field in the iron yoke is to be 3.3T. The field uniformity is to be 1.2%
as show in Fig. 11.7. The magnetic field along the beam line is shown in Fig. 11.8. The
leakage field was calculated to be 110 gauss.
Figure 11.5: Permeability of iron material
(JIS-S10C), which was used for the mag-
netic field calculation.
Figure 11.6: Calculated magnetic field at
the central magnetic field of B=3 T.
From this calculation, iron plate thicknesses of barrel and end-yoke were optimized.
Innermost and outermost layers of yokes are understood to require a thicker iron plate of
50cm-thick than other layers plates of 30cm-thick and 40cm-thick.
11.2.3 Mechanical Design
Load conditions of iron yoke are self-weight of 11,000tons. The barrel-yoke is about
5,000 tons and the end-yoke is 6,000 tons, respectively. The magnetic force was calcu-
lated to be 18,000 tons. The mechanical design will be followed to the design guideline
for construction of nuclear power plant in Japan. In this reference, the safety margins
for various stresses are indicated and load conditions are also indicated at the various
situations. At the earthquake resistant design, an input acceleration will be 0.2G or
0.3G. Earthquakes of this magnitude are expected to occur in the Tsukuba area with a
frequency of once per year of 30 years. Figure 11.9 shows the deformation of the outer-
most layer of the barrel-yoke due to self-weight. The self-weight of the outermost layer
is approximately 1,352 tons. The maximum deformation was calculated to be 3.1mm.
However, it should be noticed that this assumption is ideal conditions. The practical
situation is each octagonal section will be assembled by bolted joints, so its stiffness must
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Figure 11.7: Field uniformity in the CDC
volume at B=3T. The uniformity is simply
calculated from the ratio of the minimum
and maximum fields.
Figure 11.8: The magnetic field along the
beam axis at B=3 T.
be lower than the complete octagonal shape. It is important to assemble with keeping the
rigid structure. The gravitational sag of end-yoke due to the self-weight will be neglected.
Because the self-weight is acted on the vertical direction, the end yoke is the rigid body
in this direction.
The deformation of the end-yoke due to the magnetic force of 18,000 tons is shown in
Fig. 11.10. The maximum deformation was calculated to be 6mm. The end yoke will be
assembled from 4 sections from the viewpoint of crane capacity and easy assembling, it
will not be able to expect to the stiffness as the completed octagon. At the earthquake
resistant design, the natural frequency of iron yoke is calculated as the first step. If this
value is lower than the 10Hz, the reinforcement of the iron yoke structure is required
due to avoid to resonant with earthquake. As the next step, various earthquake waves
those maximum magnitudes are corresponding to 0.2G or 0.3G are input to the iron yoke,
then get the responded magnitude. If the magnitude is 0.4G, this value is applied to the
horizontal direction as the static load. At the final step, the deformation and stress level
will be calculated using 0.4G.
11.2.4 Configurations
The barrel-yoke structure is constructed from eight flux-return and eight Muon detector
modules. Each barrel Muon module consists of 5 layers with 100mm thick instrumental
gaps. Thicknesses of steel plates are 500mm, 400mm, 300mm, 400mm and 500mm from
innermost layer, respectively. Few millimeters of flatness of steel plate has to be taken
into account on the Muon detector design. To improve the stiffness of the barrel-yoke,
some support structures will be necessary.
Each end-yoke is planned to separate into four quadrants containing five iron plates.
Each thickness is the same as the corresponding plate of the barrel-yoke. The inner
diameter of 1,300mm is required for th e support tube. The end-yoke must slide out to
provide access to the inner detector. An end-yoke transport system has to be studied.
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Figure 11.9: Deformation of the outermost
layer of the barrel-yoke due to self-weight of
1,352 tons.
Figure 11.10: Deformation of the end-
yoke due to magnetic force of 18,000
tons.
Chapter 12
Monte Carlo Simulation Tools
12.1 Overview
Monte Carlo simulation comprises an essential part of any modern experimental high
energy physics. In the designing stage of a large scale project such as the JLC, its primary
goal is to identify important physics targets and then set machine parameters such as
beam energy, luminosity, beam energy spread, beamstrahlung, beam related background,
etc. and detector parameters such as momentum resolution for charged particle tracking,
calorimetric energy resolution, impact parameter resolution, minimum veto angle, particle
identification, and so on. These performance requirements constrain the machine and the
detector designs eventually to be integrated into a TDR. The simulation studies thus link
three major components of the project: physics, machine, and detector. It is therefore
very important to simulate, with sufficient accuracy and speed, all of key features of linear
collider experiments.
Monte Carlo simulation that connects physics, machine, and detector parameters has
the structure shown in Fig.12.1. We start from 4-momenta of initial partons generated
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Figure 12.1: Flow chart for Monte Carlo simulations
with initial state radiation (ISR) and beam effects. After parton showering, hadronization,
and decays we are left with pairs of two 4-vectors (xµ, pµ) for final state particles, where
xµ’s carry information on production and decay vertices as well as time stamps. These
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particles are swum in the detector volume, interacting with materials, leave tracks in
tracking devices and, depending on the nature of the particles, shower in calorimeters.
These tracks are usually parametrized as helices and individual showers as calorimeter
clusters, resulting in hits in the tracking devices and energy deposits in calorimeter cells.
If necessary we can then convert these into raw detector signals such as ADC or TDC
values, etc.
There is a mirror image of this flow diagram, which is called event reconstruction and
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Figure 12.2: Flow chart for event reconstruction and analysis.
point making). In the case of hits in trackers, the map from the set of individual hits to
subsets of hits (tracks) is called track finding, while in the case of calorimeter hits, the map
is called clustering. The map from the tracks to helix parameters is called track fitting.
These tracks and calorimeter clusters are combined through track-cluster matching and
yield energy flow information. Together with vertex information, these comprise a set of
pairs of 4-vectors (xµ, pµ) of the final state particles. Jet clustering follows this step and
hopefully leads us to reconstructed initial parton 4-momenta.
Depending on how we short cut these processes from the 4-momenta given by the
event generator to the reconstructed 4-momenta, there can be many levels of simulation.
It is very useful to do it in various levels, since by doing so we will know the effects of
what we skipped or included, thereby leading us to deeper understanding of the detector
as well as to fast but sufficiently accurate way of simulation.
In order to facilitate such multi-level simulations, it is desirable to have a general
simulation study framework which allows easy switching from one level to another without
affecting end users in the analysis stage. Considering the recent advance of object-oriented
programming (OOP) paradigm, we are developing a framework called the JLC Study
Framework (JSF) which is sketched in the next section. Section 12.3 then lists up various
Monte Carlo event generators that can be input to the JSF. Brief description of detector
simulators we have used throughout this report is given in Section 12.4. Section 12.5 then
discusses future direction.
12.2 JSF: JLC Study Framework
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Figure 12.3: Software packages and their relations for JLC studies.
12.2.1 Philosophy
The JLC Study Framework (JSF) is written in C++ and is based on ROOT[1]. As
its name suggests, the JSF sets a general framework for event-based data processing,
scope of which covers all the JLC-related software works that extend from various Monte
Carlo simulations to online data taking and monitoring for beam tests and their off-line
analyses. Basic concept of the JSF is to organize an event-based data processing program
as consisting of modules. Each module comprises a program unit for a certain task and
is implemented as derived from a base class called JSFModule, which specifies a common
interface for processing begin run, event, end run data, etc. Any module that inherits
JSFModule is automatically included in the sequence of the program execution, which
is controlled by a kernel routine, an instance of a class called JSFSteer. The kernel
routine also takes care of inputs from and/or outputs to files, and provides a graphical
user interface as well as an event display facility.
For Monte Carlo simulation studies, the JSF provides a common interface to various
event generators both fast and full detector simulators, event reconstruction, and analysis.
Several modules are thus included in the standard JSF distribution: a base class
for event generators using BASES/SPRING[3], an interface to PYTHIA[5], a module to
handle parton showering and hadronization using JETSET, and modules to control a
quick simulator (QuickSim) and a full simulator (JIM). There are also interface modules
to read external event data files such as ASCII text files of parton four momenta, data
created by JIM, etc. Their relations are shown in Fig. 12.3.
12.2.2 Interfaces to Event Generators
There are interfaces to several types of event generators implemented in the JSF.
Pythia
The Pythia generator module uses the ROOT’s interface to Pythia[5] and is built in the
JSF as the standard event generator. Event generation with this module can thus be
CHAPTER 12. MONTE CARLO SIMULATION TOOLS 360
controlled by a macro file in a standard format or a built-in GUI or both, which specify
event types, decay modes, the number of events to generate, etc.
Bases/Spring-based Generators
The Bases/Spring module provides an interface mainly for those generators that utilize
HELAS[2] for helicity amplitude calculations. The current version of the JSF comes with
a C++ version of BASES/SPRING, where BASES performs integration of amplitudes
squared for the process in question and SPRING carries out generation of weight-one
events according to the integration result. Resultant partons are passed to a hadronizer
described below. Many event generators have been developed using this interface, of
which a package called Physsim is described in the next section.
Other Generators
For other event generators which are not integrated into the JSF, two types of interface
modules are prepared. One is to read generator data in HEPEVT format. In this case,
the 4-momenta of stable particles are directly fed into detector simulators. The other is
to read 4-momenta of quarks and leptons, which are prepared in an ASCII text file. This
category includes various generators based on GRACE[4]. As with the Bases/Spring-
based generators, the generated partons are hadronized using the standard hadronization
module, being ready for consumption by a detector simulator. This provides a very handy
interface to a toy Monte Carlo.
Beamstrahlung
Proper account of beamstrahlung is indispensable for realistic simulations of experiments
at the JLC. The JSF thus provides a standard package that generates average electron
and positron energy during collision under the influence of beamstrahlung.






1− z dτ (12.1)











, nγ = ncl
(











re, me, and α, are classical electron radius, electron mass, and fine structure constant,
respectively. E0 is the nominal beam energy and N is the number of electrons in a bunch.








3/4 e4(x/3)3/4 . (12.4)
CHAPTER 12. MONTE CARLO SIMULATION TOOLS 361
In this formula, the energy spectrum is specified by a set of parameters: (E0, N, σx, σy, σz),
in addition to the initial energy spread of electron and positron beams. For efficient
spectrum generation, the beamstrahlung spectra for different energies were tabulated
for JLC-I accelerator parameters and included in a standard routine for beamstrahlung
generation.
12.2.3 Tau Polarization, Parton Showering, and Hadronization
As already stated, there are many event generators based on BASES/SPRING that out-
put 4-momenta of final-state partons. If they are colored, they should be hadronized
before being passed to a detector simulator. The parton-showering and fragmentation
of colored partons are taken care of by a module called JSFHadronizer that provides a
C++ interface to JETSET7.4. It should be noted that, in this hadronizer module, gluon
emissions from the daughter partons after the decays of heavy intermediate states are
treated properly, so that the daughter b- and b¯-quarks from a tt¯ pair, for instance, radi-
ate independently. Another important feature of JSFHadronizer is that it takes proper
account of tau polarization. This is crucial since the polarizations of tau leptons play an
essential role in various physics analyses. The standard JETSET, however, ignores the tau
polarizations. In order to overcome this problem, JSFHadronizer exploits TAUOLA[8],
when it find a tau in the input list of partons.
12.2.4 Detector Simulation
The JSF supports both quick (QuickSim) and full (JIM) simulators, of which QuickSim
is included in the standard distribution as a default detector simulator. Though the JIM
itself is not distributed with the JSF, the JSF comes with not only a module to read
JIM detector simulator data but also an interface to run the JIM full detector simulator
within itself. Both of QuickSim and JIM use basically the same format to save tracking
and calorimeter cluster information, so as to make end-users’ easily switching from one
to the other. Further description of detector simulator will be given in Section 12.4.
12.3 Event Generators
12.3.1 Physsim Generator
Physsim[6] is a collection of various event generators and works within the JSF. Currently
the following processes are included in the package:
Higgs : e+e− → ZH
SUSY : e+e− → f˜ ¯˜f, χ˜¯˜χ
TOP : e+e− → e+e−tt¯, νν¯tt¯, tt¯h, tt¯, tt¯Z
Two photon : e+e− → e+e−f f¯(f ≡ e, µ, τ, q)
W/Z : e+e− → e+e−W+W−, e+e−Z, eνW
νν¯W+W−, νν¯Z,W+W−,W+W−Z,ZZ
all of which are based on BASES/SPRING. The amplitudes squared for these processes
are calculated with HELAS and include full helicity amplitudes, thereby properly repro-
ducing various angular correlations among decay daughters of unstable partons, such as
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W , Z, top, and H , that appear in intermediate states. It should also be noted that
beam polarization can be specified for all of the above processes. The polarizations of
taus are retained and fed to the hadronizer described in Sec. 12.2, which decays them
with TAUOLA. Note also that, when appropriate, as with e+e− → e+e−tt¯, νν¯tt¯, tt¯Z,
e+e−W+W−, νν¯W+W−, and W+W−Z, diagrams with a Higgs boson in intermediate
states are included, so that they can serve as Higgs generators. One can readily switch
on and off beam effects including beamstrahlung, whose spectrum is given in Sec. 12.2.
The effect of initial state radiation is taken into account using an exponentiated formula.
Physsim also provides a class library called Anlib, which include jet finders, event shape
routines, a rather primitive vertex tagger, etc., together with some examples showing their
usage.
12.3.2 Other Generators
Being an e+e− collider, the JLC should be able to provide an ideal laboratory for not
only discovery physics but also various precision measurements. Precision measurements,
however, require event generators with matching precision, which in turn necessitates
exact calculations wherever possible. Such generators inevitably become very huge and
often rather slow, therefore being left outside of the standard JSF distribution. This is
why they are called ’external generators’. There are a lot of activities in the field of
external generators, which can be categorized into the following groups: 1) generators of
generators, 2) generators for precision measurements, and 3) generators for the MSSM.
Generators of Generators
In the JLC energy region, we expect final states with many partons and the JLC ex-
periment there is going to provide us with data of high accuracy. This means that the
cross sections for complex processes must be calculated including higher-order corrections.
Such a huge computation sometimes exceeds limit of desk work by theorists. Since per-
turbative calculations of quantum field theory consist of a well established algorithm, it is
natural to try to invent some automated system on computer to solve the problem. Such
an automated system generates ’event generators’, and is sometimes called a ’generator
of generators’.
An example of such large scale computation is the four-fermion production in e+e−
collision at LEP-II. It has been demonstrated that automated systems are quite efficient
for the purpose among many programs contributed to its calculation. In this case one
needed to generate all the 76 channels of four-fermion final states and the maximum
number of Feynman diagrams reached 144 for two electron pairs. Automated systems, for
example, grc4f[9] spawned from GRACE[10], made such computation possible even keeping
the fermion masses non-zero.
The automated systems obviously take important role to calculate the radiative cor-
rections in one-loop and beyond because of the number of diagrams that contribute and
also the complexity of the calculations. Such an example is the one-loop corrections
to e+e− → W+W− in the MSSM. This requires the computation of ∼1,000 Feynman
diagrams[11, 12], certainly beyond the scope of manual calculations.
In the ACFA working group, there are two activities:
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• GRACE has a generator for Feynman diagrams to any order (grc)[13]. In the tree level
calculation, it produces FORTRAN source code for each of them using the CHANEL[14]
package which performs the calculation of the helicity amplitudes on a purely nu-
merical basis. In the case of multi-particle final states, the integration over their
phase space is performed with the help of the multi-dimensional integration package
BASES[15] and the event generator SPRING[15] which generates unweighted events.
In the one-loop calculation, there is an additional step of the algebraic manipulation
to treat Feynman integrals, which is also available for the processes of the MSSM.
• FDC[16] is written in RLISP+REDUCE. It also aims at automatic one-loop compu-
tation and provides a function to deduce Feynman rules from the input Lagrangian.
One of its example is equipped with the MSSM.
Outside the ACFA working group, there are several other activities:
• CompHEP[17] provides an interactive user interface. It can generate events and has
been applied to many physical processes. Though restricted to the tree-level at
present, the extension to the one-loop is in progress. There are several built-in
models including the MSSM. Using LanHEP[18], the Feynman rules are deducted
from the Lagrangian in CompHEP format.
• MadGraph[19] is also for the tree calculation where the amplitude is evaluated by
the HELAS[20] library.
• FeynArts/FeynCalc/FormCalc/LoopTool[21] is constructed on Mathematica and
calculates one-loop amplitudes. Several processes have been calculated extensively
not only in the SM but also in the MSSM.
• ALPHA[22] algorithm is for tree calculations, which is unique in the sense that it
does not rely on the perturbation by Feynman diagrams. The method is based on
the fact that only discrete number of momenta defined by external particles appear
in the intermediate states at the tree level. The field operators are expanded in
terms of these discrete modes and then the scattering amplitude becomes directly
calculable with a generating functional. This method has shown to be efficient to
save time for the amplitude computation.
• O’mega[23] is an optimizing compiler for tree amplitudes inspired by the ALPHA
algorithm. It reduces the growth in calculational effort from a factorial of the
number of particles to an exponentiation.
• HELAC[24] is a FORTRAN based package to efficiently compute helicity amplitudes
in the SM. The algorithm exploits the virtue of the Dyson-Schwinger equations as
compared to Feynman diagram approach.
Generators for Precision Measurements
Through the LEP-II MC-workshops[26, 27], it is recognized that the following 3 points
are indispensable to make precision measurements: 1) keeping masses in the exact matrix
elements, 2) implementation of the loop corrections wherever possible, and 3) treatment
of the QED higher order effects.
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The first point was already noticed in the first LEP-II workshop in 1995. A remarkable
example is the analysis of the process of e+e− → e−ν¯eud¯[28]. When the mass of the
electron is neglected, the results easily become wrong by a factor. Since it is complicated
to keep mass terms, a lot of generators are written by means of the automatic systems
described in the previous section [26].
GENTLE[29] produced a CC03 cross section, typically in the GF -scheme, with universal
ISR QED and non-universal ISR/FSR QED corrections, implemented with the so-called
current-splitting technique. At the second LEP-II workshop in 1999, it was pointed out
that a new electroweak O(α) CC03 cross-section in the framework of the double pole
approximation (DPA), showing a result that is 2.5∼ 3% smaller than CC03 cross section
from GENTLE. This is a big effect and a good example to show the effects of the loop
corrections. The DPA of the lowest-order cross-section emerges from CC03 diagrams on
projecting the W-boson momenta in the matrix elements to their on-shell values. The
important fact is that this approximation keeping a gauge invariance because DPA is
based on the residue of the double resonance. BBC[30], RacoonWW[31], and YFSWW[32] are
written based on this DPA. One may be able to calculate the full 1-loop corrections to
the 4-fermion production, but it is not trivial to keep the gauge invariance. Another idea
to keep the gauge invariance is so-called fermion-loop scheme, where one includes the
minimal set of Feynman diagrams that is necessary to compensate the gauge violation
caused by the self-energy graphs. WTO and WPHACT are written according to this scheme.
In order to further the precision measurements, the inclusion of initial state radiative
corrections (ISR) that go beyond O(α) is inevitable in the generators. As tools for such
higher order ISR, the structure function(SF)[33] and the QED parton shower model[34]
and YFS exclusive exponentiation[36] are widely used for e+e− annihilation processes.
Single-W -production processes present an opportunity to study the anomalous triple-
gauge-couplings (TGC) at the JLC. The main contribution, however, comes from the
non-annihilation type diagrams. Therefore, the universal factorization method used for
the annihilation processes is obviously inappropriate. The main problem lies in the de-
termination of the energy scale of the factorization. A general method to determine the
energy scale to be used in SF[33] and QEDPS[34] is established[35]. The numerical results
of testing SF and QEDPS for the processes of e−e+ → e−ν¯eud¯ and e−e+ → e−ν¯eµ+νµ are
given.
Total and differential cross sections of semi-leptonic process of e−e+ → e−ν¯eud¯ and
leptonic one, e−e+ → e−ν¯eµ+νµ, are calculated with the radiative correction by SF or
QEDPS. Fortran code to calculate amplitudes of the above processes has been produced
using GRACE system[10]. All fermion-masses are kept finite in the calculations. Numerical
integrations of the matrix element squared in the four-body phase space are done using
BASES[15]. For the study of the radiative correction for the single-W productions, only
t-channel diagrams (non-annihilation diagrams) are taken into account.
Total cross sections as a function of the CM energy at LEP-II with and without
experimental cuts are shown in Fig.12.4. The experimental cuts applied here are
1. Mqq¯ > 45GeV,
2. El > 20GeV.
The effects of the QED radiative corrections on the total cross sections are obtained to
be 7 to 10% at LEP-II energies.
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Figure 12.4: Total cross sections for eνeu¯d and eνeµνν processes without and
with the experimental cuts described in the text. SF(t) denotes SF with correct
energy scale and SF(s) with wrong energy scale (s).
If one uses a wrong energy scale, s, in SF, the ISR effect is overestimated by about
4% both with and without the cuts. For the no-cut case SF with the correct energy scale
is consistent with QEDPS to around 0.2%. On the other hand with the experimental cuts,
SF with the correct energy-scale deviates by about 1% from QEDPS.
In the JLC region, processes with more particles in the final state, such as e+e− → 6
fermions become important because it is expected for the top-quark pair production. The
experience at LEP-II tells us that one needs a generator equipped with the exact matrix
elements that include all the diagrams that lead to the same 6-fermion final state, not
only the ones via the resonant tt¯ pair but also other non-resonant background diagrams.
Already several activities appeared for this process: Montagna et al.[37] reported a full
calculation of the 6-fermion process at e+e− linear colliders, where the Higgs boson with
an intermediate mass is produced, by the program package ALPHA[22] for the calculations
of the matrix elements and HIGGSPV/WWGENPV[38] for Monte Carlo event generation. Ac-
comando et al.[39] have been calculating a semi-leptonic process such as e+e− → bb¯qq′lν
by program package PHACT[40].
In Ref.[41] the process e+e− → bb¯ud¯µν¯µ is discussed, which has been calculated by
means of the parallel GRACE combining the parallel BASES and PVM GRACE with MPI and
the load balancing[42]. It shows scalability up to 16 processors. Among the total of 232
diagrams (in unitary gauge) of the process, the tt¯ production diagrams are dominant over
the others. We have divided the major background diagrams into three categories: the
diagrams with W+W−γ (hereafter WWγ), those with W+W−Z (hereafter WWZ), and
those with single-t through W+W− pair production (hereafter tWW ).
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The total cross sections with various sets of the diagrams in the CM energy range
340-500 GeV are plotted in Figs.12.5 a) and b), where the solid line is the numerical
result of the total cross section with all the diagrams, while the dashed line is the result
with only the dominant tt¯ diagrams. Besides the result with all the diagrams and that
with the tt¯ diagrams alone, those with the tt¯ and the major background diagrams are
also shown for comparison. The dotted line in a) shows the result with the tt¯ and WWγ
diagrams, while that in b) is with the tt¯ and WWZ. The dot-dashed lines in a) and b)
show the result with the tt¯, WWγ, and tWW diagrams and that with the tt¯, WWZ, and
tWW diagrams, respectively. These results shown by dotted and dot-dashed lines include
the interferences among the selected diagrams.
As shown in Fig.12.5, cross sections with both the tt¯ and the major background di-
agrams show different behaviors from that with all the diagrams. Their difference is
about 3% at
√
s = 500 GeV. This means that the effect from the interference between tt¯
and the rest of the diagrams except WWγ, WWZ, and tWW is also non-negligible and
important. The contribution from the background diagrams to the total cross section,
(σall − σtt¯)/σtt¯, is less than 5% in total above the tt¯ threshold.
Generators for the MSSM
A lot of 2-to-2 reactions in the models beyond the SM are implemented in SPYTHIA and
ISAJET. For precision measurements, however, we need generators with full matrix ele-
ments that lead to the same multi-body final states as expected for these 2-to-2 reactions
after decays. In the MSSM, there appear 55 particles and 3,553 vertices. The number
of Feynman diagrams for such a multi-body final state naturally becomes huge. There-
fore, again, an automatic system plays important role. The generators for the processes
e+e− → χ˜+1 χ˜−1 → χ˜01χ˜01qq¯′q′′q¯′′′[43], and e+e− → t˜1t˜∗1H [44] are available.
About 1-loop corrections, there exist only some calculations, no generator at this
moment because calculations of the cross sections cost too much CPU time. In the full
MSSM, the following one-loop corrections are available: H+ → tb¯[45], e + e− → tt¯[46],
e+ e− → W+W−[11, 12], e+ e− → Z0h0[47], and e+ e− → H+H−[48]. For e+e− → t˜t˜∗,
1-loop corrections in QCD-MSSM has been calculated[49].
Among the processes above, e + e− → W+W− has a huge cross section in the JLC
energy region and the deviation from the SM is important. For the analysis here, we use
the following values for the input parameters:
MZ = 91.1867 GeV, MW = 80.35 GeV, mt = 174 GeV, mb = 4.7 GeV,
me = 0.51099906 MeV, mµ = 105.658389 MeV, mτ = 1.7771 GeV,
mu = 58 MeV, md = 58 MeV, ms = 92 MeV, mc = 1.5 GeV,
tan β = 15, µ = −300 GeV, M2 = 200 GeV,
me˜1 = me˜2 = 300 GeV, θe = 0.1, mν˜e = 289.14 GeV,
mµ˜1 = mµ˜2 = 300 GeV, θµ = 0.1, mν˜µ = 289.14 GeV,
mτ˜1 = mτ˜2 = 300 GeV, θτ = 0.1, mν˜τ = 289.14 GeV,
mu˜1 = mu˜2 = md˜1 = 300 GeV, θu = θd = 0.1, md˜2 = 396.25 GeV,
mc˜1 = mc˜2 = ms˜1 = 300 GeV, θc = θs = 0.1, ms˜2 = 396.25 GeV,
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Figure 12.5: a) The total cross section with all the diagrams (solid line), with
the tt¯ diagrams alone (dashed line), with the tt¯ and WWγ (dotted line), and
with the tt¯, WWγ, and tWW (dot-dashed line). b) The total cross section
with all diagrams (solid line), with the tt¯ diagrams alone (dashed line), with
the tt¯ andWWZ (dotted line), and with the tt¯,WWZ, and tWW (dot-dashed
line).
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Table 12.1: The total cross section at tree level σtree, O(α) corrected total
cross sections in the SM(σ
O(α)
SM ) and in the MSSM(σ
O(α)
MSSM ), respectively, at√
s =200 and 500GeV. δ shows the deviation of the MSSM results from the









200 18.001 15.928 15.785 −0.897
500 6.765 5.789 5.700 −1.69
mt˜1 = 200 GeV, mt˜2 = 400 GeV, mb˜1 = 200 GeV, θt = 0.85, θb = 0.95, mb˜2 =
221.8 GeV.
mh0 = 90.258 GeV, mH0 = 250.337 GeV, mHA = 250 GeV, mH± = 262.595 GeV,
mχ˜01 = 94.66 GeV, mχ˜02 = 184.23 GeV, mχ˜03 = 309.89 GeV, mχ˜04 = 326.97 GeV,
mχ˜+1
= 184.41 GeV, mχ˜+2
= 330.01 GeV,
This set was chosen based on the following criteria: 1) the value of tanβ is not too
small to have already been experimentally excluded, 2) the lighter chargino can be pair-
produced at
√
s =500 GeV, 3) all sfermion masses are less than ∼ 1 TeV but heavier
than 250 GeV, so that they are not pair-produced at
√
s = 500 GeV, and 4) all the Higgs
bosons except for the lighter CP-odd Higgs boson are not pair-produced at
√
s =500 GeV.
The result of the calculation has been confirmed through the following checks:
• The UV divergence is canceled among the 1-loop diagrams.
• The infrared divergence is canceled between the 1-loop diagrams and the soft photon
corrections.
• The results are independent of the renormalization schemes [50] or [51] adopted in
the computation.
The results are shown in Table 12.1. The soft photon cut parameter kc is set to 0.05
√
s.
For the set of the above input parameters, the deviation from the SM value is less than 1%
in the LEP-II energy region, and still small at
√
s =500 GeV in the JLC energy region.
Figs. 12.6 and 12.7 show the angular dependence of the differential cross sections with
kc = 0.05
√
s and of the deviation, δ. The solid and dashed lines of the differential cross
sections correspond to the MSSM case and to the SM case, respectively. At
√
s =200
GeV, the two curves are visually indistinguishable.
On the other hand, at
√
s =500 GeV GeV, the deviation becomes large in the backward
region. It might not be, however, so easy to see it in real experiments because of its small
cross sections in that angular region.
Fig.12.8 shows the energy dependence of the deviation δ with the above set of the input
parameters. Up to
√
s =1000 GeV, the deviation stays small and is less than around 3%.
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Figure 12.6: O(α) corrected dσ/d cos θ in the SM(the dashed line) and in
the MSSM(the solid line) and the deviation δ in % at
√




Figure 12.7: O(α) corrected dσ/d cos θ in the SM(the dashed line) and in
the MSSM(the solid line) and the deviation δ in % at
√
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Figure 12.8: The center of mass energy dependence of the deviation δ in %




12.4.1 QuickSim: a Fast Simulator
There are two approaches to quick simulations. The first approach that is adopted for
tracking part of the JSF relies on calculations of various error matrices. Consider a
track parameter vector (a) and its error matrix (Ea). Linearization reduces the χ
2 of its




∆aT · E−1a ·∆a. (12.5)
Being symmetric, Ea can be diagonalized using an orthogonal matrix O as
E−1b = O










∆bT · E−1b ·∆b, (12.7)
where ∆b is defined by
∆b = OT ·∆a. (12.8)
Since the components of ∆b are independent, we can now smear them as
∆bi = σi · (Gaussian random number with unit width) (12.9)
from which we can obtain a smeared a as
a = atrue +O ·∆b. (12.10)
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Notice that in this way it is possible to properly take into account any correlation among
components of the original parameter vector a. Since one can approximately calculate
error matrices, knowing basic detector parameters such as geometry and resolutions, this
approach is useful to see how the overall detector performance varies with these basic
parameters.
The second approach is based on a parametric smearing and is more empirical and
practical, which is used for calorimetry. Smearing parameters are tuned to reproduce
results from corresponding full simulators, and, once tuned, the simulation can be quick
and fairly accurate. This approach is therefore useful for physics simulations that require
high statistics.
Components we have in the Quick Simulator are as follows: a beam pipe, Vertex De-
tector (VTX), Intermediate Tracker (IT), Support Tube, Central Drift Chamber (CDC),
Electromagnetic (EM) and Hadron (HD) Calorimeters. Parameters of them, such as the
number of layers, thickness, resolution, etc. are all controlled by input cards.
In QuickSim, charged particle smearing goes as follows.
1. A particle information is obtained from generator data and a track starts.
2. The track is swum in the magnetic field towards the beam pipe and, if it reaches
there, its direction gets smeared due to multiple scattering.
3. The track is further swum to the inner-most VTX layer, and its direction gets
smeared again by multiple scattering.
4. From the position and momentum of the track at the inner-most layer of VTX, a
VTX track parameter vector is formed and smeared by the error matrix method as
described above.
5. The track is then swum to the next VTX layer and its direction is smeared again
due to multiple scattering. This procedure is repeated all the way through the rest
of the VTX layers, all of the IT layers, and the support tube to the inner-most
sense-wire layer of CDC.
6. From the position and momentum of the track at the inner-most CDC layer, a CDC
track parameter vector is calculated and smeared with the error matrix method.
7. The track is further swum to the calorimeter and creates cell signals. Electrons
leave signals in the EM section and hadrons in the HD section of the calorimeter.
Currently, muons do not generate signals in the calorimeter.
8. The pivot of the CDC track parameter vector is moved back to that of the VTX
track parameter vector taking into account the effects of multiple scattering on the
error matrix. They are then averaged to get a combined VTX-CDC track parameter
vector.
The energy loss of particles is not considered in QuickSim.
The smearing of neutral particles is more straight-forward as we just extrapolate them
to the calorimeter and generate smeared signals. To simulate the effects of the lateral
spread of the calorimeter signals, a projected shower distribution given by,
f(x) = a1e
−|x|/λ1 + a2e−|x|/λ2. (12.11)
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2 photons with 50mrad separationa) b)
Figure 12.9: The efficiency to cluster (a) a single photon as a single photon,
and (b) two photons as two photons. The photon energy is varied from 1 GeV
to 50 GeV, randomly, while the opening angle in the case of two-photon gen-
eration is fixed at 50 mrad, while their directions are randomly varied among
Barrel calorimeter region. Red squares, green up, and blue down triangles are
efficiencies when only c1 or c2 or c3 is modified, respectively.
is used, where ai and λ1(i = 1, 2) are tunable parameters for shower shape. The energy
deposit in each of the hit cells is calculated by integrating this distribution over the cell
size.
To use the calorimeter signals for physics analysis, the signals distributed to cells have
to be clustered, which is done in QuickSim. The algorithm we adopted to cluster EM
calorimeter signals is as follows:
1. Find the highest energy cell BL1 among those with an energy larger than ETH.
2. Attach neighbor cells BL2 to the seed cell BL1.
3. Check BL3 that is a neighbor cell of BL2 and include it in the cluster if one of the
following two conditions is satisfied:
(a) E(BL2) > c1×E(BL1)
(b) E(BL3) > c2×E(BL1) and E(BL3) < c3×E(BL2),
where c1, c2, and c3 are parameters to be optimized, depending on the calorimeter
geometry.
In order to optimize the clustering parameters, we generated a single photon or two
photons with a fixed opening angle but with a varying energy between 1 GeV to 50
GeV, and tuned the parameters so that the number of reconstructed photons matches the
generated one. The opening angle of the photons in the case of the two-photon generation
is fixed at 30mrad, 50mrad, and 100mrad. The clustering efficiencies are shown in Fig. 12.9
as a function of the parameters.
A charged track is flagged as muon or electron with the help of generator information.
If there is no electron matched with an EM cluster, it is considered as a photon cluster.
The cluster-track matching is performed based on their position and energy differences.
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If a track and an EM cluster match in position but differ in energy by more than 2-σ of
their resolutions, the energy excess in the EM cluster is attributed to a photon cluster
overlapping with the electron cluster.
In the case of the HD clusters, we used a method to link multiple tracks to a connected
set of HD cells, instead of relying on clustering using the HD section alone[7]. In this
method, we first form a connected set, called an island hereafter, of hit HD cells without
trying to separate multiple peaks within the island. Charged tracks are then extrapolated
to the island. If the sum of the track energies matches with the total energy deposit in
the island within 2σ of the calorimeter resolution, the island is simply deleted and each
of the matched tracks are flagged as a combined track from a purely charged particle. If
they differ by more than 2σ, we subtract the track energies from the energy deposit in
the island and attribute the excess to a possible neutral hadron. Each of the tracks that
matched in position with the island is then flagged as a charged hadron in a mixed HD
cluster.
Results of the cluster-track matching are stored in a class called JSFLTKCLTrack, which
serves as a starting point of the most of physics analyses.
12.4.2 JIM and JLCSIM: a Full Simulator
As for full simulators, we have to implement materials and physics processes as realistic
as possible, since their primary usage is to check the validity of the corresponding quick
simulators. JIM is a GEANT3-based full detector simulator being developed for this
purpose and is distributed as the JLCSIM package together with utilities to analyze JIM
data. It includes two versions of geometry models: one for 2 Tesla magnetic field[17]
and the other for 3 Tesla. The 3 Tesla model was introduced recently to accommodate
a higher luminosity. The geometry of the 3 Tesla model is shown in Fig.12.10. In both
models, realistic shapes of the detector and structural components are implemented with
the exception of the 3-Tesla version of CDC and the Intermediate Tracker in both models.
Geometry components and its status are summarized in Table. 12.2.
Table 12.2: Detector components and its status defined in JIM.
Name 2-Tesla 3-Tesla
Central Tracker Full Cylinder
Intermediate Tracker Cylinder Cylinder
Calorimeters Full Full
Vertex Full Full and Cylinder
Muon Full Full
Mask and beam pipe Full Full
Magnet and return yokes Full Full
Hit positions of trackers created by JIM are exact hit information of particles and
their smearing is performed by the analysis routines provided by JLCSIM. There are also
programs for tracking and clustering, results of them are stored as a ntuple file with a
format that is the same as with QuickSim. When JIM data are analyzed by the JSF, the
JSF calls these utilities to store their data as instances of the objects in the JSF.
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12.4.3 Comparison of QuickSim and JIM
Since QuickSim is an independent program of JIM, their performances are compared in
terms of momentum resolution, impact parameter resolution, and calorimeter resolution,
for the case of the 3 Tesla detector parameters.
To compare the momentum resolution, we generate a single muon track at 90◦ with
various momenta and the momentum resolution with and without VTX constraint are
compared. Since the CDC geometry in JIM is an idealized cylindrical one, momentum
resolutions of QuickSim and JIM should be essentially the same except for the effect of the
ionization energy loss and large angle multiple scattering both of which are not considered
in QuickSim.
To get the reconstructed momentum of each CDC track simulated by JIM, we made
a five-parameter helix fitting to the CDC hit points. There are materials of 5% radia-
tion lengths in front of CDC, which causes energy loss of about 2 MeV for a 10 GeV
muon. When the momentum resolution of CDC is compared, this shift is ignored. For
the combined track fitting, however, this shift cannot be neglected especially in the low
momentum region. For the CDC-VTX combined track fitting of JIM data, we shift the
momentum by amount of the average energy loss and the error matrix of the helix pa-
rameters is enlarged to include the effect of multiple scattering. The so obtained CDC
helix parameter vector is then averaged with the corresponding VTX helix parameter
vector. Resolutions are compared as a function of the track momentum in Fig. 12.11,
which shows good agreement both in the cases of CDC only and CDC+VTX average. In
the momentum region below 1 GeV, the resolution of JIM is better than QuickSim. At
low momenta, tracks curl up in CDC volume and produces a large number of hit points.
In QuickSim, the number of CDC hits are, however, restricted to the number of wires
hit by the first radial segment for conservative simulation, while in JIM this restriction is
absent. The better performance of JIM in the low momentum region can be attributed
to this difference, but further verification is necessary.
The 2-D impact parameter resolutions are also compared between QuickSim and JIM
in Fig. 12.12, showing good agreement.
The energy resolutions of the calorimeter as simulated by QuickSim and JIM are
compared in Fig. 12.13 for 10 GeV electrons and pions. The energy resolutions for the
the electrons are mutually consistent, but that for the pions in JIM is larger than the
QuickSim result. The energy resolution of the hadron calorimeter in JIM is even worse
than beam test results, which suggests necessity of further tuning of the calorimeter
simulation in JIM.
12.4.4 JUPITER : a GEANT4-based Simulator
As a new approach to full detector simulation, we are developing a GEANT4-based de-
tector simulator called JUPITER (JLC Unified Particle Interaction and Tracking Emu-
latoR). One of the design goals of JUPITER is to allow easy modification of geometrical
parameters that describe various detector components, since its currently conceived most
important usage is to optimize the detector parameters for the JLC. To this end, we
decided to organize base classes of JUPITER to mimic detector building process: assem-
bling of each device and its subsequent installation, thereby facilitating easy replacement,
uninstallation and reinstallation, of any detector component. In our design, every geomet-
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rical component, even the World Volume, must be a derived class from a base class called
J4VDetectorComponent. This pure virtual base class specifies basic interfaces that any
detector component must be equipped with: an Assemble() method to define a shape and
material of the object as a G4Solid and a G4LogicalVolume, an InstallIn() method to
install it into its mother volume, thereby appending positional information to the object
as a G4VPhysicalVolume. The base class also provides an automatic naming system for
the hierarchy of the detector components as well as some handy interfaces to frequently
used shapes including tubes. For parallel and distributed development of various detector
components, JUPITER also provides a base class called J4VMaterialStore for material
definitions. By instantiating a class object derived from this base class, a developer of
each detector component can define materials without conflicting with developers of the
other parts.
Using these classes, we started with the development of the CDC part of JUPITER,
which can now handle multi-particle final states as from the process e+e− → ZH . A
sample event display is shown in Fig.12.14 for this process generated at
√
s = 300 GeV.
The implementation of the VTX detector has begun recently, but those of the other
detector components, not to mention the analysis packages for simulated data, are yet
to be developed. It should also be noted that the validity of GEANT4 itself should be
checked out, which needs dedicated studies.
12.5 Future Direction
As was mentioned in 12.2, the current JSF system uses, as its part of core libraries, legacy
software packages written mainly in FORTRAN. One such example is the helicity ampli-
tude subroutine package (HELAS) and differential cross section functions composed with
HELAS. We are planning to develop a C++ version of HELAS (HELAS++) to facilitate
object-oriented implementation of event generators. Another example is the detector sim-
ulators: a substantial part of our fast detector simulator QuickSim and essentially all of
our GEANT3-based full simulator JIM are written in FORTRAN. We are now developing
a new detector simulation system (JUPITER) based on GEANT4.
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Figure 12.10: The JLC detector geometry of 3 Tesla model. The End Cap Muon system
















Figure 12.11: Momentum resolutions obtained by QuickSim and JIM.















Figure 12.12: 2-D impact parameter resolutions obtained by QuickSim and
JIM.
Figure 12.13: The energy distribution of calorimeter by QuickSim compared
with that of JIM.
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Figure 12.14: Event display of e+e− → ZH at √s = 300 GeV simulated by
JUPITER. Only charged tracks are shown.
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At the time of its operation, the e+e− linear collider will be source of the highest energy
and the most intense electron beams. Using these electron beams, it is also possible to
construct facilities to study high energy interactions other than the e+e− collisions.
The simplest case is an e−e− interaction which is realized by just replacing the positron
beam with the electron beam. The other possibility is to convert the electron beam
to the photon beam by the backward Compton scattering, providing facilities of the
γγ interaction and/or the eγ interaction.
In the JLC working group, feasibility of these ’optional’ interaction has been studied
and the activity was mainly focused on the γγ and the eγ interactions. A summary
of the recent study was published as a KEK Report[1]. The activities are also found
in the North America and the European LC working group and their recent works were
described in refereces[1, 2, 3, 4].
As results of these studies, the overall picture of the physics opportunities with the
options is fairly understood and we see many interesting and important subjects to be
explored with them. They have potential to give an additional view or to give a com-
plementary information to the e+e− interactions. Therefore, full understanding the
feasibility of the γγ , eγ , and e−e−interactions both in physics and in technical aspects
are important as a part of the linear accelerator project.
On the other hand, since the linear collider communities have paid their attention
mainly to the e+e−collision so far, the understanding of the feasibility of these optional
interaction is not the same level as those in the e+e− interaction.
This chapter aims to describe overall view of the optional interaction mainly of γγ and
eγ interaction with the current knowledge, i.e,
• Overview of the γγ and eγ interaction.
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Figure 13.1: Schemtic of the JLC with the second interaction region.
Figure 13.2: Kinematics of inverse-Compton scattering.
13.2 γγ and eγ Collider
The JLC accelerator scheme with the second interaction region is illustrated in Fig. 13.1.
In the γγ and the eγ colliders, photon beams are generated by the backward Compton
scattering of electron- and laser-beams just before the interaction point. The maximum
energy of the generated photon is expressed as;
Eγ |max = x
x+ 1
Ee. (13.1)





where Ee, ωL and θ are the electron energy, laser photon energy and angle between the
electron beam and the laser beam (see Fig. 13.2). A calculated photon energy spectrum
generated by the backward Compton scattering is shown in Fig. 13.3. As seen from the
figure, energy distribution of the photon depends on the polarization of the electron and
the laser beam, i.e., one can obtain a broad energy distribution or peaked distribution by
controlling the polarization.
According to equation (13.1), the maximum photon energy increases as x becomes
higher. However, when x exceeds 2(1 +
√
2) ≈ 4.83, the energy of a Compton-scattered
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Figure 13.3: Calculated energy and polarization of back-scattered photons by
laser-Compton scattering for different combination of the laser and the electron
beam polarization, i.e., PLPe = −1 (solid), PLPe = 0 (dashed) and PLPe = 1
(dotted), respectively.
photon and a laser photon system exceeds the threshold of e+e−pair creation. This pair-
creation process could waste generated high-energy photons and could be an additional
source of detector background so that, at least as a first assumption, x parameter is
restricted to be smaller than 4.83, corresponding to the maximum photon energy of about
80% of the electron energy.
Since a precise estimation of the luminosity of γγ colliders requires a detail considera-
tion of the laser-Compton scattering and geometry of the interaction region, which need a
simulation of the laser-Compton scattering as well as beam-beam interaction, we estimate
here the luminosity of γγ colliders by a simple analysis. With the typical parameters of
the photon collider, the Compton-conversion probability for an electron, i.e., mean num-
ber of Compton interactions of an electron in a laser pulse, is assumed to be 1. With this




P 1n = 1− e−1 ≈ 0.63 (13.3)
where P 1n is a probability that an electron encounters n laser photons when its average
is 1. Thus the number of scattered photons (Nγ) is 0.63N , with N being the number of
electrons in a bunch. Usually, we are interested in the high energy part of the spectrum
and if we take high energy part (Eγ > 65%) of the spectrum, the effective conversion
efficiency k′ can be regarded as k′ ≈ 0.3.
The photon beam spot size at the interaction point is more or less same as that
of the electron beam since the scattered photons are boosted toward the electron beam
direction. Particularly, spot size of the high energy part can be assumed to be the same as
the electron beam. Therefore, the luminosity of the γγ collider is expressed approximately
as;
Lγγ = k
′2Lee ≈ 0.32Lee ≈ 0.1Lee, (13.4)
where Lee is the geometric luminosity of e
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Table 13.1: Major parameters of γγ collisions at JLC-I.
Parameter set (a) (b) (c)
e−
Beam energy Ee GeV 250 103 80
Particles/bunch N 0.95×1010 ← ←
Repetition rate frep Hz 150 ← ←
bunches/pulse nb 95 ← ←
Bunch length σz µm 120 ← ←
Bunch sizes at IP σ∗x/σ
∗
y nm 680/12.8 77/12.2 88/10.7
Beta func. at IP β∗x/β
∗
y mm 0.5/0.8 0.3/0.5 0.3/0.3
Norm. emittance εxn/εyn nm·r 4500/100 4000/60 ←
Vertical offset σ∗y 1 ← ←
CP-IP distance d mm 7.0 3.3 2.8
Geom. luminosity Leegeom. cm
−2s−1 11.8×1033 6.78×1033 6.79×1033
Laser
Wave length λL µm 1.053 ← 0.37
Pulse energy EL J 1.0 ← ←
Pulse length σLz µm 230 ← 120
r.m.s spot size σL0 µm 3.17 ← 1.53
x parameter 4ωLEe/m
2
e 4.51 1.86 4.11




x being the number of electrons in a bunch, the bunch repetition,
the horizontal and the vertical bunch size at the interaction point, respectively. It should
be noted that the geometric luminosity is not necessary to be the same as the e+e−collider.
Since the effect of the beam beam interaction is less serious then e+e− interaction, the
geometric luminosity is possibly higher that the e+e−collision.
More precise estimation of the luminosity spectrum can be performed using numerical
simulation with a specific parameters of the electron and the laser beam. As an example,
the parameters for the JLC γγ collider is shown in table 13.1. Parameter sets are one for
the high energy operation with 250 GeV electron beam and two for low energy operation.
Difference of two parameter sets for low energy operation is the wave length of the laser,
i.e., one with 1µm and one with 0.37µm. For both case, the maximum photon energy is
set at 60 GeV with 120 GeV Higgs boson in mind.
The luminosity distributions simulated using CAIN[5], a simulation program for the
laser-electron and the beam-beam interaction, for the high energy operation is shown in
Fig. 13.4. We have γγ, eγ and e−e− interaction simultaneously as well as low energy
interaction caused by beamstrahlung photons.
The other feature of the γγ interaction is that it is possible prepare polarized photon
beam both circularly and linearly. For example, the Higgs bosons are produced with the
Jz = 0 combination of the initial photons while the background process as γγ → f f¯ are
suppressed with this helicity configuration.
It is also pointed out that the linearly polarized photon beam is useful to investigate
CP nature of the Higgs boson [6, 7, 8, 9, 10]. Fig. 13.5 shows luminosity distribution
(CAIN simulation) when parameters are set for linearly polarized photons.(see 13.3.1)
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Figure 13.4: Luminosity distributions simulated by CAIN for collisions, the
solid, dashed and dotted lines are luminosities of γγ , eγ and e−e− collisions,
respectively, and W is their center-of-mass energies.
Figure 13.5: Linearly polarized luminosities(top) and the asymme-





⊥ (dotted) and Ltotal ≡ L‖‖+L‖⊥(solid). The left and right figures
correspond to the parameter sets of (b) and (c) in table 13.1, respectively.
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Figure 13.6: Luminosity distributions for eγ collider mode simulated by
CAIN, where the solid, dashed and dotted lines are luminosities of γγ, eγ and
e−e− collisions, respectively, and
√
s is their center-of-mass energies.
13.2.1 eγ Collider
The eγ collider mode can be obtained by turning off the laser for one side at the γγ col-
lider operation. If we use the same discussion on the luminosity of the γγ collider, the
luminosity of the high energy part of the eγ luminosity distribution can be estimated as;
Leγ = k
′Lee ≈ 0.3Lee. (13.6)
The result of the of numerical simulation is shown in Fig.13.6.
13.2.2 e−e−Collider
The collision of the same sign beam suffers from the anti-pinch effect due to the repulsive
force between them. It requires a careful tuning of the beam parameters because, small
beam size increases the beamstrahlung but may not gain the luminosity. The discussion
on the optimization of the luminosity of the e−e−collider is found in ref. [11]. Accord-
ing to the discussion, the typical luminosity of the e−e− collider is around 30% of the
e+e−collider. A simulated luminosity distribution is show in Fig.13.7. As an example of
the parameter, a parameter set for JLC/NLC (ISG-B)[12] e+e− collider were used with
replacing a positron beam to the electrons. In this particular case, the luminosity was
about 20% of the those of the e+e− luminosity with the same parameters.
13.2.3 Summary of the luminosities
The summary of typical luminosity of γγ, eγ, and e−e−collider is shown in table 13.2.
Roughly speaking, typical luminosity of the options are:
• Leffγγ ≈ 0.1Le−e−geom
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Figure 13.7: Luminosity distributions for e−e− collider mode simulated by
CAIN
Table 13.2: Summary of luminosities of various LC options based on the JLC
parameters.
Luminosity in ×1033 cm−2s−1 γγ(a) γγ(b) γγ(c) eγ e−e−
e− − e− geometric 11.8 6.8 6.8 11.8 6.3
γ − γ total 10.5 9.3 5.3 5.5 N/A
γ − γ [eff] 1.4 1.6 1.0 0 N/A
e− − e− total 1.3 0.5 0.4 1.2 1.4
e− − e− [eff] 0.9 0.4 0.2 1.0 1.4
e− γ total 8.1 5.1 3.4 6.8 N/A
e− γ [eff] 2.5 2.1 1.1 2.3 N/A
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• Leffeγ ≈ 0.3Le−e−geom
• Leffeγ ≈ 0.3Le+e−
It has to be noted that the optimization of these luminosities are still possible and we
could expect higher luminosity without major change in accelerator parameters. More
detail discussion on the optimization can be found in [11, 13].
13.3 Physics
13.3.1 Higgs Bosons
The search for and study of the Higgs boson, the last missing member of the standard
model family, are among the most important tasks for future colliders, such as the Large
Hadron Collider (LHC) and e+e−linear colliders.
The interaction of high-energy photons at a γγ collider [14, 15, 16, 17, 18, 19, 1, 20]
provides an opportunity to study the Higgs boson. As described later, the number of
events expected in the γγ interaction is expected to be 5000 per 10fb−1 for a Higgs boson
of 120GeV, while it is approximately 1000 per 10fb−1 in an e+e−collision. The Higgs-boson
physics at the γγ collider has been studied by several authors, and it has been shown that
studies of the intermediate-mass Higgs in the mass regionMW < MH < 2MW through the
γγ → H → bb¯ process is complementary to an e+e− linear collider or a hadron collider,
such as study of the CP property, or exploring physics beyond the standard model through
measurements of the two-photon decay width [21, 22, 24, 25, 26, 27, 28, 29, 30, 2].
Figure 13.8 shows a schematic diagram of the coupling of the Higgs boson to two
photons. Since two photons do not directly couple to the Higgs boson, but do only
through a loop diagram of massive charged particles, any kind of massive charged particles
contributes to the two-photon decay width of the Higgs boson [31, 32]. In the standard
model, the dominant contributions come from the top and W-boson loop. It should be
noted that since the contribution of bosons and fermions in the loop interfere destructively,
it is expected to observe this destructive interference between the top and W-boson loop
for the Higgs of 500-700 GeV. If the gauge coupling of the Higgs and W boson is measured
in the e+e−interaction with good precision, a measurement of the two-photon decay width
of the Higgs boson could provide an information concerning the Yukawa coupling of the
Higgs boson and the top quark.
Regarding physics beyond the standard model, a deviation of the two-photon width
from the standard model prediction indicates an additional contribution from unknown
particles, and is a signature of physics beyond the standard model. For example, the
supersymmetric extension of the standard model (MSSM) has additional charged par-
ticles, such as scalar fermions, charged Higgs bosons and charginos. Since the masses
of these particles partly originate from the Higgs mechanism of the electroweak sym-
metry breaking, the presence of theses particles results in a shift of the two-photon
decay amplitude of the Higgs boson from its value of the SM. In fact, a minimal ex-
tension of the standard model(MSSM) predicts the ratio of two-photon decay widths
(Γ(h0 → γγ,MSSM)/Γ(H → γγ, SM)) to be as much as 1.2 for the lightest Higgs boson
having a mass of 120 GeV Higgs [22].
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Figure 13.8: Coupling of the Higgs boson to two photons.
Figure 13.9: Branching ratios for the standard model Higgs boson for a 176-
GeV top-quark mass.
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SM Higgs Boson
The intermediate-mass Higgs boson in the SM mainly decays into a bb¯ pair, as is shown
in Fig. 13.9, and the daughter b-flavored hadrons will be easily identified due to their
long lifetime; therefore, bb¯ events are the best signal of the intermediate-mass Higgs
bosons. Although the main background may be the continuum γγ → qq¯ processes, the
background events are dominantly produced by the initial photon collision in the Jz = 2
angular momentum state, and it can be suppressed by controlling the polarization of the
colliding photon beams. Simultaneously, beam polarization enhances the Higgs boson
signals, which are only accessible by the Jz = 0 collisions [23, 22]. The feasibility of a
measurement of the two-photon decay width of the Higgs boson in this mass region has
been studied by Borden et al.[21, 24].
Recently, several authors reported that the effect of QCD corrections to γγ → qq¯ is
large, since the helicity suppression in the Jz = 0 channel does not work due to gluon
emission. It could be a serious source of background in the intermediate-mass Higgs boson
detection, since some of the three-jet events from the Jz = 0 state may mimic two-jet
events [24, 29, 30].
In this work, we simulate a measurement of the two-photon decay width of the Higgs
boson with a mass of 120 GeV at a γγ collider, including the effect of QCD correction
for the γγ → qq¯ process in the manner of Jikia and Tkabladze [30]. To perform a
realistic evaluation, the Monte-Carlo programs CAIN[33, 34, 5], JETSET7.3[37] and JLC-
I detector simulator[39] were applied to find the luminosity distribution of a γγ collider,
hadronization and selection performance in the detector, respectively.
Assuming the Higgs boson mass of 120 GeV, a set of parameters suitable for a study
was prepared, as listed in tabel 13.3.
The electron and laser beam energy are 75 GeV and 4.18 eV, respectively, resulting in
the maximum photon energy of 60 GeV. The combination of the polarization of the laser
(PL) and the electron (Pe) are chosen to be PLPe = −1.0 to make the generated photon
spectrum peaked at its maximum energy. In order to enhance the Higgs-boson production
while suppressing any background from the production of quark pairs, in the tree level
at least, the helicity combination of two high-energy photons is arranged so that Jz = 0
is dominant. The parameters of the electron and the laser beam are essentially identical
to the one which is described in a later chapter, except for a treatment of the spent
electron. In this analysis we assume a CP-IP distance of 1 cm and that spent electrons
are swept away by a 3 T external magnetic field. Thanks to the sweeping of electrons from
the IP, the effect of the electron beam on the luminosity distribution, such as electron-
electron collisions and the collisions of beamstrahlung photons and the electron/photon,
is negligible, and a relatively clean γγ luminosity distribution is obtained. Estimating a
realistic luminosity distribution, we performed a numerical simulation using CAIN[33, 5].
Figure 13.10 shows the simulated differential luminosity distribution. Since the cross
section of the Higgs boson and the background qq¯ production depends strongly on the
helicity combination as well as on the center-of-mass energy of the two-photon system,








as shown in Fig. 13.10, is very important for a realistic simulation. In addition to the
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Electron beam parameters
Number of electrons per bunch Ne 0.63× 1010
Number of bunches per pulse nb 85
Repetition rate frep 150 Hz
Normalized emittance γǫx,e 3.3× 10−6 m
γǫy,e 4.8× 10−8 m
R.m.s. bunch length σz,e 90 µm
Beta functions at I.P. β∗x,e 0.30 mm
β∗y,e 10.0 mm
Beam size at I.P. without conversion σ∗x,e 82 nm
σ∗y,e 57 nm
Beta functions at C.P. βCPx,e 0.33 m
βCPy,e 20 mm
Beam size at C.P. σCPx,e 2.7 µm
σCPy,e 81 nm
Laser beam parameters
Wavelength λL 0.297 µm
Photon energy h¯ωL 4.18 eV
R.m.s. pulse length σz,L 300 µm (1ps)
Laser beam size at C.P. σCPx,L 5 µm
σCPy,L 5 µm
Number of laser photons in a pulse NL 1.1× 1019
Energy per pulse h¯ωLNL 7 Joule
Laser peak power (effective rectangular pulse) P 2.0 TW
Maximum electric field (Gaussian peak) EL,max 2.2× 1012 V/m
Nonlinear QED parameter at Gaussian peak ξpeak 0.20
γ beam
Number of photons per electron bunch Nγ 0.41× 1010
Beam size at I.P. σ∗x,γ 107 nm
σ∗y,γ 89 nm
γ-γ luminosity Lγγ 3.4× 1032 cm−2s−1
Distance between C.P. to I.P. L 1.0 cm
Table 13.3: Parameters of the photon-photon collider based on JLC for MH=120 GeV.
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Figure 13.10: Luminosity distribution used in the Higgs analysis, where z =√
sγγ/2Ebeam. a) and b) are for the spin of two colliding photon system, Jz = 0
and Jz = ±2, respectively.
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Figure 13.11: Rapidity versus the center-of-mass energy of two colliding
photons.
center-of-mass energy and spin combination of the colliding two photons, the rapidity
of the system must be taken into account as well, since the energy of the colliding two
photons is not always equal, while they are nearly equal for e+e−colliders. Figure 13.11
shows the center-of-mass energy versus rapidity of the two-photon system. In this figure,








where w1 and w2 are the energy of the two photons. As expected from characteristics of
the backward Compton scattering, the rapidity is smaller at a higher collision energy, and
becomes larger in a lower energy region, meaning that the Higgs bosons are produced at
rest, while background in lower energy region tends to escape into a small angle.
The total γγ luminosity was calculated to be 3.4×1032cm−2s−1 over the entire energy
region.
For the intermediate-mass Higgs, the cross section of γγ → H → bb¯ near to the mass
pole can be described by a Breit-Wigner approximation,
σγγ→H→bb¯ = 8π
Γ(H → γγ)Γ(H → bb¯)
(sγγ −M2H)2 +M2HΓ2H
(1 + λ1λ2), (13.7)
where MH is the Higgs-boson mass, Γ(H → γγ), Γ(H → bb¯) and ΓH are two photons, b
quark pair and total decay width of the Higgs boson. λ1 and λ2 are the initial photon
helicities.
For a realistic estimation of the Higgs production, the luminosity distribution calcu-
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Table 13.4: Effective cross sections and generated events with the luminosity
distribution of the photon-photon collider.
σ| cos θ|<0.95 (pb) Events Simulated events
(with Luminosity distribution) (10 fb−1)
Signal events
γγ → H → bb¯ 0.508 5080 10000
Backgrounds (
√
s > 75 GeV)
γγ → H → cc¯ 0.0210 210 10000
γγ → H → gg 0.0633 633 10000
γγ → bb¯(g) 0.727 7270 10000
γγ → cc¯(g) 15.1 151000 50000






where N and sγγ are the number of events and center-of-mass energy of the γγ system.
Jz is the longitudinal component of the spin of the γγ system and the summation runs
over the Jz = 0, 2 state. Throughout the analysis, we adopt quark masses ofmb=4.3 GeV,
mc=1.3 GeV, and mt=176 GeV. The branching ratios (Br(H → bb¯), Br(H → cc¯), and
Br(H → gg)) are taken to be 64%, 2.7%, and 8.3%, respectively, which were calculated
by the HDECAY program[35]. In HDECAY program, a O(α3s) radiative correction by
the MS scheme to the Γ(H → bb¯), was taken into account. The QCD correction affects
the Higgs-boson production significantly and reduces the expected number of events by
almost 50% of the tree level calculation around a Higgs-boson mass of 120 GeV.
A convolution with the luminosity distribution is performed by a Monte-Carlo inte-
gration package, BASES [36]. Kinematical cuts of | cos θ| < 0.95 and √sγγ > 75 GeV
are imposed for effective event generation. The effective cross sections calculated with
BASES are listed in table 13.4. The expected number of events of bb¯ pairs from Higgs-
boson decay is 5080 with an integrated luminosity of 10 fb−1. For a further analysis,
four-momenta of bb¯ pairs from the Higgs boson decay are generated by the SPRING[36]
program. Subsequent parton evolution and hadronization is simulated using the JETSET
7.3 [37] program with a parton shower and a string fragmentation prescription.
The γγ → qq¯ background events are generated in a similar way as in Higgs production,
except that the production amplitude is calculated by the helicity-amplitude calculation
program HELAS[38], and that only events with
√
sγγ > 75 GeV are generated. As
mentioned in the previous section, QCD corrections have to be taken into account for
a reliable background estimation. We use a calculation in [30] for this purpose, which
includes the soft/hard gluon emission and virtual corrections. To simulate a qq¯g event,
it is necessary to calculate the differential cross section of the process; however, it is
reported in [30] that there is a difficulty to calculate the differential cross section with a
small ycut value, where ycut is the minimum ’distance’ between two partons in terms of the
invariant-mass squared to be regarded as two separated jets. The definition of the ycut is
ycut ≡ pipj(1− cosθ)
sγγ
,
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Figure 13.12: Effective cross sections with the luminosity distribution of the
photon-photon collider at PLPe = −1.0. The solid line corresponds to γγ → bb¯,
the dashed line to γγ → cc¯, the dotted line to γγ → bb¯ with QCD corrections,
and the dash-dotted line to γγ → cc¯ with QCD corrections. The bin size is 3
GeV.
where pi, pj are the momentum of the i and jth jet and θ is the angle between them.
Thus we used the parton shower evolution in the JETSET program for event topology
and scaled with the total cross section calculated in [30]. We discuss this point again in
a later section.
The effective cross sections and the number of generated events with the QCD correc-
tions are listed in table 13.4. In this table, γγ → qq¯(g) indicates the process γγ → qq¯,
taking into account of the QCD corrections. Figure 13.12 shows the effective cross sections
for the Jz = 0 channel as a function of
√
sγγ . In this figure, in order to see the effect of
the radiative correction, the effective cross sections with a tree-level calculation is shown
as well. The suppression for cc¯ and bb¯ production works as the energy of γγ system
increases, and even more for a lighter particle at the tree level. Once the suppression is
removed by gluon emission, the effect is indeed very large. Thus, the effect of the radiative
correction is large around
√
sγγ=120 GeV, and is much more significant for the γγ → cc¯
process than for γγ → bb¯.
In order to evaluate the performance of the Higgs-boson identification at a γγ collider,
we performed a Monte-Carlo simulation using the JLC detector simulation program [39].
The main components used in the analysis are a vertex detector, a central drift cham-
ber(CDC) and calorimeters. The b-quark tagging by the vertex detector(VTX) is crucial
in this simulation. A CCD (charge coupled device) detector for the VTX is assumed in
the current JLC-I design and its impact parameter resolution is
σ2d = 11.4
2 + (28.8/p)2/ sin3 θ (µm2), (13.8)
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Table 13.5: Tagging efficiencies and the number of events with 10fb−1.
Tagging efficiencies (%) Events
bb¯ tag bb¯ tag
Signal events
H → bb¯ 59.5 582
Backgrounds
H → cc¯ 19.7 7.85
H → gg 6.17 1.58
γγ → bb¯(g) 60.0 278
γγ → cc¯(g) 14.9 1320
where p is the momentum of the charged particle in GeV/c and θ is the angle with
respect to the beam axis. 1 The new parameter was used in the top found to be able
to be improved The energy resolution of calorimeters, which plays the main role in the
two-jet mass reconstruction, are 15%/
√
E + 1% and 40%/
√
E + 2% for electromagnetic
and hadronic calorimeter, respectively.
The analysis requires a reconstruction of the two-jet final state from the Higgs-boson
decay. In the analysis, the calorimeters are used for jet-mass reconstruction and the
tracking detectors are used exclusively for b-quark tagging.
First of all, well reconstructed tracks and clusters in tracking devices and in calorime-
ters, respectively, are selected, and only these tracks and clusters are used in the analysis.
A ‘good track’ requires | cos θ| < 0.95, Pt > 0.1 GeV/c; also the CDC track and VTX
space points must be successfully linked. A ‘good cluster’ is defined as that of E > 0.1
GeV and | cos θ| < 0.99 among the clusters reconstructed in electromagnetic and hadron
calorimeters.
The number of good tracks is required to be greater than 10 in order to choose multi-
hadronic events. JADE clustering [40] is applied with ycut=0.02 using good clusters to
choose two-jet events. A cut of | cos θjet| < 0.7 is applied, where θjet is the angle of the jet
with respect to the beam axis, to ensure that the event is well contained in the fiducial
volume.
To identify the bb¯ final state, a b(b¯) jet is selected by requiring five or more tracks
which have the normalized impact parameter d/σd > 2.5 and d < 1.0 mm in each jet,
where d is the impact parameter. Events of which both jets are identified as b-quark
jets are regarded as being Higgs-boson candidates. With this requirement, the tagging
efficiency of bb¯ events is
εtag =
# of tagged events
# of two-jet events
. (13.9)
Table 13.5 summarizes the tagging efficiencies and the number of events.
In order to enhance the signal, the mass region of the Higgs signal is chosen in such
a way that the statistical significance of the signal, (Nobs − 〈Nbg〉)/
√
N obs, is maximized,
where Nobs is assumed to be the number of observed events, while 〈Nbg〉 being the number
1After this study, the impact parameter resolution in the JLC detector was studied and updated which
is used in the top quark analysis described later. An improvement for the Higgs study is expected but
yet to be estimated.
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Figure 13.13: Mass distribution of two-jets with applying b-tagging require-
ments. An integrated luminosity of 10 fb−1 and standard model branching
fractions for the Higgs boson are assumed. The effects of the QCD corrections
to γγ → qq¯ as background process are included.
of expected background events. As a result, events in two-jet mass regions of 106 GeV
< Mjj < 126 GeV are selected. The selection efficiency is defined as
εsel =
# of selected events
# of generated events
. (13.10)
They are listed in table 13.6.
The statistical errors,
√
N obs/(Nobs−〈Nbg〉), of the two-photon decay width of the SM
Higgs boson at MH=120 GeV is found to be 7.6%, assuming an integrated luminosity of
10fb−1 with S/N=0.83. Any systematic error related to an estimation of background is not
included in the result. As a reference, the statistical error with the tree-level calculation
for qq¯ was evaluated to be 6%.
Toward a further improvement of Higgs boson identification, it is crucial to reduce any
contamination of c-quark jet within the b-quark jet candidates. Recently, a sophisticated
method for b-quark identification was developed by the SLD group using the topological
vertexing method [41]. It is reported that by using the topological vertexing method, the
efficiency of b-quark jet identification and the purity are 70% and 0.7%, respectively, for
equal mixing of c- and b-quark jets of 50 GeV within | cos θ| < 0.7. Therefore, tagging
efficiency of bb¯(g) and cc¯(g) events is 49% and 0.005% with double tagging, and 91%
and 1.4% with single tagging method, respectively. Assuming that these numbers can be
kept for Higgs-boson decay and bb¯/cc¯ production in the γγ collision, we can estimate the
number of signal and the background.
For an estimation, we adapt the number of events surviving multi-hadron selection
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Table 13.6: Selection efficiencies and the number of events. The effects of the
QCD corrections to γγ → qq¯ as background process are included.
εsel (%) Events
Signal events
γγ → H → bb¯ 7.48 380
Backgrounds
γγ → H → cc¯ 3.16 6.65
γγ → H → gg 0.230 1.46
γγ → bb¯(g) 0.790 57.4
γγ → cc¯(g) 0.260 394
Signal to Background with QCD corrections 380 / 459
Table 13.7: Tagging efficiencies and the number of events by the topological
vertexing method.
Tagging efficiencies Double tag Single tag
b jet 0.70 0.70
c jet 0.007 0.007
H → bb¯ 0.49 0.91
H → cc¯ 5× 10−5 0.014
H → gg 0 0
γγ → bb¯(g) 0.49 0.91
γγ → cc¯(g) 5× 10−5 0.014
Number of expected events Double tag Single tag
within 106GeV < mjj < 126GeV
H → bb¯ 832 1545
H → cc¯ 0 1.3
H → gg 0 0
γγ → bb¯(g) 121 223
γγ → cc¯(g) 0.3 101
signal/background 832/121=6.9 1545/325=4.7
Statistical accuracy 3.7% 2.8 %
with | cos θjet| < 0.7. The restriction for | cos θjet| < 0.7 is applied to simulated events to
fit the condition used in a topological vertexing analysis in [41]. The tagging efficiencies
assumed in the estimation and the number of estimated events for signal and background
are tabulated in table 13.7. γγ → cc¯(g) contamination is now negligibly small, and only
the γγ → bb¯(g) process is the major background. As a result, the statistical accuracy of
the two-photon decay width is 3.7% and 2.8% by the double-tagging and single-tagging
condition, respectively, which shows a good improvement from the conventional b-quark
identification method. It is noted that the signal-to-background ratio(S/N) in this case
is drastically improved as S/N = 812/121 = 6.9 and 1545/325 = 4.7 with the double and
single tagging method, respectively, while it is 0.83 by the previous analysis. Since the
background from γγ → cc¯ is most serious and affected largely by an ambiguous radia-
tive correction, an improvement of the signal-to-background ratio indicates a significant
reduction of systematic errors coming from the background estimation.
This result shows that the γγ collider will be sufficient to distinguish the Higgs boson
of MSSM from one of the standard model for an intermediate-mass Higgs boson when the
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Table 13.8: The detection methods of Higgs bosons, which are strongly cor-




heavy WW mainly WW ,ZZ suppressed
H0 ZZ useful tt mainly
tt ? bb for large tan β
CP-odd no WW ,ZZ
A0 — tt mainly
bb for large tan β
ratio of the two-photon decay widths (Γ(h0 → γγ,MSSM)/Γ(H → γγ, SM)) is about 1.2
for a 120 GeV Higgs boson [22].
Recently, G. Jikia, M. Melles and their collaborators [42, 43] have performed aggressive
studies on evaluating the effects of the radiative corrections with the resummation tech-
nique of double-logarithmic corrections, as well as the realistic Monte Carlo simulations
with optimized event selection criteria. Applying some appropriate cuts, the statistical
error of the measurement of the Higgs production cross section is estimated to be better
than 2% for the Higgs mass between 100 and 140 GeV [43]. Such a high precision of this
measurement can only be done at the photon-photon mode of the linear collider.
The heavy SM Higgs whose mass is heavier than the W -threshold mainly decays into
a W+W− pair. Since there is no tree diagram of the continuum background process,
γγ → ZZ mode is the promising channel to detect the heavy Higgs boson if its mass is
heavier than 2mZ [44, 45]. For the mass range between 140 GeV and 160 GeV, γγ →WW ∗
mode is found to be available with some appropriate experimental cuts [46].
The detection methods for the SM Higgs boson is illustrated in the middle column of
Table 13.8.
More Complicated Higgs Models
If the Higgs sector has more complicated structure than that in the SM, one has to devise
some other schemes to detect the various Higgs bosons. The minimal supersymmetric
extension of the SM (MSSM) is one of the typical example of such new model which has
a complicated Higgs sector.
In MSSM, there are three neutral Higgs bosons: the light CP-even Higgs h, the heavy
CP-even Higgs H and the CP-odd Higgs A. If we assume a large value of the A mass,
the light CP-even Higgs boson h is similar to the light SM Higgs boson, and its detection
can be done by the bb decay mode, just as the SM Higgs. However, for the heavy Higgs
bosons, the situation is different. The WW and ZZ decay modes of H are suppressed for
heavy A case, and these decays are forbidden for A boson. Instead of them, tt decay mode
may be useful, if the Higgs boson masses are heavier than 2mt, and if tanβ ≪ 10. For
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the moderate and large values of tanβ, the decay mode to bb (and to τ+τ− in some cases)
is available [48]. The situation is also illustrated in Table 13.8. Furthermore, in the wide
range of the MSSM Higgs parameter space, H and A often have similar values of mass.
Then a question arises: Can we separate two signals of A and H at the photon-photon
collider? Or, how do these signals of heavy Higgs bosons look like at a γγ collider?
The separation of H and A signals can clearly be done by using the linear polarization
of the colliding photons. In the frame of the linear polarization of the initial photons, H
and A states can only be produced from collisions of the parallel and the perpendicularly
polarized photons, respectively [6, 7, 8, 9, 10]. That is the answer to separate the H and
A signals.
H-A interference in MSSM
With the circular polarization of the photon beams, there is another interesting story [49].
The circular polarization of the photon can be expressed in the 45-degree mixture of the
two linear polarizations. It means that the collision of the circularly polarized photon
beams is accessible to both the H and A amplitudes simultaneously. A similar situation
can be seen in the decay of a Higgs state into a fermion pair in the definite helicity states,
and the helicity of the top quark can be measured statistically by looking its decay angle
distribution [51, 52, 53]. Then, the process of γγ → tt with circular photon polarization
and top helicity detection has an interference effect of H and A amplitudes. The effect
can be never observed if measuring of top quark helicity is not performed, because the
interference term for γ+γ+ → tRtR cancels the one for γ+γ+ → tLtL.







In the process γγ → tt, the above amplitudes interfere with the continuum amplitudes.
By observing the interference effect, it is possible to judge whether a resonance is from H
or A. Denoting the helicity amplitudes for Higgs resonance MLLorRRφ (φ = H or A) and



















The difference appear in the cross section with circular polarized photons. Numerical
results are shown in Fig. 13.14 (a,b). For definiteness, we use the MSSM prediction for
the total and partial widths for A adopted in ref. [49]. It is found that little interference
is observed for H (long-dashed curves) because the interference effects for tLtL and tRtR
events cancel each other. On the other hand, the effects for A (solid curves) can be large
due to additive interference for both events.
G. Jikia and his collaborator calculated the QCD Next-to-Leading order correction to
this process in an arbitrary photon beam polarization [54].
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Figure 13.14: The m(tt) dependence of the cross sections for γγ → tt. The
energy and polarization dependence of the γγ luminosity has been considered
(we set the highest laser frequency, x = 4.83 at
√
see = 500 GeV, and PePL =
−1.). Short-dashed curves show QED predictions, while solid (long-dashed)
curves show predictions when A (H) of 400 GeV is produced. In (a) and (b),
the thick lines are for total events and the thin lines are for events where final
top-pairs are left-handed. Gaussian smearing with ∆m(tt) = 3 GeV is applied
in (b). Azimuthal decay angular correlation is shown in (c) with (without) the
smearing by thick (thin) lines.
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13.3.2 W Boson
Anomalous Coupling of the W bosons
The cross section of W pair production in the γγcollision is about 90pb for
√
sγγ > 200
GeV and is almost independent of the γγcenter-of-mass energy. This cross section is
O(10 − 102) higher than the fermion pair production, and is also O(10 − 102) higher
than the W pair production in e+e−collisions. It has been pointed out that the W pair
production cross section in the γγinteraction is sensitive to the anomalous coupling of W
bosons to photons, δκγ [25, 55]. In this study, the feasibility of a measurement of theW pair
production cross section in the γγcollision and its sensitivity to the anomalous coupling
of W bosons to photons have been investigated[56]. We studied a measurement of the W
pair production cross section in a realistic condition, i.e., using a luminosity distribution
simulated by CAIN, while taking the detector effect into account by simulation.
The laser and machine parameters used are almost identical to the 400GeV γγcollider
parameters listed in table 13.1. The difference is that the parameter used in this section
assumes a relatively large CP-IP distance of 2cm and the spent electrons coming out from
the CP are swept away from the IP by an external magnetic field. The γγluminosity
was 6.9× 1032cm−2s−1 and 3.7× 1032cm−2s−1 in total and above the threshold of the W
pair production, respectively. In a following study, the total integrated luminosity was
assumed to be 10fb−1, which corresponds to about one year of experimental operation.
The helicity amplitude for the γγ → W+W− → f f¯f ′f¯ ′ was calculated using the
helicity amplitude calculation program HELAS[38]. The phase-space integration and
event generation were performed by a Monte-Carlo integration (BASES) and event gen-
eration (SPRING) program[36], respectively. For a detector simulation, we adopted the
JLC-I detector[39]; its performance, mainly related with this analysis, is the resolution
of calorimeters, which are 15%/
√
E + 1% and 40%/
√
E + 2% for electromagnetic and
hadronic calorimeter, respectively.
The W pair events were selected by 4-jet events, i.e., for the case that both the W
bosons decayed into quark pairs. For each event, more than, or equal to, 10 charged
tracks were required for the central tracking detector to be chosen as a multi-hadron
event. After multi-hadronic event selection, JADE clustering[40] with ycut = 0.007 was
applied and only 4-jet events were selected. 28% of the W pairs (60% of hadronic decay)








where mij is an invariant mass of the i-th and j-th jet combination and mW was the
W mass. σm is the resolution of the W-mass reconstruction, and was estimated to be
5 GeV by the simulation. One out of the possible three combinations which minimize
χ2W was assigned to be the correct combination of jets from W decay. For the assigned
jet combination, both W masses were required to be greater than 65 GeV and less than
95 GeV and |cos θW | < 0.9, where θW is the angle of the W boson with respect to the
beam axis. The overall detection efficiency by this selection was 15%.
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Figure 13.15: Number of W pair events as a function of the center-of-mass
energy. The solid line is the number of generated and circles are the efficiency-
corrected number of detected events. The normalization corresponds to a total
integrated luminosity of 10fb−1.
was approximately 50pb. Thus, the expected number of event with an integrated luminos-
ity of 10fb−1 is about 75000. In order to obtain the production cross section of W pairs,
the center-of-mass energy of each event was calculated and put into 20 GeV bins. For each
bin, the detection efficiency was estimated by a simulation to correct the cross section.
Figure 13.15 shows corrected number of W pairs as a function of their center-of-mass
energy.
For the obtained number of events, the sensitivity to the anomalous coupling, δκγ and
λγ, were examined. Using the cross-section formula including the anomalous coupling














2 are the number of W pairs, the luminosity and the cross section
for J=0 and 2 in the i-th bin, respectively. δN i is the error of N i, and was estimated as
δN i =
√









The dLik in (13.13) is the error of the luminosity determination of the J=k component
in the i-th bin, which will be described later. From the defined χ2 using (13.12), the
expected 90% confidence limit in the δκγ-λγ plain was calculated(Fig. 13.16).
As can be seen from the figure, the feasibility for a measurement of the anomalous
coupling of W bosons by γγcolliders is comparable to that from e+e−colliders. It should
be pointed out that this feasibility is derived only from measurement of the total cross
section, and improvements are expected by a comprehensive analysis using the decay
property of W bosons.
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Figure 13.16: Expected 90% limit in W’s anomalous coupling parameter δκγ,
λγ . An estimation with an e
+e−collision is also shown by the dotted and
dashed lines. The total integrated luminosity is assumed to be 10fb−1.
Extra Dimensions
Arkani-Hamed, Dimopoulos and Dvali [57] have proposed that the existence of extra
dimensions in which the gravity propagates can explain why the gravitational interaction
is much weaker than the other elementary forces. The extra n dimensions are compactified
with some space scale and the corresponding mass scale is assumed to be a few TeV. In
the scenario, the exchange of Kaluza-Klein graviton towers can contribute to various
scattering processes at collider experiments. The Feynman rules have been developed by
using the effective Lagrangian method. The graviton exchange could give rise to effective
contact interactions between the SM particles in high energy scattering experiments [58].
In particular, the W-boson production at the γγ colliders could be affected sensitively
by the graviton exchange contributions [59]. The precise measurement of the W -pair
production cross section with appropriate initial beam polarization will give us the largest
reach for the mass scale of the extra dimensions. The sensitivity on the scale of the cross
sections is much better than those of other colliders as well as the other processes at γγ
colliders such as the γγ and ZZ productions [59, 60].
13.3.3 Top Quark
Physics with top quarks in the e+e− linear collider has been studied and possibilities of rich
physics with them has been demonstrated.(see chapter 4.) It has also been suggested that
there are many topics of top quark physics to be explored in γγcolliders. In particular,
the γγcollider has a unique feature that the polarization of initial state photons are
controllable. The controllability of the polarization allows us to study aspects of physics
which are virtually impossible with the e+e−colliders. However, there has been no realistic
simulation analysis on the top quark pair detection in γγcolliders so far. The estimation of
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detection efficiency and purity of the events is important since W boson pair production
cross section is very large (about 90 pb independent of energy) and can be a serious
background source.
In this study, we estimated the number of top quark events detected in a γγcollider
with a realistic luminosity distribution and with simulation for the JLC-I detector.
Production Cross Section
The effective top quark production cross section was calculated by convoluting luminosity
















where the integration ran over the entire energy spectrum. The effective cross section
defined in Eq. (13.14) was 0.17 pb which corresponds to the number of events as:
Nexp/year = σˆ(≈ 0.17pb)× Lγγ/year(≈ 22.4fb−1)
≈ 4000
where a year of operation was assumed to be 107sec.
The most serious background source for top quark events is W boson pair production.
With the same definition as Eq.(13.14), production cross section of the W boson pairs is
about 45 pb corresponding number of events in a year of 1.2 milion.[56] It is 300 times
larger than that of top quark pair production. Suppression of this background is the most
important issue for the analysis.
Event selection
The events were selected for two decay modes from top quark pairs.
• lepton + 4 jets; one top(anti-top) quark decays into a lepton, a neutrino and a
b(anti b) quark jet, and the other goes to three jets.
• 6 jets; both top and anti-top quarks decay into three jets.
29% of top quark pairs decay into lepton + 4 jets while 46% decay into 6 jet mode. In
both cases, final state jets include at least two b-quark jets. Thus, an efficient b-quark
tagging is crucial to discriminate top quark events from W boson pairs.
The lepton + 4 jets events selection first required an isolated lepton in a hadronic event.
The isolation required no particle within 20◦ around the lepton. The JADE clustering
algorithm [40] was applied for remaining events with varying ycut from 0.004 to 0.04 and
the event had to have four hadronic jets at some ycut. After selecting 4 jet events, b-quark
jets were searched using the impact parameter method. The impact parameter resolution
was assumed as:
σb(µm) = 4.4 + 5.5/(p sin θ)
2/3,
where p is the momentum of a track in GeV/c and θ is angle of the track with respect to
the beam axis. In each jet, Nsig was defined as the number of tracks having the impact
parameter three times larger than σb. Then, two or more jets had to be Nsig greater
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Figure 13.17: Jet-jet mass distribution for W boson candidate.
than one, and at least one jet had to be Nsig greater than three. Finally, the jet-jet
invariant masses were calculated for three possible combination and the one closest to the
W boson mass was assigned to the W boson candidate. We required the jet-jet mass of
the W boson candidate to be greater than 70 GeV. Fig. 13.17 shows jet-jet mass for the
W boson candidate. We obtained a detection efficiency of 9% with signal-to-background
ratio of 10, corresponding to about 360 events per year.
For the 6 jet decay mode, an event must be classified as a 6 jet event by the same jet
clustering algorithm as lepton + 4 jets analysis. For selected events, the b-quark tagging
was applied in the same way as the lepton + 4 jet mode. 15.6% of top pair events survived
the cuts with signal-to-background ratio of 10, which corresponds to 620 top quark events
per year.
Toward Full Event Reconstruction
In order to apply selected top quark events to physics analysis, one has to reconstruct
events and obtain, for example, angular distribution of top quarks. Here, we tried to
reconstruct top quark angular distribution in the lepton + 4 jet mode.
To reconstruct top quarks from selected jets, we have to choose the right combination
of W boson and b-quark jets. The W boson was already reconstructed in the event
selection procedure. The remaining task is to choose the right b-quark jet out of two
possibilities. In this analysis, both possibilities were tested and the combination where
the reconstructed mass closer to the top quark mass was assumed to be the right one.
Fig. 13.18-a shows the angular distribution of reconstructed top quarks. It appears to
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Figure 13.18: Angular distribution of the top quark at reconstructed (left)
and at generated (right) level. Triangle points are contamination of miss-
reconstructed events.
reflect real angular distribution which is shown in Fig. 13.18, However, a more detailed
study is necessary. Particularly, we still had order of 10% contamination from a wrong
assignment of W boson and b-quark jet.
Summary on the SM top quark
We studied the feasibility of detection of top quark events in a γγcollider as an option of
the JLC. It was found we could detect about 1000 events with the signal-to-background
ratio of 10 in a year of operation, i.e.,
• detection efficiency of 9% (360events/year) for lepton + 4 jets.
• detection efficiency of 15.6% (620events/year) for 6 jets.
A test of reconstruction of the angular distribution showed that it appeared to be
possible to obtain information of the physical property of the top quark from the detected
events. However more detailed simulation study is necessary to obtain quantitative esti-
mation.
Top Quark Production in Technicolor Model
One of our most important tasks in the present particle physics is to understand the
mechanism of electroweak symmetry breaking. Roughly speaking, the proposed models
which go beyond the standard model are classified into two categories: supersymmetric
models and composite models.
The composite models assume some new kinds of fermions which feel some additional
strong interactions. A pair of new fermion and its anti-particle compose a vacuum con-
densate, which acts just like a Higgs field in the standard model. For example, in the
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, UR, DR. (13.15)
To cancel the anomaly by themselves, the hypercharges of QL, UR and DR may be chosen
as 0, 1/2 and −1/2, respectively. The above fermions also belong to the fundamental
representation of the SU(NTC) gauge group of the new strong interaction, the so-called the
technicolor, which is an analogue of QCD color. Due to technicolor, pairs of technifermion
and anti-technifermion make some tight bound-states, just like mesons of quarks in QCD;
however, the energy scale of the condensation is assumed to be at the weak scale. Among
of the technimesons, technipions are consumed byW and Z bosons to acquire their masses.
If the energy of future colliders is high enough to create the technifermions or techn-
imesons, of course we can examine new physics directly and in detail.
Since the top quark is known to have a heavy mass as the weak scale, it is natural
in the technicolor model to expect that techniforce has some role to create the top-quark
mass. It is often introduced as an effective four-fermion operator,
G
M2
(Q¯LUR)(t¯RqL) + h.c., (13.16)
where G is the dimensionless coupling constant,M the intrinsic mass scale of the operator,
and qL the ordinary quark doublet of the top and bottom. The top-quark mass from the





The four-fermion interaction (13.16) can also affect the γγ → tt¯ amplitude. The
additional γγt¯t vertex function due to the techniforce can be parametrized by two form
factors (A and B) as





{A(k, k¯)[(k · k¯)gµν − k¯µkν ]
+B(k, k¯)[k2k¯2gµν − k2k¯µk¯ν − k¯2kµkν + (k · k¯)kµk¯ν ]},(13.18)
where QU is the electric charge of the techni-U fermion, and the two photons have four-
momenta k and k¯, and Lorentz indices µ and ν, respectively [62]. Here the B term
vanishes after contacting the on-shell photon wave functions. The remaining A form
factor is assumed to have a pole-type function,
A(k, k¯) =
rS
(k + k¯)2 −M2S
, (13.19)
to represent the contributing scalar channel [62]. Here, MS is the pole mass, which is
taken to be the lowest-lying scalar technimeson mass. The value of rS can be estimated
by computing ΓµνNEW in Euclidean momentum space, and extrapolating it to the physical
region with the ansatz (13.19).
The additional amplitude from ΓµνNEW interferes destructively with the standard-model
amplitude. Assuming the one-generation SU(3) technicolor model at the scaleM = 3 TeV,
the cross section of the γγ → tt¯ process for the same sign photon helicities is found to be
suppressed for several percent at
√
sγγ = 1 TeV [62]. The deviation from the standard
model grows rapidly when the collider energy increases.
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13.3.4 Supersymmetric Particle Productions
The supersymmetric (SUSY) standard model is the most promising extension of the stan-
dard model as it could naturally give a solution to the gauge hierarchy problem. The most
phenomenologically important consequence of the model is in the fact that existence of
the SUSY particles (sparticles) with masses O(100GeV∼1TeV) are predicted. The search
for these new particles and the study on their interactions must be an important purpose
of the photon colliders as well as the LC and hadron colliders.
In estimation of the production rates for the sparticles at collider experiments, the
automatic calculation codes could be very efficient since we must treat a large number
of particles and unknown model parameters. GRACE[64] system is a code which generates
automatically the matrix element in terms of helicity amplitudes for any process in the
MSSM once the initial and the final states have been specified. We have developed an
interface between GRACE and CAIN [5], which will be useful in extensive studies of the
sparticle production at the photon colliders.
Chargino and Sfermion Production in γγ Collisions
In γγ collisions, the charged sparticles, the charginos χ˜±i [1, 66, 67, 68, 69] and the
sfermions f˜± [1, 66, 67, 70], can be produced in pairs as far as it’s mass is below the
kinematical bound,
γγ → χ˜+i χ˜−i (13.20)
γγ → f˜ f˜ (13.21)
As they are pure SUSY QED processes, the cross sections to leading order depend only
on the mass, the electric charge and the color degree of freedom of the sparticles. In other
words, they do not have complicate dependence on the mixing angles of the sparticles
as well as the weak gauge-boson contribution, which are inevitably involved in e+e−
collisions. This property could provide us complementary information about the models,
e.g., universality of the masses for sleptons and squarks in the 1st and 2nd generations.
The mass dependence of the total cross sections with CAIN outputs for the photon
spectrum is shown in Fig. 13.19, where we set Ee = 250GeV. For a comparison, we also
plot those with the simple photon spectrum formula [15, 16]. We find the cross sections
become non-zero even above the naive kinematical bound,
m < 0.8Ee.
In the calculation with GRACE and CAIN, the initial photon polarization has been appro-
priately included.
It should be emphasized that, as the γγ cross sections involve an s-wave contribution,
they will be much larger than that of e+e− if
√
s is large compared to the mass threshold.
This property not only provides large production rates compared to e+e− collisions but
also enables us to see the squarkonium production. We could detect a stoponium [71, 72]
(sbottomonium) resonance peak in the invariant mass distribution for γγ → t˜1t˜1 (γγ →
b˜1b˜1). From the peak structure, we could extract valuable information about the SUSY
parameters as well as on the SUSY QCD.
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Figure 13.19: mass dependence of the total cross sections for chargino and
slepton production. We take Ee = 250GeV. Solid and dashed line respec-
tively corresponds to calculation with CAIN outputs and the simple formula
for photon spectrum.
Sfermion Production in eγ Collisions
In eγ collisions, a charged particle can be singly produced accompanied by a neutral
one. Consequently, if there is large mass difference between the charged and the neutral
particle, the kinematical limit for the production in eγ collisions could be larger than that
of pair production processes of each particle in e+e− collisions.
In the framework of the MSSM we can assume Z˜1 as the LSP. In this case we find
that the process
eγ → e˜RZ˜1. (13.22)
has a lower mass threshold ofme˜R+mZ˜1 than that of 2me˜R for the selectron pair production
at e+e− colliders. It is expected that eγ colliders will be efficient in searching for the heavy
selectron with a mass larger than half of
√
s in e+e− colliders [1, 73, 74, 75].
Figure 13.20 shows the selectron mass dependence of the total cross section. The
selectron could be discovered up to the kinematical limit of eγ collisions,
me˜ < 1.8Ee −mZ˜1 .
We can obtain a large cross section for eγ→ e˜RZ˜1, even for the heavy selectron, me˜R >∼ Ee.
Note that the initial beam polarization will be efficient to enhance the signal cross section
[1].
Another important property of the process is the simple dependence of the cross section
on the SUSY parameters. The cross section is proportional to the bino component (N11)




2 . Arbitrary SUSY
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Figure 13.20: Selectron mass dependence of the total cross sections. We




parameters appearing in the cross section are only me˜R, mZ˜1 and |N11|. This contrasts
with the situation for the selectron pair production at e+e− colliders, to which all masses
and mixing angles of the neutralinos contribute. If we knowme˜R andmZ˜1 from an analysis
of the process e+e− to e˜+Re˜
−
R, we could determine |N11| by a measurement of the total cross
section for eγ → e˜RZ˜1.
In the framework of the MSSM with R-parity (lepton number) violating superpotential
(i ∼ m denote generation indices) [76],
W/R = λijkLiLjEk + λ
′
1lmL1QlDm, (i 6= j or k) = 1 (13.23)
sleptons or squarks can be singly produced with ordinary matter fermions in eγ collisions,
e.g., through
eγ → ℓiν˜j , ℓ˜iνj (λij1 6= 0), (13.24)
eγ → dmu˜l, d˜mul (λ′1lm 6= 0). (13.25)
In this case the kinematical limit becomes 2 (except eγ → d˜mt)
m <∼ 1.8Ee.
As an example we show the sneutrino mass mν˜τ dependence of the total cross section
for eγ → µν˜τ in Figure 13.21. We find that the mass reach improves considerably in
eγ collisions in comparison with the pair ν˜τ production at e
+e− colliders. Moreover,
2 One of authors, T.K., is thankful Prof.I.Ginzburg for his valuable suggestion.
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Figure 13.21: Sneutrino mass dependence of the total cross sections. We take
Ee = 500GeV.
the SUSY parameter dependence of the cross section is simple in eγ → µν˜τ becuase
it is proportional to |λ′231|2. It means that we can easily extract information on the /R
strength from the cross section measurements. On the other hand, it is not so easy in
e+e− → ν˜τ ν˜τ , since the sensitivity on the coupling strength will be smeared owing to the
Z-boson contribution, which does not depend on λ′231.
13.3.5 Excited Leptons in eγ Collision
The eγ collider is a suitable option for the search for excited electrons e∗[77, 78, 79]. If
me∗ <
√
seγ, a clear signal of e
∗ as an s-channel resonance is expected. The production
cross section is much larger than that of e∗ single production in ee collision. The present
lower limits of excited lepton masses are obtained as ∼ 90GeV by LEP2 experiment
[80, 81, 82]. eγ colliders can extend the searchable mass range up to
√
seγ (∼ twice of√
see). Even if me∗ is beyond the energy range of the eγ collider, its existence may be
detectable by observing the interference with the standard model process.
By operating eγ collider in such a mode to enhance the polarization of γ and e beams,
we can get information on the coupling of e∗ to e or more generally e∗ to leptons. Let us




(1 + ξ2){(1 + 2λ)dσˆ[eRγ+] + (1− 2λ)dσˆ[eLγ+]}
+ 1
4
(1− ξ2){(1 + 2λ)dσˆ[eRγ−] + (1− 2λ)dσˆ[eLγ−]},
where λ and ξ2 are the mean helicity of electron and the Stokes parameter of γ, respec-
tively. If e∗L couples radiatively to eL as suggested in some model [83, 84, 85], then the
s-channel resonance is seen solely in the case λ = −1/2, ξ2 = −1. Conversely, if e∗ is ob-
served as an s-channel resonance in eRγ+ mode, e
∗
R couples radiatively to e. Furthermore,
if e∗ has spin 3/2, resonance in eRγ−, eLγ+ mode are expected.
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The value of ξ2 cannot be tuned exactly but is determined by the polarization Pc of
initial laser beam and λ′ of electron scattered by laser. For instance, by adjusting the
polarization as (Pc, 2λ
′) = (1,−1), the energy of γ beam concentrates on its kinematically
allowed limit and ξ2 is almost −1. Thus the γ beam has a suitable polarization for the
search for e∗ suggested by some model.
A sharp peak in the z spectrum of the final states locates at zpeak = m
2
e∗/see and me∗
is definitely determined. Background γ due to QED process are produced in backward
direction, an appropriate angular cut can make the signal clearer.
13.3.6 CP Violation Studies by Linearly Polarized Beams
One of the most important research subjects in the current particle physics is to explore
the origin of the CP violation, which realizes the present universe filled with matter.
There are two techniques to observe the CP-odd quantities in high-energy collider
experiments: one is to analyze the correlation of the spins and momenta of the final parti-
cles; the other one is to observe the angular distributions of the final particles, which are
produced from the polarized initial beams. By tuning the polarizations of both the laser
and the electron beam, one can obtain back scattered photon beam in almost arbitrary
polarization demanded. Thus, a γγcollider can be a unique probe to look for a different
aspect of the CP violation through Higgs bosons, tt¯ and W+W− productions.
CP properties of Higgs bosons
As is already discussed in the section 13.3.1, the polarization of the photon beams is a very
effective tool to analyze the CP properties of the Higgs bosons. One of such interest is on
the A-H intereference [49] which is already discussed in the above. Moreover, the method
to determine the CP property of the heavy neutral Higgs bosons is recently discussed in
the model without definite CP-parity [50]. It is a great advantage of the γγ collider that
both of the circular and the linear polarizations of the photon beams can be available in
high degree.
Top-Quark Electric-Dipole Moment(EDM) measurement
The top quark EDM bears an additional interaction between the top quark and the photon








where Qt = 2/3, mt is the top-quark mass, F
µν the photon field strength and µ˜t ≡
eQtdt/2mt the top-quark EDM. By observing the process γγ → tt¯ with linearly polarized
photon beams, one can extract the electric dipole moment (EDM) of the top quark.
Detailed analyses can be found in [61, 86]. The CP-odd contribution to the differential
cross section is proportional to
η1η2 (1− β2t cos2 θ) sin[2(φ1 − φ2)] Re(dt), (13.27)
where η1 and η2 are the degrees of the linear polarization of the two photon beams, φ1
and φ2 are the azimuthal angles of the photon linear polarizations, and βt and θ are the
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velocity and the scattering angle of the top quark in the center-of-mass frame. It was
found that only the number-counting method without the information of decaying top
quarks is required here for the measurement of dt. By adjusting the Compton-scattering
conversion parameter (x), one can explore the top-quark EDM up to Re(µ˜t) = 1.8 and
0.2 × 10−17 e · cm in the one-sigma level at √s = 0.5 and 1.0 TeV machines with a 20
fb−1 integrated luminosity, respectively [86]. This limit at 1.0 TeV is much smaller than
that of e+e− machines [87]. Poulose and Rindani also studied the dipole coupling using
circularly polarized photon[88, 89]. A detail description is found in chapter 4.
W-boson Productions
The general form of the γWW vertex has seven independent terms, which characterize
their Lorents structures [90]. Out of them, three terms violate CP symmetry. Due to the
QED gauge invariance, one form factor of the three should vanish at γγ or eγ collisions
with the initial on-shell photons, and the remaining two, often called f6 and f7 in the
literature, can be surveyed at the γγ and eγ colliders. By adopting only the standard-
model terms and the CP-odd terms, the effective γWW coupling would be expressed
as
Γµνλ(q, q¯, k) = −ie
[





(q − q¯)λǫµνρσkρ(q − q¯)σ
]
, (13.28)
where q, q¯ and k are theW−, W+ and γ momenta, and µ, ν and λ are the Lorentz indices
of their external bosons, respectively.
The f6 depencence of the differential cross section in the process γγ → W+W− van-
ishes in the leading order of f6, when the directions of the linear polarizations of the
colliding two photon beams are parallel. However, it maximizes and is proportional to
Re(f6) sin 2φ when the two beam polarizations are perpendicular, where φ stands for
the azimuthal angle of the scattered W boson with respect to the direction of the linear
polarization of one beam [25].
With an integrated luminosity of 20 fb−1 at
√
s = 500 GeV, a γγ collider can measure
the Re(f6) up to an accuracy of 2.3× 10−2 and up to 0.6× 10−2 with 100 fb−1 at 1 TeV
[25]. These bounds are given at the 3σ level.
The imaginary part of f6 is accessible up to 1.2 × 10−3 at 0.5 TeV with 20 fb−1 by
using the circular photon polarization [25].
The process e−γ → νW− is also effective to measure the CP-odd form factor f6, only
if the helicity of the final W− is understood [25].
13.3.7 Hadronic Cross-sections in γγ collisions
An accurate knowledge of hadronic cross-sections in γγcollisions (σhadγγ ) at high energies is
of two fold importance. It is very interesting from a theoretical view point of acquiring an
almost ‘first principle’ understanding of a nonperturbative quantity such as total/inelastic
cross-sections in a QCD based picture. On a more pragmatic note it is essential to be
able to estimate the hadronic backgrounds at the future Linear colliders, both in the
e+e− and the γγ mode. It should be pointed out right at the beginning that even
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though the quantity σhadγγ can be measured at an e
+e− collider as well, the Compton
colliders will play a very important role in realizing the first of the above stated aims, due
to the ’unfolding’ procedures that have to be used to extract the γγ cross-section from
the measured hadronic cross-sections for the process e+e− → e+e−γγ → e+e−+ hadrons.
Different theoretical models for the hadronic γγ cross-sections and discrimi-
nation among them at the γγ colliders
It is now well established that all the hadronic cross-sections pp/pp¯, γp and γγ rise with
the energy of the colliding beams. The latter two, involving the hadronic structure of
the photon, have become available only recently from HERA [91, 92] and LEP [93, 94].
A variety of models [95], some using factorization along with a generalization of the
phenomenological ideas introduced to describe the rise with energy observed for the pp/pp¯
cross-sections [96], treating the photon like a proton and some based on QCD, using
the information on the parton structure of the photon, have been put forward. In all
these descriptions, the extra parameters required for the case of the photon are mostly
determined from the γp case and then cross-sections are predicted for the γγ case. Present
γp and γγ data seem to indicate that the energy rise of the cross-sections involving
photons might be faster than that for the pp/pp¯ case, which is expected generally in
the ‘eikonalised minijet’ models [97, 98]. However, the values of σhadγp , σ
had
γγ at HERA
and LEP respectively are extracted from a study of the reactions ep → eγp → eX
and e+e− → e+e−γγ → e+e−X, respectively. As a result the errors in the extracted
experimental values are substantial. Within those errors, predictions of some of these
other models also tend to be consistent with the data. Thus a γγ collider which does not
suffer from the ‘unfolding’ problems can serve very well indeed for discriminating between
these various theoretical models and achieving a better understanding of the theoretical
situation.
The left panel of Fig. 13.22 shows a compilation of the latest data on the γγ cross-
sections and the predictions of the different models. A parameterization of the various
model predictions in the form
σ hadγγ (sγγ) = a s
ǫ
γγ + b s
−η
γγ . (13.29)
gives ǫ values between 0.09 (Aspen model)[99], 0.13 (BKKS) [100] and 0.30(Eikonalised
minijet models EMM)[98, 97]. The QCD based models [98, 100] seem to describe the
current data somewhat better. The figure shows also the expected γγ cross-sections at
a Compton collider for a 500 GeV Linear Collider with TESLA design, in the ‘minijet’
models, for a choice of parameters which produces the ‘best fit’ to the LEP data and is
consistent with the γp HERA data [98, 101], as ‘pseudo data points’ expected to be mea-
sured at such a collider. These are indicated by the red stars, with estimated errors [102]
on them indicated by the vertical bars. In the right panel of the same figure the EMM
prediction in its total formulation is shown along with the latest L3 data. The values
of the parameters of the EMM used here are consistent with the γp data within 10%
uncertainty.
The difference in the rate of the rise with energy of the predicted γγ cross-sections,
is seen more clearly in Fig. 13.23 where the predictions of the Aspen and BKKS model
have been normalized to the data. This figure again has the same ‘pseudo data points’
as shown in the Fig. 13.22. This figure shows very clearly that γγ collider will be able




















































GRS tot ptmin=1.5 GeV
k0=0.4 A=0 Phad=1/240
Figure 13.22: The predictions from factorization models, Regge-Pomeron
exchange and a QCD structure function models together with those from the
EMM and a comparison with present data in the left panel and the EMM
description of the latest LEP data for parameters extracted from γp with 10%
changes [98] in the right panel as an illustration.
to indeed discriminate between these models and clarify our theoretical ideas about the
high energy behavior of the total hadronic cross-sections.
In Table 13.10 we show the expected total γγ cross-sections for three different models
which treat a photon more or less like a proton [99, 103, 104]. The last column shows
the 1σ level precision needed to discriminate between Aspen[99] and BSW[103] models.
The difference between DL[104] and either Aspen or BSW is bigger than between Aspen
and BSW at each energy value.
Table 13.10: Precision required for the measurement of γγ cross-sections to
distinguish between the different ‘proton’ like models
√
sγγ(GeV ) Aspen BSW DL 1σ
20 309 nb 330 nb 379 nb 7%
50 330 nb 368 nb 430 nb 11%
100 362 nb 401 nb 477 nb 10%
200 404 nb 441 nb 531 nb 9%
500 474 nb 515 nb 612 nb 8%
700 503 nb 543 nb 645 nb 8%
A similar table can be drawn for distinguishing between the total and inelastic formu-
lation of the minijet models [98] and the BKKS model[100], for instance. The last column
in Table 13.11 now gives the percentage difference between the two models which bear
closest results, i.e. EMM with GRS [105] densities and inelastic formulation on the one
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Figure 13.23: The total γγ cross-section as a function of the collision energy
compared with some model calculations: BKKS band [100] band corresponds
to different partonic densities for the photon, EMM band corresponds to the
different choices of parameters in the EMM model [97, 98], the solid line cor-
responds to a proton like model [99]. The Aspen and BKKS results have been
normalized to the data.
hand and BKKS, as well as EMM with GRV [106]densities and total formulation on the
other. From the two tables one sees that a measurement to 7% accuracy, will be able to
distinguish within a class of models of a particular type. Figs. 13.22,13.23 shows that for
a distinction between the different classes even a precision of <∼ 20% is sufficient, for the
γγ energies of up to
√
s < 500 GeV.
Hadronic backgrounds at the future colliders
One of the ways of estimating the hadronic backgrounds will be indeed to use the measured
values of the hadronic γγ cross-sections from LEP in a parameterized form. Due to the
somewhat larger errors in the highest energy data points as well as the uncertainties
caused by having to extrapolate the measured two photon hadronic cross-section outside
the kinematic region covered by measurements, the current data are consistent with pretty
different behavior of the values of positive exponent of
√
sγγ in the parameterization of
the data. In Table 13.12 we give the fitted values for the parameters ǫ, η of Eq. 13.29, for
different model predictions. Note here that this is just a parameterization of the curves
drawn in the left panel of Fig. 13.22. Only representative values of the parameters in each
case have been given. A more complete job by giving the dependence of these powers
on the parameters of the model, e.g. the minimum pt used p
min
t or k0 the parameter
determining the overlap function in the case of the ‘minijet’ models, would indeed be
welcome. In the table numerical values obtained from the fit to the lower most and upper
most curves of the EMM and BKKS bands as well as those for Aspen model are given.
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Table 13.11: Precision required for the measurement of γγ cross-sections to
distinguish between different formulations of the EMM and BKKS [100]
√
sγγ(GeV ) EMM, Inel,GRS EMM, Tot,GRV BKKS 1σ
(ptmin=1.5 GeV) (ptmin=2 GeV) GRV
20 399 nb 331 nb 408 nb 2 %
50 429 nb 374 nb 471 nb 9%
100 486 nb 472 nb 543 nb 11%
200 596 nb 676 nb 635 nb 6%
500 850 nb 1165 nb 792 nb 7 %
700 978 nb 1407 nb 860 nb 13 %
Note here that this parametrization should be used only for
√
sγγ > 10 GeV or so. It
Table 13.12: Values of the parameters a,b,η, ǫ of Eq. 13.29 obtained by nu-
merical fits to the various model predictions.
Model a(nb) ǫ b(nb) η
BKKS (upper edge) 166.5 0.13 538.2 0.38
BKKS (lower edge) 180.6 0.11 356.5 0.18
Aspen 145.7 0.094 517.5 0.39
EMM (lower edge) 14.01 0.34 475.4 0.14
EMM (upper edge) 19.9 0.29 475.3 0.084
should be mentioned here that the ‘minijet’ models in their current formulation do have
certain lacuna when confronted with the pp, pp¯ along with the γp , γγ data [109, 110].
This indicates the need to modify the modeling of the overlap function which is not strictly
calculable from first principles. A QCD model for this has been proposed [109]. Work is
in progress to apply the Bloch-Nordsieck approach to photon-induced processes. This is
expected to tamper the high energy rise somewhat. What would be even more interesting
is to study the implications of the Bloch-Nordsieck formalism to multiplicity distributions
or for multiple parton processes to determine the parameters of the EMM model using
these. The values given in Table 13.12 represent the spread of our predictions at present.
Yet another ’rule of thumb’ measure of the ‘messiness’ at the Compton colliders can









2~pt is calculated using perturbative QCD and photonic parton densities
measured experimentally. This rises steeply with increasing energy and decreasing ptmin.
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While it is true that only part of this rise with
√
s is reflected in the energy dependence
of σhad, the quantity is still a good measure of the messiness caused by the hadronic
backgrounds at the JLC due to beamstrahlung. Here we give a new parameterization of
the ‘minijet’ cross-sections in γγ collisions which can be used in estimating the hadronic
backgrounds at the JLC’s by folding it with appropriate beamstrahlung spectra. This
supersedes the corresponding parameterization that was given earlier [107].





























by Eqs. 13.31 and 13.32 respectively. Here
√
s is the γγ c.m. energy in GeV.
It is essential to fix pttmin due to the very strong dependence of the γγ ‘minijet’
cross-section on it. From our earlier discussions it is clear that this value will be ∼ 2
GeV.
Is discrimination still possible with only an e+e−collider?
While it will be difficult to measure the σhadγγ in the e
+e− mode with sufficient accu-
racy some information can still be gained by measuring σ(e+e− → e+e− hadrons). This
can be calculated by convoluting the γγ hadronic cross-sections with the spectrum of
the photons. This spectrum is given by the Weiza¨cker Williams approximation for the
bremsstrahlung photons. The approximation has to be improved to include the effect of
the virtually of the photons. The expected hadronic cross-section due to the two photon
processes at an e+e− collider is shown in Fig. 13.24. The integration over sγγ is restricted
to a minimum value such that corrections due to losses along the beam direction can
be made with precision and errors due to the unfolding are reduced. An upper limit is
imposed to reduce the contamination by the annihilation events. The figure corresponds
to a choice of 50 GeV 2 < sγγ < 0.64see. The top curve here corresponds to the inelastic
formulation of the EMM model [98] with GRV densities and the lower curve to Aspen
model [99]. The ’pseudo data points’ expected for the total formulation of the EMM with
GRS densities with the choice of the parameters used in the figure in the right panel of
Fig. 13.22. The vertical error bars are the errors expected at TESLA [102]. The figure
thus clearly shows that even a e+e− collider will be able to shed some light on the issue
of hadronic γγ cross-sections.
Summary
Thus in conclusion we can say the following
1. ’Photon is like a proton’ models predict a rise of σγγ with
√
sγγ , slower than shown
by the data, albeit compatible with them within 2 σ, i.e. value of predicted ǫ is
lower than what the data seem to show.
2. The extrapolated γp data seem to show similar trends.
3. The predictions of the EMM model show good agreement with t
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Figure 13.24: Cross-sections for hadron production due to γγ interactions in
e+e−reactions. The red stars indicate the expected cross-sections in the EMM
model, in total formulation with GRS densities with error bars representing
the estimated errors.
4. Even in the EMM formulations use of Bloch Nordsieck ideas to calculate the overlap
function A(b) seems to slow down this rise.
5. An obvious improvement in the EMM models is to try and determine A(b) by more
refined ‘theoretical’ ideas or determine it in terms of the multiple parton interactions
measured at the HERA/Tevatron collider.
6. However, extraction of σγγ and σγp from σe+e− and σep respectively, is no mean
task and has large uncertainties. Moreover, a difference of about a factor two in
the predicted values of σtotγγ in different models, gets reduced to only about 30%
when folded with the photon spectrum expected in the WW approximation in e+e−
collisions. While the good part is that it reduces the uncertainty in our predictions
of the hadronic background at the e+e− linear colliders due to the corresponding
uncertainties in σtotγγ , the studies of two-photon hadronic cross-sections at e
+e− col-
liders, will not be very efficient in shedding much light on the theoretical models
used to calculate them.
7. Therefore measurements of total cross-sections at a γγ collider with its monochro-
matic photon beam, in the energy range 300 <
√
sγγ < 500 GeV, can play a very
useful role in furthering our understanding of the ’high’ energy photon interactions.
A precision of <∼ 7− 8%(8− 9%) is required to distinguish among the different for-
mulations of the EMM models (models which treat photon like a proton), whereas
a precision of <∼ 20% is required to distinguish between these two types of models.
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13.3.8 Luminosity Measurement
At the e+e−collider, Bhabha scattering has large cross section and is a good channel to
monitor the luminosity[111, 112]. In the γγ collider, there is no such processes having
a large cross section as Bhabha scatting in the e+e− interaction. In addition, the lumi-
nosity spectrum of the γγ collision is far from the monochromatic and, information of
the polarization is essential for physics study. Therefore, to pursue good physics at the










where E1(2)γ and ξ
1(2)
γ are the energy and polarization of the first(second) photon. It can
















, J is (z component of) total spin of the photon photon system and ‖(⊥) stands for that
the electric field of two photons are in parallel(perpendicular) each other.
For a good measurement of the luminosity, processes must have large cross sections
and can be selected with high efficiency with small background contamination. The
possible candidate processes are; γγ → e+e−, γγ → µ+µ−, γγ → W+W−. The lepton
pair production are good processes, however, it is only sensitive to the J=2 component
of the luminosity so that it is necessary to measure total luminosity by other processes.
The total cross section of γγ → µ+µ−µ+µ−, is as large as about 150pb independent of
energy, however, most of muons are radiated in to the beam direction. For, example,
if we require that at least two like sign muons are |cos θ < 0.98| and E > 1GeV , the
effective cross section goes down to about 2pb at 100GeV and 0.1pb at 400 GeV. 3 The
radiative electron positron pairs, i.e., e+e− → e+e−γ could be useful for the luminosity
measurement[65]. Though the cross section does not appear to be large enough for high
energy but could be till useful for luminosity measurement below W boson threshold. If
we assume that W is the standard model gauge boson, the W pair production is a good
candidate for a luminosity measurement at a center-of-mass energy greater than 200 GeV.
A possibility of measuring polarization dependent luminosity using lepton pairs were
proposed[113]. When the γγ collider is running with PLPe = −1, the helicities of two
photon beams are usually chosen to have the luminosity distribution of either the J=0
or J=2 dominant distribution. These two modes can be easily exchanged if both PL
and Pe are flipped simultaneously for one of the photon beams. This operation keeps
3The cross sections has been calculated with CompHep[63] and GRACE[64] program and the results
agree with each other.
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Figure 13.25: a) Reconstructed events at the process γγ → e+e−,where the
circles and asterisks are the measured luminosities with J=0 and J=2, while
the solid and dashed lines are the generated luminosities with J=0 and J=2,
respectively. b) Estimated statistical error for the luminosity measurement,
assuming the integrated luminosity of 10fb−1.
PLPe = −1 but changes the sign of the helicity of the generated photons, making it
possible to exchange between J=0 and J=2 mode without, in ideal condition, changing
luminosity distributions. Thus, with this helicity-flipping method, the J=0 luminosity
can be directly given by the measured J=2 luminosity.
A feasibility study for a luminosity measurement was performed for the process γγ →
e+e− and for γγ → W+W− [56, 1]. The reconstructed luminosity distribution and the
statistical errors on the luminosity measurements are shown in Fig. 13.25.
As shown in this figure, for both electron and W pairs, the statistical errors are
expected to be 1 ∼ 2% for each energy bin. This measurement assumes, however, the
use of sophisticated helicity flipping to obtain polarized luminosities which potentially
has systematic effects. More detail study on the systematic effect of the measurement is
necessary on this point.
13.4 Technical Issues
In a current design of the γγ and eγ collider, all particles from the conversion point are
brought to the interaction region and experience the beam beam interaction. In addition,
the γγ and the eγ collider needs TW laser pulses synchronized with the electron beam at
the conversion point which is about a half cm from the interaction point. It adds technical
issues to be solved in addition to the e+e− collider, i.e.,
• Development of high-repetition/high-power lasers.
• Optical system for laser pulses in the interaction region.
In following sections, the status of the design of the interaction region and the laser system
will be described.
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13.4.1 Interaction Region
The issue on the interaction region are:
• Protect detectors from the beam-beam backgrounds.
• Extract spent electron beam.
• Take TW laser pulses in and out from the interaction region without hitting any-
where.
In the sense of the beam related background, situation is more or less similar to the
e+e− collider except energy spectrum of the spent electron. Since the electron beam
already interacted with the laser pulse at the conversion point, energy of the electron
beam is widely spread and the energy could be as low as O(GeV) which are disrupted
away to the detector volume.
To estimate the beam-beam effect, CAIN was employed to simulate the interaction
of electron bunches when they are passing by. Figure 13.26 shows a plot of disrupted
electrons in a plane of the disrupted angle and the energy, together with two histograms
projected on both axes. (parameter (a) in table 13.1) The disruption angle can also be
Figure 13.26: Scatter plot of disrupted electrons at
√
se−e− = 500GeV, where
the horizontal and vertical axes are the energy (Ee) and disruption angle (θd),
respectively. The solid line is a calculation by equation 13.36. Histograms
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where N and re are the electron-beam intensity and the electron classical radius, respec-
tively, and σ∗x(y) is the electron-beam size at the IP (see table 13.1). An analytic calculation
a little bit overestimates the disruption angle compared to the simulation at low energy,
while they agree with each other in the high-energy region, as shown in Fig. 13.26. The
maximum disruption angle is about 10mr, which corresponds to the electron energy of
10GeV.
Because of the large disruption angle, the crossing angle should be large for the dis-
rupted electrons to pass through the nearest final focus magnet without any interaction.
Therefore a crab-crossing scheme has to be necessary to avoid reduction of the luminosity.
The other source of backgrounds is low-energy e+e− pairs produced by incoherent
productions, such as Breit-Wheeler (γγ → e+e−), Bethe-Heitler (γe± → e±e+e−), and
Landau-Lifshitz (e+e− → e+e−e+e−). Since the mechanism of the pair creations is the
same as that of the e+e−collision, the background in detectors should be similar to that
at e+e−collision, where a detailed simulation result has been presented[39].
The low-energy particles are moving along the helical trajectories with a radius of
R = 2ρ sinφ/2, where ρ = pt/0.3B and φ = 0.3Bz/pz in a detector-solenoidal magnetic
field of B =2T. Here, z is the distance along the beam axis. Since they are created
at very forward angles (me/Ee), they obtain their transverse momenta (pt) mainly from
deflections due to a strong electromagnetic field of the opposing beam. Their trajectories
make a bundle along the beam axis. The boundary of the bundle is given by a particle
with the maximum pt, that is the maximum deflection angle. Any detectors and masks
must be located outside of the bundle in order to avoid a huge background. There are
also particles with inherently large scattering angles outside of the bundle; however since
the number is relatively small, they can be tolerable, as mentioned below. The maximum
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y)) and ǫ = p/Ebeam. For the high energy
γγcollision, Dx =1.68 and θ◦ = 1.08mr. Since θmax is less than 0.2 for our cencerned
particles, we can approximate pz ≈ p. Thus, φ is a function of p alone. Apparently, the
maximum radius is Rmax = 2ρ at φ = π, where pmax = 0.3Bz/π. We therefore obtain







For the innermost layer of the vertex detector with z = ±5.2 cm (| cos θ| <0.90 ), Rmax
was calculated to be 1.6cm, which is smaller than the present rvtx=2.5cm.
The number of background hits was actually calculated as a function of the radial
distance (R) from the beam axis in the angular region | cos θ| <0.90 with no secondary
interaction. The result is shown in Fig. 13.27. In the estimation, multiple hits were
registered by a helical track. At rvtx=2.5cm, the number of hits is about 10 per bunch
crossing, that is O(103) hits per pulse train. Since the number is indeed similar to that of
the e+e−collision, a very similar environment of backgrounds is expected due to the pairs.
Secondary particles, which are back-scattered at the final focus magnet, are prevented
from going into the detectors by a conical masking system.
The engineering level design of the interaction region including the laser optics and
masking system are still under consideration. A design closest to the engineering level at
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Figure 13.27: Expected number of background hits in tracking detectors per
bunch crossing.
Figure 13.28: A schematic of the interaction region of the γγ collider [114].
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Table 13.13: Requirements for the laser system
Time structure a train of 95 pulses with 2.8 ns intervals
Repetition rate 150 Hz
Pulse energy 1 J
Pulse width 1 ps
Wavelength 1 µm
focusing spot size in diameter 3 µm (r.m.s)
this moment is shown in Fig. 13.28 which is found in [114]. In this design, the aperture of
the electron beam exaction line is about 10mr to accommodate the spent electrons and
the beam crossing angle is enlarged to 30mr to avoid interference between the extraction
line and the final focus magnet. The laser path is also shown in Fig. 13.28. The final
focus mirror is mounted on the tungsten mask(M1) which is 3 m from the interaction
point. The mirror is 38cm in diameter with a hole of 15 cm diameter for the electron
lines. The detail description of this design is found in [114].
13.4.2 Lasers
Requirements for the laser system are shown in table 13.13. It is difficult to generate
such a high-energy pulse and a complicated time structure by a single laser. One of the
promising solutions is to build 95 lasers( 190 lasers in total for two linacs), which is a 190
laser system. In this case, each laser generates 1 J/pulse at 150 Hz. Key issues are
1. 1J pulse with 1 ps width
2. Synchronization of each pulse
3. Collision with beam-bunches and pulses
4. Focus and pointing stability
In this section, current and future technologies for the above issues are described.
1 J laser pulse with 1 ps pulse width
The rapid and remarkable progress of short pulse lasers has led to the demonstration of
> 1J femto-(pico-)second pulse.
A Nd:glass laser has been often used for high energy short pulse generation. However,
its repetition rate is too low (≤ 1 Hz) because of the poor thermal property. The other
Nd-doped materials have been also used for high energy pulse lasers, but the pulses are
not short enough for our purpose. Even in the low energy mode-locked oscillators, the
shortest pulse has been obtained to be 2 ps (Nd:YLF) or 5 ps (Nd:YAG) [115].
One of realistic choices is to use Ti:sapphire crystals with a Chirped Pulse Amplifi-
cation(CPA) systems [116]. The mode-locked oscillator can generate pulses as short as
tens of femtosecond. These short pulses must be stretched in hundreds of picosecond or
in a nanosecond, then a pulse is picked up by a Pockels cell to be amplified. Finally,
the amplified pulse is compressed. Generally in the usual CPA system, it is compressed
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into the initial or slightly longer pulse. However, for a γγ collider, it is intended to be
compressed insufficiently for the requirement of 1 ps pulse-width.
Problematic issues of the Ti:sapphire laser system are high cost, low reliability, short
wavelength, and energy chirp in a pulse. High cost and low reliability come from the
same reason. The pumping wavelength is around 500 nm, where Ar+ ion lasers or a
second harmonics of Neodium doped lasers (e.g. crystals of Nd:YLF or Nd:YVO4) are
used as a pump source. Since Ar+ ion lasers are pumped by a discharge, the stability
is too poor for a γγ collider. On the other hand, the Nd doped lasers are sufficiently
stable since they can be pumped by laser diodes(LDs). Wavelength of the Nd lasers must
be reduced to half in the second harmonics. In this case, a pumping scheme is much
more complicated than that without the wavelength conversion. Generally, a complicated
scheme has high cost and low reliability which may cause a serious problem in the 190
laser system. Wavelength of Ti:sapphire laser is around 800 nm which is shorter than
the required wavelength of 1µm. The insufficient compression leaves residuals of energy
chirp. Therefore the wavelength varies about 5% (40-50 nm in 800 nm) in a pulse.
Nevertheless, the Ti:sapphire CPA system is an influential candidate, since the tech-
nology has been well established. The required specifications, except for the wavelength,
for the γγ collider can be constructed using existing technologies. Additionally, due to
the wide spectral bandwidth, square temporal profiles can be generated using a spatial
light module (SLM). The laser power can be constant in the pulse [118].
Another possibility is to use a crystal of Ytterbium doped with Sr5(PO4)3F (Yb:S-
FAP) [119]. The laser wavelength is 1047 nm consistent with the required specification.
The spectral bandwidth is sufficiently wide and seems to be good for sub picosecond or
1 ps pulses. It can be directly pumped by LDs. Furthermore, the upper state lifetime
is 1.2 ms, which is five times longer than Nd:YAG and 2.5 times longer than Nd:YLF.
Fewer LDs are required to produce the same energy output because the pumping energy
can be stored in the crystal over a longer period of time. Comparing to the Ti:sapphire
crystal with Nd doped laser(second harmonic), the Yb:S-FAP crystals have advantages
of reduced cost and improved reliability. Yb:S-FAP crystals do not require another laser
as a pumping source nor frequency conversion. The total system is much simpler and the
required pumping energy is one order of magnitude less than the Ti:sapphire laser. One
the other hand, the Yb:S-FAP crystals have not been well investigated. Further research
is required to determine if this crystal can generate 1 ps pulses.
Timing synchronization of each laser pulse
The synchronization of 190 lasers is one of the most important technologies in the 190
laser system, where each pulse must be synchronized to the electron beam bunch. It is
not realistic to measure the electron timing for a feedback to the laser system because
the electron pulses travel at almost the speed of light and the time to feedback is too
short. The laser pulses must be synchronized to the RF signal which drives the linacs.
Then the laser pulses can be synchronized to the electron pulses. In order to achieve the
synchronization, three stages will be built.
The first stage is the synchronization of a mode-locked master oscillator. Either for
Ti:sapphire or Yb:S-FAP, a single oscillator will be used as an injection seeder for all
amplifiers. The pulse timing of mode-locked oscillator can be adjusted by the optical
length of the laser cavity. So, the oscillator can be synchronized to the RF signal with a
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Figure 13.29: Pulse divider, consist of the series of Pockels cells. The scheme
of bifurcation is shown in the dotted box. PC: Pockels cell, P: thin film polar-
izer or Grand Thomson prism.
conventional phase locking technique by adjusting the position of the cavity mirror. The
synchronization of less than 100 femtosecond has been already demonstrated [120].
The second stage is the pulse divider. The repetition rate of the oscillator should be
357 MHz (2.8 ns interval). Using high-speed Pockels cells, 95 laser pulses are picked up
and divided into 95 beams. The timing of the drive signal for each Pockels cell is not
critical because it is used only for the ”gate signal”. The accuracy is determined by the
mode-locked oscillator. Finally, each picked pulse is divided into two by a beam splitter
and delivered to the amplifiers for two linacs. The series of Pockels cells and the timing
structure are shown in Fig.13.29 and Fig.13.30, respectively.
The third stage is the stabilization of the amplified pulses. The amplified pulses are au-
tomatically synchronized in principle because the injected seed pulses are synchronized to
the RF signal. However, a stabilization is still required because additional disturbances
may induce fluctuations. One example of such disturbances is the thermal expansion.
Since the laser pulses travel in a long distance, the arriving time to the colliding point
may fluctuate. The other is the mechanical vibration. Vibrations of the beam delivering
mirrors cause a change in the optical pass length. The repetition rate of each amplifier
is 150 Hz. A statistical technique cannot be applied to measure the fluctuation because
of the low repetition rate, while it can be applied for the mode-locked oscillator. An
elegant method to measure and stabilize the amplified pulses has already been demon-
strated [121]. In this method, stabilized oscillator pulses are used as a reference and the
timing lag between the oscillator pulse and the amplified pulse is measured by a modified
cross-correlation technique. Using this technique, sub femtosecond stabilization has been
achieved.
Collision between the beam-bunch and the laser pulse
Since 95 optical amplifiers will be required for each linac, Collision between the beam-
bunch and the laser pulse is an important issue. The laser pulses shall be focused by 95
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Figure 13.30: The timing structure of the laser pulses.
different angles to a colliding point, where 95 optical mirrors must be placed on the base
of a cone whose tip is the collision point. Instead of the 95 mirrors, a single parabola
reflector can be used too. The advantage of this method is a simplicity. We can align
the path of each laser pulse independently. On the other hand, it occupies a large space.
Also, each amplifier requires a pulse compressor.
Another solution is to combine the pulses using Pockels cells. Reverse procedure of
pulse divider for the oscillator can be applied. But this time, the energy of the amplified
pulse is much higher than that of the oscillator. To avoid optical damage, pulse diameter
should be very large. It is necessary to develop a large aperture, high damage threshold,
and high-speed (≥ 357 MHz) Pockels cell. If such a Pockels cell can be developed, every
pulse can be co-axially overlapped. After overlapping, only one compressor and one
focusing mirror are required.
Tight focus and pointing stability
The tight focus and pointing stability of the amplified laser pulses is a key issue for the
stable collisions. In general, the thermal problem is the biggest issue in high energy laser
amplifiers. Inhomogeneous thermal distributions result in wave-front distortions [122, 123]
and then the focus becomes poor. Also, the fluctuations of the thermal distributions lead
to pointing instabilities.
There are two choices to compensate for the inhomogeneous thermal distributions.
One is to use a phase-conjugation mirror such as SBS cell. But the reflectivity is not very
high, and it requires much bigger amplifiers to obtain sufficient energy.
The another choice is to use adaptive optics (deformable mirrors). First order wave-
front distortions can be removed using a telescope [124]. Remaining distortions will be
measured using a Shack-Hartmann type wave-front sensor [125], and adaptive optics will
be used to remove the distortion. To reduce the pointing instability, a set of mirrors will
be used as a vector scanning system. Figure 13.31 shows the set of adaptive optics and
vector scanning mirrors.
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Figure 13.31: Wave-front correction and the pointing stabilization. PC:
personal computer, VSM: vector scanning mirror, PSD: position sensitive de-
tector.
Summery of the laser system
In this section, a laser system for the γγ collider is proposed. The basic idea is to build
an amplifier for each pulse, and combine the pulses with synchronizing technique. This
system can be built, in principle, with the state of the art Ti:sapphire laser technology.
However, the cost is expected to be very high, and the reliability may not be sufficient.
We have enough time to develop a next generation laser system. The key technologies are
picosecond pulse amplification with Yb:S-FAP crystals and the beam combination with
large aperture Pockels cells. Figures 13.32 and 13.33 show the proposed laser system.
Figure 13.32 is the oscillator stage, consisting of a mode-locked oscillator, synchronization
circuit to RF reference signal, pulse stretcher, and pulse divider. Figure 13.33 is the
amplifier stage. 95 amplifier stages (total 190 amplifiers for two linacs) will be built. The
amplified pulses will be delivered to the interaction region with 95 different paths or a
single path after beam combination by a series of Pockels cells.
One of the most unknown part of above laser system is the way of laser pulse combi-
nation, i.e., how it is possible to deliver 95 laser path from deferent path to each electron
bunch. A method is to install 95 mirrors at the interaction region but seems to be impos-
sible because there is no space available. The other way is to combine pulses from different
paths to pulse train by Pockels cell before entering the interaction region. However, the
development of required high power and fast Pockels cell are issue to be solved.
The NLC group proposed different idea for the laser scheme based on Mercury laser
system[126]. The Mercury laser is 100J/pulse, 10Hz with 2-10ns pulse length which is now
under development at LLNL. The idea to avoid the problem of pulse combination is that
a pulse train consists of 95 pulses with 2.8 ns spacing is formed before the amplification.
Each pulse is chirped and overlapped temporarily so that the envelop is a ≈ 300ns pulse.
However each pulse can still be identified because they are not overlapped in frequency.
After amplification by the Mercury amplifier, the pulses are compressed to 95 of 1ps
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Figure 13.32: The oscillator stage of the laser system.
Figure 13.33: The amplifier stage of the laser system.
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pulses. Since the Mercury laser is design to operate 10Hz, it only needs 12 systems to
provide the laser pulses to 95× 120Hz electron bunches.
13.5 Summary and Future Prospect
According to the studies in the last decade, the characteristics of the beams provided by
the γγand the eγcollider and overall view of the physics opportunities have been clear.
It has been shown that γγ and the eγ colliders using backward Compton scattering
could provide comparable luminosity with the e+e−collider as well as have unique fea-
ture of providing polarized photon beams. It also has many good physics opportunities,
some of which are unique and only possible with these facilities and some of which are
complementary to the e+e−interaction.
Regarding these aspects, the R&D efforts are now tuning in to reveal feasibility of the
γγ and eγ collider as realistic as possible in both physics and technical aspect. In the
physics study, we need simulation study by taking into account the realistic luminosity
distribution and the detector performance. In the technical aspect, continuous effort for
the development of the laser and design of the interaction region is the key issue for the
realization of the γγ and eγ colliders. However, looking at the manpower available, we
understand the world wide level collaboration is very importance to perform these R&D
effort effectively. For this purpose, we are now organizing an international working group
including Asia, North America and European region and started a real collaborative work
with the North America group for the design of the interaction region.
We believe that the feasibility of the γγ and eγ collider will be clear as the same
level as is in the e+e−collider for now in a couple of years and is possible to put it on a
part of the linear collider project.
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Appendix A
ACFA Statement
Statement Of Physics Study Group On The e+e− Linear Collider
On the 2nd plenary meeting, ACFA announced its endorsement of the e+e- linear
collider as one of the major future facilities in the Asia-Pacific region. In fact, recent
world-wide research at existing facilities has enabled us to form a more and more concrete
picture of ”TeV-scale physics” and, consequently, has made the e+e− linear collider’s role
more and more crucial in its exploration. According to the recent picture, the linear
collider is expected to produce very important, decisive physics outputs even in the initial
stage (in the energy region below 500GeV) of its energy upgrading program ; for instance,
a top quark study at threshold, which is very important in its own right, can be a key
to new physics and, more importantly, the Higgs particle will almost certainly manifest
itself there or the SUSY/GUTS scenario will be disapproved.
In addition to its role as an energy frontier machine for High Energy Physics, the linear
collider has a facet which can be shared with a new means for materials science. The ultra-
low emittance beam essential to the linear collider is also an indispensable element of the
next-generation, coherent x-ray source. In order to efficiently and effectively promote
accelerator science in the region, one should start seriously thinking about the possibility
of integrating both into a single project.
Turning our attention to activities in Asian region, we see significant progress in high
energy and synchrotron radiation experiments at various domestic facilities. Not only
that, many researchers from ACFA member nations are actively participating in large-
scale experiments such as at LEP-II, Tevatron collider, HERA and PEP-II/KEKB. The
Asian physics community on which ACFA is based has grown significantly and has set a
firm enough foundation to prepare for further advancement.
In response to the ACFA statement issued in the last year, considering the importance
of the linear collider project and the potential of our community to realize it, we agreed
to set up a study group under ACFA. The charge of the group should be to elucidate
physics scenario and experimental feasibilities and to write up a report to ACFA within
two years. Taking account of the scale of and the world-wide interests in such project,
actual studies shall hopefully be carried out in a more global scope in spite of the regional
nature of ACFA’s initiative.
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