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Abstract

In traditional mechanics, most interactions are pair-wise if we omit
one of the particles from our description, then the original pair-wise interaction can sometimes only be represented as interaction between triples,
etc. It turns out that, vice versa, every possible interaction between N
particles can be represented as pair-wise interaction if we represent each
of the original N particles as a triple of new ones (and two new ones
are not enough for this representation). The resulting three \particles"
actually represent a single directly observable particles and in this sense,
cannot be separated. So, this representation might ultimately explain the
three-quark model of basic baryons, and explain quark con nement.
The representation is based on a deep mathematical result (namely, a
minor modi cation of Kolmogorov's solution to Hilbert's 13th problem)
which has already been used in foundations of neural networks and in
foundations of physics { to explain why fundamental physical equations
are of second order, and why all these fundamental equations naturally
lead to non-smooth solutions like singularity.

1 Formulation of the Problem
In traditional (Newtonian) particle mechanics, most interactions are pair-wise
(see, e.g., 11]): the total force F~ (a) acting on a particle a is equal to the sum
of all the forces F~ (ab) with which all other particles b acts on this a:
F~ (a) = F~ (ab) (~x (a)  ~x (b) )
(1)

X
b=a
6
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here, ~x (a) denotes all the parameters which characterize the state of a particle
a (its coordinates, its charge, etc.). For example, the Newtonian gravitational
interaction has the form
(a)
~r (b) )
F~ (a) = G ma mb (~r

X

~r (a) ~r (b)

b=a
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here, ~x (a) = (~r (a)  ma ), and
(a)
(b)
F~ (ab) = G ma ~r (ma)b (~r~r (b) 3 ~r ) :
;

k

;

k

Relativistic non-quantum particle interactions can be described by a similar
formula, with only two changes: rst, we must use a relativistic expression for
the force, and second, in determining the force which acts on a particle a at
a given moment of time t, we must use the values ~x (b) at the appropriately
retarded moments of time t < t (see, e.g., 2]).
From the general mathematical viewpoint, we can expect more general interactions which are not necessarily pair-wise namely, we can expect a general
dependence of the type
0

F~ (a) = F~ (a) (~x (a)  ~x (b)  ~x (c)  : : :):

(2)

which is not necessarily representable as a sum of type (1).
General formulas of type (2) are not only mathematically possible, they are
physically quite possible even when interactions are actually pair-wise: namely,
if we omit one of the particles c from our description, then particles b and b act
on a both directly (in the form (1)) and indirectly (via the unaccounted particle
c), and in this indirect interaction, terms corresponding to ~x (b) and ~x (b ) may
not be separable.
A similar idea can be described in an even clearer way on the example of
chemical interactions: Suppose that we have pair-wise interactions in which two
substances a and b form a compound ab, and this compound interacts with a
third compound c to form a new substance abc:
0

0

a+b

!

ab ab + c

!

abc:

(3)

If the intermediate compound ab is short-lived, then it is possible to omit it, and
treat the reaction as a single (non-pair-wise) reaction between three chemical
substances a, b, and c:
a + b + c abc:
(4)
In this case, a non-pair-wise interactions (4) can be reformulated in a pair-wise
form (3) if we add an additional substance ab. In a more general case, we may
have to add several additional substances.
!
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Similarly, some non-pair-wise particle interactions (2) can be reformulated
in a pair-wise form (1) if we add one or more additional particles. A natural
question is: Can an arbitrary particle interaction be reformulated as pair-wise
interaction by adding additional particles?
In this paper, we will show that the answer to this question is \yes" this
answer will also, hopefully, bring us closer to the fundamental explanation of
why a nucleon consists of exactly three (not two and not ve) hard-to-separate
particles (quarks).

2 Denitions and the Main Result

Denition. Let m and N be positive integers, and let B be a positive real
number. The integer n will be called the number of particles, and the number
B will be called a bound.
By a state space, we mean a set S =  B B ]m of all m-tuples s =
(s1  : : :  sm ) for which si B for all i.
By a particle interaction between N particles, we mean a sequence of N
continuous functions f (a) : S N Rm (1 a N ), i.e., functions which
transforms every N -tuple of states (s(1)  : : :  s(N ) ) into a vector v Rm :
v(a) = f (a)(s(1)  : : :  s(N ) ).
We say that a particle interaction (f (1)  : : :  f (N )) is pair-wise if every
function f (a) can be represented as a sum:


;

j
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f (a) (s(1)  : : :  s(N )) =

XN f ab (s a  s b ) 1
(

b=1
for some functions f (ab) : S 2 ! Rm.



)

( )

( )



a N


We say that a particle interaction (f (1)  : : :  f (N )) can be represented in
pair-wise form by adding E extra particles, if there exists a particle interaction (g(1)  : : :  g(N )  : : :  g(N +E)) in which:
for 1 a N , the functions g(a) may depend on the states of all
N + E particles:






g(a) (s(1)  : : :  s(N )  : : :  s(N +E) )


(5)

for N + 1 a N + E , the functions g(a) depend only on the states
of the rst N particles:




g(a) (s(1)  : : :  s(N )  : : :  s(N +E) ) = g(a)(s(1)  : : :  s(N ) )
and describe the states s(a) = v(a) of the new particles
3

(6)



for every sequence of N states (s(1)  : : :  s(N ) ) from S N and for every
a from 1 to N , if we substitute the values s(b) = g(b)(s(1)  : : :  s(N ) ),
N + 1 b N + E , into the expression (5), we get the value
f (a) (s(1)  : : :  s(N )):




Theorem. An arbitrary particle interaction can be represented in pair-wise
form by adding a nite number of extra particles.

3 Proof
This proof uses a result proven by A. Kolmogorov 8] as a solution to the conjecture of Hilbert, formulated as the thirteenth problem 5]: one of 22 problems
that Hilbert has proposed in 1900 as a challenge to the XX century mathematics.
We will present this result in a form given by D. Sprecher in 13] (see also
12]): For an arbitrary integer n > 0, and for an arbitrary real number B , there
exist 2n + 1 continuous increasing functions 'q :  B B ] R, 1 q 2n + 1,
and n real numbers 1  : : :  n such that if we denote
;

yq =

!

Xn p 'q(xp)





(7)

p=1

then we can represent each continuous function f : ;B B ]n ! R in the form

f (x1  : : :  xn ) =

Xn g(yq)

2 +1

(8)

q=1

for some continuous function g : ;B B ] ! R.
In particular, if we have n dierent functions f1 (x1  : : :  xn ), : : :,
fn (x1  : : :  xn ), then we can represent each of them in this form:

fp (x1  : : :  xn ) =

Xn gp(yq) 1

2 +1

q=1



p n


(9)

for some continuous functions g1 : : :  gn :  B B ] R.
This result was previously used in dierent application areas:
in computational physics (see, e.g., 3]) where it helped to speed up computations
in neural networks to prove that standard neural networks are universal approximators, in the sense that for every continuous function
F (x1  : : :  xn ), and for every " > 0, there exists a neural network for
which the corresponding input-output function is "-close to F (x1  : : :  xn )
4, 6, 7, 9, 10] and
;
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in foundations of physics (see. e.g., 14]), where it was used to explain why
fundamental physical equations are of second order, and why all these fundamental equations naturally lead to non-smooth solutions like singularity.
In our physical problem, we have N vector-valued functions of N vector variables. Each of these vector variables has m components, so, we can view each of
m components of each of N functions as a function of n = N m scalar variables:


(N )
(1)
fi(a) (s(1)  : : :  s(N ) ) = fi(a)(s(1)
 : : :  s(mN ) ):
1  : : :  sm  : : :  s1

Thus, we have n functions fi(a) of n scalar variables s(ia)  B B ] so, according
to Sprecher's theorem, we can nd 2n+1 functions 'q (x) and gp (x) for which the
formulas (7) and (9) hold. Hence, we have 2n + 1 extra variables y1  : : :  y2n+1 ,
for which each original function fp is represented as a sum of functions of one
variable depending on these new variables (formula (9)), and each of the new
variables yq is represented as a sum of functions of one variable depending only
on old variables xp (formula (7)).
This is almost what we want in our de nition of \represented in pair-wise
form by adding E extra particles" to get exactly what we want, we add m 1
ctitious new variables yq which do not aect anything, and divide the resulting
(2n + 1) + (m 1) = 2n + m = 2N m + m = m(2N + 1)
new variables into E = 2N + 1 groups of m variables in each. Then, if we
interpret variables from each group as representing a state of one of the new
particles, we get the desired representation (5), (6). The theorem is proven.
2

;

;

;

4 Physical Interpretation of the Result
Our result explains why in classical Newtonian mechanics, we only consider
pair-wise particle interactions: indeed, as the this theorem shows, by adding
extra (\ ctitious") particles, we can describe an arbitrary particle interaction
as a pair-wise one.
This result does more than simply explain this general possibility it tells us
how many of these additional particles we need to add to describe an arbitrary
particle interaction. Indeed, if we start with N particles, then we need 2N + 1
additional (\ ctitious") particles, and we can therefore describe the original
physical system by pair-wise interactions between the resulting 3N +1 particles.
If we add one \real" particle to the original physical system (i.e., if we go
from N from N + 1), then, to preserve the pair-wise description of the particle
interaction, we need to go from 3N + 1 to 3(N + 1) + 1 = 3N + 4 = (3N + 1) + 3
particles in the pair-wise description, i.e., we need to add 3 particles to that
description.
In other words, to represent particle interaction as pair-wise, we must represent each original particle as a triple of new ones. The resulting three \particles"
5

actually represent a single directly observable particle and in this sense, cannot
be separated. So, this representation might ultimately explain the three-quark
model of basic baryons.
This explanation can also potentially explain quark connement. Indeed, in
this model, the new particles are arti cial mathematical constructions added to
the list of original particles to describe their interaction these new particles do
not have any physical meaning of their own and therefore, there is no physical
way to extract a single new particle. Qualitatively, this impossible is exactly
what physicists mean by quark connement.
Comments.
To avoid misunderstanding, we must emphasize again that this paper is
purely foundational. Its goal is to derive the desired facts (such as the
fact that a particle consists of only 3 quarks) in the most general context,
by using the weakest possible assumptions.
For example, when we consider arbitrary many-body interactions, we make
this consideration not because we have any deep physical reasons to believe
that, e.g., nucleonic forces are many-body, but because this is the most
general type of interaction, (more physically useful pair-wise interactions
are a particular case of this more general class).
We have explained why 3 new particles is enough the only remaining
mathematical question is: are 3 new particles really necessary? Can we do
the same with two new particles instead of each original one? A (partial)
negative answer to this question comes from a theorem proven by Doss
1]: that (at least for some n), in Sprecher's result, we cannot use fewer
than 2n + 1 new variables yq . Thus, two new particles are not enough,
and we get an explanation of why exactly 3 quarks are needed.
Our main objective is to describe a simple idea and its explanational potential. To develop this idea further, it is necessary to look more attentively
into the corresponding physics. For example, we simply show that we
need at most 3 particles per one \old" one. This explanation does not explain why baryons (such as proton or neutron) consists of 3 quarks, while,
say, pions consist of only 2 quarks, and photons and electrons look like
elementary particles (which cannot be further decomposed into quark-like
pieces).
At present, our idea is a purely mathematical idea. In its present form, it
shows that an arbitrary interaction can be explained by using a quark-type
structure. Since this is a universal representation of arbitrary forces, it
cannot therefore lead, by itself, to any experimental predictions. It may be
possible, however, that in combination with other physically meaningful
assumptions, we may get experimentally veri able results. This would
lead to an experimental test of this interpretation of quarks.
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