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LOCAL CLASS FIELD THEORY VIA LUBIN-TATE THEORY
TERUYOSHI YOSHIDA
Abstract. We give a self-contained exposition of local class field theory, via Lubin-Tate
theory and the Hasse-Arf theorem, refining the arguments of Iwasawa [9].
Re´sume´. Nous pre´sentons une de´monstration comple`te de la the´orie du corps de classes
locale via la the´orie de Lubin-Tate et le the´ore`me de Hasse-Arf, en raffinant des arguments
d’Iwasawa [9].
1. Introduction
We prove local class field theory via Lubin-Tate theory and the Hasse-Arf theorem.
The only prerequisites are Galois theory (including cyclotomic extensions, finite fields and
infinite extensions) and some basic commutative algebra summarized in Appendix I. We
have tried to make the paper self-contained, to the extent of repeating proofs of standard
results on local fields and avoiding topological arguments using compactness. Our argument
is close to Iwasawa [9], but the main innovation here is to use the relative Lubin-Tate groups
of de Shalit [5] to prove the base change property (Theorem 5.15) directly, without proving
the local Kronecker-Weber theorem first.
Theorem A (Local Class Field Theory). (i) For any local field K, there is a unique
homomorphism ArtK : K
× −→ Gal(Kab/K), characterized by the two properties:
(a) If pi is a uniformizer of K, then ArtK(pi)|Kur = FrobK .
(b) If K ′/K is a finite abelian extension, then ArtK(NK ′/K(K
′×))|K ′ = id.
Moreover, ArtK is an isomorphism ontoW
ab
K := {σ | σ|Kur ∈ Frob
Z
K} ⊂ Gal(K
ab/K).
(ii) If K ′/K is finite separable, then ArtK ′(x)|Kab = ArtK(NK ′/K(x)) for all x ∈ K
′×,
and ArtK induces an isomorphism K
×/NK ′/K(K
′×)
∼=
−→ Gal((K ′ ∩Kab)/K).
Notation. The cardinality of a finite set X is denoted by |X|. A ring means a commutative
ring with a unit, unless stated otherwise. For a ring A, we write A× for its group of units.
For a field F , we usually (implicitly) fix its algebraic closure F and separable closure F sep,
and regard any algebraic (resp. separable) extension of F as a subfield of F (resp. F sep).
For a finite separable extension F ′/F , we denote the norm map by NF ′/F : F
′× → F×. We
denote the maximal abelian extension of F in F by F ab.
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For a positive integer n not divisible by charF , the splitting field of Xn − 1 over F is
denoted by F (µn) (cyclotomic extension), which is an abelian extension such that its Galois
group naturally injects into (Z/(n))×. We denote the set of roots of Xn − 1 by µn. For
x ∈ F×, we write 〈x〉 for the subgroup xZ := {xa | a ∈ Z} of F× generated by x. We denote
a finite field consisting of q elements by Fq. For each n ≥ 1, we have Fqn = Fq(µqn−1) in
Fq. The Galois group Gal(Fq/Fq) is isomorphic to Ẑ := lim
←−
Z/(n), the profinite completion
of Z, by sending the q-th power Frobenius map x 7→ xq to 1.
2. Local fields and complete extensions
2.1. Complete discrete valuation fields (see Appendix I). Let K be the fraction
field of a CDVR O := OK (the ring of integers of K) with maximal ideal p := pK , such
that its residue field k := O/p is a perfect field. A generator of p is called a uniformizer of
K. We denote its valuation by v = vK : K
× → Z. If K ′/K is a finite separable extension,
then K ′ is the fraction field of a CDVR OK ′ , namely the integral closure of O in K
′, and
the residue field k′ of K ′ is a finite extension of k. The ramification index e = e(K ′/K)
and the residue degree f = f(K ′/K) of K ′/K are defined by pOK ′ = p
e
K ′ and [k
′ : k] = f .
Then [K ′ : K] = ef , and vK ′ |K× = e ·vK by definition. If K
′′/K ′ is another finite separable
extension, clearly e(K ′′/K) = e(K ′′/K ′)e(K ′/K) and f(K ′′/K) = f(K ′′/K ′)f(K ′/K). We
sayK ′/K is unramified if e = 1, and totally ramified if f = 1. By the multiplicativity of e and
f , any intermediate extension of an unramified (resp. a totally ramified) extension is again
unramified (resp. totally ramified). Now for any finite separable K ′/K, if F is the Galois
closure of K ′, then as the action of Gal(F/K) preserves OF and hence also vF , we have
vK(NK ′/K(x)) =
1
e(F/K)vF (NK ′/K(x)) =
[K ′:K]
e(F/K)vF (x) =
[K ′:K]
e(K ′/K)vK ′(x) = f(K
′/K)vK ′(x)
for all x ∈ K ′×, i.e. we have vK ◦NK ′/K = f · vK ′.
For any separable extension E/K (not necessarily finite) in Ksep, the ring of integers
OE of E is defined as the integral closure of O in E. If E =
⋃
K ′K
′, where K ′/K are
finite separable, then OE =
⋃
K ′ OK ′ . As pK ′ ⊂ pK ′′ whenever K
′ ⊂ K ′′, we have an ideal
pE :=
⋃
K ′ pK ′ of OE, and O
×
E =
⋃
K ′ O
×
K ′ = OE \ pE . Therefore OE is a local ring with
the maximal ideal pE , and E =
⋃
K ′ = Frac(OE).
Definition 2.1. We call a separable extension E/K unramified (resp. totally ramified) if
it is a union of unramified (resp. totally ramified) finite extensions of K. We say E/K is
finitely ramified if E is a finite extension of an unramified extension of K.
Lemma 2.2. Let E ⊂ Ksep be finitely ramified over K.
(i) The ring of integers OE is a DVR.
(ii) If E′/E is finite separable, then E′Ê = Ê′ and Ê ∩ E′ = E.
(iii) Ê ∩Ksep = E. (Hence Ê = Ê′ =⇒ E = E′ for E,E′/K finitely ramified.)
Proof. (i): If E/K is unramified, then pK ′ = pOK ′ for all finite intermediateK
′/K, therefore
pE = pOE and OE is a DVR. If E
′ is finite over E, then OE′ is the integral closure of the
DVR OE in E
′, hence a DVR. (ii) follows from Proposition I.1(ii). (ii) implies (iii). 
LOCAL CLASS FIELD THEORY VIA LUBIN-TATE THEORY 3
2.2. Local fields and their complete extensions. In the rest of the article, we fix a
prime p, and let K denote a local field, i.e. a complete discrete valuation field whose residue
field k is a finite field Fq of characteristic p. Then charK = 0 or p, and if charK = 0, then
K is a finite extension of the p-adic field Qp. Finite unramified extensions of local fields are
classified using the following lemma (see Appendix I for its proof):
Lemma 2.3. (Hensel’s lemma) Let n ≥ 1 with (p, n) = 1. Then µn ⊂ k ⇐⇒ µn ⊂ K.
For n ≥ 1, let Kn := K(µqn−1) and kn be its residue field. Then Kn/K is unramified
(Proposition I.2), and Fqn ⊂ kn by the above lemma. As Gal(Kn/K) ∼= Gal(kn/Fq) shows
that an element of Gal(kn/Fq) is determined by its action on µqn−1, we have kn = Fqn and
[Kn : K] = n. Conversely, if K
′/K is unramified of degree n, then the residue field of K ′
is Fqn , hence µqn−1 ⊂ K
′ by the above lemma, and we see K ′ = Kn by comparing the
degrees. As Kn ⊂ Kn′ for n | n
′, the union Kur :=
⋃
n≥1Kn is an infinite Galois extension
of K (the maximal unramified extension of K), and by the above isomorphism:
Gal(Kur/K)
∼=
−→ lim
←−
Gal(Fqn/Fq) ∼= Gal(Fq/Fq)
∼=
−→ Ẑ.
The arithmetic Frobenius ϕ ∈ Gal(Kur/K) is defined as the element which reduces mod p to
the q-th power Frobenius map of Fq, and its inverse is denoted by FrobK := ϕ
−1 (geometric
Frobenius). Unramified extensions of K are none other than subfields of Kur, hence always
abelian over K. If E′/K is a separable extension, then E′ and E := E′ ∩ Kur have the
same residue fields. When E′/K is Galois, we define its Weil group by W (E′/K) := {σ ∈
Gal(E′/K) | σ|E ∈ Frob
Z
K}, which is an extension of W (E/K) (a quotient group of Z) by
Gal(E′/E). If E/K is finite, then W (E′/K) = Gal(E′/K).
Definition 2.4. We call the completion L = Ê of a finitely ramified (§2.1) extension E of K
a complete extension of K (if E/K is finite, then L = E). Then OL = ÔE is a CDVR with
the maximal ideal pL = pEOL. The complete extensions correspond bijectively to finitely
ramified extensions E/K by Lemma 2.2(iii). When E/K is unramified, we call L = Ê a
complete unramified extension of K.
The K̂ := K̂ur is a complete unramified extension of K, and we write Ô := O bK , p̂ := p bK .
We consider every complete unramified extension L/K as a subfield of K̂, in which case
pL = pOL and a uniformizer of L is also a uniformizer of K̂. Let L
′ = Ê′ be a complete
extension of K, and set E := E′ ∩ Kur. Then L = Ê is a complete unramified extension
of K, and L′, E′, E, L all have the same residue fields, i.e. L′/L is totally ramified. We
consider every complete extension L′/K as a subfield of K̂sep via L ⊂ K̂.
Definition 2.5. Let L′ be a totally ramified extension of a complete unramified extension
L/K. When L′/L is finite, we say L′ is Galois over K if for all i ∈ Z, the ϕi = Frob−iK ∈
Aut(L/K) extends to [L′ : L] distinct elements of Aut(L′/K). In general, we say L′ is
Galois over K if it is a union of finite extensions of L which are Galois over K. In this case
we define the Weil group of L′/K by W (L′/K) := {σ ∈ Aut(L′/K) | σ|L ∈ Frob
Z
K}, which
is an extension of W (L/K) (a quotient group of Z) by Gal(L′/L). When L = K̂, define
v = vK :W (L
′/K)→ Z by σ|L = Frob
v(σ)
K .
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This terminology coincides with the usual one when L/K is finite. When L′ = Ê′ for
finitely ramified Galois E′/K, then every σ ∈ Gal(E′/K) induces O-automorphisms of OE′
and OE′/p
m
E′ for all m ≥ 1, hence of OL′ = ÔE′ . Therefore it extends to a K-automorphism
of L′, and we have a canonical injection Gal(E′/K) → Aut(L′/K). Therefore, as a totally
ramified extension of L = Ê for E = E′ ∩ Kur, we see that L′ is Galois over K (because
[L′ : L] = [E′ : E] by Lemma 2.2(ii)), and canonically W (E′/K) ∼= W (L′/K). By passing
to the limit, this last isomorphism extends to the case where L′ = E′L with a general Galois
extension E′/K.
3. Formal groups and Lubin-Tate groups
3.1. Formal groups. Let A be a ring, not the zero ring. In the formal power series ring of
one variable A[[X]] := lim
←−
m
A[X]/(Xm) over A, the ideal (X) ⊂ A[[X]], consisting of all the
elements with constant term equal to 0, is a monoid under the composition f ◦g := f(g(X))
with X as the identity. For f ∈ (X), there exists an f−1 satisfying f ◦ f−1 = f−1 ◦ f = X
if and only if the coefficient of X in f belongs to A×. Also, we use similar notation for
f ∈ (X) ⊂ A[[X]] and a power series of several variables F ∈ A[[X1, . . . ,Xn]] with no
constant term:
f ◦ F := f(F (X1, . . . ,Xn)), F ◦ f := F (f(X1), . . . , f(Xn)) ∈ A[[X1, . . . ,Xn]].
Definition 3.1. A formal group over A is a formal power series of two variables F (X,Y ) ∈
A[[X,Y ]] which satisfies the following:
(i) F (X,Y ) ≡ X + Y (mod deg 2),
(ii) F (F (X,Y ), Z) = F (X,F (Y,Z)),
(iii) F (X,Y ) = F (Y,X).
Precisely speaking, these are commutative formal groups of dimension 1. The basic ex-
amples are the additive group Ĝa(X,Y ) := X+Y and the multiplicative group Ĝm(X,Y ) :=
X + Y +XY .
Let F be a formal group over a ring A. If we let f(X) := F (X, 0), we have f(X) ≡
X (mod deg 2) by (i), hence f−1 exists. By (ii), we have f ◦ f = f , hence we get f(X) = X
by composing with f−1. Similarly we have F (0, Y ) = Y , hence F does not have a term
containing only X or Y , apart from the linear terms X + Y . Therefore we can solve
F (X,Y ) = 0 with respect to Y and get a unique iF (X) ∈ A[[X]] satisfying F (X, iF (X)) = 0.
If we define the addition +F on the ideal (X) ⊂ A[[X]] by
f +F g := F (f(X), g(X)),
then (X) becomes an abelian group with 0 as the identity and iF ◦ f as the inverse of f .
Definition 3.2. Let F,G be formal groups over A. A power series f(X) ∈ (X) ⊂ A[[X]]
is called a homomorphism from F to G if it satisfies
f ◦ F = G ◦ f, i.e. f(F (X,Y )) = G(f(X), f(Y )),
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and we write f : F → G. Two homomorphisms compose via the composition of power
series, with f(X) = X as the identity id : F → F . If f−1 exists, it defines f−1 : G→ F and
f ◦ f−1 = f−1 ◦ f = id. In this case f is called an isomorphism and we write f : F
∼=
−→ G.
The set HomA(F,G) of all homomorphisms from F to G is an abelian group under +G.
Moreover, EndA(F ) := HomA(F,F ) is a (not necessarily commutative) ring with +F as the
addition and ◦ as the multiplication.
3.2. Lubin-Tate groups. We return to the notation of §2.2, i.e. K is a local field with the
ring of integers O and its maximal ideal p, and O/p ∼= Fq where q is a power of p. Let L be
a complete unramified extension of K (§2.2). As pL = pOL, we write mod p for mod pOL.
Let ϕ be the arithmetic Frobenius, extended to a K-automorphism of L. For α ∈ L and
i ∈ Z, we write αϕ
i
:= ϕi(α). For a power series F over OL, we define F
ϕi by applying ϕi
to all coefficients of F . If F is a formal group over OL, so is F
ϕi .
Definition 3.3. For uniformizers pi, pi′of L, set ΘLpi,pi′ := {θ ∈ OL | θ
ϕ/θ = pi′/pi}. It is an
additive group. If θ ∈ ΘLpi,pi′ and θ
′ ∈ ΘLpi′,pi′′ , then θθ
′ ∈ ΘLpi,pi′′ . We have O ⊂ Θ
L
pi,pi (actually
we will see O = ΘLpi,pi by Lemma 5.2(i)).
Lemma 3.4. Let pi be a uniformizer of L, and let f ∈ OL[[X]] satisfy:
(3.2.1) f(X) ≡ piX (moddeg 2), f(X) ≡ Xq (mod p).
Let pi′, f ′ be another such pair. Assume that θ1, . . . , θt ∈ Θ
L
pi,pi′. Then there is a unique
F ∈ OL[[X1, . . . ,Xt]] satisfying the following:
F ≡ θ1X1 + · · ·+ θtXt (moddeg 2), f
′ ◦ F = Fϕ ◦ f.
Proof. It suffices to show that for each m ≥ 1, there is a unique polynomial Fm of degree
≤ m that satisfies the conditions mod deg(m+1). The case m = 1 is assumed, and suppose
we have Fm, and let Gm+1 := f
′ ◦ Fm − F
ϕ
m ◦ f . Then as Gm+1 ≡ F
q
m − F
ϕ
m(X
q
1 , . . . ,X
q
n) ≡
0 (mod p), its coefficients are divisible by pi′. Now we show that a homogeneous polynomial
Hm+1 := Fm+1−Fm of degreem+1 is uniquely determined. We need f
′◦Fm+1−F
ϕ
m+1◦f ≡
Gm+1+(f
′◦Hm+1−H
ϕ
m+1◦f) ≡ Gm+1+(pi
′Hm+1−pi
m+1Hϕm+1) (mod deg(m+2)) to vanish.
For any monomial of degreem+1, if we let pi′β be its coefficient in Gm+1, and α its coefficient
in Hm+1, then pi
′β+pi′α−pim+1αϕ = 0, hence α = −β−
∑∞
i=1(pi
m+1/pi′)1+ϕ+···ϕ
i−1
βϕ
i
. 
Proposition 3.5. Let f, f ′ ∈ OL[[X]] be as above, with linear coefficients pi, pi
′ respectively.
(i) There exists a unique formal group Ff over OL such that f ∈ HomOL(Ff , F
ϕ
f ). (We
call Ff the Lubin-Tate group associated to f .)
(ii) There is a unique map [·]f,f ′ : Θ
L
pi,pi′ → (X) ⊂ OL[[X]] such that:
[θ]f,f ′(X) ≡ θX (mod deg 2), f
′ ◦ [θ]f,f ′ = [θ]
ϕ
f,f ′ ◦ f.
It satisfies [θ]f,f ′ +Ff ′ [θ
′]f,f ′ = [θ + θ
′]f,f ′ , [θ
′]f ′,f ′′ ◦ [θ]f,f ′ = [θθ
′]f,f ′′ .
(iii) We have [θ]f,f ′ ∈ HomOL(Ff , Ff ′) for all θ ∈ Θ
L
pi,pi′.
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Proof. (i): Lemma 3.4 for pi = pi′, f = f ′, t = 2, θ1 = θ2 = 1 gives a unique Ff ∈ OL[[X,Y ]]
with Ff ≡ X + Y (moddeg 2) and f ◦ Ff = F
ϕ
f ◦ f . As Ff (Y,X) enjoys the same property,
Ff (X,Y ) = Ff (Y,X). Similarly, Ff (Ff (X,Y ), Z) and Ff (X,Ff (Y,Z)) both satisfy the
conditions of the lemma for t = 3 and θ1 = θ2 = θ3 = 1, hence are equal. Thus Ff is
a formal group and f ∈ HomOL(Ff , F
ϕ
f ). (ii): Lemma 3.4 for t = 1 gives [θ]f,f ′ . The
properties characterizing [θ + θ′]f,f ′ (resp. [θθ
′]f,f ′′) are shared by [θ]f,f ′ +Ff ′ [θ
′]f,f ′ (resp.
[θ′]f ′,f ′′ ◦ [θ]f,f ′) because:
f ′ ◦ ([θ] +Ff ′ [θ
′]) = (f ′ ◦ [θ]) +Fϕ
f ′
(f ′ ◦ [θ′]) = ([θ]ϕ +Fϕ
f ′
[θ′]ϕ) ◦ f = ([θ] +Ff ′ [θ
′])ϕ ◦ f
(resp. f ′′ ◦ ([θ′] ◦ [θ]) = [θ′]ϕ ◦ f ′ ◦ [θ]) = [θ′]ϕ ◦ [θ]ϕ ◦ f = ([θ′] ◦ [θ])ϕ ◦ f ).
(iii): For [θ] := [θ]f,f ′ , we have [θ] ◦ Ff = Ff ′ ◦ [θ], because the equalities:
f ′ ◦ ([θ] ◦ Ff ) = [θ]
ϕ ◦ f ◦ Ff = ([θ]
ϕ ◦ Fϕf ) ◦ f = ([θ] ◦ Ff )
ϕ ◦ f,
f ′ ◦ (Ff ′ ◦ [θ]) = F
ϕ
f ′ ◦ f
′ ◦ [θ] = (Fϕf ′ ◦ [θ]
ϕ) ◦ f = (Ff ′ ◦ [θ])
ϕ ◦ f,
show that both sides satisfy the conditions of Lemma 3.4 for pi = pi′, t = 2, θ1 = θ2 = θ. 
Example 3.6. If K = Qp, pi = p and f = (1 +X)
p − 1, then Ff = Ĝm = X + Y +XY .
Corollary 3.7. (i) The map [·]f := [·]f,f : O −→ EndOL(Ff ) is an injective ring
homomorphism. (Hence (Ff , [·]f ) is a formal O-module.)
(ii) If θ ∈ ΘL,×pi,pi′ := Θ
L
pi,pi′ ∩O
×
L , then [θ]f,f ′ is an isomorphism with the inverse [θ
−1]f ′,f .
Example 3.8. We have pi ∈ ΘLpi,piϕ, and [pi]f,fϕ = f : Ff → F
ϕ
f for f satisfying (3.2.1), by
uniqueness. (Also note that Fϕf = Ffϕ and [θ]
ϕ
f,f ′ = [θ
ϕ]fϕ,f ′ϕ by uniquness.)
Definition 3.9. Generalizing Example 3.8, define fm := f
ϕm−1 ◦ · · · ◦ fϕ ◦ f ∈ OL[[X]] for
m ≥ 1, and set f0(X) := X. Then, by Example 3.8 and Proposition 3.5(ii):
fm = [pi
ϕm−1 ]
fϕm−1 ,fϕm
◦ · · · ◦ [piϕ]
fϕ,fϕ2
◦ [pi]f,fϕ = [pim]f,fϕm (∀m ≥ 0),
where we define pim ∈ OL by pim :=
∏m−1
t=0 pi
ϕt and pi0 := 1.
4. Lubin-Tate extensions and Artin maps
4.1. Lubin-Tate extensions. Here we fix a complete unramified extension L of K.
Definition 4.1. Let f ∈ OL[X] be a monic polynomial satisfying (3.2.1) for a uniformizer
pi of L. For m ≥ 1, let Lmf be the splitting field of fm ∈ OL[X] (Definition 3.9) over L, and
let µf,m := {α ∈ L
m
f | fm(α) = 0}.
Example 4.2. In Example 3.6, we have fm(X) = [p
m]f (X) = (1 + X)
pm − 1, µf,m =
{ζ − 1 | ζ ∈ µpm} and L
m
f = L(µpm) for all m ≥ 0.
Lemma 4.3. Let m ≥ 1 and f ∈ OL[X] as above, and set L
′ := Lmf and [·] := [·]f .
(i) The extension L′/L is separable and µf,m ⊂ pL′ . (In particular, we can substitute
the elements of µf,m into power series over OL (see Appendix I).)
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(ii) For x ∈ K× with v(x) = m and α ∈ pLsep :
α ∈ µf,m ⇐⇒ [x](α) = 0 ⇐⇒ [a](α) = 0 (∀a ∈ p
m).
Proof. (i): The separability of L′/L is automatic when charK = 0, and in general it follows
from Proposition II.1 in the Appendix II (which in turn follows from Proposition 4.4(i)
when charK = 0). Now µf,m ⊂ OL′ as fm is a monic in OL[X]. If α ∈ O
×
L′ , then fm(α),
being ≡ αq
m
(mod pL′), will also be in O
×
L′ . Thus µf,m ⊂ pL′ . (ii): By Definition 3.9, we
have [x] = [x/pim]fϕm ,f ◦ fm. As [x/pim] is invertible, we see the first equivalence. The
second one follows by pm = (x). 
Proposition 4.4. Let m ≥ 1 and f ∈ OL[X] as above, with the linear coefficient pi.
(i) The set µf,m is an O-module by +Ff and [·]f . For any α ∈ µ
×
f,m := µf,m \ µf,m−1,
the following is an isomorphism of O-modules:
O/pm ∋ amod pm 7−→ [a]f (α) ∈ µf,m.
(ii) If α ∈ µ×f,m, then L
m
f = L(α), NLmf /L(−α) = pi
ϕm−1 and α is a uniformizer of Lmf .
The Lmf /L is totally ramified Galois extension of degree |µ
×
f,m| = q
m−1(q − 1).
(iii) We have canonical isomorphisms of abelian groups:
ρf,m : Gal(L
m
f /L)
∼=
−→ AutO(µf,m)
∼=
−→ (O/pm)×.
(α 7→ [u]f (α), ∀α ∈ µf,m) 7−→ umod p
m
Proof. We write +f := +Ff and L
′ := Lmf . (i): Lemma 4.3(ii) shows that µf,m is an O-
module by +f , [·], killed by p
m. The stated O-homomorphism is injective as [a](α) 6= 0 for
some a ∈ pm−1 by Lemma 4.3(ii), hence surjective as |O/pm| = qm = deg fm ≥ |µf,m|.
(Thus |µf,m| = q
m and hence µ×f,m is the set of all roots of fm/fm−1.) (ii): We have
µf,m ⊂ L(α) by (i), hence L
′ = L(α) and L′/L is Galois. Now the constant term of
fm/fm−1 reads pi
ϕm−1 =
∏
α∈µ×f,m
(−α), and taking the vL′ of both sides shows e(L
′/L) =∑
vL′(−α) ≥ |µ
×
f,m| by Lemma 4.3(i). But |µ
×
f,m| = deg(fm/fm−1) ≥ [L
′ : L] ≥ e(L′/L),
hence all are equalities and fm/fm−1 is irreducible. (iii): As +f , [·] have coefficients in OL,
for all σ ∈ Gal(L′/L), we have σ(α +f α
′) = σ(α) +f σ(α
′) and σ([a](α)) = [a](σ(α)), i.e.
Gal(L′/L) acts on µf,m by O-homomorphisms. Hence we have a group homomorphism
ρf,m : Gal(L
′/L) −→ AutO(µf,m). This is injective as L
′ = Lmf , and AutO(µf,m)
∼=
(O/pm)× by (i). It is surjective as |Gal(L′/L)| = [L′ : L] = |(O/pm)×| by (ii). 
4.2. Artin map. In this subsection we use the notation ( )(i) := ( )ϕ
i
and µ
(i)
f,m := µf(i),m
for all i ∈ Z. We extend Definition 3.9 to define pij ∈ L
× for all j ∈ Z by requiring
pij+j′ = pi
(j)
j′ pij for all j, j
′ ∈ Z, i.e. pij := (pi
−1
−j )
(j) for j < 0. Then vL(pij) = j for all j ∈ Z.
Lemma 4.5. If θ ∈ ΘLpi,pi′, then θ
(j)/θ = pi′j/pij for all j ∈ Z. Also, pij ∈ Θ
L
pi,pi(j)
.
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Proof. Using pi′j+1/pij+1 = (pi
′
j/pij)(pi
′/pi)(j) = (pi′j/pij)(θ
ϕ/θ)(j) = (pi′j/pij)(θ
(j+1)/θ(j)), ar-
gue by induction in both directions. Take pi′ = piϕ and θ = pi for the second claim. 
Lemma 4.6. Let f, f ′ ∈ OL[X] be as above with linear coefficients pi, pi
′, respectively. If
θ ∈ ΘL,×pi,pi′ (see Corollary 3.7(ii)), then for all m ≥ 1, it gives an isomorphism [θ] = [θ]f,f ′ :
µf,m → µf ′,m of O-modules, and L
m
f = L
m
f ′ .
Proof. The [θ] maps µf,m to µf ′,m because f
′
m ◦ [θ] = [θ]
(m) ◦fm. It is an O-homomorphism
by Proposition 3.5(ii),(iii), and is an isomorphism as [θ−1] gives its inverse. As [θ], [θ−1] ∈
OL[[X]], we have µf ′,m = [θ](µf,m) ⊂ L
m
f and µf,m ⊂ L
m
f ′ , thus L
m
f = L
m
f ′ . 
Proposition 4.7. Let m ≥ 1 and f ∈ OL[X] as above, with the linear coefficient pi.
(i) The Lmf is Galois over K, and the following map is bijective for any α ∈ µ
×
f,m:
K×/(1 + pm) ∋ xmod 1 + pm 7−→ [xpij ]f,f(j)(α) ∈
∐
j∈Z
µ
(j),×
f,m (v(x) = −j).
(ii) Let L = K̂. The ρf,m of Proposition 4.4(iii) extend to isomorphisms:
ρf,m :W (K̂
m
f /K)
∼=
−→ K×/(1 + pm).
(ϕj on K̂, α 7→ [xpij ](α), ∀α ∈ µf,m) 7−→ xmod 1 + p
m (v(x) = −j)
Setting K̂LTf :=
⋃
m≥1 K̂
m
f , we get ρf :W (K̂
LT
f /K)
∼=
−→ K× by passing to the limit.
Proof. (i): If v(x) = −j, then xpij ∈ Θ
L,×
pi,pi(j)
by Lemma 4.5, hence [xpij ] : µf,m
∼=
−→ µ
(j)
f,m by
Lemma 4.6. As [xpij] is O-linear, v
−1(−j)/(1 + pm) ∋ x 7→ [xpij ](α) ∈ µ
(j),×
f,m is bijective for
each j. As L(α) = Lmf = L
m
f(j)
by Proposition 4.4(ii) and Lemma 4.6, the ϕj ∈ Aut(L/K)
extends to Lmf by α 7→ α
′ for each α′ ∈ µ
(j),×
f,m , hence L
m
f is Galois over K. (ii): Let
σ ∈W (K̂mf /K) with σ| bK = ϕ
j . If α ∈ µ×f,m, then σ(α) ∈ µ
(j),×
f,m , hence σ(α) = [xpij](α) for
a unique xmod1+pm by (i). This holds for all α ∈ µf,m because σ([a]f (α)) = [a]
(j)
f (σ(α)) =
[a]f(j) [xpij ](α) = [xpij][a]f (α) for all a ∈ O (this shows the compatibility of ρf,m for varying
m). The map ρf,m is a group homomorphism because if τ(α) = [ypij′ ](α), then στ(α) =
σ([ypij′ ](α)) = [ypij′ ]
(j)[xpij ](α) = [ypi
(j)
j′ · xpij ](α) = [xy · pij+j′](α). It is bijective because it
restricts to Gal(K̂mf /K̂)
∼= (O/pm)× = O×/(1+pm) by Proposition 4.4(iii) and the quotient
W (K̂/K) = FrobZK is mapped onto K
×/O× ∼= Z, i.e. v ◦ ρf,m = v. 
Proposition 4.8. The map ψ : Ô× ∋ θ 7−→ θϕ/θ ∈ Ô× is surjective. In particular, for any
pair of uniformizers pi, pi′ of K̂, we have Θ
bK,×
pi,pi′ 6= ∅.
Proof. As Ô× ∼= lim
←−
(Ô/p̂m)× = lim
←−
Ô×/(1 + p̂m) and ψ(1 + p̂m) ⊂ 1 + p̂m, it suffices to
show for every u ∈ Ô× and all m ≥ 1, there is θm ∈ Ô
× with ψ(θm) ≡ u (mod p
m) and
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θm+1 ≡ θm (mod p
m). We get θ1 because θ 7→ ψ(θ) = θ
q−1
is surjective on (Ô/p̂)× ∼= F
×
q .
Suppose we have θm, and let u/ψ(θm) = 1 + αpi
m for a uniformizer pi of K. Then there is
β ∈ Ô with βϕ − β ≡ α (mod p) because β 7→ βϕ − β = β
q
− β is surjective on Ô/p̂ ∼= Fq,
and θm+1 := θm(1 + βpi
m) will do. 
Corollary 4.9. The K̂mf and ρf,m, hence also K̂
LT
f and ρf , of Proposition 4.7(ii) do not
depend on f . (We will drop the subscript f and write K̂m, ρm, K̂
LT and ρ.)
Proof. For f, f ′ with linear coefficients pi, pi′, take θ ∈ Θ
bK,×
pi,pi′ and [θ] : µf,m
∼=
−→ µf ′,m by
Proposition 4.8. Lemma 4.6 shows K̂mf = K̂
m
f ′ . If σ(α) = [xpij ](α) for σ ∈W (K̂
m
f /K), then
σ([θ](α)) = [θ](j)[xpij ](α) = [xpi
′
j ][θ](α) by Lemma 4.5, hence ρf,m = ρf ′,m. 
Definition 4.10. For any f ∈ OL[X] with L/K finite, set K
m := KurLmf . Then K
m/K is
finitely ramified, and Galois by Proposition 4.7(i). By Lemma 2.2, the completion of Km
is K̂Lmf = K̂
m and Km = K̂m ∩Ksep, thus independent of f . Setting KLT :=
⋃
m≥1K
m =
K̂LT∩Ksep, we have W (KLT/K) ∼=W (K̂LT/K) by the remark after Definition 2.5. We call
a finite extension of K a Lubin-Tate extension if it is contained in KLT. We call the inverse
of ρ the Artin map of K and write ArtK : K
×
∼=
−→W (KLT/K). We have v ◦ ArtK = v.
5. Galois Groups, Norm Groups and the Base Change
5.1. Galois groups. Now let L = Kn/K be the finite unramified extension of degree n.
Proposition 5.1. Let θ ∈ Θ
bK,×
pi,pi′ for pi, pi
′ ∈ L. Then θ ∈ O×L ⇐⇒ NL/K(pi) = NL/K(pi
′).
Proof. Lemma 4.5 for j = n shows θϕ
n
/θ = NL/K(pi
′)/NL/K(pi), so use Lemma 5.2(i). 
Lemma 5.2. (i) For n ≥ 1, the fixed field of ϕn in K̂ is Kn.
(ii) If L = Kn, then N = NL/K surjects onto v
−1(nZ) ⊂ K×.
Proof. (i): As a set of representatives of Ô/p̂ ∼= Fq, we can take C := {0} ∪
⋃
n≥1 µqn−1
by Lemma 2.3. Then ϕn acts on C, and its fixed set is Cn = {0} ∪ µqn−1 ⊂ Kn. Now
take a uniformizer pi of K, and consider the pi-adic expansion in K̂ with respect to C
(see Appendix I). If x =
∑∞
i=v(x) aipi
i for ai ∈ C, then x
ϕn =
∑
i a
ϕn
i pi
i, hence xϕ
n
=
x ⇐⇒ ai ∈ Cn (∀i) ⇐⇒ x ∈ Kn. (ii): For a uniformizer pi of K, we have v
−1(nZ) =
O× × 〈pin〉 and N(pi) = pin, hence it suffices to show that N : O×L → O
× is surjective. We
have O× ∼= lim
←−
O×/(1 + pm), O×L
∼= lim
←−
O×L /(1 + p
m
L ), and N(1 + p
m
L ) ⊂ 1 + p
m, because
N(1+pmL ) ⊂ (1+p
m
L )∩O = 1+p
m. Therefore it suffices to show that, for every x ∈ O× and
all m ≥ 1, there is um ∈ O
×
L satisfying N(um) ≡ x (mod p
m) and um+1 ≡ um (mod p
m). We
get u1 by the surjectivity of the norm map (OL/pL)
× → (O/p)× induced by N . Suppose
we have um, and let x/N(um) = 1 + αpi
m. Then there is β ∈ OL whose trace ≡ α (mod p)
because the trace map OL/pL → O/p is surjective, and um+1 := um(1 + βpi
m) will do. 
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Definition 5.3. Let x ∈ K× with v(x) = n > 0. Take a uniformizer pi of L = Kn with
NL/K(pi) = x by Lemma 5.2(ii), and a monic f ∈ OL[X] satisfying (3.2.1) for pi. Then for
m ≥ 1, the fields Lmf depend only on x by Proposition 5.1 and Lemma 4.6, so we denote
them by Kmx := L
m
f , and set K
ram
x :=
⋃
m≥1K
m
x , which are totally ramified over L.
Proposition 5.4. For x ∈ K× with v(x) = n > 0, the element σ := ArtK(x) ∈W (K
LT/K)
is characterized by v(σ) = v(x) and σ|Kramx = id. For all m ≥ 1, the Artin map induces the
isomorphism K×/
(
(1 + pm)× 〈x〉
) ∼=
−→ Gal(Kmx /K).
Proof. The σ acts as FrobnK on L, and pin = x implies [xpi−n] = [1] = id on µf,m, hence
σ fixes Kramx . This characterizes σ because K
LT = KurKramx . It also shows that ArtK
(or ρ−1m ) descends to the claimed map, which is bijective because it restricts to (O/p
m)× ∼=
Gal(Kmx /L) and inducesK
×/
(
O××〈x〉
)
∼= Gal(L/K) on the quotients, as v◦ArtK = v. 
5.2. Coleman operator and norm groups. As above, let f ∈ OL[X] be a monic poly-
nomial satisfying (3.2.1) for a uniformizer pi of L = Kn, and set x := NL/K(pi). We write
+f for +Ff and µm for µf,m (we will not see roots of unity here), so K
m
x = L(µm).
Lemma 5.5. Let g ∈ OL[[X]].
(i) If g(α) = 0 for all α ∈ µ1, then g = g
′ · f for some g′ ∈ OL[[X]].
(ii) For h ∈ OL[[X]] and m ≥ 1, we have h ◦ f ≡ 0 (mod p
m) =⇒ h ≡ 0 (mod pm).
(iii) If g(X +f α) = g(X) for all α ∈ µ1, then g = h ◦ f for a unique h ∈ OL[[X]].
Proof. (i): For α ∈ µ1, if g(X) =
∑∞
i=0 aiX
i, g(α) = 0 then if we let bi :=
∑∞
j=0 ai+j+1α
j ∈
OL′ for each i ≥ 0, then g(X) = (X − α) ·
∑∞
i=0 biX
i in OL′ [[X]]. As f is separable (by
Proposition II.1, or Proposition 4.4(i) when charK = 0), repeating this, we get g(X) =
f(X) · g′(X), and as g, f ∈ OL[[X]], also g
′ has coefficients in L∩OL′ = OL. (ii): If m = 1,
then h◦f ≡ h(Xq) (mod p) proves the claim. Use induction for m > 1. If h◦f = pimg, then
by induction h = pim−1 · h′, thus h′ ◦ f = pig but the m = 1 case implies h′ ≡ 0 (mod p).
(iii): If g(X +f α) = g(X) for all α ∈ µ1, then we can write g(X) − g(0) = g1(X) · f(X)
by (i). Now as f(X +f α) = f(X) +fϕ f(α) = f(X), we have g1(X +f α) = g1(X).
Repeating this procedure and setting g0 := g and gi(X) − gi(0) = gi+1(X) · f(X), we get
g(X) =
∑∞
i=0 gi(0) ·f(X)
i, hence h(X) :=
∑∞
i=0 gi(0)X
i gives g = h◦f . Uniqueness follows
from (ii), which implies h ◦ f = 0 =⇒ h = 0. 
Definition 5.6 (Coleman [4], de Shalit [5]). For g ∈ OL[[X]], coefficients of the product∏
α∈µ1
g(X +f α) are OL-polynomials in the symmetric functions of µ1, hence they lie in
OL. Therefore by Lemma 5.5(iii), we get a unique N(g) ∈ OL[[X]] satisfying:
(5.2.1) N(g) ◦ f(X) =
∏
α∈µ1
g(X +f α).
Clearly N(g1g2) = N(g1)N(g2). Also, we set N
0(g) := g and
Nm(g) :=
(
Nm−1(N(g)ϕ
−1
)
)ϕ
(m ≥ 1).
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If we write N = Nf (called the Coleman operator), this means N
m = N
fϕm−1
◦· · ·◦Nfϕ ◦Nf .
Lemma 5.7. For m ≥ 1, we have Nm(g) ◦ fm(X) =
∏
α∈µm
g(X +f α).
Proof. The case m = 1 is the definition. Use induction on m. Fix a set C of representatives
of µm/µ1 as O-modules, and extend ϕ to a ϕ˜ ∈ Gal(K
m
x /K) (Proposition 4.7(i)). Then:∏
α∈µm
g(X +f α) =
∏
β∈C
∏
α∈µ1
g(X +f β +f α) =
∏
β∈C
N(g) ◦ f(X +f β),
and f(X +f β) = f(X) +fϕ f(β), but as C ∋ β 7→ f(β)
eϕ−1 ∈ µm−1 is a bijection,
RHS =
∏
α∈µm−1
N(g)(f(X) +fϕ α
eϕ) =
( ∏
α∈µm−1
N(g)ϕ
−1
(fϕ
−1
(X) +f α)
)ϕ
equals
(
Nm−1
(
N(g)ϕ
−1)
◦fm−1(f
ϕ−1(X))
)ϕ
= Nm(g)◦fm(X) by inductive hypothesis. 
Lemma 5.8. (i) N(g) ≡ gϕ (mod p). In particular, N(OL[[X]]
×) ⊂ OL[[X]]
×.
(ii) For m ≥ 1, if g ≡ 1 (mod pm), then N(g) ≡ 1 (mod pm+1).
(iii) If g ∈ OL[[X]]
× and m ≥ 1, then Nm(g)/Nm−1(g)ϕ ≡ 1 (mod pm).
Proof. (i): As f(X) ≡ Xq (mod p), LHS of (5.2.1) ≡ N(g)(Xq) (mod p). On the other hand,
if we write L′ = K1x, then µ1 ⊂ pL′ , hence g(X +f α) ≡ g(X) (mod pL′) for all α ∈ µ1.
Therefore RHS of (5.2.1) ≡ g(X)q ≡ gϕ(Xq) (mod pL′), and we see N(g) ≡ g
ϕ (mod p).
(ii): If we let g = 1 + pimh and L′ = K1x, then
N(g) ◦ f =
∏
α∈µ1
(
1 + pimh(X +f α)
)
≡
(
1 + pimh(X)
)q
(mod pmpL′)
≡ 1 + qpimh(X) + · · · pimqh(X)q ≡ 1 (mod pmpL′),
hence (N(g)−1)◦f ≡ 0 (mod pmpL′), and as it belongs to OL[[X]] we have (N(g)−1)◦f ≡
0 (mod pm+1). Therefore, by Lemma 5.5(ii), we get N(g) − 1 ≡ 0 (mod pm+1). (iii): As
N(g)/gϕ ≡ 1 (mod p) from (i), apply (ii) to this m− 1 times. 
Definition 5.9. For a finite separable extension K ′/K, we denote the image NK ′/K(K
′×)
of the norm map NK ′/K : K
′× → K× by N(K ′/K). For any separable extension E/K,
define N(E/K) :=
⋂
K ′ N(K
′/K) where K ′ runs through all the finite extensions in E.
Proposition 5.10. N(Kmx /K) = (1 + p
m)× 〈x〉 for all m ≥ 1.
Proof. Write L′ = Kmx and take α ∈ µ
×
m. By Proposition 4.4(ii) we have L
′× = O×L′ × 〈−α〉
and NL′/K(−α) = NL/K(pi
ϕm−1) = x, hence it suffices to show NL′/K(O
×
L′) = 1 + p
m.
First we show NL′/K(O
×
L′) ⊂ 1 + p
m. By the following Lemma 5.11, any u ∈ O×L′ can be
written as u = g(α), g ∈ OL[[X]]
×. For i ≥ 0, set ui := N
i(g)(0). Then by Lemma 5.7
we have ui =
∏
α∈µi
g(α), hence NL′/L(u) =
∏
α∈µ×m
g(α) = um/um−1. Lemma 5.8(iii)
shows that um/u
ϕ
m−1 ∈ 1 + p
m
L . Hence NL′/K(u) = NL/K(um/um−1) = NL/K(um/u
ϕ
m−1) ∈
NL/K(1 + p
m
L ) ⊂ 1 + p
m. The other inclusion (not used in the sequel) is seen as follows:
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as Kmx is the fixed field of ArtK((1 + p
m) × 〈x〉) by Proposition 5.4, if x′/x ∈ 1 + pm then
Kmx = K
m
x′ . Therefore x
′ ∈ N(Kmx′ /K) = N(K
m
x /K) and 1 + p
m ⊂ N(Kmx /K). 
Lemma 5.11. If L′/L is totally ramified and α is a uniformizer of L′, then OL′ = OL[α].
Proof. If [L′ : L] = n and x =
∑n−1
i=0 aiα
i (ai ∈ L), then vL′(x) = mini{vL′(aiα
i)}, as
vL′(aiα
i) are all distinct. Thus (i) x = 0 ⇒ ai = 0 (∀i), (ii) x ∈ OL′ ⇔ ai ∈ OL (∀i). By
(i), the set {1, α, α2 . . . , αn−1} is a basis of L′ over L. This and (ii) imply OL′ ⊂ OL[α]. 
Corollary 5.12. If E/L is totally ramified and E contains Kramx , then N(E/K) = 〈x〉.
Proof. Proposition 5.10 and
⋂
m≥1(1 + p
m) = {1} imply N(E/K) ⊂ N(Kramx /K) ⊂ 〈x〉,
and N(E/K) contains an element with valuation [L : K] by the following lemma. 
Lemma 5.13. Let P = PL := v
−1
L (1) be the set of all uniformizers of a local field L, and
E/L a totally ramified extension. Then N(E/L)P := N(E/L) ∩ P is non-empty.
Proof. If L′/L is finite totally ramified, then N(L′/L)P 6= ∅ as NL′/L maps PL′ into P . For
a uniformizer pi of L, we have P = pi · O×L = lim←−
P/(1 + pmL ), where the quotient is taken
by the multiplicative action. As NL′/L(1 + p
m
L′) ⊂ 1 + p
m
L for all m ≥ 1, the NL′/L is the
lim
←−
of Nm = N
L′
m : PL′/(1 + p
m
L′) → PL/(1 + p
m
L ). We show N(L
′/L)P = lim
←−
(
ImNm
)
as
subsets of P . If pi = (pim)m ∈ lim
←−
(
ImNm
)
, then there is pi′ ∈ lim
←−
N−1m (pim) as the lim←−
of
non-empty finite sets is non-empty, and N(pi′) = pi. Converse is clear. Now for general E/L,
every finite L′/L contained in E is totally ramified, and if L′, L′′ ⊂ E then L′L′′ ⊂ E and
ImNL
′L′′
m ⊂ ImN
L′
m ∩ ImN
L′′
m . Hence the intersection
⋂
L′ ImN
L′
m in the finite set P/(1+p
m
L ),
where L′ runs through all finite extensions in E, is non-empty. Thus lim
←−
(⋂
L′ ImN
L′
m
)
6= ∅,
and it is contained in lim
←−
(
ImNL
′
m
)
= N(L′/L)P for all L′, hence in N(E/L)P . 
5.3. Base change and LCFT for Lubin-Tate extensions.
Proposition 5.14. For σ ∈ W (Ksep/K) with v(σ) > 0, let Eσ ⊂ K
sep be its fixed field.
Then N(Eσ/K) = 〈Art
−1(σ|KLT)〉.
Proof. Let x := Art−1(σ|KLT). By Proposition 5.4, we have K
ram
x ⊂ Eσ, and Eσ ∩K
ur is
the unramified extension of K of degree v(σ) = v(x). Hence Corollary 5.12 applies. 
Theorem 5.15. (Base change) For a finite separable K ′/K, we have KLT ⊂ K ′LT and the
following commutes, i.e. for all x′ ∈ K ′× we have ArtK ′(x
′)|KLT = ArtK(NK ′/K(x
′)).
K ′×
ArtK′
//
NK′/K

Gal(K ′LT/K ′)
res

K×
ArtK
// Gal(KLT/K)
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Proof. Take x ∈ pK ′ ∩K
′×, and extend ArtK ′(x) ∈ W (K
′LT/K ′) to σ ∈ W (Ksep/K ′). By
Proposition 5.14, we have 〈NK ′/K(x)〉 = NK ′/K(〈x〉) = NK ′/K(N(Eσ/K
′)) = N(Eσ/K) =
〈Art−1K (σ|KLT)〉. As vK(σ|KLT) = f(K
′/K)vK ′(σ) = f(K
′/K)vK ′(x) = vK(NK ′/K(x)), we
obtain NK ′/K(x) = Art
−1
K (σ|KLT). Therefore σ|KLT = ArtK(NK ′/K(x)) depends only on
σ|K ′LT , which shows K
LT ⊂ K ′LT and the commutativity, as pK ′ ∩K
′× generates K ′×. 
Corollary 5.16. (LCFT minus Local Kronecker-Weber)
(i) There is a unique homomorphism ArtK : K
× → Gal(KLT/K) satisfying:
(a) if pi is a uniformizer of K, then ArtK(pi)|Kur = FrobK , and
(b) if K ′/K is a Lubin-Tate extension, then ArtK(N(K
′/K))|K ′ = id.
Moreover, the ArtK is an isomorphism onto W (K
LT/K) ⊂ Gal(KLT/K).
(ii) If K ′/K is finite separable, then KLT ⊂ K ′LT, and ArtK ′(x)|KLT = ArtK(NK ′/K(x))
for all x ∈ K ′×. The ArtK induces K
×/N(K ′/K)
∼=
−→ Gal((K ′ ∩KLT)/K).
Proof. (i): The map ArtK satisfies (a) by definition, and (b) by Theorem 5.15. Conversely,
if Art′K satisfies these, then for any uniformizer pi of K, (b) and Proposition 4.4(ii) im-
ply Art′K(pi)|Krampi = id. This and (a) show Art
′
K(pi) = ArtK(pi) by Proposition 5.4. As
K× is generated by the uniformizers, we get Art′K = ArtK . The last claim was seen in
Definition 4.10. (ii): The first part is Theorem 5.15, and ArtK induces K
×/N(K ′/K) ∼=
W (KLT/K)/ Im(W (K ′LT/K ′)). This is isomorphic to Gal((K ′ ∩KLT)/K), as W (KLT/K)
surjects onto Gal((K ′ ∩ KLT)/K) and W (K ′LT/K ′) is the inverse image of W (KLT/K)
under Gal(K ′LT/K ′)→ Gal(KLT/K). 
Above proof of (i) shows that we only need totally ramified Lubin-Tate extensions for
the characterization of ArtK . The classical theorems of LCFT for Lubin-Tate extensions
(instead of abelian extensions) follow easily from Corollary 5.16, for example:
(i) For any finiteK ′/K, we haveN(K ′/K) = N((K ′∩KLT)/K)) and [K× : N(K ′/K)] ≤
[K ′ : K]. Equality holds if and only if K ′/K is Lubin-Tate.
(ii) If K ′/K is finite and K ′′/K is Lubin-Tate, then N(K ′/K) ⊂ N(K ′′/K) ⇐⇒ K ′′ ⊂
K ′. If both are Lubin-Tate, then N(K ′′/K)/N(K ′/K) ∼= Gal(K ′/K ′′) by ArtK ′ .
(iii) If K ′,K ′′/K are Lubin-Tate extensions, then:
N(K ′K ′′/K) = N(K ′/K) ∩N(K ′′/K), N((K ′ ∩K ′′)/K) = N(K ′/K)N(K ′′/K).
(iv) (Existence theorem) For any finite index subgroup H ⊂ K× containing 1 + pm for
some m, there is a unique Lubin-Tate extension K ′/K such that N(K ′/K) = H.
6. The Local Kronecker-Weber theorem
We finish the proof of Theorem A by proving the local Kronecker-Weber theorem, i.e.
KLT = Kab. This follows easily from the Hasse-Arf theorem (Gold [7] or Iwasawa [9], §7.4;
see also Lubin [10], Rosen [13]). We first prove the Hasse-Arf theorem following Sen [14].
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6.1. Ramification groups. Let K ′/K be a finite totally ramified Galois extension of local
fields, and set G := Gal(K ′/K). For a uniformizer pi of K ′, we have OK ′ = O[pi] by Lemma
5.11. We write v := vK ′ and q = |O/p| = |OK ′/pK ′ |.
Definition 6.1. Let i(σ) := v(σ(pi) − pi), where we set i(id) = ∞. For n ≥ 0, define
Gn := {σ ∈ G | i(σ) > n} = {σ ∈ G | σ(pi)/pi ∈ 1 + p
n
K ′}. Then G = G0 as K
′/K is
totally ramified, and Gn = {id} for sufficiently large n. They are normal subgroups of G,
independent of the choice of pi, because Gn = {σ ∈ G | v(σ(a) − a) > n for all a ∈ OK ′} is
the kernel of the group homomorphism G ∋ σ 7−→ σ|OK′ mod p
n+1
K ′ ∈ Aut(OK ′/p
n+1
K ′ ).
Proposition 6.2. For n ∈ Z≥0, we have the following injective group homomorphisms,
independent of the choice of pi (they show that G is supersoluble):
θ0 : G0/G1 ∋ σ 7−→ σ(pi)/pi mod pK ′ ∈ (OK ′/pK ′)
× ∼= F×q ,
θn : Gn/Gn+1 ∋ σ 7−→ (σ(pi)/pi) − 1 mod p
n+1
K ′ ∈ p
n
K ′/p
n+1
K ′
∼= Fq (n ≥ 1).
Proof. The maps are well-defined and injective by definition of Gn. For a different uni-
formizer pi′ = upi with u ∈ O×K ′ , we have σ(pi
′)/pi′ = (σ(pi)/pi) · (σ(u)/u), and if σ ∈ Gn then
σ(u) ≡ u (mod pn+1K ′ ), hence σ(u)/u ∈ 1 + p
n+1
K ′ , hence the maps θn do not depend on the
choice of pi. For σ, τ ∈ Gn, if u = τ(pi)/pi, then στ(pi)/pi = (σ(pi)/pi) · (τ(pi)/pi) · (σ(u)/u),
and as u ∈ O×K ′ we have σ(u)/u ∈ 1 + p
n+1
K ′ , therefore θn are group homomorphisms. 
Corollary 6.3. If G is abelian and Gn 6= Gn+1, then e0 := |G0/G1| divides n.
Proof. Let τ ∈ Gn and σ ∈ G. We compute θn(στσ
−1) using pi′ = σ−1(pi). If τ(pi′) =
pi′(1 + a) for a ∈ pnK ′ , then θn(τ) = amod p
n+1
K ′ by definition. Then στσ
−1(pi) = στ(pi′) =
σ(pi′(1 + a)) = pi(1 + σ(a)), hence θn(στσ
−1) = σ(a)mod pn+1K ′ . If we write a = bpi
n for
b ∈ OK ′ and σ(pi) = upi for u ∈ O
×
K ′ , then σ(a) = σ(b)σ(pi)
n = σ(b)unpin, and as σ(b) ≡
bmod pK ′ , we have σ(a) ≡ bu
npin = una (mod pn+1K ′ ). Therefore θn(στσ
−1) = unamod pn+1K ′ .
If G is abelian, then στσ−1 = τ , hence a ≡ unamod pn+1K ′ . If Gn 6= Gn+1, we can choose
τ ∈ Gn with θn(τ) 6= 0, i.e. a ∈ p
n
K ′ \ p
n+1
K ′ . Also, choose σ ∈ G which generates G0/G1, i.e.
θ0(σ) = umod p has order e0 in (OK ′/pK ′)
×. Then a ≡ una (mod pn+1K ′ ) implies e0 | n. 
Lemma 6.4. For σ ∈ G1, we have v
(∑p−1
i=0 σ
i(α)
)
> v(α) for all α ∈ K ′×.
Proof. Replacing α by αx for x ∈ K×, we can assume α ∈ OK ′ . Let (σ−1)(α) := σ(α)−α.
Then σ ∈ G1 implies v((σ − 1)
p−1(α)) > · · · > v((σ − 1)(α)) > v(α). The claim follows by∑p−1
i=0 σ
i(α) ≡ (σ − 1)p−1(α) (mod pα), which follows from (−1)i
(
p−1
i
)
≡ 1 (mod p). This is
seen from
∑p−1
i=0 X
i = (Xp − 1)/(X − 1) = (X − 1)p−1 in Fp[X]. 
Lemma 6.5. Let σ ∈ G1. For each n ∈ Z, there exists α ∈ K
′× such that v(α) = n and
v(σ(α) − α) = n+ i(σn). Moreover, any x ∈ K ′× can be written as a sum x =
∑∞
n=v(x) xn
(see Appendix I) where each xn satisfies above two properties for n if xn 6= 0.
Proof. For the first part, if n ≥ 0, then let α =
∏n−1
i=0 σ
i(pi) for a uniformizer pi of K ′ (set
α = 1 for n = 0). Then clearly v(α) = n, and σ(α)/α = σn(pi)/pi, thus v(σ(α) − α) =
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v(α)+v((σ(α)/α)−1) = n+i(σn). Also, α−1 satisfies the properties for −n. For the second
part, note that C := {0}∪µq−1 is a complete set of representatives for OK ′ mod pK ′ , and σ
acts trivially on C as C ⊂ K. Hence we can write x =
∑∞
n=v(x) cnαn where cn ∈ C and αn
is the α we constructed above. Thus xn := cnαn has the required properties if cn 6= 0. 
Proposition 6.6 (Sen [14]). Let σ ∈ G1, and |〈σ〉| = p
m for m ≥ 1 (by Proposition 6.2).
Let Hn := Gn ∩ 〈σ〉 for n ≥ 1 and ij := i(σ
pj ) for j ≥ 0 (and ij :=∞ for j ≥ m). Then:
(i) ij−1 < ij if j ≤ m. Also, Hn = 〈σ
pj 〉 if and only if ij−1 ≤ n < ij.
(ii) i(σa) = ivp(a) for a ≥ 1, where vp := vQp.
(iii) ij−1 ≡ ij (mod p
j), where ∞ is understood to be congruent to any integer.
Proof. (i): Lemma 6.4 for α = σp
j−1
(pi) − pi shows ij−1 < ij . We have 〈σ
pj 〉 ⊂ Hn if
and only if σp
j
∈ Hn, i.e. ij > n. As all subgroups of 〈σ〉 are of the form 〈σ
pj〉, we have
〈σp
j
〉 ⊃ Hn ⇔ 〈σ
pj−1〉 6⊂Hn ⇔ ij−1 ≤ n. (ii): This is ∞ = ∞ if p
m | a. If j := vp(a) < m,
then Hij−1 = 〈σ
pj〉 and Hij = 〈σ
pj+1〉 by (i), therefore σa ∈ Hij−1 \Hij , i.e. i(σ
a) = ij . (iii):
We can assume ij < ∞, and use induction on j. The assertion is empty when j = 0. Let
j = 1, and assume the Inductive Hypothesis (the assertion of (iii) for j − 1). We first prove
the Claim: the ij−1 and n + i(σ
n) for n ∈ Z, vp(n) < j are all distinct from each other.
As vp(n) ≤ j − 1, the Inductive Hypothesis shows i(σ
n) = ivp(n) ≡ ij−1 (mod p
vp(n)+1),
i.e. vp(ij−1 − i(σ
n)) > vp(n), hence ij−1 6= n + i(σ
n). Now assume n + i(σn) = n′ +
i(σn
′
). If vp(n) 6= vp(n
′), then vp(n−n
′) = min{vp(n), vp(n
′)}, but the Inductive Hypothesis
shows vp(i(σ
n) − i(σn
′
)) > min{vp(n), vp(n
′)}, which is impossible. Hence vp(n) = vp(n
′),
therefore i(σn) = i(σn
′
) and n = n′. Thus the Claim is proven. Now applying the Inductive
Hypothesis to σp ∈ G1, we have ij−1 ≡ ij (mod p
j−1). Let s := ij−1 − ij and assume
vp(s) = j − 1, to see it leads to contradiction. The first part of Lemma 6.5 for σ
p shows
that there is x ∈ K ′× with v(x) = s and v(σp(x)−x) = s+ i((σp)s) = s+ ij = ij−1. Letting
y :=
∑p−1
i=0 σ
i(x), we have v(y) > v(x) = s by Lemma 6.4 and v(σ(y)− y) = v(σp(x)− x) =
ij−1. Now expand y =
∑∞
n=v(y) yn as in Lemma 6.5: v(σ(yn) − yn) = n + i(σ
n) if yn 6= 0.
Let z := σ(y) − y. Then v(z) = ij−1 and z =
∑∞
n=v(y) zn, where zn := σ(yn) − yn, hence
v(zn) = n+i(σ
n) whenever zn 6= 0. The Claim shows v
(
z−
∑
vp(n)<j
zn
)
≤ ij−1. If vp(n) ≥ j
and zn 6= 0, then v(zn) = n+i(σ
n) ≥ n+ij ≥ v(y)+ij > ij−1, hence v
(∑
vp(n)≥j
zn
)
> ij−1,
a contradiction. 
Corollary 6.7. Assume G ∼= Z/pmZ. Then there exist n0, n1, . . . , nm−1 ∈ Z≥1 such that,
for 1 ≤ j ≤ m− 1, we have |Gn| = p
m−j if and only if
∑j−1
i=0 nip
i < n ≤
∑j
i=0 nip
i.
6.2. The Hasse-Arf theorem. Let G = Gal(K ′/K) withK ′/K totally ramified as before,
and let G⊲H with G/H = Gal(K ′′/K). For σ ∈ G, let σ = σH ∈ G/H be its image.
Lemma 6.8. For all σ ∈ G, we have i(σ) = 1|H|
∑
τ∈H i(στ).
Proof. For σ = id, we understand the equality as∞ =∞. Let σ 6= id, and take uniformizers
pi′ and pi′′ of K ′ and K ′′ respectively, so that OK ′ = O[pi
′] and OK ′′ = O[pi
′′] by Lemma
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5.11. As i(σ) = vK ′′(σ(pi
′′) − pi′′) = 1|H| · vK ′(σ(pi
′′) − pi′′), if we let a = σ(pi′′) − pi′′ and
b =
∏
τ∈H(στ(pi
′)−pi′), it suffices to show vK ′(a) = vK ′(b). Let the minimal polynomial of pi
′
over OK ′′ be f =
∏
τ∈H(X−τ(pi
′)) ∈ OK ′′ [X]. Applying σ, we get f
σ =
∏
τ∈H(X−στ(pi
′)),
where fσ ∈ OK ′′ [X] is obtained by applying σ to the coefficients of f . Hence f
σ(pi′) =∏
τ∈H(pi
′ − στ(pi′)) = ±b. First we prove a | b. As OK ′′ = O[pi
′′], we have a | σ(x) − x for
any x ∈ OK ′′ , hence a | f
σ − f , therefore a | fσ(pi′) − f(pi′) = ±b. Now we prove b | a.
Write pi′′ = g(pi′) for g ∈ O[X]. The polynomial g(X) − pi′′ ∈ OK ′′ [X] has pi
′ as a root,
hence divisible by f in OK ′′ [X]. Applying σ, we have f
σ | g(X) − σ(pi′′) in OK ′′ [X], hence
g(pi′)− σ(pi′′) = −a is divisible by fσ(pi′) = ±b. 
Proposition 6.9 (Herbrand). Define φH(n) := −1+
1
|H|
∑
τ∈H min{i(τ), n+1} for n ∈ R≥0.
Also, for n ∈ R≥0, define Gn := {σ ∈ G | i(σ) ≥ n + 1}, i.e. Gn = Gi if i ∈ Z≥0 and
n ∈ (i− 1, i]. Then GnH/H = (G/H)φH (n) for all n ∈ R≥0.
Proof. For σ ∈ G/H, replace σ by the element in σH which has the maximal value of i,
and let i(σ) = m. Let τ ∈ H. If i(τ) ≥ m, then i(στ) ≥ m, hence i(στ) = m. If i(τ) < m,
then i(τ) ≥ min{i(στ), i(σ−1)}, hence i(στ) = i(τ). Therefore i(στ) = min{i(τ),m}. Now
the Lemma 6.8 gives i(σ) = φH(m− 1) + 1. Therefore, as φH is increasing, for n ∈ R≥0 we
have σ ∈ GnH/H ⇐⇒ m ≥ n+ 1 ⇐⇒ i(σ) ≥ φH(n) + 1 ⇐⇒ σ ∈ (G/H)φH (n). 
Lemma 6.10. Let φG(n) := −1 +
1
|G|
∑
τ∈Gmin{i(τ), n + 1} for n ∈ R≥0. Then:
(i) φG(0) = 0, φG(n) =
1
|G|
∑n
i=1 |Gi| for n ∈ Z≥1.
(ii) φG = φG/H ◦ φH on R≥0.
Proof. (i):
∑
τ∈G
min{i(τ), n + 1} =
n−1∑
i=0
( ∑
τ∈Gi\Gi+1
(i+ 1)
)
+
∑
τ∈Gn
(n+ 1) =
n∑
i=0
|Gi|.
(ii): As φ(0) = 0 and φ is continuous and piecewise linear, we only need to compare the
derivatives of both sides at n ∈ (i− 1, i) for i ∈ Z>0. For LHS it is |Gn|/|G|, and for RHS
it is (|(G/H)φH (n)|/|G/H|) · (|Hn|/|H|) = |GnH/H||Hn|/|G| = |Gn|/|G| by Proposition 6.9
and Gn/Hn = Gn/(H ∩Gn) ∼= GnH/H. 
Theorem 6.11 (Hasse-Arf). If G is abelian, n ∈ Z≥0 and Gn 6= Gn+1, then φG(n) ∈ Z≥0.
Proof. First assume G = G1. Then G ∼=
⊕j
i=1 Z/p
miZ by Proposition 6.2, and we proceed
by induction on j. When j = 1, i.e. G ∼= Z/pmZ, if Gn 6= Gn+1 then n =
∑j
i=0 nip
i for
some 0 ≤ j ≤ m − 1 by Corollary 6.7, in which case φG(n) =
1
pm (n0 · p
m + n1p · p
m−1 +
· · · + njp
j · pm−j) ∈ Z≥0 by Lemma 6.10(i). For j > 1, if Gn 6= Gn+1 we can find H with
G/H ∼= Z/pmiZ, andGnH/H 6= Gn+1H/H. We have φH(n) ∈ Z≥0 by inductive hypothesis,
and (G/H)φH (n) 6= (G/H)φH (n+1) = (G/H)φH (n)+1 by Proposition 6.9. As G/H is cyclic,
we see φG/H(φH(n)) ∈ Z≥0, which is φG(n) by Lemma 6.10(ii). Now when G 6= G1, set
H = G1 and |G/H| = e0. As φG/H(n) = n/e0 for n ∈ R≥0 by definition, by Lemma 6.10(ii)
it suffices to show e0 | φH(n) when n ∈ Z≥0 and Gn 6= Gn+1 (we know φH(n) ∈ Z≥0). If
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n = 0 then φH(0) = 0. Let n > 0. For any i ∈ Z≥1 (where Hi = Gi) with Hi 6= Hi+1,
we have e0 | i by Corollary 6.3, hence e0 |
∑n
i=1 |Hi|. As e0 and |H| are coprime, we have
e0 | φH(n) by Lemma 6.10(i). 
Definition 6.12. For m ∈ R≥0, set G
m := Gφ−1G (m)
(the upper numbering).
Corollary 6.13. (i) If G⊲H, then GmH/H = (G/H)m for all m ∈ R≥0.
(ii) Let K ′/K and K ′′/K be two Galois extensions with K ′K ′′/K totally ramified. If
Gal(K ′/K)m = Gal(K ′′/K)m = {id} for m ∈ R≥0, then Gal(K
′K ′′/K)m = {id}.
(iii) Let G be abelian. Then |G/Gm| divides (q − 1)qm−1 for m ∈ Z≥0.
Proof. (i): By Proposition 6.9 and Lemma 6.10(ii), we compute GmH/H = Gφ−1G (m)
H/H =
(G/H)φH (φ−1G (m))
= (G/H)φ−1
G/H
(m) = (G/H)
m. (ii): If G = Gal(K ′K ′′/K) and G/H =
Gal(K ′′/K), then GmH/H = (G/H)m = {id} shows Gm ⊂ H = Gal(K ′K ′′/K ′′). Similarly
Gm ⊂ Gal(K ′K ′′/K ′), hence Gm = {id}. (iii): If n − 1 < φ−1G (m) ≤ n for n ∈ Z≥0, then
Gm = Gn. Consider Gi for integers 1 ≤ i ≤ n. Then, by Theorem 6.11, Gi−1 6= Gi can only
happen when φG(i − 1) ∈ Z, and as 0 ≤ φG(i− 1) ≤ φG(n− 1) < m, at most m− 1 times
for i > 1. By Proposition 6.2, |Gi−1/Gi| divides q − 1 when i = 1 and q when i > 1. 
6.3. The Local Kronecker-Weber theorem.
Proposition 6.14. Let x ∈ K× with v(x) = n > 0. Let L = Kn and K
m
x as in Definition
5.3. Then we have Gal(Kmx /L)
m = {id} for all m ≥ 1 (see Definition 6.12).
Proof. Let Kmx = L
m
f and α ∈ µ
×
f,m. For σ ∈ Gal(K
m
x /L)\{id}, we have i(σ) = v(σ(α)−α)
by Proposition 4.4(ii), where v = vKmx . If ρf,m(σ) = umod p
m ∈ (O/pm)× (see Proposition
4.4(iii)), then σ(α) = [u]f (α). For σ 6= id, set β := [u − 1]f (α). If vK(u − 1) = i for
0 ≤ i < m, then β ∈ µ×f,m−i by Lemma 4.3(ii). Hence β is a uniformizer of K
m−i
x by
Proposition 4.4(ii), which shows v(β) = qi. Now σ(α) = [u]f (α) = α+f β ≡ α+β (modαβ),
hence i(σ) = v(σ(α) − α) = v(β) = qi. Thus for G = Gal(Kmx /L) and 1 ≤ i ≤ m, we have
|Gn| = |ρ
−1
f,m(1+p
i)| = qm−i for qi−1−1 < n ≤ qi−1. Thus φG(q
m−1) = 1|G|
∑qm−1
i=1 |Gi| =
1
(q−1)qm−1
(∑m
i=1(q
i − qi−1) · qm−i
)
= m and Gm = Gqm−1 = {id}. 
Theorem 6.15. (Local Kronecker-Weber theorem) Every finite abelian extension of a local
field K is a Lubin-Tate extension, i.e. KLT = Kab.
Proof. Take a σ ∈ W (KLT/K) with v(σ) = n > 0, and let L = Kn. Extend σ arbitrarily
to σ ∈ W (Kab/K), and let Eσ ⊂ K
ab be its fixed field. Then Eσ ∩K
ur = L and Eσ/L is
totally ramified Galois. Now Gal(Kab/Eσ) ∼= Ẑ with σ 7→ 1 by the definition of Eσ. On the
other hand, Gal(KurEσ/Eσ) ∼= Gal(K
ur/L) ∼= Ẑ by σ 7→ 1, as σ|Kur = FrobL. Therefore
Gal(Kab/Eσ) ∼= Gal(K
urEσ/Eσ), i.e. K
ab = KurEσ. Now set x := Art
−1
K (σ). Then K
ram
x ⊂
Eσ by Proposition 5.4. AsK
LT = KurKramx , it suffices to show Eσ ⊂ K
ram
x . LetK
′/L be any
finite Galois extension contained in Eσ. It is totally ramified, and Gal(K
′/L)m = {id} for a
large m. Then we have Gal(K ′Kmx /L)
m = {id} by Proposition 6.14 and Corollary 6.13(ii),
hence [K ′Kmx : L] | (q − 1)q
m−1 = [Kmx : L] by Corollary 6.13(iii), thus K
′ ⊂ Kmx . 
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Appendix I: Basic facts on DVR
Here we gather some facts on DVR that are used in this article. The proofs omitted
here can be found in Atiyah-Macdonald [1] and the Chapters I, II of Serre [15]. A ring A is
called a discrete valuation ring (DVR) if it is a local ring (i.e. has a unique maximal ideal),
a PID and not a field. Let A be a DVR with the maximal ideal P , and let K be its fraction
field. A generator of P is called a uniformizer of A. Each uniformizer pi gives a following
isomorphism of abelian groups:
A× × Z ∋ (u, b)
∼=
7−→ u · pib ∈ K×.
The second projection (valuation) vK : K
× → Z does not depend on pi, and setting vK(0) :=
∞, we have A = {x ∈ K | vK(x) ≥ 0} and P = {x ∈ K | vK(x) > 0}.
The completion of A is defined as Â := lim
←−
m
A/Pm, which is also a DVR with the maximal
ideal P̂ := PÂ. If K = Frac(A), then K̂ := K ⊗A Â is the fraction field of Â, which is
called the completion of K. The canonical map A→ Â is always injective (hence K ⊂ K̂),
and if it is an isomorphism we call A a complete discrete valuation ring (CDVR). For
example, the ring of p-adic integers Zp := lim
←−
Z/(pm) is a CDVR with (p) as its maximal
ideal, and its fraction field Qp is the p-adic field. A completion of a DVR is a CDVR,
and A/Pm
∼=
−→ Â/P̂m. If A is a DVR, choosing a complete set of representatives C for
AmodP and elements xn ∈ A with v(xn) = n for all n ≥ 0, we can write any element of
Â = lim
←−
A/Pm uniquely as
(∑m−1
n=0 cnxnmodP
m
)
m
with cn ∈ C. (Incidentally, this shows
that if |C| <∞ then |A/Pm| = |C|m.) We write this element as
∑∞
n=0 cnxn (when xn = pi
n
for a uniformizer pi, this is called a pi-adic expansion). Choosing xn ∈ K with v(xn) = n
for all n ∈ Z, any x ∈ K̂ can be written as y +
∑
v(x)≤n<0 cnxn for some y ∈ Â, hence as
x =
∑∞
n=v(x) cnxn.
If A is a CDVR, then we can substitute x1, . . . , xn ∈ P into any power series F ∈
A[[X1, . . . ,Xn]] with coefficients in A to get F (x1, . . . , xn) ∈ A. This is defined using
A[[X1, . . . ,Xn]] ∼= lim←−
m
(
A[X1, . . . ,Xn]/(degm)
)
and A ∼= lim
←−
m
A/Pm, by taking the limit of:
A[X1, . . . ,Xn]/(degm) ∋ F moddegm 7−→ F (x1, . . . , xn)modP
m ∈ A/Pm.
Let A be a DVR, K its fraction field, L a separable extension of K of degree n, and
B the integral closure of A in L, so that L ∼= B ⊗A K and L = Frac(B). Then B is a
finitely generated A-module, and as A is a PID, it is a free A-module of rank n = [L : K].
Also, B is a Dedekind domain, i.e. 1-dimensional integrally closed noetherian domain. If
PB =
∏g
i=1Q
ei
i is the prime ideal decomposition of the ideal PB of B generated by the
elements of P , then Q1, . . . , Qg are all the maximal ideals of B. Let B̂i := lim←−
m
B/Qmi for
1 ≤ i ≤ g. As B is a finite free A-module, the functor B⊗A and inverse limits commute,
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hence the following canonical maps are isomorphisms:
B ⊗A Â ∼= B ⊗
(
lim
←−
m
A/Pm
)
∼= lim
←−
m
B/(PB)m ∼= lim
←−
m
g∏
i=1
B/Qeimi
∼=
g∏
i=1
B̂i.
Proposition I.1. (i) If A is a CDVR, then so is B.
(ii) If B is also a DVR, then the completion L̂ of L is isomorphic to L⊗K K̂ (i.e. it is
the composite field LK̂), and L ∩ K̂ = K in L̂.
Proof. (i): B ∼= B ⊗A Â and B is a domain, hence g = 1 and B ∼= B̂. (ii): B ⊗A Â ∼= B̂
gives L⊗K K̂ ∼= L⊗K (K⊗A Â) ∼= L⊗B (B⊗A Â) ∼= L⊗B B̂ ∼= L̂. Now let K
′ := L∩ K̂ and
[K ′ : K] = m. As K ′/K is separable, let K ′ ∼= K[X]/(f) with deg f = m. Assume m > 1.
As f has a root in K ′ ⊂ L, we have L ⊗K K
′ ∼= L[X]/(f) ∼= L× L′ with an L-algebra L′;
but then L̂ ∼= L⊗K K̂ ∼= (L⊗K K
′)⊗K ′ K̂ ∼= (L×L
′)⊗K ′ K̂ ∼= (L⊗K ′ K̂)× (L
′ ⊗K ′ K̂), a
contradiction because L̂ is a field. 
Assume g = 1 and Q = Q1 in the following. As Q ∩ A = P , the field kQ := B/Q is an
extension of kP := A/P , and as B is a finitely generated A-module, kQ/kP is finite. The
ramification index e and residue degree f are defined by PB = Qe and f = [kQ : kP ]. As
vector spaces over kP , we have B/PB ∼= (kQ)
e (use Q-adic expansion), and the dimension
of RHS is ef , and the dimension of LHS is the rank of B as an A-module, which is n.
Therefore n = ef . Assume moreover that L/K is Galois and kP is perfect. We say L/K is
unramified if e = 1 and totally ramified when f = 1. An element of Gal(L/K) induces an
automorphism of B which maps Q onto itself, hence we have a group homomorphism:
Gal(L/K) ∋ σ 7−→ σ|B modQ ∈ Aut(kQ/kP ).
We can show that kQ/kP is Galois and the homomorphism is surjective. As |Gal(kQ/kP )| =
f , the order of the kernel is e. The following gives an unramified example:
Proposition I.2. Let L = K(µn) (and g = 1). If char kP 6 |n, then L/K is unramified.
Proof. We show that the above homomorphism is injective. As any element of Gal(K(µn)/K)
is determined by the image of a generator ζ ∈ B× of µn, it suffices to show that if
ζi ≡ ζj (modQ) then ζi = ζj. As ζi − ζj ∈ Q implies ζi−j − 1 ∈ Q, we only need to
show ζi − 1 /∈ Q for 1 ≤ i ≤ n − 1. Substituting X = 1 to the identity
∏n−1
i=1 (X − ζ
i) =
(Xn − 1)/(X − 1) = Xn−1 +Xn−2 + · · · +X + 1, we get
∏n−1
i=1 (1 − ζ
i) = n, and as n /∈ Q
we have
∏n−1
i=1 (1− ζ
i) 6= 0 in the field kQ, hence ζ
i − 1 /∈ Q. 
Proof of Lemma 2.3. (⇐) follows from ζi ≡ ζj (mod p) =⇒ ζi = ζj, which we showed in
the proof of Proposition I.2. We show (⇒). As there is a generator of µn in k = O/p,
take its representative ζ1 ∈ O. As O = lim
←−
O/pm, it is enough to construct ζm ∈ O for
each m ≥ 1 such that ζnm ≡ 1 (mod p
m) and ζm+1 ≡ ζm (mod p
m). If we have ζm, let
ζnm ≡ 1 + αpi
m (mod pm+1). Setting ζm+1 = ζm + βpi
m, we need ζnm+1 ≡ ζ
n
m + nζ
n−1
m βpi
m ≡
1 + (α+ nζn−1m β)pi
m (mod pm+1) to be ≡ 1mod pm+1, hence β = −α/nζn−1m will do. 
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Appendix II: Separability of fm
Here we prove the separability of fm of Definition 4.1 directly. It is used in the proof of
Lemma 4.3(i) only when charK = p. On the other hand, it follows from Proposition 4.4(i)
when charK = 0.
Proposition II.1. For ∀m ≥ 0, fm ∈ OL[X] is separable.
Proof. Lemma II.3 will show that fm(α) = 0 =⇒ f
′
m(α) 6= 0 for all α ∈ L. 
Lemma II.2. Let O′ be an OL-algebra, and f ∈ OL[X] as above.
(i) Let O′ be a domain and α ∈ O′. If α /∈ O′×, then f ′(α) 6= 0.
(ii) Let O′ be a domain and integral over OL, and f(α) = β for α, β ∈ O
′. If α ∈ O′×,
then (a) β 6= 0, and (b) if β | pi in O′, then β ∈ O′×.
Proof. (i): As pi | q in O, we have f ′(X) = pi(1+Xg(X)) with g ∈ OL[X], hence if α /∈ O
′×,
then 1 + αg(α) 6= 0 and f ′(α) 6= 0. (ii): As β = f(α) = αn + pig(α) with g ∈ OL[X], we
have β − pig(α) ∈ O′× if α ∈ O′×. As pi /∈ O′× because OL is integrally closed, we have
β 6= 0. If pi = ββ′, then β(1− β′g(α)) ∈ O′×, hence β ∈ O′×. 
Lemma II.3. Let α ∈ L, and let OL[α] be the OL-subalgebra of L generated by α.
(i) If fi(α) /∈ OL[α]
× for all 0 ≤ i ≤ m− 1, then f ′m(α) 6= 0.
(ii) If fm(α) = 0, then fi(α) /∈ OL[α]
× for all 0 ≤ i ≤ m− 1.
Proof. (i): The claim is empty when m = 0 as f ′0(X) = 1. We prove by induction
on m: assume it is true for m − 1. As fm−1(α) /∈ O[α]
×, by Lemma II.2(i), we have
(fϕ
m−1
)′(fm−1(α)) 6= 0. By the induction hypothesis, we have f
′
m−1(α) 6= 0. Hence
f ′m(α) 6= 0. (ii): If fi(α) = 0, then fj(α) = 0 for ∀j ≥ i, so we can assume fi(α) 6= 0
for 0 ≤ i ≤ m− 1. Then we have α | f(α) | · · · | fm−1(α) | pi
ϕm−1 in O[α], which is finite,
hence integral, over O, as α is a root of a monic fm ∈ OL[X]. Now assume fi(α) ∈ O[α]
×
for some i. If i 6= m − 1, then fi+1(α) | pi, hence fi+1(α) ∈ O[α]
× by Lemma II.2(ii).
Therefore fm−1(α) ∈ O[α]
×, but then fm(α) 6= 0 by Lemma II.2(ii), a contradiction. 
Remarks on the literature
The “relative” Lubin-Tate groups treated in §3, §4 and §5 are due to de Shalit [5],
although proofs are omitted there. The exposition is based on Iwasawa [9], with two notable
differences. Firstly, in Iwasawa [9] the norm operator N is treated only for the “classical”
Lubin-Tate groups, which proves the base change theorem for totally ramified extensions
(and the part (i) of Theorem A), and then appeals to the local Kronecker-Weber theorem
to prove the base change in the unramified case. Here we provided a uniform proof by
using the norm operator in the general setting. Secondly, we separated the “geometric”
(§3, §4) and “arithmetic” (§5) parts of the theory by defining the Artin map through an
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arbitrary Lubin-Tate group over Ô, in the spirit of Carayol [2]. In §6 we combined Sen [14]
with the standard material from Serre [15], Chapter IV. Throughout this article we avoided
the use of topological rings/fields, and instead used the language of commutative algebra,
which might be a somewhat new way of exposition. Needless to say, there are many other
important approaches to local class field theory, see e.g. [3], [6], [8], [12], [15], and [16].
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