Abstract-Residual minimization with the well-known conjugate gradient (CG) algorithm has been applied to medical image reconstruction for years. The main advantage of this method is its fast convergence rate. In this paper, we point out that this method has another property-local tomography, when this image reconstruction method is applied to planar integral projections. By local tomography we mean the following: The object is relatively large, the entire object is not sufficiently measured, and the projections are truncated due to a small detector size. However, a small region-of-interest (ROI) is sufficiently measured. The small ROI is able to be exactly reconstructed. This local tomographic property is found for planar integral data only and is not found for line-integral measurements. Iterative local tomography has been applied to cos weighted planar integral data through computer simulations and phantom experiments. An efficient projector that models the cos weighting factor is also developed.
I. INTRODUCTION

I
TERATIVE reconstruction of single photon emission computed tomography (SPECT) images is used to solve a set of linear equations for (1) where is the system matrix, is the unknown image arranged in the vector form, and is the data vector. The linear system (1) is usually inconsistent in practice due to noise and system modeling errors. Nowadays the most popular algorithms are the ML-EM or OS-EM algorithms [1] , [2] . Another approach of solving (1) is considering the normal equation (2) and using the conjugate gradient (CG) method to solve for [3] . Equation (2) can be generalized to unsymmetric system as (3) Manuscript received December 13, 2002 where may not be the same as [4] , [5] . The convergence property of unsymmetric and inconsistent systems has been investigated in [4] . One important motivation of considering an unsymmetric system (3) is to increase the convergence rate. To increase the convergence rate, the matrix is usually selected as a preconditioner [6] . One effective way to design a preconditioner is to use a ramp-filter [7] - [9] .
For example, the matrix can model the attenuation effect while does not model the attenuation [5] , or the matrix models the attenuation while is the regular filtered backprojection algorithm [10] . Recently a method has been developed to design a preconditioner to model and control the projection noise [11] .
In this paper, we point out that solving the unsymmetric system (3) can provide local tomography, if the projection data are weighted planar integrals and is the three-dimensional Radon inversion algorithm . By local tomography we mean the following: the object is relatively large, the entire object is not sufficiently measured, and the projections are truncated due to a small detector size. However, a small region-of-interest (ROI) is sufficiently measured. The small ROI is able to be exactly reconstructed. This local tomographic property is found for planar integral data only and is not found for line-integral measurements.
In this paper we will apply an iterative local tomography algorithm to the imaging geometry of our newly developed rotating CdZnTe strip gamma camera, that uses a parallel slat collimator.
II. LOCAL TOMOGRAPHY
Let us first consider a hypothetical one-dimensional (1-D) detector with a length shorter than the object size. We also assume that the detector elements on the 1-D detector measure parallel (unweighted) planar integrals of the object. In other words, each element measures a slice of the object and the measurement is the planar integral of the activities on this slice. If a small ROI is always in the field of view of the detector as the detector rotates around the object, the ROI can be exactly reconstructed using the Radon inversion formula even though the entire object cannot be reconstructed. The detector should take all possible orientations. One possible scanning strategy is to rotate the detector around the object in a circular orbit for 180 . At each point of the orbit, the detector spins around the point on the circular orbit for 180 and the detector spins in a plane that is tangent to the circular orbit. The projection data measured using the imaging geometry mentioned above are usually referred to as 3-D Radon transform of an object. A standard method to reconstruct the image is to use the 3-D Radon inversion formula which can be implemented as a filtered backprojection algorithm [12] . It is worth noticing that the filtering procedure in this algorithm is a second-order derivative operation. In the spatial domain, the filter kernel, {-0.5,1,-0.5}, is local and has a very short span, unlike the ramp-filter kernel which has an infinite span. It is the local kernel of the second-order derivative that provides a unique property for the 3-D Radon reconstruction-local tomography, which implies that the reconstructed ROI only uses the portion of the data on the detector that sees the ROI [13] , [14] . The purpose of this paper is to extend the property of local tomography to iterative algorithms.
The motivation for using as iterative algorithm is that even in the absence of photon attenuation, the measured data are not exactly the 3-D Radon transform, thus the 3-D inverse Radon transform of such data does not yield the exact 3-D image. An iterative algorithm can accurately model the imaging geometry and physics and give a more accurate reconstruction than the 3-D inverse Radon transform.
A. Challenge
The basic principle of an iterative algorithm is to forward project the estimated image, to compare the forward-projected result with measured data, and to modify the estimated image via backprojection. For an ROI reconstruction, it is impossible to obtain an accurate forward projection even using the true ROI image, because the activity outside the ROI is unknown but is needed to form forward projections.
B. Image Reconstruction Algorithm
Now we use the inverse Radon transform in place of in (3), obtaining (4) The right-hand side of (4) is the 3-D Radon reconstruction of the ROI. Operator is local, thus only depends on locally measured data . If the matrix multiplication is a local update, then we do not need to evaluate the forward projections for the entire object. If this requirement is satisfied, we can have a local iterative reconstruction based on solving . In this paper, the unsymmetric system (4) is solved with the CG algorithm as suggested in [10] and [11] .
III. EXAMPLES OF
As a special case, if the operator is the Radon transform, then is an identity matrix, thus is local. The next example is the weighted planar measurements from our recently developed CdZnTe strip detector with a parallel slat collimator [15] , [16] . Fig. 1 illustrates the detector and collimator geometry.
Compared with a regular rectangular detector, the strip detector is rather narrow, and it can be treated as a linear detector. In order to acquire a complete data set the detector must spin by itself and rotate around the object. The minimum requirement for obtaining a complete data set is 180 rotation of the detector assembly around the patient and 180 spinning of the detector about itself at each SPECT view. We refer to each detector center position as a SPECT position or a SPECT view.
As illustrated in the inset of Fig. 1 , each detector cell measures a weighted planar integral of the isotope distribution within a slice of the object in the field-of-view of the detector cell. This slice is the region between two adjacent collimation slats. The weighting in the planar integral is inversely proportional to the distance, , from the location of interest to the detection cell, and is proportional to ; see the inset of Fig. 1 . Here is used to approximate the detection solid angle that affects the sensitivity for a strip detector. We assume a perfect collimation and neglects septal penetration and some other practical considerations [17] . A more general expression of the sensitivity function has been derived in Lodge et al. [18] . Other physical factors such as attenuation and collimator blurring also affect the projection measurements.
A. Localness of
In
, the matrix models the planar integral with a weighting factor , and is the Radon inversion operator ignoring the weighting factor. We used computer simulations to evaluate the point response function of numerically.
In this study a image volume was set to zero except that voxel (50,50,50) was set to one. A numerical planar projector was then applied to this image volume. This projector projected the image volume with a weighting factor . Finally, the 3-D Radon inversion operator (i.e., the combination of a second order derivative and backprojection operators) was applied to the projected data created by projector . In both the projector and backprojector, the number of pixels on the detector was 64. The pixel dimension was the same as the image voxel dimension (i.e., the side length). There were 128 spinning angles uniformly distributed over 360 and 128 rotation angles uniformly distributed over 360 . The same study was repeated with a Radon projector, , in place of the weighted projector . The comparison results from these two studies are shown in Fig. 2 ., in which profiles passing through voxel (50, 50, 50) are drawn in x, y, and z directions, respectively. It is observed that the point spread widths for both and are almost identical. However, the peak values are different. Ideally speaking, the point spread function for is a -function for continuous sampling. The weighting functions in the projector or in the backprojector change very little the width of the point spread function. This fact has long been observed in computed tomography. For example, when projection data are attenuated, a sharp image can be obtained even if the reconstruction algorithm ignores the attenuation effect [19] . With or without modeling the attenuation, the image resolution does not change; however, the image intensity values are different. Attenuation compensation of slat-collimated data will be studied in future work.
In this paper, we have not considered the system blurring and patient body scatter effects. These effects tend to make the point spread function wider and less local. In this case, we expect that the exact reconstruction region would be a little smaller than the region of completely measured region. The topic of handling wide point spread functions in local tomography is beyond the scope of this paper, and will be investigated in the future. A potential approach to compensate for a wide point spread function is to deconvolve the point spread function in addition to the tomographic filtering (i.e., the second order derivative operation in the case of planar integrals).
In the case of long range photon scattering within the patient, the tails of the point spread functions would be long. Fortunately, our CdZnTe gamma camera has an excellent energy resolution. At 140% keV the energy resolution of the CdZnTe detector is about 3% [15] , [16] , compared to about 10% for a conventional gamma camera. With 3% energy resolution, the Compton scatter fraction will be about 10% for body-sized attenuators (as opposed to 40-60% with conventional NaI cameras). Since the scatter effect is small, we have ignored it in this initial work, but we will address the effects of scatter more carefully in the future. For a 10% effect, even a smooth "background" subtract may work quite well.
Therefore, the point spread function due to photon Compton scatter is not a concern in this paper. This paper focuses on , where is a weighted planar integral projector.
IV. THE PROJECTOR
In this section we consider an efficient implementation of the CG iterative reconstruction algorithm.
In the algorithm, both operator and operator need to be implemented. The Radon inversion operator can be implemented efficiently. This operator has two parts: the first part is the second-order derivative along the detector's linear direction, and the second part is the 3-D parallel plane-by-plane backprojection which is often referred to as 3-D Radon backprojec- This fast backprojection method can also be applied to the 3-D Radon projector if the projections are unweighted. However, in doing so the order of the 2-D line projection steps is reversed from that of a backprojector. The first step is the slice-byslice projection and the second step is the projection within a SPECT view.
The -weighted planar 3-D projector does not have a fast algorithm, but an approximation can lead to an efficient algorithm.
If we use the local coordinate system defined in Fig. 3 , the weighting function has an expansion expressed as (assuming )
The and are separable in each term in the expansion (5). The -related weighting can be implemented in the step 1 of the fast projector, that is, in the slice-by-slice projection step. The -related weighting can be implemented in step 2 of the fast projector, that is, in the SPECT-view forming projection step. Usually the use of three terms of the expansion results in satisfactory approximation accuracy. For a practical imaging system, the measurement weighting factor is not exactly . A similar expansion can be experimentally obtained by first measuring point or line response function at various locations and by polynomial coefficient fitting.
In a local ROI reconstruction using the iterative CG algorithm, one can use any voxel values outside the ROI during the projection operation. The ROI reconstruction is independent of the values outside the ROI. In our implementation, the non-ROI values in the image array were set to zero, and the values not in the image array were assumed to be zero. In our local iterative algorithm, the performance of the forward projector is the same as in a regular iterative algorithm. The projector does not know where the ROI is as long as the ROI is within the image array. Only the ROI in the image array is displayed. It is the setup of the system of linear equations that makes the reconstruction local.
V. COMPUTER SIMULATIONS AND PHANTOM STUDIES
A. Computer Simulations
A computer simulation is presented here with a computer generated phantom. The planar integrals were numerically calculated with the weighting function . No noise was added to the projection data. The phantom was a large uniform sphere of radius 49 (pixels), containing five hot lesions (small spheres of radius five) at the central region of large sphere. The lesion-to-background activity ratio was two. The ROI was a sphere of radius 29. An iterative CG reconstruction algorithm was used to reconstruct the image by solving (4).
In the computer simulation, the detector rotated around the phantom for 360 and stopped at 128 equally spaced angles (i.e., positions). At each detector position, the detector spun about its own axis for 360 and stopped at 128 equally spaced angles. The detector had 64 pixels. The phantom diameter was 98 pixel-lengths. The ROI had a diameter of 58 pixel-lengths. The phantom was larger than the detector; however, the detector completely measured the ROI.
The projector in the reconstruction algorithm was decomposed into an expansion of 2-D line projectors, and each 2-D line projector was ray-driven with a line-length weighting. The projector was implemented as the summation of first three terms in the expansion (5). The and weighting factors were included.
The backprojector in was voxel-driven with linear interpolation on the 1-D data array. The images shown in Fig. 4 are three orthogonal central cuts of the ROI reconstruction with five iterations of the iterative CG algorithm.
B. Physical Phantom Studies
We used a prototype CdZnTe gamma camera to acquire the phantom data. The phantom consisted of a water bottle and a heart insert. The radioisotope was Tc-99 m, and the radioactivity concentration ratio of bottle to heart is 2:1. The detector rotated around the phantom 360 with 120 stops, that is, 120 SPECTviews. At each SPECT-view, the detector spun about itself 360 in a continuous mode, and the data were binned into 120 angles. The detector pixel size was 1.8 mm.
The linear detector array had 192 pixels. When the full detector was used there was no data truncation, that is, the entire phantom was in the field of view of the camera. We then artificially created truncated projections by discarding the data, except for those in the central 64 pixels.
We reconstructed the image with the iterative CG algorithm using five iterations. Both the full data set and the truncated data set were used to reconstruct the image, respectively. In all reconstructions, the initial image was set to the Radon inversion reconstruction . A transversal slice of the reconstruction from both full data set and truncated data set is displayed in Fig. 5 . In all computer simulations and phantom studies the ROI reconstructions were identical whether using the full data set or truncated data set.
VI. DISCUSSION
Iterative algorithms have many advantages over the analytical algorithms such as noise control and flexibility in modeling imaging physics. The property of local ROI reconstruction for 3-D Radon inversion is well known. This paper extended the local tomography property to iterative algorithms, when projection data are weighted planar integrals.
The iterative CG algorithm that solves the unsymmetric system (4) is able to provide a local reconstruction provided the projection measurements are unweighted or weighted planar integrals.
In this paper, we also presented an efficient projector with the weighting factor. This efficient projector is based on an expansion of the weighing function in the planar integral.
Computer simulations and phantom studies verified that our iterative reconstruction is local and unaffected by data truncation of the activities outside the ROI. This local reconstruction property can find many applications in SPECT image, for example, in breast imaging. Our results show that the local iterative method gave a reconstruction similar to the one reconstructed by the Radon inversion formula.
Iterative algorithms are able to properly model the nonuniform attenuation and other weighting factors during data acquisition; however, this current paper emphasizes the local reconstruction property and does not consider modeling noise, attenuation, scatter, system resolution, and some other physical effects other than the sensitivity weighting function. The noise property and convergence of the iterative CG algorithm adopted in our image reconstruction have been investigated, for example, in [4] and [11] .
The main difference between the measured data and -weighted simulation is that the measured data are affected by noise, attenuation, scatter, and collimator resolution effects. The sensitivity weighting function is not exactly , which is a close approximation.
