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Cap´ıtulo 1
Introduccio´n
1.1 El riesgo de una cartera
Esta tesis estudia riesgos. Es natural, entonces, empezar pregunta´ndonos que´
significa la palabra riesgo en el contexto actuarial. En general, un riesgo puede
ser definido como un evento que puede o no ocurrir y que implica peligro, sufri-
miento o pe´rdida. Siempre contiene una parte de incertidumbre, ya sea en el
momento de su ocurrencia, o en la naturaleza e importancia de sus consecuen-
cias.
En la teor´ıa actuarial del riesgo, los riesgos se formalizan y modelizan de
manera que apenas guardan ningu´n parecido con los eventos con que cualquiera
de nosotros pueda topar en su vida cotidiana. Esto es debido, en parte, al
hecho de que nos restringimos a riesgos asegurables, entendiendo como tales
a aquellos que pueden ser valorados en te´rminos monetarios. Se reduce as´ı, el
conjunto de todos los riesgos y u´nicamente se consideran aquellos que permiten
establecer un equivalente econo´mico del dan˜o que puedan causar.
Una vez identificado un conjunto de riesgos asegurables, se asume que e´stos
pueden ser representados por variables aleatorias, con lo que se puede definir
un espacio de probabilidad para cada uno de ellos. Actualmente, la teor´ıa
del riesgo empieza desde este punto, omitiendo la fase de traslado a variables
aleatorias de los riesgos reales.
El punto de partida de la moderna teor´ıa actuarial del riesgo se atribuye
a la contribucio´n de Filip Lundberg al Congreso Internacional de Actuarios de
1909, con el desarrollo de la “Teor´ıa Colectiva del Riesgo”. En ella modelizo´
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el negocio del seguro como un proceso estoca´stico con aplicaciones tanto en
el ramo de vida como en el de no vida. Seal (1969) realizo´ un estudio de los
trabajos que siguieron a esta contribucio´n.
Actualmente, los temas tratados por la teor´ıa del riesgo pasan por la mo-
delizacio´n no so´lo de riesgos individuales, sino tambie´n de conjuntos o carteras
de riesgos, y de procesos de riesgo, incluyendo me´todos para estimar o apro-
ximar nume´ricamente (caracter´ısticas de) sus distribuciones de probabilidad. A
partir de ellas es posible determinar las primas de los contratos asegurados,
as´ı como de los contratos de reaseguro, estimar el nivel de reservas necesario
y desarrollar me´todos que permitan mejorar la estabilidad de los procesos de
riesgo. Referencias generales en este contexto son, entre otras, Seal (1969),
Bu¨lmann (1970), Gerber (1979), Beard et al. (1984), Bowers et al. (1997),
He¨ılmann (1988) y Panjer & Willmot (1992).
Uno de los temas centrales de la teor´ıa del riesgo es el ca´lculo de la dis-
tribucio´n del coste total de los siniestros de una cartera durante un per´ıodo
espec´ıfico, por ejemplo, un an˜o. A partir de ella, se tiene una medida del riesgo
de la cartera y es posible desarrollar las pol´ıticas de primas, de reaseguro,
de previsio´n de reservas,... Los riesgos asegurados en cada cartera son riesgos
individuales, tales como vidas humanas cubiertas por muerte, edificios cubiertos
por incendio o automo´viles cubiertos por los dan˜os que resulten de accidentes.
Por ello, la aproximacio´n natural a la distribucio´n del coste total de una cartera
es la del modelo individual de la teor´ıa del riesgo, cuya u´nica hipo´tesis inicial
es la asuncio´n de independencia entre los diferentes riesgos de la cartera. En el
modelo individual el coste total de los siniestros de la cartera, S, es simplemente
S = X1 + · · ·+Xn,
donde n es el nu´mero de po´lizas en la cartera y Xj , j = 1, · · ·, n, es el coste de los
siniestros de la po´liza j-e´sima. La distribucio´n de probabilidad de Xj se supone
conocida. El modelo individual considera, adema´s, que cada uno de los riesgos
que componen la cartera, como ma´ximo puede dar lugar a un siniestro en el
per´ıodo considerado, la cuant´ıa del cual puede ser fija o aleatoria. Esta asuncio´n
hace de este modelo el apropiado para explicar el comportamiento de aquellos
riesgos que, por su naturaleza, u´nicamente pueden producir un siniestro. E´ste
ser´ıa el caso de los seguros de vida. Sin embargo, este modelo se puede utilizar
tambie´n para riesgos que no presenten esta caracter´ıstica. Basta con tratar
los siniestros que cada riesgo individual produzca en el per´ıodo como uno so´lo.
La principal limitacio´n en la aplicabilidad del modelo individual radica en la
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imposibilidad de llegar a determinar, en numerosas ocasiones, las distribuciones
asociadas a cada uno de los riesgos individuales. En estos casos se recurre a
aproximaciones de la distribucio´n del coste total dentro del modelo colectivo,
ver Bowers et al. (1997, cap´ıtulos 12 y 14).
Incluso en los casos en que es posible determinar las distribuciones de los
riesgos individuales, como en carteras de vida, durante de´cadas se ha consi-
derado prohibitivo el esfuerzo de ca´lculo necesario para llegar a la distribucio´n
exacta de S y los actuarios se han decantado, mayoritariamente, por te´cnicas
de simulacio´n para aproximar su comportamiento.
La recurrencia de Panjer (1981), que permite el ca´lculo de la distribucio´n del
coste total en el modelo colectivo del riesgo, supuso una aute´ntica revolucio´n en
el campo actuarial. La simplicidad de la misma, hizo que durante los ochenta
se prestara especial atencio´n a numerosas propuestas en la literatura referidas a
la aproximacio´n de la distribucio´n del coste total a trave´s del modelo colectivo.
En este sentido, cabe destacar, entre otras, las aportaciones de Bu¨lmann et al.
(1977), Jewell & Sundt (1981), Gerber (1984), Sundt (1985), Kuon et al. (1993)
y Kaas & Gerber (1994).
Paralelamente, y coincidiendo con el avance de la informa´tica, aparecieron
diferentes propuestas referidas a me´todos recurrentes para el ca´lculo exacto de
la distribucio´n del coste total en el modelo individual. Entre e´stas cabe destacar
las de De Pril (1986, 1989), Waldmann (1994) y Dhaene & Vanderbroek (1995).
De e´stas surgieron de forma natural, aproximaciones a la distribucio´n del coste
total dentro del modelo individual, ver De Pril (1988, 1989) y Dhaene & De Pril
(1994). E´stas no son nuevas, ya que anteriormente encontramos en la literatura
las aproximaciones de Kornya (1983) y Hipp (1986).
Independientemente de que para llegar a aproximar nume´ricamente la dis-
tribucio´n del coste total sea o no necesario el modelo colectivo, parece claro
que el riesgo de la cartera debe entenderse como suma de los diferentes riesgos
individuales. En este sentido, destacar las palabras introductorias de Kaas &
Gerber (1994): “The model of choice for the total claims distribution of a port-
folio is without doubt the individual model, which assumes only independence
between the different policies in a portfolio”. U´nicamente la hipo´tesis de inde-
pendencia, se ha cre´ıdo, hasta hace poco, insalvable al hablar del riesgo total
de la cartera. No obstante, la hipo´tesis de independencia entre los diferentes
riesgos individuales, no siempre refleja la realidad de la cartera. Si, por ejemplo,
tratamos carteras de seguros de vida es claro que:
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− Pueden existir duplicados en la cartera, es decir, diferentes po´lizas sobre
una misma vida. En este caso el nu´mero de po´lizas no es igual al nu´mero de
vidas aseguradas. Ver, por ejemplo, Beard & Perks (1949) y Seal (1947).
− Un marido y su mujer pueden ambos tener po´lizas dentro de una misma
cartera. Esta´ claro que existe algu´n tipo de dependencia positiva entre su
mortalidad puesto que ambos esta´n expuestos, en mayor o menor grado, a
los mismos factores de riesgo. Adema´s, en este caso, es conocido el hecho
de que el ratio de mortalidad de uno de los co´nyuges incrementa tras la
muerte del otro (se trata del denominado “broken heart syndrome”). Ver,
por ejemplo, Carriere & Chan (1986), Norberg (1989) y Frees, Valdez &
Carriere (1995).
− Un fondo de pensiones que cubra a personas que trabajan en una misma
compan˜´ıa, debera´ tener en cuenta un cierto grado de dependencia positiva
entre la mortalidad de sus asegurados.
− En una cartera con una gran densidad de asegurados en una misma a´rea
geogra´fica, cata´strofes naturales derivadas de tormentas, huracanes, te-
rremotos,... provocara´n una acumulacio´n de siniestros para el asegurador.
Ver, por ejemplo, Stickler (1960), Feilmeier & Segerer (1980) y Kremer
(1983).
Tal y como sen˜ala Kaas (1993), los actuarios conocen bien estos y otros
feno´menos similares, pero, por conveniencia, se ha venido asumiendo que la in-
fluencia en la valoracio´n del riesgo que los mismos suponen, es lo suficientemente
pequen˜a como para no ser considerados. Kaas (1993) comparo´ el riesgo de una
cartera de seguros de vida con todos los riesgos individuales mutuamente inde-
pendientes con una cartera ide´ntica excepto por el hecho de que un determinado
nu´mero de po´lizas estaban basadas en la misma vida (existencia de duplicados
en la cartera). De sus resultados se deduce una notable infravaloracio´n del riesgo
real cuando se asume la hipo´tesis de independencia. He¨ılmann (1986) trato´ un
problema similar pero considerando una cartera de seguros de no vida. Sus
conclusiones son ana´logas a las obtenidas por Kaas para el caso de vida.
Desde la segunda mitad de los 90, numerosos art´ıculos han roto la hipo´tesis
de independencia para tratar dependencias entre los riesgos individuales de una
cartera. En este sentido, mencionar, entre otros, los trabajos de Goovaerts &
Dhaene (1996), Dhaene & Goovaerts (1996, 1997), Dhaene et al. (1997), Mu¨ller
(1997), Bau¨erle & Mu¨ller (1998), Wang & Dhaene (1998), Ambagaspitya (1998),
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Dhaene & Denuit (1999), Taizhong & Zhiqiang (1999), Marceau et al. (1999) y
Denuit, Dhaene & Ribas (2000, 2001).
1.2 Planteamientos y objetivos
El objetivo de este trabajo es doble. Por una parte, queremos analizar rela-
ciones de dependencia entre riesgos individuales. De entre todas las posibles,
u´nicamente nos ocuparemos de aquellas que incrementan el riesgo del grupo en
que se producen con respecto al caso independiente. Aunque en diferentes for-
mas, e´stas sera´n, en cualquier caso, relaciones de dependencia de signo positivo.
En segundo lugar, y a modo de aplicacio´n, pretendemos utilizar los resulta-
dos obtenidos para aproximar el riesgo global de una cartera de seguros de vida
cualquiera, que presente dependencias de signo positivo entre algunos de los ries-
gos individuales que la componen. Se tratara´ de aproximar la distribucio´n del
coste total en el modelo individual de vida rompiendo la hipo´tesis de indepen-
dencia para algunos conjuntos de riesgos que, por su estructura de dependencia
positiva, presentan una mayor “peligrosidad”, en el sentido que pueden provocar
una mayor siniestralidad conjunta que en el caso independiente.
Los dos objetivos surgieron en diferentes momentos de la elaboracio´n de
este trabajo en un orden que, a primera vista, puede parecer antinatural. Los
primeros an˜os de investigacio´n, se dedicaron a analizar los diferentes me´todos
aparecidos en la literatura desde la segunda mitad de los 80 para la determi-
nacio´n de la distribucio´n del coste total en el modelo individual bajo la hipo´tesis
de independencia para todos los riesgos de la cartera. Centramos entonces nues-
tra atencio´n en el modelo individual de vida, modelo que, por la simplicidad
de sus riesgos individuales (seguros de vida), hab´ıa logrado avanzar ma´s en
lo que se refiere a resultados exactos para cuantificar el riesgo del total de la
cartera. Con la recurrencia de De Pril (1986) es posible obtener de forma exacta
la distribucio´n del coste total de una cartera formada por po´lizas de vida que
garanticen el pago de un capital fijo en caso de muerte del asegurado. Las recu-
rrencias de De Pril (1989), Waldmann (1994) y Dhaene & Vanderbroek (1995)
permiten el ca´lculo exacto de esta distribucio´n para cualquier cartera de seguros
de vida. La novedad de e´stas es que contemplan, adema´s, la posibilidad de que
la cuant´ıa a pagar en caso de muerte del asegurado sea aleatoria.
Teo´ricamente es posible aplicar estas recurrencias exactas a una cartera de
seguros de vida cualquiera, aunque al intentar utilizarlas de forma pra´ctica en-
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contramos una primera limitacio´n en carteras de gran taman˜o y/o con una
distribucio´n de la cuant´ıa a pagar en caso de siniestro definida en ma´s de unos
pocos puntos. En cuanto al primero de los problemas, el taman˜o de la cartera,
creemos que no merece la pena calificarlo como tal. Los recursos informa´ticos
actuales deben permitir programar las recurrencias mencionadas para cualquier
volumen de po´lizas y, en todo caso, se reduce a un problema de programacio´n
que se aleja de los objetivos de este trabajo. El problema real que queda tras
estas recurrencias es el sen˜alado en segundo lugar. Observar que si fuera posible
aplicar las obtenidas en el modelo individual de vida para cualquier distribucio´n
aleatoria de la cuant´ıa, tendr´ıamos resuelta la problema´tica de la determinacio´n
del coste total en cualquier tipo de cartera, no necesariamente de vida. Desafor-
tunadamente esto no es posible. Sen˜alar, sin embargo, que si nos limitamos a
po´lizas de seguros de vida, las dos modalidades ba´sicas en el mercado ofrecen el
pago de un capital fijo a la muerte del asegurado y la posibilidad de contratar,
adema´s, el doble del capital asegurado pagadero en caso de que la muerte se
produzca por accidente. Para ambos casos, las recurrencias exactas son per-
fectamente aplicables y, en este sentido, no merece la pena recurrir a me´todos
aproximados.
Admitiendo que para nuestro objetivo inicial, determinar la distribucio´n
del coste total en carteras de vida, pod´ıamos perfectamente utilizar las recu-
rrencias exactas antes sen˜aladas, empezamos a preocuparnos por la fiabilidad
de sus resultados. Aparentemente, se trata de distribuciones exactas pero este
propo´sito nunca se podra´ lograr asumiendo la hipo´tesis de independencia entre
todos los riesgos de la cartera. Adema´s, se toman como datos las probabilidades
de unas tablas de mortalidad que, aunque se actualizan perio´dicamente, con-
tienen errores y, en ningu´n caso, coincidira´n exactamente con las de la poblacio´n
asegurada en la cartera. Nos planteamos entonces si realmente esta´bamos con-
siderando el riesgo de la cartera y si merec´ıa la pena el esfuerzo de tratar con
recurrencias exactas o si, por el contrario, era mejor quedarnos con alguna de
las aproximaciones propuestas en la literatura1.
En ese momento, surgio´ la oportunidad de trabajar con los Drs. Marc
Goovaerts y Jan Dhaene. Por entonces, ellos llevaban dos an˜os tratando de-
pendencias entre riesgos en el contexto actuarial y nos parecio´ una l´ınea muy
interesante para continuar nuestra investigacio´n. De ella nacio´ el eje central que
sustenta este trabajo. Nuestra idea era clara, quer´ıamos aproximar lo ma´s fiel-
1ver apartado 6.5, cap. 6.
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mente posible la distribucio´n del coste total en carteras de vida para tener una
medida objetiva del riesgo de las mismas. Si basamos todas nuestras pol´ıticas
en estas distribuciones esta´ claro que, en ningu´n caso, es prudente infravalorar
el riesgo real, circunstancia que se dara´ al asumir independencia entre aquellos
riesgos individuales de la cartera cuya estructura de dependencia incremente su
riesgo conjunto. As´ı, antes de tratar el riesgo de la cartera, se hace necesario
analizar por separado el de estos grupos. Desde este punto empieza este trabajo.
En primer lugar, se trata de identificar, de entre todas las posibles relaciones
de dependencia entre m (m ≥ 2) riesgos, cua´les incrementan su riesgo global
respecto al caso independiente. Para ello sera´ necesario comparar el riesgo de
este conjunto bajo diferentes hipo´tesis de dependencia con el que resulta de
la hipo´tesis de independencia, comparacio´n que, como veremos seguidamente,
debera´ enmarcarse dentro de la teor´ıa de ordenacio´n de riesgos.
Para poder concluir que una hipo´tesis concreta de dependencia incrementa
el riesgo del conjunto para el cual ha sido formulada, es necesario que cualquier
asegurador perciba una mayor “peligrosidad” del mismo que bajo la hipo´tesis
de independencia. Esta percepcio´n debe entenderse dentro de un marco teo´rico
va´lido para la modelizacio´n de toma de decisiones bajo incertidumbre. En este
sentido, podemos mencionar la teor´ıa de la utilidad y la teor´ıa dual de Yaari. La
primera fue popularizada por von Neumann & Mongestern (1947) y la segunda
se debe a Yaari (1987). En el marco de la teor´ıa de la utilidad, la percepcio´n
del riesgo depende de una funcio´n de utilidad de la riqueza del decisor que,
en el caso de decisores adversos al riesgo (calificativo que podemos asignar a
cualquier asegurador), es co´ncava. En la teor´ıa dual de Yaari, las actitudes ante
el riesgo se caracterizan a partir de una funcio´n de distorsio´n que modifica la
distribucio´n de probabilidad del mismo. En el caso de decisores adversos al
riesgo esta funcio´n de distorsio´n resulta ser convexa. A trave´s de ambas teor´ıas
es posible encontrar la ordenacio´n que establece un decisor del mercado entre
dos riesgos cualesquiera. Desafortunadamente, esta ordenacio´n depende, en un
caso, de una funcio´n de utilidad del decisor que es totalmente desconocida y,
en otro, de una funcio´n de distorsio´n con el mismo problema. La teor´ıa de la
ordenacio´n de riesgos se ocupa de encontrar relaciones de orden equivalentes a
las que resultan de la teor´ıa de la utilidad y de la teor´ıa dual pero definidas
a partir de las distribuciones de probabilidad de los riesgos. En el contexto
actuarial, el trabajo de Kaas, van Heerwaarden & Goovaerts (1994) recoge los
principales resultados relativos a la ordenacio´n de riesgos dentro del marco de
la teor´ıa de la utilidad. Paralelamente, los trabajos de Dhaene et al. (1997),
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Hu¨rlimann (1998) y Ribas, Dhaene & Goovaerts (1998) tratan la ordenacio´n
de riesgos en la teor´ıa dual de Yaari. Wang & Young (1998) y Denuit, Dhaene
& van Wouve (1999) analizan las similitudes de ambos enfoques as´ı como sus
principales diferencias.
Tanto en el marco de la teor´ıa de la utilidad como en el de la teor´ıa dual, la
ordenacio´n que establece cualquier decisor del mercado entre dos riesgos equivale
a una relacio´n de dominancia estoca´stica entre sus funciones de distribucio´n.
Para el caso de decisores adversos al riesgo, el equivalente puede establecerse
en base a una relacio´n de orden ma´s de´bil entre sus funciones de distribucio´n,
relacio´n conocida en el contexto actuarial con el nombre de orden stop-loss.
La dominancia estoca´stica fue definida por primera vez por Hadar & Rusell
(1969), mientras que la ordenacio´n stop-loss se basa en la ordenacio´n convexa
desarrollada por Hardly, Littlewood & Polya (1929) e introducida en el a´rea
econo´mica por Rothschild & Stiglitz (1970).
La ordenacio´n stop-loss sera´ la clave de este trabajo. E´sta no debe enten-
derse, en este contexto, como herramienta para establecer pol´ıticas de reaseguro,
sino como un mecanismo para ordenar riesgos. El orden stop-loss entre dos
riesgos determina la ordenacio´n que de los mismos establece cualquier decisor
adverso al riesgo, en el sentido que, aque´l que resulte superior, en orden stop-
loss, es para e´l el ma´s peligroso. Esta conclusio´n es va´lida dentro de la teor´ıa
de la utilidad, as´ı como en el marco de la teor´ıa dual de Yaari. A partir del
orden stop-loss sera´ posible identificar que´ relaciones de dependencia incremen-
tan la “peligrosidad” de los grupos de riesgos no independientes de la cartera.
El riesgo de cada grupo vendra´ dado por la variable aleatoria coste total que
resulta de la suma de los riesgos individuales que forman parte del mismo. As´ı,
las relaciones de dependencia que incrementan la “peligrosidad” de un grupo
son aquellas para las que resulta una distribucio´n de la suma superior, en orden
stop-loss, a la correspondiente al caso de independencia. La forma en que se
mida esta dependencia dependera´ del nu´mero de riesgos en el grupo y de la
definicio´n de sus respectivas distribuciones de probabilidad. En cualquier caso,
sera´n relaciones de dependencia de signo positivo.
Encontrar aquellas relaciones de dependencia positiva que permiten detectar
la presencia en la cartera de uno o varios grupos de este tipo es u´nicamente el
primer paso. Una vez e´stos identificados esta´ claro que, en cada uno de ellos,
deberemos tratar de incorporar el incremento que se ha producido en el riesgo
del conjunto por la no independencia de sus componentes. La cuant´ıa de este
incremento dependera´, en algu´n modo, del grado de interdependencia que exista
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entre los riesgos individuales que forman el grupo.
Si estamos hablando de dependencias de signo positivo, es lo´gico pensar
que un incremento en el grado de dependencia provoque un incremento en el
riesgo del conjunto. Esta simple idea, necesita de una medida de dependencia
capaz de ordenar, en base al orden stop-loss, el riesgo que se deriva del con-
junto para diferentes hipo´tesis sobre el grado de dependencia entre los riesgos
individuales. En otras palabras, la medida elegida debe ser tal que tras un in-
cremento/decremento del grado de dependencia asumido, permita afirmar que
la nueva distribucio´n suma es superior/inferior, en orden stop-loss, a la inicial.
Nos ocuparemos de este tipo de medidas diferenciando segu´n los grupos este´n
formados por dos o ma´s riesgos, ana´lisis bivariante y multivariante. En cada
caso, la medida adecuada sera´ aquella que permita ordenar, en base al orden
stop-loss, grupos de riesgos ide´nticos excepto en el grado de dependencia asu-
mido. Llegar a encontrar estas medidas es de gran importancia puesto que en
la pra´ctica sera´ imposible dar nu´meros exactos acerca del grado de dependencia
que mide el comportamiento conjunto de los riesgos individuales en cada grupo.
As´ı, debemos olvidarnos de distribuciones de probabilidad exactas referidas a su
riesgo global. Si nuestro objetivo es precisamente cubrir este riesgo y no pode-
mos llegar a medirlo de forma exacta, parece una estrategia prudente tratar de
sobrevalorarlo en una pequen˜a cuant´ıa. Si incrementamos ligeramente el grado
de dependencia que creemos es realista asumir entre los riesgos individuales de
cada conjunto, la sobrevaloracio´n queda garantizada siempre que este grado este´
definido con una medida mono´tona creciente respecto al riesgo del conjunto.
Hasta este momento, respecto al ana´lisis de dependencias entre riesgos indivi-
duales, hemos tratado dos puntos ba´sicos:
La necesidad de una medida cualitativa de dependencia capaz de indi-
carnos que el riesgo del conjunto es superior al que le corresponde en caso
de independencia, y, a su vez,
La bu´squeda de una medida cuantitativa del grado de dependencia que
sea mono´tona creciente respecto al riesgo del conjunto.
Con la primera medida, sabremos que´ grupos de riesgos de la cartera no ad-
miten la hipo´tesis de independencia si se trata de evitar la infravaloracio´n de
su siniestralidad conjunta. Para los riesgos en cada uno de estos grupos, po-
dremos, a trave´s de la segunda medida, establecer una hipo´tesis suficiente sobre
su grado de dependencia como para garantizar que, en ningu´n caso, se incurre
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en tal infravaloracio´n. ¿Que´ sucede con el riesgo de una cartera cualquiera que
contenga algunos de estos grupos? Intuitivamente es claro que e´ste es superior
al que le corresponder´ıa en caso de mutua independencia de todos los riesgos
que la componen. Anal´ıticamente probaremos esta conclusio´n a partir de una
conocida propiedad del orden stop-loss 2 que presentamos en el cap´ıtulo 3. E´sta
nos garantiza el mantenimiento del orden stop-loss bajo la convolucio´n de ries-
gos independientes. Si admitimos que las dependencias en la cartera u´nicamente
se producen dentro de cada uno de estos grupos, siendo los riesgos en diferentes
grupos, as´ı como los que quedan fuera de ellos, mutuamente independientes,
esta propiedad nos indica que la v.a. coste total de la cartera es superior, en
orden stop-loss, a la correspondiente en caso de independencia. Adema´s, esta
propiedad nos garantiza que si hemos considerado un grado suficiente de depen-
dencia entre los riesgos de cada uno de los grupos como para no infravalorar su
riesgo global tampoco quedara´ infravalorado el total de la cartera.
Desde un punto de vista teo´rico, este ana´lisis cubre los objetivos plantea-
dos; sin embargo, este logro disminuye cuando pasamos a su aplicabilidad
pra´ctica. Las medidas de dependencia que hayan resultado estara´n necesaria-
mente definidas sobre la distribucio´n de probabilidad multivariante de los riesgos
involucrados y esta´ claro que e´sta ya no se corresponde con el producto de las
respectivas distribuciones marginales. Para el caso que nos ocupara´, riesgos
procedentes de carteras de seguros de vida, si limitamos el ana´lisis a grupos no
independientes formados por dos y tres riesgos, podremos llegar a aproximar
sus respectivas distribuciones bivariantes/trivariantes estimando, en base a la
experiencia histo´rica de siniestralidad causada por grupos similares, sus corres-
pondientes coeficientes de correlacio´n. Una vez estas distribuciones estimadas,
podremos, a trave´s del ana´lisis anterior, cubrir el riesgo de una cartera de se-
guros de vida que contenga parejas y/o tr´ıos no independientes. Si, adema´s,
pretendemos tener una medida de este riesgo deberemos tratar de aproximar la
distribucio´n del coste total de esta cartera. Para los riesgos que han quedado
como independientes, la distribucio´n suma resultara´ a partir de alguna de las
recurrencias anteriormente sen˜aladas para el ca´lculo de la distribucio´n del coste
total en el modelo individual. En cuanto al resto de riesgos, forman parte de
las diferentes parejas y/o tr´ıos identificados. Si admitimos que las relaciones
de dependencia u´nicamente se producen dentro de cada uno de estos grupos,
siendo los riesgos en diferentes grupos mutuamente independientes, podemos
2ver teorema 3.11 en pa´g. 47
1.3. Perfil de la tesis 17
limitarnos a buscar las distribuciones suma de cada uno de los grupos detecta-
dos en la cartera. E´stas resultara´n de forma inmediata a partir de las respectivas
distribuciones bivariantes/trivariantes encontradas para cada grupo. De la con-
volucio´n de todas ellas resultara´ la distribucio´n suma del conjunto de riesgos
dependientes, distribucio´n que, a su vez convolucionada con la encontrada para
los riesgos independientes, dara´ lugar a la distribucio´n coste total de la cartera.
Creemos necesario finalizar este apartado apuntando las principales limita-
ciones del desarrollo aqu´ı planteado. De entre todas las relaciones de dependen-
cia positiva que podamos detectar entre los riesgos individuales de una cartera
de vida, algunas de las cuales apunta´bamos en el primer ep´ıgrafe de esta intro-
duccio´n (ver pa´g. 10), u´nicamente seremos capaces de tratar con aquellas que
se produzcan entre dos y/o tres riesgos. Con ello, podremos incorporar el incre-
mento del riesgo de la cartera debido a la presencia de duplicados/triplicados
y/o un cierto nu´mero de matrimonios con un ascendiente/descendiente. Aunque
dispondremos de herramientas teo´ricas para tratar dependencias en grupos ma´s
amplios, las dificultades asociadas a la definicio´n de su correspondiente dis-
tribucio´n multivariante de probabilidad, las convertira´n en inoperativas a efec-
tos pra´cticos. Salvar este inconveniente pasa, a nuestro entender, por la intro-
duccio´n de co´pulas en el estudio.
Una co´pula es simplemente la definicio´n de una distribucio´n multivariante de
probabilidad a partir de las marginales asociadas a cada uno de los riesgos.
En la literatura, encontramos una buena introduccio´n a las co´pulas en Nielsen
(1999). Frees & Valdez (1998) y Wang (1998), recogen las principales co´pulas
propuestas en la literatura y proponen algunas aplicaciones de las mismas al
campo actuarial. Marceau et al. (1999) proponen algunas co´pulas para mo-
delizar relaciones de dependencia entre los riesgos del modelo individual. Sus
resultados abren una v´ıa con inmensas posibilidades en la que confiamos poder
continuar la investigacio´n iniciada con este trabajo.
1.3 Perfil de la tesis
Este trabajo esta´ estructurado en dos partes. En la primera, con el t´ıtulo
“Dependencia positiva. Su influencia en el riesgo del grupo”, trataremos de-
pendencias entre un grupo de riesgos individuales procedentes de una cartera
cualquiera. Como ya hemos sen˜alado, u´nicamente nos ocuparemos de aquellas
relaciones de dependencia de signo positivo que incrementan el riesgo del grupo
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en que se define. El riesgo de cada grupo viene dado por la variable aleatoria
que resulta de la suma de los riesgos individuales que forman parte del mismo.
As´ı, para tener en cuenta una relacio´n de dependencia, sera´ necesario que el
asegurador perciba un mayor riesgo de la v.a. suma que resulta de considerar la
hipo´tesis de dependencia que de la resultante al obviar esta hipo´tesis. Esta per-
cepcio´n debe entenderse dentro de un marco teo´rico va´lido para la ordenacio´n de
riesgos. En el cap´ıtulo 2, definimos dos de estos marcos: la teor´ıa de la utilidad
y la teor´ıa dual de Yaari. A trave´s de ambas teor´ıas se deduce la ordenacio´n
que establece un decisor del mercado entre dos riesgos cualesquiera, en un caso
a trave´s de una funcio´n de utilidad y, en otro, a trave´s de una funcio´n de dis-
torsio´n. A efectos pra´cticos resulta imposible tratar con estas funciones, por lo
que, en el cap´ıtulo 3, nos ocupamos de buscar relaciones de orden equivalentes a
las encontradas pero definidas a partir de las distribuciones de probabilidad de
los riesgos. En el caso de un decisor adverso al riesgo, calificativo que sin duda
podemos atribuir al asegurador, la ordenacio´n que establece entre dos riesgos
cualesquiera sera´ equivalente al orden stop-loss de los mismos, en el sentido, que
aque´l que resulte superior, en orden stop-loss, es para e´l el ma´s peligroso.
Los cap´ıtulos 2 y 3 son de cara´cter introductorio y sientan las bases necesarias
para el desarrollo del resto del trabajo. En lo que se refiere al tratamiento
de dependencias entre riesgos individuales, sabemos, de los resultados de estos
cap´ıtulos, que nos basta con ocuparnos de aquellas lo suficientemente fuertes
como para garantizar una distribucio´n de la suma superior, en orden stop-loss,
a la correspondiente en caso de independencia. Diferenciaremos segu´n e´stas se
produzcan entre dos o ma´s riesgos. En cada caso distinguiremos segu´n los ries-
gos provengan de una cartera formada por riesgos individuales con distribucio´n
dicoto´mica o bien por riesgos con distribucio´n arbitraria.
En el cap´ıtulo 4 analizaremos dependencias entre dos u´nicos riesgos. En
primer lugar, definiremos algunos conceptos de dependencia bivariante positiva
que, posteriormente, se probara´ son suficientes para asegurar un mayor riesgo de
la pareja que en el caso independiente. Una vez probada esta relacio´n, se trata
de cuantificar el grado de dependencia existente a trave´s de una medida capaz de
asegurar un mayor riesgo de la pareja cuando aumente el grado de dependencia
asumido entre sus componentes. La medida adecuada sera´ aquella que permita
ordenar, en base al orden stop-loss, pares de riesgos ide´nticos excepto en el grado
de dependencia asumido.
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En el cap´ıtulo 5, ampliamos el ana´lisis bivariante al caso multivariante. Para
secuencias formadas por dos o ma´s riesgos, sera´ posible la generalizacio´n de
algunos de los conceptos de dependencia bivariante positiva definidos en el
cap´ıtulo anterior. Algunos de e´stos, junto con otros nuevos que recogeremos
de la literatura estad´ıstica, sera´n suficientes para garantizar un mayor riesgo
global de la secuencia que en el caso independiente. Nuevamente nos ocupare-
mos, a continuacio´n, de buscar una medida sobre el grado de dependencia entre
los riesgos que componen la secuencia que sea mono´tona creciente respecto al
riesgo del conjunto.
Con el cap´ıtulo 5 concluye la primera parte de este trabajo. En la segunda
parte, bajo el t´ıtulo “Dependencia positiva. Su influencia en el riesgo de la
cartera”, aplicaremos parte de los resultados en ella obtenidos a una cartera de
seguros de vida que presente dependencias de signo positivo entre algunos de
sus riesgos. Se tratara´, no so´lo de controlar el riesgo, sino tambie´n de cuantifi-
carlo nume´ricamente a trave´s de su distribucio´n de coste total. Para ello, en
el cap´ıtulo 6, recogemos algunas de las recurrencias aparecidas en la literatura
para el ca´lculo de la distribucio´n del coste total en el modelo individual cuando
todos los riesgos son mutuamente independientes.
En el cap´ıtulo 7, introducimos la posibilidad de que la cartera contenga un
determinado nu´mero de parejas con una estructura de dependencia positiva lo
suficientemente fuerte como para garantizar, en cada caso, un mayor riesgo de la
pareja que en el caso independiente. Los resultados del cap´ıtulo 4 nos permitira´n
tratar esta estructura de dependencia en carteras de seguros de vida con pago
fijo de un capital a la muerte del asegurado y en carteras que ofrezcan, adema´s,
el doble de indemnizacio´n cuando la muerte se produzca por accidente.
En el cap´ıtulo 8, consideramos, finalmente, la posibilidad de que las de-
pendencias de signo positivo se produzcan entre tres riesgos. Las dificultades
asociadas al tratamiento de dependencias multivariantes nos llevara´n a limitar
el ana´lisis a carteras de seguros de vida con pago fijo de capital. Para este
tipo de carteras, los resultados del cap´ıtulo 5 nos permitira´n ampliar el ana´lisis
bivariante realizado en el cap´ıtulo anterior y considerar tambie´n dependencias
que ocurran en grupos formados por tres riesgos.
Las principales conclusiones derivadas del desarrollo de este trabajo, se ex-
ponen de forma conjunta en el cap´ıtulo 9.
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Parte I
Dependencia positiva. Su
influencia en el riesgo del
grupo
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Cap´ıtulo 2
Marcos para la ordenacio´n
de riesgos
2.1 Introduccio´n
En este cap´ıtulo presentamos dos marcos teo´ricos va´lidos para la modelizacio´n
de la toma de decisiones bajo incertidumbre.
Tradicionalmente, la literatura ha enmarcado las decisiones de los agentes
econo´micos dentro de la teor´ıa de la utilidad. Aunque el concepto de utilidad
fue introducido por Cramer y Bernoulli en el siglo XVIII, resolviendo con e´l
la conocida paradoja de San Petersburgo, la popularizacio´n de esta teor´ıa se
atribuye a von Neumann & Mongenster (1947), quienes establecieron los cinco
axiomas en los que se basa esta teor´ıa y demostraron que cualquier decisio´n
tomada consecuentemente con su conjunto axioma´tico puede ser modelizada a
partir de una funcio´n de utilidad de la riqueza del decisor. As´ı, cuando un agente
econo´mico valora un suceso aleatorio que afectara´ de forma positiva (negativa)
a su riqueza futura, en realidad, esta´ cuantificando la utilidad que le reportara´
un aumento (disminucio´n) de su riqueza debido a la realizacio´n del suceso.
Aunque nos ocuparemos u´nicamente de valorar riesgos asegurados, enten-
diendo como tales a variables aleatorias la realizacio´n de las cuales se traducira´
en una pe´rdida para el asegurador (disminucio´n de su riqueza), en este cap´ıtulo
definimos variables aleatorias con dominio dentro del conjunto de los reales.
As´ı, estamos considerando tambie´n variables aleatorias cuya realizacio´n incre-
mentara´ la riqueza del decisor. Sin ello dif´ıcilmente podr´ıamos llegar a com-
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prender el origen y posterior desarrollo de la teor´ıa de la utilidad ya que, como
veremos, los axiomas postulados por von Neumann & Mongestern se establecen
para el conjunto de posibles realizaciones de un suceso aleatorio que represente
una ganancia futura del decisor.
Centra´ndonos en este conjunto de axiomas cabe sen˜alar al ma´s cuestionado
de ellos, se trata del quinto axioma de la teor´ıa de la utilidad, el cual establece
la independencia entre combinaciones de distribuciones de probabilidad de dife-
rentes realizaciones. Al igual que con el sistema de axiomas Euclideano, muchos
autores han cuestionado la existencia de este quinto axioma; ver, por ejemplo,
Allains (1953), Kahneman & Tversky (1979), Machina (1982).
Opuesto al concepto de independencia, Yaari (1987) introdujo el concepto
de comonoton´ıa y formalizo´ un conjunto alternativo de axiomas desarrollando
la llamada teor´ıa dual de decisio´n. Se rompe as´ı la vieja creencia de que la
teor´ıa de la utilidad es la u´nica herramienta teo´rica leg´ıtima para analizar las
decisiones de los agentes econo´micos en presencia de incertidumbre. La teor´ıa
dual de Yaari es relativamente nueva y por ello todav´ıa no ha sido muy aplicada.
La introduccio´n de la teor´ıa dual de Yaari en el campo actuarial es muy
reciente. En el contexto de la teor´ıa de ordenacio´n de riesgos, Dhaene, Wang,
Young & Goovaerts (1997), Hu¨rlimann (1998) y Ribas, Dhaene & Goovaerts
(1998) establecen relaciones de orden equivalentes a las que resultan de la
teor´ıa dual definidas sobre las distribuciones de probabilidad de los riesgos. En
el siguiente cap´ıtulo desarrollaremos el contenido de estos resultados; en e´ste
u´nicamente presentamos dos marcos va´lidos para el ana´lisis de la toma de deci-
siones bajo incertidumbre: la teor´ıa de la utilidad y la teor´ıa dual de Yaari. En
ningu´n momento se pretende comparar estos marcos ni presentar a uno como
mejor que otro, creemos para nuestra problema´tica ambos son perfectamente
va´lidos y por ello obtendremos resultados dentro de cada uno de ellos.
2.2 Principio de la esperanza matema´tica
Sea X una variable aleatoria (v.a.) definida dentro del conjunto de los reales
que representa la riqueza futura de un determinado individuo. Para esta v.a.
definimos sus funciones de distribucio´n acumulativa y desacumulativa que re-
presentamos por FX y SX respectivamente.
Funcio´n de distribucio´n acumulativa de probabilidad:
FX (x) = Pr (X ≤ x) , −∞ < x <∞. (2.1)
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Funcio´n de distribucio´n desacumulativa de probabilidad:
SX (x) = Pr (X > x) , −∞ < x <∞. (2.2)
En general, el valor esperado de X puede ser evaluado directamente a par-
tir de su funcio´n acumulativa (desacumulativa) de probabilidad. En efecto,
observemos que
E (X) =
∫ ∞
−∞
x dFX (x) =
∫ 0
−∞
x dFX (x) +
∫ ∞
0
x dFX (x)
=
∫ 0
−∞
x dFX (x)−
∫ ∞
0
x d (1− FX (x)) = x FX (x)] 0−∞
−
∫ 0
−∞
FX (x) dx− x (1− FX (x))]∞0 +
∫ ∞
0
(1− FX (x)) dx
= −
∫ 0
−∞
FX (x) dx+
∫ ∞
0
(1− FX (x)) dx.
As´ı resulta,
E (X) = −
∫ 0
−∞
FX (x) dx+
∫ ∞
0
(1− FX (x)) dx
= −
∫ 0
−∞
(1− SX (x)) dx+
∫ ∞
0
SX (x) dx. (2.3)
¿Es e´sta la valoracio´n que hace el agente econo´mico de la realizacio´n de X?
¿Se rigen los decisores del mercado segu´n el principio de la esperanza matema´-
tica? Si as´ı fuera un decisor ser´ıa indiferente entre jugar a un juego que le puede
aportar una ganancia futura igual a X, pagando por jugar
E (X) =
∫ ∞
0
SX (x) dx (2.4)
o bien no jugarlo y quedarse con esta cantidad.
Igualmente, segu´n este principio un decisor es indiferente entre asumir un
riesgo X o bien disminuir su riqueza en una cuant´ıa
E (−X) = −
∫ 0
−∞
(1− S−X (x)) dx = −
∫ ∞
0
SX (x) dx (2.5)
con tal de no asumirlo.
Como veremos en el siguiente apartado este no es el criterio que siguen los
agentes econo´micos para tomar decisiones sobre eventos aleatorios que puedan
afectar a su riqueza futura.
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2.3 Teor´ıa de la utilidad
2.3.1 Origen de la teor´ıa de la utilidad
Con el desarrollo de la moderna teor´ıa de la probabilidad en el siglo XVII,
el atractivo de un juego que ofrezca unos pagos X = (x1, · · ·, xn) con proba-
bilidades (p1, · · ·, pn) fue asociado a su valor esperado,
E (X) =
n∑
i=1
xi pi.
¿Se rigen los decisores del mercado segu´n el principio de la esperanza matema´-
tica? Como hemos visto, si as´ı fuera un decisor seria indiferente entre jugar a
este juego que le puede aportar una ganancia futuraX, pagando por jugar E (X)
o bien no jugarlo y quedarse con esta cantidad.
El principio de la esperanza matema´tica fue cuestionado por Nicholas Bernou-
lli, quien propuso en 1728 la conocida paradoja de San Petersburgo que ex-
ponemos a continuacio´n.
Supongamos que alguien nos ofrece un premio por lanzar una moneda repeti-
damente hasta que aparezca la primera cara. El premio es 2n si la primera cara
aparece en el n-e´simo intento (n = 1, 2, · · ·). ¿Cua´l es el equivalente cierto que
asignaremos a este juego si seguimos el criterio de la esperanza matema´tica?
Como el valor esperado del pago es
2
(
1
2
)
+ 4
(
1
4
)
+ 8
(
1
8
)
+ · · · =∞,
este juego sera´ preferido a cualquier otro que ofrezca un premio cierto finito.
No obstante, es evidente que la mayor´ıa de personas preferira´n un juego
que ofrezca un premio cierto de cuant´ıa moderada a este juego con un premio
esperado infinito.
Para resolver esta paradoja, Gabriel Cramer y Daniel Bernoulli (primo de
Nicholas) argumentaron que una ganancia de 200 u.m. no tiene porque ser valo-
rada necesariamente como el doble que una ganancia de 100 u.m. Para explicar
este feno´meno introdujeron el moderno concepto de utilidad. Argumentaron
que, en lugar de utilizar el valor esperado, los individuos valorara´n el juego en
base a su utilidad esperada. As´ı, la valoracio´n individual viene determinada por
E (u (X)) =
n∑
i=1
u (xi) pi,
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siendo u una funcio´n que valora la utilidad que los diferentes pagos le reportara´n
al individuo.
La ganancia cierta, G, para la cual resulta la misma utilidad que la obtenida
por jugar el juego de San Petersburgo viene determinada por la ecuacio´n
u (w +G) = u (w + 2)
1
2
+ u (w + 4)
1
4
+ u (w + 8)
1
8
+ · · ·,
siendo w la riqueza individual inicial. Si, por ejemplo, la funcio´n de utilidad es
u (x) = log (x) y w = 10.000 u.m., el equivalente cierto individual sera´ 14′25
u.m., a pesar de que el juego tiene una esperanza infinita.
Antes de concluir con esta cuestio´n, sen˜alar que el uso de funciones de utili-
dad no es la u´nica solucio´n posible a la paradoja de San Petersburgo. Se puede
dar, por ejemplo, una explicacio´n alternativa utilizando la percepcio´n que, en
general, se tiene de la probabilidad. Alguien puede pensar que llegado un mo-
mento es pra´cticamente imposible seguir sacando cruces. En este caso se valora
que es imposible obtener, por ejemplo, 10 cruces seguidas y la probabilidad que
se asocia a este suceso es 0.
2.3.2 Axiomas
A lo largo de la extensa literatura de toma de decisiones bajo incertidumbre, la
teor´ıa con mayor influencia es indudablemente la teor´ıa de la utilidad desarro-
llada por von Neumann & Mongenstern en 1947. En este apartado queremos
resumir sus principales resultados.
Para un conjunto de sucesos aleatorios cuya realizacio´n represente una ganan-
cia futura para el decisor (incremento de su riqueza), sea
−→
X el conjunto de v.a.
que describe a cada una de las posibles alternativas. En el conjunto
−→
X sea %
una relacio´n de preferencia binaria que permite la comparacio´n de cualquier par
de alternativas X1, X2 ∈ −→X . X1 % X2 indica que la realizacio´n de X1 es al
menos tan buena para el decisor como la de X2. De % se pueden derivar las
siguientes dos importantes relaciones en
−→
X :
(1) Relacio´n de estricta preferencia: Â,
X1 Â X2 ⇔ (X1 % X2 pero no se cumple X2 % X1) ,
relacio´n que indica que la realizacio´n de X1 es mejor que la de X2.
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(2) Relacio´n de indiferencia ∼,
X1 ∼ X2 ⇔ (X1 % X2 y X2 % X1) ,
relacio´n que indica que la realizacio´n de X1 es indiferente a la de X2.
La relacio´n % cumple los siguientes cinco axiomas.
Axioma 1. Neutralidad: Si SX1 (x) = SX2 (x) para todo x ≥ 0, entonces
X1 ∼ X2.
Axioma 2. Orden completo: Para cualesquiera X1, X2 ∈ −→X , tenemos que
X1 % X2 o X2 % X1 (o ambos); de donde se deduce la propiedad reflexiva
para % :
X % X ∀X ∈ −→X .
Adema´s % es una relacio´n transitiva. Sean X1, X2, X3 ∈ −→X ,
si X1 % X2 y X2 % X3, entonces X1 % X3.
La completitud y transitividad de % tiene las siguientes implicaciones para
las relaciones de estricta preferencia e indiferencia (ver, por ejemplo, Mas-
Colell, Whinston & Green (1995)):
(1) Â es irreflexiva (la relacio´n X Â X nunca se cumple) y transitiva (si
X1 Â X2 y X2 Â X3, entonces X1 Â X3).
(2) ∼ es reflexiva (X ∼ X), transitiva (si X1 ∼ X2 y X2 ∼ X3, entonces
X1 ∼ X3) y sime´trica (si X1 ∼ X2, entonces X2 ∼ X1).
(3) Si X1 Â X2 y X2 % X3, entonces X1 % X3.
Axioma 3. Continuidad: % es continua en la topolog´ıa de la convergencia
de´bil (con respecto a la norma L1).
Axioma 4. Monoton´ıa: Si SX1 (x) ≥ SX2 (x) para todo x ≥ 0, entonces
X1 % X2.
Axioma 5. Independencia: Si X1 % X2, entonces para cualquier X3,
{(p,X1) , (1− p,X3)} % {(p,X2) , (1− p,X3)}
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para todo p ∈ [0, 1] , donde la funcio´n de distribucio´n desacumulativa de
{(p,X1) , (1− p,X3)} viene definida por
S{(p,X1),(1−p,X3)} (x) = p SX1 (x) + (1− p) SX3 (x) , ∀x ≥ 0.
Es decir, la introduccio´n de una nueva posible alternativa no debe afectar
a la relacio´n de preferencias existente.
Este quinto axioma ha sido uno de los puntos ma´s criticados de la teor´ıa
de la utilidad. En este sentido, podemos tomar como ejemplo el llamado
“Common Ratio Effect” propuesto por Kaheman & Tversky (1979) que
parece anular su validez.
Ejemplo 2.1
Consideremos las siguientes loter´ıas
Loter´ıa A1 Realizaciones Probabilidad
0 0.2
4000 0.8
Loter´ıa B1 Realizaciones Probabilidad
3000 1
Loter´ıa A2 Realizaciones Probabilidad
0 0.8
4000 0.2
Loter´ıa B2 Realizaciones Probabilidad
0 0.75
3000 0.25
Kaheman & Tversky (1979) propusieron a un grupo de personas que
eligieran entre jugar a la loter´ıa A1 o jugar a la loter´ıa B1. El 80% de ellas
eligieron B1. A continuacio´n les propusieron elegir entre A2 y B2, en este
caso u´nicamente el 35% prefirieron jugar a la loter´ıa B2.
Si observamos ma´s detalladamente las loter´ıas A2 y B2, vemos que
A2 = {(0.25,A1) , (0.75,C)} y B2 = {(0.25,B1) , (0.75,C)} ,
siendo C una loter´ıa sin premio (equivalente a no jugar).
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As´ı todos aquellos para los cuales B1 Â A1, segu´n el quinto axioma de
la teor´ıa de la utilidad deber´ıan haber establecido la relacio´n de orden
B2 Â A2, lo cual evidentemente no sucedio´.
A pesar de las objeciones existentes, si partimos del conjunto axioma´tico
propuesto por von Neumann & Mongestern y consideramos que un decisor
racional es capaz de establecer un mapa de preferencias completo, es decir,
de ordenar dos alternativas cualesquiera la realizacio´n de las cuales afectara´ a
su riqueza, nos encontramos con la teor´ıa de la utilidad esperada. Bajo esta
teor´ıa, von Neumann & Mongestern (1947) demostraron que cualquier decisio´n
tomada consecuentemente con sus cinco axiomas puede ser modelizada a partir
de una funcio´n de utilidad de la riqueza u (w) definida dentro del conjunto de
los reales.
Teorema 2.2
Bajo el sistema de axiomas 1 - 5, existe una funcio´n de utilidad u, tal que para
cualquier par de v.a. X,Y ; X % Y, si, y so´lo si,
E (u (X)) ≥ E (u (Y )) . (2.6)
Si estamos de acuerdo con los cinco axiomas postulados debemos tambie´n
admitir la existencia de la funcio´n de utilidad u, independientemente de que no
podamos llegar a conocer cua´l es e´sta. En la pra´ctica es imposible encontrar la
funcio´n de utilidad de cada decisor aunque podemos asumir con toda seguridad
las siguientes consideraciones sobre ella.
1. La teor´ıa de la utilidad esta´ construida sobre la hipo´tesis de la existencia
de unas preferencias consistentes sobre las distribuciones de probabilidad,
por tanto, una funcio´n de utilidad no puede dar sorpresas: debe ser la
descripcio´n nume´rica de la existencia de estas preferencias.
2. Una funcio´n de utilidad u es una funcio´n no decreciente, por tanto,
u′ (w) ≥ 0
para cualquier decisor.
3. Una funcio´n de utilidad no esta´ determinada de manera u´nica. Si defini-
mos por ejemplo,
u∗ (x) = a u (x) + b, a > 0,
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entonces
E (u (X)) ≥ E (u (Y ))
es equivalente a
E (u∗ (X)) ≥ E (u∗ (Y )) ,
es decir, las preferencias se mantienen cuando la funcio´n de utilidad es
una transformacio´n lineal no decreciente de la original.
Sin pe´rdida de generalidad, asumiremos en lo que sigue que la riqueza
individual inicial es 0. As´ı el equivalente cierto de una realizacio´n aleatoria
X cualquiera que suponga una ganancia, G, se puede obtener resolviendo la
ecuacio´n
u (G) = E (u (X)) =
∫ ∞
0
SX (x) du (x) ≥ 0.
Hasta ahora hemos considerado u´nicamente decisiones individuales sobre
feno´menos aleatorios susceptibles de ser valorados econo´micamente que afec-
tara´n “positivamente” a la riqueza del decisor, en el sentido de que su realizacio´n
implicara´ una ganancia para e´ste. A pesar de que la teor´ıa de la utilidad fue
postulada sobre este tipo de variables, nosotros queremos llegar a valorar y com-
parar riesgos. Al hablar de riesgos nos estamos refiriendo a eventos aleatorios la
realizacio´n de los cuales ocasionara´n una disminucio´n en la riqueza del decisor.
Bajo el modelo de la utilidad esperada, podemos llegar a establecer el equiva-
lente cierto o pe´rdida, P, de una realizacio´n X que implique una disminucio´n
futura de su riqueza individual a partir de la ecuacio´n
u (−P ) = E (u (−X)) = −
∫ 0
−∞
(1− S−X (x)) du (x)
= −
∫ ∞
0
SX (x) du (x) ≤ 0,
siendo u una funcio´n no decreciente.
Entonces, por (2.6), el riesgo X sera´ preferido al riesgo Y, si, y so´lo si,
E (u (−X)) ≥ E (u (−Y )) . (2.7)
Es decir, si el decisor juzga ma´s riqueza como mejor (requisito que evidentemente
cumple), debera´ asociarle ma´s riesgo a Y que a X ya que la realizacio´n de este
u´ltimo implica una menor disminucio´n de su riqueza.
Introduzcamos ahora la posibilidad de que los agentes econo´micos sean in-
dividuos adversos al riesgo y veamos co´mo afecta este hecho a sus decisiones.
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2.3.3 Aversio´n al riesgo en la teor´ıa de la utilidad
Un decisor es adverso al riesgo si prefiere una ganancia (pe´rdida) segura igual a
E (X) a una ganancia (pe´rdida) aleatoria con el mismo valor esperado, es decir,
si
E (u (X)) ≤ u (E (X)) , ∀X. (2.8)
En el siguiente teorema se presenta la conocida inecuacio´n de Jensen que
demuestra que la aversio´n al riesgo en la teor´ıa de la utilidad es equivalente a
la concavidad de la funcio´n de utilidad del decisor.
Teorema 2.3
Para cualquier v.a. X y para cualquier funcio´n de utilidad co´ncava u (w) ,
E (u (X)) ≤ u (E (X)) . (2.9)
Demostracio´n:
Si u (w) es co´ncava, para cualquier real c existe una recta l (x) = a x + b, tal
que l (c) = u (c) y u (x) ≤ l (x) para todo x. Si elegimos c = E (X) tenemos
u (E (X)) = l (E (X)) = a E (X) + b = E (l (X)) ≥ E (u (X)) .
2
Apliquemos ahora (2.9) para modificar la valoracio´n que hace un decisor
adverso al riesgo a trave´s de la teor´ıa de la utilidad esperada de un posible
aumento futuro de su riqueza . En este caso, el equivalente cierto, G, de una
realizacio´n aleatoria X cumple
u (G) = E (u (X)) ≤ u (E (X))⇒ G ≤ E (X) .
As´ı, un decisor adverso al riesgo infravalora el valor esperado de una ganancia
futura.
En el caso de un riesgo, ¿Co´mo lo valora un decisor adverso al riesgo? ¿Cua´l
es ahora el equivalente cierto, P, de una realizacio´n aleatoria X que implique
una disminucio´n futura en su riqueza? Aplicando nuevamente (2.9), tenemos
u (−P ) = E (u (−X)) ≤ u (E (−X)) = u (−E (X))⇒ P ≥ E (X) .
Con lo cual podemos concluir que un decisor adverso al riesgo sobrevalora
el valor esperado de una pe´rdida futura.
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Sin miedo a equivocarnos podemos afirmar que el asegurador es un decisor
econo´mico adverso al riesgo, es decir, valora los riesgos que asegura con una
funcio´n de utilidad no decreciente pero co´ncava y, por tanto, comparara´ la
utilidad que le suponen dos riesgos cualesquiera X e Y a partir de e´sta. As´ı, de
(2.7) y por la inecuacio´n de Jensen, podemos afirmar que preferira´ el riesgo X
sobre el riesgo Y , si, y so´lo si,
E (u (−X)) ≥ E (u (−Y )) , (2.10)
siendo u una funcio´n de utilidad cualquiera no decreciente y co´ncava.
Introducimos en el siguiente apartado la teor´ıa dual de Yaari (1987) que ha
supuesto un novedoso marco alternativo para la toma de decisiones en presencia
de incertidumbre. Como veremos las conclusiones a que llegamos son similares
a las obtenidas en este apartado.
2.4 Teor´ıa dual de Yaari
2.4.1 Axiomas
De forma ana´loga al desarrollo de la geometr´ıa no euclideana, Yaari (1987)
formalizo´ un conjunto de axiomas alternativo al de la teor´ıa de la utilidad y
desarrollo´ la llamada teor´ıa dual para la toma de decisiones en presencia de
incertidumbre. Dentro de este conjunto axioma´tico, la novedad aparece en el
quinto axioma, ya que los axiomas 1 - 4 de la teor´ıa de la utilidad permanecen
inalterados.
Opuesto al concepto de independencia, Yaari (1987) y Schmeidler (1982,
1989), introducen el concepto de comonoton´ıa entre dos v.a. como una extensio´n
conceptual de la correlacio´n perfecta entre ellas.
Definicio´n 2.4
Sean X,Y dos v.a. definidas dentro del conjunto de los reales. Diremos que
X e Y son comono´tonas si existe una v.a. Z y dos funciones reales f, g no
decrecientes, tales que,
X = f (Z) , Y = g (Z) . (2.11)
La comonoton´ıa juega un papel clave en la teor´ıa dual de Yaari; Yaari (1987,
pa´g. 104) hizo la siguiente descripcio´n de este concepto:
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“Si dos variables aleatorias son comono´tonas podemos afirmar que ninguna
de ellas supone una ventaja respecto a la otra. La variabilidad de una
nunca se vera´ compensada por contravariabilidad en la otra.”
Basa´ndose en el concepto de comonoton´ıa, Yaari (1987), propuso el siguiente
axioma como alternativa al quinto axioma de la teor´ıa de la utilidad.
Axioma 5*. Independencia dual: Sean X1, X2, X3 v.a. comono´tonas dos a
dos. Si X1 º X2, entonces para cualquier p ∈ [0, 1] ,
pX1 + (1− p)X3 º pX2 + (1− p)X3.
Si comparamos este axioma 5* con el axioma 5 de la teor´ıa de la utilidad,
observamos que la independencia ahora no se postula entre combinaciones de
distribuciones de probabilidad sino entre combinaciones de posibles alternativas,
aunque ahora se restringe la independencia al caso en que exista comonoton´ıa
entre ellas. Consideremos un decisor para el cual X1 º X2. ¿Se mantendra´ su
relacio´n de preferencias si por ejemplo X1 y X2 se combinan respectivamente
mitad y mitad, con una tercera v.a. cualquiera a la que llamaremos X3? Si
para el decisor cuyas preferencias esta´n siendo discutidas, X3 le supone una
mejora respecto a X2 pero no respecto a X1, entonces puede tener razones
para cambiar la direccio´n de sus preferencias, es decir, las relaciones X1 º X2 y
1
2X2+
1
2X3 º 12X1+ 12X3 pueden ser ambas ciertas. Por ello, exigir que X1 º X2
implique pX1 + (1− p)X3 º pX2 + (1− p)X3, parece u´nicamente justificado
cuando ninguna de las variables suponga una ventaja respecto a las otras.
En el marco de la teor´ıa dual de Yaari aparece el concepto de funcio´n de
distorsio´n (Yaari, 1987) paralelo al de funcio´n de utilidad dentro de la teor´ıa de
la utilidad.
Definicio´n 2.5
Una funcio´n de distorsio´n g es una funcio´n no decreciente g : [0, 1]→ [0, 1] con
g (0) = 0 y g (1) = 1.
Bajo el conjunto axioma´tico 1 - 4 y 5*, Yaari (1987) demostro´ que existe
una funcio´n de distorsio´n g tal que para cualquier v.a. X su equivalente cierto,
Hg (X) , viene definido por
Hg (X) = −
∫ 0
−∞
[1− g (SX (x))] dx+
∫ ∞
0
g (SX (x)) dx. (2.12)
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Observemos que Hg (X) = E (X) si g es la funcio´n identidad. As´ı, para
una funcio´n de distorsio´n cualquiera, el equivalente cierto Hg (X) puede ser
interpretado como una “esperanza distorsionada” de la v.a. X obtenida a partir
de una “probabilidad distorsionada”.
Bajo la teor´ıa dual de Yaari, para cualquier par de v.a. X,Y ; X º Y si, y
so´lo si, existe una funcio´n de distorsio´n g tal que
Hg (X) ≥ Hg (Y ) . (2.13)
Introducimos en el siguiente apartado la posibilidad de que los individuos
sean adversos al riesgo dentro de este marco dual de toma de decisiones en
presencia de incertidumbre.
2.4.2 Aversio´n al riesgo en la teor´ıa dual de Yaari
Yaari (1987) demostro´ que para el conjunto de decisores adversos al riesgo la
funcio´n de distorsio´n g es convexa en todo su dominio, es decir, en el inter-
valo [0, 1] , con lo cual sera´ necesariamente continua en el intervalo (0, 1] . Sin
pe´rdida de generalidad, podemos asumir que toda funcio´n de distorsio´n convexa
es tambie´n continua en 0.
Dentro de la teor´ıa dual, introduzcamos ahora este hecho para interpretar
la valoracio´n que hace un decisor adverso al riesgo de la realizacio´n de una v.a.
que afecte “positivamente” a su riqueza.
En el caso de que la realizacio´n de una v.a. X suponga una ganancia para el
decisor, bajo la teor´ıa dual el equivalente cierto que le atribuye a e´sta, G, viene
determinado por
G = Hg (X) =
∫ ∞
0
g (SX (x)) dx ≥ 0.
Si g es una funcio´n de distorsio´n convexa g (x) ≤ x, para todo x ∈ [0, 1]. As´ı
G =
∫ ∞
0
g (SX (x)) dx ≤
∫ ∞
0
SX (x) dx = E (X) .
As´ı, podemos concluir que si el decisor es adverso al riesgo infravalora el
valor esperado de una ganancia futura, conclusio´n a la que tambie´n hab´ıamos
llegado dentro de la teor´ıa de la utilidad.
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En el caso de un riesgo X, la realizacio´n del cual suponga una disminucio´n
de la riqueza del decisor, el equivalente cierto que le atribuya a esta disminucio´n
sera´
Hg (−X) = −
∫ 0
−∞
(1− g (S−X (x))) dx ≤ 0.
Si nuevamente llamamos P a la pe´rdida que la realizacio´n de X le suponga,
P = −Hg (−X) ,
tenemos que cuando se trate de un decisor adverso al riesgo, es decir, un decisor
cuya funcio´n de distorsio´n g sea convexa,
P =
∫ 0
−∞
(1− g (S−X (x))) dx ≥
∫ 0
−∞
(1− S−X (x)) dx
=
∫ ∞
0
SX (x) dx = E (X) .
As´ı podemos concluir que si el decisor es adverso al riesgo sobrevalora el valor
esperado de una pe´rdida futura. Si el valor esperado de la pe´rdida es 5 u.m. lo
podr´ıa valorar, por ejemplo, como perder 8 u.m.. Nuevamente esta conclusio´n
es similar a la obtenida en el marco de la teor´ıa de la utilidad.
En el siguiente teorema obtenemos el equivalente cierto de una v.a. cualquiera
bajo una nueva funcio´n de distorsio´n g∗.
Teorema 2.6
Sea la funcio´n de distorsio´n g∗ definida por g∗ (x) = 1 − g (1− x) , 0 ≤ x ≤ 1,
siendo g una funcio´n de distorsio´n cualquiera, entonces para cualquier v.a. X,
Hg∗ (X) = −Hg (−X) .
Demostracio´n
Hg (−X) = −
∫ 0
−∞
(1− g (S−X (x))) dx+
∫ ∞
0
g (S−X (x)) dx
= −
∫ ∞
0
(1− g (1− SX (x))) dx+
∫ 0
−∞
g (1− SX (x)) dx
= −
∫ ∞
0
g∗ (SX (x)) dx+
∫ 0
−∞
(1− g∗ (SX (x))) dx
= −Hg∗ (X) .
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Remarcar que cuando la funcio´n de distorsio´n g es convexa, g∗ resulta ser
co´ncava.
Corolario 2.7
Para cualquier v.a. X, el funcional Hg (X) cumple
(1) Hg (a X + b) = a Hg (X) + b a > 0, b ≥ 0.
(2) Hg (a X + b) = a Hg∗ (X) + b a < 0, b ≥ 0.
Demostracio´n
(1) Sean dos reales cualesquiera a, b, cumpliendo a > 0, b ≥ 0. Por ser
SaX+b (x) =
{
1, 0 ≤ x < b,
SX
(
x−b
a
)
, x ≥ b,
se cumple:
Hg (aX + b) =
∫ b
0
dx+
∫ ∞
b
g
(
SX
(
x− b
a
))
dx
= b+ a
∫ ∞
0
g (SX (t)) dt.
(2) Sean dos reales cualesquiera a, b, cumpliendo a < 0, b ≥ 0. Tenemos:
Hg (a X + b) = Hg (−a −X + b) (1)= −a Hg (−X) + b
= −a −Hg∗ (X) + b = a Hg∗ (X) + b.
2
Lo que nos interesara´ sera´ comparar el “atractivo” de diferentes riesgos para
un decisor del mercado, el asegurador. Bajo la teor´ıa dual de Yaari el asegurador
preferira´ el riesgo X sobre el riesgo Y (o sera´ indiferente entre ellos) si, y so´lo
si, para una funcio´n de distorsio´n g cualquiera Hg (−X) ≥ Hg (−Y ) ; ya que
entonces, la realizacio´n de X le supondra´ una menor (igual) disminucio´n en su
riqueza que la realizacio´n de Y.
Si adema´s el asegurador pertenece al grupo de decisores adversos al riesgo
preferira´ el riesgo X al riesgo Y si, y so´lo si,
Hg (−X) ≥ Hg (−Y ) ,
siendo g una funcio´n de distorsio´n convexa. Aplicando el corolario anterior
encontramos
Hg (−X) ≥ Hg (−Y )⇔ −Hg∗ (X) ≥ −Hg∗ (Y )⇔ Hg∗ (X) ≤ Hg∗ (Y ) ,
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siendo g∗ una funcio´n de distorsio´n co´ncava.
En lo que sigue hablaremos u´nicamente de riesgos y valoraremos la pe´rdida
que la realizacio´n de uno cualquiera de ellos suponga para el asegurador a partir
de
Hg∗ (X) =
∫ ∞
0
g∗ (SX (x)) dx. (2.14)
Este riesgo sera´ preferido a otro cualquiera Y si, y so´lo si,
Hg∗ (X) ≤ Hg∗ (Y ) . (2.15)
Si adema´s e´ste se encuentra dentro del grupo de decisores adversos al riesgo su
funcio´n de distorsio´n g∗ sera´ una funcio´n co´ncava.
Omitiremos a partir de este momento el super´ındice ∗.
Cap´ıtulo 3
Ordenacio´n univariante
3.1 Introduccio´n
En el cap´ıtulo anterior hemos visto cua´l es la ordenacio´n que establece un decisor
del mercado entre un par de riesgos cualesquiera, tanto en el marco de la teor´ıa
de la utilidad como en el de la teor´ıa dual. Desafortunadamente los criterios all´ı
presentados para la ordenacio´n no son operativos en la pra´ctica. En el caso de
la teor´ıa de la utilidad dependen de una funcio´n de utilidad del decisor que es
imposible encontrar en la pra´ctica, mientras que si hablamos de la teor´ıa dual,
topamos con una funcio´n de distorsio´n que presenta el mismo problema.
En la literatura actuarial numerosos autores se han dedicado a buscar rela-
ciones de orden manejables que sean consistentes con las que se derivan de la
teor´ıa de la utilidad. Actualmente, en este tema, el trabajo ma´s completo es
probablemente el realizado por Kaas, van Heerwaarden & Goovaerts (1994) que
recoge y ampl´ıa gran parte de sus resultados anteriores (Goovaerts, Kaas, van
Heerwaarden & Bauwelinckx (1990) y van Heerwaarden (1991)). Para un par
de riesgos X e Y cualesquiera sobre el orden de los cuales todos los decisores
del mercado esta´n de acuerdo, estos autores proponen diferentes relaciones de
orden definidas a partir de las funciones de distribucio´n de los mismos. Estas
relaciones de orden se convierten en una herramienta muy u´til a la hora de
valorar riesgos, ya nos que dan informacio´n sobre las preferencias de un decisor
cualquiera a partir de las funciones de distribucio´n de los riesgos y no a partir
de una funcio´n de utilidad del decisor que es totalmente desconocida. Con ellas
se obtiene una medida del riesgo objetiva, si bien presentan el inconveniente de
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no poder proporcionar un orden total dentro del conjunto de alternativas. Exis-
ten muchos pares de riesgos sobre el orden de los cuales todos los decisores del
mercado esta´n de acuerdo. Nosotros nos centraremos en la valoracio´n de este
conjunto de preferencias comunes y obtendremos as´ı una ordenacio´n parcial del
conjunto de todos los riesgos. Para poder llegar a un orden total, es decir, a
una valoracio´n que adema´s de los anteriores, incluya una relacio´n de orden para
aquellos pares de riesgos sobre los cuales diferentes decisores tienen preferen-
cias opuestas, deber´ıamos incorporar la subjetividad de cada decisor particular,
cuestio´n que sobrepasa los objetivos de este trabajo.
En el apartado 3.3 presentaremos las caracter´ısticas que definen a una relacio´n
de orden total y a una de orden parcial y, a continuacio´n, pasaremos a recoger
dos de las relaciones de orden parcial propuestas por Kaas, van Heerwaarden
& Goovaerts (1994) para la ordenacio´n de riesgos actuariales. Se trata de la
dominancia estoca´stica de primer orden, definida por primera vez por Hadar
& Rusell (1969) y de la ordenacio´n stop-loss basada en la ordenacio´n convexa
desarrollada por Hardly, Littlewood & Po´lya (1929) e introducida en el a´rea
econo´mica por Rothschild & Stiglitz (1970). Presentamos estas dos relaciones
en los apartados 3.4 y 3.5.
Kaas, van Heerwaarden & Goovaerts (1994) demuestran la equivalencia entre
la relacio´n de dominancia estoca´stica de un riesgo sobre otro y la ordenacio´n
que de los mismos realiza bajo la teor´ıa de la utilidad un decisor cualquiera. En
el mismo sentido, estos autores demuestran que la relacio´n de orden stop-loss es
equivalente a la que resulta de la teor´ıa de la utilidad esperada si estamos ante
un decisor adverso al riesgo. Presentamos estos resultados en el apartado 3.6.1.
En el apartado 3.6.2, nos centramos en la ordenacio´n dentro del marco de la
teor´ıa dual de Yaari en la que nos encontramos con una funcio´n de distorsio´n
que presenta los mismos problemas en cuanto a su conocimiento que los men-
cionados para la funcio´n de utilidad. Veremos que en este marco, nuevamente
la dominancia estoca´stica y la ordenacio´n stop-loss sera´n dos relaciones de or-
den parcial perfectamente va´lidas para la valoracio´n de riesgos. Dhaene, Wang,
Young & Goovaerts (1997) demuestran la equivalencia entre la relacio´n de domi-
nancia estoca´stica entre dos riesgos y la ordenacio´n que establece de los mismos
cualquier decisor a partir de su funcio´n de distorsio´n. En el mismo sentido,
Dhaene, Wang, Young & Goovaerts (1997), Hu¨rlimann (1998) y Ribas, Dhaene
& Goovaerts (1998) demuestran que la ordenacio´n stop-loss de dos riesgos coin-
cide con la ordenacio´n que establece de los mismos un decisor con funcio´n de
distorsio´n co´ncava (decisor adverso al riesgo).
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3.2 Definicio´n de riesgo
Definimos a un riesgo X como una v.a. real, no negativa con esperanza finita,
representando una pe´rdida futura. Denotamos su funcio´n de densidad de proba-
bilidad por fX , siendo
fX (x) = Pr (X = x) , 0 ≤ x <∞, (3.1)
Sus respectivas funciones de distribucio´n acumulativa y desacumulativa, FX y
SX , son
FX (x) = Pr (X ≤ x) , 0 ≤ x <∞, (3.2)
SX (x) = Pr (X > x) , 0 ≤ x <∞. (3.3)
En general, FX y SX no son estrictamente crecientes/decrecientes y conti-
nuas por lo que se debe tener cuidado a la hora de definir sus inversas. Definimos
a F−1X y S
−1
X como sigue,
F−1X (p) = inf {x : FX (x) ≥ p} ; 0 < p ≤ 1, F−1X (0) = 0. (3.4)
S−1X (p) = inf {x : SX (x) ≤ p} ; 0 ≤ p < 1, S−1X (1) = 0. (3.5)
Adoptamos la convencio´n de que inf {∅} =∞.
Remarcar que F−1X (x) es no decreciente, S
−1
X (x) no creciente y se cumple
la siguiente relacio´n entre ellas,
S−1X (p) = F
−1
X (1− p) . (3.6)
Observemos que para cualesquiera x ≥ 0 y 0 ≤ p ≤ 1, se cumplen las
siguientes relaciones,
SX (x) ≤ p⇔ S−1X (p) ≤ x,
FX (x) ≥ p⇔ F−1X (p) ≤ x
(3.7)
y en general S−1X (p) ≥ x NO ES EQUIVALENTE a SX (x) ≥ p ni F−1X (p) ≥
x a FX (x) ≤ p, aunque estas relaciones si resultan equivalentes cuando las
desigualdades son estrictas.
Bajo estas dos nuevas funciones podemos dar ahora dos definiciones equiva-
lentes para la esperanza matema´tica de un riesgo cualquiera X, as´ı como para
su equivalente cierto bajo la teor´ıa dual de Yaari.
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De (2.3), tenemos
E (X) =
∫ ∞
0
SX (x) dx = −
∫ ∞
0
x d (SX (x)) =
∫ 1
0
S−1X (p) dp.
As´ı
E (X) =
∫ 1
0
S−1X (p) dp =
∫ 1
0
F−1X (1− p) dp. (3.8)
Igualmente de (2.12), tenemos que para cualquier funcio´n de distorsio´n g (g no
decreciente y cumpliendo g (0) = 0, g (1) = 1)
Hg (X) =
∫ ∞
0
g (SX (x)) dx = −
∫ ∞
0
x dg (SX (x)) =
∫ 1
0
S−1X (p) dg (p) ,
de donde
Hg (X) =
∫ 1
0
S−1X (p) dg (p) =
∫ 1
0
F−1X (1− p) dg (p) . (3.9)
Observemos, por u´ltimo, que a partir de estas dos funciones inversas, pode-
mos definir dos nuevas v.a. cuya funcio´n de distribucio´n es igual a la de X.
Teorema 3.1
Sea X un riesgo cualquiera y sea U una v.a. uniformemente distribuida en el
intervalo [0, 1] , entonces
X
d= F−1X (U)
d= S−1X (U) , (3.10)
donde d= indica que las distribuciones de probabilidad de estas tres v.a. son
iguales.
Demostracio´n
Para todo x ≥ 0,
FF−1
X
(U) (x) = Pr
[
F−1X (U) ≤ x
]
=
{
F−1X (U) ≤ x⇔ FX (x) ≥ U
}
= Pr [U ≤ FX (x)] = FX (x) .
FS−1
X
(U) (x) = Pr
[
S−1X (U) ≤ x
]
=
{
S−1X (U) ≤ x⇔ SX (x) ≤ U
}
= Pr [U ≥ SX (x)] = 1− Pr [U < SX (x)]
= 1− SX (x) = FX (x) .
2
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3.3 Orden parcial y orden total
En esta seccio´n definimos las caracter´ısticas que hacen que una relacio´n de orden
entre las funciones de distribucio´n de diferentes riesgos constituya una relacio´n
de orden parcial o total.
Definicio´n 3.2
Sea ∆ un conjunto de funciones de distribucio´n acumulativas -ver (3.2)- aso-
ciadas a riesgos.
Diremos que ≤p es un orden parcial en ∆ si para cualesquiera FX , FY y FZ ∈
∆ se cumplen las siguientes propiedades:
1. Transitiva.
Si FX ≤p FY y FY ≤p FZ , entonces FX ≤p FZ .
2. Reflexiva.
FX ≤p FX .
3. Antisime´trica.
Si FX ≤p FY y FY ≤p FX , entonces FX = FY .
Remarcar que la misma definicio´n se puede obtener tambie´n a partir del conjunto
de funciones de distribucio´n desacumulativas -ver (3.3)-.
En un orden parcial es posible que un par de funciones de distribucio´n no
puedan compararse (ni por tanto tampoco el riesgo que estas funciones tienen
asociado).
Como hemos dicho nos ocuparemos u´nicamente de o´rdenes parciales. Nor-
malmente escribiremos estos o´rdenes en funcio´n de v.a., aunque debemos tener
siempre presente que el orden se define sobre las funciones de distribucio´n aso-
ciadas a los riesgos.
Definicio´n 3.3
Un orden total es un orden parcial con la propiedad adicional de que todas
las funciones de distribucio´n son comparables, es decir, para cualquier par de
funciones de distribucio´n FX y FY : FX ≤p FY o bien FY ≤p FX , o ambas
relaciones son ciertas.
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3.4 Dominancia estoca´stica
En este apartado queremos definir la dominancia estoca´stica que, como veremos
posteriormente, es la relacio´n de orden comu´n de todos los decisores con funcio´n
de utilidad/funcio´n de distorsio´n no decreciente. Comprobaremos tambie´n algu-
nas conocidas propiedades de esta relacio´n de orden. E´stas se pueden encontrar,
por ejemplo, en Kaas, van Heerwaarden & Goovaerts (1994).
Definicio´n 3.4
Sean X e Y dos riesgos cualesquiera. Diremos que el riesgo Y domina es-
toca´sticamente a X, X ≤st Y, si se cumple una cualquiera de las dos siguientes
relaciones equivalentes:
SX (x) ≤ SY (x) , ∀x ≥ 0,
FX (x) ≥ FY (x) , ∀x ≥ 0.
(3.11)
Obviamente, si los riesgos son tales que X ≤ Y con probabilidad 1, entonces
X ≤st Y.
Supongamos que un riesgo Y domina estoca´sticamente a un riesgo X. ¿Que´
sucede si convolucionamos1 a cada uno de estos riesgos con un tercer riesgo
cualquiera Z independiente de X e Y ? En el siguiente teorema se demuestra
que se mantiene la relacio´n de orden.
Teorema 3.5
Sean X,Y, Z tres riesgos, tales que Z es independiente de X e Y . Entonces
X ≤st Y ⇒ X + Z ≤st Y + Z. (3.12)
Demostracio´n
Para todo x ≥ 0,
SX+Z (x) =
∫ ∞
0
Pr (X + Z > x / Z = z) Pr (Z = z) dz
=
∫ ∞
0
Pr (X > x− z) dFZ (z) =
∫ ∞
0
SX (x− z) dFZ (z)
≤
∫ ∞
0
SY (x− z) dFZ (z) = · · · = SY+Z (x)
2
1Se denomina convolucio´n a la distribucio´n de probabilidad que resulta para la suma de
un conjunto de v.a. independientes.
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En el mismo sentido, en el siguiente teorema se demuestra el mantenimiento
de la relacio´n de dominancia estoca´stica de dos conjuntos de riesgos indepen-
dientes si convolucionamos sus respectivos componentes.
Teorema 3.6
Sean X1, · · ·, Xn e Y1, · · ·, Yn dos secuencias de riesgos independientes (inde-
pendencia entre todos los riesgos) tales que para todo i = 1, · · ·, n, se cumple
Xi ≤st Yi, entonces
n∑
i=1
Xi ≤st
n∑
i=1
Yi. (3.13)
Demostracio´n
Realizaremos esta demostracio´n por induccio´n. Obviamente la relacio´n es cierta
para k = 1.
Supongamos que se cumple para k = n− 1, es decir:
Xi ≤st Yi ∀i = 1, 2, · · ·, n− 1⇒
n−1∑
i=1
Xi ≤st
n−1∑
i=1
Yi
Aplicando (3.12) a esta relacio´n resulta
(X1 + · · ·+ Xn−1) +Xn ≤st (Y1 + · · ·+ Yn−1) +Xn.
Si tenemos en cuenta ahora que Xn ≤st Yn y volvemos a aplicar (3.12), resulta
(Y1 + · · ·+ Yn−1) +Xn ≤st (Y1 + · · ·+ Yn−1) + Yn,
relacio´n que junto con la anterior completa la demostracio´n por induccio´n.
2
3.5 Orden stop-loss
Utilizando la dominancia estoca´stica es imposible comparar dos riesgos cuyas
respectivas funciones de distribucio´n se crucen. Por ello, en este apartado in-
troducimos una relacio´n de orden ma´s de´bil, explotando el hecho de que los
decisores de las compan˜´ıas de seguros, en general, no tienen una funcio´n de
utilidad/distorsio´n u´nicamente no decreciente, sino que adema´s e´sta es co´ncava.
As´ı, combinar estas dos propiedades debe ser de intere´s para cualquier actua-
rio y, como veremos, de esta combinacio´n resulta una relacio´n de orden parcial
equivalente a la ordenacio´n stop-loss que definimos a continuacio´n y en la que
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se basan muchas de las aplicaciones actuariales y la mayor´ıa de conclusiones
obtenidas en este trabajo.
En primer lugar necesitamos definir la prima stop-loss neta de un riesgo en
la que se basa la ordenacio´n stop-loss.
Definicio´n 3.7
Para un riesgo X cualquiera y para cualquier real d ≥ 0, sea (X − d)+ =
max (0, X − d) . La prima stop-loss neta del riesgo X con retencio´n d,
E (X − d)+ , es
E (X − d)+ =
∫ ∞
d
SX (x) dx. (3.14)
Definicio´n 3.8
Sean X e Y dos riesgos cualesquiera. Diremos que X precede a Y en orden
stop-loss, X ≤sl Y, si para cualquier retencio´n d ≥ 0, la prima stop-loss neta de
X es menor a la correspondiente a Y, es decir,
E (X − d)+ ≤ E (Y − d)+ , ∀d ≥ 0. (3.15)
Como hemos mencionado el orden stop-loss es un orden ma´s de´bil que el que
resulta a partir de la dominancia estoca´stica entre dos riesgos. Vea´moslo en el
siguiente teorema.
Teorema 3.9
Sean X e Y dos riesgos tales que X ≤st Y, entonces X ≤sl Y.
Demostracio´n
X ≤st Y ⇒ SX (x) ≤ SY (x) , ∀x ≥ 0.
E (X − d)+ =
∫ ∞
d
SX (x) dx ≤
∫ ∞
d
SY (x) dx = E (Y − d)+
2
Como veremos en el siguiente teorema, al igual que suced´ıa con la domi-
nancia estoca´stica, el orden stop-loss entre dos riesgos se mantiene si e´stos se
convolucionan con un tercer riesgo independiente.
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Teorema 3.10
Sean X,Y, Z tres riesgos, tales que Z es independiente de X e Y . Entonces
X ≤sl Y ⇒ X + Z ≤sl Y + Z. (3.16)
Demostracio´n
E (X + Z − d)+ = E
[
E
(
(X + Z − d)+ / Z = z
)]
=
∫ ∞
0
E
[
(X + Z − d)+ / Z = z
]
dFZ (z)
=
∫ ∞
0
E
[
(X − (d− z))+
]
dFZ (z)
≤
∫ ∞
0
E
[
(Y − (d− z))+
]
dFZ (z)
= · · · = E (Y + Z − d)+
2
Igualmente, la ordenacio´n stop-loss entre dos conjuntos de riesgos indepen-
dientes se mantiene bajo la convolucio´n de los mismos.
Teorema 3.11
Sean X1, · · ·, Xn e Y1, · · ·, Yn dos secuencias de riesgos independientes (inde-
pendencia entre todos los riesgos), tales que para todo i = 1, · · ·, n, se cumple
Xi ≤sl Yi, entonces:
n∑
i=1
Xi ≤sl
n∑
i=1
Yi (3.17)
Demostracio´n
Similar a la del teorema 3.6 utilizando el teorema 3.10 dos veces.
2
Introducimos, por u´ltimo, una condicio´n suficiente para el orden stop-loss
entre dos riesgos. Siguiendo la nomenclatura de Kaas, van Heerwaarden &
Goovaerts (1994), llamaremos a esta relacio´n orden de peligrosidad entre dos
riesgos.
Definicio´n 3.12
Sean X e Y dos riesgos cualesquiera. Diremos que Y es mayor en orden de
peligrosidad que X, X ≤D Y, si
E (X) ≤ E (Y ) (3.18)
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y existe un real c ≥ 0, tal que
SX (x) ≥ SY (x) ∀x < c
SX (x) ≤ SY (x) ∀x ≥ c.
(3.19)
o equivalentemente
FX (x) ≤ FY (x) ∀x < c
FX (x) ≥ FY (x) ∀x ≥ c.
(3.20)
En el siguiente teorema se demuestra que si las funciones de distribucio´n
de dos riesgos se cruzan una sola vez, la desacumulativa con cola ma´s gruesa
corresponde al riesgo con mayor prima stop-loss neta.
Teorema 3.13
Sean X e Y dos riesgos tales que X ≤D Y, entonces X ≤sl Y.
Demostracio´n
En primer lugar consideremos el caso en que d ≥ c, tenemos
E (X − d)+ =
∫ ∞
d
SX (x) dx ≤
∫ ∞
d
SY (x) dx = E (Y − d)+ .
Cuando d < c :
E (X − d)+ =
∫ ∞
d
SX (x) dx =
∫ ∞
0
SX (x) dx−
∫ d
0
SX (x) dx
= E (X)−
∫ d
0
SX (x) dx ≤ E (Y )−
∫ d
0
SY (x) dx = E (Y − d)+ .
2
El orden de peligrosidad entre dos riesgos es una de las herramientas ma´s
u´tiles a la hora de descubrir la existencia de orden stop-loss entre los mismos.
Como hemos visto el orden de peligrosidad es ma´s fuerte que el orden stop-loss,
aunque a diferencia de e´ste u´ltimo, el orden de peligrosidad no es un orden
parcial puesto que no es transitivo. Si Z es ma´s peligroso que Y y a su vez Y
es ma´s peligroso que X es posible que las funciones de distribucio´n de X y Z se
crucen ma´s de una vez.
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3.6 Ordenacio´n univariante y eleccio´n bajo in-
certidumbre
3.6.1 Ordenacio´n univariante bajo la teor´ıa de la utilidad
3.6.1.1 Dominancia estoca´stica
En este apartado veremos que la dominancia estoca´stica es la relacio´n de orden
que describe las preferencias comunes de un gran conjunto de decisores del mer-
cado. Concretamente, la de todos aquellos cuyas decisiones se pueden modelizar
dentro de la teor´ıa de la utilidad a partir de una funcio´n de utilidad de la riqueza
no decreciente.
Teorema 3.14
Un riesgo Y domina estoca´sticamente a un riesgo X, X ≤st Y , si, y so´lo
si, X es preferido a Y por cualquier decisor cuya funcio´n de utilidad sea no
decreciente.
Demostracio´n
De (2.7), tenemos que el teorema quedara´ demostrado si, para cualquier funcio´n
de utilidad no decreciente u, se cumple
X ≤st Y ⇔ E (u (−X)) ≥ E (u (−Y ))
Para una funcio´n no decreciente u (x), definimos w (x) = −u (−x) . La funcio´n
w tambie´n resulta ser no decreciente. As´ı para demostrar el teorema basta
demostrar
X ≤st Y ⇔ E [w (X)] ≤ E [w (Y )]
siendo w una funcio´n no decreciente.
⇒) Si existe dominancia estoca´stica de Y sobre X, por la definicio´n dada en
(3.11), la relacio´n
Pr (X > x) ≤ Pr (Y > x) ,
se cumple para todo x ≥ 0 y por esta relacio´n de dominancia estoca´stica se
cumplira´ tambie´n
Pr (X ≥ x) ≤ Pr (Y ≥ x) , ∀x ≥ 0.
Observemos ahora que
E [w (X)] =
∫ ∞
0
Pr [w (X) > y] dy
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con lo cual, E [w (X)] ≤ E [w (Y )] quedara´ demostrado si
Pr [w (X) > y] ≤ Pr [w (Y ) > y] , ∀ y ≥ 0.
Dado que w es una funcio´n no decreciente, tenemos
w (x) > y ⇔ x ∈ A,
siendo A un conjunto del tipo [d , ∞[ o bien ]d , ∞[ , d ≥ 0.
As´ı
Pr [w (X) > y] = Pr [X ∈ A] = Pr (X ≥ d)
≤ Pr (Y ≥ d) = Pr [Y ∈ A] = Pr [w (Y ) > y] .
⇐) Partimos del cumplimiento de la relacio´n
E (w (X)) ≤ E (w (Y ))
para cualquier funcio´n w no decreciente.
Observemos ahora que
SX (x) = Pr (X > x) = E
[
I(x ,∞) (X)
]
siendo IA (x) = 1 si x ∈ A o 0 en cualquier otro caso. I(x ,∞) (z) es una funcio´n
no decreciente de z. As´ı, eligiendo w (x) = I(x ,∞) (x) , resulta
SX (x) = E
[
I(x ,∞) (X)
] ≤ E [I(x ,∞) (Y )] = SY (x) .
2
3.6.1.2 Orden stop-loss
En este apartado presentamos la equivalencia entre la ordenacio´n stop-loss de
un par de riesgos y la que resulta de un decisor cualquiera adverso al riesgo
bajo la teor´ıa de la utilidad, es decir, un decisor con funcio´n de utilidad no
decreciente y co´ncava. As´ı la ordenacio´n stop-loss, como hemos visto aplicable
a un mayor nu´mero de casos que la dominancia estoca´stica y sencilla de verificar
a partir de la relacio´n de orden de peligrosidad, se convierte en una herramienta
fundamental para el desarrollo de esta tesis puesto que nos permitira´ comprobar
cuando se esta´ infravalorando/sobrevalorando el riesgo asumido en la cartera.
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Teorema 3.15
Un riesgo X precede a un riesgo Y en orden stop-loss, X ≤sl Y, si, y so´lo si, el
riesgo X es preferido al riesgo Y por cualquier decisor adverso al riesgo.
Demostracio´n
De (2.10), tenemos que el teorema quedara´ demostrado si para cualquier funcio´n
de utilidad no decreciente y co´ncava u se cumple
X ≤sl Y ⇔ E (u (−X)) ≥ E (u (−Y )) .
Para cualquier funcio´n no decreciente y co´ncava u (x) definimos w (x) = −u (−x) .
La funcio´n w tambie´n es no decreciente pero resulta convexa. Para demostrar
el teorema basta probar la relacio´n
X ≤sl Y ⇔ E [w (X)] ≤ E [w (Y )]
para cualquier funcio´n w no decreciente y convexa.
⇒) En primer lugar supongamos que w (x) es una funcio´n no decreciente convexa
a partes lineales siendo 0 = x1 < x2 < · · · < xn los puntos de “rotura”. Sea
αi la derivada de w en el intervalo (xi, xi+1) . Por ser w convexa sabemos que
αi es una funcio´n creciente respecto a i. Es fa´cil comprobar que w (x) puede
expresarse como
w (x) = w (0) +
n∑
m=1
pm (x− xm)+ siendo pm = αm − αm−1 ≥ 0
m = 1, 2, · · ·, n, α0 = 0
Para x = X resulta
w (X) = w (0) +
n∑
m=1
pm (X − xm)+ .
Tomando esperanza matema´tica a ambos lados
E [w (X)] = w (0) +
n∑
m=1
pmE (X − xm)+
≤ w (0) +
n∑
m=1
pmE (Y − xm)+ = E [w (Y )]
Cualquier funcio´n no decreciente convexa w (x) puede ser aproximada por una
funcio´n a partes lineales del tipo anterior, sobre la cual haciendo lim
n→∞ encon-
tramos el resultado deseado.
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⇐) Esta demostracio´n es inmediata considerando la funcio´n no decreciente
convexa w (x) = (X − d)+ .
2
De este teorema se deduce inmediatamente el siguiente corolario.
Corolario 3.16
Sean X e Y dos riesgos cualesquiera, si X ≤sl Y, se cumple
E (X α) ≤ E (Y α) , ∀α ≥ 1.
Demostracio´n
La demostracio´n es inmediata ya que para cualquier α ≥ 1 , f (x) = xα es una
funcio´n convexa ∀x ≥ 0.
2
3.6.2 Ordenacio´n univariante bajo la teor´ıa dual
En este apartado realizaremos un desarrollo paralelo al del apartado anterior
aunque en este caso queremos trabajar bajo el marco de la teor´ıa dual. Como
veremos los resultados aqu´ı obtenidos son ana´logos a los que se derivan bajo el
marco de la teor´ıa de la utilidad. As´ı, la dominancia estoca´stica resultara´ equi-
valente a la ordenacio´n establecida entre dos riesgos por un decisor cualquiera
mientras que la ordenacio´n stop-loss sera´ la que sigan el conjunto de decisores
adversos al riesgo. Estamos hablando de modelizar las decisiones bajo el marco
de la teor´ıa dual y por tanto hablaremos en este apartado de riesgos valorados
a partir de funciones de distorsio´n.
3.6.2.1 Dominancia estoca´stica
Hemos visto anteriormente que la relacio´n de dominancia estoca´stica es equi-
valente a la ordenacio´n que realiza en el marco de la teor´ıa de la utilidad
cualquier decisor con funcio´n de utilidad no decreciente. Como veremos, en
el marco de la teor´ıa dual, la dominancia estoca´stica resulta equivalente a la
ordenacio´n establecida por cualquier decisor bajo una funcio´n de distorsio´n
cualquiera. Para llegar a este resultado necesitaremos del siguiente lema.
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Lema 3.17
Para un cierto p arbitrario pero fijado en el intervalo [0, 1), sea la funcio´n de
distorsio´n g (x) = I (x > p) , siendo I la funcio´n indicadora. En este caso el
equivalente cierto de cualquier riesgo X viene dado por
Hg (X) = S−1X (p) . (3.21)
Demostracio´n
Para cualquier x ≥ 0 tenemos que SX (x) ≤ p ⇔ S−1X (p) ≤ x -ver (3.7)- , con
lo que se cumple
g(SX(x)) = I (SX (x) > p) =
{
1 x < S−1X (p),
0 x ≥ S−1X (p),
de donde resulta el equivalente cierto,
Hg (X) =
∫ ∞
0
g [SX (x)] dx =
∫ S−1
X
(p)
0
dx = S−1X (p).
2
En el siguiente teorema presentamos la equivalencia entre la dominancia
estoca´stica y la ordenacio´n que bajo la teor´ıa dual realiza un decisor cualquiera
con funcio´n de distorsio´n g. Recordemos el resultado obtenido en (2.15), el cual
nos indica que este decisor preferira´ un riesgo X sobre un riesgo Y si, y so´lo si,
Hg (X) ≤ Hg (Y ) .
Teorema 3.18
Para dos riesgos X, Y cualesquiera las condiciones siguientes son equivalentes:
1. X ≤st Y
2. Para toda funcio´n de distorsio´n g, Hg (X) ≤ Hg (Y ) .
3. Para cualquier p ∈ [0, 1] , S−1X (p) ≤ S−1Y (p) .
Demostracio´n
(1)⇒ (2) :
Si X ≤st Y para cualquier x ≥ 0, SX (x) ≤ SY (x) y al ser cualquier funcio´n
de distorsio´n no decreciente por definicio´n, tenemos
Hg (X) =
∫ ∞
0
g (SX (x)) dx ≤
∫ ∞
0
g (SY (x)) dx = Hg (Y ) .
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(2)⇒ (3) :
Para p = 1, tenemos S−1X (1) = S
−1
Y (1) = 0, con lo que se cumple la relacio´n.
Sean p y x dos reales arbitrarios pero fijados cumpliendo p ∈ [0, 1), x ≥ 0 y
consideremos la funcio´n de distorsio´n g (x) = I (x > p) . En este caso sabemos
de (3.21) que los equivalentes ciertos vienen dados por
Hg (X) = S−1X (p) ,
Hg (Y ) = S−1Y (p) .
As´ı,
Hg (X) ≤ Hg (Y )⇒ S−1X (p) ≤ S−1Y (p) .
(3)⇒ (1) :
Para un real x ≥ 0 dado, sea p = SY (x) . Observemos que p ∈ [0, 1] y se cumple
la relacio´n S−1Y (p) ≤ x. Por ser la funcio´n desacumulativa de probabilidad SX
no creciente,
SX (x) ≤ SX
(
S−1Y (p)
) ≤ SX (S−1X (p)) ≤ p = SY (x) .
Repitiendo esta demostracio´n para cualquier x ≥ 0 encontramos el resultado
buscado.
2
3.6.2.2 Orden stop-loss
En este apartado veremos que para un par de riesgos cualesquiera, si uno
precede al otro en orden stop-loss, entonces en el marco de la teor´ıa dual de
Yaari podemos afirmar que el primero es preferido al segundo por todo el con-
junto de decisores adversos al riesgo, es decir, decisores cuya funcio´n de dis-
torsio´n g es co´ncava. La demostracio´n de esta propiedad aparece por primera
vez en Wang (1996a) aunque desafortunadamente e´sta contiene un error, ver
Hu¨rlimann (1998). Dhaene, Wang, Young & Goovaerts (1997) llegan a una de-
mostracio´n general de este resultado que presentaremos en este apartado. Sin
embargo, tal y como los mismos autores sen˜alan caben otras demostraciones
menos complejas para situaciones menos generales pero totalmente aplicables a
la mayor´ıa de casos reales. En este sentido, en primer lugar, queremos presen-
tar una sencilla demostracio´n de este resultado recogida en Ribas, Goovaerts
& Dhaene (1998). E´sta so´lo es aplicable cuando las respectivas funciones de
distribucio´n de los dos riesgos cruzan un nu´mero finito de veces, aunque cabe
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remarcar que es dif´ıcil encontrar alguna situacio´n real en la que esta circunstan-
cia no se cumpla.
Recordemos antes de empezar con las demostraciones que cualquier funcio´n
de distorsio´n co´ncava es necesariamente continua en el intervalo (0, 1] y que
por conveniencia hemos asumido en el cap´ıtulo anterior que la continuidad se
mantiene en 0.
Teorema 3.19
Sean X e Y dos riesgos para los cua´les SX − SY tiene un nu´mero finito de
cambios de signo. Si X ≤sl Y, entonces para cualquier funcio´n de distorsio´n g
co´ncava en todo su dominio, Hg (X) ≤ Hg (Y ) .
Demostracio´n
Si SX − SY no tiene cambios de signo, por ser X ≤sl Y se tiene que cumplir
SX (x) ≤ SY (x) , ∀x ≥ 0, de donde inmediatamente se sigue que Hg (X) ≤
Hg (Y ) .
Consideremos ahora el caso en que SX y SY tienen como mı´nimo un punto
de corte. Para n ≥ 1, sean c1, · · ·, cn los diferentes puntos de corte. Sin pe´rdida
de generalidad asumimos que 0 = c0 < c1 < · · · < cn.
Por ser g una funcio´n de distorsio´n co´ncava en todo su dominio, es decir, en
el intervalo [0, 1] tenemos que para cada y en este intervalo existen dos reales
ay, by y una recta l (x) = ayx + by, tales que l (y) = g (y) y l (x) ≥ g (x) para
todo x en [0, 1] . Como l (y) = g (y) encontramos que l (x) = ay (x− y) + g (y) .
As´ı l (x) ≥ g (x) tambie´n puede expresarse como
g (x)− g (y) ≤ ay (x− y) para todo x, y en [0, 1] .
Adema´s, por ser g no decreciente y co´ncava, ay es una funcio´n no negativa y no
creciente en y.
Sustituyendo x e y por SX (x) y SY (x) en la anterior inecuacio´n tenemos
g (SX (x))− g (SY (x)) ≤ aSY (x) (SX (x)− SY (x)) ∀x ≥ 0.
Remarcar que aSY (x) es una funcio´n no decreciente en x.
Por ser X ≤sl Y , para todo x ≥ cn se tiene que cumplir SX(x) ≤ SY (x). As´ı,∫ ∞
cn
[g (SX(x))− g (SY (x))] dx ≤
∫ ∞
cn
aSY (x) [SX(x)− SY (x)] dx
≤ aSY (cn)
∫ ∞
cn
[SX(x)− SY (x)] dx ≤ 0.
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Si x pertenece al intervalo [cn−1, cn] se cumplira´ SX(x) ≥ SY (x) con lo cual,∫ ∞
cn−1
[g (SX(x))− g (SY (x))] dx ≤
∫ cn
cn−1
aSY (x) [SX(x)− SY (x)] dx
+
∫ ∞
cn
aSY (x) [SX(x)− SY (x)] dx ≤ aSY (cn)
∫ cn
cn−1
[SX(x)− SY (x)] dx
+aSY (cn)
∫ ∞
cn
[SX(x)− SY (x)] dx = aSY (cn)
∫ ∞
cn−1
[SX(x)− SY (x)] dx
≤ aSY (cn−1)
∫ ∞
cn−1
[SX(x)− SY (x)] dx ≤ 0.
Siguiendo el mismo procedimiento tenemos que para j = 0, 1, · · · , n se cumple,∫ ∞
cn−j
[g (SX(x))− g (SY (x))] dx ≤ ··· ≤ aSY (cn−j)
∫ ∞
cn−j
[SX(x)− SY (x)] dx ≤ 0.
Haciendo j = n llegamos al resultado buscado.
2
Pasemos ahora a la demostracio´n del caso general. Previamente necesitamos
recoger el resultado presentado en el siguiente lema.
Lema 3.20
Para un cierto p arbitrario pero fijado en el intervalo (0, 1], sea la funcio´n de
distorsio´n g (x) = min (x/p, 1). En este caso, el equivalente cierto de cualquier
riesgo X viene dado por
Hg (X) = S−1X (p) +
1
p
∫ ∞
S−1
X
(p)
SX (x) dx. (3.22)
Demostracio´n
g(SX(x)) = min (SX (x) /p, 1) =
{
1 x < S−1X (p),
SX(x)/p x ≥ S−1X (p),
de donde obtenemos el equivalente cierto,
Hg(X) =
∫ ∞
0
g(SX(x)dx =
∫ S−1
X
(p)
0
dx+
∫ ∞
S−1
X
(p)
SX(x)/p dx
= S−1X (p) +
1
p
∫ ∞
S−1
X
(p)
SX(x)dx.
2
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Teorema 3.21
Para dos riesgos X e Y cualesquiera las condiciones siguientes son equivalentes:
1. X ≤sl Y.
2. Para toda funcio´n de distorsio´n g del tipo
g (x) = min (x/p, 1) p ∈ (0, 1] ,
se cumple Hg (X) ≤ Hg (Y ) .
3. Para toda funcio´n de distorsio´n co´ncava g, Hg (X) ≤ Hg (Y ) .
Demostracio´n
(1)⇒ (2) :
Sea p un real arbitrario pero fijado en el intervalo (0, 1] y sea la funcio´n de
distorsio´n g definida por g (x) = min (x/p, 1) . Bajo esta funcio´n de distorsio´n
debemos demostrar que los equivalentes ciertos de los riesgos X e Y cumplen
Hg (X) ≤ Hg (Y ).
Por ser X ≤sl Y, de la definicio´n de esta relacio´n de orden tenemos que para
todo d ≥ 0, E (X − d)+ ≤ E (Y − d)+ . Eligiendo d = S−1Y (p) , tenemos:
Hg(X) =
1
p
∞∫
0
min (SX(x), p) dx =
1
p
 d∫
0
min (SX(x), p) dx
+
∞∫
d
min (SX(x), p) dx
 ≤ d+ 1
p
E (X − d)+
≤ d+ 1
p
E (Y − d)+ = {ver (3.22)} = Hg (Y ) .
(2)⇒ (3) :
Sea g una funcio´n de distorsio´n co´ncava. Bajo e´sta debemos demostrar que los
equivalentes ciertos de los riesgos X e Y cumplen Hg (X) ≤ Hg (Y ).
Si Hg (Y ) =∞ el resultado es inmediato.
Supongamos que Hg (Y ) < ∞. La funcio´n de distorsio´n g se puede aproximar
por debajo a partir de funciones de distorsio´n co´ncavas a partes lineales gn, tales
que para todo x en [0, 1] , se cumplira´:
g1 (x) ≤ g2 (x) ≤ · · · ≤ gn (x) ≤ · · · ≤ g (x) ,
lim
n→∞ gn (x) = g (x) .
58 Cap´ıtulo 3. Ordenacio´n univariante
Observemos ahora la expresio´n que resulta para una funcio´n de distorsio´n co´nca-
va a partes lineales gn. Para i = 1, · · ·, n − 1 sean ai los diferentes puntos de
“rotura” de gn, con 0 = a0 < a1 < · · · < an−1 < an = 1. Adema´s sea la
derivada de la funcio´n gn en el intervalo (ai−1, ai) igual a αi. Por ser gn co´ncava
αi resulta ser funcio´n decreciente de i y es fa´cil comprobar que para cualquier
x ∈ [0, 1] ,
gn (x) =
n∑
i=1
ai (αi − αi+1)min (x/ai, 1)
con αn+1 = 0.
As´ı tenemos que gn se puede expresar como combinacio´n lineal de funciones de
distorsio´n del tipo min (x/p, 1) con lo cual por cumplirse (2) sabemos que
Hgn (X) ≤ Hgn (Y ) ∀n.
Adema´s la aproximacio´n se esta´ haciendo por debajo por ser g co´ncava, as´ı
Hgn (Y ) ≤ Hg (Y ) <∞ ∀n.
Para cualquier x en el intervalo [0, 1] se cumplen las siguientes dos relaciones:
gn (x) ≤ gn+1 (x) ,
gn (x) ≤ 1,
con lo cual podemos aplicar el teorema de convergencia al equivalente cierto
Hgn (X), de donde resulta
lim
n→∞Hgn (X) = Hg (X) ,
lo que nos lleva a concluir que
Hg (X) ≤ Hg (Y ) .
(3)⇒ (1) :
Para un real arbitrario fijado no negativo, d, tenemos que demostrar que
E (X − d)+ ≤ E (Y − d)+ .
Si SX(d) = 0, entonces E (X − d)+ = 0, con lo que inmediatamente encon-
tramos esta relacio´n.
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Supongamos ahora que SX(d) > 0. En este caso eligiendo g(x) = min (x/p , 1)
con p = SX(d) y teniendo en cuenta que Hg(X) ≤ Hg(Y ) y SX(x) ≤ p⇔ d ≤ x,
tenemos
E (X − d)+ =
∫ ∞
d
SX (x) dx =
∫ ∞
d
min (SX (x) , p) dx
= p
∫ ∞
0
min (SX (x) /p , 1) dx−
∫ d
0
min (SX (x) , p) dx
= pHg (X)− p d ≤ pHg (Y )− pd ≤ pHg (Y )
−
∫ d
0
min (SY (x) , p) dx =
∫ ∞
d
min (SY (x) , p) dx
≤
∫ ∞
d
SY (x) dx = E (Y − d)+ ,
quedando as´ı completada la demostracio´n.
2
Antes de terminar este cap´ıtulo queremos recordar los principales resulta-
dos en e´l obtenidos ya que sera´n de gran importancia en los cap´ıtulos que
siguen. Hemos presentado dos relaciones de orden basadas en las funciones
de distribucio´n de los respectivos riesgos, consistentes con la ordenacio´n que
resulta tanto para el conjunto de decisores cuya u´nica restriccio´n a la hora de
elegir un riesgo sobre otro sea que la realizacio´n del primero le reporte una
menor disminucio´n de su riqueza como para el subconjunto de aquellos que,
adema´s, incorporan en sus decisiones una aversio´n al riesgo responsable del he-
cho que infravaloren el valor esperado de la pe´rdida que les ocasionara´ cada uno
de ellos. La dominancia estoca´stica y la ordenacio´n stop-loss son como hemos
visto relaciones de orden equivalentes a las que resultan para el primer y segundo
grupo de decisores respectivamente, va´lidas tanto bajo el marco de la teor´ıa de
la utilidad como bajo el de la teor´ıa dual de Yaari.
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Cap´ıtulo 4
Ordenacio´n bivariante
4.1 Introduccio´n
Llegados a este punto, estamos en condiciones de abordar el tema central de este
trabajo. Si asumimos la hipo´tesis de independencia entre todos los riesgos de
una cartera; ¿Estamos valorando correctamente el coste total de los siniestros
que de la misma se derivan? Los resultados de Heilmann (1986) y Kaas (1993),
indican que si estamos ante una cartera con dependencias positivas entre los
diferentes riesgos que la componen, realizar la hipo´tesis de independencia sig-
nifica estar infravalorando las correspondientes primas stop-loss. Dado que el
orden stop-loss es, como hemos visto, el orden que sigue cualquier asegurador
(decisor adverso al riesgo), podemos concluir que en presencia de dependencia
positiva, asumir la hipo´tesis de independencia entre los riesgos que componen
una cartera cualquiera, implica estar tomando decisiones sobre la misma basadas
en la creencia de que el riesgo global que de ella se deriva es menor del que real-
mente existe. Es decir, de hecho se esta´ sustituyendo el riesgo real por uno
menor, lo que sin duda constituye una estrategia peligrosa. Esta circunstancia
nos parece suficiente para centrarnos, a partir de este momento, en analizar
como las dependencias positivas que puedan existir entre algunos de los riesgos
individuales que componen una cartera afectan al riesgo total que de la misma
se deriva.
En esta cap´ıtulo consideraremos u´nicamente dos de los riesgos que compo-
nen una cartera cualquiera de seguros. Para e´stos romperemos la tradicional
hipo´tesis de mutua independencia y analizaremos la posibilidad de que presenten
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una relacio´n de dependencia de signo positivo suficiente como para incremetar su
riesgo global con respecto al caso independiente. En primer lugar, sera´ necesario
detectar la existencia de este tipo de dependencia y para ello, en el apartado
4.2, recogemos algunos conceptos estad´ısticos de dependencia bivariante posi-
tiva. Una vez identificada la forma mı´nima de dependencia que cumple con esta
propiedad, analizaremos como el riesgo que de esta pareja se deriva aumenta
a medida que aumenta el grado de dependencia entre sus componentes. Esto
nos llevara´ a comparar diferentes pares de riesgos con una caracter´ıstica comu´n:
las dos distribuciones marginales correspondientes a los riesgos que componen
cada par son ide´nticas. La hipo´tesis acerca de la igualdad de las marginales
de los riesgos individuales es crucial ya que en realidad estamos siempre con-
siderando el mismo par y u´nicamente var´ıan las hipo´tesis referidas a su relacio´n
de dependencia.
En lo que se refiere al estudio del riesgo derivado de esta pareja, habra´ que
diferenciar segu´n que provenga de una cartera formada por riesgos individuales
con distribucio´n dicoto´mica (por ejemplo, carteras de seguros de vida) o bien por
riesgos individuales con cualquier otra forma en su distribucio´n de probabilidad,
riesgos con distribucio´n arbitraria en lo que sigue. En el apartado 4.3 trataremos
el primer tipo de riesgos. En base al trabajo de Dhaene & Goovaerts (1997),
consideraremos el caso particular de una pareja de riesgos dicoto´micos, es decir,
con distribuciones marginales de probabilidad definidas en dos puntos: cada
riesgo puede dar lugar a un u´nico siniestro y en caso de que e´ste se produzca la
cuant´ıa del mismo es fija. Como veremos, en este caso, el orden de covarianzas
bastara´ para ordenar el riesgo que del par se deriva. As´ı, a medida que aumente
la covarianza entre estos dos riesgos, aumentara´ su riesgo conjunto.
En el apartado 4.4 pasaremos a considerar una pareja de riesgos cuyas res-
pectivas distribuciones individuales puedan venir definidas por cualquier tipo
de distribucio´n de probabilidad. En base al trabajo de Dhaene & Goovaerts
(1996), analizaremos la posibilidad de que exista dependencia positiva entre los
dos riesgos que la componen. El desarrollo sera´ paralelo al del apartado 4.3.
En este caso, veremos que el orden de covarianzas no nos sirve para ordenar
los diferentes pares de riesgos que resulten bajo las distintas hipo´tesis de de-
pendencia establecidas. As´ı, sera´ necesario buscar alguna medida estad´ıstica
alternativa que permita comparar el riesgo global que de estos dos riesgos se
deriva en funcio´n del grado de dependencia asumido entre los mismos. E´sta la
encontraremos en el orden de correlacio´n, definido por primera vez por Barlow
& Proschan (1975).
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4.2 Algunos conceptos de dependencia bivariante
positiva
Dentro de este apartado recogemos, en primer lugar, algunos conceptos es-
tad´ısticos de dependencia positiva entre dos v.a. para, a continuacio´n, analizar
las relaciones que existen entre los mismos. E´stos son va´lidos para dos v.a.
cualesquiera aunque nosotros nos restringiremos al caso que nos interesa, dos
riesgos cualesquiera de los definidos en el apartado 3.2 del cap´ıtulo anterior.
Llamaremos a e´stos X1 y X2 siendo sus funciones de densidad de probabilidad
fX1 , fX2 y sus respectivas funciones de distribucio´n acumulativas y desacumu-
lativas FX1 , FX2 y SX1 , SX2 -ver (3.1), (3.2) y (3.3)-. La funcio´n de densidad de
probabilidad bivariante de la pareja (X1, X2) , fX1,X2 , es
fX1,X2 (x1, x2) = Pr (X1 = x1, X2 = x2) , ∀ x1, x2 ≥ 0. (4.1)
La funcio´n de distribucio´n bivariante acumulativa de (X1, X2) , FX1,X2 , sera´
FX1,X2 (x1, x2) = Pr (X1 ≤ x1, X2 ≤ x2) , ∀x1, x2 ≥ 0, (4.2)
siendo la desacumulativa correspondiente, SX1,X2 , la que se obtiene de
SX1,X2 (x1, x2) = Pr (X1 > x1, X2 > x2) , ∀x1, x2 ≥ 0. (4.3)
Observemos que en el caso en que los riesgos X1 y X2 son independientes
(4.1), (4.2) y (4.3) se reducen al producto de las respectivas funciones marginales,
es decir, para cualesquiera x1, x2 ≥ 0 se cumple
fX1,X2 (x1, x2) = fX1 (x1) fX2 (x2) ,
FX1,X2 (x1, x2) = FX1 (x1)FX2 (x2) ,
SX1,X2 (x1, x2) = SX1 (x1)SX2 (x2) .
Veamos a continuacio´n algunas de las caracter´ısticas de estas funciones
de distribucio´n bivariantes bajo ciertas medidas estad´ısticas de dependencia
positiva.
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4.2.1 Dependencia cuadra´tica positiva
Definicio´n 4.1
Sean X1 y X2 dos riesgos cualesquiera. Diremos que X1 y X2 presentan depen-
dencia cuadra´tica positiva, PQD (X1, X2) , si para cualesquiera x1, x2 ≥ 0, se
cumple
FX1,X2 (x1, x2) ≥ FX1 (x1)FX2 (x2) . (4.4)
Observemos que esta inecuacio´n indica que la distribucio´n bivariante de
(X1, X2) esta´ siempre por encima de la que les corresponder´ıa a estos mismos
riesgos en caso de que fueran independientes. As´ı, PQD (X1, X2) es equivalente
a decir que X1 y X2 esta´n ma´s positivamente correlacionados que en el caso en
que son independientes.
Remarcar que la inecuacio´n anterior no es la u´nica que caracteriza la exis-
tencia de dependencia cuadra´tica positiva. Demostraremos a continuacio´n que
para cualesquiera x1, x2 ≥ 0, la relacio´n en (4.4) es equivalente a cada una de
las siguientes tres,
Pr (X1 ≤ x1, X2 > x2) ≤ Pr (X1 ≤ x1) Pr (X2 > x2) . (4.5)
Pr (X1 > x1, X2 ≤ x2) ≤ Pr (X1 > x1) Pr (X2 ≤ x2) . (4.6)
Pr (X1 > x1, X2 > x2) ≥ Pr (X1 > x1) Pr (X2 > x2) . (4.7)
En efecto, observemos que se cumplen las siguientes relaciones:
(4.4)⇒(4.5):
Si para cualesquiera x1, x2 ≥ 0, se cumple (4.4), entonces
Pr (X1 ≤ x1, X2 > x2) = Pr (X1 ≤ x1)− Pr (X1 ≤ x1, X2 ≤ x2)
≤ Pr (X1 ≤ x1)− Pr (X1 ≤ x1) Pr (X2 ≤ x2)
= Pr (X1 ≤ x1) Pr (X2 > x2) .
(4.5)⇒(4.6):
Si para cualesquiera x1, x2 ≥ 0, se cumple (4.5), entonces
Pr (X1 > x1, X2 ≤ x2) = Pr (X2 ≤ x2)− Pr (X1 ≤ x1, X2 ≤ x2)
= Pr (X2 ≤ x2)− Pr (X1 ≤ x1) + Pr (X1 ≤ x1, X2 > x2)
≤ Pr (X2 ≤ x2)− Pr (X1 ≤ x1) + Pr (X1 ≤ x1) Pr (X2 > x2)
= Pr (X2 ≤ x2)− Pr (X1 ≤ x1) (1− Pr (X2 > x2))
= Pr (X2 ≤ x2) (1− Pr (X1 ≤ x1)) = Pr (X2 ≤ x2) Pr (X1 > x1) .
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(4.6)⇒(4.4):
Si para cualesquiera x1, x2 ≥ 0, se cumple (4.6), entonces
Pr (X1 > x1, X2 > x2) = Pr (X1 > x1)− Pr (X1 > x1, X2 ≤ x2)
≥ Pr (X1 > x1)− Pr (X1 > x1) Pr (X2 ≤ x2) = Pr (X1 > x1) Pr (X2 > x2) .
(4.7)⇒(4.4):
Si para cualesquiera x1, x2 ≥ 0, se cumple (4.7), entonces
Pr (X1 ≤ x1, X2 ≤ x2) = Pr (X1 ≤ x1)− Pr (X1 ≤ x1, X2 > x2)
= Pr (X1 ≤ x1)− Pr (X2 > x2) + Pr (X1 > x1, X2 > x2)
≥ Pr (X1 ≤ x1)− Pr (X2 > x2) + Pr (X1 > x1) Pr (X2 > x2)
= Pr (X1 ≤ x1)− Pr (X2 > x2) (1− Pr (X1 > x1))
= Pr (X1 ≤ x1) (1− Pr (X2 > x2)) = Pr (X1 ≤ x1) Pr (X2 ≤ x2) .
As´ı, podemos investigar si existe dependencia cuadra´tica positiva entre dos
riesgos a partir de (4.4), (4.5), (4.6) o´ (4.7).
Se demuestra, a continuacio´n, que la dependencia cuadra´tica positiva entre
dos riesgos implica positividad de su covarianza. Este resultado se deduce de la
expresio´n de la covarianza dada en el siguiente lema.
Lema 4.2
Para dos riesgos cualesquiera, X1 y X2, se cumple
Cov (X1, X2) =
∫ ∞
0
∫ ∞
0
[FX1,X2 (u, v)− FX1 (u)FX2 (v)] du dv. (4.8)
Demostracio´n
Sean (X1, X2) y (Z1, Z2) dos pares de riesgos ide´nticamente distribuidos y con
todos los riesgos mutuamente independientes. Entonces:
E [(X1 − Z1) (X2 − Z2)] = E (X1X2)− E (X1Z2)− E (Z1X2) + E (Z1Z2)
= E (X1X2)− E (X1) E (Z2)− E (Z1) E (X2) + E (Z1Z2)
= E (X1X2)− E (X1) E (X2)− E (X1) E (X2) + E (X1X2)
= 2Cov (X1, X2) .
Sea I la funcio´n indicadora. Observemos que para dos reales cualesquiera x, z ≥
0, se cumple
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∫ ∞
0
[I (z ≤ u)− I (x ≤ u)] du =
∫ x
z
du = x− z.
Igualmente, para cualesquiera x1, x2, z1, z2 ≥ 0 se cumplira´
(x1 − z1) (x2 − z2) =
∫ ∞
0
∫ ∞
0
[I (x1 ≤ u) I (x2 ≤ v)
+I (z1 ≤ u) I (z2 ≤ v)− I (x1 ≤ u) I (z2 ≤ v)− I (z1 ≤ u) I (x2 ≤ v)] dudv.
Tomando esperanza matema´tica encontramos
E [(X1 − Z1) (X2 − Z2)] =
∫ ∞
0
∫ ∞
0
[FX1,X2 (u, v) + FZ1,Z2 (u, v)
−FX1 (u)FX2 (v)− FX1 (u)FX2 (v)] du dv
= 2
∫ ∞
0
∫ ∞
0
[FX1,X2 (u, v)− FX1 (u)FX2 (v)] du dv,
de donde se sigue inmediatamente el resultado buscado.
2
De este lema se deduce que PQD (X1, X2) implica Cov (X1, X2) ≥ 0. ¿Se
cumple la implicacio´n contraria? Con el siguiente contraejemplo veremos que,
en general, no tiene porque´ cumplirse.
Contraejemplo
Sean X1 y X2 dos riesgos con funcio´n de densidad de probabilidad de Xi
(i = 1, 2) , definida por
fi (x) = Pr (Xi = x) =
{
1/3 si x = 0, 1, 2,
0 en cualquier otro caso,
y cumpliendo
Pr (X2 = 0/X1 = 0) = 1, Pr (X2 = 1/X1 = 2) = 1, Pr (X2 = 2/X1 = 1) = 1.
De las relaciones existentes entre X1 y X2 se sigue que la funcio´n de densidad
de probabilidad bivariante de estas variables es
(x1, x2) Pr (X1 = x1, X2 = x2)
(0, 0) 1/3
(1, 2) 1/3
(2, 1) 1/3
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De donde:
Cov (X1, X2) = E (X1X2)− E (X1)E (X2) = 2 13 + 2
1
3
− 1 = 1
3
> 0.
Observemos, sin embargo, que
Pr (X1 = 2, X2 = 2) = 0 ≤ 19 = Pr (X1 = 2)Pr (X2 = 2) .
Tenemos, por tanto, que la covarianza entre estos dos riesgos es positiva y, sin
embargo, no presentan dependencia cuadra´tica positiva. Veremos ma´s adelante
que u´nicamente en el caso de riesgos con distribucio´n dicoto´mica, PQD (X1, X2)
⇔ Cov (X1, X2) ≥ 0.
4.2.2 Asociacio´n
Definicio´n 4.3
Sean X1 y X2 dos riesgos cualesquiera. Diremos que X1 y X2 son asociados,
A (X1, X2) , si
Cov (f (X1, X2) , g (X1, X2)) ≥ 0,
para cualquier par de funciones f, g : R2+ → R no decrecientes en cada uno de
sus argumentos para las cuales la covarianza exista.
Por simplicidad, hablaremos en lo que sigue de funciones no decrecientes
en R2+ y entenderemos como tales a aquellas que cumplen la condicio´n de no
decrecimiento en cada uno de sus argumentos.
Presentamos a continuacio´n algunas de las principales propiedades que cumple
la asociacio´n entre dos riesgos (para la demostracio´n de las mismas ver, por
ejemplo, Esary, Proschan & Walkup (1967)).
1. Un conjunto con un solo riesgo es asociado.
2. Funciones no decrecientes de riesgos asociados son asociadas.
Sean X1 y X2 dos riesgos asociados y sean h1, h2, · · ·, hm : R2+ → R, fun-
ciones no decrecientes cualesquiera. Entonces, h1 (X1, X2) , h2 (X1, X2) ,
· · ·, hm (X1, X2) son asociadas.
3. Si dos riesgos son independientes, entonces son asociados.
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4.2.3 Dependencia estoca´stica creciente
Definicio´n 4.4
Sean X1 y X2 dos riesgos cualesquiera. Diremos que X2 es estoca´sticamente
creciente en X1, SI (X2/X1) , si para cualesquiera x1, x2 ≥ 0,
Pr (X2 > x2/X1 = x1)
es no decreciente en el dominio de X1 respecto a x1, para todo x2.
4.2.4 Relaciones
En el siguiente teorema se presentan las diferentes relaciones existentes entre
los conceptos de dependencia bivariante positiva que acabamos de presentar.
Teorema 4.5
Para dos riesgos cualesquiera, X1 y X2, se cumplen las siguientes implicaciones:
SI (X2/X1)⇒ A (X1, X2)⇒ PQD (X1, X2)⇒ Cov (X1, X2) ≥ 0. (4.9)
Demostracio´n
SI (X2/X1)⇒ A (X1, X2) :
Consideremos la funcio´n de distribucio´n
FX2/X1=x1 (x2) = Pr (X2 ≤ x2/X1 = x1) .
Para una v.a. U cualquiera uniformemente distribuida en el intervalo [0, 1] e
independiente de X1, definimos
h (U, x1) = F−1X2/X1=x1 (U) = inf
{
x2 : FX2/X1=x1 (x2) ≥ U
}
.
Es inmediato comprobar que h (U, x1) es no decreciente en U. Adema´s por ser
X2 estoca´sticamente creciente en X1, tenemos que para 0 ≤ x1 < x′1, se cumple
FX2/X1=x1 (x2) ≥ FX2/X1=x′1 (x2) , ∀x2 ≥ 0⇒ h (U, x1) ≤ h (U, x′1) ,
resultando ser h (U, x1) no decreciente en cada uno de sus argumentos.
Adema´s para cualquier x2 ≥ 0, se cumple:
h (U, x1) = F−1X2/X1=x1 (U) ≤ x2 ⇔ FX2/X1=x1 (x2) ≥ U,
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de donde
Pr (h (U, x1) ≤ x2) = Pr
(
F−1X2/X1=x1 (U) ≤ x2
)
= Pr
(
FX2/X1=x1 (x2) ≥ U
)
= FX2/X1=x1 (x2) .
As´ı, la distribucio´n de h (U, x1) coincide con la que resulta para X2/X1 = x1.
Observemos ahora la distribucio´n bivariante de (X1, X2)
Pr (X1 ≤ x1, X2 ≤ x2) = Pr (X2 ≤ x2/X1 ≤ x1)Pr (X1 ≤ x1)
=
∫ x1
0
Pr (X2 ≤ x2/X1 = s) dFX1 (s)
Pr (X1 ≤ x1) =
∫ x1
0
Pr (h (U, s) ≤ x2) dFX1 (s)
Pr (X1 ≤ x1)
=
∫ x1
0
Pr (h (U, s) ≤ x2/X1 = s) dFX1 (s)
Pr (X1 ≤ x1) = Pr (X1 ≤ x1, h (U,X1) ≤ x2) .
As´ı
(X1, X2)
d= (X1, h (U,X1)) .
Por definicio´nX1 y U son independientes y son, por tanto, asociadas (propie-
dad 3, asociacio´n). As´ı podemos concluir que X1 y h (U,X1) son asociadas por
ser funciones no decrecientes de X1 y U (propiedad 2, asociacio´n).
A (X1, X2)⇒ PQD (X1, X2) :
Sea I la funcio´n indicadora. Para dos reales cualesquiera fijados, x1, x2 ≥ 0,
definimos
X = I (X1 > x1) Y = I (X2 > x2) .
X e Y son funciones no decrecientes de X1 y X2 y son, por tanto, asociadas
(propiedad 2, asociacio´n). Entonces para dos funciones no decrecientes cua-
lesquiera, f y g
Cov (f (X,Y ) , g (X,Y )) ≥ 0.
Elegimos
f (x, y) = x g (x, y) = y.
Entonces,
0 ≤ Cov (X,Y ) = Cov (1−X, 1− Y )
= E ((1−X) (1− Y ))− E (1−X)E (1− Y )
= Pr (X1 ≤ x1, X2 ≤ x2)− Pr (X1 ≤ x1) Pr (X2 ≤ x2) .
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PQD (X1, X2)⇒ Cov (X1, X2) ≥ 0 :
Inmediato a partir del lema 4.2.
2
Remarcar que salvo en el caso de riesgos con distribucio´n dicoto´mica, las
implicaciones anteriores son estrictas. Analizaremos, en el siguiente apartado,
el caso particular de riesgos cuyas respectivas distribuciones marginales quedan
definidas en dos puntos. Veremos que, en este caso, los conceptos de dependencia
bivariante presentados resultan ser equivalentes. Marshall & Olkin (1979) pre-
sentan contraejemplos que demuestran que en cualquier otro caso no se cumple
tal equivalencia.
Dentro de este apartado queremos, por u´ltimo, ampliar el concepto de como-
noton´ıa entre dos riesgos definido en el cap´ıtulo 2 -ver definicio´n 2.4-. Se trata de
una relacio´n particular de dependencia positiva entre dos riesgos que sera´ funda-
mental para el desarrollo de este trabajo. Iremos viendo como e´sta es la relacio´n
de dependencia ma´s “peligrosa” con que puede encontrarse el asegurador entre
los riesgos de su cartera.
4.2.5 Comonoton´ıa entre dos riesgos
Si hablamos de riesgos podemos redefinir la definicio´n de comonoton´ıa dada en
el cap´ıtulo 2 - definicio´n 2.4- como sigue.
Definicio´n 4.6
Sean X1 y X2 dos riesgos cualesquiera. Diremos que los riesgos X1 y X2 son
comono´tonos si existe un riesgo cualquiera Z y dos funciones u1 y u2 no decre-
cientes en R+, tales que
(X1, X2)
d= (u1 (Z) , u2 (Z)) , (4.10)
donde el s´ımbolo d= indica igualdad en la distribucio´n bivariante de probabilidad.
En el siguiente teorema se dan definiciones equivalentes de la comonoton´ıa
entre dos riesgos. E´stas nos facilitara´n la interpretacio´n de la relacio´n de de-
pendencia que existe en este caso.
Teorema 4.7
Sean X1 y X2 dos riesgos cualesquiera. Diremos que X1 y X2 son comono´tonos
si se cumple una cualquiera de las siguientes condiciones equivalentes:
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(1) Existe un riesgo cualquiera Z y dos funciones u1 y u2 no decrecientes en
R+, tales que
(X1, X2)
d= (u1 (Z) , u2 (Z)) .
(2) Su funcio´n de distribucio´n bivariante, FX1,X2 , cumple
FX1,X2 (x1, x2) = min {FX1 (x1) , FX2 (x2)} , ∀x1, x2 ≥ 0. (4.11)
(3) Para cualquier v.a. U uniformemente distribuida en el intervalo [0, 1], se
cumple
(X1, X2)
d=
(
F−1X1 (U) , F
−1
X2
(U)
)
. (4.12)
Demostracio´n
(1)⇒ (2) :
Supongamos que existe una v.a. Z y dos funciones u1 y u2 no decrecientes en
R+ tales que
(X1, X2)
d= (u1 (Z) , u2 (Z)) .
Entonces tenemos que
X1 ≤ x1 ⇔ u1 (Z) ≤ x1 ⇔ Z ∈ A,
X2 ≤ x2 ⇔ u2 (Z) ≤ x2 ⇔ Z ∈ B,
donde para cualesquiera reales a, b > 0, A y B son intervalos del tipo [0, a] o´
[0, a[ y [0, b] o´ [0, b[ , dado que u1 y u2 son funciones no decrecientes. Como
A ⊆ B o´ B ⊆ A, encontramos:
FX1,X2 (x1, x2) = Pr (u1 (Z) ≤ x1, u2 (Z) ≤ x2)
= Pr (Z ∈ A,Z ∈ B) = min {Pr (Z ∈ A) ,Pr (Z ∈ B)}
= min {Pr (X1 ≤ x1) ,Pr (X2 ≤ x2)} = min {FX1 (x1) , FX2 (x2)} .
(2)⇒ (3) :
Sea la funcio´n de distribucio´n de (X1, X2)
FX1,X2 (x1, x2) = min {FX1 (x1) , FX2 (x2)} ,
entonces para dos v.a. U1, U2 uniformemente distribuidas en el intervalo [0, 1] ,
tenemos:
FX1,X2 (x1, x2) = min {Pr (X1 ≤ x1) ,Pr (X2 ≤ x2)} = {ver (3.10)}
= min
{
Pr
(
F−1X1 (U1) ≤ x1
)
,Pr
(
F−1X2 (U2) ≤ x2
)}
= Pr
(
F−1X1 (U) ≤ x1 , F−1X2 (U) ≤ x2
)
,
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siendo U una v.a. uniformemente distribuida en [0, 1] . As´ı,
(X1, X2)
d=
(
F−1X1 (U) , F
−1
X2
(U)
)
.
(3)⇒ (1) :
Trivial por ser las funciones F−1X1 y F
−1
X2
funciones no decrecientes en R+.
2
Del teorema 3.1 del cap´ıtulo anterior sabemos que para dos v.a. U1, U2
uniformemente distribuidas en el intervalo [0, 1] se cumple, en general,
X1
d= F−1X1 (U1) y X2
d= F−1X2 (U2) ,
Acabamos de probar ahora, que cuando X1, X2 son comono´tonos
X1
d= F−1X1 (U) y X2
d= F−1X2 (U)
para una misma v.a. U uniformemente distribuida en [0, 1] .
Representaremos a partir de este momento por XU1 y X
U
2 a dos riesgos mu-
tuamente comono´tonos para indicar que ambos son funciones no decrecientes
de una misma v.a. U uniformemente distribuida en el intervalo [0, 1] .
En el mismo sentido, sen˜alar tambie´n que la distribucio´n bivariante co-
rrespondiente a dos riesgos comono´tonos -dada en (4.11)- coincide con la cota
superior de Fre´chet. Por ello, es frecuente encontrar referencias en la literatura
que hablan de v.a. distribuidas segu´n la cota superior de Fre´chet y no de v.a.
comono´tonas.
En el cap´ıtulo 2 hab´ıamos mencionado que la comonoton´ıa parec´ıa poder ser
interpretada como una extensio´n del concepto de correlacio´n positiva perfecta
entre dos v.a.. Observemos que si X1 y X2 presentan una correlacio´n positiva
perfecta, existen dos reales a > 0 y b tales que se cumple: X2 = aX1+b excepto,
tal vez, para valores de X1 con probabilidad 0. Si as´ı es, podemos considerar las
funciones no decrecientes
u1 (x) = x
u2 (x) = ax+ b, a > 0,
para las que se cumple
(X1, X2)
d= (u1 (X1) , u2 (X1)) ,
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de donde se sigue inmediatamente que la correlacio´n perfecta positiva entre X1
y X2 implica comonoton´ıa entre los mismos. Observemos, no obstante, que la
implicacio´n contraria no es cierta, es decir, si dos riesgos son comono´tonos no
necesariamente presentan correlacio´n perfecta positiva. En efecto, para un real
d ≥ 0 cualquiera, consideremos los siguientes dos riesgos:
X1 =
{
X si X ≤ d
d si X > d
X2 =
{
0 si X ≤ d
X − d si X > d .
Aunque ambos presentan correlacio´n positiva (si aumenta X, aumentan los dos
riesgos) X1 y X2 no esta´n perfectamente correlacionados ya que ninguno de ellos
puede escribirse en funcio´n del otro. Observemos, sin embargo, que ambos son
funciones no decrecientes de un tercer riesgo X con lo que son comono´tonos.
Podemos concluir, por tanto, que la comonoton´ıa entre dos riesgos no im-
plica, en general, correlacio´n positiva perfecta entre los mismos. U´nicamente en
determinados casos particulares esta correspondencia se cumplira´. A pesar de
ello, veremos a lo largo de este cap´ıtulo que la comonoton´ıa es la relacio´n de de-
pendencia positiva ma´xima que puede darse entre dos riesgos con distribuciones
marginales dadas.
Por la importancia de esta relacio´n de dependencia entre dos riesgos, creemos
interesante analizar algunas caracter´ısticas adicionales que cumple la distribucio´n
de probabilidad bivariante de los riesgos (X1, X2) cuando e´stos son comono´tonos.
Teorema 4.8
Para dos riesgos, X1 y X2 mutuamente comono´tonos, XU1 , X
U
2 , los estamentos
siguientes son equivalentes:
(1) FXU1 ,XU2 (x1, x2) = min {FX1 (x1) , FX2 (x2)} .
(2) Pr
(
XU1 > x1, X
U
2 ≤ x2
)
= max {SX1 (x1) + FX2 (x2)− 1, 0} .
(3) SXU1 ,XU2 (x1, x2) = min {SX1 (x1) , SX2 (x2)} .
(4) Pr
(
XU1 ≤ x1, XU2 > x2
)
= max {FX1 (x1) + SX2 (x2)− 1, 0} .
Demostracio´n
(1)⇒ (2) :
Supongamos que se cumple
FXU1 ,XU2 (x1, x2) = min {FX1 (x1) , FX2 (x2)} ,
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entonces
Pr
(
XU1 > x1, X
U
2 ≤ x2
)
= FX2 (x2)− FXU1 ,XU2 (x1, x2)
= FX2 (x2)−min {FX1 (x1) , FX2 (x2)}
(a) FX1 (x1) ≥ FX2 (x2)⇔ FX2 (x2)− FX1 (x1) ≤ 0
⇔ FX2 (x2) + SX1 (x1)− 1 ≤ 0, FX2 (x2)−min {FX1 (x1) , FX2 (x2)} = 0
(b) FX1 (x1) < FX2 (x2)⇔ FX2 (x2)− FX1 (x1) > 0
⇔ FX2 (x2) + SX1 (x1)− 1 > 0, FX2 (x2)−min {FX1 (x1) , FX2 (x2)}
= FX2 (x2)− FX1 (x1) = FX2 (x2) + SX1 (x1)− 1

= max {SX1 (x1) + FX2 (x2)− 1, 0} .
(2)⇒ (3) :
Supongamos que se cumple
Pr
(
XU1 > x1, X
U
2 ≤ x2
)
= max {SX1 (x1) + FX2 (x2)− 1, 0} ,
entonces
SXU1 ,XU2 (x1, x2) = SX1 (x1)− Pr
(
XU1 > x1, X
U
2 ≤ x2
)
= SX1 (x1)−max {SX1 (x1) + FX2 (x2)− 1, 0}
(a) FX2 (x2)− FX1 (x1) ≤ 0⇔ FX2 (x2) ≤ FX1 (x1)
⇔ SX2 (x2) ≥ SX1 (x1) , SX1 (x1)−max {FX2 (x2)− FX1 (x1) , 0}
= SX1 (x1) .
(b) FX2 (x2)− FX1 (x1) > 0⇔ FX2 (x2) > FX1 (x1)
⇔ SX2 (x2) < SX1 (x1) , SX1 (x1)−max {FX2 (x2)− FX1 (x1) , 0}
= SX1 (x1)− FX2 (x2) + FX1 (x1) = SX2 (x2)

= min {SX1 (x1) , SX2 (x2)} .
(3)⇒ (4) :
Supongamos que se cumple
SXU1 ,XU2 (x1, x2) = min {SX1 (x1) , SX2 (x2)} ,
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entonces
Pr
(
XU1 ≤ x1, XU2 > x2
)
= SX2 (x2)− SXU1 ,XU2 (x1, x2)
= SX2 (x2)−min {SX1 (x1) , SX2 (x2)}
(a) SX2 (x2) ≤ SX1 (x1)⇔ SX2 (x2)− SX1 (x1) ≤ 0
⇔ SX2 (x2) + FX1 (x1)− 1 ≤ 0, SX2 (x2)−min {SX1 (x1) ,
SX2 (x2)} = 0
(b) SX2 (x2) > SX1 (x1)⇔ SX2 (x2)− SX1 (x1) > 0
⇔ SX2 (x2) + FX1 (x1)− 1 > 0, SX2 (x2)−min {SX1 (x1) ,
SX2 (x2)} = SX2 (x2)− SX1 (x1) = SX2 (x2) + FX1 (x1)− 1

= max {FX1 (x1) + SX2 (x2)− 1, 0} .
(4)⇒ (1) :
Supongamos que se cumple
Pr
(
XU1 ≤ x1, XU2 > x2
)
= max {FX1 (x1) + SX2 (x2)− 1, 0} ,
entonces
Pr
(
XU1 ≤ x1, XU2 ≤ x2
)
= FX1 (x1)− Pr
(
XU1 ≤ x1, XU2 > x2
)
= FX1 (x1)−max {FX1 (x1) + SX2 (x2)− 1, 0}
(a) FX1 (x1)− FX2 (x2) ≤ 0⇔ FX1 (x1) ≤ FX2 (x2)
FX1 (x1)−max {FX1 (x1)− FX2 (x2) , 0} = FX1 (x1)
(b) FX1 (x1)− FX2 (x2) > 0⇔ FX1 (x1) > FX2 (x2)
FX1 (x1)−max {FX1 (x1)− FX2 (x2) , 0} = FX2 (x2)

= min {FX1 (x1) , FX2 (x2)} .
2
4.3 Parejas de riesgos con distribucio´n dicoto´mica
4.3.1 Distribucio´n bivariante
Para i = 1, 2, sean αi y pi reales arbitrarios pero fijados, cumpliendo αi > 0 y
0 < pi < 1. Sean X1 y X2 dos riesgos con funcio´n de densidad de probabilidad
de Xi (i = 1, 2) definida por
fXi (0) = Pr (Xi = 0) = pi,
fXi (αi) = Pr (Xi = αi) = qi = 1− pi.
(4.13)
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En este caso diremos que los riesgos X1 y X2 tienen una distribucio´n de proba-
bilidad dicoto´mica.
Sea R2 (p1, p2;α1, α2) la clase de todos los pares de riesgos dicoto´micos cuyas
respectivas funciones de densidad de probabilidad vienen dadas por (4.13). La
diferencia entre los diferentes pares de riesgos incluidos en esta clase, viene
marcada por sus respectivas distribuciones de probabilidad bivariantes ya que
en el caso de las marginales (las correspondientes a cada uno de los dos riesgos
que componen la pareja) son ide´nticas.
La funcio´n de densidad de probabilidad bivariante de cualesquiera (X1, X2)
∈ R2 (p1, p2;α1, α2) , u´nicamente toma valores diferentes de cero en (0, 0) , (α1,
0) , (0, α2) y (α1, α2) . Observemos que una vez conocido el valor en uno de
estos puntos, por ejemplo en (α1, α2) , fX1,X2 queda totalmente determinada
por pertenecer esta pareja a la clase R2 (p1, p2;α1, α2) . En efecto,
Pr (X1 = α1, X2 = 0) = q1 − Pr (X1 = α1, X2 = α2) ,
Pr (X1 = 0, X2 = α2) = q2 − Pr (X1 = α1, X2 = α2) ,
Pr (X1 = 0, X2 = 0) = 1− q1 − q2 + Pr (X1 = α1, X2 = α2) .
Como veremos en el siguiente lema, conocida la covarianza entre estos dos
riesgos queda determinada Pr (X1 = α1, X2 = α2) y, por tanto, su funcio´n de
densidad de probabilidad bivariante.
Lema 4.9
Para cualesquiera dos riesgos (X1, X2) ∈ R2 (p1, p2;α1, α2) ,
Cov (X1, X2) = α1α2 (Pr (X1 = α1, X2 = α2)− q1q2) . (4.14)
Demostracio´n
Por pertenecer (X1, X2) a la clase R2 (p1, p2;α1, α2) , se cumple
E (X1X2) = α1α2 Pr (X1 = α1, X2 = α2) ,
de donde se deduce inmediatamente el resultado buscado.
2
Igualmente conocida la covarianza entre dos riesgos cualesquiera incluidos
en esta clase, quedara´n determinadas sus respectivas funciones de distribucio´n
bivariantes acumulativa y desacumulativa.
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Observemos que la clase R2 (p1, p2;α1, α2) contiene todas las posibles rela-
ciones de dependencia que pueden existir entre dos riesgos con marginales dadas
por (4.13). Como hemos mencionado nuestro intere´s se centrara´ u´nicamente en
aquellos pares de riesgos cuya relacio´n de dependencia hace que el riesgo total
que de los mismos se deriva sea mayor que en el caso independiente. Antes de
llegar a la relacio´n de dependencia que cumple con esta propiedad, debemos
deducir cua´l es el riesgo total de una pareja cualquiera de las incluidas en la
clase R2 (p1, p2;α1, α2). E´ste vendra´ dado por la v.a. suma cuya distribucio´n
presentamos en el siguiente apartado.
4.3.2 Distribucio´n de la suma
Para un par de riesgos cualesquiera incluidos en la clase R2 (p1, p2;α1, α2) se
obtiene, en el siguiente lema, una expresio´n de la funcio´n de distribucio´n que
resulta para su suma. Esta v.a. suma representa el coste total de los siniestros
que de esta pareja se deriva y, por tanto, refleja el riesgo global de la misma.
U´nicamente consideraremos los casos en que α1 < α2 y α1 = α2. El caso
α1 > α2 resulta por simetr´ıa.
Lema 4.10
Sean (X1, X2) ∈ R2 (p1, p2;α1, α2) . Entonces,
Si α1 < α2
FX1+X2 (x) =

p2 − q1 + Pr (X1 +X2 = α1 + α2) si 0 ≤ x < α1
p2 si α1 ≤ x < α2
1− Pr (X1 +X2 = α1 + α2) si α2 ≤ x < α1 + α2
1 si x ≥ α1 + α2.
(4.15)
Si α1 = α2 = α
FX1+X2 (x) =

p2 − q1 + Pr (X1 +X2 = 2α) si 0 ≤ x < α
1− Pr (X1 +X2 = 2α) si α ≤ x < 2α
1 si x ≥ 2α.
(4.16)
Demostracio´n
Consideremos el caso en que α1 < α2, tenemos
Pr (X1 +X2 = α1) = Pr (X1 = α1)− Pr (X1 +X2 = α1 + α2)
= q1 − Pr (X1 +X2 = α1 + α2) .
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Pr (X1 +X2 = α2) = Pr (X2 = α2)− Pr (X1 +X2 = α1 + α2)
= q2 − Pr (X1 +X2 = α1 + α2) .
Ahora por diferencia encontramos
Pr (X1 +X2 = 0) = 1− Pr (X1 +X2 = α1)− Pr (X1 +X2 = α2)
−Pr (X1 +X2 = α1 + α2) = p2 − q1 + Pr (X1 +X2 = α1 + α2) .
As´ı, la funcio´n de densidad de probabilidad es
x Pr (X1 +X2 = x)
0 p2 − q1 + Pr (X1 +X2 = α1 + α2)
α1 q1 − Pr (X1 +X2 = α1 + α2)
α2 q2 − Pr (X1 +X2 = α1 + α2)
α1 + α2 Pr (X1 +X2 = α1 + α2)
De e´sta resulta por adicio´n la de distribucio´n buscada.
Si α1 = α2 = α tenemos la funcio´n de densidad de probabilidad
x Pr (X1 +X2 = x)
0 p2 − q1 + Pr (X1 +X2 = 2α)
α q1 + q2 − 2Pr (X1 +X2 = 2α)
2α Pr (X1 +X2 = 2α)
de donde nuevamente se obtiene la funcio´n de distribucio´n buscada.
2
Es fa´cil comprobar que para α1 ≤ α2 se cumplen las dos siguientes relaciones
V ar (X1 +X2) = q1p1α21 + q2p2α
2
2
+2α1α2 (Pr (X1 +X2 = α1 + α2)− q1q2) , (4.17)
Cov (X1, X2) = α1 α2 (Pr (X1 +X2 = α1 + α2)− q1q2) . (4.18)
As´ı la distribucio´n de X1 + X2 queda totalmente determinada conociendo
Pr (X1 +X2 = α1 + α2) , V ar (X1 +X2) o Cov (X1, X2) .
Remarcar por u´ltimo que en el caso en que X1 y X2 sean riesgos indepen-
dientes podemos llegar alternativamente a la funcio´n de distribucio´n de su suma
a partir de la convolucio´n de las distribuciones marginales de los dos riesgos.
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4.3.3 Orden de covarianzas y orden stop-loss
Estamos ahora en condiciones de deducir cua´l es la relacio´n de orden parcial que
establece cualquier decisor adverso al riesgo entre los diferentes elementos de la
clase R2 (p1, p2;α1, α2) . El riesgo total que le supone uno cualquiera de ellos,
(X1, X2) , viene dado por la v.a. suma, X1 +X2, cuya distribucio´n hemos de-
ducido en el apartado anterior. Veamos en el siguiente teorema cuando preferira´
este elemento sobre otro cualquiera de la misma clase.
Teorema 4.11
Sean (X1, X2) e (Y1, Y2) elementos de R2 (p1, p2;α1, α2) . Definimos
V = X1 +X2,
W = Y1 + Y2.
Entonces los estamentos siguientes son equivalentes:
(1) Pr (V = α1 + α2) ≤ Pr (W = α1 + α2) .
(2) V ar (V ) ≤ V ar (W ) .
(3) Cov (X1, X2) ≤ Cov (Y1, Y2) .
(4) V ≤sl W.
Demostracio´n
De (4.17) y (4.18) se deduce que (1) , (2) y (3) son equivalentes. Supongamos
entonces que (1) se cumple. Del lema 4.10 vemos que, en este caso, las funciones
de distribucio´n de V yW se cruzan una vez, con lo cual por lo visto en el teorema
3.13 tenemos
FV (x) ≤ FW (x) si x < max (α1, α2)
FV (x) ≥ FW (x) si x ≥ max (α1, α2)
}
⇒ V ≤D W ⇒ V ≤sl W.
Supongamos ahora que (4) se cumple. En el cap´ıtulo anterior hemos visto
que esta condicio´n equivale a E (w (V )) ≤ E (w (W )) siendo w una funcio´n no
decreciente y convexa cualquiera. Si elegimos w = x2 tenemos que E
(
V 2
) ≤
E
(
W 2
)
con lo que se cumple V ar (V ) ≤ V ar (W ) por ser E (V ) = E (W ) .
2
El orden stop-loss entre dos parejas de riesgos implica que una de ellas es
preferida a la otra por todo el conjunto de decisores adversos al riesgo (con
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funcio´n de utilidad no decreciente y co´ncava o equivalentemente con funcio´n
de distorsio´n co´ncava). Observemos que en el caso de riesgos con distribucio´n
dicoto´mica este orden es equivalente al que resulta de la ordenacio´n de las co-
varianzas entre las parejas de riesgos. As´ı, en esta clase particular, comparar
dos parejas de riesgos equivale a comparar sus covarianzas y aquella pareja con
menor covarianza es la que menor riesgo le supone al decisor.
4.3.4 La clase R2,+ (p1, p2;α1, α2)
4.3.4.1 Definicio´n
De los resultados del apartado anterior, es claro que reducir la claseR2 (p1, p2;α1,
α2) a la subclase de parejas de riesgos con covarianza mayor o igual a 0, im-
plica considerar u´nicamente a aquellas parejas que le supondra´n un mayor riesgo
global al asegurador que en el caso independiente. LlamaremosR2,+ (p1, p2;α1, α2)
a la subclase de R2 (p1, p2;α1, α2) con esta propiedad. As´ı, para cualesquiera
(X1, X2) ∈ R2,+ (p1, p2;α1, α2) se cumple
Cov (X1, X2) ≥ 0.
Si dada una pareja de riesgos, queremos investigar su pertenencia a la clase
R2,+ (p1, p2;α1, α2) nos basta con investigar el signo de su covarianza. En caso
de que e´sta resulte ser positiva debemos tener en cuenta que si consideramos
a esta pareja como independiente estamos infravalorando el riesgo real de la
misma.
En el siguiente teorema se demuestra que las parejas de riesgos incluidas en
R2,+ (p1, p2;α1, α2) cumplen adema´s todas las relaciones de dependencia posi-
tiva presentadas en el apartado 4.2.
Teorema 4.12 Para cualesquiera dos riesgos (X1, X2) ∈ R2 (p1, p2;α1, α2) ,
las relaciones siguientes son equivalentes:
(a) Cov (X1, X2) ≥ 0.
(b) PQD (X1, X2) .
(c) SI (X2/X1) .
(d) A (X1, X2) .
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Demostracio´n
(a)⇒ (b) :
Por tratarse de riesgos incluidos en la clase R2 (p1, p2;α1, α2) ,
Cov (X1, X2) ≥ 0⇔ E (X1X2) ≥ E (X1)E (X2)
⇔ Pr (X1 = α1, X2 = α2) ≥ Pr (X1 = α1) Pr (X2 = α2) .
Observemos que esta u´ltima inecuacio´n es, en este caso particular, equivalente
a
Pr (X1 > x1, X2 > x2) ≥ Pr (X1 > x1) Pr (X2 > x2) , ∀x1, x2 ≥ 0.
(b)⇒ (c) :
Si (X1, X2) son PQD,
Pr (X1 > x1, X2 > x2) ≥ Pr (X1 > x1) Pr (X2 > x2) , ∀x1, x2 ≥ 0.
Por ser (X1, X2) un elemento de R2 (p1, p2;α1, α2) la inecuacio´n anterior es
equivalente a
Pr (X1 = α1, X2 = α2) ≥ Pr (X1 = α1) Pr (X2 = α2) ,
de la cual se deduce
Pr (X1 = 0, X2 = α2) ≤ Pr (X1 = 0)Pr (X2 = α2) .
Observemos que las dos relaciones anteriores se pueden reescribir como
Pr (X2 = α2/X1 = α1) ≥ Pr (X2 = α2)
y
Pr (X2 = α2/X1 = 0) ≤ Pr (X2 = α2) .
As´ı
Pr (X2 = α2/X1 = α1) ≥ Pr (X2 = α2/X1 = 0) ,
de donde se sigue inmediatamente SI (X2/X1) .
(c)⇒ (d) :
Inmediato a partir del teorema 4.5.
(d)⇒ (a) :
A (X1, X2) implica que para cualesquiera f, g no decrecientes
Cov (f (X1, X2) , g (X1, X2)) ≥ 0.
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Eligiendo las funciones no decrecientes
f (x1, x2) = x1 y g (x1, x2) = x2,
resulta inmediatamente el resultado buscado.
2
De este teorema se sigue que cualesquiera (X1, X2) ∈ R2,+ (p1, p2;α1, α2)
presentan tambie´n PQD (X1, X2) , A (X1, X2) y SI (X2/X1) .
4.3.4.2 Orden stop-loss
La ordenacio´n de los diferentes pares de riesgos en R2,+ (p1, p2;α1, α2) es in-
mediata a partir del teorema 4.11. En esta subclase, el orden de covarianzas es
equivalente al orden stop-loss. As´ı aquellos riesgos con mayor covarianza son
los que mayor riesgo presentan.
De este resultado se sigue que para cada una de las parejas en la cartera con
covarianza positiva, debemos tratar de estimar lo ma´s exactamente posible el
valor de sus respectivas covarianzas si queremos considerar su riesgo real. Se
trata de garantizar que, en ningu´n caso, e´stas queden infravaloradas.
4.3.4.3 Dependencia ma´s segura y dependencia con ma´s riesgo
Del teorema 4.11, es claro que el elemento ma´s seguro de la claseR2,+ (p1, p2;α1, α2)
es aquel par formado por dos riesgos mutuamente independientes. En cuanto al
elemento con ma´s riesgo, sera´ aquel par cuya covarianza se corresponda con la co-
varianza ma´xima que puede existir entre dos riesgos de la claseR2,+ (p1, p2;α1, α2) .
Como veremos a continuacio´n, e´ste se obtiene en caso de comonoton´ıa. Antes, no
obstante, mostrar que el par de riesgos comono´tonos incluido enR2 (p1, p2;α1, α2)
pertenece a la clase R2,+ (p1, p2;α1, α2) .
Sean
(
XU1 , X
U
2
) ∈ R2 (p1, p2;α1, α2) conXU1 yXU2 mutuamente comono´tonos.
Es fa´cil comprobar desacumulando la funcio´n de distribucio´n correspondiente
a estos riesgos -dada en (4.11)- que la funcio´n de densidad de probabilidad
bivariante de estos riesgos es
Pr
(
XU1 = x1, X
U
2 = x2
)
=

min {p1, p2} si (x1, x2) = (0, 0)
max {p2 − p1, 0} si (x1, x2) = (α1, 0)
max {p1 − p2, 0} si (x1, x2) = (0, α2)
min {q1, q2} si (x1, x2) = (α1, α2) .
(4.19)
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de donde se sigue inmediatamente la positividad de su covarianza y, por los
resultados del teorema 4.12, PQD
(
XU1 , X
U
2
)
, A
(
XU1 , X
U
2
)
y SI
(
XU2 /X
U
1
)
.
Estamos ahora en condiciones de obtener el elemento ma´s seguro y el ma´s
peligroso de la clase R2,+ (p1, p2;α1, α2) . Presentamos este resultado en el si-
guiente teorema.
Teorema 4.13
Sean
(
X⊥1 , X
⊥
2
)
, (X1, X2) y
(
XU1 , X
U
2
)
elementos de la clase R2,+ (p1, p2;α1, α2) ,
tales que X⊥1 , X
⊥
2 son mutuamente independientes y X
U
1 , X
U
2 son comono´tonos.
Entonces
X⊥1 +X
⊥
2 ≤sl X1 +X2 ≤sl XU1 +XU2 . (4.20)
Demostracio´n
Por serX⊥1 yX
⊥
2 independientes y por pertenecer (X1, X2) a la claseR2,+ (p1, p2;
α1, α2) se cumple
Cov
(
X⊥1 , X
⊥
2
)
= 0 ≤ Cov (X1, X2) .
Para XU1 y X
U
2 , de (4.19) tenemos
E
(
XU1 X
U
2
)
= α1α2 Pr
(
XU1 = α1, X
U
2 = α2
)
= α1α2min {q1, q2} .
As´ı,
Cov
(
XU1 , X
U
2
)
= α1α2 (min {q1, q2} − q1q2)
≥ α1α2 (Pr (X1 = α1, X2 = α2)− q1q2) = Cov (X1, X2) .
Tenemos por tanto que
Cov
(
X⊥1 , X
⊥
2
) ≤ Cov (X1, X2) ≤ Cov (XU1 , XU2 ) ,
relacio´n a la que podemos aplicar el teorema 4.11 para llegar al resultado bus-
cado.
2
As´ı, en presencia de dependencia bivariante positiva, la relacio´n ma´s segura se
da cuando los dos riesgos son mutuamente independientes y la ma´s peligrosa
cuando e´stos son comono´tonos. La ordenacio´n de las parejas de riesgos que
quedan entre estas dos coincide con la ordenacio´n de sus respectivas covarianzas.
Interpretar, por u´ltimo, cua´l es la relacio´n de dependencia que existe en este
caso entre los dos riesgos que componen el par
(
XU1 , X
U
2
)
.
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Para contestar a esta pregunta asumiremos, sin pe´rdida de generalidad, que se
cumple 12 ≤ p1 ≤ p2. En este caso de (4.19) se deducen las siguientes relaciones
Pr
(
XU2 = 0/X
U
1 = 0
)
= 1,
Pr
(
XU2 = α2/X
U
1 = 0
)
= 0,
Pr
(
XU1 = 0/X
U
2 = α2
)
= 0,
Pr
(
XU1 = α1/X
U
2 = α2
)
= 1.
(4.21)
Si p1 ≤ p2 (⇔ q1 ≥ q2) , la primera de las relaciones presentadas nos indica
que si el riesgo con mayor probabilidad de siniestralidad no da lugar a sinies-
tro, aque´l con menor probabilidad asociada tampoco lo dara´. Igualmente, de la
u´ltima de las relaciones se sigue que cuando el riesgo con menor probabilidad
de siniestralidad de lugar a siniestro, el de mayor tambie´n lo dara´. As´ı
Pr
(
XU1 = α1, X
U
2 = α2
)
= Pr (X2 = α2) = q2.
Estas conclusiones se siguen de la fuerte relacio´n de dependencia positiva entre
estos dos riesgos. En lo que se refiere a e´sta, observar que los resultados de los
teoremas 4.11 y 4.13 nos permiten afirmar que la correlacio´n entre e´stos dos
riesgos es la ma´xima que puede existir fijadas sus marginales. La expresio´n de
su covarianza resulta de (4.18),
Cov
(
XU1 , X
U
2
)
= α1α2
(
Pr
(
XU1 +X
U
2 = α1 + α2
)− q1q2) = α1α2 p1q2.
As´ı,
ρXU1 ,XU2 =
p1q2√
p1p2q1q2
≥ ρX1,X2 , (4.22)
para cualesquiera (X1, X2) ∈ R2 (p1, p2;α1, α2) .
Observemos que cuando p1 = p2, ρXU1 ,XU2 = 1 y podemos afirmar para este caso,
que el concepto de comonoton´ıa entre dos riesgos (riesgos distribuidos segu´n la
cota superior de Fre´chet) implica una correlacio´n positiva perfecta entre los
mismos.
4.3.5 Dominancia estoca´stica
Dentro de este apartado analizaremos, en primer lugar, si la ordenacio´n de las
covarianzas de dos elementos de la clase R2 (p1, p2;α1, α2) es equivalente a la or-
denacio´n que establece entre los mismos cualquier decisor cuya u´nica restriccio´n
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sea que sus decisiones se puedan modelizar a partir de una funcio´n de utilidad
no decreciente o, alternativamente, una funcio´n de distorsio´n cualquiera. Nos
planteamos, por tanto, si la ordenacio´n entre covarianzas implica una relacio´n
de dominancia estoca´stica de aquel elemento con mayor covarianza entre sus
componentes sobre el otro.
Sean (X1, X2) y (Y1, Y2) elementos de R2 (p1, p2;α1, α2) para los cuales
suponemos que se cumple la relacio´n Cov (X1, X2) ≤ Cov (Y1, Y2) . Definimos
V = X1 +X2,
W = Y1 + Y2.
¿Se cumple la relacio´n V ≤st W? De (3.11) tenemos que e´sta se cumplira´ si
FV (x) ≥ FW (x) , ∀x ≥ 0.
Por tratarse de elementos de la clase R2 (p1, p2;α1, α2) , tenemos por el teo-
rema 4.11 que Cov (X1, X2) ≤ Cov (Y1, Y2) es equivalente a Pr (V = α1 + α2) ≤
Pr (W = α1 + α2) y de la expresio´n deducida en el lema 4.10 para la funcio´n de
distribucio´n correspondiente a la suma de cualesquiera elementos en esta clase,
tenemos
FV (x) ≤ FW (x) si x < max (α1, α2)
FV (x) ≥ FW (x) si x ≥ max (α1, α2)
}
As´ı, V no esta´ dominado estoca´sticamente porW y los resultados del apartado
anterior no se pueden generalizar a este caso.
4.4 Generalizacio´n al caso de riegos con distribucio´n
arbitraria
4.4.1 Distribucio´n bivariante
SeaR2 (F1, F2) la clase de todas las parejas de riesgos con distribuciones marginales
F1 y F2 dadas. Para cualesquiera (X1, X2) ∈ R2 (F1, F2) tenemos
F1 (x) = Pr (X1 ≤ x) , F2 (x) = Pr (X2 ≤ x) ; ∀x ≥ 0, (4.23)
siendo su funcio´n de densidad bivariante la dada en (4.1) y las de distribucio´n
bivariante acumulativa y desacumulativa las dadas en (4.2) y (4.3), respectiva-
mente.
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Al igual que antes, consideraremos en primer lugar todas las parejas incluidas
en R2 (F1, F2) y u´nicamente nos limitaremos a aquellas parejas con dependencia
positiva cuando sepamos cua´l es la relacio´n de dependencia positiva que les
debemos exigir para garantizar que esta´n por encima de la independencia en lo
que se refiere a su peligrosidad. Hab´ıamos visto que en el caso particular en que
F1 y F2 son distribuciones dicoto´micas, el orden entre covarianzas de diferentes
pares de riesgos implicaba orden stop-loss de los mismos. Analizaremos si esta
conclusio´n se puede deducir tambie´n dentro de la clase ma´s general de pares
de riesgos con marginales arbitrarias dadas. Como veremos inmediatamente no
sera´ as´ı y por ello introduciremos en el siguiente apartado una nueva relacio´n de
orden que, como veremos ma´s adelante, implicara´ orden stop-loss y, por tanto,
ordenacio´n entre los diferentes pares de riesgos en funcio´n de su peligrosidad.
Consideremos dos elementos de la clase R2 (F1, F2) : (X1, X2) e (Y1, Y2) . Si
se trata de encontrar una relacio´n de orden entre estas parejas que implique
orden stop-loss para el riesgo total que de cada una de ellas se deriva, podemos
empezar comparando sus respectivas covarianzas. Consideraremos la inecuacio´n
Cov (X1, X2) ≤ Cov (Y1, Y2)
e investigaremos si esta implica
X1 +X2 ≤sl Y1 + Y2.
Aunque es habitual calcular covarianzas cuando se investiga la dependencia
entre dos v.a., un u´nico nu´mero no puede revelar la naturaleza de la depen-
dencia adecuadamente y as´ı, el orden entre las covarianzas no implicara´, en
general, orden stop-loss entre las diferentes sumas. Vea´moslo con el siguiente
contraejemplo
Contraejemplo
Consideremos la clase R2 (F1, F2) con funciones de densidad de probabilidad
fi (i = 1, 2) , definidas por
fi (x) =
{
1/3 si x = 0, 1, 2,
0 en cualquier otro caso.
Sean
(
X⊥1 , X
⊥
2
)
y (X1, X2) elementos de R2 (F1, F2) con X⊥1 y X
⊥
2 mutuamente
independientes y con X1 y X2 cumpliendo
Pr (X2 = 0/X1 = 0) = 1, Pr (X2 = 1/X1 = 2) = 1, Pr (X2 = 2/X1 = 1) = 1.
4.4. Riesgos con distribucio´n arbitraria 87
Definimos:
V = X⊥1 +X
⊥
2
y
W = X1 +X2.
Por ser X⊥1 y X
⊥
2 independientes, se cumple
Cov
(
X⊥1 , X
⊥
2
)
= 0.
Si calculamos ahora la prima stop-loss para esta pareja bajo un nivel de retencio´n
igual, por ejemplo, a 3 resulta
E (V − 3)+ = Pr (V = 4) = Pr (X1 = 2)Pr (X2 = 2) =
1
9
.
Observemos que los riesgos X1 y X2 son los definidos en el contraejemplo pre-
sentado en la seccio´n 4.2.1 (ver pa´g. 66). Hab´ıamos visto entonces que
Cov (X1, X2) =
1
3
.
Observemos ahora que la prima stop-loss que para estos riesgos resulta bajo el
mismo nivel de retencio´n (d = 3) es
E (W − 3)+ = Pr (W = 4) = Pr (X1 = 2, X2 = 2) = 0.
As´ı
Cov
(
X⊥1 , X
⊥
2
) ≤ Cov (X1, X2)
pero
V sl W.
En este caso ma´s general no podemos, por tanto, analizar todos aquellos
riesgos con covarianza no negativa, sino que deberemos exigir alguna condicio´n
ma´s fuerte de dependencia positiva. E´sta se deduce en el siguiente apartado.
4.4.2 Un orden parcial para distribuciones bivariantes: Or-
den de correlacio´n
4.4.2.1 Orden de correlacio´n. Definicio´n
Como acabamos de ver, si se trata de ordenar los diferentes elementos de la clase
R2 (F1, F2) debemos buscar alguna relacio´n de orden alternativa a la ordenacio´n
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de covarianzas. Introducimos para ello el denominado orden de correlacio´n.
Referencias al mismo se pueden encontrar en Barrow & Proschan (1975), Cam-
banis et al. (1976) y Tchen (1980). Para aplicaciones econo´micas ver tambie´n
Epstein & Tanny (1980) y Aboudi & Thon (1993, 1995).
Definicio´n 4.14
Sean (X1, X2) e (Y1, Y2) dos elementos de R2 (F1, F2) . Diremos que (X1, X2)
esta´ menos correlacionado que (Y1, Y2) en orden de correlacio´n, (X1, X2) ≤c
(Y1, Y2) , si
Cov (f (X1) , g (X2)) ≤ Cov (f (Y1) , g (Y2)) (4.24)
para todas las funciones f y g no decrecientes para las cuales la covarianza
exista.
Damos a continuacio´n una definicio´n alternativa para el orden de correlacio´n.
E´sta fue deducida por Dhaene & Goovaerts (1996).
4.4.2.2 Una definicio´n alternativa
A partir de las distribuciones bivariantes de los diferentes elementos de la clase
R2 (F1, F2) , llegaremos ahora a una definicio´n equivalente para el orden de co-
rrelacio´n.
Teorema 4.15
Sean (X1, X2) e (Y1, Y2) dos elementos de R2 (F1, F2) . Entonces los estamentos
siguientes son equivalentes:
(a) (X1, X2) ≤c (Y1, Y2) .
(b)
FX1,X2 (x1, x2) ≤ FY1,Y2 (x1, x2) , ∀x1, x2 ≥ 0. (4.25)
Demostracio´n
(a)⇒ (b) :
Supongamos que (a) se cumple, de (4.24) se sigue
Cov (f (X1) , g (X2)) ≤ Cov (f (Y1) , g (Y2))
para todas las funciones f y g no decrecientes para las cuales la covarianza
exista. Para dos reales cualesquiera x1, x2 ≥ 0, elegimos las funciones no decre-
cientes f (u) = I (u > x1) y g (u) = I (u > x2), siendo I la funcio´n indicadora.
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Entonces:
Cov (f (X1) , g (X2)) = E [I (X1 > x1, X2 > x2)]
−E [I (X1 > x1)]E [I (X2 > x2)]
Cov (f (Y1) , g (Y2)) = E [I (Y1 > x1, Y2 > x2)]
−E [I (Y1 > x1)]E [I (Y2 > x2)] .
y Cov (f (X1) , g (X2)) ≤ Cov (f (Y1) , g (Y2)) implica
E [I (X1 > x1, X2 > x2)] ≤ E [I (Y1 > x1, Y2 > x2)] ,
es decir,
Pr (X1 > x1, X2 > x2) ≤ Pr (Y1 > x1, Y2 > x2) .
De donde
Pr (X1 ≤ x1, X2 ≤ x2) = Pr (X1 ≤ x1)− Pr (X1 ≤ x1, X2 > x2)
= Pr (X1 ≤ x1)− Pr (X2 > x2) + Pr (X1 > x1, X2 > x2)
≤ Pr (X1 ≤ x1)− Pr (X2 > x2) + Pr (Y1 > x1, Y2 > x2)
= Pr (Y1 ≤ x1)− Pr (Y2 > x2) + Pr (Y1 > x1, Y2 > x2)
= Pr (Y1 ≤ x1, Y2 ≤ x2) .
(b)⇒ (a) :
Supongamos que se cumple
FX1,X2 (x1, x2) ≤ FY1,Y2 (x1, x2) .
Entonces para cualesquiera dos funciones f, g no decrecientes
Pr (f (X1) ≤ x1, f (X2) ≤ x2) ≤ Pr (f (Y1) ≤ x1, f (Y2) ≤ x2)
y aplicando (4.8) -ver lema 4.2-, encontramos
Cov (f (X1) , f (X2)) ≤ Cov (f (Y1) , f (Y2)) .
2
Observemos que la parte (b) del teorema indica que la probabilidad de queX1
y X2 tomen a la vez valores “pequen˜os” no es mayor que la probabilidad de que
Y1 e Y2 tomen los mismos valores, sugiriendo as´ı que Y1 e Y2 son positivamente
ma´s interdependientes que X1 y X2. Observar que e´sta es equivalente a cada
uno de los siguientes estamentos, va´lidos para todo x1, x2 ≥ 0 :
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(c) Pr (X1 ≤ x1, X2 > x2) ≥ Pr (Y1 ≤ x1, Y2 > x2) .
(d) Pr (X1 > x1, X2 ≤ x2) ≥ Pr (Y1 > x1, Y2 ≤ x2) .
(e) SX1,X2 (x1, x2) ≤ SY1,Y2 (x1, x2) .
Todos ellos se pueden interpretar de manera similar en te´rminos de “ma´s
interdependencia positiva” entre Y1 e Y2 que entre X1 y X2, lo cual intuitiva-
mente es lo´gico dada la equivalencia de los mismos con el orden de correlacio´n
existente entre estas dos parejas de riesgos
4.4.3 Orden de correlacio´n y orden stop-loss
Estamos ahora en condiciones de demostrar que el orden de correlacio´n entre
diferentes elementos de la clase R2 (F1, F2) implica orden stop-loss de los mis-
mos. As´ı, el orden de correlacio´n establecera´ una ordenacio´n dentro de la clase
R2 (F1, F2) va´lida para cualquier decisor adverso al riesgo. Para llegar a este
resultado necesitamos del siguiente lema.
Lema 4.16
Para cualesquiera (X1, X2) ∈ R2 (F1, F2), se cumple
E (X1 +X2 − d)+ = E (X1) + E (X2)− d+
∫ d
0
FX1,X2 (x, d− x) dx. (4.26)
Demostracio´n
Para cualquier v.a. X se cumple
E (X) = E (X)+ + E (−X)+ .
As´ı
E (X1 +X2 − d) = E (X1) + E (X2)− d
= E (X1 +X2 − d)+ + E (d−X1 −X2)+ ,
con lo cual basta con demostrar
E (X1 +X2 − d)+ = E (X1) + E (X2)− d− E (d−X1 −X2)+ .
Sean x1, x2 y d reales cualesquiera no negativos y sea I la funcio´n indicadora.
Observemos que se cumple
(d− x1 − x2)+ =
∫ d
0
I (x1 ≤ x, x2 ≤ d− x) dx.
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En efecto, si (d− x1 − x2) < 0, se cumplira´
x1 + x2 > d⇒
∫ d
0
I (x1 ≤ x, x2 ≤ d− x) dx = 0
mientras que si (d− x1 − x2) ≥ 0, tenemos∫ d
0
I (x1 ≤ x, x2 ≤ d− x) =
∫ d−x2
x1
dx = d− x1 − x2.
As´ı, tomando esperanza matema´tica a ambos lados
E (d−X1 −X2)+ =
∫ d
0
FX1,X2 (x, d− x) dx,
de donde resulta la expresio´n buscada.
2
Es ahora inmediato demostrar el siguiente teorema.
Teorema 4.17
Sean (X1, X2) y (Y1, Y2) dos elementos de R2 (F1, F2) cumpliendo
(X1, X2) ≤c (Y1, Y2) ,
entonces,
X1 +X2 ≤sl Y1 + Y2.
Demostracio´n
Por el teorema 4.15 sabemos que si (X1, X2) ≤c (Y1, Y2) , para todo x1, x2 ≥ 0 se
cumple
FX1,X2 (x1, x2) ≤ FY1,Y2 (x1, x2)
y aplicando el lema 4.16 se obtiene inmediatamente el resultado buscado.
2
De los resultados de este teorema podemos concluir que el orden de co-
rrelacio´n es un buen instrumento para comparar el riesgo de los diferentes ele-
mentos de la clase R2 (F1, F2). E´ste resultara´ adema´s fa´cil de comprobar en la
mayor´ıa de ocasiones pra´cticas a partir de la definicio´n equivalente dada para
este orden en el teorema 4.15.
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4.4.4 La clase R2,+ (F1, F2)
4.4.4.1 Definicio´n
De los resultados del apartado anterior, se sigue que si queremos restringir la
clase R2 (F1, F2) a la subclase de parejas de riesgos que le suponen al asegurador
un mayor riesgo global que en el caso independiente, subclase a la que llamare-
mos R2,+ (F1, F2) , deberemos exigir que cualesquiera dos riesgos, (X1, X2) ,
incluidos en esta subclase cumplan
Cov (f (X1) , g (X2)) ≥ 0, (4.27)
para todas las funciones f y g no decrecientes para las cuales la covarianza
exista.
Dada una pareja de riesgos no parece ahora inmediato comprobar si pertenecen
a la clase R2,+ (F1, F2). El resultado del siguiente teorema nos facilitara´ esta
tarea.
Teorema 4.18
Para (X1, X2) ∈ R2 (F1, F2), las condiciones siguientes son equivalentes:
(a) PQD (X1, X2) .
(b) Cov (f (X1) , g (X2)) ≥ 0, para todas las funciones f y g no decrecientes
para las cuales la covarianza exista.
Demostracio´n
(a)⇒ (b) :
Sean
(
X⊥1 , X
⊥
2
) ∈ R2 (F1, F2) dos riesgos mutuamente independientes. De (4.4)
se sigue que si existe PQD (X1, X2), entonces
FX1,X2 (x1, x2) ≥ F1 (x1) F2 (x2) , ∀x1, x2 ≥ 0.
De donde por el teorema 4.15 resulta
Cov (f (X1, X2)) ≥ Cov
(
f
(
X⊥1 , X
⊥
2
))
= 0,
siendo f y g dos funciones no decrecientes cualesquiera para las cuales la cova-
rianza existe.
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(b)⇒ (a) :
Supongamos que para cualesquiera dos funciones f y g no decrecientes, se
cumple
Cov (f (X1) , g (X2)) ≥ 0,
entonces se cumplira´ tambie´n
E (f (X1) g (X2)) ≥ E (f (X1)) E (g (X2)) .
Para dos reales x1, x2 ≥ 0 cualesquiera, elegimos las funciones no decrecientes
f (u) = I (u > x1) , g (u) = I (u > x2) ,
siendo I la funcio´n indicadora. Entonces
E (I (X1 > x1) , I (X2 > x2)) = E (I (X1 > x1) I (X2 > x2))
≥ E (I (X1 > x1)) E (I (X2 > x2)) ,
de donde
Pr (X1 > x1, X2 > x2) ≥ Pr (X1 > x1) Pr (X2 > x2) .
2
As´ı, la clase R2,+ (F1, F2) es la clase de todas aquellas parejas de riesgos con
dependencia cuadra´tica positiva. Obviamente, por los resultados del teorema
4.5, tambie´n esta´n en esta clase aquellas parejas de riesgos asociados o con una
relacio´n de dependencia estoca´stica creciente.
4.4.4.2 Orden stop-loss
La ordenacio´n de los diferentes pares de riesgos en R2,+ (F1, F2) es inmediata a
partir de los teoremas 4.15 y 4.17. En esta subclase, el orden de las respectivas
funciones de distribucio´n bivariantes es equivalente al orden stop-loss.
Para cada una de las parejas en la cartera con dependencia cuadra´tica posi-
tiva, si se trata de considerar su riesgo real, deberemos aproximar lo ma´s
exactamente posible sus respectivas probabilidades bivariantes asociadas. Se
trata de garantizar que, en ningu´n caso, la distribucio´n bivariante acumula-
tiva/desacumulativa de probabilidad que resulte para cada pareja quede por
debajo de la real.
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4.4.4.3 Dependencia ma´s segura y dependencia con ma´s riesgo
Los resultados del apartado anterior nos permiten ahora deducir cua´l es el ele-
mento con ma´s riesgo y cua´l el ma´s seguro dentro de la clase R2,+ (F1, F2) . Nue-
vamente entenderemos que el elemento ma´s seguro es aque´l que, para cualquier
nivel de retencio´n, minimiza la correspondiente prima stop-loss, mientras que el
ma´s peligroso es aque´l que la maximiza El resultado sera´ ide´ntico al obtenido
en el caso de riesgos con distribucio´n dicoto´mica. As´ı, el elemento ma´s se-
guro de esta clase sera´ el que se obtiene cuando los dos riesgos de la pareja
son mutuamente independientes, siendo el ma´s peligroso el obtenido en caso de
comonoton´ıa. Antes de llegar a este resultado, demostrar que la distribucio´n
bivariante de cualesquiera dos riesgos (X1, X2) ∈ R2,+ (F1, F2) cumple
F1 (x1)F2 (x2) ≤ FX1,X2 (x1, x2) ≤ min {F1 (x1) , F2 (x2)} . (4.28)
Todos los pares incluidos en R2,+ (F1, F2) presentan dependencia cuadra´tica
positiva. De la definicio´n dada en (4.4) para esta relacio´n de dependencia, se
deduce la cota inferior de su distribucio´n bivariante presentada en (4.28). En
cuanto a la cota superior es inmediata puesto que independientemente de la
distribucio´n bivariante de esta pareja de riesgos, e´sta siempre cumplira´
Pr (X1 ≤ x1, X2 ≤ x2) ≤ min {Pr (X1 ≤ x1) ,Pr (X2 ≤ x2)} , ∀x1, x2 ≥ 0.
Observemos que la cota inferior de (4.28) es la funcio´n de distribucio´n
bivariante del par de riesgos incluidos en R2,+ (F1, F2) y mutuamente inde-
pendientes. Igualmente la cota superior es la distribucio´n bivariante del par
comono´tono incluido en esta clase. As´ı, aplicando los teoremas 4.15 y 4.17 se
deduce inmediatamente el siguiente resultado.
Teorema 4.19
Sean
(
X⊥1 , X
⊥
2
)
, (X1, X2) y
(
XU1 , X
U
2
)
elementos de la clase R2,+ (F1, F2) con
X⊥1 , X
⊥
2 mutuamente independientes, PQD entre X1, X2 y X
U
1 , X
U
2 comono´tonos.
Entonces
X⊥1 +X
⊥
2 ≤sl X1 +X2 ≤sl XU1 +XU2 . (4.29)
De este teorema se deduce nuevamente que el elemento ma´s seguro en la clase
R2,+ (F1, F2) es aque´l con ambos riesgos mutuamente independientes, siendo
el ma´s peligroso el formado por dos riesgos comono´tonos. La ordenacio´n de
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las parejas que quedan entre estos dos pares coincide con la ordenacio´n de sus
respectivas funciones de distribucio´n bivariantes acumulativas/desacumulativas.
Podemos ahora afirmar que, en general, cuando las distribuciones marginales
esta´n dadas, la comonoton´ıa entre dos riesgos es la relacio´n de dependencia
ma´s peligrosa. Observemos nuevamente que a este elemento le corresponde
la ma´xima correlacio´n que podemos encontrar entre dos riesgos incluidos en
esta clase. En efecto, como acabamos de ver la distribucio´n bivariante de
cualquier otro elemento incluido en esta clase, (X1, X2) ∈ R2,+ (F1, F2) , tiene
su distribucio´n bivariante siempre por debajo de la correspondiente al elemento
comono´tono. As´ı, podemos aplicar el resultado del lema 4.2 y afirmar que
0 ≤ Cov (X1, X2) ≤ Cov
(
XU1 , X
U
2
)
,
donde la primera de las inecuaciones se cumple por presentar X1 y X2 depen-
dencia cuadra´tica positiva.
Por tratarse de dos pares de riesgos con igualdad de marginales la inecuacio´n
anterior resulta equivalente a
0 ≤ ϕX1,X2 ≤ ϕXU1 ,XU2 . (4.30)
Para el elemento comono´tono podemos adema´s deducir la expresio´n que,
bajo cualquier nivel de retencio´n, resulta para sus correspondientes primas stop-
loss. Obviamente, e´sta sera´ la prima stop-loss ma´xima en la clase R2 (F1, F2) .
Por ser XU1 y X
U
2 comono´tonos, de (4.12) se sigue(
XU1 , X
U
2
) d= (F−11 (U) , F−12 (U)) .
As´ı la cota superior de (4.29) es equivalente a
X1 +X2 ≤sl F−11 (U) + F−12 (U) (4.31)
De donde resulta la siguiente cota para las primas stop-loss de cualesquiera
(X1, X2) ∈ R2 (F1, F2)
E (X1 +X2 − d)+ ≤
∫ 1
0
(
F−11 (q) + F
−1
2 (q)− d
)
+
dq.
Consideremos ahora el caso particular en que las dos distribuciones marginales
son iguales: R2 (F1, F2) ≡ R2 (F, F ) . De (4.29) encontramos que el elemento con
ma´s riesgo de la clase R (F, F ) es
(
XU1 , X
U
2
)
con
FXU1 ,XU2 (x1, x2) = min {F (x1) , F (x2)} .
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Observemos que la distribucio´n bivariante de este elemento cumple
FXU1 ,XU2 (x, d− x) =
{
F (x) si x ≤ d/2
F (d− x) si x > d/2,
de la cual se deduce aplicando el lema 4.16
E
(
XU1 +X
U
2 − d
)
+
= E (X1) + E (X2)− d+
∫ d/2
0
F (x) dx
+
∫ d
d/2
F (d− x) dx = E (X1) + E (X2)− 2
∫ d/2
0
(1− F (x)) dx
= 2
∫ ∞
d/2
(1− F (x)) dx = 2E (X1 − d/2)+ .
De este resultado se deduce inmediatamente que para cualesquiera (X1, X2) ∈
R2 (F, F ) se cumple
E (X1 +X2 − d)+ ≤ 2E (X1 − d/2)+ .
Aplicando este resultado al caso particular en que F es una distribucio´n
exponencial de para´metro α > 0 resulta
F (x) = 1− e−αx.
En este caso particular, se cumplira´
E (X1 +X2 − d)+ ≤ 2
∫ ∞
d/2
e−αxdx =
2
α
e−αd/2.
Esta cota superior para el caso exponencial fue deducida tambie´n por Heilmann
(1986) utilizando algunas de las te´cnicas descritas en Meilijson & Nadas (1979).
4.4.5 Orden de correlacio´n y dominancia estoca´stica
En este apartado trataremos de generalizar los resultados del apartado anterior
al caso de un decisor cualquiera que no necesariamente sea adverso al riesgo, es
decir, cuya u´nica restriccio´n sea que sus decisiones puedan ser modelizadas a
partir de una funcio´n de utilidad/funcio´n de distorsio´n no decreciente.
En primer lugar investigaremos si el orden de correlacio´n entre dos elementos
de la clase R2 (F1, F2) implica dominancia estoca´stica de uno sobre el otro.
Sean (X1, X2) y (Y1, Y2) dos elementos de la clase R2 (F1, F2) tales que
(X1, X2) ≤c (Y1, Y2) .
4.4. Riesgos con distribucio´n arbitraria 97
¿Significa esta relacio´n que, para cualquier decisor, (X1, X2) es preferido a
(Y1, Y2) por suponer el primero un menor riesgo? Para que esta afirmacio´n
fuera cierta Y1+Y2 deber´ıa dominar estoca´sticamente a X1+X2, es decir, para
cualquier x ≥ 0 se deber´ıa cumplir
FX1+X2 (x) ≥ FY1+Y2 (x) .
Con el siguiente contraejemplo se demuestra que esta´ desigualdad, en general,
no tiene porque cumplirse.
Contraejemplo
Sean X1, X2, Y1 e Y2 v.a. uniformemente distribuidas en el intervalo [0, 1] con
X2 ≡ 1−X1 Y1 ≡ Y2.
Observemos que Y1 e Y2 son mutuamente comono´tonos, con lo cual por los
resultados vistos anteriormente, sabemos que se cumplira´
(X1, X2) ≤c (Y1, Y2) .
Veamos ahora como se comportan las respectivas distribuciones de la suma. En
el caso de la correspondiente a X1 +X2, tenemos que para cualquier x ≥ 0,
FX1+X2 (x) = Pr (X1 +X2 ≤ x) = Pr (1 ≤ x) =
{
0 si 0 ≤ x < 1
1 si x ≥ 1.
con lo que se cumplira´
FX1+X2 (x) ≤ FY1+Y2 (x) si x < 1
FX1+X2 (x) ≥ FY1+Y2 (x) si x ≥ 1.
As´ı X1 +X2 no esta´ estoca´sticamente dominado por Y1 + Y2 y ninguno de
los resultados del apartado anterior se puede generalizar al caso de un decisor
cualquiera que no necesariamente sea adverso al riesgo.
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Cap´ıtulo 5
Ordenacio´n multivariante
5.1 Introduccio´n
En este cap´ıtulo queremos ampliar el ana´lisis realizado en el cap´ıtulo anterior
al caso multivariante. La justificacio´n de esta pretensio´n es clara si tenemos en
cuenta que la ruptura de la hipo´tesis de independencia no puede hacerse en base
a la limitacio´n al ana´lisis de dependencias bivariantes. As´ı, siguiendo el mismo
planteamiento, introducimos aqu´ı la posibilidad de que en la cartera puedan
existir dependencias entre dos o ma´s riesgos. Extraeremos de la cartera una
secuencia formada por m riesgos (m ≥ 2) y para e´sta analizaremos las diferentes
relaciones de dependencia multivariantes que puedan darse entre los riesgos
individuales que la componen. Resultara´n, de nuevo, diferentes secuencias con
ide´nticas distribuciones marginales para cada uno de los riesgos individuales.
La estructura de este cap´ıtulo es similar a la del cap´ıtulo anterior. As´ı, en
el apartado 5.2 presentamos la generalizacio´n multivariante de algunos de los
conceptos de dependencia bivariante positiva tratados en el cap´ıtulo anterior.
En el caso de dependencias multivariantes positivas aparecera´n conceptos tales
como dependencia positiva de orden, dependencia cuadra´tica lineal positiva o
la llamada dependencia positiva acumulativa que, como veremos, sera´n de gran
utilidad para la obtencio´n de nuestros resultados. La aplicacio´n al campo actua-
rial de estos conceptos de dependencia multivariante positiva se debe a Denuit,
Dhaene & Ribas (2000, 2001). En estos trabajos se demuestra que si queremos
centrarnos en aquellas secuencias multivariantes con mayor riesgo global que en
el caso independiente (en orden stop-loss) deberemos exigir que e´stas presenten
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como mı´nimo dependencia acumulativa positiva. Para las secuencias de riesgos
que cumplan con esta propiedad trataremos, al igual que en el cap´ıtulo anterior,
de encontrar alguna relacio´n que nos permita establecer la ordenacio´n que de las
mismas realizar´ıa cualquier decisor adverso al riesgo. En el caso multivariante
no resulta tan sencillo como en el bivariante encontrar alguna medida estad´ıstica
que refleje la dependencia entre los diferentes riesgos que componen una secuen-
cia y que a la vez nos ordene las diferentes secuencias en base al riesgo global
de las mismas. Por ello, en el apartado 5.3, u´nicamente acotamos el riesgo de
la secuencia considerada. Llegaremos a la relacio´n de dependencia que da lugar
a la secuencia con menor y mayor riesgo, respectivamente. Veremos que estas
secuencias resultan ser la generalizacio´n multivariante de las obtenidas en el
cap´ıtulo anterior. Estos resultados esta´n basados en los trabajos de Dhaene &
Goovaerts (1997), Dhaene, Wang, Young & Goovaerts (1997) y Denuit, Dhaene
& Ribas (2000, 2001).
Por u´ltimo, en el apartado 5.4, introducimos el orden supermodular consi-
derado por Bau¨erle (1997a,b), Bau¨erle & Rieder (1997), Shaked & Shanthiku-
mar (1997) y otros. Su introduccio´n en la literatura actuarial se debe a Mu¨ller
(1997) (ver tambie´n Bau¨erle & Mu¨ller (1998)). Este autor demuestra la efectivi-
dad del orden supermodular para ordenar las secuencias de riesgos que resultan
bajo diferentes hipo´tesis de dependencia en funcio´n de su riesgo global. Como
veremos, esta relacio´n permitira´ llegar a la ordenacio´n que de estas secuencias
multivariantes establecer´ıa cualquier decisor adverso al riesgo. Obviamente e´sta
nos servira´ para ordenar las que a nosotros nos interesara´n: aquellas con de-
pendencia acumulativa positiva. Si bien este resultado es de gran intere´s desde
un punto de vista teo´rico, presenta problemas en la pra´ctica puesto que en la
mayor´ıa de ocasiones resulta dif´ıcil comprobar la existencia de orden supermo-
dular entre dos secuencias de riesgos con ide´nticas distribuciones marginales
para los riesgos individuales que las componen. As´ı, queda una gran l´ınea de
investigacio´n abierta en lo que se refiere a la bu´squeda de relaciones manejables
que permitan esta ordenacio´n tanto en el caso de carteras de riesgos con dis-
tribucio´n dicoto´mica como en el caso ma´s general de riesgos con distribuciones
individuales arbitrarias. Especialmente interesante resultar´ıa encontrar alguna
definicio´n equivalente del orden supermodular que fuera fa´cilmente manejable,
tal como la obtenida por Dhaene & Goovaerts (1996) para el orden de corre-
lacio´n.
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5.2 Algunos conceptos de dependencia multiva-
riante positiva
En la literatura estad´ıstica, aparecen numerosos conceptos para modelizar la
dependencia positiva entre v.a. multivariantes. Algunos de estos conceptos
sera´n, como veremos, u´tiles en la ciencia actuarial. A partir de ellos seremos
capaces de generalizar algunos de los resultados obtenidos en el cap´ıtulo anterior.
En lo que sigue dentro de este apartado, presentamos los trabajos de Denuit,
Dhaene & Ribas (2000, 2001).
En primer lugar recogemos algunos conceptos estad´ısticos de dependencia
multivariante positiva. E´stos son va´lidos para v.a. cualesquiera aunque nosotros
nos restringiremos al caso que nos interesa, secuencias formadas por m riesgos
(m ≥ 2). Llamaremos a e´stos X1, · · ·, Xm siendo sus funciones de densidad
de probabilidad fX1 , · · ·, fXm y sus respectivas funciones de distribucio´n acu-
mulativas y desacumulativas FX1 , · · ·, FXm y SX1 , · · ·, SXm -ver (3.1), (3.2) y
(3.3)-. La funcio´n de densidad de probabilidad multivariante de la secuencia
(X1, · · ·, Xm) , fX1,···,Xm , es
fX1,···,Xm (x1, · · ·, xm) = Pr (X1 = x1, · · ·, Xm = xm) , x1, · · ·, xm ≥ 0. (5.1)
La funcio´n de distribucio´n bivariante acumulativa de (X1, · · ·, Xm) , FX1,···,Xm ,
sera´
FX1,···,Xm (x1, · · ·, xm) = Pr (X1 ≤ x1, · · ·, Xm ≤ xm) , x1, · · ·, xm ≥ 0, (5.2)
siendo la desacumulativa correspondiente, SX1,···,Xm , la que se obtiene de
SX1,···,Xm (x1, · · ·, xm) = Pr (X1 > x1, · · ·, Xm > xm) , x1, · · ·, xm ≥ 0. (5.3)
Observemos que en el caso en que los riesgos X1, · · ·, Xm son independientes
(5.1), (5.2) y (5.3) se reducen al producto de las respectivas funciones marginales,
es decir, para cualesquiera x1, · · ·, xm ≥ 0 se cumple
fX1,···,Xm (x1, · · ·, xm) =
n∏
i=1
fXi (xi) ,
FX1,···,Xm (x1, · · ·, xm) =
n∏
i=1
FXi (xi) ,
SX1,···,Xm (x1, · · ·, xm) =
n∏
i=1
SXi (xi) .
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Veamos a continuacio´n algunas de las caracter´ısticas de estas funciones de
distribucio´n multivariante bajo ciertas medidas estad´ısticas de dependencia po-
sitiva.
En general, entenderemos que entre estos riesgos existe dependencia multi-
variante positiva, cuando la probabilidad de que los riesgos que componen una
secuencia cualquiera tomen a la vez valores “grandes”/“pequen˜os” es mayor que
en el caso en que son independientes. Esto nos lleva inmediatamente a definir
el siguiente concepto.
5.2.1 Dependencia positiva de orden
Definicio´n 5.1
Sea X =(X1, · · ·, Xm) una secuencia de riesgos cualesquiera.
(a) Diremos que X presenta dependencia positiva de orden inferior, PLOD,
si para todo x1, · · ·, xm ≥ 0, se cumple
Pr (X1 ≤ x1, · · ·, Xm ≤ xm) ≥
m∏
i=1
Pr (Xi ≤ xi) . (5.4)
(b) Diremos que X presenta dependencia positiva de orden superior, PUOD,
si para todo x1, · · ·, xm ≥ 0, se cumple
Pr (X1 > x1, · · ·, Xm > xm) ≥
m∏
i=1
Pr (Xi > xi) . (5.5)
Cuando las respectivas distribuciones multivariantes de X cumplan (5.4) y (5.5)
a la vez, diremos que X presenta dependencia positiva de orden, POD.
Las inecuaciones presentadas en (5.4) y (5.5) se conocen como inecuaciones
de Sidak. Un estudio de la precisio´n de las mismas se puede encontrar, por
ejemplo, en Glaz & Johnson (1984).
Observemos que el concepto POD puede ser interpretado como una gene-
ralizacio´n multivariante de la dependencia cuadra´tica positiva definida para dos
riesgos -ver (4.4) y (4.7)-. Otras tres generalizaciones de este concepto pueden
ser recogidas de la literatura estad´ıstica. Las presentamos a continuacio´n.
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5.2.2 Dependencia cuadra´tica positiva por parejas
Definicio´n 5.2
Sea X =(X1, · · ·, Xm) una secuencia de riesgos cualesquiera. Diremos que X
presenta dependencia cuadra´tica positiva por parejas, PQD por parejas, si para
todo i, j = 1, ···,m, i 6= j, existe PQD (Xi, Xj) . Es decir, si para todo xi, xj ≥ 0
se cumple
Pr (Xi > xi, Xj > xj) ≥ Pr (Xi > xi) Pr (Xj > xj)
o alternativamente una cualquiera de las relaciones equivalentes dadas en (4.4),
(4.5) y (4.6).
Obviamente, para m = 2, se cumple
X POD ⇔ PQD en X por parejas,
relacio´n que deja de ser va´lida para m ≥ 3.
En el siguiente teorema veremos que cuando existe PQD en X por parejas,
la estructura de covarianzas revela mucha informacio´n sobre la dependencia que
existe entre los riesgos X1, · · ·, Xm.
Teorema 5.3
Sea X =(X1, · · ·, Xm) con PQD en X por parejas, entonces
(a) Cov (Xi, Xj) ≥ 0, para todo i 6= j.
(b) Dados dos conjuntos disjuntos A y B, A,B ⊆ {1, · · ·,m} , las secuencias
{Xk, k ∈ A} y {Xk, k ∈ B} son mutuamente independientes si, y so´lo si,
Cov (Xi, Xj) = 0, para todo i ∈ A, j ∈ B.
Demostracio´n
(a) Para todo i 6= j (i, j = 1, · · ·,m) , se cumple PQD (Xi, Xj) , de donde apli-
cando el teorema 4.5 se sigue el resultado buscado.
(b) Consideremos dos conjuntos disjuntos A y B, A,B ⊆ {1, 2, · · ·,m} .
⇒ Si las secuencias {Xk, k ∈ A} y {Xk, k ∈ B} son mutuamente indepen-
dientes, entonces se sigue inmediatamente que Cov (Xi, Xj) = 0, para todo
i ∈ A, j ∈ B.
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⇐ Supongamos que para las secuencias {Xk, k ∈ A} y {Xk, k ∈ B} se cumple
Cov (Xi, Xj) = 0, para todo i ∈ A, j ∈ B. Denuit, Lefe`vre & Mesfioui (1999)
demuestran que
E (XiXj) =
∫ +∞
xi=0
∫ +∞
xj=0
Pr (Xi > xi, Xj > xj) dxidxj .
Por ser la covarianza entre Xi y Xj igual a 0, de esta expresio´n tenemos∫ +∞
xi=0
∫ +∞
xj=0
[Pr (Xi > xi, Xj > xj)− Pr (Xi > xi) Pr (Xj > xj)] dxidxj = 0.
El integrando [.] de esta u´ltima expresio´n es no negativo para todo xi, xj ≥ 0
(por cumplirse PQD (Xi, Xj)). As´ı
Pr (Xi > xi, Xj > xj) = Pr (Xi > xi) Pr (Xj > xj) , ∀xi, xj ≥ 0,
de donde se sigue que Xi y Xj son mutuamente independientes.
2
5.2.3 Dependencia cuadra´tica lineal positiva
Newman (1984) propuso la siguiente extensio´n del concepto bivariante de de-
pendencia cuadra´tica positiva.
Definicio´n 5.4
Sea X =(X1, · · ·, Xm) una secuencia de riesgos tal que para cualesquiera cons-
tantes no negativas a1, a2, · · · y para cualesquiera conjuntos disjuntos A,B ⊆
{1, 2, · · ·,m} se cumple ∑
i∈A
aiXi y
∑
i∈B
aiXi son PQD. (5.6)
Entonces diremos queX presenta dependencia cuadra´tica lineal positiva, LPQD.
Observemos que LPQD es una condicio´n sime´trica, en el sentido, que decir
que (X1, X2, · · ·, Xm) son LPQD es equivalente a decir que
(
Xpi(1), Xpi(2), · · ·,
Xpi(m)
)
cumplen esta condicio´n, para cualquier permutacio´n pi en {1, 2, · · ·,m} .
Es evidente que la dependencia cuadra´tica lineal positiva es una relacio´n de
dependencia ma´s fuerte que la dependencia cuadra´tica positiva por parejas. As´ı
LPQD en X⇒ PQD en X por parejas.
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A partir del concepto de LPQD definimos, en el siguiente apartado, la que
llamaremos relacio´n de dependencia acumulativa positiva, PCD. E´sta indicara´
una relacio´n de dependencia positiva ma´s de´bil para los riesgos en (X1, · · ·, Xm)
que la aqu´ı tratada.
5.2.4 Dependencia acumulativa positiva
Definicio´n 5.5
Sea X =(X1, · · ·, Xm) una secuencia de riesgos cualesquiera. Diremos que X
presenta dependencia acumulativa positiva, PCD, si para cualquier conjunto
I ⊆ {1, 2, · · ·,m} y para todo j /∈ I∑
i∈I
Xi y Xj son PQD. (5.7)
Es inmediato comprobar que
LPQD en X⇒ PCD en X⇒ PQD en X por parejas.
Con respecto a la relacio´n de dependencia aqu´ı tratada, observar que el
concepto de PCD extiende la relacio´n de PQD bivariante a cualquier dimensio´n
arbitraria y, a su vez, mantiene el significado intuitivo de la PQD. Si los riesgos
en X son PCD, la probabilidad de que
∑
i 6=j Xi y Xj tomen a la vez valores
“grandes”/“pequen˜os” es mayor que en el caso en que los riesgos en X son
independientes. En particular, cuando los riesgos X1, · · ·, Xm son PCD, las
inecuaciones
Pr
∑
i 6=j
Xi > t1 /Xj > t2
 ≥ Pr
∑
i6=j
Xi > t1
 ,
Pr
∑
i 6=j
Xi ≤ t1 /Xj ≤ t2
 ≥ Pr
∑
i6=j
Xi ≤ t1

se cumplen para cualquier j = 1, · · ·,m con Pr (Xj > t2) > 0 y Pr (Xj > t2) > 0,
t1, t2 ≥ 0 . E´stas nos indican que el conocimiento de que uno de los riesgos de la
secuencia, sea e´ste Xj , ha sido “grande”/“pequen˜o” incrementa la probabilidad
de que los siniestros agregados producidos por los m− 1 riesgos restantes en la
secuencia sean tambie´n “grandes”/“pequen˜os”.
Esta conclusio´n es va´lida tambie´n para secuencias de riesgos con LPQD.
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Veremos a lo largo de este cap´ıtulo que basta una relacio´n de dependencia
acumulativa positiva entre los riesgos en X para que esta secuencia tenga ma´s
riesgo para el asegurador que en el caso independiente.
5.2.5 Asociacio´n
Presentamos aqu´ı la generalizacio´n multivariante del concepto de asociacio´n
entre dos riesgos propuesta en el cap´ıtulo anterior.
Definicio´n 5.6
Sean (X1, · · ·, Xm) una secuencia de riesgos cualesquiera. Diremos que X1, · ·
·, Xm son riesgos asociados, A (X1, · · ·, Xm) , si
Cov (f (X1, · · ·, Xm) , g (X1, · · ·, Xm)) ≥ 0, (5.8)
para cualquier par de funciones f, g : Rm+ → R no decrecientes en cada uno de
sus argumentos, para las cuales la covarianza exista.
En lo que sigue hablaremos de funciones no decrecientes en Rm+ y entende-
remos que el no decrecimiento se cumple en cada uno de los argumentos.
Presentamos a continuacio´n, algunas de las principales propiedades que
cumple la asociacio´n multivariante de riesgos (para la demostracio´n de las mis-
mas, ver por ejemplo, Esary, Proschan & Walkup (1967)). Se trata de genera-
lizaciones multivariantes de las recogidas para el caso bivariante.
1. Un conjunto con un so´lo riesgo es asociado.
2. Funciones no decrecientes de riesgos asociados son asociadas.
SeanX1, ···, Xm riesgos asociados y sean h1, ···, hn : Rm+ → R funciones no
decrecientes cualesquiera. Entonces, h1 (X1, · · ·, Xm) , ···, hn (X1, · · ·, Xm)
son asociadas.
3. Cualquier subconjunto de riesgos asociados es asociado.
4. Si dos conjuntos de riesgos asociados son independientes, entonces su unio´n
es un conjunto de riesgos asociados.
De las propiedades 1 y 4, se deduce inmediatamente la siguiente propiedad
adicional.
5. Un conjunto de riesgos independientes es asociado.
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Igualmente, de la propiedad 2 se deduce la siguiente relacio´n entre las esperanzas
de un conjunto de riesgos asociados.
Teorema 5.7
Sean (X1, · · ·, Xm) un conjunto de riesgos asociados. Entonces,
E
(
m∏
i=1
Xi
)
≥
m∏
i=1
E (Xi) . (5.9)
Demostracio´n
Sean X1, · · ·, Xm riesgos asociados. Definimos las funciones no decrecientes
f, g : Rm+ → R
f (x1, · · ·, xm) = x1, g (x1, · · ·, xm) =
m∏
i=2
xi.
X1 y
m∏
i=2
Xi son asociados, por ser funciones no decrecientes de riesgos asociados.
As´ı por (5.8)
Cov
(
X1,
m∏
i=2
Xi
)
= E
(
X1 ·
m∏
i=2
Xi
)
− E (X1) E
(
m∏
i=2
Xi
)
≥ 0
⇒ E
(
m∏
i=1
Xi
)
≥ E (X1) E
(
m∏
i=2
Xi
)
.
Igualmente X2 y
m∏
i=3
Xi son riesgos asociados y para ellos se cumple
E
(
m∏
i=2
Xi
)
≥ E (X2) E
(
m∏
i=3
Xi
)
.
Siguiendo con el mismo procedimiento llegamos a
E
(
m∏
i=1
Xi
)
≥ E (X1) E
(
m∏
i=2
Xi
)
≥ E (X1) E (X2) E
(
m∏
i=3
Xi
)
≥ · · · ≥
m∏
i=1
E (Xi) .
2
El resultado que sigue fue obtenido por Barlow & Proschan (1975) y es
va´lido para v.a. de Bernoulli, es decir, v.a. bivariantes definidas en 0 y 1. Nos
serviremos de e´l para resultados posteriores.
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Teorema 5.8
Si X1, · · ·, Xm son v.a. de Bernoulli asociadas, entonces 1−X1, · · ·, 1−Xm son
tambie´n v.a. de Bernoulli asociadas.
Demostracio´n
SeanX = (X1, · · ·, Xm) , 1−X =(1−X1, · · ·, 1−Xm) , conX1, ···, Xm asocia-
das. Por (5.8), se cumple
Cov (f (X) , g (X)) ≥ 0,
para cualquier par de funciones f y g no decrecientes en Rm+ . Consideremos las
funciones no decrecientes f∗, g∗ : Rm+ → R, definidas por
f∗ (x) = 1− f (1− x) , g∗ (x) = 1− g (1− x) .
Para las v.a. de Bernoulli incluidas en 1−X, se cumple
Cov (f (1−X) , g (1−X)) = Cov (1− f∗ (X) , 1− g∗ (X))
= Cov (f∗ (X) , g∗ (X)) ≥ 0,
donde la u´ltima de las inecuaciones se cumple por ser f∗ y g∗ no decrecientes y
por la asociacio´n de las variables incluidas en X.
2
A partir de los resultados anteriores, se deduce el siguiente teorema.
Teorema 5.9
Para cualesquiera (X1, · · ·, Xm) ,
A (X1, · · ·, Xm)⇒ POD (X1, · · ·, Xm) .
Demostracio´n
De la definicio´n 5.1, tenemos que existe POD en (X1, · · ·, Xm) si para todo
x1, · · ·, xm ≥ 0, se cumplen a la vez las dos inecuaciones presentadas en (5.4) y
(5.5), que recordemos son
Pr (X1 ≤ x1, · · ·, Xm ≤ xm) ≥
m∏
i=1
Pr (Xi ≤ xi) ,
Pr (X1 > x1, · · ·, Xm > xm) ≥
m∏
i=1
Pr (Xi > xi) .
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Para (X1, · · ·, Xm) asociados y para cualesquiera x1, · · ·, xm, definimos las fun-
ciones indicadoras
I (Xi > xi) , (i = 1, · · ·,m) .
Por ser funciones no decrecientes en Xi, I (X1 > x1) , · · ·, I (Xm > xm) son v.a.
de Bernoulli asociadas (propiedad 2 de la asociacio´n). Aplicando ahora (5.9),
tenemos
Pr (X1 > x1, · · ·, Xm > xm) = E (I (X1 > x1, · · ·, Xm > xm))
= E
(
m∏
i=1
I (Xi > xi)
)
≥
m∏
i=1
E (I (Xi > xi)) =
m∏
i=1
Pr (Xi > xi) .
Observemos ahora que por el teorema 5.8, las v.a. de Bernoulli
I (Xi ≤ xi) = 1− I (Xi > xi) , (i = 1, · · ·,m) .
son asociadas, por serlo I (Xi > xi) , (i = 1, · · ·,m) . As´ı, aplicando nuevamente
(5.9), resulta
Pr (X1 ≤ x1, · · ·, Xm ≤ xm) = E (I (X1 ≤ x1, · · ·, Xm ≤ xm))
= E
(
m∏
i=1
I (Xi ≤ xi)
)
≥
m∏
i=1
E (I (Xi ≤ xi)) =
m∏
i=1
Pr (Xi ≤ xi) .
2
De este teorema, vemos que la asociacio´n entre riesgos implica POD. As´ı,
los riesgos individuales de secuencias de riesgos asociados presentan una mayor
correlacio´n positiva que en el caso en que son independientes. El siguiente
resultado se deduce de la propiedad 2 de la asociacio´n y refuerza esta conclusio´n.
Para cualesquiera (X1, · · ·, Xm) ,
A (X1, · · ·, Xm) ⇒ PLQD en (X1, · · ·, Xm)
⇒ PCD en (X1, · · ·, Xm) (5.10)
⇒ PQD en (X1, · · ·, Xm) por parejas.
As´ı, los resultados del teorema 5.3 pueden aplicarse tambie´n al caso de una
secuencia de riesgos asociados.
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5.2.6 Crecimiento condicional en secuencia
Definicio´n 5.10
Sea X =(X1, · · ·, Xm) una secuencia de riesgos cualesquiera. Diremos que los
riesgos en X presentan un crecimiento condicional en secuencia, CIS (X1, · · ·,
Xm) si para cualquier i ∈ {2, · · ·,m} ,
Pr (Xi > xi/X1 = x1, · · ·, Xi−1 = xi−1)
es no decreciente en el dominio de X1, · · ·, Xi−1 respecto a x1, · · ·, xi−1, para
todo xi ≥ 0.
Observemos que cuando m = 2 estamos ante el concepto de dependencia
estoca´stica creciente entre dos riesgos. As´ı, el crecimiento condicional en se-
cuencia puede ser considerado como una generalizacio´n multivariante de este
concepto de dependencia bivariante.
Cohen & Sackrowitz (1995) dan definiciones equivalentes de este concepto.
No se reproducen aqu´ı sus resultados ya que superan nuestros propo´sitos.
Barlow & Proschan (1975, pa´g. 147) y Joe (1997, pa´g. 16) demuestran que el
concepto de crecimiento condicional en secuencia es ma´s fuerte que el concepto
de asociacio´n. De este resultado y del presentado en (5.10) podemos deducir las
siguientes relaciones entre los conceptos de dependencia multivariante positiva
tratados.
Para cualesquiera (X1, · · ·, Xm) se cumplen las siguientes relaciones:
CIS (X1, · · ·, Xm) ⇒ A (X1, · · ·, Xm)⇒ PLQD en (X1, · · ·, Xm)
⇒ PCD en (X1, · · ·, Xm) (5.11)
⇒ PQD en (X1, · · ·, Xm) por parejas.
Observemos que cuando (X1, · · ·, Xm) son mutuamente independientes
Pr (Xi > xi/X1 = x1, · · ·, Xi−1 = xi−1) = Pr (Xi > xi/X1 = x′1, · · ·, Xi−1 = x′i−1)
para 0 ≤ xj ≤ x′j (j = 1, · · ·, i− 1) .
As´ı, una secuencia formada por riesgos mutuamente independientes presenta
crecimiento condicional en secuencia y de (5.11) y el resultado del teorema
5.9, podemos afirmar que cumple todas las relaciones de dependencia positiva
presentadas dentro de este apartado.
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Al igual que en el cap´ıtulo anterior, queremos finalizar este apartado de
conceptos de dependencia multivariante positiva con el ana´lisis de la relacio´n de
dependencia que existe en caso de comonoton´ıa. Ampliamos as´ı el concepto de
comonoton´ıa al caso multivariante. Veremos a lo largo de este cap´ıtulo que e´sta
resulta ser de nuevo la relacio´n de dependencia ma´s “peligrosa” con que puede
encontrarse el asegurador entre los riesgos de su cartera.
5.2.7 Riesgos comono´tonos
Definicio´n 5.11
Sean (X1, · · ·, Xm) riesgos cualesquiera. Diremos que X1, · · ·, Xm son mutua-
mente comono´tonos si existe un riesgo cualquiera Z y unas funciones u1, · · ·, um
no decrecientes en R+, tales que
(X1, · · ·, Xm) d= (u1 (Z) , · · ·, um (Z)) , (5.12)
donde el s´ımbolo d= indica igualdad en la distribucio´n multivariante de probabi-
lidad.
Presentamos a continuacio´n una generalizacio´n del teorema 4.7 al caso mul-
tivariante. Este resultado nos ayudara´ a interpretar la relacio´n de dependencia
que existe entre los que riesgos que componen una secuencia como la descrita.
Teorema 5.12
Sean (X1, · · ·, Xm) ∈ Rm (F1, · · ·, Fm). Diremos que los riesgos X1, · · ·, Xm
son mutuamente comono´tonos si se cumple una cualquiera de las siguientes
condiciones equivalentes
(1) Existe un riesgo cualquiera Z y funciones u1, · · ·, um no decrecientes en R+,
tales que
(X1, · · ·, Xm) d= (u1 (Z) , · · ·, um (Z)) .
(2) Su funcio´n de distribucio´n multivariante, FX1,···,Xm , viene dada por la cota
superior de Fre´chet, es decir, para todo x1, · · ·, xm ≥ 0, se cumple
FX1,···,Xm (x1, · · ·, xm) = min {FX1 (x1) , · · ·, FXm (xm)} . (5.13)
(3) Para cualquier v.a. U uniformemente distribuida en el intervalo [0, 1], se
cumple
(X1, · · ·, Xm) d=
(
F−1X1 (U) , · · ·, F−1Xm (U)
)
. (5.14)
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Demostracio´n
La demostracio´n es una generalizacio´n inmediata de la realizada en el teorema
4.7.
2
Destacar que tambie´n en el caso multivariante, los riesgos individuales re-
sultan ser funcio´n no decreciente de una misma v.a. U uniformemente dis-
tribuida en el intervalo [0, 1]. As´ı, siguiendo con la nomenclatura del cap´ıtulo an-
terior, representaremos por XU1 , · · ·, XUm a la secuencia de riesgos con marginales
FX1 , ···, FXm y mutuamente comono´tonos. Analizaremos con mayor detalle esta
relacio´n de dependencia a lo largo de este cap´ıtulo.
5.3 Secuencias de riesgos multivariantes
Para una secuencia cualquiera formada por m riesgos dependientes (m ≥ 2)
queremos, dentro de este apartado, deducir cua´les son las relaciones de depen-
dencia que le supondra´n al asegurador un mayor riesgo global que en el caso
independiente, en el sentido que la distribucio´n de la siniestralidad de estos m
riesgos siempre este´ por encima, en orden stop-loss, que la correspondiente en
caso de independencia. El procedimiento para llegar a este resultado sera´ similar
al del cap´ıtulo anterior. As´ı consideraremos el conjunto de todas las secuencias
de riesgos con marginales dadas (igualdad en las distribuciones de probabili-
dad de los riesgos individuales) y dentro de e´ste deduciremos cua´l es la relacio´n
de dependencia positiva, de entre las presentadas en el anterior ep´ıgrafe, que
debemos exigir para lograr nuestro propo´sito. Diferenciaremos de nuevo segu´n
se trate de una cartera de riesgos con distribuciones marginales dicoto´micas
o con cualquier otra forma. La nomenclatura utilizada sera´ similar a la del
cap´ıtulo anterior. En el caso de m riesgos procedentes de una cartera cuyos
riesgos individuales presenten una distribucio´n dicoto´mica, hablaremos de se-
cuencias incluidas en Rm (p1, · · ·, pm;α1, · · ·, αm) para referirnos a las secuencias
que resultan de todas las posibles relaciones de dependencia que pueden existir
entre estos m riesgos. La clase Rm,+ (p1, · · ·, pm;α1, · · ·, αm) sera´ la de aque-
llas secuencias que cumplan con la condicio´n de dependencia positiva que nos
garantice una secuencia con mayor riesgo global que en el caso independiente.
En el caso de m riesgos procedentes de una cartera con cualquier otra forma
en la distribucio´n marginal de los riesgos individuales, hablaremos de las clases
Rm (F1, · · ·, Fm) y Rm,+ (F1, · · ·, Fm) respectivamente.
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Definimos, a continuacio´n, las distribuciones de probabilidad multivariantes
que resultan en cada caso.
5.3.1 Distribucio´n multivariante
5.3.1.1 Riesgos con distribucio´n dicoto´mica
Para i = 1, 2, · · ·,m, sean αi y pi reales arbitrarios pero fijados, cumpliendo
αi > 0 y 0 < pi < 1. Consideremos la secuencia de riesgos X1, · · ·, Xm con
funcio´n de densidad de probabilidad de Xi (i = 1, · · ·,m) dicoto´mica, es decir,
definida por
fXi (0) = Pr (Xi = 0) = pi,
fXi (αi) = Pr (Xi = αi) = qi = 1− pi.
(5.15)
Sea Rm (p1, · · ·, pm;α1, · · ·, αm) la clase de todas las secuencias formadas
por m riesgos con funciones marginales de densidad de probabilidad dadas por
(5.15). La diferencia entre las secuencias de riesgos incluidas en esta clase viene
marcada por sus respectivas distribuciones de probabilidad multivariantes ya
que en el caso de las marginales son ide´nticas. Para una secuencia cualquiera
incluida en esta clase, (X1, · · ·, Xm) ∈ Rm (p1, · · ·, pm;α1, · · ·, αm) , la funcio´n
de distribucio´n acumulativa, FX1,····,Xm , es la definida en (5.2), siendo la de-
sacumulativa, SX1,····,Xm , la dada en (5.3).
En el teorema 4.12 hab´ıamos demostrado que en el caso bivariante, dos
riesgos cualesquiera con covarianza no negativa cumpl´ıan tambie´n todas las
relaciones de dependencia positiva entonces presentados. De este teorema es in-
mediato deducir que en el caso multivariante, la secuencia X = (X1, · · ·, Xm) ∈
Rm (p1, · · ·, pm;α1, · · ·, αm) que cumpla Cov (Xi, Xj) ≥ 0 (∀i, j = 1, · · ·,m; i 6=
j) presenta dependencia cuadra´tica positiva por parejas dada la equivalencia en-
tre Cov (Xi, Xj) ≥ 0 y PQD (Xi, Xj). As´ı
PQD en X por parejas⇔ Cov (Xi, Xj) ≥ 0 (∀i, j = 1, · · ·,m; i 6= j) .
No obstante, del siguiente contraejemplo se deduce que esta equivalencia no
se cumple en el caso de dependencia acumulativa positiva.
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Contraejemplo
Consideremos la clase R3 (p1, p2, p3;α1, α2, α3) con funciones marginales de den-
sidad de probabilidad, fi, (i = 1, 2, 3) , definidas por
fi (x) =

2/3 si x = 0,
1/3 si x = 1,
0 en cualquier otro caso.
Sean (X1, X2, X3) ∈ R3 (p1, p2, p3;α1, α2, α3) con las siguientes relaciones de
dependencia:
Pr (X2 = 1/X1 = 1) = Pr (X3 = 1/X1 = 1) = Pr (X3 = 1/X2 = 1) = 1/2
y
Pr (X3 = 1/X1 = 1, X2 = 1) = Pr (X2 = 1/X1 = 1, X3 = 1)
= Pr (X1 = 1/X2 = 1, X3 = 1) = 0.
De estas relaciones de dependencia se deduce inmediatamente que
Pr (X1 = 1, X2 = 1) = Pr (X1 = 1, X3 = 1) = Pr (X2 = 1, X3 = 1) = 1/6
y
Pr (X1 = 1, X2 = 1, X3 = 1) = 0.
Aplicando ahora (4.14) tenemos
Cov (X1, X2) = Cov (X1, X3) = Cov (X2, X3) = 1/18 > 0.
As´ı podemos afirmar por los resultados del teorema 4.12 que estos riesgos pre-
sentan dependencia cuadra´tica positiva por parejas. No obstante observemos
que esta dependencia no es acumulativa ya que si, por ejemplo, nos centramos
en X1+X2 y X3 estos dos riesgos no presentan dependencia cuadra´tica positiva
puesto que
Pr (X1 +X2 > 1, X3 > 0) = Pr (X1 = 1, X2 = 1, X3 = 1) = 0
< 1/18 = Pr (X1 +X2 > 1)Pr (X3 > 0) .
Veremos que la dependencia acumulativa positiva es la forma mı´nima de
dependencia positiva para garantizar secuencias con ma´s riesgo (en orden stop-
loss) que en el caso independiente. As´ı, al tratar dependencias multivariantes
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no podremos definir la clase Rm,+ (p1, · · ·, pm;α1, · · ·, αm) restringie´ndonos a
aquellas secuencias de riesgos cuyas respectivas covarianzas sean no negativas
(como hac´ıamos en el caso bivariante) sino que deberemos limitarnos a aquellas
con dependencia acumulativa positiva. E´sta sera´ la misma condicio´n que re-
sulte para el caso ma´s general de secuencias incluidas en Rm (F1, · · ·, Fm) cuya
definicio´n procedemos a realizar en el apartado siguiente.
5.3.1.2 Riesgos con distribucio´n arbitraria
Sea Rm (F1, · · ·, Fm) la clase de todas las secuencias de riesgos con distribuciones
marginales F1, ···, Fm dadas. Para cualesquiera (X1, · · ·, Xm) ∈ Rm (F1, · · ·, Fm),
tenemos
Fi (x) = Pr (Xi ≤ x) ; ∀x ≥ 0 (i = 1, · · ·,m) , (5.16)
siendo su funcio´n de densidad multivariante la dada en (5.1) y las de distribucio´n
multivariante acumulativa y desacumulativa las dadas en (5.2) y (5.3), respec-
tivamente.
Estamos ahora en condiciones de deducir cua´les de los elementos de esta clase
esta´n por encima de la independencia en lo que se refiere a su peligrosidad. Este
resultado se deduce en el siguiente apartado para el caso general de secuencias
de riesgos incluidas en la clase Rm (F1, · · ·, Fm) que acabamos de definir.
5.3.2 Las clases Rm,+ (p1, · · ·, pm;α1, · · ·, αm) y Rm,+ (F1, · · ·, Fm)
En este apartado se demuestra que a aquellas secuencias de riesgos con depen-
dencia acumulativa positiva, PCD, les corresponde una distribucio´n de la suma
que queda siempre por encima, en orden stop-loss, a la que resulta para el caso
independiente. Este resultado esta´ recogido en Denuit, Dhaene & Ribas (2001).
En el apartado anterior hemos visto que en el caso de riesgos dicoto´micos, los
conceptos de dependencia positiva ma´s de´biles que la dependencia acumulativa
positiva no implicaban esta u´ltima. No existe, por tanto, justificacio´n para
tratar en este momento por separado a este tipo de riesgos y podemos limitarnos
a demostrar este resultado en la clase general Rm (F1, · · ·, Fm) .
Teorema 5.13
Sean (X1, · · ·, Xm) ∈ Rm (F1, · · ·, Fm) con PCD en (X1, · · ·, Xm) , entonces
X⊥1 + · · ·+X⊥m ≤sl X1 + · · ·+Xm,
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donde X⊥1 , · · ·, X⊥m son riesgos con marginales Fi de Xi (i = 1, · · ·,m) y mutua-
mente independientes.
Demostracio´n
Sin pe´rdida de generalidad, los riesgos X⊥i y Xj pueden ser considerados in-
dependientes (∀i 6= j, i, j = 1, · · ·,m) . Por ser (X⊥1 , · · ·, X⊥m) y (X1, · · ·, Xm)
elementos de Rm (F1, · · ·, Fm) , se cumple X⊥i d= Xi (i = 1, · · ·,m) de donde
surge inmediatamente el cumplimiento de la relacio´n X⊥1 ≤sl X1.
Supongamos ahora que
X⊥1 + · · ·+X⊥k ≤sl X1 + · · ·+Xk
se cumple para k = 1, · · ·,m − 1. Del teorema 3.10 tenemos que cada una de
estas inecuaciones se mantiene bajo la convolucio´n de ambas distribuciones con
la de un tercer riesgo independiente. As´ı, la u´ltima de estas inecuaciones da
lugar a
X⊥1 + · · ·+X⊥m−1 +X⊥m ≤sl X1 + · · ·+Xm−1 +X⊥m. (5.17)
Si tenemos en cuenta ahora que existe PCD en (X1, · · ·, Xm) , tenemos que Xm
y X1 + · · ·+Xm−1 presentan PQD, de donde por el teorema 4.19 resulta
X1 + · · ·+Xm−1 +X⊥m ≤sl X1 + · · ·+Xm−1 +Xm. (5.18)
Combinando (5.17) y (5.18) llegamos al resultado buscado.
2
De la relacio´n en (5.11), tenemos que este resultado se pueden generalizar
al caso en que exista dependencia cuadra´tica lineal positiva, asociacio´n o cre-
cimiento condicional en secuencia de los riesgos incluidos en (X1, · · ·, Xm).
De este teorema se deduce inmediatamente que para cualquier decisor ad-
verso al riesgo, aquellas secuencias de riesgos incluidas en Rm (p1, · · ·, pm;α1, ··
·, αm) y Rm (F1, · · ·, Fm) que presenten PCD le suponen un mayor riesgo global
que en el caso independiente. As´ı podemos reducir estas clases a las subclases de
secuencias de riesgos incluidas en e´stas con dependencia acumulativa positiva.
Llamaremos Rm,+ (p1, · · ·, pm;α1, · · ·, αm) y Rm,+ (F1, · · ·, Fm) a cada una de
estas subclases. Cualquier secuencia de riesgos incluida en una de estas dos
subclases presenta PCD y por los resultados del teorema 5.13 sabemos que la
hipo´tesis de independencia para los riesgos individuales que la componen lleva
a infravalorar el riesgo que realmente existe. Esto constituye, sin duda, una
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estrategia peligrosa puesto que de hecho se esta´ sustituyendo la distribucio´n
real de los siniestros agregados que de estos riesgos se derivan por una menos
peligrosa en te´rminos de orden stop-loss. Esta conclusio´n generaliza la obtenida
en el cap´ıtulo anterior cuando u´nicamente contempla´bamos dependencias entre
dos u´nicos riesgos.
Esta´ claro que si nos restringimos a las clases Rm,+ (p1, · · ·, pm;α1, · · ·, αm)
y Rm,+ (F1, · · ·, Fm) la relacio´n de dependencia ma´s segura la encontramos en
aquellas secuencias formada por riesgos mutuamente independientes. Deduci-
mos en los siguientes dos apartados cua´l es la relacio´n de dependencia ma´s
peligrosa en cada una de estas dos subclases. Nuevamente e´sta la encontramos
en caso de comonoton´ıa, secuencia para la que, en cada caso, interpretaremos
las relaciones de dependencia que surgen.
5.3.3 Dependencia ma´s segura y dependencia con ma´s ries-
go en la clase Rm,+ (p1, · · ·, pm;α1, · · ·, αm)
Del resultado del teorema 5.13 es claro que en la clase Rm,+ (p1, · · ·, pm;α1, · · ·,
αm) el elemento ma´s seguro es aquel formado por m riesgos mutuamente in-
dependientes. Por los resultados del apartado 5.2.6 podemos asegurar que este
elemento forma parte de Rm,+ (p1, · · ·, pm;α1, · · ·, αm) ya que en caso de inde-
pendencia podemos garantizar crecimiento condicional en secuencia, propiedad
que nos asegura la existencia de dependencia acumulativa positiva.
En cuanto al elemento con ma´s riesgo sera´, como veremos, aquel formado por
m riesgos mutuamente comono´tonos. Antes de obtener este resultado, queremos
analizar algunas de las relaciones de dependencia que resultan para una secuen-
cia de riesgos mutuamente comono´tonos. De e´stas se seguira´ inmediatamente la
inclusio´n de esta secuencia de riesgos en la clase Rm,+ (p1, · · ·, pm;α1, · · ·, αm).
Sean
(
XU1 , · · ·, XUm
) ∈ Rm (p1, · · ·, pm;α1, · · ·, αm) con XUi (i = 1, · · ·,m)
mutuamente comono´tonos. A efectos interpretativos asumimos, sin pe´rdida de
generalidad, que los riesgos XU1 , · · ·, XUm esta´n ordenados de manera que se
cumple
p1 ≤ p2 ≤ · · · ≤ pm, (5.19)
lo cual significa que los riesgos con menor ı´ndice tienen una mayor probabilidad
de dar lugar a siniestro.
Por ser la distribucio´n multivariante de
(
XU1 , · · ·, XUm
)
la cota superior de
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Fre´chet, estos riesgos cumplen las siguientes relaciones va´lidas para todo i, j
cumpliendo 1 ≤ i < j ≤ m,
Pr
(
XUi = 0, X
U
j = 0
)
= Pr
(
XUk ≤ αk, XUi = 0, XUj = 0
)
k=1,···,m; k 6=i,j
= min {1, pi, pj} = pi = Pr (Xi = 0) ,
Pr
(
XUi = 0, X
U
j = αj
)
= Pr (Xi = 0)− Pr
(
XUi = 0, X
U
j = 0
)
= 0,
Pr
(
XUi = αi, X
U
j = αj
)
= 1− Pr (Xi = 0)− Pr (Xj = 0)
+Pr
(
XUi = 0, X
U
j = 0
)
= 1− pi − pj + pi = 1− pj = Pr (Xj = αj) .
(5.20)
As´ı, en este caso particular,
Pr
(
XUj = 0/X
U
i = 0
)
= 1,
Pr
(
XUj = αj/X
U
i = 0
)
= 0,
Pr
(
XUi = 0/X
U
j = αj
)
= 0,
Pr
(
XUi = αi/X
U
j = αj
)
= 1,
relaciones de dependencia que generalizan las obtenidas en (4.21) para el caso
bivariante y que nos indican, ahora, que si un riesgo no da lugar a siniestro,
todos aquellos con menor probabilidad de siniestralidad no lo dara´n. Igualmente,
cuando un riesgo de lugar a siniestro, todos aquellos con mayor probabilidad de
siniestralidad lo dara´n tambie´n.
A partir de las relaciones de dependencia que acabamos de obtener es ahora
inmediato comprobar que
(
XU1 , · · ·, XUm
)
presentan crecimiento condicional en
secuencia. Recordemos que esta relacio´n de dependencia positiva se da si para
cualquier i = 2, · · ·,m, la probabilidad condicionada
Pr
(
XUi > xi/X
U
1 = x1, · · ·, XUi−1 = xi−1
)
(5.21)
resulta no decreciente en el dominio de XU1 , ···, XUi−1 respecto a x1, ···, xi−1, para
todo xi ≥ 0. Por pertenecer
(
XU1 , · · ·, XUm
)
a la claseRm (p1, · · ·, pm;α1, · · ·, αm),
la relacio´n en (5.21) es equivalente a
Pr
(
XUi > 0/X
U
1 = x1, · · ·, XUi−1 = xi−1
)
= Pr
(
XUi = αi/X
U
1 = x1, · · ·, XUi−1 = xi−1
)
expresio´n que en el dominio de XU1 , · · ·, XUi−1 u´nicamente toma valor no nulo en
xj = 0 y xj = αj (j = 1, · · ·, i− 1) . De la u´ltima relacio´n presentada en (5.20),
tenemos que en el dominio de XU1 , · · ·, XUi−1
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Pr
(
XU1 = x1, · · ·, XUi−1 = xi−1, XUi = αi
)
=
{
1− pi si xj = αj , j = 1, · · ·, i− 1,
0 en cualquier otro caso,
de donde se deduce inmediatamente el no decrecimiento de (5.21) en este do-
minio.
As´ı la secuencia de riesgos mutuamente comono´tonos de la clase Rm (p1, · · ·
, pm;α1, · · ·, αm) presenta crecimiento condicional en secuencia. De (5.11) y el
resultado del teorema 5.9, podemos afirmar que cumple todas las relaciones de
dependencia presentadas en el apartado 5.2 y garantizar su pertenencia a la
subclase Rm,+ (p1, · · ·, pm;α1, · · ·, αm) . Veremos a continuacio´n que e´ste es el
elemento con mayor riesgo de los incluidos en esta clase. Este resultado fue
obtenido por primera vez por Dhaene & Goovaerts (1997).
El riesgo total de
(
XU1 , · · ·, XUm
) ∈ Rm,+ (p1, · · ·, pm;α1, · · ·, αm) con XUi
(i = 1, · · ·,m) mutuamente comono´tonos, vendra´ dado por la v.a. suma
S∗ = XU1 + · · ·+XUm, (5.22)
los valores de la cual se reducen, por los resultados vistos, al conjunto 0, α1 +
α2, α1 + α2 + α3, · · ·, α1 + · · ·+ αm.
Observemos que la distribucio´n de probabilidad que resulta para la v.a. S∗
es
FSU (s) = Pr
(
SU ≤ s) =

p1, si 0 ≤ s < α1,
pi+1 si α1 + · · ·+ αi ≤ s < α1 + · · ·+ αi+1
i = 1, 2, · · ·,m− 1,
1 si s ≥ α1 + · · ·+ αm.
(5.23)
En efecto de las relaciones en (5.20), resulta
FSU (0) = Pr
(
XU1 = 0, · · ·, XUm = 0
)
= p1.
Cuando α1 + · · ·+ αi ≤ s < α1 + · · ·+ αi+1; i = 1, 2, · · ·,m− 1,
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FSU (s) = Pr
(
SU = 0
)
+ Pr
(
SU = α1
)
+ Pr
(
SU = α1 + α2
)
+ · · ·+Pr (SU = α1 + α2 + · · ·+ αi) = Pr (XU1 = 0, · · ·, XUm = 0)
+
i∑
j=1
Pr
(
XU1 = α1, · · ·, XUj = αj , XUj+1 = 0, · · ·, XUm = 0
)
= p1 +
i∑
j=1
Pr
(
XUj = αj , X
U
j+1 = 0
)
= p1 +
i∑
j=1
(Pr (Xj+1 = 0)
−Pr (XUj = 0, XUj+1 = 0)) = p1 + i∑
j=1
(pj+1 − pj) = pi+1.
Mientras que si s ≥ α1 + · · ·+ αm,
FSU (s) = Pr
(
SU = 0
)
+ Pr
(
SU = α1
)
+ · · ·+ Pr (SU = α1 + · · ·+ αm)
= Pr
(
XU1 = 0, · · ·, XUm = 0
)
+
m−1∑
i=1
Pr
(
XU1 = α1, · · ·, XUi = αi,
XUi+1 = 0, · · ·, XUm = 0
)
+ Pr
(
XU1 = α1, · · ·, XUm = αm
)
= p1 +
m−1∑
i=1
(pi+1 − pi) + (1− pm) = 1.
Una vez deducida la distribucio´n de la v.a. suma, sabemos el riesgo total que
se deriva de una secuencia de riesgos mutuamente comono´tonos. Nos planteamos
ahora cua´l es la “peligrosidad” de la misma en comparacio´n con la que se deriva
del resto de secuencias incluidas dentro de la claseRm,+ (p1, · · ·, pm;α1, · · ·, αm) .
En el siguiente teorema se demuestra que e´sta es la relacio´n de dependencia ma´s
peligrosa que puede existir en esta clase, en el sentido que, bajo cualquier nivel
de retencio´n, maximiza las correspondientes primas stop-loss.
Teorema 5.14
Sean
(
XU1 , · · ·, XUm
) ∈ Rm (p1, · · ·, pm;α1, · · ·, αm) con XUi (i = 1, · · ·,m) mutua-
mente comono´tonos. Entonces para cualesquiera (X1, · · ·, Xm) ∈ Rm,+ (p1, · · ·,
pm;α1, · · ·, αm) , se cumple
S ≤sl SU ,
donde S =
m∑
i=1
Xi y SU =
m∑
i=1
XUi .
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Demostracio´n
Sean las v.a.
SUj = X
U
1 + · · ·+XUj , Sj = X1 + · · ·+Xj ; j = 1, · · ·,m.
Denotaremos a sus respectivas funciones de distribucio´n por FSU
j
y FSj res-
pectivamente. De (5.23), tenemos
FSU
j
(s) =

p1, si 0 ≤ s < α1,
pi+1
si α1 + · · ·+ αi ≤ s < α1 + · · ·+ αi+1
i = 1, 2, · · ·, j − 1,
1 si s ≥ α1 + · · ·+ αj .
Para j = 1, inmediatamente se deduce S1 ≤sl S∗1 .
Supongamos que se cumple Sj ≤sl SUj , es decir,
E (Sj − d)+ ≤sl E
(
SUj − d
)
+
, ∀d ≥ 0.
En general,
E (S − d)+ =
∫ ∞
d
(1− FS (s)) ds = E (S)− d+
∫ d
0
FS (s) ds
y por cumplirse E (Sj) = E
(
S
U
j
)
(al tratarse de riesgos con iguales distribu-
ciones marginales), Sj ≤sl SUj equivale a∫ d
0
FSj (s) ds ≤
∫ d
0
F
S
U
j
(s) ds.
Entonces encontramos que para s < α1 + · · ·+ αj ,
FSj+1 (s) = Pr (Sj ≤ s,Xj+1 = 0) ≤ FSj (s) .
As´ı, cuando d < α1 + · · ·+ αj ,∫ d
0
FSj+1 (s) ds ≤
∫ d
0
FSj (s) ds ≤
∫ d
0
FSU
j
(s) ds =
∫ d
0
FSU
j+1
(s) ds,
de donde
E (Sj+1 − d)+ ≤ E
(
S
U
j+1 − d
)
+
, 0 ≤ d < α1 + · · ·+ αj .
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Con el fin de probar que la inecuacio´n anterior se cumple tambie´n para d ≥
α1 + · · ·+ αj , observemos que
FSj+1 (α1 + · · ·+ αj) = Pr (X1 + · · ·+Xj+1 ≤ α1 + · · ·+ αj)
≥ Pr (X1 + · · ·+Xj+1 ≤ α1 + · · ·+ αj ;Xj+1 = 0)
= Pr (Xj+1 = 0)Pr (X1 + · · ·+Xj+1 ≤ α1 + · · ·+ αj/Xj+1 = 0)
= Pr (Xj+1 = 0) = pj+1 = FSU
j+1
(α1 + · · ·+ αj) .
Evidentemente, para todo s ≥ α1 + · · ·+ αj+1,
FSj+1 (s) = FSUj+1 = 1.
As´ı, para s ≥ α1 + · · ·+ αj ,
FSj+1 (s) ≥ FSUj+1 ,
de manera que para todo d ≥ α1 + · · ·+ αj
E (Sj+1 − d)+ =
∫ ∞
d
(
1− FSj+1 (s)
)
ds
≤
∫ ∞
d
(
1− FSU
j+1
(s)
)
ds = E
(
SUj+1 − d
)
+
,
con lo que se completa la demostracio´n por induccio´n.
2
Observemos que el teorema se ha probado para la clase generalRm (p1, · · ·, pm;
α1, · · ·, αm) . As´ı, independientemente de la relacio´n de dependencia que exista
entre los riesgos de una secuencia cualquiera, sus primas stop-loss quedan siem-
pre por debajo de las que resultan al realizar la hipo´tesis de mutua comonoton´ıa
entre los riesgos del conjunto. En consecuencia, la hipo´tesis de comonoton´ıa
acota, por encima, el riesgo total de la secuencia. Obviamente esta conclusio´n
tambie´n es va´lida para los riesgos de la clase Rm,+ (p1, · · ·, pm;α1, · · ·, αm).
5.3.4 Dependencia ma´s segura y dependencia con ma´s ries-
go en la clase Rm,+ (F1, · · ·, Fm)
En este apartado queremos generalizar los resultados anteriores a la clase Rm,+
(F1, · · ·, Fm) . Nuevamente del teorema 5.13 es claro que en esta clase el ele-
mento ma´s seguro es aque´l formado por m riesgos mutuamente independientes.
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Igualmente, por los resultados del apartado 5.2.6, podemos asegurar que este
elemento forma parte de Rm,+ (F1, · · ·, Fm) ya que en caso de independencia
podemos garantizar crecimiento condicional en secuencia, propiedad que nos
asegura la existencia de dependencia acumulativa positiva.
En cuanto al elemento con ma´s riesgo sera´ nuevamente el formado por m
riesgos mutuamente comono´tonos. En base al trabajo de Dhaene, Wang, Young
& Goovaerts (1997), analizaremos la relacio´n de dependencia, as´ı como el riesgo
total que se deriva de una secuencia de riesgos mutuamente comono´tonos. Estos
autores encuentran sus resultados dentro del marco de la teor´ıa dual de Yaari
presentada en los cap´ıtulos 2 y 3. Nos restringiremos a este marco dentro de
este apartado.
Comprobaremos, en primer lugar, que la secuencia de riesgos mutuamente
comono´tonos incluida en la clase Rm (F1, · · ·, Fm) pertenece a la subclase Rm,+
(F1, · · ·, Fm) y adema´s cumple todas las relaciones de dependencia positiva pre-
sentadas en el apartado 5.2. Este resultado se debe a Denuit, Dhaene & Ribas
(2000).
Sea XU=
(
XU1 , · · ·, XUm
) ∈ Rm (F1, · · ·, Fm) con XUi (i = 1, · · ·,m) mutua-
mente comono´tonos. De (5.14) tenemos que(
XU1 , · · ·, XUm
) d= (F−11 (U) , · · ·, F−1m (U)) .
con U uniformemente distribuida en el intervalo [0, 1] . De esta igualdad en la dis-
tribucio´n multivariante de probabilidad se sigue la asociacio´n en
(
XU1 , · · ·, XUm
)
.
En efecto, dadas dos funciones no decrecientes φ1 y φ2 : Rm+ → R, tenemos que
Cov
(
φ1
(
XU
)
, φ2
(
XU
))
= Cov (ψ1 (U) , ψ2 (U)) ,
siendo
ψi (U) = φi
(
F−11 (U) , · · ·, F−1m (U)
)
, i = 1, 2.
Es inmediato comprobar que ψ1 y ψ2 son funciones no decrecientes por serlo
φ1, φ2 y F−11 , · · ·F−1m . As´ı
Cov (ψ1 (U) , ψ2 (U)) ≥ 0
por ser U es un riesgo asociado (propiedad 1 de la asociacio´n).
La asociacio´n de
(
XU1 , · · ·, XUm
)
nos permite afirmar que esta secuencia esta´
incluida en la clase Rm,+ (F1, · · ·, Fm) puesto que de las relaciones en (5.10) se
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deduce la existencia de dependencia acumulativa positiva. Obviamente tambie´n
presentara´ dependencia cuadra´tica lineal positiva, dependencia cuadra´tica posi-
tiva por parejas y dependencia positiva de orden. Demostramos, por u´ltimo,
que los riesgos en XU presentan incluso crecimiento condicional en secuencia.
Recordemos que e´ste existira´ si para cualquier i ∈ {2, · · ·,m} ,
Pr
(
XUi > xi/X
U
1 = x1, · · ·, XUi−1 = xi−1
)
(5.24)
resulta no decreciente en el dominio de XU1 , · · ·, XUi−1 respecto a x1, · · ·, xi−1,
para todo xi ≥ 0. De (5.14) tenemos que (5.24) resulta equivalente a
Pr
(
F−1i (U) > xi/F
−1
1 (U) = x1, · · ·, F−1i−1 (U) = xi−1
)
= Pr
(
F−1i (U) > xi/Fj (xj − 0) ≤ U ≤ Fj (xj) , j = 1, · · ·, i− 1
)
,
donde U es una v.a. uniformemente distribuida en el intervalo [0, 1] y (xj − 0) =
lim
ε→0+
(xj − ε) .
Esta u´ltima expresio´n es claramente no decreciente en x1, · · ·, xi−1 puesto que a
medida que e´stos aumentan, aumenta el valor de U y mayor resulta Pr
(
F−1i (U) >
xi) para cualquier valor de xi ≥ 0.
As´ı, podemos concluir que el elemento de Rm (F1, · · ·, Fm) formado por ries-
gos comono´tonos cumple todas las relaciones de dependencia positiva presen-
tadas en la seccio´n 5.2. Obviamente pertenece a la clase Rm,+ (F1, · · ·, Fm)
y sera´, como veremos, el elemento ma´s peligroso de los incluidos en esta clase.
Para llegar a este resultado, necesitaremos de los siguientes dos teoremas va´lidos
para cualquier secuencia de riesgos mutuamente comono´tonos.
Teorema 5.15
Sean XU1 , · · ·, XUm riesgos mutuamente comono´tonos. Entonces para 0 ≤ p ≤ 1,
se cumple
F−1
XU1 +···+XUm
(p) =
m∑
i=1
F−1Xi (p) ,
S−1
XU1 +···+XUm
(p) =
m∑
i=1
S−1Xi (p) ,
(5.25)
siendo las funciones F−1X y S
−1
X las definidas en (3.4) y (3.5).
Demostracio´n
Realizaremos la demostracio´n para el caso en que las funciones FX1 , · · ·, FXm ,
FX1+···+Xm son estrictamente crecientes y continuas (en cuyo caso las respecti-
vas funciones desacumulativas son estrictamente decrecientes y continuas). La
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demostracio´n para el caso general se encuentra en Dennenberg (1994) pa´g. 57
y siguientes.
Si XU1 , · · ·, XUm son riesgos comono´tonos, de (5.14) tenemos que se cumple(
XU1 , · · ·, XUm
) d= (F−1X1 (U) , · · ·, F−1Xm (U)) ,
siendo U una v.a. cualquiera uniformemente distribuida en el intervalo [0, 1] .
Consideremos un real p, cumpliendo 0 ≤ p ≤ 1. La funcio´n de distribucio´n
FX1+··+,Xm , cumple
FXU1 +···+XUm
(
F−1X1 (p) + · · ·+ F−1Xm (p)
)
= Pr
(
XU1 + · · ·+XUm ≤ F−1X1 (p) + ··
·+ F−1Xm (p)
)
= Pr
(
F−1X1 (U) + · · ·+ F−1Xm (U) ≤ F−1X1 (p) + · · ·+ F−1Xm (p)
)
= Pr (U ≤ p) = p.
As´ı
F−1
XU1 +···+XUm
(p) =
m∑
i=1
F−1Xi (p) .
Con el fin de demostrar la segunda de las igualdades, recordemos que por
(5.12) se cumple
(
XU1 , · · ·, XUm
) d= (u1 (Z) , · · ·, um (Z)) , siendo Z un riesgo
cualquiera y u1, · · ·, um funciones no decrecientes cualesquiera. Para una v.a. U
uniformemente distribuida en [0, 1] , consideremos las funciones no decrecientes
S−1Xi (1− U) , (i = 1, · · ·,m) . Entonces se cumple(
XU1 , · · ·, XUm
) d= (S−1X1 (1− U) , · · ·, S−1Xm (1− U)) .
Consideremos un real p, cumpliendo 0 ≤ p ≤ 1. La funcio´n de distribucio´n
desacumulativa SX1+···+Xm , cumple
SXU1 +···+XUm
(
S−1X1 (p) + · · ·+ S−1Xm (p)
)
= Pr
(
XU1 + · · ·+XUm > S−1X1 (p) + · · ·
+S−1Xm (p)
)
= Pr
(
S−1X1 (1− U) + · · ·+ S−1Xm (1− U) > S−1X1 (p) + · · ·
+S−1Xm (p)
) 1
= Pr (1− U ≤ p) = p.
De donde,
S−1
XU1 +···+XUm
(p) =
m∑
i=1
S−1Xi (p) .
2
A partir de este teorema se deduce el siguiente resultado.
1Por ser S−1i (i = 1, · · ·, n) funciones decrecientes
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Teorema 5.16
Sean XU1 , · · ·, XUm riesgos mutuamente comono´tonos. Entonces,
Hg
(
XU1 + · · ·+XUm
)
=
m∑
i=1
Hg (Xi) , (5.26)
siendo Hg (.) el equivalente cierto que resulta para estos riesgos en la teor´ıa dual
de Yaari -dado en (2.12)- bajo una funcio´n de distorsio´n cualquiera.
Demostracio´n
De (3.9) y (5.25) tenemos
Hg
(
XU1 + · · ·+XUm
)
=
∫ 1
0
S−1X1+···+Xm (p) dg (p) =
∫ 1
0
(
S−1X1 (p) + · · ·
+S−1Xm (p)
)
dg (p) = Hg (X1) + · · ·+Hg (Xm) .
2
De este teorema deduce el siguiente resultado, va´lido para cualquier secuen-
cia de riesgos, independientemente de su relacio´n de dependencia.
Teorema 5.17
Si la funcio´n de distorsio´n g es co´ncava, entonces para cualesquiera X1, · · ·, Xm
se cumple
Hg (X1 + · · ·+Xm) ≤ Hg (X1) + · · ·+Hg (Xm) . (5.27)
Demostracio´n
Recordemos la cota superior de (4.31) va´lida para dos riesgos X,Y cualesquiera
y para cualquier v.a. U uniformemente distribuida en el intervalo [0, 1]
X + Y ≤sl F−1X (U) + F−1Y (U) .
Aplicando el teorema 3.21, tenemos que para cualquiera funcio´n de distorsio´n g
co´ncava, se cumple
Hg (X + Y ) ≤ Hg
(
F−1X (U) + F
−1
Y (U)
)
= Hg (X) +Hg (Y ) .
donde la u´ltima de las igualdades se obtiene aplicando (5.26), aplicable por
cumplirse
(
F−1X (U) , F
−1
Y (U)
) d= (X,Y ) con X,Y mutuamente comono´tonos.
Para j = 2, · · ·,m, sean
X = X1 + · · ·+Xj−1, Y = Xj .
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Para j = 2, se cumple
Hg (X1 +X2) ≤ Hg (X1) +Hg (X2) .
Si j = 3, tenemos
Hg (X1 +X2 +X3) ≤ Hg (X1 +X2)+Hg (X3) ≤ Hg (X1)+Hg (X2)+Hg (X3) .
Haciendo j = m,
Hg (X1 + · · ·+Xm) ≤ Hg (X1 + · · ·+Xm−1) +Hg (Xm)
≤ Hg (X1 + · · ·+Xm−2) +Hg (Xm−1) +Hg (Xm)
≤ · · · ≤ Hg (X1) + · · ·+Hg (Xm) .
2
Estamos ahora en condiciones de comparar el riesgo total que se deriva de
la secuencia
(
XU1 , · · ·, XUm
) ∈ Rm (F1, · · ·, Fm) con el que resulta del resto de
secuencias de riesgos incluidas en esta clase.
Teorema 5.18
Sean
(
XU1 , · · ·, XUm
) ∈ Rm,+ (F1, · · ·, Fm) con XUi (i = 1, · · ·,m) mutuamente
comono´tonos. Entonces, para cualesquiera (X1, · · ·, Xm) ∈ Rm,+ (F1, · · ·, Fm)
se cumple
S ≤sl SU ,
donde S =
m∑
i=1
Xi y S
U
=
m∑
i=1
XUi .
Demostracio´n
Realizaremos esta demostracio´n bajo el marco de la teor´ıa dual de Yaari. En
e´ste, por el teorema 3.21, S ≤sl SU , quedara´ demostrado si para cualquier
funcio´n de distorsio´n g co´ncava se cumple
Hg (X1 + · · ·+Xm) ≤ Hg
(
XU1 + · · ·+XUm
)
,
siendo (X1, · · ·, Xm) ,
(
XU1 , · · ·, XUm
)
elementos deRm (F1, · · ·, Fm) conXUi (i =
1, · · ·,m) mutuamente comono´tonos.
De (5.27) tenemos que si la funcio´n de distorsio´n g es co´ncava, para X1, · · ·, Xm
se cumple
Hg (X1 + · · ·+Xm) ≤
m∑
i=1
Hg (Xi) .
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Igualmente, de (5.26) tenemos que por serXU1 , ···, XUm mutuamente comono´tonos,
se cumple
Hg
(
XU1 + · · ·+XUm
)
=
m∑
i=1
Hg (Xi) ,
para cualquier funcio´n de distorsio´n g.
Combinando estos dos resultados, encontramos que para cualquier funcio´n
de distorsio´n g co´ncava, se cumple
Hg (X1 + · · ·+Xm) ≤
m∑
i=1
Hg (Xi) = Hg
(
XU1 + · · ·+XUm
)
.
2
De este teorema y de (5.14) se deduce inmediatamente el siguiente corolario.
Corolario 5.19
Para cualquier v.a. U uniformemente distribuida en el intervalo [0, 1] y para
cualesquiera riesgos (X1, · · ·, Xm) ∈ Rm (F1, · · ·, Fm) , se cumple
m∑
i=1
Xi ≤sl
m∑
i=1
F−1i (U) .
Este resultado generaliza la cota superior obtenida en (4.31) para el caso
bivariante.
Indicar que estos resultados son va´lidos para la clase generalRm (F1, · · ·, Fm) .
As´ı, independientemente de la relacio´n de dependencia que exista entre los ries-
gos de una secuencia cualquiera, sus primas stop-loss quedan siempre por debajo
de las que resultan al realizar la hipo´tesis de mutua comonoton´ıa entre los ries-
gos del conjunto. De estos resultados y de los de los teoremas 5.13 y 5.14 es
inmediato deducir que cuando existe PCD en (X1, · · ·, Xm) la distribucio´n de los
siniestros agregados que de esta secuencia se deriva queda acotada, en te´rminos
de riesgo, por las distribuciones de X⊥1 + · · ·+X⊥m y F−11 (U) + · · ·+ F−1m (U) .
As´ı, el elemento ma´s seguro de la clase Rm,+ (F1, · · ·, Fm) es el que se obtiene
en caso de independencia, siendo el ma´s peligroso el obtenido bajo la hipo´tesis
de comonoton´ıa.
Realizar la hipo´tesis de independencia para m riesgos que presenten depen-
dencia acumulativa positiva implica estar infravalorando el riesgo global de esta
secuencia. Esta conclusio´n generaliza la obtenida en el cap´ıtulo anterior cuando
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u´nicamente contempla´bamos dependencias entre dos u´nicos riesgos. Sen˜alar,
al igual que entonces, que a pesar de que la hipo´tesis de comonoton´ıa pueda
parecer una solucio´n prudente para salvar este riesgo, e´sta es, en la mayor´ıa
de casos, au´n ma´s irreal que la independencia. Es necesario, por tanto, buscar
alguna relacio´n que nos permita ordenar las secuencias que quedan entre estos
dos extremos.
5.4 Un orden parcial para distribuciones multi-
variantes: Orden supermodular
Una vez encontrado el elemento ma´s seguro y el ma´s peligroso dentro de la clase
Rm,+ (F1, · · ·, Fm) , nos plantemos encontrar una relacio´n de orden que permita
la ordenacio´n del resto de secuencias de riesgos incluidas en esta clase.
En el cap´ıtulo anterior se hab´ıa demostrado que el orden de correlacio´n entre
dos v.a. bivariantes implicaba orden stop-loss entre e´stas. As´ı
(X1, X2) ≤c (Y1, Y2)⇒ X1 +X2 ≤sl Y1 + Y2.
Aunque no existe una generalizacio´n del orden de correlacio´n, ≤c, a dimen-
siones superiores buscaremos, en primer lugar, caracterizaciones equivalentes
que permitan su extensio´n a distribuciones multivariantes arbitrarias.
En el teorema 4.15 del cap´ıtulo anterior, hab´ıamos visto la equivalencia de
las siguientes definiciones, va´lidas para todo x1, x2 ≥ 0
(X1, X2) ≤c (Y1, Y2)⇔ FX1,X2 (x1, x2) ≤ FY1,Y2 (x1, x2)
⇔ SX1,X2 (x1, x2) ≤ SY1,Y2 (x1, x2) .
Estas dos definiciones alternativas, dan lugar a definiciones naturales de
ordenes de dependencia multivariante llamados “orthant orders”. Presentamos
a continuacio´n la definicio´n de los mismos. E´sta se puede encontrar, por ejemplo,
en Shaked & Shanthikumar (1994).
Definicio´n 5.20
Para dos secuencias de riesgos X =(X1, · · ·, Xm) ,Y =(Y1, · · ·, Ym) con fun-
ciones acumulativas de probabilidad FX y FY y desacumulativas SX y SY,
definimos
(a) ”Upper orthant order”, ≤uo,
X ≤uo Y si SX (x) ≤ SY (x) , ∀x ∈ Rm+ .
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(b) ”Lower orthant order”, ≤lo,
X ≤lo Y si FX (x) ≥ FY (x) , ∀x ∈ Rm+ .
De los resultados de los teoremas 4.15 y 4.17 se deduce que para m =
2, X ≥lo Y (X ≤uo Y) implica X1 + X2 ≤sl Y1 + Y2. Desafortunadamente,
cuando m ≥ 3 ninguno de estos o´rdenes implica orden stop-loss de las corres-
pondientes carteras. En el siguiente contraejemplo veremos que incluso cuando
X ≤uo Y y X ≥lo Y no se puede deducir
m∑
i=1
Xi ≤sl
m∑
i=1
Yi.
Contraejemplo
Sean X = (X1, X2, X3) e Y = (Y1, Y2, Y3) dos secuencias de riesgos tales que X
esta´ uniformemente distribuida en los siguientes seis puntos
(2, 2, 1) (2, 1, 2) (1, 2, 2) (1, 1, 1) (0, 0, 2) (2, 0, 0)
e Y uniformemente distribuida en los seis puntos
(2, 2, 2) (2, 1, 1) (1, 2, 1) (1, 1, 2) (2, 0, 2) (0, 0, 0)
Observemos que
FX1 (x) =

1/6
3/6
1
0 ≤ x < 1
1 ≤ x < 2
x ≥ 2
FY1 (x) =

1/6
3/6
1
0 ≤ x < 1
1 ≤ x < 2
x ≥ 2
FX2 (x) =

1/3
2/3
1
0 ≤ x < 1
1 ≤ x < 2
x ≥ 2
FY2 (x) =

1/3
2/3
1
0 ≤ x < 1
1 ≤ x < 2
x ≥ 2
FX3 (x) =

1/6
3/6
1
0 ≤ x < 1
1 ≤ x < 2
x ≥ 2
FY3 (x) =

1/6
3/6
1
0 ≤ x < 1
1 ≤ x < 2
x ≥ 2
As´ı X,Y ∈ R3 (F1, F2, F3) por cumplirse Xi d= Yi, i = 1, 2, 3.
Igualmente sencillos pero largos ca´lculos demuestran que X ≤uo Y y X ≥lo Y.
No obstante, X1 +X2 +X3 sl Y1 + Y2 + Y3, ya que por ejemplo
E (X1 +X2 +X3 − 4)+ =
1
2
>
1
3
= E (Y1 + Y2 + Y3 − 4)+
5.4. Orden supermodular 131
As´ı se hace necesario buscar una relacio´n de orden lo suficientemente fuerte
como para implicar orden stop-loss. Encontraremos e´sta en el orden supermodu-
lar. Introducimos en el siguiente apartado el concepto de funcio´n supermodular.
A partir de e´sta sera´ posible definir el orden supermodular.
5.4.1 Funcio´n supermodular
Definicio´n 5.21
Una funcio´n φ : Rm → R es supermodular si
φ (x1, · · ·, xi + ε, · · ·, xj + δ, · · ·, xm)− φ (x1, · · ·, xi + ε, · · ·, xj , · · ·, xm)
≥ φ (x1, · · ·, xi, · · ·, xj + δ, · · ·, xm)− φ (x1, · · ·, xi, · · ·, xj , · · ·, xm)
(5.28)
se cumple para todo x ∈ Rm, 1 ≤ i < j ≤ m y todo ε, δ > 0.
En nuestro caso nos restringiremos a funciones supermodulares definidas en
Rm+ .
¿Que´ significa la supermodularidad de φ? Intuitivamente si consideramos
que x1, · · ·, xm son las cuant´ıas individuales de siniestro correspondientes a m
asegurados y φ (x1, · · ·, xm) es la pe´rdida de la compan˜´ıa de seguros por estos
siniestros, entonces la supermodularidad de la funcio´n φ significa que las con-
secuencias del incremento de un siniestro individual son peores cuanto mayores
sean las correspondientes al resto de siniestros.
De (5.28) podemos deducir el siguiente resultado.
Teorema 5.22
Sea φ : Rm+ → R una funcio´n como mı´nimo dos veces diferenciable, entonces φ
es supermodular si, y so´lo si, cumple
∂2φ (x)
∂xi∂xj
≥ 0, ∀x ∈ Rm+ , 1 ≤ i < j ≤ m.
Demostracio´n
De (5.28) tenemos que φ es supermodular si para todo ε, δ > 0 y para cualquier
par de argumentos i, j con 1 ≤ i < j ≤ m se cumple
φ (x1, · · ·, xi, · · ·, xj + δ, · · ·, xm)− φ (x1, · · ·, xi, · · ·, xj , · · ·, xm)
≤ φ (x1, · · ·, xi + ε, · · ·, xj + δ, · · ·, xm)− φ (x1, · · ·, xi + ε, · · ·, xj , · · ·, xm) .
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Por ser ε > 0, esta condicio´n equivale al no decrecimiento de
φ (x1, · · ·, xi, · · ·, xj + δ, · · ·, xm)− φ (x1, · · ·, xi, · · ·, xj , · · ·, xm) ,
en xi para todo xj , δ; δ > 0. As´ı
∂φ (x1, · · ·, xi, · · ·, xj + δ, · · ·, xm)
∂xi
≥ ∂φ (x1, · · ·, xi, · · ·, xj , · · ·, xm)
∂xi
.
Por ser δ > 0, esta u´ltima condicio´n equivale al no decrecimiento de
∂φ (x1, · · ·, xi, · · ·, xj , · · ·, xm)
∂xi
en xj , de donde se deduce la condicio´n dada en el teorema.
2
5.4.2 Orden supermodular
Dentro de este apartado introducimos el orden supermodular entre dos secuen-
cias de riesgos y comprobamos algunas de sus propiedades.
Definicio´n 5.23
SeanX =(X1, · · ·, Xm) eY =(Y1, · · ·, Ym) dos secuencias de riesgos cualesquiera.
Diremos que X precede a Y en orden supermodular, X ≤smY, si
E (φ (X)) ≤ E (φ (Y)) , (5.29)
para todas las funciones supermodulares φ : Rm+ → R para las cuales la espe-
ranza exista.
De la definicio´n de funcio´n supermodular parece poder intuirse que el or-
den supermodular es un orden de dependencia. Las siguientes propiedades nos
permitira´n confirmar este punto.
1. X ≤smY ⇒ X ≤uoY y X ≥loY.
Observemos que para cualquier t =(t1, · · ·, tm) ∈ Rm+ , las funciones indi-
cadoras
φ1 (x1, · · ·, xm) = I (x1 > t1, · · ·, xm > tm)
y
φ2 (x1, · · ·, xm) = I (x1 ≤ t1, · · ·, xm ≤ tm)
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son funciones supermodulares, por ser
∂2φ1 (x1, · · ·, xm)
∂xi∂xj
=
∂2φ2 (x1, · · ·, xm)
∂xi∂xj
= 0.
Para estas dos funciones, X ≤smY tal y como se ha definido en (5.29)
tiene las siguientes dos implicaciones
(a)
E (I (X1 > t1, · · ·, Xm > tm)) ≤ E (I (Y1 > t1, · · ·, Ym > tm))
⇒ SX (t) ≤ SY (t) , ∀t ∈ Rm+
(b)
E (I (X1 ≤ t1, · · ·, Xm ≤ tm)) ≤ E (I (Y1 ≤ t1, · · ·, Ym ≤ tm))
⇒ FX (t) ≤ FY (t) , ∀t ∈ Rm+
De (a) y (b) se deduce inmediatamente la propiedad enunciada.
2. X ≤smY ⇒Xi d= Yi, i = 1, · · ·,m.
Observemos que las funciones
φi (x1, · · ·, xm) = f (xi) , i = 1, · · ·,m
son supermodulares para cualquier f : R+ → R, por ser
∂2φi (x1, · · ·, xm)
∂xi∂xj
= 0, i = 1, · · ·,m.
As´ı X ≤smY implica
E (f (Xi)) ≤ E (f (Yi)) , i = 1, · · ·,m,
para cualquier f : R+ → R.
Para un real t ≥ 0 cualquiera, escogiendo las funciones indicadoras
f1 (xi) = I (xi > t) y f2 (xi) = I (xi ≤ t)
la desigualdad anterior implica
FXi (t) ≤ FYi (t) , i = 1, · · ·,m,
SXi (t) ≤ SYi (t) , i = 1, · · ·,m,
relaciones que u´nicamente pueden cumplirse a la vez cuando las distribu-
ciones marginales asociadas a cada uno de los riesgos enX eY son iguales.
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3. X ≤smY ⇒Cov (Xi, Xj) ≤ Cov (Yi, Yj) , i, j = 1, · · ·,m; i 6= j.
La funcio´n
φ (x1, · · ·, xm)) = xixj
es supermodular para cualesquiera i, j = 1, · · ·,m; i 6= j, por ser
∂2φ (x1, · · ·, xm)
∂xi∂xj
= 1.
As´ı, X ≤smY implica
Cov (Xi, Xj) ≤ Cov (Yi, Yj) ,
puesto que como acabamos de ver se cumple Xi
d= Yi, i = 1, · · ·,m.
De la segunda de las propiedades se sigue que el orden supermodular u´nica-
mente se puede definir entre secuencias en Rm (F1, · · ·, Fm) . As´ı, el orden su-
permodular es realmente un orden de dependencia tal y como intu´ıamos de su
definicio´n. Las propiedades 1 y 3 refuerzan esta conclusio´n. En el siguiente
apartado veremos que el orden supermodular permite ordenar, en te´rminos de
riesgo, los diferentes elementos en Rm (F1, · · ·, Fm) .
5.4.3 Orden supermodular y orden stop-loss
En el siguiente teorema se prueba que el orden supermodular entre dos secuen-
cias de riesgos implica orden stop-loss para el riesgo total que se deriva de cada
una de ellas. Esta demostracio´n se debe a Mu¨ller (1997).
Teorema 5.24
Sean X =(X1, · · ·, Xm) , Y =(Y1, · · ·, Ym) ∈ Rm (F1, · · ·, Fm) cumpliendo
X ≤smY, entonces
S ≤sl S′ ,
donde S =
m∑
i=1
Xi y S
′
=
m∑
i=1
Yi.
Demostracio´n
Si X ≤smY
E (φ (X1, · · ·, Xm)) ≤ E (φ (Y1, · · ·, Ym))
para todas las funciones supermodulares φ : Rm+ → R para las cuales la espe-
ranza exista.
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Si elegimos
φ (x1, · · ·, xm) = f (x1 + · · ·+ xm) ,
por (5.28), φ es supermodular, si, y so´lo si,
f (x+ ε+ δ)− f (x+ ε) ≥ f (x+ δ)− f (x)
para todo x ∈ R y todo ε, δ > 0, es decir, si, y so´lo si, f es convexa.
As´ı, para toda funcio´n f no decreciente y convexa se cumple
E (f (X1 + · · ·+Xm)) ≤ E (f (Y1 + · · ·+ Ym)) ,
de donde se deduce inmediatamente la relacio´n de orden stop-loss buscada.
2
De este teorema se sigue que el orden supermodular entre dos secuencias
de riesgos incluidas en Rm (F1, · · ·, Fm) es un buen instrumento para comparar
el riesgo total que de cada una de ellas se deriva. Obviamente tambie´n sera´
va´lida para comparar las incluidas en la subclase Rm,+ (F1, · · ·, Fm). As´ı, en-
contramos en el orden supermodular la herramienta que permite llegar a la
ordenacio´n que realizar´ıa cualquier decisor adverso al riesgo de todas aquellas
que, por su relacio´n de dependencia acumulativa positiva, han quedado entre
la independencia y la comonoton´ıa. Sin embargo, en la mayor´ıa de situaciones
pra´cticas resultara´ muy dif´ıcil comprobar la existencia de orden supermodular
a partir de la definicio´n dada para el mismo. As´ı, queda abierta una gran l´ınea
de investigacio´n en lo que se refiere a la obtencio´n de alguna definicio´n equiva-
lente para el orden supermodular que resulte ma´s fa´cilmente manejable y que,
en consecuencia, permita ampliar sus posibilidades de aplicacio´n en situaciones
pra´cticas hoy por hoy muy limitadas.
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Parte II
Dependencia positiva. Su
influencia en el riesgo de la
cartera. Carteras de
seguros de vida
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Cap´ıtulo 6
Hipo´tesis de independencia
6.1 Introduccio´n
Tradicionalmente cualquier compan˜´ıa aseguradora ha tratado de estimar la dis-
tribucio´n de probabilidad de la pe´rdida total asociada a cada una de sus carteras
de riesgos durante un periodo espec´ıfico, v.a. a la que llamaremos en los que
sigue coste total. Con ella se tiene una medida del riesgo de la cartera. La
determinacio´n del coste total de los siniestros producidos en una cartera durante
un cierto per´ıodo de referencia puede realizarse dentro del modelo individual o
del colectivo de la teor´ıa del riesgo.
El modelo individual analiza los riesgos uno a uno, supone conocida la dis-
tribucio´n de probabilidad de cada uno de ellos y en lo que se refiere a e´stas
supone que se trata de riesgos que como ma´ximo pueden dar lugar a un sinies-
tro, la cuant´ıa del cual puede ser fija o aleatoria. La siniestralidad total de
la cartera resulta entonces, de la suma de los diferentes siniestros individuales.
Este modelo exige conocer las distribuciones individuales asociadas a cada uno
de los riesgos individuales, circunstancia que ha limitado su utilizacio´n a carteras
de seguros cuyas prestaciones este´n relacionadas con la muerte del asegurado
(seguros de vida, planes de pensiones,...) ya que en estos casos las distribuciones
de probabilidad resultan de las tablas de mortalidad.
El modelo colectivo, por contra, trata globalmente los siniestros produci-
dos en cada cartera. Para un determinado periodo, supone conocida la dis-
tribucio´n de probabilidad del nu´mero de siniestros que se producira´n y exige
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que la cuant´ıa de cada uno de ellos este´ ide´nticamente distribuida de acuerdo
a una determinada distribucio´n de probabilidad tambie´n conocida. Con estos
datos, la recurrencia de Panjer (1981) permite de una manera ra´pida y co´moda
el ca´lculo de la distribucio´n del coste total.
Este tipo de modelizacio´n ha sido mayoritariamente utilizada en seguros con
alguna cobertura relacionada con dan˜os materiales (seguros de automo´viles, se-
guros de hogar, seguros de incendios,...).
Dedicaremos la segunda parte de este trabajo a determinar la distribucio´n
del coste total dentro del modelo individual de la teor´ıa del riesgo. En este
modelo, a pesar de su aparente simplicidad, este objetivo presenta una mayor
complejidad matema´tica que en el caso colectivo. Por ello, la teor´ıa del riesgo
ha venido asumiendo tradicionalmente que dentro del modelo individual los
diferentes riesgos que componen una cartera son mutuamente independientes.
Esta hipo´tesis se cre´ıa hasta hace poco insalvable puesto que u´nicamente con ella
parec´ıan resultar modelos manejables a nivel teo´rico. Como hemos visto en la
primera parte de este trabajo, si existen dependencias positivas entre los riesgos
que componen la cartera, la hipo´tesis de independencia lleva a infravalorar el
riesgo realmente existente. As´ı, cualquier pol´ıtica basada en la distribucio´n del
coste obtenida bajo la hipo´tesis de mutua independencia resulta peligrosa puesto
que presupone un riesgo menor al real.
Aunque romperemos la hipo´tesis de independencia a partir del siguiente
cap´ıtulo, en e´ste queremos mantenerla. Nuestro objetivo aqu´ı no es otro que
presentar algunas de las metodolog´ıas aparecidas en la literatura a finales de
los 80 y principios de los 90 para llegar a determinar el impacto monetario del
total de siniestros producidos en una cartera durante un per´ıodo determinado.
Coincidiendo con el avance de la informa´tica, en esta e´poca aparecieron gran
cantidad de resultados teo´ricos que han dado lugar a nuevos procedimientos
para la obtencio´n nume´rica de soluciones exactas al problema que nos ocupa.
Se trata de me´todos recurrentes que reducen el volumen de ca´lculos necesarios
para la obtencio´n de resultados exactos, hasta entonces u´nicamente posibles por
convolucio´n. El primero de ellos se debe a De Pril quie´n, en 1986, derivo´ una
fo´rmula recurrente que permite el ca´lculo exacto de la distribucio´n del coste
total en el modelo individual de vida (cartera compuesta por seguros de vida
cuyo capital es pagadero en caso de muerte del asegurado). De Pril (1989) gene-
ralizo´ la recurrencia exacta al modelo individual de riesgo con cuant´ıa aleatoria
de los siniestros y propuso aproximaciones de orden r a la misma. Desde un
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punto de vista pra´ctico, estas aproximaciones pueden resultar interesantes en
carteras de gran taman˜o, ya que en estos casos la obtencio´n de la distribucio´n
exacta requiere de un nu´mero de ca´lculos a menudo prohibitivos au´n con los re-
cursos informa´ticos actuales. No obstante, estas aproximaciones no son nuevas.
Anteriormente ya encontramos en la literatura recurrencias para aproximar la
distribucio´n del coste total dentro del modelo individual. Kornya (1983) pro-
puso una recurrencia aproximada para el caso del modelo individual de vida.
E´sta fue generaliza al caso de siniestros arbitrarios por Hipp (1986) quie´n, en el
mismo an˜o, propuso tambie´n una nueva recurrencia alternativa.
En lo que se refiere a recurrencias exactas, debemos sen˜alar tambie´n los re-
sultados de Waldmann (1994), quien reformulo´ el algoritmo de De Pril (1986)
para la obtencio´n de la distribucio´n del coste total en el modelo individual de
vida, reduciendo el nu´mero de ca´lculos necesarios para llegar a la misma. Final-
mente, Dhaene & Vanderbroek (1995) presentan un nuevo algoritmo para llegar
a la distribucio´n exacta del coste total en el modelo individual. La recurrencia
de Waldmann (1994) surge como caso particular del mismo.
Hasta ahora hemos mencionado los resultados obtenidos de manera natural
dentro del modelo individual de la teor´ıa del riesgo. Algunos autores han cues-
tionado la eficacia pra´ctica de los algoritmos recurrentes que de e´l se derivan. Ar-
gumentan que no merece la pena malgastar mucho esfuerzo en el ca´lculo exacto
de la distribucio´n del coste total ya que los datos utilizados contienen errores en
si mismos que hacen imposible llegar a tal exactitud en los resultados. Aunque
a primera vista pueda parecer que el modelo individual u´nicamente asume como
hipo´tesis la independencia entre los contratos, siendo el resto reflejo de la reali-
dad, debemos tener en cuenta que toma como datos las probabilidades de unas
tablas de mortalidad que aunque se actualizan perio´dicamente contienen errores
y en ningu´n caso coincidira´n exactamente con las de la poblacio´n asegurada en
la cartera. Incluso suponiendo que las probabilidades de siniestralidad pudieran
conocerse con exactitud, la realidad se aleja del modelo individual en diferentes
aspectos: Pueden existir dependencias entre los diferentes riesgos asegurados,
riesgos duplicados y, en cualquier caso, es necesario redondear los capitales ase-
gurados a unidades enteras y lo suficientemente pequen˜as como para poder ser
tratados con me´todos de ca´lculo nume´rico. Por todo ello, muchos autores (ver
por ejemplo, Kaas & Gerber (1994)) proponen aproximar el modelo individual a
partir del modelo colectivo bajo el cual, la recurrencia de Panjer (1981) permite
de manera ra´pida y co´moda el ca´lculo de la distribucio´n del coste total.
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En el mismo sentido, Kaas, van Heerwaarden & Goovaerts (1988a,b, 1989)
proponen una combinacio´n entre el modelo individual y el colectivo. Surge as´ı,
un modelo mixto que propone el ca´lculo de la distribucio´n del coste total uti-
lizando una aproximacio´n colectiva para la mayor parte de riesgos y tratando
como individuales u´nicamente a aquellos riesgos que ma´s incidira´n sobre la
siniestralidad total de la cartera (aquellos con mayor capital asegurado).
Tras describir el modelo individual de la teor´ıa del riesgo, en este cap´ıtulo
presentamos los diferentes me´todos mencionados para el ca´lculo de la distribucio´n
del coste total. A pesar de las cr´ıticas existentes, creemos interesante incidir es-
pecialmente en las recurrencias exactas derivadas dentro del modelo individual
ya los recursos informa´ticos actuales las hacen viables en la mayor´ıa de los casos
y, en un futuro, seguramente no tenga sentido plantearse limitaciones derivadas
de problemas de ca´lculo. Creemos adema´s, que si realizamos el esfuerzo de sal-
var la hipo´tesis de independencia debemos tambie´n ser capaces de reflejar lo
ma´s exactamente posible la realidad existente. Estas razones son las que nos
llevan a realizar ca´lculos nume´ricos u´nicamente para las recurrencias exactas y
a restringirnos a e´stas en los cap´ıtulos que siguen.
6.2 El modelo individual de riesgo
Consideremos una cartera con n po´lizas (riesgos), X1, · · ·, Xn, las cuales como
ma´ximo pueden producir un siniestro durante un per´ıodo determinado (por
ejemplo, un an˜o). Supondremos que la cuant´ıa asegurada, pagadera en caso
de que el siniestro se produzca en el per´ıodo considerado, es un nu´mero entero
mu´ltiple de una unidad monetaria cualquiera.
Siguiendo la nomenclatura de De Pril (1989), reclasificaremos la cartera en
a× b clases tal y como se muestra en la siguiente tabla
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Distribucio´n de la cuant´ıa
Prob. siniestro
q1
q2
· · ·
qj
· · ·
qb
f1 (x) f2 (x) · · · fi (x) · · · fa (x)
nij
siendo
fi (x) : Funcio´n de densidad de probabilidad de la cuant´ıa que se pagara´ en
caso de siniestro de una po´liza en la columna i-e´sima, i = 1, 2, · · ·, a; x =
1, 2, · · ·,mi. Se trata de la distribucio´n condicional de la cuant´ıa en caso
de siniestro con lo cual evidentemente se cumplira´ fi (0) = 0.
Supondremos que esta funcio´n es conocida.
qj : Probabilidad de que una po´liza en la fila j-e´sima produzca siniestro, j =
1, 2, · · ·, b.
Esta probabilidad se considera tambie´n conocida.
nij : Nu´mero de po´lizas en la columna i-e´sima y fila j-e´sima.
Definimos:
pj = 1 − qj : Probabilidad de que una po´liza en la fila j-e´sima no produzca
siniestro.
nj =
a∑
i=1
nij : Nu´mero de po´lizas con probabilidad de siniestro igual a qj.
n =
b∑
j=1
nj : Nu´mero total de po´lizas.
m =
a∑
i=1
b∑
j=1
nij mi: Cuant´ıa ma´xima que puede pagar la compan˜´ıa por los
siniestros de la cartera.
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Cada po´liza supone el pago de una cuant´ıa en caso de siniestro dada por la
funcio´n fi (x), con lo que constituye para el asegurador un riesgo individual Xij
con funcio´n de densidad de probabilidad
fXij (x) = Pr (Xij = x) =
 pj si x = 0,qj fi (x) si x = 1, 2, · · ·,mi. (6.1)
Sea S la v.a. que recoge el coste total (riesgo total) de los siniestros pro-
ducidos en la cartera durante el per´ıodo considerado. E´sta vendra´ determinada
por la suma de las cuant´ıas de los siniestros que se produzcan en cada po´liza
individual. As´ı
S =
n∑
i=1
Xi =
a∑
i=1
b∑
j=1
nijXij , (6.2)
con
E (S) =
a∑
i=1
b∑
j=1
nijqj
mi∑
x=1
xfi (x) . (6.3)
A lo largo de este cap´ıtulo supondremos que los riesgos individuales, X1, · ·
·, Xn, son mutuamente independientes, con lo que sabemos adema´s que
V ar (S) =
a∑
i=1
b∑
j=1
nijqj
mi∑
x=1
x2fi (x)−
 a∑
i=1
b∑
j=1
nijqj
mi∑
x=1
xfi (x)
2 . (6.4)
En lo que sigue, trataremos de determinar la distribucio´n de probabilidad de
la v.a. S (funcio´n de densidad de probabilidad y funcio´n de distribucio´n). Au´n
con la simplificacio´n que supone la introduccio´n de la hipo´tesis de independen-
cia, la dificultad en la evaluacio´n de la distribucio´n del coste total subsiste. No
obstante, cuando la cartera tiene un nu´mero pequen˜o de po´lizas podemos cal-
cular directamente la distribucio´n del coste total de manera recurrente a partir
de la distribucio´n de los riesgos individuales dada en (6.1). As´ı, la funcio´n de
densidad de probabilidad,
fS (s) = Pr (S = s) = Pr (X1 +X2 + · · ·+Xn = s) , s = 0, 1, 2, · · ·,
se obtiene mediante la convolucio´n de las distribuciones individuales, es decir,
calculando en primer lugar
f ∗1S (s) = Pr (X1 = s) = fX1 (s) (6.5)
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y a partir de e´sta aplicando la fo´rmula recurrente
f ∗kS (s) =
s∑
y=0
f ∗k−1S (s− y) fXk (y) , s = 0, 1, 2, · · · (6.6)
As´ı con (6.6) podemos calcular f ∗2S (s) a partir de (6.5), y a continuacio´n
f ∗3S (s) , f
∗4
S (s) , ··· hasta obtener la n-e´sima convolucio´n que nos dara´ la funcio´n
deseada, f ∗nS (s) = fS (s) .
Para poder aplicar esta te´cnica de convolucio´n es imprescindible que los
diferentes riesgos individuales sean independientes.
A pesar de la simplicidad anal´ıtica en la formulacio´n de esta te´cnica su uso
no es nada recomendable en situaciones pra´cticas. Podemos hacernos una idea
de ello a partir de los siguientes dos sencillos ejemplos en los que u´nicamente
consideramos carteras con tres po´lizas.
Ejemplo 6.1
Supongamos una cartera con tres asegurados a los que llamaremos X1, X2 y
X3. Cada uno de ellos tiene contratado un seguro de vida cuyo capital pagadero
en caso de muerte es de 1, 2 y 3 u.m. respectivamente. El asegurador esta´
interesado en conocer los pagos a que debera´ enfrentarse durante un determinado
per´ıodo, supongamos, por ejemplo, un an˜o. A partir de las tablas de mortalidad
sabra´ la probabilidad de muerte de cada uno de los asegurados durante ese an˜o,
sean e´stas q1, q2 y q3.
Siguiendo la nomenclatura anterior la cartera es la siguiente:
Capital asegurado
Prob. siniestro
q1
q2
q3
1 2 3
1 0 0
0 1 0
0 0 1
En este caso m = 6 (cuant´ıa ma´xima que pagara´ el asegurador, en caso de
muerte de los tres asegurados).
Aplicando (6.6) y teniendo en cuenta que f ∗1S (s) = fX1 (s) , tenemos
fS (0) = f ∗3S (0) = f
∗2
S (0) fX3 (0) = f
∗1
S (0) fX2 (0) fX3 (0) = p1p2p3.
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fS (1) = f ∗3S (1) = f
∗2
S (1) fX3 (0) + f
∗2
S (0) fX3 (1) = f
∗1
S (1) fX2 (0) fX3 (0)
+f ∗1S (0) fX2 (1) fX3 (0) + f
∗1
S (0) fX2 (0) fX3 (1) = q1 p2 p3.
· · ·
La funcio´n de densidad de probabilidad de S resulta ser
s fS (s) = Pr (S = s)
0 p1p2p3
1 q1p2p3
2 p1q2p3
3 q1q2p3 + p1p2q3
4 q1p2q3
5 p1q2q3
6 q1q2q3
6∑
s=0
fS (s) = 1.
Ejemplo 6.2
En el ejemplo anterior introduzcamos ahora una cobertura adicional. Supon-
gamos que el capital que se paga a la muerte del asegurado se dobla si el ase-
gurado muere por accidente. Sea la probabilidad condicional de muerte por
accidente (condicionada a que la muerte se ha producido) constante para los
tres asegurados e igual a α.
En este caso, la funcio´n de densidad de probabilidad de la cuant´ıa en caso
de siniestro viene dada por
fi (x) =

1− α si x = i,
α si x = 2i,
0 en cualquier otro caso,
siendo ahora la cartera
Distribucio´n de la cuant´ıa
Prob. siniestro
q1
q2
q3
f1 (x) f2 (x) f3 (x)
1 0 0
0 1 0
0 0 1
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Aplicando (6.1) tenemos la distribucio´n que resulta para cada riesgo individual,
fXij (x) =

pj si x = 0,
qj (1− α) si x = i,
qj α si x = 2i,
0 en cualquier otro caso.
Si hacemos ahora la convolucio´n segu´n (6.6) llegamos a la distribucio´n de pro-
babilidad:
s fS (s) = Pr (S = s)
0 p1p2p3
1 (1− α) q1p2p3
2 (1− α) p1q2p3 + αq1p2p3
3 (1− α) [(1− α) q1q2p3 + p1p2q3]
4 (1− α) q1 [(1− α) p2q3 + αq2p3] + αp1q2p3
5 (1− α) [(1− α) p1q2q3 + αq1 (q2p3 + p2q3)]
6 α (αq1q2p3 + p1p2q3) + (1− α)3 q1q2q3
7 α (1− α) q3 (q1p2 + p1q2 + (1− α) q1q2)
8 α (1− α) q2q3 (1− αq1) + α2q1p2q3
9 α (1− α) q1q2q3
10 α2q2q3 (1− αq1)
11 α2 (1− α) q1q2q3
12 α3q1q2q3
12∑
s=0
fS (s) = 1.
Observemos que en este segundo ejemplo el ca´lculo directo de la distribucio´n
del coste total por convolucio´n ya se ha complicado bastante a pesar de que se
trata de una cartera con u´nicamente tres po´lizas. Evidentemente cualquier
cartera real tendra´ bastantes ma´s de tres po´lizas aseguradas. As´ı, esta te´cnica
no es viable y es necesario buscar otros me´todos que pasamos a recoger en los
siguientes apartados.
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6.3 Distribucio´n del coste total: Recurrencias
para su ca´lculo exacto
6.3.1 Modelo individual de vida. Recurrencia de De Pril
(1986)
En base al modelo individual de la teor´ıa de riesgo descrito en el apartado
anterior, queremos ahora reproducir la recurrencia de De Pril (1986). Con e´sta
llegaremos al ca´lculo exacto de la distribucio´n de probabilidad del coste total de
los siniestros de una cartera de seguros de vida con n contratos, cada uno de los
cuales garantiza el pago de un capital i, i = 1, 2, ···, a, en caso de que se produzca
el siniestro dentro del per´ıodo considerado. La distribucio´n de probabilidad de
la cuant´ıa a pagar en caso de siniestro es ahora
fi (x) = I (x = i) =
 1 si x = i,0 en cualquier otro caso,
As´ı, se trata de una cartera cuyos riesgos individuales tienen una distribucio´n
dicoto´mica definida por
fXij (x) = Pr (Xij = x) =
 pj si x = 0,qj si x = i.
Observemos que estamos ante el tipo de riesgos que hemos venido definiendo
como riesgos con distribucio´n dicoto´mica. Remarcar ahora que este tipo de
modelizacio´n se utiliza normalmente para reproducir el comportamiento de una
cartera de seguros de vida cuyas po´lizas garantizan a su tomador el pago de un
capital constante (que consideramos entero y mu´ltiple de una u.m. cualquiera)
en caso que la muerte del mismo se produzca dentro del per´ıodo considerado.
En base a la nomenclatura introducida en este cap´ıtulo, estamos considerando
la siguiente cartera
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Capital asegurado
Prob. siniestro
q1
q2
· · ·
qj
· · ·
qb
1 2 · · · i · · · a
nij
Para esta cartera podemos calcular la distribucio´n de probabilidad del coste
total S, fS , a partir de la recurrencia obtenida por de Pril (1986) que presen-
tamos en el siguiente teorema. Esta recurrencia generaliza la fo´rmula de White
& Greville (1959) para la obtencio´n de la distribucio´n del nu´mero de siniestros.
El desarrollo de la misma esta´ inspirado en el algoritmo de Kornya (1983) y en
la recurrencia de Panjer (1981) para el modelo colectivo.
Teorema 6.3
Sea
A (i, k) = (−1)k+1 i
b∑
j=1
nij
(
qj
pj
)k
, (6.7)
entonces resulta la siguiente recurrencia para fS :
fS (0) =
b∏
j=1
(pj)
nj =
a∏
i=1
b∏
j=1
(pj)
nij , (6.8)
s fS (s) =
min(a,s)∑
i=1
[s/i]∑
k=1
A (i, k) fS (s− ki) , s = 1, 2, · · ·,m; (6.9)
siendo [.] la funcio´n parte entera.
Demostracio´n
Consideremos la funcio´n generatriz de probabilidad de la v.a. S
GS (u) =
m∑
s=0
fS (s) us = fS (0) +
m∑
s=1
fS (s) us.
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Dado que S = X1 +X2 + · · · +Xn, siendo X1, X2, · · ·, Xn mutuamente inde-
pendientes podemos reescribir la anterior funcio´n como
GS (u) = GX1+X2+···+Xn (u) =
n∏
i=1
GXi (u) =
a∏
i=1
b∏
j=1
(
GXij (u)
)nij
=
a∏
i=1
b∏
j=1
(
pj + qj ui
)nij
. (6.10)
Haciendo u = 0 en (6.10) inmediatamente resulta (6.8).
Para demostrar (6.9) en primer lugar tomamos logaritmos a ambos lados de
(6.10), de donde resulta,
lnGS (u) =
a∑
i=1
b∑
j=1
nij ln
(
pj + qj ui
)
.
Derivando esta expresio´n tenemos:
G′S (u)
GS (u)
=
a∑
i=1
b∑
j=1
nij i u
i−1 qj
pj + qjui
=
a∑
i=1
b∑
j=1
nij i u
i−1 qj
pj
(
pj
pj + qjui
)
=
{
pj
pj + qjui
=
1
1 + qjpj u
i
=
∞∑
k=0
(−1)k
(
qj
pj
ui
)k}
=
a∑
i=1
b∑
j=1
nij i u
i−1 qj
pj
∞∑
k=0
(−1)k
(
qj
pj
ui
)k
=
a∑
i=1
b∑
j=1
nij i u
i−1 qj
pj
∞∑
k=1
(−1)k−1
(
qj
pj
ui
)k−1
=
a∑
i=1
b∑
j=1
nij i u
i−1 qj
pj
∞∑
k=1
(−1)k+1
[(
qj
pj
ui
)k (
pj
qjui
)]
=
a∑
i=1
b∑
j=1
nij i
∞∑
k=1
(−1)k+1
(
qj
pj
)k
uki−1
=
a∑
i=1
∞∑
k=1
(−1)k+1 i b∑
j=1
nij
(
qj
pj
)kuki−1
=
a∑
i=1
∞∑
k=1
A (i, k) uki−1,
donde A (i, k) es la definida en (6.7). As´ı,
G′S (u) = GS (u)
a∑
i=1
∞∑
k=1
a (i, k) uki−1. (6.11)
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A fin de calcular la derivada de orden s − 1 de esta u´ltima expresio´n en
u = 0, observemos el comportamiento de las derivadas sucesivas de GS (u) y
a∑
i=1
∞∑
k=1
A (i, k) · uki−1 en u = 0. Para la primera expresio´n tenemos
GS (0) = fS (0) .
G′S (u) =
m∑
s=1
s fS (s) us−1 = fS (1) +
m∑
s=2
s fS (s) us−1, G′S (0) = fS (1) .
G′′S (u) =
m∑
s=2
s (s− 1) fS (s) us−2 = 2fS (2) +
m∑
s=3
s (s− 1) fS (s) us−2,
G′′S (0) = 2fS (2) .
· · ·
G
s−1)
S (0) = (s− 1)! fS (s− 1) .
En cuanto a la segunda, haciendo v (u) =
a∑
i=1
∞∑
k=1
A (i, k) uki−1 resulta
v (0) = A (1, 1) .
v′ (u) =
a∑
i=1
∞∑
k=1
(ki− 1) A (i, k) uki−2, v′ (0) = A (1, 2) +A (2, 1) .
v′′ (u) =
a∑
i=1
∞∑
k=1
(ki− 1) (ki− 2) A (i, k) uki−3, v′′ (0) = 2 [A (1, 3) +A (3, 1)] .
v′′′ (u) =
a∑
i=1
∞∑
k=1
(ki− 1) (ki− 2) (ki− 3) A (i, k) uki−4,
v′′′ (0) = 3! [A (1, 4) +A (2, 2) +A (4, 1)] .
y, en general, la derivada de orden s− 1 en u = 0 es
vs−1) (0) = (s− 1)!
min(a,s)∑
i=1/ si=[ si ] 1
A
(
s,
s
i
)
Ya estamos ahora en condiciones de calcular la derivada de orden s−1 de (6.11)
en u = 0 a partir de la fo´rmula de Leibnitz. Recordemos antes esta fo´rmula
que, en general, nos da la derivada de orden n de un producto de dos funciones.
Sea l un entero cumpliendo 1 ≤ l ≤ n. Entonces para dos funciones u, v como
1i ∈ V (s) , siendo V (s) =
{
i ∈ N / 1 ≤ i ≤ min (a, s) ∧ s
i
=
[
s
i
]}
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mı´nimo n veces derivables en sus respectivos dominios,
(u v)n) = un)v +
(
n
1
)
un−1)v′ + · · ·+
(
n
l
)
un−l)vl) + · · ·+ u vn)
=
n∑
k=0
(
n
k
)
un−k)vk).
La derivada de orden s− 1 de (6.11) en u = 0, aplicando Leibnitz resulta
s! fS (s) = (s− 1)!
min(a,s)∑
k=1
k∑
i=1/ ki=[ ki ]
A
(
i,
k
i
)
fS (s− k) ,
de donde simplificando y reagrupando te´rminos tenemos
s fs (s) =
min(a,s)∑
i=1
[ si ]∑
k=1
A (i, k) fS (s− ik) .
2
Haciendo a = 1 en (6.8) y (6.9) inmediatamente obtenemos la recurren-
cia para el ca´lculo de la distribucio´n de probabilidad del nu´mero de siniestros
obtenida por White & Greville (1959).
Corolario 6.4
Sea
A (k) = A (1, k) = (−1)k+1
b∑
j=1
nj
(
qj
pj
)k
entonces la distribucio´n de probabilidad del nu´mero de siniestros se obtiene a
partir de la recurrencia
fN (0) =
b∏
j=1
(pj)
nj
sfN (s) =
n∑
k=1
A (k) fN (s− k) , s = 1, 2, · · ·, n. (6.12)
6.3.2 Modelo individual. Riesgos con distribucio´n de cuan-
t´ıa arbitraria
Reproducimos a continuacio´n, tres de las recurrencias propuestas en la literatura
actuarial para el ca´lculo de la distribucio´n del coste total en caso de que la
cuant´ıa a pagar en caso de siniestro se distribuya segu´n una funcio´n fi dada.
6.3. Recurrencias para su ca´lculo exacto 153
Las dos primeras son dos versiones de un mismo me´todo recurrente recogido
en De Pril (1989), la tercera fue obtenida por Dhaene&Vanderbroek (1995)
y como veremos mejora a las anteriores en el caso de carteras que no sean
muy heteroge´neas. En cualquier caso, si seguimos la nomenclatura anterior nos
encontramos ante la siguiente cartera:
Distribucio´n de la cuant´ıa
Prob. siniestro
q1
q2
· · ·
qj
· · ·
qb
f1 (x) f2 (x) · · · fi (x) · · · fa (x)
nij
y las recurrencias presentadas permitira´n el ca´lculo de la funcio´n de densidad
de probabilidad del coste total S, fS .
6.3.2.1 Recurrencias de De Pril (1989)
Los teoremas 6.5 y 6.6 contienen dos versiones de un me´todo recurrente que
permite el ca´lculo exacto de la distribucio´n de la siniestralidad agregada. El
primero se basa en una fo´rmula recurrente en dos etapas mientras que el segundo,
contiene convoluciones de orden superior a uno de la distribucio´n de la cuant´ıa
en caso de siniestro y, en general, se trata tambie´n de una fo´rmula en dos etapas.
Teorema 6.5
Para el ca´lculo de fS resulta la siguiente recurrencia:
fS (0) =
b∏
j=1
(pj)
nj =
a∏
i=1
b∏
j=1
(pj)
nij , (6.13)
s fS (s) =
a∑
i=1
b∑
j=1
nij
s∑
x=1
wij (x) fS (s− x) s = 1, 2, · · ·,m, (6.14)
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donde las funciones auxiliares wij se obtienen a partir de la recurrencia
wij (1) =
qj
pj
fi (1) ,
wij (x) =
qj
pj
[
x fi (x)−
x−1∑
k=1
fi (k) wij (x− k)
]
x = 2, · · ·,mi,
wij (x) = − qj
pj
mi∑
k=1
fi (k) wij (x− k) x = mi + 1, · · ·
(6.15)
Demostracio´n
La funcio´n generatriz de probabilidad de la v.a. S es
GS (u) =
m∑
s=0
fS (s) us
=
a∏
i=1
b∏
j=1
(pj + qj Gi (u))
nij (6.16)
siendo Gi (u) la funcio´n generatriz de probabilidad de fi, es decir,
Gi (u) =
mi∑
x=1
fi (x) ux (6.17)
Haciendo u = 0 en (6.16) inmediatamente resulta (6.13).
Para demostrar (6.14) en primer lugar tomamos logaritmos a ambos lados de
(6.16), de donde resulta
lnGS (u) =
a∑
i=1
b∑
j=1
nij ln (pj + qj Gi (u)) .
Derivando esta expresio´n tenemos
G′S (u) = GS (u)
a∑
i=1
b∑
j=1
nij
qj G
′
i (u)
pj + qj Gi (u)
.
Si tenemos en cuenta el comportamiento de la primera derivada de la funcio´n
generatriz de probabilidad de la cuant´ıa, dada en (6.17)
G′i (u) =
mi∑
x=1
x fi (x) ux−1 =
∞∑
x=1
x fi (x) ux−1 =
∞∑
x=0
(x+ 1) fi (x+ 1) ux,
podemos definir
Wij (u) =
qj G
′
i (u)
pj + qj Gi (u)
=
∞∑
x=0
wij (x+ 1) ux, (6.18)
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siendo wij una funcio´n auxiliar que posteriormente determinaremos.
As´ı
G′S (u) = GS (u)
a∑
i=1
b∑
j=1
nij
∞∑
x=0
wij (x+ 1) ux. (6.19)
Aplicaremos la derivada de orden s−1 a ambos lados de (6.19) en u = 0 a partir
de la fo´rmula de Leibnitz.
Sea
V (u) =
a∑
i=1
b∑
j=1
nij
∞∑
x=0
wij (x+ 1) ux,
fa´cilmente se puede comprobar que para t = 1, 2, · · ·,
G
t)
S (0) = t! fS (t)
V t) (0) = t!
a∑
i=1
b∑
j=1
nijwij (t+ 1) .
As´ı, la derivada de orden s− 1 de (6.19) en u = 0, aplicando Leibnitz resulta
s!fS (s) = (s− 1)!fS (s− 1)
 a∑
i=1
b∑
j=1
nijwij (1)
+ (s− 1
1
)
(s− 2)!
fS (s− 2)
 a∑
i=1
b∑
j=1
nijwij (2)
+ (s− 1
2
)
(s− 3)!fS (s− 3)2 a∑
i=1
b∑
j=1
nijwij (3)
+ (s− 1
3
)
(s− 4)!fS (s− 4)
6 a∑
i=1
b∑
j=1
nijwij (4)

+ · · ·+fS (0) (s− 1)!
 a∑
i=1
b∑
j=1
nijwij (s)

= (s− 1)!
a∑
i=1
b∑
j=1
nij
s∑
x=1
wij (x) fS (s− x) ,
de donde inmediatamente resulta (6.14).
Quedan por determinar los coeficientes wij , para ello observemos que de (6.18)
resulta
qjG
′
i (u) = (pj + qj Gi (u))
∞∑
x=0
wij (x+ 1) ux, (6.20)
siendo
Gi (u) =
mi∑
x=1
fi (x) ux,
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G′i (u) =
∞∑
x=0
(x+ 1) fi (x+ 1) ux.
Haciendo u = 0 inmediatamente resulta
qj fi (1) = pj wij (1)⇒ wij (1) = qj
pj
fi (1) .
Quedan por obtener las expresiones restantes de los coeficientes wij .
Si tenemos en cuenta que para t = 1, 2, · · ·
G
t)
i (0) = t! fi (t)
W
t)
ij (0) = t!wij (t+ 1)
y aplicamos Leibnitz para obtener la derivada de orden x − 1 de la expresio´n
(6.20) en u = 0, tenemos
qj x! fi (x) = qj (x− 1)!fi (x− 1)wij (1) +
(
x− 1
1
)
(x− 2)!
qjfi (x− 2)wij (2) +
(
x− 1
2
)
2 (x− 3)! qjfi (x− 3)wij (3)
+ · · ·+
(
x− 1
x− 2
)
(x− 2)! qjfi (1)wij (x− 1) + (x− 1)! pjwij (x) .
De donde,
qj x fi (x) = qjfi (x− 1)wij (1) + qjfi (x− 2)wij (2)
+qjfi (x− 3)wij (3) + qjfi (1)wij (x− 1) + · · ·+ pjwij (x) .
Con lo cual,
(a) Si x ≤ mi :
wij (x) =
qj
pj
[
x fi (x)−
x−1∑
k=1
fi (k) wij (x− k)
]
(b) Si x > mi :
0 = qj fi (mi)wij (x−mi) + qj fi (mi − 1)wij (x− (mi − 1))
+ · · ·+qj fi (1)wij (x− 1) + pjwij (x) ,
wij (x) = − qj
pj
mi∑
k=1
fi (k) wij (x− k) .
2
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Teorema 6.6
Sea
A (i, k) =
(−1)k+1
k
b∑
j=1
nij
(
qj
pj
)k
,
entonces resulta la siguiente recurrencia para fS :
fS (0) =
b∏
j=1
(pj)
nj =
a∏
i=1
b∏
j=1
(pj)
nij , (6.21)
s fS (s) =
a∑
i=1
s∑
k=1
A (i, k)
min(s,kmi)∑
x=k
x f
∗k)
i (x) fS (s− x) s = 1, 2, · · ·,m,
(6.22)
siendo f∗k)i la convolucio´n de orden k de fi.
Demostracio´n
La demostracio´n de (6.21) es ide´ntica a la realizada en el teorema anterior.
Para demostrar (6.22), consideremos nuevamente la funcio´n definida en (6.18)
Wij (u) =
qj G
′
i (u)
pj + qj Gi (u)
=
∞∑
x=0
wij (x+ 1) ux,
cuyos coeficientes wij son los expl´ıcitos en (6.15). Podemos redefinir esta ex-
presio´n como
Wij (u) =
qj G
′
i (u)
pj + qj Gi (u)
=
qj
pj
G′i (u)
pj
pj + qjGi (u)
=
 pjpj + qjGi (u) = 11 + qj
pj
Gi (u)
=
∞∑
k=0
(−1)k
(
qj
pj
)k
(Gi (u))
k

=
qj
pj
G′i (u)
∞∑
k=0
(−1)k
(
qj
pj
)k
(Gi (u))
k =
{ ∞∑
k=0
(k + 1) (Gi (u))
k
G′i (u)
=
∞∑
k=1
k (Gi (u))
k−1
G′i (u) =
∞∑
k=1
d
du
(Gi (u))
k
}
=
∞∑
k=1
(−1)k+1
k
(
qj
pj
)k
d
du
(Gi (u))
k =
d
du
 ∞∑
k=1
(−1)k+1
k
(
qj
pj
)k( mi∑
x=1
fi (x)ux
)k .
Dado que la cuant´ıa de cada siniestro es independiente del resto, las diferentes
funciones fi son independientes y por tanto
(
mi∑
x=1
fi (x)ux
)k
es la funcio´n gene-
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ratriz de probabilidad del coste de k siniestros, es decir
(Gi (u))
k =
(
mi∑
x=1
fi (x)ux
)k
=
kmi∑
x=0
f
∗k)
i (x) u
x =
kmi∑
x=k
f∗ki (x) u
x.
As´ı,
Wij (u) =
d
du
[ ∞∑
k=1
kmi∑
x=k
(−1)k+1
k
(
qj
pj
)k
f∗ki (x) u
x
]
=
d
du
 ∞∑
x=1
x∑
k=
[
x
mi
+1
] (−1)
k+1
k
(
qj
pj
)k
f∗ki (x) u
x

=
∞∑
x=1
x∑
k=
]
x
mi
[ (−1)
k+1
k
(
qj
pj
)k
x f∗ki (x) u
x−1,
siendo [x] la funcio´n parte entera y ]x[ la funcio´n que da el menor entero mayor
o igual a x.
Veamos como se comportan las derivadas sucesivas a ambos lados de la ecuacio´n
anterior en el punto u = 0. Es fa´cil comprobar que
W
t)
ij (0) = t!wij (t+ 1) t = 1, 2, · · ·
y en cuanto a la segunda parte de la igualdad tenemos
d
du
 ∞∑
x=1
x∑
k=
]
x
mi
[ (−1)
k+1
k
(
qj
pj
)k
x f∗ki (x) u
x−1

=
∞∑
x=1
x∑
k=
]
x
mi
[ (−1)
k+1
k
(
qj
pj
)k
x (x− 1) f∗ki (x) ux−2.
Haciendo u = 0 resulta
2
2∑
k=
]
2
mi
[ (−1)
k+1
k
(
qj
pj
)k
f∗ki (2) .
Siguiendo el mismo procedimiento, tenemos en general que para t = 1, 2, · · ·, la
derivada de orden t en el punto u = 0 es
(t+ 1)!
t+1∑
k=
]
t+1
mi
[ (−1)
k+1
k
(
qj
pj
)k
f∗ki (t+ 1) .
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Si hacemos la derivada de orden x− 1 a ambos lados encontramos
(x− 1)!wij (x) = x!
x∑
k=
]
x
mi
[ (−1)
k+1
k
(
qj
pj
)k
f∗ki (x)⇒
wij (x) =
x∑
k=
]
x
mi
[ (−1)
k+1
k
(
qj
pj
)k
x f∗ki (x)
En el teorema anterior se hab´ıa demostrado que
s fS (s) =
a∑
i=1
b∑
j=1
nij
s∑
x=1
wij (x) fS (s− x) ;
para la expresio´n de los coeficientes wij que acabamos de obtener resulta
s fS (s) =
a∑
i=1
b∑
j=1
nij
s∑
x=1
x∑
k=
]
x
mi
[ (−1)
k+1
k
(
qj
pj
)k
x f∗ki (x) fS (s− x) .
Observemos que
s∑
x=1
x∑
k=
]
x
mi
[ (.) =
s∑
k=1
min(s,kmi)∑
x=k
(.) ,
con lo cual,
s fS (s) =
a∑
i=1
s∑
k=1
(−1)k+1
k
b∑
j=1
nij
(
qj
pj
)k min(s,kmi)∑
x=k
x f∗ki (x) fS (s− x)
=
a∑
i=1
s∑
k=1
A (i, k)
min(s,kmi)∑
x=k
x f∗ki (x) fS (s− x) .
2
Remarcar que las recurrencias presentadas en el teorema 6.3 y corolario 6.4
se obtienen como casos particulares de esta u´ltima. En efecto, en el caso de
riesgos individuales con distribucio´n de dos puntos, la distribucio´n condicional
de la cuant´ıa en caso de siniestro se reduce como hemos visto anteriormente a
fi (x) = I (x = i) ,
siendo i el capital asegurado e I la funcio´n indicadora. As´ı
f∗ki (x) = I (x = ki)
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y sustituyendo esta expresio´n en (6.22) tenemos
s fS (s) =
a∑
i=1
s∑
k=1
A (i, k) ki fS (s− ki)
=
a∑
i=1
s∑
k=1
(−1)k+1
k
ki
b∑
j=1
nij
(
qj
pj
)k
fS (s− ki)
= {∀i > s y ∀ki > s, fS (s− ki) = 0}
=
min(a,s)∑
i=1
[ si ]∑
k=1
(−1)k+1 i
b∑
j=1
nij
(
qj
pj
)k
fS (s− ki) ,
expresio´n que coincide con la obtenida en (6.9).
En cuanto a la distribucio´n del nu´mero de siniestros dada en (6.12), se ob-
tiene de forma similar a la anterior haciendo adema´s i = 1, es decir, sustituyendo
en (6.22), f∗ki (x) por f
∗k
1 (x) = I (x = 1) .
Remarcar, por u´ltimo, que en general la convolucio´n de orden k de las fun-
ciones fi que aparece en (6.22) se pueden calcular a partir de la definicio´n
recurrente habitual para las convoluciones -dada en (6.6)- o bien, a partir de
la fo´rmula recurrente de De Pril (1986) para el caso de riesgos individuales con
distribucio´n de dos puntos -dada en (6.9)-. En algunos casos particulares, con
funciones de distribucio´n de la cuant´ıa fi definidas en pocos puntos, se podra´ dar
una expresio´n expl´ıcita para esta convolucio´n y, por tanto, sera´ posible obtener
la distribucio´n del coste total a partir de una fo´rmula en una sola etapa. Veremos
un ejemplo de ello un poco ma´s adelante -ver apartado 6.4.2-.
6.3.2.2 Recurrencia de Dhaene&Vanderbroek (1995)
En el siguiente teorema se da una nueva recurrencia exacta para el ca´lculo en
dos etapas de la distribucio´n del coste total cuando la cuant´ıa a pagar en caso
de siniestro es aleatoria.
Teorema 6.7
Para el modelo individual las probabilidades fS se pueden calcular a partir de
fS (0) =
a∏
i=1
b∏
j=1
(pj)
nij , (6.23)
sfS (s) =
a∑
i=1
b∑
j=1
nijvij (s) , s = 1, 2, · · ·,m (6.24)
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donde los coeficientes νij vienen dados por la recurrencia
vij (s) =
qj
pj
mi∑
x=1
fi (x) (x fS (s− x)− vij (s− x)) . (6.25)
Demostracio´n
La demostracio´n de (6.23) es similar a la realizada para la misma expresio´n en
el teorema 6.5.
Para demostrar (6.24) consideramos nuevamente el logaritmo de la funcio´n gene-
ratriz de probabilidad de la v.a. S,
lnGS (u) =
a∑
i=1
b∑
j=1
nij ln (pj + qj Gi (u)) .
Derivando esta expresio´n tenemos
G′S (u) =
a∑
i=1
b∑
j=1
nij
qj G
′
i (u)GS (u)
pj + qj Gi (u)
. (6.26)
Si tenemos en cuenta el comportamiento de la primera derivada de la funcio´n
generatriz de probabilidad de la cuant´ıa,
G′i (u) =
mi∑
x=1
x fi (x) ux−1 =
∞∑
x=1
x fi (x) ux−1 =
∞∑
x=0
(x+ 1) fi (x+ 1) ux,
podemos definir
Vij (u) =
qj G
′
i (u) GS (u)
pj + qj Gi (u)
=
∞∑
x=0
vij (x+ 1) ux,
siendo vij una funcio´n auxiliar que posteriormente determinaremos.
Podemos ahora reescribir G′S (u) a partir de esta u´ltima expresio´n y resulta,
G′S (u) =
a∑
i=1
b∑
j=1
nijVij (u) .
Teniendo en cuenta que para t = 1, 2, · · ·,
G
t)
S (0) = t! fS (t)
V
t)
ij (0) = (t− 1)!vij (t)
y haciendo la derivada de orden s− 1 en u = 0 a ambos lados de (6.26) resulta
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s! fS (s) =
a∑
i=1
b∑
j=1
nij (s− 1)!vij (s)⇒
s fS (s) =
a∑
i=1
b∑
j=1
nijvij (s) .
Queda por demostrar la expresio´n de los coeficientes vij dada en (6.25). Para
ello reformulamos la expresio´n dada para la funcio´n Vij
Vij (u) =
qj G
′
i (u) GS (u)
pj + qj Gi (u)
=
qj
pj
(
pj G
′
i (u)GS (u)
pj + qj Gi (u)
)
=
qj
pj
[
(pj + qj Gi (u))G′i (u)GS (u)− qjGi (u)G′i (u)GS (u)
pj + qj Gi (u)
]
=
qj
pj
[G′i (u)GS (u)−Gi (u)Vij (u)] .
Sabiendo que
G
t)
i (0) = t! fi (t)
y aplicando Leibnitz a ambos lados para obtener la derivada de orden s− 1 de
Vij en u = 0, tenemos
(s− 1)! vij (s) = qj
pj
[s!fi (s) fS (0)− (s− 1)!fi (s− 1) vij (1)
+
(
s− 1
1
)
((s− 1)!fi (s− 1) fS (1)− (s− 2)!fi (s− 2) vij (2))
+
(
s− 1
2
)
2 ((s− 2)!fi (s− 2) fS (2)− (s− 3)!fi (s− 3) vij (3))
+
(
s− 1
3
)
3! ((s− 3)!fi (s− 3) fS (3)− (s− 4)!fi (s− 4) vij (4))
+ · · ·+(s− 1)!fi (1) fS (s− 1)] .
Simplificando resulta,
vij (s) =
qj
pj
[sfi (s) fS (0)− fi (s− 1) vij (1) + (s− 1) fi (s− 1) fS (1)
−fi (s− 2) vij (2) + (s− 2) fi (s− 2) fS (2)− fi (s− 3) vij (3) + · · ·+ fi (1)
fS (s− 1)] = qj
pj
[fi (1) fS (s− 1) + 2fi (2) fS (s− 2)− fi (1) vij (s− 1)
+3fi (3) fS (s− 3)− fi (2) vij (s− 2) + · · ·+ (s− 1) fi (s− 1) fS (1)
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−fi (s− 2) vij (2) + sfi (s) fS (0)− fi (s− 1) vij (1)]
=
qj
pj
[fi (1) (fS (s− 1)− vij (s− 1)) + fi (2) (2fS (s− 2)− vij (s− 2))
+fi (s− 1) ((s− 1) fS (1)− vij (1)) + sfi (s) fS (0)]
= {∀s > mi, fi (s) = 0} = qj
pj
mi∑
x=1
fi (x) (xfS (s− x)− vij (s− x)) .
2
Como caso particular, podemos obtener una nueva fo´rmula recurrente para
el ca´lculo de la distribucio´n del coste total en el modelo individual de vida.
Haciendo fi (x) = I (x = i) en (6.25), se sigue que ahora las probabilidades
fS (s) se pueden calcular a partir de los coeficientes vij (s) dados por
vij (s) =
qj
pj
(i fS (s− i)− vij (s− i)) , s = 1, 2, · · ·,m.
Esta recurrencia coincide con la obtenida por Waldmann (1994).
Dhaene & Vanderbroek (1995) comparan la recurrencia general que acaba-
mos de deducir con la presentada en el teorema 6.6 (De Pril, 1989). Dado que
ambas son recurrencias exactas, los valores que resultan para fS son iguales en
cualquier caso y sera´ mejor aquella que implique un menor tiempo de ca´lculo. La
recurrencia aqu´ı presentada implica aproximadamente 2b
(
a+
a∑
i=1
mi
)
multipli-
caciones para el ca´lculo de una probabilidad fS (t) .As´ı el ca´lculo de fS (1) , fS (2) ,
· · ·, fS (m) supone aproximadamente
2b
(
a+
a∑
i=1
mi
)
m (6.27)
multiplicaciones.
Por otra parte la recurrencia de De Pril (1989) implica aproximadamente 3ab+
b
a∑
i=1
mi + t multiplicaciones para el ca´lculo de una probabilidad fS (t) . En este
caso el ca´lculo de fS (1) , fS (2) , · · ·, fS (m) necesita(
3ab+ b
a∑
i=1
mi
)
m+
m (m+ 1)
2
(6.28)
multiplicaciones.
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Comparando (6.27) y (6.28) llegamos a la conclusio´n que la recurrencia de
Dhaene & Vanderbroek (1995) mejora a la de De Pril (1989) siempre que
m > 2b
(
b∑
i=1
mi − a
)
− 1, (6.29)
condicio´n que evidentemente tambie´n podremos garantizar cuando
m > 2b
b∑
i=1
mi. (6.30)
Para interpretar este resultado debemos considerar el grado de heterogeneidad
de la cartera. Podemos hacernos una idea de esta grado comparando b
b∑
i=1
mi
con m. En una cartera completamente homoge´nea todas las po´lizas se pueden
clasificar en una misma celda y b
b∑
i=1
mi sera´ mucho menor a m con lo cual
podremos asegurar el cumplimiento de (6.30). Por el contrario, si estamos ante
una cartera completamente heteroge´nea, el nu´mero de clases igualara´ al nu´mero
de po´lizas y b
b∑
i=1
mi = m, incumplie´ndose (6.29). En la pra´ctica, el grado de
homogeneidad de la cartera estara´ entre estos dos valores y, por tanto, el teorema
de Dhaene & Vanderbroek (1995) es una reformulacio´n eficiente del de De Pril
(1989) siempre que la cartera no sea demasiado heteroge´nea.
Remarcar tambie´n que el tiempo de ca´lculo que precisa la recurrencia al-
ternativa presentada en el teorema 6.5 (De Pril, 1989) es aproximadamente el
mismo que el necesario para desarrollar la recurrencia presentada en el teorema
6.6. As´ı, las conclusiones son similares a las expuestas.
6.4 Aplicaciones
6.4.1 Carteras de seguros de vida
Dentro de este apartado queremos servirnos de la recurrencia de De Pril (1986)
presentada en el teorema 6.3 para llegar a determinar la distribucio´n del coste
total en tres carteras de seguros de vida. Las dos primeras son carteras teo´ricas.
La primera fue propuesta por Gerber (1979) y esta´ compuesta u´nicamente por
31 po´lizas mientras que la segunda fue introducida por Kornya (1983) y contiene
322 po´lizas. Introducimos, por u´ltimo, una cartera real formada por 750 po´lizas.
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Los ca´lculos se han realizado programando la recurrencia en Mathcad (versio´n
8.0), ver programa A1. “Recurrencia de De Pril (1986)” en ape´ndice A.
Ejemplo 6.8 Cartera de Gerber. Distribucio´n del coste total
La cartera propuesta por Gerber (1979), esta´ formada por 31 contratos de se-
guros de vida. Cada contrato da lugar al pago de una cuant´ıa fija positiva, i,
en caso de que el asegurado muera dentro del periodo de referencia (igual a un
an˜o). La probabilidad de muerte de cada asegurado, qj , se obtiene a partir de
las tablas de mortalidad en funcio´n del sexo y edad del asegurado. Tomaremos
esta probabilidad como un dato. En base a la nomenclatura establecida en el
apartado 6.2, estamos ante la siguiente cartera
Capital asegurado
Prob. siniestro
0.03
0.04
0.05
0.06
1 2 3 4 5
2 3 1 2 -
- 1 2 2 1
- 2 4 2 2
- 2 2 2 1
Cartera de Gerber
Nu´mero total de po´lizas: 31
Esperanza matema´tica del coste total: E (S) = 4.49
La distribucio´n de probabilidad que resulta para la v.a. coste total, S, que
recoge los pagos a que debera´ enfrentarse el asegurador por esa cartera dentro
del per´ıodo de referencia viene dada en las siguiente tabla. En ella presentamos
la funcio´n de densidad de probabilidad, fS , as´ı como la funcio´n de distribucio´n,
FS , cuya acumulacio´n presentamos tambie´n gra´ficamente.
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s fS (s) = Pr (S = s) FS (s) = Pr (S ≤ s)
0 0.23819481328949 0.238194813289491
1 0.01473369979110 0.252928513080594
2 0.08773416103818 0.340662674118770
3 0.11318330473835 0.453845978857119
4 0.11070909138009 0.564555070237212
5 0.09632737359241 0.660882443829624
6 0.06154869397348 0.722431137803100
7 0.06902213171711 0.791453269520209
8 0.05481712975336 0.846270399273568
9 0.04314705902598 0.889417458299544
10 0.03010725707962 0.919524715379161
12 0.01828244448122 0.961336305259704
14 0.00871075795707 0.982556333400013
16 0.00415190429656 0.992619882808878
18 0.00174094279977 0.997075870715387
20 0.00071101544049 0.998904249464289
24 0.00009583008041 0.999870874653328
28 0.00001028663670 0.999987724583440
32 0.00000088711660 0.999999049820390
Ejemplo 6.9 Cartera de Kornya. Distribucio´n del coste total
Ana´logamente, podemos considerar la cartera de Kornya (1983) que presenta-
mos a continuacio´n.
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Capital asegurado
Prob. siniestro
0.00094
0.00191
0.00501
0.01320
0.03407
1 2 3 4 5
12 1 - 19 6
23 - 3 32 14
2 6 13 24 1
14 7 31 5 36
20 - - 31 22
Cartera de Kornya
Nu´mero total de po´lizas: 322
Esperanza matema´tica del coste total: E (S) = 14.2146
Para esta cartera, resultan las siguientes funciones:
s fS (s) = Pr (S = s) FS (s) = Pr (S ≤ s)
0 0.01544195345795 0.015441953457947
2 0.00880163323795 0.039038232990862
4 0.02961111702904 0.080062778320671
6 0.03492801527195 0.159827833068868
8 0.04169512757976 0.230866833367392
10 0.05842359110977 0.348223316863353
14 0.05850236213247 0.554676233430020
18 0.04352292063047 0.733375790792745
22 0.02662827145431 0.859888782220863
26 0.01418237074194 0.934886857843459
30 0.00675047558243 0.972947453002179
34 0.00288494300791 0.989837290257815
38 0.00110644737013 0.996515319483557
42 0.00038205289738 0.998901927085122
46 0.00011970163429 0.999680451245839
50 0.00003436884825 0.999913776770817
54 0.00000912772867 0.999978343924044
58 0.00000225819567 0.999994916978114
66 0.00000011362010 0.999999767999235
70 0.00000002322983 0.999999954594922
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En el siguiente ejemplo consideramos, por u´ltimo, una cartera real. Los
datos de la misma se han tomado de Kuon, Reich & Reimens (1987).
Ejemplo 6.10 Cartera real. Distribucio´n del coste total
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Para la cual encontramos
s fS (s) = Pr (S = s) FS (s) = Pr (S ≤ s)
0 0.013962642150538 0.013962642150538
1 0.002849613828967 0.016812255979505
2 0.005132291853873 0.021944547833378
3 0.004770040828426 0.026714588661804
4 0.003423288110315 0.030137876772119
5 0.002552785892133 0.032690662664252
10 0.013043904975125 0.082282834534273
20 0.018199414203272 0.229505321683212
30 0.019948649462357 0.420853848654120
40 0.017508156555807 0.609129600873915
50 0.013081944792995 0.761033008040890
60 0.008520580377453 0.866337474694972
70 0.004963617420077 0.930990395293131
80 0.002631089831375 0.966855722799338
90 0.001285124626235 0.985093955021588
100 0.000584059696686 0.993687756776447
110 0.000248822666805 0.997471162938967
120 0.000099963524505 0.999037681945289
130 0.000038056398319 0.999650959655480
140 0.000013784805630 0.999878971790245
150 0.000004766948738 0.999959776693261
160 0.000001578360750 0.999987157918460
170 0.000000501629294 0.999996053350950
180 0.000000153360591 0.999998830427490
190 0.000000045188257 0.999999665252287
6.4.2 Carteras de seguros de vida con doble indemnizacio´n
en caso de muerte por accidente
Dentro de este apartado queremos considerar nuevamente el ejemplo 6.2. Se
trataba, recordemos, de un seguro de vida con doble indemnizacio´n en caso
de que la muerte del asegurado se produzca por accidente. Si la probabilidad
condicional de muerte por accidente, condicionada a que la muerte se ha pro-
ducido, es constante para todos los asegurados y viene dada por α, recordemos
que la funcio´n de densidad de probabilidad de la cuant´ıa en caso de siniestro
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ven´ıa dada por
fi (x) =

1− α si x = i
α si x = 2i
0 en cualquier otro caso.
(6.31)
Como hab´ıamos visto, si tenemos una cartera con un nu´mero muy pequen˜o
de asegurados que tengan contratada esta cobertura podemos hacer el ca´lculo
directo de la distribucio´n del coste total por convolucio´n de las distribuciones
resultantes para los riesgos individuales. Llegar mediante la te´cnica de con-
volucio´n a la distribucio´n del coste total que resulta para alguna de las carteras
presentadas en los ejemplos 6.8, 6.9 o 6.10 suponiendo ahora que tienen esta
cobertura adicional, es inviable desde un punto de vista pra´ctico. Como vere-
mos a continuacio´n, este problema queda resuelto utilizando cualquiera de las
recurrencias presentadas en el apartado 6.3.2.
Consideremos en primer lugar la recurrencia de De Pril (1989) presentada
en el teorema 6.6.
La expresio´n que resulta para la convolucio´n de orden k de la funcio´n fi (x) es
f
∗k)
i (x) =

(
k
h− k
)
(1− α)2k−h αh−k si x = hi, h = k, k + 1, · · ·, 2k,
0 en cualquier otro caso.
Sustituyendo esta expresio´n en (6.22) tenemos
s fS (s) =
a∑
i=1
s∑
k=1
(−1)
k
k+1 2k∑
h=k
hi
(
k
h− k
)
(1− α)2k−h αh−k
b∑
j=1
nij
(
qj
pj
)k
fS (s− hi) =

s∑
k=1
2k∑
h=k
(.) =
2s∑
h=1
min(h,s)∑
k=]h2 [
(.)

=
a∑
i=1
2s∑
h=1
(−1)
k
k+1 min(h,s)∑
k=]h2 [
hi
(
k
h− k
)
(1− α)2k−h αh−k
b∑
j=1
nij
(
qj
pj
)k
fS (s− hi) = {∀h > [s/i] , fS (s− hi) = 0}
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=
a∑
i=1
[s/i]∑
h=1
(−1)
k
k+1 h∑
k=]h2 [
hi
(
k
h− k
)
(1− α)2k−h αh−k
b∑
j=1
nij
(
qj
pj
)k
fS (s− hi) =
a∑
i=1
[s/i]∑
k=1
ki
k∑
h=] k2 [
(−1)
h
h+1(
h
k − h
)
(1− α)2h−k αk−h
b∑
j=1
nij
(
qj
pj
)h
fS (s− ki) .
As´ı, para este caso particular resulta una recurrencia en una sola etapa dada
por
fS (0) =
b∏
j=1
(pj)
nj =
a∏
i=1
b∏
j=1
(pj)
nij , (6.32)
s fS (s) =
a∑
i=1
[s/i]∑
k=1
b (i, k) fS (s− ki) s = 1, 2, · · ·,m, (6.33)
con
b (i, k) = ki
k∑
h=] k2 [
(−1)
h
h+1(
h
k − h
)
(1− α)2h−k αk−h
b∑
j=1
nij
(
qj
pj
)h
. (6.34)
Utilizando la recurrencia de Dhaene&Vanderbroek (1995) presentada en el teo-
rema 6.7, en este caso particular u´nicamente tenemos que sustituir fi -ver (6.31)-
en la expresio´n que resulta para los coeficientes vij -ver (6.25)-, quedando la re-
currencia como sigue.
fS (0) =
a∏
i=1
b∏
j=1
(pj)
nij ,
s fS (s) =
a∑
i=1
b∑
j=1
nijvij (s) s = 1, 2, · · ·,m
siendo los coeficientes νij ,
vij (s) =
qj
pj
{(1− α) [ifS (s− i)− vij (s− i)] + α [2ifS (s− 2i)− vij (s− 2i)]} .
Presentamos, a continuacio´n, la distribucio´n del coste total que resulta para
las carteras de Gerber, Kornya y real presentadas en los ejemplos 6.8, 6.9 y 6.10
respectivamente, considerando ahora que el pago del capital es doble en caso de
muerte por accidente. Supondremos que en caso de muerte del asegurado, la
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probabilidad de que la misma se produzca por accidente es del 10%, es decir,
α = 0.1 constante para todos los asegurados de cada cartera.
Para su obtencio´n hemos programado la recurrencia de De Pril (1989) que
resulta para este caso particular, dada en (6.32) a (6.34), ver programa A2.
“Recurrencia de De Pril (1989)” en ape´ndice A. Alternativamente llegar´ıamos a
las mismas distribuciones a partir de la recurrencia de Dhaene & Vanderbroek
que acabamos de deducir para este caso particular.
Ejemplo 6.11 Cartera de Gerber con doble indemnizacio´n en caso de muerte
por accidente. Distribucio´n del coste total
s fS (s) = Pr (S = s) FS (s) = Pr (S ≤ s)
0 0.23819481328949 0.238194813289491
1 0.01326032981199 0.251455143101484
2 0.08041360924881 0.331868752350294
3 0.10141883700648 0.433287589356777
4 0.10701342602938 0.540301015386153
5 0.08356603912091 0.623867054507063
6 0.06347369939940 0.687340753906464
7 0.05990196297920 0.747242716885669
8 0.05953290170653 0.806775618592204
9 0.04069592782238 0.847471546414589
10 0.03689083138913 0.884362377803721
12 0.02224222063602 0.933268623436159
14 0.01313965856049 0.963944961950660
16 0.00738505520028 0.980976118347083
18 0.00406725425364 0.990430653725208
20 0.00205047630030 0.995281828385637
22 0.00102672299555 0.997764708497980
24 0.00049388218029 0.998969737740470
26 0.00023249396374 0.999538181284970
28 0.00010503377330 0.999798360848843
30 0.00004624347151 0.999914038531539
32 0.00001988955596 0.999964338821901
36 0.00000341267408 0.999994258201287
40 0.00000053159869 0.999999153628374
E (S) = 4.939
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Ejemplo 6.12 Cartera de Kornya con doble indemnizacio´n en caso de muerte
por accidente. Distribucio´n del coste total
s fS (s) = Pr (S = s) FS (s) = Pr (S ≤ s)
0 0.01544195345795 0.015441953457947
1 0.01331518166546 0.028757135123411
2 0.00878221522760 0.037539350351008
3 0.01099035247022 0.048529702821227
4 0.02666591679064 0.075195619611862
5 0.03892153036725 0.114117149979108
6 0.03061590422009 0.144733054199197
7 0.02653331026239 0.171266364461589
8 0.03735590894820 0.208622273409790
9 0.04957550297725 0.258197776387036
10 0.05038854476229 0.308586321149326
14 0.05151486777614 0.492742065462933
18 0.04190544488296 0.663428309017119
22 0.02922191861579 0.797116245919372
26 0.01847471914233 0.888076669959924
30 0.01074267052666 0.942929543177545
34 0.00572562576408 0.972859161672394
38 0.00280585701754 0.987884061541761
42 0.00127210729447 0.994898579999653
46 0.00053936978326 0.997966450961528
50 0.00021585422556 0.999229710313554
54 0.00008204476022 0.999721727333262
58 0.00002973042458 0.999903802366014
62 0.00001029552124 0.999968084922368
70 0.00000108845083 0.999996866080309
78 0.00000009897786 0.999999732310161
E (S) = 15.636
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Ejemplo 6.13 Cartera real con doble indemnizacio´n en caso de muerte por
accidente. Distribucio´n del coste total.
s fS (s) = Pr (S = s) FS (s) = Pr (S ≤ s)
0 0.01396264215054 0.013962642150538
1 0.00256465244607 0.016527294596608
2 0.00487932398715 0.021406618583756
3 0.00425035969468 0.025656978278434
4 0.00350293576505 0.029159914043482
5 0.00227945812929 0.031439372172770
10 0.01151626671258 0.076270030724414
15 0.01160835083535 0.130754668380098
20 0.01613322214287 0.206121459227607
25 0.01658526600301 0.286887889219005
30 0.01803347976198 0.376030175192602
40 0.01662645454086 0.549492408785824
50 0.01331483288178 0.698154167782637
60 0.00956725074493 0.810435558619543
70 0.00630479321850 0.887435123202677
80 0.00387566883329 0.936350113260645
90 0.00224905165508 0.965533105409371
100 0.00124214776979 0.982044916652182
110 0.00065713095677 0.990968204894264
120 0.00033461451904 0.995599362625094
130 0.00016464923031 0.997917660583511
140 0.00007853512397 0.999040932801191
150 0.00003640840392 0.999569238558893
160 0.00001644055331 0.999811013425879
170 0.00000724481484 0.999918893731549
180 0.00000312051171 0.999965907837596
190 0.00000131558520 0.999985948769661
E (S) = 40.668
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6.5 Distribucio´n del coste total: Recurrencias
para su ca´lculo aproximado
6.5.1 Aproximaciones dentro del modelo individual
Salvo en el caso del modelo individual de vida, la obtencio´n exacta de la dis-
tribucio´n del coste total mediante cualquiera de las recurrencias presentadas
hasta ahora necesita en la mayor´ıa de los casos de una gran potencia de ca´lculo,
especialmente cuando la cartera es muy heteroge´nea, es decir, con un valor de
a y/o b alto y una funcio´n condicional de la cuant´ıa en caso de siniestro fi
definida en ma´s de unos pocos puntos. A pesar del gran avance de los pro-
gramas informa´ticos en los u´ltimos an˜os, creemos que, desde un punto de vista
pra´ctico, actualmente es todav´ıa interesante considerar algunas de las aproxi-
maciones propuestas en la literatura las cuales, como veremos, reducen bastante
el nu´mero de ca´lculos a realizar con una pequen˜a pe´rdida de precisio´n que en
la mayor´ıa de los casos es controlable. De entre todas las recurrencias propues-
tas dentro del modelo individual para aproximar la distribucio´n del coste total
recogemos la de Kornya (1983) generalizada por Hipp (1986), la de Hipp (1986)
y la de De Pril (1989).
Con el fin de deducir las diferentes aproximaciones que acabamos de sen˜alar,
as´ı como para cuantificar el error que las mismas cometen seguiremos la metodo-
log´ıa utilizada por Dhaene & De Pril (1994). Consideremos nuevamente la
funcio´n generatriz de probabilidad de la v.a. S cuyo rango, por conveniencia,
ampliamos al conjunto de todos los enteros positivos,
GS (u) =
m∑
s=0
fS (s) us =
∞∑
s=0
fS (s) us = fS (0) +
∞∑
s=1
fS (s) us. (6.35)
Consideremos el logaritmo de la funcio´n anterior que redefinimos en base a unos
coeficientes t (x) tales que se cumpla
lnGS (u) =
∞∑
x=0
t (x) ux = t (0) +
∞∑
x=1
t (x) ux. (6.36)
As´ı,
fS (0) = et(0) (6.37)
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y derivando a ambos de (6.36) tenemos,
∞∑
s=1
s fS (s) us−1
∞∑
s=0
fS (s) us
=
∞∑
x=1
x t (x) ux−1.
Se cumple por tanto
fS (1) + 2fS (2) u+ · · ·+ sfS (s) us−1 + · · ·
=
(
t (1) + 2t (2) u+ · · ·+ st (s) us−1 + · · ·)(
fS (0) + fS (1) u+ · · ·+ fS (s− 1) us−1 + · · ·
)
.
Igualando los coeficientes para un mismo grado de u, resulta la recurrencia
sf (s) = t (1) fS (s− 1) + 2t (2) fS (s− 2) + · · ·+ st (s) fS (0)
=
s∑
x=1
x t (x) fS (s− x) =
∞∑
x=1
x t (x) fS (s− x) , s = 1, 2, · · ·. (6.38)
As´ı, la determinacio´n de los coeficientes t (x) se convierte en la clave para obtener
una recurrencia exacta para la distribucio´n del coste total. Cuando sean dema-
siado complejos para su aplicacio´n pra´ctica, podemos renunciar a la obtencio´n
exacta de los mismos y conformarnos con unos coeficientes aproximados a los
que llamaremos h (x) . Basa´ndonos en e´stos llegaremos a aproximaciones de la
distribucio´n del coste total simplemente cambiando en (6.37) y (6.38) t (x) por
h (x) .
6.5.1.1 Aproximacio´n de Kornya.
La recurrencia de Kornya (1983) para el ca´lculo aproximado de la distribucio´n
del coste total se formulo´ originalmente para el modelo individual de vida (ries-
gos individuales con distribucio´n dicoto´mica). La generalizacio´n al modelo indi-
vidual con distribucio´n de la cuant´ıa aleatoria se debe a Hipp (1986) y es la que
queremos recoger en este apartado. A fin de derivar la expresio´n que resulta,
reescribiremos el logaritmo de la funcio´n generatriz de probabilidad de la v.a.
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S -dado en (6.36)- como sigue,
lnGS (u) = t (0) +
∞∑
x=1
t (x)ux =
a∑
i=1
b∑
j=1
nij ln (pj + qjGi (u))
=
a∑
i=1
b∑
j=1
nij ln
[
pj +
(
qj
pj
Gi (u)
)
pj
]
=
a∑
i=1
b∑
j=1
nij ln
1 +
qj
pj
Gi (u)
pj + qj
pj

=
a∑
i=1
b∑
j=1
nij
[
ln
(
1 +
qj
pj
Gi (u)
)
− ln
(
1 +
qj
pj
)]
=
a∑
i=1
b∑
j=1
nij
[ ∞∑
k=1
(−1)k+1
k
(
qj
pj
)k
(Gi (u))
k +
∞∑
k=1
(−1)k
k
(
qj
pj
)k]
=
a∑
i=1
b∑
j=1
nij
∞∑
k=1
(−1)k
k
(
qj
pj
)k
+
a∑
i=1
b∑
j=1
nij
∞∑
k=1
∞∑
x=k
(−1)k+1
k
(
qj
pj
)k
·
·f∗ki (x)ux =
{ ∞∑
k=1
∞∑
x=k
(.) =
∞∑
x=1
x∑
k=1
(.)
}
=
a∑
i=1
b∑
j=1
nij
∞∑
k=1
(−1)k
k
(
qj
pj
)k
+
∞∑
x=1
 a∑
i=1
b∑
j=1
nij
x∑
k=1
(−1)k+1
k
(
qj
pj
)k
f∗ki (x)
 ux.
De donde,
t (0) =
a∑
i=1
b∑
j=1
nij
∞∑
k=1
(−1)k
k
(
qj
pj
)k
, (6.39)
t (x) =
a∑
i=1
b∑
j=1
nij
x∑
k=1
(−1)k+1
k
(
qj
pj
)k
f
∗k)
i (x) . (6.40)
Sustituyendo estos coeficientes en (6.37) y (6.38) tendr´ıamos una recurrencia
exacta para el ca´lculo de la distribucio´n del coste total en el modelo individual
de riesgo. Observemos que salvo en el ca´lculo de fS (0), e´sta es ide´ntica a
la presentada en el teorema 6.6 (De Pril, 1989). Dado que e´sta es la u´nica
diferencia (ya que ambas dan probabilidades exactas), sera´ mejor aquella en la
cual la obtencio´n de fS (0) implique un menor nu´mero de operaciones y esto
sucede en la de De Pril.
Hipp (1986) sugiere aproximaciones de orden r para la distribucio´n del coste
total, f rS , prescindiendo en (6.39) y (6.40) de aquellos valores de k > r. As´ı, para
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cualquier r, r ∈ {1, 2, · · ·} , tendremos unos coeficientes aproximados dados por
hr (0) =
a∑
i=1
b∑
j=1
nij
r∑
k=1
(−1)k
k
(
qj
pj
)k
, (6.41)
hr (x) =
a∑
i=1
b∑
j=1
nij
min(r,x)∑
k=1
(−1)k+1
k
(
qj
pj
)k
f∗ki (x) . (6.42)
que sustituidos en (6.37) y (6.38) nos dan la siguiente aproximacio´n:
f r,KS (0) = e
a∑
i=1
b∑
j=1
nij
r∑
k=1
(−1)k
k
(
qj
pj
)k
(6.43)
sf r,KS (s) =
s∑
x=1
x
a∑
i=1
b∑
j=1
nij
min(r,x)∑
k=1
(−1)k+1
k
(
qj
pj
)k
f∗ki (x) f
r
S (s− x) .
(6.44)
6.5.1.2 Aproximacio´n de Hipp
Hipp (1986) plantea tambie´n una recurrencia alternativa a la anterior. Al igual
que antes, reformulamos el logaritmo de la funcio´n generatriz de probabilidad
-ver (6.36)- para obtenerla.
lnGS (u) = t (0) +
∞∑
x=1
t (x)ux =
a∑
i=1
b∑
j=1
nij ln (pj + qjGi (u))
=
a∑
i=1
b∑
j=1
nij ln (1 + qjGi (u)− qj) =
a∑
i=1
b∑
j=1
nij ln (1 + qj (Gi (u)− 1))
=
a∑
i=1
b∑
j=1
nij
∞∑
k=1
(−1)k+1
k
qkj (Gi (u)− 1)k
=
a∑
i=1
b∑
j=1
nij
∞∑
k=1
(−1)k+1
k
qkj
k∑
l=0
(−1)l+1
(−1)k+1
(
k
l
)
(Gi (u))
l
=
a∑
i=1
b∑
j=1
nij
∞∑
k=1
−q
k
j
k
+
a∑
i=1
b∑
j=1
nij
∞∑
k=1
qkj
k
k∑
l=1
(−1)l+1
(
k
l
) ∞∑
x=l
f∗li (x)u
x
=
a∑
i=1
b∑
j=1
nij
∞∑
k=1
−q
k
j
k
+
∞∑
x=1
 a∑
i=1
b∑
j=1
nij
∞∑
k=1
k∑
l=1
(−1)l+1
k
(
k
l
)
qkj f
∗l
i (x)
ux.
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As´ı,
t (0) = −
a∑
i=1
b∑
j=1
nij
∞∑
k=1
qkj
k
(6.45)
t (x) =
a∑
i=1
b∑
j=1
nij
∞∑
k=1
k∑
l=1
(−1)l+1
k
(
k
l
)
qkj f
∗l
i (x) (6.46)
y sustituyendo esta expresio´n en (6.37) y (6.38) llegar´ıamos a una nueva ex-
presio´n exacta de la distribucio´n del coste total. Si comparamos e´sta con la de
De Pril (1989) y la de Kornya (1983), vemos que se ha introducido un nuevo
sumando y por tanto realiza un mayor nu´mero de operaciones para llegar a un
mismo resultado, con lo cual podemos concluir que es peor para el ca´lculo de
los valores exactos de fS .
En cuanto al ca´lculo aproximado de esta distribucio´n, Hipp (1986) propone
no considerar en (6.45) y (6.46) los te´rminos en k si k > r, r ∈ {1, 2, · · ·} , es
decir, utilizar
hr (0) = −
a∑
i=1
b∑
j=1
nij
r∑
k=1
qkj
k
, (6.47)
hr (x) =
a∑
i=1
b∑
j=1
nij
r∑
k=1
k∑
l=1
(−1)l+1
k
(
k
l
)
qkj f
∗l
i (x) (6.48)
para llegar a una nueva secuencia de aproximaciones de orden r de la distribucio´n
del coste total,
f r,HS (0) = e
−
a∑
i=1
b∑
j=1
nij
r∑
k=1
qki
k
, (6.49)
s f r,HS (s) =
s∑
x=1
x
a∑
i=1
b∑
j=1
nij
r∑
k=1
k∑
l=1
(−1)l+1
k
(
k
l
)
qkj f
∗l
i (x) f
r
S (s− x) .
(6.50)
6.5.1.3 Aproximacio´n de De Pril (1989)
Recordemos la recurrencia de De Pril (1989) para el ca´lculo exacto de las pro-
babilidades fS (s) presentada en el teorema 6.6,
fS (0) =
a∏
i=1
b∏
j=1
(pj)
nij ,
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s fS (s) =
a∑
i=1
s∑
k=1
(−1)k+1
k
b∑
j=1
nij
(
qj
pj
)k min(s,kmi)∑
x=k
x f∗ki (x) fS (s− x) .
De Pril (1989) sugiere tambie´n realizar una aproximacio´n de orden r para
el ca´lculo de esta distribucio´n para reducir el nu´mero de operaciones a realizar.
Nuevamente se restringe el sumatorio de k a aquellos valores de k > r, r ∈
{1, 2, · · ·} y se llega a la siguiente aproximacio´n de orden r
f r,PS (0) =
a∏
i=1
b∏
j=1
(pj)
nij , (6.51)
sf r,PS (s) =
a∑
i=1
min(r,s)∑
k=1
(−1)k+1
k
b∑
j=1
nij
(
qj
pj
)k min(s,kmi)∑
x=k
xf∗ki (x) f
r
S (s− x) .
(6.52)
Observemos que en este caso las r + 1 primeras probabilidades as´ı calcu-
ladas son exactas (f rS (t) , t = 0, 1, · · ·, r), circunstancia que no se da en las dos
aproximaciones anteriores.
Desde un punto de vista comparativo, es interesante reformular la recurrencia
exacta y las aproximaciones de De Pril siguiendo la nomenclatura de Dhaene
& De Pril (1994) que nos ha servido para presentar las de Kornya y Hipp. En
cuanto a la segunda parte de la recurrencia exacta podemos reescribirla como
sfS (s) =
s∑
x=1
x
a∑
i=1
b∑
j=1
nij
x∑
k=1
(−1)k+1
k
(
qj
pj
)k
f∗ki (x) fS (s− x) .
Con lo cual
fS (0) = et(0),
sfS (s) =
s∑
x=1
xt (x) fS (s− x) ,
siendo,
t (0) =
a∑
i=1
b∑
j=1
nij ln (pj) , (6.53)
t (x) =
a∑
i=1
b∑
j=1
nij
x∑
k=1
(−1)k+1
k
(
qj
pj
)k
f∗ki (x) . (6.54)
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La aproximacio´n de orden r propuesta en (6.51) y (6.52) equivale a
f r,PS (0) = e
hr(0),
sf r,PS (s) =
s∑
x=1
xhr (x) f rS (s− x) ,
siendo,
hr (0) = t (0) =
a∑
i=1
b∑
j=1
nij ln (pj) , (6.55)
hr (x) =
a∑
i=1
b∑
j=1
nij
min(r,x)∑
k=1
(−1)k+1
k
(
qj
pj
)k
f∗ki (x) . (6.56)
6.5.1.4 Comparacio´n entre las aproximaciones propuestas
En este apartado queremos comparar las tres alternativas presentadas para la
obtencio´n de aproximaciones f rS de la funcio´n fS dentro del modelo individual.
En primer lugar, sen˜alar que cualquiera de ellas es asinto´ticamente correcta si
para cada po´liza qj , (j = 1, 2, · · ·, b) , es inferior a 12 . Sin duda esta condicio´n
se cumple en cualquier situacio´n pra´ctica que nos podamos encontrar. As´ı, a
partir de este momento, podemos asumir sin pe´rdida de generalidad que en el
modelo individual qj < 12 .
Es ahora inmediato comprobar que para las tres aproximaciones propuestas
lim
r→∞h
r (x) = t (x)
y, por tanto, las probabilidades que resultan de cualquiera de las recurrencias
aproximadas de Kornya, Hipp o De Pril tienden a las probabilidades exactas a
medida que hacemos aproximaciones de grado superior.
En cuanto al tiempo necesario para el ca´lculo de las mismas, vemos que
para las de De Pril y Kornya es similar mientras que en el caso de la de Hipp
es un poco superior ya que contiene un sumatorio adicional. En cualquier caso
creemos que el criterio que nos debe llevar a utilizar una u otra aproximacio´n
debe ser la precisio´n obtenida a partir de la misma ya que, para valores de
r moderados, cualquiera de las aproximaciones presentadas se puede obtener
fa´cilmente con los recursos informa´ticos actuales.
A fin de acotar el error cometido con cada una de las secuencias de aproxi-
maciones utilizaremos un resultado obtenido por Dhaene & De Pril (1994) que
presentamos en el siguiente teorema.
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Teorema 6.14
Si existe un real ε > 0 tal que
∞∑
x=0
|t (x)− hr (x)| ≤ ε, (6.57)
entonces,
∞∑
s=0
|fS (s)− f rS (s)| ≤ eε − 1. (6.58)
Demostracio´n
Dhaene & De Pril (1994), teorema 1, pa´g. 184-186.
2
Como aplicacio´n de este teorema encontramos cotas para el error cometido por
cada una de las aproximaciones consideradas.
Cotas de error para las aproximaciones de Kornya
Para un r fijado, r = 1, 2, · · ·, consideremos la aproximacio´n de orden r de
Kornya. Para la diferencia entre los coeficientes aproximados hr (x) -dados
en (6.41) y (6.42)- y los coeficientes exactos t (x) -dados en (6.39) y (6.40)-,
encontramos
|t (0)− hr (0)| =
a∑
i=1
b∑
j=1
nij
∞∑
k=r+1
(−1)k
k
(
qj
pj
)k
=
a∑
i=1
b∑
j=1
nij
∣∣∣∣∣
∞∑
k=r+1
1
k
(
− qj
pj
)k∣∣∣∣∣ =
a∑
i=1
b∑
j=1
nij
1
r + 1
∣∣∣∣∣∣∣∣∣
(
− qj
pj
)r+1
1 +
qj
pj
∣∣∣∣∣∣∣∣∣ ≤
a∑
i=1
b∑
j=1
nij
1
r + 1
pj
(
qj
pj
)r+1
.
y
∞∑
x=1
|t (x)− hr (x)| =
∞∑
x=r+1
a∑
i=1
b∑
j=1
nij
∣∣∣∣∣
x∑
k=r+1
(−1)k+1
k
(
qj
pj
)k
f∗ki (x)
∣∣∣∣∣
=
a∑
i=1
b∑
j=1
nij
∣∣∣∣∣
∞∑
k=r+1
(−1)k
k
(
qj
pj
)k∣∣∣∣∣
∞∑
x=k
f∗ki (x) =
a∑
i=1
b∑
j=1
nij
∣∣∣∣∣
∞∑
k=r+1
(−1)k
k
(
qj
pj
)k∣∣∣∣∣
≤ 1
r + 1
a∑
i=1
b∑
j=1
nij
∞∑
k=r+1
(
qj
pj
)k
=
{ ∞∑
k=r+1
(
qj
pj
)k
=
(
qj
pj
)r+1 ∞∑
k=0
(
qj
pj
)k}
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=
1
r + 1
a∑
i=1
b∑
j=1
nij
(
qj
pj
)r+1 ∞∑
k=0
(
qj
pj
)k
=
1
r + 1
a∑
i=1
b∑
j=1
nij
(
qj
pj
)r+1 1
1− qj
pj
=
1
r + 1
a∑
i=1
b∑
j=1
nij
pj
pj − qj
(
qj
pj
)r+1
.
As´ı la expresio´n ε que resulta para la aproximacio´n de orden r es
εK (r) =
1
r + 1
a∑
i=1
b∑
j=1
nij
(
pj +
pj
pj − qj
)(
qj
pj
)r+1
(6.59)
y podemos garantizar que utilizando esta aproximacio´n
m∑
s=0
∣∣∣fS (s)− f r,KS (s)∣∣∣ ≤ eεK(r) − 1,
siendo las probabilidades f r,KS (x) las dadas en (6.44).
Cotas de error para las aproximaciones de Hipp
Para un r fijado, r = 1, 2, · · ·, consideremos ahora la aproximacio´n de orden r
de Hipp. En este caso, haciendo la diferencia entre los coeficientes aproximados
hr (x) -dados en (6.47) y (6.48)- y los coeficientes exactos t (x) -dados en (6.45)
y (6.46)- y suponiendo que qj < 12 , j = 1, · · ·, b, encontramos
∞∑
x=0
|t (x)− hr (x)| =
a∑
i=1
b∑
j=1
nij
∞∑
k=r+1
∣∣∣∣−1k (qj)k
∣∣∣∣+ ∞∑
x=1
a∑
i=1
b∑
j=1
nij
∞∑
k=r+1
k∑
l=1
∣∣∣∣∣ (−1)l+1k
(
k
l
)
qkj f
∗l
i (x)
∣∣∣∣∣ =
∞∑
x=0
a∑
i=1
b∑
j=1
nij
∞∑
k=r+1
k∑
l=0
∣∣∣∣∣ (−1)l+1k
(
k
l
)
qkj f
∗l
i (x)
∣∣∣∣ ≤ ∞∑
x=0
a∑
i=1
b∑
j=1
nij
∞∑
k=r+1
k∑
l=0
1
k
(
k
l
)
qkj f
∗l
i (x)
=
a∑
i=1
b∑
j=1
nij
∞∑
k=r+1
1
k
qkj
k∑
l=0
(
k
l
) ∞∑
x=l
f∗li (x) =
{
k∑
l=0
(
k
l
)
= 2k
}
=
a∑
i=1
b∑
j=1
nij
∞∑
k=r+1
1
k
(2qj)
k ≤ 1
r + 1
a∑
i=1
b∑
j=1
nij
∞∑
k=r+1
(2qj)
k
=
1
r + 1
a∑
i=1
b∑
j=1
nij
(2qj)
r+1
1− 2qj =
1
r + 1
a∑
i=1
b∑
j=1
nij
(2qj)
r+1
pj − qj .
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Con lo que
εH (r) =
1
r + 1
a∑
i=1
b∑
j=1
nij
(2qj)
r+1
pj − qj (6.60)
y, en este caso,
m∑
s=0
∣∣∣fS (s)− f r,HS (s)∣∣∣ ≤ eεH(r) − 1.
Cotas de error para las aproximaciones de De Pril
Para un r determinado, r = 1, 2, ···, consideremos finalmente la aproximacio´n de
orden r de De Pril. La diferencia que resulta en este caso entre los coeficientes
aproximados hr (x) -dados en (6.55) y (6.56)- y los coeficientes exactos t (x) -
dados en (6.53) y (6.54)-, se deduce a continuacio´n. Para esta aproximacio´n se
cumple
t (0)− hr (0) = 0.
As´ı,
∞∑
x=0
|t (x)− hr (x)| =
∞∑
x=1
|t (x)− hr (x)| =
∞∑
x=1
a∑
i=1
b∑
j=1
nij
x∑
k=r+1
∣∣∣∣∣ (−1)k+1k
(
qj
pj
)k
f∗ki (x)
∣∣∣∣∣ =
∞∑
x=r+1
a∑
i=1
b∑
j=1
nij
x∑
k=r+1
∣∣∣∣∣ (−1)k+1k
(
qj
pj
)k
f∗ki (x)
∣∣∣∣∣ ≤ 1r + 1
∞∑
x=1
a∑
i=1
b∑
j=1
nij
x∑
k=r+1
(
qj
pj
)k
f∗ki (x)
=
1
r + 1
a∑
i=1
b∑
j=1
nij
∞∑
k=r+1
(
qj
pj
)k ∞∑
x=k
f∗ki (x)
=
1
r + 1
a∑
i=1
b∑
j=1
nij
∞∑
k=r+1
(
qj
pj
)k
=
1
r + 1
a∑
i=1
b∑
j=1
nij
(
qj
pj
)r+1
1− qjpj
=
1
r + 1
a∑
i=1
b∑
j=1
nij
pj
pj − qj
(
qj
pj
)r+1
.
Utilizando una aproximacio´n de orden r de De Pril para el ca´lculo apro-
ximado de la distribucio´n del coste total, cometeremos un error global acotado
por
m∑
s=0
∣∣∣fS (s)− f r,PS (s)∣∣∣ ≤ eεP (r) − 1,
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donde
εP (r) =
1
r + 1
a∑
i=1
b∑
j=1
nij
pj
pj − qj
(
qj
pj
)r+1
. (6.61)
De (6.59), (6.60) y (6.61) tenemos que para cualquier r, r ∈ {1, 2, · · ·}
εP (r) < εK (r) < εH (r) ,
con lo que, las recurrencias aproximadas de De Pril parecen ser las ma´s exactas
ya que, en conjunto, la cota superior que resulta para el error cometido en
el ca´lculo de las diferentes probabilidades que aproximan la distribucio´n del
coste total es inferior que si utilizamos las recurrencias de Kornya o Hipp. No
obstante, debemos tener presente que todas las conclusiones a que lleguemos a
partir de las funciones ε (r) son relativas ya que esta´n basadas en cotas superiores
y no en el error exacto producido y no es posible, en general, afirmar cual de
ellas da mejores resultados. A pesar de ello, no hay duda de la utilidad de las
funciones ε (r) , ya que nos permiten controlar el error ma´ximo que se cometera´
en la estimacio´n con cualquier aproximacio´n de las presentadas. En la pra´ctica,
se debe escoger un grado de aproximacio´n r que garantice un error total que
en ningu´n caso sea superior al elegido. Supongamos, por ejemplo, que e´ste es
igual a β, entonces el grado de la aproximacio´n a utilizar sera´ el que resulte de
despejar r en la ecuacio´n β = eε(r) − 1.
6.5.2 Aproximaciones a partir del modelo colectivo
6.5.2.1 Modelo colectivo para la aproximacio´n de la distribucio´n del
coste total en el modelo individual
La recurrencia de Panjer (1981) para el ca´lculo de la distribucio´n total en el
modelo colectivo del riesgo supuso una aute´ntica revolucio´n en el campo ac-
tuarial. La facilidad de ca´lculo de la misma (programable en algunos casos
mediante una simple calculadora) hizo que durante los ochenta se convirtiera en
la herramienta ba´sica de cualquier actuario incluso para su utilizacio´n cuando
no estaban ante el modelo colectivo sino ante el individual. Au´n hoy se utilizan
aproximaciones mediante el modelo colectivo de la distribucio´n que resulta para
el modelo individual esperando que el error, que inevitablemente ocurre, sea lo
suficientemente pequen˜o. En este apartado queremos ocuparnos de estas aproxi-
maciones. Definamos, en primer lugar, las principales caracter´ısticas del modelo
colectivo de riesgo.
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El modelo colectivo de riesgo
En el modelo colectivo de riesgo la v.a. coste total, Scol, viene definida por
Scol = Z1 + · · ·+ ZN =
N∑
k=1
Zi,
donde Z1, Z2, · · · representan las cuant´ıas de los sucesivos siniestros producidos
y N representa el nu´mero de siniestros ocurridos dentro del periodo considerado
(por ejemplo, un an˜o).
Para N = n, se asume que las v.a. Z1, · · ·, Zn son independientes y esta´n
ide´nticamente distribuidas. Llamaremos fZ a la funcio´n de densidad de proba-
bilidad que resulta para cada una de estas variables.
Recordemos que el modelo individual no exig´ıa el tratamiento de los riesgos
que componen la distribucio´n del coste total como ide´nticamente distribuidos
aunque necesitaba del conocimiento de la distribucio´n individual de cada uno
de ellos, condicio´n que aqu´ı no se da.
En la teor´ıa colectiva del riesgo tradicionalmente se ha asumido que la dis-
tribucio´n del nu´mero de siniestros es una Poisson de para´metro λ. En este caso
resulta una distribucio´n de Poisson compuesta para S, definida por
fScol (0) = e
−λ
fScol (s) =
∞∑
k=0
e−λ
λk
k!
f∗kZ (k) s = 1, 2, 3, · · ·; (6.62)
para cuya obtencio´n debemos primero calcular la distribucio´n que resulta para
las convoluciones f∗kZ .
Se puede deducir una expresio´n alternativa a (6.62) para el ca´lculo de la dis-
tribucio´n de Scol. Para ello, consideremos la funcio´n generatriz de probabilidad
de esta v.a.
GScol (u) = fScol (0) +
m∑
s=1
fScol (s) u
s = eλ(GZ(u)−1) = e
λ
(
∞∑
k=1
fZ(k)u
k−1
)
.
Tomando logaritmo neperiano a ambos lados encontramos
lnGScol (u) = λ (GZ (u)− 1) = −λ+
∞∑
k=1
λ fZ (k) uk, (6.63)
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y aplicando (6.37) y (6.38), resulta la siguiente recurrencia:
fScol (0) = e
−λ,
s fScol (s) =
s∑
x=1
xλ fZ (x) fScol (s− x) s = 1, 2, 3, · · · (6.64)
Esta recurrencia fue obtenida por primera vez por Panjer (1981) y si la
comparamos con (6.62) vemos que consigue reducir mucho el nu´mero de ca´lculos
necesarios para la obtencio´n de la distribucio´n.
Aproximacio´n a la distribucio´n del coste total en el modelo indi-
vidual
Recordemos la funcio´n generatriz de probabilidad de la v.a. S en del modelo
individual definida en (6.16)
GS (u) =
a∏
i=1
b∏
j=1
(pj + qj Gi (u))
nij .
La expresio´n para el logaritmo neperiano de la anterior funcio´n es
lnGS (u) =
a∑
i=1
b∑
j=1
nij ln (pj + qj Gi (u)) =
a∑
i=1
b∑
j=1
nij ln (1 + qj (Gi (u)− 1))
=
a∑
i=1
b∑
j=1
nij
∞∑
k=1
(−1)k+1
k
qkj (Gi (u)− 1)k .
Haciendo k = 1 resulta la siguiente aproximacio´n a esta funcio´n
lnGS (u) '
a∑
i=1
b∑
j=1
nij qj (Gi (u)− 1)
=
 a∑
i=1
b∑
j=1
nij qj


a∑
i=1
b∑
j=1
nij qj Gi (u)
a∑
i=1
b∑
j=1
nij qj
− 1
 .
Comparando esta expresio´n con la dada en (6.63) vemos que la ahora obtenida
se corresponde con el logaritmo neperiano de la funcio´n generatriz de momentos
de una Poisson compuesta con
λ =
a∑
i=1
b∑
j=1
nij qj
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GZ (u) =
a∑
i=1
b∑
j=1
nij qj Gi (u)
a∑
i=1
b∑
j=1
nij qj
.
Consecuentemente, podemos aproximar el modelo individual a partir de un
modelo de Poisson compuesto de para´metro
λ =
a∑
i=1
b∑
j=1
nij qj (6.65)
y con funcio´n de densidad de la cuant´ıa de cada siniestro definida por
fZ (x) =
a∑
i=1
b∑
j=1
nij qjfi (x)
a∑
i=1
b∑
j=1
nij qj
. (6.66)
Observemos que esta u´ltima es una media ponderada del conjunto de funciones
de densidad condicionales de la cuant´ıa a pagar en caso de siniestro en el modelo
individual, siendo la ponderacio´n el nu´mero esperado de siniestros que resulta
del modelo colectivo.
Sustituyendo (6.65) y (6.66) en (6.64) llegamos a una de las aproximaciones
ma´s utilizadas para el ca´lculo de la distribucio´n del coste total en el modelo
individual
f cPS (0) = e
a∑
i=1
b∑
j=1
nij qj
s f cPS =
s∑
x=1
x
a∑
i=1
b∑
j=1
nij qj fi (x) f cPS (s− x) . (6.67)
Esta recurrencia coincide con la aproximacio´n de primer orden de Hipp -ver
(6.49) y (6.50)-.
Observemos que con la aproximacio´n que acabamos de obtener, la esperanza
matema´tica que resulta para la v.a. coste total es
E
(
ScP
)
= λE (Z) =
a∑
i=1
b∑
j=1
nij qj
mi∑
x=1
xfi (x) , (6.68)
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expresio´n que coincide con la obtenida en (6.3). As´ı, el modelo de Poisson
compuesto con para´metros dados por (6.65) y (6.66) coincide en esperanza con
el modelo individual.
En cuanto a la varianza, tenemos que
V ar
(
ScP
)
= λE
(
Z2
)
=
a∑
i=1
b∑
j=1
nij qj
mi∑
x=1
x2fi (x) . (6.69)
Si comparamos e´sta con la que resulta para el modelo individual –dada en
(6.4)- vemos que esta aproximacio´n “sobrevalora” el valor de la varianza en a∑
i=1
b∑
j=1
nijqj
mi∑
x=1
xfi (x)
2 ,
con lo que puede considerarse como una aproximacio´n “conservadora” ya que
asume una mayor dispersio´n en la distribucio´n del total de siniestros de la que
existe en realidad.
En cuanto al error ma´ximo cometido por esta aproximacio´n dado que e´sta coin-
cide con la aproximacio´n de primer orden de Hipp, tenemos de (6.60) la siguiente
cota
m∑
s=0
∣∣fS (s)− f cPS (x)∣∣ ≤ e
1
2
a∑
i=1
b∑
j=1
nij
(2qj)
2
pj − qj − 1. (6.70)
De Pril & Dhaene (1992) mejoran esta cota ya que demuestran que
m∑
s=0
∣∣fS (s)− f cPS (x)∣∣ ≤ 12
a∑
i=1
b∑
j=1
nij (qj)
2
. (6.71)
Observemos que (6.71) mejora a (6.70), por cumplirse
e
1
2
a∑
i=1
b∑
j=1
nij
(2qj)
2
pj − qj − 1 ≥ 1 + 1
2
a∑
i=1
b∑
j=1
nij
(2qj)
2
pj − qj − 1
=
1
2
a∑
i=1
b∑
j=1
nij
(2qj)
2
pj − qj ≥
1
2
a∑
i=1
b∑
j=1
nij (qj)
2
.
190 Cap´ıtulo 6. Hipo´tesis de independencia
6.5.2.2 Modelo mixto para la aproximacio´n de la distribucio´n del coste
total en el modelo individual
Sea
S1 =
n∑
i=1
Xi,
la v.a. coste total del modelo individual presentada en (6.2) y
S3 = Scol =
N∑
k=1
Zk, (6.72)
la v.a. coste total de un modelo de Poisson compuesto con λ y fZ dadas por
(6.65) y (6.66) respectivamente.
Kaas, van Heerwaarden & Goovaerts (1988a,b, 1989) proponen un modelo
mixto que puede ser considerado como una combinacio´n entre ambos modelos
para el ca´lculo de la distribucio´n del coste total. En concreto, proponen apro-
ximar la mayor parte de riesgos de la cartera a partir de una Poisson compuesta
y u´nicamente para aquellos riesgos “ma´s peligrosos” (con mayores cuant´ıas a
pagar en caso de siniestro) utilizar el modelo individual. As´ı la v.a. coste total
queda definida por
S2 =
∑
k∈V
Zk +
∑
k 6∈V
Yk, (6.73)
siendo V el conjunto de ı´ndices, V ⊂ {1, 2, · · ·, n} , correspondiente a aquellos
contratos que se aproximan a partir del modelo de Poisson compuesto.
Observemos que S1 y S3 son casos particulares de S2. En efecto, S2 ≡ S1 si
V = ∅, pero tambie´n S2 ≡ S3 si V = {1, 2, · · ·, n} .
En el modelo mixto, el ca´lculo de la distribucio´n del coste total se hace
mediante la convolucio´n de las dos distribuciones que resulten para
∑
k∈V
Zk y∑
k 6∈V
Yk. Para el ca´lculo de la distribucio´n del conjunto de riesgos incluidos en V( ∑
k∈V
Zk
)
utilizaremos una distribucio´n de Poisson compuesta de para´metros
λ =
∑
k∈V
qk,
fZ (x) =
∑
k∈V
qkfk (x)∑
k∈V
qk
,
6.5. Recurrencias para su ca´lculo aproximado 191
mientras que para el ca´lculo de la distribucio´n de
∑
k 6∈V
Yk podemos realizar la
convolucio´n de las distribuciones individuales de los riesgos que componen el
conjunto, si e´stos son pocos, o bien utilizar cualquiera de las recurrencias exactas
obtenidas anteriormente.
En cuanto al valor esperado de los siniestros agregados que resulta bajo este
modelo mixto, tenemos
E (S2) =
∑
k∈V
E (Zk) +
∑
k 6∈V
E (Yk) =
n∑
k=1
qk
mk∑
x=1
xfk (x) , (6.74)
con lo cual,
E (S1) = E (S2) = E (S3) .
Para la expresio´n de la varianza, resulta
V ar (S2) =
∑
k∈V
V ar (Zk) +
∑
k 6∈V
V ar (Yk)
=
n∑
k=1
qk
mk∑
x=1
x2fk (x)−
∑
k 6∈V
qk
mk∑
x=1
xfk (x)
2 . (6.75)
Si comparamos (6.75) con (6.4), vemos que el modelo mixto sobrevalora el
valor de la varianza en (∑
k∈V
qk
mk∑
x=1
xfk (x)
)2
,
con lo cual nuevamente se esta´ asumiendo una mayor dispersio´n entre los riesgos
de la que existe realmente. No obstante, esta dispersio´n es menor a la que resulta
de una aproximacio´n colectiva para todos los riesgos de la cartera -ver (6.69)-.
As´ı,
V ar (S1) ≤ V ar (S2) ≤ V ar (S3) .
Resulta nuevamente interesante controlar el error ma´ximo cometido en el
ca´lculo de las probabilidades que componen la distribucio´n del coste total bajo
esta aproximacio´n mixta. Evidentemente el error so´lo se comete en la aproxi-
macio´n de la distribucio´n que resulta para aquellos riesgos incluidos en V. De
la cota dada por De Pril & Dhaene (1992) -ver (6.71)-, tenemos que el error
ma´ximo cometido en este caso es
m∑
s=0
∣∣fS (s)− fS2 (x)∣∣ ≤ 12 ∑
k∈V
(qk)
2
.
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6.5.2.3 Comparacio´n entre las diferentes aproximaciones
Kaas, van Heerwaarden & Goovaerts (1988b) demuestran que para las v.a.
S1, S2, S3 definidas en (6.2), (6.72) y (6.73) resulta el siguiente orden stop-
loss
S1 ≤sl S2 ≤sl S3. (6.76)
En el cap´ıtulo 3 hab´ıamos visto que el orden stop-loss es el orden que sigue
para la ordenacio´n cualquier decisor adverso al riesgo, de manera que a aquellos
riesgos ma´s “peligrosos” (cuya realizacio´n implique una mayor disminucio´n en
su riqueza) les corresponde una mayor prima stop-loss bajo cualquier nivel de
retencio´n. Ya entonces razona´bamos que, con toda seguridad, podemos incluir
a cualquier asegurador dentro de este conjunto de decisores con lo que podemos
concluir que cualquiera de los modelos aqu´ı presentados (colectivo o mixto)
lleva a una sobrevaloracio´n de la cuant´ıa total de los siniestros producidos en
la cartera durante el periodo considerado. En este sentido, podemos afirmar
que e´stas son aproximaciones “conservadoras”, puesto que cada una de ellas da
lugar a una v.a. coste total con ma´s riesgo que la que realmente corresponde a
la cartera lo cual, por otra parte, es una condicio´n deseable en cualquier aproxi-
macio´n utilizada. No obstante, tambie´n debemos tener en cuenta la precisio´n
resultante de la aproximacio´n elegida. As´ı, la combinacio´n de ambos criterios nos
lleva a la aproximacio´n mixta, menos “conservadora” que la colectiva pero con
una mayor precisio´n (menor error total en la diferencia entre las probabilidades
aproximadas y las reales).
Cap´ıtulo 7
Hipo´tesis de dependencia
bivariante positiva
7.1 Introduccio´n
En el cap´ıtulo anterior hemos presentado diferentes recurrencias para llegar a
determinar la distribucio´n del coste total en el modelo individual de la teor´ıa del
riesgo y, en particular, en el modelo individual de vida en el que nos centramos
a partir de este momento. Si el asegurador esta´ dispuesto a aceptar la hipo´tesis
de mutua independencia entre los riesgos que componen una cualquiera de sus
carteras, conociendo las distribuciones marginales de cada uno de los riesgos
individuales y aplicando estas recurrencias conocera´ el riesgo total que de su
cartera se deriva. No obstante, es obvio, que la hipo´tesis de independencia no
siempre refleja la realidad de carteras con alguna cobertura relacionada con la
muerte del asegurado.
Los resultados de los cap´ıtulos 4 y 5, indican que si la cartera del asegurador
esta´ formada por riesgos con dependencia positiva, asumir la hipo´tesis de inde-
pendencia implica estar infravalorando el riesgo global de la misma puesto que
la v.a. coste total que bajo esta hipo´tesis resulta es menor en orden stop-loss
a la que resultar´ıa considerando las dependencias existentes. Esta´ claro que
ninguna cartera estara´ formada u´nicamente por riesgos dependientes pero so´lo
con que existan unos pocos riesgos de este tipo, siendo el resto independientes,
por mantenerse el orden stop-loss bajo la convolucio´n de riesgos independientes
(ver teorema 3.11, cap´ıtulo 3) podemos asegurar que se esta´ produciendo una
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infravaloracio´n de la “peligrosidad” de la cartera.
Creemos poder afirmar que cualquier asegurador preocupado por llegar a
unos resultados lo ma´s exactos posibles tratara´ de tener en cuenta estas depen-
dencias a la hora de determinar el riesgo global de su cartera. En este cap´ıtulo
y en el que sigue queremos darle herramientas para ello. Nos restringimos aqu´ı,
a la modelizacio´n de dependencias bivariantes positivas. En lo que se refiere a
e´stas nos serviremos de los resultados del cap´ıtulo 4 para centrarnos u´nicamente
en aquellas lo suficientemente fuertes como para garantizar parejas de riesgos
con mayores primas stop-loss, bajo cualquier nivel de retencio´n, que las corres-
pondientes al caso independiente. As´ı nos centramos en el ana´lisis de aquellos
pares de riesgos ma´s “peligrosos” que en el caso independiente para cualquier
decisor adverso al riesgo. En el apartado 7.2 introducimos la posibilidad de
que la cartera contenga un nu´mero determinado de parejas de riesgos con esta
caracter´ıstica. Trataremos de determinar la distribucio´n de la v.a. coste total
que as´ı resulte en dos casos particulares. En primer lugar, en el apartado 7.3,
nos centraremos en el modelo individual de vida. Consideraremos una cartera
compuesta por seguros de vida cuyo capital es pagadero en caso de muerte del
asegurado. En el apartado 7.4 y bajo el modelo individual de la teor´ıa del riesgo
consideraremos una cartera de seguros de vida cuyo capital se dobla en caso de
muerte por accidente del asegurado.
7.2 Una estructura de dependencia por parejas
en el modelo individual
Retomemos el modelo individual de la teor´ıa del riesgo definido en el apartado
6.2 del cap´ıtulo anterior. Introducimos ahora la hipo´tesis de que la cartera
contiene un nu´mero k (k ≤ n/2) de parejas de riesgos no independientes. Sin
pe´rdida de generalidad, podemos reordenar los riesgos de la cartera de manera
que las diferentes parejas dependientes de la cartera sean (X2t−1, X2t) , t =
1, · · ·, k . As´ı, podemos reescribir la v.a. coste total, S, definida en (6.2) como
S =
n∑
i=1
Xi =
k∑
i=1
(X2i−1 +X2i)
⊥ +
n∑
i=2k+1
X⊥i , (7.1)
donde an˜adimos ahora el super´ındice ⊥ para explicitar cuales de estos riesgos son
tratados como independientes. Para cualesquiera i y j, i, j = 1, 2, · · ·, n; i 6= j,
asumimos queXi yXj son riesgos independientes excepto si ambos forman parte
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de la pareja (X2t−1, X2t) . As´ı, las u´nicas dependencias que se dan en una cartera
de este tipo se producen dentro de cada una de las parejas, siendo los riesgos
fuera de e´stas y las diferentes parejas mutuamente independientes. Para los dos
riesgos que componen cada pareja asumiremos la existencia de una dependencia
directa lo suficientemente fuerte como para garantizar que e´sta tiene ma´s riesgo
para el asegurador que la correspondiente en caso de independencia.
Bajo estas hipo´tesis, conseguiremos modelizar las dependencias de la cartera
en cuanto hayamos modelizando la dependencia en cada una de las parejas. En
las dos secciones que siguen nos ocuparemos de este objetivo diferenciando segu´n
los riesgos individuales presenten una distribucio´n de probabilidad dicoto´mica,
modelo individual de vida, o bien definida en ma´s de dos puntos, consideraremos
el modelo individual de vida con doble indemnizacio´n en caso de muerte por
accidente.
En cada caso, conocida la relacio´n de dependencia de las diferentes parejas,
(X2t−1, X2t), t = 1, · · ·, k, sera´ posible llegar por convolucio´n a la distribucio´n de
k∑
i=1
(X2i−1 +X2i)
⊥
. A partir de e´sta podremos obtener la correspondiente a la
cartera an˜adie´ndole nuevamente por convolucio´n la de los riesgos independientes
incluidos en la misma, cuya obtencio´n sera´ inmediata a partir de las recurrencias
presentadas en el cap´ıtulo anterior.
7.3 Dependencia bivariante positiva en carteras
de seguros de vida
7.3.1 Modelizacio´n de la dependencia bivariante positiva
Consideremos una cartera de seguros de vida formada por n po´lizas, cada una
de las cuales garantiza el pago de un capital fijo en caso de que la muerte del ase-
gurado se produzca dentro del per´ıodo de referencia, el cual consideramos igual
a un an˜o. En esta cartera suponemos que existe una estructura de dependencia
por parejas como la que acabamos de definir.
Volviendo a la nomenclatura utilizada en la primera parte de este trabajo,
podemos considerar que estamos ante una cartera cuyos riesgos individuales,
Xi (i = 1, · · ·, n) , tienen una distribucio´n de probabilidad dicoto´mica definida
por (4.13), es decir,
Pr (Xi = 0) = pi,
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Pr (Xi = αi) = 1− pi = qi
con 0 < pi < 1 y αi > 0 dados. Observemos que bajo el modelo individual
e´stos cobran ahora su propio significado. En lo que se refiere a qi (i = 1, · · ·, n)
es la probabilidad de que el asegurado i-e´simo no sobreviva al an˜o considerado,
dato que se obtiene de las tablas de mortalidad. En cuanto a αi (i = 1, · · ·, n) ,
es el capital que se pagara´ en caso de muerte del asegurado i-e´simo durante
este per´ıodo. Suponemos ahora que e´ste es un mu´ltiplo entero de una u.m.
cualquiera.
Si para esta cartera consideramos la estructura de dependencia por parejas
definida en el apartado anterior, tenemos que el riesgo total que de la misma
se deriva viene dado por la v.a. coste total definida en (7.1). Para llegar a su
ca´lculo deberemos antes modelizar la relacio´n de dependencia que existe entre
los dos riesgos que componen cada uno de los pares (X2t−1, X2t) , t = 1, · · ·, k.
Para cada uno de estos pares suponemos que hemos podido probar la positividad
de su covarianza, es decir, para t = 1, · · ·, k suponemos que se cumple
Cov (X2t−1, X2t) ≥ 0.
As´ı (X2t−1, X2t) ∈ R2,+ (p2t−1, p2t;α2t−1, α2t) y para cada uno de estos pares
su distribucio´n suma es superior, en orden stop-loss, a la correspondiente en
caso de independencia.
Del teorema 4.13 resultan las siguientes cotas para la distribucio´n de la suma
de cada una de estas parejas de riesgos,
X⊥2t−1 +X
⊥
2t ≤sl X2t−1 +X2t ≤sl XU2t−1 +XU2t, t = 1, · · ·, k, (7.2)
siendo
(
X⊥2t−1, X
⊥
2t
)
y
(
XU2t−1, X
U
2t
)
las parejas independientes y comono´tonas
incluidas en cada una de estas clases.
Recordemos que hemos asumido independencia entre las diferentes parejas
de riesgos incluidas en la cartera, as´ı como para los riesgos fuera de e´stas. Esta
hipo´tesis nos permite ahora aplicar el resultado del teorema 3.11 a (7.2) y afirmar
que
n∑
i=1
X⊥i ≤sl
k∑
i=1
(X2i−1 +X2i)
⊥+
n∑
i=2k+1
X⊥i ≤sl
k∑
i=1
(
XU2i−1 +X
U
2i
)⊥
+
n∑
i=2k+1
X⊥i ,
(7.3)
puesto que este teorema garantiza el mantenimiento de la ordenacio´n stop-loss
bajo la convolucio´n de riesgos independientes.
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De (7.3) se deduce la relacio´n de dependencia ma´s segura y la ma´s peligrosa
que puede existir en una cartera de este tipo segu´n la ordenacio´n que del riesgo
de e´stas establecer´ıa cualquier decisor adverso al riesgo. En cuanto a la ma´s
segura es la formada por riesgos mutuamente independientes. La ma´s peligrosa
es aquella cuyas parejas de riesgos no independientes sean comono´tonas. Entre
estas dos se encontrara´, en te´rminos de riesgo, la relacio´n de dependencia de
cada pareja si las hipo´tesis son las consideradas.
Dedicamos lo que sigue de este apartado a modelizar la relacio´n de depen-
dencia que existe entre los dos riesgos que componen uno cualquiera de los
pares de la cartera cuya covarianza sea no negativa, sea e´ste el par (X1, X2) ∈
R2,+ (p1, p2;α1, α2) . A efectos simplificadores introducimos una nueva nomen-
clatura que utilizaremos para simbolizar las probabilidades bivariantes no nulas
asociadas a este par, as´ı como para referirnos a sus respectivas marginales. En
cuanto a las probabilidades bivariantes, sean
p11 = Pr (X1 = α1, X2 = α2) ,
p10 = Pr (X1 = α1, X2 = 0) ,
p01 = Pr (X1 = 0, X2 = α2) ,
p00 = Pr (X1 = 0, X2 = 0) .
Cuando nos refiramos a los pares independientes y comono´tonos incluidos en esta
clase representaremos estas probabilidades bivariantes con los mismos sub´ındices
pero an˜adiremos los super´ındices ⊥ y U . As´ı las probabilidades p⊥−− se refieren
al par independiente de R2,+ (p1, p2;α1, α2) mientras que las simbolizadas por
pU−− se refieren al par comono´tono.
En cuanto a las marginales asociadas a todos los pares de esta clase las sim-
bolizaremos por
p1. = Pr (X1 = α1) , p0. = Pr (X1 = 0) ,
p.1 = Pr (X2 = α2) , p.0 = Pr (X2 = 0) .
En el apartado 4.3.4.3 del cap´ıtulo cuarto, hab´ıamos interpretado la relacio´n
de dependencia que existe entre
(
XU1 , X
U
2
)
. Recordemos ahora dos de la carac-
ter´ısticas deducidas en (4.21) para este par. Hab´ıamos visto entonces que
Pr
(
XU2 = 0/X
U
1 = 0
)
= 1,
Pr
(
XU1 = α1/X
U
2 = α2
)
= 1.
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Dentro del modelo individual de vida e´stas cobran ahora su propio significado.
A efectos interpretativos hab´ıamos asumido entonces que los riesgos de cada
pareja estaban ordenados de manera que el riesgo con menor ı´ndice era el riesgo
con mayor probabilidad de dar lugar a siniestro (recordemos que dentro de la
clase R2,+ (p1, p2;α1, α2) asumimos que 12 ≤ p1 ≤ p2). Esta relacio´n nos indica
ahora que el riesgo con menor ı´ndice es el que mayor probabilidad tiene de
morir y, en caso de comonoton´ıa, si el asegurado de ma´s edad no muere dentro
del per´ıodo considerado, el ma´s joven tampoco lo hara´. Igualmente con esta
relacio´n de dependencia, si el asegurado ma´s joven muere el ma´s viejo tambie´n
morira´. Si se trata de dos asegurados con la misma distribucio´n marginal de
probabilidad, la muerte de uno de ellos u´nicamente se producira´ si ha muerto
el otro.
Entre esta relacio´n y la mutua independencia, encontramos la de la pareja
considerada. Observar que la hipo´tesis de comonoton´ıa u´nicamente parece real
cuando se trate de un duplicado en la cartera, es decir, un mismo asegurado con
dos po´lizas. En cualquier otro caso menos extremo tenemos que
0 ≤ Cov (X1, X2) ≤ Cov
(
XU1 , X
U
2
)
,
o equivalentemente
0 ≤ ϕX1,X2 ≤ ϕXU1 ,XU2 ,
puesto que se trata de riesgos con ide´nticas marginales.
As´ı, existe un real s, s ∈ [0, 1] tal que
ϕX1,X2 = s ϕXU1 ,XU2 , 0 ≤ s ≤ 1, (7.4)
es decir, podremos expresar el coeficiente de correlacio´n de cualesquiera (X1, X2)
∈ R2,+ (p1, p2;α1, α2) en funcio´n del correspondiente al par de riesgos mutua-
mente comono´tonos incluido en esta clase. Observemos que la relacio´n anterior
es equivalente a
Cov (X1, X2) = sCov
(
XU1 , X
U
2
)
, 0 ≤ s ≤ 1, (7.5)
expresio´n que nos permitira´ expresar la funcio´n de densidad de probabilidad
de cualesquiera (X1, X2) ∈ R2,+ (p1, p2;α1, α2) como combinacio´n lineal con-
vexa de las funciones de densidad de probabilidad correspondientes a la pareja
independiente y a la comono´tona de esta clase.
Si (X1, X2) ∈ R2,+ (p1, p2;α1, α2) su covarianza queda definida por (4.14). As´ı
Cov (X1, X2) = α1α2 (p11 − p1. p.1) = α1α2
(
p11 − p⊥11
)
.
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Para el par comono´tono resulta
Cov
(
XU1 , X
U
2
)
= α1α2
(
pU11 − p1. p.1
)
= α1α2
(
pU11 − p⊥11
)
.
Expresiones que sustituidas en (7.5) dan lugar a
α1α2
(
p11 − p⊥11
)
= sα1α2
(
pU11 − p⊥11
)
.
As´ı la probabilidad de que los riesgos X1 y X2 den ambos lugar a siniestro
dentro del per´ıodo considerado es
p11 = s pU11 + (1− s) p⊥11, 0 ≤ s ≤ 1 (7.6)
y a partir de esta probabilidad queda totalmente determinada la funcio´n de
densidad de probabilidad bivariante de este par de riesgos. Observemos que si
se cumple (7.6) se cumplira´n tambie´n las siguientes tres relaciones:
p10 = p1. − p11 = s
(
p1. − pU11
)
+ (1− s) (p1. − p⊥11)
= s pU10 + (1− s) p⊥10,
p01 = p.1 − p11 = s
(
p.1 − pU11
)
+ (1− s) (p.1 − p⊥11)
= s pU01 + (1− s) p⊥01,
p00 = 1− p1. − p.1 + p11 = s
(
1− p1. − p.1 + p⊥11
)
+(1− s) (1− p1. − p.1 + p⊥11) = s pU00 + (1− s) p⊥00.
As´ı las probabilidades asociadas al par (X1, X2) ∈ R2,+ (p1, p2;α1, α2) con
correlacio´n dada por (7.4) cumplen las siguientes relaciones va´lidas para cua-
lesquiera x1, x2 ≥ 0 :
Pr (X1 = x1, X2 = x2) = s Pr
(
XU1 = x1, X
U
2 = x2
)
+(1− s) Pr (X⊥1 = x1, X⊥2 = x2) , (7.7)
Pr (X1 ≤ x1, X2 ≤ x2) = s Pr
(
XU1 ≤ x1, XU2 ≤ x2
)
+(1− s) Pr (X⊥1 ≤ x1, X⊥2 ≤ x2) (7.8)
siendo respectivamente
(
XU1 , X
U
2
)
y
(
X⊥1 , X
⊥
2
)
los pares de riesgos comono´tonos
e independientes incluidos en la clase R2,+ (p1, p2;α1, α2) .
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Llegados a este punto creemos justificado remarcar la utilidad de las rela-
ciones que acabamos de obtener. Observemos que de entre todas las distribu-
ciones de probabilidad bivariantes correspondientes a los diferentes riesgos in-
cluidos en R2,+ (p1, p2;α1, α2), las u´nicas conocidas en la pra´ctica son las de la
pareja independiente y comono´tona. A partir de e´stas, si podemos estimar el
grado de dependencia que puede existir entre los dos riesgos considerados como
tanto por uno del que les corresponde a los mismos en caso de comonoton´ıa,
tendremos una estimacio´n de su distribucio´n bivariante de probabilidad.
Observar que el conocimiento del coeficiente de correlacio´n existente entreX1
yX2, necesario para llegar a determinar el valor de s, pasa por el conocimiento de
su distribucio´n bivariante de probabilidad puesto que en su ca´lculo interviene
el valor de Pr (X1=α1, X2=α2) . En la pra´ctica, este valor sera´ desconocido
aunque podemos tener alguna idea sobre el grado de correlacio´n que existe
entre estos dos riesgos. Si, por ejemplo, sabemos que se trata de un duplicado
en la cartera (un asegurado con dos po´lizas) deberemos tratar a estos dos riesgos
como uno so´lo, es decir, sera´ una pareja comono´tona con ide´nticas marginales
para los dos riesgos individuales y, en consecuencia, les asignaremos un valor de
s igual a 1. En cualquier otro caso menos extremo, por ejemplo el que resulta
de los matrimonios con po´lizas de vida en una misma cartera, resulta necesario
un ana´lisis de la dependencia histo´rica que existe entre este tipo de riesgos
para tratar de determinar el valor de s que les debemos asignar. Es evidente
que para la mayor parte de parejas de riesgos que no permitan la hipo´tesis de
mutua independencia tampoco resulta realista asumir comonoton´ıa. Aunque
no exista la posibilidad de determinar la relacio´n exacta de dependencia que
existe entre los riesgos que la componen, si se llega a poder determinar el grado
ma´ximo de la misma estaremos ante una nueva herramienta para conocer el
riesgo de la pareja. Supongamos que para dos de estos riesgos hemos podido
llegar a estimar que en ningu´n caso su correlacio´n sera´ mayor a la mitad de la
correlacio´n ma´xima que se puede dar entre los riesgos de esta clase. En este
caso, suponiendo
ϕX1,X2 =
1
2
ϕXU1 ,XU2
queda determinada su distribucio´n bivariante de probabilidad que se obtiene sin
ninguna dificultad haciendo s = 12 en (7.7) y (7.8).
En base a este procedimiento podremos modelizar diferentes hipo´tesis de de-
pendencia para cada una de las parejas de la cartera. Recordemos que nos cen-
tramos u´nicamente en modelizar aquellas dependencias que implican un riesgo
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mayor que en el caso independiente, es decir, suponemos que cada una de las
parejas dependientes de la cartera son del tipo (X2t−1, X2t) ∈ R2,+ (p2t−1, p2t;
α2t−1, α2t) , t = 1, · · ·, k (⇔ Cov (X2t−1, X2t) ≥ 0) . Supongamos que para cada
una de ellas hemos podido estimar el valor de st tal que se cumple
ϕX2t−1,X2t = st ϕXU2t−1,XU2t , t = 1, · · ·, k, (7.9)
donde
(
XU2t−1, X
U
2t
)
son las respectivas parejas comono´tonas de cada clase y
st ∈ [0, 1]. Entonces a partir de (7.7) podemos obtener la funcio´n de densi-
dad de probabilidad bivariante de cada una de estas parejas. A partir de e´stas
sera´ inmediata la distribucio´n de la suma que resulta para cada pareja. Con-
volucionando las distribuciones de sumas resultantes y a su vez an˜adie´ndole
por convolucio´n la del resto de riesgos independientes incluidos en la cartera
(obtenida a partir de alguna de las recurrencias presentadas en el cap´ıtulo an-
terior) llegaremos a la distribucio´n de la v.a. coste total de una cartera con
dependencia por parejas. De la relacio´n obtenida en (7.3) podemos garantizar
que la v.a. as´ı obtenida esta´, en orden stop-loss, entre la independencia y la
comonoton´ıa.
Sen˜alar, por u´ltimo, que en caso de duda a la hora de asignar los coeficientes
st a cada pareja siempre es mejor sobrevalorarlos en una pequen˜a cuant´ıa ya que
de esta manera garantizaremos una v.a. coste total para la cartera que en ningu´n
caso infravalora el riesgo real existente. En efecto, para t = 1, ···, k, consideremos
las parejas (X2t−1, X2t) ,
(
X ′2t−1, X
′
2t
) ∈ R2,+ (p2t−1, p2t;α2t−1, α2t) cuya u´nica
diferencia viene dada por el grado de dependencia existente en cada pareja.
Supongamos, respectivamente, unos coeficientes st, s′t cumpliendo 0 ≤ st < s′t
≤ 1 como indicadores del tanto por uno de dependencia que existe en cada
pareja respecto a la ma´xima que se puede dar en cada clase. Entonces
Cov (X2t−1, X2t) ≤ Cov
(
X ′2t−1, X
′
2t
)
, t = 1, · · ·, k (7.10)
y por el resultado de los teoremas 4.11 y 3.11, se cumplira´
k∑
i=1
(X2i−1 +X2i)
⊥ +
n∑
i=2k+1
X⊥i ≤sl
k∑
i=1
(
X ′2i−1 +X
′
2i
)⊥ + n∑
i=2k+1
X⊥i . (7.11)
En el siguiente apartado ilustramos nume´ricamente los resultados hasta aqu´ı
obtenidos.
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7.3.2 Aplicaciones
Nuestra intencio´n ahora es modelizar las dependencias bivariantes descritas para
la cartera de Gerber considerada en el ejemplo 6.8 del cap´ıtulo anterior. El obje-
tivo final es llegar a la distribucio´n del coste total que resulta para esta cartera
bajo la hipo´tesis de que contiene una estructura de dependencia por parejas
como la presentada en el apartado anterior. En primer lugar identificaremos
los pares de riesgos con dependencia positiva de la cartera. Para cada uno de
ellos trataremos de modelizar la relacio´n de dependencia que presentan, obje-
tivo que, en la pra´ctica, sera´ dif´ıcil de lograr ya que aunque conozcamos su
naturaleza desconoceremos el grado exacto de la misma. As´ı, presentaremos
resultados bajo diferentes hipo´tesis de dependencia para cada una de las pare-
jas y estableceremos la ordenacio´n stop-loss de las v.a. coste total que para la
cartera surjan en cada caso particular. De entre todas las opciones deberemos
elegir la ma´s conveniente a cada caso en base a dos objetivos. Por una parte,
debemos garantizar una alternativa “conservadora”, en el sentido que en ningu´n
caso infravalore el riesgo realmente existente. Por otra parte, debemos tratar de
llegar a resultados lo ma´s exactos posibles, resultados u´nicamente posibles en la
medida en que dispongamos de informacio´n acerca de la relacio´n de dependencia
que existe entre los riesgos que componen la cartera.
Los resultados que de esta seccio´n se deriven son fa´cilmente reproducibles
para las carteras de Kornya y real presentadas anteriormente as´ı como para
cualquier otra cartera de seguros de vida con que en la realidad nos podamos
encontrar.
En primer lugar presentamos nuevamente la cartera original de Gerber,
Capital asegurado
Prob. siniestro
0.03
0.04
0.05
0.06
1 2 3 4 5
2 3 1 2 -
- 1 2 2 1
- 2 4 2 2
- 2 2 2 1
Cartera de Gerber
Nu´mero total de po´lizas 31
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A fin de definir para esta cartera una estructura de dependencia bivariante
positiva, etiquetamos los riesgos que la forman de 1 a 31, fila a fila. As´ı, los
riesgos X1 y X2 tienen una probabilidad de morir igual a 0.03 y un capital
pagadero en caso de que la muerte se produzca dentro del an˜o considerado igual
a 1 u.m.. Igualmente, los riesgos X3, X4 y X5 tienen una probabilidad de morir
igual a 0.03 pero e´stos tienen un capital asegurado igual a 2 u.m.,· · ·
Supongamos ahora que esta cartera contiene 6 parejas de riesgos no inde-
pendientes para cada una de las cuales suponemos hemos podido probar la
positividad de su covarianza.
Concretamente, sean las parejas de riesgos no independientes
(X1, X2) , (X6, X25) , (X7, X21) , (X9, X17) , (X13, X29) y (X30, X31) , (7.12)
con
Cov (Xi, Xj) ≥ 0
en cada una de las parejas.
Podemos, en primer lugar, acotar el riesgo de la cartera. Este riesgo vendra´
dado por la v.a. coste total de la cartera, v.a. que representaremos ahora
por S ?(2) para indicar que la dependencia que asumamos bajo las hipo´tesis en
el super´ındice u´nicamente esta´ referida a los dos riesgos en cada una de las
parejas consideradas, siendo el resto de riesgos, as´ı como las diferentes parejas
mutuamente independientes en cualquier caso.
Los resultados de la seccio´n anterior nos garantizan que este riesgo queda
entre el que resulte para la cartera realizando la hipo´tesis de independencia y
comonoton´ıa entre los riesgos de cada una de las parejas. As´ı
S⊥(2) ≤sl S ?(2) ≤sl S U(2)
siendo ? una hipo´tesis cualquiera que garantice la positividad de las covarianzas
de las parejas en (7.12).
Deduzcamos estas dos distribuciones extremas.
S⊥(2) se obtiene asumiendo independencia entre los riesgos de cada una de
las parejas. En este caso la independencia se cumple para todos los riesgos de
la cartera y estamos ante la v.a. coste total cuya distribucio´n de probabilidad
presenta´bamos en el apartado 6.4 del cap´ıtulo anterior (ver ejemplo 6.8 en pa´g.
165). A partir e´sta, es inmediato obtener las primas stop-loss que resultan bajo
los niveles de retencio´n d que se presentan en la siguiente tabla
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d E
(
S⊥(2) − d
)
+
0 4.49
2 2.981123326370080
4 1.775631979345970
6 1.001069493412810
8 0.514953900736114
10 0.250641758309224
12 0.113220334466866
14 0.048402215169515
16 0.019426527081849
18 0.007381337806338
(7.13)
Estas son las menores primas que pueden encontrarse para la cartera de
Gerber con la estructura de dependencia bivariante propuesta. Paralelamente,
bajo la hipo´tesis de comonoton´ıa en cada una de las parejas no independientes,
llegaremos a las primas stop-loss ma´ximas de esta cartera. Estos resultados
quedan garantizados por (7.3).
Para llegar a la distribucio´n de S U(2), debemos realizar la hipo´tesis de comono-
ton´ıa entre los riesgos que componen las parejas sen˜aladas como no indepen-
dientes. A partir de (4.19), resultan las siguientes distribuciones bivariantes de
probabilidad
(x, y) Pr
(
XU1 = x,X
U
2 = y
)
(0, 0) min {0.97, 0.97} = 0.97
(1, 0) max {0.97− 0.97, 0} = 0
(0, 1) max {0.97− 0.97, 0} = 0
(1, 1) min {0.03, 0.03} = 0.03
(x, y) Pr
(
XU6 = x,X
U
25 = y
)
(0, 0) min {0.97, 0.94} = 0.94
(3, 0) max {0.94− 0.97, 0} = 0
(0, 2) max {0.97− 0.94, 0} = 0.03
(3, 2) min {0.03, 0.06} = 0.03
(x, y) Pr
(
XU7 = x,X
U
21 = y
)
(0, 0) min {0.97, 0.95} = 0.95
(4, 0) max {0.95− 0.97, 0} = 0
(0, 4) max {0.97− 0.95, 0} = 0.02
(4, 4) min {0.03, 0.05} = 0.03
(x, y) Pr
(
XU9 = x,X
U
17 = y
)
(0, 0) min {0.96, 0.95} = 0.95
(2, 0) max {0.95− 0.96, 0} = 0
(0, 3) max {0.96− 0.95, 0} = 0.01
(2, 3) min {0.04, 0.05} = 0.04
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(x, y) Pr
(
XU13 = x,X
U
29 = y
)
(0, 0) min {0.96, 0.94} = 0.94
(4, 0) max {0.94− 0.96, 0} = 0
(0, 4) max {0.96− 0.94, 0} = 0.02
(4, 4) min {0.04, 0.06} = 0.04
(x, y) Pr
(
XU30 = x,X
U
31 = y
)
(0, 0) min {0.94, 0.94} = 0.94
(4, 0) max {0.94− 0.94, 0} = 0
(0, 5) max {0.94− 0.94, 0} = 0
(4, 5) min {0.06, 0.06} = 0.06
Con e´stas es ahora inmediato obtener la distribucio´n de probabilidad de la v.a.
suma que de cada una de estas parejas se deriva. Cada una de ellas refleja la
siniestralidad total en cada pareja bajo la hipo´tesis de comonoton´ıa.
s Pr
(
XU1 +X
U
2 = s
)
0 0.97
2 0.03
s Pr
(
XU6 +X
U
25 = s
)
0 0.94
2 0.03
5 0.03
s Pr
(
XU7 +X
U
21 = s
)
0 0.95
4 0.02
8 0.03
s Pr
(
XU9 +X
U
17 = s
)
0 0.95
3 0.01
5 0.04
s Pr
(
XU13 +X
U
29 = s
)
0 0.94
4 0.02
8 0.04
s Pr
(
XU30 +X
U
31 = s
)
0 0.94
9 0.06
Para llegar a la distribucio´n de S U(2), debemos convolucionar estas seis dis-
tribuciones con la que resulta para la v.a. coste total de la cartera de Gerber
extrayendo estos 12 riesgos, es decir, considerando la subcartera
Capital asegurado
Prob. siniestro
0.03
0.04
0.05
0.06
1 2 3 4 5
- 3 - 1 -
- - 2 1 1
- 2 3 1 2
- 1 2 - -
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Su distribucio´n de coste total se obtiene a partir de la recurrencia de De Pril
(1986) presentada en el teorema 6.3 del cap´ıtulo anterior y aplicable a este caso
por ser todos los riesgos mutuamente independientes.
El resultado de esta distribucio´n y su convolucio´n con la de las parejas de riesgos
comono´tonas consideradas se realizan en el programa B1. “Cartera de Gerber
con una estructura de dependencia bivariante. Hipo´tesis U” presentado en el
ape´ndice A de este trabajo. La distribucio´n de probabilidad resultante es:
s fS U(2)
(s) = Pr
(
S U(2) = s
)
FS U(2)
(s) = Pr
(
S U(2) ≤ s
)
0 0.301263680822852 0.301263680822852
1 0 0.301263680822852
2 0.097826095084850 0.399089775907702
3 0.114303646275621 0.513393422183322
4 0.064183333780150 0.577576755963472
5 0.103680790824958 0.681257546788430
6 0.036139032489427 0.717396579277858
7 0.045659871480859 0.763056450758716
8 0.059136402748297 0.822192853507013
9 0.041658648000452 0.863851501507465
10 0.026352133489692 0.890203634997157
12 0.020174554041185 0.935656094305217
14 0.012597428265108 0.965593677917202
16 0.007321601395205 0.980704307772110
18 0.003439891427558 0.990316810675342
20 0.002044951400518 0.995221241530017
24 0.000502918025075 0.998965446110303
28 0.000097491007033 0.999813969711963
32 0.000017899537298 0.999971366338398
(7.14)
Por (7.3) podemos garantizar que la v.a. cuya distribucio´n acabamos de
obtener es la ma´s “peligrosa” que podemos encontrar para esta cartera si la
estructura de dependencia bivariante es la definida. En consecuencia las primas
stop-loss que de esta distribucio´n de probabilidad resultan son las mayores que
pueden existir. E´stas son:
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d E
(
S U(2) − d
)
+
0 4.49
2 3.092527361645700
4 2.005010559736720
6 1.263844862488630
8 0.744297892525202
10 0.430342247539678
12 0.236027422800869
14 0.124679766758177
16 0.063656151052287
18 0.031237378072184
(7.15)
Entre estas primas y las obtenidas en caso de independencia -dadas en (7.13)-
encontraremos las asociadas a la v.a. coste total que resulte bajo cualquier
hipo´tesis sobre el grado de dependencia entre los riesgos de las diferentes parejas.
Nos planteamos ahora el ana´lisis de dependencias bivariantes intermedias
entre los riesgos que componen cada una de las parejas en (7.12). Supongamos
que para cada uno de estos dos riesgos hemos podido estimar su grado de de-
pendencia como % de la ma´xima que puede existir entre ellos. En el caso de
las parejas (X1, X2) y (X30, X31) sabemos que se trata de dos duplicados en
la cartera, es decir, los dos riesgos que componen cada una de estas parejas
son uno solo. En este caso debemos tratar a estas dos parejas como dos pare-
jas comono´tonas con ide´nticas distribuciones marginales para cada uno de los
riesgos que la componen. As´ı, para ellas, (7.9) resulta
ϕX1,X2 = ϕXU1 ,XU2 = 1,
ϕX30,X31 = ϕXU30,XU31 = 1,
(7.16)
puesto que en caso de igualdad en las marginales podemos garantizar un coefi-
ciente de correlacio´n igual a 1 para las parejas comono´tonas.
La siniestralidad total en cada una de estas parejas se distribuye segu´n la v.a.
suma bivariante obtenida anteriormente bajo esta hipo´tesis (ver la distribucio´n
de XU1 +X
U
2 y X
U
30 +X
U
31 en la pa´g. 205).
Para las cuatro parejas restantes en (7.12) hemos estimado los siguientes
coeficientes st para las relaciones presentadas en (7.9),
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ϕX6,X25 = 0.5ϕXU6 ,XU25 ,
ϕX7,X21 = 0.15ϕXU7 ,XU21 ,
ϕX9,X17 = 0.25ϕXU9 ,XU17 ,
ϕX13,X29 = 0.6ϕXU13,XU29 .
(7.17)
Conocidos estos valores, de (7.7), tenemos que la funcio´n de densidad de
probabilidad bivariante de estas parejas de riesgos queda definida a partir de
las respectivas independientes y comono´tonas. Las comono´tonas son las ante-
riormente obtenidas dentro de este apartado (ver pa´g. 204 y 205). En cuanto
a las independientes, se obtienen inmediatamente a partir del producto de las
marginales. As´ı, de (7.7) resultan las siguientes funciones para cada una de las
parejas
(x, y) Pr (X6 = x,X25 = y)
(0, 0) 0.5 · 0.94 + 0.5 · 0.97 · 0.94 = 0.9259
(3, 0) 0.5 · 0 + 0.5 · 0.03 · 0.94 = 0.0141
(0, 2) 0.5 · 0.03 + 0.5 · 0.97 · 0.06 = 0.0441
(3, 2) 0.5 · 0.03 + 0.5 · 0.03 · 0.06 = 0.0159
(x, y) Pr (X7 = x,X21 = y)
(0, 0) 0.15 · 0.95 + 0.85 · 0.97 · 0.95 = 0.925775
(4, 0) 0.15 · 0 + 0.85 · 0.03 · 0.95 = 0.024225
(0, 4) 0.15 · 0.02 + 0.85 · 0.97 · 0.05 = 0.044225
(4, 4) 0.15 · 0.03 + 0.85 · 0.03 · 0.05 = 0.005775
(x, y) Pr (X9 = x,X17 = y)
(0, 0) 0.25 · 0.95 + 0.75 · 0.96 · 0.95 = 0.9215
(2, 0) 0.25 · 0 + 0.75 · 0.04 · 0.95 = 0.0285
(0, 3) 0.25 · 0.01 + 0.75 · 0.96 · 0.05 = 0.0385
(2, 3) 0.25 · 0.04 + 0.75 · 0.04 · 0.05 = 0.0115
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(x, y) Pr (X13 = x,X29 = y)
(0, 0) 0.6 · 0.94 + 0.4 · 0.96 · 0.94 = 0.92496
(4, 0) 0.6 · 0 + 0.4 · 0.04 · 0.94 = 0.01504
(0, 4) 0.6 · 0.02 + 0.4 · 0.96 · 0.06 = 0.03504
(4, 4) 0.6 · 0.04 + 0.4 · 0.04 · 0.06 = 0.02496
Es inmediato a partir de estas distribuciones bivariantes, obtener las co-
rrespondientes a la suma de los siniestros derivados de cada una de las parejas
anteriores. E´stas son:
s Pr (X6 +X25 = s)
0 0.9259
2 0.0441
3 0.0141
5 0.0159
s Pr (X7 +X21 = s)
0 0.925775
4 0.06845
8 0.005775
s Pr (X9 +X17 = s)
0 0.9215
2 0.0285
3 0.0385
5 0.0115
s Pr (X13 +X29 = s)
0 0.92496
4 0.05008
8 0.02496
De la convolucio´n de estas cuatro distribuciones con las resultantes para
XU1 +X
U
2 yX
U
30+X
U
31, tendremos la distribucio´n de la siniestralidad que se deriva
de las parejas de riesgos no independientes de la cartera. Convolucionando
e´sta con la de la subcartera de Gerber formada por los riesgos independientes
tendremos la distribucio´n de la v.a. coste total de la cartera, v.a. a la que
representaremos por S A(2), siendo A el conjunto de hipo´tesis en (7.16) y (7.17).
La obtencio´n de la misma se ha realizado en el programa B2. “Cartera de Gerber
con una estructura de dependencia bivariante. Hipo´tesis A” (ver ape´ndice A).
La distribucio´n resultante es:
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s fS A(2)
(s) = Pr
(
S A(2) = s
)
FS A(2)
(s) = Pr
(
S A(2) ≤ s
)
0 0.276014364605351 0.276014364605351
1 0 0.276014364605351
2 0.102501095766897 0.378515460372247
3 0.117553352563514 0.496068812935761
4 0.086648877873891 0.582717690809652
5 0.091837088635663 0.674554779445315
6 0.049549626216221 0.724104405661536
7 0.054484718991637 0.778589124653173
8 0.048941021155915 0.827530145809088
9 0.046745103059341 0.874275248868429
10 0.023863973251630 0.898139222120060
12 0.020449960966313 0.943199252021157
14 0.011799338805445 0.970220637890791
16 0.006533293878189 0.984321393928907
18 0.003143815771691 0.992516658686747
20 0.001683267774743 0.996531169738343
24 0.000354835676323 0.999360128245808
28 0.000059857355875 0.999903277519256
32 0.000008543252838 0.999987972449325
(7.18)
siendo sus primas stop-loss:
d E
(
S A(2) − d
)
+
0 4.49
2 3.042028729210700
4 1.916613002518710
6 1.173885472773670
8 0.676579003088382
10 0.378384397765900
12 0.199272910940803
14 0.100893462047306
16 0.048902199988815
18 0.022596436832782
(7.19)
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Es inmediato comprobar que las primas stop-loss aqu´ı presentadas esta´n
acotadas por debajo por las dadas en (7.13) y por encima por las de (7.15). As´ı
S⊥(2) ≤sl S A(2) ≤sl S U(2).
Remarcar que estas cotas quedan en cualquier caso garantizadas por (7.3), al
ser las covarianzas de las parejas dependientes de la cartera positivas.
Queremos, por u´ltimo, reconsiderar las hipo´tesis de dependencia realizadas
en (7.17). Supongamos que para las parejas no comono´tonas de la cartera,
creemos haber podido infravalorar el grado de dependencia positiva existente. Si
as´ı es, resulta conveniente incrementar en una pequen˜a cuant´ıa las hipo´tesis an-
teriores. Incrementaremos las correlaciones de las parejas (X6, X25) , (X7, X21) ,
(X9, X17) y (X13, X29) en un 10% respecto a las dadas en (7.17).
Para las parejas (X1, X2) y (X30, X31) seguimos asumiendo comonoton´ıa.
As´ı las relaciones presentadas en (7.16) siguen siendo va´lidas y las distribuciones
de XU1 +X
U
2 y X
U
30 +X
U
31 obtenidas en la pa´g. 205 nos dan el riesgo de estas
parejas. Si incrementamos en un 10% las correlaciones definidas en (7.17) para
el resto de parejas, tenemos
ϕX6,X25 = 0.55ϕXU6 ,XU25 ,
ϕX7,X21 = 0.165ϕXU7 ,XU21 ,
ϕX9,X17 = 0.275ϕXU9 ,XU17 ,
ϕX13,X29 = 0.66ϕXU13,XU29 .
(7.20)
Nuevamente a partir de (7.7), podemos llegar a la funcio´n de densidad de
probabilidad bivariante de estas parejas de riesgos a partir de las respectivas
independientes y comono´tonas. Las funciones obtenidas son:
(x, y) Pr (X6 = x,X25 = y)
(0, 0) 0.55 · 0.94 + 0.45 · 0.97 · 0.94 = 0.92731
(3, 0) 0.55 · 0 + 0.45 · 0.03 · 0.94 = 0.01269
(0, 2) 0.55 · 0.03 + 0.45 · 0.97 · 0.06 = 0.04269
(3, 2) 0.55 · 0.03 + 0.45 · 0.03 · 0.06 = 0.01731
(x, y) Pr (X7 = x,X21 = y)
(0, 0) 0.165 · 0.95 + 0.835 · 0.97 · 0.95 = 0.9262025
(4, 0) 0.165 · 0 + 0.835 · 0.03 · 0.95 = 0.0237975
(0, 4) 0.165 · 0.02 + 0.835 · 0.97 · 0.05 = 0.0437975
(4, 4) 0.165 · 0.03 + 0.835 · 0.03 · 0.05 = 0.0062025
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(x, y) Pr (X9 = x,X17 = y)
(0, 0) 0.275 · 0.95 + 0.725 · 0.96 · 0.95 = 0.92245
(2, 0) 0.275 · 0 + 0.725 · 0.04 · 0.95 = 0.02755
(0, 3) 0.275 · 0.01 + 0.725 · 0.96 · 0.05 = 0.03755
(2, 3) 0.275 · 0.04 + 0.725 · 0.04 · 0.05 = 0.01245
(x, y) Pr (X13 = x,X29 = y)
(0, 0) 0.66 · 0.94 + 0.34 · 0.96 · 0.94 = 0.927216
(4, 0) 0.66 · 0 + 0.34 · 0.04 · 0.94 = 0.012784
(0, 4) 0.66 · 0.02 + 0.34 · 0.96 · 0.06 = 0.032784
(4, 4) 0.66 · 0.04 + 0.34 · 0.04 · 0.06 = 0.027216
Las distribuciones correspondientes a la suma de los siniestros derivados de
cada una de las parejas son ahora
s Pr (X6 +X25 = s)
0 0.92731
2 0.04269
3 0.01269
5 0.01731
s Pr (X7 +X21 = s)
0 0.9262025
4 0.067595
8 0.0062025
s Pr (X9 +X17 = s)
0 0.92245
2 0.02755
3 0.03755
5 0.01245
s Pr (X13 +X29 = s)
0 0.927216
4 0.045568
8 0.027216
De la convolucio´n de estas cuatro distribuciones con las resultantes para
XU1 + X
U
2 y X
U
30 + X
U
31, tendremos la distribucio´n de la siniestralidad que se
deriva de las parejas de riesgos no independientes de la cartera. Convolucio-
nando e´sta con la obtenida para la subcartera de Gerber formada por los riesgos
independientes tendremos la distribucio´n de la v.a. coste total de la cartera, v.a.
a la que representamos por S B(2), siendo B el conjunto de hipo´tesis en (7.16) y
(7.20). La obtencio´n de la misma se realiza ahora en el programa B3. “Cartera
de Gerber con una estructura de dependencia bivariante. Hipo´tesis B” (ver
ape´ndice A). La distribucio´n resultante ahora es:
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s fS B(2)
(s) = Pr
(
S B(2) = s
)
FS B(2)
(s) = Pr
(
S B(2) ≤ s
)
0 0.277522695270462 0.277522695270462
1 0 0.277522695270462
2 0.102324501445857 0.379847196716319
3 0.117469585009160 0.497316781725480
4 0.085226737775094 0.582543519500574
5 0.092502075318659 0.675045594819233
6 0.048699970622469 0.723745565441702
7 0.053879249018011 0.777624814459713
8 0.049521942938955 0.827146757398669
9 0.046418235460147 0.873564992858816
10 0.023988247241432 0.897553240100248
12 0.020487957695351 0.942715260979978
14 0.011876973360629 0.969912860515447
16 0.006571425782322 0.984081634505903
18 0.003159118114124 0.992375631957305
20 0.001709075636144 0.996450120673946
24 0.000364486239126 0.999336866376094
28 0.000062169075253 0.999898343567083
32 0.000009029144932 0.999987164133241
(7.21)
siendo sus primas stop-loss asociadas
d E
(
S B(2) − d
)
+
0 4.49
2 3.045045390540920
4 1.922209368982720
6 1.179798483302530
8 0.681168863203942
10 0.381880613461425
12 0.201661156846302
14 0.102412304981096
16 0.049835374220127
18 0.023133522569209
(7.22)
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Comparando e´stas con la obtenidas en (7.19), podemos concluir que bajo
cualquier nivel de retencio´n las ahora presentadas son mayores, es decir,
S A(2) ≤sl S B(2).
A nivel teo´rico, esta conclusio´n se deduce de los resultados de la seccio´n 7.3.1.
En efecto, en (7.10) y (7.11) hab´ıamos visto que bajo dos conjuntos de hipo´tesis
sobre el grado de dependencia positiva de los componentes de cada una de las
parejas no independientes, aquella que diera lugar a las correlaciones ma´s altas
implicar´ıa una v.a. coste total con mayor riesgo, es decir, con unas primas
stop-loss mayores bajo cualquier nivel de retencio´n.
Queremos concluir destacando los principales resultados obtenidos dentro de
este apartado. Para algunos de los riesgos que componen la cartera de Gerber
(Gerber, 1979) hemos roto la hipo´tesis de mutua independencia. Esta ruptura
se ha realizado considerando 6 parejas de riesgos con una estructura de depen-
dencia positiva. En primer lugar hemos asumido la hipo´tesis de comonoton´ıa
entre los riesgos de cada una de las parejas existentes. As´ı hemos obtenido la
v.a. coste total con mayor riesgo que se puede encontrar para la cartera si la
estructura de dependencia es la definida. Conscientes de que esta hipo´tesis si
bien nunca infravalorara´ el riesgo real resulta, en la mayor parte de los casos,
incluso ma´s irreal que la de independencia, hemos ejemplificado dos situaciones
menos extremas de dependencia. Hemos dejado los riesgos en dos de las parejas
como comono´tonos, por considerar que se trataba de duplicados en la cartera.
Para los que componen las cuatro restantes, sab´ıamos de los resultados del
apartado 7.3.1 que nos bastaba con estimar el tanto por uno que relaciona su
correlacio´n con la que les corresponder´ıa en caso de comonoton´ıa para conocer
su distribucio´n bivariante. As´ı en (7.17) hemos asumido unos tantos por uno
para los riesgos en estas parejas. La distribucio´n resultante para la v.a. coste
total de la cartera es la presentada en (7.18). Las primas stop-loss, en este caso,
quedan por encima de las obtenidas con la hipo´tesis de independencia y por
debajo de las comono´tonas -ver (7.13), (7.15) y (7.19)-.
Puede ser que existan dudas sobre si hemos considerado suficiente grado de
dependencia como para garantizar que en ningu´n caso infravaloremos el riesgo
real de la cartera. Si as´ı es, podemos, como en (7.20), incrementar en un de-
terminado % el tanto por uno que define el coeficiente de correlacio´n de cada
pareja con respecto a la ma´xima que puede existir en ella. All´ı hemos consi-
derado un incremento del 10%. La v.a. coste total obtenida es la dada en (7.21)
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y sus respectivas primas stop-loss las de (7.22). Es inmediato comprobar que
al incrementar las respectivas correlaciones, incrementan las primas stop-loss,
-ver (7.19) y (7.22)-. As´ı, podremos llegar a asegurar una v.a. coste total que
en ningu´n caso infravalore el riesgo real de la cartera. Obviamente este objetivo
debe ser compatible con el de llegar a unos resultados lo ma´s exactos posibles.
Finalmente, en cuanto a los datos utilizados para llegar a estos resultados,
sen˜alar que somos conscientes de que en la realidad dif´ıcilmente podemos en-
contrar 12 riesgos no independientes dentro de un colectivo formado u´nicamente
por 31 riesgos. Igualmente irreales son las elevadas correlaciones asumidas, as´ı
como una cartera con tan pocas po´lizas como la de Gerber. Los resultados aqu´ı
presentados u´nicamente deben entenderse como ilustrativos de la metodolog´ıa
presentada en el apartado anterior para modelizar dependencias bivariantes en
carteras de vida ya que e´ste ha sido nuestro u´nico propo´sito al presentarlos.
7.4 Carteras de seguros de vida con doble in-
demnizacio´n en caso de muerte por acci-
dente
7.4.1 Un modelo particular de dependencia bivariante po-
sitiva
Dentro de este apartado queremos analizar algunas de las dependencias biva-
riantes positivas que pueden encontrarse en una cartera de seguros de vida con
doble indemnizacio´n en caso de que la muerte se produzca por accidente. En el
cap´ıtulo anterior hemos analizado la distribucio´n del coste total que para esta
cartera resulta bajo la hipo´tesis de mutua independencia entre todos los riesgos
que forman la cartera, -ver apartado 6.4.2-. Queremos ahora introducir en una
cartera de este tipo una estructura de dependencia por parejas como la definida
en el apartado 7.2.
Seguiremos la nomenclatura del apartado anterior. As´ı suponemos que se
trata de una cartera cuyos riesgos individuales, Xi (i = 1, · · ·, n) , tienen un
capital asegurado en caso de muerte por causas naturales igual a αi (αi > 0)
que es un entero mu´ltiple de una u.m. cualquiera. Este capital se dobla en
caso de que la muerte se produzca por accidente. El capital que corresponda se
pagara´ en caso de que el asegurado i-e´simo no sobreviva el per´ıodo considerado
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(igual a un an˜o). La probabilidad de muerte del asegurado i-e´simo dentro del an˜o
considerado es qi (0 < qi < 1) , dato que se obtiene de las tablas de mortalidad.
Al igual que en el cap´ıtulo anterior supondremos que la probabilidad condicional
de muerte por accidente, condicionada a que la muerte se ha producido, es
constante para todos los asegurados de la cartera y viene dada por el tanto por
uno α (0 < α < 1) .
Estamos, por tanto, ante una cartera cuyos riesgos individuales, Xi (i = 1, ··
·, n) , tienen una funcio´n de densidad de probabilidad definida en tres puntos.
E´sta vendra´ dada por
Pr (Xi = 0) = pi,
Pr (Xi = αi) = (1− α) (1− pi) = (1− α) qi
Pr (Xi = 2αi) = α (1− pi) = α qi,
con 0 < pi < 1, 0 < α < 1 y αi > 0 conocidos.
Si suponemos que esta cartera contiene un nu´mero k (k ≤ n/2) de parejas
de riesgos no independientes, la v.a. coste total que refleja la siniestralidad de la
cartera es la definida en (7.1). Al igual que en el apartado anterior necesitamos
previamente conocer la relacio´n de dependencia que existe en cada pareja para
llegar al ca´lculo de la distribucio´n del coste total. Seguimos u´nicamente interesa-
dos en dependencias bivariantes positivas que den lugar a pares de riesgos cuya
distribucio´n de la suma este´ por encima, en orden stop-loss, a la correspondiente
en caso de independencia aunque estamos ahora ante riesgos individuales con
densidad de probabilidad no nula en tres puntos. Como hab´ıamos visto en el
apartado 4.4 del cap´ıtulo cuarto, cuando las distribuciones marginales de pro-
babilidad no son dicoto´micas la positividad de la covarianza de cada uno de los
pares no nos basta para garantizar que e´ste sea ma´s “peligroso” que su homo´logo
independiente. Aplicando los resultados entonces obtenidos, podemos afirmar
que la distribucio´n de la suma de cada una de las k parejas de la cartera estara´
por encima, en orden stop-loss, de la correspondiente en caso de independencia
si (X2t−1, X2t) ∈ R2,+ (F2t−1, F2t) , t = 1, · · ·, k, donde en este caso particular
Fi (x) =

pi si 0 ≤ x < αi
(1− α) qi si αi ≤ x < 2αi
1 si x ≥ 2αi
i = 1, · · ·2k.
Recordemos que la condicio´n dada para la pertenencia a cada una de estas
clases es que los dos riesgos incluidos en una cualquiera de ellas presenten de-
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pendencia cuadra´tica positiva. As´ı supondremos que hemos podido probar que
la distribucio´n bivariante de cada una de las parejas no independientes de la
cartera cumple la siguiente relacio´n va´lida para cualesquiera x, y ≥ 0 :
FX2t−1,X2t (x, y) ≥ F2t−1 (x)F2t (y) , t = 1, · · ·, k,
es decir, la funcio´n de distribucio´n bivariante de cada una de las parejas depen-
dientes de la cartera esta´ por encima de la que resulta para los dos riesgos que
la componen en caso de independencia. En este caso, aplicando el resultado del
teorema 4.19 podemos establecer las siguientes cotas para la distribucio´n de la
suma de cada una de estas parejas de riesgos,
X⊥2t−1 +X
⊥
2t ≤sl X2t−1 +X2t ≤sl XU2t−1 +XU2t, t = 1, · · ·, k, (7.23)
siendo
(
X⊥2t−1, X
⊥
2t
)
y
(
XU2t−1, X
U
2t
)
las parejas independientes y comono´tonas
incluidas en cada una de estas clases.
Bajo la hipo´tesis de mutua independencia entre las parejas de riesgos inclui-
das en la cartera y entre los diferentes riesgos fuera de e´stas, podemos aplicar
el resultado del teorema 3.11 a (7.23) y afirmar que
n∑
i=1
X⊥i ≤sl
k∑
i=1
(X2i−1 +X2i)
⊥+
n∑
i=2k+1
X⊥i ≤sl
k∑
i=1
(
XU2i−1 +X
U
2i
)⊥
+
n∑
i=2k+1
X⊥i,
(7.24)
puesto que este teorema garantiza el mantenimiento de la ordenacio´n stop-loss
bajo la convolucio´n de riesgos independientes.
De (7.24) se deduce la relacio´n de dependencia ma´s segura y la ma´s peligrosa
que puede existir en una cartera de este tipo segu´n la ordenacio´n que del riesgo
de e´stas establecer´ıa cualquier decisor adverso al riesgo. Nuevamente la ma´s
segura es la formada por riesgos mutuamente independientes y la ma´s peligrosa
aquella cuyas parejas de riesgos no independientes sean comono´tonas. Entre
estas dos se encontrara´ la de nuestra cartera. Nuevamente estas dependencias
debera´n ser consideradas a la hora de calcular la distribucio´n del coste total de
la cartera si no queremos infravalorar su riesgo real. En base a este objetivo,
dedicamos lo que sigue a modelizar la relacio´n de dependencia que existe entre
los dos riesgos que componen uno cualquiera de los pares de la cartera con
dependencia cuadra´tica positiva, sea e´ste el par (X1, X2) ∈ R2,+ (F1, F2) . A
efectos simplificadores seguimos con la nomenclatura introducida en el apartado
anterior para simbolizar las probabilidades bivariantes no nulas asociadas a este
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par, as´ı como para referirnos a sus respectivas marginales. En cuanto a las
probabilidades bivariantes, sean ahora
p22 = Pr (X1 = 2α1, X2 = 2α2) ,
p21 = Pr (X1 = 2α1, X2 = α2) ,
p12 = Pr (X1 = α1, X2 = 2α2) ,
p20 = Pr (X1 = 2α1, X2 = 0) ,
p02 = Pr (X1 = 0, X2 = 2α2) ,
p10 = Pr (X1 = α1, X2 = 0) ,
p01 = Pr (X1 = 0, X2 = α2) ,
p11 = Pr (X1 = α1, X2 = α2) ,
p00 = Pr (X1 = 0, X2 = 0) .
Al igual que antes, cuando nos refiramos a los pares independientes y comono´to-
nos incluidos en esta clase representaremos estas probabilidades bivariantes con
los mismos sub´ındices pero an˜adiremos los super´ındices ⊥ y U . As´ı las pro-
babilidades p⊥−− se refieren al par independiente de R2,+ (F1, F2) mientras que
las simbolizadas por pU−− se refieren al par comono´tono.
En cuanto a las marginales asociadas a todos los pares de esta clase las sim-
bolizamos por
p2. = Pr (X1 = 2α1) , p1. = Pr (X1 = α1) , p0. = Pr (X1 = 0) ,
p.2 = Pr (X2 = 2α2) , p.1 = Pr (X2 = α2) , p.0 = Pr (X2 = 0) .
Una vez hemos detectado dos riesgos en la cartera con dependencia cuadra´tica
positiva, sean e´stos (X1, X2) , sabemos que estamos ante un elemento de la clase
R2,+ (F1, F2) . Si existen evidencias suficientes de que presentan una relacio´n
de dependencia positiva lo suficientemente fuerte como para no ser tratados
como independientes estamos, en te´rminos de riesgo, entre la independencia y
la comonoton´ıa. Salvo en caso de que se trate de un duplicado en la cartera,
ma´s irreal que la independencia resulta la hipo´tesis de comonoton´ıa. Por ello
debemos nuevamente encontrar una herramienta para modelizar la relacio´n de
dependencia que existe en esta pareja. La herramienta dada debe permitir in-
terpretar fa´cilmente los resultados obtenidos al modificar la hipo´tesis realizada
sobre el grado de dependencia puesto que sera´ imposible determinar el grado
de dependencia exacto de los dos riesgos considerados. As´ı, debemos poder
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modificar esta hipo´tesis y adema´s llegar a garantizar que la distribucio´n corres-
pondiente a la suma de los siniestros que de la pareja se deriven en ningu´n caso
infravalore el riesgo real. Para ello necesitaremos que los elementos que resul-
ten bajo cada una de las hipo´tesis queden ordenados en base al orden stop-loss.
Dentro de la clase R2,+ (F1, F2) esta ordenacio´n sera´ posible en la medida en que
queden ordenadas las respectivas distribuciones de probabilidad bivariantes que
resulten para esta pareja en cada caso. Recordemos que los teoremas 4.15 y 4.17
del cap´ıtulo cuarto nos garantizan que para (X1, X2) , (Y1, Y2) ∈ R2,+ (F1, F2)
si FX1,X2 (x1, x2) ≤ FY1,Y2 (x1, x2) , ∀x1, x2 ≥ 0, entonces X1 +X2 ≤sl Y1 + Y2.
As´ı, bajo dos hipo´tesis sobre el grado de dependencia que existe entre los riesgos
de nuestra pareja, la que suponga una mayor dependencia debe dar lugar a una
pareja cuya funcio´n de distribucio´n bivariante quede siempre por encima de la
resultante en el otro caso. Garantizaremos de esta manera que a mayor grado
de dependencia mayor riesgo global.
Aunque sabemos que en el caso que nos ocupa ahora, el orden de covarian-
zas no implica orden stop-loss, empezaremos con la idea seguida en el apartado
anterior para tratar de modelizar la dependencia existente entre los riesgos
(X1, X2) ∈ R2,+ (F1, F2) . De la expresio´n (4.30) presentada en el cap´ıtulo
cuarto, sabemos que por tratarse de una pareja con dependencia cuadra´tica
positiva su coeficiente de correlacio´n cumple
0 ≤ ϕX1,X2 ≤ ϕXU1 ,XU2 ,
siendo
(
XU1 , X
U
2
)
la pareja comono´tona de la clase considerada. Nuevamente
existe un real s, s ∈ [0, 1] tal que
ϕX1,X2 = sϕXU1 ,XU2 . (7.25)
Si bien resultara´ pra´cticamente imposible determinar el valor exacto de s en la
pra´ctica, podemos, al igual que en el apartado anterior, llegar a determinar el
grado ma´ximo de dependencia que existe como tanto por uno del que les corres-
ponder´ıa a los mismos riesgos en caso de comonoton´ıa. Recordemos que en el
caso de riesgos con distribucio´n dicoto´mica, el intervalo [0, 1] de posibles valores
de smodelizaba todas las posibles relaciones de dependencia existentes y adema´s
e´stas quedaban ordenadas en orden stop-loss con la ordenacio´n de los diferentes
para´metros s. Veremos a continuacio´n que en el modelo que ahora tratamos, de-
pendencias positivas en una cartera de seguros de vida con doble indemnizacio´n
en caso de muerte por accidente, siguiendo este procedimiento u´nicamente lle-
garemos a modelizar algunos de los elementos de la clase R2,+ (F1, F2) y ahora
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no sera´ posible considerar todas las posibles relaciones de dependencia entre dos
riesgos que presenten dependencia cuadra´tica positiva. A pesar de la limitacio´n
que esto supone creemos interesante seguir por este camino por la simplicidad
de los resultados que de e´l surgen y porque e´stos sera´n fa´cilmente ordenables en
base al orden stop-loss.
Dado que (X1, X2) ,
(
XU1 , X
U
2
) ∈ R2,+ (F1, F2) , la expresio´n (7.25) resulta
equivalente a
Cov (X1, X2) = sCov
(
XU1 , X
U
2
)
, 0 ≤ s ≤ 1. (7.26)
Es fa´cil comprobar que para estos riesgos se cumple
E (X1) = E
(
XU1
)
= α1 (p1. + 2p 2.) ,
E (X2) = E
(
XU2
)
= α2 (p.1 + 2p .2) ,
E (X1X2) = α1α2 (p11 + 2 (p12 + p21) + 4 p22) ,
E
(
XU1 X
U
2
)
= α1α2
(
pU11 + 2
(
pU12 + p
U
21
)
+ 4 pU22
)
.
De donde la igualdad presentada en (7.26) equivale a
α1α2
[(
p11 − p⊥11 + 2
(
p12 − p⊥12 + p21 − p⊥21
))
+ 4
(
p22 − p⊥22
)]
= sα1α2
[(
pU11 − p⊥11 + 2
(
pU12 − p⊥12 + pU21 − p⊥21
))
+ 4
(
pU22 − p⊥22
)]
.
(7.27)
Observemos que se trata de una u´nica ecuacio´n con cuatro inco´gnitas. Esta-
mos ahora ante infinitas soluciones de ah´ı que no podamos modelizar todas las
relaciones de dependencia que pueden presentar dos riesgos con dependencia
cuadra´tica positiva por esta v´ıa. De entre todas las posibles soluciones de la
ecuacio´n presentada, nos centramos en la que surge cuando calculamos cada una
de las probabilidades bivariantes asociada al par (X1, X2) como combinacio´n li-
neal convexa de las correspondientes en caso de independencia y comonoton´ıa
de los riesgos involucrados. As´ı, consideramos la siguiente solucio´n particular
de (7.27):
p22 = s pU22 + (1− s) p⊥22,
p21 = s pU21 + (1− s) p⊥21,
p12 = spU12 + (1− s) p⊥12,
p11 = s pU11 + (1− s) p⊥11.
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Conocidas estas cuatro probabilidades quedan totalmente determinadas las
cinco que completara´n la funcio´n de densidad de probabilidad bivariante de
estos riesgos. En efecto,
p20 = p2. − p21 − p22 = s
(
p2. − pU21 − pU22
)
+ (1− s) (p2. − p⊥21 − p⊥22)
= s pU20 + (1− s) p⊥20,
p02 = p.2 − p12 − p22 = s
(
p.2 − pU12 − pU22
)
+ (1− s) (p.2 − p⊥12 − p⊥22)
= s pU02 + (1− s) p⊥02,
p10 = p1. − p11 − p12 = s
(
p1. − pU11 − pU12
)
+ (1− s) (p1. − p⊥11 − p⊥12)
= s pU10 + (1− s) p⊥10,
p01 = p.1 − p11 − p21 = s
(
p.1 − pU11 − pU21
)
+ (1− s) (p.1 − p⊥11 − p⊥21)
= s pU01 + (1− s) p⊥01,
p00 = p0. − p01 − p02 = s
(
p0. − pU01 − pU02
)
+ (1− s) (p0. − p⊥01 − p⊥02)
= s pU00 + (1− s) p⊥00.
De esta manera todas las probabilidades que componen la funcio´n de densi-
dad de probabilidad bivariante de (X1, X2) ∈ R2,+ (F1, F2) han quedado como
combinacio´n lineal convexa de las bivariantes resultantes en cada punto bajo
la hipo´tesis de independencia y comonoton´ıa. Por la facilidad de obtencio´n de
e´stas dos u´ltimas y por la fa´cil interpretacio´n del para´metro s, nos restringimos a
la subclase de riesgos incluida en R2,+ (F1, F2) con esta propiedad. Llamaremos
a esta subclase Rclx2,+ (F1, F2), donde super´ındice clx nos indica que calculamos
las respectivas probabilidades bivariantes a partir de una combinacio´n lineal
convexa.
Es inmediato comprobar que para cualesquiera (X1, X2) ∈ Rclx2,+ (F1, F2) se
cumplen las siguientes dos relaciones va´lidas para cualesquiera x1, x2 ≥ 0:
Pr (X1 = x1, X2 = x2) = s Pr
(
XU1 = x1, X
U
2 = x2
)
+(1− s) Pr (X⊥1 = x1, X⊥2 = x2) , (7.28)
Pr (X1 ≤ x1, X2 ≤ x2) = s Pr
(
XU1 ≤ x1, XU2 ≤ x2
)
+(1− s) Pr (X⊥1 ≤ x1, X⊥2 ≤ x2) , (7.29)
222 Cap´ıtulo 7. Hipo´tesis de dependencia bivariante positiva
siendo respectivamente
(
XU1 , X
U
2
)
y
(
X⊥1 , X
⊥
2
)
los pares de riesgos comono´tonos
e independientes incluidos en Rclx2,+ (F1, F2) los cuales se obtienen dentro de esta
clase haciendo s = 0 y s = 1 respectivamente.
En una cartera de seguros de este tipo, una vez hemos identificado una pareja
de riesgos con dependencia cuadra´tica positiva podemos tratar de determinar
el grado de dependencia que existe entre los riesgos que la componen como %
del ma´ximo que puede existir entre los mismos. En cuanto hayamos obtenido
este valor, conoceremos el valor de s que aplicado a (7.28) y (7.29) nos dara´ la
distribucio´n de probabilidad de esta pareja que suponemos pertenece a la clase
Rclx2,+ (F1, F2) . Esta´ claro que podemos equivocarnos en la estimacio´n del valor
de s; ¿Que´ sucede si infravaloramos este valor? Observemos que la funcio´n
de distribucio´n bivariante que resulta de (7.29) para dos riesgos cualesquiera
(X1, X2) ∈ Rclx2,+ (F1, F2) puede reescribirse como
FX1,X2 (x1, x2) = FX⊥1 ,X⊥2 (x1, x2) + s
(
FXU1 ,XU2 (x1, x2)− FX⊥1 ,X⊥2 (x1, x2)
)
.
De esta expresio´n se deduce inmediatamente que en cualquier punto considerado,
FX1,X2 resulta ser no decreciente respecto a s puesto que la relacio´n
FXU1 ,XU2 (x1, x2)− FX⊥1 ,X⊥2 (x1, x2) ≥ 0
es siempre va´lida por ser
FXU1 ,XU2 (x1, x2) ≥ FX⊥1 ,X⊥2 (x1, x2) .
As´ı, al incrementar el valor del para´metro s resulta una nueva distribucio´n bi-
variante para la pareja de riesgos que queda siempre por encima de la primera.
Como ya hab´ıamos recordado, los resultados de los teoremas 4.15 y 4.17 del
cap´ıtulo cuarto nos garantizan que fijadas las marginales, el orden de las fun-
ciones de distribucio´n bivariantes equivale al orden stop-loss que para la dis-
tribucio´n de la suma de dos riesgos resulta. Podemos concluir, por tanto,
que para cualquier asegurador, incrementar el valor del para´metro s equivale
a quedarse con una distribucio´n bivariante con mayor riesgo. De esta manera si
no estamos completamente seguros del valor de s a fijar podemos incrementarlo
en una pequen˜a cuant´ıa y asegurar de que en ningu´n caso se esta´ infravalorando
el riesgo real.
En el conjunto de la cartera, el procedimiento a seguir para las k−1 parejas
restantes es similar al propuesto. Recordemos que en primer lugar debemos
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identificar la existencia de dependencia cuadra´tica positiva en las mismas. E´sta
es fa´cilmente comprobable si se detecta una tendencia de los dos riesgos incluidos
en cada pareja a moverse en el mismo sentido. Para cada una de las parejas con
esta propiedad, deberemos tratar de determinar el valor de st tal que se cumple
ϕX2t−1,X2t = st ϕXU2t−1,XU2t , t = 1, · · ·, k, (7.30)
donde
(
XU2t−1, X
U
2t
)
es la pareja comono´tona de la clase R2,+ (F2t−1,F2t) y st ∈
[0, 1] . Si asumimos ahora que ahora que las parejas (X2t−1, X2t) ∈ Rclx2,+ (F2t−1,
F2t) , t = 1, · · ·, k , podemos calcular la distribucio´n de probabilidad bivariante
asociada a cada pareja como combinacio´n lineal convexa de las que resultan para
los mismos riesgos bajo las hipo´tesis de independencia y comonoton´ıa. A partir
de e´stas sera´ inmediata la obtencio´n de la distribucio´n de la suma que resulta
para cada pareja. Convolucionando las distribuciones de sumas resultantes y,
a su vez, an˜adie´ndole por convolucio´n la del resto de riesgos independientes de
la cartera (obtenida a partir de alguna de las recurrencias presentadas en el
cap´ıtulo anterior) llegaremos a la v.a. coste total de la cartera. De la relacio´n
obtenida en (7.24) podemos garantizar que la v.a. as´ı obtenida esta´, en orden
stop-loss, entre la independencia y la comonoton´ıa.
Nuevamente recordar que en caso de duda a la hora de asignar los coe-
ficientes st a cada pareja siempre es mejor sobrevalorarlos en una pequen˜a
cuant´ıa para poder garantizar una v.a. coste total que en ningu´n caso in-
fravalore el riesgo real. En efecto, para t = 1, · · ·, k consideremos las parejas
(X2t−1, X2t) ,
(
X ′2t−1, X
′
2t
) ∈ Rclx2,+ (F2t−1, F2t) cuya u´nica diferencia viene dada
por el grado de dependencia existente en cada pareja. Supongamos, respectiva-
mente, unos coeficientes st, s′t cumpliendo 0 ≤ st < s′t ≤ 1, como indicadores del
tanto por uno de dependencia que existe en cada pareja respecto a la ma´xima
que se puede dar en cada clase. Entonces para dos reales cualesquiera x, y ≥ 0
las respectivas funciones de distribucio´n bivariantes cumplen
FX2t−1,X2t (x, y) ≤ FX′2t−1,X′2t (x, y) , t = 1, · · ·, k (7.31)
y por el resultado de los teoremas 4.15, 4.17 y 3.11, se cumplira´
k∑
i=1
(X2i−1 +X2i)
⊥ +
n∑
i=2k+1
Xi ≤sl
k∑
i=1
(
X ′2i−1 +X
′
2i
)⊥ + n∑
i=2k+1
Xi. (7.32)
En el siguiente apartado ilustramos nume´ricamente los resultados aqu´ı obtenidos.
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7.4.2 Aplicaciones
Finalizaremos este cap´ıtulo repitiendo el ana´lisis realizado en el apartado 7.3.2
sobre la cartera de Gerber pero ahora considerando, al igual que en el ejemplo
6.11 del cap´ıtulo anterior, que e´sta esta´ formada por po´lizas de seguros de vida
que garantizan el pago del doble del capital asegurado en caso de que la muerte
del asegurado se produzca por accidente. No reproducimos aqu´ı la cartera de
Gerber, e´sta puede encontrarse en la pa´g. 202. La probabilidad que aparece
en filas es la probabilidad de muerte por cualquier causa de cada uno de los
asegurados, siendo el capital que aparece en columnas el pagadero en caso de
muerte por causas naturales. Si la muerte se produce por accidente este capital
se dobla. Al igual que en el cap´ıtulo anterior consideramos que la probabilidad de
que la muerte se produzca por accidente es constante para todos los asegurados
y supone un porcentaje del 10% sobre la probabilidad de muerte de cada uno
de ellos, es decir, α = 0.1 para todos los riesgos de la cartera. Al igual que antes
etiquetamos los riesgos por filas y suponemos que las parejas no independientes
de la cartera son las dadas en (7.12), las cuales recordemos son:
(X1, X2) , (X6, X25) , (X7, X21) , (X9, X17) , (X13, X29) , y (X30, X31) .
Para cada una de estas parejas suponemos ahora que hemos podido garantizar la
existencia de dependencia cuadra´tica positiva, es decir, sus respectivas funciones
de distribucio´n bivariantes esta´n siempre por encima de las correspondientes en
caso de independencia.
Nuevamente podemos representar por S ?(2) a la v.a. coste total de la cartera
para indicar que la dependencia que asumamos bajo las hipo´tesis en el su-
per´ındice u´nicamente esta´ referida a los dos riesgos en cada una de las parejas
consideradas, siendo el resto de riesgos, as´ı como las diferentes parejas mutua-
mente independientes en cualquier caso.
De (7.24), tenemos garantizado que el riesgo total de nuestra cartera se en-
cuentra entre el que resulta realizando la hipo´tesis de independencia y comono-
ton´ıa entre los riesgos de cada una de las parejas. As´ı
S⊥(2) ≤sl S ?(2) ≤sl S U(2)
siendo ? una hipo´tesis cualquiera que garantice ahora una relacio´n de depen-
dencia cuadra´tica positiva entre los riesgos de cada una de las parejas en (7.12).
Obtengamos estas dos distribuciones extremas. En caso de independencia en
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las parejas, encontramos independencia entre todos los riesgos que componen
la cartera. As´ı, S⊥(2) es la v.a. coste total presentada en el ejemplo 6.11 del
cap´ıtulo anterior, ver pa´g. 172. Presentamos en la siguiente tabla, las primas
stop-loss asociadas a S⊥(2) bajo diferentes niveles de retencio´n (para su obtencio´n
ver el programa A2.“Cartera de Gerber con doble indemnizacio´n. Hipo´tesis de
independencia”, ape´ndice A),
d E
(
S ⊥(2) − d
)
+
0 4.939
2 3.428649956390970
4 2.193806298098040
6 1.357974367991260
8 0.792557838783388
10 0.446805003790181
12 0.242193784394039
14 0.126267711220368
16 0.063803736317830
18 0.031143254136484
(7.33)
Estas son las menores primas que pueden encontrarse en esta cartera con
la estructura de dependencia propuesta. Paralelamente, bajo la hipo´tesis de
comonoton´ıa llegaremos a las primas stop-loss ma´ximas.
Si para las parejas de riesgos no independientes de la cartera realizamos la
hipo´tesis de comonoton´ıa, podemos llegar a calcular sus respectivas funciones
de densidad de probabilidad bivariantes desacumulando sus funciones de dis-
tribucio´n. Estas u´ltimas son inmediatas de obtener a partir de las marginales
puesto que por definicio´n
FXU
i
,XU
j
(x, y) = min {Fi (x) , Fj (y)} , ∀x, y ≥ 0.
Las funciones de distribucio´n marginales de estos riesgos son:
F1 (x) = Pr (X1 ≤ x)
0 ≤ x < 1 0.97
1 ≤ x < 2 0.997
x ≥ 2 1
F2 (x) = Pr (X2 ≤ x)
0 ≤ x < 1 0.97
1 ≤ x < 2 0.997
x ≥ 2 1
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F6 (x) = Pr (X6 ≤ x)
0 ≤ x < 3 0.97
3 ≤ x < 6 0.997
x ≥ 6 1
F25 (x) = Pr (X25 ≤ x)
0 ≤ x < 2 0.94
2 ≤ x < 4 0.994
x ≥ 4 1
F7 (x) = Pr (X7 ≤ x)
0 ≤ x < 4 0.97
4 ≤ x < 8 0.997
x ≥ 8 1
F21 (x) = Pr (X21 ≤ x)
0 ≤ x < 4 0.95
4 ≤ x < 8 0.995
x ≥ 8 1
F9 (x) = Pr (X9 ≤ x)
0 ≤ x < 2 0.96
2 ≤ x < 4 0.996
x ≥ 4 1
F17 (x) = Pr (X17 ≤ x)
0 ≤ x < 3 0.95
3 ≤ x < 6 0.995
x ≥ 6 1
F13 (x) = Pr (X13 ≤ x)
0 ≤ x < 4 0.96
4 ≤ x < 8 0.996
x ≥ 8 1
F29 (x) = Pr (X29 ≤ x)
0 ≤ x < 4 0.94
4 ≤ x < 8 0.994
x ≥ 8 1
F30 (x) = Pr (X30 ≤ x)
0 ≤ x < 5 0.94
5 ≤ x < 10 0.994
x ≥ 10 1
F31 (x) = Pr (X31 ≤ x)
0 ≤ x < 5 0.94
5 ≤ x < 10 0.994
x ≥ 10 1
La funcio´n de distribucio´n bivariante que resulta para la pareja
(
XU1 , X
U
2
)
es
FXU1 ,XU2 (x, y) = Pr
(
XU1 ≤ x,XU2 ≤ y
)
0 ≤ x < 1, 0 ≤ y < 1 min {F1 (0) , F2 (0)} = 0.97
1 ≤ x < 2, 0 ≤ y < 1 min {F1 (1) , F2 (0)} = 0.97
x ≥ 2, 0 ≤ y < 1 min {F1 (2) , F2 (0)} = 0.97
0 ≤ x < 1, 1 ≤ y < 2 min {F1 (0) , F2 (1)} = 0.97
0 ≤ x < 1, y ≥ 2 min {F1 (0) , F2 (2)} = 0.97
1 ≤ x < 2, 1 ≤ y < 2 min {F1 (1) , F2 (1)} = 0.997
x ≥ 2, 1 ≤ y < 2 min {F1 (2) , F2 (1)} = 0.997
1 ≤ x < 2, y ≥ 2 min {F1 (1) , F2 (2)} = 0.997
x ≥ 2, y ≥ 2 1
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Desacumulando esta funcio´n, llegamos a las probabilidades bivariantes asociadas
a estos riesgos, pU−−. E´stas se obtienen a partir de
pU00 = FXU1 ,XU2 (0, 0) ,
pU10 = FXU1 ,XU2 (1, 0)− p
U
00,
pU20 = FXU1 ,XU2 (2, 0)− p
U
10 − pU00,
pU01 = FXU1 ,XU2 (0, 1)− p
U
00,
pU02 = FXU1 ,XU2 (0, 2)− p
U
01 − pU00,
pU11 = FXU1 ,XU2 (1, 1)− p
U
10 − pU01 − pU00,
pU21 = FXU1 ,XU2 (2, 1)− p
U
20 − pU11 − pU10 − pU01 − pU00,
pU12 = FXU1 ,XU2 (1, 2)− p
U
02 − pU11 − pU10 − pU01 − pU00,
pU22 = FXU1 ,XU2 (2, 2)− p
U
21 − pU12 − pU20 − pU02 − pU11 − pU01 − pU10 − pU00,
As´ı, la funcio´n de densidad de probabilidad que resulta para
(
XU1 , X
U
2
)
es:
(x, y) Pr
(
XU1 = x,X
U
2 = y
)
(0, 0) 0.97
(1, 0) 0
(2, 0) 0
(0, 1) 0
(0, 2) 0
(1, 1) 0.027
(2, 1) 0
(1, 2) 0
(2, 2) 0.003
Repitiendo este proceso para cada una de las parejas llegamos a las siguientes
funciones de densidad de probabilidad
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(x, y) Pr
(
XU6 = x,X
U
25 = y
)
(0, 0) 0.94
(3, 0) 0
(6, 0) 0
(0, 2) 0.03
(0, 4) 0
(3, 2) 0.024
(6, 2) 0
(3, 4) 0.003
(6, 4) 0.003
(x, y) Pr
(
XU7 = x,X
U
21 = y
)
(0, 0) 0.95
(4, 0) 0
(8, 0) 0
(0, 4) 0.02
(0, 8) 0
(4, 4) 0.025
(8, 4) 0
(4, 8) 0.002
(8, 8) 0.003
(x, y) Pr
(
XU9 = x,X
U
17 = y
)
(0, 0) 0.95
(2, 0) 0
(4, 0) 0
(0, 3) 0.01
(0, 6) 0
(2, 3) 0.035
(4, 3) 0
(2, 6) 0.001
(4, 6) 0.004
(x, y) Pr
(
XU13 = x,X
U
29 = y
)
(0, 0) 0.94
(4, 0) 0
(8, 0) 0
(0, 4) 0.02
(0, 8) 0
(4, 4) 0.034
(4, 8) 0
(8, 4) 0.002
(8, 8) 0.004
(x, y) Pr
(
XU30 = x,X
U
31 = y
)
(0, 0) 0.94
(4, 0) 0
(8, 0) 0
(0, 5) 0
(0, 10) 0
(4, 5) 0.054
(8, 5) 0
(4, 10) 0
(8, 10) 0.006
La distribucio´n de probabilidad de la v.a. suma que de cada una de las pare-
jas comono´tonas se deriva es inmediata a partir de la bivariante correspondiente.
E´stas son:
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s Pr
(
XU1 +X
U
2 = s
)
0 0.97
2 0.027
4 0.003
s Pr
(
XU6 +X
U
25 = s
)
0 0.94
2 0.03
5 0.024
7 0.003
10 0.003
s Pr
(
XU7 +X
U
21 = s
)
0 0.95
4 0.02
8 0.025
12 0.002
16 0.003
s Pr
(
XU9 +X
U
17 = s
)
0 0.95
3 0.01
5 0.035
8 0.001
10 0.004
s Pr
(
XU13 +X
U
29 = s
)
0 0.94
4 0.02
8 0.034
12 0.002
16 0.004
s Pr
(
XU30 +X
U
31 = s
)
0 0.94
9 0.054
18 0.006
Para llegar a la distribucio´n del coste total, debemos convolucionar estas seis
distribuciones con la de la v.a. coste total que resulta para la cartera de Gerber
extrayendo estas seis parejas de riesgos. La subcartera que resulta es la presenta
en la pa´g. 205 para la que ahora consideramos que el capital asegurado se dobla
en caso de que la muerte se produzca por accidente. Al igual que en el cap´ıtulo
anterior, podemos llegar a la distribucio´n del coste total de esta subcartera a
partir de la recurrencia de De Pril (1989). El resultado de esta distribucio´n
y su convolucio´n con la de las parejas de riesgos que acabamos de obtener se
realizan en el programa B4. “Cartera de Gerber con doble indemnizacio´n y una
estructura de dependencia bivariante. Hipo´tesis U” presentado en el ape´ndice
A de este trabajo. La distribucio´n que resulta para la v.a. coste total de la
cartera bajo la hipo´tesis de comonoton´ıa para las parejas en (7.12), S U(2), es:
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s fS U(2)
(s) = Pr
(
S U(2) = s
)
FS U(2)
(s) = Pr
(
S U(2) ≤ s
)
0 0.301263680822852 0.301263680822852
1 0 0.301263680822852
2 0.089004965408778 0.390268646231630
3 0.103190401312083 0.493459047543713
4 0.066881278389019 0.560340325932732
5 0.089115627911995 0.649455953844727
6 0.043195037714439 0.692650991559166
7 0.040945851670520 0.733596843229686
8 0.056993943657353 0.790590786887038
9 0.040811379030407 0.831402165917445
10 0.031277092952200 0.862679258869645
12 0.022081700333919 0.909746294626154
14 0.013966001359571 0.942413361408528
16 0.010465147259312 0.962931460929149
18 0.007360658969266 0.977412974182891
20 0.003798464594950 0.985827330294870
24 0.001453846112885 0.995087999879137
28 0.000549375509411 0.998432651026335
32 0.000159894556196 0.999518853409037
(7.34)
De esta distribucio´n resultan las primas stop-loss ma´ximas que pueden encon-
trarse para esta cartera bajo cualquier nivel de retencio´n. E´stas son:
d E
(
S U(2) − d
)
+
0 4.939
2 3.541527361645690
4 2.425255055421040
6 1.635051335198490
8 1.061299169987350
10 0.683292122791830
12 0.433635975953711
14 0.271829630628821
16 0.166709305707188
18 0.099693081849960
(7.35)
7.4. Carteras de seguros de vida con doble indemnizacio´n 231
Siguiendo con en el ana´lisis realizado en el apartado 7.3.2 para la cartera ori-
ginal de Gerber, nos planteamos dependencias entre estos dos extremos cuando
la cartera garantiza el pago del doble del capital asegurado si la muerte se
produce por accidente. Las hipo´tesis sobre el grado de dependencia que existe
entre los riesgos sera´n ide´nticas a las entonces consideradas. As´ı suponemos
que los riesgos en las parejas (X1, X2) y (X30, X31) son duplicados. Bajo esta
hipo´tesis tratamos a estas dos parejas como comono´tonas y los siniestros que
de ellas se deriven en la cartera vienen dados por las distribuciones XU1 +X
U
2 y
XU30+X
U
31 obtenidas en la pa´g. 229. Para el resto de parejas incluidas en (7.12)
suponemos que hemos podido determinar los coeficientes st dados en (7.17) para
las relaciones presentadas en (7.30). Bajo estas hipo´tesis se cumple
ϕX6,X25 = 0.5ϕXU6 ,XU25 , ϕX7,X21 = 0.15ϕXU7 ,XU21 ,
ϕX9,X17 = 0.25ϕXU9 ,XU17 , ϕX13,X29 = 0.6ϕXU13,XU29 .
De entre todas las parejas que satisfacen estas relaciones suponemos ahora
adema´s que las de nuestra cartera pertenecen a las clases Rclx2,+. As´ı sus respec-
tivas funciones de densidad de probabilidad bivariantes se obtienen de (7.28),
resultando las de distribucio´n a partir de (7.29). Las relaciones en (7.28) y (7.29)
nos indican que para cada una de las parejas, estas distribuciones bivariantes
de probabilidad son combinacio´n lineal convexa de las respectivas comono´tonas
e independientes.
Obtenemos las funciones de densidad de probabilidad de cada pareja de las
que resultan bajo las hipo´tesis de independencia y comonoton´ıa. En cuanto
a las comono´tonas son las obtenidas en la pa´g. 228. Las independientes son
inmediatas a partir del producto de las marginales. Las funciones resultantes
son:
(x, y) Pr (X6 = x,X25 = y)
(0, 0) 0.5 · 0.94 + 0.5 · 0.97 · 0.94 = 0.9259
(3, 0) 0.5 · 0 + 0.5 · 0.9 · 0.03 · 0.94 = 0.01269
(6, 0) 0.5 · 0 + 0.5 · 0.1 · 0.03 · 0.94 = 0.00141
(0, 2) 0.5 · 0.03 + 0.5 · 0.9 · 0.97 · 0.06 = 0.04119
(0, 4) 0.5 · 0 + 0.5 · 0.97 · 0.1 · 0.06 = 0.00291
(3, 2) 0.5 · 0.024 + 0.5 · 0.9 · 0.03 · 0.9 · 0.06 = 0.012729
(6, 2) 0.5 · 0 + 0.5 · 0.1 · 0.03 · 0.9 · 0.06 = 0.000081
(3, 4) 0.5 · 0.003 + 0.5 · 0.9 · 0.03 · 0.1 · 0.06 = 0.001581
(6, 4) 0.5 · 0.003 + 0.5 · 0.1 · 0.03 · 0.1 · 0.06 = 0.001509
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(x, y) Pr (X7 = x,X21 = y)
(0, 0) 0.15 · 0.95 + 0.85 · 0.97 · 0.95 = 0.925775
(4, 0) 0.15 · 0 + 0.85 · 0.9 · 0.03 · 0.95 = 0.0218025
(8, 0) 0.15 · 0 + 0.85 · 0.1 · 0.03 · 0.95 = 0.0024225
(0, 4) 0.15 · 0.02 + 0.85 · 0.97 · 0.9 · 0.05 = 0.0401025
(0, 8) 0.15 · 0 + 0.85 · 0.97 · 0.1 · 0.05 = 0.0041225
(4, 4) 0.15 · 0.025 + 0.85 · 0.9 · 0.03 · 0.9 · 0.05 = 0.00478275
(8, 4) 0.15 · 0 + 0.85 · 0.1 · 0.03 · 0.9 · 0.05 = 0.00011475
(4, 8) 0.15 · 0.002 + 0.85 · 0.9 · 0.03 · 0.1 · 0.05 = 0.00041475
(8, 8) 0.15 · 0.003 + 0.85 · 0.1 · 0.03 · 0.1 · 0.05 = 0.00046275
(x, y) Pr (X9 = x,X17 = y)
(0, 0) 0.25 · 0.95 + 0.75 · 0.96 · 0.95 = 0.9215
(2, 0) 0.25 · 0 + 0.75 · 0.9 · 0.04 · 0.95 = 0.02565
(4, 0) 0.25 · 0 + 0.75 · 0.1 · 0.04 · 0.95 = 0.00285
(0, 3) 0.25 · 0.01 + 0.75 · 0.96 · 0.9 · 0.05 = 0.0349
(0, 6) 0.25 · 0 + 0.75 · 0.96 · 0.1 · 0.05 = 0.0036
(2, 3) 0.25 · 0.035 + 0.75 · 0.9 · 0.04 · 0.9 · 0.05 = 0.009965
(4, 3) 0.25 · 0 + 0.75 · 0.1 · 0.04 · 0.9 · 0.05 = 0.000135
(2, 6) 0.25 · 0.001 + 0.75 · 0.9 · 0.04 · 0.1 · 0.05 = 0.000385
(4, 6) 0.25 · 0.004 + 0.75 · 0.1 · 0.04 · 0.1 · 0.05 = 0.001015
(x, y) Pr (X13 = x,X29 = y)
(0, 0) 0.6 · 0.94 + 0.4 · 0.96 · 0.94 = 0.92496
(4, 0) 0.6 · 0 + 0.4 · 0.9 · 0.04 · 0.94 = 0.013536
(8, 0) 0.6 · 0 + 0.4 · 0.1 · 0.04 · 0.94 = 0.001504
(0, 4) 0.6 · 0.02 + 0.4 · 0.96 · 0.9 · 0.06 = 0.032736
(0, 8) 0.6 · 0 + 0.4 · 0.96 · 0.1 · 0.06 = 0.002304
(4, 4) 0.6 · 0.034 + 0.4 · 0.9 · 0.04 · 0.9 · 0.06 = 0.0211776
(8, 4) 0.6 · 0 + 0.4 · 0.1 · 0.04 · 0.9 · 0.06 = 0.0000864
(4, 8) 0.6 · 0.002 + 0.4 · 0.9 · 0.04 · 0.1 · 0.06 = 0.0012864
(8, 8) 0.6 · 0.004 + 0.4 · 0.1 · 0.04 · 0.1 · 0.06 = 0.0024096
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A partir de estas distribuciones bivariantes tenemos las correspondientes a
la suma de cada una de las parejas. E´stas son:
s Pr (X6 +X25 = s)
0 0.9259
2 0.04119
3 0.01269
4 0.00291
5 0.012729
6 0.00141
7 0.001581
8 0.000081
10 0.001509
s Pr (X9 +X17 = s)
0 0.9215
2 0.02565
3 0.0349
4 0.00285
5 0.009965
6 0.0036
7 0.000135
8 0.000385
10 0.001015
s Pr (X7 +X21 = s)
0 0.925775
4 0.061905
8 0.01132775
12 0.0005295
16 0.00046275
s Pr (X13 +X29 = s)
0 0.92496
4 0.046272
8 0.0249856
12 0.0013728
16 0.0024096
De la convolucio´n de estas cuatro distribuciones con las obtenidas para XU1 +
XU2 y X
U
30+X
U
31 y con la que resulta para la subcartera de Gerber formada por
los riesgos independientes llegaremos a la distribucio´n de la v.a. coste total de la
cartera, v.a. a la que representamos por SA(2), siendo A, recordemos, el conjunto
de hipo´tesis en (7.16) y (7.17). Los ca´lculos se realizan en el programa B5.
“Cartera de Gerber con doble indemnizacio´n y una estructura de dependencia
bivariante. Hipo´tesis A” (ver ape´ndice A). La distribucio´n de probabilidad y las
primas stop-loss asociadas a esta v.a. son:
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s fS A(2)
(s) = Pr
(
S A(2) = s
)
FS A(2)
(s) = Pr
(
S A(2) ≤ s
)
0 0.276014364605351 0.276014364605351
1 0 0.276014364605351
2 0.092698141981230 0.368712506586580
3 0.105872899120675 0.474585405707255
4 0.086858832811372 0.561444238518627
5 0.078376279152076 0.639820517670703
6 0.054878526969099 0.694699044639802
7 0.047928992146940 0.742628036786742
8 0.052252612346082 0.794880649132824
9 0.044772670866164 0.839653319998988
10 0.029864540586600 0.869517860585587
12 0.022513812757082 0.917762133784940
14 0.013702796312641 0.949553332566148
16 0.008832913399984 0.968372845962891
18 0.006502599307647 0.981451724034794
20 0.003325446225938 0.988635438327887
24 0.001174347265406 0.996319205736755
28 0.000412127868678 0.998920467282694
32 0.000113636950057 0.999704307268372
(7.36)
d E
(
S A(2) − d
)
+
0 4.939
2 3.491028729210700
4 2.334326641504530
6 1.535591397693860
8 0.972918479120406
10 0.607452448252216
12 0.372218629865661
14 0.225831299904112
16 0.134924565033163
18 0.078246535723206
(7.37)
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Es inmediato comprobar que las primas stop-loss ahora obtenidas esta´n aco-
tadas por debajo por las dadas en (7.33) y por encima por las de (7.35). As´ı
S ⊥(2) ≤sl S A(2) ≤sl S U(2).
Estas cotas quedan en cualquier caso garantizadas por (7.24) puesto que
hemos supuesto dependencia cuadra´tica positiva en cada una de las parejas no
independientes de la cartera.
Supongamos, por u´ltimo, que para las parejas no comono´tonas de la cartera
tenemos dudas sobre si hemos considerado un grado de dependencia suficiente.
Como hemos visto, si as´ı es podemos incrementar las hipo´tesis relativas al tanto
por uno de dependencia supuesto en cada una de las cuatro parejas consideradas
y llegaremos a una v.a. coste total superior a la obtenida en orden stop-loss.
Incrementando en un 10% las correlaciones estimadas, llegamos a las siguientes
hipo´tesis de dependencia para los riesgos en las parejas (X6, X25) , (X7, X21) ,
(X9, X17) y (X13, X29):
ϕX6,X25 = 0.55ϕXU6 ,XU25 ,
ϕX7,X21 = 0.165ϕXU7 ,XU21 ,
ϕX9,X17 = 0.275ϕXU9 ,XU17 ,
ϕX13,X29 = 0.66ϕXU13,XU29 .
E´stas son las correlaciones estimadas para los mismos riesgos en (7.20) cuando
considera´bamos la cartera de Gerber sin doble indemnizacio´n.
Sustituyendo estos nuevos tantos por uno de dependencia en (7.28) llegamos
a las siguientes funciones de densidad de probabilidad bivariantes para estas
parejas:
(x, y) Pr (X6 = x,X25 = y)
(0, 0) 0.55 · 0.94 + 0.45 · 0.97 · 0.94 = 0.92731
(3, 0) 0.55 · 0 + 0.45 · 0.9 · 0.03 · 0.94 = 0.011421
(6, 0) 0.55 · 0 + 0.45 · 0.1 · 0.03 · 0.94 = 0.001269
(0, 2) 0.55 · 0.03 + 0.45 · 0.9 · 0.97 · 0.06 = 0.040071
(0, 4) 0.55 · 0 + 0.45 · 0.97 · 0.1 · 0.06 = 0.002619
(3, 2) 0.55 · 0.024 + 0.45 · 0.9 · 0.03 · 0.9 · 0.06 = 0.0138561
(6, 2) 0.55 · 0 + 0.45 · 0.1 · 0.03 · 0.9 · 0.06 = 0.0000729
(3, 4) 0.55 · 0.003 + 0.45 · 0.9 · 0.03 · 0.1 · 0.06 = 0.0017229
(6, 4) 0.55 · 0.003 + 0.45 · 0.1 · 0.03 · 0.1 · 0.06 = 0.0016581
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(x, y) Pr (X7 = x,X21 = y)
(0, 0) 0.165 · 0.95 + 0.835 · 0.97 · 0.95 = 0.9262025
(4, 0) 0.165 · 0 + 0.835 · 0.9 · 0.03 · 0.95 = 0.02141775
(8, 0) 0.165 · 0 + 0.835 · 0.1 · 0.03 · 0.95 = 0.00237975
(0, 4) 0.165 · 0.02 + 0.835 · 0.97 · 0.9 · 0.05 = 0.03974775
(0, 8) 0.165 · 0 + 0.835 · 0.97 · 0.1 · 0.05 = 0.00404975
(4, 4) 0.165 · 0.025 + 0.835 · 0.9 · 0.03 · 0.9 · 0.05 = 0.005139525
(8, 4) 0.165 · 0 + 0.835 · 0.1 · 0.03 · 0.9 · 0.05 = 0.000112725
(4, 8) 0.165 · 0.002 + 0.835 · 0.9 · 0.03 · 0.1 · 0.05 = 0.000442725
(8, 8) 0.165 · 0.003 + 0.835 · 0.1 · 0.03 · 0.1 · 0.05 = 0.000507525
(x, y) Pr (X9 = x,X17 = y)
(0, 0) 0.275 · 0.95 + 0.725 · 0.96 · 0.95 = 0.92245
(2, 0) 0.275 · 0 + 0.725 · 0.9 · 0.04 · 0.95 = 0.024795
(4, 0) 0.275 · 0 + 0.725 · 0.1 · 0.04 · 0.95 = 0.002755
(0, 3) 0.275 · 0.01 + 0.725 · 0.96 · 0.9 · 0.05 = 0.03407
(0, 6) 0.275 · 0 + 0.725 · 0.96 · 0.1 · 0.05 = 0.00348
(2, 3) 0.275 · 0.035 + 0.725 · 0.9 · 0.04 · 0.9 · 0.05 = 0.0107995
(4, 3) 0.275 · 0 + 0.725 · 0.1 · 0.04 · 0.9 · 0.05 = 0.0001305
(2, 6) 0.275 · 0.001 + 0.725 · 0.9 · 0.04 · 0.1 · 0.05 = 0.0004055
(4, 6) 0.275 · 0.004 + 0.725 · 0.1 · 0.04 · 0.1 · 0.05 = 0.0011145
(x, y) Pr (X13 = x,X29 = y)
(0, 0) 0.66 · 0.94 + 0.34 · 0.96 · 0.94 = 0.927216
(4, 0) 0.66 · 0 + 0.34 · 0.9 · 0.04 · 0.94 = 0.0115056
(8, 0) 0.66 · 0 + 0.34 · 0.1 · 0.04 · 0.94 = 0.0012784
(0, 4) 0.66 · 0.02 + 0.34 · 0.96 · 0.9 · 0.06 = 0.0308256
(0, 8) 0.66 · 0 + 0.34 · 0.96 · 0.1 · 0.06 = 0.0019584
(4, 4) 0.66 · 0.034 + 0.34 · 0.9 · 0.04 · 0.9 · 0.06 = 0.02310096
(8, 4) 0.66 · 0 + 0.34 · 0.1 · 0.04 · 0.9 · 0.06 = 0.00007344
(4, 8) 0.66 · 0.002 + 0.34 · 0.9 · 0.04 · 0.1 · 0.06 = 0.00139344
(8, 8) 0.66 · 0.004 + 0.34 · 0.1 · 0.04 · 0.1 · 0.06 = 0.00264816
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Las distribuciones correspondientes a la suma de los siniestros derivados de
cada una de las parejas son ahora
s Pr (X6 +X25 = s)
0 0.92731
2 0.040071
3 0.011421
4 0.002619
5 0.0138561
6 0.001269
7 0.0017229
8 0.0000729
10 0.0016581
s Pr (X9 +X17 = s)
0 0.92245
2 0.024795
3 0.03407
4 0.002755
5 0.0107995
6 0.00348
7 0.0001305
8 0.0004055
10 0.0011145
s Pr (X7 +X21 = s)
0 0.9262025
4 0.0611655
8 0.011569025
12 0.00055545
16 0.000507525
s Pr (X13 +X29 = s)
0 0.927216
4 0.0423312
8 0.02633776
12 0.00146688
16 0.00264816
Covolucionando e´stas con las de XU1 +X
U
2 y X
U
30+X
U
31, ver pa´g. 229, y con la
que resulta para la subcartera formada por los riesgos independientes llegamos
a la v.a. coste total de la cartera bajo estas nuevas hipo´tesis, S B(2), siendo B
el conjunto de hipo´tesis en (7.16) y (7.20). Su distribucio´n de probabilidad se
obtiene en el programa B6. “Cartera de Gerber con doble indemnizacio´n y una
estructura de dependencia bivariante. Hipo´tesis B” (ver ape´ndice A). E´sta es:
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s fS B(2)
(s) = Pr
(
S B(2) = s
)
FS B(2)
(s) = Pr
(
S B(2) ≤ s
)
0 0.277522695270462 0.277522695270462
1 0 0.277522695270462
2 0.092585858601092 0.370108553871554
3 0.105805361335280 0.475913915206834
4 0.085587786838585 0.561501702045420
5 0.078969695717160 0.640471397762580
6 0.054163911427805 0.694635309190385
7 0.047461625424005 0.742096934614390
8 0.052501730899129 0.794598665513519
9 0.044527377966830 0.839126043480349
10 0.029909055699426 0.869035099179775
12 0.022508176305960 0.917244452914494
14 0.013734404064517 0.949079374190730
16 0.008934868952692 0.968006862559391
18 0.006557793875528 0.981178378298069
20 0.003362853435642 0.988451972586811
24 0.001191813065848 0.996240938601056
28 0.000420878040368 0.998890693063025
32 0.000116481204198 0.999693423718913
(7.38)
siendo ahora las primas stop-loss
d E
(
S B(2) − d
)
+
0 4.939
2 3.494045390540920
4 2.340067859619310
6 1.542040959427310
8 0.978773203232082
10 0.612497912225950
12 0.376269288014259
14 0.228858711054967
16 0.137010078852391
18 0.079637525834327
(7.39)
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Si comparamos estas primas stop-loss con las de (7.37), las correspondientes
a la v.a. S A(2) obtenida bajo la primera estimacio´n de las correlaciones en las pare-
jas dependientes no comono´tonas de la cartera, observamos que para cualquier
nivel de retencio´n las ahora obtenidas resultan mayores. As´ı
S A(2) ≤sl S B(2),
es decir, hemos llegado a una nueva v.a. coste total que podemos asegurar cubre
el riesgo real de la cartera si las correlaciones reales no superan el 10% de las
inicialmente consideradas. A nivel teo´rico el resultado que acabamos de obtener
se sigue de (7.31) y (7.32). Hab´ıamos visto entonces que bajo dos conjuntos
de hipo´tesis sobre el grado de dependencia positiva de los componentes de cada
una de las parejas no independientes de la cartera, aquella que diera lugar
a las correlaciones ma´s altas implicaba funciones de distribucio´n bivariantes
superiores, en cualquier punto, para cada una de las parejas y, por tanto una
v.a. coste total con mayor riesgo. Recordemos que este resultado u´nicamente
es va´lido para parejas incluidas en las subclases Rclx2,+.
Queremos finalizar remarcando la similitud de los resultados aqu´ı obtenidos
con los que resultaron para la cartera original de Gerber. Las conclusiones en-
tonces expuestas siguen siendo va´lidas ahora. Sen˜alar igualmente que el ana´lisis
aqu´ı realizado podr´ıa reproducirse para cualquier cartera con las mismas cober-
turas. Sin embargo, al tratar carteras de vida con esta cobertura adicional,
debemos ser conscientes en todo caso de la limitacio´n del ana´lisis realizado.
Si seguimos el modelo aqu´ı propuesto, de todas las relaciones de dependencia
que pueden existir entre los riesgos de las parejas de la cartera con dependen-
cia cuadra´tica positiva, u´nicamente habremos estado considerando una pequen˜a
parte.
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Cap´ıtulo 8
Hipo´tesis de dependencia
trivariante positiva
8.1 Introduccio´n
Siguiendo con el ana´lisis del cap´ıtulo anterior, ampliamos aqu´ı las hipo´tesis
establecidas y suponemos que la dependencia se produce en grupos formados por
tres riesgos. De esta manera abrimos la posibilidad a considerar dependencias
en la cartera no solo referidas, por ejemplo, a los co´nyuges de una pareja sino
tambie´n a uno de sus descendientes/ascendientes.
Al igual que en el caso de dependencias bivariantes, nos limitaremos ahora a
tratar dependencias positivas entre tres riesgos lo suficientemente fuertes como
para garantizar que la distribucio´n que resulta para su suma esta´ por encima,
en orden stop-loss, de la que les corresponder´ıa en caso de independencia. De
esta manera trataremos u´nicamente por separado a aquellos tr´ıos de la cartera
de los que se deriva un mayor riesgo que bajo la hipo´tesis de independencia.
A nivel teo´rico, al hablar de dependencias entre tres riesgos deberemos seguir
el ana´lisis de dependencias multivariantes realizado en el cap´ıtulo quinto de la
primera parte de este trabajo. Ve´ıamos entonces que para un conjunto formado
por dos o ma´s riesgos, se puede garantizar una mayor “peligrosidad” que en el
caso independiente si, como mı´nimo, se puede probar la existencia de dependen-
cia acumulativa positiva entre los riesgos que forman el conjunto. Esta condicio´n
se cumplira´ tambie´n para conjuntos de riesgos asociados o con una relacio´n de
crecimiento condicional en secuencia. Centra´ndonos en conjuntos de tres ries-
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gos con esta caracter´ıstica, el desarrollo sera´ paralelo al realizado en el cap´ıtulo
anterior. Supondremos que la cartera contiene un determinado nu´mero de estos
conjuntos y, en uno cualquiera de ellos, trataremos de modelizar la relacio´n de
dependencia existente. Deberemos llegar a un modelo que permita introducir
una hipo´tesis de dependencia positiva entre tres riesgos y que a su vez, permita
modificar fa´cilmente el grado de dependencia positiva considerado. Adema´s el
modelo debe ser tal que la modificacio´n en el grado de dependencia asumido,
permita llegar a una nueva distribucio´n para la suma de los tres riesgos con
unas mayores o menores primas stop-loss asociadas en funcio´n del signo de la
modificacio´n. De esta manera podremos variar las hipo´tesis de dependencia ini-
cialmente establecidas hasta garantizar la consideracio´n del riesgo existente en
cada uno de los conjuntos no independientes de la cartera.
A diferencia del caso bivariante, no contamos ahora con una relacio´n de
orden fa´cilmente verificable en la pra´ctica que nos permita establecer el orden
stop-loss de las diferentes secuencias que quedara´n entre la independencia y
la comonoton´ıa al considerar tres riesgos con dependencia acumulativa positiva.
De los resultados del cap´ıtulo 5, tenemos que el orden supermodular cumple con
esta propiedad. No obstante, la imposibilidad pra´ctica de verificar la existencia
de este orden bajo dos hipo´tesis de dependencia diferentes lo hacen inservible
para nuestros propo´sitos. Esta dificultad y las asociadas al tratamiento de
dependencias multivariantes son las que nos llevan a limitar el ana´lisis de este
u´ltimo cap´ıtulo al modelo individual de vida, dejando para un futuro cercano,
su ampliacio´n al modelo individual de vida con doble indemnizacio´n en caso de
muerte por accidente.
8.2 Dependencia trivariante positiva en carteras
de seguros de vida
8.2.1 Una estructura de dependencia trivariante positiva
en el modelo individual de vida
Consideremos nuevamente una cartera de seguros de vida formada por n po´lizas,
el riesgo de cada una de las cuales representamos por X1, ···, Xn. La distribucio´n
de probabilidad de Xi (i = 1, · · ·, n) es una dicoto´mica definida por
Pr (Xi = 0) = pi,
Pr (Xi = αi) = 1− qi,
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con 0 < pi < 1 y αi > 0 dados, siendo qi la probabilidad de que el asegu-
rado i-e´simo no sobreviva el per´ıodo considerado y αi el capital asegurado que
suponemos es mu´ltiplo de una u.m. cualquiera.
En una cartera de este tipo, y siguiendo con el ana´lisis del cap´ıtulo anterior,
queremos ahora tratar aquellas dependencias que ocurren en grupos de tres ries-
gos. As´ı, consideraremos que en la cartera existe un nu´mero k, k ≤ n/3, de con-
juntos formados por tres riesgos no independientes. Nuevamente y, sin pe´rdida
de generalidad, podemos reordenar los riesgos de la cartera de manera que los
diferentes conjuntos dependientes sean (X3t−2, X3t−1, X3t) , t = 1, ···, k. De esta
manera, para cualesquiera i y j, i, j = 1, · · ·, n; i 6= j, los riesgos Xi y Xj son in-
dependientes excepto si ambos forman parte del conjunto (X3t−2, X3t−1, X3t) .
As´ı, podemos reescribir la v.a. coste total de la cartera definida en (6.2) como
S =
n∑
i=1
Xi =
k∑
i=1
(X3i−2 +X3i−1 +X3i)
⊥ +
n∑
i=3k+1
X⊥i , (8.1)
donde el super´ındice ⊥ nos indica cuales de estos riesgos son tratados como
independientes. Para los riesgos incluidos en diferentes conjuntos, as´ı como
para los que quedan fuera de e´stos asumimos mutua independencia. As´ı, las
dependencias en la cartera quedan localizadas dentro de cada uno de los k
conjuntos definidos.
Para los riesgos que constituyen cada uno de los conjuntos no independientes
de la cartera suponemos a partir de este momento que hemos podido probar la
existencia de dependencia acumulativa positiva, PCD en lo que sigue. As´ı,
asumimos que (X3t−2, X3t−1, X3t) ∈ R3,+ (p3t−2, p3t−1, p3t;α3t−2, α3t−1, α3t) ,
t = 1, · · ·, k, siendo estas clases las definidas en el cap´ıtulo quinto para un
conjunto de riesgos dicoto´micos con esta relacio´n de dependencia.
De los resultados de los teoremas 5.13 y 5.14 podemos establecer las si-
guientes cotas para la distribucio´n de la suma de cada una de estas parejas de
riesgos
X⊥3t−2+X
⊥
3t−1+X
⊥
3t ≤sl X3t−2+X3t−1+X3t ≤sl XU3t−2+XU3t−1+XU3t, t = 1, ···, k,
(8.2)
siendo
(
X⊥3t−2, X
⊥
3t−1, X
⊥
3t
)
y
(
XU3t−2 +X
U
3t−1 +X
U
3t
)
los tr´ıos independientes y
comono´tonos incluidos en cada una de estas clases.
Dado que los riesgos incluidos en diferentes conjuntos y los que quedan fuera
de e´stos son mutuamente independientes, podemos aplicar el resultado del teo-
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rema 3.11 a (8.2) y afirmar que
n∑
i=1
X⊥i ≤sl
k∑
i=1
(X3i−2 +X3i−1 +X3i)
⊥ +
n∑
i=3k+1
X⊥i
≤sl
k∑
i=1
(
XU3i−2 +X
U
3i−1 +X
U
3i
)⊥ + n∑
i=3k+1
X⊥i ,
(8.3)
puesto que este teorema garantiza el mantenimiento de la ordenacio´n stop-loss
bajo la convolucio´n de riesgos independientes.
De la relacio´n en (8.3) encontramos que nuestra cartera se encuentra, en
te´rminos de riesgo, entre la que resulta asumiendo la hipo´tesis de independencia
para todos los riesgos que la forman y la que se obtendr´ıa realizando la hipo´tesis
de comonoton´ıa en cada uno de los conjuntos no independientes. Es obvio que
si el asegurador realiza el esfuerzo de salvar la hipo´tesis de independencia en sus
ca´lculos no puede limitarse a los que obtenga bajo la hipo´tesis de comonoton´ıa,
ya que e´stos quedan, en la mayor´ıa de los casos, au´n ma´s alejados de la realidad
que los primeros. As´ı, debe llegar a poder modelizar relaciones intermedias de
dependencia que se correspondan con diferentes posibilidades, siempre partiendo
de que se trata de conjuntos de tres riesgos que presentan PCD. E´ste sera´
nuestro objetivo en el siguiente apartado.
8.2.2 Distribuciones de probabilidad asociadas a tres ries-
gos con PCD
8.2.2.1 Nomenclatura
Dentro de este apartado nos centramos en uno cualquiera de los conjuntos no in-
dependientes de la cartera, sea e´ste el conjunto (X1, X2, X3) ∈ R3,+ (p1, p2, p3;α1,
α2, α3) . Introducimos una nomenclatura similar a la del cap´ıtulo anterior para
referirnos a las probabilidades asociadas a estos tres riesgos. En cuanto a las
probabilidades trivariantes, sean
p111 = Pr (X1 = α1, X2 = α2, X3 = α3) ,
p110 = Pr (X1 = α1, X2 = α2, X3 = 0) ,
p101 = Pr (X1 = α1, X2 = 0, X3 = α3) ,
p011 = Pr (X1 = 0, X2 = α2, X3 = α3) ,
p100 = Pr (X1 = α1, X2 = 0, X3 = 0) ,
8.2. Carteras de seguros de vida 245
p010 = Pr (X1 = 0, X2 = α2, X3 = 0) ,
p001 = Pr (X1 = 0, X2 = 0, X3 = α3) ,
p000 = Pr (X1 = 0, X2 = 0, X3 = 0) .
Para las probabilidades bivariantes involucradas, definimos
p11. = Pr (X1 = α1, X2 = α2) , p10. = Pr (X1 = α1, X2 = 0)
p01. = Pr (X1 = 0, X2 = α2) , p00. = Pr (X1 = 0, X2 = 0) .
p1.1 = Pr (X1 = α1, X3 = α3) , p1.0 = Pr (X1 = α1, X3 = 0) ,
p0.1 = Pr (X1 = 0, X3 = α3) , p0.0 = Pr (X1 = 0, X3 = 0) .
p.11 = Pr (X2 = α2, X3 = α3) , p.10 = Pr (X2 = α2, X3 = 0) ,
p.01 = Pr (X2 = 0, X3 = α3) , p.00 = Pr (X2 = 0, X3 = 0) .
Por u´ltimo nos referiremos a las probabilidades marginales de estos tres riesgos
como
p1.. = Pr (X1 = α1) , p0.. = Pr (X1 = 0) ,
p.1. = Pr (X2 = α2) , p.0. = Pr (X2 = 0) ,
p..1 = Pr (X3 = α3) , p..0 = Pr (X3 = 0) .
Observemos que salvo en caso de independencia y comonoton´ıa, de entre
todas las probabilidades asociadas a estos tres riesgos, u´nicamente conocemos
las marginales, distribuciones que resultan de las tablas de mortalidad. Para
conocer las restantes deberemos realizar hipo´tesis referidas a la relacio´n de de-
pendencia existente. Este es el propo´sito de los siguientes dos apartados.
8.2.2.2 Distribuciones bivariantes
En principio, lo u´nico que sabemos con certeza de los riesgos (X1, X2, X3) ∈
R3,+ (p1, p2, p3;α1, α2, α3) es su relacio´n de dependencia acumulativa positiva.
De la definicio´n 5.5 dada en el cap´ıtulo 5 para este concepto, tenemos que si
(X1, X2, X3) presentan PCD, entonces para cualquier conjunto I ⊆ {1, 2, 3} y
para todo j /∈ I, j = 1, 2, 3 se cumple∑
i∈I
Xi y Xj son PQD. (8.4)
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De esta definicio´n se sigue inmediatamente que, por parejas, los riesgos en
(X1, X2, X3) presentan dependencia cuadra´tica positiva. As´ı podemos afirmar
que existe PQD (X1, X2) , PQD (X2, X3) y PQD (X1, X3) . Recordemos que
para riesgos con distribucio´n dicoto´mica hab´ıamos demostrado la equivalencia
entre dependencia cuadra´tica positiva y positividad de la correspondiente co-
varianza en cada una de las parejas, ver teorema 4.12. De esta equivalencia se
sigue la inclusio´n de estos pares de riesgos en las clasesR2,+ (p1, p2;α1, α2) , R2,+
(p2, p3;α2, α3) y R2,+ (p1, p3;α1, α3) , respectivamente.
De los resultados del cap´ıtulo anterior, ver expresio´n (7.4), tenemos que si
(X1, X2) ∈ R2,+ (p1, p2;α1, α2) , (X2, X3) ∈ R2,+ (p2, p3;α2, α3) y (X1, X3) ∈
R2,+ (p1, p3;α1, α3) , existen tres reales s1, s2, s3, cumpliendo 0 ≤ si ≤ 1, i =
1, 2, 3, tales que
ϕX1,X2 = s1 ϕXU1 ,XU2 ,
ϕX2,X3 = s2ϕXU2 ,XU3 ,
ϕX1,X3 = s3 ϕXU1 ,XU3 ,
(8.5)
siendo
(
XU1 , X
U
2
)
,
(
XU2 , X
U
3
)
y
(
XU1 , X
U
3
)
los pares comono´tonos de cada clase.
As´ı, los respectivos coeficientes de correlacio´n asociados a cada uno de los
pares de riesgos se pueden expresar como tanto por uno de los correspondientes
en caso de comonoton´ıa. Conocidos los valores de s1, s2, s3 para los que se
cumplen las relaciones en (8.5) conoceremos las distribuciones bivariantes de
probabilidad asociadas a estos tres riesgos. En efecto, de las expresiones (7.7)
y (7.8) del cap´ıtulo anterior, se deduce que las distribuciones de probabilidad
bivariantes asociadas a cada uno de estos pares de riesgos se obtienen como com-
binacio´n lineal convexa de las resultantes bajo independencia y comonoton´ıa.
As´ı, para los riesgos en (X1, X2, X3) ∈ R3,+ (p1, p2, p3;α1, α2, α3), las probabi-
lidades bivariantes asociadas cumplen las siguientes relaciones va´lidas para dos
reales cualesquiera x, y ≥ 0,
Pr (X1=x,X2=y) = s1 Pr
(
XU1 =x,X
U
2 =y
)
+ (1− s1) Pr
(
X⊥1 =x,X
⊥
2 =y
)
,
(8.6)
Pr (X2=x,X3=y) = s2 Pr
(
XU2 =x,X
U
3 =y
)
+ (1− s2) Pr
(
X⊥2 =x,X
⊥
3 =y
)
,
(8.7)
Pr (X1=x,X3=y) = s3 Pr
(
XU1 =x,X
U
3 =y
)
+ (1− s3) Pr
(
X⊥1 =x,X
⊥
3 =y
)
.
(8.8)
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Las distribuciones de probabilidad bivariantes asociadas a los riesgos en
(X1, X2, X3) ∈ R3,+ (p1, p2, p3;α1, α2, α3) se obtienen ahora estimando los res-
pectivos coeficientes de correlacio´n de los pares de riesgos incluidos en este
conjunto. Aunque no podremos llegar a determinar con exactitud el valor de
estas correlaciones podemos, al igual que en el cap´ıtulo anterior, tratar de esti-
marlas como tanto por uno sobre la ma´xima que puede existir entre dos riesgos
de estas caracter´ısticas, es decir, en funcio´n de la que resulta de la hipo´tesis de
comonoton´ıa.
Existe un dato muy importante a tener en cuenta a la hora de estimar los coe-
ficientes s1, s2 y s3 : E´stos no son ahora libres. En efecto, s1, s2 y s3 esta´n
relacionados en la medida en que los riesgos a que se refieren, X1, X2 y X3, no
son independientes. Supongamos, por ejemplo, que hemos estimado los coefi-
cientes s1 y s2 que nos determinan las correlaciones existentes entre (X1, X2) y
(X2, X3) . Esta´ claro que algo tendra´n que ver e´stas con la correlacio´n existente
entre (X1, X3) . Demostramos, a continuacio´n, que una vez dos de los coefi-
cientes esta´n dados entre 0 y 1, existen limitaciones para el intervalo en que el
tercero puede tomar valores. De no tenerlas en cuenta llegar´ıamos, en ocasiones,
a probabilidades bivariantes negativas para algunos puntos.
Supongamos, por ejemplo, que hemos llegado a estimar los valores de s1 y s2
que definen las dos primeras relaciones en (8.5). Antes de estimar el valor de s3
que completa las relaciones de dependencia bivariantes entre estos tres riesgos,
debemos tener en cuenta que e´ste esta´ relacionado con los dos anteriores. Esta
relacio´n condicionara´ la positividad en todos los puntos de la distribucio´n de
probabilidad que determina el coeficiente s3, la correspondiente a (X1, X3) .
Recordemos que la distribucio´n de probabilidad bivariante de esta pareja se
puede definir a partir de las correspondientes marginales y el valor de p1.1.
As´ı, las condiciones que garantizan su positividad en todos los puntos sera´n
condiciones para p1.1, probabilidad relacionada con las ya obtenidas para las
dos parejas restantes.
La positividad en la distribucio´n de probabilidad bivariante de la pareja
(X1, X3) queda garantizada si
p1.1 ≥ 0,
p1.0 = p1.. − p1.1 ≥ 0 ⇔ p1.1 ≤ p1..,
p0.1 = p..1 − p1.1 ≥ 0 ⇔ p1.1 ≤ p..1,
p0.0 = 1− p1.. − p..1 + p1.1 ≥ 0 ⇔ p1.1 ≥ p1.. + p..1 − 1,
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es decir, si se cumplen las siguientes cotas
max {p1.. + p..1 − 1, 0} ≤ p1.1 ≤ min {p1.., p..1} . (8.9)
El cumplimiento de e´stas queda garantizado si se cumplen las siguientes dos
relaciones
max {Pr (X1 = α1/X2 = 0) + Pr (X3 = α3/X2 = 0)− 1, 0}
≤ Pr (X1 = α1, X3 = α3/X2 = 0) ≤
min {Pr (X1 = α1/X2 = 0) ,Pr (X3 = α3/X2 = 0)}
(8.10)
y
max {Pr (X1 = α1/X2 = α2) + Pr (X3 = α3/X2 = α2)− 1, 0}
≤ Pr (X1 = α1, X3 = α3/X2 = α2) ≤
min {Pr (X1 = α1/X2 = α2) ,Pr (X3 = α3/X2 = α2)} .
(8.11)
Observemos que
Pr (X1 = α1/X2 = 0) + Pr (X3 = α3/X2 = 0)− 1 = p10. + p.01 − p.0.
p.0.
,
Pr (X1 = α1/X2 = 0) =
p10.
p.0.
,
Pr (X3 = α3/X2 = 0) =
p.01
p.0.
.
As´ı, la expresio´n en (8.10) resulta
max
{
p10. + p.01 − p.0.
p.0.
, 0
}
≤ Pr (X1 = α1, X3 = α3/X2 = 0)
≤ min
{
p10.
p.0.
,
p.01
p.0.
}
,
expresio´n equivalente a
max {p10. + p.01 − p.0., 0} ≤ Pr (X1 = α1, X3 = α3/X2 = 0) p.0.
≤ min {p10., p.01} . (8.12)
Igualmente se cumple
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Pr (X1 = α1/X2 = α2) + Pr (X3 = α3/X2 = α2)− 1 = p11. + p.11 − p.1.
p.1.
,
Pr (X1 = α1/X2 = α2) =
p11.
p.1.
,
Pr (X3 = α3/X2 = α2) =
p.11
p.1.
,
de donde la expresio´n en (8.11) resulta
max
{
p11. + p.11 − p.1.
p.1.
, 0
}
≤ Pr (X1 = α1, X3 = α3/X2 = α2)
≤ min
{
p11.
p.1.
,
p.11
p.1.
}
equivalente a
max {p11. + p.11 − p.1., 0} ≤ Pr (X1 = α1, X3 = α3/X2 = α2) p.1.
≤ min {p11., p.11} (8.13)
Observemos ahora que
p1.1 = Pr (X1 = α1, X3 = α3/X2 = 0) p.0.+Pr (X1 = α1, X3 = α3/X2 = α2) p.1.
As´ı, sumando las expresiones en (8.12) y (8.13) obtenemos las siguientes cotas
para p1.1
max {p10. + p.01 − p.0., 0}+max {p11. + p.11 − p.1., 0}
≤ p1.1 ≤ min {p10., p.01}+min {p11., p.11} . (8.14)
E´stas garantizan el cumplimiento de (8.9) y, por tanto, la positividad en todos
los puntos de la distribucio´n de probabilidad bivariante de los riesgos (X1, X3) .
De la relacio´n en (8.8) tenemos
p1.1 = s3min {p1.., p..1}+ (1− s3) p1..p..1
= p1..p..1 + s3 (min {p1.., p..1} − p1..p..1) ,
de donde
s3 =
p1.1 − p1..p..1
min {p1.., p..1} − p1..p..1
y las cotas para este coeficiente, dados s1 y s2 se siguen directamente de
(8.14). E´stas son:
250 Cap´ıtulo 8. Hipo´tesis de dependencia trivariante positiva
max
{
max {p10. + p.01 − p.0., 0}+max {p11. + p.11 − p.1., 0} − p1..p..1
min {p1.., p..1} − p1..p..1 , 0
}
≤ s3 ≤ min {p10., p.01}+min {p11., p.11} − p1..p..1min {p1.., p..1} − p1..p..1 (8.15)
Remarcar que el primero de los ma´ximos en la cota inferior de (8.15) aparece
para garantizar que u´nicamente estamos considerando dependencias positivas.
Es fa´cil comprobar que la cota superior es siempre ≤ 1.
Observar que, en determinados casos particulares, el valor del coeficiente s3
queda totalmente determinado a partir de los valores dados para s1 y s2. Como
ejemplo, podemos considerar el caso en que hemos establecido s1 = s2 = 1.
Este caso se corresponde con la asuncio´n de mutua comonoton´ıa entre (X1, X2)
y (X2, X3) . Esta hipo´tesis resultara´ totalmente real si estamos ante un u´nico
asegurado con tres po´lizas en la misma cartera. Supongamos que as´ı es, entonces
p1.. = p.1. = p..1
Intuitivamente ya podemos prever el valor de s3. Por tratarse del mismo asegu-
rado, las hipo´tesis de comonoton´ıa consideradas nos indican que X1 se comporta
exactamente igual que X2 y que esta igualdad en el comportamiento se cumple
tambie´n entre X2 y X3. Obviamente, de estas dos afirmaciones se deduce que
X1 y X3 se debera´n comportar igual, es decir, que s3 = 1. Este resultado se
obtiene de forma inmediata haciendo en (8.15)
p11. = p.11 = p.1.
y
p10. = p.01 = 0,
es decir, sustituyendo estas probabilidades bivariantes por su valor en caso de
comonoton´ıa e igualdad en las marginales.
En general, el valor de s3 queda acotado por las cotas en (8.15). Si repre-
sentamos por smin3 a la cota inferior,
smin3 = max
{
max {p10. + p.01 − p.0., 0}+max {p11. + p.11 − p.1., 0} − p1..p..1
min {p1.., p..1} − p1..p..1 , 0
}
(8.16)
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y por smax3 a la cota superior,
smax3 =
min {p10., p.01}+min {p11., p.11} − p1..p..1
min {p1.., p..1} − p1..p..1 , (8.17)
debemos ahora determinar la correlacio´n en la pareja (X1, X3) estimando un
valor de s, s ∈ [0, 1] , tal que
ϕX1,X3 =
(
smin3 + s
(
smax3 − smin3
))
ϕXU1 ,XU3 = s3 ϕXU1 ,XU3 . (8.18)
Queremos finalizar destacando la variacio´n que las probabilidades bivariantes
referidas a la muerte de ambos asegurados en el per´ıodo considerado, han sufrido
por la ruptura de la hipo´tesis de independencia. De (8.6), (8.7), (8.8) y de la
expresio´n de la funcio´n de densidad bivariante obtenida en (4.19) para un par
de riesgos comono´tonos, se deduce que
p11. = p1..p.1. + s1 (min {p1.., p.1.} − p1..p.1.) , (8.19)
p.11 = p.1.p..1 + s2 (min {p.1., p..1} − p.1.p..1) , (8.20)
p1.1 = p1..p..1 + s3 (min {p1.., p..1} − p1..p..1) , (8.21)
con s1, s2, s3 ∈ [0, 1] y compatibles. As´ı,
p11. = p1..p.1. +4 p11., 4 p11. ≥ 0, (8.22)
p.11 = p.1.p..1 +4 p.11, 4 p.11 ≥ 0, (8.23)
p1.1 = p1..p..1 +4 p1.1, 4 p1.1 ≥ 0, (8.24)
relaciones que nos sera´n de gran utilidad para la interpretacio´n de resultados
futuros.
8.2.2.3 Distribucio´n trivariante
Una vez estimados tres valores compatibles para s1, s2 y s3, tenemos una aproxi-
macio´n de las probabilidades p11., p.11 y p1.1. Observemos que, con e´stas, nos
falta una estimacio´n del valor de p111 para tener una aproximacio´n de la dis-
tribucio´n de probabilidad trivariante de los riesgos en (X1, X2, X3) . En efecto,
dados p1.., p.1., p..1, p11., p1.1, p.11y p111 queda totalmente determinada esta
distribucio´n trivariante puesto que
p111 = p111, (8.25)
p110 = p11. − p111, (8.26)
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p101 = p1.1 − p111, (8.27)
p011 = p.11 − p111, (8.28)
p100 = p1.. − p11. − p1.1 + p111, (8.29)
p010 = p.1. − p11. − p.11 + p111, (8.30)
p001 = p..1 − p1.1 − p.11 + p111, (8.31)
p000 = 1− p1.. − p.1. − p..1 + p11. + p1.1 + p.11 − p111. (8.32)
A fin de dar una estimacio´n para la probabilidad p111 y, ante la inexistencia
de medidas estad´ısticas que nos cuantifiquen el grado de dependencia positiva
que existe entre los tres riesgos, trataremos de acotar este valor con los datos
teo´ricos de que disponemos.
En primer lugar, sabemos de la existencia de una relacio´n de PCD entre
estos tres riesgos. Veremos, a continuacio´n, que de la consideracio´n de la misma
resultara´ un primer intervalo de posibles valores para p111.
Si (X1, X2, X3) presentan PCD, entonces para cualquier conjunto I ⊆ {1, 2, 3}
y para todo j = 1, 2, 3, j /∈ I,∑
i∈I
Xi y Xj son PQD. (8.33)
Observemos que si I = {i} , i = 1, 2, 3,
Xi y Xj son PQD
dados tres valores compatibles de s1, s2, s3.
Consideremos ahora las tres posibilidades restantes que resultan de (8.33) en
nuestro caso.
1. Condiciones para que
X1 +X2 y X3 sean PQD.
Encontramos esta relacio´n de dependencia si para dos reales cualesquiera
x, y ≥ 0 se cumple
Pr (X1 +X2 > x,X3 > y) ≥ Pr (X1 +X2 > x) Pr (X3 > y) . (8.34)
Para garantizar el cumplimiento de esta condicio´n en cualquier caso, debe-
mos distinguir segu´n sea la ordenacio´n de los capitales asegurados.
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(a) 0 ≤ x < min {α1, α2} y 0 ≤ y < α3.
En este caso particular,
Pr (X1 +X2 > x,X3 > y) = p101 + p011 + p111
y
Pr (X1 +X2 > x) Pr (X3 > y) = (p10. + p01. + p11.) p..1
As´ı, el cumplimiento de (8.34) pasa por el cumplimiento de la relacio´n
p101 + p011 + p111 ≥ (p10. + p01. + p11.) p..1
Observemos que
p101 + p011 + p111 = p1.1 + p.11 − p111
y
p10. + p01. + p11. = p1.. + p.1. − p11.
As´ı, la condicio´n de PQD se cumplira´ si
p111 ≤ p1.1 + p.11 − (p1.. + p.1. − p11.) p..1 (8.35)
(b) Cuando min {α1, α2} ≤ x < max {α1, α2} y 0 ≤ y < α3 debemos
distinguir segu´n
i. α1 < α2 :
Pr (X1 +X2 > x,X3 > y) = p011 + p111
y
Pr (X1 +X2 > x) Pr (X3 > y) = (p01. + p11.) p..1
As´ı la relacio´n en (8.34) se cumple si
p011 + p111 ≥ (p01. + p11.) p..1 ⇔ p.11 ≥ p.1.p..1
relacio´n cuyo cumplimiento queda garantizado por (8.23).
ii. α1 > α2 :
Pr (X1 +X2 > x,X3 > y) = p101 + p111
y
Pr (X1 +X2 > x) Pr (X3 > y) = (p10. + p11.) p..1
As´ı la relacio´n en (8.34) se cumple si
p101 + p111 ≥ (p10. + p11.) p..1 ⇔ p1.1 ≥ p1..p..1,
relacio´n cuyo cumplimiento queda garantizado por (8.24).
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(c) Si max {α1, α2} ≤ x < α1 + α2 y 0 ≤ y < α3 resultan, independien-
temente de la ordenacio´n entre α1 y α2,
Pr (X1 +X2 > x,X3 > y) = p111
y
Pr (X1 +X2 > x) Pr (X3 > y) = p11.p..1
De donde la relacio´n en (8.34) se cumplira´ si
p111 ≥ p11.p..1 (8.36)
(d) Por u´ltimo, cuando x ≥ α1 + α2 y/o y ≥ α3
Pr (X1 +X2 > x,X3 > y) = 0
y
Pr (X1 +X2 > x) Pr (X3 > y) = 0.
As´ı, en este caso particular la relacio´n en (8.34) siempre se cumple.
Del ana´lisis realizado se deduce que X1+X2 y X3 presentan dependencia
cuadra´tica positiva, si las condiciones en (8.35) y (8.36) se cumplen a la
vez. Es decir, si
p11.p..1 ≤ p111 ≤ p1.1 + p.11 − (p1.. + p.1. − p11.) p..1
o, equivalentemente, cuando
p11.p..1 ≤ p111 ≤ p11.p..1 +4 p.11 +4 p1.1, (8.37)
siendo 4 p.11,4 p1.1 los definidos en (8.23) y (8.24), es decir, los incre-
mentos que estas probabilidades bivariantes han sufrido respecto al valor
que tomaban en caso de independencia.
Observemos que las cotas en (8.37) esta´n bien definidas, en el sentido
que nunca cruzan. Esta propiedad es consecuencia inmediata de la no
negatividad de 4 p.11 y 4 p1.1 y, de ella, se deduce como mı´nimo un valor
para p111 tal que la existencia de PQD entre X1 + X2 y X3 (⇔ PQD
entre X1+X2 y X3) quede garantizada. Equivalentemente podemos decir
que esta propiedad se cumple si
p111 = p11.p..1 + t3 (4 p.11 +4 p1.1) , 0 ≤ t3 ≤ 1. (8.38)
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Pasemos a interpretar la relacio´n encontrada para la obtencio´n de esta
probabilidad. Si queremos garantizar PQD entre X1 +X2 y X3, la pro-
babilidad de que los asegurados (X1, X2, X3) mueran dentro del per´ıodo
considerado resulta de considerar el efecto que el riesgo X3 tiene sobre el
grupo (X1, X2) . Como mı´nimo, e´ste actuara´ como independiente sobre la
probabilidad de muerte conjunta de los otros dos (t3 = 0). No obstante
adema´s X3 puede incorporar, total o parcialmente, el incremento de sus
respectivas probabilidades conjuntas de muerte con X1 y X2, incremento
debido a la condicio´n de no independencia de este tercer riesgo con el
grupo de los otros dos.
2. Condiciones para que
X1 +X3 y X2 sean PQD.
Esta relacio´n de dependencia se cumple, si para dos reales cualesquiera
x, y ≥ 0 :
Pr (X1 +X3 > x,X2 > y) ≥ Pr (X1 +X3 > x) Pr (X2 > y) . (8.39)
Realizando un ana´lisis similar al del caso anterior, se llega al cumplimiento
de esta relacio´n para valores de p111 tales que
p1.1.p.1. ≤ p111 ≤ p11. + p.11 − (p1.. + p..1 − p1.1) p.1.
o, equivalentemente, cuando
p1.1p.1. ≤ p111 ≤ p1.1p.1. +4 p11. +4 p.11, (8.40)
siendo 4 p11.,4 p.11 los definidos en (8.22) y (8.23), es decir, los incre-
mentos que estas probabilidades bivariantes han sufrido respecto al valor
que tomaban en caso de independencia.
Sen˜alar nuevamente que las cotas en (8.40) esta´n bien definidas, en el
sentido que nunca cruzan. As´ı, existe como mı´nimo un valor de p111 tal
que la relacio´n de PQD entre X1 + X3 y X2 se cumple. Esta propiedad
queda garantizada siempre que
p111 = p1.1p.1. + t2 (4 p11. +4 p.11) , 0 ≤ t2 ≤ 1. (8.41)
En este caso, garantizar PQD entre X1 + X3 y X2, equivale a hallar
la probabilidad de que los asegurados (X1, X2, X3) mueran dentro del
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per´ıodo considerado estimando el efecto que el riesgo X2 tiene sobre el
grupo (X1, X3) .
3. Por u´ltimo, debemos analizar las condiciones para que
X2 +X3 y X1 sean PQD.
Esta relacio´n de dependencia se cumple, si para dos reales cualesquiera
x, y ≥ 0 :
Pr (X2 +X3 > x,X1 > y) ≥ Pr (X2 +X3 > x) Pr (X1 > y) . (8.42)
En base al procedimiento empleado en los dos casos anteriores, resulta el
cumplimiento en cualquier caso de (8.42), para valores de p111 tales que
p.11p1... ≤ p111 ≤ p11. + p1.1 − (p.1. + p..1 − p.11) p1..
o, equivalentemente, cuando
p.11p1... ≤ p111 ≤ p.11p1... +4 p11. +4 p1.1, (8.43)
siendo 4 p11.,4 p1.1 los definidos en (8.22) y (8.24), es decir, los incre-
mentos que estas probabilidades bivariantes han sufrido respecto al valor
que tomaban en caso de independencia.
Indicar que las cotas en (8.43) esta´n bien definidas, en el sentido que
nunca cruzan. As´ı, existe como mı´nimo un valor de p111 que garantiza una
relacio´n de PQD entre X2 +X3 y X1. Esta propiedad queda garantizada
si
p111 = p.11p1... + t1 (4 p11. +4 p1.1) , 0 ≤ t1 ≤ 1. (8.44)
As´ı, para garantizar una relacio´n de PQD entre X2 + X3 y X1, la pro-
babilidad de que los asegurados (X1, X2, X3) mueran dentro del per´ıodo
considerado resulta de incorporar el efecto que el riesgo X1 tiene sobre el
grupo (X2, X3) .
Del ana´lisis realizado se deduce que los riesgos en (X1, X2, X3) presentan
PCD si, y so´lo si, las condiciones en (8.37), (8.40) y (8.43) se cumplen a la vez.
Es decir, siempre que el valor de p111 cumpla
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max {p11.p..1, p1.1p.1., p.11p1..} ≤ p111 ≤ min {p11.p..1 +4 p1.1 +4 p.11,
p1.1p.1. +4 p11. +4 p.11, p.11p1.. +4 p11. +4 p1.1}
(8.45)
Equivalentemente, podemos decir que en el intervalo [0, 1] existen tres valores
para t1, t2, t3 tales que las relaciones en (8.38), (8.41) y (8.44) se cumplen a la
vez, es decir,
p111 = p11.p..1 + t3 (4 p1.1 +4 p.11) (8.46)
= p1.1p.1. + t2 (4 p11. +4 p.11) (8.47)
= p.11p1... + t1 (4 p11. +4 p1.1) . (8.48)
Observemos que tras estimar las relaciones dos a dos, queda u´nicamente
libertad para estimar una ti de entre las tres presentadas, {ti}i∈{1,2,3}. Se
trata, entonces, de escoger una de las tres parejas involucradas y tratar de
cuantificar el efecto que an˜ade el riesgo que ha quedado fuera, Xi, en p111
por el hecho de no ser independiente con los dos riesgos de la pareja escogida.
Este incremento es funcio´n de los incrementos en las probabilidades bivariantes
referidas a la muerte conjunta de Xi con cada uno de los otros dos riesgos.
Fijado este incremento, quedan totalmente determinados los otros dos con lo
que parece indiferente el riesgo escogido para la estimacio´n. El ana´lisis que
sigue clarificara´ esta circunstancia.
Independientemente del para´metro ti elegido sen˜alar, en primer lugar, que
no podemos fijar su valor de manera arbitraria en el intervalo [0, 1] . Pongamos
un sencillo ejemplo para aclarar este punto. Supongamos que hemos escogido
el para´metro t3 para llegar a la probabilidad conjunta p111, es decir, en lo que
se refiere a las probabilidades de muerte consideramos el efecto de X3 sobre
(X1, X2) . Intuitivamente ya podemos prever que, en determinados casos par-
ticulares, este tercer riesgo no podra´ actuar como independiente sobre los otros
dos. Supongamos, por ejemplo, que para las relaciones bivariantes hemos esti-
mado s1 = 0, s2, s3 > 0. Esta´ claro que, en este caso, no debe ser posible hacer
t3 = 0 y hallar
p111 = p11.p..1 = p1..p.1.p..1.
As´ı, debera´n existir restricciones para el valor del para´metro t3 en el intervalo
[0, 1] .
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Para todo i ∈ {1, 2, 3} existira´n restricciones en cuanto al valor de ti en
el intervalo [0, 1] . E´stas resultara´n de garantizar la existencia de PCD en
(X1, X2, X3) y de asegurar, en cualquier punto, la no negatividad de la dis-
tribucio´n de probabilidad trivariante resultante. En cuanto a este u´ltimo punto,
es muy importante en ningu´n caso perderlo de vista puesto que lo que hacemos
en estos momentos es “construir” una distribucio´n de probabilidad trivariante
y no partir de ella.
Observemos que independientemente del valor de ti estimado
p111 ≥ 0 (8.49)
se cumple. Sin embargo, debemos garantizar tambie´n la positividad de las siete
probabilidades trivariantes restantes. As´ı,
p110 = p11. − p111 ≥ 0⇔ p111 ≤ p11., (8.50)
p101 = p1.1 − p111 ≥ 0⇔ p111 ≤ p1.1, (8.51)
p011 = p.11 − p111 ≥ 0⇔ p111 ≤ p.11, (8.52)
p100 = p1.. − p11. − p1.1 + p111 ≥ 0⇔ p111 ≥ p11. + p1.1 − p1.., (8.53)
p010 = p.1. − p11. − p.11 + p111 ≥ 0⇔ p111 ≥ p11. + p.11 − p.1., (8.54)
p001 = p..1 − p1.1 − p.11 + p111 ≥ 0⇔ p111 ≥ p1.1 + p.11 − p..1, (8.55)
p000 = 1− p1.. − p.1. − p..1 + p11. + p1.1 + p.11 − p111 ≥ 0⇔
p111 ≤ 1 + p11. + p1.1 + p.11 − p1.. − p.1. − p..1 (8.56)
Las condiciones en (8.49)-(8.56) se cumplira´n a la vez si
max {p11. + p1.1 − p1.., p11. + p.11 − p.1., p1.1 + p.11 − p..1, 0}
≤ p111 ≤ min {p11., p1.1, p.11, 1 + p11. + p1.1 + p.11 − p1.. − p.1. − p..1}
(8.57)
Si llamamos p(1)min111 a la cota inferior para p111 en (8.57) y p
(2)max
111 a su cota
superior,
p
(1)min
111 = max {p11. + p1.1 − p1.., p11. + p.11 − p.1., p1.1 + p.11 − p..1, 0}
p
(1)max
111 = min {p11., p1.1, p.11, 1 + p11. + p1.1 + p.11 − p1.. − p.1. − p..1} ,
tenemos que el valor finalmente obtenido para p111 debe quedar, en cualquier
caso, entre estos dos valores ya que, de otra manera, alguna de las probabilidades
trivariantes resultar´ıa negativa. Sen˜alar, sin embargo, que una probabilidad
p111 cualquiera en este intervalo no nos garantiza tres riesgos con dependencia
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acumulativa positiva au´n cuando dos a dos presentan correlacio´n positiva por la
forma en que se han determinado sus distribuciones bivariantes. As´ı, debemos
hacer compatibles estas condiciones con las de PCD.
Si llamamos p(2)min111 a la cota inferior en (8.45), mı´nimo valor de p111 que
garantiza tres riesgos con PCD y p(2)max111 a su cota superior,
p
(2)min
111 = max {p11.p..1, p1.1p.1., p.11p1..} ,
p
(2)max
111 = min {p11.p..1 +4 p1.1 +4 p.11,
p1.1p.1. +4 p11. +4 p.11, p.11p1.. +4 p11. +4 p1.1}
tenemos que llegaremos a una distribucio´n anal´ıticamente correcta para (X1, X2,
X3) con PCD siempre que
pmin111 ≤ p111 ≤ pmax111 , (8.58)
siendo
pmin111 = max
{
p
(1)min
111 , p
(2)min
111
}
(8.59)
y
pmax111 = min
{
p
(1)max
111 , p
(2)max
111
}
(8.60)
As´ı, cualquiera que sea el para´metro ti elegido para estimar el valor de p111
a partir de (8.46), (8.47) o´ (8.48), recordemos haciendo
p111 = p11.p..1 + t3 (4 p1.1 +4 p.11) o´
p111 = p1.1p.1. + t2 (4 p11. +4 p.11) o´
p111 = p.11p1... + t1 (4 p11. +4 p1.1) ,
e´ste debera´ dar lugar a un valor en el intervalo que resulta de (8.58).
Si el para´metro elegido es t1 e 4 p11. + 4 p1.1 6= 0, deberemos estimar el
valor de este para´metro en
pmin111 − p.11p1..
4 p11. +4 p1.1 ≤ t1 ≤
pmax111 − p.11p1..
4 p11. +4 p1.1 (8.61)
Se puede comprobar que estas cotas siempre dan lugar a valores de t1 en [0, 1] .
Si llamamos tmin1 a la cota inferior que ha quedado para este para´metro y t
max
1
a la cota superior,
tmin1 =
pmin111 − p.11p1..
4 p11. +4 p1.1 ,
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tmax1 =
pmax111 − p.11p1..
4 p11. +4 p1.1
llegaremos al valor de t1 determinando un valor para t en el intervalo [0, 1] tal
que
p111 = p.11p1... +
(
tmin1 + t
(
tmax1 − tmin1
))
(4 p11. +4 p1.1) (8.62)
= p.11p1... + t1 (4 p11. +4 p1.1)
Observemos que de las relaciones dos a dos definidas, podemos asegurar que
p111 ha incrementado su valor debido a la no independencia de X1 con (X2, X3)
en
tmin1 (4 p11. +4 p1.1)
As´ı, el incremento adicional que puede o no producir el riesgo X1 sobre p111
ha quedado limitado al intervalo
t
(
tmax1 − tmin1
)
(4 p11. +4 p1.1) , 0 ≤ t ≤ 1.
El objetivo sera´ tratar de estimar el valor de t en [0, 1] .
Cuando 4 p11. +4 p1.1 = 0 (⇔ 4 p11. = 4 p1.1 = 0 ⇔ s1 = s3 = 0) estamos
hablando de (X1, X2) independientes y de (X1, X3) independientes. No tiene
sentido plantearse incorporar el efecto adicional de X1 en (X2, X3) respecto al
caso independiente ya que e´ste no existe. Por este motivo, diremos que, en este
caso, t1 no esta´ definida y de (8.48) tendremos directamente
p111 = p.11p1.., (8.63)
resultado lo´gico dada la independencia de X1 con X2 y X3.
Igualmente, si el para´metro elegido es t2 e 4 p11. +4 p.11 6= 0, deberemos
estimar el valor de este para´metro en
pmin111 − p1.1p.1.
4 p11. +4 p.11 ≤ t2 ≤
pmax111 − p1.1p.1.
4 p11. +4 p.11 (8.64)
Se puede comprobar que estas cotas siempre dan lugar a valores de t2 en [0, 1] .
Si llamamos tmin2 a la cota inferior que ha quedado para este para´metro y t
max
2
a la cota superior,
tmin2 =
pmin111 − p1.1p.1.
4 p11. +4 p.11 ,
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tmax2 =
pmax111 − p1.1p.1.
4 p11. +4 p.11
obtendremos una estimacio´n para t2 estimando el valor de t, t ∈ [0, 1] tal que
p111 = p1.1p.1. +
(
tmin2 + t
(
tmax2 − tmin2
))
(4 p11. +4 p.11) (8.65)
= p1.1p.1. + t2 (4 p11. +4 p.11)
Cuando 4 p11. +4 p.11 = 0 (⇔ 4 p11. = 4 p.11 = 0 ⇔ s1 = s2 = 0) estamos
ante (X1, X2) independientes y (X2, X3) independientes. No tiene sentido ahora
plantearse incorporar el efecto adicional de X2 en (X1, X3) respecto al caso
independiente ya que e´ste no existe. Por este motivo, diremos que, en este caso,
t2 no esta´ definida y de (8.47) tendremos directamente
p111 = p1.1p.1., (8.66)
resultado lo´gico dada la independencia de X2 con X1 y X3.
Por u´ltimo, cuando el para´metro elegido para la estimacio´n es t3 e 4 p1.1 +
4 p.11 6= 0, deberemos estimar el valor de este para´metro en
pmin111 − p11.p..1
4 p1.1 +4 p.11 ≤ t3 ≤
pmax111 − p11.p..1
4 p1.1 +4 p.11 (8.67)
Se puede comprobar que estas cotas siempre dan lugar a valores de t3 en [0, 1] .
Si llamamos tmin3 a la cota inferior que ha quedado para este para´metro y t
max
3
a la cota superior,
tmin3 =
pmin111 − p11.p..1
4 p1.1 +4 p.11 ,
tmax3 =
pmax111 − p11.p..1
4 p1.1 +4 p.11
obtendremos una estimacio´n para t3 estimando el valor de t, t ∈ [0, 1] tal que
p111 = p11.p..1 +
(
tmin3 + t
(
tmax3 − tmin3
))
(4 p1.1 +4 p.11) (8.68)
= p11.p..1 + t3 (4 p1.1 +4 p.11)
Cuando 4 p1.1 +4 p.11 = 0 (⇔ 4 p1.1 = 4 p.11 = 0 ⇔ s2 = s3 = 0) estamos
ante (X1, X3) independientes y (X2, X3) independientes. No tiene sentido ahora
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plantearse incorporar el efecto adicional de X3 en (X1, X2) respecto al caso
independiente ya que e´ste no existe. Por este motivo diremos que, en este caso,
t3 no esta´ definida y de (8.46) tendremos directamente
p111 = p11.p..1, (8.69)
resultado lo´gico dada la independencia de X3 con X1 y X2.
En cuanto a la eleccio´n de ti, observar que independientemente de la es-
cogida, la aproximacio´n que resulta para p111 es siempre
p111 = pmin111 + t
(
pmax111 − pmin111
)
(8.70)
As´ı, es indiferente el para´metro ti que utilicemos para la aproximacio´n puesto
que al estimar el valor de t en [0, 1] que lo define, estamos determinando la parte
del incremento que un riesgo cualquiera de los tres puede o no incorporar en
p111 y el intervalo en que se mide esta libertad es u´nico una vez definidas las
relaciones dos a dos. Sin embargo, es interesante tener en cuenta las siguientes
consideraciones referidas a la eleccio´n de este para´metro.
• Si del ana´lisis de las relaciones de dependencia dos a dos, la conclusio´n es
mutua independencia dos a dos (s1 = s2 = s3 = 0 ⇒ 4p11. = 4 p1.1 =
4 p.11 = 0) ninguno de los para´metros ti ha quedado definido.
Observando el intervalo de posibles valores para p111 en (8.58), tenemos
que la u´nica posibilidad para que resulten (X1, X2, X3) con PCD es la
mutua independencia de los tres riesgos, es decir,
p111 = p1..p.1.p..1 (8.71)
Sen˜alar que si nos limitamos a considerar el intervalo de posibles valores de
p111 tales que resulta una funcio´n de densidad de probabilidad trivariante
positiva en todos los puntos,
[
p
(1)min
111 , p
(1)max
111
]
, resulta un conjunto de
posibles valores para esta probabilidad. Entre e´stos se encuentra el que
corresponde al caso de mutua independencia entre los tres riesgos, aunque
tambie´n existen otros posibles valores para esta probabilidad. As´ı, es
posible encontrar tres riesgos que no sean mutuamente independientes pero
que lo sean por parejas. En el momento en que an˜adimos la condicio´n de
PCD es cuando este intervalo se reduce a un u´nico punto, correspondiente
al caso de mutua independencia para los tres riesgos. Recordemos que
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hab´ıamos llegado a este mismo resultado en el teorema 5.3 del cap´ıtulo
quinto.
• Cuando del ana´lisis de las relaciones de dependencia dos a dos, se deduzca
que existe independencia en dos de las tres parejas implicadas (dos de los
tres para´metros s igual a 0) existe la posibilidad de estimar uno cualquiera
de los dos para´metros ti que quedan definidos. Sin embargo, resulta ma´s
realista definir el valor de p111 directamente a partir de la expresio´n en que
el para´metro ti no ha quedado definido, es decir, a partir de (8.63), (8.66)
o´ (8.69) segu´n corresponda. En cualquier caso el resultado sera´ ide´ntico.
En efecto, supongamos por ejemplo, que del ana´lisis de las relaciones dos
a dos han resultado s1 = s2 = 0, s3 > 0. E´ste corresponde al caso en que
X2 es independiente de X1 y X3. Como hab´ıamos visto anteriormente,
el valor de t2 no queda definido puesto que no tiene sentido incorporar
incrementos que no se han producido. Es claro, que lo ma´s lo´gico ahora
es calcular la probabilidad p111 a partir de (8.66), recordemos haciendo
p111 = p1.1p.1.
Sin embargo, observar que tambie´n llegamos a este u´nico valor para p111
a partir de t1 y t3. Si partimos de t1 tenemos de (8.48):
p111 = p.11p1.. + t1 (∆p11. +∆p1.1) = p1..p.1.p..1 + t1 (∆p11. +∆p1.1) ,
con t1 cumpliendo (8.61), es decir,
t1 =
p1.1p.1. − p.11p1..
4 p11. +4 p1.1 =
p1.1p.1. − p1..p.1.p..1
4 p11. +4 p1.1 .
Igualmente llegar´ıamos al mismo valor de p111 a partir de (8.46) con t3
cumpliendo (8.67).
Estos dos u´ltimos resultados, aunque teo´ricamente correctos, no tienen
demasiado sentido. En estos casos, trataremos al riesgo independiente
del conjunto como tal y trabajaremos con la expresio´n en (8.63), (8.66) o´
(8.69) segu´n corresponda.
• Cuando del ana´lisis de las relaciones dos a dos se deduzca mutua comono-
ton´ıa por parejas (s1 = s2 = s3 = 1) , el intervalo de posibles valores para
la probabilidad p111 queda limitado a un u´nico punto por las condiciones
de positividad de la distribucio´n trivariante de estos riesgos. En este caso,
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el intervalo de posibles valores para cualquier ti en (8.61), (8.64) y (8.67)
nos quedara´ reducido a un u´nico punto. Es fa´cil comprobar, que inde-
pendientemente de la ordenacio´n de las marginales, las cotas en (8.57)
determinan que, en este caso particular,
p111 = p
(1)min
111 = p
(1)max
111 = min {p1.., p.1., p..1} . (8.72)
Este resultado se obtiene, para cualquier ordenacio´n de p1.., p.1. y p..1
sustituyendo las probabilidades bivariantes involucradas por su valor en
caso de comonoton´ıa, es decir:
p11. = min {p1.., p.1.} , p1.1 = min {p1.., p..1} y p.11 = min {p.1., p..1} .
Sen˜alar que este valor ya se hab´ıa obtenido en (5.20) al tratar el caso
general de secuencias formadas por m riesgos dicoto´micos y mutuamente
comono´tonos.
Comprobemos que e´ste es tambie´n el u´nico valor resultante de nuestro
modelo independientemente de la ti escogida. En efecto, de (8.46), (8.47)
y (8.48) tenemos
p111 = p11.p..1 + t3 (4 p1.1 +4 p.11)
= p1.1p.1. + t2 (4 p11. +4 p.11)
= p.11p1... + t1 (4 p11. +4 p1.1) .
con t1, t2 y t3 cumpliendo (8.61), (8.64) y (8.67), cotas de las que como
u´nico posible valor para cada uno de estos para´metros resultan
t3 =
min {p1.., p.1., p..1} − p11.p..1
4 p1.1 +4 p.11 ,
t2 =
min {p1.., p.1., p..1} − p1.1p.1.
4 p11. +4 p.11 ,
t1 =
min {p1.., p.1., p..1} − p.11p1...
4 p11. +4 p1.1 .
As´ı, a partir de cualquiera de ellos obtenemos
p111 = min {p1.., p.1., p..1} .
• Existen otros muchos casos particulares en que una vez definidas las rela-
ciones dos a dos queda totalmente definida la relacio´n entre los tres y, por
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tanto, el valor de p111 es u´nico. Cuando esto suceda, encontraremos un
u´nico valor para la ti escogida y con e´l, llegaremos al valor de p111 que all´ı
corresponda.
Sin embargo, afrontar el estudio general de las relaciones de dependencia
que existen entre (X1, X2, X3) ∈ R3,+ (p1, p2, p3;α1, α2, α3) , pasa por ele-
gir un para´metro {ti}i∈{1,2,3} y estimar un valor de t en el intervalo [0, 1]
que lo defina. Se trata, por tanto, de decidir que´ parte del incremento que
Xi puede o no producir en p111 consideramos.
Del ana´lisis de las relaciones dos a dos tenemos totalmente cuantificado
el mı´nimo y ma´ximo efecto que este tercer riesgo puede incorporar. As´ı,
podemos seguir con la idea desarrollada para modelizar la dependencia
entre dos riesgos. En lo que se refiere a ese caso, asumiendo que es im-
posible llegar a conocer exactamente la correlacio´n real en cada pareja, la
estimamos en forma de tanto por uno sobre el rango de e´sta,
[
0, ϕXU
i
,XU
j
]
.
Paralelamente, proponemos ahora estimar el efecto an˜adido del tercer
riesgo como tanto por uno sobre el rango que para e´ste haya resultado,[
tmin1 (4 p11. +4 p1.1) , tmax1 (4 p11. +4 p1.1)
]
o´ [
tmin2 (4 p11. +4 p.11) , tmax2 (4 p11. +4 p.11)
]
o´ [
tmin3 (4 p1.1 +4 p.11) , tmax3 (4 p1.1 +4 p.11)
]
segu´n el riesgo Xi elegido.
Si bien el desarrollo que proponemos es similar al propuesto para medir
dependencias bivariantes, somos conscientes de la dificultad que conlle-
va ahora estimar uno cualquiera de estos para´metros. Teo´ricamente es
posible, al igual que en el caso bivariante, basarse en las frecuencias de
siniestralidad conjunta histo´ricas para tratar de dar una estimacio´n ma´s
o menos real de este para´metro. Sin embargo, este ana´lisis parece mucho
ma´s laborioso que el necesario para llegar a determinar las relaciones dos
a dos. Si bien es importante dedicarle el esfuerzo necesario para tratar
de aproximarlo lo ma´s exactamente posible, no debemos perder de vista
que aqu´ı no perseguimos resultados exactos en cuanto a distribuciones,
sino que nos limitamos a intentar incorporar, en la medida de lo posible,
el riesgo que an˜aden en la cartera las dependencias trivariantes de signo
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positivo. En lo que se refiere a este riesgo, veremos en el siguiente apartado
que no se modifica cuando u´nicamente var´ıa la estimacio´n del para´metro
t en [0, 1]. Este hecho hace que creamos suficientes los datos hasta aqu´ı
aportados en cuanto a la estimacio´n de su valor ya que, en u´ltima instancia,
este valor no modificara´ la percepcio´n del riesgo que de ese tr´ıo tenga el
asegurador.
8.2.3 Orden stop-loss en la clase R3,+ (p1, p2, p3;α1, α2, α3)
En este apartado seguimos con el ana´lisis de tres riesgos extra´ıdos de una cartera
de seguros de vida y caracterizados por presentar una relacio´n de PCD. As´ı, al
igual que en el apartado anterior, nos centramos en cualesquiera (X1, X2, X3) ∈
R3,+ (p1, p2, p3;α1, α2, α3) . En este momento somos capaces de aproximar la
distribucio´n trivariante de estos tres riesgos puesto que podemos estimar los
valores de s1, s2, s3 y t 1 de los que resultara´n las probabilidades p11., p1.1, p.11
y p111; probabilidades de las que se obtiene directamente la funcio´n de densi-
dad trivariante a partir de las expresiones en (8.25) a (8.32). En cuanto a los
valores de los para´metros si, i = 1, 2, 3, recordar que se obtienen estimando la
correlacio´n de cada una de las parejas de riesgos con respecto a sus correspon-
dientes comono´tonas, mientras que para el para´metro t la estimacio´n depende
del efecto que supongamos incorpora el tercer riesgo sobre uno cualquiera de es-
tos grupos de dos. Es obvio que, en cualquier caso, daremos valores aproximados
y, si bien sabemos que estos tres riesgos se encuentran, en orden stop-loss, entre
la independencia y la comonoton´ıa, nos interesa llegar, adema´s, a relaciones de
orden stop-loss dentro de la clase R3,+ (p1, p2, p3;α1, α2, α3) en funcio´n del valor
asignado a s1, s2, s3 y t. El objetivo perseguido es claro; si no estamos seguros
de los coeficientes exactos a asignar (circunstancia que se dara´ en la realidad),
debemos saber que´ sucede, en te´rminos de riesgo, cuando los modificamos. Den-
tro de este apartado demostraremos que para un valor de t fijo, incrementar el
valor de s1 y/o s2 y/o s3 supone un mayor riesgo de los tres elementos consi-
derados. As´ı, el incremento de las correlaciones (covarianzas) dos a dos, lleva a
una distribucio´n de la suma para los tres riesgos considerados, superior a la que
resulta bajo las hipo´tesis iniciales. Sin embargo, veremos que el incremento del
1t se refiere al valor en el intervalo [0, 1] que define a los para´metros t1, t2, t3. Dentro de
este apartado asumimos, sin pe´rdida de generalidad, que estos tres siempre quedan definidos.
Observemos que en los u´nicos casos en que no lo quedan -ver (8.63), (8.66), (8.69) y (8.71)-
podr´ıamos asignarle un nu´mero cualquiera y obtendr´ıamos igualmente el valor que le corres-
ponde a la probabilidad trivariante.
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valor de t no implica un mayor riesgo en el conjunto. As´ı, de la modificacio´n del
para´metro t no se seguira´n relaciones de orden stop-loss o, equivalentemente,
el asegurador no sabra´ decidir, en te´rminos de riesgo, entre dos conjuntos for-
mados por tres riesgos que presenten marginales y distribuciones bivariantes
ide´nticas y que u´nicamente se diferencien por los valores correspondientes a las
probabilidades trivariantes.
Consideremos los elementos (X1, X2, X3) , (X ′1, X
′
2, X
′
3) ∈ R3,+ (p1, p2, p3;α1,
α2, α3) para los cuales hemos determinado los valores de si, s′i, i = 1, 2, 3, t y
t′. Es importante no perder de vista que lo que estamos considerando son tres
u´nicos riesgos bajo dos hipo´tesis diferentes de dependencia y que lo que vamos
a hacer es tratar de establecer relaciones de orden stop-loss para la distribucio´n
de la suma que de estos riesgos resulte en funcio´n de la hipo´tesis considerada.
Para este propo´sito definimos las v.a. suma
S = X1 +X2 +X3, (8.73)
S ′ = X ′1 +X
′
2 +X
′
3 , (8.74)
v.a. que, en este momento, no nos indican la siniestralidad del total de la
cartera sino u´nicamente la que se deriva de estos tres riesgos. Nos referiremos
a las probabilidades asociadas a estas v.a. como pS (s) y pS ′ (s) , siendo aqu´ı
pS (s) = Pr (S = s) = Pr (X1 +X2 +X3 = s) , s = 0, 1, 2, · · ·
y
pS ′ (s) = Pr (S ′ = s) = Pr (X ′1 +X
′
2 +X
′
3 = s) , s = 0, 1, 2, · · ·
En primer lugar, queremos tratar el caso en que
si = s′i, i = 1, 2, 3, y t ≤ t′, (8.75)
es decir, estamos considerando dos conjuntos de tres riesgos con ide´nticas dis-
tribuciones marginales y bivariantes.
Por ser si = s′i, i = 1, 2, 3, se cumple t
min
i = t
′min
i y t
max
i = t
′max
i . As´ı, de
(8.62) o´ (8.65) o´ (8.68), segu´n corresponda, t ≤ t′ implica
p111 ≤ p′111
y podemos escribir
p′111 = p111 + ζ, ζ ≥ 0. (8.76)
268 Cap´ıtulo 8. Hipo´tesis de dependencia trivariante positiva
La manera ma´s fa´cil de tratar de demostrar la existencia de orden stop-loss,
en caso de que e´ste exista, es tratar de probar que bajo estas hipo´tesis las respec-
tivas funciones de distribucio´n acumulativas (desacumulativas) correspondientes
a S y S ′ u´nicamente cruzan una vez. De esta manera, dada la igualdad entre
las esperanzas de ambas v.a., podr´ıamos establecer una relacio´n de orden de
peligrosidad entre ellas (ver definicio´n 3.12) y aplicar el resultado del teorema
3.13 para afirmar que aquella a la que le corresponda la funcio´n de distribucio´n
acumulativa con cola ma´s gruesa es la menos peligrosa en te´rminos de orden
stop-loss.
Es fa´cil demostrar que, independientemente del orden considerado para los ca-
pitales asegurados αi, las respectivas funciones de distribucio´n que resultan
para S y S ′ cruzan ma´s de una vez bajo las hipo´tesis en (8.75). As´ı, no
podemos utilizar el concepto de orden de peligrosidad para hacer ninguna afir-
macio´n/negacio´n sobre la relacio´n de orden stop-loss existente y no nos quedara´
ma´s remedio que probar el cumplimiento/incumplimiento de esta relacio´n en
cada/algu´n punto para afirmar/negar su existencia.
Al considerar las respectivas primas stop-loss en cada punto, debemos tener
en cuenta la ordenacio´n de los capitales asegurados αi, i = 1, 2, 3. Para cual-
quier ordenacio´n de los mismos, probamos seguidamente que bajo las hipo´tesis
en (8.75)
S sl S ′ y S ′ sl S,
es decir, no existe ningu´n tipo de relacio´n de orden stop-loss entre estas dos
variables.
La relacio´n
S ≤sl S ′
se cumplira´ si
E (S − d)+ ≤ E (S ′ − d)+ , ∀d ≥ 0.
Puesto que hemos supuesto que los capitales asegurados son mu´ltiplos enteros
de una u.m. cualquiera tenemos que
E (S − d)+ = E (S)− d+
d∑
s=0
(d− s) pS (s) .
Adema´s, estamos considerando igualdad en las marginales de los riesgos inclui-
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dos en S y S ′, por lo que sabemos que E (S) = E (S ′). As´ı, S ≤sl S ′ si
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) ≥ 0, ∀d ≥ 0. (8.77)
De forma similar, la relacio´n S ≤sl S ′ quedara´ probada si
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) ≤ 0, ∀d ≥ 0. (8.78)
Veamos si se cumple alguna de estas condiciones bajo las hipo´tesis en (8.75),
es decir, con
p′111 = p111 + ζ, ζ ≥ 0
tal y como se ha definido en (8.76), siendo las marginales y bivariantes ide´nticas
para los riesgos de ambos conjuntos.
Supongamos, por ejemplo, que la ordenacio´n de los capitales asegurados es tal
que α1 < α2 < α3 < α1 + α2. En este caso, para un nivel de retencio´n d,
cumpliendo 0 < d < α1, tenemos
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = d (p′000 − p000) =
ver (8.32)
−d ζ ≤ 0.
mientras que si consideramos un nivel de retencio´n en α1 + α2 ≤ d < α1 + α3,
resulta:
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = d (p′000 − p000) + (d− α1) (p′100 − p100)
+ (d− α2) (p′010 − p010) + (d− α3)
(p′001 − p001) + (d− α1 − α2) (p′110 − p110)
= {ver (8.32),(8.29),(8.30),(8.31),(8.26)}
= −dξ + (d− α1) ζ + (d− α2) ζ + (d− α3) ζ
+(d− α1 − α2) (−ζ) = (d− α3) ζ ≥ 0.
As´ı, S sl S ′, S ′ sl S y el coeficiente t no dice nada acerca del orden stop-
loss, conclusio´n que reduce, en cierta medida, la importancia de su aproximacio´n
exacta. Obviamente, e´sta debe adaptarse en la medida de lo posible a la reali-
dad, puesto que de otro modo estar´ıamos falseando la distribucio´n trivariante
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de los riesgos. No obstante, tambie´n es cierto que cuando variamos el valor
de este para´metro llegamos a una nueva distribucio´n que no sabemos decidir si
preferimos, en te´rminos de riesgo, sobre la obtenida antes de la variacio´n.
Dado que el para´metro t no aporta nada en te´rminos de ordenacio´n stop-loss,
tiene sentido plantearse lo que sucede cuando
si ≤ s′i, i = 1, 2, 3 y t = t′, (8.79)
es decir, cuando las diferencias en las distribuciones trivariantes se deben a
diferencias en las correspondientes bivariantes. En particular, asumimos que las
tres covarianzas (correlaciones) que pueden encontrarse referidas a los riesgos en
(X1, X2, X3) son menores que las correspondientes a los riesgos en (X ′1, X
′
2, X
′
3) .
Bajo esta hipo´tesis demostraremos que
S ≤sl S ′. (8.80)
Dada la igualdad en las esperanzas de ambas v.a., lo ma´s sencillo ser´ıa demostrar
este resultado a partir del orden de peligrosidad, es decir, probando que las
funciones de distribucio´n acumulativas de estas variables u´nicamente cruzan
una vez y la correspondiente a S acaba por encima de la resultante para S ′
(ver definicio´n 3.12 y teorema 3.13). Desafortunadamente, en muchos casos,
esta afirmacio´n no resulta cierta. As´ı, deberemos afrontar la demostracio´n de
la relacio´n de orden stop-loss en (8.80) a partir de la definicio´n de este orden.
Como hemos visto, e´sta se cumple si podemos probar (8.77) para cualquier nivel
de retencio´n d ≥ 0, bajo cualquier posible ordenacio´n de los capitales asegurados
αi. Sin pe´rdida de generalidad, podemos reordenar los riesgos en el conjunto de
manera que
α1 ≤ α2 ≤ α3.
As´ı, resultan ocho posibilidades para la ordenacio´n de los capitales asegurados.
E´stas son,
α1 < α2 < α3 < α1 + α2, (8.81)
α1 < α2 < α3 = α1 + α2, (8.82)
α1 < α2 = α3 < α1 + α2, (8.83)
α1 = α2 < α3 < α1 + α2, (8.84)
α1 = α2 < α3 = α1 + α2, (8.85)
8.2. Carteras de seguros de vida 271
α1 = α2 = α3 < α1 + α2, (8.86)
α1 < α2 < α1 + α2 < α3, (8.87)
α1 = α2 < α1 + α2 < α3 (8.88)
Sen˜alar, sin embargo, que una vez probado el cumplimiento de la relacio´n en
(8.77) para las ordenaciones en (8.81) y (8.87), las cinco posibilidades restantes
quedan demostradas por simetr´ıa. As´ı, nos podemos limitar a estos dos casos.
En ambos, utilizaremos las probabilidades trivariantes tal y como se han definido
en (8.25) a (8.32).
CASO (8.81): α1 < α2 < α3 < α1 + α2
En este caso particular queremos demostrar que bajo las hipo´tesis en (8.79)
se cumple la relacio´n de orden stop-loss en (8.77). Para probar este resultado
podemos, en primer lugar, considerar el caso en que
s1 ≤ s′1, s2 = s′2, s3 = s′3 y t = t′ (8.89)
es decir, la u´nica diferencia entre los conjuntos (X1, X2, X3) y (X ′1, X
′
2, X
′
3) esta´
en el valor del coeficiente de correlacio´n (covarianza) asumido para la pareja
(X1, X2) .
Para este caso, de (8.19) y (8.22) tenemos
p11. = p1..p.1. +4p11.,
siendo
4p11. = s1 (min {p1.., p.1.} − p1..p.1.) .
Al ser este incremento creciente en s1, la hipo´tesis s1 ≤ s′1, implica
p′11. = p11. + ε, ε ≥ 0,
siendo las probabilidades bivariantes referidas a las otras dos parejas de riesgos
ide´nticas, por la igualdad en sus respectivas correlaciones (covarianzas).
De (8.70), sabemos que, independientemente de la ti elegida para estimar,
p111 = pmin111 + t
(
pmax111 − pmin111
)
= t pmax111 + (1− t) pmin111 , 0 ≤ t ≤ 1
siendo pmin111 y p
max
111 las definidas en (8.59) y (8.60), es decir,
pmin111 = max
{
p
(1)min
111 , p
(2)min
111
}
= max {p11. + p1.1 − p1.., p11. + p.11 − p.1.,
p1.1 + p.11 − p..1, p11.p..1, p1.1p.1., p.11p1..} ,
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pmax111 = min
{
p
(1)max
111 , p
(2)max
111
}
= min {p11., p1.1, p.11, 1 + p11. + p1.1 + p.11
−p1.. − p.1. − p..1, p11.p..1 +4 p1.1 +4 p.11, p1.1p.1. +4 p11.
+4 p.11, p.11p1.. +4 p11. +4 p1.1} .
As´ı, si t′ = t, se cumple
p′111 = p111 + ζ1, con 0 ≤ ζ1 ≤ ε.
Estamos ya en condiciones de demostrar que, bajo estas hipo´tesis, la relacio´n
en (8.77) se cumple para todo d ≥ 0 .
Para d = 0, el cumplimiento de (8.77) es trivial.
Cuando 0 < d < α1 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = d (p′000 − p000) = d (ε− ζ1) ≥ 0.
Si α1 ≤ d < α2 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = d (p′000 − p000) + (d− α1) (p′100 − p100)
= d (ε− ζ1) + (d− α1) (ζ1 − ε) = −α1 (ζ1 − ε) ≥ 0.
Si α2 ≤ d < α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = −α1 (ζ1 − ε) + (d− α2) (p′010 − p010)
= (d− α1 − α2) (ζ1 − ε) ≥ 0.
Si α3 ≤ d < α1 + α2 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = (d− α1 − α2) (ζ1 − ε) + (d− α3) (p′001 − p001)
= (d− α1 − α2) (ζ1 − ε) + (d− α3) ζ1 ≥ 0.
Si α1 + α2 ≤ d < α1 + α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = (d− α1 − α2) (ζ1 − ε) + (d− α3) ζ1
+(d− α1 − α2) (ε− ζ1) = (d− α3) ζ1 ≥ 0.
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Si α1 + α3 ≤ d < α2 + α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = (d− α3) ζ1 + (d− α1 + α3) (−ζ1) = α1ζ1 ≥ 0
Si α2 + α3 ≤ d < α1 + α2 + α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = α1ζ1 + (d− α2 + α3) (−ζ1)
= (α1 + α2 + α3 − d) ζ1 ≥ 0.
Por u´ltimo, para d ≥ α1 + α2 + α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = (α1 + α2 + α3 − d) ζ1
+(d− α1 − α2 − α3) ζ1 = 0.
Consideremos ahora el caso en que
s2 ≤ s′2, s1 = s′1, s3 = s′3 y t = t′. (8.90)
Haciendo un ana´lisis similar al anterior, llegamos a que esta hipo´tesis implica:
p′.11 = p.11 + δ, δ ≥ 0,
p′11. = p11. , p
′
1.1 = p1.1,
p′111 = p111 + ζ2, con 0 ≤ ζ2 ≤ δ.
Para d = 0, el cumplimiento de (8.77) es trivial.
Cuando 0 < d < α1 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = d (p′000 − p000) = d (δ − ζ2) ≥ 0.
Si α1 ≤ d < α2 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = d (p′000 − p000) + (d− α1) (p′100 − p100)
= d (δ − ζ2) + (d− α1) ζ2 ≥ 0.
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Si α2 ≤ d < α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = d (δ − ζ2) + (d− α1) ζ2
+(d− α2) (−δ + ζ2) = (d− α1) ζ2 + (−α2) (ζ2 − δ) ≥ 0.
Si α3 ≤ d < α1 + α2 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = (d− α1) ζ2 + (−α2) (ζ2 − δ)
+ (d− α3) (ζ2 − δ) = (d− α1) ζ2 + (d− α2 − α3) (ζ2 − δ) ≥ 0.
Si α1 + α2 ≤ d < α1 + α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = (d− α1) ζ2 + (d− α2 − α3) (ζ2 − δ) (d− α1) ζ2
+(d− α1 − α2) (ζ2 − δ) = (d− α3) ζ2 + (d− α2 − α3) (−δ) ≥ 0.
Si α1 + α3 ≤ d < α2 + α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = (d− α3) ζ2 + (d− α2 − α3) (−δ)
+ (d− α1 − α3) (−ζ2) = α1ζ2 + (d− α2 − α3) (−δ) ≥ 0.
Si α2 + α3 ≤ d < α1 + α2 + α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = α1ζ2 + (d− α2 − α3) (−δ)
+ (d− α2 + α3) (δ − ζ2) = (α1 + α2 + α3 − d) ζ2 ≥ 0
Por u´ltimo, para d ≥ α1 + α2 + α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = (α1 + α2 + α3 − d) ζ2
+(d− α1 − α2 − α3) ζ2 = 0.
Finalmente, supongamos que
s3 ≤ s′3, s1 = s′1, s2 = s′2 y t = t′, (8.91)
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Haciendo un ana´lisis similar al de los dos casos anteriores, llegamos a que esta
hipo´tesis implica:
p′1.1 = p1.1 + γ, γ ≥ 0,
p′11. = p11. , p
′
.11 = p.11,
p′111 = p111 + ζ3, con 0 ≤ ζ3 ≤ γ,
probabilidades de las que una vez ma´s resultara´ el cumplimiento de (8.77) para
todo d ≥ 0.
Para d = 0, el cumplimiento de (8.77) es trivial.
Cuando 0 < d < α1 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = d (p′000 − p000) = d (γ − ζ3) ≥ 0.
Si α1 ≤ d < α2 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = d (p′000 − p000) + (d− α1) (p′100 − p100)
= d (γ − ζ3) + (d− α1) (ζ3 − γ) ≥ 0.
Si α2 ≤ d < α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = (γ − ζ3) + (d− α1) (ζ3 − γ)
+ (d− α2) (ζ3) = α1 (γ − ζ3) + (d− α2) (ζ3) ≥ 0.
Si α3 ≤ d < α1 + α2 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = α1 (γ − ζ3) + (d− α2) (ζ3) + (d− α3) (ζ3 − γ)
= (α1 + α3 − d) (γ − ζ3) + (d− α2) ζ3 ≥ 0.
Si α1 + α2 ≤ d < α1 + α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = (α1 + α3 − d) (γ − ζ3) + (d− α2) ζ3
+(d− α1 − α2) (−ζ3) = (α1 + α3 − d) (γ − ζ3) + α1ζ3 ≥ 0.
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Si α1 + α3 ≤ d < α2 + α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = (α1 + α3 − d) (γ − ζ3)
+α1ζ3 + (d− α1 − α3) (γ − ζ3) = α1ζ3 ≥ 0.
Si α2 + α3 ≤ d < α1 + α2 + α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = α1ζ3 + (d− α2 + α3) (−ζ3)
= (α1 + α2 + α3 − d) ζ3 ≥ 0
Por u´ltimo, para d ≥ α1 + α2 + α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = (α1 + α2 + α3 − d) ζ3
+(d− α1 − α2 − α3) ζ3 = 0.
Combinando los resultados obtenidos bajo las hipo´tesis en (8.89), (8.90) y
(8.91) concluimos que para esta ordenacio´n de los capitales asegurados
S ≤sl S ′.
CASO (8.87): α1 < α2 < α1 + α2 < α3
Para esta ordenacio´n de los capitales asegurados, probaremos nuevamente que
bajo las hipo´tesis en (8.79) se cumple la relacio´n de orden stop-loss en (8.77).
La demostracio´n sera´ similar a la que acabamos de realizar para la ordenacio´n
en (8.81).
Nuevamente, empezamos considerando u´nicamente las relaciones en (8.89),
es decir,
s1 ≤ s′1, s2 = s′2, s3 = s′3 y t = t′.
Como hemos visto, bajo estas hipo´tesis se cumple
p′11. = p11. + ε, ε ≥ 0,
p′1.1 = p1.1 , p
′
.11 = p.11,
p′111 = p111 + ζ1, con 0 ≤ ζ1 ≤ ε,
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relaciones que permiten en este caso tambie´n probar el cumplimiento de (8.77)
para todo d ≥ 0.
Para 0 ≤ d < α2 sabemos de los resultados obtenidos para la ordenacio´n en
(8.81) que
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) ≥ 0.
Cuando α2 ≤ d < α1 + α2, resulta:
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = −α1 (ζ1 − ε) + (d− α2) (p′010 − p010)
= (d− α1 − α2) (ζ1 − ε) ≥ 0.
Si α1 + α2 ≤ d < α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = (d− α1 − α2) (ζ1 − ε)
+ (d− α1 − α2) (p′110 − p110) = (d− α1 − α2) (ζ1 − ε)
+ (d− α1 − α2) (ε− ζ1) = 0.
Si α3 ≤ d < α1 + α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = (d− α3) ζ1 ≥ 0.
Si α1 + α3 ≤ d < α2 + α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = (d− α3) ζ1 + (d− α1 + α3) (−ζ1) = α1ζ1 ≥ 0
Si α2 + α3 ≤ d < α1 + α2 + α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = α1ζ1 + (d− α2 + α3) (−ζ1)
= (α1 + α2 + α3 − d) ζ1 ≥ 0.
Por u´ltimo, para d ≥ α1 + α2 + α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = (α1 + α2 + α3 − d) ζ1+(d− α1 − α2 − α3) ζ1 = 0.
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Si consideramos ahora las relaciones en (8.90),
s2 ≤ s′2, s1 = s′1, s3 = s′3 y t = t′.
tenemos
p′.11 = p.11 + δ, δ ≥ 0,
p′11. = p11. , p
′
1.1 = p1.1,
p′111 = p111 + ζ2, con 0 ≤ ζ2 ≤ δ,
probabilidades de las que se seguira´ el cumplimiento de (8.77) para todo d ≥ 0.
De los resultados obtenidos para la ordenacio´n de los capitales asegurados en
(8.81), tenemos que esta relacio´n esta´ probada cuando 0 ≤ d < α2.
Cuando α2 ≤ d < α1 + α2, resulta:
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = d (δ − ζ2) + (d− α1) ζ2 + (d− α2) (−δ + ζ2)
= (d− α1) ζ2 + (−α2) (ζ2 − δ) ≥ 0.
Si α1 + α2 ≤ d < α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = (d− α1) ζ2 + (−α2) (ζ2 − δ)
+ (d− α1 − α2) (−ζ2) = α2δ ≥ 0.
Si α3 ≤ d < α1 + α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = α2δ + (d− α3) (ζ2 − δ)
= (d− α3) ζ2 + (d− α2 − α3) (−δ) ≥ 0.
Si α1 + α3 ≤ d < α2 + α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = (d− α3) ζ2 + (d− α2 − α3) (−δ)
+ (d− α1 − α3) (−ζ2) = α1ζ2 + (d− α2 − α3) (−δ) ≥ 0.
Si α2 + α3 ≤ d < α1 + α2 + α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = α1ζ2 + (d− α2 − α3) (−δ)
+ (d− α2 + α3) (δ − ζ2) = (α1 + α2 + α3 − d) ζ2 ≥ 0
8.2. Carteras de seguros de vida 279
Por u´ltimo, para d ≥ α1 + α2 + α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = (α1 + α2 + α3 − d) ζ2
+(d− α1 − α2 − α3) ζ2 = 0.
Finalmente, consideraremos
s3 ≤ s′3, s1 = s′1, s2 = s′2 y t = t′.
En este caso, tenemos
p′1.1 = p1.1 + γ, γ ≥ 0,
p′11. = p11. , p
′
.11 = p.11,
p′111 = p111 + ζ3, con 0 ≤ ζ3 ≤ γ,
relaciones para las que se cumplira´ nuevamente (8.77) para todo d ≥ 0.
De los resultados obtenidos para la ordenacio´n de los capitales asegurados en
(8.81), tenemos que esta relacio´n esta´ probada cuando 0 ≤ d < α2.
Cuando α2 ≤ d < α1 + α2, resulta:
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = (γ − ζ3) + (d− α1) (ζ3 − γ)
+ (d− α2) (ζ3) = α1 (γ − ζ3) + (d− α2) (ζ3) ≥ 0.
Si α1 + α2 ≤ d < α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = α1 (γ − ζ3) + (d− α2) (ζ3)
+ (d− α1 − α2) (−ζ3) = α1γ ≥ 0.
Si α3 ≤ d < α1 + α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = α1γ + (d− α3) (ζ3 − γ)
= (α1 + α3 − d) γ + (d− α3) ζ3 ≥ 0.
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Si α1 + α3 ≤ d < α2 + α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = (α1 + α3 − d) γ + (d− α3) ζ3
+(d− α1 − α3) (γ − ζ3) = α1ζ3 ≥ 0.
Si α2 + α3 ≤ d < α1 + α2 + α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = α1ζ3 + (d− α2 + α3) (−ζ3)
= (α1 + α2 + α3 − d) ζ3 ≥ 0.
Por u´ltimo, para d ≥ α1 + α2 + α3 :
d∑
s=0
(d− s) (pS ′ (s)− pS (s)) = (α1 + α2 + α3 − d) ζ3+(d− α1 − α2 − α3) ζ3 = 0.
Combinando los resultados obtenidos en cada caso, llegamos a establecer la
relacio´n
S ≤sl S ′.
tambie´n para esta ordenacio´n de los capitales asegurados.
Una vez probada la relacio´n de orden stop-loss para estas dos ordenaciones
queda probada tambie´n para las cinco restantes en (8.81) a (8.88). As´ı, cuando
si ≤ s′i, i = 1, 2, 3 y t = t′,
se cumple
S ≤sl S ′.
De este resultado se sigue el importante papel que juegan las correlaciones
(covarianzas) cuando se trata de analizar el efecto que tienen las dependencias
de signo positivo sobre la siniestralidad que se deriva de un conjunto de tres
riesgos con una estructura de PCD.
Los resultados hasta ahora encontrados nos permitira´n modelizar diferentes
hipo´tesis de dependencia para cada uno de los tr´ıos de la cartera. Recordemos
que nos centramos u´nicamente en modelizar aquellas dependencias que implican
8.3. Aplicaciones 281
un riesgo mayor que en el caso independiente, es decir, en cada uno de los conjun-
tos supondremos que hemos podido probar una relacio´n de PCD, (X3t−2, X3t−1,
X3t) ∈ R3,+ (p3t−2, p3t−1, p3t;α3t−2, α3t−1, α3t) , t = 1, · · ·, k; k ≤ n/3. Acaba-
mos de ver que fijado el valor de t en R3,+ (p3t−2, p3t−1, p3t;α3t−2, α3t−1, α3t) ,
aquellos conjuntos con mayores correlaciones son los ma´s peligrosos. As´ı debe-
remos tratar de estimar los valores de las respectivas covarianzas (correlaciones)
con la mayor precisio´n posible. En cualquier caso, parece una estrategia pru-
dente, tratar de sobrevalorarlas en una pequen˜a cuant´ıa cuando no estemos
seguros del valor a asignarles.
Combinando estos resultados con los obtenidos en el cap´ıtulo anterior, es-
tamos ya en condiciones de tratar dependencias bivariantes y trivariantes de
signo positivo en una cartera de seguros de vida. E´ste sera´ nuestro objetivo en
el siguiente apartado.
8.3 Aplicaciones
Dentro de este apartado queremos ampliar las hipo´tesis de dependencia positiva
asumidas en el apartado 7.3.2 del cap´ıtulo anterior para la cartera de seguros
de vida de Gerber.
Capital asegurado
Prob. siniestro
0.03
0.04
0.05
0.06
1 2 3 4 5
2 3 1 2 -
- 1 2 2 1
- 2 4 2 2
- 2 2 2 1
Recordemos que en el cap´ıtulo anterior identificamos como dependientes a
los riesgos en las parejas
(X1, X2) , (X6, X25) , (X7, X21) , (X9, X17) , (X13, X29) y (X30, X31) , (8.92)
siendo las diferentes parejas independientes entre si.
Supongamos ahora que de un ana´lisis ma´s detallado de las relaciones de de-
pendencia hemos encontrado que la pareja (X9, X17) no es independiente con el
282 Cap´ıtulo 8. Hipo´tesis de dependencia trivariante positiva
riesgo X3. E´ste podr´ıa ser el caso de un matrimonio, (X9, X17) , y su hijo, X3.
En caso de que as´ı fuera, debe extran˜ar la pequen˜a diferencia entre la probabi-
lidad de muerte de los padres y la del hijo. Recordemos que estamos trabajando
con una cartera teo´rica con muy pocos datos con la u´nica intencio´n de ejempli-
ficar de manera sencilla la metodolog´ıa propuesta. Creemos que aunque irreal
aqu´ı, resulta interesante tratar este caso ya que fa´cilmente podra´ encontrarse
en una cartera real donde, con toda seguridad, los datos se ajustara´n ma´s a las
hipo´tesis establecidas.
Supongamos, adema´s, que la pareja (X30, X31) que, recordemos, hab´ıamos
identificado como un duplicado, ha resultado ser tambie´n dependiente con X23.
Este tipo de relacio´n de dependencia puede darse, por ejemplo, en seguros de
vida ligados a tarjetas de cre´dito. Es frecuente en el momento de contratar una
tarjeta de cre´dito con una entidad bancaria que el titular obtenga, de forma
gratuita, un seguro de vida. Si todas las po´lizas de una entidad van a parar
a una misma cartera, es posible encontrar en esa cartera tres seguros de vida
de un matrimonio en el que uno de los co´nyuges posea dos tarjetas, duplicado
(X30, X31) , y el otro una, X23.
Supongamos que para los riesgos en (X3, X9, X17) y (X23, X30, X31) hemos
podido probar una relacio´n de PCD.
De los resultados del cap´ıtulo anterior y de (8.3) sabemos que, en te´rminos
de riesgo, la distribucio´n coste total de nuestra cartera se encuentra entre la
que resulte realizando la hipo´tesis de independencia para todos los riesgos de la
cartera y la que se obtenga bajo la hipo´tesis de comonoton´ıa entre los riesgos de
cada uno de los conjuntos dependientes. Observemos, sin embargo, que tras el
ana´lisis realizado en el cap´ıtulo anterior podemos acotar un poco ma´s el riesgo
de nuestra cartera. Entonces llegamos a la conclusio´n que tras incrementar en
un 10% las hipo´tesis iniciales referidas al grado de dependencia en cada una de
las parejas, recordemos asumiendo el conjunto de hipo´tesis B,
ϕX1,X2 = ϕXU1 ,XU2 = 1 ϕX6,X25 = 0.55ϕXU6 ,XU25
ϕX7,X21 = 0.165ϕXU7 ,XU21 ϕX9,X17 = 0.275ϕXU9 ,XU17
ϕX13,X29 = 0.66ϕXU13,XU29 ϕX30,X31 = ϕXU30,XU31 = 1
(8.93)
resultaba una v.a. coste total para la cartera que, en ningu´n caso, infravaloraba
el riesgo real. Esta v.a. es la que llamamos SB(2). Su distribucio´n de probabilidad
y sus respectivas primas stop-loss asociadas son las dadas en (7.21) y (7.22), ver
pa´g. 213.
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Si entonces consideramos suficiente el grado de dependencia asumido para
estas parejas no existe motivo ahora para modificarlo. As´ı, podemos seguir
con las hipo´tesis en (8.93), y, u´nicamente, deberemos analizar co´mo afecta el
hecho de que se haya introducido un tercer riesgo en las parejas (X9, X17) y
(X30, X31) y e´stas se hayan convertido ahora en los conjuntos (X3, X9, X17) y
(X23, X30, X31) , conjuntos para los que suponemos hemos podido probar una
relacio´n de PCD.
De la definicio´n de PCD se sigue que X3 y X9+X17 presentan una relacio´n
de PQD. As´ı, podemos aplicar el resultado del teorema 4.19 y afirmar que
X⊥3 + (X9 +X17)
⊥ ≤sl X3 +X9 +X17 ≤sl XU3 + (X9 +X17)U (8.94)
dondeX⊥3 , (X9 +X17)
⊥ yXU3 , (X9 +X17)
U
, indica queX3 es, respectivamente,
independiente y comono´tono, con el riesgo X9 +X17.
Igualmente, X23 y X30 +X31 presentan PQD y nuevamente se cumplira´
X⊥23 + (X30 +X31)
⊥ ≤sl X23 +X30 +X31 ≤sl XU23 + (X30 +X31)U , (8.95)
indicando ahora X⊥23, (X30 +X31)
⊥ y XU23, (X30 +X31)
U que X23 es, respecti-
vamente, independiente y comono´tono, con el riesgo X30 +X31.
Siguiendo con la nomenclatura utilizada en el cap´ıtulo anterior, simbolizare-
mos por S ?,B(1,2) a la distribucio´n del coste total de la cartera. An˜adimos ahora un
1 al sub´ındice de esta v.a. para indicar que existe un riesgo adicional en algunas
de las parejas en (8.92). En el super´ındice encontramos las hipo´tesis de depen-
dencia asumidas en cada uno de los conjuntos dependientes. E´ste nos indica que
para los dos riesgos en cada una de las parejas de (8.92) seguimos asumiendo las
hipo´tesis B, hipo´tesis en (8.93), mientras que el s´ımbolo ? representa el conjunto
de hipo´tesis realizadas en cada uno de los tr´ıos sobre la relacio´n de dependencia
del riesgo que ha entrado con cada uno de los otros dos.
Observemos que la u´nica diferencia entre las diferentes v.a. S ?,B(1,2) que
podamos encontrar para la cartera, viene por el conjunto de hipo´tesis en ?,
hipo´tesis referidas a la relacio´n de dependencia de X3 con (X9, X17) y X23
con (X30, X31) .Dado que hemos asumido independencia entre los conjuntos
(X3, X9, X17) y (X23, X30, X31), podemos aplicar el resultado del teorema 3.11
(resultado que, recordemos, nos garantiza el mantenimiento de la relacio´n de
orden stop-loss bajo la convolucio´n de riesgos independientes) a las relaciones
en (8.94) y (8.95) para afirmar que
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S ⊥,B(1,2) ≤sl S ?,B(1,2) ≤sl S U,B(1,2), (8.96)
siendo ?una hipo´tesis cualquiera que garantiza PCD en los dos tr´ıos.
Es interesante deducir estas dos distribuciones extremas ya que, a partir de
ellas, sabremos en que´ grado pueden llegar a afectar las dependencias trivariantes
sobre el riesgo total de la cartera y podremos decidir si merece la pena tenerlas
en cuenta.
Lo´gicamente
S ⊥,B(1,2) = S
B
(2),
puesto que en S B(2) la hipo´tesis considerada para los riesgos X9 y X23 es la de
independencia.
As´ı, bajo las hipo´tesis ahora definidas, la v.a. SB(2), v.a. cuya distribucio´n
tenemos en (7.21), acota por debajo el riesgo de la cartera. En consecuencia,
sus primas stop-loss asociadas, son las menores que pueden encontrarse. E´stas
son las dadas en (7.22).
Para llegar a la distribucio´n de la v.a. con ma´s riesgo, S U,B(1,2), necesitaremos
obtener antes las distribuciones de probabilidad de XU3 +(X9 +X17)
U y XU23+
(X30 +X31)
U
. Llegaremos a estas distribuciones a partir de las distribuciones
bivariantes de
(
XU3 , (X9 +X17)
U
)
y
(
XU23, (X30 +X31)
U
)
. E´stas no presentan
ningu´n problema en su obtencio´n, puesto que, como sabemos, bajo la hipo´tesis
de comonoton´ıa se cumple
FXU
i
,XU
j
(x, y) = min
{
FXi (x) , FXj (y)
}
, ∀x, y ≥ 0,
siendo FXi , FXj las respectivas funciones de distribucio´n acumulativas.
Las respectivas funciones de densidad de probabilidad de X30+X31 y X9+
X17 son las halladas en las pa´g. 205 y 212. A partir de e´stas es inmediato
obtener sus correspondientes funciones de distribucio´n acumulativas,
s Pr (X9 +X17 ≤ s)
0 0.92245
2 0.95
3 0.98755
5 1
s Pr (X30 +X31 ≤ s)
0 0.94
9 1
8.3. Aplicaciones 285
Las funciones de distribucio´n acumulativas de los riesgos X3 y X23 son:
s Pr (X3 ≤ s)
0 0.97
2 1
s Pr (X23 ≤ s)
0 0.95
5 1
As´ı, la funcio´n de distribucio´n acumulativa de
(
XU3 , (X9 +X17)
U
)
es
Pr
(
XU3 ≤ x, (X9 +X17)U ≤ y
)
0 ≤ x < 2, 0 ≤ y < 2 min {0.97, 0.92245} = 0.92245
x ≥ 2, 0 ≤ y < 2 min {1, 0.92245} = 0.92245
0 ≤ x < 2, 2 ≤ y < 3 min {0.97, 0.95} = 0.95
x ≥ 2, 2 ≤ y < 3 min {1, 0.95} = 0.95
0 ≤ x < 2, 3 ≤ y < 5 min {0.97, 0.98755} = 0.97
0 ≤ x < 2, y ≥ 5 min {0.97, 1} = 0.97
x ≥ 2, 3 ≤ y < 5 min {1, 0.98755} = 0.98755
x ≥ 2, y ≥ 5 1
Desacumulando esta funcio´n de distribucio´n, llegamos a la funcio´n de densidad
de probabilidad para estos riesgos,
(x, y) Pr
(
XU3 = x, (X9 +X17)
U = y
)
(0, 0) 0.92245
(2, 0) 0
(0, 2) 0.02755
(2, 2) 0
(0, 3) 0.02
(0, 5) 0
(2, 3) 0.01755
(2, 5) 0.01245
(8.97)
Igualmente, la funcio´n de distribucio´n acumulativa de
(
XU23, (X30 +X31)
U
)
es
Pr
(
XU23 ≤ x, (X30 +X31)U ≤ y
)
0 ≤ x < 5, 0 ≤ y < 9 min {0.95, 0.94} = 0.94
x ≥ 5, 0 ≤ y < 9 min {1, 0.94} = 0.94
0 ≤ x < 5, y ≥ 9 min {0.95, 1} = 0.95
x ≥ 5, y ≥ 9 1
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funcio´n, que desacumulada da lugar a la funcio´n de densidad de probabilidad
(x, y) Pr
(
XU23 = x, (X30 +X31)
U = y
)
(0, 0) 0.94
(5, 0) 0
(0, 9) 0.01
(5, 9) 0.05
(8.98)
A partir de (8.97) y (8.98) es inmediato llegar a la distribucio´n de probabi-
lidad de XU3 + (X9 +X17)
U y XU23 + (X30 +X31)
U
. E´stas son:
s Pr
(
XU3 + (X9 +X17)
U = s
)
0 0.92245
2 0.02755
3 0.02
5 0.01755
7 0.01245
s Pr
(
XU23 + (X30 +X31)
U = s
)
0 0.94
9 0.01
14 0.05
Ya estamos en condiciones de llegar a la distribucio´n de probabilidad de
SU,B(1,2). E´sta se obtiene de convolucionar las dos distribuciones de suma que
acabamos de obtener, con las que hab´ıan resultado paraX1+X2, X6+X25, X7+
X21, X13+X29 bajo las hipo´tesis en B, ver pa´g. 205 y 212, y la que resulta a par-
tir de la recurrencia de De Pril (1986) para la suma de los riesgos independientes
que han quedado en la cartera,
Capital asegurado
Prob. siniestro
0.03
0.04
0.05
0.06
1 2 3 4 5
- 2 - 1 -
- - 2 1 1
- 2 3 1 1
- 1 2 - -
(8.99)
La convolucio´n se realiza en el programa C1. “Cartera de Gerber con una
estructura de dependencia bivariante y trivariante. Hipo´tesis U,B” (ape´ndice
A). La distribucio´n resultante es
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s fS U,B(1,2)
(s) = Pr
(
S U,B(1,2) = s
)
FS U,B(1,2)
(s) = Pr
(
S U,B(1,2) ≤ s
)
0 0.301164075171418 0.301164075171418
1 0 0.301164075171418
2 0.101726885842075 0.402890961013493
3 0.121746715979034 0.524637676992527
4 0.089340772141720 0.613978449134247
5 0.080489546573530 0.694467995707777
6 0.047893414726494 0.742361410434271
7 0.053062710890387 0.795424121324658
8 0.044800644993887 0.840224766318545
9 0.028850621938837 0.869075388257382
10 0.021290738487806 0.890366126745188
12 0.012782135461325 0.921019696658444
14 0.022086873710676 0.952292843215466
16 0.008571152067255 0.965329415300954
18 0.006119777697262 0.980037859697947
20 0.003176074124272 0.988418751914737
24 0.001235621717464 0.997030025973344
28 0.000291373954871 0.999388494785538
32 0.000059931861064 0.999900354908160
(8.100)
siendo sus primas stop-loss asociadas:
d E
(
S U,B(1,2) − d
)
+
0 4.49
2 3.092328150342830
4 2.019856788348850
6 1.328303233190870
8 0.866088764949803
10 0.575388919525730
12 0.373992607468036
14 0.225218273631274
16 0.134269380080436
18 0.073516877382076
(8.101)
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Entre estas primas y las correspondientes a S B(2) -dadas en (7.22)- encon-
traremos las asociadas a la v.a. coste total que resulte bajo cualquier hipo´tesis
sobre el grado de dependencia entre los riesgos de los diferentes conjuntos de-
pendientes. Comparando estas primas stop-loss vemos que, bajo cualquier nivel
de retencio´n, queda un amplio rango de valores entre ellas, sobre todo si tenemos
en cuenta que e´stas esta´n calculadas para capitales unitarios. As´ı, es interesante
analizar relaciones intermedias de dependencia en los conjuntos (X3, X9, X17) y
(X23, X30, X31) para tratar de acotar ma´s el riesgo de nuestra cartera.
Independientemente de cua´l sea el grado exacto de dependencia entre los
riesgos de estos conjuntos, sabemos que cada uno de ellos presenta una relacio´n
de PCD. As´ı, debemos estimar, en cada conjunto, valores compatibles para los
para´metros s1, s2, s3 y t definidos en la seccio´n anterior. Los para´metros s1, s2
y s3 nos dan el tanto por uno que relaciona la correlacio´n en cada una de las
tres parejas involucradas con la que les corresponder´ıa en caso de comonoton´ıa.
Utilizaremos el para´metro s1 para referirnos al primer y segundo riesgo en cada
conjunto, s2 se referira´ al segundo y tercero y s3 al primero y tercero. Del
conjunto de hipo´tesis B, ver (8.93), sabemos el valor del coeficiente s2 en cada
uno de los conjuntos. De los riesgos del conjunto (X3, X9, X17) , sabemos
ϕX9,X17 = 0.275ϕXU9 ,XU17 ,
as´ı s2 = 0.275 en este conjunto.
Igualmente, para los riesgos en (X23, X30, X31) , sabemos
ϕX30,X31 = ϕXU30,XU31 ,
de donde s2 = 1 en este conjunto.
Analicemos los valores del resto de para´metros en cada uno de estos conjun-
tos. Los ca´lculos referidos a los riesgos en (X3, X9, X17) se realizan dentro del
programa C2. “Dependencia trivariante positiva en (X3, X9, X17). Hipo´tesis
C”, mientras que para los ca´lculos referidos a los riesgos en (X23, X30, X31) se
utiliza el programa C3. “Dependencia trivariante positiva en (X23, X30, X31).
Hipo´tesis C”. Ambos se encuentran en el ape´ndice A de este trabajo.
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En (X3, X9, X17) hab´ıamos mencionado la posibilidad de que el riesgo X3
que acabamos de an˜adir se tratara del hijo de la pareja (X9, X17) . Es de esperar
entonces que s1 y s3 resulten ser menores a s2. Adema´s, en general, podemos
prever un mayor grado de dependencia entre la madre y el hijo que entre el
padre y el hijo. Si X9 es la madre, supongamos que hemos estimado
ϕX3,X9 = 0.15ϕXU3 ,XU9 , (8.102)
es decir s1 = 0.15. Recordemos que antes de fijar el valor de s3 debemos ver si las
relaciones dos a dos ya definidas reducen su intervalo de posibles valores. Con los
valores de s1 y s2 definidos, smin3 = 0 y s
max
3 = 1 (ver programa referido). As´ı,
no existen restricciones para el valor de este para´metro en [0, 1] . Supongamos
que hemos estimado s3 = 0.1,
ϕX3,X17 = 0.1ϕXU3 ,XU17. (8.103)
Nos queda por elegir t1, t2 o´ t3 y estimar el valor de t en [0, 1] que lo define.
Se trata, por tanto, de escoger una de las parejas y medir el efecto que el riesgo
fuera de ella an˜ade a la probabilidad conjunta de muerte de los tres por su no
independencia con los riesgos en la pareja. Supongamos que el riesgo elegido es
X3. En este caso resulta
p111 = p.11.p1.. + t1 (4p11. +4p1.1) = 0.0003735 + t1 (0.00717)
con
t1 = tmin1 + t
(
tmax1 − tmin1
)
= 0.55460251 t
Hemos visto que, independientemente de la ti elegida, la estimacio´n del
valor de t depende del incremento que creamos conveniente an˜adir en la proba-
bilidad conjunta de muerte de los tres asegurados una vez hemos incorporado
el incremento mı´nimo que las relaciones dos a dos definidas determinan. Ob-
servemos que, en este caso particular, del bajo grado de dependencia de X3 con
X9 y X17 ha resultado tmin1 = 0. As´ı, si estima´ramos t = 0 estar´ıamos con-
siderando a X3 como independiente de (X9, X17) en el ca´lculo de p111. De esta
manera, la correlacio´n positiva detectada entre el hijo y cada uno de sus padres
no incrementar´ıa la probabilidad de muerte conjunta de los tres en el per´ıodo
considerado. Esta hipo´tesis, aunque teo´ricamente correcta, no nos parece muy
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realista. Si incorporamos esta correlacio´n para reflejar el incremento que la
probabilidad conjunta de muerte de hijo/padre e hijo/madre ha sufrido respecto
al caso independiente, parece lo´gico considerar una parte de este incremento en
la probabilidad de muerte de los tres.
Supongamos que estimamos
t = 0.5, (8.104)
es decir, estamos incorporando la mitad del efecto que podemos o no an˜adir a
p111 con las relaciones dos a dos definidas.
Bajo estas hipo´tesis, la distribucio´n de probabilidad trivariante de (X3, X9,
X17) , as´ı como la del riesgo que de este tr´ıo se deriva, X3 + X9 + X17, se
deducen en el programa informa´tico referido a este conjunto, ver ape´ndice A.
La distribucio´n de la suma de estos tres riesgos es
s Pr (X3 +X9 +X17 = s)
0 0.89995825
2 0.0468835
3 0.03556175
4 0.00315825
5 0.0120765
7 0.00236175
(8.105)
Para llegar a la distribucio´n del coste total de la cartera, nos queda por
analizar la siniestralidad total que se deriva del conjunto (X23, X30, X31) . En
este conjunto hemos detectado que X30 y X31 es un mismo asegurado con dos
po´lizas en la cartera, s2 = 1, mientras que X23 es el co´nyuge de este asegurado.
Bajo estas hipo´tesis es claro que los valores estimados para s1 y s3 deben coin-
cidir. En cuanto a este valor, podemos utilizar el mismo grado de dependencia
estimado para el matrimonio (X9, X17). As´ı,
ϕX23,X30 = 0.275ϕXU23,XU30 ,
ϕX23,X31 = 0.275ϕXU23,XU31 ,
(8.106)
es decir, s1 = s3 = 0.275. Sen˜alar que una vez estimado s1 = 0.275, el intervalo
en que puede tomar valor s3 queda reducido a un u´nico punto, smin3 = s
max
3 =
0.275, (ver programa referido).
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Intuitivamente ya podemos prever que, en este caso, las relaciones dos a dos
definidas determinan una u´nica posibilidad para la distribucio´n trivariante de
los riesgos definidos. Por ser X30 y X31 un duplicado, u´nicamente existen dos
asegurados en este conjunto y, por tanto, la u´nica posibilidad para determinar
la probabilidad de que la muerte de los tres se produzca dentro del per´ıodo
considerado, es
p111 = p11. = p1.1 = 0.015925
Observemos que en nuestro modelo e´ste es el u´nico valor posible de p111,
independientemente de la ti elegida.
A partir de t1 encontramos
p111 = p.11.p1.. + t1 (4p11. +4p1.1) = 0.003 + t1 (0.02585)
con
t1 = tmin1 + t
(
tmax1 − tmin1
)
= 0.5 + t (0.5− 0.5) = 0.5.
As´ı
p111 = 0.003 + 0.5 (0.02585) = 0.015925.
En cuanto a t2 y t3 son, en este caso, el mismo para´metro por ser X30 y X31
un duplicado. Bajo las hipo´tesis establecidas resulta,
t2 = tmin2 + t
(
tmax2 − tmin2
)
= 0.2159322,
t3 = t2.
As´ı
p111 = p1.1p.1. + t2 (4p11. +4p.11)
= p11.p..1 + t3 (4p1.1 +4p.11)
= 0.0009555 + 0.2159322 (0.069325) = 0.015925.
Observar que, en este caso particular, ∀i ∈ {1, 2, 3} , tmini = tmaxi . Esta
igualdad indica que las relaciones dos a dos definen totalmente la relacio´n de
dependencia en el conjunto y, por tanto, no es ahora necesaria la hipo´tesis
292 Cap´ıtulo 8. Hipo´tesis de dependencia trivariante positiva
adicional sobre el valor de t para explicar el comportamiento conjunto de los
tres riesgos.
Bajo las hipo´tesis s1 = s3 = 0.275 y s2 = 1, la distribucio´n de probabilidad
trivariante de (X23, X30, X31) , as´ı como la del riesgo que de este tr´ıo se deriva,
X23+X30+X31, se deducen en el programa informa´tico referido a este conjunto,
ver ape´ndice A. La distribucio´n de la suma de estos tres riesgos es
s Pr (X23 +X30 +X31 = s)
0 0.905925
5 0.034075
9 0.044075
14 0.015925
(8.107)
Ya estamos en condiciones de llegar a la distribucio´n del coste total de la
cartera, v.a. a la que bajo las hipo´tesis aqu´ı realizadas sobre el grado de de-
pendencia en las parejas y los tr´ıos no independientes representamos por S C,B(1,2),
siendo C el conjunto de hipo´tesis en (8.102), (8.103), (8.104) y (8.106). Su dis-
tribucio´n de probabilidad se obtiene de convolucionar las distribuciones de la
suma que han resultado para los dos tr´ıos, dadas en (8.105), (8.107), las cuatro
parejas, dadas en las pa´g. 205, 212 y la que resulta de los riesgos independientes
que han quedado en la cartera, ver (8.99), a partir de la recurrencia de De Pril
(1986). Esta convolucio´n se realiza en el programa C4. “Cartera de Gerber con
una estructura de dependencia bivariante y trivariante. Hipo´tesis C,B”. La
distribucio´n resultante es:
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s fS C,B(1,2)
= Pr
(
S C,B(1,2) = s
)
FS C,B(1,2)
= Pr
(
S C,B(1,2) ≤ s
)
0 0.283169897441244 0.283169897441244
1 0 0.283169897441244
2 0.101943436794758 0.385113334236002
3 0.119522411023009 0.504635745259011
4 0.086934698752062 0.591570444011073
5 0.088706896288980 0.680277340300053
6 0.049079200968638 0.729356541268692
7 0.053439564152393 0.782796105421084
8 0.048354727413150 0.831150832834234
9 0.041607986912228 0.872758819746462
10 0.023110920288185 0.895869740034647
12 0.018360808435181 0.936951453170618
14 0.014509436758502 0.965055768863671
16 0.007173641366998 0.978922602795263
18 0.003970123824895 0.988994064278192
20 0.002154780113770 0.994291714993386
24 0.000599538903031 0.998729135721761
28 0.000122358607733 0.999769534722508
32 0.000021648108709 0.999966191630354
(8.108)
siendo sus primas stop-loss asociadas
d E
(
S C,B(1,2) − d
)
+
0 4.49
2 3.056339794882480
4 1.946088874377490
6 1.217936658688620
8 0.730089305378399
10 0.433998957959096
12 0.248459342729180
14 0.135957128004964
16 0.072761858296902
18 0.036708401545463
(8.109)
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Es inmediato comprobar que las primas stop-loss aqu´ı presentadas esta´n
acotadas por debajo por las dadas en (7.22) y por encima por las de (8.101).
As´ı,
S ⊥,B(1,2) ≤sl S C,B(1,2) ≤sl S U,B(1,2).
Remarcar que estas cotas quedan en cualquier caso garantizadas por (8.96),
puesto que el conjunto de hipo´tesis an˜adidas (hipo´tesis en C) aseguran PCD
entre los riesgos que componen cada uno de los dos tr´ıos.
Queremos, por u´ltimo, reconsiderar las hipo´tesis en C referidas al grado de
dependencia de X3 y X23 con cada uno de los riesgos en (X9, X17) y (X30, X31).
Supongamos que, en cada uno de los dos tr´ıos, creemos haber podido infraval-
orar los coeficientes s1 y s3 que definen este grado de dependencia positiva. Si
as´ı es, resulta conveniente incrementarlos en una pequen˜a cuant´ıa puesto que,
como hemos visto, de su valor depende tambie´n el riesgo de la cartera. Los
ca´lculos de las hipo´tesis que siguen se realizan en los programas C5. “Depen-
dencia trivariante positiva en (X3, X9, X17). Hipo´tesis D” y C6. “Dependencia
trivariante positiva en (X23, X30, X31). Hipo´tesis D”, ver ape´ndice A.
En el conjunto (X3, X9, X17) hab´ıamos estimado s1 = 0.15 y s3 = 0.1.
E´stos definen el grado de correlacio´n entre hijo/madre, (X3, X9) , e hijo/padre,
(X3, X17). Tras el ana´lisis realizado, supongamos que intuimos que ambos
podr´ıan estar infravalorados, aunque percibimos una infravaloracio´n menor en
la estimacio´n de la correlacio´n hijo/madre que en la referida a la correlacio´n
hijo/padre. Si as´ı es, podemos considerar suficiente un incremento de, por ejem-
plo, el 5% en s1 y del 10% en s3, para garantizar que las correlaciones reales no
queden en ningu´n caso infravaloradas. Estimamos, por tanto,
ϕX3,X9 = 0.1575ϕXU3 ,XU9 , (8.110)
ϕX3,X17 = 0.11ϕXU3 ,XU17 , (8.111)
Indicar que estos valores de s1 y s3 son compatibles con s2 = 0.275 (ver pro-
grama referido).
Respecto al para´metro t, seguimos con la estimacio´n dada en (8.104),
t = 0.5,
puesto que u´nicamente ha variado nuestra percepcio´n sobre el grado de depen-
dencia de un riesgo con cada uno de los otros dos, pero no en lo que se refiere
al comportamiento conjunto de los tres.
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Con estas nuevas hipo´tesis, el riesgo que se deriva del conjunto (X3, X9, X17)
es
s Pr (X3 +X9 +X17 = s)
0 0.90031675
2 0.0464515
3 0.03541925
4 0.00323175
5 0.0120765
7 0.00250425
(8.112)
En el conjunto (X23, X30, X31) , una vez detectado a X30, X31 como un du-
plicado quedaba por determinar el grado de correlacio´n de este asegurado con
su co´nyuge, X23. En una primera estimacio´n hemos considerado que e´ste se
pod´ıa definir a trave´s del mismo para´metro utilizado para medir el grado de
correlacio´n entre los co´nyuges (X9, X17) . As´ı estima´bamos s1 = s3 = 0.275. Si
e´ste era suficiente para creer que no se infravaloraba la correlacio´n entre X9 y
X17, en principio podemos suponer que tampoco infravalorara´ la existente entre
X23 y X30. Sin embargo, debemos ser conscientes de que una pequen˜a infrava-
loracio´n podr´ıa producirse y, en caso de que as´ı fuera, ser´ıa mayor para la pareja
(X23, X30) que para (X9, X17), puesto que de (4.22) se deduce
ϕXU9 ,XU17 = 0.889756521,
ϕXU23,XU30 = ϕXU23,XU31 = 0.908053634.
As´ı, puede ser conveniente sobrevalorar un poco ma´s la estimacio´n del para´me-
tro s que define la correlacio´n entre X23 y X30. Supongamos que la incremen-
tamos en un 5%, es decir,
s1 = s3 = 0.28875. (8.113)
Estas dos nuevas hipo´tesis, junto con s2 = 1, determinan como u´nico valor
posible para p111,
p111 = p11. = p1.1 = 0.01657125.
Nuevamente las relaciones dos a dos, definen totalmente la relacio´n entre
los tres y no son necesarias hipo´tesis adicionales sobre el para´metro t. En el
programa referido a estos tres riesgos, puede comprobarse que tambie´n ahora,
∀i ∈ {1, 2, 3} , tmini = tmaxi .
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El riesgo que se deriva de (X23, X30, X31) bajo estas nuevas hipo´tesis, viene
dado por
s Pr (X23 +X30 +X31 = s)
0 0.90657125
5 0.03342875
9 0.04342875
14 0.01657125
(8.114)
Los resultados de la seccio´n 8.2.3 nos garantizan que las distribuciones
obtenidas bajo estas nuevas hipo´tesis para X3 +X9 +X17 y X23 +X30 +X31
superan, en orden stop-loss, a las obtenidas bajo el conjunto de hipo´tesis C. Si
llamamos ahora hipo´tesis D al conjunto de hipo´tesis en (8.104), (8.110), (8.111)
y (8.113), es claro que
S C,B(1,2) ≤sl SD,B(1,2) .
As´ı, bajo este nuevo conjunto de hipo´tesis, hemos incrementado un poco ma´s
el riesgo de la cartera y podemos confiar en que la siniestralidad real de la cartera
no supere la que prevemos a trave´s de SD,B(1,2) . Deduzcamos su distribucio´n de
probabilidad.
La distribucio´n de SD,B(1,2) resulta de convolucionar las distribuciones en (8.112)
y (8.114) con las correspondientes a la suma de los riesgos en cada una de las
cuatro parejas, dadas en las pa´g. 205, 212 y con la que resulta para la suma de
los riesgos independientes que han quedado en la cartera, ver (8.99), a partir de
la recurrencia de De Pril (1986). Esta convolucio´n se realiza en el programa C7.
“Cartera de Gerber con una estructura de dependencia bivariante y trivariante.
Hipo´tesis D,B”. La distribucio´n obtenida es:
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s fSD,B(1,2)
(s) = Pr
(
SD,B(1,2) = s
)
FSD,B(1,2)
(s) = Pr
(
SD,B(1,2) ≤ s
)
0 0.283484781023292 0.283484781023292
1 0 0.283484781023292
2 0.101914891996333 0.385399673019625
3 0.119605989569808 0.505005662589433
4 0.087010422198351 0.592016084787784
5 0.088524861445108 0.680540946232892
6 0.049081117201616 0.729622063434508
7 0.053424240030036 0.783046303464544
8 0.048292609208513 0.831338912673056
9 0.041368310052510 0.872707222725566
10 0.023070283215321 0.895777505940887
12 0.018254915234613 0.936656889668044
14 0.014644976665431 0.964811117879259
16 0.007202755283271 0.978662580491580
18 0.004011453236597 0.988824109073209
20 0.002176695691507 0.994182377260842
24 0.000611391251188 0.998698158236215
28 0.000125429264675 0.999762887027415
32 0.000022302182753 0.999965093512111
(8.115)
siendo sus primas stop-loss
d E
(
SD,B(1,2) − d
)
+
0 4.49
2 3.056969562046580
4 1.947374897655640
6 1.219931928676310
8 0.732600295575367
10 0.436646430973989
12 0.250825911348304
14 0.137648942230179
16 0.073919885317741
18 0.037395121645936
(8.116)
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Queremos concluir destacando los principales resultados obtenidos dentro
de este apartado para la cartera de Gerber. E´stos esta´n totalmente ligados
a los obtenidos en el apartado 7.3.2 del cap´ıtulo anterior, donde u´nicamente
consideramos dependencias bivariantes. Entonces, analizamos la relacio´n de
dependencia entre los riesgos de seis parejas que identificamos como no inde-
pendientes. Incrementamos el grado de correlacio´n entre los componentes de
cada una de las parejas hasta garantizar la consideracio´n del riesgo real de la
cartera.
En este apartado, hemos incluido un tercer riesgo en dos de las seis parejas
y, e´stas se han convertido ahora en dos tr´ıos, en los que, suponemos, hemos
podido probar una relacio´n de PCD. En cada tr´ıo, la dependencia positiva del
riesgo an˜adido con cada uno de los dos que formaban la pareja inicial, hace
que las hipo´tesis anteriores no sean ahora suficientes. De hecho e´stas, al asumir
independencia respecto a e´ste, acotan ahora inferiormente el riesgo del total de
la cartera. La cota superior se obtiene realizando, en cada conjunto, la hipo´tesis
de comonoton´ıa entre el riesgo que ha entrado y el que resulta de la pareja
ya existente (dado a trave´s de su suma). Bajo estas hipo´tesis, llegamos a la
v.a. coste total con mayor riesgo que puede encontrarse para la cartera, si la
estructura de dependencia es la definida. Su distribucio´n de probabilidad es
la dada en (8.100). Entre e´sta y la dada en (7.21), se encuentra, en te´rminos
de riesgo, nuestra cartera. As´ı, las primas stop-loss reales, quedara´n entre las
asociadas a cada una de estas dos distribuciones, es decir, entre las de (7.22) y
las de (8.101).
Si las u´nicas dependencias trivariantes en la cartera fueran las descritas,
podr´ıa no resultar exagerado asumir la hipo´tesis de comonoton´ıa propuesta y
quedarnos con la v.a. coste total que acota superiormente el riesgo de la cartera.
No obstante, en la realidad, si nos preocupamos de analizar dependencias triva-
riantes, sera´ porque´ hemos detectado ma´s de dos. El grado de dependencia
entre los riesgos de los tr´ıos dependientes sera´ seguramente pequen˜o pero no
lo suficiente como para despreciar el ana´lisis. En estos casos, esta hipo´tesis de
comonoton´ıa resultara´ incluso ma´s irreal que asumir la de independencia. Por
ello, resulta interesante el ana´lisis de relaciones de dependencia intermedias.
Sabemos que la percepcio´n del riesgo que tengamos de cada uno de los tr´ıos no
independientes, depende u´nicamente del tanto por uno que define la correlacio´n
en cada una de las tres parejas: si, i = 1, 2, 3. Por ello, el esfuerzo del ana´lisis
debe centrarse en la estimacio´n de estos para´metros para garantizar que las
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correlaciones finalmente estimadas en ningu´n caso infravaloren las reales.
En nuestro caso, ten´ıamos del cap´ıtulo anterior, una estimacio´n suficiente-
mente alta para el para´metro s2 que define la correlacio´n entre los riesgos que
formaban antes una pareja y ahora han quedado incluidos en cada uno de los dos
tr´ıos. Si nos quedamos con este valor, nos quedan por estimar los para´metros
s1 y s3 que, en cada conjunto, definira´n la correlacio´n del riesgo an˜adido con
cada uno de estos dos. Damos una estimacio´n inicial para estos para´metros en
(8.102), (8.103) y (8.106). La distribucio´n resultante para la v.a. coste total de
la cartera es la presentada en (8.108). Sus primas stop-loss asociadas, dadas en
(8.109), quedan entre las de (7.22) y las de (8.101).
Puede ser que existan dudas sobre si hemos considerado suficientemente
altos estos dos nuevos coeficientes definidos como para garantizar que en ningu´n
caso se infravalore el riesgo real de la cartera. Si es as´ı, podemos como en
(8.110), (8.111) y (8.113), incrementarlos en un determinado %. La v.a. coste
total que resulta tras el incremento es la dada en (8.115) y sus respectivas
primas stop-loss las de (8.116). Es inmediato comprobar que al incrementar
las respectivas correlaciones, incrementan las primas stop-loss, ver (8.109) y
(8.116). As´ı, podremos llegar a asegurar una v.a. coste total que en ningu´n
caso infravalore el riesgo real de la cartera. Obviamente este objetivo debe ser
compatible con el de llegar a unos resultados lo ma´s exactos posibles. En este
sentido, y en los casos en que sea necesario, debemos lograr adema´s la estimacio´n
de un para´metro t que no nos aleje demasiado de la realidad que percibimos para
cada tr´ıo.
Sen˜alar, finalmente, que el ana´lisis hasta aqu´ı realizado podr´ıa reproducirse
fa´cilmente a cualquier cartera. Indicar que, en ella, para las dependencias
trivariantes de signo positivo, pueden aprovecharse los resultados teo´ricos de-
ducidos en la primera parte de este cap´ıtulo. De esta manera podemos afrontar
directamente el estudio de la dependencia en el conjunto, sin previamente ocu-
parnos de analizar u´nicamente una de las tres dependencias bivariantes que en
e´l aparecen.
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Cap´ıtulo 9
Conclusiones
El objetivo de este u´ltimo cap´ıtulo es exponer las conclusiones a las que hemos
llegado tras la realizacio´n de esta tesis doctoral. En primer lugar, y tras re-
visar el marco en que hemos trabajado, presentamos las conclusiones referidas
al tratamiento separado de un grupo de riesgos individuales procedentes de una
cartera cualquiera que presenten una estructura de dependencia positiva sufi-
cientemente fuerte como para garantizar que su riesgo global es superior al que
les corresponder´ıa en caso de independencia. En segundo lugar, y para la se-
gunda parte de este trabajo, enumeramos las conclusiones relativas al efecto
que supone introducir algunas de estas formas de dependencia sobre el riesgo
de una cartera de seguros de vida. Por u´ltimo, respecto a las posibles l´ıneas a
seguir, y en lo que se refiere a la influencia de dependencias de signo positivo
en el riesgo de este tipo de carteras, indicamos los puntos que, a nuestro en-
tender, no han quedado aqu´ı suficientemente desarrollados y que, sin embargo,
ser´ıa conveniente tratar. A su vez, indicamos otros posibles enfoques referidos
al tratamiento de dependencias entre riesgos en el contexto actuarial.
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9.1 Marco de trabajo
Esta tesis doctoral se ha desarrollado dentro del contexto de la teor´ıa de orde-
nacio´n de riesgos. E´sta se dedica a buscar relaciones de orden equivalentes a
las que resultan de la teor´ıa de la utilidad y de la teor´ıa dual de Yaari, pero
definidas a partir de las funciones de distribucio´n de los riesgos.
En el cap´ıtulo 2, hemos revisado la ordenacio´n que resulta de dos riesgos X
e Y cualesquiera bajo la teor´ıa de la utilidad, as´ı como en el marco de la teor´ıa
dual de Yaari. En ambos casos, el riesgo X sera´ preferido al riesgo Y , si, y so´lo
si, la pe´rdida que ocasione la realizacio´n de X es inferior a la que ocasione la
realizacio´n de Y. En el caso de la teor´ıa de la utilidad, esta pe´rdida se traduce
en una disminucio´n de la riqueza del decisor valorada a trave´s de la esperanza
de su funcio´n de utilidad. As´ı, X es preferido a Y, si, y so´lo si,
E (u (−X)) ≥ E (u (−Y )) , (9.1)
siendo u una funcio´n de utilidad no decreciente. En el caso de decisores adversos
al riesgo, esta funcio´n de utilidad es co´ncava.
Bajo la teor´ıa dual de Yaari, el equivalente cierto de la pe´rdida ocasionada
por un riesgo X, Hg (−X) , se corresponde con la esperanza matema´tica que
resulta tras aplicar una funcio´n de distorsio´n a su distribucio´n de probabilidad.
As´ı, X es preferido a Y, si, y so´lo si,
Hg (−X) ≥ Hg (−Y ) , (9.2)
siendo g una funcio´n de distorsio´n no decreciente que, en el caso de decisores
adversos al riesgo, es convexa.
Los resultados recogidos en el cap´ıtulo 3, relativos a la teor´ıa de la ordenacio´n
de riesgos, prueban la equivalencia entre el orden stop-loss de dos riesgos y la
ordenacio´n que de los mismos realiza cualquier decisor adverso al riesgo. Este
resultado es va´lido en el marco de la teor´ıa de la utilidad, as´ı como bajo la teor´ıa
dual de Yaari. As´ı, las relaciones en (9.1) y (9.2), cuando u es una funcio´n de
utilidad co´ncava y g una funcio´n de distorsio´n convexa, son ambas equivalentes
a
X ≤sl Y, (9.3)
donde ≤sl indica la relacio´n de orden entre las primas stop-loss correspondientes
a estos dos riesgos,
E (X − d)+ ≤ E (Y − d)+ , ∀d ≥ 0.
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Recordemos, asimismo, que el orden stop-loss se mantiene bajo la con-
volucio´n de riesgos independientes.
9.2 Dependencia positiva. Su influencia en el
riesgo del grupo
Dentro de este apartado queremos revisar los principales resultados relacionados
con el impacto que determinadas formas de dependencia positiva provocan sobre
la siniestralidad del grupo de riesgos individuales en que se producen. Como
ya adelanta´bamos en la introduccio´n, se trata de evitar que la siniestralidad en
estos grupos quede infravalorada por la hipo´tesis de independencia y que, por
consiguiente, se traslade esta infravaloracio´n a la cartera de la que forman parte.
En base a este objetivo, nos hemos centrado en la identificacio´n y tratamiento
de aquellas relaciones de dependencia positiva que incrementan el riesgo global
del grupo con respecto al caso independiente. Este ana´lisis se ha realizado dife-
renciando segu´n el grupo este´ formado por dos o ma´s riesgos. El caso bivariante
es el tratado en el cap´ıtulo 4. Recordemos sus principales resultados.
9.2.1 Parejas de riesgos con dependencia positiva
Para tratar este caso, hemos recogido, en primer lugar, algunos conceptos es-
tad´ısticos de dependencia bivariante positiva. Por su importancia, cabe destacar
al ma´s fuerte de todos ellos. Hablamos del concepto de comonoton´ıa entre
dos riesgos tratado en el apartado 4.2.5. Adema´s de e´sta, hemos considerado
relaciones de dependencia positiva menos extremas, como la dependencia es-
toca´stica creciente, la asociacio´n, la dependencia cuadra´tica positiva o, simple-
mente, la positividad de la covarianza de los dos riesgos implicados. Se trata,
a continuacio´n, de identificar cua´les de estas relaciones provocan un incremento
del riesgo de la pareja con respecto al caso independiente. El resultado sera´
diferente segu´n la pareja este´ formada por riesgos individuales con distribucio´n
dicoto´mica, o bien por riesgos con cualquier otra forma en sus distribuciones
marginales.
Parejas de riesgos con distribucio´n dicoto´mica
En el caso de una pareja de riesgos, (X1, X2) , cuyas respectivas distribuciones de
probabilidad sean dicoto´micas (riesgos procedentes, por ejemplo, de una cartera
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de seguros de vida), Xi (i = 1, 2) tiene una distribucio´n de probabilidad definida
en 0 y αi > 0 por
Pr (Xi = 0) = pi y Pr (Xi = αi) = 1− pi, 0 < pi < 1. (9.4)
Fijadas las dos distribuciones marginales, la relacio´n de dependencia que
exista entre X1 y X2 determinara´ la forma de la distribucio´n bivariante de
probabilidad que mide el comportamiento conjunto de estos dos riesgos. Hemos
simbolizado por R2 (p1, p2;α1, α2) a la clase de todos los pares de riesgos cuyas
distribuciones marginales vienen dadas por (9.4). Con ello nos referimos siempre
a la pareja objeto de ana´lisis y u´nicamente estamos considerando todas sus
posibles relaciones de dependencia. De esta manera, el problema se reduce
a determinar en la clase R2 (p1, p2;α1, α2) , la subclase de parejas de riesgos
con mayor riesgo global que el correspondiente en caso de independencia de
sus componentes. El riesgo de cualesquiera (X1, X2) ∈ R2 (p1, p2;α1, α2) viene
dado por la v.a. suma que determina el coste total de los siniestros que de la
pareja se derivan,
X1 +X2.
Si
(
X⊥1 , X
⊥
2
)
es la pareja mutuamente independiente de R2 (p1, p2;α1, α2) ,
podemos por (9.3) garantizar un mayor riesgo de (X1, X2) que en el caso inde-
pendiente si
X⊥1 +X
⊥
2 ≤sl X1 +X2. (9.5)
En este caso particular, hemos encontrado que basta con probar la no negativi-
dad de la covarianza entre X1 y X2 para garantizar el cumplimiento de (9.5).
As´ı, reducir la clase R2 (p1, p2;α1, α2) a la subclase de parejas con covarianza
mayor o igual que cero, subclase que hemos simbolizado por R2,+ (p1, p2;α1, α2) ,
implica considerar u´nicamente aquellas relaciones de dependencia que le supon-
dra´n un mayor riesgo global al asegurador que en el caso independiente. Para
una pareja cualquiera en R2,+ (p1, p2;α1, α2) podemos garantizar, adema´s de la
no negatividad de su covarianza, una relacio´n de dependencia cuadra´tica posi-
tiva entre sus componentes, as´ı como una relacio´n de dependencia estoca´stica
creciente y una relacio´n de asociacio´n, puesto que para el caso de riesgos con dis-
tribucio´n dicoto´mica hemos podido probar, en el teorema 4.12, una equivalencia
entre estos cuatro conceptos.
Respecto al orden, en funcio´n de su riesgo global, de los diferentes elementos
incluidos en la clase R2,+ (p1, p2;α1, α2) , se ha probado que e´ste se corresponde
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con el orden de sus respectivas covarianzas. En concreto, para cualesquiera
(X1, X2) , (Y1, Y2) ∈ R2,+ (p1, p2;α1, α2) ,
Cov (X1, X2) ≤ Cov (Y1, Y2)⇔ X1 +X2 ≤sl Y1 + Y2. (9.6)
As´ı, el orden de covarianzas resulta equivalente al orden stop-loss de las res-
pectivas v.a. suma que determinan el riesgo en cada pareja. Puesto que, en
todo caso, se trata de la misma pareja y u´nicamente var´ıa la hipo´tesis relativa
a su grado de dependencia, de (9.6) podemos concluir que cuanto mayor sea
su covarianza mayor peligro representa e´sta para el asegurador. Asimismo este
resultado nos permite afirmar que la relacio´n de dependencia ma´s peligrosa que
puede existir entre dos riesgos es aquella que maximiza su covarianza, siendo
la ma´s segura aquella que la minimice. En el caso que nos ocupa, estos dos
elementos son, respectivamente, la pareja comono´tona e independiente de la
clase R2,+ (p1, p2;α1, α2) .
De este ana´lisis se desprenden las siguientes consideraciones, va´lidas para
una pareja formada por riesgos dicoto´micos, y para la cual hayamos podido
comprobar la positividad de su covarianza.
1. Asumir la tradicional hipo´tesis de independencia entre los riesgos que for-
man la pareja conlleva una infravaloracio´n de su riesgo real.
2. En te´rminos de riesgo, esta pareja se encuentra entre la independencia y la
comonoton´ıa. La hipo´tesis de comonoton´ıa, en ningu´n caso infravalorara´
su riesgo real aunque se trata de una hipo´tesis totalmente irreal que debe-
mos evitar salvo cuando se trate de un duplicado (un mismo asegurado
con dos po´lizas en la cartera).
3. Para este tipo de riesgos, basta con estimar lo ma´s exactamente posible
la covarianza de la pareja para cubrir su riesgo real. Por muy precisa que
sea nuestra estimacio´n, e´sta nunca sera´ exacta, por lo que, parece una
estrategia prudente, tratar de sobrevalorarla en una pequen˜a cuant´ıa.
Generalizacio´n al caso de riesgos con distribucio´n arbitraria
Si la pareja cuya relacio´n de dependencia pretendemos analizar procede de
una cartera formada por riesgos con cualquier otra forma en sus distribuciones
marginales de probabilidad, las conclusiones anteriores pierden su validez. Para
tratar este caso, hemos ampliado la clase anterior a la clase ma´s general de
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todas las parejas con distribuciones marginales de probabilidad dadas por F1
y F2, clase que hemos simbolizado por R2 (F1, F2) , siendo F la funcio´n de dis-
tribucio´n acumulativa de probabilidad. Nuevamente estamos hablando siempre
de la misma pareja y la u´nica diferencia entre los distintos elementos de esta
clase es su relacio´n de dependencia, relacio´n que condiciona la forma de su dis-
tribucio´n bivariante de probabilidad. El contraejemplo presentado en la pa´g. 86
muestra que una pareja incluida en esta clase con covarianza positiva presenta
menos riesgo que su homo´loga independiente. As´ı, en este caso ma´s general,
la positividad en la covarianza no es suficiente para garantizar un mayor riesgo
de la pareja que en el caso independiente y deberemos exigir alguna condicio´n
ma´s fuerte de dependencia positiva entre sus componentes. Concretamente,
sera´ suficiente con probar una relacio´n de dependencia cuadra´tica positiva entre
cualesquiera (X1, X2) ∈ R2 (F1, F2) para asegurar que
X⊥1 +X
⊥
2 ≤sl X1 +X2, (9.7)
siendo ahora
(
X⊥1 , X
⊥
2
)
la pareja independiente de R2 (F1, F2) .
Reducir la clase R2 (F1, F2) a la subclase de parejas de riesgos con dependencia
cuadra´tica positiva, subclase simbolizada por R2,+ (F1, F2) , implica nuevamente
considerar u´nicamente aquellas relaciones de dependencia que le supondra´n un
mayor riesgo global al asegurador que en el caso independiente. Del teorema
4.5, se sigue la inclusio´n en R2,+ (F1, F2) de todas aquellas parejas que presenten
asociacio´n o dependencia estoca´stica creciente entre sus componentes, puesto
que e´stas son relaciones ma´s fuertes que la dependencia cuadra´tica positiva que,
en todo caso, garantizan esta u´ltima.
La ordenacio´n, en funcio´n de su riesgo global, de las diferentes parejas en
la clase R2,+ (F1, F2) coincide con el orden de correlacio´n de las mismas. En
concreto, para cualesquiera (X1, X2) , (Y1, Y2) ∈ R2,+ (F1, F2)
(X1, X2) ≤c (Y1, Y2)⇒ X1 +X2 ≤sl Y1 + Y2, (9.8)
siendo ≤c el orden de correlacio´n entre estos dos pares, orden que se cumple
cuando la relacio´n
Cov (f (X1) , g (X2)) ≤ Cov (f (Y1) , g (Y2)) (9.9)
es va´lida para todas las funciones f y g no decrecientes para las cuales la cova-
rianza exista.
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El orden de correlacio´n entre dos pares de riesgos cualesquiera enR2,+ (F1, F2)
resulta equivalente al orden de sus respectivas distribuciones bivariantes de pro-
babilidad. En particular, la relacio´n en (9.9) es equivalente a
Pr (X1 ≤ x1, X2 ≤ x2) ≤ Pr (Y1 ≤ x1, Y2 ≤ x2) , ∀x1, x2 ≥ 0, (9.10)
desigualdad que a su vez es equivalente a cada uno de los siguientes estamentos
va´lidos para cualesquiera x1, x2 ≥ 0 :
Pr (X1 ≤ x1, X2 > x2) ≥ Pr (Y1 ≤ x1, Y2 > x2) ,
Pr (X1 > x1, X2 ≤ x2) ≥ Pr (Y1 > x1, Y2 ≤ x2) ,
Pr (X1 > x1, X2 > x2) ≤ Pr (Y1 > x1, Y2 > x2) .
La expresio´n en (9.10) o, alternativamente, una cualquiera de las tres defini-
ciones equivalentes que acabamos de recordar, nos permitira´n ordenar los dife-
rentes pares de riesgos en R2,+ (F1, F2) sin necesidad de recurrir a la definicio´n de
orden de correlacio´n, dada en (9.9) que, a efectos pra´cticos, resultar´ıa dif´ıcil de
probar. Observemos que ahora la ordenacio´n depende de la tendencia de los ries-
gos en la pareja a tomar a la vez valores “grandes”/“pequen˜os”. Es de esperar
que cuanto mayor sea esta tendencia, superiores resulten, en todos los pun-
tos, las correspondientes distribuciones bivariantes acumulativas/desacumulati-
vas de probabilidad de la pareja y, por consiguiente, mayor peligro represente
e´sta para el asegurador.
La cota superior de las distribuciones bivariantes de probabilidad acumulati-
vas/desacumulativas, correspondientes a los distintos elementos enR2,+ (F1, F2) ,
es la asociada al par comono´tono de esta clase, siendo la cota inferior, la asociada
al par independiente. As´ı, e´stas son, respectivamente, la relacio´n de dependencia
ma´s peligrosa y ma´s segura que podemos encontrar entre dos riesgos con depen-
dencia cuadra´tica positiva, independientemente de la forma que presenten sus
distribuciones marginales.
Respecto al ana´lisis del riesgo derivado de una pareja cualquiera para la cual
hayamos podido probar una relacio´n de dependencia cuadra´tica positiva entre
sus componentes, concluir realizando las siguientes consideraciones:
1. Asumir la tradicional hipo´tesis de independencia entre los riesgos que for-
man la pareja conlleva una infravaloracio´n de su riesgo real.
2. En te´rminos de riesgo, esta pareja se encuentra entre la independencia y la
comonoton´ıa. La hipo´tesis de comonoton´ıa, en ningu´n caso infravalorara´
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su riesgo real aunque se trata de una hipo´tesis totalmente irreal que debe-
mos evitar salvo cuando se trate de un duplicado (un mismo asegurado
con dos po´lizas en la cartera).
3. Si queremos incorporar el incremento de riesgo de esta pareja debido a la
no independencia de sus componentes, deberemos tratar de aproximar lo
ma´s exactamente posible sus respectivas probabilidades bivariantes asocia-
das. Se trata de garantizar que, en ningu´n caso, la distribucio´n bivariante
acumulativa/desacumulativa de probabilidad que resulte para la pareja
quede por debajo de la real.
9.2.2 Riesgos multivariantes con dependencia positiva
Si queremos ampliar el grupo a ma´s de dos riesgos y analizar el efecto que deter-
minadas formas de dependencia positiva pueden provocar sobre la siniestralidad
del mismo, debemos referirnos a los resultados del cap´ıtulo 5. Paralelamente al
desarrollo del cap´ıtulo anterior, hemos iniciado el ana´lisis recopilando algunos
conceptos de dependencia multivariante positiva de entre los aparecidos en la
literatura estad´ıstica. Todos ellos son generalizaciones multivariantes de algunos
de los conceptos de dependencia bivariante anteriormente tratados. Al igual que
en el caso bivariante, la comonoton´ıa sera´ la relacio´n de dependencia ma´s fuerte
que pueda producirse en el grupo. Si nos ocupamos de relaciones de dependen-
cia ma´s de´biles, encontramos en los conceptos de dependencia positiva de orden,
dependencia cuadra´tica positiva por parejas, dependencia acumulativa positiva
y dependencia cuadra´tica lineal positiva, extensiones multivariantes del con-
cepto de dependencia cuadra´tica positiva entre dos riesgos. Asimismo podemos
ampliar la asociacio´n al caso multivariante, as´ı como generalizar el concepto de
dependencia estoca´stica creciente entre dos riesgos a un conjunto ma´s amplio,
en cuyo caso, hablaremos de riesgos que presentan un crecimiento condicional
en secuencia.
Seguidamente nos hemos ocupado de identificar cuales de estas relaciones son
suficientes para afirmar que el riesgo del grupo es superior al correspondiente
en caso de independencia de todos sus componentes. Las conclusiones a que en
este caso hemos podido llegar son independientes de la forma de las respectivas
distribuciones marginales asociadas a cada uno de los riesgos en el grupo.
En el caso multivariante, hemos extendido la clase R2 (F1, F2) , a la clase
Rm (F1, · · ·, Fm) , m ≥ 2. En ella incluimos todas las posibles relaciones de de-
pendencia que puedan producirse entre m riesgos procedentes de una cartera
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cualquiera. Fijadas las distribuciones marginales de cada uno de los riesgos indi-
viduales, F1, · · ·, Fm, la relacio´n de dependencia existente determinara´ la forma
de la distribucio´n multivariante de probabilidad que mide el comportamiento del
grupo. Entre todas ellas, se trata de identificar aquellas con mayor riesgo asocia-
do que el correspondiente al elemento independiente. El riesgo de cualesquiera
(X1, · · ·, Xm) ∈ Rm (F1, · · ·, Fm) viene dado por su v.a. suma,
X1 + · · ·+Xm.
Si
(
X⊥1 , · · ·, X⊥m
)
es el elemento independiente de la claseRm (F1, · · ·, Fm), pode-
mos por (9.3) garantizar un mayor riesgo de (X1, · · ·, Xm) que en el caso inde-
pendiente si
X⊥1 + · · ·+X⊥m ≤sl X1 + · · ·+Xm. (9.11)
La relacio´n de dependencia mı´nima que garantiza el cumplimiento de (9.11)
es una relacio´n de dependencia acumulativa positiva entre X1, · · ·, Xm. As´ı, re-
ducir la clase Rm (F1, · · ·, Fm) a la subclase de secuencias con dependencia acu-
mulativa positiva, subclase que hemos simbolizado por Rm,+ (F1, · · ·, Fm), im-
plica considerar u´nicamente aquellas relaciones de dependencia que le supondra´n
al asegurador un mayor riesgo global que en el caso independiente. EnRm,+ (F1,
· · ·, Fm) encontramos tambie´n todas aquellas secuencias con crecimiento condi-
cional en secuencia, asociacio´n o dependencia cuadra´tica lineal positiva, puesto
que e´stas son relaciones ma´s fuertes que la dependencia cuadra´tica positiva que,
en todo caso, garantizan esta u´ltima.
Si nos restringimos a un grupo de m (m ≥ 2) riesgos, X1, · · ·, Xm, con dis-
tribuciones dicoto´micas (procedentes, por ejemplo, de una cartera de vida), la
distribucio´n de probabilidad de Xi (i = 1, · · ·,m) queda definida en 0 y αi > 0
por
Pr (Xi = 0) = pi y Pr (Xi = αi) = 1− pi, 0 < pi < 1
Considerando todas sus posibles relaciones de dependencia trabajamos en la
subclase de Rm (F1, · · ·, Fm) simbolizada por Rm (p1, · · ·, pm;α1, · · ·αm) . Cua-
lesquiera (X1, · · ·, Xm) ∈ Rm (p1, · · ·, pm;α1, · · ·αm) con Cov (Xi, Xj) ≥ 0 (∀i, j
= 1, · · ·,m; i 6= j) presentan tambie´n dependencia cuadra´tica positiva por pare-
jas puesto que, en esta clase, estas dos relaciones resultan ser equivalentes. La
dependencia cuadra´tica positiva por parejas es condicio´n necesaria pero no su-
ficiente para probar una relacio´n de dependencia acumulativa positiva. As´ı,
cuando se trate de riesgos con distribucio´n dicoto´mica, la relacio´n mı´nima de
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dependencia que garantiza un mayor riesgo del grupo que en el caso indepen-
diente es igualmente una relacio´n de dependencia acumulativa positiva entre sus
componentes y, para su comprobacio´n, no basta ahora con asegurar la positivi-
dad de sus respectivas covarianzas.
La distribucio´n suma del elemento comono´tono de la clase Rm,+ (F1, · · ·, Fm)
es superior, en orden stop-loss, a la de cualquier otro elemento en la misma. As´ı,
independientemente de la forma de las respectivas distribuciones marginales de
probabilidad, el riesgo de un grupo que presente una relacio´n de dependencia
acumulativa positiva se encuentra entre el que resulta realizando, respectiva-
mente, las hipo´tesis de independencia y comonoton´ıa entre sus componentes.
La ordenacio´n, en funcio´n de su riesgo global, del resto de elementos en
Rm,+ (F1, · · ·, Fm) coincide con el orden supermodular de los mismos. En con-
creto, para cualesquiera (X1, · · ·, Xm) , (Y1, · · ·, Ym) ∈ Rm,+ (F1, · · ·, Fm)
(X1, · · ·, Xm) ≤sm (Y1, · · ·, Ym)⇒ X1 + · · ·+Xm ≤sl Y1 + · · ·+ Ym.
siendo ≤sm el orden supermodular entre estos dos pares, orden que se cumple
cuando
E (φ (X1, · · ·, Xm)) ≤ E (φ (Y1, · · ·, Ym)) (9.12)
para todas las funciones supermodulares φ : Rm+ → R para las cuales la espe-
ranza exista.
La supermodularidad de φ nos indica que las consecuencias de un incremento
en la siniestralidad de uno de los riesgos sobre la siniestralidad del grupo, son
peores cuanto mayor sea la siniestralidad del resto de sus componentes.
Recordemos que el orden supermodular u´nicamente es posible entre vectores
aleatorios con ide´nticas marginales. Si hablamos de secuencias de riesgos con
ide´nticas marginales, estamos ordenando en funcio´n del grado de dependencia
y el orden supermodular entre dos secuencias cualesquiera con esta propiedad
nos indica que el grado de dependencia es superior en aquella que resulte mayor
en orden supermodular. En efecto, X ≤smY, X,Y ∈ Rm (F1, · · ·, Fm) sen˜ala
que, en te´rminos esperados, el incremento en la siniestralidad del grupo provo-
cada por un incremento en la siniestralidad de uno cualquiera de sus riesgos, es
superior en Y que en X, independientemente del comportamiento del resto de
riesgos en el conjunto. Esta propiedad exige que el grado de interdependencia
entre los diferentes riesgos individuales que forman el conjunto sea superior en
Y que en X. Condiciones necesarias para el cumplimiento de X ≤smY son:
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1.
Cov (Xi, Xj) ≤ Cov (Yi, Yj) , ∀i, j = 1, · · ·,m; i 6= j. (9.13)
2.
Pr (X1 ≤ x1, · · ·, Xm ≤ xm) ≤ Pr (Y1 ≤ x1, · · ·, Ym ≤ xm) ,
Pr (X1 > x1, · · ·, Xm > xm) ≤ Pr (Y1 > x1, · · ·, Ym > xm) , ∀x1, · · ·xm ≥ 0.
(9.14)
Desafortunadamente, ninguna de estas condiciones es suficiente para probar la
existencia de orden supermodular.
A diferencia del caso bivariante, las relaciones en (9.13) y (9.14) no son
tampoco suficientes para probar
X1 + · · ·+Xm ≤sl Y1 + · · ·+ Ym
(ver contraejemplo en pa´g. 130).
As´ı, la u´nica posibilidad para la ordenacio´n, en funcio´n de su riesgo global, de
las diferentes secuencias en Rm,+ (F1, · · ·, Fm) , parece estar en la bu´squeda de
relaciones de orden supermodular entre las mismas. El orden supermodular es
un orden sobre el grado de dependencia; sin embargo, medidas cuantitativas de
dependencia fa´cilmente verificables, tales como las definidas en (9.13) y (9.14),
no son suficientes para probar su existencia. Probar la existencia de orden
supermodular a partir de la definicio´n dada en (9.12) resultara´ dif´ıcil en la
mayor´ıa de situaciones pra´cticas, por lo que sus posibilidades de aplicacio´n son,
hoy por hoy, muy limitadas.
Concluir con las siguientes consideraciones, va´lidas para un grupo formado
por m (m ≥ 2) riesgos con una relacio´n de dependencia acumulativa positiva.
1. Asumir la tradicional hipo´tesis de mutua independencia entre los riesgos
individuales en el grupo conlleva una infravaloracio´n de su siniestralidad
conjunta.
2. Este grupo se encuentra, en te´rminos de riesgo, entre la independencia y
la comonoton´ıa, puesto que su distribucio´n suma queda acotada, en orden
stop-loss, entre las distribuciones que resultan de la suma de sus homo´logos
independientes y comono´tonos.
3. Incorporar el incremento de riesgo de este conjunto debido a la no inde-
pendencia de sus componentes pasa por estimar un grado suficiente de
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dependencia entre los mismos como para garantizar que, en ningu´n caso,
su distribucio´n multivariante de probabilidad quede por debajo de la real,
en orden supermodular. La falta de medidas de dependencia fa´cilmente
verificables y, a su vez, suficientes para probar la existencia de orden su-
permodular limitan las posibilidades de este ana´lisis.
9.3 Dependencia positiva. Su influencia en el
riesgo de la cartera
No pod´ıamos dejar los resultados de la primera parte de este trabajo sin plan-
tearnos alguna aplicacio´n pra´ctica de los mismos. En la segunda parte, nos
hemos ocupado de analizar el efecto que provocan algunas de las formas de
dependencia positiva anteriormente tratadas, sobre el riesgo de una cartera de
seguros de vida. El modelo individual de vida presenta dos ventajas ba´sicas que
motivaron su eleccio´n,
1. Por una parte, las relaciones de dependencia positiva que puedan existir
entre diferentes po´lizas en una misma cartera parecen fa´cilmente identifi-
cables,
(a) Pueden existir diferentes po´lizas sobre una misma vida. Esta cir-
cunstancia se dara´, por ejemplo, en carteras que incluyan seguros
de vida ligados a tarjetas de cre´dito. Es frecuente en el momento
de contratar una tarjeta de cre´dito con una entidad bancaria que el
titular obtenga, de forma gratuita, un seguro de vida. Si todas las
po´lizas de una entidad van a parar a una misma cartera, es posible
encontrar en esa cartera varias po´lizas sobre una misma vida cuando
un mismo titular posea ma´s de una tarjeta de cre´dito.
(b) Si existen varios miembros de una misma unidad familiar con po´lizas
en la cartera, debemos prever un cierto grado de dependencia posi-
tiva entre su mortalidad puesto que todos ellos esta´n expuestos, en
mayor o menor grado, a factores de riesgo comunes.
Es habitual encontrar un determinado nu´mero de matrimonios con
po´lizas en una misma cartera. Entre otras razones, esta circunstancia
se sigue de la contratacio´n de un seguro de vida por parte de cada uno
de los co´nyuges en el momento de formalizar un pre´stamo hipotecario.
9.3. Dependencia positiva. El riesgo de la cartera 313
Es frecuente que la contratacio´n se efectu´e con la entidad bancaria
que realiza el pre´stamo y, en general, ambos van a parar a una misma
cartera.
(c) Pueden existir po´lizas asociadas a trabajadores de una misma compa-
n˜´ıa. Segu´n sea la actividad de esta compan˜´ıa es claro que, en de-
terminadas ocasiones, sus respectivas probabilidades de muerte no
pueden ser consideradas independientes puesto que existira´n factores
de riesgo elevados y comunes a todos los trabajadores.
(d) En una cartera con gran densidad de asegurados en una misma a´rea
geogra´fica, incendios, explosiones o cata´strofes naturales derivadas
de tormentas, huracanes, terremotos,· · · provocara´n una acumulacio´n
de siniestros y, por tanto, deberemos considerar un cierto grado de
dependencia positiva entre estos asegurados.
2. Por otra parte, las recurrencias aparecidas en la literatura actuarial desde
la segunda mitad de los ochenta, permiten cuantificar de una manera
bastante exacta la distribucio´n coste total de una cartera de seguros de
vida cualquiera bajo la hipo´tesis de independencia entre todos sus riesgos.
As´ı, centrando el ana´lisis en carteras de seguros de vida, sabremos cua´les
son los posibles grupos con una relacio´n de dependencia positiva entre sus com-
ponentes y, cuando seamos capaces de aproximar sus respectivas distribuciones
multivariantes de probabilidad, no so´lo podremos considerar el incremento de
riesgo que se ha producido en una cartera cualquiera por la no independencia
en estos grupos, sino que adema´s, dispondremos de una medida del riesgo to-
tal asumido en la misma. Si admitimos que las relaciones de dependencia se
localizan dentro de cada uno de estos grupos, siendo los riesgos en diferentes
grupos, as´ı como los que quedan fuera de e´stos mutuamente independientes, la
distribucio´n coste total de la cartera resulta de la convolucio´n de las respec-
tivas distribuciones suma en cada uno de los grupos no independientes con la
distribucio´n suma de la masa de riesgos que hayan quedado como indepen-
dientes en la cartera. En cuanto a las distribuciones suma asociadas a cada
uno de los grupos detectados, sera´n inmediatas a partir de las correspondientes
distribuciones multivariantes encontradas, mientras que la asociada al grupo
independiente resultara´ de alguna de las recurrencias antes sen˜aladas.
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9.3.1 El riesgo en carteras de seguros de vida. Hipo´tesis
de independencia
Si el objetivo en esta segunda parte, pasa por aproximar la distribucio´n del
coste total en carteras de seguros de vida que presenten dependencias de signo
positivo entre algunos de sus riesgos, parec´ıa lo´gico empezar revisando algunas
de las metodolog´ıas aparecidas en la literatura para el ca´lculo de la distribucio´n
del coste total en el modelo individual de la teor´ıa del riesgo. E´ste ha sido el
planteamiento del cap´ıtulo 6. Bajo la hipo´tesis de mutua independencia para
todos los riesgos de la cartera, la recurrencia de De Pril (1986), -ver teorema
6.3-, permite el ca´lculo exacto de la distribucio´n del coste total de una cartera de
seguros de vida cualquiera que garantice el pago de un capital fijo a la muerte de
cada uno de sus asegurados. De Pril (1989) generalizo´ esta recurrencia exacta a
una cartera de seguros de vida cualquiera, -ver teoremas 6.5 y 6.6-. La novedad
de e´stas es que contemplan la posibilidad de que la cuant´ıa a pagar en caso de
muerte del asegurado sea aleatoria. Dhaene & Vanderbroek (1995) presentan
un algoritmo alternativo para el ca´lculo exacto de la distribucio´n del coste total
en cualquier tipo de cartera de vida, -ver teorema 6.7-. Cuando la cartera es
poco heteroge´nea este algoritmo mejora a los de De Pril (1989).
Adema´s de estas recurrencias exactas, hemos considerado tambie´n las dife-
rentes aproximaciones propuestas dentro del modelo individual para el ca´lculo
de la distribucio´n del coste total. Se trata de las aproximaciones de Kornya
(1983), Hipp (1986) y De Pril (1989). Todas ellas han sido deducidas en el
apartado 6.5.1, donde tambie´n hemos acotado su error ma´ximo. Igualmente,
en el apartado 6.5.2, hemos recogido las diferentes aproximaciones propuestas a
partir del modelo colectivo de la teor´ıa del riesgo, as´ı como las aproximaciones
a trave´s del modelo mixto propuestas por Kaas, van Heerwaarden & Goovaerts
(1988 a,b, 1989).
Salvo en el caso de la recurrencia de De Pril (1986), las propuestas sen˜aladas
permiten el ca´lculo de la distribucio´n del coste total a trave´s del modelo indi-
vidual de cualquier cartera de seguros, no necesariamente de vida. Si las dis-
tribuciones individuales de probabilidad asociadas a cada uno de los riesgos son
conocidas, basta con tratar los siniestros que cada riesgo individual pueda pro-
ducir en el per´ıodo como uno solo. Desde este punto de vista, pueden resultar
especialmente interesantes las aproximaciones propuestas cuando las distribu-
ciones de la cuant´ıa a pagar en caso de siniestro queden definidas en ma´s de
unos pocos puntos puesto que, esta circunstancia, unida al elevado nu´mero de
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po´lizas en cualquier cartera real, convierten a las recurrencias exactas en in-
operativas en muchas situaciones pra´cticas. Sin embargo, si nos centramos en
carteras de seguros de vida, las dos modalidades ba´sicas en el mercado ofre-
cen el pago de un capital fijo a la muerte del asegurado y la posibilidad de
contratar, adema´s, el doble del capital asegurado pagadero en caso de que la
muerte se produzca por accidente. E´stas han sido las dos u´nicas posibilidades
contempladas en el ana´lisis que sigue. En cada caso, las recurrencias exactas
de De Pril (1986) y De Pril (1989) o Dhaene & Vanderbroek (1995) se han
mostrado perfectamente aplicables para las tres carteras consideradas: Cartera
de Gerber (1979), Kornya (1983) y una cartera real recogida de Kuon, Reich &
Reimens (1987), -ver apartado 6.2 -, por lo que los resultados nume´ricos en este
trabajo se han obtenido u´nicamente a partir de estas recurrencias. Sen˜alar, sin
embargo, que los resultados ser´ıan bastante similares a partir de cualquiera de
las aproximaciones propuestas dentro del modelo individual, si consideramos un
grado suficiente de aproximacio´n, o bien a trave´s del modelo mixto, evaluando
los riesgos con mayor capital asegurado a trave´s del modelo individual.
9.3.2 El riesgo en carteras de seguros de vida. Hipo´tesis
de dependencia bivariante y trivariante positiva
En los cap´ıtulos que siguen (cap´ıtulos 7 y 8), ampliamos el ana´lisis iniciado, y
nos ocupamos de la determinacio´n de la distribucio´n del coste total en carteras
de seguros de vida que presenten relaciones de dependencia de signo positivo
entre algunos de sus riesgos. De entre las relaciones de dependencia sen˜aladas en
las pa´g. 312 y 313 por ser habituales en este tipo de carteras, nos hemos limitado
a las que ocurran en grupos de dos y/o tres riesgos. As´ı, de los cuatro puntos en-
tonces apuntados, nos limitamos al tratamiento de los dos primeros. En el caso
de un mismo asegurado, consideramos que como ma´ximo tiene tres po´lizas en
la misma cartera. Creemos que esta hipo´tesis es suficiente, aunque no existir´ıa
problema en su ampliacio´n, puesto que las diferentes po´lizas son, en este caso,
comono´tonas y fa´cilmente tratables a partir de los resultados del cap´ıtulo 5,
independientemente de cua´ntas sean. En el tratamiento de relaciones de depen-
dencia entre miembros de una misma unidad familar, limitamos el ana´lisis a que
e´stas se produzcan entre los co´nyuges y uno de sus descendientes/ascendientes.
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Carteras de seguros de vida con pago u´nico de capital
Supongamos, en primer lugar, que una cartera de seguros de vida con pago
u´nico de capital contiene un determinado nu´mero de duplicados/triplicados y
matrimonios, algunos de ellos con un descendiente/ascendiente que convive con
ellos. Supongamos tambie´n que en algunas de estas parejas, uno de los co´nyuges
es adema´s un duplicado. ¿Co´mo podemos determinar el riesgo asumido en la
cartera evitando la infravaloracio´n que inevitablemente conlleva la hipo´tesis de
independencia para todos los riesgos que la componen? Los resultados de los
cap´ıtulos 6 y 7 dan respuesta a esta pregunta. Los principales pasos a seguir
son:
1. En primer lugar, debemos plantearnos si la relacio´n de dependencia entre
los riesgos de cada uno de los grupos sen˜alados es suficiente como para
ser considerada. Lo sera´n en la medida en que incrementen el riesgo de la
cartera, es decir, siempre y cuando la v.a. coste total que resulta para la
cartera considerando estas dependencias supere, en orden stop-loss, a la
que resulta de no considerarlas.
El orden stop-loss se mantiene bajo la convolucio´n de riesgos indepen-
dientes, -ver teorema 3.11-. As´ı, de los resultados de los cap´ıtulos 4 y 5,
sabemos que basta con probar la positividad en la covarianza de cada una
de las parejas y una relacio´n de dependencia acumulativa positiva en cada
uno de los tr´ıos, para que e´stos incrementen el riesgo de la cartera con res-
pecto al caso independiente. Cuando se trate de duplicados/triplicados,
estamos ante riesgos comono´tonos y podemos garantizar la positividad en
su covarianza en el caso bivariante y una relacio´n de dependencia acumu-
lativa positiva en el trivariante (y, en general, en el multivariante). En el
resto de casos, esta comprobacio´n debe realizarse en base a la experiencia
histo´rica de siniestralidad causada por grupos similares. Si histo´ricamente
los matrimonios se han caracterizado por presentar una correlacio´n po-
sitiva y cuando adema´s en el conjunto existe un ascendiente/descendiente
los tres riesgos presentan dependencia acumulativa positiva, no existen
motivos para pensar que ahora su comportamiento sera´ diferente.
2. Si asumimos que los diferentes grupos detectados presentan una positivi-
dad en su covarianza, en el caso bivariante, y una relacio´n de dependencia
acumulativa positiva, en el trivariante, la distribucio´n coste total de la
cartera se encuentra, en te´rminos de riesgo, entre la que resulta de rea-
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lizar la hipo´tesis de independencia y comonoton´ıa, respectivamente, en
cada uno de los grupos no independientes, -ver (7.3) y (8.3)-. Es in-
teresante deducir estas dos distribuciones extremas puesto que acotan, en
orden stop-loss, la que finalmente corresponda a la cartera.
La distribucio´n coste total bajo la hipo´tesis de independencia para todos
los riesgos en la cartera se obtiene fa´cilmente a partir de la recurrencia de
De Pril (1986).
En cuanto a la distribucio´n coste total que acota superiormente la corres-
pondiente a nuestra cartera, se obtendra´ de la siguiente manera:
(a) En cada una de las diferentes parejas/tr´ıos realizamos la hipo´tesis
de comonoton´ıa. Su distribucio´n acumulativa de probabilidad es, en
general,
FX1,···,Xn (x1, · · ·, xn) = min {FX1 (x1) , · · ·, FXn (xn)} , ∀x1, · · ·, xn ≥ 0,
siendo n el nu´mero de riesgos comono´tonos (en nuestro caso n = 2 o
n = 3, segu´n se trate de una pareja o un tr´ıo).
(b) Desacumulando cada una de las funciones resultantes, tendremos las
respectivas funciones de densidad de probabilidad bivariantes/triva-
riantes.
(c) De las funciones de densidad de probabilidad anteriores, resultara´n
de forma inmediata las distribuciones suma que indican el compor-
tamiento de la siniestralidad conjunta de cada pareja/tr´ıo.
(d) La distribucio´n suma correspondiente a los riesgos que han quedado
como independientes resultara´ a partir de la recurrencia de De Pril
(1986).
(e) Convolucionando las distribuciones suma resultantes de (c) con la
obtenida en (d) llegaremos a la distribucio´n coste total de la cartera.
Resulta interesante comparar la diferencia entre las primas stop-loss aso-
ciadas a ambas distribuciones. Si e´sta es pequen˜a, sera´ porque existen muy
pocos riesgos dependientes y, en tal caso, quiza´ no es necesario continuar
el ana´lisis. Tenemos la opcio´n de asumir la hipo´tesis de independencia
que, creemos es la ma´s realista o, alternativamente, podemos asumir la
hipo´tesis de comonoton´ıa si estamos extremadamente preocupados por no
infravalorar el riesgo real.
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Si la estructura de dependencia es la definida, las diferencias sera´n im-
portantes y debemos plantearnos aproximaciones ma´s realistas de la dis-
tribucio´n coste total de nuestra cartera.
3. Los diferentes duplicados/triplicados que puedan existir en la cartera son
riesgos comono´tonos y sus respectivas distribuciones suma son las halladas
en 2.(c) para e´stos.
4. Para cada una de las parejas detectadas, deberemos tratar de aproximar
lo ma´s exactamente posible sus respectivas correlaciones si se trata de
considerar su riesgo real. De (9.6) se sigue que a medida que incrementan
las respectivas covarianzas (correlaciones), incrementa el riesgo de cada
pareja. As´ı, se trata de garantizar que, en ningu´n caso, e´stas queden
infravaloradas puesto que la infravaloracio´n se trasladar´ıa inevitablemente
al total de la cartera.
La estimacio´n de la correlacio´n en cada pareja debera´ realizarse una vez
ma´s en base a la experiencia histo´rica de siniestralidad en grupos similares,
puesto que e´sta sera´ nuestra u´nica informacio´n al respecto. E´sta dependera´
de factores tan variados como la edad de los co´nyuges, si trabajan o no
juntos, la frecuencia con que viajan en un mismo veh´ıculo, · · ·
Nuestra propuesta pasa por estimar el tanto por uno que define el coe-
ficiente de correlacio´n de cada pareja sobre la ma´xima que puede existir
entre los dos riesgos que la componen. Para una pareja cualquiera, sea e´sta
(X1, X2) , su correlacio´n ma´xima es la que resulta de realizar la hipo´tesis
de comonoton´ıa. As´ı, proponemos estimar el valor de s en el intervalo
[0, 1] tal que
ϕX1,X2 = sϕXU1 ,XU2 , (9.15)
donde
(
XU1 , X
U
2
)
indica que la hipo´tesis de dependencia asumida para esta
pareja es la de comonoton´ıa.
El valor de s finalmente estimado sera´, en todo caso, una aproximacio´n.
Esta´ claro que no dispondremos de datos suficientes para determinar el
valor exacto de este para´metro y de lo que se trata es de llegar a determinar
el grado ma´ximo de correlacio´n que a nuestro entender pueden presentar
estos dos riesgos.
Una vez estimado el valor de s, no so´lo habemos incorporado el incremento
de riesgo en esta pareja debido a su no independencia, sino que adema´s
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conoceremos su distribucio´n bivariante de probabilidad. En el apartado
7.3.1 hemos probado que e´sta queda definida, en cualquier punto, como
combinacio´n lineal convexa de las respectivas funciones de densidad de
probabilidad asociadas al par comono´tono,
(
XU1 , X
U
2
)
y al independiente,(
X⊥1 , X
⊥
2
)
. Concretamente, para cualesquiera x1, x2 ≥ 0, se cumple
Pr (X1 = x1, X2 = x2) = s Pr
(
XU1 = x1, X
U
2 = x2
)
+(1− s) Pr (X⊥1 = x1, X⊥2 = x2) ,
siendo s el para´metro que define (9.15).
Repitiendo este ana´lisis para cada una de las parejas en la cartera, cono-
ceremos sus respectivas funciones de densidad bivariantes. De e´stas resul-
tara´n de forma inmediata las distribuciones suma que indican el compor-
tamiento de la siniestralidad conjunta de cada pareja no comono´tona.
5. Cuando se trate de un tr´ıo formado por un duplicado y su co´nyuge, es-
tamos ante dos u´nicos riesgos. Si representamos por (X1, X2, X3) a este
tr´ıo, siendo (X1, X2) el duplicado y X3 su co´nyuge, se trata de estimar el
valor de s que define el coeficiente de correlacio´n entre los dos riesgos,
ϕX1,X3 = sϕXU1 ,XU3 , 0 ≤ s ≤ 1.
Su distribucio´n trivariante de probabilidad es:
Pr (X1 = x1, X2 = x2, X3 = x3) =
{
Pr (X1 = x1, X3 = x3) si x1 = x2,
0 si x1 6= x2,
donde
Pr (X1 = x1, X3 = x3) = sPr
(
XU1 = x1, X
U
2 = x2
)
+(1− s) Pr (X⊥1 = x1, X⊥2 = x2) , ∀x1, x3 ≥ 0.
Para cada uno de los conjuntos en la cartera con estas caracter´ısticas
lograremos, de esta forma, aproximar sus respectivas funciones de densidad
de probabilidad trivariantes. De e´stas resultara´n de forma inmediata las
correspondientes distribuciones suma.
6. En cuanto al ana´lisis de los grupos dependientes sen˜alados, nos quedan
u´nicamente por tratar aquellos tr´ıos formados por una pareja con uno de
sus descendientes/ascendientes. Puede ser que tengamos dudas sobre si
la relacio´n de dependencia de los descendientes/ascendientes es suficiente
320 Cap´ıtulo 9. Conclusiones
como para ser considerada. En este caso, podemos acotar primero el riesgo
que e´stos pueden provocar y, analizar, si merece la pena considerarlos como
dependientes.
Consideremos uno cualquiera de estos tr´ıos, sea e´ste (X1, X2, X3) , siendo
X1, X2 la pareja y X3 su descendiente/ascendiente. De la relacio´n de de-
pendencia acumulativa positiva entre estos tres riesgos, se sigue que como
mı´nimo X3 actuara´ como independiente con (X1, X2) y como ma´ximo
como comono´tono. As´ı, el riesgo mı´nimo que X3 puede provocar en la
cartera viene dado por la distribucio´n suma
Pr
(
(X1+X2)
⊥+X⊥3 =z
)
=
∑
∀x,y≥0/x+y=z
Pr (X1+X2=x) Pr (X3=y) , ∀z ≥ 0,
donde la distribucio´n de X1 + X2 sera´ la que corresponda tras proceder
segu´n 4.
En cuanto al riesgo ma´ximo, se obtiene asumiendo comonoton´ıa entre
(X1, X2) y X3. Su funcio´n de distribucio´n acumulativa de probabilidad es
Pr
(
(X1+X2)
U ≤ x,XU3 ≤ y
)
= min {Pr (X1+X2) ≤ x,Pr (X3 ≤ y)} , ∀x, y ≥ 0.
Desacumulando esta funcio´n resultara´ su funcio´n de densidad de proba-
bilidad y de e´sta se obtiene de forma inmediata la distribucio´n suma de(
(X1 +X2)
U +XU3
)
que indica el riesgo ma´ximo que X3 puede incorporar
a la cartera.
Si para cada uno de los tr´ıos en la cartera con estas caracter´ısticas, pro-
cedemos de esta manera tendremos sus respectivas distribuciones suma
bajo las hipo´tesis de independencia y comonoton´ıa. Si incorporamos e´stas
a 7 (paso siguiente), tendremos la distribucio´n coste total que resulta para
la cartera bajo estas dos hipo´tesis. Se trata, a continuacio´n, de comparar
las respectivas primas stop-loss asociadas a ambas distribuciones y, si la
diferencia es pequen˜a, parece lo´gico quedarnos con la que resulta asu-
miendo independencia para los descendientes/ascendientes, puesto que su
escasa dependencia es la que nos ha llevado al ana´lisis realizado. La in-
fravaloracio´n del riesgo de esta v.a. coste total sera´ mucho menor que la
que ha resultado de asumir la hipo´tesis de comonoton´ıa para estos riesgos
y, por consiguiente, la infravaloracio´n real sera´ escasa.
Cuando la diferencia entre las primas stop-loss resultantes sea considera-
ble, parece necesario analizar la relacio´n de dependencia de los tres riesgos
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que componen cada uno de los conjuntos sen˜alados. Consideremos nue-
vamente el conjunto (X1, X2, X3) , donde (X1, X2) era, recordemos, la
pareja y X3 su descendiente/ascendiente. De los resultados del cap´ıtulo 5,
tenemos que debemos tratar de considerar un grado de dependencia sufi-
ciente entre estos tres riesgos como para garantizar que, en ningu´n caso,
su distribucio´n trivariante de probabilidad quede por debajo de la real, en
orden supermodular. Observar que, aunque podamos llegar a aproximar
la distribucio´n de probabilidad asociada a estos tres riesgos estableciendo
hipo´tesis sobre su relacio´n de dependencia, resultara´ muy dif´ıcil probar
el orden supermodular de las distribuciones que resulten bajo diferentes
hipo´tesis de dependencia. Esta dificultad nos impide seguir por esta v´ıa
y restringira´ el ana´lisis de relaciones de dependencias en carteras de vida
con doble indemnizacio´n al caso bivariante. Sin embargo, en el caso que
ahora nos ocupa, hemos conseguido, en el cap´ıtulo 8, establecer relaciones
de orden basadas en las distribuciones trivariantes de probabilidad que
bajo cada hipo´tesis resulten, suficientes para garantizar orden stop-loss.
Para aproximar la distribucio´n trivariante de (X1, X2, X3) es necesario, en
primer lugar, estimar las respectivas correlaciones que en este conjunto se
pueden definir. Al igual que en el caso bivariante, se trata ahora de estimar
en el intervalo [0, 1] , los para´metros s1, s2, s3 que definen los coeficientes
de correlacio´n que dos a dos presentan los riesgos en este conjunto sobre
la ma´xima que, en cada caso, puede existir,
ϕX1,X2 = s1ϕXU1 ,XU2 , (9.16)
ϕX2,X3 = s2ϕXU2 ,XU3 , (9.17)
ϕX1,X3 = s3ϕXU1 ,XU3 . (9.18)
A la hora de estimar estos tres para´metros debemos tener en cuenta que
u´nicamente dos de ellos son libres. Una vez e´stos estimados, el intervalo
en que el tercero puede tomar valores queda reducido al dado en (8.15).
Estimados los valores de s1, s2 y s3, tenemos una aproximacio´n de las
probabilidades bivariantes asociadas a estos tres riesgos. Para cualesquiera
x, y ≥ 0, e´stas quedan definidas como
Pr (X1=x,X2=y) = s1 Pr
(
XU1 =x,X
U
2 =y
)
+ (1− s1) Pr
(
X⊥1 =x,X
⊥
2 =y
)
,
Pr (X2=x,X3=y) = s2 Pr
(
XU2 =x,X
U
3 =y
)
+ (1− s2) Pr
(
X⊥2 =x,X
⊥
3 =y
)
,
Pr (X1=x,X3=y) = s3 Pr
(
XU1 =x,X
U
3 =y
)
+ (1− s3) Pr
(
X⊥1 =x,X
⊥
3 =y
)
.
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Conocidas estas probabilidades bivariantes, basta, en este caso, con apro-
ximar una de las ocho probabilidades trivariantes definidas, para que la
distribucio´n conjunta de probabilidad asociada a estos tres riesgos quede
totalmente determinada. Concretamente, proponemos aproximar
p111 = Pr (X1 = α1, X2 = α2, X3 = α3)
y entonces las siete probabilidades trivariantes restantes, resultan de susti-
tuir las respectivas probabilidades bivariantes en las expresiones de (8.25)
a (8.32).
Es claro que para llegar a aproximar la probabilidad conjunta de muerte
de los tres en el per´ıodo considerado, deberemos decir algo sobre su grado
de interdependencia. Definidas las relaciones dos a dos y asumiendo que
estos tres riesgos presentan dependencia cuadra´tica positiva, el intervalo
en que p111 puede tomar valores, queda reducido a
[
pmin111 , p
max
111
]
, siendo
e´stos los definidos en (8.59) y (8.60). Se trata, entonces de estimar el valor
de t en el intervalo [0, 1] que define
p111 = pmin111 + t
(
pmax111 − pmin111
)
. (9.19)
En cuanto a la estimacio´n del para´metro t, proponemos elegir uno de los
tres pares en el conjunto y tratar de cuantificar el efecto que an˜ade el
riesgo que ha quedado fuera, Xi, i ∈ {1, 2, 3} , en p111 por el hecho de
no ser independiente con los dos riesgos que componen el par elegido.
Supongamos que la pareja escogida es (X1, X2) . Definidas las relaciones
dos a dos, el incremento mı´nimo y ma´ximo en esta probabilidad por la no
independencia de X3 son, respectivamente,
tmin3 (4p1.1 +4p.11) ,
tmax3 (4p1.1 +4p.11) ,
siendo tmin3 , t
max
3 los definidos en (8.67) e
4p1.1 = p1.1 − p1..p..1 = Pr (X1=α1, X3=α3)− Pr (X1=α1) Pr (X3=α3) ,
4p.11 = p.11 − p.1.p..1 = Pr (X2=α2, X3=α3)− Pr (X2=α2) Pr (X3=α3) .
Estimando el valor de t en [0, 1] que define el para´metro t3 que mide la
parte de incremento que X3 puede o no an˜adir a la probabilidad conjunta
de muerte de los tres,
t3 = tmin3 + t
(
tmax3 − tmin3
)
(9.20)
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la probabilidad
p111 = p11.p..1 + t3 (4p1.1 +4p.11)
resulta equivale a la definida en (9.19) siendo t el estimado en (9.20).
Observar que, independientemente del riesgo escogido, la estimacio´n del
valor de t en [0, 1] es u´nica, puesto que estamos determinando la parte del
incremento que un riesgo cualquiera de los tres puede o no incorporar en
p111 y el intervalo en que se mide esta libertad queda totalmente deter-
minado una vez definidas las relaciones dos a dos. Para consideraciones
adicionales acerca de la estimacio´n de este valor remitimos el lector a las
pa´g. 262 a 266.
Estimados los valores de s1, s2, s3 y t, no so´lo conoceremos la distribucio´n
trivariante de probabilidad correspondiente a (X1, X2, X3) , sino que ade-
ma´s habremos incorporado el incremento de riesgo en esta pareja debido
a su no independencia. En el apartado 8.2.3, hemos probado que fijado un
valor de t, t ∈ [0, 1] , en la clase R3,+ (p1, p2, p3;α1, α2, α3) , aquellos con-
juntos con mayores correlaciones son los ma´s peligrosos. Concretamente,
si (X1, X2, X3) , (X ′1, X
′
2, X
′
3) ∈ R3,+ (p1, p2, p3;α1, α2, α3) y
t = t′, si ≤ s′i, i = 1, 2, 3,
entonces
X1 +X2 +X3 ≤sl X ′1 +X ′2 +X ′3.
As´ı, para los riesgos en (X1, X2, X3) debemos tratar de estimar lo ma´s
exactamente posible sus respectivas correlaciones. Cuando no estemos
seguros del valor a asignarles, parece una estrategia prudente tratar de
sobrevalorarlas en una pequen˜a cuant´ıa. En cuanto a la estimacio´n del
para´metro t, debemos tratar de que se ajuste en la medida de lo posible
a la realidad. Sin embargo, e´ste no modifica nuestra percepcio´n sobre el
riesgo en este tr´ıo circunstancia que reduce, en parte, la importancia de
su determinacio´n exacta.
Si repetimos este ana´lisis para cada uno de los tr´ıos en la cartera con estas
caracter´ısticas, tendremos una aproximacio´n de sus respectivas funciones
de densidad de probabilidad trivariantes. De e´stas resultara´n de forma
inmediata las distribuciones suma de cada conjunto. E´stas incorporan el
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incremento de riesgo en cada conjunto por la no independencia de sus
componentes.
7. Convolucionando la distribucio´n suma hallada en 2 (d) para los riesgos
independientes, con las que hayan resultado de 3, 4, 5 y 6 tendremos una
aproximacio´n ma´s o menos real de la distribucio´n coste total de la cartera.
Sen˜alar que aunque finalmente e´sta quede infravalorada hemos conside-
rado una parte del incremento producido por la relacio´n de dependencia
positiva en los grupos sen˜alados y, en cualquier caso, la infravaloracio´n
sera´ menor que la que resulta de asumir la hipo´tesis de independencia
para todos los riesgos en la cartera.
El ana´lisis apuntado se ha realizado sobre la cartera de Gerber en los aparta-
dos 7.3.2 y 8.3. En el primer caso, apartado 7.3.2, hemos considerado u´nicamente
dependencias bivariantes para, posteriormente, en el apartado 8.3, ampliar al-
gunos de estos grupos con un riesgo adicional. Las principales conclusiones a
que en cada caso hemos llegado son las apuntadas en las pa´g. 214 a 215 y 298
a 299, respectivamente.
Carteras de seguros de vida con doble indemnizacio´n en caso de
muerte por accidente
Supongamos ahora que las dependencias sen˜aladas se producen en una cartera
de seguros de vida con doble indemnizacio´n en caso de que la muerte se produzca
por accidente. Este ha sido el caso tratado en el apartado 7.4, donde nos hemos
limitado a considerar dependencias bivariantes. De sus resultados, se sigue el
procedimiento a seguir en el tratamiento de duplicados y parejas en la cartera.
Aunque no hemos apuntado esta posibilidad, los resultados del cap´ıtulo 5 nos
permiten incorporar sin problema a los triplicados y a aquellas parejas en las
que uno de los co´nyuges es adema´s un duplicado. En cuanto a las parejas
con un ascendiente/descendiente, si bien no podremos incorporar una hipo´tesis
concreta de dependencia, podemos, al igual que en el caso anterior, acotar el
riesgo mı´nimo y ma´ximo que pueden an˜adir a la cartera. Sen˜alamos, a conti-
nuacio´n, los principales puntos a seguir para llegar a aproximar la distribucio´n
coste total de la cartera. A fin de no resultar repetitivos y en la medida en que
e´stos son paralelos a los sen˜alados para el caso de carteras de vida con pago
u´nico sen˜alamos aqu´ı las diferencias y remitimos a una lectura conjunta de los
que siguen con los anteriores.
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1. Al igual que en el caso anterior, debemos empezar probando que la relacio´n
de dependencia en cada grupo es suficiente como para ser considerada.
Puesto que ahora la distribucio´n de probabilidad de los riesgos indivi-
duales queda definida en tres puntos, deberemos probar que la relacio´n de
dependencia en las parejas es, como mı´nimo, de dependencia cuadra´tica
positiva, mientras que la condicio´n para los tr´ıos sigue siendo de depen-
dencia acumulativa positiva.
2. Si asumimos que los diferentes grupos detectados presentan dependencia
cuadra´tica positiva, en el caso bivariante, y una relacio´n de dependencia
acumulativa positiva en el trivariante, la distribucio´n coste total de la
cartera se encuentra, en te´rminos de riesgo, entre la que resulta de rea-
lizar la hipo´tesis de independencia y comonoton´ıa, respectivamente, en
cada uno de los grupos no independientes. Este resultado se sigue de
los teoremas 4.19, 5.13 y 5.14, puesto que como sabemos, el orden stop-
loss se mantiene bajo la convolucio´n de riesgos independientes. Sen˜alar
nuevamente el intere´s en la obtencio´n de estas dos distribuciones extremas
puesto que acotan el riesgo de la cartera.
La distribucio´n coste total bajo la hipo´tesis de independencia para todos
los riesgos de la cartera resulta ahora a partir de la recurrencia de De Pril
(1989) o, alternativamente, de la de Dhaene & Vanderbroek (1995).
En cuanto a la distribucio´n coste total que acota superiormente la corres-
pondiente a la cartera, se obtendra´ procediendo segu´n 2 (a) a 2 (e) en el
caso anterior, utilizando ahora la recurrencia de De Pril (1989) o la de
Dhaene & Vanderbroek (1995) en 2 (d). Nuevamente proponemos com-
parar las primas stop-loss asociadas a cada una de las dos distribuciones
resultantes para analizar si merece la pena continuar con los puntos que
siguen.
3. Los diferentes duplicados/triplicados son riesgos comono´tonos y sus res-
pectivas distribuciones suma las que ahora hayan resultado para estos
conjuntos.
4. En cada una de las parejas detectadas, debemos tratar de aproximar lo
ma´s exactamente posible sus correspondientes distribuciones bivariantes
de probabilidad. Se trata de garantizar que, en ningu´n, la distribucio´n
bivariante acumulativa/desacumulativa de probabilidad que resulte para
cada pareja quede por debajo de la real.
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A fin de aproximar las respectivas probabilidades bivariantes asociadas
a una pareja cualquiera, sea e´sta (X1, X2) , proponemos estimar el valor
de s que define su coeficiente de correlacio´n como tanto por uno sobre la
ma´xima que puede existir,
ϕX1,X2 = sϕXU1 ,XU2 , 0 ≤ s ≤ 1. (9.21)
De la relacio´n de dependencia cuadra´tica positiva entre estos dos riesgos,
podemos garantizar que tambie´n ahora ϕX1,X2 ∈
[
0, ϕXU1 ,XU2
]
. Si e´sta es
nuestra u´nica estimacio´n, tal y como proponemos, sera´ necesaria ahora
una hipo´tesis adicional.
La relacio´n en (9.21) no determina, en este caso, de manera u´nica la dis-
tribucio´n de probabilidad bivariante asociada a esta pareja, ver (7.27). De
entre todas las posibles distribuciones que cumplen (9.21) nos quedamos
con la definida, nuevamente, en cada punto, como combinacio´n lineal con-
vexa de las respectivas funciones de densidad de probabilidad asociadas
al par comono´tono,
(
XU1 , X
U
2
)
y al independiente,
(
X⊥1 , X
⊥
2
)
. Concreta-
mente, para cualesquiera x1, x2 ≥ 0, suponemos que se cumple
Pr (X1=x1, X2=x2) = s Pr
(
XU1 =x1,X
U
2 =x2
)
+ (1− s) Pr
(
X⊥1 =x1, X
⊥
2 =x2
)
,
(9.22)
siendo s el para´metro que define (9.21).
Observar que en el caso de seguros de vida con pago u´nico de capital
e´sta era la u´nica posibilidad, mientras que ahora resulta de considerar
como solucio´n particular de (9.21), esta relacio´n para las probabilidades
bivariantes referidas a la probabilidad de muerte de ambos en el per´ıodo
considerado por cualquier causa, ver pa´g. 220.
De (9.22) se sigue que para cualesquiera x1, x2 ≥ 0, la funcio´n de dis-
tribucio´n acumulativa asociada a estos riesgos es
FX1,X2 (x1, x2) = FX⊥1 ,X
⊥
2
(x1, x2) + s
(
FXU1 ,X
U
2
(x1, x2)− FX⊥1 ,X⊥2 (x1, x2)
)
.
de donde se deduce inmediatamente el no decrecimiento de FX1,X2 en s
puesto que la relacio´n
FXU1 ,X
U
2
(x1, x2)− FX⊥1 ,X⊥2 (x1, x2) ≥ 0
es siempre va´lida por ser
FXU1 ,X
U
2
(x1, x2) = min {F1 (x1) , F2 (x2)} ≥ F1 (x1)F2 (x2) = FX⊥1 ,X⊥2 (x1, x2) .
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As´ı, se trata nuevamente de estimar lo ma´s exactamente posible el coe-
ficiente de correlacio´n asociado a esta pareja, tratando de sobreestimarlo
ligeramente cuando existan dudas sobre su valor exacto. Si asumimos que
la probabilidad de muerte conjunta, por cualquier causa, resulta como
combinacio´n convexa de las respectivas probabilidades independiente y
comono´tona, esta pequen˜a sobrevaloracio´n nos garantiza que estamos con-
siderando una hipo´tesis suficiente en lo que se refiere al riesgo de esta
pareja.
Repitiendo este ana´lisis para cada una de las parejas en la cartera, cono-
ceremos sus respectivas funciones de densidad bivariantes. De e´stas resul-
tara´n de forma inmediata las distribuciones suma que indican el compor-
tamiento de la siniestralidad conjunta de cada pareja no comono´tona.
5. En el tratamiento de los tr´ıos formados por un duplicado y su co´nyuge,
procederemos como en el caso de seguros con pago u´nico de capital, ver
punto 5. La distribucio´n de probabilidad asociada a la pareja se obtiene
segu´n (9.22) de igual manera que entonces. Recordemos que este proce-
dimiento, exige la hipo´tesis adicional sen˜alada en el punto anterior.
6. En cuanto a los tr´ıos formados por una pareja con uno de sus ascen-
dientes/descendientes, no ha sido posible generalizar los resultados halla-
dos para seguros de vida con pago u´nico de capital. Sin embargo, podemos,
igualmente, acotar el riesgo que estos tr´ıos pueden provocar en la cartera.
El procedimiento a seguir es el indicado en el punto 6 del caso anterior,
siendo las respectivas distribuciones suma bivariantes, las obtenidas ahora
en 4.
Incorporando al punto que sigue, las distribuciones suma que resulten
de asumir, en cada tr´ıo, independencia y comonoton´ıa entre el ascen-
diente/descendiente y la pareja tendremos la distribucio´n coste total de
la cartera que bajo cada una de estas hipo´tesis resulta. Se trata, a conti-
nuacio´n, de comparar las respectivas primas stop-loss asociadas a ambas
distribuciones. Si la diferencia es pequen˜a, la hipo´tesis de independencia
para los descendientes/ascendientes en la cartera aproximara´ de manera
bastante exacta el riesgo real de la cartera. Cuando resulten diferencias
significativas entre las primas stop-loss bajo cualquier nivel de retencio´n, la
hipo´tesis de independencia probablemente conlleve a una infravaloracio´n
significativa del riesgo real, aunque e´sta siempre sera´ menor que la so-
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brevaloracio´n derivada de la hipo´tesis de comonoton´ıa. Ante la imposibi-
lidad de tratar hipo´tesis intermedias, parece lo´gico asumir la independen-
cia de estos riesgos y ser conscientes de la infravaloracio´n que, en cada
caso, esta hipo´tesis puede provocar.
7. Convolucionando la distribucio´n suma hallada ahora en 2 (d) para los ries-
gos independientes, con las que hayan resultado de 3, 4, 5 y 6 tendremos
una aproximacio´n ma´s o menos real de la distribucio´n coste total de la
cartera. Sen˜alar, nuevamente, que aunque esta distribucio´n quede final-
mente infravalorada, en la medida en que afecten las las dependencias no
consideradas de ascendientes/descendientes y/o cuando hayamos infrava-
lorado las correlaciones estimadas, la infravaloracio´n sera´ menor que la
que resuta de asumir la hipo´tesis de independencia para todos los riesgos
en la cartera.
Sobre la cartera de Gerber e incluyendo doble indemnizacio´n cuando la
muerte del asegurado se produzca por accidente, hemos introducido hipo´tesis
de dependencia bivariante entre algunos de sus riesgos. Para este caso, en el
apartado 7.4.2, hemos seguido un ana´lisis paralelo al aqu´ı propuesto, obviando
las dependencias trivariantes. Observar que no existe problema en considerar
tambie´n las relaciones trivariantes ahora sen˜aladas y si e´stas no se han incluido
ha sido u´nicamente para evitar una excesiva repeticio´n de procedimiento.
Finalizar indicando las limitaciones del ana´lisis realizado, ma´xime cuando
en el ana´lisis de relaciones de dependencia intermedias referidas a tres riesgos
u´nicamente consideramos carteras de seguros de vida con pago fijo de capital,
sin contemplar doble indemnizacio´n para el caso en que la muerte se produzca
por accidente. Incluso reduciendo la dependencia a grupos formados por dos
riesgos, en este u´ltimo caso, es necesario asumir, adema´s, que la probabilidad de
muerte conjunta por cualquier causa resulta, en cada pareja, como combinacio´n
lineal convexa de las respectivas probabilidades independientes y comono´tonas.
Estas limitaciones se siguen de la metodolog´ıa utilizada, que nos impide ampliar
el ana´lisis y contemplar otras posibilidades tanto o ma´s reales que las aqu´ı
planteadas. Aunque existen metodolog´ıas alternativas, algunas apuntadas en el
siguiente apartado, tampoco esta´n exentas de problemas e hipo´tesis restrictivas,
y si alguna ventaja tiene la elegida es la sencillez con que se formulan las hipo´tesis
de dependencia, caracter´ıstica que motivo´ su eleccio´n.
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9.4 L´ıneas de investigacio´n abiertas
Durante la elaboracio´n de esta tesis doctoral, han surgido temas directamente
relacionados con el aqu´ı tratado pero que por su magnitud creemos exigen un
estudio aparte y seguramente suficiente para el desarrollo de un trabajo de
similares caracter´ısticas. En primer lugar, es clara la necesidad de un ana´lisis
emp´ırico que permita contrastar las hipo´tesis aqu´ı asumidas. A trave´s de un
ana´lisis de la siniestralidad histo´rica en carteras de vida, deber´ıa probarse la
positividad de la covarianza entre co´nyuges con po´lizas de vida en una misma
cartera. Cuando en el contrato se incluya adema´s doble de indemnizacio´n para
el caso en que la muerte se produzca por acccidente, es necesario probar una
relacio´n de dependencia cuadra´tica positiva entre estos riesgos. En ambos ca-
sos, tras probar estas relaciones es necesario tratar de cuantificar el grado de
dependencia histo´rico en estas parejas a fin de aproximar lo ma´s exactamente
posible sus respectivos coeficientes de correlacio´n. En el caso de carteras con
doble indemnizacio´n, resultar´ıa interesante comprobar que´ sucede con el riesgo
derivado de aquellas parejas que presentan correlaciones positivas y, sin em-
bargo, sus probabilidades conjuntas de muerte no resultan como combinacio´n
lineal convexa de las respectivas independientes y comono´tonas.
Cuando se trate de grupos formados por tres riesgos no comono´tonos, el
ana´lisis de la relacio´n de dependencia histo´rica en conjuntos de estas carac-
ter´ısticas, debe probar la existencia de una relacio´n de dependencia acumulativa
positiva entre sus componentes. Si estamos ante carteras de vida con pago u´nico
de capital, se trata adema´s de cuantificar el grado de dependencia que, dos a
dos, presentan los riesgos en estos grupos, as´ı como el valor del para´metro t que
en cada grupo define el grado de interdependencia entre los tres riesgos. Estos
datos son suficientes para aproximar la distribucio´n trivariante en cada grupo,
distribucio´n que adema´s incorpora el incremento de riesgo en el grupo debido a
la no independencia de sus componentes.
Si se trata de carteras de vida con doble indemnizacio´n, sabemos que, en
te´rminos de riesgo, estos grupos se encuentran entre la independencia y la
comonoton´ıa. Aunque tal vez la experiencia histo´rica podr´ıa darnos alguna
idea sobre la distribucio´n trivariante de probabilidad asociada a cada uno de
estos grupos, la imposibilidad pra´ctica de verificar una relacio´n de orden su-
permodular entre dos distribuciones que resulten bajo dos hipo´tesis diferentes
sobre el grado de dependencia entre estos riesgos, nos impiden garantizar que la
distribucio´n finalmente escogida incorpora al menos una parte del incremento
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de riesgo en el grupo debido a la relacio´n de dependencia positiva entre sus
componentes. Esta conclusio´n se puede generalizar a grupos formados por ma´s
de tres riesgos con dependencia positiva y no comono´tonos, independientemente
de que provengan de carteras de vida con pago u´nico de capital o de carteras
con doble indemnizacio´n.
As´ı, en carteras de vida y en lo que se refiere al tratamiento de relaciones
de dependencia positiva no comono´tonas entre tres o ma´s riesgos, quedan dos
grandes temas abiertos. Por una parte, es necesario definir de una manera
ma´s precisa el procedimiento a seguir en la determinacio´n de la distribucio´n
multivariante de probabilidad asociada a estos riesgos. La experiencia histo´rica
parece suficiente para probar relaciones de dependencia cualitativas, tales como
la dependencia cuadra´tica positiva o la dependencia acumulativa positiva, as´ı
como para aproximar medidas de dependencia cuantitativas como la correlacio´n
que dos a dos les corresponde a los riesgos en el grupo. Sin embargo, no creemos
que e´sta sea suficiente para determinar la distribucio´n de probabilidad asociada
a cada grupo particular. A nuestro entender, la solucio´n de este problema
esta´ en las co´pulas. Marceau et al. (1999) utilizan la co´pula de Cook-Johnson
(1981) para modelizar en el modelo individual relaciones de dependencia entre
40 riesgos ide´nticamente distribuidos. Sus resultados podr´ıan adaptarse a las
carteras de vida tratadas, aunque ser´ıa necesario que los riesgos en un mismo
grupo estuvieran ide´nticamente distribuidos, lo cual no parece muy realista.
Tras resolver el problema de la determinacio´n de la distribucio´n multiva-
riante de probabilidad asociada a estos grupos parece necesario, por otra parte,
encontrar una definicio´n equivalente para el orden supermodular que resulte
ma´s fa´cilmente manejable, tal como la obtenida por Dhaene & Goovaerts (1996)
para el orden de correlacio´n. De otra manera, parece dif´ıcil garantizar que la
distribucio´n multivariante finalmente estimada incorpore el riesgo real de sus
componentes.
Por u´ltimo queremos sen˜alar algunas aplicaciones aparecidas en la literatura
referidas al tratamiento de relaciones de dependencia entre riesgos actuariales
en el modelo individual para carteras de no vida. En base a los trabajos de Tong
(1989) y Bau¨erle (1997a), Bau¨erle & Mu¨ller (1997) consideran dos posibilidades
para modelizar dependencias en carteras de riesgo. En el primer modelo asumen
que la cartera se puede dividir en diferentes grupos, de manera que existe un
elevado grado de dependencia entre los riesgos de un grupo, siendo e´ste mucho
menor entre riesgos en diferentes grupos. Cada riesgo en la cartera esta´ influido
por tres factores: un factor de riesgo comu´n a todos los riesgos en la cartera,
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un factor de riesgo espec´ıfico para cada grupo y un factor de riesgo individual.
Los tres factores se modelizan a trave´s de v.a. mutuamente independientes y las
v.a. correspondientes a los diferentes factores de riesgo individuales, as´ı como las
correspondientes a cada grupo se suponen ide´nticamente distribuidas. En base
al orden supermodular, estos autores demuestran que a medida que aumenta
el nu´mero de riesgos en un mismo grupo incrementa el riesgo de la cartera.
Este modelo se puede utilizar, por ejemplo, para aproximar el riesgo de una
cartera de seguros de hogar en la que todos los riesgos este´n localizados en un
a´rea propensa a grandes tormentas de nieve o hielo. En esta a´rea, las viviendas
situadas cercanas a un r´ıo tienen una gran probabilidad de sufrir inundaciones en
primavera, mientras que los grupos de viviendas adosadas esta´n ma´s expuestas a
sufrir un incendio. Estos dos grupos de viviendas, formara´n dos clases expuestas
en diferente grado a incendios e inundaciones. Marceau et al. (1999) aproximan
la distribucio´n del coste total de una cartera de estas caracter´ısticas utilizando
distribuciones de Pareto para la distribucio´n de la cuant´ıa a pagar en caso de
siniestro.
La segunda propuesta de Bau¨erle & Mu¨ller (1997), pasa por considerar al-
gunos mecanismos externos, descritos por v.a., con influencia sobre todos los
riesgos de la cartera. Una vez definidos estos para´metros ambientales, los ries-
gos individuales en la cartera son independientes. Los para´metros se pueden
corresponder a algu´n estado de la naturaleza (condiciones ambientales, hura-
canes, ...) as´ı como a circunstancias econo´micas o legales (inflacio´n, sentencias
judiciales, ...). Los mismos autores, proponen este modelo para aproximar el
riesgo de una cartera de seguros de vida modelizando a traves de distribuciones
normales tanto el comportamiento de los riesgos individuales como la influencia
de los factores externos. Consideran dos situaciones, en la primera u´nicamente
incorporan un factor externo, mientras que en la segunda introducen dos. En
este u´ltimo caso la v.a. coste total de la cartera resulta superior en orden stop-
loss y, por tanto, presenta ma´s riesgo. Este resultado se prueba nuevamente
a partir del orden supermodular. Este modelo parece va´lido para considerar
las relaciones de dependencia sen˜aladas como (c) y (d) en la pa´g. 313 y que
han quedado sin tratar. Exige, sin embargo, que la cartera este´ exclusivamente
formada por trabajadores en una misma empresa o bien por asegurados en una
misma a´rea geogra´fica.
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