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Abstract—In this paper, we develop a new channel model,
which we name the q-ary partial erasure channel (QPEC). QPEC
has a q-ary input, and its output is either one symbol or a
set of M possible values. This channel mimics situations when
current/voltage levels in measurement channels are only partially
known, due to high read rates or imperfect current/voltage
sensing. Our investigation is concentrated on the performance
of low-density parity-check (LDPC) codes when used over this
channel, due to their low decoding complexity with iterative-
decoding algorithms. We give the density evolution equations of
this channel, and develop its decoding-threshold analysis. Part
of the analysis shows that finding the exact decoding threshold
efficiently lies upon a solution to an open problem in additive
combinatorics. For this part we give bounds and approximations.
I. INTRODUCTION
The advent of non-volatile memories (NVMs) with many
levels per cell holds a great promise for increased storage
capacity. At the same time, it proves extremely challenging
to write and read many-level cells at both high precision and
high speeds. As a result, coding is employed to improve the
tradeoff between data reliability and access speed (see e.g. [1]).
Natural candidates to improve the reliability of NVMs are
low-density parity-check (LDPC) codes [2], which offer low
complexity of implementation and good performance under
iterative decoding [3]. Recent work on the employment of
LDPC codes in NVMs, such as [4], focused on the additive
white Gaussian noise (AWGN) channel.
In addition to the AWGN and other classical channels,
NVMs motivate coding for a diversity of new channels with
rich features. Our work here is motivated by a class of
channels we call measurement channels, which encompass a
variety of equivocations introduced to the information by an
imperfect read process. This imperfection of the read process
comes from either physical limitations or speed constraints.
In particular, the channel model we study here – the q-ary
partial erasure channel (QPEC) – comes from a read process
that occasionally fails to read the information at its entirety,
and provides as decoder inputs q-ary symbols that are partially
erased.
Theoretically speaking, the QPEC is an extension of the
q-ary erasure channel (QEC) [5], where instead of erasing
a full channel symbol, the channel returns a set of M ≤ q
symbols that contains the correct stored symbol and M − 1
other symbols. Our results on the QPEC include calculating its
capacity in Section II, a message-passing decoder in Section
III, and analysis and approximation models for its density-
evolution formulation in Sections IV and V.
II. QPEC: Q-ARY PARTIAL ERASURE CHANNEL
A. Channel model
The Q-ary Partial Erasure Channel (QPEC) is defined as
follows. Let X be the transmitted symbol taken from the
alphabet X = {0, 1, ..., q − 1}. Let Y be the received symbol
with the output alphabet Y =
{
X
q−1⋃
x=0
{
?
(i)
x
}imax
i=1
}
, where
each super-symbol ?(i)x (for x = 0, 1, ..., q−1) consists of a set
of size M that contains the symbol x and M−1 other symbols,
taken from X\ {x}. Let’s denote by ` (n, k) the binomial
coefficient
(
n
k
)
. Clearly, imax = ` (q − 1,M − 1).
The transition probabilities governing the QPEC are as
follows:
Pr (Y = y|X = x) =
{
1− ε, y = x
ε/imax, y =?
(i)
x
(1)
for i = 1, 2, ..., imax, where 0 ≤ ε ≤ 1 is the (partial)
erasure probability. That is, the output of the channel can be
either a symbol, with probability 1 − ε (corresponding to a
non-erasure event), or a set of M symbols, with probability
ε (corresponding to a partial erasure event). As an example,
assume that q = 4,M = 2, and the symbol 0 was transmitted.
Then we have ?(1)x = {0, 1} , ?(2)x = {0, 2} and ?(3)x = {0, 3},
where each is received with probability ε/3 and 0 is received
with probability ε.
Note that for M = q we get the q-ary erasure channel
(QEC), the common generalization of the BEC to q > 2.
In our analysis, we will use the arithmetic of the finite field
GF(q), such that q will be a prime or a prime power, and the
symbol alphabet will be assumed to be the elements of GF(q).
B. Capacity
Denote pk = Pr(X = k), for k = 0, 1, ..., q − 1, to be the
input distribution to the channel. According to the definition
of the channel capacity C:
C = max
{pk}q−1k=0
I (X;Y ) = max
{pk}q−1k=0
(H (Y )−H (Y |X)) , (2)
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where I (X;Y ) is the mutual information between the input
X and the output Y , and H (Y ), H (Y |X) are the entropy of
Y and the conditional entropy of Y given X , respectively. The
conditional entropy H (Y |X) can be calculated using (1):
H (Y |X) = − (1− ε) log (1− ε)− ε log (ε/imax) (3)
which is independent of input distribution (as expected),
implying that it is sufficient to maximize the entropy H (Y ).
Similarly to the case of the BEC, H (Y ) is maximized under
the uniform distribution of the input.
Theorem 1. (Capacity achieving input distribution for the
QPEC) Assume a QPEC channel with an input probability
distribution {pk}q−1k=0. Then the capacity is achieved for the
uniform distribution of the input, and we have:
C (QPEC) = 1− εlogqM (4)
measured in q-ary symbols per channel use.
Proof: Denote:
A = 1− ε,B = ε
` (q − 1,M − 1) , I = ` (q,M)
In addition, define the sets Si, for i = 1, 2, ..., I , where
each set contains M distinct elements taken from the set
{0, 1, ..., q − 1}, such that Si 6= Sj for i 6= j. Since H(Y )
is a function of the input distribution only (when q,M, ε are
given), we are able to define f ({pk}) ∆= H (Y ). We now have:
f
(
{pk}q−1k=0
)
= −
q−1∑
k=0
Apk log (Apk)
−
I∑
i=1
(
B
∑
j∈Si
pj
)
log
(
B
∑
j∈Si
pj
) (5)
so that {pk}q−1k=0 can be found by solving the following
maximization problem:
max
{pk}q−1k=0
f
(
{pk}q−1k=0
)
, s.t.
q−1∑
k=0
pk = 1 (6)
Using the method of Lagrange multipliers, we get the follow-
ing system of equations:
∂f
∂pk
+ λ = 0,
q−1∑
k=0
pk = 1 (7)
where λ is the Lagrange multiplier. The equations translate
into:
−A log (pk)−Aq −
∑
Si:k∈Si
B log
(
B
∑
j∈Si
pj
)
−B (I − 1) + λ = 0,
q−1∑
k=0
pk = 1
(8)
meaning that:
−A log (pk)−Aq −
∑
Si:k∈Si
B log
B∑
j∈Si
pj
−B (I − 1)
are equal for all k. This is satisfied when pk = 1/q for
k = 0, 1, ..., q − 1. In addition, I (X;Y ) is a concave
function of pk once Pr (Y = y|X = x) is given, and therefore
pk = 1/q leads to the global maximum of I (X;Y ), that is,
to the capacity.
Note that the capacity C for the QPEC is in agreement with
the capacity of the QEC (M = q) and in particular with the
capacity of the BEC (M = q = 2).
III. MESSAGE PASSING ALGORITHM FOR THE QPEC
A GF(q) LDPC [n, k] code is defined in a similar way
to its binary counterpart, by a sparse parity-check matrix, or
equivalently by a Tanner graph [6]. This graph is bipartite, with
n variable (left) nodes, which correspond to symbols of the
codeword, and n−k check (right) nodes, which correspond to
parity check equations. The codeword symbols and the labels
on the edges of the graph are taken from GF(q). For ease of
presentation we will concentrate here on regular LDPC codes,
having a constant check node degree dc and a constant variable
node degree dv .
In the graph, each check node cj is connected, by edges,
to variable nodes vi, i ∈ N(j), where N(j) denotes the set of
nodes adjacent to node i. The parity check equation induced
by cj is satisfied when
∑
i∈N(j)
hijvi = 0, where hij is the label
on the edge connecting variable node i to check node j.
The following decoder for q-ary LDPC codes over the
QPEC is a variation of the standard message passing/belief
propagation algorithm over a Tanner graph to match the partial
information exchanged in decoding. For this decoder, the
beliefs exchanged in the decoding process are sets of symbols,
rather than probabilities. We have two types of messages:
check to variable (CTV) messages, and variable to check
(VTC) messages, denoted by cj→i and vi→j , respectively.
At iteration l = 0, channel information is sent from variable
to check nodes: erased nodes send sets of size M , and non-
erased ones send sets of size 1 (containing the correct symbol).
In the next iterations, we have the following messages:
1) Check to variable (CTV).
First, we define for each i′ ∈ N (j) \i the following set:
X
(l)
i′ =
{
−hi′j · xi′
hij
: xi′ ∈ v(l−1)i′→j
}
, l ≥ 1. (9)
Then we have:
c
(l)
j→i =
∑
i′∈N(j)\i
X
(l)
i′
∆
=
{ ∑
i′∈N(j)\i
ai′ : ai′ ∈ X(l)i′
}
, l ≥ 1
(10)
where the calculations are carried over GF(q). In words,
the message (10) consists of all possible assignments
of the variable node i, such that the parity equation
involving the variable nodes in the set N (j) is satisfied.
An example for a CTV message is given in Figure 1a.
In this example (over GF(5)), the variable nodes v1, v2
and v3 are connected to the same check node, with edges
(a) CTV message (b) VTC message
Fig. 1: Message passing: examples (GF(5))
having the labels 2, 4 and 3. v1 is known to be either 0 or
1, and v2 is known to be either 0, 2 or 3. Therefore, the
outgoing message is consisted of all possible outcomes
of the expression (2v1 + 4v2) / (−3).
2) Variable to check (VTC).
v
(l)
i→j = v
(0)
i→j
⋂ ⋂
j′∈N(i)\j
c
(l)
j′→i
, l ≥ 1 (11)
where v(0)i→j is the output from the channel information
for variable node i, which is passed at iteration 0.
The resulting message is simply the intersection of the
incoming messages and the channel information. An
example for a VTC message is given in Figure 1b.
In practice, the decoder stops after a finite number of
iterations. The decoding is declared successful if the size of
all VTC messages is 1.
IV. DECODING ANALYSIS THROUGH DENSITY EVOLUTION
The density evolution method proposed in [7] is an analyt-
ical tool for evaluating the asymptotic performance of LDPC
codes under message-passing decoding. Note that in our case
the all-zero codeword assumption [7] holds, since the noise is
independent of the transmitted codeword.
The key idea we use for analyzing the densities is to
track the probability distribution on the sizes of the messages,
leading to just q entries in the distribution, instead of 2q − 1.
This approach is a more natural one in our case, since a
decoding failure may occur when a VTC message has size
larger than 1, independent of the exact content of the message.
A. Density-evolution equations
In this part, we present the density evolution equations
corresponding to BP decoding for the QPEC, assuming that
the LDPC graph was drawn at random. In the following, w(l)
is a probability vector, where w(l)m (m = 1, 2, ..., q) denotes
the probability that a CTV message at iteration l is of size m.
The probability vector z(l) is defined for VTC messages in a
similar manner.
The following density-evolution equations are based on the
following idea. For each possible set of sizes of incoming
messages, its probability is calculated by multiplying the
probability of each incoming message size. This probability is
then multiplied by the probability that the outgoing message
will be of size m, given the sizes of the incoming messages.
We get:
1) CTV messages:
w(l)m =
∑
{Sj}dc−1j=1
dc−1∏
j=1
z
(l−1)
|Sj |
 · Pm ({|Sj |}dc−1j=1 )
(12)
such that Sj ⊆ GF (q) and |Sj | ≤ M . Pm denotes the
probability that a CTV message is of size m, given the
sizes of the incoming VTC messages, {|Sj |}dc−1j=1 .
2) VTC messages:
z
(l)
m = δ [m− 1] · (1− ε)
+ε
∑
{Sj}dv−1j=1
(
dv−1∏
j=1
w
(l)
|Sj |
)
·Qm
({
{|Sj |}dv−1j=1 ,M
})
(13)
such that Sj ⊆ GF (q) and |Sj | ≤ q. δ [m] denotes the
discrete Dirac delta function. Qm denotes the probability
that a VTC message is of size m, given the sizes of the
incoming CTV messages, {|Sj |}dv−1j=1 , and the size M
of the partially-erased variable node.
Finding the exact Pm as a function of the incoming message
sizes is a hard problem, as we will see in Section IV-B,
where several bounds over Pm will be given. We also give
two approximation models for Pm in Section V. On the other
hand, an exact formula for Qm will be provided in Section
IV-C.
Note that regardless of the exact behaviour of Pm, the
density-evolution equation of the BEC [3] (hence QEC) are
equivalent to Equations (12) and (13) when M = q. For
showing this equivalence, we consider irregular LDPC codes,
by defining the following two polynomials [3]:
λ (x) =
dv∑
i=2
λix
i−1 (14)
ρ (x) =
dc∑
i=2
ρix
i−1 (15)
where for each i, a fraction λi (ρi) of the edges is connected to
variable (check) nodes of degree i. Note that dv (dc) denotes
now the maximal degree of a variable (check) node.
When M = q, the QPEC BP messages are of size
1 or size q only. Therefore, w(l)2 , w
(l)
3 , ..., w
(l)
q−1 = 0 and
z
(l)
2 , z
(l)
3 , ..., z
(l)
q−1 = 0 for all l. Extending Equations (12) and
(13) to the irregular case, we have:
w
(l)
1 =
dc∑
i=2
ρi
(
z
(l−1)
1
)i−1
(16)
z(l)q = ε
dv∑
i=2
λi
(
w(l)q
)i−1
(17)
Plugging Equation (16) into Equation (17), we get:
z
(l)
q = ε
dv∑
i=2
λi
(
1− w(l)1
)i−1
= ε
dv∑
i=2
λi
(
1−
dc∑
j=2
ρj
(
z
(l−1)
1
)j−1)i−1
= ε
dv∑
i=2
λi
(
1−
dc∑
j=2
ρj
(
1− z(l−1)q
)j−1)i−1
,
(18)
leading to the well known recurrence relation for the BEC
(QEC with M = q = 2) (as derived in [8], [9]), which holds
for the QEC as well:
P (l)e = ελ
(
1− ρ
(
1− P (l−1)e
))
, l ≥ 1 (19)
where P (l)e is the decoding failure probability at iteration l.
B. Equivalent formulation for Pm and bounds
Assume that we have K subsets of GF(q), {Sj}Kj=1. Their
sumset, denoted
K∑
j=1
Sj , is defined as follows:
K∑
j=1
Sj
∆
=

K∑
j=1
sj : sj ∈ Sj
 . (20)
That is, the sumset of the subsets {Sj}Kj=1 is defined to be the
set of all sums (using GF(q) arithmetic) of elements taken from
the subsets. When the labels hij of the graph are chosen at
random, the CTV message of Equation (10) can be considered
as a sumset of random subsets of GF(q). Noting that, Pm is
equivalent to the probability that a sumset of random subsets
is of size m, when the sizes of the subsets are known.
Finding the number of elements within the sumset as a func-
tion of {|Sj |}Kj=1 is an open problem in additive combinatorics
(see e.g. [10]). This stems from the structure of the field, where
a symbol in a field can be obtained by multiple combinations
of sums of symbols. In the following, we provide bounds on
the size of the sumset.
Lemma 2. Consider K non-empty subsets of GF(q), {Sj}Kj=1.
Then:
max
j
|Sj | ≤
∣∣∣∣∣∣
K∑
j=1
Sj
∣∣∣∣∣∣ ≤ min
q, K∏
j=1
|Sj |
 . (21)
Proof: Denote by j0 the index of the subset with the
largest size. From the definition of a sumset in Equation (20),
it is clear that there exists a ∈ GF (q) such that:
{sj0 + a : sj0 ∈ Sj0} ⊆
K∑
j=1
Sj .
Since the elements of Sj0 are all distinct, the lower bound fol-
lows. The upper bound is the number of sums (not necessarily
distinct) within
K∑
j=1
Sj , which obviously bounds
∣∣∣∣∣ K∑j=1Sj
∣∣∣∣∣ from
above.
We can improve the bounds (21), by using the following
two theorems and their corollary.
Theorem 3. (Cauchy-Davenport Theorem [11] [12]) Consider
the field GF(p), p prime, where A and B are two non-empty
subsets of GF(p). Then:
|A+B| = {a+ b| a ∈ A, b ∈ B} ≥ min (p, |A|+ |B| − 1) .
Theorem 4. (Ka´rolyi’s Theorem for Finite Groups [13]) Let
G be a finite group. A and B are two non-empty subsets of
G. Denote by p (G) the smallest prime factor of |G|. Then:
|A+B| ≥ min (p (G) , |A|+ |B| − 1) .
Corollary 5. Assume a finite field GF(q), where q = ps, p is
prime and s is a positive integer. Then:
max
(
maxj |Sj | ,min
(
p,
K∑
j=1
|Sj | −K + 1
))
≤
∣∣∣∣∣ K∑j=1Sj
∣∣∣∣∣
≤ min
(
q,
K∏
j=1
|Sj |
)
.
(22)
Proof: This corollary is proved by Lemma 2 and Theo-
rems 3 and 4, followed by induction on the number of subsets.
We will denote by BL and BU the lower and upper
bounds of (22), respectively. We have the following sufficient
condition for attaining the maximal size, q, of the sumset.
Proposition 6. (Sufficient condition for
∣∣∣∣∣ K∑j=1Sj
∣∣∣∣∣ = q) If there
is a pair of sets Sa, Sb ∈ {Sj}Kj=1 (a 6= b) such that |Sa| +
|Sb| > q, then
∣∣∣∣∣ K∑j=1Sj
∣∣∣∣∣ = q.
Proof: Consider the (Abelian) group G = {GF (q) ,′+′},
i.e., G consists of all q elements of the field GF(q) with the
field addition operation ’+’. Choose an element g ∈ G. We
will now prove that there exist sa ∈ Sa, sb ∈ Sb such that
g = sa+ sb. Define the set A = g−Sb = {g − sb : sb ∈ Sb}.
It is clear that Sa∩A 6= ∅, since |Sa|+ |A| = |Sa|+ |Sb| > q.
Let d = g−sb be an element of the intersection Sa∩A. Then:
d+ sb = (g − sb) + sb = g.
Now note that
K∑
j=1
Sj =
sa + sb + ∑
i6=a,b
Si : sa ∈ Sa, sb ∈ Sb
 ,
and therefore
∣∣∣∣∣ K∑j=1Sj
∣∣∣∣∣ = q.
For later use, we say that the q-condition holds if the
condition of Proposition 6 is satisfied. Using the bounds BL
and BU and the q-condition, we get the following bounds (in
terms of the size of the sumset) for Pm:
P (max)m =
{
δ [m− q] , if the q-condition holds
δ [m−BU ] , otherwise (23)
P (min)m =
{
δ [m− q] , if the q-condition holds
δ [m−BL] , otherwise (24)
Using the above P (max)m resp. P
(min)
m in (12) will give a
lower resp. upper bound on the decoding threshold of the
QPEC, which is defined similarly to the decoding threshold
of the BEC [3].
C. Equivalent formulation and formula for Qm
When the labels hij are chosen at random, Qm is equivalent
to the probability that the intersection of dv random GF(q)
subsets with sizes
{
{|Sj |}dv−1j=1 ,M
}
(M corresponds to the
size of the set provided by the channel information) is exactly
m. We begin with the following lemma.
Lemma 7. Assume that {Sj}Jj=1 are subsets of a set with q
elements, with given sizes {|Sj |}Jj=1, where µ
∆
= minj |Sj |.
Then, the number of ways to get an intersection of size m
(m = 0, 1, ..., µ) between the subsets is:
Im
(
{|Sj |}Jj=1; q
)
=
µ−m∑
i=0
(−1)i·υ
(
{|Sj |}Jj=1 ,m+ i
)
· ` (m+ i,m) ,
(25)
where
υ
(
{|Sj |}Jj=1 , l
)
= ` (q, l) ·
J∏
j=1
` (q − l, |Sj | − l ). (26)
Proof: Assume a fixed set S with l elements taken
from GF(q). The number of ways to choose J sets of sizes
{|Sj |}Jj=1 such that they all contain S equals:
n
(
{|Sj |}Jj=1 , l
)
=
J∏
j=1
` (q − l, |Sj | − l). (27)
In addition,
υ
(
{|Sj |}Jj=1 , l
)
= ` (q, l) ·
J∏
j=1
` (q − l, |Sj | − l )
= ` (q, l) · n
(
{|Sj |}Jj=1 , l
)
is the number of combinations of subsets with sizes {|Sj |}Jj=1
that have an intersection of size at least l. Now, for m = µ,
we have Iµ = ` (q, µ) ·n
(
{|Sj |}Jj=1 , µ
)
= υ
(
{|Sj |}Jj=1 , µ
)
ways to choose {Sj}Jj=1 such that their intersection is of size
µ. For m = µ− 1, we have
Iµ−1
(
{|Sj |}Jj=1
)
= υ
(
{|Sj |}Jj=1 , µ− 1
)
− ` (µ, µ− 1) · υ
(
{|Sj |}Jj=1 , µ
)
ways to choose {Sj}Jj=1 such that their intersection is of size
µ−1. This was obtained by subtracting intersections of size µ
from sets with intersection of size at least µ−1. Continuing in
the same fashion (essentially, we use the inclusion-exclusion
principle), we get:
Iµ−t
(
{|Sj |}Jj=1
)
=
t∑
i=0
(−1)i·υ (µ− t+ i) · ` (µ− t+ i, µ− t) ,
(28)
for t = 0, 1, ..., µ. Index shifting leads to the desired result.
We are now ready to provide an exact formula for Qm.
Theorem 8. Assume that {Sj}Jj=1 are subsets of GF(q)
with given sizes {|Sj |}Jj=1. Further assume w.l.o.g. that each
subset contains the symbol 0 (as can be assumed due to the
all-zero codeword assumption). Then, the probability for an
intersection of size m (m = 1, 2, ..., µ = min({|Sj |}Jj=1)
between the subsets is:
Qm
(
{|Sj |}Jj=1 ; q
)
=
Im−1({|Sj |−1}Jj=1;q−1)
µ∑
l=1
Il−1({|Sj |−1}Jj=1;q−1)
, if µ > 1
δ [m− 1] , otherwise
(29)
where Im is defined in Equation (25).
Proof: This is a result of Lemma 7. We shift m to m−1
since the symbol 0 belongs to each set. Moreover, instead of q
possible elements to choose from, we have only q−1 possible
ones, since 0 is already taken.
V. APPROXIMATION MODELS FOR Pm
So far, we provided an exact formula for Qm and bounds for
Pm. An exact expression for Pm is likely difficult to find. In
this section, we discuss appropriate models for approximating
Pm
(
{|Sj |}Kj=1
)
from Equation (12) (where K = dc−1). We
begin with a simple balls-and-bins model, and later refine it
with a tighter model we term as the union model.
In the balls and bins model [14], there is a set of balls and
a set of bins. Each bin is assumed to be picked independently
and uniformly at random for each ball. In our case, there
are N =
K∏
j=1
|Sj | sums within the sumset (20), each leading
to an element in GF(q). Using this model, we approximate
Pm as the probability that N balls are assigned to exactly m
(m = 1, 2, ..., q) bins. This probability can be calculated in a
recursive manner.
In the following, we provide a formulation of this model as
a Markov process, leading to an easy calculation of the desired
probabilities for the model. First, define:
Tm
(
{|Sj |}Kj=1
)
=
Im
(
{|Sj |}Kj=1
)
µ∑
l=0
Il
(
{|Sj |}Kj=1
) (30)
using Im from Equation (25) (q was omitted for convenience),
where µ ∆= minj |Sj | . Tm is the probability that the intersec-
tion of randomly chosen subsets {Sj}Kj=1 of a set of size q is
of size m. Using Tm, we define the matrix Γ = Γ(D), with its
elements being (Γ)i,j = Ti+D−j ({i,D}). Ti+D−j ({i,D}) is
defined to be zero when i+D − j < 0 or i+D − j > q. Γ
is an upper triangular matrix, as can be seen in Figure 2. This
matrix is a stochastic matrix describing a Markov chain with
q states (in fact, Γ is an absorbing Markov chain)
Fig. 2: The matrix Γ(D)
Consider ΓA = Γ (1). ΓA contains non-zero elements on
indices of the form (i, i), (i, i+1) only, where (ΓA)i,i =
i
q and
(ΓA)i,i+1 = 1 − iq . The q states of the chain defined by ΓA
correspond to the number of occupied bins. Now, define the
probability vector g(l) =
(
g
(l)
1 , g
(l)
2 , ..., g
(l)
q
)
over the states of
ΓA, where g(1) = (1, 0, ..., 0). We have the following relation:
g(l) = g(1)Γl−1A (31)
where in this case g(l) is simply the first row of Γl−1A . g
(N)
m is
the probability that m bins are occupied in the balls and bins
model, given that the number of balls is N .
Taking into account the lower bound BL and the q-
condition, we get the following approximation for Pm:
P (balls)m =

δ [m− q] , if the q-condition holds
g(N)m
q∑
i=BL
g
(N)
i
, otherwise (32)
According to the balls and bins model, each ball (sum)
is assigned to a bin independently. However, it is clear that
the sums that appear within the sumset (20) can be divided
into N/maxj |Sj | sets of maxj |Sj | distinct elements (since a
fixed partial sum from the other sets is translated by maxj |Sj |
distinct elements). To take this into account, we next define
the union model.
In the union model, a set of maxj |Sj | balls is assigned to
a set of maxj |Sj | bins. Similarly to the balls and bins model,
the union model can also be formulated in terms of a Markov
process, using the matrix ΓB = Γ (maxj |Sj |). Define the
probability vector u(l) =
(
u
(l)
1 , u
(l)
2 , ..., u
(l)
q
)
over the states of
ΓB , where u(1) has 1 in position maxj |Sj | and its remaining
elements are zeros. We have the following relation:
u(l) = u(1)Γl−1B (33)
where in this case u(l) is simply the (maxj |Sj |)th row
of Γl−1B . u
(l)
m is the probability that m bins are occupied
after l sets of size maxj |Sj | were assigned (at random and
independently, set-by-set) to the bins. As in the balls and bins
model, we use the lower bound BL and the q-condition, to
get the following approximation for Pm:
P (union)m =

δ [m− q] , if the q-condition holds
u
(N/maxj |Sj |)
m
q∑
i=BL
u
(N/maxj |Sj |)
i
, otherwise
(34)
As in the case of BEC/QEC, we have a threshold phe-
nomenon [3] for the QPEC. The operational meaning of the
threshold can be thought of as the maximal allowed fraction
of partially known (up to M levels) symbols in a q-level flash
memory, such that all the symbols will be decoded correctly
after a sufficient number of iterations.
In Figure 3, we provide the threshold (denoted εth) for
a regular (3, 6) LDPC code, calculated using the density
evolution equations (12) and (13) for q = 4 and q = 5.
The exact Pm was calculated numerically (by averaging over
all possible assignments of sets and counting the number of
distinct elements in the corresponding sumset). The lower
bound corresponds to P (max)m and the upper bound corresponds
to P (min)m .
As can be seen, both the balls and bins model and the union
model appear to serve as an upper bound for εth, with the
union model being tighter. As mentioned in Section IV, the
same threshold is obtained for all the models when M = q.
VI. CONCLUSION
In this paper, we defined a new channel - the QPEC - moti-
vated by multilevel NVMs. We provided an appropriate belief
propagation decoder for this channel when used with LDPC
codes, with the corresponding density evolution equations. We
developed approximation models for these equations, since
their exact analysis is closely related to an open problem in
additive combinatorics. The results show the importance of
these models, which appear to provide a good approximation.
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