Abstract Locally-weighted regression is a computationally-efficient technique for non-linear regression. However, for high-dimensional data, this technique becomes numerically brittle and computationally too expensive if many local models need to be maintained simultaneously. Thus, local linear dimensionality reduction combined with locally-weighted regression seems to be a promising solution. In this context, we review linear dimensionalityreduction methods, compare their performance on non-parametric locally-linear regression, and discuss their ability to extend to incremental learning. The considered methods belong to the following three groups: (1) reducing dimensionality only on the input data, (2) modeling the joint input-output data distribution, and (3) optimizing the correlation between projection directions and output data. Group 1 contains principal component regression (PCR); group 2 contains principal component analysis (PCA) in joint input and output space, factor analysis, and probabilistic PCA; and group 3 contains reduced rank regression (RRR) and partial least squares (PLS) regression. Among the tested methods, only group 3 managed to achieve robust performance even for a non-optimal number of components (factors or projection directions). In contrast, group 1 and 2 failed for fewer components since these methods rely on the correct estimate of the true intrinsic dimensionality. In group 3, PLS is the only method for which a computationally-efficient incremental implementation exists.
In many real-world applications, fortunately, high-dimensional data are confined to locallylow-dimensional distributions-see Sect. 2. Hence, if we have a local regression technique that exploits these low-dimensional distributions, then, we can hope to carry over all the potential benefits of locally-weighted techniques to high-dimensional real-world data: locally-weighted regression requires inversion of the covariance matrix of the data, which is O(d 3 ) , with d equal the dimensionality of the data. Thus, reducing the dimensionality is critical.
The dimensionality of a data distribution may be reduced with global 2 non-linear techniques [4, 19, 36, 41, 51] . However, these techniques are computationally expensive: semi-definite embedding is O(n 3 ) [51] ; locally-linear embedding is O(n 2 ) [36] ; Isomap is O(n 3 ) [41] , Laplacian eigenmaps are O(n 2 ) [4] , and about the stochastic neighbor embedding, Hinton and Roweis note: "it takes several hours to find a good embedding for just 3,000 data points" [19] .
If using locally-confined linear regression, the natural alternative to the above non-linear dimensionality reduction techniques is linear dimensionality reduction-separately, for each locally-confined model. The primary aim of this paper is to compare linear dimensionality-reduction techniques suited for locally-weighted regression; an aim which is slightly divergent from generic dimensionality-reduction which aims at data preservation, optimal reconstruction or visualization, for example.
Real-time applications usually require an incremental learning scheme. Such a scheme has two big advantages: first, it is memory efficient since only one training pattern needs to be stored at a time (in addition to the sufficient statistics), and second, it adapts quickly to changes in the environment without catastrophic failure in the transition phase (graceful degradation). Thus, we will discuss how the methods that we test extend to incremental learning.
To find out which dimensionality-reduction methods are most suitable for locally-weighted regression, we compare six state-of-the-art methods, which are grouped into (1) dimension reduction only on the input data, (2) modeling the joint input-output data distribution, and (3) maximizing the correlation between projection directions and output data. To group 1 belongs principal component regression (PCR); to group 2 belongs principal component analysis (PCA) in joint space, factor analysis (FA), and probabilistic PCA (PPCA) in joint space; and to group 3 belongs reduced-rank regression (RRR) and partial least squares (PLS). Where applicable, we derive corresponding weighted and incremental formulations.
Through extensive empirical comparison studies, we show that all tested dimensionalityreduction methods perform reasonably well if the number of components (factors or projection directions) matches the intrinsic dimensionality of the data distribution, but for fewer components, group 1 and 2 methods fail. The number of components, however, is typically not given beforehand. In incremental learning, components are added incrementally based on a test criterion in a data driven manner. If the number of components is less than the intrinsic dimensionality, PLS-among the algorithms that can be formulated in an incremental scheme-results in the lowest prediction error, making it an ideal candidate for adding projection directions on the fly. Furthermore, we show that when applying PLS for locallyweighted regression, the optimal distance metric (or locality neighborhood) is relatively insensitive to the choice of number of projections.
The remainder of the article is organized as follows. Section 2 provides evidence for locally-low-dimensional distributions. Section 3 introduces locally-linear regression. Section 4 explains the dimensionality-reduction methods. Section 5 evaluates these methods, first, on a synthetic data set with known structure, and second, on two real-world data sets. Section 6 discusses the results of the experiments, and Sect. 7 closes with conclusions.
Evidence for Locally-Low-Dimensional Distributions
Our methodology for dimensionality reduction for regression relies on the assumption that high-dimensional data sets have locally-low-dimensional distributions, an assumption that requires some clarification. Across domains like vision, speech, motor control, climate patterns, human gene distributions, and a range of other physical and biological sciences, various researchers have shown that the true intrinsic dimensionality of high dimensional data is often very low [21, 36, 41, 49] . We interpret these findings as evidence that the physical world has a significant amount of coherent structure that expresses itself in terms of strong correlations between different variables that describe the state of the world at a particular moment in time. For instance, in computer vision, neighboring pixels of an image of a natural scene have redundant information. Moreover, the probability distribution of natural scenes in general has been found to be highly structured such that it lends itself to a sparse encoding in terms of set of basis functions [5, 33] .
Another example comes from our own research on human motor control. Despite that humans can accomplish movement tasks in almost arbitrary ways-thus possibly generating arbitrary distributions of the variables that describe their movements-behavioral research has discovered regularities within and across individuals [26, 38] . These regularities lead to locally-low-dimensional data distributions, as illustrated in the example in Fig. 2 . In this analysis [12] , we assessed the intrinsic dimensionality of data collected from full-body movements of several human subjects. The data were collected with a special full-body exoskeleton (see Fig. 1 ) that recorded simultaneously 35 joint angles at 100 Hz sampling frequency. Subjects performed a variety of daily-life tasks (e.g., walking, object manipulation, and reaching) until about a gigabyte of data was accumulated. Our analysis examined the local dimensionality of the joint distribution of positions, velocities, and accelerations of the collected data, i.e., a 105-dimensional data set, as would be needed as inputs to learn an inverse dynamics 2 Dimensionality analysis a The cumulative variance accounted versus the local dimensionality (averaged across all mixture models; an average of 7.78 dimensions accounted for 99% of the variance) b The distribution of the effective dimensionality across all mixture models model for motor control [26] . To analyze the local dimensionality, we employed a variational Bayesian mixture of factor analyzers that automatically estimated the required number of mixture components [17] . As shown in Fig.2 (a), the local dimensionality was around 5-8 dimensions, computed based on the average number of significant latent variables per mixture component. Figure 2 (b) shows the distribution of the effective dimensionality across all mixture models. In summary, the results from our analysis and other sources in the literature show that there is a large class of high dimensional problems that can be treated locally in much lower dimensions if one can determine appropriate regions of locality and the local projections that model the corresponding low dimensional distributions. As a caveat, however, it may happen that such low dimensional distributions are embedded in additional dimensions that are irrelevant for the problem at hand but have considerable variance. In the context of regression, it will thus be important to model only those local dimensions that carry information that is important for the regression and eliminate all other dimensions, i.e., to perform local dimensionality reduction with the conditional distribution of regression in mind and not just based on input or joint input-output distributions.
Locally-Linear Regression
Linear regression assumes a linear relationship of an input vector x and an output variable y. Here, for simplicity, we consider only the case of one output variable, since, on the one hand, many problems can be decomposed into multiple mappings onto univariate outputs, and, on the other hand, the generalization to many output variables is mostly straightforward. We also assume, without loss of generality, that the mean values of x and y are zero. Given this simplification, the model function in linear regression is
Here, x is a d-dimensional input vector; y is the output value; β are the regression coefficients, and y is a homoscedastic (independent of x) noise variable. 3 Furthermore, let n be the number of training data points {(
. The coefficients β can be obtained by minimizing the expected squared error E,
which results in the ordinary-least-squares solution
The matrix X contains the input vectors x i in its rows, and the vector y contains the n output values y i . This solution has also a probabilistic interpretation. If we assume that y has a Gaussian distribution of variance σ 2 , then the conditional probability of y given x can be written as p(y|x)
, of the training data, given a constant prior p(x). In the locally-linear case, the data points {x i } are weighted depending on their relative position from the center c of a local model. The most common weighting function-and the only one we will deal with here-is the Gaussian function,
The matrix D is a positive semi-definite distance metric that determines the locality (region of influence) of the local model. Regression methods can be adapted to the local case by multiplying each data point in the loss function (2) with the corresponding weight w i [2] ,
Thus, in the locally-weighted case, the solution (3) is replaced by
where W is a diagonal matrix, containing the w i 's along its diagonal. Weighting the loss function with w i is equivalent to weighting each single data point x i and output y i with √ w i [2] . The same reformulation also holds for the dimensionality-reduction methods discussed below [39] .
Dimensionality-Reduction Methods
Dimensionality-reduction methods reduce a d-dimensional data set to a k-dimensional set with k < d, such that key characteristics of the data are retained-the exact definition of "key characteristics" is going to be important, as will become apparent below.
The following notations will be used across all methods: the (mean zero) input data are stored in the n × d matrix X, and the (mean zero) output data are in the n-dimensional vector y. For the methods that combine input and output into a joint space, the n × (d + 1) matrix Z contains in its rows the vectors
The following subsections present the fundamentals of six methods-principal component regression, principal component analysis in joint space, factor analysis, probabilistic PCA in joint space, partial least squares, and reduced-rank regression. Each section will show how dimensionality-reduction can be used in a regression setting and will also address how the method, if applicable, extends to incremental learning.
Principal Component Regression (PCR)
Principal component regression is a widespread tool for reducing the dimensionality of the input space. Here, a principal component analysis is applied to the input data before computing ordinary least squares on the principal subspace.
The principal components are the eigenvectors of the covariance matrix C = X T X. Let U be a matrix that stores these eigenvectors in its columns. For regression, the input is first mapped onto the principal subspace. Then, on this subspace, we compute ordinary least squares regression. Thus, we minimize ||y − XUα|| 2 with respect to the reduced coefficients α. Therefore, the final regression coefficients are
where is a diagonal matrix containing the eigenvalues of the covariance matrix C. In the locally-weighted version, the coefficients become
here, U w and w are extracted from the weighted covariance matrix C w = X T WX.
To obtain an incremental version of PCR, we basically need an incremental PCA routine. Many methods exist for extracting the principal components incrementally [11, 31, 32, 34, 37] . These methods compute the estimates of the eigenvectors and eigenvalues at time step t + 1, U(t +1) and (t +1), given U(t), (t), and a new data sample (x, y). Furthermore, the regression coefficients can be updated incrementally as
, where η is the learning rate.
Principal Component Analysis in Joint Space (PCAJ)
As an alternative to PCR, the principal components can be also extracted in the joint space of input and output. Thus, different from above, the eigenvectors are extracted from the covariance matrix in joint space, C = Z T Z, with Z = [X y]. In this space, the principal subspace describes the orientation of the data distribution. For regression, PCAJ has been used to identify directions in input space that have high predictive value [50] . Here, however, we use the principal subspace directly for regression by mapping an input point as close as possible to this subspace [39] .
The matrix U can be decomposed into U x for the input space and U y for the output space,
. To achieve a mapping from input to output space, first, a point on the principal subspace (given by Uv) is obtained, whose input-space component is closest to a given input x: the free variables v are obtained by minimizing ||x − U x v|| 2 with respect to v.
Finally, the output is given by y = U y v. Therefore, the regression coefficients are
Using the orthonormality of U, which implies U T x U x + U T y U y = 1, and the Woodbury matrix identity, 4 the expression for the coefficients β can be expressed in a computationally more efficient way:
For one-dimensional output, the matrix inversion is just a scalar division. In the locallyweighted version, the eigenvectors are extracted from the weighted covariance matrix C w = X T WX. To make this algorithm incremental, as for PCR, we need an incremental PCA technique, and the regression coefficients β can be computed using (10) based on the current estimate of U.
Factor Analysis (FA)
Factor analysis is one of the statistically most sound methods for dimensionality reduction in linear systems. Different from PCR and PCAJ, FA is derived from the assumption that the data are generated from a linear model with k < d hidden variables plus a noise term: z = Uv + [13] . Here, z is a point in the joint space of input and output. The latent variables v are assumed to be spherically distributed, N (0, I). The noise is assumed to be distributed according to N (0, ), with a diagonal matrix .
Under these assumptions, the unknown parameters U and can be obtained by maximizing the likelihood of the data {z i }. This maximization can be carried out using the expectation-maximization (EM) algorithm, as, for example, described in [18] . As result, the conditional probability p(z|v) is given, which is distributed according to N (Uv, ).
For regression, we are interested in the expectation value of y, E (y), which equals β T x. To obtain this value, we compute p(y|x). This computation is achieved by the following two steps. First, we decompose
by splitting U and into the respective components for the input and output space. Second, we use Bayes' rule to compute
is the center of this function. The result is
To obtain a locally-weighted version, in the EM algorithm [18] , each data point z i is multiplied by √ w i . FA lacks a proper incremental formulation, although it is possible to create ad hoc incremental implementations that accumulate the sufficient statistics of FA incrementally with forgetting factors. Furthermore, FA is computationally more expensive than the other methods because of the iterative EM algorithm, and FA requires a little bit of noise in the input data-otherwise, the algorithm encounters numerical singularities. On the positive side, FA is actually able to deal with noise in the inputs in a principled way, which is superior in theory to any of the other algorithms in this paper.
Probabilistic Principal Component Analysis (PPCA)
Probabilistic PCA is a special case of factor analysis under the assumption of isotropic noise [43] . This restriction allows an analytic solution, which omits the EM-algorithm. The model density p(y, x) in joint space is described by a multivariate Gaussian, N (0, A −1 ) with
where I k is the k × k identity matrix; U and are the eigenvectors and eigenvalues as obtained from a PCA in joint space, and σ is the residual variance, σ 2 = trace(C) − trace( ), using the covariance matrix C. Different from factor analysis, here, the variance σ 2 is the same for all residual dimensions. For regression, we use the probabilistic density p(y, x) as in factor analysis (Sect. 4.3) and not the intersection with the principal subspace as in PCAJ (Sect. 4.2)-otherwise the results would be the same as for PCAJ. Since p(y, x) is readily available, we choose the coefficients β such that the output y maximizes p(y, x) for a given input x [22, 23] 
. Thus, we decompose A into the components of input and output space:
The optimal output y maximizes p(y, x); therefore, we set the derivative of p(y, x) with respect to y equal zero. This step results in y = A −1 yy A T xy x. Thus, the regression coefficients are
For a one-dimensional output y, the inversion of A yy is just a division by a scalar. An alternative derivation can be obtained by taking A as an ellipsoid and by computing the value y that results in the smallest Mahalanobis distance of [x T , y] to the origin [22, 23] .
For the locally-weighted version, the eigenvectors and eigenvalues are extracted from the weighted covariance matrix C w = X T WX. For incremental learning, the eigenvectors U and eigenvalues can be computed as in PCAJ. In addition, an estimate for the residual variance v res = (d − k)σ 2 needs to be computed, which can be obtained by iterating
where η is the learning rate as in incremental PCA. Based on the current estimates of U, , and σ , the regression coefficients can be updated according to (12) , (13), and (14).
Reduced-Rank Regression (RRR)
Reduced-rank regression [24] -a common model in econometrics [16] -is multiple regression with a rank constraint on the coefficient matrix B, as in
where Y is the output and E the error matrix. Since, in our case, we consider only a 1-dimensional output, the rank of B is always 1, i.e, the rank cannot be constrained anymore. Thus, here, reduced-rank regression does not do dimensionality reduction and, therefore, does not provide a computational gain over ordinary least squares, which gives the same results. Still, we put RRR into this comparison for two reasons: first, as a control showing the optimal regression performance (the same holds for ordinary least squares), and second, as a context for PLS, which may be regarded as a mix between PCR and RRR (see Sect. 4.6). Reduced-rank regression methods extract projections of maximal correlation between input and output. These projections are extracted by maximizing the squared correlation
under the constraint that the projections Xu i are orthogonal to each other and have unit length, u T i X T Xu i = 1 [53] . As it turns out, the projection directions u i are the columns of the matrix U that contains the eigenvectors of C = (X T X) −1 X T yy T X. For regression, as in PCR, X is projected onto U, and we work only with the projections. Thus, we minimize ||y − XUα|| 2 with respect to α and obtain
In our case of a 1-dimensional output, we only have a single projection direction u. Here, the matrix inversion in the β term is only a devision. The computational load, however, is in the computation of C, which requires the inversion of X T X with complexity O(d 3 ).
In the locally-weighted version, the eigenvectors are extracted from the matrix
In addition, the regression coefficients are computed as
This method does not offer an incremental solution: all data points need to be accumulated for computing the projection matrices (compare with PLS-Sect. 4.6).
Partial Least Squares (PLS)
Partial least squares (PLS) is a regression technique extensively used in chemometrics [52, 15] . However, it is less well known or less accepted in the statistical machine learning community because PLS is engineered rather than motivated by a statistical description of the training data. The algorithm starts by extracting a direction u 1 in input space that highly correlates with the output. Then, the input is projected onto this direction, and the corresponding regression coefficient is computed. Further directions are obtained by deflation (see Algorithm 1). PLS is purely algorithmic and not derived from an optimality criteria. However, up to several digits, PLS produces the same result as SIMPLS [10]; for one factor, the results are even identical. SIMPLS maximizes (u T i X T y) 2 under the constraint that the projections Xu i are orthogonal to each other, and that u T i u i = 1. Since (u T i X T y) 2 = corr 2 (Xu i , y) var(Xu i ), PLS has therefore been considered as a mixture between RRR and PCR [1] . For sphericallydistributed input data (var(Xu i ) = const.), PLS produces the same result as RRR. Alternative methods can be constructed by tuning the objective function between var(Xu i ) and corr 2 (Xu i , y) [1] . However, these methods require an additional parameter and are thus not considered here.
Algorithm 1 Partial least squares
In the locally-weighted version, we need to do the following substitutions: 
An incremental version of the training can be readily derived from Algorithm 1. The lines 1, 2, 5, 7, 9 on the left-hand side already contain the equations for single data points. For the remaining lines, an estimate of u i , a i = s T i Wy i , b i = s T i Ws i , and q i = X T i Ws i needs to be updated during each step, given a learning rate η. Algorithm 2 shows one iteration step for a new sample (x, y) with weight w.
Algorithm 2 Incremental partial least squares (locally weighted)
1:
Summary
A brief summary of the presented dimensionality-reduction methods is presented in Table 1 . This table further shows the computational complexity of each method, for training and testing, and, if available, for the incremental version of the algorithm. Only the dominant complexity term is shown, assuming n > d > k.
Experiments
The experiments are split in two parts. First, on a data set with known structure, we show how the dimensionality-reduction methods compare with each other for different factor numbers and kernel widths. Second, we demonstrate that key results observed in the synthetic data are also visible in two real-world data sets.
Synthetic Data
The synthetic data are sampled from an embedded manifold of either linear or non-linear structure as detailed in Sect. 5.1.1. Section 5.1.2 describes the evaluation settings. On the linear data, Sect. 5.1.3 compares the dimensionality-reduction methods for different number of components k and different noise settings. On the non-linear data, for locally-weighted regression, Sect. 5.1.4 compares the sensitivity of the various methods to the optimal kernel width for a range of projections k.
Data Generation
The synthetic data set was designed to assume the following four characteristics. First, the distribution of the input data is restricted to a q-dimensional subspace of arbitrary orientation to allow a comparison between the assumed number k of factors and the intrinsic dimensionality q. Second, the data are linearly transformed equivalent to duplicating data columns in V and rotating the resulting data points in the d-dimensional input space. Thus, this step introduces redundant dimensions. Third, the expected variance in each input and output dimension equals 1 (Appendix), which matches the standard data pre-processing of whitening the data-note, here, we do not whiten the entire data (which would result in artificially expanding the noise directions as well). Finally, the non-linear function was chosen such that locally around the origin, the same input-output relation holds as for the linear case.
We generated 5,000 training patterns and 10,000 test patterns. Each pattern consists of a d-dimensional input vector x and a 1-dimensional output y, which were generated using the following procedure: Then, β was scaled such that E(y 2 ) = 1 (see Appendix).
The dimensionality d was set to 10, and the intrinsic dimensionality q was set to 5. The noise was added only to the training patterns; the test patterns were noise free. Six different noise settings were chosen as detailed in the following: These noise settings were chosen to selectively match assumptions of the dimensionalityreduction methods (like PPCA assumes isotropic noise) and to explore typical conditions in applications: first, the input to a system is often controlled (low noise) and the corresponding output observed (noisy); second, for learning from sensory data, irrelevant noise dimensions relate to sensor values that are irrelevant for a given task.
Evaluation Settings
We tested the batch versions of the dimensionality-reduction methods, since batch versions are available for all methods. On the linear data with isotropic noise, we repeated the tests using the incremental versions of PCR, PCAJ, PPCA, and PLS.
The batch versions were slightly modified to avoid numerical instabilities. In the case of only output noise, the covariance matrix X T X is singular; it has rank q. Thus, each of the methods PCR, PCAJ, PPCA, PLS, and RRR will be numerically unstable for k > q. For RRR, this problem even holds for k = 1. To avoid that these numerical instabilities contaminate the results, the methods were slightly modified. In PCR, PPCA, and RRR, a small value (10 −6 ) was added to each diagonal element of the covariance matrix. Thus, here, RRR performs like ridge regression [20] , which is ordinary least squares with this addition to the covariance matrix. We chose this addition to be small enough not to alter the results for k ≤ q; and for k > q, it adds a small variance to the excess components u such that they are defined but negligible for the output y. In FA, 10 −6 was added to the diagonal of the estimated noise variance to avoid divisions by too tiny values. For PLS, if k > q, s T i s can get close to zero, and the algorithm gets unstable. This instability could be cured by setting β i = 0 for s T i s i < 10 −16 , since the corresponding direction does not contribute to the y value. In PCAJ, for k > q, the first excess component points into the direction of the output; thus, the method fails since the principal subspace is orthogonal to the input space (this is a weakness of the method and not a numerical issue).
To evaluate the methods, data generation and regression were repeated for 100 runs. Normalized mean square errors (nMSE)-the mean prediction error divided by the variance of the output-were computed on the test set and averaged over all 100 runs. In each run, training and test set were the same for all methods and for all k and D values. Apart from FA, all methods have analytic solutions in the batch version. For FA, 1,000 expectationmaximization steps were iterated. RRR was evaluated only for k = 1 since we have only one non-zero eigenvalue. In the plots, however, we replicate the corresponding result for all k values to ease the comparison with the other methods.
In the incremental versions of PCR, PCAJ, and PPCA, we used the robust recursive least square algorithm [34] to extract the principal components incrementally. We implemented this algorithm as described in [22] . Since the orthonormality of the principal components slowly degrades, we did a Gram-Schmidt orthonormalization of the eigenvectors after each 200 learning steps. For PLS, we used the algorithm as shown in Sect. 4.6 (here, w = 1). Initially, the vectors u i were set to random values and, then, orthonormalized. Similar to above, we set β i = 0 whenever s 2 < 10 −16 . For all incremental algorithms, we set the learning rate to η = 1/t, where t is the iteration step. This choice counterbalances forgetting and update of the estimate such that all data points have statistically the same weight (see, e.g., Sect. A.3 in [21] -note, this choice might be undesired in an incremental setting in which older data samples should be forgotten).
In the non-linear case, the data points were weighted according to (4) . The center c was set to zero, and the distance metric D was set to DI d , where I d is the d-dimensional identity matrix. For testing, the errors for each test point were multiplied with the same weight function used for training. 
Comparison of Dimensionality Reduction Methods
On the linear data, Fig. 3 compares the dimensionality reduction methods for different number of components k and different noise settings. For the case without irrelevant noise dimension, if k matches the intrinsic dimensionality q, all six methods do almost equally well. For k > q, PCAJ fails for only output noise, and for other noise settings, the prediction error of PCAJ increases with increasing k (not shown in the figure) . The other methods are not impaired by using too many components or factors, apart from FA for zero noise in the input; here, FA's performance fluctuates highly.
Isotropic noise
Only-output noise For k < q, PCR, FA, PPCA, and PCAJ generate large errors. PCR does worst, because it omits a component in input space that contributes to the output value. Second worst is FA, whose model assumptions are violated. On the other hand, PLS and RRR, which consider the correlation between input and output, do much better than the remaining methods: RRR is already optimal with only one projection direction, and PLS is almost optimal with only two projection directions.
When adding irrelevant noise dimensions, PLS, RRR, and FA are almost unaffected. However, PCR, PCAJ, and PPCA, which model the variance, get distorted since the data have significant variance in the irrelevant dimensions. Worst affected is PPCA, which essentially models the data by wrapping an ellipsoid around it.
For isotropic noise and k = q, PCAJ is slightly better than the other methods, and for only output noise, PCAJ is slightly worse than all other methods. This difference is more distinct for higher noise. To illustrate this result, we compare PCAJ and PCR for d = 1 (Fig.4 ; in this simple case, PCR, FA, PPCA, PLS, and RRR all yield the same result). With isotropic noise (Fig. 4 (left) ), PCAJ produces the correct result (nMSE: 7.5 * 10 −4 ± 7.4 * 10 −4 ), which differs from the least-squares solution, and thus, PCR fails (nMSE: 0.22 ± 0.01). For only output noise (Fig. 4 (right) ), the ordinary least-squares solution is optimal (nMSE: 3.7 * 10 −4 ± 3.2 * 10 −4 ), but, here, PCAJ fails (nMSE: 0.30 ± 0.02) because the direction of maximal variance is rotated into the direction of the output noise.
The incremental implementations result in a higher error rate (Fig. 5) . However, we see the same pattern as observed in the batch algorithms: for k < q, PLS is doing better than PCR, PCAJ, and PPCA, and is even better than the batch versions of these algorithms (compare Fig. 3 with 5) .
Locally-Weighted Regression
In this section, we evaluate locally weighted regression using the various dimensionality reduction techniques on the non-linear data set. figure) ; PCAJ fails as observed above (see Fig. 3 ). For k = 1, the optimal D-value shifts even for PLS to smaller values, that is, wider kernels (not shown in the figure). 
Real-World Data
The dimensionality-reduction methods were further tested on real-world data to demonstrate that the trends shown in previous results are also relevant to non-synthetic data and hence, can be used for real-world application.
Methods
Two data sets were used: vision-robot and census-house data. The vision-robot data were taken from a study in which a six-degrees-of-freedom robot arm learned to grasp an object (a small brick) presented visually on a table surface [23] -see Fig. 7 . Each data point combines the visual information of the object with the grasping arm posture of the robot. To collect a data point, the robot put the brick on the table, recorded the corresponding arm posture, removed the arm, and took a picture of the brick. The visual information consists of a 4 × 4-pixels grid providing a coarse-grained view of the table surface and a histogram showing the edge distribution over four orientations within the camera image [23] . The arm posture consists of six joint angles. The vision-robot data set is locally low-dimensional, because the brick on the table has only three degrees of freedom (two for position and one for orientation). Thus, there is a lot of redundancy in the sensor values (the coarse-grained image and the edge histogram). A disadvantage of this data set for our regression study is that several redundant arm postures exist for a given image. For a given end-effector position, the inverse kinematics of the robot arm has several solutions; i.e., several combinations of joint angles lead to the same endeffector position [25, 30] . However, in the collected data, the shoulder joint showed almost no redundancy (three redundant postures could be identified and were removed). Thus, we used the angle of the shoulder joint as a target value for the 20-dimensional sensory input. Since the orientation of the brick is irrelevant for the angle of the shoulder joint, the intrinsic dimensionality of the relevant data is only two. The data set consists of 3,368 patterns; the first 2,000 were used for training, the rest for testing.
The census-house data set [27] is part of the Delve repository. The data show median house prices and demographic compositions of several survey regions, as obtained from the 1990 US Census. Here, we used a subset called 'house-price-16L', that contains only 16 of the demographic attributes. These attributes form the input and the corresponding house price is the output. Also this data set contains redundancy, since some of the attributes correlate with each other, for example, the number of families and the number of households. However, the intrinsic dimensionality is unknown. The pattern set consists of 22,784 data points; thereof 10,000 were used for training and the rest for testing.
Both training data sets were processed such that each attribute had zero mean and unit variance. For regression, as for the sine-function before, we used only one local model centered at the origin. The weight-function was uniform and had the same metric parameter D as before. The optimal D-value was obtained by, first, computing the regression using RRR with k = 1 for various D-values (in steps of 0.1), and second, choosing the D-value resulting in the lowest error (D = 2.4 for the vision-robot and D = 0.3 for the house data). Using this optimal D, the six methods were evaluated with varying number of factors k.
Results
For both data sets, the results show many of the characteristics as seen in Sect. 5.1.3 for the synthetic data (Fig. 8) . RRR provides a kind of base-line for the optimal performance. Among the remaining methods, PLS' regression error decreases the most quickly with increasing number of factors. FA, as in the case with irrelevant noise dimensions, converges more quickly than the remaining methods PCR, PCAJ, and PPCA. On the vision-robot data, the prediction error for FA drops sharply at the intrinsic dimensionality (k = 2). The error for PCR, PCAJ, and PPCA drops at a higher k-value (k = 4). When increasing k further, only PCAJ fails.
Discussion
We compared the regression performance of non-parametric dimensionality-reduction methods on synthetic and real-world data. The synthetic data were constructed such that they were restricted to a lower q-dimensional subspace. Our basic finding was that if the number k of factors, components, or projection directions is smaller than q then methods that are based on maximizing the correlation between projection directions and output (PLS and RRR) do better than methods that model the distribution of data in joint space (FA, PPCA, and PCAJ), which in turn do better than methods that reduce the dimensionality without taking the regression target into account (PCR). This finding is significant in view of the practical requirements of incrementally adding projection directions in a real-world application without significant prior knowledge of the true intrinsic dimensionality.
The data generation mechanism fulfilled all assumptions of factor analysis except for the true intrinsic dimensionality q. Thus, the breakdown of FA for incorrect number of factors demonstrates its brittleness with respect to the match between k and q; making it inherently difficult to use for a constructive, incremental algorithm. In contrast, PLS shows promising results with graceful degradation for k < q.
As the comparison with RRR shows, the dimensionality could be even reduced to one by finding a direction whose projections maximally correlate with the output-this is nothing but the direction of the true regression vector β. However, as mentioned earlier, computationally, RRR is equivalent to doing ordinary least squares on the full data set, i.e., the full covariance matrix needs to be inverted, and there are no computationally-attractive incremental implementations. Thus, PLS appears as the best compromise: the method maximizes only the correlation in the special case of spherically-distributed input data, but it provides an efficient implementation, which can be also written in an incremental way.
In a further test, we showed that this advantage of PLS for k < q actually holds also in the incremental version of the algorithm. The lower performance of the incremental methods for k > 1 is probably due to simultaneous component estimation, which is known to accumulate error in incremental PCA [29] . For k ≥ q, PCAJ did best. In our incremental PCAJ implementation, inconsistencies between the incrementally updated variables are probably compensated by the Gram-Schmidt orthonormalization, which was computed every 200 steps (see Sect. 5.1.2). For the other methods, this compensation probably did not work as well, because additional variables have to be updated (β for PCR and the residual variance for PPCA). Moreoever, our PLS implementation did not use any such compensation step.
Apart from the breakdown for k < q, all of PCAJ, PCR, FA, and PPCA showed an additional specific weakness. PCAJ deteriorates for k > q; particularly, for only output noise, one principal component points into the direction of this noise, and regression cannot proceed because the principal subspace is perpendicular to the input space. PCR fails dramatically if k < q because part of the input that contributes to the output value is ignored. FA shows higher regression errors for k > q if input dimensions have zero noise, probably, because the model does not consider zero noise variance.
PPCA fails if we add irrelevant noise dimensions because the ellipsoid associated with the eigenvectors and eigenvalues includes this noise (see Sect. 4.4). Thus, to compensate for this additional noise, as many components as noise dimensions need to be added [21] . PCR and PCAJ do better with irrelevant noise because the data's variance equals d/q on the embedded subspace; the variance in the noise dimensions equals 1 (see Sect. 5.1.1). Here, FA was not affected, because the irrelevant noise dimensions are covered by the model assumptions. This feature may explain why FA did better than PCAJ, PCR, and PPCA on the real-world data.
Furthermore, we illustrated the influence of the noise-generation model on the regression results. Apart from PCAJ, all tested methods produce an optimal regression result for only output noise, but not for isotropic noise. The model assumptions of FA and PPCA are consistent with isotropic noise, and these methods do reproduce the underlying model correctly-the density p(y, x) matches the distribution of the data in joint space. However, maximizing p(y|x) for a given x results in the ordinary-least-squares solution, which is not optimal for noise-free test data. PCAJ also aligns its principal subspace with the data distribution for isotropic noise, but PCAJ uses this subspace directly as the result for regression, which is optimal for noise-free test data.
On non-linear data sets, with locally-linear regression, the prediction error depends on the width of the kernel function. An optimal width exists, which is a trade-off between finding a small enough value for a good linear approximation and a large enough value to avoid over-fitting (because of the noise). In incremental learning, when the number of components q changes, a robustness of the optimal width about q is desirable. This robustness was only found in PLS (see Fig. 6 ).
Using the real-world data, we could reproduce the main findings obtained from the synthetic data, particularly, the advantage of maximizing the correlation versus maximizing the variance. Thus, our synthetic data seems to have basic characteristics found in real applications: being lower-dimensional than the embedding space, including dimensions with irrelevant noise, being globally non-linear, and locally linear. In robotics, such characteristics are likely to occur in sensory data, for example, in visual and tactile input.
Conclusions
For linear regression, dimensionality-reduction methods that maximize the correlation between projection directions and output data do better than methods that model only the variance of the data distribution. The drawback of these latter methods is that they need to assume that the number of factors or components is at least as high as the intrinsic dimensionality of the data-this makes incremental addition of components problematic. Ideally, one projection direction would be sufficient, namely the direction in input space that maximally correlates with the output. The computation of this direction, however, involves calculations which are at least as expensive as the ordinary weighted least squares on the full-dimensional data set.
Fortunately, a locally weighted, incremental reformulation of partial least squares (PLS) provides an ideal dimensionality-reduction technique: PLS does well with only a few projection directions (it works with only one projection in the special case of spherically distributed input data), and since the projection directions are orthogonal, additional relevant dimensions can be added without relearning existing projection directions, e.g., as in use with online regression algorithms like locally-weighted projection regression [48] .
