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ABSTRACT 
This paper proposes a new method for instantaneous fre- 
quency (IF) estimation of rapidly time-varying signals, based on 
an iterative procedure incorporating Time-Frequency Distribu- 
tions (TFDs). This method is then applied to the problem of 
adaptively detecting a transient of unknown waveshape in white 
gaussian noise. For this type of adaptive detection, the signal's 
time-frequency representation is first estimated and this estimate 
is used as the true representation in a time-frequency correlator 
detector. In the methodology proposed in this paper, the IF is 
assumed to be a critical feature of the transient. Accordingly, the 
IF is first estimated, and then this estimate is used as an aid to 
estimate the time-frequency representation of the true signal. 
This representation is then correlated with the time-frequency 
representation of the observed signal to provide the appropriate 
detection statistic. 
I. INTRODUCTION 
A large number of natural signals exhibit non-stationary 
spectral behaviour, and for such signals the concept of instan- 
taneous frequency is more useful than the traditional notion of 
frequency. In Section 2 a new technique is presented for estimat- 
ing the IF of a signal in a high noise environment. This technique 
generalises the maximum likelihood procedure for estimating the 
frequency of a stationary sinusoid in gausssian noise (i.e. extract- 
ing the peak magnitude from a periodogram [I]). The procedure 
for the stationary signal case can be thought of as optimally con- 
centrating the signal energy in frequency so that there is a high 
likelihood that the true frequency will be correctly estimated as 
the peak against a broadly dispersed noise background. The gen- 
eralisation to the non-stationary case involves first projecting the 
signal onto a time-frequency space where there is high energy 
concentration, and then extracting the IF estimate as the peak 
magnitude. The time-frequency space used is the XWVD, a 
representation which is known to have good noise performance 
[2] in addition to high energy concentration. Simulations are pre- 
sented to compare this method with other estimation methods. 
These other methods include 1) differencing the phase of the 
analytic signal [3], 2) recursive Least Squares (RLS) adaptive 
techniques and 3) peak detection from the Short-Time-Fourier 
Transform (STFT). The XWVD based scheme is seen to compare 
very favourably with these alternate methods. 
This XWVD based IF estimation method is applied to the 
problem of detecting a signal of unknown waveshape. The solu- 
tion to this problem involves a three step methodologv: 
Step k Estimatinn of the IF of the Signal 
The XWVD is used to estimate the IF. 
Step 2: Formation of the Time-Frequency Signal Estimate 
For optimal detection of unknown signals, it is necessary to first 
estimate the time-frequency representation of the true signal, and 
to then use this as reference in a conventional detector. This 
type of detection is refered to as adaptive. Accordingly, from the 
IF estimate obtained in Step 1, a unit amplitude "reference" signal 
is estimated. This signal is then used, along with the observed 
signal, to form a XWVD exhibiting high signal energy concentra- 
tion. This time-frequency representation can then be windowed 
or filtered to produce a time-frequency estimate of the reference 
signal. 
Step 3 Correlation of Time-Frequency Representations to 
Form the Detection Statistic 
The 'reference XWVD estimate is correlated with the 
'observed XWVD to yield the required detection statistic. Where 
the reference XWVD is estimated without error, this is equivalent 
to matched filtering for white Gaussian noise [2]. The particular 
practical implementation presented in this paper, however, can be 
shown to be equivalent to a selective energy detector (i.e. a detec- 
tor based on energy measures from selected regions of the time- 
frequency plane [4]). Simulations are presented to show that the 
XWVD based scheme performs better than classical methods (i.e. 
the energy detector) for the non-stationary signal used. 
If the signal is multicomponent, then the signal can be 
broken down into approximately monocomponent parts, and each 
of the parts can be processed along the lines of the above steps. 
2. IF ESTIMATION PROCEDURE 
The XWVD between a reference signal, s(t), and an 
observed signal, r(t). is defined as: 
where Q(t) and z,(t) are analytic signals corresponding to s(t) and 
r(t) respectively. Both are time limited between -T/2 and +T/2. 
The proposed IF estimation procedure is as follows: 
1. Obtain an initial IF estimate and from it form a unit amplitude 
estimate, e(t), of the reference signal according to: 
t 
-T/2 
j2.1 ?i(a)da 
250) = k ( t )  e (2) 
where 3(t) = Re ( %(t) ), and ?i(t) is the IF estimate. 
2. Form a XWVD between the estimated reference signal, s(t), 
and the observed signal, r(t). Extract the peak magnitude of this 
representation as the new IF estimate. 
3. Repeat from Step 1 until the difference in IF estimates from 
successive iterations is less than a specified amount. 
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The idea behind the method is that each time a new 
XWVD is estimated the signal energy concentration should in- 
crease, so that the probability of correctly estimating the IF in a 
noise background should also increase. Note that a number of est- 
imators could be used as the starting value for the IF. An STFT 
based peak detection estimate was chosen for simulations in this 
paper since its comparatively low variance would be likely to 
reduce the number of iterations required for convergence. 
2.1 Performance of IF Estimation using the XWVD 
Consider a XWVD formed from the observed signal, r(t), 
and the unit amplitude estimated reference signal, act). Both sig- 
nals are time limited between -T/2 and +T/2 
+T/2 
Wzr (t. f )  = /-T/;r(t+r/2)q * (t-7/2) d7 
(3) 
(4) 
where 9 signifies Fourier Transformation in the 7 variable, and 
the synthesised signal is formed from the initial IF estimate, t i ,  
according to: 
= 9 [zr(t+7/2)q*(t-7/2)] 
7-f 
7-f 
t 
j2r[-T,2?i (t)dt 
zqt) = HT(~) e ( 5 )  
The initial IF estimate will actually differ from the true IF by 
some error term. The IF estimate, then, may be considered to be 
the sum of a true term and an error term: 
$(t) = fi(t) + fe(t) (6) 
Then, in the time domain %(t) could consequently be written as 
the product of a "true" complex signal term and an "error" com- 
plex signal term both exhibiting unit amplitude. Thus, 
%(t) = %(f).Ze(t), 
"t 
j2rJ fi(t)dt 
-T/2 
where %(t) = nT(t) e and 
f t  
(7) 
Eqn.(4) may then be rewritten: 
Wz z,. (t,f) = 9 [~y(t+r/2)%*(t-~/2).~W(t+~/2)ze*(t-~/2)] (8) s 7-f 
where zw(t) is a unit amplitude rectangular window of the same 
extent as zr(t). Rearrangement gives 
w4 % (t. f )  = 
From.(10) it can be seen that the XWVD formed with an esti- 
mated reference signal is the "true" XWVD smeared by the 
XWVD formed from the error signal term and a unit rectangular 
window function. The latter is essentially the running frequency 
scaled Fourier Transform of the error component term, ze (t). 
Where the initial IF estimation error has a constant bias and 
zero variance, the resulting XWVD estimate will simply be a 
shifted version of .the true XWVD, the shift being equal to half 
the bias. Thus at each new iteration of the proposed scheme the 
bias will be reduced to half its previous value. The XWVD esti- 
mate, then, will eventually converge to the true value. 
Where the initial IF estimate has zero bias but non-zero 
variance, general expressions of the smearing factor in (IO) are 
difficult to obtain. Some expressions for limiting cases, however, 
are provided in [5] .  It is also shown in [5] that for the case of lin- 
early modulated chirp signals, one can expect the XWVD scheme 
to perform better than peak detection from the STFT, under a 
certain condition. This condition is that the bandwidth of the 
error component term, +(t), is less than twice the bandwidth of 
the chirp signal within the window used for the STIT. This fits 
intuitively with what one might expect. Clearly, if the observed 
signal is stationary, the XWVD will not provide any better energy 
concentration than the STIT, and additionally, errors would be 
introduced in estimating the reference signal for the XWVD. One 
would therefore not expect the XWVD to perform better than the 
STFT for stationary signals. As the frequency content of the 
signal varies significantly, though, improvements in energy 
concentration will override the effects of the uncertainty in the 
reference. Thus, for signals with significant non-stationarity, the 
XWVD scheme would be expected to perform better than the 
STFT. 
2.2 Computer Simulations 
Example - Zero bias, non-zero variance on the initial IF estimate: 
For these examples the initial IF estimates were obtained 
using the STFT, with the bias being very close to zero. Due to 
difficulties in obtaining reliable fourier based estimates for small 
data lengths, the leading and trailing 10 points were determined 
by extrapolation. A typical initial IF estimate for a sinusoidally 
modulated FM signal in - 1  dB noise is shown in Fig.1. The esti- 
mate was obtained from the peak of the STFT. The estimate after 
2 iterations of the XWVD scheme is seen in Fig.2, and the true 
FM law is shown in Fig.3. The updated estimate is significantly 
enhanced over the original. 
SFREO - BOO e "1 N - 512 12/12/89 S t f t  
1.00 
0.90 
0 . 8 0  
w 0 . 7 0  
0 . 6 0  
I * -: 0 . 5 0  - 
0.40 
0.30 
E 0.20 
0 . 5 0  
0 00 
0 32 64 96 128 160 192 224 256 288 320 352 384 4:s 448 480 112 
PIMPLE NO 
Fig.1 IF Estimate Using STFT Peak 
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For comparison, estimates of the IF using Ville's direct definition 
[3] and the Recursive Least Squares adaptive estimator [6] are 
shown in Figs.4 and 5 respectively. It is seen that these latter two 
estimators exhibit considerably poorer performance than both the 
S T m  and XWVD based estimators. 
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where zx(t) is an arbitrary signal and W, , (t,f) is a time-fre- 
quency representation of the observed signal. The time-frequency 
representation of the reference signal may be estimated from 
Wzr zx (t, f )  by retaining the significant features through time- 
varying filtering. To do this most effectively the signal energy 
should be as concentrated as possible, and so as to achieve this 
goal zx(t) is constructed from the estimated IF of the observed 
signal, according to (2). Fig.6 shows the true time-frequency 
representation of an FM signal (modulated by an segment of a 
sinusoid). Fig.7 shows the XWVD of the same signal in noise, and 
Fig.8 shows the XWVD estimate of the same signal, the estima- 
tion being affected by time-varying filtering to eliminate the 
noise. The two representations shown in Figs.7 and 8 may then be 
correlated to yield the detection statistic described by (1  1). 
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Fig.4 IF Estimate Using Analytic Signal 
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ment arising from the energy "selectivity" factor. 
Fig.8 XWVD Estimate of Signal 
The approach adopted for estimating the reference XWVD 
from the observed XWVD was to try to reject the noise away 
from the vicinity of the IF by a windowing. The detector result- 
ing from this type of estimation can easily be shown to be equi- 
valent to a "selective" energy detector. i.e. a detector in which 
only energy from a selected region of the time-frequency plane 
contributes to the detection statistic. Fig9 shows simulations com- 
paring the XWVD based detector with the energy detector for the 
sinusoidally modulated signal shown in Figd. The XWVD based 
scheme is seen to perform better in this case, with the improve- 
Fig.9 Comparison of XWVD Based Detector and 
Energy Detector for Observed Signal 
4. CONCLUSION 
A new method for estimating instantaneous frequency has 
been proposed, based on the Cross Wigner-Ville Distribution. The 
scheme is seen to perform very well for non-stationary signals in 
high noise environments, The scheme has been applied to adap- 
tive detection of an unknown non-stationary signal for which the 
instantaneous frequency was a significant feature. The detection 
has been seen to be more effective than the classical energy det- 
ector for the signal considered. 
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