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Introducción
La teoría de laforma fue introducida por K.Borsulc en 1968 para el estudio de las
propiedades homotópicas globales de los espacios métricos compactos, aunque
las raices de esta teoría se remontan a la obra de P.Alexandroff, S.Lefschetz y
E.tech, entre otros. En los trabajos de estos autores aparece la idea — fuxx-
daxnental para la génesis de la teoría de la forma y para la anterior evolución
de la homología simplicial a la homología de Úech — de aproximar los espacios
topológicos por espacios particularmente simples, como los poliedros.
En las categorías de la forma y de la forma fuerte para espacios métricos com-
pactos, para evitar las posibles complicaciones locales, se permite a las aplicacio-
nes continuas entre dos espacios tomar vajores en entornos del segundo espacio
en un retracto absoluto que lo contenga, en general el cubo de Hilbert. Tomando
entornos cada vez menores y estableciendo ciertas relaciones de homotopía entre
aplicaciones se obtienen los modismos de las categorías. De esta forma se con-
siguen clasificaciones homotópicas de los espacios métricos compactos que tienen
en cuenta sus propiedades globales y no toman en consideración las locales, y
que coinciden con la clasificación de la teoría de homotopía clásica en el caso de
los poliedros.
El contenido de esta memona se divide en cuatro capítulos, cuyo contenido
presentamos ahora muy generalmente, remitiendo a la introducción de cada
capítulo para una exposición detallada de los antecedentes del tema y del con-
tenido del capítulo.
En el primer capítulo de la memoria presentamos una nueva caracterización
interna, de tipo discreto y de gran sencillez formal, de la categoría de la forma.
Nuestro enfoque, que supone la aparición de técnicas discretas en el estudio de
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la teoría de la forma, se basa en la idea de reemplazar las aplicaciones continuas,
que necesariamente dependen fuertemente de la estructura local de los espacios,
por aplicaciones localmente constantes con saltos cada vez menores. Utilizando
estas técnicas, damos también caracterizaciones en términos discretos de los
poliedros aproximativos, de los espacios movibles y de los internamente movibles.
En el segundo capítulo damos la primera descripción totalmente intrínseca
de la categoría de la forma fuerte. Nuestra caracterización se basa en la teoría de
aplicaciones multivaluadas. Consideramos también una topología en el espacio
de las aplicaciones multivaluadas finas entre dos espacios métricos compactos
que nos permite caracterizar los morfismos en la categoría de la forma como las
componentes conexas de ese espacio topológico, y los morfismos en la categoría
de la forma fuerte como las componentes conexas por caminos, siendo ademas
todo modismo en la categoría de la forma la adherencia de un morfismo en la
categoría de la forma fuerte. Finalmente mostramos como reducir el cálculo de
grupos ‘shape’ fuerte al cálculo de grupos de homotopía usuales de un cierto
espacio de lazos.
En el tercer capítulo presentamos un nuevo enfoque de las fibraciones ‘shape’,
basado en la teoría de aplicaciones multivaluadas. De este modo, podemos
definir el concepto, más restrictivo que el de fibración de Hurewicz con elevación
única de caminos, de fibración ‘shape’ con elevación cercana de caminos muí-
tivaluados cercanos, siendo estas últimas equivalentes a fibraciones ‘shape’ con
fibras totalmente desconectadas. Demostramos también resultados relativos a
propiedades de elevación de aplicaciones ligadas a los morfismos ‘shape’.
En el cuarto y último capítulo retomamos las caracterizaciones de la forma
y de la forma fuerte de espacios métricos compactos por aplicaciones aproxuna-
tivas para establecer nuevas conenones entre la teoría de la forma y la teoría de
sistemas dinámicos. La razón de utilizar esta caracterización es que el flujo
de un sistema dinámico en un ANR induce una aplicación aproximativa de
cualquier compacto del espacio de fases en cualquier otro compacto que con-
tenga al primero en su región de atracción. Esto nos permite estudiar propieda-
des referentes a la forma de compactos positivamente invariantes y de compactos
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estables de sistemas dinámicos con atractores compactos asintoticamente esta-
bles.
Siguiendo, en cierto modo, un camino inverso, definimos un sistema semidi-
námico de Bebutov en el espacio A(X, Y) de las aplicaciones aproximativas de
X a Y, con una métrica adecuada, y estudiamos sus propiedades dinámicas.
En todo el trabajo, siempre que tengamos un espacio métrico, denotaremos
por d la correspondiente distancia. Cuando estemos considerando varios espa-
cios métricos simultaneainente, denotaremos con la misma letra d a todas las
métricas, siempre que quede claro por el contexto a cual de ellas nos referimos
en cada caso.
a
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Capítulo 1
CARACTERIZACIÓN
DISCRETA DE LA
CATEGORÍA DE LA FORMA
DE BORSUK
La teoría de homotopía clásica se utiliza para el estudio de propiedades globales
de los espacios topológicos. Tiene el inconvemente, sin embargo, al estar basada
en propiedades de las aplicaciones continuas de un espacio en otro, de ser sensible
a las complicaciones locales de éstos. Por tanto solo es satisfactoria cuando se
aplica a espacios con un buen comportamiento local, como los poliedros o, más
generalmente, los espacios ANR.
La categoría de la forma fue introducida en 1968 por K.Borsuk [12] y [13],
como un medio de estudiar propiedades globales, especialmente de tipo ho-
motópico, de los espacios métricos compactos, ignorando complicaciones locales
en su estructura topológica. En la categoría de la forma de Borsuk, para definir
los modismos entre dos espacios métricos compactos se sumergen en espacios
retractos absolutos (en general, el cubo de Hilbert), y se reemplazan las aplica-
ciones continuas entre ellos por aplicaciones aproximativas, ésto es, sucesiones
de aplicaciones continuas del primer espacio métrico compacto en entornos, cada
vez menores, del segundo espacio en el AR que lo contiene. Se exige además
que cada par de aplicaciones consecutivas sean homótopas, también en entornos
cada vez menores.
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Deesta forma se obtiene una clasificación homotópica de los espacios métricos
compactos que tiene en cuenta sus propiedades globales y no toma en conside-
ración las locales, y que coincide con la clasificación de la teoría de homotopía
clásica para los espacios ANR.
En 1971, W.Holsztyúski [55] y [56]da una base axiomática a la teoría de la
forma basandose en los conceptos de la teoría de categorías y mostrando una
profunda conexión entre el concepto de forma y el de limite inverso. Poco des-
pués, también en 1971, S.Marde~ié y J.Segal extienden en [80]y [81] la teoría de
la forma a espacios Hausdorff compactos arbitrarios caracterizando los espacios
como límites inversos de ANL y definiendo aplicaciones entre los sistemas y
no directamente entre los compactos. Borsuk ([15], [17]) y R.H.Fox ([40], [41])
introducen y estudian en 1972 la teoría de la forma para espacios métricos ar-
bitrarios. Posteriormente, en 1973, MardeMé [75]extiende la teoría de la forma
a espacios topológicos arbitrarios. Todas estas caracterizaciones tienen el in-
conveniente de precisar de elementos externos, como espacios AR ambientes o
sucesiones de espacios ANR.
J.E.Felt [38] establece en 1974 una relación entre los conceptos de forma y
e-continuidad y en 1989 J.M.R.Sanjurjo [98]da la primera descripción completa
de tipo interno de la teoría de la forma, usando aplicaciones no continuas, exten-
diendo algunas ideas de Felt. Hasta entonces, todas las descripciones existentes
de la categoría de la forma para espacios métricos compactos usaban elementos
externos para introducir las nociones básicas.
En 1990, Sanjurjo [100]da una descripción de los modismos en la categoría de
la forma usando aplicaciones multivaluadas finas, y en 1992, empleando esta des-
cripción, introduce una nueva caracterización completa de la teoría de la forma
para los espacios métricos compactos que no hace uso de elementos externos
[102]. En esta caracterización los modismos entre espacios métricos compactos
son sucesiones de aplicaciones multivaluadas semicontinuas superiormente con
diámetros cada vez menores. En [101] y [103]se investigan nuevas propiedades
usando esta caracterización.
La caracterización multivaluada de la teoría de la forma ha sido exten-
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dida a espacios paracompactos por M.A.Morón y F.R.Ruiz del Portal [87] uti-
lizando recubrimientos abiertos normales. Por otra parte, K.W.Kieboom [60]
ha obtenido recientemente una nueva descripción intrínseca de la forma de los
espacios paracompactos, combinando la caracterización no continua de [98] con
algunas técnicas de [87].
Para información general sobre teoría de la forma recomendamos los libros de
K.Borsuk [18],J.M.Cordier y T.Porter [30], J.Dydalc y J.Segai [33],y S.Mardeii¿
y J.Segal [82]. También recomendamos la colección de problemas abiertos [36]
de J.Dydak and J.Segal.
En este capítulo presentamos una nueva descripción interna de la categoría
de la forma de espacios métricos compactos utilizando unicarnente aplicaciones
univaluadas continuas. Para evitar las complicaciones locales del segundo es-
pacio, en lugar de ocultarlas tomando entornos del mismo en un espacio AR
determinado, lo que hacemos es aproximar las funciones continuas entre dos
espacios por aplicaciones localmente constantes definidas en partes densas del
primer espacio y cuyas imágenes van tomando una cantidad finita (cada vez
mayor si es necesario) de puntos, de tal forma que los saltos entre esos puntos
permiten esquivar las posibles complicaciones locales del segundo espacio. En
concreto, los morfismos de la categoría son clases de homotopía de sucesiones
de aplicaciones univaluadas continuas definidas en subeonjuntos abiertos densos
del primer espacio y que toman solo una cantidad finita de valores distintos, de
tal forma que la oscilación de cada aplicación y la distancia entre aplicaciones
sucesivas tiende a cero. De esta forma obtenemos una caracterización interna
de la teoría de la forma, de gran sencillez formal y que utiliza solamente aplica-
ciones continuas. Este nuevo enfoque supone la aparición de técnicas discretas
en el estudio de la teoría de la forma.
En la sección 1.1 estudiamos propiedades de las aplicaciones continuas de-
finidas en conjuntos densos y definimos las homotopías entre ellas. Introduci-
mos el concepto de aplicación discreta entre espacios métricos compactos (toda
aplicación continua definida en un subconjunto denso del primer espacio y con
imagen finita), y el de aplicaciones discretas encadenables.
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En la sección 1.2 introducimos el concepto de sucesión densa discreta. Defi-
nimos una relación de homotopía entre sucesiones densas discretas y mostramos
como componer clases de homotopía, solventando el problema de que la imagen
de una aplicación discreta de X a Y no tiene porque estar contenida en el dominio
de una aplicación discreta de Y a Z. Finaimente demostramos que si conside-
ramos la clase de los espacios métricos compactos y las clases de homotopía
de sucesiones densas discretas con la composición mencionada anteriormente
obtenemos una categoría.
En la sección 1.3 demostramos la equivalencia con la categoría de la forma
de Borsuk.
En la sección 1.4 presentamos nuevas caracterizaciones de espacios impor-
tantes en teoría de la forma y en teoría de retractos utilizando aplicaciones disc-
retas. En particular, probamos que los espacios AANR de Olapp [28] tienen pro-
piedades de extensión aproximada de aplicaciones definidas en conjuntos densos,
y que estas propiedades son características. Asimismo probamos que los espa-
cios internamente movibles se caracterizan por la propiedad de que aplicaciones
definidas en conjuntos densos son aproximadamente homótopas a aplicaciones
continuas definidas en todo el espacio. Finalmente damos una caracterización
en la misma linea de los espacios movibles.
Para información general sobre teoría de retractos recomendamos los libros
de K.Borsuk [11] y S.T.Hu [57]. Para un enfoque más moderno se puede con-
sultar el libro de J.Van Mill [110]. También recomendamos la colección de
problemas abiertos [113] de J.E.West.
1.1 APLICACIONES DISCRETAS
Sean X e Y espacios métricos y sea f D —* Y una aplicación (no nece-
sariamente continua) definida en un subconjunto denso D de X. Dado x E X
denotamos por V(x) a la familia de entornos abiertos de x en X y definimos la
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oscilación de f en x como el valor
0(1, x) = inf{diam(f(U fl Ji)) ¡ U E V(x)}.í
Obsérvese que si f es continua en D, entonces 0(1, a,) = O para todo x E Ji.2
Definimos 0(f,X) = sup{0(f,x) ¡ x E X}.3
Ejemplo 1.1.1 Sean X = Y = [0,1] y 1 : [0,1] — {0} —~ [0,1] definida por
f(x) = sen (~). Entonces:
0(f~x)={~ :k~g.
Dados Ji y E subconjuntos densos de X y dadas f : Ji —~ Y y g : E —* Y
aplicaciones continuas, definimos para cada x E X,
o(f,g,x) = inf{diaan(f(U fl Ji) U g(U fl E)) ¡ U E V(x)}.
Es claro que e(f,g,x) = d(f(x),g(x)) para todo x E Ji fl E. Definimos
~(f,g,X) = sup{e(f,g,x) Ir E X}.
Obsérvese que p(f,f,X) = O(f,X), o(f,g,X) = o(g,f,X) y que
p(f, h, X) =o(f,g,X) + ~(g, h, X),
para cualesquiera f Ji .—* Y, g : E —~ Y y h : F —~ Y aplicaciones
continuas definidas en subconjuntos densos de X. Además, si ~(f,g,X) = 0,
entonces f IDnE = 9IDnE~
Por otra parte, podemos asociar al par (f, g) el siguiente valor
d(f¡DnE,g¡DnE) = sup{d(f(x),g(x)) ¡ x E Ji fl E}.
15i Y es acotado, se tiene O(f,z) <diam(Y) para todo a’ E X, y si Y no es acotado puede
ocurrir que O(f,x) = oc.
2Por otra parte, si 1 es maximal, en el sentido de que no existe g E —. Y extensión
continua de f a E c X, entonces 0(1, a’) > O, para todo a’ ~ D.
3Si Y es acotado, se tiene O(f, X) < diam(Y), y si Y no es acotado puede ocurrir que
O(f,X) = oc.
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Este valor solamente tendrá importancia si DflE es denso en X e Y es compacto,
en cuyo caso es un número real bien definido. En particular, si Ji o E es
subcon.junto abierto de X, entonces Ji fl E es denso. Si ambos son abiertos
entonces su intersección es abierta y densa en X.
Es fácil ver que si Ji, E y F son subconjuntos densos de X, con intersecciones
densas dos a dos, y f : Ji —* Y, g : E —* Y y h: F —* Y son aplicaciones
continuas, entonces
d(fInnF, hIDnF) =d(f InflE, 9¡DnE) + O(g, Y) + d(gLgnF, hIEnF).
Diremos que 1 y y son ¿-homótopas si existe C c X x [0,1] denso tal que
C n (X x {0}) = Ji x {0}, C n (X x {1}) = E x
y existe H : C —. Y aplicación continua con 0(H, X x [0,1]) < e tal que
H(x, 0) = f(x) para todo x e Ji y H(x, 1) = g(x) para todo x E E.
Es fácil ver que si Ji, E y F son subconjuntos densos de X, y f : Ji —* Y,
g : E —~ y y h : F —* Y son aplicaciones continuas tales que f y y son
e-homótopas y y y h son e-homótopas, entonces f y h son ¿-homótopas.
Proposición 1.1.2 Sean X e Y espacios métricos con X compacto, sean Ji y E
subconjuntos abiertos densos de X y sean! : Ji —.—~ Y continua con 0(1, X) < e
y y : E —* Y continua con O(g,X) <e. Son equivalentes:
i) f y y son ¿-homnótopas.
Ii) Existe F c Ji fl E subeonjunto abierto y denso de X, existe una partición
{0=to<t1<...<t,,1} de[0,1] y existe
H F x ([t0,t1) U (t1,t2) U... U ~ —+ Y
e-homotopía de IIF a 91F.
iii) Existe una ¿-homotopía de f a y definida en un subconjunto abierto y denso
de X >< [0,1].
Dem. Vamos a ver que i) implica u). Supongamos que
f:Ji—*Yyg:E—*Y
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son e-homótopas. Entonces existe C c X x [0,1] denso tal que
C n (X x {0}) = Ji x {0}, C n (X >c {1}) = E x {1},
y existe H C —* Y tal que 0(H, X x [0,1]) <e y tal que H(x, 0) = 1(x) para
todo x e Ji y H(x, 1) = g(x) para todo x E E.
Como O(H, X x [0,1]) <e, para todo (x, t) E Xx [0,1] existe u~a’~t~ entorno
abierto de (x, t) en X>< [0,1] tal que diam(H(U~’OflC)) <e. Por la compacidad
de X >< [0,1] existe {Uí, . . . , U,,} recubrimiento abierto de X x [0,1] tal que
diam(H(Ue fl C)) <e para todo i E {1,. . . ,p}.
Sea 6 > O el número de Lebesgue de este recubrimiento y sea {V
1,. . . , V}
e
recubrimiento abierto de X tal que diam(V) < g para todo i E {1,.. . ,q}. A
partir de este recubrimiento definimos
= V1nJinE,F2 = (V2-W)nJiflE,..., N=(i4-(V1u...uV~S))flDflE,
familia de subconjuntos abiertos (que podemos suponer no vacíos) de X disjuntos
dosadostalqueFF1U... UFq esabiertoydensoenX.
Consideramos {0 = to < ti < ... < t, = 1} partición de [0,1] tal que la
distancia entre dos términos consecutivos es menor que ¡ Entonces
es una familia de subconjuntos abiertos no vacíos de X x [0, 1] disjuntos dos
.5
a dos tal que diam(F~ >< ~ < ~ para todo i E {1,...,q} y para todo
5 E {1,...,n}, y tal que i.J{F1 x (t,...1,t5) ¡1=z= q,1=a= n} es abierto
y denso en X >c [0,1]. Elegimos puntos x~ e (F1 x (tp.i,t5)) fl C, y definimos
F x ([t0,t1) U (t1,t2) U... U (t~....1,t4) —. Y tal que
H(x,0) =1(x) sitE [04w)
II’(x,t) = H(x, 1) = g(x) si t E (4....~, 1]
H(x15) si x E F1,t1 =tp~ < t <t, =tn....x.
Entonces H’ es continua y para todo (x,t) E Fx([to,t1)U(tí,t2)U.. .u(t,....1,t~])
existe (x’,t’) E C con d((x,t), (xtt’) < ~ tal que H’(x,t) = H(x’,t’). Esto
garantiza que O(H’, X x [0,1]) <e pues dado (x, t) e X x [0,1], si consideramos
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un entorno U cualquiera de (x, t) con diaxn(U) < se tiene que para cualesquiera
(y,.,), (z,r) E Ur1F x ([t0,t~)U(t1,t2)U. . .u(t,....1,t,.]) existen (y’, s9,(z’,r’) E C
con d((y, .s), (y’, s’)) < ~ y d((z, r), (.9, y’)) < ~ tal que H’(y, a) = H(y’, a’) y
H’(z, r) = H(z’, r’). Entonces
d(H’(y, a), H’(z, r)) = d(H(y’, a’), H(z’, r’)) < e,
pues d((y’, a’), (9, r’) < 6 y por tanto están en un mismo elemento del recubri-
miento {U1,...,U,,}. Luego 0(H’,X x [0,1]) <e.
Esto prueba que i) implica u). Vamos a ver que u) implica iii).
Supongamos que existe F c Ji fl E subconjunto abierto y denso de X, que
existe {0 = ta <ti < ... < t,, = 1} partición de [0,1] y que existe
¿-homotopía de fIF a YIF. Definimos
Entonces la aplicación H’: C —* Y dada por
H’(x,t) = sitE [0~%)1 H(x,3t —1) (4~ ~)
es una e-homotopía de 1 a g definida en un conjunto abierto y denso de Xx [0,1].
El resto de la demostración es trivial.
Introducimos a continuación una subfamilia de la familia de las aplicaciones
continuas definidas en subconjuntos densos de un espacio métrico compacto.
Sean X e Y espacios métricos compactos. Sea Ji subconjunto denso de X y
sea f : Ji —* Y continua. Decimos que f es discreta si f(Ji) es finito.
Si Ji es denso en X y 1 : Ji —~ {yí,. . . ,yn} c Y es discreta, entonces
{f~1(yi),... , f—’(y,,)} es una familia finita de conjuntos, abiertos y cerrados enJi, disjuntos dos a dos, tal que Ji = 11(yi) U ... U f’(y,.). Si además Ji es
abierto, los conjuntos {1’(yí),.. •,f~i(y~)} son abiertos en X.
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Si Ji1, . . . , D,,~ son conjuntos disjuntos dos a dos, abiertos (y por tanto cena-
dos) en Ji = Ji1 U ... U Ji, y Ji es denso en X, y f es una aplicación constante
en cada uno de esos abiertos, entonces 1 es continua y por tanto discreta.
Proposición 1.1.3 (Aproximación por aplicaciones discretas). Sean X e Y
espacios métricos compactos, sea Ji .subconjunto denso de X y sea f : Ji — Y
una aplicación (no necesariamente continua) con O(f,X) < e. Entonces existe
E subconjunto abierto y denso de X y existe y : E —* Y aplicación discreta con
O(g,X) c e tal que d(IIDnE,gInnE) <e.
Jiem. Como 0(f,X) <e, para todo x E X existe U~ entorno abierto de x en
X tal que diam(f(Ux fl Ji)) c e. Por la compacidad de X existe {Uí,. . , U,,}
recubrimiento abierto de X tal que diam(f(U1)) <e para todo i E {1, .. . ,p}.
Sea 6 > O el número de Lebesgue de este recubrimiento y sea {Vi,. . . , V} recu-
brimiento abierto de X tal que diam(V~) c ~ para todo i E {1,. . . ,q}. A partir
de este recubrimiento definimos
familia de subconjuntos abiertos (que podemos suponer no vacíos) de X disjuntos
dos a dos tal que E = Li U ... U E,~ es abierto y denso en X. Elegimos puntos
x1 E E1 fl Ji, y definimos y E —* Y tal que g(E1) = 1(xí). Entonces y es
continua, por ser cada E1 abierto, y por tanto discreta. Además, 0(g,X) < e
pues si rn~ # 0, entonces diam(E1 U E1) <6 y por tanto x~ y x5 están en un
mismo elemento del recubrimiento {U1,... , U,,} y se tiene
d(g(E1),y(E5)) = d(f(x1),f(x1)) <e.
Finalmente se tiene que d(fIDnE, gIDnE) <e, pues dado x E Ji n E1 se tiene que
d(f(x),y(x)) = d(f(x),f(x1)) ce
pues d(x1,x) c ~ y por tanto x1 y x están en un mismo elemento del recubri-
miento {U1, . . . , L!,}. Esto completa la demostración de la proposicion.
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Sif: Ji —* {Yí,...,Yn} C Y es discreta se tiene
0(f,X) = max {d(yi,y1) ¡
i<:.j=n ft’(zu) rl f—’%) # 01
— max{d(y,y’) ¡ TN~Ynf’W’) # 01.
y,y’EY
Definimos la elongación de 1 en X como
mm {d(f’(y~),f’(y1)) ¡ d(f’(y¿),f’(y1)) > 0}
lSiJ=n
— mm {d(f1(y), f’(y’)) ¡ d(f’(y), f’(V)) > 0> > 0,
donde la distancia entre un conjunto cualquiera y el conjunto vacío es O y donde
definimos e(f, X) = diam(X) si el conjunto anterior es vacío, ésto es, si para
cualesquiera y, y’ e Y se tiene d(fi(y), f—i(yt)) = 0.
Obsérvese que si U c X verifica diam(U) c 41~ X), entonces
diam(f(UflJi)) =0(f,X).
Por otra parte, dados Ji y E subconjuntos densos de X y dadas
aplicaciones discretas se tiene que, si definimos
es(f,g,X) — max {d(y¿,¡4) ¡ f...i(yjflgd(y’.) # 0)i<:=n,i<jOn 3
= max{d(y,y’) ¡ f—’(y)flg—1(y’) # 0),
y,I,’EY
entonces
e(1~ g,X) = max{0(f, X), O(g, X), p(f, g,X)}.
e(f,X)
Por otra parte, definimos la elongación de f y g en X como
e(f,g,X) = min{e(f,X),e(g,X),e*(f,g,X)} >0,
donde
e7(f, g,X)
— í<í<¶ _ ~{d(f1(y~),§’(t4)) ¡ d(1í(yí
— mm {d(f¶(y),fí(yf))
y,i/’EY
¡ d(f’(y),§’(y’)) > 01 > 0,
> 01
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donde, si el conjunto anterior es vacío, definimos e(f, g,X) = cliam(X).
Si Ji fl E es denso en X, se tiene que
d(f¡DnE,gInnE) = .max.<{d(y~,~4) 1 f’(y¿)flf’(y4) # 0}
— max{d(y,y’) ¡ f...i(y) ng~~’(y’) # 01.
y,y’EY
Dadas f : Ji —* Y y 9 : E —* Y aplicaciones discretas, decimos que f y g
son e-encadenables, si existen
fo: Ji0 —* Y,f1 : Ji1 —* Y,f2 Ji2 —* Y,... ,f,, : Ji,, —* Y
aplicaciones discretas tales que fo = 1, f~ = 9 y
.f1,X) e, e(fi, f2,X) < e,... , g(f,.—~, f~,X) < e.
Decimos entonces que {fo, .Ñ,..., f,,} es una e-cadena de f a g.
Proposición 1.1.4 Sean X e Y espacios métricos compactos y f : Ji —~ Y y
g : E — Y aplicaciones discretas con O(f,X) c e y O(g,X) c e. Entonces
son equivalentes:
i) f y g son e-encadenables.
u) f y g son e-homótopas (como aplicaciones continuas definidas en subeonjun-
tos densos de X).
iii) Existe F subconjunto abierto y denso dcX y existen fi,... ,f,.~ : F —. Y
aplicaciones discretas tales que {f,fi,. .. ~ es una e-cadena def a g.
Jiem. Vamos a ver que i) implica u). Supongamos que 1 y y son ¿-encadenables.
Entonces existen
fí:Jií—*Y,...,fn:Jin—*Y
aplicaciones discretas tales que fi = 1, f~ = y, y
df1,f2,X) <e,.. .,0(f,....1,f,,,X) <e.
Consideramos
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denso en Xx [0,1] tal que
Cn(Xx {0})=Jix{0},Cri(Xx {1})=Ex{1},
y definimos H C —* Y aplicación continua tal que
f f(x)
H(x,t) = fk(x)
g(x)
si (x,t) E Ji x [04)
si (x,t) E Jik x (ÑA ~),1< le .cn
si (x,t) E Ex (n21, 1],
Entonces H(x, 0) = 1(x) para todo x E Ji y H(x, 1) = g(x) para todo x E E, y
se tiene que
O(H,X x [0,1]) < max{Q(fk..q,fk,X» <e.
_ <k<n
Luego f y g son ¿-homótopas (como aplicaciones definidas en subeonjuntos
densos de X).
Vamos a ver que u) implica iii). Supongamos quef : Ji —* Y y g E —* Y
son e-homótopas (como aplicaciones definidas en subconjuntos densos de X).
Entonces existe C c X x [0,1] denso tal que
Cfl(Xx{0})=Jix {0},Crl(Xx {1})=E>c{1},
y existe una aplicación continua Ji : C —~ Y tal que 0(H,X x [0,1]) <e y tal
que H(x, 0) = 1(x) para todo x E Ji y H(x, 1) = g(x) para todo x E E.
Como 0(H, X x [0,1]) ce, para todo (x, t) E X x [0,1] existe U<a’~~> entorno
abierto de (x, t) E X x [0,1] tal que diam(H(Ufr’t~ ~ C)) <e. Por la compacidad
de X x [0,1] existe {U
1,. .. , UJ recubrimiento abierto de X x [0,1] tal que
diam(H(U~ nG)) <e para todo i E {1,. . . ,p}.
Sea 6 > O el número de Lebesgue de este recubrimiento y sea {V1,. . . ,
5
recubrimiento abierto de X tal que diamn(Ví) < ¡ para todo i E {1,.. . ,q}. A
partir de este recubrimiento definimos
familia de subconjuntos abiertos (que podemos suponer no vacíos) de X disjuntos
dosadostalqueFzFíU...UF~esabiertoyden5OenX.
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Consideramos {0 = to .< t1 < < tr = 1> partición de [0,1] tal que la
4
distancia entre dos términos consecutivos es menor que ~
Entonces {F¿x(t5...í,t5) ¡1 =i=q,1 =j=r}esunafamiliadesubconjuntos
abiertos de Xx [0, 1] disjuntos dos a dos tal que diam(F1 x (t5...í, t5)) < para todo
i E {1,.. . ,q} y todo 5 6 {1,. . . ,r}. Elegimos puntos x15 E (F1 x (t~...1,t~)) rl
y definimos para todo j E {1,. . . , r} una aplicación
4Y
tal que f3(F1) = H(x~1) para todo i E {1,. . . , q}. Entonces 1> es discreta para
todo 5 E {1,...,r} y 0(f5,X) ce pues siNflF~’# 0, se tiene que
diam(.F~ x (t~...1,t5) U F~. x ~ < 6,
por tanto ~#i y x1’~ están en un mismo elemento del recubrimiento {U1,. . . , U,,}
y
d(f~(Fí), f1(F1’)) = d(H(x11), H(xÍ½))< e.
Por otra parte, si N nr # 0, entonces
diam(F¿ x ~ t5) U .Pí’ x (ti, t~.,.í)) < 6,
por tanto x~ y xe’1p.í están en un mismo elemento del recubrimiento {U1,. . . , (4>
y se tiene
= d(H(x1~),H(x¿’,~+í)) .c e.
Luego e(fs, ~ X) .c e para todo 5 E {1,. .. , r —1>. Finalmente p(f, f~, X) ce
pues O(f,X) ce, O(f1,X) <e y si t’(y) ~ # 0, entonces existe x E t’(y)
tal que d((x, 0), x~1) <6 y por tanto (x, 0) y xn están en un mismo elemento del
recubrimiento {U1, ... , U,,> y se tiene
d(y,f1(Fí)) = d(H(x,0),H(x~í)) <e.
Y de forma análoga se ve que e(fr,g,X) ce. Luego {f,fí,. . . ,f,...~,g} es una
e-cadena de f a g.
El resto de la demostración es trivial.
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1.2 LA CATEGORÍA DISCRETA SD DE LOS
ESPACIOS MÉTRICOS COMPACTOS
Definición 1.2.1 Sean X e Y espacios métricos compactos. Una sucesión densa
de X a Y es una sucesión de aplicaciones continuas {f» Ji» —* Y> donde {Ji»}
es una sucesión de subconjuntos abiertos y densos de X y para todo e > O existe
no E IN tal que O(f,.,X) ce y f,, es e—homótopa a f»+í para todo u ~ no.
Decimos que {f» : Ji» —* Y> y {g» : E,, —* Y> sucesiones densas de X a Y
son homótopas si para todo e > O existe n0 E IN tal que f» y g,, son ¿—homótopas
para todo u > no.
Obsérvese que, por la proposición 1.1.2, dos aplicaciones definidas en subeon-
juntos abiertos y densos de X son homótopas si y solo si existe una ¿—homótopía
definida en un subconjunto abierto y denso de X x [0,1].
Observación 1.2.2 La intersección finita o numerable de conjuntos abiertos
densos es también un conjunto denso (aunque en el segundo caso puede tener
interior vacío).
Dem. Sea {Ji,.} una sucesión de subconjuntos abiertos y densos de X. Entonces,
dado G abierto de X, como Ji1 es abierto y denso, entonces Ji1 ~ G es abierto
y existen G~ abierto y C1 cerrado tales que Gí c <~1 C Jií fl G. Como Ji2 es
abierto y denso, existen G2 abierto y (Y2 cenado tales que G2 c C2 c Ji2 rl Gí.
En general, como Ji» es abierto y denso, existen G,, abierto y (Y,, cerrado tales
que O,, c C,, c Ji,, rl G,,...~. Así, existen C1 D C2 D C3 D compactos tales
que O fl (fl~1Ji») D rl~1C,, # 0. Luego rl~1D,, es denso.
Para ver que puede tener interior vacío, consideramos para todo q E Q,
Jiq = [0,1]— {q} tal que riqe~([O,1] — {q}) = [0,1] Q.
Observación 1.2.3 En la definición anterior, los conjuntos Ji» se podrían haber
tomado solamente densos y no necesariamente abiertos.
Definición 1.2.4 Sean X e Y espacios métricos compactos. Decimos que dos
sucesiones densas {f» : Ji,, —* Y> y {g» : E» —* Y> de X a Y son asintóticas
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si para todo e > O existe u0 E IN tal que e(f»,g»,X) < e, para todo it > no.
Decimos que {f,.} y {g,.} son casi asintóticas si para todo e > 0, para todo
u e IN, existen n’,n” > u tal que p(f».,g,,~~,X) <e.
Observación 1.2.5 Sean {f,, : Ji» —+ Y> y {g,, E» —* Y> sucesiones densas
de X a Y. Entonces, como Ji,, y E,, son abiertos, para todo u E ]N, se tiene que
{f»} y {g,,} son asintóticas si y solo si para todo e > O existe no E ]N tal que
d(f»In,,nE,,,g»¡D,,nE,,) .c e, para todo u =no. Analogamente, {f,.> y {g,,} son
casi asintóticas si y solo si para todo e > 0, para todo u E IN, existe u’, u”> u
tal que d(fw ¡D ,nE ,,,g»”¡D,,,nE~,,) <e.
Dem. Basta observar que si Ji y E son subconjuntos densos de X con in-
tersección no vacía, y f : Ji —* Y y y E —. Y son continuas, entonces
e(f,g,X) =d(f ¡nns,g¡DnE). Si además Ji rl E es denso en X, entonces
e(f, g,X) =max{O(f,X), O(g, X), min{0(f, X), O(g, X)> + d(fIDns,9¡DnE)}.
La primera desigualdad es inmediata. Para probar la segunda desigualdad con-
sideramos x E X y 6 > O. Existe U entorno de x en X tal que
diam(f
Y si x’ E U rl
(UflD)) c O(LX)+6 y diam(g(UrlE))< O(y,X)+6.
Ji y x” E U rl E, entonces existen y’,y” E Ji rl E rl U tales que
< 6 y d(g(x’9,g(y”)) < 6. Por tanto
g(x”)) ~ d(f(x’), f(y’)) + d(f(y’), g(y’)) + d(g(y’), g(y”))
+ d(g(y”), g(x”))
< d(f[z,ne, 9¡DnE) + 0(g, X) + 36
y también
d(f(x’), g(x”)) =d(f(x’), 1(1/’)) + d(f(y’), 1(y”)) + d(f(y”), ~(t”’))
+ d(g(y”), g(x”))
< O(f,X) + d(f¡DnE,gIDnE) + 36.
Luego
e(f~ g,X) =max{0(f, X), 0(g, X), min{O(f, X), 0(g,X)> + d(f ¡nnE, 9¡LJnEÚ}.
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Proposición 1.2.6 Sean X e Y espacios métricos compactos, y sean {f,,} y
{g,,> sucesiones densas de X a Y casi asintóticas. Entonces {f,.} y {g,,> son
homótopas.
Jiem. Sea e > 0. Existe no E ]N, tal que 1~ y f»+’ son ¿—homótopas y también
lo son ~» y 9»+i, para todo u > it0. Existen n1,n2 ~ u0 tales que
<e.
Entonces 1»~ y 9fl2 son e—homótopas y por tanto, f,, y g» son e—homótopas, para
todo it > it0.
Definición 1.2.7 Sean X e Y espacios métricos compactos. Una sucesión densa
discreta de X a Y es una sucesión de aplicaciones continuas {f,, : Ji,, —* Y>
tal que:
a) Para todo u e ]N, Ji» es un subconjunto abierto y denso de X y f,,(D,,) es
finito.
b) Para todo e >0, existe no E ]N tal que p(f,.,f,.+1,X) <e, para todo u =it0.
Obsérvese que las sucesiones densas discretas son un caso particular de las
sucesiones densas.
Observadón 1.2.8 En la condición a) se puede tomar {Ji»> tal que D»~1 C Ji»
para todo it E IN.
La condición b) es equivalente a que para todo e > O exista u0 e IN tal que
para todo u =no se verifique:
bí) 0(f»,X) < e.
Proposición 1.2.9 Sean {f» : Ji,, —* Y> y {g,, E,, —* Y> sucesiones densas
discretas de X a Y. Entonces {f,.} y {g»> son homótopas si y solo si para todo
e > O existe u0 E IN tal que para todo u =u0, f» y g» son ¿—encadenables (de tal
forma que la cadena de f,, a g» está formada por aplicaciones discretas definidas
en subconjuntos abiertos y densos de X).
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Dem. Es consecuencia inmediata de la proposición 1.1.4.
Vamos a estudiar a continuación de que forma se pueden componer sucesiones
densas discretas.
Definición 1.2.10 Sean X, Y, Z espacios métricos compactos, sean Ji y E sub-
conjuntos densos de X e Y respectivamente y sean
f :Ji —* {yi,...,ym> c Yyg:E—’ {Zi,...,Z,,> c Z
aplicaciones discretas.
Entonces, como f(Ji) no tiene porque estar contenido en E, la composición
de f y g no estará en general definida.
Diremos que h : Ji —~ {zi,. .. ,z,.} c Z es una composición de f y g si
para todo i E {1,. . . ,m>, existe .7 E {1,... ,n>, tal que h(f’(y1)) = z5 con
yj E g...i(zJ. Obsérvese que entonces todo el conjunto f’(yí) se va al mismo
elemento z5, y como cada uno de estos conjuntos es abierto en Ji, ésto garantiza
que h es continua en Ji, y por tanto h es discreta.
Es inmediato que dadas f: Ji —* Y y g : E —* Z aplicaciones discretas,
existe h : Ji —* Z composición de f y g. Basta tomar para cada y E f(Ji)
(conjunto finito) un punto z~ E Z tal que y E rNz~) y definir h(~’(y)) = z~.
Definición 1.2.11 Sea {f,, Ji,, —* Y> sucesión densa discreta de X a Y y sea
{g» : E» —. Z> sucesión densa discreta de Y a Z. Decimos que una sucesión no
acotada de números naturales (le,,) es una sucesión retardante asociada al par
({f»>~ {g,,}) si
i) le,, =k,,~1 para todo it E IN,
u) k,,~1 — le» =1 para todo u E IN,
iii) existe u0 E ]N tal que o(fn,f,,+í,X) < e(gm,gm+í,Y), para todo u =u0,
para todo m =k,,.
Entonces se tiene que
O(f,,,X) =e(fn,f»+i,X) < e(gm,gm+i,Y) =e(gm,Y)
para todo it ~ u0, para todo m =le».
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En particular,
e(f»,f»+t,X) < e(gk,,,gk,,+í,Y),
para todo ti =no, y como (le») es creciente, se tiene que
p(fn,f,,+i,X) < e(gk,,,,gk,,,+1,Y),
para todo ti’ =it, para todo u ~ no.
Obsérvese que si (le,,) es una sucesión retardante asociada al par ({f4, {g»>)
y (le~) es una sucesión creciente divergente de números naturales verificando que
0< k~~1 — k’ <1 y que k~ =le,, para todo ti E IN, entonces (le~) es también
una sucesión retardante asociada al par ({f»>~ {g»}).
Proposición 1.2.12 Jiadas {f,, : Ji,, —* Y> sucesión densa discreta de X a
Y y {g,, : E,, —~ Z> sucesión densa discreta de Y a Z, existe (k,,) sucesión
retardante asociada al par ({fr>, {9,,})
Dem. Existe mí <m2 <m3 < ..., tal que
e(f,,,fn+i,X) < e(gk,gk+í,Y),
para todo u ~ ~ Basta definir k,, = le sin E [mk, mk+i) y le,, = 1 si u E [1, mi).
Proposición 1.2.13 Sea {f,, : Ji,, — Y> sucesión densa discreta de X a Y
y sea {g,, : E,, —* Z} sucesión densa discreta de Y a Z. Sea (le,,) sucesión
retardante asociada al par ({f,j, {g¿J). Sea {h,, Ji,, —* Z} tal que h» es una
composición de f,, y 9k,, para todo u E IN. Entonces {h1,.} es una sucesión densa
discreta y la clase [{h,,}] no depende de los representantes de las clases [{f,j] y
[{g,,}],de las compos:c:ones escogidas, ni de la sucesión retardante (k,,) elegida.
Dem. Como (le,.) es una sucesión retardante asociada al par ({f<1~ {g,.}), existe
no E ]N tal que
e(f,,,fn+í,X) c e(gm,gm+í,Y),
para todo it =no y todo m =le,,. Sea {h,, : Ji,, —~ Z} tal que h,, es una
composición de f,, y g¡~,, para todo u E £4. Vamos a ver que para todo ti =ito,
se tiene
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Si u =u0 y le,, = k,,+1, se tiene que /t,, es una composición de 1» y 9k», y h,,+~
es una composición de fn+í y 9k,,, con
< e(gk,,,gk,.+í,Y) =e(g,~»,Y) = e(gk,,,gk.,,Y) = e(gk.,,gk,,+1,Y).
Por otra parte, si u =no y k»+i = le,~ + 1, se tiene que h» es una composición
de f,, y 9k,,, y h,,+~ es una composición de f,,+í y gk,,+1, con
e(f,,,fn+í,X) < e(gk»,gk,,+í,Y) = c(gk,,,gk»+1,Y).
Vamos a ver que en el primer caso se tiene
e(h,,h,,~1,X) =p(g¡~,,,g~,,,Y) = e(gk,,,gk»+,,Y) =g4gk,,,gk,,+í,Y),
y en el segundo
e(h», h,,+~, X) =e(g¡~,,, 9k»+1 , Y) = e(g,<,,, gk»+1, Y),
Para ello basta ver que dadas f : Ji —* Y, 1’: Ji’ —. Y, g E —* Z y
E’ —~ Z aplicaciones discretas tales que g(f,f’,X) < e(g,g’,Y) y dadas
h Ji —* Z composición def y g, y it’: Ji’ —* Z composición del’ y
entonces
o(h,h’,X) =g(g,g’,Y).
Consideramos un punto x E X. Como e(f, f’, X) .c e(g, g’, Y), existe U’ entorno
dexenXtalquesix’,x”EU’rlJiyx”’,x”” E UXrlJi~ se tiene que
d(f(x’), f(x”)) .c e(g, g’, Y), d(f’(x”’), f’(x””)) < e(g, g’, Y),
Si h(x’) = z’ con f(x’) E g1(z’) y h(x”) = z” con f(x”) E r’(z”), entonces
d(
9’(z’), g’(z”)) = d(g’(z’), gí(z~’)) =d(f(x’), f(x”)) < e(g, g’,Y),
y por la definición de e(g,g’,Y) se tiene que
= 0.
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Luego g’ (z’) rl 4t(P’ # 0 y por tanto
d(h(x’), h(x”)) = d(z’, z”) =O(g, Y) =e(~~ g’, Y).
Analogamente, si h’(x”’) = z”’ con f’(x”’) E (g’)’(z”’) y h’(x””) = Y”’ con
f’(x””) e (g’t’(z””), entonces
= d((g’<’(z”’), (g’<’(z””)) =d(f’(x”’), f’(x””))
< e(g,g’,Y),
y por la definición de e(g, g’, Y) se tiene que
d((gt)í(zI~f), (g’fl’(z””)) = 0.
Luego (gf)...i(zI~I) rl (g’ft’(z””) # 0 y por tanto
d(h’(x”’), h’(x””)) = d(z”’, Y”’) =O(g’, Y) =e(~~ g’, Y).
Finalmente se tiene que si h(x’) = z’ con f(x’) E g’(z’) y h’(x”’)
f’(x”’) E (g’ft’(z”’), entonces
con
d(§í(z~), (g¡)í(zIfI)) = d(gí(z~), (g’)’(z”’)) =d(f(x’), f’(x”’)) < e(g, g’, Y),
y por la definición de e(g, g’, Y) se tiene que
d(§í(z¡), (g’>’(z”’)) = 0.
Luego ~71rl (g’ft’(z”’) # O y por tanto
d(h(x’), h’(x”’)) = d(z’, z”’) =e(o, y’, Y).
Hemos probado que para todo x E X existe U entorno de x en X tal que
diam(h(UX rl Ji) U h’(Ua’ rl Ji’)) =o(y,g’,Y).
Por tanto e(h,h’,X) =o(g,g’,Y).
Así, para todo ti ~ lb, se tiene
0(h,,, h,.+~, X) =0(9k,,, 9k,,~1 , Y) =0(9k», gk,,+1, Y).
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Por tanto, {h,,> es una sucesión densa discreta por serlo {g,,}.
Vamos a ver ahora que su clase es independiente de las elecciones hechas.
Sea {f~ : —* Y> sucesión densa discreta de X a Y homótopa a {f,,} y sea
{g~ : E~ .—* Z} sucesión densa discreta de Y a Z homótopa a {g,,>. Sea (le~)
una sucesión retardante asociada al par ({f,9, {g9) y sea u’0 E £4 tal que
paratodoit=n’0ytodom<le’ Sea{/4:Ji4~—+Z>talque14esuna
composición de f, y 4, para todo ti E £4. Entonces {h9 es sucesión densa
discreta y vamos a ver que {h,,} y {h> son homótopas.
Sea e > 0, existe u1 =max{tio, ,4> tal que
o(gk,,,gk,,+1,Y) < e,o(g~.,4’ ,Y) <e,
para todo u =it1. Entonces p(h,,,h,,+1,X) < e,g(h~,h~~1,X) < e, para todo
vi =u1.
Como {g,.} y {g~} son homótopas, existe it2 =it1 tal que 9k,,2 y g’~.2 son
¿—encadenables, esto es, existen
Z,g~ E;’ Z, “ E” —. • r ~9o =9k,,2: —+ : —* ,g~..1 : ~ = g~, E”
aplicaciones discretas tajes que
0(9g,9~,Y) <e, e(g’, g~’, Y) <e,.. .,o(gQ1,gflY) <C.
Sea e = min{e(g~’, gfl Y), e(g’1’, g’, Y),...,e(94’..1,94’,Y)>. Existe vi3 > vi2 tal
que 1»~ y ffl3 son e—encadenables, esto es, existen
= f,3 : D’ —* Z,ff : Ji~’ —~ Z,...,f,~t1 :Ji~Q.1 —* Z,f4’ =4: Ji” —,
r
aplicaciones discretas tales que
e(fg, ff, X) < e, g(f’, f, X) < e,... , e(fZ.~~ í:’~ X) < e.
(Podemos suponer, por simplicidad, que esta cadena y la anterior tienen el
mismo numero de funciones. Si no fuera así, repetimos alguna función en la
cadena menor).
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Vamos a ver que ~2 y ‘¼2 son e—encadenables. Como
<e(g,n,gm+í,Y) .ce(gm),
para todo vi =vi0 y todo m < le_ se tiene en particular, por ser vi2 ~ vio y ser
(le,,) creciente, que
o(1,n,1,,2+i,X) < e(gk,,2,Y),o(f»2+í,f,,2+2,X) <
<
y entonces, si considerarnos, para todo 1 E {n2,... , ti3>, it7 composición de fi y
9k,,2 donde tomamos it” = it se ti
fl~ ~ ene que
Por tanto, h,,2 y it~, son ¿—encadenables. Por otra parte
0(fg, ffl X)<e<e(gg, g~, Y),p(ff,f’,X) ce
Y),
luego si consideramos, para todo 1 e .0.... , 4, it;” composición de f¡’ y ~, con
— it” ‘‘ se tiene
— ,,, (recordemos que f~ = f7t3, 0 = f~3, g¿’ = 9k,,2 y 0 =
que
Luego itfl3 y it~f’ son ¿—encadenables. Finalmente, como
para todo ti vi~> y todo m =le,, se tiene en particular, por ser u2 =vi’0 y ser
(le~) creciente, que
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.~c
y entonces, si consideramos, para todo ¡ E {n2,. .. ,via>, it7” composición de 1/ y
donde tomamos it~’ = it~’yit~’=it~2, se tiene que
Por tanto, h7 y /42 son e—encadenables.
Así, una e—cadena de it,,2 a ~42viene dada por las funciones
Finalmente, como g(h,,,it»+1,X) <e y e(it~, ~ X) <e para todo n ~
se tiene que it,, y /4 son e-tncadenables, para todo vi > vi2.
Corolario 1.2.14 Dada {f,, : Ji,, —* Y> sucesión densa discreta de X a Y,
y dada {g,, E» —* Z} sucesión densa discreta de Y a Z, podemos definir la
composición de clases como [{gj][{ 1»>] = [{it,,}]donde {it,, Ji,, —~ Z> es una
sucesión densa discreta de X a Z tal que, para todo vi ~ ~, it,, es una com-
posición de 1» y 9¡r,,, con (le,,) sucesión retardante asociada al par ({f,j, {g,..}).
Observación 1.2.15 Dadas {f,, : Ji» —* Y> sucesión densa discreta de X a Y
y {9n : E,, —* Z> sucesión densa discreta de Y a Z, la composición de {f,,> y
{g,,> no está definida de forma única (lo está salvo homotopía). Sin embargo sí
se puede escoger (le») sucesión retardante asociada al par ({f,,}, {g,,}) de forma
unívoca por la siguiente construcción. Sean
— min{ti E ¡4 1 e(fm,fm+í,X) .c e(g1,g2,Y) para todo m =vi>,
ni2 = min{vi > ni1 ¡ o(fm,fm+í,X) c e(92,ga,Y) para todo m =vi>,
— min{vi > m2 ¡ e(fm,fm+í,X) .c e(g3,g4,Y) para todo ni =vi>,...
y así sucesivamente. Definimos le,, = le sin E [mk,mk+í) y le,, = i si vi E [1,mí).
Entonces (le,,) es una sucesión retardante asociada al par ({f,,}, {g»>) definida
umvocamente. Definimos {it,, : Ji,, —~ Z> sucesión densa discreta de X a Z
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tal que it,, es una composición de f,, y 9k,,. Entonces {h,,> está definida salvo
asintoticidad, ésto es, si {/4 : Ji,, .—~ Z> es otra sucesión densa discreta de
X a Z tal que /4 es una composición de f» y 9k,,, entonces {h,.> y {/4} son
asintóticas.4
Teorema 1.2.16 Si consideramos la clase de los espacios métricos compactos
y las clases de homotopía de sucesiones densas discretas entre ellos con la com-
posición definida anteriormente obtenemos una cateyor(a que llamaremos SD.
Dem. Vamos a ver primero cual es el morfismo identidad de la categoría. Sea
X espacio métrico compacto. Vamos a definir {r,, : 1?» —* X> sucesión densa
discreta tal que si Y es espacio métrico compacto y {f» Ji,, —* Y> es sucesión
densa discreta de X a Y y {g,, : E,, —* X} es sucesión densa discreta de Y a
se tiene que
= [{f»>]~[{r,,>][{g,,>]=
Sea {e»> sucesión nula (ésto es, positiva, decreciente y convergente a O). Para
cada ti E £4 existe {R,,i, . . . , R,,..,> familia de subconjuntos disjuntos abiertos en
X tal que R,, = R,,i U ... U R,,,.,, es un subconjunto abierto y denso de X, y tal
que diam(R,a) .c e», para todo it E £4, para todo i E {1,. . . ,s»>. Escogemos,
para cada vi E £4 y cada i E {1,...,s,,} un punto r,
1 E 1?,,~ y definimos
tal que r4R,,¿) = r»1. Evidentemente r,, es aplicación discreta para todo vi E IN,
y para todo e > O existe vi0 E £4 tal que 2e,,0 <e. Entonces, para todo vi =n0
se verifica que e(r»,r,,+í,X) .c 2e,, <e y d(x,r,,(x)) <e» ce para todo x E 14.
Por tanto,
es una sucesión densa discreta y vamos a ver que su clase es la clase identidad.
4En la demostración de la proposición anterior se ve que si h,, y h’,, son dos composiciones
del» y ~ con O(f»,X) c e(g&,Y), entonces p(h,,,h,,X) < O(g,~,Y).
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Sea {f» : Ji,, —* Y> una sucesion densa discreta de X en un espacio métrico
compacto Y. Tenemos que comprobar que [{f,,>][{r,,>] = [{f~>]• Sea (le,,) una
sucesión retardante asociada al par ({r4, {f»}) que por tanto verifica que
o(r,,,r,.+í,X) .c e(fk,,,fk,,+í,Y)
para todo vi =4 para cierto 4 E £4. Podemos suponer que (le») verifica
también que
para todo x E 1?», para todo u > vio para cierto vio =4. Para ver ésto con-
sideramos m1 .c m2 < ni3 < ..., tal que d(r»(x),x) .c e(f¡~,X), para todo
vi ~ vn~, y definimos le~ = le sin E [mk,mk+í) y le~ = i si vi E [1,mí). Con-
sideraríamos entonces (k~) sucesión creciente divergente de números naturales
tal que 0= le~~1 —k”<lytal que leZ=min{le,,,kU,para todo vi E £4. En-
tonces (lefl es también una sucesión retardante asociada al par ({r,,}, {f..11) con
las condiciones deseadas.
Entonces [{f,,}][{r,,>] = [{h,4] donde {it» : & —e. Y> es una sucesión densa
discreta de X a Y tal que it,, es una composición de r» y 1k,, para todo vi E £4.
Vamos a ver que [{h,,>]=
Sea e > O y sean1 =vio tal que O(fk»,X) <e, para todo vi > vi1.
Sea x E 1?,, rl Jik,,, con vi =vi1. Entonces h,,(x) = y con r,,(x) E f~’(y). Por
otra parte fk,,(x) = y’ con x e f;i(y’). Pero d(x,r,,(x)) < e(ft,,,Y). Entonces
< e(f~,,,X)
y por tanto f,;-’(y) rl f;i(y/) # 0. Luego
d(it»(x),fk,,(x)) = d(y,y’) =O(fk,,,X) <e.
Por tanto, para todo e > O y para todo vi E £4 existe u’ > vi con le_~ > vi tal que
d(h»t¡n,,,~-,D~,, Ik»,¡n,,,nDe.,,,) < e.
Luego {~»> y {f,,} son casi asintóticas y por tanto homótopas.
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Por otra parte, si {9,, : E,, —e. X} es una sucesión densa discreta de Y a
vamos a ver que [{r,,>][{g,,}]= [{9»>].
Sea (k,,) una sucesión retardante asociada al par ({g,,}, {r,,>), que por tanto
verifica que p(g,,,9»+í, X) .c e(rk,,, rk,,+l, Y) para todo it ~ vto para cierto no E £4.
Entonces [{r,,}][{gj] = [{h,,}]donde {it,, E,, —e. X> es una sucesión densa
discreta de Y a X tal que it,, es una composición de y» y rk,, para todo vi E £4.
Vamos a ver que [{h,,>]=
Sea e > O y sean1 =vi0 tal que d(rk,,(x),x) < ~, para todo x E 11k,,, para
todo vi > vi
1. Sea x E E,, con vi =vi1. Entonces h,«x) = y con g,.(x) E r¡~(y), y
ésto implica que
d(g»(x), it,,(x)) = d(g,,(x), y) =diam(r;,~(y)).
Por otra parte, para todo x E r;Q(y) se tiene que d(x,y) = d(x,rk,,(x)) <
Luego diam(r;J(y)) < ~ <e. Por tanto, d(g,,(x), h4x)) <e. Luego para todo
e > O existe vi1 E £4 tal que para todo vi =vi1 se tiene d(g,,, it») ce. Luego {g,,}
y {h,,} son asintóticas y por tanto homótopas.
Para probar que SD es una categoría solamente nos queda ver que si X, Y, Z
y W son espacios métricos compactos, y {f,, : Ji» —e. Y}, {g,, : E» —e. Z> y
{ it» : F,, —~ W} son sucesiones densas discretas de X a Y, de Y a Z y de Z a
W, respectivamente, entonces
=
Sea (le,,) una sucesión retardante asociada al par ({gj, {~»>) verificando que
o(g,,,g,,+í,Y) .c e(hk,,,hk,,+í,Z)
para todo vi ~ vio, para cierto vi0 E £4. Sea {s,, E,, —e. W> tal que para todo
vi e £4, s,, es una composición de g,, y itk». Sea (le~) una sucesión retardante
asociada simultaneamente a los pares ({f»>~ {g4) y ({f»>~ {~,,>), ésto es, se
verifica que
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para todo vi =~, para cierto 4 E £4. Entonces
=
donde {t» : Ji» —e. W> es una sucesión densa discreta tal que para todo u E ¡4,
t,, es una composición de f,,, y 5k,, donde 5k, es una composición de 9k~ y ~
Sea {r,, : Ji,, —e. Z> tal que para todo vi E £4, r» es una composición de 1»
y 9k~. Como
e(f,,,f,,+í,X) < e(gk~,gk4+¶,Y),
para todo u =4, entonces
p(r,,,r,,+í,X) =o(gk
4,gk~+í,Y),
y por tanto
e(r,,, r,,~1, X) =o(g~, 9k:.+i, Y) < e(hk~,, hk~,+i, Z),
si vi =4 y le~ =it0. Entonces, como evidentemente { le,q> es creciente y recorre
todos los números naturales, se tiene que {lek~> es una sucesión retardante aso-
ciada al par ({r,,}, {~,,>)• Luego
1»>]) =
donde {t~, : Ji,, —e. W> es una sucesión densa discreta tal que para todo u E ¡4,
es una composición de r,, y hk~,, donde r,, es una composición de f,, y 9k~.
Vamos a ver que se verífica que
para todo vi > 4 con k~ =vto. Entonces tendremos que {t,,} y {<> son
asintóticas, y por tanto
= ([{h,4][{g4])[{ 14].
Para ello vamos a ver que, en general, dadas
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it: F —e. {w1,.. .,tv,> c TV,
aplicaciones discretas tales que O(f,X) <e(g,Y) y O(g,Y) <e(h,Z), y dadas
r:Ji-.~+{z1,...,z,,>CZcomposicióndefy9,5:E—4{Wi,...,Wp>CW
composición de 9 y it, t : Ji —e. {w1,.. .,w~> c W composición de 1 y s, y
Ji —e. {t»í,. . . ,wj c W composición de r y it, entonces se tiene que
e(t,t’,X) =O(h,Z).
Como s : E —e. {wí,. . . ,w~> c W es una composición dey y it, existen
{le1,...,le,.>C{1,...,p>
(posiblemente repetidos) tales que s(§’(z5)) = Wk~, con z~j E Ir’(wk~), para
todoj E {1,...,vi>. Obsérvese que g1(z5) c s1(wk,) para todoj e {1,...,rij},y que C’(wk) = U{r~’(z
5) ¡ le~ = le> para todo le E {1,. . . ,p>.
Como t: Ji —e. {w1,.. . , w4 c W es una composición de f y a, existe
(posiblemente repetidos) tal que t(f1(y~)) = tv¡~, con ¡u E rí(w,1).
Entonces para cada i E {1,. .. , ni>, como ¡u E r’(w,J, existe j~ E {1,. . . ji>,
tal que ¡u e g
1(zj~), con le,
3 = l~. Por tanto la aplicación
r’ :Ji—*{zi,...,z4CZ
dada por rt(1í(yí)) = es una composición de f y y. Además, t es una
composición de r’ y it pues si (rt)í(z1) # 0 se tiene que
(r’7’(z~) = U{fA(yí) ¡ =
donde para todo i E {1, . . . ,m} tal que j~ = j se tiene que
t(f’(¡u)) = = Wk~ = Wk..
Luego t((r’fl’(z5)) = Wk~ con zj E it1(wk~).
Hemos probado que dada a: E —e. {wí,. . . , w,> C W composición de y y it
y dada t Ji —e. {uií, ... , w,} c W composición de 1 y a existe una composición
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~t~Ji~~.{z1,...,z,}cZdefyytalquet:Ji—e.{Wx,...,Wp>CWesuna
composición de r’ y it.
Supongamos ahora que O(f,X) < e(g,Y). Sea r : Ji —e. {zí,.. .,z,.} c Z
una composición cualquiera de 1 y y. Vimos en la demostración de la proposición
anterior, que si it es una composición de 1 y y, y it’ es una composición de 1’ y
con e(f,f’,X) < e(y,g’,Y), entonces
0(h,it’,X) =o(g,g’,Y).
En este caso tenemos r,r’: Ji —e. {z1,.. .,z,> C Z composiciones de 1 y g con
e(f,f,X) .c e(g,g,Y). Entonces e(r,r’,X) =o(y,g,Y) = O(g,Y). Si además
O(y,Y) c e(h,Z), tenemos r,r’ Ji —e. {zi,...,z,.> C Z tales que
e(r,r’,X) =O(g,Y) c e(h,Z).
Entonces, si t’: Ji —e. {w1,. . .,w~,> c W es una composición de r y it se tiene
que
p(t,t’,X) =O(h,Z).
Volviendo a la demostración del teorema, como
para todo vi ~ y’0 tal que k4~ =no, entonces
para todo vi =4 tal que le~ =vi0. Luego {t,,> y {t9 son asintóticas, y por
tanto,
[{h,,>]([{y»Jll{f,.}])= ([{it,,>][{g,,}])[{f»I1].
Esto concluye la demostración del teorema.
1.3 SD ES ISOMORFA A LA CATEGORÍA
DE LA FORMA DE BORSUK
A continuación recordamos brevemente algunas nociones básicas de la teoría de
la forma introducidas por K.Borsuk en [12].
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Definición 1.3.1 Sean X e Y espacios métricos compactos con Y contenido en
el cubo de Hilbert Q. Una sucesión aproximativa de X a Y es una sucesión de
aplicaciones continuas {f» : X —e. Q> tal que para todo entorno y de Y en Q
existe vi0 e ¡4 tal que f,, y f,,+x son homótopas en V para todo vi ~ vio.
Dos sucesiones aproximativas {f» X —e. Q> y {g,, : X —e. Q> de X a Y
son homótopas si para todo entorno V de Y en Q existe vi0 E ¡4 tal que 1» y Qn
son homótopas en V, para todo vi > vio.
Denotamos por [{f,,}] a la clase de homotopía formada por todas las suce-
siones aproximativas homótopas a {f»>.
Dados X, Y, Z espacios métricos compactos, dadas {f,, : X —e. Q} sucesión
aproximativa de X a Y y {g,, : Y —e. ~4>sucesión aproximativa de Y a Z, se
define la compos{ción [{y,,>][{f,,}]como la clase [{g 1»>] donde {g4 : Q —e. Q}
es una aplicación fundamental de X a Y tal que cada y es extensión de y,,.
Dadas {f,, : X —e. Q> y {g,, : X —e. Q> sucesiones aproximativas de X a Y,
decimos que {f,.> y {y,.} son asintóticas si para todo e > O, existe u0 E £4 tal que
d(f»,g,,) <e, para todo vi > vi0. Decimos que {f,.> y {y»} son casi asintóticas si
para todo e > 0, para todo vi E £4, existen n’,n” > vi tales que d(fw,g,,”) <e.
Teorema 1.3.2 (Borsuk [12]) Si consideramos la clase de los espacios métricos
compactos y las clases de homotopía de sucesiones aproximativas entre ellos con
la composición de clases definida anteriormente obtenemos una categoría que
llamaremos SH (categoría de la forma).
Teorema 1.3.3 SH y SD son categorías isomorfas.
Dem Sean X e Y espacios métricos compactos, donde podemos suponer que Y
está contenido en el cubo de Hilbert (4. Sea {f» : X —e. (4> sucesión aproxima-
tiva de X a Y. Vamos a ver que existe {f,~ Ji,, —e. Y> sucesión densa discreta
de X a Y casi asintótica a {f,j, ésto es, tal que para todo e > O y todo vi ~
existen vi’ vi” > vi tal que
para todo n =no.
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Sea {e,,> sucesión nula tal que f» i f»+í son homótopas en B~,,(Y) para todo
vi e £4. Vamos a ver que para todo vi E £4, por ser f,.(X) c B~,,(Y), existe D,,
subconjunto abierto y denso de X y existe f, : Ji,, —e. Y aplicación discreta
con O(f,~,X) <2e,, taj que d(f,,¡D,,,f,’.) <e».
Vamos a ver que, en general, para toda aplicación continua 1 : X —e.
existe Ji subconjunto abierto y denso de X y existe 1’: Ji —e. Y aplicación
discreta con O(f’,X) < 2e tal que d(fln,f’) <E.
Como X es compacto, existe O .c e’ c e tal que 1(X) c B51(Y). Para
cada x E X, existe Yx E Y tal que d(f(x),y~) c e’ y existe 6,, > O tal que
d(f(x’), y,,) < e’ para todo x’ E 365(x). Entonces, por la compacidad de X,
existen {x¡,. . . ,x,,} CX tales que
X c U Be,(x1).
Sean Ji1 = (x1), Ji2 = Bs,2(x2) — B61(xí),.
,Ji,, = B35,,(x») — (Bs~1(x1) U... U
Entonces Ji = {Ji1,Ji2,... ,Ji»> es una familia de subconjuntos abiertos de X
disjuntos dos a dos tal que Ji = Ji~ U... U Ji,, es abierto y denso en X. Definimos
1’: Ji —e. {y,,2,. . .
tal que f’(x) = y,,~ para todo x E Ji~. Entonces, si x e Ji1 c B53.(x1), se
cumple d(f(x),f’(x)) = d(f(x),y,,J <e’. Luego d(fln,f’) =e’ <e y como íes
continua, es imnediato que O(f’,X) <2e.
Luego para todo vi e £4 existe una aplicación discreta f,~ : Ji,, —e. Y con
O(f,~,X) .c 2e» tal que d(f,,¡D,,,ffl < e,,. Vamos a ver ahora que para todo
y E ¡4, como 1» y In+í son homótopas en B,,,(Y), entonces f~ y f~4.í son
2e,,-encadenables.
Vamos a ver que, en general, si f,g X —e. B¿Y) son aplicaciones continuas
homótopas en B~(Y), y f’ : Ji —e. Y y g’: E —e. Y son aplicaciones discretas
tales que O(f’,X) .c2e, O(9t,X) < 2e, d(f¡D,f’) <e y d(yIE,g’) <e, entonces
1’ y g’ son 2e-encadenables.
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Sea O ce’ .c e tal que 1 y y son homótopas en B~(Y), y tal que
O(f’,X) .c 2e’,O(y’,X) < 2e’,d(f¡D,f’) <e’ y d(~[g,g’) <e’.
Como f y y son homótopas en B~4Y), existe H : X x [0,1] —e. BC4Y) continua
tal que
H(x,0) = f(x),H(x,1) =
para todo x E X. Sabemos que entonces existe (Y subconjunto abierto y denso
de Xx [0,1] y existe H’ : (Y —e. Y aplicación discreta con O(H’, Xx [0,1]) c 2e’
tal que d(H¡c,H’) <e’.
Ahora, para todo (x, t) E X x [0,1] existe U(r,t) entorno abierto de (x, t) en
X x [0,1] tal que diam(H’(U~’t> rl (Y)) <2? y tal que diam(H(UkO)) <e — e’.
Por la compacidad de X x [0,1] existe {U
1,. . . , U,,> recubrimiento abierto de
X x [0,1] tal que diam(H’(U1 rl (Y)) c 2e’ y tal que diam(H(U1)) <e —? para
todoie{1,...,p>.
Sea 6 > O el número de Lebesgue de este recubrimiento y sea {V1,. . . ,
6
recubrimiento abierto de X tal que diam(V.) c ¡ para todo i E {1,... ,q>. A
partir de este recubrimiento definimos
familia de subconjuntos abiertos (que podemos suponer no vacíos) de X disjuntos
dos a dos tal que F = F1 U ... U F~ es abierto y denso en X. Consideramos
partición de [0,1] tal que la distancia entre dos términos consecutivos es menor
que ~. Entonces
{F~ x ~ 11 =1 =q, 1 =J =r>
es una familia de subconjuntos abiertos de X x [0,1] disjuntos dos a dos tal
que dia¿rn(fl x ~ c ~ para todo i E {1,. . . ,q> y todo 5 E {1,. . . ,r>.
Elegimos puntos xíj E (F1 x (t5..4, ti)) rl (Y, y definimos, para todo 5 E {1, . . . ,
una aplicacion
it’.:F1U ...UF—e.Y
.7 q
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tal que h(Fí) = H’(xíj) para todo i E {l,... ,q>. Entonces it’> es discreta y
O(it;,X) <2e para todo j e {1,. . . , 4 pues si E1 rl FQ # 0, entonces
diam(F¿ x (tp.í,t1) U E’1. x (t~...í,t1)) < 6,
por tanto x¿5 y x1’5 están en un mismo elemento del recubrimiento {U1,... , U,,>
y se tiene
E1’)) = d(H’(x15),H’(x¿.,)) <2e’.
Analogamente, si E; rl E;. # 0, entonces
diam(.Fj x ~ t5) U E;. x (ti, t5+1)) < 6,
por tanto x¿5 y xí.,s+í están en un mismo elemento del recubrimiento {U1,... , U,,>
y se tiene
d(h’>(Fí), h+d F1t)) = d(H’(xíj), H’(x1.4+1)) <2e’.
Luego e(it%, h’>.~.1,X) .c2eparatodoj e {1,...,r—1>. También e(f’,it’1,X) <2e
pues O(f’,X) < 2e, O(it’1,X) < e, y si (f’)í(y) <1 ~ # 0, entonces existe
a, e (f’)1(y) tal que d((x, 0), x¿1) <6 y por tanto (x, 0) y x~1 están en un mismo
elemento del recubrimiento {Uí,. .. , U,,> y se tiene
d(y,h(F¿)) = d(f’(x),it(Fí))
< d(f’(x), 1(x)) + d(H(x, 0), H(x11)) + d(H(x11), H’(x11))
< e’+(e—e’)+e’<2e.
De forma análoga se ve que e(h4, g’, X) .c2e. Luego 1’ y y’ son 2e-encadenables.
Así, para todo vi e £4, f~ y f~ son 2e,,-encadenables. Por tanto, para todo
vi E ¡4 existen
f~=f~:Ji,,o=D» —e. Y, f~ :Ji,,j —*1’,...
... fy~¡< = ~ : Ji»,~,, = ~,,±1~ Y
aplicaciones discretas (con dominio abierto) tales que -
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Luego la sucesión
{í; = í;~’ít~... ,fikí = f~ = f,,f2’1,. . . ,f¿,,—i)k,,, = í: = 1n0~1ni’”>
es una sucesión densa discreta. Y como d(f~, f,,¡n,,) .c e,,, es casi asintótica a
{fn }.
Supongamos ahora que {g,, X —e. (4> es otra sucesión aproximativa de X
a Y tal que {f~> y {y,,> son homótopas. Sea {y : E,, —e. Y> sucesión densa
discreta de X a Y casi asintótica a {g’j. Vamos a ver que entonces {f~} y
son homótopas.
Sea e > 0. Sean0 E £4 taj que p(f~,f,~1,X) .c e, 0(9,g~1,X) c e y tal
que f,, y f»+~ son homótopas en .81(Y), 9,, y 9n+í son homótopas en B~(Y) y
f» y y,, son homótopas en Bt(Y), para todo vi =u0, Existen vi’, ti”, vi”’, u””> no
tales que d(f,.~ ID,,,,, f,n) < e y d(g,.’.’Is,,,,,,,g.i~”) < e. Entonces como f,.~ y g,,”’
son homótopas en B1(Y) se tiene, por el resultado general demostrado antes,
que f,,, y ~ son e-encadenables. Por tanto para todo vi =no se tiene que f~
y g son e-encadenables.
Hemos probado que existe una correspondencia
~(X,Y) : SH(X,Y) —e. SJi(X,Y)
bien definida taj que Q(xy)([{ 1,,>]) = [{f,9]con {f~> casi asintótica a {f»>.
Para ver que es suprayectiva consideremos {f,’, : Ji,, —. Y> sucesión densa
discreta de X a Y y vamos a ver que existe {f» X —e. (4>sucesión aproximativa
de X a Y asintótica a {f,9.
Sea {e,,> sucesión nula tal que p(f~,f,’,~1,X) ce,, para todo vi E £4. Vamos
a ver que para todo vi E ¡4 existe f,, : X —e. B~,jY) aplicación continua, tal
que d(f,’f,,In,,) <e,,.
Vamos a ver que, en general, si 1’ : Ji —e. Y es una aplicación discreta con
0(1’, X) ce, entonces existe 1 : X —~ Be(Y) continua tal que d(f’, f¡n) < e.
Para cada x E X, como 0(f’,x) <e, existe UX entorno abierto de x en X
tal que diam(1~(UZ 11 Ji)) < e. Como X es espacio métrico compacto existe
{U1,. . . ,U»} recubrimiento abierto finito de X tal que diam(f’(U1 rl Ji)) .c e
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por
paratodoi E {1,...,ti>. Paracadal e {1,...,vt>, definimos.A¿ : X —e. IRdada
d(x,X — U1)
k(x) = 27-1d(x,X —
que verifica que >.1(x) # O si y solamente si x e UI. Además para todo x E X,
n
>3A1(x) = 1
1=1
y por tanto, para todo x E X se tiene
•1
= >3 Á4x)f’(x).
¿=1
Escogemos, para cadai E {l,...,v4, x~ E U1flJi y definimos!: X —e. (4 como
1(x) = >3 A1(x)f’(x¿).
1=i
Como ~ >«x) = 1 y (4 es convexo, se tiene que f es una aplicación continua
bien definida. Por otra parte, si consideramos
e’ = sup diam(f’(U¿ rl ~».c e,
:E{i nl
se tiene que dado x E Ji,
d(f(x), f’(x))
= ¡it
1=1
A1(x )f’(x¿)
—EA¿(x)f’(x) ¡1
t=1
= ¡¡t >.j(x)(f’(xj) — f’(x))
1=1
= e’,
2=1 ¿=1
pues si A1(x) ~ O se tiene que x E U~ y por tanto
d(f’(x), f’(xl)) =dian4f’(U1 rl Ji)) <e’.
Luego d(f(x), f’(x)) =e’ .cz e para todo x E Ji. (En las expresiones anteriores
hemos usado la norma ¡¡ ¡¡ de (4). Finalmente, como f es continua en X y
f(Ji) c B<4Y) con Ji denso en X, entonces 1(X) C K(V} C B~(Y).
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Así, para todo u E £4 existe f,, X —e. B~jY) aplicación continua, tal que
d(f~,f,,ID,,) ce,,. Además, como e(f,~,1,f~+1,X) ce,,, se tiene d(f,,,1,.+1) =3e,,,
luego 1» y fn+í son homótopas en Bn,,(Y). (Basta considerar
definida por H4x, t) = (1—t)f,,(x)+tf,,+1(x), para todo x E X y todo t 6 [0,1]).
Luego {f,> es una sucesión aproximativa y es claramente asintótica a {f,9.
Por tanto ~cx,y>es suprayectiva.
Vamos a ver que es inyectiva. Sean {f,, X —e. (4> y {y,, X —e. (4>
aplicaciones aproximativas de X a Y. Sean {f~ : Ji,, —e. Y> y {9 E,, —e. Y>
sucesiones densas discretas de X a Y casi asintóticas a {f,,> y {y,,} respectiva-
mente. Supongamos que {f~Q> y {y> son homótopas. Vamos a ver que entonces
{f~,> y {y,,> son homótopas.
Sea e > O. Sea vi0 E £4 tal que
y tal que f~ y g son ~-encadenables, 1» y f»+í son homótopas en B~(Y) y g,,
y 9,,+í son homótopas en B~(Y), para todo vi =vi0. Existen vi’,vi”,vi”’,vz””> vto
tales que d(f,,’¡D,,,,, f~.,) < ~ y d(y,..n¡D,,,,, y,,,n) < ¶. Como f,,, y g,~.., son
~-encadenables, existen
aplicaciones discretas tales que
e
Para todo i E {0, 1,.. . , r> existe h~ X —e. Bt(Y) aplicación continua tal
que d(h~,h1¡p’1) .c ~, y podemos tomar h0 = f,,. y it,. = g,,m. Además, como
o(h~,h~+i,X) .c ~,se tiene d(h1,it1+1) < ~ luego it1 y h~+í son homótopas en
.B~(Y). En particular, f,,~ y y,,”’ son homótopas en B~(Y). Entonces tendremos
que 1~ y g,, son homótopas en Be(Y), para todo vi =vi0.
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Luego £4xy) es una biyección entre SH(X, Y) y SJi(X, Y). Por otra parte,
la aplicación {r,,} que da la clase identidad de SJi(X, X) es asintótica a la
aplicación aproximativa generada por la inclusión de X en (4. Luego 5l<x,x>
manda la clase identidad en la clase identidad. Entonces, para probar que Sil
y 5V son categorías isomorfas, solamente queda comprobar que 1? conserva la
composición, ésto es, que
£kx,z>([{gd] [{1»>])= Q(Y,Z)([{y,,>])Q(X,Y)([{
para cualesquiera {f,.} y {g,.> aplicaciones aproximativas de X a Y.
Sean {f,, : X —e. (4>y {y,, : X —e. (4> aplicaciones aproximativas de X a Y.
Sean {f,~ : Ji» —e. Y> y {g : E,, —e. Y> sucesiones densas discretas de X a Y
casi asintóticas a {f,,> y {g,,> respectivamente. Entonces QCX,y)([{f4]) = [{12]
y f2(y,z)<j{9,,>]) =
Sea {e,,> sucesión nula, entonces existen (m,,), (m~j, (mg) y (mg’) sucesiones
divergentes tales que
l7S~ »¾.
Entonces cambiando los representantes de [{f»>]y [{y,,fl, podemos suponer que
ni,, = y m~ = mZ’ para todo vi E ¡4. Esto es, podemos suponer que para
todo e > O para todo it E £4 existen vi’,vt” > vi tales que
d(1,.’¡D,,f,~,) .c e,d(g,,’~IE,,,g,
3) <e.
Consideraremos {~» : (4 —— (4> aplicación fundamental extensión de {y,,}
que nos hará falta para componer [{f»>]y
Vamos a construir, en primer lugar, un representante adecuado de la com-
posición
= [{gj][{f,7J].
Para ello vamos a definir una sucesión retardante asociada al par ({f,9, {y9).
Sea {e,,> sucesión nula. Entonces existe otra sucesion nula ~ tal que 6,, =e,,
para todo vi E ¡4 y tal que
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para cualesquiera y,y’ e (4con d(y,y’) <6». Sean r1 <r2 <r3 < ..., tales que
para todo s E £4
d(9réIEr,,9~4) <ea.
Existe (ni»), que se construye inductivamente, tal que
<
para todo m ~ ni,,. En dicha construcción, se puede conseguir que si vi es de
la forma r8, entonces existe 4 E (m,.~,m,..+í) tal que d(f¡5 ¡n1 ,f¿’.) < 6r1~ y por
tanto
< e,.•.
Definimos le,, = le si u E [mk,mk+i)y le,, = i si vi E [1,m1). Entonces (le,,) es
una sucesión retardante asociada al par ({f~}, {g9) y verifica además, por ser
le4 = r8, que para todo e > O y para todo vi E £4 existe u’> vi tál que
d(fn.ID,,,,1,hI) <e, d(gk,,,¡E~,,y~,) ~ d(4k,,,f,,hIn,,,,ñk,,,1,’..) <e.
Por tanto,
= [{y>][{1,9]=
donde, para todo u E £4, /4 : Ji,, —e. Z es una composición de f,’ y
Por otra parte, si consideramos {4» : Y —e. (4> tal que 4,, = 9k,,, para todo
vi E ¡4, entonces {4,.} y {g,,> son homótopas y por tanto
Q<x,z>~{y»>] [{1.~>]) = (?<x,z>([{4,,H[{1n>] =
Vamos a ver que Wx,z)([{ñk,,f»>]) = [{h9]. Para ello basta ver que {it9 y
{9k,,1»> son casi asintóticas.
Sea e > O y sea vi E £4. Existe ti’ =vi tal que
3
Vamos a ver que
d(ñk,f,.’¡D.,h;*) <e.
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Sea x E Ji,,~. Entonces h,,(x) = z E Z con f,,(x) E (g~>~~(z). Existe entonces
y E Ek,,,, tan próximo a f~(x) como se quiera, tal que /4,(x) = yI.,(y), y por
tanto
dQk,(y), hQ(x)) = d(gk,,,(y),9~,(y)) < 3
Además, podemos escoger y suficientemente próximo a f~,(x) de forma que se
tenga
—.
3
Finajmnente, por la construcción de la sucesión retardante (le») se tiene que
d(ñk,1,.’(x),4k,f,Q(x)) <
Por tanto
dQk,,,1,.’(x), /4,(x)) = d(ñk,,,1».(x), gk,,,f~,(x)) + d(4k,,,1~(x), Qk..,(Y))
+ d(~k,,,(y), h;.(x))
e e e
< -+-+-=e.
~333
Por tanto (lcx,z>([{g,,>][{f,,}]) = [{~4>]= WY,z)([{y»}])f’(xy)([{f,,}]). Luego
Sil y SD son categorías isomorfas. Esto completa la demostración del teorema.
1.4 CARACTERIZACIONES DISCRETAS Y
DENSAS DE LOS POLIEDROS APROXI-
MATIVOS Y DE LOS ESPACIOS MOVI-
BLES E INTERNAMENTE MOVIBLES
En esta sección se utilizan las técnicas de densidad para dar nuevas caracteriza-
ciones, en cierto modo intrínsecas, de espacios importantes en teoría de la forma
y teoría de retractos.
Lema 1.4.1 Sean X y Z espacios métricos y sea Y c Z. Sea 1 : X —e. B,(Y)
una aplicación continua. Entonces existe Ji subconjunto abierto denso de X y
existe una aplicación localmente constante g : Ji —e. Y tal que O(g, X) =2e y
d(f(x),y(x)) <e para todo x E Ji.
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Dem. Consideramos el conjunto G de todas las aplicaciones y Q —e. Y
localmente constantes definidas en subconjuntos abiertos G2 de X y tales que
d(f(x), 9(x)) <e para todo a, E Q.
(Y es no vacío, pues dado a,0 E X existe yo E Y tal que d(f(x0), yo) <e y por
la continuidad de f existe U entorno abierto de x0 en X tal que para todo x E U
se tiene d(f(x), 1(xo)) < e — d(f(xo), Yo) y por tanto d(f(x), yo) < e. Entonces
la aplicación it U —e. Y dada por it(x) = yO, para todo a, E U, es un elemento
deC.
Consideramos en (Y la relación de orden:
y =it e> C9 c Ch y h¡09 =
Entonces ((Y, =)es un conjunto ordenado y todo subconjunto de (Y totalmente
ordenado tiene una cota superior (si A c (Y está totalmente ordenado, entonces
Ch = UEAG9 es un subconjunto abierto de X y la aplicación it: Ch ——e. Y dada
por h(x)=g(x) para cualquieryEAconxEG, es una aplicación locaimente
constante bien definida y es una cota superior para A). Entonces estamos en
condiciones de aplicar el Lema de Zorn y deducimos, por tanto, la existencia de
elementos maximales.
Sea y : Ji —e. Y uno de esos elementos maximales y supongamos que Ji no
es denso. Existe entonces .8 subconjunto abierto de X tal que .8 fl Ji = 0.
Sea a,0 E B, existe Yo E Y tal que d(f(xo), yo) <e y por la continuidad de
f existe U c B entorno abierto de xo en X tal que para todo x E U se tiene
d(f(x),f(x0)) < e — d(1(xo), yo) y por tanto d(f(x),yo) < e.
Pero entonces la aplicación it : Ji U U —e. Y dada por
sixEU
es localmente constante, está definida en un subconjunto abierto de X y verifica
que d(f(x), h(x)) c e para todo a, E Ji rl U, pero esto contradice la maximalidad
de y. Luego Ji ha de ser denso.
Finalmente, como d(f(x),g(x)) < e, para todo a, E Ji y íes continua en
entonces O(g, x) =2e para todo x E X.
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Lema 1.4.2 Sea Z un espacio vectorial normado o, mds generalmente, un sub-
conjunto convexo de un espacio vectorial normado. Sea X un espacio métrico
e Y un subconjunto de Z. Sea Ji subconjunto denso de X y sea 1 : Ji —e. Y
una aplicación, no viecesanamente continua, con O(f,x) <e para todo a, EX.5
Entonces existe y X —e. .B¿Y) continua tal que d(f(x),g(x)) c e para todo
a, E Ji.
Dem. Para cada x E X, como O(f,x) <e, existe U~ entorno abierto de x en
X tal que diam(f(UX rl Ji)) <e. Como X es espacio métrico, es paracompacto
y por tanto existe {U1 ¡ c 1> recubrimiento abierto localmente finito de X tal
que diam(f (U~ fl Ji)) <e para todo i E 1.
Para cada i E 1, definimos A
1 X ——e. IR dada por
= d(x,X —U¿
)
2161 d(x,X —
La suma en el denominador es finita pues d(x,X — U;) # O si y solo si x E U~.
Por la misma razón, A1(x) # O si y solamente si a, E U1• Además para todo
a, E X,
>3A1(x) = 1
161
y por tanto, para todo a, E X se tiene
1(x) = >3 >«x)f(~).
161
Escogemos ahora, para cada i E 1, a,1 E U~ rl Ji y definimos g : X — Z como
g(x) = >3 A¿(x)f(x1).
‘EJ
La suma vuelve a ser finita, y como 2 .A1(x) = 1 y Z es convexo, se tiene que
y es una aplicación continua bien definida. Por otra parte, dado x E Ji, si
U;’,..., ~ son los únicos abiertos del recubrimiento que contienen a a,, se tiene
n
d(f(x), y(x)) = ¡ >3 A;1(x)f(x) — >3 A;~(x)f(xj~)
1=1 t=i
5Para definir la oscilación de una aplicación definida en un suhconjunto denso de un espacio
métrico, no es necesario que ésta sea continua en dicho subconjunto.
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= ¡¡E >.;~(x)(f(x) — f(x;~)) ¡¡
i=1
= >3 A~(x) ¡¡ 1(a,) — f(xs~) ¡¡< e(>3 A5~(x)) = e,
¿=1
pues si A1(x) ~ O se tiene que x E Eh y por tanto d(f(x),f(x1)) .c e. Luego
d(f(x),y(x)) <e para todo a, E Ji. (En las expresiones anteriores hemos usado
la norma ¡¡ ¡¡ del espacio vectorial normado que contiene a Y).
Finalmente, como g es continua en X y y(Ji) c .B¿Y) con Ji denso en
entonces g(X) c BdY).
Observación 1.4.3 Si Ji no es denso, el resultado no sería cierto. Para verlo,
1basta considerar X = [0,1], Ji = Y = {O, 1>, 1 la identidad y e =
En la siguiente definición introducimos el concepto de AANRC (M.H.Clapp
[28]), que junto con el de AANRN (H.Noguchi [89]), ha sido extensamente estu-
diado en la literatura de Teoría de Retractos. Estos espacios tienen importantes
propiedades relacionadas con el teorema del punto fijo de Lefschetz’s ([28] y [46])
y, como J.Dydaic y J.Segal destacan en [35], los AANR’s de Clapp (AANRc)
forman una clase natural en el sentido de que equivalen a límites de poliedros en
la métrica de continuidad de Borsuk [10]. También son importantes en teoría de
la forma, en particular en conexión con las propiedades de movilidad y movili-
dad regular ([8], [35]). En [96], J.M.R.Sanjurjo introduce la clase de los espacios
FAANR, que contiene a los espacios FANR y a los AANRC como subclases
propias.
Definición 1.4.4 Sea X espacio métrico compacto. Se dice que X E AANR6
si y solo si cuando X se sumerge en el cubo de Hilbert (4,entonces para todo
e > O, existe U entorno de X en (4, existe r~ : U —. X continua, tal que
d(re(x),x) <e para todo x EX.
En la siguiente definición introducimos el concepto de poliedro aproximativo.
Por un resultado de S.MardeMé [77], los poliedros aproximativos coinciden con
los espacios AANRC en la categoría de los espacios métricos compactos. También
son equivalentes en dicha categoría a los conjuntos NE de K.Borsulc [19].
47
Definición 1.4.5 Un espacio métrico compacto X es un poliedro aproximativo
si para cada e> O existe un poliedro P y existen f : X —e. P, y : P —e. X
aplicaciones continuas tales que d(yf(x), a,) <e para todo x E X.
El siguiente teorema muestra que los espacios AANRc tienen propiedades de
extensión aproximada para aplicaciones definidas en subconjuntos densos. Estas
propiedades son características.
Teorema 1.4.6 Sea Y espacio métrico compacto. Son equivalentes:
i) Y E AANRC.
u) Para todo e > O existe 6 > O verificando que para todo espacio métrico X, todo
subconjunto denso Ji de X y toda aplicación 1 Ji —e. Y (no necesariamente
continua) con 0(1, X) .c 6, existe 1’: X —e. Y continua tal que d(1’¡D, 1) <e.
iii) Para todo e > O existe 6 > O verificando que para todo espacio métrico com-
pacto X, para todo subconjunto abierto y denso Ji de X y para toda aplicación
discreta 1 : Ji —e. Y con 0(f,X) < 6, existe 1’: X —e. Y continua tal que
d(f’ID,f) <e.
Dem. Vamos a ver primero que i) implica u). Sea Y espacio métrico compacto.
Podemos suponer que Y está contenido en el cubo de Hilbert (4. Supongamos
que Y E AANRC. Entonces para todo e > O, existe U entorno compacto de Y
en (4 y existe r~ U —e. Y continua, tal que d(r~(y),y) < ~ para todo y E Y.
Como U es compacto y re es continua, existe 6 > O tal que
e
para todo y, y’ E U con d(y, y’) < 6. Podemos suponer que 6 verifica también
que B6(Y) c U. Vamos a ver que este 6 verifica la condición del enunciado.
Sea X espacio métrico y sea Ji subconjunto denso de X. Sea 1 : Ji —e. Y
una aplicación con O(f,X) < 6. Entonces 0(f,x) .c 6 para todo a, E X, y
por el Lema anterior, existe f” X ——e. B6(Y) C U aplicación continua tal que
d(f”(x), 1(x)) < 6 para todo x E Ji. Sea 1’ = r~1”: X —e. Y. Entonces 1’ es
una aplicación continua tal que
2e
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para todo x E Ji. Por tanto d(f’¡D,f) <e.
Evidentemente u) implica iii). Para probar que iii) implica i), suponemos de
nuevo que Y c (4. Dado e > O consideramos O < 6 < e con la propiedad del
enunciado para ~. Consideramos HI(YJ entorno compacto de Y en (4. Como
4
Y es compacto, existe un subconjunto finito E’ de Y tal que W(YJ C B¿(F).
4 3
Consideramos la inclusión
i:Bg(Y) —e. Bt(F).
Entonces existe un subconjunto abierto denso Ji de B4(Y) y existe una apli-
cación locairnente constante, y por tanto discreta f : Ji ——e. E’ C Y tal que
d(f(x),x) < ~ para todo a, E Ji y talque 0(1 a,) <~ para todo x E flI(Y).
Por tanto
0(1, DT(Y» <6.
Por la hipótesis del teorema, existe
B4Y) —e. Y
continua tal que d(r~¡D,f) < ~. Por tanto para todo x E Ji se tiene
e 6 2ed(re(x), x) =d(r~(x), f(x)) + d(f(x), a,) < — + — < —.333
Finalmente, como r~ es continua en Bt(Y) y Ji es denso en Bt(Y) se tiene que
d(r~(x),x) = <e
para todo x E B4(Y). Esto completa la demostración del teorema.
Vamos a definir a continuación el concepto de espacio métrico compacto
internamente movible, introducido por S.Bogatyi [8]en 1974, como un caso par-
ticular de los espacios movibles definidos por K.Borsuk en [14]. En [31] J.Dydak
demuestra que todo compacto movible tiene la forma de un compacto inter-
namente movible. V.F.Laguna y J.M.R.Sanjurjo [71] introducen en 1984 una
teoría interna de la forma que coincide con la teoría de la forma de Borsuk para
espacios internamente movibles y M.A.Morón [85]extiende la teoría interna de
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la forma y el concepto de movilidad interna a espacios métricos arbitrarios. Por
otra parte, Morón prueba en [84] que un resultado de la teoría de la forma para
espacios métricos compactos, referente a movilidad y retracciones mutacionales,
no puede ser transferido al caso de espacios métricos arbitrarios. En [70] se
prueba que un espacio compacto es movible si y solo si es limite de poliedros
en la métrica ‘shape’. M.A.Morón y F.R.Ruiz del Portal demuestran en [86] la
existencia de un compacto internamente movible que es espacio universal en la
categoría de la forma para la clase de los espacios FANR.
Definición 1.4.7 Sea X espacio métrico compacto. Se dice que X es inter-
namente movible si y solo si cuando X se sumerge en el cubo de Hilbert (4,
entonces para todo entorno U de X en (4 existe (J0 entorno de X en (4 y existe
4’: U0 x [0,1] —e. U continua tal que «a,, 0) = ~,«a,~ 1) E X, para todo a, E Uo.
Teorema 1.4.8 Sea Y espacio métrico compacto. Son equivalentes:
9 Y es internamente movible.
si) Para todo e > O existe 6 > O verificando que para todo espacio métrico X,
para todo subconjunto denso Ji de X y para toda aplicación continua 1: Ji —e. Y
con 0(1, X) < 6 existe g : X —e. Y continua, tal que 1 y y son e-homótopas.
su) Para todo e > O existe 6 > O verificando que para todo espacio métrico com-
pacto X, para todo subconjunto abierto y denso Ji de X y para toda aplicación
discreta 1 : Ji — Y con O(f,X) < 6 existe y : X —e. Y continua, tal que f y
g son ¿-homótopas.
Dem. Vamos a ver que i) implica u). Sea Y espacio métrico compacto. Podemos
suponer que Y está contenido en el cubo de Hilbert (4. Supongamos que Y es
internamente movible. Sea e > O y sea U entorno de Y en (4 tal que U c Bt(Y).
Existe
17o entorno de Y en (4 y existe 4’ : Uo x [0,1] —e. U continua tal que
«y, t) = y para todo y E U
0 y todo t c [0,~],y «y, s) = «y, 1) E Y, para todo
y E U0 y todo s e [~,1]. Sea O < 6 < ~ tal que B6(Y) c (Jo.
Vamos a ver que este 6 verifica la condición del enunciado.
Sea X espacio métrico y sea Ji subconjunto denso de X. Sea 1 : 1) —e. Y
con O(f,X) c 6. Entonces existe 1’: X —e. Bs(Y) C Uo continua tal que
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d(f’(x), 1(x)) < 6 para todo x E Ji. Sea i(o,i) : [0,1] —e. [0,1] la identidad en
[0,1] y consideremos
= «1’ x i[o,11) : X x [0,1] —e. U c Bf(Y)
continua tal que H(x, t) = f’(x) para todo x E X y todo t E [0,~]. Vamos a ver
que 1 es ¿-homótopa a = 4’~f’ : X —e. Y.
Existe (Y denso en X x [0,1],existe il’ : (Y —e. Y aplicación continua con
O(H’,X x [0,1]) ~ tal que d(H(x,t),H’(x,t)) .c ~ para todo (x,t) E C. Sea
y definimos il” : O’ —e. Y tal quef f(a,) si(x,t)EJiX[04)
H”(x,t) = H’(x,t) si (x,t) E Crl(X x1 H1(x) si(x,t)EEx(4,1]
Se tiene que il” es continua en (Y’ denso en X x [0,1], que H”(x, 0) = 1(z) para
todo x E Ji y que H”(x, 1) = Hi(x) para todo x EX.
Finalmente, como d(H(x, t), H”(x, t)) < ~ para todo (x, t) E (Y’, se tiene que
O(H”,X x [0,1]) =~ <e. Por tanto íes e-homótopa aH1 = 4>~f’: X —e. Y.
Evidentemente u) implica iii). Para ver que iii) implica i) suponemos de
nuevo que Y c (4. Supongamos que Y verifica la condición de iii) y vamos a
ver que es internamente movible. Sea U entorno de Y en (4 y sea e > O tal que
B~(Y) c U. Sea O < 6 c e con la propiedad del enunciado y sea U~ entorno
de Y en (4 tal que U0 c Bt(Y). Vamos a ver que existe 4”: U0 x [0,1] —e. U
continua talque #(x,0) = x,4’(x,1) EX, para todo a, E U0.
Consideramos B~(Y) entorno compacto de Y en (4. Se demuestra como en
el Teorema 1.4.6 que existe un subeonjunto abierto y denso Ji de B1(Y) y existe
una aplicación discreta 1 : Ji —e. Y tal que d(f(x), a,) < ~ para todo x E Ji y
tal que
O(f,B~(Y)) <6.
Por la hipótesis del teorema, existe y : Bó(Y) —e. Y continua e-homótopa a f.
T
Entonces existe (Y C BÉ(Y) x [~,~]denso tal que
Crl(BdY)x{~})=Jix{~},Cr1(~577YJX{~}) =w~yx{~},
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y existe il: (Y—e. Y tal que O(H,fl77} x [~,~j)<e y tal que H(x, ~) = 1(x)
para todo ~ E Ji y H(x, ~) = g(x) para todo x E B~(Y).
Existe il’ —e. B~(Y) continua tal que d(H(x,t),H’(x,t)) <eY x[~4]
para todo (x,t) E (Y. Por otra parte, como i y H~ : B1(Y) —e. B¿Y) son
3 4
continuas, (4es convexo, y
d(i,HI) = d(i¡D,HiIv) =d(ilr,,f) +d(f,Hi¡D) < 2e,
3 3
entonces i y H~ son homótopas en B~(Y). Analogamente
3
d(g,H~) <e,
3
y por tanto y y H~ son homótopas en B2~(Y). Por tanto existe
3
4’: U~ x [0,1] cD7(Y}x [0,1] —e. &(Y) c U
continua tal que «x,0) = x,4’(x,1) = g(x) E Y, para todo z E 17o~ Esto
completa la demostración del teorema.
Definición 1.4.9 Sea X espacio métrico compacto. Se dice que X es movible
si y solo si cuando X se sumerge en el cubo de Hilbert (4, entonces para todo
entorno U de X en (4 existe 17o entorno de X en (4 tal que, para todo V entorno
de X en (4, existe 4’: (Jo x [0,1] —e. U continua talque 4’(x,0) = x,4’(x,1) E V,
para todo a, E U
0.
A continuación enunciamos sin demostración una nueva caracterización, en
términos de densidad, de los compactos movibles. La prueba es análoga a la del
teorema 1.4.8.
Teorema 1.4.10 Sea Y espacio métrico compacto. Son equivalentes:
i) Y es movible.
u) Para todo e > O existe 6 > O verificatzdo que para todo espacio métrico X,
dado Ji subconjunto denso de X y dada f : Ji —e. Y continua con O(f,X) < 6,
dado tj > ~, existe E subcovijunto abierto y deviso de X y existe y : E —e. Y
aplicación continua (con imagen finita) con O(y, X) < yj, tal que 1 y y son
c-homótopas.
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:ii) Para todo e > O existe 6 > O verificando que para todo espacio métrico
compacto X, dado Ji subconjunto abierto y denso de X y dada 1 : Ji —e. Y
discreta con O(f,X) < 6, dado ,~ > 0, existe E subeonjunto denso de X y existe
g : E —e. Y continua con O(y,X) <q, tal que 1 y y son e-homótopas.
Utilizando la equivalencia de e-homotopías y e-cadenas para aplicaciones
e-discretas que se prueba en la sección primera, se tiene el siguiente corolario.
Corolario 1.4.11 Sea Y espacio métrico compacto. Son equivalentes:
:) Y es movible.
si) Para todo e > O existe 6 > O verificando que para todo espacio métrico
compacto X, dado Ji subconjunto deviso de X y dada 1 : Ji —e. Y aplicación
discreta con O(f,X) < 6, dado q > O, existe E subeonjunto abierto y denso de
X y existe y : E —e. Y aplicación discreta con O(y,X) < ,~, tal que 1 y y son
e-encadenables.
¡u) Para todo e > O existe 6 > O verificando que para todo espacio métrico
compacto X, dado Ji subconjunto abierto y denso de X y dada 1 : Ji —e. Y
aplicación discreta con 0(1, X) .c 6, dado ,~ > 0, existe E subeonjunto denso de
X y existe y : E —e. Y aplicación discreta con 0(g,X) < ~, tal que 1 y y son
e-encadenables.
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Capítulo 2
CARACTERIZACIÓN
MULTIVALUADA DE LA
CATEGORÍA DE LA FORMA
FUERTE
La categoría de la fonna fuerte para espacios métricos compactos fue intro-
ducida en 1973 por J.B.Quigley [92],aunque algunas nociones relacionadas con la
teoría de la forma fuerte habían sido consideradas anteriormente por D.Christie
[27] y T.Porter [90], [91]. En particular, Christie definió los grupos ‘shape’
fuerte. En 1976 D.A.Edwards y H.M.Hastings [37], motivados por trabajos de
T.A.Chapman [25], obtuvieron un isomorfismo de categorías entre la categoría
de la forma fuerte para espacios métricos compactos en el pseudo-interior del
cubo de Hilbert, (4,y la categoría propia de homotopía de sus complementos en
(4. La teoría de la forma fuerte fue extendida a espacios topologicos arbitrarios
por F.W.Bauer [1] y Edwards y Hastings [37].
Para información general sobre la categoría de la forma fuerte para espacios
métricos compactos se pueden consultar los artículos [34]de 3.Dydak y J.Segal y
[20] de F.W.Cathey. El primero de ellos presenta un estudio geométrico basado
en la noción de telescopio contractible. El segundo analiza diferentes caracteri-
zaciones. Nosotros usaremos el enfoque dado por J.B.Quigley [92] o, en forma
más general, el dado por Y.Kodama y J.Ono [62], [63]. Contribuciones más
recientes a la teoría de la forma fuerte aparecen en los artículos [32]de J.Dydaic
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y S.Nowa.k, [43]de R.Geoghegan y J.Krasinkiewicz y [47]de B.Giinther.
Todas las descripciones existentes de la categoría de la forma fuerte para
espacios métricos compactos usan elementos externos para introducir las no-
ciones básicas. Generalmente se supone que los compactos están contenidos en
el cubo de Hilbert o en un espacio ambiente conveniente, como una vanedad o
un poliedro, y las aplicaciones toman valores en entornos del compacto en el es-
pacio ambiente. En otra descripciones, los compactos se presentan como limites
inversos de sistemas de ANR y las aplicaciones se definen entre los sistemas y
no directamente entre los compactos.
En este capítulo presentamos una nueva descripción de la categoría de la
forma fuerte para espacios métricos compactos, eliminando todos los elemen-
tos externos para obtener una caracterización intrínseca. Usamos en nuestro
acercamiento la teoría de las aplicaciones multivaluadas, siguiendo el programa
iniciado en [101], [102]y [103] para la categoría de la forma de Borsuk.
En la primera sección de este capitulo damos una descripción completa de
la categoría, cuyos modismos se caracterizan como clases de homotopía de apli-
caciones multivajuadas finas.
En la segunda sección probamos el isomorfismo con la categoría de la forma
fuerte.
En la tercera sección introducimos una topología en el conjunto M(X, Y)
de las aplicaciones multivaluadas finas entre dos espacios métricos compactos
X e Y. Esto nos permite identificar los morfismos de X a Y en la categoría
de la forma con las componentes conexas de M(X, Y) y los morfismos de X a
Y en la categoría de la forma fuerte con las componentes conexas por caminos
de M(X, Y). Usando esta representación, probamos que todo morfismo de X
a Y en la categoría de la forma es la adherencia de un morfismo de X a Y en
la categoría de la forma fuerte. De esta forma mejoramos los resultados dados
por V.F.Laguna y J.M.R.Sanjurjo en [72] y [73] para el espacio de aplicacio-
nes aproximativas y por J.M.R.Sanjurjo en [103]para el espacio de ‘multinets’.
En estos artículos se prueba que los modismos en la categoría de la forma se
pueden identificar con las componentes conexas por caminos del espacio corres-
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pondiente con una topología adecuada, aunque con otras topologías naturales
este resultado no es siempre cierto.
En la cuarta sección, dado (X, a,0) espacio métrico compacto punteado, de-
finimos el espacio de lazos de Steenrod W(X, x0) como una herramienta útil en
el estudio de los grupos ‘shape’ fuerte fl~(X, a,0). Hemos adoptado esta termi-
nología porque el nombre de Steenrod ha sido asociado a menudo con la teoría
de la forma fuerte (véase [50]). Probamos que ll~(X, za) = ll»~i(fla(X, za), *)
y, por tanto, el cálculo de los grupos ‘shape’ fuerte se reduce al de los grupos de
homotopía usuales del espacio de lazos de Steenrod.
Para resultados anteriores sobre la relación entre la teoría de la forma y las
aplicaciones multivaluadas, pueden consultarse los artículos (22], [24], [61], [64],
[74], [99] y [108] de Z.terin, Z.Oerin y T.Watanabe, Y.Kodama, A.Koyama,
J.T.Lisica, J.M.R.Sanjurjo y A.Suszycki respectivamente.
2.1 LA CATEGORÍA MSH DE LOS ESPA-
CIOS MÉTRICOS COMPACTOS Y LAS
CLASES DE HOMOTOPÍA DE APLICA-
CIONES MULTIVALUADAS FINAS
Definición 2.1.1 Sean X e Y espacios topológicos. Una aplicación multiva-
luada semicontinua superiormente de X a Y es una función E’ : X —e. Y tal
que para todo x e X se tiene que F(x) es un subconjunto cerrado no vacío de
Y y para todo entorno V de F(x) en Y existe U entorno de a, en X tal que
F(U)= ~F(y)CV
“EL’
Si Y es espacio métrico, decimos que E’ es e-fina si diaxn(F(x)) <e para todo
x E X.
Sean E’, G : X —e. Y aplicaciones muitivaluadas senúcontinuas superior-
mente. Se dice que F y G son ¿-homótopas si existe una aplicación multivaluada
e-fina semicontinua superiormente il : X x 1 —e. Y tal que H(x, 0) = F(x) y
H(x, 1) = G(x) para todo a, E X.
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Definición 2.1.2 Sean X e Y espacios métricos compactos. Se dice que una
aplicación multivaluada E’ : X x —e. Y es una aplicación multivaluada fina
si es semicontinua superiormente y para todo e > O existe to E ]R..~. tal que
diam(E’(x,t)) ce, para todo a, E X y para todo t =to.
Se dice que dos aplicaciones multivaluadas finas E’, O : X x IR+ —e. Y son
homótopas, si existe il : X x [0,1] x IR.~. -—e. Y aplicación multivaluada fina tal
que para todo (x,t) E Xx ]R~
H(x, O, t) = F(x, t), H(x, 1, t) = G(x,t).
Se dice que E’ y O son debilmente homótopas si para todo e > O existe to E ]R+
tal que F¡xxlto.oo> y Glxxii0,oo> son e-homótopas.
La homotopía y la homotopía débil de aplicaciones multivaluadas finas son
relaciones de equivalencia. Las correspondientes clases de equivalencia de E’ se
denotarán por [E’]y [E’],.,respectivamente. (Obsérvese que [E’]c [FI,,,).
Lema 2.1.3 Sean F,G X x 1II~ —e. Y dos aplicaciones multivaluadas fi-
nas asintóticas, ésto es, tales que para todo e > O existe to E IR.1. tal que
d(F(x,t),G(x,t)) <e, para todo a, EX y para todo t> 4>.
Entonces F y O son homótopas.
Jiem. Basta definir il : X x 10,1] x lI1~ —e. Y, tal que:
f F(x,t) siO<s<1
G(x,t) si<s<1
Definición 2.1.4 Sean E’ : X x IR.4. —e. Y y O : Y x IR.~. —e. Z aplicaciones
multivaluadas finas. Decimos que a : IR.,. —e. IR.,. es una aplicación dilatadora
asociada al par (F, O) si es continua, creciente y existen {e,,} y {,~,,>, sucesiones
nulas tales que:
a) diam(G(K x {t>)) <en, para todo K c Y con diani(K) <q,, y para todo
tE [vz,n+ 1].
b) diam(F(x,t)) <‘y,,, para todo a, EX, para todo t > a(vi).
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La siguiente proposición muestra que siempre existen aplicaciones dilatado-
ras.
Proposición 2.1.5 Sean F : X x IR4. —e. Y y O: Y >< IR~ —e. Z aplicaciones
multivaluadas finas.
Entonces existe a :111+ —e. IR.,. aplicación dilatadora asociada al par (E’, O).
Dem. Dada O consideramos {e,,> sucesión nula tal que
diam(G(y, t)) <e,,
para todo y E Y y todo t > vi. Entonces, como diam(G(y,t)) .c ~í para todo
y E Y y todo t E [1,2], existe fi tal que para todo K c Y con diam(K) < 7)~
y para todo t E [1,2], se tiene que diazn(G(K x {~>)) <¿í. En general, para
todo y E £4, existe q» <7),,...q tal que diam(G(K x {t>)) <e,,, para todo K c Y
con diam(K) <q,, y para todo t E [vi, vi + 1]. Así, obtenemos por inducción una
sucesión nula fi > ‘fl > ?fl > ... tal que
diam(G(K x {t>)) <e»,
para todo K c Y con diaan(K) <q,,, para todo t E [vi, vi + 1], para todo vi E £4.
Ahora, por ser E’ multivaluada fina, existe O = t,, <ti ....... sucesión no
acotada tal que diain(F(a,,t)) <7),,, para todo x EX y todo t > t,, con vi> 1.
Consideramos, para todo vi E £4 U {O>, el homeomorfismo lineal
a,, : [vi,vi + 1] —~e. [t,,,t,,+í]
definido por a,,(t) = t,, + (t — vi)(t,,+i — t,,), para todo t E [vi,n+ 1]. Entonces
el homeomorflmo a : [0,~) —e. [0,~) definido por a(t) = a,,(t), para todo
t e [u, u + 1], es una aplicación dilatadora asociada al par (F, O).
Como se demuestra en la proposición siguiente, las aplicaciones dilatadoras
se pueden utilizar para definir una composición de clases de homotopía.
Proposición 2.1.6 Sean F: X x IR.,. —e. Y y O: Y x ]lI~ —e. 2 aplicaciones
multivaluadas finas. Sea a : IR+ —e. »h aplicación dilatadora asociada al par
(F,O). Sea H : X x IR.,. —e. Z dada por H(x,t) = G(F(x,a(t)),t).
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Entonces il es multivaluada fina y su clase de homotopía [il] no depende de
la elección de a ni de los representantes de las clases [E’]y [O] escogidos.
13cm. Es claro que II es senilcontinua superiormente. Para ver que es muitiva-
luada fina consideremos las sucesiones nulas {e,j, {~,,> asociadas a a. Entonces
dado e > O tomamos vi0 E £4 tal que e,,~> < e y, como diam(F(x,a(t))) < ~
para todo a, E X y todo t> vio, entonces dianx(G(F(x, a(t)), t)) <e,,0 <e para
todo z E X y todo t =u0.
Para demostrar la segunda parte de la proposición tenemos que ver que sí
E” : X x lR.~ —e. Y y O’ : Y x IR+ —e. 2 son aplicaciones multivaluadas finas
homótopas a E’ y O respectivamente, y sí a : IR.1. —e. IR..,. es una aplicación
dilatadora asociada al par (E”, O’) entonces la aplicación il’ : X x ]R.+ ——e. Z
definida por
H’(x, t) = O’(E”(x, a’(t)), t)
es homótopa a
Obsérvese primero que si fi: IR+ —e. IR+ es una aplicación continua creciente
tal que fi(t) =a(t) para todo t E IR.,., entonces fi es también una aplicación
dilatadora asociada al par (E’, O). Además, la aplicación .1 : X x ]R.~ —e. Z
dada por
J(x, t) = O(F(x, fi(t)), t)
es una aplicación multivaluada fina homótopa a il y la homotopía viene dada
por la aplicación multivajuada fina K : X x [0, 1] x IR.,. —e. Z definida por
K(x, s, t) = O(F(x, a(t)( 1 — s) + fi(t)s), t).
Ahora, como E’ y E” son homótopas, existe F~ X x [0,1] >< ¡1+ —~ Y tal
que para todo (x,t) E Xx llt~
F(x,0,t) = F(x,t),E’*(x,l,t) =
y como O y O’ son homótopas, existe 0 : Y x [0,1] x ]R~ —e. 2 tal que
O(y, 0, t) = O(y, t), O(y, 1, t) = O’(y, t),
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para todo (y,t) E Y x IR.,.. Consideramos E’: Xx [0,1] x IR.,. —e. Y x [0,1]
dada por
É(x,s,t) = (F(x,s,t),s)
y sea a” : IR.,. —e. IR~. aplicación dilatadora asociada al par (É, G) tal que
a”(t) =max{a(t), a’(t)> para todo t e IR.,.. EntoncesH : Xx [0,1] x IR.,. —e. Z
definida por
s, t) = 0(F(x, a, a”(t)), a,
es una aplicación multivaluada fina tal que para todo (x,t) E X x Ilh:
H4(x, t) = H(x, 0, t) = O(F(x, 0, a”(t)), 0, t) = O(F(x, a”(t)), t)
H;(a,, t) = H(x, 1, t) = G~(F~(x, 1, a”(t)), 1, t) = O’(F’(x, a”(t)), t),
donde H es homótopa a H y Ht es homótopa a il’. Luego il y H’ son
homótopas y esto concluye la demostración de la proposicion.
Corolario 2.1.7 Dadas E’ : X x IR~ —e. Y y O: Y x IR,. —e. 2 aplicaciones
multivaluadas finas, podemos definir la composición de clases como [GflF]= [il]
donde il : X x IR.,. —e. Z viene dada por
H(x,t) = G(F(x,a(t)),t)
con a: IR.. —e. IR+ aplicación dilatadora asociada al par (E’, O).
Teorema 2.1.8 Si consideramos la clase de los espacios métricos compactos y
las clases de homotopía de aplicaciones multivaluadas finas entre ellos con la
composición definida anteriormente obtenemos una categoría que llamaremos
MSit.
Jiem. Dado X espacio métrico compacto, el modismo identidad en MSh(X, X)
viene dado por la clase de homotopía de la aplicación
1x : X x IR.,. —e. X
definida por Ix(x,t) = x, para todo (x,t) E X x IR.,.. En efecto, si Y es un
espacio métrico compacto, F : X x IR.,. —e. Y es una aplicación multivaluada
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fina y a : IR.,. —e. IR,. es una aplicación dilatadora asociada al par (Ex, F),
entonces [F][Ix]= [J]donde
J(x,t) = F(Ix(x,a(t)),t) = F(x,t),
y dada O : Y x IR.,. —e. X aplicación multivaluada fina y a’ : ]R~ —~ IR.1.
aplicación dilatadora asociada al par (O, Ix), entonces [Ix][G] = [K] donde
K(x,t) = Ix(G(x,a’(t)),t) = G(x,a’(t)) y por tanto K es homótopa a O.
Para ver que MSit es una categoría solo falta comprobar que dados X, Y, 2
y W espacios métricos compactos y dadas F : Xx ]R~ —e. Y, O : Y x IR.,. —e. Z
y il: Z x ]R+ —e. W aplicaciones multivaluadas finas, se tiene
[H]([O][F])= ([H][O])[F].
Pero [H]([O][F])= [R]donde
R(x, t) = H(O(F(x, a1(a2(t))), a2(t)), t)
y ([H][O])[F] = [S]donde
S(x, t) = H(O(F(x, 132(t)), fií(t)), t),
donde aí, 02, fií,fi2 son aplicaciones dilatadoras asociadas a los correspondientes
pares de aplicaciones. Vamos a ver que, escogiendo adecuadamente los repre-
sentantes de [E’]y [O], podemos tomar todas las aplicaciones dilatadoras como
la identidad.
Sea {e,,> sucesión nula tal que diam(H(z,t)) < en para todo z E 2 y todo
t > vi. Existe {‘i»> sucesión nula tal que
dian«H(K x {t>)) < e,,
para todo K c 2 con diam(K) <ii,, y todo tE [vi,vi+ 1]. Sea O’ homótopa a O
tal que diaxn(O’(y,t)) <u,, para todo y E Y y todo t > vi. Existe {6,.> sucesión
nula tal que
diam(G’(K x {t>)) <7),,
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para todo K c Y con diam(K) <6,, y todo t E [vi,n+ 1]. Sea F’ homótopa a
F tal que diam(F’(x, t)) < 6,, para todo x E X y todo t> vi.
Entonces [O][F¡= [O’][F’]= [R1]donde
R1(x,t) = O’(E”(x,t),t)
y (H]([O][F]) = [1?]donde
R(x, t) = H(O’(F’(x, t), t), t).
Por otra parte, [H][G]= [H][O’]= [S1]donde
51(y,t) = H(O’(y,t),t)
y ([H][G])[F] = ([H][O’])[F’] = [5] donde
S(x, t) = H(O’(F’(x, t), t), t).
2.2 MSH ES ISOMORFA A LA CATEGORÍA
DE LA FORMA FUERTE
Definición 2.2.1 Sean X e Y espacios métricos compactos contenidos en el
cubo de Hilbert (4. Una aplicación fundamental de X a Y es una aplicación
continua 1 : Qx IR.,. —e. (4 tal que para cada entorno V de Y en (4 existe U
entorno de X en (4y existe 4> E IR.,. talque f(U>< [to,oo)) C V.
Dos aplicaciones fundamentales 1’ y : (4x 111+ —e. (4de X a Y son homótopas
si existe it: (4x [0,1] x IR~ —e. (4 aplicación fundamental de X x [0,1] a Y tal
que
it(x,0,t) = f(x,t),it(x,1,t) = g(x,t)
para todo (x,t) E Qx IR.,..
Teorema 2.2.2 Si consideramos la clase de los espacios métricos compactos y
las clases de homotopía de aplicaciones fundamentales entre ellos con la com-
posición usual se obtiene una categoría que se denota SSit.
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Teorema 2.2.3 SSh y MSit son categorías isomorfas.
Jiem. Sea f : Q>c IR.1. —e. (4 aplicación fundamental de X a Y. Vamos a ver
que existe una aplicación multivaluada fina E’ : X >c —e. Y asintótica a 1,
ésto es, tal que para todo e > O existe 4> E IR.,. tal que d(F(x,t),f(x,t)) < e
para todo a, E X y todo t > 4>.
Sea e0 > e~ > e2 > sucesión nula tal que f(x,t) E B~~(Y) (la bola cenada
en Qpara todo x E X, para todo t =vi, para todo vi E ¡4 u {0}. Definimos
entonces F : X x ]R+ —e. Y dada por
‘‘‘>~1, B~~(f(x,t))rlY sitE (n,vi+ 1].
Es fácil ver que E’ es una aplicación multivaluada fina y como
d(F(x,t),f(x,t)) =e,,
para todo a, E X y todo t> vi, se tiene que f es asintótica a E’.
Supongamos ahora que y: (4 >c IR.,. —e. (4 es una aplicación fundamental de
X a Y homótopa a 1. Sea O : X x IR.,. —e. Y una aplicación multivaluada fina
asintótica a y. Vamos a ver que E’ y O son homótopas.
Como 1 y y son homótopas, existe it : (4 x [0,1] x IR.,. —e. (4 aplicación
fundamental de X x [0,1] a Y tal que para todo (x,t) E (4 x IR.,.
h(x,0,t) = f(x,t),h(x,1,t) = g(x,t).
Sea il : X x [0, 11 x I1~ —e. Y aplicación multivaluada fina asintótica a it y sean
= H¡xx{o}xn+ , u = HIxx{i}xn+
tales que Ho y u son homótopas. Por otra parte,
d(F(a,, t), H0(x, t)) =d(F(x, t), 1(x, t)) + d(f(x, t), H0(x, t))
para todo (x,t) E X x ]R~, y como E’ y 1 son asintóticas y it y il también,
entonces E’ y Ho son asintóticas y por tanto, por el Lema 2.1.3, son homótopas.
De forma análoga se ve que H1 y O son homótopas. Por tanto E’ es homótopa
aO.
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Hemos probado que existe una aplicación bien definida
~(X,Y) : SSit(X, Y) —e. MSh(X, Y)
tal que SIcx,y>([f]) = [E’]con 1 asintótica a E’.
Para ver que es suprayectiva, consideramos una aplicación multiva-
luadafinaF:Xx]R~——e.Yyescogemose0>ei>e2>~~•sucesiónnulatal
que diam(F(x, t)) <e,, para todo x E X, para todo t> vi, para todo vi E INU{0}.
Entonces para cada a, E X y cada t E [vi,vi + 1], vi E £4, existe U<~,~> entorno
abierto de (a,, t) contenido en X x (vi — 1, vi + 2) tal que
c BS(,)(F(x,t))
donde
6 — e,, — diam(F(x,t)
)
(xd) 2
Luego diam(F(U~’0)) <e,,. Ahora, por la compacidad de X x [vi, vi + 1] para
todo vi e £4, podemos definir una sucesión de conjuntos abiertos U2, U3, U4, ...
y una sucesión creciente le
1 = 1 < le2 < le3 < le4 < ... de números enteros tal que
para todo vi E £4,
Xx [vi,vi+l] CUk,,+iUUk,>+2U~~~UUk,,+, cXx(vi—1,vi+2)
y tal que diam(F(Uk)) <e,, para todo le > k,,.
Consideramos U~ = X x [0,1) y definimos para cada vi ~ ¡4 una aplicación
6,, : X x IR.,. —e. IR tal que
6,,(x,t) — d((x,t),(X x 11I~) —U,.
Skd((x,t),(X x 111+) —
La suma en el denominador es finita, pues d((x,t), (Xx IR.,.) — (A) # O si y solo
si (x,t) E Uk.
Escogemos ahora para cada vi E £4 un punto y,, E F(U,,) y definimos una
aplicación lo : X x I1~ —e. (4 taj que
fo(x,t) = >364x,t)y,,.
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La suma vuelve a ser finita y como 2 6,,(x, t) = 1 y (4 es convexo, lo es una
función continua bien definida. Además, para cada (a,, t) E X x [vi, vi + 1] con
vi =2, si consideramos la familia de abiertos
a los que (a,, t) pertenece, se tiene
1o(x, t) = 6~, (a,, t)y¿1 + ... + ~ir(~, t)y~~ con ~ (a,, t) + ... + 6¿~(x, t) = 1
y si yE F(x,t) se tiene
r r 7
d(f0(a,,t), y) = fl >3 6~(x, t)y~~ — >3 61~(x, t)y ¡¡=¡¡ >3 61~(x,t)(y1~ — ~)¡¡
k=i k=i k=i
7
— >3 61,(x,t) ¡¡ ~ — y ¡1=max{I¡ ~ — y
k=i
En las expresiones anteriores hemos utilizado la norma ¡¡ ¡¡ del espacio de Hilbert
12 que contiene a (4.
Así, hemos probado que para todo e > O existe vi E ¡4 tal que para todo
x E X y todo t > vi se tiene d(fo(x,t),F(x,t)) < e. Finalmente, esta última
condición implica que para todo entorno V de Y en (4 existe 4> E IR..,. tal que
f0(X x [to,oc)) c y. En efecto, dado V entorno de Y en (4, existe e > O tal que
.B~(Y) c V, y dado este e, existe to E IR..,. tal que d(F(x,t),10(x,t)) < e, para
todo a, E X y todo t =to. Entonces f0(x,t) c BdY) c y, para todo a, E X y
todo t > t0.
Finalmente vamos a ver, aplicando repetidamente el teorema de extensión
de homotopía (ver [57]), que lo se puede extender a una aplicación fundamental
f : (4 x IR.,. —e. (4 de X a Y que por lo anterior sera asintótica a E’.
Consideremos (4 = Vo D V~ D V2 D ... sucesión básica de entornos ANR de
Y en (4 (ésto es, tal que para todo entorno V de Y en (4 existe vi E £4 tal que
V»cV)yconsideremos0=to<tí<t2<...tal que fo(Xx[t,,,oc))CV,,
para todo vi E ¡4. Tenemos entonces
folxx[o,í,] : Xx [o,t1]—e. (4
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que, por ser (4 EAR, se extiende a
fi : (4 x [0,t1] ——e. (4.
Ahora, 11(X x {ti}) = f0(X x {til) c V1, luego existe U1 entorno cerrado de X
en (4 tal que fí(Uí x {t1}) c V1. Pero entonces tenemos
fo¡Xx[ti,t23 : X x [ti,t2] —e. V1 y íí¡u1x<e1> : (.J1 >< {tí} —e. Vi
que coinciden en la intersección, y como Vi EANR, por el teorema de extensión
de homotopía, existe 12,1 : U1 x [t1,t2] —e. y1, extensión común de ambas.
Además, de
12,1 : U1 x [t1,t2] —e. 14 c (4 y f~ : (4 x {tí} —e. (4
obtenemos, por ser (4 EAR, 12,2 : (4x[t1,t2] —e. (4, extensión de ambas. Pegando
fi y 12,2 obtenemos 12 (4x [0,t2] —e. (4 extensión de fo¡xx(o,t2] tal que
x [t1,t])c Vi.
Supongamos que hemos obtenido f,, : (4 x [0, t,,] —e. (4, extensión de fo¡Xx[o,s,,]
y una familia U1 D U2 D ... D U,,—í de entornos cerrados de X en (4 tal que
f4Uí >c [t1,t,,]) c V1,f,,(U2 >c [t2,t,,]) cv’2,... ,f,,(U,,...í x [t,,...1,t4) CV,....1.
Entonces, como f,,(X x {t,,}) = f0(X x {t,,}) c y,,, existe U» C U»...~ entorno
cerrado de X tal que f,,(U,, x {t,,}) c V,,. Tenemos entonces
10¡Xxh,,,t,,+i] : X x [t»,t,,+í] — y,, y f,,¡u,,x{e,,} : U,, x {t,,} —e.
con V,, EANR. Luego por el teorema de extensión de homotopía, existe
f,,+í,í : U,, >< [t,,,t,,+i] —e. 14,
extensión de ambas. Ahora, de
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como y»...1 EANR, obtenemos por el teorema de extensión de homotopía
fn+í,2 : U,,—~ x [t,,,t,,+i] ——e.
extensión de ambas. De forma análoga obtenemos
f,,+í,a : U,,...2 x [t,,,t,.+i] —e.
Continuando este proceso, obtenemos f»~j,»~~ : (4 x [t,,, t»+í] —e. (4 tal que
= I»IQx{i,,>.
Pegando f» y 1,,+í,,,+í, obtenemos f,,+í : (4 x [O,t,,+1] —e. (4, extensión de
fO¡Xx[O,t,,+d tal que
f,,+í(Uí x[ti,t»+í]) c Vi,f»+i(U2x[t2,t,,+í]) c V2,...,f,,+i(U,,x[t,,,t,,+í]) Cv,,.
Así, tenemos definida por inducción f: (4x 111+ —e. (4 extensión continua de
fo dada por f(x, t) = f,,(x, t) si t =1,,, que es aplicación fundamental pues para
cada entorno y de Y en (4 existe vi E £4 tal que y,, C V y, por tanto, existe U,,
entorno de X en (4 y existe t,, E 111+ taj que f(U,, x [t», oc)) C V» C V. Además,
es asintótica a F por serlo fo. Esto prueba que SI(xy) es suprayectiva. Vamos a
ver que también es inyectiva.
Sean E’, O : X x IR~ —e. Y aplicaciones multivaluadas finas homótopas y sean
1,y : (4 x IR.,. —e. (4 aplicaciones fundamentales de X a Y asintóticas a E’ y O
respectivamente. Como E’ y O son homótopas, existe H : X x [0,1] >c IR.,. —e. Y
aplicación multivaluada fina tal que para todo (a,, 1) E X x IR.,.
H(x, 0, t) = F(x, t), H(x, 1, t) = O(x, t).
Existe it’ : (4 x [0,1] x ]l1~ —e. (4 aplicación fundamental asintótica a H y si
definimos it’0 = h’Iqx{o}xn+ y it’1 = h’¡QX{qxn+, entonces
d(f(x, t), it~>(x, t)) =d(f(x, t), F(x, t)) + diam(F(x, 1)) + d(F(x, t), h,(x, t))
para todo (x,t) e X x IR.,., y como 1 y F son asintóticas, H y it’ también y E’
es multivaluada fina, entonces 1 y h~> son asintóticas en X. De forma análoga
se ve que it’1 y y son asintóticas en X.
67
Como f y it’0 son asintóticas en X y (4 es convexo, existe una aplicación
continua it” : X x [0,1] x —* (4 taj que
para todo (x, t) E X x Il1~ y tal que para todo entorno y de Y en (4 existe
4> E IR~ tal que h”(X x [t0,rio)) c y y, como it’1 y g son también asintóticas,
existe h”’ : X x [0,1] x IR~ —e. (4 aplicación continua tal que
para todo (a,, t) E X x IR~ y tal que para todo entorno y de Y en (4 existe
4> E ]R.,. tal que it”’(X x [to, oc)) c V. Luego existe una aplicación continua
it : X x [0,1] x ]R~ -—-e. (4 tal que
it(x,0,t) = f(z,t),it(x,1,t) = y(x,t)
para todo (a,, t) E X x R1. y tal que para todo entorno y de Y en (4 existe
to E IR.,. tal que it(X x [to,oo)) c y.
Finalmente vamos a ver, aplicando repetidamente el teorema de extensión
de homotopía, que it se puede extender a una aplicación fundamental
it: (4 x [0,1] x ]R~ —> (4
de X x [0,1] a Y tal que
h(a,,0,t) = f(x,t)J«x,1,t) = y(x,t),
para todo (x,t) E (4x IR.,..
Pegando 1, y y it, obtenemos
ito : ((4 x {0, 1} U X x [0,1]) x IR.,. —e. (4.
Consideremos (4 = yo D V1 D y2 ... sucesión básica de entornos ANR
de Y en (4, y consideremos (4 = Uo D U D U~ D ... familia de entornos
cerrados de X en (4 y O = t0 < t~ < t2 < ... sucesión creciente, tales que
it0((U, x {0, 1} u X x [0,1]) x [t», oc)) c V» para todo vi E £4. Tenemos entonces
ho¡(qx{o,¶}uxx[o,í])x[o,t,] : ((4 >< {0, 11 u X x [0,1]) x [0, t1] —e. (4
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y como QEAR, se extiende a
ití : (4 x [0,1] x [0,t1]—e. (4
tal que hí¡(qx{o,í}uxx[o,í])x[o,t¡] = it0.
Ahora, it1 (Xx [0,1]x {tí }) = ito(Xx [0,1]x{tí }) c 14, luego existe U~ entorno
cenado de X contenido en U tal que h1(U1 x [0,1] x {t1}) c Vi. Por otra parte
tenemos it0((U1 x {0,1} uX x [0,1]) x [t~,t2])c ¾. Como ambas coinciden en
la intersección, podemos pegarlas y obtenemos una aplicación continua
U1 x [0,1] x {t1}u(U1 x {0,1}UX>c [0,1)) x [t1,t2] —e. Vi
donde Ui x {0, 1} U X x [0,1] es cenado de U1 x [0,1] y Vi EANR, y por tanto,
por el teorema de extensión de homotopía se extiende a
Uí >c [0,1] x [t1,t2]—e. 14.
Como ito¡(QX{o,í>uxx[o,í1)x[Í¡,e2), ití¡qx(o,í]x<ti} y it21 coinciden en todas las inter-
secciones, podemos pegarlas y obtenemos una aplicación continua
que, como (4EAR, podemos extender a
it2 : (4 x [0,1] x [t1,t2]—e. (4,
tal que
it2~(Qx{0,i>UXx(O,I»X[t1 ,¿2] = itO¡(Qx{O,l)uXx[O,í])x[ti ,t2]
it2¡Q4O,i))C{i,} = iti ¡Qx[O,1]x{t¿}
it2(Uí x [0,1] x [t1,t2]) c Vi.
Supongamos que para todo le E {1,.. .,vi} tenemos
(4 x [0,1] x [tk...í,tk] —e. (4
y tenemos (Jo = (4 D U1 D U2 D ... D U,,.1 entornos cenados de X en (4 tales
que Ut c U~ para todo le E {1,...,vi—1} y tales que
hk¡<Qx<01>UXx [O,i])x[t~...,tk) = ho¡(QX<o,í}uxx[o,í])xu&..., 4k]’
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= itk...1 ¡Qx[0,i]x{i~...g),
Entonces, it,,(X x [0,1] x {t,,}) = it0(X x [0,1] x {t,,}) c y,, , luego existe
U,, entorno cerrado de X en U,,...1 fl U~ tal que it,,(U,, x [0,1] x {t,,}) C y,,.
Por otra parte it0((U,, x {0,l} u X x [0,1]) x [t,,,t»+1])c 14. Como ambas
aplicaciones coinciden en la intersección, podemos pegarlas y obtenemos una
aplicación continua
U,, >c (0,1] x {t,,} u((J,, x {0,1} uX x [0,1]) x [t,,,t,,+1]—e.
donde U,, x {0, 1} U X x [0,1] es cerrado de U,, x [0,1] y y,, EANR y por tanto,
por el teorema de extensión de homotopía, se extiende a
Como ito¡<u,,..., ,c{04>uX ,c[O,1])x [t,,,tn+i]~it~ ¡u,,...~ ~[0,lfr{~,,> y it,,+í,1 coinciden en todas
las intersecciones, podemos pegarlas y obtenemos una aplicación continua
U,, x [0,1] x [t»,t,,~1] u U»...1 x {0, 1} x [t,,,t,,+1] u U,,...1 x [0,1] >c {t,,} —e. y,,...1
donde U,, >< [0,1]u (J»..í x {0, 11 es cenado en (J,,.~ x [0,1] y y,....1 EANR y por
tanto, por el teorema de extensión de homotopía, se extiende a
Continuando este proceso, llegamos hasta
Como ho¡QX{o,x)xu,,e,,..IUXX[o,ílx{t,,), it»¡~>q0,~j,<{~,,> y it,,.,1,,, coinciden en todas las
intersecciones, podemos pegarlas y obtenemos una aplicación continua
(J~ x [0,1] x [t,.,t,~+1]U(4 x {0,1} >c [t,.,t,.+1]U(4 x [0,1] x {t,.} —e. (4
que, como (4EAR, podemos extender a
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tal que
h,,+1 ¡(QX{0,i>UXX[O,i])X[tn,tn+I] = itO¡(QX(O,i)UXX[0,i1)X[t,,,i,,+i1
itn.¡.i¡Qx[O,i]x{t.,} = it»¡Qx[O,i]x<t,,>
Finalmente, como h»+í¡qx[o,i]x{t.,) = it,,¡Qx[0,i]X{i,.) para todo vi E £4, la
función
Ji: (4 >c [0,1] x IR~ —e. (4
dada por T4x,.s,t) = it,,(x,s,t), si t E [t,,.1,t»] es una aplicación continua bien
definida tal que
14x,0,t) = f(x,t),h(x,l,t) = y(x,t)
para todo (x,t) E (4x ll1~ y tal que para todo entorno V de Y en (4 existe U
entorno de X en Qy existet e IR.,. tal que h(U x [t,oo) x [0,1]) CV. Por tanto
1 y y son homótopas. Esto prueba la inyectividad de ~(x,v).
Luego SI<X,Y> es una biyección entre SSit(X, Y) y MSit(X, Y). Por otra
parte, es evidente que Q<x,x> manda la clase de la identidad en la clase de la
identidad para todo espacio métrico compacto X. Entonces para probar que
SS/i y MSit son categorías isomorfas solo falta ver que para todo par X, Y de
espacios métricos compactos, ~(x,r) conserva la composición, ésto es
=
para todo par de aplicaciones fundamentales f: (4x IR.,. —e. (4de X a Y y
g:QxIR~—e.(4deYaZ.
Sean E’ : X x IR~ —e. Y y O Y x IR.,. —e. Z aplicaciones multivaluadas
finas asintóticas a 1 y y respectivamente. Sea e
1 > e2 > ... > e,, > ... sucesión
nula tal que
d(g(y,t),O(y,t)) <e»,
paratodoyeYytodot>vi. Seaq1>q2>...>~,,>”~tal que
d(y(y,t),y(y’,t)) <e»,
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para todo par de puntos y, y’ E (4 con d(y, y’) < q,, y todo t E [vi, vi + 1]. Sea
a : IR~ —e. IR4 aplicación dilatadora asociada al par (F, O) verificando que
diam(F(x, a(t))) <‘y,, para todo t > vi.
Por el argumento dado al principio de la demostración, existe una aplicación
fundamental f’tal que d(E’(x,a(t)),1’(x,t)) < tj,, para todo a, E X y todo
t > vi. Es fácil ver que O(x,r)([1’]) = [E’]y por tanto [1]= [1’].Vamos a ver
que Q(x,z)([g][1’]) = [G][F].
Para todo (x,t) E X x [n,n+ 1], como d(F(x,a(t)),f’(x,t)) < o,,, existe
y E F(x,a(t)) con d(y,f’(x,t)) < tj,, y por tanto d(y(y,t),y(f’(x,t),t)) < e,,.
Por otra parte, d(O(y,t),g(y,t)) < e,, y como y E F(a,,a(t)) entonces se tiene
que d(y(y,t),O(F(a,,a(t)),t)) <e,,. Luego
d(y(f’(x, t), t), O(F(x, a(t)), t)) < 2e,,,
para todo t > vi. Como consecuencia,
= £kx,z>( [y][11) = [O][F]= IZ<y,z)[g]Q(xy)[f].
Esto completa la demostración del teorema.
Si 1 : X —e. Y es una aplicación continua de un subconjunto cenado X de
un espacio métrico compacto X’ en un espacio métrico compacto Y, decimos
que 1 es e-extendible a X’ si existe una aplicación multivaluada E’ X’ —e. Y
e-fina tal que F¡x = 1. El siguiente resultado da una caracterización de las
inclusiones que inducen isomorfismos en la categoría MSit. La demostración es
aplicación de las técnicas desarrolladas en esta seccion.
Teorema 2.2.4 Sea X un subconjunto cerrado de un espacio métrico compacto
X’. Entonces la inclusión i : X -——e. X’ induce un isomorfismo en la categoría
MSit si y solo si para todo e > O y para todo espacio métrico compacto Y, se
verifica que para toda aplicación continua 1 X —e. Y existe una e-extensión
F : —e. Y y para toda aplicación continua y : X’ >c {0, 11 u X x [0,1] —e. Y
existe una e-extensión O : X’ x [0,1] —e. Y.
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2.3 UNA TOPOLOGÍA EN EL CONJUNTO
DE APLICACIONES MULTIVALUADAS
FINAS ENTRE DOS ESPACIOS MÉTRI-
COS COMPACTOS
Definición 2.3.1 Sean X e Y espacios métricos compactos y denotemos por
M(X, Y) al conjunto de aplicaciones multivaluadas finas de X a Y. Dadas
F, O E M(X, Y) y dado e > 0, decimos que O E B¿F) si existe una sucesión
{e»} tal que >? <e, verificando:
a) Para todo le E EJ y para todo (a,, t) E X >c [0,le] existe (a,’, t’) E X x [0, le] con
d((x, t), (x’, t’)) < e~ tal que G(x, t) C B~~(F(x’, t’)).
b) Para todo (x,t) E X x IR.,. existe (z’,t’) E X x IR..,. con d((x,t),(x’,t’)) < e
tal que diam(O(z, t)) < diam(F(z’, t’)) + e.
Obsérvese que si O E B~(F), entonces dado le E EJ, si (a,, t) E Xx [0,le] existe
(a,’, t’) E X x [0, le] tal que d((x, t), (a,’, t’)) < 2k5 y O(x, t) C B2k8(F(x’, t’)).
En la siguiente proposición vamos a ver como definir una topología en el
conjunto M(X, Y). Si E’ E M(X, Y) introducimos la notación
B(F)={B¿F)¡e>O}.
Proposición 2.3.2 La familia {L3(E’) ¡ E’ E M(X,Y)} es un sistema de en-
tornos para el conjunto M(X, Y). El correspondiente espacio topológico, que
denotaremos también por M(X, Y), es un invariante topológico.
Jiem. Es evidente que 13(F) # 0 para todo F E M(X,Y) y que F E B~(F)
para todo e > 0. También es inmediato que dados Be(F),Be’(F) si tomamos
6 = min{e,e’} > O se tiene que B8(F) c B~(F) fl B~(F). Para probar la
primera afirmación solo falta ver que si G E B~(F), entonces existe 6 > O tal
que B6(G) C B~(F).
Pero si O E B¿F) existe {e,,} tal que 2 ~*<e verificando:
a) Para todo le E £4 y para todo (a,, t) E X x [0,le] existe (a,’, t’) e X x [0, le] con
d((x,t), (a,’,t’)) < ek tal que O(x,t) c .B~~(F(x’,t’)).
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b) Para todo (xi) E X x IR~ existe (x’,t’) E X x IR.,. con d((x,t),(x’,t’)) < e
tal que diam(O(x, t)) .c diam(F(x’, t’)) + e.
Sea le0 E EJ tal que diam(O(x,t)) < ~ para todo a, E X y todo t =le0,
y sea O .c 6 < min{~,e — tal que para todo (x,t) E X x [0,1v0]existe
(x’,t’) EX x ]lI~ con d((x,t),(x’,t’)) <e —6 tal que
diam(O(x, t)) < diam(F(x’, t’)) + e — 6.
Sea H E B5(G), entonces existe {6,,} tal que >~ <6, verificando:
a) Para todo le E EJ y para todo (x,t) E Xx [0,1v]existe (x’,t’) E Xx [0,1v]con
d((x, t), (a,’, t’)) < 4 tal que H(x, t) c Bs~(O(x’, t’)).
b) Para todo (a,,t) E X x IR.,. existe (x’,t’) E X x IR.,. con d((x,t),(x’,t’)) < 6
tal que diam(H(x,t)) .cdiam(O(x’,t’)) + 6.
Pero entonces {e,, + 6,,} verifica 2 <e y además:
a) Para todo le E £4 y para todo (a,, t) E X x [0,le] existe (a,’, t’) E X x [0, le] con
d((x,t),(x’,t’)) < 6k tal que
Por otra parte existe (a,”, t”) E X x [0, le] taj que d((x’, t’), (a,”, t”)) .c e¡. y
O(x’, t’) c B~~(F(x”, t”)). Por tanto d((x, t), (a,”, t”)) < t~ + 6k y
H(x, t) C BCk+sk(E’(x”, t”)).
b) Dado (a,, t) E Xx IR.,. existe (x’, t’) E Xx IR.,. con d((x, t), (a,’, t’)) < 6 tal que
diam(H(x,t)) .c diam(O(x’,t’)) +6.
Pero si (a,’, t’) E [0,leo] existe (a,”, t”) E X x IR.,. con d((x’, t’), (a,”, t”)) < e — 6 y
diam(G(x’, t’)) < diam(F(x”, t”)) + e — 6. Por tanto d((x, t), (a,”, t”)) < e y
diam(H(x, t)) c diam(O(x’, t’)) + 6 <diam(F(x”, t”)) + e.
Y si (x’,t’) e [le
0,oc), diam(H(x,t)) < diam(G(x’,t’)) + 6 < ~ + 6 < e. Esto
prueba que {B(F) ¡ F E M(X, Y» es un sistema de entornos para el conjunto
M(X, Y).
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Para probar la segunda afirmación, supongamos primero que X’ es otro es-
pacio métrico compacto y que 1 : X —e. X’ es una aplicación continua. Existe
una aplicación inducida
M(X’,Y) —e. M(X,Y)
definida por -y1(F)(x,t) = F(f(x),t) para todo (x,t) E X x IR~. Vamos a ver
que si 1 es un homeomorfismo, entonces ‘yj es continua.
Sea FE M(X’,Y) y sea e >0. Sea A> diam(Y) y sea k0 E EJ tal que
E 12k 2~
Como f1 es continua e Y es compacto, dado e existe 6~ > O tal que para todo
par de puntos x’,y’ EX’ con d(x’,y’) <6~ se tiene que
< ~i.
4
SeaS > O tal que 2k0¿ <nún{~,6í} y vamos a ver que si O E M(X’,Y) verifica
O E B6(F) entonces ‘y~(O) E .B~(y1(F)).
Definimos {e*}, verificando 2 ~4<e, como
~ si 1 < le =le~
sik0<le.
Sea (x,t) E X x [0,1v]con le =lea, entonces (f(x),t) E X’ x [0,1v]y como
O E B6(F), existe (x”,t’) EX’ x [0,1v]con d((f(x),t),(x”,t’)) < 2”6 tal que
O(f(x),t) c B2k6(F(x”,t’)).
Además, como d(f(x),x”)) < c 6~, si tomamos a,’ — fí(a,”) E X se tiene
que d(x,x’) < ¡ Por tanto, para todo (x,t) E X x [0,1v]con le =k~, existe
(x’,t’) E Xx [0,k] con d((x,t),(x’,t’)) < d(x,x’)+d(t,t’) < ~+2ko6 < ~ talque
-y¡G(x,t) O(f(x),t) c B2k0¿(E’(f(x’),t’)) c B1(’yf(F(x’,t’)).
Y si t > k~, entonces yjO(x,t) C BA(yf(F(x,t)).
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Por otra parte, para todo (x,t) E X x IR+ existe (x”,t’) E X’ >< IR.,. tal que
d((f(x),t),(x”,t’)) <6 y
diam(O(f(x),t)) <diam(F(x”,t’)) + 6.
Sea x’ = f’(x”). Como d(f(x),x”) < 6 <4, se tiene que d(x,z’) < ~. Luego
diam(-yfO(x, t)) = diam(O(1(x), t)) <diam(E’(f(x’), t’)) + 6
< diain(’y¡(F(x’, t’))) + e.
Luego y¡(O) E B~b’i(F)) y -y¡ es continua.
Además, y~yj-i = .7f-17f = lM(xy) y ésto implica que -y~ es un homeomor-
fismo. Luego si X, X’ e Y son espacios métricos compactos tales que X y X’
son homeomorfos, entonces M(X, Y) es homeomorfo a M(X’, Y).
De forma análoga, si Y’ es otro espacio métrico compacto y y: Y —e. Y’ es
una aplicación continua, existe una aplicación inducida
M(X,Y) —e. M(X,Y’)
definida por .-,“(F)(x,t) = yF(x,t) para todo (x,t) EX >c Rl.. Vamos a ver que
y’ es continua.
Sea FE M(X,Y) y sea e >0. Sea A> diarn(Y) y sea le~ E ¡4 tal que
É A<s
k=ko+12 2
Como g es continua e Y es compacto, existe 6~ > O tal que
d(g(y),y(y’)) <
para cualesquiera y,y’ E Y tales que d(y,y’) < 4.
Sea 6 > O talque
2k06 .cmin{~,Sí}. Vamos a ver que si O E B6(E’) entonces
y’(O) E B~1jy~(F)).
Definimos {ek}, verificando 2 ~*ce, como
~ si 1< le =k~
si le~ < le.
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Sea (x,t) E X x [0,1v]con le =1vo, entonces existe (x’,t’) E X x [0,1v] con
d((z, t), (a,’, t’)) <
2k0¿ tal que
O(x,t) c B2*6(F(x’,t’)).
Entonces para todo ji E O(x,t) existe y’ E F(x’,t’) tal que d(y,y’) <2k6 y por
tanto d(g(y),g(y’)) < £ Luego
‘9G(x,t) = g(O(x,t)) c B1(g(E’(x’,t’))) c
Y si t >
1vo, entonces y~O(x,t) c B~Qy9(F(x,t)).
Por otra parte, para todo (x,t) E X x [0,leo]existe (x’,t’) E X x 1R~ con
d((x,t), (z’,t’)) < ~ tal que -y’O(a,,t) c Bt(ME’(x’,t’)) y por tanto
diam(90(x,t)) .cdiam(9E’(x’,t’)) +e.
Y si t > 1vo, diam(O(x,t)) <diam((F(x,t))) + 6 < ~ +6 <6~ y por tanto
diam(gG(x, t)) <e =diarn(gF(x, t)) + e.
Luego 9(0) E B,(-y~(F)) y -y9 es continua.
Además, si y es un homeomorfismo, entonces ~t’yD = y99’ = iM(x,Y) y
ésto implica que 9 es un homeom¿rfismo. Luego si X, Y e Y’ son espacios
métricos compactos tales que Y e Y’ son homeomorfos, entonces M(X, Y) es
homeomorfo a M(X, Y’).
Finalmente, si X, X’, Y e Y’ son espacios métricos compactos tales que X es
homeomorfo a X’ e Y es homeomorfo a Y’, entonces M(X, Y) es homeomorfo a
M(X’, Y’).
Observación 2.3.3 La condición b) en la definición de los entornos de la to-
pología para M(X, Y) refleja el hecho de que aplicaciones multivaluadas finas
cercanas tengan diámetros comparables. La condición a) es una reminiscencia
de la topología compacto-abierta en espacios de aplicaciones multivaluadas se-
micontinuas superiormente entre compactos. Esto puede precisarse del modo
siguiente.
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Proposición 2.3.4 Sean X e Y espacios métricos compactos y consideremos eí
conjunto r(X, Y) de las aplicactones multivaluadas semicontinuas superiormente
de X a Y. Dadas F, O E r(X, Y) y E > 0, decimos que O E .B~(F) si para todo
a, E X existe x’ E X con d(x,x’) < e tal que 0(z) c .B~(F(x’)). Entonces la
familia {.B¿F) ¡ FE r(X,Y),e > 0} defivie un sistema de entornos que induce
exactamente la topología compacto-abierta en r(X, Y).
Dcm. La demostración de que la familia {B<(F) ¡ E’ E r(X, Y) y e > 0} define
un sistema de entornos es más sencilla que en el caso de M(X, Y).
Para probar la equivalencia con la topología compacto-abierta consideramos
F E r(X, Y) y sea <Ki, V1>fl. . .fl<K», y,,> entorno de F en la topología compacto-
abierta. Entonces, como es compacto, para todo i E {l,. . . , vi}, se tiene que
E’(K1) es un compacto y como está contenido en y, existe e > O tal que
para todo iE {1,...,vi} y existe 0< e’ <e tal que
Entonces E’ E .B~.(F) c <Ks,Vi> fl ... ni (K,,,V,,> pues si O E B~’(F), entonces
para todo a, EX existe a,’ E X con d(x,x’) < e’ tal que 0(x) c B~(F(x’)) y por
tanto
paratodoie{1,...,n}.
Reciprocamente, dada F E r(X, Y) y dado e > 0, entonces para todo x E X
existe O <e,, <e tal que
Sea {x1,. . . ,x,,} tal que X c Be. (xi)U.. . UB,3,,(x,.) y consideremos para todo
tE {1,.. . ,n}
= B~,.(x1),V. = B~(F(x¿)).
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EntoncesFs <Kí,Ví>fl...fl<K,,,V»> CB6(F)puessiGE <K1,Vt>fl...fl<K»,V»>
entonces para todo x EX existe i E {l,. .. ,vi} tal que x E B~..(x1) y por tanto
0(x) c .B~(E’(x1)) con d(x,x1) < ea,~ <e.
Proposición 2.3.5 Sean X e Y espacios métricos compactos y consideremos
el conjunto M(X, Y) de las aplicaciones multivaluadas finas de X a Y. Dadas
F, O E M(X, Y), dados K1,... , 14 compactos de X x IR.,. y dado e > 0, decimos
que O E N(K1, . . . , K7, c)(F) si 0(K1) C B~(F(K1)) para todo i E {1,. . . , r}, y
para todo (x,t) E X x 11~ existe (x’,t’) E X >c IR.,. con d((x,t),(x’,t’)) .c e tal
que diam(O(x, t)) .c diam(F(x’, t’)) + e. Entonces la familia
{N(K1,. . . , Kr, ¿)(E’) ¡ FE M(X, Y), .14,..., Kr compactos, e > 0}
define un sistema de entornos que induce exactamente la topología definida an-
teriormente en M(X, Y).
Dem. Es fácil probar que es un sistema de entornos. Vamos a demostrar la
equivalencia de las topologías. Sea F E M(X,Y), y sea N(K1,. .. ,K,,e)(E’)
entorno de F en esta topología. Consideremos vi0 E £4 tal que
K1u...uK7cXx[0,vio].
Como F(K1) c B~(F(K1)) existe O <e’ < 2~o~’ tal que
F(Broe’(Kí)) c B4E’(K1)).
Entonces F c B~(F) c N(K1,. . . ,Kr,e)(F) pues si O E B~’(F), para todo
(x,t) EX >c [0,vi0] existe (a,’)’) E xx [0,vio]con d((x,t),(z’,t’)) < 2”~e’ tal que
O(x,t) c B2no~~(F(x’,t’)), luego
0(K1) c B2noe’(F(B2noe’(Kí))) c B~(F(K¿7O.
Reciprocamente, sea F: X x IR.4.. —e. Y muitivaluada fina y sea e > O. Sea
A > diam(Y) y sea vi0 E EJ tal que
~ 2»~ 2
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Entonces, para todo (x,t) EX x [Gozo]existe Cfr,t) < ~ tal que
c B1(F(x,t)).
Sea {(x1,t1),. . . ,(x,.,t,.)} tal que
y tal que para todo vi ~ ti0 y todo (x,t) E Xx [0,vi] existe (x1,t1) EX x [0,vi]
tal que (x,t) E Be(...)(xi,tí). Consideramos para todo i E {1,. . . ,r}
= BE(,)(xÍ, t1).
Entonces F c N(Kí,.. . , K,., ~)(E’)c B¿F) pues si O E N(K1,. . . , K7, ~)(E’)
consideramos {e,,}, verificando Se,, <e, taj que
sil <vi =vio
si vi0 < vi.
Entonces para todo vi =vi0 y todo (x,t) E X x [0,vi] existe i E {l,. .. ,n} tal
que (x,t) E Be(t) (x~,t1) y (x1,t1) E [0,vi] y por tanto
C B1(F(x1,tO).
con d((z,t),(x1,t1)) < ~<~1,~1> .c ~. Y para todo (x,t) E [vio,oo) se tiene
O(x,t) c Bá(F(x,t)).
El siguiente teorema es un resultado fundamental en esta sección. Tiene que
ver con propiedades de tipo exponencial en el espacio M(X, Y) y los principales
resultados de esta sección y la siguiente son consecuencia de él.
Teorema 2.3.6 Sean X, Y y Z espacios métricos compactos y consideremos
una aplicación multivaluada fina E’ : X x Z x IR+ —e. Y. Entonces, la función
E” Z —e. M(X,Y) definida por F’(z)(x,t) = F(x,z,t) es continua. Recipro-
camente, si E” : Z —e. M(X, Y) es continua, entonces la aplicación asociada
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F : X x Z x H1~ —e. Y defiviida por E’(z,z,t) = F’(z)(z,t) es una aplicación
multivaluada fina. Por tanto, existe una biyección natural entre los conjuntos
C(Z,M(X,Y)) y M(X x Z,Y), donde C(Z,M(X,Y)) representa el conjunto
de aplicaciones continuas de Z a M(X,Y).
Dem. Sea z0 E Z. Vamos a ver que si E’: X x Z x IR.,. ——e. Y es una aplicación
multivaluada fina entonces E” es continua en z0. Sea e > 0, sea A> diam(Y) y
sea
1va E EJ tal que É A e
y tal que diam(F(x,z,t)) c e para todo (x,z,t) E X x Z >< [leo,oo). Por otra
parte, para todo (x,t) E Xx [0,le~],existe 0< 6(x,i) < ~ tal que
z
0, t)) c B1(F(x, z0,
y por la compacidad de X x {zo} x [0,lea], podemos encontrar una familia finita
de puntos (x1,t1),...,(z,,,t») y 6>0 tales que
Xx B6(zo) x [0,leo] C ú Be(.~.)(z¿, zo, t~)
y tal que para todo le =k~ y todo (a,, t) E X x [0,1v]existe (a,1, t1) E X x [0, le] tal
que (x,t) E .Bs~~>(xí, t1). Luego, para todo (x,z,t) E X x .Bg(zo) x [0,1v]con
le =lea, existe (x’,zo,t’) E Xx {zo} x [0,1v]con d((x,z,t),(x’,zo,t’)) < ~ talque
F(x, z, t) C Dt (F(z’, zo,
Definimos entonces {ek}, verificando 2 ~*ce, del modo siguiente
si 1<1v =le~
si
1vo < le.
Sea z E Z tal que d(z, zo) .c 6. Entonces para todo (a,, t) E Xx [0,1v]con le =le
0,
existe (x’,t’) EX x [0,1v]con d((x,t),(z’,t’)) < ~k tal que
Y si (x,t) E X x [0,1v]con le > 1vo entonces F’(z)(x,t) c BÁ(F’(zo)(x,t)).
Por otra parte, para todo (x,t) E X x [0,le~]existe (x’,t’) E X x IR
4 con
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d((x,t),(x’,t’)) <e talque
diam(F’(z)(z, t)) < diam(F’(zo)(x’, t’)) + e.
Y para todo (x,t) EX >c [leo,oc), se tiene
diam(F’(z)(x,t)) <e =diam(F’(zo)(x,t)) +e.
Por tanto F’(z) E Be(F’(zo)) y ésto prueba la continuidad de F’ en zo.
Para probar el recíproco, consideramos F’: Z —e. M(X, Y) continua y sea
F : X x Z x IR.,. —e. Y su aplicación asociada. Vamos a ver primero que F es
semicontinua superiormente. Sea (xo, z0, 4>) E X x Z x IR.,. y sea e > 0. Como
E”(zo) es semicontinua superiormente en (xo,to), existe 6~ > O tal que
Sea le0 E £4 talque (to —61,4> +6k) C [0,le~].Como E” es continua en z0, existe
62 .c min{’t,e} verificando que F’(z) E B1~(F’(zo)) para todo z E Z con
d(z, zo) < 6~. Por tanto para todo (z, t) E X x [0, lea] existe (a,’, t’) E Ba(x, t) tal
2
que F(x, z, t) c Ba(F(x’, zo, t’)). En particular, para todo (x, z, t) E Xx Z x IR.,.
2
con d((x, z,t), (za, zo,to)) < 6~ existe (x’,t’) E Ba(z,t) tal que
2
E’(z,z,t) C BL(E’(x’, z0,
y como d((x’,t’),(xo,to)) < ~ + 6~ < 6~ es F(x’,zo,t’) c B1(F(xo,zo,to)). Por
tanto
y F es semicontinua superiormente en (zo, za, 4>).
Vamos a ver ahora que F es multivaluada fina. Sea e > 0, entonces para
todo z E Z existe 6 > O tal que para todo z’ E Z con d(z, z’) < 6 se tiene
E”(z’) E B±(E”(z)).
Por la compacidad de Z existe una familia finita de puntos z1, z2,. . . , z,, E Z
tal que para todo z E Z existe i E {1,. .. ,vi} con F’(z) E B1(F’(z1)) y de
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ésto se sigue que para todo (x,t) E X x IR.,. existe (x’,t’) E X x IR.,. tal que
diam(F’(z)(x, t)) < diam(F’(z1)(x’, t’)) +
Como F’(z1) es una aplicación multivajuada fina existe 4> E IR~ tal que
diam(F’(z¿)(x,t)) < 2
para todo x E X, todo t = t0— ~ y todo i E {1,...,vi}. Así, para todo
(x,z,t) EX x Z x [4>,oo), existe (x’,z1,t’) EX x Z x [t0— !,oo) talque
C ¿ e
- + - = e.diam(F(z, z, t)) = diam(F’(z)(x, t)) < diam(E”(z1)(x’, t’)) + < 2 2
Por tanto E’ es una aplicación multivaluada fina y ésto completa la demostración
del teorema.
Como consecuencia del teorema anterior obtenemos el siguiente resultado
que proporciona una representación de los morfismos en la categoríaMSh como
ciertos subeonjuntos de M(X, Y).
Corolario 2.3.7 Dos aplicaciones multivaluadas finas E’, O X x IlI~ —‘ Y
son homótopas si y solo si están en la misma componente coviexa por caminos
de M(X,Y). Como consecuencia, los morfismos de X a Y en la cateyoría MSh
se pueden identificar con las componentes conexas por caminos de M(X, Y).
Dem. E’ y O son homótopas si y solo si existe una aplicación multivaluada
fina H : Xx 1 x IR.,. —e. Y tal que H(z,0,t) = F(x,t) y H(x,1,t) = O(x,t)
para todo (x,t) E X x IR+ pero por el teorema anterior ésto es equivalente a
la existencia de una aplicación continua it : .1 —e. M(X, Y) tal que h(O) = E’ y
h(1) = O.
El siguiente resultado da una nueva caracterización de la clase [F].»y es-
tablece una relación entre [E’]y [F]~.
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Teorema 2.3.8 Dos aplicaciones multivaluadas finas F, O : X x IR+ —e. Y
son debilmente homótopas si y solo si están en la misma componente conexa de
M(X,Y). Por tanto, las clases [F]~, ésto es, los morfismos ‘shape’, se pueden
identificar con las componentes conexas de M(X,Y). Además [F],,, = [F], es
decir, cada morfismo ‘shape’ es la adherencia de un morfismo ‘shape’fuerte.
Dem. La demostración se hará en varios pasos. Vamos a ver primero que si E’
es debilmente homótopa a O entonces para todo e > O existe O’ E Be(O) tal que
O’ es homótopa a F. Como consecuencia, [E’]c [E’],»C [E’]y por tanto [F],»es
un subconjunto conexo de M(X,Y).
Para probar esta primera afirmación, dado e > O consideramos A > diam(Y)
y le~ E ¡4 tal que
L A e
y tal que FIxXrk0,«,) es e-homótopa a O¡xx[ko,~i). Es fácil ver que entonces existe
X x [0,1] —e. Y aplicación multivaluada e-fina tal que = O¡xx{~ó ‘
= FIxx{~+í>. Definimos O’ : X x IR.,. —e. Y como
O(x,t) siO=t=ko
O’(x,t)= «x,t—le0) sileo=t=leo+l1 F(x,t) si 1vo +1= t.
Como O’(x,t) = F(x,t) para todo t =le
0 + 1, entonces O’ es homótopa a F.
Para ver que O’ E Be(O) definimos {ek}, verificando Sek <e, como
si 1<1v =le~
si le~ < le.
Entonces para todo (x, t) E X x [0,lea] se tiene que G’(x, t) = O(x, t), y si t =1vo
entonces
O’(x,t) C BÁ(O(x,t)).
Por otra parte para todo (a,, t) E X x [0,k~] se tiene
diam(O’(x,t)) = diam(O(x,t)) < diam(O(x,t) +e,
si (x,t) E Xx [ka,le~+ 1] es
diam(O’(x,t)) = diam(44z,t)) <e =diam(O(x,t) +e,
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y si t =le0 + 1 se tiene
diam(O’(x,t)) = diam(F(x,t)) <e =diam(O(x,t) +e.
Luego O’ E Be(O).
Vamos a ver ahora que para toda E’ E M(X, Y) y todo e > O existe 6 > O
y existe le~, E EJ tal que para toda E” E B5(F), se tiene que Fjxx[k0,~) es 6-
homótopa a F’¡xx(k0,~.g. Como consecuencia [F].~,es cerrado en M(X, Y) y,
como [F]c [E’],»c [E’],deducimos que [E’]= [E’],».
Para probar la primera de estas dos afirmaciones, dado e > O tomemos
le~ E EJ talque para todo (x,t) E Xx f1vo — 1,oo)
e
diam(F(z,t)) < ¡
Ahora, como E’ es semicontinua superiormente, para todo (a,, <> E X x [0,k~]
existe O <Sfr,t> <mmn{~j, 1} tal que
F(BS(
3,)(z,t)) C B1(F(z,t)).
Sea O c 6~ <rnin{~, 2} menor que el número de Lebesgue del recubrimiento del
compacto X x [0, k~] dado por la familia
{Bs(.~)(x,t) ¡ (x,t) E X x [O,k~]}.
Sea E” E B6(F) con 6 = < 1. Entonces para todo (x,t) E X x {leo} existe
(x’,t’) EX x [0, k~] con d((z,t),(x’,t’)) .c 4 tal que
E”(x,t) C B151(F(x’,t’)).
Por otra parte como (z,t),(z’,t’) E X x [0,le~]y d((x,t),(x’,t’)) < 4 existe
(a,”, t”) E X >< [0,lea] tal que (a,, t), (x’,t’) E Bs(,.~,,) (x” t”)y
E’(z, t) U E’(z’, t’) C B&(F(x”, t”)).
Por tanto E”(z,t) c B~(E’(z’,t’)) c Bt+51(E’(z”,t”)) c B1(F(x”,t”)). Luego
F(z, t) U F’(x, t) c .Bj(E’(x”, t”)).
85
Por otra parte, (a,”, t”) E Xx [leo—1, leo] (por ser (z, t) E X x {k0} y 6(x”,t”) < 1),
y por tanto diam(F(x”,t’9) <~. Luego
diam(F(z, t) U F’(z, t)) <e
y F¡xx{k
0) es ¿-homótopa a E”¡xx{k0>. Finalmente como F’ E B6(F), entonces
para todo (z, t) E X x [1vo,oc), existe (a,’, t’) E B6(x, t) c X x [leo—1, oc) tal que
e
diam(F’(z, t)) .c diam(F(z’, t’)) + 6 < + 6 <e.
De todo lo anterior se deduce que E’¡xx[ko,oc.) es e-homótopa a
Para ver que [E’],»es cenado en M(X, Y) tomamos O E [F],»y vamos a ver
que O es debilmente homótopa a F. Sea e > O y sean 6 > O y
1va E EJ tales
que para todo F’ E B
6(O) se tiene que F’Ixx[k0,0~~) y O¡Xx[ko,oo) son ¿-homótopas.
Como O E jTjj dado 6 > O existe F’ e B6(O) tal que F’ es debilmente homótopa
a F y por tanto dado e > O existe to =
1vo tal que F’¡xx[e
0.0.~) y FIxx(t0,00) son
e-homótopas. Luego FIxxp0,~) y G¡xxieo.co> son ¿-homótopas.
Finalmente, tenemos que demostrar que si A c M(X, Y) es conexo y E’ E A,
entonces A c [F],4,.Consideremos para cada e > O el conjunto
14 = {H E A 1 FIxx¡k~,~) e—homótopa a HIxx[k11,«,) para 1vH E ]R.+}.
Entonces 14 es abierto pues.si H’ E 14 existe 1vH’ E IR.,. tal que FIxx[kB,,,c,) y
H¡Xx[kH,,oo) son ¿-homótopas. Pero por otra parte existe 6 > O y existe lele > lew
tales que para todo H” E B
6(H’), se tiene que H”Ixx[k,,,,~) es e-homótopa a
H’¡xx~w,,,1,o>. Luego B6(H’) c 14 y 14 es abierto.
También se verifica que 14 es cerrado en A pues si H’ E IC (adherencia de
14 en A) existe 6 > O y existe le0 E £4 tales que si H” E B6(H’) se tiene que
H”¡xx[ko,oo) es ¿-homótopa a H’¡xx[k0,0.,>. Dado 6 > O, como H’ E 14, existe
H” E B5(H’)flK<. Como H” E 14 existe ICH” talque F¡xx[k»,,,<,0) es e-homótopa
a H”Ixx¡k~,,,oo). Así, tomando ¡CH’ = max{leo, le~”}, se tiene que F¡xx[kH,,oc) es
e-homótopa a H’¡xx(k111,0cj. Luego H’ E 14 y 14 es cerrado. Por tanto 14 es
abierto y cenado en A conexo. Como consecuencia A = 14 para todo e > O.
Luego si E’, O e A, entonces E’ y O son debilnxente homótopas. Esto completa
le demostración del teorema.
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Observación 2.3.9 De la demostración del teorema anterior se deduce que,
dada E’ E M(X, Y), también es denso en [E’],»el subconjunto de [E’]formado por
las aplicaciones multivaluadas finas O E M(X, Y) tales que existe 4> E IR~ tal
que O(z,t) = F(x,t) para todo z EX y todo t =4>.En particular, también es
denso en [E’],»el subconjunto de [F]formado por las aplicaciones multivaluadas
finas asintóticas a F. Además es fácil ver, por la construcción de la homotopía
entre dos aplicaciones multivaluadas finas asintóticas, que ambos subconjuntos
de [F]son conexos por caminos.
Observación 2.3.10 Dada E’ E M(X, Y), dado e > O, si definimos
[F]~= {O E M(X,Y) 1 F¡xx[kG,,o) ¿—homótopa a GIxx(ko,oo), para leG E IR+}
se tiene que [E’],»= fl00[E’]8. Además [F]6verifica:
1. [E’]8es abierto y cerrado en M(X,Y) para todo e > 0.
2. [E’]61C [F]82si ~1 =C2.
3. [F]~= M(X, Y) para todo e> A = diam(Y).
Corolario 2.3.11 Sea F E M(X,Y). Entonces la clase [E’],»se puede identi-
ficar también con la quasicomponente conexa de M(X, Y) que contiene a E’.
2.4 GRUPOS DE HOMOTOPÍA FUERTE Y
ESPACIOS DE LAZOS DE STEENROD
Definición 2.4.1 Sean X e Y espacios métricos compactos contenidos en el
cubo de Hilbert (4y sean X0 c X e Yo E Y. Una aplicación aproximativa de
(X,X0) a (Y, yo) es una aplicación continua 1: (X, X0) x lR~ —~ ((4,yo) tal que
para cada entorno y de Y en (4 existe 4> E IR.,. tal que f(X x [4>,oc)) c y.
Dos aplicaciones aproximativas 1, y : (X, X0) x —~ ((4,yo) de (X, X0)
a (Y,yo) son homótopas (rel.Xo), si existe it: (X,Xo) x [0,1] x IR.,. —e. ((4,yo)
aplicación aproximativa de (Xx [O,1],X0 x [0,1]) a (Y,yo) tal que
it(x,0,t) = f(a,,t),it(z,1,t) = y(a,,t)
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para todo (a,, t) E Xx IR.,.. Se dice que 1 y y son debilinente homótopas (rel.Xo),
si para cada entorno y de Y en (4 existe to E 111+ y existe una aplicación continua
it: (X,Xo) x [0,1] x [to,oo) —e. (V,y~) talque
it(x,0,t) = f(a,,t),it(z,1,t) = g(x,t)
para todo (z,t) EX x [to,oo).
Si (X, a,0) es un espacio métrico compacto punteado se define el n-ésixno
grupo ‘shape’ fuerte Ñ,,(X, z0) de X en a,0 como el conjunto de clases de ho-
motopia (rel.8I”) de aplicaciones aproximativas 1: (1”, 81”) x IR.,- —~ ((4,3~0)
de (Ip,81”) a (X, a,o) con la operación * definida como [f]* [y] = [it] donde
it : (1”, DI”) >c IlI~ ——y (X, xo) viene dada por
= f f(2t1,t2,. . .,t,,,t) si 0=t1 =~
De forma análoga se define el n-ésimo grupo de Borsuk ll~(X, a,o) de X
en a,0 como el conjunto de clases de homotopía débil (rel.8I») de aplicaciones
aproximativas 1 : (Ib, ¿91”) x ]R~ —e. ((4,a,o) de (1», 81») a (X, zo) con la misma
operación de grupo que en el caso anterior.
Definición 2.4.2 Sea (X, a,0) espacio métrico compacto punteado. Decimos
que dos aplicaciones multivaluadas finas E’, 0: (1”, 81») x IR.. —-e. (X, a,o) son
homótopas (rel.8I”) si existe H : (I~, 81») x 1 x IR4 —e. (X, za) aplicación
multivaluada fina tal que
para. todo (t1, . . . ,t,,) E 1” y para todo r E Ilh.
Definimos fl~(X, a,0) como el conjunto de clases de homotopía (rel.8I») de
aplicaciones multivaluadas finas de la forma E’: (1», ¿91”) x IR.,. —e. (X, a,0) con
la operación definida por [F]* [O] = [H]donde H : (1”, DI”) x IR.4. —e. (X, a,o)
viene dada por
= 1 F(2ti,t2,. .. ,t,,,t) si 0=t1 =~
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De forma análoga definimos ll,,(X, a,0) como el conjunto de clases de homo-
topía débil (rel.8P’) de aplicaciones E’ : (1”, 81”) x llI~ —e. (X, a,o) multiva-
luadas finas con la misma operación que en el caso anterior. En este caso E’
y O son debilmente homótopas (rel.OI») si para todo e > O existe r0 E ]R+ y
existe una aplicación H : (1”, 81”) x 1 x [re,oc) —. (X, a,o) multivailuada e-fina
semicontinua superiormente tal que
para todo (t1,... ,t,,) El” y para todo r =r0.
Observación 2.4.3 Es inmediato comprobar que ambos conjuntos son grupos
con la operación *.
Teorema 2.4.4 ll(X, a,0) es ,somorfo a fÉ«X, a,0).
Dem. Sea [E’]E 11(X, a,0) con E’: (17,81”) x IR.,. —e. (X,zo) aplicación multi-
valuada fina. Vamos a ver que existe 1 : (17,81») x IR4 —e. (Q,zo) aplicación
aproximativa de (1», 81») a (X, a,o) asintótica a F que por tanto define un ele-
mento de Ít(X,~0).
Vamos a ver, en general, que si K0 un subconjunto cenado de un espacio
métrico compacto K y E’: (K, Ko) x IR.4. —e. (X, a,o) es una aplicación multiva-
luada fina, entonces existe 1: (K, K0) x IR.,. —e. ((4,a,0) aplicación aproximativa
de (K, Ko) a (X, a,o) asintótica a E’.
Sea e0 > Ci > e2 > sucesión nula tal que diam(F(x,t)) < e,, para todo
a, E K, para todo t ~ vi, para todo vi E EJ U {0}. Entonces para cada z E K y
cada t E [vi,n+ 1], vi E EJ, existe U(x,t) entorno abierto de (z,t) contenido en
K x (vi — 1,vi+2) tal que
C E
1F1t~’ donde 6 = e,, —diam(F(z,t)
)
(r,t) 2
Luego diam(F((JVt))) <e,,. Ahora, por la compacidad de K x [vi,vi + 1] para
todo vi E ]N, podemos definir una sucesión de conjuntos abiertos U2, U
3, U4,...
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y una sucesión creciente le~ = 1 < ~2< le3 c k4 < ... de números enteros tal que
para todo vi E £4:
Kx[ti,n+1]CUk»+iUUk,.+2U~”UUk,,+l cKx(vi—1,n+2)
y tal que diam(F(Uk)) ce» para todo le > le,,.
Consideramos U~ = K x [0,1) y definimos para cada vi E £4 una aplicación
6» : K x 1R4 ——e. IR tal que
6»(z,t) — d((x,t),(K x IR.,.) —U,,
)
Ekd((x,t),(K x IR.,.) —
La suma en el denominador es finita, pues d((x,t), (K >< IR+) — Uk) # O si y solo
si (z,t) E tk~
Escojemos ahora para cada vi E £4 un punto y,, E E’(U»), de tal forma que si
U,, fl K
0 # 0 tomamos y,, = a,o, y definimos 1: K x IR.,. —e. (4 tal que
00
f(z,t) = >36,,(a,,t)y,,.
La suma vuelve a ser finita y como 26,,(z,t) = 1 y (4 es convexo, 1 es una
función continua bien definida. Además, si (a,, t) E K0 x 111+ y (a,, t) pertenece
solo a ~ . . , U1»} entonces
f(z,t) = 611(x,t)y11 + ... + 61ja,,t)y~,, = 611(a,,t)zo + ... + 6~,,(z,t)z0 = a,o
En general , para cada (x, t) E K x [vi, vi + 1], si consideramos la familia de
abiertos
a los que (z, t) pertenece, se tiene
f(z,t) = 611(z,t)y11 + . . . + 6~(z,t)y17 con 612(z,t) + . . . + 61,(x,t) = 1
y si yE F(z,t) se tiene
r 7
d(f0(x, t), y) = ¡¡ >3 6~~(a,, t)y¿~ — >3 61~(z, t)y ~¡=¡¡>3 61~(z, t)(y1~ — u) ¡¡
k=I
1~
— >3 6~(z,t) I¡ ~ — y I¡=max{¡J u~ — y ¡II
k=i
< max{diam(F(U¿j)} <e,,...1.
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(En las expresiones anteriores hemos utilizado la norma ~¡¡ del espacio de Hilbert
12 donde (4 se supone contenido.) Luego hemos probado que para cada e > O
existen E £4 talque para cada a, E K y cada t ~ vise tiene d(f(z, t), F(z, t)) <e.
Finalmente, esta última condición implica que para cada entorno y de Y en
(4 existe 4> E 11W tal que f(K >c [to,c)) C y. Por tanto, 1 es aplicación
aproximativa de K a X y por lo anterior 1 es asintótica a F.
Vamos a ver ahora que si O : (1»,81”) x IR.,. —e. (X, a,0) es otro representante
de [E’] y y : (17,81”) x IR.,. —e. ((4,zo) es una aplicación aproximativa de
(1», 81”) a (X, za) asintótica a O entonces f y y definen el mismo elemento de
Ñ»(X,zo). Sea
H : (I»,81”) >c 1 >c IR.,. —e. (X,zo)
aplicación multivaluada fina tal que para todo (t1,.. . ,t,.) E 1” y todo r E ]R4
Sea h : (1”, 81”) x 1>< IR4 —e. ((4,a,o) aplicación aproximativa de (1», 81”) x 1
a (X, a,0) asintótica a H. Entonces f y it0 son asintóticas y como (4 es convexo
existe una aplicación aproximativa it’: (1», 81”) x 1 x IR+ —e. ((4,x0) de 1” x 1
a X dada por
tal que it> = f y ¡4 = h0 y lo mismo ocurre con h1 y y. Luego 1 y y definen el
mismo elemento de ll,,(X, z0).
Luego existe una aplicación bien definida
4’ : fl~(X, a,o) ——e. Ñ,,(X, a,o)
que a cada [F]E lt(X, a,o) la hace corresponder [1]E lt(X, a,0) con F asintótica
a 1. Es inmediato que 4’ es homomorfismo de grupos.
Para demostrar que $ es suprayectivo, basta ver que si K0 es un subconjunto
cenado de un espacio métrico compacto K y 1 : (K, Ko) x IR+ —~ ((4,zo) es una
aplicación aproximativa de (K, K0) a (X,z0) entonces la aplicación multivaluada
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fina E’: (K, K0) x 1l1~ —e. (X, a,o) dada por la expresión
F(z,t) = {a,’ EX 1 d(f(z,t),z’) = d(f(z,t),X)},
es asintótica al, pues d(f(~,t),F(x,t)) = d(f(x,t),X) para todo a, E X y todo
t E E4.
Vamos a ver finalmente que 4’ es inyectivo. Supongamos que $[F] = [1]y
que f es homótopa a C~. Sea it : (I»,8I”) x 1 >< 1lI.~ —e. ((4,zo) aplicación
aproximativa de (I»,81”) >c la (X,zo) talque para todo (ti,... ,t,,) E 1” y todo
r E ]R~
Existe entonces H: (17,81») >< 1 x 1R4 —e. (X, a,o) multivaluada fina asintótica
a it verificando que
H(t1,...,t,,,l,r)=zo
para todo (t1,...,t») E 1” y para todo r E IR.,.. Pero entonces, E’ y Ho son
asintóticas y por tanto la expresión{ F(tí,. . . ,t,.,r) si O<s< 1
~‘~ttsr~ 2
define una homotopía H’: (I»,81”) x 1 x IR.,. —e. (X,zo) entre F y H0 y por
tanto F define el mismo elemento de Ñ»(X, a,0) que la aplicación constante C2,0.
Definición 2.4.5 Sea (X, a,o) espacio métrico compacto punteado. Definimos
el espacio de lazos de Steenrod de X en a,0 como el conjunto W(X, a,0) de todas
las aplicaciones multivaluadas finas de la forma E’ : (1,81) x 11W —e. (X, a,o)
con la topología de subespacio de M(I, X). Denotamos por Co al lazo constante
dado por Co(t,r) = a,0, para todo t E 1 y para todo r E 1R~, y definimos
f?~(X, a,o) = &l(SV(X, a,o), C0) y, por inducción, Q/X, a,o) = f2(Q~ 1(X, a,o), *)
(donde f?( ) denota el espacio clásico de lazos).
Obsérvese que Q’(X, a,o) C M(I, X) y que no hay ninguna relación de equi-
valencia entre sus elementos.
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El siguiente resultado permite reducir el cálculo de los grupos de homotopía
‘shape’ fuerte al de grupos de homotopía usuales.
Teorema 2.4.6 fl~(X,xo) puede identificarse de modo natural con las compo-
nentes conexas por caminos del espacio de lazos de Steenrod Q’(X, z0). Sin > 2
fl~(X, x0) es isomorfo a ir,,...í(SV(X, a,0), C0) y por tanto a ir(Q~...1(X, zo), le.).
Dem. Vamos a demostrar la primera afirmación. Sea [F]E fl(X, a,0), entonces
F (1,81) x 11W —e. (X, a,0) es una aplicación multivaluada fina y por tanto
F E W(X,a,0). Además, si [E’]= [O]existe H : (1,81) >c 1 x IR.4. —e. (X,za)
aplicación multivaluada fina tal que para todo t E 1 y todo r E 111k
H(t, 0, r) = F(t, r), H(t, 1, r) = O(t, r).
Pero entonces la aplicación H’: 1 —e. M(I, X) definida por
H’(s)(t,r) = H(t,s,r)
es continua. Como H’(s)(t, r) = a,o para todo t E 81 y todo r E 11W se tiene
Im(H’) c W(X, a,o). Luego H’ nos da un camino en SV(X, a,o) de E’ a O.
Reciprocamente si F y O estén en la misma componente conexa por caminos
de Q8(X, a,o) y II’: 1 —e. M(I, X) es un camino en fr(X, a,0) de Fa O, tenemos
inducida H : 1 x 1 x IR.,. —e. X aplicación multivaluada fina definida por
H(t, s, r) = H’(s)(t, r).
Como Im(H’) c W(X, a,o) se tiene que H’(.s)(t, r) = zo para todo t E 81 y todo
rE 11W. Luego H(t,s,r) = a,o para todot E 81, todos El y todo rE IR.,.. Por
tanto H : (1,81) x Ix IR4 —e. (X,zo) y verifica que para todo t E 1 y todo
r E IR~
H(t, 0, r) = F(t, r), H(t, 1, r) = O(t, r).
Luego [E’]= [O].
Vamos a probar la segunda afirmación. Sea [E’]E 11,(X, a,o) con
E’: (17,81») x IR.,. —e. (X,zo)
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aplicación multivaluada fina. Podemos considerar F : P’~ x 1 x IR+ ——e. X
y por tanto tenemos inducida una aplicación continua F’ : .e. M(I, X)
definida por
donde sitE 81 entonces (tí,...,t»...í,t) E 81» para todo (t1,...,t,,...1) EI»~ y
por tanto
= F(t1, . . . ,t,,..4,t, r) = a,0.
Luego F’(I”’) c SV(X,zo). Por otra parte, si (t1,. .. ,t,,...~) E 81»’, entonces
(t1,... ,t».1,t) E 817 para todo tEl y por tanto
Luego F’ (p.-i,¿9Ifl-1) .......e. (Qa(X,a,0),C0) y por tanto define un elemento
[E”]E ir»...í(W(X, a,o), C0).
Vamos a ver ahora que la clase de E” solo depende de la clase de E’. Sea
O : (I”,81”) x 1R~ —~ (X,x0) aplicación multivaluada fina homótopa a E’ y
sea O’ la aplicación asociada a O. Sea H : (17,81») x 1 x 11W —e. (X,xo) una
aplicación multivaluada fina tal que para todo (t1,.. . ,t,.) E 1” y todo r E 11W
Tenemos inducida una aplicación continua H’ : I»~ x 1 —e. M(I, X) definida
por
Como H’(t1,. . . ,t»...í,s)(t,r) = a,o para todo (t1,. . . ,t,....~) E 1”~<’, todo a E 1,
todo t E 81 y todo r E IR.,. se tiene Im(H’) C QS(~y, a,0). Además H’ verifica que
= Co para todo (t1,.. .,t»..1) E 81”’ y todos El. Entonces,
como = F’ y = O’, H’ es una homotopía (rel.81”1) en W(X,zo) de E”
a O’. Esto muestra que la clase de homotopía [E”]no depende del representante
de la clase de homotopía [F]y tenemos así definida una aplicación
a : ll~(X, a,o) —e. r,,..q(SV(X, a,o), C
0)
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que es claramente homomorfismo de grupos.
Vamos a ver que a es inyectiva. Sean F,O (17,81”) x ]R+ —e. X y sea
a([F]) = [E”],a([O])= [O’]con
E”, O’: (17—’, 8.r’) —.~ (W(X, a,o), Co).
Supongamos que E” y O’ son homótopas (rel.81”’). Tenemos que probar que
E’ y O son homótopas (rel.&1”). Sea
H’: (I”’,81”’) x 1—e. (W(X, a,o), Co)
aplicación continua verificando que para todo (t~,... , t,,q) E
1it~i,
Entonces la aplicación II : 1” x 1 x I1I~ —e. X definida por
es una aplicación multivaluada fina. Además si (t1,... , t,,) E 81”, entonces
(t,,... ,t,,...,) E 81”’ o t,, E 81. En el primer caso se tiene que
= H’(tí,...,t,,~,,s)(t»,r) =Co(t,,,r) =a,o,
y en el segundo caso, como Imn(H’) E SV(X, z0), entonces
para todo r E ]R~ y todo a E 1. Luego H(81» x 1 x llI~) = {xo} y como = E’
y H, = O entonces E’ y O son homótopas (rel.81”).
Finaimente, vamos a comprobar que a es suprayectiva.
Sea [E”] E ir,,...í(QS(X,a,o),Co) con E” (I”’,81”’) .......~e. (W(X,x0),Co)
continua. Tenemos inducida una aplicación multivaluada finaF : 1” x 111+ —~ X
tal que para todo (t,,...,t,,) El» y todo rE IR~,
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Además, si (t1,. . . ,t») E 81” entonces (t1,. . . ,t,,.1) E 81”’ o t,, E 81. En el
primer caso se tiene que
F(tí,...,t,.,r) = .F”(tí,...,t,,...í)(t,.,r) = Co(t,.,r) = a,o,
y en el segundo que
para todo r E IR.4.. Luego E’: (17,81”) x IR.,. —e. (X,zo) define un elemento
[E’]E 11,(X,xo) tal que a([F]) = [E”]. Luego a es suprayectiva y por tanto
11/X,zo) es isomorfo a ,r,,...í(Q’(X, a,0), C0).
Finalmente aplicando que para el espacio de lazos clásico y los grupos de
homotopía usuales, lrk(Z, z0) es isomorfo a lrk...í(Q(Z, z0), C,0) para todo espacio
topológico Z y todo le E £4, se tiene que r,,...1(W(X, a,o), C0) es isomorfo a
r,,...2(fl(S?(X, z0), C0), *) que es igual a r,..2(Q(X, a,0), *), éste es isomorfo a
r,,...3(f2«X, a,0), *), y así sucesivamente hasta llegar a ir(fl~...1(X, z0), *). Esto
completa la demostración del teorema.
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Capítulo 3
MULTIFIBRACIONES
Basandose en trabajos de R.C.Lacher [68], [69] sobre aplicaciones celulares,
D.S.Coram y P.F.Duvall, Ir. [29]definieron en 1977 el concepto de fibración
aproximativa entre espacios ANR localmente compactos, reemplazando la pro-
piedad de elevación de homotopía de las fibraciones de Hurewicz por una propie-
dad de elevación de homotopía aproximada. Se obtiene así una generalización de
las fibraciones de Hu¿rewicz con propiedades análogas a las de éstas. Por ejem-
pío, Coram y Duvalí demuestran que las fibras son FANRS y que si el espacio
base es conexo por cammos todas las fibras tienen la misma forma.
S.Marde~ié y T.B.Rushing ([78] y [79]) introdujeron en 1979 el concepto de
fibración ‘shape’ entre espacios métricos compactos como la noción de fibración
adaptada a la categoría de la forma. Aunque una fibración ‘shape’ es una apli-
cación continua p: E —e. B, la propiedad de elevación correspondiente se refiere
a homotopías con imágenes en sistemas de ANRs y aplicaciones que tienen a E,
B y p por límite. También definen el concepto de fibración ‘shape’ entre espacios
métricos localmente compactos y prueban que en el caso de ANRs localmente
compactos éstas coinciden con las fibraciones aproximativas de Coram y Du-
valí. Marde~ié [77] extiende en 1981 el concepto de fibración ‘shape’ a espacios
topológicos arbitrarios.
Las fibraciones ‘shape’ entre espacios métricos compactos verifican también
propiedades análogas a las de las fibraciones de Hurewicz. Por ejemplo, si el
espacio base es ‘joinable’ según Krasinkiewicz y Mmc [65], entonces todas las
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fibras tienen la misma forma. Marde~i¿ prueba en [76], entre otras propiedades,
que si el espacio base es conexo y una de las fibras es conexa (o movible, o
un ANSR), entonces todas lo son. T.Watanabe muestra en [112] que estas
propiedades no son ciertas, en general, para fibraciones ‘shape’ entre espacios
topológicos arbitrarios.
F.Cathey estudia en [21] propiedades de las fibraciones relacionadas con la
teoría de la forma fuerte y H.M.Hastings y S.Waner en [54] y H.M.Hastings
en [53] clasifican parcialmente las fibraciones ‘shape’ utilizando sucesiones in-
versas de espacios y límites inversos de aplicaciones. En el trabajo [97] de
J.M.R.Sanjurjo se presentan propiedades de las fibraciones ‘shape’ ligadas a la
categoría de Lusternik-Schnirelman. Otros trabajos relacionados con fibraciones
aproximativas y fibraciones ‘shape’ son los artículos [26]de T.A.Chapman, [39]
de S.Ferry, [44] de K.R.Goodearl y T.B.Rushing y [93] de F.Quinin.
En la primera sección de este capítulo presentamos una nueva descripción
de las fibraciones ‘shape’ entre espacios métricos compactos, eliminando todos
los elementos externos para obtener una caracterización intrínseca. Nuestro
enfoque se basa de nuevo en la teoría de aplicaciones multivaluadas. Las fi-
braciones ‘shape’ se caracterizan como aplicaciones continuas cumpliendo una
cierta propiedad PEHM de elevación de homotopías multivaluadas, respecto de
todos los espacios métricos. Introducimos el concepto más restrictivo de md-
tifibración y probamos que las multifibraciones tienen propiedades de elevación
de caimnos que resultan características. Demostramos que las multifibraciones
verifican una propiedad PEHMF de elevación de homotopías multivaluadas fi-
nas respecto de todos los espacios topológicos. Finalmente, probamos que si
p: E —e. E tiene la propiedad PEHMF respecto de todos los espacios métricos
compactos y existe un camino multivaluado fino en E entre a, e y, entonces
SSh(p’(r)) = SSit(pí(y)). Este resultado expresa condiciones formalmente
más débiles que el resultado de Marde~ié [76].
En la segunda sección introducimos la propiedad (más fuerte que la propiedad
de elevación única de caminos) de elevación cercana de caminos multivaluados
cercanos y probamos que una fibración ‘shape’ tiene la propiedad de elevación
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cercana de caminos cercanos si y solo si las fibras son totalmente desconectadas.
También demostramos que toda fibración ‘shape’ con la propiedad de elevación
cercana de caminos cercanos es una fibración de Hurewicz con la propiedad de
elevación única de caminos (el recíproco no es cierto). Finalmente vemos que la
propiedad de elevación cercana de caminos multivaluados cercanos implica una
propiedad de elevación asintótica de caminos multivaluados finos asintóticos, y
ésta a su vez implica la propiedad clásica de elevación única de caninos.
En la tercera sección estudiamos propiedades relacionadas con los grupos de
homotopía, los grupos ‘shape’ y los grupos ‘shape’ fuerte. Probamos que una
fibración ‘shape’ con elevación cercana de caminos multivaluados cercanos induce
monomorfismos entre los grupos ‘shape’ y entre los grupos ‘shape’ fuerte y, por
ser fibración con elevación única de caminos, también induce monomorfismos
entre los grupos de homotopía usuales.
Por último, en la cuarta sección, damos condiciones necesarias y suficientes
para la existencia de elevaciones de aplicaciones multivaluadas finas definidas en
continuos de Peano y con valores en el espacio base de una fibración ‘shape’ con
elevación cercana de caminos multivaluados cercanos.
Para información general sobre la teoría de fibraciones de Hurewicz se pueden
consultar los libros [58]y [107] de S.T.Hu y E.H.Spanier, respectivamente.
3.1 MULTIFIBRACTONES
Definición 3.1.1 Sean E y B espacios métricos compactos y p: E —* B una
aplicación continua. Se dice que p tiene la propiedad de elevación de homotopías
multivaluadas (PEHM) respecto de un espacio topológico X si para todo e > O
existe 6 > O con la siguiente propiedad:
Dadas F X —* E y H X x 1 —* E aplicaciones inultivaluadas 6-
finas semicontinuas superiormente tales que d(pF(x), H(x,O)) < 6 para todo
x E X, existe H’ X x 1 —* E aplicación multivaluada e-fina semicontinua
superiormente tal que d(H’(x, 0), F(x)) <e,d(pH’(x,t),H(x,t)) c e para todo
(x,t) E X x L
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Definición 3.1.2 Sean E y E espacios métricos compactos y sea p: E —* E
una aplicación continua. Se dice que p es una fibración ‘shape’ — en el sentido
de “Marde~ié-Rushing” — si y solo si cuando X e Y se sumergen en el cubo de
Hilbert Q, y se considera ~ Q —* Q extensión de p, se verifica lo siguiente:
Dada V1 D V2 D V3 D ... sucesión básica de entornos compactos y ANR de
E en Q y dada U1 D U2 D U3 D ... sucesión básica de entornos compactos y
ANR de E en Q tales que ñ(U,.) c 14, para todo u E £4, entonces para todo
e > O y para todo i E £4 existe 6 > O y existe j =i con la siguiente propiedad:
Dado X espacio métrico y dadas f5: X —* : Xx i —4v; tales que
d(ñfs,(hs)o) <6,
existe h X x 1 —* U1 tal que:
Observación 3.1.3 Es sabido que el que p sea fibración ‘shape’ es indepen-
diente de la extensión ñ: Q ~ Q y de las sucesiones de entarnos escogidas.
El siguiente lema aparece en [102] para espacios métricos compactos, la de-
mostración del caso no compacto es análoga.
Lema 3.1.4 Sea X espacio métrico, sea Y una parte cerrada del cubo de Hilbert
Q, y sea F X —* Y una aplicación raultivaluada e-fina semicontinua supe-
riormente. Entonces existe una aplicación continua f : X —* Q (univaluada)
tal que d(f(x), F(x)) <e para todo x E X.
Reciprocamente, si f : X —* B<(Y) es una aplicación (univaluada) con-
tinua, existe una aplicación rnultivaluada 2e-fina semicontinua superiormente
F : X —~ y tal que d(f(x),F(x)) < e para todo x EX.
Teorema 3.1.5 Sean E y E espacios métricos compactos y sea p : E —. E
continua.
Entonces p es una fibración ‘shape’ si y solo sip tiene la propiedad PEHM
respecto de cualquier espacio métrico X, de talforma que 6 solo depende de e y
no de X.
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Dem. Supongamos que E y E están contenidos en el cubo de Hilbert Q y sea
ñ: Q Qextensióndepa Q. SeaV1 DV2 DV3 D sucesiónbésicade
entornas compactos y ANR de .8 y sea U1 D U2 D U3 D ... sucesión básica de
entornos compactos y ANR de E tales que »(U~) c V,, para todo n E £4.
Vamos a ver primero que si p es una libración ‘shape’ entonces p tiene la
propiedad PEHM respecto de cualquier espacio métrico X con las condiciones
del enunciado.
Sea e > O. Existe O < e’ < ~ tal que para todo compacto K de Q con
diarn(K) < e’, se tiene
diaxnQ3(K)> <
y por tanto, si K y K’ son compactas de Q con d(K, K’) <e’, entonces
d(P(K),ñ(K’)) <
a
Sea i E ]N tal que U~ c B6’(E) y 14 c B~’(B). Entonces existe 6’ > O y existe
j > i asociados a e’ y a i con la propiedad de la definición de libración ‘shape’.
Sea O < 6 < min{~4} tal que B4E) c UJ,EA(B) c Vj y tal que para todo
compacto K de Q con diam(K) <6, se tiene
diam(~K)) <
Vamos a ver que este 6 verifica la condición del enunciado.
Sea X espacio métrico y sean F : X —* E y H X x 1 —~ E aplicaciones
multivaluadas 6-finas semicontinuas superiormente con d(pF(x), H(x, O)) < 6
para todo x e X. Existen f X —* E6(E) c U5 y h : X x 1 —* B6(B) c ~
aplicaciones continuas tales que d(F(x),f(x)) <6 y d(H(x,t),h(x,t)) <6 para
todo (x,t) EX x 1. Por tanto
d(~f(x), h(x, O)) = d(»f(x),pF(x)) + diazn(pF(x)) + d(pF(x), H(x, O))
+ diam(H(x, O)) + d(H(x, O), h(x, O))
6’ 6’
< —+—+6+6+&55
para todox EX. Luego d(»f ho)<~+~+6+6+6<6’.
‘O’
Entonces existe h’ X x 1 —* U1 c E~dE> tal que
d(h~, f) <e’, d(¡3h’, It) <e’.
Y existe H’ : X x 1 —* E aplicación multivaluada 2e’-fina, y por tanto e-fina,
semicontinua superiormente verificando que d(H’(x, t), h’(x, t)) < e’ para todo
(x,t) E X x 1. Finalmente se tiene que
d(H’(x, O), F(x)) = d(H’(x, O), h’(x, O)) + d(h’(x, O), f(x)) + d(f(z), F(z))
d(pH’(x, t), H(x, t)) = d(pH’(x, t), »h’(x, t)) + d(»h’(x, t), h(x, t))
+ d(h(x,t),H(x,t))
e
< 3
para todo (x,t) E Xx 1.
Vanos a ver ahora que si p tiene la propiedad PEHM respecto de cualquier
espacio métrico X con las condiciones del enunciado, entonces p es una libración
‘shape’.
Sea e > O y sea i E £4. Existe O < e’ < ~ tal que E~4E) c U1 y tal que para
todo compacto K de Q con diam(K) <e’, se tiene
e
Sea 6’ > O asociado a e’ PO~ la propiedad PEHM. Sea O < 6 <min{~, ~} tal
que para todo compacto K de Q con diain(K) <6, se tiene
diaxn(»(K)) < 6
y sea j =i tal que U5 c E6(E), 1~5 C Es(B). Vamos a ver que 6 y j verifican la
condición de la definición de libración ‘shape’.
Sea entonces X espacio métrico y sean
fi X —* U~j c Bs(E) y It, : X x 1 —~ Vs C E6(B)
tales que d(3f5, (It5)0) < 6. Existen F: X —* E y H : Xx 1 —* B aplicaciones
multivaluadas 26-finas semicontinuas superiormente, y por tanto ¿‘-finas, tales
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que d(F(x),f5(x)) < 6,d(H(x,t),h5(x,t)) < 6 para todo (x,t) E X x 1, y por
tanta
d(pF(x), H(x, 0)) = d(pF(x),frfj(x)) + d(~f5(x), h5(x, O))
+ d(h5(x,O),H(x,O))
6’
< —+6+6<6’,
3
para todo x e X. Entonces existe H’ : X x 1 —* E aplicación multivaluada
e’-fina semicontinua superiormente tal que
d(H’(x,O),F(x)) < e’,d(pH’(x,t),H(x,t)) <e’
paratodo(x,t)EXXL Yexisteh~:XxI—4B~’(E)C U¿talque
d(H’(x, t), h~(x, t)) <e’ para todo (x, t) E X x 1. Finalmente se tiene que
d(h~(x, O), f~(x)) = d(h(x, O), H’(x, O)) + diam(H’(x, O)) + d(H’(x, O), F(x))
+ diaxn(F(x)) + d(F(x), f~(x))
96
< e’+e’+e’+26+6<—,
10
para todo x E X, y
d(ñh~(x, t), h5(x, t)) = d(ñh(x, t), pH’(x, t)) + diaxn(pH’(x, t))
+ d(pH’(x, t), H(x, t)) + diam(H(x, t))
+ d(H(x, t), h5(x, t))
e , 96
55
para todo (x,t) EX xI. Luego d((h~)0 f) < 2~ <e y d(~h,h5) =~ <e- Esto
concluye la demostración del teorema.
ZXJerin ha obtenido en [23] una caracterización de las libraciones ‘shape’
utilizando aplicaciones multivaluadas aproxixnativamente continuas.
En lo que sigue, diremos que p : E —* E es una multifibración si tiene la
propiedad PEHM respecto de cualquier espacio topológico X, de tal forma que
6 solo depende de e y no de X. En el momento presente desconocemos si es
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suficiente que p goce de esta propiedad respecto de los espacios métricos para
que sea una multifibración. Por tanto queda abierto el siguiente problema.
Problema ¿Es toda libración ‘shape’ una multifibración?
El teorema 3.1-6 garantiza que las multifibraciones son fibraciones ‘shape’. A
continuación veremos que las multifibraciones poseen propiedades de elevación
de caminos que resultan caracteristicas.
Dado E espacio métrico compacto y dado 6 > O consideramos el conjunto
P6(E) de las partes compactas 6-pequeñas (ésto es, con diámetro menor que 6)
de E con la topología generada por el sistema de entornas
{B~(K) 1 K E Ps(E),e > 0>
donde K’ e E6(K) si K’ c EC(K) en el sentido usuai. Esta topología es la
restricción de la topología semi-flnita superior estudiada por E.Michael [83] (ver
también Kuratowski [66] pl7S).
Por otra parte dado E espacio métrico compacto y dado 6 > O consideramos
el conjunto Ef de las aplicaciones w : 1 —* E multivaluadas 6-finas semicon-
tinuas supenormente (es decir, las aplicaciones univaluadas continuas de 1 en
con la topología compacto-abierta. Vimos en un capítulo anterior que
esta coincide con la generada por el sistema de entornos {E~t1w) 1 w E Ef, e > 01
donde w’ e B~(w) si para todo t e 1 existe t’ E 1 con d(t,t’) < e tal que
Finaimente dada p: E —~ E aplicación suprayectiva y dado 6 > O, podemos
definir el conjunto
= {(K,w) E Ps(E) >< Ef 1 d(w(O),p(K)) <6> C P6(E) x .84,
con la topología inducida par la topología producto de P6(E) x Ef.
Se tiene entonces el siguiente resultado, que caracteriza las multifibraciones
en términos intrínsecos, sin referencias a espacios externos X respecto de los
cuales se puedan elevar las homotopías.
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Teorema 3.1.6 Sean E y E espacios métricos compactos y sea p E —* E
aplicación continua suprayectiva. Entonces son equivalentes:
p es una multifibrac:on.
:i) Para todo e > O existe 6 > O y existe A : f2~ —* Ef (univaluada) continua
tal que d(A(K,w)(O),K) <e y d(p(A(K,w)(t)),w(t)) < e para todo (K,w) E (?6
y todo t E 1.
Dem. Vamos a ver primero que i) implica u). Sea e > O. Entonces existe
6 > O tal que si X es un espacio topológico y F : X —* E y H : X x 1 —* E
son aplicaciones multivaluadas 6-finas semicontinuas superiormente tales que
d(pF(x),H(x,O)) < 6 para todo x E X, existe H’ : X x 1 —. E aplicación
multivaluada e-fina semicontinua superiormente tal que d(H’(x, O), F(x)) <e y
d(pH’(x,t),H(x,t)) <e para todo (x,t) EX x [0,1].
Sea X = 12e y sean F: ~e -~ E dada por F(K,w) = K y H 0s x I—+ E
dada por H((K, a,), t) = w(t), aplicaciones multivaluadas 6-finas semicontixiuas
superiormente tales que para todo (K, a~) E 0e se verifica
d(pF(K,w),H((K,w),0)) = d(p(K),w(O)) <6.
Entonces existe H’: (4 x 1 —* E aplicación multivaluada e-fina semicontinua
superiormente tal que para todo (K, w) E (2~ y todo t E 1 se tiene
d(H’((K,w),O),F(K,w)) = d(H’((K,w),0),K) <e,
d(pH’((K,w),t), H((K,w),t)) = d(pH’((K,w),t),w(t)) <e.
Definimos A : 12e —~ Ef (univajuada) como A(K,w)(t) = H’((K,w),t). Está
bien definida pues para todo (K,w) E (2~, se tiene que A(K,w) : 1 —* E
es aplicación multivaiuada e-fina semicontinua superiormente (por serlo H’).
Además, A es continua pues dados (K
0, wo) y q > 0, para todo t0 E 1 existe
O < jz~0 < ~ tal que para todo K E Bm0 (Ko), todo w E Ern0(wo) y todo t E 1
con d(t0, t) < p~ se tiene
A(K,w)(t) = H’((K,w),t) c E,/H’((K0,w0),t0)) =
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Por la compacidad de 1 existen ti,... , 4, E 1 tales que
Si tomamos it = min{itg1,. - . ,~} > O se tiene que A(K,w) E E~(A(K0,w0))
para todo K E B~(K0) y para todo w E .B~(w0), pues para todo t E 1 existe
t1 E {tí,... ,t,.> C 1 con d(t,t¿) < p~ <1) talque
>~(K,w)(t) = H’((K,w),t) c B,,(H’((Ko,w0),t1)) =
Finalmente, A verifica que
d(A(K,w)(O),K) = d(H’((K,w),0),K) <e,
d(p(A(K, w)(t)), w(t)) = d(p(H’((K, w), t)), w(t)) < e,
para todo (K,w) E (4 y todo tEl.
Vanos a probar que u) implica i). Sea e > O y sean 6 > 0 y A: (4 —* Ef
en las condiciones del enunciado.
Sea X espacio topológico y sean F : X —, E y H : X x 1 —* E aplicaciones
multivaluadas 6-finas semicontinuas superiormente tales que
d(pF(x),H(x,O)) <6
para todo x E X. Vanos a ver que existe H’ : X x 1 —+ E aplicación muí-
tivaluada e-fina sernicontinua superiormente tal que d(H’(x, O), F(x)) < e y
d(pH’Qr,t),H(x,t)) <e para todo (x,t) E Xx [0,1].
Consideramos G X —* EJ definida por G(x)(t) = H(x,t) bien definida
y continua (se prueba igual que antes para A). A partir de G definimos una
aplicación continua G’ : X —* (4 tal que G’(x) = (F(x), G(x)) que está bien
definida pues
d(pF(x),G(x)(O)) = d(pF(x), H(x, 0)) <6,
para todo x E X. Consideramos la composición
106
que es univaluada y continua, y a partir de ella definimos
H’:XxI—4E
taj que H’(x,t) = AG’(x)(t). Entonces H’ es una aplicación multivaluada semm-
continua superiormente pues dado (za, t0) y dado ij > O por la semicontinuidad
superior de AG’(xo) existe O < ‘h < q tal que si d(t,t0) <lb entonces
AG’(xo)(t) c Ei(AG’(xo)(to)).
Por la continuidad de AG’ existe W
0 entorno de x
0 en X tal que si x E Uro
entonces
AG’(x) E Ba(AG’(zo)).
Entonces para todo t E 1 existe t’ E 1 con d(t, t’) < ~>- tal que
AG’(x)(t) c BmSAG’(xo)(t’)).
En particular si d(t, t0) < se tiene d(t0, t’) <q~ y por tanto
.AG’(xo)(t’) c Bn(AG’(xo)(to)).
Luego para todo (x,t) EX X 1 tal que x E Uro y d(t,t0) < ~ se tiene que
H’(z,t) = AG’(x)(t) c E,,(AG’(xo)(to)) = E~(H’(zo,to)).
Luego H’ es semicontinua superiormente, y es e-fina pues para todo (x, t) E Xx 1
se tiene
diarn(H’(x,t)) = diam(AG’(x)(t)) <e.
Finalmente, se tiene d(H’(z, O), F(z)) = d(A(F(x),G(x))(O),F(x)) <e y
d(pH’(x,t),H(x,t)) = d(p(A(F(x),G(z))(t)),G(x)(t)) <e
para todo (x,t) E Xx 1.
Observación 3.1.7 Obsérvese que A ha de verificar que si K c K’ y w c ¿o’
entonces A(K,w) c A(K’,w’).
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13cm. Supongamos que existe to E 1 tal que A(K,w)(to) ~ A(K’,w’)(t0). En-
tonces existe e > O tal que
Por otra parte, por la continuidad de >4K’,w’), existe O < 6 < ~ tal que
A(K’, w’)(B6(to)) c m (A(K’, w’)(to)).
Por tanto
Luego, dado t0, para todo t E 1 can dQ, t0) < 6 se tiene que
A(K,w)(to) « E4A(K’,w’)(t)).
Por tanto A(K,w) ~ B6(A(K’,w’)). Pero dado 6 > O, por ser A continua en
(K’,w’), existe q > O tal que para todo K” E E~(K’) y todo w” E B,,(w’) se
tiene
A(K”,w”) E E8(A(K’,w’)).
En particular, como K c K’ y w C ¿o’ entonces
A(K,w) E B8(A(K’,w’)).
Contradicción.
A continuación se presentan das ejemplos de multifibraciones. Es conocido
que ambos son ejemplos de fibraciones ‘shape’.
Ejemplo 3.1.8 Sean los conjuntos
E = {(z,y) E~2 jO < x < 1,y = sen(!)} U {(z,y) E IR2 ¡x =0, —1=y Sí>
y E = [0,1], y sea p: E —>E dada por p(x,y) = x. Es conocido que p es una
libración ‘shape’ pero además es multifibración.
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¡Ejemplo 3.1.0 Sea E solenoide diádico definido como
E = fl~1Ek
donde E~ es una sucesión decreciente de toros macizos de tal forma que cada uno
da dos vueltas dentro del anterior y por tanto 2k—1 vueltas dentro de E1 - Sea B
la circunferencia unidad y sea p: E —* .8 la proyección canónica. Entonces p
es una multifibración.
Sea X espacio topológico, Y espacio métrico y sea F : X >< IR+ —‘ Y
aplicación multivaiuada. Se dice que F es una aplicación muitivaluada fina
si es semicontinua superiormente y para todo e > O existe r0 E IR+ tal que
diam(F(z,r)) <e para todo x EX y todo r> r0.
Se dice que F y G son asintóticas si para todo e > O existe r0 E IR4 tal que
d(F(x,r),G(x,r)) <e para todo z EX y todo r =r0.
Definición 3.1.10 Sean E y E espacios métricos compactos y p : E —. E
continua. Sea X espacio topológico. Se dice que p tiene la propiedad de ele-
vación de homotopías multivaluadas finas (PEHMF) respecto de X si dadas
E: X x 1R. —* E y H : X x 1 x ]I1~ —* E aplicaciones multivaluadas finas
tales que pF y H0 son asintóticas, existe H’ : X x 1 x Il1~ —~ E aplicación
multivaluada fina tal que H¿ y E son asintóticas, y también lo son pH’ y H.
Observación 3.1.11 Si p: E —* E tiene la propiedad PEHMF respecto de X
espacio métrica compacto ya, a’ : XxIR~ —* E son aplicaciones multivaluadas
finas hamótopas, entonces G puede elevarse a E — en el sentido de que existe
E: X x IR~ —* E aplicación multivaluada fina tal que pF y G son asintóticas
— si y solo si G’ puede elevarse a E. Luego el que una aplicación multivaluada
fina O : X x IR+ —* E se pueda elevar a E es una propiedad de la clase de
homotopía de a, es decir, del modismo ‘shape’ fuerte correspondiente a O.
Teorema 3.1.12 Sean E y B espacios métricos compactos y p E —* E con-
tinua. Sea X espacio topológico y supongamos que p tiene la propiedad PEHM
respecto de X x 1. Entonces p tiene la propiedad PEHMF respecto de X.
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En consecuencia, si p es una multifibración, p tiene la propiedad PEHMF
respecto de todo espacio topológico X.
Bern. Supongamos que p tiene la propiedad PEHM respecto de X x L Sea
{ e,,> sucesión nula, entonces existe {,i,,} sucesión nula tal que, para todo n E ‘~,
n’. =e,, y ~,,está asociado a e,, par la definición de la propiedad PEHM respecto
de X x L Por otra parte, si p tiene la propiedad PEHM respecto de X >< 1,
entonces p tiene la propiedad PEHM respecto de X. Por tanto existe {6,}
sucesión nula tal que, para todo vi E £4, ¿,, < ~ y 6,. está asociado a ~- por la
definición de la propiedad PEHM respecto de X.
Sean F : X x IR~ —* E y H : X x 1 x 1lI~ —* E aplicaciones multivaluadas
finas tales que pF y H0 son asintóticas. Existe {k,.} C £4 sucesión creciente no
acotada tal que para todo x E X, todo t E 1 y todo r> k» se tiene
diam(F(z,r)) <6,,, diam(H(x,t,r)) <6,,, d(pF(x,r),H(x,0,r)) < 6,,.
Entonces para todo vi E £4, existe O,, : X x 1 —* E aplicación multivaluada
!~fina semicontinua superiormente tal que para todo x E X y todo t E 1 se
tiene
‘1,
,
d(G,,(z,O),F(x,k,,)) < __!±.,d(pa,,(x,t),H(x,t,k,,)) < 3
Por otra parte, como d(G,,(x, O), F(x, k,,)) < !~ y d(O,.+1(z, O),F(x, k,,+1)) < “a-
3
podemos considerar O~ X x ({O} x [k,,,k,,+1] u 1 x {k,., k,,+1}) —. E aplicación
multivajuada ,,,,-flna dada por
1 G,.(x,t) sir=k,,,0<t=1
O}x,t,r) = F(x,r) sir E (k,.,k,.+1),t = Oj O4 O)UF(z,k,.) =k, t=O
G,,+i(x,O)UF(x,k,,+x) sir = k,,~1,t = O
Tenemos entonces
0,: Xx ({0} x [k,,,k,,+1]ulx{Ic,.,k,,+í}) —* E
y HIxx¡x[k~,k~+1] : X x Ix [k,,,k,,+i]—+ E aplicaciones multivaluadas i~,,-finas
semicontinuas superiormente tales que d(pG~(x, t, r), H(x, t, r)) <u,,, para todo
(z,t,r) EX x ({0} x [k,,,k,,+1]UIx {k,,,k,,+1}).
“O
Entonces, como existe un homeomorfismo de X x 1 x [k,,, k,.+~] en si mismo
que manda Xx ({O} x [k,,,k,,~1]UIx {k,,, k,,~1}) en Xx {0} x [k,,, k,,+1], podemos
aplicar PEHM y tenemos que existe G~ : X x 1 x [k,,,k,.+1] —~ E aplicación
multivaluada e,.-fina semicontinua superiormente tal que
para todo (x,t,r) EXx ({O} x [k,,,k,,+1]UIx ~ y
para todo (x,t,r) E Xx 1 x [k,,,k,,+1].
Finalmente, definimos H’ : X x 1 x [k1,~) —+ E como
Gf(x,t,r) sir =
O~(x,t,r)UO~~1(x,t,r) si r= k,,~1,nE £4
£4, como O’,.IXx{k.,+4x1 = G~t+1IXx{kn+i>xI~ se tiene que
= diam(G~(x, t, k,,~1) u O~~1(x, t, k,.~.1))
=diam(G~(x,t, k,.+1)) + d(a~(x, t, k,,~1), G,(x, t, k,,+1))
+ clian4Gjx,t, k,,~~))
+ d(O~+1(z,t,k,,+i),O~+1(x,t,k,,+o)
+ diam(G~~1(x,t, k,,+1))
< Se,,,
H’(x,t,r) = {
donde para todo n E
diam(H’(x,t, k,,+1))
para todo (x,t) E Xx 1, y si (x,t,r) E Xx 1 x (k,.,k,,+1), entonces
diam(H’(x,t,r)) = diam(G~(x,t,r)) <e,,.
Además, para todo (x,t,r) EX x 1 x [k,,,k,,+1]se tiene
d(H’(z,0,r),F(x,r)) = d(GZ(x, O, r), F(x, r))
d(a~(x, O, r), G,(z, O, r)) + diam(G~(x, O, r))
+ d(O~(x,o, r), F(x, y))
< 2e,.,
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y d(pH’(z,t,r),H(x,t,r)) =d(pG~(x,t,r),H(x,t,r)) <e,,.
Es fácil ver finalmente que H’ es semicontinua superiormente y que se puede
extender a una aplicación muitivaluada fina H’ : X x 1 x III~ —. E que, por lo
anterior, cumple las condiciones de asintoticidad necesarias.
Observación 3.1.13 Sean E y E espacios métricos compactos y p: E —+ E
continua- Sea X espacio topológico y supongamos que p tiene la propiedad
PEHM respecto de X x 1. Entonces para toda sucesión nula {e,,}, existe {6,,}
sucesión nula tal que, dadas F X x ]R4 —* E y H X x 1 x ]R~ —* II
aplicaciones multivaluadas finas tales que
diam(F(z,r)) < 6,,, diam(H(z,t,r)) < 6,,, d(pF(x,r),H(x,0,r)) < 6,..
para todo x E X, todo t E 1 y todo r ~ k,., para cierta sucesión creciente no
acotada {k,,}, entonces existe H’ : X x 1 x IR~ —. E aplicación multivaluada
fina tal que diazn(H’(x,t,r)) <e,,,
d(F(x,r),H’(x,0,r)) <e,, y d(pH(x,t,r),H’(x,O,r)) <e,,,
para todo z E X, todo t e 1 y todo r =k,,.
Definición 3.1.14 Sean x,y E E. Un camino multivaluado fino entre x e
y es toda aplicación multivaluada fina w : (1,0,1) x lR~ —* (E,x,y). Por
tanto, existe un camino multivajuado fino entre x e y si y solo si las aplicaciones
multivaluadas finas constantes e,,, c~, :111+ —* E, dadas por c,,(t) = x y c.~(t) = y
para todo t E IR+, son homótopas.
El siguiente resultado expresa condiciones formalmente más débiles que el
resultado de MardeMé [76], garantizando que dos fibras p’(x) y p’(y) tienen
la misma forma. El ejemplo de Keesling-MardeM¿ [59] prueba que el resultado
no es cierto en general sin más hipótesis que la conexión de E.
Teorema 3.1.15 Sean E y E espacios métricos compactos y p E —* E
continua con la propiedad PEHMF respecto de todos los espacios métricos com-
pactos. Supongamos que existe un camsno multivaluado fino entre x e y. En-
tonces SSh(p’(x)) = SSh(p’(y)).
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Bern. Vamos a ver primero que dado x E X y dado e > O, existe 6 > O tal que
En caso contrario, existiría (x,) c E que, por la compacidad de E, podemos
tomar convergente a un cierto x’ E E, tal que para todo vi E £4 se tiene que
x~ e p’(B±(x))pero x~ « E~(p’(z)). Pero por la primera condición se tiene
que (p(x3) converge a x y por la segunda se tiene que p(x’) ~ x y ésto contradice
la continuidad de p. Luego existe 6 > O tal que
p’(Es(x)) c
Sean ahora x, y E E y supongamos que existe un camino multivaluado fino
entre x e y. Sea {e,,} sucesión nula. Entonces existe {6,} sucesión nula tal que
p’(Ea~(z)) c E~,,(p’(z)) y p’(E~~(y)) c
para todo vi E £4.
Sea ¿o : (1,0,1) x IR~ —* (E,x,y) un camino multivaluado fino. Sean
F : ¡r’(x) >< IR..1. .—~ E dada por F(x’,r) = a?, y O p’(x) x 1 x It.4. —* E
dada por a(x’,t, r) = ú4t, r), aplicaciones multivaluadas finas tales que pF = 0o
Entonces existe
H : p’(z) x 1 x IR
4 —‘ E
aplicación multivaluada fina tal que H0 y F son asintóticas, y también lo son
pH y O. Por otra parte, si consideramos E” r’(y) x ]R~ -~ E dada por
F’(y’,r) = y’ y O’ p~1(x) x 1 x 111.4. —* E dada por G’(y’,t,r) = w(1 —
obtenemos das aplicaciones multivaluadas finas tales que pF’ = O’~. Entonces
existe H’ p’(y) x 1 x IR~ —* E aplicación multivaluada fina tal que H¿ y E”
son asintóticas, y también lo son pH’ y O’. Entonces existe {k,,} c £4 sucesión
estrictamente creciente tal que
diam(H(x’,t,r)) < 6,,, d(H(x’,O,r),x’) <6,,, d(pH(x’,t,r),w(t,r)) <6,,
para todo a? E p’(z), todo t E 1 y todo r > k,,, y
diam(H’(y’,t,r)) <6,,, d(H’(y’,O,r),y’) < 6,,, d(pH’(y’,t,r),w(1 — t,r)) < 6,,
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para todo V E y’ (y), todo t E 1 y todo r > le_ En particular, para todo
a? E p1(x), todo y’ E p’(y) y todo y> k_ se tiene que
d(pH(x’, 1, r), y) < 6,, y d(pH’(y’, 1, r), x) < 6,.,
luego
H(z’, 1, r) fl p’(E¡,.(y)) # 0 y H’(y’, 1, r) fl g’(E
6~(x)) # 0
y por tanto
H(x’, 1, r) fl B~,.(p’(y)) # 0 y H’(y’, 1, r) fl B~,.(yr’(z)) # 0.
Sea a : y’(x) x IR.~. —~ y’ (y) dada por
J y’(y) siO<r<k,
a(x’,r) = 1 ~~,}H(x’,1,r)) flp”(y) si le,, <r ~ Ic,,~,,n E £4.
Entonces a es una aplicación multivaluada fina de p’(z) ap’(y), y si definimos
a’ ¡r’(y) x 111k ~ y’(x) dada porJ’ p’(z) siO< r= le,
a’(y’, r) = _1~ Hen(H’(y’, 1, r)) n y’(x) si le,. < r =k,.~
1, n E £4,
obtenemos una aplicación multivaluada fina de p
1(y) a p”(x). Vamos a ver que
[a’][a]= [12 donde 1,, : p’(x) x 1R
4 —* p’(x) viene dada por I~(x’,r) = a?.
Sea -y : ]R+ —> ]lI~ aplicación dilatadora asociada al par (a, a’), que pode-
mos tomar no acotada y tal que diam(H’(a(x’,y(r)),t,r)) < 6,, para todo
(x’,t) E p’(x) x 1 y para todo r > vi. Sabemos entonces que [a’][a] = [fi]
donde fi : p’(x) >c ]R..~. -~ y’(x) viene dada por fi(z’,r) = a’(a(x’,y(r)),r).
Vamos a ver que [¡3]= [1~].
Consideramos J : y’(x) x (1 x {O, 11 U {O} x 1) x 111k —+ E dada por
H(x’,0,y(r)) U {x’} si t = O,s = O
H(x’,2t,y(r)) si 0< t < ~,s = O
1
J(z’,t,s,r) = H(x’, 1,y(r)) U H’(a(x’,y(r)),O,r) si t = 2’ s = O
— 1,r) si ~< t < 1 s = O
a? si t =O,O<s<1
a? si 0< t =1,s=1
que es una aplicación multivaluada fina pues
d(H(x’, 0, ‘y(r)), a?) < 6,,, d(H(x’, 1, -y(r)),a(x’, y(r))) =e,,,
114
d(a(z’,y(r)),H’(a(z’,y(r)),O,r)) < 6,,,
para todo a? E p’(x) y todo y E IR~ con y(r)> le_
Por otra parte, existe K p’(x) x (1,0,1) x 1 x 1R~ —* (B,x, x) aplicación
multivaluada fina tal que
K’’t0~ J’ w(2t<y(r)) si 0< t~ ( — 2t,r) 1=<1
y tal que K(a?,t, 1,r) = K(z’, 0,s, r) = K(a?, 1,s, r) = x. Además, como
d(pH(x’,2t,y(r)),w(2t,y(r))) < 6,,,
d(pH’(a(x’,y(r)),2t — 1,r),w(2—2t,r)) <6,,,
para todo (x’,t) E p’(x) x 1 y todo r =le,, con y(r) =le,,, entonces se tiene
que KI~—’(x)xcIx{a,llu{o1x¡)xa1. y pJ son asintóticas. Por tanto, por la propiedad
PEHMF, existe una aplicación multivaluada fina K’ p’(z) x Ix 1 x IR4 —. E
tal que K’Ip—icx>x<¡x{o,i>u{o}xi>xn+ y J son asintóticas, y también lo son pK’ y
K. Luego existe {k,} c £4 sucesión estrictamente creciente tal que para todo
a? E ¡r
1(x), todo s E 1 y todo r > le’ se tiene
d(pK’(x’,1,s,r),x) <6,,,
y por tanto
Entonces si definimos L : p1(x) x 1 x IR~ —* p’(x) tal que
L(x’,s,r) = 1 zr’(x) si0<r=le’
1
1 R1,(K’(x’,1,s,r)) flp~A(x) si k~ <r =lek1 ,rz E £4,
obtenemos una aplicación multivaluada fina tal que LI~-i<~>x{o>xn4 es asintótica
a K’I~—1(~)xxl}x{o)xn+, y ésta es asintótica a J¡p—’@>x{1}x{o}xn+, donde
B,,.(J(x’, 1,0, r)) rl p’(x) = ~~.}H’(a(x’, ‘y(r)), 1, r)) rl p’(x)
— a’(a(x’, y(r)), r),
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para todo a? E p’(x) y todo r =le,.. Por otra parte, LI~-1(.jx{l>xn+ es asintótica
a K’I~—(~)x{t)x{l>xn4, y ésta lo es a JIp—’(t)x{1)x{I}xn+ donde
J(x’,1,l,r) a?,
para todo a? E p’(x) y todo r E IR4. Luego [a’][a]= [1±].Analogamente se
prueba que [a][a’]= [Ir]. Luego SSh(g’(x)) = SSh(r’(y)).
Sea X espacio topológico, Y espacio métrico y sea E’: X x IlI~ —* Y apli-
cación multivaluada. Se dice que E’ es una aplicación multivaluada localmente
fina si es semicontinua superiormente y para todo e > O y para todo z E X existe
U” entorno de x y existe r~ E IR+ tal que diam(F(x’, r)) <e para todo a? E U”
y todo r =r2. Obsérvese que si X es compacto las aplicaciones multivaluadas
localmente finas coinciden con las aplicaciones multivaluadas finas.
Se dice que E’, G : X x R1. —* Y aplicaciones multivaluadas son puntual-
mente asintóticas si para todo e > O y para todo z E X existe r~ E 111+ tal que
d((F(x,r),O(x,r)) <e para todo r > r~.
Dados E, E espacios métricos compactos y dada p : E —* E aplicación
suprayectiva, podemos definir el conjunto
12 = {(a,w) E M({O},E) x M(I,B) 1 wI{o>xn+ es asintótica apa>,
donde M({O}, E) y M(I, E) son los conjuntos de aplicaciones multivaluadas
finas de un punto en E y de 1 en E, respectivamente. Consideramos en (Ha
topología inducida por la topología producto de M({O}, E) x M(I, E).
Se tiene entonces el siguiente resultado.
Proposición 3.1.16 Sean E y E espacios métricos compactos y p : E —* E
suprayectiva. Entonces son equivalentes:
:) Para todo espacio topológico X y para cualesquiera E’ : X x 111+ —* E y
H : X x 1 x IR+ —* E aplicaciones multivaluadas localmente finas tales que pF
y H0 son puntualmente asintóticas, existe H’ X x 1 x 111+ —* E aplicación
multivaluada localmente fina tal que H¿ y F son puntualmente asintóticas, y
también lo son pH’ y H.
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si) Existe una aplicación (univaluada) continua A 12 —. M(I, E) tal que
y a son asintóticas, y pA(a,w) y ¿o son puntualmente asintóticas,
para todo (a,w) E 12.
Bern. Vamos a ver primero que i) implica II). Sea X = 12 y consideremos
la aplicación E’ 12 >‘ 111+ —* E dada por E’((a,w),r) = c4r) y la aplicación
H :12 xl x llI~ —~ E dada por H((a,w),t,r) = w(t,r). Entonces E’ y H son
aplicaciones multivaluadas localmente finas. Además, se verifica que
pE’ y
son puntualmente asintóticas. Entonces existe H’ 12 x 1 x I1{~ —~ E apli-
cación multivaluada localmente fina tal que E’ y H’¡ox{o}xn4 son puntualmente
asintóticas y también lo son pH’ y H. Definimos A 12 — M(I, E) (univa-
luada) como A(a,w)(t,r) = H’((a,w),t,r). Está bien definida pues para todo
(a,w) E 12, se tiene que A(a,w) 1 x IR.,. —. E es aplicación multivaluada
fina (por ser H’ localmente fina). Además, A es continua. En efecto, dados
(ao,wo) y e > 0, existe U(úo.a~) entorno de (ao,wo) y existe le0 E £4 tal que
diam(H’((a,w),t,r)) <e para todo (a,w) E U(oo.ú>o), todo t E 1 y todo r =le0,
y podemos suponer que, fijado A > diam(E), le0 verifica además que
£ 12k
Por otra parte, para todo t0 E 1 y todo r0 E [O,le0] existe U<úo.ú>o> c(to,ro)
entorno de (ao,wo), y existe O < 6(¿o,ro) < ~ tal que para todo (a,w) E Uft~7> y
todo (t,r) E 1 x IR.1. con d((to,ro),(t,r)) < se tiene
A(a,w)(t,r) = H’((a,w),t,r)
cEj(H’((ao,wo),to,ro)) = E1(A(ao,wo)(to,ro)).
Par la compacidad del x [O,le0]existen (tí,rí),.. . ,(t,.,r,,) tales que
1 >< [O,le0] C EBcsi ri>(tí~Tí) U - . . U Es(LT>(t,,, r,,),
y tales que para todo le < le0 y todo (t, r) E 1 x [0,le] existe (t1, r¿) E 1 x [O,le]
n r~tal que (t,r) E Sea V(úa(>~) -. <~,.,.,.> , y vanios a
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ver que A(a,w) E B6(A(ao,wo)), para todo (a,w) E V(ao,ú< Definimos {ek},
verificando > ~ft<e, como
si 1< le =le0
si le0 < le.
Si (t,r) E 1 x [O,le]con le = le0, existe (t1,r1) E 1 >c [O,le]verificando que
d((t,r),(t1,r~)) < &(t¿,r~> < ¶ talque
Y si (t, r) E 1 x [O,le] con le > le0, entonces
>4a,w)(t,r) c EÁ(A(ao,wo)(t,r)).
Por otra parte, si (t, r) E 1 x [O,le0] existe (t’, r’) E 1 x IR.,. tal que
A(a,w)(t,r) c Et(A(ao,wo)(t’,r’)),
con d((t,r),(t’,r’)) < ~ y por tanto
diam(A(a, w)(t, r)) < diam(A(ao, w0)(t’, r’)) + e.
Y si r > le0, se tiene
diam(A(a,w)(t,r)) = diarn(H((a,w),t,r)) <e.
Por tanto, A es continua y, finalmente, verifica que dado (a, w) E 12 se tiene
d(A(a, w)(0, r), 0(r)) = d(H’((a, w), O, r), F((a, ¿o), r)),
para todo r E ]R+. Luego A(a,w)I{o}xn+ y a son asintóticas. Por otra parte,
d(p(A(a, w)(t, r)), w(t, r)) = d(p(.B”((a, ¿o), t, r)), H((a, ¿o), t, r)),
para todo t E 1 y todo r E IR~. Luego pA(a, ¿o) y ¿o son puntualmente asintóticas.
Vamos a probar que u) implica i). Supongamos que existe A : 12 —* M(I, E)
en las condiciones del enunciado.
Sea X espacio topológico y sean E’ : X x —* E y H : X x 1 x IR..,. —* E
aplicaciones multivaluadas localmente finas tales que pE’ y H0 son puntualmente
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asintóticas. Consideramos O : X —~ M({O},E) dada por O(x)(O,r) = E’(z,r)
y O’ : X —‘ M(I,E) dada por O’(x)(t,r) = H(x,t,r), bien definidas por ser E’
y H localmente finas, y continuas (se prueba igual que antes para A). Entonces
O”: X —* 12 dada por O”(x) = (0(x), O’(x)) es una aplicación continua, bien
definida pues para todo x E X se tiene que pO(x) y G’I{o»<a~. son asintóticas,
por ser pE’ y H0 puntualmente asintóticas y verificarse que
O’(x)(O,r) = H(x,O,r) ypE’(x,r) =pG(x)(O,r),
para todo (x,r) E X x IR.,.. Consideramos la composición
que es univaluada y continua, y a partir de ella definimos
H’:XxIxIR~—E
tal que H’(x, t, r) = AG”(x)(t, r). Vamos a ver que 11’ es multivaluada semicon-
tinua superiormente.
Sea (zo, t0, ro) y seaq > O. Por la semicontinuidad superior de AG”(xo) existe
0< t~ <?7 talque si d((t,r),(to,ro)) < ~ entonces
AO”(zo)(t, r) c .8; (AO”(xo)(to,ro)).
Sea k0 > ro + ~. Por la continuidad de AG”, existe UXO entorno de x0 en X
tal que si x E U”
0 entonces >.O”(x) C E~ir(AO”(Xo))~ Por tanto para todo
(t, r) E 1 x [0,le
0] existe (t’, r’) E 1 x [0,le0] con d((t, r), (t’, r’)) < !~I~ tal que
Aa”(x)(t, r) c Ea(AG”(xo)(t’, r’)).
2
En particular si d((t, r), (to, ro)) < se tiene d((to, ro), (t’, r’)) < q~ y por tanto
AO”(xo)(t’, r’) c Bi(AO”(xo)(to, ro)).
Luego H’(x,t,r) = AO”(x)(t,r) c E,,(AO”(xo)(to,ro)) = B~(H’(xo,to,ro)) para
todo (x,t,r) EX x 1>< IR.,. talque x E U”~ y d((tr),(to,ro)) < nl.
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Luego H’ es semicontinua superiormente, y es localmente fina pues dado
e > O y dado (zo,to) E Xx 1 existe U0 entorno de x0 tal que si x E U”0
entonces
AG”(x) C
y por otra parte existe r
0 tal que diam(AO”(xo)(t, r)) < ~para todo t E 1 y todo
r =r0. Por tanto para todo z E U”’>, todo t E 1 y todo r =r0 + £ se tiene
2
diaan(H’(x,t,r)) = diam((AG”(x))(t,r)) < e.
Finalmente, dado x E X, se tiene que
d(H’(x, 0, r), E’(x, r)) = d(A(O(x), O’(x))(0, r), O(z)(O, r))
pal-a todo (x, r) E X x IR.,., y por tanto H’Ixx{o>xn. es puntualmente asintótica
a E’. Analogamente
d(pH’(x, t, r), H(x, t, r)) = d(p(A(GT(x), G’(x))(t, r)), G’(z)(t, r))
para todo (x,t,r) EX x 1 x IR.,., y por tanto pH’ es puntualmente asintótica a
H. Esto completa la demostración del teorema.
3.2 APLICACIONES CON LA PROPIEDAD
DE ELEVACIÓN CERCANA DE CAMI-
NOS MULTIVALUADOS CERCANOS
Comencemos recordando esta bien conocida definición.
Definición 3.2.1 Sean E y E espacios métricos compactos y sea p: E —*E
una aplicación continua. Se dice que p tiene la propiedad de elevación única de
cammos si dadas ¿o’, ¿o” 1 —~ E aplicaciones continuas tales que w’(O) = w”(O)
y p¿o’ = pciJ~’ entonces ¿o’ = ¿o”
Definición t2.2 Sea E espacio métrico y sea 6 > O. Un camino 6-fino en E
es toda aplicación ¿o : 1 —* E multivaluada 6-fina semicontinua superiormente.
Llamamos n-camino 6-fino en E a toda aplicación ¿o : 1” —* E multivaluada
6-fina semicontinua superiormente.
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Definición 3.2.3 Sean E y E espacios métricos compactos y sea p: E —.B
una aplicación continua. Decimos que p tiene la propiedad de elevación cercana
de caminos multivaluados cercanos si para todo e > O existe ¿ > O tal que dados
¿o’, ¿o” 1 —* E caminos 6-finos tales que
d(¿o’(O),¿o”(O)) <6 y d(pw’(t),pw”(t)) < 6
para todo t E 1, entonces d(w’(t),¿o”(t)) <e para todo t E 1.
Proposición 3.2.4 Sea p : E — E una aplicación continua, entre espacios
métricos compactos, con la propiedad de elevación cercana de caminos multiva-
luados cercanos. Entonces p tiene la propiedad de elevación iinica de caminos.
Teorema 3.2.5 Sean E y E espacios métricos compactos y sea p : E —. E
continua con la propiedad de elevación cercana de caminos multivaluados cer-
canos. Entonces para todo e > O existe 6 > O tal que dado X espacio métrico
compacto conexo y dadas E”, E”’ X —* E aplicaciones multivaluadas 6-finas
semicontinuas superiormente tales que d(E”(xo), E”’(xo)) < 6 para un punto
cualquiera x0 E X y tales que d(pE”(x),pE”’(x)) < 6 para todo x E X, se tiene
que d(E”(x),E”’(x)) <e para todo x EX.
13cm. Supongamos que p tiene la propiedad de elevación cercana de caminos
multivaluados cercanos. Sea e > 0 y sea 6 > O tal que dados ¿o’, ¿o” : 1 —e E
caminos 6-finos tales que d(w’(O),¿o”(0)) < 6 y d(p¿o’(t),p¿o”(t)) < 6 para todo
t E 1, se tiene d(¿o’(t),a>”(t)) < e para todo t E 1.
Sea X espacio métrico compacto conexo y sean E”, E”’ : X —* E aplicaciones
multivaluadas 6-finas semícontinuas superiormente tales que existe x0 E X con
d(E”(zo),E”’(zo)) <6, y tales que d(pE”(x),pE”’(x)) <6 para todo x E X. Sea
x E X y vamos a ver que d(E”(z),E”’(x)) <e.
Como E” y E”’ son aplicaciones multivaluadas 6-finas semicontinuas supe-
riormente, existe i~ > O tal que diam(P(K)) <6 y diam(E”’(K)) <6 para todo
subconjunto compacto K de X can diam(K) <ir>.
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Como X es conexo existe ¿o : 1 —~ X camino u-fino tal que ¿o(o) = z0 y
w(1) = x. Entonces E”ú’, E”’¿o :1 —* E son caminos 6-finos tales que
d(F’¿o(0),E”’¿o(O)) = d(F’(xo),E”’(xo)) <6
y d(pF’¿o(t), pF”¿o(t)) <6 para todo t E 1. Entonces se tiene que
d(F’¿o(t),E”’w(t)) <e
para todo t E 1. En particular d(F’(x),E”’(x)) = d(F’¿o(1),F”¿o(1)) < e.
Para las fibraciones de Hurewicz es conocido (ver [107], 11.2.5) el siguiente
resultado.
Teorema 3.2.6 lIna fibración p : E —~ .B tiene la propiedad de elevación
tinica de caminos si y solo si ninguna fibra tiene caminos no constantes.
En el siguiente resultado se prueba que la propiedad de elevación cercana de
caminos multivaluados cercanos queda caracterizada por la condición mas fuerte
de que las fibras sean totalmente desconectadas, en el caso de las fibraciones
‘shape’.
Teorema 3.2.7 Sean E y E espacios métricos compactos y sea p E —* E
suprayectiva con la propiedad PEHM respecto de 1. Entonces p tiene la propiedad
de elevación cercana de caminos multivaluados cercanos si y solo si p’(x) es
totalmente desconectado, para todo x E E.
Bern. Supongamos que p tiene la propiedad de elevación cercana de caminos
multivaluados cercanos y que existe x E X tal que p’(z) no es totalmente
desconectado. Entonces existe A a p’(x) tal que A es conexo y tiene más
de dos puntos. Sean a?,y’ E A, x’ ~ ti. Entonces dado e = d(x’,y’), por la
propiedad de elevación cercana de caminos multivaluados cercanos, existe 6 > 0
tal que dados ¿o’,¿o” 1 —* E caminos 6-finos tales que d(¿o’(O),¿o”(0)) < 6 y
d(p.a’(t),pw”(t)) < 6 para todo t E 1, se tiene d(w’(t),¿o”(t)) <e para todo t E 1.
Pero como A es conexo, existe ¿o’: 1 —~ A a p’(x) camino 6-fino tal que
¿o’(O) = x’,¿o’(1) = y’, y podemos considerar, por otra parte, ¿o” i — p’(x)
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dado por ¿o”(t) = a? para todo t E 1. Entonces ¿o’ y ¿o” son caminos 6-finos tales
que ¿o’(O) = ¿o”(0) y p¿o’ = p¿o”, y por tanto d(w’(t),w”(t)) <e para todo t E 1.
En particular,
= d(y’,x’) <e.
Esta contradicción prueba la primera implicación.
Vamos a probar la otra implicación, ésto es, vamos a ver que si p’(x) es
totalmente desconectado para todo x E .8, entonces p tiene la propiedad de
elevación cercana de caminos multivaluados cercanos.
Sea e > O. Vamos a ver que existe O < ~ <e tal que para todo A CE con
diam(A) < ,~ existen {U1, ... , U,,> subconjuntos abiertos de E disjuntos dos a
dos con diámetro menor que e tal que
f’(A)CUiU...UU,,
con d(U1,U5) > q para todo i ~J.
Para todo z E E, como p’(z) es compacto y totalmente desconectado,
existen {Ufl.. . , U} conjuntos abiertos y cenados en p1(x), disjuntos dos a
dos y con diámetro menor que ¶, talesque
Existe O <e
2 < ~ tal que d(Ufl Uf) > 3e2 para todo i ~ j - Entonces
= B.2(Ufl u... u B~.(U:j,
unión de bolas abiertas en E con d(E~.(Ufl,B~.(Uf» > e,, para todo i ~ ~j.
Ahora, existe O <q,, <e,, tal que
En caso contrario, existiría (y,.) C E que, por la compacidad de E, podemos
tomar convergente a un cierto y E E, tal que para todo vi E £4 se tiene que
y,, E p’(Et(z)) pero y,, « B~(p1(x)). Pero por la primera condición se tiene
que (p(y,,)) converge a x y por la segunda se tiene que p(y) # x y ésto contradice
la continuidad de p. Luego existe O < ~,,<e
2 tal que
123
y, por la compacidad de E, existe 0 < v~ < e tal que para todo A c E con
diam(A) <,~ existe x E E tal que
p ‘(A) c p’(E,,2(x)) c E~,(p’(z)) = E~,(U~’) u - -. u E~,(U;3)
con d(B,.(Ufl,B..(Ufl) > q para todo i ~ j. Luego para todo A CE con
diam(A) < v¡ existen {U1, ... , U,,> subconjuntos abiertos de E disjuntos dos a
dos con diámetro menor que e tal que
c U, U ...U U,,
con d(U1, U5)> q para todo i ~J.
Sea O < 77’ c ~ tal que diam(p(K)) < ~ para todo K compacto de E con
dian4K) <77’. Sea O < 6’ < ‘~‘ asociado a q’ por la propiedad PEHM respecto
de 1, y sea O < 6 < L tal que diam(p(K)) < para todo Kcompacto de E3
con diam(K) < 6. Vamos a ver que 6 está asociado a e por la propiedad de
elevación cercana de caminos multivaluados cercanos.
Sean ¿o’,w” : 1 —* E caminos 6-finos tales que dQo’(O),¿o”(O)) < 6 y
d(pco’(t)qxo”(t)) <6 para todo t E 1. Fijamos a E 1 y consideramos las aplica-
ciones E’ 1 x {O} U {0, 1> x 1—’ E dada por
¿o”(2st—s) sihct<1,r=O
E’(t~r)=j sit=0
¿o’(s)
¿o”(s) si t = 1
y H : 1 x 1 —* E definida como
H(t,r) = { pco’(2rs+st—s--2rst) si 0< _
sil <t < í.
Entonces F y H son aplicaciones multivaluadas ¿‘-finas semicontinuas supenor-
mente tales que
d(pE’(t, r), H(t, r)) < 6’
para todo (t,r) E 1>< {O} U {0, 11 x 1. Entonces, como existe un homeomorfismo
de 1 >< 1 en si mismo que manda 1 x {0} U {O,1} x 1 en 1 x {O}, podemos
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aplicar PEHM y tenemos que existe H’: 1 >c 1 —~ E aplicación multivaluada
q’-fina semicontinun superiormente tal que d(H’(t, r), F(t, r)) < 77’ para todo
(t, r) E 1 x {O} U {O, 1> x 1 y d(pH’(t, r), H(t, r)) < ir~’ para todo (t, r) E 1 x 1.
En particular,
77d(pH’(t, 1), H(t, 1)) = d(pH’(t, 1),pw’(s)) < r,i’ <
para todo t E 1, y como H’ es 77’-fina, entonces pH’ es ¡finaypor tanto
H’(t, 1) E r’(B;(p¿o’(s))) para todo t E 1. Por otra parte ¿o” es 6-fina, luego
diam(p¿o”(s)) < ~ <q’ < ~ y, como d(pw’(s),pw”(.s)) <6 <ir>’ < ~,entonces
¿o’(s),¿o”(s) E
Luego podemos definir cD : 1 —* p’(Ei(w(s))) tal que
H’(O, 1) U ¿o’(s)
H’(t, 1)
H’(1, 1) U ¿o”(s)
si t = O
si O <t < 1
sit=1.
Es fácil ver que & es aplicación multivaluada 77-fina semicontinua superiormente.
Por otra parte, como diaan(E~(p¿o’(s))) < 77 se tiene que existen {U1,... , U,,}
subconjuntos abiertos de E disjuntos dos a dos con diámetro menor que e tal
que
p’(Bri(p¿o’(s))) c U1 U... U U,,
con d(U1,U5) > 77 para todo i # j. Y como & es 77-fina, existirá U1 tal que
&(I) c LI1. En particular, w’(.s),w”(s) c U1 y d(co’(s),¿o”(.s)) < e.
La condición sobre la suprayectividad de p se puede suprimir
como muestra el siguiente corolario.
Corolario 3.2.8 Sean E yE espacios métricos compactos y sea
continua con la propiedad PEHM respecto de 1. Entonces p tiene
de elevación cercana de caminos multivaluados cercanos si y solo
no vacía es totalmente desconectada.
del teorema,
p: E —*.8
la propiedad
si toda fibra
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Dem. Basta observar que si p : E —* E tiene la propiedad PEHM respecto
de 1, entonces p: E —+ p(E) también la tiene. Además, p: E —~ E tiene la
propiedad de elevación cercana de caminos multivaluados cercanos si y solo si
p: E -~ p(E) tiene la propiedad de elevación cercana de caminos multivaluados
cercanos y, par el teorema anterior, esta última propiedad equivale a que p’(x)
sea totalmente desconectado para todo x E p(E).
Observación 3.2.9 La propiedad PEHM solamente se ha utilizado en la se-
gunda parte de la demostración del teorema. Luego para toda aplicación con-
tinua p: E —* E con la propiedad de elevación cercana de caminos multivalua-
dos cercanos se tiene que toda fibra no vacía es totaimente desconectada.
Ejemplo 3.2.10 Sea E un solenoide diádico y seaB la circunferencia unidad.
La proyección de E sobre .8 del ejemplo 3.1.9 es una multifibración cuyas fibras
son conjuntos de Cantor y por tanto totalmente desconectados. Por tanto p es
una multifibración con la propiedad de elevación cercana de caminos multiva-
luados cercanos.
Teorema 3.2.11 Sean E y E espacios métricos compactos y sea p : E —~ E
una fibración ‘shape’ con la propiedad de elevación cercana de caminos multiva-
litados cercanos. Entonces p es una fibración (de Huremiez) con la propiedad de
elevación iinica de cam:nos.
13cm. Vamos a ver que p tiene la propiedad de elevación de homotopía respecto
de cualquier espacio métrico. Sea X espacio métrico y sean 1 : X —* E y
H X x 1 —* E aplicaciones continuas tales que pf = H0. Vamos a ver que
existe H’ : X >c 1 -~ E continua tal que = f y pH’ = H.
Sea {e,,} sucesión decreciente verificando que e,. < ~y y que 2e,, está aso-
ciado a por la propiedad de elevación cercana de caminos cercanos, para
todo vi E £4.
Por la propiedad PEI-IM, para cada vi E £4 existe H~ X x 1 —* E aplicación
multivaluada e,,-fina semicontinua superiormente tal que
d(H~(x,0),f(x)) <e,, y d(pH,’,(x,t),HQc,t)) <e,,
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para todo (x,t) E X x 1. Entonces para todo x E X y todo vi E £4 se cumple
que
d(pH¿x,t),pH,~~i(x,t)) <e,, + ¿,,~q =2e,,
para todo t E 1. Y por la propiedad de elevación cercana de caminos cercanos
se cumple que
para todo vi E £4, para todo x E X y todo t E 1. Luego, como H.+1 es e,,+i-flna
se tiene que
y por tanto
para todo vi E ]N, todo x EX y todo tEL Entonces, para cada (z,t) EX x 1,
se tiene que {r4 H,~¿x, t)} es una sucesión decreciente de conjuntos compactos
con diámetro tendiendo a cero. Luego existe un único elemento
00
~(z,t) E fl r!a«H,’.(z,t).
n=I
Definimos H’ X x 1 —. E tal que H’(x,t) = e(2,í> para todo (z,t) E X x 1.
Vamos a ver que H’ es continua. Sea (xo,to) E Xx 1 y sea e >0. Sean E £4
tal que ~ < ~ y e,, < ~. Entonces, como H’(x,t) E E~H4(x,t) C B~H~(x,t)
y diam(H~(x,t)) <e,, < ~,se tiene que H4(x,t) c EtH’(z,t) y por tanto
para todo (x,t) e X x 1. SeaS > O tal que H~(x,t) c BtHJxo,to) para todo
(x,t) EX x 1 con d(x,xa) <6 y d(t,to) <6. Entonces
H’(z,t) E B~H~(x,t) C E1E~H~(xo,to) c ELB3.H’(xo,to) c .B<H’(zo,to)
para todo (z,t) EX x 1 con d(x,xo) < 6 y d(t,to) < 6. Luego H’ es continua.
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Además, como para todo a’ E X se tiene d(H~(x,O),f(x)) < e,,, entonces
H,’Jx,O) c E26,}f(a’)) y por tanto
H’(x, O) E fl?1. H,’¿x,O) c E2~+.a«(f(x))
para todo n E £4. Luego H’(x,O) = f(x) para todo a’ EX.
Finalmente, para todo (a’, t) E X x Iy todo y> O, por la continuidad de H’,
existenE£4tal que e,, <~y
Por otra parte, como H’(z,t) E ~1,~.H~(z,t)se tiene H4(x,t) c B~,..~j,.,H’(x,t).
Por tanto,
H(z,t) E B~,.(pH,(z,t)) c E~,.(pE~ +.k(H’(z,t))) c E.,(pH’(x,t)).
Luego pH’(z,t) = H(z,t) para todo (x,t) E X x 1.
Como consecuencia del teorema anterior y del teorema 11.5.10 de [107], se
tiene el siguiente corolario.
Corolario 3.2.12 Sean E y E espacios métricos compactos y sea p: E —* E
una fibración ‘shape’ con la propiedad de elevación cercana de caminos multiva-
litados cercanos. Supongamos que E y E son localmente conexos por caminos y
que .8 es semilocalmente 1-conexo (ésto es, todo punto b E E tiene un entorno N
tal que ir(N, b) —* r(B, b) es trivial). Entonces p es una proyección recubridora.
El recíproco del teorema anterior no es cierto como muestran los siguientes
ejemplos.
Ejemplo 3.2.13 Sea K el pseudoarco [7]y E un espacio métrico compacto
cualquiera. Sea pi : E x K —~ E la proyección sobre la primera componente.
Entonces pi es una multifibración (también es una fibración de Hurewicz) cuyas
fibras son homeomorfas a K, que es un continuo tal que cada componente conexa
por caminos es un punto. Por tanto pi es una multifibración que es fibración con
la propiedad de elevación única de caminos, pero sin la propiedad de elevación
cercana de caminos multivaluados cercanos.
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Ejemplo 3.2.14 ([78], Ejemplo 4) Sea K el pseudoarco, sea E = K y K y sea
p E —~ K. Entonces, como las componentes conexas por caminos de K son
los puntos, toda homotopía de un espacio topológico cualquiera en K es fija.
Luego p es una fibración de Hurewicz y, como sus fibras son discretas, tiene la
propiedad de elevación única de carninas. Sin embargo, p no es fibración ‘shape’
(ver [78], Ejemplo 4), ni tiene la propiedad de elevación cercana de caminos
multivaluados cercanos.
Ejemplo 3.2.15 Sea K el pseudoarco, sea E = K x {O, 1> y sea E = K y K
(considerado como el cociente de E al identificar (a’0, O) y (a’0, 1) para un cierto
punto a’0 E K). Sea p E --.* K la proyección. Entonces p es una fibración
de Hurewicz con la propiedad de elevación cercana de caminos multivaluados
cercanos pero no es fibración ‘shape’.
Definición 3.2.16 Sean E y E espacios métricos compactos y sea p: E —* E
una aplicación continua. Decimos que p tiene lapropiedad de elevación asintótica
de caminos multivaluados finos asintóticos si dadas ¿o’, ¿o” : 1 xIR+—*E
aplicaciones multivaluadas finas tales que W’¡<oj}Xn~ y w”¡{~}~~ son asintóticas,
y también lo son pca’ y pca” se tiene que también han de ser asintóticas ¿o’ y ¿o”.
Observación 3.2.17 Sea p: E —* E una aplicación continua, entre espacios
métricos compactos, con la propiedad de elevación asintótica de carninas muftí-
valuados finos asintóticas. Entonces p tiene la propiedad de elevación única de
caminos.
Teorema 3.2.18 Sean E y E espacios métricos compactos y sea p : E —* E
una aplicación continua con la propiedad de elevación asintótica dc cam:nos muí-
tivaluados finos asintóticos. Entonces dadas ¿o’,¿o”: 1’ x ]R4. —* E aplicaciones
multivaluadas finas tales que w’l{(o 0)}xf{+ y ¿o”I{(o 0)}xE+ son asintóticas, y
también lo son pca’ y pai’ se tiene que también han de ser asintóticas ¿o’ y ¿o”.
Dem. Sean ¿o’, ¿o” : 1” x IR+ —~ E aplicaciones multivaluadas finas tales que
~>}~n+y w”I{<o 0)}x1L+ son asintóticas, y también lo son pca’ y ¡xo”. Sea
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a : 1 —* 1” aplicación continua suprayectiva tal que a(O) = (0,.. . , O) y consi-
deremos &‘, 05” : 1 xIR~—4Edadaspor
&‘(t,r) = ¿o’(a(t),r), &“(t,r) = ¿o”(a(t),r).
Entonces 05’ y 05” son aplicaciones multivaluadas finas tales que
d(05’(0, r), 05”(O, r)) = d(ú/((O,... ,O),r),w”((0,... , O), r))
para todo r E ]R~ y por tanto 05’I{o}xa. y 05”I<o>xa,. son asintóticas, y también
lo son p&’ y PC?’ pues
d(p05’(t, r), pC”’(t, r)) = d(pw’(a(t), r), p¿o”(a(t),r))
para todo r E ]R+. Entonces por la propiedad de elevación asintótica de caminos
multivaluados finos asintóticos se tiene que 05’ y 05” son asintóticas, y por ser a
suprayectiva se tiene que ¿o’ y ¿o” son asintóticas.
De forma análoga al teorema anterior se prueba, teniendo en cuenta que todo
continuo de Peano es imagen continua de [0,1], el siguiente teorema.
Teorema 3.2.19 Sean E y E espacios métricos compactos y sea p : E —+ E
una aplicación continua con la propiedad de elevación asintótica de cam:nos
multivaluados finos asintóticos. Sean E”, E”’: X x IR.,. —* E aplicaciones md-
tivaluadas finas definidas en un continuo de Peano X, tales que E”I{z’>}xn+ y
E”’I{x’>}xn+ son asintóticas para un punto cualquiera a’
0 E X y tales que también
lo son pE” y pE”’. Entonces E” y E”’ son asintóticas.
El siguiente teorema relaciona la propiedad de elevación cercana de caminos
multivaluados cercanos y la propiedad de elevación asintótica de caminos muí-
tivaluados finos asintóticos.
Teorema 3.2.20 Sea p : E —~ E una aplicación continua, entre espacios
métricos compactos, con la propiedad de elevación cercana de caminos multí-
valuados cercanos. Entonces p verifica la propiedad de elevación asintótica de
cam:nos multivaluados finos asintóticos.
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Dem. Sean ¿o’, ¿o” 1 x IR.,. —. E aplicaciones multivaluadas finas tales que
¿o’I{o}xn4 y ca”I{o>xn+ son asintóticas, y también lo son pca’ y go”. Vamos a ver
que ¿o’ y ¿o” son asintóticas.
Sea e > O y sea 6 > O asociado a e por la propiedad de elevación cercana
de caminos multivaluados cercanos. Entonces existe r0 E ]R.1. tal que ¿o’In«,~> y
¿oIIX{r> son 6-finas y
d(¿o’(O, r),¿o”(0, r)) < 6, d(pw’(t, r),pco”(t, r)) < 6,
para todo t E 1 y todo r > r0. Entonces
d(¿o’(t, r), ¿o”(t, r)) < e
para todo t E 1 y todo r > r0. Por tanto, ¿o’ y ¿o” son asintóticas.
De forma análoga al teorema anterior se prueba, a partir del teorema 3.2.5,
el siguiente teorema.
Teorema 3.2.21 Sea p : E —* B una aplicación continua, entre espacios
métricos compactos, con la propiedad de elevación cercana de caminos multiva-
litados cercanos. Sean E”, E”’ X >c ]R+ —* E aplicaciones multivaluadas finas
definidas en un espacio métrico compacto y conexo X, tales que E”¡{2’»~~4 y
son asintóticas para un punto cualquiera a’0 E X y tales que también
lo son pE” y pF”. Entonces E” y E”’ son asintóticas.
Observación 3.2.22 Hay resultados análogos para ‘multinets’ (en el sentido
de [102]).
3.3 RELACIONES CON LOS GRUPOS DE
HOMOTOPÍA
Definición 3.3.1 Sea E espacio métrico, sea vi E £4 y sean ¿o’,¿o”: fl —o- E
n-caminos 6-finos. Decimos que ¿o’ y ¿o” son e-homótopos (rel.{8I~; q}), si existe
H 1” x 1 —o- E aplicación muitivaluada e-fina semicontinua superiormente tal
que H0 = ¿o’, 111 = ¿o” y diam(H({t} x 1)) <n para todo t E ¿91~.
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Observación 3.3.2 Si ¿o’ y ¿o” son e-homótopos (rel.{{O, 1};q>) y ¿o” y ¿o”’ son
¿-homótopos (reL{{O, 1>; ,~>), entonces se tiene que ¿o’ y ¿o”’ son e-homótopos
(rel.{{O, 1>; 2i9).
Observación 3.3.3 Sea E espacio métrico y sean ¿o’,¿o” 1” —o- E n-caminos
e-finos tales que w’Iejn = ¿o”I~¡~ y ¿o’ y¿o” son e-homótopos (rel.{0I~; e>). En-
tonces ¿o’ y ¿o” son e-homótopos (rel.0I’9.
Dem. Sean w’,¿o” : 1”’ — E n-caaninos e-finos tales que ¿o’Ia¡” = W”¡ain y sea
H 1” x 1 —o- E una e-homotopia (rel.{OP’;e}) entre ¿o’ y ¿o”.
Sea r 1” —~ P aplicación continua tal que
y tal que en el resto de los puntos r es la proyección radial hacia OP desde
el punto (~4.. - , ~) (en particular, r1n = idem). Entonces r es homótopa
(rel.0I~) a la identidad en
Sean 05’ =¿o’r:I~—o-Ey05”=¿o”r:I~——o-En-caminose-flnos. Es
inmediato, por ser ¿o’ y ¿o” e-finos que ¿o’ y 05’ san e-homótopos (reL0I~), y que
¿o” y 05” son e-homótopos (reL0I~).
Y por otra parte, H’ I~ x 1 —o- E dada por
f w’(r(t)) = ¿o”(r(t)) si t E 1” — K
H’(t,s) = H({r(t)} x 1) si t eOK
‘1 H(r(t),s) si t E int(K) (interior de K)
es una e-homotopia (rel.0I~) de 05’ a 05”. Luego ¿o’ y ¿o” son e-homótopos
(reí.0I~).
Teorema 3.3.4 SeanE y E espacios métricos compactos y sea p: E —o- E con
la propiedad PEHM respecto de I~ y con la propiedad de elevación cercana de
caminos multivaluados cercanos. Entonces para todo e > O existe 6 > O tal que
dados ¿o’,¿o” : 1” —o- E n-camínos 6-finos con d(¿o’(0,. - .,O),¿o”(O,.. . ,O)) < 6
y tales que go’ y go” son 6-homótopos (rel.{8I~;6}), se tiene que ¿o’ y ¿o” son
e-homótopos (rel.{01”; e>).
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13cm. Sea e > O. Sea O < t~ < ~ asociado a ~ por la propiedad de elevación
cercana de caminos multivaluados cercanos. Sea 0 <6 < ~‘ asociado a ~ por la5 5
propiedad PEHM respecto de I~.
Sean ¿o’, ¿o” : —o- E n-caniinos 6-finos con d(¿o’(O),¿o”(0)) <6 tales que go’
y go” son 6-homótopos (rel.{8I~; 6>). Existe H: 1” x 1 —o- E 6-homotopía tal
que H0 = go’, H1 = go” y diam(H({t} x 1)) < 6 para todo t E 812. Entonces
si consideramos E’: 1” x {0} U 81» x 1 —o- E tal que
E’(t, a) = ¿o’(t)
para todo (t, .s) E 1” x {O} U 81” x 1, se tiene que E’ y H son aplicaciones multi-
valuadas 6-finas semicontinuas superiormente tales que d(pE’(t, a), H(t, .s)) < 6
para todo (t, a) E 1” x {O} U 8I~ x 1. Entonces, como existe un homeomor-
fismo de 1» x 1 en si mismo que manda 1» >< {O} U 81» x 1 en 1» x {O}, pode-
mas aplicar PEHM y tenemos que existe H’: 1» x 1 —o- E ‘
t-homotopía tal
que d(H’(t,s),w’(t)) < ~ para todo (t,s) 6 1» x {O} U orn x 1 (y por tanto
diam(H’({t} x 1)) < ir> para todo t E 81»), y tal que d(pH’(t,s),H(t,a)) < ~5
para todo (t, a) E 1» x 1. Entonces ¿o’ es 77-homótopa (rel.{81»; i~}) a H~ y H¿
es 27-homótopa (rel.{8I”;q}) a H. Por otra parte, como
+diam(¿o’(O,...,O))
< 2+6+6<77
5
y
77d(pH(t),go”(t)) = d(pH’(t, 1), H(t, 1)) < < q,
para todo t E 1”, se tiene que d(H’(t,1),¿o”(t)) < ~ para todo t E 1”, y como
diam(H’(t, 1)) < < fg y diam(¿o”(t)) < 6 < fg para todo t E 1”, entonces
H y ¿o” son ~-homótopas(rel.{OI»; ~}).Por tanto ¿o’ y ¿o” son e-homótopas
(rel.{0I”; e>).
Corolario 3.3.5 Sean E y E espacios métricos compactos y sea p : E —o- E
con la propiedad PEHM respecto de 1» y con la propiedad de elevación cercana
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de caminos multivaluados cercanos. Entonces para todo e > O existe 6 > O tal
que dados w’,¿o” : 1» —o- E 6-finas tales que w’Iai~ = ¿o”¡a¡n y go’ y go” son
6-homótopos (rel.{81»; 6>), se tiene que ¿o’ y ¿o” son e-homótopos (rel.81»).
13cm. Sea e > O y sea 6 > O verificando las condiciones del teorema antenor.
Sean ¿o’,w”: 1» —o- E n-caminos 6-finos tales que ¿o’¡ajn ¿o”Iar’ y go’ y go”
son 6-homótopos (rel.{81»; 6>). Entonces ¿o’ y ¿o” son e-homótopos (rel.{8I»; e>)
y por tanto, por la observación 3.3.3, son e-homótopos (rel.OP’11.
Definición 3.3.6 Sea E espacio métrico y sean ¿o’,¿o” : 1” x IR.,. —o- E aplica-
ciones multivaluadas finas. Decimos que ¿o’ y ¿o” son asintoticamente homótopas
respecto a 81» si existe H : 1» >c 1 >c IR.,. —o- E aplicación multivaluada fina tal
que H¡¡nx{o>xn.,. = ¿o’, H¡jn,~{~>,<p~ = ¿o”, y para todo e > O existe r0 E IR..4. tal
que dian4ff({t} x 1 x {r})) <e, para todo t E 81” y todo r =ro.
Observación 3.3.7 a) Sea E espacio métrico y sean ¿o’, ¿o”: 1» xIR.4. —o- E apli-
caciones multivaluadas finas. Entonces ¿o’ y ¿o” son asintoticaxnente homótopas
respecto a 81» si y solo si son asintóticas a dos aplicaciones multivaluadas finas
homótopas (rel.8I” >c ¡[1+).
b) Sea E espacio métrico y sean ¿o’, ¿o” 1» x IR.. —o- E aplicaciones multivalua-
das finas tales que ¿o’Iarn,<n4. = ¿o”¡aI~xn4 y tales que ¿o’ y ¿o” son asintoticainente
homótopas respecto a 81». Entonces ¿o’ y ¿o” son homótopas (rel.8I” x
Teorema 3.3.8 Sean E yE espacios métricos compactos y seap: E ——o- E con
la propiedad PEHMF respecto de 1» y con la propiedad de elevación asintótica
de caminos multivaluados finos asintóticos. Sean ¿o’,¿o” : 1» x IR+ —o- E
aplicaciones multivaluadas finas tales que ¿o’I{(o 0))XB+ y ¿o”I{<o 0)}xB4 son
asintóticas y tales que pca’ y pca” son asintoticamente homótopas respecto a orn.
Entonces ¿o’ y ¿o’~ son asintoticamente homótopas respecto a 81».
Dem. Sean ¿o’, ¿o” : 1» x 111+ —o- E aplicaciones multivaluadas finas tales que
¿o’I«o o)}xR4. y ¿o”I{(a~..,,o))xB+ son asintóticas y sea H : .1» x 1 x IR.,. —o- E
aplicación multivaluada fina tal que HI¡nxxo}xn+ = go’, HI¡nx{í>xn.. = pca”, y
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u
tal que para todo e > O existe r0 E IR.,. tal que diamn(H({t} x 1 x {r})) < e,
para todo t E 01» y todo r > r0.
Sea E’: 1” x {0} x 11I~ U OP x 1 x IR,. —o- E dada por E’(t,s, r) = ¿o’(t, r)
para todo (t,s) E 1» >< {O} U 81» x 1 y para todo r E IR,.. Por la propiedad
PEHMF existe H’ : 1” x 1 x IR~. —o- E aplicación multivaluada fina tal que
H’Imnx{oíxn.o-uamnx¡xn.4. es asintótica a E’, y tal que pH’ y H son asintóticas.
Entonces ¿o’ es asintoticamente homótopa respecto a 81» a H : 1» x IR.,. —o- E
dada por H(t, r) = H’(t, 1, r).
Por otra parte Hfl{«, o)>xfl es asintótica a ¿o’I{(o o)}xn+ y ésta lo es a
¿o”I{<o 0>lxIR+, y pH~ es asintótica a HI¡nx{í}xn+ = go”. Luego H~ y ¿o” son
asintóticas. Por tanto, ¿o’ y ¿o” son asintoticamente homótopas respecto a 81».
Corolario 3.3.9 Sean E y E espacios métricos compactos y p : E —o- E con la
propiedad PEHMF respecto de 1» y con la propiedad de elevación asintótica de
caminos multivaluados finos asintóticos. Entonces para todo par de aplicaciones
multivaluadas finas ¿o’,¿o” 1” x IR.,. —o- E tales que w’Ie¡”xn+ = w”k¡n~¡u~., y
tales que pca’ y go” son asintoticamente homótopas respecto a 01», se tiene que
¿o’ y ¿o” son homótopas (rel. 81» x 111+).
Observación 3.3.10 Hay resultados análogos para ‘multinets’.
Dado X espacio métrico compacto, dado a’ E X, para todo n E £4 pode-
mas considerar el grupo ‘shape’ fuerte fl~(X, a’) y el grupo ‘shape’ lI,,(X, a’),
introducidos en el capítulo 2.
Además, si f : X —o- Y es una aplicación continua entre espacios métricos
compactos, para todo a’ E X, f induce homomorfismos
fhh : ir,,(X,a’) —o- ,r»(Y,f(a’)), ft : r,,(X,a’) —o- lI~(Y,f(a’)),
fha> : ir»(X,x) —o- fl»(Y,f(z)), f’ : fljX,z) —o- 11(Y,f(x)),
rg(X, a’) —o- ll,.(Y, f(~)), f7’> : fl»(X, a’) —o- fl,,(Y, f(a’)).
Se tienen los siguientes resultados.
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Proposición 3.3.11 Sea p (E, eo) —o- (B,b0) una aplicación continua entre
espacios métricos compactos, con la propiedad PERME respecto de 1” y con
la propiedad de elevación asintótica de caminos multivaluados finos asintóticos.
Entonces el homomorfismo
fl~(E, eo) —o- fl(E, b0),
es un monomorfismo.
Proposición 3.3.12 Sea p (E, 60) —o- (B,b0) una aplicación continua entre
espacios métricos compactos, con la propiedad PEHM respecto de 1” y con la
propiedad de elevación cercana de caminos multivaluados cercanos. Entonces
los homomorfismos
11(E, eo) —o- fl~(E, b0), <» fl»(E, e0) —o- fl»(B, 14
son monomorfismos.
Proposición 3.3.13 Sea p : (E, e0) — (E, b0) una aplicación continua en-
tre espacios métricos compactos. Sea f : (X, a’0) —o- (B,b0) una aplicación
continua definida en un espacio métrico compacto X y supongamos que existe
f’: (X, a’0) —o- (E, eo) continua tal que pl’ = f. Entonces
f;(Ig(X, xc)) c p’(fl,(E, eo)), f.”a>(fl»(X, a’o)) c p’a>(fl»(E, 60)).
Corolario 3.3.14 Sea p : (E, ea) —o- (E, b0) una aplicación continua entre
espacios métricos compactos, con la propiedad PEHMF respecto de 1” y con
la propiedad de elevación asintótica de caminos multivaluados finos asintóticos.
Supongamos que existe s : (E, b0) —o- (E, ea) continua tal que ps = Id (ésto es,
existe e sección de p). Entonces el homomorfismo
11¿E, eo) —o- fl(E, be),
es un isomorfismo.
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Corolario 3.3.15 Sea p (E, eo) —o- (E, b0) una aplicación continua entre
espacios métricos compactos, con la propiedad PEHM respecto de 1» y con la
propiedad de elevación cercana de caminos multivaluados cercanos. Supongamos
que existe s : (.8,60) —o- (E, eo) continua tal que ps = íd (ésto es, existe s
sección de p). Entonces los homomorfismos
it : ¡~(E, en) —~ fl~(B, b0), p~’ : fl,4E, eo) -~ ll»(B, bo),
son isomorfismos.
3.4 ELEVACION DE APLICACIONES MUL-
TIVALUADAS FINAS
Dados X e Y espacios métricos compactos y E’ : (X,zc) x IR4 —o- (Y,yo)
aplicación multivaluada fina, E’ induce homomorfismos
ll»(X, a’o) —o- ll»(Y,yo), F~ : W(X,a’o) —o- ll~(Y, yo),
11(X, a’o) ——o- fl,,(Y,yo),
dados por E’.¶t~~t~([¿o]a>) = [a]a>,E’.á([¿o]) = [a] y F.fl’([¿o]) = [a],±,,donde
a(t, r) = E’(¿o(t, a(r)), r)
con a aplicación dilatadora asociada al par (¿o, E’). También E’ induce
E’.hS ir,,(X,a’o) —o- fl~(Y,yo),E’.hw : ir,,(X,a’o) —o- ll»(Y, yo),
dados por E’t~([w]) = [a]y E’.hÚ>([¿o]) = [o],1,y donde a(t,r) = E’(¿o(t),r).
Se tiene el siguiente resultado
Proposición 3.4.1 Sea p : (E, eo) —o- (E, bo) una aplicación continua entre
espacios métricos compactos. Sea E’ : (X, a’o) x IR.,. —o- (E, b0) una aplicación
multivaluada fina definida en un espacio métrico compacto X y supongamos que
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existe E” : (X, a’o) x IR~ —o- (E, 60) aplicación multivaluada fina tal que pF’ y
E’ son asintóticas. Entonces
El resultado anterior admite el siguiente resultado recíproco.
Teorema 3.4.2 Seap: (E, Co) ——o- (E, 60) una aplicación continua suprayectiva
entre espacios métricos compactos, con la propiedad PEHM respecto de 1 x 1 y
con la propiedad de elevación cercana de caminos multivaluados cercanos. Sea
X un continuo de Peano y sea E’ : (X, a’0) x IR+ —o- (.B,b0) una aplicación
multivaluada fina tal que
Fw(ri(X, a’o)) c p”’»(fl(E, ea)).
Entonces existe E” : (X, a’0) x ]R+ —o- (E, ea) aplicación multivaluada fina tal
que pE” y E’ son asintóticas.
13cm. Sea {e»} sucesión nula. Vimos en la demostración del teorema 3.2.7 que
existe {lr>,,} sucesión nula tal que O < q,, < e,, y tal que para todo A c E con
diaxn(A) <~» se tiene que p
1(A) = U
1 U . -. U U,., donde diarn(U1) <e» para
Por otra parte, existe {it»} sucesión nula con O < it» < 77» tal que dados
r’, r” 1 — E caminos p»-finos con d(r’(O), r”(O)) c p,, y tales que pr’ y
pr” son p,.-homótopas (rel.{{O, 1>; j¿»}), se tiene que r’ y r” son q,,-homótopas
(rel.{{O, 11; r~»}).
Sea {4~,.} sucesión nula con O <‘fi» < ~ tal que diam(p(K)) < %‘ para todo5
K c E con diam(K) <ifl».
Por la observación 3.1.13, se tiene que existe {6,,} sucesión nula con 6» < 4’,,
tal que dadas O: IR~ —o- E y H : 1 x IR~ —o- E aplicaciones multivaluadas
finas tales que
diam(O(r)) < 6,,, diam(H(t,r)) < 6,,, d(pG(r),H(O,r)) <6»,
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para todo t E 1 y para todo r > le_ para cierta sucesión creciente no acotada
{Ic,.} c £4, entonces existe H’ : 1 x IR.,. —o- E tal que
diam(H’(t,r)) .c 4’,,, d(H’(O,r),O(r)) < 4’,., d(pH’(t,r),H(t,r)) < 4’,.,
para todo t E 1 y todo y> le,,.
Sea E’ : X x III~ —o- .8 una aplicación multivaluada fina definida en un
continuo de Peano X. Sea {k,.} sucesión creciente no acotada tal que
diam(E’(a’,r)) <6,.
para todo (a’,r) E X >c [le»,cxj.
Sea a’ E X. Por ser X conexo por caminos existe ¿o : 1 —o- X aplicación
continua tal que ¿o(O) = za y w(1) = a’. Sea a : Ix IR~ —o- E aplicación multiva-
luada fina dada por a(t, r) = F(¿o(t), r), que verifica que a(O, r) = F(z0, r) = 60
y a(1,r) = E’(z,r) para todo r e IR~, y que diam(a(t,r)) < 6,, para todo
(t,r) E 1 x [le»,~).
Como a(O, r) = E’(a’o, r) = b0 = p(e0) para todo r E IR.,., existe unaaplicación
multivaluada fina r 1 x IR.,. —o- E tal que
diam(r(t,r)) <4’,,, d(r(O,r),eo) <4’,,, d(pr(t,r),a(t,r)) <4’»,
para todo t E 1 y todo r > le,,. En particular d(pr(1,r),F(a’,r)) <4’,, para todo
r ~ le».
Sea ¿o’ : 1 —o- X otra aplicación continua tal que ¿o’(O) = a’o y ¿o’(í) = a’.
Sea a’ : 1 x IR.,. —o- E dada por a’(t,r) = E’(¿o’(t),r). Sea Y : 1 x ]R.,. —o- E
aplicación multivaluada fina tal que
diam(r’(t,r)) <4’,,, d(r’(O,r),ea) <4’,,, d(pr’(t,r),a’(t,r)) <4’»,
para todo t E 1 y todo y> le,,. Vamos a ver que entonces
diam(r(1,r)Ur’(1,r)) <11,,
para todo r =le,,.
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Consideramos la aplicación ¿o’ : 1 —o- X dada por ¿o’(t) = ¿o’(1 — t).
Entonces ¿o *¿o’ : 1 —o- X dada por
¿o*¿o’(t)—I ¿o(2t) siO<t<
1 2—2t) si
define un elemento [¿o* ~‘jh E iri(X, a’0) y par tanto
* ¿o’ih) = [o* a’i.~, E E’.twlrdX, za) c PWWfli(E, en) c l1~(B, 60),
si t = O
si O < t < 1
si t = 1,
si t = O
si O <t < 1
si t = 1,
donde a * a’ : 1 x IR.,. —o- X viene dada por
‘12—2tr) si4=t<1.
Entonces existe [n]~ E 111(E, ea) tal que a * a’ y pn son debilmente homótopas
(rel.{O, 1} x IR+). Además, escogiendo adecuadamente el representante de [¡c]~
podemos conseguir que diamQc(t,r)) < 4’,, y que a * «‘I1x{r} y wcl¡x{r> sean
g,,-homótopas (rel.{O, 1>) para todo r =le».
Sea ?: 1 x ]R~ -~ E dada por
J r(0, r) U {eo}
f(t,r) = r(t,r)
r(1,r) U r’(1,r)
sea ?‘: 1 x 11I~ —o- E dada porJ r’(0,r) U {eo}
?‘(t,r)= r’(t,r)1 r(1,r) U r’(1,r)
IR..,. —o- E dada porJ ic(0,r)Ur(0,r)=r(0,r)U{eo} sit=O
&(t, r) = ,c(t, r) si 0< t <11 ,c(1,r) U r’(O,r) = r’(O,r) U {eo} si t =1,
multivaluadas semicontinuas superiormente. Entonces p? y p?’ son
multivaluadas finas tales que pi y a son asintóticas y también lo
Entonces a * u’ y p7 * p?’, dada por
pr(O,r)U {be}
pr(2t,r)
p,-(1,r)Upr’(1,r) _
pr’(2 — 2t, y)
pr’(O,r) U {60}
y sea Fc: 1 X
aplicaciones
aplicaciones
son pf’ y a’.
p?*p?’}t,r) = { si t = Osi O <t < 41~ — 2
•1
si < t < 1,
sit=1
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son asintóticas. Además, como
it» it”
diam(a(t,r)) <6,, < LS, diam(a’(t,r)) < 6» <5 5’
5
para todo t E 1 y todo r > le_ entonces a * a’Imx{,j y p? * PT’iIx{r} son
~,,-homótopas (rel.{{0, 1>; 2un}) para todo r = le,.. Por otra parte, es fácil
ver que a * a y pRlix{r> son p,,-homótopas (rel.{{O, 1>; 2~fl.}) para todo
y > le Luego p~*pf’j Ix{r> y PRI¡x{r> son p,,-homótopas (rel.{{O, 1>; p»}) para
todo r > le,,. Por tanto, por la observación 3.3.3, se tiene que p? * P#’tx{r} y
P~IIx{r} son p»-homótopas (rel.{0, 1>) para todo r > le». Por tanto, P?I¡x{4 y
(pR * Pf’)Iix{r}, dada por
p¿c(O, r) U pr(O, r) = pr(O, r) U {b
0}
pni(2t,r)
pic(l, r) U pr’(O, r) = pr’(O, r) U {b0}
pr’(2t — 1, r)
pr(1,r) Upr’(1,r)
son ~»-homótopas (rel.{O, 1>).
Sean ahora ~: 1 x ]R~ —o- E dada por
t(t, r) = r(O,r)U {e0}
r(t, r) _
si t = O
si O < t < 1,
si t= O
si O < t < 2
~ — 12
•1
si — < t < 12
si t = 1,
~,.7:I~ ~ x IR4. —o- E dada por
= { ;~~‘2 U {eo} si t = O
si 0< t < 1.
Entonces, para todo r > le_ fI¡x{r> y Fc * ~‘I¡x{r>dada por
1 ¡c(O,r)Ur(O,r)=r(O,r)U{eo} sit=O
#c(2tr) = ‘(O) ~ {> siO<t<41 ¡c(1,r) Ur’(O,r) si t =
1. r’(2t—1,r) si4<t<1
son p»-flnas con #O,r) = R(0,r) tales que p~Imx{7> y (pR * p~’)¡¡~{T>, son 1-1,,-
homótopas (rel.{{O, 1>; it~})• Por tanto fl¡x{r} y Fc * f’Imx{r> son 77,.-homotopas
(rel.{{O, 1>; q,,}). En particular, diam(r(1,r)Ur’(1,r)) <77» para todo r > le».
pR *pY(t,r) = {
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Sea ahora (a’,r) E X >c (le,.,k,,+1]. Se tiene diam(B~a(E’(a’,r))) < itn y por
tanto
_ U... U
~<s,r)
donde diam(KIXr>) < e,. para todo i E {1,. . . ,vi(x,r)}, y d(Ktr),KY.r)) > 77
para todo i ~ j. Supongamos que también se cumple que ningún KIX.r> se
puede descomponer como unión de dos subcompactos que disten mas de 77»
(ésta siempre es pasible por la compacidad de E). Es fácil ver que existe una
única descomposición de p’(EL±,1.(E’(a’,r))) can estas propiedades. Par otra
parte, como
r(1, r) U r’(l, r) c p1(Bae.,,.(E’(a’, r))),K~x~r) tal que r(1, r) C
se tiene que existe J(r,r) para todas las aplicaciones r
obtenidas según la construcción anterior.
Definimos E” : X x (le
1, oc) —o- E dada por
F’(a’,r) =
Entonces E” verifica que diain(F’(a’,r)) < e,, para todo (a’,r) e X x (le,,,oo).
Vamos a ver que es semicontinua superiormente.
Sea (a’,-0) E X x (k»’>,k,,’>+i] y sea V entorno de F’(a’,ra) en E. Existe U
entorno abierto de p
1(B2~n. (E’(a’,ro))) en E tal que U = U
1 U ... U
5
donde diam(U~) < e,,’> para todo i E {1, . . . , fl(r,r’»}, d(U1, U5) > 77,,’> para todo
# j, y tal que US(,r) c V. Existe a > O tal que diam(E0(F(a’,ro))) < 6,.’> y
tal que
En caso contrario, existiría (yk) c E que, par la compacidad de E, podemos
tomar convergente a un cierto y E E, tal que para todo le E £4 se tiene que
Yk E p’(B~~~~1(E’(a’, re))) pero Yk « U. Pero por la primera condición se tiene
que, como (p(y&)) converge a p(y), ha de ser y E p’ (.B~,.ZE’a’,ro ) y por la
5
segunda se tiene que y « U y ésto es una contradicción.
SeaO <fi < r0—le,’> tal que para todaa”EXytodar’ E IR.,. con d(a’, a”) <fi
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y d(ra,r’) < fi se tiene que F(a”,r’) c B~(E’(x,ra)). Entonces
E”(a”, r’) c p’(E~±~.(F(a”,r’))) c g1(B2~,.. + (E’(x, ir
0))) c U,
5 5
y, por la construcción dc E”, existe U5, tal que E”(a”, r’) c U5’. Sea W en-
torno conexo por caminos de a’ contenido en B4(a’) (verificando por tanto que
diam(E’(W x E~(ra))) < 6,.’>). Sea a” E W y sea r’ E IR.,. con d(ro,r’) < fi, y
vainas a ver que E”(a”,r’) C C V.
Sea ¿o : 1 —o- X aplicación continua tal que ¿o(o) = a’0 y ¿o(l) = a’. Sea
a: IxlR~ —o- E dadapora(t,r)=E’(¿o(t),r). Sear IxIR.,. —o- Eaplicación
multivaluada fina tal que
diam(r(t,r)) < 4’», d(r(O,r),ea) < 4’,., d(pr(t,r),a(t,r)) < 4’,,.
para todo t E 1 y todo r> le,., para todo vi E £4.
Dado a” E W, existe ¿o’ : 1 —o- W c E~(a’) aplicación continua tal que
¿o’(O) = a’ y ¿o’(i) = a”. Sea a’: 1 x IR+ —o- E dada por
a’(t, r) = E’(w(2t),r) si 0< t
Entonces UIIx{r’» y a’~j~’» son 6,,’>-homótopas por una homotopía so tal que
#{O, 1) x 1) c E’(W x {ra}),
y por otra parte ~‘I¡x{r’>)y O’IIx{r’} son 6,,,-homótopas por una homotopía ~o’tal
que
so’({O, 11 x 1) c F(W x .Bp(ra)).
Entonces, como diam(F(W x .Bp(ra))) < 6,,’>, se tiene que aI¡x{r’>} y ~‘IIx{r’} son
~-homótopas (rel.{{O, 1>; t0
Sea r’ : 1 x lEI~ —o- E aplicación multivaluada fina tal que
diam(r’(t, r)) < 4’,., d(r’(O, r), eo) < 4’,., d(pr’(t, r), a’(t, r)) < 4’,,
para todo t E 1 y todo r> le», para todo vi E £4.
Entonces TI¡x{r’>j y r’$c{,a} son caminos ¡~»‘>-finos tales que
d(r(O,ro),r’(O,r’)) < tu»’>
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y tales que prl¡x{7’» y pr’~j,<{~’> son p,.’>-homótopas (rel.{{O, 1>; ji,,0 }). Entonces
TIIx{r’» y T’I>rx{r’} son ~,,‘>-homótopas(rel.{{O, 1>; ‘1v’>>).
En particular, diam(r(1,ro) U r’(1,r’)) < ir>,,’>. Y como i-(1,ro) c US(,r’>) y
9(1, r’) C U, ha de ser 9(1, r’) C Uj(r’>)~ y por tanto E”(a”, r’) C US(sr’>) C V.
Luego E” es semicontinua superiormente.
Por otra parte, como para a’0 podemos considerar ¿o~ 1 —o- X tal que
¿o0(t) = a’0 para todo t E 1, y podemos tomar r0 1 x ]R4 —o- E dada por
ro(t,r) = e0, entonces e0 E E”(a’o,r) para todo r E (le1,oo).
Finalmente E” : Xx (le1, oc) —o- E se extiende a una aplicación multivaluada
fina E” Xx IR.,. —o- E talque e0 E E”(a’o,r) para todo r E IR4. Además, como
p(F’(a’,r)) c E~(F(a’,r)), para todo (a’,r) E X x (k,.,oc), se tiene que pF’ y
E’ son asintóticas.
Vamos a construir E”” X x IR4. —o- E aplicación multivaluada fina tal que
pE”” y F son asintóticas y tal que E””(a’o,r) = e0 para todo r E lR~. Sean {~»}
y {-y,,} sucesiones nulas tales que
x [vi,n+ 1]) C .t~(eo)
para todo vi E £4 U {O}. Definimos E”’: X x IlI~ —o- E tal que
E”(a’, r) si (a’, r) « UfleNu{o>B,,.(a’o) x [vi, vi + 1]
F”(a’,r) = B#’>(eo) si (a’,r) E B~(a’0) x [0,1]1 E~,.(co) si (a’,r) E B~,.(a’o) x (n,n+ 1]
aplicación multivaluada fina (por ser U,,Eyqu{oJB,~(a’o) x [vi, vi + 1] cerrado en
X x IR.,.) tal que E” c E”’ y por tanto pr’ y E’ son asintóticas y e0 E F”(a’o, r)
para todo r E IR+.
Sea E”” : (X, a’0) x ]R+ —o- (E, eo) dada por
si (a’,r) « U,,ENU{O}B.~,}a’O) x [n,n + 1)
E””(a’,r) = { F”(z~r) si (a’,r) E E~,.(a’o) x [n,n+ 1)
Entonces E”” es multivaluada fina (par ser U,,ENuxo>E.Y,.(a’o) x [vi, vi + 1) abierto
en X x IR.,.) y verifica que E”” c E”’, y por tanto pE”” y E’ son asintóticas. Esto
completa la demostración del teorema.
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Oorolaiio 3.4.3 Sea p : (E, eo) —o- (B,b0) una aplicación continua entre es-
pacios métricos compactos, con la propiedad .PEHM respecto de 1 >c 1 y con la
propiedad de elevación cercana de caminos multivaluados cercanos. Sea X un
continuo de Peano y sea E’ : (X, a’o) x IR+ —o- (E, bo) una aplicación multiva-
litada fina tal que
Entonces existe E” (X, a’0) >c IR+ —o- (E, e0) aplicación multivaluada fina tal
que pE” y E’ son asintóticas.
Bern. Basta observar que si F.~s(,ri(X, a’o)) c p:(flftE, e0)), entonces también
se tiene que E’:a>(ri(X,a’o)) Cpra>(fli(E, e0)).
Observación 3.4.4 El corolario anterior sigue siendo cierto si se reemplaza la
condición
por la condición
o por
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Capítulo 4
TEORÍA DE LA FORMA Y
SISTEMAS DINÁMICOS
La categoría de la forma se utiliza para el estudio de las propiedades globales de
los espacios métricos compactos, siendo especialmente satisfactoria en el caso de
espacios con estructura local complicada. Este es el caso, en frecuentes ocasiones,
de los atractores de sistemas (semi)dinámicos, que pueden tener una estructura
local muy complicada. Por ejemplo la adherencia de la curva
1{(x,sen(—)) la <~ <1>,
a’
que aparece frecuentemente en teoría de la forma, es atractor de un sistema
dinámico en el plano [52].
En 1991, B.M.Garay [42]da una caracterización topológica de los compactos
K atractores globales asintoticamente estables de sistemas (semi)dinámicos de-
finidos en espacios de Banach infinito-dimensionales. En concreto, prueba que,
en estas condiciones, K tiene forma trivial.
En 1993, J.M.WSanjurjo [103]prueba que todo atractor compacto asintotica-
mente estable de un sistema dinámico definido en un ANR localmente compacto
es un FANR. Independientemente, B.Gñnther y iSegal [48], demuestran que
un compacto finito-dimensional es atractor asintoticamente estable de un ms-
tema dinámico definido en una variedad topológica si y sólo si tiene la forma
de un poliedro finito. Parte de sus resultados fueron publicados anteriormente
(en ruso) por S.A.Bogatyi y V.I.Gutsu en [9]para flujos generados por campos
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vectoriales O en variedades diferenciables finito-dimensionales.
Para más resultados sobre sistemas dinámicos, utilizando la teoría de la
forma pueden consultarse los trabajos de H.M.Hastings [51], [52], J.W.Robbin
y D.Salamon [94], J.T.Rogers, Jr. [95], J.MR.Sanjurjo [104] y C.Tezer [109].
En este capítulo establecemos nuevas conexiones entre ambas teorías.
En la primera sección de este capítulo recordamos la descripción de la teoría
de la forma usando aplicaciones aproximativas y en la segunda enunciamos di-
ferentes conceptos de sistemas (semi)diná¡nicos.
En la tercera sección estudiamos propiedades referentes a la forma de com-
pactos positivamente invariantes y de compactos estables de sistemas dinámicos
con atractores compactos asintoticamente estables. Probamos que si un sistema
dinámico tiene un atractor global asintoticamente estable entonces todo continuo
positivamente invariante conteniendo al atractor tiene forma trivial. Si además
el atractor es unidimensional, entonces todo continuo positivamente invariante
tiene forma trivial. También demostramos que en estas condiciones, el flujo en
un continuo estable es atraido por un subcontinuo invariante que tiene la misma
forma (obsérvese que todo continuo estable es positivamente invariante, péro
no tiene porque ser invariante). El estudio de los sistemas (semi)dinámicos con
atractores globales asintoticamente estables es uno de los principales temas de
investigación en la teoría topológica de sistemas dinámicos [49].
En la cuarta sección consideramos el espacio A(X, Y) de las aplicaciones
aproximativas de X a Y con una métrica inspirada en la topología del espa-
cio M(X, Y) de la sección 2.3. En este caso, obtenemos un espacio métrico
(obsérvese que M(X, Y) no es ni siquiera Hausdorff). Además, las principales
propiedades de M(X, Y) siguen siendo ciertas para A(X, Y). Por ejemplo, dos
aplicaciones aproximativas son homótopas si y solo si estén en la misma com-
ponente conexa por caminos de A(X, Y), y son debilmente homótopas si y solo
sí estén en la misma componente conexa de A(X, Y).
Definimos un sistema semidin¿niico de Bebutov [2], [3] (ver [106], 1V20) en
A(X, Y) y estudiamos sus conjuntos positivamente invariantes. Demostramos
que el primer límite prolongacional positivo de una aplicación aproximativa f
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coincide con el conjunto de aplicaciones continuas de X x IR+ a Y debilmente
homótopas a f, y deducimos varios corolarios relativos a los diferentes conjuntos
límites de una aplicación aproximativa. Probamos que una aplicación aproxima-
tiva es Lagrange estable si y solo si es uniformemente continua y como corolario
obtenemos que si una aplicación aproximativa f es uniformemente continua,
entonces su clase de homotopí a débil tiene un representante generado por una
aplicación continua de X a Y. También vemos que el conjunto de elementos
‘non wandering’ del sistema semidinámico coincide con el conjunto de aplica-
ciones continuas de X x IR.,. a Y. Finalmente damos caracterizaciones de las
trayectorias positivas atractores orbitales y de las Lyapunov estables, de los con-
juntos cerrados estables, y demostramos varios resultados relativos a las regiones
de atracción de diferentes conjuntos.
Para información general sobre teoría de sistemas dinámicos y semidinámicos
recomendamos los libros [5], [6], [45], [88], [105], [106]y [111] de N.P.Bhatia y
O.Hájek, N.P.Bhatia y G.P.Szego, W.H.Gottschalk y G.A.Hedlund, V.V.Nemyt-
skii y V.V.Stepanov, P.Saperstone, K.S.Sibirsky y 4J.de Vries respectivamente.
Para información sobre atractores en espacios Hausdorff arbitrarios (no nece-
sariamente localmente compactos), se puede consultar [4].
4.1 DESCRIPCIÓN DE LA CATEGORÍA DE
LA FORMA DE BORSUK CON APLICA-
CIONES APROXIMATIVAS
Sean X e Y espacios métricos compactos tales que Y está contenido en el cubo
de Hilbert Q. Una aplicación aproximativa de X a Y es una aplicación continua
f X x IR,. —o- Q tal que para cada entorno V de Y en Q existe to E ]R+ tal
que f(X x [to,oo)) C V.
Dos aplicaciones aproximativas f, g Xx II1~ —o- Q de X a Y son homótopas
si existe h : X x [0,11 x ]R~ —o- Q aplicación aproximativa de X x [0,1] a Y tal
que
h(a’,0,t) = f(~,t),h(a’,1,t) = g(a’,t)
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para todo (a’,t) EX x llI~.
Se dice que f y g son debilinente homótopas si para todo entorno V de Y
existe to E IR.,. tal que flxxu’>,oo) y gIxx~’>,oo) son homótopas en y (ésto es, existe
una aplicación continua /t X x [0,11 x l4~ oc) —o- V tal que
h(a’,O,t) = f(a’,t),h(a’,1,t) = g(a’,t)
para todo (a’,t) E X x [to,oo).
Denotamos por [f] a la clase de homotopía de ¡ y por [f]a>a la clase de
homotopía débil de f. Obsérvese que [f]a>D [f].
Sean X, Y y Z espacios métricos compactos tales que Y y Z están contenidos
en el cubo de Hilbert Q. 5eanf:XxIR~—o-Qyg:YXR,.o-Q
aplicaciones aproximativas de X a Y y de Y a Z respectivamente. Entonces
existe 9’: ~ x IR+ —o- Q aplicación fundamental de X a Y extensión de g. Sea
h : Xx it,. —o- Q dada por h(x,t) = g’(f(a’,t),t). Entonces hes una aplicación
aproximativa de X a Z cuya clase de homotopía solo depende de las clases de
homotopía de f y g, y cuya clase de homotopía débil solo depende de las clases
de homotopía débil de f y g, y no de la extensión g’ escogida. Entonces podemos
definir las composiciones [g][f]= [h] y [g]dfla>= [h]a>.
Teorema 4.1.1 Si consideramos la clase de los espacios métricos compactos y
las clases de homotopia de aplicaciones aproa’imativas entre ellos con la com-
posición de clases de homotopt’a definida anteriomente se obtiene una categoría
isomorfa a la categoría SSh.
Teorema 4.1.2 Si consideramos la clase de los espacios métricos compactos y
las clases de homotopía débil de aplicaciones aproximativas entre ellos con la
composición de clases de homotopía débil definida anteriomente se obtiene una
categoría isomorfa a la categoría Sh.
Observación 4.1.3 Si en vez de considerar Y c Q se considera Y contenido
en un espacio métrico M E ANR y entornos de Y en M se obtienen categorías
isomorfas a las anteriores.
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4.2 SISTEMAS DINÁMICOS Y SEMIDINÁ-
MICOS
Sea M un espacio métrico. Un sistema dinámico (semidinámico) sobre M es una
terna (M, IR, Ir) ((M,IR+or)) donde ir : M x IR ——o- M (ir Mx IR.,. —o- M) es
una aplicación continua tal que
a) ir(a’, O) = a’ para todo a’ E M,
b) ir(ir(a’,t),s) = ir(a’,t+s) paratodo a’ EM y cualesquierat,s E IR(t,.s E I11~).
Dado a’ E M definimos 1r~ : IR —o- M (ir : IR~ —o- M) dada por ir,,(t) = ir(a’,t).
Dado a’ E M, se define la senaitrayectoria positiva de a’ como
= {ir(a’,t) It E 111+1,
se define el embudo en a’ como el conjunto
y (a’) = {y E M ¡ a’ E ~(~)}
y el recorrido de a’ como -¡(a’) y~(a’) U -f}a’).
Dado a’ E M se tienen las siguientes posibilidades:
1. Existe to tal que ,r(a’,t) = ir(a’,to) para todo t > t0 y se dice que <(a’)
lleva a un estado estable (a partir de to). Se dice que y+(z) es estable o
crítica si ir(a’,t) = ir(a’,O) para todo t.
2. Existe to y existe r> O tal que ir(a’,t + r) = ir(a’,t) para todo t > to y se
dice que <(a’) lleva a un ciclo de periodo r (a partir de to). Se dice que
y~(a’) es periódica de periodo r si ir(a’,t + r) = ir(a’,t) para todo t.
3. Para todo t ~ t’ se tiene que ir(x,t) # ir(a’,t’) y se dice que <(a’) es no
singular o no autointersecante.
En un sistema dinámico, si y+(a’) lleva a un estado estable, entonces es estable,
y si <(a’) lleva a un ciclo, entonces es periódica.
Sea L c M. Se dice que L es positivamente invariante si <(a’) c L para
todo a’ E L. Se dice que L es negativamente invariante si y}a’) c L para todo
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a’ E L. Se dice que L es invariante si es positivamente invariante y negativamenteu
invariante.
Dado a’ EM se define
A~(a’)={yEM¡ existet,—o-octalquer(z,t»)---o-y}
U limite positivo de a’. Se tiene que
Se dice que
¡ 1. ira, es positivamente ‘departing’ si A~(a’) = 0.
2. ira, es positivamente asintótico si A~(a’) # 0 y A~(a’) ~ -¡+(a’) = 0.
3. ira, es positivamente Poisson estable si A~(a’) n ~(~)# 0.
4. ira, es positivamente Lagrange estable si ‘y+(a’) es compacto.
U Dado a’ E M, se define
D~(a’) = {v E Mi existen {a’,,} —o-a’ y {t,,} clR~ con ir(a’,,,t,,) —o- ¡4
primera prolongación positiva de a’, y
J~(a’) = {y E M ¡ existen {a’,.} —o- a’ y {t»} —o- oc tales que ir(a’,,,t,,) —o- ¡4
U primer limite prolongacional positivo de a’. Se tiene que
D~(a’) = >~~(~) U J~(a’) = -y~(a’) U J~(a’).
Se dice que a’ es ‘non-wandering’ si a’ E J+(a’).
Sea L c M. Se dice que L es positivamente miimal si es no vacío, cenado
y positivamente invariante y todo L’ c L no vacío cenado y positivamente
invariante coincide con L.
Sean a’,y EM. Se dice que y~(a’) recurre a y si para todo e >0 existe T >0
tal que y E B~(ir({a’} x [t,t+T])) paratodot E IR... Se define
¡ R~(a’) = {y E M ~ recurre a ¡4 C A~(a’).
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Se dice que -((a’) es recurrente si a’ E R+(a’).
Sea a’ E M. Se dice que ira, es positivamente Lyapunov estable si para todo
e > O existe 6 > O tal que d(ir(a’,t),ir(y,t)) < e para todo y E E6(a’) y todo
t E IR+. Se dice que ira, es uniformemente positivamente Lyapunov estable
si para todo e > O existe 6 > O tal que d(ir(x,t + r),,r(y,t)) < e para todo
y E Bs(ir(a’, r)) y cualesquiera t, r E IR.,..
Sean a’, y E M. Se dice que ir1, es orbitalmente atraida por ira, si existe
to E IR~ tal que hm d(ir(a’, t + to), ir(y, t)) = O. Se define
A~(a’) = {y E M ¡ ir1, orbitalmente atraida por ir1,>
región de atracción orbital de ira,. Se dice que ira, es un atractor orbital si ..4+(a’)
es un entorno de y+(a’)
Sea a’ E M. Se dice que ira, es orbitalinente asintoticainente estable si ira, es
un atractor orbital uniformemente positivamente Lyapunov estable.
En lo que queda de sección vamos a definir conceptos relativos a estabili-
dad y atracción para conjuntos cerrados. Utilizaremos el enfoque dado en [6],
donde se definen estas conceptos para conjuntos cenados L en espacios metricos
arbitrarios, en función de entornas del tipo E~(L). En otros textos sobre sis-
temas dinámicos, se dan estas definiciones en base a entornos cualesquiera de L.
Obsérvese que cuando L es compacto, como es nuestro caso en la sección tercera
de este capítulo, ambos enfoques son equivalentes.
Sea (M, IR, ir) ((M,IR~,ir)) un sistema dinámico (semidinámico). Se dice
que un subconjunto cerrado L de M es estable si para todo a’ E L y todo y « L
existen U y y entornas de a’ e y respectivamente tales que ir(U x IR+) fl V = 0
(L es estable si y solo si D~(L) = L). Se dice que L es orbitalmente estable si
para todo a’ E L, para todo e > O existe 6 > O tal que ir(Es(a’) x IR4.) C B6(L).
Se dice que L es uniformemente estable si para todo e > O existe 6 > O tal
que ir(Es(L) x IR.,.) c B~(L). En el caso de M localmente compacto, las tres
nociones de estabilidad coinciden para los conjuntos compactos.
Sea L un subconjunto cenado no vacío de M. Sea a’ E M. Se dice que
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1. a’ es debilmente atraido a L si para todo e > O y para todo i- E ]R~ existe
t> r tal que ir(a’,t) E E~(L).
2. a’ es atraido a L si para todo e > O existe t E IR~ tal que
ir({a’} x [t,oc)) C Be(L).
3. a’ es fuertemente atraido a L si para todo e > O existe 6 > O y existe
t E ]lI~ tal que ir(Es(a’) x [t,oc)) c B6(L).
Se define
1. A,}L) región de atracción débil de L.
2. Á(L) región de atracción de L.
3. .4(L) región de atracción fuerte de L.
Se tiene que
y son conjuntos invariantes.
Se dice que L es un atractor débil, atractor o atractor fuerte si existe 6 > O
tal que E8(L) está contenido en 4(L), A(L) o .4(L), respectivamente.
Se dice que L es asintoticamente estable si y solo si L es un atractor uni-
formemente estable.
Una función ~ : M —o- IR+ es una función de Lyapunov sí:
a) so es continua,
b) so(ir(a’,t)) =so(a’) para todo a’ EM y todo tE 111+.
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4.3 SOBRE LA FORMA DE REGIONES PO-
SITIVAMENTE INVARIANTES DE SIS-
TEMAS DINÁMICOS CON ATRACTO-
RES GLOBALES ASINTOTICAMENTE
ESTABLES
Comenzamos esta sección con un teorema que caracteriza totalmente la forma
de los compactos positivamente invariantes de sistemas dinámicos con atrac-
tares globales asintoticamente estables unidiinensionales. Para información so-
bre atractores unidimensionales se puede consultar [114].
Teorema 4.3.1 Sea (M, IR, ir) un sistema dinámico definido en M E AR (en
particular, un espacio de Eanach o una variedad contractible). Supongamos que
ir tiene un atractor global compacto asintoticamente estable K. Entonces todo
compacto positivamente invariante conteniendo al atractor tiene forma trivial.
Si además K es unidimensional, entonces todo continuo positivamente inva-
riante tiene forma trivial.
La demostración hace uso del siguiente Lema.
Lema 4.3.2 Sea (M, IR, ir) un sistema dinámico definido en M E ANR. Sea L0
un compacto positivamente invariante contenido en un compacto L verificando
que para todo entorno V de L0 en M existe to E IR.,. tal que ir(L x [to,oc)) C V.
Entonces L0 es un retracto ‘shape’fuerte de L.
Si además L es positivamente invariante> entonces L0 es un retracto de de-
formación ‘shape’ fuerte de L.
Dem. En las condiciones del enunciado se tiene que
filiLxR+ :LxIR~—o-M
es una aplicación aproximativa de L a L0. Como L0 es positivamente invariante,
1 kx~0,’>’» es homótopa en L0 a la aplicación aproximativa de L0 en sí mismo
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generada por f¡1>’>,<{o} = 4.,’> (la identidad en L0). Luego [f] es una retracción
‘shape’ fuerte.
Si, además, L es positivamente invariante, entonces fILx[o,co) es homótopa en
L a la aplicación aproximativa generada por fILx <o) = tL• Luego, en este caso,[f] es una retracción de deformación ‘shape’ fuerte.
Demostración del Teorema. Sea K atractor global compacto asintoticamente
estable. Vamos a ver que K tiene forma trivial. Sea h: K —o- (4 una inmersión
en el cubo de Hilbert y sea f : M —o- (4 extensión de h. Sea g : (4 —o- M
una extensión de ¡rí : h(K) ——o- K (que existe por ser M E AR). Por el Lema,
como K es atractor global asintoticamente estable, entonces K es un compacto
positivamente invariante tal que K c g(Q) y para todo entorno V de K en M
existe U entorno de g(Q) en M y existe to E lR~ tal que ir(U x [te, oc)) c V.
Por tanto K es un retracto ‘shape’ fuerte de g(Q) y existe o : g(Q) x IR
4 —o- M
aplicación aproximativa de g(Q) a K tal que [o] es una retracción ‘shape’ fuerte.
Entonces, si definimos r : Qx IR.,. —o- (4 dada por r(q,r) = f(u(g(q),r)), se
tiene que [r] es una retracción ‘shape’ fuerte de (4 a h(K). Por tanto h(K) (y
en consecuencia K) tiene forma trivial.
Sea ahora K’ un compacto positivamente invariante conteniendo a K. Como
K es atractor global asintoticamente estable, entonces K es un compacto positi-
vainente invariante tal que K c K’ y para todo entorno V de K en M existe U
entorno de K’ en M y existe ±oE 111+ tal que ir(U x [to,oo)) c V. Por tanto K
es un retracto de deformación ‘shape’ fuerte de K’ y Sh(K’) = Sh(K). Luego
Sh(K’) es trivial.
Supongamos ahora que dim(K) =1 y que L es un continuo positivamente
invariante, y sea = LriK. Entonces L0 es no vacío pues, como Les compacto
positivamente invariante contenido en A(K), se tiene 0 # A~(L) c L fl K.
Además, L0 es compacto y positivamente invariante y vamos a ver que verifica
que para todo entorno V de L0 existe 4, E 11+ tal que ir(L x [to,oc)) c V.
Entonces se tendrá que L0 es un retracto de deformación ‘shape’ fuerte de L.
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Sea V entorno abierto de L0 y sea W entorno de K tal que W fl L = V fl L
(basta tomar W = M — (L — y)). Entonces dado W, como L c A.(K), existe
to E ]R~ tal que ir(L x [te,oc)) c W. Por otra parte, como L es positivamente
invariante, ir(L x [±~,oc)) c L. Por tanto,
ir(Lx[±o,oc))CWflLVflLCV.
Así, L0 es un retracto de deformación ‘shape’ fuerte de L y Sh(L) = Sh(Lo).
Como la conexión es un invariante ‘shape’, se tiene que L0 es conexo.
Por tanto, L0 es un subcontinuo de K y vamos a ver que, como Sh(K) es
trivial y dim(K) =1, entonces Sh(Lo) es también trivial. Como dimK < 1 y L0
es un subcontinuo de K, toda aplicación h : L0 —o- P de L0 en un poliedro finito
P se puede extender a una aplicación h : K —o- P ([57], TeoremaV.1O.1). Como
Sh(K) es trivial, A es inesencial y por tanto h es homótopa a una constante.
Por tanto Sh(Lo) es trivial y por tanto también lo es Sh(L). Esto completa la
demostración del teorema.
Proposición 4.3.3 Sea (M, IR, ir) un sistema dinámico definido en M E ARR.
Sea K compacto positivamente invariante y supongamos que existe L compacto
con forma trivial, tal que K c L c A.(K). Entonces todo compacto positiva-
mente invariante K’ con K c K’ c A~(K), tiene forma trivial.
Si además K es unidimensional, entonces todo continuo positivamente inva-
riante K’ c 4(K) tiene forma trivial.
Dem. Sea K compacto positivamente rnvanante. Observemos pnmero que si L
un compacto tal que K c L c 4(K), entonces K es un compacto positivamente
invariante tal que K c L y para todo entorno V de K en M existe U entorno de
L en M y existe to E IR.4. tal que ir(U x [t0,oc)) c V. Luego, por el lema 4.3.2,
K es un retracto ‘shape’ de L. Por tanto, si L tiene forma trivial, también K
tiene forma trivial.
El resto de la demostración es igual que la del teorema anterior.
Ejemplo 4.3.4 El teorema no es cierta si reemplazamos los conceptos de la
teoría de la forma por los correspondientes de la teoría de homotopía. Existe un
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sistema dinámico en 1112 [52] que tiene por atractor global el conjunto
K = {(x, y) E 1112 ¡0< a’ <1, y = sen(’)} U {(a’, y) E IR2 a’ = 0, —1 =~ =1},
can todos sus puntos de equilibrio. Entonces K es un atractor compacto unidi-
mensional asintoticainente estable, pero el tipo de homotopía de K no es trivial.
Ejemplo 4.3.5 La segunda conclusión del teorema no se cumple, ni siquiera
para continuos estables, si dimK > 1. Consideramos el sistema dinámico en
1112 cuyas órbitas son espirales aproximandose a la circunferencia unidad para
puntos del exterior del círculo unidad, circunferencias para las puntos del círculo
unidad menos el origen, y con el origen como punto estable. Entonces el círculo
unidad es un atractor global asintoticamente estable de dimensión dos con forma
trivial, pero la circunferencia unidad es un continuo estable que no tiene forma
trivial.
Observación 4.3.6 En cualquier dimensión, si K es además positivamente
minimal, entonces todo compacto positivamente invariante contiene a K y por
tanto tiene forma trivial.
Corolario 4.3.7 Sea (M, IR, ir) un sistema dinámico en un AR localmente com-
pacto M. Supongamos que ir tiene un atractor global compacto unidimensional
asintoticamente estable K y sea L un continuo de M. Entonces
:) Cada componente conexa de A+(L) es un subcontinuo de K positivamente
invariante con forma triviaL’
si) J+(L) es un subcontinuo de K positivamente invariante con forma trivial.
su) y~(L) y D~(L) son continuos positivamente invariantes con forma trivial.
Bern. i) es consecuencia del teorema anterior pues A+(L) es un subcompacto de
K positivamente invariante.
u) es también consecuencia del teorema anterior pues J+(L) es un subcom-
pacto de K positivamente invariante y vamos a ver que es conexo. Supongamos
‘En particular si L = {x}, es conocido que A+(aj, por ser compacto, es también conexo, y
por tanto es un suhcontinuo de 1< positivamente invariante con forma trivial. Por otra parte, es
fácil encontrar, en las condiciones del enunciado, ejemplos de continuos L con A+(L) no conexo.
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que no lo es. Entonces existen L¿ y L~ subconjuntos cerrados de 34(L) no vacíos
tales que J~(L) = 4 U 4 y existen U
1, U2 subconjuntos abiertos y disjuntos de
M con 14 c U~, i = 1,2. Por otra parte, como Les compacto se tiene que para
todo a’ E L es
0 # A~(a’) c P(a’) c J~(L).
Luego L c A~(J~(L)) y por ser L es compacto, existe 4, E IR tal que
ir(L>< [to,oc)) cU1 UU2
y, como L es conexo, habrá de estar contenido en alguno de los das y podemos
suponer que ,r(L x [to,oc)) c U1. Pero 4 es positivamente invariante y, por
tanto, ir(Lg x [to,oo)) c 4 c U2. Esta contradicción prueba que J~(L) es
conexo.
Analogamente, iii) es también consecuencia del teorema anterior pues y+(L)
y D~(L) = >y~(L) U J~(L) son continuos positivamente invariantes.
El siguiente resultado afirma que el flujo en un continuo estable es atraido
por un subcontinuo invariante que tiene la misma forma. Obsérvese que todo
continuo estable es positivamente invariante, pero no tiene porque ser invariante.
Teorema 4.3.8 Sea (M, IR, ir) un sistema dinámico definido en un ANR local-
mente compacto. Sea L un continuo estable y sea L0 = J+(L). Entonces L0 es
un subcontinuo estable de L tal que
i) L0 es invariante.
ss) L c A,(Lo).
su) L0 es un retracto de deformación ‘shape’fuerte de L.
Además, si ir tiene un atractor fuerte global compacto K, entonces L0 c K.
Bern. Sea L un continuo estable y sea = (L). Como L es estable, se tiene
que
_ J~(L) c B~(L) = L.
Además, L0 es invariante pues J+(a’) es invariante para todo a’ E L.
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Por otra parte, como L es compacto y positivamente invariante se tiene que
para todo a’ E L es
0 # A~(x) c J~(a’) c J~(L) = L0.
Luego L c A8(Lo).
Vamos a ver que L0 es compacto. Supongamos que no lo es. Entonces
existe una sucesión (a’,,) c Lo tal que a’ = lima’» E L — L0. Para todo n E IN
tenemos una sucesión (a’~) c M con a’~ ---—o- y» E L y una sucesión («9 c IR con
——o- oc tal que a’,, = lim ir(a’~,t~). Podemos suponer (por la compacidad de
k—.oo
L) que y,, —o- y E L. Entonces podemos seleccionar una sucesión (le,,) c IN tal
que
hm a’~” = y, lim ±~»= oc, lim r(x~t±~~)= a’.
»—oo n ~ 00
Luego a’ E J~(y) c Lo. Esta contradicción prueba la compacidad de L0.
Así, L0 es un subcompacto de L y como
D~(Lo) = y~(Lo) U J~(Lo) c Lo U J~(L) =
entonces es estable.
Para ver que L0 es un retracto de deformación ‘shape’ fuerte de L, basta ver
que para todo entorno V deL0 y todo a’ E L, como L c A¿L0), existe U” entorno
de a’ y existe t., E IR+ tal que ir(U” x [ta,,oc)) c V y por tanto, por la compacidad
de L, existe U entorno de L y existe ±oE IR,. tal que ir(U x [t0,oc)) C V. Luego
es un retracto de deformación ‘shape’ fuerte de L.
Como la conexión es invariante ‘shape’, L0 es conexo. Por tanto L0 es un
subcontinuo estable de L verificando i), u) y iii).
Finalmente si ir tiene un atractor fuerte global compacto K, entonces
= J~(L) c K.
Esto completa la demostración del teorema.
Para atractores 2-dimensionales se tiene el siguiente resultado.
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Teorema 4.3.9 Sea (M, IR, ir) un sistema dinámico definido en M E ANR. Sea
K una 2-variedad compacta positivamente invariante y sea L un compacto po-
sitivamente invariante tal que L c A.(K). Entonces L es movible.
Bern. Sea L un compacto positivamente invariante contenido en A8(K) y sea
= L fl K. Se prueba como en el teorema 4.3.1 que L0 es un subcompacto
positivamente invariante de L tal que Sh(L) = Sh(L0). Como L0 c K y todo
compacto de una 2-variedad es movible, entonces L0 es movible y por tanto
también lo es L.
Ejemplo 4.3.10 Este resultado no es cierto si dim K > 2, ni siquiera para con-
tinuos estables y atractores compactos asintoticainente estables. Consideramos
el sistema dinámico en IR~ cuyas órbitas son rectas aproximandase perpendicu-
larníente a la esfera unidad K para puntos de IR
4 — K distintos del origen, y
tal que el origen y los puntos de K son puntos estables (ésto es, sus trayectorias
son puntos). Entonces K es una 3-variedad compacta que es atractor asintoti-
camente estable. Por otra parte, si L es un solenoide contenido en K, entonces
L es un continuo estable que no es movible.
Teorema 4.3.11 Sea (M, IR, ir) un sistema dinámico definido en un espacio
ANR completo. Sea ira, orbitalmente asintoticamente estable con >y+(a’) com-
pacto. Sea L compacto positivamente invariante contenido en A(y+(a’)). En-
tonces L tiene forma trivial o la forma de la circunferencia M.
Bem. Como ir, es orbitalmente asintoticamente estable y y+(a’) es compacto,
entonces ([105], 111.5.4) -y+(a’) es asintoticamente estable. Además, como M es
completo, A~(x) es una órbita periódica ([105], 111.5.5) y por tanto A~(x) es
homeomorfa a un punto o a la circunferencia St
Sea ahora L un compacto positivamente invariante contenido en AQy+(x))
y sea L
0 = L fl .y+(a’). Se prueba como en el teorema 4.3.1 que L0 es un
subcompacto positivamente invariante de -¡+(a’) tal que Sh(L) = Sh(Lo). Por
otra parte, como
L0 c ~(a’)— ~(~)U A~(a’),
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se tiene que, o bien L0 fl -y+(x) = 0, o bien L0 fl y~(a’) # e.
En el primer caso se tiene que L0 c A+(a’) y como L0 es positivamente
invariante y A+(a’) es una órbita periódica, entonces L0 — A+(a’) En el segundo
caso se tiene, por ser L0 compacto positivamente invariante, que existe te E IR4.
tal que
= -y+(ir(a’, ±~))= >y~(ir(a’, te)) U A~(a’).
Pero como y+(a’) es compacto, para todo entorno V de A+(a’) existe ±~E 111+ tal
que y+(ir(a’,±1))c V y por tanto existe ±2E IR~ tal que ir(Lo x [t2,oc)) c V.
Por tanto A+(a’) es un retracto de deformación ‘shape’ fuerte de L0.
Así, en cualquiera de los dos casos posibles se tiene que Sh(L0) — Sh(A~Qc)).
Luego L0, y por tanto L, tiene forma trivial o la forma de la circunferencia 51~
Ejemplo 4.3.12 El teorema no es cierto si reemplazamos los conceptos de la
teoría de la forma por los correspondientes de la teoría de homotopía. En par-
ticular, el tipo de homotopía de y~(a’) no tiene que ser ni trivial ni el de 5’.
Considerese el sistema dinámico en IR
2 ([105], 111.5.7) cuyo flujo en coordenadas
polares viene dado por
,O) sip=O
—(1 —p)ct,O+t) sil < p.
Sus órbitas son espirales aproximandose a la circunferencia unidad para puntos
no de la circunferencia y distintos del origen, los puntos de la circunferencia
forman una órbita periódica de periodo 2ir y el origen es un punto estable.
Entonces dado a’ = (p, 6) con O < p c 1, se tiene que ir
1, es orbitalmente
asintoticamente estable pero es un continuo cuyo tipo de homotopía no
es ni trivial ni el de S’.
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4.4 PROPIEDADES DINÁMICAS DEL ES-
PACIO MÉTRICO DE LAS APLICACIO-
NES APROXIMATIVAS
Definición 4.4.1 Sean X e Y espacios métricos compactos tales que Y está
contenido en el cubo de Hilbert (4, y denotemos por A(X, Y) al conjunto de
aplicaciones aproximativas de X a Y. Dadas f, g E A(X, Y), definimos la dis-
tancia de f a g como:
d(f¡xx[0,k], g¡xx[o,k]
)
d(f, y) = max 2k , sup ¡d(f(a’,s),Y) — d(g(a’,s)~Y)¡}
tkEJM XXB+
Entonces, si d(f,g) < e, se tiene que d(f¡xx[o,k],glxx[o,k]) < 2’~e, para todo
le E IN.
Observación 4.4.2 Es fácil ver que d es una métrica en A(X, Y).
Consideraremos el espacio Á(X, Y) con la topología generada por la métrica
d. Se puede ver que es un invariante topológico del par (X, Y). En concreto,
sí a es un homeomorfismo de X a X’ y ~9es un homeomorfismo de Y a Y’, la
aplicación -y : A(X,Y) —o- A(X’,Y’) dada por ‘y(f)(a”,t) = ~3f(cr’(x’),t), es
un homeomorfismo de A(X,Y) a A(X’, Y’) (ver 2.3.2).
El siguiente teorema, que se demuestra de forma parecida a los resultados
de la sección 2.3, enumera las principales propiedades del espacio A(X, Y).
Teorema 4.4.3 a) Dos aplicaciones aproximativas de X a Y son homótopas si
y solo si están en la misma componente conexa por caminos de A(X, Y). Como
consecuencia, los morfismos de X a Y en la categoría SSh se pueden identificar
con las componentes conexas por caminos de A(X,Y).
b) Bos aplicaciones aproximativas de X a Y son debilmente homótopas si y solo
si están en la misma componente conexa de A(X, Y). Por tanto, los morfismos
de X a Y en la categoría Sh se pueden identificar con las componentes conexas
de ~4(X,Y).
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c) Dada 1 E A(X, Y), si consideramos los conjuntos
a(f) = {g E A(X,Y) ¡ g asintótica a
c(f) = {g E A(X,Y) ¡existe 4, E IR~ tal que f¡Xx[io,oo) = 9¡XxUa,oo)},
se tiene que c(f) c a(f) c [f] c [1]~~>y RYY = = fjj = [f]~,.En particular,
todo morfismo en la categoría Sh es la adherencia de un morfismo en la categoría
ssh.
d) Dada f E A(X, Y), dado e > O, si definimos
[lb = {g E A(X, Y) ¡ f ¡Xx[k,,oo) homótopa a YIXX[kg,oo) en .B~(Y), le2 E IR4.}
se tiene que [f]~es abierto y cerrado en A(X,Y) y que [f]~ = n~>0[fb. Por
tanto, los morfismos de X a Y en la categoría Sh se paeden identificar también
con las cuasicomponentes conexas de A(X, Y).
El siguiente teorema introduce un sistema semidinámico en A(X, Y).
Teorema 4.4.4 Sea Ir : A(X,Y) x IR~ —o- A(X,Y) tal que si f E A(X,Y) y
±E IR+, definimos ir(f,t) : X x IR.4. —o- (4 como:
ir(f,t)(a’,s) = f(a’,±+s).
Entonces (A(X,Y),IR+,ir) es un sistema semsdinámico.
Además, si X’ es homeomorfo a X e Y’ es homeomorfo a Y, entonces los
sistemas semidinámicos (A(X,Y),]R+,7r) y (A(X’,Y’t]Pt+,ir’) son isomorfos.
Dem. Vamos a ver que ir es continua. Sea (fo,±o)E A(X,Y) x lEI~ y sea e >0.
Sea le0 > 4, tal que
k~í .<,conádiam(Y),
y tal que d(f0(a’,t),Y) < ~ para todo a’ EX y todo ±> le0. Por ser fo continua
en X x [O,2le0], existe 6 > O con ±0+ 6 < le0 tal que
d(fo(a’,to+s),fo(x,t+s)) <
163
para todo a’ E X, todo t E IR~ con ~t — t~¡ <6 y todo £ E [O,lea], y por tanto
¡d(f0(x,to + s),Y) — d(f0(a’,t + s),Y)¡ <~.
4
Y si s > leo, entonces 4, + s,t + s > le0 y
¡d(f0(a’,±o+ .s),Y) — d(f0(x,t + s),Y)
para todo a’ E X.
Por otra parte si d(f, fo) < 22k0+2~ entonces para
todo .s < le0 se tiene
d(fo(a’,t+s),f(x,t+s)) <
y para todo t,s E ]R~
¡d(f0(a’,±+ s), Y) — d(f(a’,t + s), Y)I < 4
Por tanto si d(f, fo) < p4n y It — tol <6 se tiene que
z s)EXx[0,k] d(fo(a’, to + s), f(a’, ±+ s)) ko £
~ sup~a,
¡<=1 2k k=1
2:
k=k0 +i
A e e
y
e e
sup ¡d(f0(a’,to + s),Y) — d(f(a’,t + s),Y)j =~+ <e.
xx14
Así d(ir(fo, 4,), ir(f, t)) <e. Luego ir es continua.
Por otra parte, si 1 E A(X, Y) se tiene que
ir(f,O)(x,s) = f(a’,s + O) = f(a’,s)
para todo (a’,s) E Xx lR~, y
ir(ir(f, t), s)(a’, y) = ir(f, t)(a’, r + s) = f(x, ‘- + ±+ s) = 41~ ±+ .s)(a’, r)
para todo (a’, .s) E X x IR~ y cualesquiera t, s E IR~. Luego (A(X, Y), IR.,., ir) es
un sistema semidinámico.
Supongamos ahora que a es un homeomorfismo de X a X’ y ~9es un ha-
meomorfismo de Y a Y’ y sean (A(X, Y), 111+, ir) y (A(X’, Y’), IR+, ir’) sistemas
semidinámicos definidos como en el enunciado del teorema. Sabemos que la
e e
42
todo a’ E X, todo ±< le0 y
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aplicación y : A(X, Y) —o- A(X’, Y’) dada por y(f)(x’, s) = /3f(cr’(x’), s), es
un homeomorfismo de A(X, Y) a A(X’, Y’) y vainas a ver que verifica que
y(ir(f,t)) =
para todo (f,t) E A(X,Y) x IR.,.. En efecto, dado (a”,s) E X’ x IR4 se tiene
-y(ir(f,t))(x’,s) = ¡3r(f,±)(&’(x’),s) = f3f(aí(a’f),±+ .s)
— y(f)(a”, t + .s) = ir’Qy(f), t)(a”, s).
Por tanto, los sistemas semidinámicos (A(X,Y),IR+,ir) y (A(X’,Y’),IR+or’)
son isomorfos.
Teorema 4.4.5 Sea, para cada t E IR~, ir~ : A(X,Y) —o- A(X,Y) definida por
irt(f) = ir(f,t), para todo fE A(X,Y).
Entonces ir1 es continua, abierta, suprayectiva e invertible por la derecha,
para todo t E IR+ (en general no es inyectiva).
Dem. Si t = O entonces ir0 es la identidad, que es evidentemente continua,
abierta, suprayectiva e invertible por la derecha. Sea t > O y vamos a ver que ir1
es abierta. Sea O abierto de A(X, Y) y sea f E O. Vamos a ver que existe e > O
tal que B~(ir(f,t)) c ir1(G). Como Ges abierto, existe 6 > O tal que .B6(f) c O
y por tanto irí(Bs(f)) C Irj(G).
Sea le0 > ±tal que
2: —.<—dondeAzzdiam(Y),
k=ko+i 2k 2
&y sea e = 2ko+2~
Entonces si d(ir(f,t),g) <e se tiene que para todo a’ EX y todo a <le0
d(f(x,t+s),g(a’,s)) <
En particular d(f(a’,t),g(a’,O)) < y existe 0< i~ .ct tal que
6
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para todo a’ E X. Entonces existe h X x [t — ~, t] —o- (4 tal que
h(x, t — r) = f(a’, t — ii), h(a’, t) = g(a’, O), d(f(a’, s), h(a’,
paratodox E Xytodos E [t—,~,t]. Entoncessiconsideramosf’ XxIR~ —o- (4
dada por
f’(a’,s) = { f(a’,s)h(a’, s)
g(a’,s —t)
51 8 =t — 17
si ±— 77 =.9 < t
si a > ±
se tiene que
d(f(a’,s),f’(a’,s)) = O
si (x,s) E Xx [O,t—‘1],
d(f(a’,s),f’(a’,s)) = d(f(a’,s),h(a’,s)) <
6
i
si (a’,s) E Xx [t —
d(f(a’, a), f’(a’, a)) = d(f(a’, ±+ (a — t)), g(a’, a — t)) < 64
si (a’, a) E X x [t, le0], pues O < a — t < le0, y
d(f(x,s),f’(a’,s)) <A
sí (a’, .s) E X x [le0,oc). Por otra parte
jd(f(a’, a), Y) — d(f’(a’, a), Y) 62
sí (a’,s) E Xx [O,k0],y
¡d(f(a’, s), Y) — d(f’(x, a), Y)¡ = ¡d(f(a’, a), Y) — d(g(a’, a — t), Y)¡ 6<e<
sí (a’, a) E X x [le0,oc). Por tanto d(f, 1’) <6 y como ir(f’, t) = g se tiene que
Para ver que irj es invertible por la derecha, basta considerar la aplicación
ir.t : A(X, Y) —o- A(X, Y) dada por
ir....j(g)(a’,s) = { g(a’,O)g(x,a — t) si .9 < tsi a > t,
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para toda g E A(X, Y). Vamos a ver que ir...~ es continua. Sea 9o E A(X, Y) y
sea e > 0. Sea le0 > t tal que
E ~.<1,conLX=diam(Y).
k=ka+i
Sea g E A(X,Y) tal que d(g,go) < ~4r. Entonces para todo a’ E X y todo
sE [O,±]se tiene
dQr....t(g)(a’,s),ir..e(go)(a’,s)) = d(g(a’, O),go(a’, O)) <
y si s E [t, le0] se tiene
ed(ir...~(g)(a’, s), r...j(go)(a’, s)) = d(g(a’, s — t), go(a’, .s — t)) <
pues a — t E [O,le0]. Por tanto
..~.. suPfr,46Xx[0,kl d(ir...~(gfla’, a), Ir...4go)(a’, ~O) ka — e e
1 <Z~2~+Éá -+--=e
_ 2k2k ~ 2 2k=i k=ko+i
y
sup ¡d(ir...~(g)(a’, a), Y) — d(r..~(g0)(a’, a), Y)j < e.
xx ]R+
Así d(ir..q(g),ntj(go)) <e. Luego ir...t es continua. Finalmente se tiene que
= f re(f)(a’,0) = f(a’,t) si .s <
Ir..qir~(f)(a’, a) ire(f)(a’, a — t) = f(a’, s) si a =t,
y irjirq(f)(a’,s) = iu.e(f)(a’,t + a) = f(a’,s), para todaf E A(X,Y).
Observación 4.4.6 Dada f E A(X, Y) se tiene:
1. .y+(f) es estable si f está generada por una aplicación continua de X a Y.
2. y+(f) lleva a un estado estable si existe ±0E IR~ tal que f(a’,t) = f(a’,t0)
para todo t > to.
3. >y~(f) es periódica si existe r > O tal que f(a’,t + r) = f(a’,±)para todo
t E IR.,., ésto es, si f es periódica.
4. y~(f) llevaaun ciclo si existet0 E IR~ y existe r >0 tal que f(a’,t+r) =
f(a’,t) para todo t> 4,.
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5. ~4(f)es no autointersecante si para todo to, t~ E IR4. existe t =±oy existe
a’ EX tal que f(a’,t+tí)) # f(a’,t).
Observación 4.4.7 Sea f E A(X, Y). Entonces [f]y [f],,son conjuntos in-
variantes.
Observación 4.4.8 Denotamos por
C(X,Y) = {f E A(X,Y) ¡ f(a’,±)= f(a’,O), para todo a’ EX y todo tE IR+}
al conjunto de aplicaciones aproximativas generadas por una aplicación continua
(homeomorfo al conjunto de aplicaciones continuas de X a Y con la norma del
supremo)2. Obsérvese que C(X, Y) es el conjunto de puntos estables de A(X, Y).
Sea
C(X x IR+,Y) = {f E A(X,Y) ¡ f(X x IR.,.) c Y>.
Entonces C(X, Y) y C(X x IR.,., Y) son subconjuntos cenados de A(X, Y) posi-
tivamente invariantes.
También es positivamente invariante el subconjunto formado por las apli-
caciones periódicas. Dado r > O, el conjunto de aplicaciones aproximativas de
X a Y periódicas con periodo menor o igual que r es cerrado en A(X, Y). El
formado por las aplicaciones periódicas es densa en C(X x IR.,., Y).
Por otra parte, el subconjunto de A(X, Y) formado por las aplicaciones que
llevan a puntos estables y el formado por las que llevan a ciclos son invariantes.
Proposición 4.4.9 Sea 1 E A(X, Y). Entonces -y(f) c I/] y ‘y(f) c [f]¶L~.
Teorema 4.4.10 Sea f E A(X, Y). Entonces J~(f) = [1].~~fl C(X x ]R~, Y).
Bem. Vamos a ver primero que J~(f) c [f],~,fl C(X >c IR+, Y). Supongamos
gE J~(f). Sea (a’
0,±0)EX x IR~ y sea e >0. Seat1 E IR..,. tal que
ed(f(a’,t0+t),Y) < —
3
2Obsérvese que si consideramos C(X, Y) con la métrica inducida por la métrica de A(X, Y)
y consideramos por otra parte el conjunto de aplicaciones continuas de X a Y con la métrica in-
ducida por la norma del supremo, entonces la aplicación que hace corresponder a cada aplicación
continua de X a Y la aplicación aproximativa generada por ella es una isometría.
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para todo a’ E X y todo t =t~. Como g E J~(f), existe h E A(X,Y) con
d(f,h) < ~ y existe ±2=t1 tal que d(ir(h,t2),g) < Entonces
¡d(f(a’o, ±0+ ±2),Y) — d(h(a’0,4, + ±2),Y)¡ <
¡d(h(a’o, to + t2), Y) — d(g(a’o, to), Y)j < 5.3
Por tanto ¡d(f(a’0, to+4), Y)—d(g(a’o, to), Y)¡ < ~ y como d(f(a’, ±0+t2),Y) <
se tiene d(g(a’o,to),Y) < e para todo e > O, y por tanto d(g(a’0,t0),Y) = O y
como Y es compacto ha de ser g(a’o,to) E Y.
Para probar que f y g son debilmente homótopas consideramos V entorno
de Y en (4 y sea e > O tal que B¿Y) c y. Existe O < 6 <e y existe le0 E IN tal
que para todo Ii E A(X,Y) con d(f,h) < 6 se tiene que f¡xx[&~,00) y h¡xxpc.,,oo>
son homótopas en V y para todo h’ E A(X, Y) con d(g, h’) c 6 se tiene que
9¡Xx[ko,oo) y h’Ixx[k0,00) son homótopas en V. Ahora, como gE J+(f) existe
h E ~4(X,Y) con d(f,h) < 6 y existe to E IR~ tal que d(g,ir(h,to)) < 6. Pero
entonces
f¡Xx[ko,oo) y h[xx[iq~,co>
son homótopas en V y también lo son
9IXx[ko,oo) y ir(h,to)¡xx1i~,00>,
y como h(X x [le0,oc)) c V entonces también son homótopas en V
h¡Xx[ko,oo> y ir(h,to)¡xxp,o,w>.
Luego fIXx[ko,00) y 9¡Xx[ko,oo) son homótopas en V.
Hemos visto que J~(f) c [f]~ fl C(X x IR+,Y) y vamos a probar el otro
contenido. Sea g E [ftt~nC(X x IR~,Y). Vamos a ver que para todo e > O y
todo ±oE IR~, existe o’ E B~(f) y existe t =4, tal que ir(g’,t) = g.
Sea e> O y consideremos le0 =±~tal que
E ~<e~ dondeA=diaxn(Y),
k=ko+i
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y tal que fIXX[~,00) Y 9IXx[ko,oo> son homótopas en Bt(Y). Existe entonces
h : Xx [0,1] —o- B~(Y) continua tal que h0 = fixx{k0j}, h1 = O¡xx{ko>~ Definimos
X x 111+ —o- (4 como
f(a’,t)
h(a’,t — le0)
g(a’,2k0 + 1 —t)
g(a’,t — 2k0 — 1)
si t =le0
si le0 =t =le0 + 1
si le0 + 1 =t =2k0 + 1
si 2le0 + 1 =t.
suPfr,.)Exx[%k] d(f(a’, s), g’(a’, s)
)
E
k=1
Por otra parte para todo (a’, t) E X x [O,le0] se tiene
¡d(g’(x, t), Y) — d(f(a’, t), Y)¡ = O,
sí (a’,t) E Xx [le0,le0+ijes
¡d(g’(x,t),Y) — d(f(a’,t),Y)¡ < 1 + = e2
y si t =le0 + 1 se tiene
¡d(g’(a’,t),Y) — d(f(a’,t),Y)¡ = ¡d(f(a’,t),Y)¡ < <e.
Luego g’ E B¿f) y ir(g’,2leo + 1) = g con 2le0 + 1 =±~.Luego g E J~(f).
Corolario 4.4.11 Si J~(f) # 0 entonces [f]~~~tiene un representante generado
por una aplicación continua de X a Y.
Corolario 4.4.12 Sea f E A(X, Y). Entonces
B~(f) = ~ U ([f]~ fl C(X x IR~, Y)> c [1]U ([f]m n C(X x IR~, Y)) c [f]~.
Teorema 4.4.13 Sea f E A(X, Y). Entonces A~(f) c [fk.n C(X x ]R~, Y).
Además si y E A(X, Y) es tal que hm ir(f, t) = y, entonces
y E a(f)flC(X,Y) c [f]flC(X,Y),
donde a(f) es el conjunto de aplicaciones aproximativas asintóticas a f.
g’(a’,t) = j
Entonces
<>4+ 2:
k=ko+i
A
<e.
170
Dem. La primera afirmación es consecuencia del teorema anterior. Para probar
la segunda afirmación consideremos .s0 E 111+ y e > O. Sea le0 > ~ Como
hm ir(f,±)= y existe 4, >.9o tal que
e e
d(ir(f,t),g) < y d(ir(f,t — 80),g) < 2k0+1
para todo t =±o,y por tanto para todo a’ E X
Entonces d(g(a’,so),g(a’,O)) <e, para todo e >0. Luego g(a’,s0) = g(a’,O) para
todo
5o E IR.,.. Además, entonces f y y son asintóticas, y por tanto homótopas.
Corolario 4.4.14 Si A+(f) # 0 entonces [f],
t,tiene un representante generado
por una aplicación continua de X a Y.
Corolario 4.4.15 Sea fE A(X,Y). Entonces R~(f) c [f]~flC(X x 1R4,Y).
Por tanto, si ~y+(f)es recurrente, entonces f E C(X x IR+,Y).
Teorema 4.4.16 Sea f E A(X,Y). Entonces ir1 es positivamente Lagrange
estable si y solo si f es uniformemente continua.
Dem. Supongamos que ir¡ es positivamente Lagrange estable pero que f no
es uniformemente continua. Entonces existe e > O tal que para todo n E IN
1
existen (a’,,,t,,),(y»,s,,) E X x IR.,. tales que d(a’,,,y,) < 1. t,, =.s,, < t,, + ; Y
d(f(a’,,,t,,),f(y,,,s»)) > e.
Por la compacidad de -y~(f) existe {ir(f, tk.,)} convergente. Luego dado
e > O, existe n0 E IN tal que, para todo n =n0 se tiene que
e
y por tanto para toda (a’, t) E X x [0,1],
171
Como r(f,tk~) es continua en X x [0,1], existe O < 6 < 1 tal que para todo
a’, y E X y todo s E ]R~ tales que d(a’, y) <6 y O < s <6 se tiene
d(f(a’,tk~Jf(y,±k~0+s)) <
Por tanto, para todo ii > n0 y para todo a’,y E X tales que d(a’,y) < 6 y todo
.s E 111+ tal que O <s <6 se tiene
d(f(a’, ±kn)~f(y, tk~ + a)) = d(f(a’, ±kn),f(a’, tk~0))
+ d(f(x, tk~0 ), f(y, tkno + 0)
+d(f(y,tk~0 +s),f(y,±k~ +0)
e e e
< -+-+-=e.
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Por tanto para todo n =ti0 tal que ~- <6 se tiene que d(a’k~,yk») < ~ <6 y
0<
8k, — tk~ <9— <6 y por tanto
d(fQrk,,, tk,D, f(y&», Sk~)) < e.
Contradicción. Luego f es uniformemente continua.
Vamos a ver ahora que si f es uniformemente continua entonces ir¡ es po-
sitivamente Lagrange estable. Para ello tenemos que ver que toda sucesión en
y+(f) tiene una subsucesión convergente y basta verlo con sucesiones en
esto es, con sucesiones del tipo {ir(f, ±,,)}. Finalmente por la continuidad de ir
basta considerar el caso en que t» —o- oc.
Por ser X compacto existe E conjunto numerable denso en X x IR+. Por
la compacidad de (4 existe {tk~} tal que {ir(f, tk~ >1 converge puntualmente en
E a cierta función (si E = {(x
1,t~)} se toma {ir(f,t~j} subsucesión convergente
puntualmente en (a’1, t1), de ésta se saca {ir(f,±~)}subsucesión convergente pun-
tualmente en (a’1,±1)y (a’2, ±2), y así sucesivamente. Entonces la subsucesión
diagonal {ir(f, t~)} es convergente puntualmente en E).
Además, si (a’,t) E (X x IR4) — E, dado e > O, por la continuidad uniforme
de f, existe (y, a) E E tal que para todo n E IN,
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Por otra parte, existe ti0 E IN tal que, para todo ti =no,
Por tanto, para todo ti =no,
+ d(f(y, tk~ + a), f(y, tk% + a))
+ d(f(y, ±kn + a), f(a’, tk~ + t))
e e e
< -+-+-=e.333
Luego para todo (a’,t) E (X x 111+) — E, {f(a’,tk,, + ±)}es de Cauchy en (4
compacto y por tanto convergente. Luego {ir(f, tk,9} converge puntualmente en
X >c 1R~ a cierta función g : X x IR.,. —o- (4.
Además, para todo (a’,±) EX x I1I~, dado e > 0, existen
0 E IN tal que, para
todo ti > no,
y existe n =no tal que
e
por tanto d(g(a’,t),Y) ce. Luego g(X x IR.,.) c Y.
Vamos a ver que g es uniformemente continua y en
o E A(X,Y). Para todo e >0, existe 6 >0 tal que d(
todo (a’,t),(y,s) EX x IR~ tales que d((a’,t),(y,s)) <
(a’,t),(y,a) existe ti0 E IN tal que
particular se tendrá que
f(a’, t),f(y, a)) .c ~ para
6. Por otra parte dados
e
d(f(a’,tk~0 +t),g(a’,±))c , d(f(y,±k~0 +a),g(y,.s)) < 3
Por tanto, si (a’,t),(y,a) EX x IR,. son tales que d((x,t),(y,s)) < 6, se tiene
d(g(a’, t), g(y, a)) = d(g(a’,t),f(a’,tk~0 +
+ d(f(y,tk% + a),g(y,s))
e e e
< -+-+-=a333
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Finalmente vamos a ver que {ir(f,tk~)} converge ay en A(X,Y). Sea e >0
y sea le0 tal que
2: —<— donde A = diam(Y).
k=ko+i 2k 2
Como f y y son uniformemente continuas, existe 6 > O tal que
para cualesquiera (a’,t),(y,s) E Xx IR..,. con d((a’,t),(y,s)) <6. Por otra parte,
existen {(a’1,±1),. . . ,(a’,.,t,)} CX x [O,le0]tales que
Xx [O,leo]c B6(x1,t1)U . .. UBs(a’r,±r),
y existen0 E IN tal que para todo i E {1,...,r} y todo ti =no,
d(f(a’¿,±k~+ t~),g(a’~,t~)) <
Así, para todo (x,t) EX x [O,k0],existe i E {1,. .. ,r} tal que (a’,t) E B6(a’1,±~)
y por tanto, para todo ti> no,
d(f(a’, tk~ + ±),y(x, t)) = d(f(a’, tk~ + t), f(x1, tk,, + ti))
+ d(.f(a’¿,tk.. + t1),g(a’1,t~))
+ d(g(a’1,t~),y(a’,t))
e e e e
< 6+6+62
Luego
2: supfr,t)cxx[o,k]d(f(a’,tk.. + t),y(a’, t)) .t$~e
k=1 2k
Y por otra parte, podemos escoger ti0 de forma que para todo ti> no se verifique
también que
d(f(x, ti., + t), Y) < e
para todo (a’,t) EX x 1114, y como y(X x 111+) c Y, se tiene
sup Id(f(a’,tk~ + t),Y) — d(y(a’,±),Y)¡<e.
X x14
Entonces d(lr(f,tkj,g) c e para todo n =no. Por tanto {ir(f,±k~)} converge a
gen A(X,Y).
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Teorema 4.4.17 Sea f E A(X, Y) tal que ir1 es positivamente Lagrange estable.
Entonces A+(f) # 0 y por tanto [fht~tiene un representante generado por una
aplicación continua de X a Y.
Corolario 4.4.18 Si f E A(X, Y) es uniformemente continua, entonces [fk.
tiene un representante generado por una aplicación continua de X a Y.
Teorema 4.4.19 Sea f E A(X, Y) positivamente asintótica. Entonces [f],1,
tiene un representante generado por una aplicación continua de X a Y.
Si [f]~ no tiene ningdn representante generado por una aplicación continua
de X a Y, entonces f es positivamente ‘departing’.
Teorema 4.4.20 Sea f E A(X, Y) positivamente Poisson estable. Entonces
existe to E IR.,. tal que f(X x [te,oc)) c Y y por tanto [1] tiene un representante
generado por una aplicación continua de X a Y.
Teorema 4.4.21 Sea M el conjunto de puntos ‘non-tuandering’. Entonces
M =C(X xIR~,Y).
Dem. Si fE M, entonces ¡ E J~(f) c C(X x ]R~,Y).
Reciprocamente, si f E C(X x IR+, Y), entonces
fe 1f]~flC(XxIR+,Y)— J~(f).
Teorema 4.4.22 Sea L c A(X, Y), L positivamente minimal. Entonces existe
f E A(X, Y) tal que L c [fi,,,fl C(X x IR~, Y).
Proposición 4.4.23 Sean f,g E A(X,Y). Entonces ir, es orbitalmente atraida
por ir1 si y solamente si existe
te E IR+ tal que ir(f, ±~)y g son asintóticas. Luego
Á~(f) = U aQr(f,t)) = U {o E A(X,Y) ¡ y asintótica a ir(f,t)} c [f].
tER+ ¿SIR
4
Además, si ir1 es atractor orbital, entonces
A~(f) = U a(ir(f,±))= [1]= [f].±..
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Dem. La primera afirmacion es inmediata. Para probar la segunda, supongamos
que A~(f) es entorno de ~T7}. Entonces existe e > O tal que .BtU) c Á~(f).
Sea y E [f]~.Vamos a ver que entonces existe h E .B~(f) y existe ±oE IR4. tal
que ir(y,to) = ir(h,to). En efecto, dado e > O, consideremos le0 tal que
2: á<e, donde t=diam(Y),
k=ko+i
y fIXx[ko,oo) y y¡xx[ko,00) son homótopas en B1(Y). Es fácil ver que entonces
existe 1: Xx [0,1] —o- B1(Y) tal que 1<> = fIXx{k0},ll = 9¡Xx{ko+i>- Definimos
h : X x IR.,. —o- (4 como
f(a’,t) si t =le0
h(a’,t)= l(a’,t—le0) siko=t=leo+1
y(a’,t) siko+1=t.
Entonces h E B,(f) c ...4~(f) y por tanto existe ±E IR~ tal que h es asintótica a
ir(f, t). Por otra parte, como ir(h, le0 + 1) = ir(g, le0 + 1), también y es asintótica
a ir(f,±).Luego y E Á~(f). Por tanto
Proposición 4.4.24 Sea f E A(X,Y) tal que ir1 es positivamente Lyapunov
estable. Entonces
[f]~= [f]= a(f) = {g E A(X, Y) ¡ g asintótica a f}.
Bern. Sea g E [fk y sea e > O. Existe 6 > O tal que para toda h E B6(f) y
todo ±E iR..,. se tiene
d(ir(f,t),ir(h,±))<e.
Por otra parte, como y E [f]~, vimos en la demostración de la proposición
anterior que dado 6 > O existe h E B6(f) fl [f]~’,y existe ±oE IR.,. tal que
ir(y,t0) = ir(h,to). Luego
d(ir(f,t),ir(g,±))ce,
para todo t =to y por tanto d(f(a’, t), g(a’,t)) <e para todo a’ E X y todo ±=4>.
Luego f y y son asintóticas.
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Observación 4.4.25 Sea L C A(X, Y). Entonces L es estable si y solo si para
toda f E L se tiene que
D~(f) = <-(f) U ([f]~ n C(X x IR~, Y)) c L.
Por tanto, C(X x IR~,Y) es estable y para todaf E A(X,Y), los conjuntos
[fbi y [f]~fl C(X x IR.,.) son estables.
Por otra parte, si consideramos
S = {f E A(X,Y) ¡ [f]~nC(X x IR~,Y) =
entonces todo subconjunto cerrado de 5 positivamente invariante es estable. En
particular, [f]~,y -y+(f) = y~(f) son estables para toda f E 5.
Observación 4.4.26 Dada f E C(X,Y), el conjunto -y~(f) = {f} no es, en
general, estable ni orbitálmente estable. Por tanto (A(X, Y), Ir, IR.,.) no es, en
general, estable ni orbitálmente estable.
Proposición 4.4.27 Dado L c A(X,Y) no vacío y dado e > O consideramos
= LulC(X x IR+,B~(Y)).
Entonces t(L) = A~(L~), A(L) = A(L~) y A.(L) = A.(L~), para todo e > O
(donde si L~ = 0 para algtin e > O se consideran vacías las correspondientes
regiones de atracción).
Bem. Basta ver que si y E A(X, Y) entonces existe t E IR.,. tal que
ir({g} x [±,oc)) c C(X x
y por tanto ir(B j¡y) >c [t, oc)) C C(X x IR+,WV}).
Proposición 4.4.28 Sea fE A(X,Y). Entonces
= A([f]~») = [f]~.
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Dem. Sea y E A~([f]~) y sea e > O. Existe t0 E IR4. y existe f’ E [f]~>tal que
ed(ir(g,to),f’) c
y g(X x [to,oc)) c B1(Y), y por tanto f’(X x [O,oc)) c B~(Y). En particular se
tiene que f’(X x {O}) c B~(Y), y(X x {t0}) c B1(Y) y d(f’¡xx{o},g¡xx{¿a>) <
Por tanto f’¡xx{o} y 9¡xx{eo> son homótopas en B~(Y) y también lo son f’ y
ir(g,to). Por otra parte, existe t1 E IR.,. tal que g¡xx[¿1,<,ó) y 7r(g,to)lxx[tl,«>) son
homótopas en B~(Y) y también lo son f¡xx(Éi,có) y f’¡xx[ei,oo>. Luego f¡xx[¿¡,o”>
y g¡x,q~3,~> son homótopas en B~(Y). Por tanto y E [fi,»y A~([f].») C [f]±,.
Finalmente, para demostrar que [f]~ c A([f],»), basta ver que si y E [fbi
entonces ir({g} x [O,oc)) c [f].».
Corolario 4.4.29 Sea f E A(X, Y). Entonces
~t«f].» nC(X x IR4.,B~(Y))) = A([f],» nC(X x IR+,B¿Y))) = [f]~
para todo e > O.
Corolario 4.4.30 Sea f E A(X, Y). Entonces
Además, dado L cerrado se tiene que [f],,,flC(X x 1R4,Y) c A(L) si y solo si
Bern. La primera parte es imnediata a partir de laproposición anterior. Además
si [f]t, flC(X x IR.,,Y) c L se tiene que
[1].» nC(X >< 1R4,Y) c A([fk, OC(X x IR+,Y)) c A(L).
Reciprocamente, supongamos que existe y E [f],1,flC(X x IR+,Y) tal que y « L.
Entonces existe e > O tal que Be(L)flBe(y) = 0. Consideremos h : Xx IR.,. —o- Y
dada por
g(x,t) siO<t<1
h(a’,t) = y(a’,n2+n—t) sin<t=n2+n,nEINy(a’,t —ti2— ti) sin2 + ti ~ t =(ti + i)2,n E IN.
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Entonces h E [f]~flC(X x IR~, Y) pero h « A(L) pues ir({h} x [t, oc))flB~(y) # 0
para todo ±E IR~ y por tanto ir({h} x [t,oc)) « .B,(L).
El siguiente ejemplo muestra que ninguno de los tres contenidos se puede
cambiar, en general, por una igualdad.
Ejemplo 4.4.31 Sea X = [0,1] y sea
1
Y = {(a’,y) E IR2 ¡ a’ E [—1,1]—{O},y = sen(—)} U ({O} x [—1,1]).a’
Entonces [f]~,= A(X, Y) para toda f E A(X, Y) y se tiene:
a) A(C(X x IR~,Y)) # C(X x IR+,Y) pues si consideramos f E A(X,Y) dada
por f(±,r) = (4-ii O), entonces f e A(C(X x IR.,., Y)) — C(X x IR.,., Y).
b) t(C(X x IR+,Y)) # A(C(X x IR+,Y)). Para verlo, consideramos una
sucesión creciente {r,,} c IR.,. tal que — r,,} es divergente. Entonces existe
f E A(X, Y) tal que f(O, r..) = (—1,0) y f(1, r,,) = (1,0) y tal que f(t,r) = (0,0)
para todo ±E [0,1] y todo r E [2rn ~ ~~1+1, ~,, +rn+j, para todo ti E IN. En-
tonces, por la primera condición se tiene que f « A(C(X x IR.,., Y)), y por la
segunda se cumple que f E A~(C(X x IR4.,Y)).
c) A~(C(X x IR+,Y)) # A(X,Y), pues si consideramos 1 E A(X,Y) tal que
f(O,r) = (—1,0) y f(l,r) = (1,0), entonces f « .~t(C(X x IR+,Y)) pues para
toda y E C(X x ]R+,Y) y para todo r E IR~ se tiene d(ir(f,r),g) > 1.
Proposición 4.4.32 Sea L c A(X, Y) cerrado no vacío y sea f E A(X, Y) tal
que f E A.(L). Entonces [f],±,c A(L).
Dem. Sea y E [f],»y sea e > O. Como f E A.(L), existe 6 > 0 y existe t E IR.,.
tal que ir({f’} x [t,oc)) c B~(L) para todo f’ E Bs(f). Por otra parte, como
y E [1]~~existe y’ E B
6(f) tal que r(y,t2) = ir(y’,t2) para cierto t9 E IR.,.. Por
tanto y E A(L).
Proposición 4.4.33 Sea L c A(X, Y) atractor débil cerrado. Entonces .4~(L)
es una unión de clases de homotopía débil.
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Si L es además atractor, entonces A(L) es también una unión de clases de
homotopía débil y
L D {[f].» ni C(X x IR.,., Y) ¡ f e A(L)}.
Dem. Sea L atractor débil cerrado y sea f E 4(L). Como 4(L) es abierto,
existe e > O tal que Be(f) C 4(L). Sea g E [f],1,entonces existe g’ E B6(f) tal
que ir(g,t,) = ir(g’,t,) para cierto ±9E IR~. Luego, como g’ E B~(f) c A~~4L),
también g E 4(L).
Por otra parte, si L es atractor, es atractor débil y A(L) = 4(L) es unión
de clases de homotopía débil.
Finálmente, si f E A(L) con L atractor, entonces [f],»c A(L), y por la
proposición anterior, [f],»n C(X x IR.,., Y) c L.
Observación 4.4.34 La función ~o: A(X, Y) ——o- IR.1. dada por
= max{d(f(a’,±),Y)¡ (a’,t) EX x IR+}
para toda 1 E A(X, Y), es una función de Lyapunov en A(X, Y).
Obsérvese que so(f) =d(f,C(X x ]R+,Y)) para todaf E A(X,Y) y que
.B~(C(X x IR+,Y)) c <‘([O,e)) c <í([(),~]) = C(X x IR~,4(Y))
para todo e > O.
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