Abstract-In this paper, we describe the implementation of gravitational force calculation for N -body simulations in the context of Astrophysics. It will describe high performance implementations on general purpose processors, GPUs, and FPGAs, and compare them using a number of criteria including speed performance, power efficiency and cost of development. These results show that, for gravitational force calculation and many-body simulations in general, GPUs are very competitive in terms of performance and performance per dollar figures, whereas FPGAs are competitive in terms of performance per Watt figures.
I. INTRODUCTION
Many-body simulations have widespread use in scientific and engineering applications. Among such applications we can name the problem of investigating the formation and evolution of astronomical systems e.g. planetary systems, globular clusters, galaxies, and clusters of galaxies [1] , [2] , molecular dynamics simulation [3] - [6] , fluid mechanics [7] - [11] , acoustics and electromagnetic simulations [12] . Central to many-body simulations is the calculation of interaction forces between all bodies or particles in the system. In the context of astrophysical simulations, we numerically evaluate interactions between the particles e.g. planets, and advance the particles according to Newton' s equation of motion. In this case, and since the gravity is a long-range interaction, the calculation cost is O(N 2 ) per time-step, where N is the number of particles in the system. This complexity can be reduced O(N log N ), by using some approximation algorithms, such as the Barnes-Hut tree-code [13] , albeit with a large scaling coefficient. Nonetheless, the size of the many-body simulation (i.e. N ) is always limited by the available computational resources, and with increasing need for larger system simulations arises the need for ever more high performance and efficient computational platforms for many-body simulations [6] , [14] - [22] .
Computational solutions to this problem vary from special purpose ASIC-based platforms [1] , [2] to off-the-shelf programmable platforms [18] . The Grape ("GRAvity piPE") project [1] , [2] for instance built ASIC-based supercomputer solutions for gravitational force calculations where the calculation of pairwise interactions was implemented in an ASIC chip in the form of a fully pipelined hardwired processor dedicated to gravitational force calculation. The total number of floating-point operations for each pairwise interaction force calculation in the case of gravitational forces is 20, which are pipelined in hardware. Moreover, since each particle interacts with all other particles in the system, instruction-level as well as data-level parallelism can be exploited. Furthermore, data cashing techniques can be used to reduce the required memory bandwidth.
However, ASIC solutions suffer from their lack of flexibility as they can't be reprogrammed to implement new algorithms. Moreover, the cost of building new ASIC chips with state-of-the-art fabrication technologies is becoming increasingly high, especially for relatively moderate volumes. Hence, programmable solutions are set to become more attractive. General purpose processor (GPP)-based solutions have the advantage of being off-the-shelf and less expensive. However, higher power and area consumption and lower speed performance, compared to dedicated hardware solutions, are possible disadvantages.
More recently, new emerging technologies that can address some of the above disadvantages of both ASICs and GPPs have been proposed for many-body simulations [17] , [19] , [23] . Among these we name Field Programmable Gate Array (FPGA)-based solutions [18] , [24] , [25] and Graphics Processing Unit (GPU)-based platforms [26] - [28] . In this paper, we will assess the advantages and disadvantages of these technologies in the context of many-body simulations, by presenting comparative implementation results of gravitational force calculations on FPGAs, GPUs, ASICs and GPPs.
The remainder of this paper is organized as follows. Section 2 will present background information on gravitational force calculation and many-body simulation. The following section will present our hardware implementation of a generic force calculation pipeline. After that, we will present our hardware implementation results on FPGA, and compare them with other implementations on various GPU boards and GPPs as well as ASIC implementations. These results will then be discussed before conclusions are drawn.
II. BACKGROUND
As mentioned in the introduction section, the basic operation in many-body simulations consists in calculating the interaction force between pairs of particles. The accumulation of the forces acting on a single particle by all other particles in the system dictates its behaviour i.e. position, velocity and acceleration in the next time step. In the case of gravitational forces, the accumulated force is given by:
where r i and m i are the position and mass of particle i. r ij = r j − r i , and is a softening parameter. Other interaction forces are described in a more generic way as:
where G is a user-defined function. In the case of gravitational forces:
where r ij = r j − r i . It is worth mentioning at this stage that unlike ASICs, FPGAs allow us to plug-in any function G through reconfiguration, hence resulting in a more generic implementation. FPGAs can also allow for various arithmetic types and precision levels to be used and experimented with on the same hardware platform. The latter could consist of a number of FPGA chips on which the interaction pipelines are implemented. The host computer performs all other calculations e.g. position and velocity update. In addition to the FPGA hardware, a particle memory local to the coprocessor caches all particles involved in a particular round of interaction force calculation with a particular particle i. The particle information stored in memory includes particle position, velocity and mass in the case of gravitational force calculation.
pipeline unit special-purpose pipeline processor j-particle memory i-particle register force accum. register Figure 3 shows a fully pipelined hardware architecture for gravitational force calculation [15] , [18] , [29] . Here, the position data for both particle i and particle j are in fixedpoint format, while m j is in logarithmic format. The position vector r i is expressed in its three Cartesian components x i , y i , z i (the same applies to position vector r j ). After subtraction, x j − x i , the results are converted to logarithmic format, and all subsequent calculations are performed in logarithmic format too.
The following sections will give implementation results of the above gravitational force calculator on various FPGA chips, as well as comparative implementation results on GPU accelerators and GPP-based solutions.
III. FPGA IMPLEMENTATION
We have implemented the force calculation pipeline described in Figure3, on a three FPGA platforms: the Virtex2Pro-based for Bioler-3 system 4 [20] - [22] , [30] , the Virtex-Pro-based Cray XD1 system [30] , [31] and the Spartan3-based PROGRAPE-3 system5. Figure 6 and 7 and 8 give the hardware architectures of the Boiler-3, Cray XD1 and PROGRAPE-3 systems respectively. Table I gives different accuracy levels implemented on FPGAs. Here, G3 refers to the accuracy used in the ASICbased GRAPE-3 system, G5 to the accuracy used in the ASIC-based GRAPE-5 system, while G5+ refers to a more accurate G5 version. Table II presents flip-flops are very costly.
IV. COMPARATIVE IMPLEMENTATION RESULTS
In an attempt to compare our FPGA implementations with alternative technologies, table IV shows implementation results of our gravitational force pipeline, with G5 accuracy, using ASIC, GPU and GPP technologies. Comparison criteria include speed performance, power consumption, performance in Gflops per chip, performance in Gflops per Watt, in addition to other information such as chip technology and year of development.
In the performance maesurement, we use a O(N 2 ) of leap-flog scheme for time integration, in which the ratio of computation time for the access to the host or off chip becomes less than 1 such as the hierarchical tree algorithm or individual time-step scheme, the results strongly depend on the performance of host computer and communication speed or memory bandwidth, and the performance analysis becomes more complex than that described in this paper.
In the power maesurement, we use difference between idle and computing conditions. Firstly we measure the power of a system in the idle condition, and nextly we measure again the power of the system in computing, finally we obtain the power consumption by subtractiong the power values between the first and next conditions.
It is of course extremely difficult to perform totally fair comparisons between different technologies and there are various technologies ranging from 500 nm to 45 nm. However, if we accept that ASIC solutions for many-body simulations are extremely difficult to justify with the spiralling cost of state-of-the-art ASIC fabrication, then programmable and reconfigurable technologies are the implementation platforms of choice for these types of applications. We first note that GPU implementations offer the highest Gflops performance (the G92 GPU implementation is 11x faster than the Spartan3-based FPGA implementation), with the optimized Q6600 Core2Quad implementation (using SSE instructions, the Phantom-GRAPE implementation 1 ) performing slightly better than the Spartan3-based FPGA implementation. However, if we adjust for the chip technology used (90nm vs. 65nm) we can expect state-of-the-art FPGA solutions to perform better than general purpose processors, although not by much. Given the relatively higher cost of FPGAs as well as their low level programming model (all of our designs were captured in VHDL), GPP solutions look more advantageous. However, the performance per Watt figure of the Core2Quad Q6600 implementation is 34x less than the Spartan3-based FPGA implementation. The performance per Watt figure of the G92-based GPU implementation is also 15x less than the Spartan3-based implementation. This means that for very high performance, large scale, many- 
V. CONCLUSION
Many-body simulations are characterised by a high degree of data and instruction parallelism as well as data locality. The use of parallel computing technologies in the form of FPGAs and SIMD architectures can thus lead to very large speed-ups compared to implementations running on sequential single processors. However, these technologies vary in their cost, programming abstraction level, and power consumption. Our experiments in the context of gravitational force calculations in many-body simulations showed that GPUs are very competitive in performance and performance per cost figures as they led to the highest performance figures. This combined with their lower cost and higher programming abstraction level, makes them a very attractive implementation platform for many-body simulations. Nonetheless, the performance per Watt figure favoured FPGAs with a factor of 15 to 1 compared to GPUs and 34 to 1 compared to GPPs. As such, we anticipate the use of FPGAs for large scale high performance simulations, where power consumption is a bottleneck, to be a possible niche market for FPGAs. Future work consists in extending the experiments conducted in this research through the use of dynamic frequency scaling for GPU and GPP implementations, as well as extending our hardware pipeline to molecular dynamics simulations where calculations are more complex than those involved in astrophysical applications and accuracy levels are higher.
