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On Exact Distribution of Poisson-Voronoi Area in
K-tier HetNets with Generalized Association Rule
Washim Uddin Mondal and Goutam Das
Abstract—This letter characterizes the exact distribution func-
tion of a typical Voronoi area in a K-tier Poisson network. The
users obey a generalized association (GA) rule, which is a superset
of nearest base station association and maximum received power
based association (with arbitrary fading) rules that are commonly
adopted in the literature. Combining the Robbins’ theorem and
the probability generating functional of a Poisson point process,
we obtain the exact moments of a typical k-th tier Voronoi area,
k ∈ {1, . . . , K} under the GA rule. We apply this result in several
special cases. For example, we prove that in multi-tier networks
with the GA rule, the mean of kth tier Voronoi area can exactly be
expressed in a closed-form. We also obtain simplified expressions
of its higher-order moments for both average and instantaneous
received power based user association. In single-tier networks
with exponential fading, the later association rule provides closed-
form expression of the second-order moment of a typical Voronoi
area. We numerically evaluate this exact expression and compare
it with an approximated result.
Index Terms—Voronoi area distribution, Multi-tier PPP, Exact
moments, Generalized association, Robbins’ theorem.
I. INTRODUCTION
The Poisson point process (PPP) has popularly been utilized
in the recent past as a mathematical model for a wide range of
physical phenomena, ranging from species’ habitat distribution
in ecology [1] to the crystal growth in material science [2]. In
the field of wireless communications, this has been extensively
used [3] to model the locations of base stations (BSs) and users
in a given geographical area. One of the most prominent results
that stems from this model is the simple analytical expressions
of the ergodic capacity and the outage probability of downlink
single-tier cellular networks [4]. This result can also be applied
to the case of multi-tier heterogeneous networks (HetNets) [5],
[6], the device-to-device (D2D) networks [7], the vehicular ad-
hoc networks [8] and the Internet-of-Things (IoT) [9] network.
A key presumption in the above articles is that the potential
transmitters are assumed to be always active. Such supposition
however, might not hold in a dense cellular network where the
density of the deployed BSs is comparable to that of the users.
Due to random placement of the users, in such a network, there
will be a non-negligible probability, termed as void probability,
that an arbitrarily selected BS will not be associated with any
user [10]. The void probability, therefore indicates the fraction
of BSs that remains inactive. A plethora of articles have shown
that the void probability significantly modifies the capacity and
the outage probability of a cellular network [11] and has major
impact on its energy efficiency [12]. Due to its importance, an
accurate characterization of the void probability has turned out
to be an important goal in the current literature.
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Note that that a d-dimensional PPP segregates the Rd space
into infinitely many bounded Voronoi cells. Therefore, the void
probability is essentially the probability that there are no users
in the Voronoi cell associated with a typical BS. In particular, if
the distribution function of a typical Voronoi area is indicated
by f(.) and λ0 is the user density, then one can easily establish
that the void probability, Pv(λ0), can be obtained as:
Pv(λ0)
(a)
=
∫ ∞
0
e−λ0Af(A)dA
(b)
=
∞∑
p=0
(−λ0)p
p!
Ef(.)[A
p] (1)
where Ef(.)[A
p] is the p-th order moment of the distribution
function f(.). Evidently the functions Pv(.) and f(.) constitute
a Laplace transform pair and thus have a 1−1 correspondence.
Characterization of Pv(.), hence is equivalent to the characteri-
zation of f(.). Unfortunately, the exact closed-form expression
of f(.), to the best of our knowledge, is still not available in the
current literature. Nevertheless there has been significant effort
in the recent past to approximate f(.) via extensive simulation.
It has been reported that [13], for a two-dimensional PPP with
density λ, the Voronoi cell area distribution, f(.) can be well
approximated by the following Gamma function:
f(A) ≈ (ζλ)
ζAζ−1
Γ(ζ)
e−ζλA (2)
where ζ = 7/2. Substituting (2) in relation (a) in (1), one can
obtain an approximate void probability as follows:
Pv(λ0) ≈
(
1 +
λ0
ζλ
)−ζ
(3)
Eq. (3) is used as a standard result in most of the literature.
It is worth mentioning that the approximation (3) is built on the
presumption that the network under consideration is single-tier
and the users adopt the nearest BS asociation rule. The relation
(3) gets slightly modified if either the network becomes multi-
tiered [11] or the user association rule is changed [12].
Parallel to these simulation-based-approximations, there has
also been attempts to theoretically characterize the distribution
function, f(.). The main ingredient used in these line of attacks
is the Robbins’ theorem [14]. It prescribes a numerical method
to compute the moments of the Lebesgue measure of a random
set. The moments of f(.) in a single-tier Poisson network (with
closest BS association rule) can be exactly obtained as a direct
consequence of this theorem [15]. Utilising the expansion (b)
in (1), the void probability, thus can be exactly evaluated.
In this article, we generalize this result to a K-tier Poisson
network. Specifically, we assume each tier of BSs to be located
according to an independent and homogeneous PPP. The users
are assumed to follow a generalized association (GA) rule. The
2shortest distance based association and the maximum received
power (with arbitrary fading distribution) based association are
sub-cases of the GA rule. Within this framework, utilising the
expression of probability generating functional (PGFL) of PPP
and the Robbins’ theorem, we obtain the exact expressions for
arbitrary moments of a typical k-th tier Voronoi cell area where
k ∈ {1, . . .K}. Although the result is specifically derived for a
two-dimensional PPP, it can be extended to higher dimensions
as well. We prove that the main result gets simplified in several
special cases. For example,
• A closed-form expression of the first order moment of the
Voronoi area for a multi-tier network (with general association)
is derived in the section IV-A. The result is generalized for any
arbitrary dimension.
• For the average received power based association rule, we
derive a simplified expression of all the higher order moments
of the Voronoi area in aK-tier environment. These expressions
are further simplified for K = 1 (section IV-B).
•We also derive the simplified expressions of all the higher
moments of the Voronoi area for instantaneous received power
based association in an exponentially faded multi-tier network.
For a single-tier network, this result provides us a closed-form
expression of the second-order moment of its Voronoi area. We
evaluate this expression numerically and compare the obtained
value with an approximated result available in the literature.
II. PRELIMINARIES AND SYSTEM MODEL
A d-dimensional homogeneous PPP, Φ, with parameter λ is
characterized by the following two axioms.
A1: For any set, A ⊂ Rd, one has:
P(N (Φ ∩ A) = m) = e−λA (λA)
m
m!
, m = 0, 1, 2, ... (4)
where N (.) is the counting measure, and A is the Lebesgue
measure of A. It is evident that the probability of Φ∩A being
empty is e−λA. This justifies the expression of P0(λ0) in (1).
A2: For any two disjoint subsets A and B of Rd, the random
variables N (Φ ∩ A) and N (Φ ∩ B) are independent.
In our paper we consider aK-tier downlink cellular network
where the k-th tier BSs are deployed following a homogeneous
2-dimensional PPP, Φk, k = 1, ..,K with density λk
1. Another
independent and homogeneous PPP Φ0 with density λ0 depicts
the location of the users. For any given realization of {Φk}Kk=1
let ri denote the location of the i-th nearest BS from the origin.
An arbitrarily selected user with location xj , will be associated
with the l-th BS2 if the following is true.
l = argmax
i∈N
wij |ri − xj |−α (5)
where {wij}i∈N denotes a set of independent random variables
and α defines the pathloss coefficient. The association rule (5)
is described as the generalized association (GA) rule3. Various
commonly used association rule such as the maximum average
received power based association (MARPA) and the maximum
instantaneous received power based association (MIRPA) rules
1The PPPs, {Φk}
K
k=1
are assumed to be mutually independent.
2The l-th nearest BS from the origin is simply referred to as the l-th BS.
3A variant of this rule has appeared in [12].
are special cases of the GA rule. For example, if the variables
wij are deterministic and defined as wij = Pi where Pi is the
transmission power of the i-th BS, then the GA rule transforms
into the MARPA rule4. Also, if wij = Pihij where {hij}i∈N is
a collection of exponentially distributed, independent random
variables with unit mean (denoting the small-scale fading), one
obtains the MIRPA rule. We assume that the BSs are classified
into multiple tiers based on the distributions of their associated
weights wij . In particular, wij’s corresponding to the k-th tier
BSs, k ∈ {1, ..,K} are presumed to be distributed with density
function gk(.) and cumulative functionGk(.). The Voronoi cell
Vl, associated with the l-th BS, is defined as follows:
Vl ,
{
xj ∈ R2| l = argmax
i∈N
wij |ri − xj |−α
}
(6)
Define fk(.) to be the density function of a typical k-th tier
Voronoi area. Our goal in this article is to exactly characterize
the moments of fk. We use two important results from random
geometry to achieve this target. The first result is the Robbins’
theorem [14]. It states that, if fV (.) is the distribution function
of V , the Lebesgue measure of a random subset V of Rd, then
EfV (.)[V
p], the p-th order moment of fV (.) is given as follows:
EfV (.)[V
p] =
∫
Rd
· · ·
∫
Rd
P (x1, . . .xp ∈ V) dx1 . . .dxp (8)
The second result is the well-known PGFL expression of a
PPP. Precisely, it states that, for a d-dimensional homogeneous
PPP, Φ, with density λ, the following holds true:
E
[ ∏
xi∈Φ∩A
s(xi)
]
= exp
(
−λ
∫
A
[1− s(x)] dx
)
(9)
where s(.) is any function and A ⊂ Rd. In the next section, we
use these results to obtain arbitrary moments of the distribution
functions, fk(.) of a typical k-th tier Voronoi area.
III. THE MAIN RESULT
As homogeneous PPPs are stationary [16], we, without loss
of generality, assume that a typical k-th tier BS, k ∈ {1, . . .K}
is located at the origin. We represent its associated Voronoi cell
as Vk
0
. Eq. (8) dictates that the p-th order moment of fk(.) can
be derived by integrating P0(x1, . . . ,xp ∈ Vk0) over the region
(x1, . . .xp) ∈ (R2)p where P0(.) , P(.|0 ∈ Φk). Let us select
a point xj , j ∈ {1, . . . , p}. The association rule (5) states that
xj ∈ Vk0 if the event, Eij (described below) is true ∀i ∈ N.
Eij : w0j |0− xj |−α ≥ wij |ri − xj |−α (10)
where ri 6= 0 is the location of i-th closest BS to the origin, 0
and {wij}i∈0∪N denotes independent random numbers. Define,
Φ!q , Φq/{0}, q ∈ {1, ...,K}. One gets:
P(Eij |ri ∈ Φ!q, w0j) = Gq
(
w0j
|ri − xj |α
|xj |α
)
(11)
where Gq(.), as clarified in section II, denotes the cumulative
distribution function of the random weights associated with the
4Observe that if the transmission powers of all the BSs are equal, then
MARPA rule is equivalent into the nearest BS association rule.
3Efk(.)[V
p
k ] = Ewp0

∫
(R2)p
exp

− K∑
q=1
∫
R2
λq

1− p∏
j=1
Gq
(
w0j
|r− xj |α
|xj |α
)dr

 dxp

 (7)
q-th tier BSs. Letwp0 , {w01, . . . w0p} and xp , {x1, . . .xp}.
We have the following.
P0(x
p ∈ Vk
0
|wp0) = E0

 K∏
q=1
∏
ri∈Φ!q
p∏
j=1
P(Eij |ri ∈ Φ!q, w0j)


(a)
=
K∏
q=1
exp

−λq ∫
R2

1− p∏
j=1
Gq
(
w0j
|r− xj |α
|xj |α
)dr


(12)
where E0[.] , E[.|0 ∈ Φk]. Recall that Φk,Φq are independent
for q 6= k. Hence, E0[
∏
q h(Φ
!
q)] = E0[h(Φ
!
k)]
∏
q 6=k E[h(Φ
!
q)]
for any function h(.). Moreover, due to the Slivnyak’s theorem
[16], E0[h(Φ
!
k)] = E[h(Φk)]. Using this result, in conjunction
with (9), (11), we derive relation (a) in (12). Finally, we obtain:
P0(x
p ∈ Vk
0
) = Ewp0
[
P0(x
p ∈ Vk
0
|wp0)
]
.Note that the weights
w
p
0 are associated with the BS at the origin (which is presumed
to belong to the kth tier) and hence are distributed with density
function, gk(.). We now apply Robbins’ Theorem (8) to obtain
Efk(.)[V
p
k ], the pth order moment of fk(.). The final expression
is given in (7). Although the result is derived for 2-dimensional
PPPs, it can be extended to higher dimensions by changing the
space of integration of r, xp in (7). We examine the implication
of (7) for some special cases in the section IV.
IV. SPECIAL CASES
A. First Order Moment
We first consider the first-order moment of fk(.). Note that,
for p = 1, the innermost integral of (7) is evaluated as follows:∫
R2
[
1−Gq
(
w01
|r− x1|α
|x1|α
)]
dr
(a)
=
∫
R2
[
1−Gq
(
w01
|r|α
|x1|α
)]
dr
(b)
=
∫ ∞
0
[
1−Gq
(
w01
rα
|x1|α
)]
rdr
∫ 2pi
0
dθ
(c)
=
2pi
α
|x1|2w−
2
α
01
∫ ∞
0
[1−Gq(y)] y 2α−1dy
(13)
where the relation (a) is obtained by substituting r by r+x1,
(b) by expanding the differential dr as rdrdθ while (c) follows
from substitution of w01r
α/|x1|α by y. Define Eq[.] to be the
expectation over, gq(.), the density function of random weights
associated with q-th tier BSs. We have:
2
α
∞∫
0
[1−Gq(y)]y 2α−1dy = 2
α
∞∫
0
y
2
α
−1
∞∫
y
gq(w)dwdy
=
2
α
∞∫
0
gq(w)
w∫
0
y
2
α
−1dydw =
∞∫
0
w
2
α gq(w)dw = Eq
[
W
2
α
]
The final expression of (13), hence, is: pi|x1|2w−
2
α
01 Eq[W
2
α ].
Substituting this result into (7), we obtain:
Efk(.)[Vk] = Ek
[∫
R2
e−pi|x1|
2w
− 2
α
01
∑
K
q=1
λqEq [W
2
α ]dx1
]
(a)
= Ek
[∫ ∞
0
e−pir
2w
−
2
α
01
∑
K
q=1 λqEq [W
2
α ]rdr
∫ 2pi
0
dθ
]
= Ek[W
2
α ]
(
K∑
q=1
λqEq[W
2
α ]
)−1 (14)
where (a) is obtained by changing the integration into polar
form. Equation (14) provides an exact closed-form expression
of the first-order moment of a typical kth tier Voronoi cell area.
The following points are worth mentioning. Firstly, for a single
tier Poisson network with density λ, the mean area of a typical
Voronoi cell is 1/λ. Secondly, under both MARPA and MIRPA
rule with exponentially faded channels (as described in section
II), the k-th tier mean Voronoi area is P
2
α
k /
∑K
q=1 λqP
2
α
q where
Pq denotes the transmission power of q-th tier BSs. Finally the
result (14) can also be generalized to higher dimension. For d-
dimensional PPPs we easily can demonstrate that Efk(.)[V
p
k ] =
Ek[W
d
α ]/
∑K
q=1 λqEq[W
d
α ]. We will now discuss higher order
moments of fk(.).
B. Higher Order Moments
Unlike the mean, it is in general difficult to obtain simplified
closed-form expressions of the higher order moments of fk(.).
Hence, one must resort to numerical methods to evaluate these
quantities. However in some special cases partial simplification
can be obtained. Below we discuss two such specific scenarios.
We first consider a multi-tier network with the MARPA rule
i.e. wij = Pq if ri ∈ Φq and Pq defines the transmission power
of q-th tier BSs. In this case, Gq(w) = 1(w ≥ Pq) where 1(.)
is the indicator function. Observe that,
∫
R2

1− p∏
j=1
Gq
(
Pk
|r− xj |α
|xj |α
)dr
=
∫
R2

1− p∏
j=1
1
(
|r− xj |2 ≥
(
Pq
Pk
) 2
α
|xj |2
)dr
=
∫
R2

1− 1

r 6∈ p⋂
j=1
C
(
xj , (Pq/Pk)
1
α |xj |
)

dr
=
∫
R2
1

r ∈ p⋃
j=1
C
(
xj , (Pq/Pk)
1
α |xj |
)dr
(15)
where C(x, r) denotes the set of interior points of a circle with
centre at x and radius r. It is obvious that |A| = ∫ 1(r ∈ A)dr
4for any deterministic set A ⊂ Rd where the integration is over
R
d and |.| is the Lebesgue measure5. Thus, (7) reduces to:
Efk(.)[V
p
k ] =
∫
(R2)p
e
−
K∑
q=1
λq
∣∣ p⋃
j=1
C
(
xj ,(Pq/Pk)
1
α |xj |
)∣∣
dxp (16)
For single-tier PPPs with density λ, (16) reduces to:
Ef(.)[V
p] =
∫
(R2)p
exp

−λ∣∣∣∣ p⋃
j=1
C(xj , |xj |)
∣∣∣∣

 dxp (17)
It is worth pointing out that the expression (17) can be de-
rived via a simpler method. Recall that, in single-tier networks,
MARPA is equivalent to the nearest BS association rule. Thus,
the event that the point x1 associates itself with the BS located
at the origin (denoted as BS0) is identical to the event that there
are no BSs nearer to x1 than BS0. This indicates that the disk,
C(x1, |x1|) must be devoid of any BSs. The probability of this
event is e−λ|C(x1,|x1|)|. In a similar manner, the probability that
p arbitrary points (x1, . . . ,xp) associate themselves with BS0
is exp(−λ⋃ C(xj , |xj |)). Applying Robbin’s formula, one can
now obtain (17). Details of this process, along with numerical
evaluation of (17), for p = 2, 3, can be found in [15].
We now consider the MIRPA rule in an exponentially faded
multi-tier environment. Particularly, Gq(w) = 1−e−µqw, w ≥
0 for some parameter µq > 0. We have,∫
R2

1− p∏
j=1
Gq
(
w0j
|r− xj |α
|xj |α
) dr = p∑
s=1
(−1)s+1
×
∑
J⊂{1,...,p}
|J |=s
∫
R2
exp

−µq ∑
j∈J
w0j
|r− xj |α
|xj |α

 dr
︸ ︷︷ ︸
Hq
J
(18)
The termsHqJ given in (18), in general need to be computed
numerically. However, for α = 2, its closed-form expressions
can be derived. Define βj , w0j |xj |−2. We get,∑
j∈J
w0j
|r− xj |2
|xj |2 =
∑
j∈J
βj
{
|r|2 − 2(r · xj) + |xj |2
}
=

∑
j∈J
βj

 |r|2 − 2

∑
j∈J
βjxj

 · r+∑
j∈J
w0j
=

∑
j∈J
βj

 ∣∣∣∣∣r−
∑
j∈J
βjxj∑
j∈J
βj
∣∣∣∣∣
2
−
∣∣∣ ∑
j∈J
βjxj
∣∣∣2∑
j∈J
βj
+
∑
j∈J
w0j
(19)
Injecting (19) into (18), it is easy to show that,
HqJ =
piµ−1q∑
j∈J
βj
exp

−µq ∑
j∈J
w0j + µq
∣∣∣ ∑
j∈J
βjxj
∣∣∣2∑
j∈J
βj

 (20)
5With slight abuse of the notations, we use |.| to indicate both the Lebesgue
measure of a set and the norm of a vector.
The expression of Efk(.)[V
p
k ], as suggested in equation (7),
therefore can be equivalently written as the following.
Efk(.)[V
p
k ] =
∫
(R+)p
dwp0(µk)
p exp

−µk p∑
j=1
w0j

×
∫
(R2)p
dxp exp

−
p∑
s=1
(−1)s+1
∑
J⊂{1,...,p}
|J |=s
K∑
q=1
λqH
q
J


(21)
This result can be further simplified for p = 2 (second-order
moment) in a single-tier network with density λ and associated
weight distribution G(w) = 1−e−µw, w ≥ 0. In this scenario,
Ef(.)[V
2] =
1
λ2
[
∞∑
k=0
B(k + 1)
(k + 1)
+
2k2B(k + 2)
(k + 1)2
]
(22)
whereB(m) ,
∫ 1
0 t
m−1(1−t)m−1dt defines the Beta function
with identical arguments. Eq. (22) is derived in the Appendix.
It would be interesting to see how different approximations,
such as given in [12], compares with the exact moment derived
in (22). Numerical evaluation of (22) dictates that, Ef(.)[V
2] =
1.122/λ2. On the other hand, [12] suggests that for an arbitrary
pathloss coefficient α, the Voronoi area distribution in a single-
tier network with density λ can accurately be approximated by
(2) with the following parameter: ζ = 72E[W
2
α ]E[W−
2
α ]. Note
that for exponentially distributed weights ζ = 72Γ(1+
2
α )Γ(1−
2
α ) where Γ(.) indicates the Gamma function. It is evident that
ζ →∞ as α→ 2. In this limiting scenario, the approximation
in [12] provides Ef(.)[V
2] = λ−2 which is approximately 12%
erroneous as compared to its exact value.
V. CONCLUSION
We derive the exact expressions of the moments of a typical
Voronoi area in a multi-tier Poisson network with a generalized
association rule. This fully characterizes the area distribution
function of a Voronoi cell and the base station void probability.
We use this result in several special cases and obtain simplified
expressions of the moments. For example, we derive a closed-
form expression of the first-order moment of the Voronoi area
inK-tier network with generalized association and the second-
order moment in a single-tier network with exponentially faded
channels under maximum instantaneous received power based
user association rules. Numerical computation reveals that the
approximations available in the literature may produce as large
as 12% error as compared to the exact results obtained via our
method. This necessitates a better approximation result for the
area distribution function of the Voronoi cells for a wide range
of system parameters. We expect that our exact result will help
in achieving such a goal in the future.
APPENDIX
DERIVATION OF (22)
It is evident from (21) that,
Ef(.)[V
2] = Ew20
[∫
(R2)2
e−λ(H1+H2−H1,2)dx2
]
(23)
5Using (20), one getsHj = pi/(µβj), where βj , w0j/|xj |2,
j ∈ {1, 2}. In a similar fashion, H1,2 = pi[µ(β1+β2)]−1 e−H0
where H0 = [µ(w01β2+w02β1) −2µβ1β2(x1 ·x2)]/(β1+β2).
The term x1 ·x2 is the dot product between x1 and x2. Writing
|xj | as xj , the differential dxj as xjdxjdθj for j ∈ {1, 2} and
x1 ·x2 = x1x2 cos(θ1−θ2), one can write the integration given
in (23) over (x1,x2) ∈ (R2)2 as an equivalent integration over
(x1, x2, θ1, θ2) ∈ [0,∞)2× [0, 2pi]2. Moreover, substituting x1
as a1r cosφ, x2 as a2r sinφ and dx1dx2 as a1a2rdrdφ where
aj = (µw0j/piλ)
1
2 , j ∈ {1, 2}, the integration over (x1, x2) ∈
[0,∞)2 can be changed into an integration over (r, θ) ∈ [0,∞)
×[0, pi/2]. The final result is the following.
J ,
∫
(R2)2
e−λ(H1+H2−H1,2)dx2 =
µ2w01w02
pi2λ2
×∫
[0,2pi]2
∫ pi
2
0
∫ ∞
0
F (r, φ, θ1 − θ2)r3e−r2drdφdθ1dθ2
(24)
where the function F is expressed as follows:
F (r, φ, θ) , sinφ cosφ
× exp
[
r2(sinφ cosφ)2e−F1(φ)e−F2(φ)eF3(φ,θ)
]
=
∞∑
k=0
r2k
k!
(sinφ cosφ)2k+1e−kF1(φ)e−kF2(φ)ekF3(φ,θ)
=
∞∑
k,t=0
r2k
k!
(sinφ cosφ)2k+1e−k[F1(φ)+F2(φ)]
ktF t3(φ, θ)
t!
where F1(φ) = µw01 cos
2 φ, F2(φ) = µw02 sin
2 φ and finally,
F3(φ, θ) = 2µ
√
w01w02 sinφ cosφ cos(θ). Injecting the series
expansion of F (r, φ, θ) in (24), the term J can be written as:
J =
∞∑
k=0
∞∑
t=0
kt
λ2
(µ2w01w02)
1
2
t+1
∫ ∞
0
r2k+3
k!
e−r
2
dr︸ ︷︷ ︸
J1
× 1
pi2t!
∫
[0,2pi]2
2t cost(θ1 − θ2)dθ1dθ2︸ ︷︷ ︸
J2
×
∫ pi
2
0
e−kF1(φ)e−kF2(φ)(sinφ cosφ)2k+t+1dφ
(25)
Substituting r by
√
y in J1, it can be shown that,
J1 =
1
2k!
∫ ∞
0
yk+1e−ydy =
1
2k!
Γ(k + 2) =
1
2
(k + 1) (26)
where Γ(.) is the Gamma function. Now we calculate J2. Note
that J2 = 0 for odd t. Presume, t = 2q for some integer q ≥ 0.
In this case, we have the following.
J2 =
2pi4q
pi2(2q)!
∫ 2pi
0
cos2q θdθ =
8pi4q
pi2(2q)!
∫ pi
2
0
cos2q θdθ
=
4pi4q
pi2(2q)!
Γ
(
q +
1
2
)
Γ
(
1
2
)
Γ(q + 1)
=
4pi4q
pi2(2q)!
(
2q − 1
2
)(
2q − 3
2
)
. . .
1
2
√
pi
√
pi
q!
=
4
(q!)2
Using these results, (25) can be re-written as:
J =
2
λ2
∞∑
k=0
∞∑
q=0
(k + 1)k2q
∫ pi
2
0
(sinφ cosφ)2k+2q+1
× (µw01)
q+1
q!
e−kF1(φ)
(µw02)
q+1
q!
e−kF2(φ)dφ
(27)
Now, w01, w02 are exponentially distributed with parameter
µ. Therefore, for any integer q, we have:
E[(µw0j)
q+1e−kFj(φ)] =
(q + 1)!
(1 + kQj(φ))q+2
, j ∈ {1, 2} (28)
where Q1(φ) = cos
2(φ), Q2(φ) = sin
2(φ). We thus obtain:
Ew20
[J ] =
2
λ2
∞∑
k=0
∫ pi
2
0
(k + 1)(sinφ cosφ)2k+1
(1 + k cos2 φ)2(1 + k sin2 φ)2
×
∞∑
q=0
(q + 1)2
[
k2 sin2 φ cos2 φ
(1 + k cos2 φ)(1 + k sin2 φ)
]q
dφ
(29)
It is easy to prove that,
∑∞
q=0(q+1)
2xq = (1+x)/(1−x)3,
|x| < 1. Using this result in (29) and simplifying the resulting
expression, we can arrive at (22).
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