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Abstract
We develop a manifestly supersymmetric version of the generalized unitarity cut method for
calculating scattering amplitudes in N = 4 SYM theory. We illustrate the power of this method
by computing the one-loop n-point NMHV super-amplitudes. The result confirms two conjectures
which we made in arXiv:0807.1095 [hep-th]. Firstly, we derive the compact, manifestly dual
superconformally covariant form of the NMHV tree amplitudes for arbitrary number and types
of external particles. Secondly, we show that the ratio of the one-loop NMHV to the MHV
amplitude is dual conformal invariant.
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1 Introduction
In this paper, we continue the study of a new symmetry of scattering amplitudes in N = 4
supersymmetric Yang-Mills theory (SYM), dual superconformal symmetry [1]. This symmetry
goes beyond all known symmetries of N = 4 theory and it was conjectured in [1] to hold both
at weak and at strong coupling. It relates various particle amplitudes with different helicity
configurations (maximally helicity violating (MHV), next-to-MHV and so on) and imposes non-
trivial constraints on the loop corrections. Dual superconformal symmetry is related through the
AdS/CFT correspondence to the invariance of the sigma-model on the AdS5 × S5 background
under T-duality transformations applied to both bosonic [2] and fermionic [3, 4] variables.
Calculating scattering amplitudes in N = 4 SYM is a complicated task, due to the large
variety of scattered on-shell states and their helicity configurations, and due to the number
of contributing diagrams in the perturbative expansion. To uncover the dual superconformal
symmetry of the scattering amplitudes we need an efficient method for computing them in N = 4
SYM that takes full advantage of supersymmetry of the underlying gauge theory. In this paper,
we develop such a method and apply it to derive the dual superconformal covariant representation
of the MHV and NMHV super-amplitudes conjectured in [1] .
The method represents a manifestly N = 4 supersymmetric version of the generalised uni-
tarity cut method. Unitarity of the S-matrix is a property which has been exploited widely
in quantum field theory. It is a particularly strong constraint on the perturbative structure of
scattering amplitudes in supersymmetric gauge theories. Indeed in such theories the amplitudes
can be argued to be cut-constructible, that is they can be entirely determined by a knowledge of
the structure of their branch cuts, as shown in [5, 6]. In these papers it is shown that in one-loop
calculations in N = 4 SYM all integrals can be reduced [7] to one-loop box integrals. Thus, a
one-loop amplitude in N = 4 SYM is completely determined by the rational prefactors of the box
integrals. The latter can be determined by considering cuts that give the discontinuities of the
integral functions corresponding to particular kinematical invariants. At one loop, this amounts
to cutting two propagators.
A generalisation of this method consisted in taking cuts passing through three or more prop-
agators [8]. At one loop, the most restrictive of these cuts is the four-particle cut which fixes the
loop integration completely. This is very convenient since it allows to compute one box coeffi-
cient at a time, and because no phase space integration is required. There is a technical difficulty,
however; if one works in Minkowski signature such four-particle cuts only give information on the
coefficients of four-mass box integrals, because for the others there will always be a three-point
on-shell vertex which vanishes. A way around this obstruction to using the four-particle cut was
found in [9]; one can either replace the signature by (+ + −−), or complexify the momenta,
which allows a non-zero on-shell three-point vertex. The generalised cut technique could then be
applied to the computation of various one-loop amplitudes in N = 4 SYM, namely the n-gluon
MHV and NMHV amplitudes for arbitrary n [5, 10]. Amplitudes with other external particles
were also computed, see e.g. [11].
In gauge theories in general it is often necessary to consider different distributions of the
external particle and their helicities and also to sum over all possible intermediate states. In
supersymmetric gauge theories both of these considerations can be neatly combined by using a
superspace representation for the relevant amplitudes [12]. The external particle/helicity choices
are then kept general as they are encoded in the superspace structure and the sum over interme-
diate states is simply replaced by a Grassmann integration over the superspace coordinates of the
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various sub-amplitudes separated by the cuts. Amplitudes in superspace were already considered
in [13, 14], although in a different context.
In this paper we will give some non-trivial examples of using superspace and unitarity to
obtain a compact form for amplitudes in N = 4 SYM. The methods described here should easily
generalise toN = 8 supergravity. We first illustrate the method on the known expressions for one-
loop n-point MHV amplitudes [5] using generalised cuts. Our main new result is the computation
of the n-point NMHV super-amplitudes at one-loop (note that partial results for 6-point NMHV
amplitudes using similar ideas were already obtained in [15]). The result confirms the proposal
we made in [1], and also agrees with previously known results for scattering amplitudes involving
gauge fields, gaugino and scalars [10, 11]. By infrared consistency of the one-loop amplitudes we
derive a compact expression for the n-point NMHV tree-level super-amplitudes (also conjectured
in [1]).
Writing the amplitudes in superspace also allows us to discover their dual superconformal
properties. Dual superconformal symmetry was introduced in [1] as a generalisation of dual
conformal symmetry [16, 17, 18, 19, 20]. The latter is an important aspect of the remarkable
duality between scattering amplitudes and Wilson loops in N = 4 SYM theory [17, 18, 21]. In
this paper we obtain the manifestly dual superconformal form of the three-, two- and one-mass
box super-coefficients. 1 The NMHV tree-level super-amplitude that we find is made of three-
mass box coefficients and hence is also manifestly dual superconformally covariant. In a recent
paper [22] a recursive argument was used to check the conjecture made in [1] that all tree-level
N = 4 SYM super-amplitudes have this property.
The paper is organised as follows. In section 2, we introduce the necessary notations and
concepts to describe scattering amplitudes in N = 4 SYM in an on-shell superspace. In section
3 we show how unitarity cuts can be evaluated in superspace on the known example of n-point
MHV super-amplitudes. In section 4 we present new results for n-point NMHV super-amplitudes.
We use these results to show the dual superconformal properties of the latter in section 5.
2 Scattering amplitudes in N = 4 SYM
In this section we briefly review the structure of scattering amplitudes in N = 4 super Yang-
Mills theory. The on-shell states in this theory are two gluons G± with helicity ±1, eight gluinos
ΓA, Γ¯
A with helicity ±1
2
and six real scalars described by a complex wave function SAB satisfying
the reality condition SAB =
1
2
ǫABCDS¯
CD. Here the upper (lower) indices A,B,C,D = 1, . . . , 4
correspond to the (anti-) fundamental representation of the R symmetry group SU(4) of the
N = 4 theory.
We can label the on-shell states by (pi, hi, ai) with hi being the helicity, ai the color index in
the adjoint representation of the gauge group SU(N) and pµi the light-like momentum of the i-th
particle (p2i = 0). The generic n−particle scattering amplitude in the planar N = 4 theory then
has the following form
An({pi, hi, ai}) = (2π)
4δ(4)
( n∑
i=1
pi
) ∑
σ∈Sn/Zn
2n/2gn−2 tr[taσ(1) . . . taσ(n) ]An
(
σ(1h1 , . . . , nhn)
)
, (2.1)
1The three-mass box case were already presented in [1] based on comparison with the n-gluon NMHV ampli-
tudes from [10].
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where the sum runs over all possible non-cyclic permutations σ of the set {1, . . . , n} and the
color trace involves the SU(N) generators ta in the fundamental representation normalized as
tr(tatb) = 1
2
δab. All particles are treated as incoming, so that momentum conservation takes the
form
∑n
i=1 pi = 0. A convenient way to describe the helicities of the various particles is the spinor
formalism, in which one solves the on-shell conditions p2i = 0 by expressing each the light-like
momentum in terms of a pair of commuting spinors,
(pi)
α˙α = λ˜α˙i λ
α
i , (2.2)
where pµi =
1
2
pα˙αi σ
µ
αα˙ and σ
µ = (I, ~σ) is given by the Pauli matrices. In a physically realistic
situation, where the momenta are real vectors in four-dimensional Minkowski space with signa-
ture (+ − −−), the spinor λ belongs to the fundamental (chiral) representation of the Lorentz
group SL(2,C), while its complex conjugate λ˜ = λ¯ belongs to the anti-fundamental (anti-chiral)
representation. However, one of the key points in the generalized unitarity approach that we
apply in the present paper, is the use of three-particle amplitudes, which do not exist for real
Minkowski momenta. One way to introduce them is to complexify the momenta, and hence the
Lorentz group. Therefore we shall often treat λ˜ as yet another complex two-component spinor,
unrelated to λ by complex conjugation.
The color-ordered partial amplitudes An
(
σ(1h1, . . . , nhn)
)
only depend on the momenta and
helicities of the particles and admit a perturbative expansion in powers of the ‘t Hooft coupling
a = g2N/(8π2). The color-ordered amplitudes can be classified according to their total helicity
htot = h1 + . . .+ hn, whose possible values are htot = −n,−n + 2, . . . , n− 2, n. As a corollary of
supersymmetry, the amplitudes with total helicity htot = ±n, ±(n−2) vanish at all perturbative
orders. The amplitudes with htot = n− 4, n− 6, . . . are usually referred to as maximally helicity
violating (MHV), next-to-MHV (NMHV), . . . amplitudes. Similarly, the amplitudes with htot =
−(n− 4),−(n− 6), . . . are known as MHV, NMHV, . . . amplitudes.
2.1 Super-amplitudes
The large number of species of incoming particles in the N = 4 SYM theory leads to a prolifera-
tion of possible scattering amplitudes. Supersymmetry provides us with a very useful bookkeeping
tool for their description. A unique feature of the N = 4 SYM theory is that all on-shell states
can be assembled into a single super-wavefunction Φ(p, η) by introducing Grassmann variables
ηA (with A = 1, . . . , 4) belonging to the fundamental representation of R symmetry group SU(4),
Φ(p, η) = G+(p) + ηAΓA(p) +
1
2
ηAηBSAB(p) +
1
3!
ηAηBηCǫABCDΓ¯
D(p)
+
1
4!
ηAηBηCηDǫABCDG
−(p) . (2.3)
Here the first term on the right-hand side is the helicity +1 state. In each subsequent term the
helicity of the states decreases by a step of (−1/2), so that the last term is the helicity (−1) state.
It is logical to assign helicity (−1/2) to the variables ηA, so that each term on the right-hand
side of Eq. (2.3) has the same total helicity (+1).
The super-wavefunction Φ(p, η) serves as a generating function for the various species of
scattered particles. Thus, for a given number of external particles n, all possible scattering
amplitudes can be obtained as components of a single super-amplitude,
An
(
λ, λ˜, η
)
= A (Φ1 . . .Φn) , (2.4)
4
where Φi is a shorthand for Φ(pi, ηi) and the spinors λi, λ˜i are defined in (2.2). Expanding the
super-amplitude An
(
λ, λ˜, η
)
in the η’s, we can read off the various scattering amplitudes as the
coefficients of the relevant powers of η’s. For instance,
An
(
λ, λ˜, η
)
= (η1)
4 (η2)
4 An
(
G−G−G+ . . . G+
)
(2.5)
+
1
3!
(η1)
4 ηA2 η
B
2 η
C
2 η
E
3 ǫABCDAn
(
G− Γ¯D2 Γ3EG
+ . . . G+
)
+ . . . ,
with (η)4 = 1
4!
ηAηBηCηDǫABCD.
The N = 4 super-multiplet described by (2.3) is PCT self-conjugate and, hence, the complex
conjugate super-wave function Φ¯ ≡ (Φ(p, η))∗ is just a different representation of the same
multiplet,
Φ¯(p, η¯) = G−(p) + η¯AΓ¯
A(p) +
1
2
η¯Aη¯BS¯
AB(p) +
1
3!
η¯Aη¯B η¯Cǫ
ABCDΓD(p)
+
1
4!
η¯Aη¯B η¯C η¯Dǫ
ABCDG+(p) , (2.6)
where (λαi )
∗ = λ˜α˙i , (G
+)
∗
= G−, (ΓA)
∗ = −Γ¯A, and η¯A =
(
ηA
)∗
belongs to the anti-fundamental
representation of SU(4). By analogy with the two-component Lorentz spinors, we can call the
description (2.3) chiral (or holomorphic, since only the variables ηA appear), and (2.6) anti-chiral
(or antiholomorphic).
Note if we complexify the particle momenta, we cannot treat (2.6) as the complex conjugate
of (2.3) anymore. Nevertheless, the two super-wavefunctions Φ(p, η) and Φ¯(p, η¯) are still related
to each other through the Grassmann Fourier transform
Φ¯(p, η¯) =
∫
d4η eη
Aη¯A Φ(p, η) , (2.7)
where d4η =
∏4
A=1 dη
A and the Grassmann integration uses the rules
∫
dηA = 0 and
∫
dηA ηA = 1
(no summation over A). We can say that even for complexified momenta the two alternative
descriptions of the N = 4 SYM multiplet are Fourier (if not complex) conjugate to each other.
By analogy with (2.4), we define the conjugate super-amplitude as
A¯n
(
λ, λ˜, η
)
= A
(
Φ¯1 . . . Φ¯n
)
= An
(
λ, λ˜, η
)∣∣
ηi→η¯i, λi→λ˜i, λ˜i→λi
, (2.8)
where in the last relation we followed the rule that the conjugated super-wavefunction is obtained
by substituting the spinors, λ ⇆ λ˜, and the Grassmann variables, η ⇆ η¯. In addition, the
transform (2.7) leads to the following relation between the two super-amplitudes
An
(
λ, λ˜, η
)
=
∫ n∏
i=1
d4η¯i e
−ηi·η¯i A¯n
(
λ, λ˜, η
)
=
∫ n∏
i=1
d4η¯i e
−ηi·η¯i An
(
λ˜, λ, η
)
, (2.9)
where the super-amplitude in the second relation is obtained from An
(
λ, λ˜, η
)
through the sub-
stitution (2.4). 2
In this paper we make our choice in favor of the holomorphic description, i.e. we always define
the n-particle amplitudes with Φ everywhere. Equivalently, we could have chosen to represent
some or all of the n particles by Φ¯, since it describes the same supermultiplet.
2Except for the case n = 3, see Section 2.4.
5
2.2 Supersymmetry invariance
Let us now discuss the consequences of supersymmetry for the super-amplitudes. One of the
advantages of using the (chiral) super-wavefunctions Φ(p, η) is that the supersymmetry transfor-
mations of the various on-shell states entering (2.3) can be presented in the compact form,
δΦ(p, η) =
(
ǫαA q
A
α + ǫ¯
A α˙ q¯A α˙
)
Φ(p, η) , (2.10)
with generators qAα = λαη
A and q¯A α˙ = λ˜α˙∂ηA . For a super-amplitude An
(
λ, λ˜, η
)
depending on n
super-wavefunctions Φ(pi, ηi), the generators of the N = 4 Poincare´ supersymmetry algebra are
given by the sums of the single-particle generators
qAα =
n∑
i=1
λiαη
A
i , q¯A α˙ =
n∑
i=1
λ˜iα˙
∂
∂ηAi
, {qAα , q¯α˙B} = δ
A
B pαα˙ , (2.11)
where pαα˙ =
∑n
i=1 pi αα˙ =
∑n
i=1 λiαλ˜iα˙ is the total momentum. The invariance of the super-
amplitude An(λ, λ˜, η) under the supersymmetry transformations (2.10) means that it is annihi-
lated by the corresponding generators,
qAα An = q¯A α˙An = pαα˙An = 0 . (2.12)
These relations imply that in the N = 4 SYM theory the super-amplitude takes the following
form 3,
An(λ, λ˜, η) = i(2π)
4 δ(4)(pαα˙) δ
(8)(qAα ) Pn(λ, λ˜, η) , (2.13)
with the function Pn satisfying the relation
q¯A α˙Pn(λ, λ˜, η) = 0 . (2.14)
Expanding Pn in powers of η’s and taking into account the fact that An(λ, λ˜, η) should be an
SU(4) singlet, we find that Pn is given by
Pn = P
(0)
n + P
(4)
n + P
(8)
n + . . .+ P
(4n−16)
n , (2.15)
with P(4k)n (λ, λ˜, η) being SU(4) invariant homogenous polynomials in η’s of degree 4k.
We recall that each super-wavefunction Φ(pi, ηi) carries helicity +1, so the total helicity of
the super-amplitude An(λ, λ˜, η) equals n. Since each ηAi has helicity +1/2 and the Grassmann
delta function δ(8)(qAα ) is itself of degree 8 in the η variables (but has vanishing helicity), the
super-polynomial Pn (2.15) carries total helicity n − 4. Then, the first term in the expansion
(2.15), P(0)n , describes the MHV scattering amplitudes with helicity n− 4, the second term P
(4)
n
describes NMHV scattering amplitudes with helicity n − 6 and so on. The last term P(4n−16)n
corresponds to MHV amplitudes with total helicity −(n− 4). It has degree 4n− 16 in η, which
corresponds to overall degree 4n− 8 of the amplitude (including the δ(8)(q) factor).
We know that each super-wavefunction contains a term (η)4 (see Eq. (2.3)), so the maximal
possible degree of the super-amplitude An could be 4n. The fact that the maximal degree is
3This formula is true for n ≥ 4. However, for n = 3 one can construct e.g. amplitudes A3(1−, 2+, 3+) 6= 0
provided the on-shell momenta are complex [23]. In this exceptional case the super-amplitude takes a different
form, see Section 2.4.
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actually 4n− 8 and not 4n follows from the duality relation (2.9) between amplitudes and their
Fourier conjugates. Indeed, examining the Grassmann integral on the right-hand side of (2.9), it
is easy to see that it maps a homogenous polynomial in η¯ of degree k into another homogenous
polynomial in η of degree 4n− k. This implies that, since the minimal degree of An in (2.13) is
8, its maximal degree is 4n− 8. 4 In a similar manner, substituting the super-amplitude in (2.9)
by its general expression (2.13) and comparing the terms of the same degree in η on both sides
of (2.9), we can establish relations between the super-polynomials P(4k)n and P
(4n−4k−16)
n (with
k = 0, 1, 2, . . .). We shall return to these relations in a moment.
As was already mentioned, the function P(0)n describes MHV scattering amplitudes. Com-
paring the super-amplitude (2.13) with the well-known expression for the tree-level MHV gluon
scattering amplitudes [24, 25], we identify the tree-level expression for P(0)n as
P(0)n;0 = (〈1 2〉〈2 3〉 . . . 〈n 1〉)
−1 . (2.16)
Together with (2.13), this leads to Nair’s description [12] of the n-particle MHV tree-level super-
amplitude
AMHVn;0 (λ, λ˜, η) = i(2π)
4 δ
(4)(
∑n
i=1 λ
α
i λ˜
α˙
i ) δ
(8)(
∑n
i=1 λ
α
i η
A
i )
〈1 2〉〈2 3〉 . . . 〈n 1〉
≡ i(2π)4
δ(4)(p) δ(8)(q)
〈1 2〉〈2 3〉 . . . 〈n 1〉
, (2.17)
where in the second line we have used a shorthand notation for the momentum and super-charge
conservation delta functions.
Let us now apply the relation (2.9) to obtain the tree-level expression for P(4n−16)n;0 . We insert
(2.17) into the right-hand side of (2.9), replace the variables, λ ⇆ λ˜ and η → η¯, and use the
integral representation for the Grassmann delta function,
δ(8)(
∑
i
λ˜α˙i η¯Ai) =
∫
d8ω exp
[
ωAα˙
∑
i
λ˜α˙i η¯A i
]
, (2.18)
with d8ω =
∏4
A=1
∏
α˙=1,2 dω
A
α˙ , to obtain
δ(8)(qAα ) P
(4n−16)
n;0 (λ, λ˜, η) = ([12][23] . . . [n1])
−1
∫
d8ω
n∏
i=1
δ(4)
(
ηAi − λ˜
α˙
i ω
A
α˙
)
, (2.19)
It is easy to verify that the product of delta functions on the right-hand side of (2.19) is pro-
portional to δ(8)(qAα ), since we have q
Aα =
∑
i λ
α
i η
A
i =
∑
i λ
α
i λ˜
α˙
i ω
A
α˙ = p
α˙αωAα˙ = 0, by virtue of
the presence of δ(4)(p). Then, to determine the polynomial P(4n−16)n;0 we can integrate both sides
of (2.19) over, e.g., η1 and η2. This is done by using the decomposition of the two-component
spinor qAα in the basis of the linearly independent spinors λ1α and λ2α,
qAα =
〈2 qA〉
〈21〉
λ1α +
〈1 qA〉
〈12〉
λ2α , (2.20)
4An alternative explanation, valid even in the exceptional case n = 3, follows from the q¯ supersymmetry
condition in (2.12). Its generator effectively eliminates two of the η’s, so the maximal degree obtained from
(n− 2) remaining η’s clearly is 4n− 8.
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and the subsequent factorization
δ(8)(qAα ) = 〈12〉
4 δ(4)
(
ηA1 +
1
〈21〉
n∑
i=3
〈2i〉ηai
)
δ(4)
(
ηA2 +
1
〈12〉
n∑
i=3
〈1i〉ηai
)
. (2.21)
The result is
P(4n−16)n;0 (λ, λ˜, η) =
(
〈12〉4[12][23] . . . [n1]
)−1 ∫
d8ω
n∏
i=3
δ(4)
(
ηAi − λ˜
α˙
i ω
A
α˙
)
. (2.22)
In the following subsections, we will consider this relation in the special cases n = 4, 5. We will
also explain how to treat the exceptional case n = 3.
2.3 Tree-level super-amplitudes for n = 4, 5
For n = 4 the expansion (2.15) involves only one term, P4 = P
(0)
4 . This matches the fact that
all non-vanishing four-particle scattering amplitudes are MHV-like. In addition, for n = 4 the
relation (2.22) should be consistent with (2.16). Indeed, calculating the integral on the right-
hand side of (2.22) by decomposing ωAα˙ in the basis of λ˜3 and λ˜4 (compare to (2.20)), and making
use of the spinor identity 〈12〉[23] = −〈14〉[43] (valid for n = 4) and similar identities obtained
by cyclic shifts of the labels, we find
P(0)4;0 =
(
〈12〉4[12][23][34][41]
)−1
[34]4 = (〈12〉〈23〉〈34〉〈41〉)−1 , (2.23)
in agreement with (2.16).
For n = 5 all non-vanishing amplitudes are either MHV-like, or MHV-like. As a consequence,
the expansion (2.15) involves two terms, P5 = P
(0)
5 + P
(4)
5 . As before, P
(0)
5 describes the five-
particle MHV amplitudes and it is given at tree level by (2.16). The function P(4)5 describes the
five-particle MHV amplitudes. To find its tree-level expression, we apply (2.22)
P(4)5;0 (λ, λ˜, η) =
(
〈12〉4[12][23] . . . [51]
)−1 ∫
d8ω
5∏
i=3
δ(4)
(
ηAi − λ˜
α˙
i ω
A
α˙
)
(2.24)
and perform the
∫
d8ω integral as in the previous case, with the result
P(4)5;0 (λ, λ˜, η) =
(
〈12〉4[12][23] . . . [51]
)−1
δ(4)(η3[45] + η4[53] + η5[34]) . (2.25)
This case is interesting because it is the simplest example of an NMHV amplitude. The argument
of the delta function in (2.25) satisfies the condition for q¯-supersymmetry (2.14), as can be seen
using the generator (2.11) and the cyclic identity for λ˜3,4,5.
2.4 Tree-level super-amplitudes for n = 3
For n = 3, the momentum conservation
∑3
i=1 p
µ
i = 0 prohibits the existence of the three-particle
scattering amplitudes with real on-shell Minkowski momenta p2i = 0. However, on-shell three-
particle amplitudes can be defined if one relaxes the reality condition for the on-shell momenta
pµi , or changes the signature of the space time to (+ +−−). Later in the paper, we shall follow
the first route.
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Similarly to (2.2), the complex-valued on-shell momenta can be expressed in terms of spinors.
The only difference is that the spinors λ and λ˜ are now independent complex variables. For
i 6= j 6= k, the condition pi = −(pj + pk) leads to the relation p2i = 〈jk〉[kj] = 0 which has two
solutions, 〈jk〉 6= 0, [jk] = 0 or 〈jk〉 = 0, [jk] 6= 0. In the first case, we project both sides of the
spinor version of the momentum conservation condition,
∑3
i=1 λ
α
i λ˜
α˙
i = 0, with the spinor λ˜k and
obtain that the chiral spinors are proportional to each other,
λαi [ik] + λ
α
j [jk] = 0 , 〈ij〉 = 0 . (2.26)
Analogously, for the second solution we have
λ˜α˙i 〈ik〉+ λ˜
α˙
j 〈jk〉 = 0 , [ij] = 0 . (2.27)
The choice of the solutions (2.26) or (2.27) we need to make is determined by whether we wish
to describe MHV or MHV tree-level amplitudes. Consider, for example, the general expression
for an n−particle tree-level MHV amplitude (2.17) and restrict it to the case n = 3:
AMHV3;0 (λ, λ˜, η) = i(2π)
4δ(4)(
3∑
i=1
λαi λ˜
α˙
i )
δ(8)(
∑3
i=1 λ
α
i η
A
i )
〈1 2〉〈2 3〉〈3 1〉
. (2.28)
As was already mentioned, it only exists for complex momenta. We observe that AMHV3;0 (λ, λ˜, η)
is well defined only for the kinematical configuration (2.27). Similarly, the presence of [ij] in the
denominator of the n = 3 MHV amplitude (in its anti-holomorphic form) requires to make the
choice (2.26).
We recall that for generic n the MHV amplitudes are described by the first term P(0)n in the
expansion (2.15), while the holomorphic description of the MHV amplitudes is given by the last
term. However, in the exceptional case n = 3 this last term would have to involve a ‘polynomial’
P(−4)3 of negative degree. The reason for this contradiction is that in the generic case we have
always assumed that the solution of the condition for q-supersymmetry necessarily involves the
factor δ(8)(qAα ). In fact, this is not the case for n = 3. To see it, let us return to the relation
(2.19) and evaluate its right-hand side for n = 3,
δ(4)(η1[23] + η2[31] + η3[12])
[12][23][31]
. (2.29)
This expression has degree 4 in η, in accord with the general formula 4n−8 for an MHV amplitude
and hence cannot contain the prefactor δ(8)(qAα ). Nevertheless, this amplitude still satisfies the
condition for q-supersymmetry. Indeed, we can use (2.26) to rewrite the generator qA in the form
qAα = λ1αη
A
1 + λ2αη
A
2 + λ3αη
A
3 =
λ1α
[23]
(η1[23] + η2[31] + η3[12]) , (2.30)
after which it becomes clear that it annihilates the delta function in (2.29).
Combining this result with the condition for momentum conservation, we arrive at the ex-
ceptional form of the n = 3 tree-level MHV super-amplitude [26, 22]
AMHV3;0 (λ, λ˜, η) = i(2π)
4δ(4)
( 3∑
i=1
λαi λ˜
α˙
i
)δ(4)(η1[23] + η2[31] + η3[12])
[12][23][31]
. (2.31)
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In distinction with (2.28), it has degree 4 in η and it is well defined for the kinematical configu-
ration (2.26) only.
Since the two super-amplitudes, Eqs. (2.28) and (2.31), are defined for different kinematical
configurations, Eqs. (2.27) and (2.26), respectively, they cannot be combined into a single n = 3
super-amplitude. Later, in sections 3 and 4, we will make use of the super-amplitudes AMHV3;0
and AMHV3;0 to calculate n−particle super-amplitudes at tree level and at one loop using unitarity-
based methods. We will illustrate the techniques on the much-studied case of MHV amplitudes
and then go on to obtain all NMHV amplitudes in the superspace form. This extends the known
case of NMHV gluon amplitudes [27, 28, 10] to NMHV amplitudes with all possible external
particles (see also [11] for some NMHV amplitudes involving gluinos and scalars).
3 Generalized unitarity for N = 4 super-amplitudes
In the previous section we showed that all n−particle color-ordered scattering amplitudes in
N = 4 SYM theory can be combined into a super-amplitude An(λ, λ˜, η). At tree level, the MHV
super-amplitudes have a particularly simple form (2.17). In this section we describe an approach
to calculating one-loop corrections to the super-amplitudes. It is based on the unitary cut
technique developed in Refs. [9] and it allows us to express the one-loop corrections to An(λ, λ˜, η)
as a linear combination of scalar box integrals whose coefficients are rational functions of spinors
λ and λ¯ and polynomials in the odd variables η. Most importantly, we shall argue that these
coefficients have a new symmetry, dual superconformal symmetry.
3.1 Quadruple cuts for amplitudes
To begin with, we summarize the properties of one-loop (planar color-ordered) scattering ampli-
tudes An;1. It is known that in N = 4 SYM theory these amplitudes can be decomposed over
the basis of scalar box integrals with rational coefficients [5, 6]
An;1 =
∑
(c4mI4m + c3mI3m + c2mhI2mh + c2meI2me + c1mI1m), (3.1)
where the sum runs over all possible distributions of the individual momenta of the n particles.
The scalar box integrals, I4m, I3m, I2mh, I2me and I1m, are defined in terms of the following
dimensionally regularized integral
I(K1, K2, K3, K4) = −i(4π)
2−ǫ
∫
d4−2ǫl
(2π)4−2ǫ
1
l2(l +K1)2(l +K1 +K2)2(l −K4)2
. (3.2)
Here the momenta Ki (i = 1, 2, 3, 4) are given by the sums of clusters of the consecutive momenta
of ni incoming particles, with
∑4
i=1 ni = n. For four-mass integrals I
4m, all four momenta
have non-zero invariant masses K21,2,3,4 6= 0. For three-mass integrals I
3m, one of the invariant
masses vanishes, e.g., K21 = 0. For two-mass integrals two of the invariant masses vanish, e.g.,
K21 = K
2
2 = 0 for I
2mh and K21 = K
2
3 = 0 for I
2me. For one-mass integrals I1m only one invariant
mass is different from zero, e.g., K24 6= 0 and K
2
1 = K
2
2 = K
2
3 = 0.
The dependence on the helicities of the incoming particles is carried by the coefficients c and,
therefore, the problem of calculating An;1 is reduced to determining these coefficients. In the
unitary-based technique, the c’s are computed by comparing the analytical properties of both
10
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Figure 1: Quadruple cut of the scalar box integral I(K1,K2,K3,K4). The four cut conditions l2i = 0
and momentum conservation at each corner leave precisely two solutions for the li.
sides of relation (3.1), viewed as functions of the Mandelstam kinematical invariants. This can be
done most effectively in the generalized unitarity approach [9], which makes use of the fact that
each scalar box integral entering (3.1) can be uniquely specified by their leading singularities.
The latter are obtained by cutting all four scalar propagators in (3.2) as illustrated in Fig. 1.
Since the scattering amplitudes in N = 4 SYM are cut-reconstructible [5, 6], the cuts can be
evaluated in four-dimensions. Furthermore, the four conditions imposed by putting the four cut
propagators on-shell are sufficient to reduce the loop integration to a discrete sum over the two
solutions S± to the on-shell and momentum conservation conditions
S± : l
2
i = 0 , l
µ
i +K
µ
i = l
µ
i+1 , (i = 1, 2, 3, 4) , (3.3)
with the periodicity condition i + 4 ≡ i. The explicit solutions are given in [9], but we do not
need them for our purposes. The important point is that the four cuts completely localize the
momentum integrals. As we show in Section 3.3, the same happens to the Grassmann loop
integration in the super-amplitude with four cuts.
As discussed in detail in [9], each four-particle cut selects only one term in the sum in the
right-hand side of (3.1) and, therefore, allows one to express the corresponding coefficient c
in terms of the quadruple cut of the color-ordered amplitude An;1. The result of the cutting
procedure is that the coefficient c is given by the product of four tree-level amplitudes Ani+2; 0,
resulting from the cuts and evaluated on the localized kinematical configurations (3.3)
c(ni) =
1
2
∑
S±, J
mJ An1+2; 0An2+2; 0An3+2; 0An4+2; 0 , (3.4)
where the sum runs over the two kinematical configurations S± verifying the relations (3.3), and
over the possible spins J of the internal particles, withmJ being the number of such particles. The
values of the positive integers ni (the number of incoming particles whose total momentum is Ki)
determine the type of box integral in (3.4). In particular, for n1,2,3,4 ≥ 2 we have K21,2,3,4 6= 0 and
the relation (3.4) defines the coefficient c4m. Similarly, for n1 = 1 and n2,3,4 ≥ 2 the corresponding
coefficient is c3m and so on.
3.2 Quadruple cuts for super-amplitudes
Let us now extend the discussion in the previous subsection to the super-amplitude An;1. We
recall that the amplitudes An;1, Eq. (3.1), appear as coefficients in the expansion of the super-
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amplitude An;1 in powers of η’s. This allows us to write
An;1 = i(2π)
4 δ(4)(pαα˙)
∑
(C4mI4m + C3mI3m + C2mhI2mh + C2meI2me + C1mI1m) , (3.5)
where the scalar box integrals are the same as in (3.1) and the super-coefficients C now depend
on η’s and include, in particular, the coefficients c entering (3.1).
Since the relations (3.1) and (3.5) involve the same scalar box integrals, particular quadruple
cuts applied to the right-hand sides of the two relations will pick out the same type of contribu-
tions, e.g., to the coefficients of the four-mass, three-mass, etc. integrals. Just as in (3.4), this
allows us to express the super-coefficients C in terms of quadruple cut of the super-amplitude
An;1. To write down the leading singularity of An;1 in terms of tree-level super-amplitudes Ani+2;0
we use the single-particle completeness condition∫
d4η |Φ(p, η)〉〈Φ(−p, η)| = |G+(p)〉〈G−(−p)|+ |G−(p)〉〈G+(−p)| (3.6)
+ |ΓA(p)〉〈Γ¯
A(−p)|+ |Γ¯A(p)〉〈ΓA(−p)|+
1
2
|SAB(p)〉〈S¯AB(−p)| ,
which can be easily verified by replacing the super-wavefunctions by their expressions (2.3) and
performing the Grassmann integration. Making use of the relation (3.6), we observe that the sum
over all possible particles J on the right-hand side of (3.4) can be replaced, in the super-amplitude
description, by integration over the common variable η of two adjacent super-amplitudes sharing
the same super-wavefunction Φ(p, η),
C(ni) =
1
2
∑
S±
∫
d4ηl1d
4ηl2d
4ηl3d
4ηl4 Ân1+2; 0 Ân2+2; 0 Ân3+2; 0 Ân4+2; 0 . (3.7)
Here Âni+2; 0 stands for the tree-level superamplitude Ani+2; 0 = A
(
ΦliΦ1 . . .ΦniΦ−li+1
)
, ‘ampu-
tated’ of its momentum delta function,
Ani+2; 0 = i(2π)
4δ(4)
(
Ki + li − li+1
)
Âni+2; 0(li; {ni};−li+1) . (3.8)
The coefficients defined in (3.7) can be classified in the same way as in the bosonic case, by count-
ing the vanishing invariant masses K2i = 0 (or equivalently, with ni = 1) in a given kinematical
configuration, e.g.,
C4m = C(n1,2,3,4 ≥ 2) , C
3m = C(n1 = 1, n2,3,4 ≥ 2) ,
C2mh = C(n1,2 = 1, n3,4 ≥ 2) , C
2me = C(n1,3 = 1, n2,4 ≥ 2) , (3.9)
C1m = C(n1,2,3 = 1, n4 ≥ 2) .
By construction, the coefficients C are SU(4) invariant polynomials in the variables η corre-
sponding to the external incoming particles. As we show in the next section, they satisfy the
supersymmetry relations (2.12) and therefore have the following general form (for n ≥ 4)
Cm = δ(8)(
n∑
i=1
λiηi)
[
P(0),mn;1 + P
(4),m
n;1 + P
(8),m
n;1 + . . .+ P
(4n−16),m
n;1
]
, (3.10)
where ‘m’ labels the five different types of coefficients and P(4k),mn;1 are homogenous polynomials
of degree 4k in the η’s.
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3.3 Grassmann integration
The most straightforward way to obtain a super-amplitude (3.7)is by sewing together four super-
amplitudes (3.8) corresponds to the four-mass case. According to (3.10), each amplitude on
the right-hand side of (3.7) involves at least two external legs (in addition to the two internal),
ni + 2 ≥ 4. So, here we only need super-amplitudes of the conventional type (2.13),
Âni+2; 0(li; {ni};−li+1) = δ
(8)
(
λliηli − λli+1ηli+1 +
∑
j∈{ni}
λjηj
)
Pni+2;0 , (3.11)
where the summation index j runs over ni incoming particles inside the cluster with total mo-
mentum Ki. Here Pni+2;0 (the label 0 means it is part of a tree-level amplitude) is a polynomial
in η of maximal degree 4(ni + 2)− 16 = 4ni − 8 of the general form (2.15). Substituting (3.11)
into (3.7), we obtain a representation for the four-mass coefficient C4m in the form of a four-fold
Grassmann integral containing four Grassmann delta functions. It is easy to see that the sum of
the arguments of the four delta functions is
∑n
i=1 λiηi, i.e. it only depends on the odd variables of
the external particles. This allows us to convert one of the delta functions into δ(8)(
∑n
i=1 λiηi), in
agreement with (3.10). Then, we can use two of the remaining three delta functions to perform
the integration over ηli , with the help of the identity
δ(8)
(
λliηli−λli+1ηli+1+
∑
j∈{ni}
λjηj
)
= 〈li li+1〉
4δ(4)
(
ηli+
∑
j∈{ni}
〈li+1j〉
〈li+1li〉
ηj
)
δ(4)
(
ηli+1−
∑
j∈{ni}
〈lij〉
〈lili+1〉
ηj
)
.
(3.12)
This leads to the following expression for the four-mass box coefficients C4m:
C4m = δ(8)(
n∑
i=1
λiηi)P
4m
n;1(λ, λ˜, η) , (3.13)
where P4mn;1 is given by a product of polynomials Pni+2;0 evaluated for the special on-shell kine-
matical configurations (li, ηi) determined by the quadruple super-cut,
P4mn;1 =
1
2
∑
S±
Pn1+2;0Pn2+2;0Pn3+2;0Pn4+2;0 〈l2l3〉
4〈l3l4〉
4〈l4l1〉
4 (3.14)
× δ(4)
( ∑
j∈{n2}
ηj
〈jl2〉
〈l3l2〉
+
∑
j∈{n3}
ηj
〈jl4〉
〈l3l4〉
)
δ(4)
( ∑
j∈{n3}
ηj
〈jl3〉
〈l4l3〉
+
∑
j∈{n4}
ηj
〈jl1〉
〈l4l1〉
)
.
We shall return to this relation in Section 5, where we will demonstrate that P4mn has the
remarkable property of dual superconformal covariance.
Let us now compute the degree of the polynomial (3.14). Since each polynomial Pni+2;0
has minimal degree 0 (corresponding to an MHV amplitude) and maximum degree 4ni − 8
(corresponding to an MHV amplitude), and the two delta functions have total degree 8, we find
that the degree of P4mn;1 ranges from 8 to 4n− 24, thus (3.13) becomes
C4m = δ(8)(
n∑
i=1
λiηi)
[
P(8), 4mn;1 + . . .+ P
(4n−24), 4m
n;1
]
. (3.15)
Comparing this relation to the general expression (3.10), we observe that the first two and the
last two terms in (3.10) are absent in the expansion (3.15), P(4k), 4mn;1 = 0 for k = 0, 2 and for
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k = n − 5, n − 4. We recall that the degree of homogeneity of the polynomial P(4k)n is in one-
to-one correspondence with the helicity configuration of the underlying scattering amplitudes.
Then, the relation (3.15) implies that the four-mass box terms in (3.5) do not contribute to the
MHV and NMHV super-amplitudes (as well as their Fourier conjugates MHV and NMHV). To
describe the MHV and NMHV super-amplitudes, we have to consider box integrals (and their
coefficients) with at least one vanishing invariant mass.
In the generalized cut approach, the presence of integrals with one or more vanishing invariant
masses implies that we have to include the exceptional three-particle super-amplitudes in (3.8).
As discussed in Sect. 3.3, there are two types of such amplitudes. The first is the MHV three-
particle amplitude (2.28), leading to the corresponding amputated super-amplitude given by the
expression (3.11) for, e.g., ni = 1,
Â MHV3; 0 (li; 1;−li+1) =
δ(8)
(
λliηli − λli+1ηli+1 + λ1η1
)
〈l11〉〈1l2〉〈l2l1〉
. (3.16)
The second is the three-particle MHV super-amplitude AMHV3;0 defined in (2.31). A special feature
of the latter is that the corresponding amputated super-amplitude (3.8),
Â MHV3; 0 (li; 1;−li+1) =
δ(4)(ηl1 [1l2] + η1[l2l1] + ηl2 [l11])
[l11][1l2][l2l1]
, (3.17)
has degree of homogeneity in η equal to four (to be compared with (3.11) or (3.16), whose
minimal degree is 8). This modifies the counting of η’s in (3.7), as we show below. Armed with
these three-point super-amplitudes, in addition to the conventional (3.11), we can calculate the
remaining coefficients C in (3.9).
First, let us examine the relation (3.7) for the three-mass box coefficients C3m. Choosing the
massless leg to be n1 = 1, we have to replace Ân1+2; 0 in (3.7) by the sum of two amputated
super-amplitudes (3.17) and (3.16). As before, the four-fold Grassmann integral over ηli can
easily be done with the help of the Grassmann delta functions and, in close analogy with (3.13),
the resulting expression for C3m takes the form
C3m = δ(8)(
n∑
i=1
λiηi)
[
P(4), 3mn;1 + . . .+ P
(4n−20), 3m
n;1
]
. (3.18)
Here the first term has the lowest possible degree 12, so it can only be obtained by using the
three-particle MHV vertex (3.17). This term contributes to the NMHV super-amplitude (see
Section 4 for the detailed calculation). Similarly, the last term in (3.18) has the maximal allowed
degree 4n−12, so it originates from the three-particle MHV vertex (3.16) and contributes to the
NMHV super-amplitude. All the intermediate terms in (3.18) can get two types of contributions,
with the MHV or the NMHV three-particle vertex.
For the two-mass box coefficients in (3.9), C2mh and C2me, two of the super-amplitudes on
the right-hand side of (3.7) should be replaced with the three-particle super-amplitudes (3.17)
and/or (3.16). We recall that the amplitudes Â MHV3; 0 and Â
MHV
3; 0 are defined for two different
kinematical configurations, Eqs. (2.26) and (2.27), respectively. If two such sub-amplitudes
of the same type are adjacent to each other, say Â MHV3; 0 (l1, 1,−l2)Â
MHV
3; 0 (l2, 2,−l3), then the
kinematical constraints (2.27) for each of them lead to the proportionality of the spinor variables
λ˜1 ∝ λ˜2 with the corollary [12] = 0. However, this cannot be satisfied for general kinematics,
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Figure 2: Two adjacent three-point MHV or two adjacent three-point MHV vertices. In either case
the on-shell momentum conservation conditions imply that (p1+ p2)
2 = 0 so the configuration does not
exist for general kinematics.
(p1+p2)
2 = 〈12〉[21] 6= 0. Therefore, the two three-point MHV vertices must be placed at opposite
corners of the cut box, and it is possible to have at most two such vertices. The same constraints
apply to the three-point MHV vertices. These statements are summarised in Fig. 2. For the
two-mass-hard box coefficient C2mh, the corresponding box diagram contains three-point MHV
and MHV vertices adjacent to each other (see Fig. Fig:2mh). We substitute Ân1+2; 0 → Â
MHV
3; 0
and Ân2+2; 0 → Â
MHV
3; 0 in (3.7) and use the expression (3.11) for two remaining sub-amplitudes to
find that the integral over ηli is again localized by the Grassmann delta functions at the vertices,
leading to
C2mh = δ(8)(
n∑
i=1
λiηi)
[
P(4), 2mhn;1 + . . .+ P
(4n−20), 2mh
n;1
]
. (3.19)
Thus, the two-mass coefficient contribute to all super-amplitudes except the MHV and MHV
ones.
For the two-mass-easy box coefficient C2me, the corresponding box diagram involves two three-
particle MHV and/or MHV vertices situated at two opposite corners of the box. The minimal
(or maximal) degree in η is achieved when both three-particle vertices are MHV (or MHV).
Performing the calculation of (3.7) we find
C2me = δ(8)(
n∑
i=1
λiηi)
[
P(0), 2men;1 + . . .+ P
(4n−16), 2me
n;1
]
. (3.20)
Finally, the one-mass box coefficient C1m corresponds to a box diagram in which three of the
vertices are three-particle MHV and/or MHV ones. We recall that two three-particle vertices of
the same type can not be adjacent. After some algebra, we find from (3.7) that
C1m = δ(8)(
n∑
i=1
λiηi)
[
P(0), 1mn;1 + . . .+ P
(4n−16), 1m
n;1
]
. (3.21)
We conclude that C2me and C1m contribute to all super-amplitudes and these are the only two
coefficients that contribute to the MHV and MHV super-amplitudes. In the next subsection, as
an illustration of the general scheme developed here, we compute the corresponding contributions
in the MHV case, P(0), 2men;1 and P
(0), 1m
n;1 .
3.4 One-loop MHV super-amplitude
The MHV super-amplitude receives contributions from the terms on the right-hand side of (3.20)
and (3.21) with lowest degree in η’s. Such terms come from the diagram with two three-point
15
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Figure 3: The only allowed configuration contributing to the one-loop MHV super-amplitude. It
corresponds to a cut two-mass easy integral in the general case. If s = 3 or s = n − 1 then it is a
one-mass integral and if s = 3 = n− 1 then it is a massless box.
MHV vertices at opposite corners of the cut box. The lowest possible degree for each of the
other two vertices is 8 (corresponding to MHV with any number of points). In this case the
Grassmann degree of the resulting total super-amplitude is 4 + 4 + 8 + 8 − 16 = 8, which is
precisely what is needed for an MHV super-amplitude. This configuration corresponds in general
to a two-mass-easy coefficient C2me and is illustrated in Fig. 3. In the special case where one
of the MHV vertices is a three-particle vertex, the same diagram defines a one-mass coefficient
C1m. 5
Let us compute the contribution of the diagram shown in Fig. 3 following the scheme described
in the previous subsection. We start with the general expression (3.7) and substitute the super-
amplitudes,
Ân1+2;0 → Â
MHV(l1; 1;−l2) , Ân2+2;0 → Â
MHV(l2, 2, . . . , s− 1,−l3) , (3.22)
Ân3+2;0 → Â
MHV(l3; s;−l4) , Ân4+2;0 → Â
MHV(l4, s+ 1, . . . , n,−l1) ,
where the three-particle MHV super-amplitude is given by (2.31) and the tree-level n−particle
MHV super-amplitude is defined in (3.11) and (2.16). In this way, we obtain
C1,2,s,s+1 =
1
2
∑
S±
∫ 4∏
i=1
dηli
δ(4)(η1[l2l1] + ηl2[l11] + ηl1 [1l2])
[1l2][l2l1][l11]
δ(8)(λl2ηl2 +
∑s−1
2 λiηi − λl3ηl3)
〈l22〉 . . . 〈s− 1 l3〉〈l3l2〉
δ(4)(ηl3 [sl4] + ηs[l4l3] + ηl4 [l3s])
[l3s][sl4][l4l3]
δ(8)(λl4ηl4 +
∑n
s+1 λiηi − λl1ηl1)
〈l4 s + 1〉 . . . 〈nl1〉〈l1l4〉
,
(3.23)
where the sum goes over the two kinematical configurations (3.3) with K1 = p1, K2 =
∑s−1
2 pi,
K3 = ps and K4 =
∑n
s+1 pi. The four labels of C1,2,s,s+1 indicate the first (clockwise) particle in
each cluster.
It is straightforward to compute the four Grassmann integrals on the right-hand side of (3.23)
with the help of the identity (3.12). Here we prefer to present a shortcut, which makes efficient
5For a four-particle amplitude, both MHV vertices can be three-particle vertices in which case the configuration
corresponds to a massless box coefficient.
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use of the symmetry of the problem. We remark that the coefficient (3.23) corresponds to a
particular term in a superamplitude (3.5), and therefore is expected to be invariant under q–
supersymmetry. This is easy to verify by inserting the generator q =
∑n
i=1 λiηi (see (2.11))
under the integrals in (3.23), and then distributing it over the four delta functions (we recall
the property (2.30) of the three-particle vertices). Consequently, the result of the integration in
(3.23) must be proportional to δ(8)(
∑n
i=1 λiηi). On the other hand, the expression (3.23) is of
degree 8 in the η’s and, therefore, its entire η dependence is contained in this δ(8)(
∑n
i=1 λiηi). In
order to detect its presence, it is sufficient to keep any subset of at least two external η’s, while
setting the rest to zero. For instance, we can choose to set η1 = ηs = 0, as well as ηi = 0 with
i = 2, . . . , s − 1 if s 6= 3 (or alternatively, with i = s + 1, . . . , n if s 6= n − 1). Then the second
delta function in (3.23) factorizes into
δ(8)(λl2ηl2 − λl3ηl3) = 〈l2l3〉
4 δ(4)(ηl2) δ
(4)(ηl3) , (3.24)
after which the first and the third delta functions become simply [1l2]
4 δ(4)(ηl1) and [l3s]
4 δ(4)(ηl4),
respectively. This allows us to trivially do all four integrals, leaving just δ(8)(
∑n
s+1 λiηi) which,
after restoring the missing external η’s, becomes δ(8)(
∑n
i=1 λiηi). Finally, collecting the various
spinor factors, we find
C1,2,s,s+1 =
δ(8)(
∑n
1 λiηi)
〈12〉〈23〉 . . . 〈n1〉
∆1,2,s,s+1 , (3.25)
where the scalar factor ∆1,2,s,s+1 is given by
∆1,2,s,s+1 = 〈s− 1 s〉〈s s+ 1〉〈n 1〉〈1 2〉 ×
1
2
∑
S±
[1|l2l3|s]2
〈s− 1|l3l4|s+ 1〉〈2|l2l1|n〉
. (3.26)
Here the li satisfy the on-shell conditions (3.3) and the standard conventions for contraction of
spinors and light-like vectors were used, e.g., 〈i|ljlk|l〉 = 〈ij〉[jk]〈kl〉 and [i|ljlk|l] = [ij]〈jk〉[kl].
Then, we take into account the relations l1 = l2 − p1 and l4 = l3 + ps to simplify 〈2|l2l1|n〉 =
〈2|p1l1|n〉 = 〈21〉[1l1]〈l1n〉 and similarly for the second factor in the denominator. After some
algebra we find
∆1,2,s,s+1 =
1
2
∑
S±
〈s− 1 s〉〈n 1〉
〈s− 1 l3〉〈n l1〉
[1 l1][l3 s]〈l1 l3〉
2
= −
1
2
∑
S±
〈l2l1〉[l1l3]〈l3l4〉[l4l2]
=
1
4
∑
S±
[
(l2 − l3)
2(l1 − l4)
2 − (l1 − l3)
2(l2 − l4)
2
]
. (3.27)
Here in the second line we used the kinematical relations (2.26) between the chiral spinors λl1, λ1
and λl3 , λs, imposed by the three-particle vertices MHV in (3.22). We observe that the invariant
masses (li − lj)2 are uniquely fixed by the kinematical invariants K21,2,3,4 and, therefore, the sum
in (3.27) can be evaluated without using the explicit form of the solutions for lµi
∆1,2,s,s+1 =
1
2
[(∑s−1
2 pi
)2
(
∑s
1 pi)
2 −
(∑s−1
1 pi
)2
(
∑s
2 pi)
2
]
=
1
2
[
x22 sx
2
1 s+1 − x
2
1 sx
2
2 s+1
]
, (3.28)
17
where in the second relation we switched to the dual variables pi = xi − xi+1 (see (5.3) below).
In terms of the dual variables, the momenta Ki entering the four vertices of the box diagram
shown in Fig. 1 are given by
K1 = x1 2, K2 = x2 s, K3 = xs s+1, K4 = xs+11 . (3.29)
By the definition (3.9), the two-mass easy coefficients C1,2,s,s+1 have K22 = x
2
2s 6= 0 and K
2
4 =
x21 s+1 6= 0. This leads to the condition 4 ≤ s ≤ n− 2. For s = 3 and s = n− 1 one of the MHV
vertices in the box diagram shown in Fig. 3 reduces to a three-particle MHV vertex and it defines
the one-mass coefficient C1m. This allows us to combine the contributions of the two-mass easy
and one-mass coefficients to the one-loop MHV superamplitude into
AMHVn;1 = i(2π)
4 δ(4)(pαα˙)
δ(8)(
∑n
1 λiηi)
〈12〉〈23〉 . . . 〈n1〉
[
n−1∑
s=3
I1,2,s,s+1∆1,2,s,s+1 + cyclic
]
, (3.30)
where ‘cyclic’ stands for the terms needed to restore the symmetry of the super-amplitude under
cyclic shifts of the indices of the incoming particles. Also, I1,2,s,s+1 denotes the scalar box integral
(3.2) evaluated for the kinematical configuration (3.29),
I1,2,s,s+1 ≡ I(K1, K2, K3, K4) =
F1,2,s,s+1
∆1,2,s,s+1
. (3.31)
Here in the second relation, F1,2,s,s+1 is a dimensionless translation invariant function of the dual
coordinates x1, x2, xs, xs+1. It contains infrared divergences which appear in the dimensional
regularization scheme with D = 4 − 2ǫ as poles in ǫ. The explicit form of this function can be
found in Appendix A.
Finally, comparing (3.30) with the tree-level expression for the MHV super-amplitude (2.17),
we conclude that the one-loop corrections to AMHVn appear as a scalar factor given by the sum
of dimensionless scalar box functions
AMHVn;1 = A
MHV
n;0 ×
[
n−1∑
s=3
F1,2,s,s+1 + cyclic
]
. (3.32)
Since this property is a consequence of supersymmetry, it holds to all loops. Most remarkably,
the MHV superamplitude AMHVn was conjectured [17, 18, 21] to be dual to the expectation value
of Wilson loop Wn evaluated along a closed contour composed of light-like momenta of incoming
particles pi (with i = 1, . . . , n)
AMHVn /Wn = A
MHV
n;0 [1 +O(ǫ)] . (3.33)
The one-loop corrections to Wn = 1 + g
2NcΓWn;1 + O(g
4) can be expressed (up to an additive
constant correction) in terms of two-mass easy and one-mass scalar box integrals
Wn;1 =
1
2
n∑
r=1
r+n−2∑
s=r+2
Fr,r+1,s,s+1 , (3.34)
with indices defined modulo n. It is easy to see that the relations (3.32) and (3.33) indeed
coincide to one loop. The duality relation (3.33) has been verified [29, 30, 31] by an explicit
two-loop calculation for n = 6 and was shown to hold at strong coupling within AdS/CFT
correspondence [17, 32].
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4 NMHV super-amplitudes
In this section, we apply the generalized unitarity method to compute the one-loop corrections
to the next-to-MHV (NMHV) super-amplitudes. As a byproduct, we obtain a new and very
compact representation for the tree-level NMHV super-amplitudes. 6
We would like to mention that some six-point NMHV amplitudes were computed in [15] using
two-particle cuts and supersymmetric vertices. However, the Grassmann calculation was only
carried out explicitly for certain types of external particles. It is straightforward to extend the
calculation of [15] to include arbitrary external particles. In complete analogy with the MHV
case in section 3, one can factor out a Grassmann delta function containing the dependence on
the external particle super-momenta, and the loop algebra is done as in the bosonic case. We
do not present the calculation here because the generalised cut technique is more efficient when
going to a higher number of external points. The reason is that in the bosonic two-particle cut
calculation the box integrals appear only after employing integral reduction techniques. This
complication does not arise when using generalised cuts because the latter allow us to single out
one box integral coefficient at a time, as was already explained.
We recall that the general one-loop super-amplitude is given by the linear combination (3.5) of
the possible scalar box integrals with the appropriate coefficients C of the form (3.10). According
to (3.15), the four-mass coefficient first appears in the NNMHV amplitudes, so we have7
ANMHVn;1 =
∑
(C3mI3m + C2mhI2mh + C2meI2me + C1mI1m)
∣∣
NMHV
. (4.1)
Here the sum runs over all possible distributions of the individual momenta and the superscript
‘NMHV’ indicates that inside the coefficients C (3.10) we retain only the contribution of degree
12 in the η’s.
4.1 Three-mass and two-mass-hard coefficients
We begin by calculating the three-mass coefficients C3m
∣∣
NMHV
. The corresponding cut-box diagram
is shown in Fig. 4. It contains one three-point vertex and three vertices with four legs or more.
To produce a contribution of degree 12 in η (i.e. NMHV), the former should be a three-particle
MHV vertex (3.17) while the latter are generic MHV vertices.
According to (3.7), gluing these vertices together corresponds to performing the following
Grassmann integrations,
C3mr,r+1,s,t =
∫ 4∏
i=1
dηli
δ(4)(ηr[l2l1] + ηl2[l1r] + ηl1 [rl2])
[rl2][l2l1][l1r]
δ(8)(ηl2λl2 +
∑s−1
r+1 ηiλi − ηl3λl3)
〈l2r + 1〉〈r + 1 r + 2〉 . . . 〈s− 1 l3〉〈l3l2〉
×
δ(8)(ηl3λl3 +
∑t−1
s ηiλi − ηl4λl4)
〈l3s〉〈s s+ 1〉 . . . 〈t− 1 l4〉〈l4l3〉
δ(8)(ηl4λl4 +
∑r−1
t ηiλi − ηl1λl1)
〈l4t〉〈t t+ 1〉 . . . 〈r − 1 l1〉〈l1l4〉
. (4.2)
Here the sums in the argument of the three δ(8) functions run over the incoming particles entering
the three MHV vertices. If the upper limit of a sum is actually lower than the lower limit, the
6This form of the NMHV tree amplitudes was first conjectured in [1] and compared to the NMHV gluon tree
amplitude form [28].
7There are always at least six external particles for an NMHV amplitude and hence the zero-mass box four-
particle configuration does not appear.
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Figure 4: The configuration contributing to the three-mass coefficient C3mr,r+1,s,t. The empty vertices are
MHV super-amplitudes and the shaded vertex is a three-particle MHV super-amplitude.
sum is to be understood in the cyclic sense, i.e.
∑t
s =
∑n
s +
∑t
1. The momenta li satisfy the
on-shell conditions as usual. Only one of the two solutions to the cut conditions contributes to
the coefficient; the other solution would require a three-point MHV vertex (instead of MHV).
As before, the Grassmann delta functions localize the integrals over ηli in (4.2). To simplify
the calculation, we rewrite the third delta function in (4.2) by adding to its argument the sum
of the arguments of the other two δ(8) functions, thus obtaining δ(8)(ηl2λl2 +
∑r−1
r+1 ηiλi − ηl1λl1).
Then we eliminate ηl1 and ηl2 from the argument of the latter, using the first delta function in
(4.2):
ηl2λl2 − ηl1λl1 +
r−1∑
r+1
ηiλi = −ηl1λl1 −
(
ηr
[l1l2]
[rl1]
+ ηl1
[l2r]
[rl1]
)
λl2 +
r−1∑
r+1
ηiλi =
n∑
1
ηiλi , (4.3)
where in the last relation we used the kinematical constraints λl2 [l2r] = λl1 [l1r] and λl2 [l1l2] =
λr[l1r], coming from the three-particle MHV vertex (2.26) (see also Fig. 4). Thus, we have
obtained the expected super-momentum conservation delta function. Finally, we use the second
and the fourth delta functions in (4.2) to perform the integrations, leading to
C3mr,r+1,s,t =
[rl1]
4
[l3l4]4D
δ(4)
( r−1∑
t
ηi〈i|l4l3|l1〉+
s−1∑
r
ηi〈i|l3l4|l1〉
)
δ(8)
( n∑
1
ηiλi
)
, (4.4)
whereD represents all the denominator factors in (4.2) and the identity 〈i|ljlk|l1〉 = 〈ilj〉[ljlk]〈lkl1〉
was used. The factors of the ηi’s can be further simplified as
〈i|l4l3|l1〉 = 〈i|(l4 − l3)(l3 − l1)|l1〉 = 〈i|
( t−1∑
s
pj
)( s−1∑
r
pk
)
|l1〉 = −
[rl2]
[l1l2]
〈i|xtsxsr|r〉 . (4.5)
Here in the last relation we expressed the on-shell momenta in terms of the dual variables pi =
xi−xi+1 and used the relation between the chiral spinors at the three-particle MHV vertex (2.26).
Treating the factors 〈i|l3l4|l1〉 similarly, we can rewrite (4.4) in the form
C3mr,r+1,s,t =
[rl1]
4[rl2]
4
[l3l4]4[l1l2]4D
δ(4)
(
Ξrst
)
δ(8)
( n∑
1
ηiλi
)
, (4.6)
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t
Figure 5: The two configurations contributing to the two-mass-hard coefficient C2mhr−1,r,r+1,s. They are
simply related to the three-mass coefficients C3mr,r+1,s,r−1 (left) and C
3m
r−1,r,r+1,s (right).
where Ξrst is defined as
Ξrst =
r−1∑
t
ηi〈i|xtsxsr|r〉+
s−1∑
r
ηi〈i|xstxtr|r〉 . (4.7)
Finally, we replace D in (4.6) by the product of all denominator factors in (4.2) and obtain, after
some algebra,
C3mr,r+1,s,t = ∆r,r+1,s,t
crstδ
(4)
(
Ξrst
)∏n
1 〈i i+ 1〉
δ(8)
(
q
)
, (4.8)
where q =
∑n
1 λiηi and the notation was introduced for
∆r,r+1,s,t = −
[l1r][l2r]〈l3r〉〈l4r〉[l3l4]
[l1l2]
= 1
2
[
(l1 − l3)
2(l2 − l4)
2 − (l1 − l4)
2(l2 − l3)
2
]
,
crst = −
〈s− 1 s〉〈t− 1 t〉
(l3 − l4)2〈r|l3l4|s− 1〉〈r|l3l4|s〉〈r|l4l3|t− 1〉〈r|l4l3|t〉
. (4.9)
The expression for crst can be further simplified along the same lines as in (4.5). Going to dual
variables, we find
∆r,r+1,s,t =
1
2
[
x2rsx
2
r+1t − x
2
rtx
2
r+1s
]
,
crst = −
〈s− 1 s〉〈t− 1 t〉
x2st〈r|xrtxts|s− 1〉〈r|xrtxts|s〉〈r|xrsxst|t− 1〉〈r|xrsxst|t〉
. (4.10)
The factor ∆r,r+1,s,t is exactly what is needed to convert the dimensionful integral Ir,r+1,s,t into a
dimensionless function Fr,r+1,s,t (see Appendix).
To summarize, the contribution of the three-mass coefficient to the one-loop NMHV amplitude
takes the form ∑
r,s,t
C3mr,r+1,s,tIr,r+1,s,t =
δ(8)
(
q
)∏n
1 〈i i+ 1〉
∑
r,s,t
Rrst Fr,r+1,s,t (4.11)
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Figure 6: This configuration of vertices vanishes for general kinematics and so does not contribute to
the two-mass-easy coefficient.
with 8
Rrst = −
〈s− 1 s〉〈t− 1 t〉 δ(4)
(
Ξrst
)
x2st〈r|xrtxts|s− 1〉〈r|xrtxts|s〉〈r|xrsxst|t− 1〉〈r|xrsxst|t〉
. (4.12)
The sum in (4.11) runs over the indices r, s, t = 1, . . . , n which satisfy the relations s − r >
2 (mod n), t − s > 1 (mod n) and r − t > 1 (mod n), determined by the kinematics of the
three-mass box diagram shown in Fig. 4.
We notice that for t = r − 1 (or r + 1 = s − 1), the box diagram in Fig. 4 reduces to the
two-mass hard contribution to the NMHV amplitude. This allows us to simply adapt the above
calculation to the new case. We must remember however that for a given two-mass-hard integral
Ir−1,r,r+1,s there are two contributions, shown in Fig. 5, which must be added up. Thus we
conclude that the two-mass hard box integral (with three-point vertices attached to legs r − 1
and r) comes with the coefficient
C2mhr−1,r,r+1,s = C
3m
r,r+1,s,r−1 + C
3m
r−1,r,r+1,s , (4.13)
where the indices r, s = 1, . . . , n have to satisfy the condition s − r > 2 (mod n). The relation
(4.13) generalises a similar relation for n-gluon NMHV amplitudes obtained in [10].
4.2 Two-mass-easy and one-mass coefficients
For two-mass easy and one-mass integral coefficients the direct calculation from generalised cuts
is more involved because there are contributions from NMHV tree amplitudes.
For two-mass-easy coefficients, the NMHV contribution of degree 12 in η comes from the
cut-box diagrams shown in Figs. 6 and 7. The diagram in Fig. 6 involves three-particle MHV
and MHV vertices which impose the kinematical constraints (2.26) and (2.27) on the (anti)chiral
spinors at these vertices. It is straightforward to verify that these constraints impose the relation
(l1 − l3)2(l2 − l4)2 = (l2 − l3)2(l4 − l1)2 which is not satisfied for general kinematics. Therefore,
the two-mass-easy coefficients only receive contribution from the diagrams shown in Fig. 7.
8In section 5 we recall that Rrst is the three-point dual superconformal invariant introduced and studied in
[1].
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4.2.1 Tree-level NMHV super-amplitude
To calculate the two-mass-easy coefficients, we need an expression for tree-level NMHV super-
amplitude. In the general expression for the n−particle super-amplitude, Eqs. (2.13) and (2.15),
these amplitudes are described by the polynomial P(4)n;0 and have Grassmann degree 12.
Let us begin with the observation that the five-point MHV amplitude can be regarded as
an NMHV amplitude. Indeed, it is defined to tree level by the polynomial (2.25) of degree 4.
According to (2.13) and (2.25), the corresponding amputated super-amplitude reads9
Â NMHV5;0 = δ
(8)
( 5∑
1
λiηi
)δ(4)(η3[45] + η4[53] + η5[34])
〈12〉4[12][23][34][45][51]
. (4.14)
A remarkable feature of this relation is that the expression on the right-hand side can be rewritten
as a product of five-point MHV super-amplitude Â MHV5;0 , Eq. (2.17), and the coefficients R defined
in (4.12),
Â NMHV5;0 = Â
MHV
5;0 R241 = Â
MHV
5;0 ×
(
1
5
5∑
r=1
Rr,r+2,r+4
)
, (4.15)
with indices satisfying the periodicity condition r + 5 ≡ r. The second, manifestly cyclic sym-
metric form becomes possible due to the identity for the superinvariants [1]
Rr,r+2,s = Rr+2,s,r+1 , (4.16)
valid for arbitrary n with the periodicity condition for indices r + n ≡ r. Applied to the case
n = 5, it gives, e.g., R241 = R413. From this, doing cyclic shifts i → i+ 1, we obtain the rest of
the terms in the sum in (4.15).
The formula for the five-point NMHV tree amplitude (4.15) is a special case of the following
general formula for the NMHV tree-level super-amplitudes first conjectured in [1],
Â NMHVn;0 = Â
MHV
n;0
n∑
s,t=1
R1st = Â
MHV
n;0 ×
(
1
n
n∑
r,s,t=1
Rrst
)
, (4.17)
where Rrst is given by (4.12) and the sum runs over the indices satisfying the relations
s− r ≥ 2 (mod n) , t− s ≥ 2 (mod n) , r − t ≥ 1 (mod n) . (4.18)
It is convenient to use a diagrammatic representation of Rrst as the cut-box diagram shown in
Fig. 4. Then, the conditions (4.18) correspond to all possible diagrams in which two vertices
adjacent to the shaded vertex have one or more legs attached to them and the remaining vertex
has two and more legs attached.
In eq. (4.17), the second, manifestly cyclic symmetric form follows from the identity 10
n∑
s,t=1
R1st =
n∑
s,t=1
Rnst , (4.19)
9We remind that throughout the paper we denote the super-amplitudes stripped of the momentum delta
function by a hat.
10For n = 5 the two identifies (4.16) and (4.19) are equivalent.
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Figure 7: The non-vanishing contributions to the two-mass-easy coefficient C2mer,r+1,s,s+1. They involve
NMHV tree-level subamplitudes, indicated by the vertices with the label N.
in which the indices satisfy the same conditions (4.18) with r = 1 in the left sum and r = n in
the right sum. For n = 5 and n = 6 the identity (4.19) reads
R135 = R524 , R135 +R136 +R146 = R624 +R625 +R635 . (4.20)
We would like to stress that these relations do not use neither the momentum conservation δ(4)(p),
nor supermomenta conservation δ(8)(q) and, therefore, they are fulfilled for arbitrary number of
particles. In particular, we can apply the cyclic shift of indices i → i + k (with k arbitrary) to
both sides of (4.20) to obtain a new set of identities.
While the simple identity (4.16) is quite straightforward to prove (see [1]), the new identity
(4.19) is very non-trivial. At present we do not have an analytic proof for it, but have checked
it numerically for n = 6, 7. For future use, note that if the above identities are valid for some
number n of external particles, then they are automatically valid for any n′ > n, provided we do
not change the values of the labels and we have not use the cyclic periodicity condition. Thus,
in the case n = 5 the identity (4.16) implies R135 = R352, without using the periodicity condition
i+ 5 = i. Then this identity is valid for any n ≥ 5, but the identity R241 = R413 (obtained from
the former by a cyclic shift) only applies to the case n = 5.
4.2.2 Gluing tree-level NMHV super-amplitudes
We are now ready to compute remaining two-mass easy and one-mass coefficients and, then,
obtain the complete one-loop NMHV superamplitude. In the process we will also derive the
formula (4.17) for the NMHV tree-level super-amplitude. To do this we will proceed inductively.
That is, we know that the tree-level formula (4.17) holds for the case n = 5. We will assume it
holds for all m-particle amplitudes up to m = n−1. Then we will calculate the one-loop n-point
two-mass-easy and one-mass integral coeffiecients. Given these and the known three-mass and
two-mass-hard coefficients, Eqs. (4.8) and (4.13), we will know the full n-point one-loop NMHV
super-amplitude. Examining the infrared singularities of this super-amplitude and using the
well-known fact that the residue at infrared poles should be proportional to the tree amplitude
[10, 33, 34], we will be able to deduce the form (4.17) for the n-point tree-level NMHV super-
amplitude, which will complete the induction.
Let us perform the inductive step. We begin with the two-mass-easy coefficients, C2mer,r+1,s,s+1
corresponding to the configurations shown in Fig. 7. Since the second diagram in Fig. 7 can
24
be obtained from the first one through substitution r ⇆ s, we can take r < s without loss of
generality. We have
C2mer,r+1,s,s+1 =
∫ ∏
i
d4ηli
δ(4)(ηr[l2l1] + ηl2 [l1r] + ηl1 [rl2])
[l2l1][l1r][rl2]
δ(8)(λl4ηl4 +
∑r−1
s+1 λiηi − λl1ηl1)
〈l4 s+ 1〉...〈r − 1 l1〉〈l1l4〉
×
δ(4)(ηs[l4l3] + ηl4 [l3s] + ηl3 [sl4])
[l4l3][l3s][sl4]
Â NMHVs−r+1;0 + (r ⇆ s) , (4.21)
where Â NMHVs−r+1;0 denotes the (s−r+1)-particle tree-level (amputated) NMHV super-amplitude and
the other three super-amplitudes are written explicitly. As before, the sum over two kinematical
configurations 1
2
∑
S± is tacitly assumed on the right-hand side of (4.21).
We assume that the formula (4.17) holds for the m-point tree-level super-amplitude for all
m < n. Since the tree-level NMHV super-amplitude entering (4.21) has m = s− r + 1 < n legs,
we can use (4.17) to find Â NMHVs−r+1;0. Note that, by virtue of the identity (4.19), there is a freedom
in choosing the first label of R in the first relation in (4.17). The choice of this label does not
affect Â NMHVs−r+1;0 but it allows us to obtain different equivalent expressions for C
2me
r,r+1,s,s+1.
The first way singles out the cut leg l2 as the first label of R so that the NMHV tree-level
super-amplitude (4.17) takes the form
Â NMHVs−r+1;0 =
(∏
j
〈j j + 1〉
)−1
δ(8)
(
λl2ηl2 +
s−1∑
r+1
λiηi − λl3ηl3
)∑
u,v
Rl2uv , (4.22)
where the indices u and v in the sum and j in the product run over the cyclically ordered set
{l2, r+1, r+2, ..., s−2, s−1, l3} with the constraints u ≥ r+2 and u+2 ≤ v ≤ l3. Also, Rl2uv is
given by a general expression (4.12) with indices r, s, t replaced with l2, u, v, respectively. Notice
that Rl2uv defined in this way does not depend on ηl2 . The second way of writing the NMHV
tree-level factor singles out the leg l3 in which case the same super-amplitude takes the form
ÂNMHVs−r+1;0 =
(∏
j
〈j j + 1〉
)−1
δ(8)
(
λl2ηl2 +
s−1∑
r+1
λiηi − λl3ηl3
)∑
u,v
Rl3uv , (4.23)
where the indices u and v in the sum and j in the product run over the cyclically ordered set
{l3, l2, r + 1, r + 2, ..., s− 2, s− 1} with the constraints u ≥ r + 1 and u+ 2 ≤ v ≤ s− 1.
It is important to note that in both forms (4.22) and (4.23) the dependence of ÂNMHVs−r+1;0 on
ηl2 and ηl3 only resides in the δ
(8)(. . .) factor. This means that with either way of writing the
tree-level NMHV super-amplitude, performing the Grassmann integration in (4.21) is essentially
identical to the MHV case (3.23) illustrated in the previous section. Substituting (4.22) into
(4.21) and going through the same steps as in Sect. 3.4, we arrive at
C2mer,r+1,s,s+1 =
[sl4]
4〈l4l3〉4[l3r]4δ(8)
(∑n
1 λiηi
) ∑
u,v Rl2uv
〈l2 r + 1〉...〈s− 1 l3〉〈l3l2〉[l2l1][l11][1l2]〈l4 s+ 1〉...〈r − 1 l3〉〈l3l2〉[l4l3][l3s][sl4]
+ (r ⇆ s). (4.24)
We next note that from the kinematical condition (2.26) imposed by the three-particle MHV
vertex we have λl2 = λr[rl1]/[l2l1]. We apply this identity to substitute for λl2 in (4.24) and use
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(4.12) to observe from that the constant of proportionality cancels inside Rl2,u,v so that the label
l2 can simply be replaced by r.
Finally, the simplification of the remaining factors in (4.24) is identical to the MHV case and
we arrive at
C2mer,r+1,s,s+1 =
∑
u,v
C3mr,r+1,u,v + (r ⇆ s), (4.25)
where the indices are summed in the first term with the constraints u ≥ r+2 and u+2 ≤ v ≤ s
and in the second term similarly but where r is swapped with s. In the expression for the one-loop
NMHV super-amplitude (3.5) the coefficient (4.25) is accompanied by the corresponding scalar
box integral Ir,r+1,s,s+1 (see Appendix A).
The relation (4.25) generalises a similar relation for gluon NMHV amplitudes obtained in
[10] (see Eq. (28) there). Here, however, it applies not only to gluon amplitudes but to the
whole NMHV super-amplitude. The relation (4.25) admits a simple diagrammatic representation
similar to Fig. 4 in [10]. We recall that three-mass coefficients C3mr,r+1,s,t are described by the cut-
box diagram shown in Fig. 4. Then, the first sum on the right-hand side of (4.25) corresponds
to various rearrangements of legs attached to three ‘massive’ vertices in such a way that all legs
except the leg with the label r are moved in the ‘clockwise’ direction. If we take the second form
of the NMHV tree-level factor (4.23) and repeat the same calculation, we arrive at the same
formula (4.25) with the only difference that now the indices are summed with the constraints
u ≥ r+ 1 and u+ 2 ≤ v ≤ s− 1 in the first term and similarly where r is swapped with s in the
second. This produces another, ‘anti-clockwise’ representation for the same coefficient C2mer,r+1,s,s+1.
As was already explained, the two representations are equivalent thanks to the identity (4.19).
This proves the ‘handedness’ condition formulated in [10] for gluon NMHV amplitudes.
The one-mass coefficients are now simple to calculate. There are two contributions which
are illustrated in Fig. 8. The first one can be deduced from the two-mass-easy calculation as a
limiting case of the cut-box diagram shown in Fig. 7 for s + 1 = r − 1. The second one follows
from the three-mass calculation as a limit of the cut-box diagram shown in Fig. 4. In this way
we find
C1mr−2,r−1,r,r+1 = C
2me
r,r+1,r−2,r−1 + C
3m
r−1,r,r+1,r−2 . (4.26)
This coefficient is accompanied by the scalar box integral Ir−2,r−1,r,r+1 (see Appendix A). The
relation (4.26) generalises a similar relation for the gluon amplitudes found in [10] (see Eq. (33)).
To summarise, assuming the form (4.17) for the m-particle tree-level NMHV super-amplitude
for m ≤ n − 1, we have computed all C−coefficients. Their substitution into (3.5) yields the
complete one-loop n-particle NMHV super-amplitude Â NMHVn;1 . From this we can obtain the n-
particle tree-level super-amplitude to complete the induction. To find the form of the tree-level
amplitude Â NMHVn;0 it suffices to look at the infrared poles of the one-loop amplitude which are
known to have the following universal form11
Â NMHVn;1
∣∣∣∣
ǫ poles
= −
1
ǫ2
n∑
i=1
(−si,i+1)
−ǫ × Â NMHVn;0 . (4.27)
This will be done in the next subsection.
11Here the parameter of the perturbative expansion is g2NcΓµ
2ǫ with cΓ given by (A.4).
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Figure 8: The two contributions to the one-mass coefficient C1mr−2,r−1,r,r+1. The first is obtained from
the two-mass-easy coefficient C2mer,r+1,r−2,r−1 and the second from the three-mass coefficient C
3m
r−1,r,r+1,r−2
by restricting the all corners but one to be three-point vertices.
4.3 One-loop NMHV super-amplitudes
Let us use the expressions for the C−coefficients obtained in the previous subsection to compute
the one-loop NMHV superamplitudes for n = 6 and n = 7 particles.
4.3.1 Six-point NMHV super-amplitude
For n = 6, due to small number of external particles, the one-loop super-amplitude receives
contributions from two-mass-hard and one-mass integrals
Â NMHV6;1 = C
2mh
1246 I1246 + C
1m
1234 I1234 + cyclic , (4.28)
where ‘cyclic’ stands for terms obtained by cyclic shift of all indices i→ i+1 with the periodicity
condition i + 6 ≡ i. We apply the relations (4.13) and (4.26) to express the two-mass-hard and
one-mass coefficients in terms of C3m−coefficients
C2mh1246 = C
3m
1246 + C
3m
6124 ,
C1m1234 = C
3m
2341 + C
2me
1234 = C
3m
2341 + C
3m
1246 = C
3m
2341 + C
3m
3451 , (4.29)
Here the two relations for C1m1234 originate from the equivalence of the clockwise and anti-clockwise
representations for the two-mass-easy coefficient C2me1234. As we will see in a moment, the consis-
tency condition C3m1246 = C
3m
3451 leads to the relation between R coefficients which is just a special
case of a general relation (4.19).
Let us replace the C3m coefficients and the scalar box integrals by their expressions in terms
of R and dimensionless functions Fr,r+1,s,t, Eqs. (4.8) and (4.11),
C3mr,r+1,s,t = ∆r,r+1,s,tRrst Â
MHV
n;0 , (4.30)
Ir,r+1,s,t = ∆
−1
r,r+1,s,tFr,r+1,s,t .
Then, we combine the various terms on the right-hand side of (4.28) containing R coefficients
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with the same indices to find
Â NMHV6;1 = Â
MHV
6;0 [(R146 +R624)F1246 + (R241 +R146)F1234 + cyclic]
= Â MHV6;0 [R146(F1246 + F1234) +R135F1235 + R136F1236 + cyclic] , (4.31)
where Â MHV6;0 denotes the amputated tree-level MHV super-amplitude for n = 6. Here we used
the cyclic symmetry of the sum to make the first index of all R’s be 1. The above-mentioned
consistency condition leads to
R146 = R351 = P
2R135 = P
4R136 , (4.32)
where the last relation follows from the identity (4.16). Here P generates a cyclic shift of indices
i → i + 1 with the periodicity condition i + 6 ≡ i, or equivalently P6 = 1. Then, it follows
from (4.32) that R135 = P
4R146 and R136 = P
2R146. Substituting these relations into (4.31) and
making use of the cyclic invariance of the sum we find
Â NMHV6;1 = Â
MHV
6;0 [R146(F1246 + F1234 + F1345 + F1456) + cyclic] , (4.33)
The scalar box functions have infrared divergences and their expressions in dimensional regu-
larisation have poles in ǫ (see Appendix A). Using their explicit expressions, we calculate the
divergent part of Â NMHV6;1 to be
Â NMHV6;1
∣∣∣∣
ǫ poles
= −
1
ǫ2
n∑
i=1
(−si,i+1)
−ǫ ×
1
2
Â MHV6;0 [R146 + cyclic] . (4.34)
Comparing this relation with (4.27) we deduce the tree-level n = 6 NMHV amplitude,
Â NMHV6;0 =
1
2
Â MHV6;0 [R146 + cyclic] = Â
MHV
6;0 [R135 +R136 +R146] , (4.35)
where in the last relation we used the identities (4.20) and (4.32) between different R coefficients.
Thus, for n = 6 we have reproduced the conjectured expression (4.17) for the tree-level n−particle
NMHV amplitude.
To finish the analysis of the n = 6 super-amplitude, let us determine the finite part of Â NMHV6;1 .
Following [1], this can be done by introducing the ratio function
Â NMHVn = Â
MHV
n ×
[
RNMHVn +O(ǫ)
]
, (4.36)
where RNMHVn is finite as ǫ→ 0 and the all-loop MHV amplitude satisfies the conjectured duality
relation (3.33). We expand both sides of (4.36) in powers of ’t Hooft coupling and take into
account (4.33) and (3.32) to find the ratio function for n = 6 as
RNMHV6 =
1
2
R146 [1 + aV146] + cyclic , (4.37)
where a = g2N/(8π2) and the scalar function V146 is given by [1]
V146 = F1246 + F1234 + F1345 + F1456 −
1
2
W6;1
= − ln u1 ln u2 +
1
2
3∑
k=1
[
ln uk ln uk+1 + Li2(1− uk)
]
−
π2
6
. (4.38)
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where W6;1 was defined in (3.34). Here u1, u2 and u3 are conformal cross-ratios in the dual
coordinates
u1 =
x213x
2
46
x214x
2
36
, u2 =
x224x
2
15
x225x
2
14
, u3 =
x235x
2
26
x236x
2
25
(4.39)
and the periodicity condition ui+3 = ui is implied. The fact that V146 only depends on u variables
implies that it is invariant under conformal transformations of dual x variables.
4.3.2 Seven-point NMHV super-amplitude
For n = 7 the one-loop superamplitude receives contributions from three-mass, two-mass-hard,
two-mass-easy and one-mass integrals. As a consequence, the expression for Â NMHV7;1 can be
written as
Â NMHV7;1 = Â
MHV
7;0
[
I3m + I2mh + I2me + I1m
]
, (4.40)
with I3m =
∑
C3mI3m and so on.
Applying the relations (4.13), (4.25) and (4.26) between the C coefficients and making use of
the relations (4.30), each contribution can be expressed as a cyclic invariant sum of product of
R coefficients and scalar box F -functions:
• Three-mass contribution
I3m = R146F1246 + cyclic (4.41)
• Two-mass-hard contribution
I2mh = (R135 +R251)F1235 + (R136 +R261)F1236 + cyclic (4.42)
• Two-mass-easy contribution
I2me = R461F1245 + cyclic = R157F1245 + cyclic (4.43)
• One-mass contribution
I1m = (R241 +R146 +R147 +R157)F1234 + cyclic
= (R241 +R361 +R351 +R357)F1234 + cyclic (4.44)
The two representations for I2me and I1m correspond to clockwise and anti-clockwise shifts of
the external legs. The consistency conditions read
R157 = R461 = P
3R135 (4.45)
R146 +R147 +R157 = R361 +R351 +R357 = P
2 (R146 +R136 +R135) .
Applying P4 and P5 to the first and the second relations, respectively, and taking into account
the cyclicity condition i+ 7 = i, or equivalently P7 = 1, it is easy to see that the relations (4.45)
are equivalent to (4.20). Then, it follows from (4.20) and (4.16) that
R135 = P
4R157 , R136 = P
2R147 , R137 = P
2R157 . (4.46)
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In addition, for n = 7 the identity (4.19) implies that the linear combination
Rtot = R135 +R136 +R137 +R146 +R147 +R157
= R146 + (1 + P
2)R147 + (1 + P
2 + P4)R157 (4.47)
is cyclic invariant, PRtot = Rtot. Taking the sum over all cyclic shifts of indices on both sides of
the last relation we get another representation for S
Rtot =
1
7
[R146 + 2R147 + 3R157 + cyclic] . (4.48)
Similar to n = 6 case, we substitute the relations (4.41) – (4.44) into (4.40) and use the cyclic
invariance to make the first index of all R’s be 1. Then, we apply the identity (4.46) to eliminate
R135, R136 and R137 and obtain
Â NMHV7;1 = Â
MHV
7; 0
[
R146(F1234 + F1246) +R147(F1234 + F1247 + F1467)
+R157(F1234 + F1245 + F1257 + F1456 + F1567) + cyclic
]
. (4.49)
Finally, we use the relations (4.47) to express R146 in terms of S and R147, R157 plus their cyclic
images
Â NMHV7;1 = Â
MHV
7; 0 [RtotVtot +R135VI +R147VII + cyclic]
= Â MHV7; 0
[
1
7
VtotR146 +
(
2
7
Vtot + VII
)
R147 +
(
3
7
Vtot + VI
)
R157 + cyclic
]
, (4.50)
where in the second relation we replaced Rtot with its expression (4.48). Here the notation was
introduced for three linear combinations of scalar box functions
Vtot =
1
7
(F1234 + F1246) + cyclic ,
VI = F1456 + F1257 + F1245 + F1567 − F1246 − F1267 − F2467 − F2457 − F4567 ,
VII = F1247 + F1467 − F1246 − F1267 − F2467 . (4.51)
Note that, in distinction with Vtot, the functions VI and VII are not cyclic invariant. We ver-
ified that the obtained one-loop NMHV super-amplitude (4.50), when expanded in powers of
(ηi)
4(ηj)
4(ηk)
4, produces the expressions for six-gluon one-loop NMHV amplitudes which are in
agreement with the known results [28].
Using expressions for scalar-box F functions (see Appendix A) it is straightforward to work
out the explicit expressions for Vtot, VI and VII (see Eqs. (4.56) and (4.57) below). We find that
VI and VII are free from infrared divergences and are finite for ǫ→ 0 while Vtot contains poles in
ǫ,
Â NMHV7;1
∣∣∣∣
ǫ poles
= −
1
ǫ2
n∑
i=1
(−si,i+1)
−ǫ × Â MHV7; 0 Rtot . (4.52)
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Comparing this relation with (4.27) we find the tree-level n = 7 NMHV super-amplitude,
Â NMHV7;0 = Â
MHV
7;0
[
1
7
R146 +
2
7
R147 +
3
7
R157 + cyclic
]
= Â MHV7;0 ×
1
7
∑
r,s,t
Rrst , (4.53)
where we applied the identities (4.47) and (4.48). This relation is in agreement with conjectured
expression for the tree-level NMHV amplitude (4.17).
According to the definition (4.36), the ratio function for n = 7 is given to one loop by
RNMHV7 =
1
7
R146(1 + aV146) +
2
7
R147(1 + aV147) +
3
7
R157(1 + aV157) + cyclic +O(a
2) , (4.54)
where we introduced the notation for three different combinations of scalar functions
V146 =
1
2
(Vtot −W7;1) , V147 = V146 +
7
4
VI , V157 = V146 +
7
6
VII , (4.55)
withW7;1 defined in (3.34). The explicit expressions for these functions can be found from (4.51).
We have
V146 =
1
2
[Li2(1− u1245)− Li2(1− u1246)− ln u1245 ln u3467] + cyclic . (4.56)
Notice that V and W7;1 have infrared divergences but they cancel in the difference. In a similar
manner,
VI = Li2(1− u1246) + Li2(1− u2467) + Li2(1− u2754)− Li2(1− u1245)
+ ln u1256 ln u1745 + ln u2467 ln u1256 − ln u2467 ln u2745 −
π2
6
,
VII = Li2(1− u1246) + Li2(1− u2467) + ln u1246 ln u2467 −
π2
6
. (4.57)
Here we use the notation for conformal ratios of dual coordinates,
uijkl =
x2ilx
2
jk
x2ikx
2
jl
, uijkl = uklij = (uijlk)
−1 . (4.58)
We conclude that the functions V146, V147 and V135 are finite as ǫ→ 0 and, moreover, they only
depend on conformal cross-ratios of dual coordinates. We would like to stress that this property
is extremely non-trivial since infrared finiteness of a linear combination of scalar box functions
does not necessary imply that it is a function of conformal cross-ratios. We illustrate this in
Appendix B.
Thus, V146, V147 and V135 are invariant under conformal transformations of dual x variables.
We will argue in Sect. 5 that this property leads to dual conformality of the ratio function RNMHV7
given by (4.54).
4.4 Infrared consistency condition
A general expression for an arbitrary n−particle one-loop NMHV super-amplitude is rather
involved due to both large number of contributing cut-box diagrams and more complicated
form of the recurrence relations between two-mass-easy, one-mass and three-mass C coefficients,
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Eqs. (4.13), (4.25) and (4.26). To determine the tree-level NMHV amplitude from the infrared
consistency condition (4.27) it is sufficient, however, to examine the coefficient in front of pole
in ǫ with the residue depending on only one kinematical invariant, say ln(−s12)/ǫ. Since not all
scalar box functions contain such terms, this significantly reduces the number of contributing
terms on the right-hand side of (3.5). This leads to the following representation
Â NMHVn;0 =
1
2
Â MHVn;0
[
2c1m1234 + 2c
1m
n123 − 2c
2me
34n1 − c
2mh
3451 − c
2mh
(n−1)n13 +
n−1∑
j=5
c2mh123j −
n−1∑
j=6
c3m34j1 −
n−2∑
j=5
c3mn13j
]
,
(4.59)
where the c coefficients are related to C coefficients via
Cr,r+1,s,t = cr,r+1,s,t∆r,r+1,s,t Â
MHV
n;0 . (4.60)
The relation (4.59) generalizes a similar relation for tree-level gluon NMHV amplitudes found in
[10].
For three-mass coefficients we find from (4.30) that c3mr,r+1,s,t = Rrst. For the remaining
coefficients we use the recurrence relations (4.13), (4.25) and (4.26) to express c2me, c2mh and c1m
as linear combinations of R coefficients. In this way, the relation (4.59) leads to the representation
for Â NMHVn;0 as a sum over R coefficients with various indices. We recall however that the R
coefficients are not independent and are related to each other by the relations (4.16), (4.19) and
(4.20). Using these relations we can express all R coefficients in terms of a basis of coefficients
R1st with 4 ≤ s ≤ t− 2 ≤ n− 2 plus their cyclic images. We have verified by direct calculation
that for n = 6, 7, 8, 9 the substitution of the resulting expressions into (4.59) yields desired result
for n-particle tree-level NMHV super-amplitude
Â NMHVn;0 = Â
MHV
n;0 ×
(
1
n
n∑
r,s,t=1
Rrst
)
. (4.61)
It should be possible to extend this analysis for arbitrary n.
Finally, the ratio function (4.36) takes the following form to one loop [1]
RNMHVn =
1
n
n−2∑
s=4
n∑
t=s+2
mstR1st(1 + aV1st) + cyclic , (4.62)
where mst is integer combinatorial factor determined by symmetry properties of the cut-box
diagram corresponding to R1st. Also, V1st is given by linear (n−dependent) combinations of
scalar-box functions which are infrared finite and, most importantly, dual conformal invariant.
For n = 6 and n = 7 the relation (4.62) reduces to (4.37) and (4.54), respectively. Going through
the same steps as in Sect. 4.3, we have verified that (4.62) holds for n = 8, 9.
5 Dual superconformal symmetry
In this section we discuss the dual superconformal symmetry of scattering amplitudes. This
symmetry was introduced in [1] as a generalisation of the dual conformal symmetry of MHV
amplitudes. There it was shown that the one-loop 6-point NMHV super-amplitude exhibits dual
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superconformal symmetry, in a sense which we review below. We also proposed a compact form
of the n-particle NMHV tree amplitude, expressed in terms of three-point dual superconformal
invariants Rrst. Finally, we formulated the conjecture that all N = 4 SYM super-amplitudes
have the property dual superconformal symmetry.
Here we give additional evidence in favor of this hypothesis. Firstly, in subsection 5.1 we show
that the three-mass (and the related two- and one-mass) box coefficients, obtained by means of
the generalised cut method, are indeed given by the three-point dual superconformal invariants
mentioned above. We then explain that the four-mass box coefficients from Section 3.3 have
a similar and yet different structure, leading to a new type of four-point dual superconformal
invariants. Further, in Section 4.3 we have shown that one-loop seven-particle NMHV super-
amplitude is given by a linear combination of scalar box functions accompanied by the coefficients
C depending on Rrst. In subsection 5.2 we show that these coefficients can be rewritten in a
manifestly dual superconformal invariant way.
Recall the general form of the super-amplitude,
A(Φ1 . . .Φn) = i(2π)
4δ(4)(p)δ(8)(q)Pn(λ, λ˜, η) . (5.1)
The conjecture of dual superconformal symmetry from [1] is formulated in terms of the ‘ratio’
function defined as
A(Φ1 . . .Φn) = A
MHV
n [Rn(λ, λ˜, η) +O(ǫ)] . (5.2)
Here AMHVn is the complete all-loop n−particle MHV super-amplitude, including the (super)
momentum conservation delta functions from (5.1). Recently, a remarkable duality has been
discovered between planar MHV amplitudes and Wilson loops in N = 4 SYM theory [17, 18, 21].
The Wilson loop corresponding to the MHV amplitude is formulated in a dual coordinate space.
It is defined on a piecewise light-like contour Cn with cusps located at points xi related to the
particle momenta via
pi = xi − xi+1 . (5.3)
Then, the inherent conformal symmetry of the Wilson loop implies a surprising dual conformal
symmetry of the MHV amplitude. The conformal symmetry of the Wilson loop is broken by
ultraviolet divergences in a way controlled by an anomalous Ward identity [19, 20]. Since the
ultraviolet divergences of the Wilson loop match the infrared divergences of the scattering am-
plitudes (MHV as well as non-MHV), the dual MHV amplitude has the same anomalous dual
conformal properties. This symmetry exactly predicts the form of the finite part of the (log of
the) amplitude for four and five particles, but leaves some freedom starting with six particles.
The duality conjecture goes even farther, stating that the finite parts of the Wilson loop and of
the MHV amplitude are identical for any number of points.
Let us come back to the factorised super-amplitude (5.2). The conjecture made in [1] claims
that the anomalous dual conformal behaviour of the amplitude A(Φ1 . . .Φn) is entirely due to the
divergent MHV factor AMHVn , while the finite ‘ratio’ Rn is expected to be an exact dual conformal
invariant. This statement concerns the spin structures entering Rn, as well as all the momentum
integrals originating from the loop corrections. From the analysis in Section 2.2 we know that Rn
is made of homogeneous polynomials in the Grassmann variables ηi (recall (2.15)). Each of them
is a combination of coefficients (spin structures) containing the η dependence and a function of
the momenta made of loop integrals. These coefficients possess an even bigger symmetry, they
are dual superconformal invariants. We start our discussion with the latter.
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5.1 Dual superconformal invariance of the coefficients
In order to exhibit the dual superconformal properties of the coefficients, we need to rewrite
them in dual superspace. Recall that the function A in (5.1) is really a function of constrained
variables because it is multiplied by the (super)momentum conservation delta functions. In other
words, it is really defined only on the surface in the space of λi, λ˜i, ηi described by the constraints
n∑
i=1
λ˜α˙i λ
α
i = 0 ,
n∑
i=1
λαi η
A
i = 0 . (5.4)
In [1] these constraints were solved by introducing a set of chiral superspace coordinates xα˙αi , θ
Aα
i ,
xα˙αi − x
α˙α
i+1 = λ˜
α˙
i λ
α
i , θ
Aα
i − θ
Aα
i+1 = λ
α
i η
A
i , (5.5)
where we assume the cyclicity conditions xn+1 ≡ x1 and θn+1 ≡ θ1. These constraints imply the
momentum and supercharge conservation conditions (5.4). The dual superconformal transforma-
tions of all variables can be deduced by assuming they act canonically on the chiral superspace
coordinates xi, θi and are compatible with the constraints (5.5). The details can be found in [1],
here we just recall a few basic points.
The dual conformal properties of all objects formulated in dual superspace are most easily
verified by performing conformal inversion. It acts on the dual superspace coordinates as follows:
I[xαβ˙ ] =
xβα˙
x2
≡ (x−1)βα˙ , I
[
θAαi
]
= (x−1i )
α˙βθAi β ,
I [λαi ] = (x
−1
i )
α˙βλi β , I[λ˜i α˙] = (x
−1
i+1)αβ˙λ˜
β˙
i+1 . (5.6)
The transformations of x and θ are standard, while those of λ and λ˜ are derived from the bosonic
constraint in (5.5). 12 With the help of these rules it is very easy to see that various Lorentz
invariant contractions of spinors λ (or λ˜) and dual space vectors xij are conformally covariant,
for example
I[x2ij ] =
x2ij
x2ix
2
j
, I
[
〈i i+ 1〉
]
= (x2i )
−1 〈i i+ 1〉 , I
[
〈i|xijxjk|k〉
]
=
〈i|xijxjk|k〉
x2ix
2
jx
2
k
. (5.7)
Now, let us examine the dual superconformal properties of the main building block (4.12) of
the three-, two- and one-mass coefficients from Section 4,
Rtsu = −
〈s− 1 s〉〈u− 1 u〉 δ(4)
(
Ξtsu
)
x2su〈t|xtsxsu|u− 1〉〈t|xtsxsu|u〉〈t|xtuxus|s− 1〉〈t|xtuxus|s〉
. (5.8)
The various bosonic factors here are of the types shown in (5.7), so they are covariant under
conformal inversion. The Grassmann dependence resides in the linear combination of η’s (4.7),
which can be rewritten in terms of the dual superspace coordinates (5.5) as follows:
Ξtsu =
t−1∑
u
ηi〈i|xusxst|t〉+
s−1∑
r
ηi〈i|xsuxut|t〉
= x2su〈t|θt〉+ 〈t|xtsxsu|θu〉+ 〈t|xtuxus|θs〉 . (5.9)
12The dual conformal transformations of the ‘super-momenta’ ηi are inhomogeneous [1], but they are not
necessary for our discussion here.
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Figure 9: The configuration contributing to the four-mass coefficient C4mr,s,t,u. The empty vertices are
MHV super-amplitudes.
Applying once again the rules (5.6), we can easily show that this combination is dual conformal
covariant,
I[Ξtsu] =
Ξtsu
x2tx
2
sx
2
u
. (5.10)
Then, combining this with the transformations of the bosonic factors in (5.9), we see that Rtsu
(5.8) is indeed a dual conformal invariant.
In fact, it is invariant not only under dual conformal, but also superconformal transformations.
One of the generators of dual Poincare´ supersymmetry, QαA, acts as a shift of the chiral dual
superspace coordinates, δθAαi = ǫ
Aα
i , while leaving the Grassmann variables ηi invariant.
13 The
invariance of Ξrst is obvious in its initial form (4.7), and is easy to show in the form (5.9) due
to the identity x2su + xtsxsu + xtuxus = 0. The other generators of Poincare´ supersymmetry, Q¯
A
α˙ ,
acts on the bosonic coordinates x and λ˜. To show the invariance of (5.8) is not that simple, so
we refer the reader to [1] for the explanations. Combining these two generators with conformal
inversion, we can obtain the rest of the N = 4 superconformal algebra.
The four-mass coefficients were obtained in Section 3.3 as the most straightforward application
of the quadruple cut technique, see (3.14). According to (3.15) and the discussion afterwards,
they cannot contribute to super-amplitudes of the MHV or NMHV type. Let us examine the
simplest of them, the first term in (3.15), which contributes to NNMHV amplitudes (see Fig. 9).
It is obtained by substituting all the vertex factors Pni+2;0 in (3.14) with the bosonic factors
of the MHV tree amplitudes, see (2.16). The Grassmann integration has already been done in
(3.14), so we just need to collect all bosonic factors and simplify them. The calculation is very
similar to that of the three-mass coefficients from Section 4.1, and we obtain
P4mn;1 =
1∏n
i=1〈i i+ 1〉
x2rtx
2
su
2x2rsx
2
tu
[x2rsx
2
tu + x
2
rux
2
st − x
2
rtx
2
su]
1
2
∑
S±
Rˆl3;tsu Rˆl4;urt . (5.11)
Here we have introduced the new superconformal invariant
Rˆl3;tsu = −
〈s− 1 s〉〈u− 1 u〉 δ(4)
(
Ξˆl3;tsu
)
x2su〈l3|xtuxus|s− 1〉〈l3|xtuxus|s〉〈l3|xtsxsu|u− 1〉〈l3|xtsxsu|u〉
(5.12)
13The dual Poincare´ supersymmetry algebra with generators Q, Q¯ should not be confused with the original
supersymmetry (2.11) of the amplitude with generators q, q¯.
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with
Ξˆl3;tsu = x
2
su〈l3|θr〉+ 〈l3|xtsxsu|θu〉+ 〈l3|xtuxus|θs〉 , (5.13)
and similarly for Rˆl4;urt. It looks very similar to the invariant Rtsu (5.8), being made of the
same triplet of dual superspace points, (xt,s,u, θt,s,u). The only difference is that in (5.12) and in
(5.13) we use the ‘internal’ spinor variable λl3 to obtain Lorentz invariant projections, while in
(5.8) and (5.9) this is done with the ‘external’ spinor variable λt, associated with the momentum
pt = xt − xt+1. In principle, the internal spinors λli (i = 1, 2, 3, 4) are determined from the loop
momenta (li)
α˙α = λ˜α˙liλ
α
li
, up to an arbitrary scale. Since the expression (5.12) is homogeneous in
λl3, this scale drops out. Further, the loop momenta li themselves can be solved for in terms of
the external momenta Ki from the kinematical constraints (3.3). Thus, we may say that Rˆl3;tsu
is effectively a function of the external momenta only, but making this statement explicit is a
non-trivial task.
Nevertheless, we are in a position to claim that Rˆl3;tsu is a dual conformal invariant. First,
we need to find out how the internal spinors λli transform under inversion. Remembering that
K1 = xrs, K2 = xst, K3 = xtu andK4 = xur, we can solve the momentum conservation constraints
(3.3) by introducing an extra point in dual space, x0, and writing
l1 = x0r , l2 = x0s , l3 = x0t , l4 = x0u . (5.14)
The momenta li still satisfy the on-shell conditions l
2
i = 0, which are solved through the internal
spinor variables (li)
α˙α = λ˜α˙liλ
α
li
. These relations establish a link between λli and the points in
dual space. For example, consider the relation (l3)
α˙α = λ˜α˙l3λ
α
l3
= (x0t)
α˙α. Performing a conformal
inversion on it, we can derive the transformation of λl3, analogous to that of λi in (5.6),
14
I
[
λαl3
]
= (x−1t )
α˙βλl3 β . (5.15)
We see that the internal spinor λl3 transforms in exactly the same way as the external λt, therefore
the dual conformal invariance of Rˆl3;tsu (5.12) can be proven in the same way as for Rtsu (5.8).
We can say that the three-mass (and the related two- and one-mass) coefficients are given
in terms of the simpler, manifestly three-point invariants Rtsu because they contain at least
one three-particle vertex. This leads to kinematical constraints which relate the internal spinor
variables at this vertex to the external. Precisely this external spinor is used in Rtsu to project
at the first point. In the non-degenerate four-mass case the internal spinors decouple from the
external, which explains the more complicated structure of Rˆl3;tsu.
Coming back to the four-mass coefficient (5.11), besides the two dual conformal invariants Rˆ,
we see a prefactor made of dual space ‘distances’ x2ij . It is a dual conformal covariant with the
necessary conformal weight which turns the accompanying (finite) four-mass box integral into a
dual conformal invariant.
5.2 Dual conformal invariance of the integrals
Let us now examine the conformal properties of the scalar box integrals entering (3.5). In the dual
variables (5.5), they are functions of the x’s only. If one did not pay attention to the convergence
properties of the scalar box integrals, they would be formally dual conformal covariant in four
dimension. However, these functions suffer from infrared divergences and, in distinction with the
14Due to the constraint λαl3(x0t)αα˙ = 0 one can replace the matrix (x
−1
t )
α˙β = (xt)
α˙β/x2t in (5.15) by (x0)
α˙β/x2t .
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coefficients C, they are well only defined in D = 4− 2ǫ dimensions with ǫ 6= 0. This implies that
their dual conformal symmetry is broken by infrared singularities.
We notice that the infrared divergences of the scattering amplitudes have a universal form
independent of the helicity configuration of the external particles. As a result, writing down the
NMHV super-amplitude in the factorized form (4.36), we absorb all infrared poles in ǫ into the
MHV super-amplitude and define the infrared finite ratio function RNMHVn . To one-loop order,
this function admits an expansion similar to (3.5). Taking into account the relations between the
C coefficients, the ratio function is given by a sum (4.62) over independent (dual superconformal
invariant) Rrst coefficients multiplied by linear combinations Vrst of scalar box functions. A
characteristic feature of these combinations is that they are finite as ǫ → 0, while each term
separately has poles in ǫ. The following two questions arise:
• Does the condition of infrared finiteness fix the form of the linear combinations of scalar
box integrals uniquely (up to cyclic shift of indices)?
• Is dual conformal symmetry restored in the infrared finite combinations of scalar box inte-
grals?
It turns out that for n = 6 both questions have an affirmative answer leading to V146, Eq. (4.38).
The situation changes however for n ≥ 7. We find that for n = 7 there exist three linear
combinations of three-mass, two-mass-hard, two-mass-easy and one-mass scalar boxes that are
finite as ǫ → 0. They are given by VI, VII and F defined in (4.51) and (B.1), respectively. It is
straightforward to verify (see Eqs. (4.57) and (B.3)) that only the first two functions are dual
conformal invariant. We also verified that both questions have negative answer for n = 8.15
The fact that the ratio function RNMHVn is finite as ǫ → 0 implies that its expansion may
involve all infrared finite combinations of scalar box integrals. Our analysis for n = 6, 7, 8 shows
that RNMHVn receives contribution from the dual conformal combinations only. This result is in
agreement with the conjecture of [1] that the ratio function RNMHVn should be equal, at one-loop,
to a linear combination of Rrst coefficients accompanied by conformal invariant functions Vrst of
dual x coordinates.
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Appendices
A Scalar box integrals
Following [5, 28], we define scalar box F functions as
−i(4π)2−ǫ
∫
d4−2ǫl
(2π)4−2ǫ
1
l2(l +K1)2(l +K1 +K2)2(l −K4)2
= rΓ
F (K1, K2, K3, K4)
∆(K1, K2, K3, K4)
, (A.1)
where ∆(K1, K2, K3, K4) is given by
∆(K1, K2, K3, K4) = −2
√
det ‖S‖ , (A.2)
the symmetric 4× 4 matrix S has components
Sij = −
1
2
(Ki + . . .+Kj−1)
2 , (i 6= j) , Sii = 0 , (A.3)
with i, j defined modulo 4, and the normalization factor is
rΓ = cΓ(4π)
2−ǫ , cΓ =
1
(4π)2−ǫ
Γ(1 + ǫ)Γ2(1− ǫ)
Γ(1− 2ǫ)
. (A.4)
The 4-vectors K1,2,3,4 are sums of external on-shell momenta pi of the n−point amplitude. They
can be specified by four ordered indices r < s < t < u (mod n) as follows
K1 =
s−1∑
r
pi = xsr , K2 =
t−1∑
s
pi = xts , K3 =
u−1∑
t
pi = xut , K4 =
s−1∑
u
pi = xsu , (A.5)
where we introduced the dual variables pi = xi − xi+1 and xij ≡ xi − xj . This suggests to use
the shorthand notations
Frstu ≡ F (K1, K2, K3, K4) , ∆rstu ≡ ∆(K1, K2, K3, K4) , (A.6)
with Frstu and ∆rstu being symmetric in any pair of indices. The expression for Frstu takes a
different form depending on whether K2i = 0 or K
2
i 6= 0. In this way, we obtain (all indices are
defined modulo n):
for one-mass function
Fi−3, i−2, i−1, i = −
1
ǫ2
[
(−xi−3,i−1)
−ǫ + (−xi−2,i)
−ǫ − (−xi,i−3)
−ǫ
]
+ Li2
(
1−
x2i,i−3
x2i−3,i−1
)
+ Li2
(
1−
x2i,i−3
x2i−2,i
)
+
1
2
ln2
(
x2i−3,i−1
x2i−2,i
)
+
π2
6
≡ F 1mn;i (A.7)
for easy two-mass
Fi−1, i, i+r, i+r+1 = −
1
ǫ2
[
(−xi−1,i+r)
−ǫ + (−xi,i+r+1)
−ǫ − (−xi,i+r)
−ǫ − (−xi+r+1,i−1)
−ǫ
]
+ Li2
(
1−
x2i,i+r
x2i−1,i+r
)
+ Li2
(
1−
x2i,i+r
x2i,i+r+1
)
+ Li2
(
1−
x2i+r+1,i−1
x2i−1,i+r
)
+ Li2
(
1−
x2i+r+1,i−1
x2i,i+r+1
)
− Li2
(
1−
x2i,i+rx
2
i+r+1,i−1
x2i−1,i+rx
2
i,i+r+1
)
+
1
2
ln2
(
x2i−1,i+r
x2i,i+r+1
)
≡ F 2m en;r;i (A.8)
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for hard two-mass
Fi−2, i−1, i, i+r = −
1
ǫ2
[
(−xi−2,i)
−ǫ + (−xi−1,i+r)
−ǫ − (−xi,i+r)
−ǫ − (−xi+r,i−2)
−ǫ
]
−
1
2ǫ2
(−xi,i+r)−ǫ(−xi+r,i−2)−ǫ
(−xi−2,i)−ǫ
+
1
2
ln2
(
x2i−2,i
x2i−1,i+r
)
+ Li2
(
1−
x2i,i+r
x2i−1,i+r
)
+ Li2
(
1−
x2i+r,i−2
x2i−1,i+r
)
≡ F 2m hn;r;i (A.9)
for three mass
Fi−1, i, i+r, i+r+r′ =
−
1
ǫ2
[
(−x2i−1,i+r)
−ǫ + (−x2i,i+r+r′)
−ǫ − (−x2i,i+r)
−ǫ − (−x2i+r,i+r+r′)
−ǫ − (−x2i+r+r′,i−1)
−ǫ
]
−
1
2ǫ2
(−x2i,i+r)
−ǫ(−x2i+r,i+r+r′)
−ǫ
(−x2i,i+r+r′)
−ǫ
−
1
2ǫ2
(−x2i+r,i+r+r′)
−ǫ(−x2i+r+r′,i−1)
−ǫ
(−x2i−1,i+r)
−ǫ
+
1
2
ln2
(
x2i−1,i+r
x2i,i+r+r′
)
+ Li2
(
1−
x2i,i+r
x2i−1,i+r
)
+ Li2
(
1−
x2i+r+r′,i−1
x2i,i+r+r′
)
− Li2
(
1−
x2i,i+rx
2
i+r+r′,i−1
x2i−1,i+rx
2
i,i+r+r′
)
≡ F 3mn;r,r′;i . (A.10)
The corresponding expressions for ∆r,r+1,st are
∆r,r+1,s,t = −
1
2
[
x2rsx
2
r+1 t − x
2
rtx
2
r+1 s
]
. (A.11)
B Infrared finiteness versus dual conformality
The super-amplitude (3.5) is given by the sum over scalar box integrals (3.2) accompanied
with C coefficients. Introducing the dual coordinates for external momenta (A.5) and for the
loop momentum, l = xr − x0, one finds that the scalar box integral (3.2) takes the form
∼
∫
d4−2ǫx0(x
2
r0x
2
s0x
2
t0x
2
u0)
−1
. If this integral was well-defined in four dimensions (for ǫ = 0),
it would be covariant under conformal transformations of x variables and, as a consequence, the
functions Frstu, Eq. (A.6), would be dual conformal invariant. This is indeed the case for the
four-mass scalar function. The remaining (three-mass, two-mass-hard, two-mass-easy and one-
mass) scalar functions have infrared divergences and require regularization. In the dimensional
regularization with D = 4− 2ǫ their conformal symmetry is broken for ǫ 6= 0.
There exist linear combinations of divergent scalar box functions which remain finite as ǫ→ 0.
Since infrared divergences cancel in the sum of scalar box functions one may expect that the dual
conformal invariance gets restored in such combinations. We demonstrated in Sect. 4.3, this is
indeed the case at n = 6 for V146, Eq. (4.38), and at n = 7 for V135, V146 and V147, Eqs. (4.55).
These linear combinations are exceptional since, as we will show in a moment, infrared finiteness
does not automatically implies dual conformality.
Let us examine the following linear combination of one-mass and two-mass-hard scalar func-
tions defined for n = 7
F = −F4567 + F3567 − F3457 + F3456 . (B.1)
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It depends on the dual coordinates x3, x4, x5, x6, x7. Using expressions for the scalar functions,
Eqs. (A.7) and (A.9), we verify that each term in the right-hand side of (B.1) contains infrared
divergences but poles in ǫ cancel in their sum. The resulting expression for F is finite as ǫ→ 0:
F =
1
2
(
ln2
x235
x246
− ln2
x235
x247
− ln
x235
x257
ln
x237
x257
− ln2
x246
x257
+ ln
x237
x235
ln
x257
x235
+ ln2
x257
x236
)
+ Li2
(
1−
x235
x236
)
+ Li2
(
1−
x236
x235
)
+ Li2
(
1−
x237
x236
)
+ Li2
(
1−
x236
x246
)
− Li2
(
1−
x237
x247
)
− Li2
(
1−
x247
x246
)
− Li2
(
1−
x247
x257
)
− Li2
(
1−
x257
x247
)
. (B.2)
To verify its dual conformality we apply the conformal boost Kµ =
∑6
i=1(2x
µ
i (xi∂xi)− x
2
i ∂
µ
xi
) to
both sides of this relation
KµF = xµ3
( x247
x237 − x
2
47
ln
x237
x247
−
x246
x236 − x
2
46
ln
x246
x236
)
+ xµ4
( x236
x236 − x
2
46
ln
x236
x246
−
x237
x237 − x
2
47
ln
x237
x247
)
+xµ6
( x237
x236 − x
2
37
ln
x236
x237
−
x247
x246 − x
2
47
ln
x246
x247
)
+ xµ7
( x246
x246 − x
2
47
ln
x246
x247
−
x236
x236 − x
2
37
ln
x236
x237
)
,
(B.3)
so KµF 6= 0 and, as a consequence, F is not conformal invariant. Six other infrared finite,
non-conformal combinations can be obtained by rotating the seven points {x1, ..., x7} cyclically.
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