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1 Introduction
The observed relationships between mean and extreme pre-
cipitation with large-scale modes of variability have been 
extensively studied. Given that regional climate models 
(RCMs) are the primary source of high-resolution climate 
projections, evaluation of the simulation of extreme pre-
cipitation events that are associated with these large-scale 
modes is necessary. It is important to understand if and 
where the mechanisms associated with extreme events are 
simulated correctly, so that we can be confident that models 
simulate the statistics of extreme events for the right rea-
sons. Two major modes of climate variability that influence 
North America are El Niño–Southern Oscillation (ENSO) 
and the North Atlantic Oscillation (NAO). Both modes are 
characterized by two phases that have differing impacts on 
North American precipitation.
El Niño is the warm phase of ENSO and La Niña is the 
cool phase. La Niña is a strengthening of the mean state 
of the tropical Pacific, with cooler sea-surface temperature 
(SST) anomalies in the east and a stronger than normal 
Walker Circulation. During El Niño warm SST anomalies 
are found in the tropical eastern Pacific, which are associ-
ated with a weakening or reversal of tropical trade winds 
and shifts in the jet stream (Ning and Bradley 2014a). 
The significant influence of ENSO on mean precipitation 
in North America has been well-established. ENSO has 
an influence on mean and extreme precipitation in west-
ern and southern North America, primarily in winter and 
spring (Ropelewski and Halpert 1986; Kenyon and Hegerl 
2010; Zhang et al. 2010; Schubert et al. 2008; L’Heureux 
et al. 2015). Regionally, El Niño is associated with reduced 
cool-season precipitation (Shabbar et al. 1997) and stream 
flow (Bonsal and Shabbar 2008) from western Canada to 
the Great Lakes. In the southwestern United States, El Niño 
Abstract The relationship between winter precipitation in 
North America and indices of the North Atlantic Oscillation 
(NAO) and El Niño–Southern Oscillation (ENSO) is evalu-
ated using non-stationary generalized extreme value distri-
butions with the indices as covariates. Both covariates have 
a statistically significant influence on precipitation that is 
well simulated by two regional climate models (RCMs), 
CanRCM4 and CRCM5. The observed influence of the 
NAO on extreme precipitation is largest in eastern North 
America, with the likelihood of a negative phase extreme 
rainfall event decreased in the north and increased in the 
south under the positive phase of the NAO. This pattern is 
generally well simulated by the RCMs although there are 
some differences in the extent of influence, particularly 
south of the Great Lakes. A La Niña-magnitude extreme 
event is more likely to occur under El Niño conditions in 
California and the southern United States, and less likely 
in most of Canada and a region south of the Great Lakes. 
This broad pattern is also simulated well by the RCMs but 
they do not capture the increased likelihood in California. 
In some places the extreme precipitation response in the 
RCMs to external forcing from a covariate is of the oppo-
site sign, despite use of the same lateral boundary condi-
tions and dynamical core. This demonstrates the impor-
tance of model physics for teleconnections to extreme 
precipitation.
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is associated with positive precipitation anomalies (Schon-
her and Nicholson 1989; L’Heureux et al. 2015). In east-
ern North America El Niño is associated with precipitation 
increases along the coast and negative anomalies over the 
Ohio Valley and into southeastern Canada (Ning and Brad-
ley 2014b), with a similar pattern found for moderate indi-
ces of extreme precipitation (Ning and Bradley 2014a).
The NAO is the major large-scale mode of atmospheric 
variability over the extra-tropical Atlantic Ocean. It is char-
acterized by a meridional dipole of sea-level pressure (SLP) 
anomalies between high and subtropical latitudes over the 
Atlantic Ocean. The positive phase of the NAO is associ-
ated with a weakening of the Icelandic low and a strength-
ening of the subtropical Azores high-pressure system that 
results in an enhanced pressure gradient, a stronger jet 
stream and a strengthening of the westerlies (Portis et al. 
2001; Archambault et al. 2008). In the negative phase there 
are weakened westerlies associated with a reduced pres-
sure gradient (Hurrell 1995; Archambault et al. 2008). 
These changes in circulation influence the climate of east-
ern North America (Ning and Bradley 2014b; Archambault 
et al. 2008). The positive phase of the NAO is associated 
with increased precipitation frequency and positive daily 
rainfall anomalies in the northeastern United States (Dur-
kee et al. 2007; Archambault et al. 2008) while in north-
ern and eastern Canada there is reduced precipitation and 
stream flow (Ning and Bradley 2014b; Bonsal and Shab-
bar 2008). The precipitation response is the opposite during 
the negative phase, with a shift towards less frequent pre-
cipitation in the northeastern United States (Archambault 
et al. 2008) and increased precipitation in eastern Canada 
(Bonsal and Shabbar 2008). Differences in SLP between 
positive and negative phase NAO years align well with pre-
cipitation differences, with a boundary between increases 
and decreases around 40◦N, as higher pressure blocks win-
ter storm activity (Ning and Bradley 2014b). The NAO is 
also associated with changes in indices of extreme precipi-
tation in eastern North America, with a similar pattern of 
increased precipitation in the north and decreases in the 
south (Ning and Bradley 2014a). Furthermore, extreme 
daily precipitation anomalies (defined as daily anomalies 
greater than two standard deviations from the mean) are 
more likely in the northeastern United States during the 
positive phase (Archambault et al. 2008).
The relationships of ENSO and the NAO with moder-
ate indices of extreme precipitation are reasonably well-
established but fewer studies have examined the relation-
ship of these teleconnections to statistically extreme events 
using an extreme value theory framework. Zhang et al. 
(2010) quantified the influence of the NAO and ENSO on 
extreme winter precipitation using non-stationary gen-
eralized extreme value (GEV) distributions with indices 
of ENSO and the NAO as covariates. In a station-based 
analysis they found no significant influence of the NAO on 
extreme North American winter precipitation (Zhang et al. 
2010). The influence of ENSO was significant, with up to a 
four times increase in the probability of extreme events in 
the southern United States (Zhang et al. 2010). Consistent 
with these results is the increased waiting times for a 1-in-
20 year event under La Niña for the Gulf of Mexico and the 
east coast of the United States (Schubert et al. 2008).
We do not expect a limited area model will improve on 
large-scales that exceed the computational domain (Diaco-
nescu and Laprise 2013) but an improvement in the simula-
tion of extremes, particularly rainfall, is generally assumed. 
Examination of teleconnections between features occurring 
outside the RCM domain and simulated precipitation in the 
current climate is a critical question that has received lim-
ited attention, particularly given the need for confidence in 
high-resolution climate projections that are used for plan-
ning and adaption purposes. It is necessary to assess not 
only whether an RCM simulates the statistics of climate 
extremes correctly (Whan and Zwiers 2015; Martynov 
et al. 2013 provide such evaluations for the CanRCM4 and 
CRCM5) but also to evaluate whether the models simulate 
the teleconnections with large-scale climate features well 
(Whan et al. 2015b). The study of RCMs simulation of 
‘moderate’ indices of climate extremes has been extensive. 
Previous work has shown that generally CanRCM4 and 
CRCM5 simulate extreme precipitation well, although both 
models tend to over-estimate climatological mean precipi-
tation with the largest wet biases found in CRCM5 (Whan 
and Zwiers 2015).
The issue of whether climate models can correctly simu-
late relationships between large-scale climate features and 
extreme events has received considerably less attention than 
evaluation of the statistics of extremes, although several 
regional studies are worth noting. It has been demonstrated 
that the evaluation runs of NARCCAP-generation RCMs 
(that use lateral boundary conditions derived from reanaly-
sis products) are able to reproduce the ENSO-related mean 
precipitation features in the western United States (Leung 
et al. 2003). Compared to several stations located in the 
southwestern United States, the evaluation simulations of 
NARRCAP RCMs were generally able to capture the direc-
tion and magnitude of the correlation between precipitation 
and the SOI. Further, a RCM (RCA version 3, Samuelsson 
et al. 2011) forced with reanalysis boundary conditions 
demonstrated that the regional model is able to capture 
the seasonal mean precipitation anomalies in the tropical 
Americas that are associated with ENSO forcing, as well as 
the variability between ENSO events (Tourigny and Jones 
2009). For the northeast United States, a reanalysis driven 
RCM (SUNYA RCM, which is based on MM5) is generally 
able to reproduce the precipitation in the northeast United 
States associated with with the La Niña event of November 
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1998–March 1999, although there were some discrepancies 
in the location and magnitude of the maximum precipita-
tion (Notaro et al. 2006). While these studies have been 
limited to only one RCM they demonstrate the ability of 
regional models to simulate variations in mean precipita-
tion associated with ENSO. The impacts of the NAO tel-
econnection in RCMs has received less attention for North 
America, however Previdi and Veron (2005) demonstrate 
that an ensemble of the Polar MM5 forced with a reanaly-
sis product over Greenland and northeast Canada was able 
to reproduce the reduced precipitation over Greenland and 
the Labrador Sea during positive NAO months.
In this study we consider the relationship between sta-
tistically extreme precipitation events and large-scale 
modes of climate variability. First we extend the work of 
Zhang et al. (2010) using gridded observed precipitation 
and a high-resolution reanalysis product. The second novel 
aspect of this study is an evaluation of the ability of the 
two Canadian RCMs (CanRCM4 and CRCM5) to simu-
lated the observed relationships between extreme precipita-
tion and the NAO and ENSO using a non-stationary GEV 
framework.
2  Data and methods
2.1  Data
We focus on the monthly maxima of daily precipitation 
from an extended winter period (November–December–
January–February, NDJF) from 1989–2009. This extended 
cool-season is chosen for analysis because it is a period 
when the influence of ENSO is large (Rasmusson and Car-
penter 1982) and it covers most of the winter period when 
the NAO influence is strong (Hurrell 1995).
We compare two observationally-based data sets, 
ANUSPLIN + Livneh and the North American Regional 
Reanalysis (NARR, Mesinger et al. 2006, with two RCMs 
(CanRCM4 and CRCM5). ANUSPLIN + Livneh is based 
directly on station observations in Canada (McKenney 
et al. 2011) and the continental United States (Livneh et al. 
2013), which are combined with bilinear interpolation at 
the border; see Whan and Zwiers (2015) for more infor-
mation on this data set. We classify NARR as ‘observa-
tionally-based’ as it assimilates precipitation observations 
over North America, although this assimilation finishes in 
2003 for Canada (Rapaić et al. 2015). Despite this assimi-
lation caution is required when interpreting precipitation 
from reanalysis products and so we include an evaluation 
of NARR compared to ANUSPLIN + Livneh before dis-
cussing the RCMs. In the absence of a daily gridded conti-
nent-wide observational product some compromise must be 
made, so while combining the two observed products at the 
border and the use of reanalysis product as ‘observations’ is 
not ideal, our results show that it is reasonable in this case.
The observational products are compared to two RCMs 
(Table 1), CanRCM4 (Scinocca et al. 2015) and CRCM5 
(Zadra et al. 2008). A detailed description of the model 
set ups can be found it Whan et al. (2015b) and Whan 
and Zwiers (2015) but a brief description is also included 
here. Both of these Canadian RCMs were run as part of the 
COordinated Regional climate Downscaling EXperiment 
(CORDEX) experiment (Giorgi et al. 2009) over North 
America. They use lateral boundary conditions from ERA-
Interim Reanalysis (Dee et al. 2011), including sea-surface 
temperatures. They have the same dynamical core from the 
Global Environmental Multiscale (GEM) numerical pre-
diction model (Cote et al. 1998) but use different nesting 
strategies and physics schemes. The CanRCM4 simulations 
use spectral nudging (except for CanRCM4_NS), the phys-
ics packages from the global model (CanESM2) and the 
Canadian Land Surface Scheme (CLASS, Verseghy 2000) 
Version 2.7 (Verseghy 1991; Verseghy et al. 1993) land sur-
face scheme (Scinocca et al. 2015). In this study, CRCM5 
is run without spectral nudging, uses parameterizations 
from the GEM model and uses CLASS Version 3.5 for the 
land surface scheme (Verseghy 2011; Zadra et al. 2008). 
For both models we use the 0.44◦ (CanRCM4_0.44, Can-
RCM4_NS and CRCM5_0.44) and 0.22◦ (CanRCM4_0.22 
and CRCM5_0.22) simulations. Pre-processing of all data 
sets included the removal of ocean based points (where 
required) and interpolation to the CanRCM4 0.44◦ rotated-
pole grid using bilinear interpolation from the Climate 
Data Operators (The Max Planck Institute for Meteorology 
2013). While all CORDEX generation models use the same 
rotated-pole grid, the original dimensions of CRCM5 and 
Table 1  Information about the data sets used in this study, including 
the original horizontal resolution (degrees), the use of spectral nudg-
ing for scales larger than 2000 km and the source in each data set
Acronyms for the institutes: CCCma The Canadian Centre for Climate 
Modelling and Analysis, UQAM L’Université du Québec à Montréal, 
CFS The Canadian Forest Service, NCEP The National Centers for 
Environmental Prediction, UoW The University of Washington





CanRCM4_0.44 0.44 Yes CCCma
CanRCM4_0.22 0.22 Yes CCCma
CanRCM4_NS 0.44 No CCCma
CanRCM4_SNNS 0.44 Yes/no CCCma
CRCM5_0.44 0.44 No UQAM
CRCM5_0.22 0.22 No UQAM
NARR 0.33 NA CFS + UoW
ANUSPLIN + Livneh 0.08 NA NCEP
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the higher resolution simulations are larger than the final 
CanRCM4 0.44◦ grid. We restrict the analysis to Canada 
and the continental United States to match the extent of the 
ANUSPLIN + Livneh data set.
Indices of ENSO and the NAO are used as covariates in 
the GEV analysis. The Niño 3.4 index is the area averaged 
standardized SST anomalies from the tropical Pacific (5◦
N–5◦S, 170◦W–120◦W) from the HadISST data set (Rayner 
et al. 2003). The NAO index is based on normalized sea-
level pressures between the Azores Islands and Iceland 
(Hurrell 1995), and is downloaded from the Climatic 
Research Unit of the University of East Anglia (http://
www.cru.uea.ac.uk/cru/data/nao/). The monthly winter 
time series of both indices can be seen in Fig. 1.
2.2  Methods
The GEV distribution can be described by three parame-
ters and is used to model block maxima (Coles 2001). The 
parameters of the GEV are the location (µ), the scale (σ) 
and the shape (ξ). Under idealized conditions, as the size 
of the block grows without bound the data fits one of the 
following distributions, depending on ξ; Gumbel if ξ = 0, 
the Frechet if ξ > 0 or the Weibull if ξ < 0.
The GEV distribution was fitted to NDJF precipitation 
without covariates in the stationary case (M0). The use of 
1-month blocks results in four block maxima per year and 
a final sample size of 80 block maxima over the 20-year 
study period. There are some assumptions in this method 
that are worth mentioning. The use of short blocks is rela-
tively common in climate studies (Zhang et al. 2010; Sill-
mann et al. 2011; Whan et al. 2015a) but assumes that a 
month of observations is long enough for the distribution 
of maxima to be well approximated by the GEV. Fitting the 
GEV via maximum likelihood further assumes that there is 
no relationship between maxima in different months (apart 
from the possible influence of the covariates, as discussed 
below). Also, the use of several maxima from the same 
year assumes that they all have the same statistical distri-
bution with little influence of the annual cycle. The r-larg-
est method fits the GEV to the r-largest values per block. 
Larger values of r may be preferred from a data inclusion 
perspective but may also violate the asymptotic support for 

















































































































































Fig. 1  The standardized monthly anomalies of a the NAO index and b the Nino 3.4 index in winter (November–February, omitting the remain-
ing months). These indices are used as covariates in the non-stationary GEV analysis
1405The impact of ENSO and the NAO on extreme winter precipitation in. . .
1 3
have used r = 3 (Zhang et al. 2010). To assess the rela-
tionship between maxima in different months we examine 
the percentage of pixels where the lag-1 auto-correlation 
is significant (at the 5 % significance level, relative to 
white noise), after removing the influence of the covari-
ates (Table 2). We find the autocorrelation is significant at 
between 4.82 and 11.29 % of pixels, predominately located 
in the south-west (Fig. 2). This suggests the violation of the 
independence assumption in some locations and these pix-
els are where most failed goodness-of-fit tests are located 
(see discussion of the goodness-of-fit test below and spatial 
patterns in Figs. 4 and 5). It should be noted that serial cor-
relation in the underlying data series and amongst the block 
maximum does not indicate that the GEV distribution is 
inappropriate for describing the asymptotic properties of 
the block maxima. The underlying limit theory that predicts 
that the distributions of block maxima converge to the GEV 
distribution as block length increases holds for station-
ary processes with a range of dependence characteristics 
(e.g., see Leadbetter et al. 1983). For all such processes, 
we would expect block maxima to become independent 
as block lengths increase without limit. Detection of serial 
correlation at some locations hints that blocks remain rela-
tively short, which is corroborated by the goodness-of-fit 
test results in these locations since they indicate discernible 
differences between the distributions of the block maxima 
and the expected asymptotic GEV distribution. Visual 
inspection of model and empirical quantiles at several loca-
tions throughout the domain indicates a reasonable fit with 
few deviations that would suggest the violation of these 
assumptions at these representative locations (Fig. 3).
In the non-stationary cases we assess the influence of the 
NAO and ENSO by fitting models with a covariate (z, NAO 
index or Niño 3.4) on either the location parameter only 
(M1) or on both the location and scale parameters (M2). 
Where a covariate is included on the location parameter, it 
varies linearly with the covariate so that µ(z) = β0 + β1z . 
Where a covariate is included on the scale parameter, it is 
allowed to vary log-linearly with the covariate to ensure the 
scale parameter remains positive, so that log(σ ) = γ0 + γ1z 
(Zhang et al. 2010). The fit of the GEV to winter precipi-
tation in North America is tested with the application of a 
standard Kolmogorov–Smirnov (KS) goodness-of-fit test to 
M2 after transformation to a standard Gumbel distribution, 
using the significance level p < 0.05.
The likelihood-ratio test is used to evaluate the sig-
nificance of increasing model complexity by introducing 
covariates (Zhang et al. 2010). Selection of M1 and M2 as 
the best model indicates that the inclusion of the covariate 
on the location parameter (M1) or both the location and 
scale parameters (M2) significantly improved the model 
fit compared to M0 and M1, respectively. We calculate the 
significance of the covariate on North American precipita-
tion by finding the percentage of pixels where M1 or M2 
are selected as the best model and compare it to the 5 % 
significance level that is expected by chance. However the 
issue of multiple testing arises when a field of individual 
Table 2  The lag-1 autocorrelation of monthly winter block maxima 
with the influence of (a) NAO and (b) ENSO removed
(a) NAO (b) ENSO





































Fig. 2  Spatial patterns of the lag-1 autocorrelation in a ANUSPLIN + Livneh, b CanRCM4_0.44 and c CRCM5_0.44. Numbers indicate the 
points in Fig. 3 from 1 south-west North America, 2 central North America, 3 British Columbia and 4 south-east North America
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significance tests are evaluated simultaneously, so we also 
assess the global significance of the results. Traditional 
approaches to assess field significance are often based on 
a count of the number of local significance tests that reject 
the null hypothesis (Livezey and Chen 1983). One short-
coming of these approaches is that they ignore the results 
of the local test, i.e. the p values themselves. An alternative 
method is based on the false discovery rate (FDR), which 
is the expected proportion of falsely rejected null hypoth-
eses from the set of local tests (Renard et al. 2008; Wilks 
2006; Ventura et al. 2004). The FDR can be controlled at a 
global significance level (α = 0.05) and a FDR probability 
is defined for each p value in the set of K ordered p values, 
p(1) . . . p(k), where p(1) is the smallest p value, by:
Field significance is declared at the α significance level if 
at least one local null hypothesis has a p-value less than 
the PFDF and is thus rejected at the global significance 
level (Renard et al. 2008; Wilks 2006). The FDR method 
assumes that all tests are independent, which is generally 
not true for spatial climate data, but Wilks (2006) showed 
that the method is robust to spatial dependence (Renard 
(1)PFDR = maxj=1,...k
[p(j) : p(j) ≤ α(j/K)].

















Fig. 3  Example quantile–quantile plots from three points showing 
model and empirical quantiles for a ANUSPLIN + Livneh, b Can-
RCM4_0.44 and c CRCM5_0.44. Quantiles are calculated from sim-
ulated precipitation in at points in south-west North America (pur-
ple), the central North America (green), British Columbia (pink), and 
south-east North America (blue). See Fig. 2 for point locations
(a) ANUSPLIN+Livneh (b) NARR (c) CRCM5_0.44 (d) CRCM5_0.22


































Fig. 4  The observed and simulated NAO risk factor in a ANUSP-
LIN + Livneh, b NARR, c CRCM5_0.44, d CRCM5_0.22, e Can-
RCM4_NS, f CanRCM4_0.44 and g CanRCM4_0.22. Pixels where 
the GEV is not a good-fit for monthly maximum precipitation are 
marked by dark grey dots
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et al. 2008; Wilks 2006). Field significance is achieved for 
all results presented below.
We evaluate the influence of spectral nudging by con-
catenating two simulations that differ only in their nesting 
strategy, CanRCM4_0.44 (uses spectral nudging) and Can-
RCM4_NS (no spectral nudging). In this model, M3, we fit 
two covariates on the location parameter, (1) the index of 
either the NAO or Niño 3.4 as in M1 and (2) a binary vari-
able with 0 for spectral nudging and 1 for no spectral nudg-
ing. This method allows the influence of spectral nudging 
to be quantified though a likelihood ratio test comparing 
M1 with M3.
Finally, the influence of each covariate is expressed 
through a ‘risk factor’. We calculate the effective 20-year 
return value (20RV) under the negative phase of the covari-
ate at each pixel. To be consistent with Zhang et al. (2010) 
we characterize the negative phase as the 5th smallest value 
and the positive phase as the 5th largest value. The risk fac-
tor is the expected change in the probability of the nega-
tive phase 20RV occurring under the positive phase of each 
covariate, expressed as a scaling factor (Zhang et al. 2010).
All analysis is conducted in the R Statistical Comput-
ing environment (R Development Core Team 2014) and the 
GEV analysis uses the ‘extRemes’ package (Gilleland 2014).
3  Results and discussion
For each mode of variability, we first compare the influence 
of the covariates on North American extreme precipitation 
in NARR and ANUSPLIN + Livneh, before discussing 
how well these observed teleconnections are simulated by 
the RCMs.
3.1  NAO
The influence of the NAO on extreme precipitation in 
ANUSPLIN + Livneh and NARR is similar, as the NAO 
significantly improves model fit at 11.6 and 12.5 % of 
pixels, respectively (Table 3). Consistent with the current 
understanding of NAO impacts (Ning and Bradley 2014b), 
the strongest contrast between phases of the NAO is found 
in eastern North America (Fig. 4a, b). In northeastern Can-
ada an extreme rainfall event that occurs once in 20-years 
under the negative phase of the NAO is less than half as 
Table 3  Percentage of local significant tests where a non-stationary 
model was selected as the best fit, with confidence intervals in paren-
theses
Confidence intervals are estimated from the binomial distribution
NAO ENSO
ANUSPLIN + Livneh 11.57 (10.84–12.33) 12.38 (11.63–13.16)
NARR 12.50 (11.74–13.31) 14.63 (13.81–15.49)
CanRCM4_0.44 10.29 (09.58–11.04) 12.68 (11.90–13.50)
CanRCM4_0.22 11.32 (10.59–12.08) 10.04 (09.35–10.77)
CanRCM4_NS 13.53 (12.73–14.37) 12.32 (11.55–13.12)
CRCM5_0.44 11.23 (10.49–12.01) 13.36 (12.56–14.20)
CRCM5_0.22 11.38 (10.67–12.14) 12.91 (12.15–13.71)
(a) ANUSPLIN+Livneh (b) NARR (c) CRCM5_0.44 (d) CRCM5_0.22


































Fig. 5  The observed and simulated ENSO risk factor in a ANUSP-
LIN + Livneh, b NARR, c CRCM5_0.44, d CRCM5_0.22, e Can-
RCM4_NS, f CanRCM4_0.44 and g CanRCM4_0.22. Pixels where 
the GEV is not a good-fit for monthly maximum precipitation are 
marked by dark grey dots
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likely to occur under the positive phase. In the region south 
of the Great Lakes, the NAO risk factor is between 2 and 4, 
meaning that a negative phase NAO extreme rainfall event 
is up to four times more likely under the positive phase. 
This dipole pattern in north and south eastern North Amer-
ica is consistent with previous studies (Ning and Bradley 
2014b; Durkee et al. 2007; Bonsal and Shabbar 2008). 
The spatial pattern of NAO influence is generally com-
parable between the two observationally-based data sets, 
although the magnitude of increased likelihood of negative 
NAO extreme precipitation under a positive NAO regime 
is somewhat larger in the central and eastern United States 
in NARR compared to ANUSPLIN + Livneh (Fig. 4). 
This comparison demonstrates that the significant influ-
ence of the NAO on extreme precipitation is comparable in 
NARR and ANUSPLIN + Livneh and well above the level 
expected by chance, suggesting that the NAO has a signifi-
cant influence on North American extreme precipitation, 
even in these short data sets (Table 3). Previous work using 
a station-based data set over the period 1949–2003 and the 
months December-March found that the NAO failed to 
achieve field significance for North America as there was 
a significant influence at fewer than 8 % of stations (Zhang 
et al. 2010). We attribute this difference to two factors. 
First, we define winter as the November–February period 
and we find a somewhat smaller percentage of pixels with a 
significant influence if we use the December–March period 
(i.e. for ANUSPLIN + Livneh there is a significant influ-
ence at 8.7 % of pixels). Secondly, and most importantly, 
there is an area of significant influence in northeast Canada 
that is not captured by an analysis of station data due to 
the sparse observing network. Confidence in the robust-
ness of this result depends on confidence in ANUSPLIN 
and NARR’s representation of precipitation in northeastern 
Canada, which may be low given the sparse observational 
network (Rapaić et al. 2015). However NARR captures 
the spatial variability of total precipitation in the Canadian 
Arctic well, despite a wet bias since the end of observed 
precipitation assimilation in 2003. For the eastern Canadian 
Arctic specifically, total precipitation in NARR is not sig-
nificantly different than observations in January–February–
March but has a wet bias in October–November–December 
(Rapaić et al. 2015). We are reasonably confident in this 
result given the positive evaluation of Arctic precipitation 
in NARR (Rapaić et al. 2015) and the similarity between 
NARR and ANUSPLIN (Fig. 4).
The extent of NAO influence in the RCMs is com-
parable to observations, with a significant influence of 
between 10.3 and 13.5 % of North America in the Can-
RCM4 and CRCM5 simulations. The magnitude of the 
NAO risk factors in the CanRCM4 and CRCM5 simula-
tions (Fig. 4c–g) are smaller in central and eastern US com-
pared to NARR (Fig. 4b) but more similar in magnitude 
to ANUSPLIN + Livneh (Fig. 4a). Both RCMs simulate 
a region in the south-east United States where the esti-
mated likelihood of a negative phase NAO extreme event 
is decreased under the positive phase, that is too exten-
sive compared to both ANUSPLIN + Livneh and NARR. 
The extent of the region south of the Great Lakes where 
the positive phase of the NAO increases the likelihood of 
a negative phase extreme event is reduced in CanRCM4 
simulations and CRCM5_0.44 and over-estimated in 
CRCM5_0.22. As a result there are some regions where 
the RCMs simulate an extreme precipitation response to 
the NAO that is of the opposite sign, despite the use of the 
same lateral boundary conditions.
The influence of spectral nudging of the large-scales on 
the NAO teleconnection is small (Fig. 4e, f). There are some 
differences in the spatial pattern of the NAO risk factor in 
the two 0.44◦ CanRCM4 simulations that are run with (Can-
RCM4_0.44) and without (CanRCM4_NS) spectral nudg-
ing. There is a region in the northeast United States where 
a negative NAO precipitation event in CanRCM4_NS is less 
likely under the positive phase of the NAO, which is incon-
sistent with CanRCM4_0.44 (Fig. 4f) and observations 
(Fig. 4a, b). A similar inconsistency, but of the opposite 
sign, is evident in southeast Canada where CanRCM4_NS 
has a positive risk factor while CanRCM4_0.44, ANUSP-
LIN + Livneh and NARR are negative. However the 
CRCM5 simulations do not use any spectral nudging and 
CRCM5_0.22 simulates a NAO risk factor of the same sign 
as CanRCM4 and observations in these areas. Comparison 
of the models that included (M3) and did not include (M1) a 
covariate indicator for spectral nudging in the concatenated 
CanRCM4 simulations (CanRCM4_SNNS) gives an indi-
cation of whether the spectral nudging has an influence on 
extreme precipitation. The result is field significance as the 
smallest p-value satisfies the condition in Eq. 1. However, 
the result is not robust given that only one local significance 
test remains significant after adjusting for the FDR. In addi-
tion, only 4.88 % of pixels see an improvement when a sec-
ond covariate is included in the model, which is very close 
to the 5 % improvement rate expected by chance. Overall 
the result does not provide robust evidence that spectral 
nudging influences extreme precipitation after controlling 
for the influence of the NAO.
3.2  ENSO
The extent of influence of ENSO on extreme precipitation 
is similar in ANUSPLIN + Livneh and NARR, as ENSO 
has a significant influence at 12.4 and 14.6 % of pixels from 
M2, respectively (Table 3). The conditions for field signifi-
cance are met and the number of local significance tests that 
reject the null hypothesis is far above the expected number. 
However the percentage of significant local tests is smaller 
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than the 22 % of stations that had a significant influence 
of ENSO the station-based analysis, likely due to a smaller 
sample size (80 values per pixel here compared with 220 
per station in Zhang et al. 2010). A La Niña extreme rain-
fall event is 2–4 times more likely to occur under El Niño in 
California and the southeast United States (Fig. 5a, b), con-
sistent with Zhang et al. (2010). In the Pacific Northwest 
and most of Canada (excluding northwest Canada) El Niño 
is associated with a decrease in the probability of a La Niña 
magnitude extreme event (Shabbar et al. 1997; Bonsal and 
Shabbar 2008). The region of decreased ENSO risk factor 
extends south into the western and eastern United States, 
with the likelihood of a La Niña extreme rainfall event 
decreased under El Niño in the areas north and south of the 
Great Lakes (Fig. 5a, b). There are some small differences 
between the ENSO risk factors of ANUSPLIN + Livneh 
and NARR, including the region of negative risk factor 
south of the Great Lakes that is larger (more negative) in 
NARR compared to ANUSPLIN + Livneh, the change of 
sign between small negative and positive risk factors in the 
northern central US and the extensive region of large posi-
tive risk factor in northeastern Canada in NARR that is not 
evident in ANUSPLIN + Livneh. Overall the extreme rain-
fall response to ENSO is similar in ANUSPLIN + Livneh 
and NARR, despite these small differences (Fig. 5a, b).
In both observationally-based data sets there is a sharp 
delineation at the eastern US-Canadian border between 
increased and decreased likelihood of an extreme once in 
20 years La Niña event occurring under El Niño (Fig. 5a, 
b). This feature is evident in the previous NAO risk factors 
and in a station-based analysis, although the coarse 5◦ grid-
ding of the ENSO risk factor in the previous work likely 
minimizes the border effects (Zhang et al. 2010). The pat-
tern is also evident in the third EOF of monthly precipita-
tion that is associated with ENSO (see Fig. 1 from Ning 
and Bradley 2014b).
The extent of ENSO influence in the CanRCM4 and 
CRCM5 simulations is comparable to the observationally-
based data sets, with between 10 and 13.4 % of local signif-
icance tests passing at the 0.05 level and field significance 
is declared for all simulations. The influence of ENSO on 
CanRCM4_0.22 extreme precipitation is significant after 
controlling for the FDR but not robust as the p values of 
only two local significance tests are below PFDR.
Generally the RCMs capture the spatial pattern of the 
ENSO teleconnection to extreme rainfall events in North 
America, but there are some regional discrepancies that 
are worth noting (Fig. 5c–g). Neither model simulates 
the observed large increased probability of a La Niña 
extreme rainfall event under El Niño conditions in Califor-
nia, regardless of horizontal resolution or nesting strategy 
(Fig. 5). Furthermore, the ENSO response in the north-
eastern United States varies between the CanRCM4 and 
CRCM5 simulations despite use of the same lateral bound-
ary conditions and dynamical core, demonstrating the 
importance of model physics for the ENSO teleconnection 
to extreme winter rainfall. In this region, the CanRCM4 
simulations capture the increased likelihood of a La Niña 
extreme event under El Niño conditions best compared to 
observations, while the sign of the relationship is opposite 
for this region in CRCM5.
In the area south of the Great Lakes the CRCM5 simula-
tions are more similar to observations, as a once in 20-years 
La Niña precipitation event is estimated to be less likely 
under El Niño conditions. The CanRCM4 simulations have 
an extensive region of increased likelihood under El Niño 
stretching from Florida to the Great Lakes which is not evi-
dent in observations and can be seen in the simulations with 
and without spectral nudging (Fig. 5e, f). Again, the result 
is not robust as only one local significance test satisfies the 
conditions of the FDR test for field significance (Eq. 1). 
The influence of spectral nudging on extreme precipitation 
in CanRCM4_SNNS may be significant but is likely small, 
with very close to 5 % of local significance tests rejecting 
the null hypothesis (4.67 %).
4  Conclusions
We first evaluated the influence of the NAO and ENSO in 
two observationally-based data sets, ANUSPLIN + Livneh 
and NARR over the period 1989–2009 using non-station-
ary generalized extreme value distributions. Both modes of 
variability significantly improve model fit, demonstrating 
the significant influence of the NAO and ENSO on extreme 
winter precipitation on the continental scale. The spatial 
patterns of the changed probability of a negative phase 
extreme event under the positive phase of the covariate 
were broadly similar, although there were some fine scale 
differences.
We find that the NAO has a significant influence on 
North American precipitation, contrary to a previous sta-
tion-based analysis (Zhang et al. 2010). This difference 
is likely due to the inclusion of more information from 
northeastern Canada in the gridded data sets that are not 
available for a station-based analysis. Although the spa-
tial pattern of NARR precipitation in the Canadian Arctic 
has been shown to match observations (Rapaić et al. 2015) 
and the result is consistent with the influence of the NAO 
(Archambault et al. 2008), caution should be employed 
when interpreting this result in such a data poor region. 
The influence of the NAO on observed extreme precipita-
tion is largest in eastern North America. In northeast Can-
ada the likelihood of a precipitation event that would occur 
once every 20-years under the negative phase of the NAO 
is decreased when the NAO is positive, consistent with the 
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decreased precipitation and stream flow that is associated 
with the positive phase of the NAO (Bonsal and Shabbar 
2008; Archambault et al. 2008). The NAO has the oppo-
site influence in the eastern United States, with the likeli-
hood of a negative phase extreme event increased when the 
NAO is positive, in agreement with previous work (Durkee 
et al. 2007; Archambault et al. 2008). The spatial pattern 
and magnitude of the NAO teleconnection is broadly cap-
tured by the RCMs, although the extent of this region in the 
eastern United States is under-estimated by CanRCM4 and 
over-estimated by CRCM5, with some regions of the oppo-
site sign in the two RCMs.
ENSO has a significant influence on extreme winter 
precipitation in all data sets. The influence of ENSO on 
extreme precipitation events is largest in southern and west-
ern North America. In California and the southeast United 
States the likelihood of a La Niña extreme precipitation 
event is increased under El Niño conditions. While in the 
Pacific northwest, eastern Canada and the area south of the 
Great Lakes, El Niño reduces the probability of a La Niña 
extreme precipitation event. The RCMs capture the regions 
in the Pacific Northwest and southeast United States rea-
sonably well but do not simulate an increased probability 
in California. CanRCM4 captures the observed increased 
probability of a La Niña extreme precipitation event under 
El Niño in the northeast United States, while CRCM5 has 
a decreased probability in this area. The opposite is true in 
a region south of the Great Lakes where CRCM5 has the 
same direction response as observations (decreased likeli-
hood under El Niño) but the response in CanRCM4 is of 
the opposite sign.
The regions where the two RCMs simulate an extreme 
precipitation response of opposite signs despite use of the 
same lateral boundary conditions and thus the same large-
scale forcing are noteworthy as they demonstrate some 
regional deficiencies of teleconnections in the RCMs. The 
differing extreme precipitation response to the same exter-
nal forcing, from either ENSO or the NAO, adds another 
layer of uncertainty onto future projections. This is in addi-
tion to the uncertainty already associated with the simula-
tion of large-scale modes of climate variability in global 
climate models, particularly ENSO. We showed that the 
use of spectral nudging had a limited influence on the simu-
lated teleconnections with extreme winter precipitation. It is 
likely that many differences are related to differences in the 
physics schemes used in the two models. Additional work is 
required to explore further the mechanisms and parameteri-
zations that lead to these differing responses in the RCMs.
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