Abstract. In this paper we discuss the first order partial differential equations resolved with any derivatives. At first, we transform the first order partial differential equation resolved with respect to a time derivative into a system of linear equations. Secondly, we convert it into a system of the first order linear partial differential equations with constant coefficients and nonlinear algebraic equations. Thirdly, we solve them by the Fourier transform and convert them into the equivalent integral equations. At last, we extend to discuss the first order partial differential equations resolved with respect to time derivatives and the general scenario resolved with any derivatives.
Introduction
The goal of this paper is to transform the first order partial differential equations resolved with any derivatives as follows into the integral equations, v j = f j (v m+1 , v m+2 , · · · , v 5m , x, y, z, t), 1 ≤ j ≤ m, (1.1) where t ∈ [0, T ], (x, y, z) T ∈ Ω ⊂ R 3 , and Ω is bounded, ∂Ω is smooth or piecewise smooth, u = (u 1 (x, y, z, t), · · · , u m (x, y, z, t)) T ∈ C 1 (Ω × (0, T )), (1.2) the initial conditions and boundary conditions are
3) f j , 1 ≤ j ≤ m, are continuous functions, v 1 , v 2 , · · · , v 5m is a permutation of the components of u t , u, u x , u y , u z . After we did it, most of the Mathematical-Physics equation in [1] as follows can be transformed into the integral equations. From f j , 1 ≤ j ≤ m, are continuous functions, we can't use the Cauchy-Kovalevskaya theorem and the linear methods such as elliptic, parabola and hyperbola. In this paper, we will gradually transform Eq.(1.1) into the equivalent integral equations. In order to read easily, we discuss the first order partial differential equation resolved with respect to a time derivative at first.
One equation
In this section, we discuss the first order partial differential equation resolved with respect to a time derivative as follows, u t = f (u, u x , u y , u z , x, y, z, t),
where t ∈ [0, T ], f is a continuous function, (x, y, z) T ∈ Ω ⊂ R 3 , and Ω is bounded, ∂Ω is smooth or piecewise smooth. For simplicity, we assume u = u(x, y, z, t) ∈ C 1 (Ω × (0, T )). The initial condition and boundary condition are
At first we transform Eq.(2.1) into the linear equations on unknown functions as we have done in [2] ,
3)
where a, b, c, d are real constants to be determined,
Let's introduce X = (x 1 , x 2 , x 3 , x 4 , x 5 , x 6 ) T , where
After we solve Eq.(2.6) by linear algebra, we obtain ∃ independent variable vector Z, such that
We should discuss the independent variable vector Z as follows,
We will solve Eq.(2.9) to Eq.(2.12) by the Fourier transform as follows. Then Eq.(2.13) is the goal.
To denote easily, we define the Fourier transform on Ω × (0, T ) as follows.
where F means the Fourier transform and I Ω×(0, T ) (x, y, z, t) is the characteristic function. In the following, we write I Ω×(0, T ) (x, y, z, t) into I Ω×(0, T ) .
Then we obtain
where
37)
38)
39)
n k is the kth component of the normal vector to ∂Ω, k = 1, 2, 3. We only need
Now we transformed Eq.(2.9) to Eq.(2.12) into the following.
44)
45)
If we assume
, where Z 1 is the first 4 componenets of Z, (2.47)
then we obtain
It is not very difficult to work out
(2.50) If we assume C = {ξ ′ |a 1 = 0}, where ξ ′ = (ξ 0 , ξ 1 , ξ 2 , ξ 3 ) T , then the measure of C is 0. And we obtain
We need some lemmas.
Proof of lemma 2.2. From the lemma 2.1, we know F (f (x, y, z, t)) ∈ L 2 (R 4 ). Therefore,
And we obtain
From these two lemmas, we obtain
Now we determine the parameters. We choose a, b, c, d, such that F −1 (a
It is obvious ∃ ψ, such that Z 2 = ψ(Z 1 ). Therefore, we obtain
Therefore, e T 1 Z is the solution of Eq.(2.1) on Ω × (0, T ). Hence we arrive at Theorem 2.1 w 1 , w 2 , ψ, as we described, then Eq.(2.1) is equivalent to Eq.(2.60).
Maybe you will say we should know A 2 = u| t=T . In fact, we shouldn't. If we choose the parameter a < 0, then in F −1 (a
Hence we take f 0 as
Maybe you will also say Eq.(2.60) is the kind of Hammerstain. We take it at beginning, but we change the mind after we obtain w 2 (x, y, z, t) with I {t≥0} .
The equations
In this section, we discuss the first order partial differential equations resolved with respect to time derivatives as follows,
and Ω is bounded, ∂Ω is smooth or piecewise smooth. For simplicity, we assume
The initial conditions and boundary conditions are
We transform Eq.(3.1) into the linear equations on unknown functions as follows,
where A, B, C, D are real constants m × m matrices to be determined,
) T , where
Then Eq.(3.14) is equivalent to
where α T = (E, −A, −B, −C, −D, −E). After we solve Eq.(3.7) by linear algebra, we obtain ∃ independent variable vector Z, such that
And we obtain Eq.(3.4) is equivalent to the following system respect to Z,
We will solve Eq.(3.11) to Eq.(3.14) by the Fourier transform as follows. Then Eq.(3.15) is the goal.
By using the definition 2.1, we obtain
Now we transformed the equations Eq.(3.11) to Eq.(3.14) into the following.
, where Z 1 is the first 4m componenets of Z, (3.46)
(3.50) If we assume C 0 = {ξ ′ |det(B 0 ) = 0}, where ξ ′ = (ξ 0 , ξ 1 , ξ 2 , ξ 3 ) T , then the measure of C 0 is 0. And we obtain
From two lemmas in last section, we also obtain
Now we determine the parameters. We choose A, B, C, D, such that
55)
If Z 1 satisfied Eq.(3.58), then we let Z 2 = ψ(Z 1 ). We obtain BF I(Z) = β 1 , α T X = 0, on Ω × (0, T ). Therefore, E T 1 Z is the solution of Eq.(3.1) on Ω × (0, T ). Hence we arrive at Theorem 3.1 w 1 , w 2 , ψ, as we described, then Eq.(3.1) is equivalent to Eq.(3.58).
Maybe you will say this time we should know A 2 = u| t=T . In fact, we also shouldn't. If we choose the parameter matrix A = aE, a < 0,
I {t≥T } means A 2 doesn't work on Ω × (0, T ). If we only discuss u on Ω × (0, T ), then we only need to know A 1 = u| t=0 , A 3 = u| ∂Ω×(0, T ) in Eq.(3.58). Hence we take f 0 as
Remark 3.1 Actually, the choice of the parameter matrix A = aE, a < 0, B = bE, C = cE, D = dE, b, c, d ∈ R, is not unique. We only need to choose A, B, C, D which satisfy Re(λ) > 0, where λ is the characteristic value of matrix a 2 . We assume the following,
62)
where P is not related to iξ 0 , Re(λ k ) > 0, 1 ≤ k ≤ σ. Then we obtain
Therefore, we obtain
Hence (3.59) stands.
General scenario
In this section, we will consider the general first order partial differential equations. But what the general scenario should be? Is it the scenario as follows,
where t ∈ [0, T ], (x, y, z) T ∈ Ω ⊂ R 3 , and Ω is bounded, ∂Ω is smooth or piecewise smooth,
the initial conditions and boundary conditions are
f j , 1 ≤ j ≤ m, are continuous functions? Of course it isn't. We should solve Eq.(4.1) for m components of u t , u, u x , u y , u z . Let's consider an example of the second order equation at first,
We should transform it into the first order equations as follows,
We notice that it is not always the derivatives in the left hand sides. It should be resolved with any derivatives in the left hand side, including the components of u. Hence the general first order partial differential equations should be like the following,
is a permutation of the components of u t , u, u x , u y , u z . We assume there are r components of u in the beginning of the right hand sides of the Eq.(4.9)
And there are 4m − r derivatives of u in the right hand sides of the Eq.(4.9). This point is very important in the following. We transform Eq.(4.9) into the linear equations on unknown functions as follows,
where c jk , 1 ≤ j ≤ m, 1 ≤ k ≤ 4m, are all real constants to be determined,
Then Eq.(4.13) is equivalent to
After we solve Eq.(4.16) by linear algebra, we obtain ∃ independent variable vector Z, such that
where E j = (e m(j−1)+1 , e m(j−1)+2 , · · · , e mj ), 1 ≤ j ≤ 5, and the rows of A 00 , A 0 , A 01 , A 02 , A 03 are a permutation of the rows of
And we obtain Eq.(4.9) is equivalent to the following system respect to Z,
20)
We will also solve Eq. 
n k is the kth component of the normal vector to ∂Ω, k = 1, 2, 3. We only need where There are 4m − r derivatives of u in the right hand sides of the Eq.(4.9). Hence there exists P is a permutation matrix, such that
, where
is the first 4m columns of
(4.54) Therefore, we obtain
where A r1 , A r2 , A r3 , A r4 are related with iξ 0 , iξ 1 , iξ 2 , iξ 3 , the elements in them are not constants except 0.
is not always 0. And A r4 − E 4m−r is convertible. We obtain then we obtain
If we assume C 0 = {ξ ′ |det(B 1 ) = 0}, where ξ ′ = (ξ 0 , ξ 1 , ξ 2 , ξ 3 ) T , then the measure of C 0 is 0. And we obtain
From two lemmas in second section, we also obtain
If Z 1 satisfied Eq.(4.66), then we let Z 2 = ψ(Z 1 ). We obtain BF I(Z) = β 1 , α T X = 0, on Ω × (0, T ). Therefore, A 0 Z is the solution of Eq.(4.9) on Ω × (0, T ). Hence we arrive at Theorem 4.1 w 1 , w 2 , ψ, as we described, then Eq.(4.9) is equivalent to Eq.(4.66).
At this time, we will also show that we should't know A 2 = u| t=T . We can get it by
We only need to prove
, and B * 1 is a polynomial matrix, we only need to prove
We can transform B 1 into the following by the primary row transformations on the rows from (m + 1)th to (4m)th and some transpositions of the columns, 
Classical solution and generalized solution
We have transformed the first order partial differential equations resolved with any derivatives into the equivalent integral equations as follows, p, q are natural numbers. We notice that w 1 (x, y, z, t) = w 1 (x, y, z, t)I Ω×(0, T ) , w 2 (x, y, z, t) = w 2 (x, y, z, t)I Ω×(0, T ) . 
