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In this paper explicit bounds on retarded Gronwall–Bellman and Bihari-like inte-
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1. INTRODUCTION
The integral inequalities which provide explicit bounds on unknown func-
tions play an important role in the development of the theory of differen-
tial and integral equations. For instance, the explicit bounds given by the
well-known Gronwall–Bellman [5, 3] inequality and its nonlinear general-
ization due to Bihari [4] are used to a considerable extent in the literature;
see [1–10] and the references cited therein. However, in certain situations
the bounds provided by the above-mentioned inequalities are not directly
applicable, and it is desirable to ﬁnd some new estimates which will be
equally important in order to achieve a diversity of desired goals. The main
purpose of this paper is to establish explicit bounds on retarded Gronwall–
Bellman and Bihari-like inequalities which can be used to study the qual-
itative behavior of the solutions of certain classes of retarded differential
equations. The two independent variable generalizations of the main results
and some applications of one of our results are also given.
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2. STATEMENT OF RESULTS
In what follows, R denotes the set of real numbers; R+ = 0∞, R1 =
1∞, I = t0 T , J1 = x0X, and J2 = y0 Y  are the given subsets of
R;  = J1 × J2, and ′ denotes the derivative. The ﬁrst-order partial deriva-
tives of a function zx y for x y ∈ R with respect to x and y are denoted
by D1zx y and D2zx y, respectively.
Our main results are given in the following theorems.
Theorem 1. Let a b ∈ CIR+, α ∈ C1I I be nondecreasing with
αt ≤ t on I, and k ≥ 0, c ≥ 1, and p > 1 are constants.
(a1) If u ∈ CIR+ and
ut ≤ k+
∫ t
t0
asusds +
∫ αt
αt0
bsusds (2.1)
for t ∈ I, then
ut ≤ k expAt + Bt (2.2)
for t ∈ I, where
At =
∫ t
t0
asds (2.3)
Bt =
∫ αt
αt0
bsds (2.4)
for t ∈ I.
(a2) If u ∈ CIR1 and
ut ≤ c +
∫ t
t0
asus log usds +
∫ αt
αt0
bsus log usds (2.5)
for t ∈ I, then
ut ≤ cexpAt+Bt (2.6)
for t ∈ I, where At and Bt are deﬁned by (2.3) and (2.4).
(a3) If u ∈ CIR+ and
upt ≤ k+
∫ t
t0
asusds +
∫ αt
αt0
bsusds (2.7)
for t ∈ I, then
ut ≤
[
kp−1/p +
(
p− 1
p
)
At + Bt
]1/p−1
 (2.8)
for t ∈ I, where At and Bt are deﬁned by (2.3) and (2.4).
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Theorem 2. Let a b α k c p be as in Theorem 1 For i = 1 2, let gi ∈
CR+ R+ be nondecreasing functions with giu > 0 for u > 0.
(b1) If u ∈ CIR+ and for t ∈ I,
ut ≤ k+
∫ t
t0
asg1usds +
∫ αt
αt0
bsg2usds (2.9)
then for t0 ≤ t ≤ t1,
(i) in case g2u ≤ g1u,
ut ≤ G−11 G1k +At + Bt (2.10)
(ii) in case g1u ≤ g2u,
ut ≤ G−12 G2k +At + Bt (2.11)
where At and Bt are deﬁned by (2.3) and (2.4) and for i = 1 2; G−1i are
the inverse functions of
Gir =
∫ r
r0
ds
gis
 r > 0 r0 > 0 (2.12)
and t1 ∈ I is chosen so that
Gik +At + Bt ∈ DomG−1i 
respectively, for all t lying in the interval t0 t1.
(b2) If u ∈ CIR1 and for t ∈ I,
ut ≤ c +
∫ t
t0
asusg1log usds
+
∫ αt
αt0
bsusg2log usds (2.13)
then for t0 ≤ t ≤ t2,
(i) in case g2u ≤ g1u,
ut ≤ expG−11 G1log c +At + Bt (2.14)
(ii) in case g1u ≤ g2u,
ut ≤ expG−12 G2log c +At + Bt (2.15)
where GiG
−1
i At Bt are as in b1 and t is chosen so that for i = 1 2,
Gilog c +At + Bt ∈ DomG−1i 
respectively, for all t lying in the interval t0 t2.
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(b3) If u ∈ CIR+ and for t ∈ I,
upt ≤ k+
∫ t
t0
asg1usds +
∫ αt
αt0
bsg2usds (2.16)
then for t0 ≤ t ≤ t3,
(i) in case g2u ≤ g1u,
ut ≤ H−11 H1k +At + Bt1/p (2.17)
(ii) in case g1u ≤ g2u,
ut ≤ H−12 H2k +At + Bt1/p (2.18)
where At and Bt are deﬁned by (2.3) and (2.4) and for i = 1 2, H−1i are
the inverse functions of
Hir =
∫ r
r0
ds
gis1/p
 r > 0 r0 > 0 (2.19)
and t3 ∈ I is chosen so that
Hik +At + Bt ∈ DomH−1i 
respectively, for all t lying in the interval t0 t3.
In the following theorems we establish two independent-variable versions
of Theorems 1 and 2 which can be used in the qualitative analysis of hyper-
bolic partial differential equations with retarded arguments.
Theorem 3. Let a b ∈ CR+ and α ∈ C1J1 J1, β ∈ C1J2 J2 be
nondecreasing with αx ≤ x on J1, βy ≤ y on J2. Let k c p be as in
Theorem 1.
(c1) If u ∈ CR+ and
ux y ≤ k+
∫ x
x0
∫ y
y0
as tus tdt ds
+
∫ αx
αx0
∫ βy0
βy0
bs tus tdt ds (2.20)
for x y ∈ , then
ux y ≤ k expAx y + Bx y (2.21)
for x y ∈ , where
Ax y =
∫ x
x0
∫ y
y0
as tdt ds (2.22)
Bx y =
∫ αx
αx0
∫ βy
βy0
bs tdt ds (2.23)
for x y ∈ .
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(c2) If u ∈ CR1 and
ux y ≤ c +
∫ x
x0
∫ y
y0
as tus t log us tdt ds
+
∫ αx
αx0
∫ βy
βy0
bs tus t log us tdt ds (2.24)
for x y ∈ , then
ux y ≤ cexpAxy+Bxy (2.25)
for x y ∈ , where Ax y and Bx y are deﬁned by (2.22) and (2.23).
(c3) If u ∈ CR+ and
upx y ≤ k+
∫ x
x0
∫ y
y0
as tus tdt ds
+
∫ αx
αx0
∫ βy
βy0
bs tus tdt ds (2.26)
for x y ∈ , then
ux y ≤
[
kp−1/p +
(
p− 1
p
)
Ax y + Bx y
]1/p−1
 (2.27)
for x y ∈ , where Ax y and Bx y are deﬁned by (2.22) and (2.23).
Theorem 4. Let a b αβ k c p be as in Theorem 3 and gi be as in
Theorem 2.
d1 If u ∈ CR+ and for x y ∈ ,
ux y ≤ k+
∫ x
x0
∫ y
y0
as tg1us tdt ds
+
∫ αx
αx0
∫ βy
βy0
bs tg2us tdt ds (2.28)
then for x0 ≤ x ≤ x1, y0 ≤ y ≤ y1,
(i) in case g2u ≤ g1u,
ux y ≤ G−11 G1k +Ax y + Bx y (2.29)
(ii) in case g1u ≤ g2u,
ux y ≤ G−12 G2k +Ax y + Bx y (2.30)
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where GiG
−1
i are as in Theorem 2, part b1, and Ax y Bx y are
deﬁned by (2.22) and (2.23), and x1 ∈ J1 y1 ∈ J2 are chosen so that for
i = 1 2,
Gik +Ax y + Bx y ∈ DomG−1i 
for all x and y lying in x0 x1 and y0 y1 respectively.
d2 If u ∈ CR1 and for x y ∈ ,
ux y ≤ c +
∫ x
x0
∫ y
y0
as tus tg1log us tdt ds
+
∫ αx
αx0
∫ βy
βy0
bs tus tg2log us tdt ds (2.31)
then for x0 ≤ x ≤ x2, y0 ≤ y ≤ y2,
(i) in case g2u ≤ g1u,
ux y ≤ expG−11 G1log c +Ax y + Bx y (2.32)
(ii) in case g1u ≤ g2u,
ux y ≤ expG−12 G2log c +Ax y + Bx y (2.33)
whereGiG
−1
i Ax y Bx y are as in d1 and x2 ∈ J1 y2 ∈ J2 are chosen
so that for i = 1 2,
Gilog c +Ax y + Bx y ∈ DomG−1i 
for all x and y lying in x0 x2 and y0 y2 respectively.
d3 If u ∈ CR+ and for x y ∈ ,
upx y ≤ k+
∫ x
x0
∫ y
y0
as tg1us tdt ds
+
∫ αx
αx0
∫ βy
βy0
bs tg2us tdt ds (2.34)
then for x0 ≤ x ≤ x3, y0 ≤ y ≤ y3,
(i) in case g2u ≤ g1u,
ux y ≤ H−11 H1k +Ax y + Bx y1/p (2.35)
(ii) in case g1u ≤ g2u,
ux y ≤ H−12 H2k +Ax y + Bx y1/p (2.36)
where HiH
−1
i are as in Theorem 2, Part (b3), and Ax y Bx y are
deﬁned by (2.22) and (2.23), and x3 ∈ J1, y3 ∈ J2 are chosen so that for
i = 1 2,
Hik +Ax y + Bx y ∈ DomH−1i 
for all x and y lying in x0 x3 and y0 y3 respectively.
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3. PROOFS OF THEOREMS 1–4
Since the proofs resemble one another, we give the details for (a1)–
(a3), (b1), (c1), (d3) only; the proofs of the remaining inequalities can be
completed by following the proofs of the above-mentioned inequalities.
From the hypotheses we observe that α′t ≥ 0 for t ∈ I, α′x ≥ 0 for
x ∈ J1, β′y ≥ 0 for y ∈ J2.
(a1) Let k > 0 and deﬁne a function zt by the right-hand side of
(2.1). Then, zt > 0, zt0 = k, ut ≤ zt, and
z′t = atut + bαtuαtα′t
≤ atzt + bαtzαtα′t
≤ atzt + bαtztα′t
i.e.,
z′t
zt ≤ at + bαtα
′t (3.1)
Integrating (3.1) from t0 to t, t ∈ I, and the change of variable yield
zt ≤ k expAt + Bt (3.2)
for t ∈ I. Using (3.2) in ut ≤ zt we get the inequality in (2.2). If k ≥ 0,
we carry out the above procedure with k+ # instead of k, where # > 0 is
an arbitrary small constant, and subsequently pass the limit as # → 0 to
obtain (2.2).
a2 Deﬁne a function zt by the right-hand side of (2.5). Then
zt > 0, zt0 = c, and ut ≤ zt, and as in the proof of (a1) we get
z′t
zt ≤ at log zt + bαt log zαtα
′t (3.3)
Integrating (3.3) from t0 to t, t ∈ I, and the change of variable yield
log zt ≤ log c +
∫ t
t0
as log zsds +
∫ αt
αt0
bs log zsds (3.4)
Now by a suitable application of the inequality given in (a1) to (3.4), we
get
log zt ≤ log c expAt + Bt
= log cexpAt+Bt (3.5)
From (3.5) we observe that
zt ≤ cexpAt+Bt (3.6)
Now by using (3.6) in ut ≤ zt, we get the required inequality in (2.6).
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a3 Let k > 0 and deﬁne a function zt by the right-hand side of
(2.7). Then zt > 0, zt0 = k, ut ≤ zt1/p, and as in the proof of
(a1) we have
zt−1/pz′t ≤ at + bαtα′t (3.7)
Integrating (3.7) from t0 to t, t ∈ I, and the change of variable, gives us
zt ≤
[
kp−1/p +
(
p− 1
p
)
At + Bt
]p/p−1
 (3.8)
The desired inequality in (2.8) follows by using (3.8) in ut ≤ zt1/p.
The case k ≥ 0 can be completed as mentioned in the proof of (a1).
(b1 Let k > 0 and deﬁne a function zt by the right-hand side of
(2.9). Then zt > 0, zt0 = k, and ut ≤ zt, and as in the proof of (a1)
we get
z′t ≤ atg1zt + bαtg2zαtα′t (3.9)
(i) when g2u ≤ g1u, then from (3.9) we observe that
z′t ≤ g1ztat + bαtα′t (3.10)
From (2.12) and (3.10) we have
d
dt
G1zt =
z′t
g1zt
≤ at + bαtα′t (3.11)
Integrating (3.11) from t0 to t, t ∈ I, and making the change of variable,
we have
G1zt ≤ G1k +At + Bt (3.12)
Since G−11 z is increasing, from (3.12) we have
zt ≤ G−11 G1k +At + Bt (3.13)
Using (3.13) in ut ≤ zt gives the required inequality in (2.10). The case
k ≥ 0 can be completed as mentioned in the proof of (a1). The proof of
the case when g1u ≤ g2u can be completed similarly. The subinterval
t0 ≤ t ≤ t1 is obvious.
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(c1) Let k > 0 and deﬁne a function zx y by the right-hand side
of (2.20). Then zx y > 0, zx0 y = zx y0 = k, and ux y ≤ zx y,
and
D1zx y =
∫ y
y0
ax tux tdt
+
(∫ βy
βy0
bαx tuαx tdt
)
α′x
≤
∫ y
y0
ax tzx tdt
+
(∫ βy
βy0
bαx tzαx tdt
)
α′x
≤ zx y
∫ y
y0
ax tdt
+zαx βy
(∫ βy
βy0
bαx tdt
)
α′x
≤ zx y
[∫ y
y0
ax tdt +
(∫ βy
βy0
bαx tdt
)
α′x
]

i.e.,
D1zx y
zx y ≤
∫ y
y0
ax tdt +
(∫ βy
βy0
bαx tdt
)
α′x (3.14)
Keeping y ﬁxed in (3.14), setting x = σ , and integrating it with respect to
σ from x0 to x, x ∈ J1, and making the change of variable we get
ux y ≤ k expAx y + Bx y (3.15)
Using (3.15) in ux y ≤ zx y we get the required inequality in (2.21).
The case k ≥ 0 follows as mentioned in the proof of (a1). Note that the
proof can also be carried out by differentiation of zx y with respect to
y. Similar remarks apply to the proofs of other inequalities in Theorems 3
and 4.
(d3) Let k > 0 and deﬁne a function zx y by the right-hand side
of (2.34). Then zx y > 0, zx0 y = zx y0 = k, ux y ≤ zx y1/p,
explicit bounds on integral inequalities 57
and
D1zxy=
∫ y
y0
axtg1uxtdt
+
(∫ βy
βy0
bαxtg2uαxtdt
)
α′x
≤
∫ y
y0
axtg1zxt1/pdt
+
(∫ βy
βy0
bαxtg2zαxt1/pdt
)
α′x
≤ g1zxy1/p
∫ y
y0
axtdt
+g2zαxβy1/p
∫ βy
βy0
bαxtdtα′x (3.16)
(i) When g2u ≤ g1u, then from (3.16) we observe that
D1zx y
g1zx y1/p
≤
∫ y
y0
ax tdt +
( ∫ βy
βy0
bαx tdt
)
α′x (3.17)
From (2.19) and (3.17) we have
D1H1zx y =
D1zx y
g1zx y1/p
≤
∫ y
y0
ax tdt +
( ∫ βy
βy0
bαx tdt
)
α′x (3.18)
Keeping y ﬁxed in (3.18), setting x = σ , then integrating with respect to σ
from x0 to x, x ∈ J1, and making the change of variable we have
H1zx y ≤ H1k +Ax y + Bx y (3.19)
Using the bound on zx y from (3.19) in ux y ≤ zx y1/p we get
(2.35). The case k ≥ 0 follows as mentioned in the proof of a1. The
subdomain for x y is obvious. The proof of the case when g1u ≤ g2u
can be completed similarly.
4. SOME APPLICATIONS
In this section we present applications of the inequality c1 given in
Theorem 3 to study the boundedness, uniqueness, and continuous depen-
dence of the solutions of the initial boundary value problem for hyperbolic
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partial delay differential equations of the form
D2D1zx y = f x y zx y zx− h1x y − h2y (4.1)
zx y0 = a1x zx0 y = a2y a1x0 = a2y0 = 0 (4.2)
where f ∈ C× R2 R, a1 ∈ C1J1 R, a2 ∈ C1J2 R, h1 ∈ C1J1 R+,
h2 ∈ C1J2 R+ such that x− h1x ≥ 0, y − h2y ≥ 0, h′1x < 1, h′2y <
1, and h1x0 = h2y0 = 0.
Our ﬁrst result gives the bound on the solution of the problem (4.1)–
(4.2).
Theorem 5. Suppose that
f x y u v ≤ ax yu + bx yv (4.3)
and
a1x + a2y ≤ k (4.4)
where a b ∈ CR+ and k ≥ 0 is a constant, and let
M1 = max
x∈ J1
1
1− h′1x
 M2 = max
y ∈ J2
1
1− h′2y
 (4.5)
If zx y is any solution of (4.1)–(4.2), then
zx y ≤ k expAx y + Bx y (4.6)
where Ax y is deﬁned by (2.22) and
Bx y =M1M2
∫ φx
φx0
∫ ψy
ψy0
b¯σ τdτ dσ (4.7)
in which φx = x− h1x, x ∈ J1, ψy = y − h2y, y ∈ J2, and b¯σ τ =
bσ + h1s, τ + h2t for σ s ∈ J1, τ t ∈ J2.
Proof. The solution zx y of the problem (4.1)–(4.2) satisﬁes the
equivalent integral equation
zx y = a1x + a2y
+
∫ x
x0
∫ y
y0
f s t zs t zs − h1s t − h2tdt ds (4.8)
Using (4.3), (4.4), and (4.5) in (4.8) and making the change of variables,
we have
zx y ≤ k+
∫ x
x0
∫ y
y0
as tzs tdt ds
+M1M2
∫ φx
φx0
∫ ψy
ψy0
b¯σ τzσ τdτ dσ (4.9)
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Now a suitable application of the inequality in c1 given in Theorem 3
to (4.9) yields (4.6). The right-hand side of (4.6) gives us the bound on
the solution zx y of (4.1)–(4.2) in terms of the known functions. Thus, if
the right-hand side of (4.6) is bounded, then we assert that the solution of
(4.1)–(4.2) is bounded for x y ∈ .
The next result deals with the uniqueness of the solutions of the problem
(4.1)–(4.2).
Theorem 6. Suppose that the function f in (4.1) satisﬁes the condition
f x y u v − f x y u¯ v¯ ≤ ax yu− u¯ + bx yv − v¯ (4.10)
where a b ∈ CR+, and let M1M2 φψ b¯ be as in Theorem 5. Then
the problem (4.1)–(4.2) has at most one solution on .
Proof. Let zx y and z¯x y be two solutions of (4.1)–(4.2) on ; then
we have
zxy− z¯xy=
∫ x
x0
∫ y
y0
f stzstzs−h1st−h2t
−f stz¯stz¯s−h1st−h2tdtds (4.11)
Using (4.10) in (4.11) and making the change of variables, we have
zx y − z¯x y
≤
∫ x
x0
∫ y
y0
as tzs t − z¯s tdt ds
+M1M2
∫ φx
φx0
∫ ψy
ψy0
b¯σ τzσ τ − z¯σ τdτ dσ (4.12)
Now a suitable application of the inequality (c1) in Theorem 3 yields
zx y − z¯x y ≤ 0
Therefore zx y = z¯x y; i.e., there is at most one solution of the prob-
lem (4.1)–(4.2).
The following theorem deals with the continuous dependence of the solu-
tion on the equation and the given initial boundary conditions.
Consider the problem (4.1)–(4.2) and the problem
D2D1wx y = Fx ywx y wx− h1x y − h2y (4.13)
wx y0 = a¯1x wx0 y = a¯2y a¯1x0 = a¯2y0 = 0 (4.14)
where F ∈ C × R2 R, a¯1 ∈ C1J1 R, and a¯2 ∈ C1J2 R, and h1 h2
are as in (4.1)–(4.2).
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Theorem 7. Suppose that the function f in (4.1) satisﬁes the condition
(4.10) in Theorem 6 and further assume that
a1x − a¯1x + a2y − a¯2y ≤ # (4.15)
∫ x
x0
∫ y
y0
f s t ws t ws − h1s t − h2t
−Fs t ws t ws − h1s t − h2tdt ds ≤ # (4.16)
where # > 0 is an arbitrary small constant, and let M1M2 φψ, and b¯ be
as in Theorem 5. Then the solution of (4.1)–(4.2) depends continuously on f
and the initial boundary data.
Proof. The equivalent integral equations corresponding to (4.1)–(4.2)
and (4.13)–(4.14) are (4.8) and
wx y = a¯1x + a¯2y
+
∫ x
x0
∫ y
y0
Fs t ws t ws − h1s t − h2tdt ds (4.17)
From (4.8) and (4.17) and using (4.10), (4.15), and (4.16), and making the
change of variables, we have
zxy−wxy≤a1x− a¯1x+a2y− a¯2y
+
∫ x
x0
∫ y
y0
f stzstzs−h1st−h2t
−f stwstws−h1st−h2tdtds
+
∫ x
x0
∫ y
y0
f stwstws−h1st−h2t
−Fstwstws−h1st−h2t dtds
≤2#+
∫ x
x0
∫ y
y0
astzst−wstdtds
+M1M2
∫ φx
φx0
∫ ψy
ψy0
b¯στzστ−wστdτdσ (4.18)
Now a suitable application of the inequality in c1 given in Theorem 3 to
(4.18) yields
zx y −wx y ≤ 2#expAx y + Bx y (4.19)
where Ax y and Bx y are as in Theorem 5. On the compact set, the
quantity in square bracket in (4.19) is bounded by some constantM . There-
fore, zx y −wx y ≤ 2M# on the set, so the solution to such an initial
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boundary value problem depends continuously on f and the initial bound-
ary values. If #→ 0, then zx y −wx y → 0 on the set.
In conclusion, we note that the results given here can be very easily gen-
eralized to obtain explicit bounds on integral inequalities involving several
retarded arguments. We also note that the inequalities established in The-
orems 3 and 4 and the applications given in Theorems 5–7 can be extended
very easily to functions involving many independent variables. Since these
translations are quite straightforward in view of the results given above,
here we omit the details.
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