This paper studies deterministic movement over toroidal grids, integrating local information, bounded memory and choice at individual nodes. The research is motivated by recent work on deterministic random walks, and applications in multi-agent systems. Several results regarding passing tokens through toroidal grids are discussed, as well as some open questions.
Introduction
This paper studies the movement of an item across a Cayley graph, wherein routing is accomplished through the utilization of choice functions and bounded memory at nodes. Rotor-router walks have been of particular interest recently. Therein, the walker is routed through nodes via some cyclic or other order (see for instance [2, 3, 4, 5, 7, 8, 11, 14] ). Here, we consider deterministic choice based not only on recent exits, but recent entries, as well. This aligns with recent work on locally fair exploration of graphs with undirected edges (see [1] ), but for a given choice process, the dynamics, here, are entirely deterministic. Of interest is determination of the sets of points visited infinitely often for choice processes (consistent across the graph).
Preliminaries and notation
Suppose k ≥ 0, and consider a group G with finite (generating) subset S = {s 1 , s 2 , . . . , s w } (closed under inverses), identity element e, and Cayley graph Cay(G, S) whose vertices are the elements of G and whose edges are ordered pairs (g, gs) for g ∈ G and s ∈ S. Now, consider a choice function C on the non-empty subsets of S (i.e. C is a function from P(S) \ ∅ to S, where P(S) is the power set of S), and set Y 0 = e, I 0 = e, and O o = C(S). We define further values of the sequence 
Jt be the ordered values in T t , and
say, where the number of identity elements, e, in (2) is as required so that m t has exactly k entries. For s ∈ S, set c
and finally,
Intuitively, here, I t and O t are the "incoming" and "outgoing" directions, respectively, at time t. The outgoing direction, O t is chosen (via C) from among the underrepresented directions in the bounded memory from past visits to Y t . For a given k ≥ 0, Cayley graph Cay(G, S), and choice function C on the set of non-empty subsets of S, we are interested in the dynamic behavior of {Y t } t≥0 . Definition The covered (or limit) set, G + ⊂ G of a choice function C is defined to be
The choice function C is said to be "covering" if G + = G, i.e. a token originating at e will pass through each square in G infinitely often. For convenience, we define
We are interested in the following question. The following result will be helpful for dealing with large k and is worth stating at the outset. Theorem 1 follows directly from the following elementary lemma which will be proven in Section 3.
In this paper, we will make progress towards answering Question 1, in the case where G is the direct product Z n × Z m , for m, n ≥ 1, with generating elements s 1 = (0, 1), s 2 = s (−1, 0) , i.e. the finite n×m grid on a torus. In the context of the grid, the elements of the generating set can be thought of as North (N), South (S), East (E) and West (W), respectively. We will at times adopt, for instance, the notation {NS} to represent the set {s 1 , s 2 } and C(NS) = N as short form for the statement C({s 1 , s 2 }) = s 1 . 
The arrows on the left are intended to indicate the last outgoing direction from each square, before the mover enters the square at the bottom left, while the arrows on the right indicate similarly, following the movers exit at the middle right. For instance, suppose the token enters at the bottom left at time t with I t = S.
When discussing the toroidal grid, we will employ the somewhat more convenient additive group notation, so that the group operation is +, s 2 = −s 1 , s 4 = −s 3 , the i th power of s ∈ S is written multiplicatively as is, etc. Among our results is the following. Along with some partial results in the case k = 2, we have the following conjecture.
The following example shows that there exist non-covering choice functions when k = 2.
Example. (A non-covering choice function for k = 2) Consider the choice function, C defined via the following table. 
Note that there has been a fair amount of interest in recent years in movement on toroidal grids (see for instance [6, 9, 15] ). For discussion of connections between Cayley graphs and networks, in general, see for instance [10, 16] and the references therein. Consideration of choice functions can be found in [12, 13] .
The remainder of the paper proceeds as follows. In Sections 3, we prove Theorem 2 in the case k ≥ 3. Section 4 concludes with considerations of covering in the case k ≤ 2.
The case k ≥ 3
In this section we prove Theorem 2 in the case k ≥ 3. The following lemma will be helpful.
cannot be a row or column of G).
Proof. Suppose G + = {h + is : i ≥ 0} where, say s = N = (0, 1), and T is large enough so that for t > T ,
For all t > T , we then have O t , I t ∈ {N, S}. Now, suppose τ > T is fixed and
Then, Y τ +m = g + mO τ = g, and the first two entries in m τ +m are
, W} which contradicts (7). The result follows similarly when s ∈ {s 2 , s 3 , s 4 } and the proof is complete. 2
We will now prove Lemma 1.
Proof of Lemma 1. First, suppose k = 2u is even, a + s ∈ G − , and T 1 < T 2 are large enough so that for t > T 1 ,
and for t > T 2 , there exist {ρ
and c t s = 0. Hence
Similarly,
Continuing in the way gives that D = {d We are now in a position to prove the following.
Theorem 3. If k ≥ 3, then for all C, C is covering.
Theorem 3 will follow from the following two lemmas. Proof. This follows directly from Theorem 1, since |S| = 4. 2
Lemma 4. If k ∈ {3, 4}, then for all C, C is covering.
Proof. Suppose T is large enough so that for t > T ,
Note that (4) is possible (for both k = 3 and k = 4) via Theorem 1. Now, suppose h ∈ G − and consider a two-element subset 
Hence, L t 1 ̸ = L t 2 and by (12), h + s i ∈ G − . Repeating this argument, h + as i ∈ G − for all a ≥ 0. Without loss of generality, suppose i = 3 (i.e. s i = (1, 0) = E). Since G − and G + must be connected components of G, we have that
({S, E}, E) and ({S, W}, W).
Thus,
Lemma 2 implies that G + = G and the proof is complete. 2
We now turn to considerations of covering for k ≤ 2.
The case k ≤ 2
In this section we address covering in the case k ≤ 2.
We begin with the following elementary result in the memoryless case (i.e. k = 0).
Theorem 4. If k = 0, then G + is the set {is} i≥0 , where s = C(S).
Proof. This follows directly from the fact that O t = s for all t ≥ 0. 2
We have the following lemma for the case k = 1.
Lemma 5. Suppose k = 1 and C is a fixed choice function. Then one of the following hold.
G
Further, each of (1)- (3) hold for some choice function C.
Proof. Note that O 0 = C(S) and since
Considering the set of all choice functions, C, O 0 can be any element of S and f can be any function from S to itself that satisfies f (s) ̸ = −s for all s ∈ S. The possible eventual prime period lengths for (v i ) i≥0 are then 1, 2 and 4 corresponding to (1), (3) and (2), respectively in the statement of the theorem. 
Now, suppose s σ 1 = s 1 = (0, 1). Then h + s σ 1 ∈ H if and only if there exists an i ≥ 0 such that i ≡ 0 mod n and i ≡ 1 mod m. This implies that gcd{n, m} divides 1. Hence,
The proof of (15) is similar in the case s σ 1 ∈ {s 2 , s 3 , s 4 }. The result now follows upon noting that |G| = mn = lcm{n, m} gcd{n, m}.
2
We will now prove some results on covering in the case k = 2.
Theorem 5. If k = 2, and for some
Proof. First, for simplicity, suppose
and T is large enough so that for t > T , Note that (4) is possible via Theorem 1. The assumption in (16) 
Now, suppose C({EW}) = W. Then t > T , and The following corollary follows directly from Theorem 5.
Corollary 2. Suppose k = 2, and P is a strict linear (preference) ordering on the elements of S. If for all
Given a choice function C, and a, b ∈ S, we will say a ≻ b if and only if a, b ∈ L ⊂ S implies C(L) ̸ = b. We have the following theorem. C is a choice function and (σ 1 , σ 2 , σ 3 , σ 4 ) is a permutation of (1, 2, 3, 4). If s σ i ≻ s σ i+1 , for 1 ≤ i ≤ 3 and s σ 4 ≻ s σ 1 , i. e., there is a cyclic preference ordering on S, then C is covering.
Proof. As in the proof of Theorem 5, suppose that T is large enough so that for t > T ,
In fact, due to the preferences dictated by ≻, it can be easily verified that
where the underlined elements of S are the only possible values for O t = C(L t ), due to ≻ and the fact that
Repeating the argument with Y t = h − s σ i , i = 2, 3, 4, we obtain the possible values for L t in Table 2 . 
