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The response of semiconductor materials to external magnetic fields is a reliable approach to
probe intrinsic electronic and spin-dependent properties. In this study, we investigate the common
Zeeman splitting features of novel wurtzite materials, namely InP, InAs, and GaAs. We present
values for the effective g-factors of different energy bands and show that spin-orbit coupling effects,
responsible for the spin splittings, also have noticeable contributions to the g-factors. Within the
Landau level picture, we show that the nonlinear Zeeman splitting recently explained in magneto
photoluminescence experiments for InP nanowires by Tedeschi et al. [arXiv:1811.04922 (2018)] are
also present in InAs, GaAs and even in the conventional GaN. Such nonlinear features stem from
the peculiar coupling of the A and B valence bands, as a consequence of the interplay between the
wurtzite crystal symmetry and the breaking of time-reversal symmetry by the external magnetic
field. Moreover, we develop an analytical model to describe the experimental nonlinear Zeeman
splitting and apply it to InP and GaAs data. Extrapolating our fitted results, we found that the
Zeeman splitting of InP reaches a maximum value, which is a prediction that could be probed at
higher magnetic fields.
I. INTRODUCTION
Novel III-V semiconductor compounds with wurtzite
(WZ) crystal structure, such as InP1–3, InAs4,5 and
GaAs6,7, can nowadays be synthesized as nanowhiskers
or nanowires (NWs)8,9 with large diameters. In con-
trast to the widely studied zinc-blende (ZB) phase10
– the most stable crystal structure of non-nitride
III-V compounds – there are still many unknown,
or at least not completely understood, properties
of these WZ materials, especially regarding spin-
dependent phenomena11. For instance, spin-orbit cou-
pling (SOC) parameters and effective g-factors in WZ
NWs control the physics behind the exotic Majo-
rana bound states in semiconductor/superconductor
setups12–15, spin-laser operation16,17, spin-relaxation
mechanisms18,19 and can be drastically modified under
lateral quantum confinement20,21.
One of the possibilities to probe the intrinsic spin prop-
erties of a semiconductor system is to investigate their
response under external magnetic fields, for instance,
coupled to optical excitation in magneto photolumines-
cence (PL) experiments. Recent studies investigated the
Zeeman splitting (ZS) from magneto PL1,7,22,23 and ex-
tracted effective g-factors using the conventional linear
dispersion of the WZ ZS24,25. Despite the successful de-
scription of the ZS for the magnetic field oriented perpen-
dicular to the NW axis (with [0001] growth direction),
this theoretical modeling has two main disadvantages for
the magnetic field oriented parallel the NW axis: (i) the
effective g-factors of electrons and holes cannot be probed
separately because of the optical transitions, and (ii) this
theory does not account for the unconventional nonlinear
ZS observed. Such nonlinear features have recently been
observed in quantum dots26,27 and quantum wells28,29, i.
e., semiconductor systems with strong quantum confine-
ment.
On the other hand, the case of WZ NWs is quite
different since the NWs used in these recent experi-
ments have large diameter and effectively behave as a
bulk material3,30–32 with negligible lateral quantum con-
finement. Particularly for InP WZ, it was unambigu-
ously shown in the study of Tedeschi et al.23 that these
nonlinear features originate from the peculiar coupling
of Landau levels (LLs) from different energy states in
the valence band, specifically between A and B bands.
Although this nonlinear ZS has also been observed in
InGaAs22 and GaAs7, it remains to be shown that indeed
these nonlinear features have the same origin and could
be described in a compact analytical way. Furthermore,
InAs WZ NWs have been investigated by recent trans-
port experiments14,15,33,34. However, to the best of our
knowledge, no theoretical attempt has ever been made to
compute the effective g-factors in such material.
In this paper, we analyze the ZS of novel III-V WZ
materials, namely InP, InAs and GaAs. We provide the
values for effective g-factors of different energy bands
and highlight important contributions due to SOC effects
originating from the interband SOC interaction. Turn-
ing to the LL physics, we apply the theoretical approach
presented in the study of Tedeschi et al.23 to show that
the nonlinear ZS arises solely from the mixing within the
valence band and it is indeed a common feature present
in the studied materials. Based on this common mecha-
nism responsible for the nonlinear features, we developed
an analytical model that reliably fits the available experi-
2mental data, especially for InP WZ. We then extrapolate
our fitted results and show that the nonlinear feature acts
as a limiting effect to the maximum value of the ZS for
InP. Under higher magnetic fields, such features could be
observed experimentally in order to test the limits of our
suggested model.
We organize this paper as follows: In Sec. II we discuss
the effective g-factors calculations and the role of SOC ef-
fects. In Sec. III we show the common nonlinear features
arising in the valence band from the LL coupling. The ef-
fective analytical model for the nonlinear ZS is presented
in Sec. IV and we draw our conclusions in Sec. V. In the
Appendix, we discuss the LL spectra for ZB materials.
II. EFFECTIVE G-FACTORS AND SPIN-ORBIT
COUPLING EFFECTS
In order to evaluate the effective g-factors within
the k · p framework, we use the standard perturbative
approach35–37 that accounts for the coupling between
different energy bands. Here we focus on the energy
bands around the band gap at the Γ-point of WZ crys-
tals, namely the conduction band (CB) and the top three
valence bands, labeled A, B and C from highest to low-
est energy. In Fig. 1(a) we depict the bulk WZ band
structure and identify the labels for the different energy
bands. Within this k·p perturbative approach, each band
(two-fold degenerate) is described by an effective Zeeman
term of the form
HZS(Bα) =
µB
2
Bαgατα, α = x, y, z , (1)
in which the matrices τα are the Pauli matrices for the
two-fold degenerate Γ-point states and the effective g-
factor gα is obtained after evaluating
gατ
nm
α = g0σ
nm
α − i
2m0
~2
∑
l 6=n,m
Πnlβ Π
lm
γ −Πnlγ Πlmβ
En − El , (2)
with g0 (m0) being the bare electron g-factor (mass), n,m
being the states of a specific energy band at Γ-point, En(l)
are the energy values at Γ-point and {α, β, γ} = {x, y, z}
(or cyclic permutations). The matrix elements of the
Pauli matrices acting on the spin 1/2 are given by σabα =
〈a |σα| b〉 and the matrix elements for the ~Π operator are
given by Πabα = 〈a |Πα| b〉, with the ~Π operator written as
~Π =
~
m0
~p+
~
2
4m20c
2
[
~σ × ~∇V (~r)
]
, (3)
in which the second term describes the SOC contribution.
In Fig. 1(b) we show the direction of magnetic fields with
respect to the WZ crystal structure.
To compute the g-factors in Eq. (2) we must specify
a particular k · p Hamiltonian that contains the coupling
among the different energy bands. For the CB, A, B and
C bands including spin, the most general 8×8 k ·p Hamil-
tonian that includes both orbital [1st term in Eq. (3)] and
SOC [2nd term in Eq. (3)] terms is given in Ref. [38]. It is
convenient to notice that the matrix elements Πabα can be
easily obtained by looking at the Hamiltonian terms H
(1)
kp
and H
(1)
kSO (shown in the Appendix B of Ref. [38]). Fur-
thermore, an additional parameter present in the Hamil-
tonian is the k-independent SOC (∼
[
~∇V (~r)× ~p
]
· ~σ)
between conduction and valence bands denoted by ∆4
(sometimes also called ∆sz
39). The inclusion of ∆4 pre-
vents the analytical diagonalization of the Hamiltonian
at the Γ-point.
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Figure 1: (Color online) (a) Schematic band structure for
bulk WZ crystals around the Γ-point indicating the different
energy bands: CB, A, B and C (from top to bottom). The
energies at Γ-point are indicated by the arrows. (b) Scheme of
the magnetic field configurations parallel (Bz) and perpendic-
ular (Bx) to the NW axis in typical magneto PL experiments.
The laser excitation and the collected PL signal are parallel
to the NW axis. The inset shows the WZ crystal structure
with the orientation of the c-axis in [0001] direction.
The most straightforward way to calculate the g-
factors is to evaluate Eq. (2) numerically, especially if the
Hamiltonian does not allow analytical solutions. How-
ever, to unambiguously identify the contribution of SOC,
we present here the analytical expressions for CB and A
band g-factors assuming ∆4 = 0, that allows the analyti-
cal diagonalization of the WZ Hamiltonian at the Γ-point
(see Sec. II.B of Ref. [40] for instance). Rewriting the to-
tal g-factor of Eq. (2) as gα = g0 +
2m0
~2
(Lα + λα) we
can identify the orbital contributions in Lα and the SOC
3effects in λα. These terms for CB and A bands read:
LCBx =
√
2P1P2ab
(
1
∆C
− 1
∆B
)
, (4)
λCBx =
1
∆B
[
2aβ1
(
aβ1 −
√
2bβ2
)
+ bP1
(
2bβ2 −
√
2aβ1
)
+ 2a2β1P2
]
+
1
∆C
[
2bβ1
(
bβ1 +
√
2aβ2
)
+ aP1
(
2aβ2 +
√
2bβ1
)
+ 2b2β1P2
]
,
LCBz = P
2
2
(
b2
∆C
+
a2
∆B
− 1
∆A
)
, (5)
λCBz =
1
∆A
β1 (2P2 − β1)
+
1
∆B
[(
aβ1 −
√
2bβ2
)2
+ 2aP2
(
aβ1 −
√
2bβ2
)]
+
1
∆C
[(
bβ1 +
√
2aβ2
)2
+ 2bP2
(
bβ1 +
√
2aβ2
)]
,
LAz = −
P 22
∆A
+ 2A27
(
b2
∆AB
+
a2
∆AC
)
, (6)
λAz = −
1
∆A
(
β21 − 2β1P2
)
+
1
∆AB
[(
bα1 +
√
2aα2
)2
− 2bA7
(
2aα2 +
√
2bα1
)]
+
1
∆AC
[(
aα1 −
√
2bα2
)2
+ 2aA7
(
2bα2 −
√
2aα1
)]
,
with the energy differences given by ∆A = ECB − EA,
∆B = ECB − EB, ∆C = ECB − EC, ∆AB = EA − EB
and ∆AC = EA − EC. The values ECB, EA, EB and
EC are the energies at Γ-point for the bands considered,
indicated in Fig. 1(a). The a and b coefficients read
a = δ/
√
δ2 + 2(∆3)2 and b =
√
2∆3/
√
δ2 + 2(∆3)2 with
δ = (∆1−∆2)/2+
√
(∆1 −∆2)2/4 + 2(∆3)2. The energy
parameters ∆1 and ∆2,3 represent the crystal field split-
ting energy and the valence band SOC energies in WZ,
respectively. The parameters P1 and P2 couple conduc-
tion and valence bands via the linear momentum opera-
tor, A7 is the intra valence band coupling also mediated
by ~p, β1 and β2 are SOC terms between conduction and
valence bands while α1 and α2 are SOC terms within
the valence band only. For the precise definition of these
couplings, please refer to the Appendix B of Ref. [38].
The SOC corrections to the g-factors, shown in
Eqs. (4)-(6), take into account the same parameters that
control the spin splitting of the energy bands (see for
instance Eq. (10) in Ref.[38] for the CB spin splitting
parameters). Therefore, since the spin splittings of the
energy bands are different (either in magnitude or k-
dependence), so are the SOC corrections to the g-factors.
We point out that gAx is not shown simply because it
is zero due to the symmetry of the A bands (they do
not couple via the Πz operator to any other band and
their different spin projections also do not couple by σx).
Furthermore, we emphasize that by removing the SOC
contribution (setting λα = 0) we recover the known re-
sult for the conduction band presented by Hermann and
Weisbuch36.
Table I: Calculated g-factors for the different energy bands
of InP, InAs, and GaAs WZ. In our notation, the z(x, y) di-
rection is parallel (perpendicular) to the c-axis of the WZ
structure, as indicated in Fig. 1(b). The numbers in paren-
thesis in the column with SOC indicate the approximate per-
centage of the SOC contribution to the g-factor, defined as
|[g(SOC)− g]/g| with g being the g-factor without SOC ef-
fects.
no SOC with SOC
band gx gz gx gz
InPa CB 1.72 1.81 1.29 (25) 1.61 (11)
A 0.0 -3.30 0.0 -3.05 (8)
B -3.74 5.35 -3.94 (5) 5.12 (4)
C 5.46 0.24 5.10 (7) 0.47 (97)
InAsa CB -5.49 -5.33 -6.82 (24) -6.23 (17)
A 0.0 -23.71 0.0 -22.90 (3)
B -19.69 -10.81 -19.06 (3.1) -8.97 (17)
C 14.20 7.57 14.07 (1) 7.70 (2)
GaAsb CB 0.33 0.46 – –
A 0.0 -10.19 – –
B -9.17 7.22 – –
C 9.50 -3.43 – –
ak · p parameters from Ref. [38]
bk · p parameters from Ref. [41]
Now we turn to the calculated values of the effective g-
factors for InP, InAs, and GaAsWZ. For InP and InAs we
used the parameters (which contain SOC effects) avail-
able in Ref. [38] and for GaAs we used the parameters
(without any SOC effects) from Ref. [41]. Please see foot-
note [42] for a brief information on the k · p parameters
used. We emphasize here that the SOC effects we refer
to in the k · p Hamiltonians are related to the terms that
contribute to the g-factor as shown in Eqs. (4)-(6) and
the additional interband k-independent SOC term ∆4.
Furthermore, in both k · p models38,41 the usual SOC
in the valence band is included via the parameters ∆2
and ∆3. In Table I we show the calculated g-factors in
the absence of SOC and with SOC (if the k · p model
allows). As a general trend, gx = gy 6= gz (highlight-
ing the anisotropy of the WZ structure), and the valence
bands have larger g-factors (in absolute value) than the
4CB. Taking into account the SOC effects, only available
for InP and InAs, we notice that their correction to the
g-factor values are, in general, not negligible and with
values within the typical experimental precision. For in-
stance, the influence of SOC can reach contributions of
∼ 25% in CB g-factors and it is larger for gCBx than gCBz .
The reason for this larger SOC effect in gCBx is due to the
contribution of the parameter P1 in λ
CB
x that is absent in
λCBz (and additionally, P1 > P2). It is also worth men-
tioning the g-factors for ZB phase. Restricting ourselves
to the CB, the most commonly investigated case, the ZB
g-factor is g∗ = 1.26 for InP, g∗ = −14.9 for InAs and
g∗ = −0.44 for GaAs (with values taken from Ref. [43]).
We notice that indeed the effective g-factor values are
quite different for ZB and WZ crystal phases.
Let us now compare our theoretical g-factors values
to experiments. In Table II we compare our calculated
WZ g-factors with the available magneto PL experimen-
tal data for InP and GaAs NWs (with diameters large
enough to be considered a bulk system). Let us first dis-
cuss the InP case. For both gCBx and g
CB
z −gAz , our calcu-
lated values including the SOC contributions provide an
excellent agreement to the reported experimental values.
We also point out the apparent inconsistency between the
two experimental g-factors by showing the range of mag-
netic field used in the fitting. Since for magnetic fields
along the z direction the ZS is nonlinear, the larger the
range used in the fitting the smaller the g-factors will be
in order to account for the sublinear features. Therefore,
we emphasize that experimentally determined g-factors
should be fitted only at the limit of magnetic field val-
ues where the linear regime holds. For GaAs, although
the comparison for gCBx looks reasonable, the theoretical
value obtained for gCBz −gAz is nearly twice as large as the
experimental value. This clearly indicates that the k · p
parameters for GaAs are not completely consistent and
further theoretical efforts are required to build a more
realistic model.
Although there is, to the best of our knowledge, no
magneto PL reported in pure InAs WZ NWs, it is im-
portant to mention that this material has recently been
investigated in several transport experiments14,15,33,34.
Specifically, the conductance experiments by Vaitieke˙nas
et al.33 using 100 nm InAs WZ NWs showed that for
negative gate voltages the effective g-factor of CB elec-
trons saturates to |g∗| ∼ 5. This is significantly dif-
ferent from the bulk InAs ZB value of g∗ = −14.9
but much closer to our predicted value for InAs WZ of
gCBz = −6.23(−5.33) with (without) SOC effects. Fur-
thermore, the recent theoretical analysis of ZB NWs
by Winkler et al.20 showed that orbital effects play a
large role in the effective g-factors of different subbands.
However the lowest subband still retains much of the
bulk information, specially at 100 nm (see for instance
Figs.(b),(d) in Ref. [20]). Although our theoretical value
for the InAs WZ g-factor seems consistent with recent
experiments and, more importantly, it is substantially
different than the ZB value, further investigations that
Table II: Comparison between calculated and experimental
values of the effective g-factors for InP and GaAs WZ.
gCBx g
CB
z − gAz
InP expt. Ref. [23] 1.3a 4.4a
expt. Ref. [1] 1.4b 3.4b
this work, with SOCc 1.29 4.66
this work, no SOCc 1.72 5.26
GaAs expt. 0.28d 5.4e
this work, no SOCf 0.33 10.83
afitting up to 5 T (linear regime)
bfitting up to 15 T (already in nonlinear regime)
ck · p parameters from Ref. [38]
dRef. [6], fitting up to 0.4 T (linear regime)
eRef. [7], fitting up to 15 T (still linear regime)
fk · p parameters from Ref. [41]
account for the electrostatic environment and quantum
confinement in WZ NWs are still required, as pointed out
in the conclusions of Ref. [33].
III. NONLINEAR FEATURES IN LANDAU
LEVELS
Following the theoretical approach discussed in
Ref. [23] to model the nonlinear ZS of InP WZ, we show
in this section that indeed such nonlinear features are a
common trend and also appear in the LLs of InAs and
GaAs WZ. To calculate the LLs, we use the general de-
scription of an external magnetic field within the k · p
framework which considers the envelope function approx-
imation (EFA), combined with the minimal coupling and
the Zeeman term37,44,45. The mathematical procedure of
the EFA leads to the general Hamiltonian
H = Hbulk
[
~k → −i~∇+ e
~
~A(~r)
]
+ g0
µB
2
~Σ · ~B , (7)
in which Hbulk(~k) is the k · p bulk Hamiltonian, the re-
placement ~k→ −i~∇+ e
~
~A(~r) takes into account the EFA
procedure, g0 is the bare electron g-factor and ~Σ is a vec-
tor of the Pauli matrices describing the Zeeman term for
the spins of the bulk Bloch functions44,45. By choosing
the vector potential with a single spatial dependence, we
can solve the Hamiltonian (7) numerically by introducing
the finite differences approach46, similar to a quantum
well treatment. The solution provides the LL spectra
of the system, with energies denoted by Eλ(kB, kA) and
wave functions
ψλ,kB ,kA(~r) =
ei(kBrB+kArA)√
Ω
∑
l
fλ,kB ,kA,l(ρ)ul(~r) , (8)
5in which λ is the LL label, fλ,kB ,kA,l(ρ) is the envelope
function, the summation in l runs over the bulk basis
states denoted by ul(~r), Ω is the area of the system per-
pendicular to the confinement direction, kB is the wave
vector parallel to the magnetic field, kA is parallel to the
vector potential and the spatial dependence of the vec-
tor potential is denoted by the coordinate ρ. For the
two directions of magnetic field investigated here [indi-
cated in Fig. 1(b)] we have ~B = Bxˆ ⇒ ~A = Byzˆ, kB =
kx, kA = kz , ρ = y and ~B = Bzˆ ⇒ ~A = Bxyˆ, kB =
kz, kA = ky, ρ = x. To simplify the notation we use
~B = Bxˆ as Bx and ~B = Bzˆ as Bz in the remainder of the
paper. We note that in experimental papers1,7,22,23, Bx
and Bz are typically called Voigt and Faraday configura-
tions, respectively. For the numerical implementation of
the Hamiltonian (7) we considered the system to have a
size of L = 200 nm with 401 discretization points (with
approximately 1 point every 0.5 nm). For InP and InAs
we used the bulk 8×8 k · p model from Ref. [38] and for
GaAs we used the 6×6 k · p model from Ref. [41].
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Figure 3: (Color online) Probability density of the envelope
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and (i-l) GaAs. The B band envelope functions are multiplied
by a factor of 8, as indicated in the legend. The spin notation
for the energy bands is identified with respect to the leading
contribution of the bulk basis states47.
induced by the external magnetic field, the valence band
LLs show a markedly nonlinear behavior23. This com-
mon feature can be seen in Figs. 2(a)-(c) for InP, InAs
and GaAs, respectively. We notice the clear nonlinear
features in the different LLs whenever the B band mix-
ing is present (indicated by the color code). Although for
the Bx configuration this mixing is drastically reduced,
partially because of the zero g-factor of the A band, the
A-B mixing is indeed responsible for the slight nonzero
ZS observed. As revealed in Ref. [23], the topmost LL
(with branches indicated by 1+ and 1- in Fig. 2) pro-
vides the main contribution to the excitonic effects and
therefore the nonlinear features in the magneto PL for
the Bz configuration originate from the mixing of A and
B valence bands. To highlight the nonlinear features, we
show in Fig. 2(d) the ZS for the topmost LL in InP (solid
lines), InAs (dashed lines) and GaAs (short dashed lines).
We point out here that although the 6×6 Hamiltonian for
GaAs WZ41 is not sufficient to describe the linear Zee-
man splitting correctly, since the P1 and P2 parameters
are not included, the nonlinear features in the LLs are
clearly visible. In fact, this is an additional support to
6the fact that these nonlinear features are beyond the lin-
ear g-factor approach, which is mainly ruled by the P1
and P2 parameters as shown in Eqs. (4)-(6).
In order to complete our analysis of the common non-
linear features of the valence band, we now discuss how
the LL coupling manifests in the envelope functions. We
show in Fig. 3 the probability density of the envelope
functions for the topmost LL (the 1+ and 1- branches
shown in Fig. 2) in both magnetic field configurations at
30 T. Due to the interplay of the WZ symmetry and the
external magnetic field, the mixing of A and B bands has
a peculiar form that couples envelope functions with dif-
ferent numbers of nodes, i. e., 0 node for A bands and 2
nodes for B bands (further details on this coupling can
be found in Ref. [23] and its Supplemental Material). In
fact, due to strong SOC in InAs we also notice the con-
tribution of B states with 1 node, see Figs. 3(f) and 3(h).
Moreover, for the Bz configuration the coupling between
envelope functions is spin dependent, which means that
the nonlinear feature is associated to one specific type of
circular polarization (due to the conservation of angular
momentum, spins in conduction and valence band define
the allowed transitions of circularly polarized light17,48).
Indeed, this is exactly the case observed in recent mag-
neto PL experiments in InP WZ by Tedeschi et al.23 that
identified a strong nonlinear feature arising for a specific
circular polarization of the PL spectra. On the other
hand for the Bx configuration, both spin components con-
tribute equally and, as a consequence, the output light
cannot be resolved in different circular polarizations.
A. GaN wurtzite
As a well established WZ compound in the family of
the nitrides and recognized in the 2014 Nobel Prize in
Physics for the efficient blue light emitting diodes49–51,
we discuss here the case of GaN. We focus on the LL
spectra of the valence bands, since a detailed discussion
the effective g-factors in WZ GaN has been performed by
Rodina and Meyer52. In Fig. 4(a) we show the LL spectra
for the A band of GaN. Due to the small SOC and crystal
field energies of few meV in GaN, the mixing of A and B
bands increases in comparison to the III-V WZ materials
discussed above (notice the color code scale in Figs. 2 and
4). For the ZS of the top most LL, shown in Fig. 4(b), we
notice that the nonlinear features are present for small
values of magnetic field (< 5 T) but the resulting ZS is
∼0.1 meV, which seems to be within the experimental
error to be properly distinguished. Therefore, the overall
behavior of the ZS can be modeled using a linear disper-
sion as indicated in the experimental study of Rodina et
al.53. Finally, we show in Figs. 4(c)-(f) the probability
densities for the envelope functions of the LL branches
1+ and 1- at 30 T for the magnetic field along Bx and
Bz, and found that the same coupling mechanisms take
place as discussed for Fig. 3.
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Figure 4: (Color online) (a) Calculated Landau level spectra
for the A band at kB = kA = 0 as function of the magnetic
field for GaN. (b) Zeeman splitting for the topmost Landau
level. The color code and axis notation follow Fig. 2. (c)-(f)
Probability density of the envelope functions at 30 T for the
first LL, indicated by the labels 1+ and 1- in Fig. 4(a), along
Bx and Bz. The B band envelope functions are multiplied by
a factor of 4, as indicated in the legend.
IV. EFFECTIVE MODEL FOR THE
NONLINEAR ZEEMAN SPLITTING
Based on the LL calculations, we showed that the phys-
ical mechanism behind the nonlinear ZS in the valence
band is a common feature in WZ materials due to the
mixing of A and B bands induced by magnetic field. It
would be valuable to incorporate these features in an
analytical expression that could be used to fit the exper-
imental data beyond the linear ZS regime24,25. In order
to capture the nonlinear effects present in the LL branch
with spin up, we can restrict ourselves to the important
contributions of the A-B mixing by using the basis set
{f0,A⇑ |A ⇑〉 , f2,B⇑ |B ⇑〉}, in which the subindices 0 and
2 refer to the number of nodes in the envelope functions
(see Fig. 3). We neglect here the minor contribution of
the envelope function with 1 node, since it appears only
in InAs due to strong SOC. Therefore, for the coupling
between A⇑ and B⇑ LL branches, we can write the fol-
7lowing 2× 2 Hamiltonian:
H =
[
0 0
0 EB
]
+
µB
2
B
[
gA 0
0 gB
]
+B
[
dA dAB
dAB dB
]
, (9)
in which the first term indicates the energy separation
between A and B valence bands in the bulk case (we set
the energy of the A band to zero), the second term is the
ZS due to the g-factor contribution and the third term
is the coupling Hamiltonian that mixes A and B bands,
which arises from the second-order k · p term38,40. Here,
we assume these couplings to be parametrized by the
variables dA, dB and dAB. Diagonalizing the Hamiltonian
(9) we find the energy for the A⇑ branch as
EA⇑(B) =
1
2
[
EB +
µB
2
Bg+ + d+B +
√(
EB − µB
2
Bg− − d−B
)2
+ 4d2ABB
2
]
, (10)
with g± = gA ± gB and d± = dA ± dB. For the A⇓ branch that does not couple to any other states, unlike A⇑, we
have simply the linear dependence in B, i. e.,
EA⇓(B) = −µB
2
BgA +BdA , (11)
in which the first term is related to the ZS with opposite sign in the g-factor as compared to the A⇑ branch and the
second term is the energy shift of the LL branch with the same form as given in Eq. (9).
In order to model the ZS obtained from the experimental PL peaks, we must take into account not only the ZS of
the valence but also of the conduction band, since they are coupled via the optical transition. The total ZS can be
written as the difference of the ZS of the conduction and valence bands, i. e., ZSCB −ZSA24,25,45. For the conduction
band we can use the linear g-factor ZS, ZSCB = µBBg
CB
z , and for the A band we use ZSA = EA⇑(B)−EA⇓(B) [shown
in Eqs. (10) and (11)]. Finally, the total ZS is given by
ZS(B) = µBB
(
gCBz − gAz
)− 1
2
[(
EB − µB
2
Bg− − d−B
)
+
√(
EB − µB
2
Bg− − d−B
)2
+ 4d2ABB
2
]
, (12)
in which the unknown parameters are only d− and |dAB|
if we assume the values for the effective g-factors and
the energy separation of A and B bands given by theory
or found experimentally by other means. We empha-
size that if we set the coupling parameter dAB to zero in
Eq. (12), we recover the linear ZS already established in
the literature by Refs. [24,25]. Furthermore, if we set the
energy separation of A and B bands to zero (EB → 0,
then all the terms in Eq. (12) become linear in the mag-
netic field and the nonlinearities vanish. This condition
would be equivalent to the case of ZB crystals that have
degenerate heavy and light hole bands at the Γ-point and
therefore would present a linear ZS (see for instance the
experimental ZS of InP ZB in the Supplemental Material
of Ref. [23]).
Applying the effective analytical ZS of Eq. (12) to the
magneto PL data of InP23 and GaAs7, we show in Fig. 5
that this model successfully captures the experimental
trends, particularly for InP WZ. In the fitting, we as-
sumed the g-factors and energy separations to be known
from theory and obtained the values for d− and |dAB|
(given in the caption of Fig. 5). For GaAs we notice that
the fitted parameters d− and |dAB| are nearly one order
of magnitude larger than the values obtained for InP. We
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Figure 5: (Color online) Comparison between the fitting of
Eq. (12) to the experimental Zeeman splitting for (a) InP
and (b) GaAs. We use the calculated g-factors of Table I
and the theoretical values of EB = −35.4 meV for InP
38 and
EB = −99.4 meV for GaAs
41. The fitting procedure pro-
vides d− = 0.16 meV/T, |dAB| = 0.43 meV/T for InP and
d− = 17.63 meV/T, |dAB| = 2.82 meV/T for GaAs. The ex-
perimental data for InP is taken from Ref. [23] and for GaAs
from Ref. [7]
8assign this feature to the overestimation of the GaAs g-
factors in comparison with the experimental data in the
linear regime, shown in Table II. We emphasize that it is
beyond the scope of this study to provide reliable inter-
band couplings of GaAs WZ since additional theoretical
efforts are required, such as ab initio calculations with the
correct conduction band ordering and a proper fitting of
the k · p parameters, possibly including the SOC effects.
Finally, we show that extrapolating our fitted curve up to
40 T, we observe that the ZS of InP reaches a maximum
value and then starts to decrease. This indicates that the
nonlinear features act as a limiting factor to the maxi-
mum ZS that can be observed. For GaAs this feature is
not visible due to the overestimated g-factors. Therefore,
additional experimental data at magnetic fields higher
than 30 T54 could provide useful insight and also test
the limits of the effective model presented in this study.
V. CONCLUSIONS
In summary, we theoretically investigated the common
features of the Zeeman splitting in novel III-V wurtzite
materials, namely InP, InAs and GaAs, using the k · p
method. Specifically, we calculated the effective g-factors
for the important energy bands around the band gap at
the Γ-point (CB, A, B and C) and showed that spin-orbit
coupling effects have appreciable contribution to the total
g-factor values (contributing up to ∼20% of CB, for in-
stance). Our calculated values for InP and InAs g-factors
are in very good agreement with the available experimen-
tal values. Within the Landau level picture, following the
prescription of Tedeschi et al.23, we showed that the non-
linear Zeeman splitting for the Bz direction is a common
feature of wurtzite materials due to the mixing of A and
B valence bands induced by the external magnetic field.
Relying on the main mechanism behind the origin of this
nonlinear feature allowed us to develop an effective ana-
lytical description of the Zeeman splitting that describes
the experimental data with very good agreement, par-
ticularly for InP WZ. By extrapolating our fitted model,
we found that the nonlinear Zeeman splitting of InP WZ
reaches a maximum value that could be investigated ex-
perimentally under magnetic fields higher than 30 T. We
also investigated the conventional wurtzite material GaN
and showed that the nonlinear features are very weak
to be visible experimentally. For zinc-blende materials,
discussed in the Appendix, we showed that the valence
band Zeeman splittings follow a strong linear behavior,
specially for InP and GaAs.
Furthermore, our study shows that the k · p approach
is very versatile but it requires reliable parameter sets
for quantitative comparison with the experimental data.
For instance, the calculated g-factors we presented for
GaAs do not provide a good description of the exper-
imental data, indicating that further theoretical efforts
in extracting reliable k · p parameters with the correct
inclusion of SOC terms are needed. With the ongoing
interest in these novel III-V WZ materials, with recent
reports on high-quality samples of GaP55 and GaSb56,
we believe our findings could guide future experiments
and motivate further theoretical efforts to characterize
these materials.
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Figure 6: (Color online) Calculated Landau level spectra for
valence band at kB = kA = 0 as function of the magnetic field
for (a) InP, (b) InAs and (c) GaAs with zinc blende structure.
The upper and lower branches of the first (thick solid lines)
and second (thick dashed lines) topmost Landau levels are
indicated by the 1± and 2±, respectively. Zeeman splitting
for the first (solid lines) and second (dashed lines) topmost
Landau levels for (d) InP, (e) InAs and (f) GaAs. Probability
densities at 30 T for LL=1 and LL=2 for (g)-(j) InP, (l)-(n)
InAs and (o)-(r) GaAs.
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Appendix: Zinc-blende materials
The LL formalism discussed in Sec. III can also be ap-
plied to ZB materials. Using the conventional Luttinger-
Kohn k · p Hamiltonian57 for the valence band combined
with the Zeeman term58, we calculate the LL spectra for
InP, InAs and GaAs with ZB crystal structure assuming
a magnetic field along the [001] axis. The effective mass
parameters are taken from Ref. [10] and the κ parame-
ters from Ref. [43]. In Fig. 6 we present our calculations
for the LL spectra, the ZS and the probability densities
focusing on the first and second topmost LL branches
(denoted by 1± and 2±), that have probability densities
with majority contribution of zero nodes. Specifically, in
Figs. 6(a)-(c) we show the LL spectra highlighting the
LL=1 branches (thick solid lines) and LL=2 branches
(thick dashed lines). In Figs. 6(d)-(f) we show the ZS
for LL=1 and LL=2 branches. Finally, in Figs. 6(g)-(r)
we show the probability densities at B = 30 T. Although
in these topmost LLs in ZB there is also mixing of the
basis states for heavy and light hole bands (degenerate
at Γ-point), the ZS for the topmost LL is linear for InP
and GaAs and slightly nonlinear for InAs, but not as
pronounced as in WZ for the top most LLs. A small
nonlinear ZS can also be seen for the LL=2. Finally, we
point out that in typical magneto-PL experiments the
topmost LL would be accessed via the optical transition
and therefore the ZS for InP and GaAs would have just
a linear dependence with magnetic field [please refer to
Eq.(12) and the discussion below it for the case of degen-
erate bands with EB = 0].
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