In this report we present an algorithm for the decomposition of a monolithic LOTOS process into two processes, which composed by the parallel operator is observational equivalent to the original one. Repeated application permits the generation of more than two processes. The algorithm is de ned on labelled transition systems and, hence, its application to any process algebra with a similar notion of parallel composition is straightforward. The transformation is based on a given partition of the actions into two subsets, corresponding to the action sets of the generated processes. The main interest of the transformation is that the amount of synchronizations between the two generated processes is kept low. The Structural Decomposition has several applications, like the decomposition of functionality, modularization, synthesizing of protocols, decomposition of tests, etc...
Introduction
In the design of complex systems it is highly desirable to use a top-down approach based on stepwise re nement, as it allows an incremental construction of the system. This design approach consists of a sequence of design steps, starting with the most abstract description of the system and ending with a particular implementation. Process algebras and LOTOS 2] allow the formalization of both abstract and concrete descriptions. A design step can be seen as a transformation of a speci cation into a new, more re ned one. The designer must decide which transformation will be applied in each step, so that the relevant correctness requirements will be maintained.
One approach to the veri cation of the correctness of a design step is to perform only transformations which have been veri ed in advance. These are commonly known as correctness preserving transformations (CPTs). The generally used correctness preserving transformations are classi ed in 3] based on their design goals. One of these CPTs is the functional decomposition, whose main idea is to transform a black box description into a white box description, making its internal structure visible. The main idea of the functional decomposition in this paper, hereafter called Structural Decomposition, is to partition a nite-state monolithic speci cation (i.e. a speci cation which does not explicitly mention parallelism) into two speci cations. These speci cations taken in parallel will realize the original monolith. The repeated application of the algorithm permits the decomposition of one speci cation into an arbitrary number of speci cations. Decomposition is particularly important in the design of distributed systems since a system can often be given a high-level description which ignores distribution (e.g. the service speci cation of a protocol); this speci cation must then be re ned when the system is implemented.
The Structural Decomposition is related to other transformations described in the literature, such as, for example, 4, 5, 6, 7, 8, 9, 10, 11] . The main contribution of the Structural Decomposition with respect to the former algorithms, is that the potential parallelism executing in a speci cation is made explicit. Two actions are called potentially parallel if they can be run concurrently without the need for extra synchronizations between them. The potential parallelism is not explicit in the monolithic behaviour as it does not mention parallelism, but it may be implicit in the sense that the monolith is equivalent to a parallel composition. The former algorithms achieve a very low degree of explicit parallelism, except in 4] and partly in 5]. Our earlier work on the Inverse Expansion 4, 5] was based on the same idea and made the potential parallelism in the speci cation explicit. However, it only worked for some monolithic LOTOS speci cations and could not deal with non-determinism 5] nor recursion 4]. The Structural Decomposition is a continuation of the work presented in 4] and is applicable on a general monolithic LOTOS speci cation, in contrast to 4, 5] . Moreover, it has overcome the problems of non-determinism and recursion.
The decomposition is based on a given partition of the actions in the speci cation into two classes, where each generated sub-process performs actions belonging to its class. The idea is to introduce synchronization actions which are hidden from the outside so that observation equivalence is maintained. This has been used earlier in related work, for example in 6, 5, 8, 12] . The di erence of our approach is that instead of introducing synchronization actions in nearly all places, we identify zones consisting of two processes in interleaving and only introduce synchronization actions to separate these zones from each other. In this way we can say that the potential parallelism of the speci cation is made explicit.
The structural decomposition has potential for many practical applications, for example: the decomposition of the speci cation in parts that adjust to the resources in the system, the derivation of the speci cation of a protocol from its service speci cation, modularization, the decomposition of a global tester in an upper and lower test, etc.
The rest of the paper is organized as follows: Section 2 contains de nitions; section 3 describes the language (Basic LOTOS) and its relation to labelled transition systems; section 4 presents the transformation; section 5 contains the algorithm for extending the original behaviour preserving observation equivalence; section 6 presents the decomposition and a correctness proof; section 7 contains a small example of the application of the transformation; section 8 presents an overview of related work and our conclusions. In the appendix we present an algorithm for nding interleaved zones in a speci cation.
De nitions
In this section we de ne labelled transition system (LTS), some operations on LTSes and some relations between LTSes, which will be used in the following sections.
De nition 2.1 (Labelled transition system) A labelled transition system (LTS) P is de ned as a 4-tuple hS P ; L P ; T P ; s 0 P i where:
S P is a non-empty set, called the set of states; L P is a set not containing the internal action i , called the alphabet of observable actions;
T P S P (L P fig) S P , called the transition relation; s 0 P 2 S P , the initial state of the system. Notations:
We will use P; Q; R to range over labelled transition systems, a to range over actions (i.e. observable actions and the internal action) and to range over sequences of actions. We will use s a ! P s 0 to denote (s; a; s 0 ) 2 T P .
We drop the index P from the elements of a LTS when P is unimportant or can be inferred We will represent a LTS as a labelled directed graph, where the nodes represents the states and the initial state is specially marked and the labelled edges represents the transitions. We only draw states which form a connected graph from the initial state. When we need to refer to some special states they will be marked in the graph. Note that, if P and Q are isomorphic then P v 1R Q. However, v 1R is not an equivalence -it is not true in general that P v 1R Q implies Q v 1R P. Informally, if P v 1R Q then P can at least 'behave' as Q once, where Q is allowed to be recursive and repeat part of its behaviour which P may not.
v 1R is a preorder { that it is re exive and transitive follows directly from the de nition. Note that by the de nition P v 1R Q implies that jS P j jS Q j and if jS P j = jS Q j then P and Q are isomorphic.
De nition 2.7 (Interleaved sub-LTS) P is an interleaved sub-LTS of Q i :
P is a sub-LTS of Q; there exist LTSes R 1 , R 2 such that R 1 jjj R 2 v 1R P and s 0 R 1 !^s 0 R 2 !.
Example: P is an interleaved sub-LTS of Q. This allows us to reduce the amount of synchronizations that we have to introduce in the transformation in the following sections.
LOTOS
In this paper we only consider Basic LOTOS 2, 13], i. e., LOTOS without data variables. The semantics of Basic LOTOS is de ned in terms of labbelled transition systems. As mentioned in the introduction the algorithm is de ned on labelled transition systems and the application to any process algebra with a similar notion of parallel composition is straightforward.
As the given LOTOS behaviour is speci ed in a monolithic style 14] only those operators needed for this style, (i. e, action pre x, stop and alternative) and the operators introduced in the transformation (i. e. the parallel operator and hiding operator) will be used. As we restrict ourselves to nitestate behaviours the expansion theorem 15] can be applied several times to generate a monolithic behaviour from any other behaviour and, thus, in this way we can apply the transformation on any Basic LOTOS behaviour. The generation of a LOTOS behaviour from a nite LTS, where the behaviour includes action pre x, stop, alternative and process de nitions, is straightforward. Thus, we may use LTSes and LOTOS behaviour interchangeably, and use the expressions sub-behaviour and interleaved subbehaviour. 4 Description of the transformation Our transformation is limited to nitely branching, concrete behaviours. This means that in each state the number of choices is nite and the behaviours do not contain internal actions. To deal with internal actions each internal action is assigned to one of the resulting processes from the decomposition; then internal actions are just treated as ordinary actions.
The LOTOS behaviour to be decomposed can be described as follows:
where each B i is either an instantiation of a process or an expression of the same form as B. By P n i=1 P i we mean P 1 ]P 2 ] ]P n .
The Structural Decomposition presented in this article can be formulated as (using LOTOS notation): Given B and its corresponding label set A 0 , label sets A 1 
Extension of the Behaviour
In this section we will present the transformation Ext mentioned above. The main idea is to identify zones { where each zone is strongly bisimilar to two processes composed by the interleaving operator and the labelsets of the processes are subsets of A 1 respectively A 2 { and to separate the zones from each other by a synchronization loop. A synchronization loop consists of two states with synchronization transitions to each other. The only change made by Ext to the original behaviour B is an extension with synchronization loops at certain places. The labels of the synchronization transitions will form the set A i in (1).
Finding Interleaved sub-behaviours
The solution to equation 1 on page 10, where B 1 , B 2 and A I are the unknowns, is not unique. There exist an in nite number of solutions satisfying observation equivalence due to the introduced set A I . We want to minimize the amount of synchronization actions introduced. We accomplish this by nding zones of interleaving based on the given partition of A 0 , and only need to introduce synchronization actions to separate these zones. The second type is a zone of interleaving where one of the processes in the interleaving cannot perform any actions at all. We will also use interleaving zone as a synonym of zone of interleaving. Note that for a true zone of interleaving we demand by de nition 2.7 that both R 1 and R 2 may perform actions.
In a given LTS, and partitions A 1 and A 2 of the label set, there may exist many zones of interleaving. As the purpose of the decomposition is to make the potential parallelism explicit, a true interleaved zone is always preferred over a trivial one. Which interleaved zone that is selected from each state taken as an initial state should probably be a decision of the designer. In most cases, (s)he wants to minimize the introduction of internal actions and, thus, choose an interleaved zone which is maximal (i.e., one which has the maximal number of states). In some cases, however, the designer may have preferences of actions which should interleave, and to nd an interleaved zone containing these actions may be more important than to select a maximal one. The selected true zone of interleaving needs not to be unique, there may be other true interleaving zones which are maximal or contain the preferable actions.
Note that, even though we can choose a maximal interleaving zone from every state that we consider, it does not automatically follow that the obtained extended LTS introduces the minimal amount of internal communication. In some cases it would be more fruitful to choose an interleaved zone which is not maximal as it may reduce the amount of internal actions that has to be introduced in further steps. Clearly, which interleaving zone we choose from the initial state determines the other zones of interleaving from subsequent states, and so on. To nd the extended behaviour that introduces the minimal amount of internal communication we have not found any algorithm more e cient than to compare almost all di erent combinations.
When no true interleaved zones exist, we must take the trivial zones of interleaving into account. The selected one will be unique with respect to the selected label-set. We chose one which is maximal. This is de ned as (the restriction operator of CCS 15]):
De nition 5.2 (P nA ) The labelled transition system P nA representing the labelled transition system P restricted to actions in L P ? A is de ned as: Given P and the restriction set A, P nA = hS P nA ; L P ? A; T P nA ; s 0 P i where: S P nA = fs 0 P g fs j s 0 P ! P s^ 2 ((L P fig) ? A) g; T P nA = fs a ! P nA s 0 j s; s 0 2 S P nA^s a ! P s 0^a 2 L P nA g;
The maximal trivial interleaving zone of B with respect to the labelset A 1 is obtained by B nA 2 , and the one with respect to the labelset A 2 is obtained by B nA 1 . Note that B nA 2 and B nA 1 may contain the same amount of states, they are only maximal with respect to the respective label-set.
One simple and not very e cient algorithm for nding true interleaved zones can be described as ( for the full de nition see appendix):
Given a labelled transition system B and the partitions A 1 and A 2 we want to nd sub-LTSes R 1 and R 2 such that L R 1 A 1 and L R 2 A 2 and R 1 jjj R 2 is an interleaved sub-LTS of B. Due to the properties of interleaving all possible R 1 ( R 2 ) will be sub-LTSes of B nA 2 ( B nA 1 ). We generate all combinations of R 1 and R 2 and check if their composition actually is an interleaved sub-LTS of B. If no true interleaved zone is found we consider the trivial zones.
We leave for further research the de nition of an e cient algorithm for nding interleaved zones. An e cient algorithm would work incrementally and use the proposition below : 
Insertion of synchronization actions
We will start by informally explain the algorithm Ext and afterwards dene it. Ext transforms a LTS by adding synchronization loops to set apart zones of interleaving. This means that from each state in a zone which may perform actions reaching a state outside the zone, we have to introduce a synchronization loop between these states to separate them from each other. Additionally we have to deal with two things :
1. We introduce some synchronization loops between nodes within the zone.
In IZ is an algorithm which takes a LTS and the list of already considered states, V isit, and chooses one zone of interleaving from the state s 0 B of the given LTS due to certain criteria (see section 5.1). It returns a representation of the interleaved zone chosen, where both cases 1. and 2. above have been considered.
For every state, s, of the LTS returned by IZ which reaches states outside the calculated interleaving zone we add a new unique state, q s which performs all the transition to the states outside the considered zone and introduce a unique synchronization loop between s and q s . Then, each state, q s , preceded by a synchronization loop will serve as the initial state for the recursive application of the algorithm.
We use fa; b; c j requirementsg as a shorthand notion for fa j requirementsg fb j requirementsg fc j requirementsg. Lemma 5.1 hide S q2S R 1 jjjR 2 fk q ; k 0 q gin P obs Q. Proof : Let the LHS above be represented by a LTS P 0 , where P 0 is the LTS constructed from P where each k q ; k 0 q is replaced by i. We prove P 0 obs Q. To make the proof easier to read we replace i with , i. e. P 0 =< S P ; L R 1 jjjR 2 ; T R 1 jjjR 2 fq ! q 0 ; q 0 ! q j f stop (q) = q 0^q 6 = q 0 g; s 0 P > We prove that S = f(p; q) j p 2 S P 0^q 2 S Q^fs (f stop (p)) = qg is a weak bisimulation.
Suppose p a ! p 0 , then we must prove that q^a ) q 0 and (p 0 ; q 0 ) 2 S We distinguish between two cases: (i) a 6 = and (ii) a = . (ii) p ! p 0 and we get two cases: 1. f stop (p) 6 = p, then by de nition of P 0 , f stop (p) = p 0 . Clearly q^ ) q and (p 0 ; q) 2 S. The addition of synchronization loops will be a candidate for optimizations, treated in subsection 5.3. In the de nition of the ( 1 ; 2 )-projection 1 is the set of interleaving actions and 2 the set of synchronization actions of the LTS we want to obtain. We have modi ed the de nition in 16] slightly to become more suitable to our application. In 16] the ( 1 ; 2 )-projection is not de ned for our purpose, hence, it is not analyzed with our purpose in mind. 
Decomposability proof

B2
k'1 k1
Proof
We will prove the correctness of the decomposition of the given extended LTS B E , i. e. that B E 
The ( 1 ; 2 )-projection will not yield the B 1 and B 2 given above { instead we obtain something whose parallel composition is not strongly bisimilar to the given LTS: In the extended LTS, B E , two unique synchronization actions are associated to each state and the state reached by a synchronization action is uniquely determined. In the proof we use this property, i. e. that there do not exist two di erent states which may perform a speci c synchronization action and no state may perform a speci c synchronization action reaching di erent states. This also hold for B E when the optimizations of included transitions have been considered, as the uniqueness of synchronizations is guaranteed. Actually, this requirement is stronger than needed b , but su ces for our purposes.
Notations: To make the proof easier to read we use the following notations: B 1 jAjB 2 Suppose that (p; q)S((p; t); (s; q)) and (p; q) (p 0 ; q 0 ).
As there are no di erent states in B 1 jAjB 2 such that they may perform the same synchronization action, we get (p; q) (p; r 1 ) (r 2 ; q) and as we have no non-determinism present for synchronization actions (p 0 ; q 0 ) (p 0 ; t 0 ) (s 0 ; q 0 ). Clearly (p 0 ; q 0 )S((p 0 ; q 0 ); (p 0 ; q 0 )). 2 This concludes the proof of theorem 6.1.
Example
As an example to illustrate the transformation we have developed a simple access protocol. A user wants to access a system for a transaction. The system permits only one user at a time. The requirements are as follows:
The system will indicate if it is free to perform a transaction, Free, or if it cannot do anything, Down.
The user rst has to specify his identity, Id, and then which transaction he wants to make, Trans. The system indicates if it is free, Free, to serve any user { the user then sends his Id and Trans. The user may also start to initiate the communication by Id and Trans. When and if the system is free will be indicated to the user. After a user has completed a transaction it indicates that it may release the system, Rel ? S, and similarly when the system has completed a transaction it indicates that it may release the user, Rel ? U.
After a two-way disconnection, the interaction may start with a new user. Also, after a message that the system is Down, the interaction may start from the beginning. We want to partition this system into two units, one that controls the access, an Access Unit, and one that controls the resources, a Resource Allocator. The communication between these two units is internal. The given partition is A 1 = fId; Trans; Rel-Sg and A 2 = fFree; Rel-U; Downg.
SYSTEM USER
Free Down Rel-U Id Trans
Rel-S
Access Unit Resource Allocator
We rst apply the algorithm Ext, obtaining the extended behaviour with synchronization loops, considering the optimizations that may be done. We obtain ve zones of interleaving { three consisting of the trivial interleaving zone Done, one true interleaved zone consisting of Rel ? U in interleaving with Rel ? S and synchronizations, and one true interleaved zone consisting of Free in interleaving with Id; Trans. We obtain nine new synchronization actions, as we do not optimize the amount of di erent new actions { in this case it would su ce with two new actions. The LTS obtained from Ext and considering the optimizations is represented as: In the following the new synchronization actions are called sync1; . . . ; sync8 for clarity. Then applying our algorithm we obtain the behaviours for the Access Unit and the Resource Allocator. In this presentation the behaviour of the Resource Allocator has been reduced to a strongly bisimilar behaviour with a minimum amount of states, as it makes it more clear to grasp the behaviour. Analyzing the behaviours obtained: The Access Unit, AU, may receive the identity and the wanted transaction from the user, but in each state it could participate in a synchronization with the Resource Allocator to permit the important message that the system is down. The Resource Allocator, RA, may indicate when it is free or when something is wrong ensure a synchronization with the AU, indicated to the user by Down. After the RA has sent the message Down, AU and RA have to synchronize to be able to start from the beginning. When the Resource Allocator is free and the user has sent his Id and the type of transaction, AU and RA synchronize to perform the transaction. Then, either of them may indicate that it wants to release the other. When both AU and RA are ready they synchronize to disconnect and to be able to start from the beginning. is observational equivalent with the speci cation B.
The transformation presented in this paper will be implemented in the tools CWB 17] and LOLA 18] , to permit application on larger examples.
Conclusions and related work
In this report we have presented an algorithm for the decomposition of a general monolithic LOTOS behaviour into two sub-behaviours, which composed in parallel maintain observational equivalence with the original one. Repeated application of the transformation permits the generation of more than two sub-behaviours. The algorithm is based on the notion of labelled transition systems and the application to any other formalism with a similar operator for parallel composition is straightforward. The transformation is based on a partition of the action set into two subsets, which should be given by the designer. We have presented how to isolate zones of interleaving and we only need to introduce synchronizations to separate these zones. In this way we make the potential parallelism of the original speci cation explicit, which is the major result of this paper. We have also presented a simple example for the illustration of our transformation. We will de ne a more e cient algorithm for nding interleaved sub-behaviours and implement the transformation in the tool LOLA 18] , enabling the evaluation of real-size examples.
This work can be extended in several directions. First of all, the transformation should permit visible synchronization events between the two subbehaviours. In this way, not only will the parallelism obtained from interleaving be made explicit, but also the synchronizations in combination with interleaving actions will form isolated zones. This extension is straightforward if no non-determinism is present. The algorithms presented in this paper could be joined with the algorithm for Visible Communication in 4] to perform the desired result. When treating non-determinism, the extension becomes more complex, as the distribution of the non-determinism between the two obtained sub-behaviours is not evident. Adopting the simplest solution, that one sub-behavior will be deterministic with respect to the synchronization actions and the other one will contain all the non-determinism, leads to an extension that is easy to add. Another obvious extension is to consider LOTOS speci cations which include data types.
As mentioned in the introduction, our work is a continuation of 4], where we presented algorithms for the decomposition of an adjusted monolithic LO-TOS behaviour which could be expressed without introducing synchronizations. These algorithms are an elaboration of those presented in 6]. Except in 4, 5, 6], there does not exist, to our knowledge, any other work on the functional decomposition with the point of view presented in this article. There do exist similar works which do not make the potential parallelism of a monolith explicit: 6] includes, except a rst approach to the algorithms mentioned above, an algorithm which works on a general monolithic LOTOS speci cation by introducing internal synchronization events between almost every transition in the original behaviour.
In 5] one of the algorithms of 4] has been further elaborated and may deal with recursive behaviours. It also contains an elaboration of the algorithm in 6] mentioned above, where optimizations of the introduction of internal events is de ned. 8] contains algorithms for decomposing a monolithic LOTOS process into two subprocesses. The interaction between the two subprocesses is either synchronous or asynchronous communication. These algorithms maintain the observational equivalence, but synchronizations are introduced between almost every state. In 7, 12] , an algorithm is presented for obtaining an arbitrary number of protocol entities from a given service speci cation by introducing synchronization events. The choice-operator in the service speci cation is restricted to deal with alternatives between events of the same protocol entity and the potential parallelism is not made explicit. 9] is an extension of 8] where the decomposition of a not expanded , i. e. non-monolithic, LOTOS process is treated. The relation maintained is observation congruence. As the algorithm takes the structural information of the behaviour into account, the explicit parallelism is maintained, but for an expanded LOTOS process or a part which has been expanded, the potential parallelism is not made explicit. The choice-operator is restricted to alternatives of events belonging to the same decomposition entity. Another type of transformations is based on protocol synthesizing. The idea here is to nd one missing submodule speci cation, which together with the already speci ed submodules preserve some equivalence relation with the general speci cation. Some examples of this idea can be found in:
In 10], this idea is based on CCS and on a procedure for solving equations of the form: (AjX) n L = B, where X is the unknown. The obtained submodule is a result of automatic transformations and guidance of the user. Observational equivalence is maintained between the given speci cation and the composition of the submodules.
In 11] the solving of equation systems of form: C 1 (X) P 1 ; ; C n (X) P n is treated, where C i is a context, P i is an arbitrary process, is a bisimulation equivalence and X is the unknown process to be found (if possible). The decidability of these equations are studied. Another related issue, the decomposition of a logical speci cation formula F into sub-formulas F 1 ; ; F n which should express properties of the decomposed processes is also examined. Related work can also be found in 16] where decomposition is used as a vehicle for verifying parallel systems. We will generate a set of pairs, each pair on form (P; Q) where P jjj Q is a potential interleaved sub-LTS with respect to the partition. Then we will check which pairs ful ls the requirements for being an interleaved sub-LTS. The maximal potential pair will be obtained by the restriction operator If we can nd one consistent mapping then the pair ful ls the requirements. We create the set of pairs which ful l the requirements and these are all the interleaved sub-LTSes that exists from the state s B 0 .
The idea presented here is intentional and not suitable for implementation. For implementation purposes the search is considerably improved by using the fact that if the transition s 0 a ! s 2 
