The case-cohort design is an economical approach to estimate the effect of risk factors on the survival outcome when collecting exposure information or covariates on all patients is expensive in a large cohort study. Variables often have group structure such as categorical variables and highly correlated continuous variables. The existing literature for casecohort data is limited to identifying non-zero variables at individual level only. In this article, we propose a bi-level variable selection method to select non-zero group and within-group variables for case-cohort data when variables have group structure. The proposed method allows the number of variables to diverge as the sample size increases. The asymptotic properties of the estimator including bi-level variable selection consistency and the asymptotic normality are shown. We also conduct simulations to compare our proposed method with some existing method and apply them to the Busselton Health data.
Introduction
The case-cohort design is widely used to estimate the effect of risk factors on survival outcome when measuring exposure information is costly. Case-cohort data consist of a random sample, called the subcohort, from the full cohort and all cases outside the subcohort. In other words, the expensive covariate information is collected from subjects being in the subcohort or having events of interest outside the subcohort. When studying multiple diseases of interest, the case-cohort design capable of using the same subcohort has been advocated. 1 The extensive work has been done for analyzing case-cohort data for survival outcomes. With a single disease, a pseudo-likelihood approach was proposed by Prentice 1 and Self and Prentice. 2 In order to improve efficiency, Barlow 3 and Kulich and Lin 4 proposed a robust estimator using a time-varying weight and a class of weighted estimation using all available information, respectively. When several case-cohort studies have already been conducted for multiple diseases, Kang and Cai 5 developed a joint model with multivariate failure time. However, they did not use extra information from the other diseases when estimating the effect of risk factors for a disease of interest. Kim et al. 6 developed a more efficient estimation method with a new weight to make full use of information from the other diseases.
In spite of the progress made in developing methods analyzing case-cohort data, studying variable selection under the case-cohort design has been limited. Recently, Ni et al. 7 proposed a variable selection procedure using the smoothly clipped absolute deviation (SCAD) penalty to select non-zero individual variables for a single casecohort study. In practice, variables often have group structure such as categorical variables and highly correlated continuous variables. For example, in the Busselton Health data from Cullen 8 and Knuiman et al., 9 a case-cohort study was conducted to investigate the association between serum ferritin and stroke event. It includes categorical variables such as smoking status and categorized serum ferritin levels, and continuous variables. For a continuous variable x, investigators often examine the effects of x, . . . , x a on the outcome of interest, where a is a positive integer. In practice, individual variable selection methods are used to identify important variables among 2 Model selection with adaptive group bridge under case-cohort designs 2.1 Estimation for case-cohort designs
We define notations for multiple case-cohort studies for generality. A single case-cohort study can be handled as a special case. To elaborate multiple case-cohort studies, we consider multivariate outcomes one of which is the outcome of interest for the univariate proportional hazards model.
Suppose there are n independent subjects and K diseases in the full cohort. For subject i with disease k, let T ik , C ik , and X ik ¼ minðT ik , C ik Þ denote the failure time of interest, censoring time, and observed time, respectively. Let Á ik ¼ IðT ik C ik Þ, N ik ðtÞ ¼ IðX ik t, Á ik ¼ 1Þ, and Y ik ðtÞ ¼ IðX ik ! tÞ be, respectively, a failure indicator, the counting process, and an at-risk indicator, where IðÁÞ is an indicator function. Let Z ik ðtÞ ¼ fZ ik1 ðtÞ, . . . , Z ikd n ðtÞg T be a d n Â 1 possibly time-dependent covariate vector. Without loss of generality, we assume that Z ik ðtÞ are centered and standardized. We assume that T ik is independent of C ik given Z ik ðÁÞ. The study period is assumed to be ½0, . Consider the event-specific hazards model: the hazard function for subject i with disease k is assumed to be h ik ftjZ ik ðtÞg ¼ h 0k ðtÞ expfb T k Z ik ðtÞg, where h 0k ðtÞ is an unspecified baseline hazard function and
is an unknown parameter vector of interest. 16 Let b 0 ¼ ð 10 , . . . , d n 0 Þ T be the true parameter vector. Under multiple case-cohort studies, covariate information is available for (i) a randomly selected subcohort from the full cohort and (ii) all cases from any causes outside the subcohort. The subcohort is shared by all outcomes. More specifically, fixedñ subjects are randomly selected from the full cohort for the shared subcohort. Let i be an indicator of subject i being selected into the subcohort. Each subject is selected with the same probability ¼ prð 1 ¼ 1Þ ¼ñ=n. The data under multiple case-cohort studies consist of fX ik , Á ik , i , Z ik ðtÞ,
Assume disease k is of interest. For disease k, the negative pseudo-partial likelihood is
w jk ðtÞY jk ðtÞ expfb
where w ik ðtÞ is the time-varying weight function for case-cohort data. There are several weight functions. 1, 3, 6, 17, 18 In this paper, we consider two efficient time-varying weight functions. The first weight function proposed by Kalbfleisch and Lawless 17 for a single case-cohort study has the following form
where
Þ which is an estimator for the subcohort selection probability representing the proportion of sampled subjects among subjects who have disease k and remain in the risk set at time t.
The weight function w ik,1 ðtÞ ignores the extra information from the other diseases under multiple case-cohort studies. To use all collected covariate information for subjects who have the other diseases outside the subcohort, Kim et al. 6 proposed the following more efficient weight
Þwhich is the proportion of sampled subjects among subjects who do not have any diseases and remain in the risk set at time t. The parameter estimator e b can be obtained by minimizing the negative pseudo-partial likelihood (1) using weights (2) or (3).
Adaptive group bridge
In this section, we propose the adaptive group bridge for bi-level variable selection with group variables. First, we define notations on group variables and their membership. Suppose that there are G groups and group memberships A 1 , . . . , A G are defined as subsets of f1, . . . , d n g. The cardinality of a set A is denoted by jAj. Groups are allowed to overlap. We define a jAj Â 1 vector 
For data with group structure, we propose the following penalized pseudo-partial likelihood to obtain the estimator.
where 0 5 5 1, n 4 0, 4 0, the c g 's are the constants to adjust for different jA g j's, and e b is a consistent estimator of b 0 .The estimator e b can be obtained from pseudo-partial likelihood (1) using weights (2) or (3). In practice, c g / jA g j 1À is widely used. 19, 13 When ¼ 0, the penalty term in (4) is the group bridge penalty of Huang et al. 13, 19 Using m as the weight is similar to the adaptive lasso of Zou. 20 Thus, we call our proposed penalty as the adaptive group bridge penalty. In the case with ¼ 1=2 and c g ¼ 1 for all g, the adaptive group bridge penalty is the same as the adaptive hierarchical penalty of Wang and Nan. 14 Although Huang et al. 13, 19 proposed the group bridge for bi-level variable selection, they showed the group variable selection consistency only, not the bi-level variable selection consistency. Because the group bridge set to 0 in (4), it equally penalizes m 's for m 2 A g within group g. This may lead to inconsistent within-group variable selection. To overcome this limitation of the group bridge, the adaptive group bridge uses the weight m in the penalty term like the adaptive lasso. When m0 ¼ 0, m is close to 0 for sufficiently large n. Thus, 1=j j j assigns larger penalties to zero parameters. On the other hand, 1=j m j converges to a non-zero constant when m0 6 ¼ 0. By doing so, putting the weight m into the penalty term enables the adaptive group bridge to identify non-zero variables at bi-level more consistently than the group bridge.
Asymptotic properties
In this section, we study the asymptotic properties of the adaptive group bridge estimator b b using weight (3). The asymptotic properties of the estimator using weight (2) can be similarly shown and thus their proofs are omitted in this article. We define a 0 ¼ 1, a 1 ¼ a, a 2 ¼ aa T , and the following notations: 
We make the following assumptions: 5. There exist constants C 1 and C 2 such that
where eigen min fAg and eigen max fAg are minimal and maximal eigenvalues of a matrix A, respectively. 6. There exist constants C 3 and C 4 such that
¼ , where ¼ñ=n and is a positive constant. 8. For some 1 and 2 such that 0 5 1 5 1, 0 5 2 , and 2 =ð1
Conditions 1-6 are standard conditions for the proportional hazards model. They are similar to Conditions A1-A3 of Cai et al. 10 and Conditions 1-4 of Ni et al. 7 They guarantee local asymptotic quadratic property ofl k ðbÞ and the existence of local minimizer of L n ðbÞ. Condition 7 is boundness for the subcohort selection probability. Conditions 8-9 control n , the number of variables within group, and the magnitude of the true non-zero parameters within non-zero groups as n ! 1. Similar conditions to Conditions 8-9 were used in Ahn et al. 15 We have the following theorem. 
where u is a jB 1 j Â 1 constant vector with jjujj ¼ 1, and 11 and À 11 are the leading jB 1 j Â jB 1 j submatrices of ðb 0 Þ and Àðb 0 Þ, respectively.
The Supplemental materials include the proof of Theorem 1 and the estimators of ðb 0 Þ and Àðb 0 Þ. Theorem 1 establishes the oracle property of the adaptive group bridge estimator. In particular, it shows that the adaptive group bridge consistently selects not only non-zero group variables, but also non-zero within-group variables.
We have the following corollary:
Corollary 1. Letb be the estimator based on the weighted pseudo-partial likelihood (1) using weights (2) or (3).
Under Conditions 1-7 and d
Computation
Since it is difficult to directly minimize L n ðbÞ with respect to b, we formulate minimizing L n ðbÞ to minimizing
We have the following proposition: 
Define b ð pÞ is the estimator at the pth step in optimization. Then, the algorithm is as follows:
Step 1 Obtainb by minimizing likelihood (1) and set it to the initial value b ð0Þ . Step 2 Compute X and Y using b ð pÞ at the pth step.
Step
À4 . To choose a tuning parameter, we can use the generalized cross validation by following Huang et al. 13 :
whered ð n Þ is the number of non-zero coefficients given n . To estimate the covariance matrix ofb 6 ¼ 0, we can use a quadratic approximation as in Fan and Li 21 and Huang et al. 13 It can be estimated as follows:
Simulation
We conducted simulations to evaluate the performance of the adaptive group bridge and compare it with the group bridge from Huang et al. 13 and SCAD of Ni et al. 7 under two case-cohort studies. The failure time for disease 1, T i1 , was generated based on the proportional hazards model. To generate failure time for disease 2, T i2 , we used the Clayton-Cuzick model We considered two censoring rates: 90% and 80%. The censoring distribution was generated independently from the uniform distribution. We assumed the constant baseline hazards: h 01 ðtÞ ¼ 2 and h 02 ðtÞ ¼ 8. We examined two event rates: 10% and 20% for k ¼ 1. The corresponding event rates for k ¼ 2 were 20% and 40%, respectively. The control-to-case ratio was set to 1:2. Two sample sizes of the full cohort were considered: n ¼ 750 and n ¼ 1500. Let n case be the expected number of cases given censoring rate. For each setting, 500 replications were conducted.
To compare the performance of the three variable selection methods, we calculated the group correction rate and the individual correction rate representing the proportion that each variable selection method correctly identified the true non-zero groups and non-zero individual variables of the underlying model, respectively. We also calculated group size (GS) and model size (MS) defined as the average number of non-zero groups and non-zero individual variables selected by each method. The ratio of mean squared errors was defined as the ratio of the mean squared error for each variable selection relative to the mean squared error of the oracle estimator
Oracle is the oracle estimator of b 0 at the ith iteration. The oracle estimator was obtained from the pseudopartial likelihood (1) with either weight (2) or weight (3) assuming we already knew the true non-zero variables. Therefore, the ratio of mean squared errors closer to 1 indicates a better estimation of b 0 .
In the first simulation, we examined group variables consisting of continuous variables. When the event rate was 10% with population size 750, there were five group variables with GSs ðjA 1 j, jA 2 j, jA 3 j, jA 4 T ¼ ð0, 0Þ T , was added. By doing so, we allowed d n to increase as n case increased. All variables within each group were generated from the multivariate normal distribution with mean 0, variance 1, and correlation 0.5. All groups other than Groups 2 and 3 were assumed to be independent. Thus, the true GS and MS were 3 and 6, respectively. For each scenario, the efficient case-cohort weight (3) and the traditional casecohort weight (2) were examined. Table 1 summarizes the results. Table 1 reports the group correction rate (GRC %), individual correction rate (IDC %), GS, MS, and ratio of mean square error (MSER). For all variable selection methods, higher event rates for disease 1 and larger sample sizes produced higher group correction and individual correction rates; group and MSs closer to 3 and 6, respectively; the MSER closer to 1. The results show that (i) group correction and individual correction rates for the adaptive group bridge are higher than those of the group bridge and SCAD; (ii) the GSs and the MSs for the adaptive group bridge are closer to 3 and 6, respectively, compared to the other two methods. Moreover, all three variable selection methods using the efficient case-cohort weight (3) have better group correction and individual correction rates than those using the traditional case-cohort weight (2), in particular when the event rate for disease 2 is higher and correlation between two failure times is smaller. We also examined different event rates, different pairwise correlations between variables, and a large number of coefficients with a high pairwise correlation between variables. In all scenarios, we had similar results to Table 1 . The detailed settings and results of some additional simulation studies are provided in the Supplemental Materials.
In the second simulation, we considered group structure with continuous and categorical variables. For 10% of event rate of disease 1, there were five groups: two groups consisting of categorical variables (A 1 ,A 2 ) and three groups consisting of continuous variables (A 3 ,A 4 ,A 5 ). The GSs were ðjA 1 j, jA 2 j, jA 3 j, jA 4 j, jA 5 The categorical variables in GS 2 and 3 were generated from variables with three and four categories, respectively. The reference groups were set to 0. The continuous variables were generated from multivariate normal distribution with mean 0, correlation within group 0.5, correlation between different groups 0. When the event rate for disease 1 was 20% with population size 750 or the event rate for disease 1 was 10% with population size 1500, we added one more group consisting of categorical variables with size 2, ð 16 , 17 Þ T ¼ ð0, 0Þ T . When the event rate for disease 1 was 20% with population size 1500, one more group consisting of categorical variables with size 2 such as ð 18 , 19 Þ T ¼ ð0, 0Þ T was added. Table 2 summarizes the results. For the group/ individual correction rates, GS, and MS, the adaptive group bridge outperformed the group bridge and SCAD; the efficient case-cohort weight (3) correctly identified the true non-zero variables better than the traditional casecohort weight (2) in all three methods. The mean square ratio of the adaptive group bridge is always smaller than that of the group bridge in all settings and is comparable with or less than that of SCAD.
We also examined the performance of variable selection when there were continuous variables (Z ij 's) and their squared variables (Z 2 ij 's). The detailed settings and simulation results are presented in the Supplemental Materials. The results are similar to Table 1 : the adaptive group bridge has better bi-level selection accuracy than the group bridge and SCAD. And the mean group and MSs of the adaptive group bridge are closer to their true values compared to the other two methods. This suggests that when some of the variables are highly collinear, bi-level selection may be beneficial even if individual variable selection is of interest.
Data analysis
We applied the proposed method to analyze the data from the Busselton Health Study. 8, 9 The Busselton Health Study was conducted in the south-west of Western Australia and questionnaires were used every three years from 1966 to 1981 to collect general health information for adult participants. The main aims of this study were to evaluate the association between stroke and serum ferritin effect and to identity risk factors related to stoke. The population consisted of 1612 men and women aged 40-89 who participated in 1981 and were free of coronary heart disease or stroke at that time. The outcome of interest was the time to stoke event, defined as hospital admission, any procedure, or death from stroke, which had followed by 31 December 1998. The time to stoke event was considered censored if subjects did not have an event by the end of study time or lost to follow-up during the study period.
To reduce the cost and preserve the blood sample, the case-cohort study was conducted for stoke. In addition to case-cohort sample for stoke, additional serum ferritin information was obtained from another case-cohort study for coronary heart disease. Under this design, the serum ferritin was measured for all the subjects with coronary heart disease and/or stroke as well as those in the subcohort. The full cohort size and the subcohort size were 1210 and 450, respectively. There were 117 subjects and 55 subjects who had stroke events in the full cohort and the subcohort, respectively. Extra information of serum ferritin was available for 174 subjects who had only coronary heart disease outside the subcohort. The other risk factors included age, gender, body mass index (BMI), blood pressure treatment, cholesterol, triglycerides, hemoglobin and smoking status.
To identify non-zero variables, we used the adaptive group bridge with weights (2) and (3) and compared the results with those from group bridge and SCAD. For continuous variables such as age, BMI, and triglycerides, we considered the following hierarchical structure: (Group 1) each continuous variable (GS 1); (Group 2) each continuous variable and its squared value (GS 2). All variables were centered and standardized. Since triglycerides were severely skewed, log-transformed triglycerides was used before standardization. Table 3 reports estimated coefficients and their standard errors using the group bridge, adaptive group bridge, and SCAD. The results show that SCAD selected more variables than the group bridge and the adaptive group bridge regardless of the weights. In particular, the standard errors of serum ferritin levels, the square of logtransformed triglycerides, BMI, and diabetes treatment that SCAD identified even with weight (3) were large for their estimates. When using the traditional weight (2), all three methods selected more variables than when using the efficient weight (3). More specifically, compared to the variables selected by the group bridge with weight (3), the group bridge with weight (2) selected four additional variables including ferritin tertile 2, log-transformed triglycerides, its quadratic terms, and diabetes treatment. The standard errors of those four variables' estimates were relatively large for their estimates. On the other hand, the adaptive group bridge with weight (2) additionally selected diabetes treatment only compared to the variables selected by the adaptive group bridge with weight (3). Both the group bridge and the adaptive group bridge using the efficient weight (3) selected the same three variables: age, blood pressure treatment, and sex. Therefore, increased age, blood pressure treatment, and female were associated with stoke event. 
TR: triglycerides; TRT: treatment; AGB: adaptive group bridge; GB: group bridge; SCAD: smoothly clipped absolute deviation; BMI: body mass index.
We compared the model errors of the three methods using a fivefold cross-validation evaluation. Following Huang et al., 13 we considered the following model error: MEð b bÞ ¼ EfexpðÀ b b T ZÞ À expðÀb T 0 ZÞg 2 . We estimated the model error for case-cohort data as follows
For the traditional weight (2), the estimated model errors for the adaptive group bridge, the group bridge, and SCAD were 1.16, 2.35, and 11.05, respectively. When the efficient weight (3) was used, the estimated model errors for the three methods were smaller than those using the traditional weight (2): 0.18, 0.63, and 1.85 for the adaptive group bridge, the group bridge, and SCAD, respectively. For both weights, the adaptive group bridge had the smallest model error, which indicates the adaptive group bridge had a better prediction than the other two methods.
Discussion
We proposed the adaptive group bridge for case-cohort data and studied its asymptotic properties. The simulation studies and the Busselton Health data example showed the adaptive group bridge was superior to the group bridge and SCAD in terms of variable selection and prediction. The objective function of the proposed penalized proportional hazards model with the adaptive group bridge is non-convex. To minimize the non-convex objective function, we proposed a coordinate decent algorithm using the quadratic approximation of the pseudo-likelihood function and the optimization scheme for the adaptive L 1 penalty.
The proposed method is limited to when d n 5 n. Studying bi-level selection when d n 4 n would be an important future research problem. One way to deal with this problem is screening. The two-stage selection procedure may be considered: we screen group variables in the first stage and then we make the parsimonious list of non-zero variables using the adaptive group bridge in the second stage.
Making an inference using the selected variables only may not be valid because hypotheses are generated from the data and not pre-specified. Recently post-selection inference for LASSO got much attention. [23] [24] [25] Developing a method to conduct valid inference after model selection would be an important research problem.
In this paper, we have considered the event-specific model. The joint analysis should be conducted when an investigator compares the risk effects on different diseases. Developing a variable selection method for multivariate failure time models under multiple case-cohort studies would be another interesting future research problem.
