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Abstract
Starting with the first-order singular Lagrangian describing the dynamical
system with 2nd-class constraints, the noncommutative quantum mechanics
on a curved space is investigated by the constraint star-product quantization
formalism of the projection operator method. Imposing the additional con-
straints to eliminate the reduntant degrees of freedom, it is shown that the
resultant noncommutative quantum system on the curved space is represented
with two kinds of the constrained quantum systems, which are equivalent
with each other. Then, it is shown that the resultant Hamiltonians con-
tain the quantum corrections caused by the uncertainty relations among the
constraint-operators in addition to those due to the projections of operators,
which are missed in the usual approaches with the Dirac-bracket quantization
formalism.
1 Introduction
The problem of the noncommutative extensions of the quantum systems con-
strained to a submanifold embedded in the higher-dimensional Euclidean space
has been investigated widely investigated as one of the quantum theories on a
curved space untill now[1, 2]. As the curved space, the submanifold MN−1 spec-
ified by G(x) = 0 (G(x) ∈ C∞) in an N -dimensional Euclidean space RN has
been considered in many studies, where x = (x1, · · · , xi, · · · , xN ) ∈ RN . Then,
we have shown in the previous studies[2] that the projected constrained quantum
systems contain the quantum corrections associated to the projections of operators
through the constraint star-product quantization formalism of projection operator
method(POM)[3, 4, 5, 6].
As shown in our previous studies[3, 7, 8], the POM satisfies the decomposition of
unity formula for the associated canonically conjugate set (ACCS) of the constraint
operators. From this formula, then, we will propose the ACCS-expansion formula
in the POM.
∗E-mail:mnakamur@hm.tokoha-u.ac.jp
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In this paper, we will construct exactly the noncommutative quantum system on
a curved space in the general form. Then, it will be shown that the commutator-
algebras and the Hamiltomians in the resultant constraint quantum systems con-
tain the quantum corrections associated to the uncertainty relations among the
constraint-operators in addition to those due to the projections of operators, which
are missed in the usual approaches with the Dirac-bracket quantization formalism.
The present paper is qrganized as follows. In Sect.2, we propose the brief review
of the constraint star-product quantization formalism of the POM and the ACCS-
expansion formulas. In Sect.3, we set up the initial unconstraint quantum system,
and the consistent-set of constraint-operators and the Lagrange multiplier operators
are fixed. Imposing the additional constraints, in Sect.4, the resultant noncommu-
tative quantum systems on the curved space are constructed in the exact form, and
the quantum corrections in these resultant systems are investigated. In Sect.5, the
discussion and the some concluding remarks are given.
2 ACCS-Expansion of Constraint System
Following the previous works [2], we here present the brief review of the constraint
star-product quantization formalism and the ACCS-expansion formulas in quantum
constraint systems.
2.1 Star-product quantization
Let S = (C,A(C), H(C),K) be the initial unconstraint quantum system, where
C = {(qi, pi); i = 1, · · · , N} is a set of canonically conjugate operators (CCS), A(C),
the commutator algebra of C defined with
A(C) : [qi, pj] = ih¯δ
i
j , [q
i, qj] = [pi, pj] = 0, (2.1)
and H(C) is the Hamiltonian of the initial unconstraint system, K = {Tα(C)|α =
1, · · · , 2M < 2N}, the set of the constraint-operators Tα(C) corresponding to the
second-class constraints Tα ≈ 0. Starting with S, our task is to construct the
constraint quantum system S∗ = (C∗,A(C∗), H∗(C∗)), where C∗ is the projected
CCS satisfying
Tα(C
∗) = 0 (α = 1, · · · , 2M). (2.2)
For this purpose, we first construct the associated canonically conjugate set (ACCS)
from K and the projection operator Pˆ , which is defined as the hyper-operator, to
eliminate Tα (α = 1, · · · , 2M). Then, C
∗ is defind by C∗ = PˆC.
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Let {(ξa, πa)|a = 1, · · · ,M} be the ACCS, and their symplectic forms be
Zα =
{
ξa (α = a)
πa (α = a+M) (α = 1, · · · , 2M ; a = 1, · · · ,M),
(2.3)
which obey the commutator algebra
[ξa, πb] = ih¯δ
a
b , [ξ
a, ξb] = [πa, πb] = 0,
[Zα, Zβ] = ih¯J
αβ ,
(2.4)
where Jαβ is the 2N × 2N symplectic matrix.
We next define the symplectic hyper-operators Zˆ
(±)
α (α = 1, . . . , 2M) as follows:†
Zˆ(−)α =
1
ih¯
[Zα, ], Zˆ
(+)
α = {Zα, }. (2.5)
From (2.4), Zˆ(±) obey the hyper-commutator algebra
[Zˆ
(±)
α , Zˆ
(±)
β ] = 0,
[Zˆ
(±)
α , Zˆ
(∓)
β ] = [Zˆ
(∓)
α , Zˆ
(±)
β ] = J
αβ .
(2.6)
Then, the projection operator Pˆ is defined by
Pˆ = exp
[
(−1)sZˆ(+)α
∂
∂ϕα
]
exp[JαβϕαZˆ
(−)
β ]|ϕ=0, (2.7)
which satisfies the projection conditions
PˆTα(C) = Tα(C
∗) = 0 (α = 1, · · · , 2M) (2.8)
and the following formulas for the decomposion of unity:
Iˆ = exp
[
−(−1)sZˆ
(+)
α
∂
∂ϕα
]
Pˆ exp[JαβϕαZˆ
(−)
β ]|ϕ=0
= exp
[
(−1)sZˆ
(+)
α
∂
∂ϕα
]
Pˆ exp[−JαβϕαZˆ
(−)
β ]|ϕ=0,
(2.9)
where Iˆ = 1 is the unity hyper-operator.
The hyper-operator Ωˆηζ in the constraint star-product quantization formalism is
defined by
Ωˆηζ = J
αβZˆ(−)α (η)Zˆ
(−)
β (ζ) = ξˆ
a(η)πˆa(ζ)− πˆa(η)ξˆ
a(ζ) (2.10)
†For any operators A,B, {A, B} =
1
2
(AB +BA).
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with the nonlocal representations for the operations of hyper-operators, which sat-
isfies
Ωˆtηζ = Ωˆζη = −Ωˆηζ , (2.11)
and two-kinds of star-product are defined as follows:
X ⋆ Y = exp(
h¯
2i
Ωˆηζ)X(η)Y (ζ)
∣∣∣∣
η=ζ
(2.12)
and
X Pˆ ⋆ Y =
(
Pˆ(η)Pˆ(ζ) exp(
h¯
2i
Ωˆtηζ)X(η)Y (ζ)
)∣∣∣∣
η=ζ
. (2.13)
Using the ⋆ and Pˆ⋆-products, the commutator-formulas and the symmetrized
product-ones under the operation of Pˆ are expressed as follows:
[PˆX, PˆY ] = Pˆ[X, Y ]⋆ = Pˆ(X ⋆ Y − Y ⋆ X),
{PˆX, PˆY } = Pˆ {X, Y }⋆ =
1
2
Pˆ(X ⋆ Y + Y ⋆ X),
(2.14a)
and
Pˆ[X, Y ] = [X, Y ]Pˆ⋆ = (X Pˆ ⋆ Y − Y Pˆ ⋆ X),
Pˆ {X, Y } = {X, Y }Pˆ⋆ =
1
2
(X Pˆ ⋆ Y + Y Pˆ ⋆ X).
(2.14b)
2.2 ACCS-expansion of operators
From the formula (2.9), any operator O(C) is represented in the following form‡:
O(C) = IˆO(C) =
∞∑
n=0
1
n!
Jα1β1 · · ·JαnβnZˆ(+)α1 · · · Zˆ
(+)
αn PˆZˆ
(−)
βn
· · · Zˆ
(−)
β1
O(C)
=
∞∑
n=0,m=0
(−1)n
n!m!
ξˆ(+)nπˆ(+)mPˆ ξˆ(−)mπˆ(−)nO(C)
= PˆO(C) +O′(Z, C),
(2.15a)
where
O′(Z, C) =
∞∑
n,m=0;n+m6=0
(−1)n
n!m!
ξˆ(+)nπˆ(+)mPˆ ξˆ(−)mπˆ(−)nO(C) (2.15b)
‡ξˆ(+)npˆi(+)m = ξˆ
(+)
a1 · · · ξˆ
(+)
an pˆi
(+)
b1
· · · pˆi
(+)
bm
, ξˆ(−)mpˆi(−)n = ξˆ
(−)
bm
· · · ξˆ
(−)
b1
pˆi
(−)
an · · · pˆi
(−)
a1 .
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In the decomposition of O(C), Eq.(2.15a), the projected part PˆO(C) contains
the quantum correction terms caused by the operator ordering, and the ACCS-
expansion part O′(Z, C) products the other type of quantum corrections associated
to the uncertainty relations for the ACCS
∆ξa∆πb ≥
h¯
2
δab. (2.16)
From the decomposition (2.15a), the initial Hilbert space H is defined as follows:
H = H∗ ⊕Hc, (2.17)
where H∗ is the subspace with the CCS C∗, and Hc, that with the ACCS {Zα|α =
1, · · · , 2M}. Then, the hyper-operator Pˆ is defined by
PˆO(C) =
< Φ|O(C)|Φ >
< Φ|Φ >
(2.18)
with Φ ∈ Hc, which satisfies the following formulas:
PˆPˆ = Pˆ, Zˆ(−)α Pˆ = 0, PˆPˆ = Pˆ, PˆPˆ = Pˆ. (2.19)
Using the hyper-operator Iˆ and Pˆ, O(C) is projected out into the constraint sub-
space H∗ in the following form:
O(C) → O∗(C) = PˆIˆO(C)
= PˆO(C) +
∞∑
n,m=0;n+m6=0
(−1)n
n!m!
< ξˆ(+)nπˆ(+)m1 >Φ Pˆ ξˆ
(−)mπˆ(−)nO(C)
= PˆO + QˆO
(2.20a)
with < ξˆ(+)nπˆ(+)m1 >Φ= Pˆξˆ
(+)nπˆ(+)m1, where
PˆO = PˆO(C),
QˆO =
∞∑
n,m=0;n+m6=0
(−1)n
n!m!
< ξˆ(+)nπˆ(+)m1 >Φ Pˆ ξˆ
(−)mπˆ(−)nO(C),
(2.20b)
and, Φ is one of the several relevant states to minimize the uncertainty relations
among Z’s. As such a state, we shall take the ground state of the coherent states
with respect to the ACCS {(ξ, π)}, which is denoted with Φc, and is defined by
< ξ|Φc >=
(
1
πh¯
)1/4
exp(−
1
2h¯
ξaξa) (2.21)
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in the Schro¨dinger representation. Using (2.21), the fundamental expectation values
for ACCS with respect to Φc become as follows:
< Φc|ξˆ
(+)
a · 1|Φc > = < Φc|πˆ
(+)
a · 1|Φc >= 0,
< Φc|ξˆ
(+)
a ξˆ
(+)
b · 1|Φ
c > = < Φc|πˆ
(+)
a πˆ
(+)
b · 1|Φ
c >=
h¯
2
δab,
< Φc|ξˆ
(+)
a πˆ
(+)
b · 1|Φ
c > = < Φc|πˆ
(+)
a ξˆ
(+)
b · 1|Φ
c >= 0.
(2.22)
Then, QˆO is given as
QˆO =
∞∑
n,m=0;n+m6=0
1
n!m!
(
h¯
4
)n+m
Pˆ ξˆ(−)2mπˆ(−)2nO(C), (2.23)
which contains the quantum effects associated to the uncertainty relations among
the ACCS .
Thus, O∗(C) is represented in the following way:
O∗(C) = PˆIˆO(C) = PˆO(C) + QˆO(C)
= PˆO(C) +
∞∑
n,m=0;n+m6=0
1
n!m!
(
h¯
4
)n+m
Pˆ ξˆ(−)2mπˆ(−)2nO(C).
(2.24)
3 Initial Hamiltonian System S
Let Θ be the totally antisymmetric tensor defined by
Θij = θεij (3.1)
with the constant noncommutative-parameter θ and the completely antisymmetric
tensor εij (εij = 1 (i > j), εji = −εij (i, j = 1, · · · , N)), we shall consider the
dynamical system described by the first-order singular Lagrangian [2]
L = L(x, x˙, v, v˙, λ, λ˙, u, u˙)
= x˙ivi − λG˙(x)−
1
2
u˙iΘ
ijuj − h0(x, v),
(3.2a)
where G˙(x) = x˙iGi(x)
††, and h0(x, v) corresponds to the Hamiltonian of free parti-
cles,
h0(x, v) =
1
2
vivi. (3.2b)
††Gi(x) = ∂
x
i
G(x) with ∂x
i
= ∂/∂xi.
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Then, the initial unconstraint quantum system S = (C,A(C), H(C),K) is con-
structed as follows:
i) Initial canonically conjugate set C
C = {(xi, pxi ), (vi, p
i
v), (λ, pλ), (ui, p
i
u)|i = 1, · · · , N}, (3.3)
which obeys the commutator algebra A(C):
[xi, pxj ] = ih¯δ
i
j , [vi, p
j
v] = ih¯δ
j
i , [ui, p
j
u] = ih¯δ
j
i ,
[λ, pλ] = ih¯, (the others) = 0.
(3.4)
ii) Initial Hamiltonian H
H = {µi(1), φ
(1)
i }+ {µ
i
(2), φ
(2)
i }+ {µ(3), φ
(3)}+ h0(x, v), (3.5)
where φ(n), (n = 1, · · · , 3) are the constraint operators corresponding to the pri-
mary constraints together with φ
(4)
i (i = 1, · · · , N) and µ
i
(n) (n = 1, · · · , 4) are the
Lagrange multiplier operators.
iii) Consistent set of constraints and the Lagrange multiplier operators
Through the consistency conditions for the time evolusions of constraint opera-
tors, the consistent set of constraints, K, is set up as follows:
K = {φ(1)i , φ
(2)
i , φ
(3), φ
(4)
i , ψ
(1)} (3.6)
with
φ
(1)
i = vi − p
x
i − λGi(x), φ
(2)
i = p
i
v,
φ(3) = pλ, φ
(4)
i = p
i
u +
1
2
Θijuj,
ψ(1) = Gi(x)vi,
(3.7)
where φ(n) (n = 1, · · · , 4) are the constraint operators corresponding to the primary
constraints and ψ(1), one corresponding to the secondary constraint.
Then, the Lagrange multiplier operators, µi(1), µ
i
(2), µ(3) and µ
i
(4) are obtained with
µi
(1)
= −vi, µ
i
(2)
= µ(2)i;kl(x)vkvl,
µ(3) = µ
(3)
kl (x)vkvl, µ
i
(4)
= 0,
(3.8)
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where
G(x) = Gi(x)Gi(x),
µ
(2)
i;kl(x) = −G
−1(x)Gi(x)Gkl(x),
µ
(3)
kl (x) = −G
−1(x)Gkl(x),
(3.9)
which satisfies
µ
(2)
i;kl(x) = Gi(x)µ
(3)
kl (x). (3.10)
The consistent set K obeys the commutator algebra A(K):
[φ(1)i , φ
(2)
j ] = ih¯δij , [φ
(2)
i , ψ
(1)] = −ih¯Gi(x),
[φ(1)i , φ
(3)] = −ih¯Gi(x), [φ
(4)
i , φ
(4)
j ] = ih¯Θ
ij,
[φ(1)i , ψ
(1)] = ih¯Gij(x)vj , (the others) = 0.
(3.11)
Thus, we have constructed the initial unconstraint quamtum system S.
4 Sequential Projections for K
Starting with the initial quantum system S, we shall construct the constraint
quantum system S∗ strictly satisfying K = 0 through the ACCS-expansion formu-
lation in the star-produt quantization formalism with POM.
4.1 Classification of K and Sequential projections
From the structure of the commutator algebra (3.11), we shall classify K into the
following three subsets:
K = K(A) ⊕K(B) ⊕K(C),
K(A) = {φ(1)i , φ
(2)
i |i = 1, · · ·N}, K
(B) = {φ(3), ψ(1)}, K(C) = {φ(4)i |i = 1, · · · , N}.
(4.1)
Taking account of the commutator algebra (3.11), then, the sequential projections
of S can be uniquely carried out through the following projection-diagram:
S → S(1) = S(K(A) = 0)→ S(2) = S(1)(K(B) = 0)→ S(3) = S(2)(K(B) = 0)→ S∗,
(4.2a)
where
S(1) = (C(1), H (1),K(B) ⊕K(C)), S(2) = (C(2), H (2),K(C)), S(3) = (C(3), H (3),K = 0).
(4.2b)
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4.2 Construction of S (1)
Using the POM and the ACCS-expansion formulation, we shall provide S(1) with
the precise form.
4.2.1 ACCS for K(A)
From the commutator algebra A(K), (3.11), the ACCS for K(A) is defined as
Z (1)α =
{
ξ(1)i = φ
(1)
i = vi − p
x
i − λGi(x), (α = i),
π
(1)
i = φ
(2)
i = p
i
v (α = i+N).
(4.3)
Then, Z
(1)(−)
α operates on C in the following way:
ξˆ
(1)(−)
k xi = δki, ξˆ
(1)(−)
k λ = 0, πˆ
(1)(−)
k x
i = 0, πˆ
(1)(−)
k λ = 0,
ξˆ
(1)(−)
k p
x
i = −λGki(x), ξˆ
(1)(−)
k pλ = −Gk(x), πˆ
(1)(−)
k p
x
i = 0, πˆ
(1)(−)
k pλ = 0,
ξˆ
(1)(−)
k vi = 0, ξˆ
(1)(−)
k ui = 0, πˆ
(1)(−)
k vi = −δki, πˆ
(1)(−)
k ui = 0,
ξˆ
(1)(−)
k p
i
v = δki, ξˆ
(1)(−)
k p
i
u = 0 πˆ
(1)(−)
k p
i
v = 0, πˆ
(1)(−)
k p
i
u = 0,
(k = 1, · · · , N).
(4.4)
4.2.2 Projection operator Pˆ(1) and the projected CCS C(1)
Let the projection operator for K(A) be Pˆ (1) = Pˆ(Z
(1)(+)
α , Z
(1)(−)
α ), which satisfies
the projection conditions :
Pˆ (1)φ(1)i = Pˆ
(1)ξ(1)i = 0,
Pˆ (1)φ(2)i = Pˆ
(1)π
(1)
i = 0.
(4.5)
Then, the projected CCS C(1) is defined by
C(1) = Pˆ (1)C = {(Pˆ (1)xi, Pˆ (1)pxi ), (Pˆ
(1)vi, Pˆ
(1)pvi ), (Pˆ
(1)λ, Pˆ (1)pλ), (Pˆ
(1)ui, Pˆ
(1)pui )}
= {xi, pxi , vi, λ, pλ, ui, p
i
u},
with vi − p
x
i − λGi(x) = 0, p
i
v = 0,
(4.6)
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which satisfies the commutator-algebra A(C(1)):
[xi, pxj ] = ih¯δ
i
j, [x
i, vj ] = ih¯δ
i
j ,
[vi, p
x
j ] = ih¯λGij(x), [vi, pλ] = ih¯Gi(x),
[λ, pλ] = ih¯, [ui, p
j
u] = ih¯δ
j
i , (the others) = 0.
(4.7)
The remaining constraints K(B) and K(C) are projected on to C(1) as follows:
Pˆ (1)φ(3) = Pˆ (1)pλ = pλ = φ
(3) ∈ C(1),
Pˆ (1)ψ(1) = Pˆ (1) {Gi(x), vi} = {Pˆ
(1)Gi(x), Pˆ
(1)vi}
= {Gi(x), vi} = ψ
(1) ∈ C(1),
Pˆ (1)φ(4) = Pˆ (1)(piu +
1
2
Θijuj) = p
i
u +
1
2
Θijuj = ψ(4) ∈ C
(1).
(4.8)
Thus,
K(B)(∈ C(1)) = {φ(3), ψ(1)} with A(K(B)) : [ψ(1), φ(3)] = ih¯G(x),
K(C)(∈ C(1)) = {φ(4)} with A(K(C)) : [φ(4)i , φ
(4)
j ] = ih¯Θ
ij .
(4.9)
4.2.3 Projected Hamiltonian H (1)
From the formula (2.24), H (1) is constructed as follows:
H (1) = Pˆ(1)Iˆ(1)H = Pˆ (1)H + Qˆ(1)H, (4.10)
where
Pˆ (1)H
=
1
2
vivi +
h¯2
4
G−1(x)Gi(x)Gij(x) + { {µ
(3)
kl (x), vkvl}, pλ}+
h¯2
4
{µ(3)kl (x);kl, pλ}
(4.11a)
and
Qˆ(1)H =
∞∑
n+m6=0
1
n!m!
(
h¯
4
)n+m
Pˆ (1)(πˆ
(1)(−)
k πˆ
(1)(−)
k )
m(ξˆ
(1)(−)
l ξˆ
(1)(−)
l )
n H
= −
h¯
4
N + UI(x) + {U
kl
II
(x), vkvl}+ {UIII(x), pλ}+ { {U
kl
IV
(x), vkvl}, pλ}.
(4.11b)
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The explicit forms of UI(x),U
kl
II (x),UIII(x) and U
kl
IV(x) in Qˆ
(1)H are presented in
Appendix A.
Then, H (1) is represented in the following form:
H (1) = −
h¯
4
N +
1
2
vivi
+ UI(x) + {U
kl
II
(x), vkvl}+ {UIII(x), pλ}+ { {U
kl
IV
(x), vkvl}, pλ},
(4.12a)
where
UI(x) = UI(x) +
h¯2
4
G−1(x)Gkl(x)Gkl(x),
UklII (x) = U
kl
II (x),
UIII(x) = UIII(x) +
h¯2
4
µ
(3)
kl (x);kl,
Ukl
IV
(x) = Ukl
IV
(x) + µ(3)kl (x).
(4.12b)
Thus, we have constructed the projected quantum system S(1):
S(1) = (C(1), H (1),K(B) ⊕K(C)). (4.13)
4.3 Construction of S (2)
Following the projection diagram (4.2a), we shall construct S(2), where K(B) = 0.
4.3.1 ACCS of K(B)
From the commutator algebra A(K(B)) in (4.9), the ACCS is given by
Z (2)α =
{
ξ(2) = {G−1(x), ψ(1)} = {G−1(x)Gi(x), vi}, (α = 1),
π(2) = φ(3) = pλ (α = i+N).
(4.14)
Then, Z
(2)(−)
α operates on C(1) as follows:
ξˆ(2)(−)xi = νi(x), ξˆ
(2)(−)λ = 0, ξˆ(2)(−)pλ = 1, ξˆ
(2)(−)ui = 0, ξˆ
(2)(−)piu = 0,
ξˆ(2)(−)pxi = 2ξˆ
(2)(+)µ
(2)
k;ki(x)− {µ
(3)
ik (x), vk} − λµ
(2)
k;ki(x),
ξˆ(2)(−)vi = 2ξˆ
(2)(+)µ
(2)
k;ki(x)− {µ
(3)
ik (x), vk},
πˆ(2)(−)vi = −Gi(x), πˆ
(2)(−)λ = −1, (the others) = 0,
(4.15)
where
νi(x) = −G
−1(x)Gi(x). (4.16)
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4.3.2 Projection operator Pˆ(2) and the projected CCS C(2)
Let the projection operator for K(B) be Pˆ (2) = Pˆ(Z
(2)(+)
α , Z
(2)(−)
α ), which satisfies
the projection conditions for K(B):
Pˆ (2)φ(3) = Pˆ (2)pλ = 0,
Pˆ (2)ψ(1) = Pˆ (2)ξˆ(2)(+)G(x) = 0.
(4.17)
Then, Pˆ (2)C(1) becomes
Pˆ (2)C(1) = {xi, pxi , vi, λ, ui, p
i
u|i = 1 · · · , N},
with vi − p
x
i − {λ, Gi(x)} = 0,
piv = 0, pλ = 0, {Gi(x), vi} = 0,
(4.18)
which obeys the commutator-algebra A(Pˆ (2)C(1)):
[xi, pxj ] = ih¯δ
i
j ,
[ui, p
j
u] = ih¯δ
j
i ,
[vi, vj ] = ih¯ {µ
(2)
i;jk(x)− µ
(2)
j;ik(x), vk},
[xi, vj] = ih¯Pij(x),
[vi, p
x
j ] = ih¯( {λ, Pik(x)Gkj}+ {µ
(2)
i;jk(x), vk}),
[xi, λ] = ih¯νi(x),
[λ, pxi ] = ih¯( {µ
(3)
ik (x), vk}+ {λ, µ
(2)
k;ik(x)}),
[λ, vi] = ih¯ {µ
(3)
ik (x), vk}, (the others) = 0.
(4.19)
Through (4.18) and (4.19), thus, the projected CCS C(2) is defined as
C(2) = {(xi, pxi ), (ui, p
i
u)|i = 1, · · · , N} (4.20a)
with
vi = {Pij(x), p
x
j }, λ = − {G
=1(x)Gi(x), p
x
i },
piv = 0, pλ = 0,
(4.20b)
which obeys the commutator algebra A(C(2)):
[xi, pxj ] = ih¯δ
i
j , [ui, p
j
u] = ih¯δ
j
i , (the others) = 0. (4.21)
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From (4.15), the remaining constraints φ(4)i (i = 1, · · · , N) (∈ K
(C)) are projected
on to C(2) in the following way:
Pˆ (2)φ(4)i = Pˆ
(2)(piu +
1
2
Θijuj) = p
i
u +
1
2
Θijuj = φ
(4)
i ∈ C
(2). (4.22)
Thus,
K(C)(∈ C(2)) = {φ(4)} with A(K(C)) : [φ(4)i , φ
(4)
j ] = ih¯Θ
ij. (4.23)
4.3.3 Projected Hamiltonian H (2)
With the similar procedure in S(1), H (2) is obtained in the following way:
H (2) = Pˆ(2)Iˆ(2)H (1) = Pˆ (2)H (1) + Qˆ(2)H (1), (4.24a)
where
Qˆ(2) =
∞∑
n+m6=0
1
n!m!
(
h¯
4
)n+m
Pˆ (2)(πˆ(2)(−))2m(ξˆ(2)(−))2n. (4.24b)
i) Pˆ (2)H (1)
Since H (1) is rewritten as
H (1) = −
h¯
4
N +
1
2
vivi+UI(x)+ {U
ij
II (x), vivj}+πˆ
(2)(+)UIII(x)+πˆ
(2)(+) {U ijIV(x), vivj},
(4.25)
then, Pˆ (2)H (1) becomes as
Pˆ (2)H (1)
= −
h¯
4
N +
1
2
{δij + 2U
ij
II (x), {vi, vj}}+
1
2
Uvii(x) + UI(x) + U
v
ij(x)U
ij
II (x)
−
h¯2
4
Gi(x)Gj(x)(ν(x)∂)
2U ijII (x) +
h¯2
2
Gi(x)Pjk(x)((ν(x)∂)U
ij
II (x));k,
(4.26a)
where (ν(x)∂) = (νi(x)∂
x
i ) and U
v
ij(x) is the quantum correction due to the projec-
tion of {vi, vj}:
Uvij(x) =
h¯2
2
µ
(3)
ik (x)Gkj(x) +
3h¯2
4
µ
(2)
k;ik(x)µ
(2)
l;jl(x). (4.26b)
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ii) Qˆ(2)H (1)
Qˆ(2)H (1) is represented with
Qˆ(2)H (1) = Qˆ(2)
1
2
{vi, vi}+ Qˆ
(2)UI(x) + Qˆ
(2) {U ij
II
(x), vivj}
+ Qˆ(2) {UIII(x), pλ}+ Qˆ
(2) { {U ijIV(x), vivj}, pλ},
(4.27)
the explisit form of which is presented in Appendix B.
iii) Projected Hamiltonian H (2)
From (4.26a) and (4.27), the projected Hamiltonian H (2) is represented in the
following form:
H (2) = Pˆ (2)H (1) + Qˆ(2)H (1)
= −
h¯
4
N +
1
2
{Pik(x)M
(2)
kl (x)Plj(x), {p
x
i , p
x
j }}+ U
(2)
I
(x) + U (2)
II
(x),
(4.28a)
where
M (2)ij (x) = δij +m
(2)
ij (x),
m
(2)
ij (x) = 2U
ij
(II)(x) +B
ij(x) + 2Mij(II)(x) + h¯M
ij
(IV)(x),
(4.28b)
and, Bij(x), Mij(II)(x) and M
ij
(IV)(x) are presented in Appendix B.
Here, U (2)I (x) is the quantum correction due to the operator re-ordering
in
1
2
{M (2)ij (x), {vi, vj}} =
1
2
{M (2)ij (x), { {Pik(x), p
x
k}, {Pjl(x), p
x
l }}}:
U (2)I (x) =
h¯2
8
M (2)ij (x)((Pik(x)Pjl(x));kl + Pik(x);lPjl(x);k)
+
h¯2
8
(M (2)ij (x);k(Pik(x)Pjl(x));l + (Pik(x)Pjl(x));kM
(2)
ij (x);l,
(4.29a)
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and U (2)II (x), the quanum correction associated to the ACCS expansion with Pˆ
(2):
U (2)II (x) =
1
2
M (2)ij (x)U
v
ij(x) +
h¯2
8
Bii(x) +
∞∑
n=0
1
n!
(
h¯
4
)n
(ν(x)∂)2n(
h¯
4
G(x) + UI(x))
−
h¯2
8
Gi(x)Gj(x)(ν(x)∂)
2m
(2)
ij (x) +
h¯2
4
Gi(x)Pjk(x)(ν(x)∂)m
(2)
ij (x);k
+
h¯
2
∞∑
n=0
1
n!
(
h¯
4
)n
(ν(x)∂)2n(U ijII (x)Gi(x)Gj(x) + νk(x)UIII(x);k)
+
h¯2
4
∞∑
n=0
1
n!
(
h¯
4
)n
(ν(x)∂)2n(νk(x)(U
ij
IV
(x)Gi(x)Gj(x));k) + U
(II)(x) + U (IV)(x),
(4.29b)
where Bii(x) is presented in Appendix B.1, and U
(II)(x) is defined in Appendix B.3,
U (IV)(x), defined in Appendix B.5.
Thus, we have constructed S(2) = (C(2), H (2),K(C)).
4.4 Construction of S (3)
In order to eliminate the remaining constraint-set K(C), we shall impose the ad-
ditional constraints, which produce the noncommutativity for the CCS C(2).
For this purpose, here, we shall prepare the following quantities:
Ξij = ηε
ij (η : the constant parameter),
Gij = (ΘΞ)ij = (ΞΘ)ij (i, j = 1, · · · , N),
Mij = (I +
1
4
G)ij = δij +
1
4
Gij,
M¯ij = (I −
1
4
G)ij = δij −
1
4
Gij .
(4.30)
4.4.1 Additional Constraints
Following our previous works[2], we shall impose the additional constraints ψ(2)i
(i = 1, · · · , N)):
ψ
(2)
i = M¯ijuj − p
x
i −
1
2
Ξijx
j (i = 1, · · · , N), (4.31)
15
and therefore, the constraint-set on C(2) is defined as
K(C
∗) = {φ(4)i , ψ
(2)
i |i = 1, · · · , N} (4.32a)
with A(K(C
∗)):
[φ(4)i , φ
(4)
j ] = ih¯Θ
ij, [φ(4)i , ψ
(3)
j ] = ih¯M¯ij , [ψ
(3)
i , ψ
(3)
j ] = ih¯Ξij . (4.32b)
Then, the ACCS associated with K(C
∗) and the hyper-operator Qˆ(3)ηζ are defined,
respectively, as follows:
Z (3)α =


ξ
(3)
i = M
−1
ij (ψ
(2)
j +
1
2
Ξjkφ
(4)
k )
= M−1ij (uj +
1
2
Ξjkp
k
u − p
x
j −
1
2
Ξjkx
k) (α = i)
π
(3)
i = M
−1
ij (φ
(4)
j −
1
2
Θjkψ
(2)
k )
= M−1ij (p
j
u +
1
8
(GΘ)jkuk +
1
2
Θjkpxk +
1
4
Gjkx
k) (α = i+N),
(4.33)
and
Qˆ(3)ηζ = J
αβZˆ (3)(−)α (η)Zˆ
(3)(−)
β (ζ) = ξˆ
(3)(−)
i (η)πˆ
(3)(−)
i (ζ)− πˆ
(3)(−)
i (η)ξˆ
(3)(−)
i (ζ) (4.34a)
with
ξˆ
(3)(−)
k x
i = M−1ki , πˆ
(3)(−)
k x
i = −
1
2
(M−1Θ)ki,
ξˆ
(3)(−)
k p
x
i = −
1
2
(M−1Ξ)ki, πˆ
(3)(−)
k p
x
i =
1
4
(M−1G)ki,
ξˆ
(3)(−)
k ui = −
1
2
(M−1Ξ)ki, πˆ
(3)(−)
k ui = −M
−1
ki .
(4.34b)
4.4.2 The projected CCS C(3)
The projected CCS C(3) is obtained as follows[2]:
C(3) = Pˆ (3)C(2) = {(xi, pxi ), (ui, p
i
u)|i = 1, · · · , N} (4.35a)
with
piu +
1
2
Θijpxj = 0, M¯ijuj − p
x
i −
1
2
Ξijx
i = 0,
vi = {Pij(x)
∗, pxj }, p
i
v = 0,
λ = − {(G−1(x)Gi(x))
∗, pxi }, pλ = 0.
(4.35b)
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where Pˆ (3) is the projection operator for K(C
∗), which satisfies
Pˆ (3)K(C
∗) = 0, (4.35c)
and, for any operator O(x), O(x)∗ = Pˆ (3)O(x). Then, the commutator algebra
A(C(3)) is given by
[xi, xj ] = ih¯(M−1ΘM−1)ij , [ui, uj] = ih¯(M
−1ΞM−1)ij,
[xi, pxj ] = ih¯(M
−1(I +
1
16
G2)M−1)ij , [ui, p
j
u] = ih¯
1
2
(M−1GM−1)ij,
[pxi , p
x
j ] = −ih¯
1
4
(M−1GΞM−1)ij, [p
i
u, p
j
u] = −ih¯
1
4
(M−1GΘM−1)ij ,
[xi, uj] = ih¯(M
−1M¯M−1)ij , [ui, p
x
j ] = ih¯
1
2
(M−1ΞM¯M−1)ij ,
[xi, pju] = ih¯
1
2
(M−1ΘM¯M−1)ij, [p
x
i , p
j
u] = ih¯
1
4
(M−1GM¯M−1)ij .
(4.36)
4.4.3 Projected Hamiltonian H (3)
As well as in S(1) and S(2), the projected Hamiltonian H (3) in S(3) is obtained in
the following way:
H (3) = Pˆ(3)Iˆ(3)H (2) = Pˆ (3)H (2) + Qˆ(3)H (2), (4.37a)
where
Qˆ(3) =
∞∑
n+m6=0
1
n!m!
(
h¯
4
)n+m
Pˆ (3)(πˆ
(3)(−)
k πˆ
(3)(−)
k )
m(ξˆ
(3)(−)
l ξˆ
(3)(−)
l )
n. (4.37b)
For the simplicity, here, we shall express H (2) with
H (2) = −
h¯
4
N +
1
2
{M˜ (2)ij (x), {p
x
i , p
x
j }}+ U
(2)(x), (4.38a)
where
M˜
(2)
ij (x) = Pik(x)M
(2)
kl (x)Plj(x),
U (2)(x) = U (2)I (x) + U
(2)
II (x).
(4.38b)
1) Pˆ (3)H (2)
17
The projected term Pˆ (3)H (2) is obtained in the following way§:
Pˆ (3)H (2) = −
h¯
4
N + Pˆ (3)
1
2
{M˜ (2)ij (x), {p
x
i , p
x
j }}+ Pˆ
(3)U (2)(x)
= −
h¯
4
N +
1
2
{M˜ (2)ij (x)
∗, {pxi , p
x
j }}+ U
(3)
I
(x) + U (3)
II
(x),
(4.39)
where
U (3)I (x) = −
h¯2
16
(
(M−1GM−1)ikM˜
(2)
ij (x)
∗
;kj + (M
−1GM−1)jkM˜
(2)
ij (x)
∗
;ki
)
+
h¯2
32
(M−1GM−1)ik(M
−1GM−1)jlM˜
(2)
ij (x)
∗
;kl,
(4.40a)
which is the quantum correction associated to the projedtion of
1
2
{M˜ (2)ij (x), {p
x
i , p
x
j }},
and
U (3)II (x) = U
(2)(x)∗ = U (2)I (x)
∗ + U (2)II (x)
∗. (4.40b)
2) Qˆ(3)H (2)
The ACCS-expansion term Qˆ(3)H (2) is defined as
Qˆ(3)H (2) =
1
2
Qˆ(3) {M˜ (2)ij (x), {p
x
i , p
x
j}}+ Qˆ
(3)U (2)(x). (4.41)
From (4.34b), then, Qˆ(3)U (2)(x) is obtained as follows:
Qˆ(3)U (2)(x) =
∞∑
n+m6=0
1
n!m!
(
h¯
4
)n+m
Pˆ (3)(πˆ
(3)(−)
lm
)2 · · · (πˆ
(3)(−)
l1
)2(ξˆ
(3)(−)
kn
)2 · · · (ξˆ
(3)(−)
k1
)2U (2)(x)
=
∞∑
n+m6=0
1
n!m!
(
h¯
4
)n+m(
1
4
)m
×(M−1Θ2M−1)l2ml2m−1 · · · (M
−1Θ2M−1)l2l1(M
−2)k2nk2n−1 · · · (M
−2)k2k1U
(2)(x)∗;k1···k2n,l1···l2m .
(4.42)
§For any operator O(x), O(x)∗ = Pˆ (3)O(x)
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Through the tedious calculations,
1
2
Qˆ(3) {M˜ (2)ij (x), {p
x
i , p
x
j }} is obtained in the
following way:
1
2
Qˆ(3) {M˜ (2)ij (x), {p
x
i , p
x
j }}
=
1
2
∞∑
n+m6=0
1
n!m!
(
h¯
4
)n+m
Pˆ (3)(πˆ
(3)(−)
bm
)2 · · · (πˆ
(3)(−)
b1
)2(ξˆ(3)(−)an )
2 · · · (ξˆ(3)(−)a1 )
2 {M˜ (2)ij (x), {p
x
i , p
x
j }}
=
1
2
{Xij(x)
∗, {pxi , p
x
j }}
−
h¯
16
(M−1GΘM−1)ik {X˜ij(x)
∗
;k, p
x
j }+
h¯
4
(M−1ΞM−1)ik {X˜ij(x)
∗
;k, p
x
j }
+U (3)Q (x),
(4.43)
where
U
(3)
Q =
h¯
2 · 32
(M−1G2M−1)ijX˜ij(x)
∗ −
h¯
2 · 8
(M−1Ξ2M−1)ijX˜ij(x)
∗
+
h¯2
2 · 162
(M−1GΘM−1)ik(M
−1GΘM−1)jlX˜ij(x)
∗
;kl +
h¯2
2 · 16
(M−1ΞM−1)ik(M
−1ΞM−1)jlX˜ij(x)
∗
;kl
−
h¯2
2 · 32
(M−1ΞM−1)ik(M
−1GΘM−1)jlX˜ij(x)
∗
;kl
−
h¯2
2 · 4
(M−1GM−1)ikXij(x)
∗
;kj +
h¯2
2 · 16
(M−1GM−1)ik(M
−1GM−1)jlXij(x)
∗
;kl,
(4.44a)
and
Xij(x) =
∞∑
n+m6=0
1
n!m!
(
h¯
4
)n+m
X
(m,n)
ij (x),
X˜ij(x) = X
(0,0)
ij (x) +Xij(x) =
∞∑
n,m=0
1
n!m!
(
h¯
4
)n+m
X
(m,n)
ij (x)
(4.44b)
with
X
(m,n)
ij (x) = (πˆ
(3)(−)
bm
)2 · · · (πˆ
(3)(−)
b1
)2(ξˆ
(3)(−)
an )
2 · · · (ξˆ
(3)(−)
a1 )
2M˜
(2)
ij (x). (4.44c)
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3) Projected Hamiltonian H (3)
From (4.37a), (4.39) and (4.43), consequently, the projected Hamiltonian H (3) is
given in the following way:
H (3) = Pˆ(3)Iˆ(3)H (2) = Pˆ (3)H (2) + Qˆ(3)H (2)
= −
h¯
4
N +
1
2
{M˜ (2)ij (x)
∗, {pxi , p
x
j }}+ U
(3)
I
(x) + U (3)
II
(x)
+
1
2
{Xij(x)
∗, {pxi , p
x
j }}
−
h¯
16
(M−1GΘM−1)ik {X˜ij(x)
∗
;k, p
x
j}+
h¯
4
(M−1ΞM−1)ik {X˜ij(x)
∗
;k, p
x
j }
+U (3)Q (x)
= −
h¯
4
N
+
1
2
{X˜ij(x)
∗, {pxi , p
x
j }}+
h¯
4
{MklX˜ik(x)
∗
;l, p
x
i }
+U (3)I (x) + U
(3)
II (x) + U
(3)
Q (x),
(4.45a)
where
M = M−1Ξ(I −
1
4
Θ2)M−1. (4.45b)
Through the sequential projections for K, thus, we have obtained the final pro-
jected system
S(3) = (C(3), H (3),K = 0), (4.46)
where S(3) contains the quantum corrections associated to the constraints K = 0,
which have never appeared in the previous approaches.
4.5 Constraint Quantum System S∗
Taking account of the projection conditions (4.35b) and the commutator algebra
A(C(3)), (4.36), in S(3), two kinds of constraint quantum system are defined for S∗,
which we shall denote with S∗I and S
∗
II, respectively.
20
4.5.1 Constraint Quantum System S∗I
The constraint quantum system S∗
I
is defined with the CCS {(xi, pxi )|i = 1, · · · , N}
in the following way:
S∗
I
= (C∗
I
, H∗
I
). (4.47)
Here,
C∗I = {(x
i, pxi |i = 1, · · · , N} (4.48a)
with
ui = M¯
−1
ij (p
x
j +
1
2
Ξjkx
k), piu = −
1
2
Θijuj = −
1
2
(ΘM¯−1)ij(p
x
j +
1
2
Ξjkx
k),
vi = {Pij(x)
∗, pxj }, p
i
v = 0,
λ = − {(G(x)−1Gi(x))
∗, pxj}, pλ = 0,
(4.48b)
which obeys the commutator algebra A(C∗
I
):
A(C∗
I
) : [xi, xj ] = ih¯(M−1ΘM−1)ij ,
[xi, pxj ] = ih¯(M
−1(I +
1
16
G2)M−1)ij ,
[pxi , p
x
j ] = −ih¯
1
4
(M−1GΞM−1)ij.
(4.49)
Then, the resultant Hamiltonian H∗I becomes as follows:
H∗I = H
(3)(x, px) = H(3). (4.50)
4.5.2 Constraint Quantum System S∗II
As well as in S∗
I
, the constraint quantum system S∗
II
is constructed with the CCS
{(xi, ui)|i = 1, · · · , N} in the following way:
S∗II = (C
∗
II, H
∗
II), (4.51)
where,
C∗
II
= {(xi, ui)|i = 1, · · · , N} (4.52a)
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with
pxi = M¯ijuj −
1
2
Ξijx
j , piu = −
1
2
Θijuj,
vi = {Pij(x)
∗, M¯jkuk −
1
2
Ξjkx
k}, piv = 0,
λ = − {(G(x)−1Gi(x))
∗, M¯jkuk −
1
2
Ξjkx
k}, pλ = 0,
(4.52b)
of which the commutator algebra A(C∗
II
) is defined by
A(C∗II) : [x
i, xj ] = ih¯(M−1ΘM−1)ij ,
[xi, uj] = ih¯(M
−1M¯M−1)ij ,
[ui, uj ] = ih¯(M
−1ΞM−1)ij .
(4.53)
From the projection conditions (4.52b), the resultant Hamiltonian H∗II is obtained
in the following way:
H∗
II
= H(3)(x, px(x, u))
= −
h¯
4
N
+
1
2
{X˜ij(x)
∗, {pxi (x, u), p
x
j (x, u)}}+
h¯
4
{MklX˜ik(x)
∗
;l, p
x
i (x, u)}
+U (3)I (x) + U
(3)
II (x) + U
(3)
Q (x)
= −
h¯
4
N
+
1
2
{M¯ikX˜kl(x)
∗M¯lj , {ui, uj}}+ AK(x, u)
+U (3)I (x) + U
(3)
II (x) + U
(3)
Q (x),
(4.54a)
where
AK(x, u) =
1
2
{ΞikX˜kl(x)
∗M¯lj , {x
i, uj}} −
1
8
{ΞikX˜kl(x)
∗Ξlj, {x
i, xj}}
+
h¯
4
{M¯ijX˜jk(x)
∗
;lMkl, ui}+
h¯
8
{ΞijX˜jk(x)
∗
;lMkl, x
i},
(4.54b)
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which is the additional term caused by representing px in terms of u.
Thus, we have constructed the constraint quantum system S∗
II
:
S∗
II
= (C∗
II
(x, u), H∗
II
(x, u)). (4.55)
5 Discussion and Concluding remarks
In order to construct the noncommutative quantum system on the curved space
exactly, we have proposed the Lagrangian L = L(x, x˙, v, v˙, λ, λ˙, u, u˙), (3.2a), with
the dynamical constraint, which has been obtained by modifying the first-order sin-
gular Lagrangians in noncommutative quantum theories.
Starting with the Lagrangian L, we have constructed the noncommutative quan-
tum system S∗ = (C∗, H∗) constrained to any curved space MN−1 in RN strictly,
through the sequential projections of the system with the ACCS-expansion formal-
ism.
Then, we have shown that the resultant system S∗ is defined with the two kinds of
the constrained quantum systems, S∗
I
and S∗
II
, which are equivalent with each other
through the projection conditions (4.35b), (4.48b) and (4.52b).
There, we have proved that the resultant Hamiltonians H∗
I
in S∗
I
and H∗
II
in
S∗II contain the quantum correction terms in the form of the power-series of h¯
2n
(n ≥ 1), which are completely missed in the usual approach with the Dirac-bracket
quantization[9, 10].
We have thus constructed the noncommutative quantum systems on a curved
space in the exact form.
Appendix
A Explicit representation of Qˆ(1)H
In the formula
Qˆ(1)H
= −
h¯
4
N + UI(x) + {U
kl
II
(x), vkvl}+ {UIII(x), pλ}+ { {U
kl
IV
(x), vkvl}, pλ},
the explicit forms of UI(x),U
kl
II
(x),UIII(x) and U
kl
IV
(x) are given as follows:
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UI(x) =
h¯2
4
∞∑
n=0
1
n!
(
h¯
4
)n
(µ(2)ikk(x);i(aa)n +
h¯
2
µ
(2)
ikl(x);ikl(aa)n),
−
h¯2
4
∞∑
n=1
1
n!
(
h¯
4
)n
µ
(3)
kl (x);(aa)nGkl(x) +
h¯
2
∞∑
n=1
1
n!
(
h¯
4
)n
(A(n)kk(x) +
h¯
2
A(n)kl (x);kl),
Ukl
II
(x) =
h¯2
4
∞∑
n=0
1
n!
(
h¯
4
)n
µ
(2)
ikl(x);i(aa)n +
∞∑
n=1
1
n!
(
h¯
4
)n
A(n)kl (x),
UIII(x) =
h¯
2
∞∑
n=0
1
n!
(
h¯
4
)n
µ(3)kk(x);(aa)n +
h¯2
4
∞∑
n=1
1
n!
(
h¯
4
)n
µ(3)kl (x);kl(aa)n
UklIV(x) =
∞∑
n=1
1
n!
(
h¯
4
)n
µ
(3)
kl (x);(aa)n ,
(A1a)
where
A(n)kl (x) =
n∑
m=1
A(n)klm (x),
A(n)kl
m
(x) = −(2µ(3)kl (x);(aa)m−1amG(x);am + µ
(3)
kl (x);(aa)m−1G(x)amam);(am+1am+1···anan).
(A1b)
B Explicit representation of Qˆ(2)H (1)
Qˆ(2)H (1) is
Qˆ(2)H (1) = Qˆ(2)
1
2
{vi, vi}+ Qˆ
(2)UI(x) + Qˆ
(2) {U ij
II
(x), vivj}
+ Qˆ(2) {UIII(x), pλ}+ Qˆ
(2) { {U ijIV(x), vivj}, pλ}.
(B1)
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B.1 Qˆ(2)
1
2
{vi, vi}
From (πˆ(2)(−))mvi(x) = 0 (m ≥ 2) in the ACCS expansion, Qˆ
(2) {vi, vi} is obtained
in the following way:
Qˆ(2)
1
2
{vi, vi}
=
1
2
∞∑
n=0
1
n!
(
h¯
4
)n+1
Pˆ (2)(ξˆ(2)(−))2n(πˆ(2)(−))2 {vi, vi}+
1
2
∞∑
n=1
1
n!
(
h¯
4
)n
Pˆ (2)(ξˆ(2)(−))2n {vi, vi}
=
h¯
4
∞∑
n=0
1
n!
(
h¯
4
)n
Pˆ (2)(ξˆ(2)(−))2nG(x)
+
1
2
∞∑
n=1
1
n!
(
h¯
4
)n
Pˆ (2)
2n∑
m=0
2nCm {(ξˆ
(2)(−))mvi, (ξˆ
(2)(−))2n−mvi}
=
1
2
{Bij(x), {vi, vj}}+
h¯
4
∞∑
n=0
1
n!
(
h¯
4
)n
(ν(x)∂)2nG(x) +
1
2
Bij(x)Uvij(x)
−
h¯2
8
((ν(x)∂)2Bij(x))Gi(x)Gj(x) +
h¯2
4
Gi(x)Pjk(x)((ν(x)∂)B
ij(x));k +
h¯2
8
Bii(x)
(B2a)
where
Bij(x) =
∞∑
n=1
1
n!
(
h¯
4
)n
B
(2n)ij
kk (x), B
(2n)kl
ij (x) =
2n∑
m=0
2nCmΛ
(m)
ik (x)Λ
(2n−m)
jl (x),
Bij(x) =
∞∑
n=1
1
n!
(
h¯
4
)n
B
(2n)
ij (x),
B
(2n)
ij (x) =
2n∑
m=0
2nCm
(
(Λ
(m)
ik (x)Λ
(2n−m)
jl (x));kl + Λ
(m)
ik (x);lΛ
(2n−m)
jl (x);k
)
(B2b)
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with
Λ
(n)
ij (x) = (ν(x)∂)Λ
(n−1)
ij (x) + Λ
(n−1)
ik (x)Vkj(x) (n = 1, 2, 3, · · · ),
Λ
(0)
ij (x) = δij , Vij(x) = −2µ
(2)
j;ik(x)νk(x)− µ
(3)
ij (x).
(B2c)
B.2 Qˆ(2)UI(x)
From ξˆ(2)(−)xi = 0, Qˆ(2)UI(x) becomes
Qˆ(2)UI(x) =
∞∑
n=1
1
n!
(
h¯
4
)n
Pˆ (2)(ξˆ(2)(−))2nUI(x) =
∞∑
n=1
1
n!
(
h¯
4
)n
(ν(x)∂)2nUI(x). (B3)
B.3 Qˆ(2) {U ij
II
(x), vivj}
As well as in Qˆ(2)
1
2
{vi, vi}, Qˆ
(2) {U ijII (x), vivj} is obtained as follows:
Qˆ(2) {U ijII (x), vivj} = Qˆ
(2) {U ijII (x), {vi, vj}}
=
∞∑
n=0
1
n!
(
h¯
4
)n+1
Pˆ (2)(ξˆ(2)(−))2n(πˆ(2)(−))2 {U ij
II
(x), {vi, vj}}
+
∞∑
n=1
1
n!
(
h¯
4
)n
Pˆ (2)(ξˆ(2)(−))2n {U ijII (x), {vi, vj}}
= {MijII (x), {vi, vj}}
+
h¯
2
∞∑
n=0
1
n!
(
h¯
4
)n
(ν(x)∂)2n(U ij
II
(x)Gi(x)Gj(x)) +M
ij
II
(x)Uvij(x)
−
h¯2
4
Gi(x)Gj(x)(ν(x)∂)
2MijII (x) +
h¯2
2
Gi(x)Pjk(x)((ν(x)∂)M
ij
II (x));k
+U (II)(x),
(B4a)
where
MijII (x) =
∞∑
n=1
1
n!
(
h¯
4
)n 2n∑
m=0
2nCm((ν(x)∂)
2n−mUklII (x))B
(m)ij
kl (x), (B4b)
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and
U (II)(x) =
h¯2
2
∞∑
n=1
1
n!
(
h¯
4
)n 2n∑
m=0
2nCm((ν(x)∂)
2n−mUklII (x));iB
(m)ij
kl (x);j
+
h¯2
4
∞∑
n=1
1
n!
(
h¯
4
)n 2n∑
m=0
2nCm((ν(x)∂)
2n−mU ij
II
(x))B
(m)
ij (x).
(B4c)
B.4 Qˆ(2) {UIII(x), pλ}
From pλ = π
(2) and πˆ(2)(−)xi = 0, Qˆ(2) {UIII(x), pλ} is given as follows:
Qˆ(2) {UIII(x), pλ} = Qˆ
(2)πˆ(2)(+)UIII(x) =
∞∑
n=1
1
n!
(
h¯
4
)n
Pˆ (2)(ξˆ(2)(−))2nπˆ(2)(+)UIII(x)
=
h¯
2
∞∑
n=0
1
n!
(
h¯
4
)n
(ν(x)∂)2n+1UIII(x) =
h¯
2
∞∑
n=0
1
n!
(
h¯
4
)n
(ν(x)∂)2n(νk(x)UIII(x);k).
(B5)
B.5 Qˆ(2) { {U ij
IV
(x), vivj}, pλ}
As well as in Qˆ(2) {U ijII (x), vivj} and Qˆ
(2) {UIII(x), pλ}, Qˆ
(2) { {U ijIV(x), vivj}, pλ}
is obtained in the following way:
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Qˆ(2) { {U ijIV(x), vivj}, pλ} = Qˆ
(2)πˆ(2)(+) {U ijIV(x), {vi, vj}}
=
∞∑
n=1
1
n!
(
h¯
4
)n+1
Pˆ (2)(ξˆ(2)(−))2n(πˆ(2)(−))2
(
πˆ(2)(+) {U ijIV(x), {vi, vj}}
)
+
∞∑
n=1
1
n!
(
h¯
4
)n
Pˆ (2)(ξˆ(2)(−))2n
(
πˆ(2)(+) {U ij
IV
(x), {vi, vj}}
)
=
h¯
2
{Mij
IV
(x), {vi, vj}}
+
h¯2
4
∞∑
n=0
1
n!
(
h¯
4
)n
(ν(x)∂)2n+1(U ij
IV
(x)Gi(x)Gj(x)) +
h¯
2
Mij
IV
(x)Uvij(x)
−
h¯3
8
Gi(x)Gj(x)(ν(x)∂)
2MijIV(x) +
h¯3
4
Gi(x)Pjk(x)((ν(x)∂)M
ij
IV(x));k + U
(IV)(x)
(B6a)
where
Mij
IV
(x) =
∞∑
n=0
1
n!
(
h¯
4
)n 2n+1∑
m=0
2n+1Cm((ν(x)∂)
2n+1−mUkl
IV
(x))B
(m)ij
kl (x). (B6b)
and
U (IV)(x) =
h¯3
4
∞∑
n=0
1
n!
(
h¯
4
)n 2n+1∑
m=0
2n+1Cm((ν(x)∂)
2n+1−mU ij
IV
(x));kB
(m)kl
ij (x);l
+
h¯3
8
∞∑
n=0
1
n!
(
h¯
4
)n 2n+1∑
m=0
2n+1Cm((ν(x)∂)
2n−+1mU ijIV(x))B
(m)
ij (x).
(B6c)
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