Contemporary society is highly networked and thus biometrics based surveillance has paramount importance for various security based reasons. The automatic, remote and robot vision based system are being deployed in a large way [11, 12] . The success of these schemes is highly dependent on robust algorithms for both face and object recognition. In this paper, we propose a very robust approach to face/object recognition based on Singular Value Decomposition (SVD). We first provide technical reasons to substantiate the claims made by T.Yuan et al [1], then we provide appropriate reasons for the robust behavior of SVD and finally, we corroborate the proposed concepts through extensive experiments on two standard databases which includes face and objects under both clean and noise conditions.
INTRODUCTION
Among various biometric traits such as speech, fingerprint, handwriting, face recognition etc. there is tremendous attention on face recognition due to its technical challenges and potential applications. This area has roots which dates back to last four decades and is still a growing area in robot vision research [2] . It has many potential applications such as biometrics, surveillance systems, content based video retrieval systems, antique verification and face image transmissions. Nevertheless, there are still many challenging problems such as recognition under different noisy conditions, occlusions, illumination and/or pose variations.
There are two main approaches to face recognition. The first approach is feature based matching using the relationship between facial features such as eyes, nose and mouth [3, 4] . The second approach is template matching using the holistic features of the face images [4, 7, 8, 9] .
Many successful methods have been proposed using holistic features of the faces and one popular category is based on Singular Value Decomposition (SVD) for face recognition [5, 6, 7, 8] . Hong [5] has proposed a SVD based recognition method which uses the singular values (SV) as the feature vectors.
The effectiveness of SVD has been tested in [5] and [6] . In [5] , an error rate of 42.47% was recorded which was thought to be caused by the statistical limitations of the small samples. Cheng [6] proposed a human face recognition method based on the statistical model of small sample size that also used the SV's as the face features, where a good discrimination ability was obtained with an accuracy rate of 100%. This accuracy is obtained on a moderate size face database and its performance on a larger database is unclear. In [7] , a new face recognition method based on SVD was proposed by using reconstruction error on singular values of different face images and data fusion method. It was reported that the recognition accuracy of this method reaches 96% on the ORL face database. Furthermore, D.Zhang et.al. [8] have proposed a method based on SVD and conventional PCA [9] to improve the classification performance of the latter method under the condition when the face database contains only one image for training. This situation is called single sample per person problem which has evinced more importance in the current face recognition technology.
Recently a paper was proposed by T.Yuan et.al [1] , in which, unlike the claims made by the aforementioned papers, they have claimed that the SVs contain little useful information for face recognition and most important information is encoded in the two orthogonal matrices of the SVD. They have ascertained their claims through simple demonstration and no supporting theory was provided to affirm their claims. Moreover, the reasons for the efficiency and robustness of SVD under various noise conditions (modelled by different distributions) are still not being proclaimed in the literature of face recognition community. In our work we address this issue by providing convincing reason.
The three essential contributions of our work are: (i) Providing technical reasoning to substantiate the claims made by T.Yuan et.al [1] . (ii) Providing appropriate reasons for the efficacy and robust behavior of orthogonal projections of SVD. (iii) Performance evaluation for comparing the results of SVD with the eigen vectors of the covariance matrix under both noisy as well the clean conditions. The rest of the paper is organized as follows: In section 2, we briefly outline the algorithm of SVD. The experimental results and analysis are given in section 3. The conclusions are drawn in section 4.
SINGULAR VALUE DECOMPOSITION
The singular value decomposition (SVD) is one of the most important tools of numerical signal processing. It is employed in a variety of signal processing applications, such as spectrum analysis, filter design, system identification etc.
The theory of SVD states that any matrix A of size m× n can be factorized into a product of unitary matrices and a diagonal matrix, as the following: We use the orthogonal matrix U as the projection vectors (instead of eigen vectors of covariance matrix) for feature extraction while implementing Eigenface [9] and Fisherface [10] methods. In all our discussions, we call these methods as PCA+SVD and FLD+SVD respectively. In contrast to eigenvector calculations involved in conventional algorithms, the SVD has several advantages: (i) computationally efficient and (ii) it is robust under noise conditions.
The SVD are known to be more robust than usual Eigen vectors of covariance matrix. This is because, the robustness are determined by the directional vectors rather than mere scalar quantity like magnitudes (Singular values stored in ∑ ).
Since U and V matrices are inherently orthogonal in nature, these directions are encoded in U and V matrices. This is unlike the Eigenvectors which need not be orthogonal. Hence, a small perturbations like noise (in case of images or signals) have very little effect to disturb the orthogonal properties encoded in the U and V matrices. This we believe could be the main reason for the robust behavior of the SVD. This also affirms the claims made by T.Yuan et al [1] .
EXPERIMENTAL RESULTS
In this section, we conduct several tests to affirm the proposed claims. Robot vision applications encounter most frequently face and object recogni tion tasks generally under noisy environment. For this purpose we have used two standard dabases namely ORL face database 1 and COIL-20 object database 2 . In all our experiments, the nearest neighbor classifier (Euclidean distance) is used for classification purpose and the number of projection vectors (k) is controlled by the following equation: , N is the total number of eigen values, k is any scalar value and θ is a preset threshold. In most of our experiments, θ is set to 0.98 to select the value of k. We call this as confidence interval throughout the paper. Finally, all our experiments are carried out on a P4 3GHz CPU and 1GB RAM memory on Matlab 7 platform.
RESULTS ON ORL DATABASE
The ORL database contains 400 images corresponding to 40 different persons with each person having ten different views. The variations include changes in expression, facial details and slight variations in pose. Few example images are shown in Fig.1 The issue of noise modeling is crucial to check the robust behavior of the algorithm under real time pattern recognition and computer vision tasks. In our work, we have modeled five noise environments using different continuous distributions and used them in their descretized versionZ 4 3 Recognition accuracy is defined as the ratio of correctly classified images to the total number of test samples 4 Matlab command imnoise is used to add salt-and pepper effect. Control parameters μ and _ are fixed to 0 and 0.5 respectively for Gaussian noise, the _ value is fixed to 1 while creating exponential noise, K and _ are fixed to 0.5 and 2 to generate weibull noise and both _ and _ values are fixed to 0.5 to create the beta noise, in their respective distributions
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We selected first image from each class and generated 10 noise images by varying the noise density from 0.1, 0.2, . . . , 1.0. Likewise, 50 noise images are created for each class corresponding to 5 different distributions. Since ORL contains 40 classes, 2000 noisy images are created, which we use as test samples. First five clean samples from each class of ORL are used as training samples. Table 2 presents the average recognition accuracy (average of ten different noise densities) obtained by various algorithm. Again it can be ascertained that the SVD based algorithms remained robust for all the noise conditions. 
RESULTS ON COIL-20 DATABASE
This database contains 1440 grayscale image of 20 objects. The objects are placed on a motorized turntable against a black background. The turn table was rotated through 360 degrees to vary object pose with respect to fixed camera. Images of the objects were taken at pose interval of 5 degrees, which correspond to 72 images per object. The sample views of twenty objects considered in this database are shown in Fig.2 We conducted an experiment on this database by varying the number of training samples for 98% confidence interval. This result is shown in Table  3 . It can be seen that the SVD based algorithms outperformed their counterparts. These results endorse the applicability of the SVD based algorithms for object recognition. 
CONCLUSION
In this paper we have proposed SVD based algorithms for robust face/object recognition. We have ascertained the efficacy of the SVD based algorithms for both face and object recognition which are useful in later robot vision related tasks. We have conducted experiments under both clean and noise conditions. For later case, we have modeled five different noise conditions using continuous distributions and used them in their descretized version. Overall, we observed SVD based algorithm performing significantly better than conventional algorithms which use covariance matrix construction and subsequent Eigen value decompositions.
