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Abstract—High-throughput spectrometers are capable of pro-
ducing data sets containing thousands of spectra for a single
biological sample. These data sets contain a substantial amount
of redundancy from peptides that may get selected multiple times
in a LC-MS/MS experiment. In this paper, we present an efficient
algorithm, CAMS (Clustering Algorithm for Mass Spectra) for
clustering mass spectrometry data which increases both the
sensitivity and confidence of spectral assignment. CAMS utilizes
a novel metric, called F-set, that allows accurate identification
of the spectra that are similar. A graph theoretic framework is
defined that allows the use of F-set metric efficiently for accurate
cluster identifications. The accuracy of the algorithm is tested on
real HCD and CID data sets with varying amounts of peptides.
Our experiments show that the proposed algorithm is able to
cluster spectra with very high accuracy in a reasonable amount
of time for large spectral data sets. Thus, the algorithm is able
to decrease the computational time by compressing the data sets
while increasing the throughput of the data by interpreting low
S/N spectra.
Index Terms—Clustering; Mass spectrometry; Graph Theory;
Efficient Algorithms;
I. INTRODUCTION
Mass spectrometry based proteomics is an emerging area
and has useful applications in biology such as studying the
regulation of cellular processes [8], cancer molecular ther-
apeutics [7] [11] and others [5]. Mass spectrometry often
generates thousand to millions of spectra that needs to be
analyzed. The usual computational procedure invoked, after
the raw data is generated from the mass spectrometers is to
search the spectra against a protein database. The algorithms
used for searching e.g. Sequest, Inspect, Xtandem etc, are
essentially brute force methods that try to deduce the peptide
from a given spectra. Even algorithms that use advanced
techniques to reduce the computational time e.g. tag-based
for Inspect, two-pass database for X!Tandem etc. are still
not computationally efficient enough for analyzing millions
of spectra in a reasonable amount of time.
It is common for the same peptides to get selected for
fragmentation multiple times in a given MS run, making
fraction of MS/MS data sets redundant. Searching the same
spectra repeatedly, even with computationally efficient tools,
wastes a lot of time and computational resources. The problem
is even more pronounced when data from multiple runs are
merged. The redundancy can reach up to 50% for large data
sets [1], [3], [4].
The main goal of the work presented in this paper, is to
formulate an efficient and accurate algorithm for clustering of
large-scale mass spectrometry data. In order to accomplish the
above task, we introduce a novel metric (called F-set) that can
be used for clustering, and a graph theoretic framework that
allows us to use this metric for efficient cluster extraction.
The novel algorithm introduced using the graph-theoretic
framework has low computational complexity, thus allowing
analysis of large datasets.
The rest of the paper is organized as follows. We start with a
brief problem statement and background information relevant
to our discussions in section 2. In section 3, we introduce
the graph theoretic framework and the algorithm for efficient
extraction of clusters. Section 4 presents the experimental
results and the performance of the algorithm in terms of cluster
accuracy, cluster size. Section 5 concludes the paper with
discussion and future work.
II. PROBLEM STATEMENT AND BACKGROUND
INFORMATION
Mass spectrometry data is complex and requires sophisti-
cated algorithms to do the data processing once the raw data
from the mass spectrometer is obtained. The raw data from
the mass spectrometer is then fed to various search algorithms
e.g. Sequest, Inspect. These search algorithms do a thorough
job of searching the spectra against a known proteome data
base. After the search is complete, each of the spectra is
assigned a peptide (or a set of peptides with different sites
of modifications) to which it corresponds.
There are a number of algorithms that have been intro-
duced for clustering mass spectrometry data. Tabb et. al [12],
MS2Grouper algorithm [13], Beer et. al. developed the Pep-
Miner algorithm [1], Ramakrishnan et. al. [9], Dutta et. al. [2]
and Frank et. al. [4] are to name a few of these algorithms.
The objective of this work is to formulate an algorithm that
can accurately and efficiently cluster large numbers of spectra,
such that the spectra in a given cluster must belong to the same
peptide. More formally we define a cluster as follows:
Definition 1: Let there be N number of spectra S =
{s1, s2, · · · , sN} and the peptide corresponding to a spectra
represented as P = {p1, p2, · · · , pN}. Now let the peptide
corresponding to a spectra sq represented by pq where q =
{1, · · · , N}.
Definition 2: A distance function δ(pr, pt) where pr ∈
P, pt ∈ P is defined as the levenstein distance of the peptides
corresponding to the spectra sr and st. Now let the number of
clusters be k and represented as K = {k1, k2, · · · , kk} such
that set S is divided into k subsets. Then, the spectra sr and st
where sr, st ∈ S should belong to the same cluster ki where
ki ∈ K , if and only if, δ(pr, pt) =0 where pr, pt ∈ P .
Note, that during clustering of the spectra, the peptides are
not known; since the clustering of the spectra is performed
before the searching.
III. PROPOSED GRAPH THEORETIC FRAMEWORK AND
ALGORITHM
In this section we propose the similarity criteria that we
use for our algorithm and the rationale behind it. We will then
introduce graph theoretic framework that allows us to use the
similarity metric in an efficient way. This is followed by the
proposed clustering algorithm.
A. F-set metric
Although there has been considerable effort in developing
algorithms for spectral data, all of the approaches have been
geared towards counting the number of spectral peaks that are
common between two given spectra. This information is then
used to create a similarity index used by the algorithms [1], [4].
It makes sense to count the number of peaks that are common
between two spectra and use that for similarity indexing.
However, noise and other factors such as compounded spectra
can create false positives for similarity. A similarity index that
can mitigate these false positives is necessary for an efficient
and accurate clustering algorithm.
We introduce F-set metric in this paper for similarity. The
basic idea of the metric is as follows: It is possible for a peak
to appear at a certain m/z by a random chance. However, it is
far less likely for peaks to appear in consecutive succession
just by chance. Thus, it makes sense to formulate a similarity
metric that counts the sets of similar peaks between two given
spectra. We formally define the F-set metric below:
Definition 3: As before let the spectral data set be rep-
resented as S = {s1, s2, · · · , sN}. Each spectra has two
attributes i.e. m/z and the intensity of the peak. Let there be a
fragmentation spectrum sj = (m1, i1), (m2, i2), · · · , (mQ, iQ)
that is extracted from the mass spectrometry data where md
represents the m/z ratio and id represents the intensity of the
peptide at position d and 1 ≤ j ≤ N .
Now making sets of peak’s at m/z posi-
tions of size f. Then creating sets out of the
spectra can be presented as a vector F (si) =
{(m1m2 · · ·mf ), (m2m3 · · ·mf+1), · · · , (mQ−f+1, · · · ,
mQ−1,mQ)}. Then the F-set metric calculated for spectra sx
and sy can be formulated as
W (sx, sy) =
|F (sx)|∑
i=1
|F (sy)|∑
j=1
φ(F (sx)[i], F (sy)[j]) (1)
φ(a, b) =
{
1 if a[i] = b[j]
0 o.w.
(2)
The F-set, denoted by W (sx, sy), can be used as a similarity
metric for spectra. The F-set makes set of m/z from the
spectra of size f and then compares it with the F-set of
the other spectra. If there is a match of a F-set in the other
spectra a score of 1 is added. Otherwise a zero score is added.
Therefore, the final score W represents the number of F-sets
that are common between the two given spectra. The rationale
for comparing sets of m/z between two given spectra has to
do with the probability of peaks appearing at random places
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Fig. 1. Section A of this figure shows three spectra. The first two
spectra map to the same peptides whereas the third spectra maps to
a different peptide. Although, the last spectra is not mapped to the
same peptide as the first two spectra, we observe significant overlap
between the peaks. However, if we make F-sets (of size 3) of the
same peaks and spectra, it is clear that the sets formulated do not have
much in common for the non-related spectra, and much in common
for the spectra that are related, as shown in section B of the figure.
i.e. there is a high probability that a peak would appear at a
random place in a spectra due to noise (and hence would result
in incorrect clusters if used as a similarity metric), but for
peaks to appear in successive order (as sets) for two un-related
spectra is less plausible. Figure 1 shows three spectra, of which
only two are related. It can be seen from the figure that the F-
set metric not only allows distinction between the spectra that
are not similar but also allows us to identify spectra that are
related i.e. map to the same peptide. Now we formulate the
graph theoretic framework to take advantage of F-set metric
just defined.
B. Graph Theoretic Framework
In this section we present the graph-theoretic framework
that would allow us to use F-set metric in an efficient manner.
Definition 4: A weighted undirected graph G = (V,E) is a
graph where V is a set of vertices and E ∈ V × V is a set of
edges. Now let a weight we=(vi,vj) ≥ 0 associated with edge
e = (vi, vj) where e ∈ E and vi, vj ∈ V .
A weighted undirected graph is created with vertices that
correspond to each of the spectra. The vertices are connected
by weighted edges and each vertex corresponds to a single
spectra. The weight on each edge between two given spectra
is assigned using the weight calculated using the F-set i.e. the
weight assigned to the edge is equal to the F-set calculated
between two given spectra. More formally:
Definition 5: Given a graph G=(V,E) such that the num-
ber of vertices in the graph are equal to the number of
spectra being considered i.e. |V | = |S| = N and an edge
connecting each vertex. Now vertices can be represented by
V = v1, v2, · · · , vN . Then, the nodes can be labeled using the
following mapping function ∀vi → si where vi ∈ V, si ∈
S, 1 ≤ i ≤ N . The weight on each edge is the F-set metric
that is calculated for the spectra i.e. we = W (si, sj) where
e = (vi, vj); si, sj ∈ S, e ∈ E, vi, vj ∈ V .
After the above procedure a graph is created that is
weighted, and the weight corresponds to the F-set metric
calculated for a given spectra. The next step is to extract the
clusters using the graph that has been created. In order to
extract clusters two methods were investigated; one is trivial in
which a threshold is chosen by the user; the second threshold
is chosen using SVM which our experiments suggested was
more effective in chosing the right threshold. After threshold
is chosen, the edges that have weight less than threshold are
eliminated and the connected components are reported, which
can be calculated in O(V +E) time. The algorithm is stated in
Algorithm1 and graphical representation of clusters is shown
in Fig. 2 (b).
Require: MS2 spectra data set:
Ensure: Clusters of spectra such that the cluster has
spectra that can be mapped to the same peptide:
1) Read the Sequest search results (.dta) files
2) Enumerate the F-set of a given size for each of the
spectra independently
3) For each of the pair determine the F-sets that are
common between them
4) Generate the graph using the definition 5 in the
paper
5) Run SVM on the F-set metrics that gives a ζ
threshold
6) Eliminate the edges that are below the ζ threshold
7) Determine the vertices that are still connected in
the graph after elimination
8) Output the vertices that are still connected after
elimination as clusters
Algorithm 1: CAMS
IV. PERFORMANCE EVALUATION
The performance evaluation can be divided into two parts.
The first part deals with assessing how good the F-set metric is
at distinguishing between related and unrelated spectra. The
second part of the evaluation relates to the accuracy of the
clusters using the algorithm with different mass spectrometry
data sets.
Before we go any further, let us define the quality metric
that we use in this paper. The quality of the clustering can
be divided in two parts. The first part is the quality of the
individual cluster and the second is the quality of clustering
overall. If we just take an average of the individual quality of
the cluster it may be misleading, since the number of elements
in each cluster may be different. Therefore, we defined the
accuracy as a weighted accuracy that allows us to determine
the quality of the clustering for each cluster as well as the
overall quality of all clusters. The weighted accuracy is defined
as follows:
Assume there are k clusters. Now let the accuracy of a single
cluster i be denoted by ai and the total number of spectra in
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Fig. 2. The graph from with weighted edges calculated using F-
set metric is shown. The value of ζ is determined using the SVM.
Thereafter, the edges having weight less than ζ are labeled with red
boxes (fig a). These edges are then eliminated and the vertices that are
still connected are determined using DFS. These connected vertices
are reported as potential clusters (fig b).
the cluster be defined as ni where 1 ≤ i ≤ k. Now assume
that the number of spectra in a cluster that belong to the same
peptide be denoted by xi. Then, the accuracy of a single cluster
can be defined as :
ai =
xi
ni
(3)
and the average weighted accuracy (AWA) of the whole
dataset under consideration is defined as:
AWA =
∑k
i=1 aini∑k
i=1 ni
(4)
AWA takes into account the accuracy of each cluster and
gives a global view of the accuracy for a given dataset.
A. Quality assessment
1) Quality with increasing F-set size: The objective of
the first part of quality assessment, is to see how does the
quality of the clustering behaves using increasing F-set size.
Considering the framework that we introduced in the paper, the
increasing size of F-set must correspond to higher accuracy.
In order to confirm this, we choose a CID and HCD data sets
used in our other studies [10].
Fig. 3 shows the average weighted accuracy with increasing
size of the F-set. In general, the average weighted accuracy
increases with increasing F-set size for both CID as well as
HCD data sets. The accuracy seems to be leveling off at F-set
size of 7 or more. The increase in accuracy can be seen more
pronounced in CID data sets as compared to HCD. The HCD
data sets have better accuracy with lower F-set size due to
better Signal-to-noise ratio as compared to CID. The fact that
accuracy increases significantly with increasing F-set size even
for CID data sets shows the effectiveness of F-set metric. We
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Fig. 3. The average weighted accuracy is shown with increasing F-set
size for CID as well as HCD data sets
0.4 1 2 3 6
· 104
0
100
200
300
400
NUMBER OF SPECTRA
TI
M
E
IN
M
IN
U
T
E
S
|F − set| = 7
|F − set| = 8
|F − set| = 9
O(N2)
Fig. 4. The execution time with increasing number of spectra
and increasing F-set size are shown. Note that although the CAMS
algorithm has a complexity of O(N2), practically the running times
with increasing number of spectra are much less than the theoretical
asymptotic times.
see a similar trend with CID and HCD data sets with different
conditions as shown in the section below.
2) Quality with HCD and CID data sets and complexity
analysis: The data sets that we chose to test the spectral
clustering algorithm has been used in other studies [6], [10].
The data sets consists of CID as well as HCD spectra. The
data sets have been produced with varying amount of synthetic
AQP-2 peptides. We also use iTRAQ labeled data set from our
recent paper [6]. The experiments were conducted with size
of F-set equal to 7. The evaluation of the clustering algorithm
with different data sets with varying conditions allows us to
assess the performance of the algorithm with ”real world”
mass spectrometry data sets. Our experiments suggested that
the AWA of the clusters obtained were near 100% accuracy
with the minimum accuracy reported as 97.3% (not shown).
The time complexity of the algorithm can be shown to be
O(NL2) + O(c) + O(N) + O(V + E) ≈ O(N2). As shown
in figure 4, the execution time with increasing number of
spectra is far less than the theoretical O(N2) execution time
and should be expected in practice.
V. CONCLUSIONS AND FUTURE WORK
In this paper, we have presented an efficient clustering
algorithm suitable for large scale mass spectrometry data. A
similarity metric (called F-set) is formulated, and used in
the algorithm, based on the spatial locations and intensity
of the peaks in a spectra. A graph-theoretic framework is
introduced that allows the use of the introduced F-set metric
for clustering spectra. A detailed algorithmic technique based
on novel similarity metric (F-set) was described and rigorous
time complexity and quality assessment were presented. The
graph theoretic framework allows clustering of very large mass
spectrometry data sets in a reasonable time. We used CID and
HCD data sets with different conditions to assess the quality
of the produced clusters. Our experiments suggest that the
proposed algorithm allows near-perfect clusters for large-scale
mass spectrometry data. The execution time of the algorithm
is upper-bounded by O(N2), but observed execution time is
close to linear with increasing number of spectra.
The paper presented is part of the ongoing work on cluster-
ing of mass spectrometry data and we plan to expand the work
in the future. We would like to investigate both theoretical
and application-oriented aspects of clustering large-scale mass
spectrometry data.
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