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Abstract
The gyroscope calibration problem is addressed for the Inertial Pseudo Star Reference Unit. A
nonlinear scale factor error is described by two gyro error states (an amplitude and a decay constant)
which enter the dynamics in a nonlinear fashion. A comparison is made between the extended
Kalman filter (EKF) and the maximum likelihood system identification (MLSI) method for solving
the resulting nonlinear estimation problem. The principal advantage of the MLSI over the EKF
is improved convergence. By using the MLSI instead of the EKF, a filter designer developing a
nonlinear estimation routine for gyroscope calibration would require less trial and error to achieve
an acceptable design.
The U-D factorization filter is combined with a separate bias estimation framework, and the
results are extended to the nonlinear estimation algorithms under consideration. The separate bias
U-D factorization filter requires fewer computations than the standard U-D factorization filter while
retaining the advantageous numerical qualities of that approach.
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Chapter 1
Introduction
Gyroscopes are important devices for spacecraft attitude control because they provide measurements
of angular orientation relative to inertial space. For some applications, high precision attitude
control is necessary, and in those cases highly precise gyroscope measurements are also required.
Gyroscopes are subject to errors, such as drift biases, scale factor errors, and gravity-sensitive errors
in the angular velocity. Hence, calibration is often required in order to estimate these errors for the
specific unit in question, so that corrections can be made to any system software which processes
the gyro measurements.
Many gyroscope calibration problems are complicated by the presence of nonlinear terms in
the dynamic equations for the gyro error rates. We propose two algorithms as solutions to the
resulting nonlinear estimation problem - the eztended Kalman filter (EKF) and the mazimum
likelihood system identification (MLSI) method. The thesis compares these two algorithms based
on the residual errors in estimating the gyro error parameters. The convergence properties of each
method are also investigated. The thesis concludes by evaluating tradeoffs between the EKF and
MLSI methods in the context of the gyro calibration problem.
The Inertial Pseudo Star Reference Unit (IPSRU) is considered as a case study in comparing
the performance of these two nonlinear estimation algorithms. IPSRU is a high precision pointing
system designed to provide jitter suppression for space systems requiring very high precision attitude
control. It aids in target tracking applications by generating a collimated beam of light used as a
pseudo star to eliminate smearing in a sensor image, as detailed in [8]. The light beam is inertially
stabilized by a two-degree-of-freedom gyro. The gyro must be properly calibrated so that IPSRU can
provide the precise line of sight information required. The IPSRU hardware and design application
concept are described in detail in [8].
IPSRU employs the Kearfott Guidance and Navigation Mod II E/S gyro, the dynamics of which
include a nonlinear scale factor error. This is a scale factor error exhibiting exponentially decaying
transient behavior, as detailed in Section 2.1.1 of the thesis. A proper gyroscope calibration requires
the estimation of the decay time as well as an amplitude, and these quantities enter the dynamics of
the system in a nonlinear fashion. In this thesis we compare the performance of the EKF and MLSI
in estimating gyro errors associated with the nonlinear scale factor error.
This thesis evaluates several filtering algorithms and applies them to the IPSRU gyro calibration
problem. The most common filter algorithm is the well-known Kalman filter [9]. The Kalman filter is
known to be the optimal filter algorithm for linear estimation problems, but several computational
approaches exist. Some of these, beginning with Potter (cited in [2]), have been developed to
enhance numerical conditioning, through use of some factorized form of the covariance matrix to
ensure positive-definiteness. Section 3.3 reviews the U-D factorization filter, in which the covariance
matrix is expressed using diagonal and upper triangular matrix factors.
Another framework which applies especially well to the gyro calibration problem is the separate
bias estimation algorithm proposed by Friedland [6]. This algorithm takes advantage of the structure
of a dynamic system having a large number of bias states - states which we assume to be constant,
though unknown - to be estimated. Most of the states in a gyro calibration (including drift bias,
scale factor errors, and coefficients of gravity sensitive errors) are bias states. The separate bias
estimation greatly reduces the computation required in the filter algorithm.
During the course of the research represented in this thesis, a separate bias U-D factorization
filter (introduced in Section 3.4) is developed [12]. This algorithm combines the reduction in com-
putation time of the separate bias method with the benefits in numerical conditioning associated
with U-D factorization. The forms of the equations derived are especially convenient because they
allow fairly straightforward extension to include either the EKF or the MLSI algorithms.
Section 4.1 reviews the extended Kalman filter [7]. This filter is commonly used when the dy-
namics and measurement equations include nonlinear functions of the state variables. The EKF
uses a local linearization of the nonlinear functions at the estimated state to approximate the non-
linear dynamics of the system. Caglayan and Lancraft [5] have developed a separated EKF which
incorporates separate bias estimation into the EKF, and Section 4.1 extends this to include U-D
factorization. While the EKF can yield highly accurate state estimates in a nonlinear system, it
may not converge for all choices of initial conditions [1, 17].
Maximum likelihood system identification [11, 1, 17] is an attractive alternative when the system
dynamics can be written in terms of linear dynamics involving uncertain parameters, for example, in
the state transition matrix. The details of this algorithm are presented in Section 4.2. Incorporation
of separate bias estimation and U-D factorization into the MLSI is not so straightforward as in the
case of the EKF. Nonetheless, such an integration is possible if we take advantage of a number of
approximations proposed by Maybeck [11]. This is thoroughly discussed in Section 4.2.2.
The EKF and MLSI are compared with each other and with the standard Kalman filter using a
simulated IPSRU gyro calibration in Section 5. The comparison includes both a performance test
and a convergence test. The performance test is a statistical comparison of the estimation errors
resulting from both algorithms for a specific set of initial conditions. The estimation errors from the
EKF in the gyro error states contributing to the nonlinear scale factor error are found to be lower
than those from the MLSI.
When considering a range of possible initial conditions on these quantities, the MLSI is found
to converge (to within 10% of the true values of the relevant gyro error states) more easily than
the EKF. By this we mean that the MLSI converges for initial conditions in the vicinity of the true
state, whereas the EKF does not necessarily do so. As a result, the filter designer will likely require
more trial and error in order to select the right initial conditions for the EKF. While the EKF has
the potential to produce lower estimation errors than the MLSI, the convergence properties of the
MLSI make that algorithm a very attractive alternative.
~~II L~il__ _~__l____ ~ ^_gl_~_i__
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Chapter 2
IPSRU Dynamic Model
This chapter gives the dynamic equations associated with the IPSRU gyro system and the relation
of gyro error parameters to measured attitude errors. Section 2.1 presents the equations for the full
nonlinear system and discusses the physical significance of a number of gyro error terms. Section 2.2
provides linearized equations for the dynamics of the nonlinear self-heating terms.
2.1 Nonlinear Dynamic Equations
When considering gyro dynamics we are primarily concerned with the difference between observed
and actual rotation rates about the body axes, which arises as a result of various error terms.
For IPSRU, the three components of this gyro error rate (sometimes called the drift rate, wB) are
computed as follows [13, 15].
wf, = BIAS, + ADI,g + ADO,gS + ADSgf + ADSS, (gf) 2 + ADSI,gBg +
ADIO.g BgB + ADSO,g g + SP,kWB + SN,(1 - k,)w + SFNLwB + nB (2.1)
WB  = BIAS, + ADIygB + ADOYgB + ADSB +ADSS ,(gB 2 + ADSI,g g, +
ADIOgfgYB  + ADSOYg gf + SPI ,yw + SN,(1 - + SFNLw, + nB (2.2)
WB Z BIASz + ADIzg B + ADOxg B + ADSg B + ADSS, (gB) 2 + ADSIgBg B +
ADIO,gf g + ADSOz, f g + SPzk,w + SN,(1 - k,)wB + SFNLZWB + nB (2.3)
where
1 WE > 0k, = w - (2.4)
0 WB < 0
and k. and k, are defined similarly.
Equations (2.1-2.3) are used to compute the gyro attitude errors about each of the three axes in
the IPSRU body frame. The attitude error, p, in the inertial frame is affected by wfB as follows.
-- = CIw D  (2.5)
Here C / is the direction cosine matrix between the body frame and the inertial frame.
2.1.1 Nonlinear Terms
The terms involving quantities labeled SFNL in (2.1-2.3) are called nonlinear scale factor errors.
Each of these quantities is a self-heating term contributing a scale factor error due to changes in
input power to the torquer driving each gyro. This power is proportional to the square of the
current, while the current is proportional to the torque input. The torque is directly proportional
to the angular rate. There is an exponential decay with time constant 7 such that SFNL is related
to the square of the angular rate as shown in Figure 2-1. Defining a = 1/r, we obtain the following
(wB) 2  A SFNL W 1 AOB
A[ B -
75+1 s
Figure 2-1: Transfer function for nonlinear scale factor error.
differential equations for SFNL in each of the three body axes.
SFNL = -a.SFNL + aA(wf)2 (2.6)
SFNL, = -auSFNL, + A,(w )2 (2.7)
SFNLz = -a, SFNL, +a,A,(w,) 2  (2.8)
Note that in the steady state, SFNL --+ A(wB) 2 .
At this point we remark that for the IPSRU problem, we desire to estimate the amplitude A and
the exponential decay constant a, in addition to the nonlinear scale factor SFNL. Because the time
constant is unknown in addition to A and SFNL (it is also part of the state vector), its estimation
is a nonlinear problem. Murphy [13] has investigated the problem of estimating the nonlinear scale
factor in a batch process using an approximate model, treating SFNL as an exponentially decaying
quantity with amplitude proportional to the value of the most recent change in (wB) . This thesis
will explore the estimation of these parameters in the model specified using two nonlinear recursive
methods. The methods to be studied are the eztended Kalman filter, and the mazimum likelihood
system identification method (see Section 4).
2.1.2 Gravity-dependent Terms
The gravity terms in the body frame can be computed by gB = CB gL where gL is the gravitational
acceleration vector in the local level frame, and CB is the direction cosine matrix between the local
level frame and the body frame. In a test situation, Cf is computed from gimbal angles on a test
table as discussed in Section 5.1.1.
The coefficients of the gravity terms are defined for each input axis along with its associated
output and spin axes. The output axis is determined as follows.
xo = XI x xs (2.9)
For IPSRU's Mod II E/S gyro, the spin axis corresponding to the z- and y-input axes is the z-axis (in
the body frame), while the spin axis for the z-input axis is the y-axis. Combining these definitions
with the above relation for the output axis, we derive the definitions for the input, spin, and output
axes corresponding to each axis in the body frame as listed in Table 2.1.
Body axis Input Spin Output
z im i, -i
Y i1 i, im
z i, iY 
- i
Table 2.1: Input, spin, and output axes in gyro body frame.
2.2 Linearized Dynamic Equations
In this section we consider the gyro equations in terms of perturbation quantities of the states, x,
about some nominal point, xo. Note that all of the terms in (2.1-2.3) are already linear in the states.
Performing the linearization of (2.6-2.8), we obtain the following.
SFNL = -a.oSFNL. + ao(wf) 2 A, + [-SFNL=o + Amo(wf) 2 am (2.10)
SFNL, = -aoSFNL, + ,o(W ) 2A, + [-SFNLyo + Ao(w ) 2 , (2.11)
SFNL, = -azoSFNL + ao( )A, + [-SFNLo + Ao ) a (2.12)
For the case xo = 0, we note that the SFNL terms become constant bias states (states having a
time derivative equal to zero) in like manner to the other terms in (2.1-2.3).
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Chapter 3
Linear Filtering: Applications to
IPSRU
This chapter describes the dynamics associated with the IPSRU gyro system and reviews linear
filtering theory, applying the results to the IPSRU gyro calibration problem. Section 3.1 presents
the system model as described by Musoff [15, 16] and Murphy [13]. Section 3.2 reviews the general
Kalman filter equations and derives the relevant matrices for the IPSRU gyro system. Section 3.3
describes the implementation of the linear Kalman filter using the U-D factorization filter [10].
Because we are interested in estimating a number of bias terms which have zero derivatives
according to the state equation (3.1), it will also be beneficial to consider the method of separate
bias estimation [5, 6]. Section 3.4 reviews this method in combination with the U-D factorization
filter implementation of Section 3.3.
3.1 State-space Description of Linear Dynamics
Recall that for a standard linear (time varying) dynamic system with a state variable x, a measure-
ment vector z, and process and measurement noise terms w and v, respectively, the general form of
the dynamics is described by the following [7].
i(t) = A(t)x(t) + L(t)w(t) (3.1)
z(t) = H(t)x(t) + v(t) (3.2)
The particular Kalman filter algorithm best suited for computer implementation is the discrete
Kalman filter developed in [7]. If we adopt the notation xk = x(tk) (and similarly for the other
variables), where {tk } is a discrete time sequence over which the state and other variables are
computed, then by integrating (3.1) we obtain [7]
Xk+1 = (tk+l, tk)Xk + 4(tk+1, r)L(r)w(r) dr (3.3)
The state transition matrix, 4(tk+1, tk), satisfies
d- (t, r) = A(t)4(t, r) (3.4)
with the initial condition 4(r, r) = I.
We shall adopt the following notation to represent the discrete system dynamics.
Ak 4(tk+1, tk) (3.5)
Lkwk (tk+l, r)L(r)w(r) dr (3.6)
If the measurement, z, and measurement noise, v, are also treated as discrete quantities, then the
general discrete form of the dynamics is the following.
Xk+l = AkXk + LkWk (3.7)
zk = Hkxk +vk (3.8)
If we assume At = tk+1 - tk is small in the sense that the relevant matrix and vector quantities
can be assumed constant over that interval, then we can compute the limiting value for the state
transition matrix.
Ak = I + A(tk)At (3.9)
In this thesis, we use varying definitions for the state vector appropriate to the methods being
used. Thus it is helpful now to introduce variables corresponding to the various components of the
full state vector. We introduce the attitude errors, 41, nonlinear scale factors, 42, gyro bias states,
43, transfer function amplitudes for SFNL, 44, and the SFNL exponential decay constants, s5. The
forms of these vectors are expressed below.
41 = < (3.10)
T [ SFNL, SFNL, SFNL, ] (3.11)
4T [d TT T ] (3.12)
4 = [ A , A A] (3.13)
S = [a, a, az (3.14)
In (3.12),
4T = [BIAS 2 , ADI,, ADO, ADS2 , ADSSi, ADSI,, ADIO,, ADSO,, SP,, SNz] (3.15)
4T = [BIAS,, ADI, ADO1 , ADS, ADSS,, ADSI, ADIO, ADSOy, SP, SN,] (3.16)
Tz = [BIAS,,ADI,,ADO,, ADSz, ADSS,, ADSIz, ADIOZ, ADSO,, SPz, SN,] (3.17)
3.1.1 IPSRU Gyro Model
Let us recall the dynamic equations (2.1-2.3) where, in the linearized case, SFNL is treated as a
constant bias state. We define
xT = [T 1 (3.18)
w = n = CnB (3.19)
where (3.18) makes use of the definitions in (3.10-3.14). We shall not consider the SFNL terms in the
linearized analysis, because they appear in the dynamics only as terms having a linear dependence
on the linear scale factor errors. In the linear analysis, therefore, we shall estimate these linear scale
factors only, assuming SFNL - 0 on each axis.
The system matrices are defined as follows.
Ak I A 1 3 At (3.20)
0 1
a!
A 1 3 = C
/  
aI (3.21)
a z
L = (3.22)
0
where
a [l,ggB ,(gB) 2  B B B B B B (1-2B]ag g11, , g gg 1 , g , kw , ( - k)w (3.23)
a = 1, g ,g ,g, (gB) 2 , g gfgf gB,gBg kwB, (1-k)W] (3.24)
a = 1 BB, (gB) 2 , g g gf g gfBE gB E B (1-k)w] (3.25)
Note that A is time varying if the body is rotating relative to an inertial frame.
3.1.2 IPSRU Measurement Model
In this section we describe two different measurement models for IPSRU. The simpler model, which
we use in experimental testing, states simply that the orientation of the gyro body in reference to
inertial space is computed using test table gimbal angles and known earth rotation rates, as outlined
in Section 5.1.1. The IPSRU gyros indicate the small angular displacements about each of the
body axes. Using these displacements we generate a quaternion from the gyro body reference frame
(denoted by B) and a computed inertial frame (denoted by C). This quaternion, denoted by q , is
initialized at the initial value of q , the quaternion from the gyro body frame to the true inertial
frame (I). Note that in the absence of gyro errors we have q = qC. The computation of qC is
discussed in more detail in Section 5.1.2.
We can compute the small angle error in the inertial frame using the quaternions qC and q ,
both of which are available from the test table software (see Section 5.1). To do this, we form the
quaternion product q, and identify the scalar and vector components with the angular displacement
in the inertial frame as follows.
C CE q[I]T 1 1,lT F AI1
q= qCqB = qB [qBJ 4 (3.26)
We identify the angular displacement in the inertial frame with twice the vector component of the
quaternion product q/C, and this becomes the measurement of interest.
zi = AO' (3.27)
The question arises of how to incorporate the measurement noise into the measurement model. In
Section 3.3.3 we see that it is convenient to assume that the noises associated with each element of the
measurement vector are mutually independent, such that the covariance of the discrete measurement
noise is a diagonal matrix. Since qB is computed based on measurements of angular displacements
in the body frame, it is more natural to express the measurement in terms of those directly measured
quantities. Hence, we write
z B = Cfzz = CfAOz  (3.28)
where Cf is the direction cosine matrix representation of qB.
To determine the geometry matrix associated with this measurement, we remark that AOz is
equivalent to p from (3.10). Therefore,
zB C B  0 ]X+vB (3.29)
where vB is a discrete white noise having a diagonal covariance matrix. In other words, the mea-
surement geometry matrix is given by the following.
H=[cB o] (3.30)
An alternative measurement, which is available for IPSRU in an actual operational situation, is
obtained using star sensor line of sight (LOS) information [16]. A star sensor aboard a spacecraft
identifies a star within its field of view. The star sensor software then computes a unit vector, in the
star sensor reference frame, from the spacecraft to that star. This computation is performed based
on the focal plane image location of the star, as explained by Musoff [16]. We obtain the desired
measurement by comparing this information with the known LOS vector to the star provided by
a star catalog. The star catalog vector (denoted by u/) is provided in an earth centered inertial
frame. We must relate this to the star sensor frame through a direction cosine matrix given by
CSS = CssC~, where CSS is the (fixed) direction cosine matrix between the star sensor and gyro
body frames and CB is the direction cosine matrix between the gyro body frame and a "computed"
inertial frame based on gyroscope readings. The measurement vector is the difference between the
LOS unit vector based on focal plane measurements of the observed star (uss ) and the LOS vector
provided by a star catalog. Musoff [16] presents this vector difference in the star sensor frame as
follows.
S= uSSC -SS= c SSuB C - us (3.31)
Note that the direction cosine matrix C and the measured LOS vector uss are computed each
time a focal plane measurement is made. The star LOS vector, ui, is recalculated each time a new
star is observed.
If we add a measurement noise vs s to this measurement, the measurement vector, z, becomes
z =m+v= Hx +v = C B I uS S  vss (3.32)
and it remains to derive the matrix H such that Hx = m = CSSCcu - uSS to first order.
Musoff [16] has shown that the LOS unit vector difference can also be written as
m = -Ae s s x u s
rSS,-,Bu I [SSCBA 1]= ["B "I IUB I
S Sc [u x A'] (3.33)
where Cf is the direction cosine matrix between the gyro body frame and the true inertial frame. In
a real operational simulation, C B would be approximated by C B . In (3.33), A' = p from (3.10),
which implies
m= [Cs C [ui x] 0 (3.34)
where [uI x] is the cross product matrix corresponding to the vector uI. Hence,
H= C sCS[uix] 0] (3.35)
It is shown in Section 3.2.3 that if C ss is a fixed orthogonal matrix, then we can eliminate it
from (3.35), so that measurements are assumed to be taken directly in the body frame rather than
the star sensor frame, with no effect on the results.
In future discussion it will be convenient to use the partition of the measurement geometry
matrix which multiplies only the attitude errors in the state vector. We shall denote this matrix
H 1 . In the case of direct angular displacement measurements on the test table, H 1 = C Bf. If we
use star sensor measurements, then H 1 = C Is C [u x] for measurements taken in the star sensor
frame or H1 = Cf [ux] for measurements taken in the body frame. In the linear filter case we are
considering in this section, therefore, (3.30) and (3.35) reduce to
H= [ H 1 0 ] (3.36)
The numerical results in this thesis are based upon simulated test table measurements only. We
would expect calibrations based on star sensor measurements to behave similarly, except that longer
tests involving more maneuvers would be required in order to achieve full observability because each
star sensor measurement actually provides information about only two independent axes.
3.2 Kalman Filter Equations
In this section the standard linear Kalman filter implementation is laid out for the IPSRU. To
implement the filter, we must evaluate the initial conditions of the system as well as the state
transition and discrete noise covariance matrices required in processing the time propagation and
measurement update stages of the filter algorithm. The derivation of the Kalman filter is treated
in detail by Gelb [7]; only the results and application to the IPSRU gyro calibration problem are
presented here. The application of nonlinear filtering methods to IPSRU is discussed in Section 4.
3.2.1 Initial Conditions
First it is necessary to specify the initial conditions for the experiment. To implement the Kalman
filter, we require the initial state estimate, xi0, and an initial covariance matrix, Po. Both of these
are defined below in terms of expected values of functions of the initial state, xo [7].
xo = E {x(0)} = E{xo} (3.37)
Po = E [xo - o][xo - o]T} (3.38)
Most of the states in the IPSRU gyro calibration are actually error parameters of the gyro, such
as biases, scale factors, and so on. These quantities have an expected value of zero, but in reality
they may take on nonzero values. The angle errors are assumed to be zero initially. Thus, the initial
condition on the state estimate is simply
io = 0 (3.39)
Of course, the actual initial state, xo, depends on the particular unit to be calibrated; in computer
simulations it can be set to various values for comparative testing. Since we assume that the gyro
error terms are all constants, this is the vector that we are trying to estimate by means of the
Kalman filter.
The initial covariance is also unknown, but it is necessary to assume a Po for the Kalman filter.
Part of the experiment involves selecting an appropriate Po matrix such that good estimation results
are obtained. Ideally, this should reflect the true covariances in the system.
3.2.2 Time Propagation Equations
If we assume that E {wk} = 0 (where wk represents a discrete process noise), then the time prop-
agation of the state estimate is accomplished by taking expected values of both sides of (3.7) to
obtain
S Akf+  (3.40)
The superscripts indicate that Ri+1 = i(t +l), where t,+1 represents the time just before the
estimate is updated to account for measurement data (Section 3.2.3). Similarly, k+ = i(t + ) is
evaluated just after the measurement update at time tk.
To update the covariance matrix, we require statistical information about the discrete process
noise, w. One common noise model is discrete white noise [7]. If w is a discrete white noise sequence,
then
E (wkwf} = Qkbkj (3.41)
where 6kj is the Kronecker delta and Qk is the covariance matrix for the discrete process noise at
time tk. Since the covariance matrix of the state estimation error is defined as
P_+l = E{ [xk+ - =+] [Xk+1- X +] T}  E ~+ lT } (3.42)
we can substitute (3.7) and (3.41) to obtain [7]
P+= AkE iP +TAT + LkE ({wwkT}LT = AkP+AT + LQkL (3.43)
The covariance matrix for the discrete process noise is given by
Qk = Q = E nin T  = CE n n g CB T = C Q (3.44)
For IPSRU gyro calibration, QB has the form indicated in Section 5.2.3, which, being a scalar
multiple of the identity matrix, is actually invariant under the transformation (3.44) to the inertial
frame.
To implement this in a simulation, we use the definition (3.44) of Q in (3.43) while computing
the process noise sequence by
wk = V k , k N(O, I) (3.45)
where the matrix square root operation is defined such that =M T = M. This can be computed
for a positive semi-definite M using the U-D factorization M = UDUT, where, in indicial notation,
Dij = Dii6ij. The matrix square root is then simply =K-  U v/, where (v-D)ij = VD6.ij.
3.2.3 Measurement Update Equations
To process Kalman filter updates based on measurements, it is necessary to characterize the statis-
tical properties of the discrete measurement noise, as we did with the discrete process noise. We use
the discrete Kalman filter formulation for the measurements and model the measurement noise as
discrete white noise, the statistical properties for which have the following form.
E{vk} = 0 (3.46)
E{vkVk'} = Rk (3.47)
Gelb derives the measurement update equations for the discrete Kalman filter as follows [7].
Kk = P-HT [HtkP'H T +R] -  (3.48)
i+ = i- + Kk [k - (3.49)
P+ = [I-KtHk]P- (3.50)
The superscripts are defined in a manner consistent with Section 3.2.2. In simulating the Kalman
filter, the measurement, z, is obtained from (3.29) or (3.32), using the following for the discrete
measurement noise.
vk = -kk , C N(0, I) (3.51)
The measurement geometry matrix, H, is computed from (3.36).
At this point we remark that, if Cs is a constant, orthogonal matrix (meaning [CgS]- 1 =
[CSS]T = CBs), then the star sensor frame differs from the body frame only by this (constant)
rotation, and we may eliminate this from the equations (3.48-3.50). In the body frame,
H CBs Hk [ CB [ul X] 10 (3.52)
vk = CBsVa (3.53)
S= E v v } = CfsRkC SS  (3.54)
k = Cs = [C - C u] + vB (3.55)
Substituting these relations into (3.48-3.50) yields
Kf = KC ss = P-HBT Hf P-HBT + RF] (3.56)
i+ = Xi + K [Z- HfkX (3.57)
P+ = [- K H ]Prk (3.58)
3.3 U-D Factorization Filter
An efficient implementation of the Kalman filter arises from the decomposition of the covariance
matrix into upper triangular and diagonal components, U and D, respectively, such that U has
diagonal entries equal to unity and P = UDUT. The U-D factorization filter [3, 10, 18] is superior
to the traditional Kalman filter implementation in that numerical conditioning is improved [3, 10]
and positive-definiteness of the error covariance, P, is ensured. Furthermore, the U-D filter is more
efficient for computer implementation in terms of memory usage, although it generally requires
a higher operation count which makes the standard Kalman filter more attractive on grounds of
computation speed. The U-D filter is faster in general than other factorization schemes, however,
and the improved numerical properties justify the increased computational burden.
3.3.1 Initial Conditions
To represent the initial conditions in the U-D factorization framework, we note that it is necessary
to decompose Po into its upper triangular and diagonal components, so that Po = UoDoU .
Maybeck [10] offers an efficient algorithm for carrying out the U-D factorization of the covariance
matrix. Writing the matrices U = (uii) and D = (dj6ij) using indicial notation, we compute, for
j --n,n 
- 1, ..., 1,
dj = pjj - dkk 2 (3.59)
k=j+1
0 i>j
Uij = 1 i = j (3.60)
[Pij- =j+d8kk.Likujk] /djj for i = j - 1,j--2,..., 1
We shall see from the time propagation (Section 3.3.2) and measurement update (Section 3.3.3)
equations that we need only apply (3.59-3.60) once, at the initial condition. For subsequent com-
putations, we always continue updating U and D individually, so it is not necessary to recompute
them from P each time. On the other hand, P can be computed at any stage we like. The algorithm
for computing P from U and D requires much less computation. In indicial notation,
Uildji + E=,+1 uikdkkj k <
pj = djj + E = d+kkUk i= j (3.61)
Pji > j
3.3.2 Time Propagation Equations
To represent the time propagation (3.43) of the covariance matrix in the U-D factorization scheme,
we begin by building the following matrices [11].
Y k [ AkU +  Lk (3.62)
k [ D +  (3.63)
It has been pointed out [10, 18] that, using (3.43), we obtain
YkD YT = AkU D + [U AT + LkQkL T = P + (3.64)
Thornton and Bierman [18] have developed an efficient means of propagating the covariance
matrix using weighted Gram-Schmidt orthogonalization and factorization. Defining vectors wj as
w -..- w = Y (3.65)
we compute a Dk-orthogonal set of vectors, {vj) as follows, for j = n,..., 1.
n Tv
vj = wWj - v (3.66)
l=j+- l V kVI
The U and D components of the covariance matrix are then updated by the following [18]: for
j 1,2, .. ., n,
dji(t -+ ) = vjTDkv j  (3.67)
and, for i = 1,2,..., j- 1,
wTDkvj (3.68)
uij(tk+1 =i 1(3.68)d,,(tk+,)
The best method for computing the vectors in (3.66) depends on the particular computing
environment. In a MATLAB 1 script, highly efficient matrix computations can often be achieved
using MATLAB's built-in functions for sparse matrices. In this case, we seek to minimize the
amount of interpreted (M-file) code in the program. Notice that (3.66) is equivalent to
v [ I - v W (3.69)
This suggests an algorithm for computing the vj beginning with v, = wn and N, = I and perform-
ing the following iteration for j = n - 1,..., 1.
Vj+lDkj+1Nj = N+I- VT+ kV+ (3.70)
vj = Njwj (3.71)
On the other hand, Maybeck [10] gives a more efficient algorithm, for implementation in a
computer language such as C, which computes U and D directly without the intermediate step of
determining the vj vectors. For j = n, n - 1,..., 1, perform the following computations.
c = Dawj (3.72)
dj(tk+1 ) wTc (3.73)
d = c/djj(t +l) (3.74)
At each value of j, perform, for i 1, 2,..., j - 1,
uij(t- 1)  = wTd (3.75)
1MATLAB is a trademark of The MathWorks, Inc.
Wi Wi - ij(tk+)w)
3.3.3 Measurement Update Equations
It has been shown [7] that, in updating the state estimate and covariance due to several measure-
ments, the measurements can be processed one at a time. If the covariance matrix, Rk, for the
discrete measurement noise is diagonal, this amounts simply to taking h T to be a row of HA, Rk to
be the corresponding diagonal entry of Rk, and zk the corresponding element of zk. Then (3.48-3.50)
reduce to
K k :
hTp-hk + Rk
P+= [I - KAkhT] P -
R+ = i + Kk [z - h h
(3.77)
(3.78)
(3.79)
It has been shown that if these computations are performed individually for each measurement, the
result agrees with the full application of (3.48-3.50).
To compute these, we follow Maybeck [10] and define
f = [U ] hk
v = D-f
(3.80)
(3.81)
Then, defining ao = Rk, we perform the following computations for j = 1, 2,..., n.
aj =
djj(t + ) =
qj =
aj-1 + fj'vj
dj,(t.)a_i a
(3.82)
(3.83)
(3.84)
(3.85)
vj
p = -fjlaj_1
Then for i = 1, 2,.. ., j - 1 at each j, compute,
uij(t + ) =
Finally, the denominator term from (3.77) must
the vector q of the q, as follows.
uij (t ) + qip (3.86)
qi + uj(t )vj (3.87)
be incorporated, so the vector Kk is computed from
Kk = q/a, (3.88)
(3.76)
Note from (3.80-3.82) that
a, = hTp -hk + Rk (3.89)
3.4 Separate Bias Estimation with U-D Factorization Filter
Recall that in the gyro model for IPSRU, we have a large number of terms which we assume
constant, yet which we must estimate. Friedland [6] proposes an efficient method for dealing with
this special case, known as separate bias estimation. His paper provides both continuous and discrete
algorithms, but neither of these makes use of any factorized form of the covariance matrices. His use
of the inverse of the covariance matrix on the bias states does not lend itself directly to factorization.
Caglayan and Lancraft [5] later provide a nonlinear extension, including a discrete formulation, but
again without making use of any factorized form. Maybeck [10], Bierman [3], and Thornton and
Bierman [18], on the other hand, give algorithms for the U-D factorization filter, but these are not
applied to the separate bias estimation problem. Bierman [4] provides some discussion on a separate
bias formulation for the square root information filter (SRIF), but his treatment of the bias states
in this case differs substantially from that of Friedland [6], and it is not clear how to apply it to
the U-D factorization or to extend his method to the nonlinear case. There is also some treatment
of separate bias processing of the time propagation only in the U-D factorization. An extension of
Bierman's discussion to include measurement updates for the separate bias U-D factorization could
possibly be accomplished in a manner analogous to his treatment of measurements in the SRIF, but
this is not done. Moreover, it is desirable instead to follow Friedland's [6] implementation of the
separate bias estimation more closely, and to apply the U-D factorization within that framework,
because then the extension to the separated EKF with U-D factorization is readily obtained by
reference to Caglayan and Lancraft [5]. This section reviews the method of separate bias estimation
proposed by Friedland and suggests an implementation which allows us to combine separate bias
estimation with the U-D factorization filter, thereby retaining the desirable numerical properties
associated with the factorization.
We begin by lumping together into a separate bias vector, b, all of the bias states, which are
assumed to be constants to be estimated. Consequently, we include in the dynamic state vector, x,
only those state variables which vary with time, and we rewrite (3.1-3.2) as follows.
Xk+1 = Akxk + Bkbk + Lkwk (3.90)
bk+l = bk (3.91)
zk = Hkxk + Ckbk + vk (3.92)
Consider a partitioning of the standard Kalman filter state vector such that the dynamic states
and the bias terms are ordered in the full state vector, x, as follows.
= [xT bT] T  (3.93)
The covariance matrix, P, is partitioned as
p P b ] (3.94)
Pb PHbbb
Friedland [6] proposes that we compute a "bias free" estimate, i, which he shows relates to the true
state estimate through
f = * + Vb (3.95)
We shall see below how V is determined and how it is used in forming the cross-covariance matrix,
Pab. The idea of introducing the "bias free" estimate is to estimate the state assuming b = 0 and
then to estimate the bias concurrently, but separately.
In the "bias free" estimation, we define the following individual covariance matrices.
P = E {[ -(x - Vb)][i- (x- Vb)]T} (3.96)
M = E [b - b][ - b] (3.97)
These are the covariance matrices which are propagated through the separate bias estimation algo-
rithm. To relate these to P, we first employ the result of Friedland [6] that
Pb = VM (3.98)
Moreover, it is clear that
Pbb = E -b] -bl = M (3.99)
Finally, we compute [4]
P., = E{[i-x][i x] EI {[+ V x][+ Vb x]
= E {[i-(x-Vb)+V -b)1[-(x -Vb) +V (-b
= E [i - (x - Vb)][ - (x - Vb)] + VE [i - (x- Vb)]T
+E - (x- Vb)] - b]T  VT + VE jb] b T VT
= P + VMVT (3.100)
where the error in the bias estimate is uncorrelated with that of the bias free state estimate.
While Friedland [6] provides a discrete formulation for the separate bias estimation algorithm,
it is not immediately clear from this how to incorporate U-D factorization of the covariance ma-
trices, P and M. In the sections which follow, we shall make use of continuous propagation and
update equations (including appropriate Ricatti equations) for the separate bias method in order to
motivate development of an alternative discrete algorithm for implementing the separate bias U-D
factorization filter. Friedland [6] writes the pertinent continuous equations as follows.
x = A + PH R-[ - Hi] (3.101)
P = AP+PAT + LQLT- PHTR-1HP (3.102)
V = AV + B - PHTR-1[HV + C] (3.103)
S= M[HV + C] R - 1  - Hi - [HV + C]$ (3.104)
M = -M[HV + C]TR-1[HV + C]M (3.105)
Note in particular from Friedland's Ricatti equations that the measurement updates are done by
computing the bias free innovation z - Hi to update the bias free estimate, and then using that
innovation as a measurement for the bias estimate update.
Appendix A provides analytical verification that the separate bias U-D factorization filter yields
a solution identical to that of the standard Kalman filter.
3.4.1 Initial Conditions
The quantities in (3.90-3.92) are easily obtained from the quantities determined for the standard
Kalman filter in Section 3.1. Thus, taking
X = 1 , b = 3 (3.106)
from (3.18), we conclude
Ak = I (3.107)
Bk = A 13At (3.108)
Hk = H 1  (3.109)
Ck = 0 (3.110)
Lk = I (3.111)
and w, v, and z are computed as before, from (3.29), (3.32), (3.45), and (3.51). The discrete noise
covariances Q and R are the same as those defined in Sections 3.2.2 and 3.2.3. Recall the definitions
of the matrices A 13 and Hz from (3.21) and from Section 3.1.2, respectively.
To compute initial conditions for these covariance matrices, we note first that we determined that
the initial covariance matrix was diagonal for IPSRU, so Vo = 0. This also gives us Po = lf?.o and
Mo = Pbbo. We can factorize these block diagonal elements as P = U,DU T and M = UbDbUbT ,
setting U=o = I, D.o = Po, Ubo = I, and Dbo = Mo.
3.4.2 Time Propagation Equations
In this section we process the time propagation for the estimates and covariances of the state and bias,
as well as for the cross-covariance V. Because the time derivative of b in (3.91) is identically zero,
however, its estimate, b, and error covariance, M, remain unchanged during the time propagation
stage. Thus, in the notation of the previous sections,
-+1 k = (3.112)
M+ 1 = M = Mk (3.113)
Note that (3.101-3.102) are identical to the corresponding equations in the standard Kalman
filter [7]. To propagate i and V, therefore, we compute the state transition matrix using (3.9) and
apply (3.90) to obtain
- = Akfc+ + Bkk (3.114)
ikx 1 + V bk = Ak [k + Vjk + Bkk (3.115)
il = Ak:+ (3.116)
Vy-+ = AkV + B (3.117)
Finally, we note that (3.102) is identical to the Ricatti equation for the state error covariance in
the standard Kalman filter [7], so we can propagate P using (3.43).
P-+l = AkP + A T + LkQTL T  (3.118)
To evaluate the propagation using the U-D factorization of P, we simply substitute U. for U and
D. for D in Section 3.3.2 and carry out the computations listed there.
3.4.3 Measurement Update Equations
While Friedland [6] gives a discrete formulation of the separate bias estimation, his equations apply
to the case in which all measurements are processed at once. To continue using the U-D factorization
filter as we have implemented it here, we need the corresponding formulation for the case in which
measurements are processed one at a time. This is most readily obtained by analogy using (3.101-
3.105) and the results already obtained for the standard U-D factorization filter. We first derive
the measurement update equations for the full vector measurement, then explain how to perform
the updates for one measurement at a time.
In Section 3.4.2 we saw that the bias free state estimate and error covariance are to be treated
in the same manner as the full state estimate and error covariance of the standard Kalman filter.
Continuing in this manner, we define the innovation rk = zk - Hkj - and apply the standard Kalman
filter update equations [7].
Kt = P-HT[HaP--HT +Rk] 1  (3.119)
P+ = [I- KkHH]P- (3.120)
i+ = i- + Krk (3.121)
We update V by considering the form of the measurement update term in (3.103). The forms
of (3.103) and (3.101) suggest that V should be updated in a manner similar to that for the update
of i. Defining Gk = HIV- + Ck, we substitute -G for r and V for R in (3.121) to obtain
V + = V; - KGk (3.122)
Caglayan and Lancraft [5] point out that rk can be interpreted as a measurement corresponding
to the measurement geometry matrix Gk, to be used in updating the bias estimate, and this is also
suggested by (3.104). To determine the bias update equations in the discrete case, we will follow
the procedure used by Gelb' [7] for deriving the measurement update equations for the standard
Kalman filter.
We begin, following Gelb [7], by proposing the form of the estimator for b and determining the
conditions under which it is unbiased. Defining 6 = b - b and 6i = i - (x - Vb),
bk = S^~bk-1 + Skrk = Sbk-1 + Sk [zk - Hkic] (3.123)
bk + 6bk = S'kbk + S'6bkk-1 + Sk [HkXk + Ckbk + vk - Hk (xk - V-bk + 6-i )(3.124)
61bk = [S' + SkGk - I]bk + S'bk-1 + Sk [vk - Hk6bi] (3.125)
2 Section 4.2, pages 107-109.
For an unbiased estimator, given zero mean measurement noise, E{6A} = 0, and E{6i} = 0, we
require
S' = I - SkGk (3.126)
To find the minimum variance unbiased estimator, apply (3.125) and (3.126) and find the covari-
ance matrix for 6bL.
Mk= E 6bibT=
SE [(I - SGk) k-1 + Sk (Vk - Hki-)] [(I - SkGk)bk-1 + Sk k - Hk -l T)
= [I- SkGk] E {6 k-lbT }1 [I- SkGk]T + [I- SkGk] E i k-1 [k - Hkbi]T}S T
+ SE [vk- Hk6i] 6 } [I - SkGk] + SkE I[Vk - Hkik I[k - Hkhi] T}ST
[I- SkGk Mk-1 [I- SkGk]T + SkE {vkvW}ST + SkHkE {-i- T}HTsT
Mk = [I - SkGk] Mk-1 [I - SkGk]T + Sk [HkP-H w + Rh] ST (3.127)
We note that (3.127) is analogous to (4.2-12) from Gelb [7]. At this point, Gelb [7] computes an
expression for the Kalman gain matrix that yields the minimum variance estimator. Applying that
result to (3.127) yields
S = M-1GT[GkMk-lGT + HkPHT + Rh] - 1 (3.128)
Mk = [I- SkGk]Mk-1 (3.129)
b = Lk- + Sk [ rk - Gik-l (3.130)
Now we consider the procedure for processing each measurement one at a time. For a given
scalar element zk of the measurement vector, we extract the corresponding row vector, hT, of the
measurement geometry matrix Hk. The corresponding innovation sequence is computed as follows.
r= zkT - (3.131)
Substituting U, for U, D. for D, and R for £, we carry out the computations of Section 3.3.3. In
so doing, we update i and P, and obtain the vector Kk, from the following.
Kk (3.132)
hkP hk + Rh
P+ = [I- KkhT]P- (3.133)
i+ = i- + Kkk (3.134)
To update V, compute the vector gT = hTV- + cT where cT is the corresponding row of Ch.
For the scalar measurement under consideration, (3.122) becomes
V + = V- - Kkg T  (3.135)
Finally, to update b and M we follow the algorithm of Section 3.3.3, substituting Ub for U, Db for
D, g for h, S for K, and (hTP-h + R) for R. Recall that the computation of h P hk + Rk is done
automatically in the process of computing the measurement update for the bias free estimate (3.89).
We thereby compute
Sk T M: t Kt Phgk (3.136)
g Mk_1gk + hTP-hk + Rk
MS = [I- Stg T ] Mk-1 (3.137)
k =k-1 + Sk I k - g k-1] (3.138)
which is equivalent to (3.128-3.130) for a scalar measurement. We proceed in this manner with
(3.131-3.138) sequentially for each measurement. It bears repeating that this assumes the covariance
matrix for the discrete measurement noise is diagonal, so that each element of the measurement
vector can be treated individually.
Appendix A demonstrates analytically that this algorithm yields results identical to those of the
standard Kalman filter.
3.4.4 Comparison with Standard U-D Factorization Filter
As shown in Appendix A, the results of the U-D factorization filter with separate bias estimation
are equal to those obtained by the standard Kalman filter; they are the optimal estimates and
corresponding error covariances. We note, moreover, that the separate bias U-D factorization filter
possesses all the desirable numerical qualities of the standard U-D factorization filter. In particular,
positive definiteness of the covariance matrices P and M is ensured by virtue of their representation
in the U-D factorization. Since matrix inversions in the filter algorithm involve only these matrices
and the positive definite covariance matrix, R, for the discrete measurement noise, we expect the
separate bias U-D factorization filter to have numerical conditioning properties similar to those
obtained using the standard U-D factorization filter [10, 4]. Moreover, the separate bias algorithm
is preferred because of the significant reduction in computational burden as demonstrated below.
In a memorandum introducing the separate bias U-D factorization filter [12], a comparison
between the separate bias U-D factorization filter and the standard U-D factorization filter with-
out separate bias is made by implementing the two filters in MATLAB and comparing the results.
MATLAB records the number of floating point operations (FLOPS) required to perform each com-
putation; Table 3.1 lists these for a variety of cases having different values of n, = dim x and
Number of states Propagation FLOPS Update FLOPS
(per measurement)
n, nb nb/n w/o SB w/ SB % saving w/o SB w/ SB % saving
3 3 1 1228 1011 18 304 281 8
3 6 2 1624 1074 34 562 506 10
3 12 4 2794 1200 57 1321 1199 9
3 24 8 6646 1452 78 3811 3557 7
3 48 16 20398 1956 90 12679 12161 4
6 3 1/2 5300 4980 6 642 587 9
6 6 1 6022 5214 13 985 857 13
6 12 2 8002 5682 29 1906 1640 14
6 24 4 14120 6618 53 4716 4178 11
6 48 8 35002 8490 76 14236 13142 8
Table 3.1: Comparison of floating point
separate bias estimation.
operations for U-D factorization filter with and without
nb = dim b. It is also verified numerically that the results of the two methods are equal, as shown
analytically in Appendix A.
In order to make a fair comparison, we use MATLAB's sparse matrix operations. The primary
effect of this is to eliminate unnecessary computations in the filter propagations without separate
bias, due to the large 0 and I blocks in the state transition matrix. The operation counts in Table 3.1
represent those obtained using the sparse matrices; if we perform full matrix multiplications, the
savings in operation counts are much larger.
As illustrated in Table 3.1, the separate bias U-D factorization filter represents a significant
savings in computation time over the standard U-D factorization filter. The amount of improvement
expected using the separate bias formulation increases with the number of bias states relative to the
number of dynamic states.
Chapter 4
Nonlinear IPSRU Dynamics
This chapter describes methods for estimating the IPSRU gyro parameters while including the effects
of the associated nonlinear dynamics. Two algorithms are applicable to the type of nonlinearity
which arises here - the extended Kalman filter [7] (Section 4.1) and the maximum likelihood
system identification method [11, 17] (Section 4.2).
4.1 Extended Kalman Filter
A common nonlinear filter is the extended Kalman filter (EKF) [7]. The EKF is implemented by
using the full nonlinear differential state equation for propagating and updating the state estimate,
while propagating and updating the covariance matrix in the manner of the traditional Kalman
filter. Caglayan and Lancraft [5] have developed an algorithm implementing a "separated EKF"
which combines the EKF with the separate bias estimation of Friedland [6], discussed in Section 3.4.
We shall here consider the latter approach for application to IPSRU.
The full nonlinear differential equation of state and the nonlinear measurement equation are
given by the following.
Xk+1 = fk(xk,bk)+ Lkwk (4.1)
bk+l = bk (4.2)
z: = hk(xk,bk)+vk (4.3)
We must now include in the state and bias vectors the additional elements associated with the
nonlinear scale factor which we wish to estimate. Thus,
xT=[ 4T T ,4 T 4 (4.4)
Following the derivation of Caglayan and Lancraft [5] (but using the notation of Friedland [6] for
naming matrices and our previous indexing notation in order to maintain consistency of notation
throughout this text) we compute the following matrix partials and functions corresponding to
time tk.
A fk(x,b) _ I A1 2AtAk -
ax is, + 0 I+A 22At
Bk fk (x, b) [ A1 At 0 0Bk Ob x [+ ,b +  0 A 24 At A2 sAt
hk (x, b) [HIHk = H 0
Shk (x, b) 0
O[ T
Uk = fk(i ,)- Akj - Bkb [ 0 0 0 uAt uAt usAt
yk = hk(i,b, )-Hk-k -Ckb =O 0
B
B~z
= -2
- -c: -+
-[&(tB)2
- SF^NLm
Z( B)2I
-SFNLV + A (wB )
-SFNL, + Az (wB) 2
U= 
-i I-SF^NLi+ i(wBI)2
and A 13 and H 1 are the same as those defined in (3.21) and Section 3.1.2, respectively. Notice that
the entries in these matrices depend on the actual estimates (not the bias free estimates) of the
states in the nonlinear dynamics of the system.
where
(4.5)
(4.6)
(4.7)
(4.8)
(4.9)
(4.10)
(4.11)
BA =
A12 : CI
A 2 2
A 2 4
A 25
(4.12)
(4.13)
(4.14)
(4.15)
+ Am (Wf )
4.1.1 Time Propagation Equations
Using the above definitions and defining a cross-covariance matrix, V, in accordance with (3.95), we
obtain the equations for time propagation of the state estimate and of V.
+l = Ait + BkAbk + Uk (4.16)
4t, + V i Ak t = + vik] + Bbk + Uk (4.17)
X k+ = Aki+ + uk (4.18)
V+ = AkV + + Bk (4.19)
Notice that (4.19) is identical to (3.117) while (4.18) differs from (3.116) only by the addition of
the quantity uk which, as has been observed by Caglayan and Lancraft [5], depends on both the
bias estimate and the state estimate (not bias free). According to Caglayan and Lancraft [5], the
covariance propagations are done in the same manner as for the linear case. This last condition also
applies to the measurement updates of the covariance matrices, from which we conclude that we
may continue to use U-D factorization as before in the EKF.
4.1.2 Measurement Update Equations
For IPSRU we shall use a linear measurement, since we are simply measuring the attitude error
about each of the three inertial axes. An examination of the equations of Caglayan and Lancraft [5]
will show that the measurement update equations for the separated EKF are the same as those for
the linear separate bias estimation (see Section 3.4.3) when the measurement vector is composed
of a' linear combination of the states (plus a measurement noise). While Caglayan and Lancraft [5]
have solved the problem including a nonlinear measurement, we do not require those results here.
It is convenient that the IPSRU measurement model is linear, otherwise we would have to evaluate
Hk from (4.7) at the estimates ix and bI-, update the estimates, and then evaluate Hk at the new,
updated estimates, repeating this process for each element in the measurement vector. In the case
of a linear measurement model, however, Hk is independent of the current estimates.
4.2 Maximum Likelihood System Identification
So far we have treated the nonlinear dynamics of the IPSRU gyro calibration problem by treating
all unknowns to be estimated as states of the system, and using a nonlinear filter when the expo-
nential decay terms appear in the equation of state for the nonlinear scale factors. An alternative
representation is to treat a., a., and a. as unknown parameters of a linear system. A procedure
for estimating these uncertain parameters is known as system identification [11]. In the method to
be employed in this section, we define a likelihood function, which represents the probability distri-
bution of the states and the measurement history, dependent upon the true values of the uncertain
parameters. The parameter estimates are chosen to maximize the value of this likelihood function,
and the state estimate and error covariance are evaluated concurrently. This particular approach is
known more specifically as mazimum likelihood system identification (MLSI) [11] or full information
mazimum likelihood optimal filtering (FIMLOF) [1, 17].
We assume that the uncertain parameters are approximately constant over an interval of Nparam
sample periods [11], where Nparam is a number selected by the filter designer. We obtain good
approximations by making parameter estimate updates only every Nparam sample periods, and by
using only the measurement history from the most recent Nparam periods in each update. This
yields substantial reductions in computation time. In Section 5 we compare maximum likelihood
system identification with the linear and extended Kalman filters and evaluate its advantages and
disadvantages in relation to those other methods.
Maybeck's treatment of this subject includes a number of approximations which he suggests for
the purpose of "attaining online applicability"' [11]. Some of these approximations are incorporated
directly into the summary provided here in the following sections. It turns out that the system
identification method using these approximations lends itself nicely to combination with separate
bias estimation and U-D factorization, as is demonstrated in Section 4.2.2.
To employ the system identification procedure, we define the state and bias vectors as follows.
x= 4T 4 b T 4T 4T (4.20)
In addition, we define a vector, a, containing the unknown parameters; in this case, a = 4s-
The vectors z, w, and v are the same as those used in the linear separate bias estimation of
Section 3.4. The required system matrices are computed as follows.
I A l a tAk = I AzzAt (4.21)
0 I+ A 22At
B: = A t 0 (4.22)
0 A 24AtJ
Hk = H1  0] (4.23)
Ck = 0 (4.24)
Lk = (4.25)
0
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Notice that the state transition matrix, Ak, of (4.21) is identical to that used for the EKF (4.5);
likewise, the measurement geometry matrix, HA, of (4.23) is the same as that used for the EKF (4.7).
In this system identification algorithm we will also require the partial derivatives of the state
transition matrices with respect to the unknown parameters.
Ak 0 0 ] (4.26)
Oa 0 (0A 22/OaC) At
Bk 0 0 ] (4.27)
aa (A24/1a) At
From (4.12) and (4.13) we compute the necessary partial derivatives, represented in indicial notation
as follows.
A 22 ) = (- 6,pb,p) (4.28)
4.2.1 System Identification Theory
In this section we follow the discussion of Maybeck [11] detailing the derivation of the required
equations for maximum likelihood system identification. In addition to the theory, Maybeck provides
some simplifying approximations which reduce both the complexity of the equations and the run
time of the algorithm, without significantly compromising accuracy. This discussion introduces those
approximations as needed.
We begin with the definition of the following likelihood function [11].
k
fx.,Zhla = fxAlIZ,a IfziZ,_,a (4.30)
1=1
This is the probability density function of the state variable, Xk, and measurement history, Zk, given
the parameter, a. Assuming Gaussian distributions for each of the relevant conditional density
functions, we write the following [11].
exp - [ - +]T [P +]-
fxiZk,a ( Z a) k k 1 (4.31)
exp .- [( - Hi- j] T E I [ - HjX i
fzlZ,-_,a (C1ZiZ - 1, a) (2r)m/2 E 1/2(4.32)
where El = H1 PI-HT + R1, n = dimx, and m = dimz.
To get the state and parameter estimates, we seek those values which maximize the likelihood
function (4.30). It turns out to be easier to work with the natural logarithm [11].
£k = Infx.,Za ( , Zka)
n+km 1 1 ]T [2 In 27 - 2 In IPkI- 2 -
k k
2=1 1=1
To find the values of ( = x*(tk) and a = a*(tk) which maximize £k, we must take derivatives
with respect to these two variables, and set them equal to zero [11]. In the case of the state estimate,
04 = - [X*(tk) -+] [P+-' = 0 (4.34)
This yields
X*(tk) = k (4.35)
We compute the optimal state estimates in the same manner as the Kalman filter without system
identification, setting ak = a*(tk) at each time interval. Therefore, we may use the same methods
for computing the state estimate and covariance that are developed in Section 3, including separate
bias estimation and the U-D factorization. It still remains to show that the parameter estimation
stage of the algorithm can be included within the framework of the separate bias U-D factorization
filter. This is demonstrated in the sequel.
Before considering the derivative of 4t with respect to the unknown parameter, we make use
of a simplifying approximation, provided in Maybeck [11], which states that we may consider only
the weighted least squares terms in the derivative of the likelihood function. Maybeck points out
that the accuracy of the algorithm is not degraded through use of this approximation; in fact, the
approximation actually removes a bias associated with some of the neglected terms. Retaining only
the weighted least squares terms, we obtain equations of the following form [11] for each element aj
of the parameter vector a.
84h
Bai ==x-(t,),a=a(,)
S P [x(tk) - ifa] + HT E-1 [z - Hli] = 0 (4.36)
=1Maybeck [1 ] frequently fers to th  d ivative[
Maybeck [11] frequently refers to the derivative [aB/la] w as the score vector, s(tt). Substitut-
ing (4.35) into (4.36) yields
s-(tk) = H TE,'ri = 0 (4.37)
1=1
where ri = zs - HIi-. In addition, Maybeck [11] provides the following approximation to the second
derivative a82LA/a 2.
JiZ (t) =H EHaa aaji j(4.38)
We refer to the matrix J(tk) as the conditional information matriz[11].
The optimal parameter estimate, &* (t), is acquired using a Newton-Raphson iteration approach.
Given an initial estimate, &.(tk), the updated estimate, i*(tk), is given by
[,82£ -1 [-
(tk *(tk) [ - =2i,(8A)+J-l(tk)s(t8) (4.39)
where s(tk) and J(tk) are evaluated at fi(tk).
As an alternative to basing the parameter estimates on the entire measurement history, a common
approach is to consider only the most recent N = Nparam sample periods. Using this approach, the
score vector and conditional information matrix are computed as follows.
si(tk) = [ JHTEt1r (4.40)
l=k-N+1
k Tr
Jij(tk) = k i~j [-]T HTE I-H: (4.41)
- 1L 1 J
If we assume that the unknown parameters are approximately constant over N sample periods, we
achieve a significant reduction in computation by processing parameter estimate updates only after
every N sample periods [11].
4.2.2 Separate Bias System Identification
By making use of the approximations provided by Maybeck [11], which are discussed in Section 4.2.1,
we may readily incorporate separate bias estimation and U-D factorization into the maximum like-
lihood system identification algorithm. In order to compute the score and conditional information
matrix from (4.40-4.41), we must compute the partial derivatives of the state estimate with respect
to the unknown parameters. In the full MLSI algorithm, we also require partial derivatives of the
covariance matrix in order to compute the derivatives of the likelihood function. In this implementa-
tion, however, we employ Maybeck's [11] approximation which neglects derivatives of the covariance
matrix, leaving only weighted least squares terms in (4.36).
We note that, just as we partitioned the state vector for the separate bias estimation algorithm,
we can also partition the partials of the state vector. However, we are not able to compute the
partials of the bias free state estimate independently without also requiring partials of the V matrix.
Instead, we compute the partials of the dynamic state estimate and of the bias estimate, without
separating out the bias free component of the dynamic state. In this section, we detail the system
identification algorithm within the separate bias U-D factorization framework.
Initial Conditions
In addition to the initial conditions on state estimates and covariances for the standard filter algo-
rithm, we require initial conditions on the partial derivatives of the states. Maybeck [11] points out
that the initial estimates "are considered to be immutable" 2 [11], and, therefore, the partials of the
state estimates with respect to each element, a of the parameter vector, a, are given as follows.
Bio bo
= 0 = 0 (4.42)
Ba 6 ai
Note that this does not apply only at the initial time, to, however. As part of the system identification
algorithm, we choose a value Nparam such that we perform parameter updates after every N = Nparam
sample periods. Those updates, as indicated by (4.40-4.41), depend only on the history for the N
most recent intervals. Therefore, if we process a parameter update at time tk, the partials of the
state estimates at t+_N are also equal to zero.
Because the score and conditional information matrix are expressed as sums involving terms from
the N most recent time intervals, they are most effectively computed as running sums. Thus, if we
perform a parameter update at time tk, we initialize s(tk-N) = 0 and J(tk-N) = 0 and update the
values each time a measurement update is processed. However, as we shall see later in this section,
it may be preferable instead to deal directly with the inverse, J-1, of the conditional information
matrix. In this case, the designer must select an assumed large initial value for J-1.
Finally, we must select an initial condition for the optimal parameter estimate, i*.
Time Propagation Equations
To process the time propagation of the state estimates and covariance matrices, we follow exactly
the same procedure that we used in the separate bias U-D factorization filter (Section 3.4), since
we are now dealing with a linear system with uncertain parameters. To propagate the partials of
2 Maybeck, p. 84
the state estimates, recall,
k+1 = Ax + Bkl+ (4.43)
b-+l =  6  (4.44)
Taking the partials of both sides in (4.43-4.44), we obtain
i+1 Ak + + B k + (4.45)
i aai iai c9ai aaj k
ib k6++l k (4.46)
Note that to carry out this computation, we require the partials of the matrices Ak and Bk, evaluated
at the current parameter estimate. This is typically done most easily by computing off line the
analytical forms of these derivatives and evaluating those functions in the computational algorithm,
as in (4.28-4.29).
Measurement Update Equations
In the measurement update stage, we process the estimate and covariance matrix updates as before
(Section 3.4), processing each measurement separately from the others in series provided the discrete
measurement noise covariance is diagonal. To update the partials of the state estimates, we use
= +
- i + Kk (zk - h i)] + [V- - KhgT] [b + Sk (zk - h Ti -g
= if + [K, (1 - gSk) + V-Sk] [z - h - cTS
- +K h Phk + Ri K, + V Sh Z - h -  c (4.47)[gk M g, + hT Ph, + Rk + ,
' = ' +Sk[ z-h - c T '] (4.48)
Neglecting the partials of the covariance matrix terms, we take the partials of both sides to obtain
ikc a + K ±VSI S hT k " _ - (4.49)
Bai - aaei gk Mg + P hk + Rk k j a aai
_ = -+ Sk -h T k - TC b 1 (4.50)
aai Bai a Bai
We can write the score and conditional information matrix equations (4.40-4.41) in separate bias
form to get the following update equations.
[Zk hTi- _ Tb-] [hT O. +CT L 1
s(t) - (t)+ TM-g + hTp-hk (4.51)
gM g ][ + h + R
Bai k Ba k 8a.7 Ba.7
Jij(th) - Jij(tk) + hTp~k + Rk (4.52)
It has been shown already [7, 10], as was discussed in Section 3.3.3, that serial measurement pro-
cessing yields the same results for the Kalman filter as processing all measurements simultaneously,
which we exploited in order to eliminate the need for matrix inversions in the update algorithm. In
the MLSI, this is also the case for the partials of i and b, the score, and the conditional information
matrix.
Parameter Update and Inversion of Conditional Information Matrix
A complexity introduced at the parameter update stage is the need to compute the inverse of the
conditional information matrix in (4.39). This is not a serious problem if the number of uncertain
parameters is small, but it is still preferable to avoid this step if possible. Maybeck [11] offers the
suggestion of simply using a precomputed J-1 throughout, thereby to avoid updating J altogether.
He argues based on prior results [11] that this does not substantially degrade performance of the
estimation algorithm. An alternative approach would be to specify an initial value of J-1, and then
to update J-1 directly as measurements are processed, rather than updating J and inverting it when
the parameter updates are made. To see how this can be done, define
ar = - [h T + Tk (4.53)
R" = g TM gk + h h + Rk (4.54)
(The notation has been chosen for consistency with Section 4.2.3.) Let (ar'/Oaai) be regarded as the
elements of the gradient Vr , and rewrite (4.52) as follows.
= J + [V 4r ] [Vr] T  (4.55)
Applying the Frobenius matrix inversion lemma [2], this is equivalent to
[Jt]-' = [ -1 - [J1' [Var' ] [c(Vrr] ) [J] '(Var ) + R1] [Va ]T [J] -1 (4.56)
This can be computed efficiently as follows.
R = [Var ]T [J-1[Vrl ] + R1 (4.57)
nk (4.58)
[J]-= [i- n (VaT )T [J - 1  (4.59)
Note that (4.57), (4.58), and (4.59) are analogous to (3.89), (3.77), and (3.78), respectively. From
this we conclude that we may update J-1 using the covariance matrix update procedure of the U-D
factorization filter.
In order to process updates of J-1 directly, we need an appropriate initialization for J-l(tkN).
We cannot achieve exactly the value of J from (4.41) in this manner, which requires the noninvertible
initial value J(tk-N) = 0. Instead, we are forced to start with an approximation of J- 1. Maybeck [11]
points out that it is possible to use a precomputed value of J-1 without significant performance
degradation, so it should also be possible to use a precomputed approximation for the initial J-1.
It has been found based upon preliminary simulation trials for the IPSRU gyro calibration problem
that reasonable values for the initial covariance matrix elements relating to the a terms in an EKF
are suitable as initial conditions on J-1 in the MLSI as well.
4.2.3 Recapitulation of System Identification Algorithm
We now review the system identification algorithm including separate bias estimation and U-D
factorization. It is necessary first to specify initial conditions. For the initial conditions on the state
estimates and error covariances, we continue using the same values that we used in the standard
Kalman filter algorithm. We also select an initial value of the parameter estimate. In Section 4.2.2
it is argued that the appropriate initial conditions of the score and partials are
s(to) = 0 (4.60)
S= 0 (4.61)
Oaj
al;o
= 0 (4.62)
i9ai
Finally, we choose an initial value for J-(to) as discussed in Section 4.2.2.
The format of the system identification algorithm is similar to the standard Kalman filter al-
gorithm, with some steps added in order to perform the parameter updates. At each time tk, we
perform a propagation and a measurement update on the state estimates and error covariances. In
system identification, the partial derivatives of the state estimates are also propagated and updated.
(Note that in the separate bias framework, it is the partial derivative of the actual state estimate,
rather than the bias free estimate, that is of interest.) Finally, the score vector and conditional
information matrix are updated in the measurement update stage.
Unlike the state estimates and covariances, the optimal estimates for the uncertain parameters
are computed only at a specified interval of every Nparam time steps, where Nparam is a quantity
chosen by the designer representing the number of time steps over which the parameter is expected
to remain "essentially constant" [11]. Often parameter updates are also processed at every time
step during an initial transient period comprising the first Ntran. time steps to provide early coarse
correction for an incorrect initial estimate. The equations needed to carry out each step of the
system identification algorithm are listed below.
Time Propagation Equations
The equations to be used in the time propagation stage are as follows.
i 8* + + OA,, [i+ + V+±+]ki+1 Ak + a + aa k (4.63)
afb o x
- (4.64)
aaj aai
i +1 = Ak +  (4.65)
P+1 AkPA T + LkQkL T  (4.66)
V 1 = AkV,+ + Bk (4.67)
-+ = (4.68)
M-+ = M +  (4.69)
Propagation of the U-D factorization of the covariance matrix P via (4.66) is accomplished by the
methods outlined in Section 3.3.2.
Measurement Update Equations
If the covariance matrix for the discrete measurement noise is diagonal, the measurement updates
are processed one at a time using the following equations.
gk = [V ]Thk + ck (4.70)
r = zk -h (4.71)
R'k = hTp-hk +Rk (4.72)
Kk = [Phk] R1 (4.73)
P+ = P- - KkhTp (4.74)
i+ = i + KkrT (4.75)
v+ = V - Kkg T (4.76)
r = rk- g T , (4.77)
R = gM gk + R' (4.78)
Sk = [M gk]/R (4.79)
M +  = M - Sk gTM -  (4.80)
+ = , + Str' (4.81)
__a' -h __a Ta8bk (4.82)
aai cai Oai
ai+ B r R' ]r'= - +  k K + Vk - (4.83)
aai aai B " a
ab+ b- _r'k k + Sk kr (4.84)Bai aa aai
9i(tk) -- (t ) _ a- (4.85)
1 (4'. 6)Jij (tk) 1 ) ( .8 (t +
We remark that (4.82-4.83) update the partial derivative of the state estimate i, not the bias
free estimate. Updates of the U-D factorization of the covariance matrices P and M via (4.74)
and (4.80), respectively, are accomplished by the methods outlined in Section 3.3.3. The notation is
chosen to clarify the similarity between (4.71-4.75) and (4.77-4.81). This similarity proves especially
convenient in developing a computer implementation.
Parameter Update Equations
After the propagations and measurement updates are performed at time tk, a parameter update is
processed if either tk falls during the initial transient period (k < Ntran.) or the end of the current
parameter estimation interval is reached, at which time k _ 0 (mod Nparam). The prior optimal
estimate, . (tk), is the value of the optimal estimate i*, which was computed at the most recent
parameter update. The parameter update at tk is accomplished as follows.
a*(tk) = &(t)+J-'(t)S(tk) (4.87)
If the initial transient period is completed (kc > Ntran.), it is also necessary to reset the score, the
conditional information matrix, and the partial derivatives of the state estimates to their initial
conditions after performing the parameter update. This is done because the likelihood function k
is assumed to depend only on the most recent Nparam sample periods, as per (4.40-4.41).
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Chapter 5
Simulation of IPSRU Gyro
Calibration
This chapter presents numerical results for the filter algorithms developed in the previous chapters
based on computer simulations of the IPSRU gyroscope calibration test sequence. Section 5.1 de-
scribes the IPSRU test table configuration and provides the necessary quaternions and direction
cosine matrices to relate the body frame axes with inertial space through test table gimbal angles.
Section 5.2 describes the simulated test sequence and reports the methods used in analyzing the
results. In Section 5.3 we present and interpret the results of the simulation and analysis. We also
investigate the effect of initial condition specification on convergence of the two nonlinear filters in
Section 5.4. Section 5.5 is a discussion of these results and an evaluation of the advantages and
disadvantages of both nonlinear methods.
5.1 IPSRU Test Table Configuration
The IPSRU test table configuration is shown in Figure 5-1. The angles OIG, OMG, and OoG are
the inner, middle, and outer gimbal angles, respectively. The local level frame is a right handed
coordinate frame with the z-axis pointing up, y east, and z north. This information is used in
Sections 5.1.1 and 5.1.2, where a transformation relating the IPSRU body frame to the inertial
frame is provided.
t OIG = 00
x [U]
y
y [E] x
L
B OMG = 00
z [N] z
OoG = 900
Figure 5-1: Relation of local level and IPSRU body frames through gimbal angles.
5.1.1 Computation of Direction Cosine Matrices
First it is necessary to relate the local level and IPSRU body frames through the direction cosine
matrix CL, computed as follows.
cB = C OG CG C (5.1)
0 1 0
CG = -1 0 0 (5.2)
L 0 01
1 0 0
C~I = 0 CIG -SIG (5.3)
0 SIG CIG
CMG 0 -SMG
G 0 1 0 (5.4)
SMG 0 CMG
1 0 0 1
C~G = 0 SOG -COG (5.5)
0 COG SOG
SIGSMG
CB = -CIGSOG + SIGCMGCOG
-CIGCOG - SIGCMGSOG
CMG
-SMGCOG
SMGSOG
-CIGS MG
-SIGSoG - CIGCMGCOG (5.6)
-SIGCOG + CIGCMGSOG
Here Cx is shorthand for cos Ox and Sx for sin Ox.
To compute the effects of earth rotation, we first transform from the local level frame to an earth
fixed frame. Figure 5-2 shows how these frames are related through the latitude, P. The direction
y [E] x [U]
z [N E
z [N]
L
Y [E] [u
Figure 5-2: Relation of local level and earth fixed frames through latitude.
cosine matrix for this transformation is
C= sin,0
- cos 13
cos '3
0
sin /
(5.7)
In Cambridge, MA, 1 = 42.3640.
Finally, we must relate this earth fixed frame to a reference inertial frame. If we define t = 0 to
be the time at which these two frames coincide, then at time t they are related as follows.
0
cos Wet
sin wt
0
- sin w,t
cos W't
(5.8)
1
0
where w, is the earth rotation rate. Combining all of these transformations we compute
CI = C CEC = Cl CEcL OG C-MGcIG (5.9)
B E L B - L "OG MGIG
We can compute the effects of local gravity on the IPSRU body using (5.6) since we know the
gravity in the local level frame to be
-1
gL = 0 9 (5.10)
m
g = 9.80665 s (5.11)
Thus gB = CBgL = CL TgL yields the gravitational accelerations applied in the body frame.
5.1.2 Computation of Quaternions
It will often be more efficient in this application to work with the quaternions relating to the direction
cosine matrices computed above. By the standard definition of the quaternion [2], we obtain
-1 ]
q G = cos 0I sin@Ori 0 0 (5.13)
T
M = cos OMG 0 -sin Mo 0 ] (5.14)
COS OG - sin - 0 0 (5.15)
q = cos (- ) 0 -sin (P- ) 0 (5.16)
= [ cos wt sin lwt 0 0 (5.17)
To represent the gyro errors in order to obtain the test measurements described in Section 3.1.2,
we must compute the quaternion from the body frame to a computed inertial frame, qB. In an
experiment, this quaternion is computed by the system software using the angular displacements in
the body frame, AOB, measured directly from the gyros under test.
In a simulation, q is computed based on an approximation to first order in AOB . The angular
displacements are simulated by combining angular displacements due to the command rate, the gyro
error rate, and the earth rotation rate. The quaternion q is computed by setting the initial value
qB(to) = qI(to) and then updating qC after each sample period in which new angular displacement
information is measured. We represent the rotation in the body frame as follows.
Aq = 1 N (5.18)
We update qB using this rotation in the body frame as follows.
qBC qB [Aq] (5.19)
The product symbol represents quaternion multiplication [2]. In the absence of gyro errors, we have
qc = q1, modulo an error due to the use of the small angle approximation.
5.2 Description of Simulation
In the remaining sections of this chapter we consider the results of a simulated gyro calibration test
using the linear Kalman filter and the two nonlinear filter algorithms. The simulated test sequence
consists of two parts - a static calibration and a dynamic calibration. In an actual test situation,
the static calibration is performed first to estimate the static gyro error parameters. These include
the drift bias and the gravity-sensitive terms. Then the dynamic calibration is performed, using
the estimates from the static calibration as initial conditions on the static terms. The dynamic
calibration is used to estimate the gyro scale factors. In the IPSRU model, this includes both a
linear scale factor (a constant which multiplies the body rotation rate) and a nonlinear scale factor
(an exponentially decaying quantity with amplitude proportional to the square of the rotation rate),
as detailed in Section 2.1.
We carry out the simulation as follows. First, we run the static test simulation and estimate
the static gyro error terms using three filter algorithms - the Kalman filter, extended Kalman
filter, and maximum likelihood system identification method. We compare these three methods
for estimation accuracy on the static terms and select the results of the best one. The standard
deviations of each of the static gyro error terms are computed at the end of the test by means of
a Monte Carlo analysis of the results, as discussed in Section 5.2.4. We use these quantities as the
initial standard deviations for the dynamic test, and the initial estimates are set to the true values
listed in Section 5.2.3. Finally, we run the dynamic test and estimate the dynamic gyro error terms
using each of the three filter algorithms. We compute statistical properties of the results by the
Monte Carlo method and compare the performance of each algorithm.
The actual test sequences are described in Sections 5.2.1 and 5.2.2.
5.2.1 Simulated Static Calibration Sequence
The simulation sequence begins with a static calibration intended to ascertain the values of the static
gyro errors - the bias and gravity-sensitive terms. In a real experimental test, the static calibration
is performed by moving the test table through a sequence of positions, holding at each one for a
prescribed interval while collecting angular displacement data. This is easily simulated given the
assumed true values for the gyro error states (see Section 5.2.3). Murphy [14] has computed the
optimal positions for the static calibration. A test sequence using those table angles is plotted in
Figure 5-3. The simulated results are analysed to determine the standard deviations on each static
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Figure 5-3: Gimbal angles used in the static calibration test sequence.
variable which would result in a real test. These values are used as the initial conditions on the
standard deviations of the static variables in the dynamic test described below. Additionally, the
true values of the static variables are used for the initial estimates in the dynamic simulation.
5.2.2 Simulated Dynamic Calibration Sequence
The dynamic calibration is simulated using the static calibration results as indicated in Section 5.2.1
and the initial conditions on the dynamic gyro errors specified in Section 5.2.3. The test consists of
three sequences of rotations, one each about the z-, y-, and z-axes, in order. The rotation rate is
varied as shown in Figure 5-4 to permit observability of both the linear and nonlinear scale factors.
Table 5.1 lists the inner and middle gimbal angles for each rotation sequence. The prescribed axis
is pointed up, and the outer gimbal is used to produce the desired rotations. Because the dynamic
Body Rotation Rates
1500
Time (s)
Figure 5-4: Rotation rate sequence
the z-, y-, and z-axes, in order.
for dynamic calibration test sequence, simulated about each of
Axis OIG 8MG
X 900 900
Y 00 00
Z 00 -900
Table 5.1: Inner and middle gimbal angles for each dynamic calibration sequence.
a(
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sequence is designed to estimate the dynamic gyro errors (SP, SN, A, a) about one axis, the estimates
and standard deviations of these quantities at the end of the sequence are saved to be used as the
initial conditions for the subsequent sequence. Initial conditions on all other parameters remain
unchanged. In this way the dynamic gyro errors on all three axes are estimated upon completion of
the dynamic calibration.
5.2.3 True Values for Simulation
In this simulation, we select values for the (assumed) true static error states which are close to
typical values for the real IPSRU system. Over the course of the research involved in this thesis,
experimental data from several static calibrations of the IPSRU gyros were collected and analyzed.
True values will, of course, vary among actual units, but some typical values are listed in Table 5.2.
These quantities were used as the true static gyro errors in the simulation. The initial estimates
Variable x y z Units
BIAS 0.13 -0.15 -0.21 deg/hr
ADI 1.00 1.00 -0.75 (deg/hr)/g
ADO 0.10 -0.10 0.08 (deg/hr)/g
ADS -0.04 0.01 0.03 (deg/hr)/g
ADSS -0.03 -0.04 0.08 (deg/hr)/g 2
ADSI -0.01 0.01 0.02 (deg/hr)/g 2
ADIO 0.02 -0.04 0.02 (deg/hr)/g 2
ADSO -0.01 -0.02 0.01 (deg/hr)/g 2
Table 5.2: True static gyro errors for IPSRU simulation test.
for the filter were set equal to zero, with initial standard deviations of 0.1 deg/hr on BIAS for each
axis, 0.1 (deg/hr)/g for the g-sensitive terms, and 0.1 (deg/hr)/g2 for the g2-sensitive terms.
In a similar manner, typical true dynamic gyro error states were selected for each axis. Quantities
related to the nonlinear scale factor were chosen based on previous results of Murphy [13] and
Musoff [15]. The true values assumed are listed in Table 5.3. These quantities were used as the true
Variable x y z Units
SP 500 -600 -500 ppm
SN 600 700 -400 ppm
A 20 25 30 ppm/(deg/s)'
1/a 80 60 70 s
Table 5.3: True dynamic gyro errors for IPSRU simulation test.
dynamic gyro errors in the simulations. The initial estimates for SP and SN in the filter were set
equal to zero, with initial standard deviations of 100 ppm. For the nonlinear scale factor error term,
the amplitude A was set to an initial estimate value of 50 ppm/(deg/s) 2 with a standard deviation
of 30 ppm/(deg/s) 2 . The initial estimate of a was chosen to be 0.02 s- ' (corresponding to a 50 s
decay constant) with a standard deviation of 0.005 s - 1. Finally, the true values and initial filter
estimates of the attitude error and SFNL states were set to zero, with standard deviations of 1 mR
and 100 ppm, respectively.
Reasonable values for the discrete noise covariances are also required. Suitable quantities were
selected based on [15]. For a simulation sampling at 6 Hz, the following are typical noise covariances
for the gyro calibration problem.
Qa = 5.0 x 10- 13 rd I (5.20)
Rk= [1.5 x 10-o(rad)2] I (5.21)
For the maximum likelihood system identification method, a value for Nparam, the number of
sample intervals between parameter updates, must be specified. The value selected for the analyses
in Sections 5.3.1 and 5.3.2 is Nparam = 15. This value resulted in low estimation errors in both A
and a in preliminary dynamic simulations about a single axis. Section 5.3.3 reports the effects of
varying Nparam on the MLSI results.
5.2.4 Monte Carlo Analysis
Having collected the results of several simulations for each method, we analyze the statistical prop-
erties of the estimation results using the Monte Carlo analysis. The simulation is run several times
using different random sequences for the process and measurement noises. The mean value and
standard deviation of each state estimation error at each time interval are estimated based on the
simulation results. Hence, given the estimation errors of an element zi of the state vector at time tt
for N Monte Carlo trials, we estimate the mean and standard deviation associated with that state
estimation error as follows.
) N (5.22)
&(tk) = (5.23)
N-1l
where jAN and &N denote the statistical quantities after N Monte Carlo trials and I is the estimation
ertor of zi corresponding to the jth trial. The estimation error is simply the difference between the
state estimate and the true state.
5.3 Performance Evaluation
This section evaluates the results of a simulation applied to a sample system according to the
procedure described in Section 5.2.
5.3.1 Static Calibration
Table 5.4 shows the results of the static calibration analyzed using the linear Kalman filter. The
Table 5.4: Mean, standard deviation of the mean, and standard deviation of static estimation errors.
Monte Carlo analysis of linear Kalman filter results with N = 20.
standard deviation of the mean is included to demonstrate that the results of the static calibration
processed using the linear Kalman filter exhibit a bias in some of the variables. In particular,
the mean values of BIAS., ADI,, ADO,, ADSI,, ADIO,, and ADSO, all lie outside the interval
[-3&N/v/ N , 3&N/V N ] . It is to be expected that a bias in the estimates might result due to the
nonlinear dynamics (unmodeled in the Kalman filter) which influence the system each time the
gimbal angles change to move the body to a new orientation.
To check this, the same calibration was processed using the extended Kalman filter, with the
initial conditions on the dynamic terms listed in Section 5.2.3. The results of that test appear in
Variable x y z Units
AtN -0.0016 0.0028 0.0024
BIAS BN/v/N 0.0016 0.0010 0.0017 deg/hr
&N 0.0071 0.0047 0.0077
AjN 0.0004 0.0069 -0.0022
ADI &N/V- 0.0017 0.0009 0.0014 (deg/hr)/g
&N 0.0074 0.0042 0.0063
A1N -0.0049 -0.0017 -0.0048
ADO &lN/V.J 0.0011 0.0016 0.0017 (deg/hr)/g
&N 0.0048 0.0072 0.0076
N v  -0.0008 0.0000 -0.0008
ADS 6",/ v 0.0018 0.0016 0.0013 (deg/hr)/g
&N 0.0080 0.0072 0.0058
jjN 0.0064 -0.0067 -0.0040
ADSS &N/v/- 0.0033 0.0030 0.0027 (deg/hr)/g'
&-N 0.0149 0.0134 0.0119
AN 0.0016 -0.0191 0.0043
ADSI f&N/J-N 0.0035 0.0022 0.0030 (deg/hr)/g 2
&N 0.0158 0.0098 0.0134
AN -0.0043 0.0036 0.0111
ADIO &N/V 0.0046 0.0036 0.0028 (deg/hr)/g2
&N 0.0204 0.0160 0.0125
jN -0.0018 0.0124 0.0017
ADSO &N"//N 0.0035 0.0030 0.0035 (deg/hr)/g 2
bN 0.0154 0.0133 0.0156
Table 5.5. In the EKF results, only ADS. lies slightly outside the interval [-3&rN/VK- , 3&NI/N],
Table 5.5: Mean, standard deviation of the mean, and standard deviation of static estimation errors.
Monte Carlo analysis of EKF results with N = 20.
and only BIAS,, ADI,, ADOy, and ADSO, lie outside the region [-2&N/v/-, 2&Nl/ ]. Hence
including the nonlinear dynamics in the filter model has improved the estimates of the static gyro
error terms. Errors are not completely eliminated, however, primarily because the static test provides
little observability on the nonlinear scale factor terms. This results in errors in the estimates of those
terms, which consequently influence the static gyro error terms.
For completeness we present in Table 5.6 the results of the static calibration using the maximum
likelihood system identification method. The mean values of the variables BIASY, ADI , and ADSS,
all lie outside the interval [-3&8N//N, 3&Nl/--], indicating a minor improvement over the Kalman
filter for processing the static calibration test. Again, errors are introduced by a lack of observability
on the nonlinear terms.
In the static calibration, the EKF is the most likely of these three methods to yield estimation
errors within two or three standard deviations of the corresponding means. However, we are pri-
marily interested in the dynamic calibration, in which the nonlinear parameters are more effectively
estimated. In Section 5.3.2 we consider dynamic calibration performance of the two nonlinear es-
Variable x y z Units
na 0.0023 -0.0016 0.0022
BIAS &N/ 0.0011 0.0015 0.0012 deg/hr
0N 0.0049 0.0067 0.0056
A -0.0014 0.0029 -0.0006
ADI &N/v/N  0.0010 0.0012 0.0016 (deg/hr)/g
bN 0.0046 0.0054 0.0072
jN 0.0011 -0.0037 0.0020
ADO &rN/vN 0.0011 0.0017 0.0019 (deg/hr)/g
&N 0.0049 0.0075 0.0086
AN 0.0061 -0.0016 -0.0025
ADS 8&N/V -  0.0018 0.0017 0.0013 (deg/hr)/g
bN 0.0080 0.0076 0.0057
Ain -0.0024 0.0008 -0.0021
ADSS BN /v/N 0.0029 0.0033 0.0022 (deg/hr)/g 2
&N 0.0129 0.0148 0.0097
ANv 0.0012 -0.0049 -0.0009
ADSI 5N/x/N 0.0042 0.0032 0.0032 (deg/hr)/g 2
bN 0.0187 0.0142 0.0144
AN -0.0029 0.0040 0.0023
ADIO bN/V 0.0046 0.0036 0.0028 (deg/hr)/g 2
&N 0.0206 0.0163 0.0127
AN (-0.0094 0.0069 -0.0008
ADSO BN//-N 0.0038 0.0038 0.0046 (deg/hr)/g 2
&N 0.0168 0.0168 0.0205
Table 5.6: Mean, standard deviation of the mean, and standard deviation of static
Monte Carlo analysis of MLSI results with N = 20.
estimation errors.
timation methods compared with the standard Kalman filter. We use the true values of the static
gyro error states as initial conditions for the filter, with initial variances equal to the values of (BN)2
from Table 5.5.
Typical filter run times for the static calibration are as follows: for the linear Kalman filter,
243 seconds CPU time; for the EKF, 409 seconds CPU time; and for the MLSI, 403 seconds CPU
time. These times are for a Sun Microsystems Sparc IPX.
5.3.2 Dynamic Calibration
In selecting the initial conditions for the dynamic test simulation, the true values of the static gyro
errors are used for their initial state estimates. The initial state covariance was chosen to be a
diagonal matrix with standard deviations on the static states equal to the corresponding values
of &N from Table 5.5. The initial conditions on the remaining states were chosen according to
Section 5.2.3.
The results of the linear Kalman filter applied to the dynamic calibration test appear in Table 5.7.
In this example, the nonlinear dynamics are included in the simulation but are not modeled by the
Variable x y z Units
j1VN 0.0001 0.0043 -0.0010
BIAS &N/v'N 0.0016 0.0011 0.0012 deg/hr
bN 0.0074 0.0051 0.0055
j1 N -0.0013 0.0052 -0.0025
ADI &N/ -I 0.0018 0.0012 0.0014 (deg/hr)/g
&N 0.0078 0.0054 0.0063
4aN -0.0016 -0.0016 -0.0042
ADO N/V/ 0.0012 0.0013 0.0019 (deg/hr)/g
&N 0.0054 0.0059 0.0083
4 N 0.0025 0.0013 -0.0037
ADS &N/VK 0.0012 0.0015 0.0015 (deg/hr)/g
&N 0.0056 0.0067 0.0065
,N -0.0004 -0.0114 -0.0007
ADSS &N/v/N- 0.0041 0.0033 0.0024 (deg/hr)/g 2
&N 0.0184 0.0146 0.0109
iN -0.0005 -0.0121 0.0043
ADSI &N/v/ 0.0027 0.0041 0.0038 (deg/hr)/g 2
&N 0.0120 0.0185 0.0171
AN 0.0023 0.0081 0.0014
ADIO 8N/I/- 0.0042 0.0041 0.0032 (deg/hr)/g 2
&N 0.0189 0.0185 0.0143
iAN -0.0050 0.0014 0.0005
ADSO B&N//-N 0.0024 0.0029 0.0043 (deg/hr)/g 2
aN 0.0106 0.0130 0.0191
Table 5.7: Static and dynamic estimation errors. Monte Carlo analysis of linear Kalman filter
dynamic calibration results with N = 20.
linear Kalman filter. There is clearly a strong bias in the estimate of the linear scale factor, and
this bias is the effect of the unmodeled nonlinear scale factor. Moreover, since the nonlinear scale
factor changes over time, other gyro error estimates are affected. In this case there is also a clear
bias on the quantities BIAS, and ADI,. Recall from Section 5.2.2 that the estimates of the static
gyro errors are ignored because the initial conditions on these terms are reset at the beginning of
the sequence on each axis (so we would expect similar results for BIAS, and ADI2 , and for BIAS,
and ADI, prior to the corresponding resets). Therefore, the values for the static gyro errors in
Table 5.7 should not be understood as the actual optimal estimates. Rather, they merely reflect the
unmodeled dynamics. The actual estimates of the static gyro errors are unimportant because we
assume these have been measured to sufficient accuracy in the static calibration test.
The estimation errors in ADO, ADSI, ADIO, and ADSO are all equal to zero to the number
of decimal places listed in Table 5.7. This is also true of the results from the EKF and the MLSI.
Therefore, results for those quantities are not listed. The estimates in the static variables are
initialized to their true values at the beginning of each dynamic calibration sequence. Hence the
errors in static variables listed in Table 5.7 arise only from the final dynamic sequence, with the
z-axis pointed up and with rotations about the z-axis only. Therefore, the gravity components in
the z- and y-axes are both equal to zero in this sequence, and any variables which multiply g or g,
in the gyro error rate equations are not observable. Note that ADI,, ADIy, ADSZ, and ADSSZ also
have zero error, in agreement with the above.
Variable x y z Units
0.0005 -0.0011 -0.0635
BIAS N&N/v/N 0.0003 0.0007 0.0006 deg/hr
&r
N  0.0016 0.0030 0.0028
AN 0.0000 0.0000 0.1050
ADI &N/ v 0.0000 0.0000 0.0010 (deg/hr)/g
&
N  0.0000 0.0000 0.0047
AN -0.0012 0.0014 0.0000
ADS &N/V- 0.0009 0.0009 0.0000 (deg/hr)/g
a N 0.0041 0.0039 0.0000
N 0.0031 -0.0052 0.0000
ADSS &N/ N/ 0.0024 0.0033 0.0000 (deg/hr)/g 2
&N 0.0108 0.0149 0.0000
fAN 202.0550 255.0209 306.0585
SP &N//N 0.1845 0.2319 0.2336 ppm
_ 
N  0.8250 1.0372 1.0449
179.0193 235.7040 278.1124
SN &N/v/N 0.2502 0.2342 0.2114 ppm
&N 1.1190 1.0475 0.9455
The primary focus of this simulation is to compare the EKF and the MLSI for estimation of the
terms associated with the nonlinear scale factor. The Monte Carlo results of the dynamic calibration
are presented in Table 5.8 for the EKF and Table 5.9 for the MLSI.
Table 5.8: Static and
results with N = 20.
dynamic estimation errors. Monte Carlo analysis of EKF dynamic calibration
First we note that the EKF and MLSI perform about equally with respect to the estimation of
the static gyro errors in the dynamic calibration. In both cases, none of the mean estimation errors
lies outside the corresponding [-2&N V/-, 2c&N/VN] interval. This suggests that if the static gyro
parameters are adequately estimated in the static calibration, no bias errors in these quantities arise
during the dynamic calibration when either the EKF or MLSI is used as the estimation algorithm.
The EKF estimates of the linear scale factors (SP and SN) are unbiased in the sense that the
mean estimation errors lie within the interval [-2&N/VN, 2&/v/N]. In the MLSI this is also
the case, except for SP, and SN., which have large estimation errors compared with the standard
deviation of the mean, indicating a bias. This, and the quite low standard deviations about the z-axis
compared with those about the z- and y-axes in both sets of results, indicate that the ordering of
the actual dynamic calibration affects the outcome of the results of a nonlinear filter. This principle
was verified using some additional informal simulations in which the ordering of the calibration was
Variable x y z Units
AN - 0.0002 -0.0003 -0.0005
BIAS &N/vN 0.0003 0.0005 0.0006 deg/hr
&N 0.0015 0.0024 0.0027
AN 0.0000 0.0000 0.0008
ADI &/ / 0.0000 0.0000 0.0010 (deg/hr)/g
'N 0.0000 0.0000 0.0045
N -0.0004 0.0003 0.0000
ADS &N/ V 0.0009 0.0007 0.0000 (deg/hr)/g
aN 0.0039 0.0030 0.0000
AN 0.0011 -0.0012 0.0000
ADSS BN/V 0.0023 0.0026 0.0000 (deg/hr)/g 2
&N 0.0102 0.0116 0.0000
AN 5.0103 -0.6457 0.7923
SP &N//-N 4.7139 4.0397 0.5275 ppm
&N 21.0814 18.0663 2.3592
AN 3.3919 1.5244 -0.4752
SN &N/ v/ 4.5867 4.4611 0.5756 ppm
&N 20.5123 19.9506 2.5743
A " -0.5538 -0.3584 -0.3832
A BN/ V- 0.0786 0.0304 0.0490 ppm/(deg/s)2
&N 0.3517 0.1362 0.2191
/AN 0.0585 -0.0212 -0.0719
a .N/ 0.0723 0.0633 0.0295 X 10 - 3 s- 1
&N 0.3232 0.2832 0.1317
Table 5.9: Static and dynamic estimation errors. Monte
results with N = 20.
Carlo analysis of MLSI dynamic calibration
altered and the last rotation axis in the sequence exhibited the lowest standard deviations; those
results are not detailed here. The standard deviations of the estimation errors of SP and SN do not
depend substantially on whether the EKF or MLSI is used.
A study of the results corresponding to the nonlinear terms reveals that there is a clear negative
bias on the estimation error of the amplitude A, but that the mean estimation errors for the decay
constant a all lie within the interval [-3&N/V/ N, 3&N//N]. The bias on A is probably related to
estimation errors in the other dynamic gyro error states. In particular, a small estimation error in
a may be balanced by a large estimation error in A due to the exponential nature of the SFNL
dynamics. Additionally, errors in SP and SN may be interpreted in part by the filter as errors in
SFNL, especially after a long time when SFNL has decayed to a small value relative to the linear
scale factor error. In both of these cases, a fairly large estimation error in A might be balanced by
a minute error in one of the other variables, such that the filter sees only small residuals despite
the possibly large state estimation errors. This condition is unlikely to arise in a linear filter when
the covariances are selected properly, but it is not surprising that it should arise when nonlinear
dynamics are involved.
Variable x y z Units
AN#  0.0001 0.0005 -0.0012
BIAS 5N/v/ 0.0003 0.0004 0.0007 deg/hr
&N 0.0014 0.0018 0.0030
iN 0.0000 0.0000 0.0019
ADI &N/J-I 0.0000 0.0000 0.0011 (deg/hr)/g
&N 0.0000 0.0000 0.0049
A N -0.0004 -0.0007 0.0000
ADS &N/VK 0.0009 0.0005 0.0000 (deg/hr)/g
&N 0.0038 0.0024 0.0000
AN 0.0009 0.0025 0.0000
ADSS &N/v/- 0.0022 0.0020 0.0000 (deg/hr)/g 2
5 N 0.0099 0.0090 0.0000
A
N  6.7029 0.0367 5.5220
SP & N/, 4.7777 4.0708 0.8546 ppm
&5N 21.3667 18.2053 3.8219
/IA  -2.9184 -1.4695 -3.5146
SN &N/.,IN 3.9045 4.1101 0.7002 ppm
&N 17.4615 18.3810 3.1313
NAN -0.7492 -0.2466 -0.8218
A -N/V, 0.1455 0.1365 0.0972 ppm/(deg/s) 2
&N 0.6508 0.6102 0.4348
N2N 0.6692 0.2026 0.3692
a & N/v7N 0.3191 0.2690 0.1316 x 10 - 3 s-
-N 1.4271 1.2032 0.5886
We remark at this point that the bias in A probably depends to a great extent on the initial
conditions supplied to the filter, so that other conditions might produce bias with larger or smaller
values or perhaps with the opposite sign. Still, the estimation errors in A for this simulation are
well below 5% of the true values.
In this example, the standard deviations of the estimation errors of A and a are significantly
lower for the EKF than for the MLSI. On average, the standard deviation on A using the EKF is
42% of that obtained using the MLSI, and the standard deviation on a using the EKF is 23% of
that obtained using the MLSI. From this we conclude that the EKF yields the lower error estimates
for the gyro error terms relating to the nonlinear scale factor under the particular set of conditions
for the simulation described here. We reiterate that this comparison is based on an MLSI with
Nparam = 15. In Section 5.3.3 we evaluate the effect of varying Nparam on the estimation errors of
A and a, and Section 5.4 investigates the results over a range of possible initial conditions.
Typical filter run times for the dynamic calibration about each axis are as follows: for the linear
Kalman filter, 115 seconds CPU time; for the EKF, 203 seconds CPU time; and for the MLSI,
201 seconds CPU time. This represents the amount of time required to run the filters on a Sun
Microsystems Sparc IPX, for the dynamic calibration about each axis.
5.3.3 Maximum Likelihood System Identification: Effect of Nparam
The previous sections evaluate the performance of the maximum likelihood system identification
method in estimating the nonlinear scale factor terms using the prespecified value Nparam = 15.
This number was selected to minimize errors in A and a in preliminary simulation tests. In this
section, we compare more formally the performance of the MLSI using different values of Nparam. It
is important to check that such performance is not strongly sensitive to this parameter, as this could
impose a severe limitation on the usefulness of the MLSI for design of the estimation algorithm.
To compare the results at different values of Nparam, we simply execute the dynamic simulation
described in Section 5.2.2 using different values of Nparam in the filter, and we analyze the results
using the Monte Carlo method of Section 5.2.4 with N = 20. We want to compare the standard
deviations of the resulting estimation errors in A and a as a function of Nparam and to determine
whether a bias is introduced as we vary that parameter. The mean and standard deviation of
the estimation errors in A and a about all three axes in a range of Nparam near 15 are plotted in
Figures 5-5 and 5-6, respectively.
In terms of bias (Figure 5-5), the MLSI performance is essentially independent of Nparam for
values in the range 10 < Nparam < 20. Outside this region, the mean estimation errors on a grow
large. This is especially true for Nparam < 10, although there is an increase in the mean estimation
error on the y- and z-axes for Nparam > 20 as well. In the latter region, however, Figure 5-6 shows
higher standard deviations, so that a greater portion of the mean estimation error is actually due
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Figure 5-5: Absolute values of mean estimation errors on A and a for MLSI with varying Np.,m..
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Figure 5-6: Standard deviations of estimation errors on A and a for MLSI with varying Np m.
simply to random errors rather than a clear bias in the results. The errors in the amplitude A are
less sensitive to Nparam, although the biases are demonstrably higher for Nparam < 10.
There is some indication that the optimal choice of Nparam is dependent on the decay time 1/a.
For example, the x-axis has the longest decay time (80 seconds), and this is also the axis which
exhibits the largest mean error in the estimate of a for low Nparam. Conversely, the y-axis, with the
shortest decay time of 60 seconds, exhibits the smallest mean estimation error for a at low Nparam.
At high Nparam, the situation is nearly reversed, although there is considerable fluctuation so that
neither the y-axis nor the z-axis shows unambiguously the largest bias. This condition may be due to
the dependence of the nonlinear estimation results on the order of the dynamic calibration sequence.
At any rate, the trend seems to imply that high values of Nparam are desired for long decay times.
This result is to be expected; it suggests that the interval between parameter updates should be
related to the fundamental time constant associated with the exponential decay.
It is clear from Figure 5-5 that the biases are lowest in the range 10 < Nparam < 20. It is not
surprising that errors are introduced when Nparam is set too low. In this case, the interval between
parameter updates is too short, and the contribution to the accumulated angular displacements due
to process and measurement noise is likely to be far from the mean of zero. When estimating the
ordinary states of the system, this does not deteriorate performance because the covariance matrix
contains information necessary to determine how much weight to attribute to each measurement
based on the discrete noise covariances. In estimating the uncertain parameter a in the MLSI,
however, the conditional information matrix J is reinitialized after each parameter update. Too
short an interval between parameter updates, then, results in too high a mean value of the noise
over that interval, which in turn yields large mean estimation errors appearing as biases.
The reason for deteriorating performance at high Nparam is more subtle. At high Nparam we have
better smoothing of the output signal, so that the effect of noise is de-emphasized and the problem
associated with low Nparam is less likely to arise. The problem at high Nparam arises instead because
a is estimated too infrequently. Over the entire interval between parameter updates, the most recent
estimate of a is used. We expect this estimate to be less accurate than the next one, that is, that the
estimates should improve as more information is gathered in the course of the filtering algorithm.
Hence, a poorer estimate of a is being used over a longer interval of time. This is turn degrades the
estimates of all the other terms, so that future estimates of a are also affected. By the end of the
calibration, the state estimates turn out not to have suffered too greatly by the use of too large a
value of Nparam, but the estimate of a is obviously worse.
Figure 5-6 shows a general trend of the standard deviation of the estimate of a increasing with
Nparam. The arguments above explaining the errors arising when Nparam is set too high or too
low also apply to the standard deviations. More important in this case, however, is simply that as
Nparam increases, the number of parameter updates for a given calibration sequence decreases. An
increase in the standard deviation of the estimation error is the typical result of what is effectively
a decrease in sample size.
The conclusions in this section concerning performance of the EKF and MLSI are valid for
the IPSRU gyro calibration subject to the initial conditions on the estimates listed in Section 5.2.3.
Because these are both nonlinear estimation algorithms, the results are dependent upon the assumed
initial conditions. Indeed, it has been pointed out that the EKF may not converge [1, 17] for some
initial conditions. (This is also true of the MLSI.) Section 5.4 compares the EKF and MLSI on the
basis of convergence over a wide range of initial conditions.
5.4 Convergence Properties
Nonlinear optimization algorithms (including recursive filters) frequently fail to converge over some
region in the space of possible initial conditions. Divergence, of course, results in unacceptable errors
in the outcome of the algorithm. In the gyro calibration problem, it is important to assess the region
of convergence of the filter so that we may be confident that the resulting estimates of the gyro error
terms are correct. This section compares the convergence properties of the extended Kalman filter
and the maximum likelihood system identification method to determine the initial conditions which
admit valid gyro error estimates.
For clarity in presentation of the results, we consider the dynamic calibration about one axis
only in evaluating the convergence properties of the nonlinear filters. This is a sufficient basis for
comparing convergence of the EKF and MLSI in the gyro calibration problem. With the initial
conditions selected in Section 5.2.3, we see in Section 5.3 that both algorithms converge to the true
solution. In this section, we investigate the effect of varying those initial conditions. In particular,
we allow A. (to) and &,i (to) to vary, and we compare the performance of the two filters in a dynamic
calibration about the z-axis. All other initial conditions, including the initial covariance matrix,
are held fixed so that we concentrate on a dimension 2 space of initial conditions, which is easy to
visualize (see Section 5.4.1).
We test for convergence empirically as follows. First, we specify an initial condition A (to) (which
for brevity we denote Ao throughout this context). We then select a region over which &.(to) (or cao)
is to vary, and run both filters at several values of ao in that region. Only one actual simulation
of the dynamic calibration is required; we run the filters on the same set of simulation data each
time. We could, of course, perform a Monte Carlo analysis, which would have a fine tuning effect
on the outcome. The results from a single simulation, however, are sufficient for demonstrating the
difference between the two filter algorithms, as the remainder of this section shows.
Having tested a filter at a given (cao, Ao), we examine the error in the final estimates of A. and
a, as a percentage of the true values, denoted by A, and &,. We define the estimation errors, A,
and &., as follows.
= (100%) (5.24)A,
s = (100%) (5.25)
am
where tf is the time at the end of the calibration test. In Figure 5-7, &, is presented as a function
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Figure 5-7: Estimation error in a, as a function of ao at Ao = 50 ppm/(deg/s) 2.
of ao for Ao = 50 ppm/(deg/s) 2 ; results appear for both the EKF and the MLSI.
While the estimation error plot does not provide a rigorous characterisation of filter convergence,
there are clear indications that, for example, both filters diverge for Go > 2 x 10-1 s-1 or so.
Moreover, the EKF diverges for ao < 2 x 10- 3 s-1 or so. By contrast, the estimation errors resulting
from the MLSI remain less than 10% for ao over most of the interval (1 x 10- 4 , 1 x 10-1) s-1 . This
is a preliminary indication that the MLSI converges over a wider range of initial conditions than
does the EKF, although for certain initial conditions the EKF performs better.
At the value ao = 2 x 10-2 s- 1 used in Section 5.3, the estimation errors in a, are about the
same in both the EKF and MLSI. The Monte Carlo simulation showed a higher error from the
MLSI under these conditions, but Figure 5-7 represents the results of a single simulation, in which
errors can differ somewhat from the mean estimation errors, according to the standard deviations
listed in Tables 5.8 and 5.9. Since we are only interested in convergence issues here, where the
estimation errors can become very large, slight deviations from the average in the single simulation
under consideration are not of concern.
The estimation errors in A, for the same set of conditions are plotted in Figure 5-8. The EKF
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Figure 5-8: Estimation error in A, as a function of ao at Ao = 50 ppm/(deg/s) 2 .
clearly diverges for ao < 2 x 10- ' s-1; otherwise, the results are hard to interpret. There are no
other clear regions where the filters diverge even though some of the errors are as large as 25%.
We are really interested in a more practical definition of convergence. In Section 5.4.1, we use the
methods outlined here to develop "regions of convergence" for both algorithms, defined arbitrarily
as the regions in (ao, Ao) space where the estimation errors are less than 10%. Further discussion
of the convergence in A, is deferred until that section. In this case, the estimation error from the
EKF is substantially lower than that from the MLSI at the condition ao = 2 x 10- 2 s- 1 used in
Section 5.3.
5.4.1 Regions of Convergence for Nonlinear Algorithms
In Figures 5-9 and 5-10 we plot the regions of convergence in A, and a,, comparing the results from
the EKF and the MLSI. The regions which appear in the figures are those over which the estimation
errors are less than 10%, as defined in Section 5.4.
Figure 5-9 depicts the 10% convergence regions in A, for the EKF and the MLSI - the regions
bounded by the solid and dotted lines, respectively. We observe that, provided ao is selected
correctly, the MLSI can converge to within 10% of the true value of A, even for Ao beyond the
range of [-200,200] ppm/(deg/s) 2 shown in the graph. The EKF convergence, on the other hand,
is limited approximately to the region [-150, 150] ppm/(deg/s) 2. Both of these regions are large
relative to typical values expected for IPSRU, however. In the vicinity of the true state in this
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simulation, the regions of convergence of the two algorithms are certainly different, but it is not
clear which would be classified as "better" because both are of roughly the same size. This is in
very qualitative terms, of course. The point is that we need to consider the convergence properties
in a, as well before concluding much about the general convergence properties of the two nonlinear
filter algorithms.
Figure 5-10 demonstrates a more significant difference in the convergence of a between the EKF
and MLSI. The convergence region for the EKF is narrow and irregular, while the MLSI has a nice
wide region over which a converges. This is important; it shows that MLSI can estimate a effectively
anywhere in the vicinity of the true state. This is not the case for the EKF. Instead, in any given
calibration test using the EKF, a great deal of trial and error may be required before a suitable
initial condition is determined. In particular, Figure 5-10 shows that, for the particular system
under study in this simulation, the EKF estimate of a does not settle to within 10% of the true
value even if we select that true value as the initial condition! The state estimate initially wanders
from the true value because the initial estimates of the linear scale factor errors are set equal to
zero, and the EKF attempts to update the estimates of A and a along with the linear scale factor
errors beginning with the first rotation of the dynamic calibration.
We can understand this difference in convergence in a as a result of the way each algorithm
estimates that term. The EKF treats a as a state, in the same manner as the amplitude A and the
linear scale factor errors. Therefore, initial gyro error rates are interpreted as arising from errors
in all of the states (including a) according to the elements of the covariance matrix. At the first
rotation of the dynamic calibration, the error rate measurements are used to update all of the states,
and any errors introduced by this procedure are propagated throughout the remainder of the run.
In the MLSI, however, a is treated as an uncertain parameter, which is updated only after every
Nparam sample periods. Therefore, the first measurements are used to update the remaining states.
If ao is close to the true value of a and Nparm is sufficiently large, then the state estimates should
be close enough to the true values by the time of the next update in a that the change in its estimate
is more commensurate with its actual estimation error rather than an assumed initial variance. We
conclude that the MLSI performs better than the EKF for convergence of the estimates of those
quantities which are classified as uncertain parameters in the gyro calibration problem.
As a practical matter we may be interested in the sets of initial conditions for which both A
and a converge to within 10% of the true values. These are represented simply as the intersections
of the regions in Figures 5-9 and 5-10. These intersection regions are plotted in Figure 5-11. Note
that convergence in a is not a limiting factor in the MLSI and that the convergence region for that
algorithm is identical to the corresponding region for convergence in A alone. In the EKF, this is
not the case.
Here the conclusions about convergence are similar to those derived in considering convergence
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Figure 5-11: Regions in (ao, Ao) space for which EKF and MLSI estimates of both A and a converge
to within 10% of the true values.
in A alone, except that the true state now lies outside the convergence region for the EKF, as it did
in the analysis of a convergence. Due to the irregularity of the EKF convergence region, we may
not achieve convergence in the neighborhood of the true state. Again, this implies that a good deal
of trial and error may be necessary to achieve convergence to the correct gyro error parameters if
we use the EKF.
- These results are based on the value Np rn = 15 in the MLSI. Section 5.4.2 investigates the
effect of Npua.m on MLSI convergence.
5.4.2 Maximum Likelihood System Identification: Effect of N,.n
In this section we investigate convergence of the MLSI as Np is allowed to vary. We set Ao =
20 ppm/(deg/s) 2 , so that the initial amplitude estimate is equal to the assumed true value from
Section 5.2.3. Figures 5-12 and 5-13 show the 10% convergence regions in A and a, respectively, for
varying ao and Np....
The previous section concludes that an important advantage of the MLSI over the EKF is con-
vergence for initial conditions on the estimates of A and a near the true values. Hence it is desirable
to retain that property over as wide a range of Np~. as possible. The vertical dashed lines in
Figures 5-12 and 5-13 represent this true state.
Figure 5-12 indicates that the MLSI converges in A for all values of Np.,rm shown. For a, on
the other hand, Figure 5-13 demonstrates that the true state is outside the 10% convergence region
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Figure 5-12: Regions in (ao, Nparam) space for which MLSI estimates of A converge to within 10%
of the true values. Ao = 20 ppm/(deg/s) 2.
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Figure 5-13: Regions in (ao, Nparam) space for which MLSI estimates of a converge to within 10%
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at Nparam = 12. Moreover, at Nparam = 20 the true state falls close to the convergence region
boundary. Nevertheless, we achieve convergence for the values 13 < Nparam < 19. We recall from
Figure 5-5 that the mean estimation errors in the MLSI are lowest for 10 < Nparam < 20. Having
investigated MLSI convergence, we find that there is still a significant range of values of Nparam
which admit acceptable MLSI performance.
For completeness, we include Figure 5-14, which shows the values of ao and Nparam for which
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Figure 5-14: Regions in (ao, Nparam) space for which MLSI estimates of both A and a converge to
within 10% of the true values. Ao = 20 ppm/(deg/s) 2 .
the MLSI converges to 10% in both A and a. This information does not provide any significant new
insights beyond those revealed in Figure 5-13.
5.5 Discussion
The results of this comparison between the EKF and the MLSI are particularly important from the
standpoint of nonlinear filter design for gyroscope calibration. They provide important information
which suggests that an engineer attempting to design such a filter should expect less trial and error
in achieving an acceptable design by selecting the MLSI as the estimation algorithm.
Before evaluating filter performance, it is helpful to compare the run times of the two nonlinear
algorithms. More computations are required than for a standard Kalman filter, and in selecting
a nonlinear filter it is important that the computational burden be kept to a minimum. As the
algorithms are implemented in this thesis, however, the difference in run time between the EKF and
the MLSI is negligible; the EKF takes only about 1% longer. Hence, the run time is not a deciding
factor in choosing between the two methods.
In the Monte Carlo comparison we find that, for a specific set of initial conditions, the EKF
can yield lower estimation errors than the MLSI. This result depends strongly on initial conditions,
however. In investigating convergence we find the MLSI to be the more desirable of the two algo-
rithms. Specifically, the estimation errors in A and a resulting from the MLSI are less than 10% of
the true values when the initial estimates of those quantities are sufficiently close to the true values.
This is not the case for the EKF, where initial estimation errors in other terms (most notably the
linear scale factor errors) cause the EKF estimates to diverge from the true values. This distinction
between EKF and MLSI convergence is most notable in estimating a, which the MLSI treats as an
uncertain parameter.
If the MLSI is to be considered a useful alternative to the EKF, the designer needs some guidance
in selecting an appropriate value of Nparam. More research could possibly establish a rigorous
criterion for selecting Nparam in the gyro calibration problem. We expect that a relationship exists
between the decay time of the dominant exponential term and Nparam, which is directly proportional
to the time between parameter updates. Hence, approximate knowledge of the decay time should
help the designer select Nparam. There is a wide enough range over which MLSI performance is not
highly dependent on Nparam so that a reasonable value could be found by trial and error after only
a few guesses. Moreover, we achieve good convergence properties for most of the values of Nparam
within this range.
The convergence issue appears to be the most important one in which there is a substantial
difference in performance between the EKF and MLSI. From the standpoint of a filter designer,
this influences the amount of trial and error necessary to select initial estimates at which the filter
converges. Since the true values of the state variables related to the nonlinear terms are most
likely close to the best guess for those quantities, convergence of the MLSI in the neighborhood
of that point in the space of possible initial conditions is highly desirable. If, in the case of the
EKF, convergence is not achieved there, a trial-and-error search is necessary just to find appropriate
initial conditions. This property of convergence near the true state makes the MLSI an attractive
alternative to the EKF.
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Chapter 6
Conclusions
This thesis provides a number of results pertinent to the IPSRU gyroscope calibration problem.
Some of these are theoretical results related to the implementation of the algorithms. Others are
comparisons of the EKF and the MLSI derived from numerical simulations. In addition, some topics
are suggested for future research which would build on the conclusions presented in this thesis.
An important theoretical result is the incorporation of separate bias estimation into the U-D
factorization filter. This is done in such a way that the results are easily extended to the nonlinear
case, yielding an implementation of the separated EKF with U-D factorisation. Using some of
Maybeck's [11] approximations, we also combine these concepts into the MLSI. The U-D factoriza-
tion generates an algorithm which guarantees positive-definiteness of the covariance matrix, and the
separate bias estimation reduces the total number of computations required.
-In the numerical simulations, we compare performance of the EKF and the MLSI. In some cases,
the EKF may yield lower estimation errors in the terms related to the nonlinear scale factor error,
but these results depend greatly on the initial conditions provided to the filter. The MLSI turns out
to converge over a wide range of initial conditions about the true values of the nonlinear terms. In
the EKF this is not necessarily the case, because we treat all of the nonlinear terms as states, with
no provision to hold any of them constant while the remaining estimates approach their true values.
This is demonstrated in estimating the decay constant of the nonlinear scale factor error, which the
MLSI treats as an uncertain parameter.
Both methods have approximately the same execution time.
These results have implications for design of nonlinear filters for gyroscope calibration. An
engineer selecting initial estimates of the nonlinear terms for the MLSI should simply choose values
as close as possible to the anticipated true values of those quantities. The MLSI converges on the
correct values provided that the initial conditions are sufficiently close to the true state. (Selection
of Nparam is also a limiting factor, but there is a relatively wide range of possible Nparam which yield
converging MLSI designs.) The EKF is not as likely as the MLSI to converge for initial estimates
near the true solution. We therefore expect the amount of trial-and-error time in designing an
acceptable MLSI algorithm to be significantly less than that for the EKF. The MLSI is a very
attractive alternative from a practical standpoint.
There is much that could be done to compare the EKF and MLSI from different points of view
and also to improve implementation of the MLSI algorithm for gyro calibration applications. Some
suggestions are provided in Section 6.1.
6.1 Suggestions for Future Work
There are opportunities for related future research both in the computational aspects of implemen-
tation of the MLSI and in the analysis of simulation results. Though it is not likely that more
research of this nature will be applied to IPSRU directly, the methods outlined in this thesis are
applicable, with only minor modifications to the system models, for a large class of similar gyro
calibration problems. This thesis demonstrates some of the possible advantages of the MLSI over
the EKF in gyro calibration, and more research could be applied to answering specific questions
of interest which would help in understanding the tradeoffs more rigorously. This work would be
of general utility in actual calibration testing of gyroscopes with nonlinear error dynamics such as
those appearing in IPSRU's gyro.
In the MLSI implementation used in this thesis, we apply numerous simplifying approximations
without evaluating their effect on the estimation results. All of these approximations come from
Maybeck [11], who cites available results indicating that most of them do not significantly degrade
filter performance. (At least one actually improves performance.) It would be helpful, however, to
determine whether the MLSI can be improved by performing parameter updates after every sample
period instead of only every Nparam. In this case, the score and conditional information matrix
would still be computed based on the most recent Nparam intervals, but more calculation would be
required. Terms in the summations for those two quantities would be stored individually rather
than as a running sum, increasing the memory requirement somewhat.
Another future research project could compare the MLSI implementation of this thesis with the
full MLSI algorithm which computes the score and conditional information matrix based on the
full measurement history at each time step, instead of using only the most recent Nparam. Again,
the resulting algorithm would be more expensive computationally, but we would expect to achieve
better estimates.
We could also investigate the effects of removing other approximations. The likely result would
be a tradeoff between accuracy and computational burden. Also, the separate bias estimation
applied to the MLSI would no doubt be harder to formulate without the benefit of some of these
approximations.
We have made no special attempt to control divergence in the MLSI. It may be possible, for
example, to compare the residuals at a given parameter update stage with those at a previous
update and to use that information to decide whether actually to perform the update. This is not
really possible with the EKF, because the decay constant is treated as a state just like any other. For
the MLSI, however, more research could develop a criterion for deciding when to make parameter
updates so that the convergence properties are improved.
The clearest advantage of the MLSI over the EKF arises in estimating the decay constant, which
the MLSI treats as an uncertain parameter. It would be interesting to see if estimation of the
amplitude corresponding to the nonlinear scale factor error could also be improved by treating it as
a parameter in the MLSI.
There is some evidence that the optimal value of Nparam should be related to the decay time
of the nonlinear term. This should be researched more thoroughly to determine whether such a
relationship actually exists and, if so, the exact nature of that relationship. The results contained
in this thesis do not indicate whether the optimal Nparam is influenced by the other states as well.
A more direct comparison of performance between the EKF and the MLSI would emerge from
the generation of some comparison region between the two. This would consist of the region in the
space of possible initial conditions (like the convergence regions produced in this thesis) in which
the estimation errors for the EKF are lower than those for the MLSI. Such a plot should report the
comparison results in a statistical sense, possibly by means of a Monte Carlo analysis.
All of these results are applicable, not only to IPSRU, but to the more general class of gyroscope
calibration problems in which nonlinear scale factor errors arise. The results of the future research
suggested here, in addition to results provided in this thesis, may contribute much toward developing
a systematic approach to MLSI design. A more automated gyroscope calibration methodology would
be the ultimate goal of this research.
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Appendix A
Example of Separate Bias
Estimation Algorithm for a Linear
System
This appendix goes through the Kalman filter propagation and update equations using both the
standard Kalman filter formulation and the separate bias estimation for the first time propagation
and measurement update on a system which can be described using the discrete separate bias
formulation of (3.90-3.92). Not every step in the analysis will be discussed in detail; only the results
of the computations necessary to execute each algorithm will be presented. For more discussion on
the computations, refer to Sections 3.2-3.4.
A.1 Initial Conditions
Assume the measurement noise to be a discrete white noise sequence with covariance R,. The process
noise only enters the equations for the states in x, so we have a discrete process noise covariance
matrix QA = Diag [Qk, 0] and a coefficient matrix LA = [ L T  0 ]T. The full measurement geometry
matrix is Rk = [ Hk Ck ]. The remaining initial conditions are denoted as follows.
Sio + Vobojo = (A.1)
Po + VoMoVo VoMo (A.2)Po(A.2)
MoV T Mo
A.2 Time Propagation Equations
For the separate bias estimation, perform the propagations as follows.
i-+ = Ak,,i (A.3)
P~, = AkP+AT + LkQkL T  (A.4)
VB, = AkV + Bk (A.5)
b+ = (A.6)
M+1= M +  (A.7)
To incorporate the U-D factorization in this stage, follow Section 3.3.2 to evaluate (A.4) using U,
and D,. It has already been shown [18, 10] that this gives the correct U-D factorization of Pk+1
in (A.4).
To compare with the Kalman filter, compute the following.
xi- = -X b = Aki+ + [Ak v + Bk] b+ (A.8)
[Pb]k+1 = V M -= [AkV + Bk] M+ (A.9)
[Pcl+ = P+1 + Vk+1 + 1Vk+T
= AkP A + LQkLT + [AkV + + Bk] M [AkV + BjT (A.10)
For the standard Kalman filter, compute,
AAk B A (A.11)
0 1
... Ai+ + [AkV+ k+ B]
Xk+1 = AX k, = k (A.12)
PT = Ak +AT+LkqkLT
k+1 = kIk k +  LQk~k
AhP AT + Lk kL T+
k k k b ([AkV+ + Bk[AkV + + Bk] M + [AkV + + Bk]T (A.13)
M+ ],,QL -T M+M [AkV + + Bk]T
Thus we verify that the two algorithms yield the same results for the time propagation.
A.3 Measurement Update Equations
For the separate bias estimation, we first define the following.
Gk = HkV + Ck (A.14)
Dk = GkM G + HkP H + R (A.15)
Ek = HkP-H + Rk = Dk -GkM GT (A.16)
Fk = P-H T + V-M- GT (A.17)
Kk = P-HTE -' (A.18)
Sk = M-G D -1  (A.19)
Perform the updates as follows.
= i- + Kk [zk - Hki] = " + P-HTE 1 [zk - Hkik] (A.20)
P = [I - KkHk] P- = P- - P-HTE-'HkP -  (A.21)
V+ V- - KkGk = V- - P-HT E Gk (A.22)
: = + Sk [ - H - Gkb~i] = + MGTD ' [z,- Hk - Gkb] (A.23)
= [I- SkGk] M = Mk - MG k D 1 GM (A.24)
To incorporate the U-D factorization in this stage, we use the forms of the above corresponding
to a scalar measurement and, provided Ra is diagonal, follow the procedure through for each mea-
surement. The first step is to follow Section 3.3.3 to evaluate (A.21) using P = UDU. T. In the
process, K defined in (A.18) and E from (A.16) are computed. We then update i and V and follow
Section 3.3.3 again to evaluate (A.24) using M = UbDbUbT . We thereby obtain S defined in (A.19)
and D from (A.15), which we use to update b. It has already been shown [3, 10] that this gives the
correct U-D factorization of P+ in (A.21) and of M + in (A.24).
To compare with the Kalman filter, compute the following.
S= i+ +V - + pHTE 1 [zk - Hk] +
[V; - PHTE-Gk] [ + M;GTD~; (s - Hki - Gk; )]
= j + V;-; + [V-M G TD-1 + PHTD 1] [k - H - GkI;]
= i: + V~i; + FkD' [zk - Hki; - Gkf;] (A.25)
[P]k V M = [V; - P' HE Gk] [M; - MGTD 'GkM ]
= VM - [V;M-GT + PHT ] D 1 GkM = V M- - FkD-'GkM -  (A.26)k kk kk k k k
[P + P +VM V+
T
= P- PHE HE HkP- + [V-M- - FkD -'GkM] [V -  GTE 1HP -
= P + VM-V -_ FkD HkP - FkDk-GkM VT
= P- + V-MV - FkD'FT (A.27)
For the standard Kalman filter,
RK = P I TD-
P- + V MV T V M H -1 FkD-1
k kk D k (A .28)
MV M C MG T D-1
+K + V-b + FkD [Zk - HI - Gk (A.29)
Xk k + k zk - Hk [ 14 ITD (A.29)
+ M- GTD -zk - Hk*i Gkb
Pk = [I - KkfH ] Pk
S I- FkD 'Hk -FkD Ck P +VMVT V M
-M- GTD'Hk I-M-G TD'C M-V M
P- + VMV - FkD 'FT V-M -FkD 1 GkM
k T k k T k : k (A .30)
MV - MGk D'1F M - Mk GTD 'GkM
Thus we verify that the two algorithms yield the same results for the measurement update. Note
that to update the measurements one at a time we simply use the forms of these equations for
a scalar measurement. Since we have shown that the two algorithms (with and without separate
bias and U-D factorization) yield the same results for the measurement update, and we know [10]
that the updates may be performed one at a time in the standard Kalman filter, it follows that the
separate bias U-D factorization filter yields the same results for the measurement update as the
Kalman filter.
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