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Abstract
We consider time domain acoustic scattering from a penetrable medium with a variable sound
speed. This problem can be reduced to solving a time domain volume Lippmann-Schwinger integral
equation. Using convolution quadrature in time and trigonometric collocation in space we can
compute an approximate solution. We prove that the time domain Lippmann-Schwinger equation
has a unique solution and prove conditional convergence and error estimates for the fully discrete
solution for smooth sound speeds. Preliminary numerical results show that the method behaves
well even for discontinuous sound speeds.
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1. Introduction
The problem we shall study is to compute the acoustic field scattered by a bounded and Lipschitz
smooth scatterer using time domain integral equations. For simplicity we will present the theory
in R3 although the theory can also be verified in R2, and our numerical results are computed in
R2. We denote position by x ∈ R3 and time by t. The background medium outside the scatterer
is taken to have a constant wave speed c(x) = c0 > 0. The scatterer is assumed to be penetrable,
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and within the scatterer the wave speed 0 < c(x) < c0 can vary with position. We define D to be
the interior of the support of c− c0, assumed to be Lipschitz smooth.
Denoting the total pressure field by u = u(x, t) we want to solve the wave equation
1
c(x)2
utt = ∆u in R3 × R+,
where R+ = {t ∈ R | t > 0}. The field u is assumed to consist of an incident field ui and a
scattered field us (u = us + ui). We assume that the incident field ui is a smooth solution of the
wave equation in the background medium:
1
c20
uitt = ∆u
i in R3 × R.
In addition we assume that ui is causal so that ui = 0 on D for t ≤ 0. Then the scattered field us
vanishes before t = 0 and we impose the initial conditions
us = ust = 0 in R3 at t = 0. (1)
These assumptions rule out incident fields due to point sources, but, at the expense of some slightly
more complicated notation, it is easy to extend the theory to allow point sources located outside
D.
It is convenient to define the contrast
qc(x) =
c20
c2(x)
− 1.
We shall assume that qc ∈ L∞(D) and there exists a constant qc,+ such that
0 ≤ qc(x) ≤ qc,+ <∞ a.e. in D.
In addition we assume qc is a weight function on L
2(D) so that if v ∈ L2(D) and ‖q1/2c v‖L2(D) = 0
then v = 0. Later we will make further regularity assumptions on qc.
Then using the fact that ui satisfies the wave equation we see that us satisfies
1
c2
ustt −∆us = −
1
c20
qcu
i
tt in Rd × R+, (2)
together with the initial conditions from (1). Note that the source term on the right-hand side
vanishes outside D since qc = 0 there.
We now give a formal description of how to recast the wave equation as a space-time Lippmann-
Schwinger integral equation. Later we will prove that this problem has a unique solution in a
suitable function space. Denote by k(x, t) the fundamental solution of the wave equation in the
background medium given by
k(x, t) =
δ(t− ‖x‖/c0)
4pi‖x‖ in R
3 × R.
For a function f ∈ C∞0 (D × R) we define the retarded volume potential V by
(V (f))(x, t) =
ˆ
R
ˆ
D
k(x− y, t− τ)f(τ, y) dV dτ for x ∈ R3, t ∈ R. (3)
2
It is well known that if w = V (f) then w is a solution of the wave equation
1
c20
wtt −∆w = f in R3 × R.
By rewriting equation (2) we see that the scattered field us satisfies
1
c20
ustt −∆us = −
1
c20
qc(u
s
tt + u
i
tt)
so that
us +
1
c20
V (qc(u
s
tt + u
i
tt)) = 0,
which gives rise to the Lippmann-Schwinger equation in the time domain: Find us in a suitable
function space to be described shortly such that
us +
1
c20
V (qcu
s
tt) = −
1
c20
V (qcu
i
tt) in R3 × R. (4)
Note that we shall show that because ui = 0 in D for t ≤ 0, then us = 0 in D for t ≤ 0 so a solution
of (4) satisfies (1) automatically.
We shall analyze this integral equation via the Fourier-Laplace transform [2, 15]. Let the transform
parameter s = σ + iω ∈ C, where σ ∈ R, σ > σ0 > 0 for some constant σ0 and ω ∈ R. Defining
formally
uˆ := uˆ(x, s) =
ˆ ∞
0
u(x, t) exp(−st) dt
(and similarly uˆi, etc.), we see that for any suitably smooth causal function f on D × R+, the
convolution structure of the time integral in (3) implies that
V̂ (f)(x) = (Vˆ (fˆ))(x) :=
ˆ
D
Φ(x, y)fˆ(y) dV, (5)
where Φ is the fundamental solution of the Helmholtz equation
Φ(x, y) =
exp(−s‖x− y‖/c0)
4pi‖x− y‖ , x 6= y ∈ R
3.
If fˆ ∈ L2(D) is extended by zero to R3 it is well known [9] that wˆ = Vˆ (fˆ) satisfies
−∆wˆ + s
2
c20
wˆ = fˆ in R3 (6)
and belongs to H1(R3) since it decays exponentially for large ‖x‖. Taking the Fourier-Laplace
transform of (4) we obtain the Fourier-Laplace domain Lippmann-Schwinger equation: find uˆs
such that
uˆs +
s2
c20
Vˆ (qcuˆ
s) = −s
2
c20
Vˆ (qcuˆ
i) in R3. (7)
Convolution quadrature (CQ) provides a way to discretize (4) in time and criteria for choosing
appropriate underlying time stepping schemes [15]. The goal of this paper is to prove convergence
of a fully discrete collocation scheme involving trigonometric polynomials to discretize in space and
3
convolution quadrature to discretize in time. Applying Lubich’s theory [15], this involves analyzing
the Laplace transformed problem (7) and proving that the solution operator is bounded uniformly
by some power of the transform parameter s for s in an appropriate part of the complex plane.
Because we are using a collocation scheme in space for efficiency, we obtain only conditional conver-
gence of the fully discrete scheme. If we had used a Galerkin scheme we would have unconditional
convergence but efficient implementations would be more involved.
The application of convolution quadrature to time dependent boundary integral equations was first
suggested and analyzed by Lubich [15] and applied in fluid dynamics by Schanz and coworkers
(see [17] and references therein). Since 2008 and the publication of [13, 11] there has been a
major increase in efforts to implement and understand convolution quadrature applied to a variety
of problems, see for example [6, 19, 3]. In addition the use of implicit Runge-Kutta integration
techniques is now well understood [4] (for simplicity, we shall not use Runge-Kutta methods in
this paper). There has been significant progress on extending the analysis of the method to more
general boundary conditions [14] and some progress in analyzing electromagnetic problems [8, 1].
Of special importance to us is the work of Banjai and Sauter who show how to compute convolution
quadrature solutions via the solution of several Laplace domain problems and an inverse transform
[7]. All these efforts involve the use of time domain boundary integral equations.
As described above, in order to treat a spatially varying sound speed we will apply convolution
quadrature to a volume integral equation. To our knowledge this is the first such application. Dis-
cretization of the volume integral equation involves either inverting a volume integral operator at
each time step, or alternatively solving a Laplace domain integral equation at several frequencies.
Using the first “marching on in time” approach, a straightforward Galerkin scheme based on piece-
wise polynomials gives unconditional and optimal convergence. But applying the volume integral
operator many times might be time consuming, and storing the past history of the solution might
become prohibitive. In this paper we use the multi-frequency approach, and so the Fourier-Laplace
domain operator must be inverted at many frequencies. However because this integral operator is
of the second kind, efficient solution strategies are possible. We use trigonometric polynomials to
discretize in space (after first periodizing the problem), and then collocate the resulting equations
using the techniques from [18, 12]. The use of trigonometric polynomials diagonalizes the integral
operator, and the integral equation system can be solved efficiently by a two-grid scheme [12].
At first sight the use of volume integral equations may appear unattractive compared to a coupled
finite-element and boundary integral equation (FE-BIE) approach such as used in [5]. In the FE-
BIE method a CQ boundary integral formulation is coupled to an explicit finite element solver in the
volume, thus avoiding the storage of past solutions in the volume. This approach may be preferable
if there are discontinuities in the contrast. However, if the contrast is globally smooth, the volume
integral equation approach may be useful. Another case in which volume integral equations might
be attractive is for thin structures.
The paper proceeds as follows. In the next section we give a brief formal derivation that shows
how the convolution quadrature method arises, and explain the relevance of the Fourier-Laplace
transform in the analysis of the method. Then in Section 3 we summarize some notation and spaces
related to the time domain problem, and prove two basic results concerning the mapping properties
of the volume potential operator. In Section 4 we analyze the Fourier-Laplace domain integral
equation problem and prove relevant estimates that allow us to use Lubich’s theory to estimate the
time discretization error [15]. We then show, in Section 5, how to periodize the integral equation to
enable the use of a trigonometric collocation method to solve the Fourier-Laplace domain problem
and provide error estimates for the convolution quadrature and trigonometric collocation scheme.
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Finally in Section 6 we provide some preliminary 2D numerical results, and draw some conclusions
in Section 7.
2. The semi discrete problem
We shall use the convolution quadrature approach [15] to approximate the volume integral equation
(4) in time. A simple way to see how this arises is to start by discretizing the partial differential
equation in time. This is easier to understand if we temporarily write the equation as a mixed
system, defining w = (us/c2 + qcu
i/c20)t. Then we obtain the system
1
c2
ust +
1
c20
qcu
i
t = w in R3 × R+, (8)
wt = ∆u
s in R3 × R+. (9)
Now suppose we apply a multistep method to this problem. To define the multistep method,
suppose y′ = g(t, y), t > 0 and y(0) = 0. We write yn ≈ y(tn) where tn = n∆t, n = 0, 1, . . . , and
∆t > 0 is the time step. Then we require {yn} to satisfy
k∑
j=0
αjyn−j = ∆t
k∑
j=0
βjg(tn−j , yn−j), n = 0, 1, . . . , (10)
where {αj , βj} are constants describing the multistep method and we assume α0/β0 > 0. We take
yn = 0 if n ≤ 0 because of the assumed zero initial condition at t = 0.
Using this method on the first order system (8)-(9), we compute (wn(x), u
s
n(x)), n = 0, 1, . . . , that
satisfy
k∑
j=0
αj
(
1
c2
usn−j +
qc
c20
uin−j
)
= ∆t
k∑
j=0
βjwn−j , n = 0, 1, . . . ,
k∑
j=0
αjwn−j = ∆t
k∑
j=0
βj∆u
s
n−j , n = 0, 1, . . . ,
where uin = u
i(x, tn). Formally let W := W(x, ξ) =
∑∞
j=0wj(x)ξ
j , Us := Us(x, ξ) = ∑∞j=0 usjξj ,
and U i := U i(x, ξ) = ∑∞j=0 uijξj , for ξ ∈ C. Then multiplying the above system by ξn and summing
over n, and using the fact that the discrete fields are casual (i.e. wj(x) = 0 for j ≤ 0 and similarly
for the other fields), we obtain k∑
j=0
αjξ
j
( 1
c2
Us + qc
c20
U i
)
= ∆t
 k∑
j=0
βjξ
j
W,
1
c2
 k∑
j=0
αjξ
j
W = ∆t
 k∑
j=0
βjξ
j
∆Us.
Defining
δ(ξ) =
(∑k
j=0 αjξ
j
)
(∑k
j=0 βjξ
j
)
5
and eliminatingW we obtain the following Fourier-Laplace domain Helmholtz equation for Us:
−∆Us + 1
c2
(
δ(ξ)
∆t
)2
Us = −
(
δ(ξ)
∆t
)2 qc
c20
U i in R3. (11)
Proceeding formally we can solve this problem using a volume integral equation. To this end, we
rewrite (11) as
−∆Us + 1
c20
(
δ(ξ)
∆t
)2
Us = − 1
c20
qc
(
δ(ξ)
∆t
)2
(Us + U i) in R3. (12)
Now recalling (5) and (6) and choosing s = δ(ξ)/∆t ∈ C we see that Us ∈ L2(D) satisfies
Us + s
2
c20
Vˆ (qcUs) = −s
2
c20
Vˆ (qcU i) in L2(D). (13)
Comparing this equation with (7) suggests that time discretization of the integral equation can be
understood by analyzing (7) for suitable choices of s. From now on s will be a general transform
parameter with s ∈ C, Re (s) = σ > σ0 > 0 for some constant σ0.
The Lippmann-Schwinger equation (13) with complex coefficient s can be solved for Us for any
ξ ∈ C small enough provided Re (s) > 0 (this will occur with the correct choice of the multi-step
integrator). The calculation of a time semi-discrete solution us,∆tn , n = 0, 1, . . . , from Us can be
organized in one of two ways. Classically we can determine a volume integral equation for us,∆tn in
terms of previous values us,∆tj , j < n and hence arrive at a “marching on in time” scheme for the
integral equation determining us,∆tn successively [15]. Alternatively we can solve for Us at suitable
choices of the parameter ξ and determine an approximation to us,∆tn by inverting the ξ transform
as is done in [7]. The first method is necessary if the field is required at all points in the domain
but requires saving the solution at all time steps, whereas the second method requires the solution
of many easy parallelized integral equations and works well if the field is only required at a small
number of points in space.
3. Notation and Preliminaries
To put the time and frequency domain integral equations considered earlier on a firm footing,
appropriate function spaces for the time domain solution of the wave equation are crucial to the
analysis of the method. We now summarize briefly some suitable Sobolev spaces (for more details
sees [2, 15, 10]). For X a Hilbert space we denote by D(R;X) = C∞0 (R;X) the set of smooth and
compactly supported X-valued functions. Then D′(R+;X) are the X-valued distributions on the
real line that vanish for times t < 0, and the corresponding tempered distributions are S ′(R+;X).
We can define
L′(R+;X) =
{
f ∈ D′(R+;X) | exp(−σ0t)f ∈ S ′(R+;X) for some σ0(f) <∞
}
.
Functions f ∈ L′(R+, X) have a well defined Fourier-Laplace transform fˆ given, as before, by
fˆ = fˆ(s) :=
ˆ ∞
0
exp(−st)f(t) dt for Re (s) > σ0(f).
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If Re (s) = 0 then the Fourier-Laplace transform reduces to the Fourier transform on causal func-
tions. We introduce the Hilbert spaces
Hpσ(R+;X) :=
{
f ∈ L′(R+;X) |
ˆ
σ+iR
|s|2p‖fˆ(s)‖2X ds <∞
}
for p ∈ N0.
Note that by using Parseval’s theorem, the norm on this space is equivalent to the time domain
norm
‖f‖2Hpσ(R+;X) =
ˆ ∞
0
exp(−2σt)‖∂pf/∂tp(t)‖2X dt,
where we have used the fact that f(t) vanishes for t < 0.
It will be convenient to define L2qc(D) via the weighted norm
‖u‖2L2qc (D) =
ˆ
D
qc|u|2 dV,
so that L2qc(D) is the closure of L
2(D) in the ‖ · ‖L2qc (D) norm.
We now prove estimates for vˆ 7→ Vˆ (qcvˆ) (which also hold of course when qc = 1).
Lemma 1. The operator Vˆ can be extended to an operator from L2(D) into H2(R3) and satisfies
the following bounds for all vˆ ∈ L2(D),
‖Vˆ (qcvˆ)‖L2(D) ≤
q
1/2
c,+
σ|s| ‖vˆ‖L2qc (D), (14)
‖Vˆ (qcvˆ)‖H1s (R3) ≤
q
1/2
c,+
σ
‖vˆ‖L2qc (D), (15)
|Vˆ (qcvˆ)|H2(R3) ≤ C
|s|
σ
‖vˆ‖L2qc (D), (16)
where ‖w‖2H1s (R3) = ‖∇w‖
2
L2(R3) + |s|2‖w‖2L2(R3), | · |H2(R3) is the H2(R3) semi-norm, and Re (s) =
σ > 0.
Proof. The proof uses the techniques from [2]. Let wˆ = Vˆ (qcvˆ) then w ∈ H1(Rd) satisfies
−∆wˆ + s2wˆ = qcvˆ ∈ R3. (17)
Multiplying this equation by sw and integrating we obtain
s‖∇wˆ‖2L2(R3) + |s|2s‖wˆ‖2L2(R3) = s
ˆ
D
qcvˆw dV.
Taking real parts, we deduce that
σ
(‖∇wˆ‖2L2(R3) + |s|2‖wˆ‖2L2(R3)) ≤ |s|‖q1/2c ‖L∞(D)‖wˆ‖L2(D)‖q1/2c vˆ‖L2(D)
≤ ‖q1/2c ‖L∞(D)
√
‖∇wˆ‖2
L2(D)
+ |s|2‖wˆ‖2
L2(D)
‖vˆ‖L2qc (D)
and hence prove (15).
To prove (14), the above estimate also shows that
σ|s|2‖wˆ‖L2(D) ≤ |s|‖q1/2c ‖L∞(D)‖vˆ‖L2qc (D).
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Since (17) holds in L2(R3) we have
|wˆ|2H2(R3) ≤ C‖∆wˆ‖2L2(R3) ≤ C(|s|4‖wˆ‖2L2(R3) + ‖qcvˆ‖2L2(R3)).
Using (14), there is a constant C depending on qc but independent of s and vˆ such that
|wˆ|2H2(R3) ≤ C(|s|2/σ2 + 1)‖vˆ‖2L2qc (D).
Noting that |s|/σ ≥ 1, this proves (16) and completes the proof.
Applying this lemma proves the following theorem:
Theorem 2. The retarded volume potential operator V can be extended to a bounded operator
from Hpσ(R+;L2(D)) into Hp+1−rσ (R+;Hr(R3)) for r = 0, 1, 2. Moreover, if v = V (f) for some
f ∈ Hpσ(R+;L2(D)) then v(t) = 0 for t < 0 and v ∈ Hpσ(R+;H1(R3)) satisfies
1
c20
vtt −∆v = f in Hp−1(R+;L2(R3)).
Proof. Using techniques from [2], the mapping properties follow from Lemma 1 after inverting the
Fourier-Laplace transform (and choosing qc = 1). The fact that vˆ = Vˆ (fˆ) satisfies the Fourier-
Laplace domain Helmholtz equation (17) shows that v satisfies the wave equation in the claimed
space.
To prove causality, we note that this is clear for f ∈ C∞(R+;C∞(D)) due to the retarded potential
representation
(V (f))(t, x) =
ˆ
D
f(y, t− ‖x− y|‖/c0)
4pi‖x− y‖ dV
since then V (f)(·, t) = 0 for t < 0. From the already established mapping properties, the density of
smooth functions in Hpσ(R+;L2(D)) implies (V (f))(x, t) = 0 for t < 0 and f ∈ Hpσ(R+;L2(D)).
4. Existence and Operator Estimates
We now prove existence, uniqueness and semi-discrete error estimates for the solution of the time
domain Lippmann-Schwinger problem using Lubich’s theory [15]. This result also underlies our
later error estimates. The key to this approach is to show that the integral operator is coercive.
To state the theorem we use the notation that if A : X → Y where X and Y are Hilbert spaces
then the operator norm of A is denoted by ‖A‖X→Y where
‖A‖X→Y = sup
v∈X
‖Av‖Y
‖v‖X .
We also define Vˆqc : L
2
qc(D)→ L2(D) by
Vˆqc(g) = Vˆ (qcq) for all g ∈ L2qc(D).
Theorem 3. For any s with Re (s) = σ > 0∥∥(I + (s2/c20)Vˆqc)−1(s2/c20)Vˆqc∥∥L2qc (D)→L2qc (D) ≤ qc,+σ2c20 |s|2, (18)
and ∥∥(I + (s2/c20)Vˆqc)−1∥∥L2qc (D)→L2qc (D) ≤ |s|σ . (19)
In addition both operators above are analytic in s for Re (s) > 0.
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Proof. This proof extends the techniques of [2] to volume equations. Given f ∈ L2qc(D), consider
the problem of finding vˆ ∈ L2qc(D) such that
vˆ +
s2
c20
Vˆ (qcvˆ) = −s
2
c20
Vˆ (qcf) in L
2(D). (20)
We now derive a variational scheme for this problem and use the Lax-Milgram Lemma to verify
that it has a unique solution. Multiplying (20) by the complex conjugate of ξqc where ξ ∈ L2qc(D)
(denoted ξqc) and integrating over D we obtain the problem of finding vˆ ∈ L2qc(D) such that
a(vˆ, ξ) = b(ξ) for all ξ ∈ L2(D) (21)
where
a(vˆ, ξ) =
ˆ
D
(
qcvˆ +
s2qc
c20
Vˆ (qcvˆ)
)
ξ dV,
and
b(ξ) = −s
2
c20
ˆ
D
qcVˆ (qcf)ξ dV.
To show that the above problem has a unique solution we now verify the conditions of the Lax-
Milgram Lemma. To verify coercivity we choose ξ = svˆ so
a(vˆ, svˆ) =
ˆ
D
sqc|vˆ|2 dV + s|s|
2
c20
ˆ
D
qcVˆ (qcvˆ)vˆ dV.
Taking real parts
Re (a(vˆ, svˆ)) = σ
ˆ
D
qc|vˆ|2 dV + Re
(
s|s|2
c20
ˆ
D
Vˆ (qcvˆ)qcvˆ dV
)
.
The second term on the right hand side is analyzed as follows. Let zˆ = Vˆ (qcvˆ) then
−∆zˆ + s
2
c20
zˆ = qcvˆ in R3,
so that
ˆ
D
Vˆ (qcvˆ) qcvˆ dV =
ˆ
R3
zˆ
(
−∆zˆ + s
2
c20
zˆ
)
dV
=
ˆ
R3
|∇zˆ|2 + s
2
c20
|zˆ|2 dV.
This implies that
Re
(
s|s|2
c20
ˆ
D
Vˆ (qcvˆ) qcvˆ dV
)
= Re
(
s|s|2
c20
ˆ
R3
|∇w|2 dV + s|s|
4
c40
ˆ
R3
|w|2 dV
)
≥ 0.
Thus we have shown that
|a(vˆ, svˆ)| ≥ σ
∥∥∥q1/2c vˆ∥∥∥2
L2(D)
= σ‖vˆ‖2L2qc (D).
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We now need to show that a(·, s·) is continuous. Clearly
|a(vˆ, sξ)| ≤
(
|s|‖vˆ‖L2qc (D) + (q
1/2
c,+ |s|3/c20)‖Vˆ (qcvˆ)‖L2(D))
)
‖ξ‖L2qc (D) ≤ C‖vˆ‖L2qc (D)‖ξ‖L2qc (D)
for some constant C = C(|s|) where we have estimated ‖Vˆ (qcvˆ)‖L2(D) using Lemma 1.
We also need to show that b(s·) is an anti-linear functional and estimate it. Antilinearity is obvious,
and
|b(sξ)| = |s|
2
c20
∣∣∣∣ˆ
D
Vˆ (qcf) qcsξ dV
∣∣∣∣ ≤ q1/2c,+ |s|3c20 ‖Vˆ (qcf)‖L2(D)‖q1/2c ξ‖L2(D).
Using Lemma 1 to estimate Vˆ (qcf) gives
|b(sξ)| ≤ qc,+ |s|
2
σc20
‖f‖L2qc (D)‖ξ‖L2qc (D).
The conditions of the Lax-Milgram lemma are now satisfied and we may conclude that the problem
of finding vˆ ∈ L2qc(D) such that
a(vˆ, sξ) = b(sξ) for all ξ ∈ L2qc(D)
has a unique solution depending continuously on the data. Furthermore choosing ξ = vˆ gives
σ‖vˆ‖L2qc (D) ≤ qc,+
|s|2
σc20
‖f‖L2qc (D).
For the second estimate of the theorem, we redefine
b(ξ) =
ˆ
D
qcfˆ ξ dV
for some fˆ ∈ L2(D). Then
|b(sξ)| ≤ |s|‖ξ‖L2qc (D)‖fˆ‖L2qc (D),
and proceeding as before we obtain the second estimate.
Corollary 4. If uˆi ∈ L2qc(D), then the unique solution uˆ ∈ L2qc(D) to
uˆ+
s2
c20
Vˆ (qcuˆ) =
s2
c20
Vˆ (qcuˆ
i) in L2qc(D) (22)
belongs to H1s (R3) and satisfies the following estimates for Re (s) > σ0 > 0,
‖uˆ‖L2qc (D) ≤
qc,+
σ2c20
|s|2‖uˆi‖L2qc (D), (23)
‖uˆ‖H1s (R3) ≤
|s|2
σc20
q
1/2
c,+
(
1 +
qc,+
σ2c20
|s|2
)
‖uˆi‖L2qc (D), (24)
‖uˆ‖H2(D) ≤ C|s|5‖uˆi‖L2qc (D), (25)
where C depends on σ0.
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Proof. Combining Lemma 1 with Theorem 3 shows that
‖uˆ‖H1s (R3) =
|s|2
c20
‖Vˆ (qc(uˆ+ uˆi))‖H1s (R3)
≤ |s|
2
c20
q
1/2
c,+
σ0
‖uˆ+ uˆi‖L2qc (D) ≤
|s|2
c20
q
1/2
c,+
σ0
(
1 +
qc,+
σ2c20
|s|2
)
‖uˆi‖L2qc (D).
Further, using (16)
|u|H2(D) =
|s|2
c20
|Vˆ (qc(uˆ+ uˆi))|H2(R3) ≤ C
|s|3
σ
‖uˆ+ uˆi‖L2qc (D)
≤ C|s|5‖uˆi‖L2qc (D).
Using Lubich’s theory, the first estimate in Theorem 3 shows that semi-discretization in time
via convolution quadrature results in an optimally convergent semi-discrete method (discrete in
time) with no time step restrictions. To state this result we adopt Lubich’s notation. Define
Aˆ(s) : L2qc(D)→ L2qc(D) by
Aˆ(s) = −
(
I + (s2/c20)Vˆqc
)−1
(s2/c20)Vˆqc .
Then denote the corresponding time domain solution operator (obtained by the inverse Fourier-
Laplace transform) by Aˆ(∂t), note that Lemma 1 and Theorem 3 state that
Aˆ(∂t) : H
p+2
σ (R+;L2qc(D))→ Hpσ(R+;L2qc(D))
is bounded. Then we denote by Aˆ(∂∆tt ) the convolution quadrature semi-discrete in time solution
operator. Using this notation, the exact solution us is given by
us = Aˆ(∂t)(u
i)
and at each time step the semi-discrete solution denoted us,∆t is given by
us,∆tn = Aˆ(∂
∆t
t )(u
i)(n∆t), n = 0, 1, . . . .
The following estimate holds up to a fixed final time T > 0, where now ∆t = T/M for some
M > 0.
Theorem 5. Suppose the multistep method (10) is A-stable and of order p, and δ(ζ) has no poles
on the unit circle in the complex plane. Let ui ∈ Hrσ(R+, L2qc(D)) with r = p+ 3 then(
∆t
M∑
n=0
‖us(tn)− us,∆tn ‖2L2qc (D)
)1/2
≤ C(∆t)p‖ui‖Hrσ0 (R+,L2qc (D)).
Here C is independent of ∆t and ui but depends on p and σ0.
Remark 6. 1. Since Theorem 3 holds for conforming Galerkin methods based on (21) and con-
forming finite element subspaces of L2qc(D) we could also prove a fully discrete error estimate
without stability restrictions (c.f. Theorem 5.4 of [15]). However to simplify implementation
of the fully discrete scheme and provide fast operator evaluation, we instead will follow a
different approach. We will analyze a collocation scheme based on periodization of the inte-
gral equation which diagonalizes the integral operator Vˆ . This implies that Vˆ can be applied
rapidly but also introduces an extra spatial approximation.
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2. Estimates in other norms could also be proved (see [15]).
Proof. We apply Theorem 3.3 of [15].
5. Collocation Discretization for the Lippmann-Schwinger Equation at Complex Fre-
quency
To obtain a fast solver for the Fourier-Laplace domain Lippmann-Schwinger integral equation (7)
we use a trigonometric collocation approach as in [18]. This involves periodization of the volume
integral operator Vˆ that appears in (7). Since we want to combine this collocation discretization
in space with convolution quadrature in time, all estimates for the spatial discretization have to be
explicit in terms of the complex frequency s.
Extending the contrast function qc by zero to all of R3, we assume that
D = supp (qc) ⊂ {x ∈ R3, |x| ≤ ρ} for some ρ > 0 (26)
and consider again the frequency-domain integral equation from (7),
uˆs +
s2
c20
Vˆ (qcuˆ
s) = −s
2
c20
Vˆ (qcuˆ
i) in L2(D). (27)
Due to (26), we can extend the restriction of qc to
G2ρ = {x ∈ R3, −2ρ < xj ≤ 2ρ, j = 1, 2, 3},
as a 4ρ-periodic function in each direction in space that we call qc,p. The extension qc,p obviously
is as smooth as qc. Below, we interpret qc,p as a function in a periodic function space defined on
G2ρ. We will also periodize the integral operator Vˆ from (5). To this end, we define a 4ρ-periodic
kernel by extending the kernel function
κp,s(x) =
{
exp(−s/c0 |x|)
4pi|x| x ∈ G2ρ, 0 < |x| < 2ρ,
0 x ∈ G2ρ, 2ρ ≤ |x|,
4ρ-periodically in each coordinate direction of space to a function on R3 defined almost everywhere.
The associated 4ρ-periodic integral operator is
Vˆp(f) =
ˆ
G2ρ
κp,s(· − y)f(y) dV (y).
Later on, we will prove mapping properties of Vˆp in periodic Sobolev spaces. We further replace
uˆi on the right-hand side of (27) by its extension by zero to G2ρ denoted uˆ
i
p ∈ L2(G2,ρ). As
in [18, 16] we note that (27) is equivalent to the following periodic integral equation for the unknown
uˆp ∈ L2(G2ρ),
uˆp +
s2
c20
Vˆp(qc,puˆp) = Vˆp(qc,puˆ
i
p) in L
2(G2ρ). (28)
Note that qc,puˆ
i
p vanishes outside D; thus, as in (27), the values of uˆ
i
p in G2ρ \D play no role. The
equivalence of (28) and (27) is due to the fact that for x, y ∈ D it holds that |x−y| ≤ |x|+ |y| < 2ρ,
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thus κp,s(x− y) = exp(−s/c0 |x− y|)/(4pi|x− y|) for x 6= y and
Vˆp(qc,pf) =
ˆ
G2ρ
κp,s(· − y)qc,p(y)f(y) dV =
ˆ
D
e−s/c0 |·−y|
4pi| · −y| qc,p(y)f(y) dV
= Vˆ (qcf), x ∈ D. (29)
Hence, if vˆ solves (27), then Vˆp(qc,p(uˆ
i − (s2/c20) vˆp)) defines a solution to the periodic integral
equation, and if vˆp solves the periodic equation, then Vˆ (qc(uˆ
i − (s2/c20) vˆp)) defines a solution
to (27). (By abuse of notation, we did not explicitly write down the necessary extensions by zero
from D to G2ρ and restrictions from G2ρ to D.)
Next, we recall well known facts about trigonometric functions and associated spaces and operators.
All concepts are explained in more detail in, e.g., [16], together with proofs for the corresponding
one- and two-dimensional results (the proofs in three dimensions are analogous with obvious mod-
ifications due to the additional spatial dimension). Using trigonometric monomials
ϕj(x) :=
1
(4ρ)−3/2
e
ipi
2ρ
j·x
, j ∈ Z3, x ∈ R3,
we define, for N ∈ N, the finite-dimensional subspace of trigonometric polynomials
TN := span
{
ϕj , j ∈ Z3N
} ⊂ L2(G2ρ)
where
Z3N := {` ∈ Z3,−N/2 ≤ `j < N/2, j = 1, 2, 3}.
Further, recall the definition of the Fourier coefficients of a 4ρ-periodic distribution v ∈ D′p(R3),
vˆ(j) := (v, ϕ−j)D′p×Dp
[
=
ˆ
G2ρ
v(x)ϕj(x) dV if v ∈ L2(G2ρ)
]
,
and the periodic Sobolev spaces Ht for t ∈ R, defined by
Ht :=
{
v ∈ D′p,
∑
j∈Z3
(1 + |j|2)t |vˆ(j)|2 <∞
}
with norm ‖v‖2Ht =
∑
j∈Z3
(1 + |j|2)t |vˆ(j)|2.
We recall that functions in Ht with t > 3/2 are continuous, due the Sobolev embedding theorem,
and that Hr is a Banach algebra for t > 3/2, that is, ‖uv‖Ht ≤ C(t)‖u‖Ht‖v‖Ht .
Following [16], we also define QN to be the interpolation operator that maps continuous, 4ρ-periodic
functions in R3 to their interpolation polynomial in TN , defined by QN (v) = vN where vN ∈ TN
satisfies vN (xj) = v(xj) for the interpolation points
xj := jh, j ∈ Z3N , h =
4ρ
N
.
As N → ∞, the interpolation projection QNv approximates v ∈ Ht if t > 3/2, since the error
estimate
‖[I −QN ]f‖Hr ≤ C(`, t)N r−t‖f‖Ht (30)
holds for for 0 ≤ r ≤ t whenever f ∈ Ht with t > 3/2.
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Note that a function vN ∈ TN can either be characterized by its Fourier coefficients
vˆN = {vˆ(j)}j∈Z3N ∈ C
3
N = {c(j) ∈ C, j ∈ Z3N}
or its values at the nodal points xj , that we abbreviate as vN = {vN (xj)}j∈Z3N ∈ C
3
N . (By abuse
of notation, we use the same notation for point evaluation at the nodal points of any continuous
function.) It is well known that the three-dimensional discrete Fourier transform FN is an isometry
on C3N mapping the point values vN ∈ C3N of vN ∈ TN to the Fourier coefficients vˆN ∈ C3N .
Spaces of trigonometric polynomials are attractive for discretizing the integral operator Vˆp, since
this periodic integral operator diagonalizes on trigonometric monomials,
(Vˆp(ϕj))(x) =
1
(4ρ)3/2
ˆ
G2ρ
κs,p(x− y)e
ipi
2ρ
j·(y−x)
dV (y) e
ipi
2ρ
j·x
=
ˆ
G2ρ
κs,p(z)e
− ipi
2ρ
j·z
dV (z)ϕj(x) = (4ρ)
3/2κˆs,p(j)ϕj(x), j ∈ Z3, x ∈ G2ρ.
Setting R := 2ρis/c0 for s = σ + iη, the Fourier coefficients κˆs,p(j) of the periodic kernel κs,p can
be explicitly computed as
κˆs,p(j) =
{
R2
pi2|j|2−R2
[
1− exp(iR)
(
cos (()pi|j|)− iRpi|j|sin (()pi|j|)
)]
j 6= 0,
exp(iR)(1− iR)− 1 j = 0,
(31)
=
4ρ
2
c20
η2−σ2−2iησ
pi2|j|2−4ρ2(η2−σ2−2iησ)/c20
[
1− e−
2ρ
c0
(σ+iη)
(
cos (()pi|j|) + 2ρ(σ+iη)c0pi|j| sin (()pi|j|)
)]
j 6= 0,
exp[−2ρ(σ + iη)/c0](1 + 2ρ(σ + iη)/c0)− 1 j = 0.
(32)
Since we will always assume that Re (s) = σ > 0, the jth Fourier coefficient κˆp,s(j) is always
well defined (the denominator in (32) cannot vanish) and from (31) one observes that each of the
coefficients is analytic in s as long as Re (s) = σ > 0. We next establish estimates for the Fourier
coefficients κˆs,p that will allow us to prove mapping properties of Vˆp in the sequel. Writing again
s = σ+ iη and assuming that σ > σ0 > 0, we find that |κˆs,p(0)| ≤ (1 + exp[−2ρσ0/c0][1 + 2ρ|s|/c0])
and
|κˆs,p(j)| = 4ρ2
∣∣∣∣ η2 − σ2 − 2iησc20pi2|j|2 − 4ρ2(η2 − σ2 − 2iησ)
∣∣∣∣∣∣∣∣1− e− 2ρc0 (σ+iη)(cos (()pi|j|) + 2ρ(σ + iη)c0pi|j| sin (()pi|j|)
)∣∣∣∣
≤
∣∣∣∣ |s|2c20pi2|j|2/4ρ2 − (η2 − σ2 − 2iησ)
∣∣∣∣ [1 + e− 2ρσc0 + e− 2ρσc0 2ρσc0pi|j| + e− 2ρσc0 2ρ|η|c0pi|j|
]
≤
∣∣∣∣ |s|2c20pi2|j|2/4ρ2 − (η2 − σ20 − 2iησ0)
∣∣∣∣ [2 + 1epi|j| + e− 2ρσ0c0 2ρ|η|c0pi|j|
]
, j 6= 0.
Since η 7→ (η2 − σ20 − 2iησ0) describes a parabola in the complex plane intersecting the real axis
orthogonally at −σ20, the complex axis at ±2iσ20 and with real part tending to +∞ as η → ±∞, the
distance between this parabola and the point c20pi
2|j|2/4ρ2 > 0 on the positive real axis is strictly
positive, |c20pi2|j|2/4ρ2 − (η2 − σ2 − 2iησ)| ≥ σ20 > 0, that is, |κˆs,p(j)| ≤ C|s|2|η| ≤ C|s|3. The
following lemma sharpens this estimate.
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Lemma 7. For s ∈ C with Re s = σ > σ0 > 0 there is C = C(σ0) > 0 independent of s with
0 < |κˆs,p(j)| ≤ C |s|
2
1 + |j| for all j ∈ Z
3. (33)
In consequence, Vˆp is bounded from H
t into Ht+1 for all t ∈ R and ‖Vˆp‖Ht→Ht+1 ≤ C|s|2 with C
independent of t ∈ R. The integral operator Vˆp is analytic in s for all s ∈ C with Re s = σ > σ0 > 0.
Remark 8. If one fixes s or restricts s to any bounded subset M of {s ∈ C, Re (s) > σ0 > 0}, then
|κˆs,p(j)| ≤ CM/(1 + |j|2).
Proof. For |j| > 0 one computes that the minimal squared distance between the point c20pi2|j|2/4ρ2
and the curve η 7→ η2 − σ2 − 2iησ in the complex plane is attained for η2 = c20pi2|j|2/4ρ2 − σ2
and equals (σc0piρ|j|)2 for σ > 0. Moreover, |c20pi2|j|2/4ρ2 − (η2 − σ2 − 2iησ)| ≥ |Im [. . . ]| = 2|η|σ.
Hence, ∣∣∣∣ |s|2c20pi2|j|2/4ρ2 − (η2 − σ2 − 2iησ)
∣∣∣∣ ≤ C |s|2(1 + |j|)(1 + |η|)
and
|κˆs,p(j)| ≤ C |s|
2
1 + |j|
[
2 +
1
epi|j| +
2ρ
c0pi|j|
|η|
1 + |η|
]
for j 6= 0. For j = 0 the claimed estimate is obvious.
Now we are ready to introduce the collocation discretization for the periodized integral equa-
tion (28). Assuming that qc,p ∈ Hr for some r > 3/2, we seek uˆp,N ∈ TN that solves
uˆp,N +
s2
c20
Vˆp(QN [qc,puˆp,N ]) =
s2
c20
Vˆp(QN (qc,puˆ
i
p)) in TN . (34)
Since Vˆp diagonalizes on the trigonometric space TN , an equivalent fully discrete formulation in
terms of the Fourier coefficients uˆN of uˆp,N reads
uˆp,N +
s2
c20
κˆs,p • FN
[
qc,p
N
• F−1N uˆp,N
]
=
s2
c20
κˆp,s • FN
[
qc,p
N
• uˆip
N
]
in C3N
where • denotes the element-wise multiplication of two vectors in C3N . Obviously, this collocation
discretization requires that the smallest N3 Fourier coefficients of the discrete solution satisfy the
Fourier transformed continuous equation rather than that the discrete solution itself satisfies the
continuous equation at the collocation points.
Due to the smoothing properties of Vˆ the discretized operator is close to the original one.
Lemma 9. If qc,p ∈ Hr with r > 3/2, then there is N0 ∈ N and C > 0 independent of s with
Re (s) > σ0 > 0 such that
‖VˆpQNf − VˆpQN (qc,pf)‖H2 ≤ C|s|2N−min(1,r−1)‖qc,p‖Hr‖f‖H2 for all f ∈ H2.
Proof. We exploit the error estimate (30) for the interpolation projection and the fact that Hr is
a Banach algebra for r > 3/2 to estimate∥∥∥Vˆp[qc,pf ]− VˆpQN (qc,pf)∥∥∥
H2
≤ C|s|2∥∥[I −QN ](qc,pf)∥∥H1
≤ C|s|2N−min(1,r−1)‖qc,pf‖Hmin(2,r)
≤ C|s|2N−min(1,r−1)‖qc,p‖Hmin(2,r)‖f‖Hmin(2,r)
≤ C|s|2N−min(1,r−1)‖qc,p‖Hr‖f‖H2 .
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Lemma 10. If qc,puˆ
i
p ∈ Hr with r > 3/2 and Re (s) > σ0 > 0, then there is N0 = N0(|s|) ∈ N
such that for N ≥ N0 there is a unique solution uˆp,N ∈ TN to (34). If qc,puˆip ∈ H1+k with
k ∈ N = {1, 2, . . . } and qc,p ∈ C2(G2ρ) ∩H1+k, then there is C = C(qc, σ0, k) > 0 independent of s
with Re (s) > σ0 > 0 such that
‖uˆp,N − uˆp‖H2 ≤ C|s|18+4(k−1)N−k
[
‖qc,puˆip‖H1+k + ‖qc,p‖k−1H1+k‖qc‖C2(G2ρ)‖uˆi‖L2qc (D)
]
(35)
for N ≥ N0, where uˆp ∈ H2 solves the periodized Lippmann-Schwinger equation (28). A lower
bound for N0(|s|) is c|s|13 with c = c(q, σ0).
Remark 11. We note that the power of |s| in (35) reduces by two if one restricts s to a bounded
subset of {s ∈ C, Re (s) > σ0 > 0} since the the remark after Lemma 7 indicates that estimate (33)
is independent of |s|.
Proof. Clearly, Lemma 9 implies that∥∥[I + s2
c0
Vˆp(qc,p ·)
]− [I + s2
c0
Vˆp(QN (qc,p ·))
]∥∥
H2→H2 ≤ CA|s|4N−min(1,1−r)‖qc,p‖Hr . (36)
Recall that the continuous, non-periodized problem to find a solution uˆ ∈ L2qc(D) to the homoge-
neous equation (27), that is, uˆ + (s2/c20) Vˆ (qc,puˆ) = 0, possesses only the trivial solution due to
Theorem 3. Since any solution to the periodized problem (28) yields a solution to (27), a solution to
the homogeneous equation uˆp + (s
2/c20) Vˆ (qc,puˆp) = 0 must necessarily vanish in D, which directly
implies that uˆp vanishes in G2ρ. Hence, also equation (28) possesses only the trivial solution for
zero right-hand side.
The operator uˆp 7→ Vˆp(qc,puˆ) is bounded from H2 into Hmin(2,r)+1 because multiplication by qc,p
is continuous from H2 into Hmin(2,r) and Vˆp is bounded from H
min(2,r) into Hmin(2,r)+1. Since
min(2, r) + 1 > 5/2, the embedding of the latter space into H2 is compact, that is, uˆp 7→ Vˆp(qc,puˆp)
is compact on H2. Thus, Fredholm’s alternative implies that I + (s2/c20) Vˆp(qc,p ·) is invertible on
H2. By (36) and a Neumann series argument, this implies that I + (s2/c20) Vˆp(QN (qc,p ·)) is also
invertible on H2 if N = N(s) is large enough, more precisely, if
CA|s|4N−min(1,1−r)‖qc,p‖Hr
∥∥∥∥[I + s2c20 Vˆp(qc,p · )
]−1∥∥∥∥
H2→H2
< 1 (37)
To obtain an estimate for the operator norm of the inverse in the last condition, we suppose from
now on that qc,p ∈ C2(G2ρ) (in particular, r ≥ 2). Assume that vˆp ∈ H2 satisfies
vˆp +
s2
c20
Vˆp
[
qc,pvˆp
]
= f in H2 for some f ∈ H2. (38)
Then using Lemma 7
‖vˆp‖H2 ≤ ‖f‖H2 +
|s|2
c20
‖Vˆp[qc,pvˆp]‖H2 ≤ ‖f‖H2 + C|s|4‖qc,pvˆp‖H1 , (39)
leading to
‖vˆp‖H2 ≤ ‖f‖H2 + C|s|4‖qc,p‖C1(G2ρ)‖vˆp‖H1
≤ ‖f‖H2 + C|s|6‖qc,p‖C1(G2ρ)
[‖Vˆp[qc,pvˆp]‖H1 + ‖f‖H1]
≤ C|s|6‖f‖H2 + C|s|8‖qc,p‖C1(G2ρ)q1/2c,+ ‖vˆp|D‖L2qc (D). (40)
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Furthermore, restricting (38) to D shows that w := vˆp|D ∈ L2(D) and fD := f |D ∈ L2(D) satisfy
w +
s2
c20
[
Vˆp
[
qc,pvˆp
]]∣∣∣
D
= fD in L
2(D).
We already showed in (29) that Vˆ (f) = Vˆp(f) onD if supp(f) ⊂ D and conclude that [Vˆp[qc,pvˆp]]
∣∣
D
=
[Vˆ (qcw)]
∣∣
D
. Thus, the bound (19) from Theorem 3 states that ‖w‖L2qc (D) ≤ C|s|‖fD‖L2qc (D), i.e.,
‖vˆp|D‖L2qc (D) ≤ C|s|
∥∥fD∥∥L2qc (D) ≤ C|s|∥∥q1/2c f∥∥L2(D)
≤ C|s|q1/2c,+
∥∥f∥∥
L2(G2ρ)
≤ C|s|q1/2c,+
∥∥f∥∥
H2
.
Combining the latter estimate with (40) shows that
‖vˆp‖H2 ≤ CB(qc) |s|9‖f‖H2 , (41)
and that (37) is satisfied if CACB|s|13N−1‖qc,p‖Hr < 1/2. This implies that the number N0 = N0(s)
is bounded from below by c|s|13 for some constant c = c(qc, σ0) and∥∥∥∥[I + s2c0 Vˆp(QN (qc,p ·))
]−1∥∥∥∥
H2→H2
≤ 2
∥∥∥∥[I + s2c0 Vˆp(qc,p ·)
]−1∥∥∥∥
H2→H2
≤ 2CB|s|9. (42)
To get the claimed error estimate, we introduce the orthogonal projection PN : H
t → TN onto TN
and recall first that ‖(I − PN )v‖H` ≤ CN−t+`‖v‖Ht for v ∈ Ht and 0 ≤ ` ≤ t, and second that
‖(PN −QN )v‖H` ≤ CN−t+`‖v‖Ht for v ∈ Ht and 3/2 < ` ≤ t (see [16], Sect. 8.3 and 8.5 for proofs
in one and two dimensions). Consider the unique solution uˆp ∈ H2 to
uˆp +
s2
c20
Vˆp[qc,pvˆp] = −s
2
c20
Vˆp[qc,puˆ
i
p].
Exploiting that Vˆp diagonalizes on trigonometric polynomials we deduce that Vˆp commutes with
the orthogonal projection PN and obtain that[
I +
s2
c20
VˆpQN (qc,p ·)
]
[uˆp,N − uˆp] = −s
2
c20
VˆpQN (qc,puˆ
i
p)− uˆp +
s2
c20
VˆpQN (qc,puˆp)
= −s
2
c20
PN Vˆp(qc,puˆ
i
p) +
s2
c20
PN Vˆp(qc,puˆp)− uˆp
− s
2
c20
Vˆp
[
(QN − PN )(qc,p(uˆip − uˆp))
]
= PN uˆp − uˆp − s
2
c20
Vˆp
[
(QN − PN )(qc,p(uˆip − uˆp))
]
.
Inverting the operator on the left in H2 and exploiting that ‖qc,puˆp‖H2 = ‖qcuˆ‖H2(D) where uˆ
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solves (22) yields the error estimate
‖uˆp,N − uˆp‖H2
(42)
≤ 2CB|s|9
(
‖PN uˆp − uˆp‖H2 +
|s|2
c20
‖Vˆp(QN − PN )(qc,p(uˆip − uˆp))‖H2
)
≤ C|s|9 (N−t‖uˆp‖H2+t + |s|4‖(QN − PN )(qc,p(uˆip − uˆp))‖H1)
≤ C|s|9 (N−t‖uˆp‖H2+t + |s|4N−r‖qc,puˆip‖Hr + |s|4N−1‖qc,puˆp‖H2) (43)
≤ C|s|9 (N−t‖uˆp‖H2+t + |s|4N−r‖qc,puˆip‖Hr + |s|4N−1‖qcuˆ‖H2(D))
(25)
≤ C|s|9 (N−t‖uˆp‖H2+t + |s|4N−r‖qc,puˆip‖Hr
+|s|9N−1‖qc‖C2(D)‖uˆi‖L2qc (D)
)
.
If qc,puˆ
i
p ∈ H2, then uˆp = −(s2/c20)Vˆp(qc,p(uˆip +uˆp)) belongs to H3: The term qc,puˆip +qc,puˆp belongs
to H2 since all three functions belong to this Banach algebra and Vˆp is bounded from H
2 into H3.
Moreover, the techniques used in (43) show that
‖uˆp‖H3 ≤
|s|2
c20
‖Vˆp(qc,p(uˆip + uˆp))‖H3 ≤ C|s|4
(‖qc,puˆip‖H2 + ‖qcuˆp‖H2(D))
≤ C|s|4(‖qc,puˆip‖H2 + |s|5‖qc,p‖C2(D)‖uˆi‖L2qc (D))
≤ C|s|9(‖qc,puˆip‖H2 + ‖qc,p‖C2(G2ρ)‖uˆi‖L2qc (D)).
For higher-order regularity, one considers the equation (38) in H2+k for k ∈ N with a right-hand
side f = (s2/c20)Vˆp(qc,puˆ
i
p) ∈ H2+k for qc,puˆip ∈ H1+k and qc,p ∈ C2(G2ρ) ∩ H1+k. Iterating the
estimate (39) shows that
‖uˆp‖H2+k ≤ C(k)[|s|4‖qc,puˆip‖H1+k + |s|4(k−1)‖qc,p‖k−1H1+k‖qc,puˆp‖H2 ], k = 1, 2, . . . .
In (43) we already exploited that ‖qc,puˆp‖H2 ≤ |s|5‖qc‖C2(G2ρ)‖uˆi‖L2qc (D). Thus,
‖uˆp‖H2+k ≤ C
[
|s|4‖qc,puˆip‖H1+k + |s|4(k−1)+5‖qc,p‖k−1H1+k‖qc‖C2(G2ρ)‖uˆi‖L2qc (D)
]
, k ∈ N.
In combination with (39), these regularity estimates show that
‖uˆp,N − uˆp‖H2 ≤ C|s|9
(
N−k‖uˆp‖H2+k + |s|4‖(QN − PN )(qc,p(uˆip − uˆp))‖H1
)
≤ C|s|9N−k (‖uˆp‖H2+k + |s|4‖qc,puˆip‖H1+k + |s|4‖qc,p‖H1+k‖uˆp‖H1+k)
≤ C|s|13N−k(1 + ‖qc,p‖H1+k)
(‖uˆp‖H2+k + ‖qc,puˆip‖H1+k)
≤ C|s|18+4(k−1)N−k(1 + ‖qc,p‖H1+k)
(
‖qc,puˆip‖H1+k + ‖qc,p‖k−1H1+k‖qc‖C2(G2ρ)‖uˆi‖L2qc (D)
)
.
We now use Lemma 5.5 of [15] to prove an error estimate for Collocation Convolution Quadrature
(CCQ). Assume that uˆip ∈ H2, that qc,p ∈ H2∩C2(G2ρ), and define the operator Kˆp,N (s) : H2 → H2
by
Kˆp,N (s)(uˆip) := uˆp,N − uˆp
where uˆp,N and uˆp are defined in Lemma 10. According to this lemma there is a constant C1
independent of s and N such that if N−1|s|13 < C1 this operator is well defined and
‖Kˆp,N (s)‖H2→H2 ≤ C|s|18N−1
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To apply Lemma 5.5 of [15] letting  = (C1N)
−1/13 we have that Kˆp,N (s) is bounded and analytic
on the half disks
{Re (s) > σ0 > 0} ∩ {|s| < 1}
So if B = sup|ζ|<1 δ(ζ) and ∆t > B(C1N)−1/13 then by Lemma 5.5 of [15] we have the esti-
mate (
∆t
M∑
m=0
‖(Kp,N (δ∆tt )ui)(m∆t)‖2L2qc (D)
)1/2
≤ C
(
∆t
M∑
m=0
‖(Kp,N (δ∆tt )ui)(m∆t)‖2H2
)1/2
≤ CN−1‖ui‖H18σ0 (R+,H2) (44)
for ∆t small enough.
We can now prove the main theorem of the paper. Let us,∆t,N denote the fully discrete convolution
quadrature solution corresponding to applying convolution quadrature to the integral equation (34)
for uˆsp,N and having time step values u
s,∆t,N
m ∈ TN , m = 0, 1, . . . .
Theorem 12. Let the conditions on δ(ξ) of Theorem 5 hold and suppose N and ∆t are chosen so
that ∆t > B(C1N)
−1/13. Suppose qc,p ∈ H2 ∩ C2(G2ρ). Then, provided ui ∈ H18σ0 (R+, H2(D)) for
all N large enough and ∆t small enough where ∆t = T/M ,
M∑
m=0
(
∆t‖us(tm, ·)− us,∆t,Nm ‖2L2qc (D)
)1/2 ≤ C(∆tp +N−1)
where C depends on T but not on ∆t and N where p is the order of the A-stable time stepping
method.
Remark 13. The requirement that N(∆t)13 be large enough is a crushing stability condition. We
do not see this in practice as we shall show in the next section. Improvement of this bound would
be highly desirable.
Proof. Let us,∆t denote the semi-discrete convolution quadrature solution corresponding to applying
convolution quadrature to the integral equation for uˆs (see (7)) and having time step values us,∆tm ∈
L2qc(D), m = 0, 1, . . . . Of course
‖us(tm, ·)− us,∆t,Nm ‖L2qc (D) ≤ ‖u(tm, ·)− u
s,∆t
m ‖L2qc (D) + C‖u
s,∆t
m − us,∆t,Nm ‖L2(D).
But under the conditions of Theorem 5 the first term on the right hand side is estimated by (∆t)p
since the periodized solution and the original solution agree on D before discretization. The second
term above is estimated by (44).
6. Numerical Results
In this section we provide a preliminary numerical experiment designed to test observed convergence
rates compared to those predicted in Theorem 12, and also test if the stability constraint in that
theorem is sharp. Of course with only one special test problem, our results are at most indications
for further work. The results are computed in two spatial dimensions.
The problem we shall solve is to compute the scattering of the incident field
ui(x, t) = sin (() a(t− x1/c0)) exp(−b(t− x1/c0)2), a = 4, b = 1.4, c = 2,
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from a circular domain of radius 0.275. Note that the incident wave is not perfectly zero at t = 0
in D. The external domain has sound speed c0 = 1 and c(x) =
√
2 in D so this also tests if the
method works for qc < 0. The final time equals T = 4.
Using the method of [7] we choose M and N and solve (34) for
s = sm =
δ(λξm)
∆t
, m = 0, . . . ,M,
where δ(ξ) = (ξ2 − 4ξ + 3)/2 corresponds to the choice of BDF2 in (10),
ξ = exp(−2pi/(M + 1))
and where λ < 1 is a stability parameter chosen as described in Remark 5.11 of [7]. It is possible
that the choice of this parameter further stabilizes the scheme making the stability constraint in
Theorem 12 unnecessary. The incident field uˆi is now chosen to be
uˆiλ,m =
M∑
j=0
λjui(x, tj)ξ
jm, m = 0, . . . ,M.
This gives us M + 1 approximate solutions uˆsp,N,m ∈ TN , m = 1, . . . ,M + 1 where TN is the
space of two dimensional trigonometric polynomials on G2ρ with ρ = 0.275 of degree N in each
direction.
An important point is that because (34) is of the second kind, we can compute the solutions uˆsm
using a two grid iterative method (see [12]).
Once the Fourier-Laplace modes are known the time steps can be obtained approximately via
us,∆t,N,λm =
λ−m
M + 1
M∑
j=0
uˆsp,N,mξ
−mj .
Here the superscript emphasizes that this quantity is an approximation to the field us,∆t,N analyzed
earlier. For a detailed discussion of this approach see [7]. This includes a detailed derivation of
the approximate equivalence of this solution with the original convolution quadrature solution
computed by marching on in time for a boundary integral equation.
Note that qc,p ∈ H0 so we would expect to see slower than the O(N−1) spatial convergence rate
from Theorem 12.
In our first experiment we choose a fixed value of the spatial parameter N and increase the number
of time-steps M . The results are shown in Fig. 1. For coarse time discretizations we expect the
error to be dominated by the time stepping error. As expected, convergence is second order in ∆t
until a minimum error is reached, presumably due to the fixed spatial mesh. The minimum error
decreases with N . After this the error rises gradually, perhaps reflecting the need for a stability
restriction between N and ∆t. This should be investigated more thoroughly in three dimensions,
but this outside the scope of this paper.
Our second result in Fig. 2 shows convergence for two fixed numbers of time steps M as the spatial
discretization parameter varies from M = 22, . . . , 29. We see rapid initial convergence reminiscent
of pre-asymptotic convergence for finite difference methods, then a period of roughly O(N−1)
convergence and finally a plateau presumably due to the error from time discretization. Unlike
Fig. 1 the error does not rise markedly as N increases after reaching a minimum value. This is
consistent with our theory in that the stability constraint involves a lower bound on ∆t but N is
free to increase without bound.
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Figure 1: Error as a function of the number of time steps M for two fixed spatial meshes N = 25
and N = 26.
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Figure 2: Error as a function of the spatial grid parameter N for two fixed time steps with M = 200
and M = 300.
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7. Conclusion
We have presented some basic theory for a time domain volume integral equation appropriate
for the wave equation. This equation is coercive in an appropriate norm, and hence Convolution
Quadrature can be applied to the Galerkin equations. Instead we apply a collocation scheme to
discretize in space, and using a perturbation argument to obtain a convergence result with a very
strong stability constraint. Our numerical results suggest that this constraint its not active (at
least for our simple example). Clearly a much more thorough program of numerical testing is
needed, and it would also be desirable to test a Galerkin scheme based on periodized trigonometric
polynomials to avoid any question of stability constraints, and possibly improve the regularity
requirements.
8. Acknowledgements
The research of A.L. is supported in part by an exploratory project granted by the University of
Bremen in the framework of its institutional strategy, funded by the excellence initiative of the
federal and state governments of Germany.
The research of P.M. is supported in part by US NSF grant number DMS 1114889 and AFOSR
grant number FA9550-13-1-0199.
References
[1] J. Ballani, L. Banjai, S. Sauter, and A. Veit, Numerical solution of exterior Maxwell
problems by Galerkin BEM and RungeKutta convolution quadrature, Numer. Math., 123
(2013), pp. 643–70.
[2] A. Bamberger and T. H. Duong, Formulation variationnelle espace-temps pour le calcul
par potentiel retarde de la diffraction dune onde acoustique (I), Math. Meth. Appl. Sci., 8
(1986), pp. 405–435.
[3] L. Banjai, Multistep and multistage convolution quadrature for the wave equation: algorithms
and experiments, SIAM J. Sci. Comput., 32 (2010), pp. 2964–94.
[4] L. Banjai, C. Lubich, and J. Melenk, Runge-Kutta convolution quadrature for operators
arising in wave propagation, Numer. Math., 119 (2011), pp. 1–20.
[5] L. Banjai, C. Lubich, and F.-J. Sayas, Stable numerical coupling of exterior and interior
problems for the wave equation. available at http://arxiv.org/pdf/1309.2649.pdf, 2014.
[6] L. Banjai, M. Messner, and M. Schanz, Runge-Kutta convolution quadrature for the
boundary element method, Comput. Meth. Appl. Mech. Eng., 245 (2012), pp. 90–101.
[7] L. Banjai and S. Sauter, Rapid solution of the wave equation in unbounded domains, SIAM
J. Numer. Anal., 47 (2008), pp. 227–49.
[8] Q. Chen, P. Monk, and D. Weile, Analysis of convolution quadrature applied to the time
electric field integral equation, Communications in Computational Physics, 11 (2012), pp. 383–
399.
22
[9] D. Colton and R. Kress, Inverse Acoustic and Electromagnetic Scattering Theory,
Springer-Verlag, New York, 3rd ed., 2012.
[10] T. Ha-Duong, On retarded potential boundary integral equations and their discretizations, in
Topics in Computational Wave Propagation: Direct and Inverse Problems, M. Ainsworth, ed.,
Springer, 2003, pp. 301–36.
[11] W. Hackbusch, W. Kress, and S. Sauter, Sparse convolution quadrature for time domain
boundary integral formulations of the wave equation, IMA J. Numer. Anal., 29 (2009), pp. 158–
79.
[12] T. Hohage, On the numerical solution of a three-dimensional inverse medium problem, Inv.
Prob., 17 (2001), pp. 1743–63.
[13] W. Kress and S. Sauter, Numerical treatment of retarded boundary integral equations by
sparse panel clustering, IMA J. Numer. Anal., 28 (2008), pp. 162–85.
[14] A. Laliena and F. Sayas, Theoretical aspects of the application of convolution quadrature
to scattering of acoustic waves, Numer. Math., 112 (2009), pp. 637–78.
[15] C. Lubich, On the multistep time discretization of linear initial-boundary value problems and
their boundary integral equations, Numer. Math., 67 (1994), pp. 365–89.
[16] J. Saranen and G. Vainikko, Periodic integral and pseudodifferential equations with nu-
merical approximation, Springer, 2002.
[17] M. Schanz, H. Antes, and T. Ruberg, Convolution quadrature boundary element method
for quasi-static visco- and poroelastic continua, Computers & structures, 83 (2005), pp. 673–
684.
[18] G. Vainikko, Fast solvers of the Lippmann-Schwinger equation, in Direct and Inverse Prob-
lems of Mathematical Physics, R. Gilbert, J. Kajiwara, and Y. Xu, eds., vol. 5 of International
Society for Analysis, Applications and Computation, 2000, pp. 423–440.
[19] X. Wang, R. Wildman, D. Weile, and P. Monk, A finite difference delay modeling
approach to the discretization of the time domain integral equations of electromagnetism, IEEE
Trans. Antennas Propagat., 56 (2008), pp. 2442–52.
23
