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Résumé – L’article présente une solution visant à extraire les traits caractéristiques (yeux, nez et bouche) de visages. La méthode repose sur
l’utilisation d’un modèle actif d’apparence calculé à partir de descriptions texturales hiérarchiques de visages d’une base d’apprentissage. Ces
descriptions sont les réponses de bancs de filtres de Gabor aux niveaux de points choisis sur un visage. Le modèle d’apparence, initialement
proche du visage test, épouse de manière automatique la forme du visage selon une procédure d’adaptation itérative. La qualité de l’adaptation
du modèle d’apparence hiérarchique est comparée à celle du modèle plus classique d’apparence pixellique.
Abstract – An active hierarchical appearance model to detect feature points of faces - The article presents a solution aiming at extracting the
feature points (eyes, nose and mouth) of faces. The method makes use of an active appearance model based on hierarchical descriptions of a
training set of faces. These descriptions are the responses of Gabor filter bunches to sets of points chosen on a face. The appearance model,
initially near to the test face, automatically adapts to the shape of the face according to an iterative adaptation procedure. The quality of the
adaptation of the hierarchical appearance model is compared with that of the more traditional pixel-based model of appearance.
1 Introduction
L’analyse de visages par traitement d’images est encore au-
jourd’hui un domaine de recherche trŁs actif, qui concerne de
nombreuses applications telles que les interfaces homme ma-
chine, la communication au travers de rØseaux à trŁs bas dØbits
ou les systŁmes d’identication pour le contrôle d’accŁs. Les
recherches englobent la dØtection, le suivi, le codage, la recon-
naissance, la synthŁse de visages et de leurs principaux attributs
(pose, regard, lŁvres, expressions, mouvements et comporte-
ment, âge, genre, occlusions, etc.). Parmi les mØthodes propo-
sØes, nombreuses sont celles qui utilisent des modŁles d’appa-
rence permettant une coopØration entre l’analyse et la synthŁse
d’un visage [10, 4, 6, 5]. Dans cet article, nous nous intØressons
plus particuliŁrement au modŁle actif statistique d’apparence
(AAM), initialement proposØ par Cootes et al. [2], et qui permet
de contrôler à la fois la forme et la texture de visages à l’aide
d’un nombre rØduit de paramŁtres. AprŁs quelques rappels sur
le calcul d’un modŁle actif d’apparence, nous dØtaillerons la
construction d’un modŁle hiØrarchique, calculØ sur une reprØ-
sentation multi-rØsolution de visages, à base de ltres de Gabor.
Ce modŁle peut Œtre vu comme un intermØdiaire entre le mo-
dŁle actif de forme (ASM) et le modŁle actif d’apparence. Dans
le modŁle d’apparence, la texture du visage est reprØsentØe par
les valeurs de l’ensemble des pixels inclus dans l’enveloppe
convexe de la forme du visage. Dans le modŁle hiØrarchique,
la texture du visage n’est reprØsentØe qu’au niveau de quelques
points intØrieurs au visage à l’aide de bancs de ltres de Gabor.
La reprØsentation tient donc compte du voisinage de chacun
des points sØlectionnØs, au travers de diffØrents niveaux de rØ-
solution et selon diffØrentes orientations. Les bancs de ltres,
lorsqu’ils sont utilisØs conjointement avec un maillage triangu-
laire de visages, ont jusqu’alors montrØ leur efcacitØ et leur
robustesse pour la dØtection de traits et l’identication de per-
sonnes [9]. Dans le modŁle actif de forme, la texture du vi-
sage n’est prise en compte que sous la forme de prols de ni-
veaux de gris sur quelques segments de droites orthogonaux
aux contours supposØs de l’objet analysØ. Les modŁles ASM,
AAM et AAM hiØrarchique Øvoluent tous dans un champ de po-
tentiel issu d’un apprentissage. Dans cette Øtude, nous Øvaluons
le modŁle hiØrarchique par rapport à l’AAM proposØ par Cootes
et al., pour un problŁme de dØtection de la pose 2D et des traits
caractØristiques de visages (yeux, bouche, etc.).
2 Le modèle actif d’apparence
Le modŁle d’apparence est construit à partir d’exemples de
visages constituant une base d’apprentissage, chaque visage
Øtant dØcrit par une forme et une texture (luminance des pixels
inclus dans la forme). Les formes de l’ensemble d’apprentis-
sage sont recalØes les unes par rapport aux autres par une trans-
formation procrustØenne gØnØralisØe, et les textures sont nor-
malisØes puis alignØes sur la forme moyenne des visages de
l’ensemble d’apprentissage [2].
ConsidØronsN formes, chacune composØe de n points dans un
espace de dimension 2 (le support de l’image). Chaque forme
recalØe est reprØsentØe par un vecteur s = [x1, . . . ,xn,y1, . . . ,
yn]
T et chaque texture par un vecteur des niveaux de gris de
M pixels, normalisØs et alignØs, g = [g1, . . . ,gM ]T . Une ana-
lyse en composantes principales de chacune des deux classes de
vecteurs permet de gØnØrer des formes et textures synthØtiques
à l’aide des Øquations suivantes : s = s¯ + Φsbs et g = g¯ +
Φgbg , oø s¯, g¯ sont respectivement les vecteurs de forme et de
texture moyens, Φs, Φg les matrices de vecteurs propres reprØ-
sentant les modes de variation, et bs, bg les vecteurs de com-
posantes principales de forme et de texture. Une ACP supplØ-
mentaire est calculØe sur les vecteurs b rØsultant de la conca-
tØnation des vecteurs bs et bg associØs à chaque visage d’ap-
prentissage 1 : bs = Φc,s c et bg = Φc,g c, oø c est le vecteur
d’apparence de la classe de visages appris (il contrôle à la fois
la forme et la texture d’un visage). Un nouveau visage peut
ainsi Œtre synthØtisØ à l’aide des Øquations s = s¯+Qs c et g =
g¯ +Qg c, oø les matrices Qs et Qg dØcrivent les modes de va-
riations prØsents dans l’ensemble d’apprentissage. L’apparence
d’un visage et sa pose (position, orientation et Øchelle) dans
l’image sont enn reprØsentØs par le vecteur pT = (cT | tT ) oø
t contient les paramŁtres d’une transformation globale rigide.
FIG. 1  En haut : visages originaux, inconnus du modèle.
En bas : adaptation automatique du modèle actif d’apparence,
calculé sur une base de 375 visages neutres et expressifs, en
l’initialisant sur une position proche du visage original. Le vi-
sage synthétique est superposé au visage original. La forme
moyenne s¯ du modèle est illustrée par les points blancs.
FIG. 2  Adaptation itérative du modèle, en partant d’une pose
et d’une apparence proche du visage cible situé en bas à droite.
Cootes et al. proposent dans [2] une procØdure d’adaptation
automatique d’un modŁle d’apparence à un visage cible in-
connu, à l’aide d’un algorithme de descente de gradient, en sup-
posant un gradient xe à chaque itØration, estimØ au prØalable
par apprentissage : la relation δp = −R r(p) entre l’erreur
de reconstruction r(p) (diffØrence entre un vecteur de texture
donnØ, extrait de l’image, et un vecteur gØnØrØ par le modŁle
1. Remarque : le modèle pourrait tout aussi bien être calculé par une seule
ACP de vecteurs issus de la concaténation de la forme et la texture des visages
d’un ensemble d’appentissage.
d’apparence) et la variation δp des paramŁtres du modŁle est












Nous montrons dans la gure 1 les rØsultats de trois adapta-
tions d’un modŁle d’apparence, construit à partir de 375 vi-
sages d’apprentissage adultes, neutres et expressifs. Le vecteur
d’apparence c contient dans ce cas 40 composantes, et le gra-
dient dØnissant la matrice R est calculØ par diffØrenciation
numØrique [3, 8]. La gure 2 montre l’adaptation du mŒme mo-
dŁle à un visage jeune, inconnu.
3 Modèle d’apparence hiérarchique basé
sur des filtres de Gabor
Dans le modŁle d’apparence dØcrit dans la section 2, la re-
cherche d’un visage s’appuie sur des valeurs de niveau de gris.
Or, cette reprØsentation rend l’algorithme sensible à une varia-
tion locale de luminositØ. Les performances de dØtection peuvent
se dØgrader lorsque l’Øclairage est trop diffØrent de celui uti-
lisØ pendant l’apprentissage. Nous Øtudions ici l’apport d’une
reprØsentation par ltres de Gabor 2D dans un tel modŁle, en
notant que ces derniers, associØs à une structure de graphe Ølas-
tique, ont montrØ leur intØrŒt pour la dØtection et la reconnais-
sance de visages [9]. L’image I est dØcrite au voisinage d’un
point x = [x,y], par ses rØponses Jj(x) = I ∗ ψj(x) à une fa-
mille (ψj) de ltres de Gabor. Chaque noyau ψj(x′) code une
onde plane caractØrisØe par le vecteur d’onde ~kj , et attØnuØe




















Le vecteur d’onde ~k = 2pif(cosφ; i sinφ)t dØnit la frØquence
f et l’orientation φ de l’onde plane. Nous considØrerons dans
nos expØriences la famille de 4 × 8 = 32 ltres, compor-
tant 4 Øchelles ou frØquences fν = 2−(2+ ν2 ), ν ∈ {0, . . . ,3},
et 8 orientations φµ = µpi8 , µ ∈ {0, . . . ,7}, donc l’indice
j = µ+ 8ν ∈ {0, . . . ,31}. Cette discrØtisation permet de cou-
vrir de façon satisfaisante la bande de frØquences qui nous in-
tØresse.
(a) (b) (c) (d)
FIG. 3  (a) Image originale. (b) Filtre ψµ+8ν d’échelle ν =
1, orienté à pi/8 (µ = 1), partie réelle. (c) Réponse du filtre,
partie réelle. (d) Réponse du filtre, module.
Comme le montrent les gures 3.a-d, lorsqu’on applique un
ltre ψµ+8ν d’Øchelle et d’orientation donnØes, la rØponse met
en Øvidence des motifs prØcis dans l’image. De plus, le noyau
ψj(x
′) Øtant de moyenne nulle, la rØponse de l’image en un
point x donnØ ne dØpendra pas du niveau de gris moyen lo-
cal en ce point. On peut donc espØrer que cette reprØsentation
sera moins sensible que les niveaux de gris à une variation lo-
calisØe d’Øclairage. Nous utiliserons le module de la rØponse
|Jj(x)| (gure 3.d), qui Øvolue plus lentement que les autres
composantes (phase ou partie rØelle/imaginaire, cf. gure 3.c) :
le module permet a priori de mieux dØtecter les structures d’in-
tØrŒt, notamment lorsque la position initiale est peu ØloignØe de
la position optimale.
(a) (b)
FIG. 4  (a) Représentation schématique d’un banc de filtres,
ici de 3 échelles × 4 orientations (dans les expériences, on
emploie des bancs de 4 × 8 = 32 filtres). (b) Les réponses
aux filtres seront calculées en chaque point annoté intérieur au
visage, sur la texture de niveaux de gris ramenée à la forme
moyenne des visages de l’ensemble d’apprentissage.
Ainsi, l’idØe proposØe consiste à calculer un modŁle d’ap-
parence comme prØsentØ dans la section 2, mais en rempla-
çant le vecteur de texture g par les rØponses de l’image aux 32
ltres de Gabor. La mise en uvre de cette idØe repose sur trois
points, illustrØs par la gure 4 :
1. Les 32 rØponses ne sont pas calculØes en chaque pixel,
mais uniquement aux points annotØs, composant le vec-
teur s : en effet, ces points annotØs correspondent aux
traits marquØs et stables du visage, on peut donc les consi-
dØrer comme les lieux portant le plus d’information rela-
tive à un visage.
2. An de compenser les variations de pose du visage (Øchelle,
rotation dans le plan), il convient de calculer les rØponses
sur une texture qui soit ramenØe à la forme de rØfØrence.
3. Il nous semble prØfØrable de ne calculer les rØponses que
sur les points intØrieurs du visage. En effet, si on utilise
les rØponses au bord du visage, on prendra en compte un
fond qui est par nature imprØvisible donc difcile à mo-
dØliser. Ou bien on doit remplacer le fond par des valeurs
arbitraires de niveaux de gris ; mais on risque alors d’in-
duire un artefact dans le modŁle, par exemple en crØant
un contour trŁs marquØ au bord, qui domine les autres
rØponses.
4 Résultats
La gure 5.a montre un exemple d’image d’apprentissage
issu d’une base de 37 visages neutres [8]. Pour le problŁme
de localisation des points du visage, nos expØriences visent
à comparer les performances de 2 mØthodes : le modŁle actif
d’apparence de niveaux de gris dØcrit dans la section 2, et celui
utilisant les rØponses de ltres de Gabor. D’aprŁs les rØsultats
obtenus, le modŁle basØ sur les ltres de Gabor se montre plus
robuste que celui basØ sur les niveaux de gris, lorsque les condi-
tions d’illumination de test sont trŁs diffØrentes de conditions
apprises. Ceci est illustrØ par les dØtections des gures 6, ob-
tenues sur une image issue d’une autre base, en partant de la
position initiale de la gure 5.b. Lorsque les conditions d’illu-
minations sont semblables, le modŁle hiØrarchique se montre
moins prØcis que le modŁle classique. En considØrant diffØ-
rents changements d’Øchelle, translations, ou rotations, l’erreur
de dØtection moyenne est environ de 2 pixels, contre 1,6 pixels
pour le modŁle classique.
(a) (b)
FIG. 5  (a) Exemple d’image d’apprentissage annotée. (b) Sur
une image inconnue extraite d’une autre base, initialisation de
la détection avec la forme moyenne s¯, positionnée avec une
erreur de 25 pixels en x.
(a) (b)
FIG. 6  (a) Détection par l’AAM classique. (b) Détection par
l’AAM hiérarchique (AAM + Gabor).
Le modŁle hiØrarchique se rØvŁle efcace Øgalement lors-
qu’il est initialisØ loin du visage cible. La gure 7 montre l’adap-
tation des modŁles classique et hiØrarchique à un visage cible
inconnu, lorsque l’initialisation est ØloignØe de 42 pixels de la
vraie position. Étant donnØ que seuls les points annotØs internes
au visage sont pris en compte pour le calcul du modŁle hiØrar-
chique, la robustesse de celui-ci pourrait Œtre rØduite ; les rØsul-
tats montrent que la localitØ du modŁle hiØrarchique (en terme
de points annotØs sur les yeux, nez et bouche sans le pourtour
du visage) est compensØe par le fait qu’à chacun des points sont
associØes des rØponses de Gabor selon diffØrentes orientations
et surtout diffØrents niveaux de rØsolution.
FIG. 7  De gauche à droite : Sur une nouvelle image incon-
nue, initialisation de la détection avec la forme moyenne s¯,
positionnée avec une erreur de 30 pixels vers la droite et 30
pixels vers le bas ; Détection obtenue avec l’AAM classique ;
Détection obtenue avec l’AAM hiérarchique (Gabor).
Enn, des rØsultats expØrimentaux montrent que la prØcision
du modŁle d’apparence hiØrarchique pour la dØtection des traits
de visages reste correcte lorsque la taille de la base d’appren-
tissage servant au calcul du modŁle diminue ; ceci n’est pas
vØriØ dans le cas du modŁle classique. Cette observation est
faite en ne prenant que 10 ou 20 images d’apprentissage pour
construire les modŁles.
5 Conclusion
En partant du cadre formel des modŁles actifs d’apparence
proposØs par Cootes [2], nous proposons dans cet article une
mØthode nouvelle de construction d’un modŁle d’apparence
hiØrarchique, basØ sur des ltres de Gabor. Ce travail se place
dans la problØmatique de la dØtection des traits de visages dans
une image xe. Le modŁle d’apparence hiØrarchique prØsente
l’avantage de rendre la dØtection plus robuste aux variations lo-
cales de luminositØ.
Si on cherche à gØnØrer des visages rØalistes, le modŁle hiØrar-
chique ne fournit pas un cadre adaptØ : comme les noyaux de
Gabor sont de moyenne nulle, les rØponses de Gabor ne per-
mettent pas de reconstituer le niveau de gris moyen local [7].
Pour cette tâche de synthŁse de visages, des travaux en cours
montrent l’intØrŒt du modŁle classique pour modier l’expres-
sion faciale d’une personne, aprŁs ltrage de son expression
initiale [1]. Le modŁle hiØrarchique peut quant à lui Œtre utile
pour la reconnaissance des gestes faciaux (expressions faciales,
mimiques, clignements des yeux, etc.). En effet, la reconnais-
sance peut se faire aussi bien à partir des vecteurs d’apparence
calculØs selon la mØthode classique [1], qu’en utilisant ceux
fournis par la mØthode hiØrarchique.
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