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Abstract
The use of measurements to compensate for model un-
certainty and disturbances has received increasing at-
tention in the context of process optimization. The
standard procedure consists of iteratively using the
measurements for identifying the model parameters
and the updated model for optimization. However, in
the presence of model mismatch, this scheme suﬀers
from lack of synergy between the identiﬁcation and op-
timization problems.
This paper investigates the performance of run-to-run
optimization schemes and proposes to modify the ob-
jective function of the identiﬁcation problem so as to
include the cost function and the constraints of the op-
timization problem. The weights of the various terms
in the extended objective function are based on La-
grange multipliers. The performance improvement ob-
tained with the proposed methodology is illustrated via
the simulation of a semi-batch reaction system.
Keywords: Optimization, Parameter identiﬁcation,
Run-to-run Optimization, Batch Reaction Systems.
1 Introduction
Optimization has received increasing attention in in-
dustry since its provides an uniﬁed framework to im-
prove productivity without violating safety and quality
constraints. However, since most optimization tech-
niques are model-based, and reliable models are rarely
available at the industrial level, modeling errors are
invariably present. The other major source of uncer-
tainty is the presence of disturbances that arise natu-
rally due for example to variations in initial conditions
and process operation. Thus, optimal operation un-
der uncertainty requires either a robust optimization
approach or the use of measurements to adjust the oﬀ-
line calculated strategy [21].
Measurement-based optimization approaches can be
classiﬁed into indirect and direct schemes, depending
on whether or not a model of the system is used for
adaptation [4]. In indirect (or model-based) schemes,
a model of the process is updated using measurements
and used to compute the optimal inputs [18]. In con-
trast, direct schemes use the measurements to update
the inputs directly, i.e., without the help of a model
[5]. Unfortunately, each scheme has a major drawback:
Indirect schemes typically suﬀer from model mismatch,
while direct ones often exhibit slow convergence.
The basic philosophy of iterating between identiﬁcation
and optimization can be used towards the on-line op-
timization of time-varying continuous and batch pro-
cesses (the performance update is along the time t)
or towards the run-to-run optimization of batch pro-
cesses (the performance update is along the run index
k). There are numerous studies in the literature that
document the approach, for example in the context of
on-line optimization and model-predictive control ([7],
[19], [12], [10], [14] and [17]) or with respect to run-to-
run optimization ([8], [9], [13], [11], [6] and [20]).
Run-to-run optimization schemes adapt the input pro-
ﬁles of the current run based on measurements from
previous ones. These schemes typically exploit the fact
that many industrial processes, especially in the ﬁelds
of batch chemical production [4] and semiconductor
manufacturing [16], are repeated over time.
This paper considers only model-based run-to-run op-
timization schemes that involve the two steps of iden-
tiﬁcation and optimization. These schemes work well
provided: (i) the excitation generated by the optimal
inputs is suﬃcient to identify all uncertain parameters,
and (ii) there is no model mismatch. Since these two
assumptions are diﬃcult to verify in practice, there is
often lack of synergy between the identiﬁcation and the
optimization steps ([18], [1]), and a tradeoﬀ between
exploitation (optimization) and exploration (identiﬁca-
tion) is needed [15].
The situation is somewhat similar to that found in the
area of system identiﬁcation and control. The tasks
of identiﬁcation and control, which are typically anti-
nomic (dual control problem [22]), should not be solved
independently but rather hand in hand. For best per-
formance, matching-criteria schemes have been pro-
posed (identiﬁcation for control, see for example [2]).
Along the same lines, this paper proposes matching ob-
jective functions for the identiﬁcation and optimization
problems.
The underlying idea of this work is “modeling for opti-
mization”. Usually, the goal of identiﬁcation is to come
up with a model that, for given inputs, can predict the
outputs of the reality. In contrast, the goal here is
to identify a model that allows computing inputs that
are nearly optimal for the reality. For this, the cost
and constraints of the optimization problem will be in-
cluded in the identiﬁcation objective. The necessary
weighting between the diﬀerent terms is based on the
Lagrange multipliers of the optimization problem.
The paper is organized as follows. Section 2 intro-
duces the standard model-based run-to-run optimiza-
tion scheme and illustrates the absence of synergy be-
tween the identiﬁcation and optimization tasks. A
modiﬁcation of the identiﬁcation objective is proposed
in Section 3. Section 4 evaluates the performance of
the resulting scheme via simulation of a semi-batch re-
action system, and conclusions are drawn in Section
5.
2 Standard Model-based Run-to-run
Optimization Scheme
In the context of model-based run-to-run optimization,
it is important to distinguish between the reality and
the model. Let the reality be governed by the following
equations:
x˙ = F (x, θ, u)+d(t), x(0) = x0, y = h(x, θ)+v(t) (1)
where x are the states, xo the initial conditions, u
the inputs, y the measured outputs, θ the parame-
ters, F (x, θ, u) the system equations, h(x, θ) the output
equations, and d(t) and v(t) the zero-mean process and
measurement noises, respectively.
A model of the reality is used to carry out the opti-
mization. The accent ·¯ will denote quantities related
to the model:
˙¯x = F¯ (x¯, θ¯, u), x¯(0) = x0, y¯ = h¯(x¯, θ¯) (2)
Note that the inputs to the reality and to the model
are the same, while the states and outputs are diﬀerent.
This, on the one hand, is due to not using the unknown
d and v in (2). On the other hand, the parameters
might be inaccurate, and the system and output equa-
tions could also be diﬀerent, F = F¯ and h = h¯. The
latter is in fact true when there is model mismatch.
Model-based run-to-run optimization scheme involves
the following two steps:
• Identiﬁcation: Identify the parameters of a given
model structure using measurements from the
previous run. Typically, the following least-
squares minimization problem is solved to com-
pute the optimal parameters after the kth run:
θ¯∗k = arg min
θ¯
J¯ idenk (3)
J¯ idenk =
Nk∑
i=1
‖ yk(i)− y¯k(i) ‖
s.t. ˙¯xk = F¯ (x¯k, θ¯, u∗k), x¯k(0) = xko
y¯k = h¯(x¯k, θ¯), given yk(i), ∀ i ≤ Nk
where the superscript ∗ indicates a quantity calculated
via optimization, the subscript k a quantity associated
with the kth run, for example, u∗k the optimal input,
and Nk the number of measurements in the kth run.
• Optimization: Numerically compute the optimal
input proﬁles for the (k+1)st run on the basis of
the model estimated after the kth run:
u∗k+1 = arg min
u
J¯optk+1 (4)
J¯optk+1 = φ(x¯k+1(tf ), θ¯
∗
k)
s.t. ˙¯xk+1 = F¯ (x¯k+1, θ¯∗k, u), x¯k+1(0) = xk+1o
S(x¯k+1, θ¯∗k, u) ≤ 0, T (x¯k+1(tf ), θ¯∗k) ≤ 0
where φ is the terminal cost, tf the ﬁnal time, and
S and T the path and terminal constraints, respec-
tively. For notational simplicity, deﬁne φ¯k+1 ≡
φ(x¯k+1(tf ), θ¯∗k), S¯k+1 ≡ S(x¯k+1, θ¯∗k, u∗k+1), and T¯k+1 ≡
T (x¯k+1(tf ), θ¯∗k).
The iterative procedure for model-based run-to-run
adaptation starts with k = 0 and some input proﬁles
u∗0. Then, each iteration solves the identiﬁcation prob-
lem (3) for the parameters θ¯∗k, plugs their value in the
optimization problem (4) to obtain the inputs u∗k+1 and
then sets k := k + 1. This procedure is repeated until
J¯optk+1 has converged.
Persistency of excitation is an important concept in
the context of parameter identiﬁcation [3]. Mathemat-
ically, this corresponds to the hessian ∂
2J¯idenk
∂θ¯2
being pos-
itive deﬁnite so that (3) has a unique solution. This
hessian depends on the inputs that are applied to the
system. A set of inputs is persistently exciting if the
hessian is indeed positive deﬁnite. In other words, per-
sistently exciting inputs show enough variability to un-
cover the model parameters that have to be identiﬁed.
If u∗0 is persistently exciting, then, in the absence
of model mismatch and noise, the parameters com-
puted by solving (3) are in fact the true parameters
(θ¯∗0 = θtrue). Furthermore, the inputs computed by
solving (4) are optimal (u∗1 = uoptimal). Thus, the
scheme converges in a single iteration. In the presence
of noise, it is not θ¯∗0 but its average value over diﬀerent
realizations that converges to θtrue. In the presence of
model mismatch, θtrue does not exist, and the param-
eters converge to values that minimize errors in output
prediction. However, there is no guarantee that the pa-
rameters that give the best output prediction will also
appropriately predict the cost and constraints of the
optimization problem. And, if the cost and constraints
of the optimization problem are not predicted prop-
erly, the solution obtained by optimizing the model in
(4) does not optimize the reality !
In summary, the model-based run-to-run optimization
schemes necessitate two core assumptions for proper
functioning:
1. Persistent excitation of the optimal inputs - Yet,
there is no guarantee that the optimal proﬁles
are indeed persistently exciting. This problem
becomes more acute with a large number of un-
certain parameters.
2. Absence of model mismatch - Yet, some of the
dynamics are invariably left out in the modeling
process. In addition, parameters are often inac-
curate.
These two problems are in fact linked since, when the
excitation is insuﬃcient, some parameters have to be
kept at their nominal values, thus leading to model mis-
match. In the sequel, it will be assumed that only as
many parameters as allowed by the persistency of exci-
tation of the inputs are identiﬁed. Thus, the problem of
model mismatch caused either by unmodeled dynam-
ics, or by ﬁxing some of the parameters at inaccurate
values, will be addressed.
3 Objective Function for the Identiﬁcation
Problem
There is a diﬀerence between optimizing the reality (1)
and optimizing the model (2). The problem (4) opti-
mizes the model under the assumption that the model
is ‘close’ to the reality (certainty-equivalence principle
[3]). However, this assumption is not valid when there
is model mismatch, for which case it is important to
choose a model that predicts well not only the state
evolution, but also the cost and the constraints of the
optimization problem.
3.1 Necessary Conditions of Optimality
Consider the problem of maximizing the cost
φ(x(tf ), θ) of the reality subject to constraints on the
real state evolution. The problem formulation is simi-
lar to (4), but expressed for the reality instead of the
model. The adjoined cost for the reality is given by:
J optk = φ(xk(tf ), θ) + νTk T (xk(tf ), θ) (5)
+
∫ tf
0
µTk S(xk, θ, uk) dt
+
∫ tf
0
λTk (F (xk, θ, uk) + d− x˙k) dt
where λk(t), µk(t), and νk are the Lagrange multipli-
ers associated with the system equations, the path and
terminal constraints, respectively. Note that µ and ν
are positive if S and T are zero and zero otherwise. So,
the terms µTS and νTT are always zero when there
is no constraint violation. Furthermore, the last term
is always zero since, by deﬁnition, the evolution of the
states satisﬁes the diﬀerential equations. However, this
last term is kept since it will help relate the errors in
state prediction to the optimal cost, as discussed later.
The necessary conditions of optimality are given by
∂J opt
k
∂u = 0, which in turn can be expressed as the sum
of two terms:
∂J optk
∂u
=
∂J¯ optk
∂u
+
∂(J optk − J¯ optk )
∂u
= 0 (6)
where J¯ kopt is the adjoined cost for the model.
Optimizing the reality is equivalent to satisfying (6).
Among the two terms therein, the optimization prob-
lem (4) forces the ﬁrst term ∂J¯
opt
k
∂u to zero, while the
identiﬁcation problem (3) should be reformulated in
such a way that it pushes the second term ∂(J
opt
k
−J¯ opt
k
)
∂u
to zero.
3.2 Modiﬁcation of the Identiﬁcation Problem
Since the gradient term ∂(J
opt
k
−J¯ opt
k
)
∂u is diﬃcult to con-
struct from the measurements, |J optk − J¯ optk | is pro-
posed as the objective function for the identiﬁcation
problem. Note that the proposed objective function is
only a heuristic substitute for the desired one, with the
rationale being: Once |J optk − J¯ optk | is pushed to zero
for all u in the neighborhood of the current operating
point, then its derivatives with respect to u will also be
close to zero.
J¯ kopt can be computed directly from the model. The
evaluation of J optk given by (5) is more diﬃcult and
is discussed next. First, the actual measurements
for φk ≡ φ(xk(tf , θ), Tk ≡ T (xk(tf ), θ) and Sk ≡
S(xk, θ, uk) are necessary. These are typically avail-
able since φk corresponds to the desired cost at ﬁnal
time, and the path and terminal constraints are rou-
tinely measured for security and quality reasons. The
Lagrange multipliers can be approximated using the
model, i.e., λk ≈ λ¯k, µk ≈ µ¯k, and νk ≈ ν¯k, where:
˙¯λ
T
k = −λ¯Tk
∂F
∂x
+ µ¯Tk
∂S
∂x
, λ¯Tk (tf ) =
(
∂φ
∂x
+ ν¯Tk
∂T
∂x
)∣∣∣∣
tf
(7)
Then,
J optk − J¯ optk = φk − φ¯k + ν¯Tk (Tk − T¯k) (8)
+
∫ tf
0
µ¯Tk (Sk − S¯k) dt
+
∫ tf
0
λ¯Tk (F + d− x˙k − F¯ + ˙¯xk) dt
Under the assumption that F+d ≈ F¯ , the last term can
be made dependent upon the diﬀerence in the states
(rather than their derivatives) using the product rule
of integration,
∫ tf
0
λT ( ˙¯xk − x˙k)dt =
∫ tf
0
λ˙T (xk − x¯k)dt (9)
− λ(tf )T (xk(tf )− x¯k(tf )) + λ(0)T (xk(0)− x¯k(0))
Next, since the states of the reality are not measured,
a least-squares estimate of (xk− x¯k) is obtained: (xk−
x¯k) =
(
∂h
∂x
)+
(yk−y¯k), where the superscript + denotes
the pseudo inverse. Using the triangle inequality:
|J optk − J¯ optk | ≤ |φk − φ¯k|+ |ν¯Tk (Tk − T¯k)|+ (10)
Nk∑
i=1
|µ¯Tk (i)(Sk(i)− S¯k(i))|+
|λ¯Tk (Nk)
(
∂h
∂x
)+
(yk(Nk)− y¯k(Nk))|+
Nk∑
i=1
| ˙¯λTk (i)
(
∂h
∂x
)+
(yk(i)− y¯k(i))|
The upper bound for |J optk −J¯ optk | in (10) contains var-
ious terms that express the diﬀerence between the re-
ality and the model: (A) The last two terms represent
the accuracy of the system states, and (B) the other
terms are associated with the accuracy of the cost and
the constraints of the optimization problem. It can be
seen that (3) has only type A terms, and to have syn-
ergy between the identiﬁcation and optimization prob-
lems, additional type B terms need to be introduced.
Thus, the proposed identiﬁcation problem reads:
θ¯∗k = arg min
θ¯
J¯ idenk (11)
J¯ idenk = |φk − φ¯k|+ |αT (Tk − T¯k)|+
Nk∑
i=1
|βT (Sk(i)− S¯k(i))|+
Nk∑
i=1
|γT (yk(i)− y¯k(i))|
s.t. ˙¯xk = F¯ (x¯k, θ¯, u∗k), x¯k(0) = xko
y¯k = h¯(x¯k, θ¯), given yk(i), ∀ i ≤ Nk
where α, β, and γ are weighting parameters.
Note that, in the absence of model mismatch and noise,
the optimization gives θ¯∗0 = θtrue independent of the
weights that are used. This results from φi = φ¯i, yi =
y¯i, Ti = T¯i, and Si = S¯i, i.e., all the terms are zero.
However, in the presence of model mismatch, θ¯∗k will
depend on the relative weights between the diﬀerent
terms.
Two extreme cases of weighting are discussed next:
1. Having only terms of type A - The state predic-
tion is quite good, but the prediction of the cost
and of the constraints of the optimization prob-
lem can be poor.
2. Having only terms of type B - Though the cost
and constraints of the optimization problem for
the given inputs are well predicted, there is no
guarantee that the prediction will be good for
variations in the inputs. In other words, the
extrapolation capability of the resulting model
could be quite poor.
Thus, it is important to strike a balance between the
two types of terms in the objective function of the iden-
tiﬁcation problem (11) for a good synergy between the
identiﬁcation and optimization tasks. The best weight-
ing between the diﬀerent terms is based on the La-
grange multipliers of the optimization problem as il-
lustrated in (10), i.e., α = νk, β = µk, and γ = λ˙k.
Alternatively, these weights could be considered as tun-
ing parameters that are adjusted to obtain the desired
performance.
Except for the proposed modiﬁcation of the identiﬁca-
tion objective, the iterative procedure remains exactly
the same. It consists of iteratively solving the mod-
iﬁed identiﬁcation problem (11) and the optimization
problem (4).
4 Run-to-run Optimization of a Semi-batch
Reactor
The performance of the standard and proposed run-to-
run optimization schemes will be compared in simula-
tion. The isothermal semi-batch reaction system for
the acetoacetylation of pyrrole with diketene is consid-
ered. Pyrrole is initially in the reactor and diketene
is fed so as to maximize the production of acetoacetyl
pyrrole. The reaction system, the model and the opti-
mization are brieﬂy presented next. For a more detailed
description, the reader is referred to [19].
The simulated reality has the three reactions:
A+B k1→ C
2 B k2→ D
C +B k3→ E
where A: pyrrole, B: diketene, C: 2-acetoacetyl pyrrole,
D: dehydroacetic acid, E: undesired by-product. The
k1 0.1 l/mol min
k2 0.2 l/mol min
k3 0.03 l/mol min
cbin 5 mol/l
cunf,max 0.15 mol/l
umin 0 l/min
umax 0.002 l/min
tf 120 min
ca0 1 mol/l
cb0 0 mol/l
V0 1 l
Table 1: Parameter values and initial conditions
optimization problem reads:
max
u(t)
J = cc(tf )V (tf ) (12)
s.t. c˙a = −k1cacb − (u/V ) ca
c˙b = −k1cacb − 2 k2c2b − k3cbcc
+(u/V ) (cbin − cb)
c˙c = k1cacb − k3cbcc − (u/V ) cc
c˙d = k2c2b − (u/V ) cd
c˙e = k3cacb − (u/V ) ce
V˙ = u
umin ≤ u ≤ umax
cd(tf ) + ce(tf ) ≤ cunf,max
where ca, cb, cc, cd, and ce are the concentrations of A,
B, C, D, and E in mol/l, respectively. The feed con-
sists of Species B with concentration cbin . The goal is
to maximize the number of moles of C at the given ﬁnal
time tf by manipulating the feedrate u (l/min), whilst
satisfying bounds on the input and a terminal con-
straint on the concentrations of the undesired species
D and E. The numerical values of the parameters used
in the simulation are given in Table 1.
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Figure 1: Optimal input (the singular arc is approximated
by the constant value us)
The optimal solution can be computed numerically
(Figure 1). The input is characterized as having two
intervals: (i) input at its upper bound umax, and (ii)
Parameter kmodel3 = k3 k
model
3 = 0
Noise 0% 5% 0% 5%
Standard 0.425 0.403 0.357 0.334
Proposed 0.425 0.414 0.424 0.392
Table 2: Adjoined cost [mol] for standard and pro-
posed schemes with/without model mismatch,
and with/without measurement noise. The re-
sults with noise are averaged over 50 realizations.
input being singular, approximated here by a constant
value us. The singular arc represents the compromise
between producing the desired product C and the un-
desired side products D and E. ¿From the optimal
solution, the natural parameterization corresponds to
the following set: ts, switching time between the in-
put at the upper bound and the singular interval; and
us, the constant feedrate during the singular interval.
The maximum amount of C obtained with this proﬁle
is 0.4250 mol, with ts = 19.07 min and us = 9.3×10−4
l/min. The optimal solution without approximation of
the singular interval is Jopt = 0.4258, and the negligible
loss in performance (0.1%) justiﬁes the approximation.
It is assumed that the concentrations of B and C are
measured every 20 min. Only the parameters k1 and k2
are adapted from run-to-run, using the measurements
from only the previous run, while k3 is kept constant.
Two cases of model mismatch are considered: i) no
model mismatch kmodel3 = k3, and ii) k
model
3 = 0, where
the third reaction is assumed to be non-existent. Sim-
ilarly, two levels of noise are considered: a) no noise,
and b) 5% multiplicative gaussian measurement noise.
Two schemes are compared: The standard one that
consists of iterating between (3) and (4), and the pro-
posed one that consists of iterating between (11) and
(4). For the given example, both schemes converge in
one or two iterations. Also, in the presence of noise,
the solution comes close to its average value in a few
iterations.
The values of the adjoined cost for various schemes
are presented in Table 2. If the terminal constraint
is satisﬁed, the adjoined cost is the actual number of
moles of C. However, if the constraint is violated, the
adjoined cost is the number of moles of C discounted
(based on the Lagrange multiplier) by the amount of
constraint violation.
In the absence of noise and model mismatch (Column
1), there is no diﬀerence between the standard and
the proposed schemes. The proposed scheme performs
marginally better in the presence of noise and no model
mismatch (Column 2). However, in the presence of
model mismatch, the proposed scheme provides around
20% improvement in cost, both without and with noise
(Columns 3 and 4).
It is interesting to compare the values of the param-
eters k1 and k2 to which the two schemes converge
in the case of model mismatch and no noise (Column
3). The standard procedure converges to (k1,k2) =
(0.105,0.569), while with the modiﬁed objective func-
tion (k1,k2) = (0.087,0.454) is obtained. Both schemes
increase the kinetic coeﬃcient of the second reaction to
account for the loss of B being consumed by the third
(unmodeled) reaction. However, it is interesting to see
that the standard scheme predicts k1 fairly accurately
in order to get a good ﬁt for C, while the proposed
scheme underestimates k1 to account for the reduction
in C (the cost) caused by the third reaction.
5 Conclusions
Model-based methods for optimization using measure-
ments in the presence of uncertainty are attractive due
to their fast convergence. However, the convergence
can be to a point far away from the optimum when
there is model mismatch. To handle this problem, a
modiﬁcation of the objective function of the identiﬁ-
cation problem has been proposed in this paper. The
cost and the constraints of the optimization problem
are included with appropriate weighting in the identiﬁ-
cation objective. This way, the reality can be optimized
despite the availability of a faulty or incomplete model.
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