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Computational thermo-fluid models of a free surface flow under the dominant 
radiative transfer have been developed for the design and control of a modern optic fiber 
drawing process.  Although modeling of the fiber drawing process has been of interest for 
the past three decades, most of the previous studies were limited to low draw speeds and 
small preforms.  Large preforms drawn at high speeds have been used in the state-of-the-
art fiber drawing systems to improve production efficiency and reduce cost.  Several 
assumptions commonly made in previous studies have to be relaxed to address the new 
challenges.  In this study, instead of using the Rosseland approximation, the radiative 
transfer equation (RTE) was solved directly for the radiation fluxes using the finite 
volume method (FVM).  The complete two-dimensional free surface flow was simulated 
along with the coupling of the radiative transfer.  Unlike most of the previous studies that 
only considered the furnace domain and that arbitrarily assumed the glass velocity at the 
exit, we included the post-chamber in the computation domain and predicted the fiber 
solidification location.  Furthermore, the mixed convection of the air in the post-chamber 
was also considered, and was shown to have significant effects on the fiber solidification.   
On the basis of the computational model, a reduced order model (ROM) was 
developed for a mixed H∞/LQG controller designed to regulate the fiber diameter under 
the effects of disturbances.  In contrast to the empirical lumped-parameter models often 
used in traditional control designs, the ROM has been derived from physical principles.  
Optimal numerical eigenfunctions were obtained through the Karhunen-Loeve expansion 
using the computational model.  The Galerkin’s method was then applied to obtain the 
state space ROM.  The numerical model was shown to be efficient and was verified 
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experimentally.  The ROM characterizes the dynamics of the system accurately as 
compared with the computational model.  The simulations using the full computational 
model showed that the closed-loop system is robust and superior to the open-loop system 
in the regulation of fiber diameter.   
The modeling and control methods can be applied to the design optimization and 
parameter regulation of the high-speed large-preform draw processes as well as other 




1. CHAPTER I 
INTRODUCTION 
1.1 Motivations and Background  
A broad range of new and traditional material processing has posted some unique 
challenges in improving product quality, reducing cost, and controlling material 
properties.  Among the materials are semiconductor and optical materials, composites, 
ceramics, biomaterials, advanced polymers, and specialized alloys.  Thermal-fluid 
transports play an important role in the quality and characteristics of the final products 
during the manufacturing processes.  As direct measurement of the temperature/velocity 
fields and other critical distributed variables is often impossible under the harsh 
environment of the manufacturing systems, the design of the facilities and processes has 
been accomplished by extensive trial-and-error methods.  The ability to predict the 
distributed variables offers a means to analyze the underlying physical characteristics, 
explain the experimental observations, and optimize the facility and process designs.  
Once verified, the numerical prediction of the distributed variables can be utilized in 
deriving reduced order models for control system design and optimization.  The 
performance of the open-loop and/or close-loop systems under different designs and 
operating conditions can be easily evaluated using the experimentally verified numerical 
models.  This methodology is cost-effective in the design of complex manufacturing 




One challenging problem among the above mentioned manufacturing processes is 
the modeling of the free surface flow under the dominant radiation transfer in the 
participating media.  The viscosity of the material is sensitive to temperature changes, 
and may vary by several orders of magnitude during the process.  The free surface has 
complex boundary conditions which may require the numerical solution of another fluid 
transport.  Since several coupled transports are involved in the problem, a robust and 
efficient computation algorithm is needed to solve the problem.  The computational 
model can be used in the process design and analysis, but is rather cumbersome for use in 
the controller design and implementation.  A practical reduced-order model that captures 
the essential characteristics of the system is in need when the system needs an optimal 
controller to regulate critical parameters.  The challenge of the reduced order modeling of 
this kind of systems lies in the fact that the system involves a number of distributed state 
variables and the variables are coupled with each other. 
One typical example of the above mentioned system is the optic fiber drawing 
process.  The manufacturing of optic fibers has already had a history of more than 3 
decades.  To meet the growing demands in city-to-city, metropolitan, and the direct-fiber 
or last-mile access networking applications, fiber manufacturers (competing for the 
lucrative market shares) are seeking methods to draw fibers at high speeds from large 
preforms (glass rods) in order to improve production  efficiency, fiber quality, and save 
manufacturing cost.  The design of these modern fiber drawing systems need a high 
fidelity model to predict variable distributions, and a reduced order model for the 
controller design for the regulation of critical parameters.  The design methodology and 
the numerical modeling method developed in this research are directly applied to the 
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modern fiber drawing system, and also can be used for the design of other manufacturing 
processes that involve similar complex thermal-fluid transports.   
Figure 1-1 shows the schematic of a typical fiber draw tower.  The tower usually 
includes three sequential sections: heating and cooling, coating and curing, and winding.  
Optical fibers are usually manufactured from fused silica glass rods of one or more 
meters long and several centimeters in diameter, which are called preforms in industry.  
In the first section, the preform is slowly moved into a cylindrical furnace and heated 
above the glass melting temperature.  Fiber is steadily drawn from the preform at the 
bottom of the furnace by a high tension force at a draw speed in the order of 10m/s.  The 
fiber is cooled down to the ambient temperature by moving through the ambient air or 
specially designed cooling tube.  In the second section, the fiber is coated with an organic 
material and cured in the UV ovens.  The last section is at the end of the tower, the coated 
fiber is wound on spools through a precision winding mechanism. 
The most critical part of the drawing process is at the first section where a post-
chamber is usually added at the bottom of the furnace as shown in Figure 1-2.  The 
success of a stable high speed drawing depends on the design of the furnace/post-
chamber.  The optical quality of the fiber and the uniformity of the fiber diameter are 
directly affected by the thermal-fluid transport in this section.  Hence, this study 
concentrates on the modeling in the furnace/post-chamber domain. 
The furnace uses induction heating and maintains a temperature above the glass 
melting point (about 1853K for fused silica).  Under the dominant radiation heat transfer, 
the preform becomes soft and melts to form a neck-down profile.  Unlike the 
conventional furnace draw process, the diameter of the melting glass at the exit of the 
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furnace is usually still larger than that of the fiber.  Since the glass must be cooled 
gradually before the solidification to reduce optical losses in the final product, the post-
chamber is insulated so that the air inside the chamber has a relative higher temperature 
than the ambient and the glass cooling rate is reduced.  There is a small opening at the 
bottom of the post-chamber for the passing of fiber.  Driven by buoyancy force, the 
ambient air may enter the chamber through the iris opening and exit the furnace at the top 
ring opening.  The speed of the glass flow in most part of the post-chamber increases 
drastically (as high as 50 times) from the glass speed at the furnace exit.  A boundary 
layer of air starts to develop along the continuously moving glass cylinder.  Since the 
fiber diameter is only 125µm, the glass diameter convergence usually takes a long 
distance, and the post-chamber is usually much longer than the furnace in the modern 
fiber draw system. 
The modeling works at Georgia Tech is in collaboration with OFS/Lucent 
Technologies at Norcross, Georgia, which has the second largest optical fiber 
manufacturing facilities in the world.  Lee and Zhou (1997) initiated the research as an 
optimal control problem.  The objective was to apply multi-input-multi-output (MIMO) 
control strategy to ease the burden of a single control variable in the regulation of fiber 
diameter and tension.  Tchikanda (2001) extended the problem into the computational 
modeling of the drawing process.  He formulated the thermal-fluid transports in the 
furnace in a two-dimensional (2-D) axisymmetric framework, and then discretized the 
governing equations in a curvilinear coordinate system and obtained the preliminary 
numerical solutions.  Finally, he developed a state space control model by linearizing a 
discretized quasi one-dimensional (1-D) thermal-fluid model using the finite difference 
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Figure 1-2 Schematic of fiber drawing in furnace and post-chamber 
1.2 Problem Description and Objectives 
As the second effort in Georgia Tech on the study of the fiber drawing process, 
this research focuses on improving the modeling and control of the thermal fluid 
transports in the system as shown in Figure 1-2.  Both the glass diameter and the velocity 
undergo large variations by several orders of magnitude.  The highly viscous free surface 















close to an exponential function of temperature, the viscous flow is strongly coupled with 
the thermal transport within the glass.   
The glass temperature distribution in the furnace is governed by the radiation heat 
transfer.  The dominant heating source of the glass is the radiation emission from the 
furnace wall at a high temperature.  The accurate solution of the glass temperature field 
depends on the reliable radiative transfer computation.  The radiation heat flux from the 
furnace is partly absorbed and reflected at the glass surface, while most part of the 
radiative flux is transferred through the semitransparent glass media.  Volumetric 
absorption and emission exist throughout the glass domain.  There are a number of 
challenges in the computation of the radiative transfer:  
• The radiation intensity is not only wavelength dependent, but also depends on the 
location and the orientation variables.  
• The boundary condition at the glass free surface is complicated since the surface 
irradiations can not be directly obtained. 
• The view factor is difficult to calculate due to the arbitrary geometry.         
The convective heat flux from the air around the glass surface is negligible in the 
furnace domain, but is significant in the post-chamber due to the high surface area to 
volume ratio and the high moving speed of the glass.  Hence, the glass temperature 
distribution in the post-chamber is governed by the mixed convection of the air, which 
involves the boundary layer flow around continuously moving fiber and the natural 
convection in the open-ended chamber.  The challenge in the numerical simulation of the 
mixed convection is that most part of the boundary layer flow in the post-chamber is 
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around a high speed moving glass with a diameter of much less than 1mm.  The 
buoyancy force and the drag force are in the opposite direction.  There exist sharp 
temperature and velocity gradients within the boundary layer. 
Diameter uniformity of the fiber is one of the most important quality factors.  The 
uniformity affects the joint and splice loss, optical transmission characteristics, and the 
refractive index profile.  During the drawing process, the fiber diameter may undergo 
significant fluctuation due to different sources of disturbances: 
• air convection fluctuation, 
• furnace heat flux disturbance, 
• winding motor vibration, and 
• preform diameter variation. 
Feedback control is usually used to compensate the effects of the disturbances and reduce 
the fluctuation of the fiber diameter.  Most control systems currently in use are not based 
on physical models.  The tuning of the controller structure and gains has to rely on the 
extensive experiments.  The controllers designed in this way are less than optimal due to 
difficulties in making practical measurements in the furnace domain.  As the fiber 
drawing process upgrades at a fast pace in the industry, an optimal control design based 
on a low order physical model has a more general application and is able to reach the 
same objective with smaller control effort.  A reduced order model, which has a well 
balance between the accuracy and the computation efficiency, is required to reach the 
goal. 
In order to address the above mentioned challenges, we set up the following 
objectives in this research: 
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(1)  Develop high fidelity computational models to simulate the radiative transfer and 
the free surface flow in the glass domain and the mixed convection in the air 
domain.  The modern fiber drawing process is considered in the modeling and 
simulations. 
(2) Develop a reduced order model which characterizes the dominant dynamics of the 
thermal-fluid system with a minimum number of lumped state variables. 
(3) Develop a robust, optimal controller to regulate the fiber diameter subject to the 
disturbances. 
1.3 Literature Review 
In the following review, prior works on simulation and control design of fiber 
drawing systems are discussed first, and then the recently developed techniques which 
can be used to improve the prior works are presented. 
1.3.1 Numerical Modeling 
Modeling of the fiber drawing process has been of interest for the past two 
decades.  During the late 1970’s and the 1980’s, various aspects of the optical fiber draw 
problems were studied by a number of researchers.  Among these, Paek and Runk (1978) 
investigated experimentally and numerically the physical behavior during the furnace 
fiber drawing.  Using a simple radiation model and assuming a smooth changing heat 
transfer coefficient and surface emissivity, they obtained an approximation of the necking 
shape.  Myers (1989) proposed a more realistic calculation of the surface radiation 
exchange.  He neglected the advection and the gravity terms in the momentum equation, 
and the conduction, the radiative transfer and the surface convective heat transfer in the 
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energy equation.  Other examples include Homsy and Walker (1979), and Vasiljev et al. 
(1989).  Since the early fiber manufacturing used small preforms (diameters 1~2cm) and 
low draw speed (around 1m/s), one-dimensional (1-D) models were usually used in the 
early studies. 
Two-dimensional (2-D) models have been used in more recent studies.  Among 
these, Lee and Jaluria (1997) and Choudhury and Jaluria (1998) assumed a free surface 
profile in the calculation to solve for the velocity and temperature field.  Based on the 
radially lumped axial velocity and the axial force balance, Choudhury et al. (1999) 
obtained a correction scheme to generate the neck-down profile while solving the 2-D 
heat transfer and fluid flow.  Small-diameter (about 2cm) preforms drawn at a relatively 
slow speed of 3 m/s was considered in their simulations.  Xiao and Kaminski (1997) 
solved the two-dimensional conjugate problem of the glass and gas flow with free 
interface using commercial finite element code FIDAP.  They studied a 5cm diameter 
preform and it was shown that the glass velocity distribution is close to 1-D while the 
glass temperature has a 2-D distribution.  They found difficulties to obtain the 
convergence (that is sensitive to the deformation mesh) as the number of radiative macro 
surfaces increases.  More recently, Yin and Jaluria (2000) and Cheng and Jaluria (2002) 
investigated the effects of process parameters on high-speed fiber drawing (up to 20m/s).  
However, both these studies assumed that the glass was drawn into the specified fiber 
diameter of 125µm at the furnace exit as in most of the previous studies.  Their results, 
however, show that the computed glass temperatures were well above the glass melting 
point at the furnace exit.  This may imply that the glass cools to form solid fiber after 
leaving the furnace and thus, the actual diameter (and hence the speed) of the glass at the 
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furnace exit are essentially unknown.  Tchikanda (2001) solved the 2-D thermo-fluid 
problem for large preforms and high draw speeds.  He used artificial compressibility 
method (ACM) to solve the governing equations for the glass flow using primitive 
variables, while used the vorticity and stream functions for solving the gas flow.  
Radiation transfer is the dominant mode of heat transfer in the fiber draw process.  
The simplest approach, perhaps, has been to assume the participating medium is optically 
thick (or commonly known as the Rosseland’s approximation) such that the radiative 
energy contributions from the boundary and the far away portions of the medium can be 
neglected.  Rosseland’s optically thick approximation reduces the total radiative flux to a 
simple temperature diffusion term; an effective radiative conductivity can then be used.  
Most of the previous studies on the modeling of optic fiber drawing have used this 
approach to reduce the overall problem to a more tractable form.  Homsy and Walker 
(1979) found that the Rosseland’s assumption would fail at the surface, but no method 
was suggested to correct for the errors.  An alternative approach is to solve the radiative 
transfer and the energy equations simultaneously using numerical methods.  Lee and 
Viskanta (1999) investigated combined conduction and radiation in a one-dimensional 
glass layer. By comparing the discrete ordinate method and the Rosseland approximation 
method, Lee and Viskanta (1999) concluded that the diffusion approximation greatly 
underpredicts the temperature and heat flux when the thickness or the opacity of the layer 
is small.  In a different study, Yin and Jaluria (1997) employed a zonal method to 
investigate the radiative exchange within the neck-down profile of a glass preform for an 
assumed radial temperature profile. Their simulation results suggested that Rosseland’s 
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approximation underestimates the heat flux only when the radial temperature variation 
within the preform is substantial as compared with the zonal method.   
Recently, the finite volume method (FVM) has been used in modeling 
semitransparent, emitting and absorbing medium.  The method has a flexibility to lay out 
the spatial and angular grids and can solve the radiative transfer equation (RTE) 
numerically without any assumption.  Chai, et al. (1994) presented the procedure of the 
FVM and tested the method with benchmark problems of two- and three-dimensional 
enclosures with participating media.  The results demonstrated that the method is 
accurate and efficient when compared with the exact solution or discrete ordinates 
method (DOM).  Liu, et al. (1997) compared the FVM and the DOM on benchmark 
problems in body-fitted coordinates of Cartesian geometry.  Their results from both 
methods show reasonably good agreements and in some cases, the FVM outperforms the 
DOM.  Baek and Kim (1997) presented the FVM in an axisymmetric cylindrical 
geometry and obtained accurate solution for benchmark problems.  Most of the studies in 
these problems have relatively simple boundary conditions, either a bounding opaque 
wall or an environment with a uniform temperature. 
The solution to the radiative transfer equation requires an appropriate model to 
describe the spectral absorption coefficient of the glass medium.  Myers (1989) 
introduced a two-step band model to describe the spectral absorption coefficients of a 
fused silica glass, which has been commonly used in the prediction of radiative transfer 
in optical fiber drawing processes. Myers’ band model neglects the absorption at short 
wavelengths (λ<3.0µm), which has a relatively small value about 0.001~0.3 cm-1 for 
semitransparent glasses.  However, the spectral intensity of a blackbody radiation given 
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by Planck’s function (see for example Modest, 1993) suggests that more than 60% of 
radiative energy concentrates in the band mm µλµ 8.22.0 <≤  near the melting 
temperature range of glass (1500K~2500K). The effects of radiation absorption could be 
considerable in this short-wavelength band, although the absorption coefficient is small. 
Since the values for the spectral absorption coefficient of fused-silica glass at 
temperatures near the softening point were not known, Myers’ two-step band model has 
been based on data taken at room temperature.  Recent experiments (Endrys 1999; 
Nijnatten, et al., 1999) on typical glasses suggested that the absorption coefficient in the 
mm µλµ 8.48.2 <≤  band near the melting temperature is generally 10~25% lower than 
that at a room temperature of 25°C.   
1.3.2 Reduced Order Modeling and Control Design 
Motivated by the need to improve product quality and process yield, numerous 
investigations have been taken on the diameter control of the fiber drawing process.  
From the late 1960’s to the early 1980’s, significant efforts were directed towards the 
stability study of fiber drawing process.  Most of the studies were for textile fibers and 
assumed an isothermal model (for example, Matovich and Pearson, 1969; Donnelly and 
Weinberger, 1975; and Schultz et al., 1984).  The studies usually showed that the open-
loop system become unstable when the ratio of the draw speed to the feed rate exceeds 
some critical value.  In contrast to these results, Pearson et al. (1976) and Mhaskar and 
Shah (1977) showed that the process is unconditional stable for Newtonian material when 
the fibers freeze before reaching the windup spool.  In a later study that also considered 
the energy equation, Geyling and Homsy (1980) showed that the system stability depends 
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on the draw ratio, the convective cooling coefficient and the apparent radiative cooling 
coefficient. 
Most of the previous control designs for fiber drawing systems were based on 
empirical lumped parameter models that were less than optimal due to difficulties in 
making practical measurements in the furnace domain.  Nakahara, et al. (1978) studied 
the effects of different thermal and mechanical drawing conditions on the quality and 
tensile strength of the fibers.  They concluded that temperature variation in the furnace is 
the major factor affecting the high frequency fiber diameter fluctuations, and that low 
frequency fluctuations are caused by longitudinal variations in the preform diameter.  
They suggested a feedback control of drawing speed to reduce low frequency diameter 
variations.  Smithgall (1979) reduced the standard deviation of fiber diameter from 0.8µm 
down to 0.3µm by using optimal control of drawing speed for a nominal speed of 1m/s.  
Imoto, et al. (1989) used control of both gas flow and drawing speed to reduce diameter 
variation of the fiber.  Faster fluctuations in diameter are suppressed by adjusting the gas 
flow rate, and slower ones are controlled by changing the drawing speed.  Using a 
distributed system model, Mulpur and Thompson (1993) utilized a modified modal 
control strategy to stabilize the closed-loop system under high draw ratio.  In a later 
research (Mulpur and Thompson, 1996), they applied model reference control (MRC) 
and quasi-nonlinear control (QNC) technique on the diameter control.  Since they still 
assumed an isothermal model that showed the open-loop system was unstable when the 




In order to improve manufacturing efficiency and save costs, much larger 
preforms and higher draw speeds have been used in the state-of-the-art fiber drawing 
systems.  This imposes a challenge that the draw ratio is up to two orders of magnitude 
higher than that considered in the previous studies.  Furthermore, the glass undergoes 
large temperature variations inside the furnace and the post-chamber, which consequently 
affects the glass velocity and diameter through strongly temperature dependent viscosity.  
Hence, the isothermal assumption is no longer valid for these systems.  In order to 
develop a general method of control design for the systems, a reduced order model based 
on rigorous physical principles should be used.  The reduced order model is required to 
catch the dominant dynamics of the transports with the minimum order.   
Fiber drawing process is described by nonlinear parabolic PDE’s which include 
convection and diffusion terms.  Tchikanda and Lee (2002) developed a linear state-space 
model for the draw process, by discretizing a quasi 1-D CFD model using the finite-
difference method resulting in a high fidelity model (147-order).  The main feature of 
parabolic PDE’s is that their dominant dynamic behavior is usually characterized by a 
finite (typically small) number of degrees of freedom (Temam, 1988).  This implies that 
the dominant dynamic behavior of such systems can be approximately described by 
finite-dimensional ODE’s.  The Karhunen-Loeve (K-L) expansion (Loeve, 1955; 
Sirovich, 1987) followed by the Galerkin’s procedure has been shown to be a promising 
method to obtain an accurate ODE model with the minimum order.  In this method, 
detailed transient simulations of PDE system are carried out to obtain a set of empirical 
eigenfunctions corresponding to the most dominant eigenmodes of the system through 
the K-L expansion.  The empirical eigenfunctions are then used as the basis functions in 
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the Galerkin’s procedure to obtain the reduced order ODE’s.  As the eigenfunctions 
represent the dominant physical characteristics of the system, the resulted ODE’s have 
the minimum order for the required accuracy (Sirovich and Park, 1990).  This reduced 
order modeling method has been demonstrated by a number of researchers in thermal-
fluid systems (for example, Park and Cho, 1996; Banerjee, et al., 1998; Theodoropoulou, 
et al., 1998; and Park and Lee, 2000).  However, most of them only dealt with single 
distributed state variable systems. 
1.4 Summary of Results 
The contributions made in this dissertation are briefly summarized as follows: 
(1) Two numerical models have been developed for predicting the free surface flow 
coupled with the radiation transfer in the modern optic fiber drawing process, 
where large preforms and high draw speeds have been used.  The first is a 
complete 2-D model for the furnace domain.  The second is a semi 2-D model for 
both the furnace and post-chamber domain.  Robust and efficient computation 
schemes are also developed to solve the nonlinear governing equations.  The 
numerical method is shown to be superior to the previous ones in terms of the grid 
number, the computational cost, and the simulation parameters.    
(2) Unlike most of the previous studies which only consider the furnace domain, we 
do not assume the glass diameter or speed at the exit of the furnace and consider 
both the furnace and the post-chamber in solving the conjugate problem.  The 
problem considered here involves temperature coupled free surface glass flow and 
the mixed convection of the air.  Due to large temperature variations and the high 
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draw speed, we account for the temperature dependency of the air properties and 
the turbulence effect in the boundary layer flow around the continuously moving 
fiber.  The free surface profile of the glass and the glass solidification location are 
predicted in the simulations, which has not been studied by the previous 
researchers. 
(3) Instead of using the Rosseland’s approximation that was taken in the previous 
studies, we solve the RTE directly using the FVM for the radiation intensities in 
the simulation of the modern fiber drawing process.  The solution does not 
assume that the glass is optically thick or neglects the glass absorption at the 
short-wavelength band.  Furthermore, unlike prior works by others (Jamaluddin 
and Smith, 1988; Lee and Viskanta, 1997), which used grid face areas in the 
discretized RTE in orthogonal cylindrical coordinates system, we present the fully 
conservative form of the 2-D RTE in both curvilinear and cylindrical coordinates 
systems so that the numerical scheme can be used for arbitrary axisymmetric 
cylindrical geometries. 
(4) We extend the application of the pressure-implicit with splitting of operators 
(PISO) algorithm that was developed by Issa (1985) to the solution of Navier-
Stokes equations in a curvilinear coordinate system and on a staggered grid.  We 
develop a 9-grid-point pressure correction equation and obtain stable solutions.  
Few similar solutions have been demonstrated in the literature.  
(5) Unlike previous studies (Paek and Runk, 1978; Choudhury, et al., 1999) where 
comparisons were made against experimental data obtained for a small-diameter 
preform (1 cm) drawn at a slow speed (1 m/s),  we compare our  prediction 
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against experimentally measured neck-down profile drawn at 25 m/s.  The post-
chamber wall temperature and fiber temperature are also measured for verifying 
the calculation. 
(6) This research presents a method to apply the K-L expansion with the Galerkin 
scheme in the reduced order modeling of multi-variable distributed systems with 
nonlinear and coupled dynamics such as the fiber drawing process.  This extends 
the previous works on the application of the K-L expansion on single variable 
systems.   
(7) We extend the previous works on the feedback control design of the fiber drawing 
system using an isothermal model.  Mixed robust (H∞)/optimal (LQG) controller 
is designed on the basis of the reduced order model which considers the coupling 
between the thermal and fluid transports.  The close-loop control is demonstrated 
to be robust and superior to the open-loop system. 
(8) The different levels of models presented in this study can be applied to the design 
optimization and control of the high-speed draw process with large diameter 
preforms as well as other manufacturing processes that involve similar thermal-
fluid transports. 
1.5 Organization of This Dissertation  
The remainder of this dissertation is organized as follows.  Chapter II presents the 
models of the radiation transfer in the glass media and the radiation exchange in the 
furnace chamber.  The finite-volume method (FVM) is then applied to solve the radiative 
transfer equation (RTE) which is put in a general curvilinear form.  The 2-D fluid and 
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energy equations along with the boundary conditions for both the glass and the air 
domains are presented in Chapter III.  The equations are discretized on staggered grids 
and the suitable numerical schemes are applied to solve the equations.  A semi 2-D model 
is also developed for the efficient steady state free surface computation.  Chapter IV 
presents the reduced order modeling and robust control design.  A quasi 1-D fluid 
dynamic model is presented first.  The PDE model is linearized around the steady state 
solution obtained from the 2-D model developed in the previous chapters.  The K-L 
expansion followed by the Galerkin’s procedure is then used to obtain the reduced order 
state space control model.  Finally, a mixed H∞/LQG controller is designed for the 
regulation of the fiber diameter and tension force.  The results of this research are 
presented in Chapter V.  The numerical models are validated by experimental methods 
first.  The 2-D numerical solutions of the temperature and velocity fields are then 
presented and analyzed.  The semi 2-D model is validated by comparing with the 
complete 2-D model, and is used to predict the fiber solidification location in the post-
chamber.  Finally, the reduced order model is compared with the CFD model, and the 
close-loop system performance is evaluated using the verified semi 2-D CFD model.  The 
conclusions of this research and the recommendations for the future works are provided 
in the last chapter. 
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2. CHAPTER II 
MODELING AND SOLUTION OF RADIATION TRANSFER 
2.1 Overview 
Radiation transfer is the dominant mode of heat transfer in the fiber draw process 
since the furnace temperature is as high as 2400K.  As the melting glass flow is strongly 
coupled with the temperature field through the temperature dependent viscosity, accurate 
computation of radiation transfer within the glass is critical to the prediction of the glass 
temperature, velocity and the free surface profile.  In this chapter, we present the 
radiative transfer equation (RTE) along with the boundary conditions.  The RTE is solved 
using the computational strategy – finite volume method (FVM).  An enclosure analysis 
for obtaining the surface radiation intensities and the numerical method for calculating 
the view factors are also presented.   
2.2 Radiation Model 
The following assumptions are made in solving the radiative transfer problem in 
the fiber drawing process: 
(1) The glass is semitransparent to radiation in the spectral range mµλ 50 <<  and is 
almost opaque beyond 5µm.  The scattering of radiation in glass can be neglected 
(Viskanta, 1975). 
(2) An average value of the refractive index of the glass is used and its variation in 
the temperature range considered in our study is neglected.   
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(3) The furnace walls are gray and diffuse. 
(4) The inner and outer surfaces at the glass interface are treated as diffuse for the 
radiation reflection and transmission. This assumption is based on the fact that the 
surface of the melting preform may undergo wavy hydrodynamic instabilities 
with the magnitude in the order of radiation wavelengths. 
The radiative transfer in a spectrally absorbing-emitting medium is modeled using 
the following RTE: 
( ) ( )[ ]srsrs ,) ,( 2 λλλλλ κ ITInI b −=∇⋅  (2-1)
where the spectral radiative intensity ( )sr,λI  is a function of the position vector r , 
orientation vector s , and wavelength λ ; ( )TIbλ  is the spectral intensity of a blackbody 
radiation given by Planck’s function; λκ is the spectral absorption coefficient; and λn is 
the spectral index of refraction. 
The divergence of the radiation heat flux can be obtained by integrating Equation 
(2-1) over the whole solid angle ( π4=Ω ) and over the whole spectra, which yields 
( ) ( )[ ] λκπκ
π λλλλλ





2 ,4 srq  (2-2)
By solving the RTE for ( )sr,λI  and calculating ( )TIbλ  for a given temperature field, 
Rq⋅∇  is readily calculated using the above equation.  The spectral radiative heat flux on 
any surface can be calculated from  
( )∫ =Ω Ω⋅= π λλ 4 , dI snsrq  (2-3)
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where n is the normal vector of the surface.  The corresponding total radiative heat flux is 







The radiative transfer is axisymmetric in the cylindrical coordinate system.  In the 
local orientation and global spatial coordinate systems as shown in Figure 2-1, the RTE 
can be written in the following form: 















∂ 21  (2-5)
where α, γ and β are the direction cosines of s as shown in Figure 2-1; and 
ψθα cossin=  (2-6)
ψθγ sinsin=  (2-7)
θβ cos=  (2-8)
Since the glass free surface has an arbitrary neck-down shape where the radius 
varies dramatically along the axial direction, the RTE given by Equation (2-5) is 
transformed in a curvilinear coordinate system ( )ξη,  where the free surface is along a 
line of constant η value.  The following equation is obtained: 



















+∂ 2  (2-9)
where ( )zr ηη ,  and ( )zr ξξ ,  are the grid metrics that are first derivatives of η and ξ in 


















Figure 2-1 Local orientation vector in the axisymmetric cylindrical coordinates system 
2.3 Boundary Conditions and Enclosure Analysis 
The solution of the RTE requires the information of intensities along all the 
bounding interfaces of the glass media.  Since the free surface is not bounded by an 
opaque wall, the incident intensities are from all the furnace walls and other surfaces that 
the glass can “see”.  The intensities should be determined from an enclosure analysis 
where the radiosities in the enclosure formed by the free interface, furnace and post-
chamber walls, and the openings are calculated.  The radiative transfer in the glass and 











2.3.1 Symmetry of the Glass 
 Along the axis of the glass cylinder, the following boundary condition is given 
due to the symmetry of the glass as shown in Figure 2-2: 
at r = 0 'λλ II =    for 
'ββ = , 'αα −=  (2-11)
 
 
Figure 2-2 Radiation boundary conditions along the centerline and the free surface in the 
semitransparent band ( mµλ 50 << ) 
2.3.2 Top and Bottom Boundaries 
Since the temperature of the glass and the ambient environment outside the 
furnace is much lower than those within the furnace, we can neglect the intensities whose 
sources are from the outside of the furnace and the post-chamber.  Hence, 
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at z = Lf + Lp 0≈λI   for  0<β    (2-13)
2.3.3 Free Interface Boundary 
As shown in Figure 2-2, for a diffuse interface, the radiation intensity at the inner 
glass surface pointing inward consists two parts: 
at r = R(z), 0<⋅ns , 
and mµλ 50 <<  












where +λρ  and 
−
λρ  are the reflectivities at the outer and inner surfaces, respectively; 
+
rq ,λ , 
+
zq ,λ  are the one-way spectral fluxes in the glass in the positive r and z directions, 
respectively; n is the unit normal vector at the free interface pointing outward; and λH is 
the irradiation on the outer surface. 
2.3.4 Enclosure Analysis 
In order to obtain the irradiation λH required by Equation (2-14), the radiosities 
of the furnace and post-chamber walls must be determined.  For this, we consider the 
enclosure formed by the glass outer surface, the furnace and post-chamber walls and the 
top and the bottom disk openings.  As shown in Figure 2-2, the radiosities on the glass 
outer surface in the semitransparent band are given by 
at r = R(z), 0>⋅ns , 
and mµλ 50 <<  





Figure 2-3 Surface radiation exchange in the opaque band ( mµλ 5> ) 
As shown in Figure 2-3, the radiosities on the glass outer surface and the furnace 
wall in the opaque band are given by 
(a) at r = R(z), 0>⋅ns , 
and mµλ 5> ;  
(b) at r = Rf, and 
∞<< λ0  
( ) λλλ εε HEJ b −+= 1  (2-16)
where ε  is the emissivity of the surface; and λbE  is the blackbody emissive power. 
The temperature of the furnace wall is determined experimentally by a 
thermometer.  The method is presented in detail in Appendix A.  The furnace blackbody 














Since the view of the thermometer cannot reach further beyond the furnace, the 
temperature distribution of the post-chamber Tp(z) is calculated by balancing the heat flux 
at the inner wall: 
0,, =++ losspconvprad qqq  (2-17)
where the radiative heat flux qrad,p, the air convective heat flux at the inner wall qconv,p, 
and the heat flux lost through the insulating wall qloss are given by 






































= ∞  
(2-20)
where Rpost,i and Rpost,o are the post-chamber wall inner and outer radii, respectively; εp, 
Eb,p and Hp are the emissivity, block-body emissive power and irradiation at the post-
chamber inner wall, respectively; ka and Ta are the thermal conductivity and temperature 
of the air inside the post-chamber, respectively; kwall is the average thermal conductivity 
of the insulation layer; ∞T  is the ambient air temperature; and ho is the average heat 
transfer coefficient at the post-chamber outer wall.  It can be derived that the radiosity on 
an opaque surface can be given by 
λλλ ε ,





⎛ −−=  (2-21)
 
 28
where qrad,λ is the spectral radiative heat flux at the surface.  Combining Equation (2-17) 















where a is the fraction of the total radiative flux at each wavelength band.  
The enclosure is divided into K small ring elements, and thus the irradiations can 








,, λλ  (2-23)
where Fi-j is the diffuse view factor from surface element i to j.  Substituting Equation 







































where M is the number of the surface elements on the post-chamber wall.  
Substituting Equations (2-24) into Equations (2-15), (2-16) and (2-18) and applying the 
resulting equations on each corresponding surface element, a system of linear equations 
is obtained.  The K unknown variables of the linear equations are the radiosities λJ on the 
free interface and the furnace wall, and the blackbody emissive power λbE on the post-
chamber wall, which can be easily solved by matrix inversion.  Once the radiosities and 
the blackbody emissive power for each wavelength band are solved, the irradiations can 
be determined from Equation (2-24).  The temperature of the post-chamber wall can also 
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be obtained from the total blackbody emissive power.  Since the calculation of qloss 
requires the temperature of the post-chamber, iteration is needed for the temperature. 
Since +λq  in Equation (2-15) has to be obtained from the radiation intensities from 
within the glass media, and the irradiations Hλ are needed in evaluating the radiative 
transfer boundary condition given by Equation (2-14), the enclosure analysis is coupled 
with the solution of the radiative transfer in the glass. 
2.3.5 Computation of View Factors 
In the enclosure analysis and the calculation of the radiation boundary condition 
at the free surface, view factors between any two ring elements of the enclosure are 
important geometry parameters for the computation of irradiations given by Equation 
(2-23).  There are four groups of view factors in the enclosure: 1) from the free surface to 
the furnace wall; 2) from the furnace wall to the free surface; 3) from the furnace wall to 
the furnace wall; 4) from the free surface to the free surface.  Since most part of the free 
surface is convex, the last group of view factors is close to zero and can be neglected.  
The close-form solution of the first group of view factors can be found in Myers (1989).  






F −− =  (2-25)
where dAg and dAf are the areas of the glass surface and the furnace wall elements, 
respectively; Fi-j is the view factor from the element i to the element j.  
Since the furnace wall is concave, the view factors between the elements of the 
furnace wall should be considered.  The glass cylinder inside the furnace partly blocks 
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the view from one ring element to another on the furnace wall.  As shown in Figure 2-4, 
the arbitrary point a1 on the ring element dA1 can only see part of another ring element 
dA2 between point a2 and a3.  The shadowed area in dA2 is blocked by the glass and 
cannot be seen by a1.  Line a1a2 and a1a3 are tangential to the glass cylinder with the 
interception point b1 and b2.   
The system in Figure 2-4 with all the critical points is projected onto the x-y plane 
as shown in Figure 2-5, where a4 is an arbitrary point on the ring element dA2 that can be 
seen by a1.  The unit normal vectors at point a1 and a4 as shown in the figure can be given 
by 
jn ˆˆ1 =  (2-26)
max2 0     ˆ cosˆ sinˆ ϕϕϕϕ <<+−= jin  (2-27)
where ϕ  is the include angle between the two unit normal vectors.  The location vectors 
corresponding to point a1 and a4 in the coordinate system shown in Figure 2-4 can be 
given by 
kzjR fa ˆˆ 11 +−=r  (2-28)
kzjRiR ffa ˆˆ cosˆ sin 24 +−= ϕϕr  (2-29)
where z1 and z2 are the axial coordinates of a1 and a4, respectively.  The vector connecting 
a1 and a4 can then be given by 
( ) ( )kzzjRRiR fffaa ˆˆ cosˆ sin 1214 −+−+=−= ϕϕrrs  (2-30)





























































where dz2 is the width of the ring element dA2. 
 















Figure 2-5 Projection of the system in Figure 2-4 on the x-y plane 
 In order to calculate the above view factor, we need to obtain the angular 
integration limit maxϕ .  Since the diameter of the glass cylinder changes arbitrarily, the 
diameter of the tangential circle passing through point b1 and b2 (inner circle in Figure 
2-5) has to be found by the following numerical searching scheme.  Figure 2-6 illustrates 
the searching method.  The angle 0ϕ  decreases from π toward 0 incrementally with a 
small constant angular interval.  Point a2 moves along the circle (with the furnace 
diameter) as 0ϕ  decreases.  At each value of 0ϕ , b1 moves from a1 to a2 along the line 
connecting the two points.  Using the geometry relationship shown in Figure 2-6, we 




























































where d1, d2 and r3 are defined in the above equations.  As illustrated in Figure 2-4, the 













where z1, z2 and z3 are axial coordinates of point a1, a2 and b1, respectively.  z3 can be 
easily solved by substituting Equation (2-32) and (2-33) into Equation (2-35).  The radius 
of the glass cylinder at the axial coordinate z3 can be obtained from the free surface 
profile R(z).  If there exists a location of b1 on line a1a2 such that ( )33 zRr < , then line 
a1a2 must cut through the glass cylinder.  As 0ϕ  decreases from π  towards 0 by small 
intervals, the first value of 0ϕ  that makes ( )33 zRr ≥  hold for any location of b1 on line 
a1a2 is the value for maxϕ .  Usually maxϕ  is close to π , so this numerical searching does 
not take too much computation time. 
 












 2.4 FVM for the solution of RTE 
In this study, the finite volume method (FVM) is used to solve Equation (2-9).  
The 2-D spatial domain is divided into finite control volumes, each of which has a local 
orientation coordinate system as shown in Figure 2-1.  The whole solid angle space in 
each local coordinate system is further divided into finite control angles as shown in 
Figure 2-7 (only one control angle is shown).  The RTE is solved along each direction of 
the control angle at each spatial control volume.  The main difference between the 
popular discrete ordinate method (DOM) and FVM is that in DOM, it is assumed that not 
only the magnitude but also the direction of intensity is constant within the control angle, 
but in FVM, the direction of intensity may vary.  This makes FVM more accurate than 
DOM in a numerical point of view.  The other advantage of FVM is that the control 
angles can be arbitrarily specified pertaining to each problem dealt with. 
 
















The same 2-D spatial control volumes used in solving the fluid dynamic equations 
can also be used in the solution of the RTE.   In the local orientation system at each 
spatial control volume, the radiative transfer is symmetric about the r-z plane.  Hence, we 
only need to calculate the radiation intensities in a hemisphere of the solid angle space 
( πψ <<0 , πθ <<0 ).  The polar angular space of π is divided into M discrete angles 
with a constant interval of dθ.  The azimuthal angular space of π is divided into N discrete 
angles with a constant interval of dψ.  The hemisphere is then divided into NM ×  
control solid angles.  Figure 2-8 shows the projection on the r-z plane of the hemisphere 
that is divided into 44×  control solid angles.   
 
Figure 2-8 Projection of the hemisphere divided into 44×  control angles  
rê  
zê  
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In the following equations, the superscripts m and n denote the orientation at the 
mth polar angle interval and the nth azimuthal angle interval, respectively (m = 1, 2, ..., M; n 
= 1, 2, …, N).  For convenience, the subscript λ is dropped from now on, but it should be 
kept in mind that the intensities and the median radiation properties are all spectral values 
and are evaluated in different bands of the spectrum. 
Following the artifice of Carlson and Lathrop (1968), the angular derivative term 




























and 2/1, ±nma  are the coefficients for the intensities on the faces of the control angle and 
will be determined after the discretization of the RTE. 
After the substitution of Equation (2-36), Equation (2-9) is spatially discretized by 
central difference and integrated over a control angle mn∆Ω , assuming that the magnitude 
of intensity is constant within the control angle, but allowing its direction to vary.  The 
following equation is obtained: 
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where e, n, w and s denote the east, north, west and south faces of the control volume, 
and the subscript “p” denotes the center node of the control volume.  The face intensity 




























where Ai is vector whose magnitude is equal to the control volume face area and whose 
direction is normal to the control volume face, and  
































=  sincos   (2-41)
Equation (2-38) can be interpreted as the conservation of radiative energy.  The left hand 
side of the equation is the net change of the radiative flux through the control volume; the 
right hand side is the volumetrically emitted radiative power minus the absorbed radiative 
power.  Since 
2/1±mna  are the geometric coefficients for the intensities on the faces of the 
control angle, they do not depend on the intensities.  The following recursive relation can 
be obtained by assuming all the facial and nodal intensities in Equation (2-38) are equal 





















2/1,2/1, 1  (2-42)
subject to the boundary condition 02/1, =+Nma . 
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Since mn nsweI ,,,  and 2/1, ±nmPI  appear in Equation (2-38), supplementary relationships 
between these intensities and the nodal intensity mnPI  are required to solve the discretized 
equation.  In order to ensure positive intensity solution (there are no physical negative 
intensities), the following step scheme is used to relate the facial and edge intensities to 
the nodal intensity: 
( ) ( )0,max0,max mnemnEmnemnPmnemne DIDIDI −−=  (2-43)
( ) ( )0,max0,max mnwmnPmnwmnWmnwmnw DIDIDI −−=  (2-44)
( ) ( )0,max0,max mnsmnSmnsmnPmnsmns DIDIDI −−=  (2-45)





− 2/1,  (2-47)
where the subscripts E, W, S and N denote the adjacent eastern, western, southern and 
northern nodal values. 
Substituting Equation (2-43) ~ (2-47) into Equation (2-38) and rearranging the 






















where the coefficients are given by 


















( ) sejSEiDg mnjmni ,  ;,     0,max ==−=  (2-50)
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( ) nwjNWiDg mnjmni ,  ;,     0,max ===  (2-51)
Gah nmmna
2/1, +=  (2-52)
mnmn
b Grh ∆Ω= κ  (2-53)
when n = N, arbitrary value can be assigned to 1, +NmPI  since its coefficient 
Nm
ah
,  is zero. 
Using the parameters defined in Equation (2-39), (2-40) and  (2-41), the one-way 
radiative flux required in the calculation of the free surface boundary conditions in 
Equation (2-14) and (2-15) can be obtained by 

























where nr and nz are the radial and axial components of the normal vector along the free 
surface.  Note that the number of terms included in the above summation which satisfy 
0>mneD  may vary since the direction of the surface normal changes dramatically along 
the free interface.   
The solution of the radiative transfer in the glass media and the enclosure analysis 
are carried out separately.  Due to the coupled boundary condition along the free interface, 
an iteration and an initial estimation of the radiosities (intensities) at the inner surface of 
the free interface ( 0<⋅ns ) are required.  Initial estimation of the post-chamber 
temperature is also required as discussed in Section 2.3.4.  Ip is computed using Equation 
(2-48) along all the discrete solid angle directions and at all the control volumes by 
sweeping the domain in four groups of directions as shown in Figure 2-9.  Given the 
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initial estimation or the intermediate values of the intensities at the free surface and the 
top and the bottom boundaries, the sweep starts from the bottom-right and top-right 
corners then proceeds into the domain until each control volume are visited once for each 
sweep.  The symmetric boundary condition given by Equation (2-11) is then used to 
obtain the boundary intensities along the centerline pointing into the computation domain.  
The sweep now starts from the bottom-left and top-left corners and proceeds into the 
domain.  The positive one-way flux along the free surface can now be calculated using 
Equation (2-54).  The K linear equations for the radiosities and the emissive power in the 
outer enclosure analysis are then solved.  The results are substituted into Equation (2-24) 
to obtain the irradiation on the free interface.  The post-chamber wall temperature can be 
updated using the blackbody emissive power.  The radiosities (intensities) on the inner 
surface of the free interface can be updated using Equation (2-14).  The updated 
radiosities are then compared with the values in the last iteration.  If the norm of the 
difference is larger than a specified small number, the calculation starts over again until 
the radiosities at the inner surface of the free interface and the post-chamber temperature 




































































3. CHAPTER III 
THERMO-FLUID MODELING AND NUMERICAL 
SOLUTION 
3.1 Overview 
In this chapter, the mathematical models of the thermo-fluid transport in the fiber 
drawing process are presented.  At first, the 2-D dimensionless governing equations for 
both the glass flow and the air convection are presented in Section 3.2.  It is followed by 
the formulation of the boundary conditions in Section 3.3.  In Section 3.4, a semi 2-D 
model is developed by deriving a 1-D free surface correction scheme for efficient steady 
state free surface computation.  Section 3.5 presents the numerical solution of the models.  
The governing equations and boundary conditions are transformed in a curvilinear 
coordinate system and discretized on a staggered grid.  The Navier-Stokes equations are 
solved by the ACM scheme for the glass domain, while by the PISO scheme for the air 
domain.  Finally, the computation procedures for the complete conjugate problem are 
developed.  
3.2 Mathematical Models 
The following assumptions and considerations are made in the modeling of the 
thermo-fluid transports in both the glass and air domain: 
(1) Both the glass flow and the air convection are axisymmetric in the cylindrical 
coordinate system.   
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(2) The glass flow is Newtonian and incompressible.  On the other hand, the air flow 
is compressible due to the variation of density caused by the large temperature 
difference between the furnace and the ambient.  The buoyancy force is 
considered, but Bossinesq approximation is not used. 
(3) The temperature dependency of physical properties of both the glass and the air 
(viscosity, thermal conductivity, specific heat, etc.) are considered. 
(4) The viscous dissipation in the glass is considered, but neglected in the air. 
(5) The turbulence in the air boundary layer around the continuous moving fiber is 
accounted for by using simple empirical algebraic turbulence model. 
The general 2-D governing equations for the conservation of mass, momentum 
and energy are given in the cylindrical coordinates system (Schlichting, 2000): 











































































































































































TC q1  (3-4)
where p, u, v and T are the pressure, the radial and axial components of velocity, and the 
temperature, respectively; ρ, µ, k, Cp are the density, the viscosity, the thermal 
conductivity and the specific heat, respectively; g is the gravitational acceleration; Rq  is 
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the radiative heat flux in the participating glass media, the solution of which has been 






















































The source terms of the radiative transfer and the viscous dissipation in the energy 
equation are dropped for the air domain. 
3.2.1 Dimensionless Form in the Glass Domain 
All the variables in the glass domain are nondimensionalized to the following 
characteristic quantities as follows: 
 ,
/






rr ===  
































where Rp is the preform radius; vf is the draw speed; Tm is the glass melting point; Cpm, µm, 
and km are the thermal capacity, viscosity, and thermal conductivity of the glass at the 
melting point.   
Using the above defined dimensionless variables, Equations (3-1) to (3-4) for the 
incompressible glass flow can be written as 







































































































































































































































































































where mα  is the thermal diffusivity at the melting temperature. 
3.2.2 Dimensionless Form in the Air Domain 
Similarly, all the variables in the air domain are nondimensionalized to the 
following characteristic quantities as follows: 
  ,~      ,~/








rr ∞==== α  









































where v~  is a reference velocity, and the subscript “∞ ” denotes the value at the ambient 
temperature.  Using the above defined dimensionless variables, Equations (3-1) to (3-4) 
for the air domain can be written as 










































































































































































































































































TC pρ  (3-16)









As the turbulence effects of the air convection around the moving fiber are 
considered, the µ and k of the air in the above equations include the eddy viscosity and 
conductivity, the calculation of which is described in Appendix C. 
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3.3 Boundary Conditions 
In this section, the boundary conditions for both the glass domain and the air 
domain are developed.     
3.3.1 Glass Domain 
The melting glass media has a free moving boundary at the surface.  The 
following boundary conditions (given in dimensionless form) should be satisfied along 
the interface between the glass and the air, denoted by the subscripts “g” and “a”, 
respectively. 
Force balance along 

































1 µµκζ  (3-18)
Balance of 

















































R   (3-21)
where ζ  is the surface tension and κ is the surface curvature; Vn and Vt are the normal 
and tangential components of the velocity at the interface; the Capillary number is given by 
mfmvCa ζµ /= ; qrad,opa is the net radiation heat flux in the opaque band and qconv is the 
convective heat flux from the air; qm1 is given by pmmm RTkq /1 = ; the radius R of the 
glass is a function of z.  The surface tension, the pressure variation and the normal stress 
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of the air in Equation (3-18) can be neglected since their magnitudes are several orders 
smaller than the other terms.  The air pressure can be used as a reference and set to 0.  
Equation (3-18) and (3-19) are used as the boundary conditions for the two momentum 
equations; Equation (3-20) is used as the boundary condition for the energy equation; and 
Equation (3-21) is used to determine the free surface radius. 
Since the system is axisymmetric, we have along the centerline, 















At the furnace inlet, 













where vp is the feed rate.  The glass temperature is extrapolated at the furnace inlet since 
no significant differences were found in the simulations when more detailed temperature 
boundary condition was modeled by extending the computational domain. 
There are two cases of computation domain: (1) furnace only; and (2) furnace and post-
chamber.  In both cases, the glass temperature at the bottom boundary is extrapolated from the 
interior as the downstream temperature of the glass outside the domain does not have 
considerable effect on the upstream temperature of the glass. 














where L = Lf in case (1), and L = Lf +Lp in case (2).  In case (1), the glass axial velocity at 
the exit is actually unknown since the glass solidifies far below the furnace.  Instead of 
assuming an arbitrary value for the velocity or radius, we use a Neumann boundary 
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condition that can be obtained from the elongation model for the draw tension.  In case 
(2), the axial velocity at the exit should be equal to the draw speed since the glass should 
solidify within the post-chamber.  Hence, 













at z = L 
Case (2) 1* =v
 
(3-26)
where Ft is the draw tension of the glass at the furnace exit.  The value of Ft can be 
measured and controlled immediately after the post-chamber.  Since the glass diameter is 
very small after it exits the furnace, its inertia and gravitational effects between the 
furnace exit and the tension measuring point are negligible.   
3.3.2 Air Domain 
No-slip boundary conditions are assumed along the free interface, the furnace and 
post-chamber walls for the air. 
at r = R(z) ******     ,    , ggg TTvvuu ===  (3-27)














***     ,0  (3-28)
where *gu , 
*
gv  and 
*
gT  are the radial, axial velocity components and the temperature along 
the glass free surface, respectively; *furT , 
*
postT  are the furnace and post-chamber 
temperature, respectively; and Rfur is the furnace radius.   
The top ring opening of the furnace is the exit of the buoyancy driven open-ended 
channel flow of the air.  The velocity and the temperature at the edge can be extrapolated 
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from the interior values when the downstream values have small effects on the upstream 
ones.  The pressure at the exit is equal to the ambient value. 





















At the bottom of the computation domain, two regions exist along the radial 
direction.  No-slip boundary conditions are used for the iris region. 
at z = L and r > Rope ****      ,0 irisTTvu ===  (3-30)
where the iris temperature *irisT  can be approximated as the ambient temperature, or can 
be calculated by balancing the heat flux; Rope is the radius of the iris opening.  At the 
small opening region, the Bernoulli equation is used to determine the pressure at the inlet cells 
at the iris opening. 
at z = L and r < Rope 2*** 2




















Again, the velocity components at the edge are extrapolated from the interior values.  For the air 
flowing into the chamber, its temperature is equal to the ambient value; while for the air inside 
the boundary layer around the moving fiber, the temperature at the edge is also extrapolated from 
the interior value.  
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3.4 Semi 2-D Model for Free Surface flow 
Although the complete 2-D fluid dynamic model is used for most simulations in 
this study, the results have shown that the highly viscous glass flow has a close 1-D 
distribution in the axial direction.  Any radial variation of the axial velocity is greatly 
reduced by the strong shear stress due to the large glass viscosity.  In order to obtain an 
efficient computation algorithm, a 1-D glass flow model is developed for the prediction 
of the free surface.  The temperature field is still solved using the 2-D model presented in 
the previous sections.  The viscosity for the 1-D flow model is calculated using the 
radially lumped temperature from the 2-D temperature solution.  This simplified semi 2-
D model can greatly reduce the computational cost while maintains the accuracy for the 
prediction of the fiber solidification location when the long post-chamber has to be 
included in the computation domain.  
The 1-D steady state flow model for the free surface flow can be derived using the 
mass conservation and the vertical force balance as follows: 
 
( ) 02** =Rv
dz
d π
   
 (3-34)




zz ππσπ +=  (3-35)
where zzσ  is the axial normal stress.  The surface tension force is neglected in Equation 
(3-35) since it has been verified in the 2-D solution that the surface tension is several 
orders of magnitude smaller than the viscous stress.  The viscous force of the air on the 










µσ +−=  (3-36)
The pressure in the glass can be obtained from the normal force balance condition at the free 
surface given by Equation (3-18).  The elongational model for the normal stress is derived as 
follows. 















where î  and ĵ  are the unit vector along the radial and axial coordinate directions, 
respectively; the prime denotes the derivative with respect to z.  The normal component 
of velocity along the free surface can be written as 

















Using the above expression, the derivative of *nV  with respect to n











































































Along the free surface, the steady state kinematic condition is given by 
Rvu ′= **  (3-40)
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Using the 2-D continuity equation 0/// ****** =∂∂++∂∂ zvruru  at the free surface and 



















Substituting Equations (3-37) and (3-40) to (3-42) into Equation (3-39) and assuming R′  
is small (the maximum value of R′  in our simulation is around 0.23, the square of which 























































































dvp µ−=  (3-47)
Finally, substituting the above expression for the glass pressure into Equation (3-36) 









µσ =  (3-48)







v p=  (3-49)
Substituting Equation (3-49) and Equation (3-48) into the inertia and viscous terms of 
Equation (3-35), respectively, and then integrating the resulting equation twice with 

























































where the two integration constants C1 and C2 can be determined by the velocity 
boundary conditions given by 
at z = 0 ** pvv =  (3-51)
at z = Lf + Lp 1* =v  (3-52)
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where the glass velocity at the exit is equal to the draw speed since the fiber solidifies 
within the post-chamber.  Substituting Equation (3-51) and (3-52) into Equation (3-50), 
we obtain 





























































Given the axial velocity distribution v*(z*) obtained from Equation (3-50), we can 
easily obtain the glass free surface profile using Equation (3-49) by 





zR p=  (3-55)
Since the calculation of v*(z*) in Equation (3-50) requires the information of R*(z*), both 
v*(z*) and R*(z*) are solved iteratively. 
3.5 Numerical Solution of the Thermo-Fluid Model 
Since the free interface has an arbitrary neck-down profile, the governing 
equations and boundary conditions in Section 3.2 and 3.3 need to be transformed in a 
curvilinear coordinate system ( )ξη, .  For convenience, the asterisks will be omitted from 




3.5.1 Discretization of the Governing Equations 
In order to obtain a general form of discretization of the governing equations, the 
momentum and energy equations for both the glass and air domains can be cast into a 
general form of unsteady convection-diffusion equation: 
( ) ( )

























































































where φ  represents the variables of u, v or T;  
S is the source term of the equation; 
and F, ijVU Γ ,~ ,~ , M, L, a and b can be easily identified from the governing 
























































;equation  momentum axial
















            ;equation energy air 
 equation   momentumair 

















and where Γ  is the diffusivity coefficient, which is µ for the momentum equation; k for 
the energy equation. 
The finite difference method is used to discretize all the terms in Equation (3-56).  
The computational stencil is shown in Figure 3-1.  The shaded block is the control 
volume whose center node is denoted by P.  All the neighboring grid nodes are denoted 
by the upper case letters which represent the position relative to the central node.  The 
faces of the shaded control volume are denoted by the lower case letters.  
Time derivative term 
The 1st order time derivative term can be discretized by 2nd order accurate one-
sided difference scheme 
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∂ −+ 11 /5.0/2/5.1 φφφφ  (3-64)
where n+1, n and n-1 denote the next, current and last time step, respectively; and t∆  is 
the simulation time step.   
 
 
Figure 3-1 Computational stencil 
Convective term 
The coefficients for the variables at the neighboring grid points should be kept 
positive in order to guarantee the robustness of the numerical solution.  To achieve this 
while keeping the second order accuracy, the second order upwind scheme is used to 
discretize the convective terms as follows: 




















( )[ ] ( )[ ] )0,~max(5.0)0,~max(5.0~ eEEEEeWPPee UUU −−+−−+= φφφφφφφ  (3-66)
( )[ ] ( )[ ] )0,~max(5.0)0,~max(5.0~ wEPPwWWWWww UUU −−+−−+= φφφφφφφ  (3-67)
( )[ ] ( )[ ] )0,~max(5.0)0,~max(5.0~ sSSSSsNPPss VVU −−+−−+= φφφφφφφ  (3-68)
( )[ ] ( )[ ] )0,~max(5.0)0,~max(5.0~ nSPPnNNNNnn VVU −−+−−+= φφφφφφφ  (3-69)
In the above equations, the variables at the control volume faces are extrapolated from 
the neighboring two nodes on one side instead of interpolating from two adjacent nodes 
on both sides.  This is how the coefficients of neighboring grid variables are guaranteed 
positive and the second order accuracy is also maintained in the discretization. 
Diffusion term 
The diffusion term and the pressure term can be discretized by the second order 










































where i = NW, N, NE, W, P, E, SW, S, SE;  







where the coefficients Di are given by 
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( )121225.0 nwNWD Γ+Γ=  (3-72)
( ) 22121225.0 newND Γ+Γ−Γ=  (3-73)
( )121225.0 neNED Γ+Γ−=  (3-74)
( )121211 25.0 snwWD Γ−Γ+Γ=  (3-75)
( )22221111 snewPD Γ+Γ+Γ+Γ−=  (3-76)
( )121211 25.0 nseED Γ−Γ+Γ=  (3-77)
( )121225.0 swSWD Γ+Γ−=  (3-78)
( ) 22121225.0 sweSD Γ+Γ−Γ=  (3-79)
( )121225.0 seSED Γ+Γ=  (3-80)
All the parameters at the grid faces in the above equations can be interpolated from the 
two adjacent nodes. 
Discretized equation 
Substituting all the above discretized terms into Equation (3-56), we obtain the 










11 φφ  (3-81)
where 











= 0,~max0,~max0,~max0,~max5.1  (3-82)
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( )0,~max nNN VaDEA ⋅+⋅=  (3-83)
( )0,~max wWW UaDEA ⋅+⋅=  (3-84)
( )0,~max eEE UaDEA −⋅+⋅=  (3-85)
( )0,~max sSS VaDEA −⋅+⋅=  (3-86)



















( ) ( ) ( ) ( )[ ]
( ) ( ) ( ) ( )[ ]
( ) ( ) ( ) ( )[ ]











































15.02 φφ  (3-90)
The source terms Sc and Sd are taken from the discretized convection term and the 
diffusion term, respectively.  In this way, we have a compact 5-grid-point equation 
system and the coefficients of the four neighboring grid variables are positive.  The 
discretized equation is in a semi-implicit form since the source term and the pressure term 
are evaluated at the previous time step.  The equation is also nonlinear since the 
coefficients of the variables are dependent on the variables. 
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3.5.2 Grid Scheme and Discretization of the Free Surface Boundary Conditions 
Due to the following advantages, staggered grids are used in the numerical 
solution of the governing equations: 
• It guarantees the strict energy conservation in the finite volume discretization so 
that smaller grid number can be used.  
• The fluctuations in the solution (especially at the free surface) due to the central 
differencing of the first derivative terms are avoided. 
• There is no need for the explicit boundary condition for pressure at the free 
surface.  
In the staggered grid system, temperature, pressure and all the physical properties 
are defined at the center node of each cell, while velocity components u and v are defined 
at the cell faces, whose control volumes are half a grid staggered from those of p and T as 
shown in Figure 3-2.  The staggered grid scheme, though it requires tedious 
interpolations of variables, is shown to be robust and efficient. 
 
Figure 3-2 Staggered grid 
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In order to implement the free surface boundary conditions given by Equations 
(D-16) and (D-17) using the staggered grid, appropriate discretization and manipulation 
are required to ensure stable and robust convergence in the computation.  Along the free 
surface, the faces of the boundary grids are aligned with the surface as shown in Figure 
3-3.  We define u at the surface and v half a grid away from the boundary.  The first 
derivatives of the velocity components in Equations (D-16) and (D-17) need to be 
evaluated along the free surface.  In order to maintain the 2nd order accuracy in the 
differencing, the glass domain is extended outward by half a grid size, and a fictitious v 
component is defined on the new boundary as shown in Figure 3-4 in dashed lines.  The 
2nd order accurate finite differencing can be implemented on the grey colored control 
volume right on the free surface with the grid molecules shown in Figure 3-4(a) as 


































































(a) control volume for u at the free surface 
 
(b) control volume for v at the free surface 
 
(c) control volume for T at the free surface 






























Substituting Equations (3-91) ~ (3-94) into Equation (D-16), we obtain the 
following 5-grid-point equation for u after some manipulation:  
SPWWWNipSua fsu
i







1Re µ−−=  (3-100)
WWrWW nga ,
111Re µ−=  (3-101)
WrW nga ,
111Re4 µ−−=  (3-102)
( )nPrP Bng
g
a −= − ,
11
11





1Re µ−=  (3-104)
( ) ( ) ( ) ( )[ ]{




























Substituting Equation (3-95) ~ (3-98) into Equation (D-17), we obtain the 
following 6-grid-point equation for v after some manipulation:  
SSWPWNNWiSva fsv
i




12 25.025.0 −−=  (3-107)
NzNrN Jnnga ,,





11 −−=  (3-109)
t
PrP Cnga 5.0,
11 −=  (3-110)
SWzSWrSW Jnnga ,,
12 25.025.0 +=  (3-111)
SzSrS Jnnga ,,
12 25.025.0 +=  (3-112)
( ) ( ) ( ) ( ) ( ) ( )[ ]











The 2nd order accurate central and one-sided finite differencing is also applied to 
the derivative terms in Equation (D-18) using the control volume with the grid molecules 
shown in Figure 3-4(c).  The following 5-grid-point equation is obtained for T: 
SPWWWNiSTa fsT
i





gkaa SN =−=  (3-115)
115.0 gkaWW −=  (3-116)
112 gkaW −=  (3-117)








Care should also be taken in the discretization of the kinematic condition given by 
Equation (3-21) to avoid fluctuations in the solution of the free surface profile.  Using the 








Note that the above central difference is obtained using every two adjacent discrete radii 
instead of every other two adjacent ones.  This is the mechanism to avoid fluctuations in 
the solution.  The time derivative term is discretized by the 2nd order one-sided 
differencing scheme.  Defining ( )nsc RRR += 5.0 , the discrete form of Equation (3-21) is 































































The solution of Equation (3-121) only needs one boundary condition: R(z = 0 ) = 1.   
3.5.3 Solution of the Navier-Stokes Equations 
The solution of the momentum equations needs the evaluation of the pressure 
derivative terms.  There is no explicit equation for the solution of pressure.  The implicit 
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condition requires that the correct pressure field should be such that the velocity field 
satisfies the continuity equation.  Proper algorithm is needed to solve the pressure-
velocity coupled Navier-Stokes equations.  In this study, we find the artificial 
compressibility method (ACM) (Chorin, 1967) are robust in solving the governing 
equations for the glass domain, while the pressure-implicit with splitting of operators 
(PISO) algorithm (Issa, 1985) is more effective for solving the governing equations for 
the air domain.  We extend the application of the PISO algorithm to the solution of 
Navier-Stokes equations in the curvilinear coordinate system and on the staggered grids.  
3.5.3.1 ACM for the Glass Domain 
In the glass domain, the ACM is used to solve the pressure-velocity coupled 
equations.  An artificial time derivative of the pressure is added to the continuity equation.  









































where t~  is the fictitious time, and β  is the artificial compressibility factor that can be 
tuned to obtain the optimum convergence rate.  The pressure field can then be explicitly 
solved by the standard time marching scheme using the above equation and the latest 
velocity field at each time step.  The artificial term vanishes when the time marching 
iteration reaches the steady state so that the physical continuity equation is satisfied.  
Since we only need steady state solution, the physical time t in the momentum and energy 
equation is also replaced by the artificial time t~ .   
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3.5.3.2 PISO scheme for the Air Domain 
ACM works well for the solution of the governing equations for the glass domain, 
but it is not a robust and efficient method for solving the mixed convection problem in 
the air domain.  Instead, the method of PISO is shown to be more effective for the air 
domain.  This method is similar to the popular SIMPLER method developed by Patankar 
(1980).  The main feature of the technique is the splitting of the solution process into a 
series of steps whereby operations on pressure are decoupled from those on velocity at 
each step.  The fields obtained at each time step are close approximations of the exact 
solution of the difference equations.  Usually only two steps of splitting of operators are 
needed at each time step, which makes the method an efficient non-iterative algorithm.  
Since our governing equations are discretized in the curvilinear coordinate system on the 
staggered grid, the intermediate equation generated in the algorithm is quite complicated. 
Predictor Step 
At first, the pressure field at the latest time step tn is used in Equation (3-81) to 
obtain u+ and v+, which are the first intermediate estimations of the velocity field at the 
next time step.  The following equations are solved  




































































where the superscript n denotes the current time step.  Since the velocity components u 
and v are defined at different locations in the staggered grid as shown in Figure 3-2, we 
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use the superscript u and v to differentiate the coefficients evaluated at the corresponding 
locations.   
First Corrector Step 
 We defineu′ , v′  and p′ as the corrections to u+, v+ and pn, respectively, then the 
new estimations of the velocity and pressure fields are given by: 
''   ; vvvuuu +=+= ++++++  (3-128)
'ppp n +=+  (3-129)
An approximation of u′  and v′  can be derived using Equation (3-126) and (3-127). 



























































Substituting the expression of U and V given by Equation (D-9) and (D-10) into the 
above equation and applying the central difference scheme to the differentiations on a 
control volume for pressure, we get the following equation: 
( ) ( )






































Substituting Equations (3-128) ~ (3-131) into the above equation and applying the central 
differencing to the pressure derivative terms, we obtain the following 9-grid-poiont 




















































where the coefficients for the pressure at the central node and 8 neighboring grid points 
as shown in Figure 3-1 are given by 
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In the staggered grid, one face of each boundary control volume is aligned with the solid 
boundaries along the glass free surface or the furnace wall.  The same type of discrete 
Poisson equation for pressure can be derived at these boundary control volumes except 
that some of the pressure derivative terms in Equations (3-130) and (3-131) have to be 
discretized by one-sided finite differencing so that all the grid points associated with the 
Poisson equation are within the computation domain. 
Equation (3-134) together with the boundary equations are solved to obtain p′ , 
which is then substituted into Equations (3-130) and (3-131) to get u′  and v′ .  The 
velocity and pressure fields can now be updated by Equations (3-128) and (3-129).  Note 
that u++ and v++ satisfy the continuity equation.   
Second Corrector Step 
We defineu ′′ , v ′′  and p ′′ as the further corrections to u++, v++ and p+, respectively, 
then the new estimations of the velocity field and the pressure field can be given by: 
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vvvuuu ′′+=′′+= ++++++++++   ;  (3-144)
ppp ′′+= +++  (3-145)
An approximation of u ′′  and v ′′ can be derived using Equation (3-126) and (3-127). 
























































Since both (u+++, v+++) and (u++, v++) satisfy the continuity equation, ( u ′′ , v ′′ ) 

























Substituting Equations (3-146) and (3-147) into the above equation, we obtain another 9-















































−=′′∑ ρρρρ  (3-149)


























The coefficients ai in Equation (3-149) are given by Equations (3-135) ~ (3-143).   
Equation (3-149) together with the similarly derived boundary equations are 
solved to obtain p ′′ , which is then substituted into Equations (3-146) and (3-147) to get 
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u ′′  and v ′′ .  The velocity and pressure fields can now be updated by Equation (3-144) 
and (3-145).  This complete the splitting process at which stage the u+++, v+++ and p++ 
fields are taken to stand for the exact solution of un+1, vn+1 and pn+1.   
3.5.4 Computation Algorithm 
The solution of the conjugate problem of the fiber drawing process is challenging 
since it requires the simultaneous solution of the governing equations in both the glass 
and the air domains as well as the radiative transfer and the enclosure analysis.  
Furthermore, the free interface between the glass and the air is unknown.  Multiple loops 
of iterations are needed to obtain the numerical solution, which makes the convergence of 
the computation challenging.    
The degree of freedoms (unknown variables) during the computation iterations 
can be effectively reduced by decoupling the temperature iteration and the free surface 
iteration.  Based on this idea, the following computation procedures turn out to be 
efficient and robust in solving the steady state free surface profile, the velocity and 
temperature fields of the glass and the air.  Two procedures are presented: one is for the 
complete 2-D model; the other is for the semi 2-D model. 
Computational Procedure for the Complete 2-D Model 
In this computational procedure, 2-D models are used for all the thermo-fluid 
transports in both the glass and the air domains. 
Step 1: Input the assumed initial free surface profile R(z) and the values of the primitive 
variables (p, u, v, T). 
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Step 2: Conjugate temperature iteration (with a given free surface and the glass velocity 
distribution). 
(a) Calculate all the view factors. 
(b) Solve the 2-D governing equations for the mixed convection problem in the air 
domain using the PISO algorithm, and then calculate the convective heat flux 







(c) Solve the RTE using the FVM; at the same time, obtain the furnace radiosities 
through the enclosure analysis.  Iteration is needed for the intensities along the 
free interface.  
(d) Calculate Rq⋅∇  using the intensities solved in the last step. 
(e) Solve the 2-D glass energy equation using the implicit time marching scheme. 
(f) Repeat Step 2(c) until a steady state solution of the glass temperature is reached.  
(g) Repeat Step 2(b) until the glass temperature does not vary between two 
consecutive iterations in this step. 
Step 3: Free surface and velocity field computation (with the given glass temperature 
field obtained in Step 2). 
(a) Calculate the glass viscosity using the temperature field solved in Step 2. 
(b) Use the velocity and pressure fields in the last time step as the initial estimation 
of the fields in the current time step; then use the initial or intermediate 
estimation of the fields in evaluating the nonlinear coefficients and source terms 
in Equation (3-81). 
(c) Solve the 5-grid-point discrete equations for u and v. 
(d) Using the intermediate velocity field obtained in Step 3(c), explicitly update the 
pressure field by Equation (3-125). 
(e) Go back to Step 3(b) until the velocity field does not vary between two 
consecutive iterations in this step.   
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(f) After the current time step velocity field is obtained, update the free surface 
profile using the kinematic condition given by Equation (3-121) in the discrete 
form. 
(g) Regenerate the 2-D curvilinear grid using the updated free surface profile. 
(h) Assign the new velocity and pressure field to the old time step variables, and 
then go back to Step 3(b) to calculate the fields in a new time step until the 
solution shows that the steady state has been reached. 
Step 4: Go back to Step 2 until the relative change between two consecutive computed 
free surface profiles at Step 4 is less than 10
-5
. 
Computational Procedure for the Semi 2-D Model 
In this computational procedure, 2-D models are still used in solving the thermal-
fluid transport in the air domain and the thermal transport in the glass domain, while the 
1-D glass flow model developed in Section 3.4 is used for free surface and glass velocity 
calculation. 
Step 1: Input the assumed initial free surface profile R(z) and the values of the primitive 
variables v(z) and T(r, z) for glass. 
Step 2: Conjugate temperature iteration (with a given free surface and the glass velocity 
distribution). 
(a) Neglecting the radial variation of v(z), the radial component of velocity is 
obtained by 
dz













(b) Calculate the view factors. 
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(c) Solve the 2-D governing equations for the mixed convection problem in the air 
domain using the PISO algorithm, and then calculate the convective heat flux 







(d) Solve the RTE using the FVM; at the same time, obtain the furnace radiosities 
through the enclosure analysis.  Iteration is needed for the intensities along the 
free interface.   
(e) Calculate Rq⋅∇  using the intensities solved in the last step. 
(f) Solve the glass energy equation using implicit time marching scheme. 
(g) Repeat Step 2(d) until a steady state solution of the glass temperature is reached.  
(h) Repeat Step 2(c) until the glass temperature does not vary between two 
consecutive iterations at this step. 
Step 3: Free surface computation (with the temperature field T(r,z) obtained in Step 2). 
(a) Calculate the glass viscosity using the radially lumped temperature given by 









(b) Calculate 1-D glass velocity distribution v(z) using Equation (3-50). 
(c) Update the free surface profile using Equation (3-55). 
(d) Repeat Step 3(b) until the free surface profile does not change between two 
consecutive iterations. 
Step 4: Regenerate the 2D curvilinear grid, and then repeat Step 2 until the relative 





4. CHAPTER IV 
REDUCED ORDER MODELING AND ROBUST CONTROL 
4.1 Overview 
In the previous chapters, we have developed the computational models for the 
thermal-fluid transports in the fiber drawing system, which can be used for design 
optimizations.  In this chapter, we develop a reduced order dynamic model on the basis of 
the computational models and then design a robust controller using the ROM.  A quasi 1-
D fluid dynamic model is developed first.  The PDE’s are then linearized around the 
steady state solution obtained from the 2-D CFD model.  Karhunen-Loeve (K-L) 
decomposition is applied to the transient simulation data obtained using the CFD model 
to obtain a set of optimal numerical eigenfunctions corresponding to the most typical 
structures of the transient response.  The empirical eigenfunctions are then used as the 
basis functions in the Galerkin’s procedure on the linear PDE’s to obtain the ROM.  
Finally, the ROM is written in a state space form, and a mixed H∞/LQG controller is 
designed, which not only minimizes the H2 norm but also reduces the H∞ norm of the 
closed-loop system to less than a small constant.    
4.2 Quasi 1-D Fluid Dynamic Model 
As will be shown in Chapter V that the glass velocity and temperature 
distributions are approximately 1-D in axial direction in the neck-down region for the 
large preforms up to 8cm in diameter.  Furthermore, as the goal of a close-loop control 
system is to meet the control objective, the model used for the controller design is not 
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required to be as accurate as the one used for variable prediction and analysis.  Hence, we 
use a quasi 1-D fluid dynamic model in deriving the reduced order model that will be 
used in the control design.  This greatly simplifies the modeling process and reduces the 
computational cost.     
For the system shown in Figure 1-2, the regulated outputs are the fiber diameter 
and tension; the manipulating inputs are the draw speed, the feed-rate, and the furnace 
irradiation.  The draw dynamics of the free surface flow are characterized using the 
following three coupled distributed state variables: 2Ra π= (the glass cross-sectional area 
of radius R), the glass axial velocity v, and the glass temperature T.  Using the 
characteristic quantities given by Equation (3-6), the dimensionless dynamic equations 
(where the asterisks are dropped for ease of presentation) for the 1-D conservation of 




































∂ µρ  (4-2)













































where g is the gravity acceleration; k~  is the glass apparent conductivity; qm2 = ρCpTmvf is 
used to nondimensionalize the heat flux terms; n and r are the unit normal and radial 
vectors at the free surface respectively.  The elongational model for the normal stress, 
zvzz ∂∂= /3µσ , has been used in deriving Equation (4-2). 
The net radiation heat flux leaving the glass surface is given by 
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   ( )HEq bgrad ~~~ −=′′ ε  (4-4)
where gε~  is the apparent glass emissivity which can be obtained using the correlation 
given by Myers (1989); bE
~ is the apparent blackbody emissive power given by 4Tσ (σ is 
the Stefan-Boltzmann constant); and H~  is the apparent irradiation.  Since the glass does 
not have physical emissivity and surface emission at the semitransparent band, the above 
apparent variables only represent an approximate characteristics of the radiation heat flux.  
The steady state values of the above apparent variables can be obtained from the 2-D 
numerical solution of the radiation heat flux and the glass temperature.  In obtaining the 




 where λH is given by 
Equations (2-23); and λJ  at two different bands are given by Equations (2-15) and (2-16). 
The air convective heat flux at the glass surface is given by 
   ( )aconv TThq −=′′  (4-5)
where h is the convective heat transfer coefficient and Ta is the radially lumped air 
temperature.  Both h and Ta can be obtained from the 2-D numerical solution of the air 
temperature field using the model presented in the last chapter.   
We model the radiative transfer in the axial direction in the form of a Rosseland 
conductivity: 








where k is the molecular conductivity; and ng is the average index of refraction of the 
glass.  In Equation (4-6), the apparent absorption coefficient Rκ~  accounts for the fact that 
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the media is not optically thick, which can be obtained using the steady-state radiative 
flux and the temperature field solved from the 2-D CFD model presented in the previous 
chapters.  
The boundary conditions of the quasi 1-D model are  





















Tvv o  (4-8)
where vi and vo are the dimensionless feed rate and draw speed, respectively. 
4.3 Reduced Order Model (ROM) 
The procedure for deriving the ROM is as follows: The quasi1-D CFD model is 
linearized around the steady state solution obtained from the full-2D model. The K-L 
expansion is applied to the CFD simulated data to obtain numerical eigenfunctions for 
each distributed state variable.  Finally, the ROM is obtained by applying the Galerkin’s 
method to the linear PDE’s using the smallest number of basis functions. 
4.3.1 Linear PDE’s 
To linearize the nonlinear system given by Equations (4-1) to (4-3), the 
distributed state variables are written as the superposition of their steady state values ( a , 
v  andT ) and the dimensionless perturbations ( a′ , v′  and T ′ ): 
( ) ( ) ( )[ ]tzazatza ,1, ′+=  (4-9)
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( ) ( ) ( )[ ]tzvzvtzv ,1, ′+=  (4-10)
( ) ( ) ( )[ ]tzTzTtzT ,1, ′+=  (4-11)
As the transient temperature variation in response to the small magnitude of 
disturbances are small, the nonlinear dependence of ( )Tµ , ( )Tk~  and ( )TE~  on 
temperature can be approximated as the following linear relations 




















Garner (2000) has shown experimentally that the furnace temperature profiles are 
relatively similar in shape when the setting of the maximum furnace temperature is 
changed.  Therefore, the irradiation from the furnace can be approximately written as 
( ) ( )( ) ( )zHtqtzH ′+= 1,~  (4-15)
where ( )tq′  is the dimensionless perturbation of the irradiation which can be controlled 
by the electrical current input to the furnace, and ( )zH  is the steady state spatial 
distribution of the irradiation at the nominal setting. 
The main source of the high frequency disturbances that we need to deal with is 
the fluctuation of the air convective heat flux at the free surface.  We treat this 
disturbance as the perturbation to the convective heat transfer coefficient as follows: 
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( ) ( ) ( )[ ]thzhtzh ′+= 1,  (4-16)
where h  is the steady state value and h′  is the dimensionless perturbation.  
Substituting Equations (4-9) ~ (4-16) into Equations (4-1) ~ (4-3) and only 
retaining the first order terms, we obtain the following linear PDE’s 




















































































































































































































4.3.2 Karhunen-Loeve Expansion 
The state variables a′ (z, t), v′ (z, t) and T ′ (z, t) in the linear PDE’s are distributed 
parameters and thus infinite dimensional.  In order to obtain finite order models formed 
by ordinate differential equations (ODE’s), it is necessary to discretize the PDE’s.  The 
lowest possible order of the distributed system model can be achieved by using the 
optimal (empirical or numerical) eigenfunctions through the K-L decomposition.  For this 
purpose, we obtain a sufficient large set (ensemble) of snapshots which are the distributed 
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state variables sampled during the transient responses to all the possible manipulating 
inputs and the disturbances.  The manipulating inputs to the system are iv′ , ov′ , and q′ .  
These inputs may also be superposed by small magnitude of disturbances from the 
actuators.  The fluctuation of h’ is one of the main sources of high frequency disturbances.  
Assuming that the arbitrary input to the system may be represented as Fourier series, i.e. 
linear combination of sinusoidal functions with frequencies up to the bandwidth (ωmax) of 
the system to that input, we simulate the transient responses to each input at both its 
lowest frequency (step input) and highest frequency (sinusoidal input at ωmax) using the 
quasi 1-D CFD model.  In sampling the snapshots during the simulations, shorter 
sampling periods are used for steep responses while longer periods are used for slow 
responses.  Unlike the trigonometric or other mathematical functions, the numerical 
eigenfunctions obtained using the simulation data of the physical model have embedded 
physical characteristics and satisfy the boundary conditions automatically. 
The manipulated inputs ( )tvi′  and ( )tvo′  are the boundary values of the velocity 
perturbation.  In order to explicitly involve these inputs in the system equations as 
required by control models, the following variable is defined 













vα′  and ivα′  are the stead state responses of v′  to the step input of oov α=′  and 
iiv α=′ , respectively; and αo and αi are two small constants.  Note that v̂  satisfies 
homogeneous boundary conditions.   
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The snapshots for each state variable of a′ , v̂  and T ′  form an ensemble 
represented as ( ){ }zun , where n = 1, 2, …, N and N is the total number of snapshots 
obtained in the simulations for all the inputs. The numerical eigenfunction ( )zφ  should 
represent the most typical characteristic structure among the snapshots.  This is 
equivalent to obtaining a function ( )zφ  which minimizes the following objective function 
( ) ( ) ( ) ( )( )zuzzuzJ nn −−= φφ ,  (4-21)







/1 , and ( )⋅⋅,  is the inner 




, .  The minimization of the 
cost function in Equation (4-21) is mathematically equivalent to maximize the ensemble 







J =  (4-22)
where the cost function is normalized to make the solution unique.  The cost function can 
be rewritten as 
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )





































where the linear operator R is defined as ( ) ( ) ( ) ( )∫ ′=
L
nn dzzzuzuz 0 φφR .  It follows that 
the maximization problem of Equation (4-22) is reduced to the following eigenvalue 
problem 
λφφ =R  (4-24)
and the function that maximizes J of Equation (4-22) is the eigenfunction of Equation 
(4-24) corresponding to the largest eigenvalue.  
An efficient way to solve the above integral equation is provided by the method of 
snapshots (Sirovich, 1987), where the eigenfunction is approximated as a linear 
combination of the snapshots as follows 








Substituting this into Equation (4-24) yields 
cBc λ=  (4-26)
where the entry of matrix B is 









The elements of the eigenvector [ ]TNcc K1=c are used in Equation (4-25) to 
construct the eigenfunction ( )zφ .  If we put the order of the magnitude of the eigenvalues 
as Nλλλ >>> K21  and the corresponding eigenfunctions are 1φ , 2φ , …, Nφ , then 1φ  
represent the most typical structure of the snapshot ensemble and 2φ  is the next typical 
structure, and so forth.  
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4.3.3 Galerkin Discretization 
Using the numerical eigenfunctions obtained in the last section, we can map the 
distributed state variables to the spectral coefficients in the linear combination of 
eigenfunctions as follows: 







, φ  (4-28)

























, φ  (4-30)
where aφ , vφ  and Tφ  are the eigenfunctions obtained using the snapshots of a′ , v̂  and 
T ′ , respectively; Ka, Kv and KT are the number of eigenfunctions retained in the 
expansion for a′ , v̂  and T ′ , respectively; and xa, xv, and xT are the spectral coefficients in 
the linear mapping of each distributed state variable.  Equation (4-29) is obtained by 







,ˆ φ  into Equation (4-20) and rearranging the equation.  
Equations (4-28) ~ (4-30) are substituted into Equation (4-17) ~ (4-19).  Both 
sides of the resulted continuity equation are multiplied by each of the Ka eigenfunctions 
aφ  and are integrated in the spatial domain.  Ka ordinary differential equations (ODE’s) 
are obtained in this Galerkin procedure (Fletcher, 1984).  Similarly, Kv and KT ODE’s are 
obtained from the resulted momentum equation and energy equation, respectively.  The 
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, &&  
k = 1, 2, ..., KT 
(4-33)
where the linear coefficients are given by 
∫=
L



































vkaiikv dzvaM 0, φφ  (4-39)
∫=
L

























3 φφφµφ  (4-41)
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3 φφ  (4-43)
















































































TkaiikT dzTaM 0, φφ  (4-48)
∫=
L






































31 φφµφφ  (4-50)













6 φφµφ  (4-51)
( ) ( )

























































































































































The measurable outputs include the fiber cross-section area, temperature and 
tension force at the post-chamber exit (z = L): 
( ) ( ) ( )[ ]TtLFtLTtLa ,,,0 ′′′=y  (4-57)
Using the elongational model dzdvaFt /3 µ= , the perturbation form of the tension force 
can be shown to be 




vdaF /33 1 ⎥⎦
⎤
⎢⎣
⎡ ′+′+′=′ µµ  (4-58)
Using Equations (4-28) ~ (4-30) and (4-58), the elements of the output vector in Equation 
(4-57) can be expressed as 







1 φ  (4-59)
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2 φ  (4-60)



































































4.3.4 State Space Control Model 
The actuator dynamics of the manipulated inputs can be approximated by the 
following 1st order models 
ooooo uKvv =′+′&τ  (4-62)
iiiii uKvv =′+′&τ  (4-63)
fff uKqq =′+′&τ  (4-64)
where the subscripts “o”, “i” and “f” denote the fiber winding spool, preform feed 
mechanism, and furnace; and τ, K and u are the time constant, gain and input of the 























After substituting equations (4-65) and (4-66) into Equation (4-32), we can combine the 
actuator dynamics and the linear ODE system model and write the ROM in the following 








′++= hh&  (4-67)
where TioTKTTvKvvaKaa qvvxxxxxxxxx ava ] , , , , , , , , , , , , , ,[ 2121210 ′′′= KKKx  is the state 
vector; and  u = [uo, ui, uf]T is the input vector.  The number of state variables is K = Ka + 
Kv + KT + 3.  The matrixes M, A0∈RK×K, B0∈RK×3, Dh∈RK×1, C0∈R3×K, and D0∈R3×3 





























































































































































































































































































4.4 Robust Control 
In this section, we design a mixed H∞/LQG controller which not only minimizes 
the H2 norm but also reduces the H∞ norm of the closed-loop system to less than a small 
constant.  The minimization of the H2 norm guarantees the good performance of the 
close-loop system.  The small H∞ norm increases the robustness of the close-loop system 
so that the effect of the modeling errors is reduced.  The control objective of the fiber 
drawing process is to regulate the fiber diameter and tension under the effects of 
disturbances.  The uniformity of the fiber diameter is one of the key quality factors 
affecting the optical loss in fibers.  The deviation of the fiber diameter from the nominal 
value of 125µm should be no larger than 1µm and as small as possible.  The main source 
of disturbances is the fluctuation of h′  which has high frequency contents.  The effect of 
the high frequency disturbances can only be compensated by manipulating the draw 
speed since the other two control inputs (feed rate and furnace heat flux) have very small 
bandwidths and the corresponding actuators have large time constants as will be shown in 
the later simulations.  In this case, the fluctuations in the fiber diameter and tension 
cannot be minimized at the same time with only a single effective control input.  We 
choose the fiber diameter as the higher priority regulated output in this study. 
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where a new state variable ( )∫ ′=+
t
K dttLax 01 ,  is added and x = [x0
T xK+1]T.  The system 
given by Equation (4-67) is augmented by the following state equation 
( ) [ ]( )uDxC 0001 001, +=′=+ tLaxK&  (4-75)
The performance vector is given by z = [zxT zuT]T, where ( )[ ]TKx tLFx ,11 ′= + εz  and 
[ ]( )uz 432 εεεdiagu = .  Instead of using ( )tLa ,′  directly, the integration of ( )tLa ,′  or 
xK+1 in zx is used to eliminate the steady state error of the fiber diameter.  This integration 
adds one more order to the system.  The constants εi (i = 1, 2, 3, 4) are the weights on the 
performance variables and control efforts, which can be tuned to obtain the best overall 
performance.  ε1 should be less than 1 since the fiber tension has lower priority than the 


















































 The measured output is given by ( ) ( )[ ]TtLTtLa ,, ′′=y .  Although the fiber tension at 
the chamber exit is also available in the measurement, we do not include it in y since the 
calculation of F ′  involves one more linearization in Equation (4-58), which may induce 
poor performance in the dynamic observer.  The disturbance input vector is formed by 
two parts: w = [w1T w2T]T; the system disturbance vector w1 is given by 
[ ]Tfio wwwh′=1w  where wo, wi and wf are the disturbances superposed on the 
actuator inputs uo, ui and uf, respectively; the sensor noises for the measured output vector 
y are given by [ ]TTa ww=2w  where wa and wT are the noise on ( )tLa ,′  and ( )tLT ,′ .  
The matrixes ( ) ( )11 +×+∈ KKRA , ( ) 31 ×+∈ KRB , ( )12 +×∈ KRC  and 32×∈RD  are readily 


















































The weighting matrixes for the disturbances and noises are given by 
[ ] [ ]( ) ( )[ ]2176511 00 ×+−= KTh diag εεεBDMD  (4-82)
[ ]( )[ ]98422 0 εεdiag×=D  (4-83)
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where εi (i = 5-9) are the tunable weights. 
The system given by Equation (4-74) is stabilizable and detectable.  Given the 
above (N+1)th order plant model, the mixed H∞/LQG control problem is to determine an 








which satisfies the following design criteria: 
i) the close-loop system in Equation (4-74) and (4-84) is internally stable; 
ii) the close-loop transfer function ( )sGzw
~  from disturbances w to performance 
variables z satisfies the constraint 










where σ denotes the singular value and 0>γ  is a given constant; and  
iii) the H2 norm of ( )sGzw
~  














The block diagram of the close loop system is shown in Figure 4-1.  The solution of the 
above control problem can be found in Haddad (1995) and is given below 







( ) 12 −−− −−= QPIPBRC 12c γT  (4-89)









TT γ  (4-91)
and where R1 = E1TE1, R2 = E2TE2, V1 = D1D1T, V2 = D2D2T. 
 
 
Figure 4-1 Block diagram of the close-loop system 
From the small gain theory, the H∞ norm of the system uncertainty matrix ( )s∆  
should not exceed 1/γ in order to retain the asymptotic stability of the close-loop system.  
Hence, higher system robustness can be achieved by using smaller γ in Equation (4-85).  




























































































































Equations (4-90) and (4-91).  In order to obtain the highest possible robustness, we 
estimate an initial value of γ and then gradually reduce its value until the smallest 
possible γ that renders positive semi-definite solution of P and Q is found. 
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5. CHAPTER V 
COMPUTATIONAL RESULTS 
5.1 Overview 
The computational results of this thesis consist two parts: 1) numerical solutions 
of the CFD models; and 2) dynamic simulations of the robust control system.  Using the 
numerical model and algorithm developed in Chapters II and III, the first part of this 
chapter presents the steady state simulations of the modern fiber drawing process where 
large preforms and high draw speeds are used.  The models are validated by numerical 
and experimental methods.  The 2-D numerical solutions of the temperature and velocity 
fields in both the glass and air domains are presented.  The characteristics of the variable 
distributions are analyzed.  The accuracy of the semi 2-D model is studied by comparing 
with the complete 2-D model.  The semi 2-D model is then used to study the effects of 
draw speed on the glass temperature distribution and the glass solidification location in 
the post-chamber.  In the second part of this chapter, the ROM is validated by comparing 
with a dynamic semi 2-D CFD model in the transient responses.  The close-loop 
simulations of the robust control system are carried out using the dynamic CFD model.  




5.2 Computational Results of the CFD models 
In this section, the steady state simulations using the CFD models developed in 
Chapter II and III are carried out.  The models are validated by numerical and 
experimental methods. 
5.2.1 Simulation Parameters 
A MATLAB program with C++ subroutines has been written to predict the 
temperature/velocity fields in a state-of-the-art fiber drawing process as shown in Figure 
1-2, where a high draw speed (up to 35m/s) along with a large preform diameter (up to 
0.18m) is considered.  The simulation parameters are shown in Table 5-1.      
Table 5-1: Parameters used in the simulation 
Specified fiber radius, Rf  ( mµ ) 62.5
Specified draw speed, vf  (m/s) 18, 25, 30, 35 
Specified draw tension,  Ft (grams) 90
 
Preform radius, Rp  (m) 0.045
 
Furnace peak temperature, Tf,max (K) 2,400
Furnace minimum temperature, Tf,min  (K) 1,700
Furnace radius, Rfur (m) 0.06
Furnace length, Lf (m) 0.45
Post-chamber radius, Rpost (m) 0.055
Post-chamber length, Lp (m) 2.75 
The glass preform is made of fused silica.  Most of the physical properties of 
fused silica are taken from Fleming (1964).  More recent experimental correlation of the 








T 539.61939368.14exp1.0µ  (5-1)
 
 102
The radiation properties and the band-model of the wavelength spectrum are given in 
Appendix B. 
A non-uniform grid is used with a denser spacing near the free interface and the 
walls.  In the air domain, the dimension of the first grid adjacent to the fiber surface 
should be at least less than half of the fiber radius, i.e., 30µm, in order to account for the 
sharp gradients in the boundary layer. 
Two cases are studied in the following simulations: 
Case 1, furnace domain 
 The complete 2-D model is used and only the furnace domain is considered; the 
Neumann boundary condition for the velocity given by Equation (3-25) is used at the 
furnace exit.  Since the glass surface velocity is small and the air temperature is close to 
the glass temperature in the furnace domain, the air convective heat flux is much smaller 
than the dominant radiation flux.  Hence, the use of an approximate heat transfer 
coefficient h will not affect the accuracy of the solution significantly, while the total 
computation time can be greatly reduced.  A sinusoidal variation of h varying from 30 
W/m2K at the furnace inlet to 50 W/m2K at the exit was used.  This heat transfer 
coefficient was based on the numerical solution of the 2-D air temperature in the furnace 
and the post-chamber.  The average air temperature of 1900K inside the furnace was used.  
The simulation in this case offers the detailed 2-D temperature and velocity distribution 
in the glass.  It also validates the effectiveness of the semi 2-D model. 
A grid size study in the glass domain showed that no noticeable changes in the 
results are observed when the grid number is larger than 81x15 (in z and r directions, 
respectively). This is much smaller than 401x21 used by Choudhury et al. (1999).  One of 
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the reasons for the efficiency is that the staggered grid guarantees strict energy 
conservation in the finite volume discretizaiton and reduces fluctuations in the solution.  
The grid used in Case 1 for the glass domain is shown in Figure 5-1.   
Case 2, furnace/post-chamber domain 
Semi 2-D model is used in this case and both the furnace and the post-chamber 
domains are considered.  The simulation obtains the complete free surface profile so that 
the fiber solidification location can be predicted.  The glass temperature in the post-
chamber is also obtained.  Both of these results are critical in supporting the post-
chamber and the draw process design.  Since the air convective heat flux becomes 
dominant for the glass cooing and solidification in the post-chamber, the 2-D air 
convection problem is numerically solved to obtain the heat flux along the free interface.  
As will be shown in the following results, the numerical solution from the semi 2-D 
model is close to that from the complete 2-D model, while the computation using the 
semi 2-D model is much more efficient than that using the complete 2-D model. 
After a grid size study and refinement, the grid numbers of 200×15 and 160×34 
(in z and r directions, respectively) are used in the glass and the air domain, respectively.  









Figure 5-2 Curvilinear grid (160×34) used in Case 2 for the air domain  
5.2.2 Model Validations 
Since the measurement of the in-situ glass temperature and velocity, radiative and 
convective heat flux is extremely difficult inside the furnace and post-chamber under a 
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high temperature environment.  We validate the radiation model and the CFD model 
using indirect numerical and experimental methods.  
5.2.2.1 Radiation Model Validation  
The validation of the 2-D computation code for the radiation transfer consists of 
two parts: the first part is to test the second law of thermodynamics; the second test 
compares the computation results against an exact integral solution of RTE which is 
available for 1-D semitransparent cylinders. 
In the first test, the top and bottom boundaries of the glass domain are modified as 
perfect reflectors and adiabatic surfaces, and the furnace wall and the furnace openings 
form a blackbody surface with a constant temperature. For this enclosed system, the 
second law of thermodynamics requires the steady state glass temperature approaching 
the furnace temperature.  Figure 5-3 shows the simulation results.  The small discrepancy 
in Figure 5-3(a) is due to the mismatch between the control angle edge and the free 
surface at the neck-down region (so called control angle overhang).  It is reduced by 
increasing the number of control angles as shown in Figure 5-3(b).  These results satisfy 
the second law of thermodynamics. 
Exact integral solution of RTE is available for a 1-D semitransparent cylinder 
whose temperature only varies in radial direction (Kesten, 1968).  In order to validate our 
2-D solution with this integral solution in the second test, the boundary conditions have 
been modified to obtain an equivalent 1-D solution.  The diameter of the cylinder is 
constant.  Unity diffuse reflectivities are assumed at both the top and the bottom 
boundaries.  The temperatures in the glass and the furnace wall are assumed to be 
uniform such that the radiation intensity does not vary in the axial direction.  Figure 5-4 
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compares the FVM solution with the integral solution under different glass temperatures 
and cylinder diameters.  The radial flux is normalized by the furnace blackbody emissive 
power.  As shown in the figures, the computed results agree with the exact solutions. 














Preform surface   
Furnace wall      
M = 6, N = 6 
 
(a) Number of control angles 6x6 














Preform surface   
Furnace wall      
M = 12, N = 18 
 
(b) Number of control angles 12x18  
Figure 5-3 Steady state glass temperature in the enclosed furnace  
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(a) Tg = 
500K 
 
































FVM solution     
Integral solution
R = 0.035m 
R = 0.1m 
R = 1m 
Tfurnace = 2000K
Tglass = 500K 
 
(b) Tg = 
1,000K 
 

































FVM solution     
Integral solution
R = 0.1m 
R = 0.035m 
R = 1m 
Tfurnace = 2000K
Tglass = 1000K 
 
(c) Tg = 
1,500K 
 
































FVM solution     
Integral solution
Tfurnace = 2000K
Tglass = 1500K  
R = 0.1m 
R = 0.035m 
R = 1m 
 





5.2.2.2 Experimental Validation 
We measured the stead state free surface profiles of the glass in the furnace 
domain and compared with the numerical predictions as follows.  In the experiment, the 
preform was moved out of the furnace in a short time (less than 1 minute) in order to 
prevent shape deformation while the view factors were changed.  After the glass cooled 
down, the neck-down profile was then measured by a laser scanner.  Since the glass in the 
post-chamber had a small diameter and could break easily while the space for moving the 
preform was limited, only the neck-down profile in the furnace domain was measured.  
The remainder of the glass was cut before the preform was taken out.   
Figure 5-5 compares the predicted free surface profiles against the measured ones 
at a draw speed of 25m/s.  Both the complete and semi 2-D models were used to predict 
the free surface profile.  The relative errors of the predicted free surface radii from the 
measurements are shown in Figure 5-6.  As shown in Figure 5-6, most part of the 
predicted neck-down shapes has a relative error within ±15% from the measured data.  
The large error near the furnace exit can be explained by the following reason: when the 
preform is cut from the bottom and taken out of the furnace, the tension force caused by 
the draw mechanism does not exist anymore; as a consequence, the velocity gradient (and 
hence the free surface slope) near the bottom of the stub decreases since it is proportional 
to the normal tension force according to the elongational model dzdvzz /3µσ = .  Hence, 
the measured free surface profile at the bottom has a smaller slope and larger diameter 
than that in the stead drawing process on which the predictions are based.  It follows that 
the prediction errors near the furnace exit could be smaller than that shown in Figure 5-6.  
The discrepancy in the neck-down region can also be explained partly by the above 
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reason.  But the modeling errors such as the surface radiation properties and the furnace 
temperature measurement errors may come into play. 
 
Figure 5-5 Model validations through free surface profiles 
 




The inner wall temperature of the post-chamber was measured at several locations 
using thermo-couples in the 35m/s draw speed case.  Figure 5-7 compares the calculated 
post-chamber wall temperature against the measured data and shows close agreement 
with each other.  Hence, the method presented in Section 2.3.4 is an effective way to 
calculate the post-chamber wall temperature. 
The fiber temperature at the exit of the post-chamber was also measured by an 
infrared thermo camera.  The measured result at the draw speed of 30m/s is around 
1400K, and the corresponding simulation result is 1418K.  This close agreement partly 
validates the calculation of the mixed convection of the air around the fiber. 
 
Figure 5-7 Experimental validation of the calculated post-chamber inner wall temperature 
5.2.3 Simulation Results 
In this section, the 2-D numerical solutions of the temperature/velocity fields in 
both the glass and air domains are presented.  The accuracy of the semi 2-D model is 
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studied by comparing with the complete 2-D model.  The semi 2-D model is then used to 
study the effects of draw speed on the glass temperature distribution and the glass 
solidification location in the post-chamber.  
5.2.3.1 2-D Thermo-Fluid Transports in the Glass Domain 
The following simulation results are for Case 1 in the glass domain at the draw 
speed of 25m/s.     
Figure 5-8 to Figure 5-10 presents the 2-D glass temperature distributions, where 
Figure 5-8 shows the 2-D isothermal contours; Figure 5-9 and Figure 5-10 show the 
normalized radial and axial temperature distributions, respectively.  Several observations 
are made: 
• The glass temperature has a fairly two-dimensional distribution.   
• The glass has a positive radial temperature gradient when absorbing heat flux near 
the furnace inlet, while has a negative radial gradient when dissipating heat flux at 
the furnace exit.   
• The glass temperature near the furnace inlet is below the melting point due to the 
large view factors of that part to the ambient through the top opening.   
• The glass temperature near the furnace exit decreases slowly but is well above the 
melting point as a result of strong advection, where the glass speed is rapidly 
increasing in this region.  The glass should be cooled slowly before the 
solidification so that the optical loss in the final fiber product is low.  Hence, a 
long insulated post-chamber is needed to cool the glass below the melting point. 
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Figure 5-11 to Figure 5-13 presents the 2-D glass velocity distributions, where 
Figure 5-11 shows the contours of the axial velocity; Figure 5-12 and Figure 5-13 show 
the normalized radial and axial velocity distributions, respectively.  Several observations 
are made: 
• The glass axial velocity component distribution is close to one-dimensional, even 
at the neck-down region.  This can be explained by the follow mechanism.  As the 
glass temperature is at most 20% higher than the melting point as shown in Figure 
5-10.  The glass viscosity is still high at the temperature.  Any radial variation of v 
will cause a large shear stress, which in turn reduces the velocity variation in the 
radial direction. 
• Near the furnace inlet, the glass start to melt from the surface due to the positive 
radial temperature gradient (as shown in Figure 5-9) while the center remains 
largely solid.  Hence, the surface has a higher velocity than that at the center.  
When the glass completely melts in the neck-down region (about 1/3 of the 
furnace length), the surface velocity becomes lower than the centerline velocity. 
The radial variation of the axial velocity becomes negligible near the furnace exit 
where the molten glass is highly viscous and has a small diameter.   
• The glass axial velocity increases exponentially in the neck-down region.   
Although the glass velocity field is close to 1-D, the small radial variation of the 
axial velocity may have some significant effect on the material flow.  In order to illustrate 
this, a visualization program utilizing the computed 2-D velocity field has been written to 
track a group of fictitious infinitesimal particles originally distributed at the same flat 
cross-section plane in the preform as they travel through the neck-down region.  
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Snapshots of the particles at different instants of time can be graphed from the following 
integral: 




0 rVrr  (5-2)
where the location vector r is obtained by integrating the velocity vector V along a path 
in the r-z coordinate system; and s is a dummy variable representing time in the 
integration.  Figure 5-14 shows how the particles travel through the neck-down region 
from the furnace inlet (or at z = 0), where the dashed lines represent the interface between 
the core rod and the cladding tube.   As depicted in Figure 5-14(a), the particle 
distributions become dramatically distorted once they moves pass 1/3 of the furnace 
length where the glass axial velocity are faster in the center than that near the surface.  
Although the radial variations of the axial velocity component is not significant, the 
distortion of the particle distribution is accelerating since the particles at the center moves 
faster than those at the surface once the center particles move ahead to a larger velocity 
field.  Pure one-dimensional models are not able to predict this effect of the 2-D flow 
pattern.  An immediate application of this calculation is to predict the effect of a thin flat 
gap originally in the preform core on the final fiber if the computation domain is 











Figure 5-9 Radial temperature distribution of the glass 
 











Figure 5-12 Radial distribution of normalized v in the glass 
 








(a) complete snapshots at different instants of time 
 
(b) zoom in the rectangular region in (a) 





5.2.3.2 2-D Thermo-Fluid Transports in the Air Domain 
The following 2-D temperature and velocity distributions in the air domain are 
obtained in simulation case 2 at the draw speed of 25m/s.  Since the ambient air may 
enter the chamber through the small iris opening at the bottom of the post-chamber, the 
post-chamber should be included in the computation domain so that the boundary 
condition at the opening can be specified.   
Figure 5-15 and Figure 5-16 show the air temperature and velocity distributions, 
respectively.  The speed of the glass in most part of the post-chamber is higher than 1m/s 
and increases until it reaches a steady state draw speed as shown in Figure 5-17.  A 
boundary layer of air develops and grows downward around the continuously moving 
slim glass cylinder in the post-chamber due to the viscous drag at the surface as shown in 
Figure 5-15 and Figure 5-16.  The air inside the boundary layer moves in the same 
direction as the glass.  At the iris opening, the boundary layer has a thickness comparable 
to the radius of the opening.  Hence, the buoyancy force generated by the pressure 
difference between the interior of the chamber and the ambient is greatly compensated by 
the inertia force (or dynamic pressure) in the boundary layer and the net air flow rate 
through the opening is small.  As a result, the air in the furnace and the post-chamber is 
almost stationary relative to the strong convection inside the boundary layer, so the air 
temperature in the chamber is close to the wall temperature which is high above the 
ambient due to the radiation from the furnace and the insulation layer.  The relatively 
small temperature difference between the glass and the air reduces the glass cooling rate 
before the solidification as desired. 
 
 121
Figure 5-18 compares the air convective heat flux with the radiation heat flux 
along the glass free surface.  The air convective heat flux is negligible as compared with 
the radiative flux in the neck-down region inside the furnace.  Hence, the use of an 
approximate heat transfer coefficient in simulation case 1 does not have considerable 
effect on the accuracy of the numerical solution as mentioned earlier.  But the air 
convective heat flux becomes significant in the post-chamber as shown in the figure due 
to the high surface area to volume ratio and the high moving speed of the glass.  As the 
thermal transport of the air in the post-chamber has significant effect on the glass 
temperature, 2-D numerical solution of the mixed air convection is required to obtain the 














Figure 5-17 Glass surface axial velocity distribution 
 
Figure 5-18 Heat flux on the glass free surface 
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5.2.3.3 Numerical validation of the Semi 2-D Model 
It has been shown in Figure 5-5(a) that the free surface profile predicted by the 
semi 2-D model is close to that predicted by the complete 2-D model and matches the 
measurement data well.  In order to demonstrate that this is still true for draw processes 
with larger preforms, we consider a case with parameters given in Table 5-2, where the 
preform diameter is doubled. 
Table 5-2: Parameters used in the large-preform simulation 
Specified fiber radius, Rf  ( mµ ) 62.5
Specified draw speed, vf  (m/s) 25
Specified draw tension,  Ft (grams) 90
 
Preform radius, Rp  (m) 0.09
 
Furnace peak temperature, Tf,max (K) 2,460
Furnace minimum temperature, Tf,min  (K) 1,760
Furnace radius, Rfur (m) 0.12
Furnace length, Lfur (m) 0.7
Post-chamber radius, Rpost (m) 0.12
Post-chamber length, Lp (m) 2.75 
Figure 5-19, Figure 5-20 and Figure 5-21 compare the semi 2-D model and the 
full 2-D model in terms of the predicted free surface profile, the glass centerline 
temperature, and the axial velocity in the furnace domain, respectively.  As shown in 
Figure 5-19, the diameter of the preform in the neck-down region predicted by the semi 
2-D model is smaller than that from the 2-D model.  Consequently, the temperature in 
that region is higher due to the higher view factors to the hot spot of the furnace.  At the 
bottom of the furnace, the diameter of the glass predicted by the semi 2-D model is larger 
than that from the full 2-D model.  As a consequence, the velocity of the glass is smaller 
as shown in Figure 5-21 since the mass flow rate is conserved in the axial direction.  The 
axial mass advection is weaker as the velocity is smaller, which results in a lower 
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temperature near the exit in the semi 2-D solution as shown in Figure 5-20.  As shown in 
the figures, all the above mentioned differences are negligible relative to the absolute 
variable values.  Hence, the semi 2-D model can be used to effectively predict the free 
surface profile and the temperature distribution for preforms up to 0.18m in diameter.   
 
Figure 5-19 Free surface profiles predicted by the full and the semi 2-D models 
 





Figure 5-21 Axial velocity distributions predicted by the full and the semi 2-D models 
5.2.3.4 Free Surface Profile and Fiber Solidification 
Given a furnace and post-chamber configuration, an effective way to increase 
productivity is to use higher draw speeds and larger preforms.  As a consequence, the 
glass takes a much longer distance to converge into fiber.  On the other hand, the glass 
has to be cooled slowly during its gradual solidification in order to reduce the optical loss 
in the final product.  Hence, an insulated post-chamber is usually added below the 
furnace where the glass melt keeps converging and is gradually cooled below the 
softening point.  The interests here are to predict if the fiber can be steadily drawn and if 
the fiber solidifies inside the post-chamber under the high draw speeds.   
The following results are from simulation case 2 using the parameters in Table 
5-1.  The draw speed was increased from 18m/s to 35m/s.  Steady state solutions were 
obtained for all the draw speeds, which means the fiber can be steadily drawn under the 
given parameters.  Figure 5-22 shows the effect of the draw speed on the neck-down 
profiles.  When the draw speed is increased, the neck-down profile is shifted or stretched 
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downward to a certain extend.  It is expected that the free surface region is longer for a 
higher draw speed.  Figure 5-23 shows the axial glass temperature distributions 
(normalized to the melting point) under different draw speeds.  The glass/fiber 
temperature decreases more slowly in the post-chamber under a higher draw speed.  This 
implies that the effect of the advection increase on the glass temperature is much stronger 
than that of the air convection increase as the Reynolds number associated with the draw 
speed is higher.  Figure 5-24 shows the convergence of the glass diameters to that of the 
fiber when the glass solidifies in the post-chamber.  As shown in the figure, the fiber 
solidification is rather a gradual monotonically process than those of crystalline materials 
with a single phase transition temperature.  Solid state glasses and fibers are actually non-
crystalline super-cooled “liquid-like” melts.  We define the location where the glass 
reaches within a bound of 0.25% about the steady state diameter (125µm) as the fiber 
solidification location.  Figure 5-25 compares two methods of locating the fiber 
solidification for different draw speeds; namely, constant fiber diameter, and fiber 
melting temperature (1580ºC).  The close match between the two methods shows that the 
glass viscosity at the melting point is high enough that the glass behaves like a solid.  
Hence, the glass (melting) temperature can be reasonably used to locate the fiber 
solidification.  As shown in Figure 5-25, the fiber solidifies closer to the post-chamber 
exit when the draw speed is higher.  It can be expected that if the draw speed increases 
above 40m/s, the fiber may solidify outside the post-chamber, in which case a longer 




Figure 5-22 Neck-down profiles under different draw speeds 
 





Figure 5-24 Fiber solidifications under different draw speeds 
 
 




5.3 Simulation Results for Robust Control 
In all the following simulations, we consider a nominal draw speed of 25m/s and 
the other parameters are given in Table 5-1.  A dynamic semi 2-D model is constructed 
by combining the 2-D energy equation and RTE with the 1-D fluid dynamic model given 
by Equations (4-1) and (4-2).  The semi 2-D model developed in Section 3.4 is actually 
the steady state version of this dynamic model and has been validated in Section 5.2.  The 
ROM is compared with the dynamic semi 2-D model in the transient responses.  The 
close-loop responses are simulated using the dynamic semi 2-D CFD model.  Finally, the 
robustness studies are carried out. 
5.3.1 Results in Reduced Order Modeling 
As described in Section 4.3.2, we need to simulate the transient responses to each 
input at both its lowest frequency (step input) and highest frequency (sinusoidal input at 
ωmax) using the quasi 1-D CFD model developed in Section 4.2. Table 5-3 gives the 
parameters used in obtaining the snapshots for each input.  We only simulated the step 
responses to the inputs of iv′  and q′  since the bandwidths of the system for these inputs 
are quite small.   
Table 5-3 Parameters for snapshots 
Input 
variables 
( )tvo′  ( )tvi′  ( )tq′  ( )th′  
Input 
functions 
( )tMM max2sin and πω  M M ( )tMM max2sin and πω  
M 0.04 0.05 0.02 0.1 
maxω  100 - - 100 
Number of 
snapshots 250 100 150 254 
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Figure 5-26 shows the first 20 eigenvalues of the matrix B given by Equation 
(4-27) for each state variable ( a′ , v̂  and T ′ ) using a total number of 754 snapshots.  For 
each variable, the eigenvalues are normalized to the first (maximum) one. The magnitude 
of the eigenvalues decreases exponentially to below 10-7 after the 20th eigenvalue.  This 
suggests a potential to represent the system dynamics by only a small number of 
eigenmodes.  We determined Ka = 25, Kv = 8 and KT = 10 in obtaining the ROM by 
neglecting the eigenmodes corresponding to small eigenvalues.  Since the governing 
equations for v and T are parabolic, the dominant dynamics are characterized by a small 
number of degrees of freedom.  The continuity equation that governs a′  is approximately 
hyperbolic, which requires more eigenmodes to accurately describe the dynamics.  Figure 
5-27 to Figure 5-29 show the first 3 eigenfunctions for each of the 3 state variables; and 
Figure 5-30 to Figure 5-32 show the last 3 eigenfunctions retained as the basis functions 
for each of the 3 state variables.  The numerical eigenfunctions corresponding to the large 
eigenvalues have large magnitudes and smooth distributions.  These eigenfunctions 
represent the large scale structures of the state variables and are related to the steady state 
response.  On the contrary, the numerical eigenfunctions corresponding to the small 
eigenvalues have small magnitudes and sharply changing distributions.  These 
eigenfunctions represent the small scale structures of the state variables and are related to 




Figure 5-26 Normalized eigenvalues for the snapshots of a′  
 




Figure 5-28 The 1st, 2nd and 3rd eigenfunctions for the snapshots of v̂  
 




Figure 5-30 The 23rd, 24th and 25th eigenfunctions for the snapshots of a′  
 




Figure 5-32 The 8th, 9th and 10th eigenfunctions for the snapshots of T ′  
Figure 5-33 to Figure 5-35 show the step responses of the fiber diameter and 
tension force to the inputs of ov′ , iv′  and q′ .  The reduced order model matches the 
nonlinear semi 2-D CFD model well in the transient responses to small perturbations.  It 
is also noticed that the dynamic responses of the system to the inputs of iv′  and q′  are 
much slower than that to the input of ov′ .  Hence, the effect of the high frequency 





Figure 5-33 Responses to draw speed step input ( 04.0=′ov ) 
 




Figure 5-35 Responses to irradiation step input ( 02.0=′q ) 
5.3.2 Close-Loop Simulations 
The dynamic semi 2-D CFD model is used in the close-loop simulations.  The 
superior performance of robust control system is demonstrated by comparing with the 
open-loop responses.    
The detailed computation procedure is given below: 
Step 1: Specify the initial conditions. 
Step 2: Assume the value of a(z), v(z) and T(z) for the current time step; solve Equation 
(4-1) and (4-2) to obtain the 1-D axial velocity v(z); calculate the radial velocity 
component by dz




Step 3: Solve the RTE, then substitute Rq⋅∇ , v and u into Equation (3-10) to solve for 
the 2-D temperature field. 
Step 4: Calculate the radially lumped temperature  









which is used to update the viscosity µ(T), then go back to Step 2 until the relative 
changes of v and T between two adjacent iterations are less than 10-6. 
Step 5: Calculate the outputs ( ) ( )[ ]TtLTtLa ,, ′′=y  and feed them to the controller 
(Equation (4-84)) to compute the manipulating inputs for the next time step.  The 
elements of the input vector u are substituted into Equations (4-62) ~ (4-64) to 
obtain the updated ov′ , iv′  and q′ , which specify the new boundary conditions for 
the glass velocity and the furnace heat flux.  At the same time, the disturbance of 
h′  is added to h .  Finally, save the values of the state variables at the current 
time step, forward the simulation time by t∆ , and go back to Step 2 until the end 
of the simulation period is reached.   
In the following close-loop simulations, the tunable weights (εi, i =1,..,9) in the 
controller design are chosen to be (0.5, 0.005, 0.001, 0.001, 0.5, 0.5, 0.5, 0.001, 0.001).  
The orders of magnitude of the time constants for the actuators are τo ~ 0.001s, τi ~ 1s and 
τq  ~180s.  The sampling time step is 0.001s.   
Two disturbance inputs are considered separately: 1) a white noise fluctuation of 
( )th′  is added to ( )zh  to simulate the disturbance in q”conv; 2) a white noise fluctuation of 
wo is superposed to the winder motor actuating input uo to simulate the mechanical 
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vibration or other sources of disturbances.  The responses to the disturbances are 
summarized in Table 5-4, where Df is the fiber diameter and Ft is the fiber tension force.  
The white noise of ( )th′ , the responses of fiber diameter and the manipulating draw 
speed in the close-loop system under the disturbance of ( )th′  are plotted in Figure 5-36 to 
Figure 5-38, respectively.  The white noise of wo, the responses of fiber diameter and the 
manipulating draw speed in the close-loop system under the disturbance of wo are plotted 
in Figure 5-39 to Figure 5-41.  The fiber diameter fluctuation in the close-loop system 
using the robust controller is much smaller than that in the open-loop system.  More than 
50% decrease in the fiber diameter fluctuations is observed.  The fiber tension fluctuation 
and the draw speed variation in the close-loop system are also kept small.   
Due to the inertia of the spool, the time constant of the draw-speed-control motor 
may be much larger than 1ms.  To see the effect of the large motor time constant on the 
close-loop system performance, τo is increased to 50ms and the controller is redesigned.  
The responses to disturbance of ( )th′  are compared between two systems of different τo 
in Table 5-5 and Figure 5-43.  The close-loop system with a τo of 50ms performs as well 
as that with a τo of 1ms.  This is due to the fact that the high viscosity hampers the fiber 
diameter fluctuation in response to the high frequency disturbances so that the motor is 
fast enough to compensate the sensed fluctuations. 
Table 5-4 Summary of responses to disturbances of ( )th′  and wo  









( )th′  (0.32, 0.90) (0.14, 0.46) (3.9, 11) (0.80, 2.5)  





Figure 5-36 White noise disturbance of air convection  
 





Figure 5-38 Manipulating draw speed under the disturbance of ( )th′  
 





Figure 5-40 Responses of fiber diameter to the disturbance of wo 
 




Table 5-5 Effects of τo on close-loop system responses to the disturbance of ( )th′    
(standard deviation, maximum deviation) τo 
(ms) Df (µm) Ft (%) vo (m/s) 
1 (0.14, 0.46) (3.9, 11) (0.80, 2.5)  
50 (0.16, 0.48) (3.6, 12) (0.85, 2.6) 
 
Figure 5-42 Effects of τo on close-loop responses of fiber diameter to the disturbance of ( )th′  
5.3.3 Robustness Studies 
Some robustness of the controller has been demonstrated in the above simulations 
using the dynamic 2-D CFD model since the design is based on the linear ROM.  
Although the CFD model is validated by some measurements, there are still possible 
modeling errors in the values of critical parameters and material properties, the effects of 
which on the close-loop performance should be studied.  The most possible modeling 
errors include: the air convection heat transfer coefficient, the furnace temperature, the 
glass viscosity, and the glass absorption coefficient.  These modeling errors can alter the 
steady state response and the transient snapshots of the variables used for deriving the 
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ROM.  In the following robustness studies, the responses of the open-loop and close-loop 
systems subject to the white noise disturbance in h′  are simulated using the 2-D CFD 
model when each modeling error is considered.  The standard deviation (STD) of the 
fiber diameter in the simulations are summarized in  
Table 5-6 Fiber diameter fluctuations in the robustness studies 
STD of fiber diameter (µm) 
Modeling error 
Open-loop Close-loop 
10% underestimation of h  0.3531 0.1560 
30K overestimation of Tf 0.3424 0.1308 
10% underestimation of µ 0.3580 0.1705 
50% underestimation κ1 0.3475 0.1911 
Combination of above errors 0.2735 0.1376 
Air convective heat transfer coefficient 
The nominal h  is obtained from the 2-D numerical solution of the air boundary 
layer flow around the glass cylinder in the chamber.  This solution is subject to modeling 
errors since an algebraic turbulence model is used and there are no reliable experimental 
or theoretical results on when the laminar boundary layer around the slim moving 
cylinder turns into turbulence.  In order to test the robustness of the controller subject to 
this modeling error, the nominal h  is increased by 10%.  The simulation starts from the 
steady state at the nominal conditions so that it also shows the response to a biased 
disturbance in h.   
Figure 5-43 compares the open-loop and close-loop responses of the fiber 
diameter, which shows that the disturbance attenuation capability of the close-loop 
system is not affected by the 10% modeling error in h.  It also shows that although the 
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open-loop system is stable, it takes a much longer time for the fiber diameter to come 
back to the specified steady state value when a step disturbance of h is applied.  The 
close-loop responses of the fiber tension and the manipulating draw speed are shown in 
Figure 5-44 and Figure 5-45, respectively.  It is shown that the draw speed is also biased 
during the transient in order to compensate the effect of the step disturbance. 
 
Figure 5-43 Responses of fiber diameter to the 10% increase in h 
 




Figure 5-45 Manipulating draw speed response to the 10% increase in h  
Furnace temperature 
The furnace temperature used in the full model simulation is measured by an 
infrared thermometer (MIKRON M90V) when there is no preform inside the furnace.  
The existence of a preform in the furnace may induce an offset on the furnace 
temperature profile.  As the camera has to be outside the furnace during the measurement, 
the long distance between the camera and the measuring points and the limitation on the 
focusing capability of the camera may also induce some measuring errors due to the 
averaging effect.  In order to test the robustness of the controller under these measuring 
errors, the furnace temperature is decreased by 30K in the simulation.  The simulation 
starts from the steady state at the nominal conditions so that it also shows the response to 
a step disturbance in Tf.   
Figure 5-46 compares the responses of the open-loop and the close-loop systems 
in the first 4 seconds.  It shows that the open-loop system responds slowly to the furnace 
temperature step change, and hence the slowly varying content in the fiber diameter can 
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be easily eliminated by the fast controller.  The fast varying content in the fiber diameter 
due to the white noise in h is also effectively attenuated in the close-loop system under 
the modeling error.  As shown in Figure 5-47 for the close-loop response of the fiber 
tension, the fast varying content is still restrained within ±10%; but the fiber tension is 
slowly increasing due to the furnace temperature decrease, which can be easily 
eliminated by controlling the furnace temperature using tension feedback.   
 
Figure 5-46 Responses of fiber diameter to the 30K decrease in Tf  
 
Figure 5-47 Close-loop response of fiber tension to the 30K decrease in Tf  
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The glass viscosity 
The glass viscosity used in the model may deviate from the actual value due to the 
actual composition of the glass material and the measuring errors in obtaining the 
correlation.  Figure 5-48 shows the responses of the fiber diameter subject to a 10% 
modeling error in the glass viscosity.  The fiber tension response in the close-loop system 
is shown in Figure 5-49.  The close-loop system is robust under the modeling error in the 
glass viscosity as shown in the figures. 
 




Figure 5-49 Close-loop response of fiber tension subject to 10% modeling error in the 
glass viscosity 
Glass absorption coefficient 
The absorption coefficient, especially at the small wavelength band, has 
significant effect on the radiative transfer and consequently the temperature field of the 
glass.  Since the high temperature measurement of the absorption coefficient is not 
available, the value that we use was obtained from room temperature measurement data 
which may deviate from the high temperature values.  In order to study the robustness of 
the controller subject to this modeling error, the first band absorption coefficient is 
increased by 50% in the simulation.  Figure 5-50 and Figure 5-51 show the responses of 
the fiber diameter and tension force, respectively.  As shown in the figures, the close-loop 




Figure 5-50 Responses of fiber diameter subject to 50% modeling error in the first band 
glass absorption coefficient 
 
 
Figure 5-51 Close-loop response of fiber tension subject to 50% modeling error in the 




The combination of modeling errors 
Since some or all of the above mentioned modeling errors may exist at the same 
time, it is necessary to study the robustness of the controller subject to the combination of 
these modeling errors.  In the following simulation, the modeling errors considered 
include: 10% underestimation of h, 20K underestimation of Tf, 10% underestimation of 
µ  and 50% underestimation of λκ  at the small wavelength band.  The responses of the 
fiber diameter, the tension force, and the draw speed are shown in Figure 5-52 to Figure 
5-54.  As shown in the figures, the close-loop system is still robust and performs well 
under the combination of the modeling errors. 
 




Figure 5-53 Close-loop response of fiber tension subject to the combination of 
modeling errors  
 






6. CHAPTER VI 
CONCLUSIONS AND FUTURE WORKS 
6.1 Conclusions 
The modeling and control of a highly temperature coupled and viscous free 
surface flow with the radiation transfer have been presented, and the approach has been 
directly applied to the modern optic fiber drawing process where large preforms and high 
draw speeds are used.  The research in this dissertation can be divided into two parts: 
(1) Computational modeling and simulations of the thermal-fluid transports. 
(2) Reduced order modeling and robust control of the dynamic system. 
In part one, both the complete 2-D and semi 2-D numerical models for the 
modern fiber drawing process were developed.  The conclusions of this part are 
summarized as follows: 
(1) We developed the fully conservative form of the 2-D RTE in both curvilinear and 
cylindrical coordinates systems so that the numerical scheme can be used for 
arbitrary axisymmetric cylindrical geometries.  The RTE was directly solved 
using the FVM.  The boundary condition for the radiation intensities at the free 
surface was obtained by an enclosure analysis.  The numerical solution of the 
radiation heat flux was shown to be in close match with the exact solutions for a 
simplified problem.  Since the same spatial grid was used in solving the fluid 
dynamic equations and the RTE, the numerical solution of the RTE was shown to 
be accurate and efficient. 
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(2) We considered both the furnace and the post-chamber in solving the conjugate 
problem of the temperature coupled glass free surface flow and the mixed 
convection of the air.  The staggered grid used in both the glass and the air 
domains guaranteed strict energy conservation and as a result, a much smaller 
grid number than those used in the previous studies was needed for a even larger 
and longer preform. The staggered grid also offered a convenient way to 
implement the free surface boundary conditions.  The numerical solution of the 
mixed convection of the air in the post-chamber showed that the calculated 
convective heat flux along the free surface is sensitive to the size of the grids 
within the boundary layer, especially of those at the vicinity of the fiber since the 
fiber has a small diameter but a high moving speed. 
(3) The comparisons between our predictions against experimentally measured neck-
down profiles drawn at high draw speeds validated both the complete 2-D and the 
semi 2-D models.  The comparisons between the complete 2-D and the semi 2-D 
models further verified that the semi 2-D model offers an accurate and efficient 
way to simulate the modern draw process for preform diameters up to 9cm and 
draw speeds up to 35m/s. 
(4) The steady state simulations showed that the fluid flow of the melting glass is 
close to 1-D even at the neck-down region, while the temperature distribution has 
some 2-D characteristics.  Although the radial variation of the axial velocity 
component is not significant, its effect is dramatic in predicting the effect of a thin 
flat gap originally in the preform core on the final fiber.   The simulations using 
the semi 2-D model showed that the location of glass solidification determined by 
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the glass diameter was consistent with that determined by locating the glass 
temperature equal to its melting temperature (1580ºC).  When the draw speed is 
higher, the neck-down profile is stretched downward and the glass solidification 
location is lower in or even out of the post-chamber.   
In part two, we applied the K-L expansion with the Galerkin scheme in the 
reduced order modeling of multi-variable distributed systems such as the fiber drawing 
process with nonlinear and coupled dynamics.  A quasi 1-D fluid dynamic model was 
developed first, which is accurate around the neighborhood of the nominal equilibrium 
state.  The nonlinear PDE’s were then perturbed around the steady state solution obtained 
from the 2-D CFD model to get a linear form.  There are three distributed state variables 
in the system: glass diameter, axial velocity and temperature.  The variables are strongly 
coupled with each other as already shown in the simulations in part one.  K-L 
decomposition was applied to the transient simulation data obtained from the dynamic 
CFD model to obtain a set of optimal numerical eigenfunctions for each distributed state 
variables.  The numerical eigenfunctions were then used as the basis functions in the 
Galerkin’s procedure on the linear PDEs to obtain the reduced order ODE’s.  As the 
governing equations for the velocity and temperature are parabolic type, the dominant 
dynamics of the variables are characterized by a small number of degrees of freedom.  
The continuity equation that governs the glass diameter is close to the hyperbolic type, 
which requires more eigenmodes to accurately describe the dynamics.  The simulations 
showed that the reduced order model closely catches the transient dynamics of the system 
as the CFD model.  Finally, mixed H∞/LQG controller was designed on the basis of the 
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reduced order model.  The close-loop control was demonstrated to be robust and superior 
to the open-loop system. 
6.2 Future Works 
This research work has made several contributions as summarized in Section 1.5.  
Yet there are still several issues to be addressed in the future works. 
(1)  In this study, the glass free surface is assumed to be diffuse to both radiation 
reflections and transmissions since there may be hydrodynamic instabilities that 
make the surface wavy and the wavelength of the fluctuation is comparable to that 
of the radiation.  But which mechanisms may cause the instabilities and how to 
determine the onset of the instabilities and the wavelength of the fluctuations are 
still open questions.  Experimental or theoretical works are needed to answer the 
questions. 
(2) In this study, the furnace temperature is measured and used as an input in the 
simulations.  Before the prototyping of the draw facility, the furnace temperature 
is actually unknown.  A model of the induction heating furnace is needed to 
predict the furnace temperature in the early stage of a new furnace design.  The 
furnace model is also needed in the control of furnace temperature for the 
regulation of fiber draw tension. 
(3) Although the performance of the robust controller has been demonstrated via 
numerical simulations using the validated semi 2-D CFD model, real experiments 
on the close-loop system are still needed to further verify the design and the 




FURNACE TEMPERATURE MEASUREMENT AND 
CALCULATION 
A.1 Thermometer 
The furnace temperature is measured by a single color IR thermometer - model 
M90V from MICRON Instrument Company, Inc.  The camera is held by a fixture above 
the furnace and focused on the entrance of the furnace wall through the top opening.  The 
camera is then moved vertically downward and the temperature along the furnace wall is 
recorded by the computer that is connected to the camera.  There is no preform inside the 
furnace during the measurement so that the view of the camera is not blocked.  The 
measuring range is limited in the furnace chamber since the view of the camera is 
blocked by the edge of the furnace opening.  The calibration function of the thermometer 
is given by 
( ) ( ) ( ) λλλ λ
λ
λ






( ) ( )TCb eCTE λλ λ /51 2−−=  (A-2)
and ( ) 112 <<−=∆ λλλ µm; V is the voltage signal sensed by the optical sensor; and K is a 
constant related to the intrinsic parameters of the optical system and the emissivity setting.  
The single color thermometer measures radiation intensity at the wavelength 
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of mµλ 65.0= .  The above equations are used by the device to convert the voltage signal 
from the transducer back to temperature. 
A.2 Consideration of reflections in the furnace 
When we measure the temperature of the furnace, the thermometer actually 
detects the radiosities of the furnace wall, which consist not only the emissive power 
given by Equation (A-2), but also the reflection of the radiosities from all the surfaces in 
the furnace enclosure.  Given the temperature output of the thermometer, T ′ , the 
radiosity can be recovered by Equation (A-2) using ( )TEJ b ′= λλ .  By dividing the 
furnace wall into M small ring elements, the radiosity at element i can be given by 







,,, 1 λλλλλ εε  (A-3)
where  is the diffuse view factor from the ith element to the jth element; λε  is the 
emissivity.  Given the recovered Jλ, we can solve the blackbody emissive power λbE  
from the above equation, and then recover the real temperature Ti using Equation (A-2). 
In the measurement, we can simply set the emissivity as 1.0.  But we need the real 
emissivity in Equation (A-3).  All the following radiation properties are taken from the 
tabulated data from Touloukian et al. (1973).  The material of the furnace inner tube is 
ZrO2.  The average normal spectral emissivity of ZrO2 at mµλ 65.0=  is 0.6 at T = 
1900K ~ 2500K.  The average hemispherical spectral emissivity of ZrO2 is also around 
0.6, which shows that the emissivity can be assumed direction independent.  The post-
chamber has a quartz silica inner tube above the porous aluminum silicate insulator.  The 
normal transmitivity of the quartz at mµλ 65.0=  is above 0.95 for a 6.35mm layer.  In 
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our case the quartz tube is only 2.5mm thick.  Hence the tube is approximately 
transparent at mµλ 65.0= .  The aluminum silicate has a normal total emissivity of 0.9 
and normal spectral reflectivity of 0.05.  Considering the multiple reflections inside the 
porous material, an apparent emissivity of 1.0 can be used for the post-chamber wall. 
Using the above surface emissivities and Equation (A-3)(A-3), the corrected 
furnace temperature is obtained and compared with the outputs of the thermometer in 
Figure A-1.  The maximum furnace temperature after correction is 22K higher than the 
thermometer output, while the corrected temperature is about 20~40K lower than the 
thermometer output at both ends of the furnace.  In the post-chamber both temperature 
are the same due to the unit emissivity. 
 




RADIATIVE PROPERTIES AND BAND MODEL 
The accuracy of the solution to the RTE depends significantly on the knowledge 
of the radiative properties. Specifically, care must be exercised to appropriately quantify 
the absorption coefficient of the glass and the reflectivity at the glass surfaces at the 
operating temperature. 
B.1 Band Model and Absorption Coefficient 
Due to the spectral dependence of the radiative properties of the glass media, the 
total spectrum is divided into three bands and average properties are used on each band as 
shown in Table B-1. 
Table B-1 Band model for the absorption coefficients 
 Glass media (n1 = 1.42)  
1λ  (um) 
Frequency  
(x 1013 Hz) 
Air media (n2 = 1.) 
2λ  (um) 
Band 1 0.2 ~ 2.8  105.6 ~ 7.545  0.284 ~ 3.976 
Band 2 2.8 ~ 4.8  7.545 ~ 4.401 3.976 ~ 6.816 
Band 3 4.8 ~ ∞   4.401 ~ 0 6.816 ~ ∞  
 
When the electromagnetic waves of radiation travel from one media to another, 
the frequencies do not change since the energy of the photon, which is υh  (h is the 
Planck’s constant; v is the frequency), must be conserved.  The wavelength of an 




cc 0==  (B-1)
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where λ  is the wavelength, c and c0 is the speed of light in the media and the vacuum, n 
is the index of the refraction of the media.  So the wavelength changes when it travels 
from one media to another since the indexes of refraction of the media are different.  The 
relationship of the wavelengths of the same wave in two different media is given by 
2211 nn λλ =  (B-2)
In the furnace draw problem, the furnace wall is bounded by air whose index of refraction 
is about 1.  But n is equal to 1.42 for the glass media.  Thus, the wavelength ranges for 
each band in the two media are different as shown in Table B-1.  Care should be taken in 
the evaluation of the blackbody emissive power for each wavelength band at different 
media (in our case, glass medium and furnace wall).  
The spectral radiative energy is negligible at wavelengths mµλ 2.0<  in the 
operating temperature range (around 2000K).  In the range of mm µλµ 8.22.0 <≤ , taking 
the multiple reflections into account, the average internal transmitivity iτ  of a silica glass 
slab can be calculated from the tabulated data of the apparent slab reflectivity and 






where d is the thickness of the slab, the average absorption coefficient for 
mm µλµ 8.22.0 <≤  is determined to be 0.0243 cm-1.  
The absorption coefficients of typical glasses near the melting temperature were 
measured experimentally by Endrys (1999) and Nijnatten, et al. (1999); both published 
data suggest that the absorption coefficient in the mm µλµ 8.48.2 <≤  band near melting 
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temperature is generally 10~25% lower than that at a room temperature of 25°C.  In this 
study, we estimate the absorption coefficient in the mm µλµ 8.48.2 <≤  band to be 3.4 
cm-1, which is 15% lower than the 4.0 cm-1 that has been used by Myers (1989).  
For mµλ 8.4> , the absorption coefficient is large and the spectral radiative flux 
is relatively small. Thus, the glass is considered opaque for that band. The band model is 
shown in Figure B-1.  The optical thicknesses λδ  for each band based on a rod radius of 
4.5cm are given by 
λδ  = 0.1094,   0.2µm < λ ≤ 2.8µm; 
λδ  = 15.3,   2.8µm < λ ≤ 4.8µm; 
∞→λδ ,   4.8µm < λ; 
 




B.2 Surface Reflectivity 
The outer surface reflectivity at the glass free interface can be calculated from the 
experimentally tabulated data for the air-to-media interface by the following curve fit 
(Egan and Hilgeman, 1979):  
32 0636.03319.07099.04399.0 mmm nnn ×+×−×+−=
+ρ  (B-4)









where nm is the index of refraction of the medium.  In this study, an average refractive 
index over the whole spectrum is used (nm = 1.42).  The consequent reflectivity and 
transmitivity of the outer surface are 0.08 and 0.92, respectively.  Those for the inner 




TURBULENCE MODEL FOR THE AIR CONVECTION 
In most part of the post-chamber, the glass moves with a high speed between 5m/s 
and 25m/s.  A boundary layer of the air develops around the continuously moving glass 
cylinder.  The air inside the boundary layer moves in the same direction as the glass.  
There are few available experimental or theoretical results on the determination of the 
transition from laminar to turbulent flow in the boundary layer around continuously 
moving slim cylinders.  The critical Reynolds number used for flat plate flow can not be 
used for this problem since the diameter of the cylinder is small (125µm).  Hence, the 
turbulence transition location has to be assumed in the simulation.   
The algebraic mixing-length turbulence model with the empirical correlation of 
eddy viscosity is used to account for the increased heat transfer due to the turbulence 
effect.  The classical van Driest damping function (van Driest, 1956) is used for the “law-
of-the-wall” inner region, while in the “wake-like” log-law zone, the following empirical 
eddy viscosity (Lueptow and Leehey, 1986) is used 
τρδµ UcT =  (C-1)
where δ is the local boundary layer thickness.  The friction velocity τU  is calculated by 
substituting the experimental velocity profile U into the momentum integral relation for 











































where U∞ is the glass moving speed.  The empirical coefficient c is close to a constant at 
0.0274 by measuring the Reynolds stress and mean velocity profile on a suspended slim 
cylinder.  The eddy conductivity kT for heat transfer can be obtained by using the above 







The eddy viscosity and eddy conductivity are added to the laminar viscosity and 





CURVILINEAR COORDINATES TRANSFORMATION 
In the curvilinear coordinates transformation, the physical cylindrical domain with 
a neck-down free interface is transformed into a computational rectangular domain as 
shown in Figure D-1.  The physical coordinates (r, z) are mapped into the curvilinear 
coordinates ( )ξη, .  The detailed method of transformation can be found in Tchikanda 
(2001).  Here we only present the transformed equations. 
(a) Physical domain (b) Computational domain 
Figure D-1 Projection of the physical geometry onto the computational domain 
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 D.1 Glass Domain 
The continuity, momentum and energy equations for the glass domain given by 
Equation (3-7) ~ (3-10) are cast into the fully conservative form in a general curvilinear 


















































































































































































































































































































































































































































































































































kS RprrT  (D-8)
and where the contravariant velocity components U and V are given by 
vuU zr ηη +=  (D-9)
vuV zr ξξ +=  (D-10)
and the components of the contravariant metric tensor g11, g12 and g22 are given by 
2211




zrg ξξ +=  
(D-11)
The free surface boundary conditions given by Equations (3-18) ~ (3-20) involve 
several spatial differentiations.  Hence, they also need to be transformed into curvilinear 
coordinate system.  
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Substituting Equations (D-12) ~ (D-15) into Equations (3-18) ~ (3-20), and transforming 
them into the ( )ξη,  coordinate system, the following expressions can be derived 
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D.2 Air Domain 
The governing equations for the air domain given by Equation (3-13) ~ (3-16) are 
























































































































































































































































































































































































































































































































































Note that in order to put the continuity equation in a standard form that is ready to apply 
the pressure correction algorithm which is presented in the Chapter III, the time 
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