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Resumen
Con el crecimiento de aplicaciones desarrolladas en base al uso de nombres de dominio,
la autenticidad en los datos dentro de DNS (Domain Name System) se ha tornado cr´ıtica,
haciendo que informacio´n falsa dentro del sistema pueda llevar a problemas inesperados
y potencialmente peligrosos. Para proveer extensiones de seguridad al protocolo DNS, la
IETF (Internet Engineer Task Force) desarrollo´ DNSSEC (DNS SECurity Extensions).
El presente trabajo provee una especificacio´n formal de DNSSEC, utilizando el Ca´lculo
de Construcciones Inductivas (CCI) y COQ como asistente de pruebas. El enfoque pro-
puesto aborda principalmente el ana´lisis de integridad de la cadena de confianza que se
genera a lo largo del a´rbol DNSSEC, as´ı como tambie´n la posibilidad de que se produzca
algu´n tipo de contaminacio´n de cache´ por suplantacio´n de datos.
La formalizacio´n en el CCI permitio´ realizar un ana´lisis riguroso de la especificacio´n
propuesta. Se logro´ demostrar que la sema´ntica de los comandos que se ejecutan dentro
del sistema conservan invariante la validez del estado, lo cual garantiza que el sistema
no puede transicionar a un estado que no represente un posible estado DNSSEC. Sin
embargo, tambie´n pudo detectarse una inconsistencia en los datos dentro de la cadena de
confianza al ejecutarse el rollover de una llave de zona, ya que puede suceder el caso en que
los datos almacenados en el cache´ de un servidor discrepen de los datos verdaderamente
publicados.
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Cap´ıtulo 1
Introduccio´n
El Sistema de Nombres de Dominio (Domain Name System - DNS) surgio´ a partir del
crecimiento inesperado de Internet. A finales de la de´cada del 60, la agencia del desarrollo
de proyectos del departamento de defensa de los Estados Unidos (Advanced Research Pro-
jects Agency - ARPA), comenzo´ a desarrollar lo que se conocio´ como ARPAnet1, una red
de computadoras de a´rea amplia experimental, la cua´l conecto´ importantes organizaciones
de investigacio´n dentro de los Estados Unidos. El objetivo de la ARPAnet era permitir
al gobierno el desarrollo conjunto y la investigacio´n compartida con equipos remotos a
partir de escasos y costosos recursos informa´ticos.
A trave´s de los an˜os 1970’s, la ARPAnet era una red pequen˜a, de unos pocos cientos de
hosts. Un simple archivo HOSTS.TXT conten´ıa el mapeo nombre-a-direccio´n para cada
host conectado a la ARPAnet. Este archivo era mantenido por SRI’s Network Information
Center 2 (apodado NIC) y distribuido desde un u´nico host, SRI-NIC [18] [19]. De esta
manera, los administradores de ARPAnet, eventualmente enviaban por correo electro´nico
sus cambios al NIC, y perio´dicamente descargaban v´ıa FTP3 desde SRI-NIC la versio´n
al corriente del archivo HOSTS.TXT, y sus cambios eran compilados a un nuevo archivo
HOSTS.TXT una o dos veces a la semana. Con el crecimiento de ARPAnet, este esquema
dejo´ de ser manejable. El taman˜o de HOSTS.TXT crecio´ en proporcio´n al crecimiento
de hosts en la ARPAnet. Ma´s au´n, el tra´fico generado por el proceso de actualizacio´n se
incremento´ todav´ıa ma´s ra´pido, ya que cada host adicional, significaba no so´lo otra l´ınea
en el archivo HOSTS.TXT, sino tambie´n otro potencial host actualiza´ndose de SRI-NIC.
Cuando la ARPAnet comenzo´ a utilizar el protocolo TCP/IP (Transmission Control
Protocol/Internet Protocol), la poblacio´n de la red exploto´, lo cua´l significo´ una serie
de problemas con el archivo HOSTS.TXT: SRI-NIC ya no pod´ıa mantener el tra´fico de
red y la carga de procesador que significaba distribuir el archivo. No podr´ıan existir dos
hosts en el archivo HOSTS.TXT con un mismo nombre. Aunque el NIC podr´ıa asignar
direcciones de manera de garantizar que sean u´nicas, no ten´ıa autoridad sobre los nombres
de dominio. De esta manera, no hab´ıa nada que prevenga a alguien agregar un host con
1Advanced Research Projects Agency Network
2SRI: Stanford Research Institute
3File Transfer Protocol
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un nombre que cause conflicto con otro, y desmorone todo el esquema.
Se hac´ıa imposible mantener la consistencia del archivo a lo largo de esta red en cre-
cimiento. Para el momento en que un nuevo archivo HOSTS.TXT estaba actualizado en
Internet, un host ya pod´ıa haber cambiado de direccio´n o un nuevo host podr´ıa haber apa-
recido. De esta manera, se creo´ la necesidad de tener un servicio de nombres de propo´sito
general. El resultado fueron varias ideas acerca del espacio de nombres y su gestio´n [30]
[20] [34] [33]. Los propo´sitos cambiaron, pero la idea comu´n era la de un espacio de nom-
bres jera´rquico que se correspondiera con la estructura de la organizacio´n y del uso del “.”
como cara´cter de unio´n entre los niveles de la jerarqu´ıa. En los [25] [26] se describio´ un
disen˜o utilizando una base de datos distribuida y recursos generalizados. En base a la
experiencia de varias implementaciones, el sistema evoluciono´ a los [27] [28], dando origen
al DNS (Domain Name System). Y con el correr del tiempo, e´stos RFC han sido seguidos
por muchos otros, que describen potenciales problemas de implementacio´n, seguridad, etc.
En el presente trabajo, nos enfocaremos en ciertos problemas del sistema DNS, por lo
que se han disen˜ado ciertas extensiones de seguridad, dando lugar a DNSSEC (Domain
Name System Security Extensions) [1] [3] [2].
El objetivo de este trabajo es analizar en profundidad el sistema DNSSEC, y obtener
una especificacio´n formal del mismo, utilizando el ca´lculo de construcciones inductivas
[22] [12] y el asistente de pruebas COQ [23] [10], posibilitando el planteo de propiedades
de invariancia que comprueben que este sistema realmente soluciona aquellos problemas
de seguridad a los que se encuentra expuesto su antecesor DNS. As´ı como tambie´n, a
partir de la formalizacio´n planteada estudiar posibles fallas en el mismo.
Eventuales actualizaciones y material complementario a este trabajo, incluido el desa-
rrollo completo en el asistente de pruebas Coq de la teor´ıa presentada, puede descargarse
desde http://www.enexos.com.ar/∼ebazan.
El documento sigue la estructura de [31], organizado en cap´ıtulos, donde cada uno
desarrolla un aspecto de la formalizacio´n utilizando lo definido en los anteriores.
El cap´ıtulo 2 presenta conceptos ba´sicos, el formato de un mensaje DNS, y posterior-
mente sus vulnerabilidades.
El cap´ıtulo 3 presenta el modelo DNSSEC.
El cap´ıtulo 4 introduce la formalizacio´n de DNS propuesta por Cheung-Levitt [32],
ampliada para modelar DNSSEC.
En el cap´ıtulo 5 se desarrolla la verificacio´n del modelo - invariancia de la validez del
estado respecto a la ejecucio´n de los comandos, analizando particularmente la validez de
la cadena de confianza definida en el sistema DNSSEC.
El cap´ıtulo 6 presenta las conclusiones obtenidas a lo largo del desarrollo de la tesina,
y plantea posibles trabajos futuros para profundizar en el tema.
2
Cap´ıtulo 2
El Sistema de Nombres de Dominio
El presente cap´ıtulo describe el Sistema de Nombres de Dominio DNS 1. Primero se
introduce de manera general, presentando conceptos ba´sicos y te´rminos, para utilizar de
manera consistente a lo largo del documento. Luego se presenta el formato de un mensaje
DNS. Posteriormente se describen las vulnerabilidades del sistema de nombres de dominio.
2.1. Descripcio´n general del modelo DNS
DNS es ba´sicamente una base de datos distribuida e indexada por nombres de do-
minio. Cada nombre de dominio es esencialmente un camino en una estructura de a´rbol
jera´rquico, llamado espacio de nombres de dominio, como se puede observar en la Figura
2.1.
Cada nodo posee una etiqueta, y cada nombre de dominio no es ma´s que la secuencia
de e´stas etiquetas, separadas por un “.”, desde un nodo en particular hasta la ra´ız, refle-
1Domain Name System
Figura 2.1: Estructura jera´rquica del espacio de dominios DNS [21]
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jando de e´sta manera en los nombres de dominio la jerarqu´ıa de la estructura. Para ma´s
informacio´n sobre co´mo funciona DNS, ver [21] [27] [28].
Uno de los objetivos principales de DNS era descentralizar la administracio´n, y esto
es logrado gracias a la delegacio´n. De manera similar, una organizacio´n administrando un
dominio, puede dividirlo en subdominios, y cada uno de e´stos puede ser delegado a otras
organizaciones, haciendo responsable a cada una de e´stas organizaciones a mantener todos
los datos de su subdominio, siendo libres de cambiar dichos datos e inclusive de dividir
su subdominio en ma´s subdominios y delegarlos. El dominio unr.edu.ar por ejemplo,
es delegado al administrador correspondiente de la “Universidad Nacional de Rosario”
(Figura 2.2).
Figura 2.2: unr.edu.ar es delegado a la U.N.R. [21]
Una zona, es una parte contigua del espacio de dominio, la cual es administrada por
un conjunto de servidores, llamados nameservers. Los nameservers que administran una
zona tienen autoridad sobre la misma.
La diferencia entre dominios y zonas es importante. Muchos dominios, tales como
unr.edu.ar se subdividen mediante delegacio´n en unidades ma´s pequen˜as y manejables.
Estas unidades son llamadas zonas (Figura 2.3).
El espectro DNS define dos tipos de servidores nameservers: servidor primario (o
master) y servidor secundario (o slave). Un servidor primario, lee los datos de una zona
directamente de su archivo de hosts. Un secundario, toma los datos autoritativos para la
zona desde su servidor primario. Ambos son autoritativos para la zona y a pesar de su
nombre, los servidores secundarios no son nameservers de segunda clase, sino que DNS
provee estos dos tipos de servidores para una zona dada, por cuestiones de redundancia,
o balance de carga.
Los clientes de DNS, aquellos que acceden a los nameservers, son llamados resolvers.
Un programa corriendo en un host que necesite informacio´n del espacio de nombres de
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Figura 2.3: El dominio edu.ar subdividido en zonas [21]
dominio utilizara´ un resolver. De esta manera, un resolver se encargara´ de:
• Preguntar a un nameserver (Queries)
• Interpretar las respuestas obtenidas (las cua´les pueden ser Resource Records o un
error)
• Devolver la informacio´n requerida al programa que la solicito´
El proceso para obtener informacio´n de DNS es llamado resolucio´n de nombres o sim-
plemente resolucio´n. Supongamos que el host h1.fceia.unr.edu.ar necesita la direccio´n IP
de h2.famaf.unc.edu.ar. Para esto, el resolver debera´ solicitar esta informacio´n al servidor
de nombres local dentro del dominio fceia.unr.edu.ar. Existen dos modos de resolucio´n:
iterativa y recursiva. En el modo iterativo, cuando un servidor de nombres recibe una
peticio´n para la cual no sabe la respuesta, dara´ referencia al solicitante de otros servidores
con ma´s chances de conocer la respuesta. Cada servidor es inicializado con las direccio-
nes de algunos servidores autoritativos para la zona root. Ma´s au´n, los servidores root,
conocen los servidores autoritativos de los dominios de segundo nivel (e.g., dominio ar).
Los servidores de segundo nivel conocen los servidores autoritativos para los dominios
de tercer nivel, y as´ı sucesivamente. De esta manera, siguiendo la estructura de a´rbol, el
solicitante puede ir “acerca´ndose” a la respuesta despue´s de cada referencia obtenida. La
figura 2.4 muestra el escenario de resolucio´n iterativo.
Por ejemplo, cuando un servidor root recibe una peticio´n “iterativa” para el dominio
h2.famaf.unc.edu.ar, este referira´ al solicitante al servidor “ar”, y eventualmente e´ste
localizara´ al servidor autoritativo para famaf.unc.edu.ar y obtendra´ su direccio´n IP.
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Figura 2.4: Modo iterativo de resolucio´n de nombres [32]
En el modo recursivo, un servidor o bien responde la consulta, o encuentra la respuesta
contactando e´l mismo a otros servidores y devolviendo una respuesta al solicitante.
El proceso completo de resolucio´n puede parecer bastante complicado y engorroso, pero
en general, es bastante ra´pido. Una de las caracter´ısticas que acelera considerablemente
este proceso es el almacenamiento en cache´. Un servidor de nombres procesando una
consulta recursiva, puede tener que enviar varias consultas e´l mismo para poder averiguar
la respuesta, y a medida que lo hace descubre mucha informacio´n acerca del espacio de
nombres de dominio. Cada vez que es referido a otra lista de servidores de dominio, aprende
que e´stos son autoritativos para una cierta zona, as´ı como tambie´n aprende sus direcciones
IP. Al terminar el proceso de resolucio´n, cuando finalmente encuentra la informacio´n que le
han solicitado, puede almacenar esta informacio´n para futuras consultas. De esta manera,
la pro´xima vez que un resolver consulte al servidor de nombres por informacio´n que ya
ha sido solicitada previamente, dicho servidor tendra´ guardada la respuesta en cache´ y
simplemente brindara´ la respuesta correspondiente.
Los servidores de dominio no pueden guardar informacio´n en cache´ por siempre, ya que
si lo hicieran, los cambios en los datos de los servidores autoritativos nunca se propagar´ıan,
dado que los servidores de nombres remotos seguir´ıan utilizando sus datos en cache´. Por
lo tanto, el administrador de la zona que contiene los datos autoritativos decide un time to
live (ttl) para esta informacio´n. Dicho ttl es la cantidad de tiempo que cualquier servidor de
nombres puede guardar la informacio´n en cache´. Luego de expirado e´ste valor, el servidor
de nombres debe descartar la informacio´n guardada en cache´ y requerir nueva informacio´n
de los servidores autoritativos.
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2.2. Formato del mensaje DNS
Un mensaje DNS consiste de un encabezado y cuatro secciones: question, answer,
authority y additional. (Figura 2.5)
Figura 2.5: Formato de un mensaje DNS [13]
La primer seccio´n Header, contiene un campo id, el cua´l es usado para reconocer una
respuesta coincidente con una consulta previamente realizada.
La seccio´n question consta de un nombre de dominio (QNAME ), un tipo (TYPE ), y
una clase (QCLASS ). Por ejemplo, una consulta para averiguar la direccio´n IP del host
h1.fceia.unr.edu.ar posee QNAME=h1.fceia.unr.edu.ar, QTYPE=A, y QCLASS=IN (IN
denota Internet).
Las u´ltimas tres secciones mencionadas (answer, authority y additional) esta´n com-
puestas por Resource Records (RR’s). A su vez, un RR DNS tiene 6 campos: NAME,
TYPE, CLASS, TTL, RDLENGTH, RDATA.
El campo NAME contiene su nombre DNS, el cual tambie´n hace referencia al duen˜o
al cual pertenece este RR.
El campo TYPE indica el tipo del RR, la siguiente es una lista de los tipos ma´s
comunes:
• A: contiene una direccio´n IP de 32 bit para el nombre de dominio especificado.
• CNAME: especifica el nombre de dominio original (o cano´nico) para el nombre de
dominio especificado (Mapea un alias con su nombre de dominio cano´nico).
• HINFO: contiene informacio´n del host, tal como ser el sistema operativo usado.
• MX: contiene un nombre de host actuando como servidor de correo para el nombre
de dominio especificado.
• NS: contiene un nombre de host actuando como servidor de nombres de dominio
autoritativo para el nombre de dominio especificado.
• PTR: contiene un nombre de dominio correspondiente a una direccio´n IP especifi-
cada.
• SOA: contiene informacio´n sobre el dominio especificado (por ejemplo, el correo
electro´nico del administrador del dominio).
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El campo CLASS IN es utilizado para Internet. Si bien existen otras clases son omitidas
por brevedad.
El campo TTL, especifica el tiempo (en segundos) que un servidor de nombres puede
almacenar un RR en cache´.
El campo RDATA contiene los datos propiamente dichos del RR, y esta´ definido es-
pec´ıficamente para cada tipo de RR.
Estos RR’s esta´n agrupados en conjuntos (RRSets). Un RRSet contiene 0 o ma´s RRs
[36], que tienen los mismos valores en los campos NAME, CLASS y TYPE, pero los datos
RDATA son distintos. La figura 2.6 muestra un ejemplo de RRSet.
Figura 2.6: Estos tres RRs esta´n agrupados en un mismo RRSet [13]
2.3. Vulnerabilidades en el sistema DNS
La especificacio´n original de DNS no inclu´ıa seguridad, ya que fue disen˜ado para ser una
base de datos pu´blica en la cual el concepto de restringir el acceso a la informacio´n dentro
del espacio de nombres no era parte del protocolo. Con el crecimiento de aplicaciones
desarrolladas en base al uso de direcciones IP y hostnames para permitir o denegar acceso,
se comenzo´ a demandar precisio´n en la informacio´n contenida en DNS. Informacio´n falsa
dentro de DNS puede llevar a problemas inesperados y potencialmente peligrosos. Estas
vulnerabilidades pueden etiquetarse dentro de las siguientes categor´ıas: envenenamiento
de cache´, inundacio´n de clientes, vulnerabilidades en actualizaciones dina´micas, fuga de
informacio´n, y base de datos comprometida en un servidor DNS [13]. (Figura 2.7).
Varios autores han discutido acerca de los problemas de seguridad de DNS [8] [9] [11]
[17] [29] [35]. Siguiendo la l´ınea de trabajo de Cheung-Levitt [32], nos centraremos en
dos problemas espec´ıficos de DNS relevantes para el desarrollo de DNSSEC: envenena-
miento de cache´ (cache poisoning) y falta de autentificacio´n de respuestas
DNS.
2.3.1. Cache poisoning
Cuando un servidor DNS no tiene dentro de su cache´ la respuesta a una consulta,
puede re-preguntar dicha consulta a otro servidor DNS en beneficio del cliente. Si esto
sucede el servidor consultado posee informacio´n incorrecta, ya sea intencionalmente o por
error, se dice que ocurre envenenamiento de cache´. Cuando el envenenamiento de cache´ es
intencional se refiere a e´ste como DNS spoofing.
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Figura 2.7: Vulnerabilidades DNS [24]
Cuando el ataque es malicioso, el atacante puede engan˜ar a un servidor de nombres
S1 para preguntar a otro servidor S2. Si S2 es un servidor comprometido, el atacante
puede lograr tanto denegacio´n de servicio (denial of service - DoS) y brindar respuestas
negativas, as´ı como enmascararse como una entidad confiable y dar respuestas que conten-
gan RRs falsos. De cualquier manera, como los servidores almacenan los resultados de las
interacciones previas con otros servidores para mejorar su performance, cuando S1 use su
cache´ contaminado para resolver un nombre de dominio, podra´ estar usando informacio´n
incorrecta suministrada por el atacante. (Figura 2.8).
2.3.2. Falta de autentificacio´n de respuestas DNS
El mecanismo de autenticacio´n de mensajes en DNS es muy de´bil: un servidor DNS
(o cliente DNS) adjunta un id al realizar una consulta, el cua´l se utilizara´ posteriormente
para hacerlo coincidir al recibir la respuesta correspondiente. Por ejemplo, supongamos
que un servidor S1 env´ıa una consulta a otro servidor S2. Si un atacante puede predecir el
id utilizado por S1 al realizar dicha consulta, e´ste podra´ enviar una respuesta falsificada
con el id coincidente. Cuando S1 reciba la respuesta, supuestamente proveniente de S2,
S1 no tiene manera de verificar que la respuesta efectivamente provenga de S2. Si S2 no
esta´ disponible cuando la consulta es enviada, el atacante puede tomar su lugar y enviar
esta respuesta falsificada, e inclusive si S2 esta´ operacional, el atacante puede montar un
ataque de denegacio´n de servicio contra S2 para prevenir a S2 de responder a la consulta
de S1. El atacante tambie´n puede valerse del hecho de que si un servidor recibe mu´ltiples
respuestas para su consulta, utilizara´ la primera en recibir. De esta manera, inclusive si
S2 puede responder a S1, el atacante puede tener e´xito si su respuesta falsificada llega a
S1 antes que la de S2 lo haga. (Figura 2.9).
9
CAPI´TULO 2. EL SISTEMA DE NOMBRES DE DOMINIO
Figura 2.8: Envenenamiento de cache´ [4]
Figura 2.9: Suplantacio´n de identidad [14]
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Cap´ıtulo 3
El modelo DNSSEC
En 1994, la IETF1 formo´ un grupo de trabajo para proveer extensiones de seguridad al
protocolo DNS en respuesta a los problemas de vulnerabilidad mencionados en la seccio´n
anterior. Estas extensiones de seguridad, DNSSEC 2, fueron disen˜adas para co-existir,
operando correctamente con implementaciones no seguras de DNS. Para lograr esto, se
disen˜aron nuevos tipos de RRs3, los cua´les fueron usados en conjunto con los ya existentes,
permitiendo una menor complejidad de migracio´n a servidores en produccio´n; as´ı como
tambie´n una buena adaptacio´n de funcionamiento entre clientes seguros y no seguros,
facilitando el correcto procesamiento de RRSets4 recibidos de un servidor, ya sea DNS o
DNSSEC [16] [7].
En el presente cap´ıtulo se introduce el modelo DNSSEC y su alcance, las diferencias en
el formato del mensaje con respecto a DNS y los nuevos registros (RRs) introducidos, luego
se describe la seguridad llevada a cabo en los servidores, as´ı como tambie´n la cadena de
confianza que se genera en todo el a´rbol DNS utilizando DNSSEC. Finalmente, se presenta
un ejemplo, explicando una consulta t´ıpica de transaccio´n DNSSEC.
3.1. Objetivos de DNSSEC
Un principio fundamental de DNS es que si bien se requiere informacio´n correcta y
consistente, dicha informacio´n debe ser pu´blica. De esta manera, s´ı existe la necesidad de
autenticacio´n e integridad, pero no para realizar control de acceso o por confidencialidad.
Los objetivos de DNSSEC son justamente, proveer autenticacio´n e integridad al sistema
DNS, lo cual se llevo´ a cabo a trave´s de firmas criptogra´ficas generadas mediante el uso
de llaves pu´blicas-privadas. Por esto, servidores, resolvers y aplicaciones con manejo de
seguridad pueden hacer uso de estas ventajas, y asegurar que la informacio´n obtenida
de un servidor DNS seguro es aute´ntica y no ha sido alterada. Incluso aplicaciones
1Internet Engineering Task Force
2Domain Name System Security Extensions
3Resource Records
4Resource Records Sets
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fuera de DNS pueden decidir utilizar las llaves pu´blicas contenidas dentro del sistema
para proveer confidencialidad. Cabe destacar que DNSSEC brinda los mecanismos para
manejar mu´ltiples llaves, cada una generada con un algoritmo de encriptacio´n distinto
para un nombre DNS dado.
3.2. Alcance de DNSSEC
El alcance de las extensiones de seguridad a DNS pueden resumirse en tres servicios:
distribucio´n de llaves, autenticacio´n del origen de los datos, y autenticacio´n de transac-
ciones y pedidos.
• Distribucio´n de llaves (key distribution): El servicio de distribucio´n de llaves no
so´lo permite la recuperacio´n de una llave pu´blica de un nombre DNS para verificar
la autenticidad de los datos de una zona DNS, sino que tambie´n proporciona un
mecanismo mediante el cual cualquier llave asociada a un nombre DNS puede ser
usada para otros propo´sitos. El servicio de distribucio´n de llave pu´blica soporta
diferentes tipos de llaves y de algoritmos de encriptacio´n.
• Autenticacio´n del origen de los datos (Data Origin Authentication): Este
servicio es el punto crucial en el disen˜o de DNSSEC. Mitiga amenazas tales como
envenenamiento de cache´ y compromiso de los datos de una zona en un servidor
DNS. Los RRSets dentro de una zona son firmados criptogra´ficamente, dando as´ı un
alto nivel de certeza de que los datos recibidos por resolvers y servidores pueden ser
confiables. DNSSEC utiliza firmas digitales para firmar los RRSets dentro de DNS.
Dicha firma digital contiene un valor hash5 cifrado del RRSet, el cual es una suma
de control criptogra´fica de los datos contenidos en el mismo. Este hash es firmado
(digitalmente encriptado) mediante una clave privada, generalmente perteneciente al
duen˜o de la informacio´n, conocido como signer (o signing authority). El receptor del
RRSet puede simplemente chequear la firma digital contra los datos en el RRSet,
primero desencriptando la firma digital (RRSIG6) utilizando la llave pu´blica del
signer para obtener el hash original de los datos, y luego computando su propio
hash de los datos en el RRSet utilizando el mismo algoritmo de suma de control
criptogra´fica De esta manera puede comparar los resultados del hash encontrado en
la firma digital contra el hash recie´n computado. Si los dos valores hash coinciden,
existe integridad en los datos y el origen de datos es aute´ntico.
• Autenticacio´n de transacciones y pedidos (DNS Transaction and Request
Authentication): Permite autenticar pedidos y cabeceras de mensajes DNS. Esto
garantiza que una respuesta sea verdaderamente en respuesta a una consulta reali-
zada, y que dicha respuesta proviene efectivamente desde el servidor al cual estaba
destinada la consulta. Proporcionar la seguridad para ambos se hace en un solo pa-
so, parte de la informacio´n regresada desde un servidor seguro es una firma, dicha
5Un valor hash se utiliza para resumir o identificar probabil´ısticamente un gran conjunto de informacio´n
6nuevo tipo de RR introducido en DNSSEC, se discutira´ en detalle durante el cap´ıtulo
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firma es producida por la concatenacio´n de la consulta y su respectiva respuesta.
Esto permite a un resolver seguro, realizar cualquier verificacio´n concerniente a la
transaccio´n realizada.
Esta autenticacio´n tambie´n se utiliza en las actualizaciones dina´micas de DNS. Sin
DNSSEC, las actualizaciones dina´micas no proveen ningu´n mecanismo que proh´ıba,
a cualquier sistema que tenga acceso a un servidor autoritativo DNS, la actualizacio´n
de informacio´n de su zona. Para proveer seguridad para estas modificaciones se
incorpora DNSSEC para brindar una autentificacio´n fuerte a sistemas habilitados a
manipular dina´micamente informacio´n de zonas DNS en el servidor primario [15].
3.3. Modificaciones en el encabezado DNS
Se modifica el encabezado de un paquete DNS, de manera de agregar el bit DO7, y
los bits CD8 y AD9.
• DNSSEC OK (DO): Habilitando este bit en una consulta se le indica al servidor
que el resolver esta´ habilitado a aceptar RRs DNSSEC. El bit DO deshabilitado
indica que el resolver no soporta las extensiones de seguridad de DNSSEC y sus
correspondientes RRs NO DEBEN ser retornados en la respuesta. El bit DO DEBE
ser copiado en la respuesta.
Un servidor recursivo que soporte DNSSEC, habilita el bit DO en los pedidos recur-
sivos, sin importar el estado de dicho bit en el pedido inicial del resolver. Si el pedido
inicial hecho por el resolver no tiene el bit DO habilitado, el servidor que SI soporta
DNSSEC DEBE remover los RRs de seguridad de DNSSEC antes de devolver los
datos al cliente, de todos modos los datos en cache´ NO DEBEN ser modificados.
• Checking Disabled (CD): Este bit es controlado por los resolvers, e indica que
el mismo realizara´ las autenticaciones dadas por sus pol´ıticas de seguridad local. Al
habilitarlo, el servidor de nombres debera´ responder los RRs solicitados, inclusive si
no pasan sus pol´ıticas de seguridad.
• Authenticated Data (AD): Este bit es habilitado por un servidor seguro, so´lo
si todos los datos que se incluyen al dar una respuesta han sido criptogra´ficamente
verificados o cumple las pol´ıticas de seguridad del servidor local.
7DNSSEC OK
8Checking Disabled
9Authenticated Data
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3.4. Nuevos Registros
DNSSEC agrega los siguientes registros (Resource Records) al protocolo DNS [1] [3]
[2]:
• DNSKEY
• RRSIG
• NSEC
• DS
3.4.1. DNSKEY
DNSSEC utiliza criptograf´ıa de llave pu´blica para firmar y autenticar RRsets. Las
llaves pu´blicas son guardadas en el RR DNSKEY y son utilizadas en el proceso de auten-
ticacio´n de DNSSEC: Una zona firma sus RRsets utilizando una llave privada y guarda
la correspondiente llave pu´blica en el RR DNSKEY. De esta manera, un resolver puede
utilizar esta llave pu´blica para validar las firmas que cubren los distintos RRsets en la zona
(RRSIG), y de esta manera autenticarlas. En la figura 3.1 se puede observar el formato
de los datos (RDATA) del RR DNSKEY.
Figura 3.1: Formato RDATA para DNSKEY [3]
3.4.2. RRSIG
Las firmas digitales son guardadas en los RRs RRSIG y son usadas en el proceso de
autenticacio´n de DNSSEC. Para realizar una validacio´n se puede usar estos RRs para
autenticar RRsets de la zona en cuestio´n. Los RRs RRSIG DEBEN tener material de
verificacio´n (firmas digitales) usadas so´lo para asegurar las operaciones de DNS.
Un RR RRSIG contiene las firmas para un RRset con un nombre, clase y tipo parti-
cular. Los RR RRSIG especifican un intervalo de validez para la firma y usa los campos
Algorithm, Signer’s Name y Key Tag para identificar el registro de la llave pu´blica DNS-
KEY que se pueden usar para verificar la firma.
Como todo RRset autoritativo en una zona debe ser protegido por una firma digital, los
RR RRSIG tambie´n deben estar presentes para nombres que contienen un RR CNAME,
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Figura 3.2: Formato RDATA para RRSIG [3]
e´ste es un cambio a la especificacio´n de DNS tradicional, la cual establece que si un
CNAME esta´ presente para un nombre, es el u´nico tipo permitido en ese nombre. Sin
embargo, en una zona firmada los RR RRSIG y NSEC DEBEN existir para el mismo
nombre que el RR CNAME.
En la figura 3.2 se puede observar el formato de los datos (RDATA) del RR RRSIG.
3.4.3. NSEC
El RR NSEC nos indica dos cosas: el pro´ximo nombre (en el orden cano´nico de la
zona) que contenga tanto datos autoritativos como un punto de delegacio´n NS RRset,
y el conjunto de tipos de RRs presentes para el duen˜o del record NSEC. El conjunto
completo de RRs NSEC en una zona indican cua´les RRSets autoritativos existen en una
zona, as´ı como tambie´n forman una cadena de duen˜os de nombres autoritativos en la
zona. Esta informacio´n es usada para proveer denegacio´n de existencia autenticada para
los datos DNS.
Como todo RRSet autoritativo en una zona, debe ser protegido por una firma digital,
los registros RRSIG deben estar presentes para nombres que contienen un registro CNA-
ME, e´ste es un cambio a la especificacio´n de DNS tradicional, la cual establece que si un
CNAME esta´ presente para un nombre, es el u´nico tipo permitido en ese nombre, en una
zona firmada los registros RRSIG y NSEC DEBEN existir para el mismo nombre que el
RR CNAME.
En la figura 3.3 se puede observar el formato de los datos (RDATA) del RR NSEC.
Figura 3.3: Formato RDATA para NSEC [3]
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3.4.4. DS
El RR DS hace referencia a un RR DNSKEY y es usado en el proceso de autentica-
cio´n de DNSSEC. Un RR DS hace referencia a un RR DNSKEY guardando su respectiva
“etiqueta de la clave” (key tag), “nu´mero de algoritmo” y un resumen del RR DNSKEY.
Notar que si bien el resumen debe ser suficiente para identificar la llave pu´blica, guardar
el key tag y el algoritmo ayuda a hacer el proceso de identificacio´n ma´s eficiente. Auten-
ticando el registro DS, un resolver puede autenticar el RR DNSKEY al cual el RR DS
esta´ apuntando.
El RR DS y su correspondiente RR DNSKEY tienen el mismo nombre de duen˜o,
pero son guardados en diferentes servidores. El RR DS aparece so´lo en la parte superior
(padre) de la delegacio´n y es dato autoritativo en la zona del padre. Por ejemplo, el RR DS
para “example.com” es guardado en la zona “com”. El correspondiente RR DNSKEY es
guardado en la zona “example.com”. Esto simplifica la administracio´n de la zona DNS y la
firma de la zona pero introduce requerimientos de procesamiento de respuestas especiales
para el RR DS.
En la figura 3.4 se puede observar el formato de los datos (RDATA) del RR DS.
Figura 3.4: Formato RDATA para DS [3]
3.5. Seguridad en los servidores DNS
Todo servidor DNS primario tiene 3 funciones principales: administrar informa-
cio´n autoritativa de su zona, administrar el almacenamiento en cache´ de la
informacio´n DNS, y responder consultas. En DNSSEC, todo servidor seguro tiene
responsabilidades an˜adidas a cada una de estas funciones [13].
En la administracio´n de los datos de la zona, se deben incluir los nuevos RRs RRSIG,
NSEC, DNSKEY y DS. Los RR RRSIG son generados para los RRSets de la zona. La
llave privada de la zona utilizada para generar estas firmas es mantenida off-line, de
manera que su integridad este´ menos comprometida y la validez de los datos de la zona
sea ma´s confiable. Dicha llave privada es cambiada perio´dicamente para re-firmar todos
los RRs encontrados dentro de la zona. Una vez que los nuevos RRSIG son generados,
estos son incluidos dentro del archivo master de la zona. Los RRs NSEC tambie´n deben
ser generados y ubicados dentro del archivo master de la zona al generar los RRs RRSIG.
Un servidor seguro debe administrar el correcto almacenamiento en cache´ de la infor-
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macio´n. La responsabilidad an˜adida para esta tarea comienza en mantener cuatro estados
de cache´. Un estado, el cual tiene un estado correspondiente en un servidor no-seguro,
es “Bad” (malo). En un servidor no-seguro cuando una respuesta “mala” es recibida, en
la cual la informacio´n contenida se encuentra de alguna manera corrupta, dicho servidor
no-seguro descarta este mensaje de respuesta sin almacenarlo en cache´ (y t´ıpicamente
loguea el evento). En un sentido ana´logo, un servidor seguro puede descartar cualquier
respuesta mala, pero en este caso, una respuesta mala significa que las verificaciones del
RR RRSIG con respecto a los datos han fallado. Aunque el RRSet en la respuesta parezca
leg´ıtimo, este error de chequeo de datos con respecto a su firma es una condicio´n fatal.
Los otros tres estados son: “Insecure”(Inseguro), “Authenticated” (Autenticado) y
“Pending” (Pendiente). Insecure significa que no hay datos disponibles para verificar
la autenticidad de los datos (por ejemplo que estos datos hayan sido obtenidos a partir
de un servidor no-seguro). Authenticated significa que los RRSets han sido correctamente
validados a trave´s del uso de su firma RRSIG y su llave DNSKEY. Pending significa que
los datos en cache´ todav´ıa se encuentran en el proceso de verificacio´n de autenticidad.
Otra responsabilidad del servidor es cua´ndo descartar un RRSet del cache´. Una vez un
RRSet se encuentra almacenado en cache´, comienza una cuenta regresiva desde su TTL
original, y una vez que llega a cero, e´ste RRSet es removido del cache´. Para servidores
seguros, esto ha cambiado un poco. En e´stos, no se puede depender so´lo del para´metro
TTL para descartar un RRSet del cache´, sino que se tienen en cuenta dos nuevos tiempos
para determinar esta expiracio´n de datos. Los nuevos tiempos son usados para determinar
el per´ıodo de validez de la firma de un RRSet autenticado, y no so´lo la expiracio´n del
mismo. Estos nuevos tiempos son almacenados dentro del RR RRSIG y son conocidos
como “Signature Inception Time” (tiempo de inicio de la firma) y “Signature Expiration
Time” (tiempo de expiracio´n de la firma). Para servidores y clientes con uso de seguridad,
esta informacio´n es mucho ma´s relevante para basar la expiracio´n de un RRSet, ya que en
este lapso sera´ que e´ste sea criptogra´ficamente correcto. Aunque el tiempo de expiracio´n
de la firma sea correlativo con el TTL, por problemas de compatibilidad el campo TTL no
puede ser eliminado. Adema´s, el “envejecimiento” del TTL todav´ıa es incorporado para
la eliminacio´n de un RRSet del cache´, ya que si un TTL expira antes que el tiempo de
expiracio´n de su firma, el RRSet es descartado de todas maneras. Si el tiempo de expiracio´n
de la firma ocurre antes de que expire el TTL, entonces dicho TTL sera´ reajustado al
tiempo de expiracio´n de la firma y se procedera´ con la cuenta regresiva de forma normal.
Al utilizar DNSSEC, las respuestas pueden estar dirigidas tanto a clientes inseguros,
como a clientes con uso de seguridad. Cuando un resolver inseguro env´ıa una consulta a un
servidor seguro, pidiendo informacio´n perteneciente a una zona segura, e´stos servidores
pueden responder so´lo con informacio´n en cache´ de tipo Authenticated o Insecure. Un
servidor seguro puede enviar datos dentro de cache´ pertenecientes al estado Pending, so´lo
cuando la bandera checking disabled (CD) se encuentra habilitada. Un resolver no-seguro,
que no participe de DNSSEC, nunca habilitara´ su bandera CD en una consulta. Ya que
enviar datos del tipo Insecure, es lo mismo que utilizar DNS sin DNSSEC, un resolver no-
seguro podra´ procesar esta respuesta como un mensaje normal de DNS. Al recibir datos del
tipo Authenticated, un resolver no-seguro ba´sicamente ignorara´ la informacio´n adicional
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referente a seguridad y continuara´ procesando el mensaje de respuesta del modo usual. Por
otro lado, cuando las consultas son originadas desde un resolver seguro, es recomendado
habilitar la bandera CD. Con esta bandera habilitada los servidores seguros pueden enviar
datos de tipo Pending, logrando dos cosas: minimizar el tiempo de respuesta para manejar
consultas, y permitir al resolver implementar sus propias pol´ıticas sobre co´mo manejar
datos de tipo Pending independientemente del servidor. Si los datos de respuesta a la
consulta ya son de tipo Authenticated, el servidor habilita la bandera authenticated data
(AD) para indicar al resolver que los chequeos necesarios ya han sido realizados, y de esta
manera el resolver no necesita hacer ningu´n tipo de chequeo para verificar la seguridad.
3.6. Cadena de confianza
Los datos de una zona sera´n confiables si:
• Se encuentran firmados por la llave de la zona zone-signing-key (zsk), mediante los
respectivos RRs RRSIG.
• La zone-signing-key de la zona sera´ confiable si esta´ firmada por la llave key-signing-
key (ksk), ambos RRs DNSKEY.
• La key-signing-key sera´ confiable si esta´ siendo apuntado por su respectivo RR DS
del padre.
• El RR DS sera´ confiable si:
– esta´ firmado por la zone-signing-key del padre, o
– los records DS o DNSKEY fueron intercambiados fuera de banda y almacenados
localmente (“Secure entry point”).
3.7. Ejemplo de cadena de confianza
Para entender mejor como se arma la cadena de confianza del sistema DNSSEC,
y como podemos recorrerla a la hora de realizar una bu´squeda iterativa, utilizaremos el
siguiente ejemplo, citado de [24]. Como puede observarse en la figura 3.5, comenzaremos
recorriendo la cadena de confianza por un punto conocido por todos: el servidor Root “.”,
y veremos como se arma la seguridad hasta llegar a “www.ripe.net”.
La llave ksk del servidor Root “.” se encuentra manualmente configurada en todos
los servidores como una “llave confiable”. Esta llave ksk (8907) es utilizada para firmar
la llave de zona zsk (2983). El record DS del hijo “net” es firmado mediante esta llave
zsk. Dicho registro DS en la zona de “root” apunta a la llave ksk 7834) de la zona “net”.
Con la llave ksk, la llave zsk (5612) de la zona “net” es firmada. Esta llave zsk a su vez
es utilizada para firmar el registro DS de “ripe.net”.
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Figura 3.5: Recorriendo la cadena de confianza [24]
Nuevamente, el registroDS en el padre “net” es utilizado para apuntar a la llave ksk (4252)
de “ripe.net”. Esta llave ksk firma la correspondiente llave de zona zsk (1111). Finalmen-
te, la llave zsk se utiliza para firmar todos los datos de la zona, incluyendo el registro A
para “www.ripe.net”.
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Cap´ıtulo 4
Especificacio´n Formal
En el presente cap´ıtulo se desarrolla la formalizacio´n en el CCI del modelo DNSSEC
descripto en el cap´ıtulo 3.
En primer lugar se introduce la notacio´n formal utilizada a lo largo de la especificacio´n,
luego se presenta la formalizacio´n de los componentes ba´sicos, organizada en secciones
que comprenden la composicio´n del estado y sus propiedades de validez, posteriormente
se describe la sintaxis y sema´ntica de los comandos, y finalmente el concepto de ejecucio´n
de estos en el sistema.
4.1. Notacio´n
A lo largo de la presente tesina se utiliza la notacio´n propuesta en [6] que se describe
a continuacio´n. Para los conectivos lo´gicos y de igualdad se utiliza la notacio´n esta´ndar (
∧,∨,→,¬,∃,∀ ).
Los predicados ano´nimos son introducidos mediante notacio´n lambda, por ejemplo
(λx.x = 0) es un predicado que aplicado a n devuelve true si y solo si n es cero.
Los tipos records son introducidos de la siguiente manera:
R
def
= [[ field0 : A0, . . . , f ieldn : An ]]
lo cual genera un tipo inductivo no recursivo con un u´nico constructor, llamado BuildR
y n funciones de proyeccio´n fieldi : R→ Ai.
Se utiliza 〈a0, . . . , an〉 en lugar de BuildR a0 . . . an cuando el tipo R es evidente del con-
texto. Las aplicaciones de las funciones de proyeccio´n esta´n abreviadas usando la notacio´n
punto (ej. fieldi r = r.fieldi).
La notacio´n para los conjuntos de tipo A es set A, donde set es un tipo inductivo que
codifica los conjuntos como listas cuyos constructores son cons :A → set A → set A y
nil :set A, aunque puede suceder que se utilice :: en lugar de cons y [] en lugar de nil. Se
utiliza {a0, . . . , an}A para denotar el conjunto de elementos a0, . . . , an de tipo A. Para los
operadores de conjuntos se utiliza la notacio´n cla´sica (∪,∩,∈,⊆).
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Para los constructores de tipos inductivos de la forma
I : t0 . . . tn
def
= Ci (a0 :k0) . . . (aj :kj) :I (b0 : t0) . . . (bn : tn) ∀ i, j, n ∈ N0
puede utilizarse la notacio´n
Ci
a0 . . . aj
I b0 . . . bn
donde las variables libres se consideran universalmente cuantificadas y sus tipos definidos
por el contexto.
4.2. Formalizacio´n de componentes
4.2.1. Preludio
Para la formalizacio´n del sistema se hara´ uso del desarrollo hecho por [32] para DNS,
adapta´ndolo y amplia´ndolo para poder describir aspectos claves del sistema DNSSEC.
Primero se introducen algunos tipos utilizados en el resto de la especificacio´n.
En primer lugar, se llaman DName, RRType, RRClass, TTL, RDLength y RData
a los tipos Name, Type, Class, TTL, RDLENGTH y RDATA respectivamente, que son
los campos ba´sicos de un “Resource Record”, el cual se describe como el siguiente Record:
RR
def
= [[ Rdname :DName,
Rtype :RRType,
RClass :RRClass,
Rttl :TTL,
RDL :RDLength,
Rrdata :RData ]]
A su vez, dentro del tipo de datos RRType, podemos notar los nuevos tipos de registro
definidos para DNSSEC:
RRType
def
= A
| PTR
| NS
| CNAME
| MX
| SOA
| HINFO
| NSEC
| DS
| DNSKEY
| RRSIG
Para el conjunto de RRs, llamados RRset, definimos la variable RRset : set RR.
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Para nuestra modelizacio´n del sistema DNSSEC, definiremos “RRs Seguros” (SecRR),
utilizando el siguiente tipo:
SecRR
def
= [[ RR′ :RR, Rsign :RR ]]
donde Rsign contiene la firma del correspondiente RR’.
A su vez, definiremos un “conjunto de RRs seguros” (SecRRset), de la siguiente ma-
nera:
SecRRset
def
= [[ RRset′ :RRset, RRsign :RR ]]
donde RRsign contiene la firma del correspondiente conjunto RRset’.
DNS maneja una base de datos distribuida. Esta base de datos se encuentra indexada
por la tupla (dname, type, class), la cual estara´ definida segu´n el siguiente record, al
que llamaremos Idx:
Idx
def
= [[ Idname :DName,
Itype :RRType,
IClass :RRClass ]]
El rango de esta base de datos es un conjunto de RRs. Para denotar el tipo de esta
base de datos utilizaremos la siguiente funcio´n:
DbMap
def
= Idx→ SecRRset
Los servidores DNSSEC distribuidos globalmente son representados mediante el tipo
Process.
4.2.2. Mensaje DNS
El sistema DNSSEC, al igual que DNS, realiza su comunicacio´n para el proceso de
resolucio´n de nombres a trave´s de mensajes con un formato espec´ıfico [28].
Un mensaje DNS consiste de un encabezado (Header) y cuatro secciones: Consulta
(Question), Autoritativa (Authority) y Adicionales (Additional). Se define utilizando el
siguiente Record:
DNSMessage
def
= [[ Hdr :Header,
Q :Idx,
Ans :SecRRset,
Auth :SecRRset,
Additional :SecRRset ]]
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4.2.3. Env´ıos pendientes
Para modelar la necesidad de generar env´ıos pendientes dentro del sistema, ya sean de
solicitudes o respuestas, definimos el siguiente Record:
SendQR
def
= [[ SendQ :set InfoMsg, SendR :set InfoMsg ]]
donde SendQ y SendR hacen referencia al env´ıo de solicitudes (Queries) y respuestas
(Responses) pendientes. El tipo de datos InfoMsg que describe la informacio´n necesaria
para poder luego ejecutar estos env´ıos pendientes esta´ definido con el siguiente Record:
InfoMsg
def
= [[ MFrom :Process, MTo :Process, MMsg :DNSMessage ]]
4.2.4. Llaves del sistema
El sistema DNSSEC basa su seguridad en la utilizacio´n de llaves pu´blicas y privadas.
Como explicamos anteriormente, cada servidor tiene dos conjuntos de llaves, llaves ZSK y
KSK. Si bien estas llaves no son ma´s que RRsets dentro de la base de datos de DNSSEC,
para simplificar su uso, las llaves (DNSKEY) del sistema esta´n definidas mediante el
siguiente record:
keySet
def
= [[ key :RR, ksign :RR ]]
donde key no es ma´s que un RR de tipo DNSKEY, y ksign un RR de tipo RRSIG.
Para un servidor dado, el conjunto de llaves zsk y ksk se encuentra definido por el
siguiente Record:
keys
def
= [[ zsk :keySet, ksk :keySet ]]
4.2.5. Delegaciones
Conceptualmente, una delegacio´n describe una relacio´n Padre-Hijo entre servidores
DNSSEC, y es el mecanismo esencial de construccio´n de la cadena de confianza de DNS-
SEC. Una delegacio´n queda definida con el siguiente Record:
DSp
def
= [[ Tsrv :Process, rrDS :SecRR ]]
donde Tsrv indica el servidor “Hijo” a quie´n esta´ delegando, y rrDS no es ma´s que un
RR seguro (el cual contiene un RR de tipo DS y su respectiva firma RRSIG).
Un servidor dado puede estar asociado a una o ma´s delegaciones. Esta relacio´n esta´ de-
finida mediante una funcio´n DSpDB, la cual esta´ indexada por un servidor (Process) al
cua´l se delega la autoridad, y en su rango se encontrara´ una delegacio´n propiamente dicha
(DSp):
DSpDB
def
= Process→ DSp
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4.2.6. El estado
El estado global del sistema se describe utilizando el siguiente tipo record
State
def
= [[ Servers :set Process,
ServerKeys :Process→ keys,
TrustedServers :set Process,
Delegations :Process→ DSpDB,
Parents :Process→ DSp,
viewAuth :Process→ DbMap,
viewCache :Process→ DbMap,
PendingQueries :Process→ set Header,
SendBuffer :Process→ SendQR ]]
donde Servers es el conjunto de servidores DNS; ServerKeys es una funcio´n entre un
servidor y su conjunto de llaves ZSK/KSK; TrustedServers son aquellos servidores cono-
cidos como confiables y preconfigurados como tal de manera fuera de banda; Delegations
es la funcio´n entre un servidor y sus correspondientes delegaciones; Parents es una fun-
cio´n que relaciona un servidor dado con su respectivo “padre” (aquel que tiene el respectivo
RR de tipo DS apuntando a e´l); la vista que un servidor tiene sobre la base de datos pue-
de particionarse en una parte autoritativa (viewAuth) y otra de cache´ (viewCache);
PendingQueries define la funcio´n entre un servidor y las solicitudes de resolucio´n de
nombres que ya ha realizado y para las cuales au´n no tiene respuesta; SendBuffer son
aquellas acciones de env´ıo de respuestas y solicitudes que un servidor dado tendra´ que
ejecutar en cuanto sea posible (se utiliza este buffer de acciones para modelizar ciertas
ejecuciones esperadas al producirse ciertas condiciones que veremos ma´s adelante).
4.2.7. Observadores del estado
Los observadores del estado son predicados que abstraen otros mas complejos mejo-
rando la legibilidad y comprensio´n de la especificacio´n.
El cuadro 4.1 enumera todos los observadores definidos junto con sus signaturas.
El predicado isServer describe si un servidor dado pertenece al conjunto de servido-
res del sistema; isZSK e isKSK indican si una llave dada es efectivamente de tipo ZSK
o KSK respectivamente; emptyIdx verifica si existe RRset para un ı´ndice en el dominio
de la vista autoritativa de un servidor dado, isTimeout informa si un RR ha expirado
(ya sea por el tiempo de vida del RR en s´ı o debido a la expiracio´n de su correspondiente
firma), verifySign chequea si una llave efectivamente ha firmado un RRset mediante un
RRSIG dado, signedView describe si una vista (autoritativa o de cache´) de un servidor
dado se encuentra firmada correctamente por su llave de zona ZSK, checkDigest es uti-
lizado para verificar que un servidor y su correspondiente llave KSK concuerden con el
ca´lculo de un digest dado; sec entry point verifica que un servidor dado se encuentre
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isServer : State→ Process→ Prop
isZSK : RR→ Prop
isKSK : RR→ Prop
emptyIdx : State→ Process→ Idx→ Prop
isTimeout : State→ Process→ Idx→ RR→ Prop
verifySign : RR→ RRset→ RR→ Prop
signedView : Process→ DbMap→ keys→ Prop
checkDigest : State→ Process→ RR→ RR→ Prop
sec entry point : State→ Process→ Prop
calculate sign : RR→ RRset→ RR
calculate DS : Process→ RR→ RR
no match : State→ Process→ DNSMessage→ bool
makeMsg : State→ Process→ QResult→ DNSMessage→ DNSMessage
makeResp : Process→ Process→ DNSMessage→ InfoMsg
nodata newrefer : DNSMessage→ bool
next : RRset→ Process
Cuadro 4.1: Observadores del estado
dentro de los servidores confiables (TrustedServers); no match informa si dentro de un
servidor dado, el RR de una solicitud recibida se encuentra dentro de su vista autoritativa
o de cache´; y finalmente nodata newrefer nos indica si un mensaje contiene datos de
respuesta a una solicitud hecha.
La funcio´n calculate sign computa una firma RRSIG a partir de un RRset y una
llave de zona dada, as´ı como calculate DS computa un digest DS para un servidor y
una llave KSK dada.
La funcio´n makeMsg arma un paquete DNSMessage con su nuevo estadoNOMATCH
o RRFOUND para indicar si no se encontro´ el registro buscado (pudiendo hacer una re-
direccio´n a un servidor “ma´s cercano”) o si el RR buscado fue encontrado. La funcio´n
makeResp arma un nuevo paquete InfoMsg pendiente para env´ıo, informando los ser-
vidores “de” y “para” y el mensaje a transmitir; y finalmente next calcula un servidor
“ma´s cercano” (es decir con ma´s probabilidades de tener una respuesta) al RRset buscado.
4.2.8. Propiedades de validez del estado
No todo elemento de tipo State es un estado va´lido, para ello es necesario que sus
componentes verifiquen ciertas relaciones. Para caracterizarlas formalmente se definen las
siguientes propiedades de validez del estado, para un elemento s : State.
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“Todo RRset dentro de la vista de un servidor dado, debe encontrarse firmado por su
correspondiente firma RRSIG”
RR integrity s
def
= ∀ srv :Process, srv ∈ s.Servers→
signedV iew s srv (s.viewAuth srv) ∧ signedV iew s srv (s.viewCache srv)
“El conjunto de llaves DNSKEY de todo servidor debe estar firmado por su correspon-
diente llave KSK.”
ZSK integrity s
def
= ∀ (srv :Process), srv ∈ s.Servers→
verifySign (s.ServerKeys srv).ksk.key
{(s.ServerKeys srv).ksk.key} ∪ {(s.ServerKeys srv).zsk.key}
(s.ServerKeys srv).zsk.ksign
“Todo servidor debe, o bien ser conocido pu´blicamente como confiable, o ser verificado
por su correspondiente padre.”
KSK integrity s
def
= ∀ (srv :Process),
srvH ∈ s.TrustedServers
∨ checkDigest s srvH (s.Parents srvH).rrDS.RR′
Finalmente se dice que un estado s es va´lido si cumple la siguiente propiedad:
Valid s
def
= RR integrity s
∧ ZSK integrity s
∧KSK integrity s
4.3. Comandos
La interaccio´n con el sistema se realiza mediante la ejecucio´n de comandos. Estos
especifican como evoluciona el estado y la respuesta del sistema. En esta seccio´n se presenta
su sintaxis, sema´ntica y ejecucio´n.
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4.3.1. Sintaxis
La sintaxis y signatura de cada comando esta´ definida por el conjunto inductivo no
recursivo Funcs:
Funcs
def
= Add Server : Process→ keys→ DSpDB → DSp→
DbMap→ DbMap→ Funcs
| Delete Server : Process→ Funcs
| Add RRset : Process→ Idx→ RRset→ Funcs
| Delete RRset : Process→ Idx→ Funcs
| Server ZSK rollover : Process→ RR→ Funcs
| Server KSK rollover : Process→ RR→ RR→ Funcs
| Add TrustedServer : Process→ Funcs
| Del TrustedServer : Process→ Funcs
| Send Query : Process→ Process→ DNSMessage→ Funcs
| Receive Query : Process→ Process→ DNSMessage→ Funcs
| Receive Response : Process→ Process→ DNSMessage→ Funcs
| Send PendingQ : Process→ Funcs
| Send PendingR : Process→ Funcs
| RR TimeOut : Process→ Idx→ RR→ Funcs
Las posibles respuestas del sistema esta´n definidas mediante el tipo inductivo no re-
cursivo answer:
answer
def
= ok : answer
| error : ErrorCode→ answer
Todos los comandos al tener e´xito en su ejecucio´n devuelven ok como respuesta.
4.3.2. Sema´ntica
La sema´ntica de los comandos esta´ especificada mediante pre y pos condiciones. Para
cada comando, su precondicio´n es un predicado sobre el estado y su postcondicio´n es un
predicado que relaciona el estado anterior y el posterior a la ejecucio´n del mismo.
A continuacio´n se procede a describir cada comando, detallando y formalizando sus
respectivas pre y pos condiciones. En la especificacio´n de las poscondiciones se han omi-
tido todos los campos del estado que permanecen invariantes al ejecutar el comando en
cuestio´n.
• Add Server srv sk ds parent vA vC crea un nuevo servidor (srv) en el sistema
de dominios, el cual ya debe haber sido configurado fuera de banda, hacie´ndolo
consistente dentro del sistema. Para que la operacio´n tenga e´xito dicho servidor
no debe existir previamente en el sistema, este nuevo servidor o bien debe ser un
servidor conocido como confiable o bien debe estar firmado mediante un digest de
28
4.3. COMANDOS
su respectivo padre (parent), as´ı como tambie´n debera´ verificar con sus propias
delegaciones (ds) todos sus servidores hijos. As´ı mismo debera´n verificarse todos los
registros dentro de sus vistas autoritativas y de cache (vA y vC) mediante su llave
local zsk (componente zsk dentro de sk).
Pre s (Add Server srv sk ds parent vA vC)
def
=
¬ isServer s srv
∧ (checkDigest s srv parent.rrDS.RR′ sk.ksk.key
∨ sec entry point s srv)
∧ ∀ (srv′ :Process), srv′ = (ds srv).T srv →
checkDigest s srv′ (ds srv).rrDS.RR′ (s.ServerKeys srv′).ksk.key
∧ signedV iew′ srv vA sk
∧ signedV iew′ srv vC sk
Pos s s’ (Add Server srv sk ds parent vA vC)
def
=
s′.Servers = {srv} ∪ s.Servers
∧ s′.ServerKeys srv = sk
∧ s′.viewAuth srv = vA
∧ s′.viewCache srv = vC
∧ s′.Delegations srv = ds
∧ s′.Parents srv = parent
• Delete Server srv elimina un servidor del sistema, as´ı como tambie´n son eliminadas
todas las llaves, vistas, solicitudes pendientes, env´ıos pendientes, delegaciones y pa-
dres establecidos que este posee. Para que el comando se ejecute exitosamente el
servidor debe existir en el sistema.
Pre s (Delete Server srv)
def
= isServer s srv
Pos s s’ (Delete Server srv)
def
=
s′.Servers = s.Servers \ {srv}
∧ s′.ServerKeys srv = nullKey
∧ s′.viewAuth srv = emptyV iew
∧ s′.viewCache srv = emptyV iew
∧ s′.P endingQueries srv = nil
∧ s′.SendBuffer srv = emptySendQR
∧ s′.Delegations srv = emptyDSpDB
∧ s′.Parents srv = emptyDSp
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• Add RRset srv i rrSet inserta un nuevo RRset en la vista autoritativa de un ser-
vidor determinado del sistema. Para que el comando tenga e´xito, el servidor debe
existir y no debe poseer un RRset previo en el ı´ndice (i) especificado.
Pre s (Add RRset srv i rrSet)
def
= isServer s srv
∧ emptyIdx s srv i
Pos s s’ (Add RRset srv i rrSet)
def
=
((s′.viewAuth srv) i).RRset′ = rrSet
∧ ((s′.viewAuth srv) i).RRsign =
calculate sign (s.ServerKeys srv).zsk.key rrSet
• Delete RRset srv i elimina un RRset de la vista autoritativa de un servidor dado
del sistema. Es necesario que el servidor exista, as´ı como tambie´n esta vista debe
poseer un RRset no vac´ıo para el ı´ndice i dado, para que el comando tenga e´xito.
Pre s (Delete RRset srv i)
def
= isServer s srv
∧ emptyIdx s srv i
Pos s s’ (Delete RRset srv i)
def
=
(s′.viewAuth srv) i = emptySecRRset
• Server ZSK rollover srv rrzsk realiza el rollover de la llave ZSK para un servidor
dado del sistema. Para que el comando se ejecute exitosamente el servidor srv debe
existir dentro del sistema y la llave rrzsk debe ser efectivamente una llave de tipo
ZSK, esto es una llave cuyo RRDATA posee la “Zone key flag” seteada pero no el
“bit SEP”.
Pre s (Server ZSK rollover srv rrzsk)
def
= isServer s srv
∧ isZSK rrzsk
Pos s s’ (Server ZSK rollover srv rrzsk)
def
=
(s′.ServerKeys srv).zsk.key = rrzsk
∧ (s′.ServerKeys srv).zsk.ksign =
calculate sign (s.ServerKeys srv).ksk.key
({(s.ServerKeys srv).ksk.key} ∪ {rrzsk})
∧ (∀ (i :Idx), (s′.viewAuth srv i).RRsign =
calculate sign rrzsk (s.viewAuth srv i).RRset′)
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• Server KSK rollover srv rrksk ksksign realiza el rollover de la llave KSK para un
servidor dado del sistema. Para que el comando se ejecute exitosamente el servidor
srv debe existir dentro del sistema y la llave rrksk debe ser efectivamente una llave
de tipo KSK, esto es una llave cuyo RRDATA posee la bandera “Zone key” y el “bit
SEP” seteados.
Pre s (Server KSK rollover srv rrksk ksksign)
def
=
isServer s srv
∧ isKSK rrksk
∧ verifySign rrksk ((s.ServerKeys srv).zsk.key) ksksign
Pos s s’ (Server KSK rollover srv rrksk ksksign)
def
=
s′.ServerKeys (s′.Parents srv).T srv =
s.ServerKeys (s.Parents srv).T srv
∧ (s′.ServerKeys srv).ksk.key = rrksk
∧ (s′.ServerKeys srv).ksk.ksign = ksksign
∧ (s′.ServerKeys srv).zsk.key = (s.ServerKeys srv).zsk.key
∧ (s′.ServerKeys srv).zsk.ksign =
calculate sign rrksk
({rrksk} ∪ {(s.ServerKeys srv).zsk.key})
∧ if (srv /∈ s.TrustedServers) then
((s′.Delegations (s.Parents srv).T srv) srv).T srv = srv
∧ ((s′.Delegations (s.Parents srv).T srv) srv).rrDS.RR′ =
calculate DS srv rrksk
∧ ((s′.Delegations (s.Parents srv).T srv) srv).rrDS.Rsign =
calculate sign
(s.ServerKeys (s.Parents srv).T srv).zsk.key
{calculate DS srv rrksk}
• Add TrustedServer srv estar´ıa significando la publicacio´n de un servidor como con-
fiable (e.g. servidor ra´ız “.”), el cua´l todo servidor dentro del sistema puede configu-
rar fuera de banda y considerarlo confiable. Para que el comando tenga e´xito dicho
servidor tiene que estar activo dentro del sistema y todav´ıa no debe pertenecer al
conjunto de servidores confiables.
Pre s (Add TrustedServer srv)
def
= srv /∈ s.TrustedServers
Pos s s’ (Add TrustedServer srv)
def
=
s′.T rustedServers = {srv} ∪ s.TrustedServers
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• Del TrustedServer srv representa un servidor que antes era conocido como confiable
y que ahora ya no debe considerarse como tal. Para que la operacio´n se ejecute
exitosamente el servidor srv ya debe pertenecer al conjunto de servidores confiables.
Pre s (Del TrustedServer srv)
def
= isServer s srv
∧ srv ∈ s.TrustedServers
Pos s s’ (Del TrustedServer srv)
def
=
s′.T rustedServers = s.TrustedServers \ {srv}
• Send Query from to m env´ıa una solicitud (m) realizada por el servidor from al
servidor to. Para que el comando tenga e´xito, los servidores from y to deben pertene-
cer al conjunto de servidores reconocidos en el sistema, el RR consultado (encontrado
en el campo Query del mensaje DNS m) no debe pertenecer a la vista autoritativa
o de cache´. Cabe aclarar que en el presente trabajo, como presuncio´n, las consultas
so´lo pueden hacerse a servidores confiables (e.g. root “.”).
Pre s (Send Query from to m)
def
=
isServer s from
∧ isServer s to
∧ ((s.viewAuth from) m.Q).RRset′ = nil
∧ ((s.viewCache from) m.Q).RRset′ = nil
∧ to ∈ s.TrustedServers
Pos s s’ (Send Query from to m)
def
=
(s′.P endingQueries from) = {m.Hdr} ∪ (s.PendingQueries from)
• Send PendingQ srv Env´ıa solicitudes pendientes. Es necesario para que el comando
tenga e´xito que el servidor srv se encuentre dentro del conjunto de servidores del
sistema y que exista al menos una solicitud pendiente para el env´ıo.
Pre s (Send PendingQ srv)
def
= isServer s from
∧ (s.SendBuffer srv).SendQ 6= nil
Pos s s’ (Send PendingQ srv)
def
=
(s′.SendBuffer srv).SendQ = tail (s.SendBuffer srv).SendQ
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• Send PendingR srv Env´ıa respuestas pendientes. Es necesario para que el comando
tenga e´xito que el servidor srv se encuentre dentro del conjunto de servidores del
sistema y que exista al menos una respuesta pendiente para el env´ıo.
Pre s (Send PendingR srv)
def
= isServer s from
∧ (s.SendBuffer srv).SendR 6= nil
Pos s s’ (Send PendingR srv)
def
=
(s′.SendBuffer srv).SendR = tail (s.SendBuffer srv).SendR
• Receive Query from to m procesa una solicitud recibida y dependiendo el caso en-
viara´ una respuesta con los datos solicitados, o bien una redireccio´n a un servidor
ma´s cercano. Para que el comando tenga e´xito los servidores from y to deben existir
en el sistema.
Pre s (Receive Query from to m)
def
= isServer s from
∧ isServer s to
Pos s s’ (Receive Query from to m)
def
=
if (no match s to m) then
(s′.SendBuffer to).SendR =
{〈 to, from, (makeMsg s to NOMATCH m) 〉}
∪ (s.SendBuffer to).SendR
else
(s′.SendBuffer to).SendR =
{〈 to, from, (makeMsg s to RRFOUND m) 〉}
∪ (s.SendBuffer to).SendR
• Receive Response from to m procesa una respuesta m recibida. Este es un coman-
do crucial para la formalizacio´n del sistema, ya que en este se evalu´a si aceptar o
no un RR en la vista de cache´ de un servidor dado, lo cual evitar´ıa el envenena-
miento de cache´ que discutimos en el cap´ıtulo 2. Para que la operacio´n tenga e´xito
los servidores from y to deben pertenecer al conjunto de servidores del sistema, y
la respuesta recibida debe corresponderse a una respuesta esperada, es decir, a una
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solicitud previamente hecha.
Pre s (Receive Response from to m)
def
= isServer s from
∧ isServer s to
∧ m.Hdr ∈ (s.PendingQueries to)
Pos s s’ (Receive Response from to m)
def
=
if (nodata newrefer m) then
(s′.SendBuffer to).SendQ =
{(makeResp to (next m.Additional.RRset′) m)}
∪ (s.SendBufferto).SendQ
elseif (verifySign (s.ServerKeys to).zsk.key
m.Ans.RRset′ m.Ans.RRsign) then
((s′.viewCache to) m.Q).RRset′ = m.Ans.RRset′
∧ ((s′.viewCache to) m.Q).RRsign = m.Ans.RRsign
∧ s′.P endingQueries to = (s.PendingQueries to) \ {m.Hdr}
• RR TimeOut srv i rr se ejecuta al expirar el tiempo de validez de un RR para un
servidor dado. Para que la operacio´n se ejecute exitosamente, el servidor srv debe
pertenecer al conjunto de servidores del sistema, y el RR en cuestio´n debe haber
expirado ya sea por timeout del RR propiamente dicho o por su correspondiente
firma RRSIG.
Pre s (RR TimeOut srv i rr)
def
= isServer s from
∧ isT imeout s srv i rr
∧ (rr ∈ (s.viewCache srv i).RRset′
∨ rr ∈ (s.viewAuth srv i).RRset′)
Pos s s’ (RR TimeOut srv i rr)
def
=
if (rr ∈ (s.viewAuth srv i).RRset′) then
((s′.viewAuth srv) i).RRset′ = ((s.viewAuth srv) i).RRset′ \ {rr}
∧ ((s′.viewAuth srv) i).RRsign =
calculate sign (s.ServerKeys srv).zsk.key
((s′.viewAuth srv) i).RRset′
else
((s′.viewCache srv) i).RRset′ = ((s.viewCache srv) i).RRset′ \ {rr}
∧ ((s′.viewCache srv) i).RRsign =
calculate sign (s.ServerKeys srv).zsk.key
((s′.viewCache srv) i).RRset′
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4.3.3. Errores
Cuando se intenta ejecutar un comando y alguna de las precondiciones del mismo no
es va´lida, el sistema responde con un co´digo de error. Los posibles co´digos de error quedan
definidos mediante el siguiente tipo enumerado:
ErrorCode
def
= server exists | server not exists | invalid sign
| bad digest | corrupt viewAuth | known anwer
| rrset exists | rrset not exists | invalid zsk
| server out of trusted chain | invalid ksk
| corrupt viewCache | server not trusted
| empty SendQ buffer | empty SendR buffer
| query not asked | rr not timeout
Para cada comando f se especifica el cuadro 4.2 que asocia el co´digo de error y la condicio´n
del comando (la negacio´n de la precondicio´n Pf ) definiendo la relacio´n ErrorMsgf entre
estados va´lidos del sistema y mensajes de error.
4.3.4. Ejecucio´n de los comandos
La ejecucio´n de un comando f en un estado s produce un nuevo estado s′ y una res-
puesta r donde la relacio´n entre el estado previo, el nuevo y la respuesta, esta´ determinada
por la relacio´n de postcondicio´n Posf .
exec : State→ Funcs→ answer → State→ Prop
exec pre
Pre s f Pos s s′ f ans = ok
exec s f ans s′
exec npre
¬ (Pre s f) ∃ ec :ErrorCode, s = s′ ∧ ErrorMsg s f ec ∧ ans = error ec
exec s f ans s′
Si la precondicio´n Pre s f se cumple, entonces el estado resultante s′ y la respuesta
ans son las descriptas por la relacio´n exec. En cambio, si Pre s f no se cumple, entonces
el estado s no cambia y la respuesta del sistema es el mensaje de error determinado por
la relacio´n ErrorMsg.
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Cuadro 4.2: Cuadro de co´digos de error
Add Server srv sk ds parent vA vC
isServer s srv server exists
¬ checkDigest s srv parent.(rrDS).(RR′) sk.(ksk).(key)
∧ ¬ sec entry point s srv server out of trusted chain
∃ srv′ ∈ dom ds→
¬ checkDigest s srv′(ds srv).rrDS.RR′
(s.ServerKeys srv′).ksk.key bad digest
¬ signedV iew′ srv vA sk corrupt viewAuth
¬ signedV iew′ srv vC sk corrupt viewCache
Delete Server srv
¬ isServer s srv server not exists
Add RRset srv i rrSet
¬ isServer s srv server not exists
¬ emptyIdx s srv i rrset exists
Delete RRset srv i
¬ isServer s srv server not exists
emptyIdx s srv i rrset exists
Server ZSK rollover srv rrzsk
¬ isServer s srv server not exists
¬ isZSK rrzsk invalid zsk
Server KSK rollover srv rrksk ksksign
¬ isServer s srv server not exists
¬ isKSK rrksk invalid ksk
¬ verifySign rrksk
{(s.ServerKeys srv).zsk.key} ksksign invalid sign
Add TrustedServer srv
srv ∈ s.TrustedServers server already trusted
Del TrustedServer srv
srv /∈ s.TrustedServers server not trusted
Send Query from to m
¬ isServer s from ∨ ¬ isServer s to server not exists
((s.viewAuth from) m.Q).RRset′ 6= nil
∨ ((s.viewCache from) m.Q).RRset′ 6= nil) known anwer
to /∈ s.TrustedServers server not trusted
Send PendingQ srv
¬ isServer s srv server not exists
(s.SendBuffer srv).SendQ = nil empty SendQ buffer
Send PendingR srv
¬ isServer s srv server not exists
(s.SendBuffer srv).SendR = nil empty SendR buffer
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Receive Query from to m
¬ isServer s from ∨ ¬ isServer s to server not exists
Receive Response from to m
¬ isServer s from ∨ ¬ isServer s to server not exists
¬ m.Hdr ∈ s.PendingQueries to query not asked
RR TimeOut srv i rr
¬ isServer s srv server not exists
rr /∈ (s.viewCache srv i).RRset′
∨ rr /∈ (s.viewAuth srv i).RRset′ rrset not exists
¬isT imeout s srv i rr rr not timeout
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Cap´ıtulo 5
Verificacio´n
En el cap´ıtulo 4 se definio´ la formalizacio´n de DNSSEC en el CCI. En el presente
cap´ıtulo se desarrolla la verificacio´n de la misma, dividida en dos etapas. En una primera
etapa se demuestra la invariancia de la validez del estado respecto a la ejecucio´n de los
comandos (seccio´n 5.1), es decir, se demuestra que la sema´ntica dada a los comandos
preservan las propiedades de validez del estado, garantizando fuertes mejoras de seguri-
dad con respecto al modelo anterior, DNS. Y en una segunda etapa se demuestra muy
brevemente una inconsistencia encontrada en el sistema (seccio´n 5.2).
En esta seccio´n se desarrollan las pruebas de las propiedades mas relevantes y de mane-
ra informal. Todos los resultados fueron verificados formalmente en la teor´ıa desarrollada
en COQ.
A lo largo de este cap´ıtulo se consideran definidos s s′ :State y adema´s el estado s es
considerado va´lido (V alid s).
5.1. Invariancia de la validez del estado
Para demostrar que el estado s′ especificado por la relacio´n de postcondicio´n de ca-
da comando es va´lido, es necesario mostrar que valen cada una de las propiedades que
componen a V alid s′: RR integrity s′, ZSK integrity s′ y KSK integrity s′.
Las pruebas para los comandos que poseen poscondiciones que mantienen invariantes
los campos del estado relacionados con alguna de estas propiedades son omitidas ya que
se verifican trivialmente.
5.1.1. Hipo´tesis consideradas
Primero es necesario plantear algunas hipo´tesis que sera´n necesarias para el desarrollo
posterior de las demostraciones de los invariantes.
En primer lugar, la siguiente hipo´tesis afirma que si un RRset esta´ firmado mediante
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la funcio´n calculate sign y su correspondiente llave de zona, se verificara´ la propiedad
verifySign. Formalmente:
∀ (zsk r sig r :RR) (rs :RRset),
calculate sign zsk r rs = sig r → verifySign zsk r rs sig r (5.1)
Similar a la anterior, la siguiente hipo´tesis sostiene que si un digest fue generado con la
funcio´n calculate ds, se verificara´ la propiedad checkDigest:
∀ (s :State) (srv :Process) (digest ksk :RR), (5.2)
calculate DS srv ksk = digest →
checkDigest s srv digest ksk
5.1.2. Transicio´n va´lida para el comando Add RRset
El siguiente lema prueba que la postcondicio´n de Add RRset especifica un estado s′
donde se cumple RR integrity.
Lema 5.1.1 Sean (s s′ :State), (server :Process), (id :Idx) y (rr :RRset).
Si se cumplen:
V alid s
Pre s (Add RRset server id rr)
Pos s s′ (Add RRset server id rr)
entonces en el estado s′ vale RR integrity.
Demostracio´n. La operacio´n Add RRset so´lo modifica el componente viewAuth del estado.
De la postcondicio´n de Add RRset se conoce que
((s′.viewAuth srv) i).RRset′ = rrSet (5.3)
((s′.viewAuth srv) i).RRsign =
calculate sign (s.ServerKeys srv).zsk.key rrSet (5.4)
Expandiendo la definicio´n de RR integrity s′ se tiene
∀ srv :Process,
srv ∈ s′.Servers→ (5.5)
signedV iew s′ srv (s′.viewAuth srv) (5.6)
∧ signedV iew s′ srv (s′.viewCache srv) (5.7)
Como s es un estado va´lido y Add RRset so´lo modifica su componente viewAuth, so´lo
debemos verificar que valga (5.6). Ma´s au´n, dentro de viewAuth so´lo se modifica la vista
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para el ı´ndice i como podemos ver en (5.3) y (5.4). Expandiendo la definicio´n de (5.6),
bastara´ con demostrar:
verifySign (s′.ServerKeys srv).zsk.key
((s′.viewAuth srv) i).RRset′ (5.8)
((s′.viewAuth srv) i).RRsign
Utilizando la hipo´tesis (5.1), sera´ suficiente probar:
((s′.viewAuth srv) i).RRsign =
calculate sign (s′.ServerKeys srv).zsk.key (5.9)
((s′.viewAuth srv) i).RRset′
Dado que el componente ServerKeys del estado se mantiene igual, sabemos que:
(s′.ServerKeys srv).zsk.key = (s.ServerKeys srv).zsk.key (5.10)
Reescribiendo 5.10 y 5.4 en 5.9 queda:
((s′.viewAuth srv) i).RRsign =
calculate sign (s.ServerKeys srv).zsk.key rrSet
Lo cual es va´lido por (5.3).

Por lo tanto podemos afirmar que al agregarse un nuevo registro a la vista autoritativa
de un servidor dado, se estara´ agregando su respectiva firma, manteniendo invariante la
validez de dicha vista (RR integrity).
5.1.3. Transicio´n va´lida para el comando Receive Response
El siguiente lema prueba que la postcondicio´n de Receive Response especifica un
estado s′ donde se cumple RR integrity.
Lema 5.1.2 Sean (s s′ :State), (srv from srv to :Process) y (m′ :DNSMessage).
Si se cumplen:
V alid s
Pre s (Receive Response srv from srv to m′)
Pos s s′ (Receive Response srv from srv to m′)
entonces en el estado s′ vale RR integrity.
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Demostracio´n. En este caso para probar RR integrity bastara´ con verificar (5.7). Comen-
zaremos la demostracio´n haciendo el siguiente ana´lisis por casos, primero se analiza si se
recibe una respuesta con contenido autoritativo o no, y luego, si la respuesta efectivamen-
te tiene contenido autoritativo, se analiza si se verifica la firma del RRset recibido. Ma´s
formalmente, de la postcondicio´n del comando:
if nodata newrefer m (5.11)
then (s′.SendBuffer to).SendQ =
{(makeResp to (next m.Additional.RRset′) m)}
∪ (s.SendBufferto).SendQ
elseif (verifySign (s.ServerKeys to).zsk.key m.Ans.RRset′ m.Ans.RRsign) (5.12)
then ((s′.viewCache to) m.Q).RRset′ = m.Ans.RRset′
∧ ((s′.viewCache to) m.Q).RRsign = m.Ans.RRsign
∧ s′.P endingQueries to = (s.PendingQueries to) \ {m.Hdr}
Primero analizamos (5.11), si la respuesta recibida no contiene datos (i.e.
nodata newreferer m′ = False), entonces al ejecutar el comando Receive Response, el
componente del estado viewCache se mantendra´ invariante, por lo cual (5.7) sera´ va´lido.
En el caso en que la respuesta efectivamente contenga datos en su seccio´n Auth,
considerando ahora (5.12), habra´ que analizar si se verifican el RRset recibido con su
correspondiente firma RRsig. Si la firma no es verificada el componente viewCache no se
modificara´ por lo cual (5.7) sera´ va´lido. Si se da el caso en el que la firma es verificada y
an˜adida a la vista viewCache del servidor to, esta sera´ va´lida, ya que es condicio´n para
que el RRset y su respectiva firma sean agregados.

El lema recie´n demostrado tiene implicancias muy importantes, ya que es una situacio´n
crucial en la que utilizando el sistema DNS cla´sico se podr´ıa producir envenenamiento
de cache´. Sin embargo, vemos como utilizando DNSSEC, se utilizan las firmas de los
RRsets recibidos y analizar si la respuesta recibida sera´ guardada en cache´ o no.
5.1.4. Transicio´n va´lida para el comando Server ZSK rollover
El siguiente lema prueba que la postcondicio´n de Server ZSK rollover srv rrzsk
especifica un estado s′ donde se cumple RR integrity.
Lema 5.1.3 Sean (s s′ :State), (srv :Process) y (rrzsk :RR).
Si se cumplen:
V alid s
Pre s (Server ZSK rollover srv rrzsk)
Pos s s′ (Server ZSK rollover srv rrzsk)
entonces en el estado s′ vale RR integrity.
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Demostracio´n. De la postcondicio´n de Server ZSK rollover se conoce que :
(s′.ServerKeys srv).zsk.key = rrzsk (5.13)
(s′.ServerKeys srv).ksk.key = (s.ServerKeys srv).ksk.key (5.14)
(s′.ServerKeys srv).zsk.ksign = (5.15)
calculate sign (s.ServerKeys srv).ksk.key
({(s.ServerKeys srv).ksk.key} ∪ {rrzsk})
∀ i :Idx, ((s′.viewAuth srv) i).RRsign = (5.16)
calculate sign rrzsk (s.viewAuth srv i).RRset′
Ya que la vista de cache´ no es modificada por este comando, tendremos que demostrar
(5.6). Expandiendo el objetivo de prueba se tiene
∀ i :Idx, (s′.viewAuth srv) i = emptySecRRset (5.17)
∨ verifySign (s′.ServerKeys srv).zsk.key
((s′.viewAuth srv) i).RRset′ (5.18)
((s′.viewAuth srv) i).RRsign
Al realizar un rollover y firmar nuevamente la vista, si un determinado RRset se encon-
traba vac´ıo en la vista (i.e. (viewAuth s′ srv) i = emptySecRRset), este seguira´ esta´ndo-
lo, resultando (5.17) trivial. Por este motivo, de la disyuncio´n planteada, la demostracio´n
se centrara´ en probar (5.18), para esto se utiliza la hipo´tesis (5.1), reescribiendo el objetivo
queda:
∀ i :Idx, ((s′.viewAuth srv) i).RRsign =
calculate sign (s′.ServerKeys srv).zsk.key (5.19)
((s′.viewAuth srv) i).RRset′
Reescribiendo (5.13) en (5.19), obtenemos (5.16), lo cua´l es va´lido por hipo´tesis.

A continuacio´n se debera´ demostrar que para el mismo comando Server ZSK rollover,
si se cumplen sus pre y pos condiciones tambie´n se verificara´ ZSK integrity en el estado
s′.
Demostracio´n.
Expandiendo la definicio´n de ZSK integrity s′ se tiene:
∀ srv :Process, srv ∈ s′.Servers → (5.20)
verifySign (s′.ServerKeys srv).ksk.key
({(s′.ServerKeys srv).ksk.key} ∪ {(s′.ServerKeys srv).zsk.key})
(s′.ServerKeys srv).zsk.ksign
43
CAPI´TULO 5. VERIFICACIO´N
Al reescribir (5.1) en (5.20) se obtiene el siguiente objetivo de prueba:
∀ srv :Process, srv ∈ s′.Servers → (5.21)
(s′.ServerKeys srv).zsk.ksign =
calculate sign (s′.ServerKeys srv).ksk.key
({(s′.ServerKeys srv).ksk.key}
∪ {(s′.ServerKeys srv).zsk.key})
(5.22)
Al reemplazar (5.13) y (5.14), se obtiene (5.15), por lo cual podemos concluir que
nuestro planteo inicial es efectivamente cierto.

Al hacerse un rollover de la llave de zona de un servidor dado, se vuelven a generar las
firmas de todos los RRsets de la zona, inclusive de la propia llave zsk recie´n introducida,
manteniendo consistente la vista autoritativa del servidor en cuestio´n. Esto se ve reflejado
en los lemas recie´n demostrados.
5.1.5. Transicio´n va´lida para el comando Server KSK rollover
El siguiente lema prueba que la postcondicio´n de (Server KSK rollover srv rrksk ksksign)
especifica un estado s′ donde se cumple ZSK integrity.
Lema 5.1.4 Sean (s s′ :State), (srv :Process) y (rrksk ksksign :RR).
Si se cumplen:
V alid s
Pre s (Server KSK rollover srv rrksk ksksign)
Pos s s′ (Server KSK rollover srv rrksk ksksign)
entonces en el estado s′ vale ZSK integrity.
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Demostracio´n. De la postcondicio´n de Server KSK rollover srv rrksk ksksign se conoce
que:
(s′.ServerKeys srv).ksk.key = rrksk (5.23)
(s′.ServerKeys srv).ksk.ksign = ksksign (5.24)
(s′.ServerKeys srv).zsk.key = (s.ServerKeys srv).zsk.key (5.25)
(s′.ServerKeys srv).zsk.ksign = (5.26)
calculate sign rrksk
({rrksk} ∪ {(s.ServerKeys srv).zsk.key})
if srv /∈ s.TrustedServers then (5.27)
(s′.Parents srv).rrDS.RR′ = calculate DS srv rrksk (5.28)
y expandiendo el objetivo de prueba se tiene:
∀ srv :Process, srv ∈ s′.Servers → (5.29)
verifySign (s′.ServerKeys srv).ksk.key
({(s′.ServerKeys srv).ksk.key} ∪ {(s′.ServerKeys srv).zsk.key})
(s′.ServerKeys srv).zsk.ksign
utilizando la hipo´tesis (5.1), y reescribiendo (5.23) y (5.25) en (5.29), obtenemos (5.26),
y al ser e´sta una hipo´tesis conocida queda probado el lema actual.

Al demostrar este lema se esta´ verificando que al realizar un rollover de la llave ksk
se generan nuevas firmas para la llave zsk manteniendo a esta u´ltima consistente.
Lema 5.1.5 Para el mismo comando, Server KSK rollover, si se cumplen sus pre y
pos condiciones tambie´n se verificara´ KSK integrity en el estado s′.
Demostracio´n. Expandiendo la definicio´n de KSK integrity s′ se tiene:
∀ srvH :Process, srvH ∈ s′.T rustedServers → (5.30)
∨ checkDigest s′ srvH (5.31)
(s′.Parents srvH).rrDS.RR′
(s′.ServerKeys srvH).ksk.key
El comando Server KSK rollover no modifica el componente del estado TrustedServers,
por lo tanto si el servidor en cuestio´n (srv) se encuentra dentro del conjunto de servidores
45
CAPI´TULO 5. VERIFICACIO´N
confiables la demostracio´n se resuelve trivialmente. A continuacio´n se analiza el te´rmino
(5.31) de nuestro objetivo, quedando:
checkDigest s′ srv (5.32)
(s′.Parents srv).rrDS.RR′
(s′.ServerKeys srv).ksk.key
Segu´n lo planteado anteriormente (srv /∈ s.TrustedServers) se cumple (5.27). Por lo
tanto podemos reemplazar (5.23) y (5.28) en (5.30), obteniendo el siguiente objetivo de
prueba:
checkDigest s′ srv (calculate DS srv rrksk) rrksk (5.33)
Aplicando la hipo´tesis (5.2) se obtiene una tautolog´ıa, demostrando el lema.

A partir de la verificacio´n de este u´ltimo lema podemos confirmar que al realizar un
rollover de la llave ksk se renueva el record DS ubicado en el servidor padre, y mante-
niendo segura la cadena de confianza. Si bien aqu´ı vemos lo que debiera suceder segu´n
la especificacio´n propuesta, no se encuentra especificada una implementacio´n oficial para
realizar esta comunicacio´n con el padre para realizar dicha actualizacio´n.
5.1.6. Transicio´n va´lida para el comando TimeOut
El siguiente lema demuestra que la validez del estado se mantiene invariante al ejecutar
el comando TimeOut, especificando un estado s′ donde se cumple RR integrity.
Lema 5.1.6 Sean (s s′ :State), (srv :Process), (irset :Idx) y (rrt :RR).
Si se cumplen:
V alid s
Pre s (RR TimeOut srv irset rrt)
Pos s s′ (RR TimeOut srv irset rrt)
entonces en el estado s′ vale RR integrity.
Demostracio´n. Para probar RR integrity habra´ que analizar si el RR que ha expirado
pertenece a la vista de autoritativa, en tal caso habra´ que verificar (5.6), o si pertenece a
la vista cache´, y en este otro caso habra´ que probar (5.7).
Comenzaremos por demostrar (5.6). Para este caso las poscondiciones relevantes del
comando son:
((s′.viewAuth srv) irset).RRset′ = ((s.viewAuth srv) irset).RRset′ \ {rrt} (5.34)
((s′.viewAuth srv) irset).RRsign = calculate sign (5.35)
(s.ServerKeys srv).zsk.key
((s′.viewAuth srv) irset).RRset′
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Suponiendo que (s′.viewAuth srv) irset 6= ∅, el objetivo de prueba queda:
verifySign (s′.ServerKeys srv).zsk.key (5.36)
((s′.viewAuth srv) irset).RRset′
((s′.viewAuth srv) irset).RRsign
Sabiendo que s′.ServerKeys = s.ServerKeys y reescribiendo (5.35) se tiene:
verifySign (s.ServerKeys srv).zsk.key (5.37)
((s′.viewAuth srv) irset).RRset′
(calculate sign
(s.ServerKeys srv).zsk.key
((s′.viewAuth srv) irset).RRset′)
Reescribiendo la hipo´tesis (5.1) en el objetivo se obtiene una tautolog´ıa, quedando demos-
trado que se cumple RR integrity para s′.
Para el ana´lisis del caso en que el RR que ha expirado pertenece a la vista de cache´,
el razonamiento sera´ el mismo y la demostracio´n sera´ ana´loga.

En este caso se ve como al expirar un determinado RRset la vista se mantiene va´lida,
ya que al suceder esto se elimina tanto el RRset como su firma.
5.1.7. Invariancia de la validez del estado
Finalmente, el siguiente teorema afirma que la sema´ntica dada a los comandos man-
tiene la validez del estado. Esto garantiza que los comandos no pueden hacer transicionar
al sistema a un estado que no represente un estado de DNSSEC.
Teorema 5.1.1 Sean (s : State) y (f : Func). Si se cumple que V alid s, Pre s f y
Pos s s′ f entonces V alid s′.
Demostracio´n. La prueba procede realizando un ana´lisis por casos de los comandos. Como
se menciono´ al comienzo del cap´ıtulo, se considera va´lida la invariancia de la validez
del estado para aquellos comandos que poseen una postcondicio´n que hace la prueba
relativamente simple o trivial. Para el resto de los comandos, la misma queda probada
por los lemas demostrados en esta seccio´n.

5.2. Inconsistencia en la cadena de confianza
Como se demostro´ en la seccio´n anterior, la invariancia en la validez del estado nos
asegura que al ejecutar cualquier comando se obtiene un nuevo estado en el cual se cum-
plen las propiedades planteadas para mantener una cadena de confianza va´lida. Al hacer
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un ana´lisis sobre la operacio´n Server ZSK rollover se pudo encontrar una pequen˜a in-
consistencia en los datos del sistema, la cua´l al investigar trabajos anteriores hechos sobre
DNSSEC, se ha encontrado que en [5] se llega a este mismo hallazgo.
Para que un RR sea quitado de una vista (ya sea autoritativa o de cache´) so´lo se veri-
fica que se haya cumplido su TTL. El problema se produce cuando se realiza un rollover
de una llave para la cual todav´ıa no se ha cumplido su TTL (e.g. si se detecta que la
llave de una zona se encuentra comprometida y es necesario cambiarla). Al realizar esta
operacio´n habra´ que volver a firmar todos los RRset de la zona para generar los nuevos
RRs de tipo RRSIG, y como consecuencia, todos aquellos servidores que tengan registros
en su vista de cache´, adquiridos de la vista autoritativa del servidor en cuestio´n, quedara´n
inconsistentes con los verdaderos valores. Esto puede traer problemas de seguridad, ya
que se podr´ıa producir envenenamiento de cache´ dentro del sistema.
Supongamos que el servidor srvOldCache ten´ıa informacio´n de srv en su vista de
cache´, digamos del ı´ndice “a′′:
((s.viewAuth srv) a).RRsign = ((s.viewCache srvOldCache) a).RRsign (5.38)
Lema 5.2.1 Sean (s s′ :State), (rrzsk :RR), (a :Idx) y (srvsrvOldCache :Process).
Si se cumplen:
V alid s
Pre s (Server ZSK rollover srv rrzsk)
Pos s s′ (Server ZSK rollover srv rrzsk)
Entonces, al realizar un rollover de la llave zsk de srv, se producira´ la inconsistencia
antes mencionada:
((s′.viewAuth srv) a).RRsign 6= ((s′.viewCache srvOldCache) a).RRsign (5.39)
Demostracio´n. Para la demostracio´n se tendra´ en cuenta la siguiente hipo´tesis:
∀ (srv :Process) (i :Idx) (zsk1 zsk2:RR), (5.40)
zsk1 6= zsk2→
calculate sign zsk1 ((s.viewAuth srv) i).RRset′ 6=
calculate sign zsk2 ((s.viewAuth srv) i).RRset′
la cual enuncia que si un mismo registro RR se firma con distintas llaves zsk se obtendra´n
distintos registros RRSIG.
De la postcondicio´n del comando sabemos:
(s′.ServerKeys srv).zsk.key = rrzsk (5.41)
∀ i :Idx, ((s′.viewAuth srv) i).RRsign = (5.42)
calculate sign rrzsk (s.viewAuth srv i).RRset′
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Se realizara´ la demostracio´n por el absurdo, partiendo de que en realidad si se cumple
la propiedad planteada. Al reemplazar (5.38) y sabiendo que la vista de cache´ del sistema
se mantiene invariante (s′.viewCache = s.viewCache), obtenemos el siguiente objetivo
de prueba:
((s′.viewAuth srv) a).RRsign 6= ((s.viewAuth srv) a).RRsign (5.43)
Al aplicar la definicio´n de calculate sign y la hipo´tesis planteada (5.40) llegamos a un
absurdo. Esto nos permite concluir que (5.39) es va´lido.

Si bien se llega a la misma conclusio´n que en [5], en este trabajo en particular se
desarrolla una especificacio´n formal completa del modelo, en un formalismo que permite
derivar prototipos funcionales certificados; y en este caso permite analizar y razonar sobre
la validez de la cadena de confianza propuesta en DNSSEC.
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Cap´ıtulo 6
Conclusiones
El presente cap´ıtulo desarrolla en secciones las decisiones tomadas durante la formali-
zacio´n en el ca´lculo de construcciones inductivas expuestas en el cap´ıtulo 4, conclusiones
sobre los resultados obtenidos, trabajos relacionados, y tambie´n el planteo de trabajos
futuros.
6.1. Ana´lisis de Disen˜o y trabajos relacionados
Para la realizacio´n del presente trabajo se hizo un ana´lisis previo de trabajos pre-
existentes relacionados con el a´rea. Se encontro´ con que los documentos RFC1 oficiales
provistos por la IETF2 que describen el sistema DNSSEC, no describen exhaustivamente
el funcionamiento del mismo, dejando lugar a ambigu¨edades de interpretacio´n, especial-
mente para su implementacio´n. Se decidio´ seguir la l´ınea de trabajo de [32], utilizando su
formalizacio´n planteada para el sistema DNS como base, y a partir de la misma ampliarla
para lograr modelar DNSSEC.
Al momento de modelar el sistema se considero´ importante poder describir mayormen-
te los aspectos relacionados a la cadena de confianza. Siguiendo este criterio, se detallan
a continuacio´n las decisiones de disen˜o tomadas durante la formalizacio´n en el ca´lculo de
construcciones inductivas expuesta en el cap´ıtulo 4.
Los servidoresDNSSEC esta´n preparados para interactuar con servidoresDNS, salvo
que al hacerlo pierden todas sus medidas de seguridad, por ejemplo si para las delegacio-
nes se utilizan glue records en vez de registros de tipo digest, no se hace uso de ninguna
medida de seguridad dejando obsoleta la cadena de confianza que arma DNSSEC. Por
este motivo, al momento de formalizar el sistema se considero´ uno en el cual no hay inter-
accio´n entre protocolos, sino que el sistema de nombres esta´ compuesto enteramente por
servidores DNSSEC.
1Request for Comments
2Internet Engineering Task Force
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En el modelado del sistema se hicieron ciertas suposiciones que simplifican la especi-
ficacio´n y no afectan a los objetivos a analizar:
• En un mensaje DNSMessage la seccio´n Question puede contener ma´s de una
peticio´n, mientras que en el modelo planteado se puede preguntar so´lo por un Idx
a la vez.
• Una llave ZSK (y KSK ana´logamente) puede ser un conjunto de registros, siendo
la llave ZSK un RRset en vez de un RR como se plantea en esta formalizacio´n.
• El sistema so´lo permite realizar peticiones a servidores confiables (e.g. “.”) y de
all´ı ir “acerca´ndose” al servidor que contiene la respuesta buscada.
6.2. Conclusiones y resultados obtenidos
Al concluir este trabajo, se puede afirmar que los objetivos planteados en la intro-
duccio´n fueron logrados, se ha logrado una especificacio´n formal de DNSSEC que nos
permitio´ modelar las propiedades que debe verificar un estado va´lido, y en base a es-
to, se plantearon ciertos invariantes que deben cumplirse para verificar que este sistema
realmente soluciona los problemas de seguridad analizados para DNS.
La formalizacio´n en el CCI permitio´ realizar un ana´lisis riguroso de las especificacio-
nes propuesta por los RFCs ma´s relevantes. En particular, se pusieron de manifiesto am-
bigu¨edades, imprecisiones y omisiones en los requerimientos funcionales de los comandos,
se llevo a cabo un estudio de las alternativas planteadas como decisiones de implementa-
cio´n y se logro´ una formalizacio´n del sistema.
Contar con un modelo en el CCI permitio´ razonar de manera abstracta sobre su
correccio´n. Por un lado se verifico´ que la sema´ntica de los comandos conserva invariante
la validez del estado, lo cual garantiza que el sistema no puede transicionar a un estado
que no represente un posible estado DNSSEC. Por el otro se demostro´ que gracias a esta
invariancia de la validez del estado, valen ciertas propiedades de seguridad fundamentales
dentro del modelo, principalmente la validez de la cadena de confianza.
Gracias a la formalizacio´n del sistema se pudo encontrar una inconsistencia en los
datos a trave´s de la cadena de confianza, ya que al ejecutarse un rollover de la llave de
zona (zsk), puede suceder que queden presentes datos en la vista de cache´ de un servidor
que discrepen de aquellos verdaderos publicados en la vista autoritativa de otro. Para que
esto no suceda, una posible solucio´n ser´ıa que al momento de analizar si un RRset debe
ser descartado o no de una vista de cache´, deba verificarse no so´lo la expiracio´n de su
correspondiente TTL, sino tambie´n que este se mantenga va´lido y consistente a lo largo
de toda la cadena de confianza.
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6.3. Trabajos Futuros
La utilizacio´n del asistente de pruebas COQ permitio´ adema´s obtener una especifica-
cio´n y posibilita, como trabajo futuro, la extraccio´n de un prototipo correcto por construc-
cio´n que sirva como implementacio´n de referencia para desarrolladores e investigadores.
Si bien el desarrollo de esta tesina se baso´ particularmente en analizar la cadena de
confianza construida por el sistema, existen otros aspectos introducidos en DNSSEC que
valen la pena discutir, por ejemplo el uso de los records de tipo NSEC (Next SECure)
presentados en el cap´ıtulo 3. Este tipo de registro provee mecanismos para dar respuestas
autenticadas (firmadas por su correspondiente llave) al momento de denegar la existencia
de un RRset solicitado. Para realizar este proceso, cuando no se encuentra un RRset
buscado se responde con el registro NSEC correspondiente al pro´ximo RRset segu´n el
orden cano´nico de la vista en cuestio´n. Como consecuencia, un atacante podr´ıa realizar
consultas de todas las entradas NSEC de la zona y de esta manera aprender todos los
nombres de dominio de la misma. Como trabajo futuro se propone un ana´lisis riguroso
de las consecuencias de seguridad que esta nueva caracter´ıstica trae, y el desarrollo de
una extensio´n a la formalizacio´n en el CCI, que permita razonar sobre estos aspectos del
sistema, formalizando el uso de NSEC para la prueba de no-existencia, e inclusive el uso
de NSEC3 como alternativa.
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