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Working in the context of the Su-Schreiffer-Heeger (SSH) model, the effect of topological transi-
tions on the structure and properties of bulk position-space wavefunctions is studied for a particle
undergoing a quantum walk in a one-dimensional lattice. In particular, we consider what happens
when the wavefunction reaches a boundary at which the Hamiltonian changes suddenly from one
topological phase to another. An exact solution is constructed for the wavefunction on both sides of
the boundary. Under some conditions, it is found that the probability of transition into the region
of the second, topologically distinct Hamiltonian is strongly suppressed. When the boundary is
encountered, the wavefunctions tend to be strongly reflected, and by appropriate choice of system
parameters leakage into the second region can be made negligible. Therefore, it is possible to arrange
a high degree of bulk wavefunction localization within in each region. This “topologically-assisted”
suppression of transitions, although not of direct topological origin itself, exists only because of the
presence of a change in the topological properties of the Hamiltonian. We give a quantitative ex-
amination of the reflection and transmission coefficients of incident waves at the boundary between
regions of different winding number.
I. INTRODUCTION
The Su-Schreiffer-Heeger (SSH) model [1] was origi-
nally proposed as a model of electron behavior in poly-
mers, but has become widely used as a simple model in
which topological phase transitions may occur. The sys-
tem is defined in terms of two parameters, w and v, rep-
resenting hopping amplitudes between two distinct types
of lattice sites. Each unit cell is formed by a pair of lattice
sites, one of each type (Fig. 1). As the quasimomentum
k varies across the full Brillouin zone, the Hamiltonian
Hˆ traces out a closed curve in a two-dimensional space.
When the parameters obey v > w this curve avoids en-
closing the origin, where Hˆ becomes singular, and so the
Hamiltonian exhibits a vanishing winding number about
the singularity [2–4]. For v < w, the curve encloses the
singular point, and has winding number 1 about the ori-
gin. At the borderline case v = w, a transition between
two topological phases occurs, with the winding number
making a discontinuous jump. Since the SSH lattice has
two distinct sublattices, corresponding to two “internal
states” within each unit cell, the energies form two bands
separated by a finite gap. However, when v = w, the gap
disappears, and at this point transitions between differ-
ent winding numbers occur.
In treatments of the SSH model, the emphasis is usu-
ally on the Hamiltonian and the energy bands. Wave-
functions are normally given less attention, and when
they are discussed the focus is usually on Bloch states in
momentum space or on the localized edge states that ap-
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FIG. 1: The SSH Hamiltonian describes motion of a parti-
cle hopping on a chain of sites with two substates per site.
v and w are respectively the intracell and intercell hopping
amplitudes per unit time.
pear between regions of different winding number. How-
ever, recently the behavior of particles undergoing quan-
tum walks in SSH-like systems has become an impor-
tant topic of research; in particular photonic quantum
walks in linear optical systems have been shown to sim-
ulate topological states of the same type that appear in
SSH-like systems [5–11]. In these photonic systems, the
particle is inserted at a fixed location, then at a later
time (after some number of discrete time steps) its final
position distribution is measured. Thus, position-space
wavefunctions in the bulk are of significant interest and
hold the key to a more complete understanding to tran-
sitions between topologically distinct regions.
Figure 2 shows a simulation of a photonic quantum
walk. In (a), the entire system has the same Hamiltonian,
and the photon spreads ballistically in both directions
from the point of insertion, displaying the well-known
probability distribution of quantum walk systems. How-
ever, in (b) the parameters of the system abruptly change
at lattice site 85, causing the Hamiltonian on the right
side of that point to have a different winding number than
the Hamiltonian to the left. It can be clearly seen that
penetration of the photon into the region on the right is
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FIG. 2: Calculated probability distribution of detecting a
photon at position x at time t as the photon undergoes a
one-dimensional quantum walk. The system in which the
photon is walking is the linear optical arrangement of [12].
(a) The Hamiltonian is the same (of winding number zero)
throughout. The photon is inserted into the system at posi-
tion x = 70 and then exhibits the ballistic evolution charac-
teristic of quantum walks. (b) The same, except that now the
parameters of the system change at position x = 85 (marked
by the arrows) so that the winding number of the Hamilto-
nian is 0 to the left of that point and 1 to the right. It can
be seen that propagation into the region of “wrong” winding
number is strongly suppressed.
strongly suppressed, with some of the amplitude collect-
ing at the boundary and most of the rest reflecting back
into the original region. Such a suppression of transitions
into regions of different winding number may be seen in
experimental data as well (see Fig. 3 of [8] for example),
although in experiments the effect is somewhat obscured
due to the small number of steps measured and the pres-
ence of the localized state at the boundary that extends
a few steps into the second region. Possibly because of
these obscuring factors, this effect has not been much
remarked upon. One possible interpretation is simply a
mismatch between energy levels on the two sides of the
boundary, but it is also possible that the change in topol-
ogy plays a role regardless of the energies. Our goal here
is to examine this question more closely.
More specifically, this paper looks in detail at position-
space wavefunctions of SSH systems and at what happens
to them when the topology of the Hamiltonian changes.
We assume that the Hamiltonian depends on some pa-
rameter that is under the control of experimenters (for
example, the vertex phase parameters in the quantum
walk systems of [11, 12] or the rotation angles of [5–9]).
We further assume that the parameter varies in such a
way that at some position x it causes the winding num-
ber of the Hamiltonian to change. Although all of the
considerations in the following sections apply equally to
other physical realizations, we will assume for the sake of
specificity that the particles involved are photons.
At the boundary between the two regions there should
be a transition between states that are asymptotically
(far from the boundary) eigenstates of the original Hamil-
tonian to eigenstates of the topologically-altered Hamil-
tonian. We show in the following that if the two Hamil-
tonians are of different winding number, then such tran-
sitions are partially suppressed by an amount depend-
ing on the values of the v and w parameters of the two
Hamiltonians, with strong reflection at the interface. The
net result is that in a system of regions governed by
Hamiltonians of different winding number, if the hop-
ping amplitudes are well-chosen, then states will strongly
tend to remain in the region where they started and re-
sist propagation into other regions. Although we have
been speaking of spatial regions here, the same will ap-
ply to different regions of some more abstract param-
eter space: for example if a system is arranged such
that photons see a polarization-dependent Hamiltonian
that has different winding number for vertical and hor-
izontal cases, then polarization flips will be suppressed
by the same mechanism. This has obvious applications,
for example in reducing the likelihood of polarization-
flip errors in optical information processing systems. It
will be shown elsewhere that Hamiltonians with such
polarization-dependent winding numbers can be readily
engineered using linear optics.
The existence of localized, topologically protected
states at the boundaries between regions with different
winding number is well-known. The results here imply
that under appropriate conditions there is also a mea-
sure of “protection” attached to the bulk wavefunctions,
in the sense that propagation into spatial regions or pa-
rameter regions with different topological properties is
suppressed. The degree of transition suppression be-
tween these regions depends on the parameter values
themselves, as well as the presence or absence of dis-
crete topology changes. In this paper we only examine
the simplest case, in which the two hopping parameters
are interchanged at the boundary: the value of v on the
left equals the value of w on the right, and vice-versa. A
quantitative study of how the suppression varies as the
values of v and w move away from the pure exchange
case will be carried out elsewhere.
Note further that if one can strongly suppress tran-
sitions of the bulk wavefunction between regions of pa-
rameter space of different topology, one can associate the
wavefunction localized in a given region with a Hamilto-
nian of particular topology. Then linear combinations
of states associated to different winding number Hamil-
3tonians may be formed, allowing winding number-based
qubits. Such linear combinations can be easily arranged,
for example, by inserting linear combinations of polariza-
tion states, with different polarizations being governed by
Hamiltonians of different winding number. These qubits
can be thought of as being encoded into either the parti-
cle state or the associated Hamiltonian. Gates can then
be made that act by altering the Hamiltonian, with read-
out accomplished by making measurements on the states.
In the coming sections, we will see that the presence of
a change in the topology of the Hamiltonian (a discrete
change in its winding number) affects the transmission
and reflection coefficients at the boundary point. In the
absence of the topology change, the transmission coef-
ficient is uniformly equal to 100%. However, when the
topology change is in place the transmission coefficient
becomes a continuous function of the hopping param-
eters, and for some parameter ranges the transmission
can be made very small.
This discussion points out that there is interplay be-
tween discrete, topologically-based variables (winding
number) and continuous variable (transmission coeffi-
cient) that may be affected by them. Such interplay ex-
ists in many other contexts. Consider, for example, a
particle striking a potential barrier of height V0 from the
left. The barrier is discrete: you are either at the top (on
the right) or at the bottom (on the left), with no possibil-
ity of being in between. The top/bottom distinction only
exists because of the discrete jump in potential at the ori-
gin. The transmission coefficient for the particle to move
from left to right, however, is continuous as a function of
energy. Despite being continuous, it depends on the ex-
istence of the discrete potential step. When the particle
energy E satisfies E < V0 the transmission amplitude t is
uniformly zero, but as the energy increases to the point
where E exceeds V0, t becomes a continuously-varying
function of E. So the value of the transmission ampli-
tude is affected by the discrete variable, and yet remains
a continuous function of its parameters (energy in this
case), and for some parameter values becomes negligible.
The situation in our case is directly analogous, with the
discrete potential step replaced by a discrete topology
change and the transmission amplitude’s dependence on
the energy replaced by dependence on hopping parame-
ters.
A similar analogy occurs at the edge of a step-index
optical fiber. The refractive index changes discretely,
but that change affects the properties of the reflected
and evanescent waves. Without the discrete jump there
would be no evanescent wave at all; but the properties of
that wave (penetration depth, etc.) still depend continu-
ously on other parameters such as the angle of incidence.
In this paper, we show that reflections occur at the
points of sudden topological changes, in the same man-
ner that reflections occur at any other abrupt change
such as a sudden change in potential energy, acoustic
impedance, or refractive index. We use the Su-Schreiffer-
Heeger (SSH) system as an example system. In many
applications of the SSH model, the electron or other hop-
ping particle is treated as a point particle, perfectly lo-
calized at a given lattice site at each moment. In reality,
we know that quantum mechanical wavefunctions typi-
cally have a finite spread to them and this spread needs
to be taken into account to study quantities like scatter-
ing amplitudes and tunneling rates. In the current paper
we are looking at the transition rate from one side of a
discrete boundary to the other side, and this will clearly
be dependent on the wave-like properties of the particle.
So we focus on the position-space wavefunction and ex-
pand it in a convenient basis. In the context of a particle
interacting with a discrete lattice system, a convenient
basis is the Wannier basis, in which the wavefunction is
built out of basis states localized near each lattice site.
A particle initially localized near one site will exhibit a
quantum walk [4, 13–15], evolving into a superposition
of states localized at many sites; what we compute is the
rate of transmission of this quantum walk state from one
side of a topological boundary to the other.
The plan of the paper is as follows. In Section II
we briefly review the SSH model and set up the nota-
tion for what follows. In Section III we construct the
position- and momentum-space wavefuntions expressed
in the Wannier basis. In Section IV we carry out a quan-
titative examination of reflection and transmission of the
wavefunction at the boundary, making use of the trans-
mission coefficient calculated explicitly in the appendix.
Finally, we summarize the results and discuss further as-
pects of them in Section V.
II. BRIEF REVIEW OF SSH MODEL
The Su-Schreiffer-Heeger (SSH) Hamiltonian [1] in one
dimension describes the hopping of particles along the
length of a bipartite lattice. A closely related model arose
independently in quantum field theory [16].
The SSH system is shown schematically in Fig. 1.
There is a lattice of unit cells, labeled by integer n, each
of which contains two subsites, denoted as A and B; these
subsites represent two possible “internal” states at cell n.
There is an amplitude per unit time v to switch between
the two states within the same cell, and an amplitude per
time w to hop to an adjacent lattice site. Hopping to an
adjacent site is always accompanied by a change of the
internal state. By redefining the basis states if necessary,
the hopping amplitudes v and w can always be chosen,
without loss of generality, to be real.
Let R represent lattice positions and r be the position
of the particle moving through the lattice. It is conve-
nient to take the center of each unit cell to be at integer-
valued positions, R = n, for n = 1, 2, . . . , N , midway
between the A and B subsites, as in Fig. 3. So the spac-
ing between cells is one unit and the spacing between
the A and B subsites within a cell is 1/2 unit. Then
the A subsites are at locations n− 14 and the B sites are
at n + 14 . In order to avoid edge effects, we may take
4periodic boundary conditions, so that site n = N + 1 is
identified with site n = 1, or we may simply take N to
be very large.
The position-space Hamiltonian is of the form:
Hˆ = v
N∑
n=1
(|B, n〉〈A, n|+ |A, n〉〈B, n|) (1)
+w
N−1∑
n=1
(|A, n+ 1〉〈B, n|+ |B, n〉〈A, n+ 1|) .
Here, |A, n〉, for example, denotes the state with a parti-
cle at site n in substate A.
A B A B
n n+1n+½
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Cell n Cell n+1
FIG. 3: Two unit cells of the lattice. The coordinates are
chosen so that the center of each cell is at an integer-valued
location. The two subsites A and B are equally distant from
the cell’s center, so they are separated by half a unit, at loca-
tions n± 1
4
, for n = 1, 2, . . . , N
At each fixed cell n or each fixed momentum k, this
Hamiltonian is therefore a two-dimensional matrix, and
can be expanded in terms of the identity matrix and the
Pauli matrices; for example, in momentum space one may
write
Hˆ(k) = d0(k)I + d(k) · σ. (2)
This describes dynamics in a two dimensional “internal”
subspace labeled by the two substates present at each lat-
tice site. Generically, the two energy levels are separated
by a k-dependent gap.
The Hamiltonian is completely characterized by the
4-dimensional vector {d0(k),d(k)}. In the SSH model
d0 = dz = 0, leaving d(k) confined to a plane. There is a
singular point in this plane, at d(k) = 0, where the phase
of the Hamiltonian becomes indeterminate and the en-
ergy gap between bands vanishes. As k is varied across a
full Brillouin zone, d(k) traces out a closed curve. These
curves can be divided into two distinct classes: those
that encircle the singular point and those that don’t. In
other words, those whose winding number about the ori-
gin is ν = 1, and those of winding number ν = 0. The
winding number is highly stable in the sense that local
perturbations causing continuous variations of the pa-
rameters cannot stimulate transitions between the dis-
crete topological classes. Only a strong disturbance that
alters the global structure of the system can cause the
winding number to change.
In momentum space, the Hamiltonian is block diago-
nal, with blocks at each k value of the form
Hˆ(k) =
(
0 v + w e−ik
v + w e+ik 0
)
=
(
0 z
z∗ 0
)
, (3)
where z = v+w e−ik. The two dimensions of this matrix
correspond to the two subsites A and B inside the unit
cell.
An alternative form of this Hamiltonian will be useful.
The off-diagonal terms can be written in polar form in
the complex plane:
z = v + w e−ik = e−ik/2
(
veik/2 + we−ik/2
)
(4)
= e−ik/2
(
(v + w)cos
(
k
2
)
+ i(v − w)sin
(
k
2
))
(5)
= e−ik/2
(
(v + w)2 cos2
(
k
2
)
(6)
+(v − w)2 sin2
(
k
2
))1/2
eiθk
= Eke
iθk−ik/2, (7)
where
Ek =
(
(v + w)2 cos2
(
k
2
)
+ (v − w)2 sin2
(
k
2
))1/2
(8)
=
(
v2 + w2 + 2vw cos k
)1/2
(9)
is the absolute value of z, while
θk = tan
−1
(
Im(z)
Re(z)
)
(10)
= tan−1
(
(v − w)
(v + w)
tan
k
2
)
(11)
is the phase. So the Hamiltonian can be written as
H(k) = Ek
(
0 eiθk−ik/2
e−iθk+ik/2 0
)
, (12)
showing clearly the winding of H in the complex plane as
the angle θk changes. The factor θk − k2 in the exponent
is, up to a constant, a geometric Berry phase.
The eigenvalues are
E±(k) = ±Ek = ±
√
v2 + w2 + 2vw cos k. (13)
It is then easy to verify that the eigenvectors are (up to
an arbitrary overall phase):
|±〉 = 1√
2
(
1
±e−i(θk− k2 )
)
≡ 1√
2
(
u±
l±
)
. (14)
The upper component corresponds to the A substate, the
lower to the B substate.
It should be kept in mind that the quasi-momentum k
and the quasi-energy E are only defined modulo 2pi.
5III. POSITION-SPACE WAVEFUNCTIONS
Ignoring for the moment the A and B subcells, consider
a simple lattice with N sites at positions R = 1, 2, . . . , N .
One may construct the one-dimensional Bloch wavefunc-
tions for particle propagating through the lattice,
ψk(r) = e
ikruk(r), (15)
where r is the particle position, and the allowed momenta
are
kn =
2pin
N
− pi, (16)
with n = 1, . . . , N . We take the first Brillouin zone to
run over the interval −pi < k ≤ +pi. For a single k
value, the corresponding position space wavefunction can
be written in terms of the Wannier functions φR(r) =
φ(r −R) [17–19]:
uk(r) =
1√
N
∑
R
e−ik(r−R)φ(r −R) (17)
ψk(r) = e
ikruk(r) =
1√
N
∑
R
eikRφ(r −R). (18)
Wannier functions are widely used in solid state physics
and other areas, and are defined as the Fourier transforms
of the Bloch wavefunctions with respect to the discrete
lattice positions,
φR(r) = φ(r −R) = 1√
N
∑
k
e−ikRψk(r). (19)
There is one such function for each point in the crystal
lattice and they are strongly localized near those lattice
sites.
The functions centered at different lattice sites are or-
thogonal,
∫
φ∗(r −R)φ(r −R′)dr = δ(R −R′), (20)
so the Wannier functions form a complete basis for spatial
wavefunctions on the lattice. For the SSH model, these
get multiplied by a two-dimensional column matrix in the
internal A/B space spanned by the two subsites at each
n.
Now introduce the A and B sublattices, so that the lat-
tice sites are shifted to R = n± 14 , where n = 1, 2, . . . , N .
This splits each term in the sum of Eq. 15 into two
terms, one shifted the left by 14 (the A terms) and the
others shifting to the right by the same amount (the B
terms), as in Fig. 3. Because there are two substates at
each unit cell, the energy splits into two bands, as in sec-
tion II. Taking into account that the l± and u± defined
in Eq. 14 gain phases ±k/4 from the shifts away from
the cell center, the state then becomes:
ψk±(r) =
1√
2N
N∑
n=1
[(
u±e
ik/4
)
eik(n−
1
4
)φ
(
r −
(
n− 1
4
))
+
(
l±e
−ik/4
)
eik(n+
1
4
)φ
(
r −
(
n+
1
4
))]
(21)
=
1√
2N
N∑
n=1
eikn
[
φ
(
r − n+ 1
4
)
±e−iθk+ik/2φ
(
r − n− 1
4
)]
, (22)
where the ± labels correspond to the two eigenstates in
the upper (+) and lower (−) bands. The first Wannier
function inside the square bracket is centered at the A
subsites, while the second function is localized near the
B subsites.
Finally, the main interest here is not in wavefunctions
of fixed k, but rather in states that are initially localized
in position. Any position-space wavefunction at t = 0
can be expanded in terms of energy eigenstates,
ψ(r) =
N∑
k=1
(Ak+ψk+ (r) +Ak−ψk− (r)) . (23)
The Ak± coefficients can be found by taking the overlaps
between ψ(r) and the known initial wavefunction. There
are two possibilities for the initial state: the photon may
be inserted at an A subsite or a B subsite. In the first
case, we take the initial state to be
ψA(r) = φ
(
r − n0 + 1
4
)
, (24)
with n0 being the label of the initial lattice site. In the
latter case, we take the wavefunction to be
ψB(r) = φ
(
r − n0 − 1
4
)
, (25)
.
Making use of the orthonormality of the Wannier func-
tions, it is straightforward then to find that the wavefunc-
tions at t = 0 for the two cases are
ψA(r) =
1√
2N
∑
k
e−ikn0 (ψk+ (r) + ψk− (r)) (26)
ψB(r) =
1√
2N
∑
k
e−ikn0e+i(θk−
k
2
)
× (ψk+(r) − ψk−(r)) . (27)
Clearly, the k values are uniformly distributed in proba-
bility, as would be expected for a wavefunction localized
in space.
Again using the orthonormality of the Wannier func-
tions, it follows readily that these initially-localized func-
tions also form an orthonormal set:
6∫
ψ∗A(r)ψ
′
A(r) dr = δ(n
′
0 − n0) (28)∫
ψ∗B(r)ψ
′
B(r) dr = δ(n
′
0 − n0) (29)∫
ψ∗B(r)ψ
′
A(r) dr = 0. (30)
where n0 and n0 are the initial cells of the two wavefunc-
tions.
All of the expressions above were at t = 0. Evolving
forward in time, the energy eigenstates become
ψk+(r, t) = e
−iEktψk+(r) (31)
=
1√
2N
N∑
n=1
ei(kn−Ekt)
[
φ
(
r − n+ 1
4
)
+e−iθk+ik/2φ
(
r − n− 1
4
)]
(32)
ψk−(r, t) = e
+iEktψk−(r) (33)
=
1√
2N
N∑
n=1
ei(kn+Ekt)
[
φ
(
r − n+ 1
4
)
−e−iθk+ik/2φ
(
r − n− 1
4
)]
(34)
This means that the A- and B-type wavefunctions be-
come
ψA(r, t) =
1
N
∑
kn
eik(n−n0)
(
φ
(
r − n+ 1
4
)
cos(Ekt)
+ ie−iθk+i
k
2 φ
(
r − n− 1
4
)
sin(Ekt)
)
ψB(r, t) =
1
N
∑
kn
eik(n−n0) (35)
×
(
ieiθk−i
k
2 φ
(
r − n+ 1
4
)
sin(Ekt)
+ φ
(
r − n− 1
4
)
cos(Ekt)
)
(36)
where t is an integer multiple of some discrete time in-
terval T . Time evolution only alters the phase of each k
component by a factor eiE(k)t, and therefore the proba-
bility of finding each k value is constant in time. However
interference between different terms in the sum leads to
nontrivial time evolution for the spatial distribution.
Note that the factor of ei(kn−Ekt) in Eq. 32, which im-
plies that the states ψk+ on the positive-energy band are
right-moving for positive k and left-moving for negative
k. The negative-energy states ψk− move in the opposite
direction: left for k > 0 and right for k < 0.
IV. TOPOLOGICAL TRANSITIONS
Recall that the topological sector of the system is de-
termined by whether v > w or v < w. Consider two sets
of values of (v, w) and (v′, w′), leading to two values of
the phases, θk and θ
′
k, and corresponding wavefunctions
ψk±(r) and ψ
′
k±(r). These wavefunctions are eigenstates
of Hamiltonians Hˆ(k) and Hˆ ′(k). We take the full Hamil-
tonian of the system to be H(k) for n = −N + 1, . . . , 0
and H ′(k) for n = 1, . . . , N , where N is assumed large
enough to ignore effects from the ends.
Now suppose that Hˆ(k) and Hˆ ′(k) differ in winding
number. Among other things, this implies that the signs
of θk and θ
′
k are opposite at the same value of k. We
will restrict ourselves to the simplest case and assume
that the initial and final hopping amplitudess are simply
interchanged: v′ = w ands w′ = v. In this case, we find
that:
θ′k = −θk = +θ−k. (37)
Referring to Eq. 22 and suppressing the time-
dependent factors for simplicity, the energy eigenstates
of H ′ can be written in terms of the phase θk of H as:
ψ′k±(r) =
1√
2N
N∑
n=1
eikn
[
φ
(
r − n+ 1
4
)
±e+iθk−ik/2φ
(
r − n− 1
4
)]
(38)
=
1√
2N
N∑
n=1
ei(kn+θk+k/2)
[
e−iθk−ik/2φ
(
r − n+ 1
4
)
±φ
(
r − n− 1
4
)]
. (39)
Now shift the origin by 12 unit, r → r − 12 , and shift the
summation index n → n− 1 in the second sum. After a
few steps of algebra, one finds that the new wavefunctions
are related to the old ones by:
ψ′k±(r) = ±ei(θk−
3k
2
)ψk±(r). (40)
The phases linear in k come from the shifts in origin for
r and n. The A and B wavefunctions are now:
ψ′A(r) =
1√
2N
∑
k
e−ikn0ei(θk−
3k
2
)) (ψk+ − ψk−)(41)
ψ′B(r) =
1√
2N
∑
k
e−ik(n0+2) (ψk+ + ψk−) . (42)
Aside from the extra phase factors, it can be seen that the
change of winding number as the Hamiltonian changes
from H to H ′ has effectively converted the A-type wave-
functions into B-type wavefunctions, and vice-versa.
The interchange of v and w essentially redefines the
unit cells, shifting each cell by one-half unit. This inter-
changes the roles of the A and B subsites, as shown in
Fig. 4. Moreover, as would be expected from a topolog-
ical transition, the change from A being to the left of B
within the unit cell to having A on the right is a discrete
change, and this change must be carried out globally on
the entire system.
7n-1 n+1n
A B A BA B
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w
n-1 n+1n
A B A BA B
w’=v
v’=w
AB
n-2
FIG. 4: Interchanging v and w amounts to shifting the units
cells by a distance of 1
2
units, which effectively reverses the
roles of A and B subsites. The top and bottom figures repre-
sent the two cases.
In the case we consider, v′ = w and w′ = v, it should be
noted that the energy eigenvalues are the same on both
sides of the boundary: Ek = E
′
k, so the reflection is not
due to any mismatch of energy levels. In fact, the total
energy of the A and B modes vanishes on both sides. For
example,
EA = 〈ψA|Hˆ |ψA〉 (43)
=
1
2N
∑
k,k′
e−i(k−k
′)n0 (44)
× [+Ek (〈ψk′+|ψk+〉+ 〈ψk′−|ψk+〉) (45)
−Ek (〈ψk′+|ψk−〉+ 〈ψk′−|ψk−〉)] (46)
= 0. (47)
The vanishing of the energies makes intuitive sense: each
A or B state is an equal superposition of eigenstates from
the upper and lower bands. Since the energies of the two
bands are negatives of each other, the total energy must
be zero.
A more quantitative examination can be made of the
transition across the boundary. We take the boundary to
occur at the n = 0 cell, with the roles of v and w reversing
once the B subsite of that cell is crossed. Only right-
moving modes can cross from the left side to the right,
so consider a positive-energy right-moving mode (k > 0)
encountering the boundary; some of the amplitude can
reflect to the left, some may be transmitted to the right.
In addition, a localized edge state can be built up around
the boundary. So one may consider a state of the form
|Ψ〉 = |ψk+〉+ rk|ψ−k,+〉+ tk|ψ′k+〉+ |ψe,k〉, (48)
where the terms on the right represent the incident, re-
flected, transmitted, and edge states. (A similar state
can be constructed using a right-moving negative energy
state with k < 0; the results will be similar.) This state
must satisfy the eigenvalue equation
Hˆ |Ψ〉 = Ek|Ψ〉. (49)
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FIG. 5: The transmission probability |tk|
2 between the re-
gions of different winding number always peaks at k = pi
2
,
dropping to 0 at k = 0, pi. The plot here is for N = 500,
v = 0.1, and w = 0.9.
Eq. 49 can be solved exactly: the solutions for a0, b0,
a1, b1, as well as for the reflection and transmission am-
plitudes rk and tk, are given in the appendix. For given
values of v and w, the transmission probability at a fixed
k value, |tk|, peaks at k = pi2 , dropping to zero at k = 0, pi
(Fig. 5). When the two hopping amplitudes are equal,
v = w, the transmission is 100%, as would be expected,
since the two sides of the boundary are identical at this
value. However, as the difference |v − w| increases, the
peak transmission drops (Fig. 6).
We see then that by choosing w close to 0 and v close
to 1, or vice versa, we can make the transmission of
the wavefunction into the second region arbitrarily small,
even though the energy levels are identical on both sides.
A figure of merit might be taken to be
Tmax ≡ maxk
(|tk|2) , (50)
the fixed-k transition probability, maximized over all
k values. Then, for example, if it is desired to keep
Tmax ≤ 10−3, this can be accomplished by arranging
to have
∣∣∣v−wv+w ∣∣∣ > .96
V. CONCLUSION
In this paper, we have constructed explicit expressions
for the position-space wavefunctions of the SSH model
in the case of an initially localized particle, and exam-
ined what happens to them when the propagating wave-
function encounters a change in system parameters that
discontinuously alters the system’s winding number. Any
modes hitting the interface between regions exhibits some
reflection backward. Therefore transmissions across the
boundary are suppressed, and if v and w are well-chosen
they can be made arbitrarily small. It is well-known that
localized edge states existing at boundaries between re-
gions with different values of a topological invariant enjoy
a form of protection against perturbations. The results
here imply that under some conditions a weaker form of
protection can be made to extend to states in the bulk
80 0.5 1 1.5 2 2.5 310
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FIG. 6: Logarithmic plot of transmission probability |tk|
2 for
several values of v and w. The transmission probability is
constant at |tk|
2 = 1.0 for v = w, but drops as |v − w| in-
creases. Increasing |v − w| increases the value of |θk| at each
nonzero k, leading to a larger phase shift at the boundary.
The values plotted here are (v, w) = (.5.5) (solid blue), (.2, .8)
(dashed black), (.01, .99) (dotted red), and (.001, .999) (dash-
dot green). As |v − w| → 1, the peak transmission |tk|
2 → 0.
regions: if a severe external perturbation to the Hamil-
tonian causes a change in winding number in some re-
gion, the wavefunction resists entering that region, and
tends to stay in the unperturbed region of original wind-
ing number. Since this happens due to the change in
a topological quantum number, it could be referred to
as “topologically-assisted suppression of transitions” of
the bulk wavefunction. This effect has obvious applica-
tions, since it can be used to protect quantum informa-
tion encoded in bulk wavefunctions against environment-
induced errors. Such applications will be examined in
detail elsewhere.
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Appendix: Exact Solution of Wavefunction Across
Topological Boundary
Consider a right-moving state coming from the left and
hitting the boundary between the two regions of different
winding number. We will consider only states on the
upper energy band; the negative energy band is similar.
The full state of the system can be written in the form
|Ψ〉 = |ψk+〉+ rk|ψ−k,+〉+ tk|ψ′k+〉+ |ψe,k〉, (A.1)
for k > 0 (right-moving incident wave), where the terms
on the left represent, respectively, the incident, reflected,
and transmitted state, as well as a localized edge state
|ψe,k〉. We take the boundary to pass through the B sub-
cell of the n = 0 site. Referring to Fig. 7, the transition
n = -1 n = +1n = 0
A A BA B
v w
A B
n = +2
B
Boundary
v w v wv
FIG. 7: The boundary between distinct topological regions is
taken to pass through the B subcell of site n = 0. When the
boundary is crossed, the roles of v and w are interchanged.
between the two asymptotic solutions takes place over
the span of the n = 0 and n = 1 sites, so the edge state
may be expressed as
|ψe,k〉 = 1√
2N
(a0|A, 0〉+ b0|B, 0〉+ a1|A, 1〉+ b1|B, 1〉) .
(A.2)
Using Eqs. 35 and 36, the state may be written as
|Ψ〉 = 1√
2N
{
−1∑
−N+1
[
eikn
(
|A, n〉+ e−i(θk−k/2)|B, n〉
)
+ rke
−ikn
(
|A, n〉+ ei(θk−k/2)|B, n〉
)]
(A.3)
+tk
N∑
n=2
eikn
(
|A, n〉+ ei(θk+k/2)|B, n〉
)
+ a0|A, 0〉+ b0|B, 0〉+ a1|A, 1〉+ b1|B, 1〉} .
Here, use has been made of the fact that the sign of θk
changes as the boundary is crossed.
The Hamiltonian is of the form of Eq. 3 to the left
of the boundary, while on the right it is of the same
form with v and w interchanged. Keeping mind that the
interchange of v and w also flips the sign of θk, this gives
Hˆ|Ψ〉 = 1√
2N
{
−1∑
−N+1
[(
eikn + rke
−ikn
)
(A.4)
× (v|B, n〉+ w|B, n− 1〉)
+
(
eikne−i(θk−k/2) + rke
−iknei(θk−k/2)
)
× (v|A, n〉+ w|A, n+ 1〉)]
+tk
N∑
n=2
eikn [(v|B, n− 1〉+ w|B, n〉)
+ei(θk+k/2) (v|A, n+ 1〉+ w|A, n〉)
]
+a0 (v|B, 0〉+ w|B,−1〉) + b0 (v|A, 0〉+ v|A, 1〉)
+a1 (v|B, 0〉+ w|B, 1〉) + b1 (w|A, 1〉+ v|A, 2〉)} .
9The state must satisfy Hˆ |Ψ〉 = Ek|Ψ〉. Equating terms
of the same kind (|A, 1〉, |B, 0〉, etc.) on each side leads
to a set of equations that can be combined into a matrix
equation of the form
M · V =W, (A.5)
where
M =


0 v −Ek w 0 0
v −Ek v 0 0 0
0 0 w −Ek 0 vy4
−Ek v 0 0 wyx 0
w 0 0 0 y(yv − Ekx ) 0
0 0 0 vy2 0 y(
wy2
x − Eky),


(A.6)
and
V =


a0
b0
a1
b1
rk
tk

 , W =


0
0
0
−wx/y
(Ekx−v/y)
y
0


. (A.7)
Here, we have defined x = e−iθk and y = eik/2. Making
the further definition
D−1 = y2((E6 − v4w2 + E2(v2 + w2)(2v2 + w2)
−E4(3v2 + 2w2))x+ (E2 − v2)vx2)y
−E(E2 − 2v2 − w2)((E2 − w2)w (A.8)
+vw(E4 + v2w2 − E2(2v2 + w2))xy2),
then the solutions of these equations are given by
a0 = −D
(
vw
(
(E4k + v
4 − E2k(2v2 + w2))x (A.9)
+ Ekw(−E2k + v2 + w2)y
)
(x2y2 − 1))
b0 = D
(
v2w
(−E3kx+ Ek(v2 + w2)x (A.10)
+E2kwy − w3y
)
(x2y2 − 1))
a1 = D(v
3w(−E2kx+ v2x+ Ekwy)(x2y2 − 1))(A.11)
b1 = D(v
3w2(−Ekx+ wy)(x2y2 − 1)) (A.12)
rk = Dy
−1
(
x
(
Ekv(v
2 − E2k)(−E2k + 2v2 + w2)x
− (E6kx2 + v3w2(w − vx2) (A.13)
+E2k(2v
2 + w2)(−vw + (v2 + w2)x2)
+ E4k(vw − (3v2 + 2w2)x2)
)
y
+ Ekw(E
2
k − w2)(E2k − 2v2 − w2)xy2
))
tk = Dy
−4
(
v4w2x
(
1− x2y2)) . (A.14)
Substituting these formulas into Eqs. A.1-A.2 gives an
exact solution to the eigenvalue problem. The reflection
and transmission coefficients of Eqs. A.13 and A.14 were
used to construct the plots of Figs. 5 and 6.
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