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Abstract—This paper studies frame synchronization for use
with the advanced communication link transmission unit format
that was recently proposed for updating the telecommand syn-
chronization and channel coding standard for space applications.
With a view to improving the robustness against jamming, future
satellite telecommand systems are planning to adopt direct-
sequence spread spectrum modulation and advanced channel
coding. Compared to the frame synchronization algorithm spe-
ciﬁed in the current Consultative Committee for Space Data
Systems (CCSDS) recommendation, we consider a longer start
sequence and relax the condition for declaring synchronization.
We investigate the performance of this algorithm in the presence
of jamming, and show that the frame synchronizer can be
designed such that the overall system’s robustness against pulsed
jamming is limited by the robustness of the code rather than the
synchronizer.
I. INTRODUCTION AND STATE-OF-THE-ART
To increase the resilience of satellite telecommand (TC)
links against jamming, next generation TC systems are plan-
ning to adopt direct-sequence spread spectrum (DSSS) modu-
lation with a very long pseudo-noise spreading code repetition
period and a high spreading factor [1], along with advanced
channel coding [2], [3].
The only channel coding scheme currently included in
the standards and recommendations for TC applications is a
modiﬁed BCH(63,56) code. For the next generation uplink
CCSDS standard, more advanced channel codes are being put
forward [4]. In [2], [3], the codeword error rate (CER) perfor-
mances of the current BCH(63,56) and some of the proposed
coding schemes are investigated under DSSS modulation in
the presence of jamming, assuming perfect synchronization.
Accurate synchronization is an essential prerequisite for
reliable channel decoding. The present study focuses on
frame synchronization. Frame synchronization in additive
white Gaussian noise (AWGN) channels is a well-researched
problem (see, for example, [5], [6]). Only recently, several
techniques have been compared speciﬁcally with a view to
application in deep-space communication uplinks in [7]. In
contrast, frame synchronization in the presence of jamming has
received only limited attention in the literature. Algorithms,
speciﬁcally designed to operate under jamming conditions,
are described and evaluated in [8]–[10]. The usual space
telecommand scenario where a known synchronization word
is preﬁxed to a data frame and is itself preceded by a
sequence of alternating +1/-1 symbols is considered only in
[9]. Unfortunately, the corresponding analysis does not hold
for pulsed jamming. We note that the pulsed jammer situation
shows many parallels to a block fading channel. With a view
to canceling the effect of a varying or inaccurate estimate
of the channel gain, [11] considers frame synchronization
algorithms for ﬂat fading channels that do not require channel
state information. However, the provided analysis focuses on
the sensitivity to a time-invariant channel gain estimation error
rather than on the effect of time-varying channel conditions
(as for pulsed jamming). Standard-speciﬁc vulnerability-to-
jamming-attacks analyses have been reported, for example, in
[12]–[14]. However, to the best of our knowledge, a similar
study that is representative for the next generation CCSDS TC
standard has not been carried out yet.
The outline of this paper is as follows. Section II describes
the system under investigation. Section III provides a theo-
retical performance analysis of the frame synchronizer in the
presence of pulsed jamming. Section IV discusses how the
frame synchronization error performance impacts the overal
frame error rate (FER) of the system, and establishes a coding
scheme dependent design criterion for the frame synchronizer.
Section V presents numerical results for the envisaged future
TC system. An appropriate value for the design parameter of
the synchronizer is selected, and it is shown that the resulting
frame synchronizer complies with the requirement imposed by
the codes. Section VI summarizes the main conclusions and
indicates a direction for future research.
II. SYSTEM DESCRIPTION
We consider a satellite TC system using Binary Phase
Shift Keying (BPSK) and DSSS modulation. A block diagram
showing all relevant parts is depicted in Fig. 1.
The structure of the transmitted signal is illustrated in Fig. 2
[15]–[17]. The physical layer of the CCSDS TC protocol stack
processes communication link transmission units (CLTUs).
Each CLTU is preceded by a symbol acquisition sequence
(AS) consisting of a repetition of the (1, -1) symbol pattern.
The CLTUs themselves consist of a known start sequence
(SS) of length S for frame synchronization purposes, a data
sequence hosting a variable number of ﬁxed-length codewords
(CW), and an optional tail sequence (TS) which marks the end
of the CLTU. We represent the transmitted symbols as {sk},
with sk taken from the symbol alphabet {−1, 1}. Without loss
of generality, the SS of the considered CLTU is assumed to
be s0 = (s0, s1, ..., sS−1).
Spreading is obtained by applying a very long pseudo-noise
(PN) chip sequence of length L. The bandwidth of the spread
signal s (t) is about TbTc times larger than that of the original
BPSK signal, with Tb and Tc denoting the bit interval and the
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Figure 1. TC system block diagram.
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Figure 2. TC physical layer, transmitted signal structure.
chip interval, respectively. In the following we will assume that
Tb/Tc is signiﬁcantly smaller than L such that the spreading
code used for each bit looks as a segment of a long PN
sequence (see, e.g., [1]).
The received signal is affected by AWGN with one-sided
spectral density N0 and by a pulsed jamming signal J (t). The
jammer is characterized by a repetition period equal to Y bit
intervals, which consists of an active period of D consecutive
bit intervals and an inactive period of Y − D bit intervals;
the corresponding duty cycle ρ of the jammer is given by
ρ = D/Y . The boundaries of the repetition periods and the
active periods are assumed to coincide with bit boundaries of
the useful signal, so that a bit interval from the useful signal is
either completely hit or not hit by the jammer. The Y −D+
1 possible starting positions of the active period within the
corresponding repetition period are considered equally likely,
and independent from one repetition period to the next. During
the active period, the jammer power equals PJ,p, yielding a
jammer energy per bit interval equal to EJ,p = PJ,pTb (the
subscript ’p’ refers to ’peak’); the long-term average jammer
power is given by PJ,avg = ρPJ,p.
Under the hypothesis of having a large spreading factor
Tb/Tc, it can be shown that for a variety of jammer waveforms
the jamming contribution to a generic symbol can be modeled
by a zero-mean Gaussian random variable [2]. Assuming that
perfect synchronization of the PN sequence, the carrier and bit
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Figure 3. TC frame synchronizer block diagram.
timing has been achieved, the received signal obtained after
despreading, conversion to baseband and sampling at the bit
rate can be represented as:
rk =
√
Essk−K + nk, (1)
where the time index k refers to the kth symbol interval
observed at the receiver, Es is the received symbol energy,
K denotes the unknown delay (in number of bit intervals)
of the received signal vis-a-vis the local reference clock, and
{nk} are independent real-valued zero-mean Gaussian random
variables with time-dependent variance N0,eq (k) /2, denoting
the combined contribution from the AWGN and the pulsed
jammer. When the jammer is active during the kth bit interval
we have N0,eq (k) = N0 + J0,p, with J0,p = EJ,pTc/Tb;
when the jammer is inactive during the kth bit interval we
have N0,eq (k) = N0. Hence, during its active periods the
jammer has the same effect as AWGN with one-sided spectral
density J0,p.
Frame synchronization is the process of locating the SS of
each CLTU, which is required to achieve correct codeword
delimitation. It is reasonable to assume that the physical layer
operation procedures are properly dimensioned such that the
frame synchronizer always starts looking for the SS during
the reception of the AS that precedes the CLTU. The frame
synchronization procedure described in the recommendations
[15]–[17] is illustrated in Fig. 3. It involves performing hard
symbol detection on the samples rk from (1), yielding symbol
decisions aˆk = sgn(rk) of the delayed symbols ak = sk−K ,
with K to be determined by the synchronizer; we deﬁne aˆk =
(aˆk, aˆk+1, ..., aˆk+S−1). Next, the synchronizer declares that
(the ﬁrst bit of) the SS occurs at k = Kˆ, when dH(aˆKˆ , s0) ≤ t,
and dH(aˆKˆ−i, s0) > t for i = 1, ..., Kˆ; dH(x,y) denotes
the Hamming distance between the sequences x and y. The
synchronizer makes no error when the SS is detected at k =
K.
The current standard recommends a SS of length S = 16 bit
and frame synchronization is declared when at the output of
the hard symbol detector a length-S sequence is found which
differs from this SS in at most t bits, where either t = 0 (when
the BCH code is used for triple-error detection) or t = 1 (when
the BCH code is used for single-error correction). Although
the methods for detecting the CLTU SS in the case of more
advanced coding are yet to be speciﬁed, a longer SS (S =
64 rather than 16) has recently been proposed for the next
generation uplink in [18], which improves the resilience of
the frame synchronization algorithm against noise, making it
also less sensitive to pulsed jamming.
III. FRAME SYNCHRONIZER PERFORMANCE
In the following, we will determine the performance of
the frame synchronizer from Fig. 3 in the presence of pulsed
jamming. The parameters S and t will be considered as design
parameters.
A. Missed Detection Probability
For given t and S, the missed detection probability PM(t, S)
is the probability that dH(aˆK , s0) > t, where dH(aˆK , s0) is
the number of hard decision errors in the observation of s0.
Deﬁning by πM(l, S) the probability that dH(aˆK , s0) = l,
PM(t, S) can be obtained from the recursion PM(t, S) =
PM(t−1, S)−πM(t, S) for t = 1, 2, ..., S−1, with PM(0, S) =
1−πM(0, S). In the following, we point out how to determine
πM(l, S) in the presence of jamming.
Deﬁning by Π(j)(l, S) the probability that l hard decision
errors occur when j out of S observed bit intervals are
jammed, and by Pj the probability that j out of S observed
bit intervals are jammed, we have
πM(l, S) =
S∑
j=0
Π(j)(l, S)Pj . (2)
Considering that l errors in the SS correspond to m er-
rors in the j jammed bit intervals and l − m errors in
the remaining S − j intervals, with m ∈ I (j, l, S) =
[max (0, l + j − S) ,min (j, l)], we obtain
Π(j)(l, S) =
∑
m∈I(j,l,S)
b(m; p1, j)b(l −m; p0, S − j), (3)
with b(i; p,N) =
(
N
i
)
pi(1 − p)N−i denoting the pro-
bability mass function of a binomial random variable with
mean Np and variance Np (1− p). The probabilities p0 and
p1 in (3) are the hard decision symbol error probabilities
Pr[aˆk = ak] in the absence and presence of jamming,
respectively:
p0 = Q
(√
2Es
N0
)
, (4)
p1 = Q
(√
2Es
N0 + J0,p
)
, (5)
where Q(x) = 1√
2π
´∞
x
e−t
2/2dt is the complement of the
standard Gaussian cumulative distribution function.
Assuming that the position of the ﬁrst bit interval of the
SS is uniformly distributed within the repetition period of the
jammer signal, the computation of Pj involves determining the
number of jammed bit intervals in the SS, for all Y positions
of the SS and all positions of the start of the active jammer
periods within the jammer repetition periods overlapping with
the SS. For conciseness we do not present the equations for
Pj for arbitrary (S,D, Y ) with D ≤ Y , but rather focus on
the following limiting case: when S  min (D,Y −D) and
ρ differs from 0 and 1, the dominant values of Pj occur at
j = 0 and j = S, with P0 ≈ 1 − ρ and PS ≈ ρ; in this case
we have
πM (l, S) ≈ (1− ρ)B (l; p0, S) + ρB (l; p1, S) . (6)
B. False Alarm Probability
We deﬁne the false alarm probability PF,i(t, S), with
i = 0, as the probability that dH(aˆK−i, s0) ≤ t. Obvi-
ously, PF,i(t, S) depends on the sequences s0 and s−i =
(s−i,s−i+1, ..., sK−1−i); for i = 1, ..., S − 1, s−i contains
part of the SS and part of the repetition of (-1,1), for i ≥ S,
s−i is a periodic (-1,1) pattern, alternatingly starting with a ’-
1’ and a ’1’ symbol. Deﬁning πF,i(l, S) as the probability
that dH(aˆK−i, s0) = l, we can compute PF,i(t, S) from
the recursion PF,i(t, S) = PF,i(t − 1, S) + πF,i(t, S) for
t = 1, 2, ..., with PF,i(0, S) = πF,i(0, S).
Introducing di = dH(s−i, s0), the sequences s0 and s−i
agree in S − di bit intervals and differ in di bit intervals.
Using the law of total probability, we can write
πF,i(l, S) =
S∑
j=0
min(di,j)∑
j′=0
π
(j,j′)
F,i (l, S)Pj′|j;iPj . (7)
Here, π(j,j
′)
F (l, S) denotes the probability that dH(aˆK−i, s0) =
l when j out of S bit intervals from the sequence s−i are
jammed and j′ of these j jammed bit intervals correspond
to positions in which s−i differs from s0. The quantity Pj′|j;i
denotes the probability that j′ out of the di bit intervals where
s−i differs from s0 are jammed when in total j out of the
S bit intervals of s−i are jammed. Finally, Pj denotes the
probability that j out of S bit intervals from the sequence s−i
are jammed.
We have
dH(aˆK−i, s0) = di + e1 − e2, (8)
where e1 is the number of hard decision errors in the S − di
bit intervals where s0 and s−i are the same, and e2 is the
number of hard decision errors in the di bit intervals where
s0 and s−i are different. Hence, we obtain
π
(j,j′)
F,i (l, S) =
di∑
e2=0
Π(j
′) (e2, di)Π
(j−j′) (l − di + e2, S − di) ,
(9)
with Π(z) (x, y) the probability that x hard decision errors
occur when z out of y observed bit intervals are jammed,
deﬁned in (3).
Assuming that the position of the ﬁrst bit interval of the
SS is uniformly distributed within the repetition period of the
jammer signal, the computation of Pj′|j;i involves determining
the number of jammed bit intervals in which s−i differs
from s0, for all Y positions of the sequence s−i and all
positions of the start of the active jammer periods within the
jammer repetition periods overlapping with the sequence s−i.
A simpliﬁcation of (7) results from assuming that if j out of S
bit intervals from the sequence s−i are jammed, then typically
about jdiS of the di bit intervals in which s0 and s−i differ
are jammed. In that case, Pj′|j;i approximates the Kronecker
delta function δ
(
j′ − jS di
)
such that (7) reduces to:
πF,i (l, S) ≈
S∑
j=0
π
(
j,
⌈
jdi
S
⌋)
F,i (l, S)Pj , (10)
where x	 denotes the integer closest to x. In cases where
the di bit intervals in which s0 and s−i differ, are more or
less evenly spread over the sequence s−i, (10) is a reasonable
approximation.
C. Bound on Synchronization Error Probability
The synchronization error probability (SEP) is deﬁned as
Pr[Kˆ = K], where Kˆ and K denote the estimated and the
actual position of the SS s0. The frame synchronizer achieves
Kˆ = K if and only if dH(aˆK−i, s0) > t for i = 1, ...,K
and dH(aˆK , s0) ≤ t. Hence, the SEP can be bounded as
PM(t, S) ≤ Pr[Kˆ = K] ≤ SEPub, where SEPub denotes
the union bound on the SEP:
SEPub = PM(t, S) +
K∑
i=1
PF,i(t, S) (11)
In the numerical results section we will show that in many
cases the summation in (11) involving the false alarm proba-
bilities PF,i(t, S) can be neglected compared to PM(t, S), in
which case we have Pr[Kˆ = K] ≈ PM(t, S).
IV. FRAME ERROR RATE
Since erroneously decoded CLTUs are usually discarded at
the receiver, the main performance metric for TC applications
is the FER. In this section we evaluate the overall FER, which
is deﬁned as the ratio of the average number of erroneous
CLTUs at the channel decoder output to the number of CLTUs
transmitted. A CLTU is considered erroneous when at least
one of the codewords contained in the CLTU is affected by
decoding errors.
The overall FER can be expressed as
FER = FERKˆ=K Pr[Kˆ = K] + FERKˆ =K Pr[Kˆ = K]
≤ FERKˆ=K + Pr[Kˆ = K], (12)
where FERKˆ=K and FERKˆ =K denote the FER in the absence
and presence of frame synchronization errors. The upper
bound (12) is tight under normal operating conditions where
FERKˆ=K  1, FERKˆ =K ≈ 1 and Pr[Kˆ = K]  1.
Denoting by NCW the number of codewords in a CLTU,
we have FERKˆ=K ≤ NCWCER, with CER denoting the
codeword error rate in the absence of synchronization errors.
Our aim is to design the frame synchronizer such that the
FER is mainly determined by the performance of the code
(the term FERKˆ=K in (12)) rather than the synchronizer (the
term Pr[Kˆ = K] in (12)). Hence, reducing FERKˆ=K by
using a more powerful code puts a stronger requirement on the
frame synchronizer. We consider the operational requirement
FER ≤ FERmax (with FERmax = 10−3 as a typical
value), and illustrate how this requirement can be met. We
denote by Es (NCW;D) the value of the received symbol
energy Es which is needed to achieve FERKˆ=K =
1
2FERmax
under given channel conditions characterized by the para-
meters (D, ρ, PJ,p, N0); hence, at Es = Es (1;D) we have
CER = 12FERmax. As FERKˆ=K increases with NCW for
given Es, Es (NCW;D) must increase with NCW in order
to maintain FERKˆ=K =
1
2FERmax for increasing NCW. For
every (ρ, PJ,p, N0), we choose one (representative) value of D
and select the parameters t and S such that the synchronizer
yields Pr[Kˆ = K] ≤ 12FERmax for Es = Es (1;D);
hence, for NCW = 1 we obtain FER ≤ FERmax when
Es ≥ Es(1;D). For the same selection of (t, S) and the same
(ρ, PJ,p, N0), but a CLTU with NCW > 1 and any value of D,
we obtain FER ≤ FERmax when Es ≥ maxD Es(NCW;D).
In this reasoning, we have made use of the fact that FERKˆ=K
and Pr[Kˆ = K] are decreasing functions of Es.
V. NUMERICAL RESULTS AND DISCUSSION
In this section we provide numerical results on the frame
synchronization performance in the presence of pulsed jam-
ming. The jamming scenario is characterized by the parameters(
D,Y, EsJ0,p
)
. We focus on next generation TC systems [18]
with S = 64 (8 bytes),
s0 = (03 47 76C7 27 28 95B0)16 , (13)
in hexagonal notation, and the advanced LDPC coding sche-
mes C1 and C2 from [4]. The parameter t is to be properly
selected. We discuss absolute results as well as the relative
contribution of the frame synchronizer to the overall FER. For
the CER performance, we rely on results from a previous study
[2], with a focus to the case where no interleaving is applied
to the coded bits and where the (equivalent) noise variance
that is used to calculate the soft decoder input is set equal
to the average value N0 + J0, with J0 = Pavg,JTc = J0,pρ.
As in [2], a nominal operating SNR of Es/N0 = 7 dB is
considered. As a primary region of interest we further select a
set of
(
ρ, EsJ0,p
)
values for which at least one of the considered
coding schemes can guarantee a minimum level of protection
against a dominant pulsed jammer with a period Y equal
to 10 times the code word length [2]. From [2], we obtain
ρ ∈ [0.01, 1] and EsJ0,p ∈ [0, 5] dB. Taking into account that
the ground station typically waits to send the SS until it
receives from the on-board receiver an indication that symbol
synchronization has been achieved, a rough estimate of the
time KTb between the activation of the frame synchronizer
and the actual reception of the SS is the round-trip delay of
the TC link. Considering a geostationary system with a round-
trip delay of at least 250 ms and a typical TC communication
rate of 4kbps [19], we obtain K < Kmax, with Kmax = 103.
For the SS from (13), it is easily veriﬁed that the sequences
s0 and s−i, with i ≥ 1, differ in di equal to 27, 28, .... or
36 bit intervals that are more or less evenly spread over the
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Figure 4. log10
(
PM (t,64)
PF,i(t,64)
)
as a function of ρ and Es
J0,p
, for D = 40 ((a)-
(f)) or D = 640 ((e)-(l)) and for t = 14 ((a),(d),(g),(j)), t = 16 ((b),(e),(h),(k))
or t = 18 ((c),(f),(i),(l)).
sequence s−i. The latter justiﬁes the use of (10) to calculate
the false alarm probability.
Fig. 4 shows the log10 of the ratio PM (t, 64) /PF,i (t, 64)
of the missed detection probability over the false alarm pro-
bability over the region of interest for
(
ρ, EsJ0,p
)
, and for
di ∈ {27, 36}, D ∈ {40, 64} and t ∈ {14, 16, 18}. We observe
that PM (t, 64) /PF,i (t, 64) does not vary signiﬁcantly with
the value of D and decreases when di or t increases. For
the remainder of this analysis, we select the threshold t
equal to 14. It follows from Fig. 4 that this choice of t
guarantees that the false alarm probability is at least 3 (=
10 log10Kmax) orders of magnitude smaller than the missed
detection probability for all jamming scenarios of practical
interest, such that the summation in (11) involving the false
alarm probabilities can be safely ingored and the overall SEP
is well approximated by the missed detection probability. For
larger values of t, this approximation no longer holds, which
would signiﬁcantly increase the complexity of the analysis.
Choosing a smaller value of t is also not beneﬁcial since
it follows directly from the recursive equation in Section III
that PM (t, 64), which for t < 14 approaches the SEP, is a
decreasing function of t.
Fig. 5 presents the missed detection probability, as a
function of the duty cycle ρ, for t = 14 and Es/ρJ0,p = 5,
7.5, 10 and 15 dB. We observe that:
• For given (Es/N0,Es/J0,D), there is a value of ρ that
maximizes PM . This can be explained as follows. From
(2)-(5) it is clear that PM increases with increasing
N0/Es or J0,p/Es. Considering that ρ represents the
probability that a symbol is jammed, it further follows
that for given (N0/Es,J0,p/Es,D) PM is an increasing
function of ρ. The trade-off observed in Fig. 5 is the result
of the fact that, for a ﬁxed average value J0, J0,p itself
is inversely proportional to ρ (J0,p = J0/ρ).
• For given Es/J0 and given ρ, the missed detection pro-
bability decreases as D increases. For values of D large
as compared to S, PM becomes eventually independent
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Figure 5. Probability of missed detection as a function of ρ at Es/N0 = 7
dB for S = 64 and t = 14.
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
10
-10
10
-8
10
-6
10
-4
10
-2
10
0
E
s
/J
0
P
M
(1
4
,6
4
)
 
 
CER
C1
, ρ = 1
CER
C1
, ρ = 0.5
CER
C1
, ρ = 0.2
CER
C1
, ρ = 0.05
CER
C2
, ρ = 1
CER
C2
, ρ = 0.5
CER
C2
, ρ = 0.05
P
M
, ρ = 1
P
M
, ρ = 0.5
P
M
, ρ = 0.2
P
M
, ρ = 0.05
Figure 6. Probability of missed detection for S = 64 and t = 14 and
codeword error rate (CER) for short LDPC codes, as a function of Es/J0 at
Es/N0 = 7 dB.
of D. For these large values of D, there is a region of ρ
values where PM is approximately equal to ρ.
For a given
(
ρ, EsJ0,p
)
in the region of interest and for the
selected value of the threshold t = 14, the frame synchronizer
performance is most degraded by pulsed jamming schemes
adopting pulses with a very long duration D. This justiﬁes
that the further investigation of the frame synchronizer perfor-
mance, namely the comparison with respect to the decoding
performance in the absence of frame synchronization errors
is narrowed down to the case where, for given
(
ρ, EsJ0,p
)
, D
goes to inﬁnity. Fig. 6 shows the missed detection probability
PM (14, 64) (which has been shown to be a close approxi-
mation of the frame synchronization error probability for the
system under investigation) for ρ ∈ {1, 0.5, 0.3, 0.2, 0.1, 0.05},
Es/J0 ∈ [0, 16] dB and D large as compared to S. The
ﬁgure also displays the numerical CER results (obtained by
applying a maximum of 100 sum-product iterations) for two
short LDPC codes with rate 1/2 and block lengths of 128
bit (code C1) or 512 bit (code C2), that have been recently
introduced in the recommendation [4]; the latter results were
extracted from [2] and have been obtained for a jammer pulse
duration D equal to ρY with Y equal to 10 code word lengths.
Our results show that, for the considered scenarios, the missed
detection probability of the envisaged frame synchronization
scheme is
• at least 1 order of magnitude smaller than the CER of
C1, for CER values between 10−3 and 10−6.
• smaller (larger) than the CER of C2, for high (low) CER
values, with a cross-over point at a CER value smaller
than or equal to 5 · 10−4.
We now verify the design criterion derived in Section IV
by posing the following question. Given an operational re-
quirement FER ≤ FERmax, is the frame synchronization
error rate smaller than 12FERmax for all values of
Es
J0
larger
than or equal to the value of EsJ0 which is needed to achieve
CER = 12FERmax? Our results indicate that the answer to
this question is
• positive in case of C1 for a very wide range of operational
requirements FERmax.
• positive in case of C2, provided that FERmax is larger
than or equal to 10−3, which is the mandatory minimum
for TC applications.
• negative in case of C2, for application in which the
maximum allowable total FER, FERmax, is signiﬁcantly
smaller than 10−3.
Whereas the considered synchronization algorithm is likely to
be sufﬁciently accurate in the presence of jamming as far as the
shortest LDPC code C1 is concerned, for code C2, the overall
FER performance is on the edge of becoming dominated by
the performance of the frame synchronizer. The latter may be
explained by the difference in slope between the CER of C2
and the missed detection probability PM (14, 64).
VI. CONCLUSIONS AND REMARKS
We have carried out a theoretical performance analysis of
a candidate frame synchronization scheme for future satellite
TC systems [18], considering pulsed jamming channels. The
considered frame synchronizer was chosen with the objective
to minimize the impact of the introduction of the new syn-
chronization scheme to the existing standard.
Our numerical results for the SS from [18] and LDPC
codes speciﬁed in [4] show that, when the frame synchronizer
is properly dimensioned, the minimum signal power that is
required to guarantee robustness to a representative set of
jamming scenarios is mainly determined by the performance
of the code rather than the synchronizer (such that the coding
gains over pulsed jamming channels that have been reported
in [2] are not jeopardized). It was also shown that the effect
of a pulsed jammer, with a given duty cyle and a given power
during active periods, on the performance of the considered
algorithm is maximum for jammer pulses that are long as
compared to the SS.
A possible way to further improve the synchronization
error probability under jamming is to adopt more involved
SS detection algorithms. Candidate algorithms are the ones
proposed in [7], [11] for AWGN and fading channels. Further
research in this direction is left as a topic for future work.
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