The 3-D shape perceived from viewing a stereoscopic movie depends on the viewing conditions, most notably on the screen size and distance, and depth and size distortions appear because of the differences between the shooting and viewing geometries. When the shooting geometry is constrained, or when the same stereoscopic movie must be displayed with different viewing geometries (e.g. in a movie theater and on a 3DTV), these depth distortions may be reduced by new view synthesis techniques. They usually involve three steps: computing the stereo disparity, computing a disparity-dependent 2-D mapping from the original stereo pair to the synthesized views, and finally composing the synthesized views. In this paper, we compare different disparity-dependent mappings in terms of perceived shape distortion and alteration of the images, and we propose a hybrid mapping which does not distort depth and minimizes modifications of the image content.
INTRODUCTION
As was shown in the early days of stereoscopic cinema, projecting a stereoscopic movie on different screen sizes and distances will produce different perceptions of depth [1, 2] . This implies that a stereoscopic film should be shot for a given display configuration, e.g. a movie theater room with a 10m wide screen placed at 15m, and displaying it with a different viewing geometry will distort depth, and may even cause eye divergence if the resulting on-screen disparities are bigger than the human interocular.
Let us study the distortions caused by given shooting and viewing geometries. The simple geometric parameters shown on Fig. 1 describe fully the stereoscopic setup, and their effects on shape perception are easier to understand than camera-based parameters used by previous approaches [3] . We assume that the stereoscopic movie is rectified and thus contains no vertical disparity, so that the convergence plane (where the disparity is zero) is vertical and parallel to the line joining the optical centers of the cameras.
The 3-D distortions in the perceived scene essentially come from different scene magnifications in the X − Y directions, and in the Z direction. The ratio between depth magnification and width magnification is sometimes called shape ratio [2] or depth reduction [3] , but we will use the term roundness factor in the remaining of our study. A low Fig. 1 . Shooting and viewing geometries can be described using the same small set of parameters.
roundness factor will result in what is called the "cardboard effect", and a rule of thumb used by stereographers is that it should never be below 0.2, or 20%. Let b, W , H, Z be the stereoscopic camera parameters, and b , W , H , Z be the viewing parameters, as described on Fig. 1 . Triangles MPM and CPC are homothetic, consequently:
It can easily be rewritten to get the image disparity d as a function of the real depth Z and vice-versa:
For a fronto-parallel 3-D plane placed at distance Z, we can also compute the scale factor s from distances in the X and Y directions in that fronto-parallel plane to distances in the convergence plane: s = H/Z. In the following, we will first consider how the 3-D shape is distorted by the viewing conditions. Then, we will investigate how new view synthesis can be used to avoid this effect, and we will consider three geometric geometric transforms that can be used for that purpose: baseline modification, viewpoint modification, and hybrid disparity remapping. Baseline modification is the simplest method, but it cannot solve the problem of divergence at infinity while preserving the roundness factor. Viewpoint modification may cause major modifications of the original images due to changes in focal length. As a tradeoff between both method, we propose hybrid disparity remapping which, while preserving depth perception and avoiding divergence, causes minimal deformations on the original images.
VIEWING THE UNMODIFIED 3-D MOVIE
If the stereoscopic movie is viewed without modification, the horizontal disparity in the images, expressed as a fraction of image width, and the screen disparity, expressed as a fraction of screen width, are equal: d = d. We can express the perceived depth Z as a function of the disparity d:
Finally, eliminating the disparity d from eq. (1) and (2) gives the relation between real depth Z and perceived depth Z :
Eye divergence happens when Z < 0 or d > b /W , and in general the objects that are at infinity in the real scene (Z → +∞) either cause divergence or are perceived at a finite depth. We can also compute the image scale ratio σ , which is how much an object placed at depth Z or at a disparity d seems to be enlarged (σ > 1) or reduced (σ < 1) in the X and Y directions with respect to objects that are in the convergence plane (Z = H):
Of course, for on-screen objects (d = 0), we have σ = 1. Also note that the relation between Z and Z is nonlinear, except if W/b = W /b , in which case σ = 1 and the relation between Z and Z simplifies to Z = ZH /H. A small object of dimensions δX × δZ in the width and depth directions, placed at depth Z, is perceived as an object of dimensions δX ×δZ at depth Z , and the roundness factor ρ measures how much the object proportions are affected:
In the screen plane (Z = H and Z = H ), the roundness factor simplifies to:
The roundness factor of an object in the screen plane is equal to 1 iff b /b = H /H, and adding the constraint that it must be equal to 1 everywhere (not only in the screen plane) leads to b /b = W /W = H /H, which means that the only shooting geometries that preserve the roundness factor everywhere are scaled versions of the viewing geometry. Even if the viewing geometry is known, this imposes very hard constraints on the way the film must be shot, which may be impossible to follow in many situations (e.g. when filming wildlife or sports events). Besides, restricting the viewing geometry means that a film can only be projected on a given screen size W placed at a given distance H , since the human interocular b is fixed.
NEW VIEW SYNTHESIS
When the shooting geometry is constrained, or when the same stereoscopic movie must be displayed with different viewing geometries, the shape distortions may be reduced by new view synthesis techniques [4, 5, 6] , which usually involve three steps: computing the stereo disparity, computing a disparity-dependent 2-D mapping from the original stereo pair to the synthesized views, and finally composing the synthesized views from the original images, the disparity, and the disparity-dependent mapping.
For simplification purposes, we suppose that the position of the convergence plane within the scene and its width (i.e. the field size) are unchanged by this operation, but in practice the field size may be changed too. In the following, quantities refering to the synthesized geometry, i.e. the geometry of the synthesized image pair, are noted with double prime.
First, we may change the camera interocular b, in order to have ρ = 1 in the screen plane, i.e.
To achieve this, we use baseline modification, a technique that generates a pair of new views as if they were taken by cameras placed at a specified position between the original camera positions. As shown in Fig. 2a , although the roundness factor of objects near the screen plane is well preserved, depth and size distortions are present and are what would be expected from the interpolated camera setup: far objects are heavily distorted both in size and depth, and divergence may happen at infinity.
If we also want to also change the distance to screen, we have to use viewpoint modification. It is a similar technique, where the synthesized viewpoint can be placed more freely. The problem is that we usually film with only two cameras, and large parts of the scene that would be visible in the synthesized viewpoint may not be visible in the original images, like the tree in Fig. 2b .
What we propose is a mixed technique between baseline modification and viewpoint modification, that preserves the global visibility of objects in the original viewpoints, but does not produce depth distortion or divergence: hybrid disparity remapping. In this method (Fig. 2c) , we apply a nonlinear transfer function to the disparity function, so that perceived depth is proportional to real depth (the scale factor is computed at the convergence plane), and divergence may not happen, since objects that were at a given distance from the convergence plane on the original scene will be projected at the same distance, up to a fixed scale factor, and thus points at infinity are correctly displayed at infinity. However, since the apparent image size of the objects is not changed by hybrid disparity remapping, there will still be some kind of "puppettheater" effect, and far-away objects may appear bigger in the image than they should be.
In order to compute the image transforms, let us examine the synthesized images of a constant-depth 3-D plane, and compare them with the original images of that same plane. With baseline modification and disparity remapping, we notice that there is only a horizontal shift (i.e. a disparity change) between the original and the synthesized images, (a) (b) (c) Fig. 2 . Changing the shooting geometry in post-production (shooting geometry with synthesized geometry in dark gray, above viewing geometry with shape distortions): (a) baseline modification, (b) viewpoint modification, (c) hybrid disparity remapping. All methods can preserve the roundness factor of on-screen objects, at some cost for out-of-screen objects. whereas with viewpoint modification a depth-dependent scale factor is also applied on the image of the constant-depth plane, because of the change in focal length. Thus, all three interpolations can be decomposed into a disparity-dependent scaling σ (d), and a disparity-dependent shift on the horizontal axis which depends on the synthesized disparity d (d). 
Since the scene objects must be at the same place with respect to the convergence plane in the shooting and the synthesized geometry, we have Z − H = Z − H, which can be rewritten using eq. (1) as:
The image scale ratio σ can be computed from eqs. (4), (1) and (7) as:
There is no eye divergence with viewpoint modification, since points at infinity are mapped to d (b/W ) = b /W , i.e. Z → ∞. Note that if H = H and W = W , we obtain the same formulas as for baseline modification. Disparity remapping simply consists in taking the same synthesized disparity as viewpoint modification (eq. (7)) -so that the depth is preserved and there is no eye divergence -and discarding the disparity-dependent image scaling: σ (d) = 1. From the synthesized disparity d (d) and image scale ratio σ (d) there are at least to options to synthesize an image pair. With symmetric synthesis, the original images have a symmetric role, and the synthesized views will have symmetric positions with respect to the mid-plane between the two optical centers C l and C r , as in Fig. 2 . With asymmetric synthesis, one of the synthesized views is kept as close as possible to one of the original views, e.g. the left view. The reason for using asymmetric synthesis is that the perceived quality of a stereoscopic image pair is closer (and sometimes equal) to the quality of the best image in the pair [7] . Since new view synthesis is not perfect, synthesized images may contain artifacts and thus have a lower quality than the original images. We will see that with baseline modification or hybrid disparity remapping, one of the images in the pair can be left untouched, which would result in a perceived quality close to the original image quality.
In the following, (x l , y) and (x r , y) are respectively the left and right image coordinates, d l is the left-to-right disparity, and d r is the opposite of the right-to-left disparity. Symmetric synthesis: The transfer function can be decomposed as:
1. map the original viewpoint to the cyclopean viewpoint (or the midpoint between the left and right camera positions); 2. compose with disparity-dependent scaling in the cyclopean view; 3. shift by the half synthesized disparity.
The resulting mappings are (L, R, L , R denote respectively the left and right original images and the left and right synthesized images, w is the image width, and the mappings are from (x l , y) in L and (x r , y) in R):
The image weights, which measure how close each synthesized image is to each original image, and may be used as blending factors, can be computed as follow (we call α
We notice that in the baseline modification case, those weights are constants, since
Asymmetric Synthesis: With asymmetric synthesis, only the left image is used to compute the left synthesized image. The mappings can be decomposed as: 1. apply disparity-dependent scaling in each view; 2. shift the right image by the difference between the synthesized disparity and the original disparity.
The resulting mappings are:
and the image weights in the right image are:
With baseline modification and hybrid disparity remapping, σ = 1, so that the left image is not modified.
RESULTS
In order to show how new view synthesis is affected by the choice of the disparity-dependent mapping, we show partial results obtained from ground-truth disparity data, and we only show the left image mapped onto the left synthesized image, using symmetric synthesis. That way, we can visualize areas where no original image data is available (in red). Results were obtained with W = 1m, H = 5m, b = 17.5cm, W = 5m, H = 15m, b = 6.5cm, and the convergence plane is at the depth of the statue's nose (d 0 = 22px in the original data). The results show that with viewpoint modification, large areas contain no original information and would probably have to be inpainted. The results of hybrid disparity remapping and baseline modification look similar, but viewing the stereo pair obtained from baseline modification would cause eye divergence at infinity, whereas hybrid disparity remapping reproduces depth faithfully and does not cause divergence.
CONCLUSION
We presented three different disparity-dependent 2-D mappings for new view synthesis applied to stereoscopic cinema. All three mappings preserve the 3-D roundness factor of objects that are displayed near the screen depth, but they have different properties for objects that are displayed closer or farther than the screen: baseline modification does not solve the problem of eye divergence at infinity, viewpoint modification may generate very different viewpoints, where original image data is missing, and our method, hybrid disparity remapping is a good tradeoff, since it preserves depth, does not cause eye divergence, and generates images that are close to the original images, but still distorts the apparent image size of out-of-screen objects. Of course, other mappings may be used, in order to get specific artistic effects, but they should probably take hybrid disparity remapping as a starting point, since it seems to be the best compromise among roundnesspreserving mappings.
Given a disparity mapping, we showed that new view synthesis can either be symmetric, i.e. both images have the same role, or assymetric. Assymetric synthesis has the advantage that one of the images in the stereo pair can be left untouched, which should result in a better perceived quality of the stereo pair. Further experiments should be led on the perception of assymetrically-synthesized stereoscopic sequences to get a better idea of the allowed amount of degradation in one of the images.
