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We report our theoretical study on nucleation of a magnetic vortex around a nonmagnetic impurity doped into ferro-
magnets. The mechanism lies in the asymmetric Dzyaloshinskii-Moriya interaction arising from the breaking of spatial
inversion symmetry by the impurity. By using the spin-wave analysis and Monte Carlo simulations, we show that the
asymmetric interaction induces a magnetic vortex with nonzero vorticity l = +1. The vortex is stabilized even for less
frustration in exchange interactions and in the absence of an external magnetic field. We also find that the magnetic vor-
tex is characterized by magnetic multipoles according to its vorticity and helicity. We demonstrate a potential realization
of such a magnetic vortex by considering a monolayer ferromagnet on a nonmagnetic substrate, which results in the
magnetic monopole and toroidal dipole.
Topological defects in magnets have attracted much inter-
est, as they give rise to nontrivial quantum states and dynam-
ics.1–4) For example, magnetic Skyrmions, which are particle-
like topological solitons,5) have long been studied in various
fields of condensedmatter physics, such as liquid 3He-A1) and
atomic Bose-Einstein condensates.6, 7) Since the discovery in
B20 compounds,8, 9) the topologically protected spin textures
have been extensively studied in chiral magnets.10) In partic-
ular, their control is an important issue, since they are poten-
tially used as information carriers.11–13)
Spin vacancies by replacing magnetic ions with nonmag-
netic ones provide a way to control such topological spin
textures. For example, nonmagnetic impurities doped into
triangular-lattice antiferromagnets under an external magnetic
field induce a noncoplanar magnetic structure with nonzero
spin scalar chirality, due to an effective positive biquadratic
interaction between magnetic ions activated by the impurity
doping.14–17) Another example is found in frustrated magnets
near a Lifshitz transition between incommensurate spiral or-
dering and the ferromagnetic ordering; a nonmagnetic impu-
rity nucleates a magnetic vortex in a finite range of magnetic
field above the bulk saturation field.18–20)
Motivated by these studies, in this Letter, we propose an-
other intriguing mechanism for nucleation of a magnetic vor-
tex by introducing a nonmagnetic impurity. We focus on the
lowering of structural symmetry by the vacancy. Consider-
ing the ferromagnetic state on a triangular lattice, we show
that the symmetry reduction turns on the Dzyaloshinskii-
Moriya (DM) interaction21, 22) around the nonmagnetic impu-
rity, which induces a magnetic vortex with nonzero vorticity.
By the spin-wave analysis and Monte Carlo simulations, we
find that the magnetic vortex is stabilized even for less frus-
tration in exchange interactions at zero magnetic field. Fur-
thermore, considering the monolayer triangular ferromagnet
on a nonmagnetic substrate, we classify the impurity-induced
magnetic vortices in terms of the cluster magnetic multi-
poles.23–28) We find that the magnetic toroidal dipole becomes
dominant for large positive anisotropic and small Rashba-type
exchange couplings, while the magnetic monopole is favored
in the rest parameter region.
Let us consider a spin model on a triangular lattice. The
following analysis can be straightforwardly extended to other
two-dimensional lattices, such as a square lattice. The Hamil-
tonian is given by
H = −
∑
i, j
Ji jSi · S j − A
∑
i
(S z
i
)2, (1)
where Si = (S
x
i
, S
y
i
, S z
i
) represents a classical localized spin
with |Si| = 1. The first term describes the Heisenberg-type ex-
change interactions. We here consider the ferromagnetic ex-
change interaction for nearest neighbors, J1 > 0, and the an-
tiferromagnetic one for third neighbors, J3 < 0; other Ji j are
all taken to be zero. We set J1 = 1 as the energy unit and
the lattice constant a = 1 as the length unit. In the following,
we focus on the parameter region of |J3| < J1/4 where the
ground state is ferromagnetic. The second term represents the
easy-axis spin anisotropy with A > 0.
For the model in Eq. (1), we introduce a nonmagnetic im-
purity at the origin r0 = (0, 0) represented by S0 = (0, 0, 0),
as shown in Fig. 1(a). A similar situation was studied in
Ref. 18 under a magnetic field at A = 0; it was shown that
the nonmagnetic impurity can nucleate a magnetic vortex in
the forced ferromagnetic state above the saturation field when
|J3| > J1/4. This was ascribed to the spin canting by frustra-
tion between J1 and J3 that becomes conspicuous around the
impurity. In this study, we discuss another mechanism for sta-
bilizing a magnetic vortex that works even for less frustration
|J3| < J1/4 and zero magnetic field. We focus on the break-
ing of spatial inversion symmetry by the impurity. It gives
rise to additional asymmetric exchange interactions, the so-
called DM interactions, in the presence of the relativistic spin-
orbit coupling.21, 22) Assuming that the spins neighboring to
the nonmagnetic site are dominantly affected by the lowering
of symmetry, the DM interactions are described by the fol-
lowing Hamiltonian:
HDM = −
∑
i j
Di j · (Si × S j) = −
∑
p
D(S xpS
y
p+1
− S ypS xp+1),
(2)
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Fig. 1. (Color online) (a) A nonmagnetic impurity in the triangular ferro-
magnet. (b) DM interactions between the spins surrounding the impurity in
Eq. (2). The DM vector is perpendicular to the plane. (c) Schematic in-plane
magnetic structures classified by the vorticity l around the impurity site.
where the sum is taken for rp = [cos(ppi/3), sin(ppi/3)] (p =
1-6) and S7 = S1 [see Fig. 1(b)]. In Eq. (2), the DM vector D
is uniform on the six bonds and along the z direction due to
inversion and C6 rotational symmetries around the impurity.
As the total Hamiltonian given by Eqs. (1) and (2) is in-
variant for a real-space sixfold rotation around the z axis
combined with an arbitrary spin rotation around the z axis
[U(1) symmetry], the in-plane spin states at the six sites sur-
rounding the impurity can be characterized by the vorticity l
(0 ≤ |l| ≤ 3) defined around the origin. The (x, y)-spin com-
ponents of the magnetic structure with vorticity l and helicity
γ are given as
(S xp, S
y
p) ∝
[
cos
(
pi
3
pl + γ
)
, sin
(
pi
3
pl + γ
)]
, (3)
which are schematically shown in Fig. 1(c). The magnetic
states with |l| = 1 and 2 are accompanied with magnetic vor-
tices. Note that the helicity γ is arbitrary due to the presence
of U(1) symmetry.
In order to clarify the magnetic instability around the im-
purity in the ferromagnetic background, we examine magnon
excitations in the ferromagnetic state. For that purpose, we
use the linear spin-wave theory by adopting the standard
Holstein-Primakoff transformation, S z
i
= S i − a†i ai, S − =√
2S ia
†
i
, and S + =
√
2S iai, where ai is the boson operator
at site i, and consider the low-density limit of magnons with
S i = 1. The spin-wave Hamiltonians for Eqs. (1) and (2) are
given by
H = −
∑
i, j
Ji j(a
†
i
a j + a
†
j
ai − a†i ai − a†ja j) + 2A
∑
i
a
†
i
ai, (4)
HDM = iD
∑
p
(a†pap+1 − a†p+1ap), (5)
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Fig. 2. (Color online) (a) The contour of the binding energy EB in the |J3 |-
D plane in the absence of A. The triangles represent the critical values of D.
(b) The contour of EB in the A-D plane at J3 = −0.2. The inset shows the
amplitude of the wave function for the vortex bound state with l = +1 for
D = 0.8 and A = 0.05.
up to a constant. By diagonalizingH +HDM, we can obtain
a bound state around the impurity when the impurity doping
lowers the energy. The binding energy EB is defined by the
energy gain from the zero energy.
Let us show how the bound state appears in the presence of
D at A = 0, assuming that the ferromagnetic state polarized
along the z direction is the ground state. Figure 2(a) shows
the binding energy EB on the |J3|-D plane at A = 0. We take
a sufficiently large system size with N = 1202 − 1 spins. The
result shows that the bound state is obtained for D & 1.5 even
in the absence of J3, and the critical value of D decreases
as increasing |J3|. This is because the antiferromagnetic in-
teraction J3 favors spin canting. When J3 reaches at the Lif-
shitz point from the ferromagnetic state to the spiral state, i.e.,
|J3| = J1/4, the critical D becomes zero, as discussed for the
model with D = 0.18) We find that the eigenfunction for the
bound state has the vorticity l = +1 (the vorticity changes its
sign for D < 0), whose spin pattern is described by Eq. (3).
Such a vortex state with l = +1 is also realized for the
nonzero easy-axis anisotropy, which avoids zero-energy exci-
tations in the absence of the nonmagnetic impurity. We show
A and D dependences of the binding energy EB at J3 = −0.2
in Fig. 2(b). The critical D becomes larger for larger A be-
cause the spins become rigid and hard to be canted. We plot
the amplitude of the real-space wave function for the vortex
bound state with l = +1 for D = 0.8 and A = 0.05 in the inset
of Fig. 2(b), which is well localized around the impurity.
The spin-wave analysis indicates that the magnetic vortex
with |l| = 1 appears around the impurity even for less or no
frustration |J3| < J1/4 by taking into account the local DM
interaction originating from the inversion symmetry breaking
by the impurity. More interestingly, the vortex is stabilized
even in the absence of the external magnetic field, in contrast
to the previous study.18)
In order to examine the magnetic instability beyond the
spin-wave analysis in the low-density limit of magnons, we
performMonte Carlo simulations. Our simulations are carried
out with the standard Metropolis updates and the initial states
are selected from random spin configurations. We also start
the simulations from the fully-polarized ferromagnetic state
at low temperature (T ). We consider the triangular lattice with
N = 602−1 spins under the periodic boundary conditions, and
perform 105 − 106 Monte Carlo sweeps for measurements af-
ter 105−106 steps for thermalization. The statistical errors are
2
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Fig. 3. (Color online) T dependences of (a) the specific heat C, (b) square
of the magnetization, M2, and (c) the vorticity l around the impurity at J3 =
−0.2 and A = 0.05 for different D obtained from the Monte Carlo simulations
for the system size N = 602 − 1. (d) Monte Carlo snapshot of the real-space
spin configuration at T = 0.02, J3 = −0.2, D = 0.8, and A = 0.05. The
nonmagnetic impurity locates at the origin x = y = 0, and a part of the whole
system is shown. The arrows represent the xy components of spins, and the
color indicates the z component.
estimated from sixteen independent runs.
We present the Monte Carlo results for several D at J3 =
−0.2 and A = 0.05. Figure 3(a) shows T dependence of the
specific heat C = (〈E2〉 − 〈E〉2)/T , where 〈· · · 〉 is the thermal
average, E is the internal energy, and the Boltzmann constant
is set to be unity. The peak of C at T ∼ 0.56 signals the phase
transition to the ferromagnetic state, while the shoulder at T ∼
0.7 is due to the development of short-range spin correlations.
The square of magnetization M2 = 〈(∑i S zi/N)2〉 is developed
below the critical temperature, as plotted in Fig. 3(b). These
bulk quantities are almost independent of D, as we consider a
single impurity.
In order to examine the local property around the impurity,
we calculate the vorticity l defined by
l =
1
2pi
∑
p
(φp+1 − φp), (6)
where φp is the xy-plane angle of spins measured from the
x axis, and φ7 = φ1. As shown in Fig. 3(c), the vorticity 〈l〉
becomes larger while increasing D and decreasing T . It sat-
urates to 〈l〉 = +1 for D = 0.8 at low T , which is consis-
tent with the spin-wave result shown in Fig. 2(b). A Monte
Carlo snapshot of the real-space spin configuration is shown
in Fig. 3(d). Interestingly, the vorticity remains nonzero even
for smaller D , 0 and above the critical temperature. This
is presumably due to development of short-range correlations
around the impurity. This suggests that the vortex state is ex-
pected even in the magnetic insulators with small spin-orbit
coupling (small D), such as 3d transition metal compounds,
and even in the paramagnetic state.
So far, we have considered a free-standing monolayer fer-
romagnet. Now, we discuss a potential realization of the mag-
Table I. Classification of twelve in-plane spin configurations around the
nonmagnetic impurity with respect to the irreducible representation (irrep)
of the magnetic point group 6m′m′ and the corresponding cluster multi-
poles. Here, S xp ∝ (1, 0, 0) and S yp ∝ (0, 1, 0). See also Fig. 1(c). MM,
MD, MQ, and MO represent magnetic monopole, dipole, quadrupole, and
octupole, respectively. MTD, MTQ, and MTO represent magnetic toroidal
dipole, quadrupole, and octupole, respectively. l and γ are the vorticity and
helicity, respectively [Eq. (3)].
l γ spin patterns irrep multipole
0 0, pi S xp E1 MD
±pi/2 S yp
±3 0, pi xp(x2p − 3y2p)S xp E2 MTO
±pi/2 xp(x2p − 3y2p)S yp
+1 0, pi rp · Sp A1 MM
±pi/2 (rp × Sp)z A2 MTD
−1 0, pi xpS xp − ypS yp E2 MQ
±pi/2 xpS yp + ypS xp
+2 0, pi (x2p − y2p)S xp + 2xpypS yp E1 MTQ
±pi/2 −2xpypS xp + (x2p − y2p)S yp
−2 0, pi (x2p − y2p)S xp − 2xpypS yp B2 MO
±pi/2 2xpypS xp + (x2p − y2p)S yp B1 MO
netic vortex in a more realistic situation. Specifically, we
consider the monolayer ferromagnet on a nonmagnetic sub-
strate, as schematically shown in Fig. 4(a). In this situation,
reflecting the mirror symmetry breaking with respect to the
plane, two types of additional interactions are induced: one is
the Rashba-type antisymmetric interaction with in-plane DM
vectors [Fig. 4(b)] and the other is the anisotropic symmetric
interaction.29) Such exchange interactions can be taken into
account by the Hamiltonian,
HR =DR
∑
p
Rp · (Sp × Sp+1)
+GR
∑
p
[
2(Rp · Sp)(Rp · Sp+1) − Sp · Sp+1
]
, (7)
where Rp = zˆ × (rp+1 − rp) ( zˆ is the unit vector in the z di-
rection). DR and GR are the coupling constants for the in-
plane Rashba-type antisymmetric and the anisotropic sym-
metric interactions, respectively, which are parameterized by
(DR,GR) = R(cos θ, sin θ).
As the term HR breaks the U(1) symmetry in spin space
around the impurity site, it lifts the degeneracy with respect to
the helicity. The vortex states with particular helicity can be
classified in terms of the cluster typemultipoles. In the present
case, arbitrary spin textures are characterized by the multi-
poles under the magnetic point group 6m′m′.30–33) For the six
spins around the impurity, there are twelve independent xy
spin structures, as shown in Fig. 1(c). They are classified by
the irreducible representations as A1⊕A2⊕B1⊕B2⊕2E1⊕2E2;
each irreducible representation is associated with a particular
cluster multipole.33, 34) The multipole representations of the
six-spin cluster are summarized in Table I.
The vortex state with l = +1 obtained in the above calcula-
tions is characterized by the magnetic monopole (MM) when
the helicity is 0 or pi or by the magnetic toroidal dipole (MTD)
when the helicity is ±pi/2. The MM and MTD are monitored
3
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Fig. 4. (Color online) (a) Schematic picture of a monolayer ferromagnet
on a nonmagnetic substrate. (b) Rashba-type DM interactions DR induced
by the mirror symmetry breaking with respect to the triangular plane. (c) θ
dependences of the monopole and toroidal components, mm and mt, respec-
tively, at T = 0.01, J3 = −0.2, D = 1, A = 0.05, and R = 0.1. The crossovers
between the M monopole and MT dipole states take place at θ1 ∼ 0.088pi and
θ2 = pi − θ1. (d) Optimal spin structures classified by the active multipoles.
by
mm =
1
6
∑
p
rp · Sp, mt = 1
6
∑
p
(rp × Sp)z, (8)
respectively. The states with the helicity 0 (pi) and pi/2 (−pi/2)
denote the (anti-)MM state with a positive (negative) mm and
(anti-)MTD state with a positive (negative) mt, respectively.
Figure 4(c) shows the Monte Carlo results for θ dependences
of
√
〈m2m〉 and
√
〈m2t 〉 at T = 0.01, J3 = −0.2, D = 1,
A = 0.05, and R = 0.1. Three regions are distinguished by the
dominant multipole components while changing θ: the MTD
state with the helicity ±pi/2 (|mt| > 0) for θ1 < θ < θ2, the MM
state with the helicity 0 (mm > 0) for θ2 < θ < 3pi/2, the anti-
MM state with the helicity pi (mm < 0) for 3pi/2 < θ < 0
and 0 < θ < θ1, as shown in Figs. 4(c) and 4(d), where
θ1 ∼ 0.088pi, and θ2 = pi − θ1. The results indicate that the
large positive anisotropic symmetric exchange interaction GR
stabilizes the MTD, while the Rashba-type DM interaction
DR prefers MM or anti-MM. Furthermore, the negative (pos-
itive) DR favors the (anti-)MM. We note that the results are
anticipated from the symmetry of the interactions in Eq. (7).
Thus, the observation of spin texture around the impurity will
be useful for identifying the relevant microscopic exchange
interactions.
To summarize, we have elucidated that a nonmagnetic im-
purity doped into ferromagnets can nucleate a magnetic vor-
tex for less frustration in exchange interactions and even in
the absence of an external magnetic field. The mechanism lies
in the emergence of asymmetric DM interactions around the
impurity due to the breaking of inversion symmetry. By per-
forming the spin-wave analysis and Monte Carlo simulations
for the spin model on the triangular lattice, we found a sta-
ble bound state with the vorticity +1 in the wide parameter
range. In the case of a monolayer ferromagnet on a nonmag-
netic substrate, we found that the vortex state with particular
helicity is stabilized, which is classified by the magnetic clus-
ter multipoles. We showed that the magnetic toroidal dipole is
induced for large positive anisotropic and small Rashba-type
exchange couplings, while the magnetic monopole is in the
rest parameter region. Our finding will provide a new way to
nucleate, annihilate, and control a topological defect in mag-
nets with the spin-orbit coupling, which can be applied to a
variety of systems, such as monolayer metals on substrates
and ferromagnetic/nonmagnetic heterostructures.35, 36)
In the presence of a finite density of impurities, the vor-
tices begin to interact with each other. An interesting issue is
cooperative phenomena between such vortices. A glassy state
of magnetic vortices has been found in NixMn1−xTiO3 as a
toroidal glass.37, 38) Although the present results are not di-
rectly applied to this case, our mechanism related with sym-
metry lowering by randomness may play an important role
in stabilizing such a state. Our results will serve as a good
starting point for understanding of such randomness-induced
cooperative phenomena in terms of multipoles.
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