The concepts of the "quantity of heat" and "work" are deduced in the context of non-extensive statistical mechanics, following steps parallel to those employed in extensive statistical mechanics.
Introduction
It is known that Boltzmann-Gibbs (BG) statistical mechanics fully describes the thermal equilibrium state of Hamiltonian systems [1] . In recent years, a large class of non-equilibrium stationary states such as glasses have been found to defy the BG description. A generalization of the BG formalism to accommodate such systems was proposed by Tsallis in 1988. This generalization, which will be referred to here as Tsallis (T) statistical mechanics, was accomplished by relaxing the extensivity assumption involved in the formulation of the BG entropy. For a review of this development, see [2] [3] [4] [5] [6] . This formalism closely parallels the BG theory, despite the change in the form of the entropy, in having a corresponding generalized maximum entropy principle and a Legendre transform structure that is required for formulating the attendant thermodynamics. At the dynamical foundation level, the ergodicity property in phase space used in the BG formalism is replaced by non-ergodicity in the T formalism. While the BG theory involves an exponential class of probability distributions, the T theory has power-law distributions, which are quite commonly found in nature when systems are in penultimate nonequilibrium states before reaching the eventual thermal equilibrium. The purpose of this paper is to present a corresponding thermodynamic identification of terms within the T theory, even though similar work based on an entirely different approach to this by Abe [7] exists. This alternate derivation is thus complimentary to Abe's work even though it parallels a different set of steps (given above for BG) in obtaining thermodynamic concepts from statistical mechanics.
In the next section we set the stage for this development by giving an account of the traditional BG approach along with a discussion of "quasi-equilibrium" based on the quantum master equation of the Lindblad type [8] . Section 3 describes the alternate derivation mentioned above. Some comments on the corresponding quasiequilibrium theory are also briefly discussed. In the final Sect. 4, a summary of this development is given.
Boltzmann-Gibbs approach
It is common knowledge [1] that deducing the laws of thermodynamics from statistical mechanics of manyparticle systems as formulated by BG depends on the identification of certain terms in the two formalisms. Let us recapitulate how this is accomplished in the standard textbooks, such as [1] . The BG statistical mechanics of a many-particle system is described in terms of the density matrix, ρ, given its Hamiltonian operator, H. Its total energy is defined by U = TrρH, (2.1)
where Tr stands for the trace over the space of the many-particle system. The entropy, S 1 , of this system is defined by
in units in which the Boltzmann constant is taken to be unity. Using the maximum entropy principle subject to the constraints of the given mean energy U defined above and the conservation of probability defined by Trρ = 1, we obtain the density matrix description of the statistical mechanical equilibrium state of the system, with
Here β is a Lagrange multiplier, which will be identified with the inverse temperature of the system in the language of thermodynamics. Z is called the partition function. One then identifies the thermodynamic quantities, the free energy F , the entropy S, and the mean energy U , associated with the system in the following way:
This identification is in complete concordance with all the thermodynamic principles associated with the system [1]. To make connections with the thermodynamic concepts of the "quantity of heat", Q, and "work", W , we follow [1], by considering a quasi-equilibrium variation of the average value of H defined in (2.1), which clearly has two parts, one arising from the change in the Hamiltonian, H, and the other arising from the concomitant change in the density matrix, ρ, near its equilibrium:
We then identify the quantity of heat with the first term and the work with second term:
The prime here denotes that these quantities are not perfect differentials. By considering quasi-static processes near equilibrium, one may then capture all the thermodynamic concepts, such as adiabatic and isothermal processes, Carnot cycles, etc., in the parlance of statistical mechanics. For a discussion of this, one may refer to [9] . We now discuss briefly the quasi-static development. The most general quantum master equation that is linear, local in time, and preserves the essential properties of the density matrix (namely hermiticity, traceless (probability-conservation) structure, and positive semi-definiteness) is the Lindblad equation [8] (units in which the Planck constant, , is set equal to 1): 7) in which the first term on the right hand side represents the unitary time evolution driven by H, a Hermitian Hamiltonian operator, and the second term represents dissipative evolution if all the real parameters k j are positive, accomplished by the operators L j along with their Hermitian conjugates, L + j . This choice of operators is not unique and the sum over j is as yet unspecified. The unitary time evolution part may be subsumed by a transformation ρ d = U ρ U + , so that the new equation has no H-term but has modified L-operators,L. This equation has two additional features: (i) it can take a pure state into a mixed state and vice versa, and (ii) it preserves positivity of the density matrix throughout the evolution. This last property is often violated in phenomenological master equations. Since the density matrix is Hermitian, a diagonal representation for it can be chosen: ρ d = α |α p (α) α| , where {|α } is an orthonormal set for each instant of time. p (α) have the same physical interpretation as the probabilities in a classical description of the system.
With the choice of the entropy functional in the von Neumann form, (2.2), we now calculate ∂S 1 /∂t: ∂S 1 /∂t = −Tr∂ρ/∂t ln ρ = α,α K αα p (α ) (ln p (α ) − ln p (α)) ≥ 0, (2.8)
