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Abstract
We compute the spectrum of excitations of the rotating Nambu–
Goto string with masses at the ends. We find interesting quasi-massless
modes in the limit of slow rotation and comment on the nontrivial
relation between world-sheet and target space energy.
1 Introduction
The Nambu–Goto string is a well-established phenomenological model for a
vortex line connecting two quarks, cf. [1] and [2] for reviews on the situation
in mesons and on the lattice. In recent years, various aspects of this corre-
spondence could be tested in lattice simulations, for example the corrections
of order γ−1L−3 to the energy (where L is the length of the string and γ
its tension), or the spectrum of the excitations of the string, at order L−1.
For such studies, one usually considers the Lu¨scher–Weisz string [3], i.e.,
a string with fixed endpoints, corresponding to a string stretched between
two stationary D0 branes.1 However, at least for light quarks, this does
not seem to be a good approximation, as for reasonable values of the quark
mass, the string tension, and the distance, one expects the quarks to rotate
relativistically around each other. It is thus desirable to work with more
realistic configurations.
Here, we study the Nambu–Goto string with masses at the ends, and
compute the spectrum of excitations of the rigid solution, at first order in
perturbation theory (corresponding to O(L−1)). We find that, when moving
away from the static limit, the degeneracy of the frequency of planar and
1The exact energy for (excitations of) this configuration was calculated by Arvis [4].
We refer to [5] for a recent critical reexamination of this result.
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scalar excitations (polarized in the plane of rotation or orthogonal to it) is
lifted. The degeneracy is restored in the relativistic limit, in which the ends
of the string move at the speed of light. Furthermore, we identify interesting
quasi-massless modes in the limit of slow rotation, which are not present in
the Lu¨scher–Weisz string.
The first treatment of the Nambu–Goto string with masses at the ends
seems to have been the work of Chodos and Thorn [6]. They discussed the
rigid rotating string solution, but did not study its excitations. Such a study
was performed by Hadasz [7], but for the case in which also a Gauß–Bonnet
term is present. This leads to too many boundary conditions.2 In particular,
the limit in which the coefficient of the Gauß–Bonnet term vanishes does
not reduce to our case.
A non-relativistic approximation to the rotating string was studied by
Nesterenko [8]. We reproduce some of his results in the non-relativistic limit.
However, our results differ in several aspects, in particular planar and scalar
polarizations are not distinguished in [8].
The most recent study of the excitation spectrum of the rotating string
with masses at the ends seems to have been the work of Baker and Steinke [9].
They use path integral techniques and obtain results for the spectrum of the
excitations, which they study further in the limits of massless endpoints and
one massless and one infinitely heavy endpoint. They use these to obtain
Regge trajectories for the excited states. The main differences to our work
are the following: We use perturbations that are normal to the background
string, which simplifies the calculation considerably. We discuss the evo-
lution of the spectrum over the whole range of parameters. In particular,
we find interesting quasi-massless modes in the limit of a slowly rotating
string. Finally, we have a different point of view regarding the significance
of the spectrum, i.e., world-sheet energies, for the calculation of target space
energies.
The article is structured as follows: In the next section, we introduce
the setup and recall some basic results about the rotating rigid string. In
Section 3, we consider perturbations of the rigid string and in particular
compute their spectrum. For the limiting cases of a static and a massless
string, this can be done analytically, while in the intermediate regime we use
numerical methods. In Section 4 we argue that the relation of target space
and world-sheet energies is more complicated than assumed, for example,
in [9]. In particular, at the order usually considered, one already has to take
the interaction into account. We conclude with a summary and an outlook.
2Concretely, a complex potential is used, and four boundary conditions are imposed at
each end.
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2 Setup
The Nambu–Goto action with boundary terms accounting for masses is given
by3
S = Sbulk + Sboundary = −γ
∫
Σ
√−gd2x−m
∫
∂Σ
√−hdx. (1)
Here Σ is the source space and g the determinant of the induced metric,
pulled back by the embedding X : Σ→ Rd:
gµν = ∂µX
aηab∂νX
b.
Here η is the Minkowski metric on Rd, with signature (−,+, . . . ,+). Like-
wise, h is the induced metric pulled back to ∂Σ.
On Σ, we choose coordinates (τ, σ) ∈ R × [−S, S]. We determine the
boundary conditions corresponding to the action (1), by the requirement
that the boundary terms vanish. This leads to(
γg1ν∂νX
b√−g ±m∂0
(
∂0X
b
√−g00
))
|σ=±S = 0. (2)
Let us now consider the rigid rotating string solution, which we param-
eterize as
X = R(τ, cos τ sinσ, sin τ sinσ, 0), (3)
where 0 stands for the 0 of Rd−3. Here, we have to choose S < pi/2. One
easily computes
gµν = R
2 cos2 σηµν ,
√−ggµν = ηµν ,
so that the boundary conditions are satisfied, provided that
γR
m
=
tanS
cosS
. (4)
Two limits are of particular interest: The relativistic limit γR/m→∞, i.e.,
S → pi/2, in which the velocity of the ends of the strings approaches unity.
And the static limit γR/m → 0, while keeping L = 2γR2/m fixed, which
corresponds to the string connecting two stationary D0 branes, separated
by the distance L.
The energy of a string configuration is given by [10]
E =
∫ S
−S
δSbulk
δ∂0X0(0, σ)
dσ +
δSboundary
δ∂0X0(0,−S) +
δSboundary
δ∂0X0(0, S)
. (5)
For the rotating string solution (3), we compute, using (4), the energy
E = 2γRS + 2γR 1tanS ,
3For simplicity, we here assume equal masses at the two ends.
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where the first term is due to the string and the second one due to the
masses at the ends. By comparison with the expression for the static string,
we conclude that the effective length of the string is given by
Leff = 2RS.
Note that this is greater than the length of the string measured in the
laboratory frame, which is given by 2R sinS.
We note that the solution (3) breaks a couple of symmetries of the target
Minkowski space. All spatial translations are broken, whereas time transla-
tion survives if accompanied by a rotation in the 1− 2 plane. Furthermore,
all boosts are broken, as well as the rotations in the planes 1−2, 1− i, 2− i,
for i ≥ 3. Below, we identify d − 2 corresponding zero modes, consistently
with the fact that locally we break d − 2 translational symmetries [11]. In
the static limit, we will find quasi-massless modes for the remaining broken
symmetries, with the exception of the boosts.4
3 Perturbations
Now we consider perturbations of the rotating string solution (3), henceforth
denoted by X¯. That is, we write
Xa = X¯a + ϕa,
and expand the action in ϕ. As we are perturbing around a classical solution,
the component of first order in ϕ vanishes. The action at second order in ϕ
defines the free part S0 of the action. Due to the diffeomorphism invariance
of the action, the equations of motion derived from S0 are not hyperbolic.
The physical degrees of freedom of the bulk part of the action are the normal
perturbations [12], i.e., those fulfilling
∂µX¯
aηabϕ
b = 0.
The gauge condition we will adopt here is to set the longitudinal pertur-
bations to 0. This was apparently first proposed in [13]. Obviously, this
gauge choice preserves the target space symmetries that are unbroken by
the solution (3).
In the following, we distinguish between the d − 3 scalar polarizations,
ϕa = fas e
a, a ≥ 3, which are orthogonal to the plane of rotation, and one
planar polarization, which may be written as
ϕa = fpu
a, u = (tanσ,− sin τ/ cosσ, cos τ/ cosσ, 0). (6)
4This is not surprising, as these can not be seen as infinitesimal for very late or early
times.
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Due to the boundary condition, we have a supplementary physical degree of
freedom at the boundary, namely radial perturbations. We may write them
as
ϕa = frv
a, v = (0, cos τ, sin τ, 0), (7)
where fr lives on the boundary, i.e., at σ = ±S. This mode will enter the
boundary conditions for the planar polarization. In terms of these modes,
the free action S0 can be written as
S0 = γ
2
∫
Σ
(
f˙2p − f ′p2 − 2cos2 σf2p + f˙2s − f ′s
2
)
d2x (8)
+
γ
2
1
tanS
∫
∂Σ
(
f˙2p + f˙
2
r + f˙
2
s +
1
cos2 σ
f2p + (1 + 2 tan
2 σ)f2r
+ 2cosσ (f˙pfr − fpf˙r)
)
dx.
3.1 Equations of motion
From the first term of (8), we obtain the bulk equations of motion
−f¨s + f ′′s = 0, −f¨p + f ′′p − 2cos2 σfp = 0.
With the usual ansatz fs/p(τ, σ) = e
−ikτfs/p,k(σ), we have to solve the mode
equations
f ′′s,k = −k2fs,k, f ′′p,k − 2cos2 σfp,k = −k2fp,k.
As we deal with a problem that is invariant under the reflection σ → −σ,
the solutions will be either even or odd. For the scalar polarization, the
even/odd solutions are given by
f+s,k = cos kσ, f
−
s,k = sin kσ. (9)
The planar mode equation can be solved by choosing the coordinate x =
sinσ and the ansatz f(x) = (1− x2)1/4g(x), leading to
(1− x2)g′′(x)− 2xg′(x)− 94(1− x2)−1g(x) + (k2 − 14)g(x) = 0,
which is the defining equation for Legendre functions [14]. It follows that
the general even/odd solutions of the planar mode equation are given by5
f±p,k = cos
1
2 σ
[√
pi
2
sin((k − 12)pi2 )
(
P
3
2
k− 1
2
(sinσ)± P
3
2
k− 1
2
(− sinσ)
)
(10)
+
1√
pi
cos((k − 12)pi2 )
(
Q
3
2
k− 1
2
(sinσ)±Q
3
2
k− 1
2
(− sinσ)
)]
.
5Note that Q
3/2
1/2 = 0 and P
3/2
1/2 is symmetric, so that f
−
p,k as defined in (10) degenerates
for k → 1. An antisymmetric solution for k = 1 is given by f−p,1(σ) = σcosσ + sinσ.
Similarly, f+p,k as defined in (10) degenerates for k = 0. The symmetric solution for k = 0
may instead be written as f+p,0(σ) = σ tanσ + 1.
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3.2 Boundary conditions
It remains to impose the correct boundary conditions. By restricting to
even or odd solutions, it suffices to solve one of the boundary conditions.
For the scalar polarization, we obtain, by expanding (2) to first order in ϕ
and employing the relation (4),
tanSf ′s,k(S)− k2fs,k(S) = 0. (11)
These are frequency dependent boundary conditions, similar to those derived
for the nonrelativistic approximation in [8]. For further occurrences of such
boundary conditions, we refer to the references cited there.
For the even/odd modes in (9), the boundary condition (11) reduces to
the transcendental equations6
tanS tan kS = −k, tanS = k tan kS.
It follows straightforwardly that one always has the two solutions
f+s,0 = 1, f
−
s,1 = sinσ. (12)
Furthermore, it is clear that no solutions with imaginary frequency exist,
as cosh and sinh are both positive for positive argument. We note that for
polarization in direction ei, the k0 mode (with real coefficient) corresponds
to translations in direction ei. Contrary to the k0 mode, the k1 mode is
complex, due to the phase e−iτ . Hence, after multiplication with a complex
coefficient cs1, one has to take the real part. Comparison with the background
solution (3) shows that for polarization in the direction ei, this corresponds
to an infinitesimal rotation in the plane spanned by e1<cs1 + e2=cs1 and ei.
Below, we will see that this mode is quasi-massless in the static limit.
For the planar polarization, we have to take the radial mode (7) into
account. Upon contracting the first order expansion of (2) with u and v, cf.
(6) and (7), we obtain
tanSf ′p,k(S)−
(
k2 + 1
cos2 S
)
fp,k(S)− 2ikcosS fr,k(S) = 0,(
k2 + 1 + 2 tan2 S
)
fr,k(S)− 2ikcosS fp,k(S) = 0.
Hence, the boundary condition for the planar polarization is
tanSf ′p,k(S)−
(
k2 + 1
cos2 S
− 4k2
(k2+1+2 tan2 S) cos2 S
)
fp,k(S) = 0. (13)
In particular, for k = 0/1, we obtain
tanSf ′p,0(S)− 1cos2 S fp,0(S) = 0,
tanSf ′p,1(S)−
(
1
cos2 S
− 1) fp,1(S) = 0.
6In [9], these two equations correspond to the roots of the eigenvalues of the matrix
Γijθ
−1
, cf. equation (10.6) there.
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It is then straightforward to check that
f−p,0 = tanσ, f
−
r,0 = 0, (14)
f+p,1 = −1/ cosσ, f+r,1 = i
always solve the boundary condition. Comparison of (6) and (3) shows that
for small S, the k0 mode corresponds to rotations in the 1− 2 plane, so we
identify it with the Goldstone mode for this broken symmetry. As for the
scalar k1 mode, we multiply the planar k1 mode with a complex coefficient
cp1 and take the real part. For small S, this corresponds to a translation in
the direction e2<cp1−e1=cp1. Again, this mode is quasi-massless in the static
limit. Hence, we have identified the (quasi-) Goldstone modes for spatial
translations and rotations in the planes 1− 2, 1− i, 2− i for i ≥ 3.
To summarize, both for the scalar and the planar polarization, we have
the two modes k0 = 0, k1 = 1. Note, however, that the scalar k0/1 mode is
even/odd, while for the planar polarization this is converse.
3.3 Solutions
Let us analyze the solutions to the boundary conditions in the limiting cases
S → 0 and S → pi/2. In the first case, the scalar polarization boundary
condition (11) reduces, for k  1, to Dirichlet boundary conditions, so that
we find k = n pi2S , n ∈ {1, 2, . . . }. As we already have k0 and k1 modes, we
define kn = (n− 1) pi2S , n ∈ {2, 3, . . . }, where even/odd n corresponds to an
even/odd mode. Naively converting this to target space energies (but see
Section 4), this corresponds to energies
ωn =
kn
R
= (n− 1) pi
Leff
, n ∈ {2, 3, . . . }.
Note that the energy of the k1 mode vanishes in the limit S → 0, if expressed
in natural units, as
Leff
pi
ω1 =
2S
pi
.
For the planar polarization and k  1, the boundary conditions (13)
also reduce to Dirichlet boundary conditions in the limit S → 0. Using the
expansions [14, Eqns 8.10.7 & 8.10.8], one sees that in the limit of large k,
we have
f+p,k ∼ cos kσ, f−p,k ∼ sin kσ.
Hence, we again find the solutions k = n pi2S , n ∈ {1, 2, . . . } in the limit
S → 0, where even/odd n corresponds to an odd/even solution. We already
identified the odd k0 mode and the even k1 mode. The first of the above
modes is an even mode, so we are missing one odd mode. It turns out that
7
scalar planar
n kn static kn rel. parity kn static kn rel. parity
0 0 0 + 0 0 −
1 1 1 − 1 1 +
2 pi2S 2 +
√
3 2 −
n > 2 (n− 1) pi2S n (−1)n (n− 2) pi2S n (−1)n−1
Table 1: The parity and the frequency of the scalar and planar modes in
the static (S → 0) and relativistic (S → pi/2) limit.
it is given by k2 =
√
3 in the limit S → 0, for which the expression in
brackets in (13) vanishes. Hence, the remaining modes can be identified as
kn = (n− 2) pi2S , n ∈ {3, 4, . . . }. Note that, as for the k1 mode in the scalar
case, the energy of the planar modes k1 and k2 vanish in natural units in the
limit S → 0. Hence, apart from the supplementary quasi-massless modes,
we find a degeneracy of the scalar and planar modes in the static limit. This
is of course to be expected, as in this limit one can not distinguish scalar
and planar polarization.
Let us now look at the limit S → pi/2. In the scalar case, the boundary
condition (11) tends to Neumann boundary conditions, so we expect the
solutions kn = n, n ∈ {0, 1, . . . }, where even n corresponds to an even mode
and vice versa.
At first sight, the planar boundary condition (13) seems to tend to Dirich-
let boundary conditions in the limit S → pi/2, due to the 1/ cos2 S depen-
dence of the second term. However, the solutions f±p,k generically behave
as (σ ∓ pi/2)−1 around ±pi/2, in which case both terms in (13) behave as
(σ ∓ pi/2)−3. Hence, the situation is more complicated. By numerical anal-
ysis, one finds that in the limit S → pi/2, the f±p,k solve the boundary con-
ditions for odd/even k. This corresponds to kn = n, n ∈ {0, 1, . . . }. Hence,
in the relativistic limit, the scalar and planar modes also degenerate, but
now even scalar modes degenerate with odd planar modes and vice versa.
Hence, we expect that for 0 < S < pi/2, the degeneracy is lifted. Table 1
summarizes the properties of the modes in the limits S → 0 and S → pi/2.
For 0 < S < pi/2, the frequencies of the modes can be found numerically.
Figure 1 shows these as a function of S. As expected, the degeneracy of the
scalar and planar modes is lifted. In the limit of a slowly rotating string,
there are three quasi massless modes, the two n = 1 modes and the planar
n = 2 mode. To the best of our knowledge, these have not been discussed
before. The first two have a geometric interpretation, namely rotations in
the scalar and translations in the planar case. The significance of the planar
n = 2 mode is presently unclear, but it could be relevant for stability, cf.
the discussion of the “roughening transition” in [15], for example.
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Figure 1: The frequency of the first few modes as a function of S. Note that
both the scalar and the planar n = 0 mode have vanishing frequency.
4 World-sheet and target space energy
In order to interpret our results, let us first note that the free Hamiltonian
corresponding to S0 is given by
H(τ) =
γ
2
∫ (
f˙2p + f
′
p
2
+ 2
cos2 σ
f2p + f˙
2
s + f
′
s
2
)
dσ
+
γ
2
1
tanS
(
f˙2p |+ f˙2r | − 1cos2 S f2p | − (1 + 2 tan2 S)f2r |+ f˙2s |
)
, (15)
where in the first line the f ’s are evaluated at (τ, σ), and in the second line
f2| = f(τ, S)2 + f(τ,−S)2. Denoting by ks/pn the nth scalar/planar mode
frequency, we may normalize the modes,
φsn(σ) = c
s
nf
(−1)n
s,ksn
(σ), φp/rn (σ) = c
p
nf
(−1)n−1
p/r,kpn
(σ),
such that, for m,n 6= 0, ∫
φsmφ
s
ndσ +
1
tanSφ
s
mφ
s
n| = δmn, (16)∫
φpmφ
p
ndσ +
1
tanSφ
p
mφ
p
n|+ 1+2 tan
2 S
tanS
1
kpmk
p
n
φrmφ
r
n| = δmn,
where φψ| stands for φ(S)ψ(S) + φ(−S)ψ(−S). Furthermore, one sets, for
positive n,
k
s/p
−n = −ks/pn , φs/p−n(σ) = φs/pn (σ), φr−n(σ) = −φrn(σ).
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For n = 0, we choose the normalization constant c
s/p
0 = 1, and note that,
for m 6= 0, ∫
φsmφ
s
0dσ +
1
tanSφ
s
mφ
s
0| = 0,
km
∫
φpmφ
p
0dσ +
km
tanSφ
p
mφ
p
0|+ 2isinSφrmφp0| = 0. (17)
We pursue a canonical quantization approach based on the modes, and write,
recalling the zero modes in (12) and (14),
f is = csx
i + dsτp
i + i
1√
2γ
∑
n6=0
e−ik
s
nτ
αin
ksn
φsn(σ), (18)(
fp
fr
)
= (cpθ + dpτq)
(
tanσ
0
)
+ i
1√
2γ
∑
n 6=0
e−ik
p
nτ
αpn
kpn
(
φpn(σ)
φrn(σ)
)
,
where i ∈ {3, . . . , d− 1}, α∗n = α−n, and
cs =
√
1
2γ(S+1/ tanS) , ds =
√
1
2γ(S+1/ tanS) ,
cp = −
√
2 tanS−S
2γ
1
2 cosS sinS/(1+sin2 S)+S
, dp =
√
1
2γ(2 tanS−S) .
The normalization is chosen such that, upon quantization, the canonical
commutation relations between fs/p/r and their associated momenta pis/p/r
imply
[xi, pj ] = i~δij , [θ, q] = i~,
[αin, α
j
m] = ~δijksnδn,−m, [αpn, αpm] = ~kpnδn,−m. (19)
The free Hamiltonian can then be written as7
H(0) = 12
(
p2 + q2
)
+
∞∑
n=1
(
αin
∗
αin + α
p
n
∗αpn
)
. (20)
Hence, due to the commutation relations (19), the world-sheet energy, i.e.,
the energy w.r.t. to the time τ on the world-sheet, of the first excited state
of the scalar/planar nth mode is E
s/p
n = ~ks/pn .
There now seem to be two possibilities to define the target space energy.
The first one is to take (5) and expand it in ϕ. The second one8 is to
relate the target space energy to the world-sheet energy. A translation in
τ corresponds in target space to a translation in time and a rotation in the
7As we argue below that this observable is not related to the target space energy, we
refrain from calculating the vacuum energy here.
8This possibility is chosen in [8] and [9]. However, the world-sheet and the target space
time evolution seem to be simply equated there, without taking the rotation into account.
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1-2 plane. By the choice of the classical solution (3), the target space time
translation invariance is broken to discrete time translations x0 → x0 +2piR,
corresponding to translations τ → τ + 2pi on the world-sheet. The broken
time translation invariance corresponds to considering energies modulo 1/R.
This reasoning suggests that, up to this ambiguity, the target space energy
is given by the world-sheet energy divided by R. This would mean that,
in the massless limit S → pi/2, all target space energies are equivalent to 0
modulo 1/R.
However, there already is a definition of the target space energy which
we used to compute the energy of the classical solution, namely (5). Thus,
it seems more natural to consider the expansion of (5) in ϕ. The first non-
trivial term in this expansion is at first order, concretely,
E(1) = γ
[∫
f˙p tanσdσ + f˙p|+ 2cosS fr|
]
= d−1p q, (21)
where we used (17) and the same notation as in (15). Two facts are note-
worthy: First, the world-sheet Hamiltonian (15) does not have a linear term,
so there does not seem to be any relation to the world-sheet energy. Second,
as the target space energy does have a contribution at first order in ϕ, the
computation of higher order contributions does have to take the interaction
into account. To see what happens if the interaction is neglected, consider
the contribution to the target space energy from the scalar polarizations.
One obtains, at second order in ϕ,
E(2)s =
γ
2R
[∫ S
−S
1
cos2 σ
(
f˙2s + f
′
s
2
)
dσ + 1
tanS cos2 S
f˙2s |
]
. (22)
This corresponds to the scalar contribution to the Hamiltonian (15), except
for the factor 1/R and the weight 1/ cos2 σ. Due to this weight, upon replac-
ing fs by the expansion (18), we can no longer use the orthogonality relations
(16) to conclude that only the combinations αin
∗
αin and α
i
nα
i
n
∗
occur. Put
differently, this quantity is not conserved. Of course the full target space
energy (5) is conserved, so in a perturbative expansion, one has conservation
at each order. The correct scalar contribution to E at second order has to
take into account the contribution of the interaction terms ϕp/rϕ
2
s to E
(1).
Note that E(1) itself is conserved, but only under the free time-evolution.
To conclude, let us discuss the static limit. Then the rotation is negligible
and one would expect that one can indeed identify world-sheet and target
space energies by scaling with R. Let us see how this arises in our expression
for the target space energy. In the limit S → 0, dp diverges, so the first order
contribution (21) tends to 0. Furthermore, the weight 1/ cos2 σ in (22) tends
to 1, so one obtains the scalar contribution to the world-sheet Hamiltonian
(15), up to the factor 1/R.
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5 Conclusion
We computed the spectrum of excitations of the rotating Nambu–Goto
string, with masses at the ends. We distinguished between scalar and pla-
nar polarizations and showed that the degeneracy of these in the static
limit (corresponding to the Lu¨scher–Weisz string) is lifted for finite rotation
speed. In the massless limit, the degeneracy is again restored. We identified
interesting quasi-massless modes in the limit of the slowly rotating string.
We discussed two possible definitions of the target space energy, a naive one
which relates world-sheet to target space energies, and one that is based on
the perturbative expansion of the standard expression for the target space
energy. We also showed that the two notions coincide in the static limit.
An interesting further goal would be to obtain quantum corrections to
the classical Regge trajectories. These were computed in [9], but using
the naive identification of world-sheet and target space energies. The next
logical step would thus be to compute the target space energy at second
order in ϕ. As discussed in Section 4, this requires to take the interaction
into account.
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