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Abstract
In this paper, we present three different formulae for computing the degree of the offset of a real
irreducible afﬁne plane curve C given implicitly, and we see how these formulae particularize to the
case of rational curves. The ﬁrst formula is based on an auxiliary curve, called S, that is deﬁned
depending on a non-empty Zariski open subset of R2. The second formula is based on the resultant
of the deﬁning polynomial of C, and the polynomial deﬁning generically S. The third formula
expresses the offset degree by means of the degree of C and the multiplicity of intersection of C and
the hodographH to C, at their intersection points.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Some applications in computer-aided geometric design (CAGD) require the manipulation
of certain geometric objects called offsets (see [13,5,10]). These objects are algebraic vari-
eties, in fact hypersurfaces, that essentially appear when taking the envelope of a system of
hyperspheres with ﬁxed, but probably undetermined, distance and centered at the points of
a given hypersurface.
The formal deﬁnition of offset can be introduced as follows.We focus here on the notion
of offset to a complex afﬁne plane curve, for the concept of offset to a hypersurface over
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an arbitrary algebraically closed ﬁeld, of characteristic zero, we refer to [22]. We consider
C2 as the metric afﬁne space, induced by the inner product B(X, Y ) = X · I · Y T deﬁned
by 2 × 2 identity matrix I; note that the metric we are using is not the hermitic standard
one. Now, let C be an irreducible afﬁne plane curve over C, and let C0 ⊂ C be the set of
regular points p of C such that any non-zero normal vector to C at p is non-isotropic; i.e.
the norm, in the metric afﬁne space C2, of the normal vector is non-zero. Then, the offset
to C, at distance d, is the Zariski closure of the constructible setAd(C) consisting of the
intersection points of the circles of radius d centered at each point p ∈ C0 and the normal
line to C at p. We denote the offset to C at distance d as Od(C). We observe that, if C is
given by a rational parametrizationP(t), thenAd(C) is essentially the set inC2 generated
by the formula P(t) ± d N(t)‖N(t)‖ , whereN(t) is the normal vector to C associated with
the parametrization P(t). In this expression, by abuse of notation, for every non-isotropic
X ∈ C2 we write ‖X‖ to express any of the two numbers such that ‖X‖2 = B(X,X); if
X ∈ C2 is isotropic, then we write ‖X‖ = 0.
Note that, if C0 does not contain inﬁnitely many points, then the offsetting construction
yields the empty set. However, the only irreducible plane curves over C with this property
are the lines passing through the cyclic points (see [20]); in particular if C is a real curve,
this phenomenon does not occur. In addition, it holds that, ifC is not one of these lines, then
Od(C) has dimension 1 (see [22]). Moreover, ifC is not a circle orC is a circle and d is not
the radius, then Od(C) is an afﬁne plane curve with at most two components (see [22]).
Although offset curves were already introduced by Leibniz in [14], under the term of par-
allel curve, it is only from the 1980s when, as a consequence of the development of CAGD,
the study of offsets to hypersurfaces turns to be an active research area. Indeed, as a conse-
quence of this research, many interesting questions directly related to algebraic geometry
have appeared. In particular, implicitization problems have been considered in [11,12,24],
and parametrization problems have been addressed in [1,16–18,21]). Furthermore, alge-
braic, and geometric properties of the offsets in terms of the corresponding properties of
the initial variety have been analyzed; for instance singularities, self-intersections are stud-
ied in [7,8], a formula for the genus of the offset in terms of the degree and genus of the
original curve have been presented in [2], and the degeneration analysis of the offsetting
construction can be found in [22].
However, topological questions, and the problem of relating the degree of the offset to
the degree of the original variety have not been studied so extensively. In this paper we
deal with the second problem, that is, with the problem of giving formulae that provide
explicitly the degree of Od(C) in terms of the degree of C. Let us mention that the ques-
tion on the degree plays an important role in some applications as the computation of the
Voronoi diagram of obstacles whose borders are curved (see [4]). The offset degree problem
was already studied by classical geometers (see, for instance, [15, pp. 643–651]) by means
of the Plücker formulae, and some results for the case of conics and for special families
of curves (such as epicycloids and hypocycloids) were derived. More recently, in [8] the
authors give a degree formula for the case of rational real curves based on gcds of univari-
ate polynomials. However, no formulae have been presented for the case of curves given
implicitly.
In this paper, we treat the general case and we provide offset degree formulae for alge-
braic real curves non-necessarily rational and therefore given implicitly. More precisely,
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we present three different formulae for the case of curves given implicitly, and we see how
these formulae particularize to the case of rational curves providing an easy formula, similar
to the formula in [8], that only requires three gcds of univariate polynomials.
The ﬁrst formula appears in Section 4, and it is based on an auxiliary curve, called S,
that is deﬁned depending on a non-empty Zariski open subset of R2. This formula is used
theoretically, although one may consider an heuristic algorithm from it. As a consequence
of this ﬁrst formula, we state that the offset degree is invariant for all non-zero distances
if the original curve is not a circle, and for all non-zero distances different from the radius
if the original curve is a circle. Note that, in the excluded cases, the offset degree can be
trivially obtained.
The second formula thatwe present (see Section 5) is based on the resultant of the deﬁning
polynomial of the original curve and the polynomial deﬁning generically the auxiliary
curveS.
The third formula is based on the hodograph curveH associated to the original curve
C, and expresses the offset degree by means of the degree of C and the multiplicity of
intersection of C andH at their intersection points, that turn to be the afﬁne singularities
and the intersection points at inﬁnity.
The two last formulae provide deterministic algorithms. The resultant-based formula
requires computations of resultants, overC[k, d][y1, y2, y3], and gcds overC(y1, y2)[k, d],
where yi are the variables in the deﬁning polynomial of the original curve, and k, d are
treated as parameters; while the computations for the hodograph-based formula stay over
C[y1, y2, y3].
As we have mentioned above, the formulae presented in this paper focus on the case of
classical offsets to curves. The natural question is whether these results can be generalized to
classical offsets to surfaces, or whether they can be extended to other type of offseting pro-
cesses, as generalized offsets (see [1]) or general offsets (see [19]).We are currentlyworking
on these topics, and our feeling is that the same techniques can be applied to approach these
problems. Nevertheless, we still have to overtake some technical and theoretical difﬁculties.
The paper is structured as follows. In Section 2, we describe the general theoretical
strategy, and we prove some technical results that will be used throughout the paper. In
Section 3, we introduce the auxiliary curve S, and we state its main properties. Section
4 is devoted to establish the degree formula involving S. Sections 5 and 6 focus on the
resultant-based formula and the hodograph-based formula, respectively. In the last section,
Section 7, we show how these ideas particularize to the rational case, and we give a new
formula where only univariate gcd are used.
We ﬁnish this section introducing the notation and the terminology that will be used
throughout the paper. Let C be a real irreducible plane algebraic curve deﬁned by the
polynomialf (y1, y2) ∈ R[y1, y2], and letOd(C)be the offset at distancedofC.Throughout
the paper, the real curve C will be considered as a curve deﬁned over C. Note that since C
is real, the constructible setAd(C), introduced above, is not empty, and therefore Od(C)
is a real algebraic plane curve for every d ∈ R (see [22, Proposition 1]). Moreover, let
n be the degree of C and let  be the degree of Od(C). In addition, let f1 and f2 be the
partial derivatives of f with respect to y1 and y2, respectively. Finally, let us mention that,
when necessary, we will consider the projective closure of C and Od(C). In these cases,
the projective closures will be denoted byC and Od(C), respectively. Furthermore, we will
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consider x3 and y3 as homogenization variables forC and Od(C), respectively; we will use
capital letters to denote the corresponding homogeneous polynomials.
2. Offset degree by generic line intersections
As we have mentioned in the introduction, the aim of this paper is to obtain formulae for
expressing the degree  of Od(C) for almost all value of d by means of the degree n of C,
where C is given by its implicit equation f. In order to do that, applying Bézout’s theorem,
we approach the degree as the number of intersection points of Od(C), counted properly,
with a generic lineL. Nevertheless, since the implicit equation of Od(C) is not known, we
will compute the number of intersection points in Od(C) ∩L indirectly, by counting the
points in C that, in a one to one correspondence, generate the points in Od(C) ∩L. More
precisely, we consider the system
f (y1, y2)= 0,
C : (x1 − y1)2 + (x2 − y2)2 − d2 = 0,
N : − f
y2
(x1 − y1)+ fy1 (x2 − y2)= 0. (1)
Note that every solution (x1, x2, y1, y2) of this system gives a point q= (x1, x2) on Od(C),
generated by the point p= (y1, y2) onC. In this case, we will say that the point q ∈ Od(C)
is associated to the corresponding point p ∈ C. Observe that the converse is not true: not
every point on the offset corresponds to a solution of this system, sinceOd(C) is the Zariski
closure ofAd(C). In fact, for a ﬁxed value of d there are only ﬁnitely many points inOd(C)
that are not associated to regular points on C.
In the sequel, we will consider a generic straight lineL through the origin, with equation
L : x1 − kx2 = 0.
Now, we are interested in those solutions of system (1) lying on the line L. That is, we
want to analyze the solutions of
f (y1, y2)= 0,
C : (x1 − y1)2 + (x2 − y2)2 − d2 = 0,
N : −f2(x1 − y1)+ f1(x2 − y2)= 0,
L : x1 − kx2 = 0. (2)
First we will prove that, for all but ﬁnitely many values of d and k, there are  solutions of
the system (2) corresponding to  different afﬁne intersection points ofL and Od(C). For
this purpose we ﬁrst state some technical lemmas.
Lemma 1. Let D be a plane curve of degree m without common components and let p
be a point in the complement ofD. Then with at mostm(m− 1) exceptionsLi , i = 1, . . . ,
m(m− 1), a lineL through p cuts the curveD in exactly m different points.
Proof. See [3, Proposition 2 on p. 209]. 
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Remark 2. In the sequel, this lemma will be applied to analyze the intersection of the
offsetOd(C) and a lineL, see for instance Theorem 5. In order to do that, one has to ensure
that Od(C) is a curve without common components. However, for some special cases this
hypothesis fails. For instance, when d = 0. On the other hand, it may happen that, for
some curves and certain distances, one of the components of the offset is zero-dimensional.
When this occurs the offset is called degenerated. However, in [22] it is proved that the only
curves whose offsets degenerate are circles, at a distance equal to the radius. Therefore, in
the following, we will always work with non-zero distances, and we will have to give an
special, but essentially similar, treatment for the case of circles.
Under our assumptions the following lemma holds.
Lemma 3. If the curve C is not a circle centered at the origin, then there is a non-empty
Zariski open subset 1 ⊂ R such that for k ∈ 1 the system
f (y1, y2)= 0,
f1 − kf 2 = 0,
y1 − ky2 = 0 (3)
has no solution.
Proof. Let us see that if (3) has a solution, then C is a circle centered at the origin. Let
a = (a1, a2) be a solution of (3). Then, from the last two equations one gets that a satisﬁes
the equation
(y1f2 − y2f1)= 0.
Thus a lies on the line y1 − ky2 = 0 and on the intersection of C and the curveV given
by y1f2 − f2y1. Suppose that y1f2 − f2y1 does not vanish identically on C. Then, by
Bézout’s theorem, there is a ﬁnite number of points p1, . . . , pm ∈V ∩ C. Let k1, . . . , km
be the values of k such that pi lies on the line y1 − kiy2 = 0. In this case we can take
1 =R− {k1, . . . , km}. Now suppose that f1y2 − f2y1 vanishes identically on C. Since C
is irreducible, then
y1f2 − y2f1 = f
for some constant  (note that deg(y2f1 − y1f2) deg f ). This is a ﬁrst-order quasilinear
partial differential equation. Using standard methods from PDE theory one sees that its
general (real) solution is
f (y1, y2)= (y21 + y22 )e(− arctan(y1/y2)),
where  is an arbitrary C2 univariate function (see e.g. [25]). Therefore, if  = 0, this
equation has no (real) polynomial solution.On the other hand,when=0 the only irreducible
solutions are the circles centered at the origin. 
Applying Lemma 3 one may derive the following result on offset curves, that states that
the origin O belongs to Od(C) for at most ﬁnitely many distances d.
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Lemma 4. There exists a non-empty Zariski open subset  ofR such that for all d ∈  the
origin does not belong to Od(C).
Proof. In the case of a circle centered at the origin, we can prove directly that the offset
passes through the origin only for ﬁnitely many values of d. Now let us assume that C is
not circle centered at the origin and let us also assume that the origin O belongs to Od(C)
for inﬁnitely many values of d. Then consider the family of lines passing trough the origin
O; i.e., the family is given by the equation.
y1 − ky2 = 0
for different values of k.We exclude those values of k forwhich the corresponding line passes
through a singular point of C. This excludes a ﬁnite number of lines. Since each such line
contains ﬁnitely many points of C, we are excluding at most ﬁnitely many offsets through
the origin. Now, for the remaining values of k, we consider on each line the intersection
points with C. These intersection points p must be regular points of C, and the non-zero
vector (f1, f2) is normal to C at p. If this normal vector points to the origin (this implies
that f1 − kf 2 = 0 at p) then O ∈ Od(C) for d equal to the distance from p to O. However,
our assumption implies that this must be indeed the case for inﬁnitely many values of d.
Therefore this happens for inﬁnitely many points and inﬁnitely many values of k (note that
each line contains at most a ﬁnite number of points). Thus, every such point and value of k
give a solution of the system (3) in Lemma 3. But Lemma 3 shows that this is a contradiction.
Therefore, we conclude that the O ∈ Od(C) only for those values of d in a ﬁnite (possibly
empty) subset of R. Let  be the complement of this set. 
From the previous lemmas one may prove the following theorem:
Theorem 5. There exists a non-empty Zariski open subset  of R2 such that for (d, k) ∈
 the system (2) has  solutions that correspond to  different afﬁne intersection points
q1, . . . , q of L and Od(C), generated by  different afﬁne regular points p1, . . . , p
on C.
Proof. In order to prove the theorem we distinguish two cases depending on whether C
is a circle or not. If C is a circle of radius r, a simple algebraic manipulation shows that
the theorem holds for (d, k) ∈  = (R\{0, r}) × R. Let us assume that C is not a circle.
By Lemma 4 there exists a non-empty Zariski open subset  of R such that for all d ∈ 
the origin does not belong to Od(C). Now let d ∈ \{0}. Then O /∈Od(C), and therefore,
applying Lemma 1, one has that for almost all value of k the line y1 − ky2 through the
origin meets Od(C) in  different points. Note that, since C is not a circle and d = 0, then
Od(C) satisﬁes the hypothesis in Lemma 1. Furthermore, the number of points of Od(C)at
inﬁnity and the number of points of Od(C) not associated to regular points on C are both
ﬁnite. Thus there exists a non-empty Zariski open subset d of R such that, for all k ∈ d ,
every point (x1, x2) inL∩Od(C) is associated to a regular afﬁne point (y1, y2) on curveC.
Therefore, for every d ∈  and k ∈ d it holds that the system (2) has  different solutions
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corresponding to  different afﬁne intersection points ofL and Od(C). Let us denote these
solutions by
(qi, pi)= (x1i , x2i , y1i , y2i ), i = 1, . . . , ,
where qi = (x1i , x2i ) ∈ L ∩ Od(C) is an intersection point, and pi = (y1i , y2i ) is the
associated point in C. In order to prove that these intersection points are generated by 
different points on C, we introduce a new open subset. More precisely, let 1 be the non-
empty Zariski open subset of R provided by Lemma 3 (note that C is not a circle). That is,
for every k ∈ 1 the system (3) has no solution. Finally, let us see that
=
⋃
d∈\{0}
{d} × (d ∩ 1).
In order to do that, we only need to prove that for (d, k) ∈  the generating points pi ∈ C
are different. Let (d, k) ∈  and assume that qj , qk are associated to the same point pi .
This can only occur if pi ∈ L and the normal vector to C at pi is parallel toL. Hence,
(f1 − kf 2) vanishes at pi . Therefore pi is a solution of the above system (3), what is
impossible because of the construction of . 
Remark 6. Note that besides the solutions mentioned in the theorem, the system (2) may
have other solutions. We will analyze in subsequent sections the possible solutions of this
system, in order to count them and identify which of them correspond to the  points on
Od(C).
3. The auxiliary curveS
We have seen that generically in k and d, every point qj in Od(C) ∩L is associated to
a regular afﬁne point pj in C, and this correspondence is a bijection. The number of such
points is the offset degree . The strategy now is to eliminate x1, x2 from the above system
(2) in order to obtain information about  through the solutions (y1, y2) of the resulting
system. This means that we switch our attention from the points q = (x1, x2) in Od ∩L to
the associated points p = (y1, y2) in the curve C. In order to do that we will identify these
associated points as intersection points ofCwith a certain auxiliary curveS that is deﬁned
as follows.
Deﬁnition 7. Let be the open subset in Theorem 5. Then, for every (d, k) ∈ we deﬁne
the auxiliary curveS to C as the afﬁne plane curve deﬁned over C by the polynomial
s(y1, y2)= (f 21 + f 22 )(y1 − ky2)2 − d2(f1 − kf 2)2.
The curveSwill play an important role in the results on the offset degree. In the following,
we will see how the intersection of this curve with C relates to the solutions of system (2).
In Fig. 1 we illustrate, for the case of an ellipse, the intuitive geometric role played by the
auxiliary curveS. In the following theorem we state this phenomenon.
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Fig. 1. The auxiliary curveS for the ellipse case. The intersection points pi ∈ C ∩S with real coordinates are
shown, together with the associated points qi ∈ Od (C) ∩L.
Theorem 8. Let (d, k) ∈ , where  is the open subset in Theorem 5. Then it holds that
(1) If (q, p)=(a1, a2, b1, b2) is a solution of the system (2) corresponding to an intersection
point q = (a1, a2) ∈ Od(C) ∩L then p = (b1, b2) ∈ C ∩S, and f1 − kf 2 does not
vanish at p.
(2) Conversely, let p = (b1, b2) ∈ C ∩S be such that f1 − kf 2 does not vanish at p, and
let q = (a1, a2), where
a2 = f1(p)b2 − f2(p)b1
f1(p)− kf 2(p)
, a1 = ka2
then (q, p) = (a1, a2, b1, b2) is a solution of the system (2), such that the point q ∈
Od(C) ∩L, and it is generated by the point p.
Proof. In order to prove statement (1) we use the last equation in system (2) to eliminate
x1. One obtains
f (y1, y2)= 0,
(kx2 − y1)2 + (x2 − y2)2 − d2 = 0,
− f2(kx2 − y1)+ f1(x2 − y2)= 0. (4)
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From the last equation we get
(f1 − kf 2)x2 = f1y2 − f2y1.
Let us see that f1 − kf 2 does not vanish at p = (b1, b2). Indeed, if f1 − kf 2 vanishes at
p= (b1, b2), then one has that f1y2−f2y1 also vanishes at p. Therefore (f1(p), f2(p)) is a
solution of the homogeneous linear system {y1f1− y2f2= 0, f1− kf 2= 0}. Moreover, by
Theorem5,we know that p is not a singular point ofC, and hence the solution (f1(p), f2(p))
is non-trivial. Thus the determinant of the linear system, namely b1 − kb2, is zero. This
implies that p is a solution of (3), which is impossible because (k, d) ∈ , and hence k ∈ 1
(see Lemma 3).
Finally, we still have to prove that p ∈ C ∩S. The ﬁrst equation in system (2) directly
implies that p ∈ C. Now, since f1 − kf 2 does not vanish at p, then
a2 = f1(p)b2 − f2(p)b1
f1(p)− kf 2(p)
is well deﬁned. Then, substituting x2 for a2, y1 for b1 and y2 for b2 in the second equation
of (4), after simple algebraic manipulations, one gets
s(b1, b2)
f1(p)− kf 2(p)
= 0
and so p ∈ C ∩S.
Let us prove statement (2). Clearly the point (q, p) satisﬁes the ﬁrst and last equations
of system (2). Now, using that s(p)= 0, one has that
(a1 − b1)2 + (a2 − b2)2 =
(
k
f1(p)b2 − f2(p)b1
f1(p)− kf 2(p)
− b1
)2
+
(
f1(p)b2 − f2(p)b1
f1(p)− kf 2(p)
− b2
)2
= f
2
1 (p)(kb2 − b1)2 + f 22 (p)(kb2 − b1)2
(f1(p)− kf 2(p))2
= (f
2
1 (p)+ f 22 (p))(kb2 − b1)2
(f1(p)− kf 2(p))2
= d2
and therefore (q, p) also veriﬁes satisﬁes the second equation in the system (2). Finally, let
us see that the third equation is also satisﬁed. Observe that
(f1(p)− kf 2(p))a2 = f1(p)b2 − f2(p)b1
and so
−f2(p)(ka2 − b1)+ f1(p)(a2 − b2)= − f2(p)(a1 − b1)+ f1(p)(a2 − b2)
= 0. 
In Theorem 8, if q, p is a solution of system (2) with f1(p) − kf 2(p) = 0, then p is
identiﬁed as a point in C ∩S. Of course, C ∩S may contain other points besides these.
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For example, every afﬁne singularity of C is also a point of C ∩S, but f1 − kf 2 vanishes
at the singularities. In the following we analyze these type of points, that we will call fake
intersection points.
In the sequel, we will ﬁnd out how many of the points in C ∩S are not associated to
points inOd(C)∩L. To count themwe will use Bezout’s theorem. Therefore, we will work
with the projective closures C and S of C and S, respectively. Moreover, we denote by
F,F1, F2 and S the homogenization with respect to a new variable y3 of f, f1, f2 and s,
respectively. Since we are working projectively, new intersection points of C andS may
be introduced. But, by Theorem 5, we know hat these new intersection points, that are at
inﬁnity, do not correspond to points in Od(C).
In the next deﬁnition, we introduce the notion of fake and non-fake intersection points.
Deﬁnition 9. A point in C ∩S not associated to a point in Od(C) ∩L will be called a
fake (intersection) point. A point in C ∩S that is associated to a point in Od(C) ∩L will
be called a non-fake (intersection) point. We denote byF the set of all fake intersection
points of C andS.
Using the terminology in Deﬁnition 9, one has that the intersection points in C ∩S are
the  afﬁne points associated to points in Od(C) ∩L (where f1 − kf 2 = 0), plus the fake
points. Also, note that because of Theorem 8, any intersection point at inﬁnity of C andS
is fake. Furthermore, the afﬁne fake points are completely characterized by the vanishing
of f1 − kf 2 = 0. Therefore one deduces the following proposition:
Proposition 10. The fake intersection points ofCandSare those points inC∩S satisfying
the equation
y23 (F1 − kF 2)2 = 0.
Note that if the afﬁne origin (0 : 0 : 1) is in C ∩S, then it is always a fake intersection
point (since y1 − ky2 = 0 holds at (0 : 0 : 1)).
4. A degree formula involvingS
In this section, we present a formula for the offset degree involving the auxiliary curve
S. For this purpose we will ﬁnd generic conditions on the parameters d, k to ensure that
deg(S)= 2n, we will see that for (d, k) ∈ , C andS do not have common components,
and we will also see that the multiplicity of intersection of C and S at every non-fake
intersection point is one. From these results we will easily derive the formula.
Lemma 11. Let  be as in Theorem 5. Then, for (d, k) ∈ , C andS have no common
component.
Proof. Assume that C andS have a common component. Since F is irreducible, one has
that there exists a polynomial K(y1, y2, y3) such that
S(y1, y2, y3)= F(y1, y2, y3)K(y1, y2, y3)
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for some polynomialK(y1, y2, y3). Thus S would vanish on every point ofC. If there were
inﬁnitely many points inC∩Swith F1−kF 2 = 0, this would imply inﬁnitely many afﬁne
points in C∩S with f1 − kf 2 = 0. Then the Theorem 8 would give an inﬁnite number of
afﬁne intersections between the line x1 − kx2 = 0 and the offset, a contradiction. Thus, we
may assume that f1 − kf 2 = 0 for all but ﬁnitely many points in C. Using this in gives
(f 21 + f 22 )(y1 − ky2)= 0
for inﬁnitely many points onC. However, since (d, k) ∈  one has that there is only a ﬁnite
number of solutions of system 3. Therefore, we conclude that there are inﬁnitely many
points on C where f 21 + f 22 and f1 − kf 2 = 0 vanish simultaneously. This implies that
(k2+1)f 22 =0 for inﬁnitely many points inC. Thus, since k ∈ R, we get that f1=0, f2=0
for inﬁnitely many points on C, which is impossible. 
We will now analyze the degree of S.
Lemma 12. The degree of S is 2n.
Proof. The polynomial S can be expressed as
S(y1, y2, y3)= S1(y1, y2, y3)+ S2(y1, y2, y3)+ S3(y1, y2, y3),
where
S1(y1, y2, y3)= ((y1 − ky2)2 − d2y23 )F 21 ,
S2(y1, y2, y3)= ((y1 − ky2)2 − d2y23k2)F 22 ,
S3(y1, y2, y3)= 2d2y23kF 2F1.
Now let m=max(degy1(F ), degy2(F )). We distinguish four different cases:
(1) If m= n= degy1(F ) then F may be written
F(y1, y2, y3)= c1yn1 + c2yn−11 y2 + c3yn−11 y3 +K(y1, y2, y3),
where c1, c2, c3 ∈ R, c1 = 0, and K(y1, y2, y3) is a homogeneous polynomial with
deg(K)n, degy1(K)n− 2. Therefore
F1(y1, y2, y3)= c1nyn−11 + c2(n− 1)yn−21 y2 + c3(n− 1)yn−21 y3 +K1,
F2(y1, y2, y3)= c2yn−11 +K2,
where K1,K2 denote the partial derivatives of K with respect to y1, y2, respectively.
Note that degy1(F1) = n − 1. On the other hand, degy1(F2) = n − 1 if c2 = 0 and
degy1(F2)n − 2 if c2 = 0. Let us ﬁrst assume that c2 = 0. Then it is easy to see
that degy1(S1) = 2n, while degy1(S2)2n − 2 and degy1(S3)2n − 2. Hence, one
gets degy1(S) = 2n in this case. Now, assume that c2 = 0. Then the leading terms of
S1, S2, S3 w.r.t. y1 are c21n
2y2n1 , c
2
2y
2n
1 , 2d
2kc1c2ny
2
3y
2n−2
1 , respectively. Thus, in this
case, the leading term of S w.r.t. y1 is (c21n2 + c22)y2n1 , and therefore degy1(S)= 2n.
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(2) If m= n= degy2(F ) a similar reasoning shows that S has degree 2n.(3) If m= degy1(F ) with 0<m<n, then F may be written
F(y1, y2, y3)= c1ym1 yn−m2 +K(y1, y2, y3),
where c = 0, and K is a homogeneous polynomial with deg(K)=n, degy1(K)m−1.
Thus
F1(y1, y2, y3)= c1mym−11 yn−m2 +K1(y1, y2, y3),
F2(y1, y2, y3)= c1(n−m)ym1 yn−m−12 +K2(y1, y2, y3).
Note that degy1(K1)m−2, degy1(K2)m−1. Hence, the leading terms of S1, S2, S3
w.r.t. y1 are
c21m
2y2m1 y
2n−2m
2 , c
2
1(n−m)2y2m+21 y2n−2m−22 ,
2d2ky23c
2
1m(n−m)y2m−11 y2n−2m−12 .
Therefore the leading term of S w.r.t. y1 is c21(n − m)2y2m+21 y2n−2m−22 , and hence the
degree of S is 2n.
(4) Finally, if m = degy2(F ) with 0<m<n, a similar reasoning shows that S has degree
2n. 
In the following lemma we analyze the multiplicity of intersection of C and S at the
non-fake intersection points.
Lemma 13. Let be the open subset in Theorem 5. For every (d, k) ∈ , if p is a non-fake
intersection point, then mult p(C,S)= 1.
Proof. Let (k, d) ∈ , and let p be a non-fake intersection point. By Theorem 5 we know
that p is an afﬁne regular point of C. Therefore, there is only one branch of C passing
through p. Let
P(t)= (a1(t), a2(t))
be a place of C centered at p. Then the multiplicity of intersection mult p(C,S) is equal
to the order of s(P (t)). Let q be the point in Od(C) ∩L associated with p. Our construc-
tion implies that mult q(Od(C),L) = 1. Thus it is enough to show that mult p(C,S) =
mult q(Od(C),L). The proof will proceed as follows: ﬁrst, we compute the formal power
series s(P (t)). Afterwards, we use P(t) to obtain a place Q(t) of Od(C) centered at q,
and then we obtain L(Q(t)). Therefore, the proof will be completed if we can show that
ord(L(Q(t)))= ord(s(P (t))).
Let
f1(P (t))= v1 + t + · · · ,
f2(P (t))= v2 + t + · · ·
for some v1, v2, ,, where f1(p)= v1, f2(p)= v2. This means that the tangent vector to
C at p is (−v2, v1) and so, there exists  such that the place P(t) can be expressed in the
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form:
P(t) :
{
y1 = a − v2t + · · · ,
y2 = b + v1t + · · · .
The following notation will be useful in the rest of the proof:
T0 = v21 + v22, T1 = v1+ v2, T2 = a − kb,
T3 = v1 − kv2, T4 = v2 + kv1, T5 = − k.
Note that, since (d, k) ∈ , then T0, T2, T3 are not identically zero. Now, substituting P(t)
into the polynomial s(y1, y2) leads to a power series whose zero-order term A0(t) must
vanish (because p ∈S). This term is
A0(t)= (v21 + v22)(a − kb)2 − d2(v1 − kv2)2 = T0T 22 − d2T 23 = 0.
Therefore we get that
d2 = T0T
2
2
T 23
.
Thus, the ﬁrst-order term A1(t) of s(P (t)) is
A1(t)= 2((v21 + v22)(a − kb)(−v2 − kv1)+ (v1+ v2)(a − kb)2
− d2(v1 − kv2)(− k))
= 2(−T0T2T4 + T1T 22 − d2T3T5)= 2
(
−T0T2T4 + T1T 22 −
T0T 22
T 23
T3T5
)
= 2T2
T3
(−T0T3T4 + T1T2T3 − T0T2T5).
Next, using P(t), we generate a placeQ(t) of Od(C) centered at q, where d2 = T0T 22 /T 23 .
If (y1, y2) is a point in C the associated point (x1, x2) in Od(C) is given by
(x1, x2)= (y1, y2)± d (f1, f2)√
f 21 + f 22
.
Moreover, since p is a regular point, then v21 + v22 = 0. Therefore the order of
f 21 (P (t))+ f 22 (P (t))= (v21 + v22)+ 2(v1+ v2)t + · · ·
is zero. Thus, it is a unit, and hence
1√
f 21 (P (t))+ f 22 (P (t))
can be expressed as the following formal power series:
1√
f 21 (P (t))+ f 22 (P (t))
= 1√
v21 + v22
− v1+ v2
(v21 + v22)3/2
t + · · · .
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So
f1√
f 21 + f 22
= v1√
T0
+
(
√
T0
− T1v1
T
3/2
0
)
t + · · · ,
f2√
f 21 + f 22
= v2√
T0
+
(
√
T0
− T1v2
T
3/2
0
)
t + · · · .
ThereforeQ(t) is one of the two places
Q(t)= (x1(t), x2(t))= P(t)± d (f1(P (t)), f2(P (t)))√
f 21 (P (t))+ f 22 (P (t))
and so
x1(t)=
(
a ± dv1√
T0
)
+
(
−v2 ± d√
T0
∓ dT1v1
T
3/2
0
)
t + · · · ,
x2(t)=
(
b ± dv2√
T0
)
+
(
v1 ± d√
T0
∓ dT1v2
T
3/2
0
)
t + · · · .
SubstitutingQ(t) in the lineL one has
x1 − kx2 =
(
a ± dv1√
T0
− k
(
b ± dv2√
T0
))
+ t
(
−v2 ± d√
T0
∓ dT1v1
T
3/2
0
− k
(
v1 ± d√
T0
∓ dT1v2
T
3/2
0
))
+ · · · =
(
T2 ± d T3√
T0
)
+ t
(
−T4 ± dT5√
T0
∓ dT1T3
T
3/2
0
)
+ · · · .
Now, since mult q(Od(C),L)= 1, one has that
B0 = T2 ± d T3√
T0
= 0 and B1 =
(
−T4 ± dT5√
T0
∓ dT1T3
T
3/2
0
)
= 0.
Therefore
d =∓T2
√
T0
T3
.
Substituting the above equality in B1 one gets
B1 =
(
−T4 − T2T5
T3
+ T1T2T3
T0T3
)
= 1
T0T3
(−T0T3T4 − T0T2T5 + T1T2T3)
(Note that this result does not depend on the previous choice of sign). We observe
that 2T0T2A1 = B1. Thus, since T2, T0 are both non-zero, one has that A1 = 0 and
mult p(C,S)= 1. 
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Applying the previous lemmas one may derive the following ﬁrst degree formula for
offset curves.
Theorem 14. Let  be the open subset in Theorem 5. For every (d, k) ∈ , it holds that
deg(Od(C))= 2(deg(C))2 −
∑
p∈F
mult p(C,S).
Proof. By Lemmas 11 and 12, and by Bézout’s Theorem, we know that
2n2 =
∑
p∈C∩S
mult p(C,S).
Now, byLemma13, for each of the non-fake points inC∩S themultiplicity of intersection
is 1. Thus the formula holds. 
From Theorem 14 one may prove the following corollary:
Corollary 15. (1) If C is not a circle, then deg(Od(C)) is invariant for every d ∈ R\{0}.
(2) If C is a circle of radius r, then deg(Od(C))= 4 for every d ∈ R\{0, r}.
Proof. The proof of (2) is trivial, so let us prove (1). Let 1 : R2 → R denote the projection
such that 1(x, y)=x. By Theorem 14, we know that for d ∈ 1() the degree of the offset
is invariant, say that this degree is . Taking into account Lemma 4, and how the open set
was constructed in Theorem 5, one has that those distances for which Theorem 14 does not
hold are precisely the distances inR\1(); that corresponds to the non-zero distances d for
which Od(C) passes through the origin. Let d∗ /∈1() be one of those distances. Then we
take a point p ∈ R2\Od(C), and we perform a translation moving p to the origin. LetC∗ be
the transformed curve under this linear transformation. Then deg(Od∗(C))=deg(Od∗(C∗)).
In this situation, we may apply Theorem 14 to C∗, and therefore there exists a non-empty
Zariski open subset∗ ofR2 such that the degree of the offset toC∗ is invariant for distances
in 1(∗). Now take d ∈ 1(∗)∩ 1()(note that, since R is irreducible, the intersection
is non-empty). Then
deg(Od∗(C))= deg(Od∗(C∗))= deg(Od(C∗))= deg(Od(C))= . 
5. A degree formula involving resultants
In Theorem 14 we have seen a ﬁrst formula for computing the degree of the offset by
means of the auxiliary curveS. This formula is true for (d, k) ∈ . In this section we start
showing how the fake points can be characterized. Combining this fact withTheorem 14 one
may derive a heuristic algorithm for computing the offset degree. However, from Theorem
14, one can also deduce a new formula involving resultants that treats k, d generically, and
therefore provides a deterministic algorithm.
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In the case of rational curves the notion of hodograph has been widely used in connection
with offsets (see [6]). In this paper, a different notion of hodograph curve will be introduced,
in order to deal with implicit curves.
Deﬁnition 16. The hodograph curve of C is the curveH deﬁned by the polynomial
h(y1, y2)= f 21 + f 22 .
If h(y1, y2) is constant, then we deﬁne the hodograph as the line at inﬁnity; note that since
f ∈ R[y1, y2], then h cannot be identically zero.
In addition, we decompose the setF (see Deﬁnition 9) in two subsets, denoting byF∞
and byFa the set of fake points at inﬁnity and the set of afﬁne fake points, respectively.
We start with the next theorem.
Theorem 17. (1)F∞ is the set of intersection points at inﬁnity of C andS.
(2)F∞ is the set of intersection points at inﬁnity of C andH.
(3)F ⊂ C ∩H.
(4)Fa is the afﬁne singular locus of C.
Proof. (1) See Section 3.
(2) Setting y3 = 0 in the equation for S we get
(F 21 + F 22 )(y1 − ky2)2 = 0.
Now, observe that the factor (y1−ky2) cannot vanish, since for the selected k all intersections
of C and y1 − ky2 = 0 are afﬁne. Therefore fake intersections at inﬁnity verify that:
H = F 21 + F 22 = 0.
On the other hand, if p ∈ C ∩H is a point at inﬁnity, substituting in the implicit equation
S(y1, y2, y3), one gets that S(p) = 0, and therefore p ∈ C ∩S. Now, by (1) one has that
p ∈F∞.
(3) By (2) we know thatF∞ ⊂ C∩H. Let us see thatFa ⊂ C∩H. For this purpose,
we turn back to the afﬁne equations of f and
s(y1, y2)= (f 21 + f 22 )(y1 − ky2)2 − d2(f1 − kf 2)2.
We have seen in Theorem 8 that an afﬁne fake intersection is characterized by
f1 − kf 2 = 0.
This means that at this point
(f 21 + f 22 )(y1 − ky2)2 = 0.
And we know that y1 − ky2 = 0 holds, because our choice of k excludes the simultaneous
vanishing of
f (y1, y2)= 0, f1 − kf 2 = 0, y1 − ky2 = 0.
Therefore, all afﬁne fake intersections are also intersections of C withH.
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(4) By (3) we know thatFa ⊂ C∩H. Thus, ifp ∈Fa , then f1(p)2+f2(p)2=0. On the
other hand, by Theorem 8, one has that f1(p)−kf 2(p)=0. Therefore, (k2+1)f2(p)2=0.
However, k ∈ 1() ⊂ R, where 1 denotes the y1-projection (see Section 3). Therefore
f2(p)= 0, and hence f1(p)= 0; i.e., p is an afﬁne singularity. 
From this Theorem, one deduces that although the curve S is deﬁned depending on
{k, d} ∈  (see Deﬁnition 7),F does not depend on the parameters {k, d}.
Now, we will prove two lemmas about resultants that will be used in the proof of the
degree formula involving resultants to be stated below.
Lemma 18. LetC1 andC2 be two projective algebraic plane curves without common com-
ponents, given by the homogeneous polynomials F(y1, y2, y3) and G(y1, y2, y3),
respectively. Let
F(y1, y2, y3)= an(y1, y2)+ an−1(y1, y2)y3
+ an−2(y1, y2)y23 + · · · + an−k(y1, y2)yk3 ,
G(y1, y2, y3)= bm(y1, y2)+ bm−1(y1, y2)y3
+ bm−2(y1, y2)y23 + · · · + bm−p(y1, y2)yp3 ,
where k, p > 0, ai, bi are homogeneous polynomials of degree i in y1, y2, and an−k = 0,
bm−p = 0. Then it holds that
deg{y1,y2}(Resy3(F,G))= np +mk − kp.
Proof. Let us denote by R(y1, y2)= Resy3(F,G). The Sylvester matrix of F and G w.r.t.
y3 is

an−k bm−p
an−(k+1) an−k bm−(p+1) bm−p
an−(k+1)
. . . bm−(p+1)
. . .
...
. . . an−k
...
. . . bm−p
... an−(k+1)
... bm−(p+1)
an bm
an
... bm
...
. . .
. . .
an bm


.
Thus, (i, j)-element of this matrix is 0 or it is a homogeneous polynomial, whose degree
dij is given by
dij =
{
(n− k)+ i − j, 1jp,
(m− p)+ i − (j − p), p + 1jp + k.
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Therefore, R(y1, y2) is a sum of products of the form∏
r	(1)1r	(1)1 · · · r	(p+k)(p+k),
where 	 is a permutation of the set {1, . . . , (p + k)}. The degree of this product is
p+k∑
j=1
d	(j)j =
p∑
j=1
d	(j)j +
p+k∑
j=p+1
d	(j)j
=
p∑
j=1
(n− k)+ 	(j)− j +
p+k∑
j=p+1
(m− p)+ 	(j)− (j − p)
= (n− k)p + (m− p)k + pk +
p+k∑
j=1
	(j)−
p+k∑
j=1
j = np + km− kp.
Since C1 and C2 have no common components, the resultant is a non-zero sum of homo-
geneous polynomials of degree np + km− kp, from where the result follows. 
In the following Lemma we see how the multiplicity of intersection of two curves on a
line through the origin can be read in the resultant, under certain circumstances, even though
the curves are not properly set. This Lemma can be seen as a generalization of Theorem
5.2, p. 110 in [23].
Lemma 19. Let C1 and C2 be two projective algebraic plane curves without common
components, given by the homogeneous polynomials F(y1, y2, y3) and G(y1, y2, y3), re-
spectively,where both F andG have positive degree in y3. Letp1, . . . , pa be the intersection
points, different from (0 : 0 : 1), of C1 and C2 lying on the line y1 − y2 = 0. Then the
factor (y1 − y2) appears in the resultant Resy3(F,G) with multiplicity equal to
a∑
i=1
mult pi (C1,C2).
Proof. By means of a suitable linear change of coordinates (linear in y1, y2, and leaving
y3 unaffected) we may transform the line y1 − y2 = 0 onto the line y1 = 0. Under this
change of coordinates the multiplicity of the factors in the resultant, and the multiplicity of
intersection of F andG are both preserved. Therefore, without loss of generality, we assume
that = 0,= 1. Thus, if we write
R(y1, y2) : =Resy3(F,G)= yk1H(y1, y2),
where gcd(y1, H)= 1, one has to prove that
k =
a∑
i=1
mult pi (C1,C2).
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Let
f (y1, y3)= F(y1, 1, y3), g(y1, y3)=G(y1, 1, y3).
Since the degree of F andG in y3 is positive, f and g are not identically zero. Let C˜1 and C˜2
be the afﬁne curves deﬁned in the plane y1, y3 by f and g, respectively. Note that the points
pi in the statement of the theorem are precisely the afﬁne intersection points of C˜1 and C˜2
lying on the line y1 = 0. The point at inﬁnity (w.r.t. y2) of this line is (0 : 0 : 1).
Let C y1  be the (algebraically closed) ﬁeld of formal Puiseux series in y1. We will
consider F and G as polynomials in C y1  [y3]. Let
p1, . . . , pa, qa+1, . . . , qb
be the intersection points of C˜1 with the line y1 = 0 and let
p1, . . . , pa, ra+1, . . . , rc
be the intersection points of C˜2 with the line y1 = 0, where qi = rj for every i and j.
The the polynomials f and g can be expressed as
f (y1, y3)= c1
∏

(y3 − y¯)
∏
′
(y3 − y¯′),
g(y1, y3)= c2
∏

(y3 − y¯)
∏
′
(y3 − y¯′),
where c1, c2, y¯, y¯′ , y¯, y¯′ ∈ C  y1 , c1, c2 are non-zero, y¯ and y¯ correspond to
places centered at some pi , y¯′ correspond to places centered at some qi , and ﬁnally y¯′
correspond to places centered at some ri .
It follows that
Resy3(f, g)= cn1cm2
∏
(,)
(y¯ − y¯)
∏
(′,)
(y¯′ − y¯)
∏
(,′)
(y¯ − y¯′)
∏
(′,′)
(y¯′ − y¯′).
Thus, one has that
(1) the order of∏(,)(y¯− y¯) equals the sum of the multiplicities of intersection of f and
g at the points pi .
(2) the order of∏(′,)(y¯′ − y¯),∏(,′)(y¯ − y¯′),∏(′,′)(y¯′ − y¯′) is 0.
Therefore the order of Resy3(f, g) is
∑a
i=1mult pi (f, g).
Now, the points pi correspond precisely to the points of intersection between C1 and
C2 of the form (0 : 1 : c). This includes every intersection point of C1 and C2 in the
line y1 = 0 with the exception of (0 : 1 : 0). On the other hand, taking into account that
Resy3(f, g) = R(y1, 1) one has that Resy3(f, g) = yk1H(y1, 1), where y1 does not divide
H(y1, 1). Hence,
k =
a∑
i=1
mult pi (f, g). 
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In order to state the degree formula involving resultants, let us assume that the given curve
C is not a line. Since the degree of the offset to a line is known, and equals 2, this poses no
real restriction on the generality of the formula. In addition, if g ∈ R[k, d, y1, y2, y3], we
denote by PP{k,d}(g) the primitive part of g with respect to {k, d} and by Resy3(g1, g2) the
resultant of g1, g2 ∈ R[k, d, y1, y2, y3] with respect to y3.
Theorem 20. Let C not be a line. Then, for d ∈ R\{0} (or d ∈ R\{0, r} if C is a circle of
radius r) it holds that:
deg(Od(C))= deg{y1,y3}(PP{k,d}(Resy3(F,G))).
Proof. We denote by R(y1, y2, k, d)= Resy3(F, S). Let R(y1, y2, k, d) factor as
R(y1, y2, k, d)=M(y1, y2)N(y1, y2, k, d),
where M and N are the content and primitive part of R w.r.t. {k, d}, respectively. Then M
and N are homogeneous polynomials in y1, y2, and the coefﬁcients ofM do not depend on
{k, d}. This implies thatM factors in linear factors, with coefﬁcients that do not depend on
{k, d}, namely
M =
r∏
i=1
(iy1 − iy2).
Weobserve that the leading coefﬁcient of Sw.r.t. y3 is the leading coefﬁcient of−d2y23 (F1−
kF 2)
2
. Therefore, since F is irreducible, there exists a non-empty Zariski open subset of,
let us call it1, such that for (k0, d0) ∈ 1, the leading coefﬁcients ofF andSw.r.ty3 are non-
zero.Therefore, the resultant specializes properly, i.e. ifS0(y1, y2, y3)=S(y1, y2, y3, k0, d0)
and R0(y1, y2)= Resy3(F, S0), then
R0 =M(y1, y2)N(y1, y2, k0, d0).
By Lemma 18 we observe that R and R0 have the same degree, hence the degree of
N(y1, y2, k, d) andN0=N(y1, y2, k0, d0) is also the same. Moreover, sinceN0 is a homo-
geneous polynomial, it can be factored as
N0 =
s∏
j=1
(′j y1 − ′j y2).
Thus
R0 =M ·N0 =
r∏
i=1
(iy1 − iy2)
s∏
j=1
(′j y1 − ′j y2).
Therefore, the proof ends if we show that s = .
In order to prove that, several conditions on (d, k) are imposed. These conditions deﬁne
a non-empty Zariski open subset of. First, we prove that there exists a non-empty Zariski
open subset 2 ⊂ 1 such that, if (d0, k0) ∈ 2, then gcd(N0,M)= 1.
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Indeed, if 
i = (iy2 − iy1) is a linear factor of M, the substitution of i ,i in N
leads to
N(i ,i , k, d)= 0.
The solutions of these equations are precisely those values of (d, k) such that 
 divides
N. This equation deﬁnes a curve i in the (d, k)-plane, unless N(i ,i , k, d) vanishes
identically. But if this holds, then 
 divides the content of N w.r.t. {d, k}, and this would be
a contradiction. Therefore, if we denote
2 = 1
∖(
1
⋃
· · ·
⋃
r
)
,
then the required condition holds in 2.
Besides, we can ﬁnd a non-empty Zariski open subset3 ⊂ 2 such that if (d0, k0) ∈ 3
and (iy1−iy2) dividesM, then the line iy1−iy2=0, determined by one of the factors
inM, does not contain non-fake points. To prove this, note that the lineLi : iy1−iy2=0
meetsC in a ﬁnite set of points. Let P i1 , . . . , P
i
ki
be the points inLi ∩C and not belonging
toF. Substituting each of these points in S one has the equations
iki = S(P iki , k, d)= 0.
These equations determine those values of (k, d) such that P iki ∈ C ∩S0. Furthermore,
S(P iki
, k, d) does not vanish identically, because otherwise P iki : =(a : b : c) would be a
solutionofSnot dependingon (d, k).Then, ifwe seeS as a polynomial inC[y1, y2, y3][k, d],
the point P iki would be a common root of the coefﬁcients of S. These coefﬁcients are
(F 21 + F 22 )y21 , (F 21 + F 22 )y1y2, (F 22 + F 21 )y22 , y23F 21 , y23F1F2, and y23F 22
and it follows that
c2F1(a, b, c)
2 = 0, c2F2(a, b, c)2 = 0.
Thus, c=0 or F1(a, b, c)=F2(a, b, c)=0 holds. In any case the point belongs toF, which
is a contradiction. Therefore S(P iki , k, d) does indeed deﬁne a curve
i
ki
in the (d, k)-plane,
and hence
3 = 2
∖⋃
i
ki⋃
j=1
iki

 .
Finally, we may choose a non-empty Zariski open subset 4 ⊂ 3 such that if (d0, k0) ∈
, and 
i = (iy1 − iy2) divides N0, then 
i does not divide the leading coefﬁcient of
F(y1, y2, y3)w.r.t. y3. In fact, since the leading coefﬁcientW(y1, y2) of F(y1, y2, y3)w.r.t.
y3 is a homogeneous polynomial in (y1, y2) (not depending on (d, k)), there is only a ﬁnite
set of pairs (ui, vi) such that (viy2−uiy1) dividesW. Substituting (ui, vi) in N one has the
equation
N(ui, vi, k, d)= 0.
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This equation deﬁnes a curve i in the (d, k)-plane, unless N(ui, vi, k, d) is identically
zero. But in this case (viy1 − uiy2) would divide N for all values of (d, k), a contradiction.
Thusi is a curve, and hence
4 = 3
∖(⋃
i
i
)
.
Now, let (d0, k0) ∈ 4 and let (by2 − ay1) divide R0. Then, there exists c such that
p= (a : b : c) ∈ C∩S0, or (by2 − ay1) divides the leading coefﬁcients of F and S0 w.r.t.
y3. In the ﬁrst case, if (by2 − ay1) divides M, then this (a : b : c) must be a fake point,
because of the conditions imposed in the construction of3. Furthermore, the construction
of2 also implies that this factor does not divideN0. In the second case, the construction of
4 implies that (by2 − ay1) does not divide N0. Therefore, in either case, for every factor
(by2 − ay1) of N0 there is an non-fake point p = (a : b : c) ∈ C ∩S0. Conversely, if
p = (a : b : c) ∈ C ∩S0 is non-fake, then (by2 − ay1) divides R0, and the conditions
in the construction of 3 implies that this factor does not divide M . Therefore it divides
N0. Thus, we have completely identiﬁed the factor dividing N0 with those factors related
to non-fake points.
The proof will be completed if we can show that the product of the factors in R0 related
to non-fake points has degree . This follows from the construction of 4 (see Theorem 5)
and from Lemma 19. In fact, if (d0, k0) ∈ 4 there are precisely  non-fake intersection
points, each of them with multiplicity equal to 1. Besides, none of these points is the origin,
and there is no line through the origin containing simultaneously fake and non-fake points.
Thus, Lemma 19 can be applied to every factor (y1−y2) dividingN0, to conclude that the
multiplicity of this factor equals the number of non-fake points in the line (y1− y2)= 0.
Therefore the degree of N0 equals the number of non-fake points, i.e. . 
6. A degree formula involving the hodograph
In Section 4, we have seen that for almost all values of the parameters k, d, the auxiliary
curve S provides a formula for the degree of the offset (see Theorem 14). In addition, in
Section 5, using resultants, we have also seen how to treat k, d generically to provide a new
formula for the degree (see Theorem 20). In this section, we show that all the information
required in both formulae can be derived from the hodograph curve to C (see Deﬁnition
16), and therefore, we may state a new formula where the parameters k, d do not appear.
In order to do that, the basic idea consists in proving that
∑
p∈Fmult p(C,S) can be
computed by analyzing the multiplicity of intersection of C and the hodograph at the fake
points.
In the following we see how the fake intersection points of C andS, i.e., the points in
F, and their multiplicities are related to the intersection points ofC andH. In this analysis
we will see that the fake points at inﬁnity, and the afﬁne fake points have a slightly different
behavior. For this reason, we will treat them separately.
Moreover,Theorem17 shows thatF ⊂ C∩H, and in fact, points inF can be determined
by computing the intersection points ofC andH at inﬁnity, plus the afﬁne singularities ofC.
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However, in order to adapt the degree formula in Theorem 14, we still have to analyze how
mult p(C,S) and mult p(C,H) are related, for p ∈F. In order to do that, we distinguish
between afﬁne fake points, and fake points at inﬁnity. The next Lemma shows the behavior
of the multiplicity of intersection for points inFa .
Lemma 21. Let p ∈Fa . Then mult p(C,S)=mult p(C,H).
Proof. Let P(t) = (a1(t) : a2(t) : 1) be any place of C centered at p. We will show that
ord(H(P (t))) = ord(S(P (t))), from where one deduces the result. Since F(P (t)) = 0,
taking the derivative of this expression with respect to t one gets
F1(P (t))a
′
1(t)+ F2(P (t))a′2(t)= 0.
Let us assume that ord(a1)ord(a2). Then the above equality gives that:
F1(P (t))=−a
′
2(t)
a′1(t)
F2(P (t)).
Now let p = (a, b) and let
a1(t)= a + 1t r1 + · · · ,
a2(t)= b + 1t s1 + · · · .
be the formal power series deﬁning P(t). We know that r1s1, 11 = 0. Then
a′1(t)= 1r1t r1−1 + · · · ,
a′2(t)= 1s1t s1−1 + · · · .
And using this in the quotient one has that
F1(P (t))=−a
′
2(t)
a′1(t)
F2(P (t))=−1s1t
s1−1 + · · ·
1r1t r1−1 + · · ·F2(P (t)).
Note that the order of the series in the numerator is lower or equal to the power in the
denominator. After dividing both numerator and denominator by this power, we get a series
in the denominator that is a unit in the ring of formal power series. This means that we may
write
F1(P (t))=−c(t)F2(P (t)),
where c(t) is a formal power series whose order is s1 − r1.
Now, using this expression, we substitute P(t) in the polynomials h and s , deﬁningH
andS, respectively, to get
h(P (t))= f1(P (t))2 + f2(P (t))2 = (1+ c(t)2)f2(t)2.
In this situation, we observe that 1 + c2 = 0, since otherwise C and H would have
inﬁnitely many common points, which is impossible becauseC is real; see for instance [22].
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Therefore, it holds that
ord(h(P (t)))= ord(1+ c2)+ 2 ord(f2(P (t)))= 2 ord(f2(P (t))).
Since p is a singularity of C, we know that f2(p)= 0. Hence
ord(f2(P (t)))1.
On the other hand, we know that
s = h(y1 − ky2)2 − d2y23 (f1 − kf 2)2
and L= y1− ky2 = 0 holds at p. Therefore upon substitution of P(t) into L a power series
of order 0 is obtained. Thus, ord(h(P (t))L(P (t)))=ord(H(P (t))), while substitutingP(t)
into f1 − kf 2 one gets that
(f1(P (t))− kf 2(P (t)))2 = (c(t)− k)2f2(P )2.
Therefore
s(P (t))= ((1+ c2)L(P (t))2 − d2(c − k)2)f2(P (t))2
and the term in parenthesis is a power series whose term of order 0 can only vanish for a
ﬁnite set of values of k. Therefore, generically in k one has that:
ord(H(P (t)))= ord(S(P (t))).
If ord(a1)> ord(a2) the above discussion can be repeated with the roles of F1 and F2
interchanged. 
Once the multiplicity of intersection atFa has been studied, we proceed to analyze the
points inF∞. As we have already mentioned, the result is slightly different.
Lemma 22. Let p = (a : b : 0) ∈F∞. Then it holds that
(1) If b = 0, mult p(C,S)=min(mult p(C,H),mult p(C, y23F 21 )),
(2) If b = 0, mult p(C,S)=min(mult p(C,H),mult p(C, y23F 22 )).
Proof. We prove (1). A similar reasoning can be applied to prove (2). Thus, let us assume
that b = 0. Now, let P(t)= (a1(t) : 1 : a3(t)) be a place of C centered at p. Reasoning as
in Lemma 21, and assuming that ord(a1)ord(a3), one gets that:
F1(P )=−a
′
3(t)
a′1(t)
F2(P )= c(t)F3(P ),
where c is a power formal series whose order is ord(a3)−ord(a1). SinceF is a homogeneous
polynomial, one has that, by Euler’s identity, and taking into account that F(P (t))= 0, one
has that:
0= a1F1(P )+ 1 · F2(P )+ a3F3(P ).
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And so
F 22 = (a1F1(P )+ a3F3(P ))2 = (a1c + a3)2F 23 .
Setting this in H(P (t)) leads to
F 21 + F 22 = c2F 23 + (a1c + a3)2F 23 = (c2 + (a1c + a3)2)F 23 .
Now we observe that the order of a1c is at least equal to the order of c, and the order of a3
is greater or equal to the order of c. Therefore,
ordH(P (t))2 ord(c)+ 2 ord(F3).
In Example 26 one may check that this inequality might in fact be strict.
Now we substitute P(t) into S=HL2−dy23T 2, where L=y1− ky2 and T =F1− kF 2.
Reasoning as in the afﬁne case, one has that p does not belong to L, and so the order ofHL2
at p equals the order ofH at p(t). Let us analyze the last term in S.When we substitute P(t)
in y3T 2 we get
a23(F1(P )− kF 2(P ))2 = a23(cF 3(P )+ k(a1c + a3)F3(P ))2
= a23(c + k(a1c + a3))2F3(P )2.
The factor (c+ k(a1c+ a3)) has (generically in k) the same order as c, because the order of
a1c is at least equal to the order of c, and the order of a3 is greater or equal to the order of
c. Since (generically) no cancellation can occur, our claim follows. So we have seen that,
if ord(a1)ord(a3) then:
ordH(P (t))2 ord(c)+ 2 ord(F3),
ord(y23T 2)= 2 ord(a3)+ 2 ord(c)+ 2 ord(F3(P )).
Therefore the order of S(P (t)) depends of the relative position between the orders ofH and
y23T
2
. In most cases the order of H is 2 ord(c) + 2 ord(F3) and so this is also the order of
S. But in some curves cancellation in S occurs, and then the order of S is controlled by the
last term y23T 2. Observe that even when bothH and y23T 2 have the same order, cancellation
among them can only occur at certain values of k. So generically in k we see that
mult p(F,S)=min(ordH(P (t)), ord(a23T 2(P (t)))).
Now observe that
F1(P )= c(t)F3(P )
gives
ord(c(t))= ord(F1(P ))− ord(F3(P ))
and so
ord(H(P (t)))2 ord(F1(P )),
ord(a23T 2(P (t)))= 2 ord(a3)+ 2 ord(F1(P ))
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from where one deduces the result. Now suppose that ord(a3)< ord(a1). Then we would
get that
F3(P )= c(t)F1(P ),
F2(P )=−a1F1(P )− a3F3(P )
and so
H(P )= F 21 (P )+ (−a1F1 − ca3F1)2 = F 21 (P )(1+ (a1 + ca3)2).
Thus ord(H(P ))2 ordF1(P ). When we substitute in y23T 2 we get
a23(F1(P )− k(−a1F1(P )− a3F1(P )))2 = a23F 21 (P )(1− k(a1 + a3c))2.
Thus ord(y23T 2) = 2 ord a3 + 2 ordF1(P ) (generically in k), because the last factor is of
order 0. These are the same results for ord(H(P )) and ord(y23T 2) that we obtained before,
and therefore the result holds. 
Remark 23. Note that we can express ord(a3), ord(F1) as intersection multiplicities:
ord(a3)=mult p(C, y3), ord(F1)=mult p(C, F1).
Applying Lemmas 21 and 22 in combinationwithTheorem 14, one deduces the following
formula for the offset degree in terms of the hodograph curve.
Theorem 24. For p = (a : b : 0) ∈F∞, let
AP =
{
min(mult p(C,H),mult p(C, y23F
2
1 )) if b = 0
min(mult p(C,H),mult p(C, y23F
2
2 )) if b = 0
Then, for d ∈ R\{0} (or d ∈ R\{0, r} if C is a circle of radius r) it holds that:
deg(Od(C))= 2 deg(C)−
∑
p∈Fa
mult p(C,H)−
∑
p∈F∞
Ap.
Remark 25. If we denote by Singa(C) the afﬁne singular locus of C and by C∩∞H the
set of intersection points ofC andH at inﬁnity, using Theorem 17, the formula in Theorem
24 can be rewritten as
deg(Od(C))= 2 deg(C)−
∑
p∈Singa(C)
mult p(C,H)−
∑
p∈C∩∞H
Ap.
FromTheorem24arises the natural questiononwhetherAp canbe taken asmult p(C,H),
and therefore whetherH can be taken as a substitute ofS at inﬁnity, when computing mul-
tiplicities of intersection. Most of the examples seem to point that this is the case. However,
the next example shows that, in general, this is not true.
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Fig. 2. Some offset curves of the lemniscata. In this ﬁgure and in the following ﬁgures, the generating curve C is
pictured with a thick line.
Example 26 (The lemniscata). We consider a typical lemniscata C given by (see Fig. 2)
f (y1, y2)= (y21 + y22 )2 − 2y21 + 2y22 .
The offset curve to C has degree 12 (see [20, p. 260]). The singularities of C are three
double points: the afﬁne point p1 = (0 : 0 : 1) and the cyclic points p± = (1 : ±i : 0), and
one can check that the only intersection points of C andH at inﬁnity are p±. Therefore
F∞ = {p±} andFa = {p1}. In addition, it is easy to check that
mult p1(F,H)= 4 and mult p±(F,H)= 10.
Therefore, if we useH as a substitute forS at these points, we would conjecture that
= 2n2 −mult p1(F,H)−mult p+(F,H)−mult p−(F,H)
= 2× 42 − 4− 10− 10= 8
and this is not correct. But if we use y23F 21 as a substitute for S we would get
mult p±(F, y23F
2
1 )= 8
and hence
Ap± =min(mult p+(F,H),mult p±(F, y23F 21 ))=min(10, 8)= 8.
Therefore, our formula now gives the right value for :
= 2n2 −mult p1(F,H)− Ap+ − Ap− = 2× 42 − 4− 8− 8= 12.
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Fig. 3. Some offset curves of the curve y41 − y21y22 + 1= 0.
This phenomenon with the lemniscata can be understood in terms of the places of C at the
cyclic points. For instance, at p+ = (1 : i : 0) the curve C has two branches, and a place
for one of the branches of C at p+ is
P(t)= (a1(t) : a2(t) : a3(t))=
(
1+ 2t : i : t − 1/16t3 + 1/16t4 − 3
64
t5 + · · ·
)
and
H(P (t))= 32t5 + 16t6 − 6t7 + · · · ,
S(P (t))= 64d2(k + i)2t4 + 32(4d2 − 1)(k + i)2t5 + · · · ,
so that (generically in k) the order of S(P (t)) is not determined by H.
In the following example, we apply the degree formulae to a quartic plane curve that is
not rational.
Example 27. Let C be the plane irreducible curve deﬁned by (see Fig. 3)
f (y1, y2)= y41 − y21y22 + 1.
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Fig. 4. Some offset curves of an ellipse (left) and a hyperbola (right).
The hodograph of C is deﬁned by
h(y1, y2)= (4y31 − 2y21y22 )+ 4y41y22 .
C has only one double point at inﬁnity, namely p = (0 : 1 : 0). Moreover, C andH only
intersect at inﬁnity at p. Thus,F∞ = {p} andFa = ∅. Now, we compute Ap:
Ap =min(mult p(F,H),mult p(F, y23F 21 ))=min(8, 12)= 8.
Thus, applying the formula in Theorem 24, one gets that
deg(Od(C))= 2× 42 − 8= 24.
In fact, using elimination techniques, one may compute the implicit equation of Od(C),
whose degree is 24. We do not show here the implicit equation since it is a very dense
polynomial; indeed, it has 248 terms with large integer coefﬁcients.
We ﬁnish this section showing how the formula in Theorem 24 can be applied to obtain
the degree of the offsets to conics, giving the expected known degrees (Figs. 4–6).
Example 28 (Ellipses and hyperbolas). Let C be an ellipse or a hyperbola, given by
f (y1, y2)= ay21 ± by22 − 1,
where a, b are positive real numbers, and where we exclude the circles ay21+ay22=1. Since
the offset is invariant under orthogonal transformations, this equation covers all possible
cases. Since C is nonsingular, one has thatFa = ∅. Moreover,
H(y1, y2, y3)= 4a2y21 + 4b2y22 ,
and it is easy to check that C andH do not intersect at inﬁnity. Therefore,F∞ =∅. Thus,
applying Theorem 24 one has that
deg(Od(C))= 2 deg(C)2 = 8.
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Fig. 5. Some offset curves of a parabola.
Example 29 (The parabola). Let C be a parabola given by the equation
f (y1, y2)= y2 + ay21 with a = 0.
Again, we have thatFa = ∅, and it is easy to check that
F∞ = {p : =(1 : −1 : 0)}.
Furthermore, in this case, one gets that Ap = 2. Thus, the formula in Theorem 24 implies
that
deg(Od(C))= 2 deg(C)2 − Ap = 6.
Example 30 (The circle). Let C be the circle of radius r deﬁned by
f (y1, y2)= y21 + y22 − r2.
In this caseFa = ∅, and
F∞ = {p± : =(1 : ±i : 0)}.
Moreover, A± = 2. Thus, the formula gives
deg(Od(C))= 2 deg(C)2 − Ap+ − Ap− = 8− 2− 2= 4.
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Fig. 6. Some offset curves of the cardioid.
7. A formula for rational curves
The formulae derived in the previous sections are valid for arbitrary real irreducible
algebraic plane curves. In this section, we see how a similar reasoning can be adapted
for rational real algebraic plane curves given parametrically. Parametric varieties play an
important role in many applications, and computations with offsets to unirational varieties
tend to be simpler. We refer the reader to [1,2,9,16,21] for the study on the unirrationality
of offset varieties. In this case, the formula is simpler to apply, as it only requires the
computation of the degree of three univariate gcds, directly related to the parametrization.
The results in this section provide an alternative to the formula presented in [8].
To be more precise, let
P(t)=
(
X(t)
W(t)
,
Y (t)
W(t)
)
be a rational parameterization of a real curve C, where
gcd(X, Y,W)= 1.
The offset is then described by the system:
(W(t)x1 −X(t))2 + (W(t)x2 − Y (t))2 = d2W 2(t),
N1(t)(W(t)− x1)+N2(t)(W(t)x2 − Y (t))= 0,
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where
N1(t)=W(t)X′(t)−W ′(t)X(t),
N2(t)=W(t)Y ′(t)−W ′(t)Y (t).
Note that (N1(t), N2(t)) is a normal to the curve at each point where it is deﬁned. Now we
proceed as we did in the implicit case, ﬁnding the intersection of the offset with the line
x1 = kx2. Substituting this into the offset system we get, from the second equation, that
W(t)x2 = N1X +N2Y
N1k +N2 .
Plugging this in the ﬁrst equation and rearranging terms we arrive at the equation:
S(t)= (N21 +N22 )(X − kY )2 − d2W 2(N1k +N2)2 = (N21 +N22 )X2 −W 2N22 d2
+ (N21 +N22 )Y 2k2 −W 2N21 d2k2 − 2(N21 +N22 )XYk − 2W 2N1N2d2k.
A similar argument to the implicit case, based on the genericity of k and d, shows that the
offset degree coincides with the degree of the primitive part of S with respect to k and d.
The corresponding content of S is given by
K(t)= gcd((N21+N22 )X2, (N21+N22 )Y 2, (N21+N22 )XY ,W 2N21 ,W 2N22 ,W 2N1N2).
But
gcd((N21 +N22 )X2, (N21 +N22 )Y 2, (N21 +N22 )XY)
= (N21 +N22 ) gcd(X2, Y 2, XY )= (N21 +N22 )(gcd(X, Y ))2
and similarly
gcd(W 2N21 ,W 2N22 ,W 2N1N2)=W 2(gcd(N1, N2))2.
Therefore
K(t)= gcd((N21 +N22 )(gcd(X, Y ))2,W 2(gcd(N1, N2))2).
Moreover, the degree in t of S is easily seen to be
2n+ 2, where =max(deg(N1), deg(N2)),
where n=max(degt (X(t)), degt (Y (t)), degt (W(t))). Thus, we arrive at the following for-
mula for the offset of a rational curve, that involves only the computation of three gcds:
Theorem 31. Let C be a real rational plane curve deﬁned by
P(t)=
(
X(t)
W(t)
,
Y (t)
W(t)
)
.
Then, for d ∈ R\{0} (or d ∈ R\{0, r} if r is a circle of radius r) it holds that
deg(Od(C))= 2n+ 2− ,
where
(1) n=max(degt (X(t)), degt (Y (t)), degt (W(t))),
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(2) =max(degt (N1(t)), degt (N2(t))), where
N1(t)=W(t)X′(t)−W ′(t)X(t),
N2(t)=W(t)Y ′(t)−W ′(t)Y (t).
(3) = degt (gcd((N21 +N22 )(gcd(X, Y ))2,W 2(gcd(N1, N2))2)).
Note that the study of the degree of the offsets to the conics done at the end of Section 6
can be similarly performed using Theorem 31, and taking generic rational parametrizations
of the conics. In the following, we illustrate the formula for rational curves presented in
Theorem 31 by means of a couple of examples.
Example 32 (The cardioid). We consider the cardioid given by the parametrization
P(t)=
( −1024t3
256t4 + 32t2 + 1 ,
−2048t4 + 128t2
256t4 + 32t2 + 1
)
.
Then n= 4 and
N1(t)= 1024t2(16t2 − 3)(16t2 + 1),
N2(t)=−256t (48t2 − 1)(16t2 + 1).
Therefore = 6. Moreover,
K(t)= (256t4 + 32t2 + 1)2(16t2 + 1)t2.
Thus, = 12. So, applying Theorem 31 one has that
deg(Od(C))= 2n+ 2− = 8+ 12− 12= 8.
On the other hand, we now apply the formula in Theorem 24. For this purpose we compute
the implicit equation of C, namely
f (y1, y2)= (y21 + 4y2 + y22 )2 − 16y21 − 16y22
as well as the equation of the hodograph
h(y1, y2)= (4y31 + 24y21y2 + 36y1y22 + 8y32 − 32y1)2
+ (8y31 + 36y21y2 + 24y1y22 + 4y32 − 32y2)2.
The curve C has three double points at p1 = (0 : 0 : 1) and p± = (±i : 1 : 0). Besides, the
only intersection points between C andH at inﬁnity are (±i : 1 : 0). Thus we compute
mult p1(C,H)= 6
and
Ap± =min(mult p+(F,H),mult p±(F, y23F 21 ))=min(9, 10)= 9.
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Therefore, the formula in Theorem 24 gives
= 2n2 −mult p1(F,H)−mult p+(F,H)−mult p−(F,H)
= 2× 42 − 6− 9− 9= 8,
for the offset degree.
Example 33. As a second example, let us consider the rational curve given by the
parametrization
P(t)=
(
X(t)
W(t)
,
Y (t)
W(t)
)
,
where
X(t)=−12(54− 12t3 − 96t + 54t2 + t4)(88t3 − 495t2 + 729t − 324),
Y (t)=−12(54− 12t3 − 96t + 54t2 + t4)(24t3 − 128t2 + 417t − 324),
W(t)= t (2t − 1)(2t − 3)(3t − 2)(88t3 − 495t2 + 729t − 324).
The degree of this curve is n=max(degt (X(t)), degt (Y (t)), degt (W(t)))= 7. Besides
N1(t)= − 24(162− 1350t + 3630t2 − 4296t3 + 2433t4 − 623t5 + 56t6)
× (88t3 − 495t2 + 729t − 324)2.
N2(t)= 5237882496t + 72445792176t3 + 54156800952t7 − 122969533752t4
− 26403458544t2 − 104102840304t6 + 137367638208t5 − 725895120t10
− 19308852684t8 + 66912768t11 − 2749824t12 + 4646438784t9− 408146688
leads to =max(deg(N1), deg(N2))= 12. Finally, in this case
K(t)= gcd((N21 +N22 )(gcd(X, Y ))2,W 2(gcd(N1, N2))2)= 1
whence = 0. Therefore, the formula for rational curves gives
2n+ 2− = 14+ 24− 0= 38
for the offset degree of this curve.
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