Abstract-The Jiangmen Underground Neutrino Observatory (JUNO) is a next-generation experiment designed to study the neutrino mass hierarchy, one of the open questions in particle physics. The entire experimental system includes the detector system, the electronics system, and the data acquisition (DAQ) system. Dataflow is the core of JUNO DAQ system. Readout system and event building (EB) system are two key aspects of dataflow. Based on the requirements analysis of JUNO DAQ, this paper proposes a data-flow schema of distributed network readout and second-level EB. Focusing on the performance requirements of JUNO DAQ, the performance of the readout and EB module, the number of readout processes and EB processes deployed on each node, the ratio of readout nodes and EB nodes, and scalability of the two modules are discussed in detail. The results of the research provide a reference for further optimization of the JUNO DAQ data-flow framework.
I. INTRODUCTION
T HE Jiangmen Underground Neutrino Observatory (JUNO) [1] is a next-generation neutrino experiment in the construction phase in South of China. Detecting the antineutrinos produced by the nearby Yangjiang and Taishan nuclear power plants, JUNO will study the neutrino mass hierarchy. Thanks to the large active mass (20 000 tons) and unprecedented energy resolution, JUNO will allow studying many hot topics in neutrino physics, such as supernova and solar neutrinos, atmospheric and geoneutrinos, nucleon decay, and indirect dark matter studies. A reference to the JUNO-rich physics program is given elsewhere [2] . From the readout point of view, JUNO is made of three independent systems: about 20k 20" photo multiplier tubes (PMTs) in the central detector and water Cherenkov VETO [3] , 25k 3" PMTs in the central detector, and a target tracker for the top VETO system. The 20" PMT waveform will be sampled with 1 Gb/s and 12-bits ADCs. Assuming a readout window of 1 µs, with 16-bit data size, the single PMT data size will be about 2 kB. According to simulation estimates, 1-kHz event rate is assumed. Without any data compression, the corresponding readout throughput will be 40 Gb/s. If a one-to-one detector and electronics connection scheme are used, there will be about 20 000 readout connections [3] . In order to read out and process about 20 000 channels front-end electronics (FEE) data, DAQ readout module will use distributed network readout schema. The DAQ system needs to assemble the data fragments of all electronic channels in a full event of the detector according to the trigger id.
II. READOUT AND EVENT BUILDING SCHEMA IMPLEMENTATION
Since FEE do not have flexible data scheduling transmission capability, the event building (EB) process will be scheduled after the DAQ readout module. The readout module assembles multiple channels of electronics data together to form event fragments, and then sends the fragments to EB module. The EB module assembles these fragments to form a full event.
JUNO experiment has many similarities with Beijing Spectrometer III (BESIII), ATLAS, and Daya Bay experiments in DAQ data-flow section [4] , [5] . We can design and develop JUNO DAQ data-flow software by referring to the three experiments mentioned above. In JUNO DAQ data-flow framework, the readout process of the readout module is called ROS, and the EB process in EB module is called EB. The readout module reads out the electronic data and performs the first-level data assembly, and the EB module collects all ROS fragments and packages them into a full event. The ROS module defines abstract readout interface. A different implementation of the readout interface corresponds to different ways to readout FEE data. According to JUNO FEE interface, we implement a client for network readout and integrate it into the ROS module. Fig. 1 shows the data-flow collaboration process for readout and EB module which was migrated from the ATLAS TDAQ backend data-flow system and BESIII front readout software [5] - [8] . It mainly includes the readout subsystem (ROS), EB system, and EB manager (EBM). An ROS receives multiple channels of fragments from the FEE, these fragments are called "ROD Fragments." After collecting all the fragments 0018-9499 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. of a specific event id, ROS sends the event id (L1id) to EBM. The EBM assigns the event to an unbusy EB via a "round robin" load-balancing algorithm [9] . The assigned EB requests all the fragments of the event (event L1id) from all the ROSs and builds a full event out of them. After the EB has completed building an event, it sends an "end of event" message back to the EBM. The EBM then removes the event from its internal bookkeeping and sends the clear command to the ROSs. After receiving the clear messages, all the ROSs then delete the corresponding fragments from its memory. The performance of the readout module corresponds to the throughput performance of process 1 in Fig. 1 , and the EB performance corresponds to the throughput performance of process 2.
III. RESEARCH TEST PLATFORM
In order to study the performance of the readout module, the FEE data source uses a server-side program developed by C++ to send simulated data as fast as possible. All software is deployed on a set of Lenovo blade servers consisting of 14 nodes, each node containing a 56-Gb/s Mellanox NIC and a 10-Gb/s Ethernet card. We use the Mellanox NICs in IP-over-InfiniBand (IPoIB) mode to transmit simulated data stream. The switching branch is IBM Flex System IB6131 InfiniBand switch. It supports 56-Gb/s FDR InfiniBand. The 10-Gb/s Ethernet is used to transmit messages. Other detailed parameters are shown in Table I .
IV. READOUT MODULE PERFORMANCE STUDY

A. Single Readout Node Deployment
Single readout node throughput (Throughput) equals the product of the fragment size (Size), the event rate (Rate), the number of channels received per ROS (Chan), and the number of ROSs arranged on a node (NROS), as shown in the following formula:
According to the first chapter of the requirement analysis, JUNO DAQ's current performance design indexes can be summarized as
The bandwidth and CPU resources of a single readout node are limited. The meaning of optimal deployment can be defined as follows. Under the condition of (2), adjust the value of NROS and Chan to reach the maximum Throughput.
Before conducting the ROS tests, we use a third-party tool iperf to test the network performance as a set of comparative validations for the ROS tests [10] . iperf is a common network measurement tool. It uses the multithreaded transfer model to transfer data from client to server. The real dataflow is also multiple streams. The readout module can configure multiple ROSs to receive data, and each ROS can process multiple connections. The iperf test results correspond to the test results of each ROS connected to only one data channel. Fig. 2 is a set of tests conducted on a set of Lenovo blades using the third-party software iperf [10] , where the abscissa is the logarithm of thread's number and the ordinate is the throughput. The fragment size is set to 2 kB. The command of the iperf server is "iperf -s" and clients are "iperf -c host -P N -l 2048 -t 100," where "host" is the server ip address and "N" is the thread number. Different lines represent the number of sending and receiving nodes, the line with "open triangle up" marker represents one sending node versus one receiving node, the line with "open square" marker represents two sending nodes versus one receiving node, and the line with "open circle" marker represents one sending node versus two receiving nodes. In the case of one versus one, it shows that eight threads reach the maximum throughput 27 Gb/s at 2-kB fragment length. Because of the low single-core speed, only 48.2% of full bandwidth is achieved. As the number of threads continues to increase, exceeding the number of CPU cores, the total throughput begins to decline. To get better test results, more CPU resources should be added.
Increasing a sending node, the line with "open square" marker shows almost the same throughput at different thread numbers, which indicates the bottleneck is not in a sending node as performance does not increase while adding more sending CPU resource. In the case of one sending node versus two receiving nodes, it reaches the maximum throughput 44 Gb/s at 16 threads. This shows that the sending capability of a single node is greater than the receiving capability, and the CPU speed of the receiving node is a bottleneck. 3 shows the throughput of the single readout node as a function of the number of channels received per ROS (Chan) and the number of ROSs arranged on the node NROS. In this set of tests, ROS-disabled memory management, message processing thread request handler, and other codes have nothing to do with the readout process. It can be seen from Fig. 3 that the best performance from 18 Gb/s can be obtained when eight ROSs are arranged on a single node, supporting for 1024 channels. Performance does not increase when arranged more than 1024 channels. Fig. 4 uses iperf to test the readout throughput of a single node as a function of packet size. It shows that the throughput performance increases as the packet size increases, and the throughput tends to be stable after the packet size is larger than 10 kB. If the packet size can be increased in the future, the performance of the data acquisition (DAQ) system will be greatly improved.
B. Packet Size's Impact on Readout Throughput
C. Number of Packets to Read Out After Each Polling
ROS polls each data channel for readiness and, if it is readable, reads out the next data fragment for that channel [11] . When an ROS is connected to a large number of channels, switches between channels will increase, which will reduce the throughput performance. When a data channel is readable, reading out more packets before switching to another data channel can increase the performance.
Fig . 5 shows the difference in a single ROS readout throughput when reading one packet each time and 10 packets each time. The abscissa is the logarithm of the number of data channels connected to the ROS. It shows that when single ROS reads out 2-kB fragments of 1024 channels, the throughput performance of receiving 10 packets each time increases 18.4% than that of receiving one packet after each polling. If the future experiment system can be designed to send and read out multiple data packets each time, the performance of the DAQ system will also be improved.
D. Scalability of Multiple Readout Nodes
Sections IV-A-IV-C discussed the performance of the single readout node and analyzed two factors that affected the performance, which can be taken into account in the future design. For the single readout node, eight threads can reach the maximum performance 18 Gb/s, up to 1024 channels can be arranged. The scalability of software can be verified by extending the deployment scheme of a single node to multiple nodes. Fig. 6 shows the throughput performance on each node when the single readout node deployment is extended to six nodes. Two different memory management methods are discussed. With single receive buffer (which was used in previous sections), 21 Gb/s throughput can be achieved per node. The socket buffer is set to 8 MB to improve the readout performance. It shows that the readout module has good scalability.
In order to insert, search, and delete data fragments quickly, the DAQ software had its own ROS buffer management [9] . While using ROS buffer management, with the same deployment on each node, only 12.4 Gb/s per node throughput can be reached, that is, 12.4 Mb/s per channel which is less than the designed single-channel data rate 16 Mb/s. In order to meet the data rate requirements, the number of data channels handled per node should be reduced. Decrease the number of channels processed by each readout node, based on extensive testing, and two deploy scheme can meet the designed requirements with enough margin, which are shown in Fig. 7 .
The first one deploys eight ROSs per node, with 48 channels connected to each ROS. This deployment gets 12 Gb/s throughput per node, with 32 Mb/s per data channel, which is twice of the designed single-channel data rate. The second one deploys 16 ROSs per node, with 24 channels connected to each ROS. The deployment gets 10 Gb/s throughput per node, with 26.7 Mb/s per data channel, which also has enough data rate margin than the data rate requirements. Therefore, with ROS buffer management, about 384 channels can be handled per readout node.
V. EVENT BUILDING MODULE PERFORMANCE
To reduce the burden on readout CPU and network, the ROS is replaced by EmuROS, which generates local dummy ROS fragments and sends them to the EB module. The number of EmuROSs arranged per node is called NEmuROS. The number of channels handled per EmuROS is called EmuChan. First, the assembling ability of single EB node versus single simulated readout node is studied. Then, the single node deployment is extended to multiple nodes to verify scalability.
A. Single Simulated Readout Node Versus Single EB Node Performance
Apply the optimal single-node deployment in the previous section, NROS = 8 and Chan = 128, to the simulated readout node, i.e., NEmuROS = 8, EmuChan = 128. The simulated readout node locally generates 2 kB of dummy fragments and sends them to the EB node. As the number of EBs increases from one to four, the event rate remains constant at 0.7 kHz, which is less than the designed value of 1 kHz. Network bandwidth is not full, adding CPU resource of the EB node does not help with performance improvement, indicating that the bottleneck at this time is in the CPU of the simulated readout module. Fig. 8 shows the single simulated readout node versus single EB node performance with different deployments on each node. The bottom three lines in Fig. 8 represent the event rate of 1024 channels placed on a single node, with three different combinations: 8 ROS × 128 channels, 16 ROS × 64 channels, and 32 ROS × 32 channels. The achieved event rate is less than 1 kHz. This proves that the single readout node supports less than 1024 channels. Reduce the number of channels deployed on the single simulated readout node to 512-8 ROS × 64 channels, 16 ROS × 32 channels, and the event rate is between 1 and 2 kHz. Considering the load of reading out FEE data, the event rate margin is still insufficient. Continuing to reduce the number of channels arranged on the single simulated readout node to 384, with eight ROSs per node and 48 channels per ROS, we get an event rate of 1.64 kHz, which is still less than 2 kHz; with 16 ROSs per node and 24 channels per ROS, we get an event rate of 2.5 kHz, which is larger than twice the designed event rate, enough to meet the requirements. On the other hand, the number of EBs per EB node seems to have little influence on the performance when it becomes larger than four. Adding the number of EBs does not improve the performance, and the bottleneck, in this case, is the CPU of the simulated readout module.
Considering the actual readout module, the CPU load on the readout node is heavier, and subsequent data-flow studies will be deployed in the following scenarios to preserve sufficient event rate margins: Size = 2 kB, NEmuROS = 16 EmuChan = 24, #EBs/Node = 8.
B. Multiple Readout Nodes Versus Multiple EB Nodes Scalability
Deploying the number of EmuROSs on each simulated readout node and the number of EBs in each EB node as (3) and changing the number of simulated readout nodes and EB nodes, we get the scalability study diagram shown in Fig. 9 . The numbers in the rectangle mean the event rate in kilohertz. As can be seen in Fig. 9 , the proportional deployment according to scheme (3) has good scalability. When the number of EB nodes is smaller than the number of simulated readout nodes, the event rate has decreased to varying degrees, the number of simulated readout nodes, and the number of EB nodes should be arranged in a 1:1 ratio to keep enough margin of event rate.
VI. READOUT AND EB INTEGRATION TEST RESULTS
Integrating the EB module and the readout module together with the simulated FEE data source, we get a set of software for integration testing. On the existing 14 blade servers: 2 sending nodes-768 sending processes on each sending node-4 readout nodes, 4 EB nodes, respectively, deployed according to scheme (3) were arranged. The integration test results are shown in Fig. 10 . It shows that the overall integration event rate is 1.1 kHz. With four readout nodes and four EB nodes, 1536 channels of electronic data in total can be read out and assembled.
VII. CONCLUSION
The readout performance of JUNO DAQ is mainly affected by the number of readout processes, the number of channels connected to each readout process, and the fragment size. When fragment size is set to 2 kB, with eight readout processes per node and 128 channels per process, we can reach a readout throughput of 17.7 Gb/s, supporting up to 1024 channels per node. This is the optimal readout deployment with single receiving buffer and it has good scalability. In terms of the ROS buffer management, the readout performance decreases significantly, which can support up to 384 channels per readout node.
For the EB module, the assembly capability of a single EB node is stronger than the sending capability of a single simulated readout module. The deployment: Size = 2 kB, NROS = 16, NChan = 24, and #EBs/Node = 8 can achieve an event rate of 2.5 kHz, which preserves sufficient event rate margins.
The integrated testing results show that eight nodes can readout and assemble 1536 channels of electronic data with an event rate of 1.1 kHz. Expanding to 20 000 channels, a total of 105 such nodes, i.e., eight sets of blade servers are needed to complete the readout and EB process. If higher frequency CPUs are used, the number of nodes will be further reduced.
