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The paper considers computer algebra in a non-commutative s tting. So far, such 
investigations have been centred on the use of algorithms for equality and of universal 
properties of algebras. Here, the foundation of all computations i the presentation of the 
algebra under investigation by a finite number of generators subject o a finite number of 
defining relations, which satisfy the additional property of forming a Gr6bner (or standard) 
basis. Such algebras are called s.f.p.--for standard finite presentation. It is shown that various 
algebraic properties, such as being finite-dimensional, nilpotent, nil, algebraic are 
algorithmically recognisable. When the defining relations are words in the generators, this is 
also shown to be the case for the properties of being semi-simple, prime, semi-prime, tc. 
Introduction 
In this paper K denotes a fixed field of arbitrary characteristic, and the term K-algebra is 
used to denote an associative algebra over K. We are interested in the existence of 
algorithms for recognising certain properties of a K-algebra A. As usual, the starting 
point of such an investigation is the presentation of A in the form A = K(X) / I ,  where 
X = {Xx . . . . .  x,,} is a set of indeterminates, K(X} is the free K-algebra on it, and I is an 
ideal. That, without further restriction, there is no hope of obtaining reasonable 
statements, is a consequence (at least) of the unsolvability of the word problem in the 
class of finitely-presented algebras. Thus, we are led to impose some kind of conditions on 
I. The ones best suited to our purposes turn out to be those considered by Buchberger 
(1965) for commutat ive algebras and generalised by Bergman (1978) to the case of 
associative algebras, in terms of specific properties of some set of generators of I. We now 
turn to their description, following Bergman (1978). 
Let (X )  denote the free semigroup generated by X; we consider the empty word as 
belonging to (X) ,  and denote it by 1. The elements of (X )  are ordered as follows: (a) 
x~ <. . .  < x,,; (b) if u, ve (X)  are of the same degree, then < refers to the lexicographic 
order; (c) if u, v ~ (X)  are of degree m, n respectively, and m < n, then u < v. Clearly, this 
order  is compatible with the product in (X) .  
We consider only finitely generated ideals I (i.e. only finitely-presented algebras A). Let 
G = {91 . . . . .  9t} be a generating set for I, and for i = 1 . . . . .  t write 9~ in the form w~-h i, 
where w~e(X)  is the highest term of O~. In order to avoid trivial cases, we furthermore 
assume deg wi > 2 for all i. 
Consider the K-l inear operators r,~, called reductions, defined on the underlying vector 
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space of K(X)  by the formulas r,,iv(uwiv) ~ uhiv (u, ve (X)), and r,~o(w ) = w for all other 
monomials w. 
A monomial is called normal (mod I) if it does not contain as a subword any of the 
w[s. We say a polynomial f is normal (mod I), if either f=  O, or if 
f=  ~ 0qfi 
i=1 
with ~eK\{0},f~ is a normal monomial for i=  1 . . . .  , s, andf  <~ when i <j. 
Since the order on (X)  satisfies the decreasing chain condition, it follows that for any 
polynomial f~  K(X) ,  one can find by means of a finite number of reductions a normal 
polynomial f such that f~f (mod I). Such a polynomial f is called a normal form of f. 
However, f is not determined uniquely by f in general. In case every f~K(X)  has a 
unique normal form, the basis G is called Gr6bner (or standard). This is clearly equivalent 
to the condition that ge l  (if and) only if it can be reduced to 0. In this case A = K(X) / I  
is said to be a sf.p. (=standard finitely presented) algebra. The importance of this 
notation comes from the fact that the normal (rood I) monomials in K(X)  project to a 
K-basis of A, cf. Bergman (1978). In particular, if A is s.f.p., it has a solvable word 
problem. Note that any finitely generated commutative K-algebra is s.f.p. However, in 
general, whether a given algebra A is s.f.p., is a highly non-trivial problem. Even if this is 
known to be the case for A, then the actual exhibition of a standard presentation may still 
be a difficult task, since it depends not only on I and its generators, but also on the 
algebra generators of A, and the order on (X).  
In this paper, our starting point is an algebra A which is given via a standard 
presentation. Our main results how that in this case many significant algebraic properties 
are recognisable, i.e. can be established algorithmically. 
THEOREM 1. Let A be an s.f.p, algebra. Then it is a recognisable property that: 
(i) A has a growth of a given type, in particular: A is finite dimensional; 
(ii) A is algebraic over K; 
(iii) A satisfies the polynomial identity IX1 . . . . .  X r] = O for a fixed integer r. 
For algebras without unit, the properties of  being nil or nil-potent are recognisabte. 
The proof is given in remark 9 for (i), (if), nit and nilpotency. It follows from remark 12 
for (iii). 
In case A is defined by monomial relations, i.e. gt = w~for i = 1 . . . . .  t, more information is 
available. 
THEOREM 
(iv) A 
(v) a 
(vi) A 
(vii) A 
This is an 
2. Let A be a monomial algebra. Then it is a recognisable property that: 
has no nilpotent elements; 
is semi-simple (in the sense of Jacobson); 
is prime; 
is semi-prime. 
immediate consequence of the more precise result contained in theorem 18. 
Related to the question of recognising some property of the algebra A, is the problem of 
the existence of an algorithm for checking if a given element of A has some specified 
property. When A is monomial we answer it positively in the proposition 13 and theorem 
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15 for the property of belonging to the Jacobson radical. For the properties of being a 
zero-divisor, nilpotent, or quasi-invertible, we provide algorithms only for elements of a 
specific type, which are in some sense "external". In particular, they include all 
homogeneous elements. 
We should like to thank Luchezar Avramov for several useful discussions and for 
suggesting improvements of the exposition. We also want to thank Ragnar-Olaf 
Buchweitz and Jim Carlson for help with the material in section 5. 
1. Ufnarovskij's Graph and Growth of Algebras 
This section introduces ome techniques which will be used in the rest of the paper, and 
gives some applications of Ufnarovskij's work on growth of monomial algebras. 
For an algebra C, generated over K by ct . . . . .  c,,, denote by C, the K-linear span of all 
monomials of degree <s in the c~'s. Recall that C is said to have exponential growth 
(resp. polynomial growth of degree d) if there exist real numbers 1 < D < E such that 
D~< dimKC ~ < E ~ (resp.: if d is the smallest non-negative integer such that there exists a 
degree d real polynomial p(x) with dimKC , < p(s)) for all s > 0. 
It is well known (Borho & Kraft, 1976), that these conditions do not depend on the 
choice of the (finite set of) generators of C. 
A finitely presented algebra B = K(x l  . . . . .  x,)/ J  is called a monomial algebra, if the 
ideal J is generated by a finite number of monomials in the xt's. We shall always assume a
monomial algebra comes with a presentation in which the generators x~ and the 
monomials W = {wl . . . . .  we} which generate J are fixed; furthermore, we assume ach w~ 
is of degree __> 2. It is easily verified that any such W is a Gr6bner basis of J. 
Following Ufnarovskij (1982), the monornial algebra B determines an oriented graph 
U= U(B) by the following procedure. The vertices of U are the degree m--I  
(m = max deg wi) monomials in K(X)  which are not in J. If u and v are such monomials, 
then there is an edge ~ from u to v if and only if there exist variables x, y ~ X, such that 
ux = yv ~ J. We shall refer to U(B) as the Ufnarovskij graph of B. 
A route of length d in the graph U is a sequence of edges (o--~', vlvz', . . . .  od---~). A 
route is called simple if it contains no edge twice. A cycle is a subgraph of U such that its 
vertices v0 . . . . .  Vd satisfy v o = v d and (roy 1 . . . . .  Vd-~)  is a simple route. A vertex is called 
multiple if it enters more than one distinct cycle; if v is not multiple it is dubbed simple. A 
route is called cyclic if the underlying raph is a cycle. 
REMARK 1. Ufnarovskij (1982). There is a one-to-one correspondence b tween the non- 
zero words of length > m-  1 in B and the routes in U(B): the word x h . . .  x~, is mapped 
to the route (vovl', . . . .  vd_-2-~), where d=s- (m-1) ,  and vj=xts+~xi~+2...xis§ ~ for 
j = 0 . . . . .  d. Under this correspondence, a cyclic route beginning at v is represented by a 
word of the form vp = qv for suitable p and q. 
We now return to the notation of the Introduction. For a given standard basis 
G = {91 . . . . .  gt} we denote by W= W(G)= {w~ . . . . .  w,} the set of the leading monomials 
of gl . . . . .  gt. To the algebra A=K(X) / I  one associates the monomial algebra 
A= K(X) / J ,  where J is generated by the set W(G). We extend the notation of 
Ufnarovskij graph to algebras with Gr6bner basis by simply setting U(A)= U(,4). We 
write L(A) for the maximal ength of simple routes in U(A) which do not contain any 
cyclic subroute and call it the diameter of A. Let l=  l(A) be the number of vertices in 
O(A). (Obviously L(A) < l(A) < n"- l . )  
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PROPOSITION 2. Let A be an s.f.p, algebra. Then either: 
(i) A has exponential growth, and this happens if and only if U(A) has a multiple vertex; 
or  
(ii) A has polynomial growth of degree d, and this happens if and only if U(A) has only 
simple vertices, and d is the largest number of cycles occurring in a connected 
component of U(A). 
PROOf. When A is a monomial algebra, this is precisely the main theorem of Ufnarovskij 
(1982). The general case reduces to the previous one by the observation that the sets of 
normal monomials in K<X> with respect o I and J coincide, hence As ~/Ts as K-vector 
spaces for any s > 0. 
REMARK 3. Since dimr A < oo means that A has polynomial growth of degree zero, one 
sees A is infinite-dimensional if and only if U(A) contains a cycle. 
REMARK 4. The following elementary fact is used in many computations throughout the 
paper, and is recorded for further use. 
Let a', u, a" be monomials, such that deg u__ m-  1. If a'u and ua" are normal with 
respect o I, then so is a'ua". 
A particular case is worth special mention. 
LEMMA 5. Let a and u be monomials in K<X>, such that deg u = m-  1. I f  uau is normal with 
respect o I, then so are the monomials (ua) ifor i >_ O. In particular, their images in A are 
linearly independent. 
As an immediate consequence we note: 
COROLLARY 6. An s.f.p, algebra A is algebraic (if and) only if it is finite-dimensional. 
For the next corollary and the remark following it, A denotes an algebra without unit. In 
this case the definition of s.f.p, algebra is modified by replacing the free K-algebra K<X> by 
its subalgebra consisting of polynomials without constant erm. 
COROLLARY 7. An s.fp. algebra is nilpotent iJ" (and only if) it is nil. 
Furthermore, these properties imply A is finite-dimensional. 
PROOF. If A is nil, it is finite-dimensional by corollary 6, and has a K-basis of nilpotent 
elements by hypothesis. 
It is well known that such an algebra is nilpotent. 
REMARK 8. 
(1) It is an open problem in ring theory whether a finitely-presented nil-algebra is 
nilpotent; Dnestr Notebook (1982). The preceding corollary shows it has a positive 
solution in the subclass of s.f.p, algebras. 
(2) Since a graded finite-dimensional algebra is nilpotent, the last two statements show 
that when A is s.f.p, and graded, each one of the properties: A is finite-dimensional, 
A is algebraic, A is nil, A is nilpotent, implies the remaining three. 
REMARK 9. Since U(A) is a finite graph, any property of the algebra A which can be 
expressed in terms of some property of U(A), is recognisable. According to proposition 2
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the character of the growth of A (in particular, whether or not A is finite-dimensional) is a 
recognisable property. According to corollary 6, this is also true for the property of being 
algebraic. 
If one wants to check nilpotency of A, one first verifies the necessary (according to 
corollary 6) condition that direr A is finite. Then, for a (normal) monomial u of length 
L(A) + m-  1 one checks whether u ~ reduces to 0 for 
L(A} + m -- 1 
p= ~', n I. 
i=O 
This condition is necessary and sufficient for nilpotency, since by remark 3 U(A) has no 
cycles, hence by remark 1 the monomials of length < L(A)+ m-- 1 generate A as K vector 
space. 
2. Existence of a Polynomial Identity 
It is known that in general there exists no algorithm for checking whether a given 
polynomial identity (= p.i,) is satisfied in some finitely presented algebra (Matiyasevich, 
1984). It is not clear whether such an algorithm exists for s.f.p, algebras, 
One can ask the weaker question if there exists an algorithm which reeognises whether 
the algebra satisfies any p.i. For monomial algebras the answer has been obtained by 
Borisenko (1985). He proves that the answer is positive if the corresponding Ufnarovskij 
graph contains no multiple vertices. For such algebras the existence of a p.i. is equivalent 
to representability by matrices over some field. 
In this section we prove that it is a recognisable property whether an s.f,p, algebra 
satisfies the identity of Lie nilpotency of a fixed degree. 
Furthermore, for monomial algebras we prove the corresponding results for Lie 
nilpotency of arbitrary degree. 
Results of Markov (1979) imply that the T-ideal, generated by the polynomial 
l-X1 . . . . .  Xr] of Lie nilpoteney is finitely generated as an ideal. This allows one to 
recognise algorithmically whether an s.f.p, algebra satisfies the identity of Lie nilpotency of a 
given degree r. We give a new (and algorithmic) proof of the following result which can also 
be deduced from Markov (1979). 
THEOREM 10. Let K (X~)  be the countably generated associative algebra and let T denote 
its T-ideal, generated by the polynomials [X 1 . . . . .  Xr] and [Xt, X2] . . .  [X2q-1, X2q]. 
Then T is generated as an ideal by its elements of degree =< D = max {q(r-- t), r}. 
PROOF. The T-ideal T is generated by the subspaces Tj (j = 1, 2 . . . .  ) where Tj is the set of 
polylinear elements of T having degree j and depending on the generators xt,. 9 xj. Fix 
in Tj a Specht basis (Specht, 1950) by numbering the variables according to their indices. 
For conciseness, the product of generators occurring at the end of an element of the 
Specht basis will be called its "tail", while the remaining part--which is a product of 
commutators--will be termed the "head". 
When an arbitrary J'e Tj is expressed in terms of the Specht basis, the following types of 
summands occur: 
(i) elements of the Specht basis, whose head contains ome commutator of degree >-r; 
all such elements lie in the ideal, generated by the commutator of length r; 
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(ii) elements of the Specht basis, whose head contains at least q commutators of length 
=<r- I ;  all such elements are in the right ideal, generated by elements of the type 
[X~ . . . . . .  X~,~]... [Xk . . . . .  , Xk,q] and the degrees of these generators do not 
exceed q(r-  1). 
(iii) the remaining elements of the Specht basis, which occur in the decomposition off ;  
their heads are products which involve not more than q -  l commutators of length 
<=r-l, hence are of degree __<(q-1)(r-1). 
Note that the heads of elements of type (i) and (ii) are in T, and that this need not be 
true for elements of type (iii). Write f in the form 
P 
Z+ X 
i=1 
where ~ incorporates the summands of the first two types, and vl . . . . .  Vp are all 
the different monomials occurring as tails of elements of type (iii). Clearly, 
degf~ =< (q -  1)(r- 1). In order to show that f~e T for i = 1 . . . . .  p, consider a tail v~o of 
maximal ength. After replacing by 1 all the variables which enter v~o, one sees floe T. In 
order to finish the proof of the theorem we repeat the same argument to f-f~oVto, and 
SO on .  
COROLLARY 11. In the finitely-presented free associative algebra K(K) ,  the T-ideal 
generated by IX 1 . . . .  , X,] is finitely-generated as an ideal. 
PROOF. Let [XI = n. Then it follows from the results of Latishev (1973) that the quotient 
algebra K(X) /T  satisfies the polynomial identity [X1, X2] . . . [X2q_l ,  X2q ] for 
q = ( r -2 ) (n+ 1). 
Theorem 10 now implies that T is generated as an ideal by its elements of degree 
< (r -- 1)(r-  2)(n + 1). 
REMARK I2. In order to check that IX t . . . . .  X,] = 0 is an identity it suffices to show that 
all elements of Tj can be reduced to zero when j < (r -1)(r - -2)(n+ 1). To this aim it is 
sufficient o consider only the elements of a basis of this vector space, which is finite- 
dimensional. 
COROLLARY 13. Let A be a monomial algebra. I f  A satisfies an identity of Lie nilpotency, 
then it satisfies the identity IX 1 . . . . .  X•] = 0 with 
2rl (m- 1)+m-- 1 
N = ~ n t. 
i=0 
PROOF. It has been shown by Borisenko (1985) that such an A can be embedded in an 
algebra B, of dimension 
2n 0'~- l~+(m- 1) 
N = ~=~ n ~ 
over an extension field/( of K. 
Let  X be the/(-linear span of A in B. Then the identities with coefficients in K are the 
same for A and ,4. The nilpotency class of the Lie algebra is bounded above by its 
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dimension. Hence, if A is Lie nilpotent, its nilpotency class does not exceed N, and we can 
apply the previous corollary. 
3. Radical Properties of Monomial Algebras 
This section proves the algebraic statements which imply that the following properties 
of a monomial algebra A are recognisable: semi-simplicity (in the sense of Jacobson), 
primeness, and semi-primeness. 
In this section A denotes the monomiat algebra K(X) / I ,  where I is generated by the 
monomials wt . . . . .  wt of degree >2, with m=maxdegw~. Furthermore, L=L(A)  
denotes the diameter of U(A), as defined in section 1. 
The inverse image in K(X)  of the upper nilradical of A = K(X) / I  is denoted Nil(I). 
PROPOSITION 14. The normal (rood I) polynomial f without constant erm does not belong to 
Nil(I) if and only if there exist monomials u and a such that deg u = m-  1 and ufau ~ I. 
Furthermore, a can be chosen to be of degree < L +m-1 .  
PROOF. Assume a and u exist such that ufau q~ I. The highest erm of this polynomial is of 
the form uf'au for some monomial f '  fromf. By lemma 5, uf'a is not nilpotent modulo I. 
However, (uf'a) ~ is the highest erm of (ufa) i, hence ufa is not nilpotent (rood I) as well. 
Assume nowf~Nil( I) ,  andfhas  no constant term. One can then find monomials ut, vt 
and constants a~ e K, such that 
g = ~ a~u~fvi 
I=1 
is not nilpotent (mod I). Replacing if necessary g by its ruth power, one can assume 
deg u~ > m-  1 for i = 1 . . . . .  s. Next, we note that gs+ 1 is a linear combination of products 
of the form buJcu~fd with appropriate b, c, d~(X) .  Since g~+~ I, there exists such a 
product which is not in I. Denote by u the word formed by the last m-  1 letters of ut, and 
define a from the equation cu~ = au. Clearly, ufau ~ I. 
The last claim is immediate from the following: 
LEMMA 15. Let u ~ (X)  be a monomial of degree m- l ,  and let h be an element of K (X) .  
Assume there exists a monomial a t  (X )  such that hau~l and deg hau > deg a+2m-2 .  
I f  dega>L+m-1,  then there exists a monomial b~(X)  such that hbuCsI and 
degbNL+m-1.  
PROOF. We can assume h is in normal form (rood I). Let h' be the monomial of h for 
which h'au is the highest erm of hau. By assumption, deg h' > m-  1. 
Now, we need the following fact: if c,f, g are monomials of degree __>m-1, such that 
J~g ~ I and c corresponds to a cyclic route beginning at the vertex w of U(U), then fwg ~ I. 
Indeed, in this case c =wp=qw for some monomials p and q. Obviously, fwr  and 
wg ~ 1, hence, by remark 4, fwg ~ I. 
Thus, one can substitute the route corresponding to a by a new one of length =<L: to 
obtain it just replace any cyclic subroute of a by its initial vertex. Let b be the word 
corresponding to that new route. It is clear that deg b<-L+m-1 and h'buq~I, hence 
hbu ~ I as claimed. 
The next result describes the Jacobson radical of monomial algebras. 
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THEOREM 16. I f  A is a monomial algebra, its Jacobson radical J coincides with its upper 
nilradical N. 
PRooF. What has to be shown is that Nil(I) contains the inverse image J(I) ~ K(X)  of 
the Jacobson radical J. So let fe  J(I) be an element in normal form (mod I). Denote its 
constant erm by e. If ct#0, then l~e-~f  is both invertible modulo I, and without 
constant erm: in the graded algebra A this clearly is impossible. Hence, f has no constant 
term. 
Assumef~Ni l ( l ) .  By proposition 13 there exist u, a s (X)  with deg u = m-  1, such that 
ufau~I. Let uf~au be the highest monomial in the normal form of ufau. Then uf~au~l. 
Noting that (uf~a) 2 is the highest monomial of (ufau) a, and that (uf~a) 2r by remark 4, 
one sees that ufauf~a q~l. By the choice off~ and by another application of remark 4, one 
deduces from here that ufaufiauq~I. Hence, replacing if necessary a by auf~a, we shall 
assume that deg a > m-  1. A second run of the same argument shows that one also has 
(ufa) z r I. (1) 
Since ufa is a non-zero element of J(I), it has a non-zero right quasi-inverse rood I, say 
g: ufa+9+ufag=-O (rood 1). Multiplying on the left by ufa, one further obtains for 
h = (ufa) ~ +ufao + (~,)2y: 
h - 0 (rood I). (2) 
If ag = 0 (mod I), then by (2) Ofa)2E I, which contradicts (1). If ag-~ 0 (mod I), let ag s be 
the highest term in the normal form of ao. It is easily checked that the monomial 
(z~a)2gj~ I is the highest erm of the normal form of h, which again contradicts (2). 
We note an immediate consequence of remark 4: 
LEMMA 17. l f  v ~ (X)  is nilpotent modulo I, and deg v > m-1 ,  then v ~ ~I. 
THEOREM 18. Let A be a monomial algebra. Then: 
(i) I f  X contains a non-trivial nilpotent element, it contains a non-zero monomial v of 
degree <L+3m-3,  such that v2'~-a = 0. 
(ii) The algebra A is semi-simple (in the sense of Jacobson) if and only if for any 
v e (X ) \ I  of degree <L  + 3m-3  there exist monomials u' and a' with deg u'= m-  1, 
deg a' < L+m--  1 such that u'va'u'~l. 
(iii) The algebra A is prime if and only if for any w', w" e (X ) \ I  of degree < m-1  there 
exists a monomial c~ (X)  of degree < L + 3m-  3 such that w' cw" r I. 
(iv) The algebra A is semi-prime if and only i f  for any v e (X ) \ I  of degree < L + 3m - 3 
there exists a monomial ce (X)  of degree <L+3m-3 such that vcvq~ l. 
PROOF. (i) We first note that if c e (X )  is nilpotent modulo I, then c 2"- 2 e I : c"-  1 is either 
in I, or normal of degree >__m- 1, in which case lemma 17 applies. 
Assumef~ K(X) \ I  is nilpotent modulo L Then tke highest erm c in its normal form is 
nilpotent modulo I as well. If deg c < L + 3m-  3, we are done with v = c. Otherwise, write 
c in the form hau with h, ua(X) ,  bath of degree m--1. By lemma 17, (hau)Eal, hence 
uh e I from remark 4. The degree of a being > L + m-  1, there exists by lemma 15 b e (X) ,  
such that v=hbuq~l, and degb<=L+m-1.  Now v2aI, and degv__<L+3m-2 as 
claimed. 
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(ii) If the Jacobson radical of A is zero, then so is its upper nilradical, and proposition 
14 provides the necessary monomials a' and u'. 
Assume, conversely, the condition in (ii) holds. By theorem 16 it suffices to prove 
Nil(I) = I. Assume this is violated, and take a normal feNi l ( l ) \ I .  By proposition 14 for 
every monomial u' of degree m-  1 and every monomial a' of degree < L + m-1 ,  u'fa'u'E I. 
This implies the highest erm off ,  say w, satisfies u'wa'u'e I (u' and a' as above), hence by 
proposition 14 w~Nil(I)\ l .  By our hypothesis, deg w>L+3m-3,  hence w= hau with 
h, ue(X), both of degree m-1 .  Applying lemma 15, we find be(X)  with 
degb<L+m-1,  and v=hbuq~I. Since by remark 4, u'haua'u'~I implies one of the 
inclusions u'h ~ I, ua'u' e I, we also get u'va'u' e I. However, this contradicts the hypothesis, 
since deg v _-< L + 3m-  3. 
(iii) Let w' and w" be normal monomials of degree < m-  1. If A is prime, there exists 
anfeK(X)  such that w'fw"qH. Denoting by w'a'w" the highest term of w'fw", one has 
w'a'w"r If deg a' > L+3m-3 ,  then writing it in the form a' = u'av' with 
deg u' + deg w' = deg v' + deg w" = m-  1, 
we have for u=w'u', v=v'w":uavq~I. By lemma 15 there exists be(X)  of degree 
= L + m-  1, such that w'u'bv'w" --- ubv ~ I. 
Conversely, assume condition (iii) holds, and let h and 9 be normal (mod I) elements of 
K(X) ,  with highest terms v' and v" respectively. If v' (resp. v') is of degree >m- l ,  
denote by w' (resp. w') its right-hand (resp. left-hand) segment of length m- l .  If v' 
(resp, v") is of degree < m-  1, then set w' = v' (resp. w" = v"). By hypothesis, there exists a 
monomial c such that w'cw" r I. By remark 4, v'cv" r I, and since this is the highest erm of 
he#, one has hc~,l (~ I. This proves A is prime. 
(iv) If A is semi-prime, one argues as in the first part of the previous proof in order to 
find c. Conversely, assume condition (iv) holds. As above, it suffices to check that for any 
monomial w ~ (X) \ I  of degree > L + 3m-  3 one can find c e (X)  with wcw ~. I. Write w in 
the form uau' with u, u'e (X)  and deg u = deg u'= m-1 .  Since wr I, lemma 15 provides 
b e (X)  of degree ___ L + m-  1 such that v = ubu'r I. By hypothesis, there is a c e (X)  such 
that vcv ~ I. Remark 4 shows that wcw (~ I, as claimed. 
4. Zero-divisors, Nilpotents, Quasi-invertibles in Monomial Algebras 
In this section A continues to denote a monomial algebra, for which we suppose the 
defining set of monomials W is minimal, i.e. no wi e W divides some wj e W when i r  
Given an element fe  A, it is in general a difficult question to determine whetherf  belongs 
to any of the classes listed in the title. Below, we give an answer for two particular types 
of elements. 
We now consider the partial order on (X) ,  in which a precedes b when a is a left 
segment of b. A subset of monomials is called discrete (resp. rooted) if no two of its 
elements are comparable in this order (resp. it has a least element). 
The element 
k 
t=1 
is called discrete (resp. rooted) if it is in normal form (rood I), and {f~ . . . . .  fa} has the 
corresponding property. 
Note that any homogeneous element is discrete, and that a normal polynomial is 
uniquely a sum of rooted elements. 
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LEMMA 19. Let feK(X)  be a discrete element. I f  g 1 . . . . .  gl ~ (X)  are such that 
f C=~ fljgj) - O (m~ l) 
with flj ~ K\{0}, then f~gj ~ I for any pair of  indices (i, j). 
PROOF. Under our assumption syzygies of the type 
E  ,PjAoj = 0 
are impossible. Consequently, the monomials ftgj are pairwise different and each one of 
them has to be reducible to zero. 
We say the monomial h "covers" the monomials f l  . . . . .  fk if .f~h=0 (rood I), 
i=  1 . . . . .  k. For instance, the monomials 9~ of the preceding lemma cover the 
monomials ft. 
Note that the monomials which annihilate f on the right form a right ideal, generated 
by monomials h, which are right divisors of the basis monomials wt and cover.f1 . . . . .  .Irk. 
Clearly, one can suppose the h's form a discrete set. In particular, the right annihilator of 
the polynomial f mod I  is a finitely-generated right ideal which is a free right 
K(X)-module of rank __< t (m-  1). 
PROPOSITION 20. For a discrete element 
k 
f=  Z ~ 
i=1 
the property of being a (lefO zero-divisor is recognisable. 
In fact, it suffices to check whether there exists a right divisor of the monomial relations 
wl . . . . .  w, which covers all the monomials J'i . . . . . .  /~,. 
It is also worth remarking that lemma 19, on which the proof is based, does not hold in 
general without further assumptions on the polynomial f In fact, one has: 
EXAMPLE 21. Let I be the ideal of K(X)  generated by w=yxzya2x, where x, y, z~X,  
a ~ (X) ;  
f = yxzy -yxzya ,  g = xzyaZx + axzya2x. 
It is easily checked that f9 =- 0 (mod 1) and that the claim of the lemma does not hold. 
Note that in this case no right divisor of w covers all the monomials o f f  
We turn to the investigation of nilpotency of elements. 
LEMMA 22. Let 
k 
f=  Y, 
i~ l  
be a discrete polynomial with deg~ > m-  1. Then f is nilpotent rnod I if and only if for any 
r > 0, i, Jl, 9 9 Jr ~ { 1 . . . . .  k} are satisfied the congruences: 
f J j , . . . f J ,  Jl ~ 0 (mod I). (3) 
Furthermore, if f is nilpotent, then fk  + 1 ~ 0 (rood I). 
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PROOF. We first note that i f f  is nilpotent mod I, then Ji 2= 0 (rood I) for i=  1 . . . . .  k. 
Indeed, let fd = 0 (rood I). Then the congruences Ji~ 9 9 .fi~-=- 0 (rood 1) hold since f is 
discrete. In particular, f /=0  (rood I), which by lemma 17 yields the claim. The 
congruences (3) imply fk+~ = 0 (rood 1). Let us show that conversely, the nilpotency o f f  
implies (3). Assume f,.fj~...fs~ ~0 (mod I). Then the monomial f i f j , . . . f~ :  enters the 
decomposition o f f  +* which is nilpotent rood I. As seen above, 
(f~fj~...f~). ( f t~, . -  .fj) = 0 (mod I), 
which by remark 4 implies the congruence (3). 
THEOREM 23. Let 
k 
f = ~ cqfi 
i=I  
be a discrete element. I f  f is nilpotent modulo I, then 
fc~-l)~,o,,-u+ l~_ 0 (rood I), 
where t is the number of monomials w~ which generate I and m = max deg w~. 
(4) 
PROOF. If f is discrete, so is f J  for any j ~ 1. Replacing if necessary f by f ' " -  ~, we can 
assume degJl > m-1  for i= 1 . . . . .  k. As seen in the preceding proof, J} = u~h I for 
i = 1 . . . . .  k, with us a right divisor of at least one of the monomials wj. Choose, for each of 
the Ji's, such a divisor of maximal possible degree, and denote it bye .  The number of 
right divisors of the monomials wj, hence also the number of differentf~'s, does not exceed 
t(m--1). Let us establish the validity of (4). Note that fd, d=t (m- -1)+ l  is a linear 
combination of products J i~...f~,, ijs {1 . . . . .  k} for j=  1 . . . . .  d, and we shall show each 
one of these monomials lies in I. 
In fact, such a product contains at least two monomials J~p,ft, with.~p =~, ,  i.e. it has 
the form . . .f~o...f~, . . . .  According to lemma 22,.f~p...fi~ - 0 (rood 1). The choice of~p 
impl ies f . . . - f i , ,=  (mod 1) and sincefi~=~hi, ,  one has ...f~ ...f~ . . .  _ 0 (mod I). 
COROLLARY 24. For discrete elements, being nilpotent is a recognisable property. 
THEOREM 25. Assume 
k 
f=  E ~,A 
i=1 
is discrete, with degf~ > m-1 .  Then if  f is (right) quasi-invertible rood I, it is nilpotent 
rood I. 
In particular, quasi-invertibility mod I is a recognisable property of such elements, 
PROOF. Let the right quasi-inverse of)'; written in normal form be 
1 
g-- E Pigs. 
j~ l  
One has 
f +g+fq =- 0 (rood 1). 
All monomials /i and f~gh are pairwise distinct, this follows from 
(5) 
the inequality 
382 T. Gateva-Ivanova and V, Latyshev 
deg ga >__ m-- 1 (h = 1 . . . . .  t) which is implied by (5). Thus, with a convenient renumbering 
of the monomials, one can write 
l-k: 
g =- - f+ E flJgJ" 
j= l  
The equality (5) can be rewritten in the form 
1 -k  k l -k  
E flJgJ--~, cqejf~fj+ 2 ~ a~fl~f~g~ =- 0 (mod I). (6) 
j= l  t , j  r= l  s= l  
The claim fk  + ~ ~ I follows from the congruences 
.fiaf~ = 0 (mod I) for i = 1 . . . . .  k, (7) 
and a a product (possibly empty) offj 's which we establish next. 
Let a =f~. . . f j~ ,  and assumef la f~I .  Then fj, f i~ I ,  and since all of the monomials 
{fifj,f,g~ll <_<_i,j,r<k, l <_s<_l-k} 
are pairwise distinct, the relation (6) implies that there exists an index s~ such that 
g~, =f j ,  ft and fi,, = ~j, ai. 
The left-hand side of (6) contains, by (7), a monomial g~ =fj~g~,. Iteration on this 
procedure yields a chain of monomials g~, < g~: <. . .  < g~, all of them not in I, such that 
g~, =f~,g~._~ for z = 2 . . . . .  q. Since g~, =f j . . . f j ,  J~ = af,., from (5) and (7) one concludes 
that the process of construction of new monomials g~, can be continued indefinitely. This 
is absurd, hence (7) holds. 
Before turning to rooted elements, we state a result valid in a more general situation. 
PROPOSITION 26. Let fe  K (X)  be normal of the form 
f= alabl + . . . +akabk, 
with at e K\{0}, b~ ~ <X>, and a is a monomial of degree > m-1.  
I f  f is right quasi-invertible mod I, then J "2 -0  (rood I). 
PROOF. We can assume abt < ab2 <. . .  < ab k for the order on <X) described in the 
introduction. Let g = fll gl + 9 9 9 + flzgt be its right quasi-inverse mod I, written in normal 
form with fl~eK\{O} and gl < .. 9 < gl. Then 
f +g+ fg =- 0 (mod I) (8) 
which implies that for j  = 1 . . . . .  l, g~ = au i for some monomial uj. Note that the monomial 
abkg t is the highest one on the left-hand side of (8), hence abkgt~I. Since gt = aut and 
deg a > m--1, remark 4 shows abka~I. By induction, we can now assume ab~aeI for 
i= k, k-  1 . . . . .  j+  1. If abja~l, then abjgz = abjaul~I. However, the congruence 
f +g+fg - ajflzabjg t +h (mod I), 
where h is a linear combination of monomials which are strictly lower than abbot, 
contradicts (8). 
We now have ab~aeI for i-= 1 . . . . .  k, which impl iesf  2 =0 (mod I). 
COROLLARY 27. When f is as in proposition 26 (in particular, when f is rooted), the 
properties of being right quasi-invertible or nilpotent are equivalent and recognisable. 
Properties of Associate Algebras 383 
REMARK 28. In general, a quasi-invertible element need not be nilpotent. For instance, 
assuming char(K) ~ 2 and 1 is the ideal in K(X),  generated by a 2 # 1 for a monomial 
a e (X) ,  the element g = - 1 /2-  1/4a is a right quasi-inverse mod I o f f=  1 -a .  However, 
f obviously is not nilpotent. 
5. Some Programs 
NOTATION 
K 
X = {xl . . . . .  xn} 
K<X> 
The following types of variables will be used: 
Variables Type of variables 
G = {gl . . . . .  gt} set of polynomials 
in K(X)  
W = {wl . . . . .  wt} array of strings 
a field 
set of indeterminates 
free associative K-algebra generated by X 
rn integer 
k integer 
N(k) array of strings 
I integer 
M = M(G) = M(U(G)) matrix of integers 
size I x I 
PROBLEM 1 
Given: W, T. 
Find: N(1) . . . .  , N(T). 
PROGRAM 1 
Input: W, T. 
Output: N(1) . . . . .  N(T). 
Variables 
W 
T, n 
p, i , j ,k ,s  
X 
Type of variables 
array of strings 
integers 
integers 
array of strings of 
length 1 
Remarks 
G is a GrSbner basis of the ideal (G)  (cf. 
Introduction) 
W is the set of all leading monomials of 
gl . . . .  , gt 
m = max deg gi 
N(k) is the set of all normal mod (G)  
monomials of length k 
l= card N(m-1)  is the number of 
vertices of the Ufnarovskij graph U(G) of 
the s.f.p, algebra A = K(X)/(G} (eft 
section 1) 
M is the incidence matrix of the graph 
V(G) 
10 if there is an edge from 
M(i,j) = vertex i to vertex j in U(G); 
otherwise. 
The kth power of M, M k has the 
property that Mk(i,j) is the number of 
routes of length k from vertex i to vertex 
j in U(G). 
Remarks 
n = cardinality of X 
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N(i) array of strings 
a, b strings 
Function 
N~ xifaxisan~176176 
BEGIN 
input T; 
input W; 
N(D:=X 
p :=0 
Whi lep<T do 
begin 
p :=p+l  
N(p) : -  
end 
i :=0 
Whi le i<T-1  do 
begin 
i := i+1 
i fN( i )=r  then 
begin 
exit 
end 
k:= card N(i) 
j : - -0  
Whi le j<k  do 
begin 
j := j+ l  
a := N ( i )(j) 
S:=0 
Whi les<n do 
begin 
s :=s+l  
x := X(s) 
b : = Nor(a, x) 
if b ~ r then 
begin 
N(i + 1) : = N(i + 1) w {b} 
end 
end {While} 
end {While} 
end {While} 
END 
N(i) is the set of normal monomials of 
length i
If N(i)= ~ then there are no 
normal monomials of length 
bigger than i, so N(i+ 1) . . . . .  
N(T) = ~, end of the program 
eardinality of N(i) 
ax is normal 
We have obtained N(i+ 1) 
PROBLEM 2 
Given: G (Therefore, Given: W), 
Find: M = M(U(G)). 
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PROGRAM 2 
Input: W. 
Output: M. 
Variables 
m 
i,j 
N(m - 1) 
Type of variables 
integer 
integers 
array of strings 
l integer 
M matrix of integers 
size I x I 
a string 
x, y strings of length 1 
Function 
Nor(a, x) 
BEGIN 
Find: N(m-  1); l 
M :~0 
i :=0 
Whi le i< l  do 
begin 
i := i+1 
j :=0 
Whi le j< l  do 
begin 
x := right(N(m- 1)(j), 1) 
y := left(N(m- 1)(i), 1) 
if (Nor(N(m- 1)(i), x) # 0) and 
(N(m-- 1)(i) + x = y + N(m-- 1)(j)) 
begin 
M(i,j) := 1 
end 
end {While j} 
end {While i} 
END 
PROBLEM 3 
Given: G. 
Find: The type of growth of A = (X)/G. 
Remarks 
m = max {deg w[ w s W} 
N(m-  1) is the set of all normal 
monomials of length m-1 ;  they are the 
vertices of the graph U(G) 
l = card N(m-  1) 
M is the incidence matrix of the graph 
U(G) 
= yN(m-  1)(j) ~ 0 (mod G) 
M(i, j) = for some x, y e X 
otherwise 
normal monomial 
x, yeX 
fax if ax is normal 
Nor(a, x) = ~ [~ otherwise 
zero matrix 
then 
x = the right segment of 
N(m-  1)(j) of length 1 
y = left segment of N(m-  1)(0 
of length 1 
N(m-  1)(i)x = yN(m-  1)(j) is 
a normal monomial, i.e. there 
is an edge from N(m--1)(0 to 
N(m-  1)0') in U(G) 
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PROGRAM 3 
Input: M = M(G). 
Output: R. 
Variables 
l 
d 
C, C(1) . . . . .  C(1), D 
M,N,L  
P ,Q 
R 
i , j ,k 
Type of variables 
integer 
integer 
sets of integers 
matrices of integers 
size I x l 
matrices of integers 
size at most I x l 
string 
integers 
Remarks 
number of vertices in the grapfi U(G) 
degree of polynomial growth 
sets of vertices of U(G) 
M is the incidence matrix of U(G) 
type of growth 
auxiliary variables 
BEGIN 
N:=E 
L :=0 
C :=0 
j :=0 
Whi le j< l  do 
begin 
j := j+ l  
N:=NxM 
D := i: N(i, i) ~ 0 
If (3 lED: N(i, i) > 1) or 
(3k: 1 <k<j  and 
k XJ: D :~ C(k) =: ~) 
then 
begin 
R := "exponential" 
exit 
end 
C(j) := D\ C 
C : = C u C(j) 
L :=LvN 
end {While} 
E = identity matrix of size I x 1 
0 = zero matrix of size I x l 
0 = the empty set 
j will denote the power of M under 
investigation 
increment j, the power of the incidence matrix 
store jth power of M in N 
D is the set of indices of diagonal elements of 
M j which are non-zero. This is the set of all 
vertices lying on a cyclic route of length 
precisely j 
If either condition is satisfied, there exists a 
vertex lying on two different cycles, hence 
the growth is exponential (cf. proposition 2) 
and we are done 
C(j) is the set of vertices which lie on a cycle 
of length j but no shorter one 
This is the set of all vertices on a cyclic route 
of length < j  
L v N(i, k) = L(i, k) v N(i, k) where 
avb=0 i f fa=b=0,  
a v b = 1 else. 
--L(i, k) = 1 iff there is a route from vertex i
to vertex k of length at most j
There can be no route of length _->l which 
does not contain a cycle. 
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if C= 0 then 
begin 
R := polynomial growth of 
degree 0 
exit 
end 
d := l  
P := M\C 
P(j,  j): = o 
If(3 i< j :  P( i, j) . P( j ,  i)= l) 
then delete jth row and jth column 
Q:=P 
Whi leQr  do 
begin 
d :=d+ 1 
Q:=QxP 
end While 
begin 
R := polynomial growth of 
degree d end 
END 
L(i, k) = 1 if there is a route from vertex i to 
vertex k. 
We know now that the algebra A has 
polynomial growth 
If no vertex lies on a cycle . . .  
(0 = empty set) 
The algebra A is finite-dimensional 
(el. proposition 2) 
M\C denotes the matrix obtained by deleting 
the ith row and ith column whenever ir C, i.e. 
the vertex i does not lie on a cycle 
Set all diagonal entries (which were 1) equal 
to zero 
--i.e. the vertices i and j lie on the same 
cycle. . .  
- -We obtain the incidence matrix of U, the 
graph with all cycles in U collapsed to a single 
vertex. This graph is oriented without cycles. 
There is art edge between two vertices iff the 
corresponding cycles in the original graph U 
could be connected by a route 
The index of nilpotency of P-rain (il pi = 0) is 
equal to 1 + the extremal length of a route in 
the graph 0, i.e. to the maximal number of 
different cycles occurring in the same 
connected component of U 
- -d  is the index of nilpotency of P, hence, by 
proposition 2, d is the degree of the 
polynomial growth 
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