Abstract. Recent attacks on hash functions start by constructing a differential characteristic. By finding message pairs that satisfy this characteristic, a collision can be found. This paper describes the method of De Cannière and Rechberger to construct generalized characteristics for SHA-1 in more detail. This method is further generalized and applied to a simplified variant of the HAS-V hash function. Using these techniques, a characteristic for 45 steps is found, requiring an effort of about 2 46 compression function evaluations to find a colliding message pair. A lot of the message bits can still be freely chosen when using this characteristic, greatly increasing its usefulness.
Introduction
Hash functions are an important building block in cryptography. As described in [1] , these are functions h that convert an input m of arbitrary length in a deterministic way to a fixed-length output h(m). It is crucial that a number of security properties are satisfied, one of which is the infeasibility of finding collisions (collision resistance). A collision consists of two input values m, m where m = m for which h(m) = h(m ).
Recent attacks by Wang et al. on the widely used hash functions MD4 [2] , MD5 [3] , RIPEMD [2] and SHA-1 [4] , as well as other hash functions, show that it is possible to find collisions for these hash functions much faster than expected by the birthday paradox [1] . In response to these attacks, NIST has launched a competition to find a new hash function standard [5] . Although a lot of cryptanalysis effort is directed to these submissions, we feel that it is still very important to analyze existing hash function standards.
These recent collisions have lead to several practical attacks on network applications. For POP3 [6] , it is is possible to mount a password recovery attack. Together with IMAP [7] , POP3 [8] is one of the most used protocols for retrieving e-mail. Very recently, a rogue CA certificate was created using a collision for MD5 [9, 10] . This certificate allows an attacker to impersonate any website on the Internet secured by HTTPS [11] , including websites for banking and e-commerce.
The hash function HAS-V [12] is similar in structure to these hash functions. HAS-V fulfills the need of the KCDSA [13] , the Korea Certificate-based Digital Signature Algorithm, to use a
A Simplified HAS-V
The hash function HAS-V [12] splits a 1024-bit message block into two 512-bit message blocks, which are then processed in two streams. The rounds of each stream alternately use message words of the first and the second 512-bit block. In our simplified variant of HAS-V, the right stream is omitted, as well as rounds in the left stream that depend on message words of the second 512-bit message block. As recent collision finding attacks are applied to hash functions with only one stream, simplifying the hash function in this way allows us to focus more easily on the main concepts of these recent attacks. For the same reason, the optional output tailoring is not applied. All other properties of HAS-V are left intact. A description of this simplified HAS-V is now given.
Description
The input message is padded and split into 512-bit message blocks. A 3-round compression function with 20 steps per round is applied to each of these 512-bit message blocks. This compression function g(m, h) uses a 160-bit chaining input h and a 512-bit message block m as its inputs. The chaining input h n+1 of the next call of the compression function is calculated as h n + g(m, h n ). Here, the addition is done in blocks of 32-bit words, using a total of five adders modulo 2 32 . The chaining variables for the first compression function call are set to fixed values, referred to as the IV. They are shown in Table 2 . The last chaining input h represents the hash value.
Given a 512-bit message block m, consisting of 16 32-bit message words m i , four extra message words, referred to as XOR-words, are derived from these message words for every round, as specified in Table 3 . The extended message words w i consist of the message words m i followed by the four XOR-words. Table 4 shows how the expanded message words W t are derived as a reordering of the extended message words w i for every round. Figure 1 gives a schematic representation of the HAS-V step function, which is also described by
(1)
Here, f j represents a Boolean function, different for every round j:
In every step a constant K t , different for every round, is added. These are listed in Table 5 . The rotation value S t is different for every step of a round. They are given in Table 6 .
Cyclic Description
Using the step function of the simplified HAS-V, five internal variables A t , B t , C t , D t and E t are obtained from five previous internal variables, A t−1 , B t−1 , C t−1 , D t−1 and E t−1 . As B t ≡ A t−1 , C t ≡ A t−2 ≫ 2, D t ≡ A t−3 ≫ 2 and E t ≡ A t−4 ≫ 2, it is sufficient to keep track of only A t when calculating the step functions. These A t , preceded by the IV values, are denoted by Q t . A similar cyclic formulation was proposed for MD5 in [16] , however there Q t refer to values of B t . The compression function can then be formulated alternatively for t = 0, . . . , 59 as:
The values of Q t for t = −4, . . . 0 are derived from the IV:
It is this cyclic formulation of the simplified HAS-V that will be used from now on in this text.
NL-characteristics
For collision attacks, non-linear characteristics (NL-characteristics) start with chaining input and output difference zero. Differences are introduced via the message input, which then cancel themselves out with a sufficiently high probability by following the characteristic. High-probability characteristics are crucial for building fast collision-finding attacks, yet not much is known about their notation description x y concatenation of the binary strings x and y x ∧ y bitwise AND of x and y x ∨ y bitwise OR of x and y x ⊕ y bitwise XOR of x and y ¬x bitwise NOT of x x ≪ s rotation of x to the left by s positions x ≫ s rotation of x to the right by s positions x + y addition of x and y modulo 2 32 (in text) x y addition of x and y modulo 2 32 (in figures) Table 2 . The IV values for the simplified HAS-V. construction. They are often generated manually, using a great deal of intuition and experience. This paper further improves the results from [15] , where an automated method is described for constructing these NL-characteristics.
In this paper, NL-characteristics are applied to the simplified HAS-V. An NL-characteristic is a set of conditions ∇Q −4 , . . . Table 7 . The number of steps T is left variable to be able to study step-reduced versions of this simplified HAS-V. In this paper, results will be obtained for T = 45.
Representation of Conditions on One Bit
The step function (3) can be written as follows for every bit, for 0 ≤ t < T and 0 ≤ i < 32. Indices i are calculated modulo 32. The carry input of the addition is denoted by C t,i , the carry output by C t+1,i+1 .
To calculate Q t+1 [i], the bit positions of the previous state words Q t−k (0 ≤ k < 5) are schematically represented in Fig. 2 .
In the step function for every bit (5), a single, large addition is used with a carry input and output. The resulting carry states (C t+1,i+1 , C t+1,i+1 ) are then the only way in which adjacent bits of the same message word pair (W t , W t ) or internal states (Q t+1 , Q t+1 ) interact. If a particular carry state (C t+1,i+1 , C t+1,i+1 ) cannot occur as the output for the calculation of this bit (Q t+1,i , Q t+1,i ), nor as the input of the calculation of the next bit (Q t+2,i+1 , Q t+2,i+1 ), this combination of carries is said to be invalid.
For the calculation of every ∇Q t+1 [i], all valid combinations of (C t,i , C t,i ), (Q t−k , Q t−k ) for 0 ≤ k < 5 and (W t , W t ) are represented by an edge in Fig. 3 . Imposing new conditions on ∇Q t+1 [i] will lead to the elimination of some of these edges.
The Boolean function f j and the constant bit K t [i] are fixed for one bit position. Therefore, they are not included on the edges in Fig. 3 . Each of the 2 16 input bits of the edges then completely determines the six output bits (Q t+1 [i], Q t+1 [i]) and (C t,i+1 , C t,i+1 ).
Propagation of Conditions for Every Word ∇Q t+1
Initially, all input conditions are allowed for all bits. As this implies that all outputs are allowed for every bit, this is a self-consistent state. However, as soon as some restrictions are imposed on a bit, this may affect other bits. We refer to this mechanism as the propagation of conditions. 
To calculate the possible conditions for every word ∇Q t+1 for 0 ≤ t < T , it is necessary to do both a forward and a backward propagation over all conditions ∇Q t+1 [i] for 0 ≤ i < 32. In Fig. 3 , every possible input combination is shown as an edge connecting the input carries (C t,i , C t,i ) to the output carries (C t,i+1 , C t,i+1 ). Note that there can be multiple edges between two nodes.
In Fig. 4 , a forward propagation (for i = 0, 1, . . . , 31) is done where edges are removed if they start at an impossible input carry. In This step is repeated for every word ∇Q t+1 for 0 ≤ t < T , until further propagation would not remove additional edges or until at least one condition is inconsistent. Every time a message bit W t [i] is assigned a new value, message bits W t [i] that are related by the message expansion, are updated as well if necessary. The remaining valid paths for one word are then shown in Fig. 6 .
Double conditions
Conditions that do not involve one pair of bits, but two pairs of bits, are referred to as "double conditions". The use of these is new to this paper. They are similar to Table 7 , except that double conditions apply to four bits instead of two. Thus, there are 2 16 possible double conditions, instead of 2 4 .
For the simplified HAS-V, double conditions can be used in three locations for the calculation of one bit of ∇Q t+1 . These are shown in Fig. 7 , as the result of the only possibilities of creating an overlap of at least two bits of Fig. 2 with a translated version of this pattern.
The use of the first double condition is explained, the other two cases are analogous. During the calculation of ∇Q t +1 [2] , a double condition is used to represent the possibilities of the joint occurrence of ∇Q t +1 [2] and ∇Q t −1 [2] . When ∇Q t+1 [0] is calculated, it can be seen that the same double condition now also applies to the joint occurrence of ∇Q t−2 [2] and ∇Q t−4 [2] . It is possible that this information leads to the removal of additional edges. If this is the case, the number of iterations needed to construct an NL-characteristic is lowered, and inconsistencies can be found sooner. In our implementation of the search for NL-characteristics, double conditions can be implemented with minimal overhead.
Work factor
The work factor N w of an NL-characteristic indicates the expected number of step function evaluations required to find a collision using this characteristic. When building NL-characteristics, the collision search is optimized by lowering the work factor. This concept was introduced in [15] .
Message freedom F W (t) "Single-message modification" [3] (also known as "single-step modification" [2] ) can be used during the search process, as there is still freedom left in the choice of several expanded message words W t . Due to the constraints imposed by the XOR-words, this is not possible for each of the 20 message word pairs (W t , W t ) of the first round. Of the five message word pairs involved in the calculation of each XOR-word, only the first four can be chosen. The last message word pair cannot be freely chosen, but must equal the XOR of the four others. The message freedom F W (t) of a characteristic at step t is the number of ways to choose (W t , W t ), without violating any (linear) condition imposed by the message expansion, given fixed values of (W j , W j ) for 0 ≤ j < t.
The description of the simplified HAS-V indicates that F W (t) Table 7 .
Uncontrolled probability P u (t) The uncontrolled probability P u (t) of a characteristic at step t is the probability that the output (Q t+1 , Q t+1 ) follows the characteristic, given that all input pairs (Q t−k , Q t−k ) for 0 ≤ k < 5 and message word pairs (W t , W t ) follow this characteristic as well:
(6) This probability can be calculated as the number of remaining paths of Fig. 6 , divided by the number of paths for which only the input pairs (Q t−k , Q t−k ) for 0 ≤ k < 5 and the message word pairs (W t , W t ) follow the characteristic, but not necessarily the output pair (Q t+1 , Q t+1 ).
Controlled probability P c (t) The controlled probability P c (t) of a characteristic at step t is the probability that there exists at least one pair of message words (W t , W t ) following the characteristic, such that the output (Q t+1 , Q t+1 ) follows the characteristic, given that all input pairs (Q t−k , Q t−k ) for 0 ≤ k < 5 do as well: Let n be the number of possibilities for
For each possibility, we run through all carries (C t,i , C t,i ) and all message bit pairs (W t [i], W t [i]). A binary 16 × 16 matrix indicates which transition possibilities from (C t,i , C t,i ) to (C t,i+1 , C t,i+1 ) can occur.
Using this 16 × 16 transition matrix, we can calculate the possible carry masks for bit i + 1 using the carry mask of bit i. For the least significant bit (i = 0), only one carry mask is possible: the carry is (0, 0) with probability 1. Each of the edges in the graph has probability 1/n. Unlike in Fig. 6 , there is never more than one edge between two nodes. This step is repeated for every This calculation is performed for bits i = 0 . . . 31. We now consider the most significant bit (i = 31). One carry mask indicates that none of the carries (C t,31 , C t,31 ) are valid. P c (t) then equals the sum of all the other carry masks.
Total work factor N w In the collision search tree, the average number of children of a node at step t is F W (t) · P u (t). Only a fraction P c (t) of the nodes at step t have children at all. The search stops as the last step T − 1 of the compression function is reached. We can thus obtain the following recursive relation for the expected number of nodes N s (t) at every step of the compression function:
The total work factor is then given by
In tables, the base 2 logarithms of F W (t), P u (t), P c (t), N s (t) and N w (t) are shown. A difference with [15] , is that in this work, the double conditions of Sect. 3.3 are also taken into account in the calculation of the work factor. These are assumed to be included in the definitions of P u (t) and P c (t). This is because double conditions are used in the actual collision search as well. Implementing this is possible with minimal overhead, and can only improve N w . Experimental results of using these double conditions will be given in Sect. 4.
Finding NL-characteristics for 45 Steps
To obtain a good NL-characteristic, Stage 1 of [15] consists of obtaining a sparse L-characteristic to use as a starting point. As can be seen in Table 8 , no suitable L-characteristic could be found for 45 steps of the simplified HAS-V. The weight of the ∇Q t+1 for the first round is not taken into account, assuming for simplicity that these can all be satisfied by single-message modification.
To overcome this problem, we looked for message differences that are localized at a small number of steps of the internal states ∇Q t+1 . The Boolean functions f j are particularly well suited to allow for NL-characteristics consisting of very short collision regions. It can be seen that both f 1 and f 3 allow any input difference to be either passed on or canceled out at the output. For f 2 (B, C, D, E), this is also the case for every input difference, except for an input difference at D, which will always lead to an output difference. The HAS-V specification [12] reveals that this is by design, in an attempt to satisfy the "Strict Avalanche Criterion (SAC)" [17] . As the attacker can choose both messages m, m of a collision pair, he can control the output differences of the f -function at certain positions (either probabilistically, or by single-or multi-message modification). This allows In the short collision region, all conditions for ∇Q t+1 [i] are still unrestricted ("?") at Stage 1. Stages 2 and 3 are the same as in [15] . In Stage 2, unrestricted conditions ("?") are randomly chosen, and the requirement that they are equal ("-") is imposed. This stage is repeated several times, until a characteristic with a sufficiently low work factor is obtained. Further in Stage 2, conditions ("x") start to appear, which are replaced by either ("u") or ("n") when selected. In Stage 3, local optimizations are performed by going over all "-" conditions, and replacing them by "0" or "1" if this improves the work factor. By repeating Stage 3 several times, the work factor gradually decreases. The end result after Stage 3 is shown in Table 12 , with corresponding work factor N w = 2 75.84 .
After Stage 3, adding a single extra condition will never decrease the work factor. It is possible, however, to reduce the work factor even further. This is done in an additional stage, Stage 4, not described in [15] . In Stage 4, not one, but several conditions are added locally, as long as they do not worsen the work factor. If adding multiple conditions improves the work factor, a minimal set of conditions is derived from these, that still lowers the work factor. This set is obtained by relaxing the additional conditions again, one by one, to see if they had any impact on the global work factor. Only the conditions of this minimal set are kept. Experiments show that it is even possible, that relaxing conditions decreases the work factor of the NL-characteristic. This fourth stage is also repeated several times. The end result is shown in Table 13 , where a work factor N w of 2 51.53 is obtained. After the Stage 4, it is not possible to decrease the work factor by adding or relaxing a single condition.
Note that the characteristics obtained after every stage are not necessarily the best possible. Every stage can thus be performed several times, until a characteristic is found that is good enough.
Experimental results indicating the impact of these double conditions on N w after each of the four stages, are shown in Table 9 .
Although time limits did not allow us to find a colliding message pair, we have verified for reduced versions that the complexity estimates accurately reflect the actual search cost, both with and without the inclusion of double conditions.
Conclusion and Future Work
This paper shows how techniques developed for SHA-1 in [15] can be further improved and generalized for a simplified variant of the hash function HAS-V. This simplified variant consists of only a single stream.
For 45 steps of this simplified HAS-V, an NL-characteristic is constructed, requiring about 2 51.53 step function evaluations, or about 2 46 compression function evaluations, to find a collision. A lot of the message bits can still be freely chosen when using this characteristic.
Stage 1 of method of De Cannière and Rechberger [15] , the search for a good L-characteristic, is replaced by the requirement that collisions occur in a very short region. As the method described in this paper can be applied without finding good L-characteristics first, it might be used for hash functions such as RIPEMD-160 [18] , for which also no good L-characteristics were found [19] .
"Double conditions" are introduced as conditions for two pair of bits. They can be used to speed up the actual collision search.
An extra stage, Stage 4, is introduced to further improve the work factor for finding a collision. It is shown how this additional stage can reduce the work factor from 2 75.84 step function evaluations, or about 2 71 compression function evaluations, in Table 12 , to 2 51.53 , or about 2 46 compression function evaluations, in Table 13 .
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A NL-characteristics
The NL-characteristics obtained after Stage 3 of Sect. 4 are shown in Table 12 . After Stage 4, Table 13 is obtained. The work factor N w improves from 2 75.84 to 2 51.53 .
B A two-bit example
B.1 Introduction
Let n denote the word size in bits. We will write the differential probability of addition modulo 2 n as xdp + (α, β → γ), where α, β and γ are bitstrings, most significant bit first. The best known method to find xdp + was an exponential-in-n calculation, before Lipmaa and Moriai introduced their algorithm in [20] . In [21] , it was shown how xdp + can be calculated as a series of matrix multiplications in linear time in n.
In this section, we will calculate the xdp + (11, 01 → 10) by representing the addition as a graph and applying dynamic programming. We then show the relation of this graph method with [21] , as both algorithms can be implemented in O(n) by using matrix multiplications. Afterwards, we mention several improvements and extensions to the graph method. Although this two-bit example may seem contrived, we found a fully worked-out example to be very useful to help understand the more abstract explanation of Fig. 3-6 in Sect. 3. There, an extension of the graph method is used to represent the step update function of HAS-V.
B.2 Visualizing xdp
+ (11, 01 → 10) in a graph
For xdp + (α 1 α 0 , β 1 β 0 → γ 1 γ 0 ) xdp + (11, 01 → 10), we consider two additions, z = x + y and z = x + y , as shown in Fig. 8 . For this particular xdp + , we define the input differences for the least significant bits (α 0 = x 0 ⊕ x 0 = 1 and β 0 = y 0 ⊕ y 0 = 1), and for the most significant bits (α 1 = x 1 ⊕ x 1 = 1 and β 1 = y 1 ⊕ y 1 = 0). We assume that all valid inputs x, x and y, y are uniformly distributed. We then find xdp + (11, 01 → 10) as the probability that the output has difference γ 0 = z 0 ⊕ z 0 = 0 and γ 1 = z 1 ⊕ z 1 = 1.
The calculation for the least significant bits is shown in Table 10 . As there is no carry input for the least significant bits, we only consider C 0 = C 0 = 0. We list all values that satisfy the input conditions (α 0 and β 0 ) for the least significant bit. Note that the output condition (γ 0 = z 0 ⊕z 0 = 0) is satisfied as well for all valid inputs (C 0 , C 0 , x 0 , y 0 , x 0 , y 0 ). We then draw each of these input values as the four rightmost edges in the graph of Fig. 9 . Every edge is labeled with the input conditions [x 0 y 0 x 0 y 0 ], and starts at (C 0 , C 0 ). Together, these uniquely determine (z 0 , z 0 ) and (C 1 , C 1 ). For now, the reader can ignore that some lines are dashed.
Next, we do the calculation for the most significant bits, as shown in Table 11 . We again list all values that satisfy the input conditions (α 1 and β 1 ). Note that now, several carry inputs (C 1 , C 1 ) are possible. The output condition (γ 1 = z 1 ⊕ z 1 = 1) is not always satisfied, implying that xdp + (11, 01 → 10) < 1. Table 11 . The summation for the most significant bits (z1, z 1 ), where α1 = x1 ⊕ x 1 = 1 and β1 = y1 ⊕ y 1 = 0 . Again, we draw each of the inputs of Table 11 as edges in Fig. 9 . To improve the readability, we use three separate coordinate systems on top of each other on the left of the figure. These should in fact overlap: the same nodes are represented three times. For example, four edges end in (C 2 , C 2 ) = (0, 0). If the output pairs are valid (γ 1 = z 1 ⊕ z 1 = 1), we use full lines, and if they are invalid (γ 1 = z 1 ⊕ z 1 = 0), dashed lines are used.
C1 C
Due to backward propagation (explained in Fig. 5 ), the inputs [x 0 y 0 x 0 y 0 ] with values [00 11] and [11 00] become dashed lines as well: they will eventually result in an incorrect output difference γ 1 = 0. The probability xdp + (11, 01 → 10) is then equal to the number of paths in the graph with valid inputs (x, x , y, y ) and outputs z, z (full lines), divided by the number of paths that have valid inputs (x, x y, y ) (full or dashed lines). This ratio is equal to 8/16, or 1/2.
Note that storing this graph does not require a lot of memory. For every bit in the n-bit addition, we need to store 2 6 bits. Each of these 2 6 bits is either set to 1 if the input (C 0 , C 0 , x 0 , y 0 , x 0 , y 0 ) is valid, and 0 otherwise. For the entire n-bit addition, we thus need to store only 2 6 n bits; the memory requirement is O(n).
B.3 Calculating xdp
+ (11, 01 → 10) using matrix multiplications Similar to [21] , we can calculate xdp + as a series of matrix multiplications. The graph of Fig. 9 can be seen as a first-order Markov chain. We have [1 0 0 0] T as the initial distribution, as the input carry of the addition is C 0 = C 0 = 0 with probability 1. All three other input carries (C 0 , C 0 ) have probability 0.
As the input conditions for [x 0 y 0 x 0 y 0 ] are given, these specify the transition matrix of the Markov chain. Every column contains the transition probabilities for one carry input (C 0 , C 0 ) to Fig. 9 . Graph representation to calculate xdp + (11, 01 → 10). Only valid input pairs are shown. Full lines are used for the eight paths that have valid output pairs (γ1 = z1 ⊕ z 1 = 1), and dashed lines are used for paths with invalid output pairs (γ1 = z1 ⊕ z 1 = 0). As there are eight of each, the ratio gives xdp + (11, 01 → 10) = 8/16 = 1/2. The three coordinate systems on top of each other on the left represent the same nodes three times. This makes the drawing more readable, however note that, for example, four edges end in (C2, C 2 ) = (0, 0). every carry output (C 1 , C 1 ). We left-multiply the initial distribution by this transition matrix. We do the same for every subsequent bit of the n-bit addition.
Lastly, we sum all probabilities (by left-multiplying by [1 1 1 1]): the carry outputs (C n , C n ) are not used, so all of them are valid. This gives us the total probability of xdp + .
B.4 Extending the graph method
As the reader may have noticed, the matrices of the previous section are larger than those in [21] . This is because we do not take the symmetry into account: although the value of C i ⊕ C i would be sufficient, we keep track of the values of (C i , C i ). This symmetry exists because we restrict the input differences α, β and the output differences γ to exclusive-or differences.
The graph based method of the previous section, however, can also support the signed differences that were used for the cryptanalysis of MD5 [3] , and as well as all the other generalized conditions of Table 7 .
It is straightforward to generalize the graph method to the addition of three or more words. In this case, we extend each of the n adders of Fig. 8 to three or more input bits. This will increase the maximal values of the carry (C i , C i ): for example, the addition of four bits (and the carry input) can have a maximal carry output of 3.
In this case, value of the carry (C i , C i ) is equal to all output bits of the adder at position i, except the least significant bit. This can be seen as a variant of Fig. 8 , where three or more bits are input to every adder.
In fact, the method can be generalized for any combination of additions, exclusive-ors and Boolean functions, as long as no rotations are present (except at the input or output). It is this calculation that was used for every step of SHA-1 in [15] , and is also used for every step of HAS-V in this paper. By constructing higher-order Markov chains, the graph method was used in [22] to efficiently calculate the differential probability of a multiplication by 9, given by xdp + (x, x 3). 0 ----------------------------------------------------------------32 0 .00 0.00 0.00 0 ----------------------------------------------------------------32 0 .00 0.00 0.00
