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I
The problem of self-calibration has attracted the attention of researchers in the computer vision community as a powerful method that allows for the recovery of 3D models from image sequences. Compared to the classical calibration problem [2 1, 22, 31, the algorithms for self-calibration make no or few assumptions about the particular structure of the scene being viewed. Instead, they attempt to find the intrinsic parameters of the cameras exploiting constraints imposed over these parameters from epipolar or trilinear relations or, from a set of camera matrices, run a numerical minimization on the space of 3D projective matrices that transforms the original set of cameras into a new one where 0-7695-0149-4/99 $10.00 0 1999 EEE the constraints on the intrinsic parameters are satisfied.
In [I41 the epipolar constraints are imposed over the image of the absolute conic, which encodes the intrinsic parameters. When the camera motion is restricted to be planar -which, incidentally, is a critical motion for selfcalibration [17, 231 -image triplets have to be used, as presented in [I] , where the intrinsic parameters are found from constraints arising from properties of the trifocal tensor [ 10, 11, 191 . A closed form solution for the horizontal and vertical scale factors was found in [2] , which is then refined by a search in the space of projective transformations. This is similar to what is presented in [ 151, where properties of the absolute quadric [20] are exploited. A common characteristic to the self-calibration techniques based in seaching for an appropriate 3D projective transformation is the use of a set of weakly calibrated projective cameras [9] . This is defined as a set of cameras which is consistent with the image to image correspondences and is defined up to a 3D projective transformation. For image pairs and triplets, these can be found from the fundamental matrix or the trifocal tensor. The authors are not aware of any technique to directly obtain a set of consistent cameras from a quadfocal tensor [4] . When more then four images are available bundle adjustment [ 181 becomes necessary. This is a computationally expensive technique, as it minimizes the geometric error of the reprojected points as a function of the entries of the camera matrices and the coordinates of the points in space.
Self-Calibration from the Essential Matrix
A novel approach was introduced by Hartley in [SI. In [ 121 it is proved that two of the three singular values of the essential matrix must be equal. As the essential matrix has rank two, the remaining singular value must be zero. These are necessary and sufficient conditions for the decomposition of the essential matrix in the rotation and the direction of the translation relating the associated pair of cameras. In [I21 it is also shown that the equal singular value condition imposes not one, but two algebraic constraints over the entries of the essential matrix. This fact was exploited by Hartley for self-calibration, since the essential matrix E depends on the intrinsic parameters of the cameras, encoded in the calibration matrices K1 and Kz, as well as on the fundamental matrix F, according to Since the fundamental matrix has rank two and the calibration matrices have full rank, the condition that the essential matrix has rank two is automatically satisfied. Nevertheless, the equal singular value condition is not satisfied when the matrices K1 and K2 are arbitrary, and thus two parameters can be computed. It should be clear now that the equal singular value condition establishes a link between the motion and the intrinsic parameters of the associated pair of cameras, in the same sense that the Kruppa's equations do [ 
141.
Assuming that the principal points are at the centre of the images, the skew is zero and the aspect ratio of the cameras is known, it is possible to compute the scale factors (focal length times magnification) of both cameras and then, from the essential matrix, recover the motion parameters.
A drawback of this algorithm is that one can only obtain two of the camera parameters, and its robustness and stability are inferior to the ones found in techniques based on numerical optimization of the entries of the 3D projective transformation matrices. On the other hand, it is simpler to implement and to analyse, as there is no reference to conics or quadrics with imaginary axes -see [ 15, 20] ! The novel idea introduced in this paper is to extend Hartley's results for larger image sequences, what, as will be shown, allows for the computation of more and varying intrinsic parameters. This goal is achieved by solving an optimization problem by numerical techniques, searching directly for the intrinsic parameters of the cameras, instead of the indirect search performed by the algorithms based on the projective transformation. This leads to a simple, practical and more reliable approach, that makes use of all information available. The technique does not require as input a set of weakly calibrated camera matrices, and since it merges information from all available image pairs, the consistency of the cameras is embedded in the algorithm.
Description of the Algorithm
Let nk be the number of known intrinsic parameters of each camera, and n f the number of unknown but fixed intrinsic parameters (typically, the aspect ratio) of the cameras. As pointed in [16] , the number of images that allow for self-calibration in this situation is n, where
(2)
This equation comes from the fact that each known intrinsic parameter introduces n x nk constraints over the projective transformation that has to be applied to the weakly calibrated set of cameras to calibrate them, while the fixed parameters impose only ( n -1) x n f constraints. Any selfcalibration scheme calibrates the cameras up to a 3D similarity transformation, that has 7 degrees of freedom (d.0.f.) (6 for the 3D Euclidean transformation plus 1 for the arbitrary scale). Since the projective space has 15 d.o.f., there are still 8 d.0.f. to be imposed, resulting in (2) .
Assuming now that a sequence with n images is acquired. By matching points pairwise it is possible to find n(n -1)/2 fundamental matrices. Although the fundamental matrices are not independent [5] , numerical stability and robustness are greatly improved when redundant data is used. Let Fij be the fundamental matrix relating images i and j of the sequence, and let Ki and Kj be the calibration matrices of cameras i and j, parametrized as a,
. ; I , (3) where a, is the product of focal length and magnification factor, E is the aspect ratio, [UO volT are the coordinates of the principal point and s is the skew.
Let laij and 2aij be the non zero singular values of KTFijKj, in descending order. It is possible to establish a cost function C to be minimized in the entries of Ki,i = 1, ..., n as where wij is a degree of confidence in the estimation of the fundamental matrix Fij, for example the inverse of the mean geometric distance between the image points and their corresponding epipolar lines. Other possibility is to make the weights wij equal to the number of points used in the computation of the fundamental matrix Fij. The derivatives of (4) can be computed accurately by finite differences, since the function that relates the entries of a matrix with its singular values is notably smooth. In fact, the WielandtHoffman theorem for singular values [6] states that, if A and E are matrices in RmXn with m 2 n, then
where ai(M) denotes the ith largest singular value of M and IlMll~ is the Frobenius norm of M. It means that if one perturbs a matrix A by adding to it an error matrix E, the correspondent perturbation in any singular value of A will be smaller than the magnitude of E under the Frobenius norm.
The redundancy present in the minimization problem not only reinforces the numerical stability and robustness, but avoids bias towards any given image, which could have more influence in the cost function if more fundamental matrices built from it were used. With the presented formulation the cost function is completely symmetric in terms of the image points, due to the weighting factors, and the cameras. It is worth noting that this symmetry is hardly achieved by any other algorithm, except when bundle adjustment is used.
Practical Aspects of Self Calibration
It has become well established that self-calibration of the principal point is not only difficult, but also of low importance: the 3D reconstruction error after triangulation is not dramatically affected by errors in the assumption that the principal point remains fixed at the centre of the images. It is also not necessary to introduce more complications to the model by assuming that the skew is not zero. Calibration algorithms using calibration grids often attempt to ensure that s = 0 in (3), sometimes at the cost of solving a nonlinear optimization problem [3] . The aspect ratio, on the other hand, is not always 1 as is commonly assumed. Nevertheless, whatever is the true value of the aspect ratio, this is a remarkably stable parameter, and will not change due to zooming or focusing. If the cameras used in the acquisition of the images are known or are available, it is possible to calibrate for this parameter once, and reliably use the value found in any other occasion. For images of unknown origin, this procedure is not possible, and the assumption of the aspect ratio being equal to 1 cannot be blindly used. In the experiments that follow the skew will always assumed to be zero. The aspect ratio was found to be very close to 1 in previous calibration experiments, and thus this value was also used in all experiments with real data. In the experiment with the calibration grid the principal point was assumed to be in the centre of the image. In the experiment with the sequence of images of the building there are sufficient images, according to (2) , to allow for the principal point to vary from image to image, as was actually done.
Experimental Results
Experiments with Synthetic Data
Firstly, the robustness of the proposed method was tested with synthetic data. Noise was added to the coordinates of the images of a set points, affecting the computation of the fundamental matrices related to the images, which were computed with a simple linear algorithm [ 1 11. The estimative of the aspect ratio turned out to be very robust, with errors around 5% even for noise levels of 10 pixels to both coordinates of the points used to compute the fundamental matrix. The focal length is more sensitive to noise, producing errors around 20% for this same noise level. It is important to notice, however, that this does not mean that the reconstruction obtained from these parameters will be similarly affected. In fact, it is shown in [2] that these differences in the internal parameters can be explained in terms of the position of the plane at infinity. Essentially, if an affine approximation is valid, the focal length becomes meaningless. Ratios of focal lengths will still be important, but it was observed in the experiments that the ratio of focal lengths behaves exactly as the aspect ratio, being considerably insensitive to noise.
Experiments with Real Data
A first experiment to show the quality of the reconstruction obtained with the parameters estimated by the technique presented here was carried out with the images shown in fig. 1 . Since only two images were used, the algorithm falls in the case presented by Hartley, but instead of his closed form solution the cost function (4) was minimized using the Davidon-Fletcher-Powell (DFP) method [ 131. The assumptions were that the skews were zero, the aspect ratios were one, and the principal points were at the centre of the images. Corners where found by using the Harris corner detector [7] and matched by cross-correlation, and the fundamental matrix relating the views was estimated by a linear technique [ 111. Table 1 shows a comparison between the intrinsic parameters found for the first camera by using the the metric information provided by the calibration grid and the linear algorithm described in [3] , and the intrinsic parameters found by the self-calibration algorithm introduced here. See image caption for notation. Table 1 . Comparison of the results of calibration using metric information provided by the calibration grid and the algorithm presented here, both applied to the images shown in fig. 1 . The notation is the same as in (3), except that the angle 0 between the axis was computed from the skew factor, as described in [3] .
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vo After self-calibrating the cameras, reconstruction up to a similarity transformation was possible by a triangulation technique. The reconstructed squares are shown in fig. 2 .
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320.00 -8.46% 187.80 240.00 27.80% Figure 2 . Top, front and side views of the reconstructed grid.
As a measure of the accuracy of the reconstruction, the angle between the planes of the reconstructed grid was computed, resulting in 87" degrees, very close to the 90" of the real grid. As can be seen from fig. 1 , the baseline is very small, and the perspective effects are very weak. As pointed in [2] , these conditions make the self-calibration problem very difficult. Even though, satisfactory results found.
The algorithm was also tested in the sequence of images shown in fig. 3 . The reconstruction of a few points in the fig. 5 it is shown the result of reprojecting the reconstructed points back to the first image of the sequence. The mean geometric error found in the computation of the fundamental matrix directly from the correspondences was 0.77 pixels. The direct computation of the fundamental matrix from the calibrated camera matrices reduced this error to 0.68. This improvement is a direct result of the merging of information among the images, and could not be obtained by any technique based simply in a search for a 3D projective transformation to be applied to a set of weakly calibrated cameras. In this case, since the fundamental matrix is invariant to any common 3D projective transformation applied to the associated camera pair, the geometric error computed above would have remained constant.
Conclusions
This article presented a new self-calibration technique extending the method developed by Hartley in [8] for the self-calibration of the focal lengths of a pair of cameras to the case of multiple varying intrinsic parameters and larger image sequences. The formulation of the algorithm is simple, corresponding to a direct search in the space of intrinsic parameters aiming to minimize a cost function based in properties of essential matrices. This method contrasts with the approach of searching for the projective transformation that maps the weakly calibrated camera matrices into a new set of camera matrices where given constraints over the intrinsic parameters are satisfied. Experiments with both synthetic and real data showed that the technique developed is numerically stable, robust and accurate. It dispenses the use of bundle adjustment to search for a consistent set of weakly calibrated camera matrices, has no bias towards any particular image of the sequence, and makes use of the information provided by the correspondences in an homogeneous way.
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