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A besze´dfelismere´si proble´ma´ban egy adott bemonda´shoz kell meghata´rozni a helyes szo´t vagy szo´-
sorozatot. Az erre szolga´lo´ rendszerek e´s mo´dszerek fejleszte´se sora´n az alkalmazott megko¨zel´ıte´sekto˝l,
modellekto˝l fu¨ggetlenu¨l mindig u¨gyelni kellett ke´t nagyon fontos te´nyezo˝re: a pontossa´gra e´s a se-
besse´gre. Egy besze´dfelismero˝ rendszer pontossa´ga nyilva´n le´tfontossa´gu´, elve´gre a besze´dfelismere´s
le´nyege a bemonda´s pontos a´tirata´nak meghata´roza´sa. Viszont a sebesse´get is kiemelten kell kezelni,
mert ezt az a´tiratot valo´s ido˝ben szeretne´nk megkapni; emellett persze az ero˝forra´sok pocse´kola´sa´t is
el kell keru¨lni, ı´gy a sebesse´g fontos te´nyezo˝ me´g a valo´s ideju˝ felismere´s ele´re´se uta´n is.
A sebesse´g e´s a pontossa´g fontossa´ga miatt ezt a dolgozatot ezen ke´t fogalom ko¨re´ szerveztem;
a dolgozat e´s az eredme´nyek is erre a ke´t re´szre lettek bontva. Az elso˝ re´szben a besze´dfelismere´si
folyamat, elso˝sorban a kerese´si elja´ra´s felgyors´ıta´sa´ra koncentra´lunk (mivel a kerese´s viszi el a futa´si
ido˝ nagy re´sze´t). A kerese´si elja´ra´sban rengeteg potencia´lis szo´sorozatot (e´s azok prefixeit, a hi-
pote´ziseket) illesztu¨nk a bemonda´sra. A kerese´s felgyors´ıta´sa´nak egyik a´ltala´nos mo´dja a kerese´si
mo´dszer a´ltal megvizsga´lt hipote´zisek sza´ma´nak cso¨kkente´se. E ce´lbo´l a multi-stack decoding kerese´si
elja´ra´s [1] mu˝ko¨de´se´re javasoltunk mo´dos´ıta´sokat, melyek az egyes ponton ta´rolt hipote´zisek sza´ma´t
hata´rozza´k meg adapt´ıvan (az eredeti konstans helyett).
A kerese´si elja´ra´s gyors´ıta´sa´ra egy ma´sik leheto˝se´g a lehetse´ges hipote´zisek sza´ma´nak cso¨kkente´se
tova´bbi krite´riumok fela´ll´ıta´sa´val; ı´gy kerese´s ko¨zben kevesebb leheto˝se´get kell figyelembe venni. Erre
ke´t technika´t vezettu¨nk be: az elso˝ egy to¨bble´pe´ses kerese´si mo´dszer [27], melyben to¨bb kerese´si
le´pe´st ve´gzu¨nk. A le´pe´sek egyre alaposabb vizsga´latokat ve´geznek, de mindig csak az elo˝zo˝ le´pe´sek
a´ltal valo´sz´ınu˝bbnek tala´lt hipote´ziseket vizsga´lja´k, ı´gy a keve´sse´ valo´sz´ınu˝ leheto˝se´geket gyorsan ki
lehet za´rni. Az ebben a dolgozatban bemutatott to¨bble´pe´ses kerese´si elja´ra´s a fone´maoszta´lyozo´ hiba´i
alapja´n le´trehozott fone´macsoportokra e´pu¨l. A kerese´s felgyors´ıta´sa´nak ma´sik mo´dja a lehetse´ges
fone´mahata´rok korla´toza´sa volt (szegmenta´la´s), amire ha´rom u´j mo´dszer lett bevezetve.
A dolgozat ma´sodik re´sze´ben olyan teru¨letekkel foglalkozunk, amelyekkel jav´ıthato´ a besze´dfel-
ismere´s pontossa´ga. Az elso˝ teru¨let a valo´sz´ınu˝se´gaggrega´cio´ folyamata´nak alapos vizsga´lata, amely
ke´t szinten folyik: szegmensekre sza´molt fone´mavalo´sz´ınu˝se´gek kisza´m´ıta´sa e´s ezekbo˝l a szegmens-
szintu˝ e´rte´kekbo˝l ege´sz hipote´zisek valo´sz´ınu˝se´ge´nek meghata´roza´sa. Az itt haszna´lt elja´ra´sok a´ltala´ban,
a fu¨ggetlense´gi hipote´zisbo˝l levezetve, szorza´st alkalmaznak; egy jobban illeszkedo˝ modellt keresve
sza´mos hasonlo´ opera´tort pro´ba´ltunk ki, e´s egy gyakorlati felhaszna´la´sra koncentra´lo´ u´j mo´dszert is
bemutatunk a fuzzy ha´romszo¨gnorma´k modelleze´se´re. A pontossa´g jav´ıta´sa´ra ira´nyulo´ ma´sik vizsga´lt
proble´ma az antifone´ma-modelleze´s teru¨lete: a besze´dfelismere´s bizonyos megko¨zel´ıte´sei sora´n fon-
tos megku¨lo¨nbo¨ztetni a te´nyleges fone´ma´kat a bemonda´sokban elo˝fordulo´ egye´b hangdarabokto´l (pl.
to¨bb egyma´s uta´ni fone´ma, fone´mare´szletek). Erre sza´mos mo´d k´ına´lkozik; a standard elja´ra´sok mel-
lett alkalmaztam a feladatra egy a´ltala´nos ellenpe´lda-genera´lo´ elja´ra´st is. Az alkalmaza´sa´hoz sza´mos
mo´dos´ıta´s bevezete´se´re is szu¨kse´g volt, ve´gu¨l azonban ez a mo´dszer vezetett a legjobb eredme´nyekhez.
Az irodalom nagy re´sze a besze´dfelismere´si teru¨letet keretalapu´ megko¨zel´ıte´sben ta´rgyalja, jo´re´szt a
rejtett Markov-modellre e´pu¨lve. Ez a dolgozat azonban mind keret-, mind szegmensalapu´ k´ıse´rleteket
tartalmaz, melyeket egy a´ltala´nos megko¨zel´ıte´s kerete´ben ta´rgyalunk [29]. A k´ıse´rletek sza´mos, a
munka sora´n ele´rheto˝ve´ va´lo´ adatba´zison lettek elve´gezve, melyek re´szletes adatai a diszszerta´cio´ban
tala´lhato´ak.
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1. A besze´dfelismere´s kerese´si folyamata´nak gyors´ıta´sa
A besze´dfelismere´si proble´ma´ban adott egy bemonda´s egy A = a1a2 . . . at megfigyele´ssorozatke´nt,
e´s a lehetse´ges fone´masorozatok (szavak vagy szo´sorozatok, a tova´bbiakban ro¨viden szavak) egy W
halmaza. A feladat megtala´lni azt a szo´t, amely optima´lisan illeszkedik a bemonda´sra; azaz azt a
wˆ ∈ W szo´t, melyre
wˆ = arg max
w∈W
P (w|A). (1)
A besze´dfelismere´s diszkriminat´ıv megko¨zel´ıte´se az (1). egyenletet haszna´lja [8], mi azonban elo˝szo¨r
alkalmazzuk a Bayes-te´telt:





Ezuta´n, felhaszna´lva, hogy P (A) minden w ∈ W -re va´ltozatlan, megkapjuk, hogy
wˆ = arg max
w∈W
P (A|w)P (w). (3)
A tova´bbiakban a generat´ıv megko¨zel´ıte´st ko¨vetju¨k, Eq. (3)-at alkalmazva [22]. P (w)-t a´ltala´ban
egy nyelvi modell szolga´ltatja, amit adottnak te´telezu¨nk fel e´s P (A|w)-re koncentra´lunk, ami kisebb
egyse´gek valo´sz´ınu˝se´ge´rte´keire bonthato´: a w szo´t o1, . . . , on fone´masorozatke´nt kezelju¨k majd, m´ıg
A-t nem a´tfedo˝ A1, . . . , An szegmensekre bontjuk, ahol minden Aj a megfelelo˝ oj fone´ma´hoz tartozik.





Egy keretalapu´ modellben a P (Aj|oj) e´rte´kek tova´bb bonto´dnak, m´ıg egy szegmensalapu´ ko¨rnyezet-
ben ezek jellemzo˝en a fone´maoszta´lyozo´ ko¨zvetlen kimenetei. Ebben a dolgozatban keret- e´s szeg-
mensalapu´ megko¨zel´ıte´st is alkalmazunk.
A legto¨bb haszna´lt kerese´si mo´dszer balro´l jobbra halad, egyszerre egy fone´ma´t illesztve az aktua´lis
szo´prefix ve´ge´re. Ezek a prefixek az u´n. hipote´zisek, melyek (o1 . . . oj, [A1, . . . , Aj]) alaku´ objektum-
pa´rok. Egy u´j fone´ma e´s u´j befejezo˝ ido˝pont hipote´zis ve´ge´re illeszte´se´t a hipote´zis kiterjeszte´se´nek
nevezzu¨k.
A dolgozatban a multi-stack decoding e´s a Viterbi beam search kerese´si elja´ra´sokat haszna´ltuk, me-
lyek egyma´s va´ltozatainak is tekintheto˝k. Mindketto˝ megvalo´s´ıthato´ u´gy, hogy adatstruktu´ra´kat (ver-
meket) rendelu¨nk minden lehetse´ges fone´mahata´rhoz; ezek a vermek (melyek nem a jo´lismert LIFO-
vagy FIFO-t´ıpusu´ vermek) a hipote´ziseket azok valo´sz´ınu˝se´ge szerint rangsorolja´k. Egy korla´tozott
me´retu˝ verem csak a legvalo´sz´ınu˝bb n hipote´zist tartja meg, az ezen fo¨lu¨lieket egyszeru˝en eldobja.
A multi-stack decoding algoritmus ilyen korla´tozott me´retu˝ vermeket haszna´l, m´ıg a Viterbi beam
search elja´ra´s csak a legvalo´sz´ınu˝bb hipote´zist tartja meg, valamint azokat, amelyek (valo´sz´ınu˝se´geik
alapja´n) ehhez ko¨zel esnek. Ez a ,,ko¨zelse´g” a mo´dszer parame´tere´vel (suga´rsze´lesse´g) szaba´lyozhato´.
A to¨bbi tekintetben a ke´t kereso˝elja´ra´st tekinthetju¨k azonosnak.
Elo˝szo¨r a kezdo˝hipote´zis keru¨l a bemonda´s kezdete´hez tartozo´ verembe, majd no¨vekvo˝ ido˝rendben
beja´rjuk a vermeket. Minden le´pe´sben kivesszu¨k a hipote´ziseket az aktua´lis verembo˝l, mindegyiket
minden lehetse´ges mo´don kiterjesztju¨k, majd a genera´lt hipote´ziseket belehelyezzu¨k az (u´j) befejeze´si
ideju¨kho¨z tartozo´ verembe. Az elja´ra´s kimenete az utolso´ veremben tala´lhato´ hipote´zisek ko¨zu¨l a




Viterbi beam search 100.00% 100.00%
multi-stack decoding 68.65% 86.98%
multi-stack + i 241.60% 482.57%
multi-stack + ii 147.77% 358.48%
multi-stack + iii 351.54% 86.98%
multi-stack + iv 166.58% 379.47%
multi-stack + i + ii + iii + iv 756.55% 704.97%
1. ta´bla´zat. A bevezetett jav´ıta´sok a´ltal ele´rt sebesse´gjav´ıta´s me´rte´ke a Sza´madatba´zisra e´s a Tele-
fonos adatba´zisra (mindketto˝ izola´ltszavas felismere´s, szegmensalapu´ eset), a felismere´si pontossa´g
mego˝rze´se mellett. A sebesse´gjav´ıta´s ford´ıtottan ara´nyos a futa´si sebesse´ggel.
1.1. A multi-stack decoding elja´ra´s jav´ıta´sa
A multi-stack decoding kerese´si algoritmus gyenge pontja, hogy egyenlo˝ me´retu˝ vermeket haszna´l az
ege´sz bemonda´son, mely me´ret azonban csak pa´r ponton szu¨kse´ges. (A Viterbi beam search mo´dszerre
ugyanez igaz a konstans suga´rsze´lesse´ge´vel.) A veremme´ret jobb meghata´roza´sa´val pontossa´gveszte´s
ne´lku¨li sebesse´gno¨vekede´st e´rhetne´nk el, melyre a ko¨vetkezo˝ technika´kat alkalmaztuk:
i) Kombina´ltunk a multi-stack decoding e´s a Viterbi beam search elja´ra´sokat: minden veremben
csak az n legjobb hipote´zist tartottuk meg, de a legjobbna´l suga´rsze´lesse´gne´l rosszabbakat is eldobtuk.
ii) A bemonda´s kezdete´n nagyon keve´s informa´cio´nk van annak eldo¨nte´se´re, hogy mely hipote´zise-
ket e´rdemes megtartanunk, ı´gy itt nagyobb vermekre van szu¨kse´g, mint ke´so˝bb. Erre egy egyszeru˝
megolda´st alkalmaztunk: a ti ido˝ponthoz tartozo´ verem me´rete s ·m
i volt, ahol 0 < m < 1 e´s s az
elso˝ verem me´rete.
iii) A ko¨vetkezo˝ jav´ıta´s a vermek egy mo´dos´ıta´sa. Igen gyakori, hogy to¨bb olyan hipote´zisu¨nk
is van, amelyek fone´masorozata e´s befejezo˝ ido˝pontja is megegyezik (viszont valamelyik kora´bbi
fone´mahata´ruk elte´r). Ilyen esetekben ele´g a legvalo´sz´ınu˝bbet megtartani, hiszen a tova´bbi kiter-
jeszte´sek csak a befejezo˝ ido˝pontto´l e´s a fone´masorozatto´l fu¨ggnek. A vermek ilyen mu˝ko¨de´se ko¨nnyen
megoldhato´, azonban ez minden u´j hipote´zis elta´rola´sakor egy ido˝ige´nyes vizsga´lathoz vezet. Emi-
att egy egyszeru˝bb, ko¨zel´ıto˝ va´ltozatot alkalmaztunk: a vermek to¨bb ilyen ,,egyezo˝” hipote´zist is
ta´rolhatnak, a vizsga´latot a hipote´zisek kiterjeszte´sekor alkalmazzuk. Ha az aktua´lis hipote´zis fone´masorozata
megegyezik az elo˝tte kiterjesztett hipote´zise´vel, a hipote´zist elvetju¨k.
iv) Ez az o¨tlet abbo´l a megfigyele´sbo˝l ered, hogy csak te´nyleges fone´mahata´rokon van szu¨kse´g
nagyme´retu˝ vermekre. Amennyiben meg tudna´nk hata´rozni az egyes ido˝pontok fone´mahata´rsa´ga´nak
valo´sz´ınu˝se´ge´t, cso¨kkenteni tudna´nk a beja´rt kerese´si te´r me´rete´t. Erre a feladatra egy neuronha´lo´t ta-
n´ıtottunk a 13 MFCC ∆ jellemzo˝n, kimenete´t egy p valo´sz´ınu˝se´gnek tekintve. Az aktua´lis veremme´ret
p-to˝l fu¨ggo¨tt: a bonyolultabb mo´dszer egy exponencia´lis fu¨ggve´nyt alkalmazott erre, m´ıg az egyszeru˝bb
egy le´pcso˝s fu¨ggve´ny volt azokra az esetekre, ahol ko¨nnyen illesztheto˝ va´ltozatra volt szu¨kse´g.
Ezt a ne´gy jav´ıta´st ke´t adatba´zison teszteltu¨k, azonos pontossa´g mellett mine´l nagyobb sebesse´g-
jav´ıta´st megce´lozva (ld. 1. ta´bla´zat). Megmutattuk, hogy o¨ssze is kombina´lhato´ak, e´s ı´gy me´g nagyobb
sebesse´gjav´ıta´st e´rtu¨nk el. Az ele´rt sebesse´gjav´ıta´s me´rte´ke ra´mutat a standard kerese´si elja´ra´sok
gyenge pontja´ra: a bemonda´son belu¨li poz´ıcio´ figyelmen k´ıvu¨l hagya´sa´ra.
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Alkalmazott le´pe´sek d1 (minimum) d2 (a´tlag)
P0 P1 P2 P3 Dmin Dmax Dmin Dmax
• ◦ ◦ ◦ 100.00% 100.00% 100.00% 100.00%
• • ◦ ◦ 187.81% 188.96% 270.96% 233.32%
• ◦ • ◦ 217.46% 188.23% – 160.61%
• ◦ ◦ • – – – 338.70%
• • • ◦ 162.76% 229.64% – 172.62%
• • ◦ • – – – 189.22%
• ◦ • • – – – 248.47%
• • • • – – – 194.60%
2. ta´bla´zat. A bevezetett to¨bble´pe´ses kereso˝elja´ra´s sebesse´gjav´ıta´si eredme´nyei a Gyerekadatba´zison







–” azt, hogy nem sikeru¨lt ele´rni az elva´rt pontossa´got.
1.2. Egy to¨bble´pe´ses kereso˝elja´ra´s
Le´teznek to¨bble´pe´ses kereso˝elja´ra´sok is: ezek elo˝szo¨r a keve´sbe´ valo´sz´ınu˝ hipote´ziseket vetik el
valamilyen kis sza´m´ıta´sige´nyu˝ felte´tel alapja´n. Ezuta´n a ke´so˝bbi le´pe´sekben csak a fennmarado´ hi-
pote´ziseket vizsga´lja´k meg bonyolultabb, megb´ızhato´bb elja´ra´sokkal, melyek pontosabban becslik meg
a hipote´zis-valo´sz´ınu˝se´geket [27]. Mi a ko¨vetkezo˝kben egy fone´macsoportos´ıta´son alapulo´ to¨bble´pe´ses
kerese´si elja´ra´st ke´sz´ıtu¨nk: ı´gy szavakat vonunk o¨ssze, kisebb szo´ta´rban pedig gyorsabban lehet keresni.
A ke´so˝bbi le´pe´sekben csak a megelo˝zo˝ le´pe´sben valo´sz´ınu˝bbnek tala´lt szavak maradnak a szo´ta´rban,
melyeket ma´r alaposabban is megvizsga´lhatunk.
A fone´mahalmazt egy standard klaszterezo˝ elja´ra´ssal klasztereztu¨k, amely egy, az eredeti fone´ma´k
ko¨zti d ta´volsa´gra e´pu¨l. Kezdetben minden fone´ma ku¨lo¨n klasztert alkot; ezuta´n minden le´pe´sben
o¨sszevonjuk a ke´t legko¨zelebbi klasztert, am´ıg ez a minima´lis ta´volsa´g el nem e´r egy L ku¨szo¨bo¨t.
Ke´t klaszter ta´volsa´ga´nak va´laszthatjuk elemeik pa´ronke´nt vett ta´volsa´ga´nak minimuma´t (Dmin)
vagy maximuma´t (Dmax) [19]. Mo´dszeru¨nk a P (ai|oj) (keretszintu˝) vagy P (Aj|oj) (szegmensszintu˝)
valo´sz´ınu˝se´geket szolga´ltato´ fone´maoszta´lyozo´ elja´ra´s hiba´ira e´pu¨l: annak M te´veszte´si ma´trixa´t
haszna´ljuk, ahol mi,j az ωj oszta´lyba tartozo´, de ωi oszta´lyba sorolt elemek sza´ma. Elo˝szo¨r nor-




, 1 ≤ i, j ≤ K, (5)





0 ha i = j
∞ ha m′i,j = m
′
j,i = 0 e´s i 6= j
− log(m′i,j) ha m
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j,i = 0 e´s m
′
i,j 6= 0
− log(m′j,i) ha m
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Alkalmazott le´pe´sek d1 (minimum) d2 (a´tlag)
P0 P1 P2 Dmin Dmax Dmin Dmax
• ◦ ◦ 100.00% 100.00% 100.00% 100.00%
• • ◦ 174.82% 241.20% 204.61% 203.09%
• ◦ • 160.95% 216.21% 151.91% 239.59%
• • • 113.29% 184.68% 126.18% 168.30%
3. ta´bla´zat. A bevezetett to¨bble´pe´ses kereso˝elja´ra´s sebesse´gjav´ıta´si eredme´nyei a Telefonos adat-
ba´zison (izola´ltszavas felismere´s, keretalapu´ eset), a multi-stack decoding elja´ra´shoz ke´pest.
Ezuta´n legyen D′ egy, D1-en vagy D2-n mu˝ko¨do˝ legro¨videbbu´t-kereso˝ elja´ra´s kimenete; D ′ tar-
talmazza a klasztereze´shez haszna´lt fone´mata´volsa´gokat. I´gy ne´gy klasztereze´si va´ltozatunk van a
ta´volsa´gfu¨ggve´nyto˝l (d1 vagy d2) e´s a klasztereze´si elja´ra´sto´l (Dmin vagy Dmax) fu¨ggo˝en.
A klasztereze´si elja´ra´s mega´lla´si ku¨szo¨be´nek (L-nek) meghata´roza´sa´hoz egy diagrammon a´bra´zol-
tuk a klaszterek sza´ma´t L fu¨ggve´nye´ben, majd olyan L e´rte´keket va´lasztottunk, ahol ke´t klasztero¨ssze-
vona´s ko¨zo¨tt jelento˝s szakada´s la´tszott. I´gy sza´mos leheto˝se´get kaptunk, melyek mindegyike´hez egy
fone´macsoportos´ıta´s e´s egy lehetse´ges, Pi-vel jelo¨lt kerese´si le´pe´s tartozott (P0 az eredeti le´pe´s). A fel-
haszna´lt le´pe´seket e´s a hozza´juk tartozo´ veremme´reteket tesztele´ssel va´lasztottuk ki, ke´t izola´ltszavas
felismere´ses adatba´zison: egyet szegmens-, egyet pedig keretalapu´ megko¨zel´ıte´sben. Az uto´bbina´l ke-
vesebb lehetse´ges kerese´si le´pe´s ado´dott a kevesebb fone´ma miatt, mivel a ro¨vid-hosszu´ pa´rok nem
voltak megku¨lo¨nbo¨ztetve. A tesztek sora´n va´ltoztattuk az alkalmazott le´pe´seket e´s a veremme´reteket;
a minima´lis felismere´si pontossa´got ele´ro˝ konfigura´cio´k ko¨zu¨l a leggyorsabbat va´lasztottuk (ld. a 2. e´s
3. ta´bla´zatot). Az ele´rt sebesse´gjav´ıta´si e´rte´kek azt mutatja´k, hogy a kerese´si elja´ra´s igen hate´kony.
A Gyerekadatba´zis sza´mos sikertelen tesztesete valo´sz´ınu˝leg a tu´l szu˝k P3 fone´macsoportos´ıta´snak
tudhato´ be, viszont P3 bizonyult a leggyorsabbnak d
2-t e´s Dmax-ot haszna´lva , e´s ez a konfigura´cio´
(a legszu˝kebb fone´macsoport (P2) d
2-t e´s Dmax-ot haszna´lva) jo´l teljes´ıtett a ma´sik adatba´zison is.
1.3. Szegmensalapu´ besze´dfelismere´s felgyors´ıta´sa szegmenta´la´ssal
A kerese´si elja´ra´s sora´n hipote´zisekkel dolgozunk, melyek fone´ma´kat rendelnek szegmensekhez; ezekre
az Ai szegmensekre hivatkozhatunk [ti−1, ti] hata´rpontjaikkal is. Eddig a ti e´rte´kekre csak a trivia´lis
megko¨te´sek vonatkoztak (ege´sz sza´mok no¨vekvo˝ sorrendben e´s 1 ≤ ti ≤ t). A ko¨vetkezo˝kben csak
egy T halmaz elemeit engede´lyezzu¨k; T a lehetse´ges szegmenshata´rok halmaza, m´ıg a T -t meg-
hata´rozo´ elja´ra´s a szegmenta´lo´ algoritmus. Ele´g valo´sz´ınu˝tlen, hogy 1 e´s t ko¨zo¨tt az o¨sszes e´rte´kre
szu¨kse´g van, fo¨lo¨sleges e´rte´kek T -ben tarta´sa viszont a kerese´si elja´ra´s futa´si ideje´nek haszontalan
megno¨vekede´se´vel ja´r. Ra´ada´sul idea´lis esetben T egybeesik a valo´s fone´mahata´rok halmaza´val, me-
lyek reme´lheto˝leg meghata´rozhato´ak jelfeldolgoza´si eszko¨zo¨kkel [26].
Az alap szegmenta´lo´ algoritmus minden k. keretne´l javasol egy szegmenshata´rt: ez egy primit´ıv,
a´mde kiele´g´ıto˝en mu˝ko¨do˝ mo´dszer. A ko¨vetkezo˝kben bevezetu¨nk ha´rom u´j elja´ra´st, amelyek min-
den ai kerethez egy bi hata´rvalo´sz´ınu˝se´get va´rnak; a bi e´rte´keket esetu¨nkben egy, a klasszikus 13
MFCC ∆ jellemzo˝vektort haszna´lo´ neuronha´lo´ szolga´ltatta. Logikusnak tu˝nhet, hogy a bi e´rte´kek
meghata´roza´sa megoldja az ege´sz szegmenta´la´si proble´ma´t; ezt a gondolatmenetet ko¨vetve az elso˝
ke´t elja´ra´s mu˝ko¨de´se ele´g egyszeru˝. A Ku¨szo¨bo¨lo˝ algoritmus szinte´n minden k. keretne´l javasol
hata´rt, a´m csak ha a megfelelo˝ bi hata´rvalo´sz´ınu˝se´g a´tle´p egy pmin ku¨szo¨bo¨t (ld. az 1. a´bra´t). Ez
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1. a´bra. Fent: egy bemonda´sre´szlet spektruma a valo´s szegmenta´la´ssal. Lent: ugyanaz a spektrum a
bi e´rte´kekkel e´s a Ku¨szo¨bo¨lo˝ algoritmus kimenete´vel.
Algoritmus Parame´terek Helyesse´g Pontossa´g Sebesse´gjav´ıta´s
Ku¨szo¨bo¨lo˝ k = 6, p = 0.065 96.06% 94.94% 110.83%
Ku¨szo¨bo¨lo˝ k = 6, p = 0.070 97.49% 95.70% 87.70%
Maximum k = 3 93.90% 90.68% 78.29%
Maximum k = 4 95.34% 92.83% 137.02%
LIF k = 6, p = 1.75 97.85% 96.42% 155.57%
LIF k = 7, p = 1.30 98.20% 95.69% 127.26%
Referenciae´rte´k — 96.42% 95.34% 100.00%
4. ta´bla´zat. A Ku¨szo¨bo¨lo˝, Maximum e´s LIF algoritmusok ne´ha´ny fontosabb eredme´nye az Orvosi
adatba´zison (mondatfelismere´s, szegmensalapu´ eset), az alkalmazott parame´terekkel.
az elja´ra´s ele´g rosszul teljes´ıtett: parame´terhangola´ssal el lehetett e´rni egy kis sebesse´gno¨vekede´st, de
ekkor a pontossa´ge´rte´kek romlottak; ma´s bea´ll´ıta´sokat haszna´lva javult a pontossa´g, a´m csak lassula´s
mellett. Ennek oka valo´sz´ınu˝leg az volt, hogy a spektrum va´ltoza´sa (mely a bi e´rte´kekben tu¨kro¨zo˝dik)
gyakran hosszabb ido˝ alatt ko¨vetkezik be relat´ıve alacsony bi e´rte´kek mellett, melyeket ez a mo´dszer
ke´ptelen volt e´szlelni. Ma´sodik elja´ra´sunk, a Maximum algoritmus olyan pontokat keres, ahol a bi
e´rte´kek egy adott intervallumon loka´lis maximumukat veszik fel. A vizsga´lt ko¨rnyezet me´rete´t (k)
mo´dos´ıtva bea´ll´ıthatunk a hata´rok ko¨zo¨tt egy minima´lis ta´volsa´got (ld. a 2. a´bra´t). Ba´r ez az elja´ra´s
tu˝nt a leg´ıge´retesebbnek, az eredme´nyek nem ezt igazolta´k: keve´s fo¨lo¨sleges hata´rt javasolt ugyan, de
elhagyott ne´ha´ny szu¨kse´geset is, ami nagyon komoly hiba. Emellett az algoritmust csak me´rse´kelten
lehetett hangolni, mivel egyetlen parame´tere egy kis ege´sz sza´m.
A ke´t elja´ra´s kudarca alapja´n ne´mileg bonyolultabb megolda´sra van szu¨kse´gu¨nk. A LIF algoritmus
dinamikusan pro´ba´lja u´gy bea´ll´ıtani a hata´rokat, hogy su˝ru˝se´gu¨k ara´nyos legyen a loka´lis bi e´rte´kekkel.
Erre egy megolda´s a ,,leaky integrate-and-fire” (LIF) neuronmodell alkalmaza´sa [6]. Mu˝ko¨de´se ele´g
egyszeru˝: a neuron addig halmozza a bemeneti e´rte´keket, m´ıg o¨sszegu¨k el nem e´r egy ku¨szo¨bo¨t; ekkor
a neuron kisu¨l, potencia´lja lenulla´zo´dik e´s az ege´sz elja´ra´s elo¨lro˝l kezdo˝dik. A halmoza´s ,,lyukassa´” is
teheto˝, ekkor az o¨sszeg egy ido˝konstanssal cso¨kken. A modellbe egy kifa´rada´si perio´dus is belefoglal-
hato´, mely alatt a neuron nem gerjesztheto˝. Szegmenta´lo´algoritmusunkban a bi e´rte´kek szolga´lnak
a neuron bemeneteke´nt: ahol ezek az e´rte´kek magasabbak, o¨sszegu¨k hamarabb ele´ri az aktiva´cio´s
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2. a´bra. Fent: az 1. a´bra´n is la´thato´ spektrum a bi e´rte´kekkel e´s a Maximum algoritmus kimenete´vel.
Lent: ugyanaz a spektrum a bi e´rte´kekkel e´s a LIF algoritmus kimenete´vel.
ku¨szo¨bo¨t, ı´gy a kisu¨le´sek gyakoribba´ va´lnak. A hata´rok gyakorisa´ga a p ku¨szo¨bbel a´ll´ıthato´, m´ıg a
k perio´dus va´ltoztata´sa´val a hata´rok ko¨zti minima´lis ta´volsa´g hata´rozhato´ meg (ld. a 2. a´bra´t). A
ma´sik ke´t elja´ra´ssal ellente´tben ez az algoritmus jelento˝s gyorsula´st e´rt el pontossa´gcso¨kkene´s ne´lku¨l,
so˝t a pontossa´ge´rte´keken e´s a sebesse´ge´rte´keken egyszerre is tudott jav´ıtani (ld. a 4. ta´bla´zatot).
M´ıg a Maximum algoritmus nagyon jo´l tala´lta meg a potencia´lis szegmenshata´rokat, nem lehetett
hangolni; a Ku¨szo¨bo¨lo˝ algoritmus ke´t parame´tere´vel nagyon jo´l hangolhato´, maga az elja´ra´s azonban
tu´l egyszeru˝ volt. A LIF algoritmus lehet az arany ko¨ze´pu´t: ke´t hangolhato´ parame´terrel rendelkezik, a
Ku¨szo¨bo¨lo˝ algoritmusna´l intelligensebb poz´ıcio´kra helyezi hata´rait, e´s figyelembe veszi a ko¨rnyezetet.
A fejezet eredme´nyeinek te´zisszeru˝ o¨sszefoglala´sa
I/1. A szerzo˝ le´trehozott egy to¨bble´pe´ses kerese´si elja´ra´st, hogy felgyors´ıtsa a besze´dfelismere´si fela-
dat kerese´si folyamata´t. Az elja´ra´s to¨bb, hierarchikus fone´macsoportot alkalmaz, melyek az
eredeti fone´make´szletnek a fone´maoszta´lyozo´ te´veszte´si ma´trixa´n alapulo´ klasztereze´se´vel lettek
meghata´rozva. A fone´macsoportok hierarchikus tulajdonsa´ga´t kihaszna´lva a megfelelo˝ kerese´si
le´pe´sek ko¨nnyen implementa´lhato´ak, mivel egy to¨mo¨rebb fone´macsoportos´ıta´s szavakat von
o¨ssze. Ezzel az elja´ra´ssal sikeru¨lt a kerese´si folyamatot jelento˝sen felgyors´ıtani (publika´lva: [13;
14; 25]).
I/2. A szerzo˝ megkonstrua´lt egy elja´ra´st a fone´ma´k hata´rainak pontosabb detekta´la´sa´ra. Erre ala-
pozva elke´sz´ıtett egy, a fone´ma´k ko¨zti lehetse´ges hata´rokat kisza´m´ıto´ algoritmust. Az eredme´nyek
tu¨kre´ben ez a mo´dszer valo´ban alkalmazhato´ a besze´dfelismere´si elja´ra´s felgyors´ıta´sa´ra a stan-
dard szegmenta´la´si elja´ra´shoz ke´pest, ezenfelu¨l a mo´dszer pontos parame´terbea´ll´ıta´sa´val a je-
lento˝s gyors´ıta´s mellett sikeru¨lt a felismere´si pontossa´gon is jav´ıtani (publika´lva: [18]).
I/3. A szerzo˝ tanulma´nyozta a multi-stack decoding e´s a Viterbi beam search kereso˝ elja´ra´sokat,
melyek ko¨zo¨sek abban, hogy hipote´ziseket ta´rolnak minden lehetse´ges fone´ma´k ko¨zo¨tti hata´rna´l.
A szerzo˝ sza´mos mo´dszert vezetett be, melyek a ta´rolt hipote´zisek sza´ma´t pontonke´nt korla´toz-
ta´k, e´s ı´gy ke´pes volt felgyors´ıtani a besze´dfelismere´si proble´ma kerese´si folyamata´t azonos vagy
csak kicsit alacsonyabb felismere´si pontossa´g mellett (publika´lva: [11; 12; 14; 16; 25]).
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2. A besze´dfelismere´s pontossa´ga´nak no¨vele´se
A dolgozat ma´sodik re´sze´ben olyan teru¨letekkel foglalkozunk, melyek no¨velhetik a besze´dfelismere´s
pontossa´ga´t. Mivel igen sok ilyen teru¨let le´tezik, ne´ha´ny ilyenre kell korla´toznunk vizsga´latainkat:
ku¨lo¨nbo¨zo˝ aggrega´cio´s opera´torokat fogunk felhaszna´lni a hipote´zisko¨ltse´gek kalkula´cio´ja sora´n, e´s
megvizsga´ljuk az antifone´ma-proble´ma´t, mivel ezek gyakorlatilag nem no¨velik a futa´si ido˝t.
2.1. Hipote´zisko¨ltse´gek sza´m´ıta´sa aggrega´cio´s opera´torokkal
Besze´dfelismere´s sora´n azt a wˆ ∈ W szo´t keressu¨k, melyre P (A|w)P (w) maxima´lis. Az elso˝ egyu¨tt-





ahol a w szo´t a o1, . . . , oj fone´masorozattal azonos´ıtottuk, m´ıg A = A1, . . . , An az A = a1, . . . , at
besze´djel sze´tbonta´sa fone´ma´nke´nt egy-egy nem a´tfedo˝ szegmensre. Ez a ke´plet a fu¨ggetlense´gi
felteve´sen alapszik, amiro˝l azonban ma´r to¨bbszo¨r bebizonyosodott [31], hogy hamis; ı´gy ma´s, a
proble´ma´hoz esetleg a szorza´sna´l jobban illeszkedo˝ opera´torok is alkalmazhato´k. Ez leheto˝ve´ teszi
egy a´ltala´nosabb megko¨zel´ıte´s haszna´lata´t [29], nevezetesen
P (A|w) = g2
(
P (A1|o1), P (A2|o2), . . . , P (An|on)
)
, (9)
ahol a g2 opera´tor a fone´maszintu˝ valo´sz´ınu˝se´gekbo˝l sza´m´ıt hipote´zisszintu˝eket. Ugyan´ıgy egy ma´sik
opera´tor (g1) haszna´lhato´ a fone´maszintu˝ P (Aj |oj) valo´sz´ınu˝se´gek alacsonyabb szintu˝ forra´sokbo´l
to¨rte´no˝ meghata´roza´sa´hoz. Egy tipikus keretalapu´ ko¨rnyezetben (mint pe´lda´ul a Hidden Markov Model
(HMM) alkalmaza´sakor) g1 jellemzo˝en az aj kereteken alapszik, e´s a ko¨vetkezo˝ke´ppen definia´lt:





oj · P (al|oj), (10)
ahol coj az oj fone´ma´hoz tartozo´ a´llapotban marada´s valo´sz´ınu˝se´ge, e´s a´ltala´ban egy Gaussian
Mixture Model (GMM) szolga´ltatja a P (al|oj) e´rte´keket. Szegmensalapu´ esetben g1 tipikusan a
fone´maoszta´lyozo´ elja´ra´s megfelelo˝ kimenete´nek e´rte´ke hossznormaliza´la´s uta´n [29]. A ko¨vetkezo˝kben
a g1 vagy g2 opera´torokat fogjuk va´ltoztatni; ı´gy befolya´soljuk a szo´-szegmens pa´rok valo´sz´ınu˝se´ge´t,
e´s reme´lheto˝leg no¨velju¨k a felismere´si pontossa´got.
2.1.1. Ko¨ze´paggrega´cio´s opera´torok haszna´lata
Elso˝ le´pe´sben olyan opera´torokat kerestu¨nk, melyek viselkede´se ta´g hata´rok ko¨zo¨tt mo´dos´ıthato´, ı´gy
fordultunk a fuzzy ko¨ze´paggrega´cio´s opera´torokhoz; elo˝szo¨r a hatva´nyko¨ze´p opera´tort [4] alkalmaztuk:
Gα(x1, . . . , xj) =
(






, α ∈ R. (11)
Jo´lismert [20], hogy ha α→−∞, Gα→min(x1, . . . , xj); G−1 a harmonikus ko¨ze´p; ha α → 0, Gα a
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Alkalmazott opera´tor α Pontossa´g
Semmi (referenciae´rte´k) – 77.83%
Gα 0.6 84.35%
Gα,λ λ = 0.7 0.4 83.04%
Gα,λ λ = 0.8 0.5 83.91%
Gα,λ λ = 0.9 0.5 84.78%
Gα,λ λ = 1.0 0.6 84.35%
5. ta´bla´zat. A hatva´nyko¨ze´p opera´tor e´s a cso¨kkeno˝ hatva´nyko¨ze´p opera´tor legjobb eredme´nyei a
Gyerekadatba´zison (izola´ltszavas felismere´s, szegmensalapu´ eset).
Alkalmazott opera´tor α g1-ke´nt α g2-ke´nt Pontossa´g
Semmi (referenciae´rte´k) – – 94.20%
Gα g1-ke´nt 0.94 – 95.13%
Gα g2-ke´nt 0.94 1.00 95.13%
6. ta´bla´zat. A hatva´nyko¨ze´p opera´tor legjobb eredme´nyei a Telefonos adatba´zison (izola´ltszavas fel-
ismere´s, keretalapu´ eset). Elso˝ le´pe´sben a g1 opera´tor α-ja´t optimaliza´ltuk, majd a g2 opera´tore´t.
me´rtani ko¨ze´phez tart; G1 a sza´mtani ko¨ze´p; e´s ha α →∞, Gα → max(x1, . . . , xj). Az α parame´tert
va´ltoztatva folyamatos a´tmenetet kapunk minimumto´l maximumig, teha´t ez az opera´tor igen rugal-
mas, ami egy alkalmaza´sna´l praktikus tulajdonsa´g. Ezuta´n az opera´tor egy va´ltozata´t vezetju¨k be, a
cso¨kkeno˝ hatva´nyko¨ze´p opera´tort:
Gα,λ(x1, . . . , xj) =
(
λj−1xα1 + λ









ahol α ∈ R ugyanaz, mint a hatva´nyko¨ze´p opera´tor esete´ben, λ ∈ [0, 1] pedig egy su´lyoza´si parame´ter
a ke´so˝bbi e´rte´kek fontosabba´ te´tele´hez. Esetu¨nkben az utolso´ e´rte´k a hipote´zis utolso´ fone´ma´ja´hoz
vagy kerete´hez tartozik, ı´gy ez az opera´tor ideillo˝ va´ltozatnak tu˝nik.
Ko¨vetkezo˝ le´pe´sben ezeket az opera´torokat szeretne´nk g1-ke´nt vagy g2-ke´nt alkalmazni, amihez
be kell a´ll´ıtanunk a parame´tereiket. Az egyparame´teres hatva´nyko¨ze´p opera´tor ele´g ko¨nnyen optima-
liza´lhato´: elo˝szo¨r elo˝zetes tesztekkel egy olyan intervallumot hata´roztunk meg, amelyben kiele´g´ıto˝en
mu˝ko¨do¨tt, majd egy kis le´pe´sko¨zzel beja´rtuk azt. A cso¨kkeno˝ hatva´nyko¨ze´p opera´tor esete´ben elo˝szo¨r
ro¨gz´ıtettu¨nk ne´ha´ny λ e´rte´ket, ezuta´n a fennmarado´ α parame´tert ma´r bea´ll´ıthattuk az elo˝zo˝ mo´don.
Szegmensalapu´ esetben terme´szetesen csak g2 csere´lheto˝ le, hiszen ekkor g1 nem valo´di opera´tor.
A Gα hatva´nyko¨ze´p opera´tor e´s a Gα,λ cso¨kkeno˝ hatva´nyko¨ze´p opera´tor alkalmaza´sa´val ele´rt legjobb
eredme´nyek, valamint az ezekhez tartozo´ parame´tere´rte´kek az 5. ta´bla´zatban olvashato´ak. Gα hasz-
na´lata igen jelento˝s pontossa´gjavula´shoz vezetett, ami azt sugallja, hogy jobban illeszkedik a proble´-
ma´hoz, mint az alape´rtelmezett szorza´s; a cso¨kkeno˝ hatva´nyko¨ze´p opera´tor viszont ehhez ke´pest csak
minima´lis javula´st e´rt el, ami azt jelzi, hogy nincs igazi elo˝nye a hatva´nyko¨ze´p opera´torral szem-
ben, viszont jo´val nehezebb megfelelo˝en parame´terezni. A keretalapu´ esetben mind g1-ben, mind
g2-ben haszna´lhattuk ezeket az opera´torokat. Az egyszeru˝se´g kedve´e´rt nem pa´rhuzamosan a´ll´ıtottuk
be mindketto˝ parame´tere´t, hanem elo˝szo¨r g1-et optimaliza´ltuk, g2-ke´nt szorza´st haszna´lva; ezuta´n
g2 parame´tere´t a´ll´ıtottuk be, g1-et az optima´lis e´rte´ken hagyva (ld. a 6. ta´bla´zatot). Tapasztalataink
szerint g1 lecsere´le´se jelento˝s javula´st hozott, azonban ezuta´n g2 mo´dos´ıta´sa ma´r egya´ltala´n semmit.
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Legjobb pontossa´g 92.17% 0.26% 93.47% 92.60% 89.45% 93.47% 93.04%
Rel. hibacso¨kkene´s 0.00% — 16.60% 5.49% — 16.60% 11.11%
7. ta´bla´zat. A standard ha´romszo¨gnorma-csala´dok alkalmaza´sa´val ele´rt felismere´si pontossa´gok e´s
relat´ıv hibacso¨kkene´sek a Gyerekadatba´zison (izola´ltszavas felismere´s, szegmensalapu´ eset).











Legjobb pontossa´g 91.69% 0.69% 92.61% 92.50% — 92.25% 92.03%
Rel. hibacso¨kkene´s 0.00% — 11.07% 9.74% — 6.73% 9.74%
Legjobb helyesse´g 92.03% 0.81% 93.31% 93.19% — 93.03% 92.73%
Rel. hibacso¨kkene´s 0.00% — 16.06% 14.55% — 12.54% 8.78%
8. ta´bla´zat. A standard ha´romszo¨gnorma-csala´dok alkalmaza´sa´val ele´rt pontossa´g- e´s helyesse´ge´rte´-
kek, valamint relat´ıv hibacso¨kkene´sek az Orvosi adatba´zison (mondatfelismere´s, szegmensalapu´ eset).
2.1.2. Ha´romszo¨gnorma´k haszna´lata
Nagyon sokfe´le opera´tort haszna´lhatunk aka´r g1, aka´r g2 esete´ben, de ezeknek csak to¨rede´ke´to˝l
va´rhatunk jo´ mu˝ko¨de´st. Emellett ko¨nnyen alkalmazhato´ e´s hangolhato´ opera´torokat ce´lszeru˝ vizsga´l-
nunk, ı´gy ke´t felte´telt a´ll´ıtottunk fel: mu˝ko¨de´su¨ket ko¨nnyen lehessen mo´dos´ıtani (egy vagy to¨bb pa-
rame´terrel), e´s, mivel az eredeti opera´torunk a szorza´s, legyenek ,,szorza´sszeru˝ek”. A ha´romszo¨g-
norma´k (triangular norms) a fuzzy logika standard opera´torai [4; 23] e´s mindke´t elva´ra´st teljes´ıtik, ı´gy
o˝ket alkalmaztuk. Mellettu¨k szo´l az is, hogy a fuzzy logika´ban az E´S-kapcsolatot ke´pviselik, e´s a mi
proble´ma´nkban is E´S-kapcsolatok vannak (az A1 szegmens x1 valo´sz´ınu˝se´ggel o1 fone´ma E´S az A2
szegmens x2 valo´sz´ınu˝se´ggel o2 fone´ma, stb.).
Defin´ıcio´ 1 Egy T : [0, 1]2 → [0, 1] fu¨ggve´ny akkor e´s csak akkor ha´romszo¨gnorma (t-norma), ha:
(T1) T (1, x) = x minden x ∈ [0, 1] esete´n, (hata´rfelte´tel)
(T2) T (x, y) = T (y, x) minden x, y ∈ [0, 1] esete´n, (kommutativita´s)
(T3) T (x, y) ≤ T (u, v) ba´rmely 0 ≤ x ≤ u ≤ 1, (T mindke´t argumentuma´t
0 ≤ y ≤ v ≤ 1 esete´n, tekintve nemcso¨kkeno˝)
(T4) T (x, T (y, z)) = T (T (x, y), z) minden x, y, z ∈ [0, 1] esete´n. (asszociativita´s)
Ko¨nnyen la´thato´, hogy a szorza´s opera´tor is ha´romszo¨gnorma, ı´gy ezuta´n TP -vel jelo¨lju¨k. Tova´bba´
Defin´ıcio´ 2 Egy T t-norma folytonos ha T fu¨ggve´nyke´nt folytonos [0, 1]-en;
Archime´deszi ha T (x, x) < x minden x ∈ (0, 1)-re.
Ez a ke´t tulajdonsa´g ele´g fontosnak tu˝nik egy g1 vagy g2 opera´torke´nt haszna´lt fu¨ggve´ny sza´ma´ra,
ı´gy a ko¨vetkezo˝kben csak olyan ha´romszo¨gnorma´kat vizsga´lunk, melyek mindke´t krite´riumot teljes´ıtik.
Sza´mos, Klement, Mesiar e´s Pap [23] a´ltal felsorolt ha´romszo¨gnorma´t teszteltu¨nk. Egy t-norma ke´t-
operandusu´ mu˝velet, mi pedig tetszo˝leges sza´mu´ operandust kezelni tudo´ opera´tort keresu¨nk, ez azon-
ban az asszociativita´si tulajdonsa´g (T4) haszna´lata´val ko¨nnyen feloldhato´. A tesztelt norma´k egypa-
rame´teresek (kive´ve a Lukasiewicz norma´t, amelynek nincs parame´tere), ı´gy kello˝en rugalmasak, a´m
me´g mindig ele´g ko¨nnyen hangolhato´k. (A parame´terbea´ll´ıta´s ugyanu´gy to¨rte´nt, mint a hatva´nyko¨ze´p
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opera´tor esete´ben.) A standard ha´romszo¨gnorma´k csak szegmensalapu´ ko¨rnyezetben, g2-ke´nt lettek
tesztelve, de izola´ltszavas (ld. a 7. ta´bla´zatot) e´s mondatfelismere´si feladatban is (ld. a 8. ta´bla´zatot).
A haszna´lt ha´romszo¨gnorma´to´l fu¨ggo˝en igen jelento˝s pontossa´gno¨vekede´st tudtunk ele´rni.
2.1.3. Ke´tparame´teres ha´romszo¨gnorma haszna´lata
A ko¨vetkezo˝ le´pe´sben a standard ha´romszo¨gnorma´kna´l a´ltala´nosabb opera´tor haszna´lata´t ce´loztuk

























e´s γ > 0 [3]. Ez az opera´tor sok ismert e´s ne´pszeru˝ ha´romszo¨gnorma-csala´dot maga´ban foglal (pl.
Dombi, Hamacher, Einstein opera´tor, vagy a szorza´s mu˝velet) specia´lis esetke´nt.
Alkalmaza´sa ne´mileg bonyolultabb volt, mint a standard ha´romszo¨gnorma´ke´, mivel mindke´t para-
me´tere´t (α e´s γ) be kellett a´ll´ıtani, szemben a kora´bbi eggyel (λ). Ra´ada´sul, mivel ezt a ke´t parame´tert
pa´rhuzamosan kellett behangolni, a kora´bban alkalmazott mo´dszerek nem voltak alkalmazhato´k.
Ke´zenfekvo˝ megolda´s lett volna mindke´t parame´ternek egy megfelelo˝ intervallum meghata´roza´sa,
majd ezen teru¨let felder´ıte´se ke´t egyma´sbaa´gyazott ciklussal, azonban ez nagyon megno¨velte volna a
szu¨kse´ges tesztek sza´ma´t.
Emiatt ma´s gondolatmenetet ko¨vettu¨nk: ha az alkalmazott norma ke´t parame´tere´n k´ıvu¨l a besze´d-
felismero˝ rendszer o¨sszes bea´ll´ıta´sa´t ro¨gz´ıtju¨k, a pontossa´got tekinthetju¨k a ke´t parame´ter fu¨ggve´nye´-
nek, amit maximaliza´lunk. Esetu¨nkben vagy csak g1-et, vagy csak g2-t mo´dos´ıtjuk, ı´gy ez egy ke´tdimen-
zio´s te´rben to¨rte´no˝ kerese´s, amire a SNOBFIT csomagot haszna´ltuk [21]. A k´ıse´rletek egy szo´felismere´si
proble´ma´n, keretalapu´ megko¨zel´ıte´sben folytak, g1-et va´ltoztatva e´s g2-t szorza´ske´nt hagyva. 500
itera´cio´t engedtu¨nk meg, amely az elo˝zo˝ strate´gia a´ltal ko¨vetelt tesztsza´m to¨rede´ke. A felismere´si
hiba´t nagyme´rte´kben sikeru¨lt cso¨kkenteni (ld. a 9. ta´bla´zatot): 50% fo¨lo¨tti relat´ıv hibacso¨kkene´st
e´rtu¨nk el, ami a standard ha´romszo¨gnorma´k eredme´nye´ne´l sokkal jobb e´rte´k.
2.1.4. Egy a´ltala´nosabb megko¨zel´ıte´s: a logaritmikus genera´torfu¨ggve´ny
A ko¨vetkezo˝kben bevezetju¨k a ha´romszo¨gnorma´k reprezenta´la´sa´nak egy a´ltala´nosabb mo´dja´t, e´s adunk
egy alkalmaza´sko¨zpontu´ mo´dszert a norma adott feladathoz igaz´ıta´sa´ra; ehhez azonban elo˝szo¨r egy
u´jabb defin´ıcio´ra lesz szu¨kse´gu¨nk.
Te´tel 1 Egy T t-norma akkor e´s csak akkor folytonos e´s archime´deszi, ha le´tezik egy folytonos,
szigoru´an monoton cso¨kkeno˝ f : [0, 1] → [0,∞] fu¨ggve´ny, melyre f(1) = 0, valamint





ahol f (−1) f pszeudo´inverze:
f (−1)(x) =
{
f−1(x) ha x ≤ f(0)
0 egye´bke´nt.
11
Ezen formula n-szeres kiterjeszte´se nyilva´n







Ez a reprezenta´cio´ konstans szorzo´to´l eltekintve egye´rtelmu˝. Ha a t-norma szigoru´an monoton no¨vekvo˝,
akkor f szigoru´an monoton cso¨kkeno˝, e´s az f (−1) pszeudo´inverz fu¨ggve´ny a szoka´sos f−1 inverz. A
tova´bbiakban ezt az esetet alkalmazzuk; ekkor az f fu¨ggve´ny a T norma addit´ıv genera´tora [4].
Ezuta´n a´tte´rhetu¨nk a norma alkalmaza´sa´ra. Egy tipikus besze´dfelismere´si ko¨rnyezetben az alulcs-
ordula´s elkeru¨le´se e´rdeke´ben a p valo´sz´ınu˝se´gek helyett a c = − log p ko¨ltse´ge´rte´kek haszna´latosak.









Mivel mindig ezt a ke´pletet haszna´ljuk, ce´lszeru˝ a negat´ıv exponencia´lisfu¨ggve´ny kisza´m´ıta´sa´t beleven-
nu¨nk f -be; ı´gy bevezetju¨k a logaritmikus genera´torfu¨ggve´nyt:
φ(x) = f(e−x). (17)













= − log T (e−c1 , e−c2, . . . , e−cN ), (18)
teha´t a φ(x) logaritmikus genera´torfu¨ggve´nyt alkalmazva ugyanazon a mo´don, ahogy az f(x) addit´ıv
genera´torfu¨ggve´nyt haszna´ltuk, ugyanazt a T t-norma´t kapjuk, csak mind operandusokke´nt, mind
eredme´nyke´nt ko¨ltse´ge´rte´kkel valo´sz´ınu˝se´g helyett. A logaritmikus genera´torfu¨ggve´ny szigoru´an mo-
noton no¨vekvo˝, φ(x) : [0,∞] → [0,∞], φ(0) = 0, e´s konstansszorzo´to´l eltekintve egye´rtelmu˝ egy
adott t-norma´hoz. φ(x) reprezenta´la´sa nagyon sok mo´don to¨rte´nhet: mi szakaszonke´nt linea´ris le´ıra´st
va´lasztottunk. Legyen φ = φm1,...,mna1,...,an : [0,∞] → [0,∞] egy szakaszonke´nt linea´ris, szigoru´an mo-
noton no¨vekvo˝ fu¨ggve´ny az e´rtelmeze´si tartoma´nyon vett 0 = a0 < a1 < a2, . . . , an < an+1 = ∞
to¨re´spontokkal e´s m1, m2, . . . , mn > 0 meredekse´gekkel, e´s legyen mn+1 = limx→∞ φ
′(x) = 1. Azaz
φ(x) = (x− aj)mj+1 +
j∑
i=1
(aj − aj−1)mj , aj ≤ x < aj+1. (19)
φ konstansszorzo´to´l eltekintve egye´rtelmu˝; az mn+1 = 1 kiko¨te´ssel az ekvivalens reprezenta´cio´k ko¨zu¨l
va´lasztunk ki egyet. Az aj kontrollpontokat olyan poz´ıcio´kra e´rdemes helyeznu¨nk, ahol legjobban
illeszkednek az adott proble´ma´hoz; ezuta´n adott kontrollpontok esete´n φ megadhato´ a meredekse´gek
alkotta n-elemu˝ vektorral (m = (m1, m2, . . . , mn)).
A kontrollpontok kiva´laszta´sa´ra egy haszna´lati statisztika´ra alapozott elja´ra´st vezettu¨nk be. Fel-
jegyeztu¨k, hogy egy a´tlagos felismere´s sora´n milyen ko¨ltse´ge´rte´kek fordulnak elo˝; az ı´gy elo˝a´llo´ hisz-
togramot n + 1 egyenlo˝ teru¨letu˝ re´szre osztottuk, melyek hata´rai lettek az ai e´rte´kek (ld. a 3.
a´bra´t). Ekkor, n-t lero¨gz´ıtve, kiva´lasztva a kontrollpontokat, e´s m-et optimaliza´lva (a felismere´si
pontossa´got maximaliza´lva) a logaritmikus genera´torfu¨ggve´ny, teha´t a t-norma is ko¨nnyen behan-
golhato´. A 9. ta´bla´zatban la´thato´k a mo´dszer a´ltal ele´rt eredme´nyek egy keretalapu´ tesztben (g1-
ke´nt, m´ıg g2 szorza´s maradt): a logaritmikus genera´torfu¨ggve´ny teljes´ıtett a legjobban, de csak ha
n e´rte´ke megfelelo˝en nagy volt, hogy elegendo˝ rugalmassa´got biztos´ıtson. Ra´ada´sul a logaritmikus
genera´torfu¨ggve´ny ko¨zvetlenu¨l a ko¨ltse´ge´rte´keken mu˝ko¨dik, ı´gy ezt a legko¨nnyebb alkalmazni.
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3. a´bra. Egy tipikus besze´dfelismere´si folyamat sora´n elo˝fordulo´− log p e´rte´kek hisztogrammja a [0, 60]
intervallumon, e´s az n = 8 kontrollpont javasolt helyzete.
Mo´dszer Pontossa´g Helyesse´g Mondatok
Szorza´s (referenciae´rte´k) 96.76% 98.38% 92.66%
Dombi t-norma 97.57% 98.84% 93.33%
A´ltala´nos Dombi opera´tor 98.49% 98.95% 94.66%
t-norma logaritmikus genera´torral, n = 8 98.27% 98.84% 94.00%
t-norma logaritmikus genera´torral, n = 16 98.84% 99.19% 96.00%
9. ta´bla´zat. Az egyes ha´romszo¨gnorma´k legjobb ele´rt pontossa´g- e´s helyesse´ge´rte´kei az Orvosi
adatba´zison (mondatfelismere´s, keretalapu´ eset), e´s a to¨ke´letesen eltala´lt mondatok ara´nya.
2.2. Az antifone´ma-proble´ma
Ve´gu¨l az antifone´ma-proble´ma´val foglalkozunk, mely csak szegmensalapu´ megko¨zel´ıte´sben szokott
felmeru¨lni. Ebben a ce´l azt eldo¨nteni, hogy adott bemonda´sre´szletek valamely ,,valo´s” fone´ma´nak
felelnek-e meg. Ehhez sza´mos pozit´ıv pe´lda adott egy ke´zileg c´ımke´zett adatba´zis forma´ja´ban, azonban
nincsenek egye´rtelmu˝ ellenpe´lda´k, melyekbe minden ma´s beletartozik, ami elo˝fordulhat egy felve´telben
(pl. zaj, egy fone´ma´na´l ro¨videbb vagy hosszabb szegmens, stb.); az uto´bbiak az ,,antifone´ma´k” [7].
Mivel csak a pozit´ıv oszta´lyhoz vannak pe´lda´ink, ez az egyoszta´lyos tanula´s [28] proble´mako¨re´be
tartozik.
A besze´dfelismere´si feladat sora´n a legvalo´sz´ınu˝bb wˆ ∈ W szo´t keressu¨k, melyre
wˆ = arg max
w∈W
P (A|w)P (w). (20)
P (A|w)-re koncentra´lva, feltesszu¨k, hogy az A besze´djel felbonthato´ nem a´tfedo˝ szegmensekre. Mivel
a jel helyes szegmenta´la´sa nem ismert, ezt egy rejtett S va´ltozo´ke´nt ı´rhatjuk le:
P (A|w) = arg max
s∈S
P (A, s|w). (21)
Modellu¨nk felteve´seito˝l fu¨ggo˝en P (A, s|w) sza´mos mo´don bonthato´ tova´bb, mivel S ezen a ponton
me´g nem tu´l jo´l definia´lt. Mivel a szegmensekro˝l feltesszu¨k, hogy fu¨ggetlenek, a loka´lis valo´sz´ınu˝se´g-







4. a´bra. Genera´lt ellenpe´lda´k ku¨lo¨nbo¨zo˝ bea´ll´ıta´sokkal. Balro´l jobbra: (dist, curv) = (1, 0),
(dist, curv) = (0.4, 0), (dist, curv) = (1, 0.5), (dist, curv) = (1, 1). curv = 0 egy hipers´ık pontjait
genera´lja, m´ıg curv > 0 egy jobban illeszkedo˝ hiperfelsz´ın pontjait produka´lja; dist szaba´lyozza a
hata´rpontok e´s a genera´lt ellenpe´lda´k ta´volsa´ga´t.
ahol α jelo¨li az antifone´ma´kat, ı´gy P (α|Aj) annak valo´sz´ınu˝se´ge, hogy az adott szegmens nem an-
tifone´ma. A ko¨vetkezo˝kben a pontossa´g no¨vele´se e´rdeke´ben a P (α|Aj) valo´sz´ınu˝se´ge´rte´keket becslo˝
mo´dszereket fogjuk megvizsga´lni.
Egy effe´le egyoszta´lyos oszta´lyoza´si feladatot alapveto˝en ke´tfe´le mo´don lehet megoldani: haszna´l-
hatunk egy olyan mo´dszert, amely az o¨sszes pozit´ıv pe´lda´t ke´pes modellezni, vagy valamilyen elja´ra´ssal
ellenpe´lda´kat genera´lhatunk. Az uto´bbi esetben azta´n az elo˝a´llo´ ke´t oszta´lyhoz tartozo´ pe´lda´kat vala-
milyen statisztikai alapu´ mo´dszerrel (pl. ANN) va´lasztjuk el egyma´sto´l. Terme´szetesen az automa-
tikus ellenpe´lda-genera´la´s mo´dja nem maga´to´l e´rteto˝do˝, alapveto˝en ezt is ke´tfe´leke´ppen tehetju¨k:
feladatspecifikusan, vagy valamilyen a´ltala´nos elja´ra´st haszna´lva.
Az o¨sszes fone´ma le´ıra´sa´nak tala´n legke´zenfekvo˝bb mo´dja Gauss-go¨rbe´k o¨sszegeke´nt ı´rni le eloszla´-
sukat. A Gaussian Mixture Models (GMMs) [5] e´pp ezt csina´lja, e´s alkalmaza´sa a proble´ma ke-
zele´se´nek legelterjedtebb mo´dja az irodalomban [7]. Ma´sik alkalmazott mo´dszeru¨nket To´th vezette be,
mely ,,hiba´s” szegmensek genera´la´sa´ra e´pu¨l [30]. Ez az elja´ra´s (a ,,Hiba´s szegmensmintave´teleze´s”)
azon az o¨tleten alapszik, hogy a negat´ıv pe´lda´k valo´sz´ınu˝leg olyan felve´telre´szletek, melyek kezdo˝-
vagy ve´gpontja´n valo´ja´ban nincs fone´ma´k ko¨zti hata´r. Ha ismerju¨k a valo´s fone´mahata´rokat – ami
ba´rmely tan´ıto´adatba´zis esete´n elmondhato´ –, ko¨nnyen genera´lhatunk negat´ıv pe´lda´kat a kezdo˝- vagy
ve´gpontok nem valo´s fone´mahata´rra helyeze´se´vel. A konkre´t megvalo´s´ıta´s igen ke´zenfekvo˝: minden
fone´ma´hoz sza´mos antifone´ma´t genera´lunk egyik vagy mindke´t fone´mahata´r δ ezredma´sodperces el-
tola´sa´val.
Ezen besze´dfelismere´s-specifikus mo´dszer mellett a´ltala´nos ellenpe´ldagenera´lo´ elja´ra´st is alkal-
mazhatunk, a pozit´ıv pe´lda´k X halmaza´t haszna´lva bemenetke´nt, mely a negat´ıv pe´lda´k egy halmaza´t
adja kimenetke´nt. A ko¨vetkezo˝kben Ba´nhalmi algoritmusa´t alkalmazzuk [2]; alapo¨tlete, hogy minden
pozit´ıv x ∈ X pe´lda´t X-en k´ıvu¨lre vet´ıt. Ehhez elo˝szo¨r X hata´rpontjainak B halmaza´t hata´rozza
meg, majd minden pozit´ıv pe´lda´t keresztu¨lvet´ıt a hozza´ legko¨zelebb eso˝ hata´rponton. A vet´ıte´shez
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Elja´ra´s Pontossa´g Helyesse´g
GMM 20 Gauss-komponenssel 91.12% 91.80%
Hiba´s szegmensmintave´teleze´s 91.97% 92.62%
A´ltala´nos ellenpe´ldagenera´lo´ elja´ra´s, curv = 0.0, dist = 1.5 95.58% 95.82%
Antifone´ma-modelleze´s ne´lku¨l (referenciae´rte´k) 88.17% 88.53%
10. ta´bla´zat. A ha´rom alkalmazott mo´dszer fontosabb eredme´nyei az Orvosi adatba´zison (mondat-
felismere´s, szegmensalapu´ eset).
ke´t parame´tert haszna´l: curv hata´rozza meg az eredme´nyke´nt kapott felsz´ın go¨rbese´ge´t, m´ıg dist
szaba´lyozza a genera´lt ellenpe´lda e´s a felhaszna´lt hata´rpont ta´volsa´ga´t. Ve´gu¨l elleno˝rzi, hogy az
u´jonnan genera´lt pont valo´ban X-en k´ıvu¨l esik-e, mely a hata´rpontok meghata´roza´sa´na´l haszna´lt
mo´don to¨rte´nik. Ha a pont nem valo´s ku¨lso˝ pont, az elja´ra´st meg kell isme´telni a ma´sodik (harmadik,
stb.) legko¨zelebbi hata´rponttal. Ezeket a le´pe´seket X o¨sszes eleme´re ve´grehajtja, ı´gy N negat´ıv pe´lda´t
genera´l az N pozit´ıvhoz (ld. a 4. a´bra´t).
Az elja´ra´s nyilva´nvalo´ gyengese´ge a nagyobb adatba´zisok esete´n igen magas ido˝ige´nye. Esetu¨nkben
valo´ban igen nagyme´retu˝ adatba´zisok fordultak elo˝, ı´gy az elja´ra´s lefuttata´sa ku¨lo¨nbo¨zo˝ dist e´s curv
parame´terekkel irrea´lisan sok ido˝t vitt volna el. Ennek – a mo´dszer felhaszna´la´sa´hoz le´tfontossa´gu´ –
orvosla´sa´ra egy sor mo´dos´ıta´st vezettu¨nk be.
• E´szrevettu¨k, hogy az elja´ra´s ke´t, e´lesen elku¨lo¨nu¨lo˝ re´szre oszthato´: az elso˝ hata´rozza meg a
hata´rpontokat, m´ıg a ma´sodik ve´gzi el az ellenpe´lda´k te´nyleges meghata´roza´sa´t. Szerencse´re
az elso˝ felelo˝s a nagy ido˝komplexita´se´rt, a ke´t parame´ter (dist e´s curv) viszont kiza´ro´lag a
ma´sodikban fordul elo˝. I´gy a tesztelt parame´terkombina´cio´k sza´ma´to´l fu¨ggetlenu¨l ele´g, ha az
elso˝ – e´s le´nyegesen lassabb – re´szt csak egyszer hajtjuk ve´gre.
• A ma´sodik re´sz me´g tova´bb bonthato´: ha ma´r ismerju¨k is a hata´rpontok B halmaza´t, elo˝szo¨r
minden x elemre meg kell hata´roznunk az xb ∈ B hozza´ legko¨zelebbi hata´rpontot. Ez az elja´ra´s
sem hivatkozik a parame´terekre, ı´gy leva´laszthato´ a te´nyleges vet´ıte´sro˝l, e´s elegendo˝, ha ezt is
csak egyszer hajtjuk ve´gre (persze szigoru´an a hata´rpontok meghata´roza´sa uta´n), majd eredme´-
nye´t elta´roljuk. Ezuta´n u´j dist e´s curv e´rte´kek kipro´ba´la´sakor ele´g xb indexe´t kiolvasnunk egy
to¨mbbo˝l ahelyett, hogy u´jra meghata´rozna´nk, ahogy az algoritmus eredeti va´ltozata´ban to¨rte´nt.
• Ve´gu¨l a tesztele´s sora´n azt tala´ltuk, hogy az algoritmus utolso´ le´pe´se (melyben az eredme´nyu¨l
kapott pontot vizsga´ljuk meg, vajon az eredeti halmaznak valo´ban ku¨lso˝ pontja-e) sem felte´tlenu¨l
szu¨kse´ges: nagyobb dist e´rte´kek haszna´latakor (esetu¨nkben ma´r ha dist ≥ 1.5) a kapott pont
az eredeti pe´ldahalmazto´l tu´l ta´vol esik ahhoz, hogy ez elo˝fordulhasson. Terme´szetesen a dist
e´rte´k cso¨kkente´se´vel a halmaz belseje´be vet´ıte´s ese´lye no˝, de ez a kocka´zat elviselheto˝, mivel a
vizsga´lat (e´s az esetleges isme´tle´sek) elhagya´sa´val igen nagyme´rte´ku˝ gyorsula´s e´rheto˝ el.
Ezen va´ltoztata´sok alkalmaza´sa´val mo´dunk ny´ılt mindha´rom mo´dszer tesztele´se´re, melyet egy
mondatfelismere´si proble´ma´n ve´geztu¨nk el (ld. a 10. ta´bla´zatot). Referenciae´rte´knek az antifone´ma-
modelleze´s elhagya´sa´val ele´rt felismere´si pontossa´ge´rte´keket va´lasztottuk. A tesztelt mo´dszerek ko¨zu¨l
az a´ltala´nos ellenpe´lda-genera´lo´ elja´ra´s alkalmaza´sa vezetett a legjobb teszteredme´nyekhez, azon-
ban alkalmaza´sa´hoz szu¨kse´g volt az itt bevezetett mo´dos´ıta´sokra: ne´lku¨lu¨k ugyanis a mo´dszer ke´t
parame´tere´t nem lehetett volna megfelelo˝en behangolni az algoritmus futa´siido˝-ige´nye miatt.
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I/1. • • •
I/2. •
I/3. • • • • •
II/1. • • • • • •
II/2. •
II/3. •
11. ta´bla´zat. A te´zispontok e´s a szerzo˝ publika´cio´inak viszonya
A fejezet eredme´nyeinek te´zisszeru˝ o¨sszefoglala´sa
II/1. A besze´dfelismere´si proble´ma kerese´si feladata´ban az elo˝a´llo´ hipote´zisek a´ltala´ban ko¨ltse´gu¨k
alapja´n vannak rangsorolva, mely jellemzo˝en ke´t le´pe´sben sza´m´ıto´dik: elo˝szo¨r fone´maszintu˝
ko¨ltse´geket aggrega´lnak a keretszintu˝ekbo˝l, majd a hipote´zisek ko¨ltse´geit hata´rozza´k meg a
fone´maszintu˝ekbo˝l. A szerzo˝ fuzzy fu¨ggve´nyeket alkalmazott ezen a ke´t szinten: ko¨ze´p aggre-
ga´cio´s opera´torokat e´s ha´romszo¨gnorma´kat haszna´lt a besze´dfelismere´s pontossa´ga´nak no¨vele´se´-
re. A kora´bbi megfigyele´sek fontossa´ga´nak cso¨kkente´se´re bevezette a hatva´nyko¨ze´p opera´tor
egy ke´tparame´teres va´ltozata´t is. Egy felhaszna´lt a´ltala´nos´ıtott fuzzy metszet opera´tor mindke´t
parame´tere´nek bea´ll´ıta´sa´hoz az alkalmaza´s feladata´t a´tfogalmazta egy ke´tdimenzio´s minimaliza´-
la´si proble´ma´va´, majd egy globa´lis optimaliza´lo´ elja´ra´st haszna´lt annak megolda´sa´ra. A besze´d-
felismere´s pontossa´ga´ban ele´rt jav´ıta´sok azt jelzik, hogy az alkalmazott opera´torok jobban illesz-
kednek a proble´ma´hoz, mint az eredeti szorza´s mu˝velet (publika´lva: [10; 12; 14; 15; 24; 25]).
II/2. A szerzo˝ kidolgozott egy alkalmaza´sorienta´lt elja´ra´st a fuzzy metszet opera´torok modelleze´se´re
a logaritmikus genera´torfu¨ggve´ny bevezete´se´vel. Felte´ve, hogy ez a fu¨ggve´ny szakaszonke´nt li-
nea´ris, bevezetett egy technika´t a fu¨ggve´ny aktua´lis proble´ma´hoz illeszte´se´re az elo˝fordulo´ valo´-
sz´ınu˝se´gek hisztogramja´nak felhaszna´la´sa´val. Ezt az elja´ra´st a II/1-es te´zispontban bevezetett
minimaliza´la´si proble´ma´ban alkalmazta, e´s megmutatta, hogy nagyobb me´rte´kben ke´pes no¨velni
a besze´dfelismere´si pontossa´got, mint a tesztelt klasszikus norma´k (publika´lva: [17]).
II/3. A szerzo˝ alkalmazott egy a´ltala´nos ellenpe´lda-genera´lo´ elja´ra´st a szegmensalapu´ besze´dfelisme-
re´si feladat antifone´ma-proble´ma´ja´ban. A felhaszna´la´shoz szu¨kse´ges volt az elja´ra´s futa´si ideje´-
nek radika´lis cso¨kkente´se, aminek ele´re´se´re a szerzo˝ sza´mos mo´dos´ıta´st is bevezetett. I´gy jelen-
to˝sen cso¨kkenteni tudta a besze´dfelismere´si hiba´t az antifone´ma-proble´ma´ra haszna´lt standard
elja´ra´sokhoz ke´pest (publika´lva: [9]).
O¨sszegze´s
A szerzo˝ szerint a besze´dfelismere´s legfontosabb szempontjai a pontossa´g e´s a sebesse´g, mivel a
bemondott hangot a leheto˝ legpontosabban kell felismerni, e´s leheto˝leg valo´s ido˝ben. Mindke´t teru¨le-
ten egy sor technika´t vezetett be, amelyek a k´ıse´rletek eredme´nyei alapja´n sikeresnek tekintheto˝k.
Legto¨bb mo´dszer rendelkezik parame´terekkel, melyeket egy u´j ko¨rnyezetben valo´sz´ınu˝leg u´jra be kell
a´ll´ıtani, azonban az ismertetett teszteredme´nyek ala´ta´masztja´k az elja´ra´sok hate´konysa´ga´t. Ne´ha´ny
igen a´ltala´nos mo´dszert is sikeru¨lt bevezetni (logaritmikus genera´torfu¨ggve´ny, az a´ltala´nos ellenpe´lda-
genera´lo´ algoritmus jav´ıta´sai), melyek a besze´dfelismere´si teru¨leten k´ıvu¨l is alkalmazhato´ak.
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