We prove an optimal logarithmic Hardy-Littlewood-Sobolev inequality for systems on compact m-dimensional Riemannian manifolds, for any m ≥ 2. We show that a special case of the inequality, involving only two functions, implies the general case by using an argument from the theory of Linear Programing.
Introduction
Let M be a compact m-dimensional Riemannian manifold equipped with the geodesic distance d. Let a vector M = (M 1 , . . . , M n ) of positive masses and an n × n symmetric matrix A = (a i,j ) with nonnegative elements be given. Consider the functional Note that in the special case of a single component (i.e. n = 1), when we set without loss of generality a 1,1 = 1, our result yields the condition M 1 ≤ m, and we recover a version of the logarithmic Hardy-Littlewood-Sobolev inequality of Beckner [1] , see also Carlen and Loss [3] .
To our knowledge, the only previously known results for the system case (n > 1) were in dimension two. In [2] a version of the Main Theorem was proved for a functional defined on a bounded domain Ω in R In this version the logarithmic potential takes the form ln G(x, y), where G stands for the Green function of the operator −∆ on Ω with Dirichlet boundary condition. The motivation there was mainly a dual formulation which yields a Moser-Trudinger type inequality for systems, and as a byproduct, existence of solutions for Liouvilletype systems in R
2
. This latter subject was first studied by Chanillo and Kiessling in [4] where Λ I was first introduced (with a slightly different definition). Wang [10] established the boundedness of the dual functional to Ψ (this requires positive definite A) on a compact two dimensional Riemannian manifold in the subcritical case (2.5) , and in a very special case of the critical case. With our current notations, this latter result treats the case of a positive definite double-stochastic matrix A with M i = m, ∀i. Jost and Wang [5] proved an optimal Moser-Trudinger inequality for the special case of the Toda system. Previously (see [7, 8] ) we proved (among other things) the optimality of the conditions (2.4) for the boundedness of Ψ in the case of the two dimensional sphere S 2 , and for the fore-mentioned version on a bounded domain in R
. In the present paper we establish a generalization of the result from [8] by allowing for arbitrary manifold in arbitrary dimension.
The main new ingredient of the proof is our observation that the inequality for a general system actually follows from a particular case which involves only two masses. A special case of this inequality takes the form
for all α ∈ (0, 1) and all F and G satisfying
(2.7)
The case α = 1 2 in (2.6) is due to Beckner [1] . In fact, this special case enjoys the conformal invariance property, when M = S m , which does not hold for α = . Interestingly, the inequality (2.6) is false in the limiting cases α = 0, 1. A reduction process, which uses an argument from the theory of Linear Programing (LP), see the Appendix for statements and proofs, allows us to deduce the general case from the two masses inequality. A weaker subcritical version of (2.6), where m on the left-hand side is replaced by m − ε, for some ε > 0, turns out to be an easy consequence of the elementary inequality
Therefore, combining this with the LP reduction argument, we are able to give in Section 3 a very short proof of the subcritical case of the Main Theorem (generalizing the result of Wang [10] which treated the two dimensional case and positive definite A). The proof of the inequality (2.6) is much more involved than in the weaker version and is the subject of Section 4. Actually, we prove a slightly more general variant which is needed for the LP reduction process. The proof relies on two basic notions: localization and symmetrization. Indeed it turns out that the validity of the inequality for masses supported in a small ball implies its validity for the general case. It suffices thus to consider the case of two masses supported in a ball in R m with d denoting the Euclidean distance. In this case we can apply Schwarz symmetrization and restrict ourselves to radially symmetric functions. Now we can apply an argument similar to the one used in [8] for the case m = 2, although a new ingredient is needed to deal with general m. Finally, in Section 5 we give the proof of the Main Theorem using the two-masses inequality and the LP reduction argument. 
for all F and G satisfying (2.7).
Proof. Applying (2.8) with s = (m − ε) ln
Multiplying the last inequality by F (x) and integrating over x in M gives
Similarly,
Multiplying inequalities (3.2) and (3.3) by α and 1 − α respectively, and adding the results leads to (3.1).
Now we are in position to prove the Main Theorem in the subcritical case.
Proposition 3.1. In the subcritical case (2.5), the functional Ψ is bounded from below on Γ M (M).
Proof. Fix ε ∈ (0, m) and any set of weights (α i,j ) i,j∈I satisfying
to be determined later. Applying Lemma 3.1 with
gives for every i and j:
Plugging it in the definition of Ψ (see (2.1)) leads to
the proof of the proposition will follow once we show that ε and the (α i,j ) can be chosen to satisfy 2
Introducing a new set of unknowns
, j ∈ I, and denoting
we see that a solution (α i,j ) i,j∈I to (3.4)-(3.5) exists if and only if there is a solution (x i,j ) i,j∈I to the problem (P) in the Appendix for these specific values of (a i ) and (b i,j ). The necessary and sufficient condition (A.1) of Proposition A.1 reads
Since the inequalities in (2.5) are strict, we can choose ε > 0 small enough to satisfy (3.6) and the result follows.
Proof of the two-masses inequality
We start with a version of the two-masses inequality in the case of an Euclidean ball
Proof. Let F * (r) and G * (r) denote the non-increasing Schwarz symmetrization of F and G, respectively. By Riesz rearrangement inequality we have Φ 
where
G(r) dη dζ dr dr ,
It is easy to see that
We can rewrite I 1 and I 2 as
F (r) ln r dr dr .
Using our assumption that B R F = B R G = 1 and (4.3) we obtain that 
We can then rewrite (4.4) as
and using integration by parts in conjunction with (4.5) we get that
Using (4.7), (4.6) and (4.2) 
An additional integration by parts (using (4.5) again) gives Using the identities
and the analogous ones for m G and ω 2 , in (4.8) we obtain
Finally, the proof that the r.h.s. of (4.10) is bounded from below on all functions ω 1 , ω 2 satisfying (4.9) follows the same lines as the one in [8, Prop. 4.1] . For the convenience of the reader we give below the proof for our particularly simple case. Applying inequality (2.8) yields for each s ∈ (−∞, 0),
Plugging (4.11) in (4.10) gives
Next, it is easy to verify that
Thus, for i = 1, 2, we have
Using (4.13) in (4.12) gives the desired result.
Next, we obtain an equivalent inequality in terms of G and α alone. We denote the logarithmic potential of G by
We begin with the simple
Proof. Using Lagrange multipliers it is easy to see that the (coercive) functional
The result follows since
Next we prove
Proof. If B R G = 1 then the result follows from Lemma 4.1 and Lemma 4.2. When
.
By Hölder inequality
, and the result follows from the first case.
We turn now to the general case of functions defined on a compact m-dimensional Riemannian manifold M. The advantage of the formulation of Corollary 4.1 is that it allows a localization argument which will make the inequality valid, independent of the support of the functions involved, see Proposition 4.1 below.
For x ∈ M and r > 0 we define the geodesic ball B r (x) = {y ∈ M : d(x, y) < r}. There exists an ε 0 > 0 such that: the balls {B ε 0 (x)} x∈M are (uniformly) diffeomorphic to an Euclidean ball B R .
(4.15) An immediate consequence of Lemma 4.1 is: 
Proof. Define, again, the logarithmic potential u G with respect to M by
and the functional
The same argument as in the proof of Lemma 4.2 gives that
Therefore, we shall prove the following equivalent formulation of (4.17):
Fix any 0 < δ < ε 0 /2 and choose a finite number of points x 1 , . . . , x N ∈ M with the following properties:
For each i = 1, . . . , N, put
Then, for every x ∈ B δ (x i ) we have: 
or equivalently:
(4.20) Here and in the sequel we denote by C different positive constants depending only on δ, α and γ. Combining (4.20) with (4.19) we are led to,
For every i ≥ 2 we can use the case γ = 0 of Lemma 4.3 as above to obtain that
Therefore, we may conclude as in (4.21) that, for i ≥ 2, 
. , N, we get that
and (4.18) follows.
We summarize in Corollary 4.2 below two easy consequences of Proposition 4.1 and Lemma 3.1 which are needed in the proof of the Main Theorem in Section 5. 
The result then follows from 
Proof of the Main Theorem; General case
The following technical result will be used in the proof of the Main Theorem. Roughly speaking, it says that up to an additive constant, the logarithmic kernel − ln d(x, y) is positive definite on integrable functions with zero integral on M.
Proof. Thanks to Nash's imbedding theorem we may assume in the sequel that (M, g) is an m-dimensional submanifold of (R N , E) for some N (E stands for the Euclidean metric on R N ). With respect to this realization of M, d(x, y) is the geodesic distance between x and y on the submanifold M while dx and dy indicate m-dimensional area elements in M. Clearly we have
for some positive constants c 1 , c 2 , where |x − y| is the Euclidean distance in R N . Therefore,
It is well known that for each λ ∈ (0, N ) the kernel |x − y| 
This fact follows easily from the identity |x|
Passing to the limit λ → 0
More precisely, we can establish (5.4) first for
, in which case passing to the limit is justified by bounded convergence, and the general case then follows by an approximation argument. Combining (5.4) with (5.2) leads to (5.1).
We are now in a position to present the proof of our main result. Therefore we shall only give the proof of the sufficiency assertion.
Proof of the Main
We first consider the special case where M satisfies
For each i ≤ j and α i,j ∈ (0, 1) we have by Corollary 4.
Setting α i,j = 1 − α j,i for i > j, we get by summing over all pairs i, j (as in the proof of Proposition 3.1) that
Thus, we need to prove existence of a nonnegative solution to the problem
but now we must satisfy also the additional condition:
Similarly to the proof of Proposition 3.1 we set:
With respect to the new unknowns
we obtain a problem of type (P) (see in the Appendix) in which we are looking for a solution satisfying x i,j > 0 whenever b i,j > 0. But now thanks to (5.5) we have the strict inequalities, i,j∈J b i,j < i∈J a i , ∀J I, so that we can apply Corollary A.1 to conclude.
The general case is proved by induction. The case n = 1 follows from Corollary 4.2(i) by taking M 2 = M 1 . Assume that the result holds for all k-components systems with k ≤ n − 1. If Λ J (M ) > 0 for all J I then the result follows from the above. Otherwise, let K I be a maximal subset with respect to the property Λ K (M ) = 0. By this we mean that Λ K (M ) = 0, and if Λ K 1 (M ) = 0 for some
For J := I \ K we may write then
wherex i is a maximum point of u i (the maximum of u i is attained since it is an upper semi-continuous function). From the maximality of K we deduce that
Note that
(5.12) Put a = a i,i and b = 2 k∈K a i,k M k , and note that (like in (5.10)), Combining (5.9) with (5.11) and (5.12) we find that
Next we distinguish four cases:
In this case the lower bound for Ψ follows immediately from (5.13).
Case 2: J 1 is a singleton. Let J 1 = {i 0 }. In view of (5.13) we only need to prove that
But this is just (5.12) for i = i 0 .
Case 3: |J 1 | ≥ 2 and a i,i > 0, ∀i ∈ J 1 . By (5.13) we need to prove that
Let {α i,j } i,j∈J 1 satisfy:
Applying (5.6) to each pair i = j on the l.h.s. of (5.14) yields:
Denote for each i ∈ J 1 :
If the {α i,j } can be chosen such that t i > 0, ∀i ∈ J 1 , and 
We claim that i,j∈J
Indeed, by (5.10), 
Case 4: |J 1 | ≥ 2 and {i ∈ J 1 : a i,i = 0} = ∅. Our strategy will be to reduce this case to Case 3. Consider any i 0 ∈ J 1 . By the definition of J 1 it follows that there exists at least one i 1 ∈ J 1 \ {i 0 } with a i 0 ,i 1 > 0. By Lemma 5.1 we have, for any ε > 0,
Applying the above for each i 0 ∈ J 1 we see that 
, provided that we choose ε > 0 small enough. By (5.20) and (5.13) it follows that it is enough to prove that, for an appropriate choice of ε,
The proof of (5.21) will follow from the argument of Case 3 once we verify the inequalities:
where, analogously to (2.3), we denote for eachJ ⊆ I,
Evidently, it suffices to consider the situation after applying (5.19) for one pair i 0 = i 1 . Sinceã 
A An elementary Linear Programing problem
This appendix is devoted to the study of the following Linear Programing problem that was used in the proofs of Proposition 3.1 and the Main Theorem. Next we turn to the proof of sufficiency of (A.1). From the standard theory of Linear Programing (see [6] ) it follows that the following two problems are dual to each other:
and min{d · x (1) + c · x (2) | Dx (1) + Ex (2) ≥ 0, x there exists a solution to problem (P) with x i,j > 0, ∀i = j such that b i,j > 0.
Proof. Let ε be a small positive number that will be fixed later. Introduce the new unknowns 
