In this paper, we introduce and study a class of generalized strongly nonlinear mixed variational-like inequalities in reflexive Banach spaces. The auxiliary principle technique is applied to study the existence and iterative algorithm of solutions for generalized strongly nonlinear mixed variational-like inequalities. First, the existence of solutions of the auxiliary problems for the generalized strongly nonlinear mixed variational-like inequalities is shown. Second, an iterative algorithm for solving the generalized strongly nonlinear mixed variational-like inequalities is constructed by using this existence result. Finally, not only the existence of solutions of the generalized strongly nonlinear mixed variational-like inequalities is shown, but also the convergence of iterative sequences generated by the algorithm is also proven.
Introduction and preliminaries
Let E be a real Banach space with norm · , E * be the topological dual space of E and ·, · be the generalized duality pairing between E and E * . Let 2 E * and C B(E * ) represent the family of all nonempty subsets of E * and the one of all nonempty bounded closed subsets of E * , respectively. Let H (·, ·) be the Hausdorff metric on C B(E * ) defined by H (A, B) = max{sup (i) η-cocoercive if there exists a constant α > 0 such that w 1 − w 2 , η(u 1 , u 2 ) ≥ α w 1 − w 2 2 , ∀u 1 , u 2 ∈ D, w 1 ∈ T u 1 , w 2 ∈ T u 2 .
(ii) η-monotone if w 1 − w 2 , η(u 1 , u 2 ) ≥ 0, ∀u 1 , u 2 ∈ D, w 1 ∈ T u 1 , w 2 ∈ T u 2 .
(iii) η-strongly monotone if there exists a constant γ > 0 such that w 1 − w 2 , η(u 1 , u 2 ) ≥ γ u 1 − u 2 2 , ∀u 1 , u 2 ∈ D, w 1 ∈ T u 1 , w 2 ∈ T u 2 .
(iv) H -Lipschitz continuous if there exists a constant κ > 0 such that
Whenever T is single valued, the concepts in Definition 1.1 can be found in Ding [1, Definition 2.1]. If T is single valued, and η(u, v) = u − v for all u, v ∈ D, then the definitions (i)-(iv) reduce to the definitions of cocoercivity [2] , monotonicity, strong monotonicity [3] and Lipschitz continuity, respectively. As pointed out in Ansari and Yao [4] , η-cocoercivity is an intermediate concept, that lies between η-monotonicity and η-strong monotonicity. Similarly, we can define the Lipschitz continuity of N (·, ·) in the second argument.
(ii) N (·, ·) is said to be Lipschitz continuous in the first argument with respect to T if there exists a constant λ > 0 such that
(iii) η is said to be Lipschitz continuous if there exists a constant δ > 0 such that
Whenever T and A are single valued, the concepts in Definition 1.2 can be found in Ding [1, Definition 2.2] . Let E be a real reflexive Banach space with the dual space E * . In this paper, we devote our study to a class of generalized strongly nonlinear mixed variational-like inequalities with set-valued mappings, which is stated as follows:
Let T, A : E → C B(E * ) be two set-valued mappings, N : E * × E * → E * and η : E × E → E be two single-valued mappings. For a given w * ∈ E * , we consider the problem of finding u ∈ E, w ∈ T u and y ∈ Au such that
where the function b : E × E → R is a real-valued nondifferential function with the following properties:
is bounded, that is, there exists a constant ν > 0 such that
(2) It follows from properties (iii) and (iv) that for any u,
This implies that b(·, ·) is continuous in the second variable.
Some special cases.
(I) We note that if T, A are single valued, then the problem (1.1) collapses to finding u ∈ E such that
The problem (1.2) was considered and studied in Ding [1] .
(II) We remark that if E = H is a Hilbert space, and w * = 0, then the problem (1.1) is equivalent to finding u ∈ H, w ∈ T u, y ∈ Au such that
(1.
3)
The problem (1.3) is called that of the generalized strongly nonlinear mixed variational-like inequalities, introduced and studied in Huang and Deng [5] .
(III) If T, A are single valued and N (T u, Av) = T u − Av for all u, v ∈ E, then problem (1.2) is equivalent to the general nonlinear variational-like inequality problem: for a given w * ∈ E * , find u ∈ E such that
The problem (1.4) with w * = 0 is introduced and studied by Ding [6] in reflexive Banach spaces. (IV) If E = H is a Hilbert space, and η(v, u) = g(v) − g(u), where g : H → H , and b(u, v) = f (v), ∀u, v ∈ H , where f : H → R, then problem (1.3) is equivalent to that of finding u ∈ H, w ∈ T u, y ∈ Au such that
This problem is called the generalized set-valued strongly nonlinear implicit variational inequality, considered and studied by Huang et al. [7] .
(V) If T, A are single valued and b(u, v) = f (v) for all u, v ∈ E, then problem (1.1) is equivalent to that of finding u ∈ E such that
The problem (1.5) and the problem (1.5) with w * = 0 were introduced and studied by Chen and Liu [8] and Ding [9] in reflexive Banach spaces E, respectively. For E = H a Hilbert space and w * = 0, the problem (1.5) was considered and studied by Ansari and Yao [4] , and Zeng [10] .
(VI) If g : E → E is a single-valued mapping and η(u, v) = g(u) − g(v) for all u, v ∈ E, then the problem (1.5) reduces to the following general nonlinear variational inequality problem: for a given w * ∈ E * , find u ∈ E such that
Problem (1.6) with w * = 0 was introduced and studied by Yao [11] and Ding [9, 12, 13] in Hilbert spaces and reflexive Banach spaces, respectively.
(VII) If E = H is a Hilbert space, A = 0, η(y, x) = y − x, ∀x, y ∈ H , and f = 0, then the problem (1.5) reduces to the variational inequality problem studied by Zeng [14] and Noor [15] : find u ∈ H such that
In brief, for appropriate and suitable choice of the mappings N , η, T, A, the function b, and the linear continuous functional w * , one can obtain a number of the known classes of variational inequalities and variational-like inequalities as special cases from problem (1.1).
Recently, the auxiliary principle technique was extended by Huang and Deng [5] to study the existence and iterative approximation of solutions of the problem (1.3), where T and A are the set-valued mappings with bounded closed values. On the other hand, the auxiliary principle technique was also extended by Ding [1] to study the existence and iterative approximation of solutions of the problem (1.2). By using the concept of η-cocoercivity of a mapping he proved the convergence of the approximate solutions to the exact solution to the problem (1.2).
In this paper, we still extend the auxiliary principle technique to study the generalized strongly nonlinear mixed variational-like inequality problem (1.1) in a reflexive Banach spaces E. First, we prove the existence of solutions of the auxiliary problem for the problem (1.1). Second, by using this existence result, we construct the iterative algorithm for solving problem (1.1). Moreover, we prove both the existence of solutions of the problem (1.1) and the convergence of iterative sequences generated by the algorithm. Our results improve and extend Huang and Deng's main results [5] in the following aspects: (i) our problem (1.1) is more general than Huang and Deng's one (1.3); (ii) our auxiliary problem for the problem (1.1) is very different from Huang and Deng's one for the problem (1.3); (iii) our convergence criteria are very different from Huang and Deng's ones for the iterative algorithm. On the other hand, our results improve and extend Ding's main results [1] in the following respects: (i) our problem (1.1) is the set-valued version of Ding's problem (1.2); (ii) our algorithm is very different from Ding's one for finding approximate solutions; (iii) our method is very different from Ding's one for proving the convergence of approximate solutions generated by the algorithm.
We need the following basic concepts, basic assumptions and basic results which will be used in the sequel. 
Assumption 1.1. The mappings N : E * × E * → E * and η : E × E → E satisfy the following conditions:
Lemma 1.1 ( [16, 17] ). Let X be a nonempty closed convex subset of a Hausdorff linear topological space E, φ, ψ : X × X → R be mappings satisfying the following conditions:
(ii) for each x ∈ X, φ(x, y) is upper semicontinuous with respect to y; (iii) for each y ∈ X the set {x ∈ X : ψ(x, y) < 0} is a convex set; (iv) there exists a nonempty compact set Ω ⊂ X and x 0 ∈ Ω such that ψ(x 0 , y) < 0, ∀y ∈ X \ Ω .
Then there exists anȳ ∈ Ω such that φ(x,ȳ) ≥ 0, ∀x ∈ X . Lemma 1.2 (Nadler Jr. [18] ). Let E be a complete metric space, T : E → C B(E) be a set-valued mapping. Then for any given ε > 0 and any given x, y ∈ E, u ∈ T x, there exists v ∈ T y such that
Auxiliary problem and algorithm
In this section, we extend the auxiliary principle technique of Glowinski et al. [19] to study the generalized setvalued strongly nonlinear mixed variational-like inequality (1.1) in a reflexive Banach spaces E. We give an existence theorem for a solution of the auxiliary problem for the problem (1.1). By using this existence theorem, we construct the iterative algorithm for solving the problem (1.1).
Let g : E → E * be a single-valued mapping. Given u ∈ E, w ∈ T u, y ∈ Au, we consider the following problem P(u, w, y): find z ∈ E such that
for all v ∈ E, where ρ > 0 is a constant. The problem P(u, w, y) is called the auxiliary problem for the generalized set-valued strongly nonlinear mixed variational-like inequality (1.1). Theorem 2.1. Let E be a real reflexive Banach space with the dual space E * . Let g : E → E * be Lipschitz continuous and strongly monotone with constants ζ > 0 and γ > 0, respectively. Let η : E × E → E be Lipschitz continuous with constant δ > 0, and b : E × E → R be a function with the properties (i)-(iv). If Assumption 1.1 holds, then the auxiliary problem P(u, w, y) has a unique solution.
Proof. Define the mappings φ, ψ :
respectively. We claim that the mappings φ, ψ satisfy all the conditions of Lemma 1.1 in the weak topology. Indeed, since g is strongly monotone with constant γ > 0, it is clear that φ and ψ satisfy condition (i) of Lemma 1.1. Since η is Lipschitz continuous, by Assumption 1.1(1), for any w, y, w * ∈ E * and z 1 , z 2 , v ∈ E, we have
Hence, by the Assumption 1.1(2), the function z → N (w, y) − w * , η(z, v) is continuous and convex. It follows that the function z → N (w, y) − w * , η(z, v) is weakly lower semicontinuous and so the function z → N (w, y) − w * , η(v, z) is weakly upper semicontinuous. From the property (iv) of b and Remark 1.1(2) it follows that z → φ(v, z) is weakly upper semicontinuous. It is easy to show that for each fixed z ∈ E, the set {v ∈ E : ψ(v, z) < 0} is a convex set (we note that if {v ∈ E : ψ(v, z) < 0} = ∅ then this immediately implies the conclusion of Theorem 2.1 and hence we discuss only the case of the set {v ∈ E : ψ(v, z) < 0} = ∅ below), and so the conditions (ii) and (iii) of Lemma 1.1 hold. Now, set
Then Ω is a weakly compact subset of E. For any fixed z ∈ E \ Ω , take v 0 = 0 ∈ Ω . From Assumption 1.1(1), the Lipschitz continuity of η, the strong monotonicity of g and Remark 1.1(2), we have
Therefore, the condition (iv) of Lemma 1.1 holds. By Lemma 1.1 there exists anz ∈ E such that φ(v,z) ≥ 0, ∀v ∈ E; that is,
For arbitrary t ∈ (0, 1] and v ∈ E, let x t = tv+(1−t)z. Replacing v by x t in (2.2) and utilizing Assumption 1.1 (2)- (3) and the property (iv) of b, we obtain
Hence, we derive
that is,
Letting t → 0 + and utilizing the Lipschitz continuity of g, we have
Therefore,z ∈ E is a solution of the auxiliary problem P(u, w, y). Now, let z 1 , z 2 ∈ E be any two solutions of the auxiliary problem P(u, w, y); then we have
Taking v = z 2 in (2.3) and v = z 1 in (2.4) and adding these two inequalities, we obtain
Since g is strongly monotone, we have
and so z 1 = z 2 . This completes the proof.
By virtue of Theorem 2.1, we now construct an iterative algorithm for solving the generalized set-valued strongly nonlinear mixed variational-like inequality (1.1) in a reflexive Banach spaces E.
For given u 0 ∈ E, w 0 ∈ T u 0 , y 0 ∈ Au 0 , from Theorem 2.1, we know that the auxiliary problem P(u 0 , w 0 , y 0 ) has a solution u 1 ; that is,
Since w 0 ∈ T u 0 ∈ C B(E * ) and y 0 ∈ Au 0 ∈ C B(E * ), by Nadler's theorem there exist w 1 ∈ T u 1 and y 1 ∈ Au 1 such that
Again by Theorem 2.1 the auxiliary problem P(u 1 , w 1 , y 1 ) has a solution u 2 ; that is,
For w 1 ∈ T u 1 and y 1 ∈ Au 1 , by Nadler's theorem there exist w 2 ∈ T u 2 and y 2 ∈ Au 2 such that
By induction, we can get the iterative algorithm for solving the problem (1.1) as follows:
Algorithm 2.1. For given u 0 ∈ E, w 0 ∈ T u 0 , y 0 ∈ Au 0 there exist the sequences {w n }, {y n } and {u n } such that
and
where ρ > 0 is a constant. 
Existence and convergence theorem
In this section, we shall prove not only that the problem (1.1) has a solution, but also that the sequences {u n }, {w n } and {y n } generated by Algorithm 2.1 converge strongly to a solution (û,ŵ,ŷ) of the problem (1.1), wherê u ∈ E,ŵ ∈ Tû, andŷ ∈ Aû. Proposition 3.1. Let E be a real reflexive Banach space with the dual space E * . Let N : E * × E * → E * be Lipschitz continuous in the first argument with respect to T with constant λ > 0 and g : E → E * be Lipschitz continuous with constant ζ > 0, where T :
for some constant υ taking values in υ 0 ≤ υ ≤ ζ + λ, where
Proof. For all x, y ∈ E, z ∈ E * , u 1 ∈ T x, and u 2 ∈ T y, we have
≤ (ζ + λ) x − y . Consequently, it is clear that the conclusion is valid.
Theorem 3.1. Let E be a real reflexive Banach space with the dual space E * . Let N : E * × E * → E * , T, A : E → C B(E * ), g : E → E * and η : E × E → E be mappings. Let w * ∈ E * be given, and b : E × E → R be a real-valued functional. Assume that the following conditions are satisfied: where υ is a constant appearing in Proposition 3.1, then the sequences {u n }, {w n }, and {y n } generated by Algorithm 2.1 converge strongly toû,ŵ, andŷ respectively, and (û,ŵ,ŷ) is a solution of the problem (1.1), whereû ∈ E,ŵ ∈ Tû, andŷ ∈ Aû.
Proof. First, it follows from (2.5) in Algorithm 2.1 that for any v ∈ E,
Taking v = u n+1 in (3.2) and v = u n in (3.3), respectively, we get
Adding (3.4) and (3.5), we obtain
and so
Now, from the conditions (4) and (6), we obtain
≤ g(u n−1 ) − g(u n ) (1 − ρ)(u n − u n+1 ) + ρ(u n − u n+1 − η(u n , u n+1 ))
≤ ζ u n−1 − u n [|1 − ρ| u n − u n+1 + ρ u n − u n+1 − η(u n , u n+1 ) ] ≤ ζ (|1 − ρ| + ρδ η ) u n−1 − u n u n − u n+1 . (3.8)
From the conditions (1), (4), (6) , and Proposition 3.1, we obtain g(u n−1 ) − g(u n ) − (N (w n−1 , y n−1 ) − N (w n , y n−1 )), η(u n , u n+1 )
≤ g(u n−1 ) − g(u n ) − (N (w n−1 , y n−1 ) − N (w n , y n−1 )) η(u n , u n+1 )
≤ υδ u n−1 − u n u n − u n+1 . (3.9)
From the conditions (2)- (4), and Algorithm 2.1, we obtain N (w n , y n−1 ) − N (w n , y n ), η(u n , u n+1 ) ≤ N (w n , y n−1 ) − N (w n , y n ) η(u n , u n+1 )
≤ ξ δ y n−1 − y n u n − u n+1
≤ ξ δ 1 + we can see that θ n → θ as n → ∞. According to the condition (3.1), we have θ < 1. Hence, there are a positive number θ 0 < 1 and an integer n 0 ≥ 1 such that θ n ≤ θ 0 < 1 for all n ≥ n 0 . Therefore, it follows from (3.12) that {u n } is a Cauchy sequence in E and we may assume that {u n } converges strongly to someû ∈ E. Since the set-valued mappings T and A are both H -Lipschitz continuous, from Algorithm 2.1 we get w n − w n+1 ≤ 1 + 1 n + 1 H (T u n , T u n+1 ) ≤ 1 + 1 n + 1 κ u n − u n+1 , and y n − y n+1 ≤ 1 + 1 n + 1 H (Au n , Au n+1 )
Therefore, {w n } and {y n } are also Cauchy sequences in E * . Let w n →ŵ strongly and y n →ŷ strongly as n → ∞. Noticing w n ∈ T u n , we have
